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Preface
Many-body physics has the daunting task of describing the collective behavior of vast assem-
blies of elementary objects. While the fundamental laws are known, exact solutions like the
Bethe Ansatz are exceedingly rare. Nonetheless, the past century has witnessed a continuous
stream of conceptual breakthroughs, prompted by unforeseen discoveries of new states of mat-
ter: superconductivity and superfluidity, antiferromagnetism, the Kondo effect, the Mott tran-
sition, symmetry breaking, spin glasses and frustration, heavy Fermions, and high-temperature
superconductivity. Each of these cooperative phenomena is an example of emergence at work.
Their essence can often be captured by simple model Hamiltonians. Describing the richness of
real matter requires, however, to increase the complexity of the models significantly, as emer-
gent phenomena are frequently governed by the interplay of several scales. In this year’s school
we will highlight the Kondo effect, the physics of the Hubbard model, and frustrated quantum
spins, covering the range from fundamental mechanisms to the modeling of real materials.
The aim of the school is to introduce advanced graduate students and up to the essence of
emergence and modern approaches for modeling strongly correlated matter.
A school of this size and scope requires support and help from many sources. We are very
grateful for all the financial and practical support we have received. The Institute for Advanced
Simulation and the German Research School for Simulation Sciences at the Forschungszentrum
Ju¨lich provided the major part of the funding and were vital for the organization of the school
and the production of this book. The DFG Research Unit FOR 1346 generously supported
many of the attending students and the poster session. The Institute for Complex Adaptive
Matter (ICAM) offered travel grants for selected international participants.
The nature of a school makes it desirable to have the lecture notes available when the lectures
are given. This way students get the chance to work through the lectures thoroughly while their
memory is still fresh. We are therefore extremely grateful to the lecturers that, despite tight
deadlines, provided their manuscripts in time for the production of this book. We are confident
that the lecture notes collected here will not only serve the participants of the school but will
also be useful for other students entering the exciting field of strongly correlated materials.
We are grateful to Mrs. H. Lexis of the Verlag des Forschungszentrum Ju¨lich and to Mrs.
D. Mans of the Graphische Betriebe for providing their expert support in producing the present
volume on a tight schedule. We heartily thank our students and postdocs who helped with proof-
reading the manuscripts, often on quite short notice: Michael Baumga¨rtel, Khaldoon Ghanem,
Hoai Le Thi, Julian Mußhoff, Esmaeel Sarvestani, Amin Kiani Sheikhabadi, Guoren Zhang,
Qian Zhang, and, in particular, our native speaker Hunter Sims.
Finally, our special thanks go to Dipl.-Ing. R. Ho¨lzle for his invaluable advice on the innu-
merable questions concerning the organization of such an endeavor, and to Mrs. L. Snyders for
expertly handling all practical issues.
Eva Pavarini, Erik Koch, and Piers Coleman
August 2015

1 Heavy Fermions and the Kondo Lattice:
A 21st Century Perspective
Piers Coleman
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1.2 Piers Coleman
1 Heavy electrons
1.1 Introduction
In a world where it is possible to hold a levitated high-temperature superconductor in the palm
of one’s hand, it is easy to forget the ongoing importance of low-temperature research. Heavy-
electron materials are a class of strongly correlated electron material containing localized mag-
netic moments that, by entangling with the surrounding electrons, profoundly transform the
metallic properties. A heavy-fermion metal can develop electron masses 1000 times that of cop-
per; it can also develop unconventional superconductivity, transform into new forms of quantum
order, exhibit quantum critical and topological behavior. Although most of these properties de-
velop well below the boiling point of nitrogen, the diversity and highly tunable nature of their
ground states make them an invaluable work-horse for exploring and researching the emergent
properties of correlated quantum matter.
This lecture will give an introduction to heavy-fermion materials, trying to emphasize a 21st
century perspective. More extensive discussion and development of the ideas in these notes
can be found in an earlier review article [1] and the later chapters of my book Introduction to
Many-Body Physics [2].
In the periodic table, the most strongly interacting electrons reside in orbitals that are well
localized. In order of increasing localization, partially filled orbitals are ordered as follows:
5d < 4d < 3d < 5f < 4f. (1)
In addition, when moving along a row of the periodic table, the increasing nuclear charge pulls
the orbitals towards the nucleus. These trends are summarized in the Kmetko-Smith diagram [3],
which is shown in Fig 1. The d-orbital metals at the bottom left of this diagram are highly
itinerant and exhibit conventional superconductivity. By contrast, in rare earth and actinide
metals towards the top right-hand corner, the f -shell electrons are localized, forming magnets
or antiferromagnets. It is the materials that lie in the cross-over between these two regions that
are particularly interesting, for these materials are “on the brink of magnetism.” It is in this
cross-over region that many strongly correlated materials reside: It is here for instance that we
find cerium and uranium, which are key atoms for a wide range of 4f and 5f heavy-electron
materials.
1.2 Local moments and the Kondo effect
Heavy-electron materials contain a lattice of localized electrons immersed in a sea of mobile
conduction electrons. To understand their physics, we need to first step back and discuss in-
dividual localized moments and the mechanism by which they interact with the surrounding
conduction sea.
The key feature of a localized moment is that the Coulomb interaction has eliminated the high-
frequency charge fluctuations, leaving behind a low-energy manifold of degenerate spin states.
In rare earth and actinide ions, the orbital and spin angular momentum combine into a single
Heavy Fermions and the Kondo Lattice 1.3
Fig. 1: The Kmetko-Smith diagram [3], showing the broad trends towards increasing electron
localization in the d- and f -electron compounds.
entity with angular momentum ~j = ~l + ~s. For example, a Ce3+ ion contains a single unpaired
4f -electron in the state 4f 1, with l = 3 and s = 1/2. Spin-orbit coupling gives rise to a low-
lying multiplet with j = 3 − 1
2
= 5
2
, consisting of 2j + 1 = 6 degenerate orbitals |4f 1 : Jm〉,
(mJ ∈ [−52 , 52 ]) with an associated magnetic moment M = 2.64µB. In a crystal, the 2j+1-fold
degeneracy of such a magnetic ion is split, and provided there are an odd number of electrons
in the ion, the Kramers theorem guarantees that the lowest lying state has at least a two-fold
degeneracy (Fig. 2 a and b).
One of the classic signatures of localized moments is a high-temperature Curie-Weiss suscepti-
bility, given by
χ ≈ M
2
3(T + θ)
ni M
2 = g2µ2B j(j + 1), (2)
where ni is the concentration of magnetic moments, whileM is the magnetic moment with total
angular momentum quantum number j and gyromagnetic ratio g (g-factor). θ is the Curie-Weiss
temperature, a phenomenological scale that takes account of interactions between spins.
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Fig. 2: a) In isolation, the localized states of an atom form a stable, sharp excitation lying
below the continuum. (b) In a crystal, the 2j + 1-fold degenerate state splits into multiplets,
typically forming a low-lying Kramers doublet. (c) The inverse of the Curie-Weiss susceptibility
of local moments χ−1 is a linear function of temperature, intersecting zero at T = −θ.
The presence of such local moments inside a metal profoundly alters its properties. The physics
of an isolated magnetic ion is described by the Kondo model
H =
∑
kσ
εk c
†
kσckσ +
∆H︷ ︸︸ ︷
J ψ†(0)~σ ψ(0) · ~Sf , (3)
where c†kσ creates a conduction electron of energy εk and momentum k, andψ
†(0) = N−1/2s ∑k c†kσ
creates a conduction electron at the origin, where Ns is the number of sites in the lattice. The
conduction sea interacts with the local moment via an antiferromagnetic contact interaction of
strength J . The antiferromagnetic sign (J > 0) of this interaction is an example of super-
exchange, first predicted by Philip W. Anderson [4, 5], which results from high-energy valence
fluctuations. Jun Kondo [6] first analyzed the effect of this scattering, showing that, as the tem-
perature is lowered, the effective strength of the interaction grows logarithmically, according
to
J → J(T ) = J + 2J2ρ ln D
T
(4)
where ρ is the density of states of the conduction sea (per spin) and D is the band width. The
growth of this interaction enabled Kondo to understand why in many metals at low temperatures
the resistance starts to rise as the temperature is lowered, giving rise to a resistance minimum.
Today, we understand this logarithmic correction as a renormalization of the Kondo coupling
constant, resulting from the fact that, as the temperature is lowered, more and more high-
frequency quantum spin fluctuations become coherent, and these strengthen the Kondo inter-
action. The effect is closely analogous to the growth of the strong interaction between quarks,
and like quarks, the local moment in the Kondo effect is asymptotically free at high energies.
However, as you can see from the above equation, once the temperature becomes of the order
TK ∼ D exp
[
− 1
2Jρ
]
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Fig. 3: (a) Schematic temperature-field phase diagram of the Kondo effect. At fields and tem-
peratures large compared with the Kondo temperature TK , the local moment is unscreened with
a Curie susceptibility. At temperatures and fields small compared with TK , the local moment
is screened, forming an elastic scattering center within a Landau-Fermi liquid with a Pauli
susceptibility χ ∼ 1
TK
. (b) Schematic susceptibility curve for the Kondo effect, showing the
cross-over from Curie susceptibility at high temperatures to Pauli susceptibility at temperatures
below the Kondo temperature TK . (c) Specific heat curve for the Kondo effect. Since the total
area is the full spin entropy R ln 2 and the width is of order TK , the height must be of order
γ ∼ R ln 2/TK . This sets the scale for the zero-temperature specific heat coefficient.
the correction becomes as large as the original perturbation, and at lower temperatures, the
Kondo interaction can no longer be treated perturbatively. In fact, non-perturbative methods
tell us that this interaction scales to strong coupling at low energies, causing electrons in the
conduction sea to magnetically screen the local moment to form an inert Kondo singlet denoted
by
|GS〉 = 1√
2
(
|⇑ ↓ 〉 − |⇓ ↑ 〉
)
, (5)
where the thick arrow refers to the spin state of the local moment and the thin arrow refers to the
spin state of a bound electron at the site of the local moment. The key features of the impurity
Kondo effect are
• The electron fluid surrounding the Kondo singlet forms a Fermi liquid, with a Pauli sus-
ceptibility χ ∼ 1/TK .
• The local moment is a kind of qubit that entangles with the conduction sea to form a
singlet. As the temperature T is raised, the entanglement entropy converts to thermal
entropy, given by the integral of the specific heat coefficient,
S(T ) =
∫ T
0
dT ′
CV (T
′)
T ′
.
Since the total area under the curve, S(T → ∞) = R ln 2 per mole, is the high-
temperature spin entropy, and since the characteristic width is the Kondo temperature,
it follows that the characteristic zero-temperature specific heat coefficient must be of the
order of the inverse Kondo temperature: γ = CV
T
(T → 0) ∼ R ln 2/TK (see Fig. 3b).
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Fig. 4: Temperature dependence of resistivity associated with scattering from an impurity
spin from [7, 8]. The resistivity saturates at the unitarity limit at low temperatures, due to the
formation of the Kondo resonance. Adapted from [7].
• The only scale in the physics is TK . For example, the resistivity created by magnetic
scattering off the impurity has a universal temperature dependence
R(T )
RU
= ni Φ
(
T
TK
)
(6)
where ni is the concentration of magnetic impurities, Φ(x) is a universal function and ρU
is the unit of unitary resistance (basically resistance with a scattering rate of order the
Fermi energy)
RU =
2ne2
pimρ
. (7)
Experiment confirms that the resistivity in the Kondo effect can indeed be scaled onto a
single curve that fits forms derived from the Kondo model (see Fig 4).
• The scattering off the Kondo singlet is resonantly confined to a narrow region of order
TK , called the Kondo or Abrikosov-Suhl resonance.
1.3 The Kondo lattice
In a heavy-fermion material, containing a lattice of local moments, the Kondo effect develops
coherence. In a single impurity, a Kondo singlet scatters electrons without conserving momen-
tum, giving rise to a huge build-up of resistivity at low temperatures. However, in a lattice with
translational symmetry, this same elastic scattering now conserves momentum, and this leads to
coherent scattering off the Kondo singlets. In the simplest heavy-fermion metals, this leads to a
dramatic reduction in the resistivity at temperatures below the Kondo temperature.
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As a simple example, consider CeCu6 a classic heavy-fermion metal. Naively, CeCu6 is just
a copper alloy in which 14% of the copper atoms are replaced by cerium, yet this modest
replacement radically alters the metal. In this material, it actually proves possible to follow the
development of coherence from the dilute single-ion Kondo limit to the dense Kondo lattice by
forming the alloy La1−xCexCu6. Lanthanum is isoelectronic to cerium but has an empty f shell,
so the limit x→ 0 corresponds to the dilute Kondo limit, and in this limit the resistivity follows
the classic Kondo curve. However, as the concentration of cerium increases, the resistivity
curve starts to develop a coherence maximum and in the concentrated limit drops to zero with
the characteristic T 2 dependence of a Landau-Fermi liquid (see Fig. 6).
CeCu6 displays the following classic features of a heavy-fermion metal:
• A Curie-Weiss susceptibility χ ∼ (T + θ)−1 at high temperatures.
• A paramagnetic spin susceptibility χ ∼ const. at low temperatures.
• A dramatically enhanced linear specific heat CV = γT at low temperatures, where in
CeCu6 γ ∼ 1000 mJ/mol/K2 is about 1000 times larger than in copper.
• A quadratic temperature dependence of the low-temperature resistivity ρ = ρo + AT 2.
In a Landau-Fermi liquid, the magnetic susceptibility χ and the linear specific heat coefficient
γ = CV /T |T→0 are given by
χ = (µB)
2 N
∗(0)
1 + F ao
(8)
γ =
pi2k2B
3
N∗(0) (9)
where N∗(0) = m
∗
m
N(0) is the renormalized density of states, and F a0 is the spin-dependent
part of the s-wave interaction between quasiparticles. One of the consequences of Fermi-liquid
theory is that the density of states factors out of the Sommerfeld or Wilson ratio between the
susceptibility and linear specific heat coefficient,
W =
χ
γ
=
(
µB
2pikB
)2
1
1 + F a0
. (10)
In heavy-fermion metals, this ratio remains approximately fixed across several decades of vari-
ation in χ and γ. This allows us to understand heavy-fermion metals as a lattice version of the
Kondo effect that gives rise to a renormalized density of states N∗(0) ∼ 1/TK .
The discovery of heavy-electron compounds in the 1970s led Mott [9] and Doniach [10] to pro-
pose that heavy-electron systems should be modeled as a Kondo lattice, where a dense array of
local moments interacts with the conduction sea via an antiferromagnetic interaction J . In such
a lattice, the local moments polarize the conduction sea, and the resulting Friedel oscillations in
the magnetization give rise to an antiferromagnetic RKKY (Ruderman Kittel Kasuya Yosida)
magnetic interaction [11–13] that tends to order the local moments. Mott and Doniach realized
that this interaction must compete with the Kondo effect.
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Fig. 5: Doniach phase diagram for the Kondo lattice, illustrating the antiferromagnetic regime
and the heavy-fermion regime for TK < TRKKY and TK > TRKKY respectively. The effective
Fermi temperature of the heavy Fermi liquid is indicated as a solid line. Experimental evidence
suggests that in many heavy-fermion materials this scale drops to zero at the antiferromagnetic
quantum critical point.
The simplest Kondo lattice Hamiltonian [14] is
H =
∑
kσ
εk c
†
kσckσ + J
∑
j
~Sj · c†jα ~σαβ cjβ , (11)
where
c†jα =
1√Ns
∑
k
c†kαe
−ik·Rj (12)
creates an electron at site j. Mott and Doniach [9, 10] pointed out that there are two energy
scales in the Kondo lattice: the Kondo temperature TK ∼ De−1/(2Jρ) and the RKKY scale
ERKKY = J
2ρ.
For small Jρ, ERKKY  TK leading to an antiferromagnetic ground state, but when Jρ is
large, TK  ERKKY, stabilizing a ground state in which every site in the lattice resonantly
scatters electrons. Based on a simplified one-dimensional Kondo necklace model [15], Doniach
conjectured [10] that the transition between the antiferromagnet and the dense Kondo ground
state is a continuous quantum phase transition. Experiment confirms this conjecture, and today
we have several examples of such quantum critical points, including CeCu6 doped with gold to
form CeCu6−xAux and CeRhIn5 under pressure [16–18]. In the fully developed Kondo lattice,
the ground state Bloch’s theorem ensures that the resonant elastic scattering at each site will
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Fig. 6: (a) Resistivity of CexLa1−xCu6. Dilute Ce atoms in LaCu6 exhibit a classic Kondo
resistivity, but as the Ce concentration becomes dense, elastic scattering off each Ce atom leads
to the development of a coherent heavy-fermion metal. (b) Resistivities of four heavy-fermion
materials showing the development of coherence. A variety of antiferromagnetic, Fermi liquid,
superconducting and insulating states are formed (see text).
generate a renormalized f band of width ∼ TK . In contrast with the impurity Kondo effect,
here elastic scattering at each site acts coherently. For this reason, as the heavy-electron metal
develops at low temperatures, its resistivity drops towards zero (see Fig. 6b).
In a Kondo lattice, spin entanglement is occurring on a truly macroscopic scale, but this entan-
glement need not necessarily lead to a Fermi liquid. Experimentally, many other possibilities
are possible. Here are some examples:
• Ce3Bi4Pt3, a Kondo insulator in which the formation of Kondo singlets with the Ce mo-
ments drives the development of a small insulating gap at low temperatures.
• CeRhIn5, an antiferromagnet on the brink of forming a Kondo lattice, which under pres-
sure becomes a heavy-fermion superconductor with Tc = 2 K.
• UBe13 a heavy-fermion superconductor that transitions directly from an incoherent metal
with resistivity 200 µΩ cm into a superconducting state.
Each of these materials has qualitatively the same high-temperature Curie-Weiss magnetism and
the same Kondo resistivity at high temperatures due to incoherent scattering off the local mo-
ments. However at low temperatures, the scattering off the magnetic Ce ions becomes coherent
and new properties develop.
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2 Kondo insulators: the simplest heavy fermions
In many ways, the Kondo insulator is the simplest ground state of the Kondo lattice. The
first Kondo insulator (KI) SmB6 was discovered almost fifty years ago [19], and today there
are several known examples, including Ce3Bi4Pt3. At room temperature, these KIs are metals
containing a dense array of magnetic moments, yet on cooling they develop a narrow gap due
the formation of Kondo singlets that screen the local moments [20–23]. We can gain a lot of
insight by examining the strong-coupling limit, in which the dispersion of the conduction sea is
much smaller than the Kondo coupling J . Consider a simple tight-binding Kondo lattice
H = −t
∑
(i,j)σ
(c†iσcjσ + H.c.) + J
∑
j,αβ
~σj · ~Sj, ~σj ≡ (c†jβ~σβαcjα) (13)
in which t/J  1 is a small parameter. In this limit, the inter-site hopping is a perturbation to
the on-site Kondo interaction,
H
t/J→0
−−−→ J
∑
j,αβ
~σj · ~Sj +O(t), (14)
and the corresponding ground state shows the formation of a spin singlet at each site, denoted
by the wavefunction
|KI〉 =
∏
j
1√
2
(
⇑j↓j − ⇓j↑j
)
(15)
where the double and single arrows denote the localized moment and conduction electron re-
spectively.
Each singlet has a ground-state energy E = −3J/2 per site and a singlet-triplet spin gap of
magnitude ∆E = 2J . Moreover, if we remove an electron from site i, we break a Kondo
singlet and create an unpaired spin with excited energy 3J/2,
|qp+, i ↑〉 = ⇑i
∏
j 6=i
1√
2
(
⇑j↓j − ⇓j↑j
)
=
√
2 ci↓ |KI〉, (16)
as illustrated in Fig 7(a). Similarly, if we add an electron, we create an electron quasiparticle,
corresponding to an unpaired local moment and a doubly occupied conduction electron orbital
|qp−, i ↑〉 = ⇑i
(
↑i↓i
)∏
j 6=i
1√
2
(
⇑j↓j − ⇓j↑j
)
=
√
2 c†j↑ |KI〉, (17)
as illustrated in Fig 7b.
If we now reintroduce the hopping −t between sites, then these quasiparticle excitations be-
come mobile, as illustrated in Fig. 7 a and b. From the explicit form of the states, we find
that the nearest-neighbor hopping matrix elements are 〈qp±, iσ|H|qp±, jσ〉 = ±t/2, giving
quasiparticle energies
Eqp±(k) = ±t(cx + cy + cz) +
3
2
J . (18)
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Fig. 7: Showing (a) hole and (b) electron doping of a strong-coupling Kondo insulator. (c)
Dispersion of strong-coupling Kondo insulator. A small amount of hole doping δ gives rise to a
large Fermi surface containing 2− δ heavy electrons.
To transform from the quasiparticle to the electron basis, we need to reverse the sign of the hole
(qp+) dispersion to obtain the valence band dispersion, so that the band energies predicted by
the strong-coupling limit of the Kondo lattice are
E±k = −t (cx + cy + cz)±
3
2
J, (19)
separated by an energy 3J as shown in Fig. 7c. Note that these are hard core fermions that
cannot occupy the same lattice site simultaneously.
In this way, the half-filled strong coupling Kondo lattice forms an insulator with a charge gap
of size 3J and a spin gap of size 2J . Notice finally that if we dope the insulator with an amount
δ of holes, we form a band of heavy fermions. In this way, Kondo insulators can be considered
the parent states of heavy-electron materials. However, we would like to examine the physics
of a Kondo lattice at weak coupling, and to do this requires a different approach.
3 Large-N expansion for the Kondo Lattice
3.1 Philosophy and formulation
One of the great difficulties with the Kondo lattice is that there is no natural small parameter to
carry out an approximate treatment. One way around this difficulty is to use a large-N expan-
sion, in which we extend the number of spin components of the electrons from 2 to N . Histori-
cally, Anderson [24] pointed out that the large spin-orbit coupling in heavy-fermion compounds
generates (if we ignore crystal fields) a large spin degeneracy N = 2j + 1, furnishing a small
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Fig. 8: Illustration of the convergence of a quantum path integral about a semi-classical
trajectory in the large-N limit.
parameter 1/N for a controlled expansion about the limit N → ∞. One of the observations
arising from Anderson’s idea [25, 26] is that the RKKY interaction becomes negligible (of or-
derO(1/N2)) in this limit, and the Kondo lattice ground state becomes stable. This observation
opened the way to path-integral mean-field treatments of the Kondo lattice [26–31].
The basic idea of the large-N limit is to examine a limit where every term in the Hamiltonian
grows extensively with N . In the path integral for the partition function, the corresponding
action then grows extensively with N , so that
Z =
∫
D[ψ]e−NS =
∫
Dψ exp
[
− S
1/N
]
≡
∫
D[ψ] exp
[
− S
~eff
]
. (20)
Here 1/N ∼ ~eff behaves as an effective Planck constant for the theory, focusing the path
integral into a non-trivial “semi-classical” or “mean-field” solution as ~eff → 0. As N → ∞,
the quantum fluctuations of intensive variables aˆ, such as the electron density per spin, become
smaller and smaller, scaling as 〈δa2〉/〈a2〉 ∼ 1/N , causing the path integral to focus around a
non-trivial mean-field trajectory. In this way, one can obtain new results by expanding around
the solvable large-N limit in powers of 1/N (Fig. 8).
We will use a simplified Kondo lattice model introduced by Read and Newns [26], in which all
electrons have a spin degeneracy N = 2j + 1,
H =
∑
kα
εk c
†
kαckα +
J
N
∑
j,αβ
c†jβcjα Sαβ(j) . (21)
where c†jα =
1√Ns
∑
k c
†
kαe
−ik·~Rj creates an electron localized at site j, and the spin of the local
moment at position Rj is represented by pseudo-fermions
Sαβ(j) = f
†
jαfjβ −
nf (j)
N
δαβ. (22)
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This representation requires that we set a value for the conserved f occupancy nf (j) = Q at
each site. This interaction can be rewritten in a factorized form
H =
∑
kα
εk c
†
kαckα −
J
N
∑
j,αβ
:
(
c†jβfjβ
)(
f †jαcjα
)
: (23)
Read-Newns model for the Kondo lattice
where the potential scattering terms resulting from the rearrangement of the f -operators have
been absorbed into a shift of the chemical potential. Note that
• the model has a global SU(N) symmetry associated with the conserved magnetization.
• the Read-Newns (RN) model is a lattice version of the Coqblin-Schrieffer Hamiltonian [32]
introduced to describe the Kondo interaction in strongly spin-orbit coupled rare-earth
ions. While the Coqblin-Schrieffer interaction is correct at each site, the assumption that
the SU(N) spin is conserved by electron hopping is an oversimplification. (This is a price
one pays for a solvable model.)
• in this factorized form, the antiferromagnetic Kondo interaction is attractive.
• the coupling constant has been scaled to vary as J/N to ensure that the interaction grows
extensively with N . The interaction involves a product of two terms that scale as O(N),
so that J/N ×O(N2) ∼ O(N).
• the RN model also has a local gauge invariance: The absence of f charge fluctuations
allows us to change the phase of the f -electrons independently at each site
fjσ → eiφjfjσ. (24)
A tricky issue concerns the value we give to the conserved charge nf = Q. In the physical
models of interest, nf = 1 at each site, so one might be inclined to explicitly maintain this
condition. However, the large-N expansion requires that the action is extensive in N , and this
forces us to consider more general classes of solutions where Q scales with N so that the filling
factor q = Q/N is finite as N → ∞. Thus if we are interested in a Kramers-doublet Kondo
model, we take the half-filled case q = 1/2, Q = N/2, but if we want to understand a j = 7/2
Yb3+ atom without crystal fields, then in the physical system N = 2j + 1 = 8, and we should
fix q = Q/N = 1/8.
The partition function for the Kondo lattice is then
Z = Tr
[
e−βH
∏
j
δ(nˆf (j)−Q)
]
(25)
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where δ(nˆf (j) − Q) projects out the states with nf (j) = Q at site j. By re-writing the delta
function as a Fourier transform, the partition function can be can be rewritten as a path-integral,
Z =
∫
D[ψ†, ψ, λ] exp
−∫ β
0
dτ
L[ψ†,ψ,λ]︷ ︸︸ ︷(
ψ†∂τψ +H[ψ¯, ψ, λ]
) (26)
where ψ† ≡ ({c†}, {f †}) schematically represent the conduction and f -electron fields,
H[λ] =
∑
kα
εkc
†
kαckα −
J
N
∑
j,αβ
:
(
c†jβfjβ
)(
f †jαcjα
)
: +
∑
j
λj(nfj −Q). (27)
The field λj is a fluctuating Lagrange multiplier that enforces the constraint nj = Q at each site.
Next we carry out a Hubbard-Stratonovich transformation on the interaction,
− J
N
∑
αβ
(
c†jβfjβ
)(
f †jαcjα
)
→
∑
α
[
V¯j
(
c†jαfjα
)
+
(
f †jαcjα
)
Vj
]
+N
V¯jVj
J
. (28)
In the original Kondo model, we started out with an interaction between electrons and spins.
Now, by carrying out the Hubbard-Stratonovich transformation, we have formulated the inter-
action as the exchange of a charged boson
J
N
≡
J
N
δ(τ − τ ′)
c†βfβ f
†
αcα (29)
− J
N
∑
k,k′,α,β
(c†βfβ)(f
†
αcα) (30)
where the solid lines represent the conduction electron propagators, and the dashed lines rep-
resent the f -electron operators. Notice how the bare amplitude associated with the exchange
boson is frequency independent, i.e., the interaction is instantaneous. Physically, we may inter-
pret this exchange process as due to an intermediate valence fluctuation.
The path integral now involves an additional integration over the hybridization fields V and V¯
Z =
∫
D[V¯ , V, λ]
∫
D[ψ†, ψ] exp
[
−
S[V¯ ,V,λ, ψ†,ψ]︷ ︸︸ ︷∫ β
0
(ψ†∂τψ +H[V¯ , V, λ])
]
H[V¯ , V, λ] =
∑
k
εk c
†
kσckσ +
∑
j
[
V¯j
(
c†jσfjσ
)
+
(
f †jσcjσ
)
Vj +λj(nfj−Q)+N V¯jVj
J
]
(31)
Read-Newns path integral for the Kondo lattice
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where we have suppressed summation signs for repeated spin indices (summation convention).
The RN path integral allows us to develop a mean-field description of the many-body Kondo
scattering processes that captures the physics and is asymptotically exact as N → ∞. In this
approach, the condensation of the hybridization field describes the formation of bound states
between spins and electrons that cannot be dealt with in perturbation theory. Bound states
induce long-range temporal correlations in scattering: Once the hybridization condenses, the
interaction lines break-up into independent anomalous scattering events, denoted by
〈δV¯ (1)δV (2)〉 → V¯ (1) V¯ (2)
The hybridization V in the RN action carries the local U(1) gauge charge of the f -electrons,
giving rise to an important local gauge invariance:
fjσ → eiφjfjσ, Vj → eiφjVj, λj → λj − iφ˙j(τ). (32)
Read Newns gauge transformation
This invariance can be used to choose a gauge in which Vj is real by absorbing the phase of the
hybridization Vj = |Vj|eiφj into the f -electron. In the radial gauge,
Z =
∫
D[|V |, λ]
∫
D[ψ†, ψ] exp
[
−
S[|V |λ, ψ†,ψ]︷ ︸︸ ︷∫ β
0
(ψ†∂τψ +H[|V |, λ])
]
H[|V |, λ] =
∑
k
εkc
†
kσckσ +
∑
j
[
|Vj|
(
c†jσfjσ + f
†
jσcjσ
)
+ λj(nfj−Q) +N |Vj|
2
J
]
(33)
Read Newns path integral: radial gauge
Subsequently, when we use the radial gauge, we will drop the modulii signs. The interesting
feature about this Hamiltonian is that with the real hybridization, the conduction and f electrons
now transform under a single global U(1) gauge transformation, i.e the f electrons have become
charged.
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3.2 Mean-field theory
The interior fermion integral in the path integral (33) defines an effective action SE[V, λ] by the
relation
ZE = exp [−NSE[V, λ]] ≡
∫
D[ψ†, ψ] exp [−S[V, λ, ψ†, ψ]] , (34)
The extensive growth of the effective action withN means that at largeN , the integration in (31)
is dominated by its stationary points, allowing us to dispense with the integrals over V and λ.
Z =
∫
D[λ, V ] exp [−NSE[V, λ]] ≈ exp [−NSE[V, λ]]
∣∣∣∣
Saddle Point
(35)
In practice, we seek uniform, static solutions, Vj(τ) = V, λj(τ) = λ. In this case the saddle-
point partition functionZE = Tre−βHMFT is simply the partition function of the static mean-field
Hamiltonian
HMFT =
∑
kσ
(
c†kσ, f
†
kσ
) h(k)︷ ︸︸ ︷(εk V
V¯ λ
)(
ckσ
fkσ
)
+NNs
( |V |2
J
− λq
)
(36)
=
∑
kσ
ψ†kσ h(k) ψkσ +NNs
( |V |2
J
− λq
)
.
Here, f †kσ =
1√Ns
∑
j f
†
jσe
ik·Rj is the Fourier transform of the f -electron field and we have
introduced the two-component notation
ψkσ =
(
ckσ
fkσ
)
, ψ†kσ =
(
c†kσ, f
†,kσ
)
, h(k) =
(
εk V
V¯ λ
)
. (37)
We should think about HMFT as a renormalized Hamiltonian, describing the low-energy quasi-
particles moving through a self-consistently determined array of resonant scattering centers.
Later, we will see that the f -electron operators are composite objects, formed as bound states
between spins and conduction electrons.
The mean-field Hamiltonian can be diagonalized in the form
HMFT =
∑
kσ
(
a†kσ, b
†
kσ
)(Ek+ 0
0 Ek−
)(
akσ
bkσ
)
+NNs
(
V¯ V
J
− λq
)
. (38)
Here a†kσ = ukc
†
kσ + vkf
†
kσ and b
†
kσ = −vkc†kσ + ukf †kσ are linear combinations of c†kσ and f †kσ
playing the role of quasiparticle operators with corresponding energy eigenvalues
det
[
E±k 1−
(
εk V
V¯ λ
)]
= (Ek± − εk)(Ek± − λ)− |V |2 = 0, (39)
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Fig. 9: (a) Dispersion for the Kondo lattice mean-field theory. (b) Renormalized density of
states, showing a “hybridization gap” (∆g).
or
Ek± =
εk + λ
2
±
[(
εk − λ
2
)2
+ |V |2
] 1
2
, (40)
and eigenvectors taking the BCS form{
uk
vk
}
=
1
2
± (εk − λ)/2
2
√(
εk−λ
2
)2
+ |V |2
 12 . (41)
The hybridized dispersion described by these energies is shown in Fig. 9.
Note that
• The Kondo effect injects an f band into the conduction sea, hybridizing with the conduc-
tion band to create two bands separated by a direct “hybridization gap” of size 2V and a
much smaller indirect gap. If we put εk = ±D, we see that the upper and lower edges of
the gap are given by
E± =
∓D + λ
2
±
√(∓D − λ
2
)2
+ V 2 ≈ λ± V
2
D
, (D  λ) (42)
so the indirect gap has a size ∆g ∼ 2V 2/D, where D is the half bandwidth. We will
see shortly that V 2/D ∼ TK is basically the single-ion Kondo temperature, so that V ∼√
TKD is the geometric mean of the bandwidth and Kondo temperature.
• In the case when the chemical potential lies in the gap, a Kondo insulator is formed.
• A conduction sea of electrons has been transformed into a heavy Fermi sea of holes.
• The Fermi surface volume expands in response to the formation of heavy electrons (see
Fig. 10) to accommodate the total number of occupied quasiparticle states
Ntot =
〈∑
kλσ
nkλσ
〉
= 〈nˆf + nˆc〉 (43)
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Fig. 10: (a) High-temperature state: small Fermi surface with a background of spins; (b)
Low-temperature state: large Fermi surface develops against a background of positive charge.
Each spin “ionizes” into Q heavy electrons, leaving behind a background of Kondo singlets,
each with charge +Qe.
where nkλσ = a
†
kλσakλσ is the number operator for the quasiparticles and nc is the total
number of conduction electrons. This means
Ntot = N
VFS a
3
(2pi)3
= Q+ nc , (44)
where a3 is the volume of the unit cell. This is rather remarkable, for the expansion of the
Fermi surface implies an increased negative charge density in the Fermi sea. Since charge
is conserved, we are forced to conclude there is a compensating +Q|e| charge density per
unit cell provided by the Kondo singlets formed at each site, as illustrated in Fig. 10.
3.3 Free energy and saddle point
Let us now use the results of the last section to calculate the mean-field free energy FMFT and
determine self-consistently the parameters λ and V that set the scales of the Kondo lattice. By
diagonalizing the mean-field Hamiltonian, we obtain
F
N
= −T
∑
k,±
ln
[
1 + e−βEk±
]
+Ns
(
V 2
J
− λq
)
. (45)
Let us discuss the ground state, in which only the lower band contributes to the free energy.
As T → 0, we can replace −T ln(1 + e−βEk) → θ(−Ek)Ek, so the ground-state energy
E0 = F (T = 0) involves an integral over the occupied states of the lower band:
Eo
NNs =
∫ 0
−∞
dE ρ∗(E)E +
(
V 2
J
− λq
)
, (46)
where we have introduced the density of heavy-electron states ρ∗(E) =
∑
k,± δ(E − E(±)k ).
Now by (39) the relationship between the energy E of the heavy electrons and the energy ε of
the conduction electrons is
E = ε+
V 2
E − λ.
Heavy Fermions and the Kondo Lattice 1.19
As we sum over momenta k within a given energy shell, there is a one-to-one correspondence
between each conduction electron state and each quasiparticle state, so we can write ρ∗(E)dE =
ρ(ε)dε, where the density of heavy electron states
ρ∗(E) = ρ
dε
dE
= ρ
(
1 +
V 2
(E − λ)2
)
. (47)
Here we have approximated the underlying conduction electron density of states by a constant
ρ = 1/(2D). The originally flat conduction electron density of states is now replaced by a
hybridization gap, flanked by two sharp peaks of width approximately piρV 2 ∼ TK (Fig. 9).
Note that the lower bandwidth is lowered by an amount−V 2/D. With this information, we can
carry out the integral over the energies to obtain
Eo
NNs = ρ
∫ 0
−D−V 2/D
dE E
(
1 +
V 2
(E − λ)2
)
+
(
V 2
J
− λq
)
, (48)
where we have assumed that the upper band is empty and that the lower band is partially filled.
Carrying out the integral we obtain
Eo
NNs = −
ρ
2
(
D +
V 2
D
)2
+
∆
pi
∫ 0
−D
dE
(
1
E − λ +
λ
(E − λ)2
)
+
(
V 2
J
− λq
)
(49)
= −D
2ρ
2
+
∆
pi
ln
(
λ
D
)
+
(
V 2
J
− λq
)
(50)
where we have replaced ∆ = piρV 2, which is the width of an isolated f -resonance, and have
dropped terms of order O(∆2/D). We can rearrange this expression, absorbing the bandwidth
D and the Kondo coupling constant into a single Kondo temperature TK = De−1/Jρ as follows
E0
NNs = −
D2ρ
2
+
∆
pi
ln
(
λ
D
)
+
(
piρV 2
piρJ
− λq
)
(51)
= −D
2ρ
2
+
∆
pi
ln
(
λ
D
)
+
(
∆
piρJ
− λq
)
(52)
= −D
2ρ
2
+
∆
pi
ln
(
λ
De−
1
Jρ
)
− λq (53)
= −D
2ρ
2
+
∆
pi
ln
(
λ
TK
)
− λq. (54)
This describes the energy of a family of Kondo lattice models with different J(D) and cutoff
D but fixed Kondo temperature. If we impose the constraint ∂E0
∂λ
= 〈nf〉 − Q = 0 we obtain
∆
piλ
− q = 0, so
Eo(V )
NNs =
∆
pi
ln
(
∆
piqeTK
)
− D
2ρ
2
, (∆ = piρ|V |2) (55)
Let us pause for a moment to consider this energy functional qualitatively. There are two points
to be made:
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Fig. 11: Mexican hat potential for the Kondo Lattice, evaluated at constant 〈nf〉 = Q as a
function of a complex hybridization V = |V |eiφ
• The energy surface E0(V ) is actually independent of the phase of V = |V |eiφ (see
Fig. 11), and has the form of Mexican hat at low temperatures. The minimum of this
functional will then determine a family of saddle-point values V = |Vo|eiφ, where φ can
have any value. If we differentiate the ground-state energy with respect to ∆, we obtain
0 =
1
pi
ln
(
∆
piqTK
)
or
∆ = piqTK
confirming that ∆ ∼ TK .
• The mean-field value of the constraint field λ is determined relative to the Fermi energy µ.
Were we to introduce a slowly varying external potential field to the conduction electron
sea, then the chemical potential would become locally shifted so that µ → µ + eφ(t).
So long as the field φ(t) is varied at a rate slowly compared with the Kondo temperature,
the constraint field will always track with the chemical potential, and since the constraint
field is pinned to the chemical potential, λ → λ + eφ(t). In the process, the constraint
term will become
λ(nˆf (j)−Q)→ λ(nˆf (j)−Q) + eφ(t)(nˆf (j)−Q). (56)
Since the f -electrons now couple to the external potential eφwe have to ascribe a physical
charge e = −|e| to them. By contrast, the−Q term in the constraint must be interpreted as
a “background positive charge” |e|Q ≡ |e| per site. These lines of reasoning indicate that
we should think of the Kondo effect as a many-body ionization phenomenon in which the
neutral local moment splits up into a negatively charged heavy electron and a stationary
positive background charge we can associate with the formation of a Kondo singlet.
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3.4 The composite nature of the f -electron
The matrix Green’s function of the Kondo lattice reminds us of the Nambu Green’s function in
superconductivity. It is given by
Gk(τ) = −〈ψkσ(τ)ψ†kσ(0)〉 ≡
[
Gc(k, τ) Gcf (k, τ)
Gfc(k, τ) Gf (k, τ)
]
(57)
where Gc(k, τ) = −〈ck(τ)c†kσ(0)〉, Gcf (k, τ) = −〈ck(τ)f †kσ(τ)〉 and so on. The anomalous
off-diagonal members of this Green’s function remind us of the Gor’kov functions in BCS
theory and develop with the coherent hybridization. Using the two component notation (37),
this Green’s function can be written
Gk(τ) = −(∂τ + hk)−1
F.T.−−−−−→ Gk(iωn) = (iωn − hk)−1, (58)
where F.T. denotes a Fourier transform in imaginary time (∂τ → −iωn), or more explicitly,
Gk(z) = (z − hk)−1 =
(
z − εk −V
−V z − λ
)−1
=
(
Gc(k, z) Gcf (k, z)
Gfc(k, z) Gf (k, z)
)
(59)
=
1
(z − εk)(z − λ)− V 2
(
z − λ V
V z − εk
)
, (60)
where we have taken the liberty of analytically extending iωr → z into the complex plane. Now
we can read off the Green’s functions. In particular, the hybridized conduction electron Green’s
function is
Gc(k, z) = =
z − λ
(z − εk)(z − λ)− V 2 (61)
=
1
z − εk − V 2z−λ
≡ 1
z − εk −Σc(z) (62)
which we can interpret physically as conduction electrons scattering off resonant f -states at
each site, giving rise to a momentum-conserving self-energy
Σc(z) =
O(1)
V V
=
V 2
z − λ. (63)
We see that the Kondo effect has injected a resonant scattering pole at energy z = λ into the
conduction electron self-energy. This resonant scattering lies at the heart of the Kondo effect.
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3.4.1 An absurd digression: the nuclear Kondo effect
The appearance of this pole in the scattering raises a vexing question in the Kondo effect: What
is the meaning of the f electron? This might seem like a dumb question, for in electronic
materials the Kondo effect certainly involves localized f electrons, and surely we can interpret
this pole as the adiabatic renormalization of a hybridized band structure. This is certainly true.
Yet as purists, we do have to confess that our starting model was a pure Kondo lattice model
with only spin degrees of freedom: They could even have been nuclear spins!
This might seem absurd, yet nuclear spins do couple antiferromagnetically with conduction
electrons to produce nuclear antiferromagnetism. Leaving aside practical issues of magnitude,
we can learn something from the thought experiment in which the nuclear spin coupling to elec-
trons is strong enough to overcome the nuclear magnetism. In this case, resonant bound states
would form with the nuclear spin lattice giving rise to charged heavy electrons, presumably
with an expanded Fermi surface.
From this line of argument we see that while it is tempting to associate the heavy fermion with
a physical f or d electron localized inside the local moment, from a renormalization group per-
spective, the heavy electron is an emergent excitation: a fermionic bound state formed between
the conduction sea and the neutral localized moments. This alternate point-of-view is useful,
because it allows us to contemplate the possibility of new kinds of Kondo effects in states that
are not adiabatically accessible from a band insulator or metal.
3.5 Cooper pair analogy
There is a nice analogy with superconductivity that helps one to understand the composite
nature of the heavy electron. In a superconductor, electron pairs behave as loose composite
bosons described by the relation
ψ↑(x)ψ↓(x′) = −F (x− x′). (64)
Here F (x − x′) = −〈Tψ↑(1)ψ↓(2)〉 is the anomalous Gor’kov Green’s function, which de-
termines the Cooper-pair wavefunction, extended over the coherence length ξ ∼ vF/Tc. A
similar phenomenon takes place in the Kondo effect, but here the bound state develops between
spins and electrons, forming a fermion rather than a boson. For the Kondo lattice, it is perhaps
more useful to think in terms of a screening time τK ∼ ~/TK , rather than a length. Both the
Cooper pair and heavy electron involve electrons that span decades of energy up to a cutoff, be
it the Debye energy ωD in superconductivity or the (much larger) bandwidth D in the Kondo
effect [33, 34].
To follow this analogy in greater depth, recall that in the path integral the Kondo interaction
factorizes as
J
N
c†β Sαβ cα −→ V¯
(
c†αfα
)
+
(
f †αcα
)
V +N
V¯ V
J
, (65)
so by comparing the right and left hand side, we see that the composite operators Sβαcβ and
c†βSαβ behave as a single fermion denoted by the contractions:
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1
N
∑
β
Sβαcβ =
(
V¯
J
)
fα,
1
N
∑
β
c†βSαβ =
(
V
J
)
f †α, (66)
Composite Fermion
Physically, this means that the spins bind high-energy electrons, transforming themselves into
composites that then hybridize with the conduction electrons. The resulting heavy fermions
can be thought of as moments ionized in the magnetically polar electron fluid to form mobile,
negatively charged heavy electrons while leaving behind a positively charged “Kondo singlet.”
Microscopically, the many-body amplitude to scatter an electron off a local moment develops a
bound-state pole, which for large N we can denote by the diagrams
Γ ≡
O(1)
V V¯
+
O(1/N)
+ . . .
The leading diagram describes a kind of condensation of the hybridization field; the second and
higher terms describe the smaller O(1/N) fluctuations around the mean-field theory.
By analogy with superconductivity, we can define a wavefunction associated with the temporal
correlations between spin-flips and conduction electrons, as follows
1
N
∑
β
cβ(τ)Sβα(τ
′) = g(τ − τ ′)fˆα(τ ′) , (67)
where the spin-flip correlation function g(τ − τ ′) is an analogue of the Gor’kov function, ex-
tending over a coherence time τK ∼ ~/TK . Notice that in contrast to the Cooper pair, this
composite object is a fermion and thus requires a distinct operator fˆα for its expression.
4 Heavy-fermion superconductivity
We now take a brief look at heavy-fermion superconductivity. There is a wide variety of
heavy-electron superconductors, almost all of which are nodal superconductors, in which the
pairing force derives from the interplay of magnetism and electron motion. In the heavy-
fermion compounds, as in many other strongly correlated electron systems, superconductiv-
ity frequently develops at the border of magnetism, near the quantum critical point where the
magnetic transition temperature has been suppressed to zero. In some of them, such as UPt3
(Tc=0.5K) [35] the superconductivity develops out of a well developed heavy Fermi liquid,
and in these cases, we can consider the superconductor to be paired by magnetic fluctuations
within a well formed heavy Fermi liquid. However, in many other superconductors, such as
UBe13(Tc=1K) [36,37], the 115 superconductors CeCoIn5 (Tc=2.3K) [38], CeRhIn5 under pres-
sure (Tc=2K) [16], NpAl2Pd5(Tc=4.5K) [39] and PuCoGa5 (Tc=18.5K) [40, 41], the supercon-
ducting transition temperature is comparable with the Kondo temperature. In many of these
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Fig. 12: (a) Phase diagram of 115 compounds CeMIn5, adapted from [42], showing magnetic
and superconducting phases as a function of alloy concentration. (b) Sketch of specific heat co-
efficient of CeCoIn5, (with nuclear Schottky contribution subtracted), showing the large entropy
of condensation associated with the superconducting state. (After Petrovic et al 2001 [38]).
materials, the entropy of condensation
Sc =
∫ Tc
0
CV
T
dT (68)
can be as large as (1/3)R ln 2 per rare-earth ion, indicating that the spin is in some way entan-
gling with the conduction electrons to build the condensate. In this situation, we need to be able
to consider the Kondo effect and superconductivity on an equal footing.
4.1 Symplectic spins and SP (N).
Although the SU(N) large-N expansion provides a very useful description of the normal state
of heavy-fermion metals and Kondo insulators, there is strangely no superconducting solution.
This shortcoming lies in the very structure of the SU(N) group. SU(N) is perfectly tailored
to particle physics, where the physical excitations, the mesons and baryons, appear as color
singlets, with the meson a qq¯ quark-antiquark singlet while the baryon is an N -quark singlet
q1q2 . . . qN , (where of course N = 3 in reality). In electronic condensed matter, the meson be-
comes a particle-hole pair, but there are no two-particle singlets in SU(N) beyond N = 2. The
origin of this failure can be traced back to the absence of a consistent definition of time-reversal
symmetry in SU(N) for N > 2. This means that singlet Cooper pairs and superconductivity
can not develop at the large-N limit.
A solution to this problem that grew out of an approach developed by Read and Sachdev [43] for
frustrated magnetism is to use the symplectic group SP (N), where N must be an even number
[44, 45]. This little-known group is a subgroup of SU(N). In fact for N = 2, SU(2) = SP (2)
are identical, but they diverge for higher N . For example, SU(4) has 15 generators, but its
symplectic sub-group SP (4) has only 10. At large N , SP (N) has approximately half the
number of generators of SU(N). The symplectic property of the group allows it to consistently
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treat time-reversal symmetry of spins, and it also allows the formation of two-particle singlets
for any N .
One of the interesting aspects of SP (N) spin operators is their relationship to pair operators.
Consider SP (2) ≡ SU(2): The pair operator is Ψ † = f †↑f †↓ , and since this operator is a singlet,
it commutes with the spin operators [Ψ, ~S] = [Ψ †, ~S] = 0, which, since Ψ and Ψ † are the
generators of particle-hole transformations, implies that the SU(2) spin operator is particle-
hole symmetric. It is this feature that is preserved by the SP (N) group, all the way out to
N →∞. In fact, we can use this fact to write down SP (N) spins as follows: An SU(N) spin
is given by SSU(N)αβ = f †αfβ . Under a particle-hole transformation fα → Sgn(α)f †−α. If we take
the particle-hole transform of the SU(N) spin and add it to itself we obtain an SP (N) spin,
Sαβ = f
†
αfβ + Sgn(αβ)f−βf
†
−α, (69)
Symplectic Spin operator
where the values of the spin indices are α, β ∈ {±1/2, . . . ,±N/2}. This spin operator com-
mutes with the three isospin variables
τ3 = nf −N/2, τ+ =
∑
α>0
f †αf
†
−α, τ
− =
∑
α>0
f−αfα. (70)
With these local symmetries, the spin is continuously invariant under SU(2) particle-hole rota-
tions fα → ufα+vSgn(α)f †−α, where |u2|+|v2| = 1, as one can verify. To define an irreducible
representation of the spin, we also have to impose a constraint on the Hilbert space, which in its
simplest form is τ3 = τ± = 0, equivalent to Q = N/2 in the SU(N) approach. In other words,
the s-wave part of the f pairing must vanish identically.
4.2 Superconductivity in the Kondo-Heisenberg model
Let us take a look at the way this works in a nearest neighbor Kondo-Heisenberg model [46],
H = Hc +HK +HM . (71)
Here Hc =
∑
kσ εk c
†
kσckσ describes the conduction sea, whereas HK and HM are the Kondo
and Heisenberg (RKKY) interactions, respectively. These take the form
HK =
JK
N
∑
j
c†jαcjβ Sβα(j)→ −
JK
N
∑
i,j
(
(c†jαfjα)(f
†
jβcjβ) + α˜β˜(c
†
jαf
†
j−α)(fj−βcjβ)
)
HM =
JH
2N
∑
(i,j)
Sαβ(j)Sβα(j)→ −JH
N
∑
j
[
(f †iαfjα)(f
†
jβfiβ) + α˜β˜(f
†
iαf
†
j−α)(fj−βfiβ)
]
(72)
where we have introduced the notation α˜ = Sgn(α) and have shown how the interactions
are expanded into particle-hole and particle-particle channels. Notice how the interactions are
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Fig. 13: Phase diagram for the two-dimensional Kondo-Heisenberg model, derived in the
SP (N) large-N approach, adapted from [46], courtesy Rebecca Flint.
equally divided between particle-hole and particle-particle channels. When we carry out the
Hubbard-Stratonovich decoupling in each of these terms, we obtain
HK →
∑
j
[
c†jα
(
Vjfjα + α˜∆
K
j f
†
j−α
)
+ H.c
]
+N
(
|Vj|2 + |∆Kj |2
JK
)
(73)
HH →
∑
(i,j)
[
tijf
†
iαfjα +∆ijα˜f
†
iαf
†
j−α + H.c
]
+ N
[ |tij|2 + |∆ij|2
JH
]
(74)
At each site, we can always rotate the f electrons in particle-hole space to remove the Kondo
pairing component and set ∆Kj = 0, but the pairing terms in the Heisenberg component can
not be eliminated. This mean-field theory describes a kind of Kondo-stabilized spin-liquid [46].
The physical picture is as follows: In practice, a spin-liquid is unstable to magnetism, but its
happy coexistence with the Kondo effect brings its energy below that of the antiferromagnet.
The hybridization of the f with the conduction sea converts the spinons of the spin liquid into
charged fermions. The tij terms describe various kind of exotic density waves. The ∆ij terms
now describe pairing amongst the composite fermions.
To develop a simple theory of the superconducting state, we restrict our attention to uniform,
static saddle points, dropping the tij . Let us look at the resulting mean-field theory. In two
dimensions, this becomes
H =
∑
k,α>0
(c˜†kα, f˜
†
kα)
[
εkτ3 V τ1
V τ1 ~w · ~τ +∆Hkτ1
](
c˜kα
f˜kα
)
+NsN
( |V |2
JK
+ 2
|∆H |2
JH
)
(75)
where
c˜†kα = (c
†
kα, α˜c−k,−α), f˜
†
kα = (f
†
kα, α˜f−k,−α) (76)
are Nambu spinors for the conduction and f -electrons. The vector ~W of Lagrange multipliers
couples to the isospin of the f electrons: Stationarity of the free energy with respect to this
variable imposes the mean-field constraint 〈f˜ †~τf〉 = 0. The function ∆Hk = ∆k (cos kx −
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cos ky) is the f -electron pair wavefunction. Here we have chosen a d-wave form-factor. For
this choice, the local f pair density automatically vanishes and so we need only choose ~w =
(0, 0, λ), where λ couples to τ3 (imposing the constraint nf = N/2). We could have also
tried an extended s-wave pair wavefunction, but in this case, the induced s-wave pair density
becomes finite, and the effect of the ~w constraint is to suppress the transition temperature. By
seeking stationary points in the free energy with respect to variations in ∆H , V , and λ one can
derive the phase diagram for d-wave pairing, shown in Fig. 13. The mean-field theory shows
that superconductivity develops at the interface between the Fermi liquid and the spin liquid.
5 Topological Kondo insulators
One of the areas of fascinating development in the last few years is the discovery that Kondo
insulators can develop topological order to form a topological Kondo insulator. Topological
order refers to the idea that a quantum mechanical ground state can develop a non-trivial topol-
ogy. One of the defining features of topological ground states is the development of protected
surface states. The best known example of topological order is the integer quantum Hall effect,
where an integer-filled Landau level develops topological order that is responsible for the ro-
bust quantization of the quantum Hall effect [47–49]. In a remarkable series of discoveries in
2006, [50–57] it became clear that strong spin-orbit coupling can play the role of a synthetic
magnetic field, so that band insulators can also develop a non-trivial topology while preserving
time-reversal symmetry. Such Z2 topological band insulators are defined by a single topolog-
ical Z2 = ±1 index that is positive in conventional insulators, but reverses in topological Z2
insulators. This topological feature manifests itself through the formation of robust conducting
surface states.
In 2007, Liang Fu and Charles Kane showed that if an insulator has both time-reversal and
inversion symmetry [57], this Z2 index is uniquely determined by the parities δin of the Bloch
states at the high-symmetry points Γi of the valence band
Z2 =
∏
Γi
δ(Γi) =
{
+1 conventional insulator
−1 topological insulator (77)
Fu Kane formula for the Z2 index of topological insulators
where δ(Γi) =
∏
n δin is the product of the parities of the occupied bands at the high-symmetry
points in the Brillouin zone. This formula allows one to determine whether an insulator state is
topological merely by checking whether the index Z2 = −1, without a detailed knowledge of
the ground-state wavefunction.
It used to be thought that Kondo insulators could be regarded as “renormalized silicon.” The
discovery of topological insulators forced a reevaluation of this viewpoint. The large spin-orbit
coupling and the odd parity of the f states led to the proposal, by Dzero, Sun, Galitski, and the
author [58], that Kondo insulators can become topologically ordered. The Fu-Kane formula has
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a special significance for Kondo insulators, which contain odd parity f electrons hybridizing
with even parity d electrons. Each time an f electron crosses through the band gap, exchanging
with a conduction d state, this changes the Z2 index, making it highly likely that certain Kondo
insulators are topological. The oldest known Kondo insulator SmB6, discovered almost 50 years
ago, was well known to possess a mysterious low-temperature conductivity plateau [59, 60],
and the idea that this system might be a topological Kondo insulator provided an exciting way
of explaining this old mystery. The recent observation of robust [61, 62] conducting surface
states in the oldest Kondo insulator SmB6 supports one of the key elements of this prediction,
prompting a revival of interest in Kondo insulators as a new route for studying the interplay of
strong interactions and topological order.
SmB6 is really a mixed-valent system, which takes us a little beyond the scope of this lecture.
One of the other issues with SmB6 is that its local crystal field configuration is likely to be a Γ8
quartet state [63] rather than a Kramers doublet. Nevertheless, key elements of its putative topo-
logical Kondo insulating state are nicely illustrated by a spin-orbit coupled Kondo-Heisenberg
model, describing the interaction of Kramers doublet f states with a d band. The model is
essentially identical to (Eq. (71))
H =
∑
kσ
εk ψ
†
kσckσ + JK
∑
j
ψ†jαψjβSβα(j) + JH
∑
i,j
Sαβ(i)Sβα(j) (78)
with an important modification that takes into account the large spin-orbit coupling and the odd
parity of the f states. This forces the local Wannier states Ψjα that exchange spin with the local
moment to be odd-parity combinations of nearest-neighbor conduction electrons, given by
ψ†jα =
∑
i,σ
c†iσ Φσα(Ri −Rj) . (79)
We will consider a simplified model with the form factor
Φ(R) =
{
−iRˆ · ~σ
2
, R ∈ n.n
0 otherwise.
(80)
This form factor describes the spin-orbit mixing between states with orbital angular momentum
l differing by one, such as f and d or p and s orbitals. The odd parity of the form-factor
Φ(R) = −Φ(−R) derives from the odd-parity f orbitals, while the prefactor −i ensures that
the hybridization is invariant under time reversal. The Fourier transform of this form factor,
Φ(k) =
∑
R Φ(R)e
ik·R is then
Φ(k) = ~sk · ~σ (81)
where the vector ~sk = (sin k1, sin k2, sin k3) is the periodic equivalent of the unit momentum
vector kˆ. Notice how ~s(Γi) = 0 vanishes at the high symmetry points.
The resulting mean-field Hamiltonian takes the form
HTKI =
∑
k
ψ†k h(k)ψk +Ns
[(
V 2
JK
+
3t2
JH
− λQ
)]
, (82)
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Fig. 14: (a) When the d band is above the filled f band, a trivial insulator is formed. (b) When
the d band crosses the f band at the three X-points, the Z2 parity changes sign, giving rise to
a topological insulator.
where ψ†k = (c
†
kσ, f
†
kσ) and
h(k) =
(
εk V ~σ · ~sk
V ~σ · ~sk εfk
)
(83)
while εfk = 2tf (cx + cy + cz) + λ (cl ≡ cos kl) is the dispersion of the f state resulting from
a mean-field decoupling of the intersite Heisenberg coupling in the particle-hole channel. For
small k, the hybridization in the Hamiltonian h(k) takes the form V ~σ · k, closely resembling
the topologically non-trivial triplet p-wave gap structure of superfluid He-3B. Like He-3B, the
hybridization only develops at low temperatures, making SmB6 an adaptive insulator.
Let us for the moment treat h(k) as a rigid band structure. Suppose the f band were initially
completely filled, with a completely empty d band above it (See Fig. 14a). This situation cor-
responds to a conventional band insulator with Z2 = +1. Next, let us lower the d conduction
band until the two bands cross at a high symmetry point, causing the gap to close and then to
re-open. We know, from de Haas-van Alphen studies of the iso-electronic material LaB6 [64]
(whose band-structure is identical to SmB6 but lacks the magnetic f electrons) and from ARPES
studies [65–67] that in SmB6 the d band crosses through the Fermi surface at the threeX points.
Once the d band is lowered through the f band around the threeX points, the odd-parity f states
at the X point move up into the conduction band, to be replaced by even-parity d states. This
changes the sign of Z2 → (−1)3 = −1, producing a topological ground state. Moreover, since
there are three crossings, we expect there to be three spin-polarized surface Dirac cones.
We end by noting that at the time of writing, our understanding of the physics SmB6 is in
rapid flux on both the experimental and theoretical front. Spin-resolved ARPES [68] mea-
surements have detected the presence of spin textures in the surface Fermi surfaces around the
surface X¯ point, a strong sign of topologically protected surface states. Two recent theoretical
works [69, 70] have shown that the spin textures seen in these experiments are consistent with
a spin-quartet ground state in SmB6. Despite this progress, consensus on the topological nature
of SmB6 has not yet been achieved, and competing groups have offered alternate interpretations
of the data, including the possibility of polarity-driven surface metallicity [71] and Rashba-split
surface states, both of a non-topological origin [72]. Another area of experimental controversy
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concerns the possible de Haas-van Alphen oscillations created by surface topological excita-
tions, with one report of the detection of surface de Haas-van Alphen signals [73] and a recent,
very remarkable report of bulk de Haas-van Alphen signals associated with unhybridized, quan-
tum critical d electrons [74].
6 Coexisting magnetism and Kondo effect
In this short lecture, I have given a quick introduction to the paramagnetic phases of heavy-
fermion systems. One of the of major open questions in heavy-fermion and Kondo-lattice
physics concerns the physics of magnetism and the right way to describe the development of
magnetism within these materials. There is growing evidence that magnetism and the Kondo
effect can coexist, sometimes homogeneously and sometimes inhomogeneously. For example,
In the 115 superconductor CeRhIn5 there is evidence for a microscopic and homogeneous coex-
istence of local-moment magnetism and heavy-fermion superconductivity under pressure [75].
By contrast, in the geometrically frustrated CePdAl [76,77], two thirds of the Cerium sites spon-
taneously develop magnetism, leaving the other third to undergo a Kondo effect [78]. What is
the right way to describe these coexistent states? One possibility that I have worked on with
Aline Ramires [79, 80] is the use of a supersymmetric representation of the spin
Sαβ = f
†
αfβ + b
†
αbβ (84)
where the f †α and b
†
α are fermionic and bosonic creation operators. Such a representation per-
mits in principle, the existence of two-fluid ground states, involving a Gutzwiller projection of
bosonic and fermionic wavefunctions
|Ψ〉 = PG|ΨF 〉|ΨB〉, (85)
where |ΨF 〉 is the fermionic component of the wavefunction describing the Kondo-quenched
local moments, while |ΨB〉 describes the formation of long-range magnetic correlations within
a bosonic RVB wavefunction, and
PG =
∫ ∏
j
dθj
2pi
eiθj(nB+nF−1) (86)
is a Gutzwiller projection operator onto the state with one spin per site. We have been trying
to describe such mixed-state wavefunctions in the large-N limit, seeking saddle-point solutions
where a bosonic and fermionic fluid coexist [80]. One of the ideas that emerges from this kind
of approach is the possibility that the soft modes at a quantum critical point might develop
fermionic character, a kind of emergent supersymmetry [81].
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1 Introduction
The electronic properties of mixed valence lanthanide materials, like Ce compounds, were stud-
ied experimentally over a long period of time. In addition to thermodynamic and transport
measurements various “high energy” spectroscopies like valence photoemission, inverse pho-
toemission, and core level spectroscopies were used to understand the electronic properties of
the f -levels of such systems [1]. It took some time until it was realized that electronic correla-
tions play an essential role for the understanding of the f -spectra. As a first step in the attempt
at theoretical understanding, a single rare-earth atom in a simple metal can be studied using the
single-impurity Anderson model [2]. In this model, discussed in detail in the following, the en-
ergy εf of the f -level, the coupling∆ to the conduction electrons, and the Coulomb repulsion U
between two electrons in the f -level are the essential parameters that determine quantities like
the total f -level occupancy nf . If spin-orbit coupling and crystal-field splitting are neglected
the degeneracy of the f -level is given by Nf = 14.
The f -electron spectral function of the Anderson impurity model was a long-standing issue. If
the coupling ∆ is weak, and the Fermi level balls between εf and εf + U , the spectrum has a
peak near εf (seen in photoemission) and a peak near εf +U (seen in inverse photoemission). It
was further realized that the spectrum has resonance close to εF = 0 usually called the Kondo
resonance [3, 4]. Except for some special cases [5] it was, however, for a long time hard to
determine even the qualitative properties of the Kondo resonance.
A historically important progress in the treatment of the Anderson impurity model was the
realization in the early eighties that 1/Nf can be treated as a small parameter [6, 7]. Using
this idea O. Gunnarsson and the author developed a method for calculating zero-temperature
spectral properties (intermediate states method), which becomes exact in the limit Nf → ∞
[8–11]. In particular, this method makes it possible to study the Kondo peak quantitatively for
large values of Nf . Analytical results in the infinite-U limit obtained to leading order in 1/Nf
are presented in the following sections. Higher-order calculations that require numerical work
usually converge quickly for Nf = 14. They were successfully used for a comparison to the
experimental spectra of Ce compounds [9, 10, 12].
Apart from second quantization, the intermediate states method uses only basic quantum me-
chanics. The knowledge of more sophisticated many-body techniques, like Feynman diagrams,
is not necessary to understand it. This is presumably one of the reasons why it is used frequently
by experimental groups for the interpretation of their measured spectra.
At about the same time as the intermediate states method, large Nf approaches (for infinite U )
were proposed that allow an extension to finite temperatures [13–16]. Some of the ideas in these
papers can be traced back to earlier work [17,18]. Using different many-body techniques, these
approaches lead to the same set of integral equations in the so-called non-crossing approxima-
tion (NCA). Usual Feynman diagram techniques can be used in the derivation if a slave boson
is introduced [16]. There is a chapter on the slave-boson technique in this book.
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At the time of these developments Wilson’s numerical renormalization group method (NRG) to
calculate ground state properties of the spin-degenerate Anderson impurity model numerically
to arbitrary accuracy was known [19], but the extension to calculate the impurity spectral func-
tion came more than ten years after Wilson’s work [20,21]. There are two chapters on the NRG
in this book. Therefore it is not further discussed here.
Later the NCA was generalized to finite values of U [22–24] and further improved [25, 26]
to correctly obtain the Kondo scale for Nf = 2. Another approach that circumvents many
of the earlier deficiencies in the treatment of the spin-degenerate single-impurity Anderson
model (SIAM) is the local moment approach [27]. It was later extended to include orbital
degeneracy [28].
Exact results for ground-state and thermodynamic properties of the spin-degenerate Anderson
impurity model were presented using the Bethe ansatz [29, 30]. Later, this approach was ex-
tended to models with large orbital degeneracy in the limit U →∞ [31]. Unfortunately results
for spectral properties by this method do not (yet) exist.
Additional motivation for simple accurate calculational schemes for the impurity spectral func-
tion came later from the development of the dynamical mean-field theory (DMFT) [32], in
which an extended lattice model of correlated electrons is mapped onto a SIAM with a cou-
pling to a bath whose structure has to be determined self-consistently. Then the coupling of the
impurity to the conduction band can have an arbitrary energy dependence.
In section 2 the Anderson impurity model in its basic form as well as the minimal model for
an impurity with a core level in a metal are introduced. Important new aspects arising when
the orbital degeneracy is taken into account are discussed in section 3. As a first example of
the ideas of the 1/Nf expansion presented in the following, the ground state of the impurity
system is discussed. In section 4 the intermediate states method is introduced and applied to
the description of various spectroscopies. The comparison with spectroscopic measurements of
mixed-valence compounds is briefly addressed in section 5.
2 Basic impurity models
2.1 Spin-degenerate single-impurity Anderson model
In order to study a single magnetic impurity in simple metals, P.W. Anderson proposed the
Hamiltonian [2]
HA =
∑
σ
[
εdndσ +
∑
k
εknkσ +
∑
k
Vdk
(
ψ†dσψkσ +H.c.
)]
+ Und↑nd↓ , (1)
where ψd,σ is the annihilation operator of the localized impurity |d〉-state with energy εd, and
the ψk,σ are the annihilation operators of the delocalized band states |k〉 with energy εk. The
ndσ = ψ
†
dσψdσ (and d → k) are particle number operators. In the body of his 1961 paper
Anderson used the “physically unrealistic case” with only spin degeneracy and treated the case
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of a doubly degenerate d-orbital in an appendix [2]. As a “physically realistic” case the spin-
degenerate model was later used to describe hydrogen chemisorption on metal surfaces (d→ a
for “adsorbate”), where |a〉 corresponds to the hydrogen 1s-level [33]. The last term of the
Anderson Hamiltonian describes the local Coulomb repulsion U , which acts when the d-level
is doubly occupied. This two-body interaction makes the model highly non-trivial.
Experimentally relevant spectral functions are obtained from the one-particle Green’s functions.
The general definition of the retarded functions [34] is
〈〈A;B〉〉z ≡ −i
∫ ∞
0
〈[A(t), B]±〉 eizt dt , (2)
where A(t) = eiHtAe−iHt is the operator A in the Heisenberg picture, 〈 〉 denotes the average
over the grand canonical ensemble, and z is a complex variable with Im z > 0 in order to
ensure the convergence of the time integral. For operatorsA involving products of an odd (even)
number of fermion field operators the anticommutator [ , ]+ (commutator [ , ]−) is chosen. The
Heisenberg equation of motion (EOM) for A(t) and a partial integration yields the EOM
z〈〈A;B〉〉z − 〈〈[A,H];B〉〉z = 〈[A,B]±〉 . (3)
This EOM is very useful for discussing the exactly solvable limits of the Anderson impurity
model.
The retarded one-particle Green’s functions Gij(z) is obtained by A→ ψi, B → ψ†j
Gij(z) ≡ 〈〈ψi;ψ†j〉〉z . (4)
At zero temperature the local Green’s function takes the form
Gdσ,dσ(z) ≡
〈
E0(N)
∣∣∣∣ψ†dσ 1z +H − E0(N) ψdσ + ψdσ 1z −H + E0(N) ψ†dσ
∣∣∣∣E0(N)〉 (5)
≡ G<dσ,dσ(z) +G>dσ,dσ(z) .
The first term is relevant for photoemission and the second one for inverse photoemission. At
finite temperature T the spectral functions are obtained as
ρ<dd(ε) = −
1
pi
f(ε) ImGdσ,dσ(ε+ i0) and ρ>dd(ε) = −
1
pi
(1− f(ε)) ImGdσ,dσ(ε+ i0) , (6)
where f(ε) = 1/(eβε + 1) is the Fermi function with β = 1/kBT and the chemical potential is
chosen as the zero of energy. This leads to
ρ>dd(ε) = e
βερ<dd(ε) . (7)
This relation can be read as “photoemission determines inverse photoemission.” It has been
used in the present context to get information about a Kondo resonance above the chemical
potential by means of photoemission [35]. Unfortunately the relation is of limited practical use.
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For U = 0 the Anderson impurity model describes noninteracting electrons and is exactly
solvable. The generally valid EOMs follow from Eq. (3)
(z − εd)Gdσ,dσ(z)− U 〈〈ψdσnd−σ;ψ†dσ〉〉z −
∑
k
VdkGkσ,dσ(z) = 1 , (8)
(z − εk)Gkσ,dσ(z)− V ∗dkGdσ,dσ(z) = 0 .
For U = 0 these equations close and one obtains
GU=0dσ,dσ(z) =
1
z − εd − Γ (z) , with Γ (z) =
∑
k
|Vdk|2
z − εk . (9)
For finite systems Γ (z) has poles on the real axis. In the thermodynamic limit they go over to a
branch cut on the real axis.
Using ρdσ,dσ(ε) = −ImGdσ,dσ(ε + i0)/pi one obtains the impurity spectral function. The only
information about the band states that enters is the coupling function Γ (ε+i0). It determines the
width and location of the resonance resulting from the coupling. An often-used approximation
for the coupling function is the wide-band limit Γ (ε ± i0) = ∓iΓ with a constant Γ . Then
the U = 0 impurity spectral function ρdσ,dσ(ε) has a Lorentzian peak of half-width Γ at εf .
The mathematical structure of the results of the noninteracting limit of the Anderson model first
appeared in earlier models by K.O. Friedrichs [36] and T.D. Lee [37].
A long history exists of attempts to solve the Anderson impurity model for finite values of the
Coulomb interaction U. It started with Anderson using the Hartree-Fock (HF) approximation [2]
U nd↑nd↓ → U
(
nd↑〈nd↓〉HF + nd↓〈nd↑〉HF − 〈nd↑〉HF 〈nd↓〉HF
)
, (10)
which corresponds to a noninteracting model with the bare f -level position given by the re-
placement εd → εHFdσ = εd + U 〈nd−σ〉HF . This leads to
GHFdσ,dσ(z) =
1
z − εd − U 〈nd−σ〉 − Γ (z) . (11)
In the language of the EOMs the HF-approximation corresponds to the factorization of the
retarded function 〈〈ψdσnd−σ;ψ†dσ〉〉z → 〈nd−σ〉〈〈ψdσ;ψ†dσ〉〉z. The discussion of the results of
the HF-approximation simplifies in the particle-hole-symmetric case εd + U/2 = µ = εF = 0
for a symmetric band around the chemical potential. Then 〈nd−σ〉RHF = 1/2 = 〈nd,−σ〉exact
and the R(estriced)HF resonance is at the chemical potential. The shape and position of this
RHF spectral function is independent of the value of U in this particle-hole symmetric case.
At a critical value U/Γ = pi solutions of the HF-equations occur where the occupancies of the
impurity level for spin-up and spin-down differ [2]. These “unrestricted Hartree-Fock” (UHF)
solutions are an artifact of the approximation as no spontaneous symmetry breaking can occur
when the interaction acts in a zero dimensional system. Therefore the spin variable in the
Green’s function is suppressed in (most of) the following (e.g. dσ → d).
In order to properly describe the U -dependence of Gdd, a better treatment of the self-energy
Σ(z) defined in the usual way
Gdd(z) =
1
z − εd − Γ (z)−Σ(z) (12)
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is necessary. The first order contribution in U to the self-energyΣ is just the HF-term U〈nd,−σ〉.
In the particle-hole symmetric case and the wide-band limit the spectral function takes the form
(Σ˜ ≡ Σ − U 〈nd,−σ〉)
ρdd(ε) =
1
pi
Γ + |ImΣ˜(ε+ i0)|(
ε− ReΣ˜(ε))2 + (Γ + |ImΣ˜(ε+ i0)|
)2 (13)
with Re Σ˜(ε) an even function of ε. At zero temperature the Fermi liquid property holds:
ImΣ˜(ε + i0) ∼ ε2 for ε → 0. This can be seen easily for the self-energy to second order in U
and has been discussed to arbitrary order by Yamada and Yoshida [38]. This implies the exact
result for the particle-hole symmetric case at T = 0:
ρdd(0) = ρ
RHF
dd (0) =
1
piΓ
. (14)
Important additional insights into the energy dependence of ρdd(ε) are obtained by considering
the exactly solvable atomic limit, in which Vdk = 0 for all values of k. Again the EOMs close,
as (z − εd − U)〈〈ψdσnd−σ;ψ†dσ〉〉z = 〈nd−σ〉 holds for vanishing coupling to the conduction
band. Keeping the spin indices one obtains
GV=0dσ,dσ(z) =
1− 〈nd−σ〉
z − εd +
〈nd−σ〉
z − (εd + U) . (15)
Here we only discuss the most interesting case when εd is below the Fermi energy and εd +
U is above it. Then the total occupancy of the impurity level is approximately one, which
holds exactly in the particle-hole symmetric case. If an electron is removed from the impurity
level the empty impurity state created can decay by the tunneling back in of a spin-up or spin-
down electron, which gives the “atomic peaks” a width twice as large as the width of the RHF-
Lorentzian:
Gdd(z) ≈ 1/2
z − U/2− 2Γ (z) +
1/2
z + U/2− 2Γ (z) . (16)
A formal way to obtain this result is to calculate a properly defined self-energy matrix to second
order in the hybridization V [39]. For U  Γ most of the spectral weight is in the atomic peaks
that are assumed to be well described. At the chemical potential, the spectral weight vanishes
in this large-U limit as ∼ Γ/U2 instead of yielding the exact result 1/(piΓ ). This implies that a
very narrow peak at the Fermi energy is missing.
Both approximations for the local spectral function in the particle-hole symmetric case pre-
sented so far are unable to properly describe this Kondo resonance at the Fermi energy. An
exact (numerical) calculation was only presented in the eighties with the help of the numerical
renormalization group (NRG) [20]. The exact NRG result in the wide band limit for U/Γ = 4pi
is shown in Fig. 1. The RHF result agrees with the exact NRG result only for ε = 0 but oth-
erwise fails badly. The naive perturbation theory around the atomic limit fails badly in the low
energy region. For larger values of U/Γ than shown in Fig. 1 the high energy features near
±U/2 agree better with the NRG-result.
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Fig. 1: Result for the impurity spectral function of the spin-symmetric Anderson model in the
particle-hole symmetric case in the wide band limit for U/Γ = 4pi: exact result from the
numerical renormalization group (NRG) with the Kondo peak at the Fermi energy (full line);
restricted Hartree-Fock approximation (dashed line); perturbation theory around the atomic
limit (dashed-dotted line)
The simple arguments presented in favor of the Kondo resonance in the particle-hole symmetric
case give no information about its width and its precise location if |εd| 6= |εd + U |. Before the
NRG results were available, it was therefore useful to obtain partial answers to these questions
in the limit of large additional orbital degeneracy of the impurity level. This is discussed in
detail in the following sections.
There is a long history of attempts to obtain a controlled approximation for Gdd and the corre-
sponding spectral function that cannot presented here in detail. We shortly mention decoupling
schemes of higher order Green’s functions that appear in the EOM of 〈〈ψdσnd−σ;ψ†dσ〉〉z or in
the EOMs of higher order [40–44]. The quality of the results for Gdd is generally hard to judge.
The resulting spectral functions can have frequency regions with negative spectral weight [43].
Special attention to the large Nf limit has been given by Czycholl [44]. To leading order in
1/Nf , he obtains at zero temperature a sharp peak at the correct Kondo energy.
Additional information on the attempts to understand the physics of the SIAM can be found in
the book by A. Hewson [45].
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2.2 Impurity models involving core levels
X-ray absorption spectroscopy and X-ray photoemission spectroscopy (XPS) of the core levels
of an impurity are useful tools for obtaining information about the properties of the valence
electrons. In a minimal model, a single nondegenerate core level of the impurity with energy
εc is considered, which is filled in the initial state. The creation of the core hole in the photoe-
mission process leads to an additional attractive potential for the valence level of the impurity
which lowers it by an amount Udc. The corresponding model Hamiltonian reads
Htot = HA + εcnc − Udc(1− nc)
∑
σ
ndσ . (17)
As the ground state of the combined system has the form ψ†c |E0(N)〉, with |E0(N)〉 the ground
state of the valence system with the core hole present, the time evolution of the remaining
pure valence system after removing the core electron is described by the modified Anderson
Hamiltonian H˜A, with the energy εd of the impurity level replaced by εd−Udc. The creation of
the core hole acts as a quantum quench for the valence system. The core spectral function is
ρcc(ε) =
〈
E0(N)
∣∣∣ δ(ε− εc − E0(N) + H˜A)∣∣∣E0(N)〉 . (18)
For the case of noninteracting valence electrons, i.e., U = 0 in Eq. (1), this problem falls into the
class of the famous X-ray edge singularity problem [46]. The sharp core-level spectrum without
the presence of the valence electrons is replaced by a continuum with a power law singularity
at the high-energy edge. This is closely related to the Anderson orthogonality catastrophe [47]
which states that the overlap of the ground states of HA and H˜A vanishes with a power law
in 1/N when the number of electrons N tends to infinity. The core-level spectrum can show
satellite peaks corresponding to higher-energy eigenstates of H˜A due to physical processes that
occur on a finite time scale [48–50]. This has been addressed in detail, e.g., for core levels of
adsorbates at metal surfaces [50]. For small coupling Γ a high energy resonance dominates the
core level spectrum if the adsorbate level, initially well above the chemical potential, is pulled
well below it when the core hole is created. For finite Coulomb interaction U , the problem
cannot be solved exactly, and various approximations were proposed [51, 52]. The treatment
within the large-degeneracy limit is discussed in section 4.
3 Anderson impurity model with large orbital degeneracy
Despite the fact that Anderson proposed his model to treat transition-metal impurities in simple
metals, the five-fold orbital degeneracy of d-orbitals was not treated explicitly. The degeneracy
of f -orbitals is given by Nf = 14 if spin degeneracy is included and spin-orbit coupling and
crystal-field splitting is neglected. As mentioned in the introduction, an important progress in
the treatment of the Anderson model was the realization that the treatment of 1/Nf as a small
parameter allows new approximation schemes [6, 7]. In the SIAM Hamiltonian, Eq. (1), the
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non-degenerate orbital label d is replaced by the orbital quantum number m and Vkd by Vkm.
We assume that in the thermodynamic limit∑
k
V ∗kmVkm′ δ(ε− εk) = V (ε)2 δmm′ (19)
holds [9, 10]. It is useful to introduce new one-particle states
|ε,mσ〉 ≡ V (ε)−1
∑
k
Vkm δ(ε− εk) (20)
and to use the combined degeneracy index ν ≡ mσ. The orthogonality relation of these states
reads 〈ε, ν|ε′, ν ′〉 = δνν′ δ(ε− ε′).
Despite the fact that it is mathematically more appropriate to write down the many-body Hamil-
tonian for finite systems and take the thermodynamic limit in the end of the calculation, in the
following we formally write it down using creation and annihilation operators of the states de-
fined in Eq. (20). To avoid problems, one can discretize the energies ε and replace the Dirac
delta functions δ(ε − ε′) by Kronecker deltas δεε′ . This is done anyway in the higher order
numerical treatment of the 1/Nf scheme presented in the following sections [9]. Alternatively,
one has to subtract the (infinite) energy of the filled Fermi sea.
Keeping these precautions in mind, the Nf -fold-degenerate single-impurity Anderson Hamilto-
nian used in the following reads
H =
Nf∑
ν=1
[
εfψ
†
νψν +
∫
ε ψ†νεψνε dε+
∫ (
V (ε)ψ†νψνε +H.c.
)
dε
]
+ U
∑
ν<µ
nνnµ . (21)
The Hamiltonian H˜0, which contains linear combinations of conduction states that do not couple
to the f -level, is not included. It can be neglected for the properties studied here.
As in the following V (ε) enters in the combinations NfV (ε)2 and V (ε)2, it is useful to define
V˜ (ε) ≡√NfV (ε) (22)
and require that V˜ (ε) is independent of the degeneracy Nf . This simplifies the discussion of the
large degeneracy limit Nf →∞.
3.1 Ground-state calculation
The ground-state calculation is performed variationally by classifying the many-electron states
shown in Fig. 2 in orders of 1/Nf .
In the state |0〉, all conduction states below the Fermi energy are filled, and the f -level is empty.
This state couples via H to the states denoted a in Fig. 2. They are of the form
|ε〉 = 1√
Nf
∑
ν
ψ†νψεν |0〉 (23)
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Fig. 2: Schematic representation of the many-electron basis states. Solid circles show electrons
and open circles show holes. The hatched part indicates the filled conduction bands and the
horizontal lines the f -level. The arrows show which states couple to each other. A solid line
indicates the strength V˜ and a dashed line the strength V˜ /
√
Nf .
in which a conduction electron has hopped into the f -level. These states couple to the b states
with two electrons in the f -level
|ε, ε′〉 = 1√
Nf (Nf − 1)
∑
ν 6=ν′
ψ†νψενψ
†
ν′ψε′ν′ |0〉 , (24)
and to the c states with a conduction electron-conduction hole pair
|Eε〉 = 1√
Nf
∑
ν
ψ†Eνψεν |0〉 , (25)
where E refers to a conduction electron state above the Fermi level (E > εF ). Further states in
Fig. 2 can easily be written down [10].
The matrix elements coupling these states are given by
〈ε|H|0〉 = V˜ (ε) , (26)
〈ε, ε′|H|ε′′〉 =
√
1− 1/Nf
(
V˜ (ε′) δ(ε− ε′′) + V˜ (ε) δ(ε′ − ε′′)
)
, (27)
〈Eε|H|ε′〉 = V˜ (E)/√Nf δ(ε− ε′) . (28)
These examples illustrate the general result that within each row in Fig. 2 there are states that
couple with strength V˜ , while states in different rows at most couple with a strength V˜ /
√
Nf .
This allows one to classify the states in orders of 1/Nf according to their contribution to the
ground state. The states in the first, second and third rows are of the orders (1/Nf )0, (1/Nf )1
and (1/Nf )2, respectively.
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As an illustration, we calculate the ground state for U =∞ to lowest order in 1/Nf . It is written
as [53]
|E0〉(0) = A
[
|0〉+
∫ 0
−B
dε a(ε) |ε〉
]
, (29)
where the normalization constant A is related to the total occupancy nf of the f -level by A2 =
1 − nf . In contrast to the ground-state energy E(0)0 , the difference ∆E0 ≡ E(0)0 − 〈0|H|0〉
is finite also in the thermodynamic limit. Using the coupling matrix elements Eq. (26) and
〈ε|(H − 〈0|H|0〉)|ε′〉 = (εf − ε)δ(ε− ε′), the Schro¨dinger equation leads to
∆E0 =
∫ 0
−B
V˜ (ε) a(ε) dε and (∆E0 − εf + ε) a(ε) = V˜ (ε) . (30)
Therefore ∆E0 obeys the implicit equation
∆E0 =
∫ 0
−B
V˜ (ε)2
∆E0 − εf + ε dε→ V˜
2 ln
εf −∆E0
εf −∆E0 +B , (31)
where the energy integration was performed for the case of an energy-independent V˜ . We
discuss the solution for the case of constant V˜ and εf well below the Fermi energy. Defining
the (positive) δ ≡ εf − ∆E0, ∆˜ ≡ piV˜ 2, and ε˜f ≡ εf + (∆˜/pi) ln (piB/∆˜) the equation for δ
simplifies in the Kondo-limit −ε˜f  ∆˜ to
δ =
∆˜
pi
epi(ε˜f−δ)/∆˜ → δ ≈ ∆˜
pi
epiε˜f/∆˜ . (32)
The coefficient
a(ε)2 =
∆˜
pi
1
(ε− δ)2 (33)
grows on the energy scale δ as the Fermi energy is approached from below. The total f -
occupancy is determined by
∫
a(ε)2 dε. For the case of an energy-independent V˜ , one obtains
nf = ∆˜/(∆˜ + piδ) [9]. The energy scale δ depends exponentially on piε˜f/∆˜, which suggests
that it can be, apart from a factor given by the Boltzmann constant kB, interpreted as the Kondo
temperature: TK = kBδ. This will be further examined in the following sections.
The infinite-U , lowest-order calculation presented above can be extended to the case when the
spin-orbit splitting ∆εf is taken into account [9]. The single f -level (with Nf = 14) is replaced
by two levels (with Nf1 = 6 and Nf2 = 8 for j = 5/2 and j = 7/2) at εf and εf +∆εf . For the
description of high-resolution experimental spectra of Ce compounds it is important to include
the spin-orbit splitting [54, 55].
The (1/Nf )0 calculation of the ground state can also be extended to the finite U case. If an
infinite three-body interaction is assumed, one just has to take the b states in Fig. 2 into ac-
count with an additional term with coefficients b(ε, ε′) in Eq. (29). The Schro¨dinger equation
then leads to an integral equation for a(ε) that for U  B is of separable form [11]. For a
detailed discussion of the explicit bandwidth behavior of the energy difference δ(U) between
the nonmagnetic ground state and the lowest magnetic states that are not totally symmetric in
the degeneracy indices, see Ref. [11].
Numerical ground-state calculations of higher order in 1/Nf using the states shown in Fig. 2
quickly converge for Nf = 14 [9, 10].
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4 The intermediate states method for spectra
The theoretical description of photoemission simplifies considerably when the emitted electron
in the state |κ〉 is assumed to have no interaction with the remaining (N − 1)-electron system.
This sudden approximation becomes increasingly accurate as the kinetic energy of the emitted
electron is increased. In this approximation the photoelectron current can be calculated using
Fermi’s golden rule. For a weak energy dependence of the matrix elements τκi of the dipole
operator, where |i〉 is a valence state, the current is directly related to the spectral function of
one-particle Green’ functions G<ii when interference effects are neglected [56, 10].
In Eq. (5) the zero-temperature local one-particle Green’s functions G< and G> are expressed
as an expectation value of the resolvent of the many body Hamiltonian H . One obtains the well
known Lehmann representation by inserting the complete set of (N ∓1)-electron eigenstates of
H . For G< one can alternatively use the resolution of unity made of an arbitrary complete set
{ |i〉} of (N − 1)-electron basis states
G<νν(z) =
∑
ij
〈E0(N)|ψ†ν |i〉〈i|(z +H − E0(N))−1|j〉〈j|ψν |E0(N)〉 . (34)
The inversion of the matrix H˜(z)ij ≡ 〈i|(z +H −E0(N))|j〉 would lead to the exact result for
G<νν(z)
G<νν(z) =
∑
ij
〈E0(N)|ψ†ν |i〉(H˜(z)−1)ij〈j|ψν |E0(N)〉 (35)
if the procedure could actually be carried out for a complete set of states. Approximations can
be obtained by truncating the set {|i〉} of intermediate states. Useful results can be obtained
again using a classification of the states according to their contribution in orders of 1/Nf . For
the calculation of G> one can proceed the same way but with (N + 1)-electron intermediate
states {|i〉}.
4.1 Valence photoemission spectroscopy
Again, we first consider the U = ∞ case and work to lowest order in 1/Nf . Then the ground
state is described by Eq. (29). As ψν |E0〉(0) = A
∫
dε a(ε)ψεν |0〉/
√
Nf , we introduce the basis
states |εν〉 which via H couple to the states |εε′ν〉, where
|εν〉 ≡ ψεν |0〉, |εε′ν〉 ≡ 1√
Nf
∑
ν′
ψ†ν′ψε′ν′ψεν |0〉 . (36)
The matrix H˜(z) defined before Eq. (35) has the matrix elements
H˜(z)ε,ε′ = (z −∆E0 − ε) δ(ε− ε′) , (37)
H˜(z)εε′,ε′′ = V˜ (ε
′) δ(ε− ε′′)− V˜ (ε)/√Nf δ(ε′ − ε′′), (38)
H˜(z)εε′,ε1ε2 = (z −∆E0 + εf − ε− ε′) δ(ε− ε1) δ(ε− ε2) . (39)
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In leading order we neglect the term ∼ 1/√Nf on the right-hand side of the second equation.
This leads to the simplification that for each |εν〉 one can treat the coupling of this state to a
continuum of states with an additional hole at ε′ < εF = 0 separately. This greatly simplifies
the leading-order calculation of G<νν .
For the inversion of H˜(z), it is convenient to use a block matrix form with elements H˜11, H˜12, H˜21
and H˜22, where e.g. H˜11 refers to the H˜(z)ε,ε′ and H˜22 to H˜(z)εε′,ε1ε2 . The well known matrix
inversion formula (
H˜−1
)
11
=
(
H˜11 − H˜12H˜−122 H˜21
)−1
(40)
simplifies the calculation. Since H˜22 is diagonal its inversion is trivial and one obtains
(H˜(z)−1)εε′ = g˜(z −∆E0 + εf − ε)δ(ε− ε′) , (41)
where
g˜(z) =
1
z − εf − Γ˜ (z)
with Γ˜ (z) =
∫ 0
−B
V˜ (ε)2
z − ε dε . (42)
Note that the energy integration in the definition of Γ˜ (z) only extends to εF = 0. The function
g˜(z) has the form of the f Green’s function of a noninteracting Anderson model with a sharp
band cut-off at ε = 0. Finally, performing one of the energy integrations with the help of the
delta function in Eq. (41), one obtains for G<f to leading order in 1/Nf
G<νν(z) =
1
Nf
A2
∫ 0
−B
a(ε′)2g˜(z −∆E0 + εf − ε′) dε′. (43)
The function Im g˜(ε ± i0) has a continuum part for −B ≤ ε ≤ 0 due to the imaginary part of
Γ˜ (ε ± i0). As the transcendental equation (31) for ∆E(0)0 can be written as ∆E0 = −Γ˜ (δ),
the function g˜(z) has a pole at z = δ = εf − ∆E0. The strength of the pole (1 − dΓ˜ /dz)−1
evaluated at z = δ is given by 1 − nf . This pole of g˜ yields for the total f spectral function
ρ<f (ε) = −
∑
ν ImG
<
νν(ε+ i0)/pi using Eq. (33) and A
2 = 1− nf the expression
ρ<f (ε) =
(1− nf )2V˜ (ε)2
(δ − ε)2 for − δ ≤ ε ≤ 0 . (44)
There is also a (partial) contribution of this type to ρ<f (ε) for −B ≤ ε ≤ δ. As A2
∫
a(ε)2 dε =
nf , the total weight of ρ<f resulting from the pole of g˜(z) at z = δ is given by nf (1 − nf ). It
becomes very small in the Kondo limit nf ≈ 1.
For ε < −δ the continuum part of Im g˜(ε ± i0) also contributes to ρ<f (ε), and there can be a
split-off state below the conduction band in g˜(z).
The low-energy spectral weight described in Eq. (44) rises sharply as ε approaches εF = 0
from below. It is the tail of the Kondo resonance present at ε ≈ δ in the spectral function ρ>f (ε)
describing inverse photoemission. This is discussed in the next subsection. This low-energy
behavior is totally different from the noninteracting case for Nf = 1. When εf lies below the
Fermi energy, the f -spectral density in the Nf = 1 case has an ionization peak near εf and
the spectral density decreases when ε approaches εF = 0 from below. In the Kondo limit
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Fig. 3: Comparison of the leading order result for ρ<f (ε) (full lines) with the result of a Nf = 1
calculation where ∆ is replaced by ∆˜ (dotted lines) for two different values of εf .
−εf  ∆˜, implying nf ≈ 1, a similar ionization peak near εf dominates ρ>f (ε). In this limit
the energy integration withA2a(ε′)2 in Eq. (43) for−ε δ approximately acts like (one-sided)
delta function at the origin and ρ<f (ε) ≈ −Im g˜(ε+ i0)/pi holds. The width of this peak is given
by ∆˜ = Nf∆, where ∆ = pi V 2(εf ) is the half-width of the model for Nf = 1. After removing
an f -electron from the ground state given by Eq. (29), the probability that a conduction electron
in channel ν with energy ε ≈ εf hops into the f -level is given by ∆. Since there are Nf such
channels the width is given by Nf∆ = ∆˜.
In Fig. 3, we compare results for the leading order result of ρ>f (ε) with the result of a Nf = 1
calculation where ∆ is replaced by ∆˜. For both cases shown εf is below the Fermi level. In the
left part of the figure |εf | < ∆˜ and the ionization peak of the Nf = 1 spectrum only shows as
a shoulder in the leading-order result for ρ>f (ε). In the right half of the figure |εf | = 2∆ and
the ionization peak is more asymmetric than the Nf = 1 result. This is similar to Fig. 1 where
in the exact NRG result the atomic peaks are more asymmetric than the result from simple
perturbation theory around the atomic limit.
The leading order calculation ofG<νν(z) can again be extended to the case of including spin-orbit
splitting [9] and the case of finite U [11].
4.2 Inverse Photoemission
In inverse photoemission, earlier called Bremsstrahlung isochromat spectroscopy (BIS), the
sample is bombarded by electrons that make radiative transitions into lower-lying (N + 1)-
electron states. Here we discuss transitions into the f -level. The theoretical description is in
terms of
G>νν(z) =
〈
E0(N)
∣∣∣∣ψν 1z −H + E0(N) ψ†ν
∣∣∣∣E0(N)〉 . (45)
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As the integrated weight of the total spectral function ρνν = ρ<νν+ρ
>
νν is unity and
∫
ρ<νν(ε) dε =
nf/Nf holds, with nf ≤ 1 in the infinite U case, the integrated weight of ρ>νν is given by
1 − nf/Nf , i.e., it is larger by a factor of Nf than the integrated weight of ρ<νν . This is a clear
hint that a 1/Nf approximation for the full Gνν is problematic. If it does not fulfill ρ<νν(0) =
ρ>νν(0), which is expected for an exact description at any finite Nf , this is an indication of the
requirement to treat G>νν differently from G
<
νν .
If in Eq. (45) the ground state to leading order in 1/Nf Eq. (29) is used, one has to calculate the
expectation value of the resolvent of the many-body Hamiltonian with
ψ†ν |E0〉(0) = A
ψ†ν |0〉+ 1√
Nf
∑
ν′(6=ν)
∫
dε a(ε)ψ†νψ
†
ν′ψεν′|0〉
 . (46)
In the first state on the right-hand side the f -level is singly occupied (f 1), while in the states
in the second term it is doubly occupied (f 2). Integrating the corresponding expectation values
of δ(ε − H + E0(N)) shows that the total weight of the f 1 contribution is given by 1 − nf
and the f 2 weight by nf (1 − 1/Nf ). For large values of U the two different contribution are
energetically well separated.
In a first attempt, one would take the states on the right-hand side of Eq. (46) as the intermediate
states to calculate G>νν . If one focuses on the f
1-peak in the U → ∞ limit, only the state
|ν〉 = ψ†ν |0〉 plays a role, and one obtains
G>νν(z) ≈
1− nf
z +∆E0 − εf =
1− nf
z − δ . (47)
In this approximation ρ>νν has a delta peak at εf − ∆E0 = δ. For εf well above the Fermi
energy εF = 0 one has nf  1, and |∆E0| is small compared to εf . This leads to a Delta peak
of weight ≈ 1 close to εf . This is the atomic limit of the trivial empty-level case. Lowering
εf lowers the peak position but it stays above the Fermi energy. For εf well below the Fermi
energy the peak is very close to the Fermi energy as δ/∆˜ is exponentially small in piε˜f/∆ (see
Eq. (32)). As 1 − nf  1, the weight of the peak is very small. In fact, in this approximation
the Kondo peak has zero width.
Obviously when using this leading order description for the calculation of ρ<νν , the condition
ρ<νν(0) = ρ
>
νν(0) is not fulfilled. In order to achieve this, one has to go one order higher in 1/Nf
for the intermediate states inserted in Eq. (45). For εf well above the Fermi level, the state
|ν〉 decays into states |Eν〉 ≡ ψ†Eν |0〉 with E ≈ εf , which leads to a peak with a half-width
piV (εf )
2 = piV˜ (εf )
2/Nf . The states |Eν〉 couple to the states |Eεν〉 ≡
∑
ν′ ψ
†
Eνψ
†
ν′ψεν′|0〉/
√
Nf
with a matrix element V˜ (ε), i.e., of order (1/Nf )0. In the infinite-U case these are the additional
states to be included. The calculation is similar to the leading-order calculation for G<νν pre-
sented in the previous subsection but using the inversion formula (40) twice. It leads to [9, 10]
G>νν(z) =
1− nf
z +∆E0 − εf − µ(z)
with µ(z) =
∫ B
0
V (E)2
z +∆E0 − E + Γ˜ (−z −∆E0 + E + εf )
dE.
(48)
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The additional term Γ˜ in the denominator of the integrand of µ(z) results from including the
states |Eεν〉 with a hole in the conduction band. Neglecting Γ˜ gives the result for the width of
the peak near εf well above the Fermi energy, mentioned above. For εf well below the Fermi
energy it is essential to include Γ˜ . Then the integrand on the right-hand side has a pole at z = E
of strength 1− nf leading to −Imµ(ε+ i0) = (1− nf )piV (ε)2. This leads to
ρ>f (ε) =
(1− nf )2 V˜ (ε)2
(ε− δ − Reµ(ε))2 + ((1− nf )piV (ε))2 for 0 ≤ ε ≤ δ . (49)
In a strict 1/Nf expansion of ρ>f , the contributions from µ in the denominator are of order
1/Nf and can be neglected. With this assumption ρ>f (ε) joins smoothly to the low-energy result
ρ<f (ε) in Eq. (44). The steep rise found there for −δ ≤ ε ≤ 0 continues for ρ>f (ε). In the region
ε ≈ δ the strict 1/Nf expansion fails, and the full expression in Eq. (49) has to be used. This
gives the Kondo peak a half-width (1 − nf )piV (δ)2 ≈ pinfδ/Nf . The correct treatment of the
energy range ε ≥ δ within the approximation given by Eq. (48) requires the inclusion of the
“continuum part” of µ. Unfortunately the approximation Eq. (48) for G>νν leads to an additional
weak, unphysical pole slightly below ε = 0. A different type of anomaly appears in the NCA at
zero temperature [57]. For large Nf , the NCA properly describes how the weight of the Kondo
resonance decreases with increasing T , where the scale is given by the Kondo temperature.
One can summarize the behavior of the f 1 peak as a function of εf as follows: Lowering εf from
well above the Fermi energy to well below it, its position goes from εf very close to εF = 0 Its
weight (1− nf )Nf and width (1− nf )piV˜ (δ)2/Nf is reduced as nf goes from ≈ 0 to ≈ 1.
For a comparison with experiment, it is crucial to take into account that U is finite, since this
leads to a second f 2-like peak in the BIS spectrum. Using the leading-order, finite-U ground
state and additional intermediate states with a doubly occupied f level and a hole in the con-
duction band, the resulting matrix has to be inverted numerically [10, 11]. The f 2 peak has a
broadening of 2∆ (half-width), as the f 2 state can decay by the hopping of either of the two f
electrons into the conduction band. It shows a tailing towards higher energies. The reason is
that the intermediate states with two electrons in the f level have a hole in the conduction band.
This hole is likely to be close to the Fermi energy but can also be located further down.
In the spin-degenerate case Nf = 2 a half-filled symmetric band and 2εf + U = 0 lead to
particle-hole symmetry and the Kondo resonance is at ε = 0 as shown in Fig. 1. For Nf > 2
the Kondo resonance is above the Fermi level for 2εf + U = 0 [24]. In order to obtain the
Kondo resonance exactly at ε = 0 for Nf = 2 an infinite summation of skeleton diagrams in
the generating functional is necessary leading to the symmetrized finite-U NCA [25].
Let us summarize the behavior of the total spectral function ρf = ρ<f + ρ
>
f in the Kondo regime
−εf  ∆˜ for large values of U : The ionization peak near εf has weight nf ≈ 1; the weight of
the f 1 peak (Kondo peak) slightly above εF is (1 − nf )Nf , and the f 2 peak near εf + U has a
weight nf (Nf − 1) ≈ Nf − 1. Therefore, even for nf = 0.9 and Nf = 14, the weight of the
f 1 peak is higher than that of the ionization peak. Despite the fact that there is a small chance,
1− nf , to find the f level empty, there are Nf different ways to place the electron. The weight
of the Kondo peak in the BIS spectrum is a factorNf larger than the part seen in photoemission.
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4.3 Spectra involving core holes
As mentioned in section 2.2, core-level XPS and X-ray absorption spectroscopy provide ad-
ditional information about the valence electrons. The Hamiltonian used to describe core-level
spectra of mixed-valence systems takes the form presented in Eq. (17) with Udc → Ufc and HA
replaced by the valence Hamiltonian H of Eq. (21). With the assumptions explained in section
2.2 the core spectral function is given by
ρc(ε) =
〈
E0(N)
∣∣∣ δ(ε− εc − E0(N) + H˜)∣∣∣E0(N)〉 , (50)
where H˜ is the Hamiltonian of Eq. (21) with εf replaced by ε˜f ≡ εf − Ufc. In the infinite-U
case to order (1/Nf )0 the ground state is given by Eq. (29), and the states |0〉 and |ε〉 defined in
Eq. (23) are used as intermediate states in the calculation of Gcc = G<cc. The matrix elements
H˜(z)ij ≡ 〈i|(z+H˜−E0(N))|i〉 are easily written down. The 00, 0ε, ε0 and εε′ matrix elements
of the inverse matrix H˜(z)−1 are all needed. The calculation is analogous to obtaining the
Green’s functions of a noninteracting Anderson model. With z˜ ≡ z−εc−∆E0, this yields e.g.,
(H˜(z)−1)00 = (z˜ − Γ˜ (z˜ + ε˜f ))−1 with Γ˜ defined in Eq. (42). After some algebra [9], the result
can be brought into the form
ρc(ε+ εc) = (1− nf )
(
Ufc
ε− Ufc
)2
ρ˜f (ε−∆E0 + εf − Ufc) , (51)
where
ρ˜f (ε) = − 1
pi
Im
1
ε+ i0− εf + Ufc − Γ˜ (ε+ i0)
. (52)
The same type of expression is obtained in the exact solution of the Nf = 1 filled band model
[58]. In this leading order in 1/Nf approximation, the core spectrum is directly related to the
valence spectrum ρ˜f . This clearly shows that core-level spectroscopy gives information about
properties of the valence electrons, like nf , εf , and ∆. The multiplying factor [Ufc/(ε− Ufc)]2
changes the weights in ρ˜f but does not normally introduce new structures.
To test the accuracy of the 1/Nf method one can study the limit Nf = 1, where the exact solu-
tion can be obtained by solving the Nozie`res-de Dominicis integral equation [46] numerically.
A comparison of the 1/Nf result including the states 0, a, c, and d in Fig. 2 is shown in Fig. 4.
As mentioned in section 2.2 the exact result has a has an infrared singularity at threshold which
is not present in the 1/Nf result. To mimic lifetime broadening, the spectra shown were given
a Lorentzian broadening of 2Γ (full-width half-max). Despite the fact that the 1/Nf calcula-
tion includes at most two holes, the asymmetry of the exact solution, which includes an infinite
number of electron-hole pairs, is quite well described except very close to threshold.
X-ray absorption spectroscopy of 3d → 4f transitions has formal similarities with inverse
photoemission, as an electron is added to the f -level. The difference is that the final state has
the core hole present. The theoretical description therefore, as in core-hole XPS, has to use the
Hamiltonian H˜ with εf → εf − Ufc. If one works to lowest order in 1/Nf , it is possible to
obtain an analytical solution even if f 2 configurations are included [9].
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Fig. 4: The core-level spectrum forNf = 1, εf = 0, ∆ = 1.5, and Ufc = 9 and a semi-elliptical
form of V (ε)2 with B = 3. The spectra are shown with a Lorentzian broadening (FWHM) of
0.15: exact result (full line), using the states 0, a, c, and d of Fig. 2 as intermediate states
(dashed line)
5 Comparison with experiment
Model calculations for spectra using the impurity model are frequently used for a comparison
with experimental data of lanthanide materials. An example for systems with essentially zero f
occupancy in the ground state are La compounds. In Ce systems f 0 and f 1 play the important
role. Even in dense systems spectra calculated by the intermediate states method for the An-
derson impurity model are often in good agreement with experiment [9, 10, 12, 59]. Switching
from the number of electrons in the f level to the number of holes, the formalism presented is
easily extended to also describe Yb compounds, as there f 13 and f 11 play the same role as the
f 1 and f 0 configurations in Ce compounds [54]. To study, e.g., Pr or Nd compounds, the model
used here should be generalized.
As the ab-initio determination of parameters of model Hamiltonians is a problematic issue, one
alternatively adjusts them to experimental data. If, e.g., different spectroscopies are used, a part
of the data may suffice to obtain the parameters by fitting to peak positions and their widths.
Then additional data can be used as a consistency check. If this turns out to be satisfying for
a class of materials, the use of the model in conjunction with a first set of data has predictive
power for further measurements. This is what in fact happened with spectra of mixed-valence
systems [1]. As an example let us take core-level spectra. The leading peak in Fig. 4 corresponds
to final states of mainly f 1 character, while the satellite corresponds to f 0-like states. These are
the important final states for La compounds. For Ce compounds it is important to also take f 2
configurations into account. The core spectrum often has three peaks, corresponding to f 0, f 1
and f 2 states. The parameters are usually such that the high-energy f 2 peak (shoulder) has a
small but observable weight that strongly depends on the value of the coupling parameter∆ [10]
and is therefore suitable for its determination.
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Fig. 5: Comparison of experimental spectra (dots) for CeNi2 with theoretical results using the
impurity model. The results for inverse photoemission (BIS), valence photoemission (PES), 3d
X-ray photoemission (XPS), and 3d→ 4f X-ray absorption (XAS) are discussed in the text.
Fig. 5 shows as an example experimental spectra for CeNi2 and the attempts to fit them with a
single set of parameters using the Anderson impurity model and the methods discussed in sec-
tion 4. As the energy dependence of V (ε)2 has to be taken into account [12], the average value
∆av of piV (ε)2, extracted from 3d→ 4f X-ray absorption spectra, ∆av = 0.11 eV is presented.
The total f occupancy is inferred to be nf = 0.83. The two components of the XAS spectrum
in the figure are due to transitions from the spin-orbit-split 3d 3/2 and 3d 5/2 levels. Each com-
ponent shows an f 1 and f 2 peak with multiplet structure. The relative weights of the 3d 3/2
and 3d 5/2 components were adjusted to the experiment and a weak background was added as
shown. A Lorentzian broadening (FWHM=2.0 eV) was used to describe life-time broadening
and instrumental resolution. The parameters obtained from the 3d XPS spectrum differ only
slightly from the ones from the XAS data. The f 2 and f 1-Kondo peak of the shown BIS spec-
trum were obtained using these parameters. Using the same parameters, the valence-band PES
spectrum shows the onset of the Kondo peak at energies close to zero. The peak at ε ≈ −3 eV
is somewhat too low in energy and too narrow (εf = −1.6 eV was used ). Introducing different
features in V (ε)2 allows one to improve the agreement with experiment [12]. More information
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about the Coulomb parameters used can be found in Ref. [12]. It should be mentioned that for
CeNi2 and other Ce compounds the calculation of the static magnetic susceptibility with the
parameters from spectroscopy leads to results in good agreement with the measured values.
As mentioned, there were many theoretical developments in the last thirty years that go beyond
the methods presented in sections 3 and 4. The intermediate states method nevertheless has
remained a valuable tool in the hands of experimentalists.
Acknowledgements
The author would like to thank Olle Gunnarsson for the critical reading the manuscript and
useful suggestions. He originally had come up with the idea of the type of 1/Nf expansion
presented here, which we then worked on together.
Impurity Spectra 2.21
References
[1] For an earlier review see the articles in: Handbook on the Physics and Chemistry of Rare
Earths, Vol. 10, High Energy Spectroscopy, K.A. Gschneider, L. Eyring, and S. Hu¨fner
(eds.), (North Holland, 1987)
[2] P.W. Anderson, Phys. Rev. 124, 41 (1961)
[3] A.A. Abrikosov, Physics 2, 5 (1965)
[4] H. Suhl, Phys. Rev. 138, A515 (1965)
[5] K. Yamada, Prog. Theor. Phys. 53, 970 (1975)
[6] T.V. Ramakrishnan, Perturbative theory of mixed valence systems,
in: Valence Fluctuations in Solids, L.M. Falicov, W. Hanke and M.B. Maple (eds.),
(North-Holland, 1982);
T.V. Ramakrishnan and K. Sur, Phys. Rev. B 26, 1798 (1982)
[7] P.W. Anderson, Summary talk, in Valence Fluctuations in Solids,
L.M. Falicov, W. Hanke and M.B. Maple (eds.), (North-Holland, 1982)
[8] O. Gunnarsson and K. Scho¨nhammer, Phys. Rev. Lett. 50, 604 (1983)
[9] O. Gunnarsson and K. Scho¨nhammer, Phys. Rev. B 28, 4315 (1983)
[10] O. Gunnarsson and K. Scho¨nhammer,
Many-Body Formulation of Spectra of Mixed Valence Systems, in [1]
[11] O. Gunnarsson and K. Scho¨nhammer , Phys. Rev. B 31 4815, (1985)
[12] J. Allen et al., Advances in Physics 35, 275 (1986)
[13] Y. Kuramoto, Z. Phys. B 53, 37 (1983)
[14] H. Keiter and G. Czycholl, J. Magn. and Magn. Mater. 31, 477 (1983)
[15] N. Grewe, Z. Phys. B 52, 193 (1983)
[16] P. Coleman, Phys. Rev. B 29, 3035 (1984)
[17] H. Keiter and J.C. Kimball, Int. J. Magn. 1, 233 (1971)
[18] S.E. Barnes, J. Phys. F 6, 1375 (1976)
[19] K. Wilson, Rev. Mod. Phys. 47, 773 (1975)
[20] H.O. Frota and L.N. Olivera, Phys. Rev. B 46, 15207 (1986)
[21] for a review see: R. Bulla, T.A. Costi, and T. Pruschke, Rev. Mod. Phys. 80, 395 (2008)
2.22 Kurt Scho¨nhammer
[22] J. Holm, Solid State Commun. 69, 969 (1989)
[23] T. Pruschke and T. Grewe, Z. Phys. 74, 439 (1989)
[24] J. Holm, R. Kree and K. Scho¨nhammer, Phys. Rev. B 48, 5077 (1993)
[25] H. Haule, S. Kirchner, J. Kroha, and P. Wo¨lfle, Phys. Rev. B 64, 155111 (2001)
[26] S. Kirchner, J. Kroha, and P. Wo¨lfle, Phys. Rev. B 70, 155301 (2004)
[27] D.E. Logan, M.P. Eastwood, and M.A. Tusch, J. Phys. Condens. Matter 10, 2673 (1998)
[28] M.R. Galpin, A.B. Gilbert, and D.E. Logan, J. Phys. Condens. Matter 21, 375602 (2009)
[29] P.W. Wiegmann, Phys. Lett. A 80, 163 (1980)
[30] N. Kawakami and A. Okiji, Phys. Lett. A 86, 483 (1981)
[31] P. Schlottmann, Phys. Rev. Lett. 50, 1697 (1983)
[32] W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324 (1989)
[33] D. Newns, Phys. Rev. 178, 1123 (1969)
[34] D.N. Zubarev, Sov. Phys. Usp. 3, 320 (1960)
[35] F. Reinert et al., Phys. Rev. Lett. 87, 106401 (2001)
[36] K.O. Friedrichs, Comm. Pure and Appl. Math. 1, 361 (1948)
[37] T.D. Lee, Phys. Rev. 95, 1329 (1954)
[38] K. Yoshida and K. Yamada, Prog. Theor. Phys. 53, 1286 (1975)
[39] W. Brenig and K. Scho¨nhammer, Z. Phys. B 267, 201 (1974)
[40] A.C. Hewson, Phys. Rev. 144, 120 (1966)
[41] A. Theumann, Phys. Rev. 178, 120 (1969)
[42] C. Lacroix, J. Phys. F11, 2389 (1981)
[43] S.-J. Oh and S. Doniach, Phys. Rev. B 26, 2085 (1982)
[44] G. Czycholl, Phys. Rev. B 31, 2867 (1985)
[45] A. Hewson, The Kondo Problem to Heavy Fermions, (Cambridge University Press, 1993)
[46] P. Nozie`res and C.T. de Dominicis, Phys. Rev. 178, 1097 (1969)
[47] P.W. Anderson, Phys. Rev . Lett. 18, 1049 (1967)
Impurity Spectra 2.23
[48] M. Combescot and P. Nozie`res, J. de Physique 32, 913 (1971)
[49] A. Kotani and Y. Toyozawa, J. Phys. Soc. Japan 35, 563 (1974); 35, 912 (1974)
[50] K. Scho¨nhammer and O. Gunnarsson, Solid State Commun. 23, 691 (1977)
[51] K. Scho¨nhammer and O. Gunnarsson, Solid State Commun. 26, 399 (1978)
[52] K. Scho¨nhammer and O. Gunnarsson, Phys. Rev. B 18, 6606 (1978)
[53] C.M. Varma and Y. Yafet, Phys. Rev. B 13, 2950 (1976)
[54] N.E. Bickers, D.L. Cox, and J.W Wilkins, Phys. Rev. Lett. 54, 230 (1985)
[55] F. Patthey, B. Delley, W.-D. Schneider, and Y. Baer, Phys. Rev. Lett. 55, 1518 (1985)
[56] L. Hedin and S. Lundqvist, in Solid State Physics, Vol. 23,
H. Ehrenreich, D. Turnbull, and F. Seitz (eds.), (Academic Press, New York, 1969)
[57] E. Mu¨ller-Hartmann, Z. Phys. 57, 281 (1984)
[58] K. Scho¨nhammer and O. Gunnarsson, Z. Phys. B 30, 297 (1978)
[59] Y. Baer and W.-D. Schneider,
High-Energy Spectroscopy of Lanthanide Materials – an Overview, in [1]

3 Magnetism in Correlated Matter
Eva Pavarini
Institute for Advanced Simulation
Forschungszentrum Ju¨lich
Contents
1 Overview 2
2 The Hubbard model 8
2.1 Weak-correlation limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Atomic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Strong-correlation limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 The Anderson model 36
3.1 The Kondo limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 The RKKY interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Conclusion 42
A Formalism 44
A.1 Matsubara Green functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.2 Linear-response theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.3 Magnetic susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
E. Pavarini, E. Koch, and P. Coleman (eds.)
Many-Body Physics: From Kondo to Hubbard
Modeling and Simulation Vol. 5
Forschungszentrum Ju¨lich, 2015, ISBN 978-3-95806-074-6
http://www.cond-mat.de/events/correl15
3.2 Eva Pavarini
1 Overview
Around the beginning of last century magnetic phenomena in materials were at the center of a
hot scientific debate: What causes ferromagnetic order? At the time, atoms were not fully un-
derstood, and there were perhaps more questions than answers. Weiss proposed the molecular
mean-field theory of ferromagnetism [1], which dominated the scene. Friedrich Hund formu-
lated his now-famous rules [2] to determine the atomic ground-state multiplets, which turned
out to be basically exact. Heisenberg [3] realized that Coulomb exchange leads to ferromag-
netic coupling between local magnetic moments. New puzzles emerged. Can other types of
long-range order occur in Nature? In 1949 the first observation of antiferromagnetic order was
reported, causing a great sensation [4]. Such a state had been predicted by Ne´el [5] about 20
years before via an extended version of Weiss’ mean-field theory. In the mean-time, however, it
was clear that the theory had a problem. Indeed, antiferromagnetism was an artifact of the static
mean-field approximation. Bethe [6] had found the general solution of the one-dimensional
Heisenberg spin chain, which shows that, in the case of antiferromagnetic coupling between the
spins, the ground state has a total spin zero, and thus it is not the antiferromagnetic state. Sev-
eral years later, Anderson understood [7] that the original SU(2) symmetry of the Hamiltonian
in spin space, broken in the antiferromagnetic state, is recovered once quantum fluctuations
are taken into account; this lead to broken-symmetry theory and ultimately to the postulation
of the famous Anderson-Higgs boson [8, 9]. While all this was happening, other effects that
involved local magnetic moments were discovered. A low-temperature minimum in the re-
sistance of some metals puzzled scientists for long, until in 1964 Kondo understood [10] that
it is caused by local spins (magnetic impurities) coupled antiferromagnetically to conduction-
electron spins. The theoretical efforts to understand the Kondo effect, described via the Kondo
model or the more general Anderson model, fueled the development of new powerful non-
perturbative many-body techniques, among which the numerical renormalization group. Exper-
imentally, many f -electron compounds were identified as lattices of Kondo impurities. In 1975,
the discovery of a huge electronic specific heat in CeAl3 below 0.2 K [11] brought a new cate-
gory of strongly correlated materials to light, the heavy fermions [12]. These are dense Kondo
systems with low-temperature Fermi liquid properties but extremely large quasielectron masses.
To complicate the scenario, in such materials the Kondo effect competes with long-range mag-
netic order, and both phenomena are mediated by the same interaction. Furthermore, several
members of the heavy-fermion family, such as CeCu2Si2, become unconventional supercon-
ductors at low temperature. Later on in 1986, a novel class of unconventional superconductors,
high-temperature superconducting cuprates, was found [13]; these systems are believed to be
doped Mott insulators, described, at least to first approximation, by the two-dimensional single-
band Hubbard model. Around the same time, with the development of the dynamical mean-field
theory (DMFT) [14], it emerged that the Anderson model and the Kondo effect are intimately
connected with the Mott metal-insulator transition [15, 16] and thus with the Hubbard model.
In these lecture notes we will discuss some of the models and methods that made this exciting
piece of the history of modern physics [12, 15–22].
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Magnetism ultimately arises from the intrinsic magnetic moment of electrons, µ = −gµBs,
where µB is the Bohr magneton and g ' 2.0023 is the electronic g-factor. It is, however,
an inherently quantum mechanical effect, the consequence of the interplay between the Pauli
exclusion principle, the Coulomb electron-electron interaction, and the hopping of electrons.
To understand this let us consider the simplest possible system, an isolated atom or ion. In the
non-relativistic limit electrons in a single ion are typically described by the Hamiltonian
HNRe = −
1
2
∑
i
∇2i −
∑
i
Z
ri
+
∑
i>j
1
|ri − rj| ,
where Z is the atomic number and {ri} are the coordinates of the electrons with respect to the
ionic nucleus. Here, as in the rest of this lecture, we use atomic units. If we consider only the
external atomic shell with quantum numbers nl, for example the 3d shell of transition-metal
ions, we can rewrite this Hamiltonian as follows
HNRe = εnl
∑
mσ
c†mσcmσ +
1
2
∑
σσ′
∑
mm˜m′m˜′
U lmm′m˜m˜′c
†
mσc
†
m′σ′cm˜′σ′cm˜σ. (1)
The parameter εnl is the energy of the electrons in the nl atomic shell and m the degenerate
one-electron states in that shell. For a hydrogen-like atom
εnl = −1
2
Z2
n2
.
The couplings U lmm′m˜m˜′ are the four-index Coulomb integrals. In a basis of atomic functions
the bare Coulomb integrals are
U iji
′j′
mm′m˜m˜′ =
∫
dr1
∫
dr2
ψimσ(r1)ψjm′σ′(r2)ψj′m˜′σ′(r2)ψi′m˜σ(r1)
|r1 − r2| ,
and U lmm′m˜m˜′ = U
iiii
mm′m˜m˜′ , where m,m
′, m˜, m˜′ ∈ nl shell. The eigenstates of Hamiltonian (1)
for fixed number of electronsN are the multiplets [23,24]. Since inHNRe the Coulomb repulsion
and the central potential are the only interactions, the multiplets can be labeled with S and L,
the quantum numbers of the electronic total spin and total orbital angular momentum operators,
S =
∑
i si, and L =
∑
i li. Closed-shell ions have S = L = 0 in their ground state. Ions
with a partially-filled shell are called magnetic ions; the value of S and L for their ground state
can be obtained via Hund’s rules. The first and second Hund’s rules say that the lowest-energy
multiplet is the one with
1. the largest value of S
2. the largest value of L compatible with the previous rule
The main relativistic effect is the spin-orbit interaction, which has the form HSOe =
∑
i λi li·si.
For not-too-heavy atoms it is a weak perturbation. For electrons in a given shell, we can rewrite
HSOe in a simpler manner using the first and second Hund’s rule. If the shell filling is n < 1/2,
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the ground-state multiplet has spin S = (2l + 1)n = N/2; thus si = S/N = S/2S. If,
instead, n > 1/2, since the sum of li vanishes for the electrons with spin parallel to S, only
the electrons with spin antiparallel to S contribute. Their spin is si = −S/Nu = −S/2S
where Nu = 2(2l + 1)(1− n) is the number of unpaired electrons. We therefore obtain the LS
Hamiltonian
HSOe ∼
[
2Θ(1− 2n)− 1
]
gµ2B
2S
〈
1
r
d
dr
vR(r)
〉
︸ ︷︷ ︸
λ
L · S = λ L · S, (2)
where Θ is the Heaviside step function and vR(r) is the effective potential, which includes, e.g.,
the Hartree electron-electron term [25]. For a hydrogen-like atom, vR(r) = −Z/r. Because of
the LS coupling (2) the eigenstates have quantum numbers L, S and J , where J = S+L is the
total angular momentum. Since L · S = [J2 −L2 − S2] /2, the value of J in the ground-state
multiplet is thus (third Hund’s rule)
• total angular momentum J =

|L− S| for filling n < 1/2
S for filling n = 1/2
L+ S for filling n > 1/2
In the presence of spin-orbit interaction a given multiplet is then labeled by 2S+1LJ , and its
states can be indicated as |JJzLS〉. If we consider, e.g., the case of the Cu2+ ion, characterized
by the [Ar] 3d9 electronic configuration, Hund’s rules tell us that the 3d ground-state multiplet
has quantum numbers S = 1/2, L = 2 and J = 5/2. A Mn3+ ion, which is in the [Ar] 3d4
electronic configuration, has instead a ground-state multiplet with quantum numbers S = 2,
L = 2 and J = 0. The order of the Hund’s rules reflects the hierarchy of the interactions. The
strongest interactions are the potential vR(r), which determines εnl, and the average Coulomb
interaction, the strength of which is measured by the average direct Coulomb integral,
Uavg =
1
(2l + 1)2
∑
mm′
U lmm′mm′ .
For an N -electron state the energy associated with these two interactions is E(N) = εnlN +
UavgN(N − 1)/2, the same for all multiplets of a given shell. The first Hund’s rule is instead
due to the average exchange Coulomb integral, Javg, defined as
Uavg − Javg = 1
2l(2l + 1)
∑
mm′
(
U lmm′mm′ − U lmm′m′m
)
,
which is the second-largest Coulomb term; for transition-metal ions Javg ∼ 1 eV. Smaller
Coulomb integrals determine the orbital anisotropy of the Coulomb matrix and the second
Hund’s rule.1 The third Hund’s rule comes, as we have seen, from the spin-orbit interaction
which, for not-too-heavy atoms, is significantly weaker than all the rest.
1For more details on Coulomb integrals and their averages see Ref. [25].
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The role of Coulomb electron-electron interaction in determining S and L can be understood
through the simple example of a C atom, electronic configuration [He] 2s2 2p2. We consider
only the p shell, filled by two electrons. The Coulomb exchange integrals have the form
Jpm,m′ = U
p
mm′m′m =
∫
dr1
∫
dr2
ψimσ(r1)ψim′σ(r2)ψimσ(r2)ψim′σ(r1)
|r1 − r2|
=
∫
dr1
∫
dr2
φimm′σ(r1)φimm′σ(r2)
|r1 − r2| . (3)
If we express the Coulomb potential as
1
|r1 − r2| =
1
V
∑
k
4pi
k2
eik·(r1−r2),
we can rewrite the Coulomb exchange integrals in a form that shows immediately that they are
always positive
Jpm,m′ =
1
V
∑
k
4pi
k2
|φimm′σ(k)|2 > 0.
They generate the Coulomb-interaction term
−1
2
∑
σ
∑
m6=m′
Jpm,m′c
†
mσcmσc
†
m′σcm′σ = −
1
2
∑
m6=m′
2Jpm,m′
[
Smz S
m′
z +
1
4
nmnm′
]
.
This exchange interaction yields an energy gain if the two electrons occupy two different p
orbitals with parallel spins, hence it favors the state with the largest spin (first Hund’s rule). It
turns out that for the p2 configuration there is only one possible multiplet with S = 1, and such
a state has L = 1. There are instead two excited S = 0 multiplets, one with L = 0 and the other
with L = 2; the latter is the one with lower energy (second Hund’s rule).
To understand the magnetic properties of an isolated ion we have to analyze how its levels are
modified by an external magnetic field h. The effect of a magnetic field is described by
HHe = µB (gS +L) · h+
h2
8
∑
i
(
x2i + y
2
i
)
= HZe +H
L
e . (4)
The linear term is the Zeeman Hamiltonian. If the ground-state multiplet is characterized by
J 6= 0 the Zeeman interaction splits its 2J + 1 degenerate levels. The second-order term yields
Larmor diamagnetism, which is usually only important if the ground-state multiplet has J = 0,
as happens for ions with closed external shells. The energy µBh is typically very small (for a
field as large as 100 T it is as small as 6 meV); it can however be comparable with or larger
than the spin-orbit interaction if the latter is tiny (very light atoms). Taking all interactions into
account, the total Hamiltonian is
He ∼ HNRe +HSOe +HHe .
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In a crystal the electronic Hamiltonian is complicated by the interaction with other nuclei and
their electrons. The non-relativistic part of the Hamiltonian then takes the form
HNRe = −
1
2
∑
i
∇2i +
1
2
∑
i6=i′
1
|ri − ri′ | −
∑
iα
Zα
|ri −Rα| +
1
2
∑
α6=α′
ZαZα′
|Rα −Rα′ | ,
where Zα is the atomic number of the nucleus located at position Rα. In a basis of localized
Wannier functions [25] this Hamiltonian can be written as
HNRe = −
∑
ii′σ
∑
mm′
ti,i
′
m,m′c
†
imσci′m′σ +
1
2
∑
ii′jj′
∑
σσ′
∑
mm′
∑
m˜m˜′
U iji
′j′
mm′m˜m˜′c
†
imσc
†
jm′σ′cj′m˜′σ′ci′m˜σ, (5)
where
ti,i
′
m,m′ = −
∫
dr ψimσ(r)
[
−1
2
∇2 + vR(r)
]
ψi′m′σ(r).
The terms εm,m′ = −ti,im,m′ yield the crystal-field matrix and ti,i
′
m,m′ with i 6= i′ the hopping
integrals. The label m indicates here the orbital quantum number of the Wannier function. In
general, the Hamiltonian (5) will include states stemming from more than a single atomic shell.
For example, in the case of strongly correlated transition-metal oxides, the set {im} includes
transition-metal 3d and oxygen 2p states. The exact solution of the many-body problem de-
scribed by (5) is an impossible challenge. The reason is that the properties of a many-body
system are inherently emergent and hence hard to predict ab-initio in the absence of any un-
derstanding of the mechanism behind them. In this lecture, however, we want to focus on
magnetism. Since the nature of cooperative magnetic phenomena in crystals is currently to a
large extent understood, we can find realistic approximations to (5) and even map it onto simpler
models that still retain the essential ingredients to explain long-range magnetic order.
Let us identify the parameters of the electronic Hamiltonian important for magnetism. The first
is the crystal-field matrix εm,m′ . The crystal field at a given site i is a non-spherical potential
due to the joint effect of the electric field generated by the surrounding ions and of covalent-
bond formation [24]. The crystal field can split the levels within a given shell and therefore
has a strong impact on magnetic properties. We can identify three ideal regimes. In the strong-
crystal-field limit the crystal-field splitting is so large that it is comparable with the average
Coulomb exchange responsible for the first Hund’s rule. This can happen in 4d or 5d transition-
metal oxides. A consequence of an intermediate crystal field (weaker than the average Coulomb
exchange but larger than Coulomb anisotropy and spin-orbit interaction) is the quenching of the
angular momentum, 〈L〉 = 0. In this limit the second and third Hund’s rule are not respected.
This typically happens in 3d transition-metal oxides. In 4f systems the crystal-field splitting
is usually much weaker than the spin-orbit coupling (weak-crystal-field limit) and mainly splits
states within a given multiplet, leaving a reduced magnetic moment. In all three cases, because
of the crystal field, a magnetic ion in a crystal might lose – totally or partially – its spin, its
angular momentum, or its total momentum. Or, sometimes, it is the other way around. This
happens for Mn3+ ions, which should have a J = 0 ground state according to the third Hund’s
rule. In the perovskite LaMnO3, however, they behave as S = 2 ions because of the quenching
of the angular momentum.
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Even if the crystal field does not suppress the magnetic moment of the ion, the electrons might
delocalize to form broad bands, completely losing their original atomic character. This happens,
e.g., if the hopping integrals ti,i
′
m,m′ are much larger than the average on-site Coulomb interaction
Uavg. Surprisingly, magnetic instabilities arise even in the absence of localized moments. This
itinerant magnetism is mostly due to band effects, i.e., it is associated with a large one-electron
linear static response-function χ0(q; 0). In this limit correlation effects are typically weak. To
study them we can exploit the power of the standard model of solid-state physics, the density-
functional theory (DFT), taking into account Coulomb interaction effects beyond the local-
density approximation (LDA) at the perturbative level, e.g., in the random-phase approximation
(RPA). With this approach we can understand and describe Stoner instabilities.
In the opposite limit, the local-moments regime, the hopping integrals are small with respect
to Uavg. This is the regime of strong electron-electron correlations, where complex many-body
effects, e.g., those leading to the Mott metal-insulator transition, play an important role. At low
enough energy, however, only spins and spin-spin interactions matter. Ultimately, at integer
filling we can integrate out (downfold) charge fluctuations and describe the system via effective
spin Hamiltonians. The latter typically take the form
HS =
1
2
∑
ii′
Γ i,i
′
Si · Si′ + · · · = HHS + . . . . (6)
The term HHS given explicitly in (6) is the Heisenberg Hamiltonian, and Γ
i,i′ is the Heisenberg
exchange coupling, which can be antiferromagnetic (Γ i,i′ > 0) or ferromagnetic (Γ i,i′ < 0).
The Hamiltonian (6) can, for a specific system, be quite complicated, and might include long-
range exchange interactions or anisotropic terms. Nevertheless, it represents a huge simplifica-
tion compared to the unsolvable many-body problem described by (5), since, at least within very
good approximation schemes, it can be solved. Spin Hamiltonians of type (6) are the minimal
models that still provide a realistic picture of long-range magnetic order in strongly correlated
insulators. There are various sources of exchange couplings. Electron-electron repulsion itself
yields, via Coulomb exchange, a ferromagnetic Heisenberg interaction, the Coulomb exchange
interaction. The origin of such interaction can be understood via a simple model with a single
orbital, m. The inter-site Coulomb exchange coupling has then the form
J i,i
′
= U ii
′i′i
mmmm =
∫
dr1
∫
dr2
ψimσ(r1)ψi′mσ(r2)ψimσ(r2)ψi′mσ(r1)
|r1 − r2| ,
and it is therefore positive, as one can show by following the same steps that we used in Eq. (3)
for Jpm,m′ . Hence, the corresponding Coulomb interaction yields a ferromagnetic Heisenberg-
like Hamiltonian with
Γ i,i
′
= −2J i,i′ < 0.
A different source of magnetic interactions are the kinetic exchange mechanisms (direct ex-
change, super-exchange, double exchange, Ruderman-Kittel-Kasuya-Yosida interaction . . . ),
which are mediated by the hopping integrals. Kinetic exchange couplings are typically (with
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a few well understood exceptions) antiferromagnetic [26]. A representative example of kinetic
exchange will be discussed in the next section.
While the itinerant and local-moment regime are very interesting ideal limiting cases, correlated
materials elude rigid classifications. The same system can present features associated with
both regimes, although at different temperatures and/or energy scales. This happens in Kondo
systems, heavy fermions, metallic strongly correlated materials, and doped Mott insulators.
In this lecture we will discuss in representative cases the itinerant and localized-moment regime
and their crossover, as well as the most common mechanisms leading to magnetic cooperative
phenomena. Since our target is to understand strongly correlated materials, we adopt the for-
malism typically used for these systems. A concise introduction to Matsubara Green functions,
correlation functions, susceptibilities, and linear-response theory can be found in the Appendix.
2 The Hubbard model
The simplest model that we can consider is the one-band Hubbard model
H = εd
∑
i
∑
σ
c†iσciσ︸ ︷︷ ︸
Hd
−t
∑
〈ii′〉
∑
σ
c†iσci′σ︸ ︷︷ ︸
HT
+U
∑
i
ni↑ni↓︸ ︷︷ ︸
HU
= Hd +HT +HU , (7)
where εd is the on-site energy, t is the hopping integral between first-nearest neighbors 〈ii′〉, and
U the on-site Coulomb repulsion; c†iσ creates an electron in a Wannier state with spin σ centered
at site i, and niσ = c
†
iσciσ. The Hubbard model is a simplified version of Hamiltonian (5) with
m = m′ = m˜ = m˜′ = 1 and 
εd = −ti,i1,1
t = t
〈i,i′〉
1,1
U = U iiii1111
.
In the U = 0 limit the Hubbard model describes a system of independent electrons. The
Hamiltonian is then diagonal in the Bloch basis
Hd +HT =
∑
kσ
[
εd + εk
]
c†kσckσ. (8)
The energy dispersion εk depends on the geometry and dimensionality d of the lattice. For a
hypercubic lattice of dimension d
εk = −2t
d∑
ν=1
cos(krνa),
where a is the lattice constant, and r1 = x, r2 = y, r3 = z. The energy εk does not depend on
the spin. In Fig. 1 we show εk in the one-, two- and three-dimensional cases.
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Fig. 1: The band structure of the one-band tight-binding model (hypercubic lattice). The
hopping integral is t = 0.4 eV. From left to right: one-, two-, and three-dimensional case. At
half filling (n = 1) the Fermi level is at zero energy.
In the opposite limit (t = 0) the Hubbard model describes a collection of isolated atoms. Each
atom has four electronic many-body states
|N,S, Sz〉 N S E(N)
|0, 0, 0〉 = |0〉 0 0 0
|1, 1
2
, ↑〉 = c†i↑|0〉 1 1/2 εd
|1, 1
2
, ↓〉 = c†i↓|0〉 1 1/2 εd
|2, 0, 0〉 = c†i↑c†i↓|0〉 2 0 2εd + U
(9)
where E(N) is the total energy, N the total number of electrons and S the total spin. We can
express the atomic Hamiltonian Hd +HU in a form in which the dependence on Ni, Si, and Siz
is explicitly given
Hd +HU = εd
∑
i
ni + U
∑
i
[
− (Siz)2 + n2i4
]
, (10)
where Siz = (ni↑ − ni↓)/2 is the z component of the spin operator and ni =
∑
σ niσ = Ni.
In the large t/U limit and at half filling we can downfold charge fluctuations and map the
Hubbard model into an effective spin model of the form
HS =
1
2
Γ
∑
〈ii′〉
[
Si · Si′ − 1
4
nini′
]
. (11)
The coupling Γ can be calculated by using second-order perturbation theory. For a state in
which two neighbors have opposite spin, |↑, ↓ 〉 = c†i↑c†i′↓|0〉, we obtain the energy gain
∆E↑↓ ∼ −
∑
I
〈 ↑, ↓ |HT |I〉〈I
∣∣∣∣ 1E(2) + E(0)− 2E(1)
∣∣∣∣ I〉〈I|HT | ↑, ↓ 〉 ∼ −2t2U .
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Here |I〉 ranges over the excited states with one of the two neighboring sites doubly occupied
and the other empty, | ↑↓, 0〉 = c†i↑c†i↓|0〉, or |0, ↑↓ 〉 = c†i′↑c†i′↓|0〉; these states can be occupied
via virtual hopping processes. For a state in which two neighbors have parallel spins, | ↑, ↑ 〉 =
c†i↑c
†
i′↑|0〉, no virtual hopping is possible because of the Pauli principle, and ∆E↑↑ = 0. Thus
1
2
Γ ∼ (∆E↑↑ −∆E↑↓) = 1
2
4t2
U
. (12)
The exchange coupling Γ = 4t2/U is positive, i.e., antiferromagnetic.
Canonical transformations [28] provide a scheme for deriving the effective spin model system-
atically at any perturbation order. Let us consider a unitary transformation of the Hamiltonian
HS = e
iSHe−iS = H + [iS,H] +
1
2
[
iS, [iS,H]
]
+ . . . .
We search for a transformation operator that eliminates, at a given order, hopping integrals
between states with a different number of doubly occupied states. To do this, first we split the
kinetic term HT into a component H0T that does not change the number of doubly occupied
states and two terms that either increase it (H+T ) or decrease it (H
−
T ) by one
HT = −t
∑
〈ii′〉
∑
σ
c†iσci′σ = H
0
T +H
+
T +H
−
T ,
where
H0T = −t
∑
〈ii′〉
∑
σ
ni−σ c
†
iσci′σ ni′−σ − t
∑
〈ii′〉
∑
σ
[
1− ni−σ
]
c†iσci′σ
[
1− ni′−σ
]
,
H+T = −t
∑
〈ii′〉
∑
σ
ni−σ c
†
iσci′σ
[
1− ni′−σ
]
,
H−T =
(
H+T
)†
.
The term H0T commutes with HU . The remaining two terms fulfill the commutation rules
[H±T , HU ] = ∓UH±T .
The operator S can be expressed as a linear combination of powers of the three operators
H0T , H
+
T , and H
−
T . The actual combination, which gives the effective spin model at a given
order, can be found via a recursive procedure [28]. At half filling and second order, however,
we can simply guess the form of S that leads to the Hamiltonian (11). By defining
S = − i
U
(
H+T −H−T
)
we obtain
HS = HU +H
0
T +
1
U
( [
H+T , H
−
T
]
+
[
H0T , H
−
T
]
+
[
H+T , H
0
T
] )
+O(U−2).
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Fig. 2: Left: The crystal structure of HgBa2CuO4 showing the two-dimensional CuO2 layers.
Spheres represent atoms of Cu (blue), O (red), Ba (yellow), and Hg (grey). Right: A CuO2 layer.
The first-nearest-neighbor hopping integral between neighboring Cu sites t is roughly given by
∼ 4t2pd/∆dp, where tpd is the hopping between Cu d and O p states and ∆dp = εd − εp their
charge-transfer energy.
If we restrict the Hilbert space of HS to the subspace with one electron per site (half filling),
no hopping is possible without increasing the number of occupied states; hence, only the term
H−T H
+
T contributes. After some algebra, we obtain HS = H
(2)
S +O(U−2) with
H
(2)
S =
1
2
4t2
U
∑
ii′
[
Si · Si′ − 1
4
nini′
]
.
The Hubbard model (7) is rarely realized in Nature in this form. To understand real mate-
rials one typically has to take into account orbital degrees of freedom, long-range hopping
integrals, and sometimes longer-range Coulomb interactions or perhaps even more complex
many-body terms. Nevertheless, there are very interesting systems whose low-energy proper-
ties are, to first approximation, described by (7). These are strongly correlated organic crystals
(one-dimensional case) and high-temperature superconducting cuprates, in short HTSCs (two-
dimensional case). An example of HTSC is HgBa2CuO4, whose structure is shown in Fig. 2.
It is made of CuO2 planes well divided by BaO-Hg-BaO blocks. The x2 − y2-like states stem-
ming from the CuO2 planes can be described via a one-band Hubbard model. The presence of
a x2 − y2-like band at the Fermi level is a common feature of all HTSCs.
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Fig. 3: Top: Density of states (DOS) per spin, ρ(ε)/2, for a hypercubic lattice in one, two,
and three dimensions. The energy dispersion is calculated for t = 0.4 eV. The curves exhibit
different types of Van-Hove singularities. Bottom: Effect of ρ(εF ) on the temperature depen-
dence of χR = χP (T )/χP (0). Up to ∼ 1000 K only the logarithmic Van-Hove singularity
(two-dimensional case) yields a sizable effect.
2.1 Weak-correlation limit
2.1.1 The U = 0 case: Pauli paramagnetism
Let us consider first the non-interacting limit of the Hubbard model, Hamiltonian (8). In the
presence of an external magnetic field h = hz zˆ the energy εk of a Bloch state is modified by
the Zeeman interaction (4) as follows
εk → εkσ = εk + 1
2
σgµBhz,
where we take the direction of the magnetic field as quantization axis and where on the right-
hand side σ = 1 or−1 depending if the spin is parallel or antiparallel to h. Thus, to linear order
in the magnetic field, the T = 0 magnetization of the system is
Mz = −1
2
(gµB)
1
Nk
∑
k
[nk↑ − nk↓] ∼ 1
4
(gµB)
2 ρ(εF )hz,
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l
m
Fig. 4: Band-structure trend in hole-doped cuprates and correlation with Tc max, the maximum
value of the critical temperature for superconductivity. From Ref. [29].
where nkσ = 〈c†kσckσ〉 and Nk is the number of k points; ρ(εF ) is the total density of states
(DOS) at the Fermi level εF . The T = 0 susceptibility is then given by the Pauli formula
χP (0) =
1
4
(gµB)
2 ρ(εF ).
In linear-response theory (see Appendix) the magnetization induced along zˆ by an external
magnetic field hz(q;ω)zˆ oscillating with vector q is given by
Mz(q;ω) = χzz(q;ω)hz(q;ω).
The Pauli susceptibility χP (0) is thus the static (ω = 0) and uniform (q = 0) linear response
function to an external magnetic field. At finite temperature the Pauli susceptibility takes the
form
χP (T ) =
1
4
(gµB)
2
∫
dερ(ε)
(
−dn(ε)
dε
)
,
where n(ε) = 1/(1 + e(ε−µ)β) is the Fermi distribution function, β = 1/kBT , and µ the chem-
ical potential. χP (T ) depends weakly on the temperature; its temperature dependence is more
pronounced, however, in the presence of Van-Hove singularities close to the Fermi level (Fig. 3).
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2.1.2 The Fermi liquid regime
In some limit the independent-particle picture still holds even when the Coulomb interaction
is finite. Landau’s phenomenological Fermi liquid theory suggests that, at low-enough energy
and temperature, the elementary excitations of a weakly interacting system can be described
by almost independent fermionic quasiparticles, fermions with effective mass m∗ and finite
lifetime τQP
εQPnk =
m
m∗
εnk,
τQP ∝ (aT 2 + bω2)−1.
Remarkably, a very large number of materials do exhibit low-energy Fermi liquid behavior,
and the actual violation of the Fermi liquid picture is typically an indication that something
surprising is going on. How are quasiparticles related to actual particles, however? Landau
postulated that the low-lying states of a weakly-correlated system are well-described by the
energy functional
E = E0 +
∑
kσ
εkσδnkσ +
1
2
∑
kσ
∑
k′σ′
fkσk′σ′δnkσδnk′σ′ ,
where E0 is the ground-state energy, δnkσ = nkσ − n0kσ gives the number of quasiparticles
(or quasi-holes), nkσ is the occupation number in the excited state, and n0kσ is the occupation
number of the non-interacting system at T = 0. The idea behind this is that δnkσ is small with
respect to the number of particles and therefore can be used as an expansion parameter. The
low-lying elementary excitations are thus fermions with dispersion
εQPnk =
δE
δnkσ
= εkσ +
∑
k′σ′
fkσk′σ′δnk′σ′ ,
so that
E = E0 +
∑
kσ
εQPnk δnkσ,
i.e., the energy of quasiparticles is additive. Remarkably, by definition
fkσk′σ′ =
δ2E
δnkσδnk′σ′
.
Hence, fkσk′σ′ is symmetric in all the arguments. If the system has inversion symmetry, fkσk′σ′ =
f−kσ−k′σ′; furthermore, if the system has time-reversal symmetry, fkσk′σ′ = f−k−σ−k′−σ′ . It is
therefore useful to rewrite it as the sum of a symmetric and an antisymmetric contribution,
fkσk′σ′ = f
s
kk′ + σσ
′fakk′ , where
f skk′ =
1
4
∑
σσ′
fkσk′σ′
fakk′ =
1
4
∑
σσ′
σσ′fkσk′σ′ .
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Only the symmetric term contributes to the energy of the quasiparticles. Let us consider for
simplicity a Fermi gas, the dispersion relation of which has spherical symmetry. Since quasi-
particles are only well defined close to the Fermi level, we can assume that |k| ∼ |k′| ∼ kF ;
therefore, f skk′ and f
a
kk′ depend essentially only on the angle between k and k
′, while the de-
pendence on the k vector’s length is weak. Next, let us expand f skk′ and f
a
kk′ in orthogonal
Legendre polynomials Pl(cos θkk′), where θkk′ is the angle between k and k′. We have
f
s/a
kk′ = ρ(εF )
∞∑
l=0
F
s/a
l Pl(cos θkk′),
where F sl and F
a
l are dimensionless parameters. One can then show that the mass renormaliza-
tion is given by
m∗
m
= 1 +
1
3
F s1 > 1, F
s
1 > 0.
Quasiparticles are less compressible than particles, i.e., if κ is the compressibility
κ
κ0
=
m∗
m
1
1 + F s0
< 1, F s0 > 0.
They are, however, more spin-polarizable than electrons; correspondingly the system exhibits
an enhanced Pauli susceptibility
χ
χP
=
m∗
m
1
1 + F a0
> 1, F a0 < 0.
It has to be noticed that, because of the finite lifetime of quasiparticles and/or non-Fermi liquid
phenomena of various nature, the temperature and energy regime in which the Fermi liquid
behavior is observed can be very narrow. This happens, e.g., for heavy-fermion or Kondo
systems; we will come back to this point again in the last part of the lecture.
2.1.3 Stoner instabilities
In the presence of the Coulomb interaction U 6= 0, finding the solution of the Hubbard model
requires many-body techniques. Nevertheless, in the small-U limit, we can already learn a lot
about magnetism from Hartree-Fock (HF) static mean-field theory. In the simplest version of
the HF approximation we make the following substitution
HU = U
∑
i
ni↑ni↓ → HHFU = U
∑
i
[ni↑〈ni↓〉+ 〈ni↑〉ni↓ − 〈ni↑〉〈ni↓〉] .
This approximation transforms the Coulomb two-particle interaction into an effective single-
particle interaction. Let us search for a ferromagnetic solution and set therefore
〈niσ〉 = nσ = n
2
+ σm,
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Fig. 5: Top: Effect of r = t′/t on the band structure of the two-dimensional tight-binding
model. Black line: Fermi level at half filling. Bottom: corresponding density of states per spin.
where m = (n↑ − n↓)/2 and n = n↑ + n↓. It is convenient to rewrite the mean-field Coulomb
energy as in (10), i.e., as a function of m, n and Siz
HHFU = U
∑
i
[
−2mSiz +m2 +
n2
4
]
. (13)
The solution of the problem defined by the HamiltonianH0+HHFU amounts to the self-consistent
solution of a non-interacting electron system with Bloch energies
εUkσ = εk + n−σ U = εk +
n
2
U − σmU .
In a magnetic field we additionally have to consider the Zeeman splitting. Thus
εkσ = ε
U
kσ +
1
2
gµBhzσ .
In the small-U limit and for T → 0 the magnetization Mz = −gµBm is then given by
Mz ∼ χP (0)
[
hz − 2
gµB
Um
]
= χP (0)
[
hz + 2(gµB)
−2UMz
]
.
Solving for Mz we find the Stoner expression
χS(0; 0) =
χP (0)
1− 2 (gµB)−2 UχP (0)
.
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Fig. 6: Doubling of the cell due to antiferromagnetic order and the corresponding folding
of the Brillouin zone (BZ) for a two-dimensional hypercubic lattice. The antiferromagnetic
Q2 = (pi/a, pi/a, 0) vector is also shown.
Thus with increasing U the q = 0 static susceptibility increases and at the critical value
Uc = 2/ρ(εF )
diverges, i.e., even an infinitesimal magnetic field can produce a finite magnetization. This
means that the ground state becomes unstable against ferromagnetic order.
Let us consider the case of the half-filled d-dimensional hypercubic lattice whose density of
states is shown in Fig. 3. In three dimensions the DOS is flat around the Fermi level, e.g.,
ρ(εF ) ∼ 2/W where W is the band width. For a flat DOS ferromagnetic instabilities are likely
only when U ∼ W , a rather large value of U , which typically also brings in strong-correlation
effects not described by static mean-field theory. In two dimensions we have a rather different
situation because a logarithmic Van-Hove singularity is exactly at the Fermi level (Fig. 3); a
system with such a density of states is unstable towards ferromagnetism even for very small U .
In real materials distortions or long-range interactions typically push the Van-Hove singularities
away from the Fermi level. In HTSCs the electronic dispersion is modified as follows by the
hopping t′ between second-nearest neighbors
εk = −2t[cos(kxa) + cos(kya)] + 4t′ cos(kxa) cos(kya) .
As shown in Fig. 4, the parameter r ∼ t′/t ranges typically from ∼ 0.15 to 0.4 [29]. Fig. 5
shows that with increasing r the Van-Hove singularity moves downwards in energy.
It is at this point natural to ask ourselves if ferromagnetism is the only possible instability.
For a given system, magnetic instabilities with q 6= 0 might be energetically favorable com-
pared to ferromagnetism; an example of a finite-q instability is antiferromagnetism (see Fig. 6).
To investigate finite-q instabilities we generalize the Stoner criterion. Let us consider a mag-
netic excitation characterized by the vector q commensurate with the reciprocal lattice. This
magnetic superstructure defines a new lattice; the associated supercell includes j = 1, . . . , Nj
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Fig. 7: The ratio χ0(q; 0)/χ0(0; 0) in the xy plane for a hypercubic lattice with t = 0.4 eV
(T ∼ 230 K) at half filling. From left to right: one, two, and three dimensions.
magnetically inequivalent sites. We therefore define the quantities
Siz(q) =
∑
j
eiq·RjSjiz ,
〈Sjiz 〉 = m cos(q ·Rj),
where j runs over the magnetically inequivalent sites {Rj} and i over the supercells in the
lattice. In the presence of a magnetic field oscillating with vector q and pointing in the z
direction, hj = hz cos(q ·Rj)zˆ, the mean-field Coulomb and Zeeman terms can be written as
HHFU +HZ =
∑
i
[
gµB
2
(
hz − 2
gµB
mU
)[
Siz(q) + S
i
z(−q)
]
+m2 +
n2
4
]
,
where m has to be determined self-consistently. This leads to the generalized Stoner formula
χS(q; 0) =
1
2
(gµB)
2 χ0(q; 0)
[1− Uχ0(q; 0)] , (14)
χ0(q; 0) = − 1
Nk
∑
k
nk+q − nk
εk+q − εk .
Expression (14) is also known as the RPA (acronym for random-phase approximation) suscep-
tibility. For q = 0 in the T → 0 limit we recover the ferromagnetic RPA susceptibility with
χ0(0; 0) = 2 (gµB)
−2 χP (0) ∼ 1
2
ρ(εF ) .
Figure 7 shows the non-interacting susceptibility in the xy plane for our d-dimensional hy-
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Fig. 8: The ratio χ0(q; 0)/χ0(0; 0) in the xy plane for the two-dimensional hypercubic lattice
with t = 0.4 eV (230 K) at half filling. Left: t′ = 0.2t. Right: t′ = 0.4t.
percubic lattice. The figure shows that in the one-dimensional case the susceptibility diverges
at the antiferromagnetic vector Q1 = (pi/a, 0, 0); in two dimensions this happens at Q2 =
(pi/a, pi/a, 0); in three dimension at Q3 = (pi/a, pi/a, pi/a), not shown in the figure. The en-
ergy dispersion at these vectors exhibits the property of perfect nesting
εk+Qi = −εk .
Remarkably, the T = 0 non-interacting susceptibility χ0(Qi; 0) diverges logarithmically at the
nesting vector unless the density of states is zero at the Fermi level (ε→ 0)
χ0(Qi; 0) ∝ 1
4
∫ εF=0
−∞
dε ρ(ε)
1
ε
→∞ .
Under these conditions an arbitrarily small U can cause a magnetic transition with magnetic
vector Qi. In the two-dimensional case we have reached a similar conclusion for the T =
0 ferromagnetic (q = 0) instability. The finite-temperature susceptibility χ0(q; 0), however,
shows that the antiferromagnetic instability is the strongest (Fig. 7). Perfect nesting at Q2 is
suppressed by t′ 6= 0
εk+Q2 = −εk + 8t′ cos(kxa) cos(kya).
Figure 8 shows how the susceptibility is modified by t′ 6= 0 (half filling). The Q2 instability is
important even for t′ ∼ 0.4t, but instabilities at incommensurate vectors around it are stronger.
As a last remark it is important to notice that the RPA expression (14) depends on the filling
only through the density of states, i.e., magnetic instabilities described by the Stoner formula
can exist at any filling. This is very different from the case of the local-moment regime that we
will discuss starting with the next section.
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Ion n S L J 2S+1LJ
V4+ Ti3+ 3d1 1/2 2 3/2 2D3/2
V3+ 3d2 1 3 2 3F2
Cr3+ V2+ 3d3 3/2 3 3/2 4F3/2
Mn3+ Cr2+ 3d4 2 2 0 5D0
Fe3+ Mn2+ 3d5 5/2 0 5/2 6S5/2
Fe2+ 3d6 2 2 4 5D4
Co2+ 3d7 3/2 3 9/2 4F9/2
Ni2+ 3d8 1 3 4 3F4
Cu2+ 3d9 1/2 2 5/2 2D5/2
Table 1: Quantum numbers of the ground-state multiplet for several transition-metal ions with
partially filled d shells. In transition-metal oxides the angular momentum is typically quenched
because of the crystal field and therefore only the total spin matters.
2.2 Atomic limit
2.2.1 Paramagnetism of isolated ions
As we have seen, the ground-state multiplet of free ions with partially occupied shells can be
determined via Hund’s rules. In Tab. 1 and Tab. 2 we can find the values of the S, L, and
J quantum numbers for the ground-state multiplets of the most common transition-metal and
rare-earth ions. If t = 0 and n = 1, the Hubbard model (7) describes precisely a collection of
idealized free ions with an incomplete shell. For such idealized ions the only possible multiplet
is the one with quantum numbers J = S = 1/2, L = 0. In the presence of a uniform external
magnetic field hz zˆ we can then obtain the magnetization per atom as
Mz = 〈M iz〉 = −gµB
Tr [e−gµBhzβS
i
zSiz]
Tr [e−gµBhzβSiz ]
= gµBS tanh (gµBhzβS) ,
and thus
∂Mz
∂hz
= (gµBS)
2 1
kBT
[
1− tanh2 (gµBhzβS)
]
.
The static uniform susceptibility is then given by the h→ 0 limit
χzz(0; 0) = (gµBS)
2 1
kBT
=
C1/2
T
, (15)
where C1/2 is the S = 1/2 Curie constant. If S = 1/2, the relation S2 = S(S + 1)/3 holds.
Thus, for reasons that will become clear shortly, the Curie constant is typically expressed as
C1/2 =
(gµB)
2 S(S + 1)
3kB
.
If the ions have ground-state total angular momentum J , we can calculate the susceptibility
with the same technique, provided that we replace g with the Lande´ factor gJ
gJ =
〈JJzLS|(gS +L) · J |JJzLS〉
〈JJzLS|J · J |JJzLS〉 ∼
3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
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Ion n S L J 2S+1LJ gJ
Ce3+ 4f 1 1/2 3 5/2 2F5/2 6/7
Pr3+ 4f 2 1 5 4 3H4 4/5
Nd3+ 4f 3 3/2 6 9/2 4I9/2 8/11
Pm3+ 4f 4 2 6 4 5I4 3/5
Sm3+ 4f 5 5/2 5 5/2 6H5/2 2/7
Eu3+ 4f 6 3 3 0 7F0 0
Gd3+ 4f 7 7/2 0 7/2 8S7/2 2
Tb3+ 4f 8 3 3 6 7F6 3/2
Dy3+ 4f 9 5/2 5 15/2 6H15/2 4/3
Ho3+ 4f 10 2 6 8 5I8 5/4
Er3+ 4f 11 3/2 6 15/2 4I15/2 6/5
Tm3+ 4f 12 1 5 6 3H6 7/6
Yb3+ 4f 13 1/2 3 7/2 2F7/2 8/7
Table 2: Quantum numbers of the ground-state multiplet for rare-earth ions with partially filled
f shells and corresponding gJ factor. In 4f materials the crystal field is typically small; thus
the ground-state multiplet is to first approximation close to that of the corresponding free ion.
and calculate the thermal average of the magnetization M = −gJµBJ , accounting for the
2J + 1 degeneracy of the multiplet. The result is
Mz = 〈M iz〉 = gJµBJ BJ (gJµBhzβJ) ,
where BJ(x) is the Brillouin function
BJ(x) =
2J + 1
2J
coth
(
2J + 1
2J
x
)
− 1
2J
coth
(
1
2J
x
)
.
In the low-temperature (x → ∞) limit BJ(x) ∼ 1, and thus the magnetization approaches its
saturation value in which all atoms are in the ground state
Mz ∼ gJµBJ ≡M0 .
In the high-temperature (x→ 0) limit
BJ(x) ∼ x J + 1
3J
[
1− 2J
2 + 2J + 1
30J2
x2
]
,
and thus the susceptibility exhibits the Curie high-temperature behavior
χzz(0; 0) ∼ CJ
T
=
µ2J
3kBT
,
where the generalized Curie constant is
CJ =
(gJµB)
2J(J + 1)
3kB
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and where µJ = gJµB
√
J(J + 1) is the total magnetic moment. Correspondingly, the suscep-
tibility decreases as 1/T with increasing T (Fig. 9). We have thus the three limiting cases
χzz(0; 0) ∼

0 kBT/|M0|hz → 0
CJ/T |M0|hz/kBT → 0
CJ/T hz → 0
.
Remarkably, the T → 0 and hz → 0 limit cannot be interchanged. If hz is finite the suscepti-
bility goes to zero in the T → 0 limit; if we instead perform the hz → 0 limit first it diverges
with the Curie form 1/T . The point hz = T = 0 is a critical point in the phase space.
Let us return to the S = 1/2 case, i.e., the one relevant for the Hubbard model. It is interesting
to calculate the inter-site spin correlation function Si,i′
Si,i′ = 〈(Si − 〈Si〉) · (Si′ − 〈Si′〉)〉 = 〈Si · Si′〉 − 〈Si〉 · 〈Si′〉 .
We express 〈Si·Si′〉 in the form [S(S+1)−Si(Si+1)−Si′(Si′+1)]/2, where Si = Si′ = 1/2 and
S = Si + Si′ is the total spin. Then, since in the absence of a magnetic field 〈Si〉 = 〈Si′〉 = 0,
Si,i′ = [S(S + 1)− 3/2]/2 =
{
1/4 S = 1
−3/4 S = 0 .
The ideal paramagnetic state is however characterized by uncorrelated sites. Hence
Si,i′ = 〈Si · Si′〉 ∼
{
〈Si〉 · 〈Si′〉 ∼ 0 i 6= i′
〈Si · Si〉 = 3/4 i = i′
. (16)
The (ideal) paramagnetic phase is thus quite different from a spatially disordered state, i.e., a
situation in which each ion has a spin oriented in a given direction but spin orientations are
randomly distributed. In the latter case, in general, 〈Si · Si′〉 6= 0 for i′ 6= i, even if, e.g., the
sum of 〈Siz · Si′z 〉 over all sites i′ with i′ 6= i is zero∑
i′ 6=i
〈Siz · Si
′
z 〉 ∼ 0 .
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The high-temperature static susceptibility can be obtained from the correlation function Eq. (16)
using the fluctuation-dissipation theorem and the Kramers-Kronig relations (see Appendix).
The result is
χzz(q; 0) ∼ (gµB)
2
kBT
∑
j
S i,i+jzz eiq·(Ri−Ri+j) = χizz(T ) =
M20
kBT
=
C1/2
T
. (17)
This shows that χzz(q; 0) is q-independent and coincides with the local susceptibility χizz(T )
χzz(0; 0) = lim
hz→0
∂Mz
∂hz
= χizz(T ) .
How can the spin susceptibility (17) be obtained directly from Hamiltonian (10), the atomic
limit of the Hubbard model? To calculate it we can use, e.g., the imaginary-time and Matsubara-
frequency formalism (see Appendix). Alternatively at high temperatures we can obtain it from
the correlation function as we have just seen. The energies of the four atomic states are given
by (9) and, at half filling, the chemical potential is µ = εd + U/2. Therefore
χzz(0; 0) ∼ (gµB)
2
kBT
Tr
[
e−β(Hi−µNi) (Siz)
2
]
Tr [e−β(Hi−µNi)]
−
[
Tr
[
e−β(Hi−µNi) Siz
]
Tr [e−β(Hi−µNi)]
]2 = C1/2
T
eβU/2
1 + eβU/2
.
Thus, the susceptibility depends on the energy scale
U = E(Ni + 1) + E(Ni − 1)− 2E(Ni).
If we perform the limit U → ∞, we effectively eliminate doubly occupied and empty states.
In this limit, we recover the expression that we found for the spin S = 1/2 model, Eq. (17).
This is a trivial example of downfolding, in which the low-energy and high-energy sector are
decoupled in the Hamiltonian from the start. In the large-U limit the high-energy states are
integrated out leaving the system in a magnetic S = 1/2 state.
2.2.2 Larmor diamagnetism and Van Vleck paramagnetism
For ions with J = 0 the ground-state multiplet, in short |0〉, is non-degenerate and the lin-
ear correction to the ground-state total energy due to the Zeeman term is zero. Remarkably,
for open-shell ions the magnetization nevertheless remains finite because of higher-order cor-
rections. At second order there are two contributions for the ground state. The first is the
Van-Vleck term
MVVz = 2hzµ
2
B
∑
I
|〈0|(Lz + gSz)|I〉|2
EI − E0 ,
where EI is the energy of the excited state |I〉 and E0 the energy of the ground-state multiplet.
The Van Vleck term is weakly temperature-dependent and typically small. The second term is
the diamagnetic Larmor contribution
MLz = −
1
4
hz〈0|
∑
i
(x2i + y
2
i )|0〉.
The Larmor and Van Vleck terms have opposite signs and typically compete with each other.
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2.3 Strong-correlation limit
2.3.1 From the Hubbard model to the Heisenberg model
In the large-U limit and at half filling we can map the Hubbard model onto an effective Heisen-
berg model. In this section we solve the latter using static mean-field theory. In the mean-field
approximation we replace the Heisenberg Hamiltonian (11) with
HMFS =
1
2
Γ
∑
〈ii′〉
[
Si · 〈Si′〉+ 〈Si〉 · Si′ − 〈Si〉 · 〈Si′〉 − 1
4
nini′
]
.
In the presence of an external magnetic field h we add the Zeeman term and have in total
H = gµB
∑
i
[Si · (h+ hmi ) + const.] ,
hmi = n〈ii′〉Γ 〈Si′〉/gµB ,
where n〈ii′〉 is the number of first nearest neighbors and hmi is the molecular field at site i.
We define the quantization axis z as the direction of the external magnetic field, h = hz zˆ,
and assume that zˆ is also the direction of the molecular field, hmi = ∆h
i
z zˆ. Since Γ > 0 and
hypercubic lattices are bipartite, the likely magnetic order is two-sublattice antiferromagnetism.
Thus we set MAz = −gµB〈Siz〉, MBz = −gµB〈Si′z 〉, where A and B are the two sublattices,
i ∈ A and i′ ∈ B. In the absence of an external magnetic field, the total magnetization per
formula unit, Mz = (MBz +M
A
z )/2, vanishes in the antiferromagnetic state (M
B
z = −MAz ).
We define therefore as the order parameter σm = 2m = (MBz −MAz )/2M0, which is zero only
above the critical temperature for antiferromagnetic order. We then calculate the magnetization
for each sublattice and find the system of coupled equations{
MAz /M0 = B1/2
[
M0(hz +∆h
A
z )β
]
MBz /M0 = B1/2
[
M0(hz +∆h
B
z )β
] , (18)
where {
∆hAz = −(MBz /M0)S2Γn〈ii′〉/M0
∆hBz = −(MAz /M0)S2Γn〈ii′〉/M0
.
For hz = 0 the system (18) can be reduced to the single equation
σm = B1/2
[
σmS
2Γn〈ii′〉β
]
. (19)
This equation always has the trivial solution σm = 0. Figure 10 shows that, for small-enough
temperatures it also has a non-trivial solution σm 6= 0. The order parameter σm equals ±1 at
zero temperature, and its absolute value decreases with increasing temperature. It becomes zero
for T ≥ TN with
kBTN =
S(S + 1)
3
n〈ii′〉Γ.
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Fig. 10: The self-consistent solution of Eq. (20) for σm ≥ 0. The blue line shows the right-
hand side of the equation, the Brillouin function B1/2(x), with x = σmTN/T . The red lines
show the left-hand side of the equation, σm(x) = αx, with α = T/TN; the three different
curves correspond to representative T/TN values.
If T ∼ TN, we can find the non-trivial solution by first rewriting (19) as
σm = B1/2
[
TN
T
σm
]
. (20)
The inverse of this equation yields T/TN as a function of σm
T
TN
=
σm
B−11/2 [σm]
.
If T ∼ TN, the parameter σm is small. We then expand the right-hand-side in powers of σm
σm
B−11/2(σm)
∼ σm
σm + σ3m/3 + . . .
∼ 1− σ2m/3 + . . . .
This leads to the following expression
σm =
√
3
(
1− T
TN
)1/2
,
which shows that the order parameter has a discontinuous temperature derivative at T = TN.
It is interesting to derive the expression of the static uniform susceptibility. For this we go back
to the system of equations (18) and calculate from it the total magnetization Mz. In the weak
magnetic field limit, MAz ∼ −σmM0 + χzz(0; 0)hz, and MBz ∼ σmM0 + χzz(0; 0)hz. Then, by
performing the first derivative of Mz with respect to hz in the hz → 0 limit, we obtain
χzz(0; 0) =
C1/2(1− σ2m)
T + (1− σ2m)TN
.
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The uniform susceptibility vanishes at T = 0 and reaches the maximum at T = TN, where it
takes the value C1/2/2TN. In the high-temperature regime σm = 0 and
χzz(0; 0) ∼ C1/2
T + TN
,
which is smaller than the susceptibility of free S = 1/2 magnetic ions.
The magnetic linear response is quite different if we apply an external field h⊥ perpendicular
to the spins in the antiferromagnetic lattice. The associated perpendicular magnetization is
M⊥ ∼M0 σm(gµBh⊥)√
(gµBh⊥)2 + (4σm)2(kBTN)2
,
and therefore the perpendicular susceptibility is temperature-independent for T ≤ TN
χ⊥(0; 0) = lim
h⊥→0
dM⊥
dh⊥
=
C1/2
2TN
.
Hence, for T < TN the susceptibility is anisotropic, χzz(0; 0) = χ‖(0; 0) 6= χ⊥(0; 0); at
absolute zero χ‖(0; 0) vanishes, but the response to h⊥ remains strong. For T > TN the order
parameter is zero and the susceptibility isotropic, χ‖(0; 0) = χ⊥(0; 0).
We have up to now considered antiferromagnetic order only. What about other magnetic insta-
bilities? Let us consider first ferromagnetic order. For a ferromagnetic spin arrangement, by
repeating the calculation, we find
χzz(0; 0) =
C1/2(1− σ2m)
T − (1− σ2m)TC
,
where TC = −S(S + 1)n〈ii′〉Γ/3kB is, if the exchange coupling Γ is negative, the critical
temperature for ferromagnetic order. Then, in contrast to the antiferromagnetic case, the high-
temperature uniform susceptibility is larger than that of free S = 1/2 magnetic ions.
For a generic magnetic structure characterized by a vector q and a supercell with j = 1, . . . , Nj
magnetically inequivalent sites we make the ansatz
〈M jiz 〉 = −σmM0 cos(q ·Rj) = −gµBm cos(q ·Rj) ,
where σm is again the order parameter, i identifies the supercell, andRj the position of the j-th
inequivalent site. We consider a magnetic field rotating with the same q vector. By using the
static mean-field approach we then find
kBTq =
S(S + 1)
3
Γq, Γq = −
∑
ij 6=0
Γ 00,ijeiq·(Ti+Rj), (21)
where Γ 00,ij is the exchange coupling between the spin at the origin and the spin at site Ti+Rj
(ij in short); {Rj} are vectors inside a supercell and {Ti} are lattice vectors. In our example,
T0 = TC and TqAF = TN = −TC. Thus we have
χzz(q; 0) =
C1/2(1− σ2m)
T − (1− σ2m)Tq
, (22)
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which diverges at T = Tq. The susceptibility χzz(q; 0) reflects the spatial extent of correlations,
i.e., the correlation length ξ; the divergence of the susceptibility at Tq is closely related to the
divergence of ξ. To see this we calculate ξ for a hypercubic three-dimensional lattice, assuming
that the system has only one instability with vector Q. First we expand Eq. (21) around Q
obtaining Tq ∼ TQ + α(q −Q)2 + . . . , and then we calculate χ00,jizz , the Fourier transform of
Eq. (22). We find that χ00,jizz decays exponentially with r = |Ti + Rj|, i.e., χ00,jizz ∝ e−r/ξ/r.
The range of the correlations is ξ ∝ [TQ/(T − TQ)]1/2, which becomes infinite at T = TQ.
It is important to notice that in principle there can be instabilities at any q vector, i.e., q need
not be commensurate with reciprocal lattice vectors. The value of q for which Tq is the largest
determines (within static mean-field theory) the type of magnetic order that is realized. The
antiferromagnetic structure in Fig. 6 corresponds to qAF = Q2 = (pi/a, pi/a, 0).
In real systems the spin S is typically replaced by an effective magnetic moment, µeff , and
therefore C1/2 → Ceff = µ2eff/3kB. It follows that µeff is the value of the product 3kBTχzz(q; 0)
in the high-temperature limit (here T  Tq). The actual value of µeff depends, as we have
discussed in the introduction, on the Coulomb interaction, the spin-orbit coupling and the crystal
field. In addition, the effective moment can be screened by many-body effects, as happens for
Kondo impurities; we will discuss the latter case in the last section.
2.3.2 The Hartree-Fock approximation
We have seen that Hartree-Fock (HF) mean-field theory yields Stoner magnetic instabilities in
the weak-coupling limit. Can it also describe magnetism in the local-moment regime (t/U 
1)? Let us focus on the half-filled two-dimensional Hubbard model for a square lattice, and let
us analyze two possible magnetically ordered states, the ferro- and the antiferromagnetic state.
If we are only interested in the ferromagnetic or the paramagnetic solution, the HF approxima-
tion of the Coulomb term in the Hubbard model is given by Eq. (13). Thus the Hamiltonian is
H = Hd + HT + H
HF
U with H
HF
U = U
∑
i[−2mSiz + m2 + 14n2]. For periodic systems it is
convenient to write H in k space. We then adopt as one-electron basis the Bloch states
Ψkσ(r) =
1√
Ns
∑
i
eik·Ti Ψiσ(r),
where Ψiσ(r) is a Wannier function with spin σ, Ti a lattice vector, and Ns the number of lattice
sites. The term HHFU depends on the spin operator S
i
z, which can be written in k space as
Siz =
1
Nk
∑
kk′
ei(k−k
′)·Ti 1
2
∑
σ
σc†kσck′σ︸ ︷︷ ︸
Sz(k,k′)
=
1
Nk
∑
kk′
ei(k−k
′)·TiSz(k,k′).
The term HHFU has the same periodicity as the lattice and does not couple states with different
k vectors. Thus only Sz(k,k) contributes, and the Hamiltonian can be written as
H =
∑
σ
∑
k
εknkσ + U
∑
k
[
−2m Sz(k,k) +m2 + n
2
4
]
︸ ︷︷ ︸
HHFU = U
∑
i[−2mSiz +m2 + 14n2]
,
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Fig. 11: Ferromagnetism in Hartree-Fock. The chemical potential is taken as the energy zero.
where m = (n↑ − n↓)/2 and n = 1; for simplicity we set εd = 0. The HF correction splits the
bands with opposite spin, leading to new one-electron eigenvalues, εkσ = εk+ 12U − σUm; the
chemical potential is µ = U/2. The separation between εk↑ − µ and εk↓ − µ is 2mU , as can
be seen in Fig. 11. The system remains metallic for U smaller than the bandwidth W . In the
small-t/U limit and at half filling we can assume that the system is a ferromagnetic insulator
and m = 1/2. The total energy of the ground state is then
EF =
1
Nk
∑
k
[εkσ − µ] = 1
Nk
∑
k
[
εk − 1
2
U
]
= −1
2
U.
Let us now describe the same periodic lattice via a supercell which allows for a two-sublattice
antiferromagnetic solution; this supercell is shown in Fig. 6. We rewrite the Bloch states of the
original lattice as
Ψkσ(r) =
1√
2
[
ΨAkσ(r) + Ψ
B
kσ(r)
]
, Ψαkσ(r) =
1√
Nsα
∑
iα
eiT
α
i ·k Ψiασ(r).
Here A and B are the two sublattices with opposite spins and T Ai and T
B
i are their lattice vec-
tors; α = A,B. We take as one-electron basis the two Bloch functions Ψkσ and Ψk+Q2σ, where
Q2 = (pi/a, pi/a, 0) is the vector associated with the antiferromagnetic instability and the cor-
responding folding of the Brillouin zone, also shown in Fig. 6. Then, in the HF approximation,
the Coulomb interaction is given by
HHFU =
∑
i∈A
[
−2mSiz +m2 +
n2
4
]
+
∑
i∈B
[
+2mSiz +m
2 +
n2
4
]
.
This interaction couples Bloch states with k vectors made equivalent by the folding of the
Brillouin zone. Thus the HF Hamiltonian takes the form
H =
∑
k
∑
σ
εknkσ +
∑
k
∑
σ
εk+Q2nk+Q2σ + U
∑
k
[
−2m Sz(k,k +Q2) + 2m2 + 2n
2
4
]
︸ ︷︷ ︸
static mean-field correction HHFU
.
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Fig. 12: Antiferromagnetism in Hartree-Fock. The chemical potential is taken as the energy
zero. Blue: εk. Red: εk+Q2 = −εk. The high-symmetry lines are those of the large BZ in Fig. 6.
The sum over k is restricted to the Brillouin zone of the antiferromagnetic lattice. We find the
two-fold degenerate eigenvalues
εk± − µ = 1
2
(εk + εk+Q2)±
1
2
√
(εk − εk+Q2)2 + 4(mU)2. (23)
A gap opens where the bands εk and εk+Q2 cross, e.g., at the X point of the original Brillouin
zone (Fig. 12). At half filling and for mU = 0 the Fermi level crosses the bands at the X
point too; thus the system is insulator for any finite value of mU . In the small-t/U limit we can
assume that m = 1/2 and expand the eigenvalues in powers of εk/U . For the occupied states
we find
εk− − µ ∼ −1
2
U − ε
2
k
U
= −1
2
U − 4t
2
U
(εk
2t
)2
.
The ground-state total energy for the antiferromagnetic supercell is then 2EAF with
EAF = −1
2
U − 4t
2
U
1
Nk
∑
k
(εk
2t
)2
∼ −1
2
U − 4t
2
U
so that the energy difference per pair of spins between ferro- and antiferro-magnetic state is
∆EHF = EHF↑↑ − EHF↑↓ =
2
n〈ii′〉
[EF − EAF] ∼ 1
2
4t2
U
∼ 1
2
Γ, (24)
which is similar to the result obtained from the Hubbard model in many-body second order per-
turbation theory, Eq. (12). Despite the similarity with the actual solution, one has to remember
that the spectrum of the Hartree-Fock Hamiltonian has very little to do with the spectrum of
the Heisenberg model, the model that describes the actual low-energy behavior of the Hubbard
Hamiltonian. If we restrict ourselves to the antiferromagnetic solution, the first excited state is
at an energy∝ U rather than∝ Γ ; thus, we cannot use a single HF calculation to understand the
magnetic excitation spectrum of a given system. It is more meaningful to use HF to compare
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the total energy of different states and determine in this way, within HF, the ground state. Even
in this case, however, one has to keep in mind that HF suffers from spin contamination, i.e.,
singlet states and Sz = 0 triplet states mix [26]. The energy difference per bond EHF↑↑ − EHF↑↓
in Eq. (24) only resembles the exact result, as one can grasp by comparing it with the actual
energy difference between triplet and singlet state in the two-site Heisenberg model
∆E = ES=1 − ES=0 = Γ,
which is a factor of two larger. The actual ratio ∆E/∆EHF might depend on the details of
the HF band structures. Thus, overall, Hartree-Fock is not the ideal approach to determine the
onset of magnetic phase transitions. Other shortcomings of the Hartree-Fock approximation are
in the description of the Mott metal-insulator transition. In Hartree-Fock the metal-insulator
transition is intimately related to long-range magnetic order (Slater transition), but in strongly
correlated materials the metal-insulator transition can occur in the paramagnetic phase (Mott
transition). It is associated with a divergence of the self-energy at low frequencies rather than
with the formation of superstructures. This physics, captured by many-body methods such as
the dynamical mean-field theory [15], is completely missed by the Hartree-Fock approximation.
2.3.3 The dynamical mean-field theory approach
The modern approach for solving the Hubbard model is the so-called dynamical mean-field the-
ory method [14–16]. In DMFT the lattice Hubbard model is mapped onto a self-consistent quan-
tum impurity model describing an impurity coupled to a non-correlated conduction-electron
bath. The quantum impurity model is typically the Anderson model, which will be discussed
in detail in the next chapter. Here we do not want to focus on the specific form of the quantum
impurity model but rather on the core aspects of the DMFT approach and on the comparison of
DMFT with Hartree-Fock. In Hartree-Fock the effective mean field is an energy-independent
(static) parameter; in the example discussed in the previous section it is a function of the mag-
netic order parameter m. In DMFT the role of the effective mean-field is played by the bath
Green functionG0(iνn) where νn is a fermionic Matsubara frequency; it is frequency dependent
(dynamical) and related to the impurity Green function G(iνn) via the Dyson equation
[G(iνn)]
−1 = [G0(iνn)]−1 −Σ(iνn) , (25)
where Σ(iνn) is the impurity self-energy. As in any mean-field theory, the effective field is
determined by enforcing a self-consistency condition. In DMFT the latter requires that the
impurity Green function G(iνn), calculated by solving the quantum impurity model, equals
Gii(iνn), the lattice Green function at a site i
Gii(iνn) = G(iνn),
with
Gii(iνn) =
1
Nk
∑
k
G(k; iνn) =
1
Nk
∑
k
1
iνn − εk −Σ(iνn) + µ.
Magnetism in Correlated Matter 3.31
E
Hartree-Fock DMFT
Ti
⌃0"(!)
⌃0#(!)
!
!
Ti+1Ti 1
⌃0i"
⌃0i#
Fig. 13: Idealized correlated crystal, schematically represented by a half-filled single-band
Hubbard chain. Sketch of the real-part of the self-energy in the insulating phase, as described
by Hartree-Fock (left-hand side) and DMFT (right-hand side). In HF the self-energy is a spin-
and site-dependent potential (Slater insulator). In DMFT it is spin and site independent; it is,
however, dynamical and its real part diverges at zero frequency (Mott insulator). The imaginary
part of the self-energy is always zero in Hartree-Fock (i.e., quasiparticles have infinite lifetimes).
The Green function on the real axis can be obtained from G(iνn) via analytic continuation;
in the non-interacting case, this can be done simply by replacing iνn with ω + i0+. The self-
energy in Eq. (25) is frequency dependent but local (i.e., site- or k-independent); the locality
of the self-energy is, of course, an approximation; it becomes an exact property, however, in
the limit of infinite coordination number. DMFT yields the exact result in two opposite limits,
t = 0 (atomic limit) and U = 0 (band limit). The first success of DMFT was the description of
the paramagnetic Mott metal-insulator transition in the half-filled one-band Hubbard model. It
is interesting to examine in more detail the nature of the Mott transition in DMFT and compare
it to the Slater transition described by Hartree-Fock. Let us start with analyzing DMFT results.
The poles of the Green function, i.e., the solutions of
ω − εk −Σ ′(ω) = 0 ,
where Σ ′(ω) is the real part of the self-energy, yield the excitations of our system. In the Fermi
liquid regime, the Green function has a pole at zero frequency. Around it, the self-energy has,
on the real axis, the following form
Σ(ω) ∼ 1
2
U +
(
1− 1
Z
)
ω − i
ZτQP
,
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where the positive dimensionless number Z yields the mass enhancement, m∗/m ∼ 1/Z, and
the positive parameter τQP ∼ 1/(aT 2 + bω2) is the quasiparticles lifetime; at higher frequency
the self-energy yields two additional poles corresponding to the Hubbard bands. In the Mott
insulating regime the central quasiparticle peak disappears, and only the Hubbard bands remain.
The self-energy has approximately the form
Σ(ω) ∼ rU
2
4
[
1
ω
− ipiδ(ω)− ifU(ω)
]
,
where fU(ω) is a positive function that is zero inside the gap and r is a model-specific renormal-
ization factor. Hence, the real-part of the self-energy diverges at zero frequency, and there are
no well defined low-energy quasiparticles. Furthermore, since we are assuming that the system
is paramagnetic, the self-energy and the Green function are independent of the spin
Σσ(ω) = Σ(ω)
Gσ(ω) = G(ω)
Gσ(k;ω) = G(k;ω).
Thus DMFT can be seen, to some extent, as a complementary approximation to Hartree-Fock.
If we write the Hartree-Fock correction to the energies in the form of a self-energy, the latter is
a real, static but spin- and site-dependent potential. More specifically, we have at site i
ΣHFiσ (ω) = U
[
ni−σ −
1
2
]
,
where niσ is the site occupation for spin σ. Let us consider the antiferromagnetic case. For this,
as we have seen, we have to consider two sublattices or a two-site cluster; the magnetization at
sites j, nearest neighbors of site i, has opposite sign than at site i. Thus
ΣHFjσ (ω) = −U
[
ni−σ −
1
2
]
.
This spatial structure of the self-energy is what opens the gap shown in Fig. 12; this picture of
the gap opening is very different from the one emerging from DMFT; as we have just seen, in
DMFT the gap opens via the divergence at zero frequency in the real-part of the self-energy;
this happens already in a single-site paramagnetic calculation, i.e., we do not have to assume
any long-range magnetic order. In HF the self-energy resulting from a non-magnetic (m = 0)
single-site calculation is instead a mere energy shift – the same for all sites and spins – and does
not change the band structure at all. Hartree-Fock is not, e.g., the large-U limit of DMFT but
merely the large frequency limit of DMFT (or of its cluster extensions). The differences among
the two approaches are pictorially shown in Fig. 13 for an idealized one-dimensional crystal.
Let us now focus on the magnetic properties of the Hubbard model, and in particular on the
magnetic susceptibility χzz(q; iωm). Since in DMFT we solve the quantum impurity model
exactly, we can directly calculate the local linear-response tensor, and therefore the local sus-
ceptibility χzz(iωm). If we are interested in magnetic order, however, we need also, at least
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Fig. 14: Diagrammatic representation of the Bethe-Salpeter equation. In the case of the
magnetic susceptibility, α = α′ = σ and γ = γ′ = σ′.
in an approximate form, the full q-dependent linear-response function, χzz(q; iωm). How can
we obtain it? It is tempting to think that χzz(q; iωm) can be approximated by the bare DMFT
susceptibility, χ0zz(q; iωm). In the paramagnetic regime, for the one-band Hubbard model this
is given by (see Appendix)
χ0zz(q; iωm) = −
(gµB)
2
4
1
βNk
∑
σkn
Gσ(k; iνn)Gσ(k + q; iνn + iωm), (26)
where ωm is a bosonic Matsubara frequency and Gσ(k; iνn) is the single-particle Green func-
tion for spin σ. Since χ0zz(q; iωm) depends only on the single-particle Green function it can
be extracted from DMFT calculations with little additional effort. To approximate the actual
susceptibility with χ0zz(q; iωm) would be, however, totally incorrect. Indeed, while χ
0
zz(q; iωm)
is exact in the non-interacting limit (i.e., it correctly yields the Pauli susceptibility for U = 0), it
is incorrect in the atomic limit (t = 0) and hence in the whole local-moment regime. Let us see
what happens in the atomic limit. By summing Eq. (26) over q, we obtain the local χ0zz(iωm),
proportional to the sum of products of local Green functions,
χ0zz(iωm) = −
(gµB)
2
4
1
β
∑
nσ
Gσ(iνn)Gσ(iνn + iωm).
If we replace the local Green functions with the corresponding atomic Green functions (see
Appendix) and then perform the Matsubara sums we find the expression
χ0zz(0) =
(gµB)
2
4
βeβU/2
1 + eβU/2
[
1
1 + eβU/2
+
1
Uβ
1− e−βU
1 + e−βU/2
]
∼
βU→∞
(gµBS)
2
U
,
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Fig. 15: Analogies between the Green function G(k; iνn) in the local-self-energy approxima-
tion (left) and the response function χ(q; iωm) in the local vertex approximation (right). Each
term in the Bethe-Salpeter equation is a square matrix of dimension Lα = NαNkNn, where Nk
is the number of k points, Nn the number of fermionic Matsubara frequencies, Nα the number
of flavors (here: the spin degrees of freedom). The elements of, e.g., the matrix χ(q; iωm) can
be written as [χ(q; iωm)]σkνn,σ′k′νn′ .
where the exact result is
χzz(0) =
1
4
(gµB)
2 βe
βU/2
1 + eβU/2
∼
βU→∞
(gµBS)
2
kBT
.
Since χ0zz(0) is incorrect in the large βU limit, it also does not interpolate properly between the
two regimes, weak and strong coupling. Let us then take a step back. The local susceptibility
χzz(iωm) can be obtained, as we have already mentioned, by solving exactly the self-consistent
quantum impurity model, e.g., via quantum Monte Carlo. In a similar way, the q-dependent
response function χzz(q;ω) could in principle be calculated from the solution of the full lattice
Hubbard model; the problem is that, unfortunately, the exact solution of the Hubbard model
is not available in the general case. If many-body perturbation theory converges, however, we
can calculate χzz(q;ω) by solving the Bethe-Salpeter equation – the analogon of the Dyson
equation for the Green function – with χ0zz(q; iωn) as bare susceptibility. The Bethe-Salpeter
equation is represented diagrammatically in Fig. 14. By summing up all diagrams in the series
we find
[χ(q; iωn)]
−1 = [χ0(q; iωn)]−1 − Γ (q; iωn). (27)
Here each term is a square matrix with dimension Lα = NαNkNn, where Nα is the number of
flavors (here, the spin degrees of freedom), Nk is the number of k points and Nn the number
of fermionic Matsubara frequencies. The quantity Γ (q; iωn) is the vertex function and hides
all diagrams appearing in the many-body perturbation series. Finding the exact Γ (q; iωn) is of
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course as difficult as solving the full many-body problem; we therefore have to find a reasonable
approximation. In the spirit of DMFT, let us assume that the vertex entering the Bethe-Salpeter
equation can be replaced by a local function
Γ (q; iωn)→ Γ (iωn).
Furthermore, let us assume that the local vertex solves, in turn, a local version of the Bethe-
Salpeter equation
Γ (iωm) = [χ0(iωm)]
−1 − [χ(iωm)]−1. (28)
The local vertex Γ (iωm), calculated via Eq. (28), can then be used to compute the susceptibility
from the q-dependent Bethe-Salpeter equation Eq. (27). The analogy between the calculation
of the susceptibility in the local vertex approximation and that of the Green function in the local
self-energy approximation is shown in Fig. 15.
Let us now qualitatively discuss the magnetic susceptibility of the one-band Hubbard model in
the Mott-insulating limit. For simplicity, let us now assume that the vertex is static and thus
that we can replace all susceptibility matrices in the Bethe-Salpeter equation with the physical
susceptibilities, which we obtain by summing over the fermionic Matsubara frequencies and
the momenta. For the magnetic susceptibility this means
χzz(q; iωm) =(gµB)
2 1
β2
1
4
∑
σσ′
σσ′
∑
nn′
1
N2k
∑
kk′
1
β
[χ(q; iωm)]σkνn,σ′k′νn′
=(gµB)
2
∫
dτ eiωmτ 〈Sz(τ)Sz(0)〉.
In the high-temperature and large-U limit (βU →∞ and T  TN ) the static local susceptibility
is approximatively given by the static atomic susceptibility
χzz(0) ∼ µ
2
eff
kBT
,
where µ2eff = (gµB)
2S(S + 1)/3. Therefore the vertex is roughly given by
Γ (0) ∼ 1
χ0zz(0)
− kBT
µ2eff
.
The susceptibility calculated with such a local vertex is
χzz(q; 0) ∼ µ
2
eff
kBT − µ2effJ(q)
≡ µ
2
eff
kB(T − Tq) ,
where the coupling is given by
J(q) = −
[
1
χ0zz(q; 0)
− 1
χ0zz(0)
]
.
Thus, in the strong-correlation limit, the Bethe-Salpeter equation, solved assuming the vertex
is local and, in addition, static, yields a static high-temperature susceptibility of Curie-Weiss
form. We had found the same form of the susceptibility by solving the Heisenberg model in
the static mean-field approximation. A more detailed presentation of the DMFT approach to
calculate linear-response functions can be found in Ref. [27].
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3 The Anderson model
The Kondo impurity is a representative case of a system that exhibits both local-moment and
Pauli-paramagnetic behavior, although in quite different temperature regimes [12]. The Kondo
effect was first observed in diluted metallic alloys, metallic systems in which isolated d or f
magnetic impurities are present, and it has been a riddle for decades. A Kondo impurity in a
metallic host can be described by the Anderson model
HA =
∑
σ
∑
k
εknkσ +
∑
σ
εfnfσ + Unf↑nf↓︸ ︷︷ ︸
H0
+
∑
σ
∑
k
[
Vkc
†
kσcfσ + h.c.
]
︸ ︷︷ ︸
H1
, (29)
where εf is the impurity level (occupied by nf ∼ 1 electrons), εk is the dispersion of the metallic
band, and Vk the hybridization. If we assume that the system has particle-hole symmetry with
respect to the Fermi level, then εf − µ = −U/2. The Kondo regime is characterized by the
parameter values εf  µ and εf + U  µ and by a weak hybridization, i.e., the hybridization
width
∆(ε) = pi
1
Nk
∑
k
|Vk|2δ(εk − ε)
is such that ∆(µ)  |µ− εf |, |µ− εf − U |. The Anderson model is also used as the quantum
impurity problem in dynamical mean-field theory. In DMFT the bath parameters εk and Vk
have, in principle, to be determined self-consistently. If quantum Monte Carlo is used to solve
the Anderson model, it is sufficient to determine the bath Green function self-consistently.
3.1 The Kondo limit
Through the Schrieffer-Wolff canonical transformation [28] one can map the Anderson model
onto the Kondo model, in which only the effective spin of the impurity enters
HK = H
′
0 + ΓSf · sc(0) = H ′0 +HΓ , (30)
where
Γ ∼ −2|VkF |2
[
1
εf
− 1
εf + U
]
> 0
is the antiferromagnetic coupling arising from the hybridization, Sf the spin of the impurity
(Sf = 1/2), and sc(0) is the spin-density of the conduction band at the impurity site. For
convenience we set the Fermi energy to zero; kF is a k vector at the Fermi level. The Schrieffer-
Wolff canonical transformation works as follows. We introduce the operator S that transforms
the Hamiltonian H into HS
HS = e
SHe−S.
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We search for an operator S such that the transformed Hamiltonian HS has no terms of first
order in Vk. Let us first split the original Hamiltonian HA into two pieces: H0, the sum of all
terms except the hybridization term, and H1, the hybridization term. Let us choose S linear in
Vk and such that
[S,H0] = −H1. (31)
From Eq. (31) one finds that the operator S is given by
S =
∑
kσ
[
1− nf−σ
εk − εf +
nf−σ
εk − εf − U
]
Vkc
†
kσcfσ − h.c..
The transformed Hamiltonian is complicated, as can be seen from explicitly writing the series
for a transformation satisfying Eq. (31)
HS = H0 +
1
2
[S,H1] +
1
3
[
S, [S,H1]
]
+ . . . .
In the limit in which the hybridization strength Γ is small this series can, however, be truncated
at second order. The resulting Hamiltonian has the form HS = H0 + H2, with H2 = HΓ +
Hdir +∆H0 +Hch. The first term is the exchange interaction
HΓ =
1
4
∑
kk′
Γkk′
[∑
σ1σ2
c†k′σ1〈σ1|σˆ|σ2〉ckσ2 ·
∑
σ3σ4
c†fσ3〈σ3|σˆ|σ4〉cfσ4
]
where
Γkk′ = V
∗
k Vk′
[
1
εk − εf +
1
εk′ − εf +
1
U + εf − εk +
1
U + εf − εk′
]
.
Let us assume that the coupling Γkk′ is weakly dependent on k and k′; then by setting |k| ∼ kF ,
and |k′| ∼ kF we recover the antiferromagnetic contact coupling in Eq. (30).
The second term is a potential-scattering interaction
Hdir =
∑
kk′
[
Akk′ − 1
4
Γkk′nˆf
] ∑
σ
cˆ†k′σ cˆkσ,
where
Akk′ =
1
2
V ∗k Vk′
[
1
εk − εf +
1
εk′ − εf
]
.
This term is spin-independent, and thus does not play a relevant role in the Kondo effect. The
next term merely modifies the H0 term
∆H0 = −
∑
kσ
[
Akk − 1
2
Γkk nˆf−σ
]
nˆfσ.
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Finally, the last term is a pair-hopping interaction, which changes the charge of the f sites by
two electrons and thus can be neglected if nf ∼ 1
∆Hch = −1
4
∑
kk′σ
Γkk′c
†
k′−σc
†
kσcfσcf−σ + h.c..
The essential term in H2 is the exchange term HΓ , which is the one that yields the antiferro-
magnetic contact interaction in the Kondo Hamiltonian (30). Remarkably, the Schrieffer-Wolff
transformation generates a perturbation series in the hybridization; an analogous perturbation
series is also used in the hybridization-expansion continuous-time quantum Monte Carlo ap-
proach to solve the quantum impurity problem in dynamical mean-field theory.
3.1.1 The impurity susceptibility
The solution of the problem defined by (29) or (30) is not at all trivial and requires many-body
techniques such as the Wilson numerical renormalization group [30] or the Bethe ansatz [31].
Here we only discuss some important exact results concerning the magnetic properties. Let us
define the impurity susceptibility χfzz(T ) as the total susceptibility minus the contribution of the
metallic band in the absence of the impurity [30–32]. One can show that at high temperatures
χfzz(T ) has the following behavior
χfzz(T ) ∼
(gµB)
2Sf (Sf + 1)
3kBT
{
1− 1
ln (T/TK)
}
.
This expression resembles the Curie susceptibility, apart from the ln(T/TK) term. The scale TK
is the Kondo temperature, which, to first approximation, is given by
kBTK ∼ De−2/ρ(εF )Γ ,
where 2D = W is the band width of the host conduction band. Because of the ln (T/TK) term,
the susceptibility apparently diverges at T ∼ TK. In reality, however, around TK there is a
crossover to a new regime. For T  TK
χfzz(T ) ∼
C1/2
WTK
{
1− αT 2 + . . .} ,
whereW is a (universal) Wilson number. Thus the low-temperature system has a Fermi liquid
behavior with enhanced density of states, i.e., with heavy masses m∗/m; furthermore χfzz(0) =
C1/2/WTK is the Curie susceptibility (Eq. (15)) with the temperature frozen at T = WTK. At
T = 0 the impurity magnetic moment is screened by the conduction electrons, which form
a singlet state with the spin of the impurity. In other words, the effective magnetic moment
formed by the impurity magnetic moment and its screening cloud,
µ2eff(T ) ≡ 3kBTχfzz(T ) ∝ 〈Sfz Sfz 〉+ 〈Sfz scz〉,
vanishes for T  TK. The Kondo temperature is typically 10–30 K or even smaller, hence the
Fermi liquid behavior is restricted to a very narrow energy and temperature region.
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3.1.2 Poor man’s scaling
We can understand the existence of a Fermi liquid regime by using a simple approach due to
Anderson called poor man’s scaling [33] and an argument due to Nozie`res. First we divide the
Hilbert space into a high- and a low-energy sector. We define as high-energy states those with
at least one electron or one hole at the top or bottom of the band; the corresponding constraint
for the high-energy electronic level εq is D′ < εq < D or −D < εq < −D′, where
D′ = D − δD. Next we introduce the operator PH , which projects onto the high-energy states,
and the operator PL = 1 − PH , which projects onto states with no electrons or holes in the
high-energy region. Then we downfold the high-energy sector of the Hilbert space. To do this
we rewrite the original Kondo Hamiltonian, H ≡ H ′0 +HΓ , as the energy-dependent operator
H ′, which acts only in the low-energy sector
H ′ = PLHPL + δHL = HL + δHL,
δHL = PLHPH
(
ω − PHHPH
)−1
PHHPL.
Here HL is the original Hamiltonian, however in the space in which the high-energy states
have been eliminated; the term δHL is a correction due to the interaction between low and
(downfolded) high-energy states. Up to this point, the operator H ′ has the same spectrum
of the original Hamiltonian. To make use of this expression, however, we have to introduce
approximations. Thus, let us calculate δHL using many-body perturbation theory. The first
non-zero contribution is of second order in Γ
δH
(2)
L ∼ PLHΓPH
(
ω − PHH ′0PH
)−1
PHHΓPL .
There are two types of processes that contribute at the second order, an electron and a hole
process, depending on whether the downfolded states have (at least) one electron or one hole in
the high-energy region. Let us consider the electron process. We set
PH ∼
∑
qσ
c†qσ|FS〉〈FS|cqσ, PL ∼
∑
kσ
c†kσ|FS〉〈FS|ckσ ,
where |εk| < D′ and |FS〉 =
∏
kσ c
†
kσ|0〉 is the Fermi sea, i.e., the many-body state correspond-
ing to the metallic conduction band. Thus
δH
(2)
L = −
1
2
Γ 2
∑
q
1
ω − εqSf · sc(0) + . . . ∼
1
4
ρ(εF )Γ
2 δD
D
Sf · sc(0) + . . . .
We find an analogous contribution from the hole process. The correction δH(2)L modifies the
parameter Γ of the Kondo Hamiltonian as follows
Γ → Γ ′ = Γ + δΓ,
δΓ
δ lnD
=
1
2
ρ(εF )Γ
2, (32)
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Fig. 16: Sketch of the scaling diagrams for the two-channel Kondo model. Γ = −Jhyb and
ΓF = −Jsf . For Γ > 0 (antiferromagnetic) and ΓF < 0 (ferromagnetic), the antiferromag-
netic coupling scales to strong coupling and ferromagnetic one to weak coupling (right bottom
quadrant). From Ref. [34].
where δ lnD = δD/D. Equation (32) has two fixed points, Γ = 0 (weak coupling) and Γ →∞
(strong coupling). By solving the scaling equations we find
Γ ′ =
Γ
1 + 1
2
ρ(εF )Γ ln
D′
D
.
If Γ is antiferromagnetic the renormalized coupling constant Γ ′ diverges for D′ = De−2/Γρ(εF ),
an energy proportional to the Kondo energy kBTK. This divergence (scaling to strong coupling)
indicates that at low energy the interaction between the spins dominates, and therefore the sys-
tem forms a singlet in which the impurity magnetic moment is screened. The existence of this
strong coupling fixed point is confirmed by the numerical renormalization group of Wilson [30].
Nozie`res [35] has used this conclusion to show that the low-temperature behavior of the sys-
tem must be of Fermi liquid type. His argument is the following. For infinite coupling Γ ′ the
impurity traps a conduction electron to form a singlet state. For a finite but still very large Γ ′,
any attempt at breaking the singlet will cost a very large energy. Virtual excitations (into the
nf = 0 or nf = 2 states and finally the nf = 1 triplet state) are however possible and they
yield an effective indirect interaction between the remaining conduction electrons surround-
ing the impurity. This is similar to the phonon-mediated attractive interaction in metals. The
indirect electron-electron coupling is weak and can be calculated in perturbation theory (1/Γ
expansion). Nozie`res has shown that, to first approximation, the effective interaction is between
electrons of opposite spins lying next to the impurity. It is of order D4/Γ 3 and repulsive, hence
it gives rise to a Fermi liquid behavior with enhanced susceptibility [35].
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If Γ = ΓF < 0 (ferromagnetic coupling, as for example the coupling arising from direct
Coulomb exchange) the renormalized coupling constant Γ ′ goes to zero in the D′ → 0 limit
(scaling to weak coupling). This means that the local spin becomes asymptotically free and
yields a Curie-type susceptibility, which diverges for T → 0. For small but finite coupling we
can account for the ferromagnetic interaction perturbatively (expansion in orders of ΓF ). In
f -electron materials often both ferro and antiferromagnetic exchange couplings are present, the
first, ΓF , arising from the Coulomb exchange, the second, Γ , from the hybridization. There
are therefore two possibilities. If both exchange interactions couple the impurity with the same
conduction channel, only the total coupling ΓF + Γ matters. Thus a |ΓF | > Γ suppresses the
Kondo effect. If, however, ferromagnetic and antiferromagnetic exchange interaction couple
the impurity to different conduction channels, a |ΓF | > Γ does not suppress the Kondo effect
(Fig. 16) but merely reduces TK. In the infinite |ΓF | limit the model describes an undercompen-
sated Kondo effect [34].
3.2 The RKKY interaction
The Kondo Hamiltonian (30) describes a magnetic coupling between a local impurity and a bath
of conduction electrons. Thus, in the presence of several Kondo impurities coupled to the same
conduction electron bath, an indirect magnetic coupling between the local moments arises. Let
us start for simplicity from two Kondo impurities described by the Hamiltonian
H2K =
∑
kσ
εknkσ +
∑
i=1,2
ΓSif · sc(0). (33)
Let us calculate the effective magnetic coupling between the impurities by integrating out the
degrees of freedom of the conduction electrons; this can be done again via perturbation theory
or via a canonical transformation. At second order in Γ , the original Hamiltonian becomes
HRKKY = I12(R12) S
1
f · S2f (34)
whereR12 = R1 −R2 and
I12(R12) ∼− Γ 2 1
Nk
∑
k
1
Nk
∑
q
Θ(εF − εk)Θ(εk+q − εF )cos q ·R12
εk+q − εk .
For a free-electron gas one finds
I12(R12) ∼− Γ
2q4F
pi3
[
sin 2qFR12 − 2qFR12 cos 2qFR12
(2qFR12)4
]
,
where R12 = |R12|. The coupling I12(R12) decays as ∼ 1/R312 with the distance between
the two impurities. It oscillates with a behavior similar to Friedel oscillations; the sign of
the interaction at a certain distance between the impurities depend on the band filling, and
it is negative (ferromagnetic) for qF → 0. The exchange Hamiltonian HRKKY is known as
the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction and competes with the Kondo effect.
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We can understand this competition using the following – well known but naive – argument.
For simplicity, we assume I12 > 0 (antiferromagnetic) as it is often the case. The energy
gain obtained forming a singlet (antiferromagnetic state) is ES ∝ −I12 ∝ −Γ 2; the Kondo
energy gain is instead EK ∝ −kBTK ∼ −De−2/ρ(εF )Γ . If the coupling constant Γ is small
|ES| is larger than |EK |. In this case, the antiferromagnetic order is favored over the Kondo
effect, which would lead to the screening of local moments. In the opposite limit, i.e., when
Γ is large, the Kondo effect dominates, and the local moments are screened – thus the system
does not exhibit any long-range order. Although reality is more complex – the two effects
occur together – this simple argument gives a picture of the mechanisms at play in a lattice
of Kondo impurities. It is important to understand that the RKKY interaction is an indirect
coupling arising from the interaction of a correlated impurity with a conduction-electron bath;
the coupling I12 is proportional to Γ 2, and the coupling Γ itself was obtained by integrating
out high-energy doubly occupied states on the impurity, in a similar way as we have seen for
kinetic exchange. In the U = 0 limit the coupling Γ diverges and the full construction breaks
down. Finally, in a system in which non-perturbative effects – such as the Kondo effect – play a
key role, the second order Hamiltonian HRKKY is in general not even sufficient to describe the
actual nature of the magnetic phenomena; to obtain HRKKY we have actually integrated out the
very interaction leading to the Kondo effect, and this is clearly incorrect in the general case.
4 Conclusion
In this lecture we introduced some of the fundamental aspects of magnetism in correlated sys-
tems. We have seen two distinct regimes, the itinerant and the local-moment regime. In the
first regime we can, in most cases, treat correlation effects in perturbation theory. In the world
of real materials this is the limit in which density-functional theory (DFT), in the local-density
approximation or its simple extensions, works best. If the system is weakly correlated we can
calculate the linear-response function in the random-phase approximation and understand mag-
netism within this approach fairly well.
The opposite regime is the strong-correlation limit, in which many-body effects play a key role.
In this limit perturbation theory fails and we have in principle to work with many-body meth-
ods. If, however, we are interested only in magnetic phenomena, at integer filling a strong
simplification comes from mapping the original many-body Hamiltonian into an effective spin
model. The exact solution of effective spin models requires in general numerical methods such
as the Monte Carlo or quantum Monte Carlo approach, or, when the system is small enough,
exact diagonalization or Lanczos. To work with material-specific spin models we need to cal-
culate the magnetic exchange parameters. Typically this is done starting from total-energy DFT
calculations for different spin configurations, e.g., in the LDA+U approximation. The LDA+U
approach is based on the Hartree-Fock approximation, and therefore when we extract the pa-
rameters from LDA+U calculations we have to keep in mind the shortcomings of the method.
Furthermore if we want to extract the magnetic couplings from total energy calculations we
have to make a guess on the form of the spin model. More flexible approaches, which allow
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us to account for actual correlation effects, are based on Green functions and the local-force
theorem [36], or on canonical transformations [28, 37].
In strongly correlated materials localized- and itinerant-moment physics can often be observed
in the same system, although in different energy or temperature regimes. This is apparent in the
case of the Kondo effect. For a Kondo impurity, the susceptibility exhibits a Curie behavior at
high temperature and a Fermi liquid behavior at low temperature. In correlated transition-metal
oxides Fermi liquid and local-spin magnetism can both play an important role but at different
energy scales. Furthermore, in the absence of a large charge gap, downfolding to spin mod-
els is not really justified. The modern method to bridge between the localized and itinerant
regimes and deal with the actual complications of real systems is the dynamical mean-field the-
ory (DMFT) [14–16]. Within this technique we directly solve generalized Hubbard-like models,
albeit in the local self-energy approximation. DMFT is the first flexible approach that allows us
to understand the paramagnetic Mott metal-insulator transition and thus also magnetism in cor-
related materials in a realistic setting. Modern DMFT codes are slowly but steadily becoming
as complex and flexible as DFT codes, allowing us to deal with the full complexity of strongly
correlated materials. While this is a huge step forward, we have to remember that state-of-
the-art many-body techniques have been developed by solving simple models within certain
approximations. We have to know these very well if we want to understand real materials and
further advance the field. In DMFT we self-consistently solve an effective quantum impurity
model, a generalization of the Anderson model. Thus a lot can be learnt from the solution of
the Anderson model in the context of the Kondo problem. Much can be understood alone with
simple arguments, as Anderson or Nozie`res have shown us, reaching important conclusions on
the Kondo problem with paper and pencil.
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Appendices
A Formalism
The formulas in this Appendix are in atomic units: The numerical value of e, m, and ~ is 1, that
of µB is either 1/2 (SI units) or α/2 (cgs-Gauss units), where α is the fine-structure constant;
the energies are in Hartree.
A.1 Matsubara Green functions
A.1.1 Imaginary-time and frequency Green functions
The imaginary-time Matsubara Green function is defined as
Gαα′(τ ) = −〈T cα(τ1)c†α′(τ2)〉 = −
1
Z
Tr
[
e−β(H−µN)T cα(τ1)c†α′(τ2)
]
,
where T is the time-ordering operator, τ = (τ1, τ2), Z = Tre−β(H−µN) is the partition function,
and the imaginary-time operators o(τ) = c(τ), c†(τ) are defined as
o(τ) = eτ(H−µN)o e−τ(H−µN).
The indices α and α′ are the flavors; they can be site and spin indices in the atomic limit and k
and spin indices in the non-interacting-electrons limit. Writing the action of the time-ordering
operator explicitly, we obtain
Gαα′(τ ) = −Θ(τ1 − τ2)〈cα(τ1)c†α′(τ2)〉+Θ(τ2 − τ1)〈c†α′(τ2)cα(τ1)〉.
Using the invariance of the trace of the product of operators under cyclic permutations, one can
show that the following properties hold
Gαα′(τ ) = Gαα′(τ1 − τ2),
Gαα′(τ) = −Gαα′(τ + β) for − β < τ < 0.
The Fourier transform on the Matsubara axis is
Gαα′(iνn) =
1
2
∫ β
−β
dτeiνnτGαα′(τ) =
∫ β
0
dτeiνnτGαα′(τ),
with νn = (2n+ 1)pi/β. The inverse Fourier transform is given by
Gαα′(τ) =
1
β
+∞∑
n=−∞
e−iνnτGαα′(iνn).
The convergence of Gαα′(τ) is only guaranteed in the interval −β < τ < β. Finally, if nα is
the number of electrons for flavor α, one can show that
Gαα(τ → 0+) = −1 + nα, Gαα(τ → β−) = −nα. (35)
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Fig. 17: The function Gkσ(τ) defined in Eq. (37) for a state well below the Fermi level (red)
and at the Fermi level (blue) for β = 2 (eV)−1. The green line shows the atomic G(τ) from
Eq. (39) for U = 6 eV and magnetic field h = 0.
A.1.2 Non-interacting limit
For a non-interacting system described by the Hamiltonian
H0 =
∑
kσ
εknkσ (36)
we can show that the imaginary time Green function Gkσ(τ) is given by
Gkσ(τ) = −
〈
T
[
ckσ(τ)c
†
kσ(0)
]〉
= −
[
Θ(τ) (1− nσ(εk))−Θ(−τ)nσ(εk)
]
e−(εk−µ)τ , (37)
where nσ(εk) is the occupation number
nσ(εk) =
1
1 + eβ(εk−µ)
.
The Fourier transform of the Green function Gkσ(τ) at the Matsubara frequencies is
Gkσ(iνn) = 1
iνn − (εk − µ) .
To obtain the analytic continuation of this Green function on the real axis we substitute
iνn → ω + i0+.
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A.1.3 Matsubara sums
The non-interacting Green function Gkσ(z) has a pole at zp = εk − µ; the Fermi function nσ(z)
has poles for z = iνn instead. Let us consider the integral
1
2pii
∮
C
Fkσ(z)nσ(z)ezτdz = 0,
where 0 < τ < β and where the function Fkσ(z) is analytic everywhere except at some poles
{zp}. The contour C is a circle in the full complex plane centered at the origin and including
the poles of the Fermi function (Matsubara frequencies) and the poles of Fkσ(z). The integral
is zero because the integrand vanishes exponentially for |z| → ∞. Furthermore
Res [nσ(iνn)] = − 1
β
.
Using Cauchy’s integral theorem we then have
1
β
∑
n
eiνnτFkσ(iνn) =
∑
zp
Res [Fkσ(zp)]nσ(zp)ezpτ .
We can use this expression and (35) to show that
1
β
∑
n
e−iνn0
−Gkσ(iνn) = Gkσ(0−) = nσ(εk),
1
β
∑
n
e−iνn0
+Gkσ(iνn) = Gkσ(0+) = nσ(εk)− 1.
In a similar way we can show that
1
β
∑
n
eiνn0
+Gkσ(iνn)Gkσ(iνn) = dnσ(εk)
dεk
= βnσ(εk)[−1 + nσ(εk)],
1
β
∑
n
eiνn0
+Gkσ(iνn)Gk+qσ(iνn + iωm) = nk+q − nk−iωm + εk+q − εk ,
where in the last relation ωm = 2mpi/β is a bosonic Matsubara frequency.
A.1.4 Atomic limit
It is interesting to consider a half-filled idealized atom described by the Hamiltonian
H = εd
∑
σ
nσ + U
(
N2
4
− S2z
)
+ gµBhSz. (38)
For τ > 0 we can calculate explicitly the Green function, obtaining
Gσ(τ) = −1
2
1
1 + eβU/2 cosh (βgµBh/2)
[
eτ(U−gµBhσ)/2 + e(β−τ)(U+gµBhσ)/2
]
. (39)
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The Fourier transform of Gσ(τ) is
Gσ(iνn) =
[
w−
iνn + (U − gµBhσ)/2 +
w+
iνn − (U + gµBhσ)/2
]
,
where
w± =
1
2
1 + eβU/2e±βgµBhσ/2
1 + eβU/2 cosh (βgµBh/2)
.
Since the Green function is written as the sum of functions with one pole, the analytic continu-
ation is simple, as in the non-interacting case. We replace iνn with ω + i0+.
A.2 Linear-response theory
A.2.1 Theory
The response of a system described by the Hamiltonian H to a small magnetic field h(r, t) is
given by the linear correction to the Hamiltonian, i.e.,∑
ν
δHν(r; t) = −
∑
ν
Mν(r; t)hν(r; t), (40)
whereM (r; t) is the magnetization operator in the Heisenberg representation
Mν(r; t) = e
iHtMν(r)e
−iHt
and ν = x, y, z. To linear order in the perturbation and assuming that the perturbation is turned
on adiabatically at t0 = −∞
〈Mν(r; t)〉 − 〈Mν(r)〉0︸ ︷︷ ︸
δ〈Mν(r; t)〉
= −i
∑
ν′
∫
dr′
∫ t
−∞
dt′〈[∆Mν(r; t), δHν′(r′; t′)]〉0.
Here 〈Mν(r)〉0 is the (equilibrium) thermal average in the absence of the perturbation and
∆Mν(r; t) =Mν(r; t)− 〈Mν(r)〉0. By replacing
∑
ν′ δHν′(r
′; t′) with (40) we obtain
δ〈Mν(r; t)〉 = i
∑
ν′
∫
dr′
∫ t
−∞
dt′ 〈[∆Mν(r; t), ∆Mν′(r′; t′)]〉0 hν′(r′; t′).
The function
χνν′(r, r
′; t, t′) = i 〈[∆Mν(r; t), ∆Mν′(r′; t′)]〉0Θ(t− t′) (41)
is the so-called retarded response function. If the Hamiltonian H has time translational invari-
ance symmetry the retarded response function depends only on time differences t− t′. For the
Fourier transform, we have
δ〈Mν(r;ω)〉 =
∑
ν′
∫
dr′χνν′(r, r′;ω)hν′(r′;ω).
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For a system with translational invariance, we additionally have
δ〈Mν(q;ω)〉 =
∑
ν′
χνν′(q;ω)hν′(q;ω).
In the ω = 0 and q → 0 limit we have
χνν′(0; 0) = lim
hν′→0
∂Mν
∂hν′
,
where hν′ = hν′(0; 0). More details can be found in Ref. [27]. In the rest of the Appendix we
replace for simplicity the notation 〈· · · 〉0 with 〈· · · 〉.
A.2.2 Kramers-Kronig relations and thermodynamic sum rule
Important properties of the spin susceptibility are the Kramers-Kronig relations
Re[χ(q;ω)]− Re[χ(q;∞)] = 1
pi
P
∫ +∞
−∞
Im[χ(q;ω′)]
ω′ − ω dω
′,
Im[χ(q;ω)] = − 1
pi
P
∫ +∞
−∞
Re[χ(q;ω′)]− Re[χ(q;∞)]
ω′ − ω dω
′,
where P is the Cauchy principal value, and Re and Im indicate the real and imaginary part.
The first Kramers-Kronig relation yields the sum rule
Re[χ(q;ω = 0)]− Re[χ(q;∞)] = 1
pi
P
∫ +∞
−∞
Im[χ(q;ω′)]
ω′
dω′. (42)
In the q = 0 limit, Eq. (42) is known as thermodynamic sum rule.
A.2.3 Fluctuation-dissipation theorem and static susceptibility
We define the spin-spin correlation function
Sνν′(q; t) = 〈∆Sν(q; t)∆Sν′(−q)〉
where ∆Sν(q; t) = Sν(q; t) − 〈Sν(q; 0)〉 and where the Sν are spin operators. The Fourier
transform of the correlation function in frequency space is Sνν′(q;ω). One can show that
Sνν′(q;ω) = eβωSν′ν(q;−ω).
The following formula, known as fluctuation-dissipation theorem, relates the spin-spin correla-
tion function with the magnetic susceptibility
Im[χνν′(q;ω)] =
1
2(1 + nB)
(gµB)
2Sνν′(q;ω), nB(ω) = 1
eβω − 1 .
Assuming kBT large and using Eq. (42) we find
Re[χνν′(q;ω = 0)]− Re[χνν′(q;∞)] ∼ (gµB)
2
kBT
Sνν′(q; t = 0).
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A.2.4 Imaginary-time and frequency response function
We define the susceptibility in imaginary time as
χνν′(q; τ, τ
′) = 〈T ∆Mν(q; τ)∆Mν′(−q; τ ′)〉
where ∆Mν(q; τ) =Mν(q; τ)−〈Mν(q; 0)〉. As in the case of the Green function, by using the
invariance properties of the trace one can show that
χνν′(q; τ, τ
′) = χνν′(q; τ − τ ′).
The response function in imaginary time is related to the response function at the bosonic Mat-
subara frequency iωm through the Fourier transforms
χνν′(q; τ) =
1
β
∑
n
e−iωmτχνν′(q; iωm),
χνν′(q; iωm) =
∫
dτeiωmτχνν′(q; τ).
A.3 Magnetic susceptibility
A.3.1 Spin and magnetization operators
The spin operators Sν are defined as
Sν =
1
2
∑
σσ′
c†σσνcσ′ ,
where ν = x, y, z and σν are the Pauli matrices
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
.
The magnetization operators Mν are defined as Mν = −gµBSν .
A.3.2 Matsubara magnetic susceptibility
The magnetic susceptibility for a single-band system can be expressed as
χzz(q; τ ) =
(gµB)
2
4
∑
σσ′
σσ′ χqσσ
′
(τ ) =
(gµB)
2
4
∑
σσ′
σσ′
1
β
1
N2k
∑
kk′
[χ(q; τ )]σk,σ′k′︸ ︷︷ ︸
χqσσ
′
(τ )
(43)
where σ = 1 or −1 depending on whether the spin is up or down, τ = (τ1, τ2 τ3, τ4) and
[χ(q; τ )]σk,σ′k′ =〈T ckσ(τ1)c†k+qσ(τ2)ck′+qσ′(τ3)c†k′σ′(τ4)〉
−〈T ckσ(τ1)c†k+qσ(τ2)〉〈T ck′+qσ′(τ3)c†k′σ′(τ4)〉.
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In Fourier space
χzz(q; iωm) =
(gµB)
2
4
∑
σσ′
σσ′
1
β2
∑
nn′
χqσσ
′
n,n′ (iωm)
=
(gµB)
2
4
∑
σσ′
σσ′
1
β2
∑
nn′
1
β
1
N2k
∑
kk′
[χ(q; iωm)]σkn,σ′k′n′︸ ︷︷ ︸
χqσσ
′
n,n′ (iωm)
,
where ωm = 2mpi/β is a bosonic Matsubara frequency and
χqσσ
′
n,n′ (iωm) = χ
qσσ′(ν) =
β
8
∫∫∫
dτ eiν·τχqσσ
′
(τ ). (44)
The integral for each τ component is from −β to β and ν = (νn,−νn − ωm, νn′ + ωm,−νn′).
A.3.3 Symmetry properties
Let us now analyze the symmetry properties of (44). The complex conjugate is given by[
χqσσ
′
n,n′ (iωm)
]∗
= χqσσ
′
−n−1,−n′−1(−iωm),
with
χqσσ
′
n,n′ (iωm) =
β
8
∫∫∫
dτ ei(−ωmτ23+νnτ12+νn′τ34)χqσσ
′
(τ ).
By using the fact that, for the cases considered here, the response function is real in τ space and
by exchanging the indices 1 and 4, 2 and 3 in the integrand, we find
χqσσ
′
n,n′ (iωm) = χ
qσ′σ
n′,n (iωm),
and hence if σ = σ′, νn = ν ′n is a reflection axis. An additional reflection axis can be found by
first shifting the frequency νn = νl − ωm
χqσσ
′
l,n′ (iωm) =
β
8
∫∫∫
dτ ei(−ωmτ13+νlτ12+νn′τ34)χqσσ
′
(τ )
and then exchanging in the integrand the indices 12 with 34 and vice versa. Hence
χqσσ
′
l,n′ (iωm) = χ
qσ′σ
n′,l (−iωm)
so that, if σ = σ′, νn+m = −νn′ is a mirror line∣∣∣χqσσ′n+m,n′(iωm)∣∣∣ = ∣∣∣χqσ′σ−n′−1,−n−m−1(iωm)∣∣∣ .
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A.3.4 Non-interacting limit
For a non-interacting system described by Hamiltonian (36) Wick’s theorem yields
χqσσ
′
(τ ) = − 1
β
1
Nk
∑
k
〈T ckσ(τ1)c†k+qσ′(τ4)〉〈T ck+qσ′(τ3)c†kσ(τ2)〉
= − 1
β
1
Nk
∑
k
Gkσ(τ14)Gk+qσ′(−τ23)δσ,σ′ .
Then, in the paramagnetic case, the magnetic susceptibility is given by
χzz(q; τ ) = −(gµB)21
4
1
β
1
Nk
∑
kσ
Gkσ(τ14)Gk+qσ(−τ23).
Its Fourier transform is
χzz(q; iωm) = (gµB)
21
4
1
β2
∑
nn′
∑
σ
χqσσn,n′(iωm),
where ∑
σ
χqσσn,n′(iωm) = −β
1
Nk
∑
kσ
Gkσ(iνn)Gk+qσ(iνn + iωm)δn,n′ .
Thus, the static susceptibility is
χzz(q; 0) = − (gµB)2 1
4
1
Nk
∑
kσ
nσ(εk+q)− nσ(εk)
εk+q − εk .
Finally, in the q → 0 and T → 0 limit we find
χzz(0; 0) =
1
4
(gµB)
2 1
Nk
∑
kσ
[
−dnσ(εk)
dεk
]
T=0︸ ︷︷ ︸
ρ(εF )
=
1
4
(gµB)
2 ρ(εF ).
A.3.5 Atomic limit
In the atomic limit, we sum over q to obtain the local susceptibility tensor
χσσ
′
(τ ) =
1
Nk
∑
q
χqσσ
′
(τ ).
For Hamiltonian (38), in the sector τ+ such that τi > τi+1, the latter has the form
χσσ
′
(τ+) =
1
β
1
2(1 + eβU/2)
(
eτ12U/2+τ34U/2 + δσσ′e
(β−τ12)U/2−τ34U/2) .
The magnetic susceptibility for τi > τi+1 is then given by
χzz(τ
+) = (gµB)
2 1
4
∑
σσ′
σσ′χσσ
′
(τ+) =
(gµB)
2
4β
1
(1 + eβU/2)
e(β−τ12−τ34)U/2,
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which depends only on τ = τ12+τ34. In the remaining sectors (labeled with P ) the susceptibility
has a similar form after appropriate permutation of the imaginary times
χzz(τ
P ) = (gµB)
2 1
4
∑
σσ′
σσ′χσσ
′
(τ P ) = sP
(gµB)
2
4β
n(−sP y)e−sP (τ12+τ34)y,
where y = U/2 and sP = ±1; the derivation can be found in [27]. If we perform the Fourier
transform of χzz(τ ) we find χzz(iωn) = χzz(0)δωn,0. The static susceptibility is
χzz(0) = (gµB)
2 1
4kBT
eβU/2
1 + eβU/2
= (gµB)
2 1
4
1
β2
∑
nn′
∑
σσ′
σσ′ χσσ
′
n,n′(0).
Here, after setting
Mn =
[
1
iνn − y −
1
iνn + y
]
we have∑
σσ′
σσ′ χσσ
′
n,n′(0) =
dMn′Mn
dy
− βn(y)
[
δn,n′
dMn
dy
+ δn,−n′−1
dMn′
dy
]
+ βn(−y)MnMn′
−1
y
[
Mn′−βn(y)δn,−n′−1 + βn(−y)δn,n′
]
Mn.
Most contributions cancel each other when the sums over the Matsubara frequencies are per-
formed. A detailed derivation can be found in Ref. [27]. For y = 0 only the terms proportional
to δn,n′ survive, as expected from the Wick theorem.
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4.2 Andriy H. Nevidomskyy
The Kondo model has played a very important role in condensed matter physics. Experimen-
tally motivated, it attracted a great deal of theoretical attention in the 1960s and 1970s, resulting
in the conclusion that thermodynamic and transport properties depended logarithmically on
temperature as ln(T/TK), where TK is called the Kondo temperature. The ideas of summing
up the leading logarithmic divergences and establishing how this procedure depended on the
high-energy cutoff were instrumental in the development of the scaling theory and the renor-
malization group, which were initially invented in the 1950s in high-energy physics. Despite
this progress, what was very puzzling was that the resulting theoretical predictions for the ther-
modynamic and transport properties displayed a divergence at T ≈ TK , at which point the
theory became unusable. Was this logarithmic divergence physical and what was the fate of
the model at low temperatures T  TK? These questions remained unanswered for almost a
decade, until the breakthrough made by Kenneth Wilson in 1974, who invented a numerical al-
gorithm of renormalization, now known as the numerical renormalization group, and showed it
to be stable down to very low temperatures [1]. Wilson’s work was hugely influential, for which
he was awarded the Nobel prize in physics in 1982. At the same time, Nozie`res had developed
a phenomenological low-energy theory of the Kondo model [2], showing it to be a Fermi liq-
uid, in agreement with Wilson’s numerical conclusions. This was a triumph of theory, further
corroborated when the exact solution of the Kondo model was found in 1980 [3, 4]. From a
historical perspective, the Kondo model therefore clearly has an iconic status. However, this is
not the only reason why this topic features prominently in several Lectures in this School. It
can be said without exaggeration that the ideas of scaling and renormalization group developed
en route to solving the Kondo problem represent a cornerstone in our current understanding of
correlated many-body systems, applicable to both condensed matter and high-energy physics.
In this Lecture, I will first briefly introduce the Kondo model, before discussing in detail the
elegant renormalization argument invented by P.W. Anderson, the so-called Poor Man’s scaling
theory [5]. I will then summarize briefly Wilson’s numerical renormalization group idea as
well as the aforementioned Fermi liquid theory by Nozie`res. The discussion in these sections is
loosely based on the original article by Anderson [5] as well as on the textbooks by Yamada [6]
and Hewson [7]. Having thus introduced the concept of scaling and renormalization, I will
further illustrate their value by applying these methods to the more complicated incarnations of
the Kondo model based on the so-called multichannel Kondo model in Section 5 and Section 6.
This lecture is self-contained; however it presumes that the reader is well versed in the language
of second quantization and has some familiarity with Feynman diagrams. Other than this, no
special prerequisites are necessary.
1 The Kondo problem: Introduction
It was noticed as early as the 1930s that the resistance of noble metals like gold or silver exhibits
a minimum as a function of temperature, see Fig. 1. It was later realized that this effect arises
from magnetic impurities such as Mn and Fe, which are naturally present in noble metals.
In ordinary metals, the electrical resistance originates from the lattice umklapp scattering and
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Fig. 1: Normalized resistance of Au with magnetic impurities as a function of temperature.
(Reproduced from Ref. [8])
scattering off of impurities as well as lattice vibrations (phonons). When the temperature is
lowered from room temperature, the resistance due to phonons decreases proportionally to T 5.
At much lower temperatures, when lattice vibrations are frozen out, the temperature dependence
of resistance stems from the electron-electron interaction, which in ordinary metals scales as T 2,
consistent with the prediction of Landau’s Fermi liquid theory. In any event, the resistance of a
regular metal is a monotonically decreasing function as the temperature is lowered. By contrast,
in dilute magnetic alloys the resistance starts increasing again with decreasing temperature.
This behavior of the resistance remained a puzzle until 1964, 30 years after the experimen-
tal discovery, when Jun Kondo presented the theory that explains the resistance minimum [9].
Kondo wrote down the model in which the dilute magnetic impurities are described by spin
variables S(Ri) at positions Ri that interact with conduction electrons via a spin-spin interac-
tion. Since the impurities are randomly distributed and dilute, it is sufficient to consider one
such impurity interacting with conduction electrons:
H =
∑
k,σ
εk c
†
kσckσ + 2Js · S , (1)
where conduction electron spin s at the impurity siteR = 0 is defined as s(R) = 1
2
c†(R)σc(R)
(setting ~ = 1 for convenience). The spin interaction in the last term arises from the exchange
interaction between a conduction electron (for instance, in an s-shell of Au) and the localized
electron (d-shell in the case of transition metal impurities). The above model is often referred
to as the s-d model or, equivalently, as the Kondo model (in what follows, we shall adopt the
latter nomenclature). The factor of 2 in front of the interaction is chosen for convenience.
Equivalently, the model can be re-written by Fourier transforming the conduction electron cre-
ation/annihilation operators to the reciprocal space as follows:
H =
∑
k,σ
εk c
†
kσckσ + J
∑
k,k′
c†k′σ′ σσ′σ ckσ · S , (2)
with the summation over spin indices σ, σ′ implied. One can further generalize this model by
allowing anisotropy of the exchange interaction:
H =
∑
k,σ
εk c
†
kσckσ+Jz
∑
k,k′
∑
σ
c†k′σ σ
z
σσ ckσ ·Sz+
1
2
∑
k,k′
(
J− c
†
k′↑ck↓ S
− + J+ c
†
k′↓ck↑ S
+
)
, (3)
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where as usual S± ≡ Sx± iSy. In what follows, we shall assume the transverse spin interaction
to be isotropic: J+ = J− = J± (in which case J± = Jx = Jy also follows).
In order to calculate the resistance of the model in Eq. (2), Kondo computed the scattering
probability for conduction electrons using the T -matrix formalism [9, 10]. This formalism will
be introduced in detail when discussing the scaling of the Kondo model in Section 3, so in
order to avoid an unnecessary repetition, we shall only quote the final result for the resistance
obtained by Kondo in the first Born approximation (see Ch. 4 of the book by Yamada [6] for
more details):
R = R0
[
1− 4Jρ ln
(
kBT
D
)
+ . . .
]
, (4)
where R0 is the residual (temperature-independent) resistance, D is the conduction electron
bandwidth and ρ is the density of states at the Fermi level. As temperature decreases, kBT  D
and the logarithm is negative, leading to a logarithmic increase of the resistance (and eventual
divergence as T → 0) provided J > 0. This is the essence of the Kondo effect, which explains
the low-temperature behavior of the resistance in Fig. 1. At high temperatures, on the other
hand, the aforementioned T 5 contribution to resistance from phonon scattering dominates, so
that the resistance has a non-monotonic behavior with a minimum roughly around T ∼ TK .
We note that while historically, the position of the resistance minimum was often taken as a
definition of the Kondo temperature, this is unsatisfactory because this definition depends on the
details of the phonon scattering and the prefactor R0 in Eq. (4). Instead, the modern approach
is to define the Kondo temperature independently of the resistance. To see how one might
go about this, consider the higher scattering processes (beyond the first Born approximation),
which are implicitly contained in the “. . .” in Eq. (4). In fact, Abrikosov showed [11] that these
terms yield an even stronger divergence as T → 0 because they scale as [Jρ log(kBT/D)]n.
Summing the most divergent terms, Abrikosov obtained the result for resistance [11]
R =
R0[
1 + 2Jρ ln
(
kBT
D
)]2 . (5)
The Kondo temperature may be defined as the characteristic temperature at which the resistance
diverges, which results in the estimate
kBTK ∼ D exp
(
− 1
2Jρ
)
. (6)
As mentioned earlier in the introduction, other physical quantities, such as the magnetic sus-
ceptibility, were also shown to diverge logarithmically as the temperature T = TK . Clearly, the
theory cannot be trusted for low temperatures T . TK , and this became the stumbling block
of the Kondo problem until Wilson’s numerical solution in 1974 [1]. To understand how Wil-
son’s solution works, we have to first introduce the concept of renormalization and study how
it applies to the Kondo model, which will be dealt with in the next two sections.
We note parenthetically that the divergence in Eq. (5) only occurs for the antiferromagnetic sign
of the Kondo interaction (J > 0); otherwise, the resistance becomes small and converges. We
shall explain the physical reason behind this behavior when we study the scaling of the Kondo
model in Section 3.
Kondo Model and Poor Man’s Scaling 4.5
2 Concept of renormalization
Usually, physical phenomena take place on a wide energy scale in condensed matter systems,
from the conduction electron bandwidth of the order of several electron-volts, down to the
experimentally relevant temperature range of the order of 1 Kelvin (1K ≈ 10−4 eV). We are
interested in the low-energy (also called infra-red) limit, and the question is how to arrive there
starting from the model formulated at high energy scales. The crucial idea is that instead of
focusing on the fine details of the high-energy model (such as the exact spatial dependence
of the interactions), one can arrive at the low-energy properties by monitoring the behavior
of the system as one slowly lowers the cutoff scale Λ, which has the meaning of the energy
corresponding to the largest-energy excitations available. If the system has a well-defined low-
energy limit, the low-energy excitations will remain immune to this renormalization of the
cutoff, and the model will be described by the “fixed point” Hamiltonian. In this case, the entire
continuous family of model Hamiltonians H(Λ) is said to “flow to the fixed point” and they
belong to the same universality class. The word “universality” here implies that the low-energy
behavior is universal, in other words, independent of the details of the high-energy (ultra-violet)
model.
This idea of elucidating the low-energy universal behavior is achieved by the so-called renor-
malization group procedure, which consists of two steps:
1. Rescale the energy cutoff Λ → Λ′ = Λ/b, where b > 1, and integrate out the degrees of
freedom in the energy range [Λ/b, Λ]. This will result in the change of the Hamiltonian
H(Λ)→ H ′.
2. Rescale the energy scales back so that ω = b ω′ and the new Hamiltonian H(Λ/b) = bH ′.
These two steps are then repeated successively and in the limit b→ 1, one will obtain a contin-
uous evolution of the model Hamiltonian with Λ. Below, we shall apply this idea to the Kondo
model following P.W. Anderson’s “Poor Man’s scaling” argument [5].
3 Poor man’s scaling for the Kondo model
3.1 T -matrix description of scattering processes
Following the general renormalization group ideas outlined above, we progressively integrate
out the electronic states at the edge of the conduction band in the energy range [Λ− δΛ, Λ]. The
resulting Hamiltonian will depend on the running energy scale Λ:
H(Λ) =
∑
|εk|<Λ
εk c
†
kσckσ+Jz(Λ)
∑
c†k′σ′σ
z
σ′σckσ ·Sz +
J±(Λ)
2
∑(
c†k′↑ck↓ S− + c
†
k′↓ck↑ S+
)
, (7)
where the last two terms correspond to the original Kondo Hamiltonian but with the renormal-
ized coupling constant J(Λ). This procedure was first performed by Anderson and Yuval using a
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Fig. 2: Feynman diagrams contributing to (a,b) second-order processes in the Kondo inter-
action vertex (marked with an empty circle); and (c,d) third-order processes in the Kondo in-
teraction. The solid lines denote the conduction electron propagator, whereas the dashed line
denotes the impurity spin.
somewhat different method for a one-dimensional model equivalent to the Kondo model [12,13]
and later reformulated by Anderson in a simplified form, which he called the “Poor Man’s” scal-
ing approach [5]. The term “poor man” refers to the fact that the bandwidth is not rescaled to
its original size after each progressive renormalization. This simplifies the matter as there is
no need to rescale the Hamiltonian, eliminating the second step in the renormalization group
procedure. Nevertheless, the results obtained via this simplified renormalization procedure are
qualitatively accurate and correctly describe the low-energy behavior of the Kondo model.
Following Anderson, we integrate out the high-energy spin fluctuations using the formalism of
the T -matrix, which describes the scattering of an electron from initial state |k〉 into the final
state |k′〉. The matrix elements of such a scattering process constitute the so-called T -matrix,
defined as a function of energy ω as follows:
Tk′,k(ω) = Vk′,k + Vk′,qG0(ω,q)Tq,k(ω) = Vˆ + Vˆ
1
ω − Hˆ0
Tˆ (ω), (8)
where H0 =
∑
kσ εkc
†
kσckσ is the non-interacting conduction electron Hamiltonian, Vˆ is the
Kondo exchange interaction, and G0 is the non-interacting Green’s function. In what follows,
we shall calculate the T -matrix to second-order in the Kondo interaction Vˆ ∝ J , in which
case we can replace Tˆ → Vˆ in the last term in Eq. (8). This corresponds to renormalizing the
interaction Vˆ → Vˆ ′ with
Vˆ ′ = Vˆ + Vˆ
1
ω − Hˆ0
Vˆ = Vˆ +∆Tˆ . (9)
Two kinds of processes contribute to the T -matrix at this order: (a) the electron is scattered
directly, as the Feynman diagram in Fig. 2a illustrates; or (b) a virtual electron-hole pair is
created in the intermediate state, see Fig. 2b. In both cases, the intermediate state may occur
with or without flipping the spin of the conduction electron/hole. Let us first consider the case
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when the conduction electron spin is ↑ both in the initial and in the final state. Consider first
the simplest case when the conduction electron spin is not flipped in the intermediate state. The
first process in Fig. 2a contributes
∆T
(a)
no-flip(ω) =
Λ>|εq|>Λ−δΛ∑
q
(Jz)
2 Sz c
†
k′↑cq↑ (ω − εq + εk − Hˆ0)−1Sz c†q↑ck↑ (10)
It is understood that T is a matrix depending on the external momenta and spin polarizations
{k′ ↑,k ↑}; however, we drop these indices for brevity. If the energy ω is measured relative to
the Fermi level µ, then Hˆ0 =
∑
kσ(εk − µ)nˆk can be set to zero in the ground state. Since the
summation over q takes place in the narrow energy window [Λ − δΛ, Λ], we can set εq ∼ Λ.
Then, cqτc
†
qτ = 1 − nˆq can be approximated as 1 in the particle-like intermediate state at low
temperatures. Replacing the q-summation with an integration over the density of states ρ, we
thus obtain
∆T
(a)
no-flip(ω) =
(Jz)
2|ρ δΛ|SzSz c†k′↑ck↑
ω − Λ+ εk =
(Jz)
2|ρδΛ|
4(ω − Λ+ εk) c
†
k′↑ck↑ , (11)
where we have used S2z = 1/4 for a spin 1/2 impurity. This term does not depend on the impurity
spin and contributes to the potential scattering only, resulting in an overall energy shift. The
same conclusion is reached in the case of the second type of scattering given by Fig. 2b. Such
potential scattering is a new term absent from the original Kondo model in Eq. (7); however, it
is irrelevant in the renormalization group sense and does not qualitatively alter the behavior of
the model.
3.2 Renormalization of Jz
Let us now consider the physically more interesting case where the conduction electron is scat-
tered from a ↑ to a ↑ state with a spin-flip in the intermediate state. The first process in Fig. 2a
yields the following contribution to the T -matrix:
∆T
(a)
↑↑ (ω) =
Λ>|εq|>Λ−δΛ∑
q
J+J− S− c
†
k′↑cq↓ (ω − εq + εk − Hˆ0)−1S+ c†q↓ck↑ . (12)
Similar to the earlier case, Hˆ0 can be set to zero in the ground state, and the intermediate state
energy εq ∼ Λ. Given that cqτc†qτ = 1 in the particle-like intermediate state at low temperatures,
we thus obtain
∆T
(a)
↑↑ (ω) =
Λ−δΛ<εq<Λ∑
q
J+J− S−S+c
†
k′↑ck↑ (ω − εq + εk)−1
≈ J+J−|ρ δΛ|S−S+c†k′↑ck↑ (ω − Λ+ εk)−1. (13)
Similarly, the second process depicted in Fig. 2b yields
∆T
(b)
↑↑ (ω) =
−Λ<εq<−Λ+δΛ∑
q
J+J− S+c†qτck′↑ (ω + εq − εk′)−1S−c†k↑cqτ
≈ J+J−|ρ δΛ|S+S−ck′↑c†k↑ (ω − Λ− εk′)−1, (14)
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where we used the fact that in the hole-like intermediate state, the summation is near the lower
band edge [−Λ,−Λ + δΛ] and we can therefore replace εq = −Λ, with occupation number
c†qτcqτ = 1. We can now use the spin commutation relations on the impurity site to deduce that,
for spin 1/2, S−S+ = 1/2−Sz, and similarly S+S− = 1/2+Sz (we have set ~ = 1 for conve-
nience). We conclude that the expressions in Eq. (13) and (14) contribute to the renormalization
of the JzSz c
†
k↑ck′↑ term in the Kondo Hamiltonian. Similar expressions, but with the opposite
sign, can be obtained starting from the conduction electron in the spin ↓ state. We conclude that
the Jz term in the Kondo interaction is renormalized as follows:
V ′z = (Jz + δJz)
∑
k,k′
(
c†k↑ck′↑ − c†k↓ck′↓
)
· Sz, (15)
with
δJz = −J+J− ρ |δΛ|
[
1
ω − Λ+ εk +
1
ω − Λ− εk′
]
. (16)
Note the “−” sign in the above expression. Its importance will become apparent later when we
discuss the renormalization flow for the coupling constants.
3.3 Renormalization of J±
Finally, let us consider the scattering processes that contribute to the renormalization of the
transverse (J±) Kondo interaction. These are the processes that involve both the longitudinal
and transverse terms, in which the electron is scattered from an initial state ↑ to a final state
↓ with a coherent flip of the impurity spin. Repeating the arguments similar to those used to
derive Eqs. (13) and (14), one finds that the Feynman diagram in Fig. 2a results in the following
contribution to the T matrix:
∆T
(a)
↓↑ (ω) =
J+(−Jz) |ρ δΛ|SzS+c†k′↓ck↑
ω − Λ+ εk +
J+Jz |ρ δΛ|S+Szc†k′↓ck↑
ω − Λ+ εk . (17)
The signs of the two terms are opposite because in the first expression, the spin-flip happens
first, so that Jz term scatters two spin-↓ states, resulting in the overall minus sign: −JzSzc†k′↓cq↓,
whereas in the second term the order of spin-flips is the opposite so that JzSzc
†
q↑ck↑ contributes
with the positive sign. Using the identities SzS+ = S+/2 and S+Sz = −S+/2, we see that
both terms contributes equally to the S+ term:
∆T
(a)
↓↑ = −
J+Jz |ρ δΛ|S+c†k′↓ck↑
ω − Λ+ εk . (18)
Similarly, the diagram in Fig. 2b contributes in two ways
∆T
(b)
↓↑ (ω) =
J+Jz |ρ δΛ|SzS+ck↑c†k′↓
ω − Λ− εk′ +
J+(−Jz) |ρ δΛ|S+Szck↑c†k′↓
ω − Λ− εk′ . (19)
Using the spin identities, we conclude that this results in
∆T
(b)
↓↑ (ω) =
J+Jz |ρ δΛ|S+ck↑c†k′↓
ω − Λ− εk′ = −
J+Jz |ρ δΛ|S+c†k′↓ck↑
ω − Λ− εk′ , (20)
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where the last equality is obtained by changing the order of the creation/annihilation operators
(incurring a minus sign). Collecting together the contributions from Eq. (18) and (20), we find
that J+ is renormalized according to
δJ+ = −J+Jz ρ |δΛ|
[
1
ω − Λ+ εk +
1
ω − Λ− εk′
]
. (21)
A similar result can be obtained for the renormalization of the J− term, by considering the
scattering from spin ↓ into spin ↑ state:
δJ− = −J−Jz ρ |δΛ|
[
1
ω − Λ+ εk +
1
ω − Λ− εk′
]
. (22)
3.4 Renormalization group flow
Summarizing our results so far, we conclude that elimination of the virtual scattering to the band
edges results in a Hamiltonian that retains its Kondo form (neglecting the potential scattering
terms such as Eq. 11). However, the coupling constants in Eq. (7) are renormalized as a result
of integrating out the high-energy states: Jα → Jα + δJα. It is said that Jα becomes a running
coupling constant. By collecting the results obtained in Eqs. (16), (21), and (22) and assuming
from now on that J+ = J− = J±, we conclude that:
δJz = −J2± ρ |δΛ|
[
1
ω − Λ+ εk +
1
ω − Λ− εk′
]
, (23)
δJ± = −JzJ± ρ |δΛ|
[
1
ω − Λ+ εk +
1
ω − Λ− εk′
]
. (24)
The ω dependence underlines the fact that the renormalized interactions are retarded. However,
for low-energy excitations relative to the conduction electron bandwidth or the cutoff Λ, the
frequency dependence of the interactions can be neglected in the denominator. Similarly, since
one is typically interested in the scattering of conduction electrons near the Fermi surface (on
energy scales of the order of kBT ), the energies εk′ and εk can also be neglected compared to
Λ. The resulting renormalization of the coupling constants can then be recast in terms of two
coupled differential equations:
dJz
d lnΛ
= −2ρJ2± (25)
dJ±
d lnΛ
= −2ρJzJ± . (26)
Note that δΛ is negative, and therefore d(lnΛ) = −|dΛ|/Λ in the above equations.
This logarithmic dependence of the coupling strength on the ultra-violet energy cutoff Λ is the
essential idea behind the concept of the renormalization group. The above equations can be
rewritten more conveniently by introducing the dimensionless coupling constants gα ≡ Jαρ
(α = z,±) as follows:
dgz
d lnΛ
= −2g2± +O(g3) ≡ βz(gα)
dg±
d lnΛ
= −2gzg± +O(g3) ≡ β±(gα) . (27)
4.10 Andriy H. Nevidomskyy
The right-hand side of these relations is called the beta function, using the established nomen-
clature. The isotropic case Jz = J± is particularly instructive, in which case we obtain
dg
d lnΛ
= −2g2 + 2g3 +O(g4), (28)
where the second term on the right-hand side was obtained by considering the higher-order
diagrams depicted in Figs. 2c and d.
Notice that to leading order in the coupling constant, the sign of the β-function in Eq. (28) is
negative, meaning that as the energy cutoff Λ decreases, the corresponding coupling strength
increases. For ferromagnetic interaction (g < 0), the coupling renormalizes to zero, g → 0;
however in the antiferromagnetic case, g remains positive and runs off to infinity as Λ → 0.
It is said that the theory tends towards strong coupling. This crucial difference between the
ferromagnetic and the antiferromagnetic case is a quantum effect and should be understood as
follows: If the impurity couples ferromagnetically to the conduction electrons (the so-called
s-d model), the effect of such coupling becomes negligible at low temperatures. In other words,
the impurity spin decouples from the conduction electron sea and becomes asymptotically free.
In the case of antiferromagnetic (Kondo) interaction, on the other hand, the coupling is always
relevant at low temperatures, no matter how weak the initial coupling strength. This means that
a perturbative treatment of the Kondo model will break down at sufficiently low temperature
of the order of the Kondo temperature TK , and a non-perturbative approach is necessary to
determine the low-temperature behavior. It was famously shown by Kenneth Wilson using
numerical renormalization group (see Section 4.1) that the ground state of the Kondo model is a
spin-singlet [1], forming due to the screening of the impurity spin by the conduction electrons.
The antiferromagnetic Kondo model has a very interesting parallel with high-energy physics.
In condensed matter physics, we are interested in the low-energy and low-temperature regime,
i.e., the infra-red (IR) limit Λ → 0, whereas high-energy particle physics concerns itself with
the renormalization in the ultra-violet (UV) regime (Λ→∞). Bearing this distinction in mind,
we note that the negative β-function is equivalent to the statement that the running coupling
constants tends to zero as the energy cutoff Λ increases (provided g > 0 initially). This is sim-
ilar to the celebrated phenomenon of the “asymptotic freedom” in quantum chromodynamics
(QCD) where the interaction between quarks vanishes in the UV limit [14,15]. For this reason,
the Kondo impurity model is perhaps the simplest model that displays such behavior of the run-
ning coupling constant. Of course in condensed matter systems, the UV cutoff is not infinite
as in QCD, but rather is fixed to be the conduction electron bandwidth D by the underlying
crystalline lattice.
Returning to Eqs. (25-26), note that the following relation between Jz and J± is valid:
dJz
dJ±
=
J±
Jz
, (29)
or, equivalently, Jz dJz = J± dJ±. Integrating both parts of this equation, we conclude that
J2z − J2± = const. (30)
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Fig. 3: Renormalization flow diagram of the anisotropic Kondo impurity model. On reducing
the cutoff Λ, the coupling constants are scaled along the arrows. In the ferromagnetic region
Jz < 0 and |J±| < |Jz|, the system flows to weak coupling J± → 0 (blue arrow). In the rest
of the parameter regime, the system flows towards the strong coupling regime Jα → ∞ (red
arrows).
This is an example of a scaling law that holds at any point in the renormalization flow. Conse-
quently, the renormalization group preserves the hyperbolic trajectories expressed by Eq. (30)
and depicted in Fig. 3. It follows from Eq. (25) that the β-function for Jz is always negative,
meaning that Jz always grows upon renormalization. For antiferromagnetic Kondo interactions,
this indicates that the model flows towards the strong-coupling fixed point (Jz, J± → ∞), as
mentioned above for the isotropic case. The ferromagnetic case Jz < 0 requires extra care
because the outcome depends on the ratio of J±/|Jz|. The case J± < |Jz| corresponds to the
constant being positive in the scaling relation (30) and since the β-function for J± is positive,
J± → 0 under the renormalization flow whereas Jz < 0 tends to a constant value, as indicated
by the blue arrow in Fig. 3. In the other case J± > |Jz|, J± initially decreases, however it
follows the hyperbolic curve, and at some point Jz changes sign to positive, at which point both
coupling constants run off to infinity.
3.5 Kondo temperature and breakdown of the perturbative scheme
Using the above scaling results, we can estimate the temperature scale at which the perturbative
approach to the antiferromagnetic Kondo problem breaks down. In what follows, we shall con-
sider the isotropic case Jz = J±, in which case the β-function is given by Eq. (28). Integrating
both sides of Eq. (28), we obtain:
−
g∗∫
g
dg
g2 − g3 = 2 lnΛ
∣∣∣Λ∗
D
= −2 ln
(
D
Λ∗
)
(31)
The integral in the left-hand side can be evaluated to give
−
∫
dg
g2 − g3 =
1
g
+ ln
∣∣∣∣1− 1g
∣∣∣∣ (32)
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We expect perturbation theory to fail once the dimensionless running coupling constant be-
comes large g∗(Λ∗) 1. Then, the terms of the order 1/g∗ can be ignored in the left-hand side
of Eq. (31) and Eq. (32), resulting in the expression for Λ∗
Λ∗ ∼ D
√
g√
1− g exp
(
− 1
2g
)
, (33)
which we can identify with the Kondo temperature kBTK ∼ Λ∗. Taking into account the fact
that the unrenormalized value of g = ρJ ∼ J/D is much smaller than 1, we can approximate√
1− g ≈ 1, resulting in the well known expression for the Kondo temperature
kBTK ∼
√
JρD exp
(
− 1
2Jρ
)
. (34)
This expression is non-analytic in J , confirming that it cannot be obtained via perturbation
theory. Note that had we limited ourselves to the second-order diagrams in J only (Fig. 2a,b),
the β-function in Eq. (28) would contain only the −2g2 term, and the corresponding expression
for the Kondo temperature would have a slightly different form: kBT
(0)
K ∼ D exp(−1/2Jρ),
which only differs by an algebraic prefactor from Eq. (34).
One might worry that higher-order terms in the diagrammatic expansion used to obtain the
β-function could generate new terms that are not present in the original Kondo Hamiltonian.
However, such terms would behave as a power-law of (1/Λ)n, rather than lnΛ, and so tend
to zero rather than diverge as the cutoff Λ → ∞ (or equivalently, the conduction electron
bandwidth D → ∞). Such higher-order terms are irrelevant in the RG sense as they do not
affect the low-temperature properties of the Kondo problem.
4 Low-temperature properties of the Kondo model
4.1 Wilson’s numerical renormalization
The above scaling argument can be used down to energy scales larger than the Kondo temper-
ature. Beyond that point, the running coupling constant diverges and the theory predictions
cannot be trusted. An important breakthrough in this very difficult problem was achieved by
Wilson [1], who transformed the model into a form appropriate for computer modeling and
used a numerical renormalization algorithm to deduce the properties of the system. Below, we
will explain briefly Wilson’s line of reasoning. In a spherically symmetric system such as the
single-impurity Kondo model, arbitrary real-space interactions V (r − R) can be expanded in
spherical harmonics centered around the impurity site R. Assuming the Kondo interaction to
be a δ-function δ(r −R), only the s-wave harmonic contributes, allowing one to describe the
system as effectively one-dimensional, depending on the radial distance |r−R| from the impu-
rity site. Wilson further assumed the conduction electron dispersion to be linear εk = k (here
the Fermi velocity was set to 1 in the appropriate units with −1 ≤ k ≤ 1) and replaced it with a
spectrum of discrete levels εn = Λ−n equally distributed on the logarithmic scale (here we use
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Wilson’s original notation, Λ should not be confused with the UV cutoff of the previous sec-
tion). Then, the Hamiltonian of this discrete-level system can be written as a one-dimensional
tight-binding chain with the 0-th site corresponding to the impurity position:
HN = Λ(N−1)/2
{
N−1∑
n=0
Λ−
n
2 (c†ncn+1 + c
†
n+1cn)− J˜c†0σc0 · S
}
, (35)
with the original Hamiltonian obtained after rescaling and taking the limit of an infinitely long
chain: Hˆ = lim
N→∞
Λ−(N−1)/2HN .
The prefactor Λ(N−1)/2 in front of the Hamiltonian is necessary to keep the scale of low-energy
excitations constant. Note also that the hopping matrix element is proportional to Λ−n/2 and
decays quickly as a function of the distance from the impurity site.
4.2 Ground state of the Kondo model
The renormalized Kondo interaction J˜ · Λ(N−1)/2 becomes large as the number of sites N in-
creases, corresponding physically to the formation of a spin-singlet state on the impurity site.
Wilson showed by careful numerical simulations that this is indeed the ground state of the
Kondo model. Wilson also calculated the ratio of the uniform magnetic susceptibility and the
specific heat coefficient (now known as the Wilson ratio) to be
W ≡ lim
T→0
Tχ/χ0
C/γ0
= 2 . (36)
This result is significant because of the conventional Fermi liquid result, where one has
CFL
T
≡ γ0 = pi
2
3
k2Bρ , χFL ≡ χ0 =
g2µ2B
4
ρ , (37)
resulting in the Wilson ratio WFL = 1 (as before, ρ is the density of states at the Fermi level).
In the Kondo impurity case, the Wilson ratio is doubled. The classic work by Nozie`res [2]
explains this as follows: The low-energy excitations of the Kondo model can be understood in
the framework of the Fermi liquid theory. However in contrast to the one-body problem (where
Wilson’s ratio is 1), the interaction between the impurity and an electron with antiparallel spins
contributes to the antisymmetric Fermi liquid parameter φa, which, as Nozie`res showed, leads
to an additional contribution to the Wilson ratio. In the Kondo model, where this interaction
becomes infinitely strong in the low-temperature limit, this extra contribution results in the
Wilson ratio being 2. This is in line with the more general case of the Anderson Hamiltonian,
where the Wilson ratio increases from 1 to 2 with increasing interaction U between antiparallel
spins [16].
The Kondo model turns out to be exactly solvable via the Bethe ansatz, as shown independently
by N. Andrei [3] and P. Wiegmann [4]. The exact solution fully confirmed Wilson’s earlier con-
clusion that the ground state of the Kondo model is the spin singlet and corroborated Nozie`res’
Fermi liquid theory.
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5 Multichannel Kondo problem
Having described the behavior of the spin 1/2 Kondo impurity model above, it is natural to ask:
What happens in the case of impurity spin S larger than 1/2? This problem was first addressed
by Nozie`res and Blandin in 1980 [17], who formulated what we now refer to as the multichannel
Kondo impurity model:
H =
∑
k,σ,µ
εk c
†
kσµckσµ + J
K∑
µ=1
S · σµ , (38)
where σµ =
∑
k c
†
kαµσαβ ckβµ denotes the conduction electron spin in one of K orbital chan-
nels labeled by index µ. We shall only focus on the antiferromagnetic coupling J since the
ferromagnetic case flows to weak coupling at low energies, as discussed earlier in Section 3.
5.1 Phenomenology and scaling
The multichannel model turns out to harbor rich physics, and depending on the number of
conduction electron channels relative to the impurity spin size S, three different scenarios can
be realized [17] (for a review, see also Ref. [18]):
• If K = 2S, the number of channels is exactly sufficient to fully compensate the impurity
spin and the ground state is a spin singlet. This case, referred to as perfect screening,
gives rise to the usual Fermi liquid behavior similar to the single-channel Kondo model
discussed earlier in Section 4.
• If K < 2S, the impurity spin is not fully compensated since there are not enough con-
duction electron degrees of freedom. The dressed impurity remains magnetic with spin
S ′ = S −K/2, resulting in the underscreened Kondo model.
• If K > 2S, the impurity spin is overscreened, resulting in the critical non-Fermi-liquid
physics characterized by power-law or logarithmic behavior of thermodynamic quantities.
As the perfectly screened case needs little explanation, we will focus here on the latter two
scenarios.
(1) Underscreened caseK < 2S
Consider the spin S maximally polarized along the z axis, |Sz = S〉. Because of the antiferro-
magnetic coupling to K conduction electron channels (each with spin 1/2), part of the impurity
spin will be screened as the energy cutoff Λ becomes lower than the Kondo temperature. The
remaining spin S ′ = S − K/2 will be pointing along the z axis as shown in Fig. 4a. This
resulting spin can still interact with the conduction electrons because the latter can perform vir-
tual hops onto the impurity site from neighboring sites with characteristic strength |J ′| ∼ Λ2/J
obtained in second-order perturbation theory (here the running cutoff Λ  J under the RG
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Fig. 4: Schematic depiction of the strong-coupling ground state of the impurity spin S and K
conduction electron spins, together with the scaling trajectory for the running coupling constant
J when (a) K < 2S, (b) K > 2S. A fixed point under the RG flow is denoted by asterisk (*).
process). The crucial point is that this coupling J ′ is ferromagnetic. Indeed, a nearby electron
with ↓ spin cannot jump onto the central site because all available orbital channels are already
occupied by spin-↓ electrons as shown in Fig. 4a. Therefore, down spins do not interact with the
unscreened impurity spin. By contrast, spin-up electrons can lower their energy in second-order
perturbation theory by interacting with the unscreened spin S′ that is also pointing up. There-
fore, the residual coupling is indeed ferromagnetic and, as we know from Section 3, scales to
weak-coupling under the RG flow, J ′ → 0. Therefore, the J → ∞ fixed point remains stable,
as illustrated in the flow diagram in Fig. 4a.
(2) Overscreened caseK > 2S
As in the previous case, the idea is to consider a two-stage process as the energy cutoff is re-
duced: First the Kondo singlet with the impurity spin forms, resulting from the strong coupling
J(Λ) → ∞. That leaves a residual interaction J ′ of the partially screened spin with the con-
duction sea. For a spin S along the z-axis, the conduction electron spins will “pile up” at the
impurity site at sufficiently low energy Λ, generating an effective spin S ′ = K/2 − S that is
pointing down, opposite to the initial direction Sz (see Fig. 4b). Similar to the previous case,
spin-down electrons do not participate in the virtual hopping onto the impurity site because all
the spin-down states are already occupied (Pauli principle). Just as before, spin-up electrons can
reduce their energy in second-order perturbation theory, generating an interaction |J ′| ∼ Λ2/J
with the remaining impurity spin. The difference is that now S ′z is pointing down, so that the
coupling J ′ to the conduction electrons is antiferromagnetic. However, we know that such an
antiferromagnetic Kondo interaction scales to strong coupling as the cutoff is reduced, meaning
that at sufficiently low Λ, the coupling J ′(Λ) is going to “blow up.” This is problematic because
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our perturbative argument for J ′ ∼ Λ2/J hinges on the fact that J ′ is small, otherwise perturba-
tion theory does not converge. We conclude that the above two-stage RG process is untenable,
meaning that the strong-coupling fixed point J(Λ)→∞ we assumed is actually unstable. The
logical conclusion is that instead J(Λ) should get renormalized to some finite value, leading to
an intermediate-coupling fixed point denoted by the asterisk in Figure 4b.
Formally, one can see the appearance of the intermediate-coupling fixed point as follows. Con-
sider the scaling equation obtained by summing the diagrams in Figures 2a-d. It has the form
similar to Eq. (28) we derived in Section 3:
d (Jρ)
d lnΛ
= −2 (Jρ)2 + 2K (Jρ)3 +O(Jρ)4, (39)
except that the prefactor in the last term is now 2K instead of 2. This is because the closed loop
in the diagrams in Fig. 2c and 2d contributes an additional factor of K due to the summation
over the internal channel index µ = 1 . . . K. Notice now that the beta-function on the right-hand
side can be made to vanish at a fixed point
ρ J∗ =
1
K
, (40)
provided J > 0 (antiferromagnetic). When K = 1 as in the single-channel Kondo model, the
result is meaningless because the expansion for the β-function in Eq. (39) does not converge.
On the other hand for K large, the expansion becomes meaningful because every additional
vertex yields a factor J∗ = 1/K and every additional loop yields a factor K(J∗)2 = 1/K.
Therefore, the expansion at the fixed point
d (ρJ∗)
d lnΛ
= −2 1
K2
+ 2K
1
K3
+
c
K4
+
d
K5
+ . . . (41)
is well defined, thus making plausible the existence of the intermediate-coupling fixed point J∗.
This conclusion, originally reached by Nozie`res and Blandin [17], was later confirmed by the
exact solution obtained by the Bethe ansatz [19, 20] and by conformal field theory [21]. Unlike
the strong-coupling fixed point in the one-channel Kondo model whose low-energy properties
are described by Fermi-liquid theory [2], the intermediate-coupling case is characterized by its
non-Fermi-liquid behavior. For instance, the exact solution of the multi-channel problem [19,
20] shows that the magnetic susceptibility and the specific heat both vary as
χ ∼ C
T
∝ T 4K+2−1, K > 2 (42)
In the particular case of K = 2, the power-law is replaced by a logarithmic temperature depen-
dence:
C
T
∼ χ ∝ ln
(
T
TK
)
. (43)
Of particular historical and practical importance is the (overscreened) two-channel Kondo prob-
lem for spin S = 1/2, which we shall analyze in more detail below.
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5.2 Two-channel Kondo problem
The peculiarity of the intermediate-coupling fixed point predicted by Nozie`res and Blandin [17]
is that at low temperatures, the running coupling constant flows to a fixed point with a finite
value of J∗, regardless of how strong or weak the initial (bare) coupling is. This is remarkable
because unlike the single channel model, nothing cuts off this scaling process and the impurity
spin can never be screened. This means that there is no special energy scale analogous to the
Kondo temperature in the single-channel model, and on approaching the fixed point, the system
looks the same on all length scales. This inherent scale-invariance is the hallmark of a critical
point, and like at any critical point, the correlation length ξ (the length at which the impurity
spin affects the conduction electrons) diverges. It was shown by Affleck and Ludwig [21, 22]
that this critical point is in fact described by a conformal field theory. Because of the criticality,
various quantities are expected to scale as power-laws (or logarithmically, which can be viewed
as a power-law with exponent zero). Indeed, as already mentioned, the intermediate coupling
fixed point in the two-channel Kondo model is characterized by a logarithmic behavior of the
magnetic susceptibility and the specific heat. The analysis by Ludwig and Affleck [22] further
predicts the resistivity of the non-Fermi-liquid form:
ρ ∼ ρ0 + A
√
T . (44)
A critical point generally requires fine-tuning, in other words, it may be destabilized by a rele-
vant perturbation in the space of the model parameters. The two-channel Kondo model provides
an illustrative example in that it is very sensitive to external perturbations. Below, we first con-
sider the behavior under the application of the magnetic field that couples to the impurity spin,
and then the effect of the channel anisotropy.
(a) Effect of the applied magnetic field
Because the impurity spin is never completely screened at the intermediate-coupling fixed point,
the multichannel model displays a residual ground-state entropy. For the case of impurity spin
S = 1/2, the residual entropy per impurity was calculated by the Bethe ansatz [19, 24]:
S(0) = ln
[
2 cos
(
pi
K + 2
)]
. (45)
In the case of the two-channel model, the residual entropy 1
2
ln 2 per impurity remains. However,
application of an external magnetic field that couples to the impurity spin has a dramatic effect:
It introduces a new energy scale Ts ≈ TK(H/TK)1+2/K (Ts ≈ H2/TK in the two-channel case)
that interrupts the scaling and below which the crossover to the screened, Fermi liquid behavior
occurs. As a result, the residual entropy is removed in the T → 0 limit. This is shown in Figure
5a, which displays the entropy as a function of temperature for several applied magnetic field
strengths (reproduced from the numerical solution in Ref. [23]). This removal of the residual
entropy has a spectacular signature in the temperature dependence of the specific heat. Above
the crossover scale T > Ts, it behaves as a logarithm according to Eq. (43), but below this scale,
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(a) (b)
Fig. 5: Results for the two-channel Kondo model in an applied spin (magnetic) field: (a) entropy
and (b) specific heat coefficient as function of temperature. The residual ground state entropy is
released by the application of the field, while the specific heat develops a Schottky-like anomaly
at the crossover scale Ts. (Reproduced from Ref. [23].)
the loss of the residual entropy manifests itself in a Schottky-like anomaly in the specific heat,
shown in Fig. 5b. Notice that the value at the peak maximum can greatly exceed the H = 0
value of the specific heat, leading to a striking effect as a magnetic field is applied. A similar
phenomenon occurs in the heavy fermion compound Y1−xUxPd3, and it was suggested [25–27]
that the multichannel Kondo model may provide an explanation, although of course one must
remember that this is a dense Kondo lattice rather than an isolated impurity.
(b) Effect of the channel anisotropy
Unless there is a symmetry argument that requires the two orbital channels to couple to the
impurity spin with identical strength, one might consider lifting this degeneracy by assigning
two Kondo couplings J+ 6= J−:
H =
∑
k,σ
∑
µ=±
εk c
†
kσµckσµ + J+ S · σ+ + J− S · σ− . (46)
Sometimes this is referred to as applying a “channel field” in that it splits the channels by
an amount ∆J = J+ − J− similarly to the Zeeman splitting in the case of the “spin field.”
It was argued that a real magnetic field can have this effect in the context of a quadrupolar
Kondo effect [27]. Like in the case of the spin splitting described above, the channel anisotropy
introduces a new crossover scale Tch ∼ (∆J)2/TK that also cuts off the renormalization flow.
However in this case, the consequences are much more dramatic: It was shown by Nozie`res
and Blandin [17] that the more strongly coupled channel will tend towards the strong-coupling
fixed point (as in the regular Kondo screening), whereas the weakly coupled channel will tend
towards the zero-coupling fixed point. The resulting RG flow of the running coupling constants
J±(Λ) is shown schematically in Fig. 6. The intermediate-coupling fixed point (marked by the
black circle) is only stable along the J+ = J− line but unstable for any small ∆J . In particular,
the fixed point is unstable along the separatrix shown with the dashed line in Fig. 6. The flow
trajectories approach this separatrix on either side of the J+ = J− line, depending on the sign
of the bare ∆J .
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Fig. 6: Renormalization group flow of the anisotropic two-channel Kondo model for impurity
spin S = 1/2 in the phase space of coupling constants. The flow to the intermediate coupling
fixed point (filled circle) is stable only along the red line J+ = J−. The dashed blue line
indicates the separatrix.
In conclusion, to observe the critical behavior of the two-channel spin-1/2 Kondo model and the
associated non-Fermi liquid behavior, a perfect channel symmetry is required. In practice, this
may be achieved if, for instance, the crystal point-group symmetry protects the system against
the channel anisotropy. A conclusive experimental evidence of the non-Fermi-liquid behavior
associated with the two-channel Kondo model is still lacking. This is partly due to the fact that
the most promising candidates are in the dense Kondo lattice (rather than isolated impurity)
limit. Nevertheless, the overscreened multichannel Kondo model displays rich physics and
historically has played a very important role in the development of various theoretical tools
used to study strongly correlated electron systems.
6 Kondo model in the presence of Hund’s coupling
In the previous section, we have introduced the multi-channel Kondo impurity model. In par-
ticular, we stated that in the perfectly screened case K = 2S, the ground state of the problem
is a spin-singlet, similar to the one-channel Kondo impurity model. A practical question arises,
which we have not yet addressed: How does the Kondo temperature of such a multi-channel
model depend on the size S of the impurity moment? Despite the deceiving simplicity, the
answer to this question is not so simple and has not been fully appreciated until fairly recently,
although the problem has a very interesting history dating back to the 1960s. One natural way
of creating a large moment S on the impurity site is by Hund’s coupling between 2S singly
occupied orbitals, each with spin s = 1/2 (we shall use lower case s when referring to such a
constituent impurity spin 1/2, not to be confused with the conduction electron spin σ). In this
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section, we shall present the Poor Man’s scaling theory of this problem and study its depen-
dence on the size S of the impurity moment. The following discussion is based on the results
of Ref. [28].
Let us consider K spin s = 1/2 impurity spins at a single site, ferromagnetically interacting
via Hund’s coupling JH , each coupled to a conduction electron channel of bandwidth D via an
antiferromagnetic interaction J :
H =
∑
k,σ,µ
εk c
†
kσµckσµ − JH
(
K∑
µ=1
sµ
)2
+ J
K∑
µ=1
sµ · σµ , (47)
where εk is the conduction electron energy, µ = 1, .., K is the channel index and σµ =∑
k c
†
kαµσαβ ckβµ is the conduction electron spin density in channel µ at the origin. We im-
plicitly assume that Hund’s scale KJH is smaller than D.
The behavior of this model is well understood in the two extreme limits [17]: for JH =∞,
the K spins lock together, forming a K-channel spin S = K/2 Kondo model studied in the
previous section. The opposite limit JH = 0 describes K replicas of the spin-1/2 Kondo
model. Paradoxically, the leading exponential dependence of the Kondo temperature on the
coupling constant kBTK ∼ De−1/2Jρ in these two limits is independent of the size of the spin.
Naively, interpolating between these limits, one would conclude that the spin size does not enter
into the Kondo temperature. However, it has been long known experimentally that this is not
the case: the Kondo temperature of dilute d-metal impurities shows a striking dependence on
the impurity spin, as shown in Fig. 7. The left panel is borrowed from the classic review paper
by Daybell [29], based on the original experimental finding reported by Daybell and Steyert in
1968 [30]. What they noticed is that the Kondo temperature has a characteristic V-shape when
plotted against the occupation of the d-electron level. For clarity, these data have been re-plotted
as a function of the impurity spin in Fig. 7b, showing an impressive suppression of the Kondo
temperature over five orders of magnitude when S is varied from S = 1 in Ti2+ and Ni2+ to
S = 5/2 in Mn2+.
Amazingly, this exponential dependence of the Kondo temperature on the impurity spin size
had been predicted in 1967 by Schrieffer [31] before the experimental findings (in fact, Daybell
and Steyert used Schrieffer’s prediction to fit the data in Fig. 7a):
T ∗K(S) ≈ D exp
(
− 2S
2Jρ
)
= TK
(
TK
D
)2S−1
, (48)
where TK ∼ De−1/2Jρ is the leading exponential term in the Kondo temperature for spin 1/2
(cf. Eq. 34), and we have set kB = 1 for convenience. Schrieffer obtained this result in the limit
of infinitely strong Hund’s coupling JH , which we will explain later in this section.
Intriguingly, the experimental results and Schrieffer’s early work from the 1960s were largely
forgotten and have been re-discovered much more recently by the author and P. Coleman [28],
who used the framework of Anderson’s Poor Man’s scaling to deduce the exponential suppres-
sion of the Kondo temperature with the impurity spin and generalized Schrieffer’s analysis to
finite JH . This interesting phenomenon, referred to as the Kondo resonance narrowing due to
Hund’s coupling, is the main subject of this section.
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Fig. 7: Measured values of the Kondo temperature T ∗K in host alloys Au, Cu, Zn, Ag, Mo, and
Cd containing transition metal impurities: (a) plotted vs. the d-level occupation of the impurity
(Reproduced from Ref. [29]); (b) plotted vs. the nominal size S of the spin on the impurity site
(Reproduced from Ref. [28]). Solid line is the fit to Eq. (63) with Λ0 ≡ JHS.
6.1 Poor man’s scaling with Hund’s coupling
We employ the Poor Man’s scaling approach [13] described in detail in Section 3, in which
the leading renormalization group (RG) flows are followed as the conduction electron degrees
of freedom are systematically integrated out from the Hilbert space. The present exposition
follows closely that in Ref. [28], where the scaling theory of the Kondo problem in the presence
of Hund’s coupling was first derived.
In the course of renormalization, one must be careful to consider the cutoff scale Λ relative
to the other scales in the problem, in particular Hund’s coupling JH . We thus break up the
energy integration into two intervals: (I) JHS < Λ < D and (II) T ∗K < Λ < JHS, where T
∗
K is
the renormalized Kondo temperature (to be determined) below which the problem runs off to
strong coupling.
Regime I: JHS < Λ < D. In this regime Hund’s coupling has no effect to leading order on
the renormalization of the Kondo coupling J . In other words, the impurity s = 1/2 spins are
decoupled from each other at high energies/temperatures, as illustrated schematically in Fig. 9a.
We then arrive at the same equation (28) for the β-function obtained earlier in Section 3:
d (Jρ)
d lnΛ
= −2 (Jρ)2 + 2 (Jρ)3. (49)
The Hund’s coupling itself also gets renormalized, and the contributions to the β function are
captured by the Feynman diagrams in Fig. 8. We shall not go into the details of calculating
these diagrams but will quote the final result:
d (JHρ)
d lnΛ
= 4(Jρ)2JHρ (50)
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Fig. 8: The lowest-order Feynman diagrams in the RG flow of Hund’s coupling. Solid lines
denote the conduction electron propagators and dashed lines the impurity spins’ (labeled by
the channel number µ, µ′). A square vertex denotes Hund’s coupling JH , a circle the Kondo
interaction J).
Thus the Hund’s strength itself becomes a running coupling constant, whose value is renormal-
ized down as the Kondo coupling Jρ(Λ) grows:
ln
(
J˜H(Λ)
JH
)
= −4
D∫
Λ
(ρJ(Λ))2 d(lnΛ) . (51)
This downward-renormalization of the Hund’s coupling is, however, weak and to leading loga-
rithmic order, we can approximate JH(Λ) to be constant.
Integrating both sides of Eq. (49) similarly to the procedure in Section 3.5, we find that as the
cutoff Λ is reduced from the electron bandwidth D down to the Hund’s scale JHS, to leading
logarithmic order we obtain a new renormalized Kondo coupling
1
2JIρ
=
1
2Jρ
+ lnΛ
∣∣∣∣JHS
Λ=D
, (52)
which grows upon renormalization as expected, JI > J . Expressing the bare Kondo coupling
in terms of the Kondo temperature 2Jρ = ln−1(D/TK), we can rewrite the above expression as
follows (we set kB = 1 for convenience):
2ρJI = ln
−1
(
JHS
TK
)
. (53)
Regime II: T ∗K < Λ < JHS. Once Λ is reduced below JHS, the individual local moments
become locked into a spin S = K/2, as illustrated schematically in Fig. 9. This is the same
effect as discussed by Jayaprakash et al. in Ref. [32] for the case of two impurities coupled by
ferromagnetic RKKY interaction and as realized in the limit of JH →∞ analyzed by Schrieffer
in his 1967 paper [31].
The low-energy properties of the system in region II are described by a Kondo model of spin
K/2 with K conduction electron channels:
H IIeff = J
∗(Λ)
K∑
µ=1
S · σµ, (54)
Kondo Model and Poor Man’s Scaling 4.23
µ2
I
µ2
II
T χ(  )T
IIIII I
eff
(b)
(a)
Nozieres FL Locked large spins PM
TK
*
TK
* TK HJ S
HJ S
g/1 (Λ)
T
Λ
Fig. 9: (a) Schematic showing the behavior of the running coupling constant geff(Λ) =
J(Λ) ρKeff on a logarithmic scale, with Keff the effective number of conduction electron chan-
nels per impurity spin (Keff = 1 in region I and K in regions II and III). (b) Schematic showing
effective moment µ2eff(T ) = T χ(T ) in terms of the susceptibility χ(T ) showing an enhancement
in region II (see Eq. 68) and a loss of localized moments due to Kondo screening in region III.
however with the renormalized value of the Kondo coupling J∗. In order to obtain the value of
J∗, we must project the original model onto the subspace of maximum spin S. By the Wigner-
Eckart theorem, any vector operator acting in the basis of states |Sz〉 of spin S = K/2 is related
by a constant prefactor to S itself:
〈SSz|sµ|SSz〉 = gS〈Sz|S|Sz〉. (55)
Summing both sides of the equation over the impurity index µ = 1, . . . K, one obtains
〈SSz|
∑
µ
sµ|SSz〉 = gSK Sz . (56)
However, since
∑
µ sµ = K s ≡ S, one arrives at the conclusion that gSK = 1, hence de-
termining the value of the constant coefficient gS = 1/K in Eq. (55). Therefore, the Kondo
interaction in the original model (47) can be cast in the form
J
K∑
µ=1
sµ · σµ = JgS
K∑
µ=1
S · σµ . (57)
Comparing this equation with Eq. (54) and substituting gS = 1/K, we arrive at the following
expression for the effective Kondo coupling:
J∗ =
J
K
≡ J
2S
. (58)
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This equation captures the key effect of the crossover from region I to region II in Fig. 9. This
result was first derived in the early work on the multi-channel Kondo problem by Schrieffer [31],
where the limit of JH →∞ was implicitly assumed, and also appears for the particular case of
K = 2 in the study of the two-impurity Kondo problem by Jayaprakash et al. [32].
Having established the value J∗ of the coupling constant, we now proceed with the Poor Man’s
renormalization of the effective model in Eq. (54). The scaling equation for J∗(Λ) in region II
involves calculating the same diagrams for the T matrix (see Fig. 2) as we have done earlier for
the multichannel Kondo model in Eq. (39), with the result
d (J∗ρ)
d lnΛ
= −2 (J∗ρ)2 + 2K (J∗ρ)3, (59)
where the prefactor K in the last term appears due to the summation over the channel index
µ = 1 . . . K inside the conduction electron bubble in the diagrams in Fig. 2c and 2d.
To one loop order, the β-function for J∗(Λ) in region II is identical to that of region I, see
Eq. (49). However, now the value of J∗ is K times smaller according to Eq. (58). To avoid
the discontinuous jump in the coupling constant at the crossover from region I to region II in
Figure 9, it is more convenient to consider a dimensionless coupling constant
geff ≡ J∗(Λ) ρKeff , (60)
which is designed to be smooth at the crossover from I to II by requiring that the effective
number of channels Keff = 1 and K in regions I and II, respectively. It follows from Eq. (59)
that this continuous variable satisfies
d geff
d lnΛ
= − 2
Keff
g2eff +
2
Keff
g3eff , (61)
so the speed at which it scales to strong coupling becomes K times smaller in region II (see
Fig. 9a). Solving this RG equation to leading order, and setting geff(Λ = T ∗K) ∼ 1, we obtain
T ∗K ∼ (JHS) (D/JHS)K e−
K
2Jρ for the renormalized Kondo scale. Comparing this with the bare
Kondo scale TK ∼ De−1/2Jρ and denoting JHS = Λ0, we deduce
T ∗K ∼ Λ0
(
TK
Λ0
)2S
≡ TK
(
TK
Λ0
)2S−1
, (62)
showing that the effective Kondo temperature is exponentially suppressed by a factor of (2S −
1) compared to its bare value for spin 1/2. When plotted on a logarithmic scale, the Kondo
temperature is expected to scale linearly with the size of the impurity spin:
lnT ∗K(S) = lnΛ0 − (2S) ln
(
Λ0
TK
)
, (63)
which fits well the experimental data by Daybell and Steyert [30] for dilute d-electron impurities
in Fig. 7.
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Regime III: Λ < T ∗K . When the energy cutoff (or temperature) drops below the Kondo
temperature in Eq. (62), the Poor Man’s scaling predicts that the Kondo coupling runs off to
infinity, as discussed in detail in Section 3. In this regime, the perturbative renormalization
scheme employed above breaks down and alternative methods are necessary to establish the
fate of the ground state.
In essence, Hund’s coupling converts a one channel Kondo model (more precisely, K copies of
the one-channel model) to a K-channel Kondo model but with a larger impurity spin S = K/2.
As discussed in Section 5, the behavior of the perfectly screened multi-channel Kondo model
is known from the seminal work of Nozie`res and Blandin [17] to be a Fermi liquid, with the
conduction electrons screening the impurity spin. Of particular interest is the Wilson ratio
defined in Eq. (36), which for the K-channel Kondo model was shown [17] to be
W =
2(K + 2)
3
, (64)
reducing to the value W = 2 in the one-channel case [2]. The above result holds in the limit
of infinitely strong Hund’s coupling. For a finite value of JH , a crossover occurs between a 1-
channel (region I) and a K-channel Kondo model (region II), as illustrated in Fig. 9a. While the
Wilson ratio is difficult to determine in this case, we expect its value to depend on the ratio η =
U∗/J∗H , where U
∗ is the effective intra-channel interaction in the underlying Anderson model
in the limit T → 0, and J∗H is the renormalized Hund’s coupling (recall that Hund’s coupling
is a running coupling constant whose value is not constant, see Eq. (50)). We estimate [28] the
Wilson ratio to be
W (η) = 2
(
1 +
K − 1
1 + 2(1 + η)
)
, (65)
which reproduces the result of Eq. (64) in the η → 0 limit (JH →∞).
6.2 Experimental ramifications of Hund’s coupling
A. Effective moment crossover as a function of temperature
One of the observables sensitive to the Kondo narrowing is the effective spin on the impurity
site, which we expect to change from spin 1/2 in regime I at high temperatures (T > JHS) to
effective spin S = K/2 at temperatures much lower than JH . The effective impurity moment
can be extracted from the Curie magnetic susceptibility, which we estimate to be:
Regime I: A spin-1/2 disordered paramagnet is characterized by a high temperature Curie
magnetic susceptibility (g is the electron g-factor):
χI(T ) =
K
2
(
1
2
+ 1
)
(gµB)
2
3T
, (66)
with effective moment (µIeff)
2 = 3K/4 in the conventional units of (gµB)2.
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Regime II: The magnetic impurity susceptibility in region II can be calculated perturbatively
for T  T ∗K by keeping the leading logarithms ln(T/TK) (see e.g. Ref. [7]):
χ∗imp=
(gµB)
2
3T
S(S + 1)
1− 1
ln
(
T
T ∗K
)+O
 1
ln2
(
T
T ∗K
)
 . (67)
Substituting S = K/2, we see that the magnetic moment is enhanced at the crossover
from region I to II as expected, with the ratio given by(
µIIeff/µ
I
eff
)2
= (K + 2)/3 (68)
Note that the above ratio is equal, up to the factor of 2, to the Wilson ratio in Eq. (64),
which was obtained in the idealized JH →∞ limit.
Regime III: Below the Kondo scale T ∗K , the Curie contribution to the susceptibility vanishes
because the impurity moment becomes completely screened, as already mentioned above.
The temperature behavior of Tχ(T ), which is proportional to the effective moment squared,
is plotted schematically across these three regimes in Fig. 9b. As described above, it shows
an enhancement of the effective moment on the crossover from regime I to II and eventually
vanishes due to Kondo screening as T → 0 in regime III.
B. Suppression of the Kondo temperature
Next, we return to the behavior of the Kondo temperature, Eq. (62) which is the central result of
this section. It follows from fitting the experimental data in Fig. 7 to our formula Eq. (63), that
the bare value of TK is of the order of 3000 K (kBTK ∼ 0.3 eV), too large to observe for dilute
spin-1/2 impurities. However, the Kondo temperature is drastically suppressed for larger values
of spin, for instance T ∗K ≈ 20 K for Fe impurities (S = 2) in Cu [30], from which we extract
the ratio TK/Λ0 ≡ TK/(JHS) ∼ 0.2 consistent with the known value of Hund’s coupling
JH ∼ 0.7 eV in d-electron metals. In the case of Mn impurities (S = 5/2), the suppression
is so dramatic that T ∗K is unobservably low, probably in the milli-Kelvin range. In this regard,
it is fitting to quote a visionary remark from Schrieffer’s 1967 paper [31] (written before the
experimental discovery!):
“Since exp(−1/J∗ρ) varies so rapidly with J∗ρ, is it not possible that for modest variations of
this parameter, TK could sweep from millidegrees to beyond the melting point of metals?”
C. Kondo resonance narrowing
The exponential suppression of the Kondo temperature as a function of impurity spin in the
limit of large Hund’s coupling has an important consequence for the electron spectral function
Ak(ω) ≡ − 1pi Im(GRk (ω)), where GR is the retarded propagator. Detailed analysis of the spec-
tral function is beyond the subject of this lecture, but for our purposes, it is sufficient for the
reader to know that at low temperatures T  TK , the formation of the spin singlet in the Kondo
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Fig. 10: Local electron density of states calculated with NRG at T = 0 for a particle-hole
symmetric two-orbital Anderson impurity model with varying strength of Hund’s coupling J .
The Coulomb parameter U and the hybridization ∆0 were chosen such that the system is in the
Kondo limit. The Kondo resonance width is dramatically reduced upon increasing J (see inset
for J = U/10). (Reproduced from Ref. [33])
impurity model manifests itself in a sharp peak near zero energy, known as the Abrikosov-
Suhl resonance. The width of this peak is known to be of the order of the Kondo temperature.
Thus, the suppression of the Kondo temperature because of Hund’s coupling on the impurity
site should result in the commensurate narrowing of the Kondo resonance peak. Direct experi-
mental measurement of the Kondo resonance is not an easy task, however resonance narrowing
was noticed in numerical renormalization group study of the two-orbital Anderson model by
Pruschke and Bulla [33], reproduced in Figure 10. A dramatic resonance narrowing, by a factor
of 10−7, occurs by introducing a large value of JH = U/10, where U is the interaction strength
in the Anderson impurity model. While not understood at the time, this numerical evidence
is in perfect agreement with the Kondo resonance narrowing effect described above. More re-
cently, a number of numerical studies have confirmed this effect (for a comprehensive review,
see Ref. [34]).
In itinerant systems, such as the iron-based superconductors, Hund’s coupling was also found
to play an important role, enhancing the effect of electron correlations. In particular, the so-
called coherence temperature T ∗, as inferred from the broad “hump” in resistivity measurement,
was predicted to decrease drastically as the Hund’s coupling strength is increased in numerical
calculations [35]. Of course in this case, the localized moments are periodically arranged (as
described by the Hubbard or periodic Anderson model) rather than centered on isolated impurity
sites. Nevertheless it is tempting to associate the coherence temperature T ∗ with the typical
lattice Kondo scale T ∗K . The latter should be suppressed dramatically by the Hund’s coupling,
explaining qualitatively the behavior in the Hubbard model. For more details, we refer the
reader to the review by Georges et al. [34].
4.28 Andriy H. Nevidomskyy
Conclusions
In this Lecture, we have outlined the basic ideas of the renormalization group (RG) approach
and shown how they apply, in the simplest form, to the Kondo impurity model. This simplified
renormalization procedure, known as Poor Man’s scaling, captures the salient features of the
Kondo problem. In particular, we showed how logarithmic singularities arise and how they
can be summed up to result in the RG equation for the running coupling constant J(Λ) that
is cutoff-dependent. The essential feature of the antiferromagnetic Kondo model is that the
running coupling constant grows upon renormalization and the resulting theory tends to strong
coupling. At that point, the perturbative expansion in J is no longer reliable and an alternative
approach is called for. We now know that the ground state of the Kondo model turns out to
be a Fermi liquid, with impurity spin completely compensated (screened) by the conduction
electrons. This important result was first obtained by Wilson’s numerical renormalization and
Nozie`res’ phenomenological theory, and later confirmed by the exact solution of the Kondo
model.
Having established these results for the simplest Kondo model, we then considered somewhat
more complicated models that arise in realistic systems: the multichannel Kondo problem and
the effect of Hund’s coupling at the impurity site. Naturally, given the time and space con-
straints, we have only scratched the surface in analyzing these more complex cases. The reader
is referred to the original papers and review articles for more detailed information, as well as
to an excellent textbook by Yamada [6] and an encyclopedic monograph by Hewson [7]. Nev-
ertheless, we hope to have given the reader a sense of what the Kondo problem is and how
one goes about solving it within the scaling approach. The appeal of the Kondo problem also
lies in the fact that, in addition to its rich underlying physics, the ideas we have developed in
the course of this lecture are quite general and apply to many other branches of physics, both in
condensed matter and in high-energy physics. Personally, I find this very satisfying and perhaps
this accounts for the reason why, in addition to its historical significance, the Kondo model is
such a fascinating topic. Finally, let me add that the lattice generalization of this model, the so-
called Kondo lattice model, is still unsolved and remains an active subject of research to date,
with important consequences for heavy fermion materials (see lecture by Piers Coleman in this
School).
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1 Introduction
This lecture deals with a particular implementation of the renormalization group idea: Wilson’s
non-perturbative numerical renormalization group (NRG) method for quantum impurity models
[1]. The technique was originally developed in the context of the Kondo model for magnetic
impurities (such as Fe or Mn) in non-magnetic metals (such as Cu, Au, Ag etc).
The Kondo model is defined by the Hamiltonian
HKM = J ~S · ~s0 +
∑
kσ
εkσ c
†
kσckσ , (1)
and describes a localized impurity spin ~S interacting antiferromagnetically (J > 0) with the
conduction electrons of the host via their spin density ~s0 at the impurity site. Unlike the case
of non-magnetic impurities, or potential scatterers, magnetic impurities have internal dynami-
cal degrees of freedom that result in inelastic scattering of conduction electrons. This makes
the Kondo problem, the scattering of electrons from magnetic impurities, a genuine many-body
correlation problem. Wilson used the NRG to solve the many-body Hamiltonian (1) and demon-
strated conclusively that a S = 1/2 magnetic impurity embedded in a non-magnetic metal has
its magnetic moment completely screened by the surrounding conduction electrons, provided
the temperature is sufficiently low, namely for T  TK , where TK =
√
JNF e
−1/JNF is a dy-
namically generated low-energy scale called the Kondo scale (see Sec. 2). This pioneering work
established the formalism and gave a detailed analysis of the fixed points and thermodynamics
of the Kondo model and, later, also of the Anderson impurity model. The NRG has since been
applied to many more quantum impurity models [2–4]. In addition, it has been extended to the
calculation of equilibrium dynamical and transport properties [5–10], e.g., dynamical suscepti-
bilities, resistivities and thermopower or the conductance through quantum dots [11], thereby
making the NRG a useful tool for interpreting experiments that probe these quantities.
Despite this progress, the NRG is still under development, and important challenges remain
to be addressed. Two such challenges are (i) to extend it to more realistic multi-orbital and
multi-channel models (e.g., for use in realistic modeling of materials), and (ii) to extend it to
the transient and non-equilibrium steady state response of quantum impurity systems. Recent
progress and ideas in these two directions are outlined in Sec. 6.
The outline of this lecture is as follows: Quantum impurity models are introduced in Sec. 2;
the linear chain representation of such models is described, and the first step in the NRG pro-
cedure is also indicated there (the “zeroth approximation”). Anderson impurity and Kondo
models are described, as is the spin-boson model and its fermionic equivalents: the anisotropic
Kondo model (AKM) and the interacting resonant level model (IRLM). For a direct treatment
of bosonic models within NRG, see the Lecture by K. Ingersent.
Wilson’s NRG method is described in Sec. 3, and the calculation of physical properties is out-
lined in Sec. 4. In Sec. 5, we describe the recently introduced complete basis set [12] and its
use in constructing the full density matrix [10]. Applications to thermodynamics and Green
functions are given. An outline of some recent developments using the NRG is given in Sec. 6,
and Sec. 7 summarizes with possible future directions.
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2 Quantum impurity models
Quantum impurity models describe systems where the many-body interaction acts at one or only
a few sites, the “impurity,” and the impurity is coupled to a large system, the bath, consisting of a
macroscopically large number of non-interacting particles. These particles can be either bosons
(e.g., phonons, magnons, photons, particle-hole pairs, etc.) or fermions (e.g., electrons in the
conduction band or quasiparticles in superconductors). The “impurity” may be a real impurity,
such as an Fe impurity (in Au), or a two-level atom (coupled to the electromagnetic field), or
just a confined region behaving like an artificial atom, as in the case of semiconductor quantum
dots (coupled to leads). It may also simply represent the lowest two quantum mechanical states
of a system with a double-well potential, as in the case of quantum tunneling between macro-
scopic fluxoid states in a superconducting quantum interference device, which can be used to
realize a qubit for quantum computation. Two magnetic impurities in a non-magnetic metal at
a distance R apart, interacting via the RKKY indirect exchange JRKKY may also be regarded
as a quantum impurity system [13]. Analogues of this in nanostructures, such as double quan-
tum dots attached to leads, also exist. The transfer of electrons between donor and acceptor
molecules in photosynthesis and other biological processes may also be crudely described in
terms of a two-state system coupled to environmental degrees of freedom (solvent). Concrete
models describing the above situations go under the names of (isotropic and anisotropic) single
and multi-channel Kondo models, the Anderson impurity model, and the dissipative two-state
system [14,15]. They describe a large number of physical systems of current experimental and
theoretical interest. Quantum impurity models are also of relevance in the study of correlated
lattice models, such as the Hubbard or Kondo lattice models, since the latter are often well
approximated, via the dynamical mean-field theory, by a local impurity model embedded in a
medium that has to be determined self-consistently [16].
Historically, interest in quantum impurities arose when magnetic impurities were found to be
present, albeit in very low concentrations, even in apparently very pure metals such as Au or Ag.
In particular, measurements of the resistivity of Au as early as the 1930’s showed an unexpected
minimum at low temperature (Fig. 1). The puzzle of the resistivity minimum was resolved by
Kondo in 1964, who showed that a small concentration cimp of magnetic impurities modeled
by Eq. (1) gives rise to an additional temperature dependent term in the resistivity of the form
ρK = −cimp b ln (T/D), which increases with decreasing temperature. The balance between
the decreasing phonon contribution behaving as ρphonon = aT 5 and the increasing Kondo con-
tribution gives rise to the observed resistivity minimum. The logarithmic contribution to the
resistivity, found by Kondo in perturbation theory, cannot hold down to T = 0 as the total
scattering remains finite in this limit (unitarity limit). Wilson’s non-perturbative NRG provides
a way to obtain the correct behavior of the resistivity ρ(T ) from high temperatures through a
crossover regime at T ∼ TK all the way down to zero temperature [see Fig. 11a showing the
analogous quantity for a Kondo correlated quantum dot, the conductance G(T )].
The general form of the Hamiltonian for any quantum impurity system is given by
H = Himp +Hint +Hbath , (2)
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Fig. 1: Resistivity R(T ) versus
temperature T [K] of two samples of
“pure” Au showing the first observa-
tion of the resistivity minimum [17].
The expected behavior of R(T ) for a
pure metal with weak static disorder is
a T 5 term due to phonons and a satu-
ration to a constant value, ρ0, at T = 0
due to static disorder. The former is
seen in the experiment, but at low tem-
perature an additional logarithmically
increasing contribution is also found.
whereHimp describes the impurity, a small quantum mechanical system with only a few degrees
of freedom, Hbath represents the bath, and Hint is the interaction between the two.
We next consider explicit examples and introduce the linear-chain form of quantum impurity
models, which is the starting point for an NRG treatment.
Anderson impurity model
The prototype model for strongly correlated systems is the single-band non-degenerate Ander-
son model [18, 19],
HAM =
∑
σ
εd ndσ + U nd↑nd↓︸ ︷︷ ︸
Himp
+
∑
kσ
Vkd(c
†
kσdσ + d
†
σckσ)︸ ︷︷ ︸
Hint
+
∑
kσ
k c
†
kσckσ︸ ︷︷ ︸
Hbath
. (3)
The first two terms describe the impurity, represented here by a non-degenerate s-level of energy
εd (see Sec. 6 for generalizations). Electrons in the local level are subject to a Coulomb repul-
sion U that acts between spin-up and spin-down electrons. The local level hybridizes with the
Bloch states of a non-interacting s-wave conduction band, the last term inHAM , with amplitude
Vkd. The properties of the model are determined by the hybridization function
∆(ω) = pi
∑
k
|Vkd|2δ(ω − εk), (4)
which, like the conduction density of states ρ(ω) =
∑
k δ(ω − εk), will in general be a compli-
cated function of energy. In cases where the interest is in the very low-energy physics, it is a
good approximation to set ∆(ω) ≈ ∆(εF ) ≡ ∆. In applications to pseudogap systems [20, 21]
or to effective quantum impurities in dynamical mean-field theory, the full frequency depen-
dence has to be retained. In applications to quantum dots, the impurity is attached to two baths,
the left and right leads, as shown in Fig. 2.1
1Although such dots are attached to two baths (the left and right leads), for a single level on the dot, only
the even combination of left and right lead states couples to the dot. When several levels on the dot are active
in transport, one will have a two-channel multi-orbital Anderson model with intra- and inter-orbital Coulomb
interactions playing a role (e.g. Hund’s exchange).
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εd + U
εd 
~∆
~T0
Vg
V I
Fig. 2: A quantum dot with charg-
ing energy U  ∆ and level en-
ergy εd connected to left/right leads
Hα=L/R =
∑
k kασc
†
kασckασ via
tunnel barriers. The gate voltage
Vg ∼ εd allows changing εd relative
to F and thereby the dot occupa-
tion nd from nd = 1 for εd = −U/2
(Kondo regime) to nd = 0 through a
mixed valence regime with nd ≈ 0.5
for εd ≈ 0. [22, 23]
Kondo impurity model
Closely related to the Anderson model, is the Kondo model, which was briefly mentioned in the
introduction. We write its Hamiltonian as
HKM = − gµBBSz︸ ︷︷ ︸
Himp
+ J ~S · ~s0︸ ︷︷ ︸
Hint
+
∑
kσ
εkc
†
kσckσ︸ ︷︷ ︸
Hbath
, (5)
where we included a magnetic field term Himp = −gµBBSz to indicate the impurity spin
~S (taken here to be S = 1/2 for simplicity), which interacts via an exchange interaction of
strength J with the conduction electron spin-density ~s0 =
∑
σσ′ f
†
0σ ~σσσ′ f0σ′ at the impurity
site, where f0σ =
∑
k ckσ is the local Wannier state of the conduction electrons at the impurity
site. The connection to the Anderson model can be established formally via a Schrieffer-Wolff
transformation. In essence, provided εd < 0 and εd + U > 0 so that a single electron occupies
the local level in the Anderson model, the physics of both models will be the same at low
temperatures.2 In this case, one finds the correspondence J = 2V 2(1/(U + εd)− 1/εd), which
reduces to 8V 2/U for the symmetric case εd = −U/2 (see discussion of zero bandwidth limit
below).
Linear chain representation
For a numerical treatment of the Anderson and Kondo models, it is useful to reformulate them
in the form of linear chain models [2,3]. This will allow them to be iteratively diagonalized by a
procedure to be described in Sec. 3. We carry this out for the Anderson model: First notice that
the impurity state in the Anderson model hybridizes with a local Wannier state |0σ〉 = f †0σ|vac〉,
2Strictly speaking, one should also include a potential scattering term in the Kondo model, of the form∑
kk′σ V
pot
kk′ c
†
kσck′σ for this to be true.
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...
Himp ε0 ε1 ε2 εm
t0 t1 t2 tm-1v
m ...
Fig. 3: The linear-chain form of the Anderson model (9). Himp = εd nd + U nd↑nd↓. The site
energies εn and hoppings tn follow from ∆(ω).
with |vac〉 the vacuum state, and f †0σ given by
V f †0σ =
∑
k
Vkdc
†
kσ. (6)
The value of V follows from the normalization {f0σ, f †0σ} = 1
V =
(∑
k
|Vkd|2
)1/2
. (7)
Using the above local state, one can apply the Lanczos procedure (Appendix B) for tridiagonal-
izing a Hermitian operator, such as Hbath, to obtain
Hbath =
∑
kσ
εk c
†
kσckσ →
∞∑
σ,n=0
[
n f
†
nσfnσ + tn(f
†
nσfn+1σ +H.c.)
]
(8)
with site energies n and hoppings tn depending only on the dispersion εk and hybridization Vkd
through the hybridization function ∆(ω), resulting in the linear chain form [2]
HAM =εd nd+U nd↑nd↓+V
∑
σ
(
f †0σdσ+ d
†
σf0σ
)
+
∞∑
σ,n=0
[
n f
†
nσfnσ+ tn(f
†
nσfn+1σ+ f
†
n+1σfnσ)
]
(9)
depicted in Fig. 3 (with nd ≡
∑
σ ndσ). Although formally this model looks like the one-
dimensional real-space models treated by the DMRG method [24, 25], the interpretation here
is not in terms of electrons hopping on a one-dimensional lattice in real-space. Instead, as will
become clearer in Sec. 3, each successive site added along the chain corresponds to adding
lower-energy degrees of freedom, measured relative to the Fermi level. By considering longer
chains one can then access lower energies.
The same procedure can be used to reformulate any quantum impurity model in terms of an
impurity site with local interactions attached to a one-dimensional chain of non-interacting
sites. For example, the Kondo model (5) can be rewritten as
HKM = −gµBSz + J ~S · ~s0 +
∞∑
σ,n=0
[
nf
†
nσfnσ + tn(f
†
nσfn+1σ + f
†
n+1σfnσ)
]
. (10)
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Zeroth-order approximation for Anderson/Kondo models
A zeroth-order (high energy) approximation to the spectrum of the Anderson model can be
obtained by considering just the coupling of the n = 0 Wannier state to the impurity and
neglecting all others (the zero-bandwidth limit),
HAM ≈ H0 ≡ εd nd + U nd↑nd↓ + V
∑
σ
(
f †0σdσ + d
†
σf0σ
)
. (11)
There are 16 many-electron states |nd, n0〉, which can be classified by the conserved quantum
numbers of total electron number Nel, total z-component of spin Stotz and total spin ~S. Us-
ing these symmetries we can diagonalize the block matrices H0Ne,S,Sz to obtain the many-body
eigenstates |Nel, S, Sz, r〉 and the corresponding eigenvalues. For example, in the product basis
|nd〉|n0〉, the Hamiltonian for Ne = 1, S = 1/2, Sz = ±1/2 is given by
HNe=1,S=1/2,Sz=±1/2 =
(
εd V
V 0
)
with eigenvalues
E± =
(
εd ±
√
ε2d + 4V
2
)
/2 .
Proceeding similarly for the other Hilbert spaces (exercise), we find that for the particle-hole
symmetric case εd = −U/2 in the strong correlation limit U  V 2, the spectrum separates
into two groups of states, one group of low-energy states lying close to the (singlet) ground
state with spacings O(V 2/U) and one group of high-energy states lying at energies O(U/2)
higher and also split by O(V 2/U). This limit corresponds to a singly occupied impurity level
effectively behaving as S = 1/2. In fact, the 8 lowest states correspond to those obtained from
a zeroth-order approximation to the spectrum of the Kondo model via
HKM ≈ H0 ≡ J ~S · ~s0 = J
2
[
(~S + ~s0)
2 − ~S2 − ~s20
]
. (12)
The Kondo model is therefore the low-energy effective model of the Anderson model in the
limit of strong correlations and single occupancy. By comparing the splitting of the two lowest
levels in the Kondo model, the singlet and triplet states, with the corresponding splitting of
the same levels in the Anderson model one finds the relation between the bare parameters of
the models to be J = 8V 2/U , in agreement with the value obtained from the Schrieffer-Wolff
transformation J = 2V 2(1/(U + εd)− 1/εd) upon setting εd = −U/2 [26].
Within the above zeroth-order approximation, H ≈ H0, of the Kondo (and Anderson) model,
excitations are unrenormalized. The singlet-triplet excitation (splitting) takes the bare value
J . The key ingredient of Wilson’s NRG, to be discussed in the next section, is a controlled
procedure for adding the remaining states n = 1, 2, . . . neglected in the above zero band-
width approximation. As we shall see in the calculation of dynamical quantities below, this
leads to a drastic renormalization of the spin and single-particle excitations, such that the
relevant excitations of the Kondo model are not on the bare scale J but on the Kondo scale
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TK = D(ρJ)
1/2 exp(−1/ρJ), where ρ = 1/2D is the density of conduction states. One can
interpret this large renormalization J → TK as a renormalization of a bare tunneling ampli-
tude (J⊥ = J) due to the dissipative effects of the bath of conduction electrons by a mapping
of the (anisotropic) Kondo model onto the dissipative two-state system (also called the spin-
boson model). We introduce this and its fermionic equivalents in the next subsection, partly
to make the above connection and partly to show that the linear chain representation, which is
the starting point for NRG calculations, applies also to bosonic quantum impurity models. For
a detailed discussion of the bosonic models within NRG, we refer the reader to the lecture by
K. Ingersent.
Spin-boson model and fermionic equivalents
The Hamiltonian of the spin-boson model (SBM) is given by,
HSB = − 1
2
∆0σx +
1
2
σz︸ ︷︷ ︸
Himp
+
1
2
σz
∑
i
λi
(
ai + a
†
i
)
︸ ︷︷ ︸
Hint
+
∑
i
ωi
(
a†iai + 1/2
)
︸ ︷︷ ︸
Hbath
. (13)
The first term Himp describes a two-level system with bias splitting  and bare tunneling am-
plitude ∆0. The σi=x,y,z are the Pauli spin matrices. The third term, Hbath, is the environment
and consists of an infinite set of harmonic oscillators (i = 1, 2, . . . ,∞) with ai(a†i ) the an-
nihilation (creation) operators for a harmonic oscillator of frequency ωi and 0 ≤ ωi ≤ ωc,
where ωc is an upper cut-off frequency. The non-interacting density of states of the environ-
ment is denoted by g(ω) =
∑
i δ(ω − ωi) and is finite in the interval [0, ωc] and zero otherwise.
Finally, Hint = 12σz
∑
i λi(ai + a
†
i ) describes the coupling of the two-state system coordi-
nate σz to the oscillators, with λi denoting the coupling strength to oscillator i. The function
Γ (ω + iδ) =
∑
i(λi/2)
2/(ω − ωi + iδ) =
∫
dω′ (λ(ω′)/2)2 g(ω′)/(ω − ω′ + iδ) characterizes
the system-environment interaction. For a numerical treatment using the NRG, one proceeds
to re-formulate the model (13) in a linear chain form as in (9) and (10) for the Anderson and
Kondo models. Thus, one uses the Lanczos procedure and applies Hbath repeatedly on the local
bosonic orbital λ b0 =
∑
i λi ai to tridiagonalize Hbath. The resulting linear chain model
HSB = − 1
2
∆0σx +
1
2
σz︸ ︷︷ ︸
Himp
+
1
2
σzλ
(
b0 + b
†
0
)
︸ ︷︷ ︸
Hint
+
∞∑
m=0
m b
†
mbm + tm
(
b†mbm+1 + b
†
m+1bm
)
︸ ︷︷ ︸
Hbath
(14)
may then be treated within NRG in a similar way to the treatment of the Anderson and Kondo
models [27], see the lecture by K. Ingersent for details. One difference is that the number of
bosons in the eigenstates of HSB is arbitrary, requiring an additional approximation even at the
first iteration for H0 = Himp + 12σzλ(b0 + b
†
0) to restrict the maximum number of bosons to a
finite number nb (typically 8− 10).
Numerical Renormalization Group: Fermions 5.9
Anisotropic Kondo model
It may be shown via bosonization [28] that the ohmic two-state system, specified by Eq. (13)
with a spectral function J(ω)= − 1
pi
ImΓ (ω+iδ) ∼ αω for ω → 0, where α is the dimensionless
dissipation strength, is equivalent to the anisotropic Kondo model
HAKM =
J⊥
2
(S+s−0 + S
−s+0 )− gµBBSz︸ ︷︷ ︸
Himp
+ J‖Szsz0︸ ︷︷ ︸
Hint
+
∑
kσ
k c
†
kσckσ︸ ︷︷ ︸
Hbath
, (15)
where J⊥(J‖) is the transverse (longitudinal) part of the Kondo exchange interaction and B
is a local magnetic field. The correspondence is given by ρJ⊥ = −∆0/ωc, −gµBB = ,
and α = (1 + 2δ/pi)2 where δ = arctan(−piρJ‖/4) and ρ = 1/ωc is the density of states
of the conduction electrons in the anisotropic Kondo model [29–31, 14, 15]. The natural low-
energy scale of the ohmic two-state system is the renormalized tunneling amplitude ∆r/ωc ≈
(∆0/ωc)
1/(1−α). A more precise estimate is ∆r/ωc = [
√
Γ (1− 2α) cos(piα)∆0/ωc]1/(1−α),
yielding the known limits ∆r(α → 0) = ∆0 and ∆r(α → 1/2) = pi2 (∆0/ωc)2 ωc [15]. For
α > 1/2, further corrections are needed [15,32]. It is related to the low-energy Kondo scale TK
of the Anisotropic Kondo model. The connection between the (anisotropic) Kondo and ohmic
two-state system provides another viewpoint on the local dynamics of a Kondo spin in terms
of tunneling and dissipation: The two levels concerned are the two lowest Sz = 0 states of
Himp, i.e., |±〉 = 1/
√
2(| ↑〉| ↓〉 ± | ↓〉 ↑〉) which are connected by J⊥ and tunnel-split by
∆0 = J⊥ when J‖ = +∞, corresponding to α = 0 (decoupled two-level system). A finite
J‖ < +∞, resulting in a finite α > 0, couples these states to the environment and leads to a
renormalization of the bare tunneling amplitude ∆0 = J⊥ → ∆r = TK, which is particularly
drastic in the limit of strong dissipation α → 1−. Indeed, for α > 1, the above correspondence
states that J‖ < 0, which corresponds to the ferromagnetic sector of the Kondo model (see the
lecture by A. Nevidomskyy). Since in this limit, J⊥ is irrelevant [19,26], it follows that TK and
hence ∆r vanish for α > 1, i.e., the frictional effects of the environment are so large for α > 1
that quantum mechanical tunneling is destroyed at T = 0 and tunneling between the two states
is possible only via thermal activation. Of interest also is the transition from quantum coherent
dynamics at weak dissipation α 1 to incoherent dynamics at strong dissipation α→ 1−, see
the time-dependent NRG section.
Interacting resonant level model
Finally, the ohmic spin-boson model (SBM) is equivalent to an even simpler fermionic model,
the so-called interacting resonant level model (IRLM),
HIRLM = εd nd + V
(
f †0d+ d
†f0
)
︸ ︷︷ ︸
Himp
+Udc(nd − 1/2)(n0 − 1/2)︸ ︷︷ ︸
Hint
+
∑
k
k c
†
kck︸ ︷︷ ︸
Hbath
. (16)
This model describes a spinless resonant level with energy εd hybridizing with a spinless bath
of electrons (where we wrote f0 =
∑
k ck and n0 = f
†
0f0) and interacting with the latter via a
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non-local Coulomb interaction Udc. Denoting by Γ = piρV 2 the width of the resonant level at
Udc = 0, the correspondence of the SBM to this model is given by ∆0 = 2V ∼ Γ 1/2, εd = /2,
and α = (1 + 2δ/pi)2/2 where δ = arctan(−piρUdc/2). The equivalence between the models
can be shown via bosonization and is valid for all −∞ ≤ Udc ≤ +∞ (describing the sector
2 ≥ α ≥ 0) with Udc = 0 corresponding to α = 1/2 in the SBM. This point marks the crossover
from quantum coherent oscillations of the two-level system at α < 1/2 to incoherent dynamics
at α > 1/2, e.g., in the quantity P (t > 0) ≡ 〈σz(t)〉 subject to an initial state preparation
σz = +1. The physics here is again that of a two-level system (consisting of the single-electron
states |±〉 = (|1〉d|0〉0 ± |0〉d|1〉0)/
√
2 of Himp) tunnel-coupled by ∆0 =
√
ε2d + 4V
2. Note
that the non-interacting limit α = 0 describing the isolated two level system Himp corresponds
to Udc = +∞. Strong dissipation (α > 1/2) in this model, corresponds to negative Udc and
the quantum critical point α = 1 occurs at U∗dc = −(2/piρ) tan[pi(
√
2 − 1)/2] ≈ −0.969. For
Udc < U
∗
dc and α > 1, quantum mechanical tunneling is absent (∆r = 0), and only tunneling
via thermal activation is possible (i.e. at T > 0). The IRLM is interesting since it is the simplest
model that can capture a part of the Kondo physics contained in the Anderson and Kondo
models, in particular, the thermodynamic properties and the spin dynamics of the latter: To
capture the spin dynamics of the latter within the IRLM, one notes that under the equivalence
Sz → nd − 1/2 the dynamic spin susceptibility of the AKM χzz(ω) = 〈〈Sz;Sz〉〉 corresponds
to the dynamic charge susceptibility χdd(ω) = 〈〈nd;nd〉〉 of the IRLM. Since the IRLM is a
spinless model, it is simpler to deal with than the Anderson and Kondo models and we shall use
it to illustrate much of the NRG in the next section.
3 Wilson’s Numerical Renormalization Group method
Wilson’s formulation of the RG for the Kondo model is similar in spirit to Anderson’s scaling
approach (see Hewson’s book [26], Ref. [19] or Nevidomskyy’s lecture). The main difference
lies in the non-perturbative construction of the RG transformation using a numerical representa-
tion of the effective Hamiltonians. The scaling approach uses perturbation theory in the initially
small dimensionless coupling (J/D in the Kondo model, or V in the Anderson and IRLM mod-
els) to construct such a transformation, but since J/D increases with decreasing energy scale,
this approach eventually becomes inaccurate. In the Wilson approach, the RG transformation is
perturbative only via a small parameter Λ−1/2 < 1, which is related to the momentum rescaling
factor Λ > 1. The accuracy of the transformation is the same at each step and is independent
of the size of the running couplings. For this reason, it gave the first correct description of the
crossover from the weak-coupling to the strong-coupling regime of the Kondo model. The NRG
procedure involves three steps, illustrated schematically in Fig. 4a-c.
Separation of scales and logarithmic discretization approximation
In quantum impurity problems, the behavior of the system typically changes qualitatively over
many energy scales as it passes through a crossover between fixed points. In order to describe
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Fig. 4: Steps in the NRG procedure for
a quantum impurity model, here shown
for the IRLM. The level (filled circle) hy-
bridizes with strength V to a continuum of
conduction states and interacts with these
via the Coulomb term Udc (∆(ω) = piρV 2
is here constant). (a) Logarithmic dis-
cretization of the continuum conduction
band about the Fermi level F = 0 into
discrete intervals D†n = [Λ
−(n+1), Λ−n]
and D−n = [−Λ−n,−Λ−(n+1)], n =
0, 1, . . . . (b) Within each discrete inter-
val, choose the conduction state most lo-
calized on the impurity. (c) Transform this
discretized model to linear-chain form,
with hoppings now decreasing along the
chain and iteratively diagonalize.
this crossover quantitatively the idea is to separate out the many energy scales in the problem,
which arise from the conduction band [−D,+D], and to set up a procedure for treating each
scale in turn. We saw in the previous section that it is always possible to rewrite a quantum
impurity model in the form of a (semi-infinite) linear chain, see Fig. 3. Truncating this chain to
include orbitals n = 0, . . . ,m, we have for the IRLM
HIRLM ≈ Hm = εd nd + V
(
f †0d+ d
†f0
)
+ Udc(nd − 1/2)(n0 − 1/2)
+
m∑
n=0
n f
†
nfn +
m−1∑
n=0
tn
(
f †nfn+1 + f
†
n+1fn
)
(17)
with the truncated Hamiltonians Hm satisfying the recursion relation
Hm+1 = Hm + mf
†
mfm + tm
(
f †mfm+1 + f
†
m+1fm
)
. (18)
Hence, it appears that with this recursion relation, one can iteratively diagonalize the IRLM (and
indeed any other QIM) starting from H0. For the IRLM, H0 has four eigenstates classified into
three Hilbert spaces by the total electron number Ne = 0, 1, 2, a conserved quantity (work them
out in the product basis |nd〉|n0〉). The two one-electron states form the two-level system and
are split by the tunnel splitting ∆0 =
√
ε2d + 4V
2. At some point, for sufficiently large m, we
will only be able to retain the lowest many-body states of Hm since the Hilbert space grows as
2× 2m+1. The validity of this procedure then depends on whether the perturbation in Eq. (18),
the last term involving tm, is small, once we start neglecting some higher-energy states.3 In
practice, for a quasi-continuous band Hbath =
∑
k k c
†
kck =
∫ +D
−D d  c
†
c the hoppings tm do
3If we keep extending the system by one orbital at a time without neglecting any states, no error is made. The
onsite term in m is diagonal and shifts the low-energy levels of Hm.
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not decay with increasing m, and the above procedure breaks down after some iterations. For
example, it can be easily shown for a semi-elliptic density of states ρ() = 2
piD2
√
D2 − 2, that
tm = D/2 for all m (see Hewson’s book [26]).
In order to have a working procedure involving decreasing hoppings tm along the chain, and
at the same time achieve the energy scale separation described above, Wilson discretized the
conduction band into positive and negative energy intervals, D†n = [Λ
−(n+1), Λ−n] and D−n =
[−Λ−n,−Λ−(n+1)], n = 0, 1, . . . , about the Fermi level F = 0 as shown in Fig. 4a.
The quasi-continuous band is then approximated by a discrete one by keeping only a single
conduction state from each interval D±n ,
Hbath =
∫ +D
−D
d  c†c ≈
∞∑
n=0
(
ε−n c
†
−nc−n + ε+n c
†
+nc+n
)
(19)
with
ε±n = ±1
2
D
(
Λ−n + Λ−(n+1)
)
= ±1
2
DΛ−n
(
1 + Λ−1
)
. (20)
The states c†±n|vac〉 appearing above are the states in each interval D±−n which are most lo-
calized near the impurity [2], while the neglected states being orthogonal to these have their
wavefunctions localized away from the impurity and are consequently less important (for a
more detailed derivation and justification of the logarithmic discretization approximation see
Appendix A). By formulating the IRLM as a linear chain using the above logarithmically dis-
cretized conduction band, we obtain the same equations (17-18) as above, but, crucially, with
hopping parameters tm (and onsite energies m) that now decay exponentially along the chain.
For example, for a constant density of states ρ(ω) = 1/2D and constant hybridization function
∆(ω) = piρ(ω)V 2 = ∆0 and F = 0 one finds for m = 0, 1, . . . [1]
m = 0, (21)
tm =
1
2
D
(
1 + Λ−1
)
Λ−m/2ξm, (22)
ξm =
1− Λ−m−1√
(1− Λ−2m−1)(1− Λ−2m−3) . (23)
The ξm converge rapidly to 1 with increasing m and we may write tm ≈ 12D(1 + Λ−1)Λ−m/2,
so that the IRLM becomes
HIRLM = εd nd + V
(
f †0d+ d
†f0
)
+ Udc(nd − 1/2)(n0 − 1/2)
+
1
2
D(1 + Λ−1)
∞∑
n=0
Λ−n/2
(
f †nfn+1 + f
†
n+1fn
)
. (24)
This Hamiltonian provides a clear separation of the energy scales 1
2
(1+Λ−1)Λ−n/2, n = 1, 2, . . .
in H and allows the diagonalization of the Hamiltonian in a sequence of controlled steps, each
step corresponding to adding an orbital fn, which is a relative perturbation of strength Λ−1/2 <
1, thereby ensuring convergence of the method. This procedure is described in the following two
subsections, where we henceforth restrict ourselves to a constant hybridization with hoppings
tm ≈ 12D(1 + Λ−1)Λ−m/2. The procedure is easily generalized to any hybridization function
∆(ω) with hoppings tm decaying sufficiently fast along the chain.
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Renormalization group transformation
A renormalization group transformation relating effective Hamiltonians on successive energy
scales Λ−n/2 and Λ−(n+1)/2 can be set up as follows. First, HIRLM in (24) is truncated to Hm,
whose lowest scale is Dm = 12D(1 + Λ
−1)Λ−(m−1)/2. In order to look for fixed points, we
define rescaled Hamiltonians H¯m ≡ Hm/Dm such that the lowest energy scale of H¯m is always
of order O(1):
H¯m = Λ
(m−1)/2
[
m−1∑
n=0
Λ−n/2(f †nfn+1+ f
†
n+1fn)+ε˜d nd+V˜(f
†
0d+d
†f0)+U˜dc
(
nd− 1
2
)(
n0− 1
2
)]
(25)
ε˜d =
εd
1
2
D(1 + Λ−1)
, V˜ =
V
1
2
D(1 + Λ−1)
, U˜dc =
Udc
1
2
D(1 + Λ−1)
, (26)
from which we can recover H as
H = lim
m→∞
1
2
D
(
1 + Λ−1
)
Λ−(m−1)/2H¯m . (27)
The sequence of rescaled Hamiltonians H¯m satisfies the recursion relation
H¯m+1 = Λ
1/2H¯m +
(
f †mfm+1 + f
†
m+1fm
)
(28)
and allows a RG transformation T to be defined:
H¯m+1 = T [H¯m] ≡ Λ1/2H¯m +
(
f †mfm+1 + f
†
m+1fm
)
− E¯G,m+1 (29)
with E¯G,m+1 the ground-state energy of H¯m+1. In fact T defined in (29) may not have fixed
points since it relates a Hamiltonian with an even number of orbitals to a Hamiltonian with an
odd number of orbitals. If this happens, thenR = T 2 can be defined as the RG transformation,
and this will have fixed points, a set of even m fixed points and a set of odd m fixed points:
H¯m+2 = R[H¯m] ≡ T 2[H¯m] . (30)
Iterative diagonalization scheme
The transformation R relates effective Hamiltonians Hm = DmH¯m and Hm+1 = Dm+1H¯m+1
on decreasing scales Dm > Dm+1. It can be used to iteratively diagonalize the Anderson
Hamiltonian by the following sequence of steps:
1. the local part
H¯0 = Λ
−1/2
[
ε˜d nd + V˜
(
f †0d+ d
†f0
)
+ U˜dc(nd − 1/2)(n0 − 1/2)
]
, (31)
which contains the many-body interactions, is diagonalized to yield the eigenstates |q〉
(the “zeroth” order step described above and in Sec. 2),
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2. assuming that H¯m has been diagonalized for some m ≥ 0,
H¯m =
∑
q
E¯mq |q〉〈q|
we add a “site” and use Eq. (29) to set up the matrix for H¯m+1 within a product basis
|q, αm+1〉 = |q〉m|αm+1〉 consisting of the eigenstates |q〉m of H¯m and the states of the
next orbital along the chain |αm+1〉 (|0〉 for αm+1 = 1 and |1〉 for αm+1 = 2),
〈q, αm+1|H¯m+1|q′, α′m+1〉 = Λ1/2 δαm+1,α′m+1δq,q′ E¯mq
+ (−1)Ne,q′ m〈q|f †m|q′〉m 〈αm+1|fm+1|α′m+1〉
+ (−1)Ne,q 〈αm+1|f †m+1|α′m+1〉m 〈q|fm|q′〉m , (32)
with Ne,q, Ne,q′ the number of electrons in |q〉 and |q′〉, respectively. This is diagonalized
and the procedure is repeated for the next energy shell as depicted in Fig. 4c. Since
H¯m is already diagonalized, the off-diagonal matrix elements, involving m〈q|f †mσ|q′〉m =
m〈q′|fmσ|q〉†m, can be expressed in terms of the known eigenstates of H¯m by using the
unitary transformation relating product states |q〉m−1|αm〉 to eigenstates |q〉m of H¯m
|q〉m =
∑
r,αm
Um(rαm, q)|q〉m−1|αm〉, (33)
where Um is the matrix of eigenvectors of H¯m.
Equation (33) also shows that the NRG eigenstates have the form of so called matrix
product states (MPS) [33], a feature of NRG shared also by the density matrix renormal-
ization group method (DMRG) for one-dimensional quantum systems [24, 25]. In order
to see this, we introduce the notation Aαmqmqm−1 ≡ Um(qm−1αm, qm) with |qm〉 ≡ |q〉m and
repeatedly apply Eq. (33) to obtain
|qm〉 =
∑
qm−1,αm
Aαmqm−1qm|qm−1〉|αm〉
=
∑
qm−1,αm
Aαmqm−1qm
[ ∑
qm−2αm−1
Aαm−1qm−2qm−1|αm−1〉
]
|αm〉
=
∑
qm0 ,αm0+1...αm
(Aαm0+1 ...Aαm)qm0qm
|αm0+1〉...|αm〉, (34)
where m0 ≥ 0.
3. In order to reduce the size of the matrices that need to be diagonalized, one uses available
symmetries, such as conservation of total electron number, or in models with spin de-
grees of freedom with rotational symmetry, conservation of total spin. For multi-channel
models, such as the three-channel Kondo model, additional symmetries, such as SU(3),
may be used to significantly reduce the numerical effort [34, 35]. The use of symmetries,
beyond the advantage of reducing the computational cost, also improves the accuracy of
the calculations once one starts to neglect high-energy states (see next subsection), since
it avoids the possibility of splitting up degenerate states within a multiplet carrying the
same conserved quantum numbers.
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Truncation
In practice, since the number of many-body states in H¯m grows as 2× 2m+1 for the IRLM and
as 4 × 4m+1 for the Anderson or Kondo models, it is not possible to retain all states after a
given iteration m = m0. Keeping 1024 states results in m0 = 8 for the IRLM and m0 = 3
for the Anderson model. We denote the retained states of H¯m by |k〉m, while the higher-energy
states neglected are denoted by |l〉m, see Fig. 12 in Sec. 5. While only kept states are used to set
up and diagonalize the sequence of Hamiltonians H¯m,m = m0,m0 + 1, ... up to a maximum
chain size of length m = N , we shall see later that the discarded states |l〉m from each iteration
m ≥ m0 prove to be very useful for calculating physical properties.
The truncation of the spectrum of H¯m restricts the range of eigenvalues in Hm = DmH¯m to be
such that 0 ≤ Emq ≤ KDm where K = K(Λ) depends on Λ and the number of states retained.
For 1000 states and Λ = 3, K(Λ) ≈ 10. However, eigenvalues below Dm are only approximate
eigenvalues of the infinite system H , since states with energies below Dm are calculated more
accurately in subsequent iterations m+ 1,m+ 2, . . . . Therefore the part of the spectrum of Hm
that is close to the spectrum of H is restricted to Dm ≤ Emq ≤ K(Λ)Dm. This allows the whole
spectrum of H to be recovered by considering the spectra of the sequence of Hamiltonians Hm,
m = 0, 1, . . . . In this way, the many–body eigenvalues and eigenstates are obtained on all
energy scales. Due to the smallness of the perturbation (of O(Λ−1/2) < 1) in adding an energy
shell to go from Hm to Hm+1, the truncation of the high-energy states turns out, in practice, to
be a very good approximation.
Fixed points
The analysis of fixed points is important to gain a conceptual understanding of the model and
for accurate analytic calculations in the vicinity of a fixed point [2].
From (30), a fixed point H∗ ofR = T 2 is defined by
H∗ = R[H∗]. (35)
Proximity to a fixed point is identified by ranges of m, m1 ≤ m ≤ m2, where the energy levels
E¯mp of H¯m are approximately independent ofm: E¯
m
p ≈ E¯p form1 ≤ m ≤ m2. A typical energy
level flow diagram showing regions of m where the energy levels are approximately constant is
shown in Fig. 5a for the anisotropic Kondo model (AKM) [30]
HAKM =
∑
kσ
εk c
†
kσckσ +
J⊥
2
(
S+f †0↓f0↑ + S
−f †0↑f0↓
)
+
J‖
2
Sz
(
f †0↑f0↑ − f †0↓f0↓
)
. (36)
There is an unstable high-energy fixed point (small m) and a stable low-energy fixed point
(large m). The low-energy spectrum is identical to that of the isotropic Kondo model at the
strong-coupling fixed point J = ∞ in [1] (e.g. the lowest single-particle excitations in Fig. 5a,
η1 = 0.6555, η2 = 1.976 agree with the Λ = 2 results of the isotropic model in [1]). The
crossover from the high-energy to the low-energy fixed point is associated with the Kondo scale
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Fig. 5: (a) The lowest rescaled energy levels of the AKM for J‖ = 0.443 and J⊥ = 0.01. The
states are labeled by conserved pseudospin j and total Sz (adapted from [30]). (b) The flow of
the lowest many-body energy levels of the Anderson model for εd = −U/2, U/pi∆0 = 12.66,
and Λ = 2.5. States are labeled by quantum numbers for total charge Q and total spin S
(adapted from [4, 2]).
TK. Spin-rotational invariance, broken at high energies, is restored below this scale (e.g., the
j = 0 states with Sz = 0 and Sz = ±1 become degenerate below TK and can be classified
by the same total spin S as indicated in Fig. 5a). In Fig. 5b typical energy level flows for
the symmetric Anderson impurity model εd = −U/2 in the strongly correlated Kondo regime
are shown. Here, one sees three fixed points: an unstable free orbital fixed point for m < 10, a
marginal fixed point for 10 < m < 50 corresponding to formation of a local moment interacting
weakly via the antiferromagnetic Kondo exchange with the conduction electrons. In this region,
the effective Hamiltonian is essentially the Kondo model. Finally, for m > 50 there is a flow
to the stable strong-coupling fixed point, characterized by a fixed-point spectrum obtained by
setting J = ∞, i.e., the local spin and local conduction orbital are frozen out. The fixed-point
spectrum is then that of a free electron chain with one site removed, i.e., there is a crossover to an
even m fixed-point spectrum. The freezing out of the local spin implies that inelastic scattering
processes are blocked asm→∞ (T → 0), and one obtains the picture of a renormalized Fermi
liquid at low temperatures.
Analytic calculations can be carried out in the vicinity of these various fixed points by setting
up effective Hamiltonians Heff = H∗ +
∑
λ ωλOλ, where the leading deviations Oλ about H
∗
can be obtained from general symmetry arguments. This allows, for example, thermodynamic
properties to be calculated in a restricted range of temperatures, corresponding to the restricted
range of m where H¯m can be described by a simple effective HamiltonianHeff. In this way Wil-
son could show that the ratio of the impurity susceptibility, χimp, and the impurity contribution
to the linear coefficient of specific heat, γimp, at T = 0, is twice the value of a non-interacting
Fermi liquid: R = 4pi2χimp/3γimp = 2. We refer the reader to the detailed description of
such calculations in [1, 2], and we turn now to the numerical procedure for calculating physical
properties, which can give results at all temperatures, including the crossover regions.
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4 Calculation of physical properties
The ability of the method to yield thermodynamic, dynamic, and transport properties makes
it very useful for interpreting experimental results.4 We shall first describe the calculation of
thermodynamics and dynamics using conventional approaches (without use of the complete
basis set, but including reduced density matrices for dynamics) [2, 7, 8]. In Sec. 5 we shall then
discuss more recent approaches using the complete basis set and full density matrix [12, 10]
(this division, however, is somewhat arbitrary).
Thermodynamics: conventional approach
Suppose we have diagonalized exactly the Hamiltonian for a quantum impurity model such as
the Kondo model and have all the many-body eigenvalues Eq and eigenstates |q〉
H =
∑
q
Eq |q〉〈q| ≡
∑
q
EqXqq . (37)
We can then calculate the partition function
Z(T ) ≡ Tr e−H/kBT =
∑
q
e−Eq/kBT (38)
and hence the thermodynamics via the impurity contribution to the free energy Fimp(T ) =
−kBT lnZ/Zc, where Zc = Tr e−Hc/kBT is the partition function for the non-interacting con-
duction electrons. In the NRG procedure we can only calculate the “shell partition functions”
Zm for the sequence of truncated Hamiltonians Hm
Zm(T ) ≡ Tr e−Hm/kBT =
∑
q
e−E
m
q /kBT =
∑
q
e−DmE¯
m
q /kBT . (39)
We will have Zm(T ) ≈ Z(T ) provided
1. we choose kBT = kBTm  Emmax = DmK(Λ) so that the contribution to the partition
function from excited states Emq > DmK(Λ), not contained in Zm, is negligible, and
2. the truncation error made in replacing H by Hm in equating (38) and (39) is small. This
error has been estimated in [2] to be approximately Λ−1Dm/kBTm.
Combining these two conditions requires that
1
Λ
 kBTm
Dm
 K(Λ). (40)
The choice kBT = kBTm ≈ Dm is reasonable and allows the thermodynamics to be calculated
at a sequence of decreasing temperatures kBTm ∼ Dm, N = 0, 1, . . . from the truncated parti-
tion functions Zm. The procedure yields essentially exact results. For small Λ . 3, the window
4Spatial correlations may also be investigated, see Ref. [36]
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Fig. 6: Temperature dependence of, (a), the impurity entropy, Simp(T ), and, (b), the impurity
specific heat, Cimp(T ), for the symmetric Anderson model with U/∆0 = 12 and ∆0 = 0.001D.
The calculations are for Λ = 4, without z-averaging [nz = 1, z = 1 (dashed lines)], and
with z-averaging [nz = 2, z = 1/4, 3/4 (solid lines)]. For Λ = 4 two z values suffice to
eliminate the discretization oscillations [37]. (c) Impurity susceptibility, χimp(T ), vs T/TK for
the asymmetric Anderson model with the same parameters as above and several values of εd/∆0
with TK for the symmetric model. Broken lines: FDM approach. Solid lines: conventional
approach. Symbols: Bethe ansatz (for selected values of εd/∆0 = −5,−3,−1, 0,+1,+3).
NRG parameters: Λ = 10 with z-averaging [nz = 4, z = 1/8, 1/2, 3/8, 3/4] [38].
for choosing the temperature Tm to satisfy Eq. (40) is small, and typically only one such temper-
ature is used for each shell. For larger Λ 1 one can use many temperatures T im, i = 1, ..., nT
that satisfy the above condition; however, for large Λ = 4 − 10, discretization oscillations
become important [39, 40]. This problem is overcome by averaging the results over several
discretizations of the band, i.e., one carries out several calculations with discretizations of the
band ±D,±DΛ−(1−zk),±DΛ−(2−zk), ... and averages the results for several zk, k = 1, ..., Nz.
Figures 6a and b illustrate this for the entropy and specific heat of the Anderson model. In
this way, the conventional approach can recover essentially exact results for thermodynamics.
Fig. 6c shows a comparison for the impurity static spin susceptibility of the Anderson impurity
model
χimp(T ) =
(gµB)
2
kBT
[
1
Z
Tr (Stotz )
2e−H/kBT − 1
Zc
Tr (Stotz,c )
2e−Hc/kBT
]
to both Bethe-ansatz results and results obtained within the more recent full density matrix ap-
proach to be described below.
Figure 7a illustrates the evolution of the impurity specific heat of the IRLM with increasing dis-
sipation strength α: for α  1 the specific heat curve fits that of an isolated two-level system
C(T ) ∼ (T0/T )2/ cosh2(T0/T ) except at T  T0 where the behavior is linear in T (as ex-
pected for any finite α), while for α→ 1 the specific heat curves approach the universal Kondo
specific heat curve for the isotropic Kondo model. Fig. 7b demonstrates also the very good
agreement of the IRLM results with corresponding Bethe Ansatz calculations for the AKM,
further illustrating the equivalence of these models for thermodynamic properties.
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Fig. 7: (a) Evolution of the impurity specific heat, Cimp(T ), of the IRLM with increasing dissi-
pation strength α, and, (b), Cimp(T )/(T/T0), for the IRLM at several α (symbols) compared to
the corresponding Bethe Ansatz results for the equivalent AKM [31] (lines). The conventional
approach was used for the NRG calculations with Λ = 4 and z-averaging with nz = 8. The low-
energy scale T0 was extracted from the local charge susceptibility of the IRLM and corresponds
to the renormalized tunneling amplitude ∆r of this model, up to factors of order unity.
Dynamics: conventional approach without reduced density matrices
We consider now the application of the NRG method to the calculation of dynamic properties of
quantum impurity models [41,6–8]. For definiteness we consider the Anderson impurity model
and illustrate the procedure for the impurity spectral densityAdσ(ω, T )=− 1pi ImGdσ(ω, T ) with
Gdσ(ω, T ) =
∫ +∞
−∞
d(t− t′) eiω(t−t′)Gdσ(t− t′) (41)
Gdσ(t− t′) = −iθ(t− t′)
〈
[dσ(t), d
†
σ(t
′)]+
〉
%
(42)
with the density matrix % of the system.
Suppose we have all the many-body eigenstates |q〉 and eigenvalues Eq of the Anderson impu-
rity HamiltonianH . Then the density matrix, %(T ), of the full system at temperature kBT =1/β
can be written
%(T ) =
1
Z(T )
∑
q
e−βEq |q〉〈q| , (43)
the impurity Green function can be written in the Lehmann representation as
Gdσ(ω, T ) =
1
Z(T )
∑
q,q′
|〈q|dσ|q′〉|2 e
−Eq/kBT + e−Eq′/kBT
ω − (Eq′ − Eq) (44)
and the corresponding impurity spectral density Adσ as
Adσ(ω, T ) =
1
Z(T )
∑
q,q′
|Mq,q′ |2(e−Eq/kBT + e−Eq′/kBT ) δ(ω − (Eq′ − Eq)) (45)
with Mq,q′ = 〈q|dµ|q′〉.
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Consider first the case T = 0 (T > 0 is described in the next section), then
Adσ(ω, T = 0) =
1
Z(0)
∑
q
|Mq,0|2 δ(ω+(Eq−E0))+ 1
Z(0)
∑
q′
|M0,q′|2 δ(ω−(Eq′−E0), (46)
with E0 = 0 the ground-state energy. In order to evaluate this from the information which
we actually obtain from an iterative diagonalization of H , we consider the impurity spectral
densities corresponding to the sequence of Hamiltonians Hm, m = 0, 1, . . . , N ,
Amdσ(ω, T = 0) =
1
Zm(0)
∑
q
|Mmq,0|2 δ(ω + Emq ) +
1
Zm(0)
∑
q′
|Mm0,q′|2 δ(ω − Emq′ ) . (47)
From the discussion on the spectrum of Hm in the previous section, it follows that the ground-
state excitations of Hm that are representative of the infinite system H are those in the range
Dm ≤ ω ≤ K(Λ)Dm. Lower energy excitations and eigenstates are calculated more accurately
at subsequent iterations, and higher energy excitations are not contained inHm due to the elimi-
nation of the higher energy states at eachm. Hence, for fixedm, we can approximately evaluate
the spectral density at a characteristic frequency ω ≈ ωm ≡ kBTm via
Adσ(ω, T = 0) ≈ Amdσ(ω, T = 0), m = 0, 1, . . . , N. (48)
In making this approximation, we are assuming that the matrix elements Mm0,q′ of the finite-
system Hamiltonian are the same as those of the infinite system M0,q′ . This assumption fails
when an applied field strongly affects the groundstate and low lying excited states, thereby mak-
ing also the matrix elements for the finite-size system Mm0,q′ appreciably different from those of
the infinite system. We shall come back to this point below, when we introduce the reduced
density matrix approach to Green functions [8]. Returning to the calculation of spectral den-
sities, a typical choice for the characteristic frequency to evaluate Adσ(ω, 0) from Amdσ(ω, 0) is
ω = 2ωm for Λ = 2. In this way Adσ(ω, T = 0) can be calculated at a sequence of decreas-
ing frequencies ω = 2ωm,m = 0, 1, . . . , N from the quantities Amdσ. In practice we are not
interested in the discrete spectra Amdσ(ω) =
∑
q w
m
q δ(ω − Emq ) of the Hamiltonians Hm but
in continuous spectra that can be compared with experiment. Smooth spectra can be obtained
from the discrete spectra by replacing the delta functions δ(ω − Emq ) by smooth distributions
Pm(ω − Emq ). A natural choice for the width ηm of Pm is Dm, the characteristic scale for the
energy level structure of Hm. Two commonly used choices for P are the Gaussian and the
Logarithmic Gaussian distributions [7,41,42]. More refined schemes also exist [43,44], as well
as different band discretizations to reduce artifacts close to band edges [45]. A peak of intrinsic
width Γ at frequency Ω0 will be well resolved by the above procedure provided that Ω0  Γ ,
which is the case for the Kondo resonance and other low-energy resonances. In the opposite
case, the low (logarithmic) resolution at higher frequencies may be insufficient to resolve the
intrinsic widths and heights of such peaks. Usually such higher frequency peaks are due to
single-particle processes and can be adequately described by other methods (exceptions include
interaction dominated features in the ohmic two-state system, see below, and in strongly corre-
lated lattice models in high dimensions [16, 46–48]). In both cases, Ω0  Γ and Ω0  Γ , the
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Fig. 8: (a) The impurity spectral density for the symmetric Anderson model for U/∆0 = 12 at
large Λ = 10 showing discretization oscillations for two values of z. Averaging over 8 z-values
yields the smooth curve. (b). Longitudinal spin relaxation function S(ω)/S(0) versus ω/TK for
the isotropic Kondo model, showing that the spin relaxes incoherently.
positions and intensities of such peaks are given correctly. An alternative procedure for obtain-
ing smooth spectra, which in principle resolves finite frequency peaks with the same resolution
as the low-energy peaks, has been proposed in [49] and uses the averaging over several band
discretizations, described above for the thermodynamics. This procedure allows carrying out
calculations for spectral functions at larger Λ. An example is shown in Fig. 8a for the symmetric
Anderson model. As in the thermodynamics, calculations of the dynamics at large Λ  1 ex-
hibit discretization oscillations, see Fig. 8a, which may be eliminated by averaging over several
band discretizations.
How accurate is the NRG for dynamic properties? A good measure of the accuracy of the
procedure is given by the Friedel sum rule, a Fermi liquid relation which states that [26]
Adσ(0) =
1
pi∆0
sin2(pind/2), nd =
∫ 0
−∞
dω Adσ(ω) . (49)
From Fig. 8a we find that pi∆0Adσ(0, 0) = 1 ± 10−3, i.e., the Friedel sum rule is satisfied
to within 0.1% relative error. More important, however, is that this error remains small inde-
pendent of the interaction strength 0 ≤ U ≤ ∞. Two-particle Green functions and response
functions, such as the longitudinal dynamical spin susceptibility χzz = 〈〈Sz;Sz〉〉, and the cor-
responding relaxation function, S(ω) = − 1
pi
χ′′zz(ω)/ω, of the Anderson impurity model and
of the (anisotropic) Kondo model can also be calculated with comparable accuracy to single-
particle spectral functions [30]. The spin relaxation function for the Kondo model is shown in
Fig. 8b and illustrates the statement made in Sec. 2 that the spin excitations of the Kondo model
are drastically renormalized from the bare value of J down to the Kondo scale TK due to the
frictional effects of the environment.
The procedure for calculating finite temperature dynamical quantities, like Adσ(ω, T ), required
as input for calculating transport properties is similar to that for the T = 0 dynamics described
above [7]. The spectral density Adσ(ω, T ) at fixed temperature T is evaluated as above at
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Fig. 9: The Hilbert space of Hm is supplemented with N −m environment degrees of freedom
e = (αm+1, ..., αN) [8].
frequencies ω ≈ 2ωm,m = 0, 1, . . . ,M ≤ N until 2ωM becomes of order kBT , i.e., 2ωM =
αkBT with α ≈ 1. To calculate the spectral density at frequencies ω < kBT a smaller “cluster”
is used. This is done because when kBT is larger than the frequency at which the spectral
density is being evaluated, it is the excited states of order kBT contained in previous clusters
that are important and not the excitations very much below kBT . This approach suffers from
the same criticism as the T = 0 approach above, namely one is using a finite cluster Hm to
approximate Mq′,q ≈ Mmq′,q (and also Z(T ) ≈ Zm(T )). In particular, for ω < kBT , the use
of a small cluster of size M < N does not capture the full information available, a deficiency
that is corrected by the full density matrix approach. Nevertheless, this early approach gives
remarkably good results for finite temperature spectra and transport properties [7].
Dynamics: conventional approach with reduced density matrices
A way of reducing finite-size errors, inherent in the above approach to Green functions, has been
proposed by Hofstetter [8] and further developed within the full density matrix approach. As
mentioned above, there are situations when a small field can strongly polarize the low-energy
states of Hm, thereby strongly affecting the matrix elements Mmq′,q and hence the spectra. For
example, a magnetic field B ≈ TK in the Anderson model is sufficiently strong to polarize the
groundstate such that nd↑ ≈ 1 and nd↓ ≈ 0 at T  TK. In this case, the use of the canonical
density matrix %(T ) ≈ %m(T ) = 1Zm(T )
∑
q e
−βEmq |q〉〈q| in evaluating the spectra on scales
ωm  TK can result in large errors. A solution to this is to use %N(T ) = 1ZN (T )
∑
q |q〉e−βE
N
q 〈q|
for the longest chain diagonalized and to evaluate the Green functions on scales ωm > ωN by
tracing out intermediate degrees of freedom e = (αm+1, ..., αN) in %N . Since the longest chain
HN is close to the infinite system limit, this should provide a better description of the spectra,
particularly at higher frequencies. In order to carry out this procedure, the Hilbert space of each
Hm is extended to that of HN by adding the N − m environment degrees of freedom e, see
Fig. 9. Evaluating the reduced density matrix %redm = Tre [%N ] appearing in Eq. (42) leads to a
Lehmann representation for the spectral density at T = 0
Adσ(ω, T = 0) =
∑
kk′
CNkk′M
N
kk′ δ
(
ω − (ENκ − ENk′ )
)
(50)
CNkk′ =
∑
p
%redpk′M
N
pκ +
∑
p
%redkp M
N
k′p (51)
in place of (46). In Fig. 10 we show a comparison of this approach with results from the
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Fig. 10: Spin-up spectral density A(ω, T = 0) for, (a), the symmetric Anderson model, with
U/∆0 = 10, ∆0 = 0.01 and B = ∆0/10, with and without reduced density matrices (DM-
NRG/NRG) [8], and, (b), for the Kondo model in several magnetic fields B, with and without
reduced density matrices (dashed/solid lines, respectively) [11,50], showing that the low-energy
Kondo resonance is sufficiently well captured in the conventional approach.
previous approach for the Anderson and Kondo models in a magnetic field. A field-induced re-
arrangement of spectral weight at ω ≈ εd, εd+U is well captured by the reduced density matrix
approach (Fig. 10a). The low-energy Kondo resonance is less subject to finite size corrections,
since this part of the spectrum is already calculated from sufficiently long chains, such that the
corrections in using reduced density matrices are small (Fig. 10b).
Transport properties
The transport properties of quantum impurity models require knowledge of both the frequency
and temperature dependence of the impurity spectral density, a topic that was addressed above.
The linear-response conductance G(T ) and thermopower S(T ) through a quantum dot de-
scribed by the Anderson model are given by the following expressions
G(T ) =
e2
h
∫
dω
(
−∂f
∂ω
) ∑
σ
Tσ(ω, T,B) , (52)
S(T ) = − 1|e|T
∫
dω ω (−∂f/∂ω)∑σ Tσ(ω)∫
dω (−∂f/∂ω)∑σ Tσ(ω) , (53)
where the transmission function Tσ(ω, T ) through a quantum dot symmetrically coupled to left
and right leads is related to Adσ(ω, T ) via
Tσ(ω, T ) = 2pi∆0Adσ(ωT ) .
Note that the discrete form of the spectral function may be directly substituted into the expres-
sions for G(T ) and S(T ) above without the necessity of broadening [51]. For the conductance,
this leads to
G(T ) =
γβ
Z
∑
σ
∑
m,n
|Mσmn|2
1
eβEm + eβEn
, (54)
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Fig. 11: (a) Linear conductance G(T ) versus T/TK for U/∆0 = 16 and several values of
εd = −U/2, 0, +U/2 using the approach of Yoshida et al. [51]. The resistivity of a Kondo
impurity ρ(T ) is similar to G(T ) for the εd = −U/2 curve. NRG parameters were for Λ = 4,
nz = 2 [52]. (b). Thermopower of a negative U = −16∆0 quantum dot, exhibiting a large
enhancement for gate voltages Vg ≥ TK [53] (calculated within the full density matrix approach
to spectral functions).
with γ = 2pi∆0 e
2
h
. Results for the temperature dependence of the conductance of the Anderson
model using this procedure are shown in Fig. 11a. Thermoelectric properties have also been
investigated for quantum dots with repulsive onsite Coulomb interactions [54] and for attractive
onsite interactions [53]. The latter provide a mechanism for enhancing thermopower, as shown
in Fig. 11b. The method gives uniformly accurate results at high and low temperatures, as well
as correctly describing the crossover region T ≈ TK (detailed comparisons of the resistivity of
dilute magnetic impurities with known results at high and low temperature can be found in [7]).
These calculations, as well as similar resistivity calculations for dilute impurities, provide a
quantitative interpretation of experiments for S = 1/2 realizations of the Kondo effect. They
have also been extended using the full density matrix approach to describe the resistivity and
dephasing rates of real Fe impurities in Au and Ag by using a 3-channel Kondo model [35,55].
5 Complete basis set and full density matrix
We noted in Sec. 3 that at each m, the states generated, denoted |qm〉, are partitioned into
the lowest-energy retained states, denoted |km〉, and the high-energy eliminated (or discarded)
states, |lm〉. In order to avoid an exponential increase in the dimension of the Hilbert space, only
the former are used to set up and diagonalize the Hamiltonian for the next iteration m+ 1. The
eliminated states, while not used in the iterative NRG procedure, may be used to set up a com-
plete orthonormal basis set [12]. This complete basis set is very powerful and allows evaluating
correlation functions 〈A(t)B(0)〉, transient quantities, and even thermodynamic expressions in
an unambiguous way, avoiding any possible double counting of excitations. Eliminated states
from different iterations have no overlap, see Fig. 12, in contrast to the retained states. Hence,
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Fig. 12: For iterations m < m0 all states are kept, while for m ≥ m0 only the lowest 1000 or
so states generated are used to set up the Hamiltonian for the next iteration m + 1 (adapted
from [57]).
using the latter to carry out calculations of physical quantities restricts one to using excitations
from a single shell only. However, for finite-temperature Green functions and non-equilibrium
quantities, multiple-shell contributions become important [56], and the complete basis set offers
a way to evaluate these quantities [12].
The complete basis set is defined by the product states |lem〉 = |lm〉|e〉,m = m0, . . . , N ,
where m0 is the first iteration at which truncation occurs, and |e〉 = |αm+1〉|αm+2〉 . . . |αN〉 are
environment states at iteration m such that the product states |lem〉, for each m = m0,m0 +
1, . . . , N , reside in the same Fock space (that of the largest system diagonalized, m = N ). By
“e” we shall henceforth denote the collection e = {αm+1...αN}. The eliminated states satisfy
the completeness relation [12, 58]
N∑
m=m0
∑
le
|lem〉〈lem| = 1, (55)
where for m = N all states are counted as discarded (i.e., there are no kept states at iteration
m = N ). We shall also use the following representations of this relation [12, 58]
1 = 1−m + 1
+
m, (56)
1−m =
m∑
m′=m0
∑
l′e′
|l′e′m′〉〈l′e′m′| (57)
1+m =
N∑
m′=m+1
∑
l′e′
|l′e′m′〉〈l′e′m′| =
∑
ke
|kem〉〈 kem| . (58)
By using the complete basis set, we can construct the full density matrix FDM [10, 59]
ρ =
1
Z(T )
N∑
m=m0
∑
le
e−βE
m
l |lem〉〈lem|, Tr ρ = 1⇒ (59)
Z(T ) =
N∑
m=m0
4N−m
∑
l
e−βE
m
l ≡
N∑
m=m0
4N−mZm(T ) (60)
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where Z(T ) is the partition function made up of the complete spectrum, i.e., it contains the
eliminated states from all Hm, m = m0,m0 + 1, ..., N . Consequently, it can be used to evaluate
the impurity thermodynamics at arbitrary temperatures.
Consider the following density matrix for the m-th shell (defined, however, in the Hilbert space
of HN ),
ρ˜m =
∑
le
|lem〉e
−βEml
Z˜m
〈lem| . (61)
Normalization Tr [ρ˜m] = 1 implies that
1 =
∑
l
e−βE
m
l
Z˜m
4N−m = 4N−m
Zm
Z˜m
, (62)
where Zm =
∑
l e
−βEml . Then the FDM can be written as a sum of weighted density matrices
for shells m = m0, . . . , N
ρ =
N∑
m=m0
wmρ˜m (63)
wm = 4
N−m Zm
Z
;
N∑
m=m0
wm = 1 (64)
Application to thermodynamics
Substituting ρ =
∑
mwmρ˜m into the expression for the thermodynamic average 〈Oˆ〉 of a local
observable of the impurity (e.g., nd or nd↑nd↓) and making use of the decomposition of unity
Eq. (55), we have
〈Oˆ〉ρ = Tr
[
ρOˆ
]
=
∑
l′e′m′
〈
l′e′m′
∣∣∣∣∣Oˆ∑
lem
wm
∣∣∣∣∣ lem
〉
e−βE
m
l
Z˜m
〈lem|l′e′m′〉
=
∑
lem
Omll wm
e−βE
m
l
Z˜m
=
∑
lm
4N−mwmOmll
e−βE
m
l
4N−mZm
=
N∑
m=m0,l
wmO
m
ll
e−βE
m
l
Zm
, (65)
where orthonormality 〈lem|l′e′m′〉 = δll′δee′δmm′ , and the trace over the N −m environment
degrees of freedom
∑
lem · · · =
∑
lm 4
N−m . . . has been used, andOmll = 〈lm|Oˆ|lm〉. For other
observables, such as the specific heat or the susceptibility, one requires a similar calculation for
the conduction band contribution 〈Oˆ〉ρ0 , with ρ0 the FDM of the non-interacting band. The
impurity contribution is then obtained as Oimp = 〈Oˆ〉ρ − 〈Oˆ〉ρ0 .
For each temperature T and shell m, we require wm(T ) and the factor Bml (T ) = e
−βEml /Zm
where Zm =
∑
l e
−βEml . Numerical problems due to large exponentials are avoided by calcu-
lating Bml (T ) = e
−β(Eml −Em0 )/Z ′m where Z
′
m = e
βEm0 Zm and Em0 is the lowest discarded energy
for shell m. Figure 13 shows results for the double occupancy of the Anderson model obtained
within the FDM approach and comparisons with the conventional approach of Sec. 4.
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Fig. 13: Double occupancy Docc =
〈nd↑nd↓〉 as a function of temperature
T/TK for, (a), the symmetric Ander-
son model at different U/∆0, and, (b),
for the asymmetric Anderson model at
U/∆0 = 12 and increasing values of
εd/∆0 = −5,−3,−1, 0,+1,+3,+5.
FDM (solid lines), conventional ap-
proach (symbols). Λ = 10 with z-
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3/4] [38].
Application to dynamics
We consider a general fermionic/bosonic (s = ±1) retarded Green function
GAB(t) = −iθ(t)〈[A(t), B]s〉 ≡ −iθ(t) Tr [ρ(A(t)B + sBA(t))]
= −iθ(t) [CA(t)B + sCBA(t)] , (66)
where A and B are fermionic/bosonic operators, e.g., for the d-level Green function of our
quantum dot A = dσ and B = d†σ. The trace is evaluated using the complete basis set. We
outline the derivation of CA(t)B, with the expression for CBA(t) obtained in a similar manner.
We have
CA(t)B = Tr [ρA(t)B] =
∑
lem
〈lem|eiHtAe−iHtBρ|lem〉
=
∑
lem
∑
l′e′m′
〈lem|eiHtAe−iHt|l′e′m′〉〈l′e′m′|Bρ|lem〉 , (67)
which consists of three contributions with m′ = m, m′ > m and m′ < m. Consider the first
contribution (m′ = m), denoted by C(i)A(t)B. Using the NRG approximation e
−iHt |l′e′m〉 ≈
e−iHmt |l′e′m〉 = e−iEml′ t |l′e′m〉 and 〈lem|A|l′e′m〉 = δee′〈lm|A|l′m〉 = δee′Amll′ , we have
C
(i)
A(t)B =
∑
lm
∑
l′
e−i(E
m
l′ −Eml )tAmll′
∑
e
〈l′em|Bρ|lem〉︸ ︷︷ ︸
(Bρ)m
l′e,le
.
Inserting the FDM expression ρ =
∑
mwmρ˜m into (Bρ)
m
l′e,le yields∑
e
(Bρ)ml′e,le = B
m
l′lwme
−βEml /Zm ,
hence we have
C
(i)
A(t)B =
∑
m
wm
Zm
∑
l
∑
l′
e−i(E
m
l′ −Eml )tAmll′B
m
l′le
−βEml . (68)
The off-diagonal contributions with m′ > m and m′ < m in Eq. (67), which we label by C(ii)A(t)B
and C(iii)A(t)B, may be put into diagonal form by using 1
+
m =
∑N
m′=m+1
∑
l′e′ |l′e′m′〉〈l′e′m′| =
5.28 T.A. Costi
∑
ke |kem〉〈 kem| [Eq. (58)], thereby introducing kept states at iteration m (or m′) in place of
discarded states at iterations m′ > m (or m > m′),
C
(ii)
A(t)B =
∑
l′e′m′>m
∑
lem
〈lem|eiHtAe−iHt|l′e′m′〉〈l′e′m′|Bρ|lem〉
=
∑
lem
∑
ke′
〈lem|eiHtAe−iHt|ke′m〉〈ke′m|Bρ|lem〉
≈
∑
lm
∑
k
e−i(E
m
k −Eml )tAmlk
∑
e
(Bρ)mke,le
=
∑
lm
∑
k
e−i(E
m
k −Eml )tAmlkB
m
kle
−βEml wm
Zm
(69)
C
(iii)
A(t)B =
∑
lem>m′
∑
l′e′m′
〈lem|eiHtAe−iHt|l′e′m′〉〈l′e′m′|Bρ|lem〉
=
∑
l′e′m′
∑
ke′
〈l′e′m′|Bρ|ke′m〉〈ke′m|eiHtAe−iHt|l′e′m′〉
≈
∑
l′m′
(Bρ)l′e′,ke′e
−i(Em′
l′ −Em
′
k )tAm
′
kl′ (70)
where the NRG approximation has been used together with
∑
e(Bρ)
m
ke,le = B
m
kle
−βEml wm
Zm
. It is
also easy to show that [54],
Tre
[
(Bρ)mle,ke
] ≡∑
e
(Bρ)mle,ke =
∑
k′
Bmlk′
∑
e
〈k′em|ρ|kem〉︸ ︷︷ ︸
Rmred(k
′,k)
(71)
where Rmred(k
′, k) is the reduced density matrix obtained from the FDM ρ by tracing out the
degrees of freedom e = (αm+1, ..., αN) [10, 54], hence the contribution C
(iii)
A(t)B may be written
as
C
(iii)
A(t)B =
∑
lm
(Bρ)le,kee
−i(Eml −Emk )tAmkl =
∑
lkk′m
e−i(E
m
l −Emk )tAmklB
m
lk′R
m
red(k
′, k), (72)
and
CA(t)B = C
(i)
A(t)B + C
(ii)
A(t)B + C
(iii)
A(t)B =
∑
m
wm
Zm
∑
ll′
e−i(E
m
l′ −Eml )tAmll′B
m
l′le
−βEml
+
∑
m
wm
Zm
∑
lk
e−i(E
m
k −Eml )tAmlkB
m
kle
−βEml
+
∑
m
∑
lkk′
e−i(E
m
l −Emk )tAmklB
m
lk′R
m
red(k
′, k) .
(73)
Similar arguments lead to an expression for CBA(t) (exercise),
CBA(t) = C
(i)
BA(t) + C
(ii)
BA(t) + C
(iii)
BA(t) =
∑
m
wm
Zm
∑
ll′
e−i(E
m
l′ −Eml )tAmll′B
m
l′le
−βEm
l′
+
∑
m
wm
Zm
∑
lk
e−i(E
m
l −Emk )tAmklB
m
lke
−βEml
+
∑
m
∑
lkk′
e−i(E
m
k −Eml )tAmlkB
m
k′lR
m
red(k, k
′) .
(74)
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Fourier transforming −iθ(t)(CA(t)B + sCBA(t)) using
∫ +∞
−∞
−iθ(t)e−i(Eq′−Eq)ei(ω+iδ) = 1/(ω + iδ − (Eq′ − Eq)) (75)
finally yields the Green function
GAB(ω + iδ) =
N∑
m=m0
wm
Zm
∑
ll′
Amll′B
m
l′l
e−βE
m
l + se−βE
m
l′
ω + iδ − (Eml′ − Eml )
+
N−1∑
m=m0
wm
Zm
∑
lk
AmlkB
m
kl
e−βE
m
l
ω + iδ − (Emk − Eml )
+ s
N−1∑
m=m0
wm
Zm
∑
lk
AmklB
m
lk
e−βE
m
l
ω + iδ − (Eml − Emk )
+
N−1∑
m=m0
∑
lkk′
AmklB
m
lk′
Rmred(k
′, k)
ω + iδ − (Eml − Emk )
+ s
N−1∑
m=m0
∑
lkk′
AmlkB
m
k′l
Rmred(k, k
′)
ω + iδ − (Emk − Eml )
.
(76)
The reduced density matrices appearing in Eq. (76) can be evaluated efficiently at all tempera-
tures in a recursive manner [10]. The use of the complete basis set to calculate finite-temperature
Green functions ensures that the spectral sum rule
∫
dω Aσ(ω, T ) = 1 holds as an identity [10].
Furthermore, calculations at ω < T may be carried out without the need to restrict to a smaller
cluster M < N , as was the case with the approach described in Sec. 4. Fig. 14 shows the
spectral function of the negative-U Anderson model calculated from Eq. (76) at several temper-
atures.
For an application of this approach to thermoelectric properties of quantum dots see Ref. [54],
and for a recent application to the magnetoresistivity and dephasing rate of multi-channel Kondo
models see Ref. [35].
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6 Recent developments:
TDNRG and multiorbital Kondo physics
The NRG has proved to be a reliable method for dealing with equilibrium properties of strongly
correlated quantum impurity systems. Nevertheless, the method is still under development. In
this section, we describe two areas where significant progress has been made but where further
work is needed. The first is in the transient response of a quantum impurity following either
a quantum quench, a pulse of finite duration, or a periodic train of pulses [12, 56, 58, 60, 61].
This is relevant, for example, in many pump-probe experiments [62, 63]. The second area
is in developing ways to deal with real quantum impurities in metals or on surfaces, such as
impurities with partially filled d- or f -levels, in which multiple channels (or bands) of the host
may couple to the impurity.
Time-dependent NRG (TDNRG)
We are interested in the dynamics of a local observable Oˆ following a quantum quench in which
one or more system parameters of H change suddenly at t = 0. Thus, the time-dependence of
H is described by H(t) = θ(−t)H i + θ(t)Hf , with H i and Hf being time-independent initial
(t < 0) and final state (t > 0) Hamiltonians, respectively [56]. The time evolution of Oˆ at t > 0
is then given by O(t) = Tr
[
ρ(t)Oˆ
]
where ρ(t) = e−iHf tρ eiHf t is the time-evolved density
matrix and ρ = e−βHi/Tr [ρ] is the density matrix of the initial state at inverse temperature β.
In terms of the complete basis set, we have
O(t) = Tr
[
e−iH
f tρ eiH
f tOˆ
]
=
N∑
m=m0
∑
le
f〈lem|e−iHf tρ eiHf tOˆ|lem〉f
=
N∑
mm′=m0
∑
lel′e′
f〈lem|e−iHf tρ eiHf t|l′e′m′〉f f〈l′e′m′|Oˆ|lem〉f .
(77)
Making use of 1+m =
∑N
m′=m+1
∑
l′e′ |l′e′m′〉〈l′e′m′| =
∑
ke |kem〉〈 kem| [Eq. (58)], allows us
to write [12]
O(t) =
N∑
m=m0
∑
rs/∈KK′
∑
e
f〈sem|e−iHf tρ eiHf t|rem〉f f〈rem|Oˆ|sem〉f
≈
N∑
m=m0
∑
rs/∈KK′
∑
e
f〈sem|e−iH
f
mtρ eiH
f
mt|rem〉f f〈rem|Oˆ|sem〉f
=
N∑
m=m0
∑
rs/∈KK′
(∑
e
f〈sem|ρ|rem〉f
)
e−i(E
m
s −Emr )tOmrs
=
N∑
m=m0
∑
rs/∈KK′
ρi→fsr (m)e
−i(Ems −Emr )tOmrs , (78)
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in which r and s may not both be kept states, Omrs = f〈lem|Oˆ|rem〉f are the final state matrix
elements of Oˆ, which are independent of e, the NRG approximation
Hf |rem〉 ≈ Hfm|rem〉 = Emr |rem〉, (79)
is adopted [in the second line of Eq. (78)], and ρi→fsr (m) =
∑
e f〈sem|ρ|rem〉f represents the
reduced density matrix of the initial state projected onto the basis of final states (henceforth
called the projected density matrix). The latter has been evaluated for the special choice of a
density matrix defined on the longest Wilson chain
ρ =
∑
l
|lN〉i e
−βENl
ZN
i〈lN |, (80)
withZN =
∑
l e
−βENl , in which only the discarded states of the last NRG iteration enter [12,58].
More recently, the projected density matrix has been evaluated for a general initial density
matrix, given by the full density matrix of the initial state [60]. This allows calculations to be
carried out at arbitrary finite temperature. While the short-time limit O(t→ 0†) in the TDNRG
recovers the exact thermodynamic value Oi = Tr [ρO] in the initial state, the long-time limit
suffers from an error of a few percent. In addition, significant noise is observed at intermediate
tΓ & 1 to long times tΓ  1. Attempts to further improve the method may be found in
Ref. [60] and references therein. A generalization of the single-quench TDNRG formalism to
multiple quenches, allowing applications to systems subject to general pulses or periodic driving
fields, may be found in Ref. [61]. Figure 15 shows results for the quantity P (t) = 〈σz(t)〉 of
the ohmic spin boson model (calculated via the IRLM using the equivalence between models
discussed earlier). The aforementioned error of a few percent in the long time limit is evident
in the case α = 1/2, whose exact result is P (t) = e−2Γt. This is likely due to the finite heat
capacity of the logarithmically discretized bath, which implies that the energy change following
a quench cannot be fully dissipated into such a bath [64].
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Multi-orbital and multi-channel Kondo models
The Anderson impurity model is a starting point for describing many different systems, from
the classic examples of transition-metal magnetic impurities such as Fe or Mn in non-magnetic
metals such as Au, to rare-earth magnetic impurities in non-magnetic metals, such as Ce in
LaAl2 [26] or magnetic ions such as Co, Fe and Ti adsorbed on surfaces of non-magnetic met-
als such as Cu or Cu2N/Cu (where the Cu2N monolayer reduces the hybridization V to the
substrate [66]). Of course, the relevant correlated orbitals in these systems are not the non-
degenerate “s-levels” as in (3), but would be the 5-fold or 7-fold degenerate partially filled d-
or f -orbitals in the case of transition metal or rare earth metal impurities, respectively. Further-
more, electrons in these partially filled shells would be subject to Coulomb, Hund’s exchange,
spin-orbit and crystal-field interactions, often leading to non-degenerate low-energy multiplets.
In addition, these low-energy multiplets would hybridize with conduction channels of appropri-
ate symmetry, and in general with many channels, not just one as in (3). Such a non-degenerate
multi-channel Anderson model capable of describing a real transition-metal impurity would
then look more complicated than Eq. (3), e.g., the following model (but still neglecting spin-
orbit and crystal field interactions),
H =
∑
mσ
εdm nmσ +
U
2
∑
mσ
nmσnm−σ +
U ′
2
∑
m6=m′σ
nmσnm′−σ +
U ′ − J
2
∑
m6=m′σ
nmσnm′σ
− J
2
∑
m6=m′σ
d†mσdm−σd
†
m′−σdm′σ −
J ′
2
∑
m6=m′σ
d†mσd
†
m−σdm′−σdm′σ
+
∑
kmσ
kmσ c
†
kmσckmσ +
∑
kmσ
Vkmσ(c
†
kmσdmσ + h.c.)
would be closer to describing a real transition-metal impurity such as Mn in Cu. Despite its
apparent complexity, this model, just like its simpler counterpart in Eq. (3), has the same gen-
eral structure as Eq. (2) describing a general quantum impurity model, namely all many-body
interactions (U,U ′, J, J ′) are contained in a local part Himp, while the multi-channel bath Hbath
represents non-interacting electrons coupling via a one-body hybridization to Himp. While the
NRG can be applied to such multi-channel models, for Nc-channels the Hilbert space grows
as 4Nc instead of 4 as for a single channel. The fraction of states that can be retained at each
iteration is correspondingly smaller (1/4Nc) than for a single channel (1/4), making accurate
calculations difficult, particularly for dynamical quantities. While implementing all available
symmetries (U(1), SU(2), SU(3), parity etc.), in order to increase the fraction of states that can
be retained at each iteration, will help, such symmetries are not always present. At present,
reliable NRG calculations for dynamics can be carried out for three-channel models [35]. It
should be emphasized that the difficulty is with the number of channels that couple to the
impurity, not the complexity or number of orbitals on the impurity. Thus, while resistivity
calculations for three-channel fully screened Kondo models, such as those shown in Fig. 16a,
are demanding and require full use of all available symmetries, it is relatively straightforward
to deal with underscreened Kondo models [67] with high spin values, as shown in Fig. 16b
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S = 1/2 case) from Ref. [65].
for the resistivity curves for the single-channel underscreened Kondo model [65, 68]. Increas-
ing the number of channels to five would be a significant development, allowing many inter-
esting realistic systems to be investigated with NRG in combination with ab-initio methods
to extract the relevant model parameters [55, 69, 70]. We mention here one recent proposal
for achieving this, which, however, has so far only been benchmarked on a three-channel
model [71]. As in the single-band case, we rewrite the above model in linear-chain form
with Hbath =
∑Nc
m=1
∑
kσ kmσ c
†
kmσckmσ →
∑Nc
m=1
∑∞
n=0
∑
σ tmn(f
†
mnσfmn+1σ +H.c.), where
tmn ∼ DmΛ−n/2,m = 1, ..., Nc for Nc channels with half-bandwidths Dm. If all chan-
nels have the same half-bandwidth Dm = D,m = 1, ..., Nc, the hoppings within a shell
tmn,m = 1, ..., Nc are constant, one has to add all orbitals fmn+1σ,m = 1, ..., Nc of the next
shell n + 1 in going from Hn to Hn+1 in the NRG procedure of Sec. 3 before truncating the
spectrum of Hn+1, hence leading to the above growth of the Hilbert space at each iteration.
Choosing band-widths Dm with D1 > D2 > ... > DNc , as suggested in Ref. [71], leads to
an energy scale separation of the orbitals within each shell, i.e., tmn ∼ DmΛ−n/2 for fixed n
decrease with m = 1, ..., Nc. This allows adding the orbitals fmn+1σ,m = 1, ..., Nc of a given
shell sequentially while simultaneously truncating the spectrum after each orbital is added. The
calculation then resembles a single-channel calculation. The above energy scale separation is
guaranteed provided Dm/Dm+1 = 1/g = Λ−1/2Nc , implying tm+1n/tmn = g < 1. Since the
hoppings in this approach decrease by a factor Λ−1/2Nc , a larger Λ will be required to obtain the
same accuracy as a single-channel calculation. In this way, the authors obtained accurate results
for three-channel and three-impurity models.
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7 Summary
Wilson’s non-perturbative NRG transformation for the Kondo model has become a powerful
tool for the study of quantum impurity models in general. It gives information on the many-
body eigenvalues and eigenstates of such models on all energy scales and thereby allows the
direct calculation of their thermodynamic, dynamic, and transport properties. Recently, it has
been further developed to yield the transient response of these systems to a sudden perturba-
tion (a quantum quench) [12], the time-dependent NRG (TDNRG). Extensions of the TDNRG
to general pulses using multiple quenches have also been made [60, 61]. The NRG also has
potential to give information on the non-equilibrium steady-state transport through correlated
impurity systems such as quantum dots. Recent work tries to construct a non-equilibrium den-
sity matrix for such systems by using the TDNRG to time-evolve from a known initial density
matrix [72].
The method has been extended in new directions, such as to models with bosonic baths to
study spin-boson models [27] and the interplay of correlations and phonon effects in Anderson-
Holstein models [73]. It has also been used successfully to make progress on understanding the
Mott transition, heavy fermion behavior, and other phenomena in correlated lattice systems [42,
74–76]. There is room for further improvement and extensions of the method both technically
and in the investigation of more complex systems such as multi-impurity and multi-channel
models [35, 71, 77].
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Appendices
A Logarithmic discretization approximation
The approximation
Hc =
∫ +1
−1
dε ε c†εσcεσ ≈
∞∑
n=0
(
ε−n c
†
−nσc−nσ + ε+n c
†
+nσc+nσ
)
(81)
used to replace the continuum band by the discrete one can be analyzed by introducing a com-
plete orthonormal basis set of states for the conduction electrons in each interval±[Λ−(n+1), Λ−n]
using the following wavefunctions
ψ±np(ε) =
{
Λn/2
(1−Λ−1)1/2 e
±iωnpε for Λ−(n+1) < ±ε < Λ−n
0 otherwise
(82)
Here p is a Fourier harmonic index and ωn = 2piΛn/(1 − Λ−1). The operators cεσ can be
expanded in terms of a complete set of new operators anpσ, bnpσ labeled by the interval n and
the harmonic index p
cεσ =
∑
np
[
anpσ ψ
+
np(ε) + bnpσ ψ
−
np(ε)
]
. (83)
In terms of these operators, the Kondo Hamiltonian becomes
HKM =
1
2
(
1 + Λ−1
)∑
np
Λ−n
(
a†npσanpσ − b†npσbnpσ
)
+
(1− Λ−1)
2pii
∑
n
∑
p6=p′
Λ−n
(
a†npσanp′σ − b†npσbnp′σ
)
e
2pii(p−p′)
1−Λ−1
+ J
∑
σσ′
f †0σ ~σσσ′ f0σ′ · ~S , (84)
where in terms of the new operators, f0σ = 1√2
∫ +1
−1 dε cεσ contains only p = 0 states:
f0σ =
1√
2
∫ +1
−1
dε cεσ =
[
1
2
(1− Λ−1)
]1/2 ∞∑
n=0
Λ−n/2 (an0σ + bn0σ) . (85)
We notice that only the p = 0 harmonic appears in the local Wannier state. This is a conse-
quence of the assumption that the Kondo exchange is independent of k. Hence the conduction
electron orbitals anp, bnp for p 6= 0 only couple to the impurity spin indirectly via their cou-
pling to the an0, bn0 in the second term of Eq. (84). This coupling is weak, being proportional
to (1 − Λ−1), and vanishes in the continuum limit Λ −→ 1, so these states may be expected
to contribute little to the impurity properties compared to the p = 0 states. This is indeed the
case as shown by explicit calculations in [1, 2]. The logarithmic discretization approximation
consists of neglecting conduction electron states with p 6= 0, resulting in Hc given by Eq. (81)
with c+nσ ≡ an,0σ and c−nσ ≡ bn,0σ and a discrete Kondo Hamiltonian given by Eq. (10).
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B Lanczos procedure
Neglecting spin indices, the conduction electron operator is
Hc =
∑
k
εk c
†
kck .
The Lanczos algorithm for tridiagonalizing this operator by repeated action on the normalized
conduction electron Wannier state |0〉 = 1√
N
∑
k c
†
k|vac〉, with |vac〉 the vacuum state and N
the number of sites in the crystal, is
|1〉 = 1
t0
(
Hc|0〉 − |0〉〈0|Hc|0〉
)
(86)
|n+ 1〉 = 1
tn
(
Hc|n〉 − |n〉〈n|Hc|n〉 − |n− 1〉〈n− 1|Hc|n〉
)
(87)
yielding
Hc =
∞∑
n=0
n f
†
nfn + tn
(
f †nfn+1 +H.c.
)
, (88)
where the site energies are given by n = 〈n|Hc|n〉 and the hoppings tn are obtained as normal-
izations from Eqs. (86)-(87).
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1 Introduction
The lecture notes in this Autumn School describe many quantum impurity problems of current
interest in connection with the physics of strongly correlated electrons, as well as some of the
techniques that have been devised to solve these problems. One such technique that has histor-
ically been very influential in the understanding of quantum impurity systems is the numerical
renormalization group (NRG) method [1–3]. The NRG remains very important for the study of
a variety of topical issues (see, e.g., the lecture notes by T. Costi [4]).
The NRG method was developed to provide a robust account of the low-energy properties of
Hamiltonians describing the coupling of a local dynamical degree of freedom (a spin or a lo-
calized electronic level) to a gapless band of delocalized electrons. These lecture notes focus
on extensions of the NRG to treat quantum impurity problems that involve bosonic degrees of
freedom. We will consider three classes of problem of increasing complexity:
1. Local-bosonic models in which a localized degree of freedom couples not only to band
fermions but also to one or more discrete bosonic modes, each representing perhaps an
optical phonon mode or a monochromatic light source. Such models arise, for example,
in the description of single-molecule devices in which the molecular charge couples to a
localized vibration.
2. Pure-bosonic models in which the impurity couples to an environment of dispersive
bosonic excitations that acts as a source of decoherence on the impurity degrees of free-
dom. The canonical example of such a problem is the spin-boson model [5, 6].
3. Bose-Fermi models that couple an impurity both to band fermions and to dispersive
bosons, the latter representing, e.g., acoustic phonons or some effective magnetic fluctu-
ations. Such models, which describe not only the key physics of certain nanodevices but
also form approximate descriptions of heavy-fermion systems, manifest the phenomenon
of critical Kondo destruction.
In each of these cases, it proves possible to preserve the essential strategy of the NRG approach
of introducing an artificial separation of energy scales that allows the Hamiltonian to be solved
iteratively to provide controlled approximations to physical quantities at a sequence of energy
scales extending arbitrarily close to zero. However, the presence of bosons imposes greater
computational challenges since the Fock space of the problem is of infinite dimension even in
the atomic limit where one neglects the energy dispersion of the environmental excitations. As a
result, state truncation plays a greater role than in conventional NRG calculations and it proves
to be very important to make an appropriate choice of bosonic basis states.
The sections that follow treat in turn the three classes of problem identified above. For each
class, a representative model is introduced and physically motivated. The extension of the
conventional (pure-fermionic) NRG method to solve this problem is described and illustrative
results are presented.
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2 NRG with local bosons
2.1 The Anderson-Holstein model
The Anderson-Holstein model has been studied since the 1970s in connection with mixed
valence [7–10], negative-U centers in superconductors [11–13], and most recently, single-
molecule devices [14–16]. Its Hamiltonian is HAH = HA +HLB, where [17]
HA = εdnd + Und↑nd↓ +
∑
k,σ
εk c
†
kσckσ +
1√
Nk
∑
k,σ
Vk
(
d†σckσ + H.c.
)
(1)
describes the standard Anderson impurity model [18] in which dσ annihilates an electron of spin
z component σ = ±1
2
(or σ = ↑, ↓) and energy εd in the impurity level, nd = nd↑ + nd↓ (with
ndσ = d
†
σdσ) is the total impurity occupancy, and U > 0 is the Coulomb repulsion between
two electrons in the impurity level. Vk is the hybridization matrix element between the impurity
and a conduction-band state of energy εk annihilated by fermionic operator ckσ, while Nk is
the number of unit cells in the host metal and, hence, the number of inequivalent k values. The
local boson Hamiltonian term
HLB = ω0 b
†b+ λ(nd − 1)(b+ b†). (2)
describes the linear coupling of the impurity occupancy to the displacement of a local bosonic
mode of frequency ω0. Without loss of generality, we can take the electron-boson coupling λ to
be real and non-negative.
The conduction-band dispersion εk and the hybridization Vk affect the impurity degrees of
freedom only through the hybridization function ∆(ε) ≡ (pi/Nk)
∑
k V
2
k δ(ε− εk). To focus on
universal physics of the model, we assume a featureless form
∆(ε) = ∆Θ(D − |ε|), (3)
where D is the half-bandwidth and Θ(x) is the Heaviside step function.
In the case ∆ = 0 of an isolated impurity, the impurity occupancy nd is fixed, and it is possible
to eliminate the electron-boson coupling (the second term inHLB) fromHAH via the substitution
b→ b˜ = b+ (λ/ω0)(nd − 1), which maps the Anderson-Holstein model to an Anderson model
plus a free boson mode: HAH = H˜A + ω0 b˜†b˜, where H˜A is identical to HA apart from the
replacement of the level energy εd and the Coulomb repulsion U by
ε˜d = εd + ωp, U˜ = U − 2ωp, where ωp = λ2/ω0 (4)
is called the polaron energy in the context of electron-phonon coupling. The physical content
of Eq. (4) is that HLB describes a quantum harmonic oscillator displaced by a constant force
proportional to λ(nd − 1). For nd 6= 1, the ground state of the displaced oscillator is a coherent
state of energy −ωp (relative to the undisplaced ground state for nd = 1) in which the boson
occupation nb = b†b follows a Poisson distribution P (nb) = exp(−n¯b) (n¯b)nb/nb! with mean
n¯b = (λ/ω0)
2. This lowering of the ground-state energy can be captured by the effective
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Fig. 1: Evolution with polaron energy ωp = λ2/ω0 of E − ε˜d, where E is the lowest energy
in each nd sector of the Anderson-Holstein model for εd = −12U (particle-hole symmetry) and
∆ = 0 (no hybridization), while ε˜d is the energy of the lowest nd = 1 spin doublet. The gap 12 U˜
to the lowest energy in the sectors nd = 0, 2 vanishes at ωp = 12U . For ωp >
1
2
U , the system
has a charge-doublet ground state. Adapted from [19].
renormalization of Anderson model parameters according to Eq. (4). As shown in Fig. 1, for
ωp > U/2 the effective Coulomb interaction on the impurity site becomes negative, and for the
special case εd = −12U of exact particle-hole symmetry the ground state passes from a spin
doublet to a charge doublet.
When the impurity-band hybridization is switched on, the effect of the electron-boson coupling
remains fully captured by Eq. (4) only if ω0 is so large that the boson distribution adjusts essen-
tially instantaneously each time that nd changes. More generally, though, each hybridization
event causes the emission and absorption of a cloud of bosons that relaxes with a characteristic
time scale ω−10 toward the distribution favored by the new impurity occupancy [9]. If ω
−1
0 is
comparable with or longer than the characteristic time scale for impurity-band tunneling, the
relaxation is incomplete by the time the next hybridization event unleashes another boson cloud.
This creates inertia in the system that manifests itself as a reduction in the effective hybridiza-
tion width ∆. The resulting interplay of impurity charge fluctuations, strong electron-electron
correlations, and electron-boson coupling can be treated analytically only in certain limiting
cases [9,14]. In order to obtain a nonperturbative account of the physics over the full parameter
space, an NRG treatment of the Anderson-Holstein model is very desirable.
2.2 NRG solution method
As described in greater detail in the other lecture notes [4], there are three essential steps in the
NRG treatment of a pure-fermionic problem such as that described by HA:
1. Division of the band energies −D ≤ ε < D into logarithmic bins spanning DΛ−(m+1) ≤
±ε < DΛ−m for Λ > 1 and m = 0, 1, 2, . . .. Within each bin, the continuum of band
states is replaced by a discrete state, namely, the linear combination [weighted accord-
ing to the hybridization function ∆(ε)] that interacts with the impurity. The states from
adjacent bins have average energies that differ by a factor of Λ.
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2. The Lanczos method [20] is applied to perform a canonical transformation on the dis-
crete bin states, mapping the conduction band onto a semi-infinite tight-binding chain
that couples to the impurity only at the end site n = 0:
Hband =
∑
k,σ
εk c
†
kσckσ ' D
∞∑
n=0
∑
σ
tn+1
(
f †nσfn+1,σ + H.c.
)
, (5)
where the chain-site creation and annihilation operators obey {fnσ, f †n′σ′} = δn,n′δσ,σ′ and
the dimensionless hopping coefficients drop off as tn ' Λ−n/2 due to the separation of
energy scales in the discretized band.
3. Iterative diagonalization of scaled Hamiltonians HN on chains truncated at length N + 1,
starting with (for the Anderson impurity model)
H0 = εdnd + Und↑nd↓ +
√
2∆D
pi
∑
σ
(
d†σf0σ + H.c.). (6)
The basis of HN has dimension dN = 4N+2, requiring storage ∝ d 2N and a solution
time ∝ d 3N . It therefore becomes necessary after only a few iterations to truncate the
basis. In most cases, one retains at the end of iteration N just the Ns states of lowest
energy (with Ns typically lying in the range 100 to 1 000) so that the basis of HN+1
has a reduced dimension dN+1 = 4Ns. Under this procedure, the low-lying many-body
eigenstates of HN (a) describe the essential physics on energy and temperature scales of
order DΛ−N/2, and (b) provide a good starting point for finding the low-lying eigenstates
of HN+1 = Λ1/2(HN − E(0)N ) + D tN+1Λ(N+1)/2
∑
σ(f
†
NσfN+1,σ + H.c.), where E
(0)
N is
the ground-state energy of iteration N . The rescaling of HN+1 by a multiplicative factor
of
√
Λ relative to HN facilitates the identification of renormalization-group fixed-points
characterized by self-similar many-body spectra [1, 2].
Going fromHA toHAH does not require any modification of steps 1 and 2 above. At step 3, how-
ever, HLB in Eq. (2) must be added into H0 in Eq. (6). For the Anderson model, the Fock space
of iteration 0 has dimension 4 (for the impurity)×4 (for chain site 0) = 16, which makes numer-
ical diagonalization of H0 a trivial matter. The inclusion of bosonic decrees of freedom that are
not limited by the Pauli exclusion principle immediately has the effect of raising the Fock-space
dimension to infinity. Since diagonalization of infinite matrices is computationally infeasible,
one is forced to introduce the additional approximation (relative to the pure-fermionic NRG) of
truncating the basis of H0.
The low-lying many-body states of H0 should be superpositions of configurations in which nd
takes each of its possible values. We therefore expect to have to be able to capture both (a)
configurations with low values of nb that are energetically favorable for nd = 1 and (b) configu-
rations with boson distributions close to the coherent states favored for nd = 0 and 2. Given the
rapid fall-off of the coherent-state boson occupation distribution P (nb) = exp(−n¯b) (n¯b)nb/nb!
for nb  n¯b = (λ/ω0)2, one can hope to work with a bosonic basis consisting of all occu-
pation number eigenstates with 0 ≤ nb < Nb. Hewson and Meyer [9] established a criterion
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Nb ≥ 4n¯b. However, in view of the standard deviation σb = √n¯b of the Poisson distribution it
seems probable that for large n¯b it would be more efficient to select Nb = n¯b + cσb with c being
a fixed number of order 5. Better still might be a basis that directly includes the ground state
and low-lying excitations of the displaced oscillators, i.e., eigenstates of well-defined and small
b˜†b˜. However, exploration of such an option has been rendered unnecessary by the success of
the simpler basis 0 ≤ nb < Nb. This basis increases the CPU time for iteration 0, which is
proportional to (16Nb)3, but leaves unaffected the generally much greater CPU time ∝ (4Ns)3
for high iteration numbers.
2.3 Results
We begin by considering results for the symmetric Anderson-Holstein model (εd = −12U )
where the impurity-boson subsystem has a level-crossing from a magnetic ground state (for
λ < λc) to a non-magnetic charge-doublet ground state (for λ > λc). Figure 2 plots three
temperature scales extracted from thermodynamic properties calculated using the NRG:
• Ts = 0.103/χs(T = 0), where χs(T ) is the impurity contribution to the system’s static
spin susceptibility, i.e., the difference between the spin susceptibility (〈S2z 〉 − 〈Sz〉2)/T
(Sz being the z component of the system’s total spin) with and without the impurity. The
impurity spin degree of freedom is quenched for T . Ts, and in the Kondo regime 0 <
∆ −εd, U + εd of the Anderson model [2], Ts coincides with the Kondo temperature.
• Tc = 0.412/χc(T = 0), where χc(T ) is the impurity contribution to the static charge
susceptibility (〈Q2〉 − 〈Q〉2)/T with Q being the total electron number measured from
half-filling. The impurity charge is quenched for T . Tc, and in the regime 0 < ∆ 
εd, −(U + εd) of the negative-U Anderson model, Tc is the Kondo temperature charac-
terizing a many-body screening of the impurity charge directly analogous to the standard
(spin) Kondo effect [21, 22]. The different coefficients in the definitions of Ts and Tc
reflect the values χs = 1/(4T ) for a free spin doublet and χc = 1/T for a free charge
doublet.
• TK defined via the impurity contribution to the entropy via the condition Simp(TK) =
0.383. TK can be regarded as the crossover temperature for the suppression of all impurity
degrees of freedom and coincides with the relevant Kondo temperature in the spin-Kondo
and charge-Kondo regimes of the Anderson model.
Figure 2 provides evidence for a smooth crossover with increasing electron-boson coupling
from a spin-Kondo effect to a charge-Kondo effect. As ωp increases from zero, Ts rises rapidly
as the impurity loses its local-moment character and the system crosses from the strongly corre-
lated spin-Kondo regime to the weakly correlated mixed-valence regime as U˜ falls toward zero
from its initial value of U . At the same time, Tc decreases from very large values at ωp = 0
and becomes exponentially small in the charge-Kondo regime ωp  12U = 0.1D where U˜ is
large and negative. Meanwhile, TK evolves from following Ts deep in the spin-Kondo regime
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Fig. 2: Variation with the polaron energy ωp = λ2/ω0 of three energy scales for the particle-
hole-symmetric Anderson-Holstein model with U = −2εd = 0.2D, ∆ = 0.032D, and ω0 =
0.05D: the spin-screening temperature Ts, the charge-screening temperature Tc, and the Kondo
temperature TK extracted from the impurity entropy via the condition Simp(TK) = 0.383. NRG
results obtained for Λ = 2.5 with bosonic cutoff Nb = 16, retaining up to 2 000 many-body
states (spin multiplets) after each iteration.
to tracking Tc deep in the charge-Kondo regime. In the intermediate region near ωp = 12U , TK
is much smaller than either Ts or Tc, pointing to a many-body Kondo effect of mixed spin and
charge character.
The plot of TK vs. ωp in Fig. 2 is clearly asymmetric about its peak near ωp = 12U . This
asymmetry can be seen more clearly in Fig. 3, which plots an effective Kondo energy scale (in
this case, extracted from the impurity spectral function) vs λ/ω0. For ωp  12U (which for the
parameters used in Fig. 3 means λ/ω0  1), Γ (λ) is captured by a perturbative mapping [14]
onto the Kondo model that incorporates effects beyond the replacement of εd and U by ε˜d and
U˜ given in Eq. (4). Upon increase of ωp beyond 12U , Γ drops off extremely fast (note the
logarithmic vertical axis in Fig. 3) in a manner that is described quite well by a perturbative
mapping to an anisotropic charge-Kondo model in which the rate J⊥ of charge-flip impurity-
band scattering (nd = 0 → 2 and its time reverse, both via an nd = 1 virtual state) is smaller
than the rate J‖ of charge-conserving scattering (nd = 0 → 0 and nd = 2 → 2, also both via
nd = 1) by a factor J⊥/J‖ ' exp(−2λ2/ω20). This confirms the extremely strong suppression of
real (non-virtual) charge fluctuations caused by the small overlap between the bosonic ground
states in each sector of different nd. In the vicinity of ωp = 12U , neither perturbative approach
is satisfactory, and one must rely on the full machinery of the NRG to provide reliable results.
Finally, in this section we consider the effect of moving away from particle-hole symmetry of
the impurity level. For εd 6= −12U , the nd = 2 curve in Fig. 1 is raised above the solid line
(which now represents just nd = 0) by an amount U + 2εd independent of the electron-boson
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Fig. 3: Variation with λ/ω0 of an effective Kondo energy scale Γ for the particle-hole-sym-
metric Anderson-Holstein model with U = −2 εd = 0.1D, ∆ = 0.012D, and ω0 = 0.05D.
Γ is the width of the Abrikosov-Suhl resonance in the impurity spectral function ρd(ω) (see
inset). Circles represent NRG data while solid lines are the results of analytical approximations.
Reprinted figure with permission from P.S. Cornaglia, H. Ness, and D.R. Grempel, Phys. Rev.
Lett. 93, 147201 (2004). Copyright 2004 by the American Physical Society.
coupling. This shift splits the impurity charge doublet in a manner analogous to the action
of a magnetic field on the nd = 1 spin doublet, and in the charge-Kondo regime an impurity
asymmetry |U + 2εd|  Tc suppresses the Kondo effect.
Fig. 4 shows the linear conductance G through a nanodevice in which a single molecule bridges
the gap between two electrical leads. The transport is assumed to be dominated by a single,
strongly correlated molecular level of energy εd (which may be tuned via a voltage applied to
an electrical gate) and whose charge couples to a local vibrational mode in a manner described
by the Anderson-Holstein model. In such a device [14],
G =
2e2
h
pi∆
∫ ∞
−∞
dω
(
−∂f
∂ω
)
ρd(ω), (7)
where ρd(ω) = −pi−1ImGdd(ω), with Gdd being the retarded Green’s function for the active
impurity level. For λ = 0, Fig. 4a, the conductance at a comparatively high temperature T = ∆
exhibits the phenomenon of Coulomb blockade, where the strong interactions in the molecular
level suppress conductance via sequential tunneling of electrons from the source electrode into
the molecule and then off into the drain electrode, except near the point εd = 0 (or εd = −U ) of
degeneracy between states of occupancy nd = 0 and 1 (or nd = 1 and 2). At T = 0, however,
G is nonzero due to the formation of the collective Kondo ground state that allows electrons to
pass from one lead to another without incurring an energy penalty U . For λ = 0.4ω0, Fig. 4b,
the physics is similar, except the spacing between the Coulomb blockade peaks has diminished
from U to roughly U˜ . For still larger values of λ such that U˜ < 0, Fig. 4d, the high-temperature
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Fig. 4: Linear conductance G vs. level energy εd for a single-molecule device described by
the Anderson-Holstein model with U = 0.1, ∆ = 0.016, ω = 0.05, and different values of
λ. Thin (thick) lines show NRG results for temperature T = ∆ (T = 0). Reprinted figure
with permission from P.S. Cornaglia, H. Ness, and D.R. Grempel, Phys. Rev. Lett. 93, 147201
(2004). Copyright 2004 by the American Physical Society.
conductance is suppressed for all values of εd because there is no point of degeneracy between
ground states differing by 1 in their charge. A charge-Kondo peak remains centered at particle-
hole symmetry, but it is very narrow since the many-body Kondo state is essentially destroyed
once the charge-doublet splitting |U + 2εd| exceeds the Kondo scale.
3 Bosonic NRG
3.1 The spin-boson model
The spin-boson model for a dissipative two-state system has been heavily studied in many
contexts [5, 6], including chemical reactions, motion of defects in solids, biological molecules,
and quantum information. Its Hamiltonian can be written [17] HSB = −∆Sx − hSz + HB,
where
HB =
∑
q
ωq a
†
qaq +
Sz√
Nq
∑
q
λq
(
aq + a
†
q
)
. (8)
Here, Sx and Sz are the x and z components of the spin (or pseudospin) of a two-state impurity
system and aq annihilates a boson of energy ωq [17]. ∆ is the matrix element for tunneling
between states | ↑〉 (Sz = 12 ) and | ↓〉 (Sz = −12 ), h is a (pseudo)magnetic field that couples
to the z component of the local spin, Nq is the number of boson modes, and λq is a linear
coupling between the displacement of mode q and the local spin z. The values of ωq and λq
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Fig. 5: NRG treatment of a bosonic bath: (a) The bath spectral function is divided into log-
arithmic bins. (b) The impurity (shaded circle) interacts with one representative state (open
circle) from each logarithmic bin m = 0, 1, 2, . . . in a “star” Hamiltonian form. (c) The Lanc-
zos procedure maps the Hamiltonian to a “chain” form where the impurity interacts with just
the end site n = 0. In (b) and (c), boxes from innermost to outermost enclose the degrees of
freedom treated at NRG iterations N = 0, 1, and 2. Reprinted figures with permission from
R. Bulla, H.-J. Lee, N.H. Tong, and M. Vojta, Phys. Rev. B 71, 045122 (2005). Copyright 2005
by the American Physical Society.
enter the problem only in a single combination, the bosonic bath spectral function J(ω) =
(pi/Nq)
∑
q λ
2
qδ(ω − ωq), which in the thermodynamic limit Nq → ∞ generally becomes a
smooth function. The most important feature of J(ω) is its asymptotic low-frequency behavior,
so it is conventional to study power-law spectra
J(ω) = 2piαωc(ω/ωc)
sΘ(ω)Θ(ωc − ω), (9)
where α is a dimensionless dissipation strength, ωc is a high-frequency cut-off and the bath
exponent must satisfy s > −1 to allow normalization. The most subtle physics occurs for bath
exponents 0 < s ≤ 1, which admit two distinct phases distinguished by an order parameter
φ = limh→0+〈Sz〉. In the delocalized phase (α < αc), the effective value of α renormalizes
to zero, leading to a singlet ground state and φ = 0. In the localized phase (α > αc), ∆
renormalizes to zero, asymptotically confining the impurity to one or other of its two states
and yielding (at least for bias field h = 0) a doublet ground state with φ > 0. In the heavily
studied case s = 1 of an ohmic bath, the quantum phase transition occurs at αc = 1 +O(∆/ωc)
and is known to be Kosterlitz-Thouless-like [5], involving a jump in the order parameter but
a correlation length that diverges on approach from the delocalized side. For sub-ohmic bath
exponents 0 < s < 1, the transition takes place at αc ∝ (∆/ωc)1−s and is believed to be
continuous [23].
3.2 NRG solution method
For s = 1, the spin-boson model may be mapped to the anisotropic Kondo model [24] and thus
can be treated using the conventional NRG method [25]. However, no such mapping exists for
general values of s. The direct NRG treatment of the spin-boson model was pioneered by Bulla
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et al. [26, 27]. One can follow the same three essential steps found in the conventional NRG
(see Sec. 2.2). After logarithmic binning of the bath, Fig. 5a, the impurity interacts with one
representative state from each bin, destroyed by an operator am, see Fig. 5b, allowing the bath
part of HSB to be written
Hbath =
∑
q
ωq a
†
qaq ' ωc
∞∑
m=0
ξma
†
mam , (10)
where the operators am obey canonical bosonic commutation relations [am, a
†
m′ ] = δm,m′ and
have dimensionless oscillator energies
ξm =
∫ ωcΛ−m
ωcΛ−(m+1)
ω J(ω) dω
/
ωc
∫ ωcΛ−m
ωcΛ−(m+1)
J(ω) dω =
1 + s
2 + s
1− Λ−(2+s)
1− Λ−(1+s) Λ
−m. (11)
Application of the Lanczos procedure converts this “star form” of the bath Hamiltonian to a
tight-binding “chain form”, see Fig. 5c
Hbath ' ωc
∞∑
n=0
[
εnb
†
nbn + τn+1
(
b†nbn+1 + H.c.
)]
, (12)
where [bn, b
†
n′ ] = δn,n′ . The fact that J(ω) = 0 for ω < 0 causes the dimensionless on-site
energies εn and hopping coefficients τn to take values of orderΛ−n, dropping off with increasing
n at a rate twice as fast as the parameters tn ≈ Λ−n/2 in the fermionic NRG.
Bulla et al. [26, 27] constructed two different iterative NRG procedures for the spin-boson
model, one based on the star form of Hbath and the other based on the chain form:
1. The star-based NRG procedure is illustrated schematically in Fig. 5(b). It starts from an
initial Hamiltonian
H0 = −∆Sx − hSz + ωc
[
ξ0a
†
0a0 +
√
2α
1 + s
Sz γ0
(
a0 + a
†
0
)]
(13)
that includes only the bosonic operator a0 representing the highest-energy logarithmic bin
and proceeds to incorporate one more bin at each subsequent iteration according to
HN+1 = Λ
(
HN−E(0)N
)
+ΛN+1ωc
[
ξN+1a
†
N+1aN+1 +
√
2α
1 + s
Sz γN+1
(
aN+1 + a
†
N+1
)]
.
(14)
In Eqs. (13) and (14), γm is a positive normalization constant satisfying
γ2m =
1 + s
2piα
∫ ωcΛ−m
ωcΛ−(m+1)
dω J(ω) =
[
1− Λ−(1+s)]Λ−(1+s)m. (15)
Each operator am couples only to the impurity, allowing the bosonic basis to be optimized
(at least for ∆ = 0, where the impurity becomes static) by transforming to displaced os-
cillators with annihilation operators a˜m = am± θm, where θm =
√
α/2(1 + s) γm/ξm ∼
6.12 Kevin Ingersent
Λ(1−s)m/2. Since the ground state of the displaced oscillator corresponds to 〈b†mbm〉 =
θ2m ∼ Λ(1−s)m, a basis of eigenstates of b†mbm restricted to nbm less than some finite
Nb will prove inadequate for capturing the low-energy behavior for any sub-ohmic case
s < 1. It will be shown in Sec. 3.3 that the same conclusion holds throughout the local-
ized phase of the full sub-ohmic spin-boson model with ∆ > 0, but that success can be
achieved using a suitably chosen basis of Nb displaced oscillator states optimized for the
value of θm.
2. The chain-based NRG procedure, which is illustrated schematically in Fig. 5c, starts from
an initial Hamiltonian
H0 = −∆Sx − hSz + ωc
[
ε0b
†
0b0 +
√
2α
1 + s
Sz
(
b0 + b
†
0
)]
(16)
where b0 =
∑∞
m=0 γmam and ε0 = (1 + s)/(2 + s). The iteration relation is
HN+1 = Λ
(
HN − E(0)N
)
+ ΛN+1
[
εN+1b
†
N+1bN+1 + τN+1
(
b†NbN+1 + H.c.
)]
, (17)
where the Λ−N decay of the tight-binding coefficients εN and τN dictates a rescaling of
HN+1 by a factor of Λ (instead of
√
Λ as in the fermionic NRG).
For ∆ = h = 0, H0 describes a displaced harmonic oscillator having a ground state in
which the occupation number nb0 ≡ 〈b†0b0〉 has a mean value n¯b0 = α/[2(1 + s)ε20] =
α(2 + s)2/[2(1 + s)3]. The α values of greatest interest are those near αc, of order 1
or smaller. Therefore, just as in the NRG treatment of the Anderson-Holstein model
[Sec. 2.2], it should be satisfactory to use a basis of bosonic number eigenstates with
nb0 < Nb, where Nb ≥ 4n¯b0. However, what is unclear a priori is whether a bosonic
truncation nb,N+1 < Nb will prove satisfactory during subsequent iterations of Eq. (17).
The star and the chain NRG formulations will be seen in Sec. 3.3 to have different strengths
and weaknesses. In both cases, a key challenge is to find a bosonic basis size Nb for each site
sufficiently large that the physical results are a good approximation to those for Nb →∞ while
keeping the computational time (∝ B3b ) within acceptable bounds.
3.3 Results
3.3.1 Truncation effects in the chain and star formulations
Bulla et al. systematically investigated the effects of basis truncation in the star and chain ver-
sions of the bosonic NRG [27]. Figure 6a shows results for the chain NRG, which was the first
of the two to be implemented [26]. Throughout the delocalized phase and on the phase bound-
ary, 〈b†N+1bN+1〉 for a large fixed N (the figure illustrates N = 20 for s = 0.6 and ∆ = 0.01ωc)
converges rapidly with increasing Nb to a value much smaller than Nb. For α > αc, how-
ever, 〈b†N+1bN+1〉 continues to grow with Nb. Although the average boson occupancy saturates
for sufficiently large values of Nb, the size of the basis required to eliminate truncation effects
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Fig. 6: Effects of bosonic basis truncation in the NRG treatment of the sub-ohmic spin-boson
model: (a) Average occupancy of bosonic chain site 21 vs. bosonic truncation parameter Nb
within the chain NRG. Data for s = 0.6, ∆ = 0.01ωc, Λ = 2, and for α below, at, and above
αc = 0.06113. (b) Average occupancy nN = 〈b†NbN〉 vs bosonic bin index N within the star
NRG. Data for s = 0.8, ∆ = 0.01ωc, and Λ = 2, obtained for α below, at, and above αc using
an optimized displaced oscillator basis of Nb = 6 (lines) or Nb = 10 (symbols) states per bin.
Reprinted figures with permission from R. Bulla, H.-J. Lee, N.H. Tong, and M. Vojta, Phys. Rev.
B 71, 045122 (2005). Copyright 2005 by the American Physical Society.
grows with both N and α. The implication is that the chain NRG cannot access the asymptotic
low-energy physics in the localized phase of the sub-ohmic spin-boson model. No such prob-
lem affects the localized phase of the ohmic case s = 1, or super-ohmic (s > 1) baths where
the ground state is delocalized for any ∆ 6= 0.
Figure 6b illustrates results obtained using the star NRG. Since the oscillator shift θN is known
analytically only for ∆ = 0, these calculations used a basis of Nb orthogonalized oscillator
states chosen by minimizing the ground-state energy over multiple trial values of θN [27]. The
figure demonstrates (for s = 0.8) that in both phases and on the phase boundary, 〈b†NbN〉 shows
negligible difference for Nb = 6 and Nb = 10 and that the optimized basis seems to provide
robust values for the boson occupancies, even in the localized phase where 〈b†NbN〉 is diverg-
ing. Despite this promising behavior, the star NRG proves to be unreliable in the delocalized
phase and on the phase boundary, where its results are inconsistent with those obtained by other
methods including chain NRG [27]. The reasons for this failure are not fully understood.
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The conclusion from [27] is that neither the star NRG nor the chain NRG can provide a fully
reliable treatment of all cases. Although the star NRG has been preferred in a study of a related
model with ohmic dissipation [28], studies of the sub-ohmic spin-boson model have focused
overwhelmingly on the chain approach. The next subsection will highlight a few successes and
failures of the method.
3.3.2 Chain NRG results for the spin-boson model
Figure 7 illustrates for s = 0.6 and for s = 1 one of the primary outputs of the bosonic
NRG method: the evolution of the low-lying many-body spectrum with iteration number N .
When combined with the matrix elements of appropriate operators between the many-body
eigenstates, the spectrum can yield information on static and dynamic quantities of interest, such
as the static magnetization and the dynamical susceptibility of the impurity spin. Dynamical
properties are not discussed in these lecture notes for reasons of space. The left panels in Fig.
7 exemplify the delocalized phase, where a rapid initial change in the energies EN over the
first few iterations is followed by one or two intermediate plateaus before final approach to a
delocalized fixed-point spectrum. This spectrum, which is identical for all values of ∆ and
α < αc(∆), is just that of free bosons described by Hbath given in Eq. (12), reflecting the
renormalization of the dissipative coupling α to zero throughout the delocalized phase.
Upon fine tuning of α extremely close to its critical value, as shown in the center panels of
Fig. 7, an intermediate plateau (quite well developed in the left panel for s = 1, but barely
visible in the s = 0.6 example) stretches beyond N = 40. For s < 1, this plateau spectrum
is entirely distinct from that at the delocalized fixed point but is the same for all combinations
∆ 6= 0, α = αc(∆); it characterizes a critical fixed point located at nonzero critical couplings
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∆ = ∆∗(s), α = α∗(s). In the localized phase (upper right panel of Fig. 7), the spectrum
should in principle converge to a free-boson spectrum for a set of displaced oscillators, leading
to a set of energies identical to those at the delocalized fixed point. However, due to bosonic
truncation effects, the chain NRG instead yields a different, artificial fixed-point spectrum.
For s = 1, by contrast, the quantum phase transition at α = αc(∆) is governed by a critical
end point at ∆∗ = 0, α∗ = 1, which terminates a line of localized fixed points ∆∗ = 0,
α∗ ≥ 1 [5]. For points (∆,α) not too deep into the localized phase, α∗ is sufficiently small that
the chain NRG can faithfully reproduce the appropriate displaced oscillator ground state and its
excitations, so the many-body spectrum for N → ∞ is the same for all values of α (see the
lower panels of Fig. 7).
Most NRG studies of the sub-ohmic spin-boson model have focused on the critical properties,
which are very hard to access using algebraic methods. A particular focus has been the evalua-
tion of critical exponents such as β and δ entering the variations
φ(α > αc, T = h = 0) ∝ (α− αc)β and φ(α = αc, T = 0) ∝ |h|1/δ (18)
of the order parameter φ = limh→0+〈Sz〉, the exponents γ and x entering the variations
χ(α < αc, T = h = 0) ∝ (αc − α)−γ and χ(α = αc, h = 0) ∝ T−x (19)
of the order-parameter susceptibility χ = ∂φ/∂h|h=0, and the correlation-length exponent ν
characterizing the vanishing according to
T ∗ ∝ |α− αc|ν (20)
of the energy scale (extracted from data such as those shown in Fig. 7) at which the many-body
spectrum flows away from the critical spectrum to that of either the delocalized or the localized
fixed point. The chain NRG allows all these exponents to be determined to an unprecedented
degree of numerical precision [26, 29]. Although they vary with s, the exponents are found to
obey to within estimated numerical errors the scaling relations
δ = (1 + x)/(1− x), β = γ(1− x)/(2x), and ν = γ/x (21)
expected [30] to hold at an interacting quantum critical point in a magnetic impurity model
below its upper critical dimension.
For 1
2
< s < 1, the observed scaling of exponents is consistent with expectations based on a
mapping (carried out within a path-integral formulation [23]) of the spin-boson model onto a
classical model for a chain of Ising spins with a long-range ferromagnetic interaction that decays
with separation d like d−(1+s). The Ising model has a phase transition that is interacting for
cases corresponding to 1
2
< s < 1 [31, 32]. Within this range, the NRG is fully consistent with
the mapped classical problem, and the values of the exponents it produces agree with analytical
limiting results where they are available. There is every indication that the chain-form bosonic
NRG is yielding correct results over this range of weakly sub-ohmic bath exponents.
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In contrast, for more slowly decaying interactions, corresponding in the spin-boson model to
0 < s < 1
2
, the quantum critical point of the classical Ising chain is noninteracting and is
characterized by mean-field exponents corresponding to β = x = 1
2
, δ = 3, γ = 1, and
ν = 1/s. Of these values, only ν is in agreement with the NRG results. This discrepancy has
led to considerable debate about the validity of the quantum-to-classical mapping. However,
a preponderance of the evidence now points to deficiencies of the bosonic chain NRG in the
treatment of mean-field (noninteracting) critical points:
• It has been pointed out [33] that above the upper critical dimension, the order-parameter
exponent β and the magnetic exponent δ are properties not just of the vicinity of the crit-
ical point (where the chain NRG seems to be valid) but of the full flow to the delocalized
fixed point (where truncation errors are known to be inevitable [27]). Indeed, a solution
of the sub-ohmic spin-boson Hamiltonian in its NRG chain form using a variational ma-
trix product state method that selects an optimized bosonic basis for chain site has shown
for s = 0.2, 0.3, and 0.4 that the exponents take their mean-field (classical) values [34].
This result strongly highlights the importance of basis selection in NRG treatments of
problems involving bosonic baths.
• A second (seemingly independent) effect has been proposed [33, 35, 36] to account for
the difference between the thermal critical exponent x = s found within the NRG and the
classical value x = 1
2
. The basic idea [35] is that since the NRG at iteration N , corre-
sponding to temperature T ' ωcΛ−N , neglects all oscillator weight at frequencies ω . T ,
the distance α− αc from criticality acquires temperature-dependent corrections. As a re-
sult, χ−1 calculated at α = αc(T = 0) acquires a spurious term ∝ T s that dominates the
underlying mean-field T 1/2 term. An ad hoc procedure for correcting this problem has
been proposed [35], but it leads to some apparent inconsistencies [37]. Whether or not
there is a rigorous fix for the mass-flow problem remains an important open question.
4 Bose-Fermi NRG
4.1 The Bose-Fermi Kondo model
The Bose-Fermi Kondo impurity model with Ising-symmetric bosonic coupling is described by
the Hamiltonian HBFK = HK +HB, where HB is as given in Eq. (8) and
HK =
∑
k,σ
εkc
†
kσckσ +
J
2Nk
S ·
∑
k,k′,σ,σ′
c†kσσσσ′ck′σ′ (22)
is the standard Kondo Hamiltonian for the antiferromagnetic exchange coupling (with strength
J) between an impurity spin-1
2
degree of freedom and the on-site spin of a conduction band. For
the hybridization function in Eq. (3), HK is the effective Hamiltonian to which the Anderson
impurity model [Eq. (1)] reduces in the limit 0 < ∆ −εd, U + εd in which real fluctuations
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of the impurity occupancy are frozen out, and only the impurity spin degree of freedom remains
active.
In this section, the conduction band dispersion εk is assumed to give rise to a density of states
(per unit cell per spin orientation)
ρ(ε) ≡ N−1k
∑
k
δ(ε− εk) = ρ0|ε/D|r Θ(D − |ε|). (23)
The case r = 0 represents a standard metal, while r > 0 describes a pseudogapped or semimetal-
lic host. The bosonic bath is again taken to have a spectral function of the form given in Eq.
(9) with the conventional replacement 2piα→ (K0g)2, where K0 is a density of states and g an
energy.
The metallic (r = 0) Bose-Fermi Kondo model was originally introduced in the context of
an extended dynamical mean-field theory for the two-band extended Hubbard model [38]. It
has received most attention in connection with heavy-fermion quantum criticality, arising as an
effective impurity problem in an extended dynamical mean-field treatment of the Kondo lattice
model [39, 40]; here, the bosonic bath in the impurity problem embodies the effects, at a given
Kondo lattice site, of the fluctuating magnetic field generated (via the Ruderman-Kittel-Kasuya-
Yosida interaction) by local moments at other lattice sites. The r = 0 Bose-Fermi Kondo model
with s = 1 also describes certain mesoscopic qubit devices, where the bosonic bath represents
gate-voltage fluctuations [41], and the model has been invoked with s = 1
2
and s = 1
3
within
a dynamical large-N treatment of a single-electron transistor coupled to both the conduction
electrons and spin waves of ferromagnetic leads [42].
Perturbative renormalization-group studies of the r = 0 Bose-Fermi Kondo model [43, 44]
indicate that for 0 < s ≤ 1, the competition between the conduction band and the bosonic
bath for control of the impurity spin gives rise to a continuous quantum phase transition at
g = gc(J) between a Kondo phase (for g < gc) and a localized phase (for g > gc). Just as in
the spin-boson model, the phases can be distinguished by an order parameter φ = limh→0+〈Sz〉,
where h is a local field that enters the Hamiltonian through a term −hSz added to HBFK. In
the localized phase, the order parameter increases as (g − gc)β [cf. Eq. (18)]. For g < gc,
φ = 0 but the effective Kondo temperature [the crossover scale to the low-temperature Fermi-
liquid regime] vanishes continuously as TK ∝ (gc − g)ν [cf. Eq. (20)] describing a critical
destruction of the Kondo many-body state. It is worth pointing out that although HK exhibits
SU(2) spin symmetry, the impurity-boson coupling lowers the overall symmetry of HBFK to a
U(1) invariance associated with conservation of the z component of local spin. This means that
within any renormalization-group treatment, the Kondo exchange coupling evolves from JS ·sc
(where sc is the conduction-band spin at the impurity site) to an effective form JzSzsc,z +
1
2
J⊥(S+s−c + S
−s+c ). It is the spin-flip coupling J⊥ that necessarily scales to infinity in the
Kondo phase and to zero in the localized phase.
The fermionic pseudogap Kondo model described by Eqs. (22) and (23) with r > 0 has served as
a paradigm for impurity quantum phase transitions [30, 45–47]. The suppression of the density
of conduction states near the Fermi energy gives rise for 0 < r < 1
2
to a transition between
6.18 Kevin Ingersent
K
ρ
21
0
0
21
43t t t tJ0
g
21
bosons
fermions
f 0 f f f f
τ τ
b b b
1 2 3 4
Fig. 8: Schematic representation of the Bose-Fermi NRG procedure for situations where the
conduction half bandwidth D and the bosonic cutoff ωc are of similar magnitudes. Since the
bosonic tight-binding coefficients τn (and ξn, not shown) vary as Λ−n, decaying twice as fast as
the fermionic coefficients tn ∝ Λ−n/2, the bosonic chain is extended by one site only at every
other iteration. Dashed boxes from innermost to outermost enclose the degrees of freedom
treated at NRG iterations N = 0, 1, and 2. Adapted from [50].
an unscreened or local-moment phase for J < Jc (where ρ0Jc ' r for r  12 ) and a phase
exhibiting partial Kondo screening of the impurity spin for J > Jc. The critical coupling Jc
diverges as r approaches 1
2
from below, and for r ≥ 1
2
the system is always in the local-moment
phase where the impurity has a spin-doublet ground state. The pseudogap variant of the Bose-
Fermi Kondo model has been proposed as a setting to explore the interplay between fermion-
and boson-induced critical destruction of the Kondo effect [48].
4.2 NRG solution method
The Bose-Fermi Kondo model can be treated by suitably combining [49, 50] elements of the
NRG treatment of pure-fermionic models (as summarized at the start of Sec. 2.2) and the NRG
formulation of pure-bosonic models (as described in Sec. 3.2). Since the conduction band part
of the Hamiltonian is mapped onto the tight-binding form in Eq. (5), it is convenient also to
treat the bosonic bath part in the chain representation [Eq. (12)] rather than the alternative star
formulation. The NRG iteration scheme must take into account that the fermionic hopping
coefficients are proportional to Λ−n/2 whereas the bosonic tight-binding coefficient decay as
Λ−n. It is in the spirit of the NRG for each iteration to treat fermions and bosons of the same
energy scale. This can be achieved by adding one site to the fermionic chain at each iteration
but extending the bosonic chain only at every other iteration. In situations where D and ωc are
not too different in magnitude, one can adopt the scheme shown schematically in Fig. 8 where
bosonic site n is introduced at iteration N = 2n. (If ωc  D, it is more appropriate to delay the
incorporation of bosonic site 1 until some iteration N = M > 2, and then to introduce bosonic
sites n > 1 at iteration N = M + 2n− 2.)
To date, all NRG calculations for Bose-Fermi models such as HBFK have been performed using
a bosonic basis of eigenstates of b†nbn with eigenvalues nb satisfying 0 < nb < Nb. If one retains
Ns many-body eigenstates after each iteration, then the CPU time is proportional to (4NbNs)3
at any iteration where the bosonic chain is extended, and is otherwise proportional to (4Ns)3.
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Fig. 9: Critical exponents of the Bose-Fermi Kondo model vs. bath exponent s: (a) Recipro-
cal correlation length exponent ν−1, comparing NRG results for the Bose-Fermi Kondo model
(circles) with those for the spin-boson model (crosses). The dotted line plots the mean-field de-
pendence ν−1 = s, while the dashed line shows the form ν−1 =
√
2(1− s)+C with C = O(1)
that arises in a perturbative expansion about s = 1. (b) Exponents β, γ, and 1/δ. Symbols show
values directly computed within the NRG, while the lines come from substituting NRG values
for ν(s) and x(s) into the scaling relations in Eqs. (21). Reprinted from [50].
The additional factor of 43 at iterations of the former type compared to the iteration time in
pure-bosonic problems such as the spin-boson model makes the NRG treatment of HBFK quite
computationally intensive. In comparison with a standard Kondo or Anderson problem, the
computational time grows by a factor even greater than N3b because it is generally necessary to
increase Ns for the Bose-Fermi problem to achieve similar levels of accuracy. For Nb = 8, the
overall time increase may be of order 104–105.
4.3 Results
4.3.1 Metallic band (r = 0)
The NRG scheme described in Sec. 4.2 has been used to carry out a detailed study of the Bose-
Fermi Kondo model with Ising-symmetric bosonic coupling [49, 50]. The principal finding of
this work is that for sub-ohmic exponents 0 < s < 1, the quantum critical point of the model
is described by s-dependent critical exponents that are identical within numerical error to those
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for the spin-boson model with the same bath exponent. This conclusion is illustrated in Fig. 9a,
which compares Bose-Fermi Kondo and spin-boson values for the correlation-length exponent ν
[defined in Eq. (20)]. Figure 9b compares directly computed values of β, γ, and δ [see Eqs. (18)
and (19)] with ones derived from NRG values for ν(s) and x(s) using the scaling relations in
Eqs. (21). The NRG gives x = s across the entire range 0 < s < 1.
Given the lessons learned from the spin-boson model (see Sec. 3.3), is seems quite possible
that the finding of an interacting critical point in the Bose-Fermi Kondo model for 0 < s < 1
2
is an artifact of the NRG treatment of the bosonic bath. This is not absolutely certain because
there is a symmetry difference between the two problems. The Bose-Fermi Kondo model has
U(1) spin-rotational invariance about the z axis plus an additional Z2 symmetry for longitudinal
field h = 0. There are no such symmetries in the spin-boson model due to the nonzero value
of ∆ that must be present to induce a quantum phase transition. A recent study of a two-
bath generalization of the spin-boson model in which the baths couple to different components
of the impurity spin has found that a quantum critical point is classical in the presence of a
transverse field but non-classical in the absence of the field where an additional Z2 symmetry
exists [34, 51]. Whether such a difference exists between the Bose-Fermi Kondo and one-bath
spin-boson models is an interesting question.
4.3.2 Pseudogapped band (r > 0)
This subsection is devoted to the pseudogap variant of the Bose-Fermi Kondo model described
by a density of states of the form of Eq. (23) with 0 < r < 1
2
and a bosonic bath expo-
nent 1
2
< s < 1. For g = 0, the bosons decouple from the rest of the system and for
r > 0 the model exhibits fermion-driven critical destruction of the Kondo effect at some
J = Jc(r, g = 0) [30, 45–47]. For r = 0, as described in the preceding paragraphs, the
model instead features boson-driven Kondo destruction. This raises the question of the na-
ture of the quantum critical point or points in situations where the fermionic and bosonic
Kondo-destruction mechanisms are both present. The issue has been elucidated in [48], which
presents NRG solutions of HBFK for numerous combinations of exponents (r, s), corroborated
by continuous-time quantum Monte Carlo treatments of the corresponding Bose-Fermi Ander-
son model (HBFA = HA + HB) for (r, s) = (0.4, 0.6) and (0.4, 0.8). In all cases g > 0, a
continuous quantum phase transition occurs at some J = Jc(r, s, g) between Kondo (J > Jc)
and localized (J < Jc) phases. The physics in the former phase is essentially that of the
Kondo-screened phase of the pseudogap Kondo model, modified by an irrelevant coupling to
the bosons, while the localized phase behaves like that of the spin-boson model with irrelevant
corrections from the Kondo coupling.
While continuous quantum phase transitions between phases in which the impurity degree of
freedom is respectively quenched and asymptotically free are found in a number of models,
including several discussed above, an interesting new feature of the pseudogap Bose-Fermi
Kondo model is the existence of three qualitatively different types of quantum criticality, each
accessed within a different region of the (r, s) space, as shown in Fig. 10:
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Fig. 10: Summary of the quantum criticality found in the pseudogap Bose-Fermi Kondo model
for different band exponents r and bath exponents s. Squares, triangles, and circles respectively
denote quantum criticality of the F, B, and M types described in the text. Filled symbols rep-
resent NRG results for the Bose-Fermi Kondo model while open symbols represent continuous-
time quantum Monte Carlo results for the Bose-Fermi Anderson model. Solid lines show the
conjectured boundaries s = 1 − 2r and xB(s) = s = xF (r) between the different types of
criticality. Reprinted from [48].
• Fermionic- or F-type criticality arises in cases where the critical spin fluctuations induced
by the band pseudogap are more divergent for temperatures T → 0 than those resulting
from the bosonic coupling. Specifically, F-type criticality occurs for all (r, s) such that
the thermal critical exponent xF (r) of the pseudogap Kondo model—which is given by
xF ' 1− (ρ0Jc)2 for 0 < r  12 [30] but in general must be determined numerically—is
smaller than that of the spin-boson model xB(s) = s [see Eq. (19)]. The asymptotic low-
energy spectrum calculated within the NRG recovers the SU(2) spin symmetry broken
by the bosonic coupling g, and this spectrum decomposes into a direct product of the
spectrum of free bosons with bath exponent s [that of Hb in Eq. (12)] and the critical
spectrum of the pseudogap Kondo model with band exponent r, i.e., (BF critical) = (B
free) ⊗ (F critical). All calculated critical exponents are identical to those of the pure-
fermionic pseudogap Kondo model with the same r.
• Bosonic- or B-type criticality is fully governed by the bosonic bath, a condition that (for
reasons that have yet to be fully understood) occurs for s < 1− 2r. The fixed-point spec-
trum exhibits SU(2) spin symmetry and decomposes into a direct product of the critical
spectrum of the spin-boson model with bath exponent s and the Kondo-phase spectrum
of the pseudogap Kondo model with band exponent r, i.e., (BF critical) = (B critical) ⊗
(F Kondo). All calculated critical exponents are identical to those of the metallic (r = 0)
Bose-Fermi Kondo model with the same s.
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Fig. 11: Reciprocal of the Bose-Fermi Kondo model correlation length exponent 1/ν vs. bath
exponent s for the metallic case r = 0 and for pseudogaps described by r = 0.1–0.4. The
r = 0 exponents coincide with those of the corresponding spin-boson model and represent
the values 1/νB(s) describing pure-bosonic criticality. Each horizontal line segment shows a
pure-fermionic value 1/νF (r). The Bose-Fermi Kondo exponent coincides with 1/νB(s) for
s < 1− 2r and with 1/νF (r) for s ≥ xF (r). For 1− 2r < s < xF (r), 1/ν(r, s) lies in between
the bosonic and fermionic values. Reprinted from [48].
• Mixed- or M-type criticality is found across the range of intermediate s values such that
1−2r < s < xF (r). The fixed-point spectrum exhibits broken SU(2) spin symmetry and
does not decompose into a direct product of bosonic and fermionic parts. The thermal ex-
ponent x takes its spin-boson model value xB(s) = s but the correlation-length exponent
lies between the values for the spin-boson model and the pseudogap Kondo model, i.e.,
ν−1F (r) < ν
−1(r, s) < ν−1B (s), as illustrated in Fig. 11. Just as for the F- and B-types,
all other calculated exponents obey the scaling relations in Eqs. (21), indicating that the
quantum critical point is interacting.
It is important to consider whether the NRG accurately captures the quantum phase transitions
of the pseudogap Bose-Fermi Kondo model. Given that over the entire region 0 < r < 1
2
,
1
2
< s < 1 the exponent x determined using the NRG is larger than its mean-field counterpart
x = 1
2
, it does not seem possible that the true critical behavior is being masked by the mass-
flow problem identified in the spin-boson model for 0 < s < 1
2
. Since the exponent ν can
be determined entirely in the Kondo phase, it should be immune to the truncation errors that
plague the localized phase (an immunity that has been found to be present in the spin-boson
model [29]). These observations provide strong grounds for believing that the Bose-Fermi NRG
method correctly accounts for the quantum critical behavior over the range of bath exponents
considered.
Mixed quantum criticality arising from a nontrivial interplay between fermionic and bosonic
critical fluctuations constitutes a new universality class of impurity quantum phase transitions
distinct from those of the pseudogap Kondo model and the spin-boson model. This intriguing
finding provides a motivation to search for yet other universality classes in models that may be
more readily realized than the pseudogap Bose-Fermi Kondo model.
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5 Closing
The goal of these lectures notes has been to introduce the main technical issues surrounding the
extension of the NRG method to treat quantum impurity models that include bosonic degrees of
freedom, to lay out the steps that have been developed to addresses these issues, and to provide
an idea of the capabilities and limitations of the method that results. Space limitations have
precluded description of the calculation of Green’s functions and correlation functions, details
of which can be found in some of the references, and have forced omission of many interesting
applications as well as discussion of topical issues such as the treatment of systems out of
equilibrium.
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1 Introduction
In the field of magnetism, the word frustration was first introduced in the context of spin glasses
to describe the impossibility of simultaneously satisfying all exchange processes. In this lec-
ture, we are primarily interested in disorder-free systems that can be described by a periodic
Hamiltonian. In that case, frustration is more precisely described as geometrical frustration, a
concept that has received the following general definition: One speaks of geometrical frustra-
tion when a local condition is unable to lead to a simple pattern for an extended system [1].
Typical examples are paving problems, where some figures such as triangles in two dimensions
lead to regular, packed pavings while others such as pentagons are unable to lead to a compact,
periodic structure.
In this lecture, we will be dealing mostly with two models of magnetism: the Ising model
H =
∑
(i,j)
Jij SiSj, Si, Sj = ±1 or ↑, ↓ (1)
and the Heisenberg model
H =
∑
(i,j)
Jij ~Si · ~Sj (2)
where the spins ~Si are unit vectors in the classical case, and components of a quantum spin in
the quantum case: [Sαi , S
β
i ] = i
αβγ Sγi , and ~S
2
i = S(S + 1). In both cases, i and j are sites of a
periodic lattice, and Jij is assumed to depend only on their relative position.
Frustration can only occur if at least some exchange paths are antiferromagnetic, i.e., if some
of the exchange integrals Jij are positive, since, if all exchange paths are ferromagnetic with
negative exchange integrals, the configuration with all spins parallel is clearly the ground state.
However, even when all bonds are antiferromagnetic, geometrical frustration is not necessarily
realized. Indeed, for bipartite lattices such as the square lattice that can be divided into two
sublattices such that each spin of one sublattice is only coupled to spins on the other sublattice,
the energy of the Ising model or of the classical Heisenberg model is simply minimized by the
Ne´el configuration, in which the spins of one sublattice are parallel to each other and antiparallel
to all spins of the other sublattice.
A necessary condition to satisfy the general condition of geometrical frustration with only an-
tiferromagnetic exchange interactions is to have loops of odd length. This is however not suf-
ficient. Indeed, as we shall see, it is often possible to minimize the energy of the classical
antiferromagnetic Heisenberg model with a simple helical arrangement of spins, and if this
defines a unique ground state, as in the case of the triangular lattice with nearest-neighbor in-
teractions, the system is strictly speaking not geometrically frustrated: Geometrical frustration
occurs when there is no unique way to minimize the energy but when there are other ways with
less simple (often non periodic) structures to reach the ground-state energy.
The objective of this lecture is to review the physical consequences of this degeneracy from a
theoretical perspective. For Ising spins, degeneracy can lead to all types of zero-temperature
behaviors: long-range order, algebraic order, dipolar correlations, or complete disorder. For
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Fig. 1: Left panel: Example of degenerate ground states of the antiferromagnetic Ising model
on the triangular lattice. Once spins have been arranged antiferromagnetically on a honeycomb
sublattice (thick solid line), the spins in the center of the hexagons can point up or down. Right
panel: Mapping between a ground state of the Ising model on the triangular lattice and a dimer
covering on the dual honeycomb lattice. The bonds of the triangular lattice with parallel spins
are crossed by a dimer.
Heisenberg models, fluctuations (thermal or quantum) play a major role. They can order the
system by picking one ordered state out of the ground-state manifold, but they can also destroy
any kind of magnetic long-range order. This opens the way to new types of ground states such
as spin nematics (where the order parameter is not the local spin but a more complicated object),
valence-bond crystals (completely non-magnetic states with a broken translational symmetry),
or quantum spin liquids where both the rotational SU(2) symmetry in spin space and the trans-
lation symmetry in real space are preserved.
2 Competing interactions and degeneracy
2.1 Ising
For the Ising model, competing interactions generally lead to an infinite degeneracy. As a first
hint, let us consider the antiferromagnetic Ising model on the triangular lattice. On a triangle,
the best one can do is to satisfy two bonds out of three, and any configuration with two up spins
and one down spin or two down spins and one up spin on each triangle minimizes the energy. A
simple way to satisfy this condition is to look at the triangular lattice as a centered honeycomb
lattice. Then, if the honeycomb lattice is in a Ne´el state, the condition will be automatically
satisfied regardless of the orientation of the spins inside the hexagons (see left panel of Fig. 1).
So the ground state degeneracy is at least equal to 2N/3, where N is the number of sites, and
there is a residual entropy per site bounded from below by (1/3) ln 2 ' 0.2310. In fact, the
residual entropy is much larger, as first shown by Wannier [2], who derived the exact result
S/N = 0.3230....
A useful way to derive this result for the purpose of this lecture is to map the problem onto that
of the dimer coverings on the dual honeycomb lattice by putting a dimer across each unsatisfied
bond of a ground state of the Ising model [3] (see right panel of Fig. 1). Up to a factor 2 associ-
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ated with flipping all spins, there is a one-to-one correspondence. The problem of counting the
dimer coverings on a planar graph was addressed in the early sixties [4, 5], and the following
theorem has been proven:
Theorem: If one can attach to each adjacent pair of sites an arrow such that around each loop
with an even number of sites N the number of arrows in each direction is odd, the total number
of dimer coverings can be expressed as the determinant of a periodic, skew-symmetric matrix.
Proof: The number of dimer coverings is clearly given by
Z =
1(
N
2
)
! 2N/2
∑
P
b(p1, p2) b(p3, p4) · · · b(pN−1, pN)
where the sum runs over the permutations P = {p1, . . . , pN} of 1, . . . , N , and
b(i, j) =
{
1 if i, j adjacent,
0 otherwise.
Now, define the skew-symmetric Kasteleyn matrix a(i, j) by:
a(i, j) =

1 if i, j ajdacent and i→ j
−1 if i, j ajdacent and i← j
0 otherwise.
where i→ j means that the arrow goes from i to j. Then,
Z =
∣∣∣∣∣ 1(N
2
)
! 2N/2
∑
P
ε(P ) a(p1, p2) . . . a(pN−1, pN)
∣∣∣∣∣
where ε(P ) is the signature of the permutation. Indeed, this will be clearly true if, for all
permutations, i.e., for all dimer coverings, the sign of ε(P )a(p1, p2) . . . a(pN−1, pN) is the same.
Now, consider 2 dimer coveringsC andC ′. To go from one to the other, one just has to shift sites
around loops of even length. For the sites of a given loop, the product of the matrix elements
of C and C ′ will be negative because, thanks to the hypothesis of the theorem, the number of
arrows in each direction is odd. Besides, the signature of the permutation is negative because
the number of sites is even. So, each loop contributes a factor with the same sign for C and C ′,
and the terms in the sum corresponding to C and C ′ have the same sign, which implies that the
terms in the sum have the same sign for all dimer coverings.
Now, the sum over P is the Pfaffian of the skew-symmetric matrix a(i, j), and its square is equal
to the determinant of a. So finally,
Z =
√
det a
The determinant is the product of the eigenvalues of a, which, on a periodic lattice, can be easily
calculated using the Bloch theorem. In the case of the honeycomb lattice, this leads to
1
Nhc
lnZ =
1
4
∫ 1
0
dx
∫ 1
0
dy ln |3 + 2 cos(2piy)− 2 cos(2pi(x+ y))− 2 cos(2pix)| ' 0.1615
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Fig. 2: Left panel: sketch of the pyrochlore lattice. Middle panel: example of a 2-in 2-out
structure stabilized in spin ice. Right panel: same configuration as that of the middle panel,
but for water ice, the blue and red dots standing for H atoms. Each oxygen atom (empty circle)
forms an H2O molecule with the two hydrogen atoms close to it.
Since the number of sites of the honeycomb latticeNhc = N/2, the entropy per site for the Ising
model is given by S/N = 0.3230 . . . , in agreement with Wannier’s result [2].
When the mapping on an exactly soluble dimer covering problem is not possible, one can always
resort to a numerical enumeration of all configurations to estimate the residual entropy. How-
ever, it is often possible to get a good estimate with the help of a simple argument developed
by Pauling in the context of ice [6]. Let us consider the case of Dy2Ti2O7 and Ho2Ti2O7 [7].
In these systems, known as spin-ice systems, classical spins sit on a pyrochlore lattice (see left
panel of Fig. 2). They have to point along the direction joining the site on which they sit to
the centers of the neighboring tetrahedra, and the interaction is ferromagnetic. Then, on a tetra-
hedron, the energy is minimized for configurations with two spins in and two spins out (see
middle panel of Fig. 2). This model can be mapped onto the problem of water ice, in which
oxygen atoms sit at the center of the tetrahedra of a pyrochlore lattice, and the hydrogen atoms
sit in principle on the pyrochlore lattice, but on each tetrahedron two of them get closer to the
oxygen to form a water molecule H2O (see right panel of Fig. 2). Remarkably, it can also be
mapped onto the antiferromagnetic Ising model on the pyrochlore lattice, with two spins up and
two spins down on each tetrahedron.
To estimate the entropy, Pauling noted that, on a given tetrahedron, there are in total 24 = 16
configurations, but only 6 of them satisfy the constraint. So, to estimate the number of configu-
rations for a system of N sites, he suggested to multiply the total number of configurations 2N
by 6/16 per tetrahedron. Since the number of tetrahedra is N/2, this gives:
Z ≈ 2N
(
6
16
)N
2
=
(
3
2
)N/2
leading to
S
N
=
1
2
ln
(
3
2
)
= 0.2027
This estimate compares remarkably well with the ’exact’ numerical result S/N = 0.20501...
[8]. Even more remarkably, this value has been measured experimentally in Dy2Ti2O7 [9].
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Indeed, the entropy per site at high temperature is equal to ln 2, and if the ground state is
degenerate, the residual entropy can be determined as:
S/N = ln 2−
∫ +∞
0+
C(T )dT
T
(3)
where C(T ) is the specific heat.
2.2 Heisenberg
For the Heisenberg model, frustration is often used, by analogy with the Ising case, as a syn-
onym of competing interactions, but the effects to be discussed below occur when the competi-
tion is so severe that for classical spins the ground state is infinitely degenerate. That this is not
always the case is clear from the following theorem [10]:
Theorem: On a Bravais lattice, i.e., a lattice with one site per unit cell, the classical energy is
minimized by a helical structure ~S~Ri = (cos(
~k · ~Ri), sin(~k · ~Ri), 0), where ~k is a minimum of
the Fourier transform of the coupling constant J(~k) =
∑
~Rj
J~Ri ~Rj exp[i
~k · (~Rj − ~Ri)].
Proof: This theorem is easily proven by first replacing the local constraint ||~Si||2 = 1 by a
global one
∑
i ||~Si||2 = N , and by looking for a specific solution of the global constraint that
satisfies the local constraint.
In fact, even on non-Bravais lattices, it is often possible to minimize the energy with some kind
of helical state. However, the fact that the energy can be minimized by a regular structure does
not imply that this is the only one. Let us demonstrate this in a few representative cases.
2.2.1 J1-J2 model on the square lattice
For the Heisenberg model on the square lattice with nearest-neighbor coupling J1 and next-
nearest-neighbor coupling J2 (see left panel of Fig. 3), the Fourier transform of the coupling
constant is given by:
J(~k) = 2J1(cos kx + cos ky) + 4J2 cos kx cos ky (4)
As long as J1 > 2J2 > 0, the minimum is reached for ~k = (pi, pi), and the ground state has Ne´el
order. However, when J2 > J1/2 > 0, J(~k) is minimized by two wave-vectors: ~k = (0, pi)
and ~k = (pi, 0). So the minimum energy is reached for two helical states. Quite remarkably, the
energy per site is given by E/N = −2J2 and does not depend on J1. This is a consequence of
the fact that in these states the two sublattices are Ne´el ordered, so that J1 couples any spin to
two pairs of spins pointing in opposite directions and drops from the energy. But this remains
true regardless of the relative angle θ between the spins of each sublattice, so that the ground-
state manifold consists of all states with Ne´el-ordered sublattices (see left panel of Fig. 3). The
ground state is thus infinitely degenerate, and the degeneracy is controlled by a continuous
parameter, the angle θ between the sublattices.
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Fig. 3: Left panel: sketch of the ground state of the J1-J2 model on the square lattice for
J2 > J1/2. Each sublattice has Ne´el order. The ground-state energy is independent of the
angle θ between the spins on the two sublattices. Right panel: ~q = ~0 ground state of the
classical Heisenberg model on the kagome lattice. New, non-coplanar ground states can be
generated by rotating the spins along any line (e.g. the red and blue spins of a horizontal line)
around the common direction of the spins to which they are coupled (e.g. the vertical direction
of the green spins)
.
2.2.2 Kagome lattice
For three spins, the classical Heisenberg model is proportional to
~S1 · ~S2 + ~S2 · ~S3 + ~S3 · ~S1 = 1
2
(~S1 + ~S2 + ~S3)
2 − 3
2
This expression is minimized as soon as ~S1 + ~S2 + ~S3 = ~0. So, for antiferromagnets built out
of triangles, a sufficient condition to minimize the energy is to find a configuration for which
this constraint is satisfied on all triangles. For the triangular lattice, this condition leads, up
to a global rotation of the spins, to a unique three-sublattice helical state. However, for the
kagome lattice, which consists of corner-sharing triangles, this can be satisfied in an infinite
number of ways. For coplanar configurations, once the direction of one spin has been chosen,
the problem is equivalent to the antiferromagnetic 3-state Potts model, which is known to have
an infinitely degenerate ground state with an extensive residual entropy [11]. This leads to an
infinite, discrete degeneracy. But the situation is far richer. Consider for instance the ground
state in which all up triangles have the same pattern (see right panel of Fig. 3). Non-coplanar
ground states can be constructed by rotating the spins along any line around the common direc-
tion of the spins adjacent to it. This can be done independently on all lines parallel to a given
direction. More generally, starting from any ground state, the spins inside a cluster surrounded
by identical spins can be freely rotated. So the degeneracy is controlled by an infinite number
of continuous variables.
2.2.3 Pyrochlore
The situation is similar for the three-dimensional pyrochlore lattice. All the states that satisfy
the constraint ~S1 + ~S2 + ~S3 + ~S4 = ~0 on each tetrahedron are ground states. This constraint can
be satisfied in many ways, and new ground states can often be generated by rotations of subsets
of spins.
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3 Classical ground-state correlations
When the classical ground state of a model is infinitely degenerate, zero-temperature correla-
tions are naturally defined as the average over all ground states. Naively, one could imagine that
averaging over an infinite number of different states will generally lead to effective disorder,
but quite remarkably this is not the case, and most systems that have an infinite but discrete
ground-state degeneracy turn out to exhibit algebraic correlations, sometimes of dipolar type,
although some are completely disordered (e.g. the antiferromagnetic model on the kagome lat-
tice [12]), and some long-range ordered (e.g. the 3-state Potts model on the dice lattice [13] or
the bilinear-biquadratic Heisenberg model on the triangular lattice [14]).
3.1 Algebraic correlations
A well known example of algebraic correlations is provided by the AF Ising model on the
triangular lattice. The original proof by Stephenson [15] that the correlations decay as 1/r1/2 is
too involved to be reproduced here, but this result can be made plausible thanks to the mapping
onto the dimer problem on the honeycomb lattice. Indeed, the Pfaffian that enters the calculation
of the number of dimer coverings can be reformulated in terms of an integral over Grassmann
variables, and the Green function between Grassmann variables at sites i and j is the matrix
element (a−1)ij , where a is the Kasteleyn matrix . Now, in Fourier space, the spectrum of the
Kasteleyn matrix has a Dirac point at zero eigenvalue for the honeycomb lattice. This implies
that the Green function decays algebraically at long distance. Using the Wick theorem, this in
turn implies that more complicated correlations such as dimer-dimer correlations in the dimer
covering problem or spin-spin correlations in the Ising model should also decay algebraically.
Intuitively, the presence of algebraic correlations suggests that the system is almost ordered and
that configurations that are not too far from a specific one dominate the sum. A plausible con-
dition for this specific configuration is to be maximally flippable, i.e., connected by individual
spin flips to a maximal number of allowed configurations. To implement this idea, it has been
suggested to map these models onto height models [16, 17], the maximally flippable state cor-
responding to a flat surface. Such models represent the fluctuations of the surface of a solid by
assigning to each point a height. They describe the roughening transition of a solid between
a flat surface, where the height difference is bounded from above, and a rough surface, where
height differences diverge [18].
For the triangular Ising antiferromagnet, the mapping onto height variables proceeds in two
steps. First of all, microscopic height variables z(~r ) are defined on the vertices of the original
triangle lattice (see left panel of Fig. 4). To each ground state of the Ising model, one first
associates a dimer covering of the dual honeycomb lattice. Then, after choosing the height of
one site, one associates to each dimer covering a height configuration following the prescription
that, when going clockwise around an up triangle, the height difference between neighboring
sites is equal to 2 if one crosses a dimer and −1 if one does not cross a dimer. With this pre-
scription, the height differences around all triangles (up and down) is zero, and the assignment
is consistent.
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Fig. 4: Left panel: height mapping of the Ising model on the triangular lattice. The configura-
tion represented here is the flat one. It corresponds to the maximally flippable configuration in
terms of Ising spins (not shown). Right panel: sketch of the mapping of the Ising model onto the
checkerboard lattice on a height model. The dotted red line is the unit cell.
Next, one defines a smooth height field on the dual lattice h(~x ) by coarse-graining the field
z(~r ), i.e., by averaging it on each triangular plaquette:
h(~x ) = [z(~r1) + z(~r2) + z(~r3)]/3
where ~r1, ~r2, and ~r3 are the sites of a triangle, and ~x = (~r1 + ~r2 + ~r3)/3 is a site of the dual
lattice.
The idea is now to describe the ground-state manifold as fluctuations around the flat surface,
where the height variable is almost the same everywhere. With the prescription above, this
corresponds to the configuration shown in the left panel of Fig. 4, in which h(~x) = 0 on all
triangles. So it is natural to assume that this height configuration has a maximal weight, and that
other height configurations will be penalized. The simplest assumption is a Gaussian weight.
Going to a continuous height variable, one assumes a free energy of the form:
F ({h(~x )}) =
∫
d~x
K
2
∣∣∣~∇h(~x)∣∣∣ = ∑
~q
K
2
q2 |h(~q)|2
For a mode h(~q), the mean value of h(~q)2 is given by:〈|h(~q )|2〉 = ∫ dhh2 exp (−K2 q2h2)∫
dh exp
(−K
2
q2h2
) = 1
Kq2
,
which implies that
C(~r ) ≡ 1
2
〈|h(~r )− h(~0)|2〉 =
∫
dq
(
1− ei~q·~r) 1
Kq2
∝ 1
2piK
ln
pir
α
, r → +∞
To extract the correlations of the Ising model , one must relate the spin variables σ~ri to the height
variables. This relation is not simple, but it is enough to realize that the spin variables have to
be periodic functions of the height variables of period six. Indeed, turning the spins around a
triangle twice leads to the same configuration, while the height has changed by 6. So any local
operator of the spin O(~r ) can be expanded as
O(~r ) =
∑
G6=0
OGe
iGh(~r)
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with G = 2pin/6, n integer. Using the identity
〈e−iG[h(~r )−h(~0)]〉 = e− 12G2〈|h(~r )−h(~0)|2〉
it is clear that the long-range correlations are dominated by the smallest value of G. So one can
assume σ(~r ) ∝ ei 2pi6 h(~r) to calculate the long-range correlations, which leads to:
〈σ(~r )σ(~0)〉 ∝
(pir
a
)−( 2pi6 )2 12piK
=
(pir
a
)− 2pi
36K
Comparing this result with the exact result that the correlations decay as 1/r1/2, one gets
K = pi/9. This shows that the system is in the rough phase where 〈|h(~r ) − h(~0)|2〉 diverges
logarithmically since this phase is stable as long as K < pi/2.
3.2 Dipolar correlations
The checkerboard lattice (see right panel of Fig. 4) is another example of a frustrated lattice on
which the Ising model is infinitely degenerate, the rule in the ground state being that
∑
 Si = 0
for all plaquettes with diagonal bonds. This is not a planar graph (bonds are crossing), and a
mapping onto a dimer model is not possible. So the form of the long-range correlations cannot
be guessed from the spectrum of a Kasteleyn matrix. The height mapping is in that case very
useful, and it brings an unexpected new feature of the correlations [17].
The mapping works as follows (see Fig. 4, right panel): The height variables are numbers
defined in the squares without diagonal bonds and related to the spins by{
S1(~r ) = (−1)x+y∆xh
S2(~r ) = (−1)x+y∆yh
where S1(~r ) and S2(~r ) refer to the two spins in the unit cell.
In that case, the spin is related to the height field by:
Si(~r ) = (−1)x+y∂xih+ eipih + . . .
The dominant contribution to the correlations comes from the first term:〈
Si(~r )Sj(~0)
〉
= (−1)x+y∂xi∂xjC(~r) ∝
(−1)x+y
2piK
∂xi∂xj ln
(pir
α
)
,
which finally leads to 〈
Si(~r )Sj(~0)
〉
=
(−1)x+y
2piK
r2δij − 2xixj
r4
(5)
These correlations have a dipolar form.1
1The mapping onto a height model leads in general to algebraic and often dipolar correlations. What makes
the height mapping possible? The mapping is possible if a height configuration leads to a single spin configuration
and a spin configuration to a single height configuration up to a global shift. Since the height is single valued,
one has to go back to the same height around basic loops. For this to occur, elementary loops for the height
should be constrained by a local condition in the ground state manifold. This is the case for the triangular lattice
(
∑
i σi = ±1, never 3 or −3), and for the checkerboard lattice (
∑
 Si = 0).
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The situation is very similar for the pyrochlore lattice with antiferromagnetic couplings [19],
but the effective model is a lattice gauge theory. In the ground state, the rule for each tetrahedron
is that ∑

Si = 0
Consider the dual lattice of the pyrochlore lattice. This is the diamond lattice, a bipartite lattice.
Divide it into two sublattices A and B and on each bond κ define a unit vector eˆκ from A to B.
Next, define a field on the site of the original lattice, hence on the bond of the diamond lattice,
by
~Bκ = Sκeˆκ
The lattice version of the integral of the divergence around a site ~x of the diamond lattice is
given by ∑
κ(~x)
~Bκ · eˆκ =
∑
κ(~x)
Sκ = 0
because of the local rule in the ground-state manifold of the AF Ising model on the pyrochlore
lattice.
So, one can look in the continuum for a field with zero divergence. Upon coarse graining, the
configurations with small coarse-grained field ~B are favored. Indeed, to go from one ground
state to the other, one must flip the spins along a loop of alternating spins to fulfill the constraint∑
 Si = 0. Along such loops, the sum of the field ~Bκ = ~0. This implies that configurations
with a very small ~B will have small loops of ~Bκ and will be very flippable.
So, one can postulate a weight
S( ~B(~x )) = exp
[
−K
2
∫
d3 ~r ~B(~r )2
]
(6)
Since div ~B = 0, one can choose a vector potential ~A such that ~B = ~∇ × ~A. With the gauge
div ~A = 0, its correlations are given by:〈|A(~q )|2〉 = 1
Kq2
or in real space by 〈
Ai(~r )Aj(~0)
〉
=
δij
4piKr
This leads to the correlations of the ~B field〈
Bi(~r )Bj(~0)
〉
=
1
4piK
3xixj − δijr2
r5
and finally to the spin-spin correlations〈
Sα(~r )Sβ(~0)
〉
=
1
4piK
3(eˆα · ~r )(eˆβ · ~r )− (eˆα · eˆβ)r2
r5
(7)
where α and β keep track of the position of the spin in the unit cell.
The dipolar form of the correlations leads to a very specific signature, namely the presence of
pinch points in diffuse scattering [20, 21].
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4 Order by disorder
If the ground state of a classical Heisenberg model has no long-range magnetic order because of
geometrical frustration, it does not necessarily imply that this remains true at T > 0 or for the
quantum version of the model [22–24]. Indeed, the spectrum of fluctuations usually depends
on the ground state, and this can lead to a selection mechanism known as order by disorder that
can lead to long-range magnetic order.
4.1 Quantum fluctuations
Let us start by discussing the effect of quantum fluctuations. When spins are quantum operators,
the fluctuations around a given ground state can be described at the harmonic level with the help
of the Holstein-Primakoff transformation:
Szii = S − a†iai
S+i =
√
2S − a†iai ai
S−i = a
†
i
√
2S − a†iai
(8)
where the quantization axis zi is in the direction of the spin at site i in the ground state under
consideration. Keeping only terms of order S2 and S leads to a quadratic Hamiltonian. If the
environment of all sites is the same up to a rotation (a condition that is often met even if the
ground state is not periodic, as for instance in helical states on a Bravais lattice), the Hamiltonian
takes the general form in Fourier space:
H = Eclassical +
∑
~k
[
B~k a
†
~k
a~k +
1
2
A~k
(
a†~ka
†
−~k + a~ka−~k
)]
where Eclassical is proportional to S2, and A~k and B~k are coefficients proportional to S that
depend on the exchange integrals and on the ground state. This Hamiltonian can be put in
diagonal form
H = E0 +
∑
~k
ω~k
(
α†~kα~k +
1
2
)
where the operators α†~k and α~k are related to the Holstein-Primakoff operators by a Bogoliubov
transformation:
α~k = u~ka~k + v~ka
†
−~k
with
ω~k =
√
B2~k − A2~k, u~k =
√
B~k + ω~k
2ω~k
, v~k = sign(A~k)
√
B~k − ω~k
2ω~k
In Eq. (4.1), the energyE0 is the sum of the classical energy, which is independent of the ground
state, and of a quantum correction also independent of the ground state. For antiferromagnetic
bonds, its expression is the same as that of the classical energy up to the replacement S2 →
S(S + 1).
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Then, the energy of the quantum state obtained by ’dressing’ a classical state with quantum
fluctuations includes a zero-point contribution and is given by
E(θ) = E0 +
1
2
∑
~k
ω~k(θ) (9)
In that expression, θ stands for a parameter (or a set of parameters) that runs over the degener-
ate ground-state manifold, and we have made it explicit that the right-hand side depends on θ
through ω~k, which is the case because the coefficients A~k and B~k depend on the ground state.
If the minimization of this energy with respect to θ selects a value of θ for which the classical
ground state has long-range order, then, at this level of approximation, the quantum system
possesses this type of order.
As an example, let us consider again the J1-J2 model on the square lattice for J2/J1 > 1/2.
The ground state is infinitely degenerate, the energy being independent of the angle θ between
the two Ne´el sublattices (see left panel of Fig. 3). Although there are four sites per unit cell,
thus in principle 4 branches of excitations, the Hamiltonian describing harmonic fluctuations
has the periodicity of the square lattice, and the spectrum is simply given by ω~k =
√
B2~k − A2~k
with
A~k/S = −2J1
(
cos2
θ
2
cos kx + sin
2 θ
2
cos ky
)
− 4J2 cos kx cos ky
and
B~k/S = 2J1
(
sin2
θ
2
cos kx + cos
2 θ
2
cos ky
)
+ 4J2
The zero-point energy is minimal for θ = 0 and θ = pi, which corresponds to the two helical
ground states of wave vector (0, pi) and (pi, 0). Remarkably, these are the collinear states of the
ground-state manifold. This is a general trend. Whenever possible, coplanar states are favored
over non-coplanar ones and collinear states over non-collinear ones because their spectrum is
softer, and their zero-point energy lower [24].
The presence of two ground states and not simply one has an interesting consequence: these
states can be distinguished by an Ising order parameter defined on the dual lattice,
σx = (~Si − ~Sk) · (~Sj − ~Sl)/
∣∣∣(~Si − ~Sk) · (~Sj − ~Sl)∣∣∣ (10)
where (i, j, k, l) are the corners with diagonal (i, k) and (j, l) of the plaquette centered at the
site x of the dual lattice. As a consequence, there is an Ising transition at finite temperature, a
remarkable effect for a system with continuous symmetry [25, 26].
This harmonic selection process does not always lead to long-range order, however. For in-
stance, for the kagome lattice, the coplanar ground states are favored, in agreement with the
general trend, but the zero-point energy is exactly the same for all coplanar ground states [27].
One would have to push the expansion to higher order in 1/S to select among these states.
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4.2 Thermal fluctuations
For a purely classical model, thermal fluctuations have a similar effect. Deviations from a
classical ground state can be parametrized by two local coordinates according to
~Si =
(
xi, yi,
√
1− x2i − y2i
)
(11)
in the local reference frame of the ground state (xi = yi = 0 in the ground state). Expanding
the energy to second order in xi and yi leads to a quadratic form for the energy. This allows
the calculation of the partition function as a Gaussian integral. Although the coefficients of the
quadratic form are not equal to the coefficients A~k and B~k of the quantum case, they are related
to them, and the low temperature free energy can be expressed in terms of the frequencies of
the quantum case as (kB = 1):
F = F0 − 1
2
NhT lnT + T
∑
~k
lnω~k (12)
where F0 is independent of the ground state, and Nh is the number of harmonic modes, i.e.,
of non-zero frequencies. In general, the state that minimizes
∑
~k lnω~k is selected [24]. This is
often the same state as the one selected by quantum fluctuations, but this does not need to be
the case since quantum fluctuations minimize another function of the frequencies, namely their
sum
∑
~k ω~k. Besides, zero frequencies play a different role. For the quantum case, they just
give a vanishing contribution to the zero point energy, but for the classical case, they lead to an
integral that is not Gaussian. If the next term in the expansion of the non-quadratic modes is
quartic, which is generally the case, the low-temperature free energy takes the form
F = F0 − 1
2
NhT lnT − 1
4
NqT lnT + . . . (13)
where Nq is the number of quartic modes. The factor 12 is replaced by
1
4
if the mode is quartic.
As a consequence, the state with the maximal number of zero modes will always be favored by
thermal fluctuations [27], whereas this is not necessarily the case for quantum fluctuations.
5 Alternatives to magnetic long-range order in
Heisenberg models
The presence of classical degeneracy in the ground state of a frustrated Heisenberg model typ-
ically leads to the presence of additional zero-frequency spin-wave modes on top of those that
can be expected on general grounds (at ~q = ~0 and at ~q = ± ~Q in a helical state with pitch vector
~Q). This degeneracy often leads to lines of zero modes (e.g. J1-J2 model at J2 = J1/2) or even
to a plane of zero modes (e.g. kagome) in the Brillouin zone, which, to harmonic order, implies
a divergence of the correction to the local magnetization
δm ≡ S − 〈Szi 〉 =
1
N
∑
~k
〈a†~ka~k〉 (14)
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since, in the ground state (the vacuum of the Bogoliubov α particles), 〈a†~ka~k〉 = v2~k ∝ 1/ω~k. The
spin-1/2 J1-J2 model is believed to be disordered around J2 = J1/2 for that reason [28]. If the
system is to maintain long-range order, higher-order corrections will have to open a gap at these
accidental zero modes to restore a finite value of the corrections. Self-consistent calculations
have been done that confirm this scenario, but for the calculation to be fully consistent, the
corrections must still be smaller than the spin S, which is often not the case, at least for small
enough spin. This implies that one has to look for alternatives to magnetic long-range order.
One possibility is to break the SU(2) symmetry with an order parameter that is not the local
spin, in which case one speaks of a spin nematic (see below). When the SU(2) symmetry is not
broken, the resulting ground state is generally called a spin liquid [29]. The rest of this chapter
reviews some of these possibilities.
5.1 Spin gap
A simple alternative to magnetic long-range order consists in opening a spin gap by adopting
a ground-state configuration in which spins are paired up to make local singlets rather than
developing long-range order. In that respect, there is an important difference between systems
with half-integer or integer spin per unit cell:
• If the total spin per unit cell is integral, then singlet pairing can be achieved without any
spatial symmetry breaking, and the ground state is non-degenerate. This is in particular
the case of integer spin chains [30] and of spin ladders [31]. In spin ladders, there are two
sites per unit cell, and the ground state is adiabatically connected to that of the strong rung
limit, which simply consists of a product of singlets on the rungs. In integer spin chains,
the simple picture relies on representing the local spin as a set of 2S spins 1/2, the ground
state being adiabatically connected to the product of bond singlets constructed out of S
spins 1/2 at each end of the bond [32]. In 2D, long-range antiferromagnetic order is gen-
erally realized in the absence of frustration (square lattice, honeycomb lattice) unless the
system consists of weakly coupled dimers. With frustration however, the dimers do not
need to be weakly coupled for this to be realized, as in the case of the Shastry-Sutherland
model [33] (see below).
• If the total spin per unit cell is half-integral, singlet pairing can only be achieved through
a spontaneous symmetry breaking that enlarges the unit cell to accommodate an integer
total spin. The first and most famous example is the spin-1/2 J1-J2 Heisenberg chain [34],
which has in fact inspired the construction of the Shastry-Sutherland model.
The Majumdar-Ghosh model
The Hamiltonian of the spin-1/2 J1-J2 Heisenberg chain is given by:
HJ1-J2 =
∑
i
(J1 ~Si · ~Si+1 + J2 ~Si · ~Si+2) (15)
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Fig. 5: Left panel: from top to bottom, sketch of the J1-J2 chain, of its decomposition in terms
of diamonds, and of its decomposition in terms of triangles. Thick solid lines stand for bonds
of strength J1 = 2J2, thin solid lines for bonds of strength J2. Right panel: Shastry-Sutherland
lattice.
At the Majumdar-Ghosh point J2 = J1/2, the Hamiltonian can be rewritten (see middle left
panel of Fig. 5)
HJ1-J2 =
∑
i odd
(
J1 ~Si · ~Si+1 + J1
2
(~Si + ~Si+1) · ~Si−1 + J1
2
(~Si + ~Si+1) · ~Si+2
)
With this rewriting, it is clear that the wave function
|ψodd〉 =
∏
i odd
|S(i, i+ 1)〉, |S(i, i+ 1)〉 = singlet
is an eigenstate of HJ1-J2 of energy Eodd = −(N/2)(3/4) J1, where N is the number of sites,
since
(Sαi + S
α
i+1)|S(i, i+ 1)〉 = 0, α = x, y, z.
Now, the Hamiltonian can also be rewritten (see bottom left panel of Fig. 5)
HJ1-J2 =
∑
i
J1
2
(~Si · ~Si+1 + ~Si · ~Si+2 + ~Si+1 · ~Si+2) =
∑
i
H4(i).
Since the ground-state energy of a triangle of coupling J1/2 is given by
E0(H4(i)) = −3
4
J1
2
the ground state energy ofHJ1-J2 satisfies the inequality
E0(HJ1-J2) ≥
∑
i
E0(H4(i)) = −3
4
J1
2
N = Eodd
which, by the variational principle, proves that |ψodd〉 is a ground state. The same reasoning can
be done for
|ψeven〉 =
∏
i even
|S(i, i+ 1)〉
so that the ground state is two-fold degenerate.
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More recently, this calculation has been generalized to arbitrary spin [35]. The trick is to con-
sider the following generalization of the Hamiltonian
HJ1-J3 = J1
∑
i
~Si · ~Si+1 + J3
∑
i
[
(~Si−1 · ~Si)(~Si · ~Si+1) + h.c.
]
(16)
This Hamiltonian reduces to the J1-J2 model with J2 = J3/2 for spin 1/2 but not for larger
spin. It has been shown that the fully dimerized states are degenerate ground states for J3/J1 =
1/(4S(S + 1)− 2).
The Shastry-Sutherland model
In an attempt to find higher-dimensional analogs of the Majumdar-Ghosh chain, Shastry and
Sutherland came across a very interesting 2D model known as the Shastry-Sutherland model
[33] and depicted in the right panel of Fig. 5. This model can be seen as an orthogonal dimer
model or as a square lattice with some diagonal couplings. Its Hamiltonian can be written as
HShastry-Sutherland =
∑
〈〈i,j〉〉
J ~Si · ~Sj +
∑
〈i,j〉
J ′ ~Si · ~Sj (17)
where 〈〈i, j〉〉 stands for the diagonal bonds, and 〈i, j〉 for the bonds of the square lattice. The
same type of argument as the first step of the proof of the Majumdar-Ghosh model shows that
the product of singlets on J bonds is always an eigenstate, and variational arguments show that
this will be the case as long as J ′/J is not too large, less than 0.675 for spin-1/2 according to the
most recent numerical estimate [36]. Remarkably enough, this model provides a very accurate
description of the layered Cu oxide SrCu2(BO3)2, a system in which the frustration not only
opens a gap, but is also at the origin of a sequence of magnetization plateaus at 1/8, 2/15, 1/6,
1/4, 1/3, and 1/2 [37, 38].
5.2 Resonating Valence Bond spin liquids
For a spin-1/2 antiferromagnet with an odd number of spins per unit cell, as for instance the
square and triangular lattices (1 spin per unit cell) and the kagome lattice (3 spins per unit cell),
a product of singlet dimers has to break the spatial symmetry. In 1973, Anderson suggested
that the spatial symmetry might be restored if the ground state is a superposition of all possible
singlet dimer coverings that he called a Resonating Valence Bond (RVB) state (see Fig. 6), and
he suggested that this might take place for the triangular lattice [39, 40]. It is now widely be-
lieved that the spin-1/2 Heisenberg model on the triangular lattice has 3-sublattice long-range
order [41], but the RVB state remains a strong candidate for the spin-1/2 kagome antiferromag-
net.
Proving directly that a RVB state is realized for a given spin-1/2 model is very challenging be-
cause it requires performing numerical simulations on very large clusters, and quantum Monte
Carlo simulations cannot be performed for frustrated magnets because of the minus sign prob-
lem. However, the possibility of realizing an RVB state has been demonstrated in effective
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Fig. 6: Sketch of the Resonating Valence Bond state on the triangular lattice. Red ellipses stand
for singlet dimers for the Heisenberg model and simply for dimers for the ground state of the
Quantum Dimer Model on the triangular lattice at the Rokhsar-Kivelson point.
models of the singlet sector known as Quantum Dimer Models (QDM). Let us thus start with a
brief review of their properties.
The Hilbert space of a QDM is defined by all nearest-neighbor dimer coverings of a lattice,
which are assumed to be orthogonal (note that this would not be the case for spin-1/2 singlets).
The Hamiltonian typically contains kinetic terms that flip dimers around plaquettes and poten-
tial terms proportional to the number of flippable plaquettes. The simplest model on a square
lattice can be written as:
HQDM =
∑
Plaquettes
[−J (| 〉 〈 |+ h.c.) + v (| 〉 〈 |+ | 〉 〈 | )] (18)
Rokhsar and Kivelson [42] asked the question whether, for some values of v/J , such a model
can sustain a resonating valence bond (RVB) phase. As a first step toward an answer to this
question, they proved the following theorem:
Theorem: For v = J (RK-point), the sum of all configurations with equal weight is a ground
state.
Proof: Consider |ψ〉RK =
∑
c |c〉, where |c〉 is a dimer configuration. Let us write HQDM =∑
iH
i
QDM, where the sum over i runs over plaquettes, and consider a plaquette i. Then one can
distinguish two types of configurations:
• c does not contain parallel dimers on plaquette i (plaquette i is not flippable in c). Then
H iQDM |c〉 = 0.
• c does contain parallel dimers. Then there is a companion configuration c′ obtained from
c by changing the orientation of dimers on plaquette i such that
H iQDM |c〉 = −J |c′〉+ v |c〉
H iQDM |c′〉 = −J |c〉 + v |c′〉
⇒ H iQDM (|c〉+ |c′〉) = (v − J) (|c′〉+ |c〉)
Then, if v = J , H iQDM (|c〉+ |c′〉) = 0. This implies that
H iQDM
∑
c
|c〉 = 0, ∀i
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and finally that
HQDM |ψ〉RK = 0.
So |ψ〉RK is an eigenstate with eigenvalue 0.
Let us now prove that this is the ground state energy. For that purpose, let us enlarge the
Hilbert space to allow for empty sites (sites without dimers). Let us define the operator a as
the operator that destroys on a given plaquette provided there are such dimers on a given
configuration, and that gives 0 otherwise, and let us denote the adjoint operator by a† . Then
the Hamiltonian
H = −J
∑
Plaquettes
(
a† a + a† a
)
+ v
∑
Plaquettes
(
a† a + a† a
)
is equal to HQDM when restricted to the subspace where all sites belong to a dimer. So, the
ground state energy of HQDM must be larger or equal to the ground state of H . Now, for v = J ,
one can write
H = v
∑
Plaquettes
(
a† − a†
)(
a − a
)
=
∑
i
A†iAi
with Ai = a − a , and the sum over i runs over all the plaquettes. Then,
〈ψ|H|ψ〉 = v
∑
i
〈
ψ
∣∣∣A†iAi∣∣∣ψ〉 = v∑
i
‖|Aiψ〉‖2 ≥ 0
This implies that the ground state energy of H is non-negative, hence that the ground state
energy of HQDM is non-negative. Since the sum of all dimer configurations is a zero energy
eigenstate, it is thus a ground state of HQDM.
Does this imply that the QDM on the square lattice at the RK point is an RVB liquid? Not quite,
for several reasons. First of all, there are other ground states. Indeed all configurations with no
flippable plaquette are zero energy eigenstates, and there are many of them. This is not a final
blow, however, because their energy depends on the value of v/J in different ways. For v > J ,
these non-flippable configurations remain zero energy eigenstates and can be expected to be the
only ground states, whereas for v < J , the state emanating from |ψ〉RK can be expected to be
lower in energy than the non-flippable states.
More importantly, this RVB state can only be expected to extend into an RVB phase for v < J
if the spectrum is gapped at the RK-point, i.e., if correlations decay exponentially. Now, the
dimer-dimer correlations at the RK ground state are exactly the same as the classical dimer-
dimer correlations averaged over all dimer coverings considered in Section 3. The decay is itself
related to the property of the Kasteleyn matrix: If all eigenvalues stay at a finite distance from
0, dimer-dimer correlations decay exponentially. Otherwise, they decay algebraically [43, 44].
For the square lattice, it is easy to show that, as for the honeycomb lattice, the spectrum of
the Kasteleyn matrix has no gap. As a consequence, the correlations decay algebraically, the
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Fig. 7: Sketch of the phase diagram of the Rokhsar-Kivelson model on the triangular lattice
(top) and on the square lattice (bottom). The staggered phases are degenerate, the configura-
tions shown being the most symmetric ones.
spectrum of HQDM has no gap, and there is no RVB phase, a result confirmed by numerical
simulations. By contrast, for the triangular lattice, the Kasteleyn matrix is gapped, and the
correlations decay exponentially. The spectrum is thus gapped, and one can expect to stabilize
an RVB phase for v < J , in agreement with numerical results [45, 46] (see Fig. 7).
This state, although it is gapped, differs from a simple gapped state described, e.g., by a product
of singlet dimers by non-trivial topological properties:
• The ground state has a degeneracy that depends on the topology of the lattice (non degen-
erate on a finite lattice with open boundary conditions, two-fold degenerate on a cylinder,
four-fold degenerate on a torus,...).
• The elementary excitations are fractionalized. In a finite system, they can only be created
by pairs and consist in multiplying the configurations in the sum by (−1)nc , where nc is
the number of dimers cut along a line going from i to j, where i and j refer to the location
of the elementary excitations called ’visons’ [47].
Apart from spin models specifically constructed to have this property, the main candidate for an
RVB spin liquid in quantum antiferromagnets is the spin-1/2 Heisenberg model on the kagome
lattice, with strong numerical evidence from density-matrix renormalization group calculations
of a gap in both the singlet and triplet sectors [48]. The possibility of describing the singlet
sector of this RVB liquid with the help of a Quantum Dimer Model is still debated. According
to the first attempt at deriving an effective QDM, the system should be in a crystalline phase
that breaks translational symmetry [49]. However, the derivation of an effective QDM has been
recently revisited, with the opposite conclusion that this effective model does indeed have an
RVB ground state [50].
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5.3 Algebraic spin liquids
For half-integer spin, spin chains are not gapped, and spin-spin correlations decay to zero alge-
braically, in contrast to integer spin chains, in which they decay exponentially. It is thus natural
to consider the possibility of algebraic decay as well in 2D frustrated magnets. To implement
this goal, the most convenient way is to use a fermionic representation of spin-1/2 operators
sometimes known as Abrikosov fermions:
S+i = c
†
i↑ci↓
S−i = c
†
i↓ci↑
Szi =
1
2
(ni↑ − ni↓)
(19)
with the constraint ni↑ + ni↓ = 1. In this representation, the Heisenberg model takes the form:
H =
1
2
∑
i,j
Jij
[
1
2
(
c†i↑ci↓c
†
j↓cj↑ + h.c.
)
+
1
4
(
c†i↑ci↑ − c†i↓ci↓
)(
c†j↑cj↑ − c†j↓cj↓
)]
(20)
This Hamiltonian is not quadratic, and the only simple (but of course approximate) solution
relies on performing a mean-field decoupling of the four-fermion operators, and on treating the
constraint on average with a Lagrange parameter. To describe algebraic liquids, it is convenient
to introduce the bond operator
χij = c
†
i↑cj↑ + c
†
i↓cj↓ (21)
which satisfies the identity
~Si · ~Sj = 1
4
− 1
2
χ†ijχij (22)
and to decouple the Hamiltonian by introducing the order parameter χ0ij = 〈χij〉.
Following Affleck and Marston in their seminal work [51], let us consider the square lattice. As
is often the case with mean-field theory, the self-consistent equations possess several solutions.
Let us concentrate on two of them:
• χ0ij = χ0 on a set of bonds that constitute a dimer covering of the lattice, and χ0ij = 0 on
the other bonds. This solution describes a spontaneously dimerized state.
• χ0ij = χ0eiθij , where the phases θij are chosen in such a way that they lead to a pi-flux
per plaquette. A possible choice of gauge is given by θij = pi/4 if the arrow goes from
i to j in Fig. 8 (left panel). This solution is called the pi flux state. The dispersion of the
fermionic spectrum is given by:
E = ±Jχ0
√
cos2 kx + cos2 ky (23)
This spectrum is a Dirac spectrum, with 4 Dirac points. Since the system must be half-
filled to satisfy the constraint ni↑ + ni↓ = 1, the Fermi energy is given by EF = 0, and
the Fermi surface consists of 4 points: kx, ky = ±pi/2.
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Fig. 8: Left panel: Affleck-Marston pi-flux phase on the square lattice. The phase of the hopping
integral is equal to pi/4 on each bond in the direction of the arrow. Right panel: flux pattern of
the algebraic spin liquid proposed as a ground state for the spin-1/2 Heisenberg model on the
kagome lattice.
In this mean-field ground state, the spin-spin correlations decay algebraically, which gives rise
to power laws at low temperature. It has been argued that, because of the Dirac nature of the
spectrum, this mean-field solution is locally stable [52], and that the state described by this
solution could be considered as a consistent theory of an algebraic spin liquid. Note that the
order parameter χij is invariant under the gauge transformation c
†
i↑ → eiθc†i↑, where θ can take
any value. There is thus a U(1) gauge symmetry in the problem, and this type of spin liq-
uid is sometimes referred to as a U(1) spin liquid. The order parameter breaks the original
SU(2) symmetry, however, and different order parameters can correspond to the same physi-
cal solutions. A proper classification of the solutions relies on the projective symmetry group
introduced by Wen [53].
To compare the various solutions, one can of course compare the mean-field energies. However,
these energies are not variational because the local constraint is only satisfied on average, and
the wave functions obtained within mean-field theory contain a lot of configurations with doubly
occupied sites. A numerically tractable way to go beyond the mean-field approximation consists
of projecting into the sector with no doubly occupied sites using the Gutzwiller projector
PG =
∏
i
(1− ni↑ni|↓) (24)
The energy of the state PG|ψMF〉, where ψMF〉 is a mean-field solution, can be evaluated with
a Monte Carlo simulation [54]. In fact, one can generalize the method and use as a variational
subspace a set of functions of the form PG|ψfermion〉, where |ψfermion〉 is the ground state of
quadratic fermionic Hamiltonians not necessarily related to a mean-field solution of the original
problem. This method goes by the name of variational Monte Carlo (VMC) [55].
For the square lattice, the best VMC state is a flux state with a uniform flux less than pi per
plaquette. This is clearly not the true ground state, which has long-range Ne´el order. However,
the VMC approach, as a way to look for alternatives to long-range magnetic order, is very
versatile since it allows the comparison of several types of quantum liquids (including the RVB
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states discussed in the previous section and the chiral states discussed in the next one). It has
been implemented for the spin-1/2 kagome antiferromagnet, with the conclusion that the lowest-
energy state is the one depicted in the right panel of Fig. 8, with a flux pi per hexagon and no
flux through the triangles [56]. The resulting state is an algebraic spin liquid, and it is one of
the main candidates for the ground state of the spin-1/2 kagome antiferromagnet.
Note that one can also introduce a pairing operator ηij = c
†
i↑c
†
j↓ − c†i↓c†j↑ to decouple the Hamil-
tonian. This leads to a mean-field theory of the RVB state discussed in the previous section.
This order parameter is only invariant upon the transformation c†i↑ → eiθc†i↑ with θ = pi, i.e.,
c†i↑ → −c†i↑. There is thus only a Z2 gauge symmetry, and these states are sometimes referred
to as Z2 spin liquids.
5.4 Chiral spin liquids
All the states discussed so far as alternatives to magnetic long-range order leave the time-
reversal symmetry unbroken. It has been suggested however that another family of quantum
spin liquids related to Fractional Quantum Hall (FQH) states might be stabilized by frustra-
tion [57]. These states break time-reversal and parity symmetry, but not their product. A possi-
ble order parameter is the mixed product ~S1 · (~S2 × ~S3), also called the scalar chirality [58].
Although the symmetry-based definition is the most fundamental one, the discussion of the
properties of chiral spin liquids is most conveniently done using the language of Gutzwiller
projected wave-functions. In that language, a chiral state is obtained by applying a Gutzwiller
projection to a fermionic state that is the ground state of a Hamiltonian with a fractional flux
through some plaquettes, i.e., a flux that is neither equal to 0 nor to pi, so that time reversal
symmetry is broken [59]. In the mean-field language, the order parameter is of the χij type,
but it has to break translational symmetry to accommodate a fractional flux per plaquette. The
resulting band structure is gapped, and the effective low-energy theory is a pure gauge theory.
As a consequence, the ground state is expected to have a topological degeneracy equal to twice
that of the corresponding FQH state, the extra factor of 2 coming from the broken time-reversal
symmetry. The elementary excitations are anyons, with fractional statistics.
The best evidences so far in favor of such ground states in frustrated magnets have been obtained
for extensions of the Heisenberg model on the kagome lattice, possibly a consequence of the fact
that, when further-neighbor couplings are introduced, the classical kagome antiferromagnet has
non-coplanar ground states [60]. In particular, when second- and third-neighbor interactions
are present and for specific values of the couplings the best VMC state is a flux state with a
complicated flux pattern. This chiral state has been confirmed by numerical results, which have
reported a set of four low-lying states, in agreement with the expected 4-fold degenerate ground
state in the thermodynamic limit [61].
Another model consists of a generalization of the Heisenberg model that explicitly breaks the
chiral symmetry by introducing a term of the form ~Si ·(~Sj×~Sk) on each plaquette. Since the chi-
ral symmetry is explicitly broken, one expects the ground state to be only two-fold degenerate,
in agreement with DMRG results [62].
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Note that the situation is quite different in 3D, where the gauge theory is equivalent to electro-
magnetism, and where one can expect to have a linearly dispersive mode, sometimes referred
to as a photon [63].
5.5 Nematic order
Another completely different way for a system to avoid magnetic ordering is to break the SU(2)
symmetry without developing long-range magnetic order. This requires that the operator that
develops long-range correlations is not simply the local spin operator but a more complicated
local operator, very similar to liquid crystals, which breaks spatial symmetries but does not
have standard crystalline order. By order of increasing complexity, the next possibility is an
operator constructed out of two spin operators [64]. Let us thus consider two spins ~Si and ~Sj .
By combining them, one can construct a priori nine operators:
Sαi S
β
j , α, β = x, y, z (25)
Out of these nine operators, one can construct a scalar, a vector, and a rank 2 tensor:
• ~Si · ~Sj: This is a scalar, and it cannot break the SU(2) symmetry.
• ~Si× ~Sj: This operator has three components and is a vector. If such an operator develops
long-range correlations, the system is said to be p-nematic.
• The last five independent operators constitute a rank-2 tensor. They can be conveniently
arranged in a five-component vector:
~Qij =

Sxi S
x
j − Syi Syj
1√
3
(
3Szi S
z
j − ~Si · ~Sj
)
Sxi S
y
j + S
y
i S
x
j
Syi S
z
j + S
z
i S
y
j
Szi S
x
j + S
y
i S
z
j
 (26)
If this operator develops long-range order, the system is said to be n-nematic
Now, let us briefly see which possibilities can be realized depending on the value of the spin,
and on whether the sites i and j are equal or different.
• Classical spin systems: A purely local order parameter of the p-nematic type cannot
be realized because ~Si × ~Si = ~0. However, a purely local n-nematic order parameter
~Qi ≡ ~Qii, whose components involve products of components of the spin at site i, can
be realized. If we relax the requirement of a purely local order parameter, then both the
vector chirality ~Si × ~Sj and the quadrupolar operator ~Qij can be realized.
• S=1/2 systems: For spins 1/2, there are no new purely local order parameters: ~Si × ~Si =
i~Si is proportional to the local spin, and ~Qi vanishes identically because (Sαi )
2 = 1/4 and
Sαi S
β
i = −Sαi Sβi for spin-1/2 operators. So the only possible nematic operators are bond
operators: the vector chirality ~Si × ~Sj and the bond quadrupolar operator ~Qij .
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• S=1 systems: The identity ~Si × ~Si = i~Si still holds, so there is no p-nematic local order
parameter, but, by contrast to the spin-1/2 case, the local quadrupolar operator ~Qi does
not vanish identically. For i 6= j, as for spin 1/2, both the bond vector chirality and the
bond quadrupolar operators can be realized.
• S>1 systems: There is no difference from the spin-1 case regarding operators that involve
two spins. There is a difference however when one considers more than 2 spins. For spin
S > 1, purely local operators involving 2S > 2 spins can be constructed, corresponding
to octupolar order, etc.
Two cases have been discussed at length in the recent literature: purely local quadrupolar order
in spin-1 antiferromagnets and bond n-nematic order in spin-1/2 antiferromagnets.
Local quadrupolar order parameter in spin-1 bilinear-biquadratic models
The possibility for a spin-1 system to develop purely quadrupolar order can be understood in
very simple terms. Indeed, let us consider the Sz basis {| − 1〉, |0〉, |1〉} of a spin 1. The states
|−1〉 and |1〉 are clearly magnetic and correspond to a spin pointing opposite to z or along z. By
contrast, the state |0〉 is not magnetic. Indeed, one can easily check that it satisfies 〈0|Sα|0〉 = 0
for α = x, y, z. However, it is not invariant by rotation. Indeed, 〈0|(Sx)2|0〉 = 〈0|(Sy)2|0〉 = 1,
while 〈0|(Sz)2|0〉 = 0. This state is a quantum state that describes fluctuations perpendicular to
z. Note that there is no sign attached to the direction perpendicular to which fluctuations take
place, and this direction is called the director of the quadrupolar state. This director can point
in any direction, and one can in fact define a purely quadrupolar, time-reversal invariant basis
with directors along x, y and z:
|x〉 = i |1〉 − |1¯〉√
2
, |y〉 = |1〉+ |1¯〉√
2
, |z〉 = −i |0〉 (27)
In this basis, a general state can be decomposed as
|~d 〉 = dx |x〉+ dy |y〉+ dz |z〉
where ~d is a complex vector of norm 1. To keep track of the nature of the state (magnetic,
quadrupolar, or mixed), it is convenient to parametrize ~d according to [65]:
~d = ~u+ i~v, ~u and ~v real, ‖~u‖2 + ‖~v‖2 = 1, ~u · ~v = 0
Then, 〈~d |~S|~d 〉 = 2~u × ~v. A state is purely magnetic if ‖~u‖2 = ‖~v‖2 = 1
2
, and it is purely
quadrupolar if ~u = ~0 or ~v = ~0, with director along the non-zero vector.
Let us now consider the bilinear-biquadratic spin-1 model on the triangular lattice defined by
the Hamiltonian
H =
∑
〈i,j〉
[
Jbil ~Si · ~Sj + Jbiq
(
~Si · ~Sj
)2]
(28)
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Fig. 9: Left panel: phase diagram of the bilinear-biquadratic spin-1 Heisenberg model on the
triangular lattice. The angle θ keeps track of the relative magnitude of the bilinear coupling
(Jbil ∝ cos θ) to the biquadratic one (Jbiq ∝ sin θ). The inner circle is the mean-field phase
diagram, the outer one the numerical one obtained with flavor-wave theory and exact diagonal-
ization. There are two quadrupolar phases: a ferroquadrupolar phase for negative biquadratic
coupling and a 3-sublattice antiferroquadrupolar one for positive biquadratic coupling. (After
La¨uchli et al. [67]) Right panel: sketch of the phase diagram of the spin-1/2 Heisenberg model
on the square lattice with ferromagnetic nearest-neighbor coupling J1 < 0, antiferromagnetic
next-nearest neighbor coupling J2, and four-spin plaquette interaction K. There is a nematic
phase close to the ferromagnetic one. (After Shannon et al. [69])
The presence of quadrupolar order with a local order parameter is plausible if biquadratic in-
teractions are present because the Hamiltonian can be rewritten with the help of quadrupolar
operators using the identity
Jbil ~S1 · ~S2 + Jbiq
(
~S1 · ~S2
)2
=
(
Jbil − Jbiq
2
)
~S1 · ~S2 + Jbiq
2
~Q1 · ~Q2 + 4
3
Jbiq (29)
Then, the first step is to determine a mean-field phase diagram by looking for the product
state that minimizes the energy as function of θ, with Jbil = J cos θ and Jbiq = J sin θ. This
minimization is easily done using the following expectation values:
〈
~d1, ~d2
∣∣∣~S1 · ~S2∣∣∣~d1, ~d2〉 = ∣∣∣~d1 · ~d∗2∣∣∣2 − ∣∣∣~d1 · ~d2∣∣∣2 = 4(~u1 × ~v1) · (~u2 × ~v2)〈
~d1, ~d2
∣∣∣(~S1 · ~S2)2∣∣∣~d1, ~d2〉 = 1 + ∣∣∣~d1 · ~d2∣∣∣2 = 1 + (~u1 · ~u2 − ~v1 · ~v2)2 + (~u1 · ~v2 + ~v1 · ~u2)2
The conclusion is that if Jbiq is large and positive, directors tend to be perpendicular on neigh-
boring sites, while if Jbiq is large and negative, directors tend to be parallel. The resulting
phase diagram on the triangular lattice is depicted in the left panel of Fig. 9. In addition to the
standard ferromagnetic and 3-sublattice antiferromagnetic phase, it contains a ferroquadrupolar
phase and a 3-sublattice antiferroquadrupolar phase. These simple results have been confirmed
by more sophisticated calculations [66, 67].
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Bond nematic phases
For spin-1/2 antiferromagnets, there is no purely local order parameter. However, bond oper-
ators can give rise to nematic order. An instability towards a p-nematic state was suggested
early on for the square and kagome lattices with further-neighbor interactions in the context of
a semiclassical analysis [68]. More recently, extensive numerical results for spin-1/2 have sug-
gested that there is an instability towards an n-nematic phase for the J1-J2 model on the square
lattice for negative (ferromagnetic) J1 and positive J2, close to the ferromagnetic phase [69].
The absence of a purely local order parameter prevents one from performing a simple analysis
in terms of a product wave-function. In that case, it is the proximity of a ferromagnetic state that
leads to a simple picture: The instability that is responsible for the disappearance of ferromag-
netism is a condensation of two-magnon bound states, and the order parameter that describes
the resulting order is a two-spin n-nematic operator (see right panel of Fig. 9). A similar effect
has been predicted close to saturation.
6 Conclusion
It should be clear to the reader at this stage that frustrated magnetism has become a vast subject
over the years, and although I have tried to cover (sometimes very briefly) several aspects of
current interest, I am aware of the fact that entire subfields have been left aside. For instance, I
have chosen to concentrate on the Ising and Heisenberg models, but frustration is also a source
of fascinating phenomena for theXY model [70], with a number of specificities that I would not
have been able to cover properly. For similar reasons, I have also decided to say very little about
experimental results, but of course frustrated magnetism is to a large extent an experimental
subject [71]. If, in spite of all its imperfections and shortcomings, this chapter manages to make
some of the advanced theoretical concepts of frustrated magnetism accessible to non-specialists,
it will have reached its main objective.
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1 Introduction
1.1 Electronic background of spin-glass interactions
Electrons are responsible for most of the low-temperature electromagnetic phenomena in solids.
That is why there is a vast effort to reliably understand the behavior of systems with many
electrons in crystals. Electrons possess charge and spin and, since their mass is small, also
non-negligible kinetic degrees of freedom. Moreover, at low temperatures the Fermi statistics
and the Pauli principle add to the complexity of many-electron systems. The combination of
Coulomb repulsion, kinetic energy, and Fermi statistics leads to a large scale of collective quan-
tum phenomena in which electrons are either major agents or act indirectly as mediators. The
latter is the case for metallic spin glasses.
Spin glasses are magnetic systems in which the interaction between the well formed and im-
mobile magnetic moments is frustrated and the forces from different sources are in conflict
with each other due to a frozen structural disorder. Hence, no conventional long-range order
establishes at low temperatures. Nevertheless, these systems exhibit a freezing or ordering tem-
perature signaling emergence of a new “glassy” phase. The classical examples of spin glasses
are noble metals (Au, Ag, Cu, Pt) weakly diluted with transition metal ions, mostly Fe or Mn.
Although only the interaction between the local magnetic moments of the transition metal ions
is relevant, the metal matrix in which they are diluted supplies the mediating particles, the con-
duction electrons. The scattering of the conduction electrons on magnetic impurities leads to
an indirect Ruderman, Kittel, Kasuya and Yosida (RKKY) [1–3] exchange interaction between
the spins that strongly oscillates with distance R,
J(R) = J0
cos(2kFR + φ0)
(kFR)
3 , R→∞ .
Here J0 and φ0 are material constants and kF is the Fermi wave number of the host metal.
Since the magnetic ions are strongly diluted in the host, the distances between the spins are
effectively random, leading to a random distribution of the spin exchange with no preference
for a homogeneous magnetic order. Positive and negative signs of the exchange are then equally
likely and we can model the RKKY interaction by a randomly fluctuating exchange J(R) =
±J0/kFR3. Since the alloys are very dilute, the average distance between the active spins
is large, and a mean-field approximation is well justified. The first mean-field model of spin
glasses was proposed by Edwards and Anderson [4], just a few years after the first experimental
evidence of spin-glass behavior was discovered [5].
1.2 Models of spin glasses
The spin of the conduction electrons of the noble metals serve only to mediate the interaction
between the local spin moments of the transition metal alloys. In modeling the spin-glass behav-
ior, we can resort to purely immobile spins distributed regularly on a lattice with a random spin
exchange with no preference for either ferro or antiferromagnetic long-range order. For a spin
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Hamiltonian H[J, S], we have to evaluate the free energy of the system in the thermodynamic
limit. We assume that the free energy is self-averaging and the system is ergodic, hence
− βF (T ) = lim
N→∞
ln TrS exp {−βH[J, S]} =
〈
ln TrS exp {−βH[J, S]}
〉
J
. (1)
We will later analyze whether any of the fundamental assumptions of the standard statistical
mechanics is broken in the mean-field theory of spin glasses. Although Heisenberg spins are
physically most interesting, the glassy behavior in random frustrated spin systems becomes so
complex that full understanding of the new phenomena originating from the glassy phase de-
mands either further simplifications or alternative spin models to study. We will deal with three
spin-glass models that show different scenarios of the paramagnetic to spin-glass transition.
1.2.1 Heisenberg and Ising models
The simplest lattice spin system consists of spins with the lowest value ~/2. We set ~/2 = 1
and kB = 1 to simplify the resulting formulas. Since the transition temperature is relatively
high, the spins can be treated classically. The Hamiltonian of the Heisenberg spin model in a
homogeneous external magnetic field h on a regular lattice is
H[J,S] = −
N∑
i<j
JijSi · Sj −
∑
i
h · Si (2)
with a normalization condition Si · Si = 1. Although the spin rotational degrees of freedom
influence the way the system can go from the paramagnetic to the spin-glass phase [6, 7], it
is actually the Ising model that has been mostly studied in theories of spin glasses. Only the
projection Sz of the spin vector onto the easy axis, determined by the external magnetic field, is
significant in the Ising model. We use the Ising model as the generic case for the demonstration
of properties of the mean-field solutions of spin glasses. The mean-field limit of the Ising spin
glass is called the Sherrington-Kirkpatrick (SK) model.
1.2.2 Potts model
The p-state Potts model is a generalization of the Ising model to p > 2 spin components. The
original formulation of Potts [8] with the Hamiltonian Hp = −
∑
i<j Jijδni,nj where ni =
0, . . . , p− 1 is an admissible value of the spin projection of the p-state model on lattice site Ri,
is unsuitable for practical calculations. The Potts Hamiltonian can, however, be represented via
interacting spins [9]
HP [J,S] = −1
2
N∑
i,j
JijSi · Sj −
∑
i
h · Si , (3)
where Si = {s1i , . . . sp−1i } are Potts vector variables taking values from a set of state vectors
{eA}pA=1. Functions on vectors eA are in equilibrium fully defined through their scalar product
p∑
A=1
eαA = 0 ,
p∑
A=1
eαAe
β
A = p δ
αβ , eαAe
α
B = p δAB − 1
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for α ∈ {1, ..., p − 1}. We use the Einstein summation convention for repeating Greek indices
of the vector components indicating a scalar product of the Potts vectors. Using these properties
we can construct an explicit representation of the Potts spin vectors
eαA =

0 A < α√
p(p−α)
p+1−α A = α
1
α−p
√
p(p−α)
p+1−α A > α .
The Potts model with a random spin exchange shows a transition to a glassy phase, but the
scenario depends on the number of spin components p.
1.2.3 p-spin model
The Potts model is not the only interesting extension of the Ising model. Another generalization
is the so-called p-spin model. It describes a system of Ising spins where the spin exchange
connects a cluster of p spins. The Hamiltonian of such a model reads [10]
Hp [J, S] =
N∑
1≤i1<i2<...<ip
Ji1i2...ipSi1Si2 . . . Sip . (4)
The p-spin model is interesting in that we can analytically study the limit p → ∞ for which
we know the exact solution being the random-energy model [11, 12]. It is equivalent to the
one-level replica-symmetry breaking solution from the replica trick [13]. There were hopes
that one could understand better the genesis of the full mean-field solution of the Ising glass
by using the inverse number of the coupled spins, 1/p, as a small parameter starting from the
random-energy model. We show later on that the 1/p expansion does not work, since it does
not cure the negative entropy at zero temperature for p <∞.
1.3 Replica trick and the Sherrington-Kirkpatrick mean-field solution
Given the spin Hamiltonian one has to resolve the free energy by evaluating the right-hand side
of Eq. (1). We use the regular lattice with a frustrated random nearest-neighbor interaction to
simulate the magnetic properties of the diluted magnetic ions in noble metals. Since the average
distance between the ions is large, one assumes a long-range spin exchange in the spin-glass
models, which leads us naturally to a mean-field theory. The modern understanding of the
mean-field approximation is the mathematical limit d → ∞ of the model on a d-dimensional
hypercubic lattice. Lattice mean-field theories with long-range interactions are also called mod-
els on fully connected graphs, where each node of the graph is connected to any other node.
The limit of infinite dimensions or the long-range interaction introduces a new large scale. To
make the thermodynamic limit meaningful the dependence of the energy on this new large
scale must be compensated by rescaling the non-local spin exchange so that the energy remains
linearly proportional to the volume or the number of lattice sites (spins). Since the linear con-
tribution from the spin exchange Jij is missing in the spin-glass models due to frustration that
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prefers neither ferromagnetic nor antiferromagnetic order, we have to rescale it as J = Jij/
√
N .
To simplify the numerics, one usually chooses a Gaussian random distribution
P (Jij) =
√
N
2piJ2
exp
{
−NJ
2
ij
2J2
}
. (5)
Even with the mean-field simplification one faces the hard problem of averaging the logarithm
of the partition sum, that is, to evaluate the following multiple integral
− β 〈FN〉av =
∫ N∏
i<j
d[Jij]P [Jij] ln
∫ N∏
i=1
d[Sai ]ρ[S
a
i ] exp {−βH[J,S]} . (6)
The next simplification is introduced by the application of the replica trick introduced in Ref. [4].
We create ν copies of the original spin variables and average the replicated system over the ran-
dom spin exchange. Simply counting the diagrammatic contributions to the free energy where
the spin exchange is represented by a bond, one easily finds that each closed loop contributes ν
times. Hence, the free energy can be represented as
βF = − lim
ν→0
[
1
ν
lim
N→∞
(
〈ZνN〉av − 1
)]
. (7)
Representation (7) simplifies the averaging over randomness tremendously, in particular when
the Gaussian distribution of the random spin exchange from Eq. (5) is used. The integration
over the spin exchange can be explicitly performed for the replicated partition sum and then,
assuming ergodicity and the existence of the thermodynamic limit together with the validity of
linear response, one can get an explicit representation for the density of the free energy of the
Ising spin glass with a single order parameter q = N−1
∑
im
2
i in the glassy phase
f(q) = −β
4
(1− q)2 − 1
β
∫ ∞
−∞
dη√
2pi
e−η
2/2 ln 2 cosh [β (h+ η
√
q)] (8)
derived by Sherrington and Kirkpatrick [14].
At first sight, there is nothing wrong with the derivation of the Sherrington-Kirkpatrick free en-
ergy, hence one would not expect any unphysical behavior. Nevertheless, the authors themselves
had already found that the entropy, calculated from the free energy as S(T ) = −∂F (T )/∂T
leads to a negative value at zero temperature, S(0) = −√2/pi kB ≈ −0.798kB. And this is too
bad. This unexpected result triggered an avalanche of attempts to resolve the enigma. It was
found soon by Monte Carlo simulations that the entropy of the Sherrington-Kirkpatrick model
is non-negative and approaches zero when lowering the temperature [15, 16]. Analyzing the
stability of the SK solution, de Almeida and Thouless showed that it is actually unstable in the
whole spin-glass phase. The stability condition to be satisfied by the SK solution
Λ = 1− β2
〈(
1− tanh2 [β (h+ η√q)])2〉
η
≥ 0 (9)
is broken everywhere below the transition temperature along the de Almeida-Thouless (AT)
line in arbitrary magnetic field [17]. Initially it was suggested that the replica trick and aver-
aging over the spin exchange prior to averaging the thermal fluctuations is responsible for the
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instability [18]. The theory of Thouless, Anderson and Palmer, where thermal averaging was
performed for a fixed configuration of the spin exchanges, did not, however, resolve the prob-
lem [19]. When averaging over the random exchange is applied in their theory by assuming
ergodicity, one ends up with the SK solution [20]. After a number of unsuccessful or only
partially successful attempts it was Giorgio Parisi who proposed a scheme of replica-symmetry
breaking that would lead to a (marginally) stable and thermodynamically consistent equilibrium
state [21–26]. Indeed, two decades later it was rigorously proven that the Parisi construction
of the replica symmetry breaking leads to the exact free energy of the Sherrington-Kirkpatrick
model [27, 28].
There is a vast literature documenting the way to the full mean-field solution of the spin glass
models, and we refer the reader to review articles [29,30] or books [31–35] for details. Here we
use an offbeat road to the full solution of the mean-field spin-glass models by trying to identify
the thermodynamic origin of the failure of the SK mean-field solution [36–39].
2 Fundamental concepts of the full mean-field theory of
spin glasses
We now know that the replica trick and the way we use it is not the cause of the instability of
the SK mean-field solution. One has to find a physical argument or a hole in the derivation of
the SK free energy. Although the SK solution is unstable within the whole glassy phase, the
major problem of this simple mean-field theory is negative entropy at very low temperatures.
This constitutes a severe, intolerable problem. One has to find the reason for this behavior.
In deriving the mean-field solution, we assumed that the fundamental principles of statistical
mechanics are valid, the thermodynamic limit exists, and different statistical ensembles are
equivalent. Only if this is true we can equate the entropy calculated from the free energy of
the canonical ensemble with the entropy from the microcanonical one. The entropy in the latter
ensemble is positive by definition and hence the canonical and microcanonical ensembles in the
Sherrington-Kirkpatrick solution are not equivalent and do not lead to the same physical results.
The assumptions for the existence of the thermodynamic limit must then be revisited.
2.1 Ergodicity, thermodynamic limit and thermodynamic homogeneity
The very fundamental basis on which statistical mechanics is built is the ergodic hypothesis.
It is the means by which the long-time evolution of a microscopic state is related to statistical
averaging over the allowed states in phase space. The Birkhoff ergodic theorem asserts that for
ergodic systems [40]
〈f 〉T ≡ limT→∞
1
T
∫ t0+T
t0
f(X(t)) dt =
1
ΣE
∫
SE
f(X) dSE ≡ 〈f 〉S
holds. Here T is a macroscopic time scale, X(t) the classical trajectory of a microscopic state,
SE the constant energy subspace of the phase space and ΣE its volume. It means that the classi-
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cal trajectory of the microscopic state covers almost all of the allowed phase space constrained
by external macroscopic conditions. It is, however, highly nontrivial to determine which are
the allowed states indeed with only homogeneous macroscopic parameters. This is actually the
most difficult task in constructing the proper phase space in statistical models. That is, to find
out which points of the phase space are infinitesimally close to the trajectory of the many-body
system extended to infinite times. Since we never solve the equation of motion of the statistical
system, we have only static means to check the validity of ergodicity. We do it by testing the
validity of consequences of the ergodic hypothesis and its impact on the behavior of the equilib-
rium state. The most important consequence of ergodicity of statistical systems is the existence
of the thermodynamic limit.
The trajectory of the many-body system covers almost the whole allowed phase space. It means
that the space covered by such trajectory does not depend on the initial state in non-chaotic
systems. In ergodic systems then the thermodynamic limit does not depend on the specific form
of the volume in which the macroscopic state is confinednor on its surrounding environment.
The ergodic macroscopic systems can either be isolated or embedded in a thermal bath. The
thermodynamic equilibrium, the equilibrium state in the thermodynamic limit, is the same with
vanishing relative statistical fluctuations. The thermodynamic equilibrium can then be reached
by limiting any partial volume of the whole to infinity. The ergodic equilibrium state is homo-
geneous in the thermodynamic limit.
Thermodynamic homogeneity is usually expressed via Euler’s lemma [41]
α F (T, V,N, . . . , Xi, . . .) = F (T, αV, αN, . . . , αXi, . . .) ,
telling us that the thermodynamic potential, the free energy F in this case, is an extensive vari-
able and is a first-order homogeneous function of all its extensive variables; volume V , number
of particles N , and the other model-dependent extensive variables Xi. As a consequence of
Euler’s lemma, we obtain that thermodynamic equilibrium is attained as a one-parameter scal-
ing limit where we have only one independent, large-scale, extensive variable, be it either the
volume or the number of particles, and the other extensive variables enter the thermodynamic
potentials as volume or particle densities insensitive to fluctuations of the scaling variable.
Although the foundations of statistical mechanics are based on ergodicity, lack of ergodicity
is widespread in physical phenomena [42]. Typical examples of ergodicity breaking are phase
transitions with a symmetry breaking in the underlying Hamiltonian. Broken ergodicity is some-
times used as a generalization of spontaneous symmetry breaking [43]. Although broken global
symmetry is always accompanied by broken ergodicity, the converse does not hold. Ergodicity
is broken in the mean-field spin-glass models without any symmetry of the Hamiltonian being
simultaneously broken.
Broken ergodicity represents an obstruction in the application of fundamental thermodynamic
laws. It hence must be recovered. When ergodicity is broken in a phase transition breaking a
symmetry of the Hamiltonian, one introduces a symmetry-breaking field into the Hamiltonian,
being the Legendre conjugate to the extensive variable that is not conserved in the broken sym-
metry transformation in the low-temperature phase. The symmetry-breaking field allows one
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to circumvent the critical point of the symmetry-breaking phase transition and simultaneously
restores ergodicity. Systems in which no symmetry of the Hamiltonian is broken at the phase
transition do not offer natural external symmetry-breaking fields. Other techniques must be em-
ployed to find the proper portion of the phase space covered by the trajectory of the microscopic
state in the low-temperature phase and to restore ergodicity.
2.2 Real replicas and phase-space scalings
Thermodynamic homogeneity allows us to use the scaling of the original phase space. Thermo-
dynamic quantities remain unchanged if we arbitrarily rescale the phase space and then divide
the resulting thermodynamic potential by the chosen scaling (geometric) factor. We can do that
by scaling the energy E of the equilibrium state. If we use a scaling factor ν, which can be
an arbitrary positive number, then the following identities hold for entropy S(E) of the micro-
canonical and free energy F (T ) of the canonical ensemble with energy E and temperature T ,
respectively:
S(E) = kB lnΓ (E) =
kB
ν
lnΓ (E)ν =
kB
ν
lnΓ (νE) , (10a)
F (T ) = − kBT
ν
ln
[
Tr e−βH
]ν
= − kBT
ν
ln
[
Tr e−βνH
]
, (10b)
where we denoted by Γ (E) the phase-space volume of the isolated system with energy E.
The scaling of the phase space with an integer scaling factor ν can be simulated by replicating
the extensive variables ν times. That is, instead of a single phase space, we use ν replicas of
the original space. The reason for introducing replicas of the original variables is to extend the
space of the available states in the search for the allowed space in equilibrium. The replicas
are independent when introduced. We use the replicated variables to study the stability of the
original system with respect to fluctuations in the surrounding thermal bath. For this purpose,
we break the independence of the replica variables by switching on a (homogeneous) infinites-
imal interaction between the replicas that we denote µab. We then add a small interacting part
∆H(µ) =
∑
i
∑ν
a<b µ
abXai X
b
i to the replicated Hamiltonian with dynamical extensive vari-
ables Xi. The original system is then stable with respect to fluctuations in the bath, represented
by the interaction between the replicated variables, if the linear response to the perturbation
µ is not broken. If the linear response holds, then, after switching the perturbation µ off, the
perturbed free energy per replica relaxes to the original one in the thermodynamic limit
−βFν(µ) = 1
ν
ln Trν exp
{
−β
ν∑
a=1
Ha − β∆H(µ)
}
−−→
µ→0
ln Tr exp {−βH} , (11)
where Trν refers to the trace in the ν-times-replicated phase space. If the linear response to
the inter-replica interaction is broken, the thermodynamic limit of the original system is not
uniquely defined and depends on properties of the thermal bath represented by the replicated
variables. If there are no apparent physical fields breaking the symmetry of the Hamiltonian,
the phase-space scaling represented by replicas of the dynamical variables introduces shadow
or auxiliary symmetry-breaking fields, inter-replica interactions µab > 0. They induce new
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order parameters in the response of the system to these fields that need not vanish in the low-
temperature phase, when the linear response breaks down. The real replicas offer a way to
disclose a degeneracy when the thermodynamic limit is not uniquely defined by a single exten-
sive scale and densities of the other extensive variables. The inter-replica interactions are not
measurable and hence to restore the physical situation we have to switch off these fields at the
end. If the system is thermodynamically homogeneous, we must fulfill the following identity
lim
µ→0
dFν(µ)
dν
≡ 0 (12)
for arbitrary ν. This quantification of the global thermodynamic homogeneity, and thermo-
dynamic independence of the scaling parameter ν, will lead us to the construction of a stable
solution of mean-field spin glass models. To use equation (12) in the replica approach we will
need to analytically continue the replica-dependent free energy to arbitrary positive scaling fac-
tors ν ∈ R+. Specific assumptions on the symmetry of the matrix µab will have to be introduced.
It is evident from Eq. (11) that the linear response to inter-replica interactions can be broken
only if the replicas are mixed in the ν-times-replicated free energy Fν .
2.2.1 Replicated Sherrington-Kirkpatrick model
We apply real replicas to test the thermodynamic homogeneity of the Sherrington-Kirkpatrick
model. We replicate the Ising Hamiltonian ν times
[H]ν =
ν∑
a=1
Ha =
ν∑
α=1
∑
<ij>
JijS
a
i S
a
j
and add a small replica-mixing perturbation ∆H(µ) = 1
2
∑
a6=b
∑
i µ
abSai S
b
i . We assume that
ergodicity and linear response hold in the replicated phase space. The averaging over the long-
range spin exchange leads to mixing of the replicated spins, and after performing averaging over
the random spin exchange we obtain in the limit µ → 0 an extended Sherrington-Kirkpatrick
free-energy density with the Sherrington-Kirkpatrick order parameter q and new off-diagonal
parameters χab [36]
fν =
βJ2
4
[
1
ν
ν∑
a6=b
{(
χab
)2
+ 2qχab
}
− (1− q)2
]
− 1
βν
∞∫
−∞
dη√
2pi
e−η
2/2 ln Trν exp
{
β2J2
ν∑
a<b
χabSaSb + βh¯
ν∑
a=1
Sa
}
. (13)
The new parameters in the extended phase space are the response functions conjugate to the
inter-replica interaction µab and are the inter-replica susceptibilities χab = 〈〈SaSb〉T 〉av − q,
in complete analogy to the real magnetic field to which the magnetic susceptibility is a linear
response. Since we deal with a mean-field model, the susceptibilities are local. Here 〈f(S)〉T
denotes averaging over thermal fluctuations and 〈f(S)〉av over the spin exchange. The SK order
parameter is q = 〈〈Sa〉2T 〉av and h¯ = h+ η
√
q.
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
0 χ1 χ2 χ2 χ3 χ3 χ3 χ3
χ1 0 χ2 χ2 χ3 χ3 χ3 χ3
χ2 χ2 0 χ1 χ3 χ3 χ3 χ3
χ2 χ2 χ1 0 χ3 χ3 χ3 χ3
χ3 χ3 χ3 χ3 0 χ1 χ2 χ2
χ3 χ3 χ3 χ3 χ1 0 χ2 χ2
χ3 χ3 χ3 χ3 χ2 χ2 0 χ1
χ3 χ3 χ3 χ3 χ2 χ2 χ1 0

Fig. 1: Matrix of overlap susceptibilities χab for ν = 8 and with three levels (hierarchies)
of symmetry breaking K = 3 exemplifying the structure allowing for analytic continuation to
arbitrary positive ν.
Replicated spin variables introduced new order parameters that should be determined from sta-
tionarity of the free-energy density from Eq. (13). There are, however, two problems with this
free energy. First, it is not a closed expression that would give its analytic dependence on repli-
cation index ν. Second, representation (13) holds only for integer numbers ν. The replicated
spins do not have a direct physical meaning and were introduced only to simulate scalings of
the phase space to test thermodynamic homogeneity of the resulting free energy. Hence, one
has to analytically continue the free energy (13) to a positive real replication index ν. A specific
symmetry of the matrix of the overlap susceptibilities must be assumed to reach this objective.
Such a symmetry was found by G. Parisi and is independent of the replica trick and the limit of
the number of replicas to zero.
2.3 Hierarchical construction of mean-field free energies
First what one notices is that the replicated free energy, Eq. (13), contains too many order
parameters, ν(ν − 1)/2. It means that the solution is degenerate. Actually, the number of
independent parameters in the ν-times-replicated phase space should not be bigger than the
number of replicas ν. Parisi assumed the following structure of the overlap susceptibilities
χaa = 0 , χab = χba ,
∑
c
(
χac − χbc) = 0 . (14)
It means that each row/column contains the same elements, only in a different order. This
is a consequence of the third condition in Eq. (14). Hence the matrix of the overlap suscep-
tibilities has just ν − 1 independent numbers. The values of the overlap susceptibilities can
appear multiple times in each row. Let us assume that we have just K different values of the
overlap susceptibilities that we denote χ1, χ2, . . . , χK . Let the corresponding multiplicities be
m1,m2, . . . ,mK . A sum rule ν − 1 =
∑K
l=1ml then holds. An example of such a matrix for
ν = 8, K = 3, and ml = 2l−1 is illustrated in Fig. 1.
It is now straightforward to perform the sum over the spin configurations and find a closed
expression for the free energy with matrices χab fulfilling criteria (14). We label the overlap
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susceptibilities so that they form a decreasing succession χl > χl+1. The averaging over the
thermal fluctuations of the replicated spins in the free energy from Eq. (13) can now be per-
formed explicitly and we obtain [36]
fK(q, {χ}; {m}) = −β
4
(1− q)2 + β
4
K∑
l=1
(ml −ml−1)χl (2q + χl) + β
2
χ1
− 1
βmK
∫ ∞
−∞
dη√
2pi
e−η
2/2 ln
[∫ ∞
−∞
dλK√
2pi
e−λ
2
K/2
{
. . .
∫ ∞
−∞
dλ1√
2pi
e−λ
2
1/2
{
2 cosh
[
β
(
h+ η
√
q +
K∑
l=1
λl
√
χl − χl+1
)]}m1
. . .
}mK/mK−1 (15a)
with χK+1 = 0 and m0 = 1. It may appear convenient to rewrite the free-energy density in
another equivalent form
fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) = −β
4
(
1− q −
K∑
l=1
∆χl
)2
− 1
β
ln 2
+
β
4
K∑
l=1
ml∆χl
[
2
(
q +
K∑
i=l
∆χi
)
−∆χl
]
− 1
β
∫ ∞
−∞
Dη ln ZK , (15b)
where we ordered the parameters so that ∆χl = χl − χl+1 ≥ ∆χl+1 ≥ 0. We further used a
short-hand notation for iterative partition functions
Zl =
[∫ ∞
−∞
Dλl Zmll−1
]1/ml
with an abbreviation for a Gaussian differential Dλ ≡ dλ e−λ2/2/√2pi. The initial partition
function for the Ising spin glass is Z0 = cosh
[
β
(
h+ η
√
q +
∑K
l=1 λl
√
∆χl
)]
. The free en-
ergy fK is an analytic function of the multiplicities (geometric parameters) ml, and hence they
can now be arbitrary positive numbers. The equilibrium state in the replicated phase space is
determined from the extremal point with respect to variations of the overlap susceptibilities,
the order parameters in the glassy phase. With the symmetry from Eq. (14), the order parame-
ters are the independent values of the overlap susceptibilities χl in representation (15a) or their
differences ∆χl from (15b) and their multiplicities ml. The equilibrium values are determined
from the extremal point of the respective free energy functional. The type of the extremum from
which the stable equilibrium state is determined depends, however, on the values of the multi-
plicities ml. If ml > 1 then the equilibrium free energy is minimal with respect to variations
of this parameter. If ml < 1 then the equilibrium free energy is maximal. The value ml = 1
is a degeneracy point at which the free energy is independent of ∆χl. It appears that the stable
solution is generated by multiplicities being all between zero and one. The free energy of the
spin glass is hence maximal in the replicated phase space.
Each independent value of the overlap susceptibility χl determines a replica hierarchy. K is then
the number of replica hierarchies. The number of replica hierarchies is also related to the level of
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the replica-symmetry breaking (RSB). The concept of replica-symmetry breaking comes from
the replica trick used to average the free energy via the replicated partition function, Eq. (7)
where the order parameters in the replicated space are q + χl. The number of order parameters
is 2K + 1. If all χl = 0 and K = 0, we have a single order parameter q and the solution is
called replica symmetric. It is the SK solution. Then non-zero values of K are called K-level
replica-symmetry breaking (KRSB).
It is clear that the complexity of the solution increases rapidly with increasing number of differ-
ent values of the overlap susceptibilities or their differences ∆χi, that is, with the number K.
We give here an example of the lowest replica-symmetry breaking free energy (K = 1) as the
next step beyond the SK solution
f1(q;χ1,m1) = −β
4
(1− q − χ1)2 + β
4
m1χ1(2q + χ1)
− 1
βm1
∫ ∞
−∞
Dη ln
∫ ∞
−∞
Dλ1 {2 cosh [β (h+ η√q + λ1√χ1)]}m1 . (16)
It has three parameters, q, χ1, and m1 to be determined from the stationarity of the free-energy
functional Eq. (16). It represents a free energy with first level of ergodicity breaking or replica-
symmetry breaking (1RSB).
Generally, the free energy fK stands for ergodicity breaking on K levels, K generations of
replicas. When the replica symmetry is broken, it also means that ergodicity is broken and
the thermodynamic limit of the original system depends on the behavior of the spins of the
surrounding bath, the replicated spins. The physical interpretation of the breaking of replica
symmetry is ergodicity breaking. The hierarchical replication of the system variables is then an
iterative way to restore ergodicity or thermodynamic homogeneity in a larger phase space. The
order parameters from the replicated space ml and ∆χl then play the role of Legendre conju-
gate parameters controlling the energy exchange between the original system and its simulated
thermal bath.
Free energy fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) contains 2K + 1 variational parameters, q,
∆χi, mi for i=1 . . . K that are determined from the stationarity of the free energy with respect
to small fluctuations of these parameters. The replica construction introduced a new parameter
K that is not a priori determined. It can assume any integer value in the true equilibrium. The
number of replica hierarchies is in this construction determined from stability conditions that
restrict admissible solutions, stationarity points. A solution with K levels is locally stable if it
does not decay into a solution withK+1 hierarchies. A new order parameter in the next replica
generation ∆χ may emerge so that ∆χl > ∆χ > ∆χl+1 for arbitrary l. That is, the new order
parameter may peel off from ∆χl and shifts the enumeration of the order parameters for i > l
in the existing K-level solution. To guarantee that this does not happen and that the averaged
free energy depends on no more geometric parameters than m1, . . . ,mK we have to fulfill a set
of K + 1 generalized stability criteria that for our hierarchical solution read for l = 0 . . . K
ΛKl = 1− β2
〈〈〈
1− t2 +
l∑
i=0
mi
(〈t〉2i−1 − 〈t〉2i ) 〉2
l
〉
K
〉
η
≥ 0 (17)
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with m0 = 0 and formally 〈t〉−1 = 0. We introduced the following short-hand notation
t ≡ tanh
[
β
(
h+ η
√
q +
∑K
l=1 λl
√
∆χl
)]
and 〈t〉l(η;λK , . . . , λl+1) = 〈ρl . . . 〈ρ1t〉λ1 . . .〉λl
with 〈X(λl)〉λl =
∫∞
−∞Dλl X(λl) and ρl = Zmll−1/〈Zmll−1〉λl . The lowest K for which all stability
conditions Eq. (17) are fulfilled is an allowed equilibrium state. It need not, however, be the true
equilibrium state, since the stability conditions test only local stability and cannot decide which
of several extremal points is the true ground state. The stability conditions Eq. (17) are neces-
sary for the system to be thermodynamically homogeneous. They are, however, not sufficient to
guarantee global thermodynamic homogeneity. Note that the stability conditions from Eq. (17)
guarantee only local homogeneity, since they hold for the optimal geometric parameters ml de-
termined by the stationarity equations. The global thermodynamic homogeneity Eq. (12) would
demand ΛKK ≥ 0 for arbitrary positive mK . This is generally valid if ∆χK = 0.
The free energy with K hierarchies of replicated spin variables Eq. (15) was derived by the
standard procedure utilizing ergodicity in the extended, replicated phase space. Real replicas
in the thermodynamic approach, that is without the replica trick, were introduced to include
control over thermodynamic homogeneity of the equilibrium state. The necessity to analytically
continue the free energy to arbitrary positive replication index forced us to introduce a specific
structure of the matrix χab as exemplified in Fig. 1. Since χab ≥ 0, we can consider it as a
distance between replicas a and b. The reduction rules Eq. (14) lead to an ultrametric distance
in the space of replicas [13]. An ultrametric space is characterized by the existence of only
equilateral or isosceles triangles. That is, for three replica indices a, b, c either χab = χac = χbc
or at least one of these equalities holds. Ultrametricity is generated by the hierarchical structure
of successive replications used to derive the free energy fK(q, {χ}; {m}).
The construction of the order parameters in the replicated phase space suggests that the overlap
susceptibilities χab measure the interaction strength with which different copies (replicas) of the
spins thermodynamically influence each other. That is, thermal averaging of one spin copy (a)
depends on the values of spins of another copy (b) if χab > 0. We cannot separate these repli-
cas, although only one spin replica represents the physical system under consideration. The
non-replicated original phase variables together with temperature and chemical potential are
hence insufficient to completely describe the equilibrium thermodynamic states. To get rid of
the dependence of the thermodynamic states on the boundary or initial conditions we have to av-
erage over all initial/boundary values and external variables that influence the thermodynamics
of the investigated system. In the long-range, completely connected models, the degeneracy of
the solutions of the mean-field equations is reflected in the dependence on the initial spin config-
urations. We simulated this dependence by self-consistent interactions between the original and
replicated spin variables, where both spin species are subject to the same thermal equilibration.
To understand the role of the geometric parameters (replication indices) ml we look at the
lth level of replication. It appears that when ergodicity and the linear response with respect to
inter-replica interaction is broken, the solution in the replicated space has the replication indices
ordered in a decreasing succession 1 > m1 > . . .mK ≥ 0. It allows us to give a straightforward
interpretation of the successive replications. Let us take the partition sum Zl−1 and perform the
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Fig. 2: The thermodynamic limit of a system of spins S0 confined in a volume V0 → ∞ can
either be performed in a free space or embedded in a bath of external spins S1 in a larger
volume V1 → ∞. The bath spins have a density matrix ρ1. If the two thermodynamic limits
are different, we must embed the system into a next bath of spins with a density matrix ρ2. We
continue with the embeddings so long until the smaller and the larger system lead to the same
thermodynamic limit.
next replication of the spin variables fromZl−1. The averaged interaction strength of the original
and the replicated spins is ∆χl and the averaged number of the original spins affected by the
interaction with the replicated spins is mlN . The spins from the subspace with l − 1 replica
hierarchies are affected by thermal fluctuations of the spins from the next, lth hierarchy. The
Gaussian spins from the lth hierarchy are λl and their thermal fluctuations are represented by a
Gaussian integral. The free energy density of the systems with l replica hierarchies then is
fl(hl) =
1
ml
ln
∫
Dλl Zmll−1
(
β, hl + λl
√
∆χl
)
,
where hl is an internal magnetic field.
These hierarchical replications of the mean-field models can be understood as hierarchical em-
beddings of a finite volume V into larger volumes with the surrounding spins, see Fig. 2. The
density matrix of the spins from the lth shell is ρl = Z
ml
l−1/〈Zmll−1〉λl . We can now perform the
thermodynamic limit of the volume Vl−1 → ∞ with no surrounding spins or together with the
next shell Vl →∞. If the system in the volume Vl−1 is ergodic, the thermodynamic limit should
not depend on the behavior of the surrounding spins. Here is the core of the problems and insta-
bilities of simple mean-field solutions of spin-glass models. They break ergodicity in the whole
low-temperature phase and the replica-symmetry breaking is a mathematical representation of
ergodicity breaking. The hierarchical construction is a way to incorporate the influence of the
thermal bath on the original spin systems in the thermodynamic limit.
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2.4 Continuous limit: Parisi solution
The free energy fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) is an analytic function of its order param-
eters derived from K hierarchical embeddings. Due to the embedded structure of the partition
sums Zl, it is practically impossible to find explicit solutions for K > 2 in the whole tempera-
ture range of the glassy phase. Parisi found that in the case of the Ising spin glass the solutions
for K = 1 and 2 are unstable and assumed that the same holds also for all finite K. He then
performed the limit K → ∞ and derived a continuous version of the infinitely replicated sys-
tem by assuming ∆χl = ∆χ/K → dx. Second and higher powers of ∆χl with fixed index l
are neglected [24, 44, 45]. When performing the limit K → ∞ in representations of Eqs. (15)
the free-energy functional can be represented as [37, 38]
f(q,X;m(x)) = −β
4
(1− q −X)2 − 1
β
ln 2
+
β
2
∫ X
0
dx m(x) [q +X − x]− 1
β
〈
g(X, h+ η
√
q)
〉
η
, (18)
where 〈X(η)〉η =
∫∞
−∞DηX(η). This free energy is only implicit since its interacting part
g(X, h) can be expressed only via an integral representation containing the solution itself
g(X, h) = E0(h;X, 0) ◦ g0(h)
≡ Tx exp
{
1
2
∫ X
0
dx
[
∂2h¯ +m(x)g
′(x;h+ h¯)∂h¯
]}
g(h+ h¯)
∣∣∣∣
h¯=0
, (19a)
with g(h) = ln [cosh βh]. The “time-ordering” operator Tx orders products of x-dependent
non-commuting operators from left to right in an x-decreasing succession. The exponent of
the ordered exponential contains the function g′(x;h) = ∂g(x;h)/∂h for x ∈ [0, X] and is not
known when g(x;h) is not known on the whole definition interval. This derivative can also be
expressed via an ordered exponential
g′(X, h) = E(h;X, 0) ◦ g′0(h)
≡ Tx exp
{∫ X
0
dx
[
1
2
∂2h¯ +m(x)g
′(x;h+ h¯)∂h¯
]}
g′0(h+ h¯)
∣∣∣∣
h¯=0
. (19b)
It is an implicit but closed functional equation for the derivative g′(x;h) on interval [0, X] for
a given function m(x). We have to know the full dependence of this function on parameter
x to evaluate the free energy with continuous replica-symmetry breaking. It is important to
note that the free energy f(q,X;m(x)) defines a thermodynamic theory independently of the
replica method within which it was derived. It means that we can look for equilibrium states of
spin-glass models without the necessity to go through instabilities of the discrete hierarchical
replica-symmetry breaking solutions.
Analogously, we can perform the limit K → ∞ with ml − ml−1 = −∆m/K → −dm in
representation Eq. (15a). The minus sign is used, since we expect ordering ml < ml−1. Further
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on, we use ∆χl → −x(m)dm. The limiting continuous free energy can then be represented
as [39]
f (q, χ1,m1,m0;x(m)) = −β
4
(1− q − χ1)2 + β
4
[
m1 (q + χ1)
2 −m0q2
]
− β
4
∫ m1
m0
dm [q + χ1 −X(m)]2 − 1
β
〈g1(m0, h+ η√q)〉η , (20)
where we denoted X(m) =
∫ m1
m
dm′ x(m′) and
g1(m0, h) = E0(m0,m1, h) ◦ g1(h)
≡ Tm exp
{
−1
2
∫ m1
m0
dm x(m)
[
∂2h¯ +mg
′
1(m;h+ h¯)∂h¯
]}
g1(h+ h¯)
∣∣∣∣
h¯=0
, (21a)
and
g1(h) ≡ g1(m1, h) = 1
m1
ln
∫ ∞
−∞
dφ√
2pi
e−φ
2/2 [2 cosh (β(h+ φ
√
χ1))]
m1 . (21b)
This free energy better suits the case when the solution with continuous RSB peels off from a
solution with one-level RSB or when the two solutions coexist. The space of order parameters
is restricted to an interval 1 ≥ m1 ≥ m0 and 1 ≥ χ1 ≥ X(m) ≥ 0.
If the free energy fK is not locally stable and at least one of the stability conditions Eq. (17) is
broken for all K, it is still a question whether the continuous limit K →∞ is locally stable. It
can be shown that the continuous free energy f(q,X;m(x)) is marginally stable and fulfills the
continuous version of stability conditions with equality [37]
1 =
〈
E(hη;X, x) ◦
[
g′′µ(x, hη)
2
]〉
η
. (22)
This equation is a consequence of the stationarity equation for the order-parameter function
m(x). We recall that the prime stands for the derivative with respect to the magnetic field and
that the second derivative of gµ(x, h) obeys an integral equation
∂2gµ(x, h)
∂h2
= E(h;x, 0) ◦ g′′µ(h) +
∫ x
0
dy µ(y)E(h;x, y) ◦ [g′′µ(y, h)2] . (23)
The continuous free energy hence does not break ergodicity and is always marginally ergodic in
the whole spin-glass phase. The ferromagnetic model is marginally ergodic only at the critical
point, since the order parameter makes the ordered phase ergodic.
Both continuous free energies Eq. (18) and (20) were derived as the limit of the number of
replica hierarchiesK →∞ where the distance between the neighboring hierarchies is infinites-
imal, that is ∆χl ∝ K−1 and ∆χl/∆ml <∞ for each l ≤ K. Representation (20) is, however,
more general, since it does not assume χK → 0 in the limit K →∞ as the free energy Eq. (18)
does. On the other hand, the condition χK → 0 guarantees thermodynamic homogeneity of the
resulting free energy.
The continuous free energies were derived for the Ising spin glass but they can be straightfor-
wardly generalized to other spin-glass models. The symmetry of the order parameters has to be
adapted and the input single-site free energy g or g1 must be appropriately modified [38, 46].
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Fig. 3: Entropy (left panel) and free energy (right panel) in the glassy phase of the Sherrington-
Kirkpatrick model at zero magnetic field for the replica-symmetric and 1RSB solutions. Im-
provements at very low temperatures are evident, in particular, the unphysical negative value of
entropy is significantly reduced.
3 Asymptotic solutions of mean-field models:
K-level replica symmetry breaking
3.1 Ising glass
The Sherrington-Kirkpatrick model is the paradigm for the mean-field theory of spin glasses.
It is this model for which Parisi derived a free energy with a continuous replica-symmetry
breaking [23–25]. It was also later proved that the hierarchical scheme of replica-symmetry
breaking covers the exact equilibrium state [27, 28]. The rigorous proof does not, however, tell
us whether the equilibrium state is described only by a finite number of replica hierarchies or
a continuous limit is needed. Only a few years ago we resolved the hierarchical free energy
fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) for arbitrary K via the asymptotic expansion below the
transition temperature in a small parameter θ = 1 − T/Tc [47]. Only this asymptotic solution
was able to resolve the question of the structure of the equilibrium state, at least close to the
transition temperature.
3.1.1 Zero magnetic field
The order parameters in the spin-glass phase of the general K-level free energy from Eqs. (15)
cannot be solved explicitly in the whole temperature range unless we resort to solutions with
only a few hierarchical levels (K = 1, 2). The replica-symmetric and 1RSB solutions in the
8.18 Va´clav Janisˇ
whole low-temperature phase are plotted in Fig. 3, where one can see the improvements of the
replica-symmetry breaking scheme in free energy and entropy. One has to go to higher replica
hierarchies. The only chance to analyze the behavior of the entire hierarchical construction
with an arbitrary number of hierarchies is to expand the solution near the critical point where
the order parameters are small.
The strategy to solve the stationarity equations for the hierarchical free energy asymptotically
near the critical temperature is to expand the partition function into powers of the small order
parameters and to restrict the solution only to a functional subspace generated by a fixed poly-
nomial expansion. We first use such an expansion to derive the leading asymptotic limit of the
equations for the physical parameters q,∆χl. At this stage we do not need to assume smallness
of the geometric parameters. Smallness of ml, l = 1, . . . , K at zero magnetic field is utilized
later on when deriving the asymptotic form of mean-field equations for them.
After a rather lengthy and tedious calculation, one finds the leading order of the order parameters
[47]
∆χKl
.
=
2
2K + 1
θ , (24a)
mKl
.
=
4(K − l + 1)
2K + 1
θ , (24b)
qK
.
=
1
2K + 1
θ . (24c)
The result proves that the limit K →∞ leads indeed to the Parisi continuous replica-symmetry
breaking, since all the order parameters are of order K−1. Each solution with a finite number of
replica generations is unstable
ΛKl = −
4
3
θ2
(2K + 1)2
< 0 , (24d)
from which it follows that the Parisi solution is the true equilibrium state in the glassy phase of
the Sherrington-Kirkpatrick model near the transition point.
Other physical quantities in the asymptotic limit are the Edwards-Anderson parameter defined
as QK = q +
∑K
l=1 ∆χ
K
l with its asymptotics
QK
.
= θ +
12K(K + 1) + 1
3(2K + 1)2
θ2 , (25a)
the local spin susceptibility
χT = β
(
1−QK +
K∑
l=1
ml∆χl
)
.
= 1− θ
2
3(2K + 1)2
(25b)
and the free energy difference to the paramagnetic state
∆f
.
=
(
1
6
θ3 +
7
24
θ4 +
29
120
θ5
)
− 1
360
θ5
(
1
K
)4
. (25c)
Differences between different levels of RSB manifest themselves in the free energy first in fifth
order to which one had to expand the free energy in the order parameters.
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3.1.2 Non-zero magnetic field
The glassy phase in the Sherrington-Kirkpatrick model also exists in an arbitrarily strong ap-
plied magnetic field. The transition boundary separating the paramagnetic from the glassy phase
is the de Almeida-Thouless line. It is defined by the vanishing of the stability function Λ = 0
of Eq. (9). The hierarchical solution behaves in an external magnetic field differently from the
rotationally invariant case. The physical order parameter q and the geometric order parameters
ml remain finite at the transition to the paramagnetic phase, and only the differences of the
overlap susceptibilities ∆χl are the genuine small parameters controlling the expansion around
the critical point. A small expansion parameter below the AT line can be chosen as
α = β2
〈
(1− t20)2
〉
η
− 1 > 0 , (26)
where we denoted t0 = tanh β
(
h+ η
√
q0
)
, and q0 = 〈t20〉η.
One must first expand the SK parameter q to the two lowest nontrivial orders in α. The solution
is then used to determine the lowest asymptotic order of χl and ml. We obtain ml = m1 +O(α)
and χ1 =
∑K
l=1∆χ
K
l with [48]
m1 =
2〈t20(1− t20)2〉η
〈(1− t20)3〉η
(27)
and
χ1 =
α
2β2m1
1
1− 3β2 〈t20(1− t20)2〉η
+O(α2) . (28)
These two parameters do not depend on the number of hierarchical levels used. Parameterm1 is
of order unity even at the boundary of the spin-glass phase (AT line), where the small parameter
α vanishes.
To disclose the leading asymptotic behavior of each separate parameter ∆χl and ml for l =
1, . . . , K, we must go beyond the leading orders in the parameters m and χ1. It is first the
fourth order in α from which we find that ∆χl
.
= χ1/K and
mKl
.
= m1 +
K + 1− 2l
K
∆m (29)
where we added a superscript to specify the number of hierarchical levels used to determine the
order parameters χl,ml. Further on, we introduced a parameter independent of the number of
hierarchies ∆m = m21 −m22. This parameter has an explicit asymptotic representation
∆m
.
=
β2χ1
〈
(1− t20)2
(
2 (1− 3t20)2 + 3 (t20 − 1)m (8t20 + (t20 − 1)m)
)〉
η
〈(1− t20)3〉η
(30)
Both parameters χ1 and ∆m are linearly proportional to α. The former, however, exists already
in 1RSB, while the latter first emerges in 2RSB. Since they do not depend on the number
of hierarchies used and the latter determines a uniform distribution of parameters ml for l =
3, . . . , K, we demonstrated that all characteristic features of the asymptotic solution near the
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AT instability line are contained already in 2RSB. What was, however, highly nontrivial was to
unveil equidistant distributions of both parameters χl and ml.
The stability conditions
ΛK = − 2β
2
3K2
χ1∆m
m+ 2
(31)
indicate that in an applied magnetic field the equilibrium state is also described by the continu-
ous replica-symmetry breaking K →∞.
3.2 Potts glass
The Potts model with p states reduces to the Ising model for p = 2, but differs from it for
p > 2 in that it breaks the spin-reflection symmetry. This property was used to argue that the
Parisi scheme fails to describe the equilibrium state [49]. It had been long believed that it is the
one-level replica-symmetry breaking that determines the equilibrium state below the transition
temperature [50]. The Potts glass displays a discontinuous transition to the replica-symmetry-
broken state for p > 4 [51]. Discontinuous transitions do not allow us to use an asymptotic
expansion in a small parameter below the transition temperature. It is, nevertheless, possible to
test the ordered phase of the Potts glass for 2 < p < 4. We did it in Refs. [46, 52] and found an
unexpected behavior.
Studying the discrete replica-symmetry breaking we found two 1RSB solutions with the same
geometric parameter
m
.
=
p− 2
2
+
36− 12p+ p2
8(4− p) θ . (32)
One non-trivial 1RSB solution then leads to order parameters
q(1)
.
= 0 , (33a)
∆χ(1)
.
=
2
4− pθ +
228− 96p+ p2
6(4− p)3 θ
2 (33b)
while the second one has both parameters nonzero
q(2)
.
=
−12 + 24p− 7p2
3(4− p)2(p− 2) θ
2 , (34a)
∆χ(2)
.
=
2
4− pθ −
360− 204p− 6p2 + 13p3
6(4− p)3(p− 2) θ
2 . (34b)
Both the solutions have the same asymptotic free energy to the fifth asymptotic order
β
p− 1f1RSB
.
=
θ3
3(4− p) +
(p(11p− 102) + 204)θ4
12(4− p)3
− (p(p((18744− 1103p)p− 120648) + 325728)− 317232)θ
5
720(4− p)5 . (35)
We can see that the asymptotic expansion with small parameters q and ∆χ already breaks down
at p = 4 above which we expect a discontinuous transition from the paramagnetic to a 1RSB
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state at T0 > Tc = 1. Note that a transition to the replica-symmetric solution q > 0, ∆χ = 0 is
continuous up to p = 6.
The 1RSB solution has a higher free energy than the replica-symmetric one. The difference is
of order θ3,
f1RSB − fRS .= (p− 2)
2(p− 1)θ3
3(4− p)(6− p)2 . (36)
The two stationary states of the 1RSB free energy behave differently as a function of parameter
p. The former solution is physical for all values of p unlike the latter that becomes unphysical
for p > p∗ ≈ 2.82 where q(2) from Eq. (34a) turns negative. It is also the region of the parameter
p where the first solution is locally stable as can be seen from the stability function
Λ10
.
=
θ2(p− 1)
6(4− p)2
(
7p2 − 24p+ 12) > 0 . (37)
That is why the solution with q = 0 was assumed to be the true equilibrium and a solution with
a continuous replica-symmetry breaking had not been expected to exist. We, however, found
that there is a Parisi-like solution even in the region of stability of the solution from Eq. (33).
The second 1RSB solution is unstable and decays to solutions with higher numbers of replica
hierarchies as
qK
.
= − 1
3K2
12− 24p+ 7p2
(4− p)2(p− 2)θ
2 , (38a)
∆χKl
.
=
1
K
2
(4− p)θ , (38b)
mKl
.
=
p− 2
2
+
2
4− p
[
3 +
3
2
p− p2 +
(
3− 6p+ 7
4
p2
)
2l − 1
2K
]
θ . (38c)
We can see that the KRSB solution behaves unphysically in the same way that the second
1RSB solution does. The averaged square of the local magnetization is negative for p > p∗
where the first 1RSB solution is locally stable. Negativity of q means that local magnetizations
are imaginary and the solution is unphysical. This deficiency, however, decreases with increas-
ing number of spin hierarchies and disappears in the limit K → ∞. It means that the resulting
solution with a continuous replica-symmetry breaking shows no unphysical behavior. It is anal-
ogous to the negativity of entropy in the low-temperature solutions of KRSB approximations
of the Sherrington-Kirkpatrick model.
The Potts glass hence shows a degeneracy for p∗ < p < 4 with a marginally stable solution
continuously breaking the replica symmetry and a locally stable one-level replica-symmetry
breaking. To decide which one is the true equilibrium state one has to compare free energies.
The difference of the continuous free energy fc and that of the KRSB solution is
β(fc − fKRSB) .= (p− 1)(p(7p− 24) + 12)
2θ5
720K4(4− p)5 (39a)
and that of the replica-symmetric one reads
β(fc − fRS) .= (p− 1)(p− 2)
2θ3
3(4− p)(6− p)2 . (39b)
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Fig. 4: Left panel: Entropy S (left scale, dashed line) and local stability Λ (right scale, solid
line) of the 1RSB solution from Eq. (33) of the 3-state Potts glass. The solution becomes locally
unstable at ≈ 0.33Tc and entropy negative at T ≈ 0.16Tc. Right panel: The free-energy
differences between the solution with continuous replica-symmetry breaking and 1RSB (left
scale, solid line) and RS (right scale, dashed line) solutions.
We see that the solution with the continuous RSB has the highest free energy as the true equi-
librium state should have for geometric factors m < 1. In this situation entropy reaches a
minimum and the free energy a maximum in the phase space of the order parameters. The lo-
cally stable 1RSB solution becomes unstable at lower temperatures and entropy turns negative
at very low temperatures as demonstrated on the 3-state model in Fig. 4. This leads us to the
conclusion that the Parisi solution with a continuous replica-symmetry breaking represents the
equilibrium state for the Potts glass with p < 4.
3.3 p-spin glass
The spin model generalized to random interactions connecting p spins, the p-spin glass, was
used to simulate the dynamical transition in real glasses [53,54]. This model, analogously to the
Potts glass, generalizes the Ising spin glass to p > 2 and allows one to study the behavior of the
equilibrium state as a function of parameter p. In particular, the limit p→∞ is accessible [10]
and is exactly solvable. It coincides with the random energy model of Derrida [11,12]. For this
reason the p-spin glass was also intended to be used to study and understand the genesis of the
Parisi free energy when studying the asymptotic limit p→∞.
To cover both the boundary solutions p = 2 and p = ∞ we have to mix up the one-level RSB
scheme and the Parisi continuous RSB. Such a free energy density of the mean-field p-spin
glass reads [39]
f
(p)
T (q, χ1, µ1, µ0;x(µ)) =−
β
4
[
1− p (q + χ1) + (p− 1) (q + χ1)p/(p−1)
]
+
p− 1
4
[
µ1 (q + χ1)
p/(p−1) − µ0qp/(p−1)
]
− p− 1
4
∫ µ1
µ0
dµ [q + χ1 −X(µ)]p/(p−1) − g1(µ0, h) , (40)
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with
g1(µ0, h) = E1(µ1, µ0, h) ◦ [g1(h)]
≡ Tµ exp
{
−p
4
∫ µ1
µ0
dµx(µ)
[
∂2h¯ + µg
′
1(µ, h+ h¯)∂h¯
] }
g1(h+ h¯)
∣∣∣∣
h¯=0
, (41a)
where X(µ) =
∫ µ1
µ
dµ′x(µ′). The generating free energy is
g1(h) =
1
µ1
ln
∫ ∞
−∞
dφ√
2pi
e−φ
2/2
[
2 cosh
(
β(h+ φ
√
pχ1/2)
)]µ1/β
. (41b)
We rescaled the function m → µ = βm. If µ = 0 or µ1 = µ0, the free energy f (p) reduces to
the 1RSB approximation. On the other hand, if µ0 = 0 or µ0 = β, the free energy f (p) coincides
with that of the Parisi solution with continuous replica-symmetry breaking.
The p-spin glass can be used to investigate analytically not only the p → ∞ limit but also the
T → 0 limit. In this limit simple solutions of mean-field models lead to negative entropy. It is
easy to calculate the zero-temperature entropy in the 1RSB solution. We obtain
S0(h) ∝ −p(p− 1)
8
[
exp{−µ21pχ1/4}√
pipχ1
exp{−h2/pχ1}
2CHµ(h)
]2
, (42)
where we used the following notation
2CHµ(h) = e
µ1hE(p)µ (−h) + e−µ1hE(p)µ (h) , (43a)
E(p)µ (h) =
∫ ∞
h/
√
pχ1/2
dφ√
2pi
e
−
(
φ−µ1
√
pχ1/2
)2
/2
. (43b)
Negativity of the low-temperature entropy indicates that 1RSB cannot produce a stable ground
state for arbitrary p <∞. The negativity of the entropy decreases with increasing p, see Fig. 5,
but only if a condition µ21pχ1 =∞ is fulfilled; the 1RSB solution (µ1 > 0) leads to zero entropy
at zero temperature. Nonnegative entropy is a necessary condition for the physical consistency
of the low-temperature solution. It then means that the low-temperature equilibrium state for
p <∞ must contain the Parisi continuous order-parameter function x(µ) with β > µ1 > µ0. It
can also be seen from the asymptotic free energy for p→∞ that reads
f
(p→∞)
T (q, χ1, µ1) =−
1
4T
[1− (q + χ1) (1− ln (q + χ1)]− 1
µ1
ln [2 cosh(µ1h)] (44)
− µ1
4
[χ1 − (q + χ1) ln (q + χ1)]− µ1q
4
[
ln q + p
(
1− tanh2(µ1h)
)]
,
giving the leading-order solution for the variational parameters χ1, µ1, and q. The first two
parameters are of order one while the latter is exponentially small for large p,
χ1 = 1− q , (45a)
q = exp{−p(1− tanh2(µ1h)} , (45b)
µ1 = 2
√
ln [2 cosh(µ1h)]− h tanh(µ1h) . (45c)
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Fig. 5: Entropy of the 1RSB solution of the p-spin glass. Temperature dependence for different
values of p (left panel). Logarithm of the negative part of the entropy at zero temperature as a
function of 1/p (right panel), from Ref. [39].
The above nontrivial solution holds only if β > 2
√
ln [2 cosh(βh)]− h tanh(βh) (low-temp-
erature phase), otherwise µ1 = β and χ1 + q = 0 (high-temperature phase). To derive an
equation for the order-parameter function x(µ) one needs to include the next-to-leading order
contributions. To go beyond the leading asymptotic order one can use the Landau-type theory
for the order-parameter function developed in Ref. [38]. Note that the asymptotic solution of
Eqs. (45) with µ(x) = 0 suffers from a negative entropy as can be seen from Eq. (42) and is
plotted in Fig. 5. Note that the transition to the ordered phase in the p-spin glass is discontinuous
and hence, an asymptotic expansion below the transition temperature is not applicable. Only an
asymptotic expansion p→∞ makes sense.
4 Conclusions
The mean-field models of spin glasses have equilibrium states demanding nonstandard tools to
describe them quantitatively. Moreover, the replica trick standardly used is suspicious, and it
is difficult to understand and give a physical meaning to the order parameters and the functions
with the replica variables in this construction. The standard way to reach the equilibrium states
is to use the replica trick, derive representations with the replica variables and then try to give
the results a physical meaning. The reason for using the replicas remains nevertheless veiled in
this way and the physical meaning of the replica-symmetry breaking unclear [13, 45]. One has
to analyze the physical reasons for instabilities and negative entropy in non-replicated mean-
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field solutions to find the genuine reason why the true equilibrium of the mean-field spin-glass
models cannot be reached without replicas.
The most prominent feature of the mean-field spin-glass models is that the combination of
randomness and frustration of the spin exchange leads to ergodicity breaking that is not ac-
companied by any symmetry breaking in the generic Hamiltonian. To restore ergodicity in the
glassy phase one can use replications of the phase space of the dynamical variables. A small
inter-replica interaction is introduced as a perturbation and the linear response of the system is
calculated. If the linear response (replica independence or symmetry) is broken, replica vari-
ables influence the behavior of the original system, and inter-replica interactions become non-
zero. The replication is then used hierarchically untill one restores at least local thermodynamic
homogeneity. The principal step in this procedure is to select an adequate symmetry-breaking
of the replicated variables so as to make thermodynamic potentials analytic functions of the
originally integer replication index. Only then it is possible to test and restore thermodynamic
homogeneity and ergodicity. If infinitely many replications are needed, the Parisi solution with
the continuous replica-symmetry breaking is obtained. Real replicas allow us to restore ergod-
icity in hierarchical steps by breaking successively the independence of the replicated spaces.
The solution of the full mean-field models of spin glasses in unreachable. One has to resort
to approximations or perturbative expansions. We applied the real replicas to the mean-field
Ising, p-state Potts, and p-spin glass models and calculated their asymptotic solutions below the
transition temperature to the glassy phase. We thereby demonstrated that the Ising spin glass
below the transition point is described by a solution with infinitely many replica hierarchies
with the continuous order-parameter function of Parisi. While the Ising spin glass is known
to have continuously broken replica symmetry in the equilibrium state, the Potts and p-spin
glasses allow for locally stable solutions with a one-level discrete replica-symmetry breaking.
Since the solution with the continuous replica-symmetry breaking exists independently of the
stability of the solutions with finitely many replica hierarchies, the continuous RSB and 1RSB
coexist in the p-state Potts and the p-spin glass models. In both cases for p <∞ the 1RSB state
leads to negative entropy at very low temperatures and the ultimate equilibrium state for the
mean-field spin-glass models breaks the replica symmetry in a continuous form as suggested
by Parisi in the Ising model. Our analysis indicates that a continuous RSB is indispensable to
keep entropy non-negative down to zero temperature. Spin reflection symmetry is hence not
substantial for the existence of a solution with continuous replica-symmetry breaking as was
previously assumed.
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1 Introduction
The immense and steadily increasing field of strongly correlated electrons has emerged as a
central theme of many-body physics over the past three decades (for a review see [1]). Among
them, the so-called heavy-fermion metallic compounds [2] and cuprate superconductors [3]
have received particular attention. It is acknowledged that fully accounting for their properties
is a challenging task, but it is believed that their key properties are embodied in model Hamil-
tonians, such as the Anderson or Kondo lattice models in the former case, and in the Hubbard
model or possibly the t-J-model in the latter one [4]. The difficulty in solving these models is
rooted in the fact that conventional many-body perturbation theory (including infinite resum-
mations), does not work in these cases. This failure is obvious in lattice models with on-site
repulsion U exceeding the band width D.
Take the Hubbard model with large on-site repulsion U , where each lattice site can either be
empty (state |0〉), singly occupied (|↑〉 , |↓〉), or doubly occupied (|2〉). The dynamics of an
electron will be very different according to whether it resides on a singly or doubly occupied
site. For large U , the doubly occupied states will be pushed far up in energy and will only
marginally contribute to the low-energy physics. This leads effectively to a projection of the
Hilbert space onto a subspace devoid of doubly occupied states. It turns out to be difficult
to effect the projection within conventional many-body theory, as was realized early on in the
context of the magnetic impurity problem. Indeed, this difficulty is at the heart of the single-
impurity Kondo problem, for which a sound physical picture and quantitative analytical and
numerical methods of solution have been developed over a period of 40 years [5]. We will
discuss impurity models briefly in a later section. More details can be found in the review [6].
A powerful technique for describing the projection in Hilbert space is the method of auxiliary
particles (slave bosons, pseudofermions [7–12]): One assigns an auxiliary field or particle to
each of the four states |0〉 , |↓〉 , |↑〉 , |2〉 at a given lattice site (considering one strongly correlated
orbital per site). The Fermi character of the electrons requires that two of the auxiliary particles
are fermions, e.g., the ones representing |↓〉 , |↑〉 and the remaining two are bosons. Introducing
new particles for the states |0〉 , |2〉 allows one to express the projection to the Hilbert space of
states without double occupancy as n0 + n↑ + n↓ = 1, where nα are the occupation numbers of
the states |α〉; i.e., each lattice site is either empty or singly occupied. There are various ways of
defining auxiliary particles for a given problem. It is wise to choose the one that is best adapted
to the physical properties of the system.
Compared to alternative ways of performing the projection, the auxiliary-particle method has
the advantage of allowing one to use the machinery of quantum field theory, i.e. Wick’s the-
orem, diagrammatic perturbation theory and infinite resummations of diagrams, provided the
constraint can be incorporated in a satisfactory way.
Historically, auxiliary particle representations were first introduced in the context of spin mod-
els. Spin operators may be represented by Bose operators (Holstein-Primakoff [7], Schwin-
ger [8]) or in the case of spin 1/2 (and with additional complications for higher spins as well)
by Fermi operators (Abrikosov [9], Coqblin-Schrieffer [10]). Electron operators necessarily in-
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volve a combination of auxiliary fermion and boson operators. The simplest such representation
was proposed for the Anderson impurity problem by Barnes [11], and for lattice problems by
Coleman [12]. A more complex representation of electron operators, incorporating the result
of the Gutzwiller approximation [13] on the slave-boson saddle-point approximation level was
developed by Kotliar and Ruckenstein [14]. Generalizations of the latter to manifestly spin-
rotation invariant form [15, 16] and to particle-hole and spin rotation invariant form [16] have
also been proposed. Generalizations to multi-band Hubbard models have been introduced as
well [17–20].
Quite generally, auxiliary particle theories have to deal with two problems: the treatment of the
constraint and the approximate description of the dynamics. An accurate control of the con-
straint alone does not yet make a good theory! In fact, the latest attempts suggest that the price
to pay to exactly implement constraints is to have to diagonalize the many-body Hamiltonian
matrix [21, 22].
Besides, the effect of strong Coulomb interaction in systems with orbital degeneracy plays a
prominent role. Such a situation is realized in almost all transition metals and transition-metal
oxides. These systems contain d-electrons in cubic or trigonal environments, the crystal field
can only partially lift the degeneracy of the d-bands, for instance down to two as is the case of
V2O3 [23] or down to three for perovskites such as LaTiO3. On top of high-Tc superconduc-
tivity, a whole series of application-oriented, fundamental properties of correlated electronic
systems arose in recent years, in particular for transition-metal oxides. They include colos-
sal magnetoresistance (see, e.g., [24]), transparent conducting oxides (see, e.g., [25]), high-
capacitance heterostructures [26], and large thermopower (see, e.g., [27]), to quote a few. In ad-
dition, they also entail fascinating phenomena such as superconductivity at the interface of two
insulators [28], peculiar magnetism in low-dimensional systems [29], high-temperature ferro-
magnetism in vanadate superlattices [30], all of them providing strong motivation to investigate
these systems from the theory side.
Given the variety of systems and properties of interest, it is desirable to have an approxi-
mate scheme amenable to the computation of the desired quantities as functions of interaction
strength and density in the thermodynamic limit. Slave-boson approaches showed a great po-
tential toward that aim. While the solution of the Ising chain is the only example so far that
could be solved exactly through slave-boson calculations [31], approximate approaches such
as the self-consistent T-matrix approximation to the single-impurity Anderson model and the
slave-boson saddle-point approximation to the Hubbard model have been widely used. Part
of the success of the latter follows from the fact that it is variationally controlled in the large-
dimensionality limit, and it is exact in the large-degeneracy limit. Further, it can be improved
systematically by performing a loop-expansion around the saddle point.
In Section 2 we review the various slave-boson representations of the most prominent mod-
els. Section 3 is devoted to the gauge symmetry of the Barnes slave-boson representation of
the single-impurity Anderson model and to the concept of a radial slave-boson field, which is
shown in general to possess an exact, non-vanishing expectation value. The saddle-point ap-
proximation is applied to several models in Section 4. Fluctuation corrections, calculation of
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the spin and charge autocorrelation functions as well as magnetic phases are addressed in Sec-
tion 5. Recent applications to a Hubbard model extended by long-ranged Coulomb interactions
are presented in Section 6, and the results are summarized in Section 7.
2 Slave-boson representations
The goal of a slave-boson (SB) representation is to describe an interacting fermionic system
by means of an action that is bilinear in fermionic fields. In these frameworks one avoids
Hubbard-Stratonovich decoupling the interaction terms, which typically shares the difficulties
and limitations of perturbation theory. It necessitates introducing auxiliary fermionic fields,
which will be denoted below by the doublet {fσ}, and slave-boson fields, say {e, p, d}, in
terms of which one needs to rewrite the physical electron operators {aσ}. All of them satisfy
canonical commutations. By doing so, one increases the number of degrees of freedom (DoF),
implying that the auxiliary fields need to satisfy constraints to ensure a faithful representation of
the original model. These constraints can be handled in the functional integral formalism [32].
A particularity of SB approaches is the apparition of radial slave boson fields: They are bosonic
fields with their amplitude as sole DoF. Being phase-free, their exact expectation value may be
finite in accordance with Elitzur’s theorem, as discussed below.
A natural basis of the Hilbert space of electrons in a local orbital may be chosen as consisting
of four states: two with single occupancy (representing a local spin 1/2) and the empty and
doubly occupied states. Forming a doublet, the singly occupied states manifestly have fermionic
character, while the remaining two states have bosonic character. Below, we shall create these
states out of a vacuum state |vac〉, which is annihilated by any of the above auxiliary fields.
These four states may then be created by fermionic or bosonic auxiliary operators. This may be
achieved in a multitude of ways. We will concentrate here on the representations introduced by
Barnes for the single-impurity Anderson model [11], by Kotliar and Ruckenstein [14], and by
Wo¨lfle et al. for the Hubbard model [15,16], as well as an extension to multi-band systems [17].
2.1 Barnes’s representation
The basic idea consists in locally decomposing the electronic excitations into spin and charge
components. There are many different ways to achieve this goal. For instance, it could be
reached by means of a suitable Hubbard-Stratonovich decoupling of the interaction term but
would likely be limited to weak interaction. Instead, in his pioneering work, Barnes suggested
representing the spin and charge degrees of freedom by fermionic and bosonic operators, respec-
tively [11]. Being more numerous than the original (physical) operators, the auxiliary operators
span a Fock space that is larger than the physical one. They therefore need to fulfill constraints
for such a representation to be faithful. In fact, it can be shown that one constraint suffices.
Specifically, Barnes considered the single-impurity Anderson model (SIAM):
H =
∑
~kσ
ε~k c
†
~kσ
c~kσ + εf
∑
σ
a†σaσ + V
∑
~kσ
(
c†~kσaσ + a
†
σc~kσ
)
+ U a†↑a↑a
†
↓a↓ . (1)
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For the f electrons that are described by this model, the interaction strength is large and often
treated in the U → ∞ limit. To that aim, Barnes introduced auxiliary fermionic {fσ} and
bosonic {e, d} operators that satisfy canonical commutation relations. In terms of these, the
physical electron operators aσ read
aσ = e
†fσ + σf
†
−σd . (2)
The aσ operators obey the ordinary fermion anticommutation relations. Yet this property is not
automatically preserved when using the representation Eq. (2), even when the fermionic and
bosonic auxiliary operators obey canonical commutation relations. In addition, the constraint
Q ≡ e†e+
∑
σ
f †σfσ + d
†d = 1 (3)
must be satisfied. Eqs. (2-3) make for a faithful representation of the physical electron operator
in the sense that both aσ and its expression in terms of auxiliary particles Eq. (2) possess the
same matrix elements in the physical Hilbert subspace with Q = 1. The above representation
has been widely used, in particular in the U → ∞ limit where the operator d (linked to double
occupancy) drops out. One can implement the constraint by means of a functional integral
representation. For example, for U → ∞ the partition function, projected onto the Q = 1
subspace, reads
Z =
∫ pi/β
−pi/β
βdλ
2pi
eiβλ
∫ ∏
σ
D[fσ, f
†
σ]
∫ ∏
~kσ
D[c~kσ, c
†
~kσ
]
∫
D[e, e†] e−
∫ β
0 dτ(Lf (τ)+Lb(τ)) (4)
with the fermionic and bosonic Lagrangians
Lf (τ) =
∑
~kσ
c†~kσ(τ)(∂τ + ε~k − µ)c~kσ(τ) +
∑
σ
f †σ(τ)(∂τ + εf − µ+ iλ)fσ(τ)
+V
∑
~kσ
(
c†~kσ(τ)fσ(τ)e
†(τ) + h. c.
)
Lb(τ) = e†(τ)(∂τ + iλ)e(τ) . (5)
Here the role of the λ integration is to enforce the constraint. Since the latter commutes with
the Hamiltonian, one single integration is sufficient, and introducing a time-dependent λ to
integrate over would be superfluous. Furthermore, the fermions may be integrated out since
the Lagrangian is bilinear in the fermionic fields. Remarkably, this has been achieved without
decoupling the interaction term. As a matter of principle one should verify the correctness of
the representation. This can be done in, e.g., the V → 0 limit by carrying out all integrals.
By virtue of the substitution z = e−iβλ, βdλ = idz/z, the λ integral in Eq. (4) is transformed
into a contour integral along the complex unit circle. Observing that this substitution implies a
2nd-order pole at z = 0 (i.e., at iλ→ +∞, real), one obtains the expected result:
Z = 1 + 2 e−β(εf−µ) . (6)
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Alternatively, Eq. (4) may be viewed as the projection of the product of two non-interacting
partition functions for each spin projection onto the U = ∞ subspace. Indeed Eq. (4) may be
rewritten as:
Z = P
∏
σ
det [Sσ[e(τ), λ]] . (7)
Here, det [Sσ[e(τ), λ]] is the fermionic determinant for one spin species involving an effective
time-dependent hybridization (V e†(τ)), while the projection operator is given by
P =
∫ pi/β
−pi/β
βdλ
2pi
eiβλ
∫
D[e, e†] e−
∫ β
0 dτLb(τ) . (8)
Having checked that the representation is faithful is certainly satisfactory, but there is an asym-
metry in the representation of charge and spin degrees of freedom. While the former can be
expressed in terms of bosons, this is not the case in the latter, and may cause unnecessary errors
in any approximate treatment (for details see Ref. [16]).
With this motivation Kotliar and Ruckenstein introduced a representation where spin and charge
degrees of freedom may be expressed by bosons.
2.2 Kotliar and Ruckenstein representation
Kotliar and Ruckenstein (KR) extended Barnes’s representation through the introduction of two
additional Bose operators linked to the spin degrees of freedom, p↑ and p↓ [14]. In this approach,
the physical electron operators are represented as:
aσ = z˜σfσ with z˜σ = e
†pσ + p
†
−σd . (9)
The first term corresponds to the transition from the singly occupied state to the empty one, and
the second term to the transition from the doubly occupied state to the singly occupied one. The
representation may again be seen to be faithful, under the condition that the auxiliary operators
obey canonical commutation relations and satisfy constraints. They read
1 = e†e+
∑
σ
p†σpσ + d
†d
f †σfσ = p
†
σpσ + d
†d σ =↑, ↓ , (10)
and need to be satisfied on each site. They may be enforced in a functional integral representa-
tion with Lagrange multipliers in a fashion analogous to the one we encountered with the Barnes
representation. Moreover, the correctness of the representation may be explicitly verified in the
limit V → 0 through the exact evaluation of the partition function or Green’s functions. This
representation allows one to express the density operator (
∑
σ p
†
σpσ+2d
†d) and the z-component
of the spin operator (1
2
∑
σ=± σ p
†
σpσ) in terms of bosons. These DoFs may therefore be treated
on equal footing. We show in Section 2.4 how this procedure is extended to multiband models.
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2.3 Spin-rotation-invariant representation
Though faithful, the Kotliar and Ruckenstein representation is not manifestly spin-rotation-
invariant (SRI). Indeed, the transverse components of the spin operator may not be simply
represented in terms of auxiliary operators since Sx(y) is neither related to 1
2
∑
σσ′ f
†
στ
x(y)
σσ′ fσ′
nor to 1
2
∑
σσ′ p
†
στ
x(y)
σσ′ pσ′ . Therefore fluctuations associated with the transverse modes are not
treated on the same footing as the ones associated with the longitudinal mode. To overcome this
shortcoming a manifestly SRI formulation has been introduced [15, 16]. In this setup, instead
of using the doublet {pσ} [14] one introduces a scalar (S=0) field p0 and a vector (S=1) field
~p = (px, py, pz). The state |σ〉 = a†σ|0〉 may be represented in terms of them as
|σ〉 =
∑
σ′
p†σσ′f
†
σ′ |vac〉 , with p†σσ′ =
1
2
∑
µ=0,x,y,z
p†µ τ
µ
σσ′ , (11)
and τµ the Pauli matrices. The bosons pµ obey canonical commutation relations. Again, all
auxiliary operators annihilate the vacuum (fσ|vac〉 = e|vac〉 = . . . |vac〉 = 0). With this at hand
the electron operators may be written as:
aσ =
∑
σ′
fσ′ z˜σ′σ , with z˜σ′σ = e
†pσ′σ + σ
′σp†−σ,−σ′d . (12)
The constraints that the auxiliary operators need to satisfy read
1 = e†e+
∑
µ=0,x,y,z
p†µpµ + d
†d (13)∑
σ
f †σfσ =
∑
µ=0,x,y,z
p†µpµ + 2d
†d (14)∑
σ,σ′
f †σ′~τσσ′fσ = p
†
0~p+ ~p
†p0 − i~p † × ~p . (15)
The density operator n, the density of doubly occupied sites operator D, and the spin operator
~S may all be expressed in terms of bosons. They read
n =
∑
µ
p†µpµ + 2d
†d, D = d†d, ~S =
∑
σσ′σ1
~τσσ′p
†
σσ1
pσ1σ′ . (16)
The latter expression is especially useful in the context of the t-J model, in particular because
the spin degrees of freedom need not be expressed in terms of the original fermions. Using
the above, one can tackle models of correlated electrons such as the single-impurity Anderson
model, the Anderson lattice model, the t-J or the Hubbard model. However, while the spin and
charge degrees of freedom have been mapped onto bosons, anomalous propagators necessarily
vanish on a saddle-point level as the Lagrangian is bilinear in the fermionic fields, independent
of the model. Here they are not treated on equal footing with the spin and charge degrees of
freedom. This gave sufficient motivation to introduce a manifestly spin- and charge-rotation-
invariant formulation [16].
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2.4 Multi-band systems
A generic Hamiltonian describing the low-energy properties of systems with orbital degeneracy
can be written as
H =
∑
i,j,σ,ρ
ti,j a
†
i,ρ,σaj,ρ,σ + U
∑
i,ρ
ni,ρ,↑ni,ρ,↓ + U2
∑
i,ρ′ 6=ρ
ni,ρ,↑ni,ρ′,↓ + U3
∑
i,σ,ρ′<ρ
ni,ρ,σni,ρ′,σ , (17)
where σ is a spin index for the up and down states, ρ is labeling the M bands, andUn ≡ U−nJH .
Taking JH finite accounts for the Hund’s rule coupling, which favors the formation of magnetic
moments.
For this model with on-site interaction, a SB representation can be introduced. Generalizing
the Kotliar and Ruckenstein representation one may rewrite any atomic state with the help of a
set of pseudo-fermions {fα} and slave bosons {ψ(m)α1,...αm} (0 ≤ m ≤ 2M ). ψ(m)α1,...αm is the SB
associated with the atomic state consisting of m electrons in states |α1, ..., αm〉, where α is a
composite spin and band index. By construction, it is symmetric under any permutation of two
indices and 0 if any two indices are equal. The annihilation operator of a physical electron may
be expressed in terms of the auxiliary particles as
aα = z˜αfα , (18)
where z˜α describes the change in the boson occupation numbers when an electron in state α is
annihilated as:
z˜α =
2M∑
m=1
∑
α1<.<αm−1
ψ†(m−1)α1,...,αm−1ψ
(m)
α,α1,...,αm−1 αi 6= α . (19)
The operators z˜α in Eq. (19) describe the change in the slave-boson occupation as a many-
channel process. Now, the redundant degrees of freedom are projected out with the constraints
1 =
2M∑
m=0
∑
α1<.<αm
ψ†(m)α1,.,αmψ
(m)
α1,.,αm
(20)
f †αfα =
2M∑
m=1
∑
α1<.<αm−1
ψ†(m)α,α1,.,αm−1ψ
(m)
α,α1,.,αm−1 . (21)
3 Gauge symmetry and radial slave-boson fields
When representing the electron operators aσ as z˜σfσ, one may infer that a group of transfor-
mations will leave this expression invariant, assuming that it acts on the fields in such a way
that
fσ(τ) −→ fσ(τ) eiφ(τ) , and z˜σ(τ) −→ z˜σ(τ) e−iφ(τ) . (22)
This is indeed the case when considering the U →∞ Barnes representation for the SIAM since
z˜σ is given by e
†. This local U(1) gauge symmetry was first realized by Read and Newns [33].
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One may make use of it to gauge away the phase of the slave boson, which remains as a purely
radial field, while the Lagrange constraint parameter is promoted to a time-dependent field.
Since standard textbooks do not mention representations of such radial fields that are set up
on a discretized time mesh from the beginning, the key steps are presented below, following
Ref. [31]. In this scheme the partition function takes a form analogous to Eqs. (4-5). However
the projection operator does not mix the N time steps and may be written as
P = lim
N→∞
lim
W→∞
N∏
n=1
Pn , with
Pn =
∫ ∞
−∞
β
N
dλn
2pi
∫ ∞
−∞
dxn e
− β
N
(iλn(xn−1)+Wxn(xn−1)) . (23)
Here the constraint parameter λn is defined for each time step n, i.e., it is a time-dependent field,
and xn represents the radial slave-boson field at time step n. In the discrete time-step form, the
fermionic part of the action reads
Sf =
N∑
n=1
∑
~kσ
c†~k,n,σ
(
c~k,n,σ− e
− β
N
(ε~k−µ) c~k,n−1,σ
)
+
∑
σ
f †n,σ
(
fn,σ− e−
β
N
(εf+iλn−µ) fn−1,σ
)
+
β
N
N∑
n=1
∑
~kσ
V xn
(
c†~k,n,σfn−1,σ + f
†
n,σc~k,n−1,σ
)
. (24)
The integration over the fermionic fields can be manifestly carried out. This allows one to obtain
the partition function by projecting the resulting fermionic determinant:
Z = P
∏
σ
det [Sσ [{xn}, {λn}]] (25)
with the above projection operator Eq. (23). The expectation value of the hole density operator
takes the simple form:
〈nh(τm)〉 = 〈xm〉 = 1
Z
P
{
xm
∏
σ
det [Sσ [{xn}, {λn}]]
}
. (26)
It is easily seen to be time-independent. In contrast to a Bose condensate, 〈xm〉 is generally finite
and may only vanish for zero hole concentration [21]. It is not related to a broken symmetry.
The radial slave-boson field exhibits another specific feature: For any power a > 0, one finds
〈xam〉 = 〈xm〉, as the corresponding projections of the fermionic determinant all yield the same
value.
As concerns the hole autocorrelation function, it is conveniently expressed as a projection of
the fermionic determinant. It reads
〈nh(τn)nh(τm)〉 = 〈xnxm〉 = 1
Z
P
{
xnxm
∏
σ
det [Sσ [{xn}, {λn}]]
}
. (27)
Hence it can be obtained without first determining a self-energy.
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Regarding the Kotliar and Ruckenstein representation, it took a long discussion to determine the
gauge symmetry group [34–37, 16]. It was finally agreed that it reads U(1)× U(1)× U(1). In
fact, it could be shown that one may gauge away the phase of three bosonic fields by promoting
all three constraint parameters to fields. The fourth one, for example d, remains complex.
Therefore, in the U → ∞ limit (d → 0), all three remaining bosonic fields are radial slave-
boson fields. In functional integral language they may be handled in the same fashion as the
above x-field. For an example, see [22].
4 Saddle-point approximations
The exact evaluation of a quantity represented by a functional integral is an ambitious task. So
far, the results are limited to a very small cluster [21, 22] or to the Ising chain [31]. Hence we
rather focus on an economical way to determine observable quantities in the SB framework. It
is provided by a saddle-point approximation (SPA) to the functional integral and often yields
physically reasonable results. This is equivalent to allowing for a finite expectation value of
a Bose field amplitude. Strictly speaking, a finite expectation value of a Bose field operator
violates gauge invariance and should not exist. In contrast, a finite saddle-point amplitude of
the radial slave-boson fields is compatible with Elitzur’s theorem. Besides, the saddle-point
approximation is exact in the large-degeneracy limit, and the Gaussian fluctuations provide the
1/N corrections [16]. Moreover it obeys a variational principle in the limit of large spatial
dimensions where the Gutzwiller approximation becomes exact for the Gutzwiller wave func-
tion [38]. Furthermore, it could be shown in this limit that longer-ranged interactions are not
dynamical and reduce to their Hartree approximation [39]. Therefore, this approach also obeys
a variational principle in this limit when applied to the extended Hubbard model Eq. (74).
4.1 Saddle-point approximation to the Barnes representation
In its simplest form, the SPA consists of replacing the boson field operators ei at each lattice
site, or e at the impurity site, by the modulus of its expectation value, in accordance with the
above. This yields a non-interacting model, which is easily solved. Below we briefly discuss
the solutions for the Anderson impurity model and the Anderson lattice model.
4.1.1 Kondo effect in the Anderson impurity model
In SPA the Anderson impurity Hamiltonian Eq. (1) takes for U →∞ the form
H =
∑
~kσ
ε~k c
†
~kσ
c~kσ + εf
∑
σ
f †σfσ + V
∑
~kσ
e0
(
c†~kσfσ + f
†
σc~kσ
)
+ λ(Q− 1) . (28)
The conserved charge isQ =
∑
σ f
†
σfσ+e
2
0 = 1, and λ is the corresponding Lagrange multiplier.
One recognizes that Eq. (28) describes a resonant-level model with renormalized parameters.
They are ε˜f = εf + λ and V˜ = V e0. Introducing ∆˜ = e20∆ = piN
(0)
F V˜
2, where ∆ = piN (0)F V
2
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(N (0)F = 1/2D is the conduction electron DOS at the Fermi level) allows one to write the saddle-
point equations in the form of two conditions for the level position ε˜f and the level width ∆˜.
They are
ε˜f = εf − 2∆
pi
ln
√
ε˜2f + ∆˜
2
D
and ∆˜ = ∆− 2∆
pi
tan−1
∆˜
ε˜f
. (29)
In the limit of ∆ |εf |, the occupation of the local level nf = 2/pitan
−1 ∆˜
ε˜f
approaches unity. This
means that a local moment forms at higher temperature. Below a characteristic temperature, the
Kondo temperature TK , the local moment gets screened by the conduction electron spins, which
form a resonance state with the local moment. It is located close to the Fermi energy, at ε˜f , and
is of width ∆˜ ≈ TK = D exp −|εf |
2N
(0)
F V
2
= D exp −1
2N
(0)
F J
, where J = V
2
|εf | is the antiferromagnetic
spin exchange coupling constant of the local spin and the local conduction electron spin density.
The low-temperature behavior of Kondo systems is reasonably well described by SB mean-field
theory. Yet at higher temperatures, a spurious first-order transition to the local-moment regime
is found in this approximation rather than a continuous crossover.
As an alternative scheme, Kroha et al. [40] developed an approximation that guarantees local
gauge invariance in a conserving approximation and allows for Fermi-liquid as well as non-
Fermi liquid behavior for the investigated multi-channel Anderson impurity problem.
4.1.2 Heavy fermions in the Anderson lattice model
The Anderson lattice model in the limit U → ∞ has been investigated in the SB mean-field
approximation [33], in which the Hamiltonian reads again as a single-particle Hamiltonian, but
for two hybridized bands
H =
∑
~kσ
ε~k c
†
~kσ
c~kσ + εf
∑
i,σ
f †iσfiσ + V
∑
i,σ
e0
(
c†iσfiσ + f
†
iσciσ
)
+
∑
i
λi(Qi − 1) . (30)
The saddle-point condition with respect to the field λi leads to the condition 〈Qi〉 = 1. For
a translationally invariant state it is independent of the lattice position ~Ri. As in the impurity
problem, the f -level position is shifted by correlation effects to ε˜f , and the square of the boson
amplitude is related to the f -level occupation nf through:
ε˜f = εf − 2N (0)F V 2 ln
ε˜f − εF
D
(31)
e20 = 1− nf = 1−
2N
(0)
F V
2e20
ε˜f
, (32)
under the assumption |ε˜f |  D. In the case where εf is sufficiently below the Fermi level εF
we have |ε˜f |  |εf | and, from Eq. (31), we observe that ε˜f − εF = D exp −|εf |
2N
(0)
F V
2
= TK ,
equal to the single-impurity Kondo temperature. In this limit e20 ≈ |ε˜f |/2N (0)F V 2  1. Thus,
the hybridization amplitude is substantially reduced, leading to heavy quasiparticle bands of
energy
E±
~k
=
1
2
[
ε~k + ε˜f ±
√
(ε~k + ε˜f )
2 + V 2e20
]
. (33)
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4.2 Saddle-point approximation to the Kotliar and Ruckenstein
representation
Extending this approach to the Hubbard Model on the lattice has also been achieved. Yet at
this stage of the formulation, the representation suffers from the drawback that neither the low-
charge-carrier-density limit nor the non-interacting limit are properly recovered on the SPA
level [14], in contrast to more conventional approaches. Kotliar and Ruckenstein overcame this
difficulty by noticing that there is no unique SB representation but rather infinitely many dif-
ferent ones. If faithful, they are all equivalent when the functional integral is exactly evaluated
but differ on the saddle-point level. Kotliar and Ruckenstein provided us with a representation
of the kinetic energy that solves both aspects of the above drawback. The KR representation
consists of replacing the operators z˜σ in Eq. (9) by
zσ = e
†LσRσpσ + p
†
−σLσRσd , with (34)
Lσ =
1√
1− p†σpσ − d†d
and Rσ =
1√
1− p†−σp−σ − e†e
(35)
and of consistently using aσ = zσfσ in the representation of the kinetic energy operator. In
this form, the SPA to the KR representation is equivalent to the Gutzwiller approximation (GA)
to the Gutzwiller wave function [14]. As the GA yields the exact energy of the Gutzwiller
wave function in the large-dimensionality limit, the SPA to the KR representation acquires a
variational principle in this limit. In addition it turns exact in several large N limits [16], or for
particular toy models [41]. These properties are shared by the SRI formulation [16]. Indeed,
introducing p˜σσ′ ≡ σσ′p−σ′,−σ, the z operator reads
z = e†L M R p + p˜†L M R d (36)
with
M =
[
1 + e†e+
∑
µ
p†µpµ + d
†d
] 1
2
, (37)
L =
[(
1− d†d) 1− 2p†p ]− 12 and R = [(1− e†e) 1− 2p˜†p˜ ]− 12 . (38)
Eq. (36) and Eq. (38) correct Eq. (22) in [16] and Eq. (38) corrects Eq. (3) in [42].
4.2.1 Mott-Hubbard metal-to-insulator transition
The KR and SRI representations have been used to characterize a broad range of phases of
the Hubbard Model [43–57], as they are able to capture interaction effects beyond the physics
of a Slater determinant. These representation encompass the Brinkman-Rice mechanism [58,
59], described below, allowing for the description of the Mott metal-to-insulator transition.
This transition is a genuine interaction-driven transition that is not linked to a period doubling
resulting from, e.g., an antiferromagnetic instability. On the contrary, it arises when considering
the paramagnetic saddle point. In the SRI representation, it corresponds to setting the bosonic
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fields ~pi (τ) and the constraint fields enforcing Eq. (15) to zero and to replacing the remaining
bosonic and constraint fields by their mean value. The free energy then reads
F = −T
∑
~k,σ
ln
(
1 + e−
E~kσ
T
)
+ U d2 + α
(
e2 + p20 + d
2 − 1)− β0 (p20 + 2d2) . (39)
Here the Lagrange multiplier α (β0) enforces the constraints of Eq. (13) and (14). With
z0 =
1√
2
p0(e+ d)√
1− d2 − 1
2
p20
√
1− e2 − 1
2
p20
(40)
the quasiparticle dispersion relation is given by
E~kσ = z
2
0 t~k + β0 − µ . (41)
z20 plays the role of both a mass renormalization factor and of a quasiparticle residue. In the
parameter range in which it vanishes, a Mott insulating state is realized. Solving the saddle-
point equations at half filling ρ = 1 yields
z20 = 1−
(
U
Uc
)2
, with Uc = −4
∑
~k,σ
t~k fF (z
2
0 t~k) , (42)
where fF is the Fermi function. Therefore, the quasiparticle residue continuously varies from 1
down to 0 for U → Uc. At this point, the quasiparticle mass diverges and its residue vanishes,
signaling a metal-to-insulator transition. As an additional signature of a transition, a Mott gap
opens. Indeed, solving the equation for the chemical potential of the quasiparticles for U > Uc
and ρ→ 1 yields [35]
µ(ρ) =
U
2
[
1− 1− ρ|1− ρ|
√
1− Uc
U
]
. (43)
The discontinuity in µ across ρ = 1 indicates a pair of first-order phase transitions from the
metallic phase at ρ < 1 (with finite z0) to the insulating phase at ρ = 1 (with chemical potential
µ = U/2 ) and back to the metallic phase at ρ > 1 (with finite z0). This discontinuity vanishes
for U → U+c , which is therefore a critical point. In the insulating phase the quasiparticle
contribution to doubly occupied sites vanishes. This does not imply that the latter is predicted
to be zero but that it purely results from fluctuations, which we address in Sec. 5.
The saddle-point equations following from the free energy Eq. (39) read
p20 + e
2 + d2 − 1 = 0 ,
p20 + 2d
2 = ρ ,
1
2e
∂z20
∂e
ε¯ = −α ,
1
2p0
∂z20
∂p0
ε¯ = β0 − α ,
1
2d
∂z20
∂d
ε¯ = 2(β0 − α) + α− U.
(44)
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Fig. 1: Inverse effective mass z20 for the Hubbard model on the cubic lattice.
Here we have introduced the averaged kinetic energy,
ε¯ =
∫
dω ρ(ω)ω fF
(
z20 ω + β0 − µ
)
, (45)
the determination of which involves the density of states ρ(ω). Introducing the doping away
from half filling δ = 1 − ρ, the Coulomb parameter u = U/(−8ε¯), and y ≡ (e + d)2, the
saddle-point equations can be cast into a single one that finally reads
y3 + (u− 1)y2 = u δ2. (46)
For more details see Ref. [16, 59]. In the case of a 3D cubic lattice the quasiparticle mass
diverges at half filling for Uc ' 16.04 t. This behavior is general, and the transition occurs for
other lattices in a qualitatively equivalent way. For instance, in the case of a 2D square lattice,
the metal-to-insulator transition occurs at Uc = 2(8/pi)2t. Note that the ratio of the critical
interaction for the 3D cubic lattice to the one of the 2D square lattice (1.24) is somewhat smaller
that the naive estimate that would be obtained from the corresponding ratio of the number of
nearest neighbors (3/2). In the case of a rectangular DOS one has Uc = W.
Regarding the doping dependence of the quasiparticle residue, Fig. 1 shows that a mass renor-
malization larger than 2 is only realized in the regime of large U > 3
4
Uc and doping |δ| < 0.25.
In the limits U → 0 and |δ| → 1, the saddle-point approximation correctly yields the exact re-
sult z20 = 1. Further, calculations performed for the 2D square lattice yield a figure very similar
to Fig. 1.
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4.3 Saddle-point approximation to the multi-band Hubbard model
We now turn to the multi-band Hubbard model that is often used for the description of transition-
metal oxides. As in the case of the one-band Hubbard model, the non-interacting limit is not
properly recovered when representing the electron operator aα according to Eq. (18) as z˜αfα
in the kinetic energy term. This difficulty may be overcome in a fashion analogous to the
one followed in the framework of the Kotliar and Ruckenstein representation to the one-band
Hubbard model: One represents the electron operator aα as zαfα where
zα =
2M∑
m=1
∑
α1<···<αm−1
ψ(m)α,α1,...,αm−1LαRαψ
†(m−1)
α1,...,αm−1 (47)
involves the normalization factors Lα and Rα. They are now given by
Rα =
[
1−
2M−1∑
m=0
∑
α1,<···<,αm
ψ†(m)α1,...,αmψ
(m)
α1,...,αm
]− 1
2
αi 6= α
Lα =
[
1−
2M∑
m=1
∑
α1<···<αm−1
ψ†(m)α,α1,...,αm−1ψ
(m)
α,α1,...,αm−1
]− 1
2
. (48)
Namely Lα normalizes to 1 the probability that no electron in state |α〉 is present on a site before
one such electron hops to that particular site, and Rα makes sure that it happened. Clearly the
eigenvalues of the operators Lα and Rα are 1 in the physical subspace.
We now proceed to the saddle-point approximation, and we investigate the Mott transition at
commensurate integer filling n for an M -band model. In order to highlight general features of
the model, we first consider the paramagnetic, paraorbital phase at JH = 0. The latter is ob-
tained after having integrated out the fermions, setting all bosonic fields to their averaged value,
and, for given m, demanding that the various ψ(m)α1<···<αm are equal to one another. The Mott
transition that occurs at commensurate density n is most conveniently discussed by projecting
out occupancies that are larger than n + 1 and smaller than n − 1 (if any), as they would at
most play a subleading role. The constraint allows for eliminating the variables ψ(n−1) and ψ(n)
obtaining the free energy at filling n as
F (D) = (1− 2D2)D2
(√
bn,M +
√
cn
)2
ε¯+ U
(
D2 +
(
n
2
))
, (49)
with ε¯ ≡ ∫ d  ρ() fF (z2+ λ0 − µ), D2 ≡ ( 2Mn+1)ψ(n+1)2, bn,M ≡ (2M − n+ 1)/(2M − n),
and cn ≡ (n+ 1)/n. Here, ρ() is the total DOS. Minimizing Eq. (49) with respect to D yields
a critical interaction strength at which D vanishes. It depends on n and M and reads
U (n,M)c = −ε¯
(√
bn,M +
√
cn
)2
, (50)
which reproduces the results of the Gutzwiller approximation [13, 76]. This locates the Mott
transition. In the often considered case of a rectangular DOS, the critical interaction strength
may be related to the band width W through
U (n,M)c =
nW
4M
(2M − n)
(√
bn,M +
√
cn
)2
. (51)
9.16 Raymond Fre´sard
0 0.2 0.4 0.6 0.8 1
n/M
0
1
2
3
4
5
6
U
c/W
M=1
M=2
M=3
M=4
M=5
Fig. 2: Dependence of the location of the Mott transition on the filling n and the band degener-
acy M for the particle-hole symmetric rectangular density of states.
As shown in Fig. 2, it weakly depends on the band degeneracy for fixed filling n, but quite
significantly on n for a given band degeneracy.
The effective mass of the quasiparticles diverges when reaching the Mott point. We obtain the
analytical behavior as
m
m∗
= z20 =
(√
bn,M +
√
cn
)2
8
U
(n,M)2
c − U2
U
(n,M)2
c
. (52)
The dependence on the band degeneracy is weak as a consequence of the particular form of the
coefficients bn,M and cn. As the critical interaction strength increases with M the quasiparti-
cle residue Z = z20 increases slightly with M . However, for small values of U and without
projecting out higher occupancies, Z actually decreases with increasing M . There is therefore
a crossover value of the interaction strength beyond which the system becomes more metallic
with increasing M [17].
As a function of the hole doping δ, the quasi particle residue vanishes for δ going to 0 above
U
(n,M)
c as
z20 =
δ
2
(bn,M − cn) + |δ|
2
(
(bn,M + cn)
√
1 + 4ϕn,M + 4
√
bn,Mcnϕn,M
)
(53)
where we introduced:
ϕn,M ≡
U
(n,M)
c
2 bn,Mcn(√
bn,M +
√
cn
)4
(U − U (n,M)c )
U − U (n,M)c (√bn,M −√cn√
bn,M +
√
cn
)2 . (54)
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Fig. 3: (a) Inverse effective mass in the two-band model as a function of density for several
values of U . (b) Chemical potential for n = 1 for the one-band (dashed line) and two-band
(full line) models.
This expression of the quasiparticle residue consists of two contributions that are either sym-
metric or antisymmetric with respect to particle or hole doping. The particle-hole symmetry
requires the antisymmetric contribution to vanish for n = M . We observe that the asymmetry
of z20 on particle or hole doping increases under an increase of |n−M |. It vanishes more slowly
for hole doping (for n ≤ M ) than for particle doping, for increasing degeneracy at fixed n, for
increasing degeneracy at n = M , and under an increase of U . As an example, we calculate the
effective mass for the two-band model, which has been calculated without projecting out higher
occupancies, and show it in Fig. 3a.
Analogously to the one-band case we obtain a Mott gap. Indeed, the number of quasiparticles
is a continuous function of their chemical potential µ− λ0/2. The constraint parameters Λ and
λ as well as µ jump when going through the Mott gap. The Mott gap ∆ ≡ limδ→0− µ(δ) −
limδ→0+ µ(δ) results as
∆ =
√√√√√(U − U (n,M)c )
U − U (n,M)c (√bn,M −√cn√
bn,M +
√
cn
)2. (55)
In the limiting case of U  U (n,M)c , the Mott gap is given by U , while it closes at U (n,M)c as
∆ ∼ U (n,M)c
√
U/U
(n,M)
c − 1, the square root behavior being typical of slave-boson mean-field
theories. It is displayed in Fig. 3b, where it is compared to the one-band case as obtained by
Lavagna [35]. Clearly, no big difference in the Mott gap is found when going from one band to
two bands. In fact ∆/U (n,M)c is independent of M at n = M , while for fixed n the dependence
onM is very weak. For a comparison to the experimental situation in the titanates see Ref. [17].
9.18 Raymond Fre´sard
4.3.1 Influence of Hund’s rule coupling
The Hund’s rule coupling turns out to have a deep influence on the nature of the Mott transition.
As an example we treat here the two-band model around the n = 1 Mott insulating lobe. At
density ρ = 1 we obtain the saddle-point free energy as
F =
4
3
ε¯
(
1− 2r2) (r + (d0 + dx +∆0)/√2)2 + (U + 3J)∆20 + (U + J) d2x + U d20. (56)
with ε¯ ≡ ∫ d  ρ() fF (z2 + λ0 − µ), d0 ≡ (ψ(2)↑,↑ + ψ(2)↓,↓)/√2, dx ≡ (ψ(2)↑,↓ + ψ(2)↓,↑)/√2,
∆0 ≡ (ψ(2)↑↓,0 + ψ(2)0,↓↑)/
√
2, r2 ≡ d20 + d2x + ∆20, and λ ≡
∑
α λα/2, and we have used the
constraints to remove the variables ψ(0) and ψ(1). Let us notice that this expression differs
from an ordinary Ginzburg-Landau free energy in that it cannot be written as a fourth-order
polynomial in the variables d0, dx, and ∆0. Therefore, a critical point for one field would be
critical for the other ones as well. Lacking an analytical expression for the location of the Mott
transition for arbitrary JH/U , we first focus on the small JH/U regime. We find
U (1,2)c (JH) = U
(1,2)
c (0)
(
1− 4
3
JH
U
+O(JH/U)2
)
. (57)
Hence U (1,2)c first decreases linearly with JH . Another regime of interest is the large JH regime.
There we obtain the location of the Mott transition as
U (1,2)c = −
2
3
ε¯ (3 + 2
√
2)
(
1− 8
9
ε¯
JH
)
+O
(
ε¯
JH
)2
(58)
and thus decreasing J from∞ leads to an increase of the critical interaction. Another intriguing
feature of transition-metal oxides such as V2O3 is the metal-to-insulator transition that occurs in
the vicinity of the tri-critical point under an increase of temperature. It has been interpreted [60]
as the transition from a Fermi liquid with finite quasiparticle residue Z to an insulator with
Z = 0. In other words, there is a finite coherence temperature Tcoh at which the coherence
of the Fermi liquid (and Z) vanishes. This result was obtained in the dynamical mean-field
approximation to the one-band model, which becomes exact in the limit of large dimensions
and is recovered in the Gutzwiller approximation [61]. At finite T there is a first-order metal-
to-insulator transition at a critical U (1,M)c (T )
U (1,M)c (T ) = U
(1,M)
c (0)−
√
8U
(1,M)
c (0)T ln 2M . (59)
Thus an increase in temperature may produce a metal-to-insulator transition, which is consistent
with the experimental situation in V2O3. In the dynamical mean-field approximation at finite
temperatures there is an interaction strength Uc2(T ) at which the metallic solution ceases to
exist. This quantity can also be evaluated in this SB scheme and is given by
U
(1,M)
c2 (T ) = U
(1,M)
c (0)
(
1− αM(T/W ) 23
)
, (60)
with α1 ∼ 2.53 for the one-band model, and α2 ∼ 3.32 for the two-band model.
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4.4 A concrete example
We now proceed with an example that builds on a model for the anisotropic superconductor
Sr2RuO4. This two-band model includes a finite JH and an effective kinetic energy term that
derives from a tight-binding Hamiltonian. As suggested by Noce and Cuoco [62], the bands
crossing the Fermi energy build on the Ru 4d dxz- and dyz-orbitals as well as on the O 2pz-
orbitals. Following Ref. [63], we integrate out the latter. This yields the effective model
H0 =
∑
~k,σ
(
d†
xz,~k,σ
, d†
yz,~k,σ
) e~k a~k
a~k f~k
 dxz,~k,σ
dyz,~k,σ
 , (61)
with a~k = −4 t′ sin kx sin ky, e~k = t cos kx, and f~k = t cos ky. The two pairs of bands E~k,ν,σ
with
E~k,ν,σ =
1
2
(
e~k + f~k
)
+
1
2
ν
√(
e~k − f~k
)2
+ 4a2~k , ν = ±1 (62)
acquire two-dimensional character because of the finite t′.
On the slave-boson SPA level the free energy reads
F = − 1
β
∑
~k,ν,σ
ln
(
1 + e−βE~k,ν,σ
)
+ U
∑
i
∑
α<α′
d2i,αα′ + 3
∑
α<α′<α′′
t2
i,αα′α′′ + 6q
2
i

+ JH
∑
i
∑
σ
d2i,xzσ,yz−σ + 3
∑
ρ
d2i,ρ↑,ρ↓ + 4
∑
α<α′<α′′
t2
i,αα′α′′ + 8q
2
i

+
∑
i
Λi
e2i +∑
α
p2iα +
∑
α<α′
d2
i,αα′ +
∑
α<α′<α′′
t2
i,αα′α′′ + q
2
i − 1

−
∑
i,α
βi,α
p2i,α +∑
α′
d2
i,αα′ +
∑
α′α′′
t2
i,αα′α′′ + q
2
i
 (63)
Here the bosons e, pα, dαα′ , tαα′α′′ , and q refer to occupancies zero, one, two, three, and four,
respectively. The Lagrange multipliers Λ and βα enforce the constraints Eq. (20) and Eq. (21),
respectively. In a paramagnetic or a ferromagnetic phase, the dispersions of the quasiparticles
are given by
Ek,ν,σ=
1
2
[
βxz,σ+ βyz,σ− 2µ+
(
z2xz,σe˜k + z
2
yz,σf˜k
)
+ ν
√(
z2xz,σe˜k − z2yz,σf˜k
)2
+ 4z2xz,σz
2
yz,σa˜
2
k
]
(64)
where the dependence on σ is effective in the ferromagnetic phase only. The mass renormaliza-
tion factors are constructed according to Eq. (47).
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Fig. 4: (a) Effective mass renormalization at ρ = 2 for JH/U= 0 (thick full line), 0.01 (thick
dotted line), 0.02 (thick dashed line), 0.05 (thick dashed-dotted line), 0.1 (thin full line), 0.2
(thin dotted line), 0.3 (thin dashed line), 0.4 (thin dashed-dotted line) and 0.5 (thin dashed-
dotted-dotted line). The circles indicate the location of the first order transition. (b) Effective
mass renormalization off half filling for JH/U= 0.5 and ρ = 2.005 (full line), 2.01 (dotted line),
2.02 (dashed line), 2.03 (dashed-dotted line), 2.04 (dashed-dotted-dotted line), and 2.05 (thin
full line). Inset: Blow-up of the metallic solutions with the same parameters.
The saddle-point equations have been solved on a 800×800 lattice, at a temperature T = t/1000.
We neglected four-fold occupancies and empty configurations since the electronic density in
the ruthenates under study is ρ ∼ 2. This approximation is justified in the vicinity of the Mott
transition but breaks down for densities above three (below one) and for weak coupling, where
our results should be taken with care. It is now well established that the Hund’s rule coupling
has a strong influence on the Mott transition. While the latter is second-order for JH = 0 and
ρ = 2 or for any JH for ρ = 1 or 3, it becomes first-order for finite JH at half filling as shown
in Fig. 4a. In fact, no diverging effective mass is found. Instead, the metallic solution of the
saddle-point equations ceases to exist at a critical value Uc2. Moreover the effective mass is at
most renormalized by a factor of five for JH/U ≥ 0.01, in contrast to the one-band case. The
saddle-point equations also possess an insulating paramagnetic solution: It is characterized by
a vanishing value of all bosons except dxz,σ and dyz,σ and therefore a diverging effective mass
(for finite JH). It extends down to Uc1 = 0. We remark that Uc2 is only slightly larger than Uc,
where the energy of the metallic and insulating solutions coincide. Consequently, the effective
mass renormalization is even more modest in the metallic phase. Finally, Fig. 4a also shows
that Uc strongly depends on JH .
Once the system is doped the situation changes little by little. For small electron doping, the
first-order transition remains but gradually vanishes with increasing electron concentration as
shown in Fig. 4b. The metallic solution is only modestly affected, except that it allows for
decreasing values of z in the vicinity of the Mott transition. The insulating solution becomes
metallic under electron doping, and the truly insulating state is only found for integer fillings.
However the effective mass renormalization remains very large, and accordingly the quasi par-
ticle residue is small. Under these circumstances, magnetic or even striped phases are likely to
set in, and in addition the system may well be strongly influenced by other interaction terms,
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Fig. 5: Instability line towards ferromagnetism in the ρ-U plane for JH/U= 0.1 (full line), 0.2
(dotted line), 0.3 (dashed line), 0.4 (dashed-dotted line), and 0.5 (dashed-dotted-dotted line).
The circles are indicating the corresponding Uc at half filling. Inset: Instability line (full line),
and first-order transition line (dotted line), for JH/U=0.5.
as reviewed by Vollhardt et al. [64], or disorder effects. This gives a qualitative explanation as
to why many transition-metal oxides remain insulating even upon substantial doping, such as
La1−xCaxVO3 [65] (for a review, see [66]).
The instabilities of the paramagnetic phases towards ferromagnetism are collected in Fig. 5, for
several values of JH/U . For large values of the latter, the range of stability of the paramagnetic
phase is seen to depend weakly on density. In contrast, it may extend to large interaction
strengths for JH/U = 0.1. On top, there is a strong asymmetry around ρ = 2.5, which mostly
follows from the difference between U (2,2)c and U
(3,2)
c and not from the neglecting of four-fold
occupancies. As displayed in the inset of Fig. 5, the instability lines connect to the first-order
transition line separating two paramagnetic solutions, where the latter ends, within numerical
accuracy. No ferromagnetic solution, even with very small magnetization, has been found for
very small doping and U > Uc.
When comparing this phase diagram to La-doped Ca2RuO4, we see that a small amount of
electron doping turns a Mott insulator into a ferromagnet, in agreement with experiment [67].
It should also be remarked that ferromagnetic instabilities only arise in the doped Mott insulat-
ing regime or, in other words, that ferromagnetism is a property of electrons undergoing strong
local interactions.
An experimental attempt to reach such a ferromagnetic instability by enhancing the electronic
correlations due to the reduction of the bandwidth in two-dimensional superlattices resulted in
a ferromagnetic state with a high Curie temperature [30]. Yet the exact underlying effects seem
to be more complex than the sole reduction of the dimensionality [68].
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4.5 Magnetic order in the Anderson lattice model
The Anderson lattice model is believed to describe the physics of many transition-metal oxides
aw well as rare-earth and actinide compounds, including the so-called heavy fermion com-
pounds. It is one of the archetypical models of correlated electrons on a lattice: It consists
of a light conduction band hybridized with a strongly correlated narrow f -electron band. The
physics is influenced by the strength of the onsite Coulomb repulsion in the f orbital, the hy-
bridization strength, and the band filling. Depending on the values of these parameters, the
model describes either localized moments interacting via spin exchange interaction (e.g. the
RKKY interaction), which usually order at low temperature, or Kondo screened moments and
heavy quasiparticles. The competition between these two ground states gives rise to a quantum
phase transition [69, 70]. A qualitatively correct description (excluding the critical behavior at
the quantum critical point, which requires a different approach) may be obtained within the SRI
slave-boson SPA. The Hamiltonian of the Anderson lattice model reads
H =
∑
~kσ
ε~k c
†
~kσ
c~kσ + εa
∑
i,σ
a†iσaiσ + V
∑
i,σ
(
c†iσaiσ + a
†
iσciσ
)
+ U
∑
i
a†i↑ai↑a
†
i↓ai↓ , (65)
where ciσ =
∑
~k e
i~k·~Ri c~kσ and
~Ri is the lattice vector at site i. H may be represented in terms
of SRI slave-boson operators as
H =
∑
~kσ
ε~k c
†
~kσ
c~kσ + εa
∑
i
(∑
µ
p†iµpiµ + 2d
†
idi
)
+ V
∑
i,σ,σ′
(
c†iσziσ′σfiσ′ + h.c.
)
+ U
∑
i
d†idi +
∑
i
αi
(
e†iei +
∑
µ
p†iµpiµ + d
†
idi − 1
)
+
∑
i
{
βi0
(∑
µ
p†iµpiµ + 2d
†
idi
)
+ ~βi · (p†i0~pi + ~p †i pi0)
}
. (66)
An application of the SPA to this Hamiltonian describing spiral magnetic states has been con-
sidered in [71]. There, the nonmagnetic boson saddle-point amplitudes e, d, p0 and Lagrange
parameters α, β0 have been assumed spatially uniform, while the magnetic parameters ~pi and ~βi
were taken to have the spatial dependence of a spiral vector field, ~pi = p(cosφi, sinφi, 0) and
~βi = β(cosφi, sinφi, 0) oriented perpendicular to the z−axis in spin space, and φi = ~q · ~Ri.
The spatial periodicity characterized by the wave vector ~q leads to a coupling of Bloch states at
wave vectors ~k and ~k + ~q. The energy matrix of the hybridized bands then takes the form
~k =

~k − µ V z+ 0 V z−
V z+ a + β0 − µ V z− β
0 V z− ~k+~q − µ V z+
V z− β V z+ a + β0 − µ
 (67)
where the weight factors z± are defined by
z± =
ep+ + dp−√
1− d2 − p2+
√
1− e2 − p2−
± ep− + dp+√
1− d2 − p2−
√
1− e2 − p2+
(68)
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with p± = (p0 ± p)/
√
2. Requiring that the free energy
F = − 1
β
∑
~kσα
ln
[
1 + e
−E~kσα
T
]
+Ud2 +α(e2 + p20 + p
2 + d2)−β0(p20 + p2 + 2d2) + 2βp0p (69)
be stationary yields the saddle-point values. HereE~k,σ,α are the eigenvalues of the energy matrix
~k given in Eq. (67).
The zero-temperature phase diagram in the (t/U)-δ plane (with the t nearest-neighbor hopping
amplitude and δ the filling factor of the conduction band) has been calculated in [71]. Spiral
magnetic states have been found in a wide region, with wave vector ~q approaching the edge of
the Brillouin zone at δ = 1 (antiferromagnetic order). Approaching the limit δ = 0, one finds
a ferromagnetic region, followed by another antiferromagnetic state very close to δ = 0. These
findings have been confirmed by quantum Monte Carlo simulations [72]. One should keep in
mind that the spatial dimension enters only through the energy dispersion of the conduction
electrons. These results are therefore best applicable in three or higher dimensions, where
fluctuation effects are expected to be small.
5 Fluctuation corrections to the saddle-point approximation:
SRI representation of the Hubbard model
The spin and charge response functions of the Hubbard model have been considered as well. In
particular, in the SRI representation they may be directly evaluated, as all degrees of freedom
have been mapped onto bosons. Indeed, the spin and density fluctuations may be expressed as∑
σ
σδnσ = δ(p
†
0p3 + p
†
3p0) ≡ δSz and
∑
σ
δnσ = δ(d
†d− e†e) ≡ δN. (70)
This allows one to write the spin and charge autocorrelation functions in terms of the slave-
boson correlation functions as
χs(k) =
∑
σ,σ′
σσ
′〈δnσ(−k) δnσ′ (k)〉 = 〈δSz(−k) δSz(k)〉
χc(k) =
∑
σσ′
〈δnσ(−k) δnσ′ (k)〉 = 〈δN(−k) δN(k)〉 . (71)
Performing the calculation to one-loop order, one can make use of the propagators given in the
appendix of Ref. [42] to obtain
χs(k) = 2p
2
0 S
−1
77 (k)
χc(k) = 2e
2S11S
−1(k)− 4ed S−112 (k) + 2d2 S−122 (k) . (72)
It should be emphasized here that Fermi liquid behavior is obtained when considering the above
χs(k) and χc(k) in the long-wavelength and low-frequency limit [73, 74]. The obtained Lan-
dau parameters involve effective interactions that differ in the spin channel and in the charge
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Fig. 6: Comparison of the Quantum Monte Carlo (triangles) and Slave-Boson (full line) charge
structure factors for U = 4 t, δ = 0.275 and β = 6/t.
channel. Performing the algebra at half filling yields for a rectangular DOS
F a0 = −1 +
1
(1 + U/Uc)2
and F s0 =
U(2Uc − U)
(Uc − U)2 . (73)
As can be seen in Eq. (73) F a0 remains larger than −1 when reaching the Mott transition, while
F s0 diverges (for a recent manifestation of a related behavior see [75]).
Ferromagnetic instabilities have been investigated, too [77], as well as ferromagnetic phases.
In particular, in the limit U → ∞, it could be shown analytically that the fully polarized ferro-
magnetic ground state and the paramagnetic ground state are degenerate at density ρ = 2/3 for
any bipartite lattice [43]. For lower densities the ground state is paramagnetic.
Yet, in such an analysis, the focus is put on a ferromagnetic instability only, while other com-
mensurate or even incommensurate instabilities should be considered as well. This analysis has
been carried out for the Hubbard model on the square lattice [77]. Off half filling it turned out
that the leading instabilities are systematically towards incommensurate states characterized by
a wave vector (Qx, pi) for U < 57 t with Qx smoothly varying from pi for U = 0+ down to 0
for U = 57 t. While the Hubbard model was initially introduced, inter alia, to describe metal-
lic magnetism [78, 79], this result shows that ferromagnetism is confined to the very large U
regime. Further, for the largest U , the wave vector characterizing the instability is rather of the
form (0, Qy), with Qy ' pi.
The computation of the charge structure factor has been performed, too, in particular with the
aim of putting forward charge instabilities [42]. The result turned negative, even for the t-t′-U
repulsive Hubbard model [80]. Instead, the charge structure factor quite systematically consists
of one broad peak centered at (pi, pi). As an example, we compare in Fig. 6 the slave-boson
result with quantum Monte Carlo simulations by Dzierzawa [81], for U = 4 t and δ = 0.275 at
temperature T = t/6. The agreement between both approaches is excellent, as the difference
does not exceed a few percent.
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Fig. 7: Free energy gain δF per site with respect to the AF phase as a function of doping x,
obtained for the t-t′-U Hubbard Model with U = 12 t and t′ = −0.3 t for: (a) Vertical site-
centered striped phases; (b) vertical bond-centered striped phases. Domain walls are separated
by d = 3, . . . , 11 lattice constants. Circles and squares show the corresponding data for vertical
and diagonal spiral order, respectively.
5.1 Magnetic and striped phases
Since the leading instabilities of the paramagnetic phase are generally towards incommensurate
phases, spiral and striped phases have been thoroughly investigated [43–46, 48–50, 57]. Com-
parison of ground-state energies in spiral phases with numerical simulations showed very good
agreement. For instance, for U = 4 t it could be shown that the SB ground state energy is larger
than its counterpart by less than 3% [44]. For larger values of U , it has been obtained that the
SB ground state energy exceeds the exact diagonalization data by less than 4% (7%) for U = 8 t
(20 t) and doping larger than 15%. The discrepancy increases when the doping is lowered [46].
Regarding the pure Hubbard model, calculations on L × L clusters with L > 100 showed that
magnetic striped phases are generally slightly more stable than spiral phases. However, the
situation is more intricate for the t-t′-U repulsive Hubbard model. As shown in Fig. 7 for an
intermediate value of t′, a large number of phases compete. While the vertical site-centered
striped phases are generally lower in energy than the vertical bond-centered striped phases at
low doping δ, the opposite result is found at larger δ. For instance, for U = 12 t, the transition
occurs at δ ' 0.16 for t′ = −0.15 t and at δ ' 0.18 for t′ = −0.3 t. Yet, in the latter case, the
diagonal spiral phase is lower in energy for δ ≥ 0.09, in contrast to the former case [50].
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6 Extended Hubbard model
The Hubbard model assumes a perfect screening of the long-range part of the Coulomb inter-
action. This may be questionable and the relevance of this approximation may be assessed by
considering the extended Hubbard model that reads
H =
∑
i,j,σ
tij c
†
iσcjσ +U
∑
i
(
ni↑ − 1
2
)(
ni↓ − 1
2
)
+
1
2
∑
i,j
Vij(1−ni)(1−nj)+ 1
2
∑
i,j
Jij ~Si · ~Sj .
(74)
It includes intersite Coulomb Vij and exchange Jij interactions. These elements decay fast with
increasing distance |~Ri− ~Rj| but extend in general beyond nearest neighbors. The particle-hole
symmetric form for both density-density interaction terms is consistently used.
Although one expects that Vij > 0, in certain cases effective intersite Coulomb interactions
may be attractive [82]. Therefore, {Vij} may be treated as effective parameters. Similarly, for
the exchange elements {Jij} both antiferromagnetic (Jij > 0) and ferromagnetic (Jij < 0)
exchange elements may be considered. For more details see [83].
In the SRI representation [15, 16] the Hamiltonian Eq. (74) may be represented as
H =
∑
i,j,σ
ti,j
∑
σσ′σ1
z†iσ1σf
†
iσfjσ′zjσ′σ1 + U
∑
i
(
d†idi −
1
2
∑
σ
f †iσfjσ′ +
1
4
)
+
1
4
∑
i,j
Vij
[(
1−
∑
σ
f †iσfiσ
)
Yj + Yi
(
1−
∑
σ
f †jσfjσ
)]
+
1
2
∑
i,j
Jij
∑
σσ′σ1
~τσσ′ p
†
iσσ1
piσ1σ′ ·
∑
ρρ′ρ1
~τρρ′ p
†
jρρ1
pjρ1ρ′ , (75)
where we used the representation of the physical quantities in terms of slave bosons Eq. (16)
and expressed the hole doping operator as Yi ≡ e†iei − d†idi .
6.1 Saddle-point approximation to the extended Hubbard model
In the paramagnetic phase the saddle-point approximation to the extended Hubbard model
(74) runs in a fashion analogous to section 4.2 [83], though with the quasiparticle dispersion
(Eq. (41)) modified into
E~kσ = z
2
0t~k + β0 −
1
2
U − 1
2
V0Y − µ , (76)
in which the Fourier transform of the intersite Coulomb repulsion, V~k =
1
L
∑
i,j Vij e
−i~k·(~Rj−~Ri),
was introduced. The steps leading to the saddle-point equations Eqs. (44) can be repeated, and
the final saddle-point equation is again given by Eq. (46). We therefore obtain the remarkable
result that the slave-boson mean values are independent of {Jij} and {Vij}. Hence, in a param-
agnetic phase, the intersite interactions only influence the fluctuations and do not change elec-
tron localization due to strong onsite interaction U . In particular, the nearest-neighbor Coulomb
interaction V has no influence on the Mott gap, and the results obtained by Lavagna [35] also
apply to the extended Hubbard model.
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6.2 Landau parameters
In this section we present the homogenous spin and charge instabilities that are generated or
magnified by the intersite Coulomb and exchange interactions. We follow the derivation of
Lhoutellier et al. [83] and make use of the inverse propagator matrix they derived. More-
over, spin and charge fluctuations separate at the one-loop order, and the intersite Coulomb
(exchange) elements have no effect on the value of F a0 (F
s
0 ). We recall that a ferromagnetic
(charge) instability is identified by F a0 = −1 (F s0 = −1).
6.2.1 Ferromagnetic instability — F a0 parameter
Fortunately enough, an analytical expression of the Landau parameter F a0 at half filling can be
obtained. It reads
F a0 = 2N
(0)
F ε¯
{
u(2 + u)
(1 + u)2
− J0/Uc
1− u2
}
, (77)
where we have introduced u = U/Uc and the bare density of states at the Fermi energy N
(0)
F .
Eq. (77) consists of a regular and a singular part. The regular part generalizes the result Eq. (73)
to an arbitrary DOS. It follows from the Hubbard model and has been discussed in much detail
[59, 74]. In particular, in the metallic phase at half filling, it systematically yields values of F a0
larger than −1 for generic lattices such as the cubic lattice for which 2N (0)F ε¯ = −1.14. The
singular part depends solely on the ~k = 0 component of the exchange coupling, J0 ≡ J~k=0
and not on the details of {Jij} [84]. It triggers a ferromagnetic (FM) instability in the metallic
phase for J0 < 0 regardless of its value, while it stiffens the spin response for J0 > 0, as shown
in Fig. 8a. We emphasize that the ferromagnetic instability deduced from Eq. (77) is general
and occurs in all cases below the metal-to-insulator transition when J0 < 0. This result follows
from the band narrowing when U → Uc, which amplifies the effects of the intersite exchange
interaction.
The physical origin of Eq. (77) lies in the fact that, in the limit of vanishing hopping, the
Hubbard model at half filling favors the formation of localized magnetic moments that order
according to the exchange couplings, for instance ferromagnetically for J0 < 0. Further, our
result suggests that a minimum of coherence of the quasi particles z2F is necessary to destabilize
the ferromagnetic order. It only depends on j0 ≡ J0/U and, for a rectangular DOS for which
2N
(0)
F ε¯ = −1, reads
z2F =
4j0 + j
2
0 + (1− j0)
√
1− 6j0 + j20 − 1
4j20
. (78)
It behaves as z2F ' −2j0 for small FM exchange. Hence, for J0 → 0− the FM instability
takes place at U = Uc, while it is absent for J0 = 0. This is the only case for which the spin
susceptibility is finite at the Brinkman-Rice point Uc. Fig. 8a shows that the location of the FM
instability depends rather sensitively on the FM coupling, from U−c for J = 0
+ down to 0.33Uc
for J/U = −0.2.
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Fig. 8: (a) Landau parameter F a0 for the extended Hubbard model at half filling on the cubic
lattice with different lines from top to bottom for decreasing J/U = 0.2, 0.1, 0.04, 0, –0.04, –0.1,
–0.2. (b) Instability lines of the unpolarized state towards FM order as given by the divergence
of the magnetic susceptibility (Landau parameter F a0 = −1) for the extended Hubbard model
with FM exchange J < 0 on the cubic lattice with different lines from top to bottom for J/U =
0, –0.01, –0.05, –0.1, –0.15, –0.2.
Also, away from half filling, finite FM exchange coupling J0 < 0 triggers the FM instability
at significantly lower values of U. For instance, Fig. 8b shows that, in the case of the cubic
lattice, J/U = −0.01 already brings this instability down to the values of U ∼ 20 t for the
doping δ < 0.57 where the DOS is almost independent of energy. When J/U = −0.05, the
FM instability occurs at U < 10 t in the same doping regime and comes down also for lower
electron fillings. For lower J0, the FM instability occurs at even lower values of U . This is
in contrast to the calculations for the two-band model presented in section 4.4, where the FM
instability was only found in the doped Mott insulator regime. In that case, no intersite FM
coupling is needed and the FM instability follows from Hund’s exchange.
On the contrary, an antiferromagnetic coupling suppresses the FM instability, and the value of
J/U = 0.1 totally removes ferromagnetism.
6.2.2 Charge instability — F s0 parameter
The symmetric Landau parameter F s0 , which stands for the charge response, has to be evaluated
numerically even at half filling, except for V = 0. As expected, F s0 vanishes for U = 0, as F
a
0
does. Otherwise, the symmetric parameter F s0 increases with U in the entire regime of filling
0<ρ≤ 1. This increase is stronger near half filling, where F s0 > 10 for U/Uc> 0.7 in a range
of small doping away from half filling, see Fig. 9a. At half filling the value of the positive F s0
is given by Eq. (73). It rapidly increases and finally diverges at the metal-to-insulator transition
(we recall that for the simple cubic lattice Uc ' 16.04 t). Away from ρ = 1, the increase of
F s0 is moderate, and it follows the same pattern as 1/z
2 in Fig. 1, being another manifestation
of strong electron correlations near half filling. The increase of F s0 with increasing U/Uc is
enhanced by a positive intersite Coulomb repulsion in the extended Hubbard model. When
V > 0, one finds even a stronger increase of F s0 near half filling, and finally it becomes even
larger than F s0 = 10 in a broad range of filling ρ > 0.6 for the cubic lattice at V = 0.2U . The
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Fig. 9: (a) Landau parameter F s0 for the Hubbard model on the cubic lattice. Here the white
region stands for values F s0 > 10. No instability is found. (b) Landau parameter F
s
0 for the
extended Hubbard model on the cubic lattice with attractive intersite interaction V/U = −0.2.
Large values of F s0 > 3 are found only near ρ = 1, while the charge instability F
s
0 = −1 occurs
for a broad range of 0.045 < n < 0.93. Note that the instability line F s0 = −1 extends to
n = 1−, and stops at U ' 1.246Uc.
uniform charge distribution is therefore more robust in the regime of ρ ' 1, if V/U > 0.
The uniform charge distribution is destabilized by attractive charge interactions V < 0, par-
ticularly in the regime near quarter filling. At V = −0.2U the value of F s0 decreases with
increasing U for any filling ρ and this decrease is fastest near quarter filling. For U < Uc one
finds the charge instability at F s0 = −1 in a broad range of ρ ∈ (0.045, 0.93). This instability
is related to the shape of the DOS and is easiest to realize at ρ ' 0.42, where the DOS has a
van Hove singularity. Remarkably, U and V cooperate to cause this striking tendency towards
phase separation that is absent for V = 0.
The data of Fig. 9b suggest that in the case of charge response the regime near the metal-to-
insulator transition at half filling is robust and the Landau parameter F s0 is here always enhanced,
even for V < 0.
We now inspect the case ρ = 1 in more detail. It can be noticed in Fig. 10 that F s0 is reduced
for attractive V while it is enhanced for repulsive V . The reduction of F s0 occurs only for
sufficiently large −V and is visible in Fig. 10 for V/U = −0.15, and beyond. As a result, a
minimum in F s0 develops at U ' 0.4Uc, the minimal value of F s0 decreases with increasing
−V , and a charge instability may be found at the critical value V/U <−0.234, see the inset in
Fig. 10. The instability moves towards lower values of U with decreasing V when the minimum
of F s0 becomes deeper with further decreasing V . Particularly interesting is the non-monotonic
behavior of F s0 with increasing U for V < 0. We therefore suggest that a sufficiently strong
intersite Coulomb attraction −V/U > 0.234 is necessary to induce phase separation. The in-
stability is absent for repulsive V , where the uniform charge distribution is locally stable. The
nature of the instabilities at finite wave vector is an open question.
9.30 Raymond Fre´sard
0 0.2 0.4 0.6 0.8
U/U
c
-4
-2
0
2
4
F 0
s
-1 -0.8-0.6-0.4-0.2
V/U
0
0.1
0.2
0.3
0.4
U
in
st/
U
c
Fig. 10: Landau parameter F s0 for the extended Hubbard model on the cubic lattice at half
filling (ρ = 1) for selected decreasing values of intersite Coulomb interaction V from top to
bottom: V/U=0 (black line), V/U >0 (blue): V/U=0.05 (solid line), V/U=0.15 (dotted) and
V/U = 0.25 (dashed-dotted line), and V/U <0 (red): V/U =−0.05 (solid line), V/U =−0.15
(dotted) and V/U =−0.25 (dashed-dotted line). The inset shows the instability value Uinst/Uc
for V/U ∈ [−1.0,−0.2]. Its end point is marked by a solid circle.
7 Summary
We have reviewed the most prominent auxiliary particle techniques and their applications to
strongly correlated electron systems, using a variety of approximation schemes, ranging from
saddle-point approximations, possibly with Gaussian fluctuations, to exact evaluation of quan-
tities represented in the functional integral formalism.
It has been shown how to handle the radial SB fields that appear when making use of the
gauge symmetry associated to a particular SB representation to gauge away the phase degree of
freedom of the SB. It was further made evident that the exact expectation value of a radial SB
field is generally finite and unrelated to a Bose condensation.
It was seen that the Kotliar-Ruckenstein representation, especially in its spin-rotation invariant
formulation, is particularly useful for identifying complex spin- and/or charge-ordered ground
states in saddle-point approximations, since it treats all spin and charge states on a lattice site on
the same footing. Regarding the Hubbard model on the square lattice, unrestricted Hartree-Fock
calculations point towards a huge number of solutions. An indication that this is also realized
using slave bosons on the saddle-point level is provided by Fig. 7, but identifying the numerous
competing phases remains a challenge. Yet ferromagnetic ground states could only be found in
the very large U > 8W regime, as a reminiscence of Nagaoka ferromagnetism.
The Kotliar-Ruckenstein slave-boson technique has also been applied to the orbitally degener-
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ate case. The main results are the following a) low-energy single-particle quantities such as
the critical value of the interaction strength at which the transition occurs, the quasiparticle
residue and the single-particle Mott-Hubbard gap depend very weakly on degeneracy, justify-
ing the agreement between theory and experiment when it was applied to orbitally degenerate
systems, b) the degeneracy temperature decreases with increasing band degeneracy, c) the Mott-
Hubbard transition depends strongly on JH , d) there is a coexistence region of metallic-like and
insulating-like solutions of the saddle-point equations, e) ferromagnetism appears as a property
of doped Mott insulators.
Results have been presented for a Hubbard model extended with long-ranged Coulomb and
exchange interactions. It was shown that they have no effect on the Mott-Hubbard gap in the
paramagnetic phase. Calculations of the Landau parameter F s0 show that attractive interactions
lead to charge instabilities in a broad density range away from half filling, signaling a tendency
towards phase separation. The presented calculations of F a0 predict a ferromagnetic instability
in a strongly correlated metallic system with globally ferromagnetic exchange. The analytic
result for F a0 Eq. (77) uncovers that, for any lattice, the Hubbard model at half filling is on the
verge of a ferromagnetic instability, which is triggered by an infinitesimal ferromagnetic inter-
site exchange. This result provides a new context for the original idea of Kanamori [79], who
introduced the Hubbard model as the simplest model of itinerant ferromagnetism.
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The Lanczos iteration [1] was conceived as a method for tridiagonalizing Hermitian matrices.
Like the related Arnoldi method [2] for non-Hermitian matrices, it initially received widespread
attention. Iterative approaches were, however, soon eclipsed by direct methods (Householder
transformations and QR factorization) that are better suited for solving the eigenvalue problem
for general matrices. Actually, the Lanczos method is particularly efficient for the determination
of extreme eigenvalues and -vectors. Therefore, it was rediscovered in the 1970s [3], when
computers had become sufficiently powerful to treat matrices large enough for the Lanczos
algorithm to outperform general methods, nicely illustrating the Fundamental Law of Computer
Science: the faster the computer, the greater the importance of the speed of algorithms [4]. By
now iterative methods are an integral part of the numerical linear algebra curriculum [4–6].
For finding eigenvalues of a matrix H of dimension N , the Lanczos method requires the eval-
uation of matrix-vector products H · v as the only problem-specific step. This matrix-vector
product can be calculated particularly efficiently when the matrix H is sparse, i.e., when the
number of non-zero matrix elements per row does not scale with the matrix dimension. Storing
such a matrix takes only O(N) memory and H · v can be evaluated in O(N) time. Calculating
the extremal eigenvalues requires O(1) iterations, i.e., overall O(N) time. For comparison,
direct diagonalization takes O(N2) for storing the matrix and O(N3) time to diagonalize. Be-
sides their favorable scaling for sparse matrix problems, iterative methods have the advantage
that they systematically approach the desired result. Typically the iteration converges geometri-
cally and can be stopped as soon as the desired accuracy is reached. In contrast, direct methods
appear to make no progress towards the solution until all O(N3) operations are completed and
the full result is obtained.
Since the Lanczos method is particularly suited for dealing with large sparse Hamiltonians, it is
the method of choice for systems with short-range interactions. For band-structure calculations
in a linear combination of atomic orbitals (LCAO) or tight-binding (TB) basis, it is known as
the recursion method [7]. The basic idea here is to switch from the Bloch picture of a perfectly
periodic solid to a local picture, replacing the solution of the Schro¨dinger equation in terms
of Bloch waves by the calculation of the local density of states. The crucial technical point is
to calculate the density of states not via a spectral representation (in terms of Bloch waves),
but by repeated application of the Hamiltonian H to a localized single-electron state. With
each application of H the electron explores more and more sites. Thus, if the hopping matrix
elements beyond a certain distance are zero, such calculations can be performed without having
to restrict the system to finite size.
For many-body models like quantum-spin- or Hubbard-models [8] this is unfortunately not pos-
sible. They have to be defined on a finite cluster, giving rise to a finite-dimensional Hamiltonian
matrix. Since the size of the Hilbert space grows exponentially with system-size, actual cal-
culations are restricted by the available computer memory. In a typical simulation, first the
ground-state is calculated by a Lanczos iteration. Building on this, spectral functions are calcu-
lated in a similar way as in the recursion method. The great advantage of this approach is that
it gives the dynamical properties of the ground state (T= 0) directly on the real axis. The price
is the restriction to (small) finite-size systems.
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1 Lanczos Method
We can find the ground-state |Ψ0〉 and its energy E0 for a Hamiltonian H from the variational
principle. The wave-function functional
E[Ψ ] =
〈Ψ |H|Ψ〉
〈Ψ |Ψ〉 (1)
is minimized for Ψ = Ψ0, with E[Ψ0] = E0. The functional gradient
δE[Ψ ]
δ〈Ψ | =
H|Ψ〉 − E[Ψ ]|Ψ〉
〈Ψ |Ψ〉 = |Ψa〉 (2)
gives the direction of steepest ascent of the functional from the point |Ψ〉. Moving in the
opposite direction will thus result in a wave function with lower energy expectation value:
E[Ψ − αΨa] < E[Ψ ] for small, positive α.
To find the optimum value of α, we minimize E[Ψ−αΨa]. For this, it is convenient to introduce
an orthogonal basis in the space spanned by the two vectors |Ψ〉 and |Ψa〉. From (2) we see that
span (|Ψ〉, |Ψa〉) = span (|Ψ〉, H|Ψ〉). As first basis vector, we normalize |Ψ〉
|v0〉 = |Ψ〉/
√
〈Ψ |Ψ〉 ,
for the second vector we orthogonalize H|v0〉 to |v0〉
|v˜1〉 = H|v0〉 − |v0〉〈v0|H|v0〉 (3)
and normalize to obtain |v1〉. With an = 〈vn|H|vn〉 and b21 = 〈v˜1|v˜1〉 we thus have
H|v0〉 = b1|v1〉+ a0|v0〉 (4)
from which we see that 〈v1|H|v0〉 = b1.
We can then write any normalized wave function in span (|Ψ〉, H|Ψ〉) = span (|v0〉, |v1〉) as
|v〉 = cos(θ)|v0〉+ sin(θ)|v1〉 . (5)
Minimizing the expectation value
〈v|H|v〉 = a0 cos2(θ) + 2b1 sin(θ) cos(θ) + a1 sin2(θ) , (6)
with respect to θ, we obtain, dividing by cos2(θ), the quadratic equation
b1 tan
2(θ) + (a0 − a1) tan(θ)− b1 = 0 . (7)
Solving for θ, we find the lowest-energy state on the subspace spanned by |v0〉 and H|v0〉.
Alternatively, we can diagonalize the Hamiltonian matrix on the two-dimensional subspace,
which in the basis |v0〉, |v1〉 is given by
Hspan(|Ψ〉,H|Ψ〉) =
(
a0 b1
b1 a1
)
. (8)
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Fig. 1: Convergence of the residual (filled circles) and the lowest eigenvalue (open circles) for
a steepest-descent minimization of a Hubbard-chain of 10 sites at half filling, starting from a
random initial vector.
Naturally, we can use the variational state of lowest energy
|Ψ (2)〉 = cos(θmin)|v0〉+ sin(θmin)|v1〉 (9)
as the starting point for another steepest-descent minimization. Doing this repeatedly, we ob-
tain a series of vectors with decreasing energy expectation value, which rapidly converges to
a minimum. For a generic functional, this would usually be a local, not the global minimum,
which makes the optimization of high-dimensional functions a hard problem. The energy func-
tional (1), however, only has minima for the ground states; all other stationary points are saddle
points. We can thus expect rapid convergence to the ground state, examples of which are given
in Figure 1, except in the unlikely case where the gradient (2) vanishes, i.e., if |Ψ〉 happens to
be an eigenfunction of H .
For checking convergence of this steepest-descent method, introduced by Kantorovich [9] and,
independently, by Hestenes and Karush [10], we can monitor the change in the energy expecta-
tion value or determine when the residual
r[Ψ ] = ‖ (H − E[Ψ ])|Ψ〉 ‖2 = 〈Ψ |H2|Ψ〉 − E[Ψ ]2 , (10)
which measures the quality of the eigenstate, becomes sufficiently small.
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1.1 Krylov space
If we apply the method of steepest descent L times, starting from a vector |v0〉, the resulting
vector will lie in KL(|v0〉) = span
(|v0〉, H|v0〉, H2|v0〉, . . . , HN |v0〉), the L + 1-dimensional
Krylov space [11] of H over |v0〉. Instead of repeatedly minimizing the energy in two-
dimensional subspaces, we could directly find the state of lowest energy in KL(|v0〉). Having
more degrees of freedom for the minimization will lead to even faster convergence.
To implement this idea, we construct an orthonormal basis |vn〉 of the Krylov space. We start
with the normalized vector |v0〉. The second basis vector |v1〉 is constructed as in the steepest-
descent method (3):
b1|v1〉 = |v˜1〉 = H|v0〉 − a0|v0〉 . (11)
The next basis vector is likewise constructed as H|vn〉 orthogonalized to all previous vectors,
and normalized
b2|v2〉 = |v˜2〉 = H|v1〉 −
1∑
i=0
|vi〉〈vi|H|v1〉 = H|v1〉 − a1|v1〉 − b1|v0〉 . (12)
where an = 〈vn|H|vn〉 and b2n = 〈v˜n|v˜n〉. The fourth basis vector is
b3|v3〉 = |v˜3〉 = H|v2〉 −
2∑
i=0
|vi〉〈vi|H|v2〉 = H|v2〉 − a2|v2〉 − b2|v1〉 . (13)
Here the last term in the orthogonalization vanishes whenH is Hermitian: (11) together with the
orthogonality of the basis vectors for n = 0 . . . 2 implies 〈v2|H|v0〉 = 0. When H is Hermitian
it follows that 〈v0|H|v2〉 = 0.
The construction of the further basis vectors follows the same scheme
bn+1|vn+1〉 = |v˜n+1〉 = H|vn〉 −
n∑
i=0
|vi〉〈vi|H|vn〉 = H|vn〉 − an|vn〉 − bn|vn−1〉
with an = 〈vn|H|vn〉 and b2n = 〈v˜n|v˜n〉. Rearranging shows that H is tridiagonalized
H|vn〉 = bn|vn−1〉+ an|vn〉+ bn+1|vn+1〉
which in turn implies that H|vi〉 is orthogonal to all basis states except |vi〉 and |vi±1〉. This
tridiagonalization of H is the essence of the Lanczos method [1].
After L steps the Hamiltonian on the L+ 1-dimensional Krylov space is given by
HKL(|v0〉) =

a0 b1 0 0 0 0
b1 a1 b2 0 · · · 0 0
0 b2 a2 b3 0 0
0 0 b3 a3 0 0
... . . .
...
0 0 0 0 aL−1 bL
0 0 0 0 · · · bL aL

(14)
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v=init
b0=norm2(v) not part of tridiagonal matrix
scal(1/b0,v) v= |v0〉
w=0
w=w+H*v w= H|v0〉
a[0]=dot(v,w)
axpy(-a[0],v,w) w= |v˜1〉 = H|v0〉 − a0|v0〉
b[1]=norm2(w)
for n=1,2,...
if abs(b[n])<eps then exit invariant subspace
scal(1/b[n],w) w= |vn〉
scal( -b[n],v) v= −bn|vn−1〉
swap(v,w)
w=w+H*v w= H|vn〉 − bn|vn−1〉
a[n]=dot(v,w) a[n]= 〈vn|H|vn〉 − bn〈vn|vn−1〉
axpy(-a[n],v,w) w= |v˜n+1〉
b[n+1]=norm2(w)
diag(a[0]..a[n], b[1]..b[n]) getting an+1 needs another H|v〉
if converged then exit
end
Table 1: The implementation of the Lanczos iteration requires only two N -dimensional vec-
tors for tridiagonalizing H and thus for calculating the ground-state energy. Constructing the
Lanczos-approximation of the ground-state vector requires a second iteration and one addi-
tional N -dimensional vector. The most expensive operation by far is the matrix-vector product.
If we do not normalize the basis vectors, we obtain an iteration of the form
|Φn+1 〉 = H |Φn 〉 − 〈Φn|H|Φn〉〈Φn|Φn〉 |Φn 〉 −
〈Φn|Φn〉
〈Φn−1|Φn−1〉 |Φn−1 〉 (15)
where |Φn 〉 =
∏n
i=1 bi |vn 〉 in terms of which we have
an =
〈Φn|H|Φn〉
〈Φn|Φn〉 , b
2
n =
〈Φn|Φn〉
〈Φn−1|Φn−1〉 . (16)
In this unnormalized basis the Hamiltonian appears non-Hermitian
H |Φn 〉 = b2n |Φn−1 〉+ an |Φn 〉+ |Φn+1 〉 , (17)
but it actually is:
〈Φn+1|H|Φn〉 = 〈Φn+1|Φn+1〉 = b2n+1 〈Φn|Φn〉 = 〈Φn|H|Φn+1〉 . (18)
The numerical implementation only requires keeping two N -dimensional vectors in memory. It
is shown in Table 1.
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Fig. 2: Convergence of the lowest eigenvalue for a Lanczos iteration (full circles) compared to
steepest-descent minimization (open circles) of a 10-site Hubbard chain at half filling, starting
from a random initial vector. Due to the additional variational degrees of freedom, Lanczos
converges significantly faster. Overall, convergence for the half-filled system gets harder for
larger U , as the distance to the lowest excited states is reduced (∼ t2/U ) and the spectrum
widens (∼ U ). In all cases, convergence is reached after less than L ≈ 100 Lanczos iterations,
to be compared to the dimension N=63 504 of the Hilbert space.
Diagonalizing (14), after fewer than one hundred iterations, the lowest eigenvalue of the tridi-
agonal representation ofH on the Krylov space gives an excellent approximation to the ground-
state energy of H in the full Hilbert space (Fig. 2). A formal estimate of the convergence was
given by Kaniel and Paige [5]. For anN+1-dimensional, symmetric matrixH with eigenvalues
En, the lowest eigenvalue Eˇ0 of the tridiagonal representation of H on the (L+ 1)-dimensional
Krylov space over |v0〉 fulfills
Eˇ0 − E0
EN − E0 ≤
tan(arccos(〈Ψˇ0|Ψ0〉))
TL
(
1 + 2 E1−E0
EN−E1
)
2 (19)
where TL(x) is the Chebyshev polynomial of order L and 〈Ψˇ0|Ψ0〉 the overlap of the Lanczos
approximation to the ground-state Ψˇ0 with the ground-state of H . Thus, if the initial state |v0〉
is not orthogonal to the non-degenerate ground-state, convergence is exponential with a rate
roughly increasing with the square root of the gap to the first excited state measured in units of
the width of the spectrum.
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The approximate ground-state vector is given by the linear combination
|Ψˇ0〉 =
L∑
n=0
u0n|vn〉 , (20)
where u0 is the ground-state vector of the L + 1-dimensional tridiagonal matrix (14). Instead
of storing all L + 1 basis vectors |vn〉, we can restart the Lanczos iteration from the same |v0〉,
accumulating the sum (20) iteration by iteration. This only requires keeping one additional
N -dimensional vector in memory.
So far we have tacitly assumed that the Krylov vectors Hn|v0〉 are linearly independent. If
not, there will be a vector H|v˜m〉 that vanishes when orthogonalized to the previous states, i.e.,
bn = 0. This means that the Krylov space span (|v0〉, |v1〉, . . . , |vm〉) is invariant under H , i.e.,
we have found an exact eigenspace of H . For a large matrix H it is quite unlikely to be that
lucky. Still, as the Lanczos iteration approaches the ground-state, we encounter a similar situa-
tion: Close to an eigenstate, the functional (1) becomes almost stationary, i.e., the coefficients
bn almost vanish. Normalization of the very short vector |v˜n〉 then amplifies numerical noise in
the small vector. This makes the numerical |vn〉, which in theory should automatically be or-
thogonal to all |vm〉withm < n−2, actually have finite overlaps with these vectors. This loss of
orthogonality manifests itself in the appearance of multiple copies of eigenvectors (ghost states)
that are unrelated to the actual multiplicities of the eigenvalues. This is the problem that makes
the Lanczos method impractical for tridiagonalizing dense matrices. For the ground state, the
variational principle prevents severe problems from the loss of orthogonality. An example of
the appearance of ghost states is shown in Figure 3.
If we want to reliably obtain excited states, we need to explicitly orthogonalize to the previous
basis states. This leads to the Lanczos method with (complete) reorthogonalization [5]. A
similar orthogonalization is performed in the Arnoldi method [2], which, however, is devised
for non-symmetric matrices.
1.2 Spectral functions
Given the orthogonality problems of the Lanczos method, it appears hopeless to use it to ob-
tain the matrix elements of the resolvent, as they contain information about the full spectrum
H|Ψn〉 = En|Ψn〉. Still, we are tempted to approximate the Lehmann representation
Gc(z) =
〈
Ψc
∣∣∣∣ 1z −H
∣∣∣∣Ψc〉 = N∑
n=0
〈Ψc|Ψn〉 〈Ψn|Ψc〉
z − En (21)
in terms of the eigenstates on the Krylov space KL(|Ψc〉)
Gˇc(z) =
〈
Ψc
∣∣∣∣ 1z − Hˇc
∣∣∣∣Ψc〉 = L∑
n=0
〈Ψc|Ψˇn〉 〈Ψˇn|Ψc〉
z − Eˇn
. (22)
This is straightforward to calculate: We run L Lanczos iterations, starting from the (normalized)
vector |Ψc〉, to create the tridiagonal Hˇc. The matrix element of the resolvent is the top left
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Fig. 3: Appearance of ghost states in an overconverged Lanczos iteration. The ground-state
energy for a half-filled 8-site Hubbard chain with U = 10 t is converged to numerical accuracy
(10−16) after about 85 iterations. Forcing the Lanczos iteration to continue, we see that at first
the higher excited states also converge to the exact eigenvalues (dashed lines). But, as shown
in the inset, they eventually start collapsing to the ground state. The appearance of these ghost
states is due to the orthogonality problem introduced by small normalization parameters bn,
when the iteration is very close to a stationary point.
matrix element of the inverse of
z − Hˇc =

z − a0 − b1 0 0 · · · 0 0
−b1 z − a1 − b2 0 · · · 0 0
0 − b2 z − a2 − b3 · · · 0 0
0 0 − b3 z − a3 · · · 0 0
...
...
...
... . . .
...
...
0 0 0 0 · · · z − aL−1 − bL
0 0 0 0 · · · − bL z − aL

. (23)
This is easily determined by partitioning the matrix as indicated
z − Hˇc =
(
z − a0 B(1)T
B(1) z − Hˇ(1)c
)
(24)
and inverting the block matrix, giving[
(z − Hˇc)−1
]
00
=
(
z − a0 −B(1)T (z − Hˇ(1)c )−1B(1)
)−1
=
(
z − a0 − b21
[
(z − Hˇ(1)c )−1
]
00
)−1
.
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Fig. 4: Convergence of the spectral function with increasing number of Lanczos steps, L=5,
10, 15, 25, 50, 75, and 100, for a 14-site Hubbard chain with U = 5 t at half filling. With
increasing L, more and more moments of the photoemission and inverse photoemission part of
the spectrum are reproduced correctly.
Repeating inversion by partitioning for the submatrices Hˇ(n) we obtain the continued fraction
Gˇc(z) =
[
(z − Hˇc)−1
]
00
=
1
z − a0 −
b21
z − a1 −
b22
z − a2 − · · ·
, (25)
which terminates with −b2L/(z − aL). The spectral representation (22) is obtained by diagonal-
izing the Lanczos matrix Hˇc giving us the L+ 1 eigenvalues Eˇn and eigenvectors un. Since
|Ψˇn〉 =
L∑
l=0
unl|vl〉 (26)
the matrix elements are given by 〈Ψˇn|Ψc〉 = un0. Thus
Gˇc(z) =
L∑
n=0
|un0|2
z − Eˇn
(27)
The spectral function
Aˇ(ω ± iη) = ∓ 1
pi
Im Gˇ(ω ± iη) (28)
obtained this way converges very quickly. An example is shown in Figure 4.
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To understand how the L + 1 eigenstates of Hˇ can represent the full spectrum so well, we
consider the moments of the spectral function
∫ ∞
−∞
dω ωmAˇ(ω) =
L∑
n=0
|un0|2Eˇmn =
L∑
n=0
〈Ψc|Ψˇn〉〈Ψˇn|Ψc〉 Eˇmn = 〈Ψc|Hˇm|Ψc〉 (29)
Since Hˇ is the projection of H onto the Krylov spaceKL(|Ψc〉), we have Hˇm|Ψc〉 = Hm|Ψc〉 for
m ≤ L. Thus the Lanczos representation Aˇ(z) correctly reproduces the first 2L+1 moments of
the spectral function A(z). A further Lanczos step adds one new level to the continued fraction
(25), leaving all previous terms unchanged. b2m = 0 then implies that the continued fraction
terminates, and all moments are given correctly. A near vanishing b2m ≈ 0, which gives rise
to the loss of orthogonality of the Lanczos vectors, for the spectral function merely means that
further terms in the continued fraction hardly contribute any more.
So far we have only considered diagonal elements of the resolvent. Off-diagonal matrix ele-
ments
Gc1,c2(z) =
〈
Ψc2
∣∣∣∣ 1z −H
∣∣∣∣Ψc1〉 (30)
are easily obtained by considering the diagonal elements for the linear combinations〈
Ψc1 ± Ψc2
∣∣∣∣ 1z −H
∣∣∣∣Ψc1 ± Ψc2〉 = Gc1,c1(z)±Gc1,c2(z)±Gc2,c1(z) +Gc2,c2(z) . (31)
2 Application to the Hubbard model
The Hubbard model
H = −t
∑
〈i,j〉σ
c†iσcjσ + U
∑
ni↑ni↓ (32)
describes the fundamental dichotomy between itinerancy and locality for correlated electrons
on a lattice: The hopping tends to delocalize electrons and is diagonal in k-space. This makes it
possible to solve the band-structure problem for the infinite solid. In k-space the single electron
Hamiltonian is block-diagonal. For the one-band Hubbard model each block is just the band
energy εk. In general, each block defines the band structure problem for one k-point. Including
electron-electron repulsion destroys this symmetry. The two-body Coulomb term is diagonal in
real space, while in k-space it is dense
H =
∑
kσ
εkc
†
kσckσ +
U
M
∑
k,k′,q
c†k↑ck−q,↑c
†
k′↓ck′+q,↓ . (33)
This has two important consequences:
1. Since we know no general approach to transform the full Hamiltonian into finite-dimen-
sional blocks, we have to restrict ourselves to finite-dimensional systems. For a cluster
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M N↑ N↓ dim of Hilbert space memory
2 1 1 4
4 2 2 36
6 3 3 400
8 4 4 4 900
10 5 5 63 504
12 6 6 853 776 6 MB
14 7 7 11778624 89 MB
16 8 8 165 636900 1263 MB
18 9 9 2363904 400 17 GB
20 10 10 34 134779 536 254 GB
22 11 11 497 634306 624 3708 GB
24 12 12 7 312459 672 336 53 TB
20 1 1 400
20 2 2 36 100
20 3 3 1 299600 9 MB
20 4 4 23474025 179 MB
20 5 5 240 374016 1833 MB
20 6 6 1502337 600 11 GB
20 7 7 6009350 400 44 GB
20 8 8 15868440 900 118 GB
20 9 9 28210561 600 210 GB
20 10 10 34 134779 536 254 GB
Table 2: Dimension of Hilbert space dim(H) and computer memory required for storing a
single many-body wave function for Hubbard models with M orbitals and N↑ + N↓ electrons.
The first group of numbers gives the dimensions for half filling, where the Hilbert space is
largest. The second group shows how the dimension grows with the filling (dimensions are
symmetric about half filling). Note that the fourth column resembles a semi-logarithmic plot of
dim(H) as a function of system size or filling.
of M sites with N↑ electrons with spin up and N↓ with spin down, the dimension of the
Hilbert space is
dim(H) = dim(H↑)× dim(H↓) =
(
M
N↑
)
×
(
M
N↓
)
. (34)
Examples for the single-band Hubbard model, illustrating the enormous growth of the
Hilbert space are given in table 2. Actual calculations are therefore limited to quite small
systems.
2. For a tight-binding system where hopping matrix-elements are restricted to close neigh-
bors, the many-body Hamiltonian is a sparse matrix when expressed in a real-space basis
of localized orbitals (32). The basis states are then configurations |{niσ}〉 =
∏(
c†iσ
)niσ |0〉,
characterized by their occupation numbers {niσ}.
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Fig. 5: Basis configurations for a three site system with two up and one down spin electron.
The left label denotes the index of the configuration. Equivalently, a state is also unambiguously
identified by the tuple of its up- and down-configuration index.
2.1 Representation of basis and Hamiltonian
Since the many-body basis states
|{niσ}〉 =
∏
iσ
(
c†iσ
)niσ |0〉 (35)
can be represented by fermionic occupation numbers, it is natural to encode them in a string of
bits. For a Hamiltonian like (32) that conserves spin, we can write
|{niσ}〉 =
L−1∏
i=0
(
c†i↓
)ni↓ (
c†i↑
)ni↑ |0〉 (36)
with
∑
niσ = Nσ, and encode each spin-component as the integer mσ =
∑
niσ 2
i. Enumerating
all basis states with Nσ electrons on L sites is then as simple as looping over all integers from
0 to 2L − 1 and storing each integer mσ with Nσ bits set. For N↑ = 2 and N↓ = 1 electrons on
L = 3 sites we obtain
m↑ bits state i↑
0 000
1 001
2 010
3 011 c†0↑c
†
1↑|0〉 0
4 100
5 101 c†0↑c
†
2↑|0〉 1
6 110 c†1↑c
†
2↑|0〉 2
7 111
m↓ bits state i↓
0 000
1 001 c†0↓|0〉 0
2 010 c†1↓|0〉 1
3 011
4 100 c†2↓|0〉 2
5 101
6 110
7 111
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Fig. 6: Matrix-vector product for the Lanczos iteration showing (in blue) the non-zero elements
of the Hamiltonian matrix for a 6-site Hubbard model at half-filling. Vector Ψi is only read, Ψi+1
can be written sequentially: Ψi+1,n =
∑
mHn,mΨi,m. Access to elements of Ψi is highly non-
local.
We number the basis states in the order they are found iσ = 0 . . . dim(H↑). A full basis state
(36) is then indexed by the i = i↓ + dim(H↓) · i↑. This corresponds to writing the basis as the
tensor product of the up and down states. Alternatively we could use i = i↑ + dim(H↑) · i↓.
The corresponding configuration is given by the integers m↑[i↑] and m↓[i↓]
For calculating the matrix elements, it is convenient to store the two lookup tables for converting
between the integer encoding the basis state mσ and its index iσ in the basis. Since dim(Hσ) is
normally (i.e, close to half-filling) much smaller than dim(H), this does not use much memory.
The hopping term connects basis states that differ only in two occupation numbers of the same
spin, e.g., niσ and njσ. The matrix element is ∓tij , where the sign depends on Ni,j , the number
of electrons of spin σ between site i and site j: −(−1)Ni,j ti,j . As an example we give the matrix
of the hopping between the basis states for N↑ = 2 electrons on a linear cluster with L = 3
sites, nearest neighbor hopping t and with periodic boundary conditions:
T↑ =
 0 −t +t−t 0 −t
+t −t 0
 . (37)
The full hopping matrix is then given by the tensor product of T↑ and T↓. The matrix above
looks fairly dense; for larger system the T quickly becomes very sparse, as shown in Figure 6.
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2.2 Green functions
In a basis of spin-orbitals α and β, the elements of the Green matrix are given by
Gαβ(ω) =
〈
Ψ0
∣∣∣∣c†α 1ω + (H − E0 − iη) cβ
∣∣∣∣Ψ0〉+〈Ψ0 ∣∣∣∣cα 1ω − (H − E0 − iη) c†β
∣∣∣∣Ψ0〉
=
∑
n
〈
Ψ0
∣∣∣c†α∣∣∣Ψ (N−1)n 〉〈Ψ (N−1)n ∣∣∣cβ∣∣∣Ψ0〉
ω +
(
E
(N−1)
n − E(N)0
)
− iη
+
∑
n
〈
Ψ0
∣∣∣cα∣∣∣Ψ (N+1)n 〉〈Ψ (N+1)n ∣∣∣c†β∣∣∣Ψ0〉
ω −
(
E
(N+1)
n − E(N)0
)
+ iη
,
(38)
where the sums are over the eigenstates of the Hilbert space with one electron less (first term)
and one additional electron (second term). Diagonal elements are calculated in Lanczos as de-
scribed in Section 1.2: To find Gαα(ω), we need the ground state vector |Ψ0〉 and two additional
Lanczos runs, giving the two terms in (38). For the first term, we start the Lanczos iteration
from the normalized vector |Ψ<c 〉 = cα|Ψ0〉/
√
nα, where nα = 〈Ψ0|c†αcα|Ψ0〉. Likewise, for the
second term, we start from |Ψ>c 〉 = c†α|Ψ0〉/
√
1− nα. The Green function is then given, in terms
of the Lanczos coefficients, by
Gˇαα(ω) =
nα
ω − E0 − iη + a<0 − b
<
1
2
ω−E0−iη+a<1 −···
+
1− nα
ω + E0 + iη − a>0 − b
>
1
2
ω+E0+iη−a>1 −···
. (39)
If the ground state is degenerate, e.g., for N↑ 6= N↓, where E0(N↑, N↓) = E0(N↓, N↑), we
average the Green functions calculated from the different ground states. This is the T → 0 limit
of the finite-temperature Green function
Gαα(ω) =
1
Z
∑
m
e−βE
(N)
m G(m)αα (ω) , (40)
where Z =
∑
n e
−βE(N)n is the partition function and G(m)αα (ω) has the same form as (38), only
with Ψ0 replaced by Ψm. For finite, but sufficiently low temperatures, the Boltzmann factor
is negligibly small, except for the lowest few states. If we calculate those, taking care of the
orthogonality problem (ghost states), we can easily obtain the finite-temperature Green function.
A more elaborate method is given in [12].
Off-diagonal elements of the Green matrix are calculated from diagonal elements of linear
combinations of spin-orbitals, e.g., (c†α ± c†β)|Ψ0〉, as described in Section 1.2.
2.3 Parallelization strategies
Because of the enormous size of the many-body Hilbert space, see Table 2, Lanczos calculations
are limited by the available memory. On shared-memory systems the most time consuming
operation of the Lanczos iteration, the multiplication of the Hamiltonian matrix with a many-
body vector, can be parallelized very easily when it is written such that the elements of the
resulting vector are calculated independently: As illustrated in Figure 6, different threads can
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thread 0 thread 1 thread 2
Fig. 7: Transpose operation that makes memory access thread-local when calculating the
operation of the Hamiltonian on the state-vector. The communication (red arrows) is realized
by a call to MPI Alltoall, which is very efficiently implemented on Blue Gene. The small
grey arrows indicate the local operations needed to complete the matrix-transpose.
work on different chunks of |Ψi+1〉. The off-diagonal elements of the kinetic energy part of
(32) lead to non-local memory access, but the elements of |Ψi〉 as well as the matrix elements
are only read, so that there is no need for locking. An OpenMP parallelization thus needs only
a single pragma. Parallelizing the scalar products in a similar way, we obtain almost ideal
speedup. Such an implementation is, however, limited to one node. To use significantly more
memory than available on a single node we need to find an implementation that can efficiently
use distributed memory.
A naive approach on distributed memory systems uses MPI2 one-sided communication to em-
ulate the shared-memory approach by direct remote memory access. This leads, however, to a
severe speed-down, i.e., the more processors we use, the longer we have to wait for the result.
An efficient distributed-memory implementation [14] is instead based on the fact that hopping
does not change spin. Hopping of the up-electron mixes only different up-hopping configura-
tions, while the down-electron configuration remains unchanged. If we group all up configura-
tions for a fixed down configuration together in a single thread, this hopping can be carried out
locally. Figure 5 illustrates this: for a fixed index i↓, all i↑ configurations are stored in adja-
cent memory locations and can be stored in a thread. We see, that this basis can be naturally
indexed by a tuple (i↓, i↑) (right labels in Figure 5) instead of the global index (left labels).
We can therefore equivalently regard the vectors as matrices v(i↓, i↑) with indices i↓ and i↑.
Now it is easy to see that a matrix transpose reshuffles the data elements such that the down
configurations are sequential in memory and local to the thread.
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Fig. 8: Timings of the parallel implementation of the Lanczos algorithm for the Hubbard model
on the Ju¨lich IBM BlueGene. Sizes of the state vectors of the half-filled systems are given in
Table 2. For the 24-site system with 10+10 electrons, dim(H) = 3 846 525 097 536, the state
vector takes about 28 TBytes. The simulation of such a system requires the entire machine, using
only one processor per node (SMP mode), to make most efficient use of the available memory.
For smaller systems we can use all four processors per node (VN mode). Despite massive
communication in each iteration, the code shows excellent speed up. Only when the message
size per process becomes too small, performance degrades because of network latency. This
is shown in the lower plot. Properly scaling the execution times we obtain a universal scaling
(ParLaw) for system sizes ranging over more than five and process counts ranging over three
orders of magnitude.
We implement an efficient matrix transpose using MPI Alltoall. This routine expects that
the data packages which will be sent to a given process to be stored contiguously in memory.
This does not apply to our case, since we would like to store the spin-down electron configu-
rations sequentially in memory. Thus, the matrix is stored column wise. For MPI Alltoall
to work properly, we would have to bring the data elements into row-major order. This could
be done by performing a local matrix transpose. The involved matrices are, however, in general
rectangular, leading to expensive local-copy and reordering operations. We can avoid this by
calling MPI Alltoall for each column separately (red arrows in Figure 7). After this, only
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a local strided transposition has to be performed (small white arrows) to obtain the fully trans-
posed matrix or Lanczos vector. The implementation described so far uses MPI Alltoall
which assumes that the matrix to be transposed is a square matrix and that the dimension
dim↑ = dim↓ is divisible by the number of MPI processes. To overcome these restrictions
we have generalized the algorithm to MPI Alltoallv. This is the implementation that is
used in practice. The speed-up shown at the top of Figure 8 shows that our parallelization based
on collective communication is indeed very efficient. Even for a system of 24 sites with 10
electrons of either spin, where a single many-body vector takes about 28 TB of memory, our
implementation works extremely well despite the fact that in each Lanczos iteration 28 TB of
data have to be moved across the entire machine twice.
The lower plot in Figure 8 shows that the execution times for runs of systems varying by more
than five orders of magnitude in size (of the Hilbert space) and for processor counts varying over
three orders of magnitude fall on a universal curve, which is only determined by the bandwidth
and the latency of the network. This suggests that the implementation should scale to even
larger systems than the present Ju¨lich BlueGene with almost 300 000 CPUs and an aggregate
memory of 144 terabytes.
3 Application to DMFT
Using the Lanczos method as a solver for DMFT gives results at zero temperature and directly
on the real axis. An important limitation is, however, the need to approximate the bath Green
function
G−1(ω) = ω + µ−
∫ ∞
−∞
dω′
∆(ω′)
ω − ω′ (41)
by a discretized version, e.g., of the form
G−1And(ω) = ω + µ−
Nb∑
l=1
V 2l
ω − εl , (42)
corresponding to an Anderson impurity model with a finite number of sites
HAnd = ε0
∑
σ
nσ + Un↑n↓ +
∑
σ
Nb∑
l=1
(
εlnlσ + Vl
(
a†lσcσ + c
†
σalσ
))
, (43)
where c†σ and a
†
lσ create an electron of spin σ on the impurity or bath site l, respectively, nσ =
c†σcσ and nlσ = a
†
lσalσ. Writing the non-interacting part of HAnd as a matrix
H0And =

0 V1 V2 V3 · · ·
V1 ε1 0 0
V2 0 ε2 0
V3 0 0 ε3
... . . .
 (44)
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we see that (42) is easily recovered from inversion by partitioning.
Since practical calculations are limited by the rapidly increasing size of the Hilbert space to
small numbers of bath sites Nb, it is crucial for the reliability of the calculations to find a good
representation G−1And for the bath Green function. The most common approach is to use a least
squares fit [15]: Because of the spectral poles on the real axis, such a fit in practice is done on
the imaginary axis, where the Green functions are smooth and the optimization of the distance
function is not easily trapped in local minima. One then minimizes a function of the form
χ2({Vl, εl}) =
nmax∑
n=0
∣∣G−1(iωn)− G−1And(iωn)∣∣2 (45)
on a set of Matsubara frequencies corresponding to some fictitious temperature. The choice
of this temperature and of nmax essentially determines the relative weighing of high- versus
low-frequency features in the fit. If low iωn are weighted too little, the fit easily becomes
underdetermined, since for large imaginary frequencies the hybridization function contains only
little information about the system (which is the reason why the analytic continuation back to
the real axis is so difficult). To emphasize different frequency ranges, it is possible to introduce
frequency-dependent weight functions in (45).
Instead of fitting, we could use a moment expansion of the Weiss function W (ω) =
∫
dω′∆(ω
′)
ω−ω′
similar to that discussed in Section 1.2. Such an approach [16] has been used for the Bethe
lattice with infinite coordination, where the self-consistency condition simplifies to W (ω) =
t2Gimp(ω): As Lanczos gives a continued-fraction representation for the photoemission and
inverse-photoemission part separately, the hybridization function is written as
W<(ω) +W>(ω) = t2G<(ω) + t2G>(ω) =
t2b<0
2
ω + a<0 − b
<
1
2
ω+a<1 −···
+
t2b>0
2
ω − a>0 − b
>
1
2
ω−a>1 −···
(46)
Truncating the continued fractions at N<b and N
>
b , this corresponds to the impurity model with
H0And =

0 t2b<0 · · · t2b>0
t2b<0 −a<0 b<1
b<1 −a<1 b<2
b<2 −a<2 . . .
... . . . . . .
t2b>0 a
>
0 b
>
1
b>1 a
>
1 b
>
2
b>2 a
>
2
. . .
. . .

, (47)
where the bath forms two chains, coupled to the impurity. Diagonalizing the bath, it is easily
brought to the form (43). This bath parametrization works very well for systems with a large
gap. An example is shown in Figure 9. Since the approach uses moment expansions for the
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Fig. 9: Spectral function of the lower Hubbard band of a Hubbard model on the infinite Bethe
lattice with half bandwidth D and U = 8D in antiferromagnetic DMFT. The bath was obtained
from the continued-fraction expansion of the impurity Green’s functions, Nb = 24 [18].
two parts W< and W> of the Weiss function separately, it does not converge as quickly as
a moment expansion for the full hybridization function would. This makes itself particularly
felt when the gap is small or the system is even metallic. To improve the description of the
hybridization function we can combine the separate continued fractions for photoemission and
inverse photoemission into a single one that can, with the same number of bath parameters,
reproduce twice as many moments of the bath spectral function [17].
3.1 Cluster methods
For cluster versions of DMFT we can use exact sum rules and symmetries to find the structure
of the bath. Our discussion will closely follow [19]. To fix the notation we briefly sketch the
self-consistency loop for cellular DMFT (CDMFT) and the dynamical cluster approximation
(DCA) using Lanczos as impurity solver. Let Nc be the number of cluster sites, Nb the number
of bath sites. For simplicity we suppress spin indices.
Given an Nc ×Nc bath Green matrix G−1,
1. fit the parameters of an Anderson model with Nb bath sites
G−1And(ω) = ω + µ−Hc − Γ [ω − E]−1Γ† (48)
to G−1, where Γ is the Nc × Nb-dimensional hybridization matrix, and E the Nb × Nb-
dimensional bath-matrix. Hc is specified below,
2. solve the (Nc + Nb)-site Anderson model HAnd (specified below) to obtain the Nc × Nc
cluster Green matrix Gc,
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G(ω) =
∫
d k˜
(
ω + µ−H(k˜)−Σc(ω)
)−1
G−1b (ω) = Σc(ω) + G
−1(ω)
G−1b (ω) ≈ ω + µ−Hc − Γ [ω − E]−1Γ†
HAnd = Hloc +
∑
lm,σ
Elm,σ a
†
lσamσ +
∑
l i ,σ
Γl i
(
a†lσciσ +H.c.
)
Σc(ω) = G
−1
b (ω)− G−1c (ω)
Fig. 10: Self-consistency loop for (cluster) DMFT.
3. get the cluster self-energy matrix
Σc(ω) = G−1(ω)−G−1c (ω) , (49)
4. calculate the local Green matrix for the cluster by integrating over the reduced Brillouin
zone of the cluster
G(ω) =
∫
dk˜
(
ω + µ−H(k˜)−Σc(ω)
)−1
, (50)
where H(k˜) is the single-electron part of the Hubbard Hamiltonian (32) in the reduced
Brillouin zone of the cluster,
5. determine the new bath Green matrix (self-consistency condition)
G−1(ω) = Σc(ω) + G−1(ω) . (51)
These steps are iterated to self-consistency.
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3.2 Anderson impurity model
The Anderson model to be solved in step 2 is given by
HAnd = Hclu +
∑
lm,σ
Elm,σ a
†
lσamσ +
∑
li,σ
Γil
(
a†lσciσ + H.c.
)
(52)
where the operator a†lσ creates an electron of spin σ on bath site l. The cluster Hamiltonian Hclu
is obtained from the lattice Hamiltonian by transforming to the reciprocal space of the super-
lattice of the clusters and projecting to the cluster. Writing the single-electron part of H(k˜) as
the matrix H(k˜), the single-electron part of Hclu is given by
Hc =
∫
dk˜ H(k˜) . (53)
The (local) interaction terms are simply those of the lattice model, restricted to the cluster.
The Hamiltonian H(k˜) in the reciprocal space of the super-lattice {r˜} of clusters can be ob-
tained by changing to the basis of operators
c˜CDMFTRiσ (k˜) =
∑
r˜
e−ik˜r˜ cr˜+Ri,σ . (54)
The resulting quantum cluster approximation is CDMFT. Alternatively, we can start from the
operators in the reciprocal space of the lattice to obtain
c˜DCARiσ (k˜) =
∑
r˜
e−ik˜(r˜+Ri) cr˜+Ri,σ . (55)
Now we obtain the DCA. The choice of the operators in the two approaches differs just by
local phase factors. In CDMFT this Kohn gauge [20] is chosen such that phases appear only
in matrix elements involving different clusters. Thus all matrix elements on the cluster are the
same as in the original Hamiltonian. The price for retaining the original matrix elements on
the cluster is a breaking of the translation symmetry of the original lattice. DCA opts instead
to retain this symmetry by distributing the phase change uniformly over the cluster sites. The
price for retaining translation invariance is that the matrix elements in the cluster Hamiltonian
differ from those in the original Hamiltonian (coarse graining). In both cases, CDMFT and
DCA, the eigenvalues of H(k˜) are identical to the eigenvalues of the non-interacting part of
H . Obviously, we could construct other cluster extensions to DMFT by different choices of the
Kohn gauge ϕ(k˜; Ri)) on the cluster
c˜ϕRiσ(k˜) =
∑
r˜
e−i(k˜r˜+ϕ(k˜;Ri)) cr˜+Ri,σ . (56)
3.3 Hybridization sum rules
While the most general parametrization for the bath is given by expression (48), we can always
diagonalize the hopping matrix E among the bath sites to obtain
G−1And({εl,Vl};ω) = ω + µ−Hc −
∑
l
Vl V
†
l
ω − εl . (57)
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DCA – CDMFT
e−ikL e ikL e2ikL
e ik e2ik e3ik e4ike−ik
e ikL e ikL e ikL
e5ik e6ik e7ik e8ik1
1 1 1 1 ⇒ CDMFT
⇒ DCA
c˜DCARiσ (k˜) =
￿
r˜
e−i k˜(˜r+Ri ) cr˜+Ri ,σ
c˜CDMFTRiσ (k˜) =
￿
r˜
e−i k˜˜r cr˜+Ri ,σ
gauge determines 
cluster method:
c˜Riσ(k˜) =
￿
r˜
e−i(k˜˜r+ϕ(k˜;˜r)) cr˜+Ri ,σ
Fig. 11: Phase choice on the cluster that leads to CDMFT or DCA.
The hybridization matrix is then given by the tensor product of the vectors Vl, where
Vl,i =
∑
m
Γi,m φl,m (58)
and φl are the eigenvectors of E with eigenvalues εl.
To obtain sum rules for the hybridizations, we write the inverse of the bath Green matrix as
G−1(ω) = Σc(ω) +
(∫
dk˜
(
ω + µ−H(k˜)−Σc(ω)
)−1)−1
.
Considering the limit ω → ∞, expanding to order 1/ω2, using (53), and comparing to (57) we
find ∑
l
Vl V
†
l =
∫
dk˜ H2(k˜)−
(∫
dk˜ H(k˜)
)2
. (59)
To illustrate this hybridization sum rule we consider a representative set of examples.
Single site
We consider a d-dimensional lattice with hoppings tn to the zn nth-nearest neighbors. For
Nc = 1 we have H(k) = εk. Thus we find for the hybridizations∑
l
V 2l =
1
(2pi)d
∫ pi
−pi
ddk ε2k =
∑
n
zn t
2
n , (60)
where the integral is just the second moment of the density of states, so that the last equation
follows as in the recursion method [7]. For a Bethe lattice of connectivity z with hopping matrix
element t/
√
z the sum rule reduces to
∑
l V
2
l = t
2.
CDMFT
We start by considering a linear chain with nearest-neighbor hopping t and a 3-site cluster
Nc = 3. In the CDMFT gauge we have
H(k˜) = −t
 0 1 e−3ik˜1 0 1
e3ik˜ 1 0
 (61)
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a)
b)
c)
tt''
Fig. 12: CDMFT sum rules for a one-dimensional 3-site cluster with nearest and next-nearest-
neighbor hoppings t and t′′, respectively: a)
∑
l |Vl,1|2 = t2 + t′′2, b)
∑
l V¯l,1Vl,2 = t t
′′, and c)∑
l |Vl,2|2 = 2t′′2. The hybridizations are given by the two-step hopping processes that are lost
when the cluster is cut out of the original lattice.
so that Hc is the original single-electron Hamiltonian restricted to the cluster:
Hc =
3
2pi
∫ pi/3
−pi/3
dk˜H(k˜) = −t
 0 1 01 0 1
0 1 0
 . (62)
The sum rule (59) then is (∑
l
Vl,iV¯l,j
)
=
 t2 0 00 0 0
0 0 t2
 , (63)
i.e., only the sites on the surface of the cluster couple to the bath. If we also allow second-
nearest-neighbor hopping with matrix element t′′, we find(∑
l
V¯l,µVl,ν
)
=
 t2 + t′′2 tt′′ 0tt′′ 2t′′2 tt′′
0 tt′′ t2 + t′′2
 . (64)
The general CDMFT hybridization sum rule (59) can be easily visualized: The integral over
the Brillouin zone of the cluster projects the single-electron part of the full Hamiltonian to the
cluster (see Eqn. (53)). The matrix elements of H2c are thus the two-step hoppings that are
possible on the cluster. Likewise the integral over the Hamiltonian squared gives the second
moments, but note that here the intermediate site is not restricted to the cluster. Thus the sum-
rule matrix is given by the second-order paths between cluster sites that proceed via a site
outside the cluster. This is illustrated in Figure 12. As a special case, for a single site we
recover the second equality in (60).
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The vanishing of a matrix element in the sum rule merely implies that the corresponding matrix
element of the bath Green matrix decays faster than 1/ω for large ω. For a diagonal element,
however, all terms in
∑
l Vl,iV¯l,i are positive. Thus a vanishing sum means that all terms must be
zero. Hence the sum rule implies that cluster sites that are so far in the interior that they cannot
be reached by hopping from outside the cluster do not couple to the bath and that all matrix
elements of the bath Green function involving such a site i are given by G−1ij (ω) = ω+µ−(Hc)ij
for all ω. In that sense the bath hybridizes only to the surface of the cluster and we see that the
hybridization strength to these sites does not decrease for increasing cluster size Nc.
DCA
We start again by considering the 3-site cluster. In the DCA gauge we write
H(k˜) = −t
 0 eik˜ e−ik˜e−ik˜ 0 eik˜
eik˜ e−ik˜ 0
 . (65)
Now Hc has translational symmetry, but the hopping is rescaled by sin(pi/Nc)/(pi/Nc)
Hc =
3
2pi
∫ pi/3
−pi/3
dk˜H(k˜) = −3
√
3
2pi
t
 0 1 11 0 1
1 1 0
 . (66)
Since all matrices in (59) are periodic, it is convenient to transform to k-space. With Vl,K =∑
i Vl,i e
iKri/
√
Nc and the coarse-graining factor τ = 3
√
3/2pi we find∑
l
|Vl,K=0|2 = (2 + τ − 4τ 2) t2∑
l
|Vl,K=±2pi/3|2 = (2− τ/2− τ 2) t2 .
The hybridization sum rule (59) is then, likewise, diagonal in the cluster momenta K
∑
l
|Vl,K|2 =
∫
dk˜ ε2
K+k˜
−
(∫
dk˜ εK+k˜
)2
, (67)
while all terms Vl,KV¯l,K′ mixing different cluster momenta vanish. As a special case, for a single
site the above sum rule is just the first equality in (60). Expanding εK+k around K, we find that
for a d-dimensional system
∑
l |Vl,K|2 decreases with cluster size as 1/N2/dc , while all cluster
sites couple with the same strength to the bath.
Discussion
Besides providing exact relations for the bath parametrization, in particular which sites need not
be coupled to a bath, the sum rules contain important information about the scaling of cluster
methods with cluster size: In CDMFT individual hybridizations are independent of cluster size,
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while for DCA they decrease with cluster size as N−2/dc . Interestingly this means that for a
d-dimensional system in CDMFT the overall coupling to the bath scales as N (d−1)/dc , while in
DCA it scales as N (d−2)/dc . For non-local properties, a DCA calculation is therefore expected
to converge faster with cluster size. For a calculation where we represent the bath by discrete
degrees of freedom this decrease in hybridization strength does not, however, help very much
as we still need bath sites to fit the hybridizations, even if they are small. With increasing DCA
cluster size we thus have to parametrize Nc baths, one for each K. In CDMFT the situation is
more fortunate, as the sum rules imply that many hybridizations vanish and we only need to
parametrize the coupling of surface sites to the bath.
The lack of translational invariance in CDMFT has, however, two important practical implica-
tions. First, the full Green matrix has to be calculated, instead of just its diagonal. Second,
when calculating local quantities, like the density per site, in CDMFT we have a choice of con-
sidering each inequivalent site or the average over all sites. In a gapped system the best choice
is the innermost site. In such a situation it might, however, be better to do a straight Lanczos
calculation with Nc +Nb cluster sites, instead of using Nb bath sites.
3.4 Symmetries
In the absence of spontaneous symmetry breaking, the symmetries of the cluster (point sym-
metries in CDMFT and additionally translational symmetry in DCA) are reflected in the Green
matrix. In a symmetry-broken state with long-range order, like an antiferromagnet or a charge-
density wave, the symmetry of the Green matrix is accordingly lowered. To exploit the sym-
metry we introduce vectors on the cluster that transform according to its irreducible representa-
tions. We write these vectors as wI,ν where I is the irreducible representation and ν = 1 . . . NI
counts linearly independent vectors transforming according to I . On an Nc-site cluster we can
choose Nc such vectors that are orthonormal. Defining the matrix W = (wI,ν) of these vec-
tors, we can block-diagonalize the bath Green matrix: W†G−1W has blocks of dimension NI
corresponding to the different irreducible representations I . Since W†G−1W is block diago-
nal for all ω, it follows from equation (57), that W must also block-diagonalize the individual
hybridization matrices VlV
†
l . Therefore the hybridization vectors must transform according to
an irreducible representation: They can be written as Vl =
∑
ν Vl;I,ν wI,ν for some irreducible
representation I . If the Vl also had components wJ,ν of a different irreducible representation
J 6= I this would produce a hybridization matrix that could not be block-diagonalized. This
can only happen for bath sites with identical energy εl (accidental degeneracy): Assume Vl
and Vl′ are the hybridizations for two bath sites with εl = εl′ . Then we can form arbitrary
linear combinations of the hybridization matrices and hence of the hybridization vectors. For
all these linear combinations the sum of the hybridization matrices must be block diagonal, and
hence we can choose the hybridization vectors such that they transform according to irreducible
representations.
We thus find that the bath sites can be arranged into sets corresponding to the different irre-
ducible representations. For fitting a block of the symmetrized bath Green matrix we need
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A
VA1
VA,2
VA,1
B
VB
0
-VB
Fig. 13: Hybridization of bath sites of symmetry A and B to a 3-site cluster. As defined in
table 3, A is the unit representation, so a bath site of type A has the same hybridization V to
all cluster sites that are equivalent by symmetry. B is the antisymmetric representation, so the
hybridization of a bath site of type B to cluster sites that are related by mirror symmetry has
the opposite sign. Consequently the hybridization to the central site of a linear cluster with an
odd number of sites vanishes in the B representation.
then only consider bath sites of the respective irreducible representation. If the block is one-
dimensional we can choose the corresponding hybridizations to be real.
Sectors corresponding to different irreducible representations are only coupled through the Hub-
bard interaction U when solving the Anderson impurity model. Note that the coupling to bath
sites corresponding to an irreducible representation other than the unit representation lowers the
symmetry of the impurity Hamiltonian with respect to that of the Green matrix.
CDMFT
As an example we consider a linear cluster of 3 sites as shown in Figure 13. The symmetry is
C2 (see Table 3). Transforming to the basis vectors wA,1 = (|1〉 + |3〉)/
√
2 and wA,2 = |2〉
of symmetry A (see Table 3) and wB = (|1〉 − |3〉)/
√
2, we find the transformed bath Green
matrix
W†G−1W =
 G−111 + G−113
√
2G−112 0√
2G−121 G−122 0
0 0 G−111 − G−113
 .
A bath site of irreducible representation A contributes to the first block and has the same hy-
bridization VA,1 to the outer cluster sites plus an independent hybridization parameter VA,2 to
the central site. A bath site of irreducible representation B contributes to the second block.
For such a bath site the hybridization to cluster sites that are related by mirror symmetry have
opposite signs. Consequently, the hybridization to the central site vanishes.
The situation is slightly more complicated when the symmetry group has irreducible repre-
sentations of dimension higher than one. The simplest example is the 2 × 2 cluster with C4v
symmetry. With wA1 = (|1〉+ |2〉+ |3〉+ |4〉)/2, wB2 = (|1〉 − |2〉+ |3〉 − |4〉)/2, and the pair
wE,1 = (|1〉 − |2〉 − |3〉 + |4〉)/2, wE,2 = (|1〉 + |2〉 − |3〉 − |4〉)/2 we find that W†G−1W is
10.28 Erik Koch
C2 E σv
A 1 1
B 1 −1
C2v E C2 σv σ
′
v
A1 1 1 1 1
A2 1 1 −1 −1
B1 1 −1 1 −1
B2 1 −1 −1 1
C3v E 2C3 3σv
A1 1 1 1
A2 1 1 −1
E 2 −1 0
C4v E 2C4 C
2
4 2σv 2σd
A1 1 1 1 1 1
A2 1 1 1 −1 −1
B1 1 −1 1 1 −1
B2 1 −1 1 −1 1
E 2 0 −2 0 0
Table 3: Character tables of the point groups C1v, C2v, C3v, and C4v.
diagonal with diagonal elements
(W†G−1W)11 = G−111 + 2G−112 + G−113
(W†G−1W)22 = G−111 − 2G−112 + G−113
(W†G−1W)33 = G−111 − G−113
(W†G−1W)44 = G−111 − G−113
A bath site of symmetry A1 has the same hybridization to all cluster sites while for a bath site
of symmetry B2 the hybridizations have alternating signs: V
†
l = V¯l (1,−1, 1,−1). To realize
the two-dimensional representation E we need two bath sites l1 and l2 with degenerate energies
εl1 = εl2 = εl and hybridizations: V
†
l1
= V¯l (1,−1,−1, 1) and V†l2 = V¯l (1, 1,−1,−1). This is
illustrated in Figure 14.
DCA
As an example for DCA, we consider a 3-site cluster with periodic boundary conditions. The
symmetry group is C3v (translations and inversion). Hence we introduce the basis vector wA1 =
(|1〉 + |2〉 + |3〉)/√3, corresponding to k = 0, while the vectors formed by sin(2pi/3) and
cos(2pi/3) give theE representation: wE,1 = (|1〉−|2〉)/
√
2 and wE,2 = (|1〉+ |2〉−2|3〉)/
√
6.
W†G−1W =
 G−111 + 2G−112 0 00 G−111 − G−112 0
0 0 G−111 − G−112
 .
In general bath sites corresponding to the Γ point have the same hybridization to all cluster sites,
while those corresponding to k = pi have alternating hybridizations. For all other k-points we
need two degenerate bath sites, with hybridizations Vl1,µ = Vl sin(kµ) and Vl2,µ = Vl cos(kµ)
to cluster site µ.
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A1 B2 E
+  +
+  +
–  +
+  –
+  –
+  –
–  –
+  +
Fig. 14: Hybridization of bath sites of symmetry A1, B2, and E to a 2 × 2 cluster. For a
given irreducible representation the absolute value of the hybridization to all cluster sites is the
same, while the signs are indicated in the Figure. Non-trivial hybridizations corresponding to
irreducible representations A2 or B1 only appear for larger clusters.
4 Conclusions
We have seen that the Lanczos method is unbelievably efficient for calculating ground-state and
dynamical response functions of many-body Hamiltonians. The determination of the ground-
state takes only about O(dim(H)) in time and memory. The iteration already converges after
about a hundred steps, even for Hilbert spaces with dimensions in the trillions. This astounding
convergence is based on the idea of steepest descent to the ground state, which the Lanczos
method even improves upon. In addition, we can very efficiently calculate Green functions.
Here the rapid convergence is due to the fact that the Lanczos iteration reproduces more and
more moments of the spectral function.
The great advantages of the Lanczos approach to strongly correlated systems is that it provides
us with expressions for the Green function on the entire complex plane, i.e., in particular for
real frequencies. The ground state (i.e. T = 0) is calculated directly, but the method can easily
be extended to finite but low temperatures.
The greatest disadvantage is the need to store full many-body vectors. Calculations are therefore
restricted by the available memory to relatively small systems. To minimize the effects of finite
system size it is therefore crucial to (i) efficiently use the vast distributed memories of current
massively parallel machines and to (ii) find bath parametrizations that minimize the effect of
truncating it to finite size.
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1 Introduction
The Hubbard model, although highly oversimplified, contains the main ingredients to describe
interacting quantum mechanical particles, originally fermions, moving in a solid. Its basis is
a tight binding description. The Hamiltonian defining the model contains two parts: a single-
particle part and a two-particle interaction. The idea is that only one or few energy bands close
to the Fermi energy contribute. Therefore, the single-particle part, often called kinetic energy,
describes particles hopping on a lattice which may have a single or a few bands. The Coulomb
interaction is assumed to be screened. In the Hubbard model, the interaction taken into account
is just an on-site interaction, the range of the interaction is thus the shortest possible. With this
setup, the Hubbard model is certainly only a caricature of a realistic description of electrons in a
solid. Nevertheless, the Hubbard model exhibits almost all interesting phenomena one observes
in nature: magnetic ordering of any kind, a metal-insulator transition, superconductivity (it is
even used in the context of high temperature superconductivity), a Tomonaga-Luttinger liquid
in one space dimension, and even more sophisticated transitions like a Pomeranchuk instability.
The Hubbard model can thus be viewed as the simplest possible model of correlated fermions.
The Hubbard model contains few independent parameters. If we assume that hopping is only
allowed between nearest-neighbor lattice sites, and if we assume translational invariance, the
hopping is described by a single parameter. Under the same assumptions, the interaction is
described by a single parameter as well. Since the energy scale can be chosen freely, only the
ratio between these two parameters is important. The second parameter is the electron density
on the lattice. And the third parameter is the lattice itself. In fact, we will see that the lattice is
essential for the properties of the model.
Despite its simplicity, only few properties of the Hubbard model have been proven rigorously.
Nevertheless, for almost all the different phenomena, rigorous results exist and serve as land-
marks for any kind of approximation that is applied to the Hubbard model. Therefore, in this
lecture, I concentrate on the rigorous results for the Hubbard model.
2 The Hubbard model
2.1 Definition
The Hamiltonian of the Hubbard model is given by
H = Hkin +Hint =
∑
x,y∈V,σ
txy c
†
x,σcy,σ +
∑
x
Ux c
†
x↑c
†
x↓cx↓cx↑ (1)
The model was proposed independently by J. Hubbard [1] for the description of transition met-
als, by J. Kanamori [2] for the description of itinerant ferromagnetism, and by M.C. Gutzwiller
[3] for the description of the metal-insulator transition. In Chemistry, the model is popular as
well, and was introduced ten years earlier [4–6]. Under the name Pariser-Parr-Pople model it
has been used to describe extended pi-electron systems.
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Typically, one assumes that the vertex set V forms a translationally invariant lattice and that Ux
is independent of x, i.e., Ux = U . But more general settings are possible. Especially in the
quantum chemical context, V is just a general graph, txy and Ux depend on the lattice sites.
On a regular lattice, one often assumes nearest-neighbor hopping, i.e., txy = t for nearest-
neighbored sites such that |x − y| = 1, and txy = 0 otherwise. Sometimes, a next-nearest-
neighbor hopping txy = t′ for |x − y| = 2 is introduced. In Sect. 4.5 we will see that such a
next nearest-neighbor hopping may change the physical behavior of the system drastically.
For small U and in two or more dimensions, one expects that the Hubbard model describes a
Fermi liquid. We will come back to that point later, in Sect. 4, where we sketch how renormal-
ization theory is used to obtain instabilities of the Fermi liquid. Typically, one is interested in
the case where the model describes strongly interacting electrons, i.e. correlated electrons. In
that situations, the interaction U is as large as or larger than typical values of txy.
For a general overview on the Hubbard model and on correlated fermions in general I refer to
the book of Fulde [7]. An overview on rigorous results for the Hubbard model can be found in
the article of Lieb [8], an overview on ferromagnetism in the Hubbard model in [9].
2.2 Symmetries of the Hubbard model
The Hubbard model has several symmetries:
Gauge symmetry:
c†xσ → exp(iα) c†xσ, cxσ → exp(−iα) cxσ (2)
The Hamiltonian remains invariant if this transformation is applied. As a consequence, the
particle number Ne =
∑
xσ c
†
xσcxσ is conserved. This is a generic property of almost all models
in condensed matter theory that describe fermions.
Spin symmetry: With the help of the Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
(3)
we define local
Sα,x =
1
2
∑
σ,σ′
c†xσ (σα)σ,σ′ cxσ′ , α = x, y, z, Sx = (Sx,x, Sy,x, Sz,x) (4)
and global spin operators.
Sα =
∑
x
Sα,x, S = (Sx, Sy, Sz) (5)
Often one uses
S± = Sx ± iSy, S+ = 1
2
∑
x
c†x↑cx↓, S− = S
†
+ (6)
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These operators form an SU(2) algebra. The Hamiltonian commutes with these operators: it
has a SU(2) -symmetry. We have
[Sx, Sy] = iSz (7)
H , S2 and Sz can be diagonalized simultaneously. We denote the eigenvalues of S2 as S(S+1),
where S is the spin of the eigenstate. S ∝ Ne, i.e., an extensive value for S, means that the state
is ferro- or ferri-magnetic.
Particle-hole transformations: Using the transformation
c†xσ → cxσ, cxσ → c†xσ (8)
the Hamiltonian becomes
H → H ′ =
∑
x,y,σ
txy cxσc
†
yσ + U
∑
x
cx↑cx↓c
†
x↓c
†
x↑
= −
∑
x,y,σ
txy c
†
yσcxσ + U
∑
x
(1− c†x↑cx↑)(1− c†x↓cx↓)
= −
∑
x,y,σ
txy c
†
xσcyσ + U
∑
x
c†x↑c
†
x↓cx↓cx↑ + U(|V | −Ne) (9)
|V | is the number of vertices.
Thus, the particle-hole transformation is not a symmetry, but it can be used to obtain eigenstates
from other eigenstates.
For a bipartite lattice, i.e., a lattice that splits into two sub-latticesA andB so that txy = 0 if both
x and y belong to the same sub-lattice, it is possible to introduce the following transformation:
c†xσ → c†xσ if x ∈ A, c†xσ → −c†xσ if x ∈ B (10)
This transformation changes the sign of the kinetic energy. Applying this transformation to-
gether with the particle-hole transformation at half filling (i.e. Ne = |V |) maps the Hamiltonian
onto itself. Thus, we have another symmetry for this class of lattices, a particle-hole symmetry.
The transformation (10) alone is of some importance since it can be used to change the sign of
the hopping matrix elements. Typically, it is assumed that txy < 0 is the natural choice of the
sign, at least for nearest neighbors. For bipartite lattices the sign can be changed. In general,
the assumption txy < 0, although popular, has no compelling reason [8].
On bipartite lattices at half filling, one can use the particle-hole symmetry to obtain a second
SU(2) symmetry. The generators are
Sˆz =
1
2
(Ne − |V |), Sˆ+ =
∑
x∈A
c†x↑c
†
x↓ −
∑
x∈B
c†x↑c
†
x↓, Sˆ− = Sˆ
†
+ (11)
These generators can be obtained from the original SU(2) generators by performing a particle-
hole transformation together with a transformation of type (10) for spin down only. The model
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has thus a SU(2) × SU(2) = SO(4) symmetry at half filling. In discussions concerning high
temperature superconductivity, even an approximate SO(5)-symmetry has been proposed.
The additional symmetry of the Hubbard model on a bipartite lattice at half filling (Ne = |V |)
is essential for several of the rigorous results that are valid in this case. The two most important
are Lieb’s theorem [10], see Sect. 3.1, and the uniform density theorem, Sect. 3.5.
Lattice symmetries: On translationally invariant lattices, the model has the symmetries of
the lattice.
The one-dimensional case: The one dimensional Hubbard model has an infinite set of invari-
ants. A special form of the Bethe ansatz yields exact eigenstates of the Hamiltonian. This was
first shown by E. Lieb and F. Wu [11]. The ground state is part of these Bethe ansatz eigen-
states. Not all the eigenstates of the one-dimensional Hubbard model are Bethe ansatz states.
But it was shown by Essler, Korepin, and Schoutens [12], that for even |V |, where the lattice is
bipartite, all other eigenstates can be obtained by applying the operators Sˆ± to the Bethe ansatz
states.
For an exactly solvable model one should expect an infinite set of invariants. A first attempt to
find those is a paper by Heilmann and Lieb [13]. Later Shastry [14] and Grosse [15] presented
a large set of such invariants.
The one-dimensional Hubbard model has been investigated by many people, the literature is
vast, and a complete overview would be a course in its own. I will not discuss the one-
dimensional Hubbard model in this course.
3 Some rigorous results
Most of the rigorous results on the Hubbard model concern the magnetic behavior in the ground
state, i.e., at T = 0. I discuss the most important rigorous results in the following subsections.
For each of the theorems mentioned below I try to explain the main idea of the proof. For the
mathematical details I refer to the original papers.
3.1 Lieb’s Theorem
In 1989, E. Lieb [10] proved an important theorem and an even more important corollary on
the Hubbard model. The theorem is about the attractive Hubbard model. It holds for arbitrary
hoppings txy, with the only assumption that the graph of the hopping matrix is connected. The
interaction Ux may depend on x.
Theorem (Lieb 1989) Let H be the Hamiltonian in (1) with real txy, the graph of T = (txy)
should be connected, and negative Ux < 0. Let the particle number Ne be even. Then,
the ground state is unique and has a total spin S = 0.
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For the proof, I refer to the original paper by Lieb. He uses a technique called spin reflection
positivity. For some details see the remarks below.
On a bipartite lattice, using a particle-hole transformation for spin-down only, together with a
transformation (10), the kinetic energy remains the same but the signs of Ux are switched. In
that way, one can obtain a result for the attractive Hubbard model. Since Sz transforms with
the above transformation to Sˆz, one obtains a result for Sˆz = 0, i.e., Ne = |V |, i.e., half filling.
Therefore, the following corollary holds
Corollary Let H be the Hamiltonian in (1) with real txy. The graph of txy should be connected
and bipartite, and positive Ux = U > 0. Let the particle number Ne = |V |. Then, the
ground state is unique in the subspace Sz = 0. The total spin is S = 12
∣∣ |A| − |B| ∣∣.
The last statement S = 1
2
||A| − |B|| does not follow directly from the theorem because the
theorem makes no statement about Sˆ. It can be understood in two ways.
The first is to look at weak interactions. For a bipartite lattice, the spectrum of T = (txy)xy∈V
is symmetric with respect to 0. For any eigenvalue ε there exists an eigenvalue −ε. Half filling
now means that for arbitrary weak interaction all single particle eigenstates with energies ε < 0
are completely filled with two electrons and that the eigenstates with ε = 0 are filled with one
electron. For the latter, Hund’s rule [16] applies, which means that all electrons have the same
spin. The degeneracy of the eigenvalue 0 is ||A| − |B||, therefore we obtain the a total spin
S = 1
2
||A| − |B||.
The second idea is to look at strong interactions and to use a unitary transformation exp(R) to
transform the Hamiltonian to a form where the number of doubly occupied sites is conserved.
The ansatz is
R =
∑
x,y,σ
rx,y,σ c
†
x,σcy,σ (12)
We assume that U is large and expand exp(R)H exp(−R) to obtain
H → Hint +Hkin + [R,Hint] + [R,Hkin] + 1
2
[R, [R,Hint]] + · · · (13)
The kinetic energy Hkin can be written as
Hkin = Hkin,0 +Hkin,1 (14)
Hkin,0 does not change the number of doubly occupied sites, Hkin,1 changes it by ±1. We have
Hkin,1 =
∑
x,y,σ
txy(nx,−σ − ny,−σ)2c†x,σcy,σ (15)
We choose R so that
Hkin,1 + [R,Hint] = 0 (16)
This yields
H → Heff = Hint +Hkin,0 − 1
2
[R, [R,Hint]] + · · · (17)
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We have
[R,Hint] = −U
∑
x,y,σ
rx,y,σ (nx,−σ − ny,−σ) c†x,σcy,σ (18)
and therefore
rx,y,σ =
txy
U
(nx,−σ − ny,−σ) (19)
Let P0 be the projector onto states for which each site is occupied by one electron, which is the
ground state at half filling and U arbitrarily large. If we restrict the Hilbert space to these states,
we get
Heff = P0RHRP0
= U P0R
2P0
= UP0
∑
x,y,σ
txy
U
(nx,−σ − ny,−σ) c†x,σcy,σ
∑
x′,y′,σ′
tx′,y′
U
(nx′,−σ′ − ny′,−σ′) c†x′,σ′cy′,σ′ P0
= − 1
U
P0
∑
x,y,σ,σ′
t2xy c
†
x,σcy,σc
†
y,σ′cx,σ′ P0
=
1
U
P0
∑
x,y,σ,σ′
t2xy c
†
x,σcy,σ′c
†
y,σ′cx,σ P0 −
1
U
∑
x,y
t2xy
=
∑
x,y
2t2xy
U
Sx · Sy P0 + 1
U
P0
∑
x,y,σ,σ′
t2xy c
†
x,σcx,σc
†
y,σ′cy,σ′ P0 −
1
U
∑
x,y
t2xy
=
∑
x,y
2t2xy
U
Sx · Sy P0 (20)
This transformation is of importance on its own. It shows that the Hubbard model at half filling
and for large U can be mapped to the anti-ferromagnetic Heisenberg model. For the corollary
above it has the consequence that the total spin of the Hubbard model at half filling and for large
U is the same as for the Heisenberg model, therefore S = 1
2
||A| − |B||.
Since the ground state is unique for all U , it is sufficient to know the total spin S for small or
large U : due to uniqueness it cannot change.
Lieb’s theorem suggests anti-ferromagnetism or ferrimagnetism (depending on whether the two
sub-lattices A and B have the same size or not) for the Hubbard model at half filling. But,
whereas for the anti-ferromagnetic Heisenberg model long-range order was proven in two di-
mensions in the ground state and in three dimensions for sufficiently low temperatures, there is
no proof for long-range order for the Hubbard model up to now. The methods to prove long-
range order for the Heisenberg model cannot be applied to the Hubbard model. The simple
reason is that the Hubbard model is much more complicated and allows for a wider variety
of phenomena. Nevertheless, many results including those from renormalization (see Sect. 4)
indicate the existence of long range order for large U .
Lieb’s proof uses the fact that for an even number of fermions, there is always a ground state
with Sz = 0 due to the SU(2) spin symmetry. This means that the ground state can be written in
the form ψ =
∑
α,βWαβψα,↑ψβ,↓ where ψα,σ form an orthonormal basis of multi-particle states
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with Ne/2 particles with spin σ. Since txy and Ux are real, one can assume that the matrix W is
self adjoint. The expectation value of the Hamiltonian in the state ψ can be written in a quadratic
form E(W ) in W and it can be shown that for non-positive interactions E(W ) ≥ E(|W |). |W |
is the positive semi-definite matrix satisfying W 2 = |W |2. It is then easy to see that the ground
state corresponding to |W | has S = 0. Uniqueness is shown by assuming that a second ground
state with some W exists. Then, R = |W | − W is a ground state as well. A lengthy but
easy to understand argument that uses the fact that the graph of T is connected then shows that
W = ±|W | and therefore that the ground state is unique. Compared to many other proofs,
Lieb’s proof is very elegant and compact, only somewhat more than one page in a letter. I
recommend that everyone read it.
3.2 The Mermin-Wagner theorem
The term Mermin-Wagner Theorem is usually used for a huge class of theorems that state
that for lattice models in one or two spacial dimensions with a continuous symmetry, like an
SU(2) symmetry, there is no long range order at finite temperature. Originally, Mermin and
Wagner [17] showed in 1966 that in the one- or two-dimensional Heisenberg model there is
no long-range order, neither anti-ferromagnetic nor ferromagnetic. This result was extended to
the Hubbard model by Walker and Ruijgrok in 1968 [18] and by Ghosh in 1971 [19]. Further,
Hohenberg [20] showed in 1967 that there cannot be superconductivity or long range crystalline
order in one or two dimensions. The proof for the Hubbard model was considerably simplified
and somewhat extended by Koma and Tasaki [21].
Theorem (Koma, Tasaki 1992) For a Hubbard model in one and two dimensions with finite-
ranged hopping (i.e. txy = 0 if the distance |x − y| lies above some finite value) in the
thermodynamic limit, the following bounds hold for the correlation functions
|〈c†x↑c†x↓cy↓cy↑〉| ≤
{
|x− y|−αf(β) for d = 2
exp (−γf(β)|x− y|) for d = 1 (21)
|〈Sx · Sy〉| ≤
{
|x− y|−αf(β) for d = 2
exp (−γf(β)|x− y|) for d = 1 (22)
for some α > 0, γ > 0, f(β) > 0 where 〈· · · 〉 denotes the expectation value at inverse
temperature β and f(β) is a decreasing function of β that behaves like f(β) ≈ 1/β for
β  β0 and f(β) ≈ (2/β0)| ln(β)| for β  β0, where β0 is some constant.
This result rules out long-range spin-order or superconductivity at finite temperatures in one or
two dimensions. The power laws for d = 2 are certainly not optimal for high temperatures,
where one expects an exponential decay of correlation functions. But they are sufficient to
exclude long-range order. This means that a Kosterlitz-Thouless transition may occur [22].
The interesting point of the proof is that it only needs a U(1) symmetry. Thus, any lattice model
with a U(1) symmetry in one or two dimensions cannot have superconducting or magnetic
long-range order at finite temperature in one or two dimensions.
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The older proof of Ghosh [19] uses the SU(2) spin symmetry and the Bogoliubov inequality
and is easy to understand.
The result by Koma and Tasaki is more general; their proof uses a method developed by
McBryan and Spencer [22] for classical spin systems and its extension to quantum spin sys-
tems developed by Ito [23]. The proof uses the fact that for an arbitrary observable A one
has Tr(A exp(−βH)) = Tr(G(θ)AG(θ)−1 exp(−βG(θ)H G(θ)−1)). G(θ) is a local trans-
formation. The right-hand side can be bounded using some Schwartz inequality stating that
for hermitian matrices O and P one has Tr(OP) ≤ (Tr(O∗O)Tr(P ∗P ))1/2, and the Golden-
Symanzik-Thompson inequality Tr exp(O+P ) ≤ Tr(exp(O) exp(P )). Suitable choices for A
and G(θ) then yield the bounds.
In one dimension, with nearest-neighbor hopping only, and for finite Ux, the Lieb-Mattis theo-
rem [24] says that the minimal energy in the subspace with fixed spin S is strictly lower than
the minimal energy in the subspace with S + 1. This clearly rules out ferromagnetism in one
dimension in the ground state.
3.3 Nagaoka’s theorem
The so called Nagaoka Theorem was actually first proven by Thouless [25] 1965 for some
special bipartite lattices. The proof of Nagaoka [26], only one year later, is more general and
applies to non-bipartite lattices as well. Therefore, the result is called the Nagaoka theorem
today. The most general proof is due to Tasaki [27]. It states the following:
Theorem (Tasaki 1989) The Hubbard model (1) with non-negative txy, Ne = |V | − 1, and a
hard-core repulsion Ux =∞ for all x ∈ V has a ground state with a total spin S = 12Ne.
The ground state is unique except for the usual (2S + 1)-fold spin degeneracy provided a
certain connectivity condition for txy holds.
This theorem is remarkable, because it states that there is a unique ferromagnetic ground state
in the vicinity of half filling, where an anti-ferromagnetic spin order is assumed to be present.
The proof of the theorem uses the Schwarz inequality to show that a ferromagnetic ground state
exists. To show uniqueness, it uses the Perron-Frobenius theorem, which states that for a matrix
with only non-negative entries and for which the graph is connected (the matrix is irreducible),
the eigenstate with the largest eigenvalue is unique and has non-negative entries. The theorem
can be applied here by finding a suitable basis for the multi-particle Hilbert space of the Hubbard
model. The connectivity condition in the theorem ensures that the graph of the Hamiltonian in
that basis obeys the irreducibility needed in the Perron-Frobenius theorem. Essentially it states
that through the hopping of particles, arbitrary permutations of the particles can be realized.
This holds for almost any lattice except the one-dimensional chain.
The Nagaoka theorem made people believe that for many lattices, e.g., also for hyper-cubic
lattices, a large region in the parameter space (U large and a density close to but not at half
filling) exists where the Hubbard model has ferromagnetic ground states. But any attempt to
prove that has failed so far. Instead, many variational calculations by various groups mainly
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in the early ’90s showed that the Nagaoka state is not very stable. Changing the conditions a
bit, either putting more than one hole in the system or lowering U causes the Nagaoka state to
become unstable against single spin flips, i.e., E(S = Ne/2 − 1) < E(S = Ne/2) (for details
see e.g. [28]). Exact diagonalization of small systems yields the same result. On the other hand,
for some special non-bipartite lattices, these calculations indicate that the Nagaoka state may
be more stable and that a larger region in the parameter space exists where the ground state is
ferromagnetic.
3.4 Flat-band systems
A first example of a lattice having a flat band is a bipartite lattice with |A| = n|B|. A simple
example which Lieb [10] used as an illustration for his theorem is the quadratic lattice with
additional lattice sites on each edge. If there is only nearest-neighbor hopping, the original
lattice sites of the quadratic lattice form one of the sub-lattices, say B and the new lattice sites
form the second sub-lattice A. There are twice as many lattice sites on A as on B. Each
elementary cell contains one lattice site from B and two from A, in total three. We have thus a
three-band model. Since the lattice is bipartite, the single-particle spectrum is symmetric with
respect to 0. There is one energy band in the center, which is completely flat. The flat band
causes the extensive magnetization S = 1
2
||A| − |B|| = 1
2
|B|, as we pointed out already in
Sect. 3.1. Since this magnetization is related to the existence of two sub-lattices, the system is
ferrimagnetic.
Two years after Lieb, first examples of lattices with a flat band at the bottom of the spectrum
were published [29–33]. One class of such lattices are line graphs, the other are decorated
lattices. Since the construction of a line graph is elementary and since we need it later, we give
a more detailed description here.
Let G = (V,E) be a graph with a vertex set V and an edge set E. Any lattice can be regarded
as a graph. The lattice sites are the vertices and there are edges between two vertices if there is a
non-vanishing hopping matrix element connecting the two. If we allow only for nearest neigh-
bor hopping, the hopping matrix is (up to a factor t) the adjacency matrix A(G) = (axy)xy∈V of
the graph. axy = 1 if {x, y} = e ∈ E is an edge of the graph, 0 otherwise.
The line graph L(G) of a graph G is constructed as follows: The vertex set V (L(G)) of the
line graph is the edge set E(G) of the original graph and two vertices of the line graph are
connected, if the corresponding edges in G have a vertex in common.
Figure (1) shows an illustration of the construction of a line graph. Let G be a part of the
hexagonal lattice, as shown in black. Now we put a new vertex in the middle of each edge and
connect two new vertices if the edges of the original hexagonal lattice have a vertex in common.
This procedure yields a new lattice built of hexagons surrounded by triangles, shown in red. The
new lattice constructed that way is the line graph of the hexagonal lattice, it is called the kagome
lattice. You may take any lattice or even any graph G and construct the line graph in that way.
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Fig. 1: The kagome lattice (red, dashed) as the line graph of the hexagonal lattice (black).
Let us now investigate the spectral properties of the adjacency matrix A(L(G)) of a line graph.
To do this, we first introduce a new matrix B(G) = (bxe)x∈V, e∈E , the so called edge vertex
incidence matrix. The matrix elements bxe = 1 if the edge e connects to the vertex x, bxe = 0
otherwise. Note that B has |V | columns and |E| rows. Except for a graph without loops
or with only one loop, |E| > |V | and the kernel of B has a dimension ≥ |E| − |V |. The
adjacency matrix of the line graph and the incidence matrix of the original graph are related
via A(L(G)) = B(G)TB(G) − 2. As a consequence, −2 is a lower bound of the spectrum of
A(L(G)) and becomes the lowest eigenvalue with degeneracy at least |E| − |V | if |E| > |V |.
In fact, one can show that the degeneracy is Nd = |E| − |V |+1 if G is bipartite and connected,
Nd = |E| − |V | if G is not bipartite and connected.
This fact can now be applied to a lattice. If G is a translationally invariant lattice with one
or more energy bands, L(G) is a lattice as well and the lowest energy band lies at energy
−2t and is completely flat. A lattice that is a line graph, e.g. the kagome lattice, has a lowest
flat band. This makes it easy to construct ground states of the Hubbard model, at least for
Ne ≤ Nd. In that case, any state with all electrons having the same spin is a ground state, since
this state minimizes both the kinetic energy and the interaction. This construction is indeed
trivial. The interesting question is whether there are other ground states and whether they can
be characterized completely. This is indeed possible for Ne = Nd as the following theorem
shows [29, 30]:
Theorem (Mielke 1991) LetH be the Hubbard model on a line graphL(G) of a two-connected
bipartite graph G or a three-connected graph G and let Ne = Nd, and Ux > 0 for all x.
Then the ground state has a spin S = Nd
2
and is unique up to the (2S+1) -fold degeneracy
due to the SU(2) spin symmetry.
The kagome lattice is obviously an example for this theorem.
The original proof of the theorem uses some graph theoretical notions. We will not present it
here since later a more general and simpler result has been shown which does not use the notion
of a line graph.
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On the other hand, let us discuss the single-particle ground states with energy −2t a bit further
since they serve for many easy illustrations we may need later. Let p be a self-avoiding closed
path (x1, x2, . . . xn) of even length n on G. It obviously translates to an even path on L(G). Let
us now construct the single-particle state ψp(e) as follows. ψp(e) = 0 if e lies not on p. On p,
ψp(e) = ±1 with alternating sign for subsequent edges of G. It is easy to see that Bψp = 0.
ψp is therefore a ground state of A(L(G)) with eigenvalue −2. It can be shown that these states
form an over-complete basis of the eigenspace of the eigenvalue −2.
If G is a bipartite plane graph, like the hexagonal lattice, each face f is surrounded by a self-
avoiding path, let us call it f as well. Let F be the set of faces. Due to Euler’s theorem,
|F | = |E|−|V |+2. One of the faces is the outer face of the graph, there are exactly |E|−|V |+1
inner faces. It is easy to see that the states ψf corresponding to the inner faces f are linearly
independent. They thus form a basis (not orthonormal) of the eigenspace of the ground state
energy. Using this construction, it is possible to construct all ground states for Ne ≤ Nd.
One year later, 1992, Tasaki [32] published a class of decorated lattices with lowest flat bands,
for which he proved a similar result. In 1993 [33], we investigated these lattices further and
showed how one can construct all ground states with Ne ≤ Nd for these decorated lattices. We
further showed that for these lattices the characterization of the ground states can be mapped
to a percolation problem. This allows us to show that the system remains ferromagnetic with
an extensive but not saturated total spin S up to some critical density. Below that density the
system is paramagnetic.
This construction is most easily understood for line graphs of planar bipartite graphs, see the
kagome lattice in Fig. 1 as an example. For these graphs, the faces yield the single-particle
ground state. The inner faces form a basis (not orthogonal). Neighboring faces of G have an
edge in common. Therefore, putting electrons with different spin on neighboring faces may
produce a double occupancy on that edge. This yields a higher energy. To obtain a ground state,
electrons on neighboring faces should have the same spin. But if Ne < Nd not all faces are oc-
cupied and one may form non-touching clusters with total spins pointing in different directions.
Constructing non-touching clusters of faces is a percolation problem on the dual graph of G.
This percolation problem has a percolation threshold, above which one large extended cluster
is formed. This cluster has an extensive spin, whereas all other finite clusters have a finite spin.
Therefore, above the percolation threshold the system is ferromagnetic. The percolation prob-
lem is not the classical percolation problem since each cluster with a spin S has a 2S + 1-fold
degeneracy.
Since 1993, more classes of lattices with flat bands have been found and investigated. A general
result, which covers all these cases, is available as well. It needs a condition on the projector
ρ = (ρxy)x,y∈V onto the space of single-particle ground-states [16, 34, 35].
Theorem (Mielke 1993, 1999) The Hubbard model with anNd-fold degenerate single-particle
ground state, Ux > 0, and Ne ≤ Nd electrons has a unique (2S + 1)-fold degenerate
ferromagnetic ground state with S = Nd/2 if and only if Ne = Nd and ρxy is irreducible.
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The original proof of this theorem was complicated and used a special construction for a non-
orthonormal basis of single-particle ground-states. The later proof is simpler. First, the follow-
ing result is shown:
Theorem (Mielke 1999) The Hubbard model with anNd-fold degenerate single-particle ground-
state, Ux > 0, andNe ≤ Nd electrons has a multi-particle ground state with S < Ne/2−1
if it has a single spin-flip ground state with S = Ne/2− 1.
In other words: To prove stability of ferromagnetism, it is sufficient to show that there is no
single spin-flip ground state. This is indeed easy if Ne = Nd and ρxy is irreducible. Therefore,
the first theorem is a consequence of the second. Note that the second theorem is not trivial at
all. For other lattices, you may easily construct cases where a ferromagnetic state is stable with
respect to single spin flips but where it nevertheless is not the ground state of the system.
The last two results are very general; they hold for arbitrary lattices and arbitrary, even complex,
hopping matrix elements txy. This is important because the flat band physics started to attract
much attention in the past few years for mainly two reasons. First, using optical lattices it is now
possible to investigate these systems experimentally. For instance the kagome lattice was build
using that technique by Jo et al. in 2012 [36]. Second, people became interested recently in
so-called topological flat bands. Here, the flat (often quasi flat) band arises from special choices
for the phases of complex txy.
In 2003, Tanaka and Ueda [37] showed that for the special case of the kagome lattice, the
ferromagnetic ground states remains stable if one introduces a special perturbation that yields
a small dispersion to the lowest flat band, provided U is not too small. Similarly, Tasaki [38]
showed in 1996 that for some decorated lattices the ferromagnetic ground state remains stable.
These results are important because they indicate that flat band ferromagnetism is not something
exotic like the Nagaoka ferromagnet.
Another interesting question is what happens if ρxy is not irreducible. Batista and Shastry [39]
were the first to investigate an example for such a lattice; today many examples are known. One
can show the following general results [40]:
Let ρ have the following properties:
1. ρ is reducible. It can be decomposed into Nr irreducible blocks ρk, k = 1, . . . , Nr. Nr
should be an extensive quantity, i.e., Nr ∝ Nd ∝ |V |, so that in the thermodynamic
limit the density of degenerate single-particle ground states and the density of irreducible
blocks are both finite.
2. Let Vk be the support of ρk, i.e., the set of vertices for which at least one element of ρk
does not vanish. ρk,xy = 0 if x /∈ Vk or y /∈ Vk. One has Vk ∩ Vk′ = ∅ if k 6= k′ because
of the fact that ρk are irreducible blocks of the reducible matrix ρ and
⋃
k Vk ⊆ V .
3. We choose the basis B such that the support of each basis state ψi(x) ∈ B is a subset of
exactly one Vk. We denote the number of states belonging to the cluster Vk as νk. One
has
∑
k νk = Nd.
4. νmax = maxk{νk} is O(1), i.e., not an extensive quantity.
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With these properties one can show
Theorem (Mielke 2012) For Hubbard models with a lowest single-particle eigenenergy 0which
isNd-fold degenerate and for which the projector onto the eigenspace of 0 fulfils the prop-
erties listed above, the following results hold for Ne ≤ Nd:
1. The ground state energy is 0.
2. Let Ax be an arbitrary local operator, i.e., an arbitrary combination of the four cre-
ation and annihilation operators c†xσ and cxσ. The correlation function ρA,xy =
〈AxAy〉 − 〈Ax〉〈Ay〉 has a finite support for any fixed x and vanishes if x and y
are out of different clusters Vk. The system has no long-range order.
3. The system is paramagnetic.
4. The entropy at zero temperature S(c) is an extensive quantity, S(c) = O(Ne). It
increases as a function of c = Ne/Nd from 0 for c = 0 to some maximal value
Smax ≥
∑
k[(νk − 1) ln 2 + ln(νk + 2)] and then decays to S(1) =
∑
k ln(νk + 1).
These models have therefore no long-range order. The most interesting aspect is the finite
entropy at zero temperature.
3.5 Uniform density theorem
The uniform density theorem [41–43] is valid on a bipartite lattice and at half filling. The proof
makes use of the particle-hole symmetry which is valid in that case. It states
Theorem (MacLachlan 1959, 1961; Lieb, Loss, McCann 1993) For the Hubbard model on a
bipartite lattice and at half filling, either in a canonical ensemble with Ne = |V | at T > 0
or in the ground state at T = 0 or in a grand canonical ensemble with µ = 0, the density
matrix ρσ,xy = 〈c†xσcyσ〉 has the property
ρσ,xy =
1
2
δxy ifx, y ∈ A orx, y ∈ B (23)
The theorem may appear to be trivial if one has a translationally invariant lattice in mind. The
point is, it holds for arbitrary txy and arbitrary Ux on an arbitrary bipartite graph, translational
invariance is not used and not necessary. The theorem is therefore of large importance in quan-
tum chemistry, i.e., for the Pariser-Parr-Pople variant of the Hubbard model.
3.6 Further rigorous results
There are further rigorous results on the Hubbard model. Many of them deal with the absence
of ferromagnetism or at least with the absence of a fully polarized ground state under certain
conditions. For details I refer to [8, 9, 44].
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4 (Functional) Renormalization
4.1 General idea
First ideas on renormalization were developed in the ’50s and ’60s, mainly in the context of
field theory, especially QED. The main idea is to separate different scales, often energy scales.
If one is interested in the physics at low temperature, for example, one wants to separate degrees
of freedom at higher energies from those at lower energies. Typically, this is done in many
discrete steps or in a continuous form, either by integrating out the higher degrees of freedom
or by separating them from the lower degrees of freedom. In that way, new effective interactions
between the lower degrees of freedom are generated. If one is able to control them in some way,
one can derive an effective theory at low energies.
Today, two ways have been used to apply this general idea to the Hubbard model. One idea is to
use continuous unitary transformations to (block-) diagonalize the Hamiltonian of the system.
This approach was developed independently by Wegner [45] and by Glazek and Wilson [46] and
was applied to the Hubbard model by Wegner and coworkers [47–49]. The continuous unitary
transformation brings the Hamiltonian to a block-diagonal form where in each block the number
of quasi-particles is conserved. The transformation creates new interactions between the quasi-
particles. These interactions, if they become strong, can cause instabilities of the Fermi liquid.
A stability analysis shows which kinds of long-range order may occur.
The second, older, and more popular method is to use a field theoretic formulation and to inte-
grate out higher degrees of freedom. Here as well, effective interactions occur and a stability
analysis shows which instabilities occur.
In this section, we explain briefly the field theoretic renormalization. For a detailed and mathe-
matical introduction I refer to the book of Salmhofer [50]. For a recent review I refer to [51].
4.2 Field-theoretic representation of the Hubbard model
In the following we want to deal with a system of interacting particles. Let us assume that
we have a usual two-particle interaction. The single-particle contribution typically contains the
kinetic energy and some single-particle potential. We assume that this contribution can be di-
agonalized, and we choose the basis for the representation of the Hamiltonian such that it is
diagonal. Furthermore, we assume that we have a finite system where the single-particle ener-
gies εi are discrete. Eventually, we may take the thermodynamic limit. Then, the Hamiltonian
is of the form
Hˆ =
∑
i
εi c
†
ici +
∑
i,j,k,l
Vi,j,k,l c
†
ic
†
jclck (24)
Having such a system, one typically wants to calculate expectation values of some operators
A = A({c†i , ci}). At finite temperatures, they are
〈A({c†i , ci})〉 = Z−1Tr
[
A({c†i , ci}) exp
(− β(Hˆ − µNˆ))] (25)
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where β = 1/T is the inverse temperature, µ is the chemical potential and
Z = Tr exp
(− β(Hˆ − µNˆ)) (26)
is the grand canonical partition function of the system. The traces are calculated over the entire
Fock space. We now use the standard way to obtain a field-theoretic representation for the grand
canonical partition function. For a general introduction see the book of Negele and Orland [52].
It uses two main ingredients:
1. Coherent states for fermions, constructed with the help of Grassmann variables ξi. A
coherent state for Fermions is defined as an eigenstate of the annihilation operators and
has the form
|ξ〉 = exp
(
−
∑
i
ξic
†
i
)
|vac.〉 =
∏
i
(1− ξic†i )|vac.〉 (27)
These states form an over-complete basis with the completeness relation∫
D[ξ] exp
(
−
∑
i
ξ∗i ξi
)
|ξ〉〈ξ| = 1 (28)
2. The representation
exp
(
− β(Hˆ − µNˆ)
)
=
[
exp
(
− β
M
(Hˆ − µNˆ)
)]M
(29)
together with the fact that for large M , i.e., small ε = β/M one has
exp
(
− ε(Hˆ − µNˆ)
)
=: exp
(
− ε(Hˆ − µNˆ)
)
: +O(ε2) (30)
The symbols : . : denote normal ordering, which means that all creation operators stand
left of all annihilation operators. We need the normal ordering to calculate matrix ele-
ments of operators between two coherent states. If the operator is normal-ordered, we
obtain its matrix element simply be replacing the creation and annihilation operators by
the corresponding Grassmann variables.
These two ingredients are used to write the partition function in the form
Z = lim
M→∞
∫
D[ξ] exp
(
− SM [ξ]
)
(31)
SM [ξ] = ε
M∑
k=1
[∑
i
ξ∗i,k
(
ξi,k − ξi,k−1
ε
− µ ξi,k
)
+H({ξ∗i,k, ξi,k−1})
]
(32)
where ε = β/M . Typically one introduces in the limit M → ∞ the function ξi(τ), where
ξi,k = ξi(εk). Then we may write
ξi,k − ξi,k−1
ε
=
ξi(εk)− ξi(εk − ε)
ε
→ ∂ξi(τ)
∂τ
(33)
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ε
M∑
k=1
→
∫ β
0
dτ (34)
and
S[ξ] =
∫ β
0
dτ
(∑
i
ξ∗i (τ)
(
∂
∂τ
− µ
)
ξi(τ) +H({ξ∗i (τ), ξi(τ)})
)
(35)
Z =
∫
ξi(β)=−ξi(0)
D[ξ] exp
(− S[ξ]) (36)
Here and in the following I give only a brief overview, for details I refer to standard text books
like [52].
To use this method for a renormalization of the Hubbard model, we formulate the Hubbard
model in momentum space
H =
∑
~k,σ
ε~k c
†
~k,σ
c~k,σ +
1
2
∑
k1...k4,σ1...σ4
V~k1,~k2,~k3,~k4 c
†
~k1σ1
c†~k2,σ2c~k4,σ4c~k3,σ3 (37)
Due to translational invariance, the single-particle Hamiltonian Hkin is diagonal. Further, we
use the fact that the functions ξi(τ) are anti-periodic and use a Fourier representation φ with
Fourier frequencies ωn. The partition function now becomes
Z =
∫
D[φ] exp
(
S[φ∗, φ]
)
(38)
S[φ∗, φ] =
∑
K
(iωn − ε~k + µ)φ∗KφK − V [φ∗, φ] (39)
where K = (ωn, ~k, σ) is a multi index, which contains the wave vector, the frequencies ωn, and
the spin. The interaction is still a generic interaction.
The physics of the system can be obtained by calculating expectation values, in particular prop-
agators. This can be done using the generating functions. There are several ways to do that. A
generating function that yields all connected propagators is
W [J∗, J ] = ln
〈
exp
(
−V [φ∗, φ] +
∑
K
(
J∗KφK + φ
∗
KJK
))〉
0
(40)
Here 〈· · · 〉0 denotes the expectation value in the non-interacting system, i.e.,
〈A[φ∗, φ]〉0 =
∫
D[φ]A[φ∗, φ] exp
(∑
K(iωn − ε~k + µ)φ∗KφK
)∫
D[φ] exp
(∑
K(iωn − ε~k + µ)φ∗KφK
) (41)
The main idea of renormalization is simple. We introduce a cut-off Λ and perform all integrals
in the expression for W over fields φK and φ
∗
K for which |iωn − ε~k + µ| > Λ. The remaining
integrals can again be written as
W [J∗, J ] = ln
〈
exp
−VΛ[φ∗, φ, J∗, J ] + ∑
K: |iωn−ε~k+µ|<Λ
(
J∗KφK + φ
∗
KJK
)〉
Λ,0
(42)
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The non-interacting part now depends on Λ since the integration over some of the fields intro-
duces new quadratic contributions. Since the original system is translationally invariant, the
new quadratic contributions are translationally invariant and hence diagonal. Therefore, the av-
erage depends on Λ. The new interaction VΛ[φ∗, φ, J∗, J ] also depends explicitly on Λ and on
the fields JK and J
∗
K with |iωn−ε~k+µ| > Λ. In the new integral, divergences are shifted, since
the single-particle energies ε~k and eventually µ as well are shifted. Since we are interested in
propagators near the Fermi surface, the fields JK and J
∗
K in VΛ[φ
∗, φ, J∗, J ] are uninteresting.
We will never calculate derivatives with respect to these fields. Therefore we may set them to 0
explicitly.
In a next step, we introduce a new cut-off Λ1 and perform the integral over all fields φK and φ∗K
for which |iωn− ε~k+µ| > Λ1. This yields again a new VΛ1 and shifted single-particle energies.
We iterate this procedure and obtain finally an effective theory that depends only on fields with
small values of |iωn− ε~k +µ|. This is now the effective theory we are looking for. A priori it is
not clear that the procedure converges. For special cases and for not too large interaction, one
can eventually prove convergence.
Let us mention that there are various technically different variants of the procedure described
above. Instead of a discrete series of steps one can vary the cut-off continuously. Instead of a
hard cut-off as described above, one can introduce a soft cut-off (these notions will be explained
later). Instead of W one can use a different generating function. For Fermi systems it is often
easier not to use W but
Geff [ψ
∗, ψ] = ln
〈
exp
(− V [φ∗ + ψ∗, φ+ ψ])〉
0
(43)
W and Geff contain the same information and can be mapped to each other. To see that, we
calculate
Z0 〈exp(−V [φ∗ + ψ∗, φ+ ψ])〉0
=
∫
D[φ] exp
(∑
K
(iωn − ε~k + µ)φ∗KφK − V [φ∗ + ψ∗, φ+ ψ]
)
=
∫
D[φ] exp
(∑
K
(iωn − ε~k + µ)(φ∗K − ψ∗K)(φK − ψK)− V [φ∗, φ]
)
= exp
(∑
K
(iωn − ε~k + µ)ψ∗KψK
)
×
∫
D[φ] exp
(∑
K
(iωn − ε~k + µ)φ∗KφK
− V [φ∗, φ]−
∑
K
(iωn − ε~k + µ)(φ∗KψK + ψ∗KφK)
)
= Z0 exp
(∑
K
(iωn − ε~k + µ)ψ∗KψK +W [C(K)−1ψ∗K , C(K)−1ψK ]
)
(44)
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and therefore
Geff [ψ
∗, ψ] =
∑
K
ψ∗KC(K)
−1ψK +W [C(K)
−1ψ∗K , C(K)
−1ψK ] (45)
where
C(K) =
1
iωn − ε~k + µ
(46)
Without going into the details, let us mention that since W is the generating function for con-
nected propagators, one can show that Geff is the generating function for connected, amputated
propagators. Due to the factors C(K)−1 in the argument of W , one multiplies the final result
by a factor C(K)−1 = (iωn − ε~k + µ) for each derivative one takes, so that the factors C(K)
for the external lines are cancelled.
4.3 Renormalization group equations forGeff
In this subsection we derive the renormalization group equation for the effective action. In
contrast to the above description for W we will use a continuous renormalization. For compu-
tational and mathematical details we refer to [50].
Let us introduce the modified propagator
CΛ(K) =
ΘΛ(K)
iωn − (ε~k − µ)
(47)
Here ΘΛ(K) is a cut-off function. The most simple case would be a hard cut-off, e.g.,
ΘΛ(K) = θ
(|ε~k − µ− iωn| − Λ) (48)
For analytic calculations, a cut-off function that is differentiable might be more suitable. This
is called a weak cut-off. For |ε~k − µ − iωn|  Λ one has ΘΛ(K) = 1 and CΛ(K) = C(K).
For |ε~k − µ− iωn|  Λ one has ΘΛ(K) = 0 and therefore CΛ(K) = 0. I define
GΛeff [ψ
∗, ψ] = ln
∫
D[φ] exp
(∑
K φ
∗
K(C
Λ(K))−1φK − V [φ∗ + ψ∗, φ+ ψ]
)∫
D[φ] exp
(∑
K φ
∗
K(C
Λ(K))−1φK
) (49)
For values of K with ΘΛ(K) = 0 only φK = 0 contributes. GΛeff is then given by −V . For
values of K with ΘΛ(K) = 1, GΛeff is given by Geff . G
Λ
eff interpolates between −V and Geff .
The goal is to derive a differential equation for GΛeff which has the initial condition −V and can
be solved. We start with
F [ψ∗, ψ] = F
[
∂
∂η
,
∂
∂η∗
]
exp
(∑
K
(η∗KψK + ηKψ
∗
K)
)∣∣∣∣∣
η=η∗=0
(50)
∫
D[φ] exp
(∑
K
φ∗K(C
Λ(K))−1φK +
∑
K
(η∗KφK + ηKφ
∗
K)
)
= exp
(∑
K
η∗KC
Λ(K)ηK
)∫
D[φ] exp
(∑
K
φ∗K(C
Λ(K))−1φK
) (51)
11.20 Andreas Mielke
The second equation can be written as〈
exp
(∑
K
(η∗KφK + ηKφ
∗
K)
)〉
Λ,0
=
∫
D[φ] exp
(∑
K φ
∗
K(C
Λ(K))−1φK +
∑
K(η
∗
KφK + ηKφ
∗
K)
)
∫
D[φ] exp
(∑
K φ
∗
K(C
Λ(K))−1φK
)
= exp
(∑
K
η∗KC
Λ(K)ηK
)
(52)
This yields
exp
(
GΛeff [ψ
∗, ψ]
)
=
〈
exp
(− V [φ∗ + ψ∗, φ+ ψ])〉
Λ,0
= exp
(
−V
[
∂
∂η
,
∂
∂η∗
])〈
exp
(∑
K
(η∗K(φK + ψK) + ηK(φ
∗
K + ψ
∗
K))
)〉∣∣∣∣∣
η=η∗=0
= exp
(
−V
[
∂
∂η
,
∂
∂η∗
])
exp
(∑
K
η∗KC
Λ(K)ηK +
∑
K
(η∗KψK + ηKψ
∗
K)
) ∣∣∣∣∣
η=η∗=0
= exp
(
−V
[
∂
∂η
,
∂
∂η∗
])
exp
(∑
K
∂
∂ψK
CΛ(K)
∂
∂ψ∗K
)
exp
(∑
K
(η∗KψK + ηKψ
∗
K)
)∣∣∣∣∣
η=η∗=0
= exp
(∑
K
∂
∂ψK
CΛ(K)
∂
∂ψ∗K
)
exp
(
−V
[
∂
∂η
,
∂
∂η∗
])
exp
(∑
K
(η∗KψK + ηKψ
∗
K)
)∣∣∣∣∣
η=η∗=0
= exp
(∑
K
∂
∂ψK
CΛ(K)
∂
∂ψ∗K
)
exp
(
− V [ψ∗K , ψK ]
)
(53)
and
∂
∂Λ
exp
(
GΛeff [ψ
∗, ψ]
)
=
∑
K
∂
∂ψK
∂CΛ(K)
∂Λ
∂
∂ψ∗K
exp
(
GΛeff [ψ
∗, ψ]
)
(54)
finally
∂
∂Λ
GΛeff [ψ
∗, ψ] =
∑
K
∂
∂ψK
∂CΛ(K)
∂Λ
∂GΛeff [ψ
∗, ψ]
∂ψ∗K
+
∑
K
∂GΛeff [ψ
∗, ψ]
∂ψK
∂CΛ(K)
∂Λ
∂GΛeff [ψ
∗, ψ]
∂ψ∗K
(55)
This is the differential equation for GΛeff we were looking for. It is an exact renormalization
group equation.
4.4 Numerical solutions
In general, it is not possible to solve the renormalization equation exactly. Furthermore, it
is not at all clear that the results do not diverge. It is well known that for sufficiently low
temperatures, a divergence occurs that leads to a superconducting instability. The Fermi liquid
becomes a superconductor. This effect is called the Kohn-Luttinger effect. It was found by
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Kohn and Luttinger [53] in a second order perturbative calculation in 1965 and can be treated
in a mathematically rigorous way [50].
The exact flow equation (55) is the basis of various approximations. Approximations are mostly
truncations of the effective action Geff . In general, it contains arbitrary many-body terms. Most
approximations truncate it to a two-particle term. Often, further truncations to special two-
particle terms are used. It turns out that rather simple truncations are sufficient to describe
the many-body phenomena one is interested in. Compared to other techniques, the functional
renormalization group has many advantages. The most important is that it allows for a very
precise description of low energy scales. For a detailed review of truncation schemes I refer
to [51].
But even after a suitable truncation, the resulting equations for the expansion coefficients can
often not be treated analytically. A numerical solution is possible, but needs a discretization of
k-space. Often, one uses a discretization along the Fermi surface (in 2D, a line) and splits the k-
space in sectors, each containing exactly one of the segments of the Fermi surface. First results
applying such a truncation and discretization scheme were obtained by Halboth and Metzner
[54,55]. Their approach neglected the frequency dependence. More recent approaches are more
sophisticated, using a more elaborate truncation scheme or taking the frequency dependence
into account.
4.5 Some results
Without going into details, we list some of the important instabilities found using renormaliza-
tion theory, mainly in two dimensions. For a detailed review we refer to the article of Metzner
et al. [51].
1. On the square lattice with nearest-neighbor hopping t, next-nearest-neighbor hopping t′,
and (if not stated otherwise) a repulsive interaction U > 0 one finds several instabilities
of the Fermi liquid:
(a) Anti-ferromagnetism at or close to half filling (µ = 0) for t′ = 0.
This is consistent with the expectations for large U and with Lieb’s theorem, see
Sect. 3.1.
(b) d-wave Cooper pairing at small negative values of t′ and away from half filling.
The dx2−y2 pairing is found in a large parameter region using various different trun-
cation schemes. It is therefore now widely believed that the Hubbard model has a
d-wave superconducting ground state at weak repulsive interactions U > 0.
The interplay between anti-ferromagnetism and d-wave Cooper pairing is interesting
since it occurs as well in high-temperature cuprate superconductors.
(c) A Pomeranchuk instability (an anisotropic deformation of the Fermi surface) leading
to orientational symmetry breaking, at sufficiently large |t′|.
According to the uniform density theorem, there is no Pomeranchuk instability on a
bipartite lattice at half filling, see Sect. 3.5
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(d) A ferromagnetic instability, which may occur if one varies t′ and µ simultaneously
so that the system stays at the van Hove singularity. At the van Hove singularity,
the density of states is infinite. A large or infinite density of states at the Fermi level
is believed to favor ferromagnetism, according to the Stoner criterion, which is a
simple translationally invariant mean-field criterion.
Although there is no extensive degeneracy of states in the single-particle spectrum
at the Fermi surface, this results is similar to flat-band ferromagnetism, see Sect. 3.4.
Let us mention that some of the functional renormalization schemes indicate a direct
competition between ferromagnetism and superconductivity.
(e) s-wave Cooper pairing at negative U .
2. On other two-dimensional lattices
(a) Unconventional superconductivity or non-magnetic insulating states on the triangu-
lar lattice.
On the triangular lattice, the anti-ferromagnetic order is strongly suppressed because
the lattice is not bipartite and the anti-ferromagnetic spin interaction is strongly
frustrated.
At weak interactions, only a superconducting instability is expected.
(b) On the hexagonal (honeycomb) lattice at half filling, the Fermi surface consists of
a set of Dirac points. The density of states vanishes. There are no instabilities at
small interactions. At stronger interactions, various instabilities have been found,
including a spin liquid and f -wave Cooper pairing.
A more complete summary of these results can be found in [51].
5 Summary, conclusions, and outlook
The aim of this lecture was to present an introduction to the Hubbard model and its properties
so that the reader has an overview and knows the very recent advances in the field as well. I
put the focus on rigorous results, since they already provide much insight into the physics of
the Hubbard model and serve as landmarks, and shortly described the method of functional
renormalization and the results obtained.
The reader who is interested in rigorous results can take the three short reviews of Lieb [8] and
Tasaki [9, 44] as a starting point or can dive into the original proofs using the references. There
are still many open questions in this field.
The reader who wants to better understand functional renormalization should consult the review
of Metzner et al. [51], or, if he is interested in the mathematical aspects, the book of Salmhofer
[50].
Many other methods have been used to study the Hubbard model. Some of them are introduced
and discussed in the other lectures in this School.
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The fermionic Hubbard model has been investigated during the last 50 years, but there are
still lots of open questions. In the past five years, the interest in the bosonic Hubbard model
has increased, mainly because it is possible now to experimentally investigate such systems
using optical lattices. Much less is known for the bosonic case. Most of the proof techniques
that worked well for fermions cannot be applied here, so that there are only very few rigorous
results. Other techniques that have been applied to the fermionic case are difficult as well. But
due to the current and increasing interest, I expect many new results in this fascinating field in
the near future.
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1 The Hubbard model
The Hubbard model was proposed in the 1960’s to describe electrons in 3d transition metals.
In these elements, the radial wave function of the 3d-electrons has a very small spatial ex-
tent. Therefore, if the 3d shell is occupied by several electrons, these are forced to be close
to one another on the average so that the electrostatic energy will be large. The energy of a
given transition-metal ion therefore varies strongly with the number of electrons it contains.
To study the motion of conduction electrons under the influence of this strong Coulomb re-
pulsion Hubbard [1], Kanamori [2] and Gutzwiller [3] proposed a simplified model. Thereby
both the five-fold degeneracy of the 3d-orbital and the presence of other bands in the solid are
neglected. Rather, one considers a lattice of sites – whereby the geometry of the lattice is not
really specified – with one s-like orbital at each site. Orbitals on different sites are assumed
to be orthogonal, but for not too distant sites i and j there are nonvanishing matrix elements
ti,j of the Hamiltonian between the orbitals centered on these sites. The Coulomb interaction
between electrons in orbitals on different sites is neglected, but if two electrons – which then
necessarily have opposite spin – occupy the same orbital the energy is assumed to increase by
the large amount U to simulate the strong dependence of the energy on the occupation number.
If we denote the creation operator for an electron of spin σ in the orbital at the lattice site i by
c†i,σ the model thus can be written as
H =
∑
i,j
∑
σ
ti,j c
†
i,σcj,σ + U
∑
i
ni,↑ni,↓ = Ht +HU . (1)
Here ni,σ = c
†
i,σci,σ counts the number of electrons with spin σ in the orbital at site i.
After the discovery of the cuprate superconductors in 1987 and after Zhang and Rice demon-
strated [4] that the CuO2 planes in these compounds can be described by the so-called t-J model
– which is equivalent to the Hubbard model in the limit U/t  1 – there was renewed interest
in the 2-dimensional Hubbard model. However, the lightly doped Mott-insulator – which most
probably is the system to be understood in order to solve the many puzzles posed by the cuprate
superconductors – is still far from being solved. Accordingly, the purpose of this lecture is to
present basic approximations and to discuss some of the problems which so far precluded a full
solution.
We consider (1) for a two-dimensional square lattice with N sites and periodic boundary con-
ditions. The number of electrons with spin σ in the system is denoted by Nσ – whereby we
are mostly interested in the nonmagnetic case N↑ = N↓ – so that the number of electrons is
Ne = N↑ + N↓. In the following, densities per site will be denoted n, e.g., n↑ = N↑/N . For
ne = 1 we have N↑ = N↓ = N/2 so that precisely half of the k-points for each spin direction
are occupied and we have a half-filled band, i.e., a metal in conventional band theory. Instead
it will be shown below that for sufficiently large U/t the Hubbard model describes an insula-
tor, the so-called Mott-insulator. The region of primary concern for cuprate superconductors is
ne ≥ 0.8, i.e., the lightly doped Mott-insulator, and U/t ≈ 10.
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2 The Hubbard-I approximation
This is the ‘defining approximation’ of the Mott-insulator by which Hubbard for the first time
introduced central concepts of strongly correlated electron systems such as the two Hubbard
bands [1]. In the following we first give a sloppy re-derivation which is meant to clarify the
physical content of the Hubbard-I approximation and then present Hubbard’s rigorous deriva-
tion in terms of Green’s functions.
We consider the case of finite U and ti,j = 0, N↑ = N↓ = N/2 so that Ne = N . The ground
state has one electron per lattice site and the energy is E = 0. Since the spin of the electron at
any given site is arbitrary this ground state is highly degenerate. We ignore this degeneracy and
assume that there is a unique state |Ψ0〉 which may be thought of as a suitable superposition of
all these degenerate states and which we assume to be ‘disordered’ – it will become clear in a
moment what this means.
Next we assume that a small but finite ti,j is switched on. Then, an electron of spin σ can be
transferred from a site j to another site i resulting in an empty site at j and a double occupancy
at site i. The energy thereby increases by U . The hopping process is possible only if the
electron which was originally at the site i has the spin −σ and since our initial state |Ψ0〉 is
‘disordered’ the probability for this to be the case is 1/2, which is the definition of ‘disordered.’
We now interpret the original state |Ψ0〉 as the vacuum, denoted by |0〉, of our theory and the
state created by the hopping process as containing a fermionic hole-like particle at j and a
fermionic double-occupancy-like particle at site i: d†i,σ h
†
j,−σ|0〉. The order of the fermionic
operators in this state is due to the fact that in the original hopping term the annihilation operator
cj,σ which creates the hole stands to the right of the creation operator c
†
i,σ which creates the
double occupancy. Moreover we assign the negative spin to the operator which creates the hole
because replacement of, e.g., an ↑-electron by a hole decreases the z-spin by 1/2. We obtain
the following Hamiltonian to describe the holes and double occupancies:
Heff,1 =
1
2
∑
i,j
∑
σ
(
ti,j d
†
i,σh
†
j,−σ +H.c.
)
+ U
∑
i,σ
d†i,σdi,σ . (2)
Once a hole and a double occupancy have been created, each of these particles may be trans-
ported further by the hopping term. If we assume that the surplus or missing electron retains its
spin, which means that the double occupancies and holes propagate without ‘leaving a trace’ of
inverted spins, for example a surplus ↑-electron can hop from site i to site j only if the spin at
site j is ↓. Again, we assume that the probability for this is 1/2. We therefore can write down
the second term for the effective Hamiltonian
Heff,2 =
1
2
∑
i,j
∑
σ
ti,j
(
d†i,σdj,σ − h†i,−σhj,−σ
)
. (3)
The negative sign of the hopping term for holes is due to the fact that the original hopping term
has to be rewritten as −ti,j cj,σc†i,σ to describe the propagation of a hole. Addition of (2) and (3)
and Fourier transformation gives
Heff =
∑
k,σ
((εk
2
+ U
)
d†k,σdk,σ −
εk
2
h†k,σhk,σ
)
+
∑
k,σ
εk
2
(
d†k,σh
†
−k,−σ +H.c.
)
, (4)
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where εk is the Fourier transform of ti,j . Note that this now is a quadratic form where the
Coulomb interaction is described by the extra energy of U for the double-occupancy-like ‘par-
ticle.’ Via the Bogoliubov transformation
γ−,k,σ = ukdk,σ + vkh
†
−k,−σ
γ+,k,σ = −vkdk,σ + ukh†−k,−σ (5)
this can be solved resulting in the dispersion relations for the lower and upper Hubbard band
Ek,± =
1
2
(
εk + U ±
√
ε2k + U
2
)
. (6)
In the limit U/t  1 this simplifies to Ek,− = εk/2, Ek,+ = εk/2 + U so that the original
band with dispersion εk is split into two bands, separated by a gap of U , each having half of
the original width. For the case of particle-hole symmetry, the chemical potential is U/2 [5], so
the lower band is completely filled and the upper one completely empty. Rather than being a
metal, as expected for the situation of a half-filled band, the presence of the Coulomb interaction
turns the system into an insulator. From the above we can see that this is the consequence of
‘expanding around’ the hypothetical ‘vacuum state’ |Ψ0〉 with one electron per site so that we
obtain a dilute gas of hole-like and double-occupancy-like particles that are created in pairs and
propagate, whereby the double-occupancies have a large ‘energy of formation’ of U .
To compute the spectral weight of the bands we translate the electron annihilation operator as
follows:
ck,σ =
1√
2
(
dk,σ + h
†
−k,−σ
)
=
1√
2
(
(uk + vk)γ−,k,σ + (uk − vk)γ+,k,σ
)
.
Namely, annihilation of an electron on a singly occupied site creates a hole, whereas annihila-
tion on a doubly occupied site annihilates a double occupancy. The factor of 1
√
2 takes into
account that both processes are possible with a probability of 1/2 in the disordered state. We
obtain
Z±(k) =
1
2
(
uk ∓ vk
)2
=
1
2
(
1± εk√
ε2k + U
2
)
. (7)
Taking again the limit U/t  1, the spectral weight of each of the bands is only ≈ 1/2 per
k-point.
Next, we derive these results in a more rigorous fashion following Hubbard’s original paper [1].
We split the electron operator into the two eigenoperators of the interaction part HU in (1):
ci,σ = ci,σni,−σ + ci,σ(1− ni,−σ) = dˆi,σ + cˆi,σ, (8)
which obey [dˆi,σ, HU ] = Udˆi,σ and [cˆi,σ, HU ] = 0. Then we define the four time-ordered zero-
temperature Green’s functions [6]
Gα,β(k, t) = −i〈 Tαk,σ(t) β†k,σ 〉, (9)
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where α, β ∈ {cˆ, dˆ}. These Green’s functions obey the equations of motion (with ~ = 1)
i∂t Gα,β(~k, t) = δ(t) 〈 {β†k,σ, αk,σ} 〉 − i〈 T [αk,σ, H](t) β†k,σ 〉.
The commutators [αk,σ, HU ] are trivial but the commutators with the kinetic term Ht are in-
volved. After some algebra, using the identity ni,σ = ni/2 + σSzi . we find:
[cˆi,↑, Ht] =
∑
j
tij
[(
1− ne
2
)
cj,↑ + (cj,↑S
z
i + cj,↓S
−
i )−
1
2
cj,↑(ni − ne) + c†j,↓ci,↓ci,↑
]
,
[dˆi,↑, Ht] =
∑
j
tij
[
ne
2
cj,↑ − (cj,↑Szi + cj,↓S−i ) +
1
2
cj,↑(ni − ne)− c†j,↓ci,↓ci,↑
]
.
(10)
The first term on the right-hand side describes the ‘simple’ propagation of the hole. The sec-
ond term is the Clebsch-Gordan contraction of the spin-1 operator Si and the spinor cj,σ into
a spin-1/2 object. It describes how a hole moves to site j but leaves behind a spin-excitation
at site i. Similarly, the third term describes hopping combined with creation of a density exci-
tation at site j whereas the last term describes the coupling to a pair-excitation (this would be
important for negative U ). The Hubbard-I approximation is obtained by keeping only the first
term in each of the square brackets on the respective right-hand sides – obviously a rather crude
approximation. After Fourier transformation we obtain
[cˆk,↑, H] ≈
(
1− ne
2
)
εk
(
cˆk,↑ + dˆk,↑
)
[dˆk,↑, H] ≈ ne
2
εk
(
cˆk,↑ + dˆk,↑
)
+ U dˆk,↑
If we set ne = 1/2 and identify
√
2 dˆk,σ → dk,σ√
2 cˆk,σ → h†k,−σ (11)
exactly the same equations of motion are obtained from the heuristic Hamiltonian Heff (4) (the
significance of the factor
√
2 will become clear in a moment).
Using the anticommutator relations {dˆ†i,σ, dˆi,σ} = ni−σ, {cˆ†i,σ, cˆi,σ} = (1− ni−σ), {dˆ†i,σ, cˆi,σ} =
{cˆ†i,σ, dˆi,σ}=0 and putting 〈ni,σ〉=ne/2 we obtain the Fourier transformed equations of motion:(
ω − (1− ne/2) εk −(1− ne/2) εk
−ne/2 εk ω − ne/2 εk − U
)(
Gcˆ,cˆ Gcˆ,dˆ
Gdˆ,cˆ Gdˆ,dˆ
)
=
(
1− ne/2 0
0 ne/2
)
. (12)
If we consider again ne = 1/2 and multiply both sides of (12) by 2 we have the unit matrix on
the right while all Green’s functions are multiplied by a factor of 2 – which would originate from
the additional factor of
√
2 in (11). The Hamiltonian (4) would therefore produce exactly the
same equations of motion as the Hubbard-I approximation, which demonstrates the equivalence.
We continue with arbitrary ne and use the identity (which holds for any 2× 2 matrix)(
a b
c d
)−1
=
1
ad− bc
(
d −b
−c a
)
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Fig. 1: Left: Single particle spectral function obtained from the Green’s function (13) for two
different electron densities. The Fermi energy is at zero. Right: X-ray luminescence spectra
for La2−xSrxCuO4 show the unoccupied part of the lower Hubbard-band (A) and the upper
Hubbard-band (B). With decreasing ne ≈ 1−x the upper Hubbard-band rapidly loses intensity.
Reprinted with permission from [7], Copyright 1991 by the American Physical Society.
to solve for the Green’s function matrix G(k, ω). Recalling that ck,σ = cˆk,σ+ dˆk,σ, the standard
electron Green’s function G(k, ω) is given by G = Gcˆ,cˆ + Gcˆ,dˆ + Gdˆ,cˆ + Gdˆ,dˆ and after some
algebra this can be brought to the form
G(k, ω) =
1
ω − εk −Σ(ω)
Σ(ω) =
ne
2
U +
ne
2
(
1− ne
2
) U2
ω − (1− ne
2
) U
(13)
from which also the self-energy Σ(ω) corresponding to the Hubbard-I approximation can be
read off. In order to fix the Fermi energy EF we write the operator of electron number as
Nˆe = 2
∑
i
ni,↑ni,↓ +
∑
i
(
ni,↑(1− ni,↓) + ni,↓(1− ni,↑)
)
=
∑
i,σ
(
dˆ†i,σdˆi,σ + cˆ
†
i,σ cˆi,σ
)
.
The expectation value of Nˆe then can be expressed in terms of the Green’s functions (9)
〈Ne〉 = −2i
∑
k
(
Gdˆ,dˆ(k, t = 0
−) +Gcˆ,cˆ(k, t = 0−)
)
= −2i
∑
k
1
2pi
∫ ∞
−∞
dω eiω0
+
(
Gdˆ,dˆ(k, ω) +Gcˆ,cˆ(k, ω)
)
= 2
∑
k
∫ µ
−∞
dω
(
Adˆ,dˆ(k, ω) + Acˆ,cˆ(k, ω)
)
, (14)
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Fig. 2: Left: Fermi surface for different electron densities. Right: Fermi surface volume as a
function of electron density ne.
where Adˆ,dˆ and Acˆ,cˆ are the spectral densities of the respective Green’s function. The resulting
expression for Ne is somewhat lengthy so we do not write it explicitly. Close to half-filling it
can be written as
Ne = Θ(EF − Ek,−) +O(1− ne).
For ne = 1 this means that the completely filled lower Hubbard band withN occupied momenta
per spin-direction corresponds to N electrons (as it has to be), whereas for ne < 1 it means that
the lower Hubbard band is doped with holes. Figure 1 shows the spectral density obtained from
the Green’s function (13) for U/t = 8 and two different band fillings, whereas Figure 2 shows
the resulting Fermi surfaces and the dependence of the Fermi surface volume, obtained from
(14), on the electron density. In Figure 1, one can recognize the two Hubbard bands separated
by an appreciable energy gap. For ne = 0.9, i.e. close to half-filling, the Fermi energy intersects
the lower Hubbard band close to (pi, pi) so that the Fermi surface takes the form of a small
pocket around X = (pi, pi), see Figure 2, whereby the area of the pocket is roughly proportional
to the hole density nh = 1− ne.
An interesting feature seen in Figure 1 is the transfer of spectral weight from the upper to the
lower Hubbard band upon hole doping: as the electron density ne decreases, the upper Hubbard
band persists but loses weight, whereas the lower Hubbard band becomes more intense. To un-
derstand this we note first that for ne ≤ 1 the upper Hubbard band always belongs to the inverse
photoemission or electron addition spectrum. Also, we have seen in the simplified derivation
that the upper band mainly has double-occupancy character. As electrons are removed from the
system, however, the probability that an added electron is placed at an occupied site to create
a double occupancy becomes smaller and consequently the weight of the upper band dimin-
ishes. This doping-dependent intensity of what would be the conduction band in an ordinary
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persionless ‘‘dressed hole’’ bands in Fig. 5. The spectrum of
the spin-3/2 string operator on the other hand has its peaks
with maximal spectral weight around momentum k( ,),
indicating that also in the doped case there is an ‘‘antiferro-
magnetic mirror image’’ of the quasiparticle band which,
however, consists of spin-3/2 states. Again, coupling of
photoholes to thermally excited spin excitations may make
these states visible in ARPES spectra, thus explaining the
‘‘shadow bands’’ seen in photoemission experiments by
Aebi et al.25 Similarly, as for half-filling, one might specu-
late that a magnetic field, which would break spin symmetry
and thus allow for a coupling of ‘‘bands’’ with different total
spin, would enhance the spectral weight of these shadow
bands.
All in all we have seen that the ‘‘band structure’’ four-
band structure, dispersion of regions of large spectral weight,
‘‘character’’ of the bands as measured by the diagnostic op-
erators stays pretty much unchanged as long as we are in the
underdoped regime. At half-filling the four-band structure is
closely related to the sharp low-energy mode in the dynami-
cal spin correlation function, which naturally suggests to
study the spin response also as a function of doping. Figure
15 shows the spin-correlation function, sz(k,) left col-
umn, and the charge-correlation function, cc(k,) right
column, for T0.33t and densities n0.95 underdoped,
n0.90 nearly optimally doped, and n0.80 over-
doped. The spin response is sharply confined in both mo-
mentum k( ,) and energy  only in the under-
doped region, i.e., the regime where we also observe the
features associated with spin excitations in the single-particle
spectra. As was the case at half-filling for temperatures be-
low T0.33t , the spin response can be fitted by the AF
spin-wave dispersion 19 in the underdoped regime. On the
other hand, as soon as the system enters the overdoped re-
FIG. 10. Single-particle spectral function for
all k points of the 88 cluster in the irreducible
wedge of the Brillouin zone. For each k the
weight wk is given.
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Fig. 3: Left: Single particle spectral function A(k, ω) obtained by Quantum Monte-Carlo sim-
ulations on an 8 × 8 cluster at kBT = t. Right: Fermi surface volume (15) deduced from
A(k, ω) versus electron density. The dashed line corresponds to free electrons. Reprinted with
permission from [8], Copyright 2000 by the American Physical Society.
semiconductor or insulator is one of the fingerprints of strong correlations and can be observed
experimentally in cuprate superconductors. An example is shown in Figure 1 [7]. It should be
noted, however, that the Hubbard-I approximation considerably underestimates the decrease of
the intensity of the upper Hubbard band with doping.
Figure 2 also shows the dependence of the Fermi surface volume VFermi on electron density ne.
More precisely, this is the fraction of the Brillouin zone where the lower Hubbard band is
below EF , i.e., ‘occupied.’ Also shown is the Fermi surface volume for free electrons, where
VFermi = ne/2. The Hubbard-I approximation gives VFermi → 1, a completely filled band,
as ne → 1, and approaches the free electron behavior for small ne. This leads to a peculiar
nonlinear dependence in VFermi(ne), which most probably is unphysical.
Let us now compare the Hubbard-I approximation to nume ical simulations. As we saw in our
simplified derivation, an important assumption of the Hubbard-I approximation is the ‘disor-
dered’ grou d tate. This is best re lized at high temperatures, more precisely at a tempera-
ture much higher than the characteristic energy of spin excitations, which will be seen to be
J = 4t2/U . Figure 3 shows the result of a quantum Monte-Carlo calculation of the spectral
density for an 8 × 8 cluster at the rather high temperature kBT = t. The 8 × 8 cluster has
the allowed momenta (npi/4,mpi/4) with integer m and n and Figure 3 shows the part of the
spectral density near the chemical potential µ for all allowed momenta in the irreducible wedge
of the Brillouin zone for an electron densities close to ne = 1. Close to (pi, pi) a relatively
well-defined peak pa ses through µ as (pi, pi) is appr ached and f rms a relatively small hole
pocket around (pi, pi) – similar to the prediction of the Hubbard-I approximation in Figure 1
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for ne = 0.9. To study VFermi, an ‘occupation number’ nk of 1, 0.5 or 0 was assigned to each
momentum k, depending on whether the dispersive peak is below, more or less on, or above the
chemical potential at k. The fractional Fermi surface volume then is
VFermi =
1
64
∑
k
nk, (15)
where 64 is the number of momenta in the 8 × 8 cluster. The obtained estimate for VFermi is
also shown in Figure 3 as a function of electron density and indeed has a rough similarity to the
result for the Hubbard-I approximation.
3 The Gutzwiller wave function
The Gutzwiller wave function is the second ‘classic’ approximation for the Hubbard model.
It starts from the Fermi sea |FS〉, i.e. the ground state for U = 0, and reduces the number of
double occupancies by acting with a suitable projection operator. More precisely, the Gutzwiller
wave function reads [3]
|ΦG〉 =
∏
i
(1− λ ni,↑ni,↓) |FS〉,
where λ is a variational parameter to be determined by minimizing the energy EG. First we
rewrite the Fermi sea as a superposition of real space configurations. Suppressing the spin
index we have
M∏
j=1
c†kj |0〉 =
1√
N
M
∑
i1,i2,i3,...iM
exp
(
i
M∑
j=1
kj ·Rij
)
M∏
j=1
c†ij |0〉
=
1√
N
M
∑
i1>i2>i3···>iM
∑
σ
exp
(
i
M∑
j=1
kj ·Riσ(j)
)
M∏
j=1
c†iσ(j) |0〉
In the second line we used the fact that instead of summing over allM -tuples of indices we may
as well sum only over ordered M -tuples of indices and then sum over all M ! permutations σ of
the M indices.
Next, in each of the products
∏M
j=1 c
†
iσ(j)
we permute the c†i operators back to the ordered
sequence c†i1c
†
i2
. . . c†iM . The permutation that brings σ(i) → i obviously is σ−1 and since the
Fermi sign of σ−1 is equal to that of σ we obtain
1√
N
M
∑
i1>i2>i3···>iM
∑
σ
(−1)σ exp
(
i
M∑
j=1
kj ·Riσ(j)
)
c†i1c
†
i2
. . . c†iM |0〉
=
1√
N
M
∑
i1>i2>i3···>iM
D(k1,k2, . . . ,kM |i1, i2, . . . iM) c†i1c†i2 . . . c†iM |0〉,
where the second line is the definition of the symbol D(kj|ij). From the above we see that the
Fermi sea may be thought of as a superposition of real space configurations
c†i1,↑c
†
i2,↑c
†
i3,↑ . . . c
†
iN↑ ,↑ c
†
j1,↓c
†
j2,↓c
†
j3,↓ . . . c
†
jN↓,↓ |0〉
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that are multiplied by two determinants D, one for each spin direction. Each of these real
space configurations has a certain number Nd of doubly occupied sites and therefore gets an
additional factor of (1 − λ)Nd < 1 in the Gutzwiller wave function so that states with a larger
number of double occupancies have a smaller weight as compared to the original Fermi sea.
The Gutzwiller function can be decomposed into components with fixed Nd
|ΦG〉 =
∑
Nd
|Φ(Nd)〉 ,
where |Φ(Nd)〉 is the sum over all real-space configurations with Nd double occupancies, each
multiplied by its proper prefactor. The total norm 〈ΦG|ΦG〉 can be rewritten as the sum over Nd
of W (Nd) = 〈Φ(Nd)|Φ(Nd)〉 and we consider which Nd gives the largest contribution in this
sum. To compute norms, we need to evaluate expressions such as
D∗(kj|ij) D(kj|ij) =
∑
σ,σ′
(−1)σ (−1)σ′ exp
(
i
M∑
j=1
kj · (Riσ(j) −Riσ′(j))
)
=M ! +
∑
σ 6=σ′
(−1)σ (−1)σ′ exp
(
i
M∑
j=1
kj · (Riσ(j) −Riσ′(j))
)
. (16)
where in the first term we have collected the M ! terms with σ = σ′. At this point, we make
an important approximation: (16) still has to be summed over i1, i2, i3 . . . iM . The terms for
σ 6= σ′ thereby have a rapidly oscillating phase and a large degree of cancellation will occur in
the summation. Accordingly we retain only the first term, i.e., we replace
D∗(kj|ij) D(kj|ij) ≈M ! .
With this approximation the contribution of all states with Nd double occupancies becomes
W (Nd) =
N↑! N↓!
NN↑+N↓
(1− λ)2Nd C(N↑, N↓, Nd)
where C(N↑, N↓, Nd) is the number of ways in whichN↑ electrons with spin ↑ andN↓ electrons
with spin ↓ can be distributed over theN lattice sites such as to generateNd double occupancies.
This is a straightforward combinatorical problem with the result
C(N↑, N↓, Nd) =
N !
Nd!(N↑ −Nd)! (N↓ −Nd)! (N −N↑ −N↓ +Nd)! .
Next, we take the logarithm of W (Nd), use the Stirling formula log(N !) ≈ N log(N)−N and
differentiate with respect to Nd. Introducing the densities nd = Nd/N etc. we obtain
d
dNd
log (W (Nd)) = log
(
(1− λ)2 (n↑ − nd) (n↓ − nd)
nd (1− n↑ − n↓ + nd)
)
,
d2
dN2d
log (W (Nd)) = − 1
N
(
1
nd
+
1
n↑ − nd +
1
n↓ − nd +
1
1− n↑ − n↓ + nd
)
= − c
N
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where c > 0 in the last line is of order unity. The first of these equations gives us the nd
where the contribution to the norm, W (Nd) is a maximum. For the general case, the formula is
somewhat involved, so we specialize to the case n↑ = n↓ = 1/2 where
nd,0 =
1− λ
2(2− λ) . (17)
For the noninteracting case λ → 0 this gives nd,0 = 1/4 as it has to be. From the second
equation we find
log (W (Nd)) = log (W (Nd,0))− c
2N
(N −Nd,0)2 + . . .
W (Nd) = W (Nd,0) exp
(
− c
2N
(Nd −Nd,0)2
)
= W (Nd,0) exp
(
−Nc
2
(nd − nd,0)2
)
,
which shows that as a function of nd the weight W (Nd) is a Gaussian with a width ∝ N−1/2.
This means, however, that in the thermodynamical limit only states with nd = nd,0 have an
appreciable weight in the Gutzwiller wave function and variation of λ simply shifts this sharp
peak of W (Nd) to a different nd,0 An immediate consequence is that the computation of the
expectation value of the interaction Hamiltonian becomes trivial, namely 〈HU〉 = N U nd,0.
The expectation value of the kinetic energy is more involved. The above discussion showed that
the Gutzwiller wave function is composed of real-space configurations for which the number of
double occupancies is close to a certain value Nd,0, which is smaller than for the noninteracting
Fermi sea. This means, however, that the expectation value of the kinetic energy is smaller as
well. Namely, using again the operators dˆ and cˆ we have
c†i,σcj,σ = dˆ
†
i,σdˆj,σ + cˆ
†
i,σdˆj,σ + dˆ
†
i,σ cˆj,σ + cˆ
†
i,σ cˆj,σ .
If the number of double occupancies is decreased, the expectation value of the first term on
the right-hand side clearly must decrease. Second, since the number of electrons is constant,
reducing the number of double occupancies necessarily results in a reduction of the number of
empty sites by the same number so that the expectation value of the last term on the right-hand
side also must decrease.
The Gutzwiller approximation assumes that these effects can be taken into account by reducing
the expectation value of the kinetic energy of the uncorrelated Fermi sea by suitable renormal-
ization factors η:
〈ΦG|Ht|ΦG〉
〈ΦG|ΦG〉 =
∑
σ
ησ 〈FS, σ|Ht|FS, σ〉
where |FS, σ〉 is the Fermi sea for σ-electrons (if N↑ = N↓ the two terms are of course iden-
tical). These renormalization factors ησ thereby are evaluated for an ‘auxiliary wave function’
in which the determinants D(k1,k2, . . . ,kM |i1, i2, . . . iM) are replaced by a constant (which
would have to be
√
M ! if the auxiliary wave function is supposed to have the same norm as
the Gutzwiller wave function) and where the Fermi sign is ignored in the calculation of all ma-
trix elements of the hopping term (this is because the Fermi sign is supposed to be taken care
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of already by the filling of the uncorrelated Fermi sea according to the Pauli principle!). The
evaluation of the η by combinatorical considerations is discussed in a very transparent way by
Ogawa, Kanda, and Matsubara [9]. Here we use an even simpler way of calculating η by intro-
ducing four ‘book-keeping kets’ for every site i: |i, 0〉, |i, ↑〉, |i, ↓〉 and |i, ↑↓〉. They represent
in an obvious way the four possible configurations of the site i. Then we define
Bi =
|i, 0〉+ α↑|i, ↑〉+ α↓|i, ↓〉+ β|i, ↑↓〉√
1 + α2↑ + α
2
↓ + β2
|Ψ〉 =
∏
i
Bi
with real ασ and β. The state |Ψ〉 has norm 1, and if it were translated into a true state of
electrons, the numbers of electrons and double occupancies would be
〈Nσ〉 = N α
2
σ + β
2
1 + α2↑ + α
2
↓ + β2
,
〈Nd〉 = N β
2
1 + α2↑ + α
2
↓ + β2
. (18)
These equations can be reverted to give
ασ =
√
nσ − nd
1− n↑ − n↓ + nd ,
β =
√
nd
1− n↑ − n↓ + nd . (19)
On the other hand, |Ψ〉 does not correspond to a state with a fixed number of electrons, so we
introduce
|Ψ ′〉 = P(N↑, N↓, Nd) |Ψ〉 ,
where the projection operator P projects onto the component of |Ψ〉 that has precisely 〈N↑〉
↑-electrons, etc. Next, the representation of the electron annihilation operator ci,σ is
c˜i,σ = |i, 0〉 〈i, σ|+ |i,−σ〉 〈i, ↑↓ | .
Here a subtle detail should be noted: in the expression on the right-hand side it is assumed that
a double occupancy is always converted into the state |i,−σ〉 with a positive sign. This would
not be the case for the true fermion operator, where the sign would depend on the sequence of
the two electron creation operators on the doubly occupied site. This is precisely the neglect of
the Fermi sign that was mentioned above. Then, to estimate the reduction of the kinetic energy
due to the reduction of the number of doubly occupied and empty sites we evaluate
r(σ, n↑, n↓, nd) =
〈Ψ ′|c˜†i,σ c˜j,σ|Ψ ′〉
〈Ψ ′|Ψ ′〉 . (20)
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So far our auxiliary wave function has not brought about much simplification because the pres-
ence of the projection operator P makes the computation of r very tedious. It is straightforward
to see, however, that if |Ψ〉 is decomposed into components of fixed N↑, N↓, and Nd, only those
components with values of N↑, N↓, and Nd that deviate by at most N−1/2 from the average
values (18) have an appreciable weight. This means, however, that P simply can be dropped
so that we replace |Ψ ′〉 → |Ψ〉 in (20). Then, since |Ψ〉 is normalized, the denominator can be
dropped. Since |Ψ〉 is a product state, the expectation value of the two operators factorizes, and
since all sites are equivalent and the coefficients ασ and β are real, the expectation values of c˜
†
i,σ
and c˜j,σ are identical. So
r(σ, n↑, n↓, nd) = 〈Ψ |c˜†i,σ|Ψ〉2 =
(
ασ + α−σβ
1 + α2↑ + α
2
↓ + β2
)2
=
(√
nσ − nd
√
1− n↑ − n↓ + nd +√nd
√
n−σ − nd
)2
,
where the second line has been obtained by inserting (19). In this way we have expressed
r(nσ, nd) in terms of nd, which in turn is given as a function of λ by (17). Lastly, we divide r
by the value for U → 0 where nd = n↑ · n↓ to obtain the proper limiting value for U = 0 and
finally obtain
η(σ, n↑, n↓, nd) =
(√
nσ − nd
√
1− n↑ − n↓ + nd +√nd √n−σ − nd√
nσ(1− nσ)
)2
. (21)
In varying the energy it is actually easier to switch from λ to nd as variational parameter. Spe-
cializing to the paramagnetic case n↑ = n↓, the energy per site thus becomes
eG = η(nσ, nd) t0 + nd U. (22)
where eG = EG/N and t0 is the (kinetic) energy of the Fermi sea per site. Using (21) this is
now readily minimized with respect to nd.
The Gutzwiller wave function gives us strictly speaking only the ground state energies and some
ground state expectation values, but not a band structure. However, we may consider states like
|ΦG(k)〉 =
∏
i
(1− λ ni,↑ni,↓) ck,↑ |FS〉,
i.e. a state with one hole in the Fermi sea (it is understood that k is an occupied momentum).
The Fermi sea with a hole has energy EFS − εk. It thus seems plausible that the energy of
|ΦG(k)〉 is EG − ε˜k, i.e., the energy of the Gutzwiller wave function minus the ‘quasiparticle
energy.’ Performing the variational procedure for the new state |ΦG(k)〉 amounts to replacing
eG → eG − ε˜k/N , t0 → t0 − εk/N , n↑ → n↑ − 1/N and nd → nd + δnd/N where δnd is the
as-yet-unknown shift of nd. Inserting into (22) and expanding we find
eG − 1
N
ε˜k =
(
η − 1
N
∂η
∂n↑
+
1
N
∂η
∂nd
δnd
)(
t0 − 1
N
εk
)
+ nd U +
1
N
δnd U .
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The terms of zeroth order in 1/N cancel due to (22), and collecting the first order terms gives
ε˜k = η εk + t0
∂η
∂n↑
−
(
∂η
∂nd
t0 + U
)
δnd .
The last term on the right-hand side vanishes because the expression in the bracket is deG
dnd
. The
second term on the right-hand side is a k-independent shift that can be absorbed into a shift of
EF . The quasiparticle dispersion ε˜k therefore follows the original dispersion but is renormalized
by the factor η < 1. This is an effect known as ‘correlation narrowing.’
Next we consider the ground state momentum distribution function, i.e., the ground state ex-
pectation value nk = 2〈c†k,↑ck,↑〉. This may be obtained as the functional derivative of the
ground state energy with respect to εk, which means under a change tij → tij + δtij so that
εk → εk + δεk, the change of the ground state energy is
eG → eG + 2
∑
k
nk δεk .
From (22), we obtain the variation of eG as
δeG = 2η
∑
k
n
(0)
k δεk + δnd
(
∂η
∂nd
t0 + U
)
,
where n(0)k = Θ(EF − εk) is the momentum distribution of the Fermi sea. Again, the second
term on the right-hand side vanishes due to the extremum condition for nd so that nk = η n
(0)
k .
This cannot be entirely correct, however, because we have the sum-rule 2
∑
k nk = Ne, and
since this is fulfilled by n(0)k and η < 1, it cannot be fulfilled for nk. The solution is that
the ‘missing nk’ takes the form of a k-independent additive constant, which then has to be
(1 − η)ne/2. In fact, for any εk that can be represented by hopping integrals ti,j , one has∑
k εk = 0, so such a k-independent additive constant would not contribute to the variation
of eG. The momentum distribution obtained by the Gutzwiller approximation thus has step of
magnitude η at the position of the original Fermi surface. Let us now consider in more detail
the case nσ = 1/2 in which the Mott-insulator should be realized for large U/t. We find from
Eq. (21)
η(nd) = 16 nd
(
1
2
− nd
)
.
Minimizing (22) this gives
nd =
1
4
− U
32 |t0|
whereby we have taken into account that t0 < 0 for a half-filled band. Starting from the
noninteracting value 1/4, nd decreases linearly with U and reaches zero at the critical value
Uc = 8 |t0|. For nd = 0 we have η = 0, so that the bandwidth of the quasiparticles becomes
zero, i.e., the band mass diverges, and the step in the momentum distribution vanishes as well.
The Two-Dimensional Hubbard Model 12.15
ε k
-E
F
k
kF
Free electrons
Quasiparticle
n k
k
kF
Free electrons
Gutzwiller
 0
 0.5
 1
 0  0.5  1
η
ne
Fig. 4: Dispersion relation (left) and momentum distribution function (middle) obtained from
the Gutzwiller wave function compared to the free electron case. The right part shows the
dependence η(ne) for the two-dimensional Hubbard model with U/t = 16.
This is commonly interpreted as a metal-to-insulator transition as a function of increasing U , the
so-called Brinkman-Rice transition [10]. Brinkman and Rice also could show that the magnetic
susceptibility diverges at the transition as one would expect for a diverging effective mass.
Let us now consider the two-dimensional model with nearest-neighbor hopping −t. Then,
t0 = −1.621 t so that the critical Uc = 12.969 t. Figure 4 then shows the dependence of η on
ne for U/t = 16, i.e., for U > Uc. As ne → 1 the renormalization factor η → 0 so that both
the bandwidth and the step in nk vanish for the half-filled band. The Hubbard-I approximation
and the Gutzwiller wave function thus give completely different predictions about what happens
when the half-filled band case is approached by increasing the electron density for constant U/t:
whereas the Hubbard-I approximation predicts a lower Hubbard band with (almost) constant
bandwidth and a hole-pocket-like Fermi surface with a volume ∝ (1 − ne) so that the Fermi
surface vanishes at ne → 1, the Gutzwiller wave function predicts a Fermi surface with a
volume equal to that obtained for free electrons, but with a vanishing bandwidth and spectral
weight as ne → 1.
4 Strong coupling theory
The approximations we have considered so far – Hubbard-I and Gutzwiller wave functions
– neglect the coupling of the electrons to the collective excitations of the strongly correlated
electron system. This interaction with collective excitations on the one hand has a massive
impact on the dispersion and lifetimes of the electrons, but on the other hand is very hard to
treat. In the following, we illustrate this effect by studying the problem of a single hole in a
quantum antiferromagnet, a problem for which a reasonably accurate solution is possible. As a
first step, we derive an effective Hamiltonian that describes only the lower Hubbard band.
As usual, we consider the limit U/t 1. In this limit most of the sites are occupied by at most
one electron of either spin direction and double occupancies exist only as short-lived interme-
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diate states. In this section we derive an effective Hamiltonian that operates in the sector of the
Hilbert space with at most one electron per site but takes into account the effect of the ‘virtual’
double occupancies by suitable correction terms. This can be achieved by a technique called
canonical perturbation theory. The basic assumption of this approximation is that the Hilbert
space can be decomposed into ‘sectors’ that are energetically well separated. For the Hubbard
model an obvious decomposition is according to the number Nd of double occupancies. Ac-
cordingly, we decompose the Hamiltonian into a part H0 having matrix elements only between
states in the same sector and a part H1 that connects different sectors [11]:
H0 =
∑
i,j
∑
σ
ti,j
(
cˆ†i,σ cˆj,σ + dˆ
†
i,σdˆj,σ
)
+ U
∑
i
ni,↑ni,↓,
H1 =
∑
i,j
∑
σ
ti,j
(
dˆ†i,σ cˆj,σ + cˆ
†
i,σdˆj,σ
)
. (23)
Obviously, H0 does not change the number of double occupancies whereas H1 decreases or
increases this number by one. We now consider unitary transformations within the Hilbert
space that act on the states |Ψ〉 and operators Oˆ as follows
|Ψ ′〉 = eS |Ψ〉
Oˆ′ = eSOˆ e−S = Oˆ + [S, Oˆ] +
1
2!
[S, [S, Oˆ]] +
1
3!
[S, [S, [S, Oˆ]]] + . . . ,
where the second line is the Baker-Campbell-Hausdorff theorem. Unitarity of eS requires that
the so-called generator S is anti-Hermitian, S† = −S (for this reason one can often see this
written as S → iS ′ with a Hermitian S ′ in the literature). We now seek a generator S such
that the ‘inter sector part’ H1 in (23) is eliminated from the transformed Hamiltonian H ′. The
approach obviously makes sense only if S is small so that the expansion of the transformed
operators can be terminated after some low order, usually second order in S. Since
H ′ = H0 +H1 + [S,H0] + [S,H1] +
1
2!
[S, [S,H0]] +
1
2!
[S, [S,H1]] + . . .
the generator S obviously has to fulfill H1 + [S,H0] = 0 in order to eliminate H1. To second
order in S the transformed Hamiltonian then becomes
H ′ = H0 + [S,H1] +
1
2!
[S, [S,H0]] +
1
2!
[S, [S,H1]] +
1
3!
[S, [S, [S,H0]]] + . . .
= H0 − 1
2
[S,H1] +
1
2!
[S, [S,H1]] + . . .
For the Hubbard model an additional complication occurs: namely H0 in (23) contains two
terms of different orders of magnitude, i.e., a part of the hopping term ∝ tij and the Coulomb
term HU ∝ U  tij . Accordingly, we demand H1 + [S,HU ] = 0. Using [HU , dˆ†i,σ] = Udˆ†i,σ it
is easy to see that S is given by
S =
∑
i,j
∑
σ
ti,j
U
(
dˆ†i,σ cˆj,σ − cˆ†i,σdˆj,σ
)
,
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so that indeed S ∼ t
U
 1 and the truncation of the expansion in powers of S is meaningful.
The correction term to the Hamiltonian then becomes
H ′c =
1
2
[S,H1] =
1
2
∑
i,j,l,m
∑
σ,σ′
ti,j tl,m
U
[
dˆ†i,σ cˆj,σ − cˆ†i,σdˆj,σ , dˆ†l,σ′ cˆm,σ′ + cˆ†l,σ′ dˆm,σ′
]
(24)
Expanding the commutator on the right-hand side will produce a considerable number of terms.
However, keeping in mind the goal of the present calculation, namely the derivation of an
effective Hamiltonian that describes the lower Hubbard band, i.e., the sector of the Hilbert
space with Nd = 0, most of these terms can be discarded. Namely each of the products of
four operators resulting from writing out (24) contains two dˆ-operators, and these must appear
exactly in the sequence dˆi,σ′ dˆ
†
i,σ. This is because neither the initial nor the final state must
contain a double occupancy and the above combination is the only one that obeys this constraint
(for the same reason, we neglect the commutator of the kinetic part ∝ tij of H0 with S; this
would produce terms with one dˆ-operator). Dropping the undesired terms we obtain
H ′c = −
1
2
∑
i,j,l
∑
σ,σ′
ti,j tl,i
U
cˆ†l,σ′ dˆi,σ′ dˆ
†
i,σ cˆj,σ −
1
2
∑
i,j,m
∑
σ,σ′
ti,j tj,m
U
cˆ†i,σdˆj,σ dˆ
†
j,σ′ cˆm,σ′
= −
∑
i,j,l
∑
σ,σ′
ti,l tl,j
U
cˆ†i,σ′ dˆl,σ′ dˆ
†
l,σ cˆj,σ
where the second line was obtained by exchanging (i, l)→ (l, i) in the first term and (j,m)→
(l, j) in the second. Next we use dˆl,↑ dˆ
†
l,↑ = nl,↓ and dˆl,↓ dˆ
†
l,↑ = −S+i and find
H ′ = −
∑
i,j,l
ti,l tl,j
U
(
(cˆ†i,↑ nl,↓ cˆj,↑ − cˆ†i,↓ S+l cˆj,↑) + (cˆ†i,↓ nl,↑ cˆj,↓ − cˆ†i,↑ S−l cˆj,↓)
)
In the special case where i = j there is an additional factor of 2 because the ‘intermediate’
double occupancy may be formed either at i or at j. The respective terms become
H ′ = −2
∑
i,j
t2i,j
U
(
ni,↑nj,↓ + ni,↓nj,↑ − S+i S−j − S−i S+j
)
= 4
∑
i,j
t2i,j
U
(
Si · Sj − ninj
4
)
where we used n↑ = n/2 + Sz and n↓ = n/2 − Sz. With the abbreviation Jij = 4t2i,j/U , the
complete effective Hamiltonian for the lower Hubbard band thus becomes
Hsc =
∑
i,j
∑
σ
ti,j cˆ
†
i,σ cˆj,σ +
∑
i,j
Ji,j
(
Si · Sj − ninj
4
)
−
∑
i,j,l
ti,l tl,j
U
(
(cˆ†i,↑nl,↓cˆj,↑ − cˆ†i,↓S+l cˆj,↑) + (↑ ↔ ↓)
)
, (25)
The first two terms together are called the t-J model. It has been proposed by Zhang and Rice
as an effective model for the CuO2 planes of cuprate superconductors [4]. The second line is
frequently referred to as the ‘conditional hopping terms’ or ‘three-site hopping terms.’
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5 Spin waves
We first recall the goal of the present discussion, which is the study of the interaction between
electrons and collective modes in a doped Mott insulator. In the following, we discuss the most
important collective excitations of the undoped Mott insulator, namely spin waves. Spin waves
are frequently discussed using the Holstein-Primakoff transformation [12] but for the case of
spin 1/2 a simpler and more transparent derivation is possible, which is outlined below.
We consider the strong-coupling Hamiltonian (25) for the case of exactly one electron per site.
Since no empty site is present, the terms in (25) that transport an electron from one site to
another can be dropped and we are left with
Hsc =
∑
i,j
Ji,j
(
Si · Sj − ninj
4
)
We assume that there are nonvanishing ti,j , and hence also Ji,j , only between nearest neighbors.
The terms ∝ ninj give only an unimportant constant shift of −J/4 per bond, so we omit them.
Finally we arrive at the Heisenberg antiferromagnet (note that by definition Ji,j > 0)
HHAF = J
∑
〈i,j〉
(
Szi S
z
j +
1
2
(
S+i S
−
j + S
−
i S
+
j
))
, (26)
where 〈i, j〉 denotes a sum over pairs of nearest neighbors. If only the term ∝ Szi Szj were
present, the ground state of (26) would be the Ne´el state, shown in Figure 5 (a). In this state, the
square lattice is divided into two sublattices and all sites of the A-sublattice are occupied by an
↑-electron, whereas all sites of theB-sublattice are occupied by a ↓-electron. However, the Ne´el
state is not an eigenstate of the total Hamiltonian: acting, e.g., with the term S−i S
+
j contained
in the second term of (26), the spins at the sites i and j are inverted, see Figure 5 (b), and the
resulting state is orthogonal to the Ne´el state. To deal with these so-called quantum fluctuations
we proceed as follows: we interpret the Ne´el state as the vacuum |0〉 and we model an inverted
spin on the site i of the A sublattice as the presence of a Boson, created by a†i . Similarly, an
inverted spin on the site j of the B sublattice is modelled by the presence of a Boson created by
b†j . The state Figure 5 (b) thus would be a
†
i b
†
j |0〉. We use Bosons to represent the inverted spins
because the spin-flip operators acting on different sites commute. Since any given spin can be
inverted only once, a state like (a†i )
2|0〉 is meaningless. Accordingly, we have to impose the
additional constraint that at most one Boson can occupy a given site. We call this the hard-core
constraint. An inverted spin on either sublattice is parallel to its z = 4 nearest neighbors and
the energy changes from −J/4 to +J/4 for each of these z bonds. Accordingly, we ascribe
an ‘energy of formation’ of zJ/2 to each Boson. The transverse part creates pairs of inverted
spins on nearest neighbors, with the matrix element being J/2 and we can thus write down the
following Hamiltonian to describe the quantum fluctuations:
HSW =
zJ
2
(∑
i∈A
a†iai +
∑
i∈B
b†i bi
)
+
J
2
∑
i∈A
∑
n
(
a†i b
†
i+n + bi+nai
)
. (27)
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Fig. 5: The Ne´el state (a) is not the ground state of the Heisenberg antiferromagnet. By acting,
e.g., with the term J/2 S−i S
+
j in (26) the state (b) is generated, which is orthogonal to (a).
Here n are the z vectors which connect a given site with its z nearest neighbors. The Hamil-
tonian (27) is in quadratic form, but we recall that the Bosons are not free particles but have to
obey the hard-core constraint. However, we now simply ignore this and treat the Bosons as free
particles – we will return to this issue later on. Fourier transformation of (27) gives
HSW =
zJ
2
∑
k
(
a†kak + b
†
kbk + γk (a
†
kb
†
−k + b−kak)
)
,
γk =
1
z
∑
n
eik·n =
1
4
(
2 cos(kx) + 2 cos(ky)
)
(28)
where k is a wave vector in the antiferromagnetic Brillouin zone. We can solve (28) by a
Bosonic Bogoliubov transformation, i.e., we make the ansatz
γ†a,k = uka
†
k + vkb−k
γ†b,−k = ukb
†
−k + vkak. (29)
Demanding that [γa,k, γ
†
a,k] = [γb,k, γ
†
b,k] = 1 gives the condition u
2
k − v2k = 1. An equation
for uk and vk is obtained by demanding [H, γ
†
a,k] = ωkγ
†
a,k. This is explained in detail in the
Appendix. Using the formulae from the Appendix, we find the spin wave dispersion and the
coefficients uk and vk:
ωk =
zJ
2
√
1− γ2k , uk =
√
1 + νk
2νk
, vk =
√
1− νk
2νk
,
where νk =
√
1− γ2k. For k → 0 we have γk → 1 − (k2x + k2y)/4 so that ωk →
√
2J |k|, i.e.,
the spin waves have a cone-shaped dispersion and reach zero frequency at k = (0, 0) but also
at k = (pi, pi). To compute observables we revert the transformation
a†k = ukγ
†
a,k − vkγb,−k ,
b−k = −vkγ†a,k + ukγb,−k . (30)
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Fig. 6: Comparison of spin-wave theory to experiments on La2CuO4. Panel A shows the dis-
persion of the frequency ωk of the spin waves, panel B the k-dependence of the peak intensity,
which is easily expressed in terms of the coefficients uk and vk. The dots are experimental data,
the lines the prediction of spin-wave theory. Reprinted with permission from [14], Copyright
2001 by the American Physical Society.
As an application, let us consider the ground state energy. The energy of the Ne´el state, which
was the zero of energy for the spin wave Hamiltonian (28), was −J/4 per bond, and there are
z N/2 bonds in the system. To this we add the expectation value of (28) calculated in the ground
state, i.e., the vacuum for the γ’s, thereby using (30). We obtain
〈Hsw〉 = zJ
2
∑
bfk
(
2v2k − 2γkukvk
)
=
zJN
4
[
2
N
∑
k
(√
1− γ2k − 1
)]
.
The expression in the square bracket can be converted to an integral over the antiferromagnetic
zone and evaluated numerically. The result is that for the two-dimensional square lattice the
ground state energy per bond is lowered from−0.25 J to−0.328974 J due to the quantum fluc-
tuations. Monte-Carlo simulations for the two-dimensional Heisenberg antiferromagnet give a
ground state energy of−0.33 J per bond [13]. The spin waves can also be observed experimen-
tally by inelastic neutron scattering. An example is shown in Figure 6. It is quite obvious that
the agreement with experiment is excellent and in fact spin-wave theory is an extraordinarily
successful description of many properties of magnetic Mott insulators.
To conclude this section, we return to the issue of the hard-core constraint which the a† and b†
Bosons had to obey and which we simply ignored. To address this question, we calculate the
density of these Bosons, i.e.,
na =
2
N
∑
k
〈a†kak〉 =
2
N
∑
k
v2k =
2
N
∑
k
1− νk
2νk
.
Numerical evaluation for a 2D square lattice gives na = 0.19. The probability that two of the
Bosons occupy the same site and violate the constraint therefore is ≈ n2a = 0.04  1 and our
assumption of relaxing the constraint is justified a posteriori.
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i j
(a) (b)
Fig. 7: A hole hopping in the Ne´el state displaces spins, which thus become misaligned.
6 Single hole problem
In the preceding section, we considered the strong coupling Hamiltonian (25) for Ne = N ,
where it reduces to the Heisenberg antiferromagnet, and we studied the collective excitations of
the Mott insulator, i.e., the spin waves. Now we consider the case Ne = N − 1, i.e., a single
mobile hole in an antiferromagnet, and we study the interaction between this hole and the spin
waves. Again we assume that there is a nonvanishing hopping element, denoted by −t, only
between nearest neighbors, and for simplicity we drop the three-site hopping terms in (25); that
means we study the t-J model. Since we saw that the ground state still has antiferromagnetic
order – although reduced – we again start from the Ne´el state and assume that the electron on
site i, belonging to the ↑-sublattice, is removed – see Figure 7 (a). Then, the hopping terms in
(25) become active and an electron from a neighboring site j can hop to i, resulting in the state
in Figure 7 (b). Since this electron has ‘switched sublattices’, however, its spin now is opposite
to that of the electron originally at site i. This inverted spin at site i then may be viewed as a
spin wave as discussed in the preceding section. In other words, the propagating hole ‘radiates
off’ spin waves and thus is coupled to the spin excitations. This process would be described
precisely by the term cj,↓S−i in the commutator relations (10) – which were neglected in the
Hubbard-I approximation. In the following we will see, however, that the coupling of the single
hole to the spin excitations modifies the ‘band structure’ drastically.
We continue to use the Bosons a†i and b
†
j defined in the preceding section and introduce an
additional ‘particle’ namely a hole created by the fermionic creation operators h†a,i for i ∈ A
and h†b,j for j ∈ B. We have introduced two species of hole creation operators, h†a,i and h†b,j ,
because we continue to use the antiferromagnetic Brillouin zone, which in turn necessitates
the two-sublattice structure. However, both particles simply stand for a ‘hole.’ Since we are
considering only a single hole the statistics of h†i moreover is irrelevant and we might as well
describe it by a Bosonic operator. The two states shown in Figure 7 would then be expressed
as h†a,i|0〉 and h†b,j a†i |0〉, and generalizing this we can immediately write down the Hamiltonian
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G (k+q ,ω+ν)bG (k−q ,ω−ν)b
B( q ,ν) B( q ,ν)
Fig. 8: Simplest Feynman diagrams for the self-energy of a hole.
for the interaction between the hole and the spin defects:
Hint = t
∑
i∈A
∑
n
(
h†b,i+nha,i a
†
i +H.c.
)
+ t
∑
j∈B
∑
n
(
h†a,j+nhb,j b
†
j +H.c.
)
.
Note that the hopping integral for a hole is +t. Upon Fourier transformation this becomes
Hint =
√
2
N
∑
k,q
((
εk−q h
†
b,k−qha,k a
†
q +H.c.
)
+ (a↔ b)
)
.
where εk = 2t(cos(kx) + cos(ky)). Next, we use the inverse Bogoliubov transformation (19) to
replace a† and b† by γ†i and add the spin-wave Hamiltonian to describe the dynamics of the γ
†
i .
The total Hamiltonian for the coupled hole-magnon system then reads
Htot =
√
2
N
∑
k,q
((
M(k,q)h†b,k−qha,kγ
†
a,q+H.c.
)
+ (a↔ b)
)
+
∑
q
ωq
(
γ†a,qγa,q + γ
†
b,qγb,q
)
,
(31)
whereM(k,q) = εk−quq−εkvq. Obviously the first term describes how a hole with momentum
k ‘radiates off’ a spin wave with momentum q thereby changing its own momentum to k− q.
The Hamiltonian (31) no longer is a quadratic form and requires more sophisticated techniques
for its solution. More precisely, we will use the so-called self-consistent Born approximation
(SCB) to derive an equation for the self-energy of the hole. We again define the time-ordered
zero-temperature Green’s functions [6]
Gα(k, t) = −i〈T hα,k(t)h,k(0)†〉
Bα(q, t) = −i〈T γα,q(t)γ,q(0)†〉,
where 〈. . . 〉 denotes the expectation value in the empty state containing neither spin waves nor
a hole. The simplest Feynman diagrams for the self-energy of the hole are shown in Fig. 8, and
the corresponding expression is [6]
Σa(k, ω) =
i
2pi
2
N
∑
q
∫
dν M2(k,q) [Ba(q, ν)Gb(k−q, ω−ν) +Ba(q, ν)Gb(k+q, ω+ν)] .
(32)
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Since a single hole in a macroscopic system is not expected to have any effect on the spin wave
spectrum we may use the noninteracting Green’s function for the spin waves, which is given by
B(0)α (q, t) = −ie−iωqt
(
Θ(t) 〈γα,qγ†α,q〉+Θ(−t) 〈γ†α,qγα,q〉
)
= −iΘ(t) e−iωqt,
with Fourier transform B(0)α (q, ω) = (ω − ωq + i0+)−1. Next, we note that (with α ∈ a, b)
0 = 〈h†α,khα,k〉 = −iGα(k, t = 0−) = −
i
2pi
∫ ∞
−∞
dωeiω0
+
Gα(k, ω) .
Due to the presence of the factor eiω0+ we can close the integration path around the upper ω
half-plane. Since the integral must vanish, we can conclude that the hole Green’s function
is analytical in the upper half-plane (this also would have followed from the fact that for the
special case of an empty ground state the time-ordered Green’s function is equal to the retarded
one, and the retarded Green’s function is analytical in the upper half-plane). We now insert
B
(0)
α (q, ω) into the expression for the self-energy, (32), and obtain
Σa(k, ω) =
i
2pi
2
N
∑
q
∫
dν M2(k,q)
[
Gb(k− q, ω − ν)
ν − ωq + i0+ +
Gb(k+ q, ω + ν)
ν − ωq + i0+
]
.
Since Gb ∝ |ω|−1 for large |ω| the integrand behaves like |ν|−2 and we can close the integration
contour around either the upper or the lower ν-half-plane. For the first term we choose the lower
half-plane, where the integrand has a pole at ν = ωq − i0+. If ν has a negative imaginary part
and ω is real, the frequency argument ω − ν of Gb in this term has a positive imaginary part,
and since Gb is regular in the upper half-plane there are no singularities from the factor of Gb.
In the second term, we close the integration contour around the upper half-plane. For ν in the
upper half-plane, both B(ν) and G(ω + ν) are regular. The second term thus vanishes and the
result is
Σa(k, ω) =
2
N
∑
q
M2(k,q)Gb(k− q, ω − ωq)
Since we expect that Ga = Gb = G and hence Σa = Σb = Σ and G−1(k, ω) = ω − Σ(k, ω)
we finally obtain the self-consistency equation for Σ(k, ω) [15]
Σ(k, ω) =
2
N
∑
q
M2(k,q)
ω − ωq −Σ(k− q, ω − ωq) .
This can be solved numerically on a finite k-mesh and ω-grid [15], whence the hole spectral
density A(k, ω) = − 1
pi
ImG(k, ω + i0+) of the hole Green’s function can be calculated. This
can in principle be compared to the ARPES spectra of a Mott-insulator. Figure 9 shows the
result of such a calculation, taken from Ref. [15]. The spectrum is spread out over an energy
range of several t, and a considerable amount of spectral weight is distributed over this range.
The spread-out weight is frequently referred to as ‘incoherent continua.’ At the bottom of the
spectrum, around ω ≈ −2t, there is a relatively intense isolated peak, often referred to as the
‘quasiparticle peak.’ The corresponding eigenstate is the ground state of the hole for the re-
spective momentum. Figure 9 also shows A(k, ω) obtained by Lanczos diagonalization of a
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Fig. 9: (a) Single-particle spectral function A(k, ω) obtained from the SCB for the t-J model
[15] with J/t = 0.3 for k = (0, 0) and k = (pi/2, pi/2). (b) Single particle spectral function
of the t-J model obtained by exact diagonalization of a 32-site cluster [16]. Note that this
Figure has an inverted ω-axis and actually shows A(k,−ω). Repinted with permission from
[15], Copyright 1991 by the American Physical Society and from [16] Copyright 1995 by the
American Physical Society
32-site cluster [16]. Note that the Lanczos spectra are ‘upside down’ as compared to the SCB
spectra, which means the quasiparticle peak is at the top, rather than the bottom of the spectra.
The Lanczos spectra also show the quasiparticle peak and the incoherent continua, and in fact
even the k-dependence of the incoherent continua shows some similarity with the results of the
SCB-approximation. Figure 10 compares the dispersion of the quasiparticle peak as obtained
by Lanczos (dots) and SCB (line). Obviously the agreement is very good. The whole spec-
trum – quasiparticle peak plus incoherent continua – would now replace the lower Hubbard
band in the Mott-insulator, whereby the quasiparticle peak would form the top of the photoe-
mission spectrum, as in the Lanczos spectra. Comparing with the prediction of the Hubbard-I
approximation, the width of the quasiparticle band is reduced drastically. Moreover one can see
from Figure 10 that the band maximum is shifted from (pi, pi) to (pi/2, pi/2). The hole pocket
predicted by the Hubbard-I approximation therefore should form around this momentum.
The self-consistent Born approximation in fact not only agrees very well with numerical spectra
but also with experiments on insulating cuprates. After the publication of ARPES spectra for
the antiferromagnetic Mott-insulator Sr2CuO2Cl2 by Wells et al. [17], considerable theoretical
effort was put into reproducing these spectra, and after adding additional hopping integrals
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Fig. 10: Dispersion of the quasiparticle peak from the SCB (line) and by Lanczos diagonaliza-
tion of a 32-site cluster. Reprinted with permission from [16], Copyright 1995 by the American
Physical Society.
between 2nd and 3rd nearest neighbors, good agreement with experiment could be achieved
using the self-consistent Born approximation; see for example Ref. [18].
The self-consistent Born approximation thus is quite successful but somewhat technical. For
this reason we now give a simplified discussion of the states that form the quasiparticle band.
We decompose the t-J Hamiltonian as H = H0 +H1 whereby
H0 = −t
∑
〈i,j〉
∑
σ
(
cˆ†i,σ cˆj,σ +H.c
)
+ J
∑
〈i,j〉
(
Szi S
z
j −
ninj
4
)
,
H1 =
J
2
∑
〈i,j〉
(
S+i S
−
j +H.c.
)
. (33)
In the absence of any hole, the ground state of H0 is again the Ne´el state with energy NJ ,
and we choose this as the zero of energy. We assume that a hole is created at some site i,
which raises the energy by zJ/2. By the action of the hopping term, the hole then starts to
propagate. As was discussed above, however, in every step the hole shifts one electron to the
opposite sublattice where its spin is opposite to the Ne´el order; see Figure 11. The hole thus
i1
i2
i3 i4
i i
Fig. 11: A hole hopping in the Ne´el state creates a ‘string’ of misaligned spins.
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leaves behind a trace of misaligned spins so that the magnetic energy increases roughly linearly
with the distance travelled by the hole. We call such a state that is created by a hole hopping
in the Ne´el state a ‘string’ and denote it by |i0, i1, . . . , iν〉, where i1, i2, iν−1 are the sites which
the hole has visited, and the hole itself is at the site iν . In the first step the hole generates z
different string states, whereas any subsequent hop from any string of length ν generates z − 1
strings of length ν + 1. The number of strings of length ν thus is nν = z(z − 1)ν−1 for ν ≥ 1,
while n0 = 1. Since each displaced spin is parallel to z − 2 neighbors – compare Figure 11 –
the magnetic energy increases by J(z − 2)/2. The only exception is the first hop away from
i where the energy increases by J(z − 1)/2. Accordingly, the exchange energy for a string of
length ν > 0 is
Iν =
(z + 1)J
2
+ ν
(z − 2)J
2
, (34)
where I0 = zJ/2. It may happen that the path that the hole has taken is folded or self-
intersecting, and in this case (34) is not correct. However, it will be correct for most possible
paths of the hole: in particular, it is correct for ν ≤ 2, so we will use this expression. Neglect-
ing the possibility of self-intersection or folding of the string is an approximation known as the
Bethe lattice. Since the magnetic energy increases linearly with the number of hops the hole
has taken, we conclude that the hole is self-trapped. To describe the resulting localized state we
make the ansatz
|Ψi〉 =
∞∑
ν=0
αν
∑
i1,i2,...,iν
|i, i1, i2, . . . , iν〉 (35)
where it is understood that the second sum runs only over those ν-tuples of sites that correspond
to a true string starting at i. Since we assume that the magnetic energy is the same for all strings
of length ν, the coefficient αν also depends only on the length of the string. The αν in (35) are
to be determined by minimizing the energy. The norm and magnetic energy are
〈Ψi|Ψi〉 =
∞∑
ν=0
nν |αν |2, (36)
〈Ψi|HI |Ψi〉 =
∞∑
ν=0
nν Iν |αν |2. (37)
To obtain the expectation value of the kinetic energy, we consider a string of length ν ≥ 1 with
coefficient αν . By acting with the hopping term, we obtain z − 1 strings of length ν + 1 with
coefficient αν+1 and one string of length ν − 1 with coefficient αν−1. For ν = 0, we obtain z
strings of length 1. In this way, we find
〈Ψi|Ht|Ψi〉 = t
(
z α0α1 +
∞∑
ν=1
nν αν (αν−1 + (z − 1)αν+1)
)
= 2t
∞∑
ν=0
nν+1αν αν+1 . (38)
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i j i j
Fig. 12: By acting with the term J/2S+i S
−
j , the first two defects created by the hole can be
‘healed’ and the starting point of the string be shifted to a neighbor.
Then we demand
0 =
∂Eloc
∂αν
=
∂
∂αν
〈Ψi|H0|Ψi〉
〈Ψi|Ψi〉 =
1
〈Ψi|Ψi〉2
[
∂〈Ψi|H0|Ψi〉
∂αν
〈Ψi|Ψi〉 − 〈Ψi|H0|Ψi〉∂〈Ψi|Ψi〉
∂αν
]
=
1
〈Ψi|Ψi〉
[
∂〈Ψi|H0|Ψi〉
∂αν
− Eloc ∂〈Ψi|Ψi〉
∂αν
]
whence
∂〈Ψi|H0|Ψi〉
∂αν
− Eloc ∂〈Ψi|Ψi〉
∂αν
= 0.
Inserting equations (37), (38), and (36) we obtain [19]
Iν αν + t (αν−1 + (z − 1)αν+1) = Eloc αν for ν ≥ 1
I0 α0 + z t α1 = Eloc α0 .
This is a non-Hermitian eigenvalue problem, but by introducing βν =
√
nναν it can be made
Hermitian. So far it seems that the hole in the Ne´el state is localized. However, it is easy to see
that the part H1 in (33) that was neglected so far can assist the trapped hole in escaping from
the string potential, see Figure 12. Namely, by acting on the first two sites of a string, the spins
that were inverted by the hole are inverted a second time and thus fit with the Ne´el order again:
H1|i, i1, i2, i3, . . . , iν〉 = J
2
|i2, i3, . . . , iν〉
The initial site of the string thus is shifted to a (2, 0)- or (1, 1)-like neighbor while simultane-
ously the length ν is increased or decreased by two. This suggests that there is a nonvanishing
matrix element of H1 between states |Ψi〉 and |Ψj〉, and it is straightforward to see that
〈Φi|H1|Φi+ 2xˆ 〉 = J
∞∑
ν=0
(z − 1)ν αν αν+2 = J ·m,
〈Φi|H1|Φi+xˆ+yˆ〉 = 2J ·m.
The factor of 2 in the second matrix element is due to the fact that a string to a (1, 1)-like
neighbor can pass either trough (1, 0) or (0, 1) and the contributions from these two different
paths are additive.
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Fig. 13: Center of gravity Ec and bandwidth W of the quasiparticle band as obtained from the
variational calculation in the string basis.
If the full Hamiltonian H0 +H1 is taken into account, the hole therefore can propagate through
the entire lattice, and we describe this by the Bloch state
|Ψk〉 =
√
2
N
∑
i∈A
e−ik·Rj |Φi〉 . (39)
Since the matrix element for a (1, 1)-like neighbor is twice that for a (2, 0)-like neighbor we
obtain the dispersion
E(k) = Eloc + 2Jm · 4 cos(kx) cos(ky) + Jm · 2(cos(2kx) + cos(2ky))
= Eloc + 4Jm (cos(kx) + cos(ky))
2 − 4Jm .
This has a degenerate minimum along the line ky = pi − kx (i.e. (pi, 0) → (0, pi)) and the
symmetry equivalent lines, the maxima are at (0, 0) and (pi, pi). This is very similar to the
dispersion in Figure 10 (note that the dispersion from SCB is upside down in this Figure!). The
center of the band is Ec = Eloc +4Jm, where Eloc is relatively large, of order 2–3 t. The width
of the band is W = 16mJ . Both quantities are shown in Figure 13. At J/t = 0.3 we have
Ec = −2 t andW = 0.83 t – in fact Figure 9 (a) shows that the center of the band is around−2 t
and Figure 10 shows that the bandwidth is ≈ 0.7 t. The trial wave function (39) thus describes
the single hole ground state that gives rise to the quasiparticle peak quite well.
The above derivation shows that due to the interaction with the spin waves the motion of the
hole in an antiferromagnet is very different from free propagation: the hole executes a rapid
‘zig-zag’ motion around a given site i with hopping integral t under the influence of the string
potential thereby forming the quasi-localized states |Ψi〉. The spin-flip part of the Hamiltonian
then enables tunneling between such quasi-localized states with the much smaller energy scale
∝ J , which accordingly determines the bandwidth of the quasiparticle.
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Fig. 14: Left: Fermi surface volume as obtained from the Hubbard-I approximation and the
Gutzwiller wave function. Right: a possible compromise with a phase transition between two
phases with different VFermi(ne).
7 Summary and discussion
Since a generally accepted theory of the lightly doped 2-dimensional Hubbard model does not
exist so far, so that also the cuprate superconductors are not really understood as yet, maybe the
best one can do at present is to outline the problems that would have to be solved.
The first one of these is the Fermi surface close to half-filling. As we have seen, the Hubbard-I
approximation and the Gutzwiller wave function predict completely different behavior close to
half-filling: a hole-like Fermi surface with a volume ∝ nh = 1 − ne in the lower Hubbard-
band whose volume tends to zero as ne → 1 versus a free-electron-like Fermi surface with
volume ne/2 formed by a band whose mass diverges as ne → 1. It should be noted that for
ne very close to 1 antiferromagnetic order sets in, but superconductivity is observed at values
of ne where there is no more antiferromagnetism. The more relevant question therefore is,
which Fermi surface is realized up to the onset of antiferromagnetism. A possible compromise
between the two approximations could be as shown in Figure 14: near ne = 1 but outside the
antiferromagnetic doping range there are hole pockets with a volume that is strictly proportional
to the hole number nh = 1−ne, i.e., the doped Hubbard-band, and then at some critical density
a phase transition occurs to a phase where the Fermi surface volume is ne/2. This might be
one scenario which the Hubbard-I approximation ‘tries to reproduce.’ Viewed this way, the
‘pseudogap phase’ of cuprate superconductors could be identified with the hole-pocket phase
and the quantum critical point, which is surrounded by the superconducting dome, corresponds
to the transition to the free-electron-like Fermi surface. A theory which is supposed to describe
this transition first of all must reproduce the two Hubbard bands – otherwise the hole-doped
lower Hubbard band cannot be reproduced. Next, the two different phases and the transition
between them would have to be described, which is a considerable problem because there is no
obvious order parameter for the transition between a paramagnetic small Fermi surface and a
paramagnetic large Fermi surface.
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The second major problem is that – as we have seen above – the particles in the Hubbard bands
are heavily renormalized due to their interaction with, mainly, spin excitations. The quasi-
particle band produced by the self-consistent Born approximation or the string wave function
describes a very complicated state in which the hole is heavily dressed by spin excitations. It
is this strong dressing with spin waves which leads for example to the shift of the band maxi-
mum from (pi, pi), where it is predicted by the Hubbard-I approximation, to (pi/2, pi/2), where
the self-consistent Born approximation puts it. It is likely that similar effects will also occur
in the lightly doped Mott insulator, and clearly it is rather hopeless to try and reproduce these
heavily renormalized quasiparticles by any ‘simple’ theory, such as a mean-field theory. From
the calculation with the string states it appears that long-range antiferromagnetic order is not
absolutely necessary – rather a similar formation of strings may already occur in a state that has
antiferromagnetic correlations with a range of a few lattice spacings. However, for the situation
without antiferromagnetic order but only short ranged antiferromagnetic correlations, there is
no state analogous to the Ne´el state that would allow for a similarly simple development as in
the single-hole theory.
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A The bosonic Bogoliubov transformation
We consider the following Hamiltonian, whereby a† and b† are bosonic operators that satisfy
[a, a†] = [b, b†] = 1:
H = ε (a†a + b†b) + V a†b† + V ∗ ba, (40)
To solve this we make the ansatz
γ†1 = u a
† + v b (41)
γ†2 = u b
† + v a (42)
In order for the γ′s to fulfil the bosonic commutator relations [γi, γ
†
i ] = 1, we must have |u|2 −
|v|2 = 1. The relation [γ†1, γ†2] = 0 on the other hand is fulfilled automatically. Moreover, we
require that when expressed in terms of the γ′s the Hamiltonian should take the simple form
H =
2∑
i=1
ω γ†i γi + const
which means that the γ′s obey
[H, γ†i ] = ωγ
†
i (43)
We now insert (40) and γ†1 from (42) into (43), use the commutator relations for a
† and b†, and
equate the coefficients of a† and b on both sides of (43. This gives the non-Hermitian eigenvalue
problem (
ε −V
V ∗ −ε
)(
u
v
)
= ω
(
u
v
)
which is easily solved to give
ω =
√
ε2 − |V |2
u =
V√
2ω(ε− ω)
v =
√
ε− ω
2ω
The eigenvalue problem has the property that if (u, v) is an eigenvector with eigenvalue ω then
(v∗, u∗) is an eigenvector with eigenvalue −ω. This guarantees that automatically [H, γ1] =
−ωγ1. Since H is symmetric under a ↔ b the requirement [H, γ†2] = ωγ†2 gives the same
system of equations. To apply this to the spin wave Hamiltonian (28), we obviously need to set
ε = 1 and V = γk.
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1 Introduction
1.1 The Hubbard model and Green functions
Quantum cluster methods are schemes used to obtain approximate solutions of models of in-
teracting electrons on a lattice. These models are used to describe classes of materials, such
as high-temperature superconductors, in which electron-electron interactions are strong and for
which the – otherwise successful – ideas behind Fermi liquid theory do not seem useful. The
prototype of such models is the one-band Hubbard model. Other lectures in this volume offer
extensive background material on this model; let us nevertheless write its Hamiltonian once
more, in order to establish notation:
H = H0 +H1 H0 =
∑
r,r′,σ
trr′ c
†
rσcr′σ H1 = U
∑
r
nr↑nr↓ (1)
H0 is the one-body term, which defines the band structure of the model, whereas H1 is the
electron-electron interaction. Sites of the Bravais lattice are indexed by the associated lattice
vectors r. The operator crσ destroys an electron in a Wannier orbital of spin projection σ
centered at site r. The number of electrons in that orbital is nrσ = c†rσcrσ and the total number
of electrons at that site is nr = nr↑ + nr↓. The Hermitian hopping matrix trr′ defines the band
structure; its Fourier transform is the dispersion relation ε(k):
trr′ =
1
N
∑
k
eik·(r−r
′) ε(k) . (2)
Periodic boundary conditions are used, and the number N of sites in the system is assumed to
be very large. For convenience, we will include the chemical potential in the one-body part H0,
i.e., trr = −µ.
A more general model might include more than one band; a band index n is then needed to
label one-body states: (r, σ) → (n, r, σ). The hopping matrix then becomes a more general
hybridization matrix tnr,n′r′ , and there may be inter-band Coulomb interactions, Hund’s cou-
plings, and so on. The methods presented in this chapter may also be applied to such cases,
but we will base our arguments on model (1), possibly augmented by longer-range Coulomb
interactions (Sect. 6). In order to keep the discussion as general as possible, we will introduce
a general index α = (n, r, σ) that is a composite of position, spin and band indices. The first
letters of the Greek alphabet (α, β, . . . ) will be used for that purpose.
The one-particle Green function A complete solution to model (1) at zero temperature
would be provided by the many-body ground state |Ω〉. Such an object, even if it were known,
would be too unwieldy and would contain much more information than what is necessary to
make useful predictions. We will instead seek approximate solutions for the one-particle Green
function, defined at zero-temperature and as a function of complex frequency z as
Gαβ(z) =
〈
Ω
∣∣∣∣cα 1z −H + E0 c†β
∣∣∣∣Ω〉+〈Ω ∣∣∣∣c†β 1z +H − E0 cα
∣∣∣∣Ω〉 , (3)
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whereE0 is the ground state energy associated with the HamiltonianH , which, let us not forget,
includes the chemical potential. Gαβ(z) contains dynamical information about one-particle
excitations, such as the spectral weight measured in ARPES experiments. We will generally
use a boldface matrix notation (G) for quantities carrying two one-body indices (Gαβ).
A finite-temperature expression for the Green function (3) is obtained by simply replacing the
ground state expectation value by a thermal average. Practical computations at finite tempera-
ture are mostly done using Monte Carlo methods, which rely on the path integral formalism and
are performed as a function of imaginary time, not directly as a function of real frequencies. In
the limited scope of this chapter, we will confine ourselves to the zero-temperature formalism.
Green function in the time domain The expression (3) may be unfamiliar to those used to
a definition of the Green function in the time domain. Let us just mention the connection. We
define the spectral function in the time domain and its Fourier transform as
Aαβ(t) = 〈{cα(t), c†β(0)}〉 Aαβ(ω) =
∫ ∞
−∞
dt eiωtAαβ(t) (4)
where {·, ·} is the anticommutator and z is a complex frequency. The time dependence is
defined in the Heisenberg picture, i.e., cα(t) = eiHtcα(0)e−iHt, where H includes the chemical
potential. Then it can be shown that the Green function is related to Aαβ(z) by
Gαβ(z) =
∫ ∞
−∞
dω
2pi
Aαβ(ω)
z − ω . (5)
The retarded Green function GRαβ(t) is defined in the time domain as
GRαβ(t) = −iΘ(t)〈{cα(t), c†β(0)}〉 = −iΘ(t)Aαβ(t) (6)
where Θ(t) is the Heaviside step function. Since the Fourier transform of the latter is
F(Θ)(ω) =
∫ ∞
0
dt eiωt =
1
ω + i0+
, (7)
a simple convolution shows that
GRαβ(ω) =
∫ ∞
−∞
dω′
2pi
Aαβ(ω
′)
ω − ω′ + i0+ = Gαβ(ω + i0
+) . (8)
In fact, this connection can be established easily from the spectral representation, introduced
next.
Spectral representation Let {|r〉} be a complete set of eigenstates of H with one particle
more than the ground state, where r is a positive integer label. Likewise, let us use negative
integer labels to denote eigenstates of H with one particle less than the ground state. Then, by
inserting completeness relations,
Gαβ(z) =
∑
r>0
〈Ω|cα|r〉 1
z − Er + E0 〈r|c
†
β|Ω〉+
∑
r<0
〈Ω|c†β|r〉
1
z + Er − E0 〈r|cα|Ω〉 . (9)
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By setting
Qαr =
〈Ω|cα|r〉 (r > 0)〈r|cα|Ω〉 (r < 0) and ωr =
Er − E0 (r > 0)E0 − Er (r < 0) (10)
we write
Gαβ(z) =
∑
r
QαrQ
∗
βr
z − ωr . (11)
This shows how the Green function is a sum over poles located at ωr ∈ R, with residues that
are products of overlaps of the ground state with energy eigenstates with one more (ωr > 0) or
one less (ωr < 0) particle. The sum of residues is normalized to the unit matrix, as can be seen
from the anticommutation relations:∑
r
QαrQ
∗
βr =
∑
r>0
〈Ω|cα|r〉〈r|c†β|Ω〉+
∑
r<0
〈Ω|c†β|r〉〈r|cα|Ω〉
= 〈Ω|
(
cαc
†
β + c
†
βcα
)
|Ω〉 = δαβ .
(12)
Thus, in the high-frequency limit,G(z →∞) = 1/z (1 stands for the unit matrix).
The same procedure applied to the spectral function (4) leads easily to
Aαβ(ω) = 2pi
∑
r
QαrQ
∗
βr δ(ω − ωr) , (13)
and this demonstrates the connection (5) between Aαβ(ω) and Gαβ(z). The property (12)
amounts to saying that Aαα(ω) is a probability density:
Aαα(ω) = 2pi
∑
r
|Qαr|2 δ(ω − ωr)
∫ ∞
−∞
dω
2pi
Aαα(ω) = 1 (14)
The identity
− 1
pi
Im
1
ω + i0+
= δ(ω) (15)
implies that
Aαα(ω) = −2 ImGαα(ω + i0+) . (16)
From the definition ofQαr, one sees thatAαα(ω) is the probability density for an electron added
or removed from the ground state in the one-particle state α to have an energy ω. The density
of states ρ(ω) is simply the trace
ρ(ω) =
1
N
∑
α
Aαα(ω) = − 2
N
Im trG(ω + i0+) . (17)
Self-energy In the absence of interactions (H1 = 0) the Hamiltonian reduces to H0 =∑
α,β tαβ c
†
αcβ . Since the matrix t is Hermitian, there exists a basis {|`〉} of one-body states
that diagonalizes it: H0 =
∑
` ε` c
†
`c`. The ground state is then the filled Fermi sea:
|Ω〉 =
∏
ε`<0
c†`|0〉 (18)
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and one-particle excited states are c†`|Ω〉 (ε` > 0) with E` − E0 = ε` and c`|Ω〉 (ε` < 0) with
E` − E0 = −ε`. The spectral representation is in that case extremely simple and the matrix
G = G0 is diagonal:
G0,``′(z) =
δ``′
z − ε` . (19)
In any other basis of one-body states in which t is not diagonal, the expression is simply
G0(z) =
1
z − t . (20)
In the presence of interactions, the Green function takes the following general form:
G(z) =
1
z − t−Σ(z) , (21)
where all the information related to H1 is buried within the self-energyΣ(z). The relation (21),
called Dyson’s equation, may be regarded as a definition of the self-energy. It can be shown
that the self-energy has a spectral representation similar to that of the Green function:
Σαβ(z) = Σ
∞
αβ +
∑
r
SαrS
∗
βr
z − σr , (22)
where the σr are poles located on the real axis (they are zeros of the Green function). By contrast
with the Green function, the self-energy may have a frequency-independent piece Σ∞αβ , which
has the same effect as a hopping term; in fact, within the Hartree-Fock approximation, this is
the only piece of the self-energy that survives.
Averages of one-body operators Many physical observables are one-body operators, of the
form
O =
∑
α,β
sαβ c
†
αcβ . (23)
The ground-state expectation value of such operators can be computed from the Green function
Gαβ(z). Let us explain how.
From the spectral representation (11) of the Green function, we see that 〈c†αcβ〉 is given by the
integral of the Green function along a contour C< surrounding the negative real axis counter-
clockwise:
〈c†αcβ〉 =
∫
C<
dz
2pii
Gβα(z) . (24)
Therefore the expectation value we are looking for is
O¯ = 1
N
∑
α,β
sαβ 〈c†αcβ〉 =
1
N
∫
C<
dz
2pii
tr [sG(z)] (25)
(we divide by N to find an intensive quantity). The trace includes a sum over lattice sites, spin
and band indices.
The contour C< can be taken as the imaginary axis (from −iR to iR), plus the left semi-circle
of radius R. Since G(z) → 1/z as z → ∞, the semi-circular part will contribute, but this
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Fig. 1: Tiling of the triangular lattice by 6-site triangular clusters. The super-cells are delimited
by dashed lines.
contribution may be canceled by subtracting from G(z) a term like 1/(z − p), with p > 0: the
added term does not contribute to the integral, since its only pole lies outside the contour, yet
it cancels the dominant z−1 behavior as z → ∞, leaving a contribution that vanishes on the
semi-circle as R→∞. We are left with
O¯ = 1
N
∫ ∞
−∞
dω
2pi
{
tr [sG(iω)]− tr s
iω − p
}
. (26)
If the operator O is Hermitian, so is the matrix s. By virtue of the property G(z)† = G(z∗),
easily seen from (11), we have tr [sG(−iω)] = tr [sG(iω)]∗; this implies that O¯ is real.
1.2 Clusters
How can we compute G(z) if the many-body ground state |Ω〉 is not known? Quantum cluster
methods provide an approximate solution by dividing the original system into smaller parts.
The original lattice γ is tiled into small, manageable and disconnected clusters. For instance,
the triangular lattice may be tiled by 6-site clusters, as illustrated in Fig. 1; in that case, two
distinct clusters are included in each repeated unit, or super-cell. On a cluster labeled j, a
Hamiltonian H(j) is defined, whose interaction part H(j)1 coincides with that of the original
problem:
H1 =
∑
j
H
(j)
1 , (27)
but whose one-body part H(j)0 will depend on the particular quantum cluster method used. In
order to stay general, we have left open the possibility that the cluster Hamiltonians H(j) are all
different from one another, for instance because of a position-dependent potential added to the
basic Hubbard model. However, in most cases, they will all be identical to one or a few clusters
forming a repeated super-cell.
Each cluster’s one-particle Green function G(j)(z) needs to be computed. Various numerical
methods may be harnessed for this task. At zero temperature, exact diagonalization techniques
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are generally used; this entails computing the many-body ground state |Ω(j)〉 of H(j) and ap-
plying the definition (3) to findG(j), as explained summarily in Sect. 3.
Then the self-energy Σ(j)(z) associated with G(j)(z) is extracted from Dyson’s equation, and
the following approximation for the lattice self-energy is assembled:
Σ =

Σ(1) 0 · · · 0
0 Σ(2) · · · 0
...
... . . .
...
0 0 · · · Σ(n)
 . (28)
This equation defines the basic assumption behind quantum cluster methods: the self-energy
can be approximated by the direct sum of the self-energies of all clusters. The lattice Green
function is then constructed from the Dyson equation (21). Note that in the simple case of a
super-cell made of a single cluster, all self-energiesΣ(j) are identical.
Many relevant physical properties of the model can be extracted from the one-particle Green
function, as shown in Eq. (26), but not all. Other functions of interest relevant to experiments
are the dynamical susceptibilities, where the creation and annihilation operators of Eq. (3) are
replaced by one-body operators, such as the spin or electron densities. However, the methods
described in this chapter will not provide us with approximate ways to compute these properties,
beyond computing them within each cluster.
1.3 Cluster Perturbation Theory
The simplest of all quantum cluster methods is Cluster Perturbation Theory (CPT) [1, 2]. In
CPT, each cluster’s one-body Hamiltonian H(j)0 is simply the restriction to the cluster of the full
one-body Hamiltonian H0. If hopping terms connecting sites located on cluster i to those of
cluster j are collected into a matrix t(i,j), then the full one-body matrix may be expressed as
t =

t(1,1) t(1,2) · · · t(1,n)
t(2,1) t(2,2) · · · t(2,n)
...
... . . .
...
t(n,1) t(n,2) · · · t(n,n)
 (29)
The one-body matrix defining H(j)0 in CPT is then simply the diagonal block t
(j,j) and each
cluster’s interacting Green function obeys the relation
G(j)
−1
(z) = z − t(j,j) −Σ(j)(z) (30)
The basic approximation (28), when combined with Eqs (21) and (29), leads to the following
formula for the approximate, or CPT, Green function:
G−1cpt(z) =
⊕
j
G(j)
−1
(z)− tic , (31)
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where⊕ stands for the direct sum, and the matrix tic is obtained from t in Eq. (29) by removing
all diagonal blocks; it is the inter-cluster hopping matrix.
One may collectively denote by H ′ the sum of cluster Hamiltonians and by G′ the direct sum
of cluster Green functions:
H ′ =
∑
j
H(j) G′(z) =
⊕
j
G(j)(z) (32)
We may then write simpler-looking formulas:
H = H ′ +
∑
α,β
(tic)αβ c
†
αcβ (33)
G−1cpt(z) = G
′−1(z)− tic (34)
Cluster Perturbation Theory is called this way because it can be derived by treating the second
term of Eq. (33) as a perturbation on H ′. It can be shown that, at lowest order in tic, the Green
function is indeed given by Eq. (34) [2, 3].
Cluster Perturbation Theory has the following characteristics:
1. Although it is derived using strong-coupling perturbation theory, it is exact in the U → 0
limit, since the self-energy disappears in that case.
2. It is also exact in the strong-coupling limit trr′/U → 0.
3. It provides an approximate lattice Green function for arbitrary wave-vectors, as explained
in Sect. 2.2 below, hence its usefulness in comparing with ARPES data.
4. Although formulated as a lowest-order result of strong-coupling perturbation theory, it is
not controlled by including higher-order terms in that perturbation expansion – this would
be extremely difficult – but rather by increasing the cluster size.
5. It cannot describe broken-symmetry states. This is accomplished by more sophisticated
approaches like the Variational Cluster Approximation (VCA) and Cluster Dynamical
Mean Field Theory (CDMFT), which can both be viewed as extensions or refinements of
CPT. But even in these approaches, formula (34) still applies. The difference lies in the
use of different cluster Hamiltonians H(j)0 and therefore different cluster Green functions
G(j).
2 Periodic systems
2.1 Cluster kinematics
Typically, the clusters that ‘tile’ the lattice are repeated: one or a few of them form a repeated
super-cell, like the two 6-site clusters of Fig. 1. Mathematically, this corresponds to introducing
a super-lattice Γ , whose sites form a subset of the original lattice γ that will be labeled by the
positions r˜. This super-lattice is generated by basis vectors {e1, e2, e3}: every site r˜ of the
super-lattice may be expressed as an integer combination of these basis vectors. Associated
with each site of Γ is a super-cell containing L sites. The super-cell is made of one cluster, or
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Fig. 2: Left panel: Tiling of the square lattice with identical ten-site clusters (L = 10). The
vectors e1,2 define a super-lattice of clusters. Right panel: the corresponding Brillouin zones.
The reduced Brillouin zone (tilted black square) is associated with the super-lattice andL copies
of it can be fitted within the original Brillouin zone (large square).
sometimes of a few clusters, as in Fig. 1. Note that the shape of these clusters is not uniquely
determined by the super-lattice structure. The sites within each super-cell will be labeled by
their vector position (in capitals): R, R′, etc. Each site r of the original lattice γ can therefore
be expressed uniquely as r = r˜ +R.
The Brillouin zone of the original lattice, denoted BZγ , contains L points belonging to the
reciprocal super-lattice Γ ∗. The Brillouin zone of the super-lattice BZΓ has a volume L times
smaller than that of BZγ . Any wave-vector k of the original Brillouin zone can be uniquely
expressed as k = K + k˜ , where K belongs both to the reciprocal super-lattice and to BZγ ,
and k˜ belongs to BZΓ (see Fig. 2).
The passage between momentum space and real space, via discrete Fourier transforms can be
done either directly (r ↔ k) or independently for cluster and super-lattice sites (r˜ ↔ k˜ and
R↔K). This can be encoded into unitary matrices U γ , UΓ and U c defined as follows:
Uγk,r =
1√
N
e−ik·r , UΓ
k˜r˜
=
√
L
N
e−ik˜·r˜ , U cK,R =
1√
L
e−iK·R , (35)
where again N is the (large) number of sites in the original lattice γ, which can be treated with
periodic boundary conditions at the edges. The matrix U γ is of order N , UΓ is of order N/L
and U c of order L.
The discrete Fourier transforms on a generic one-index quantity f are then
f(k) =
∑
r
Uγk,rfr , f(k˜) =
∑
r˜
UΓ
k˜,r˜
fr˜ , fK =
∑
R
U cK,RfR (36)
or, in reverse,
fr =
∑
k
Uγ∗k,rf(k) , fr˜ =
∑
k˜
UΓ∗
k˜,r˜
f(k˜) , fR =
∑
K
U c∗K,RfK (37)
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These discrete Fourier transforms close by virtue of the following identities
1
N
∑
k
eik·r = δr
L
N
∑
k˜
eik˜·r˜ = δr˜
1
L
∑
K
eiK·R = δR (38)
1
N
∑
r
e−ik·r = δk
L
N
∑
r˜
e−ik˜·r˜ = δk˜
1
L
∑
R
e−iK·R = δK (39)
where δr is the usual Kronecker delta, used for all labels (since they are all discrete):
δα =
1 if α = 00 otherwise δαβ ≡ δα−β , (40)
It is implicit that the Kronecker deltas are periodic, i.e., that δk˜ = δk˜+K , for instance.
1
A one-index quantity like the destruction operator cr = cr˜+R can be represented in a variety of
ways through partial Fourier transforms:
cR(k˜) =
∑
r˜
UΓ
k˜r˜
cr˜+R
cr˜,K =
∑
R
U cKR cr˜+R
cK(k˜) =
∑
r˜,R
UΓ
k˜r˜
U cKR cr˜+R
c(k) =
∑
r
Uγkr cr
(41)
Note that
k · r = (k˜ +K) · (r˜ +R) = k˜ · r˜ +K ·R+ k˜ ·R+K · r˜ . (42)
By definition, the last term is a multiple of 2pi (K is an element of the reciprocal lattice γ∗).
Therefore the two representations c(k) and cK(k˜) are not identical, since the phases involved in
(41), k ·r and k˜ · r˜+K ·R, differ by k˜ ·R. These two representations are obtained respectively
by applying the unitary matrices S ≡ UΓ⊗U c andU γ on the r basis, and these two operations
are different since the N ×N matrix Λ ≡ U γS−1 is not trivial:
Λkk′ = δk˜k˜′ Λ
c
KK′(k˜) where Λ
c
KK′(k˜) =
1
L
∑
R
e−iR·(k˜+K−K
′) . (43)
The matrix Λc(k˜) is L× L and connects the (K, k˜) basis to the k = k˜ +K basis:
c(k˜ +K) =
∑
K′
ΛcKK′(k˜) cK′(k˜) . (44)
A two-index quantity like the hopping matrix trr′ or the Green function Grr′ has a number of
different representations. The first index transforms like cr and the second like c
†
r′ . For instance,
t(k,k′) =
∑
r,r′
Uγkr U
γ∗
k′r′ trr′ . (45)
1Such periodic Kronecker deltas are sometimes called Laue functions.
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Due to translation invariance on the lattice, this matrix is diagonal when expressed in momen-
tum space: t(k,k′) = ε(k) δk,k′ , ε(k) being the dispersion relation (2). However, in practice
we most often use the mixed representation
tRR′(k˜) =
∑
r˜
eik˜·r˜ trr′ where r = R and r′ = r˜ +R′ . (46)
For instance, if we tile the one-dimensional lattice with clusters of length L = 2, the nearest-
neighbor hopping matrix, corresponding to the dispersion relation ε(k) = −2t cos(k) − µ, has
the following mixed representation:
t(k˜) = −
(
µ t(1 + e−2ik˜)
t(1 + e2ik˜) µ
)
. (47)
Finally, let us point out that the space E of one-electron states is larger than the space of lattice
sites γ, as it also includes spin and maybe band degrees of freedom, which form a set B. We
could therefore write E = γ⊗B. The transformation matrices defined above (U γ ,UΓ andU c)
should, as necessary, be understood as tensor products (U γ ⊗ 1, UΓ ⊗ 1 and U c ⊗ 1) acting
trivially in B. This should be clear from the context. The total number of degrees of freedom
in the super-cell is therefore an integer multiple of L, which we shall denote by Msc.
2.2 The CPT Green function and periodization
The most convenient representation for periodic systems is the (R, k˜) scheme, which uses real-
space indices in the super-cell and reduced wave-vectors. Because of translational invariance,
the inter-cluster hopping matrix of Eq. (34) is diagonal in k˜ and tic, becoming effectively a
Msc-dimensional, k˜-dependent matrix tic(k˜). If the super-cell contains more than one cluster,
like the example of Fig. 1, the matrix tic also contains k˜-independent terms from the hopping
terms between those. Likewise, the restriction of G′ (32) to the super-cell is Msc-dimensional,
the same for all super-cells, and therefore k˜-independent. We will also denote it by G′, even
though this is a slight abuse of notation. Therefore, Eq. (34) becomes
G−1cpt(z, k˜) = G
′−1(z)− tic(k˜) (48)
In that relation, all matrices are of size Msc. The super-cell Green functionG′ is either a single
cluster Green function G(j), directly computed from the impurity solver, or a direct sum of the
cluster Green functions making up the super-cell.
Relation (48) is the most convenient way to compute the CPT Green function. The cluster
self-energies do not need to be extracted explicitly.
A supplemental ingredient of CPT is the periodization formula, which provides a fully k-
dependent Green function out of the mixed representation GRR′(k˜, z). It was proposed in
Ref. [2] to define the following periodized Green function:2
Gper.(k, z) =
1
L
∑
R,R′
e−ik·(R−R
′) GRR′(k˜, z) . (49)
2In the following the spin and band indices are muted: the left hand side is still a matrix in those indices, but
we will focus here on the spatial and wave-vector indices only, in order to lighten the notation.
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Let us explain. Treating intra-cluster and inter-cluster hopping terms differently breaks the
original translational symmetry of the model: The Green function (48) is not translationally
invariant on the original lattice γ. This means that it is not diagonal when expressed in the
k-scheme, i.e., G(k,k′) 6= 0 if k 6= k′. However, because of the residual super-lattice trans-
lational invariance, k′ and k must correspond to the same k˜ and differ by an element of the
reciprocal super-lattice: k′ = k+K. Thus, in the (K, k˜) basis, the matrixG has the following
form:
GKK′(k˜, z) =
1
L
∑
R,R′
e−i(K·R−K
′·R′) GRR′(k˜, z) . (50)
Since an element of the reduced Brillouin zone is defined up to a vector belonging to the recipro-
cal super-lattice Γ ∗, one may replace k˜ by k inGRR′(k˜, z), i.e.,GRR′(k˜, z) = GRR′(k˜+K, z).
This form can be further converted to the full wave-vector basis (k = K + k˜) by use of the
unitary matrix Λc of Eq (43):
G(k˜ +K, k˜ +K ′) =
(
Λc(k˜)GΛc†(k˜)
)
KK′
=
1
L2
∑
R,R′,K1,K′1
e−i(k˜+K−K1)·R ei(k˜+K
′−K′1)·R′ GK1K′1
=
1
L
∑
R,R′
e−i(k˜+K)·R ei(k˜+K
′)·R′ GRR′(k˜, z) . (51)
The periodization formula (49) amounts to picking the diagonal piece of the Green function
(K = K ′, or k = k′) and discarding the rest. This makes sense since the density of states ρ(ω)
is the trace of the imaginary part of the Green function:
ρ(ω) = − 2
N
Im
∑
r
Grr(ω + i0
+) = − 2
N
Im
∑
k
G(k, ω + i0+) , (52)
and the spectral function A(k, ω), as a partial trace, involves only the diagonal part. Moreover,
because of the sum rule (12), which is basis independent, the frequency integral of the imaginary
part of the off-diagonal components of the Green function vanishes.
Another possible formula for periodization is to apply relation (49) to the self-energyΣ instead.
This is appealing sinceΣ is an irreducible quantity, as opposed toG, and amounts to throwing
out the off-diagonal components ofΣ before applying Dyson’s equation to getG, as opposed to
discarding the off-diagonal part at the last step, once the matrix inversion towards G has taken
place. Unfortunately, this turns out not to work, which is not surprising given the nonlinear
relation between Σ and the spectral function. As Fig. 3 shows, periodizing the Green function
(Eq. (49)) reproduces the expected features of the spectral function of the one-dimensional
Hubbard model: In particular, the Mott gap that opens at arbitrarily small U (as known from the
exact solution). On the other hand, periodizing the self-energy leaves spectral weight within the
Mott gap for an arbitrarily large value of U . This illustrates the correctness of Green function
periodization.
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Fig. 3: Left: CPT spectral function of the one-dimensional, half-filled Hubbard model with
U = 4, t = 1, with Green function periodization (L = 16). Right: the same, with self-energy
periodization instead; notice the important spectral weight in the middle of the Mott gap.
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Fig. 4: Spectral function of the two-dimensional Hubbard model with band parameters t = 1,
t′ = −0.3 and t′′ = 0.2. Top panel: different values of U for hole doping 1/6. Bottom panel: the
same for electron doping 1/6. The pseudo-gap phenomenon manifests itself as the disappearance
of the quasi-particle peak at the Fermi level along the side (pi, 0)−(pi, pi) in the hole-doped case,
and along the diagonal (0, 0)− (pi, pi) in the electron-doped case. Adapted from [4].
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As an illustration of what can be revealed by the periodized CPT Green function, Fig. 4 shows
the spectral function of the two-dimensional Hubbard model, with band parameters appropriate
for cuprate superconductors: t′/t = −0.3 and t′′/t = 0.2, where t′ and t′′ are second (diagonal)
and third-neighbor hopping amplitudes, respectively. Several values of U were used, and two
values of electron density: 5/6 (top) and 7/6 (bottom). We can see the emergence of the Hub-
bard bands and how the chemical potential (ω = 0) is pinned to the lower and upper Hubbard
bands, respectively. In the top panel, the quasi-particle weight at the Fermi surface disappears
along the direction (pi, 0) − (pi, pi), whereas a well-defined quasi-particle peak remains along
the diagonal direction (0, 0)− (pi, pi). This is accentuated as U increases. In the electron-doped
case, the roles of the two directions are reversed.
Averages of one-body operators In the (R, k˜) basis, Formula (26) for the ground state aver-
age of a one-body operator (23) becomes
O¯ = 1
N
∑
k˜
∫ ∞
−∞
dω
2pi
{
tr
[
s(k˜)G(k˜, iω)
]
− tr s(k˜)
iω − p
}
(53)
where all matrices are now of size Msc and we assume that the matrix s is diagonal in k˜ (trans-
lational invariance over the super-lattice).
The result (25) is quite general and could formally by expressed as O¯ = Tr(sG) where the
symbol Tr (with a capital ‘T’) stands for a functional trace, i.e., includes an integral over fre-
quencies as well as a trace over site and band indices, including even the convergence correction
(the last term of Eq. (53)). The above expression is basis-independent; in the full wave-vector
basis of one-particle states, the frequency summand would take the following form:
1
N
∑
k˜,k˜′,K,K′
s(k˜ +K, k˜′ +K ′)G(k˜′ +K ′, k˜ +K, iω) (54)
If the operator O is translationally invariant, as it usually is, then
s(k˜ +K, k˜′ +K ′) = δKK′ δk˜k˜′ s(k) = δkk′ s(k) , (55)
and the above reduces to ∑
k
s(k)Gper.(k, iω) , (56)
where Gper.(k, iω) is the periodized Green function (49). This means that expectation values
of translationally invariant, one-body operators, computed in the periodization scheme (49),
coincide with those computed without periodization, i.e., with Eq. (53). This does not hold
for other periodization schemes (e.g. periodizing the self-energy), as it crucially depends on
our discarding the off-diagonal elements of G in the full wave-vector basis, which is possible
because we take the trace ofG against a matrix s that is itself diagonal in that basis.
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3 The exact diagonalization method
This lecture is not about numerics. Nevertheless, it is important to understand some basic
facts about the exact diagonalization technique for correlated systems at zero temperature in
order to understand some of the constraints imposed on quantum cluster methods by computing
resources.
Let us therefore consider a single cluster with M degrees of freedom labeled α, β, etc. and
Hamiltonian Hc. The essential steps involved in computing the cluster Green function Gαβ(z)
in the exact diagonalization method are the following:
1. Coding the basis states. States in the Hilbert space are represented as |ψ〉 = ∑i ψi|bi〉,
where the |bi〉 form a basis in which it must be convenient to compute the matrix elements
of Hc, i.e., the matrix elements should not be too numerous. Because of the local two-
body interaction term, the most convenient basis is local, i.e., is defined by occupation
numbers of the Wannier orbitals:
|b(nα)〉 = (c†1)n1(c†2)n2 · · · (c†M)nM |0〉 nα = 0 or 1 (57)
For M degrees of freedom (spin included), there are 2M such states. However, various
symmetries will make the Hamiltonian block-diagonal in this basis. The most obvious
ones are particle number and spin conservation, if applicable. Then only a subset of di-
mension D of the 2M basis states is needed. The actual states are then specified by a
D-dimensional array ψi. If point group symmetries are taken into account, then things
are slightly more complicated, but easily manageable if we only take care of Abelian
symmetries. The important point is that the dimension of the Hilbert space grows expo-
nentially with M and therefore only small clusters can be used. Even though a ground
state computation can be performed on the Hubbard model with slightly over 20 sites if
all symmetries are used in the normal state, such a size is not realistic for quantum cluster
methods, in which the Green function must also be computed and where many sequen-
tial solutions are needed within self-consistent or variational procedures. At this time the
sweet spot still lies around 12 sites (i.e. M = 24 with spin).
2. Building the Hamiltonian. The matrix elements of Hc must be computed. In principle
they need not be stored in memory, i.e., they could be computed ‘on the fly’, as needed.
However, if memory is less a problem than computing time, it is advantageous to store
them and to build a sparse matrix for Hc, especially in a way that allows the matrix to be
quickly updated when the parameters ofHc (the coefficients of the various terms) change,
for instance between successive iterations of a self-consistent procedure.
3. Computing the ground state. Once a representation of the Hamiltonian Hc is at hand,
the ground state |Ω〉 is typically computed using the Lanczos method. The latter is an
iterative procedure that starts from a random vector in the Hilbert space and, through suc-
cessive applications of the matrix Hc, finds the lowest eigenvector of Hc with numerical
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accuracy. For instance, if the dimension of the Hilbert space is D ∼ 106, an accurate
ground state is found with only a few hundred iterations. The procedure actually builds
an orthonormal basis in theK-dimensional Krylov space based on a random initial vector
|φ0〉:
K = span{|φ0〉, Hc|φ0〉, H2c |φ0〉, . . . , HK−1c |φ0〉} (58)
In that basis, the Hamiltonian Hc is truncated into a simple tridiagonal form that is easily
diagonalized. It can be shown that extreme eigenvectors are very well represented in K.
4. Computing the Green function. Once the ground state |Ω〉 is known, we need to apply
definition (3) to compute the Green function. Once again, Krylov spaces are constructed.
Two variants of the Lanczos method may be used, leading to two different data repre-
sentations of the Green function. The first one proceeds by applying the usual Lanczos
procedure, but on the states cα|Ω〉 and (cα + cβ)|Ω〉 (and their creation operator equiv-
alent) instead of a random state. The Krylov spaces thus constructed provide a good
representation of the action of the operator (z ± H)−1 of Eq. (3). The second variant,
called the band Lanczos method, constructs a generalized Krylov space generated from
the set {cα|Ω〉} (or {c†α|Ω〉}) by successive application ofHc, and then uses the projection
of Hc on that space to compute (3). It requires more memory than the first method but
is faster. It also provides a spectral representation (11) of the Green function, albeit with
a few hundred poles ωr instead of a number of the order of the dimension of the Hilbert
space, as in the exact result. Both representations of the cluster Green function allow it to
be computed at any complex frequency z, provided we avoid the poles ωr located on the
real axis.
4 Cellular Dynamical Mean-Field Theory
Let us go back to the cluster decomposition (32) of the Hamiltonian. The main problem with
CPT, i.e., with the prescription that H(j)0 is simply the restriction of H0 to the cluster, is that the
corresponding self-energy does not feel the effect of the lattice at all. It is the self-energy of a
small system and thus cannot account for complex phenomena, such as phase transitions and
spontaneously broken symmetry.
Therefore the main thrust of quantum cluster methods is to define H(j)0 in such a way as to
represent as well as possible the effect of the lattice on the cluster. Perhaps the most elegant
way to describe this is through the path integral formalism. The material of Sect. 4.1 is meant
for readers familiar with that formalism. Others may skip straight to Sect. 4.2 if they wish.
4.1 The dynamical mean field
In the path integral formulation, the basic object is the partition function, whose expression is
Z =
∫ ∏
α
[dcαdc¯α] exp(iS[c, c¯]) (59)
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where the action S is
S[c, c¯] =
∫
dt
{∑
α,β
c¯α(t) (iδαβ∂t − tαβ) cβ(t)−H1(c, c¯)
}
. (60)
The integral is carried out over a continuum of conjugate Grassmann variables cα(t) and c¯α(t).
An imaginary-time formulation is also possible and is necessary when dealing with finite tem-
peratures; it is used to apply Monte Carlo sampling techniques.
In terms of the noninteracting Green functionG0 in the time domain, this may be written as
S[c, c¯] =
∫
dt dt′
{∑
α,β
c¯α(t)G
−1
0,αβ(t− t′) cβ(t′)−H1(c, c¯) δ(t− t′)
}
. (61)
Following a tiling of the lattice with clusters, that action may be expressed as
S =
∑
j
S(j) +
∑
i,j
S(i,j) , (62)
where S(j) is the restriction of S to the cluster labeled j, and S(i,j) involve sites belonging to
clusters i and j, typically inter-cluster hopping terms contained in the matrix t(i,j) of Eq. (29).
CDMFT assumes that the effect of the environment of each cluster can be well approximated
by an effective action ∑
i∈Γ
S(i,j) → S(j)env. . (63)
Replacing the sum on the left by a single term for each cluster effectively decouples them. This
contribution from the environment is assumed to be uncorrelated, i.e., to be quadratic in c. Thus,
the total effective action for a given cluster takes the general form
Seff [c, c¯] =
∫
dt dt′
∑
α,β
c¯α(t)G
−1
0,αβ(t− t′) cβ(t′) +
∫
dtH1(c, c¯) (64)
where G 0 is the dynamical mean field. The indices α, β are now restricted to the same cluster,
and likewise for the interaction Hamiltonian H1.
In the frequency domain the dynamical mean field can be written, in matrix form, as
G −10 (ω) = ω − tc − Γ (ω) , (65)
where tc is the restriction of the hopping matrix to the cluster and Γ (ω), the hybridization
function, represents the dynamical hybridization of the cluster orbitals with their effective envi-
ronment. This is better expressed in terms of an Anderson impurity model [5]; let us explain.
In order for this effective action to make sense, the dynamical mean field G 0 must be causal.
This implies that it must have the analytic properties of a Green function: The poles and zeros
of its eigenvalues must lie on the real axis and the associated residues must be positive. In
addition, G 0(ω) must behave like 1/ω at large frequencies. In other words, G 0(ω) must have
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a spectral representation like Eq. (11). Consequently, the hybridization function must have a
spectral representation (22) like that of a self-energy: 3
Γαβ(z) =
Nb∑
r
θαrθ
∗
βr
z − εr (66)
as a function of a complex frequency z, where εr and θαr form a collection of parameters that
can be adjusted to fit any causal hybridization function as closely as needed. Nb is the number
of poles deemed necessary to adequately represent the hybridization function.
4.2 The equivalent Anderson impurity model
Now, let us connect back with the Hamiltonian formalism. The effect of the cluster’s environ-
ment, which is modeled by the hybridization function (66), may equivalently be represented by
coupling the cluster with a set of Nb ancillary orbitals labeled by r, with annihilation operators
ar. The orbitals are uncorrelated, and form a bath in which the cluster is immersed, so to speak.
The cluster dynamics is then described by the following Anderson impurity model:
HAIM =
∑
α,β
tc,αβ c
†
αcβ +
∑
α,r
(
θαr c
†
αar + H.c.
)
+
Nb∑
r
εr a
†
rar +H1 . (67)
Electrons can hop between the cluster sites labeled α, β and the bath orbitals.
Let us show how the hybridization function (66) emerges from this model. The Green function
associated with the noninteracting Anderson model (if we drop H1 from (67)) is simply
Gfull0 (z) =
1
z − T (68)
where the full hopping matrix T for the combined cluster and bath system is
T =
(
tc θ
θ† ε
)
. (69)
tc is the M × M hopping matrix within cluster degrees of freedom only, θ is the M × Nb
hopping matrix between bath and cluster orbitals, and ε the diagonal Nb × Nb matrix of bath
energies εα. The Green function obtained by tracing out the bath degrees of freedom is simply
the restriction of Gfull to the cluster degrees of freedom only. The mathematical problem at
hand is simply to invert a 2× 2 block matrix(
A11 A12
A21 A22
)
=
(
B11 B12
B21 B22
)−1
(70)
whereA11 = z−tc, A12 = A†21 = θ, A22 = z−ε, andB11 is the Green function we are looking
for. By working out the inverse matrix condition, we find in particular that
A11B11 + A12B21 = 1 B21 = −A−122 A21B11 (71)
3Γ could also have a frequency-independent piece Γ∞, but that piece turns out to be always zero in CDMFT,
although this is not so in Potthoff’s dynamical impurity approximation (DIA).
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Fig. 5: Example cluster-bath systems used in the ED implementation of CDMFT. (A) and (B):
2-site, 4-bath systems used to study the one-dimensional Hubbard model. (C): a 4-site, 8-bath
system used for the two-dimensional Hubbard model. See text for explanations.
and therefore (
A11 − A12A−122 A21
)
B11 = 1 . (72)
The noninteracting Green function of the cluster,G0 c, is thus given by
G−10 c = z − tc − Γ (z) Γ (z) = θ
1
z − ε θ
† (73)
where we recognize the hybridization function (66) in the last term. Note that the bath energy
matrix ε can always be chosen to be diagonal, but does not have to be; Eq. (73) is valid even if
ε is not diagonal.
In the interacting case, the only difference lies in the existence of the self-energy, which has no
component in the bath since the latter is uncorrelated. We then have the relations
G−1c (z) = z − tc − Γ (z)−Σ(z) = G −10 (z)−Σ(z) (74)
Solving the AIM on the cluster can be done in a variety of ways, for instance by exact diagonal-
ization, but also by more traditional quantum Monte Carlo (QMC) approaches like the Hirsch-
Fye method. Generally, the method used to compute G−1c (z) is called the impurity solver,
because of the AIM context, even though the problem does not involve physical impurities.
The continuous-time quantum Monte Carlo solver [6, 7] (CT-QMC) has been developed espe-
cially for the purpose of DMFT and CDMFT. It is an exact method, free of systematic errors,
that works at finite temperature. It is however quite computationally intensive, and is also lim-
ited in practice to small clusters (but the bath is essentially infinite). All QMC methods are also
affected by the fermion sign problem.
When using an exact diagonalization solver, the number of bath orbitals is very limited. Ex-
amples of cluster-bath systems are illustrated on Fig. 5. In system (A), each of the two cluster
sites is hybridized with 2 bath orbitals exclusively. Left-right symmetry imposes the constraints
13.20 David Se´ne´chal
ε3 = ε1, ε4 = ε2, θ3 = θ1 and θ4 = θ2. System (B) is more general: the bath orbitals are
not hybridized with specific cluster sites, but with combinations of a given symmetry (here,
even and odd orbitals c± = c1 ± c2). This approach, proposed in Ref. [8], is potentially more
accurate, since the number of variational parameters is generally larger. System (C) is a 4-site
cluster coupled to 8 bath orbitals. Again, symmetry considerations in the normal state will
impose constraints on the values of the 16 parameters εi and θi. In principle, one may also in-
troduce hopping terms between the bath orbitals (indicated by curved dashed lines); this would
introduce additional bath parameters and therefore a richer representation of the hybridization
function Γ (z). In practice, anomalous hopping will be introduced along the curved dashed lines
when studying superconductivity (see Sect. 5.2).
4.3 The self-consistency condition
How does one determine the hybridization function Γ (z) so as to best represent the effect of
the lattice environment on the cluster? Just like ordinary mean-field theory can be formulated
equivalently either as a variational principle (Hartree-Fock theory) or via a self-consistency
condition, so can dynamical mean-field theory. The variational approach is based on Potthoff’s
self-energy functional theory [9, 10] and is called the dynamical impurity approximation (DIA,
or CDIA for its cluster extension). It has many advantages, both from the formal point of view
and in practice, for some systems with small values of Nb solved by exact diagonalization,
but we will not describe it here for lack of space. Interested readers can turn to Refs [11–13]
for details. Historically and in most applications, the hybridization function is determined by
applying a self-consistency principle that we will now describe.4
The approximate Green function of the lattice model that follows from the effective Hamiltonian
(67) is constructed from the principle (28):
G−1(k˜, z) = z − t(k˜)−Σ(z) , (75)
where t(k˜) is the exact dispersion of the lattice model, expressed as a partial Fourier transform,
i.e., as matrix in cluster indices with a dependence on the reduced wave-vector k˜ defined in the
Brillouin zone of the super-lattice.
Let us assume, for the time being, that the super-cell is made of a single cluster, so thatΣ above
is computed from the cluster Green function Gc (we will treat the case of multiple clusters
later). Let us then Fourier transform G(k˜, z) back to real-space, in order to project it onto the
super-cell located at r˜ = 0:
G¯(z) =
L
N
∑
k˜
[
z − t(k˜)−Σ(z)
]−1
(76)
Ideally, this projected Green function G¯ should coincide with the cluster Green function Gc
calculated from the dynamical mean field G 0. The condition G¯ = Gc closes a self-consistency
4Contrary to mean-field theory, where the variational and self-consistent approaches yield the same solution,
the self-consistent method followed in CDMFT does not yield the same solution as CDIA when the number of
bath sites is finite.
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Fig. 6: The CDMFT self-consistency loop.
loop, illustrated in Fig. 6, that hopefully converges towards an optimal dynamical mean field
G 0. Let us summarize the elements of this loop:
1. An initial trial value of the dynamical mean field G 0 is selected. With a QMC solver, this
means choosing a Matsubara-frequency-dependent matrix Γ (iωn). With an ED solver
applied to the Anderson impurity model (67), this means choosing an initial set of bath
parameters (θ, ε).
2. The impurity solver is applied, andGc is computed, as well as the associated self-energy
Σ, from Eq. (74).
3. The CPT Green function (75) is computed, as well as its projection G¯ onto the cluster.
4. The next step depends on whether one uses a QMC or an ED solver to compute Gc. In
the QMC solver, one deals with the path integral formulation directly and the hybridiza-
tion function Γ (iωn) is defined at Matsubara frequencies without reference to a bath of
ancillary orbitals. Then the dynamical mean field is updated by substituting Gc → G¯
into Eq. (74):
G −10 (iωn)← G¯−1(iωn) +Σ(iωn) (77)
In the ED solver, the hybridization function is only known through Eq. (73) and the
bath parameters θ and ε. Moreover, the number of adjustable bath parameters is finite,
and therefore the self-consistency condition G¯ = Gc cannot be satisfied exactly for all
frequencies; it can only be optimized. This is done by minimizing the following “distance
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function”
d(θ, ε) =
∑
iωn
W (iωn) tr
∣∣∣G−1c (iωn)− G¯−1(iωn)∣∣∣2 (78)
where the sum is carried over a finite set of Matsubara frequencies associated with a
fictitious temperature T , with weights W (iωn) used to emphasize low frequencies. This
minimization is done numerically by any classic optimization method, simply by applying
Eq. (73), without recomputing Σ; it usually does not contribute appreciably to the total
computing time. The outcome is a new set of bath parameters (θ, ε), and therefore a new
hybridization function.
5. One goes back to step 2, until G 0 (or Γ ) converges.
4.4 Inhomogeneous systems
Let us now consider a super-cell made of n > 1 clusters. This may be needed if a single
cluster does not tile the lattice, but two are necessary, like in Fig. 1. It is also needed for
inhomogeneous systems where translational invariance is lost, at least on a length scale that
involves many clusters. The notation of Eqs. (28) and (29) may still be used, except that n is no
longer the total number of clusters on the lattice, but the number of clusters in the super-cell, so
that each of the blocks t(i,j) will depend on the reduced wave-vector k˜. The inverse CPT Green
function therefore has the form
G−1(k˜, z) = z − t(k˜)−Σ(z)
=

z − t(11)(k˜)−Σ1(z) −t(12)(k˜) . . . −t(1n)(k˜)
−t(21)(k˜) z − t(22)(k˜)−Σ2(z) . . . −t(2n)(k˜)
...
... . . .
...
−t(n1)(k˜) −t(n2)(k˜) . . . z − t(nn)(k˜)−Σn(z)

(79)
Some of the clusters may be connected only to other clusters of the same super-cell, not to
clusters of the neighboring super-cells; therefore for those clusters, the matrix t(ij) is constant,
i.e., does not depend on k˜.
As before, we define the projected local Green function (76), but this time G¯ has a block-matrix
structure like that of Eq. (79). Let G¯(j) denote the jth diagonal block of G¯. The self-consistency
condition is modified so as to match G¯(j) to the cluster Green functionG(j) computed from the
impurity solver. In particular, in the ED framework, the distance function (78) has the form
d(θ, ε) =
∑
iωn,j
W (iωn) tr
∣∣∣G(j)−1(iωn)− G¯(j)−1(iωn)∣∣∣2. (80)
The bath parameters of all clusters in the super-cell contribute to any G¯(j), and thus all clusters
are coupled. The distance function is a sum over n separate terms (one for each cluster), each
with its own set of bath parameters and hybridization function Γ (j)(z). Thus minimizing each
of these terms separately will minimize their sum and vice versa.
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Fig. 7: Super-cell of 19 six-site clusters used in Ref. [14] in order to study the effect of a
repeated non-magnetic impurity (located at the central site) on the Hubbard model defined on
the graphene lattice. The local magnetization is indicated by filled red (up) and open blue
(down) circles respectively (the area of each circle is proportional to 〈Szr〉).
This approach was called I-CDMFT in Ref. [14]. In that work, it was applied to the problem of
a repeated, non-magnetic impurity in graphene. From previous mean-field calculations, it was
known that antiferromagnetic correlations arising from the impurity go well beyond nearest
neighbors [15, 16]. In order to isolate the magnetism resulting from a single impurity, and at
the same time avoid edge effects, the impurity was repeated periodically, i.e., a super-cell of
19 six-site clusters was defined (see Fig. 7). The impurity, characterized by a local energy
Himp. = hn0, where 0 labels the impurity site, is located on the middle cluster. Fig. 7 shows the
local magnetization induced by such an impurity on the Hubbard model defined on the graphene
lattice, with parameters U = 2 and h = 11 (the nearest-neighbor hopping amplitude t is set to
unity).
5 Applications
5.1 The Mott transition
A key success of Dynamical Mean-Field Theory is the picture it provides of the Mott metal-
insulator transition. Consider Fig. 8, which shows the qualitative phase diagram in the U–T
plane of the half-filled, particle-hole symmetric Hubbard model. The left panel shows the
prediction of single-site DMFT [17]. The Mott transition in the U–T plane is of first order,
indicated as a red line on the figure. This first-order line ends at a finite-temperature critical
point and at Uc1(0), with a region (colored area) where the metallic and insulating phases may
coexist. This single-site DMFT picture of the Mott transition has been criticized, mainly on
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Fig. 8: Schematic phase diagram of the half-filled, particle-hole symmetric Hubbard model
using single-site DMFT (left), CDMFT with a CT-QMC solver on a 2×2 plaquette (center) and
the Dynamical Impurity Approximation (right). The red dots are the end of the first-order lines
and therefore critical points. Adapted from [19].
the ground that the absence of feedback of magnetic correlations on single particle excitations
yields a nonzero ground-state entropy (S = N ln 2, N being the number of sites) in the Mott
phase, and that this exaggerates the stability of the insulating phase at nonzero temperature.
Cluster Dynamical Mean Field Theory modifies this picture by the addition of short-range cor-
relation effects or, said otherwise, by adding a momentum-dependence to the self-energy. This
provides a feedback of short-range antiferromagnetic fluctuations into single-particle proper-
ties. However, the main features of the DMFT picture are not affected by these refinements.
The middle diagram of Fig. 8 emerges from a CDMFT study using the continuous-time QMC
solver [18]. The essential difference with the single-site result is that the first-order line ends at
Uc2(0) instead of Uc1(0) at zero temperature. The zero-temperature points are the result of an
extrapolation, since QMC solvers were used in both cases. The right panel of Fig 8 is a mod-
ified scenario inspired by the Dynamical Impurity Approximation (DIA) [19], in which only
the zero-temperature axis was actually calculated, with an exact diagonalization solver. It was
shown in Ref. [19] that the transition is of first order even at zero temperature; the transition
(red line) occurs when the ground state energies of the metallic and insulating solutions cross.
As a function of U, a hysteresis loop was observed for the various bath parameters.
Regarding Fig. 8, we note that the slope of the first-order line is negative in the single-site DMFT
solution, but positive in the CDMFT solution. Through the Clausius-Clapeyron equation, this
implies that the entropy is larger in the Mott phase than in the metallic phase according to the
single-site solution, whereas the opposite is true according to the CDMFT solution. This is
another sign that the degeneracy of a single site exaggerates the entropy of the insulating state
in DMFT.
Figure 9 shows the evolution of the local density of statesA(ω) (DoS) across the Mott transition.
The DoS on the left half of each panel (U = 5.0 and U = 5.6) are computed in the metallic
solution, and those on the right (U = 5.4 and U = 5.8) in the insulating solution. The middle
points (U = 5.4 and U = 5.6) are in the coexistence region. The bath used in the CT-QMC
solution is effectively infinite, whereas the bath used with the ED solver has only 8 orbitals
and is based on the system illustrated in Fig. 5C. Accordingly, the spectral function contains
Quantum Cluster Methods 13.25
0.0
0.1
0.2
)
ω(
A
U/t=5.0a) U/t=5.4b)
-4 -2 0 2 4
ω
0.0
0.1
0.2
)
ω(
A
U/t=5.6c)
-4 -2 0 2 4
ω
U/t=5.8d)
0
0.1
0.2 U = 5.0 U = 5.4
0
0.1
0.2
-4 -2 0 2 4
U = 5.6
-4 -2 0 2 4
U = 5.8
A
(ω
)
A
(ω
)
ω ω
Fig. 9: Evolution of the local density of states A(ω) across the Mott transition, for the square-
lattice Hubbard model. Left panel: CT-QMC solver, from Ref. [18]. Right panel, ED solver, but
with the CDIA, based on solutions found in Ref. [19].
traces of the discreteness of the bath, even though a Lorentzian broadening of the poles was
used. Nevertheless, the same physics occurs at the same value of U/t in the two methods. The
self-consistency condition G¯ = G′, in the bath parametrization used in [19], does not show
a first-order transition (and a coexistence region) in that case; the latter can only be seen by
solving the more exact conditions defined in the CDIA.
5.2 Superconductivity
Many of the theoretical approaches described in this volume were motivated by the ambition to
explain the origin of high-temperature superconductivity, more specifically to answer the fol-
lowing question: does the Hubbard model contain the key elements to explain superconductivity
in the cuprates? Single-site DMFT alone cannot answer this question, as it lacks the short-range
correlation effects needed to even describe d-wave superconductivity. But the question has been
addressed by quantum cluster methods: DCA, VCA, and CDMFT.
First of all, let us explain how superconductivity may be incorporated in the Green function
formalism. The standard theoretical description of superconductivity involves a spontaneous
violation of charge conservation, which translates into a nonzero expectation value of the oper-
ator Ψˆ that creates a uniform distribution of Cooper pairs. In a one-band model, this is
Ψˆ =
1
N
∑
r,r′
grr′
[
cr↑cr′↓ − cr↓cr′↑
]
. (81)
In momentum space, this becomes
Ψˆ =
1
N
∑
k
g(k)
[
c↑(k)c↓(−k)− c↓(k)c↑(−k)
]
, (82)
with the correspondence
g(k) =
∑
r
gr,0 e
−ik·r , (83)
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where the pairing amplitude grr′ is assumed to depend only on r − r′. This amplitude is,
roughly speaking, the Cooper pair’s wave-function as a function of the relative position of the
two electrons.
A nonzero value of 〈Ψˆ〉 can only be established if the anomalous Green function (the Gorkov
function) is nonzero:
Frr′(z) = 〈Ω|cr↑ 1
z −H + E0 cr
′↓|Ω〉+ 〈Ω|cr′↓ 1
z +H − E0 cr↑|Ω〉 (84)
The order parameter ψ is then the frequency integral of the Gorkov function, just like ordinary
operators in Eq. (53):
ψ = 〈Ψˆ〉 = 1
N
∑
k˜
∫ ∞
−∞
dω
2pi
[
gRR′(k˜)FR′R(k˜, iω)
]
(85)
(we have used the (R, k˜) basis in the above formula). In order to smoothly integrate the
Gorkov function into the formalism we have developed so far, the Nambu formalism is used:
we perform a particle-hole transformation on the spin down sector and work with the operators
drσ = (cr↑, c
†
r↓). These still obey the anticommutation relations {drσ, d†r′σ′} = δrr′δσσ′ . In
terms of these operators, the pairing operator Ψˆ takes the form of a hopping term because only
destruction operators of opposite spins are multiplied. Thus, if we apply to the drσ and d†rσ the
definition (3) of the Green function and write it in block form to reveal the spin components,
we find
G(z) =
(
G↑(z) F (z)
F †(z) −G↓(z)
)
(86)
where G↑ and G↓ only involve up and down spins, respectively. As long as there are no spin-
flip terms in the Hamiltonian, the Gorkov function can be included in this way in the Green
function (spin-flip terms would spoil the process, as they would look like anomalous terms after
the particle-hole transformation).
In order to probe for superconductivity in CDMFT, the hybridization function (73) must contain
anomalous terms. Within the ED solver, this was at first accomplished as illustrated on Fig. 5C,
i.e., by adding to the bath Hamiltonian d-wave pairing terms between bath orbitals themselves
(the red dotted lines of Fig. 5C). In this parametrization, the bath is seemingly made of two
“ghost clusters” whose pairing terms mimic the broken symmetry state that could take place on
the cluster itself. Note that CDMFT does not tamper with the cluster Hamiltonian when probing
broken symmetries. The agents of symmetry breaking are rather concentrated in the bath.
Any study of d-wave superconductivity within the square-lattice Hubbard model must also take
into account the possibility of antiferromagnetic order in competition, or in coexistence with,
superconductivity. This requires a more general bath parametrization, with different bath en-
ergies and hybridization for the two magnetic sub-lattices and spin projections. The reduced
symmetry would translate into the following constraints on the parameters defined in Fig. 5C:
ε1σ = ε4σ = ε2−σ = ε3−σ and ε5σ = ε8σ = ε6−σ = ε7−σ (87)
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Fig. 10: Left panel top: d-wave order parameter ψ as a function of electron density n, for
various values of U and t′ = −0.3t, t′′ = 0.2t. Bottom: the same, scaled by J = 4t2/U . Right
panel: d-wave (ψ) and antiferromagnetic (M ) order parameters vs. n, from a common solution
where they are allowed to compete. Taken from Ref. [20].
and likewise for θi. The independent bath parameters would then be ε1,↑, ε1,↓, ε2,↑, ε2,↓, the
corresponding values of θi, and two in-bath pairing operators.
Figure 10, taken from Ref. [20], shows the result of a CDMFT computation on the one-band
Hubbard model with a tight binding dispersion appropriate for a cuprate superconductor like
YBCO, with diagonal hopping t′ = −0.3t and third-neighbor hopping t′′ = 0.2t. Both the
d-wave order parameter ψ and the antiferromagnetic order parameter M are shown, where
M = 〈Mˆ〉 Mˆ = 1
N
∑
r
eiQ·r (nr↑ − nr↓) Q = (pi, pi) . (88)
There is a region of doping where the two phases compete and coexist at a microscopic scale
(right panel of Fig. 10). One sees (left panel of Fig. 10) that the superconducting order parameter
scales like J = 4t2/U , at least in the under-doped region.
The CT-QMC solver was applied to the superconductivity problem in Ref. [21], in the special
case t′ = 0. The CT-QMC allows for an estimate of Tc, but such a computation is very resource-
intensive because of critical slowing down. Of course, this Tc has a mean-field character: The
Mermin-Wagner theorem forbids the spontaneous breakdown of continuous symmetries in a
purely two-dimensional system at nonzero temperature. In a finite cluster, the long wavelength
pair fluctuations that would destabilize a superconducting phase at finite temperature are not at
work and cannot be accounted for by a fermionic bath.
A fair criticism of the above results on broken symmetries in the Hubbard model is the lack
of finite-size analysis. The existence of broken symmetry phases, such as antiferromagnetism
and d-wave superconductivity, can only be established firmly in the limit of infinite cluster size;
an infinite bath-size is not sufficient. In principle infinite-size extrapolations should be per-
formed in order to assess the robustness of CDMFT predictions in the thermodynamic limit. In
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practice, this requires vast amounts of computing resources and a solver that can accommodate
larger clusters, such as the Hirsch-Fye QMC or the auxiliary-field CT-QMC [22]. This was ac-
complished within the dynamical cluster approximation (DCA) in Ref. [23], with cluster sizes
ranging up to L = 32 and special attention paid to the cluster shape in relation to the periodic
boundary conditions used in DCA. The existence of a Kosterlitz-Thouless transition was con-
firmed in the square-lattice Hubbard model at Tc ≈ 0.023t for U = 4t and δ ≈ 10%. The cost
of these computations precluded a wider exploration of parameter space. The assumption un-
derlying current work on superconductivity using cluster approaches is that the thermodynamic
limit will bring important renormalizations but will not qualitatively affect the dependence of
the superconducting order upon band parameters, interaction strength, or doping. Thus, cluster
approaches are important tools in exploring the space of models that can potentially lead to
superconductivity or other broken symmetry phases.
6 Extended interactions
The cluster methods discussed above only apply to systems with on-site interactions, such as
the simple Hubbard model (1), as the interaction H(j)1 on each cluster was supposed to be the
restriction to the cluster of the full interaction H1. This is no longer true in the extended Hub-
bard model, in which the Coulomb interaction between electrons residing on different Wannier
orbitals is included:
HV =
1
2
∑
r,r′
Vr′r nr′nr (89)
(the factor 1/2 is there to avoid double counting the pairs (r, r′)). Treating such a model
with quantum cluster approaches requires an additional approximation: One applies the Hartree
approximation on the extended interactions that straddle different clusters but treats exactly all
interactions within each cluster. This is called the dynamical Hartree approximation (DHA).
It has been used in Ref. [24, 25] in order to assess the effect of such interactions on strongly-
correlated superconductivity.
In the DHA, the extended interaction (89) is separated into two terms:
1
2
∑
r,r′
V cr,r′nrnr′ +
1
2
∑
r,r′
V icr,r′nrnr′ (90)
where V cr,r′ denotes the extended interaction between sites belonging to the same cluster and
V icr,r′ those interactions between sites belonging to different clusters. Each number operator
appearing in the second term is then written as nr = n¯r + δnr, where n¯r = 〈nr〉 is the average
value of nr and δnr, by definition, its fluctuation. The classic mean-field treatment is then
applied:
nrnr′ = n¯rn¯r′ + δnrn¯r′ + n¯rδnr′ + δnrδnr′ (91)
and the last term is dropped, as fluctuations are deemed small. Substituting δnr = nr − n¯r in
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Fig. 11: Phase diagram of the half-filled extended Hubbard model defined on the graphene
lattice. U and V are the on-site and nearest-neighbor repulsion, respectively. See text for
details. Adapted from Refs [25] and [26].
the rest, we end up with the replacement
1
2
∑
r,r′
V icr,r′ nrnr′ → Vˆ ic =
1
2
∑
r,r′
V icr,r′ (n¯rnr′ + nrn¯r′ − n¯rn¯r′) . (92)
These are local, one-body terms only and therefore are included in the non-interacting pieceH0.
Because of translation symmetry on the super-lattice, the averages n¯r must be the same in each
super-cell, and therefore the above term can be determined within a super-cell only, and the
matrix V icr,r′ can be viewed as acting on the sites of the super-cell only. Of course, interactions
straddling different super-cells are “folded back” into a single super-cell.
The averages n¯r must be determined self-consistently. In a CPT computation, this calls for a
self-consistent procedure whereby n¯r is computed at each step with the help of Eq. (53) and its
value injected in a new H0, etc. In CDMFT, computing the averages can be done within the
existing self-consistency loop of Fig. 6, e.g., at the same step where G¯ is computed. Thus, the
mean fields n¯r are converged at the same time as the hybridization function Γ and the DHA
adds very little overhead to the existing CDMFT procedure, although it is conceivable that more
iterations are needed for convergence.
Instead of treating each operator nr separately in the DHA, it is often advantageous to diagonal-
ize the symmetric matrix V icr,r′ and to express the mean field problem in terms of eigenoperators
mk, which are linear combinations of the different nr’s of the cluster:
Vˆ ic =
∑
k
V ick
[
m¯kmk − 1
2
m¯2k
]
(93)
where V ick is an eigenvalue of the matrix V
ic
r,r′ defined in the super-cell. The use of eigenopera-
tors allows one to select or suppress different channels for charge-density-wave instabilities.
For instance, Fig. 11 shows the phase diagram of the extended Hubbard model on the graphene
lattice. Only on-site (U ) and nearest-neighbor (V ) interactions were considered. If V is large
enough, a charge-density-wave sets in with different densities on the A and B sub-lattices. The
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DHA was used to find the phase boundary between the homogeneous solution (N) and the
charge density wave (CDW), by including selectively the eigenoperator mk associated with the
CDW and by comparing the energy of the two solutions. The transition between the two phases
becomes discontinuous (first-order) at some value of U . The results of the DHA are compared
with those of DCA computations performed on larger clusters in Ref. [26]. The strong coupling
limit of the phase boundary is known to be the straight line U = 3V (dashed line on the figure).
Concluding remarks
Quantum cluster methods provide a unique window into the physics of strongly correlated mate-
rials. They capture short-distance correlations exactly in models of strongly correlated electrons
and thus can describe phenomena that are not accessible to mean-field-like approaches. For in-
stance, the effective, dynamic attraction between electrons located on nearest-neighbor sites in
the Hubbard model, which leads to pairing and superconductivity in that model, is captured by
CDMFT on a 4-site cluster. These methods are so far limited to rather small clusters or by other
issues affecting various impurity solvers, like the sign problem in QMC, etc. But they constitute
a framework that motivates continuous improvement in impurity solvers and that opens up lines
of inquiry that were previously limited.
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1 Introduction
Theoretical studies of materials governed by strong electronic interactions remain one of the
most challenging problems in condensed matter physics. While the Schro¨dinger equation de-
scribing these systems is known, the complexity of its solution increases exponentially with
the number of electrons so that approximations have to be made. Mainstream theoretical mod-
eling based on density-functional theory attempts to solve the full equation by mapping the
many-body problem onto a single-particle problem. But its implementation in terms of the lo-
cal density approximation fails to account for the strong correlations between the electrons and
thus is unsuccessful in describing many of the many-body phenomena in these systems, such
as magnetism or superconductivity. To study such behavior, a different approach is usually
employed in order to make the problem tractable: A simplified model Hamiltonian is devised
to provide an accurate description of the important low-energy degrees of freedom and higher
energy states are left out. Because of this reduction in complexity, the model can then be solved
with accurate many-body methods that treat the interactions accurately and thus are able to de-
scribe phenomena due to strong electronic correlations. Much of the work in this area is based
on using methods such as exact diagonalization or quantum Monte Carlo (QMC) to determine
the exact state of a finite-size lattice and regarding this state as an approximation to the bulk
thermodynamic limit. Quantum cluster methods [1] such as the dynamic cluster approximation
(DCA) [2–4], the subject of this lecture, use a different philosophy, in which the bulk, infinite-
size, lattice problem is replaced by a finite-size cluster embedded in a mean-field bath designed
to represent the remaining degrees of freedom. In contrast to finite-size calculations, quantum
cluster methods give approximate results for the thermodynamic limit. They have been used
extensively since their initial development in 1988 [2] and have provided insight into many
important questions of condensed matter science. In this lecture, we present a pedagogical dis-
cussion of the DCA framework and its recent DCA+ extension [5, 6], together with selected
applications that showcase the ability of these methods to provide insight into the physics of
strongly correlated systems.
Preliminaries
In general, the Hamiltonian describing the physics of an interacting system is divided into a
non-interacting part H0 and an interacting part H1
H = H0 +Hint . (1)
As a simple example, we will focus one of the most studied models in this field, the single-band
Hubbard model [7]
H =
∑
ij,σ
tij c
†
iσcjσ + U
∑
i
ni↑ni↓ . (2)
Here c(†)iσ destroys (creates) an electron on site i with spin σ, and niσ = c
†
iσciσ is the corre-
sponding number operator. The first (non-interacting) term describes the hopping of electrons
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between sites i and j with amplitude tij , and the second (interaction) term raises the energy by
the Coulomb repulsion U when two electrons with opposite spin reside on the same site.
The single-particle dynamics of the Hamiltonian at finite temperatures is described by the ther-
modynamic Green’s function
Gij,σ = −〈Tτ ciσ(τ)c†jσ〉 , (3)
Gij,σ(iωn) =
∫ β
0
dτ eiωnτGij,σ(τ) , ωn = (2n+ 1)pi/β , (4)
Gσ(k, iωn) =
1
N
∑
ij
eik(ri−rj)Gij,σ(iωn) . (5)
Here τ is the imaginary time, Tτ the time-ordering operator, β = 1/T the inverse temperature,
and ωn are the fermionic Matsubara frequencies. For problems with translational symmetry in
space and time, the Green’s function becomes diagonal in momentum k and frequency iωn as
stated in Eqs. (4) and (5). The Green’s function G0 of the non-interacting system, i.e. H = H0,
is given by
G0(k, iωn) =
1
iωn + µ− εk , (6)
where µ is the chemical potential and εk the dispersion, obtained from a Fourier transform of
the hopping tij . For example, for a two-dimensional (2D) model with nearest neighbor hopping
t and next-nearest-neighbor hopping t′, one has
εk = −2t(cos kx + cos ky)− 4t′ cos kx cos ky (7)
with k = (kx, ky). Finally, the Dyson equation
G(k, iωn) =
1
G−10 (k, iωn)−Σ(k, iωn)
. (8)
defines the self-energyΣ(k, iωn) as the difference between the (inverse) non-interacting Green’s
function G0 and the fully renormalized Green’s function G and thus describes the effects of the
interaction term Hint on the single-particle dynamics.
2 The dynamic cluster approximation
Calculating the Green’s function G and the self-energy Σ exactly in the thermodynamic limit
is prohibitively expensive as the problem size grows exponentially in the number of degrees of
freedom. Finite-size methods, such as determinantal QMC [8] or Lanczos diagonalization [9],
make the problem tractable by restricting the sums over sites in Eq. (2) to those of a finite
size L × L cluster, small enough to be able to calculate the Green’s function of the cluster,
Gc(K, iωn), and the cluster self-energy Σc(K, iωn), where K are the momenta of the finite-
size cluster. Then, one could imagine carrying out calculations on a set of L×L lattices and then
scaling to the thermodynamic limit L→∞. The DCA [1–3] takes a different approach: Similar
to a finite-size calculation, it represents the system by a reduced number of cluster degrees of
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DMFT: Nc=1 Nc=4 Nc=16A Exact:Nc=
K
k
Nc=16BNc=8
Fig. 1: Coarse-graining of momentum space: At the heart of the DCA method is a partitioning
of the first Brillouin zone into Nc patches over which the Green’s function is coarse-grained
(averaged) to represent the system by a reduced number of Nc “cluster” degrees of freedom.
The bulk degrees of freedom not included on the cluster are taken into account as a mean-
field. For Nc = 1, the dynamical mean-field approximation is recovered, while for Nc → ∞,
one obtains the exact result. For a given cluster size Nc, one can have different locations and
shapes of the coarse-graining patches, as illustrated for Nc =16A and 16B.
freedom, but instead uses coarse-graining to retain information about the degrees of freedom
not contained in the cluster. In the Appendix, we provide a rigorous derivation of both the DCA
and DCA+ algorithms based on approximations of the grand potential. In the following, we
give a more physically motivated discussion of these algorithms.
2.1 General formalism
To coarse-grain the degrees of freedom, the Brillouin zone is split into Nc patches of equal size.
As illustrated in Fig. 1, each patch is represented by the cluster momentum K at the center of
the cell, and a patch function
φK(k) =
1, if k in patchK.0, otherwise. (9)
is used to restrict momentum sums over momenta k inside theKth patch. There can be different
numbers Nc of patches, with different size and shape. The basic assumption of the DCA then
is that the self-energy is only weakly momentum dependent, so it can be approximated on a
coarse grid ofK-points of a finite-size cluster
Σ(k, iωn) ' Σc(K, iωn) . (10)
Since the self-energy describes energy shift and life-time effects due to the interaction of an
electron with other electrons, the dynamics of which is represented by the Green’s function
G(k, iωn), it is generally a functional of G(k, iωn), i.e., Σ(k, iωn) = Σ[G(k, iωn)]. In finite-
size methods, the degrees of freedom are reduced to those of a cluster by calculating the self-
energy from the cluster Green’s function, i.e., Σc(K, iωn) = Σc[Gc(K, iωn)]. In contrast, in
the DCA, all the degrees of freedom of the bulk lattice are retained by calculating the self-energy
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Σc(K, iωn) = Σc[G¯(K, iωn)] from a coarse-grained Green’s function
G¯(K, iωn) =
Nc
N
∑
k
φK(k)G(k, iωn) =
Nc
N
∑
k
φK(k)
1
iωn − εk + µ−ΣDCA(k, iωn) .
(11)
Here the patch function φK(k) restricts the sum to momenta k inside the Kth patch and the
DCA self-energy
ΣDCA(k, iωn) =
∑
K
φK(k)Σc(K, iωn) (12)
is approximated by a constant self-energy Σc(K, iωn) within the Kth patch, but varies be-
tween patches. G¯(K, iωn) represents a Green’s function in which the degrees of freedom not
contained on the cluster are coarse-grained or averaged out. The corresponding non-interacting
Green’s function
G0(K, iωn) =
[
G¯−1(K, iωn) +Σc(K, iωn)
]−1 (13)
is obtained by removing the cluster self-energy Σc(K, iωn). To calculate Σc(K, iωn), an effec-
tive cluster model is set up using G0 together with the interaction term Hint of the Hamiltonian
Eq. (2),
S[φ∗, φ] = −
∫ β
0
dτ
∫ β
0
dτ ′
∑
ij,σ
φ∗iσ(τ)G0,ij,σ(τ − τ ′)φjσ(τ) +
∫ β
0
dτ
∑
i
Uφ∗i↑(τ)φi↑φ
∗
i↓(τ)φi↓(τ) ,
(14)
where φ and φ∗ are the Grassmann variables corresponding to the operators c and c†, respec-
tively. From this the cluster Green’s function
Gc,ij,σ(τ − τ ′) = 1
Z
∫
D[φ∗φ]φiσ(τ)φ∗jσ(τ ′) e−S[φ
∗,φ] , (15)
where
Z =
∫
D[φ∗φ] e−S[φ∗,φ] (16)
is the partition function, is calculated using, for example, the QMC algorithm discussed in
Sec. 2.2 and used to determine the cluster self-energy
Σc(K, iωn) = G−10 (K, iωn)−G−1c (K, iωn) . (17)
Then, using this new result for Σc(K, iωn) in Eq. (12), steps (11) to (17) are iterated to self-
consistency, i.e., until Σc(K, iωn) does not change anymore between iterations. A sketch of
the self-consistency loop to obtain the DCA self-energy ΣDCA(k) is given in Fig. 2, and Fig. 3
shows a typical result taken from Ref. [5] for a Hubbard model with t′ = −0.15 t and U = 7 t
at a filling 〈n〉 = 0.95 and temperature T = 0.33 t, which has been obtained with the quantum
Monte Carlo cluster solver described in Sec. 2.2. Here, the imaginary part of ΣDCA(k, piT ) is
plotted for the first Matsubara frequency versus k along a high-symmetry path in the Brillouin
zone. For this case, the self-energy has a pronounced momentum dependence and one sees
the basic approximation of the DCA: The self-energy is constant within a K-patch and has a
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Fig. 2: The DCA self-consistency loop: (1) To initialize the algorithm, one starts with a cluster
self-energy Σc(K, iωn), which is usually taken from a previous calculation, for example at a
higher temperature, or set to zero. From Σc(K, iωn), the lattice self-energy ΣDCA(k, iωn) is
constructed using a piecewise-constant continuation of Σc(K, iωn). (2) ΣDCA(k, iωn) is then
used in the coarse-graining of the Green’s function to give G¯(K, iωn). (3) From G¯(K, iωn),
one then calculates the corresponding bare Green’s function of the cluster, G0(K, iωn), by
removing the cluster self-energy Σc(K, iωn). (4) The bare cluster Green’s function G0(K, iωn)
is used together with the interaction U to set up the effective cluster model, which is solved with
a cluster solver such as the QMC algorithm discussed in Sec. 2.2. This provides a new result
for the cluster self-energy Σc(K, iωn), which is used in the next iteration in step (1).
step discontinuity at the boundary between the patches. In addition, it is apparent that different
clusters can give large differences in ΣDCA(k). This is especially clear in the case of the 16A
and 16B clusters (see Fig. 1), which have the same size but different locations and shapes of the
coarse-graining patches. In principle, these finite-size effects can be mitigated by carrying out
calculations for larger clusters. In some cases, calculations for very large clusters are possible
and one can perform finite size scaling to obtain the exact infinite cluster size result. Usually,
however, the increase in numerical complexity associated with going to larger clusters limits
calculations to relatively small clusters for which this problem persists.
2.2 Quantum Monte Carlo cluster solver
The DCA algorithm requires the calculation of the Green’s function and the self-energy of the
effective cluster problem as defined by the action in Eq. (14). While the determinantal QMC
(DQMC) technique [8] is the method of choice for unbiased calculations of 2D finite-size lat-
tices, here one deals with a finite-size cluster embedded in a dynamic mean field, and other
methods that can treat this coupling to a fermionic bath are necessary. The Hirsch-Fye QMC al-
gorithm was originally developed to study the properties of magnetic impurities hybridized with
conduction electrons in metals [10] and later extended to solve the effective cluster problem in
the DCA [11]. Just like the DQMC algorithm, this method uses a Suzuki-Trotter decomposition
of the partition function and therefore has time discretization errors. In recent years, however,
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Fig. 3: DCA self-energy: DCA results for the imaginary part of the lattice self-energy
Σ(k, piT ) for a Hubbard model with U = 7 t, t′ = −0.15t , 〈n〉 = 0.95 at a temperature
T = 0.33 t. The DCA approximation gives a self-energy with jump discontinuities between the
coarse-graining patches and which depends strongly on the location and shape of the patches
(Nc = 16A vs. 16B).
a number of continuous-time QMC (CT-QMC) methods have been developed [12], which are
free from time discretization errors and which are more efficient than the Hirsch-Fye algorithm.
Of these, we will discuss the continuous-time auxiliary-field (CT-AUX) QMC algorithm [13],
which has been developed specifically for the type of large cluster DCA calculations we are
interested in.
The CT-AUX algorithm is formally similar to the Hirsch-Fye QMC algorithm in that it employs
an auxiliary-field decoupling of the interaction term, Hint in Eq. (2). But instead of the time
discretization, it performs a weak-coupling expansion of the interaction term. Monte Carlo
sampling is then performed in the combined space of perturbation expansion order and time-
ordered configurations for a given order. The method yields numerically exact results that are
continuous in time since the positions along the imaginary time axis are variable and not fixed
as in Hirsch-Fye. In the following, we sketch the basic idea of this approach and refer the reader
to Refs. [12, 13] for a detailed discussion.
One starts by expanding the partition function, Eq. (16), in powers of Hint to which an arbitrary
constant term −K/β with non-zero K has been added. Then, one applies the auxiliary-field
decomposition [14]
1− βU
K
∑
i
[
ni↑ni↓ − 1
2
(ni↑ + ni↓)
]
=
1
2Nc
∑
i,si=±1
eγsi(ni↑−ni↓) , (18)
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Fig. 4: Configuration in the CT-AUX QMC algorithm: The CT-AUX QMC algorithm
samples different expansion orders in an interaction expansion and time-ordered configu-
rations of vertices with cluster site x, imaginary time τ , and auxiliary Ising spin s for a
given expansion order k. Here we show a representation of an order k = 3 configuration
((x1, τ1, s1), (x2, τ2, s2), (x3, τ3, s3)).
with cosh(γ) = 1 + UβNc/2K. With this, the partition function
Z =
∞∑
k=0
∑
s1...sk=±1
∫ β
0
dτ1 . . .
∫ β
τk−1
dτk
(
K
2βNc
)k
Zk({x, τ, s}k) (19)
then becomes a sum over expansion orders k and auxiliary-spin configurations s1 . . . sk of terms
Zk({x, τ, s}k) = Z0
∏
σ
detN−1σ ({x, τ, s}k) . (20)
Here, {x, τ, s}k is a configuration of k vertices with cluster site x, imaginary time τ and auxil-
iary spin s (see Fig. 4) andNσ is a k × k matrix
[N−1σ ]ij = [e
γ(−1)σsi ] δij − G0,σ(xi, τi;xj, τj) . (21)
This equation expresses the weight of a configuration {x, τ, s}k for expansion order k in terms
of the bare cluster Green’s function G0,σ(xi, τi;xj, τj), the interaction U (through γ), and the
product of determinants of two matricesNσ.
The Monte Carlo algorithm then samples the partition function by randomly creating and re-
moving auxiliary spins s at different times τ and locations x and updating theNσ matrices using
fast update formulas [13]. In the case of a single-spin update, this takes the form of a rank-1
update (vector outer product). In order to improve the efficiency of the algorithm, ks subsequent
rank-1 updates can be rewritten as a rank-ks update [15]. Measurements of the single-particle
and two-particle Green’s functions are made in a similar manner as in the Hirsch-Fye algorithm.
That is, after the auxiliary field has been introduced, one has a Wick’s theorem for decompos-
ing products of time-ordered operators. To avoid time-discretization problems and for improved
efficiency, it is beneficial to Fourier-transform to frequency and momentum space before carry-
ing out the measurements [12]. Due to the random times of the vertices, non-equidistant fast
Fourier transform algorithms are employed to further improve efficiency [16].
2.3 Comparison with finite-size calculations
Both types of calculations, finite-size and DCA, make the assumption that correlations are short-
ranged and contained within a finite-size cluster. In contrast to studies of finite-size systems,
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however, in which the exact state of a cluster with Nc sites is determined and regarded as an
approximation to the bulk thermodynamic limit, the DCA, for a given cluster size Nc, gives ap-
proximate results for the thermodynamic limit. Both methods give the exact result as Nc →∞,
but only the DCA has a non-trivial limit as Nc → 1. For Nc = 1, the single DCA patch extends
over the full Brillouin zone (see Fig. 1), the coarse-grained Green’s function in Eq. (11) becomes
the local Green’s function, and the equations of the Dynamical Mean-Field Approximation [17]
are recovered.
The difference between a finite-size and a DCA calculation becomes clear when writing the bare
cluster Green’s function G0(K, iωn) that enters the bilinear part of the effective action given in
Eq. (14) as [1]
G0(K, iωn) = 1
iωn + µ− ε¯K − Γ (K, iωn) . (22)
Here, ε¯K = Nc/N
∑
k φK(k) εk is the coarse-grained average of the dispersion, and the hy-
bridization function
Γ (K, iωn) =
Nc
N
∑
k φK(k) δt
2
K(k)G(k, iωn)
1 + Nc
N
∑
k φK(k) δtK(k)G(k, iωn)
(23)
with δtK(k) = εk−ε¯K describes the coupling of the cluster degrees of freedom to the remaining
sites of the bulk lattice in an averaged, mean-field manner. This is in contrast to the finite-size
case, in which one uses the bare Green’s function of an isolated cluster, i.e. G0(K, iωn) =
[iωn + µ − εK ]−1, in the action. For the DCA, G0 in Eq. (22) has the form of a Green’s
function of a non-interacting cluster with momenta K, where each K is coupled to a dynamic
mean field given by Γ (K, iωn). As one sees from Eq. (23), Γ (K, iωn) describes the effects
of the k momenta surrounding K in an averaged fashion. As a consequence, for a given finite
cluster, the DCA gives results that are usually closer to the thermodynamic limit than a finite-
size calculation [11, 18].
Sign problem
The most significant challenge of QMC calculations of fermionic systems is the so-called
fermion sign problem [19]. In the general case of a Hubbard model at finite doping, it arises
from a negative product of determinants in the weight Zk (Eq. (20)) of a configuration that is
used to calculate the probability of accepting an update in the Monte Carlo procedure. For a
simple Hubbard model, it leads to a statistical error that grows exponentially in the number of
cluster sites Nc, the inverse temperature β, and the size of the Coulomb repulsion U . Just like
finite-size QMC calculations, this sign problem is also encountered in DCA and DCA+ calcu-
lations when a QMC algorithm such as the CT-AUX algorithm described in Sec. 2.2 is used to
solve the effective cluster problem.
DCA QMC calculations were shown to have a much less severe sign problem than finite-size
QMC calculations (see Fig. 5). Lacking a rigorous mathematical justification, this was at-
tributed to the action of the mean-field host on the cluster [11]. In any case, this significant
reduction of the severity of the sign problem in the DCA has enabled access to much lower
temperatures than those that can be reached in finite-size systems.
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2. Single-particle properties
Much can be learned about the single-particle properties
of the system, especially Fermi-liquid formation, from study-
ing the momentum distribution function n(k), the single-
particle spectra A(k,!) and the single-particle self-energy
"(k,!). For a Fermi liquid, the self-energy "(kF ,!)#(1
!1/Z)!!ib!2 where b"0, 1/Z"1, and kF is a point on
the Fermi surface. The corresponding A(kF ,!) is expected
to display a sharp Lorentzian-like peak, and !$n(k)! is also
expected to become sharply peaked at the Fermi surface. In
each case, these quantities are calculated by first interpolat-
ing the cluster self energy onto the lattice k points.
For example, the gradient of the momentum distribution
function is plotted in Fig. 16 when U#1,%#44,&#0.05 for
different values of Nc 'this temperature would correspond to
roughly room temperature for the cuprates in units where the
bare bandwidth W#2 eV). Apparently, at this temperature,
there are two Fermi surface features, one centered at (
#(0,0) and one centered at M#() ,)). The Fermi surface
centered at (#(0,0) has roughly the volume expected of
non-interacting electrons, so we will call it the electronlike
surface and the other holelike. Note that the holelike Fermi
surface becomes more prevalent, and the peak near
()/2,)/2) diminishes, as Nc increases. We therefore attribute
this behavior to short-ranged correlations.
We can further resolve the different surface features, by
investigating the single-particle spectrum A(k,!) as shown
FIG. 14. The average sign as function of the inverse temperature
% for Nc#8 at &#0.1 for U#1.0,1.5,2.0. In the inset, the average
sign is plotted versus doping & when U#W#2, t!#0, and %
#54.
FIG. 15. A comparison of the average sign for the DCA and FS
simulations30 when U/W#1/2,&#0.2,t!#0.
FIG. 16. !$n(k)! versus k when U#1, %#44, t!#0, and &
#0.05 for Nc#1, 8, and 16.
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FIG. 9. (Color online) Uniform spin χph susceptibilities vs
temperature for different cluster computed in the DCA+ at 5% doping
(U/t = 7 and t ′/t = −0.15).
B. Improved fermionic sign problem
The rapidly increasing capability of computers in conjunc-
tion with the growing sophistication and efficiency of quantum
Monte Carlo solvers has pushed the limits of simulations
to larger cluster sizes and interaction strengths, as well as
lower temperatures. As a result, the only serious barrier for
quantum Monte Carlo calculations at low temperatures and
away from certain parameter regimes (such as half-filling in the
single-band Hubbard model) that remains is the fermionic sign
problem,24 which leads to an exponentially growing statistical
error with increasing system size and interaction strength, and
decreasing temperature.
The sign problem has posed an insurmountable challenge
to quantum Monte Carlo calculations of fermionic systems,
especially for simulations of finite-size systems, and remains
a problem in the DCA approach. The DCA, however, was
shown to have a less severe sign problem than finite-size
calculations,21 which, in the absence of a rigorous mathe-
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FIG. 10. (Color online) T ∗ versus cluster size computed in the
DCA and DCA+ at 5% doping (U/t = 7 and t ′/t = −0.15).
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FIG. 11. (Color online) Temperature dependence of the average
fermionic sign for Nc = 32 at 5% doping (U/t = 7 and t ′/t =
−0.15).
matical justification, was attributed to the action of the mean
field host on the cluster. This has enabled simulations of larger
clusters at lower temperatures than those accessible with finite-
size simulations and thus has opened new possibilities for
gaining insight into low-temperature phenomena in correlated
systems.
The DCA+ approach is different from the DCA in that it
generates a more physical self-energy with smooth momentum
dependence, and the correlations described by this self-energy
are therefore shorter ranged than those in the DCA. Hence,
it is therefore not unreasonable to expect a difference in the
severity of the sign problem between DCA+ and DCA.
In Fig. 11, we compare the fermionic sign σQMC between
the DCA and the DCA+ for a 32-site cluster and U = 7t for
a doping of 5%. At low temperatures, the average sign in the
DCA+ simulation is significantly larger than that of the DCA
simulation. As indicated above, we attribute this improvement
to the smooth momentum dependence of the DCA+ self-
energy as compared to the step-function dependence of the
DCA self-energy. From Fourier analysis, one knows that the
smoothness of a function is related to the rate of decay of
its Fourier coefficients.55 More precisely, if a function f is p
times differentiable, then its Fourier components fn will decay
at least at a rate of 1/np+1:
f ∈ Cp → |fn| 6 |f
(p)|1
np+1
. (30)
Since the DCA+ self-energy has smooth momentum depen-
dence and not the step discontinuities of the DCA, its Fourier
transform to real space is shorter ranged than that of the DCA
and the correlations it describes are shorter ranged. We believe
that it is this removal of unphysical long-range correlations
which reduces the sign problem in the DCA+. In any case, with
this significant reduction in the severity of the sign problem, it
is possible to study the physics of fermionic systems in even
larger clusters and at lower temperatures than accessible with
the DCA.
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Nc=16, U=4t,  
t’=0,<n> = 0.8
Nc=32, U=7t,  
t’=-0.15t, <n> = 0.95
Fig. 5: DCA reduction of the sign problem: The average QMC sign compared between
finite-size calculation (FSS) and DCA for a 16-site cluster with U = 4t and 〈n〉 = 0.8. The
DCA algorithm reduces the sign problem of finite-size QMC significantly. Figure taken from
Ref. [11].
2.4 Calculation of response functions
Response functions, such as the magnetic susceptibility, provide information on the response
of a system to an external field, as well as on the ature of the domin t fluctuations and pos-
sible instabilities of the system towards spontaneous symmetry breaking. The calculations of
these functions requires extensions to the single-partic e formali m described in the previous
sections. They either require an explicit calculation on the single-particle level in the presence
of a symmetry-breaking field or a calculation of two-particle Green’s functions, from which the
susceptibilities can be calculated [1]. Here we discuss the second approach and refer the reader
to Ref. [1] for the first approach.
General formalism
As an illustrative example, let us consider the “pair-field” susceptibility
Pϕ(T ) =
∫ β
0
dτ 〈∆ϕ(τ)∆†ϕ(0)〉 (24)
which gives the superconducting response of a system to an external “pair-field” that couples to
the pairing operator
∆†ϕ =
1√
N
∑
k
gϕ(k) c
†
k↑c
†
−k↓ . (25)
Here, gϕ(k) is a form factor that describes the momentum-dependence and symmetry of the
pair wavefunction. For a pair with internal dx2−y2-wave symmetry, for example, a state that is
relevant to the copper-oxide high-temperature superconductors as well as to the 2D Hubbard
model, one has
gdx2−y2 (k) = cos kx − cos ky (26)
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where k = (kx, ky). This arranges the electrons of the corresponding real-space pair on nearest-
neighbor sites with a dx2−y2 phase (+1 along±x and−1 along±y). For a conventional s-wave
pair, on the other hand, one simply has gs(k) = 1.
The pair-field susceptibility Pϕ(T ) may be calculated from the two-particle Green’s function
G2,σ1...σ4(x1, x2;x3, x4) = −〈Tτ cσ1(x1)cσ2(x2)c†σ3(x3)c†σ4(x4)〉 . (27)
Fourier-transforming on both the space and time variables gives G2σ1...σ4(k4, k3; k2, k1) with
k = (k, iωn). With this, one has
Pϕ(T ) =
T 2
N2
∑
k,k′
gϕ(k)G2,↑↓↓↑(k,−k,−k′, k′) gϕ(k′) (28)
The way G2 is calculated in the DCA algorithm is similar to the way G is calculated at the
single-particle level. Just as the Dyson equation (8) relates the Green’s function to the self-
energy, the Bethe-Salpeter equation (BSE) relates G2 to the irreducible vertex function
Γα(k1, k2; k3, k4) for channel α.1 For example, for the particle-particle channel, which is rele-
vant here, one has
G2(k, q − k, q − k′, k′) = G↑(k)G↓(q − k) δk,k′ (29)
− T
N
∑
k′′
G↑(k)G↓(q − k)Γpp(k, q − k, q − k′′, k′′)G2(k′′, q − k′′, q − k′, k′) .
Here we have used momentum, energy and spin conservation to reduce the dependence on four
variables k1 . . . k4 to three variables k, k′, and q, where q = (q, iωm) is the combined transferred
momentum and bosonic frequency ωm. A similar expression is obtained in the particle-hole
channels. Furthermore, because of the spin-rotational invariance of the Hubbard model, it is
convenient to separate the particle-particle channel into singlet and triplet parts and the particle-
hole channel into a magnetic part, which carries spin S = 1, and a charge density part, which
has S = 0.
Approximation of the irreducible vertex
Just like the DCA self-energy Σ(k) is approximated by the cluster self-energy Σc(K), the
DCA irreducible vertex function is approximated by a piecewise constant continuation of the
corresponding cluster irreducible vertex function [11]
Γα(k, k
′) =
∑
K,K′
φK(k)Γc,α(K,K
′)φK′(k′) . (30)
Here, for simplicity, we have used an abbreviated notation and included the transferred momen-
tum q in the “channel” α, so that, for example, Γpp,q(k, k′) ≡ Γpp(k, q − k, q − k′, k′) in the
1Depending on how particles and holes are involved in the scattering, one can define particle-particle and
particle-hole channels
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particle-particle channel. Like the self-energy, the cluster-irreducible vertex Γc,α(k, k′) is deter-
mined from the solution of the cluster problem, that is by calculating the cluster two-particle
correlation function G2,c,α(k, k′) and extracting Γα,c(k, k′) from the BSE on the cluster [11].
For example, in the particle-particle channel for Q = 0
G2,c(K,K
′) = Gc,↑(K)Gc,↓(−K)δK,K′− T
N
∑
K′′
Gc,↑(K)Gc,↓(−K)Γc,pp(K,K ′′)G2,c(K ′′, K ′)
(31)
Writing this in matrix notation in K,K ′, one then has
Γc,pp = −N
T
[
[G02,c]
−1 − [G2,c]−1
]
, (32)
where G02,c(K,K
′) = Gc,↑(K)Gc,↓(−K) δK,K′ . The approximation in Eq. (30) is then used
in the lattice BSE in Eq. (29) to calculate the two-particle Green’s function on the lattice and
from it the response function. Since Γc,α(K,K ′) depends on the cluster momenta K only, the
problem may be further simplified by coarse-graining over momenta k within a patch around
K for cases where the form factor gϕ = 1. For cases with a momentum- dependent form-factor
gϕ(k), a slightly modified version of this procedure is necessary [11].
Bethe-Salpeter eigenvalues and eigenfunctions
An alternative approach to determining the nature of the low-energy fluctuations is based on
calculating the eigenvalues and eigenvectors of the BSE kernel [20–22]. For example, in the
particle-particle channel with q = 0, one solves the eigenvalue equation
− T
N
∑
k′
Γpp(k, k
′)G↑(k′)G↓(−k′) gα(k′) = λα gα(k) , (33)
with similar equations for the particle-hole channels. Note that it is possible to reconstruct the
two-particle Green’s function from these eigenvalues and eigenvectors
G2,pp(k, k
′) =
∑
α
G↑(k)G↓(−k) gα(k) g
∗
α(k
′)
1− λα . (34)
From this it becomes clear that an instability occurs when the leading eigenvalue λα becomes
1, and the momentum and frequency structure of the interaction is then reflected in the structure
of the corresponding eigenvector gα(k). This approach is in many ways more powerful than
calculating the response function directly, because here one does not have to assume a given
form factor gα(k) and therefore cannot “miss” the structure of the dominant correlations.
Using the DCA (30) for the lattice vertex Γpp(k, k′) and assuming that the eigenvectors (as
irreducible quantities) only depend on the cluster momentaK, one can then sum (coarse-grain)
over the Green’s function legs to obtain an equation that only depends on coarse-grained and
cluster quantities [21, 22]
− T
Nc
∑
K′
Γc,pp(K,K
′)χ0,pp(K ′) gα(K ′) = λα gα(K) , (35)
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Fig. 6: Example of the solution of the Bethe-Salpeter equation in the various two-particle
channels for a Hubbard model with U = 4t and 〈n〉 = 0.85: Left panel: The leading
eigenvalue in the Q = (pi, pi), ωm = 0 particle-hole magnetic channel dominates but saturates
at low temperatures. The leading eigenvalue in the singlet Q = 0, ωm = 0 particle-particle
channel is found to have dx2−y2 symmetry and increases towards 1 at low temperatures. The
largest eigenvalue in the charge density particle-hole channel remains small. Right panel: The
momentum dependence of the leading eigenvector φd(K, piT ) in the singlet particle-particle
channel shows its dx2−y2 dependence. Its frequency dependence reflects the frequency depen-
dence of the pairing interaction Γpp. Figures taken from Ref. [21].
with χ0,pp(K) = Nc/N
∑
k φK(k)G↑(k)G↓(−k). While this reduces the complexity signifi-
cantly, it also lowers the momentum resolution to the discrete set of cluster momenta K. An
example of the resulting leading eigenvalues and eigenvectors in the singlet particle-particle and
also particle-hole magnetic and charge channels is shown in Fig. 6. These results illustrate how
the calculation and analysis of the eigenvalues and eigenvectors of the BSE kernel provides a
useful, unbiased method for determining the nature of the leading correlations of interacting
many-body systems.
3 The DCA+ method
The DCA+ algorithm was developed as an extension of the DCA in order to introduce a lattice
self-energy with continuous momentum k dependence and thus reduce its cluster-shape and
size dependence [5]. Formally, this is achieved by expanding the lattice self-energy Σ(k) into
an arbitrarily large set of basis functions, instead of the patch functions that are used in the
expansion of the DCA self-energy in Eq. (12). This means that in contrast to the DCA, where
the lattice self-energy Σ(k) is given by the cluster self-energy Σc(K), in the DCA+ they are
generally different.
3.1 General formalism
Using the identity
Nc
N
∑
k
φK(k)φK′(k) = δKK′ , (36)
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Fig. 7: DCA+ self-consistency loop: Parts colored in black are shared with the DCA algo-
rithm, parts colored in red are additional steps. (1) To initialize the algorithm, one starts with a
cluster self-energyΣc(K, iωn). This is usually taken from a previous calculation, for example at
a higher temperature, or set to zero. From Σc(K, iωn), the lattice self-energy Σ(k, iωn) is con-
structed using an interpolation of Σc(K) followed by a deconvolution. Here, the interpolated
cluster self-energy is also symmetrized according to the point-group symmetries of the lattice.
(2)Σ(k, iωn) is then used in the coarse-graining of the Green’s function to give G¯(K, iωn). (3)
From G¯(K, iωn), one then calculates the corresponding bare Green’s function of the cluster,
G0(K, iωn), by removing the cluster self-energy Σc(K, iωn). This cluster/coarse-grained self-
energy is obtained by coarse-graining the lattice self-energyΣ(k, iωn). It is equal to the cluster
self-energy that was used in the interpolation/deconvolution step unless it did not converge. (4)
The bare cluster Green’s function G0(K, iωn) is used together with the interaction U to set up
the effective cluster model, which is solved with a cluster solver such as the QMC algorithm
discussed in Sec. 2.2. This provides a new result for the cluster self-energy Σc(K, iωn), which
is used in the next iteration in step (1).
for the patch functions defined in Eq. (9), one reverses the relation in Eq. (12) to a coarse-
graining relation for the self-energy
Σc(K) =
Nc
N
∑
k
φK(k)Σ(k) . (37)
This relation forms the basic equation of the DCA+ algorithm. It is fundamentally different
from the DCA equation (12) in that it allows the lattice self-energy Σ(k) to have continuous
momentum dependence. Eq. (37) is trivially satisfied by the DCA approximation to Σ(k) in
Eq. (12). In general, however, Eq. (37) allows for a more physical approximation in which
the lattice self-energy Σ(k) can retain a smooth and continuous k dependence without the step
discontinuities of the standard DCA. The inversion of Eq. (37) and extraction of a lattice self-
energy Σ(k) is a challenging task, which in Ref. [5] is solved by an initial interpolation of the
cluster self-energy Σc(K) and a subsequent deconvolution of a generalization of Eq. (37). This
approach is described in Sec. 3.2. Assuming that this equation can be inverted to find the lattice
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Fig. 8: DCA+ self-energy: DCA+ results for the imaginary part of the lattice self-energy
Σ(k, piT ) for a Hubbard model with the same parameters as those that were used in the plot of
the DCA self-energy in Fig. 3, i.e., U = 7 t, t′ = −0.15 t, 〈n〉 = 0.95 and T = 0.33 t. Com-
pared with the DCA self-energy in Fig. 3, the DCA+ approximation gives a smooth momentum
dependence with much weaker cluster shape and size dependence. Figure taken from Ref. [5].
self-energyΣ(k), one then proceeds by calculating the coarse-grained Green’s function
G¯(K, iωn) =
Nc
N
∑
k
φK(k)
1
G−10 (k)−Σ(k, iωn)
. (38)
just as in the standard DCA algorithm. Note, however, that in contrast to the DCA, here the full
lattice self-energy with continuous momentum k dependence enters in the coarse-graining of
the Green’s function. The remainder of the algorithm remains identical to the DCA algorithm,
including in particular the structure of the effective cluster problem. A detailed description of
the self-consistent loop of the DCA+ is given in Fig. 7.
Results for the lattice self-energy Σ(k) obtained in the DCA+ algorithm are shown in Fig. 8 for
a Hubbard model with t′ = −0.15 t and U = 7 t at a filling 〈n〉 = 0.95. Here, the imaginary
part of the lattice self-energy Σ(k, piT ) at the first Matsubara frequency is shown for various
cluster sizes. Compared to the corresponding DCA results in Fig. 3, the DCA+ algorithm by
construction gives a smooth and therefore much more physical momentum dependence. One
clearly sees that it gives a much more systematic convergence by reducing the cluster shape
and size dependence of the DCA. This is especially clear for the 16A and 16B clusters. While
the DCA self-energies in Fig. 3 differ significantly between these two clusters, the DCA+ re-
sults are almost identical with the exception of a small region around (pi, pi). One should also
stress that in the DCA+, the full lattice point-group symmetries are restored in the interpola-
tion/deconvolution step for clusters that are not fully symmetric, while this is not the case in the
DCA. This can be seen, for example, in the case of the 16B cluster.
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3.2 Determination of lattice quantities from cluster quantities
The non-trivial task in the DCA+ algorithm is the generation of a lattice self-energy Σ(k) with
continuous momentum k dependence that satisfies the coarse-graining relation in Eq. (37) [5].
This inversion problem is obviously underdetermined since there are more k points than cluster
K points. One can imagine interpolating the cluster self-energy Σc(K) onto the fine k grid
to give Σc(k). This is discussed in more detail below. Then, it is convenient to generalize the
coarse-graining relation in Eq. (37) to a convolution
Σc(k) =
Nc
N
∑
k′
φ0(k
′ − k)Σ(k′) . (39)
Here, we have used the fact that one can write φK(k′) = φK=0(k′ −K) and then generalized
the cluster momentum K to k to give φ0(k′ − k). Eq. (39) now has the form of a convolution,
which needs to be inverted. One could, for example, imagine expanding the lattice self-energy
in terms of cubic Hermite splines for fixed frequency iωn [5]
Σ(k) =
∑
i
Biωn(k − ki)σ(ki), (40)
where σ(ki) are the expansion coefficients. Using this expansion, Eq. (39) then becomes
Σc(ki) =
∑
j
Pij σ(kj) (41)
with the projection matrix
Pij =
Nc
N
∑
k
φ0(k − ki)Biωn(k − kj) (42)
and the problem of deconvoluting Eq. (39) has now become a problem of inverting the pro-
jection matrix P . The properties of this matrix were discussed in detail in Ref. [5]. There it
was shown that P is a near-singular matrix with eigenvalues that become smaller the more the
corresponding eigenvector is delocalized. An inversion of P is therefore only possible if eigen-
values smaller than some cut-off  and their corresponding eigenvectors are neglected. If the
cluster self-energy is long-ranged and extends beyond the boundary of the real-space cluster,
it cannot be represented by the retained smaller-range eigenvectors and eigenvalues of P and
the DCA+ calculation does not converge. In this case the cluster size has to be increased. The
analysis of the projection matrix and the convergence of a DCA+ calculation thus provides a
useful measure of whether the cluster is large enough to capture the correlations.
3.2.1 Determination of lattice self-energy
In practice, the inversion of the projection operator P is numerically unstable, and it is therefore
favorable to extract the lattice self-energy Σ(k) by deconvoluting the interpolated cluster self-
energyΣc(k). To this end, a Bayesian based Richardson-Lucy algorithm is used after the cluster
self-energy has been interpolated [5].
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Interpolation of cluster self-energy
Instead of interpolating Σc(K) directly, it was shown in Ref. [5] that a better result is obtained
when Σc(K) is first transformed to T (Σc(K)) with T (z) = (z − i)−1. This form is similar
to the cumulant used in Ref. [23] for the interpolation of cellular dynamical mean-field results.
One then applies a Wannier-interpolation [24] to obtain the interpolated cluster self-energy
Σc(k) = T −1
[∑
R
e−ikR
(∑
K
e−ikR T (Σc(K)
)
︸ ︷︷ ︸
(T Σ)R
]
. (43)
One should always verify that (T Σ)R does not extend beyond the cluster boundary. When
this is the case, this procedure does not introduce any artificial features in the interpolated self-
energy, which is often the case with splines, where overshoots are not uncommon. Once the
cluster self-energy is interpolated, lattice point-group symmetries are imposed on the interpo-
lated self-energy Σ(k). This is especially important for clusters that do not have the full lattice
symmetry, such as the 16B cluster in Fig. 1. The interpolated cluster self-energy Σc(k) from
Eq. (43) is then used in the convolution in Eq. (39) to determine the lattice self-energy Σ(k).
Deconvolution of lattice self-energy
Since the patch function φ0(k) in Eq. (39) acts as a box-car filter on Σ(k), one can apply the
Richardson-Lucy algorithm [25, 26] to solve this deconvolution problem. This algorithm is
based on Bayesian inference, which finds the most likely solution Σ(k) by using an iteration
procedure [5]
Σi+1(k)← Σi(k)
∫
dk′
φ0(k − k′)Σc(k′)∫
dk′′ φ0(k′ − k′′)Σi(k′′) . (44)
This procedure is carried out separately for the real and imaginary parts of the self-energy. As
discussed in Ref. [5], this algorithm converges well when correlations are short-ranged and con-
tained within the cluster. When the range of the correlations exceeds the cluster, one generally
finds that this algorithm converges slowly and gives an estimate for the lattice self-energy Σ(k)
that, after coarse-graining, deviates considerably from the cluster self-energy Σc(K) and thus
does not satisfy the DCA+ constraint in Eq. (37). Fig. 9 shows the result of this procedure for a
calculation of a 32-site cluster, for which the cluster self-energy does not exceed the cluster size
and thus the Richardson-Lucy procedure converges quickly and well. In this case, one sees that
the coarse-grained lattice self-energy Σ¯(K) = Nc/N
∑
k φK(k)Σ(k) agrees very well with
the cluster self-energy Σc(K).
3.2.2 Deconvolution of the irreducible vertex function
In order to extend the DCA+ algorithm to the two-particle level, it is necessary to determine
an irreducible vertex function Γα(k, k′) with continuous momentum dependence. Just as for
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FIG. 6. (Color online) Comparison between the lattice self-
energy !(k⃗,π T ), the cluster self-energy !K⃗ (πT ), and the coarse-
grained lattice self-energy at the cluster momenta ¯!K⃗ (πT ) ≡
¯!(K⃗,πT ) for a 32-site cluster at 5% doping and T = 0.2.
Any solution of Eq. (28) is thus also a solution of Eq. (20).
We should stress that with the exception of the continuity of the
self-energy, this generalization does not introduce any new in-
formation as long as the Wannier interpolation converges! With
Eq. (28), we have now rephrased the lattice mapping into a
deconvolution problem. These types of problems are regularly
encountered in the field of signal theory and image processing
and various algorithms have been successfully developed to
address the ill-conditioned deconvolution problem.44
In this work, we are using a deconvolution algorithm that
is based on Bayesian inference, which we discuss in detail in
Appendix C. In Fig. 6, we show the lattice self-energy for a
32-site cluster by means of this method. We can clearly observe
that the cluster and coarse-grained lattice self-energy coincide
very well.
IV. APPLICATION
A. Convergence of the self-energy and the pseudogap
One of the most distinctive features of the hole-doped
cuprates is the emergence of a pseudogap,45 i.e., a partial
suppression of the density of states at the Fermi energy at the
antinodal points (π,0) and (0,π) in the Brillouin zone. This
state appears below a temperature T ∗, which rises with de-
creasing hole doping as the Mott-insulating half-filled state is
approached. The detailed relation between the pseudogap and
superconductivity remains controversial. Since superconduc-
tivity arises from the pseudogap state, it is generally believed
that understanding this unusual phenomenon is an important
prerequisite to understanding the pairing mechanism. Recent
debate has been centered around the question of whether the
pseudogap is a signature of superconducting fluctuations above
Tc (Refs. 46 and 47) or whether it is a competing phase.48,49
Cluster dynamical mean field studies of the single-band
Hubbard model have found a similar pseudogap opening
up at the antinodal points at low temperatures in the low-
doping regime.19,28,50–53 In these calculations, the pseudogap
originates from a strong momentum-space variation of the
single-particle self-energy, which, as shown in recent DCA
calculations by Gull et al.,28 gives rise to a momentum-sector-
selective metal-insulator transition. The DCA+ improves upon
the DCA algorithm in that it gives a self-energy with smooth
and therefore more physical momentum dependence, and can
therefore provide new insight into this problem. In addition,
since previous studies were limited to relatively small clusters
up to 16 sites, it is important to explore whether the self-energy
and pseudogap physics is converged on such clusters.
In Fig. 7, we plot the imaginary part of the lattice
self-energy at the smallest Matsubara frequency ω0 = πT
for various clusters, computed with the DCA (left panel)
and the DCA+ (right panel). One immediately observes the
much more physical smooth momentum dependence of the
DCA+ results versus the step-function-like nature of the DCA
results for the self-energy. At closer inspection, one notices a
much more systematic convergence of the DCA+ results with
different cluster size and geometry. While the DCA results
for Im!(K⃗) show smaller spread at a given K⃗ point [e.g.,
at K⃗ = (π,0)], their cluster dependence is nonmonotonic. In
DCA+, in contrast, |Im!(K⃗)| monotonically increases with
cluster size, a sensible result as longer-ranged correlations are
systematically taken into account.
Another striking feature of the DCA results is the asym-
metry for clusters that do not have the full lattice symmetry
such as the 16B-, 20-, and 24-site clusters. For example, in
the 16B cluster, the asymmetry around (π/2,π/2) as one
moves along the line from (π,0) to (0,π) is apparent and the
results in these regions are significantly different from those
for the symmetric 16A cluster. This asymmetry results from
the asymmetric arrangement of the two clusterK points closest
to (π/2,π/2) with respect to (π/2,π/2) (see right-hand side of
Fig. 1). This asymmetry is completely removed in the DCA+.
In addition, with the exception of a small region around
(π,π ), the DCA+ results for the asymmetric 16B cluster are
almost identical to the results of the fully symmetric 16A
cluster. The DCA+ algorithm restores the full lattice symmetry
in the results obtained from clusters that do not have the full
symmetry and thus makes studies on these clusters much more
useful. This, combined with the improved convergence as a
function of cluster size allows for much more systematic and
precise extrapolations to the exact infinite cluster size.
To further illustrate this point, we now turn to a study
of the temperature T ∗ below which the pseudogap starts to
form. Here, we define T ∗ as the maximum in the temperature
dependence of the bulk (q = 0) magnetic (particle-hole, spin
S = 1) susceptibility χph(q = 0,T ). The downturn in this
quantity below T ∗ with decreasing temperature signals the
suppression of low-energy spin excitations, which is also
observed in experiments to accompany the opening of the
pseudogap in the single-particle spectral weight. In the DCA
and DCA+ algorithms, χph is computed from the single- and
two-particle Green’s function GIIph obtained from the cluster
solver. Using the notation K = (K⃗,ϖ ), the bare two-particle
Green’s functionGII0,ph is constructed from a pair of interacting
cluster Green’s functions (for q⃗ = 0)
GII0,ph(K) = G(K) G(K),
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Fig. 9: Richardson-Lucy deconvolution of the lattice self-energy: DCA+ calculation for
a 32-site cluster with t′ = −0.15 t and U = 7 t at a filling of 〈n〉 = 0.95 and T = 0.33 t.
Shown are real (black) and imaginary (red) parts of the continuous lattice self-energy Σ(k), its
coarse-grained result Σ¯(K) = Nc/N
∑
k φK(k)Σ(k), and the cluster self-energy Σc(K) for
the lowest Matsubara frequency ω0 = piT for a high-symmetry path in the Brillouin zone. The
coarse-grained lattice self-energy Σ¯(K) agrees very well with the cluster self-energy Σc(K).
the self-energy, one again uses the identity in Eq. (36), in this case twice, to reverse the DCA
relation (30) to get
Γc,α(K,K
′) =
N2c
N2
∑
k,k′
φK(k)Γα(k, k
′)φK′(k′) . (45)
In analogy to Eq. (37) for the self-energy, the DCA+ lattice irreducible vertex function is thus
related to the cluster irreducible vertex Γc,α through a coarse-graining relation. In the stan-
dard DCA algorithm, where Γα(k, k′) is a piecewise-constant continuation (30) of the clust r
Γc,α(K,K
′), this requirement is trivially satisfied. In the DCA+ algorithm, however, one wants
to find a Γα(k, k′) with continuous momentum dependence and without step discontinuit es
that satisfies Eq. (45). Assuming that this equation can be inverted to find the lattice Γα(k, k′),
one can then solve the lattice BSE Eq. (29) to calculate the two-particle Green’s function G2,
or equivalently, solve the eigenvalue problem (33). Since the full lattice k dependence is re-
tained in the DCA+ formalism, the resulting eigenvectors gα(k) will have smooth momentum
dependence.
Evidently, the difficult task is the solution or inversion of the integral equation (45) to obtain
the lattice Γα(k, k′). Here, one carries out a similar procedure as for the self-energy by starting
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with an interpolation. For this, one uses a singular value decomposition
Γc,α(K,K
′) =
∑
i
σi Ui(K)Vi(K
′) (46)
to write the cluster vertex in a separable representation. Here, σi are the singular values, the
columns of U contain the left singular vectors and V contains the right singular vectors. Then,
one proceeds by interpolating Ui(K, iωn) and Vi(K, iωn) onto a fine k grid for each iωn to give
an interpolated cluster vertex
Γc,α(k, k
′) =
∑
i
σi Ui(k)Vi(k
′) , (47)
where Ui(k) and Vi(k′) with k = (k, iωn) are cubic spline interpolations in momentum space
of Ui(K) and Vi(K ′), respectively. In the following we drop the frequency arguments for sim-
plicity. Just as for the self-energy, the coarse-graining in Eq. (45) is then generalized to a
convolution
Γc,α(k1, k2) =
N2c
N2
∑
k,k′
φ0(k − k1)Γα(k, k′)φ0(k′ − k2) , (48)
where again the generalized patch function φ0(k −K) = φK(k). Then, the lattice vertex is
expanded into a set of basis functions {B}.2 If cubic Hermite splines [27] are used as basis-
functions, the continuous lattice vertex is expanded as
Γα(k, k
′) =
∑
i,j
Biωn(k − ki) γα(ki, kj)Biωn′(k′ − kj) . (49)
Here, the vectors ki span a fine k grid that covers the first Brillouin zone. Using the expansion
in Eq. (49), one can rewrite Eq. (48) as a matrix-equation,
Γc,α(k, k
′) =
∑
i,j
Φiωn(k1,ki) γ
α(ki, kj)Φiωn′(k2,kj) (50)
Φiωn(ki,kj) =
Nc
N
∑
k
φ0(k − ki)Biωn(k − kj)
Then, using a singular value decomposition of the matrix Φ,
Φiωn(ki,kj) =
∑
i
σΦi u
Φ
i (ki) v
Φ
i (kj) , (51)
(note that all quantities on the right hand side carry an implicit iωn-dependence) one can for-
mally invert Eq. (50) and obtain an explicit form for the lattice-vertex Γ (k, k′)
Γα(k, k
′) =
∑
i
σi u˜i(k) v˜i(k
′) (52)
u˜i(k) =
∑
j
vΦj (k)
〈uΦj (k), Ui(k)〉
σΦj
,
v˜i(k) =
∑
j
〈Vi(k), vΦj (k)〉
σΦj
uΦj (k) .
2The set of basis-functions {B} can be freely chosen, since the DCA+ is not dependent on the choice of the
basis-functions. Usually, one uses cubic Hermite splines [27].
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2. Single-particle properties
Much can be learned about the single-particle properties
of the system, especially Fermi-liquid formation, from study-
ing the momentum distribution function n(k), the single-
particle spectra A(k,!) and the single-particle self-energy
"(k,!). For a Fermi liquid, the self-energy "(kF ,!)#(1
!1/Z)!!ib!2 where b"0, 1/Z"1, and kF is a point on
the Fermi surface. The corresponding A(kF ,!) is expected
to display a sharp Lorentzian-like peak, and !$n(k)! is also
expected to become sharply peaked at the Fermi surface. In
each case, these quantities are calculated by first interpolat-
ing the cluster self energy onto the lattice k points.
For example, the gradient of the momentum distribution
function is plotted in Fig. 16 when U#1,%#44,&#0.05 for
different values of Nc 'this temperature would correspond to
roughly room temperature for the cuprates in units where the
bare bandwidth W#2 eV). Apparently, at this temperature,
there are two Fermi surface features, one centered at (
#(0,0) and one centered at M#() ,)). The Fermi surface
centered at (#(0,0) has roughly the volume expected of
non-interacting electrons, so we will call it the electronlike
surface and the other holelike. Note that the holelike Fermi
surface becomes more prevalent, and the peak near
()/2,)/2) diminishes, as Nc increases. We therefore attribute
this behavior to short-ranged correlations.
We can further resolve the different surface features, by
investigating the single-particle spectrum A(k,!) as shown
FIG. 14. The average sign as function of the inverse temperature
% for Nc#8 at &#0.1 for U#1.0,1.5,2.0. In the inset, the average
sign is plotted versus doping & when U#W#2, t!#0, and %
#54.
FIG. 15. A comparison of the average sign for the DCA and FS
simulations30 when U/W#1/2,&#0.2,t!#0.
FIG. 16. !$n(k)! versus k when U#1, %#44, t!#0, and &
#0.05 for Nc#1, 8, and 16.
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temperature for different cluster computed in the DCA+ at 5% doping
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B. Improved fermionic sign problem
The rapidly increasing capability of computers in conjunc-
tion with the growing sophistication and efficiency of quantum
Monte Carlo solvers has pushed the limits of simulations
to larger cluster sizes and interaction strengths, as well as
lower temperatures. As a result, the only serious barrier for
quantum Monte Carlo calculations at low temperatures and
away from certain parameter regimes (such as half-filling in the
single-band Hubbard model) that remains is the fermionic sign
problem,24 which leads to an exponentially growing statistical
error with increasing system size and interaction strength, and
decreasing temperature.
The sign problem has posed an insurmountable challenge
to quantum Monte Carlo calculations of fermionic systems,
especially for simulations of finite-size systems, and remains
a problem in the DCA approach. The DCA, however, was
shown to have a less severe sign problem than finite-size
calculations,21 which, in the absence of a rigorous mathe-
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FIG. 10. (Color online) T ∗ versus cluster size computed in the
DCA and DCA+ at 5% doping (U/t = 7 and t ′/t = −0.15).
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FIG. 11. (Color online) Temperature dependence of the average
fermionic sign for Nc = 32 at 5% doping (U/t = 7 and t ′/t =
−0.15).
matical justification, was attributed to the action of the mean
field host on the cluster. This has enabled simulations of larger
clusters at lower temperatures than those accessible with finite-
size simulations and thus has opened new possibilities for
gaining insight into low-temperature phenomena in correlated
systems.
The DCA+ approach is different from the DCA in that it
generates a more physical self-energy with smooth momentum
dependence, and the correlations described by this self-energy
are therefore shorter ranged than those in the DCA. Hence,
it is therefore not unreasonable to expect a difference in the
severity of the sign problem between DCA+ and DCA.
In Fig. 11, we compare the fermionic sign σQMC between
the DCA and the DCA+ for a 32-site cluster and U = 7t for
a doping of 5%. At low temperatures, the average sign in the
DCA+ simulation is significantly larger than that of the DCA
simulation. As indicated above, we attribute this improvement
to the smooth momentum dependence of the DCA+ self-
energy as compared to the step-function dependence of the
DCA self-energy. From Fourier analysis, one knows that the
smoothness of a function is related to the rate of decay of
its Fourier coefficients.55 More precisely, if a function f is p
times differentiable, then its Fourier components fn will decay
at least at a rate of 1/np+1:
f ∈ Cp → |fn| 6 |f
(p)|1
np+1
. (30)
Since the DCA+ self-energy has smooth momentum depen-
dence and not the step discontinuities of the DCA, its Fourier
transform to real space is shorter ranged than that of the DCA
and the correlations it describes are shorter ranged. We believe
that it is this removal of unphysical long-range correlations
which reduces the sign problem in the DCA+. In any case, with
this significant reduction in the severity of the sign problem, it
is possible to study the physics of fermionic systems in even
larger clusters and at lower temperatures than accessible with
the DCA.
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t’=-0.15t, <n> = 0.95
Fig. 10: DCA+ reduction of the sign problem: The average QMC sign compared between
DCA and DCA+ for a 32-site cluster with U = 7 t, t′ = −0.15 t and 〈n〉 = 0.95. The DCA+
algorithm reduces the sign problem of the DCA further. Figure reproduced from Ref. [5].
Here, 〈a, b〉 represents the usual dot-product between vectors a and b. One generally finds that
the singular values of the Φ-matrix decay rapidly. Note that this set equations has a stable
sol tion only if the expansion coefficients 〈uΦj (k), Ui(k)〉 and 〈Vi(k), vΦj (k)〉 decay faster than
the singular values. For numerical reasons, one generally imposes an upper bound to the inverse
of the singular values σΦi . Due to the statistical noise of the Monte Carlo solution, the expansion
coefficients may become small, but usually not zero. To stabilize the inversion, it is helpful to
convert 1/σΦi to the value min{1/, 1/σΦi }, wher  is a small but finite number. In this way, all
components are taken into account [5].
3.3 Reduction of the QMC sign proble
As discussed in Sec. 2.3, DCA QMC calculations have a much less severe sign problem than
finite-size QMC calculations. Fig. 10 compares the QMC sign between DCA+ and DCA calcu-
lations. One sees that the DCA+ further reduces the sign problem (at a given low temperature
it has a larger average sign). Intuitively, this can be understood in the following way: Em-
pirically, it is known that the sign problem gets worse when the strength of the correlations
increases. The step discontinuities in the k-d pen ence of the DCA self-energy lead to arti-
ficial long-range correlations in real space. The smooth momentum dependence of the DCA+
lattice self-energy removes these artificial long-range correlations, and this is believed to reduce
the sign problem. In any case, with the larger average sign in the DCA+ it is possible to study
the physics of fermionic systems in larger clusters, at lower temperatures or larger interaction
strength.
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4 Applications to the 2D Hubbard model
DCA simulations of the single-band Hubbard model [1,28,29] have found behavior that is rem-
iniscent of what is observed in the cuprate high-temperature superconductors. In the paramag-
netic state, the low-energy spin excitations become suppressed below the crossover temperature
T ∗, and a pseudogap opens in the density of states at the chemical potential. At lower tem-
peratures, one finds a finite-temperature transition to antiferromagnetic long-range order at low
doping, while at larger doping, an instability to a dx2−y2-wave superconducting state is found.
4.1 Antiferromagnetism
The finite-temperature antiferromagnetic instability found in DCA calculations of the Hubbard
model is an apparent contradiction to the Mermin-Wagner theorem [30], which demands that
such a transition is suppressed to zero temperature. In the DCA, it results from the fact that long-
range (small q) fluctuations beyond the cluster size, which suppress ordering, are neglected
and replaced by a mean-field. With increasing cluster size, however, the DCA progressively
includes longer-ranged fluctuations while retaining some mean-field character. Larger clusters
are thus expected to systematically drive the Ne´el temperature to zero and hence recover the
Mermin-Wagner theorem in the infinite-cluster-size limit. TN is the temperature at which the
spin susceptibility
χs(q) =
∫ β
0
dτ 〈Tτ Sz(q, τ)Sz(−q, 0)〉 , (53)
diverges for q = (pi, pi). Here Sz(q) = 1/N
∑
k(c
†
k+q↑ck↑ − c†k+q↓ck↓) is the z-component of
the spin operator. χs(q) is calculated from the two-particle Green’s function in the particle-hole
magnetic channel, in a similar fashion as the pair-field susceptibility described in Sec. 2.4. The
basic approximation is that the irreducible vertex function in the Bethe-Salpeter equation for
this two-particle Green’s function is replaced by the irreducible vertex function calculated in
the effective cluster problem.
Fig. 11 shows DCA results for the Ne´el temperature TN of a half-filled Hubbard model with
U = 8 t reproduced from Ref. [31]. TN decreases slowly with increasing cluster size Nc. This
decrease can be understood from a scaling argument in which one assumes that an antiferro-
magnetic transition occurs when the correlation length ξ reaches the linear cluster size, i.e.,
ξ(TN) =
√
Nc in 2D. Since correlations develop exponentially with decreasing temperature in
2D, i.e. ξ(T ) ∼ eC/T , one obtains a logarithmic decrease of TN(Nc) with Nc as seen in the data
for Nc > 4. This decrease is consistent with TN → 0 in the infinite-size cluster limit as required
by the Mermin-Wagner theorem. The clusters with Nc = 2 and 4 are special because their
coordination number is reduced from four. In these clusters, local singlet states form below a
temperature of J = 4t2/U and suppress antiferromagnetism.
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Fig. 11: DCA calculation of the Ne´el temperature TN versus cluster size in a half-filled
Hubbard model with U = 8t: TN → 0 for Nc → ∞ as required by the Mermin-Wagner
theorem. The solid line represents a fit to the function A/[B + ln(Nc)/2] obtained from the
scaling ansatz ξ(TN) =
√
Nc. For Nc = 2 and 4 local singlets form in the cluster that suppress
the AF state. Figure reproduced from Ref. [31].
4.2 Pseudogap
Measurements of magnetic susceptibility and Knight shifts have found the opening of a pseudo-
gap, a partial suppression of low energy spin fluctuations, in the underdoped cuprates [32].
ARPES experiments have found that this gap is anisotropic, opening in the anti-nodal (pi, 0) and
(0, pi) regions of the Fermi surface. This state appears below a temperature T ∗, which rises with
decreasing hole doping as the Mott-insulating half-filled state is approached. DCA calculations
of the 2D Hubbard model have found a similar pseudogap in the bulk spin susceptibility χs(q =
0) [11, 33] and in calculations of the single-particle spectral weight [28, 34].
To illustrate these results, and to further compare the convergence properties between DCA
and DCA+, we show in Fig. 12 DCA (left panel) and DCA+ results3 (right panel) for the
temperature dependence of the q = 0 spin susceptibility χs. The DCA and DCA+ results
display similar behavior for χs(q = 0, T ) with a peak at T ∗(Nc) and a decrease below T ∗,
reflecting the opening of the pseudogap. For the DCA, however, one observes a strong cluster
size dependence and poor convergence even for the largest clusters that can still be simulated
before the QMC sign problem makes calculations impossible. In the DCA+ results, one sees
that convergence is reached much sooner. And in addition, because of the reduced sign problem,
larger clusters can be reached, for which one sees that T ∗ is converged.
3For the DCA, χs(q = 0, T ) was determined in the same way as the q = (pi, pi) susceptibility in the previous
section, using the same algorithm as that described for the pair-field susceptibility in Sec. 2.4, just for the magnetic
spin S = 1 particle-hole channel instead of the particle-particle channel. For the DCA+ results, the full DCA+
lattice self-energy Σ(k) was used in the Green’s functions entering this formalism, but the deconvolution of the
irreducible vertex function described in Sec. 3.2 was not performed. Instead this quantity was set equal to the
cluster irreducible vertex function, just as in the DCA. This approximation is justified because of the weak internal
k dependence of the correlations in the antiferromagnetic particle-hole channel.
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FIG. 7. (Color online) The imaginary part of the lattice self-energy for different clusters at a temperature of T = 0.33 with a hole doping of
5% (U/t = 7 and t ′/t = −0.15). Two key observations can be made. The DCA+ produces for all clusters a lattice self-energy which follows
the lattice symmetry. This is not true in the case of the DCA, which is illustrated in the region of (π,0) to (0,π ) for the clusters 16B, 20,
and 24. One can also observe that the DCA+ converges monotonically. The self-energy increases systematically with increasing cluster size
as longer-range correlations are taken into account. This systematic growth of the self-energy is harder to detect in the DCA. Therefore, we
expect that the DCA+ will lead to a more systematic convergence of other physical quantities, such as the pseudogap transition temperature.
while the fully renormalized two-particle Green’s function
GIIph is computed as
GIIph(K,K ′)
=
( 4∏
l=1
∫ β
0
dτl
)
ei ϖ1 (τ1−τ2)ei ϖ2 (τ3−τ4)
×
∑
σ,σ ′=±
⟨c†σ (K⃗,τ1)cσ (K⃗,τ2)c†σ ′(K⃗ ′,τ3) cσ ′(K⃗ ′,τ4)⟩.
The irreducible cluster vertex function &ph(Q⃗ = 0,K⃗,K⃗ ′) is
then obtained by inverting the Bethe-Salpeter equation on the
cluster
&ph =
[
GII0,ph
]−1 − [GIIph]−1, (29)
where we used a matrix notation in in the cluster momenta K⃗
and K⃗ ′. The uniform lattice spin susceptibility χph(q = 0) is
then calculated from
χph =
∑
K1,K2
χ0 [1− & χ0]−1.
Here, χ0 is the coarse-grained bare susceptibility of the lattice
χ0(K) =
∫
dk⃗ φK (k⃗) G(k⃗)G(k⃗).
This procedure to compute the uniform lattice spin sus-
ceptibility χph(q⃗ = 0) is the same in the DCA+ as in the
DCA.21 The quantities that enter these equations, however, are
different between both approaches. In the DCA+, for thermo-
dynamic consistency, one should apply the same interpolation
procedure to the vertex function &ph(K,K ′) as is done for the
self-energy. Here, however, for the sake of simplicity and in
order to focus on the effects of the self-energy, we keep the
piecewise constant dependence of &ph(K,K ′) that is naturally
obtained from its extraction from the cluster quantities in
Eq. (29) as in the DCA. In the S = 1 particle-hole channel,
where the leading correlations are antiferromagnetic and have
only weak internal K⃗ dependence,54 we expect this to be a
good approximation.
In Fig. 8, we show results for χph(q⃗ = 0) obtained with
the DCA for different clusters. One observes a strong cluster
size dependence and the results are not converged even for the
largest cluster that can still be simulated before the fermionic
sign problem begins to make the QMC sampling exponentially
difficult. The corresponding DCA+ results are displayed in
Fig. 9. Here, convergence is reached much sooner. The location
of the maximum in temperature dependence T ∗ is essentially
independent of the cluster for Nc > 20, as can be seen from
Fig. 10. As discussed previously, this directly results from the
improved convergence of the self-energy in the DCA+. From
these results, once the effects of cluster geometry are removed
in the DCA+, it becomes clear that the underlying correlations
that lead to the pseudogap formation are short ranged and well
contained in clusters of size 20.
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FIG. 8. (Color online) Uniform spin χph susceptibilities vs
temperature for different cluster computed in the DCA at 5% doping
(U/t = 7 and t ′/t = −0.15).
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B. Improved fermionic sign problem
The rapidly increasing capability of computers in conjunc-
tion with the growing sophistication and efficiency of quantum
Monte Carlo solvers has pushed the limits of simulations
to larger cluster sizes and interaction strengths, as well as
lower temperatures. As a result, the only serious barrier for
quantum Monte Carlo calculations at low temperatures and
away from certain parameter regimes (such as half-filling in the
single-band Hubbard model) that remains is the fermionic sign
problem,24 which leads to an exponentially growing statistical
error with increasing system size and interaction strength, and
decreasing temperature.
The sign problem has posed an insurmountable challenge
to quantum Monte Carlo calculations of fermionic systems,
especially for simulations of finite-size systems, and remains
a problem in the DCA approach. The DCA, however, was
shown to have a less severe sign problem than finite-size
calculations,21 which, in the absence of a rigorous mathe-
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FIG. 10. (Color online) T ∗ versus cluster size computed in the
DCA and DCA+ at 5% doping (U/t = 7 and t ′/t = −0.15).
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FIG. 11. (Color online) Temperature dependence of the average
fermionic sign for Nc = 32 at 5% doping (U/t = 7 and t ′/t =
−0.15).
matical justification, was attributed to the action of the mean
field host on the cluster. This has enabled simulations of larger
clusters at lower temperatures than those accessible with finite-
size simulations and thus has opened new possibilities for
gaining insight into low-temperature phenomena in correlated
systems.
The DCA+ approach is different from the DCA in that it
generates a more physical self-energy with smooth momentum
dependence, and the correlations described by this self-energy
are therefore shorter ranged than those in the DCA. Hence,
it is therefore not unreasonable to expect a difference in the
severity of the sign problem between DCA+ and DCA.
In Fig. 11, we compare the fermionic sign σQMC between
the DCA and the DCA+ for a 32-site cluster and U = 7t for
a doping of 5%. At low temperatures, the average sign in the
DCA+ simulation is significantly larger than that of the DCA
simulation. As indicated above, we attribute this improvement
to the smooth momentum dependence of the DCA+ self-
energy as compared to the step-function dependence of the
DCA self-energy. From Fourier analysis, one knows that the
smoothness of a function is related to the rate of decay of
its Fourier coefficients.55 More precisely, if a function f is p
times differentiable, then its Fourier components fn will decay
at least at a rate of 1/np+1:
f ∈ Cp → |fn| 6 |f
(p)|1
np+1
. (30)
Since the DCA+ self-energy has smooth momentum depen-
dence and not the step discontinuities of the DCA, its Fourier
transform to real space is shorter ranged than that of the DCA
and the correlations it describes are shorter ranged. We believe
that it is this removal of unphysical long-range correlations
which reduces the sign problem in the DCA+. In any case, with
this significant reduction in the severity of the sign problem, it
is possible to study the physics of fermionic systems in even
larger clusters and at lower temperatures than accessible with
the DCA.
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Fig. 12: Pseudogap in the uniform spin susceptibility: DCA (left panel) and DCA+ (right
panel) results for the uniform spin susceptibility χs(q = 0, T ) versus temperature for a Hubbard
model with U = 7 t, t′ = −0.15 t and 〈n〉 = 0.95. χs(q = 0, T ) peaks at a temperature T ∗(Nc)
and decreases at lower temperatures as the pseudogap opens. The DCA+ converges T ∗(Nc)
more rapidly and its reduced sign problem enables calculations at lower temperat r . Figures
reproduced from Ref. [5].
4.3 Superconductivity
DCA methods have also been used extensively to investigate the possibility and nature of u-
perconductivity in the 2D Hubbard model [1, 21, 29, 31], because of its relevance to the cuprate
high-temperature superconductors [35, 36]. Early DCA calculations used a 2 × 2 cluster to
map out the temperature versus doping phase diagra for U = 8 t and found dx2−y2-wave
superconductivity over a large finite-doping region with a maximum Tc ∼ 0.08 t at a filling
〈n〉 = 0.95 [33]. A DCA study of larger cluster up to 26 sites wa then carried out for U = 4 t
and found a superconducting transition at Tc ≈ 0.023 t for 〈n〉 = 0.9 [31]. But convergence
was poor due to the cluster shape and size dependence of the standard DCA. Recent DCA+ cal-
culations for the same parameters could reach clusters up to 52 sites, for which the results were
asymptotically converged, and a finite-size scaling analysis similar to that discussed in Sec. 4.1
gave a Tc = 0.02 t [6].
As an illustration of recent progress on this issue, Fig. 13 shows the results of standard DCA
and DCA+ calculations for a more realistic U = 7 t and 〈n〉 = 0.9 taken from Ref. [6]. The
DCA+ results in this figure were obtained by using a different coarse-graining [37], in which the
patch function φK(k) for a given K is finite over several intervals instead of just a single one.
This leads to a further reduction of the sign problem, which is also reflected in the difference in
the maximum cluster size between the DCA and DCA+ results in Fig. 13. The standard DCA
calculations with the usual coarse-graining are limited to only 12 sites or fewer, for this value
of U , and Tc is clearly not converged. The DCA+ calculations with modified coarse-graining,
however, are able to reach clusters of up to 28 sites. In particular, one sees that for clusters
between 12 and 26 sites, Tc changes by only 10% between different Nc, and one can estimate
Tc ≈ 0.052 t. For Nc = 24 and T = 0.05 t, the right panel of Fig. 13 displays the momentum
dependence of the leading eigenvector φd(k, piT ) of the BSE along the diagonal from (pi, 0) to
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FIG. 8. (Color online) Frequency and momentum dependence of
the leading eigenvector in the spin S = 1 particle-hole channel for
U/t = 7, Nc = 144 at half-filling for a temperature close to TN(Nc).
The inset shows the momentum dependence of !(k,πT ) along the
diagonal from k⃗ = (0,π ) to (π,0).
also has a retarded component for this strength of the Coulomb
interaction.
We now turn to the doped model at U = 7t and study
the superconducting transition for a filling of ⟨n⟩ = 0.9. For
these parameters, the standard DCA algorithm can only access
clusters as large as 12 sites because of the fermion sign
problem. The DCA+ algorithm, however, significantly delays
the sign problem and allows us to access clusters as large as
28 sites.
Figure 9 shows the DCA+ results for the superconducting
transition temperature Tc versus cluster size (black circles)
in addition to the DCA results (red squares). The DCA data
for Tc have significant cluster size dependence and irregular
behavior and it is impossible to determine an estimate of
Tc based on these results. In contrast, the DCA+ results
are much more systematic: similar to the weak coupling
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FIG. 9. (Color online) DCA (red squares) and DCA+ (black cir-
cles) results for the superconducting transition temperature Tc versus
cluster size for U/t = 7 and 10% doping.
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FIG. 10. (Color online) k dependence of the leading eigenvector
at the first Matsubara frequency in the particle-particle channel
for U/t = 7, β = 20, Nc = 24, and 10% doping. One can clearly
observe the dx2−y2 cos kx − cos ky structure (red line). Inset: the ϖ
dependence of !(k = {π,0},ϖ ).
U/t = 4 case, one observes a small cluster regime in which Tc
increases with Nc, followed by a regime where Tc(Nc) appears
approximately constant. Interestingly, the second regime of
constant Tc is reached already for a significantly smaller
cluster size than for the weak coupling case. From this we
estimate the coherence length ξ ≈ √12 ≈ 3.5 lattice spacings
forU = 7t and ⟨n⟩ = 0.9. This is about half of the estimate we
obtained for U = 4t and indicates that the coherence length
decreases with increasing interaction strength U in the regime
of moderate values of U .
The k⃗ dependence of the leading d-wave eigenvector
!(k⃗,ϖ0 = πT ) obtained for theNc = 28 site cluster is plotted
in Fig. 10. Its d-wave cos kx − cos ky structure is obvious
from this plot. A detailed analysis of the contribution of
higher d-wave harmonics will be published elsewhere. The
ϖ dependence of !(k⃗,ϖ ) reflects the frequency dependence
of the pairing interaction [9] and is shown for k⃗ = (π,0) in the
inset. From this one sees that !(k⃗,ϖ ) falls off with ϖ on a
scale set by J = 4t2/U ≈ 0.57. This reflects a retarded pairing
interaction with similar dynamics as the spin fluctuations [9].
IV. CONCLUSION
In this paper, we have presented an extension of the recently
introduced DCA+ algorithm to the calculation of two-particle
correlation functions. The DCA+ extends the dynamic cluster
approximation with a continuous self-energy and thereby
reduces its cluster shape dependencies and the fermion sign
problem of the underlying QMC solver. The DCA+ two-
particle framework is derived from the requirement of thermo-
dynamic consistency, which assures that quantities calculated
from the two-particle Green’s functions are identical to those
calculated from the single-particle Green’s function. We have
shown that this requirement is satisfied if the coarse-grained
vertex function ¯&α(K,K ′) = ∫ dk⃗ dk⃗′φK⃗ (k⃗)&α(k,k′)φK⃗ ′(k⃗′) is
equal to the corresponding vertex function calculated on the
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U/t = 7, Nc = 144 at half-filling for a temperature close to TN(Nc).
The inset shows the momentum dependence of !(k,πT ) along the
diagonal from k⃗ = (0,π ) to (π,0).
also has a retarded component for this strength of the Coulomb
interaction.
We now turn to the doped model at U = 7t and study
the superconducting transition for a filling of ⟨n⟩ = 0.9. For
these parameters, the standard DCA algorithm can only access
clusters as large as 12 sites because of the fermion sign
problem. The DCA+ algorithm, however, significantly delays
the sign problem and allows us to access clusters as large as
28 sites.
Figure 9 shows the DCA+ results for the superconducting
transition temperature Tc versus cluster size (black circles)
in addition to the DCA results (red squares). The DCA data
for Tc have significant cluster size dependence and irregular
behavior and it is impossible to determine an estimate of
Tc based on these results. In contrast, the DCA+ results
are much more systematic: similar to the weak coupling
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FIG. 9. (Color online) DCA (red squares) and DCA+ (black cir-
cles) results for the superconducting transition temperature c versus
cluster size for U/t = 7 and 10% doping.
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FIG. 10. (Color online) k dependence of the leading eigenvector
at the first Matsubara frequency in the particle-particle channel
for U/t = 7, β = 20, Nc = 24, and 10% doping. One can clearly
observe the dx2−y2 cos kx − cos ky structure (red line). Inset: the ϖ
dependence of !(k = {π,0},ϖ ).
U/t = 4 case, one observes a small cluster regime in which Tc
increases with Nc, followed by a regime where Tc(Nc) appears
approximately constant. Interestingly, the second regime of
constant Tc is reached already for a significantly smaller
cluster size than for the weak coupling case. From this we
estimate the coherence length ξ ≈ √12 ≈ 3.5 lattice spacings
forU = 7t and ⟨n⟩ = 0.9. This is about half of the estimate we
obtained for U = 4t and indicates that the coherence length
decreases with increasing interaction strength U in the regime
of moderate values of U .
The k⃗ dependence of the leading d-wave eigenvector
!(k⃗,ϖ0 = πT ) obtained for theNc = 28 site cluster is plotted
in Fig. 10. Its d-wave cos kx − cos ky structure is obvious
from this plot. A detailed analysis of the contribution of
higher d-wave harmonics will be published elsewhere. The
ϖ dependence of !(k⃗,ϖ ) reflects the frequency dependence
of the pairing interaction [9] and is shown for k⃗ = (π,0) in the
inset. From this one sees that !(k⃗,ϖ ) falls off with ϖ on a
scale set by J = 4t2/U ≈ 0.57. This reflects a retarded pairing
interaction with similar dynamics as the spin fluctuations [9].
IV. CONCLUSION
In this paper, we have presented an extension of the recently
introduced DCA+ algorithm to the calculation of two-particle
correlation functions. The DCA+ extends the dynamic cluster
approximation with a continuous self-energy and thereby
reduces its cluster shape dependencies and the fermion sign
problem of the underlying QMC solver. The DCA+ two-
particle framework is derived from the requirement of thermo-
dynamic consistency, which assures that quantities calculated
from the two-particle Green’s functions are identical to those
calculated from the single-particle Green’s function. We have
shown that this requirement is satisfied if the coarse-grained
vertex function ¯&α(K,K ′) = ∫ dk⃗ dk⃗′φK⃗ (k⃗)&α(k,k′)φK⃗ ′(k⃗′) is
equal to the corresponding vertex function calculated on the
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Fig. 13: Superc ducting ransition temperatu e Tc and BSE leading eige vector of a
Hubbard model with U = 7 t and 〈n〉 = 0.9: (Left panel) The QMC sign problem limits the
largest accessible cluster size. DCA results (red squares) for Tc are not converged. The DCA+
with modified coarse-graining (see text) allows calculations for la ger clusters, for which T
hardly changes (black circles). (Right panel) The k-dependence of the leading eigenvector
φd(k, piT ) of the particle-particle BSE for T = 0.05 t a d Nc = 24 is close to cos kx − cos ky;
its frequency dependence is plotted in the inset. Figures reproduced from Ref. [6].
(0, pi). Compared to the coarseK-dependence of the DCA result in Fig. 6, the DCA+ provides
inform tion wi much high r resolution in k, and thus allows one t estimate deviations from
the simple d-wave cos kx − cos ky form factor with higher precision.
5 General discussion and concluding remarks
We have seen that the DCA approximation and its DCA+ extension are quantum cluster meth-
ods that map the bulk lattice problem onto a finite-size clust r emb dd d in a mea -field host
that is designed to represent the remaining degrees of freedom. This is achieved through a
coarse-graining of the momentum space, which effectively reduces the degrees of freedom to
those of a cluster, while retaining the effects of the re aining bulk degrees of freedom as a
mean-field, which the cluster is coupled to. Correlations on the cluster are treated accurately us-
ing, for example, quantum Monte Carlo methods, while longer-range correlations are described
on the mean-field evel. Because of translational invariance of the bulk lattice, the properties of
the mean-field host are calculated from the effective cluster problem in a self-consistent manner.
In the DCA, the mean-field host reflects the correlations described by the cluster self-energy di-
rectly. In the DCA+, in contrast, the mean-field is calculated using a lattice self-energy with
continuous bulk momentum dependence that is generated from the cluster self-energy. This
leads to an improved cluster shape and size dependence, and to a reduction of the sign problem
in the underlying QMC cluster solver. In what follows, we give a brief discussion of several
other fundamental features that are common to both the DCA and DCA+ algorithms.
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Nature of approximation and limitations
The basic assumption of the coarse-graining approximation in both the DCA and DCA+ meth-
ods is that correlations are short-ranged so that the k-dependence of the self-energy Σ(k, iωn)
and the irreducible vertex functions Γα(k, iωn,k′, ωn′) is well approximated by a coarse grid
of cluster momenta K at intervals ∆K = 2pi/Lc, where Lc is the linear cluster size. Obvi-
ously, this approximation assumes a self-energy and irreducible vertex functions that are only
weakly k-dependent, or equivalently, correlations that are short-ranged and do not extend be-
yond a length of Lc/2. This type of approximation is therefore expected to be appropriate for
cases with significant screening, where correlations are short-ranged. It is clear that such an
approximation breaks down in the proximity of classical or quantum phase transitions, where
the critical behavior is governed by the long wave-length fluctuations. Since the fluctuations
beyond Lc/2 are replaced by a mean-field, the DCA and DCA+ approaches give mean-field
critical behavior and possibly predict instabilities at finite temperature even when prohibited by
the Mermin-Wagner theorem, as is the case, for example, for the observed finite-temperature
antiferromagnetic transition in the half-filled 2D Hubbard model discussed in Sec. 4.1. The fact
that instabilities occur when the correlation length extends beyond the cluster size, however,
allows one to use finite-size scaling in combination with calculations on increasingly larger
clusters to extrapolate to the exact infinite cluster size limit.
Causality
A particular challenge in the development of quantum cluster methods such as the DCA and
DCA+ has been the requirement of causality [1], i.e., that the algorithm give a self-energy with
negative imaginary part, i.e. ImΣ(k, ω+i0+) < 0. For the standard DCA algorithm, it is possi-
ble to prove causality [1,3]. Hettler et al. also remarked [3] that the use of a simple interpolation
of the cluster self-energy to generate a lattice self-energy in the coarse-graining step Eq. (11)
will lead to causality violations if ImΣc(K, iωn) has a minimum somewhere in the Brillouin
zone, which is generally the case. In Ref. [38], such causality violations were more funda-
mentally related to the “ringing” phenomenon in Fourier-analysis. To avoid these problems in
the DCA, one interpolates the cluster self-energy only after the calculation is converged. The
DCA+ algorithm, however, is fundamentally different from a simple interpolation of the cluster
self-energy. The constraint of the DCA+ algorithm in Eq. (37) demands that the coarse-grained
lattice self-energy Nc/N
∑
k φK(k)Σ(k) is equal to the cluster self-energy Σc(K). Except
for very special cases, this results in a lattice self-energy Σ(k) that is different from a simple
interpolation of the cluster self-energyΣc(K). The arguments for causality violations that arise
when a simple interpolation is used in Refs. [3, 38] thus do not apply, and the DCA+ algorithm
does not necessarily violate causality. Although a rigorous proof for the causality of the DCA+
is not available, violations of causality have not yet been observed in any of the applications of
this method [5].
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Thermodynamic consistency
Thermodynamic consistency in the Baym and Kadanoff sense [39] ensures that observables
calculated from the single-particle Green’s function agree with those calculated from the two-
particle Green’s function. For example, the pair-field susceptibility may be determined from
the two-particle formalism described in Sec. 2.4. Alternatively, one may extend the single-
particle formalism to allow for calculations in the superconducting phase by introducing an
anomalous Green’s function Fij(τ) = −〈Tτ ci↑(τ)cj↓(0)〉. The s-wave pair-field susceptibility,
for example, is then obtained from Ps = ∂∆s/∂Ψ |Ψ=0, where Ψ is the applied pair-field and
∆s = T/N
∑
k,ωn
F (k, iωn). Thermodynamically consistent algorithms will give the same
result, irrespective of whether Ps is calculated on the single-particle level or whether it is cal-
culated on the two-particle level. An algorithm is thermodynamically consistent if it is self-
consistent and if the two-particle irreducible vertex function Γ is related to the single-particle
self-energy through Γ = δΣ[G]/δG. This is the case in the DCA where both Σ and Γ are
obtained as derivatives of the same Baym-Kadanoff Φ-functional (see Appendix and [1]) and
approximated by their respective cluster quantities Σc and Γc. In the DCA+, it is important
that the relation between Γ and Γc is consistent with the relation between Σ and Σc. In both
cases, the cluster quantities are related to their lattice counterparts by a coarse-graining relation,
as seen from Eqs. (37) and (45), and it was shown in Ref. [6] that these relations indeed sat-
isfy Γ = δΣ[G]/δG. Accordingly, the DCA+ algorithm is thermodynamically consistent if a
similar procedure is used to extract the lattice quantities.
Conclusions
In this lecture we have tried to communicate that the DCA and DCA+ approximations are pow-
erful theoretical approaches that enable reliable and, in certain cases, controlled studies of the
rich phenomenology in systems dominated by strong electronic correlations. They are non-
perturbative in nature and, in conjunction with numerically exact QMC cluster solvers, provide
an unbiased tool to understand the physics in these systems. They enable the calculation of
static and dynamic single-particle and two-particle correlation functions and thus allow for the
determination of various experimentally accessible observables, such as those related to pho-
toemission, transport, magnetism, and superconductivity. Despite the reduction in complexity,
the solution of the effective cluster problem remains a challenging task, and its complexity in-
creases rapidly as the number of cluster degrees of freedom increases. Hence these methods
have been applied almost exclusively to low-energy effective descriptions of the full many-
body problem, such as the single-band Hubbard model discussed in this lecture. Applications
to more complex multi-orbital models are required when the specifics of certain materials need
to be included. This can be achieved along the lines of the local density approximation + DMFT
approach, where the models studied by DMFT or DCA are parametrized by electronic structure
calculations. While this remains an important and challenging task, the progress in [40–42]
demonstrates that calculations along these lines are within reach.
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Appendix
A DCA and DCA+ as self-energy functional approximations
General methods may be derived from the Green’s function based formalism of Luttinger and
Ward [43] and Baym and Kadanoff [39], where the grand potential
Ω[G] = Tr ln[−G]− Tr [(G−10 −G−1)G]+ Φ[G,U ] (54)
is expressed in terms of the single-particle Green’s function G.4 Here, Φ[G] is the so-called
Baym-Kadanoff functional described in Ref. [39]. The self-energy Σ is obtained from the
functional derivative of Φ[G] with respect toG
Σ =
δΦ[G]
δG
(55)
and is related to the Green’s function via the Dyson equation (8)
G−1 = G−10 −Σ . (56)
These two relations imply that the free energy Ω is stationary with respect toG, i.e.
δΩ[G]
δG
= 0 . (57)
In principle, the exact Green’s function G and self-energy Σ can be determined from the self-
consistent solution of Eqs. (55) and (56). However, since the functional Φ[G] is usually un-
known, an approximation is required that replaces the exact Φ[G] by a known or computable
functional. Conserving approximations replace the exact Φ[G] by an approximate functional,
which considers certain sub-classes of diagrams that can be summed up analytically and that are
thought to capture the dominant physics. This generally results in a weak coupling approxima-
tion such as second-order perturbation theory or the fluctuation exchange approximation [44].
These approaches usually fail, however, when the interaction U gets larger than several times
the hopping t.
DCA
The DCA therefore takes a different approach. From Eq. (12), one sees that fundamentally the
DCA is an approximation of the self-energy where
ΣDCA(k) '
∑
K
ΦK(k)Σc(K) . (58)
To proceed, it is therefore convenient to follow the work of Potthoff [45] and Okamoto [38] and
express the grand potential in terms of the self-energy instead of the Green’s function
Ω[Σ] = Tr ln
[−(G−10 −Σ)]− (LΦ)[Σ] . (59)
4Here we have used a matrix equation for the Green’s functionsG andG0 and the trace Tr sums over momenta
k and frequencies ωn.
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Here, the functional (LΦ)[Σ] is obtained from Φ[G] through a Legendre transform
(LΦ)[Σ] = Φ− Tr[ΣG] . (60)
At stationarity, i.e. δΩ[Σ]/δΣ = 0, one again obtains the usual Dyson equation [G−10 −
Σ]−1 = G, where G = −δ(LΦ)[Σ]/δΣ. However, just as Φ[G] is unknown, the func-
tional (LΦ)[Σ] is generally unknown. Instead of replacing the functional by a low order weak
coupling approximation, the DCA keeps the same functional but reduces the complexity by re-
placing the exact self-energy Σ(k) by the approximation in Eq. (58), i.e. Σ(k) ' ΣDCA(k) =∑
K φK(k)Σc(K). This replacement reduces the degrees of freedom over which the functional
is evaluated to those of a finite-size cluster,
(LΦ)[Σc] = Φ− N
Nc
∑
K
Tr[Σc(K)Gc(K)] (61)
with
Gc(K) =
Nc
N
∑
k
φK(k)G(k) =
Nc
N
∑
k
φK(k)
1
G−10 (k)−ΣDCA(k)
. (62)
Relation (62) implies that the parameters of the effective cluster problem are fixed by the re-
quirement that the cluster Green’s function Gc is equal to the coarse-grained lattice Green’s
function on the right-hand side. Using the relation δ(LΦ)[Σc]/δΣc = −N/NcGc together
with
δΣDCA(k)/δΣc(K) = φK(k), it is straightforward to show that the relation (62) implies that
the DCA approximation for the grand potential
ΩDCA[Σc] = Tr ln
[−(G−10 −ΣDCA)]+ Φ−∑
K
Tr[Σc(K)Gc(K)] . (63)
is stationary, i.e. δΩ[Σc]/δΣc(K) = 0.
DCA+
Just like in the DCA, the DCA+ approach replaces the self-energy in the functional (LΦ)[Σ] by
the piecewise-constant cluster approximation
∑
K φK(k)Σc(K) to limit the degrees of free-
dom over which this term is calculated to those of a finite-size cluster. But in contrast to the
DCA, this replacement is not made in the first Tr ln[−(G−10 −Σ)] term of the grand-potential
Ω[Σ]. Instead, here one retains the full lattice self-energyΣ(k) to give the DCA+ approxima-
tion
ΩDCA
+
[Σ] = Tr ln
[−(G−10 −Σ)]+ Φ− NNc∑
K
Tr[Σc(K)Gc(K)] . (64)
Note that in contrast to the DCA where the grand potential reduces to a functional of the cluster
self-energy, i.e.Ω[Σ]→ ΩDCA[Σc], here, the grand potential remains a functional of the lattice
self-energy Σ(k), which enters in the first term. Then again, one can ask for stationarity of the
grand potential. When the cluster self-energyΣc is related to the lattice self-energyΣ through
the DCA+ constraint
Σc(K) =
Nc
N
∑
k
φK(k)Σ(k) , (65)
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one obtains from δΩDCA+ [Σ(k)]/δΣ(k) = 0[
G−10 (k)−Σ(k)
]−1
=
∑
K
φK(k)Gc(K) . (66)
To derive the right-hand side we have used δΣc(K)/δΣ(k) = Nc/N φK(k) according to
Eq. (65). Using the identity Eq. (36) and multiplying both sides with Nc/N
∑
k φK(k) results
in the DCA+ coarse-graining equation Eq. (38), i.e.
Gc(K) =
Nc
N
∑
k
φK(k)
1
G−10 (k)−Σ(k)
. (67)
This proves that the DCA+ algorithm, just like the DCA algorithm gives results for the self-
energy and the Green’s function that correspond at self-consistency to a stationary solution of
the DCA+ grand potential.
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1 Introduction
Named in honor of the Russian mineralogist Lev Perovski after the discovery of the calcium
titanium oxide mineral CaTiO3 in the Ural Mountains by Gustav Rose in 1839, the perovskite
structure identifies the wide class of compounds with general chemical formula ABX3. In this
ideally cubic structure, A is a large cation, usually an alkaline-earth or rare-earth element, lo-
cated on the corners of the lattice; B, in the center of the lattice, is a small 3d, 4d, or 5d transition
metal (TM), whereas the X-site anions are normally oxygen atoms that form an octahedral envi-
ronment around the B ion. The stability and structural distortions of perovskite crystal structures
are often discussed in terms of Goldschmidt’s tolerance factor t = (RA +RX)/
√
2(RB +RX),
where RA, RB, and RX are the ionic radii of the A, B, and X ions, respectively [1]. t = 1
represents the ideal cubic condition, which appears in a few cases. Different distorted structural
variants are formed for 0.75 < t < 1, the range of stability of the perovskite structure.
This high degree of chemical and structural flexibility combined with a inhomogeneous distri-
bution of the partially filled d states (tendency to electron localization) lead to the coexistence
of several physical interactions (spin, charge, lattice, and orbital), which are all simultaneously
active and give rise to a wide array of physical properties and functionalities: colossal magne-
toresistance (manganites) [2, 3], (multi)ferroelectricity (BaTiO3, BiFeO3) [4], superconductiv-
ity (cuprates) [5], metal-insulator transition (LaMnO3) [6], ferromagnetism (SrRuO3) [7], band
gaps spanning the visible and ultraviolet [8], surface chemical reactivity from active to inert [9],
etc. This rich array of behaviors uniquely suits perovskites for novel solutions in different
fields of application, including optoelectronics, spintronics, (photo)catalysis, and piezoelectric
devices. Moreover, the last few years have witnessed the rapid emergence of a new class of so-
lar cells based on mixed organic-inorganic halide perovskites (CH3NH3PbX3, X=Cl, Br, I and
related compounds) that are revolutionizing the field of solar technologies.
The study of the strong competition and interplay among the various orbital, structural, and spin
orderings is a central issue for the understanding of the physics and chemistry of perovskites
and poses great challenges at both the technological and fundamental level. The theoretical
description of perovskites requires methods at the frontier of materials modeling, capable of
describing the complex entanglement of the distinct interactions and to provide an accurate
account of basic properties such as structural distortions, band gap, and magnetic moment.
From an methodological perspective, the theoretical study of so-called strongly correlated ma-
terials and specifically perovskites has been mainly conducted within two historically distinct
electronic structure communities: model Hamiltonians and first principles. Spin-orbital ef-
fective Hamiltonians are based on a simplified lattice-fermion models such as the Hubbard
model [10], in which the many-body problem is reduced to a small number of relevant bands and
short-ranged electron interactions. On the other hand, in first principles schemes the intractable
Schro¨dinger equation involving many interacting electrons is mapped onto a simplified problem
that includes an approximate treatment of the exchange and correlation (XC) electron interac-
tion. Prominent examples of this class of schemes are the density-functional theory [11, 12]
(DFT) and the Hartree-Fock theory [13, 14] (HF). In the density-functional theory [11, 12] the
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full many-body problem is mapped onto a system of non-interacting electrons moving in an
effective Kohn-Sham potential. In DFT, XC effects are accounted for by approximated XC
functionals such as the local-density approximation (LDA) and the generalized gradient ap-
proximation (GGA) [15]. The HF method replaces the many-body Schro¨dinger equation by a
set of one-particle equations, with each electron moving in an effective (Fock) mean field. The
electronic many-body wavefunction is written in terms of one particle spin-orbitals arranged in
a Slater determinant [16]. This Slater picture guarantees an exact account of the exchange term
but completely neglects correlation effects.
DFT and HF are considered to be first principles methods (or likewise ab-initio) because they
rely on basic and fundamental quantum-mechanical laws without invoking additional assump-
tions or adjustable parameters. Both types of approaches, first principles and many-body model
Hamiltonians, have specific assets but also limitations. On the one hand, DFT takes into account
the realistic electronic structure, but standard XC functionals are generally unable to correctly
describe the localized picture typical of strongly correlated compounds. In this sense, the most
pressing aspect of DFT is the construction of improved XC functionals able to overcome this
drawback. Many different approaches have been proposed for reducing these inaccuracies:
the weighted-density approximation [17], the DFT+U approximation [18], the self-interaction
correction method [19], the screened-exchange approximation [20], the optimized effective po-
tential [21], various meta-GGA potentials [22], and hybrid functionals [23]. Alternative and
more sophisticated routes to go beyond DFT/HF are the GW approximation, in which the self
energy of a many-body system of electrons is computed explicitly by making use of the single
particle Green functionG and the screened Coulomb interactionW [24], and post Hartree-Fock
methods (Møller-Plesset perturbation theory [25], configuration interaction [26], and coupled
cluster [27]). On the other hand, model Hamiltonian approaches solve the many-body problem
more accurately but do not deal with the realistic band structure, some aspect of the electronic
correlation are not included (like two-particle correlation and non-local correlation) and the
results are dependent on a set of adjustable parameters. In this respect, dynamical mean field
theory (DMFT) [28] and its extensions have marked a methodological breakthrough in this field.
With the aim of constructing many-body model Hamiltonians entirely from first principles and
taking advantage of the specific assets of both types of approaches, in the past decade much
effort has been made to combine DFT with many-body model Hamiltonians, an example of
which is DFT+DMFT [29, 30].
In this abundant cluster of methods there no best choice. The decision to adopt one method
or the other should be guided by the specific intent of the research and by the computational
resources at disposal. If the aim is to achieve a realistic and predictive account of the coupling
between structural distortions and electronic/spin degrees of freedom in an extended, strongly
correlated system like perovskites, beyond-LDA/GGA approaches appears to be a practical and
convenient solution. The reason being that these methods allow for computationally efficient
calculations of the forces acting on the ions and simultaneously furnish a generally adequate
(self-consistent) account of electron localization, spin/orbital ordering, and total energies. The
unfavorable aspect is that these approaches give only an approximate description of electronic
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correlation, inferior to post-Hartree-Fock methods and last-generation many-body Hamiltonians
and GW.
The purpose of these lecture notes is to present the essential ideas and a fairly detailed physical
picture of hybrid functionals and to provide an overview of recent applications of hybrid func-
tionals to perovskites covering several different physical scenarios, including 3d, 4d, and 5d
perovskites, metal-insulator transitions (MIT), magnetic transitions and ordering temperatures,
Jahn-Teller distortions, polarons, multiferroism, and surface energies. These notes are based
on a series of articles dealing with the applications of hybrid functionals to perovskites [31–42]
and on several methodological papers (cited along the text).
2 Hybrid functionals: overview and basic concepts
Hybrid functionals are a class of XC functionals in DFT that are constructed by a suitable
mixing of LDA/GGA XC functionals with a certain portion of the exact HF exchange [23].
Before discussing the origin and framework of hybrid functionals in detail we start from a very
brief recap of DFT and HF. Both methods are designed to provide a solution to the Schro¨dinger
equation for a many-body system, defined by the Hamiltonian (in atomic units)
Hˆ = − 1
2
N∑
i=1
∇2i
︸ ︷︷ ︸
Te
−
M∑
n=1
1
2Mn
∇2n
︸ ︷︷ ︸
Tn
+
1
2
N∑
i,j=1
i6=j
1
|ri − rj|︸ ︷︷ ︸
Vee
−
M ;n∑
n;i
Zn
|ri −Rn|︸ ︷︷ ︸
Ven
+
1
2
M∑
n,m=1
n6=m
ZnZm
|Rn −Rm|︸ ︷︷ ︸
Vnn
(1)
where Te and Tn represent the kinetic energy operators for the electrons and nuclei in the system,
respectively, and Vee, Ven, and Vnn are the electron-electron, electron-nuclei, and nuclei-nuclei
potential energies, respectively. Within the Born-Oppenheimer approximation, the global prob-
lem can be separated into an electronic problem with fixed nuclei and a nuclear problem under
an effective potential generated by the electrons. In compact form, the electronic Hamiltonian
can be written as:
Hˆel = Te + Vee + Ven , (2)
and the corresponding Schro¨dinger equation has the form
Hˆel Ψ = E Ψ , (3)
where E is the energy and Ψ the many-particle wave function.
2.1 Density-functional theory
DFT is a way to solve the Schro¨dinger equation for a many-body system of interacting elec-
trons. In DFT the real system is described by an effective Kohn-Sham (KS) one-electron sys-
tem in which the electron density n(r) (which only depends on the three spatial coordinates),
rather than the complex many-electron wave function Ψ plays the crucial role, and the electron-
electron interactions are taken into account via approximate XC functionals. [11, 12, 43] The
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effective KS potential is constructed such that the ground-state density obtained from the fic-
titious, noninteracting electron system is equal to the ground-state density of the given real,
interacting electron system.
In the KS formulation of DFT, the density-dependent KS potential VKS is the sum of the clas-
sical Hartree potential VH , the XC potential Vxc, and the external potential of the nuclei Ven
(usually labeled Vext), and the KS single-particle equations read(
− ~
2
2me
∇2 + Vext(r) + VH + Vxc(r)
)
φi(r) = 
KS
i φi(r) , (4)
where φi and KSi are the KS single-particle electronic orbitals and energies, respectively, with
the density calculated as a sum over filled orbitals,
n(r) =
∑
i,occupied
|φi(r)|2. (5)
According to the DFT prescriptions, the self-consistent solution of this set of one-electron
Schro¨dinger equations should yield the correct ground-state density of the original system. In
DFT the total energy can be expressed as a functional of the density
E = TKS[n] +
∫
d3n(r)Vext(r) +
1
2
∫ ∫
d3r d3r′
n(r)n(r′)
|r− r′| + Exc[n] . (6)
The quality of the solutions depends on the form of the XC potential Vxc that is defined to
include everything else omitted from the first three terms in Eq. (4) and is determined from the
functional derivative of the XC energy functional Exc,
Vxc([n], r) =
δEXC
δn(r)
. (7)
Since the exact form of Exc is unknown, in practice it must be approximated. The two most
popular approximations are the LDA [44],
ELDAxc [n] =
∫
dr3 exc
(
n(r)
)
, (8)
where exc(n(r)) is the known XC energy per particle for an electron gas of uniform spin densi-
ties, and the GGA [45],
EGGAxc [n] =
∫
dr3 f
(
n(r),∇n(r)) , (9)
where the input function f is not unique [46].
Accurate approximations to Exc are essential to obtain good predictions of materials properties.
Despite the great success of DFT, its predictive power has been limited by the strong underesti-
mation of band gaps (up to 50%, see Fig. 1). This band gap problem is to a large extent due to
two major deficiencies, the presence of self interaction and the fact that the KS gaps are missing
a term coming from the discontinuity of derivatives of the exchange-correlation functional [47].
The self-interaction problem [48] arises from the non complete cancellation of the spurious
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Fig. 1: DFT and HF band gaps compared to the measured values (red line).
repulsion of each electron from itself, included in the Hartree term VH , that is not completely
accounted for in XC functionals. Since this spurious Coulomb term ∆ for a given electron has
the general form
∆1 =
∫ ∫
dr dr′
n1(r)n1(r
′)
|r− r′| (10)
the self-interaction error is larger for localized states, which are typical of strongly-correlated
systems. The second drawback, the discontinuity problem, is caused by the absence of any
derivative discontinuity in the LDA and GGA functionals at integer particle number, which
should be present as demonstrated by Perdew and coworkers [49].
2.2 Hartree-Fock theory
The Hartree-Fock method is a variational, wavefunction-based approach. Unlike DFT, the
many-body Schro¨dinger equation is solved with respect to the wavefunction, which takes the
form of a Slater determinant
Ψ(x1,x2, . . . ,xN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) . . . φN(r1)
φ1(r2) φ2(r2) . . . φN(r2)
...
...
...
φ1(rN) φ2(rN) . . . φN(rN)
∣∣∣∣∣∣∣∣∣∣
, (11)
where the φ are single-particle spin orbitals. Thus, similarly to DFT, the HF method follows a
single-particle approach, i.e., the electrons are considered as occupying single-particle orbitals
making up the wavefunction. With this type of wave function a mean-field approximation is
implied: Each electron feels the presence of the other electrons indirectly through an effective
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potential. The Slater determinant is fully antisymmetric: Exchanging any two particle’s coor-
dinates is equivalent to interchanging the corresponding rows of the Slater determinant. As a
result, exchanging any two particles’ coordinates changes the sign of the wavefunction. This
assures that the exchange term is taken into account exactly. The Slater determinant vanishes
when two or more orbitals are the same, i.e., the spurious self-interaction in the Hartree term
is canceled. However, due to the mean-field approximation, electron correlation effects are
completely neglected.
The spin-orbitals are determined by minimizing the ground-state energy using the variational
principle with this Slater determinant
EHF =
〈Ψ |Hˆe|Ψ〉
〈Ψ |Ψ〉 , (12)
and finally one arrives to the HF equations(
− ~
2
2me
∇2 + Vext(r) + VH(r)
)
φi(r) +
∫
d3r′ Vx(r, r′)φi(r′) = HFi φi(r). (13)
This set of equations has strong similarities with the DFT KS equations Eq. (4). Apart from the
specific form of the single-particle orbitals φ, the only fundamental difference is the way XC
effects (the last term on the left side) are treated: In DFT both exchange and correlation con-
tributions are taken into account in an approximate way through the XC potential Vxc, whereas
in HF theory correlation effects are completely neglected (mean-field approximation) but the
exchange part is exact (through the Slater determinant), without invoking any type of approxi-
mation. Specifically, the exchange is given by
Vx(r, r
′) = −
∑
j fjφj(r)φj
∗(r′)
|r− r′| , (14)
where fj are the occupation weights of the orbitals φj . This is not a simple term since it is
nonlocal, orbital dependent, and requires knowledge of all (occupied) orbitals.
Going back to Fig. 1, where DFT approximated functionals lead to small band gaps, the lack
of correlation in HF yields to a serious overestimation of band gaps. An uneducated and rough
interpretation of Fig. 1 might suggest that the inclusion of a scrap of HF in DFT might eventually
result in a better estimation of band gaps. Nonsense? Not really, but the route to such envisioned
hybrid functionals should start from elsewhere.
2.3 The adiabatic connection formula: The birth of hybrid functionals
The starting point for constructing the bridge between DFT and HF is the adiabatic connection.
In DFT, the adiabatic connection continuously transforms the non-interacting system to the
physical interacting one:
EXC =
∫ 1
0
Exc,λ dλ , Exc,λ = 〈Ψλ|Vee|Ψλ〉 − EH , (15)
15.8 Cesare Franchini
0 0.5 1
λ
E X
,λ
α = 1
α = 0.5
α = 0.25
α = 0.1
EX
HF
EX
GGA
Fig. 2: (left) A cartoon of the integrand in the adiabatic connection formula. The Kohn-Sham
exchange-correlation energy EXC,λ (shadow area) as a function of the coupling constant λ.
The extreme values at λ=0 and λ=1 (indicated by the circles) correspond to the non-interacting
(exchange only, EX) and truly interacting system (exchange plus full correlation, EXC,λ=1).
(right) Sketch of the dependence of EX,λ on the mixing parameter α in the PBE0 hybrid func-
tional; the comparison with Møller-Plesset perturbation theory suggests α=0.25 as “optimum”
fraction [50]. Adaped from a picture in Martin Schlipf, “Beyond LDA and GGA: Hybrid Func-
tionals.”
where λ is an intraelectronic coupling-strength parameter that tunes the electron-electron Coulomb
potential Vee,
EXC =
∫ 1
0
Exc,λ dλ, Vee,λ =
∑
ij
λ
|r− r′| (16)
and Ψλ is the λ-dependent wavefunction.
This formula connects the noninteracting Kohn-Sham system (λ = 0, effective KS potential,
Ψλ=0 = KS wavefunction) continuously with the fully interacting real system (λ = 1, true exter-
nal potential, Ψλ=1 = exact many-body wavefunction) through intermediate partially interacting
(0 < λ < 1) systems (see Fig. 2). Only λ = 1 is real or physical. The λ = 0 limit and all the
intermediate values of λ, are convenient mathematical fictions.
The exchange-correlation energyEXC corresponds to the shaded area in Fig. 2 and is equivalent
to the full (λ = 1) many-body exchange-correlation energy minus the kinetic contribution to the
XC term (TXC , white area in Fig. 2). However, as already mentioned, the exact XC functional
is unknown. The calculation of the complete adiabatic connection curves is prohibitive and can
only be done for small reference systems using Quantum Monte Carlo or beyond-HF quantum-
chemistry approaches. This is the core of DFT: XC functionals are constructed by combining
known exact limiting values with accurate reference energies.
But what we want here is to take advantage of the fact that the exact exchange EX (λ = 0) can
be calculated from the KS orbitals, Eq. (14), and that XC functionals provide an approximation
for the λ = 1 limit. A first evident way to approximate the integral of Eq. (16) is a linear
interpolation, which leads to the following approximate XC energy
EXC ≈ 1
2
EXC,λ=0 +
1
2
EXC,λ=1 (17)
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that forms the basis for the half-half hybrid functional proposed by Becke [51]
EHybridXC =
1
2
EHFX +
1
2
ELDAXC . (18)
Approaches like hybrid functionals (but also DFT+U) involving nonlocal exchange, go beyond
standard KS DFT and are usually referred to as generalized KS approaches [52, 53]. It should
be mentioned already at this stage that the nonlocality of the exchange potential increases the
computational load substantially due to a double summation over the Brillouin zone. In plane-
wave codes the computing time increases by a factor of 100 to 1000 for multiple k points.
2.4 Hybrid functionals: Historical overview
After proposing the half-half hybrid, Becke introduced a parametric hybrid functional including
exact exchange and local (LDA) and gradient-corrected (GGA) exchange and correlation that
has become very popular in the quantum chemistry community with the abbreviation B3LYP
[54, 55]. The B3LYP depends on three parameters. It incorporates only 20% of the exact HF
exchange and has the form
EB3LYPXC = E
LDA
XC + α1(E
HF
X − ELDAX ) + α2(EGGAX − ELDAX ) + α3(EGGAC − ELDAC ) , (19)
where the three mixing parameters α1 = 0.2, α2 = 0.72, and α3 = 0.81 are determined by
fitting experimental atomization energies, electron and proton affinities, and ionization poten-
tials of the molecules in Pople’s G1 data set. The B3LYP has been intensively and successfully
adopted for atomic and molecular calculation, but its application to periodic systems is not
equally satisfactory, because the B3LYP functional does not reproduce the correct exchange-
correlation energy for the free-electron gas. This is particularly problematic for metals and
heavier elements beyond the 3d transition-metal series [56].
A more appropriate hybrid functional for solid-state applications is the PBEh proposed by
Perdew, Burke, and Ernzerhof [57] (also referred to as PBE0) [58], which reproduces the ho-
mogeneous electron gas limit and significantly outperforms B3LYP in solids, especially in the
case of systems with itinerant character (metals and small-gap semiconductors) [56].
The starting point for the construction of the PBE0 functional is the application of the mean
value theorem to the monotonically decreasing integrand EXC,λ in the adiabatic connection
formula, Eq. (15). One obtains an approximate EXC that dependents on one parameter only, α:
EXC ≈ αEXC,λ=0 + (1− α)EXC,λ=1, α ∈ [0, 1] . (20)
The final form of the PBE0 functional is obtained by replacing EXC,λ=1 with the GGA-type
functional of Perdew, Burke, and Ernzerhof (PBE):
EPBE0XC = E
PBE
XC + α(E
HF
X − EPBEX ) . (21)
By analyzing the dependence of EX,λ on α and by a direct comparison with Møller-Plesset
perturbation-theory reference energies, Perdew, Ernzerhof and Burke found that the choice
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α=0.25 yields the best atomization energies of typical molecules [50]. Although this 0.25 choice
has become a standard in PBE0 calculations, the same authors have warned that an ideal hybrid
should have an optimum α for each system and property. They arrived to this conclusion by
treating α as an index of correlation strength, and showing that different adiabatic connection
curves would be obtained for different values of α, as exemplified in Fig. 2. The important
message is that α=0.25 is the best compromise, but a system-specific and property-specific α
would better mimic the real system. Various attempts to propose a system-dependent α will be
discussed later.
The PBE0 method has been successfully applied to solids [59,60], but its widespread application
was hindered by the numerical complications in calculating the slow-decaying long-range (lr)
part of the exchange integrals and exchange potential. This is particularly difficult for metals,
where a dense k-point sampling is needed, leading to very slow convergence [56].
To solve this issue, Heyd, Scuseria, and Ernzerhof proposed to replace the lr-exchange by the
corresponding density-functional counterpart [61, 62], i.e., by replacing the exact exchange Vx
by a screened version Vsx
Vsx(r, r
′) = −
∑
j
fj φj(r)φj
∗(r′)
erfc
(
µ|r− r′|)
|r− r′| , (22)
where µ is the critical inverse screening length. In the resulting screened hybrid functional,
usually referred to as HSE06, only the sort-range (sr) exchange is treated at HF level
EHSEXC = αE
HF,sr
X (µ)+(1−α)EPBE,srX (µ)+EPBE,lrX (µ)+EPBEC , α ∈ [0, 1], µ ∈ [0,∞]. (23)
The allowed range of variation of µ is 0 ≤ µ ≤ ∞, but in practical calculations its value is
usually chosen in a relatively narrow (and physically relevant) range [63]. Based on molecular
tests the value of µ was set to 0.2 A˚−1 (corresponding to a screening length rs = 2/µ = 10 A˚),
which is routinely considered as the standard choice for HSE calculations [62].
As the intent of HSE was to achieve accuracy equivalent to PBE0 at a reduced computational
effort, the Fock-exchange fraction was initially routinely set to its PBE0 value of α=0.25, but
it has been shown that the value α that lead to the best agreement with experimental band
gaps is material-specific and often deviates significantly from 0.25, for both PBE0 and HSE
[32, 63–65]. A few comprehensive reviews of applications of the HSE functional are available
in literature [31, 66, 67].
The decomposition of the Coulomb kernel into a lr and sr part in the HSE functional is obtained
by splitting the Coulomb operator by way of the error function (erf)
1
r
=
erfc(µr)
r︸ ︷︷ ︸
sr
+
erf(µr)
r︸ ︷︷ ︸
lr
, (24)
where r = |r− r′|, erfc is the complementary error function, i.e., erfc(µr) = 1− erf(µr), and
µ is the screening parameter that controls the range separation. The inverse of the screening
parameter, µ−1, represents the critical distance at which the short-range Coulomb interactions
Hybrid Functionals for Perovskites 15.11
0 1 2 3 4
r
0
1
2
3
4
5
0 5 10 15 20
r
0
0.1
0.2
0.3
0.4
0.5
1/r
erfc(µr)/r
erf(µr)/r
r
s
=2/µ
0 1 2 3 4 5 6
g (Å-1)
0
0.2
0.4
0.6
0.8
1
ε-
1 (g
)
PBE0
GW
HSE  α = 0.25
HSE  α = 0.35
HSE  α = 0.45
HSE  α = 0.55
HSE  α = 0.6; µ=0.5
MgO
α = 0.25
α = 0.35
α = 0.45
α = 0.55
µ = 0.5; α = 0.6
Fig. 3: (left) Plots of 1/r, erf(µr)/r, and erfc(µr)/r for the standard value of µ = 0.2. The
inset shows the three curves around the critical screening distance rs=2/µ=10 A˚, at which the
short-range Coulomb interactions become negligible. (right) Diagonal part of the electronic
contribution to the inverse of the macroscopic dielectric function vs. wave vector g computed at
the GW level for MgO compared with the HSE screening given for different values of the mixing
parameter α at the fixed screening length µ = 0.2 A˚−1, as well as the parametrization proposed
by Kresse, µ = 0.5 A˚−1, α = 0.6 [68]. The thick straight line is the PBE0 curve.
can be assumed to be negligible. This is shown graphically in Fig. 3 (left panel). The HSE
functional reduces to PBE0 for µ = 0, and to PBE for α = 0 or µ → ∞. Moussa et al. have
shown that the PBE limit is indeed achieved for a much smaller value of µ of about 1 [63].
In the next section we will discuss a few important aspects of this screened exchange in more
detail.
2.5 Screened exchange : Hybrid functionals meet GW
Besides the computational convenience there is a formal justification for the incorporation of a
certain amount of screening in the hybrid functional formalism, based on the consideration that
in multi-electron systems the unscreened HF exchange is effectively reduced by the presence of
the other electrons in the system. The concept of screening immediately links hybrid functionals
to the GW approximation, in which the screening is a natural and fundamental ingredient [24,
31, 63, 67–70].
In the GW quasiparticle equations, written in a similar fashion to the DFT (Eq. (4)) and HF
(Eq. (13)) equations,(
− ~
2
2me
∇2 + Vext(r) + VH(r)
)
φ(r) +
∫
dr′Σ(r, r′, ω)φ(r′) = GWi φi(r) , (25)
the self-energy Σ is calculated explicitly in terms of the single-particle Green function G and
the screened Coulomb interaction W
Σ(ω) = iG(ω)W (ω), (26)
and the screened Coulomb interaction is given by
W (ω) = (ω)−1v , (27)
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where v is the bare Coulomb interaction 1/|r− r′| and  is the frequency-dependent dielectric
function. By replacing the screening in W by an effective static (ω = 0) dielectric constant
∞ = 1/α, we obtain the effective W of HSE
WHSE = α
erfc(µ|r− r′|)
|r− r′| . (28)
Inspired by the discussion in Ref. [68] we illustrate this connection by comparing in Fig. 3 the
diagonal part of the electronic contributions to the static dielectric function −1(g, ω = 0) as a
function of the reciprocal lattice vector g (|g|) at the GW and HSE levels for the wide-bandgap
material MgO. The GW calculation are done using the Vienna Ab Initio Simulation Package
(VASP) [71, 72]. In reciprocal space the relation between −1(g, ω = 0) and the screened
potential at zero frequency W is
W static(g,g) =
4pi
|g|2 
−1(|g|, ω = 0) , (29)
where 4pi/|g|2 is the Coulomb kernel and −1(g) is the actual screening. At large g, −1(g)
approaches 1, meaning that nonlocal exchange is not screened and a purely HF picture is recov-
ered; for smaller g the dielectric function is progressively reduced indicating that a continuously
larger portion of the nonlocal exchange is screened by the other electrons. The value of −1(g)
at g = 0 (usually referred to as the ion-clamped dielectric constant ∞) should be compared
with the inverse of the measured dielectric constant that is about 0.3 for MgO.
In HSE the model screening in reciprocal space (also plotted in Fig. 3) is given by the following
expression
−1(g) =
1
α
(
1− eg2/4µ2
)
. (30)
From Fig. 3 it is evident that HSE does not appear as an appropriate approximation. The first
problem is that at very short wave vector HSE does not include any exact exchange, thus mim-
icking an infinite dielectric constant ∞. This is good for metals but fundamentally not correct
for insulators and in the vacuum. However, it has been shown that the removal of the long-range
part of the exact exchange does not severely affect the prediction of band gaps for semiconduc-
tors and insulators [68]. Rather, the main problem of HSE is the average amount of nonlocal
exchange. It is clear that HSE with only 1/4 of the exact exchange is not capable of describing
wide-bandgap materials such as MgO that have a generally small dielectric constant. In fact,
Fig. 3 shows that at any reciprocal lattice vector g (i.e. for any wavelength), the standard 0.25
HSE screening is always smaller than the MgO −1(g), indicating that the amount of nonlocal
exchange always exceeds 0.25. This problem could be solved by increasing α to a value at least
equal to the inverse dielectric constant ∞, which represents the minimum of −1(g) (found at
g = 0). Kresse has proposed an alternative parametrization (µ=0.5, α=0.6) that improves the
band gaps from small to wide-band-gaps materials as compared to standard HSE [68]. The
shape of −1(g) corresponding to this parametrization is also included in Fig. 3: It incorporates
a larger amount of nonlocal exchange but the slope at small g is sizably lower. This parametriza-
tion is efficient for bandgap predictions but properties such as formation energies are worse than
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Fig. 4: Effect of the HSE parameters α and µ on the band gap of LaMnO3. (left) α dependence
of the band gap with µ fixed to its standard value, 0.208. The PBE result for α=0 is also
indicated. (right) µ dependence of the band gap with α fixed to its standard value, 0.25. The
PBE0 (µ=0) and PBE (µ→∞, inset) results are indicated by arrows.
those obtained by conventional HSE, supporting the conclusions of Perdew, Ernzerhof in their
seminal paper [50].
The bottom line of the above discussion is that the link between GW and HSE provides a rough
instruction on how to set an optimal α parameter through the relation
αopt ≈ 1
∞
. (31)
The ∞ dependent α has proven to yield good band gaps [65,73] but becomes impractical when
∞ is unknown due to the complexity of the procedure to compute the dielectric constant. In
addition, this choice is more justified for unscreened PBE0-like hybrid functionals than for
screened hybrid functionals (like HSE). In screened hybrids, screening is already present to
some extent in the range separation. In Ref. [32] the effect of the HSE screening on α is
quantified in a downward shift of about 0.07.
Several protocols have been proposed to obtain system-dependent parameters, either based
on the similarity between hybrid functionals and quasiparticle theory [32, 65, 73–77] (these
schemes rely on the α ≈ 1/∞ assumption, Eq. (31)) or by means of a systematic analysis of
the HSE parameter space [63] (for the SC/40 semiconductor set the best accuracy is achieved
for α=0.313 and µ = 0.185 A˚−1 [63]).
As a practical illustration of the role of α and µ, Fig. 4 illustrates the dependence of the band gap
as a function of α and µ for one of the most studied strongly correlated perovskites, LaMnO3.
By increasing α for a fixed value of µ, we include more nonlocal exchange and reduce the
screening; as expected, the band gap increases linearly, approaching a HF-like description. On
the contrary, the increase of µ at fixed α reduces the already small nonlocal exchange at short
wave vector g (large distances) thus inducing a progressive reduction of the band gap.
As a final note before concluding this section, it should be emphasized that, although hybrid
functionals are a step forward with respect to standard local and semilocal functionals as they
incorporate a portion of nonlocal exchange, the treatment of correlation effects is not improved
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Fig. 5: Comparison between computed (PBE, PBE0 and HSE) and experimental band gaps for
a representative data set of insulators and semiconductors. Taken from Ref. [78].
with respect to conventional functionals. The fractional nonlocal exchange, however, is suffi-
cient to cure the LDA/GGA underestimation of the derivative discontinuities at integer numbers,
which is ultimately one of the core arguments in favor of hybrid functionals. Fig. 5 manifests
the improved estimation of band gaps obtained by HSE and PBE0 as compared to standard
PBE.
3 Applications: Hybrid functionals for perovskites
Hybrid functionals have been increasingly and successfully employed for a wide range of solid-
state problems. Initially, the applications were limited to monatomic systems or binary com-
pounds but the upsurge of interest in transition-metal perovskite-based compounds motivated by
their technological relevance and functional ductility has motivated the use of hybrid function-
als in this class of materials. Most of the applications of hybrid functionals to perovskites have
focused on the “classical” 3d subclass, in particular titanates, manganites, nickelates, ferrites,
aluminates, and to a lesser extent cobaltates and cuprates (See Ref. [31] and references therein).
The range of physical phenomena investigated includes band-gap prediction, orbital/charge or-
dering, metal-to-insulator transition (MIT), structural distortions, phonons, ordering temper-
atures, ferroelectricity and multiferroism, exchange integrals, dielectric properties, spin-orbit
coupling effects, etc.
In this section, we will present an ample number of examples, aiming to cover a wide variety of
physical effects. Most of the example will use the screened HSE method.
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Fig. 6: The perovskite structure.
3.1 The 3d perovskite data set
We start by presenting the structural, electronic, and magnetic properties of the series of 3d
transition-metal-oxide-perovskites LaMO3, withM ranging from Sc to Cu [32]. This data set is
representative of a large variety of behavior arising from the different filling of the 3d manifold
(from d0 to d8) and different values of the tolerance factor (from 0.91 to 1.01), as summarized
in Table 1. It comprises Mott-Hubbard (MH) and charge-transfer (CT) insulators; (correlated)
metals; A-type, C-type, and G-type antiferromagnets as well non-magnetic and paramagnetic
systems; and crystal symmetry spanning orthorhombic, monoclinic, rhombohedral, and tetrag-
onal symmetries with different degrees of Jahn-Teller distortions. The typical structure, general
for all perovskites, is given in Fig. 6.
From a statistical analysis of the structural properties (lattice constant and internal distortions),
band gaps, and magnetic properties (ordering and spin moment) computed by HSE for different
values of the mixing factor α we have constructed a mean absolute relative error (MARE, with
respect to experimentally available results) map (shown in Fig. 7) from which a few conclusions
can be drawn:
Table 1: Summary of the fundamental ground-state properties of LaMO3: (i) Crystal structure:
O=orthorhombic, M=monoclinic, R=rhombohedral, and T=tetragonal; (ii) 3d filling; (iii) elec-
tronic character: I=insulator and M=metal; (iv) Magnetic ordering: NM=non-magnetic, dif-
ferent type of AFM arrangements, and PM=paramagnetic.
LaScO3 LaTiO3 LaVO3 LaCrO3 LaMnO3 LaFeO3 LaCoO3 LaNiO3 LaCuO3
O-Pnma O-Pnma M-P21/b O-Pnma O-Pnma O-Pnma R-R3¯c R-R3¯c T-P4/m
d0 t2g
↑ t2g↑↑ t2g↑↑↑ t2g↑↑↑eg↑ t2g↑↑↑eg↑↑ t2g↑↓↑↓↑↓ t2g↑↓↑↓↑↓eg↑ t2g↑↓↑↓↑↓eg↑↓
I I I I I I I M M
NM G-AFM C-AFM G-AFM A-AFM G-AFM PM PM PM
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Fig. 7: Summary of the MARE for the structural properties (top), band gap ∆ (middle), and
magnetic moment m (bottom) at the PBE and HSE level. For the band gap ∆ and the mag-
netic moment m, the MARE are indicated by the numbers associated with each bar. A few
comments for the labels ’OK’ and ’wrong’: (i) LaScO3, m: all methods correctly predict a non-
magnetic ground state; (ii) LaCoO3, m: all methods correctly predict zero magnetic moment;
(iii) LaNiO3, ∆: PBE is the only approach that correctly finds a metallic solution; (iv) LaNiO3,
m: all methods wrongly predict a magnetic ground state; (v) LaCuO3, ∆: all methods correctly
predict a metallic solution; (vi) LaCuO3, m: PBE and HSE (0.05, 0.15, and 0.25) correctly
predict zero magnetic moment, whereas HSE 0.35 wrongly stabilizes a magnetic ground state.
1. The results clearly depend on the value of α, but as a general trend HSE is capable of
capturing the correct electronic and magnetic ground state for all insulating compounds
(M=Sc to Co), thereby improving the deficient DFT-based predictions (but DFT delivers
a better value of the magnetic moments for M=Ti, V, and Cr).
2. For the structural properties, on the other hand, PBE performs rather well, delivering
optimized geometry within 1%. So in this sense PBE would not need any adjustment.
The only important exception are the JT parameters in LaMnO3, which PBE finds 60%
smaller than experiment (not shown, see [31]).
3. The complex nature of the PM correlated metals LaNiO3 and LaCuO3 is only marginally
accounted for by PBE and rather poorly treated at the HSE level. This is mostly due to
underlying dynamical correlation effects which cannot be easily treated at the DFT/HF
level. For these compounds, PBE might be considered to be a good starting point for
more elaborated many-body approaches such as GW.
4. From this plot it is possible to derive a set of phenomenological optimum values of α,
αHSE . Fig. 8 shows a nice correlation between αHSE and the optimum values derived
from the inverse dielectric constant relation (1/∞) Eq. (31) using the experimental ∞.
The 0.07 shift between the two curves should be attributed to the fact that Eq. (31) holds
for standard unscreened hybrid functionals such as PBE0, as discussed in the previous
section. HSE is a range-separated screened hybrid functional which already contains a
certain degree of screening (controlled by the screening factor µ).
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Fig. 8: (left) optimum values of α obtained from HSE, αHSE , compared to those derived from
the inverse dielectric constant relation (1/∞), Eq. (31). (right) Trend of selected structural
(Volume V, tilting angle θ, and JT distortions Q2 and Q3), electronic (band gap ∆), magnetic
(magnetic moment m), and dielectric (∞) quantities along the LaMO3 series from M=Sc to
M=Cu. We also show the trend of the tolerance factor t as well as RM . For LaTiO3 we used
α=0.1. The character of the insulating gap is also indicated (BI = band insulator, CT = charge
transfer, MH = Mott-Hubbard, CT/MH = mixed CT and MH character).
Within this set the overall comparison with available experimental data for a large set of quan-
tities is excellent. Figure 8 shows the remarkably good agreement between the calculated and
measured values of the volume (V ), tilting angle (θ), JT distortion, band gap (∆), magnetic mo-
ment (m), and dielectric constant (∞). From a physical point of view, the progressive reduction
of the volume from Sc to Cu is clearly associated with the almost monotonic decrease of the M
ionic radius RM , whose size is determined by the competition between the size of the 4s shell
(where extra protons are pulled in) and the additional screening due to the increasing number
of 3d electrons. Adding protons should lead to a decreased atom size, but this effect is hindered
by repulsion of the 3d and, to a lesser extent, 4s electrons. The V/RM curves show a plateau at
about half filling (Cr-Mn-Fe) indicating that for this trio of elements these two effects are essen-
tially balanced and atom size does not change much. The volume contraction is associated with
a rectification of the average ( ̂M −O1 −M+ ̂M −O2 −M )/2 tilting angle θ, which follows
the evolution of the tolerance factor t very well. This indicates that the tolerance factor is in-
deed a good measure of the overall stability and degree of distortion of perovskite compounds.
The variation of the magnetic moment as a function of M can be easily understood in terms of
the progressive t2g and eg band filling in the high-spin compounds LaTiO3 (t2g↑, m=0.51 µB),
LaVO3 (t2g↑↑, m=1.3 µB), LaCrO3 (t2g↑↑↑, m=2.63 µB), LaMnO3 (t2g↑↑↑eg↑, m=3.66 µB), and
LaFeO3 (t2g↑↑↑eg↑↑, m=3.9-4.6 µB).
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Fig. 9: Summary of the HSE electronic dispersion relations showing the complete trend from
the band insulator LaScO3 to metallic LaCuO3. The thick (red) lines enclose the d bands re-
sponsible for the observed orbital-ordering in LaTiO3 (t2g), LaVO3 (t2g) and LaMnO3 (eg).
We conclude this overview of the 3d perovskite data set by showing the band structures (Fig. 9)
and associated orbital ordering for LaTiO3 (t2g), LaVO3 (t2g) and LaMnO3 (eg) (Fig. 10).
Starting from the d0 band insulator LaScO3, the addition of one d electron creates a highly
localized t2g state right below EF in LaTiO3. The gradual filling of this t2g manifold leads to
a continuous increase of the bandwidth from t2g1 (LaTiO3) to t2g3 (LaCrO3), connected with a
gradual increase of the crystal-field splitting. In LaMnO3, the fully occupied t2g band is pushed
down in energy and the valence band maxima are dominated by the half-filled eg1 subbands.
The eg orbital gets completely filled in LaFeO3, which is the last member of the series having a
predominantly MH gap. The inclusion of one additional electron yields a sudden change of the
band structure characterized by a high increase of p-d hybridization and bandwidth around EF,
which finally leads to the onset of a metallic state in LaNiO3 and LaCuO3.
Three members of the LaMO3 family (LaTiO3, LaVO3, and LaMnO3) are known to display
orbital-ordering (OO) associated with the partially filled t2g and eg orbitals located at the top of
the valence band (enclosed by thick lines in Fig. 9). In the following we describe briefly the
most important characteristics of the observed OO states.
(i) In LaTiO3, where the OO originates from the single t2g electron, the lobes have a quasi
cigar-like shape with asymmetric contributions along the two main directions, indicating an
almost identical occupation of the three xy, xz, and yz t2g-shells. Coplanar lobes are arranged
in a checkerboard-like way with a sign alternation along z, in good agreement with previously
reported theoretical [79] and experimental works [80]. There is a clear connection between this
checkerboard-like Ti d1 ordering and the JT structural instability, which is manifested by the
tendency of the occupied t2g state to lie along the longer Ti-O bond. This also explains why
the checkerboard-like OO in LaTiO3 is not as evident as in LaMnO3: In LaTiO3 the difference
between the distinct Ti-O bond lengths Ti-Os, Ti-Om, and Ti-Ol, quantified by the JT parameters
Q2 and Q3, is about one order of magnitude smaller than in LaMnO3 [31].
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Fig. 10: Isosurfaces of the magnetic orbitally ordered charge density for LaTiO3, LaVO3, and
LaMnO3 associated with the topmost occupied bands highlighted in the insets of Fig. 9. Light
(yellow) and dark (blue) areas represent spin down and spin up, respectively, indicating the
different types of spin orderings in LaTiO3 (G-type), LaVO3 (C-type), and LaMnO3 (A-type).
Top panel: three dimensional view; Bottom: projection onto the xy plane.
(ii) The V3+ ions in LaVO3 can accommodate two electrons in the three possible orbital states
dxy, dxz, and dyz. The spins are arranged according to C-type ordering, whereas the OO state is
found to be G-type, in accordance with the Goodenough-Kanamori rules [81] and in agreement
with X-ray diffraction [82] and previous GGA [83] and HF [84] calculations. The distribution of
the t2g orbitals in the G-type OO state follows the cooperative JT-induced V-O bond-alternation
in the xy plane and along the z axis, i.e., the t2g charge density in one specific V site is rotated
by 90◦ with respect to that in the 6 neighboring V sites (four in-plane and two in the adjacent
vertical planes). As already observed for LaTiO3, the t2g orbitals are preferentially occupied
along the long-bond direction.
(iii) The C-type OO in LaMnO3, originating from the singly occupied eg state of the Mn+3
3d electrons in the high-spin configuration t2g3eg1 has been extensively studied both experi-
mentally [85], and theoretically [86]. We have also recently addressed this issue through a
maximally localized Wannier function representation of the eg states [37]. This C-type OO
state can be written in the form |θ〉 = cos θ
2
|3z2− r2〉+ sin θ
2
|x2− y2〉 with the sign of θ ∼ 108◦
alternating along x and y and repeating along z, as correctly represented by our HSE charge
density plots.
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3.2 4d and 5d perovskites
In recent years there has been an upsurge of interest in 4d and 5d transition metal oxides in
which exotic states may emerge from the subtle interplay between Hubbard’s U , Hund’s J , the
bandwidth, the spin-orbit coupling (SOC), and the splitting of the crystal field. It is commonly
expected that 4d and 5d oxides are more metallic and less magnetic than their 3d counterparts
because of the more extended nature of the 4d and 5d orbitals. In contrast with these expec-
tations, many ruthenates, technetiates, and iridates are found to be magnetic insulators and
to display a large array of phenomena rarely or never seen in other materials, including rela-
tivistic Mott-insulators, Slater insulators, Hund’s correlated metals, molecular insulators, etc.
Considering the complexity of the issues at hand, hybrid functionals appear again to be partic-
ularly adequate, but so far their application to 4d and 5d perovskites has been very limited (see
Ref. [31] and references therein).
3.2.1 RTcO3 (R=Ca, Sr and Ba)
A few years ago, antiferromagnetism with a huge ordering temperature of up to 1000 K was
found for CaTcO3 and SrTcO3. This is surprising not only because magnetism in 4d materials
with more extended orbitals has been rarely found, but also because the reported Ne´el temper-
ature (TN) is by far the highest among materials not incorporating 3d transition metals. Since
Tc is a radioactive element, those perovskites have been rarely investigated, and for many of
them only the structural properties are known. This represents a great challenge for ab-initio
schemes, and indeed several groups have in the last few years intensively studied this class of
materials [35,87–89]. These studies have shown that the proper treatment of the attenuated (but
still important) electronic correlation and its coupling with the magnetic exchange interactions
is capable of explaining the onset of the remarkable magnetic ordering temperatures.
Here we summarized the HSE results discussed in more detail in Ref. [35]. The main objective
is to be able to predict the Ne´el temperature. From an ab-initio perspective, this can be achieved
in a simple way by mapping total energies for different magnetic configurations onto a general
Heisenberg Hamiltonian, extracting the nearest-neighbor (NN, J1) and next-nearest-neighbor
(NNN, J2) magnetic exchange parameters, and then using Monte Carlo simulations to compute
TN. To obtain good results, very accurate total energies and spin moments are needed. In this
case LDA/PBE are not of great help as the magnetic moments for some magnetic orderings are
seriously underestimated [90]. HSE provides very stable magnetic solutions for different types
of spin orderings with almost identical values of the magnetic moment of Tc (≈ 2 µB).
The first question is Why is TN so large? DMFT attributes this large TN to the fact that SrTcO3
is on the border between the itinerant-metallic and localized-insulating regimes [88]. From
an ab-initio point of view it is instructive to start from Anderson’s theory of super-exchange
(SE) interactions [91], which links the strength of the SE coupling constant to the actual hy-
bridization between the metal and the mediating atom, and from Van Vleck’s theory of antifer-
romagnetism [92], which connects the strength of the SE interaction to the magnetic ordering
temperature. In this case, the HSE antiferromagnetic NN J1 coupling constant is the dominant
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Fig. 11: (left) Density of states. (right) Dependence of the relevant magnetic (TN and J1)
and structural [Volume and Q=1/2(Q1+Q2)] quantities on the ̂Tc−O− Tc angle (average
between ̂Tc−O1− Tc and ̂Tc−O2− Tc) in the RTcO3 series.
parameter (∼ −30 meV), almost two orders of magnitude larger than J2 (∼ −0.5 meV). The
calculated density of states (DOS) displayed in Fig. 11 shows that this huge J1 value arises from
the strong covalency between the Tc t2g and O p orbitals evolving along the wide 4d t2g man-
ifold, in particular for the topmost valence states spreading from -1.5/2 eV to the Fermi level
(EF). The increasing bandwidth (w) of this group of hybridized bands observed when going
from CaTcO3 (w = 1.5 eV) to SrTcO3 and BaTcO3 (w = 2.0 eV) associated with the enhanced
t2g-p hybridization in the 3-eV-wide t2g band around −5.5 eV explains the larger J1 and the
correspondingly larger TN for SrTcO3 and BaTcO3.
The next fundamental question is Why does the Tc-O hybridization increase along the RTcO3
series when rR get larger? The answer comes from the interpretation of the right panel of
Fig. 11. Going from Ca to Ba we observe (i) volume enhancement; (ii) quenching of the JT
distortions Q2 and Q3 (Q2 = 2(l − s)/
√
(2) and Q3 = 2(2m − l − s)/
√
(6) with l, s, and
m being the long, short, and medium Tc-O distances, respectively); (iii) the decrease of the
cooperative rotation of the TcO6 octahedra represented by the ̂Tc−O− Tc bond angles. The
monotonic increase of the ̂Tc−O− Tc bond angles leads to the progressive rectification of
the NN super-exchange paths. This generates, in a tight-binding framework, an enhanced Tc-
t2g/O-p hybridization, as confirmed by the DOS. TN steeply increases from CaTcO3 (750 K)
to SrTcO3 (1135 K) as a consequence of the observed larger change in ̂Tc−O− Tc, which
goes from 151◦ to 167◦. When moving from SrTcO3 to BaTcO3 (1218 K) the rise of TN is
weaker due to a smaller change in ̂Tc−O− Tc (from 167◦ to 179◦) and to a further reduction
and sign change in J2. In analogy with the RMnO3 perovskites, the increase of TN for larger
Tc-O-Tc angles correlates with a progressive reduction of the JT distortions (i.e., a decrease of
the associated structural ordering temperature).
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Fig. 12: Band structure and minimal phase diagram of BaIrO3. The relativistic Mott-Hubbard
insulating state emerges from the inclusion of a small fraction of exact-exchange at HSE level
and spin-orbit coupling.
3.2.2 BaIrO3
As another example we discuss BaIrO3. Iridium oxides are a primary class of materials which
has recently attracted a great attention. Iridates lie at the intersection of strong SOC and electron
correlation, in which the electrons entangle the orbital and spin degrees of freedom. One of the
most stunning examples is the Ruddlesden-Popper compound Srn+1IrnO3n+1 (n = 1, 2, · · · ∞).
The origin of the unusual insulating state in the parent n = 1 compound was long debated, but
a general consensus exists in attributing the opening of the gap to a relativistic Mott-Hubbard
type mechanism [93]. This compound has not yet been studied at the HSE level.
BaIrO3 does not crystallize in the usual perovskite structure, as its tolerance factor is substan-
tially larger than 1; it assumes a quasi one-dimensional phase consisting of two characteristic
nonequivalent Ir3O12 clusters, each of which is made of three face-sharing IrO6 octahedra [94].
In Fig. 12, we show an unpublished HSE+SOC band structure and a minimal PBE/HSE-SOC
phase diagram showing the onset of a SOC-Mott state in BaIrO3. Similar conclusions have
been deduced from a recent LDA+U study [95]. At the PBE level (with and without SOC, not
shown) the system is metallic, in disagreement with the expected insulating ground state (with
a very small band gap). An equally wrong picture is obtained by HSE if SOC is not included.
Only the inclusion of SOC within a beyond-DFT level calculation (HSE or LDA+U) leads to a
correct description of this compound, which is categorized as a relativistic Mott insulator, i.e.,
the gap is opened by the concerted action of both electronic correlation and spin-orbit coupling.
It has been proposed that this is another example of a Jeff = 1/2 state, similar to the one
observed in Sr2IrO4 [93]. The diagram of this Jeff = 1/2 state is schematized in Fig. 13:
The crystal field splitting separates the eg and teg manifold; the bonding between oxygen and
inequivalent Ir sites yields the formation of two continuous subbands (i.e. without band gap);
the strong SOC splits the teg band into effective Jeff = 3/2 and Jeff = 1/2 bands with the
Jeff = 1/2 energetically higher then the Jeff = 3/2; finally the Hubbard U opens up a gap
among Jeff = 1/2 states.
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Fig. 13: Schematic diagram of the Jeff = 1/2 state in BaIrO3.
(a) Crystal field splitting; (b) Chemical bonding; (c) SOC; (d) Hubbard U.
3.3 Metal to insulator transition: LaMnO3 and BaBiO3
Metal-insulator transitions are among the most studied processes in solid state physics and in
particular in oxides. The driving force behind this type of transition can have different origins:
electronic correlation, magnetic ordering, spin-orbit coupling, temperature, pressure, chemical
doping, electron-phonon coupling, etc. [6]. For a method aiming to describe the MIT it is
necessary to provide a sound description of both the insulating and the metallic regime. In this
sense, DFT approximations are not apt, as the insulating state is often treated incorrectly. Hybrid
functionals, specifically HSE and PBE0, represent a convenient solution as they can attain the
homogeneous electron gas limit and are in principle applicable to the metallic state. Clearly, due
to the dense k-point integration required to describe the metallic state and the associated huge
computational cost, screened hybrids like HSE are highly preferable over PBE0 for practical
applications, especially for perovskites.
Here we discuss two paradigmatic metal-to-insulator transitions: the well-known pressure-
induced MIT in the prototypical Mott-Hubbard/JT perovskite LaMnO3 [37] and the more exotic
electron-phonon mediated MIT in BaBiO3 [33, 34].
3.3.1 LaMnO3 under pressure
At zero pressure (volume V0) and low temperature, LaMnO3 is a type-A AFM insulator char-
acterized by staggered JT and GdFeO3-type (GFO) distortions, manifested by long and short
Mn-O in-plane distances and medium Mn-O vertical ones and by the tilting of the Mn3+O6
octahedra (see Fig. 14(d)).
The application of hydrostatic pressure progressively quenches the cooperative JT distortions
and leads to a MIT at Pc = 32 GPa [96]. The persistence of the structural distortions up to Pc
indicates that the MIT is not of Mott-Hubbard type. This conclusion was initially proposed by
LDA+U and dynamical mean-field theory studies [97, 98] and only very recently confirmed by
high-pressure Raman measurements [99]. Baldini and coworkers [99] have also reported the
coexistence of domains of distorted and regular octahedra in the pressure range 3-34 GPa, and
connected the onset of metallicity with the increase of undistorted MnO6 octahedra beyond a
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predicted by HSE (triangles) compared to the experimental data (squares) (see Ref. [37] and
references therein). (a) Equation of state (the inset gives the bulk modulus); (b) Structural
parameters: at υ3 = 0.76 LaMnO3 undergoes an orthorhombic (a 6= b 6=
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c/2) to cubic
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√
c/2) transition marked by the vertical line. (c) Progressive quenching of the
cooperative Jahn-Teller local modes Q2 = 2(l − s)/
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2 and Q3 = 2(2m − l − s)/
√
6 with
increasing pressure, where l, s, andm indicate the long, short, and medium Mn-O bond lengths;
the JT modes are almost completely quenched at the onset of metallicity, marked by the vertical
line at υ2 = 0.82; (d) Side (top) and top (bottom) view of the Pnma (left, V/V0 = 1) and
cubic (right, V/V0 < 0.76) phases of LaMnO3, underlining the suppression of the JT and GFO
structural distortion in the perfect cubic phase.
critical threshold. The concomitant presence of two distinct phases in this pressure range was
confirmed by the X-ray absorption spectroscopy experiments of Ramos et al. [100].
The progression of the structural properties of compressed LaMnO3 computed by HSE as a
function of υ = V/V0 is summarized in Fig. 14, whereas the corresponding trends in the elec-
tronic and magnetic properties are shown in Figs. 15. The MIT can be described as follows.
In the pressure range 0–35 GPa, HSE results are in very good agreement with measurements in
terms of (i) the pressure-volume equations of state and bulk modulus B0 (B
Expt
0 = 108 GPa,
BHSE0 = 104 GPa, see Fig. 14(a)), (ii) the pressure-induced changes in the structural parameters
(Fig. 14(b)), and (iii) the concurrent suppression of the JT modes Q2 and Q3 and the band gap
at the same compression (υ2 = 0.82, slightly smaller than the experimental one, V/V0 = 0.86,
see Fig. 14(b) and Fig. 15(a)); the P = 0 HSE gap opened between occupied and empty eg
states, Eg = 1.45 eV (Fig. 15(c)), is well within the measured range, 1.1–1.7 eV. Similarly the
HSE ground state values of Q2 and Q3 match exactly the experimental values. The incremental
compression of LaMnO3 leads to a continuous structural transformation from the P = 0 dis-
torted Pnma phase to a perfect cubic structure via a gradual quenching of the JT modes, the
rectification of the GFO tilting angles,x and the alignment of the a, b, and c lattice parameters
towards the same value, ≈ 5.1 A˚ at υ3 = 0.76 as outlined in Fig. 14(b-d).
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the dashed line refers to the corresponding experimental onset). (b) Energy difference ∆E
between the AFM and FM spin arrangements: AFM/FM crossover at υ1=0.95 (indicated by a
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As for the electronic properties, eg bands around the Fermi energy (EF ) come progressively
closer until the gap is closed (Fig. 15(c-f)). Concomitantly, the unoccupied t2g bands are
pushed down in energy and ultimately cross EF at υ2 = 0.82, the onset of metallicity (see
Fig. 15(f)). At this critical volume HSE predicts a jump in the relative stability between the
AFM and FM ordering, with the latter becoming the more favorable by about 90 meV/f.u.,
as illustrated in Fig. 15(b). At low/intermediate compressions (V/V0 > υ2 = 0.82) the
data displayed in Fig. 15(b) shows a strong competition between the AFM and FM phases.
HSE predicts a crossover between the AFM and FM phases at υ1 = 0.95 (corresponding to
a pressure of 11 GPa), below which the AFM and FM ordering become almost degenerate
(∆E < 12 meV/f.u.). Considering that in the FM phase the JT/GFO distortions are almost
completely inhibited, this result strongly supports the latest Raman [99] and X-ray absorption
spectroscopy [100] studies reporting the formation of a mixed state of domains of distorted and
regular MnO6 octahedra in the range 13–34 GPa, which compare well with the corresponding
theoretical pressure range, 11–50 GPa (υ2 < V/V0 < υ1).
The FM transition at V/V0 = 0.82 comes right before a high spin (HS, S = 2) to low spin
(LS, S = 1) moment collapse, which is correlated with the eg and t2g orbital occupations:
Under compression the Mn3+ ion retains its P = 0 (t2g)↑↑↑(eg)↑ orbital configuration down to
V/V0 = 0.80, with a magnetic moment of 3.7 µB; further compression yields a rapid reduction
of the magnetic moment down to 1.7 µB due the redistribution of electrons within the 3d shell
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that ultimately leads to the low-spin configuration (t2g)↑↑↑↓(eg)0. This HS-orthorhombic to LS-
cubic transition is reflected in the DOS (Fig. 15 (g-i)), whose evolution from V/V0 = 0.79 to
V/V0 = 0.73 clearly indicates the transfer of one electron from the eg to the t2g sub-bands and
the subsequent realization of a nearly FM half-metallic state with a metallic minority t2g band
and a quasi-insulating majority channel with a residual density of eg electrons at the bottom of
the conduction band.
Finally, by computing spin-dependent transport properties of the FM phase, we found a spin
polarizations of 80%-90%, values very similar to those reported for the doped colossal magne-
toresistance (CMR) manganite La0.7Sr0.3MnO3. Thus, it can be concluded that the high pressure
FM cubic phase of LaMnO3 is a transport half-metal (tHM). The FM-tHM regime being the
crucial common ingredient of all CMR manganites, its realization in the undoped (stoichiomet-
ric) phase of the CMR parent compound LaMnO3 in a wide interval of compressions could give
new fundamental insights into the elusive phenomenon of CMR.
3.3.2 Hole-doped BaBiO3
We now focus on the charge-ordered mixed-valence insulating perovskite BaBiO3. Despite its
apparently simple sp nature, BaBiO3 exhibits a plethora of fascinating and unique behaviors,
including charge-density-wave (CDW) formation, superconductivity, polaron formation, two-
dimensional electron gas, and topological effects.
Let us start with the ground state. BaBiO3 is a prime example of a multivalent Peierls com-
pound, whose semiconducting nature can be tuned into a metallic/superconducting one by
chemical doping [101]. The primitive cell of BaBiO3 can be described as Ba2+2 Bi
3+Bi5+O2−6 ,
where Bi5+ and Bi3+ cations occur in equal parts. The two Bi species are alternatingly ordered
in a distorted cubic (monoclinic) structure, in which Bi5+ is surrounded by Bi3+ neighbors
(and vice versa), with alternate breathing-in and breathing-out distortions of oxygen octahedra
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around inequivalent Bi sites, as sketched in Fig. 16. As a consequence of this charge order-
ing, the formally expected metallic state for the cubic perovskite BaBi4+O3 is replaced by an
insulating regime characterized by a large direct optical response Ed ≈ 2.0 eV and an indirect
optical transition Ei, which is well described by HSE, as shown in the band structure of Fig. 16.
Upon hole doping through Ba→K substitution Ba1−xKxBiO3 undergoes an insulating to metal
transition for x ≈ 0.33, eventually turning into a superconductor for higher doping. HSE
explains this MIT as a progressive reduction of the Bi-O distortions modulated by the formation
of hole-polarons , i.e., the coupling between the excess holes induced by the K-doping trapped
in Bi3+ sites and the surrounding phonon field [102].
This is shown in Figure 17: (i) At x = 0 a band gap is opened between the occupied Bi3+
s states and the unoccupied Bi5+ s band. The optical spectrum is characterized by a main peak
in agreement with experiment. (ii) At x = 0.125 a very localized bi-polaronic mid gap states
emerges, which is also recognizable in the optical spectrum. (iii) Upon further hole doping
additional bi-polaronic states are formed, which start to interact among each other as reflected
by the width of the mid-gap states, consistent with the experimental signal. As a consequence
the band gap is progressively reduced and ultimately closes for x > 0.25, in good agreement
with experiment.
The hole trapping is accompanied by a fairly large local relaxation involving the breaking of the
perfectly checkerboard CDW (x = 0) and the rearrangement of the oxygen octahedra around
the Bi ions, since each single Bi3+ cation captures two holes and therefore tends to attract the
negatively charged oxygens more.
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The electron-phonon mechanism behind the formation of the superconducting state has been
discussed by Yin et al. by combining HSE (along with other theoretical schemes) with a model
approach to evaluate the electron-phonon coupling and the critical temperature (TC) based on
the McMillan equation [103]. It was shown that HSE corrects the LDA/GGA overscreening
(which causes the underestimation of the electron-phonon coupling) and leads to a nice agree-
ment with experiment in terms of TC for a Coulomb pseudopotential of µ∗ = 0.1.
3.4 Multiferroics
Multiferroics constitute an important class of compounds in which different ferroic orders such
as ferromagnetism, ferroelectricity and/or ferroelasticity may coexist in a single compound.
Many multiferroics are transition-metal oxides with perovskite crystal structure, including,
among others, rare-earth manganites and the famous BiFeO3, and BiMnO3.
The application of hybrid functionals to the classical model ferroelectric oxides SrTiO3 and
BaTiO3 has been discussed in detail in the early works of Bilc et al. [104] and Wahl et al. [105],
as well as in the more recent study of the Scuseria group [106]. A further valid illustration of the
applicability of HSE to multiferroic materials is supplied by the work of Stroppa and Picozzi, in
particular the detailed study of the structural, electronic, magnetic, and ferroelectric properties
of the two prototypical proper and improper multiferroic systems BiFeO3 and orthorhombic
HoMnO3, respectively [107].
In recent times, it has been found that pressure can be used as a means to alter the elec-
tronic bonding state, the lattice, and thus the physical properties of perovskite compounds,
and thereby to induce the onset of multiferroic behaviors. As an example, Inaguma et al. have
synthesized two novel high-pressure polymorphs of the transition metal perovskites PbNiO3
and CdPbO3 characterized by a hexagonal lithium niobate (LiNbO3)-type (LNO) structure with
space group R3c [108, 109]. The application of HSE has revealed that both these compounds
are electrically polarized with a pretty large electric polarization of ∼ 100 µC/cm2 [38, 40] and
∼ 52.3 µC/cm2 [39], respectively.
As a final example we discuss the multiferroic character of PbNiO3 as predicted by HSE.
The low-pressure phase of PbNiO3 has a rhombohedrally non-centrosymmetric structure with
space group R3c, which is isostructural to the most common multiferroic material BiFeO3 (see
Fig. 18). More interestingly, the rhombohedral phase undergoes an antiferromagnetic transition
at 205 K and exhibits semiconducting transport properties. This therefore suggests a possible
multiferroic behavior, i.e., co-existence of ferroelectric and magnetic properties.
A compact representation of the structural, electronic and ferroelectric properties of PbNiO3 is
given in Figure 18. In this compound the polarization is driven by the large Pb-O polar displace-
ment along the [111] direction, which is typical of the acentric LNO structure (like BiFeO3).
The origin of the electric polarization in PbNiO3 is revealed by the comparison between the
paraelectric and ferroelectric density of states (see Figure 18(b)) showing the 2 eV downshift
and broadening of Pb 6s-O 2p spectral weight occurring along with the centrosymmetric-to-
ferroelectric transformation. For PbNiO3 GGA not only gives inaccurate ferroelectric distor-
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tions (with errors exceeding 2 %) but also yields an incorrect metallic ground state, which pre-
vents any further possibility of exploring ferroelectric features [38]. In contrast, both HSE and
PBE+U lead to the correct picture, ultimately delivering an almost identical electric polariza-
tion of about 100 C/cm2 (see Figure 18(c)). The spontaneous polarization P of rhombohedral
PbNiO3 was calculated by HSE considering as centrosymmetric structural reference the R3¯c
symmetry, and we linearly interpolate the atomic positions between the centric and the polar
phase, i.e., the so-called adiabatic path.
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