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In this paper we consider a simple analog neural network model consisting of two continuous nonlinear 
neurons with delay in signal transmission under appropriate restrictions on internal parameters. We den’ue 
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1. introduction 
The dynamics of a continuous-time (CT) analog neural 
network with delay in signal transmission was studied by 
Marcus and Westervelt’ and Taylor.’ They showed the 
existence of a critical delay above which a symmetrically 
connected CT network would oscillate. They also sug- 
gested that such networks could be used to design analog 
VLSI implementations with a clocking technique to syn- 
chronize analog neurons. 
The neural structure of two neurons can be identified 
in certain biological networks (e.g., in the cerebellar cor- 
tex at the level of granule and Golgi cells). Gopalsamy and 
He” derived sufficient conditions for convergent dynamics 
in asymmetric Hopfield nets with transmission delay. They 
also made a generalization of the continuous distributed 
delay. 
A system of two-neuron networks with continuous time 
analog neurons was analyzed by Atiya and Baldi who 
discussed oscillations and synchronization in such net- 
works. The same type of network is analyzed by Wang5x6 
using discrete-time analog neurons. 
In this paper we consider functional properties of a 
two-neuron CT network incorporating delay into signal 
transmission and with asymmetric weights. Conditions for 
unique steady-state conditions for delay-independent sta- 
bility, stability switches, estimation of critical delay to 
preserve stability, and bifurcation for linearized systems 
are obtained. 
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The paper is structured as follows. Section 2 deals with 
the formulation of the model. In Section 3 a condition for 
the existence of a unique steady state is obtained. Section 
4 deals with the nonoccurrence of stability switches. Esti- 
mation of the length of the delay to preserve stability is 
dealt with in Section 5. In Section 6 the occurrence of 
Hopf-type bifurcations of the network in two special cases 
is discussed for the linearized system. The results are 
summarized and discussed in the last section. 
2. Dynamical equations for a two-neuron CT analog 
network with delay 
We consider the following CT model of a two-neuron 
network with additive activation function and sigmoidal- 
type gain function, g. 
4 _=_ 
dt 
-/IX, + w*,g,( I%) + w,2g,( P4 + 1, 
(1) 
k2 _=_ 
dt 
Y2X2 + w2,g,( @Xl) + w22g2( Pxd + 12 
where xi E R is the activation state of unit i. This unit is 
converted to the unit’s output signal by nondecreasing 
gain function gi. The signal coming into unit i interacts 
via the additive function 
i:Wjjg,(PXj),i=1,2 (2) 
j=l 
which is a real valued mononomial in variables X, and x2. 
The decay rate yi of unit i is a positive constant. The 1, is 
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the external input. In most network models the gain 
function gj( pxj) is either linear or sigmoidal with a 
nonnegative derivative leading to zero as ]xi] + + (Y. The 
parameter p is known as an amplifier gain. Here gi is 
taken in the form gi( &xi) = tanh( &xi) with values be- 
tween - 1 and 1, that is, gi is a bipolar activation func- 
tion. wij is the synaptic weight of the connection from unit 
j to unit i, which can be asymmetric as opposed to the 
Hopfield’ network. Incorporating time delay 7j into the 
transmission from unit j to unit i one gets the following 
delay differential equation model.‘,’ 
&i 
- - ‘yixi + i wij tanh( pxj(t - TV)), i = 1,2 z- j=l 
(3) 
assuming the external input Zi to be absent. We shall now 
study the dynamics of the time-delayed system (3) with the 
initial conditions taken in the form 
xi(s) = &i(s), i = 1,2, s E [-7jr01 
where +i: [ - TV, 01 -+ [w is assumed to be continuous. 
3. Steady state 
If self-connections wli and wz2 are absent, the steady 
state (XT, xr) is a solution of the following equations: 
w12 
x, = -tanh P2n2 
Yl 
x2 = stanh &xl 
Y2 
Evidently E(O,O) is a trivial steady state. Both the isoclines 
have (0,O) as the point of inflexion. Curve (4) is the 
concave w.r.t. x,-axis, and curve (5) is the convex w.r.t. 
x,-axis. Both these curves are monotonic and bounded. 
These two curves will not intersect at nonzero points if 
w21 Pl Yl 
-<- 
Y2 w12 P2 
So (0,O) is a unique fixed point if 
w12 P2 w21 Pl 
-. 61 (6) 
Y2 Yl 
or 
wiw, Q 1 
where W, = 
w12 P2 w,, Pl 
-, w,=- W, and W, may be 
YT Yl ’ 
termed as modified synaptic weights. From the similar 
geometric consideration it is easy to see that these iso- 
clines will intersect at two or more points if WI. W2 > 1. 
So we get the following Lemma. 
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3.1 Lemma 
System (3) without self-connections possesses a unique 
steady state if W,W, d 1. 
If self-connections are present, it is difficult to derive 
necessary and sufficient conditions for the existence of 
unique or multiple steady states analytically. 
4. Characteristic equation and local stability 
Evidently E,(O,O) is the unique steady state of system (3) 
provided that condition (6) holds. To investigate the local 
stability of the steady state we linearize system (3) about 
it. Letting u,(t) and u,(t) be the linearized variables, then 
system (3) can be expressed into the following system. 
ii,(t) = - y,u,(t) + WI, P&t - 7,) 
+ WI2 P&t - 72) 
(7) 
a,(t) = - Y2Uz(f) + w21 P&C - 7,) 
+ w22 &i& - 72) 
This leads to the characteristic equation 
A2 + (a - CY,~-*~~ - cr2e-*‘2)h + (b - ff, y2eCAT2 
where 
+6e- VT1 + 72)) = 0 (8) 
a = yl + y2; b = ~1~2, al= ~11 P,; 
a2 = w22 P2 (9) 
and 
6 = P, P2(WllW22 - w12w21) 
Since delays T, and r2 are finite the characteristic equa- 
tion is a function of delays, and hence the roots of the 
characteristic equation (8) are also functions of delays. As 
the lengths of delays change the stability of the trivial 
solution may also change. Such phenomena are often 
referred to as stability switches. Utilizing the techniques 
developed by Cooke and Grossman’ Cooke and Vandem,’ 
Freedman and Kuang, lo and Freedman and Rae” we 
shall study the stability of the linearized system (equa- 
tion [7]). 
It is known that if the characteristic equation associ- 
ated with a linear delay differential equation has roots 
only with negative real parts and if all the roots are 
uniformly bounded away from the imaginary axis, then the 
trivial solution is uniformly asymptotically stable. We shall 
now determine conditions under which all roots of the 
characteristic equation (8) lie in the left half of the 
complex plane and are uniformly bounded away from the 
imaginary axis. If delays are absent, that is, if 7i = 72 = 0, 
then equation (8) becomes 
A2 + (a - cyl - a2)h + (b - cvlyz - +yI + 6) = 0 
(10) 
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Roots of equation (10) have negative real parts if 
a-cr,-cr2>0 
and (11) 
b - cxl y2 - cx2yl + 6 > 0 
Let A = iy (y being a real number) be a root of equation 
(8), and separating real and imaginary parts one gets 
y2 -b =y{uj COS(YT, + 7r/2) + (Y* cos(y~, + 7r/2)) 
- (Y1 y2 cos y7j - cr2Y, cos yr* 
+ 6 cos y(7, + 72) (12) 
and 
ay =y{cz, sin(yT, + ~r/2) + a2 sin(yT, + r/2)) 
- ~~,Y~siny~r--~Yr siny~,+6siny(~,+T~) 
(13) 
Squaring and adding the equations (12) and (13) we get 
(y* - b)’ + a2y2 
=y2{~:+~y22+2Ly,(Yzcosy(71-T2)} 
+{& + &f + S2) 
+ 2a,a,bcosy(~, - TV)- 2c~y~8cosy7~ 
-2(Y1y2~cosyr2 
- 2y{(YI(Y2yI COS(YT, -y72 + ?I-/3 
-cY,S cos(7r/2 -yT2) 
+ cQ(YI y2 COSCYT, -y71+ 7r/2) 
- cl26 cos(7r/2 -y71)1 (14) 
Let the right side of equation (14) be denoted by f(y). For 
arbitrary real y we have from equation (14) 
f(y) <y2{la,l + la2112 + {(Y,y21+ l(Y2YII + IN2 
+ 21yl{ala,cu21 + lSl(I~u~l+ Icx21)) (15) 
A sufficient condition for the nonexistence of real number 
y satisfying equation (8) can be obtained from equations 
(Q-(15) in the form 
y4 +y2{a2 - 26 + (IaIl+ IcY~I)~} 
- 21y,l~al~,~21 + ISI(I~II + la211 
+ b2 - {la, y2l-t Iqr,l+ ISI1 > 0 
The inequality (16) can be written in the form 
y4 +Py2 - qlyl + r > 0 
where 
(16) 
(17) 
P = a2 - 26 - (IcxlI+ IcY,~)~ 
q = 2{al~,a,l+ ISl(l~Il + 14)) 
~=b2-~IyIa21+I~2cql+ISII 
(18) 
Inequality (17) can be written as 
Y4+p(y-$)2+(r-$) >O (19) 
One can see from equation (19) that a set of sufficient 
conditions for the nonexistence of real number y satisfy- 
ing equation (8) are given by 
2 
P>Oandr-4>0 
4P 
(20) 
Now to find the conditions for the nonexistence of delay- 
induced instability we use the following theorem of 
Gopalsamy.12 
4.2 Theorem 1 
A set of necessary and sufficient conditions for E, to be 
asymptotically stable for all Ti 2 0 is the following 
(i) The real parts of the roots of the characteristic equa- 
tion DC h, 0) = 0 are negative 
(ii) For all real y and any Ti 2 0 the following holds 
Now we write from equation (16) a set of sufficient 
conditions for the nonoccurrence of stability switches as 
follows 
yf+ y~-(IqI+I(Y21~2>o; 
{Ylz + Y22 - (lq + l4’} 
(21) 
From the above discussions we conclude in the form of 
the following theorem. 
4.3 Theorem 2 
The unique steady state E,(O,O) of system (7) is asymptot- 
ically stable for all T,, r2 > 0 if the condition (21) holds. 
5. Estimation for the length of delay to preserve 
stability 
We recall the condition (11) for which, in the absence of 
delay, the unique steady state E,(O,O) of the system (7) is 
locally asymptotically stable. Evidently A = 0 is not a root 
of equation (8). 
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k,(s) = /‘I e-sT1u,(t) dt 
-71 
and (23) 
k,(s) = /” eeS7ZU2(t) dt 
-72 
By continuity, for sufficiently small (T, + TJ > 0, all 
eigenvalues of equation (7) have negative real parts pro- 
vided that no eigenvalue with positive real-part bifurcates 
from infinity as T, + T* increases from zero (which could 
happen since this is a retarded system). It is then possible 
to use a criterion of Nyquist, which we describe below to 
estimate the range of 7, + TV for which the steady state 
E,, remains asymptotically stable. We consider system (7) 
and the space of a real-valued continuous function de- 
fined on [ -_(T, + T~),M) satisfying initial conditions u,(t) 
=u,(t) = 0 for t < 0. Let U,(S) and E2(s) denote the 
Laplace transforms of u,(t) and u,(t), respectively. Taking 
a Laplace transform of equation (7) we get 
SE,(S) -u,(O) 
= -y,&(s) + a,{E,(s) + k,(s)le-“‘l 
+ w12 P,{U,(s) + k,(s))e-“‘2; 
SE,(S) - U,(O) 
(22) 
= - y&(s) + w21 P&U,(s) + k,(s)Je-“‘l 
+ (Y2{u2(s) + k,(s)}e?z 
where 
From equations (22) and (23) one can get 
- a2yle ps72 + 6e-s(T1 + ‘2’]j-$( S) 
= (s + y2){~,klepST1 + WI2 p2e-s7* + u,(O)] 
_ 6k;‘Tl + 7,) 
- p2W+*(O) - W,,u,(O)] (24) 
The inverse Laplace transform of E&s) will have terms 
that exponentially increases with time if E,(S) has poles 
with positive real parts. In order for the steady state E, to 
be locally asymptotically stable it is necessary and suffi- 
cient that all the poles of U,(S) have negative real parts. 
We shall use the Nyquist plot technique which states that 
if s is the arc length along a curve encircling the right half 
of the plane, then a curve i&(s) will encircle the origin a 
number of times equal to the difference between the 
number of poles and number of zeros of E&s) in the right 
half of the plane. Proceeding along the lines of Freedman 
and Rao” we see that the conditions for the local asymp- 
totic stability of the unique steady state E, are given by 
+ ~(lall + Ia2D2 +4bla,lY;l~,lY;lW) (31) 
Then clearly y. <y+. 
We note that if we can find &T~, TV) and $(T,,T2) 
such that 
Im F(iy,) > 0 (25) 
Re F(iy,) = 0 (26) 
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In which F(s) =s2 + (a - ~1e-S7~u2e-Sr~)S - aly2e~S72 + 
,@‘I+Tz) and y, is the smallest positive root of the 
equation (26). In our case the Nyquist criterion implies 
that if y is a solution of equation (12), then 
yi -b + (Ye y0 sin ~~~~ + y1 a2 cos T, y, + cx2yo sin 72yo 
+ (Y2 y1 cos 72y - 6 cos(7, + T2)Y, = 0 (27) 
Then the following inequality must hold 
4( T1>72>YO) > $(7,,72,Yo) (28) 
where 
44~~) r2, yo) = a~, - alyo cos 71~o - a2yo sin TRY, 
(29) 
cCr( T~,T~,Y~) = -qy2 sinT1yO - cf2y1sinT2Y0 
+ S sin(T1 + ~~)y, (30) 
must hold. 
We now find an upper bound y, of y, utilizing equa- 
tion (27), which we write as 
y~=b-~1yOsin~,yo-cY1y2cos~,yo 
- a2yo sm 72~o - ‘y2Yl cos T2Yo cos TZYO 
+ s COS(T1 + T2)yo 
~b+I~,Iy2+I~ZIy~+l~l+~I~~I+I~21~~o 
Hence y, is the positive solution of 
y2 - (la,1 + I’y21)y - (b + Iqly2 + I’yzly1+ ISI) = 0 
(32) 
for 71 + 72 < T, and 0 < y. <y+, the Nyquist criterion 
hold for those values of TV, 72 (T will be estimated below). 
From equation (30) 
rcI( 71,72,yo)/(71+ T2)Y, d Iql72 + I’y*lY* +I61 
Hence we chose $(s-,,~J= y11a21+ y21~1I+ISI. 
From equation (29) 
4(71,72, YO)/(TI + T2)Yo 
a - (Y1 cos 71yo - cY* cos 72yo 
= 
71 + 72 
Now we state the main theorem in this section. 
5.1 Theorem 3 
Let the inequality (11) hold. Then if 
the steady state E, is asymptotically stable. 
It is difficult to study the existence of the Hopf bifur- 
cating periodic solution for T, + ~~ > To. 
6. Stability and bifurcations of network without 
self-connection 
Here it is assumed that wi, = wZ2 = 0. The characteristic 
equation (8) then assumes the form 
Wherea = y, + y2, b = y1y2, 6’ = -PI p2w12w2,. 
Let us assume TV = T2 = T (say), then the above equa- 
tion takes the form 
P(A,T)=A2+ah+b+6’e~2A’=0 (33) 
In the absence of delay (T, = 72 = r = 0) equation (33) 
becomes 
P(A,0)=A2+aA+b+6’=0 (34) 
The roots of equation (34) have negative real parts if 
b+6’>0 (35) 
Suppose that A = iy is a purely imaginary root of equation 
(34). It suffices to seek solution y > 0, since A = 0 is not a 
root of equation (34) and b # 6’. Separating real and 
imaginary parts we have 
y*-b-6’cos2Ty=O (36) 
ay-G’sin2ry=O (37) 
Since a > 0 and b > 0 equation (37) has no real solution 
y. Consequently equation (33) has no roots on the imagi- 
nary axis. Eliminating 27~ from equations (36) and (37) 
one gets 
U(y) =y4 + (a2 - 2b)y2 + (b2 - S’2) = 0 (38) 
If (a2 - 2bj2 < 4(b2 - S”), then there is no (+ue) solu- 
tionofy2.1f(u2-2b)2-4(b2-6’2)=A>Oorif A=0 
and a2 - 26 < 0, then there may be a positive solution 
1 
y2=2{2b-a2+&} (39) 
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Now a* - 2b is always positive. So if b2 > 812, then 6 < 
(a2 - 2b), and no positive solution exists. If b2 < 8”, 
there is one positive solution y2 using the plus sign, 
6.1 Case 1 
Equation (38) has no real root if b2 - t512 > 0. Hence 
equations (36) or (37) have no real solution y. Conse- 
quently equation (33) has no roots on the imaginary axis. 
Following the line of argument of Cooke and Grossman’ 
one reasons that the supremum of real parts of the roots 
varies continuously with T. From equation (34) both roots 
lie on the left half of the plane when T = 0. Consequently 
all roots of equation (34) satisfy R(A) < 0 for all r 2 0 and 
the zero solution of the linearized system is stable for all 
T> 0. Hence we have the following theorem. 
6.2 Theorem 4 
The zero solution of the linearized system (7) when 
self-connection is absent, is stable for all r> 0 if b2 > a’*. 
6.3 Case 2 
If b2 < 8”, we have one positive solution 
1 
y= @2b-a2+fi] 
l/2 
(40) 
Thensin 2Ty= $ > 0 
The equation 
(41) 
8'COS2Ty= ;[a'+&, (42) 
determines the sign of cos2ry and thus the quadrant in 
which 27~ must lie. Thus r must be one of the values 
.=t[sin-‘(~)+2~.T].=O,il,... (43) 
where y is given above and where sin~‘(ay/&‘) is chosen 
in the first or second quadrant according to the sign of 
cos2~y. To analyze the change of behavior of the stability 
of the steady state E, with respect to T we examine the 
sign of g (Re A) where A = iy. If i(Re A) > (or < 0) 
then clearly a stabilization (or destabilization) cannot take 
place at that value of 7. Differentiating equation (33) with 
respect to T and simplifying one gets at A = iy 
Ke$ = 
8”y2(2y2 - 2b + a2> 
(ab + uy* + S’2~)2 + (2~” - 2by + a’y)’ 
(44) 
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d 
Since 2y2 = 2b - a2 + 6 z(Re A) > 0 at every root. 
Therefore every time a root crosses the imaginary axis 
with increasing T it crosses from left to right, stability of 
1 
the zero solution is lost at T = T,,, where ~a = -sin- ’ 
Y ( ) 
F , 
and instability persists for all T> TV. Hence we have the 
following theorem. 
6.4 Theorem 5 
If b2 < 6” and if E, is stable for T = 0, it is impossible 
that it remains stable for all T> 0. Hence there exists a 
T,, > 0, such that for T < TV E, is asymptotically stable. As 
T increases through T* E, bifurcates through a small- 
amplitude periodic solution of the Hopf type.” The value 
of TV is given by 
To= t[sin-‘( z)] 
7. Stability and bifurcation of the network when 6 = 0 
In this case it is easy to see that E,(O,O) is the only steady 
state of the system (7). Here we shall assume w12w22 = 
w12w21, which implies 6 = 0 and TV = 72 = T. Then the 
characteristic equation (8) takes the form 
A2+aA-Ame-“‘+b-ne-“‘=O 
where 
(45) 
m = Ply1 + P2wz2 and n = PIWIIYZ + PPZZYI 
(46) 
In the absence of delay (i.e., T= 0) equation (45) be- 
comes 
A*+(a-m)h-b-n=0 (47) 
The roots of equation (47) have negative real parts if 
a-m>Oandb+n>O (48) 
If A = Ijt (i.e., the real part is zero) then we get from 
equation (45) 
-y2+b=mySinyr+nCosyT 
Uy=myCoSyT-n%nyT 
(49) 
Thus 
U(y) =y4 + (a2 
The roots are 
- 2b - m2)y2 + (b2 - n2) = 0 
(50) 
yi= i((m’-a*+26) 
+ (m2-a2+2b)2-4(b2-n2) \/ 
U(y) = 0 has no nonzero real root if 
a’-2b-m’>Oand b2-n2>0 
There are the cases of interest: 
(51) 
(52) 
(i> 
(ii) 
b2 < n2: there is one imaginary solution A = iy, and 
there is one real solution y,, y+> 0 
b2 > n2: there are two imaginary solutions A f = iy *, 
with y+>y_> 0, provided that (m2 - a2 + 26) > 0, 
and (m2 - a2 + 2b)’ > 4(b2 -n’), and no such sob- 
tion otherwise. 
Now we need to determine the sign of the derivative of 
Re A(T) at the points where A(T) is purely imaginary. 
From equation (45) 
dA(T) 
(2A + a + (-m + ~(mh +n))‘-“‘),- 
=A(-mA-n)e-*’ 
dA(T) 
If A(T) = iy is not simple, then -=O at T=+. 
dT 
Since y # 0, e- iyr # 0, m = 0, and n = 0. 
From equation (50) 
(y2-bb2)+a2y2=O~y2=b and a=0 
Therefore a = m = n = 0 in equation (45) becomes 
A’+b=O 
which is easy to analyze. 
Hence we assume m2 + n2 + a2 # 0, which guar$ees 
the simplicity of A = iy. For convenience we study 
( ) 
x 
dh 
instead of -. We have 
dT 
(2A+a)e*‘+b T 
-- 
A(-mA-n) A 
and 
Am+n AT - e - 
A’+aA+b 
= Sign(a’ - 2b - m2 + 2~‘) 
(using equation [50] in the last step). 
(53) 
(54) 
(55) 
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Inserting the expression for yi it is seen that the sign 
is positive for yt and negative for y2. 
In the case b2 <n2, only one imaginary root exists, 
A = iy, and therefore the only crossing of the imaginary 
axis is from left to right as 7 increases, and the stability of 
the trivial solution can only be lost and not regained. 
In the case b2 >n*, crossing from left to right with 
increasing T occurs whenever 7 assumes a value corre- 
sponding to y,, and crossing from right to left occurs for 
values r corresponding to y. 
cos 0, = 
amy? + n(b -y:> 
m*y$+ n* 
(56) 
Sin 0, = - 
any++ my+(n +y+) 
m2y:+ n2 
and 
92 2nrr 
Tn,2 = - +- 
YP Y- 
where 0 Q e2 < 2~ and 
cos 8, = 
amy! + n(b -y?) 
II rn - 
‘. 
miyi + n‘ 
Sin O2 = - 
any_+my_(n +y2) 
m2y2+ n2 
(57) 
In the case of b2 < n2, only TV, need to considered. 
From equation (48) the linearized system is stable for 
a - m > 0 and b - n > 0. Hence the system remains stable 
until 701, and it becomes unstable thereafter. At the value 
of 7= TOi equation (45) has purely imaginary roots +iy+. 
In the case of b* > n2 and if the linearized system is 
stable for 7 = 0, then it must follow that TV, < TV=, since 
the multiplicity of roots with positive real parts cannot 
become negative. Observe that 
2r 2rr 
Tn+l,l - Tn,l =-<y=T,,+12-T,,2 (59) 
Y Y 
Thus there can be finite numbers of switches between 
stability and instability. 
8. Discussion 
The above study indicates that under appropriate condi- 
tions involving gains, decay rates, and synaptic weights of 
the neuron the unique steady state remains stable for all 
positive delays TV and TV. An estimate of To + ~2 is 
obtained for which the stability of the unique steady state 
is preserved. In two special cases it is shown that the 
model can exhibit Hopf bifurcating periodic solutions. 
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