ABSTRACT A time-delay estimation method is proposed for single-input single-output (SISO) delay systems. A copula is constructed from uniformly sampled input-output data to build the relationship between the input and output of the system. Taking time-delay as the parameter to be estimated, the logarithm likelihood function is formulated and separated into two parts, i.e., the dependence structure likelihood and the margin-related part. Then, the time-delay is obtained through maximizing the dependence structure likelihood. The highlight of this method is that the structure prior to the studied system is not required to estimate the time-delay. Comparative simulation examples are provided to demonstrate the validity of this method.
I. INTRODUCTION
Time-delays inevitably exist in process systems, and downplaying them will result in the poor performance of the related control systems (e.g. sluggish response or trigger instability) [1] . Therefore time-delay estimation (TDE) has drawn increased attention and has become one of the most important topics in the field of system identification.
Various TDE methods have been reported in the literature, such as conventional correlation based methods [2] , [3] , least-square (LS) based methods [4] , [5] , interpolation based methods [6] , [7] , artificial neural network (ANN) based methods [8] , [9] , linear matrix inequality (LMI) based methods [10] , frequency domain phase methods [11] etc. A number of survey papers, e.g. Ahmed [12] , Chen et al. [13] , Richard [14] , Bjöklund [15] , have analyzed and summarized the existing TDE methods. According to whether or not the system structure prior is required, TDE methods can be classified into two categories, i.e. model-based methods and model-independent methods.
The model-based methods usually consider modeling issues during the TDE procedure, and the studied system is considered a gray or white box in those methods. Chen et al. [5] studied the linear continuous-time (CT) delay system and presented a method to identify the system from irregularly sampled measurements. Treated as an explicit parameter, the optimal time-delay was estimated with an adaptive gradient-based technique. Yadaiah et al. [9] employed a polynomial function to modify the structure of a linear dynamic system and proposed an ANN based method to simultaneously identify the parameters of the system and the delay-time. The drawback of the method is that the time-delay is computed iteratively with a heavy calculation burden. Under the assumption that the system order is known, Na et al. [16] proposed an adaptive parameter identification method for SISO delay systems. In this work, a Taylor series expansion was applied to reformulate the system, the adaptive laws were designed based on the parameter estimation error, and the system parameters, including the time-delay, were estimated with the designed adaptive laws. Bjöklund and Ljung [17] found that discrete-time all-pass part phase (DAP) methods were nonrobust and could totally fail in some cases. Therefore, they proposed an improved method called zero guarding to make DAP methods more robust to noise. Cacace et al. [18] regarded the time-delay as an element of the state vector, and proposed an augmented time-varying model. The time-delay and the system state vector were estimated simultaneously. Based on a modified Smith predictor, Herrera and Ibeas [19] provided an on-line method to obtain the time-varying delay from a step response. The work in [20] combined predictive control with delay estimation. A delay estimator was proposed to make the predictive control applicable to delay systems with external disturbances. Ni et al. [21] developed a TDE method for multiple-input multiple-output (MIMO) delay systems. In this work, the delay matrix is identified using a method that combines the continuous wavelet transform (CWT) and crosscorrelation. Zheng et al. [22] discussed the TDE issue for nonlinear delay systems in which the system input is and provided an estimation of the time-delay using only the system output. The TDE problems for nonlinear delay systems were also studied in [23] . In this work, the Newton method and a high-order sliding mode technique were combined to identify the system time-delay. This method is only applicable to a system with a single delay. The model-based methods always require a priori of the studied system, e.g. the type of system model, which limits their generalization.
Model-independent methods loosen the constraint of requiring prior knowledge of the system structure. However, carrying out TDE using these types of methods becomes a difficult task. This type of work is limited in the literature. Based on cross-correlation, Knapp and Carter [3] defined a maximum likelihood estimator for determining the time-delay between two signals received by different sensors. The time-delay was estimated when the estimator achieved a maximum value. Barsanti and Tummala [24] focused on the time difference of arrival (TDOA) problem and discussed two kinds of wavelet-based methods. The first method combined the wavelet prefilters and cross-correlation to estimate the time-delay, and the second method obtained the time-delay by maximizing the inner product of the discrete wavelet transform coefficients. Wang et al. [25] measured the dependence between the system input and output with SWσ and proposed a TDE method for SISO delay systems based on SWσ . To improve the accuracy of TDE to sub-sample period level for ultrasonic signals, Guetbi et al. [26] provided a cross-wavelet representation based TDE method. In [27] , four classical correlation based TDE methods are compared.
In this paper, a novel model-independent TDE method is proposed for SISO delay systems. Inspired by the work presented in [21] , a time-delay model is presented to describe the SISO delay system; the copula is introduced to describe the dependence of the measured data in a statistical sense, and the time-delay is estimated with an effective algorithm by maximizing the dependence structure likelihood. Simulation experiments are used to verify the effectiveness and rationality of the proposed method.
The remainder of this paper is organized as follows: Section 2 outlines the problem formation and Section 3 introduces the basic theory of copulas. The definition of dependence structure likelihood is presented, and an algorithm is summarized in Section 4. The simulation experimental results shown in Section 5 illustrate the effectiveness of the proposed method and Section 6 concludes this paper.
II. PROBLEM FORMULATION
Assuming the time-delay is time-invariant, the quantitative relationship between the input and output of a continuous SISO delay system can be expressed as follows:
where d u , d y ∈ R + are the input and output delay respectively, ω(t) represents the disturbance, and g(·) : R → R is a functional that describes the inner dynamic of the delay system. Inspired by the work in [21] , a SISO delay system can be considered a three-part dynamic process that includes, the input delay process, the inner dynamic process, and the output delay process, as shown in Fig.1 . Therefore, estimating the time-delay of a SISO delay system is equivalent to identifying the sum
In actual situations, the time-delay is estimated from regularly sampled input-output data. Therefore, Eq.1 is reformulated as the following discrete form:
where t 0 is the initial time, and t is the sampling interval. Therefore, the estimated time-delay reaches sampling interval level precision in this paper.
III. 2-COPULA
In this section, the basic theory of copulas is introduced. The detailed proof of the theorems and propositions can be found in [28] .
Given the margins of two random variables, the coupling relationship between the two random variables can be characterized by a 2-copula.
is a 2-copula with the following properties:
( The relationship between the joint distribution function of two random variables and their margins can be elucidated by Sklar's theorem.
Theorem 1 (Sklar's Theorem): Let F be a joint distribution function with margins F 1 and F 2 . There is a 2-copula C that for every (
If F 1 and F 2 are continuous, C is unique; otherwise, C is uniquely determined in Ran(F 1 ) × Ran(F 2 ). Therefore, the joint distribution of two random variables can be formed from the margins using a 2-copula.
According to whether the prior distributions of the random variables are known, the copula is estimated with different methods, such as maximum likelihood estimation (MLE) [29] , model selection based methods [30] , [31] , empirical formula based methods, etc. Since this paper aims to address the TDE problem when the structure information is not provided, the pragmatic approach adopted in this paper is to estimate the 2-copula with an empirical formula.
The margin of a random variable X j (j = 1, 2) is estimated with the formula:F
where {x i j |i = 1, . . . , N } denotes the observations of X j . In the same way, the 2-copula defined on the margins of X 1 and X 2 is estimated with the following empirical formula:
IV. CB-MLE
In this section, a model-independent method that combines MLE with a copula is detailed to handle the TDE problem for a SISO delay system. The method is called copula-based maximum likelihood estimation (CB-MLE) in this paper.
A. DEPENDENCE STRUCTURE LIKELIHOOD (DSL)
According to copula theory, the joint density function of two random variables U and Y can be expressed as follows:
where F u , F y represent the margins, and f u , f y are the corresponding marginal density functions, c(
is the density function of the copula defined on margins F u and F y . Let {u i } and {y i } denote the observations of random variables U and Y , respectively. The logarithm likelihood function is formulated as the following:
To meet the requirements of MLE, the input and output of a SISO delay system are both considered random variables and are denoted U and Y , respectively, if no confusion occurs. In addition, two new random variables are defined, i.e., 
where Proof: According to Eq.6, L C can be reformulated as the following:
For illustration purposes, let f d be the joint density function of U and Y , and let f 
y (y i+d y ). Therefore, according to Formula 11, L C remains the same.
In the second term of the right-hand side of Formula 9, Compute the the density function of copula between F u and F d y according to Formula 5 and Eq.6; 
Two extreme cases need to be clarified:
• There is a functional relationship g :
• U d u and Y d y are independent of each other. In the first case, the numerator of each logarithmic term in Formula 11 can be expressed as the following:
Since 
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the effectiveness of the proposed method is validated by experiments using simulated and real data.
A. SIMULATION EXPERIMENTS 1) FUNCTIONAL RELATIONSHIP
To test the performance of CB-MLE for data satisfying the functional relationship, let g : R → R be a known function and generate input samples {u i } (u i is limited between 0 and 1) randomly. Then, normalize the vector {g(u i )} and denote {y i } for ease of description. The TDE process with CB-MLE is implemented and the results are recorded. With the purpose of exploring the performance of CB-MLE on noise-polluted data, Gaussian white noise is added to {y i }, and the TDE process with CB-MLE is carried out again. The TDE results are shown in Fig.3-Fig.5 . .3-Fig.5 show the L C versus delay curves for sine, logarithmic and exponential functions. For easier comparison, the L C vector corresponding to different delay candidates is normalized to a range of 0-1.0 in each subfigure. The left subfigures are the TDE results of noise-free data, while the right subfigures are the results for the noise-polluted data (the case where SNR equals 10lg10dB is shown). Since delays are not added during the data generation process, L C is supposed to reach the peak value when the delay is equal to 0.
As shown, L C reaches a unique peak value at the origin of the delay-axis for both the noise-free and noise-polluted cases, and the peak value of L C is obviously greater than the peak value at the nonzero delays. Therefore, the performance of CB-MLE agrees with Formula 13. All of the L C values at false delays (nonzero delays) are close to zero for the noise-free data, and are in a narrow range of 0-0.5 for the noise-polluted data. The results indicate that for case of TDE in which two random variables are related with a functional relationship, CB-MLE is effective and robust to Gaussian noise.
2) LOW-ORDER LINEAR SYSTEMS
To further investigate the validity of CB-MLE, TDE experiments are implemented on three low-order linear delay systems.
a: FIRST-ORDER INERTIAL SYSTEM
A first-order inertial delay system can be formulated with the transfer function
where α is a scale factor, the constant T determines the inertial property of the system, and τ is the time-delay to be identified. Recall Proposition 2, the estimation of time-delay τ will not be affected when α is replaced by 1. The TDE results using the proposed method for a specific example of this kind of system are presented in Fig.6 . The parameters are set as: α = 1, T = 5, and τ equals 20 times of the sample interval. A random Gaussian signal is used as an excitation (input signal) to generate the noise-free system response. To simulate the noise-polluted input-output data, another independent Gaussian signal is added to the system response. Here, the SNR of the noise-polluted output is set to 10lg10dB. Clearly, CB-MLE can be used to obtain an accurate time-delay. The TDE results with different methods for the inertial system are listed in Table 1 . These methods include CB-MLE, correlation analysis (CA) [2] , [3] , maximization of modulus correlation of CWT (MMC-CWT) [27] , LS [4] , [5] , particle swarm optimization (PSO) [32] and ANN [9] . LS, PSO and ANN are model-based methods. The system structure information is necessary for these methods which limits their application range. CB-MLE, CA and MMC-CWT are model-independent methods and are free of such constraints. Table 1 shows the mean average error (MAE) of the TDE results calculated from one hundred independent random experiments. Errors do not occur in CB-MLE, CA and LS when the SNR of the measured data is in a range of 0-10lg10dB. As the noise level increases, the performance of LS is rather poor, while the performance of CB-MLE and CA are satisfactory, the TDE error is approximately 1.5 times of the sample interval at a noise level of 10lg2dB. CB-MLE outperforms CA, PSO and ANN which are sensitive to the noise. MMC-CWT has the lowest performance and reasonable TDE results are not obtained when the measured data is polluted with noise. 
b: FIRST-ORDER INTEGRAL SYSTEM
A first-order integral system can be expressed as the following:
where τ is the target parameter to be estimated, and the scale factor β can be omitted during the TDE process with CB-MLE according to Proposition 2. Under the same experimental settings of the above inertial delay system, the TDE process is implemented with CB-MLE. Before estimating the time-delay, the observations of the system output should be replaced by {z i |z i = y i −y i−1 }. The reason is that the output of this type of system increases smoothly without many fluctuations, despite random changes in the input. As a result, model-dependent methods cannot capture the system dynamics with this type of output. The TDE results of the noise-free and noise-polluted cases for a first-order integral delay system are visualized in Fig.7 . Obviously, after the deintegration process, CB-MLE can estimate the time-delay accurately whether the output has noise or is noise free.
The TDE process for the integral system are carried out with CB-MLE and five other TDE methods. One hundred independent experiments are implemented at different noise levels, and the MAE for the time-delay estimation error is Table 2 for each method. The TDE methods behave similarly to the inertial system. Here, the proposed method has a small advantage to CA at a higher noise level. 
c: NONSELF-REGULATING SYSTEM
The transfer function of a second-order nonself-regulating system can be formulated as
where γ and T are constants that govern the performance of the system. According to Proposition 2, the constant γ can be replaced by 1 when identifying the time-delay using CB-MLE.
To test the performance of CB-MLE on this system, T is set equal to 5. The results are shown in Fig.8 . The highlighted and unique maximums of L C can be obtained at the correct time-delay for both the noise-free and noise-polluted cases. Experiments for CB-MLE, CA, MMC-CWT, LS, PSO and ANN are also carried out under the same experimental settings for the second-order nonself-regulating delay system. The results are presented in Table 3 . A comparison of the results shows that CB-MLE outperforms other methods. 
B. EXPERIMENTS OF A TWO-TANK SYSTEM
In this part, our method is tested using real-world data sampled from a two-tank system.
As shown in Fig.9 , the two-tank system has four components: the upper tank, lower tank, sink, water pump, and electric control valve. The two water tanks are connected in series and the amount of the water flow is directly controlled by the electric control valve. When the system is running, the water pump draws the water into the upper tank from the sink, and the water flows into the lower tank. Both the current used to drive the electric control valve and the level of the lower tank are recorded in real-time. This system is a typical second-order delay system, and the relationship between the valve current and the level of the lower tank can be approximately described by the following ordinary differential equation:
where A, B and C are constants, τ is the time-delay, y(t) and u(t) denote the level signal of the lower tank and valve current signal, respectively. To capture data from the two-tank system, a step disturbance is added to the current flowing through the electric control valve. The current value and the level of the lower tank are recorded and visualized in Fig.10 . The sampling interval t is 4 seconds, and 600 samples are recorded. A time-delay clearly exists between the valve current signal and the level signal of the lower tank. 11 shows the DE results of the two-tank system using CB-MLE. L C reaches a maximum value when the time-delaŷ d equals 23 times of the sampling interval, i.e., the time-delay between the valve current signal and the level signal of the lower tank is τ =d · t = 92 seconds. The TED results agree with the captured data shown in Fig.10 .
VI. CONCLUSIONS
The focus of this paper is on TDE for arbitrary SISO delay systems. A model independent method called CB-MLE is proposed. A logarithm likelihood function is constructed for the delay system and decomposed into a dependence structure part (DSL) and a margin-related part based on the copula theory. Taking the system time-delay as the argument of DSL, the time-delay is estimated by maximizing DSL. A simple algorithm is summarized to present the stepwise computational procedure of the proposed method. Experiments using both simulated and real data are carried out to demonstrate the potential and robustness of the proposed method. Future work will focus on extending the proposed idea for MIMO delay systems without prior structure information.
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