Purpose: Photon-counting detectors are expected to be the next big step in the development of medical computed tomography (CT). Accurate modeling of the behavior of photon-counting detectors in both low and high count rate regimes is important for accurate image reconstruction and detector performance evaluations. The commonly used ideal nonparalyzable (delta pulse) model is built on crude assumptions that make it unsuitable for predicting the behavior of photon-counting detectors at high count rates. The aim of this work is to present an analytical count statistics model that better describes the behavior of photon-counting detectors with nonzero pulse length. Methods: An analytical statistical count distribution model for nonparalyzable detectors with nonzero pulse length is derived using tools from statistical analysis. To validate the model, a nonparalyzable photon-counting detector is simulated using Monte Carlo methods and compared against. Image performance metrics are computed using the Fisher information metric and a comparison between the proposed model, approximations of the proposed model, and those made by the ideal nonparalyzable model is presented and analyzed. Results: It is shown that the presented model agrees well with the results from the Monte Carlo simulation and is stable for varying x-ray beam qualities. It is also shown that a simple Gaussian approximation of the distribution can be used to accurately model the behavior and performance of nonparalyzable detectors with nonzero pulse length. Furthermore, the comparison of performance metrics show that the proposed model predicts a very different behavior than the ideal nonparalyzable detector model, suggesting that the proposed model can fill an important gap in the understanding of pileup effects. Conclusions: An analytical model for the count statistics of a nonparalyzable photon-counting detector with nonzero pulse length is presented. The model agrees well with results obtained from Monte Carlo simulations and can be used to improve, speed up and simplify modeling of photoncounting detectors.
INTRODUCTION
The introduction of photon-counting spectral detectors is a promising next step in the evolution of medical computed tomography (CT). The potential benefits include higher contrast-to-noise ratio, material separation, and ultra-low-dose imaging. 1, 2 Considerable efforts have in recent years been devoted to the development of photon-counting spectral detectors for CT based on semiconductors, such as CZT and Silicon. 3, 4 In order for photon-counting detectors to become reality in the clinical environment, the detectors have to cope with the extreme photon fluences used in CT, which can exceed 3.5Á10 8 mm À2 s À1 at the detector. 5 At such high count rates, pulse pileup causes count loss and spectral distortion in the output signal.
The capability to accurately describe the count rate behavior of a detector is important, for example, in the development of count rate-dependent detector models and statistical reconstruction methods. Many models that describe the output count rates and/or the spectral distortion as function of the input count rate have therefore been developed. [6] [7] [8] [9] [10] [11] The analog signal from a high-energy photon interaction typically has a duration of a few hundred nanoseconds. In order not to register a pulse twice, a common mode of operation is to initiate a dead time at the beginning of each detected pulse. If the pulse height directly after the dead time is still above the lowest threshold, there are two options: either the dead time is extended without registering a new count (paralyzable behavior) or a new dead time is initiated and a new count is registered (nonparalyzable behavior).
For a detector with paralyzable behavior, the number of counts will reach a maximum at a particular input count rate and then decrease toward zero. Accurate models have been developed for describing detectors with paralyzable behavior using Fourier analysis to derive the number of threshold crossings. 10 For a detector with nonparalyzable behavior, the number of counts will instead increase monotonically and asymptotically reach a saturation value. In xray imaging, the nonparalyzable behavior is generally preferred since there is a one-to-one relationship between the input count rate and the output count rate. A popular model for the count statistics of a detector with nonparalyzable behavior is the ideal nonparalyzable detector model. 8, 9, 12, 13 This model assumes that any event that occurs during a dead time is discarded, which allows for simple analytic derivation of the mean and variance of the output counts. The model does, however, not accurately account for the effects of photon pulses having a certain duration (i.e., nonzero length), which causes it to overestimate count loss. To account for this effect, the seminonparalyzable detector model was introduced. 6, 7 The model assumes that at dead time is composed of two parts, one during which counts are lost and one during which counts are detected by triggering a consecutive dead time. From another viewpoint, the first dead time controls the pileup behavior for low count rates and the second determines the asymptotic high count rate behavior. It has been shown that the seminonparalyzable model agrees better with measured data than the ideal nonparalyzable model. 6, 7 In this work, we present an analytical model of the count statistics for a single threshold nonparalyzable detector with nonzero pulse length. The analytical count statistics model is based on the seminonparalyzable detector model and can be used to compute the distribution of the number of output counts for a given input count rate as well as the mean value and the variance of the output counts. Together with a model of the output count spectrum (of which there are several available), 9,14-16 a simple extension of the proposed model to a multibin photon-counting system is possible, 8 but its accuracy has yet to be studied.
The proposed model will be useful for correcting the measured number of output counts from a photon-counting detector, for constructing statistical models for material basis decomposition, and for increasing the general understanding of the behavior of photon-counting x-ray detectors.
MATERIALS AND METHODS

2.A. Background
2.A.1. Definitions
We assume that input events are from a Poisson process X(t) with count rate k. We use the typical conventions that X(t,s) denotes the number of input events in the time interval (t, s] and that X(t) ≜ X(0,t), that is, the number of input events between 0 and the time t. We also assume that with each input event, there is an associated energy corresponding to the energy deposited in a photon interaction.
We let Y(t) denote the output count process that results from sampling the filtered pulse train associated with X(t) with a nonparalyzable triggering logic with a dead time s. The setup is illustrated in Fig. 1 .
With a nonparalyzable triggering logic, we specifically mean that a dead time of fixed length s is triggered if the signal is above a certain threshold. New events do not cause the dead time to be aborted or extended, and after the dead time is finished, the detector triggers again if the signal is above said threshold.
We are interested in modeling the statistics of Y(t), that is, the observed counts, as a function of the true count rate k. One way of doing so, described in the next section, is to assume that the triggering logic operates on delta pulses instead of pulses with nonzero duration. The aim of this paper is to develop a statistical model of Y(t) that better represents the effects of pulses having nonzero duration.
2.A.2. The delta pulse model
A simple model of the effects of pileup is obtained by considering photon interactions and pulses in the detector to have zero extent in time, that is, to be delta pulses, and that energies of piled up events add to form the energy of the corresponding output count. While this model has a number of shortcomings, it leads to analytic formulas for count loss, count statistics, and spectral distortion. 8, 13 For the setup considered in this paper, that is, a nonparalyzable detector with dead time s, the model considers all events that occur during a dead time to be lost. For an input count process X(t) that is Poisson with count rate k, this yields a mean and variance of the output count process Y(t) given by
The output count process Y(t) is thus obviously not Poisson, a well-established fact in the literature. 8, 11, 17, 18 As the delta pulse model disregards the nonzero duration of the pulses, it discards events that occur toward the end of a dead time that, for a nonparalyzable detector with nonzero pulse length, would be counted directly after the dead time The height of the arrows indicate an associated energy E of the increments and not the size of the increment, which is always equal to one.
ends. The count loss predicted by Eq. (1) is, therefore, an overestimate of true count loss.
2.A.3. Evaluation of detector performance
A common way to evaluate the performance of photoncounting detectors for CT is to use the Cram er-Rao lower bound (CRLB) of the variance. 8, 19 The CRLB is a lower bound of the variance of any unbiased estimator of a parameter h, typically a material thickness in the case of CT, from the observed counts Y(t).
The CRLB is computed as the reciprocal or matrix inverse of the Fisher information
where p(Y(t); h) denotes the probability density function of Y(t) conditioned on the value of h. For a discrete random variable with a finite set of outcomes, such as photon counters, it follows by applying the derivative and expected value that
where p Y ½k; h ¼ PðYðtÞ ¼ k; hÞ denotes the probability mass function of Y(t) conditioned on the value of h and N is the maximal possible outcome of Y(t). Moreover, it can be shown that for a Gaussian multivariate random variable with mean l 2 R M and covariance R 2 R MÂM , the Fisher information is given by
where Tr denotes the matrix trace operator, and for independent Poisson random variables with mean l 2 R M that
where Diag : R M ! R MÂM denotes the diagonal matrix operator and the superscript ⊤ denotes the vector transpose. In order to perform an accurate estimation of the CRLB of a photon-counting detector, it is necessary to have a correct model of the count statistics.
2.A.4. Extension to a multibin system
An important question is how to extend a count statistics model of a single threshold photon-counting system to a model of a multibin photon-counting system. A key insight is that the sum of counts in a multibin system is equivalent to the output of a single threshold system.
There are several methods available for analytically modeling the output spectrum of a nonparalyzable detector, 9, [14] [15] [16] albeit with increased complexity for pulses with nonzero length and higher order pileup. With such a model, one can compute the probability that an output count ends up in bin i given that an output count is registered. If the output count statistics are known, a statistical description can then be posed for a photoncounting multibin system under the assumption of independent output count energies. 8 Let b ¼ ðb 1 ; . . .; b M Þ > 2 R M denote a vector of probabilities, where b i is the probability that an output count ends up in bin i given that an output count is registered, and the superscript ⊤ denotes the vector transpose. The mean and covariance of bin counts are then given by lðtÞ ¼ E½YðtÞb;
where Diag : R M ! R MÂM denotes the diagonal matrix operator and the superscript ⊤ denotes the vector transpose.
Although this formula is exact only for the delta pulse model, it captures the correlation between energy bins that is due to the decreased variance of the total number of counts at high count rates. The underlying assumption of independent output count energies will, however, not be true when pulses have a nonzero duration, This would likely lead to correlations between energy bins that are not incorporated by Eq. (6). It would be of interest to study the accuracy of Eq. (6) with a statistical model for systems with nonzero pulse lengths, such as the one developed in this paper, since using an analytical formula is much faster than performing Monte Carlo simulations.
2.B. Model
The seminonparalyzable detector model is a modification of the ideal nonparalyzable detector model that takes into account that an event occurring during a dead time may trigger an immediate consecutive dead time due to the extent of its pulse. 6, 7 The model assumes that a dead time of duration s is composed of two parts, a nonparalyzable part of duration s n followed by a seminonparalyzable part of duration s s , such that the total detector dead time is s = s n + s s . Accordingly, the detector operates in three modes; free, nonparalyzable, and seminonparalyzable according to the following principles, also illustrated in (i) If the detector is free at time t in , an input event triggers a dead time and causes the detector to be nonparalyzable in (t in ,t in + s n ] and seminonparalyzable in (t in + s n ,
A count is completed at time t in + s. (ii) An input event that occurs when the detector is nonparalyzable has no effect on the counter. (iii) An input event that occurs when the detector is seminonparalyzable triggers a consecutive dead time immediately after the one in which the input event occurred. (iv) An input event that occurs in (Às s , 0] causes a dead time to be triggered at t = 0.
Condition (iv) effects the first free time of the output count process and corresponds to a situation where input counts start arriving before the detector starts triggering. If the processes had started at the same time, the probability of triggering a dead time at t = 0 would be equal to zero.
For notational brevity, dependence on the parameters k, s s and s will not be explicitly denoted, for example, we write Y(t) instead of Y(t;k,s s ,s).
2.B.1. Probability density of free time in the output count process
Let T denote a free time in the output count process Y(t), that is, the time between the end of a dead time and the start of the next dead time. It is well known that the distribution of interarrival times in a Poisson process with rate k is exponential with mean parameter 1/k. Let f(t) denote the exponential probability density, f ðtÞ ¼ ke Àkt UðtÞ;
and let F(t) denote the corresponding cumulative distribution function,
where U(t) denotes the Heaviside step function,
Let t 0 be either the start of Y(t), that is, equal to zero, or the end of a dead time in Y(t) and let Dt = t À t 0 . By the principles stated above, the probability of observing a free time T ≤ Dt is given by PðT DtÞ ¼ Pðany counts inðt 0 À s s ; t 0 ÞUðDtÞ þ Pðzero counts inðt 0 À s s ; t 0 Þ Â Pðany counts inðt 0 ; t 0 þ DtÞ (10) and by the properties of the Poisson process, these probabilities are given by
FðDtÞ¼ PðXðt 0 ; t 0 þ DtÞ [ 0Þ: (11) It thus follows that
PðT DtÞ ¼ pUðDtÞ þ qFðDtÞ (12) and that a free time T has a corresponding probability density
where d(t) denotes the Dirac delta function. The probability density of free time in the output process is thus exponential in character, like the interarrival times in X(t), but adjusted to include the nonzero probability of observing a free time equal to zero in Y(t).
2.B.2. Asymptotic mean and variance of the output count process
Using the probability distribution of free time in Y(t), the asymptotic statistics (i.e., mean value and variance) of Y(t) can be derived using tools from renewal theory. 11, 12, 20, 21 That Y(t) is a renewal process can be understood by realizing that it repeats itself after each registered event, a time to renewal in Y(t) is thus given by R = T + s. If R has mean l R and variance r 2 R , then Y(t) is asymptotically Gaussian 11, 20, 21 with mean and variance
We let the asymptotic mean and variance normalized by time be denoted bỹ
These quantities are useful for comparison with simulation. By evaluating Eq. (13) (see Appendix A for the full computation), it follows that
and it follows by insertion into Eq. (15) that
Illustration of seminonparalyzable dead time behavior: condition (i) corresponding to when an input event occurs when the detector is free; condition (ii) corresponding to when an input event occures when the detector is nonparalyzable; condition (iii) corresponding to when an input event occurs when the detector is seminonparalyzable; and condition (iv) corresponding to when an input event occurs right before t = 0.
In the case where the seminonparalyzable dead time s s = 0, the moments of the classic nonparalyzable detector model Eq. (1) is obtained.
2.B.3. Distribution of the output count process
Let S n denote the sum of the n first free times of the detector. Since addition of random variables corresponds to convolution of their probability densities, the probability density of S n is the n-fold convolution of f T as given by Eq. (13), denoted
Using, for example, the convolution theorem of Fourier transforms and the binomial theorem, it can be shown that
B nk f Ãk ðtÞ; (19) where B nk denotes the kth term in the binomial expansion of (p + q) n , given by
Recognizing that f Ãk ðtÞ is the probability density of the sum of k independent exponential random variables, it is found to be equal to the density of the Erlang distribution with parameters k and k, 
with the corresponding cumulative distribution
A complete derivation of formulas Eqs. (21) and (22) can be found in Appendix A. For notational brevity, we now introduce the Poisson probability function
Integration of Eq. (19) and insertion of Eq. (22) then yield that the cumulative distribution of S n is
where the last equality follows from the fact that
Since the time it takes to count n events is equal to n free times plus n dead times, the probability that at least n events have been counted at a time t is given by PðYðtÞ ! nÞ ¼ PðS n þ ns tÞ ¼ F S n ðt À nsÞ:
The cumulative distribution of Y(t), denoted F Y,n (t), is thus given by
For a given time t, the output count process Y(t) can take the values 0,. . .,bt=sc. Evaluation of Eq. (27) using Eq. (24) then yields that
P m ðkðt À nsÞÞ; 0\n bt=sc,
Finally, it follows that the probability distribution of the output count process Y(t), which we denote by p Y [n], is given by
for n = 0, . . ., bt=sc It is worth to note that the distribution of the output count process Y(t) can be expressed using the dimensionless quantities ks, s s /s and t/s, which means that Y(t) depends on the relationship between the parameters k, s, s s , and t rather than the absolute value of any single parameter.
2.C. Model validation
In order to assess the validity of the developed statistical model, we simulate a simple charge sensitive amplifier with pulse shaping and a nonparalyzable digital counter and estimate the mean and variance using Monte Carlo methods. We then compare the estimated mean and variance with those predicted by Eq. (17) .
A small but important detail is how count rate-dependent offset is treated, since if not accounted for this leads to counter saturation by spurious noise counts. In photoncounting applications, it is desirable to have a stable baseline of the analog signal after filtration, this is typically achieved either by bipolar shaping 22 or by unipolar shaping combined with a baseline holder. 7, 23 The latter approach benefits from having a greater ratio of peak width to pulse length (for equal pulse lengths) and shorter correlation time (for equal peaking times). 23 For these reasons, we choose to model a circuit with unipolar shaping and a baseline holder.
2.C.1. Pulse train simulation
A pulse train is computed with the following steps for a given frame time t f , a given input count rate k, and a given spectrum of energies Φ(E). The time interval [Às, t f ] is discretized with a step size D, where we assume that both s and t f are integer multiples of D. A number of arrivals N is drawn from a Poisson distribution with mean k (t f + s); a set of arrival times, T ¼ ft 1 ; . . .;t N g, is drawn from a uniform distribution on [Às, t f ] and rounded to an integer multiple of D; and a set of energies {E 1 ,. . .,E N } is drawn from a distribution Φ(E)
We use the following unipolar pulse shape with peaking time s p , shown in Fig. 3(a) ,
to compute the pulse kernel
The next step is to simulate the baseline holder (BLH), denoted by z[i]. It is simulated using the following forward difference equation,
where f BLH describes the dynamics of the BLH, also shown in Fig. 3(b) ,
Here, k up is the maximal rise rate and k down is the maximal fall rate of the BLH. The desired behavior of the BLH is to track the floor of the pulse train. This is achieved when the fall time of the BLH is significantly greater than its rise time, and thus when k down ≫ k up . The simulation in Eq. (34) is repeated with a circular boundary condition until steady state is reached. Finally, the baseline holder is subtracted from the filtered pulse train x h and the result is downsampled with a factor k to simulate a digital signal
The reason for downsampling is that the filtered pulse train x h simulates an analog signal and we want to choose D small enough to avoid discretization artefacts. Examples of the Monte Carlo-simulated pulse trains are shown in Fig. 4 , demonstrating the effect of the baseline holder for two different input count rates.
2.C.2. Counter simulation
The output count process is simulated using Algorithm 1, which simulates a simple nonparalyzable counter with dead time s, with the baseline shifted filtered pulse train x d as input. In the algorithm, Y denotes the number of counts, x 0 denotes the lowest threshold of the counter and the quantity kD denotes the time discretization step in x d . The algorithm stops at t f À s since we assume that a dead time must complete for a count to be added. The lowest threshold is set to reject close to all noise counts. ), that is, the rate at which the baseline holder adjusts its value as a function of the pulse height (in keV) at a given time. The baseline holder adjusts rapidly to pulse heights with negative amplitude and slowly to pulse heights with positive amplitude.
2.C.3. Simulation parameters
Fixed simulation parameters are presented in Table I . Some specific choices are the dead time s was chosen to be slightly below four times the peaking time s p since this minimizes the effect counting a single event twice; the peaking time s p was chosen to be 40 ns since this is an option for at least one photon-counting ASIC 7 ; the discretization step D was chosen to produce a visually smooth pulse kernel h and the downsampling factor k to simulate a 100 MHz digital sampling rate; the BLH fall rate k down was chosen with help of visual inspection to be ten times greater than the rise rate k up .
The spectrum of energies Φ(E) is a simulated x-ray tube spectrum, 24 assuming a 120 kVp tube voltage and a 10 ∘ tungsten anode, with 6 mm aluminum and 0.6 mm beryllium filtration. To simulate spectra with different hardness, we add an additional filtration of 0, 10, or 20 cm water. Linear attenuation coefficients were obtained from NIST. 25 For each spectrum, pulse trains are simulated for a set of count rates k in the range [0.001/s, 5/s]. Each setting is simulated for a minimum of 50 realizations, after which the mean and variance of Y are estimated by its sample mean,l Y , and sample variance,r 2 Y . The simulation is then continued until the standard error of the sample mean is below 10 À2 and standard error of the sample variance is below 10 À3 . They are computed using the following formulas,
where n denotes the number of realizations.
2.C.4. Model fit
To evaluate the validity of the developed model, we fit the asymptotic mean and variance predicted by Eq. (17) to the time normalized simulated mean and variance of Y for the different simulated x-ray spectra. The fit is performed with respect to the parameter s s , keeping s at its known value. For comparative purposes, we also plot the mean and variance predicted by the ideal nonparalyzable model for a couple of different s.
2.D. Pileup degradation of detector performance
In this section, we demonstrate how the developed model can be used to predict the impact of pileup on image quality. This serves multiple purposes; we gain insight of qualitative differences between the developed model and the ideal nonparalyzable detector model and we also study if the analytical count distribution (29) can be approximated with good accuracy using its asymptotic moments (17) . While it is always possible to use the full distribution of counts as a function of count rate when simulating the behavior of a photon-counting detector, it would be computationally faster to use an approximation if it is known to be accurate.
Since no spectral model has been developed in this paper, we study the task of estimating a change in density of soft tissue for varying count rates. Let LAC soft (E) denotes the linear attenuation coefficient of soft tissue, where E is the photon energy.
We assume that the number of input events is a Poisson random variable with mean kt, where t is the frame time and
where h is the thickness of the attenuating material and I 0 is the count rate before transmission. We assume transmission through h = 1 cm of soft tissue and that Φ(E) is the same xray tube spectrum used in the previous section. We compute the Fisher information of h as a function of count rate k, denoted F ðh; kÞ according to Eqs. (3), (4) (17) with s s / s = 0.9. The value of s s /s = 0.9 is used because it is close the optimal parameters found for each spectrum in the model fit to the Monte Carlo simulated data.
In each case, we compute F ðh; kÞ for two series of increasing count rates k, one where the frame time t is fixed and one where the dose is fixed by keeping the product of count rate and frame time kt constant. Using these series, we compute SNR 2 
where c is some constant. Although it is uncommon to define SNR 2 as the Fisher information, their equivalence in this particular case follows from that for any unbiased estimatorĥ of h, the SNR 2 is given by
Since h in our case is a constant, we have that the maximal SNR 2 is proportional to the Fisher information.
3. RESULTS Figure 5 shows the simulated mean (a)-(c) and variance (b)-(d) of the output count process as a function of the normalized input count rate ks for three different input spectra: a nominal 120 kVp and 10 ∘ tungsten anode spectrum with 6 mm aluminum and 0.6 mm beryllium filtration, with additional filtration by 0, 10, and 20 cm water, respectively.
For each spectrum, the seminonparalyzable mean and variance as given by (17) were fit to the simulated data points using nonlinear fitting of the parameter s s . The seminonparalyzable model fits are shown in Figs. 5(a) and 5(b). The best model fits were obtained for s s equal to 0.88s, 0.91s, and 0.93s, for 0, 10, and 20 cm water, respectively. The difference between the mean output count curves for the different simulated spectra is small, but the observed change in the model parameter s s indicates that a higher filtration of the incident spectrum leads to a higher probability of counting an event that arrives during a dead time. The proposed model fits well to both the estimated mean and variance for each simulated spectrum.
The mean and variance predicted by the ideal nonparalyzable detector model (1) for different dead time parameters are shown for comparison in Figs. 5(c) and 5(d). Compared to the seminonparalyzable model, the ideal nonparalyzable model does not fit well to the simulated mean and variance in the entire range of input count rates for any single value dead time parameter. Figure 6 shows the result from the detector performance simulations, described in Section 2.D, where the predictions of SNR 2 and dose efficiency using different count models are compared. The Gaussian approximation performs well in predicting the true SNR 2 true dose efficiency for input count rates up to approximately 3ks, after which the SNR 2 and dose efficiency are becoming overestimated. Note that how well the Gaussian approximation performs depends on the length of the frame time t. For longer frame times, the Gaussian approximation will be more accurate.
DISCUSSION
When evaluating photon-counting systems for imaging, it is convenient and desirable to be able to use probability distributions of the number of detected counts rather than Monte Carlo simulations, mainly because of computational speed. It is important that such distributions accurately describe the behavior of the simulated detector in order to obtain accurate results.
It is shown how the proposed model can be used to compute performance metrics such as dose efficiency and SNR bound). From this, we learn that Gaussian approximation using the asymptotic mean and variance of the distribution can be used with good accuracy up to a certain count rate, which would cut simulation time even further since the number of operations involved is reduced. If approximation is used, it would be necessary to confirm that the range of count rates is lower than a certain limit, since for very high count rates, the relative error becomes quite large. If, instead, the full count distribution is used for simulation, no conditions have to be fulfilled, which could be useful for simulation of worst-case scenarios in terms of count rate.
Perhaps, more interestingly, the simulations show that the proposed model and the ideal nonparalyzable detector model predict very different performance behaviors. As is shown in Figure 6 , the ideal nonparalyzable detector model predicts a monotonically increasing SNR 2 as a function of count rate, a clearly unphysical effect, whereas the proposed model predicts a decrease in SNR 2 above a certain count rate. Furthermore, the ideal nonparalyzable underestimates dose efficiency for low count rates and overestimates it for high count rates, indicating that it is a poor model to use for detector evaluation.
The proposed model can be used together with a spectral model to estimate the count statistics and to evaluate the performance of a photon-counting multibin detector using the formulae in Section 2.A.4, although there remain challenges to model correlations between energy bins that are due to the nonzero pulse length as well as adapting a spectral model to the effect of a pulse carrying over into a consecutive dead time.
CONCLUSIONS
An analytical model for the count statistics of a nonparalyzable detector with nonzero pulse length has been presented. It is shown that the model accurately describes the mean and variance of the output counts from a Monte Carlosimulated detector. The simulations also show that the model parameters are stable with respect to changes in the input spectrum of x-ray energies, a very useful feature if the model is to be used in more complex simulations of a photon-counting imaging system.
The presented model can be used to improve, speed up, and simplify modeling of photon-counting imaging systems and give important insights into the behavior of photoncounting detectors.
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APPENDIX A DERIVATIONS
Proposition 1
The random variable T with probability density f T ðtÞ ¼ pdðtÞ þ qf ðtÞ;
where p + q = 1 and f(t) denote the exponential probability density f(t) = ke Àkt U(t), where U(t) denotes the Heaviside step function, has mean and variance
tf ðtÞdt since td(t) = 0 under integration. Evaluation of the remaining integral yields
Thus, E½T ¼ q=k. We proceed by computing E½T 2 and again by definition,
since also t 2 d(t) = 0 under integration. Evaluation of the remaining integral yields
which completes the proof.
Proposition 2
The k-fold convolution of the exponential probability density f(t) = ke Àkt U(t), denoted f Ãk ðtÞ, where U(t) denotes the Heaviside step function, is given by the formula f Ãk ðtÞ ¼ ðktÞ
Proof
We will prove this by induction. For the base step, we show that the formula holds for k = 1. Since the 1-fold convolution of a function is just the function itself, we want to show that f Ãk ðtÞ = f(t) and indeed,
For the inductive step, we assume that the proposition holds for a given k, we then have that and by integration, it follows that
The proposition then holds by induction.
Proposition 3
The cumulative distribution function of the sum of k identical and independently distributed exponential random variables is given by 
Proof
Since the probability density of the sum of independently distributed random variables is equal to the convolution of each random variable's probability density, the probability density of the sum of k identical and independently distributed exponential random variables is given by the k-fold convolution of the exponential probability density f(t) = ke Àkt U(t), where U(t) denotes the Heaviside step function. Let f k (t) denotes this probability density. By Proposition 2, f k (t) is equal to f k ðtÞ ¼ f Ãk ðtÞ ¼ ðktÞ kÀ1 ðk À 1Þ! f ðtÞ: It is easy to verify that F k (0) = 0, then by the fundamental theorem of calculus, it holds that Z t
À1
f k ðsÞds ¼ 
