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1. Introduction
The Terwilliger algebra [27–29] is an active area of research. See [30] and the references therein.
The purpose of the present paper is to demonstrate how the theory of the Terwilliger algebra can also
be applied to problems in coding theory.
The Assmus–Mattson theorem is a very famous theorem relating linear codes and combinatorial
designs:
Theorem 1.1 (Assmus–Mattson [1]). Let Y denote a linear code of length D over Fq withminimumweight
δ. Let Y⊥ denote the dual code of Y , withminimumweight δ∗. Suppose t ∈ {1, 2, . . . ,D} is such that there
are at most δ − t weights of Y⊥ in {1, 2, . . . ,D− t}, or such that there are at most δ∗ − t weights of Y
in {1, 2, . . . ,D− t}. Then the supports of the words of any fixed weight in Y form a t-design.
There are several proofs and strengthenings of this theorem. See [7,6,24,2,25] for instance.
Delsarte [12] proved anAssmus–Mattson-type theorem for general cometric schemes, andMartin [18]
studied the Assmus–Mattson theorem for Johnson schemes based on Delsarte’s algebraic version.
Theorem 1.1 has also been generalized to Z4-linear codes. See e.g., [26].
In this paper, we use the Terwilliger algebra to provide a new approach to Theorem 1.1. In fact, we
prove three versions of the Assmus–Mattson theorem (Theorems 3.2, 4.3 and 5.2) and two corollaries
(Corollaries 3.5 and 4.6). Theorem 4.3 coincides with Delsarte’s version whereas Theorem 3.2 seems
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new and is the dual to Theorem 4.3 for general metric schemes. Both theorems are proved by
using only the basic properties of the irreducible modules of the Terwilliger algebra. Corollaries 3.5
and 4.6 may improve these theorems assuming sufficient thinness and dual thinness, respectively.
Section 5 deals with metric and cometric schemes. The main theorem in this section is Theorem 5.2,
and we apply recent results of Terwilliger on the displacement and split decompositions [30].
An interesting consequence is that Theorem 1.1 still holds for nonlinear codes as well (with an
appropriate interpretation of the ‘‘weights of the dual code’’; see Example 2.3). This is explained in
Example 5.5. In Section 6, we compare these Assmus–Mattson theorems and their corollaries. This
section also includes a new proof to the minimum distance bound shown by Martin [20] as well as its
dual (Examples 6.6 and 6.10).
2. Preliminaries
Throughout this paper, let (X,R) denote a symmetric association scheme with D classes. Thus X is
the vertex set and R = {R0, R1, . . . , RD} is the set of associate classes. We refer the reader to [3,5,27]
for terminology and background materials on association schemes and the Terwilliger algebra.
Let V denote a vector space over C with a distinguished basis {xˆ : x ∈ X} and a Hermitian
inner product 〈xˆ, yˆ〉 = δxy (x, y ∈ X). For every χ ∈ V and a subspace W ⊆ V , χ |W will denote
the orthogonal projection of χ on W . Let MatX (C) denote the C-algebra of all matrices over C with
rows and columns indexed by X . Then MatX (C) acts on V from the left in an obvious manner. Let
A0 = I, A1, . . . , AD ∈ MatX (C) denote the associate matrices and let E0 = |X |−1J, E1, . . . , ED denote
the primitive idempotents for the Bose-Mesner algebraM = 〈A0, A1, . . . , AD〉, where J denotes the all
ones matrix.
Pick any x ∈ X . For each 0 6 i 6 D, Ri(x) = {y ∈ X : (x, y) ∈ Ri}will denote the ith subconstituent
of (X,R) with respect to x. Let E∗i (x), A
∗
i (x) ∈ MatX (C) denote the ith dual idempotent and the ith
dual associate matrix with respect to x, respectively (0 6 i 6 D). They span the dual Bose-Mesner
algebra M∗(x) with respect to x. We recall E∗i (x), A
∗
i (x) are the diagonal matrices with (y, y)-entries
(E∗i (x))yy = (Ai)xy, (A∗i (x))yy = |X |(Ei)xy. The Terwilliger algebra T (x) of (X,R) with respect to x is
the subalgebra of MatX (C) generated by M and M∗(x). We remark T (x) is semisimple and any two
nonisomorphic irreducible T (x)-modules in V are orthogonal.
For the remainder of this section, fix x ∈ X and write E∗i = E∗i (x) (0 6 i 6 D), T = T (x). LetW ⊆ V
denote an irreducible T -module. Set
Ws = {0 6 i 6 D : E∗i W 6= 0}, W ∗s = {0 6 j 6 D : EjW 6= 0}.
We call Ws,W ∗s the support and the dual support of W , respectively. The diameter (resp. the dual
diameter) ofW is defined by d(W ) = |Ws| − 1 (resp. d∗(W ) = |W ∗s | − 1). We sayW is thinwhenever
dim E∗i W 6 1 for all i, and we sayW is dual thinwhenever dim EjW 6 1 for all j.
Suppose for the moment that (X,R) is metric with respect to the ordering A0, A1, . . . , AD. The
endpoint of an irreducible T -moduleW ⊆ V is r(W ) = min{0 6 i 6 D : E∗i W 6= 0}. We remark that
the primary moduleMxˆ is a unique irreducible T -module with endpoint zero. We shall freely use the
following basic fact:
Lemma 2.1 ([27, Lemma 3.9]). Suppose (X,R) is metric with respect to the ordering A0, A1, . . . , AD and
write A = A1. Let W ⊆ V denote an irreducible T -module and set r = r(W ), d = d(W ). Then the
following hold:
(i) AE∗i W ⊆ E∗i−1W + E∗i W + E∗i+1W (0 6 i 6 D), where E∗−1 = E∗D+1 = 0.
(ii) Ws = {r, r + 1, . . . , r + d}.
(iii) E∗i AE
∗
kW 6= 0 if |i− k| = 1 (r 6 i, k 6 r + d).
(iv) If W is thin, then W is dual thin.
Next suppose (X,R) is cometric with respect to the ordering E0, E1, . . . , ED. The dual endpoint of
an irreducible T -module W ⊆ V is r∗(W ) = min{0 6 j 6 D : EjW 6= 0}. We remark that Mxˆ is a
unique irreducible T -module with dual endpoint zero.
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Lemma 2.2 ([27, Lemma 3.12]). Suppose (X,R) is cometric with respect to the ordering E0, E1, . . . , ED
and write A∗ = A∗1(x). Let W ⊆ V denote an irreducible T -module and set r∗ = r∗(W ), d∗ = d∗(W ).
Then the following hold:
(i) A∗EjW ⊆ Ej−1W + EjW + Ej+1W (0 6 j 6 D), where E−1 = ED+1 = 0.
(ii) W ∗s = {r∗, r∗ + 1, . . . , r∗ + d∗}.
(iii) EjA∗E`W 6= 0 if |j− `| = 1 (r∗ 6 j, ` 6 r∗ + d∗).
(iv) If W is dual thin, then W is thin.
To avoid triviality, we say a vector χ ∈ V is a code whenever χ 6∈ E0V and χ 6∈ E∗0 (z)V for every
z ∈ X . We also say a subset Y ⊆ X is a code provided its characteristic vector χY =∑y∈Y yˆ is a code; in
other words, Y is a code whenever 1 < |Y | < |X |. To each code χ in V we associate four fundamental
parameters (with respect to the base vertex x ∈ X and given orderings of the associate matrices and
the primitive idempotents):
δx(χ) = min{i 6= 0 : E∗i χ 6= 0}, sx(χ) = |{i 6= 0 : E∗i χ 6= 0}|,
δ∗(χ) = min{j 6= 0 : Ejχ 6= 0}, s∗(χ) = |{j 6= 0 : Ejχ 6= 0}|.
When χ = χY for a code Y ⊆ X , we write δx(Y ), sx(Y ), and so on. In this case, we also set
δ(Y ) = min{i 6= 0 : 〈χ, Aiχ〉 6= 0}, s(Y ) = |{i 6= 0 : 〈χ, Aiχ〉 6= 0}|.
We call δ(Y ), δ∗(Y ), s(Y ), s∗(Y ) the minimum distance, dual distance, degree and dual degree of Y ,
respectively.
Some of themost important families of association schemes are associatedwith regular semilattices
(see [11] for the definition). Below we give two examples:
Example 2.3. Let Q = {0, 1, . . . , q − 1} (q > 2). Introduce a new symbol ‘‘·’’, and let L denote the
set of words of length D over Q ∪ {·}. For u = (u1, . . . , uD), v = (v1, . . . , vD) ∈ L , we set u 4 v if
and only if ui = · or ui = vi, for all i. Then (L ,4) defines a regular semilattice (Hamming lattice) with
rank function rank(u) = |{i : ui 6= ·}|, and the top fiber induces the Hamming scheme H(D, q). It is
both metric and cometric. Every irreducible T -module W ⊆ V is thin (thus dual thin) and satisfies
r(W ) = r∗(W ). Moreover, if q = 2 then d(W )(= d∗(W )) = D−2r(W ). More detailed information on
the irreducible T -modules of the Hamming scheme can be found in [29, Section 6], [15]. See also [23,
14]. We remark that if Y denotes a code in H(D, q) then δ∗(Y ) − 1 coincides with the (maximum)
strength of Y as an orthogonal array [10, Theorem 4.4]. If moreoverQ is the finite field Fq, Y is linear
with dual code Y⊥ and the base vertex x is the zero vector (0, 0, . . . , 0), then EjχY 6= 0 if and only if
E∗j χY⊥ 6= 0 (0 6 j 6 D) [10, Chapter 6]. See also [5, Section 2.10].
Example 2.4. LetΩ = {1, 2, . . . ,N} and setL = {u ⊆ Ω : |u| 6 D}, whereD 6 bN/2c. Then (L ,4),
where the partial order 4 is given by inclusion, forms a regular semilattice (truncated Boolean lattice)
with rank function rank(u) = |u|. The top fiber induces the Johnson scheme J(N,D). It is both metric
and cometric. Every irreducible T -moduleW ⊆ V is thin (thus dual thin) and satisfies r(W ) 6 r∗(W ).
Information on the irreducible T -modules of the Johnson scheme can be found in [29, Section 6]. See
also [23, Section III]. We remark that if Y denotes a code in J(N,D) then δ∗(Y )− 1 coincides with the
(maximum) strength of Y as a t-(N,D, λ) design [10, Theorem 4.7].
3. Assmus–Mattson theorem for metric schemes
In this section, we assume that (X,R) is metric with respect to the ordering A0, A1, . . . , AD. Thus
Γ = (X, R1) is a distance-regular graph and ∂(·, ·) will denote the graph distance in Γ . We fix x ∈ X
and write E∗i = E∗i (x) (0 6 i 6 D), T = T (x).
Definition 3.1. For convenience, we say a vector χ ∈ V is a relative t-codesign with respect to x if E∗i χ
and Aixˆ are linearly dependent for all 1 6 i 6 t .
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The first version of our Assmus–Mattson theorems is a variant of Delsarte’s result (see the remark
below):
Theorem 3.2 (Assmus–Mattson, Version 1). Let χ denote a code in V . Set δx = δx(χ), s∗ = s∗(χ). Then
A`χ is a relative (δx − s∗)-codesign with respect to x for 0 6 ` 6 D.
Proof. Set A = A1 and U = (Mxˆ)⊥ (the orthogonal complement in V ). We observe U is the linear
span of all irreducible T -modulesW ⊆ V with r(W ) > 0. Set S = {j 6= 0 : Ejχ 6= 0}. Then
χ |U ∈
(
D∑
i=δx
E∗i U
)
∩
(∑
j∈S
EjU
)
.
Since A generates M and takes s∗(= |S|) distinct eigenvalues on∑j∈S EjU , we find Mχ |U is spanned
by χ |U , Aχ |U , . . . , As∗−1χ |U and thus (cf. Lemma 2.1(i))
Mχ |U ⊆
D∑
i=δx−s∗+1
E∗i U .
This proves E∗i Mχ ⊆ CAixˆ for all 1 6 i 6 δx − s∗. In particular, E∗i A`χ ∈ CAixˆ for 0 6 ` 6 D. 
Remark 3.3. Let Y denote a code in X . Set δ = δ(Y ), s∗ = s∗(Y ). Delsarte [10, Theorem 5.11] showed
that Y is (δ − s∗)-regular (i.e., |Y ∩ R`(z)| depends only on ` and ∂(z, Y ) = min{∂(z, y) : y ∈ Y }
whenever 0 6 ∂(z, Y ) 6 δ − s∗). See also [5, Theorem 11.1.1].
The following lemma shows that the code χ in Theorem 3.2 exhibits far stronger regularity if
the irreducible T -modules with small endpoints are thin, and validates the term ‘‘Assmus–Mattson’’
above:
Lemma 3.4. Let χ denote a vector in V . Then the following are equivalent:
(i) χ is orthogonal to every irreducible T -module W ⊆ V with 1 6 r(W ) 6 t.
(ii) Fχ is a relative t-codesign with respect to x for any F ∈ T . In particular, A`χ is a relative t-codesign
with respect to x for 0 6 ` 6 D.
Suppose every irreducible T -module with endpoint at most t is thin. Then the second part
of (ii) implies (i) (and thus (ii)).
Proof. With the same notation as in the proof of Theorem 3.2, (ii) is equivalent to Tχ |U ⊆∑D
i=t+1 E
∗
i U; in other words,
Tχ |W ⊆
r(W )+d(W )∑
i=t+1
E∗i W
for every irreducible T -module W ⊆ V with r(W ) > 0. Since Tχ |W equals 0 or W according to
whether χ |W is zero or not, the equivalence of (i) and (ii) follows immediately from this comment.
Let W ⊆ V denote an irreducible T -module with 1 6 r(W ) 6 t and suppose W is thin. Then
Mχ |W cannot be a subspace of∑r(W )+d(W )i=t+1 E∗i W unless χ |W = 0 (cf. Lemma 2.1(iii)). This completes
the proof. 
As an application of the technique discussed above, we may improve Theorem 3.2 assuming
sufficient thinness:
Corollary 3.5. Let χ denote a code in V . Set δx = δx(χ). Suppose t ∈ {1, 2, . . . ,D} is such that
|{j ∈ W ∗s : Ejχ 6= 0}| 6 δx − r(W )
for each irreducible T -module W ⊆ V with 1 6 r(W ) 6 t. If every irreducible T -module with endpoint at
most t is thin, then Fχ is a relative t-codesign with respect to x for any F ∈ T .
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Proof. LetW ⊆ V denote an irreducible T -module with 1 6 r(W ) 6 t and set S = {j ∈ W ∗s : Ejχ 6=
0}. Then as in the proof of Theorem 3.2 we find
Mχ |W ⊆
r(W )+d(W )∑
i=δx−|S|+1
E∗i W .
However sinceW is thin and r(W ) 6 δx−|S|, this forces χ |W = 0 (cf. Lemma 2.1(iii)). Now the result
follows from Lemma 3.4. 
Example 3.6. Suppose (X,R) is the Hamming scheme H(D, q). Let Y denote a code in X and assume
χY satisfies the equivalent conditions (i), (ii) in Lemma 3.4. Then setting F = A`E∗k (0 6 k, ` 6 D) we
find |Y ∩Rk(x)∩R`(z)| is independent of z ∈ Rt(x). In particular, when x = (0, 0, . . . , 0) the supports
of the codewords of fixed weight k form a t-design (in J(D, k)). We remark that for q = 2, (half of)
Theorem 1.1 follows from Corollary 3.5.
Example 3.7. Again suppose (X,R) is the Hamming scheme H(D, q). When q is a prime power, there
are many nonlinear single-error-correcting perfect codes (containing (0, 0, . . . , 0); see e.g., [22]).
They haveminimumdistance three and dual degree one. Thus Theorem 3.2, together with Lemma 3.4,
shows that these codes support 2-designs.
Example 3.8. The [24, 12, 8] extended binary Golay code has covering radius four and is self-dual
withweight enumerator x24+759x16y8+2576x12y12+759x8y16+y24 (where x, y are indeterminates).
Thus Corollary 3.5 shows that a coset of weight four supports 1-designs. On the other hand, it is well-
known that the codewords of a fixed weight form a 5-design.
Example 3.9. Suppose (X,R) is the Johnson scheme J(N,D). Let Y denote a code in X and assume χY
satisfies the equivalent conditions (i), (ii) in Lemma 3.4. Then for every 0 6 k 6 D, {(x − y, y − x) :
y ∈ Y ∩ Rk(x)} (which is a subset of J(D, k) ⊗ J(N − D, k)) has the following property; there exists a
constant λ such that for any t-subsets ξ ⊆ x and η ⊆ Ω − x, the number of elements y ∈ Y ∩ Rk(x)
satisfying ξ ⊆ x− y and η ⊆ y− x is exactly λ. Such combinatorial objects are (among other things)
studied in detail in [19].
Example 3.10. The 5-(24, 8, 1) largeWitt design has block intersection numbers 4, 2 and 0 so that the
minimum distance is four, and it can be checked that this design has dual degree two (more precisely,
it is a {1, 2, 3, 4, 5, 7}-design; see [7]). Thus if the base vertex x is chosen from the design, then by
Theorem 3.2 we can take t = 2 in the previous example.
4. Assmus–Mattson theorem for cometric schemes
In this section, we assume that (X,R) is cometric with respect to the ordering E0, E1, . . . , ED. We
fix x ∈ X and write E∗i = E∗i (x) (0 6 i 6 D),M∗ = M∗(x), T = T (x).
Definition 4.1 ([12]). A vector χ ∈ V is said to be a relative t-design with respect to x if Ejχ and Ejxˆ are
linearly dependent for all 1 6 j 6 t .
The notion of relative t-designs has a geometric interpretation when the scheme is associated with a
regular semilattice:
Example 4.2. Suppose (X,R) is induced on the top fiber X of a short regular semilattice (L ,4). (A
semilattice (L ,4) is short if X ∧ X = L .) In this case, Delsarte [12, Theorem 9.8] showed that χ ∈ V
is a relative t-design with respect to x if, and only if, for each object u ∈ L such that rank(u) = t ,∑
y∈X,u4y〈χ, yˆ〉 depends only on rank(x ∧ u).
We may also use the Terwilliger algebra to give a new proof of Delsarte’s algebraic version of the
Assmus–Mattson theorem (cf. [5, Theorem 2.8.1]):
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Theorem 4.3 (Assmus–Mattson, Version 2 [12, Theorem 8.4]). Let χ denote a code in V . Set δ∗ = δ∗(χ),
sx = sx(χ). Then E∗kχ is a relative (δ∗ − sx)-design with respect to x for 0 6 k 6 D.
Proof. By an argument similar to the proof of Theorem 3.2, we find EjM∗χ ⊆ CEjxˆ for all 1 6 j 6
δ∗ − sx. In particular, EjE∗kχ ∈ CEjxˆ for 0 6 k 6 D. 
Remark 4.4. Let Y denote a code in X . Set δ∗ = δ∗(Y ), s = s(Y ). Delsarte [10, Theorem 5.24] also
showed that if δ∗ > s then Y is regular (i.e., 0-regular; for each k, |Y ∩ Rk(y)| does not depend on the
choice of y ∈ Y ).
The following lemma is the counterpart to Lemma 3.4:
Lemma 4.5. Let χ denote a vector in V . Then the following are equivalent:
(i) χ is orthogonal to every irreducible T -module W ⊆ V with 1 6 r∗(W ) 6 t.
(ii) Fχ is a relative t-design with respect to x for any F ∈ T . In particular, E∗kχ is a relative t-design with
respect to x for 0 6 k 6 D.
Suppose every irreducible T -module with dual endpoint at most t is dual thin. Then the second part
of (ii) implies (i) (and thus (ii)).
Proof. Similar to the proof of Lemma 3.4. 
Assuming sufficient dual-thinness, we may improve Theorem 4.3 as follows:
Corollary 4.6. Let χ denote a code in V . Set δ∗ = δ∗(χ). Suppose t ∈ {1, 2, . . . ,D} is such that
|{i ∈ Ws : E∗i χ 6= 0}| 6 δ∗ − r∗(W )
for each irreducible T -module W ⊆ V with 1 6 r∗(W ) 6 t. If every irreducible T -module with dual
endpoint at most t is dual thin, then Fχ is a relative t-design with respect to x for any F ∈ T .
Proof. Similar to the proof of Corollary 3.5. 
Example 4.7. Suppose (X,R) is the Hamming scheme H(D, q). We remark that in this case the
equivalent conditions (i), (ii) in Lemma 4.5 are also equivalent to the conditions (i), (ii) in Lemma 3.4.
For q = 2, (half of) Theorem 1.1 follows from Corollary 4.6.
Example 4.8. Relative t-designs as well as the Assmus–Mattson theorem in the Johnson scheme
J(N,D) are studied in detail in [18] in the context of mixed block designs. (Mixed 2-designs form a
subclass of balanced bipartite block designs.)
Example 4.9. As observed in [12, Example 10.2] and [18, Example 9], the 5-(24, 8, 1) largeWitt design
provides two relative 3-designs. See Example 3.10.
5. Assmus–Mattson theorem for metric and cometric schemes
In this section, we assume that (X,R) is metric with respect to the ordering A0, A1, . . . , AD and
cometric with respect to the ordering E0, E1, . . . , ED. We fix x ∈ X and write E∗i = E∗i (x) (0 6 i 6 D),
T = T (x). The third version of our Assmus–Mattson theorems is related to the displacement and split
decompositions for (X,R) [30].
Let W ⊆ V denote an irreducible T -module. Then d(W ) = d∗(W ) by [21, Corollary 3.3] and
moreover [9, Lemmas 5.1, 7.1]
2r(W )+ d(W ) > D, 2r∗(W )+ d(W ) > D.
The displacement ofW is
η(W ) = r(W )+ r∗(W )+ d(W )− D.
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Then 0 6 η(W ) 6 D [30, Lemma 4.2] and it follows from the above inequalities that η(W ) = 0 if and
only if r(W ) = r∗(W ) = (D − d(W ))/2. Note that the primary module Mxˆ has displacement zero.
For each 0 6 η 6 D, we let Vη denote the subspace of V spanned by the irreducible T -modules with
displacement η. Then V =∑Dη=0 Vη (orthogonal direct sum) [30, Lemma 4.4]. This is the displacement
decomposition of V with respect to x.
On the other hand, for 0 6 i, j 6 Dwe define
Vij =
(
i∑
k=0
E∗k V
)
∩
(
j∑
`=0
E`V
)
.
Obviously Vi−1,j, Vi,j−1 ⊆ Vij, and we let V˜ij denote the orthogonal complement of Vi,j−1 + Vi−1,j in Vij.
Then for 0 6 k, ` 6 D, we have [30, Theorem 5.7]
Vk` =
k∑
i=0
∑`
j=0
V˜ij (direct sum),
and in particular, V =∑Di=0∑Dj=0 V˜ij [30, Corollary 5.8]. We call the latter sum the split decomposition
of V with respect to x. This decomposition is not orthogonal in general.
Moreover, Terwilliger [30, Theorem 6.2] showed that for each 0 6 η 6 D we have Vη = ∑i,j V˜ij,
where the sum is over 0 6 i, j 6 D such that i+ j = D+ η, and thus comparing the displacement and
split decompositions he found V˜ij = Vij = 0 if i+ j < D.
Lemma 5.1. We have V0 =∑Di=0 Vi,D−i (direct sum). Moreover the following hold.
(i)
∑i
k=0 Vk,D−k =
∑i
k=0 E
∗
k V0 (0 6 i 6 D).
(ii)
∑j
`=0 VD−`,` =
∑j
`=0 E`V0 (0 6 j 6 D).
Proof. As Vi−1,D−i = Vi,D−i−1 = 0, we find Vi,D−i = V˜i,D−i and the first line follows.
(i) Clearly it suffices to show
∑i
k=0 E
∗
k V0 ⊆
∑i
k=0 Vk,D−k. Set A∗ = A∗1(x) and let θ∗k denote the
eigenvalue of A∗ associated with E∗k V (0 6 k 6 D). Then it is easy to see that (A∗ − θ∗k I)Vk,D−k ⊆
Vk−1,D−k+1 for 0 < k 6 D and (A∗ − θ∗0 I)V0D = 0 (cf. [30, Theorem 7.1]). Thus setting F =∏D
k=i+1(A∗ − θ∗k I), we obtain
i∑
k=0
E∗k V0 = FV0 =
D∑
k=0
FVk,D−k ⊆
i∑
k=0
Vk,D−k.
See also [16, Theorem 4.6].
(ii) Similar to the proof of (i) above. 
Theorem 5.2 (Assmus–Mattson, Version 3). Let χ denote a code in V . Set δx = δx(χ), δ∗ = δ∗(χ).
Suppose t ∈ {1, 2, . . . ,D} is such that for every 1 6 r 6 t at least one of the following holds:
|{r 6 j 6 D− r : Ejχ 6= 0}| 6 δx − r,
|{r 6 i 6 D− r : E∗i χ 6= 0}| 6 δ∗ − r.
If every irreducible T -module with displacement zero and endpoint at most t is thin (thus dual thin), then
the following hold.
(i) For any F ∈ T , Fχ is orthogonal to Vi,D−i ∩ (Mxˆ)⊥ whenever 1 6 i 6 t.
(ii) For any F ∈ T , Fχ is orthogonal to VD−j,j ∩ (Mxˆ)⊥ whenever 1 6 j 6 t.
Proof. First, by the hypothesis we find χ |W = 0 for any irreducible T -moduleW ⊆ V with η(W ) = 0
and 1 6 r(W )(= r∗(W )) 6 t , as in the proofs of Corollaries 3.5 and 4.6.
(i) Set U0 = V0∩ (Mxˆ)⊥. We observe U0 is the linear span of all irreducible T -modulesW ⊆ V with
η(W ) = 0 and r(W ) > 0. Then, in view of Lemma 5.1 it suffices to show Tχ |U0 ⊆
∑D
i=t+1 E
∗
i U0, or
H. Tanaka / European Journal of Combinatorics 30 (2009) 736–746 743
equivalently Tχ |W ⊆ ∑r(W )+d(W )i=t+1 E∗i W for every irreducible T -moduleW ⊆ V with η(W ) = 0 and
r(W ) > 0, but this follows immediately from the above comment.
(ii) Similar to the proof of (i) above. 
Remark 5.3. The assumption on thinness in Theorem 5.2 is redundant. In fact, P. Terwilliger (private
communication) pointed out that the irreducible T -modules with displacement zero are always thin
for any metric and cometric schemes. This (among other things) will be discussed in a future paper.
Example 5.4. With the same hypothesis as in Theorem 5.2, assumemoreover (X,R) is induced on the
top fiber X of a short regular semilattice (L ,4). For each object u ∈ L , let χ<u =∑y∈X,u4y yˆ denote
the characteristic vector of {y ∈ X : u 4 y}. It is a standard fact that χ<u ∈ VD−rank(u),rank(u) whenever
u 4 x [11]. We remark that each Akxˆ is obviously a relative D-design with respect to x and thus also a
relative t-design with respect to x (cf. [12, Corollary 9.9] and the remark that follows it). Therefore, if
u, v ∈ L are two objects of rank t such that u, v 4 x, then in view of the geometric interpretation of
relative t-designs given in Example 4.2, χ<u − χ<v is orthogonal to Akxˆ for every 0 6 k 6 D; in other
words, χ<u − χ<v ∈ VD−t,t ∩ (Mxˆ)⊥. Now the second part of Theorem 5.2 implies that for each F ∈ T ,
〈Fχ, χ<u〉 is independent of u 4 xwith rank t .
Example 5.5. Suppose (X,R) is the Hamming scheme H(D, q) and set x = (0, 0, . . . , 0). Let Y denote
a code in X and set χ = χY in the previous example. Then we find that (the complements of) the
supports of the words of fixed weight k in Y form a t-design (in J(D, k) ∼= J(D,D − k)) for every k.
In particular, the conclusion of the original Assmus–Mattson theorem (Theorem 1.1) is also true for
nonlinear codes as well.
Example 5.6. The [12, 6, 6] extended ternary Golay code has covering radius three and is self-dual
with weight enumerator x12 + 264x6y6 + 440x3y9 + 24y12 (where x, y are indeterminates). Thus
Theorem 5.2 shows that a coset of weight three supports 1-designs. On the other hand, it is well-
known that the codewords of a fixed weight form a 5-design.
Example 5.7. Suppose (X,R) is the Johnson scheme J(N,D). Let Y denote a code in X and set χ = χY
in Example 5.4. Then, in this case we find that the multiset {x ∩ y : y ∈ Y ∩ Rk(x)} (counting repeats)
forms a t-design (in J(D,D− k)) for every k.
Example 5.8. The 2-(56, 12, 3) design constructed in [4] has intersection numbers 3, 2 and 0, and
thus Theorem 5.2 provides two 1-designs.
6. Comparisons of the Assmus–Mattson theorems
All examples of codes Y known to the author and supporting interesting designs in Hamming and
Johnson schemes are regular (in view of Remarks 3.3 and 4.4), and in general taking the base vertex
outside Y seems much less effective than taking the base vertex inside Y (but see Examples 3.8 and
5.6). In this section, we compare various Assmus–Mattson theorems and their corollaries focusing on
regular codes and base vertices chosen from these codes.
First we assume (X,R) is metric with respect to the ordering A0, A1, . . . , AD and cometric with
respect to the ordering E0, E1, . . . , ED. We also assume that (X,R) is not an ordinary cycle, and D > 3.
The following result was proved by Ito, Tanabe and Terwilliger in the context of tridiagonal systems:
Lemma 6.1 ([16, Lemma 4.5]). Fix x ∈ X and write E∗i = E∗i (x) (0 6 i 6 D). Let W ⊆ V denote an
irreducible T (x)-module and set r = r(W ), r∗ = r∗(W ), d = d(W )(= d∗(W )). For 0 6 i, j 6 d define
Wij =
(
i∑
k=0
E∗r+kW
)
∩
(
d∑
`=j
Er∗+`W
)
, W ∗ij =
(
i∑
`=0
Er∗+`W
)
∩
(
d∑
k=j
E∗r+kW
)
.
Then Wij = W ∗ij = 0 if i < j.
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We recall a few standard facts about imprimitivity. If (X,R) is imprimitive, then (X,R) is bipartite or
antipodal (or both) [5, Theorem 4.2.1]. Let θj denote the eigenvalue of A1 associated with EjV (0 6 j 6
D). If (X,R) is bipartite, then θj = −θD−j (0 6 j 6 D) [8, Theorem 9.6]. If (X,R) is antipodal, then
(X,R) is an antipodal double cover [5, Theorem 8.2.4].
Next we recall the cosines. Let E ∈ {E0, E1, . . . , ED} and let θ denote the corresponding eigenvalue
of A1. Let σ0, σ1, . . . , σD denote the real numbers defined by E = |X |−1m∑Di=0 σiAi, wherem denotes
the rank of E. Then σ0 = 1 and for x, y ∈ X such that (x, y) ∈ Ri we have 〈Exˆ, Eyˆ〉 = |X |−1mσi.
Lemma 6.2. If σi = ±1 for some i > 0, then one of the following holds: (i) θ = θ0; (ii) (X,R) is bipartite
and θ = θD; (iii) (X,R) is an antipodal double cover and i = D.
Proof. This is just [5, Proposition 4.4.7], in view of the above comments on imprimitivity. (We
remark that [5, Proposition 4.4.7] is valid for any metric association scheme which is not an ordinary
cycle.) 
Theorem 6.3. Let Y denote a code in X. Set δ∗ = δ∗(Y ). Suppose A`χY is a relative t-codesignwith respect
to x for every 0 6 ` 6 D and x ∈ Y (where 0 6 t 6 D). If for every x ∈ Y each irreducible T (x)-module
W ⊆ V with 1 6 r∗(W ) 6 δ∗ satisfies r(W ) 6 r∗(W ), then one of the following holds:
(i) (X,R) is bipartite and Y is a bipartite half.
(ii) (X,R) is an antipodal double cover, and Y forms an antipodal pair.
(iii) δ∗ > t + 1.
Proof. Suppose t > δ∗. If δ∗ = D then t = D; in other words, χY ∈ Mxˆ for every x ∈ Y . In this case it
is easy to see that we have (i). Now we assume δ∗ < D and show (ii) holds.
For the moment fix x ∈ Y and write E∗i = E∗i (x) (0 6 i 6 D), T = T (x). Then by the hypothesis we
have MχY |U ⊆ ∑Di=t+1 E∗i U , where U = (Mxˆ)⊥. Equivalently, MχY |W ⊆ ∑r(W )+d(W )i=t+1 E∗i W for every
irreducible T -moduleW ⊆ V with r(W ) > 0.
Let W ⊆ V denote an irreducible T -module with 1 6 r∗(W ) 6 δ∗. Then in particular we have
Eδ∗χY |W ∈ ∑r(W )+d(W )i=t+1 E∗i W . But by Lemma 6.1, this implies Eδ∗χY |W = 0 since δ∗ − r∗(W ) <
t + 1− r(W ). Thus we conclude Eδ∗χY ∈ CEδ∗ xˆ.
Finally, let x, y ∈ Y . Then since Eδ∗χY 6= 0 we must have Eδ∗ xˆ = ±Eδ∗ yˆ. Since 0 < δ∗ < D, it
follows from Lemma 6.2 that (X,R) is an antipodal double cover and {x, y} is an antipodal pair, as
desired. 
Example 6.4. Suppose (X,R) is a Hamming scheme H(D, q) with q > 3. Let Y denote a regular code
in X and set δ = δ(Y ), δ∗ = δ∗(Y ), s∗ = s∗(Y ). We remark δ = δx(Y ) for every x ∈ Y . Let
t ∈ {1, 2, . . . ,D} denote an integer satisfying the hypothesis in Corollary 3.5 (with χ = χY and
x ∈ Y ). Then by Theorem 6.3 we find δ∗ > t + 1. On the other hand, there exists an irreducible T -
module with (dual) support {t, t + 1, . . . ,D} (cf. [29, Section 6]), so that we must have s∗ 6 δ − t .
Thus in this case Corollary 3.5 gives no improvement on Theorem 3.2.
Example 6.5. Suppose (X,R) is the binary Hamming schemeH(D, 2). Let Y denote a regular code in X
which is neither a bipartite half nor a repetition code. Set δ = δ(Y ), δ∗ = δ∗(Y ), s∗ = s∗(Y ), and let t be
as in the previous example. Then Theorem 6.3 gives δ∗ > t+ 1. Next, set δ↓∗ = min{j 6= 0 : ED−jχY 6=
0}. Then since every irreducible T -module has displacement zero, we can show δ↓∗ > t + 1 by an
argument similar to the proof of Theorem 6.3. We omit the details. We find s∗ 6 δ − t if EDχY = 0
and s∗ − 1 6 δ − t if EDχY 6= 0. Thus in view of Remark 7.1, in this case Corollary 3.5 gives no
essential improvement on Theorem 3.2. For binary linear codes, a similar observation was previously
done in [13, Proposition 3].
Example 6.6 ([20, Theorem 5]). Suppose (X,R) is the Hamming scheme H(D, q). Let Y denote a code
in X , and set δ = δ(Y ), δ∗ = δ∗(Y ), s∗ = s∗(Y ). Then by Theorem 3.2, we can take t = δ − s∗ in
Theorem 6.3. Thus we have δ 6 δ∗ + s∗ − 1 unless Y is a binary repetition code. (The bipartite halves
of H(D, 2) satisfy δ = 2, s∗ = 1 and δ∗ = D.) We remark that the proof of this inequality in [20] uses
the classification of perfect codes in Hamming schemes, while we have used the information on the
irreducible T -modules.
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Example 6.7. Suppose (X,R) is the Johnson scheme J(N,D). Then with the same notation as above,
in this case we have δ 6 δ∗ + s∗ − 1 unless N = 2D and Y forms a complementary pair.
Theorem 6.8. Let Y denote a code in X. Set δ = δ(Y ). Suppose E∗k (x)χY is a relative t-design with respect
to x for every 0 6 k 6 D and x ∈ Y (where 0 6 t 6 D). If for every x ∈ Y each irreducible T (x)-module
W ⊆ V with 1 6 r(W ) 6 δ satisfies r∗(W ) 6 r(W ), then one of the following holds:
(i) (X,R) is bipartite and Y is a bipartite half.
(ii) (X,R) is an antipodal double cover, and Y forms an antipodal pair.
(iii) δ > t + 1.
Proof. Suppose t > δ. If δ = D then t = D and thus χY ∈ Mxˆ for every x ∈ Y . In this case we have (ii).
Now we assume δ < D and show (i) holds.
Pick any x ∈ Y such that E∗δ (x)χY 6= 0. Then we find E∗δ (x)χY = Aδ xˆ by an argument similar to
the proof of Theorem 6.3. Apparently E∗δ (y)χY 6= 0 for every y ∈ Rδ(x). Thus continuing the above
argument, we conclude Y contains a connected component of (X, Rδ). Since 0 < δ < D, it follows that
(X,R) is bipartite and Y is a bipartite half, as desired. 
Example 6.9. Suppose (X,R) is the Hamming schemeH(D, q). Let Y denote a regular code in X . When
q = 2we assume Y is neither a bipartite half nor a repetition code. Set δ = δ(Y ), δ∗ = δ∗(Y ), s = s(Y ).
We remark s = sx(Y ) for every x ∈ Y . Let t ∈ {1, 2, . . . ,D} denote an integer satisfying the hypothesis
in Corollary 4.6 (with χ = χY and x ∈ Y ). Then by Theorem 6.8 we find δ > t+1. If q = 2 thenwe can
also show the inequality δ↓ > t + 1, where δ↓ = min{i 6= 0 : 〈χ, AD−iχ〉 6= 0}. We omit the details.
As in Examples 6.4 and 6.5 we have s 6 δ∗− t except when q = 2 and 〈χ, ADχ〉 6= 0, in which case we
have s− 1 6 δ∗ − t . In view of Remark 7.1, in this case Corollary 4.6 gives no essential improvement
on Theorem 4.3.
Example 6.10. Suppose (X,R) is the Hamming scheme H(D, q). Let Y denote a code in X , and set
δ = δ(Y ), δ∗ = δ∗(Y ), s = s(Y ). Then by Theorem 4.3, we can take t = δ∗− s in Theorem 6.8. Thus we
have δ∗ 6 δ + s− 1 unless Y is a bipartite half of H(D, 2). (Repetition codes of H(D, 2) satisfy δ∗ = 2,
s = 1 and δ = D.) This inequality was first shown by W.J. Martin (private communication; in fact he
proved a much stronger inequality).
7. Remarks
Remark 7.1. We proved our Assmus–Mattson theorems (Theorems 3.2, 4.3 and 5.2) and their
corollaries (Corollaries 3.5 and 4.6) by projecting the code χ to the orthogonal complement U of the
primary module Mxˆ. Thus everything still works, for instance, even if we replace sx(χ) by s˜x(χ) =
|{i 6= 0 : E∗i (x)χ 6∈ CAixˆ}| and/or s∗(χ) by s˜∗(χ) = |{j 6= 0 : Ejχ 6∈ CEjxˆ}|. This (slight)
improvement seems particularly effective for codes in the binary Hamming scheme H(D, 2) (in which
case dim E∗D(x)V = dim EDV = 1). See also [5, Section 2.8].
Remark 7.2. Lalaude-Labayle [17] classified the self-orthogonal binary linear codes with minimum
weight at most 10 (resp. 18) and whose words of minimum weight support 3-designs (resp. 5-
designs).
Remark 7.3. Recently, Schrijver [23] established the semidefinite programming bound on the sizes
of codes in the binary Hamming schemes and Johnson schemes, which is shown to be at least as
good as Delsarte’s bound based on the linear programming method [10]. This provides a remarkable
application of the Terwilliger algebra. See also [14].
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