There are many resources on the Web which are suitable for educational purposes. Unfortunately the task of identifying suitable resources for a particular educational purpose is difficult as they have not typically been annotated with educational metadata. However, many resources have now been annotated in an unstructured manner within contemporary social bookmaking services. This paper describes a novel tool called 'FolksAnnotation' that creates annotations with educational semantics from the del. icio. us bookmarking service, guided by appropriate domain ontologies.
Introduction
Metadata standards such as Dublin Core (DC) and IEEE-LOM1 have been widely used in e-learning applications. However, with the advent of the Semantic Web, e-learning applications are beginning to evolve their metadata representation from these standards by adding semantic structure or by converting entirely to semantic representations. One reason behind this evolution is that semantic metadata are resilient; they can be further annotated with more metadata without being confined to a fixed template.
Nonetheless, in the era of so-called 'Web 2.0TM,, a new family of social applications is currently emerging. Wikis, blogs and social bookmarking services, to name a few, are all signatures of the Web 2.0 phenomenon. The contents of these applications, especially social bookmarking services have been annotated in an unstructured manner using folksonomies. These folksonomic annotations are also considered a form of metadata. 1 The Learning Object Metadata (LOM) was created by the Learning Technology Standards Committee (LTSC) of the IEEE, http: //ltsc.ieee.org/wg 12/ Furthermore, web resources stored in social bookmarking services have potential for educational use. In order to realize this potential, we need to add an extra layer of semantic metadata to the web resources stored in social bookmarking services; this can be done via adding pedagogical values to the web resources so that they can be used in an educational context.
In this paper, we will focus on how to benefit from social bookmarking services (in particular del.icio.us2), as vehicles to share and add semantic metadata to bookmarked resources. Thus, the research question we are tackling is: how folksonomies can support the semantic annotation of web resources from an educational perspective?
The organization of the paper is as follows: Section 2 introduces folksonomies and social bookmarking services. In section 3, we review some recent research on folksonomies and social bookmarking services. In section 4, we outline the three ontologies we have used for the annotation process. Then in section 5, we describe the system architecture of our prototype tool. Finally, sections 6 and 7 respectively, report on preliminary evaluation of the tool and conclude the paper with a summary and ongoing research.
Folksonomy and Social Bookmarking Services
The growing popularity of folksonomies and social bookmarking services has changed how people interact with the Web. Many people have used social bookmarking services to bookmark web resources they feel most interesting to them, and folksonomies were used in these services to represent knowledge about the bookmarked resource. Next a brief overview of the two named concepts will be given. 
Folksonomies

State of the Art -Related Work
To the best of our knowledge, no scholarly publications have addressed the use of folksonomies in the process of semantically annotating learning resources. However, there is a lot of recent research dealing with folksonomies. Among them are overviews of social bookmarking tools with special emphasis on folksonomies as provided by [3] . On the other hand, other research papers have discusses the strengths and weaknesses of folksonomies as in [2] , [4] and [5] .
Another genre of research has experimented with folksonomy systems. For instance, Mika [6] has carried out a study to construct a community-based ontology using del.icio.us as a data source. He created two lightweight ontologies out of folksonomies; one is the actor-concept (user-concept) ontology and the other is the concept-instance ontology. The goal of his experiment was to show that ontologies can be built using the context of the community in which they are created (i.e. del.icio.us community). In addition, Ohmukai et al. [7] proposed a social bookmark system, called 'socialware', using several representations of personal network and metadata to construct a community-based ontology. The personal network was constructed using Friend-Of-A-Friend (FOAF), Rich Site Summary (RSS), and simple Resource Description Framework Schema (RDFS), while folksonomies were used as the metadata. Their system allows users to browse friends' bookmarks on his/her personal network, and map their own tag onto more than one tag from different friends, so that they are linked by the user. This technique will allow for efficient recommendation for tags because it is derived from personal interest and trust. They also used their social bookmark system 'socialware' to design an RDF-based metadata framework to support open and distributed models.
Golder and Huberman, from HP Labs [8] , have analyzed the structure of collaborative tagging (aka folksonomies) to discover the regularities in user activity, tag frequencies, the kind of tags used and bursts of popularity in bookmarked URLs in the del.icio.us system. They also developed a dynamic model that predicts the stable patterns in collaborative tagging and relates them to shared knowledge. Their results show that a significant amount of tagging is done for personal use rather than public benefit. However, even if the information is tagged for personal use other users can benefit from it. They also state that del.icio.us, for most users, functions as a recommendation system even without explicitly providing recommendation.
In MIT labs, an experiment was carried out by Liu et al. [9] to generate a taste fabric of social networks. Folksonomies were used in the experiment to weave the taste fabric. Their idea was based on philosophical and sociological theories of taste and identity to weave a semantic fabric of taste. They mined 100,000 social network profiles, segmented them into interest categories and then normalized the folksonomies in the segments and mapped them into a formal ontology of identity and interest descriptors. Their work has inspired us in the idea of using folksonomies in the process of semantic annotation.
Finally, Hotho et al. [10] have presented a new search algorithm for folksonomies, called 'FolkRank', which exploits the structure of the folksonomy. Their proposed algorithm is used to support the retrieval of resources in the del.icio.us social bookmarking services by ranking the popularity of tags. They demonstrated their findings on a large-scale dataset (around 250k bookmarked resources) and showed that their algorithm yielded a set of related users and resources for a given tag. Therefore, 'FolkRank' can be used to generate recommendations within a folksonomy system.
From the previous discussion the reader can observe that most research on folksonomies is either usercentric e.g. [6] and [7] or tag-centric e.g. [9] and [10] . Little has been addressed towards the URL-centric perspective, which our system tackles. By URL-centric we mean that we are constructing knowledge about a specific URL from the tags associated with it.
Ontologies For resources representation
The main goal for building ontologies in e-Learning systems is to represent the semantics of the learning resource; such semantics are stored in repositories, so that they can be reused, shared and queried by users (e.g. teachers and students).
Moreover, ontologies form the base for generating semantic metadata, and in our proposed system, they are used to add more fine grained semantics to web resources.
Ontological Modeling of the three Ontologies
The three ontologies in our system were chosen based on observed patterns in peoples' tags in the del.icio.us bookmarking service for our domain of interest (for this case study our domain of interest will be teaching 'CSS' in a 'web design' course). In other words, the three ontologies we have modeled are the domain of 'web design', the subject of 'CSS' and the learning resources 'types'. Therefore, the three ontologies were designed with a web design and development course in mind, and they were built using Protege7 ontology editor and saved in OWL DL format.
A) Web Design Domain Ontology: The domain ontology represents an abstract level of the domain of 'web design' and the relation of the concepts in that domain. The rational of using domain ontology is to place the CSS subject ontology in the context of its domain. B) CSS Subject Ontology: The CSS ontology gives a fine grained listing of the concepts used in the subject of CSS. The concepts were derived from assorted websites that classify the subject of CSS. C) Resource 
The Semantic Metadata
Learning resources are usually described using standards such as Dublin Core and IEEE LOM with their RDF bindings. The semantic metadata used in this system builds on these standards and add more fine grained semantics to web resources. In other words, parts of the generated semantic metadata elements were derived from the IEEE-LOM standard. These elements include the web resource title, description, URL and keywords. The rest of the generated semantic metadata elements were derived from our ontologies. These include fine grained elements that are dedicated for the subject of 'CSS'.
5.
The FolksAnnotation Architecture
System
Two components play a maj or role in our system, namely: Folksonomies and Ontologies. Folksonomies are used to find the corresponding concepts in the ontology, and ontologies are used as the schema which the generated metadata will adhere to.
However, before using folksonomies as guides in the semantic annotation process, we have carried out an experiment to measure the semantic value of folksonomies compared to automatic keyword extraction techniques. The aim of our experiment was to show that even if folksonomies are used as index keywords; automatic keyword extraction can not simply replace the collective knowledge of people depicted in the form of folksonomies. Therefore, the experiment followed two approaches: automatically, by measuring the percentage of overlap between the folksonomy set and a machine extracted keywords set for a given document; and subjectively, by asking a human indexer to evaluate the quality of the generated keywords from both systems. The results of the experiment showed that folksonomies hold more semantic value than keywords extracted using machines. For a full detail of the experiment, the reader is referred to [ 1] . The system we have implemented consists of two stages: 1) tags extraction and normalization and 2) semantic metadata creation, as shown in Figure 2 .
In the first stage, all tags assigned to a web resource in the del.icio.us service are extracted and then normalized using several techniques. First, tags are converted to lower case so that string manipulation (e.g. comparison) can be applied to them easily.
Secondly, non-English characters are dropped; this step is to insure that only English tags are present when doing the semantic annotation process. Thirdly, tags are stemmed (e.g. convert plural to singular) then similar tags are grouped (e.g. inclusion of substrings). Finally, general concept tags (e.g. programming, web, etc) in our domain of interest are eliminated. The process of normalization is done automatically and it is potentially useful to clean up the noise in people's tags. The normalized list is then ready to be used in the semantic annotation pipeline process, where each normalized folksonomy tag will be mapped to the different ontologies concepts.
The Semantic Annotation pipeline process is the backbone process that generates semantic metadata using the three proposed ontologies. The process attempts to match normalized folksonomy terms from the bookmarked resource against terms in the ontology (i.e. the ontologies work as a controlled vocabulary) and only selects those terms that appear in the ontology.
After assigning semantic descriptors to the web resource, the inference engine is responsible of associating pedagogical semantics (i.e. difficulty level and instructional level) to the annotated web resource. These two values are generated from a set of reasoning rules when enough information is available in the basic semantic descriptors. To give an example, suppose a web resource within the subject of 'CSS' was tagged with a folksonomy value of 'font'. When this tag is passed through the reasoning rules it will trigger the rule that states (if a web resource has a tag value of 'font' then its difficulty level will be 'easy' and its instructional level will be 'basic').
After finishing the annotation process, each item of the generated semantic metadata is saved in a database (e.g. a triple store).
Preliminary Evaluation
To evaluate the performance of the generated semantic metadata, we have embarked an evaluation procedure adopted from [12] , where they compared keywords to semantic topic search. However, in our system we have compared the performance of folksonomy search against semantic topic search to see which search results in more relevant results.
CSS topics were entered in the folksonomy search field and the number of returned records was compared with the number of the records returned by the same topics when mapped to the CSS ontology. Topics covered by the CSS ontology include: BoxModel, Layout, Navigation, Positioning and Typography.
The implemented semantic search benefits from the relation between topics in the CSS ontology to retrieve relevant resources, in this case the 'related to' relation which links between related concepts. For instance, when someone searches for the topic 'positioning', all resources that have as their subject the word 'positioning' plus all related resources will be retrieved. Table 1 shows the result obtained when searching for the positioning topics in the CSS ontology. However, despite the preliminary evaluation results which showed that semantic search of folksonomies is more powerful than searching by folksonomies alone, further rigorous evaluation procedure is planned. This will include the measurement of the validity, quality and performance of the generated semantic metadata.
