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Abstract. We describe the pricing and hedging practices refraining from the use
of probability. We encode volatility in an enhancement of the price trajectory and
we give pathwise presentations of the fundamental equations of Mathematical
Finance. In particular this allows us to assess model misspecification, general-
ising the so-called fundamental theorem of derivative trading (see Ellersgaard et
al. [EJP17]). Our pathwise integrals and equations exhibit the role of Greeks bey-
ond the leading-order Delta, and makes explicit the role of Gamma sensitivities.
Introduction
In this work we formulate the Black-Scholes technical apparatus for derivatives valu-
ation and hedging without using probability.1 SDE dynamics over-specify the prop-
erties of the price trajectories. The minimal information needed is the pair (S, [S]),
where S denotes the trajectory and [S] denotes its rough bracket, see [FH14, Chapter
5]. We show moreover how to interpret the rough bracket financially. This also allows
us to extend the Black-Scholes technology to a rougher regime, beyond the classical
semimartingale setting.
A further aspect that can be assessed in our framework is the consequence of
modelmisspecification. In classical Mathematical Finance, the fundamental theorem
of derivative trading provides a formula to compute the profit&loss that a trader
incurs into when hedging with the “wrong” volatility. We show the pathwise nature
of this formula and we generalise it. The generalisation consists in removing the
assumption that the “true” price evolution is governed by an Itoˆ SDE.
To place our result in context, we begin by noticing that the mathematical formu-
lation of Black-Scholes-Merton theory (as formulated for example by Harrison and
co-authors, see [HK79], [HP81]) is based on two objects. One object is the equi-
valent martingale measure, the other object is the Black-Scholes partial differential
equation. While the former is only interpretable within a genuinely probabilistic
framework, the latter – we argue – has a purely pathwise nature, at a remove from
any probabilistic features of the price dynamics. In order to formulate the Black-
Scholes partial differential equation we only need to know the quadratic variation of
the price path. The quadratic variation is the path property on which H. Fo¨llmer’s
work [Foe81] is based. His article initiated the study of those formulas of Stochastic
Analysis that hold without reference to a probability space; in the following work, we
extend this programme to the classical formulas of Mathematical Finance.
∗King’s College London.
†Imperial College London.
1 An informal and brief account of the discussion given here, with a historical perspective on how this
work developed and on the related literature, is given in [Bri19].
1
The quadratic variation is not a distributional feature of the price, in the sense
that changing to an equivalent probability measure does not affect it. Notwithstand-
ing its non-probabilistic nature, the quadratic variation is usually associated with
the diffusion coefficient in a model described using Itoˆ’s theory of stochastic differ-
ential equations. In this setting the coefficients of the Black-Scholes PDE are seen
as being derived from the characteristics of a certain diffusion process. These coeffi-
cients determine the parameters for the variances of diffusion’s marginal laws, which
can give rise to confusion between the concept of volatility and of variance which we
propose to disentangle.
To the best of our knowledge, C. Bender, T. Sottinen and E. Valkeila were the first
to discern this distinction, see [BSV08]. Their work was anticipated by two earlier
articles. The first is by Terry J. Lyons, [Lyo95], which focuses on replication argu-
ments and observes how probability is only used to justify lower bounds for option
prices. The main theorem in this paper, [Lyo95, Theorem 1], is effectively a precursor
to the fundamental theorem of derivative trading. The second work is by D. Brigo
and F. Mercurio, [BM00], where the consequences of changing probability measures
are addressed. The authors showed, by constructive examples, that the change of
measure used in martingale pricing can massively disrupt the distributional features
of physical dynamics on arbitrarily fine time grids: close physical evolutions for stock
prices can be transformed into pricing counterparts that imply arbitrarily different
option prices. We expand on this insight that martingale pricing, although prob-
abilistic in nature, actually entails that only pathwise properties of physical stock
evolutions are relevant for option pricing models.
Relying on the result of pathwise stochastic analysis in the book by P. Friz and
M. Hairer ([FH14]), we reformulate the Black-Scholes technical apparatus without
using probability. Moreover, we use the notion of a rough bracket as an extension
of quadratic variation. This is not merely a linguistic exercise: on the one hand, it
reveals that any linear transformation of level two of the price path’s signature2 can
take the role of the quadratic variation. On the other hand, it reveals that the Black-
Scholes technology extends to the regime of general continuous price trajectories of
finite p-variation, where 2 < p < 3. It continues Bender, Sottinen and Valkeila’s work
[BSV08], and it does so in a more radical way, taking probability out of the modelling
framework.
As far as option pricing is concerned, specifying a model for stock evolutions can
ultimately be reduced to the specification of a rough bracket of the price path. Math-
ematically this minimal description (S, [S]) is a reduced rough path as defined in
[FH14, Chapter 5]. We give a financial interpretation to such an object, calling it an
enhanced price path. Given a price path S, there exist different reduced rough paths
that are enhancements of it; a model specification is tantamount to choosing a par-
ticular enhancer and diffusion-based models give rise to canonical enhancements.
We can also compare different models by comparing their enhancers. We capture
the misspecification that arises between two diffusion-enhanced price paths origin-
ating from SDE models, yielding a version of the fundamental theorem of derivative
trading. We extend this result to compare a diffusion-enhanced price path (used by
the trader) and a general enhanced price path.
The article is organised as follows. In Section 1, we expand on D. Brigo and
F. Mercurio’s investigation on “alternative continuous-time dynamics for discretely-
observed stock prices”, [BM00]. The crucial observation leading to pathwise models
for option pricing is contained in Remark 1.17. In Section 2, we introduce the adopted
2 The work of Terry Lyons ([Lyo98]) paved the way for a pathwise analysis of differential equations driven
by unbounded-variation signals (in particular, by diffusion processes’ trajectories and by semimartingales’
paths). These equations are referred to as Rough Differential Equations (RDEs). Lyons’ construction
rests upon the idea of encoding the information of a path t 7→ X(t), 0 ≤ t ≤ T , by storing not only its
trace X([0, T ]) but also a series of “iterated integrals” of X against itself. These pieces of information are
collected in the so-called signature of the path; each one of those is referred to as a level of the signature
and numbered in accordance with the number of integral iterations.
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financial terminology and notation by recalling the main steps in the Black-Scholes
theory. In Section 5, we carry out our project of a pathwise formulation of the Black-
Scholes technology, including the pathwise version of the fundamental theorem of
derivatives trading and the analysis of model misspecification. On the mathematical
side, the technical aspects will be based on pathwise integrals introduced in Section
3; on the financial side, the guidance for our pathwise description will be provided by
benchmark Markovian models introduced in Section 4. Finally, Section 6 will explore
alternative financial interpretations of pathwise integrals.
1 Disentangling volatility from
marginal variances
To understand the difference between the discrete and continuous time settings for
option pricing, D. Brigo and F. Mercurio in [BM00] produced examples of “alternat-
ive continuous-time dynamics for discretely-observed stock prices”, in the following
sense: given two distinct standard Black-Scholes processes X1 and X2 (i.e. geometric
Brownian motions), and given a trading grid π, they constructively showed the exist-
ence of a continuous price dynamics such that the following hold simultaneously
1. on the grid π, all its probabilistic features are those of X1;
2. it prices contingent claims as X2 does.
However fine the grid might be, such “alternative dynamics” exist and they span all
the range of no-arbitrage prices. In this respect, the “alternative dynamics” are de-
ceptive, because statistically inferred distributional properties on the grid π would
make a trader prone to use X1 for pricing and hedging purposes, whereas the “cor-
rect” volatility would be that of X2. This indicates that Black-Scholes pricing tech-
nology ignores discretely-observed distributional features of the underlying.
A fundamental merit of D. Brigo and F. Mercurio’s construction is to disentangle
the concept of volatility from that of marginal variance. We shall emphasise this in
the following section, devoted to a reformulation of their result. We present simplified
direct proofs that circumvent the original discourse based on Fokker-Planck equa-
tion and evolutions of marginal laws in finite dimensional manifolds of densities (see
[Bri00]). Moreover, the formulation below handles singularities by taking the limit
along sequences of ǫ-smoothened “alternative dynamics” around singular points. As
a by-product, we informally observe that a Volterra-type process appears in the mar-
ket price of risk of the “alternative dynamics”. Such a process has features similar
to those empirically found in implied volatilities, and that motivated the introduction
of rough volatility models.
We start by recalling three concepts employed in [BM00]. They concern distribu-
tional properties of stochastic processes.
Definition 1.1 (“Marginal identity”). Let X and Y be stochastic processes on the time
window [0, T ]. We say that X and Y are marginally identical if their marginal laws are
equal at all times, namely if for all bounded measurable f and all 0 ≤ t ≤ T it holds
Ef(Xt) = Ef(Yt). (1.1)
Remark 1.2. The condition in equation (1.1) refers to the law of the two processes
X and Y . Hence, it is not actually necessary to suppose that X and Y are defined on
the same probability space. We shall emphasise this in Definition 1.5 below, where
different probability spaces represent different models for stock prices’ evolutions.
However, assuming that X and Y are defined on the same probability space does not
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affect generality, because a probability space that accommodates both processes can
always be constructed.
Let π be a partition of [0, T ], i.e. a finite ordered collection of points in [0, T ] such
that the initial time 0 and the time horizon T are both in π. Let t be in [0, T ]. We
adopt the following notational convention:
t′ := inf{u ∈ π : u > t}, ⌊t⌋ := sup{u ∈ π : u ≤ t} (1.2)
Definition 1.3 (“π-Markovianity”). Let X be a stochastic process on [0, T ], and let (Ft)
be the minimal filtration generated by X. Let π be a partition of [0, T ]. We say that X
is π-Markov if for all s in π, all t ≥ s, and all bounded measurable f , it holds
E [f(Xt)|Fs] = E [f(Xt)|Xs] .
Definition 1.4 (“π-indistinguishability”). LetX and Y be stochastic processes on [0, T ],
and let π be a partition of [0, T ]. We say that X and Y are π-indistinguishable if they
are π-Markov, and if for all s in π, all t ≥ s, all z in R and all bounded measurable f , it
holds
E[f(Xt)|Xs = z] = E[f(Yt)|Ys = z]. (1.3)
The same observation as in Remark 1.2 applies to the condition in equation (1.3).
Moreover we observe that π-indistinguishability implies that the transition functions
of the discrete-time Markov processes πXt := X⌊t⌋ and
πYt := Y⌊t⌋ are the same.
The last concept that we introduce is quintessentially financial. The acronym
NAP shall stand for no-arbitrage pricing. We fix a deterministic interest rate r so that
to include in every market model the riskless asset S0t = S
0
0 exp(+rt). Given a price
process X, the forward price of X at time t is defined to be e−rtXt.
Definition 1.5 (“NAP-equivalence”). LetX and Y be positive semimartingales defined
respectively on (ΩX ,F
X , PX) and (ΩY ,F
Y , P Y ). We say that X and Y induce equivalent
pricing kernels / are NAP-equivalent if there exist probability measures QX and QY ,
respectively defined on (ΩX ,F
X) and (ΩY ,F
Y ), and equivalent to PX and P Y , such that
1. the forward prices of X and Y are respectively QX and QY -martingales;
2. for all s < t, all z in R and all bounded measurable f , it holds
EQX [f(Xt)|Xs = z] = EQY [f(Yt)|Ys = z] , (1.4)
where EQX and EQY denote respectively expectation under Q
X and under QY .
Example 1.6 (“NAP-equivalent geometric Brownian motions and market price of
risk”). Notoriously, if µi, i = 1, 2, are two real numbers and X it , i = 1, 2, are price
processes following the dynamics
dX i = µiX
idt+ σX idW i, (1.5)
where σ is a fixed volatility coefficient and W 1, W 2 are standard one-dimensional
Brownian motions, then X1 and X2 induce indifferent pricing kernels. The change
of measure that brings the physical dynamics (1.5) into their respective pricing dy-
namics
dX i = rX idt+ σX idW i
is described by
dQi
dP i
= E
(
−
µi − r
σ
W i
)
, i = 1, 2,
where E denotes Itoˆ exponential. The coefficient (µi−r)/σ is referred to asmarket price
of risk, and it takes the role of the volatility in the dynamics of the Radon-Nykodim
derivative of the pricing measure with respect to the physical measure.
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If (X,QX) and (Y,QY ) are time-homogeneous Markov processes, then equation
(1.4) is the equivalence of their transition semigroups. This leads to the following
Proposition 1.7. Let (X1, Y 1) and (X2, Y 2) be two pairs of NAP-equivalent price pro-
cesses. Assume that under the pricing measure, they are time-homogeneous Markov
processes, with X1 independent from X2, Y 1 independent from Y 2, and X20 = Y
2
0 ≡ 1.
Consider the concatenations
Xt =
{
X1t 0 ≤ t ≤ T
X1TX
2
t−T T < t ≤ 2T
and
Yt =
{
Y 1t 0 ≤ t ≤ T
Y 1T Y
2
t−T T < t ≤ 2T.
Then X and Y are NAP-equivalent.
Proof. Let (Ω,F, Q) be a probability space that accomodates the processes (X i, QX
i
)
and (Y i, QY
i
), i = 1, 2. Firstly, we need to show that for all bounded measurable f
and all 0 ≤ s ≤ t ≤ 2T it holds
E[f(Xt)|Xs = z] = E[f(Yt)|Ys = z], (1.6)
where expectations are computed with respect to Q. This follows from the fact that,
under Q, the law of {logXt, 0 ≤ t ≤ 2T } is the same as the law of {log Yt, 0 ≤ t ≤
2T }. To see this, observe that logX and log Y are Markov and that: 1) the laws of
{logXt, 0 ≤ t ≤ T } and of {logYt, 0 ≤ t ≤ T } are the same by assumption; 2) the laws of
{logXt, T ≤ t ≤ 2T } and of {logYt, T ≤ t ≤ 2T } are the same, since they both coincide
with the unique law of the Markov process described by the transition semigroup of
logX2 and by the initial distribution logX1T .
Secondly, we need to show that the forward prices are Q-martingales. Again this
is clear up to time t = T . If s ≥ T , then
E[e−rtXt|e
−rsXs] =E[E
[
e−rtXt
∣∣∣e−rTX1T , e−r(t−T )X2s−T ]|e−rsXs]
=E[e−rTX1T e
−r(s−T )X2s−T |e
−rsXs]
=e−rsXs.
Finally, if s < T < t then
E[e−rtXt|e
−rsXs] =E[e
−rTX1T |e
−rsX1s ]E[e
−r(t−T )X2t−T ]
=e−rsXs.
The martingality of e−rtYt is either proved analogously, or deduced from that of e
−rtXt
and the equivalence in law.
A relaxed version of the concept in Definition 1.5 brings to the following
Definition 1.8 (“Weak NAP-equivalence”). Let X and Y be positive semimartingales,
interpreted as price dynamics. We say that X and Y are weakly NAP-equivalent if
there exist sequences of positive processes Xn and Y n, n ≥ 1, such that
1. for all t, the log-prices logXnt and log Y
n
t converge respectively to logXt and log Yt
in L2(P );
2. for every n, the processes Xn and Y n are NAP-equivalent.
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The sequencesXn and Y n, n ≥ 1, in the definition above are referred to as reducing
sequences for the weakly NAP-equivalent pair (X,Y ).
The possibility to concatenate NAP-equivalent processes extends immediately to
weakly NAP-equivalent processes.
Corollary 1.9. Let (X1, Y 1) and (X2, Y 2) be two pairs of weakly NAP-equivalent pro-
cesses. Let (X1,n, Y 1,n)n and (X
2,n, Y 2,n)n, n ≥ 1, be their reducing sequences and
assume that for every n the NAP-equivalent processes (X1,n, Y 1,n) and (X2,n, Y 2,n) sat-
isfy the assumptions of Proposition 1.7. Then the concatenations
Xt =
{
X1t 0 ≤ t ≤ T
X1TX
2
t−T T < t ≤ 2T
and
Yt =
{
Y 1t 0 ≤ t ≤ T
Y 1T Y
2
t−T T < t ≤ 2T.
are weakly NAP-equivalent.
Having introduced the concepts above, we prepare the construction of “alternative
dynamics”.
Let
(
Ω,F, P
)
be a probability space and let W be a Brownian motion on it. We
consider the probability measure P as fixed and we refer to it as physical measure.
Let (Ft) be the minimal P -completed right-continuous filtration generated by W . We
consider processes defined in the time window [0, T ]. Given t0 in [0, T [, the space
L2(P ⊗ dtT−t0 ) = L
2(Ω × [t0, T ], F ⊗ B[t0, T ], P ⊗
dt
T−t0
) is the space of square integrable
random variables on Ω× [t0, T ] with respect to the product measure P ⊗
dt
T−t0
, where
dt/(T − t0) is the normalised Lebesgue measure on [t0, T ]. We use the symbol
ffl
dt
for the integral with respect to such normalised Lebesgue measure. For ξ in L2(P ⊗
dt/(T − t0)) we set
|||ξ||| :=
 T
t0
‖ξ(t)‖L2(P ) dt (1.7)
and we observe
|||ξ||| ≤ ‖ξ‖L2(P⊗dt/(T−t0)) .
Let L1([0, T ];L2(P )) be the closure of L2(P ⊗ dt/(T − t0)) with respect to |||·|||.
Let H be a strictly positive real number. For s, t > t0 we introduce the functions
KH(t0, s, t) :=
(
s− t0
t− t0
)H− 12
(1.8)
and
RH(t0, s, t) :=
(t− t0)
H+ 12
(s− t0)H−
1
2
. (1.9)
We collect few facts about KH and RH in the following two lemmata.
Lemma 1.10. Consider the function KH in equation (1.8). Then,
1. the real-valued function s 7→ KH(t0, s, t) is square integrable over the interval ]t0, t]
with ˆ s
t0
KH(t0, u, s)KH(t0, u, t)du = RH(t0, t, s)/2H,
for any t0 < s ≤ t;
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2. the real-valued function (s, t) 7→ KH(t0, s, t) is square integrable over the simplex
{t0 ≤ s ≤ t ≤ T } with
ˆ T
t0
dt
ˆ t
t0
dsK2H(t0, s, t) = R
2
H(t0, T, T )/4H ;
3. for all s ≤ t it holds RH(t0, t, s) ≤ RH(t0, t, t).
Lemma 1.11. Consider the reciprocal R−1H of RH , defined as
R−1H (t0, s, t) =
(s− t0)
H− 12
(t− t0)H+
1
2
.
Then,
1. the real-valued function s 7→ R−1H (t0, s, t) is square integrable over the interval ]t0, t]
with ˆ s
t0
R−1H (t0, u, s)R
−1
H (t0, u, t)du = R
−1
H (t0, s, t)/2H,
for all t0 < s ≤ t;
2. the real-valued function (s, t) 7→ R−1H (t0, s, t) is in L
q(t < s ≤ t ≤ T ) for all 1 ≤ q < 2,
but not square integrable over the simplex {t0 ≤ s ≤ t ≤ T }, with
ˆ T
t0
dt
ˆ t
t0
dsR−qH (t0, s, t) = R
2−q
H (t0, T, T )/(2− q)(qH + 1− q/2);
3. for all 0 < ǫ1 ≤ ǫ2 it holds
R−1H (t0, t+ ǫ1, t+ ǫ2) ≤ R
−1
H (t0, t, t).
The functions KH and RH are used to describe the Gaussian processes ζ and ψ
introduced in the following two lemmata.
Lemma 1.12. The Volterra-type formula
ψ(t, t0, H) =
ˆ t
t0
R−1H (t0, s, t)dWs
defines a centred Gaussian (Ft)-adapted process on ]t0, t] with covariance structure
Eψ(s, t0, H)ψ(t, t0, H) = R
−1
H (t0, s, t)/2H, s ≤ t.
Setting ψ(t0, t0, H) := 0, the adapted process {ψ(t, t0, H) : t0 ≤ t ≤ T } is a well defined
element of L1([0, T ];L2(P )) and it is approximated with respect to |||·||| by the sequence
ψǫ(t) :=
ˆ t
t0
R−1H (t0, s+ ǫ, t+ ǫ)dWs (1.10)
of elements of L2(P ⊗ dt/(T − t0)).
Remark 1.13. For every ǫ > 0 the process ψǫ of equation (1.10) is a semimartingale
adapted to the filtration (Ft) of the Brownian motion W .
Proof of Lemma 1.12. Consider the function g in C1,2(]t0, T ]× R) defined as
g(t, x) := (t− t0)
− 12−H x.
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Let ǫ > 0. Consider the centred Gaussian martingale
ξǫ(t) :=
ˆ t
t0
(u+ ǫ − t0)
H− 12 dWu, (1.11)
and the process
ψ˜ǫ(t) :=g(t+ ǫ, ξǫ(t+ ǫ))
=
ˆ t+ǫ
t0
R−1H (t0, s+ ǫ, t+ ǫ)dWs.
(1.12)
Let 0 < ǫ1 ≤ ǫ2. We can estimate
ˆ T
t0
‖ψ˜ǫ1(t)−ψ˜ǫ2(t)‖L2(P )dt
=
1
2H
ˆ T
t0
|R−1H (t0, t+ ǫ1, t+ ǫ1) +R
−1
H (t0, t+ ǫ2, t+ ǫ2)
− 2R−1H (t0, t+ ǫ1, t+ ǫ2)|
1/2dt
≤
1
2H
ˆ T
t0
|R−1H (t0, t+ ǫ1, t+ ǫ1)−R
−1
H (t0, t+ ǫ1, t+ ǫ2)|
1/2dt
+
1
2H
ˆ T
t0
|R−1H (t0, t+ ǫ2, t+ ǫ2)−R
−1
H (t0, t+ ǫ1, t+ ǫ2)|
1/2dt
−→0, as ǫ1, ǫ2 ↓ 0.
We have used dominated convergence with domination
|R−1H (t0, t+ ǫ1, t+ ǫ1)−R
−1
H (t0, t+ ǫ1, t+ ǫ2)|
1/2
≤2R
− 12
H (t0, t, t).
Therefore, {ψ(t, t0, H) : t0 ≤ t ≤ T } exists as limit in L
1([0, T ];L2(P )) and defines a
Gaussian process on ]t0, T ] with the claimed covariance structure. Finally,
ψ˜ǫ(t)− ψǫ(t) =
ˆ t+ǫ
t
R−1H (t0, s+ ǫ, t+ ǫ)dWs
and
E
(
ψ˜ǫ(t)− ψǫ(t)
)2
= (t+ ǫ− t0)
−2H−1
ˆ t+ǫ
t
(s+ ǫ− t0)
2H−1ds.
In both cases 0 < H < 1/2 and H ≥ 1/2, we have
E
(
ψ˜ǫ(t)− ψǫ(t)
)2
. ǫ(t+ ǫ− t0)
−2,
so that
ˆ T
t0
‖ψ˜ǫ(t)− ψǫ(t)‖L2(P )dt . ǫ
1/2
ˆ T
t0
(t+ ǫ− t0)
−1dt
= ǫ1/2(log(T + ǫ− t0)− log ǫ).
The right hand side goes to zero as ǫ ↓ 0.
Lemma 1.14. The Volterra-type formula
ζ(t, t0, H) =
ˆ t
t0
KH(t0, s, t)dWs
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defines a centred Gaussian (Ft)-adapted process on [t0, T ] with covariance structure
Eζ(s, t0, H)ζ(t, t0, H) = RH(t0, t, s)/2H, s ≤ t.
Moreover, ζ is a semimartingale and for all t0 ≤ t ≤ T
ζ(t, t0, H) =Wt −Wt0 + (
1
2
−H)
ˆ t
t0
ψ(s, t0, H)ds, (1.13)
where equality is meant in L2(P ) and ψ was defined in Lemma 1.12.
Proof. Point 2 of Lemma 1.10 yields the first claim. We establish the second claim.
Consider the function f in C1,2(]t0, T ]× R) defined as
f(t, x) := (t− t0)
1
2−H x.
Let ǫ > 0. Consider the processes
ζǫ(t) :=f
(
t+ ǫ, ξǫ(t)
)
,
where ξǫ was defined in equation (1.11). Since f is twice continuously differentiable
on [t0 + ǫ, T ]× R, by Itoˆ’s lemma ζǫ is a semimartingale in L
2(P ⊗ dt/(T − t0)) and
ζǫ(t) =f(t0 + ǫ, ξǫ(t0)) +
ˆ t
t0
∂xf(s+ ǫ, ξǫ(s))dξǫ(s)
+
ˆ t
t0
∂tf(s+ ǫ, ξǫ(s))ds
=Wt +Wt0 +
(1
2
−H
)ˆ t
t0
ψǫ(s)ds + oǫ(1),
where ψǫ was defined in equation (1.10) and oǫ(1) is going to 0 in L
2(P ) as ǫ ↓ 0. By
Minkowski integral inequality, we have that∥∥∥ ˆ t
t0
ψǫ(s)− ψ(s) ds
∥∥∥
L2(P )
≤
ˆ t
t0
‖ψǫ(s)− ψ(s)‖L2(P )ds.
Therefore, letting ǫ ↓ 0 yields equation (1.13).
Consider, for ǫ > 0, the process
ζǫ(t, t0, H) :=Wt −Wt0 + (
1
2
−H)
ˆ t
t0
ψǫ(s)ds, t0 ≤ t ≤ T, (1.14)
where ψǫ was defined in equation (1.10). The proof above shows that ζǫ(t, t0, H) con-
verges to ζ(t, t0, H) in L
2(P ). Since Varψǫ(t) ≤ R
−1
H (t0, t+ ǫ, t+ ǫ)/2H, we have that
sup
t0≤t≤T
Varψǫ(t) ≤ ǫ
−1/2H,
and for 0 < η < 2Hǫ
sup
t0≤t≤T
E exp
(
ηψ2ǫ (t)
)
<∞.
This is a Novikov-type condition, see [RY99, Chapter VIII, (1.40)Exercise]. Therefore,
for all ǫ > 0 there exists a probability P ǫ, equivalent to the physical measure P , such
that ζǫ(·, t0, H) is a Brownian motion under P
ǫ. More precisely, P ǫ is given by the
formula
dP ǫ
dP
|Ft = exp
(
(H −
1
2
)
ˆ t
t0
ψǫ(s)dWs −
1
2
(H −
1
2
)2
ˆ t
t0
ψ2ǫ (s)ds
)
,
t0 ≤ t ≤ T.
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Remark 1.15. Informally3 passing to the limit as ǫ ↓ 0 in the change of measure
above yields the Wick exponential of
(H −
1
2
)
ˆ t
t0
ψ(s, t0, H)dWs.
Borrowing the terminology introduced in Example 1.6, we can then refer to (H −
1/2)ψ(t, t0, H) as the (time-dependent) market price of risk. Its path trajectories are
in general rougher than the semimartingales’ ones. Moreover, its behaviour for small
times t > t0 is proportional to (t − t0)
−α, for some 0 < α < 1. Such behaviour is
consistent with the one of the at-the-money skew of the implied volatility, which was
empirically observed by Bayer et al. [BFG16]. It is the combination of this small
time behaviour with the emprirically found roughness of the volatility process that
motivated Bayer et al. to introduce the rough Bergomi model. These features are
here exhibited at the level of the market price of risk (H − 12 )ψ.
Let µ be a real number, which we fix. With σ in R+, we define the line ℓ(t, t0, µ, σ)
as
ℓ(t, t0, µ, σ) := (µ− σ
2/2)(t− t0), t0, t ∈ [0, T ]. (1.15)
The letter X will refer to geometric Brownian motion, defined for t0 ≤ t ≤ T as
X(t, t0, µ, σ) := x0 exp
(
ℓ(t, t0, µ, σ) + σWt − σWt0
)
. (1.16)
Example 1.6 has shown that {X(·, t0, µ, σ) : µ ∈ R} is a family of NAP indifferent
processes, whose pricing dynamics is the one of X(·, t0, r, σ), with r denoting the fixed
interest rate in the market model.
Proposition 1.16. Let µ be a real coefficient an let σ1 and σ2 be two positive real
numbers. Then, the process4
Y (t, t0, σ1, σ2) = x0 exp
(
σ2ζ(t, t0,
σ21
2σ22
) + ℓ(t, t0, µ, σ1)
)
,
t0 ≤ t ≤ T,
is simultaneously weakly NAP-equivalent from X(·, t0, µ, σ2) and marginally identical
to X(·, t0, µ, σ1).
Remark 1.17. The quadratic variation of Y is
[Y ]t0,t = σ2
ˆ t
t0
Y (s)ds.
This is the same as the one of X(·, t0, µ, σ2), since
[X(·, t0, µ, σ2)]t0,t = σ2
ˆ t
t0
X(s)ds,
but different from that of X(·, t0, µ, σ1). With this respect, no-arbitrage pricing is
sensitive to quadratic variations but blind to marginal variances.
Proof of Proposition 1.16. For simplicity we take x0 = 1. Consider the process
Yǫ(t, t0, σ1, σ2) = exp
(
σ2ζǫ(t, t0,
σ21
2σ22
) + ℓ(t, t0, µ, σ1)
)
,
3The limiting change of measure is delicate because it entails that some mass is lost; indeed,
P (
´ t
t0
ψ2(s, t0,H)ds =∞) > 0.
4The drift µ is suppressed from the notation for Y .
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where ζǫ was defined in equation (1.14). We know already that log Yǫ(t) → log Y (t)
in L2(P ). Moreover, there exists a probability measure P ǫ, equivalent to P , such
that (ζǫ, P
ǫ) is a Brownian motion, and thus there exists an equivalent Qǫ such
that (log Yǫ, Q
ǫ) has the law of logX(·, t0, r, σ2). This shows the asserted weak NAP-
equivalence.
As for themarginal identity, it suffices to notice that log Y (t, t0, σ1, σ2) is a Gaussian
random variable with mean ℓ(t, t0, µ, σ1) and variance
σ22Varζ(t, t0,
σ21
2σ22
) =σ22
[
RH(t0, t, t)/2H
]
H=σ21/2σ
2
2
=σ21(t− t0).
These are themean and the variance of the Gaussian random variable logX(t, t0, µ, σ1).
Let π be a partition of the time window [0, T ], and recall the notational convention
in equation (1.2). For u in π consider the process
Z(t, u, σ1, σ2) =


0 0 ≤ t ≤ u
ℓ(t, u, µ, σ1) + σ2ζ(t, u,
σ21
2σ22
) u < t ≤ u′
ℓ(u′, u, µ, σ1) + σ2ζ(u
′, u,
σ21
2σ22
) t > u′.
(1.17)
Proposition 1.18 ([BM00, Propositions 2.1 and 2.2]). Let σ1 and σ2 be two positive
real numbers, and correspondingly consider the geometric Brownian motionsX(·, σi) =
X(·, 0, µ, σi), i = 1, 2, defined in equation (1.16), for some µ in R. Let π be a time grid
in the time window [0, T ], and correspondingly define the processes Z as in equation
(1.17). Let Y = Y (·, σ1, σ2) be the process
Y (t, σ1, σ2) = x0 exp
∑
u∈π
Z(t, u, σ1, σ2),
0 ≤ t ≤ T.
Then, it simultaneously holds
1. Y (·, σ1, σ2) and X(·, σ1) are π-indistinguishable;
2. Y (·, σ1, σ2) and X(·, σ2) are weakly NAP-equivalent.
Proof. We split the proof in two parts, which correspond to the statements.
1. Let u be a partition point and observe that for t > u the variable log Y (t, σ1, σ2)−
log Y (u, σ1, σ2) is independent from Fu. Moreover,
log Y (t, σ1, σ2)− logY (u, σ1, σ2)
=
∑
v∈π
u≤v<⌊t⌋
log
Y (v′, σ1, σ2)
Y (v, σ1, σ2)
︸ ︷︷ ︸
L1
+ log
Y (t, σ1, σ2)
Y (⌊t⌋, σ1, σ2)︸ ︷︷ ︸
L2
.
The two summands L1 and L2 are independent. The second summand, L2,
is normally distributed with mean ℓ(t, ⌊t⌋, µ, σ1) and variance σ
2
1(t − ⌊t⌋). As
for the first summand L1, we further notice the independence of the variables
log[Y (v′, σ1, σ2)/Y (v, σ1, σ2)], v ∈ π, which are normally distributed with mean
ℓ(v′, v, µ, σ1) and variance σ
2
1(v
′ − v). Therefore, L1 is normally distributed with
mean ℓ(⌊t⌋, u, µ, σ1) and variance σ
2
1(⌊t⌋−u). Hence, log[Y (t, σ1, σ2)/Y (u, σ1, σ2)] is
distributed as log[X(t, σ1)/X(u, σ1)].
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2. On each subinterval [u, u′] of π, the processes{
Y (t, σ1, σ2)
Y (u, σ1, σ2)
: u ≤ t ≤ u′
}
and {
X(t, σ2)
X(u, σ2)
= X(t, u, µ, σ2) : u ≤ t ≤ u
′
}
are weakly NAP indifferent, as argued in Proposition 1.16. Therefore we con-
clude by recalling Corollary 1.9.
2 Notation and preliminaries
We introduce the adopted financial terminology and notation by concisely recalling
the main steps in the Black-Scholes theory. This will terminate in the definition
of Delta and Gamma sensitivities of a portfolio, which we will later generalise to
diffusion models (local volatility models). Such sensitivities will constitute the main
ingredients in the hedging strategies.
Suppose that each component of the price vector St ∈ R
d of d non-dividend paying
stocks displays the following dynamics
dSit = S
i
t
(
µidt+ σijdB
j
)
, i = 1 . . . d, S0 = s0 ∈ R
d,
on a stochastic base (Ω,F, P, (Ft)t, (Bt)t) carrying a standard n-dimensional Brownian
motion (Bt)t. Einstein’s summation convention on double indices is employed and
will be throughout all the paper. The vector µ in Rd and the matrix σ in Rd×n are
the model parameters. It is assumed that there exists κ in Rn such that σκ = r − µ,
where r = (r, . . . , r) ∈ Rd is the vector of constant deterministic interest rate. This
guarantees the absence of arbitrage [Bjo09, Proposition 14.1]. The process (St)t is
referred to as risky asset. The riskless asset is instead denoted by S0t and follows the
one-dimensional deterministic dynamic
dS0t = rS
0
t dt, S
0
0 = 1.
Any (Ft)t-adapted process φt = (H
0
t , Ht) ∈ R × R
d is referred to as strategy, provided
that ˆ T
0
∣∣H0u∣∣ dS0u + d∑
i=1
ˆ T
0
∣∣HiuSiu∣∣2 du <∞ P − a.s. .
The value of its corresponding portfolio is defined as the real-valued process
Vt(φ) := H
0
t S
0
t +HtSt,
and we say that the strategy is self-financing if on a P -full set
Vt(φ) = V0(φ) +
ˆ t
0
H0udS
0
u +
ˆ t
0
HudSu. (2.1)
Equivalently, φ is self-financing if and only if the discounted value V˜t(φ) := Vt(φ)/S
0
t =
e−rtVt(φ) is such that
V˜t(φ) = V0(φ) +
ˆ t
0
HudS˜u, P -a.s.,
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where S˜t := St/S
0
t = e
−rtSt is the discounted price of the stocks. Notice that dS˜
i =
S˜i((µi − r)dt + σijdB
j). By Girsanov theorem, there exists a probability measure Q
equivalent to P such that under Q the process
Wt := Bt − κt
is a standard Brownian motion. The measure Q is referred to as pricing measure -
as opposed to the “physical” measure P - and is explicitly given by
dQ
dP
|Ft = exp
{
κ ·Bt −
t
2
|κ|2
}
.
Since dS˜i = S˜iσijdW
j, we have that under Q the discounted price vector is a mar-
tingale. As a consequence, the discounted portfolio value V˜t of any self-financing
strategy is a Q-martingale too and
V˜t = EQ[V˜T | Ft]. (2.2)
Let f(ST ) be the payoff of a Vanilla option on the underlying S. We assume that f
is a continuous and bounded function on Rd. Let
h(x) := f(erTx) (2.3)
and h˜ := e−rTh. The payoff is therefore equivalently written as h(S˜T ), and its dis-
counted value is h˜(S˜T ).
Assume that there exists a self-financing φ such that V˜T (φ) = h˜(S˜T ), P -almost
surely. Then, (2.2) justifies the pricing paradigm according to which the price at
time t < T of a contingent claim f = f(ST ) is given by
p(t, T ) = EQ[e
−r(T−t)f(ST ) | Ft].
We explicitly remark that if V˜T (φ) = h˜(S˜T ) then (2.2) reads
V˜t = PT−th˜(S˜t),
where (Pt)t is the semigroup on Cb(R
d) generated5 by the infinitesimal operator
Aϕ(x) =
1
2
xi
(∑
k
σikσ
j
k
)
xj∂2i,jϕ(x) , ϕ ∈ C
2(Rd) ∩ Cb(R
d),
of the dynamics of S˜. Hence, the stochastic process V˜t is a deterministic function
w = w(t, x) of time and space applied after (t, S˜t) which solves{(
∂t + A
)
w = 0 in [0, T )× Rd
w(T, x) = h˜(x) on {T } × Rd.
(2.4)
Equation (2.4) is the discounted version of the celebrated Black-Scholes partial dif-
ferential equation; solving it amounts to finding the arbitrage-free price of the contin-
gent claim f(ST ). This task does not involve the local mean µ of the physical dynamic
for S which instead is needed for the change of measure above and hence the jus-
tification of the pricing paradigm. The choice of focusing on discounted trajectories
5 By this we mean the semigroup of linear operators on Cb(R
d) such that for any continuous and
bounded f , the solution of the Cauchy problem{(
∂t − A
)
u = 0 in R+ × Rd
u(0, x) = f(x) on {0} × Rd
is represented as u(t, x) = Ptf(x), see [LB07, Theorem 2.2.5].
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S˜t when elaborating the mathematical discourse reflects this regardlessness of the
drift under the physical measure P : for pricing and hedging the dynamic that mat-
ters is dSi = Si(rdt+σijdW
j), with fixed drift determined only by the interest rate and
hence constituting not a feature of the price trajectory but one of the environment.
Nonetheless, when the mathematical discourse leaves its place to financial consid-
erations, the fundamental object is the (undiscounted) price trajectory St, which is
the one observed in the market. In terms of the dynamic of S, the discounted value
of the option is rewritten as
V˜t = PT−tf˜(St),
where f˜ = e−rTf and Pt is the semigroup on Cb(R
d) with generator
Lϕ(z) =
1
2
zi
(∑
k
σikσ
j
k
)
zj∂2zizjϕ(z) + rz
i∂ziϕ(z), ϕ ∈ Cb(R
d) ∩ C2(Rd).
For the undiscounted price of the contingent claim we therefore have Vt = v(t, St),
with v = v(t, z) solution to{(
∂t + L
)
(e−rtv) = 0 in [0, T )× Rd
v(T, z) = f(z) on {T } × Rd.
Notice that v(t, z) = ertw(t, e−rtz).
We set the following notation for future reference:
Deltat := ∇zv(t, St) = ∇xw(t, S˜t),
taking values in Rd ∼= Hom(Rd,R), and
Gammat := ∇
2
zzv(t, St) = e
rt∇2xxw(t, S˜t),
taking values in Rd×d ∼= Hom(Rd ⊗ Rd,R) ∼= Hom(Rd,Hom(Rd,R)).
Hedging formulas and heuristics towards pathwise formulation
We focus on the hedging practice that was justified above, and we extend it to multi-
dimensional diffusion models (local volatility models). Exterior to our models are the
constant interest rate r ≥ 0 and the bounded continuous function f that describes
the payoff of the contingent claim to hedge. Interior to our models is the specifica-
tion of the continuous locally α-Ho¨lder function σ in Cα-Ho¨lloc (R
d,Rd×n), 0 < α < 1, that
describes the volatility of the price. Notice that this generalises the linear case of the
previous section.6 Since we are firstly interested in the mathematics of the models, it
is convenient here to work with discounted price trajectories: as recalled above, it is
on the discounted diffusion that the economic justification imposes the martingality,
and it is the discounted diffusion that the generator is driftless. The volatility σ is
thus thought of as a function of the x-variable (as opposed to the z = ertx-variable)
which, applied after S˜t, gives the diffusion coefficient in the stochastic dynamic of the
discounted price trajectory. We set a = (ai,j)i,j = σσ
T and let A be the second-order
differential operator
Aϕ(x) =
ai,j(x)
2
∂2i,jϕ(x) , ϕ ∈ C
2(Rd).
6 We remark that in the non-linear case the change of coordinates that brings the generator A =
1
2
(
∑
k σ
i
k
σj
k
)(x)∂2
xixj
of the dynamic of S˜ into the generator of the dynamic of the undiscounted S will
result in the time-dependent
Lt =
e2rt
2
(
σikσ
j
k
)
(e−rtz)∂2
zizj
ϕ(z) − rzi∂ziϕ(z).
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The operator A is referred to as volatility operator and it is assumed to be locally
uniformly elliptic. We denote by (Xt)t the dynamic dX = σ(X)dW associated with A,
where it remains understood that Wt is a standard n-dimensional Brownian motion
on a stochastic base (Ω,F, Q, (Ft)t). In this classical probabilistic framework, the
discounted trajectory S˜ is though of as a realisation of X under the pricing measure
Q. Set Pt := e
tA for the semigroup of A on Cb(R
d) and define
w(t, x) := PT−th˜(x),
where h˜ := e−rTh and h as in equation (2.3). By Itoˆ-Doeblin formula,
w(t,Xt)− w(0, X0) =
ˆ t
0
∇xw(u,Xu)σ(Xu)dWu +
ˆ t
0
(
∂t + L
)
w(u,Xu)du
=
ˆ t
0
∇xw(u,Xu)dXu. (2.5)
Equation (2.5) is the linchpin of hedging. Indeed, under the interpretation of X as
the stochastic process that governs the realisation S˜, this equation implies that the
strategy φt = (H
0
t , Ht) given by
Ht := ∇xw(t, S˜t)
H0t := w(t, S˜t)−HtS˜t.
(2.6)
is such that the undiscounted portfolio process
Vt(φ) = H
0
t e
rt +HtSt = e
rtw(t, S˜t),
is self-financing and replicates the option payoff, i.e. VT (φ) = f(ST ).
Consider how equation (2.5) was derived: from the specification of a “feature”
of the price – namely, the volatility σ –, a diffusion process X on a stochastic base
(Ω,F, Q, (Ft)t) was introduced, with generator A defined in terms of σ; then, Itoˆ for-
mula applied to w(t,Xt) = e
(T−t)Ah˜(Xt) yielded equation (2.5). In Section 4 we propose
to parsimoniously reconsider such derivation, refraining in particular from the intro-
duction of a probability space. This means analysing the discounted price trajectory
in a pathwise sense, and entails the technical difficulty of integration with respect
to unbounded variation signals. Section 3 presents how we solve this difficulty by
relying on (reduced) rough integration theory, see [FH14]. Once established this,
we will directly bridge the specification of the volatility σ of a price to an “enhanced”
price trajectory that carries such additional information and can be used as pathwise
integrator.
The construction will reveal two important findings. Firstly, the role usually as-
signed to the quadratic variation can more generally be assigned to a linear trans-
formation of level two of the price path signature, which we shall refer to as “enhan-
cer” of the path. This gives rise to the possibility to consider trajectories for which
this enhancer is not of bounded variation and, through a P&L formula, to assess
the misspecification of the enhancer. On the other hand, the construction reveals
that the machinery of Delta hedging can be made work in a rougher regime than the
usual semimartingale one. Price trajectories can be assumed only to be continuous
of finite p-variation for some p < 3, rather than for all p > 2 as with semimartingales.
We will also address the consequence of time discretisation. In real trading,
hedging happens in discrete time and, given a partition π of [0, T ] of meshsize |π| :=
sup{|u′ − u| : u ∈ π}, the strategy Ht of equation (2.6) is commonly replaced by
πHt :=
∑
u∈π
Hu1
{
t ∈ (u, u′]
}
,
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where for u ∈ π we denoted by u′ := inf{v ∈ π : u < v} its next partition point. The
(Itoˆ-) integral of the elementary caglad process πH is
( πH.X)t =
∑
u∈π
HuXu,u′ .
H being continuous, the discrete-time integral converges in probability to the Itoˆ
integral
´
HdX along any sequence (πn)n of partitions with meshsize |π
n| shrinking to
zero (see [RY99, Chapter IV, (2.13)Proposition]). Two issues are to be stressed about
this convergence. First, the convergence does not happen pathwise for arbitrary
sequences of partitions; if it did, the integrator X would be of bounded variation
(see Proposition 2.1 below), which is not the case for semimartingales. Second, the
convergence is not uniform with respect to equivalent martingale measures on the
same filtered probability space (see Example 2.2 below).
Estimating portfolio increments then necessarily involves higher order expansions
than the first order one. To motivate the construction of later sections, we show this
heuristically here.
Consider the Itoˆ-enhanced trajectory X = (X,X), where
2Xs,t := (Xt −Xs)⊗ (Xt −Xs)− 〈X, X〉s,t.
The symbol 〈X, X〉s,t stands for the quadratic variation of the semimartingaleX in the
time interval [s, t]. Let H ′t := ∇
2
xxw(t,Xt) be the Gamma sensitivity of the discounted
replicating portfolio. By adding and subtracting ( πH ′.X)0,t :=
∑
u∈πH
′
uXu∧t,u′∧t to the
difference w(t,Xt)− w(0, X0)− (
πH.X)t we can estimate
|w(t,Xt)− w(0, X0)− (
πH.X)t|
≤
∣∣∣∣
ˆ t
0
HdX − ( πH.X)t − (
πH ′.X)t
∣∣∣∣
+
∣∣∣∣∣∑
u∈π
H ′uXu∧t,u′∧t
∣∣∣∣∣
≤
∑
u∈π
∣∣∣∣∣
ˆ u′∧t
u∧t
HdX−HuXu∧t,u′∧t −H
′
uXu∧t,u′∧t
∣∣∣∣∣
+
∣∣∣∣∣∑
u∈π
H ′uXu∧t,u′∧t
∣∣∣∣∣
≤K |π|
γ−1
t+
∣∣∣∣∣∑
u∈π
H ′uXu∧t,u′∧t
∣∣∣∣∣ . (2.7)
In the first step we have used (2.5), in the second we have identified the Itoˆ integral
against X with the rough path integral against the Itoˆ-enhancement of X, and in
the third we have used the “Sewing Lemma” [FH14, Lemma 4.2] (a version of which
wegive in Section 3). The exponent γ is a real number strictly greater than 1, so that
the first summand on the upper bound goes to zero as |π| goes to 0. However, in
general the second summand does not vanish in the limit |π| ↓ 0. This is because the
considerations above are those of pathwise analysis. Referring to any P -equivalent
measure instead, one classically has that the quantity∑
u∈π
H ′uXu∧t,u′∧t =
∑
u∈π
[
H ′uXu∧t,u′∧t ⊗Xu∧t,u′∧t −H
′
u〈X, X〉u∧t,u′∧t
]
goes to zero in probability along any sequence of partitions with vanishing meshsize
(see for example [RY99, ChapterIV, (1.33)Exercise]). This is an instance of the role
played, in the classical Black-Scholes model, by the interpretation of the (undiscoun-
ted) price trajectory as a realisation t 7→ St(ω) of a continuous semimartingale on a
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stochastic base (Ω,F, P, (Ft)t). By considering pathwise integrals as limits of com-
pensated Riemann sums we will circumvent this issue. Of course, this raises the
question of the interpretation of such integrals. Indeed, because of the compensa-
tion, it is not immediately clear that they can be used as representative of portfolio
increments. The question is positively answered by N. Perkowski and D. Pro¨mel in
[PP16] by showing that model-independent integration is still subject of financial
interpretation. We will implicitly rely on this when discussing the translation of
classical formulas of Mathematical Finance into the pathwise ones.
Technical motivation for compensated Riemann sums
There are two technical reasons which motivate the use of compensated Riemann
sums. First, if the integrator has semimartingale-type regularity (or worse), then un-
compensated Riemann sums cannot converge pathwise (see Proposition 2.1). Second,
in the semimartingale setting the rate of convergence of uncompensated Riemann
sums to the corresponding Itoˆ integral depends on the underlying probability meas-
ure (see Example 2.2).
Proposition 2.1 ([RY99, Chapter IV, (2.21)Exercise]). Let X be an Rd-valued function
on [0, T ] such that for every H in C([0, T ],Rd) the limit of (uncompensated) Riemann
sums
lim
n
( πnH.X)T = lim
n
∑
u∈πn
HuXu,u′
exists in R along any sequence (πn)n of partitions of [0, T ] with vanishing meshsize.
Then, the limit does not in fact depend on the specific sequence of partitions and X is
of bounded variation.
The statement in Proposition 2.1 is classical. Our reference for it is Exercise 2.21
in Chapter IV of the textbook by D. Revuz and M. Yor [RY99]. Hence, for the reader’s
convenience, we recall the proof.
Proof of Proposition 2.1. The one-dimensional case d = 1 suffices. Let ((1)πn)n and
((2)πn)n be two sequences of partitions with vanishing meshsize. Define π˜2k+1 :=
(1)πk
and π˜2k :=
(2)πk for k in N. The assumption guarantees that (
π˜nH.X)T , n ≥ 1, is a
Cauchy sequence for every H in C([0, T ],R). Therefore, the triangulation
|lim
n
(
(1)πnH.X)T− lim
n
(
(2)πnH.X)T |
≤
∣∣∣lim
n
(
(1)πnH.X)T − (
(1)πNH.X)T
∣∣∣
+
∣∣( π˜2N+1H.X)T − ( π˜2NH.X)T ∣∣
+
∣∣∣( (2)πNH.X)T − lim
n
(
(2)πnH.X)T
∣∣∣
yields the first claim. As a consequence, for every H in C([0, T ],R), we have
sup {|( πH.X)T | : π partition of [0, T ]} <∞.
But the map H 7→ ( πH.X)T is a bounded linear operator on C([0, T ],R) with
|( πH.X)T | ≤ ‖H‖∞
∑
u∈π
|Xu,u′ | .
Furthermore, given π the integrand
St =
{
1−
t− ⌊t⌋
⌊t⌋′ − ⌊t⌋
}
sign
(
X⌊t⌋,⌊t⌋′
)
+
{
t− ⌊t⌋
⌊t⌋′ − ⌊t⌋
}
sign
(
X⌊t⌋′,⌊t⌋′′
)
,
0 ≤ t ≤ T,
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is such that
(πS.X)T =
∑
u∈π
|Xu,u′ | .
Therefore, an application of the uniform boundedness principle concludes.
Example 2.2. Let Ω be the space C([0, 1],R) of continuous real-valued functions on
[0, 1], and let F be its Borel σ-algebra. Let P be the Wiener measure on (Ω,F), so that
the coordinate map Xt(ω) = ω(t), ω ∈ Ω, is a ((Ft)t, P )-Brownian motion, where Ft is
the P -completion of σ(Xs : 0 ≤ s ≤ t). Consider the sequence P
k, k ∈ N, of probability
measures on (Ω,F, (Ft)t) given by
dP k
dP
|Ft = exp
(
kXt −
k2
2
t
)
, 0 ≤ t ≤ 1, k = 1, 2, . . . .
We observe that for each k, the process Xt − kt is a ((Ft)t, P
k)-Brownian motion. For
each k, for every continuous (Ft)t-adapted integrand H and any sequence (πn)n of
partitions with vanishing meshsize we have that
sup
{
lim
n,m↑∞
P k
(
|( πnH.X)1 − (
πmH.X)1| > ǫ
)
: ǫ > 0
}
= 0.
Consider the integrand Hs ≡ s and the sequence πn = {l2
−n : l = 0, . . . , 2n} of dyadic
partitions of [0, 1]. We claim that for every ǫ > 0 it simultaneously holds
lim
k
lim
n
P k
(
|( πnH.X)1 − (
πn+1H.X)1| > ǫ
)
= 0
and
lim
n
lim
k
P k
(
|( πnH.X)1 − (
πn+1H.X)1| > ǫ
)
= 1.
Indeed, since πn+1 = πn ∪ {(2l+ 1)2
−(n+1) : l = 0, . . . , 2n − 1}, we have∑
v∈πn+1
v<1
HvXv,v′ −
∑
u∈πn
u<1
HuXu,u′ =
∑
u∈πn
u<1
(
Hu+2−(n+1) −Hu
)
Xu+2−(n+1), u+2−n
=2−(n+1)X2−(n+1),1.
Hence, under P k the difference ( πn+1H.X)1 − (
πnH.X)1 is distributed as
2−(n+1)σn
(
N + kσn
)
,
where σn = (1− 2
−(n+1))
1
2 and N is a standard normal random variable. We conclude
P k
(∣∣( πn+1H.X)1−( πnH.X)1∣∣ > ǫ)
=Φ
(
kσn −
ǫ
σn
2n+1
)
+Φ
(
−
ǫ
σn
2n+1 − kσn
)
k↑∞
−→ 1,
where Φ is the cumulative distribution function of a standard normal random vari-
able.
3 Pathwise integrals
Let B be a Banach space and let X : [0, T ] → B be a continuous path with trajectory
in B. The increments
Xs,t := Xt −Xs, 0 ≤ s, t ≤ T, (3.1)
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of such path define a two-parameter function X = Xs,t on the square [0, T ] × [0, T ].
We employ the notation in (3.1) throughout all our work. Moreover, rather than
considering general s and t in [0, T ], we often restrict to the simplex {(s, t) ∈ R2 : 0 ≤
s ≤ t ≤ T } ⊂ [0, T ]2. A clear property of X is additivity, in that for all 0 ≤ s, u, t ≤ T it
holds
Xs,t = Xs,u +Xu,t. (3.2)
Notice that if X is a priori only defined on the simplex but additive, then it can
straightforwardly be extended to an additive function on [0, T ]×[0, T ] by settingXt,s :=
−Xs,t.
Additivity characterises those functions X on [0, T ]× [0, T ] that descend from in-
crements of paths, in the following sense.
Proposition 3.1. Let X : [0, T ]× [0, T ]→ B be additive. Then, there exists a path x on
B such that
Xs,t = xt − xs, ∀0 ≤ s, t ≤ T.
Moreover, if y is another path whose increments coincide with X, then y−x is constant.
We regard a partition π simultaneously as the finite collection of points and as
the finite collection of adjacent subintervals of a given time interval [s, t] that π sub-
divides. Given a partition π of [0, T ] and a time instant t in [0, T ], we adopt the following
notational convention:
t′ := inf{u ∈ π : u > t}, ⌊t⌋ := sup{u ∈ π : u ≤ t},
t− := sup{u ∈ π : u′ ≤ t}, t⋆ :=
{
t− if t ∈ π
⌊t⌋ if t /∈ π,
|π| := sup{|u′ − u| : u ∈ π}, πt :=
(
π ∪ {t}
)
∩ [0, t].
(3.3)
Let π be a partition of the time interval [s, t] under consideration. From the addit-
ivity (3.2) it follows that ∑
u∈π
Xu,u′ = Xs,t. (3.4)
This holds irrespectively of the choice of the partition π, so that if πn, n ≥ 1, is a
sequence of partitions with meshsize shrinking to zero, we can carry formula (3.4)
to the limit in n and write
lim
n↑∞
∑
u∈πn
Xu,u′ = Xs,t. (3.5)
Actually, this does not use the fact that the meshsize |πn| := sup{|u
′ − u| : u ∈ πn}
goes to zero as n ↑ ∞. However, restricting to such class of sequences of partitions
will become meaningful soon, because we wish to interpret the limit in (3.5) as the
integral
´ t
s
dX. In order to emphasise that the limit in (3.5) does not depend on the
particular sequence of partitions we write
lim
|π|↓0
∑
u∈π
Xu,u′ = Xs,t. (3.6)
In integral notation, this is the trivial, yet fundamental, relation
´ t
s dX = Xs,t. Let
X : {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T } → B. We say that X is of finite p-variation for some
p ≥ 1 if
‖X‖pp-var,[0,T ] := sup
{∑
u∈π
|Xu,u′ |
p
: π partition of [0, T ]
}
<∞.
If X is additive, this notation is the usual p-variation norm of the underlying path.
For s ≤ u ≤ t we introduce the symbol
δXs,u,t := Xs,t −Xs,u −Xu,t.
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If X is additive, then δX ≡ 0.
Equation (3.6) is the combination of two statements: a. the limit on the left
hand side exists and is the same along every sequence of partitions with vanishing
meshsize; b. such limit defines an additive functional on the simplex, hence a path.
We have seen that these properties are immediate if we start from an additive X. We
will now relax the additivity of X to obtain the non-trivial statement in Proposition
3.5.
Definition 3.2 (“Control function”). A control function ω is a non-negative continuous
function on {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T }, null on the diagonal and such that
1. ω(s1, t1) ≤ ω(s2, t2), if the interval [s1, t1] is contained in the interval [s2, t2];
2. ω(s, u) + ω(u, t) ≤ ω(s, t), for all s ≤ u ≤ t.
A control function generalizes the concept of the length of an interval. Com-
mon controls are ω(s, t) := |t− s| and, for a continuous path x of finite p-variation,
ω(s, t) := ‖x‖
p
p-var, [s,t]. From these, new controls can be defined by linear combinations
c1ω1 + c2ω2 with non-negative coefficients c1, c2 ∈ R≥0, and by products ω
γ1
1 ω
γ2
2 with
exponents γ1 and γ2 satisfying γ1 + γ2 ≥ 1, see [FV10, Exercise 1.9].
Given a partition π of [s, t] ⊂ [0, T ] we may use a control function to measure the
mesh-size.
Definition 3.3. The modulus of continuity of ω on a scale smaller or equal than the
meshsize |π| is given by
osc(ω, |π|) := sup{ω(s, t) : |t− s| ≤ |π|}.
Definition 3.4 (“Approximate additivity”). A function Ξ : {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤
T } → B is said approximately additive if
1. it is null and right-continuous on the diagonal, i.e. Ξs,s = limt↓s Ξs,t = 0 for all s in
[0, T ];
2. there exist γ > 1 and a control function ω such that
|Ξs,t − Ξs,u − Ξu,t| ≤ ω
γ(s, t), (3.7)
for all s ≤ u ≤ t.
Notice that equation (3.7) implies that for all 1 < γ′ < γ
‖δΞ‖ω,γ′ := sup
s≤u≤t
|δΞs,u,t|
ωγ′(s, t)
≤ ωγ−γ
′
(0, T ).
Therefore, condition 2 above is equivalent to the existence of a control ω and some
γ > 1 such that ‖δΞ‖ω,γ <∞.
Proposition 3.5 (“Sewing Lemma”). Let Ξ : {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T } → B be
approximately additive and let the control ω and the exponent γ > 1 be such that
‖δΞ‖ω,γ <∞. Then, there exists a unique continuous path
ˆ
Ξ : [0, T ]→ B,
whose increments we denote by
´ t
s
Ξ, such that for all 0 ≤ s ≤ t ≤ T
1.
´ t
s
Ξ = lim|π|↓0
∑
u∈π Ξu,u′ with limit in B;
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2. ∣∣∣∣
ˆ t
s
Ξ− Ξs,t
∣∣∣∣ ≤ ‖δΞ‖ω,γ1− 21−γ ωγ(s, t). (3.8)
Remark 3.6. With respect to the formulation in [FH14, Lemma 4.2], Proposition 3.5
extends the so-called Sewing Lemma to the case of general control ω. Hence, it allows
to handle the case of p-variation regularity, which is more general than the case of
1/p-Ho¨lder regularity.
Proof of Proposition 3.5. Given a partition π of [s, t] ⊂ [0, T ], let us set
ˆ
π
Ξ :=
∑
u∈π
Ξu,u′ .
We start by showing that, for any pair π, π˜ of partitions of [s, t], it holds∣∣∣ˆ
π
Ξ−
ˆ
π˜
Ξ
∣∣∣
≤2γζ(γ)ω(s, t) ‖δΞ‖ω,γ
(
osc(ω, |π|)γ−1 − osc(ω, |π˜|)γ−1
)
,
(3.9)
where ζ(γ) :=
∑
n≥1 n
−γ is the zeta function, and osc(ω, |π|) := sup{ω(s, t) : |t− s| ≤ |π|}
is the modulus of continuity of ω on a scale smaller or equal than the meshsize |π|.
Let π be a partition of [s, t] ⊂ [0, T ] with at least two subintervals and let
m := #{[u, u′] ∈ π} ≥ 2
denote the number of subintervals of π. It is easily seen by contradiction that there
must exists some internal point u of π such that [u−, u], [u, u′] ∈ π and
ω(u−, u′) ≤
2
m− 1
ω(s, t).
We estimate ∣∣∣∣∣
ˆ
π\{u}
Ξ −
ˆ
π
Ξ
∣∣∣∣∣ = |Ξu−,u′ − Ξu−,u − Ξu,u′ |
≤ ‖δΞ‖γ ω
γ(u−, u′)
≤‖δΞ‖γ
2γ
(m− 1)γ
ωγ(s, t).
By iteration we see ∣∣∣∣Ξs,t −
ˆ
π
Ξ
∣∣∣∣ ≤ ‖δΞ‖γ [2ω(s, t)]γ ∑
n≥1
1
nγ
. (3.10)
Now, if π˜ is a partition that refines π we have
ˆ
π
Ξ−
ˆ
π˜
Ξ =
∑
u∈π
{
Ξu,u′ −
ˆ
π˜∩[u,u′]
Ξ
}
and equation (3.10) yields∣∣∣∣
ˆ
π
Ξ−
ˆ
π˜
Ξ
∣∣∣∣ ≤∑
u∈π
‖δΞ‖γ
(
2ω(u, u′)
)γ
ζ(γ)
≤2γζ(γ) ‖δΞ‖γ osc(ω, |π|)
γ−1ω(s, t).
The general case for π, π˜ can be reduced to the case where π˜ refines π. This proves
(3.9) and says that
´
Ξ is well-defined and consistent as pointwise limit of t 7→
´
πnt
Ξ
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along any sequence (πn)n of partitions of [0, T ] with meshsizes |π
n| shrinking to zero.
Here we have used the notation πnt := (π
n ∪ {t}) ∩ [0, t].
In order to get the bound in (3.8), we consider the dyadic sequence of partitions
of [s, t], i.e. π0 = {[s, t]} and
πn+1 =
⋃
u∈πn
{
[u, uˆ] , [uˆ, u′]
}
, n ≥ 0,
where uˆ := inf{v > u : ω(u, v) ≥ 2−(n+1)ω(s, t)}. We are assuming, without loss of
generality, that (πn)n has vanishing meshsize, i.e. that ω is strictly increasing, in
the sense that ω(s, t) > 0 if s < t. Notice that by continuity of ω it holds ω(u, uˆ) =
2−(n+1)ω(s, t) and by subadditivity ω(uˆ, u′) ≤ 2−(n+1)ω(s, t). Thus,
ˆ
πn+1
Ξ =
ˆ
πn
Ξ−
∑
u∈πn
δΞu,uˆ,u′
and ∣∣∣∣∣
ˆ
πn+1
Ξ−
ˆ
πn
Ξ
∣∣∣∣∣ ≤ ∑
u∈πn
‖δΞ‖γ ω
γ(u, u′)
≤‖δΞ‖γ ω
γ(s, t)
∑
u∈πn
2−nγ
= ‖δΞ‖γ ω
γ(s, t) 2n(1−γ).
The right hand side is summable in n. Hence,∣∣∣∣
ˆ t
s
Ξ− Ξs,t
∣∣∣∣
≤
∑
n≥0
∣∣∣ (´πn+1 − ´πn) (Ξ)∣∣∣
≤ ‖δΞ‖γ
ωγ(s, t)
1− 21−γ
.
Having obtained (3.8), the continuity of the path
´
Ξ follows from the assumption
limt↓s Ξs,t = 0.
Owing to Proposition 3.5, we can regard the integral as the map
ˆ
:
{
approximatively
additive
functionals
}
→
{
additive
functionals
}
.
Owing to Proposition 3.1, we can unambiguously replace the range
{
additive
functionals
}
with
the space of continuous paths on B starting at 0 ∈ B. Let AAp-var([0, T ];B) be the
family of approximately additive functions Ξ : {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T } → B that
are of finite p-variation, p ≥ 1. Then, we can state the following
Corollary 3.7. The restriction of the integral map
´
to AAp-var([0, T ];B) takes value in
the space Cp-var0 ([0, T ];B) of continuous paths on B that start at the origin 0 ∈ B and are
of finite p-variation. Moreover,
ˆ
: AAp-var([0, T ];B) −→ C
p-var
0 ([0, T ];B)
Ξ 7−→ lim
|π|↓0
∑
u∈π
Ξu,u′
is continuous in p-variation norm.
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Proof. Immediate from equation (3.8).
Let X : [0, T ] → B be continuous and of finite p-variation. Let H : [0, T ] → W be
continuous and of finite q-variation, whereW = Hom(B;V ) and V is a Banach space.
We say that p and q are Young complementary if 1/p+ 1/q > 1.
Proposition 3.8 (“Young integral7”). Let p and q be Young complementary and set
Ξs,t := HsXs,t
for all 0 ≤ s ≤ t ≤ T , or Ξs,t := HtXs,t for all 0 ≤ s ≤ t ≤ T . Then, Ξ is approximately
additive and of finite p-variation. As a consequence, the integral
H.X := lim
|π|↓0
∑
u∈π
Ξu,u′ (3.11)
defines a continuous path in V of finite p-variation. The integral in (3.11) does not
depend on whether Ξ is defined according to Ξs,t = HsXs,t or to Ξs,t = HtXs,t.
Remark 3.9. The Young integral is a classical and well-known construction (see for
example [FV10, Chapter 6]). In Proposition 3.8, this construction is connected to the
general version of Sewing Lemma given above.
Proof of Proposition 3.8. Let ωX and ωH be respectively the p-variation and the q-
variation controls of X and of H. Using additivity of X we see that
HsXs,t −HsXs,u −HuXu,t = −Hs,uXu,t
and
HtXs,t −HuXs,u −HtXu,t = Hu,tXu,t.
Therefore in both cases
|δΞs,u,t| ≤ ω
1/q
H ω
1/p
X (s, t).
This shows the claimed approximate additivity. Moreover with 1/p′ = 1− 1/p we can
estimate ∑
u∈π
|HuXu,u′ −Hu′Xu,u′ | ≤
(∑
|Hu,u′ |
p′
)1/p′ (∑
|Xu,u′ |
p
)1/p
≤osc
p′−q
p′ (H, |π|)ω
1/p′
H ω
1/p
X (0, T )
−→0 as |π| ↓ 0.
The continuity of H was only used to show that the choice to evaluate H at the
beginning or at the end of the partition subintervals does not affect the integral. The
two choices are respectively referred to as adapted evaluation and terminal evalu-
ation. If H is not continuous but of bounded variation, the Young integral is defined
(because q = 1), but depends on the evaluation choice. If π is a partition of [0, T ], we
set
πHt :=
∑
u∈π
Hu1 {t ∈ (u, u
′]},
which denotes the piecewise constant caglad approximation of H on the grid π. We
let πH.X be the Young integral of H against X with terminal evaluation, namely
( πH.X)0,t :=
∑
u∈πt
HuXu,u′ .
7The original article by L. C. Young is [You36], where the extension of Stieltjes integral was introduced.
Our reference is the rough path-oriented presentation of the Young integral contained in [FV10, Chapter
6].
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In this way, for H continuous and of finite q-variation, 1/p+ 1/q > 1, we can write
H.X = lim
|π|↓0
πH.X. (3.12)
When the complementary regularities of integrand H and integrator X are not
sufficient for Young integration, we resort to compensated Riemann sums. In par-
ticular this is the case if H and X have the same p-variation regularity for some p
greater than 2.
As above, let X be a continuous path of finite p-variation with trajectory in the
Banach space B. Recall thatW denotes Hom(B;V ). We use the identification Hom(B,
W ) ∼= Hom(B ⊗ B;V ), and we write Homsym(B ⊗ B;V ) for the subset of those ℓ in
Hom(B ⊗B;V ) such that ℓ (a⊗ b) = ℓ (b⊗ a) for all a, b ∈ B. Also, the symbol B ⊙B will
denote the symmetric tensor product of the Banach space B, so that we can identify
Homsym(B ⊗ B;V ) ∼= Hom(B ⊙ B;V ). We say that a continuous path H : [0, T ] →
W admits a symmetric Gubinelli derivative H ′ with respect to X if there exists a
continuous path H ′ : [0, T ]→ Homsym(B ⊗ B;V ) of finite q-variation such that
1. q and p/2 are Young complementary;
2. RHs,t := Hs,t −H
′
sXs,t is of finite pq/(p+ q)-variation.
In this case we say that the pair (H,H ′) is X-controlled of (p, q)-variation regularity.
Notice that the regularities of RH and of X imply that H is of finite p-variation.
Definition 3.10 (“Enhancement of a path”). Let X be in Cp-var([0, T ];B) and let A be
in Cp/2-var([0, T ];B ⊙ B). The A-enhancement of X is the pair X = (X,X), where
2Xs,t = Xs,t ⊗Xs,t −As,t.
Similarly, we speak of an enhanced path8 X = (X,X) of p-variation regularity if
X is in Cp-var([0, T ];B) and (s, t) 7→ Xs,t ⊗Xs,t − 2Xs,t defines an additive B ⊙ B-valued
function of finite p/2-variation. The pathAs,t := Xs,t⊗Xs,t−2Xs,t is called the enhancer
of X and we often denote such enhancer with the symbol
[X]s,t := Xs,t ⊗Xs,t − 2Xs,t.
The symbol [X] will be referred to as volatility enhancer when the financial meaning
of it is to be stressed. We say that X = (X,X) is a bounded-variation enhancement of
X if
sup
{∑
u∈π
∣∣∣[X]u,u′ ∣∣∣ : π partition of [0, T ]
}
<∞.
Notice that δX does not depend on the enhancer because [X] is additive; moreover,
for all s ≤ u ≤ t the following reduced Chen identity holds
δXs,u,t = Xs,u ⊙Xu,t.
Lemma 3.11. Let X = (X,X) be an enhanced path and let (H,H ′) be X-controlled of
(p, q)-variation regularity, with H ′ being symmetric. Then,
Ξs,t := HsXs,t +H
′
sXs,t
is approximately additive.
8 An enhanced path is what in [FH14, Chapter 5] is called reduced rough path. An enhanced path
satisfies the following two properties, which are taken as the defining properties of reduced rough paths:
1. the symmetric second order process X = symX is of finite p/2-variation;
2. the reduced Chen’s identity holds, i.e. for all s ≤ u ≤ t
Xs,t − Xs,u − Xu,t = Xs,u ⊙Xu,t.
In [FH14, Lemma 5.4] these two properties are shown to necessarily imply the more explicit formulation
that we adopted.
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Proof. Let γ := 1/q + 2/p and notice that by the subadditivity of the 1/γ-th power, for
every s ≤ u ≤ t, it holds
|δΞs,u,t|
1/γ
≤
[
ω
1/q+1/p
RH
(s, u)ω
1/p
X (u, t) + ω
1/q
H′ (s, u)ω
2/p
X
(u, t)
]1/γ
≤
[
ω
1−1/γp
RH
ω
1/γp
X + ω
1/γq
H′ ω
2/γp
X
]
(s, t),
where ωRH , ωX , ωH′ and ωX are the variation controls of R
H , X, H ′ and X with the
appropriate exponents. Since (1 − 1γp ) +
1
γp =
1
γq +
2
γp = 1, the term in the squared
brackets is a control.
As a consequence of Lemma 3.11, the integral given by the compensated Riemann
sum
(H,H ′).(X,X) = lim
|π|↓0
∑
u∈π
[
HuXu,u′ +H
′
uXu∧t,u′∧t
]
is well-defined. Analogously to (3.12), we write
( πH, πH ′).(X,X) =
∑
u∈π
[
HuXu,u′ +H
′
uXu∧t,u′∧t
]
,
so that
(H,H ′).(X,X) = lim
|π|↓0
( πH, πH ′).(X,X).
Space-gradient integrands associated with q-moderate pairs
If J is a time interval, n andm are non-negative integers and α, β are in [0, 1), consider
the space
Cm+β, n+αloc (J × R
d;Re)
of Re-valued functions that are m times continuously differentiable in time with the
m-th time derivative of local β-Ho¨lder regularity, and n times continuously differ-
entiable in space with all the n-th order space derivatives of local α-Ho¨lder reg-
ularity. Notice that nothing is assumed about the cross derivatives in time and
space of functions in Cm+β, n+αloc . Let C
m+β, n+α
cross ([0, T ] × R
d;Re) be the subspace of
Cm+β, n+αloc ([0, T ]× R
d;Re) consisting of functions f such that
1. for every multiindex I with |I| = n and every compact K ⋐ Rd,
sup
{∥∥∂Ixf(t, ·)∥∥α-Ho¨l,K : 0 ≤ t ≤ T} <∞;
2. for every compact K ⋐ Rd,
sup
{
‖∂mt f(·, x)‖β-Ho¨l, [0,T ] : x ∈ K
}
<∞.
Let Cα be the space
Cα := C
1+α/2, 2+α
loc ([0, T )× R
d) ∩C([0, T ]× Rd). (3.13)
Definition 3.12 (“q-Moderation”). Let w be in Cα and let X be a continuous path on
R
d of finite p-variation, with p− 2 < α < 1. We say that the pair (w,X) is q-moderate if
1. the paths
H : t 7−→ ∇xw(t,Xt)
H ′ : t 7−→ ∇2xxw(t,Xt),
0 ≤ t < T,
can be continuously extended up to [0, T ], and H ′ is of finite q-variation for some
1− 2/p < 1/q < α/p;
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2. there exists a control function ω such that for all x in the trace X [0, T ] and all
0 ≤ s ≤ t ≤ T
|∇xw(t, x) −∇xw(s, x)|
p∗
≤ ω(s, t),
where p∗ = pq/(p+ q);
3.
sup
0≤s≤T
∥∥∇2xxw(s, ·)∥∥α-Ho¨l,ConvX[0,T ] <∞,
where ConvX [0, T ] is the convex hull of the trace of X.
Remark 3.13. Let 0 < α < 1 and p, q ≥ 1 be such that 1 − 2/p < 1/q < α/p. Assume
that w ∈ C
1+α/2, 1+α
loc ([0, T ]× R
d;R) is such that ∇xw is in C
1/p+1/q, 1+α
cross ([0, T ]× R
d;Rd)
and∇2xxw is in C
1/q, α
cross ([0, T ]×R
d;Rd×d). Then for allX in Cp-var([0, T ];Rd) the pair (w,X)
is q-moderate. In particular this holds if w is twice continuously differentiable in the
combined time-space variable (t, x) with second derivatives of α-Ho¨lder regularity.
Lemma 3.14. Let w be in Cα and let X be a continuous Rd-valued path of finite p-
variation, with p−2 < α < 1. Assume that the pair (w,X) is q-moderate, 1−2/p < 1/q <
α/p. Then,
(H,H ′) :=
(
∇xw(t,Xt),∇
2
xxw(t,Xt)
)
is a Gubinelli X-controlled path of (p, q)-variation regularity.
Proof. Let p∗ and ω be as in the definition of q-moderation. Then,
|∇xw(t,Xt)−∇xw(s,Xs)−∇
2
xxw(s,Xs)Xs,t|
≤|∇xw(t,Xt)−∇xw(s,Xt)|
+ |∇xw(s,Xt)−∇xw(s,Xs)−∇
2
xxw(s,Xs)Xs,t|
≤ω1/p∗(s, t)
+
∣∣∣ˆ 1
0
[
∇2xxw (s, (1 + y)Xs + yXt)−∇
2
xxw (s,Xs)
]
Xs,t dy
∣∣∣
≤ω1/p∗(s, t)
+
∥∥∇2xxw(s, ·)∥∥α-Ho¨l,ConvX[0,T ] ω
1+α
p
X (s, t)
1 + α
.
The symbol ωX denotes the p-variation control of the path X. By assumption 1/q <
α/p and so 1+αp p∗ > 1. This says that the p∗-power of the right hand side is of bounded
variation.
4 Benchmark Markovian models and enhanced paths
of diffusion type
In [BSV08], the theory of hedging and no-arbitrage is extended to processes other
than semimartingales by introducing the concept of model classes dependent on the
quadratic variation. Amodel class consists of filtered probability spaces
(
Ω,F, P, (Ft)t
)
that accommodate stochastic processes (i.e. models) with prespecified and fixed
quadratic variation. The quadratic variation is representative of the class, in the
sense that it is the common feature that all the models within a class share. The
paper shows that in fact the models in a class all yield the same pricing and hedging
formulas. Our discussion at the beginning of the paragraph devoted to hedging in
Section 2 mirrored this; indeed, we started from σ and went directly to the generator
A of the discounted diffusion under the pricing measure, overlooking the details of
the stochastic process that models the physical stock price evolution.
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Relying on the pathwise integrals introduced in Section 3, we now describe a
framework to assess the pathwise feature of price trajectories that actually affects the
hedging practice, disregarding the overabundant probabilistic specifications of the
stochastic models. We will consider enhanced price paths (as defined in Definition
3.10) that embed the essential feature of the stochastic models. Among these the
Markovian one remains the benchmark, because within such model the martingale
justification of the PDE pricing and hedging technology can be fully argued. However,
beyond the semimartingale setting, such a justification is not possible. In [BSV08]
prices are justified by showing that, in a sufficiently large class of strategies, there are
no arbitrage opportunities and option payoffs can be replicated: the option prices will
then be the costs of such replicating strategies. We will defer these considerations
about pricing to a later work.
A benchmark Markovian model consists of the pair ((Ω,F, Q, (Ft)t) ,A), where (Ω,F,
Q, (Ft)t) is a filtered probability space and A is a diffusion generator. Until further
notice, we adopt the perspective of discounted prices, so that only the second order
part of A is considered, with coefficients thought of as functions of the discounted
stock price.
Definition 4.1 (“α-Ho¨lder volatility operator”). Let α be in the open interval (0, 1). An
α-Ho¨lder volatility operator is a second order elliptic differential operator of the form
A = trace
(
a∇2
)
/2 = ai,j∂2i,j/2,
where a = (ai,j)1≤i,j≤d is symmetric and such that all coefficients a
i,j : Rd → R, 1 ≤
i, j ≤ d, are α-Ho¨lder regular.
Notice that, for the definition of the classical delta hedging of equation (2.6), only
the diffusion generator of the market model is relevant, whereas the stochastic base
is not. With this respect, we sometimes write “A-delta hedging”, in order to emphasize
that it is defined in terms of the semigroup etA of A as explained in Section 2.
Given an α-Ho¨lder volatility operator A = trace
(
a∇2
)
/2 and a continuous path
X : [0, T ] → Rd of finite p-variation, we can consider the A-enhancement9 X = (X,X)
of X given be
Xs,t =
1
2
(
Xs,t ⊗Xs,t
)
−
ˆ t
s
a(Xu)
2
du.
Notice that such construction yields a bounded variation enhancement. The con-
verse construction, which starts from a bounded variation enhancement and defines
a differential operator, is formalised in the following
Definition 4.2 (“Enhanced path of α-diffusion type”). Let X = (X,X) be an enhanced
path of p-variation regularity. We say that X is of α-diffusion type, p− 2 < α < 1, if by
setting
mi,j
(
(s, t]
)
:= [X]
i,j
s,t , 0 ≤ s < t ≤ T, 1 ≤ i, j ≤ d, (4.1)
absolute continuous measures are defined on the interval [0, T ], and if their densities
with respect to the Lebesgue measure are given by
dmi,j
dt
= ai,j(Xt),
for some a = (ai,j)1≤i,j≤d in C
α-Ho¨l
loc (R
d,Rd×d) satisfying the ellipticity condition
ai,j(x)ξiξj ≥ c(x) |ξ|
2
, ∀x, ξ ∈ Rd,
9 Here we are abusing notation: Definition 3.10 prescribed to put the rough bracket A = As,t in front of
the word “enhancement”, so that actually we should have written
´ t
s
a(Xu)du-enhancement. However, the
employed notational distortion does not cause confusion and rather stresses the nature of an enhancement
of diffusion-type.
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with some continuous strictly positive c : Rd → R+. The operator A
[X] := ai,j(x)∂2i,j /2 is
called [X]-volatility operator, and we say that a diffusive price with Markov generator
L is [X]-compatible if the second order part of L is equal to A[X].
An enhanced path of α-diffusion type is the minimal information that the PDE
pricing technology requires from a probabilistic model. Indeed, assume that we wish
to use the PDE pricing technology to price a contingent claim h(XT ), where h is in
Cb(R
d) andXT is the terminal value of a continuous price path X of finite p-variation.
LetX = (X,X) be an enhancement of X of α-diffusion type and consider the equation{(
∂t + A
[X]
)
w = 0 in [0, T )× Rd
w(T, ·) = h˜(·) on {T } × Rd.
(4.2)
Then, the Cauchy problem (4.2) admits10 a solution w in Cα and, on any [X]-compatible
market model, the value w(t,Xt) is the discounted price at time t < T of the option
maturing at T and yielding h(XT ).
We are in the position to give the pathwise counterpart to equation (2.5), which –
as argued in Section 2 – is the linchpin of Delta hedging.
Proposition 4.3. Let X = (X,X) be an enhanced path of α-diffusion type. Let w be
the solution to (4.2) and assume that the pair (w,X) is q-moderate, for some 1− 2/p <
1/q < α/p. Then,
(Ht, H
′
t) :=
(
∇xw(t,Xt),∇
2
xxw(t,Xt)
)
is a Gubinelli X-controlled path of (p, q)-variation regularity, and it is such that
((H,H ′).(X,X))s,t = w(t,Xt)− w(s,Xs) (4.3)
for all 0 ≤ s ≤ t ≤ T .
Proof. The fact that (H,H ′) is X-controlled follows from Lemma 3.14. We can expand
the increments of wt := w(t,Xt) as
w(t,Xt)− w(s,Xs)
=(t− s)
ˆ 1
0
[
∂tw(s + y(t− s), Xt)− ∂tw(s,Xt)
]
dy
−
t− s
2
[
ai,j(Xt)∂
2
i,jw(s,Xt)− a
i,j(Xs)∂
2
i,jw(s,Xs)
]
+ ∂tw(s,Xs)(t− s)
+
( ˆ 1
0
ˆ 1
0
[
∇2xxw(s,Xs + y1y2Xs,t)
−∇2xxw(s,Xs)y1
]
dy2dy1
)(
Xs,t ⊗Xs,t
)
+∇xw(s,Xs)Xs,t +
1
2
∇2xxw(s,Xs)
(
Xs,t ⊗Xs,t
)
.
We have used (4.2) on the second line to re-express time derivatives as spatial ones.
The assumed q-moderation allows to control the three increment-type summands
in the expansion. Let ConvX [0, T ] be the convex hull of the trace of X and let K :=
sup0≤s≤T
∥∥∇2xxw(s, ·)∥∥α-Ho¨l,ConvX[0,T ]. Then,∣∣∣ ˆ 1
0
[
∂tw(s+ y(t− s), Xt)− ∂tw(s,Xt)
]
dy
∣∣∣
≤‖a‖∞, X[0,T ]
[
Kω
α/p
X + ω
1/q
H′
]
(s, t);
10 The existence and regularity of a solution to (4.2) is proved for example in [LB07, Theorem 2.2.1].
Recall that the function space Cα was defined in equation (3.13).
28
and ∣∣∣ai,j(Xt)∂2i,jw(s,Xt)− ai,j(Xs)∂2i,jw(s,Xs)∣∣∣
≤‖a‖∞, X[0,T ]Kω
α/p
X (s, t)
+ ‖H ′‖∞, [0,T ] ‖a‖α-Ho¨l,ConvX[0,T ] ω
α/p
X (s, t);
and ∣∣∣(ˆ 1
0
ˆ 1
0
[
∇2xxw(s,Xs + y1y2Xs,t)−∇
2
xxw(s,Xs)y1
]
dy2dy1
)(
Xs,t ⊗Xs,t
)∣∣∣
≤
K
(1 + α)(2 + α)
ω
(2+α)/p
X (s, t).
Recall that, in particular, 2+αp > 1 by the choice of α in the definition of enhanced path
of α-diffusion type. Then, the three estimations above say that, for the expansion
of the increments ws,t, the following holds: there exists a control ω and an exponent
γ > 1 such that∣∣∣ws,t −∇xw(s,Xs)Xs,t −∇2xxw(s,Xs)Xs,t
− ∂tw(s,Xs)−
1
2
∇2xxw(s,Xs) [X]s,t
∣∣∣
=
∣∣∣ws,t − ∂tw(s,Xs)
−∇xw(s,Xs)Xs,t −∇
2
xxw(s,Xs)
(
Xs,t ⊗Xs,t
)∣∣∣
≤ωγ(s, t).
Hence,
ws,t = lim
|π|→0
∑
u∈π∩[s,t]
[
∂tw(u,Xu)(u
′ − u) +
1
2
∂2i,jw(u,Xu) [X]
i,j
u,u′
]
+ lim
|π|→0
∑
u∈π∩[s,t]
[
HuXu∧t,u′∧t +H
′
uXu∧t,u′∧t
]
.
︸ ︷︷ ︸
=:(( piH, piH′).(X,X))s,t︸ ︷︷ ︸
=((H,H′).(X,X))
s,t
The possibility to split the limit descends from the already-known convergence of
(( πH, πH ′).(X,X)) as |π| → 0. For any i, j the discrete sum
∑
u∈π ∂
2
i,jw(u,Xu) [X]u,u′
approximates the Stieltjes integral of the continuous function u 7→ ∂2i,jw(u,Xu) against
the measure mi,j of (4.1). Hence, in the limit as |π| → 0 it converges to
´ t
0 ∂
2
i,jw(u,Xu)
ai,j(Xu)du. The cancellation guaranteed by (4.2) then implies (4.3).
As anticipated in Section 2, the deployment of higher order sensitivities and path-
wise integration allows to estimate errors arising from time discretisation of integral
quantities. Instances of time discretisation of integral quantities appear in the costs
associated with hedging. Indeed, consider the cost of financing of a hedging strategy,
defined as
Ct(φ) := φ
0
tS
0
t + φ
1
tSt − (φ
0.S0)t − (φ
1.S)t, (4.4)
where (φ0, φ1) ∈ R × Rd is the strategy and S0, S are respectively the riskless asset
and the risky asset. The symbols (φ0.S0)t and (φ
1.S)t denote the time-t marginals of
the integral processes of φ0 and φ1 respectively against S0 and S. Thus, the cost of
financing in equation (4.4) is the difference between the value of the portfolio at time
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t and the cost of rebalancing the portfolio during the time window [0, t] in order to
follow the hedging strategy. If continuous hedging were possible and one were able to
take (φ0, φ1) = (H0, H) as defined in (2.6), then this cost11 would match V0 = w(0, X0),
the price at time t = 0 of the option, on a P -full set. We remark that the probability
P is the measure of the stochastic base on which in the continuous-time case the Itoˆ
integral (φ1.S)t would be defined. In practice, the cost of financing has two compon-
ents: the theoretical price V0 and the cost arising from time discretisation, which is
CT (φ)− V0. For the latter, with φ replaced by the discretisation (
πH0, πH) of (2.6), we
now provide a pathwise estimate that relies on integration bounds. Recall that X in
Proposition 4.3 plays the role of the discounted trajectory S˜t = e
−rtSt.
Corollary 4.4. Assume the setting of Proposition 4.3. Let ω be the control function
whose (2/p+1/q)-th power asserts the approximate additivity of HsXs,t+H
′
sXs,t. Along
any partition π of [0, T ], the discretised strategy ( πH0, πH) stemming from (2.6) with
S˜ = X has a cost of financing C( πH0, πH) that is bounded as follows:
CT (
πH0, πH)
≤ |V0|+ e
rT
(
Kω(0, T )osc(ω, |π|)2/p+1/q−1 + |wT−,T |
)
+
∣∣ ∑
u∈π
u′<T
eru
′
H ′uXu,u′
∣∣, (4.5)
where osc(ω, |π|) is the modulus of continuity of ω on a scale smaller or equal than the
meshsize of the partition, and wT−,T is the difference between w(T,XT ) = h˜(XT ) and
the discounted value w(T−, XT−) of the option at the second last node of the partition.
The path-dependent constant K appearing in the bound is not greater than
1
1− 21−(2/p+1/q)
(
ω
1/p+1/q
RH
(0, T )‖X‖p-var,[0,T ] + ‖H
′‖q-var,[0,T ]‖X‖p/2-var,[0,T ]
)
,
where ωRH is the pq/(p+ q)-variation control of Hs,t −H
′
sXs,t.
Proof. Let wt be the path t 7→ w(t,Xt). Fix a partition π of [0, T ] and recall the notation
in (3.3). We preliminarily observe that
( πH0.S0)t + (
πH.S)t =
∑
u∈π
[
wuS
0
u∧t, u′∧t +HuS
0
u′∧tS˜u∧t, u′∧t
]
=wt⋆S
0
t − w0 +
∑
u∈π
S0u′∧t
[
− wu∧t, u′∧t +HuS˜u∧t, u′∧t
]
,
where in the second line we have used summation by parts. Then,
Ct(
πH0, πH) =πwtS
0
t −
πHπt S˜tS
0
t +
πHtSt − wt⋆S
0
t
+ w0 +
∑
u∈π
S0u′∧t
[
wu∧t, u′∧t −HuS˜u∧t, u′∧t
]
=S0tHt⋆
(
S˜t − S˜t⋆
)
+ V0 +
∑
u∈π
S0u′∧t
[
wu∧t, u′∧t −HuS˜u∧t, u′∧t
]
=V0 + S
0
twt⋆,t +
∑
u∈π
u′<t
S0u′
[
wu,u′ −HuS˜u,u′
]
. (4.6)
By adding and subtracting the compensation, we can apply the Sewing Lemma (Pro-
position 3.5) and conclude.
11 In the continuous-time abstraction, the term (φ1.S)t is to be read as the Itoˆ integral of the continuous
adapted process φ1 against the continuous semimartingale S; the term (φ0.S0)t would instead refer to the
Lebesgue integral r
´ t
0
φ0ue
rudu.
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Until now, we have worked with the identification X = S˜, i.e. the enhanced path
at hand has represented the actual enhanced path of the discounted stock price. In
other words, the market models have been [S˜]-compatible. This amounts to consid-
ering the square a = σσT of co-volatilities a true parameter. In Corollary 4.5 below,
we no longer do so and we distinguish the modelled enhancer of X from the actual
enhancer of S˜. The only assumption on S˜ is that it is an enhanced path, i.e. its trace
S˜ is a continuous path of finite p-variation, 2 < p < 3, and its second order process
S˜ = (S˜⊗ S˜− [S˜])/2 is a continuous two-parameter function of finite p/2-variation with
values in Rd⊙Rd; the enhancer [S˜] is not required to be of bounded variation and the
integrals against it will be interpreted as Young integrals.
Corollary 4.5. Let S˜ = (S˜, S˜) be an enhanced path above the Rd-valued discounted
price trajectory S˜ of p-variation regularity. Let A be an α-Ho¨lder volatility operator, with
α > p−2. Consider the A-enhancement X = (S˜,X) of S˜. If h and w are as in Proposition
4.3, then (Ht, H
′
t) := (∇xw(t, S˜t), ∇
2
xxw(t, S˜t)) is a Gubinelli S˜-controlled path of (p, q)-
variation regularity and
h˜(S˜T )− V0 =
(
(H,H ′).(S˜, S˜)
)
0,T
+
1
2
(H ′.
(
[S˜]− [X]
)
)0,T ,
(4.7)
where the second summand on the right hand side is a well-defined Young integral. As
a consequence, if πH denotes the strategy obtained by discretising along π the A-delta
hedging, then its cost of financing CT (
πH0, πH) is bounded by
|V0|+
∣∣∣ ∑
u∈π
u′<T
eru
′
H ′uS˜u,u′
∣∣∣
+ erT
(
Kω(0, T )osc(ω, |π|)2/p+1/q−1
+ |wT−,T |+KH′‖[S˜]− [X]‖p/2-var,[0,T ]
)
, (4.8)
where ω, K and |wT−,T | are as in Corollary 4.4 and
KH′ =
2−(1−2/p)
2
1− 21−(4/p+1/q)
‖H ′‖q-var,[0,T ] + 2
−(1−2/p)2 ‖H ′‖∞,[0,T ] .
Proof. The fact that (∇xw(t, S˜t),∇
2
xxw(t, S˜t)) is S˜-controlled of (p, q)-variation regularity
is already contained in Proposition 4.3, because it does not involve the second-order
component of S˜. Also, the Taylor expansion of Proposition 4.3 yields a control func-
tion ω and an exponent γ > 1 such that however chosen a subinterval [s, t] of [0, T ], it
holds
w(t, S˜t)− w(s, S˜s) =∇xw(s, S˜s)S˜s,t + ∂tw(s, S˜s)(t− s)
+
1
2
∇2xxw(s, S˜s)S˜s,t ⊗ S˜s,t +O(ω
γ(s, t))
=∇xw(s, S˜s)S˜s,t +∇
2
xxw(s, S˜s)S˜s,t
+ ∂tw(s, S˜s)(t− s) +
1
2
∇2xxw(s, S˜s) [X]s,t
+
1
2
∇2xxw(s, S˜s)
(
[S˜]s,t − [X]s,t
)
+O(ωγ(s, t)).
Therefore, by considering the subintervals [u, u′] of a partition π of [s, t], summing
over these, and letting |π| → 0, we obtain
w(t, S˜t)− w(s, S˜s) =
(
(H,H ′).(S˜, S˜)
)
s,t
+
1
2
(H ′.
(
[S˜]− [X]
)
)s,t, (4.9)
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and in particular (4.7). The second summand on the right hand side is a well-defined
Young integral because t 7→ ∇2xxw(t, S˜t) is of bounded q-variation, q < p/α, and α > p−2
by assumption.
Write ws,t for the increments w(t, S˜t) − w(s, S˜s), 0 ≤ s ≤ t ≤ T . Owing to (4.9), for
every subinterval [u, u′] of a partition π we can write
wu,u′ −HuS˜u,u′ =
(
(H,H ′).(S˜, S˜)
)
u,u′
−HuS˜u,u′ −H
′
uS˜u,u′
+H ′uS˜u,u′ +
1
2
(H ′.
(
[S˜]− [X]
)
)u,u′ .
Therefore, ∣∣∣ ∑
u∈π
u′<t
S0u′
[
wu,u′−HuS˜u,u′
]∣∣∣
≤erTKω(0, T )osc(ω, |π|)2/p+1/q−1 +
∣∣∣ ∑
u∈π
u′<t
eru
′
H ′uS˜u,u′
∣∣∣
+
1
2
erT
∥∥∥H ′.([S˜]− [X])∥∥∥
p/2-var,[0,T ]
,
where, by applying the bounds in [FV10, Theorem 6.8] we see∥∥∥H ′.([S˜]− [X])∥∥∥
p/2-var,[0,T ]
≤2(1−
2
p
) 2
p
∥∥∥[S˜]− [X] ∥∥∥
p/2-var,[0,T ](
1
1− 21−(4/p+1/q)
‖H ′‖q-var,[0,T ] + ‖H
′‖∞,[0,T ]
)
.
Therefore, by plugging in (4.6), we conclude.
5 Pathwise formulation of fundamental
equations of hedging
By adopting the perspective of undiscounted price paths, we recover the classical
formulas of Mathematical Finance within our pathwise setting. Given a price path
S, we say that a model for S has been specified when a choice for the enhancement
S = (S, S) is made. This means choosing the enhancer [S], see Section 3. We speak
of an α-diffusive model specification if the enhancer is given by
[S]i,ju,v =
ˆ v
u
e2rtai,j(e−rtSt)dt, 0 ≤ u ≤ v ≤ T, 1 ≤ i, j ≤ d,
where ai,j, 1 ≤ i, j ≤ d are the coefficients of an α-Ho¨lder volatility operator and r
is the constant interest rate. In other words, an α-diffusive model specification is
the undiscounted counterpart to an A-enhancement of some discounted price path,
where A is an α-Ho¨lder volatility operator as defined in Definition 4.1.
Theorem 5.1. Let f(ST ) be a contingent claim, where f is in Cb(R
d) and ST is the
terminal value of a continuous d-dimensional price path S of finite p-variation. Let
S = (S, S) be an α-diffusive model specification, with α > p − 2, and let A = ai,j∂2i,j/2
be the corresponding volatility operator. Then, the Black-Scholes partial differential
equation {
e2rtai,j(e−rtz)∂2zi,zjv + rz
i∂ziv + ∂tv = rv in [0, T )× R
d
v(T, z) = f(z) on {T } × Rd
(5.1)
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admits a solution v in Cα and such solution is unique. Moreover, for every 0 ≤ t ≤ T ,
the quantity Vt := v(t, St) is the fair value at time t of the contingent claim f(ST ) in the
benchmark Markovian model ((Ω,F, Q, (Ft)t) ,A).
Remark 5.2. In line with what we argued in the introduction to our work, the state-
ment of Theorem 5.1 shows that the pricing technology only relies on pathwise fea-
tures; it is the economic justification of its fairness that requires probability.
Proof of Theorem 5.1. The change of variable x := e−rtz allows to rewrite equation
(5.1) as {(
∂t + A
)
w = 0 in [0, [0, T ])× Rd
w(T, x) = e−rT f(e+rTx) on {T } × Rd,
where w(t, x) = e−rtv(t, z). Therefore, existence, uniqueness and regularity of the
solution follow from those of equation (4.2).
Let p(t, T ) be the fair value of f(ST ) in the benchmark Markovian model ((Ω,F, Q
(Ft)t),A). This means that the discounted price path S˜ is thought of as a realisation of
a Markov diffusion process on (Ω,F, Q) with generator A, and such diffusion process
is a Q-martingale. On the one hand, by the pricing paradigm
p(t, T ) =EQ
[
e−r(T−t)h(S˜T )|Ft
]
=e(T−t)Ah(S˜t), (5.2)
where h(x) := f(erTx) and etA is the semigroup associated with A. On the other hand,
the Itoˆ integral V˜t :=
´ t
0 ∇zv(u, Su)dS˜u is such that V˜T = e
−rTh(S˜T ), and thus
p(t, T ) = ertEQ
[
V˜T |Ft
]
= ertV˜t, (5.3)
because V˜ is a martingale. Combining (5.2) and (5.3) we obtain the second claim.
Proposition 5.3. Let f and S be as in Theorem 5.1. Let S = (S, S) be an α-diffusive
model specification, with α > p − 2, and let v = v(t, z) solve equation (5.1). If (v, S) is
q-moderate, for some 1− 2/p < 1/q < α/p, then(
Deltat, Gammat
)
:=
(
∇zv(t, St),∇
2
zzv(t, St)
)
is a Gubinelli S-controlled path of (p, q)-variation regularity, and
Vt − V0 =
(
(Delta, Gamma).(S, S)
)
0,t
+
ˆ t
0
(
Vu − DeltauSu
)
dS0u,
(5.4)
where Vt = v(t, St) and S
0
t = exp(rt).
Proof. The proof is analogous to the one of Proposition 4.3. Indeed, the same Taylor
expansion shows that for some γ > 1 and some control function ω, on the subintervals
[u, u′] of any partition π, it holds
v(u′, Su′)− v(u, Su) =∇zv(u, Su)Su,u′ +∇
2
zzv(u, Su)Su,u′
+ ∂tv(u, Su)(u
′ − u) +
1
2
∇2zzv(u, Su)[S]u,u′
+O
(
ωγ(u, u′)
)
.
By applying the operator lim|π|→0
∑
u∈π to both sides of this expansion, we obtain
(5.4) since v solves the Black-Scholes partial differential equation (5.1).
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The pathwise differential equation in (5.4) syntactically coincides with the clas-
sical Stochastic Differential Equation for the portfolio process in the Delta Hedging.
In addition, the definition of the pathwise integral (Delta, Gamma) .(S, S) explicitly ex-
presses the dependence on the Gamma sensitivity, which is not captured by the
classical stochastic integral. This provides a theoretical underpinning to the usage
of Greeks beyond the leading first-order Delta.
As is apparent, the formulas for pricing and hedging heavily depend on the diffus-
ive model specification. In classical terms of Mathematical Finance, such specifica-
tion amounts to specifying the diffusion coefficient (volatility) in Itoˆ’s price dynamics.
Volatility is not directly observable and consequently a trader is liable to misspe-
cify volatility and to use coefficients that do not faithfully represent the true price
dynamics. The Fundamental Theorem of Derivative Trading addresses such misspe-
cification. It provides a formula that computes the profit&loss that a trader incurs
into when hedging with the wrong volatility – a reference for this classical formula
is [EJP17]. Proposition 5.4 contributes to the assessment of model misspecification
in two ways: on the one hand, it shows the pathwise nature of the P&L formula
(this aligns with the unifying theme of the section); on the other hand, it provides a
generalisation of the classical P&L formula. The generalisation consists in removing
the assumption that the “true” price evolution is governed by an Itoˆ SDE: it captures
the misspecification that arises not just between two diffusive enhancements but
between a diffusive enhancement (used by the trader) and a general enhanced path
(the “true” dynamics).
Proposition 5.4 (“Fundamental Theorem Of Derivative Trading”). Let f(ST ) be a con-
tingent claim, where f is in Cb(R
d) and ST is the terminal value of a continuous d-
dimensional price path S of finite p-variation. Let Strue = (S, Strue) be the true enhanced
path above the trace S. Let S = (S, S) be an α-diffusive model specification, α > p− 2,
and let A, v, Delta and Gamma be as in Proposition 5.3. Then,
P&L = VT − f(ST ) =
1
2
(Gamma.
(
[S]− [Strue]
)
)0,T , (5.5)
where the integral on the right hand side is a well-defined Young integral, and Vt is
the value at time 0 ≤ t ≤ T of the A-hedging portfolio applied to the true enhancement
S
true, namely
Vt = v(0, S0) +
(
(Delta,Gamma).(S, Strue)
)
0,t
+
ˆ t
0
(
v(u, Su)− DeltauSu
)
dS0u.
Remark 5.5. In order to recognise the extension of the classical Fundamental The-
orem of Derivative Trading, we rewrite the Young integral in equation (5.5) as
1
2
ˆ T
0
∇2zzv(t, St) d
(
[S]t − [S
true]t
)
.
In the case where Strue is a diffusive enhancement, we have that [Strue]t =
´ t
0
e2ru
ai,jtrue(e
−ruSu)du, so that the integral is turned in the familiar form
1
2
ˆ T
0
e2rt∂2zi,zjv(t, St)
(
ai,j(e−rtSt)− a
i,j
true(e
−rtSt)
)
dt.
Proof of Proposition 5.4. We manipulate the Taylor expansion in the proof of Propos-
ition 5.3 and, for 0 ≤ u ≤ t ≤ T , we write
v(t, St)− v(u, Su) =∇zv(u, Su)Su,t +∇
2
zzv(u, Su)S
true
u,t
+ ∂tv(u, Su)(t− u) +
1
2
∇2zzv(u, Su)[S]u,t
+
1
2
∇2zzv(u, Su)
(
[Strue]u,t − [S]u,t
)
+O
(
ωγ(u, t)
)
,
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where v is the solution to the d-dimensional Black-Scholes partial differential equa-
tion (5.1), ω is a control function and γ > 1. We sum over the nodes of a partition
and then we let the meshsize shrink to zero, obtaining (5.5). The good definition of
the Young integral of Gamma against [Strue] and [S] holds as in Corollary 4.5.
6 Enlarged hedging strategies
Given an enhanced price path S = (S, S), we interpreted the pathwise integral (H,H ′)
.(S, S) as the portfolio trajectory arising from the position H on the risky asset S.
As mentioned in Section 2, this interpretation relies upon the possibility to recover
the pathwise integral from limits of uncompensated Riemann sums along carefully
chosen sequences of partitions. This result was established in [PP16]. Alternatively,
in the continuous martingale setting, one sees that Itoˆ enhanced paths are in fact
such that the compensation of the Riemann sums vanishes almost surely.
In this section, we explore the possibility to modify the interpretation of (H,H ′).(S,
S). We will not only consider it as representing the values of the position H on S,
but we will give a financial interpretation to the compensation H ′S as well. This
requires to analyse the mechanics of rebalancing portfolios during hedging periods.
Classically, given the partition π and the discretised strategy ( πH0, πH),12 the cost of
rebalancing the portfolio from (u−, u] to (u, u′] is
rebal
π(u) = πH0u′S
0
u +
πHu′Su −
πH0uS
0
u −
πHuSu.
Such discretised strategy is self-financing on the grid π if and only if for all u > 0 in
π it holds rebalπ(u) = 0, or equivalently if and only if
H0u′S
0
u′ +Hu′Su′ −H
0
uS
0
u −HuSu = H
0
uS
0
u,u′ +HuSu,u′ ∀u ∈ π ∩ [0, T ).
Given t in (0, T ], set πt := (π ∪ {t}) ∩ [0, t]. By summing over u ∈ πt, u < t, we have
H0t S
0
t +HtSt −H
0
0S
0
0 −H0S0 =
∑
u∈πt
u<t
H0uS
0
u,u′ +
∑
u∈πt
u<t
HuSu,u′
︸ ︷︷ ︸
=( piH.S)t
.
If S is a semimartingale on (Ω,F, P, (Ft)t), then taking the P -limit as |π| → 0 justifies
the axiomatic condition (2.1), owing in particular to
sup
{
lim sup
|π|→0
P
(∣∣∣( πH.S)t − ˆ t
0
HdS
∣∣∣ > ǫ) : ǫ > 0} = 0.
Here the probabilistic model comes into play to guarantee the convergence of the
Riemann sums to the Itoˆ integral
´ t
0 HdS of H against the semimartingale S = St(ω),
of which the actual price trajectory is thought of as a realisation.
Considering an enhancement S of S and incorporating the appropriate compens-
ation within the rebalancing mechanics, we can refrain from resorting to probability
when assessing continuously rebalanced hedging strategies.
Given a symmetric Gt in R
d×d ∼= Hom(Rd⊗Rd,R) and a subinterval [s, t] ⊂ [0, T ] we
interpret the real quantity GsSs,t as the sum of the payoffs at time t of the d(d− 1)/2
positions 2Gi,js = 2G
j,i
s , 1 ≤ i < j ≤ d, on the swap contracts
Sis,tS
j
s,t − [S]
i,j
s,t, 1 ≤ i < j ≤ d,
12Recall that given a (continuous) path ϕ in Rm and a partition pi we denote by piϕ the following piecewise
constant caglad approximation:
piϕt =
∑
u∈pi
ϕu1
{
t ∈ (u, u′]
}
.
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and of the d positions Gi,is , 1 ≤ i ≤ d, on the swap contracts
(Sis,t)
2 − [S]
i,i
s,t, 1 ≤ i ≤ d.
Hence, for every continuous φt = (φ
0
t , φ
1
t , φ
2
t ) ∈ R× R
d × Rd×dsym we can interpret
πφ0uS
0
u +
πφ1uSu +
πφ2uSu−,u
as the value of our portfolio at time u if on the subinterval (u−, u] we have held
πφ0u = φ
0
u− positions in cash,
πφ1u = φ
1
u− positions in stocks and
πφ2u = φ
2
u− positions in
swaps. Strategies that adopt positions in cash, stocks and swaps shall be referred
to as enlarged strategies. For an enlarged strategy, the rebalancing cost from (u−, u]
to (u, u′] is
rebal
π(u) = φ0uS
0
u + φ
1
uSu+φ
2
up(u, u
′)
−
{
φ0u−S
0
u + φ
1
u−Su + φ
2
u−Su−,u
}
,
where, for 0 ≤ s < t ≤ T and 1 ≤ i ≤ j ≤ d, the amount pi,j(s, t) = pj,i(s, t) denotes
the (exogenously-given) price at time s of the swap Si,js,t with maturity t. Notice that,
since swap contracts are not primitive financial instruments, in the equation above
the payoff Su−,u at time u is disentangled from the price p(u, u
′) required at time u to
take a unit position on the next swap Su,u′ .
We assume that the price p(s, t) of the swap contracts Ss,t defines a R
d⊙Rd-valued
function on {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T }, null and right-continuous on the diagonal,13
and such that p(s, t) is of finite p/2-variation. Let φ2 be a continuous path of finite
q-variation on Hom(Rd ⊙ Rd;R), where q and p/2 are Young complementary. Then,
the integral path
Yt := (φ
2.p)0.t
exists and represents the accumulated cost in the time interval [0, t] consumed by a
continuously rebalanced enlarged strategy in order to adopt the positions φ2 on the
swap contracts.
Definition 6.1. Let f(ST ) be a contingent claim, where f is in Cb(Rd) and ST is the
terminal value of a continuous d-dimensional price path S of finite p-variation. Let
S = (S, S) be an α-diffusive model specification, α > p− 2, and let A, v, Delta and Gamma
be as in Proposition 5.3. Let C be a continuous real valued function on [0, T ]. Then, the
C-enlarged Delta hedging is the enlarged strategy defined as
φ0t =Cte
−rt − DeltatSte
−rt − Yte
−rt
φ1t =Deltat
φ2t =Gammat,
(6.1)
where Yt := (φ
2.p)0.t.
A desirable property of a hedging strategy is the self-financing condition, i.e. the
fact that the strategy does nor require money to readjust its positions during the
hedging period. The following Proposition 6.2 gives the explicit formula for C in (6.1)
that guarantees a null rebalancing cost of the C-enlarged Delta hedging.
Proposition 6.2. The continuous real valued function
Ct = v(t, St)− r
ˆ t
0
er(t−u)Yudu, (6.2)
where Yt := (Gamma.p)0.t, is such that the C-enlarged Delta hedging has zero cost of
continuous rebalancing.
13By this we mean: p(s, s) = limt↓s p(s, t) = 0 for all 0 ≤ s ≤ T .
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Proof. We adopt the notation in Definition 6.1. Furthermore, we set
yt := −r
ˆ t
0
er(t−u)Yu du.
We can write
y0,t − r
ˆ t
0
(yu − Yu)du = 0. (6.3)
The cost of rebalancing along a partition π is
rebal
π(u) =πφ0u′S
0
u +
π
Deltau′Su +
π
Gammau′p(u, u
′)
−
{
πφ0uS
0
u +
π
DeltauSu +
π
GammauSu−,u
}
=Cu−,u + Gammaup(u, u
′)− Yu−,u
−
{
φ0u−S
0
u−,u + Deltau−Su−,u + Gammau−Su−,u
}
.
Hence, summing over u ∈ πt, u > 0, we have∑
u∈πt
u>0
rebal
π(u) =V0,t + y0,t − Yt +
∑
u∈πt
Gammaup(u, u
′)− Gamma0p(0, 0
′)
− (πφ0.S0)t −
(
(πDelta, πGamma).(S, S)
)
t
.
In the limit as |π| → 0 we conclude
lim
|π|→0
∑
u∈πt
u>0
rebal
π(u) =V0,t + y0,t − r
ˆ t
0
Vudu
− r
ˆ t
0
(yu − Yu)du+ r
ˆ t
0
DeltauSudu
−
(
(Delta, Gamma).(S, S)
)
0,t
=0,
owing to (5.4) and (6.3).
The classical Delta hedging is such that the initial endowment V0 = v(0, S0) is
precisely what the replicating strategy requires in order to yield the amount f(ST )
at maturity T . Therefore, the writer of an option invests V0 in the Delta hedging
strategy, and such strategy will yield exactly the amount fo money that the buyer of
of the option will demand at maturity. Since Delta hedging has no additional costs
of financing (i.e. rebalancing the portfolio does not consume money) the writer’s
profit&loss is null. For the C-enlarged Delta hedging in Proposition 6.2, the self-
financing condition holds. Therefore, the option writer’s P&L is exclusively given by
the cost of replication, namely by the difference between the due payment f(ST ) and
the final value φ0TS
0
T + φ
1
TST of the portfolio. Notice that the latter does not comprise
the payoff of the swaps, because such endowments are consumed in the rebalancing
process.
Proposition 6.3. The profit&loss of the C-enlarged Delta hedging with C given as in
(6.2) is
P&L = YT + r
ˆ T
0
er(T−t)Yt dt,
where Yt = (Gamma.S)0.t.
Proof. Immediate from the definition.
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