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5Abstract
This thesis develops new tools in stochastic analysis with applications to finance. The first
part presents novel developments in the Wiener chaos approach to the modelling, calibra-
tion, and pricing of interest rate derivatives. To price financial instruments it suffices to
specify the pricing kernel, which in Brownian models can be represented as the conditional
variance of a square-integrable random variable which serves as the “generator" of the pric-
ing kernel. The coefficients of the chaos expansion of the generator act as the parameters of
a generic interest-rate model. A special class of generators, arising from “coherent" chaos
expansions, is considered, and the resulting interest rate models are investigated. Coherent
representations are important since a kernel generator can be expressed as a linear super-
position of coherent generators. This property is exploited to derive general expressions
for the pricing kernel, along with the associated discount bond and short rate processes.
Pricing formulae for bond options and swaptions are obtained in closed form. The pricing
kernel of a generic incoherent model is then obtained by use of the underlying coherent el-
ements. Finite-dimensional representations of coherent chaos models are investigated, and
used to construct a class of tractable models having the feature that discount bond prices
are piecewise-flat processes. In the second part of the thesis, a general theory of the Wick
calculus is developed. Novel results concerning the Wick orders of random variables are
derived. In the case where the underlying process is a Brownian motion the Wick calculus
reduces to the Ito calculus, but the former is not restricted to the Gaussian class, and is
applicable to other cases, such as Lévy processes. With financial applications in mind, the
Wick calculus is extended to a wider class of stochastic processes. The thesis concludes
with a change of measure analysis for Wick exponentials of Lévy processes, indicating that
the Wick calculus can be used as a tool for modelling the dynamics of asset prices.
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Chapter 1
Introduction to Part I
1.1 Background
1.1.1 Overview of interest rate models
Interest rate modelling has been developed for more than four decades now, leading to a
range of approaches embodying a number of different points of emphasis (see, e.g., James
& Webber 2000, Cairns 2004, Hunt & Kennedy 2004, Musiela & Rutkowski 2006, Brigo
& Mercurio 2007, Filipovic´ 2009, Björk 2009, Carmona & Tehranchi 2010). This area
of research is of fundamental importance because interest rate levels affect all other asset
prices (including those in other asset classes). One of the first attempts to model interest
rate term structures was via short rate models, in particular one-factor short rate models. In
this case, the term structure of interest rates is driven by the short rate alone. Once a short
rate process is specified under the pricing measure, expressions for prices of discount bonds
and interest rate derivatives can be calculated. The model due to Vasicek (1977) was one
of the first such short rate models to be developed, and captures the mean reverting nature
of interest rates by use of an Ornstein-Uhlenbeck process with constant coefficients. The
model provides closed-form expressions for the prices of discount bonds and associated
derivatives, but has the shortcoming of allowing the nominal interest rates to become neg-
ative. This issue is removed in another important short-rate model, due to Cox, Ingersoll
& Ross (1985), wherein interest rate positivity is ensured. Unlike the Vasicek model, the
diffusion term in the CIR model depends on the square root of the short rate and this state
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dependence ensures that interest rates remain positive. However, the CIR model is less
tractable than the Vasicek model in terms of implementation. Furthermore, both of these
models suffer from the fact that they cannot be calibrated against the initial term struc-
ture. Other works on short rate models include, among many, Brennan & Schwartz (1979),
Black, Derman & Toy (1990), Black & Karasinski (1991), Longstaff & Schwartz (1992),
and Hull & White (1990).
Forward rate models were thereafter introduced, where one specifies the arbitrage-free
evolution of instantaneous forward rates by choosing the volatility structure of those for-
ward rates as well as the initial term structure. Ho & Lee (1986) developed the idea initially
in a discrete-time setting, while Heath, Jarrow & Morton (1992) extended the approach
to continuous time, and in doing so generated a relatively general framework (the HJM
framework) for the modelling of interest rate derivatives. The result was an arbitrage-free
framework for the stochastic evolution of the entire yield curve. A restriction of the HJM
framework is the requirement that the drift and volatility structure of the forward rates
must be related in a specific way in order to ensure the existence of an equivalent martin-
gale measure. There is, however, no apparent economic intuition for the choice of forward
rate volatility. Furthermore, the condition on the forward rate volatility process required to
ensure interest rate positivity, obtained in Brody & Hughston (2002), is difficult to imple-
ment.
A popular class of models that ensued are the so called “market models” which specify
observable market rates, for example LIBOR or swap rates. This eliminates the need to
model instantaneous rates and with properly matched volatilities, these models recover cap
and swaption prices given by the Black (1976) model, which is the standard model used
in the industry. However, different models are required for each instrument type and they
seem to be incompatible with one another, which would make it difficult to aggregate risk.
For further information on market models we refer to Miltersen et al. (1997), Sandmann
& Sondermann (1997), Brace, Gatarek & Musiela (1997), Glasserman & Merener (2003),
Jamshidian (1997), Rebonato (2002), Brigo & Mercurio (2007) and Musiela & Rutkowski
(2006). Important as they are in implementations, the theory of such models is rather
disconnected from the underlying economics, and as a consequence researchers have been
motivated in recent years to pursue new directions in interest rate theory.
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1.1.2 The pricing kernel approach
One of the more recent approaches that has attracted attention is based, in effect, on the
specification of the pricing kernel from which the dynamics of interest rates are deduced
as a by-product. An important advantage of the pricing kernel method is that it allows the
treatment and pricing of a wide range of financial contracts, across a variety of different
asset classes, to be consistent and relatively transparent (see, for instance, Cochrane 2005).
Perhaps the earliest attempt to directly model interest rates from this point of view is that of
Constantinides (1992). Another early example in this spirit is that of Flesaker & Hughston
(1996, 1997, 1998), who introduced a framework that incorporates interest rate positivity
in a canonical way. Further significant developments of the theory of interest rates from a
pricing kernel perspective appear in the work of Rutkowski (1997), Rogers (1997, 2006),
Glasserman & Jin (2001) and Hunt & Kennedy (2004). In particular Hunt & Kennedy
(2004) present a rather detailed analysis of the relation between the Flesaker-Hughston
class of models and other interest-rate models.
Hughston & Rafailidis (2005) made the observation that, in the context of a Brown-
ian filtration, the class of positive supermartingales appropriate for the characterisation of
the pricing kernel admits a representation in terms of the conditional variance of a cer-
tain random variable. They proposed the use of the Wiener-Ito chaos expansion to model
and calibrate the specification of this random variable. The so-called chaotic approach to
interest-rate modelling was extended further in Brody & Hughston (2004), where the most
general form for the arbitrage-free dynamics of a positive-interest term structure, again
in the context of a Brownian filtration, is obtained by exploiting the calculus on function
spaces. See Rafailidis (2005), Grasselli & Hurd (2005), Tsujimoto (2010) and Grasselli &
Tsujimoto (2011) for further important contributions to the ‘chaotic’ approach to interest
rate modelling.
From the year 2007 onward an additional element of complexity entered the interest
rate modelling scene with the observation that markets were pricing different types of in-
terest rate instruments in ways that were apparently inconsistent with the elementary ap-
plication of no-arbitrage rules. The resulting attempts to understand the situation better
have led to the development of so-called multiple-curve models. The debate continues
among practitioners and in the literature as to the root of such phenomena, and how to
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model in a multiple-curve setting. See for example Ametrano & Bianchetti (2009), Kijima,
Tanaka & Wong (2009), Moreni & Morini (2010), Moreni & Pallavicini (2010), Piter-
barg (2010), Crépey, Grbac & Nguyen (2011), Piterbarg (2012), Crépey, Grbac & Nguyen
(2012), Moreni & Pallavicini (2013), Filipovic´ & Trolle (2013), Brigo & Pallavicini (2013),
Henrard (2014), and references cited therein, for some of the relevant work in the area.
Generally speaking, the risks associated with inter-bank transactions appear to be part of
the story, together with a variety of credit and liquidity related issues, along with the con-
sideration of collateral costs. It is perhaps reasonable to suggest that some form of the usual
rules of pricing continue in fact to hold, in such scenarios, but only when all of the relevant
cash flows have been identified, and appropriate allowances have been made for liquidity
risk. The fact is that, as matters stand, there is as of yet still no comprehensive theory of
arbitrage-free pricing in the absence of perfectly liquid markets, so it remains to be seen
how these developments will work out. In what follows we shall operate mainly within the
context of a "pure" theory of interest rates, leaving such issues related to interbank lending,
liquidity, collateral costs, and so on, to one side. Nevertheless, it may be that some form
of "multiple-pricing kernel" approach could be applicable to the problem, in the context
of which some of the results that we establish could be carried forward and applied in a
multiple-curve setting. But that is a matter for the future.
1.2 Outline of Part I
The purpose of the first part of this thesis is to develop a new class of interest-rate mod-
els, called ‘coherent interest-rate models’, within the pricing kernel formalism. Coherent
interest rate models emerge from the Wiener-Ito chaos expansion for the pricing kernel.
We extend these chaos-based models for the pricing kernel in two distinct ways: (a) by
working out certain general representations for chaos models for each chaos order; and (b)
by introducing finite-dimensional realisations of chaos models based on function spaces.
With these objectives in mind, the first part of the thesis is organised as follows. In Sections
2.1–2.3 we review some of the background material on the theory of chaos models. More
specifically, in Section 2.1 we give an overview of the pricing kernel and its role in financial
modelling, based on a version of the axiomatic framework of Hughston & Rafailidis (2005)
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and we go on to summarise the argument leading to the conditional variance representation
of Hughston & Rafailidis (2005). Section 2.2 introduces a version of the Wiener-Ito chaos
expansion that we use to model a square integrable random variable. In Section 2.3 we
explain the definition of the coherent chaos representation introduced in Brody & Hughston
(2004), and its role in interest-rate modelling.
In Section 2.4 we introduce the notion of an nth-order coherent chaos model, and derive
the general representation for the pricing kernel, the short rate, the bond price, and the risk
premium in this model. Explicit examples of derivative pricing formulae are then obtained
in Sections 3.1-3.3 for coherent interest rate models. The examples covered are bond option
prices and swaption prices, which are obtained in closed form. Coherent chaos models are
important because they act as building blocks for general interest rate models. That is,
a generic interest rate model can be expressed in the form of a linear superposition of
the underlying coherent components (in the sense explained in Section 2.3), and thus are
incoherent. By exploiting the linearity structure, we are able to derive a generic expression
in Section 4 for the pricing kernel for incoherent chaos models.
In Section 5 we investigate finite-dimensional realisations of coherent chaos models. A
chaos coefficient is given by an element of an infinite-dimensional Hilbert space of square-
integrable functions. When this coefficient is replaced by the square-root of a finite number
of Dirac delta functions, the resulting system can in effect be treated in a finite-dimensional
Hilbert space. The corresponding interest rate models are ‘simple’ in the sense that the
pricing kernel and the bond price processes are given by piecewise step functions . The
idea of a model based on finite-dimensional realisations is that it can be used to fit a finite
number of initial bond prices, without relying on interpolation methods. We conclude the
first part of the thesis in Section 6 with a brief discussion and further comments.
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Chapter 2
The Wiener-Ito chaos expansion in
interest rate modelling
2.1 The pricing kernel approach to interest rate modelling
The pricing kernel approach to valuation and risk management provides perhaps the most
direct route towards deriving various familiar results in financial modelling. In addition,
it provides an insight into the relation between the risk, risk aversion, and return arising
from risky investments when asset prices can jump—an idea that is perhaps difficult to
grasp from other approaches currently available (see Brody, Hughston & Mackie 2012b,
Brody & Hughston 2013). In the pricing kernel approach, one is dealing in the physical
measure as opposed to the risk neutral measure. Therefore, it is more suitable as a basis for
a unified framework for pricing and hedging but also for asset risk management and asset
allocation related issues. There has been growing interest in re-examining the importance
of the physical measure, which in effect is equivalent to the pricing kernel method (see,
e.g., Carr & Yu 2012; Hull, Sokol & White 2014). Here we shall adapt the pricing kernel
approach to interest rate modelling. We shall begin in this section with a brief review of
the idea of a pricing kernel. In particular, we find it convenient to follow a version of the
axiomatic scheme introduced in Hughston & Rafailidis (2005).
The axioms listed below are neither minimum nor unique (see also Brody & Hugh-
ston 2004, Rogers 2006, Hughston & Macrina 2008, 2010, Hughston & Mina 2012 for
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further developments of this axiomatic scheme); however, we find that the approach taken
in Hughston & Rafailidis (2005) leads to the desired representation of the pricing kernel
needed for our purposes in the most expedient manner, and thus we shall take this as our
starting point.
2.1.1 The axiomatic formalism
We begin by modelling the economy by the specification of a fixed probability space
(Ω,F ,P), where P is the ‘physical’ probability measure. We equip this space with the stan-
dard augmented filtration {Ft}0≤t<∞ generated by a system of one or more independent
Brownian motions {W αt }0≤t<∞, α = 1, . . . , k. We assume that asset prices are continu-
ous semimartingales on (Ω,F ,P), which will enable us to use various standard results of
stochastic calculus. The expectation under P will be denoted by E[−] and the conditional
expectation with respect to Ft by Et[−]. Other notations will be introduced as needed. In
what follows, all processes areFt-adapted unless otherwise stated. With this setup in mind,
Hughston & Rafailidis (2005) characterise the absence of arbitrage in the economy with no
transaction costs by assuming the existence of a pricing kernel, a strictly positive Ito pro-
cess {pit}t≥0 (also known as a state-price deflator, stochastic discount factor, or state-price
density), such that the following set of axioms hold:
(a) There exists a money-market account asset with a strictly-increasing and absolutely
continuous price process {Bt}t≥0.
(b) Given any asset with price process {St}t≥0 and {Ft}-adapted dividend rate process
{Dt}t≥0, the process {Mt}t≥0 defined by
Mt = pitSt +
∫ t
0
pisDsds (2.1)
is a P-martingale.
(c) There exists an asset—a floating rate note—that offers a continuous dividend rate
such that its value remains constant over time.
(d) There exists a system of discount bonds {PtT}0≤t≤T≤∞ such that for each value of t
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it holds that the following asymptotic property is satisfied:
lim
T→∞
PtT = 0. (2.2)
We remark that the assumption of the existence of a pricing kernel is sufficient to en-
sure the absence of arbitrage, without the requirement of market completeness (see Duffie
1996). Hence in what follows market completeness will not be assumed. Let us now ex-
amine some of the consequences that follow on from the axioms stated above. From axiom
(a), we deduce the existence of an {Ft}-adapted short rate process {rt}t≥0 such that rt > 0
for all t ≥ 0 and that
dBt = rtBtdt. (2.3)
Since the money market account is an asset that pays no dividend, it follows from axiom
(b) that the process {ζt}t≥0 defined by
ζt = pitBt (2.4)
must be a martingale. We note that at most one process Bt satisfying (a) and (b) can exist.
Due to the fact that pit > 0 and Bt > 0, the martingale ζt is strictly positive for all t ≥ 0.
Since {ζt} is a positive martingale, on account of the martingale representation theorem
and the fact that Ft is the Brownian filtration, we can write
dζt = −ζtλtdWt (2.5)
for some {Ft}-adapted vector-valued process {λt}t≥0. Here, for simplicity, we write λtdWt
to denote the vector inner product
λtdWt =
k∑
α=1
λαt dW
α
t . (2.6)
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As a consequence of (2.3), (2.4), and (2.5), a short calculation making use of Ito’s quotient
rule shows that the dynamical equation satisfied by the pricing kernel takes the form
dpit = −rtpitdt− λtpitdWt. (2.7)
Equivalently, we can write
pit = exp
(
−
∫ t
0
rsds−
∫ t
0
λsdWs − 12
∫ t
0
λ2sds
)
. (2.8)
We observe from the representation in (2.8) that the pricing kernel is a product of a martin-
gale and a strictly decreasing process. It therefore follows that {pit} is a supermartingale.
Consider now a system of default-free discount (zero coupon) bonds. We assume, in
accordance with axiom (d), that the economy supports the existence of such a system of
bonds over all time horizons. We write PtT for the value at time t of a T -maturity bond that
pays one unit of currency at maturity T .
We deduce from axiom (b) that for each maturity T the process {pitPtT}0≤t≤T is a
martingale, which we denote by {LtT}0≤t≤T . It follows from equation (2.4) that
PtT =
LtTBt
ρt
. (2.9)
Since {LtT} is a parametric family of martingales, there exists a family of vector-valued
processes {σtT}0≤t≤T , which are differentiable in T , such that
dLtT = LtT (σtT − λt)dWt. (2.10)
By use of Ito’s product and quotient rules, it follows on from equations (2.3), (2.5), (2.9)
and (2.10) that the dynamical equation satisfied by the discount-bond system is given by
dPtT = PtT (rt + λtσtT )dt+ PtTσtTdWt, (2.11)
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which implies that PtT can be written in the form
PtT = P0TBt exp
(∫ t
0
σsT (dWs + λs ds)− 12
∫ t
0
σ2sT ds
)
. (2.12)
We recognise the process {σtT}0≤t≤T for fixed T as the T -maturity discount bond volatility,
while the vector process {λt}t≥0 is the associated market price of risk. On account of the
condition that limt→T PtT = 1, we find that
Bt =
1
P0t
exp
(
−
∫ t
0
σst(dWs + λsds) +
1
2
∫ t
0
|σst |2 ds
)
(2.13)
which shows that the short rate process can be expressed in terms of the market price of
risk, the initial term structure, and the discount bond volatility. By taking logarithms in
(2.13), differentiating with respect to t, and using the relation σtt = 0, we obtain
rt = −∂t lnP0t +
∫ t
0
σst∂tσstds−
∫ t
0
∂tσst(dWs + λsds). (2.14)
We now turn to the pricing kernel method, which provides the basis for an effective
technique for the valuation of contingent claims. Thus, for example, if VT is the payout of
a derivative at time T , then on account of axiom (b) we find that the value of the derivative
at time t is given by
Vt =
1
pit
Et[piTVT ]. (2.15)
In particular, for a unit cash flow VT = 1 we obtain the bond pricing formula
PtT =
1
pit
Et[piT ]. (2.16)
Remark 2.1.1 The conditions
0 < PtT ≤ 1 and ∂
∂T
PtT < 0 (2.17)
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for 0 ≤ t < T <∞ imply that bond prices are decreasing in T and from the definition
rt = − lim
T→t
(
∂
∂T
PtT
)
, (2.18)
the short rate is guaranteed to remain positive at all times. The first inequality in (2.17) can
be seen from the fact that {pit} is a supermartingale and is positive. The second inequality
follows from
lim
ε→0
Pt,T+ε − Pt,T
ε
= − 1
pit
Et[rTpiT ]. (2.19)
Since {pit} is a supermartingale, it follows that piT ≥ ET [piU ] for T ≤ U , and hence
that Et[piT ] ≥ Et[piU ] by the tower property of conditional expectation. Thus Et[piT ] is
monotonically decreasing as a function of T , and we deduce that the limit limT→∞ Et[piT ]
exists. It follows then by use of (2.2) that
lim
T→∞
Et[piT ] = 0, (2.20)
for all t ≥ 0, and hence limT→∞ E[piT ] = 0. This shows, under the axioms assumed, that
the pricing kernel is a potential, i.e. it is a right-continuous positive supermartingale whose
expectation vanishes as T → ∞. See, for example, Karatzas & Shreve (1998), Rogers &
Williams (2000) and Protter (2004) for more details on potentials.
The specification of the pricing kernel therefore leads on the one hand to the bond price
dynamics as well as the associated short rate process, while on the other hand to the pricing
of general contingent claims. It is for these reasons that we prefer to model the pricing
kernel directly.
2.1.2 The conditional variance representation
In this section we follow the observation made in Hughston & Rafailidis (2005) that the
pricing kernel can be expressed in the form of the conditional variance of anF∞-measurable
square-integrable random variable. The idea is as follows. We begin by writing (2.7) in the
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integral form
piT − pit = −
∫ T
t
rspisds−
∫ T
t
λspisdWs, (2.21)
and taking the Ft-conditional expectation on each side of (2.21) to obtain
pit = Et[piT ] + Et
[∫ T
t
rspisds
]
. (2.22)
Now taking the limit T → ∞ we deduce the following implicit relation satisfied by the
pricing kernel:
pit = Et
[∫ ∞
t
rspisds
]
. (2.23)
Note that since {pit} and {rt} are both {Ft}-adapted, the vector valued process {ηt}t≥0
defined by the relation
|ηt|2 =
k∑
α=1
ηαt η
α
t = rtpit (2.24)
is also {Ft}-adapted where the vector ηt, for each t ≥ 0, is unique only up to SO(k)-
rotational degrees of freedom. For any given representative element {ηt} of this equiva-
lence class, we define an {F t}-martingale {Xt} by setting
Xt =
∫ t
0
ηsdWs. (2.25)
Then we have
X∞ −Xt =
∫ ∞
t
ηsdWs, (2.26)
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from which, on account of the conditional Wiener-Ito isometry, we deduce that
pit = Et
[
(X∞ −Xt)2
]
= Et
[(∫ ∞
t
ηsdWs
)2]
= Et
[∫ ∞
t
η2sds
]
= Et
[∫ ∞
t
rspisds
]
, (2.27)
and hence that
pit = Et
[
(X∞ − Et[X∞])2
]
. (2.28)
We shall refer to this identity as the conditional-variance representation for the pricing
kernel. Also, we shall refer to the random variable, X∞ as the ‘generator’ of the pricing
kernel.
2.1.3 The term structure density representation for the pricing kernel
A term structure process that satisfies the positive interest conditions (2.17) and equation
(2.2) is called an admissible term structure in accordance with the terminology of Brody
& Hughston (2001). Thus for every admissible term structure, the corresponding pricing
kernel is a potential. Here we shall give a brief overview on the term-structure density
representation.
In what follows, it will be useful to introduce the so-called Musiela parameterisation
and write x = T − t for the tenor variable, and Pt,t+x for the discount bond. With this
notation, we introduce the term structure density process {ρt(x)}x≥0, defined by
ρt(x) = −∂Pt,t+x
∂x
. (2.29)
From equation (2.2) and the positive interest rate conditions (2.17), we see that this process
has the characteristics of a probability density function (see Brody & Hughston 2001),
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namely,
ρt(x) > 0 and
∫ ∞
0
ρt(x)dx = 1 (2.30)
hold, for all x ≥ 0, t ≤ T . Setting t = 0 in (2.29), we obtain
ρ(x) = ρ0(x) = −∂P0x
∂x
(2.31)
which we call the initial term structure density function.
It turns out, by use of the Flesaker-Hughston representation, that the pricing kernel
approach is also closely related to the term structure density approach of Brody &Hughston
(2001). Flesaker & Hughston (1996, 1998) showed that an arbitrage free system of discount
bond prices can always be expressed in the form
PtT =
∫∞
T
ρ(s)Mt(s)ds∫∞
t
ρ(s)Mt(s)ds
, ∀0 ≤ t ≤ T <∞, (2.32)
where {Mt(s)}0≤t≤s<∞ is a family of strictly positive martingales indexed by s, and ρ(s)
is the positive deterministic function defined in (2.31). This family of martingales plays an
important role in such a setup because it is the only source of randomness for the modelling
of interest rates. Additionally, for every admissible term structure model, the pricing kernel
admits the following representation in terms of an integral of the term-structure density:
pit =
∫ ∞
t
Ut(s)ds where Ut(s) = ρ(s)Mt(s), ∀0 ≤ t <∞. (2.33)
This is known as the Flesaker-Hughston representation for the pricing kernel and it shows
that the pricing kernel can be represented as a Riemann integral of a one parameter family
of weighted martingales {Ut(s)}0≤t≤s<∞.
We can express the pricing kernel in terms of the term structure density by substituting
expression (2.32) into definition (2.29) and rearranging the terms, to give
pit =
ρ0(t+ x)Mt(t+ x)
ρt(x)
. (2.34)
By comparing expressions (2.23) and (2.33), we connect the Flesaker-Hughston approach
with the conditional variance representation and conclude that Ut(s) = Et[rspis].
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2.2 The Wiener-Ito chaos expansion
The foregoing analysis shows that to model the pricing kernel, it suffices to model the gen-
erating random variableX∞, that is to say, an element of the Hilbert space L2(Ω,F∞,P) of
square integrable random variables on (Ω,F∞,P) where F∞ is the σ-algebra generated by
{Wt} over the interval [0,∞). The proposal of Hughston & Rafailidis (2005) is to employ
the Wiener-Ito chaos expansion to ‘parameterise’ the generator X∞, work out {pit}, and
use the result to obtain pricing formulae for various derivatives; which in turn allows one
to calibrate the functional parameters in the chaos expansion (see also Björk 2007).
As a preliminary step to introducing the basic idea of the chaos expansion, we consider
the subspace Sn ⊂ Rn+ defined by the triangular region
Sn =
{
(s1, s2, · · · , sn) ∈ Rn+ | 0 ≤ sn ≤ · · · ≤ s2 ≤ s1 ≤ ∞
}
, (2.35)
and denote the space of deterministic square-integrable functions on Sn by L2(Sn). Now,
suppose φn ∈ L2(Sn) so that for n ≥ 1,
∫ T
0
∫ s1
0
. . .
∫ sn−1
0
φ2n(s1, s2, . . . , sn)dsn . . . ds2ds1 <∞. (2.36)
Then we define the n-fold iterated Ito integral according to
In(Φn)(T ) =
∫ T
0
∫ s1
0
. . .
∫ sn−1
0
φn(s1, s2, . . . , sn)dWsn ...dWs2dWs1 , (2.37)
where I0(φ0) is constant. Since In(Φn) is an Ito integral on Sn, it is also a martingale. With
this notation at hand, we state a form of the Wiener-Ito chaos expansion.
Proposition 2.2.1. The Wiener-Ito chaos expansion. Let ξ be an FT -measurable random
variable in L2(P). Then there exists a unique sequence {fn}∞n=0 of functions fn ∈ L2(Sn)
such that
ξ =
∞∑
n=0
In(fn), (2.38)
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where the convergence is in L2(P). Moreover, we have the isometry
‖ξ‖2L2(P) =
∞∑
n=0
‖fn‖2L2(Sn). (2.39)
We give a sketch proof of theWiener-Ito chaos expansion for anFT -measurable random
variable XT such that E[X2T ] < ∞. Then by the Ito representation theorem, there exists a
{Ft}-adapted process θ1(s1), 0 ≤ s1 ≤ T , satisfying
E
[∫ T
0
θ21(s1)ds1
]
≤ E [X2T ] <∞, (2.40)
such that XT can be expressed in the form
XT = E[XT ] +
∫ T
0
θ1(s1)dWs1 . (2.41)
Applying the representation theorem once again to the process θ1(s1), implies the existence
of a square-integrable process θ2(s1, s2), 0 ≤ s2 ≤ s1, satisfying
E
[∫ s1
0
θ22(s1, s2)ds2
]
≤ E [θ21(s1)] <∞, (2.42)
such that
θ1(s1) = E[θ1(s1)] +
∫ s1
0
θ2(s1, s2)dWs2 . (2.43)
Another application of the representation theorem then expresses θ2(s1, s2) in terms of the
process θ3(s1, s2, s3), and so on. By iteration we thus find that, if we write
φ(s1, s2, · · · , sn) = E [θn(s1, s2, · · · , sn)] , (2.44)
then the random variable XT can be expanded as a series in the form
XT = φ+
∫ T
0
φ(s1)dWs1 +
∫ T
0
∫ s1
0
φ(s1, s2)dWs2dWs1 + · · · , (2.45)
2.2 The Wiener-Ito chaos expansion 26
where φ = E[XT ]. For a full proof we refer to Di Nunno, Øksendal, Proske (2009).
If we fix T at infinity, then by the Proposition 2.2.1, we can express anyF∞-measurable
random variable X∞ ∈ L2(Ω,F∞,P) in the form
X∞ =
∞∑
n=0
In(φn), (2.46)
where the deterministic functions φn ∈ L2(Sn) are uniquely determined by X∞. The
generator X∞, therefore admits a unique expansion of the form
X∞ = φ0 +
∫ ∞
0
φ1(s1)dWs1 +
∫ ∞
0
∫ s1
0
φ2(s1, s2)dWs2dWs1 + · · · , (2.47)
where φ0 = E[X∞], φ1(s) ∈ L2(S1) is a square-integrable function of one variable,
φ2(s, s
′) ∈ L2(S1)⊗ L2(S1) is a square-integrable function of two variables, and so on.
Each chaos coefficient φn(s1, . . . , sn) belongs to the space of a symmetric tensor prod-
uct of n copies of a Hilbert space of square integrable functions restricted to the subdiagonal
domain Sn as defined in (2.35), e.g. φ3(s1, s2, s3) ∈ L2(S3). The direct sum of these linear
inner product spaces, denoted here by F(L2(S1)), where
F(L2(S1)) = S1 ⊕ L2(S1) ⊕
(L2(S1)⊗ L2(S1))
⊕ (L2(S1)⊗ L2(S1)⊗ L2(S1)) ⊕ . . . , (2.48)
is spanned by the chaos coefficients (φ0, φ1(s1), φ2(s1, s2), . . .). The space F(L2(S1) is
known as the Fock space over L2(S1).
For interest-rate modelling, we see that by substitution of (2.47) into (2.28), the pricing
kernel is very naturally parameterised by a vector Φ of a set of deterministic quantities:
Φ =
(
φ0, φ1(s), φ2(s, s1), φ3(s, s1, s2), · · ·
)
, (2.49)
where Φ can be regarded as an element of a Fock space F of the direct sum of the Hilbert
spaces of square-integrable functions. The components {φi}i=0,1,... of Φ are called the
Wiener-Ito chaos coefficients. These coefficients fully characterise the information in X∞.
Since X∞ determines the pricing kernel {pit}, which in turn generates the bond price pro-
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cess {PtT}, each interest rate model can be viewed as depending on the specification of its
Wiener-Ito chaos coefficients.
The idea of a chaos expansion was introduced by Wiener in his seminal paper entitled
“Homogeneous Chaos” (Wiener 1938); the specific representation (2.47) in terms of the
stochastic integral appears in a remarkable paper by Ito (1951). We refer to Nualart (2006),
Janson (1997), Malliavin (1997), Øksendal (1997), and Di Nunno et al. (2009) for further
discussion on the chaos expansion technique and its role in stochastic analysis.
Hughston & Rafailidis (2005) classify models whose chaos coefficients are nonzero up
to order n as nth order chaos models and examine first and second order chaos models in
detail. They also look at a factorisable second chaos model where φ2(s1, s2) factors into a
product of two single-variable functions α(s1)β(s2).
2.3 The coherent chaos expansion
There is a special class of vectors in F called ‘coherent vectors’. Such vectors admit a
number of desirable characteristics. Let us consider the symmetric tensor product
H(n) = L2(S1)⊗ L2(S1)⊗ · · · ⊗ L2(S1) (2.50)
of n copies of Hilbert spaces. A generic element of H(n) may be written in the form
φn(s1, s2, · · · , sn); whereas a coherent vector of F is generated by a map from an element
of H(1) to an element of H(n). Specifically, given φ(s) ∈ H(1) = L2(S1), we consider an
element ofH(n) of the ‘degenerate’ form
φn(s1, s2, · · · , sn) = φ(s1)φ(s2) . . . φ(sn). (2.51)
The importance of coherent vectors is that the totality of such vectors in H(n) constitutes a
resolution of the identity, i.e. these vectors are in general not orthogonal but nevertheless
are complete. Therefore, an arbitrary element of H(n) can be expressed in the form of a
linear combination of (possibly uncountably many) coherent vectors.
More generally, given an element φ(s) ∈ H(1) we can generate a coherent Fock vector
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of the form
Φφ =
(
1, φ(s), φ(s1)φ(s2), · · · , φ(s1)φ(s2) . . . φ(sn)
)
. (2.52)
Then an arbitrary element of F can likewise be expressed as a linear combination of coher-
ent vectors. The significance of the completeness of the system of coherent vectors for the
chaos expansion, noted in Brody & Hughston (2004), is as follows. First we observe that
if Φφ is coherent, the associated generating random variable Xφ∞ arising from the chaos
expansion (2.47) takes the form
Xφ∞ =
∞∑
n=0

 ∞∫
0
s1∫
0
· · ·
sn−1∫
0
φ(s1)φ(s2) · · ·φ(sn)dWsn · · · dWs2dWs1

 (2.53)
where φ(si) ∈ L2(R+), i = 1, . . . , n, is a deterministic square integrable function of a
single variable si. Here the n = 0 term is assumed to be unity. We now make use of
the following well known identity introduced by Ito (1951), which can also be found in
Di Nunno et al. (2009):
T∫
0
s1∫
0
· · ·
sn−1∫
0
φ(s1)φ(s2) · · ·φ(sn)dWsn· · · dWs1 =
Q
n/2
T
n!
Hn
(
RT
Q
1/2
T
)
, (2.54)
where
Rt =
∫ t
0
φ(u)dWu and Qt =
∫ t
0
φ2(u)du, (2.55)
and where
Hn(x) = n!
⌊n/2⌋∑
k=0
(−1)k xn−2k
k! (n− 2k)! 2k (2.56)
denotes the nth Hermite polynomial, determined by the generating function
exp
(
tx− 1
2
t2
)
=
∞∑
n=0
tn
n!
Hn(x), (2.57)
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where ⌊n/2⌋ is the floor function defined by
⌊n/2⌋ =
{
n/2, n even
n/2− 1/2, n odd.
(2.58)
The role of the Hermite polynomials in relation to Gaussian random variables is well
known (see, e.g., Schoutens 2000). We remark that if Y and Z are standard normal random
variables, then
E[Hn(Y )Hm(Z)] = (E[Y Z])
n δmn, (2.59)
which follows from the fact that Hermite polynomials are orthogonal with respect to the
standard normal density function. By substituting the iterated integral in equation (2.54)
into (2.53) we get
Xφ∞ =
∞∑
n=0
Q
n/2
∞
n!
Hn
(
R∞
Q
1/2
∞
)
, (2.60)
and comparing this with (2.57) we deduce that
Xφ∞ = exp
(∫ ∞
0
φ(s)dWs − 12
∫ ∞
0
φ2(s)ds
)
. (2.61)
On account of the completeness of the coherent vectors and linearity, it follows that an
arbitrary F∞-measurable square-integrable random variableX∞ admits a representation of
the form
X∞ =
∑
j
cj exp
(∫ ∞
0
φj(s)dWs − 12
∫ ∞
0
φ2j(s)ds
)
, (2.62)
where {cj} are constants satisfying
∑
j c
2
j < ∞, where φj(s) ∈ L2(R+) for each j is a
deterministic square-integrable function, and where the summation in (2.62) is formal and
may be replaced by an appropriate integration in the uncountable case. For example, both
the expansion coefficient c(θ) and the square-integrable function φ(s, θ) may depend on
a parameter θ, in which case the summation over the index j in (2.62) is replaced by an
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integration over the parameter θ. It should be evident that an analogous result holds more
generally for an arbitrary Ft-measurable square-integrable random variable—that is, any
such random variable can be expressed in terms of a linear combination of log-normally
distributed random variables. Putting the matter differently, log-normal random variables
are dense in the space of square-integrable random variables. This fact was applied in
Brody & Hughston (2004) to identify the general expressions for the pricing kernel and
other quantities (such as the bond price, market price of risk, and various interest rates) in
the Brownian-based setting, owing to the fact that the conditional variance ofX∞ in (2.62)
is easily calculated in closed form.
2.4 Coherent chaos interest-rate models
In this section, we extend the existing investigation by examining the nth-order chaos mod-
els for each n. That is to say, we are concerned with interest-rate models that arise from
the chaos expansion of the form
∫ ∞
0
∫ s1
0
· · ·
∫ sn−1
0
φ(s1, s2, . . . , sn) dWsn · · · dWs2dWs1 (2.63)
for each n, where φ(s1, s2, . . . , sn) ∈ H(n) is a symmetric function of n variables. As in-
dicated above, any element ofH(n) can be expressed as a linear combination of a (possibly
uncountable) collection of coherent functions of the form φ(s1)φ(s2) · · ·φ(sn). That is to
say, we have
φ(s1, s2, . . . , sn) =
∑
j
cjφj(s1)φj(s2) . . . φj(sn) (2.64)
for some choice of coefficients {cj} and functions {φj(s)}. Let us therefore introduce:
Definition 2.4.1 An nth-order coherent chaos model is generated by a random variable of
the form
X [n]∞ =
∫ ∞
0
∫ s1
0
· · ·
∫ sn−1
0
φ(s1)φ(s2) · · ·φ(sn) dWsn · · · dWs2dWs1 , n ≥ 1, (2.65)
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where X [n]∞ = X
[n]
∞ (φ), φ ∈ L2(R+) is determined by the choice of φ but for simplicity of
notation, we write X [n]∞ .
Our strategy is first to work out the interest rate model arising from such a coherent
element of H(n), i.e. an nth-order coherent chaos model, and then to consider linear com-
binations of such elements in order to obtain more general nth-order chaos models for the
pricing kernel.
To proceed, we substitute (2.54) into expression (2.65), from which it follows that for
a coherent element we have
X [n]∞ =
Q
n/2
∞
n!
Hn
(
R∞
Q
1/2
∞
)
(2.66)
and
X
[n]
t =
Q
n/2
t
n!
Hn
(
Rt
Q
1/2
t
)
, (2.67)
where R and Q are defined as in (2.55) and where we have used
X
[n]
t = Et
[
X [n]∞
]
. (2.68)
Note that the argument Rt/Q
1/2
t appearing in the Hermite polynomial is, for each t, a
standard normally distributed random variable. Thus on account of (2.59) we find that the
martingales {X [n]t }0≤t≤∞ for different values of n are mutually orthogonal. This property
will be exploited in a calculation below when we analyse the more general ‘incoherent’
models. Let us turn to the determination of the pricing kernel {pi[n]t }, defined by
pi
[n]
t = Et
[(
X [n]∞
)2]− (X [n]t )2 . (2.69)
Proposition 2.4.1. The pricing kernel {pi[n]t } associated with an nth-order coherent chaos
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generator X [n]∞ of the form (2.66) is given by
pi
[n]
t =
n∑
k=0
[2(n− k)]! (1−Qkt ) X [2n−2k]t
k! [(n− k)!]2 . (2.70)
Proof. To analyse the expressions in (2.69) for each n ∈ N, we make use of the following
product identity for a pair of Hermite polynomials of different order (see, for example,
Janson 1997, p. 28):
Hn(x)Hm(x) =
m∧n∑
k=0
(
m
k
)(
n
k
)
k! Hm+n−2k(x), (2.71)
wherem ∧ n = min(m,n). Settingm = n we obtain
H2n(x) =
n∑
k=0
(
n
k
)(
n
k
)
k! H2n−2k(x). (2.72)
Since, from (2.56), we have
X
[n]
t =
⌊n/2⌋∑
k=0
(−1)k Rn−2kt Qkt
k! (n− 2k)! 2k , (2.73)
then by squaring X [n]t , it follows from (2.67) that
(
X
[n]
t
)2
=
Qnt
(n!)2
H2n(
Rt√
Qt
). (2.74)
Now substituting the expression (2.72) in (2.74), we obtain
(
X
[n]
t
)2
=
Qnt
(n!)2
n∑
k=0
(
n
k
)(
n
k
)
k!H2n−2k(x), (2.75)
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and we use (2.67) again to deduce that
(
X
[n]
t
)2
=
n∑
k=0
Qkt [2(n− k)]! X [2n−2k]t
k! [(n− k)!]2 . (2.76)
Taking the limit t → ∞ in (2.76) and substituting the result in (2.69), we obtain (2.70),
after unit-normalising the function φ(s) such that Q∞ = 1.
We observe from (2.70) and (2.73) that {pi[n]t } is given by a polynomial of order 2n− 2
of the Gaussian process {Rt} defined in (2.55). Having obtained an expression for the
pricing kernel for each n ∈ N, we are in a position to determine representations for the
various quantities of interest. To this end, let us first derive expressions for the short rate
and market price of risk processes.
Proposition 2.4.2. Let {r[n]t } be the short rate process in the coherent chaos model of order
n and {λ[n]t } be the associated market price of risk process. Then
r
[n]
t =
φ2(t)
pi
[n]
t
n∑
k=0
[2(n− k)]! Qk−1t X [2n−2k]t
(k − 1)! [(n− k)!]2 (2.77)
and
λ
[n]
t = −
φ(t)
pi
[n]
t
n∑
k=0
(1−Qkt ) [2(n− k)]!
k! [(n− k)!]2 X
[2n−2k−1]
t . (2.78)
As a preliminary result which we need for the proof of Proposition 2.4.2, we have the
following lemma.
Lemma 2.4.3. The nth-order coherent chaos generator X [n]∞ satisfies the following differ-
ential equation:
dX
[n]
t = X
[n−1]
t φ(t)dWt. (2.79)
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Proof. Let Zt = Rt/
√
Qt. Then by Ito’s quotient rule, we have
dZt = Zt
[
dRt
Rt
− d
√
Qt√
Qt
]
=
φt√
Qt
dWt − 1
2
φ2tZt
Qt
dt, (2.80)
and
(dZt)
2 =
φ2t
Qt
dt. (2.81)
On the other hand, by Ito’s lemma we can write:
dHm(Zt) = H
′
m(Zt)dZt +
1
2
H ′′m(Zt) (dZt)
2 . (2.82)
Now differentiating the well-known relationship
Hm+1(Zt) = ZtHm(Zt)−H ′m(Zt) (2.83)
for Hermite polynomials and rearranging, we obtain
H ′′m(Zt) = Hm(Zt) + ZtH
′
m(Zt)−H ′m+1(Zt). (2.84)
Using (2.83) to replace H ′m(Zt) and H
′
m+1(Zt) in (2.84), we find that
H ′′m(Zt) = (1 + Z
2
t )Hm(Zt)− 2ZtHm+1(Zt) +Hm+2(Zt). (2.85)
Now using (2.83) and (2.84) in (2.82) we write (2.82) as follows:
dHm(Zt) =
φt√
Qt
[ZtHm(Zt)−Hm+1(Zt)] dWt
+
1
2
φ2t
Qt
[Hm+2(Zt)− ZtHm+1(Zt)] dt. (2.86)
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We use another well-known recursion relation for the Hermite polynomials
Hm+2(Zt) = ZtHm+1(Zt)− (m+ 1)Hm(Zt), (2.87)
which we can use to replace Hm+2(Zt) in (2.86). Hence we find that
dHm(Zt) =
φt√
Qt
[ZtHm(Zt)−Hm+1(Zt)] dWt − m
2
φ2t
Qt
Hm(Zt)dt, (2.88)
and by (2.67), we obtain
dX
[m]
t =
1
m!
(
Q
m/2
t dHm(Zt) +Hm(Zt)dQ
m/2
t
)
=
φtQ
m/2−1/2
t
m!
[ZtHm(Zt)−Hm+1(Zt)] dWt. (2.89)
From (2.87) we observe that the term above in square brackets is justmHm−1(Zt), and we
deduce that
dX
[m]
t = X
[m−1]
t φ(t)dWt. (2.90)
Proof of Proposition 2.4.2. On account of (2.7) we observe that the processes are given
by the drift and the volatility of the pricing kernel. If the pricing kernel takes the form
(2.70), then an application of the Ito calculus along with the the relation
dX
[2n−2k]
t = X
[2n−2k−1]
t φ(t)dWt (2.91)
which is shown form = 2n− 2k in Lemma 2.4.3, gives us the desired expressions at once.
As for the discount bonds, it follows from (2.16) that the bond price process takes the
form of a ratio of polynomials of the Gaussian process {Rt}:
Proposition 2.4.4. Let {P [n]tT }0≤t≤T be the discount bond process for the coherent chaos
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model of order n. Then
P
[n]
tT =
n∑
k=0
Ak,n (1−QkT ) X [2n−2k]t
n∑
k=0
Ak,n (1−Qkt ) X [2n−2k]t
, (2.92)
where
Ak,n =
[2(n− k)]!
k![(n− k)!]2 . (2.93)
The initial term structure is given by the discount function
P
[n]
0T = 1−QnT . (2.94)
Proof. Substituting (2.70) into (2.16) and making use of the fact that {X [k]t } is a martingale
for every k, we deduce (2.92) at once. The expression in (2.94) can be seen by first using
the representation in (2.73) to write
X
[2n−2k]
t =
n−k∑
j=0
(−1)j R2n−2k−2jt Qjt
j! (2n− 2k − 2j)! 2j , (2.95)
we can see that at time t = 0 the expression above is only non-zero when j = 0 and
j = n− k i.e. when n = k. In fact, we find that X [2n−2k]0 = δnk.
By substituting (2.94) into (2.31), we obtain the expression
ρ[n](x) = n Qn−1x φ
2(x) (2.96)
for the initial term structure density, where n denotes the chaos order. Now, taking the
representations (2.69) for the pricing kernel and (2.66) for X [n]∞ we can write
pi
[n]
t =
∫ ∞
t
φ2(s1)Et
[(∫ s1
0
. . .
∫ sn−1
0
φ(s2) . . . φ(sn)dWsn . . . dWs2
)2]
ds1. (2.97)
We notice that the integral inside the expectation of equation (2.97) is equal to
(
X
[n−1]
s1
)2
,
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and so from (2.76) we get
pi
[n]
t =
∫ ∞
t
φ2(s1) Et
[
n∑
k=1
Qk−1t [2(n− k)]! X [2n−2k]s1
(k − 1)! [(n− k)!]2
]
ds1. (2.98)
We compare (2.98) with (2.33) to obtain
U
[n]
t (x) =M
[n]
t (x) ρn(x) = φ
2(x)
n∑
k=1
[2(n− k)]! Qk−1x X [2n−2k]t
(k − 1)! [(n− k)!]2 (2.99)
for each n, where we have used the fact that {X [n]t } is a martingale for each n. Since
U
[n]
t (x) =M
[n]
t (x)ρ
[n](x), (2.100)
we use (2.96) and divide (2.99) by ρ[n](x) to obtain
M
[n]
t (x) =
1
n
n∑
k=1
[2(n− k)]! Qk−nx X [2n−2k]t
(k − 1)! [(n− k)!]2 , (2.101)
which is a martingale for all x, and for all n.
Each added chaos order increases the stochastic complexity of the model in a controlled
manner and this can provide a well defined way to tailor the model to the data available
in the market (see Grasselli & Tsuimoto, 2011, for the calibration of factorisable chaos
models). The pricing kernel, short rate process and market price of risk process are all
polynomials in a Gaussian random variable and so for higher orders of n these are just
higher order polynomials. We can create more complex models using the coherent structure
as building blocks as we will see in Chapter 4.
The initial term structure (2.94) shows, in particular, that in the case of a single-factor
setup, coherent chaos models are fully characterised by the initial term structure. Such
a strong constraint, of course, is expected in the case of a single factor model for which
the only model ‘parameter’ is a deterministic scalar function φ(t), and it is indeed natural
that these functional degrees of freedom should be fixed unambiguously by the initial yield
curve. On the other hand, the general cases are obtained simply by taking linear superpo-
sitions of the coherent chaos models in an appropriate manner. Before we examine these
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general cases, let us first work out a number of derivative-pricing formulae in the case of
single-factor coherent chaos models.
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Chapter 3
Bond and Swaption pricing
3.1 Bond option pricing in second-order coherent chaos models
The purpose of this section is to derive explicit formulae for the prices of options on zero-
coupon bonds in a second order coherent chaos model. i.e. when n = 2 and the model
depends on the deterministic function φ. In this case, it follows from equations (2.70) and
(2.73) that the pricing kernel is given by a quadratic function of a single Gaussian state
variable Rt:
pi
[2]
t = (1−Qt)(R2t −Qt) + 12(1−Q2t ), (3.1)
where we recall that Q and R are given in (2.55). On account of (2.16), the bond price
process can then be written as a rational function of the state variable Rt:
P
[2]
tT =
(1−QT )(R2t −Qt) + 12(1−Q2T )
(1−Qt)(R2t −Qt) + 12(1−Q2t )
. (3.2)
We shall make use of the pricing formula (2.15) and the expressions in (3.1) and (3.2) to
find the pricing formula for a European-style call option on a discount bond. In particular,
let t be the option maturity, let T ≥ t be the bond maturity and let K be the option strike.
Then bearing in mind that pi[2]0 =
1
2
under the convention Q∞ = 1 that we have chosen
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here, we find that the initial price of the option is given by
C
[2]
0 (t, T,K) = 2E
[
pi
[2]
t
(
P
[2]
tT −K
)+]
= 2E
[(
R2t [(1−QT )−K(1−Qt)]−Qt(1−QT )
+1
2
(1−Q2T )− 12K (1−Qt)2
)+]
= 2E
[(
AZ2t +B
)+]
, (3.3)
where Zt = Rt/
√
Qt is a standard normal random variable, and where
A = Qt [(1−QT )−K(1−Qt)] (3.4)
and
B = 1
2
[
(1−Q2T )−K(1−Q2t )
]−Qt [(1−QT )−K(1−Qt)] . (3.5)
The problem of pricing the call option in this model thus reduces to finding the roots of a
quadratic equation Az2 +B = 0. Letting z1, z2 denote the roots
z1 = −
√
−B
A
and z2 = +
√
−B
A
, (3.6)
we consider the different scenarios depending on the signatures of the polynomial coeffi-
cients A and B. We shall proceed to examine this case by case.
(i) If A = 0 then B = 1
2
(1−QT )(QT −Qt) > 0 since QT > Qt. Therefore the option
is always in the money, and we have
C
[2]
0 = P
[2]
0T −KP [2]0t = 2B. (3.7)
(ii) If A > 0 then B > 0. This follows from the fact that setting A > 0 in equation (3.4)
implies that
K < (1−QT )/(1−Qt). (3.8)
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Since B = 1
2
(1 − Q2T ) − Qt(1 − QT ) − 12K(1 − Qt)2, then the bound (3.8) on K
implies that B > 1
2
(1−QT )(QT −Qt). But since 1 > QT > Qt, we have B > 0. In
this case, Az2 + B is always positive, so again the call option will always expire in
the money. The price of such an option is thus
C
[2]
0 =
2√
2pi
∫ ∞
−∞
(Az2 +B) e−
1
2
z2dz
= P
[2]
0T −KP [2]0t
= 2(A+B). (3.9)
(iii) If A < 0 and B ≤ 0, then the payoff is never positive, resulting in an option whose
value is zero.
(iv) The nontrivial case is when we have A < 0 and B > 0. Then the quadratic polyno-
mial is positive over the interval (z1, z2), and we have
C
[2]
0 =
2√
2pi
∫ z2
z1
(
Az2 +B
)
e−
1
2
z2dz
= 2(A+B) [1− 2N(z1)] + 4Az1ψ(z1), (3.10)
where N(z) denotes the standard cumulative normal distribution function, and ψ(z)
the associated density function. It is easy to see that the option delta that gives the
position on the underlying bond required to hedge the option, in cases (i) and (ii) is
one and in case (iii) is zero. For case (iv) the option delta is given by
∆[2] = 1− 2N(z1) (3.11)
where we have used the relations
P
[2]
0T −KP [2]0t = 2(A+B) (3.12)
and
z21 − 1 = −
A+B
A
. (3.13)
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Figure 3.1: Left panel: the call price as a function of the strike for fixed bond maturity
(T = 10) and fixed option maturity (t = 3) in the second-order coherent chaos model with
φ2(s) = (0.1)−1 exp(−0.1s). Right panel: the call price as a function of the initial bond
price, where the bond price is varied by changing its maturity T from 100 to zero. Other
parameters are set as t = 5,K = 0.7, and φ2(s) = (0.03)−1 exp(−0.03s).
We see that in a coherent chaos model of the second order, the pricing of call options
on discount bonds is entirely tractable and so is the determination of the associated hedge
portfolio. As an illustrative example, let us consider the case in which we choose
φ2(s) = λ−1 exp(−λs) (3.14)
for some constant λ > 0. As indicated above, in a coherent chaos model, this is all we
need in order to calculate both bond prices and call option prices. In Figure 3.1, the left
panel shows the relation between the call price and its strike. Here, the bond maturity is
fixed at T = 10 and the option maturity at t = 3, and we set λ = 0.1. On the right-side of
Figure 3.1 we show how the call price changes with respect to the bond values for different
maturities. Here, the option maturity has been chosen to be t = 5, the bond maturities vary
from 100 to zero, the strike has been fixed at 0.7, and we have set λ = 0.03.
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3.2 Swaption pricing in second-order coherent chaos models
It turns out that swaptions can also be valued in closed form, in a manner analogous to the
factorisable second-order chaos models of Hughston & Rafailidis (2005). In this case, the
payout of the contract can be expressed in the form:
H
[2]
t =
(
1− P [2]tTn −K
n∑
i=1
P
[2]
tTi
)+
, (3.15)
where Ti, i = 1, . . . , n, are specified future payment dates. The initial value of the swap-
tion is then given by the expectation
H
[2]
0 = 2E
[
pi
[2]
t
(
1− P [2]tTn −K
n∑
i=1
P
[2]
tTi
)+]
= 2E
[(
AZ2t +B
)+]
, (3.16)
where Zt = Rt/
√
Qt, as before. In the present case, however, we have
A = Qt[(QTn −Qt)−K
n∑
i=1
(1−QTi)] (3.17)
and
B = 1
2
(QTn −Qt)2 +KQt
n∑
i=1
(1−QT i)−
K
2
n∑
i=1
(1−Q2Ti). (3.18)
In other words, the valuation of a swaption proceeds in the same way as that of a call option,
except that the coefficients defined as A and B are a little more complicated. Writing z1
and z2 for the roots of Az2 +B = 0, we thus have the following:
(i) When A < 0 and B ≤ 0, the swaption has value zero.
(ii) When A > 0 and B ≥ 0, we have
H
[2]
0 = P
[2]
0t − P [2]0Tn −K
n∑
i=1
P
[2]
0Ti
. (3.19)
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(iii) When A < 0 and B > 0 so that −B/A > 0, we have
H
[2]
0 = 2(A+ B) [N(z2)−N(z1)] + 2A [z1ψ(z1)− z2ψ(z2)]
=
(
P
[2]
0t − P [2]0Tn −K
n∑
i=1
P
[2]
0Ti
)
[1− 2N(z1)] + 4Az1ψ(z1), (3.20)
where ψ(z) is the standard normal density function as used in Section 3.1.
(iv) When A > 0 and B < 0 so that −B/A > 0, we have
H
[2]
0 = 2N(z1)
(
P
[2]
0t − P [2]0Tn −K
n∑
i=1
P
[2]
0Ti
)
− 4Az1ψ(z1). (3.21)
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The pricing kernel for a third-order pure coherent chaos model can be expressed in the form
pi
[3]
t = 6(1−Qt)X [4]t + (1−Q2t )X [2]t +
1
6
(1−Q3t ). (3.22)
The bond price process is consequently given by
P
[3]
tT =
36(1−QT )X [4]t + 6(1−Q2T )X [2]t + (1−Q3T )
36(1−Qt)X [4]t + 6(1−Q2t )X [2]t + (1−Q3t )
. (3.23)
We can therefore express the value at time zero of a European-style call option on a discount
bond in this model as
C
[3]
0 = E
[
pi
[3]
t
pi
[3]
0
(
P
[3]
tT −K
)+]
= 3! E
[(
AZ4t +BZ
2
t + C
)+]
, (3.24)
where
A =
1
4
Q2t [(1−QT )−K(1−Qt)] , (3.25)
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B =
1
2
Qt
[
(1−Q2T )−K(1−Q2t )
]− 3
2
Q2t [(1−QT )−K(1−Qt)] , (3.26)
and
C =
1
6
[
(1−Q3T )−K(1−Q3t )
]− 1
2
Qt
[
(1−Q2T )−K(1−Q2t )
]
+
3
4
Q2t [(1−QT )−K(1−Qt)] . (3.27)
The roots of the quartic polynomial Az4 +Bz2 + C are given by
z1 = −
√
−B −√δ
2A
, z2 = −
√
−B +√δ
2A
, z3 = −z2, z4 = −z1, (3.28)
where δ = B2 − 4AC. Thus, we have the following:
(i) If A = 0 then B = 1
2
Qt(1−QT )(QT −Qt) and
C =
1
6
(1−QT )(QT −Qt)(QT −Qt + 1−Qt). (3.29)
Since bothB and C are positive, the option always expires in the money and we have
C
[3]
0 =
6√
2pi
∫ ∞
−∞
(Bz2 + C)e−
1
2
z2dz
= (1−QT )(QT −Qt)(1 +Qt +QT ). (3.30)
(ii) If A > 0 and −B −√δ ≥ 0 then this implies thmodel at B ≤ −√δ. Since there are
four roots, the call option in this case is
C
[3]
0 =
3!√
2pi
(∫ z2
−∞
+
∫ z4
z1
+
∫ ∞
z3
)
(Az4 +Bz2 + C) e−
1
2
z2dz
= 6(3A+B + C)(2N(z2)− 2N(z1) + 1)
+12(3A+B)(z1ψ(z1)− z2ψ(z2))
+12A(z31ψ(z1)− z32ψ(z2)). (3.31)
(iii) If A > 0 and −B − √δ < 0 but −B + √δ ≥ 0 then if −√δ < B ≤ 0, the initial
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value of the call option is
C
[3]
0 =
3!√
2pi
(∫ z2
−∞
+
∫ ∞
z3
)
(Az4 +Bz2 + C) e−
1
2
z2dz
= 12(3A+B + C)N(z2)− 12(Az22 + 3A+B)z2ψ(z2), (3.32)
where ψ(z) is the standard normal density function as used in Section 3.1.
If 0 < B ≤ √δ, then
C
[3]
0 =
3!√
2pi
∫ z3
z2
(Az4 +Bz2 + C) e−
1
2
z2dz
= 6(3A+B + C) (1− 2N(z2)) + 12(Az22 + 3A+B)z2ψ(z2). (3.33)
(iv) If A > 0 and −B +√δ < 0 then the value of the option is zero.
(v) If A < 0 and −B −√δ > 0 then
C
[3]
0 =
3!√
2pi
∫ ∞
−∞
(Az4 +Bz2 + C) e−
1
2
z2dz
= 6(3A+B + C). (3.34)
(vi) If A < 0 and −B +√δ > 0 but −B −√δ ≤ 0 then if −√δ < B ≤ 0,
C
[3]
0 =
3!√
2pi
(∫ z1
−∞
+
∫ ∞
z4
)
(Az4 +Bz2 + C) e−
1
2
z2dz
= 12(3A+B + C)N(z1)− 12(Az21 + 3A+B)z1ψ(z1). (3.35)
If 0 < B ≤ √δ,
C
[3]
0 =
3!√
2pi
∫ z4
z1
(Az4 + Bz2 + C) e−
1
2
z2dz
= 6(3A+B + C)(1− 2N(z1)) + 12(Az21 + 3A+ B)z1ψ(z1). (3.36)
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(vii) Finally, if A < 0 and −B +√δ ≤ 0 then
C
[3]
0 =
3!√
2pi
(∫ z2
z1
+
∫ z4
z3
)
(Az4 + Bz2 + C) e−
1
2
z2dz
= 12(3A+B + C)(N(z2)−N(z1)) + 12(Az21 + 3A+B)z1ψ(z1)
−12(Az22 + 3A+B)z2ψ(z2). (3.37)
We have shown that for orders two and three, call option prices can be found analyti-
cally. Going beyond the second-order and third-order chaos models, we observe that for a
general coherent chaos model of order n the pricing kernel is a polynomial of order 2n− 2
in the single Gaussian process {Rt}. It follows that for the valuation of an option or a swap-
tion, the relevant calculation reduces to that of taking the expectation of the positive part of
a polynomial of the same order in the standard normal random variable Zt = Rt/
√
Qt. In
other words, the problem reduces to the identification of the roots of a polynomial of order
2n− 2. Since such a root-finder can be carried out numerically, we find that semi-analytic
expressions for both option and swaption prices are available in the case of an nth-order
coherent chaos model.
In the coherent setting, the dynamics are fully determined by a single function of one
variable, φ(t), with possibly a number of parameters. Since there is only one functional
degree of freedom, the initial yield curve can be determined but the model cannot be fit
to other initial data that might be available and this is why an incoherent model is needed.
This is described in the next section.
Grasselli & Tsujimoto (2011) calibrate a factorisable third order chaos model to option
data and find that it outperforms the Hull and White and rational lognormal models as well
as being comparable to LIBOR market models. Further details are discussed in the next
section.
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Chapter 4
Incoherent chaos models
We have examined the coherent chaos interest-rate models in some detail with a view to
generalise these models to more generic cases, which we call incoherent chaos models. As
indicated above, our key observation is that theF∞-measurable square-integrable generator
X
[n]
∞ associated with an nth-order chaos expansion can be expressed as a linear combination
of ‘coherent’ log-normal random variables X [n]∞ (φi) for different structure functions φi(s).
More specifically, if the chaos coefficients are given by an incoherent element of the form
φn(s1, s2, . . . , sn) =
∑
i
ci φi(s1) φi(s2) . . . φi(sn) (4.1)
and we have the representation
X [n]∞ =
∑
i
ciX
[n]
∞ (φi), (4.2)
where for clarity we have written for each φi
X [n]∞ (φi) =
∫ ∞
0
∫ s1
0
· · ·
∫ sn−1
0
φi(s1)φi(s2) · · ·φi(sn) dWsn · · · dWs2dWs1 (4.3)
for the coherent random variables. Then we obtain the following result for the pricing
kernel in an nth order incoherent chaos model:
Proposition 4.0.1. The pricing kernel in a generic nth-order incoherent model can be ex-
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pressed in the form
pi
[n]
t =
∑
i,j
cicj
n∑
k=1
〈φi, φj〉(k)t X [n−k]t (φi)X [n−k]t (φj), (4.4)
where
〈φi, φj〉(k)t =
∞∫
t
s1∫
t
· · ·
sk−1∫
t
φi(s1)φj(s1) · · ·φi(sk)φj(sk) dsk · · · ds1, (4.5)
with 〈φi, φj〉(0)t = 1.
Proof. The pricing kernel associated with a general nth-order chaos model can be obtained
by working out the following expectation:
pi
[n]
t = Et

(∑
i
ciX
[n]
∞ (φi)
)2−
(
Et
[∑
i
ciX
[n]
∞ (φi)
])2
. (4.6)
The second term on the right side of (4.6) can be evaluated on account of the martingale
relation
Et[X
[n]
∞ (φi)] = X
[n]
t (φi). (4.7)
Calculating the first term on the right side of (4.6) is evidently a little more complicated.
We proceed as follows. First, observe from (4.3) that the random variable X [n]∞ (φi) can be
written in the recursive form
X [n]∞ (φi) =
∫ ∞
0
φi(t)X
[n−1]
t (φi) dWt. (4.8)
It follows, by use of the conditional form of the Wiener-Ito isometry, that
Et
[
X [n]∞ (φi)X
[n]
∞ (φj)
]
= X
[n]
t (φi)X
[n]
t (φj)
+
∫ ∞
t
φi(u)φj(u)Et
[
X [n−1]u (φi)X
[n−1]
u (φj)
]
du. (4.9)
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An application of the recursion relation (4.8) on X [n−1]u together with another use of the
conditional form of theWiener-Ito isometry then shows that what remains in the conditional
expectation on the right side of (4.9) is reduced to order n − 2. By iteration, we are then
able to find that
Et
[
X [n]∞ (φi)X
[n]
∞ (φj)
]
=
n∑
k=0
〈φi, φj〉(k)t X [n−k]t (φi)X [n−k]t (φj), (4.10)
where 〈φi, φj〉(k) is defined as in (4.5). Putting these relations together, we obtain
pi
[n]
t =
∑
i,j
cicj
[
n∑
k=0
〈φi, φj〉(k)t X [n−k]t (φi)X [n−k]t (φj)−X [n]t (φi)X [n]t (φj)
]
, (4.11)
from which we conclude that (4.4) holds.
Example 4.0.1 As an illustration, consider the case in which n = 2, and suppose that the
chaos expansion involves the superposition of a pair of functions. Thus, we have
Φ(s1, s2) =
2∑
i=1
ci φi(s1) φi(s2). (4.12)
In this case, after some calculations, we obtain the following expression for the pricing
kernel:
pi
[2]
t = 2c
2
1
(
R2t (φ1)(1−Qt(φ1)) + 12 (1−Qt(φ1))2
)
+2c22
(
R2t (φ2)(1−Qt(φ2)) + 12 (1−Qt(φ2))2
)
+2c1c2Rt(φ1)Rt(φ2)
∫ ∞
t
φ1(s)φ2(s)ds
+c1c2
(∫ ∞
t
φ1(s)φ2(s)ds
)2
. (4.13)
Here, we have written
Rt(φi) =
∫ t
0
φi(s)dWs, (4.14)
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for i = 1, 2, for the two Gaussian state-variable processes. We see that the pricing kernel
in this case is a simple quadratic polynomial of the two state variables. Analogous results
hold for higher n and for a larger number of terms in the expansion.
Example 4.0.2 More generally, consider an ‘incoherent’ model that consists of a combina-
tion of coherent terms of different chaos orders. As an example, suppose that X∞ is given
by a combination of a first order and an nth order coherent chaos element:
X∞ = X
[1]
∞ (φ1) +X
[n]
∞ (φ2). (4.15)
Taking the conditional variance and making use of (4.10), we find that the associated pric-
ing kernel takes the form
pi
[n]
t = 1−Qt(φ1) +
n∑
k=1
[
X
[n−k]
t (φ2)
]2
(k!)2
+ 2X
[n−1]
t (φ2)
∞∫
t
φ1(s)φ2(s)ds, (4.16)
from which the corresponding term-structure dynamics can easily be derived.
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Chapter 5
Finite dimensional realisations of
coherent chaos models
In this section we consider the case in which the Hilbert space of square-integrable func-
tions is approximated by (or replaced with) a finite-dimensional Hilbert space. To facilitate
the calculation, we make use of the Dirac delta function so that the function φ(x) is given
by the square root of a weighted sum of a finite number of delta functions. The idea of
finite-dimensional realisations is to generate a set of models that can be calibrated purely
in terms of a finite number of available market data, without evoking the assumption of
hypothetical initial bond prices across all maturities.
To proceed, we recall first that we have made the normalisation convention such that
Q∞ =
∫ ∞
0
φ2(s)ds = 1. (5.1)
Hence, φ2(s) can be interpreted as defining a probability density function, except that now
in effect in a finite-dimensional space. More precisely, we continue to work in the infinite-
dimensional Hilbert space, but by facilitating a finite number of distributions rather than
functions, the analysis effectively reduces to that based on a finite-dimensional Hilbert
space. We therefore choose φ2 to take the following form:
φ2(s) =
N+1∑
i=1
piδ(s− Ti), (5.2)
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where δ(s) denotes the Dirac delta function, and the {Ti}i=1,...,N represent N different
maturity dates of bonds for which prices are available in the market. We remark that in
(5.2) and (5.3) we have artificially introduced TN+1, where TN+1 > TN , such that the bond
price is assumed to become zero at this point. Note that TN+1 is not an expiry date, but
rather an arbitrary time that is beyond the maturity date of the bond in the market with
the longest lifetime. The choice of TN+1 will not affect the valuation of contracts whose
maturities are≤ TN . Thus the analysis below will not be affected by the arbitrariness of the
choice of TN+1. The reason for introducing TN+1 is to fulfill the asymptotic condition (2.2)
of axiom (d) in the finite-dimensional setup. Conversely, had we not introduced TN+1, the
discussion below would not be affected, but strictly speaking axiom (d) would be violated
and hence the term-structure density formalism (which is not considered here) would not
be directly applicable.
The coefficients {pi} are probability weights so that 0 ≤ pi ≤ 1 and that
∑N+1
i=1 pi = 1.
For this choice of φ(s), the integral Qt then takes the form of a piecewise step function,
given as follows:
Qt =
N+1∑
i=1
pi1{Ti≤t} =
N+1∑
i=1
1{Ti≤t<Ti+1}
i∑
j=1
pj. (5.3)
Let us now consider the nth-order coherent chaos model associated with the positive
square-root of (5.2). A short calculation using expression (5.3) in result (2.94) for P [n]0t
shows that the corresponding initial bond prices with maturity t admit the following repre-
sentation:
P
[n]
0t = 1−
N+1∑
i=1
1{Ti≤t<Ti+1}
(
i∑
j=1
pj
)n
. (5.4)
To illustrate the initial term structure in the present model we sketch in Figure 5.1 an
example of the initial bond prices as a function of the maturity time for n = 2. Three
maturities have been used here: T1 = 1, T2 = 4 and the ‘artificially’ chosen T3 = 9.
According to (5.4) the initial value P0T1 of a bond expiring at time T1 (where the first jump
occurs) is P0T1 = 1 − pn1 , the price at time T2 is P0T2 = 1 − (p1 + p2)n, and so on. Hence
in the second-order coherent chaos model with only two data points specified, we have the
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Figure 5.1: Initial bond prices P [n]0t as a function of maturity time for n = 2. Two bond
prices are assumed given at times T1 = 1 and T2 = 4; while at time T3 = 9 the bond price
is assumed to jump to zero. The parameter values chosen here are given by p1 = 16 , p2 = 12 ,
and p3 = 13 .
values P0T1 = 1− p21, P0T2 = 1− (p1 + p2)2, and P0T3 = 1− (p1 + p2 + p3)2 = 0.
Since it is assumed that the maturities {Ti}i=1,...,N are the points where we have market
data for the bond prices, we see that the probability weights {pi} can be calibrated from
the initial market prices of the discount bonds. This in turn determines the function φ(s),
which in turn determines the subsequent dynamics for the term structure. Let us proceed to
analyse the term structure dynamics in the finite-dimensional models. To begin, recall that
Rt ∼ N (0, Qt), so in order to determine the Gaussian process {Rt} whose probabilistic
characteristics are identical to that of
∫ t
0
φ(s)dWs, where φ(s) is of the form (5.2), let us
consider a family of independent Gaussian random variables
ni ∼ N
(
0,
i∑
j=1
pj
)
, (5.5)
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Figure 5.2: Sample path simulations for the Gaussian driver {Rt}, its quadratic variation
{Qt}, and the resulting pricing kernel {pit}, in the case of a finite-dimensional coherent
chaos model with n = 2. The parameters chosen here are pi = 0.08 and Ti = i for
i = 1 . . . 10, and p11 = 0.2 with T11 > 10 arbitrary.
for i = 1, . . . , N + 1. Then we can represent the Gaussian process {Rt} according to
Rt =
N+1∑
i=1
1{Ti≤t<Ti+1} ni, (5.6)
where equality here holds in probability. By making use of (2.70) and (2.73), the corre-
sponding pricing kernel can be identified in the finite-dimensional models. In figure 5.2
we illustrate typical sample paths of {Qt}, {Rt}, and {pi[2]t } for n = 2 and N = 10. For
simplicity we have chosen a uniform probability and equal spacing: pi = 0.08 and Ti = i
for i = 1, . . . , 10. Similarly, in figure 5.3, we show a sample path of a corresponding bond
price process, where we have again chosen pi = 0.08 for i = 1, . . . , 10 with bond maturity
being T = 10.
Summing up the section, we see that using the finite-dimensional approach, a class
of elementary, highly tractable, and easily calibrated models can be constructed. These
models have the characteristic feature that the discount bond process is piecewise flat and
Chapter 5. Finite dimensional realisations of coherent chaos models 56
Figure 5.3: A sample path simulation for the discount bond price process {PtT} in the
coherent chaos model for order n = 2. The parameters chosen here as pi = 0.08 for
i = 1, . . . , 10, and the bond maturity is set as T = 10. The bond price fluctuates up and
down, but eventually converges to its terminal value one. The prices jump at the points at
which the initial bond prices are assumed given in accordance with (5.4).
that the distribution of the bond price at any time is determined by a ratio of polynomials
of standard normally distributed random variables. The bond price processes emerging in
these models can alternatively be viewed as representing ‘simple’ approximations to more
sophisticated continuous processes. To illustrate how a typical bond price in these models
behaves, in Figure 6.1 we show an example of the bond price dynamics where the ‘grid
size’ is made ten times finer than the one sketched in Figure 5.3. It is interesting to note
in this connection that although the Gaussian process Rt =
∫ t
0
φ(s)dWs formally appears
to be continuous, owing to the appearance of distributions in (5.2) the resulting process
contains jumps, as is evident in figure 5.2.
By using initial bond price data, we can calibrate the probabilities pi via the expression
given in (5.4). This will give us all the fundamental expressions needed in a coherent
chaos model. However, an interesting open problem would be to consider an incoherent
counterpart which would allow one to calibrate against additional data.
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Chapter 6
Conclusion to Part I
The purpose of the first part of this thesis has been to offer an in-depth analysis of the
coherent chaos interest-rate models of each order, with the view that these form the basis
for generic (incoherent) interest-rate models. We have found that for a nth order coherent
chaos model, the pricing kernel is given by a polynomial of order 2n − 2 in a Gaussian
state variable process. This leads to tractable expressions for the bond price, market price
of risk, and the short rate processes. Additionally, we have shown that in all these models
it is possible to derive either analytic or semianalytic formulae for the pricing of both bond
options and swaptions, involving at most the numerical determination of the roots of basic
polynomials.
Single-factor coherent chaos models, although themselves considerably richer than el-
ementary Gaussian interest rate models, are perhaps too restrictive on account of the fact
that each coherent chaos model depends on a single functional degree of freedom. For
more realistic models, it suffices to take linear superpositions of coherent chaos elements
in the sense described in Section 2.3. The resulting expression for the pricing kernel, in
the most generic case, is tractable albeit a shade cumbersome. For practical purposes it
seems sufficient to consider a small number (two or three) of coherent vectors to generate
rich and flexible interest-rate models. We hope that the results presented here will form a
foundation for further investigations in this direction.
By way of comparison, we draw attention to the implementation of the Wiener-Ito
chaos models that has been carried out in the work of Grasselli & Tsujimoto (2011) in the
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Figure 6.1: A sample path simulation for the discount bond price process {PtT} in the
coherent chaos model for order n = 2. The parameters chosen here are pi = 0.008 for
i = 1, . . . , 100, and the bond maturity is set as T = 10. The bond price fluctuates up and
down, but eventually converges to its terminal value one. The prices jump at the points at
which the initial bond prices are assumed given in accordance with (5.4).
case of a third-order chaos model, with the choices φ(s1) = α(s1), φ(s1, s2) = β(s1),
and φ(s1, s2, s3) = γ(s1). Their model has been shown to fit the forward curve more
closely, and with less parameters, than various currently preferred models employed in
industry. An interesting extension would therefore be to consider the implementation of
the following generalisation: φ(s1) = α(s1), φ(s1, s2) = β(s1)β(s2), and φ(s1, s2, s3) =
γ(s1)γ(s2)γ(s3) in line with the foregoing discussion, and examine how well the gener-
alised model fits both the forward and volatility curves.
In relation to the analysis on finite-dimensional models, it is worth making the following
observation. For simplicity of discussion, if we set N = 1, then formally we are led to an
expression of the form
Rt =
∫ t
0
√
δ(s− T ) dWs (6.1)
for the Gaussian process {Rt}, the meaning of which a priori is not easily interpreted.
Hanzon (1983) attempts to give a formal definition of the square root of delta functions
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by how it acts on a test function. In the present analysis we have circumvented the direct
handling of processes of the form (6.1) and its generalisations by means of identifying for
each t, an alternative random variable whose probability law is identical to that ofRt. More
specifically, we have used an idea similar to Ito’s isometry to representRt in (6.1). We then
proceeded to use this alternative representation to characterise interest-rate dynamics. For a
more direct analysis of stochastic integrals of the form (6.1), calculus on the multiplication
of distributions due to Colombeau (1990) might prove useful. Alternatively, the analysis of
Hanzon (1983) on the square-root of the Dirac delta function, or that of Judge (1966) on
the eigenfunction of the coordinate multiplication operator, might become relevant in this
respect. We defer such an analysis to another occasion.
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Part II
The Wick Calculus in Finance
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Chapter 7
Introduction to Part II
In the first part of this thesis we have investigated the properties of a class of interest rate
models that arise from mapping each admissible term structure to a point in the func-
tion space—the direct sum of the tensor products of Hilbert spaces of square-integrable
functions—and made use of properties of this function space to draw conclusions about
properties of interest rate models. The method and technique of the use of a function space
extends to a wide range of applications in stochastic analysis, and is ultimately linked
to various well-known ideas such as Malliavin calculus (see e.g. Nualart 2006), which
allows one to compute derivatives of random variables. The idea of performing calcu-
lus on random variables, however, goes back much further, in part motivated by the re-
quirement in theoretical physics for constructing nonlinear functions of random variables
(e.g. Segal 1960). In the physics context the motivation for such investigations comes from
the desire to quantise nonlinear classical systems, where classical variables (determinis-
tic variables) are replaced by their quantum counterparts (random variables). There are,
as a consequence, numerous approaches being proposed to deal with the calculus of ran-
dom variables, with differing degrees of overlap. In particular, the formulation that is now
commonly referred to as the ‘Wick calculus’ is possibly the most significant of all the ap-
proaches considered in the physics literature. Inspired by these developments, in the second
part of the thesis we shall develop the Wick calculus of random variables in some detail as
we attempt to fill in the gaps in the literature, with the view towards potential applications
in financial modelling.
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We begin by remarking that there are three main strands of independent research that
are directly relevant to the content in the second part of this thesis. The first strand begins in
1880, with Paul Emile Appell, who studied sequences of polynomials pn(x) satisfying the
differential equation p′n = npn−1 (Appell, 1880). Polynomials satisfying this equation are
now called Appell polynomials. Subsequently, Sheffer (1939) further extended the class of
Appell polynomials, which he called ‘polynomials of type zero’ but which are now more
commonly referred to as Sheffer polynomials. The relevance of these polynomials in Wick
calculus, as we shall see, is that the Wick powers of random variables are given by Appell
polynomials evaluated at the random variable.
Another strand of research begins as early as the 17th century with the so-called ‘um-
bral calculus’, which remained relatively dormant until the 19th century when it received
considerable attention by various authors, most notably in the work of Sylvester (1851)
who invented the name. It was widely used but due to the fact that it is a highly symbolic
language, it was frowned upon by some mathematicians owing to its lack of mathematical
rigour. Early attempts, by for example Bell (1938, 1940), to axiomatise it were unsuccess-
ful but it continued to be used extensively. It was finally in the 1970s that Gian-Carlo Rota
was able to construct a rigorous foundation of the theory by using operator methods (see,
for example, Mullin & Rota 1970, Rota 1975, Roman & Rota 1978). Umbral calculus is
about an isomorphism between formal power series, linear functionals, and a certain class
of (shift invariant) linear operators on polynomials. In particular, the isomorphism between
finite operator calculus and formal power series allows one to express everything that can
be done with operators in terms of power series.
More generally, umbral calculus studies the analogies between various sequences of
polynomials pn and the power sequence xn. The line of umbral calculus that precedes the
work in this thesis is the ‘modern classical umbral calculus’ as so named by Roman (1984).
Roman (1984) describes it as a systematic study of the class of Sheffer sequences, made
by employing the simplest techniques of modern algebra. Applications of umbral calculus
include Lagrange inversion, symmetric functions, combinatorial counting and recurrences,
graph theory, combinatorics, approximation theory, signal processing, coalgebras, statis-
tics, probability theory, topology, analysis, physics and invariant theory. See Di Bucchian-
ico & Loeb (2000) for a complete survey of research papers relating to umbral calculus up
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to the year 2000.
The third strand begins with ‘normal ordering’, which was introduced by Houriet &
Kind (1949) for bosonic field operators in quantum field theory. It was systemised and ex-
tended to mixed species of fields (in quantum physics, particles are represented by ‘fields’
that, in the language of probability theory, can be viewed as random variables) by Gian-
Carlo Wick (1950) who called it the ‘S-product’ and used it as a tool to renormalise certain
divergent series in quantum field theory. It was later called Wick ordering or Wick renor-
malistation and in 1974, Barry Simon defined theWick power andWick product for random
variables with finite moments in a more systematic manner.
The majority of the second part of this thesis consists of the development of a calculus
based on Wick powers and Wick products, which is often referred to as the Wick calculus.
Our study begins with the representation of the Wick power and Wick product of random
variables as presented in Simon (1974) but we modify these slightly so that a consistent
calculus can be developed in a more systematic way.
As regards related references, a general account of the traditions of both mathematical
physics and probability theory, regarding various aspects of the Wick calculus, is given in
Dobrushin & Minlos (1977). In Meyer & Yan (1989), the work in Hida & Ikeda (1967)
was extended to cover Wick products of Hida distributions. It should be remarked that the
notion of Wick calculus (and in particular the Wick product) that we develop here is closely
related to but distinct from what is also referred to as the ‘Wick product’ in stochastic
analysis of white noise introduced by Hida & Ikeda (1967). The Wick product used in
stochastic analysis is defined for Hida distributions and can be extended to general random
variables via a limiting argument. However, the result depends on the topology used and
different choices for the topology lead to different definitions. See Hu & Yan (2009),
Hida, Kuo, Pothoff & Streit (1993) for more details as well as the survey in Gjessing et al.
(1993) on this topic. The alternative Wick product has been used in various overlapping
areas of stochastic analysis including fractional Brownian motion, Malliavin calculus and
for solving stochastic differential equations.
Motivated by the existence of a rich and diverse wealth of closely related ideas, which
perhaps have not been sufficiently systematically developed and some of which may prove
particularly useful in certain applications to finance, our aim is to develop the calculus of
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random variables initiated by Wick in as much detail as possible. Needless to say in the
case of Malliavin calculus, the relevant ideas have already been proven to be useful in the
development of various financial applications. Since the literature is rather diverse and yet
lacks any consistent and systematic treatment of the subject, we focus on the development
of the rules of the calculus itself as a preliminary step towards the possibility of various
potential applications in finance.
In particular, we introduce Wick ordering, with a view to potential applications in fi-
nance. By means of an illustration we shall also derive some basic results in financial
mathematics that can be derived using the Ito calculus. One key motivation behind the
study embarked upon here is due to the fact that the applicability of the Wick calculus is
by no means restricted to Gaussian random variables. Indeed, provided that the moments
of the random variables are finite, the formalism is unchanged, irrespective of the distribu-
tional properties of the random variable. The advantage of this observation is that, when
applied to financial modelling, we need not make distinction as regards whether the driving
process is a Brownian motion or some other Lévy process. This is in sharp contrast to the
use of Ito calculus, which in itself is only applicable to the Brownian case.
It is worth drawing attention to the fact that the Wick order has been studied quite ex-
tensively in the context of Gaussian random variables, especially in the field of probability
theory. See, for example, Simon (1974) and Surgailis & Vaicˇiulis (1999). As regards finan-
cial application, Henry-Labordère (2008) uses Wick calculus for standard normal random
variables and applies the theory to convexity adjustments, sensitivities and local volatility
of stochastic volatility models. Here we are able to extend some of the basic results of
asset pricing based on geometric Brownian motion model to a more general class of a ge-
ometric Lévy models. Specifically, the second part of the thesis is organised as follows.
We begin in Chapter 8 by introducing an extended version of the definition of the Wick
power as presented in Simon (1974). We proceed to use this definition to prove various
results involving the Wick power, perhaps the most useful being Proposition 8.2.1 where
we show that the Wick power of a random variable can be expressed as a polynomial of
that random variable. Chapter 9 covers the Wick product which is a generalisation of the
Wick power for multiple variables. In Chapter 10, we prove results analogous to those in
Ito calculus and show that equations become simpler and are similar to deterministic calcu-
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lus. For example, Proposition 10.1.2 shows an Ito’s lemma type result where the quadratic
variation term usually seen, is not present. Chapter 11 has some change of measure results
for Gaussian processes as well as for general Lévy processes. We conclude the second part
of the thesis with Chapter 12 by highlighting the main results and giving potential areas of
development and further research.
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Chapter 8
The Wick power
The Wick order was introduced by Wick (1950) in the context of quantum field theory. In
this section, we begin by extending the Wick power as presented in Simon (1974). We then
outline the link to the Appell polynomials as well as presenting various different represen-
tations and expansions. All measure valued quantities in what follows will be with respect
to the probability space (Ω,F ,P) unless otherwise stated.
In classical deterministic integration theory, we can formally differentiate a formal
power series in the following way
d
dx
(
∞∑
n=0
anx
n
)
=
∞∑
n=0
(n+ 1)an+1x
n. (8.1)
We would like to construct something analogous for random variables. We therefore begin
by considering the formal power series in a fixed random variable X and define a formal
derivation with respect to X , as in Simon (1974), by
d
dX
(
∞∑
n=0
anX
n
)
=
∞∑
n=0
(n+ 1)an+1X
n. (8.2)
Note that the differential operator used in (8.2) has no definition in terms of limits but acts
as an operator such that (8.2) holds true. In this way, we avoid dealing with the usual
barriers when trying to use ordinary calculus on random variables. This derivative operator
will be used in the remainder of the chapter and is defined in the same formal way.
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The results that follow apply to a general random variable X with the only restricting
condition being that the moments of X are finite, i.e. E[|Xm|] <∞, for everym ≥ 1 .
Definition 8.0.1 LetX be a random variable defined on a probability space (Ω,F ,P) with
finite moments. Then the Wick power :Xn :, n = 0, 1, 2 . . . of X is defined recursively by
the following axioms:
(a) The null power:
:X0 : = 1 (8.3)
(b) The differentiation:
d
dX
:Xn : = n :Xn−1 : , n = 1, 2, . . . (8.4)
(c) The expectation:
E[:Xn :] = 0 , n = 1, 2, . . . (8.5)
(d) The linearity:
:αXm + βXn : = α :Xn : + β :Xm :, n,m = 0, 1, 2, . . . (8.6)
for any α, β ∈ R.
Remark 8.0.1 Note that our definition of theWick power differs to that of Simon (1974) by
the added linearity condition (d), which is required for theWick power to be unambiguously
defined, as we shall later see (see Section 9.2 for more details on this). This version of the
Wick power can also be defined through its generating function.
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Remark 8.0.2 The Wick power has also been defined without the coefficient of n as in
(8.4). See for example Di Bucchianico (1997, page 41), who writes condition (b) in Defi-
nition 8.0.1 as follows:
Dpn = pn−1 (8.7)
for what he defines as the Wick polynomial sequence {pn}n∈N associated to X and where
D denotes the differentiation operator. A translation of (8.7) to our notation is
d
dX
:Xn : = :Xn−1 : , n = 1, 2, . . . . (8.8)
We now use Definition 8.0.1 to express the Wick power in terms of integrals. In partic-
ular, we find the antiderivative :Xn : by integrating the expression in condition (b).
Proposition 8.0.2. Let X be a random variable with finite moments. Then for n ≥ 1,
:Xn : = n
(∫
:Xn−1 : dX − E
[∫
:Xn−1 : dX
])
. (8.9)
Remark 8.0.3 Note that the integral in the proposition above is the inverse of the formal
differential operator in (8.4).
Proof. We begin by integrating the expression in (8.4). We perform the integration as we
would on a deterministic expression, since our definition allows us to use ordinary calculus
on a Wick power. We therefore obtain
:Xn : = n
∫
:Xn−1 : dX + c, (8.10)
where c is the constant of integration. In order to determine c, we take the expectation of
the expression in (8.10) and use (8.5) to obtain
c = −nE
[∫
:Xn−1 : dX
]
. (8.11)
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By substituting this into (8.10), we arrive at the expression in (8.9).
We can find the Wick power for each n by using Proposition 8.0.2. By setting n = 1 in
equation (8.9), we can write,
:X : = X − E[X]. (8.12)
For n = 2, we can represent the second Wick power as
:X2 : = 2
∫
:X : dX − 2E
[∫
:X : dX
]
= 2
∫
X − E[X]dX − 2E
[∫
X − E[X]dX
]
= X2 − 2XE[X]− E[X2] + 2 (E[X])2 . (8.13)
Finally, for n = 3, we obtain
:X3 : = 3
∫
:X2 : dX − 3E
[∫
:X2 : dX
]
= X3 − 3X2E[X]− 3XE[X2] + 6X(E[X])2 − E[X3]
+ 6E[X]E[X2]− 6 (E[X])3 . (8.14)
We observe from these first few examples that the Wick powers constitute a sequence of
polynomials (one for each n). This leads us to another related area of mathematics.
8.1 Appell polynomials
There is a branch of mathematics that focuses on a class of polynomials called Appell poly-
nomials, named after their originator Paul Emile Appell (1880). The Appell polynomials
were originally defined as polynomials An(x) satisfying
A′n(x) = nAn−1(x), for n ≥ 1. (8.15)
Notice that this relation is equivalent to condition (b). The Wick power is a class of Appell
polynomials that also satisfies conditions (a), (c) and (d) for a single variable, as accord-
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ing to Giraitis & Surgailis (1986). However, the following definition is also used in, for
example, Avram & Taqqu (1987) for the Appell polynomials.
Definition 8.1.1 The Appell polynomials, {An(x)}, is a sequence of polynomials of order
n = 0, 1, . . . with leading coefficient 1, such that
1. A0(x) = 1,
2. A′n(x) = nAn−1(x), for n ≥ 1,
3. E[An(X)] = 0 for n ≥ 1.
We observe that this definition is analogous to the definition we have presented for the
Wick power if we make the identification :Xn : = An(X).
It is known in the theory of Appell polynomials (see, e.g., Avram & Taqqu 1987) that
the following recursion relation
An+1(x) = xAn(x)−
n∑
k=0
(
n
k
)
κn−k+1Ak(x) (8.16)
holds, where κn−k+1 are the cumulants of X:
κn−k+1 = E[X
n−k+1]−
n−k∑
m=1
(
n− k
m− 1
)
κmE[X
n−k+1−m]. (8.17)
Rewriting (8.16) in terms of Wick powers, we have
:Xn+1 : = X :Xn : −
n∑
k=0
(
n
k
)
κn−k+1 :X
k : . (8.18)
Although we do not make explicit use of equation (8.18), it is interesting to compare with
expressions that we derive in the next section for the Wick power.
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8.2 Polynomial representation
While calculating the Wick powers recursively using (8.9), we observed that the following
recursive formulation also holds:
Proposition 8.2.1. Let X be a random variable with finite moments such that Definition
8.0.1 holds. Then the Wick power : Xn :, n = 0, 1, . . . of X can be represented by the
following recursive polynomial:
:Xn : =
n∑
k=0
(
n
k
)
ckX
n−k, (8.19)
where
ck = −
k−1∑
j=0
(
k
j
)
cjE[X
k−j], k ≥ 1, c0 = 1. (8.20)
Remark 8.2.1 The real numbers {ck} are related to the cumulants {κk} ofX in a nontrivial
way. In particular, by comparing equations (8.17) and (8.20), we obtain the relation
n∑
j=1
(
n− 1
j − 1
)
κjE[X
n−j] = −
n∑
j=1
(
n
j
)
cjE[X
n−j]. (8.21)
Remark 8.2.2 A similar result to the one in Proposition 8.2.1 is given in Giraitis & Sur-
gailis (1986). In particular, they have
:Xn : =
n∑
k=0
(
n
k
)
ck X
n−k, (8.22)
where
ck =
∑( k
j1, . . . , jr
)
(−1)r
r!
κj1 . . . κjr . (8.23)
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Here, the sum is taken over all r ≥ 1 and all integers j1 ≥ 1, . . . , jr ≥ 1 such that
j1 + . . .+ jr = k, while κj is the jth cumulant of X , defined by
κj(X) =
∂j
∂aj
logE
[
eaX
]∣∣
a=0
. (8.24)
Expression (8.23) is more difficult to work with than (8.20), and so we continue with the
representation in Proposition 8.2.1.
Proof of Proposition 8.2.1. We prove the proposition by induction. Setting n = 0 in equa-
tion (8.19) we obtain
:X0 : = 1. (8.25)
Now, we assume that the proposition holds for n− 1 and proceed to show that it holds for
n. By substituting
:Xn−1 : =
n−1∑
k=0
(
n− 1
k
)
ck X
n−1−k (8.26)
into equation (8.9), we obtain
:Xn : = n
n−1∑
k=0
(
n− 1
k
)
ck
[∫
Xn−1−kdX − E
[∫
Xn−1−kdX
]]
, (8.27)
Since integrating a polynomial boils down to integrating each term, we can write
:Xn : = n
n−1∑
k=0
(
n− 1
k
)
ck
n− k
[
Xn−k − E [Xn−k]]
=
n∑
k=0
(
n
k
)
ckX
n−k − cn −
n−1∑
k=0
(
n
k
)
ckE
[
Xn−k
]
. (8.28)
We observe that the last term on the right hand side of (8.28) is exactly cn and so the last
two terms cancel to give the desired result. 
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Before we proceed further, let us consider a number of examples.
Example 8.2.1 If n = 1, equation (8.19) gives the following for the first Wick power ofX
:X : = c0X + c1 (8.29)
and from (8.20), we have that
c0 = 1, c1 = −E[X]. (8.30)
Putting (8.29) and (8.30) together, we obtain the known result for the first Wick power of
X . Namely, :X : = X − E[X].
Example 8.2.2 Consider the case when n = 2. By (8.19), the second Wick power can then
be written as
:X2 : = c0X
2 + 2c1X + c2, (8.31)
and from (8.20) we have
c2 = −E[X2] + 2 (E[X])2 . (8.32)
Substituting (8.30) and (8.32) into (8.31), we obtain
:X2 : = X2 − 2XE[X]− E[X2] + 2 (E[X])2 . (8.33)
Example 8.2.3 Using Proposition 8.2.1, once again, we obtain for n = 3,
:X3 : = c0X
3 + 3c1X
2 + 3c2X + c3, (8.34)
with
c3 = −E[X3] + 3E[X]E[X2]− 6 (E[X])3 + 3E[X]E[X2]. (8.35)
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From (8.30), (8.32) and (8.35), we therefore find that
:X3 : = X3 − 3X2E[X]− 3XE[X2] + 6X(E[X])2 − E[X3]
+ 6E[X]E[X2]− 6 (E[X])3 . (8.36)
Finally, following the same line of reasoning for n = 4, we obtain
:X4 : = X4 − 4X3E[X] + 12X2(E[X])2 − 6X2E[X2]− 4XE[X3]
+24XE[X]E[X2]− 24X(E[X])3 − E[X4] + 6 (E[X2])2
+24(E[X])4 + 8E[X]E[X3]− 36(E[X])2E[X2]. (8.37)
8.3 Properties of the Wick power
In this section, we provide various different results involving the Wick power. Specifically,
we find a range of differential, integral and recursive relations satisfied by the Wick powers.
The following result is well known in the literature for the Appell polynomials and the zero
mean version (when E[X] = 0) can be found in Avram & Taqqu (1987). We find, as
expected, that for each k, we recover the kth Wick power.
Proposition 8.3.1. Let X be a random variable with finite moments. Then
Xn =
n∑
k=0
(
n
k
)
E[Xn−k] :Xk : . (8.38)
Proof. We prove the proposition by induction. Setting n = 1 in (8.38), we obtain X =
E[X] + :X :. We assume that the proposition holds for n−1. Since we are able to formally
differentiate with respect to X , we can write
d
dX
Xn = nXn−1
= n
n−1∑
k=0
(
n− 1
k
)
E[Xn−1−k] :Xk : (8.39)
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and by integration, we find that
Xn = n
n−1∑
k=0
(
n− 1
k
)
E[Xn−1−k]
∫
:Xk : dX + c, (8.40)
where, by (8.5) and (8.9),
c = E [Xn]− n
n−1∑
k=0
(
n− 1
k
)
E
[∫
:Xk : dX
]
. (8.41)
By setting j = k + 1, we obtain the desired result.
The above result shows that there is a certain symmetry between :Xn : and Xn, in the
sense that we can either regard :Xn : as a polynomial of X , or regard Xn as a polynomial
in the Wick powers.
The following proposition shows that when we (formally) differentiate the first Wick
power raised to the power n, the result is analogous to performing the operation on an
ordinary monomial.
Proposition 8.3.2. Let X be a random variable with finite moments. Then
d
dX
:X :n= n :X :n−1 . (8.42)
Proof. By expression (8.17) of the first Wick power, we use the binomial sum to write
d
dX
:X :n =
n∑
k=0
(
n
k
)
(−1)n−k (E[X])n−k d
dX
Xk. (8.43)
Now since we can formally differentiate with respect to X , we can write the left hand side
of (8.42) as
d
dX
:X :n =
n∑
k=0
(
n
k
)
(−1)n−k (E[X])n−k kXk−1. (8.44)
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After making the replacement j = k − 1, we obtain
d
dX
:X :n = n
n−1∑
j=0
(
n− 1
j
)
(−1)n−1−j (E[X])n−1−j Xj, (8.45)
which concludes our proof.
Using Proposition 8.3.2, we can obtain the following integral relation:
Proposition 8.3.3. Let X be a random variable with finite moments. Then
:X :n = E [:X :n] + n
[∫
:X :n−1 dX − E
[∫
:X :n−1 dX
]]
. (8.46)
Proof. Integrating (8.42), we can write the left hand side of (8.46) as
:X :n = n
∫
:X :n−1 dX + c. (8.47)
Hence upon taking the expectation of (8.47), we find that
c = E [:X :n]− n E
[∫
:X :n−1 dX
]
. (8.48)
Putting (8.47) and (8.48) together, we obtain the result.
The following result is similar to the polynomial representation in Proposition 8.2.1
with the difference that instead of the Wick power of a random variable being expressed
as a polynomial in X , we show that it can be expressed as a polynomial of the first Wick
power :X :.
Proposition 8.3.4. Let X be a random variable with finite moments. Then the Wick power
:Xn :, n = 0, 1, . . . of X can be written as follows:
:Xn : =
n∑
k=0
(
n
k
)
gk :X :
n−k, (8.49)
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where
gk = −
k−1∑
j=0
(
k
j
)
gjE[:X :
k−j], k ≥ 1, g0 = 1. (8.50)
Remark 8.3.1 For n = 1, this result is trivial and we find that :X : = :X :. For n = 2, we
have :X2 : = :X :2 −E[:X :2], while for n = 3 we have :X3 : = :X:3 −3 :X: E[:X:2]−E[:
X :3], and so on. Expanding these expressions for :X2 : and :X3 :, we find that they give
results (8.33) and (8.36).
Proof. We have seen in the remark above that (8.49) holds for n = 1. We prove the
proposition by induction. Assuming that the proposition holds for n − 1, by the definition
of the Wick power we have
d
dX
:Xn : = n :Xn−1 :
= n
n−1∑
k=0
(
n− 1
k
)
gk :X :
n−1−k . (8.51)
Integrating (8.51), we obtain
:Xn : = n
n−1∑
k=0
(
n− 1
k
)
gk
∫
:X :n−1−k dX + c, (8.52)
where
c = −n
n−1∑
k=0
(
n− 1
k
)
gk E
[∫
:X :n−1−k dX
]
. (8.53)
Here c has been found in the usual way, by taking the expectation of (8.53) and using (8.5).
It follows from Proposition 8.3.3 that
:Xn : = n
n−1∑
k=0
(
n− 1
k
)
gk
(
:X :n−k −E[:X :n−k]
n− k
)
. (8.54)
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Extending the upper limit to n, we recover (8.49).
We also have the following interesting formulation involving Wick powers.
Proposition 8.3.5. Let X be a random variable with finite moments. Then,
:X :n =
n∑
k=0
(
n
k
)
:Xn−k : E[:X :k]. (8.55)
Remark 8.3.2 For n = 1, we trivially obtain : X : = : X :. Setting n = 2, we have
:X :2 = :X2 : + E[:X :2]. Again, we find that by rearranging and expanding the Wick
powers, we obtain the known expressions for the Wick powers.
Proof. Once again, we prove this proposition by induction. In the remark above, we have
seen that it holds for n = 1 and we assume that it holds for n − 1. We then use (8.42) to
obtain
d
dX
:X :n = n
n−1∑
k=0
(
n− 1
k
)
E[:X :k] :Xn−1−k : . (8.56)
Integrating (8.56), we find that
:X :n = n
n−1∑
k=0
(
n− 1
k
)
E[:X :k]
[∫
:Xn−1−k : dX − E
[∫
:Xn−1−k : dX
]]
(8.57)
and by equation (8.9), we have
:X :n = n
n−1∑
k=0
(
n− 1
k
)
E[:X :k]
:Xn−k :
n− k . (8.58)
Writing this sum to n, we obtain the desired result.
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8.4 The Wick exponential
As mentioned at the beginning of this chapter, the Wick power can also be defined by
its generating function. The so-called Wick exponential (or Wick ordered exponential) is
the exponential generating function for the Wick powers and is defined in terms of formal
power series by
: eαX : =
∞∑
n=0
αn
n!
:Xn :, α ∈ R. (8.59)
We would like to derive a representation of the Wick exponential that does not involve the
Wick ordering, thus can be used more effectively as a generating function for the moments
of the random variable. We proceed as follows. First, taking the formal derivative of : eαX :
with respect to X , we obtain, on account of (8.4), the following differential equation:
d
dX
: eαX : = α : eαX :, (8.60)
whose solution is
: eαX : = keαX , (8.61)
where k is some constant. Then by applying (8.5), we find that
: eαX : =
eαX
E [eαX ]
, (8.62)
which holds in the sense of formal power series. By differentiating (8.62) with respect to α
k times, we can express the Wick power as follows:
:Xk : =
∂k
∂αk
(
eαX
E [eαX ]
)∣∣∣∣
α=0
. (8.63)
Remark 8.4.1 The expression on the right hand side of (8.62) is widely referred to as
the Esscher transform. It has been used for decades in insurance mathematics and is also
commonly used to change probability measures as we will see in Chapter 11. See Gerber
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& Shiu (1994) for more details.
Remark 8.4.2 Both (8.69) and (8.63) are used as definitions of the Wick power.
Remark 8.4.3 In the foregoing discussion we have assumed that
E[eαX ] <∞ (8.64)
for α ∈ A, where A is a connected interval containing the origin.
8.5 Examples
Below we consider some examples of the Wick powers and Wick-ordered exponentials for
a number of specific random variables.
Example 8.5.1 Hermite polynomials. If X is a centred Gaussian random variable with
variance σ2, the formal power series in (8.62) converges, and we can use the moment
generating function of X
E
[
eαX
]
= e
1
2
α2σ2 , α ∈ R. (8.65)
By substituting (8.65) into (8.62), we can express the Wick exponential as
: eαX : = eαX−
1
2
α2σ2 , (8.66)
and by multiplying the series for eαX and e−
1
2
α2σ2 and substituting into (8.66) we obtain
∞∑
n=0
αn :Xn :
n!
=
∞∑
j=0
αjXj
j!
∞∑
k=0
(−1)kα2kσ2k
2k k!
. (8.67)
If we change the summation index from j to n = j + 2k, then we obtain
∞∑
n=0
αn :Xn :
n!
=
∞∑
n=0
αnXn−2k
(n− 2k)!
∞∑
k=0
(−1)kσ2k
2k k!
, (8.68)
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and hence we conclude that
:Xn : =
⌊n/2⌋∑
k=0
(−1)k n! Xn−2k σ2k
k! (n− 2k)! 2k = σ
nHn
(
X
σ
)
. (8.69)
Here Hn(·) are the nth order Hermite polynomials as defined in (2.56).
We can connect this with the first part of the thesis by first taking the following relation
into account:
n!

 T∫
0
s1∫
0
· · ·
sn−1∫
0
φ(s1)φ(s2) · · ·φ(sn)dWsn · · · dWs2dWs1


=

 T∫
0
T∫
0
· · ·
T∫
0
φ(s1)φ(s2) · · ·φ(sn)dWsn · · · dWs2dWs1

 . (8.70)
Then from (2.53) we can write
Xφ∞ =
∞∑
n=0
1
n!

 ∞∫
0
∞∫
0
· · ·
∞∫
0
φ(s1)φ(s2) · · ·φ(sn)dWsn · · · dWs2dWs1


=
∞∑
n=0
Q
n/2
∞
n!
Hn
(
R∞√
Q∞
)
=
∞∑
n=0
:Rn∞ :
n!
(8.71)
Therefore, we see from (8.69) that in the case where X is a standard normal variable, the
Wick power reduces to the Hermite polynomial of X and we verify that the Wiener chaos
expansion is a sum of Hermite polynomials which are represented by the Wick power in
equation (8.71). Expression (8.69) is a generalisation of a result that has been known for
some time (McKean, 1969), namely, that
(∫ T
0
dWs
)n
= T n/2Hn
(
1√
T
∫ T
0
dWs
)
. (8.72)
Example 8.5.2 Bernoulli polynomials. The Bernoulli polynomials are of Appell type for
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random variables with moment generating function
E[eαX ] =
α
eα − 1 . (8.73)
We can show this by following the method used in the previous example. We begin with
the expression for the Wick exponential.
: eαX : =
1
α
(eα(X+1) − eαX). (8.74)
Rearranging and writing the exponential functions in terms of formal power series, we find
α
∞∑
n=0
αn :Xn :
n!
=
∞∑
k=0
αk
k!
[
(X + 1)k −Xk] . (8.75)
Now relabelling the summation index according to k → n+ 1, we find that
∞∑
n=0
αn+1
n!
:Xn : =
∞∑
n=0
αn+1
(n+ 1)!
[
(X + 1)n+1 −Xn+1] . (8.76)
Comparing the coefficients of αj and setting j = n+ 1, we conclude that
:Xn : =
1
n+ 1
[
(X + 1)n+1 −Xn+1] . (8.77)
Example 8.5.3 Euler polynomials. The Euler polynomials are of Appell type for random
variables with moment generating function
E[eαX ] =
2
eα + 1
. (8.78)
We begin again with the expression for the Wick exponential:
: eαX : =
1
2
(eα(X+1) + eαX). (8.79)
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Writing the exponential functions in terms of formal power series, we obtain
2
∞∑
n=0
αn
n!
:Xn : =
∞∑
n=0
αn
n!
[(X + 1)n +Xn]. (8.80)
Comparing the coefficients of αn we find that
:Xn : =
1
2
[(X + 1)n +Xn]. (8.81)
Example 8.5.4 Exponential random variable. Let X be an exponentially distributed ran-
dom variable with probability density function
f(x) =

e
−x for x ≥ 0 ,
0 for x < 0 .
(8.82)
The moment generating function of X ∼ Exp(1) is
E[eαX ] =
1
1− α, (8.83)
and from (8.62) we can write the Wick exponential as
: eαX : = eαX (1− α) , α ∈ R+. (8.84)
Expanding in terms of formal power series, we obtain
∞∑
n=0
αn :Xn :
n!
=
∞∑
n=0
αnXn
n!
−
∞∑
j=0
αj+1Xj
j!
. (8.85)
Changing from j to n = j + 1 in the second sum of the right side of (8.85), we find
∞∑
n=0
αn :Xn :
n!
=
∞∑
n=0
αnXn
n!
−
∞∑
n=0
αnXn−1
(n− 1)! . (8.86)
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Hence the Wick power can be expressed as follows:
:Xn : = Xn − nXn−1, (8.87)
Example 8.5.5 Gamma random variable. LetX be a Gamma distributed random variable
with shape parameter k and scale parameter θ. Then the probability density function of X ,
for θ = 1, is
f(x) =
1
Γ(k)
xk−1e−x, x ≥ 0, k > 0, (8.88)
and its moment generating function is
E[eαX ] = (1− α)−k, α < 1. (8.89)
Hence by (8.62), we write the Wick exponential for the random variable X ∼ Γ(k, 1) as
: eαX : = eαX(1− α)k. (8.90)
Writing this in terms of formal power series, we obtain
∞∑
n=0
αn :Xn :
n!
=
∞∑
i=0
αiX i
i!
∞∑
j=0
(
k
j
)
(−1)jαj. (8.91)
Setting j = n− i in the second sum on the right hand side of (8.91), we find
∞∑
n=0
αn :Xn :
n!
=
∞∑
n=0
αn
n!
n∑
i=0
(
k
n− i
)
n!(−1)n−iX i
i!
(8.92)
and so we can write the Wick power of a gamma distributed random variable as follows:
:Xn : = n!
n∑
i=0
(
k
n− i
)
(−1)n−iX i
i!
= (−1)n n! L(k−n)n (X). (8.93)
Here L(k)n (X) are the nth order generalised Laguerre polynomials or associated Laguerre
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polynomials. The Rodrigues formula for these is
L(k)n (z) =
z−kez
n!
dn
dzn
(
zn+ke−z
)
, n ∈ N, k ∈ R. (8.94)
Applying Leibniz’s theorem for differentiation of a product to (8.94), we obtain
L(k)n (x) =
n∑
j=0
(−1)j
(
n+ k
n− j
)
xj
j!
. (8.95)
The first few generalised Laguerre polynomials are:
L
(k)
0 (x) = 1,
L
(k)
1 (x) = −x+ k + 1,
L
(k)
2 (x) =
1
2
x2 − (k + 2)x+ (k + 2)(k + 1)
2
,
L
(k)
3 (x) =
−x3
6
+
(k + 3)x2
2
− (k + 2)(k + 3)x
2
+
(k + 1)(k + 2)(k + 3)
6
. (8.96)
We conclude this section by remarking that in general, expressions for the Wick power
are either recursive or involve differentials. However, we can obtain explicit expressions
under certain specific distributions. For more examples of Appell polynomials together
with the associated distributions we refer to Bretti & Ricci (2004).
8.6 Multiple Wick powers
By a multiple Wick power we mean a repeated application of the Wick order on a Wick
power. Thus, for example, we may take the Wick order of X2, which is a quadratic poly-
nomial of X , upon which we may apply another Wick ordering. The result will be another
quadratic polynomial ofX , on which the Wick ordering can be applied again, and so on. If
Wick ordering is applied on Xn m times, then we denote the result by qm(Xn). With this
notation, the result is summarised in the following proposition:
Proposition 8.6.1. LetX be a random variable with finite moments. Taking the Wick order
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of Xn repeatedlym times, we can express the multiple Wick power as follows:
q0(X
n) = Xn (8.97)
and form ≥ 1,
qm(X
n) =
n∑
k1=0
(
n
k1
)
cn−k1
k1∑
k2=0
(
k1
k2
)
ck1−k2 . . .
km−1∑
km=0
(
km−1
km
)
ckm−1−kmX
km ,
(8.98)
where ck are given in (8.20).
Proof. We prove the proposition by induction. Setting m = 1, then from equation (8.98)
we find that
q1(X
n) =
n∑
k=0
(
n
k
)
cn−kX
k. (8.99)
If we assume that the proposition holds for m, then by taking the Wick order of qm(Xn),
we obtain
qm+1(X
n) =
n∑
k1=0
(
n
k1
)
cn−k1
k1∑
k2=0
(
k1
k2
)
ck1−k2 · · ·
km−1∑
km=0
(
km−1
km
)
ckm−1−km :X
km :
=
n∑
k1=0
(
n
k1
)
cn−k1
k1∑
k2=0
(
k1
k2
)
ck1−k2
· · ·
km−1∑
km=0
(
km−1
km
)
ckm−1−kmX
km
km∑
km+1=0
(
km
km+1
)
ckm−km+1X
km+1 .(8.100)
Equation (8.98) above is quite general and may overshadow the simplicity and potential
use of the result. We therefore look at some examples to show that taking multiple Wick
orders of small values of n may be of interest.
Example 8.6.1 Taking the Wick order of the first Wick power of a random variableX , we
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find that
q2(X) = :X − E[X] : = X − 2E[X]. (8.101)
Repeating this, we have form repeated Wick orders
qm(X) = X −mE[X]. (8.102)
Example 8.6.2 We now consider the case for n = 2 and find that taking the Wick order of
X2 m times we get
qm(X
2) = X2 − 2XE[X] +m (2(E[X])2 − E[X2])
+2(m+ 1)
(
(E[X])2 −XE[X]) . (8.103)
8.7 Summary
We began this chapter with a version of the definition of the Wick power given by Simon
(1974). We then used an integral equation to find each Wick power instead of the usual
method of using (8.4) for each n and then integrating each time (see for example Simon
1974, Gjessing et al. 1993). Then, after linking the Wick power to the Appell polynomi-
als, we derive a novel representation for the Wick power (Proposition 8.2.1). Section 8.3
consists of various (new) representations involving the Wick power. Using the well known
Wick exponential (Esscher transform), we provide examples for the Wick power under
various different distributions. Finally, we introduce the concept of multiple Wick powers.
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Chapter 9
The Wick product
In the previous chapter we have presented a way of performing calculus involving a single
random variable under the rules that we have referred to as the Wick calculus. In many
applications, we are required to deal simultaneously with a number of random variables.
Hence the calculus of a single random variable needs to be extended to that involving
multiple random variables, which is referred to as the Wick product. This extension of
course reduces to the analysis of Wick powers presented in the previous chapter when
restricted to a single random variable. As in the case of the Wick powers we shall begin
with an extended version of the definition of the Wick product introduced in Simon (1974).
Definition 9.0.1 Let X1, . . . , Xk be (real-valued) random variables, with finite joint mo-
ments. TheWick product :Xn11 · · ·Xnkk : is defined recursively as a polynomial inX1, . . . , Xk
of total degree n = n1 + · · ·+ nk satisfying
(a) The null power:
:X01 · · ·X0k : = 1. (9.1)
(b) The partial derivative:
∂
∂Xi
:Xn11 · · ·Xnkk : = ni :Xn11 · · ·Xni−1i · · ·Xnkk :, n1, . . . , nk = 1, 2, . . . . (9.2)
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(c) The expectation:
E[:Xn11 · · ·Xnkk :] = 0, n1 + · · ·+ nk 6= 0, n1, . . . , nk = 1, 2, . . . . (9.3)
(d) The linearity:
:α(Xn11 · · ·Xnkk ) + β(Y m11 · · ·Y mjj ) : = α :Xn11 · · ·Xnkk : + β :Y m11 · · ·Y mjj :,
n1, . . . , nk,m1, . . . ,mj = 0, 1, 2, . . . . (9.4)
As in the case of the Wick power, we can recursively find explicit expressions for the
Wick products using the above definition.
Example 9.0.1 Let us first look at the Wick product :XY :. By (9.2) we have
∂
∂X
:XY : = :Y : and
∂
∂Y
:XY : = :X : . (9.5)
Integrating the equations in (9.5), we obtain
:XY : = :X : :Y : + ξ1(Y ) and :XY : = :X : :Y : + ξ2(X) (9.6)
and we observe that ξ1 = ξ2 = c is required for the equations in (9.6) to agree. We find c
in the usual way, by taking the expectation of (9.6), to obtain
:XY : = :X : :Y : − E [:X : :Y :]
= XY −XE[Y ]− Y E[X]− E[XY ] + 2E[X]E[Y ]. (9.7)
Example 9.0.2 Let us now consider the product :XY Z : of a triplet of random variables.
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By (9.2) we have
∂
∂X
:XY Z : = :Y Z : = Y Z− :Y : E[Z]− : Z : E[Y ]− E[Y Z],
∂
∂Y
:XY Z : = :XZ : = XZ− :X : E[Z]− : Z : E[X]− E[XZ], (9.8)
∂
∂Z
:XY Z : = :XY : = XY− :X : E[Y ]− :Y : E[X]− E[XY ].
Integrating these equations, we get
:XY Z : = :X : (Y Z− :Y : E[Z]− : Z : E[Y ]− E[Y Z]) + ξ1
:XY Z : = :Y : (XZ− :X : E[Z]− : Z : E[X]− E[XZ]) + ξ2, (9.9)
:XY Z : = :Z : (XY− :X : E[Y ]− :Y : E[X]− E[XY ]) + ξ3,
where ξ1 = ξ1(Y, Z), ξ2 = ξ2(X,Z) and ξ3 = ξ3(X, Y ) are integration “constants”. Now,
in order for the three equations in (9.9) to agree, we set
ξ1 = E[X] (Y E[Z] + ZE[Y ])− :Y : E[XZ]− :Z : E[XY ] + c,
ξ2 = E[Y ] (XE[Z] + ZE[X])− :X : E[Y Z]− :Z : E[XY ] + c, (9.10)
ξ3 = E[Z] (XE[Y ] + Y E[X])− :X : E[Y Z]− :Y : E[XZ] + c,
for some constant c. To find c, we recall that E[:XY Z :] = 0, by the definition of the Wick
product, and so
c = −E[XY Z] + E[X]E[Y Z] + E[Y ]E[XZ] + E[Z]E[XY ]− 2E[X]E[Y ]E[Z]. (9.11)
We can then substitute (9.10) and (9.11) into (9.9) to obtain
:XY Z : = XY Z− :X : E[Y Z]− :Y : E[XZ]− :Z : E[XY ]− :XY : E[Z]
− :XZ : E[Y ]− :Y Z : E[X]− E[XY Z]. (9.12)
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By expanding the Wick orders on the right hand side of (9.12), we obtain
:XY Z : = XY Z −XE[Y Z]− Y E[XZ]− ZE[XY ]−XY E[Z]
−XZE[Y ]− Y ZE[X] + 2XE[Y ]E[Z] + 2Y E[X]E[Z]
+2ZE[X]E[Y ] + 2E[X]E[Y Z] + 2E[Y ]E[XZ]
+2E[Z]E[XY ]− E[XY Z]− 6E[X]E[Y ]E[Z]. (9.13)
The calculation for the Wick product becomes rather complicated even in the case of a
trilinear function of three random variables. It is cumbersome to calculate the Wick order
of more variables. We therefore introduce a recursion formula for the Wick product which
is considerably easier to work with.
9.1 Polynomial representation
In what follows, it will be useful to employ the multivariable polynomial representation for
the Wick order of a product of random variables. To this end, we begin with the following
result:
Proposition 9.1.1. Let X1, . . . , Xk be random variables such that their joint moments are
finite. Then the Wick product :Xn11 · · ·Xnkk : , can be expressed as a multivariable polyno-
mial of the following form:
:Xn11 · · ·Xnkk : =
n1∑
j1=0
. . .
nk∑
jk=0
(
n1
j1
)
. . .
(
nk
jk
)
cj1,...,jkX
n1−j1
1 · · ·Xnk−jkk (9.14)
where the coefficients {cj1,...,jk} are determined recursively by the relation
j1∑
i1=0
. . .
jk∑
ik=0
(
j1
i1
)
. . .
(
jk
ik
)
ci1,...,ikE[X
j1−i1
1 X
j2−i2
2 · · ·Xjk−ikk ] = 0 (9.15)
and where c0,...,0 = 1.
Remark 9.1.1 A special case of this result under the Gaussian setting can be found in
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Dobrushin & Minlos (1977).
Before we proceed to construct the proof of Proposition 9.1.1 in the general case, let us
first prove the proposition for a pair of random variables X and Y , to gain some intuition
on the logic of the general proof.
Proposition 9.1.2. LetX, Y be random variables such that their joint moments exist. Then
the Wick product :XmY n : can be written as follows:
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2X
m−j1Y n−j2 , (9.16)
where the coefficients {cj1,j2} are determined recursively by the relation
j1∑
i1=0
j2∑
i2=0
(
j1
i1
)(
j2
i2
)
ci1,i2E[X
j1−i1Y j2−i2 ] = 0 (9.17)
and where c0,0 = 1.
Proof. We prove the proposition by induction. Setting m = n = 0 in equation (9.16), we
find that
:X0Y 0 : = 1. (9.18)
Now, from Definition 9.0.1 of the Wick product, we have the following system of equations
∂
∂X
:XmY n : = m :Xm−1Y n :,
∂
∂Y
:XmY n : = n :XmY n−1 : . (9.19)
Upon integration, we obtain
:XmY n : = m
∫
:Xm−1Y n : dX + ξ1(Y ),
:XmY n : = n
∫
:XmY n−1 : dY + ξ2(X). (9.20)
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Assuming that the proposition holds for : XmY n−1 : and : Xm−1Y n :, we can write the
expressions in (9.20) in the following way
:XmY n : = m
m−1∑
j1=0
n∑
j2=0
(
m− 1
j1
)(
n
j2
)
cj1,j2
Xm−j1Y n−j2
m− j1 + ξ1(Y ),
:XmY n : = n
m∑
j1=0
n−1∑
j2=0
(
m
j1
)(
n− 1
j2
)
cj1,j2
Xm−j1Y n−j2
n− j2 + ξ2(X), (9.21)
and we can rewrite these as
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2X
m−j1Y n−j2
−
n∑
j2=0
(
n
j2
)
cm,j2Y
n−j2 + ξ1(Y ),
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2X
m−j1Y n−j2
−
m∑
j1=0
(
m
j1
)
cj1,nX
m−j1 + ξ2(X). (9.22)
The equations in (9.22) agree if
−
n∑
j2=0
(
n
j2
)
cm,j2Y
n−j2 + ξ1(Y ) = −
m∑
j1=0
(
m
j1
)
cj1,nX
m−j1 + ξ2(X) (9.23)
holds. Since the left hand side is a function of Y and the right hand side a function ofX , it
must hold that
ξ1(Y )−
n∑
j2=0
(
n
j2
)
cm,j2Y
n−j2 = c,
ξ2(X)−
m∑
j1=0
(
m
j1
)
cj1,nX
m−j1 = c. (9.24)
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Therefore, the equations in (9.22) become
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2X
m−j1Y n−j2 + c. (9.25)
Now, we can determine the constant c by taking the expectation of the equation in (9.25)
and using condition (c) of Definition 9.0.1 to obtain
c = −
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2E
[
Xm−j1Y n−j2
]
. (9.26)
But from (9.17) we find that the equation in (9.26) is in fact equal to zero. This completes
our proof.
Example 9.1.1 Using the proposition above, we obtain for :XY : the expression already
derived in Example 9.0.1:
:XY : =
1∑
j1=0
1∑
j2=0
(
1
j1
)(
1
j2
)
cj1,j2X
1−j1Y 1−j2
= XY −XE[Y ]− Y E[X] + 2E[X]E[Y ]− E[XY ]. (9.27)
Example 9.1.2 The Wick product :XY 2 : can also be calculated with relative ease. From
(9.16), we can write
:XY 2 : =
1∑
j1=0
2∑
j2=0
(
1
j1
)(
2
j2
)
cj1,j2X
1−j1Y 2−j2
= XY 2 + 2c0,1XY + c0,2X + c1,0Y
2 + 2c1,1Y + c1,2, (9.28)
and we use (9.17) to find the coefficients:
c0,1 = −E[Y ] , c0,2 = −E[Y 2] + 2 (E[Y ])2 ,
c1,0 = −E[X] , c1,1 = −E[XY ] + 2E[X]E[Y ],
c1,2 = −E[XY 2] + 4E[Y ]E[XY ] + 2E[X]E[Y 2]− 6E[X] (E[Y ])2 .
(9.29)
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Substituting the results of (9.29) into (9.28), we thus obtain:
:XY 2 : = XY 2 − 2XY E[Y ]−XE[Y 2] + 2X (E[Y ])2 − E[X]Y 2
−2E[XY ]Y + 4E[X]Y E[Y ]− E[XY 2]
+4E[XY ]E[Y ] + 2E[X]E[Y 2]− 6E[X] (E[Y ])2 . (9.30)
We provide one more preliminary step before the full multivariable proposition in order
to make the transition smoother and clearer.
Proposition 9.1.3. Let X , Y , Z be random variables such that their joint moments are
finite. Then the Wick product :X lY mZn : can be written in the form
:X lY mZn : =
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3X
l−j1Y m−j2Zn−j3 , (9.31)
where the coefficients {cj1,j2,j3} are determined recursively by the relation
j1∑
i1=0
j2∑
i2=0
j3∑
i3=0
(
j1
i1
)(
j2
i2
)(
j3
i3
)
ci1,i2,i3E[X
j1−i1Y j2−i2Zj3−i3 ] = 0 (9.32)
and where c0,0,0 = 1.
Proof. We prove the proposition by induction. Setting l = m = n = 0 in equation (9.31),
gives
:X0Y 0Z0 : = 1. (9.33)
From Definition 9.0.1 of the Wick product, we have the following system of equations
∂
∂X
:X lY mZn : = l :X l−1Y mZn :,
∂
∂Y
:X lY mZn : = m :X lY m−1Zn :,
∂
∂Y
:X lY mZn : = n :X lY mZn−1 : . (9.34)
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Upon integration, we obtain
:X lY mZn : = l
∫
:X l−1Y mZn : dX + ξ1(Y, Z),
:X lY mZn : = m
∫
:X lY m−1Zn : dY + ξ2(X,Z),
:X lY mZn : = n
∫
:X lY mZn−1 : dY + ξ3(X, Y ). (9.35)
Assuming that the proposition holds for :X l−1Y mZn :, :X lY m−1Zn : and :X lY mZn−1 :
and integrating, we can then write the expressions in (9.20) in the following way
:X lY mZn : = l
l−1∑
j1=0
m∑
j2=0
n∑
j3=0
(
l − 1
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3
X l−j1Y m−j2Zn−j3
l − j1
+ξ1(Y, Z),
:X lY mZn : = m
l∑
j1=0
m−1∑
j2=0
n∑
j3=0
(
l
j1
)(
m− 1
j2
)(
n
j3
)
cj1,j2,j3
X l−j1Y m−j2Zn−j3
m− j2
+ξ2(X,Z),
:X lY mZn : = n
l∑
j1=0
m∑
j2=0
n−1∑
j3=0
(
l
j1
)(
m
j2
)(
n− 1
j3
)
cj1,j2,j3
X l−j1Y m−j2Zn−j3
n− j3
+ξ3(X, Y ). (9.36)
By shifting the summation variable, we can express these expressions alternatively as
:X lY mZn : =
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3X
l−j1Y m−j2Zn−j3
−
m∑
j2=0
n∑
j3=0
(
m
j2
)(
n
j3
)
cl,j2,j3Y
m−j2Zn−j3 + ξ1(Y, Z),
:X lY mZn : =
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3X
l−j1Y m−j2Zn−j3
−
l∑
j1=0
n∑
j3=0
(
l
j1
)(
n
j3
)
cj1,m,j3X
l−j1Zn−j3 + ξ2(X,Z),
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:X lY mZn : =
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3X
l−j1Y m−j2Zn−j3
−
l∑
j1=0
m∑
j2=0
(
l
j1
)(
m
j2
)
cj1,j2,nX
l−j1Y m−j2 + ξ2(X, Y ). (9.37)
The equations in (9.37) agree if
ξ1(Y, Z)−
m∑
j2=0
n∑
j3=0
(
m
j2
)(
n
j3
)
cl,j2,j3Y
m−j2Zn−j3 = c,
ξ2(X,Z)−
l∑
j1=0
n∑
j3=0
(
l
j1
)(
n
j3
)
cj1,m,j3X
l−j1Zn−j3 = c,
ξ2(X, Y )−
l∑
j1=0
m∑
j2=0
(
l
j1
)(
m
j2
)
cj1,j2,nX
l−j1Y m−j2 = c. (9.38)
Therefore, the equations in (9.37) become
:X lY mZn : =
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3X
l−j1Y m−j2Zn−j3 + c. (9.39)
We can determine the constant c by taking the expectation of the equation in (9.39) and
using condition (c) of Definition 9.0.1. This gives us
c = −
l∑
j1=0
m∑
j2=0
n∑
j3=0
(
l
j1
)(
m
j2
)(
n
j3
)
cj1,j2,j3E
[
X l−j1Y m−j2Zn−j3
]
. (9.40)
But by (9.32) the right hand side of (9.40) is equal to zero. This completes our proof.
We are now ready to prove Proposition 9.1.1 for a general Wick product of k random
variables.
Proof of Proposition 9.1.1. We prove the proposition by induction. For n1 = n2 = · · · =
nk = 0, we have by definition that :X01X
0
2 · · ·X0k : = 1. By (9.2) we have for each i,
∂
∂Xm
:Xn11 · · ·Xnm+1m · · ·Xnkk : = nm :Xn11 · · ·Xnmm · · ·Xnkk : . (9.41)
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Integrating (9.41), we obtain k equations of the form
:Xn11 · · ·Xnmm · · ·Xnkk : = nm
∫
:Xn11 · · ·Xnm−1i · · ·Xnkk : dXm
+ξm(X1, . . . , Xm−1, Xm+1, . . . , Xk). (9.42)
Now assuming that the proposition holds for n1, . . . , nm − 1, . . . , nk. Then we can write
(9.42) as
:Xn11 · · ·Xnmm · · ·Xnkk :
= nm
n1∑
j1=0
. . .
nm−1∑
jm=0
. . .
nk∑
jk=0
(
n1
j1
)
. . .
(
nm − 1
jm
)
. . .
(
nk
jk
)
×cj1,...,jkXn1−j11 . . . Xnm−1−jm−1m−1 Xnm+1−jm+1m+1 · · ·Xnk−jkk
×
∫
Xnm−jm−1m dXm + ξm(X1, . . . , Xm−1, Xm+1, . . . , Xk). (9.43)
Integrating and writing the nthm sum to nm, we obtain
:Xn11 · · ·Xnmm · · ·Xnkk :
=
n1∑
j1=0
. . .
nm∑
jm=0
. . .
nk∑
jk=0
(
n1
j1
)
. . .
(
nm
jm
)
. . .
(
nk
jk
)
cj1,...,jk
×Xn1−j11 . . . Xnm−1−jm−1m−1 Xnm−jmm Xnm+1−jm+1m+1 . . . Xnk−jkk
−
n1∑
j1=0
. . .
nm−1∑
jm−1=0
nm+1∑
jm+1=0
. . .
nk∑
jk=0
(
n1
j1
)
. . .
(
nm−1
jm−1
)(
nm+1
jm+1
)
. . .
(
nk
jk
)
×cj1,...,jm−1,nm,jm+1,...,jkXn1−j11 · · ·Xnm−1−jm−1m−1 Xnm+1−jm+1m+1 · · ·Xnk−jkk
+ξm(X1, . . . , Xm−1, Xm+1, . . . , Xk). (9.44)
In order for all k equations to agree, we require that
c = ξm(X1, . . . , Xm−1, Xm+1, . . . , Xk)
−
n1∑
j1=0
. . .
nm−1∑
jm−1=0
nm+1∑
jm+1=0
. . .
nk∑
jk=0
(
n1
j1
)
. . .
(
nm−1
jm−1
)(
nm+1
jm+1
)
. . .
(
nk
jk
)
×cj1,...,jm−1,nm+1,jm+1,...,jkXn1−j11 · · ·Xnm−1−jm−1m−1 Xnm+1−jm+1m+1 · · ·Xnk−jkk . (9.45)
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Substituting (9.45) into (9.44) and then taking the expectation of (9.44) to find c, we find
by equation (9.15) that we obtain the relation in equation (9.16). 
Although the proof is somewhat intricate, the resulting expression proves to provide
a quicker way of calculating the Wick products than the usual method described at the
beginning of Chapter 9.
We proceed by investigating what happens to the Wick product when the random vari-
ables considered are mutually independent. We begin by observing that the Wick product
of X and Y can also be expressed in the form
:XY : = :X : :Y : − Cov(X,Y), (9.46)
and for X , Y independent, this simplifies to
:XY : = :X : :Y : . (9.47)
More generally, when X and Y are independent, the Wick product of the two random
variables factors in to the product of their Wick powers.
Proposition 9.1.4. Let X and Y be independent random variables with finite moments.
Then
:XmY n : = :Xm : :Y n : . (9.48)
Proof. From Proposition 9.1.2, we can write the Wick product as follows:
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1,j2X
m−j1Y n−j2 . (9.49)
When X and Y are independent, the expectation in equation (9.17) factors into a product
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of expectations and so we can write
:XmY n : =
m∑
j1=0
n∑
j2=0
(
m
j1
)(
n
j2
)
cj1cj2X
m−j1Y n−j2 = :Xm : :Y n : . (9.50)
Remark 9.1.2 The result in the previous proposition can be extended to k independent
variables. In other words, we can write:
:
k∏
i=1
Xnii : =
k∏
i=1
:Xnii : . (9.51)
See Avram & Taqqu (1987) for a proof of this “factorisation lemma”.
A still more general result than Proposition (9.1.4) is:
Proposition 9.1.5. Let X and Y be independent random variables with finite moments.
Then for analytic functions f(X) =
∑∞
n=0 αnX
n, g(Y ) =
∑∞
m=0 βmY
m, we have
:f(X)g(Y ) : = :f(X) : :g(Y ) : . (9.52)
Proof. Writing functions f and g in terms of formal power series,
f(x) =
∞∑
n=0
αnx
n, g(y) =
∞∑
m=0
βmy
m, (9.53)
we can take the Wick order of these functions to obtain
:f(X) : =
∞∑
n=0
αn :X
n :, :g(Y ) : =
∞∑
m=0
βm :Y
m : . (9.54)
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On the other hand, multiplying f and g together and then taking the Wick order, we find
:f(X)g(Y ) : =
∞∑
n=0
∞∑
m=0
αnβm :X
nY m :
=
∞∑
n=0
∞∑
m=0
αnβm :X
n : :Y m :
= :f(X) : :g(Y ) :, (9.55)
where the second line is due to the result in Proposition (9.1.4).
Remark 9.1.3 Proposition 9.1.5 can also be extended to k variables so that if we have
independent random variables Xi, i = 1, . . . , k, then it holds true that
:
N∏
i=1
fi(Xi) : =
N∏
i=1
:fi(Xi) : . (9.56)
We can see this by expanding the functions fi in terms of power series.
9.2 Treatment of the Wick order
Several authors have commented on the lax definition of the Wick order (more specifically,
the Wick power and the Wick product). Simon (1974), for instance, warns that not all
algebraic properties are preserved by the Wick product and gives the following example:
If Y = X−1 and E[X] = E[Y ] = 0, then 0 = :XY :|Y=X−1 6= :XX−1 : = :X0 : = 1.
There are two issues here. The first is that there are two different methods being used to
evaluate the Wick product which correspond to different parts of the definition. By taking
:XX−1 : and evaluating the quantity before taking the Wick order, we obtain a Wick power
of order zero which corresponds to the first part of the definitions of the Wick power or
Wick product, namely equations (8.3) or (9.1). On the other hand, with :XY :
∣∣
Y=X−1
, one
calculates the Wick product of two random variables and thereafter makes the substitution.
In order to arrive at the Wick product of two random variables, one uses the second part of
the definition which holds for powers greater than zero. Consequently, if these two methods
gave the same quantity, this would contradict the definitions of both the Wick power and
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the Wick product. The second issue is exactly the fact that finding the expression of a Wick
product and then performing a substitution is in general not permissible. This is due to the
fact that in the polynomial expansion of the Wick power and Wick product the coefficients
are moment dependent and so they will change with the number of variables.
An analogous point has also been raised in Gjessing et al. (1993) who point out that
:XY :|Y=X2 6= : X3 :. The apparent contradiction arises because : XY : consists of two
random variables and so uses the Wick product of two random variables, whereas : X3 :
uses the Wick product of three random variables. Therefore, as stated above, substitutions
of this type in general do not work. An exception, on the other hand, given by Møller
(2013), shows that expressing the Wick product :Xk11 . . . X
kn
n : as another polynomial of
a different set of random variables Y1 . . . Yn does not give rise to a different Wick ordered
random variable provided that the new random variables Yj are linear combinations of the
Xi’s. To make this point clearer, we state the following:
:XY : |Y=f(X) 6= :Xf(X) : (9.57)
for a nonlinear function f .
Gjessing et al. (1993), also argue that the Wick product is not useful due to its lack of
algebraic properties. In their argument, they first treat the number 1 as a random variable
and show :X1 : 6= :X : by using the Wick product of two random variables, and thereafter
perform a substitution to obtain an expression for :X1:. Condition (d) of our definition for
the Wick power, together with the commutativity of the Wick product, implies that since
1 is a constant it should be taken out of the Wick order, i.e. : X1 : = 1 : X : = : X :.
In general, constants within any Wick order cannot be treated in the same way as random
variables. Conversely, if they were to be treated the same way, (8.3) and (9.1) would be
redundant.
All these observations are reminders that the Wick order should be treated with care,
and substitutions should in general occur before taking the Wick order or else it leads to
apparent contradictions.
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9.3 Properties of the Wick product
In what follows we shall show that the Wick order is both commutative and distributive, but
fails to satisfy a particular form of associativity condition, according to our formulation.
Proposition 9.3.1. Let X , Y , Z be random variables such that their joint moments are
finite. Then we have the following properties satisfied by the Wick product:
1. The product is commutative:
:XY : = :Y X : (9.58)
2. The product is not associative in the following sense:
::XY :Z : 6= :X :Y Z :: (9.59)
3. The product is distributive:
:X(Y + Z) : = :XY : + :XZ : (9.60)
Proof. The proof of these statements goes as follows.
1. For the commutativity, we have,
:XY : = XY −XE[Y ]− Y E[X]− E[XY ] + 2E[X]E[Y ]
= Y X − Y E[X]−XE[Y ]− E[Y X] + 2E[Y ]E[X]
= :Y X : (9.61)
2. As for the associativity, we observe that the left hand side of (9.59), when expanded
gives
::XY : Z : = :XY Z : − E[Y ] :XZ : − E[X] :Y Z : + (2E[X]E[Y ]− E[XY ]) :Z :
(9.62)
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and similarly, we have
:X :Y Z : = :XY Z : − E[Z] :XY : − E[Y ] :XZ : + (2E[Y ]E[Z]− E[Y Z]) :X :
(9.63)
for the right hand side.
We provide a counterexample. Let X ∼ N(0, 1), Y ∼ N(0, s) and Z ∼ N(0, t),
then (9.62) simplifies to
::XY :Z : = :XY Z : − E[XY ]Z
(9.64)
and similarly, (9.68) becomes
:X :Y Z :: = :XY Z : − E[Y Z]X.
(9.65)
The Wick product therefore fails to be associative since (9.64) and (9.65) cannot be
equal.
3. Since Y + Z is linear, we can use the work of Møller (2013) mentioned above,
together with equation (9.27) for the Wick product of two random variables. In
particular, regarding the first variable as X and the second as Y + Z, we can write
:X(Y + Z) :
= X(Y + Z)−XE[Y + Z]− (Y + Z)E[X] + 2E[X]E[Y + Z]− E[X(Y + Z)]
= XY −XE[Y ]− Y E[X]− E[XY ] + 2E[X]E[Y ] +XZ −XE[Z]
− ZE[X]− E[XZ] + 2E[X]E[Z]
= :XY : + :XZ :, (9.66)
which establishes the claim.
Chapter 9. The Wick product 105
Before we conclude this chapter on the Wick product, let us briefly comment on the
effect of the application of iterated Wick ordering on a product of random variables.
9.4 Multiple Wick products
In Section 8.6, we introduced the idea of taking repeated Wick orders of Wick powers.
With the same line of thought, we take Wick orders of Wick products. The result can be
summarised as follows.
Proposition 9.4.1. Let X1, . . . , Xk be random variables with finite joint moments. Taking
the Wick order of Xn11 , . . . , X
nk
k repeatedly, m times, we can express the multiple Wick
product as follows:
q0(X
n1
1 · · ·Xnkk ) = Xn11 · · ·Xnkk (9.67)
form = 0, and form ≥ 1,
qm(X
n1
1 · · ·Xnkk ) =
n1∑
j1,1=0
. . .
nk∑
j1,k=0
(
n1
j1,1
)
. . .
(
nk
j1,k
)
cn1−j1,1,...,nk−j1,k ×
j1,1∑
j2,1=0
. . .
j1,k∑
j2,k=0
(
j1,1
j2,1
)
. . .
(
j1,k
j2,k
)
cj1,1−j2,1,...,j1,k−j2,k × . . .
×
jm−1,1∑
jm,1=0
. . .
jm−1,k∑
jm,k=0
(
jm−1,1
jm,1
)
. . .
(
jm−1,k
jm,k
)
×
cjm−1,1−jm,1,...,jm−1,k−jm,kX
jm,1
1 · · ·Xjm,kk . (9.68)
The notation being used here is analogous to that being used in Section 8.6 so that, for
example, q1(X
n1
1 · · ·Xnkk ) = :Xn11 · · ·Xnkk :, q2(Xn11 · · ·Xnkk ) = :(:Xn11 · · ·Xnkk :) :, and so
on.
Proof. We prove the proposition by induction. Setting m = 1, then from equation (9.68),
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we find that
q1(X
n1
1 · · ·Xnkk ) =
n1∑
j1,1=0
. . .
nk∑
j1,k=0
(
n1
j1,1
)
. . .
(
nk
j1,k
)
cn1−j1,1,...,nk−j1,k
×Xjm,11 · · ·Xjm,kk . (9.69)
Assuming that the proposition holds for m, by taking the Wick order of qm(X
n1
1 · · ·Xnkk )
we obtain
qm(X
n1
1 · · ·Xnkk ) =
n1∑
j1,1=0
. . .
nk∑
j1,k=0
(
n1
j1,1
)
. . .
(
nk
j1,k
)
cn1−j1,1,...,nk−j1,k ×
j1,1∑
j2,1=0
. . .
j1,k∑
j2,k=0
(
j1,1
j2,1
)
. . .
(
j1,k
j2,k
)
cj1,1−j2,1,...,j1,k−j2,k × . . .
×
jm−1,1∑
jm,1=0
. . .
jm−1,k∑
jm,k=0
(
jm−1,1
jm,1
)
. . .
(
jm−1,k
jm,k
)
×
cjm−1,1−jm,1,...,jm−1,k−jm,k :X
jm,1
1 · · ·Xjm,kk :
=
n1∑
j1,1=0
. . .
nk∑
j1,k=0
(
n1
j1,1
)
. . .
(
nk
j1,k
)
cn1−j1,1,...,nk−j1,k ×
j1,1∑
j2,1=0
. . .
j1,k∑
j2,k=0
(
j1,1
j2,1
)
. . .
(
j1,k
j2,k
)
cj1,1−j2,1,...,j1,k−j2,k × . . .
×
jm−1,1∑
jm,1=0
. . .
jm−1,k∑
jm,k=0
(
jm−1,1
jm,1
)
. . .
(
jm−1,k
jm,k
)
×
jm,1∑
jm+1,1=0
. . .
jm,k∑
jm+1,k=0
(
jm,1
jm+1,1
)
. . .
(
jm,k
jm+1,k
)
×cjm,1−jm+1,1,...,jm,k−jm+1,kXjm+1,11 · · ·Xjm+1,kk . (9.70)
The expression in equation (9.68) appears somewhat cluttered, however, if the number
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m and the number k of the random variables involved are relatively small, then in fact a
rather simple expression emerges, as shown in the example below.
Example 9.4.1 Form = 2 and two random variables, we find
q2(XY ) =
1∑
j1=0
1∑
j2=0
(
1
j1
)(
1
j2
)
c1−j1,1−j2 : X
j1Y j2 :
= c1,1 + c1,0 :Y : + c0,1 :X : +c0,0 :XY :
= XY − 2Y E[X]− 2XE[Y ]− 2E[XY ] + 6E[X]E[Y ]. (9.71)
9.5 Summary
This chapter began with a version of the definition of the Wick product as defined by Si-
mon (1974). We then introduced a polynomial representation for the Wick product (a mul-
tivariable version of the one found in Section 8.3). We went on to show some results for
independent random variables, some of which are already present in the literature (see Re-
mark 9.1.2). After commenting on the treatment of the Wick order and going through some
properties, we introduced the idea of multiple Wick products (the multivariable version of
multiple Wick powers introduced in Section 8.6).
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Chapter 10
The Wick order of stochastic processes
10.1 The Wick power and stochastic processes
In the previous two chapters we have developed, in some detail, the algebraic operations of
‘fixed’ random variables under the rules of the Wick calculus. The purpose of this section is
to extend the results of Chapters 8 and 9 by replacing the underlying random variables with
a parametric family of random variables, i.e. stochastic processes, with the view towards
potential financial applications.
We begin by noting that all stochastic processes considered in what follows are de-
fined on an underlying probability space (Ω,F ,P) equipped with an augmented filtration
{Ft}{0≤t<∞} generated by the process {Xt}t≥0 under consideration. As before, the results
that follow require the existence of the moments of the process: E[|Xmt |] < ∞, ∀m ∈ Z+
and ∀t ≥ 0. That is, the processes are assumed to have finite moments for each time
t. Before we define the Wick power of a stochastic process, we define the formal partial
derivatives of a formal power series in two variables as follows:
∂
∂t
(
∞∑
m=0
∞∑
n=0
γmnt
mxn
)
=
∞∑
m=1
∞∑
n=0
γmnmt
m−1xn, (10.1)
and
∂
∂x
(
∞∑
m=0
∞∑
n=0
γmnt
mxn
)
=
∞∑
m=0
∞∑
n=1
γmnnt
mxn−1. (10.2)
Chapter 10. The Wick order of stochastic processes 109
Let {Pn}n≥1 be a sequence of polynomials in x with time-dependent coefficients. We write
Pn(t, x) =
n∑
k=0
p
(n)
k (t)x
k (10.3)
for some n, where each p(n)k (t) is a polynomial in t.
Definition 10.1.1 The Wick power of a stochastic process {Xt}, whose moments are all
finite, is a two variable polynomial Pn(t,Xt) ≡ :Xnt : on [0,∞)×R such that the following
axioms hold:
(a) The null power:
:X0t : = P0(t,Xt) = 1 (10.4)
(b) The differentiation:
∂
∂x
Pn(t, x) = nPn−1(t, x) , n = 1, 2, . . . (10.5)
(c) The expectation:
E[:Xnt :] = E[Pn(t,Xt)] = 0, n = 1, 2, . . . (10.6)
(d) The initial condition:
:Xn0 : = Pn(0, X0) = X
n
0 , n = 1, 2, . . . (10.7)
(e) The ‘monic’ property:
p(n)n (t) = 1 n = 1, 2, . . . . (10.8)
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(f) The linearity:
:αXmt + βX
n
t : = α :X
m
t : +β :X
n
t :, n,m = 0, 1, 2, . . . (10.9)
for any α, β ∈ R.
Remark 10.1.1 There is an analogous presentation of the axioms in the above definition
in Sengupta & Goswami (2008), in the context of time-space harmonic polynomials for
continuous-time Lévy processes. A time-space harmonic polynomial for a stochastic pro-
cess {Xt}, defined in Sengupta (2000), is a polynomial P (t, x) in x with time-dependent
coefficients, such that {P (t,Xt)} is a martingale with respect to the natural filtration asso-
ciated with {Xt}. It was also discussed in Goswami & Sengupta (1995) where this concept
was introduced in a discrete time setting.
Note that since the Wick power depends on the distributional property of the underlying
random variable, in the case of a Wick power of a stochastic process, the resulting expres-
sion itself will become dynamic, i.e. time-dependent. With this in mind, let us rephrase
Proposition 8.2.1 when the random variable X is replaced by a stochastic process {Xt}.
Proposition 10.1.1. Let {Xt} be a stochastic process with finite moments and let t be a
parameter representing time. Then the Wick power :Xnt :, n = 0, 1, . . . ofXt can be written
in the following way:
:Xnt : = Pn(t,Xt) =
n∑
k=0
(
n
k
)
ck(t)X
n−k
t , (10.10)
where the coefficients {ck(t)} are determined recursively according to: c0(t) = 1 for all t,
and for k ≥ 1,
ck(t) =


−
k−1∑
j=0
(
k
j
)
cj(t)E[X
k−j
t ], t 6= 0
0, t = 0.
(10.11)
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Remark 10.1.2 We remark here that the summation in equation (10.11) can be expressed
more concisely as follows:
k∑
j=0
(
k
j
)
cj(t)E[X
k−j
t ] = 0. (10.12)
The recursion relation (10.11) can be used to obtain explicit expressions for each n for
the Wick power of a process. For example, by setting n = 1 in equation (10.10), we obtain
c0(t) = 1, c1(t) = −E[Xt], and hence
:Xt : = Xt − E[Xt]. (10.13)
Analogously, for n = 2, we can represent the second Wick power as
:X2t : = X
2
t − 2XE[Xt]− E[X2t ] + 2 (E[Xt])2 , (10.14)
whereas for n = 3 we obtain
:X3t : = X
3
t − 3X2t E[Xt]− 3XtE[X2t ] + 6X(E[Xt])2 − E[X3t ]
+ 6E[Xt]E[X
2
t ]− 6 (E[Xt])3 . (10.15)
We observe that these expressions for the Wick powers of a stochastic process are analo-
gous to (8.17), (8.18) and (8.14) for random variables.
Proof. We begin by showing that all the axioms of the Wick power definition (Definition
10.1.1) are satisfied.
(a) Setting n = 0 in equation (10.10) we obtain
:X0t : = c0(t) = 1. (10.16)
(b) ForXt = x, we take the derivative of the expression in equation (10.10) with respect
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to x, and find that
∂
∂x
Pn(t, x) =
∂
∂x
(
n∑
k=0
(
n
k
)
ck(t)x
n−k
)
= n
n−1∑
k=0
(
n− 1
k
)
ck(t)x
n−1−k
= nPn−1(t, x). (10.17)
(c) Taking the expectation of the expression in equation (10.10), we obtain, by (10.11),
E[:Xnt :] =
n∑
k=0
(
n
k
)
ck(t)E[X
n−k
t ] = 0, n = 1, 2 . . . , t 6= 0. (10.18)
(d) Setting t = 0 in (10.10), we find that since ck(0) = 0,
:Xn0 : = X
n
0 , n = 1, 2, . . . . (10.19)
(e) Comparing equations (eq:10.2) and (10.10), we observe that
p
(n)
k (t) =
(
n
k
)
cn−k(t), (10.20)
and setting k = n, we obtain
p(n)n (t) = cn−k(t) = 1 n = 1, 2, . . . . (10.21)
We now observe that the the representation for the Wick power is unique, since all coef-
ficients {ck(t)} are fixed by the condition (10.6). But we have just shown that the repre-
sentation (10.10) fulfills all the conditions. On account of uniqueness, therefore, we have
established the claim.
Example 10.1.1 Brownian motion. If Xt = Wt, where {Wt}t≥0 is a standard Brownian
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motion, then for any fixed time t we have
:W 2t : = :Wt :
2 +(E[Wt])
2 − E[W 2t ] = W 2t − t, (10.22)
which of course is an {Ft}-martingale.
Example 10.1.2 Gamma process. IfXt = γt, where {γt}t≥0 is an (mt, 1)-Gamma process,
then for a fixed time t we have
:γ2t : = :γt :
2 +(E[γt])
2 − E[γ2t ]
= (γt −mt)2 +m2t2 −
(
mt+m2t2
)
= γ2t − 2mtγt +m2t2 −mt. (10.23)
Note again that this is an {Ft}-martingale.
Remark 10.1.3 As we will show later in Proposition 10.2.3, the Wick orders in the above
examples turn out to be martingales due to their shared property of independent increments.
In what follows, we shall use the notations fx for the first derivative ∂f/∂x, and fxx for
the second derivative ∂2f/∂x2.
Proposition 10.1.2. Let f(x) be a function for which the partial derivatives fx(x) and
fxx(x) exist and are continuous and let {Wt} be a Brownian motion with drift such that
Xt = σWt + µt, for σ, µ ∈ R. Then
:f(XT ) : − :f(Xt) : =
∫ T
t
:fx(Xs) : d :Xs : . (10.24)
Proof. From Ito’s lemma, we have
f(XT )− f(Xt) =
∫ T
t
fx(Xs)dXs +
1
2
σ2
∫ T
t
fxx(Xs)d[X,X]s (10.25)
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where
[X,X]t = X
2
t − 2
∫ t
0
XudXu (10.26)
is the quadratic variation of {Xt}. Taking the Wick order of the expression in (10.25), we
obtain
:f(XT ) : − :f(Xt) : = :
∫ T
t
fx(Xs)dXs : +
1
2
σ2 :
∫ T
t
fxx(Xs)d[X,X]s : . (10.27)
Now the first expression on the right hand side of (10.27) can be written as follows:
:
∫ T
t
fx(Xs)dXs : = lim
‖∆‖→0
n∑
i=1
:fx(Xti−1)(Xti −Xti−1) :, (10.28)
where ∆ = {t0, t1, . . . , tn} is a partition on [0, T ] for 0 = t0 < t1 < · · · < tn = T
and ‖∆‖ = maxi(ti − ti−1). Since fx(Xti−1) and Xti − Xti−1 are independent, and since
:XY : = :X : :Y : for a pair of independent random variables, we can write
:
∫ T
t
fx(Xs)dXs : = lim
‖∆‖→0
n∑
i=1
:fx(Xti−1) : : (Xti −Xti−1) :
=
∫ T
t
:fx(Xs) : d :Xs: . (10.29)
The second integral on the right hand side of (10.27) can be written as follows:
:
∫ T
t
fxx(Xs)d[X,X]s : = lim
‖∆‖→0
n∑
i=1
:fxx(Xti−1)
(
[X,X]ti − [X,X]ti−1
)
:
= lim
‖∆‖→0
n∑
i=1
:fxx(Xti−1) : :
(
[X,X]ti − [X,X]ti−1
)
: .
(10.30)
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Taking the Wick order of the expression in equation (10.26) we obtain
:
∫ T
t
fxx(Xs)d[X,X]s :
= lim
‖∆‖→0
n∑
i=1
:fxx(Xti−1) :
(
:W 2ti : − 2
∫ ti
0
:Xu : d :Xu : − :W 2ti−1 : + 2
∫ ti−1
0
:Xu : d :Xu :
)
.
(10.31)
When Xt = σWt + µt, we find that
: [X,X]t : = :X
2
t : − 2
∫ t
0
:Xu : d :Xu : = 0, (10.32)
and so the expression in (10.31) becomes zero and we are left with the desired result.
We proceed to consider some examples where Xt = Wt, i.e. when µ = 0 and σ = 1.
We first make the observation that
:Wt : = Wt − E[Wt] = Wt, (10.33)
and hence d:Wt : = dWt. It follows, on account of Proposition 10.1.2 for f(Wt) = W
n+1
t ,
that
∫ T
t
:W ns : dWs =
1
n+ 1
[
:W n+1T : − :W n+1t :
]
. (10.34)
Example 10.1.3 Setting n = 1 in (10.34), we obtain
∫ T
t
:Ws : dWs =
1
2
(W 2T − T )−
1
2
(W 2t − t), (10.35)
which is in agreement with the Ito integration:
∫ t
0
WsdWs
∣∣∣∣
Ito
=
∫ t
0
: Ws : dWs
∣∣∣∣
Wick
. (10.36)
We therefore observe that stochastic integration based on the use of Wick calculus repro-
duces that based on the Ito calculus, albeit that the Wick integration is somewhat simpler
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since the familiar rules of differentiation are applicable in the latter case with the difference
that all terms are contained within the Wick order.
Remark 10.1.4 We note that the integration used here differs from the similar concept of
the Stratonovich integral in the following way. When dealing with the Stratonovch integral,
we integrate as we would deterministically as follows:
∫ T
t
Ws ◦ dWs = 12
(
W 2T −W 2t
)
, (10.37)
whereas in Wick integration, we have
∫ T
t
WsdWs =
1
2
(
:W 2T : − :W 2t :
)
. (10.38)
Example 10.1.4 Setting n = 2 in (10.34), we obtain
∫ T
t
:W 2s : dWs =
1
3
[
:W 3T : − :W 3t :
]
. (10.39)
Expanding the Wick powers on both sides of (10.39), we obtain
∫ T
t
W 2s dWs =
∫ T
t
sdWs +
1
3
[
W 3T − 3TWT −W 3t + 3tWt
]
. (10.40)
For simplicity, if we set t = 0 and T = t in (10.40) we obtain
∫ t
0
W 2s dWs =
1
3
W 3t +
∫ t
0
s dWs − tWt. (10.41)
On the other hand, an application of Ito’s lemma on the cube of the Brownian motion,W 3t ,
gives the relation
∫ t
0
W 2s dWs =
1
3
W 3t −
∫ t
0
Wsds. (10.42)
At first there seems to be a discrepancy between the Wick representation (10.41) and the Ito
representation (10.42). However, on closer inspection one finds that if we let f(t, x) = tx,
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and consider the case where x = Wt, then by using Ito’s lemma again, we find that
tWt =
∫ t
0
Wsds+
∫ t
0
s dWs. (10.43)
Therefore, although it is not immediately apparent at first sight, (10.41) and (10.42) are
equivalent. Note that (10.43) can also be shown using Wick calculus and a proof of this
will be presented towards the end of this section.
Example 10.1.5 Let f(x) = eαx and consider the Brownian motionWt. Then from Propo-
sition 10.1.2 we obtain
∫ T
t
: eαWs : dWs =
1
α
[
: eαWT : − : eαWt :] . (10.44)
Remark 10.1.5 In his study of orthogonal polynomials, Schoutens (2000) considers the
Hermite polynomials with respect to the Brownian motion and obtains an analogous result
to the one in Example 10.1.5 with α = 1 (but uses a different notation to the one adopted
here).
In the following proposition we use the notation fs = ∂f/∂s.
Proposition 10.1.3. Let f(t, x) be a function for which the partial derivatives ft(t, x),
fx(t, x) and fxx(t, x) exist and are continuous and let {Xt} be a scaled Brownian motion
with drift such that Xt = σWt + µt, for σ, µ ∈ R. Then
:f(T,XT ) : − :f(t,Xt) : =
∫ T
t
:fs(s,Xs) : ds+
∫ T
t
:fx(s,Xs) : d :Xs : . (10.45)
Remark 10.1.6 We remark again on the relationship between the results derived using the
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Wick calculus and the Stratonovich integral. Using Stratonovich integration, we have
f(T,WT )− f(t,Wt) =
∫ T
t
fs(s,Ws)ds+
∫ T
t
fx(s,Ws) ◦ dWs, (10.46)
whereas from Proposition 10.1.3 we can write
:f(T,WT ) : − :f(t,Wt) : =
∫ T
t
:fs(s,Ws) : ds+
∫ T
t
:fx(s,Ws) : dWs. (10.47)
Proof. From Ito’s lemma, we have
f(T,XT )− f(t,Xt) =
∫ T
t
fs(s,Xs)ds+
∫ T
t
fx(s,Xs)dXs
+1
2
σ2
∫ T
t
fxx(s,Xs)d[X,X]s, (10.48)
where the quadratic variation is as in (10.26). Taking the Wick order of the expression in
(10.48), we obtain
:f(T,XT ) : − :f(t,Xt) : = :
∫ T
t
fs(s,Xs)ds : + :
∫ T
t
fx(s,Xs)dXs :
+1
2
σ2 :
∫ T
t
fxx(s,Xs)d[X,X]s : . (10.49)
Now the first expression on the right hand side of (10.49) simplifies to
:
∫ T
t
fs(s,Xs)ds : =
∫ T
t
:fs(s,Xs) : ds (10.50)
while the middle integral can be written as follows
:
∫ T
t
fx(s,Xs)dXs : = lim
‖∆‖→0
n∑
i=1
:fx(ti−1, Xti−1)(Xti −Xti−1) : . (10.51)
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Since fx(Xti−1) and Xti −Xti−1 are independent, we can write
:
∫ T
t
fx(s,Xs)dXs : = lim
‖∆‖→0
n∑
i=1
:fx(ti−1, Xti−1) : : (Xti −Xti−1) :
=
∫ T
t
:fx(s,Xs) : d :Xs : . (10.52)
The final integral on the right hand side of (10.49) can be written as follows:
:
∫ T
t
fxx(s,Xs)d[X,X]s : = lim
‖∆‖→0
n∑
i=1
:fxx(ti−1, Xti−1)
(
[X,X]ti − [X,X]ti−1
)
:
= lim
‖∆‖→0
n∑
i=1
:fxx(ti−1, Xti−1) : :
(
[X,X]ti − [X,X]ti−1
)
: .
(10.53)
As shown in the proof of Proposition 10.1.2, by taking the Wick order of the quadratic
variation, equation (10.53) becomes zero. The result follows.
We proceed with the following result, which is related to asset pricing in the geometric
Brownian motion model, and uses Proposition 10.2.4.
Example 10.1.6 Let f(t, x) be a function for which the partial derivatives ft(t, x), fx(t, x)
and fxx(t, x) exist and are continuous and let {Wt} be a Brownian motion. Then by the
above proposition, we have
d :f(t,Wt) : = :ft(t,Wt) : dt+ :fx(t,Wt) : dWt. (10.54)
If f takes the form
f(t, x) = f(0,W0)e
σx+µt, (10.55)
then the differentials of f are
ft(t, x) = µf(t, x) (10.56)
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and
fx(t, x) = σf(t, x). (10.57)
Substituting these into (10.63), we obtain the expression for the Wick differential
d :f(t,Wt) : = µ :f(t,Wt) : dt+ σ :f(t,Wt) : dWt. (10.58)
Now, the Wick order of the function f in (10.63) is
:f(t,Wt) : = f(0,W0) :e
σWt+µt : , (10.59)
and if we set S(t,Wt) = :f(t,Wt) :, we find that
S(t,Wt) = S(0,W0) e
σWt+µt−
1
2
σ2t (10.60)
satisfies the stochastic differential equation
dS(t,Wt) = µS(t,Wt)dt+ σS(t,Wt)dWt. (10.61)
This shows that the Wick ordering of eσWt+µt gives rise to the geometric Brownian
motion model used for example in the Black-Scholes theory of option pricing. An analo-
gous construction for other Lévy processes then gives the geometric Lévy models for asset
pricing, as discussed in the next section.
Remark 10.1.7 We wish to show that we can derive equation (10.41) using the results
that we have presented in this thesis. By Proposition 10.1.3 we have for f(t, x) = tx and
x = Wt, that
: tWt : =
∫ t
0
sdWs +
∫ t
0
Wsds (10.62)
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Now the Wick order on the left hand side of (10.62) simplifies to
: tWt : = t :Wt : = tWt (10.63)
where in the first equality the deterministic t is taken out of the Wick order. We can see
that in general, a function α(t) can be factored out of the Wick ordering in the same way
as a constant since the expectation operator in (10.11) treats them in the same way. In the
second equality of equation (10.63), we have used the fact that :Wt : = Wt. Therefore,
(10.62) can be written as follows:
∫ T
t
sdWs = TWT − tWt −
∫ T
t
Wsds. (10.64)
Substituting the integral in (10.40) with the expression in (10.64) we arrive at the same
expression as we would have obtained via Ito’s lemma. Needless to say, the result is in
agreement with (10.41) obtained in the example earlier.
Example 10.1.7 Let f(t, x) = tx+ t2x2. Then for x = Wt we find
: tWt + t
2W 2t : =
∫ t
0
:Ws + 2sW
2
s : ds+
∫ t
0
:s+ 2Wss
2 : dWs. (10.65)
Expanding the Wick orders and rearranging, we find that we recover the same result as via
Ito’s lemma. Namely,
tWt + t
2W 2t =
t3
3
+ tWt + 2
∫ t
0
sW 2s ds+ 2
∫ t
0
s2Ws ds. (10.66)
10.2 The Wick power and Lévy processes
In this section we look at how Lévy processes behave under the Wick order. We will show
that for a Lévy process {Lt}, its Wick power :Lnt : is a martingale. Thus the Wick power
of a Lévy process falls in the class of time-space harmonic polynomials. Let us begin with
a brief reminder of the key properties of a Lévy process, before we proceed to show that
the Wick exponential of a Lévy process is a also a martingale. We then derive the Wick
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counterpart of the Ito-Lévy formula.
Definition 10.2.1 A stochastic process {Lt}t≥0 on a probability space (Ω,F ,P) is said to
be a Lévy process if it satisfies the following properties:
1. Initial value: P (L0 = 0) = 1. i.e. L0 = 0 almost surely.
2. Independent increments: For any 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn < ∞, Lt2 − Lt1 , Lt3 −
Lt2 , . . . , Ltn − Ltn−1 are independent.
3. Stationary increments: Lt − Ls is equal in distribution to Lt−s, for any 0 ≤ s ≤ t.
4. Stochastic continuity: For all ε > 0 and t ≥ 0 it holds that
lim
h→0
P(|Lt+h − Lt| > ε) = 0. (10.67)
That is, the path of {Lt} is P-a.s. right continuous with left limits.
To be able to apply the rules of calculus on stochastic processes with various applica-
tions, we need to extend the definition of the Wick power to include differentiation with
respect to the time variable, since in many applications various quantities of interest depend
not only on the value of the process but also on time. A version of the following result can
also be found in Sengupta (2000), in the context of time-space harmonic polynomials.
Proposition 10.2.1. Let {Lt} be a Lévy process with finite moments satisfying
E[eαLt ] <∞, ∀t ≥ 0, (10.68)
for some α ∈ A where A is a (connected) interval containing the origin. Let Pn(t, x), n =
0, 1, . . . be a sequence of polynomials in t and in x such that :Lnt : = Pn(t, Lt). Then there
exists a sequence {ψn}n≥1 of real numbers such that Pn satisfies the following differential
equation
∂
∂t
Pn(t, x) =
n∑
k=0
(
n
k
)
ψn−k Pk(t, x), n = 1, 2, . . . (10.69)
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for each n.
Proof. Due to the stationary and independent increment properties of Lévy processes, there
exists some function ψ(α), called the Laplace exponent, such that the moment generating
function of Lt takes the following form:
E[eαLt ] = etψ(α), where ψ(α) =
1
t
lnE[eαLt ]. (10.70)
That is to say, it is a key property of a Lévy process that the function ψ(α) is independent
of t. The Wick exponential can then be written in the form
: eαLt : = eαLt−tψ(α). (10.71)
By differentiating the explicit time-dependent part of the expression
eαLt−tψ(α) =
∞∑
n=0
αn
n!
:Lnt : (10.72)
with respect to t (that is, by regarding the right side of (10.72) as a function of t and Lt,
and by differentiating this function with respect to t), we obtain
−
∞∑
n=0
αn
n!
n∑
k=0
(
n
k
)
ψn−k :L
k
t : =
∞∑
n=0
αn
n!
(
∂
∂t
:Lnt :
)
, (10.73)
where
ψ(α) = −
∞∑
j=1
ψj
j!
αj (10.74)
and where we have used the following short-hand notation
∂
∂t
:Lnt : ≡
∂
∂t
Pn(t, x)
∣∣∣∣
x=Lt
. (10.75)
By equating the coefficients of αn in equation (10.73), we arrive at the desired result.
We find that the Wick exponential for a Lévy process, defined as in (10.72), is a mar-
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tingale with respect to the natural filtration associated with Lt.
Remark 10.2.1 In the first part of the thesis we observed that the theory of Hermite polyno-
mials plays an important role in the characterisation of properties of Brownian motions. It is
by now well known, more generally, that there is a close relation between orthogonal poly-
nomials and Lévy processes. The reason, in a nutshell, is simple: Orthogonal polynomials
are defined with respect to a measure. Therefore, in particular, if, for example, a Lévy pro-
cess {Lt} admits a density function lt(x), and if we can find a set of polynomials {Pn(x)}
orthogonal with respect to lt(x), then we have the relation E[Pn(Lt)Pm(Lt)] ∝ δnm. Note
that such a set of polynomials need not exist for a given measure, but for a number of stan-
dard Lévy processes it does exist, for example, a version of the associated Laguerre polyno-
mials are orthogonal with respect to a Gamma process (see Schoutens, 2000). Furthermore,
various martingales can be constructed by use of these polynomials via the generating-
function technique.
Proposition 10.2.2. Let {Lt}t≥0 be a Lévy process such that for a fixed time t, Lt has finite
moments. Then : eαLt : is a unit-initialised (Ft,P)-martingale.
Proof. By the definition of the Wick exponential, we have
E
[∣∣: eαLt :∣∣] = E [∣∣∣∣ eαLtE [eαLt ]
∣∣∣∣
]
= E
[
eαLt
E [eαLt ]
]
= 1 <∞, (10.76)
which satisfies the first part of the martingale definition. The next part of the proof is to
show that Es
[
: eαLt :
]
= :eαLs :. This can be seen as follows:
Es
[
: eαLt :
]
= Es
[
eαLt
E [eαLt ]
]
=
1
E [eαLt ]
Es
[
eαLt
]
=
eαLsEs
[
eα(Lt−Ls)
]
E [eα(Lt−Ls)]E [eαLs ]
, (10.77)
where in the last equality we have used the independent increments property of Lévy pro-
cesses. Finally, due to the independence and stationarity of the increments of the Lévy
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process, we can write
Es
[
: eαLt :
]
=
eαLsE
[
eα(Lt−Ls)
]
E [eα(Lt−Ls)]E [eαLs ]
=
eαLs
E [eαLs ]
= :eαLs : . (10.78)
Remark 10.2.2 We note that the Wick exponential of a Lévy process is nothing but the
Esscher martingale associated with that Lévy process. This is just the dynamic analogue
of the Esscher transform we saw earlier in (8.62). For the reader familiar with the theory
of Esscher transforms (see, e.g., Gerber & Shiu 1994), the result in the proposition above
is in fact obvious. It follows also that the Wick exponential of a Lévy process can be used
for the purpose of measure change—this will be examined in the chapter that follows.
The following proposition shows that the Wick power of a Lévy process is also a mar-
tingale.
Proposition 10.2.3. Let {Lt}t≥0 be a Lévy process with finite moments. Then : Lnt : for
each value of n = 0, 1, 2, . . . is an (Ft,P)-martingale.
Proof. Analogous to (8.59), which holds for random variables, : eαLt : can be expanded in
the form
: eαLt : =
∞∑
n=0
αn
n!
:Lnt : . (10.79)
Since the definition of the Wick power is for stochastic processes with finite moments, it
follows that
E[|:Lnt :|] <∞. (10.80)
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Now, taking the conditional expectation of the equation above, the left side becomes
Es
[
: eαLt :
]
= : eαLs : =
∞∑
n=0
αn
n!
:Lns :, (10.81)
since : eαLt : is a martingale (from the previous proposition). Equating this to the conditional
expectation of the right side, we obtain
∞∑
n=0
αn
n!
:Lns : =
∞∑
n=0
αn
n!
Es [:L
n
t :] , (10.82)
and by comparing coefficients of αn we see that Es[:Lnt :] = :L
n
s :. Therefore, :L
n
t : is an
(Ft,P)-martingale.
Di Nardo & Oliva (2013) study time-space harmonic polynomials for Lévy processes
and emphasise that the usefulness of these polynomials is that they are martingales, even
though the underlying process need not be. We will see below that it is particularly useful
that the first Wick power is a compensated process.
Proposition 10.2.4. Let f(x) be a function for which the partial derivatives fx(t, x) and
fxx(t, x) exist and are continuous, and let {Lt} be a Lévy process with Lévy triplet (σ2, ν, γ)
such that its moments are finite. Then, for every t ≥ 0, we have
:f(Lt) : = f(L0) +
∫ t
0
:fx(Ls) : d :Ls :
+ :
∑
0≤s≤t
∆Ls 6=0
f(Ls− +∆Ls)− f(Ls−)−∆Lsf ′(Ls−) : . (10.83)
Proof. We recall first the well-known result on the generalisation of Ito’s lemma for a scalar
Lévy process (for details, see Cont & Tankov 2003), which asserts that
f(Lt) = f(L0) +
∫ t
0
σ2
2
fxx(Ls)ds+
∫ t
0
fx(Ls)dLs
+
∑
0≤s≤t
∆Ls 6=0
f(Ls− +∆Ls)− f(Ls−)−∆Lsf ′(Ls−) (10.84)
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where the first integral in (10.84) comes from
∫ t
0
1
2
fxx(Ls)d[σWt + µt, σWt + µt]. (10.85)
Now, if Lt = σWt + µt+∆Lt we can replace σWt + µt with Lt −∆Lt to obtain
f(Lt) = f(L0) +
∫ t
0
1
2
fxx(Ls)d[L−∆L,L−∆L]s +
∫ t
0
fx(Ls)dLs
+
∑
0≤s≤t
∆Ls 6=0
f(Ls− +∆Ls)− f(Ls−)−∆Lsf ′(Ls−). (10.86)
Taking the Wick order of the expression in equation (10.86), we find that
:f(Lt) : = f(L0)+ :
∫ t
0
1
2
fxx(Ls)d[L−∆L,L−∆L]s : + :
∫ t
0
fx(Ls)dLs :
+ :
∑
0≤s≤t
∆Ls 6=0
f(Ls− +∆Ls)− f(Ls−)−∆Lsf ′(Ls−) : . (10.87)
Since Lt −∆Lt = σWt + µt = Xt, by use of (10.32) we obtain
: [L−∆L,L−∆L]t : = 0. (10.88)
As a result, the first integral on the right hand side of (10.87) disappears. Due to the
independent increments property of Lévy processes, the second integral on the right hand
side of (10.87) can be written as follows:
:
∫ t
0
fx(Ls)dLs : =
∫ t
0
:fx(Ls) : d :Ls : . (10.89)
We are therefore left with the required result.
Example 10.2.1 We consider the case where Lt is a Poisson processNt with unit intensity,
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and let f(x) = x2. Equation (10.83) simplifies to
:N2t : = N
2
0 + 2
∫ t
0
:Ns : d :Ns :
+ :
Nt∑
i=1
(Ns− + 1)
2 −N2s− − 2Ns− : . (10.90)
Expanding the Wick order on the left hand side, we find
:N2t : = N
2
t − 2tNt − t+ t2. (10.91)
Turning to the right hand side, we first expand the Wick orders to obtain
2
∫ t
0
Ns−dNs − 2
∫ t
0
sdNs − 2
∫ t
0
(Ns − s)ds + :
Nt∑
i=1
1: . (10.92)
We define τi to be the time of the ith jump in the Poisson process {Nt}t≥0 where we set
τ0 = 0. The following observation will be used in our calculations below.
Nτ
i−
= lim
s→τi
s<τi
Ns = i− 1, i ≥ 1. (10.93)
So we have
2
∫ t
0
Ns−dNs − 2
Nt∑
i=1
τi − 2
Nt∑
i=1
∫
(τi−1,τi]
(i− 1− s)ds − 2
∫
(τNt ,t]
(Nt − s)ds+Nt − t
= 2
∫ t
0
Ns−dNs − 2
Nt∑
i=1
[
τi + (i− 1)(τi − τi−1)− 12(τ 2i − τ 2i−1)
]
−2Nt(t− τNt) + (t2 − τ 2Nt) +Nt − t
= 2
∫ t
0
Ns−dNs − 2tNt + t2 +Nt − t. (10.94)
Now equating the expressions in (10.90) ans (10.94) we obtain the known result
N2t − 2
∫ t
0
Ns−dNs = Nt. (10.95)
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Example 10.2.2 Let f(x) = eαx and consider the Poisson process Nt with unit intensity.
Then from Proposition 10.2.4 we find that
: eαNt : = 1 + α
∫ t
0
: eαNs− : d :Ns : + :
∑
0≤s≤t
∆Ns 6=0
eα(Ns−+1) − eαNs− − αeαNs− : . (10.96)
Rearranging and simplifying,
∫ t
0
: eαNs− : d :Ns : =
1
α
(
: eαNt : −1 + (1 + α− eα) :
Nt∑
i=1
eα(i−1) :
)
=
(
: eαNt : −1 + (1 + α− eα)(1− : eαNt :))
α(1− eα)
=
:eαNt : −1
eα − 1 . (10.97)
Schoutens (2000) also has an analogous result in his analysis of stochastic integration with
respect to compensated stochastic processes, which in our setting is represented by the
Wick power.
We refer to Sengupta (2008) for further examples of time-space harmonic polynomials
for specific Lévy processes.
Proposition 10.2.5. Let f(t, x) be a function for which the partial derivatives ft(t, x),
fx(t, x) and fxx(t, x) exist and are continuous, and let {Lt} be a Lévy process such that its
moments are finite. Then for every t ≥ 0 we have
:f(t, Lt) : = f(0, L0) +
∫ t
0
:fs(s, Ls) : ds+
∫ t
0
:fx(s, Ls−) : d :Ls :
+ :
∑
0≤s≤t
∆Ls 6=0
f(s, Ls− +∆Ls)− f(s, Ls−)−∆Lsf ′(s, Ls−) : .(10.98)
Proof. Ito’s lemma for a scalar Lévy process (for details, see Cont & Tankov 2003) can be
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written as follows:
f(t, Lt) = f(0, L0) +
∫ t
0
fs(s, Ls)ds+
∫ t
0
σ2
2
fxx(s, Ls)ds+
∫ t
0
fx(s, Ls−)dLs
+
∑
0≤s≤t
∆Ls 6=0
f(s, Ls− +∆Ls)− f(s, Ls−)−∆Lsf ′(s, Ls−). (10.99)
Taking the Wick order of the expression in equation (10.99), we obtain:
:f(t, Lt) : = f(0, L0) + :
∫ t
0
σ2
2
fxx(s, Ls)d[L,L]s : + :
∫ t
0
fx(s, Ls)dLs :
+ :
∑
0≤s≤t
∆Ls 6=0
f(s, Ls− +∆Ls)− f(s, Ls−)−∆Lsf ′(s, Ls−) : .(10.100)
As shown in the proof of Proposition 10.2.4, the Wick order of the quadratic variation
of the Lévy process {Lt} is zero. As a result, the first integral on the right hand side of
(10.100) disappears. Due to the independent increments property of Lévy processes, the
second integral on the right hand side of (10.100) can be written as follows:
:
∫ t
0
fx(Ls)dLs : =
∫ t
0
:fx(Ls) : d :Ls : . (10.101)
We are therefore left with the required result.
Thus far we have considered the Wick power of a stochastic process and looked more
closely at the Brownian motion as well as more general Lévy processes. We now take a
look at examples of the Wick product of Lévy processes.
Remark 10.2.3 We begin with the Wick product :XtYt : and show that it can be expressed
in terms of the first Wick powers, :Xt :, :Yt :, and the covariance of Xt and Yt:
:XtYt : = :Xt : :Yt : + E[Xt]E[Yt]− E[XtYt]
= :Xt : :Yt : −Cov (Xt, Yt) . (10.102)
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Remark 10.2.4 If Xt = Yt in (10.102), we have
:X2t : = :Xt :
2 +(E[Xt])
2 − E[X2t ]
= :Xt :
2 −Var (Xt) . (10.103)
Janson (1997) introduces the Wick product via Feynman diagrams (a rather sophisti-
cated version of the cumulant expansion used in quantum field theory) and includes the
following example using a slightly different approach. Here we reproduce the result using
our formulation of the Wick calculus.
Example 10.2.3 Let
X∞ =
∫ ∞
0
f(s)dWs and Y∞ =
∫ ∞
0
g(s)dWs, (10.104)
where f , g are deterministic functions. The Wick order of these integrals is just the in-
tegrals themselves since the mean of the Brownian motion is zero and the integrands are
deterministic. If we let f(x, y) = xy, then the product of the integrals in (10.104) can be
represented as follows:
:X∞Y∞ : =
∫ ∞
0
XtdYt +
∫ ∞
0
YtdXt. (10.105)
Note that we can also write
:X∞Y∞ : = X∞Y∞ − E[X∞Y∞] (10.106)
by the definition of the Wick product (9.7), since E[X∞] = E[Y∞] = 0. Putting (10.105)
and (10.106) together, we obtain a rather curious result concerning the product of a Gaus-
sian random variables:
X∞Y∞ =
∫ ∞
0
XtdYt +
∫ ∞
0
YtdXt + E[X∞Y∞]. (10.107)
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10.3 Summary
We began this chapter by creating a definition for the Wick power of a stochastic process by
using elements from both Simon (1974) and Goswami & Sengupta (2008). We proceeded
by proving a polynomial representation for the Wick power of a general stochastic process.
Novel results analogous to Ito’s lemma are derived for a scaled Brownian motion with drift
as well as for a scalar Lévy process.
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Chapter 11
Change of measure
As indicated in the previous chapter, the Wick exponential of a Lévy process is just the
associated Esscher martingale whose expectation is unity. As such, one can use it to effect
a change of probability measure:
dQ
dP
∣∣∣∣
Ft
= :eαXt :P . (11.1)
Under this class of measure change, if the process {Xt} is a Lévy process, then it remains
a Lévy process under the measure Q (see Kyprianou 2006, page 78). In fact, and more
interestingly, the effect of the measure change in (11.1) varies greatly between different
Lévy processes. For example, in the case of a Brownian motion (with drift), it is well
known that its drift is modified under such a measure change. For a Poisson process, on the
other hand, such a measure change modifies the jump rate, and for a gamma process it is
the scale of the process that changes, and so on. In what follows we shall comment briefly
on the measure change induced by the Wick exponential of a Lévy process, and use this
to derive the form of the excess rate of return associated with a risky investment when the
underlying price process is modelled by a geometric Lévy process.
11.1 Gaussian change of measure
We begin by examining the Brownian case. The purpose is not merely to show the well-
known result concerning the ‘change of drift’ associated with a Brownian motion, but rather
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to highlight the use of theWick calculus in deriving the measure change on theWick powers
of a Brownian motion. We assume that the measurable space (Ω,F) supports two measures
Q and P so that {Wt} is a Gaussian process with respect to bothQ and P. More specifically,
we consider the case where {Wt} is a Brownian motion with respect to the measure P. We
can then form theWick powers ofWt under the two measures,Q and P, :W nt :Q and :W
n
t :P,
and find transformation laws from one to the other.
To begin, since {Wt} is a Brownian motion under P, we can write
: eαWt :P = e
αWt−
1
2
α2t (11.2)
for the Wick exponential ofWt under P. On the other hand, sinceWt is Gaussian under Q,
we can also write
: eαWt :Q = e
α(Wt−EQ[Wt])−
1
2
α2σ2
Q , (11.3)
where σ2Q is the variance ofWt underQ. Combining equations (11.2) and (11.3), we obtain
the following relation:
eαE
Q[Wt] : eαWt :Q = :e
αWt :P e
1
2
α2(t−σ2Q). (11.4)
By writing the exponentials in terms of their formal power series, we find that
: (Wt + E
Q[Wt])
n :Q =
⌊n/2⌋∑
m=0
n!
(
t− EQ[W 2t ] + EQ[Wt]2
)m
2mm!(n− 2m)! :W
n−2m
t :P , (11.5)
where for clarity we have replaced σ2Q with E
Q[W 2t ]−EQ[Wt]2. This gives a general result
concerning the effect of a measure change on the Wick power for a Brownian motion.
Let us now set n = 1 in (11.5). Then we have
:Wt + E
Q[Wt] :Q= :Wt :P . (11.6)
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If we further let : e−λWt :P for some real λ be the change of measure process, then
EQ[Wt] = E
P[Wt : e
−λWt :P]
= e−
1
2
λ2tEP
[
Wt
∞∑
k=0
(−1)kλkW kt
k!
]
= e−
1
2
λ2t
∞∑
k=0
(−1)kλk
k!
EP
[
W k+1t
]
. (11.7)
Now themth moment of the Brownian motion is
EP[Wmt ] =
{
tj(2j)!
j!2j
, 2j = m
0, 2j + 1 = m
. (11.8)
We therefore conclude that
EQ[Wt] = e
− 1
2
λ2t
∞∑
j=1
(−1)2j−1λ2j−1
(2j − 1)! E
P
[
W 2jt
]
= −2
λ
e−
1
2
λ2t
∞∑
k=0
(
λ2t
2
)k+1
1
k!
= −λt (11.9)
and substituting this into (11.6), we obtain
:Wt :Q= :Wt :P +λt, (11.10)
which is the well-known result obtained from Girsanov’s theorem. We also find from
(11.10) that σQt = t. Analogous results can be obtained for higher powers of the Brow-
nian motion.
11.2 Lévy-Wick change of measure
Let {Lt} be a Lévy process with the associated P-Laplace exponent ψ(t), given by (10.70).
We can write the Wick exponential of this process at time t under some measure Q as
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follows:
: eσLt :Q = e
σLt−tψ∗(σ), where ψ∗(σ) =
1
t
ln
(
EQ
[
eσLt
])
, (11.11)
where : eσLt :Q is one of many possible measure changes. We now observe that
etψ
∗(σ) = EQ
[
eσLt
]
= EP
[
eσLt : e−λLt :P
]
= EP
[
eσLte−λLt−tψ(−λ)
]
= EP
[
e(σ−λ)Lt−tψ(σ−λ)
]
etψ(σ−λ)−tψ(−λ)
= etψ(σ−λ)−tψ(−λ), (11.12)
and so we can write the Laplace exponent of {Lt} underQ in terms of the Laplace exponent
under P as follows:
ψ∗(σ) = ψ(σ − λ)− ψ(−λ). (11.13)
We can therefore express the Wick exponential under Q in terms of Laplace exponents
under the original P measure alone:
: eσLt :Q = e
σLt−tψ(σ−λ)+tψ(−λ). (11.14)
It follows that under the Esscher-type measure change, the transformation of the Wick
power of a Lévy process can be calculated according to the following scheme:
:Lnt :Q =
∂n
∂σn
eσLt−tψ(σ−λ)+tψ(−λ)
∣∣∣∣
σ=0
. (11.15)
Now rearranging (11.14), substituting the result into (10.70) and then using (11.12), we can
also relate the two Wick exponentials under the two measures and obtain
: eσLt :P = :e
σLt :Q e
tψ(σ−λ)−tψ(−λ)−tψ(σ). (11.16)
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Comparing this equation with (11.3), we see that when Lt is a Brownian motion under
P, (11.16) reduces to exactly the expression in (11.3). Equation (11.16) can be used for
changing measure from P to Q or vice versa.
Example 11.2.1 As an elementary application of the above results, let us consider the
modelling of financial asset prices using geometric Lévy models. In this context we assume
that P denotes the ‘physical’ measure, whereas Q refers to the ‘risk-neutral’ or ‘pricing’
measure. Specifically, our objective here is to derive an expression for the excess rate
of return above the short rate arising from a risky investment, when the underlying price
process is modelled by a geometric Lévy model. This result has in fact recently been
obtained by Brody, Hughston & Mackie (2012a). Here, however, we shall derive the result
using the Wick calculus; the result of which is in agreement with the known expression. In
this example we begin by noting that since : eσLt :Q is a Q martingale, we can express these
discounted asset prices as a multiple of : eσLt :Q as follows:
e−rtSt = S0 : e
σLt :Q . (11.17)
Rearranging and using relation (11.16), we thus obtain
St = S0e
rt : eσLt :P e
R(λ,σ)t, (11.18)
where
R(λ, σ) = ψ(σ) + ψ(−λ)− ψ(σ − λ) (11.19)
is the excess rate of return above the short rate, which is given by a function of the risk
measure σ and the risk aversion measure λ. This is identical to the result in Brody, Hugh-
ston & Mackie (2012a), which states that the price process of a risky asset in a geometric
Lévy model under the P measure is given by the expression
St = S0e
rteσLt−tψ(σ)eR(λ,σ)t. (11.20)
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11.3 Summary
In this chapter we showed that the Wick exponential can be used as a change of measure
process, which in itself is not new since it is equivalent to the Esscher transform. However,
we do obtain some interesting results in the process. For example, equation (11.5) may
have some interesting applications for n > 1. We also showed that the result in (11.20)
obtained in Brody, Hughston & Mackie (2012a) can be derived using the Wick exponential
of a Lévy process.
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Chapter 12
Conclusion to Part II
In the second part of this thesis, we have presented various results for the Wick power of
a random variable as well as the more general Wick product of multiple random variables.
When compared to the more familiar Ito calculus, the setting here is a considerably general
one where the random variables are only required to have finite moments. We then apply
the theory, with some extensions, to stochastic processes. It follows, in particular, that the
rules of the calculus are not restricted to the case of a Brownian motion. With this in mind,
we have derived a Wick version of Ito’s lemma for a function f(t, x) of time t and a scaled
and drifted Brownian motion {Xt}:
:f(T,XT ) : − :f(t,Xt) : =
∫ T
t
:fs(s,Xs) : ds+
∫ T
t
:fx(s,Xs) : d :Xs : (12.1)
Note that the result given by the quadratic variation term in Ito’s lemma is embedded within
the Wick ordering.
Now more generally, when extending the theory to consider a Lévy process {Lt} with
finite moments and a smooth function f(t, x) of two variables, we obtain the representation
:f(t, Lt) : = f(0, L0) +
∫ t
0
:fs(s, Ls) : ds+
∫ t
0
:fx(s, Ls−) : d :Ls :
+ :
∑
0≤s≤t
∆Ls 6=0
f(s, Ls− +∆Ls)− f(s, Ls−)−∆Lsf ′(s, Ls−) : . (12.2)
The results obtained have a number of desirable properties due to the fact that the pro-
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cesses considered have independent increments, which makes the Wick exponential as well
as the Wick power both martingales. However, the class of processes that have independent
increments are still considerably rich.
As indicated earlier, our objective is to systematically develop the rules and properties
of the Wick calculus. Having done so, we are in a position to explore its applications
in various areas of applied stochastic analysis such as financial modelling. The analysis
considered at the end of the thesis on change of measure techniques shows promising signs
that the Wick calculus could be developed further in this direction.
141
Bibliography
[1] AMETRANO, F. M., AND BIANCHETTI, M. Bootstrapping the illiquidity: Multiple
yield curves construction for market coherent forward rates estimation. Risk Books,
Incisive Media (2009).
[2] APPELL, P. Sur une classe de polynômes. Ann. Sci. Ecole Norm. Sup.(2) 9 (1880),
119–144.
[3] AVRAM, F., AND TAQQU, M. S. Noncentral limit theorems and Appell polynomi-
als. The Annals of Probability 15, 2 (1987), 767–775.
[4] BELL, E. T. The history of Blissard’s symbolic method, with a sketch of its inven-
tor’s life. American Mathematical Monthly (1938), 414–421.
[5] BELL, E. T. Postulational bases for the umbral calculus. American Journal of
Mathematics (1940), 717–724.
[6] BJÖRK, T. Topics in interest rate theory. In Financial Engineering, vol. 15 of
Handbooks in Operations Research and Management Science. 2007, pp. 377–435.
[7] BJÖRK, T. Arbitrage theory in continuous time. Oxford University Press, 2009.
[8] BLACK, F. The pricing of commodity contracts. Journal of Financial Economics 3,
1 (1976), 167–179.
[9] BLACK, F., DERMAN, E., AND TOY, W. A one-factor model of interest rates and
its application to treasury bond options. Financial Analysts Journal (1990), 33–39.
[10] BLACK, F., AND KARASINSKI, P. Bond and option pricing when short rates are
lognormal. Financial Analysts Journal (1991), 52–59.
BIBLIOGRAPHY 142
[11] BRACE, A., GATAREK, D., AND MUSIELA, M. The market model of interest rate
dynamics. Mathematical Finance 7, 2 (1997), 127–155.
[12] BRENNAN, M. J., AND SCHWARTZ, E. S. A continuous time approach to the
pricing of bonds. Journal of Banking & Finance 3, 2 (1979), 133–155.
[13] BRETTI, G., AND RICCI, P. E. Multidimensional extensions of the Bernoulli and
Appell polynomials. Taiwanese Journal of Mathematics 8, 3 (2004), pp–415.
[14] BRIGO, D., AND MERCURIO, F. Interest Rate Models-Theory and Practice: with
Smile, Inflation and Credit. Springer, 2007.
[15] BRIGO, D., AND PALLAVICINI, A. Interest-rate modelling in collateralized mar-
kets: multiple curves, credit-liquidity effects, ccps. Credit-Liquidity Effects, CCPs
(April 4, 2013) (2013).
[16] BRODY, D. C., AND HUGHSTON, L. P. Interest rates and information geometry.
Proceedings of the Royal Society of London. Series A: Mathematical, Physical and
Engineering Sciences 457, 2010 (2001), 1343–1363.
[17] BRODY, D. C., AND HUGHSTON, L. P. Entropy and information in the interest rate
term structure. Quantitative Finance 2, 1 (2002), 70–80.
[18] BRODY, D. C., AND HUGHSTON, L. P. Chaos and coherence: a new framework
for interest–rate modelling. Proceedings of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences 460, 2041 (2004), 85–110.
[19] BRODY, D. C., AND HUGHSTON, L. P. Lévy information and the aggregation
of risk aversion. Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Science 469, 2154 (2013), 1471–2946.
[20] BRODY, D. C., HUGHSTON, L. P., AND MACKIE, E. General theory of geomet-
ric Lévy models for dynamic asset pricing. Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Science 468, 2142 (2012a), 1778–1798.
BIBLIOGRAPHY 143
[21] BRODY, D. C., HUGHSTON, L. P., AND MACKIE, E. Rational term structure mod-
els with geometric Lévy martingales. Stochastics An International Journal of Prob-
ability and Stochastic Processes 84, 5-6 (2012b), 719–740.
[22] CAIRNS, A. J. G. Interest Rate Models: An Introduction, vol. 10. Princeton Uni-
versity Press, 2004.
[23] CARMONA, R., AND TEHRANCHI, M. R. Interest Rate Models: an Infinite Dimen-
sional Stochastic Analysis Perspective: An Infinite Dimensional Stochastic Analysis
Perspective. Springer, 2010.
[24] CARR, P., AND YU, J. Risk, return, and Ross recovery. Journal of Derivatives 20,
1 (2012), 38–59.
[25] COCHRANE, J. H. Asset Pricing, vol. 1. Princeton University Press, Princeton,
2005.
[26] COLOMBEAU, J. F. Multiplication of distributions. Bulletin of the American Math-
ematical Society 23, 2 (1990), 251–268.
[27] CONSTANTINIDES, G. M. A theory of the nominal term structure of interest rates.
Review of Financial Studies 5, 4 (1992), 531–552.
[28] CONT, R., AND TANKOV, P. Financial modelling with jump processes. CRC press,
2003.
[29] COX, J. C., INGERSOLL JR, J. E., AND ROSS, S. A. A theory of the term structure
of interest rates. Econometrica: Journal of the Econometric Society (1985), 385–
407.
[30] CRÉPEY, S., GRBAC, Z., AND NGUYEN, H. N. A defaultable HJM multiple-curve
term structure model. Preprint, UniversitÃl’ d’Évry Val-d’Essonne (2011).
[31] CRÉPEY, S., GRBAC, Z., AND NGUYEN, H. N. A multiple-curve HJM model of
interbank risk. Mathematics and Financial Economics 6, 3 (2012), 155–190.
BIBLIOGRAPHY 144
[32] DI BUCCHIANICO, A. Probabilistic and analytical aspects of the umbral calculus.
CWI Tracts 119 (1997), 1–148.
[33] DI BUCCHIANICO, A., AND LOEB, D. A selected survey of umbral calculus. The
Electronic Journal of Combinatorics 2 (1995), 28. Updated in (2000).
[34] DI NARDO, E., AND OLIVA, I. A new family of time-space harmonic polynomials
with respect to Lévy processes. Annali di Matematica Pura ed Applicata 192, 5
(2013b), 917–929.
[35] DI NUNNO, G., ØKSENDAL, B., AND PROSKE, F. Malliavin Calculus for Lévy
Processes with Applications to Finance. Springer, 2009.
[36] DOBRUSHIN, R. L., AND MINLOS, R. A. Polynomials in linear random functions.
Russian Mathematical Surveys 32, 2 (1977), 71–127.
[37] DUFFIE, D. Dynamic asset pricing theory. Princeton University Press, Princeton,
1996.
[38] FILIPOVIC´, D. Term-Structure Models: A Graduate Course. Springer Finance,
Berlin, 2009.
[39] FILIPOVIC´, D., AND TROLLE, A. B. The term structure of interbank risk. Journal
of Financial Economics 109, 3 (2013), 707–733.
[40] FLESAKER, B., AND HUGHSTON, L. P. Positive interest. Risk 9, 1 (1996), 46–
49. Reprinted in Vasicek and Beyond: Approaches to Building and Applying In-
terest Rate Models (L.P. Hughston, ed.) Risk Publications (1996); and in Hedging
with Trees: Advances in Pricing and Risk Managing Derivatives (M. Broadie &
P. Glasserman, eds.) Risk Publications (1998).
[41] FLESAKER, B., AND HUGHSTON, L. P. International models for interest rates and
foreign exchange. Net exposure, 3 (1997), 55–79. Reprinted in The New Interest
Rate Models (L.P. Hughston, ed.) Risk Publications (2000). .
BIBLIOGRAPHY 145
[42] FLESAKER, B., AND HUGHSTON, L. P. Positive interest: an afterword. Hedging
With Trees (1998). Chapter 18 in Hedging with Trees: Advances in Pricing and Risk
Managing Derivatives (M. Broadie & P. Glasserman, eds.) Risk Publications.
[43] GERBER, H. U., AND SHIU, E. S. Martingale approach to pricing perpetual Amer-
ican options. Astin Bulletin 24, 2 (1994), 195–220.
[44] GIRAITIS, L., AND SURGAILIS, D. Multivariate Appell polynomials and the central
limit theorem. Dependence in probability and statistics 11 (1986), 21–71.
[45] GJESSING, H., HOLDEN, H., LINDSTRØM, T., ØKSENDAL, B., AND ZHANG,
T. The Wick product. Frontiers in Pure and Applied Probability, TVP Publishers,
Moskow (1993), 29–67.
[46] GLASSERMAN, P., AND JIN, Y. Equilibrium positive interest rates: a unified view.
Review of Financial Studies 14, 1 (2001), 187–214.
[47] GLASSERMAN, P., AND MERENER, N. Numerical solution of jump-diffusion libor
market models. Finance and Stochastics 7, 1 (2003), 1–27.
[48] GOSWAMI, A., AND SENGUPTA, A. Time-space polynomial martingales generated
by a discrete-time martingale. Journal of Theoretical Probability 8, 2 (1995), 417–
432.
[49] GOSWAMI, A., AND SENGUPTA, A. Polynomially harmonizable processes and
finitely polynomially determined Lévy processes. Lecture Notes-Monograph Series
(2003), 153–168.
[50] GRASSELLI, M. R., AND HURD, T. R. Wiener chaos and the Cox–Ingersoll–Ross
model. Proceedings of the Royal Society A: Mathematical, Physical and Engineer-
ing Science 461, 2054 (2005), 459–479.
[51] GRASSELLI, M. R., AND TSUJIMOTO, T. Calibration of chaotic models for interest
rates. arXiv preprint arXiv:1106.2478 (2011).
[52] HANZON, B. On the Square Roots of the Dirac Delta Distribution. Erasmus Uni-
versity, 1983.
BIBLIOGRAPHY 146
[53] HEATH, D., JARROW, R., AND MORTON, A. Bond pricing and the term structure of
interest rates: A new methodology for contingent claims valuation. Econometrica:
Journal of the Econometric Society (1992), 77–105.
[54] HENRARD, M. Interest Rate Modelling in the Multi-Curve Framework: Founda-
tions, Evolution and Implementation. Palgrave Macmillan, 2014.
[55] HENRY-LABORDÈRE, P. Analysis, Geometry, and Modeling in Finance: Advanced
Methods in Option Pricing. CRC Press, 2008.
[56] HIDA, T., AND IKEDA, N. Analysis on Hilbert space with reproducing kernel aris-
ing from multiple Wiener integral. In Proceedings of the Fifth Berkeley Symposium
on Mathematical Statistics and Probability (Berkeley, California, 1965/66) (1967),
vol. 2, pp. 117–143.
[57] HIDA, T., KUO, H. H., POTHOFF, J., AND STREIT, L. White Noise: An Infinite
Dimensional Calculus. Boston= Kluwer Academic Publishers, 1993.
[58] HO, T. S. Y., AND LEE, S. B. Term structure movements and pricing interest rate
contingent claims. The Journal of Finance 41, 5 (1986), 1011–1029.
[59] HOURIET, A., AND KIND, A. Classification invariante des termes de la matrice-s.
Helvetica Physica Acta 22, 3 (1949), 319–330.
[60] HU, Y. Z., AND YAN, J. A. Wick calculus for nonlinear Gaussian functionals. Acta
Mathematicae Applicatae Sinica, English Series 25, 3 (2009), 399–414.
[61] HUGHSTON, L. The past, present and future of term structure modelling. Chapter 7
inModern Risk Management: A History, introduced by Peter Field, (2003), 107-132.
[62] HUGHSTON, L. P., AND MACRINA, A. Discrete-time interest rate modelling.
In: Progress in Analysis and its Applications, Proceedings of the 7th International
ISAAC Congress (M. Ruzhansky & J. Wirth, eds.). World Scientific Publishing
Company, (2010).
BIBLIOGRAPHY 147
[63] HUGHSTON, L. P., AND MACRINA, A. Information, interest, and inflation. In:
Advances in Mathematics of Finance (L. Stettner, ed.), Banach Center Publications.
Polish Academy of Science, Institute of Mathematics, (2008), Vol. 83, 117-138.
[64] HUGHSTON, L. P., AND MINA, F. On the representation of general interest rate
models as square integrable Wiener functionals. In: Recent Advances in Financial
Engineering (Y. Muromachi, H. Nakaoka & A. Takahashi, eds.). World Scientific
Publishing Company, (2012).
[65] HUGHSTON, L. P., AND RAFAILIDIS, A. A chaotic approach to interest rate mod-
elling. Finance and Stochastics 9, 1 (2005), 43–65.
[66] HULL, J., AND WHITE, A. Pricing interest-rate-derivative securities. Review of
financial studies 3, 4 (1990), 573–592.
[67] HULL, J. C., SOKOL, A., AND WHITE, A. Modeling the short rate: The real and
risk-neutral worlds. Rotman School of Management Working Paper No. 2403067
(2014).
[68] HUNT, P. J., AND KENNEDY, J. E. Financial Derivatives in Theory and Practice,
revised edition. John Wiley & Sons, 2004.
[69] ITO, K. Multiple Wiener integral. Journal of the Mathematical Society of Japan 3,
1 (1951), 157–169.
[70] JAMES, J., AND WEBBER, N. Interest Rate Modelling. Wiley-Blackwell Publishing
Ltd., 2000.
[71] JAMSHIDIAN, F. Libor and swap market models and measures. Finance and
Stochastics 1, 4 (1997), 293–330.
[72] JANSON, S. Gaussian Hilbert Spaces, vol. 129. Cambridge university press, 1997.
[73] JUDGE, D. Square roots of nu and delta functions as genreralised eigenfunctions of
momentum and position. Journal of Mathematics and Mechanics 15, 4 (1966), 561.
BIBLIOGRAPHY 148
[74] KARATZAS, I., AND SHREVE, S. E. Methods of mathematical finance. Springer,
1998.
[75] KIJIMA, M., TANAKA, K., AND WONG, T. A multi-quality model of interest rates.
Quantitative Finance 9, 2 (2009), 133–145.
[76] KYPRIANOU, A. Introductory Lectures on Lévy Processes with Applications.
Springer, 2006.
[77] LONGSTAFF, F. A., AND SCHWARTZ, E. S. A two-factor interest rate model and
contingent claims valuation. The Journal of Fixed Income 2, 3 (1992), 16–23.
[78] MALLIAVIN, P. Stochastic Analysis, vol. 199. Springer Berlin, 1997.
[79] MCKEAN, H. P. Stochastic Integrals, vol. 353. American Mathematical Society,
1969.
[80] MEYER, P. A., AND YAN, J. A. Distributions sur l’espace de wiener (suite). In
Séminaire de Probabilités XXIII. Springer, 1989, pp. 382–392.
[81] MILTERSEN, K. R., SANDMANN, K., AND SONDERMANN, D. Closed form so-
lutions for term structure derivatives with log-normal interest rates. The Journal of
Finance 52, 1 (1997), 409–430.
[82] MØLLER, J. S. A remark on Wick ordering of random variables. arXiv preprint
arXiv:1310.7257 (2013).
[83] MORENI, N., AND MORINI, M. A note on multiple curve term structure modeling
with credit/liquidity spread. Tech. rep., Banca IMI Internal Report, 2010.
[84] MORENI, N., AND PALLAVICINI, A. Parsimonious HJM modelling for multiple
yield-curve dynamics. Available at SSRN 1699300 (2010).
[85] MORENI, N., AND PALLAVICINI, A. Parsimonious multi-curve HJM modelling
with stochastic volatility. Interest Rate Modelling After the Financial Crisis. Risk
Books, London (2013).
BIBLIOGRAPHY 149
[86] MULLIN, R., AND ROTA, G. C. On the foundations of combinatorial theory. iii.
theory of binomial enumeration. Graph theory and its applications (1970), 167–
213.
[87] MUSIELA, M., AND RUTKOWSKI, M. Martingale methods in financial modelling,
vol. 36. Springer, 2006.
[88] NUALART, D. The Malliavin Calculus and Related Topics. Springer, 2006.
[89] ØKSENDAL, B. Stochastic Differential Equations. Springer, 2003.
[90] PITERBARG, V. Funding beyond discounting: Collateral agreements and derivatives
pricing. Risk 23, 2 (2010), 97.
[91] PITERBARG, V. Cooking with collateral. Risk Magazine 8 (2012).
[92] PROTTER, P. E. Stochastic Integration and Differential Equations: Version 2.1,
vol. 21. Springer, 2004.
[93] RAFAILIDIS, A. A chaotic approach to dynamic asset pricing theory. PhD thesis,
King’s College London (University of London), 2005.
[94] REBONATO, R. Modern pricing of interest-rate derivatives: The LIBOR market
model and beyond. Princeton University Press, 2002.
[95] ROGERS, L. C. G. The potential approach to the term structure of interest rates and
foreign exchange rates. Mathematical Finance 7, 2 (1997), 157–176.
[96] ROGERS, L. C. G. One for all the potential approach to pricing and hedging. In
Progress in Industrial Mathematics at ECMI 2004. Springer, 2006, pp. 407–421.
[97] ROGERS, L. C. G., AND WILLIAMS, D. Diffusions, Markov Processes, and Mar-
tingales: Volume 1, Foundations. Cambridge university press, 2000.
[98] ROMAN, S. The Umbral Calculus. Dover Books on Mathematics, 1984.
[99] ROMAN, S. M., AND ROTA, G.-C. The umbral calculus. Advances in Mathematics
27, 2 (1978), 95–188.
BIBLIOGRAPHY 150
[100] ROTA, G. Finite Operator Calculus. Academic Press, New York, 1975.
[101] RUTKOWSKI, M. A note on the Flesaker-Hughston model of the term structure of
interest rates. Applied Mathematical Finance 4, 3 (1997), 151–163.
[102] SANDMANN, K., AND SONDERMANN, D. A note on the stability of lognormal
interest rate models and the pricing of eurodollar futures. Mathematical Finance 7,
2 (1997), 119–125.
[103] SCHOUTENS, W. Stochastic Processes and Orthogonal Polynomials. Lecture Notes
in Statistics, No. 146. Springer, 2000.
[104] SEGAL, I. Quantization of nonlinear systems. Journal of Mathematical Physics 1,
6 (1960), 468–488.
[105] SENGUPTA, A. Time-space harmonic polynomials for continuous-time processes
and an extension. Journal of Theoretical Probability 13, 4 (2000), 951–976.
[106] SENGUPTA, A. Markov processes, time–space harmonic functions and polynomials.
Statistics & Probability Letters 78, 18 (2008), 3277–3280.
[107] SHEFFER, I. M. Some properties of polynomial sets of type zero. Duke Mathemat-
ical Journal 5, 3 (1939), 590–622.
[108] SIMON, B. The P(φ)2 Euclidean (Quantum) Field Theory. Princeton Series in
Physics, Princeton University Press, 1974.
[109] SURGAILIS, D., AND VAICˇIULIS, M. Convergence of Appell polynomials of long
range dependent moving averages in martingale differences. Acta Applicandae
Mathematica 58, 1-3 (1999), 343–357.
[110] SYLVESTER, J. J. On the relation between the minor determinants of linearly equiv-
alent quadratic functions. The London, Edinburgh, and Dublin Philosophical Mag-
azine and Journal of Science 1, 4 (1851), 295–305.
[111] TSUJIMOTO, T. Calibration of the chaotic interest rate model. PhD thesis, Univer-
sity of St Andrews, 2010.
BIBLIOGRAPHY 151
[112] VASICEK, O. An equilibrium characterization of the term structure. Journal of
Financial Economics 5, 2 (1977), 177–188.
[113] WICK, G. C. The evaluation of the collision matrix. Physical review 80, 2 (1950).
[114] WIENER, N. The homogeneous chaos. The American Journal of Mathematics 60,
4 (1938), 897–936.
