Long Cycles in 1-tough Graphs by Nikoghosyan, Zh. G.
ar
X
iv
:1
40
1.
57
63
v1
  [
ma
th.
CO
]  
22
 Ja
n 2
01
4
Long Cycles in 1-tough Graphs
Zh.G. Nikoghosyan∗
October 23, 2018
Abstract
In 1952, Dirac proved that every 2-connected graph with minimum
degree δ either is hamiltonian or contains a cycle of length at least 2δ.
In 1986, Bauer and Schmeichel enlarged the bound 2δ to 2δ + 2 under
additional 1-tough condition - an alternative and more natural necessary
condition for a graph to be hamiltonian. In fact, the bound 2δ+2 is sharp
for a graph on n vertices when n ≡ 1(mod 3). In this paper we present
the final version of this result which is sharp for each n: every 1-tough
graph either is hamiltonian or contains a cycle of length at least 2δ + 2
when n ≡ 1(mod 3), at least 2δ + 3 when n ≡ 2(mod 3) or n ≡ 1(mod 4),
and at least 2δ + 4 otherwise.
Key words: Hamilton cycle, circumference, minimum degree, 1-tough
graphs.
1 Introduction
Only finite undirected graphs without loops or multiple edges are considered.
A good reference for any undefined terms is [2].
The earliest two theoretical results in hamiltonian graph theory were devel-
oped in 1952 due to Dirac [4] in forms of a sufficient condition for a graph to be
hamiltonian and a lower bound for the circumference c (the length of a longest
cycle of a graph), respectively, based on order n and minimum degree δ.
Theorem A [4]. Every graph with δ ≥ n/2 is hamiltonian.
Theorem B [4]. Every 2-connected graph either is hamiltonian or c ≥ 2δ.
In 1973, Chva´tal [3] introduced the concept of toughness. Since then a lot of
research has been done towards finding the exact analogs of classical hamiltonian
results under additional 1-tough condition - an alternative and more natural
necessary condition for a graph to be hamiltonian.
∗G.G. Nicoghossian (up to 1997)
1
In 1978, Jung [5] established the analog of Theorem A for 1-tough graphs.
Theorem C [5]. Every 1-tough graph on n ≥ 11 vertices with δ ≥ (n − 4)/2
is hamiltonian.
In 1986, Bauer and Schmeichel [1] proved that the bound 2δ in Theorem B
can be enlarged to 2δ + 2 for 1-tough graphs.
Theorem D [1]. Every 1-tough graph either is hamiltonian or c ≥ 2δ + 2.
In fact, Theorem D is sharp when n ≡ 1(mod 3). In this paper we present
the final version of Theorem D which is sharp for each n.
Theorem 1. Every 1-tough graph either is hamiltonian or
c ≥


2δ + 2 when n ≡ 1(mod 3),
2δ + 3 when n ≡ 2(mod 3) or n ≡ 1(mod 4),
2δ + 4 otherwise.
Theorem 1 is sharp for each n. To see this, letH1, H2, ..., Hh be disjoint complete
graphs with distinct vertices xi, yi ∈ V (Hi) (i = 1, 2, ..., h). Form a new graph
H(t1, t2, ..., th) by identifying the vertices x1, x2, ..., xh and adding all possible
edges between y1, y2, ..., yh, where ti = |V (Hi)| (i = 1, 2, ..., h). The graph
H(δ − 1, δ − 1, δ − 1) shows that the bound 2δ + 2 in Theorem 1 cannot be
replaced by 2δ + 3 when n ≡ 1(mod 3). Next, the graphs H(δ, δ− 1, δ − 1) and
H(δ − 1, δ − 1, δ − 1, δ − 1) show that the bound 2δ + 3 cannot be replaced by
2δ + 4 when n ≡ 2(mod 3) or n ≡ 1(mod 4). Finally, the graph H(δ, δ, δ − 1)
shows that the bound 2δ + 4 cannot be replaced by 2δ + 5.
2 Notations and preliminaries
The set of vertices of a graph G is denoted by V (G) and the set of edges by
E(G). For S a subset of V (G), we denote by G\S the maximum subgraph of
G with vertex set V (G)\S. We write 〈S〉 for the subgraph of G induced by S.
For a subgraph H of G we use G\H short for G\V (H). The neighborhood and
the degree of a vertex x ∈ V (G) will be denoted by N(x) and d(x), respectively.
Furthermore, for a subgraph H of G and x ∈ V (G), we define NH(x) = N(x)∩
V (H) and dH(x) = |NH(x)|. Let s(G) denote the number of components of
a graph G. A graph G is 1-tough if |S| ≥ s(G\S) for every subset S of the
vertex set V (G) with s(G\S) > 1. A graph G on n vertices is hamiltonian if G
contains a Hamilton cycle, i.e. a cycle of length n.
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a
path or a cycle, then the length of Q, denoted by |Q|, is |E(Q)|. We write Q
with a given orientation by
−→
Q . For x, y ∈ V (Q), we denote by x
−→
Qy the subpath
of Q in the chosen direction from x to y. For x ∈ V (C), we denote the h-th
successor and the h-th predecessor of x on
−→
C by x+h and x−h, respectively. We
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abbreviate x+1 and x−1 by x+ and x−, respectively. For each X ⊂ V (C), we
define X+ = {x+|x ∈ X} and X− = {x−|x ∈ X}.
Special definitions. Let G be a graph, C a longest cycle in G and P = x
−→
P y
a longest path in G\C of length p ≥ 0. Let ξ1, ξ2, ..., ξs be the elements of
NC(x) ∪NC(y) occuring on
−→
C in a consecutive order. Set
Ii = ξi
−→
C ξi+1, I
∗
i = ξ
+
i
−→
C ξ−i+1 (i = 1, 2, ..., s),
where ξs+1 = ξ1.
(1) The segments I1, I2, ..., Is are called elementary segments on C induced
by NC(x) ∪NC(y).
(2) We call a path L = z
−→
Lw an intermediate path between two distinct
elementary segments Ia and Ib, if
z ∈ V (I∗a), w ∈ V (I
∗
b ), V (L) ∩ V (C ∪ P ) = {z, w}.
(3) Define Υ(Ii1 , Ii2 , ..., Iit) to be the set of all intermediate paths between
elementary segments Ii1 , Ii2 , ..., Iit .
(4) If Υ(I1, ..., Is) ⊆ E then the maximum number of intermediate indepen-
dent edges (having no a common vertex) in Υ(I1, ..., Is) will be denoted by µ(Υ).
(5) We say that two intermediate independent edges w1w2, w3w4 have a
crossing, if either w1, w3, w2, w4 or w1, w4, w2, w3 occur on
−→
C in a consecutive
order.
Lemma 1. Let G be a graph, C a longest cycle in G and P = x
−→
P y a longest
path in G\C of length p ≥ 1. If |NC(x)| ≥ 2, |NC(y)| ≥ 2 and NC(x) 6= NC(y)
then
c ≥
{
3δ +max{σ1, σ2} − 1 ≥ 3δ if p = 1,
4δ − 2p if p ≥ 2,
where σ1 = |NC(x)\NC(y)| and σ2 = |NC(y)\NC(x)|.
Lemma 2. Let G be a graph, C a longest cycle in G and P = x
−→
P y a
longest path in G\C of length p ≥ 0. Let NC(x) = NC(y), |NC(x)| ≥ 2
and f, g ∈ {1, ..., s}.
(a1) If L ∈ Υ(If , Ig) then
|If |+ |Ig| ≥ 2p+ 2|L|+ 4.
(a2) If Υ(If , Ig) ⊆ E(G) and |Υ(If , Ig)| = ε for some ε ∈ {1, 2, 3} then
|If |+ |Ig| ≥ 2p+ ε+ 5,
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(a3) If Υ(If , Ig) ⊆ E(G) and Υ(If , Ig) contains two independent intermedi-
ate edges then
|If |+ |Ig| ≥ 2p+ 8.
The following result is due to Voss [6].
Lemma 3 [6]. Let G be a hamiltonian graph, {v1, v2, ..., vt} ⊆ V (G) and
d(vi) ≥ t (i = 1, 2, ..., t). Then each pair x, y of vertices of G is connected in G
by a path of length at least t.
3 Proofs
Proof of Lemma 1. Put
A1 = NC(x)\NC(y), A2 = NC(y)\NC(x), M = NC(x) ∩NC(y).
By the hypothesis, NC(x) 6= NC(y), implying that
max{|A1|, |A2|} ≥ 1.
Let ξ1, ξ2, ..., ξs be the elements of NC(x) ∪ NC(y) occuring on
−→
C in a con-
secutive order. Put Ii = ξi
−→
C ξi+1 (i = 1, 2, ..., s), where ξs+1 = ξ1. Clearly,
s = |A1| + |A2| + |M |. Since C is extreme, we have |Ii| ≥ 2 (i = 1, 2, ..., s).
Next, if {ξi, ξi+1} ∩M 6= ∅ for some i ∈ {1, 2, ..., s} then |Ii| ≥ p+ 2. Further,
if either ξi ∈ A1, ξi+1 ∈ A2 or ξi ∈ A2, ξi+1 ∈ A1 then again |Ii| ≥ p+ 2.
Case 1. p = 1.
Case 1.1. |Ai| ≥ 1 (i = 1, 2).
It follows that among I1, I2, ..., Is there are |M | + 2 segments of length at
least p + 2. Observing also that each of the remaining s− (|M | + 2) segments
has a length at least 2, we have
c ≥ (p+ 2)(|M |+ 2) + 2(s− |M | − 2)
= 3(|M |+ 2) + 2(|A1|+ |A2| − 2) = 2|A1|+ 2|A2|+ 3|M |+ 2.
Since |A1| = d(x) − |M | − 1 and |A2| = d(y)− |M | − 1, we have
c ≥ 2d(x) + 2d(y)− |M | − 2 ≥ 3δ + d(x) − |M | − 2.
Recalling that d(x) = |M |+ |A1|+ 1, we get
c ≥ 3δ + |A1| − 1 = 3δ + σ1 − 1.
Analogously, c ≥ 3δ + σ2 − 1. So,
c ≥ 3δ +max{σ1, σ2} − 1 ≥ 3δ.
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Case 1.2. Either |A1| ≥ 1, |A2| = 0 or |A1| = 0, |A2| ≥ 1.
Assume w.l.o.g. that |A1| ≥ 1 and |A2| = 0, i.e. |NC(y)| = |M | ≥ 2 and
s = |A1|+ |M | . Hence, among I1, I2, ..., Is there are |M |+1 segments of length
at least p + 2 = 3. Taking into account that |M | + 1 = d(y) and each of the
remaining s− (|M |+ 1) segments has a length at least 2, we get
c ≥ 3(|M |+ 1) + 2(s− |M | − 1) = 3d(y) + 2(|A1| − 1)
≥ 3δ + |A1| − 1 = 3δ +max{σ1, σ2} − 1 ≥ 3δ.
Case 2. p ≥ 2.
Case 2.1. |Ai| ≥ 1 (i = 1, 2).
It follows that among I1, I2, ..., Is there are |M | + 2 segments of length at
least p+ 2. Further, since each of the remaining s − (|M | + 2) segments has a
length at least 2, we get
c ≥ (p+ 2)(|M |+ 2) + 2(s− |M | − 2)
= (p− 2)|M |+ (2p+ 4|M |+ 4) + 2(|A1|+ |A2| − 2)
≥ 2|A1|+ 2|A2|+ 4|M |+ 2p.
Observing also that
|A1|+ |M |+ p ≥ d(x), |A2|+ |M |+ p ≥ d(y),
we have
2|A1|+ 2|A2|+ 4|M |+ 2p
≥ 2d(x) + 2d(y)− 2p ≥ 4δ − 2p,
implying that c ≥ 4δ − 2p.
Case 2.2. Either |A1| ≥ 1, |A2| = 0 or |A1| = 0, |A2| ≥ 1.
Assume w.l.o.g. that |A1| ≥ 1 and |A2| = 0, that is |NC(y)| = |M | ≥ 2 and
s = |A1|+ |M |. It follows that among I1, I2, ..., Is there are |M |+1 segments of
length at least p+ 2. Observing also that |M |+ p ≥ d(y) ≥ δ, i.e. 2p+ 4|M | ≥
4δ − 2p, we get
c ≥ (p+ 2)(|M |+ 1) ≥ (p− 2)(|M | − 1) + 2p+ 4|M |
≥ 2p+ 4|M | ≥ 4δ − 2p.
Proof of Lemma 2. Let ξ1, ξ2, ..., ξs be the elements of NC(x) occuring on
−→
C in a consecutive order. Put Ii = ξi
−→
C ξi+1 (i = 1, 2, ..., s), where ξs+1 = ξ1.
To prove (a1), let L ∈ Υ(If , Ig). Further, let L = z
−→
Lw with z ∈ V (I∗f ) and
w ∈ V (I∗g ). Put
|ξf
−→
C z| = d1, |z
−→
Cξf+1| = d2, |ξg
−→
Cw| = d3, |w
−→
C ξg+1| = d4,
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C′ = ξfx
−→
P yξg
←−
C z
−→
Lw
−→
C ξf .
Clearly,
|C′| = |C| − d1 − d3 + |L|+ |P |+ 2.
Since C is extreme, we have |C| ≥ |C′|, implying that d1 + d3 ≥ p+ |L|+2. By
a symmetric argument, d2 + d4 ≥ p+ |L|+ 2. Hence
|If |+ |Ig | =
4∑
i=1
di ≥ 2p+ 2|L|+ 4.
The proof of (a1) is complete. To prove (a2) and (a3), let Υ(If , Ig) ⊆ E(G)
and |Υ(If , Ig)| = ε for some ε ∈ {1, 2, 3}.
Case 1. ε = 1.
Let L ∈ Υ(If , Ig), where |L| = 1. By (a1),
|If |+ |Ig| ≥ 2p+ 2|L|+ 4 = 2p+ 6.
Case 2. ε = 2.
It follows that Υ(If , Ig) consists of two edges e1, e2. Put e1 = z1w1 and
e2 = z2w2, where {z1, z2} ⊆ V (I∗f ) and {w1, w2} ⊆ V (I
∗
g ).
Case 2.1. z1 6= z2 and w1 6= w2.
Assume w.l.o.g. that z1 and z2 occur in this order on If .
Case 2.1.1. w2 and w1 occur in this order on Ig .
Put
|ξf
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C ξf+1| = d3,
|ξg
−→
Cw2| = d4, |w2
−→
Cw1| = d5, |w1
−→
C ξg+1| = d6,
C′ = ξf
−→
C z1w1
←−
Cw2z2
−→
C ξgx
−→
P yξg+1
−→
C ξf .
Clearly,
|C′| = |C| − d2 − d4 − d6 + |{e1}|+ |{e2}|+ |P |+ 2
= |C| − d2 − d4 − d6 + p+ 4.
Since C is extreme, we have |C| ≥ |C′|, implying that d2 + d4 + d6 ≥ p+ 4. By
a symmetric argument, d1 + d3 + d5 ≥ p+ 4. Hence
|If |+ |Ig| =
6∑
i=1
di ≥ 2p+ 8.
Case 2.1.2. w1 and w2 occur in this order on Ig .
Putting
C′ = ξf
−→
C z1w1
−→
Cw2z2
−→
C ξgx
−→
P yξg+1
−→
C ξf ,
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we can argue as in Case 2.1.1.
Case 2.2. Either z1 = z2, w1 6= w2 or z1 6= z2, w1 = w2.
Assume w.l.o.g. that z1 6= z2, w1 = w2 and z1, z2 occur in this order on If .
Put
|ξf
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C ξf+1| = d3,
|ξg
−→
Cw1| = d4, |w1
−→
C ξg+1| = d5,
C′ = ξfx
−→
P yξg
←−
C z1w1
−→
C ξf ,
C′′ = ξf
−→
C z2w1
←−
C ξf+1x
−→
P yξg+1
−→
C ξf .
Clearly,
|C′| = |C| − d1 − d4 + |{e1}|+ |P |+ 2 = |C| − d1 − d4 + p+ 3,
|C′′| = |C| − d3 − d5 + |{e2}|+ |P |+ 2 = |C| − d3 − d5 + p+ 3.
Since C is extreme, |C| ≥ |C′| and |C| ≥ |C′′|, implying that
d1 + d4 ≥ p+ 3, d3 + d5 ≥ p+ 3.
Hence,
|If |+ |Ig| =
5∑
i=1
di ≥ d1 + d3 + d4 + d5 + 1 ≥ 2p+ 7.
Case 3. ε = 3.
It follows that Υ(If , Ig) consists of three edges e1, e2, e3. Let ei = ziwi
(i = 1, 2, 3), where {z1, z2, z3} ⊆ V (I∗f ) and {w1, w2, w3} ⊆ V (I
∗
g ). If there
are two independent edges among e1, e2, e3 then we can argue as in Case 2.1.
Otherwise, we can assume w.l.o.g. that w1 = w2 = w3 and z1, z2, z3 occur in
this order on If . Put
|ξf
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C z3| = d3,
|z3
−→
C ξf+1| = d4, |ξg
−→
Cw1| = d5, |w1
−→
C ξg+1| = d6,
C′ = ξfx
−→
P yξg
←−
C z1w1
−→
C ξf ,
C′′ = ξf
−→
C z3w1
←−
C ξf+1x
−→
P yξg+1
−→
C ξf .
Clearly,
|C′| = |C| − d1 − d5 + |{e1}|+ p+ 2,
|C′′| = |C| − d4 − d6 + |{e3}|+ p+ 2.
Since C is extreme, we have |C| ≥ |C′| and |C| ≥ |C′′|, implying that
d1 + d5 ≥ p+ 3, d4 + d6 ≥ p+ 3.
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Hence,
|If |+ |Ig| =
6∑
i=1
di ≥ d1 + d4 + d5 + d6 + 2 ≥ 2p+ 8.
Proof of Theorem 1. Let G be a 1-tough graph. If c ≥ 2δ + 4 then we are
done. Hence, we can assume that
c ≤ 2δ + 3. (1)
Let C be a longest cycle in G and P = x1
−→
P x2 a longest path in G\C. Put
|P | = |V (P )| − 1 = p. If |V (P )| = 0 then C is a Hamilton cycle and we are
done. Let |V (P )| ≥ 1, that is p ≥ 0. Put X = NC(x1)∪NC(x2) and let ξ1, ..., ξs
be the elements of X occuring on C in a consecutive order. Put
Ii = ξi
−→
C ξi+1, I
∗
i = ξ
+
i
−→
C ξ−i+1 (i = 1, ..., s),
where ξs+1 = ξ1. Since G is a 1-tough graph, we have δ ≥ 2.
Case 1. p ≤ δ − 2.
It follows that s ≥ |NC(xi)| ≥ δ − p ≥ 2 (i = 1, 2). Assume first that
NC(x1) 6= NC(x2), implying that p ≥ 1. If p ≥ 2 then by Lemma 1, c ≥ 4δ−2p ≥
2δ+4, contradicting (1). Hence p = 1, which yields δ ≥ p+2 = 3. By Lemma 1,
c ≥ 3δ ≥ 9. If δ ≥ 4 then c ≥ 3δ ≥ 2δ+4, contradicting (1). Let δ = 3. Next, we
can suppose that c = 9, since otherwise c ≥ 10 = 3δ+ 1 = 2δ+4, contradicting
(1). Further, we can suppose that s ≥ 3, since NC(x1) = NC(x2) when s = 2,
contradicting the hypothesis. Finally, we can suppose that s = 3, since clearly
c ≥ 10 when s ≥ 4, a contradiction. Thus, |I1| = |I2| = |I3| = 3 and it is
not hard to see that G\{ξ1, ξ2, ξ3} has at least four components, contradicting
τ ≥ 1.
Now assume that NC(x1) = NC(x2). Since C is extreme, we have
|Ii| ≥ |ξix1
−→
P x2ξi+1| ≥ p+ 2 (i = 1, ..., s).
Case 1.1. s ≥ δ − p+ 1.
Clearly,
c =
s∑
i=1
|Ii| ≥ s(p+ 2)
≥ (δ − p+ 1)(p+ 2) = (δ − p− 2)p+ 2δ + p+ 2. (2)
If p ≥ 2 then by (2), c ≥ 2δ + 4, contradicting (1). Let p ≤ 1.
Case 1.1.1. p = 0.
8
If Υ(I1, ..., Is) = ∅ then G\{ξ1, ..., ξs} has at least s + 1 components, con-
tradicting the fact that τ ≥ 1. Otherwise Υ(Ia, Ib) 6= ∅ for some distinct
a, b ∈ {1, ..., s}. Let L ∈ Υ(Ia, Ib). By Lemma 2(a1),
|Ia|+ |Ib| ≥ 2p+ 2|L|+ 4 ≥ 6.
Recalling also that s ≥ δ − p+ 1 = δ + 1, we get
c =
s∑
i=1
|Ii| ≥ |Ia|+ |Ib|+ 2(s− 2) = 2s+ 2 ≥ 2δ + 4,
contradicting (1).
Case 1.1.2. p = 1.
By (2), c ≥ 3δ. We can suppose that δ ≤ 3, since c ≥ 3δ ≥ 2δ + 4 when
δ ≥ 4, contradicting (1). On the other hand, by the hypothesis, δ ≥ p+ 2 = 3,
implying that δ = 3. By the hypothesis, s ≥ δ−p+1 = 3. Next, we can suppose
that s = 3, since c ≥ s(p + 2) ≥ 12 = 2δ + 6 when s ≥ 4, contradicting (1).
Further, if Υ(I1, I2, I3) = ∅ then G\{ξ1, ξ2, ξ3} has at least four components,
contradicting τ ≥ 1. Otherwise Υ(Ia, Ib) 6= ∅ for some distinct a, b ∈ {1, 2, 3},
say a = 1 and b = 2. Let L ∈ Υ(I1, I2). By Lemma 2(a1),
|I1|+ |I2| ≥ 2p+ 2|L|+ 4 = 8,
which yields c ≥ |I1|+ |I2|+ |I3| ≥ 11 = 2δ + 5, contradicting (1).
Case 1.2. s = δ − p.
It follows that x1x2 ∈ E. Then x1x2
←−
P x+1 is another longest path in G\C.
We can suppose that NC(x1) = NC(x
+
1 ), since otherwise we can argue as in
Case 1. By the same reason,
NC(x1) = NC(x
+
1 ) = NC(x
+2
1 ) = ... = NC(x2).
Since C is extreme, we have |Ii| ≥ |ξix1
−→
P x2ξi+1| = p + 2 (i = 1, ..., s). If
Υ(I1, ..., Is) = ∅ then G\{ξ1, ..., ξs} has at least s+1 components, contradicting
τ ≥ 1. Otherwise Υ(Ia, Ib) 6= ∅ for some distinct a, b ∈ {1, ..., s}. Let L ∈
Υ(Ia, Ib) with L = z1
−→
Lz2, where z1 ∈ V (I∗a ) and z2 ∈ V (I
∗
b ). By Lemma 2(a1),
|Ia|+ |Ib| ≥ 2p+ 6. Hence
c =
s∑
i=1
|Ii| ≥ |Ia|+ |Ib|+ (s− 2)(p+ 2) ≥ s(p+ 2) + 2
= (δ − p)(p+ 2) + 2 = 2δ + 2 + p(δ − p− 2). (3)
Claim 1. (a1) 2p+ 6 ≤ |Ia|+ |Ib| ≤ 2p+ 7 and |Ii| ≤ p+ 5 (i = 1, ..., s).
(a2) If |Ia|+ |Ib| = 2p+ 7 then |Ii| = p+ 2 for each i ∈ {1, ..., s}\{a, b}.
(a3) If |Ia|+ |Ib| = 2p+6 then |If | ≤ p+3 for some f ∈ {1, ..., s}\{a, b} and
|Ii| = p+ 2 for each i ∈ {1, ..., s}\{a, b, f}.
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(a4) If |If | = p + 5 for some f ∈ {a, b} then |Ii| = p + 2 for each i ∈
{1, ..., s}\{f}.
(a5) For each distinct f, g, h ∈ {1, ..., s}, |If |+ |Ig|+ |Ih| ≤ 3p+ 9.
(a6) Υ(I1, ..., Is) ⊆ E.
Proof. If |If | ≥ p+ 6 for some f ∈ {1, ..., s} then
c =
s∑
i=1
|Ii| ≥ |If |+ (s− 1)(p+ 2) ≥ s(p+ 2) + 4
= 2δ + 4 + p(δ − p− 2) ≥ 2δ + 4,
contradicting (1). Next, if |Ia|+ |Ib| ≥ 2p+ 8 then
c ≥ |Ia|+ |Ib|+ (s− 2)(p+ 2) ≥ s(p+ 2) + 4 ≥ 2δ + 4,
again contradicting (1). Hence (a1) holds. Statements (a2)−(a4) can be proved
by a similar way. To prove (a5), assume the contrary, that is |If |+ |Ig|+ |Ih| ≥
3p+ 10 for some distinct f, g, h ∈ {1, ..., s}. Then
c =
s∑
i=1
|Ii| ≥ |If |+ |Ig|+ |Ih|+ (s− 3)(p+ 2)
≥ 3(p+ 2) + 4 + (s− 3)(p+ 2) = 2δ + 4 + p(s− 2) ≥ 2δ + 4,
contradicting (1). Statement (a6) follows from Lemma 2(a1) and Claim 1(a1).
Claim 1 is proved.
Claim 2. p+ 3 ≤ d1 ≤ p+ 4 and p+ 3 ≤ d2 ≤ p+ 4, where
d1 = |ξa
−→
C z1|+ |ξb
−→
C z2|, d2 = |z1
−→
C ξa+1|+ |z2
−→
C ξb+1|.
Proof. Put
Q = ξax1
−→
P x2ξb
←−
C z1z2
−→
C ξa.
Clearly, |Q| = |C|− d1+ p+3. Since C is extreme, we have |C| ≥ |Q|, implying
that d1 ≥ p + 3. By a symmetric argument, d2 ≥ p + 3. By Claim 1(a1),
|Ia|+ |Ib| = d1 + d2 ≤ 2p+ 7. If d1 ≥ p+ 5 then 2p+ 7 ≥ d1 + d2 ≥ p+ 5+ d2,
implying that d2 ≤ p+ 2, a contradiction. Hence, d1 ≤ p+ 4. By a symmetric
argument, d2 ≤ p+ 4. Claim 2 is proved.
Claim 3. If v1 ∈ V (ξ+a
−→
C z−1 ) and v2 ∈ V (z
+
1
−→
C ξ−a+1) then v1v2 6∈ E.
Proof. Assume the contrary, that is v1v2 ∈ E. Put
Q = ξa
−→
Cv1v2
←−
C z1z2
←−
C ξa+1x1
−→
P x2ξb+1
−→
C ξa,
|ξa
−→
Cv1| = d1, |v1
−→
C z1| = d2, |z1
−→
Cv2| = d3,
|v2
−→
C ξa+1| = d4, |ξb
−→
C z2| = d5, |z2
−→
C ξb+1| = d6.
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Clearly, |Q| = |C|− d2− d4− d6+ p+4. Since C is extreme, we have |Q| ≤ |C|,
implying that d2+d4+d6 ≥ p+4. By a symmetric argument, d1+d3+d5 ≥ p+4.
By summing, we get
6∑
i=1
di = |Ia|+ |Ib| ≥ 2p+ 8,
contradicting Claim 1(a1). Thus, v1v2 6∈ E. Claim 3 is proved.
Claim 4. Let ξf , ξg, ξh occur on
−→
C in a consecutive order for some f, g, h ∈
{1, ..., s} and w1w2 ∈ E for some w1 ∈ V (I∗f ) and w2 ∈ V (I
∗
g ). If N(w3) ∩
{ξf+1, ξg} 6= ∅ for some w3 ∈ V (I∗h) then
|w1
−→
C ξf+1|+ |ξg
−→
Cw2|+ |ξh
−→
Cw3| ≥ p+ 4.
Further, if N(w4) ∩ {ξf+1, ξg} 6= ∅ for some w4 ∈ V (I∗h−1) then
|w1
−→
C ξf+1|+ |ξg
−→
Cw2|+ |w4
−→
C ξh| ≥ p+ 4.
Proof. Assume first that w3ξf+1 ∈ E. Put
Q = ξf
−→
Cw1w2
−→
C ξhx1
−→
P x2ξg
←−
C ξf+1w3ξf .
Clearly,
|Q| = |C| − |w1
−→
C ξf+1| − |ξg
−→
Cw2| − |ξh
−→
Cw3|+ p+ 4.
Since |Q| ≤ |C|, the desired result holds immediately. If w4ξf+1 ∈ E then we
can use the following cycle
Q′ = ξf
−→
Cw1w2
−→
Cw4ξf+1
−→
C ξgx2
←−
P x1ξh
−→
C ξf
instead of Q. By a symmetric argument, the desired result holds when either
w3ξg ∈ E or w4ξg ∈ E. Claim 4 is proved.
Claim 5. Every two intermediate independent edges e1, e2 in Υ(I1, ..., Is)
have a crossing with e1, e2 ∈ Υ(If , Ig, Ih) for some distinct f, g, h ∈ {1, ..., s}.
Proof. Let e1 = w1w2 and e2 = w3w4. We distinguish three different
cases. First, if e1, e2 ∈ Υ(If , Ig) for some distinct f, g, then by Lemma 2(a3),
|If |+ |Ig| ≥ 2p+ 8, contradicting Claim 1(a1). Next, if e1 ∈ Υ(If , Ig) and e2 ∈
Υ(Ih, Ir) for some distinct f, g, h, r, then by Lemma 2(a1), |If |+ |Ig| ≥ 2p+ 6
and |Ih|+ |Ir | ≥ 2p+ 6, implying that
c ≥ |If |+ |Ig|+ |Ih|+ |Ir |+ (s− 4)(p+ 2) = 4p+ 12 + (s− 4)(p+ 2)
= s(p+ 2) + 4 = 2δ + 4 + p(δ − p− 2) ≥ 2δ + 4,
which again contradicts (1). Finally, let e1 ∈ Υ(If , Ig) and e2 ∈ Υ(If , Ih) for
some distinct f, g, h. Assume w.l.o.g. that ξf , ξg, ξh occur on
−→
C in a consecutive
order and w1, w3 ∈ V (I∗f ), w2 ∈ V (I
∗
g ), w4 ∈ V (I
∗
h). We can assume also that
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w3 and w1 occur on If in a consecutive order, since otherwise e1 and e2 have a
crossing and we are done. Put
Q = ξf
−→
Cw3w4
←−
Cw2w1
−→
C ξgx2
←−
P x1ξh+1
−→
C ξf ,
|ξf
−→
Cw3| = d1, |w3
−→
Cw1| = d2, |w1
−→
C ξf+1| = d3,
|ξg
−→
Cw2| = d4, |w2
−→
C ξg+1| = d5, |ξh
−→
Cw4| = d6, |w4
−→
C ξh+1| = d7.
Clearly, |Q| = |C|− d2− d4− d7+ p+4. Since C is extreme, we have |Q| ≤ |C|,
implying that d2+d4+d7 ≥ p+4. On the other hand, by Lemma 2, d3+d5 ≥ p+3
and d1+ d6 ≥ p+3. By summing, we get
∑7
i=1 di = |If |+ |Ig|+ |Ih| ≥ 3p+10.
Then
|C| ≥ |If |+ |Ig|+ |Ih|+ (s− 3)(p+ 2) = s(p+ 2) + 4 ≥ 2δ + 4,
contradicting (1). Claim 5 is proved.
Claim 6. If µ(Υ) = 1 then s ≤ 3 and either ξ+a ξ
−
b+1 ∈ E with ξa = ξb+1 or
ξ−a+1ξ
+
b ∈ E with ξa+1 = ξb. If µ(Υ) = 1 and s = 3 then |I1| = |I2| = |I3| = p+3.
Proof. Since µ(Υ) = 1, either one of the vertices z1, z2, say z1, is a com-
mon vertex for all edges in Υ(I1, ..., Is) or z1z3, z2z3 ∈ Υ(I1, ..., Is) for some
z3 ∈ V (I
∗
f ) and f ∈ {1, ..., s}\{a, b}.
Case a1. z1 is a common vertex for all edges in Υ(I1, ..., Is).
If z1 6∈ {ξ+a , ξ
−
a+1} then by Claim 3, G\{ξ1, ..., ξs, z1} has at least s+ 2 com-
ponents, contradicting τ ≥ 1. Let z1 ∈ {ξ+a , ξ
−
a+1}, say z1 = ξ
+
a .
Case a1.1. z1ξ
−
b+1 6∈ E.
It follows that z2 6= ξ
−
b+1. By Claim 2, |ξb
−→
C z2| ≥ p+ 2.
Case a1.1.1. z1ξ
−2
b+1 6∈ E.
It follows that |Ib| ≥ p + 5. By Claim 1(a1), |Ia| = p + 2. Moreover, we
have |Ib| = p + 5, |ξb
−→
C z2| = p + 2, z2 = ξ
−3
b+1 and N(z1) ∩ V (I
∗
b ) = {z2}. By
Claim 1(a4), |Ii| = p + 2 for each i ∈ {1, ..., s}\{b}. Next, by Lemma 2(a1),
Υ(Ia, Ii) = ∅ for each i ∈ {1, ..., s}\{a, b}. Thus, if z1y ∈ Υ(I1, ..., Is) then
y = z2, implying that Υ(I1, ..., Is) = {z1z2}. Besides, since |ξb
−→
C z2| = p+2 ≥ 2,
we have z2 6∈ {ξ
+
b , ξ
−
b+1}. Therefore, by Claim 3, G\{ξ1, ..., ξs, z2} has at least
s+ 2 components, contradicting τ ≥ 1.
Case a1.1.2. z1ξ
−2
b+1 ∈ E.
It follows that |Ib| ≥ p+4. Assume first that |Ib| = p+5. If z1ξ
−3
b+1 6∈ E then
clearly z2 = ξ
−2
b+1 and we can argue as in Case a1.1.1. Otherwise the following
cycle
ξax1
−→
P x2ξa+1
−→
C ξ−3b+1z1ξ
−2
b+1
−→
C ξa
is longer than C, a contradiction.
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Now assume that |Ib| = p+4, that is |ξb
−→
C ξ−2b+1| = p+2. If z1y ∈ E for some
y ∈ V (ξb
−→
C ξ−3b+1) then by Claim 2, |ξb
−→
Cy| ≥ p + 2, implying that |Ib| ≥ p + 5,
a contradiction. Hence, if z1y ∈ Υ(Ia, Ib) then clearly y = ξ
−2
b+1. In particular,
we have z2 = ξ
−2
b+1. Further, if z1y ∈ Υ(Ia, If ) for some f ∈ {1, ..., s}\{b}, then
by Lemma 2(a1), |Ia|+ |If | ≥ 2p+6, that is |Ia|+ |Ib|+ |If | ≥ 3p+10, contra-
dicting Claim 1(a5). Thus, z2 is a common vertex for all edges in Υ(I1, ..., Is).
By Claim 3, G\{ξ1, ..., ξs, z2} has at least s+2 components, contradicting τ ≥ 1.
Case a1.2. ξ+a ξ
−
b+1 ∈ E.
By Claim 2, |ξ+a
−→
C ξa+1| ≥ p+2 and |ξb
−→
C ξ−b+1| ≥ p+2. If |ξ
+
a
−→
C ξa+1| ≥ p+3
and |ξb
−→
C ξ−b+1| ≥ p + 3 then |Ia| + |Ib| ≥ 2p + 8, contradicting Claim 1(a1).
Hence, we can assume w.l.o.g. that |ξb
−→
C ξ−b+1| = p+ 2, that is |Ib| = p+ 3 and
|Ia| ≥ p + 3. Further, we have ξ
+
b ξa, ξ
+
b ξb+1 6∈ E (by Claim 4) and ξ
+
b ξ
+
a 6∈ E
(by Claim 2).
Case a1.2.1. N(ξ+b ) 6⊆ V (C).
Let Q = ξ+b
−→
Qv be a longest path in G with V (Q) ∩ V (C) = {ξ+b }. Since
C is extreme, we have V (Q) ∩ V (P ) = ∅. Next, since P is a longest path in
G\C, we have |Q| ≤ p+ 1. Further, recalling that ξ+b ξa, ξ
+
b ξb+1, ξ
+
b ξ
+
a 6∈ E (see
Case a1.2), we conclude that vξa, vξb+1, vξ
+
a 6∈ E, as well. If vy 6∈ E for each
y ∈ (ξ+2b
−→
C ξ−b+1) then clearly
N(v) ⊆ (V (Q) ∪ {ξ1, ..., ξs})\{ξa, ξb+1ξ
+
a },
that is d(v) ≤ |Q|+ s− 2 ≤ p+ s− 1 = δ − 1, a contradiction. Now let vy ∈ E
for some y ∈ V (ξ+2b
−→
C ξ−b+1). Assume that y is chosen so as to minimize |ξ
+
b
−→
Cy|.
Since C is extreme, we have |ξ+b
−→
Cy| ≥ |Q|+ 1. Further, since
|N(v) ∩ V (y
−→
C ξ−b+1)| ≥ δ − (s− 2)− |Q|,
we have
|ξ+b
−→
C ξ−b+1| ≥ |Q|+ 1 + 2(δ − s+ 1− |Q|)
= 2δ − |Q| − 2s+ 3 ≥ 2δ − p− 2s+ 2 = p+ 2.
But then |Ib| ≥ p+ 4, a contradiction.
Case a1.2.2. N(ξ+b ) ⊆ V (C).
Since µ(Υ) = 1 and ξ+b ξ
+
a 6∈ E, we have
N(ξ+b ) ⊆ V (ξ
+2
b
−→
C ξ−b+1) ∪ {ξ1, ..., ξs}\{ξa, ξb+1}.
If ξa 6= ξb+1 then d(ξ
+
b ) ≤ p+ s− 1 = δ − 1, a contradiction. Hence ξa = ξb+1.
Case a1.2.2.1. |If | = p+ 2 for some f ∈ {1, ..., s}\{a, b}.
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If N(ξ+f ) ⊆ V (C) then as above,
d(ξ+f ) ≤ s− 1 + |ξ
+
f
−→
C ξ−f+1| = p+ s− 1 = δ − 1,
a contradiction. If N(ξ+f ) 6⊆ V (C) then we can argue as in Case a1.2.1.
Case a1.2.2.2. |Ii| ≥ p+ 3 for each i ∈ {1, ..., s}\{a, b}.
If s ≥ 4 then
|C| =
s∑
i=1
|Ii| ≥ s(p+ 3) = (δ − p)(p+ 3)
= 2δ + 2p+ 4 + (δ − p− 4)(p+ 1) ≥ 2δ + 4,
contradicting (1). Hence, s ≤ 3. Moreover, if s = 3 then by Claim 1(a5),
|I1| = |I2| = |I3| = p+ 3.
Case a2. z1z3, z2z3 ∈ Υ(I1, ..., Is), where z3 ∈ V (I∗f ) and f ∈ {1, ..., s}\{a, b}.
Assume w.l.o.g. that ξa, ξb, ξf occur on
−→
C in a consecutive order. Put
|ξa
−→
C z1| = d1, |z1
−→
C ξa+1| = d2, |ξb
−→
C z2| = d3,
|z2
−→
C ξb+1| = d4, |ξf
−→
C z3| = d5, |z3
−→
C ξf+1| = d6.
By Claim 2,
d1 + d3 ≥ p+ 3, d1 + d5 ≥ p+ 3, d2 + d4 ≥ p+ 3,
d2 + d6 ≥ p+ 3, d3 + d5 ≥ p+ 3, d4 + d6 ≥ p+ 3.
By summing, we get
2
6∑
i=1
di = 2(|Ia|+ |Ib|+ |If |) ≥ 6(p+ 3).
On the other hand, by Claim 1(a5), |Ia|+ |Ib|+ |If | ≤ 3(p+ 3), implying that
d1 = d2 = ... = d6 = (p+3)/2 and p is odd. Hence di ≥ 2 and using Claim 3, we
can state that G\{ξ1, ..., ξs, z1, z2} has at least s+ 3 components, contradicting
τ ≥ 1. Claim 6 is proved.
Claim 7. Either µ(Υ) = 1 or µ(Υ) = 3.
Proof. The proof is by contradiction. If µ(Υ) = 0 then G\{ξ1, ..., ξs} has
at least s+ 1 components, contradicting τ ≥ 1. Let µ(Υ) ≥ 1.
Case a1. µ = 2.
By Claim 5, Υ(I1, ..., Is) consists of two crossing intermediate independent
edges w1w2 ∈ Υ(If , Ig) and w3w4 ∈ Υ(If , Ih) for some distinct f, g, h. Assume
that both ξf , ξg, ξh and w1, w3, w2, w4 occur on
−→
C in a consecutive order. Put
Q = ξf
−→
Cw1w2
−→
Cw4w3
−→
C ξgx2
←−
P x1ξh+1
−→
C ξf ,
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|ξf
−→
Cw1| = d1, |w1
−→
Cw3| = d2, |w3
−→
C ξf+1| = d3,
|ξg
−→
Cw2| = d4, |w2
−→
C ξg+1| = d5, |ξh
−→
Cw4| = d6, |w4
−→
C ξh+1| = d7.
Clearly, |Q| = |C|−d2−d4−d7+p+4. Since |Q| ≤ |C|, we have d2+d4+d7 ≥ p+
4. If d3+d6 ≥ p+3 and d1+d5 ≥ p+3 then
∑7
i=1 di = |If |+|Ig|+|Ih| ≥ 3p+10,
contradicting Claim 1(a5). Otherwise, either d3+ d6 ≤ p+2 or d1+ d5 ≤ p+2,
say d3 + d6 ≤ p + 2. Further, if either d7 = 1 or ξ
−
h+1w3 ∈ E then by Claim
2, d3 ≥ p + 2, that is d3 + d6 ≥ p + 3, a contradiction. Hence, d7 ≥ 2 and
ξ−h+1w3 6∈ E. By Claim 4, ξ
−
h+1ξf+1, ξ
−
h+1ξh 6∈ E. If |Ih| ≥ p+ 4 then taking ac-
count that |If |+ |Ig| ≥ 2p+6 (by Claim 1(a1)), we get |If |+ |Ig|+ |Ih| ≥ 3p+10,
contradicting Claim 1(a5). Hence, |Ih| ≤ p + 3. By a symmetric argument,
|Ig| ≤ p+ 3.
Case a1.1. N(ξ−h+1) ⊆ V (C).
If ξ−h+1w2 6∈ E then recalling that µ(Υ) = 2, we get
N(ξ−h+1) ⊆ V (w4
−→
C ξ−2h+1) ∪ {ξ1, ..., ξs}\{ξf+1, ξh},
implying that |N(ξ−h+1)| ≤ p+s−1 = δ−1, a contradiction. Now let ξ
−
h+1w2 ∈ E.
By Claim 1(a1 and a5), |If | = |Ig| = |Ih| = p + 3. Moreover, by Claim 2,
d5 = p+ 2 and d4 = 1. Then by, by the same reason, d1 = p+ 2, implying that
|Ia| ≥ p+ 4, a contradiction.
Case a1.2. N(ξ−h+1) 6⊆ V (C).
We can argue as in the proof of Claim 6 (Case a1.2.1).
Case a2. µ(Υ) ≥ 4.
By Claim 5, there are at least four pairwise crossing intermediate indepen-
dent edges in Υ(I1, ..., Is), which is impossible. Claim 7 is proved.
Claim 8. If µ(Υ) = 1 then either n ≡ 1(mod 3) with c ≥ 2δ + 2 or
n ≡ 1(mod 4) with c ≥ 2δ + 3 or n ≡ 2(mod 3) with c ≥ 2δ + 3.
Proof. By Claim 6, s ≤ 3 and either ξ+a ξ
−
b+1 ∈ E or ξ
−
a+1ξ
+
b ∈ E, say
ξ−a+1ξ
+
b ∈ E.
Case a1. s = 2.
It follows that δ = p + s = p + 2. Let a = 1 and b = 2. By Claim 2,
|ξ1
−→
C ξ−2 | ≥ p+ 2 and |ξ
+
2
−→
C ξ1| ≥ p+ 2, implying that |Ii| ≥ p+ 3 (i = 1, 2).
Case a1.1. |I1| = p+ 4 and |I2| = p+ 3.
If V (G) = V (C ∪ P ) then n = 3p + 8 = 3δ + 2 ≡ 2(mod 3) with c =
2p + 7 = 2δ + 3, and we are done. Otherwise N(v1) 6⊆ V (C ∪ P ) for some
v1 ∈ V (C∪P ). Observing that x1x2 ∈ E and recalling that P is a longest path in
V (G\C), we conclude that v1 6∈ V (P ). Choose a longest path Q = v1
−→
Qv2 with
V (Q) ∩ V (C) = {v1}. Clearly, 1 ≤ |Q| ≤ p+ 1 = δ − 1 and N(v2) ⊆ V (C ∪Q).
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Case a1.1.1. v1 ∈ V (ξ
+2
2
−→
C ξ−1 ).
By Claim 1(a6), N(v2)∩ V (I∗1 ) = ∅, that is N(v2) ⊆ V (I1)∪ V (Q). Assume
that v1 is chosen so as to minimize |v1
−→
C ξ1|, implying that N(v2)∩V (v1
−→
C ξ−1 ) =
∅. Clearly, |v1
−→
C ξ1| ≤ p+1. Then by Claim 4, v1ξ2 6∈ E and therefore, v2ξ2 6∈ E,
as well.
Case a1.1.1.1. v2ξ1 ∈ E.
It follows that N(v2) ⊆ V (Q) ∪ V (ξ
+
2
−→
Cv−1 ) ∪ {ξ1}. Since C is extreme and
v2ξ1 ∈ E, we have |v1
−→
C ξ1| ≥ |Q| + 1. If N(v2) ⊆ V (Q) ∪ {ξ1} then clearly
|Q| ≥ δ − 1 = p + 1 and therefore, |v1
−→
C ξ1| ≥ p + 2. But then |I2| ≥ p + 4,
a contradiction. Hence, N(v2) 6⊆ V (Q) ∪ {ξ1}, that is v2y ∈ E for some y ∈
V (ξ+2
−→
Cv−1 ). Assume that y is chosen so as to minimize |y
−→
Cv1|. Observing that
|y
−→
Cv1| ≥ |Q|+ 1 and δ = |ξ
+
2
−→
C ξ1| ≥ 4, we get
|ξ+2
−→
C ξ1| ≥ 2(|Q|+ 1) + 2(δ − |Q| − 2) = 2δ − 2 ≥ δ + 2 = p+ 4,
a contradiction.
Case a1.1.1.2. v2ξ1 6∈ E.
It follows that N(v2) ⊆ V (Q)∪V (ξ
+
2
−→
Cv−1 ). If N(v2) ⊆ V (Q) then |Q| ≥ δ =
p + 2, a contradiction. Otherwise v2y ∈ E for some y ∈ V (ξ
+
2
−→
Cv−1 ). Assume
that y is chosen so as to minimize |y
−→
Cv1|. Since |y
−→
Cv1| ≥ |Q|+ 1, we have
|ξ+2
−→
Cv1| ≥ |Q|+ 1 + 2(δ − |Q| − 1) = 2δ − |Q| − 1 ≥ δ = p+ 2.
But then |Ib| ≥ 4, a contradiction.
Case a1.1.2. v1 ∈ V (ξ
+
1
−→
C ξ−32 ).
By Claim 1(a6), N(v2)∩ V (I
∗
2 ) = ∅, that is N(v2) ⊆ V (Q)∪ V (I1). Assume
that v1 is chosen so as to minimize |ξ1
−→
C v1|, implying that N(v2)∩V (ξ
+
1
−→
Cv−1 ) =
∅. Clearly, |ξ1
−→
Cv1| ≤ p+1. Then by Claim 4, v1ξ2 6∈ E and therefore, v2ξ2 6∈ E.
Case a1.1.2.1. ξ+2 ξ
−2
2 ∈ E.
By Claim 3, v1ξ
−
2 6∈ E, implying that v2ξ
−
2 6∈ E.
Case a1.1.2.1.1. v2ξ1 ∈ E.
It follows that N(v2) ⊆ V (Q) ∪ V (v1
−→
C ξ−22 ) ∪ {ξ1}. Since C is extreme and
v2ξ1 ∈ E, we have |ξ1
−→
Cv1| ≥ |Q|+1. If N(v2) ⊆ V (Q)∪{ξ1} then |Q| ≥ δ−1 =
p + 1 and therefore, |ξ1
−→
Cv1| ≥ p + 2. But then |I1| ≥ p + 5, a contradiction.
Hence, N(v2) 6⊆ V (Q)∪{ξ1}, that is v2y ∈ E for some y ∈ V (v
+
1
−→
C ξ−22 ). Assume
that y is chosen so as to minimize |v1
−→
Cy|. Observing that |v1
−→
C y| ≥ |Q|+1 and
δ = |ξ1
−→
C ξ−22 | ≥ 4, we get
|ξ1
−→
C ξ−22 | ≥ 2(|Q|+ 1) + 2(δ − |Q| − 2) = 2δ − 2 ≥ δ + 2 = p+ 4,
a contradiction.
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Case a1.1.2.1.2. v2ξ1 6∈ E.
It follows that N(v2) ⊆ V (Q) ∪ V (v1
−→
C ξ−22 ). If N(v2) ⊆ V (Q) then |Q| ≥
δ = p + 2, a contradiction. Otherwise v2y ∈ E for some y ∈ V (v
+
1
−→
C ξ−22 ). By
choosing y so as to minimize |v1
−→
Cy|, we get
|v1
−→
C ξ−22 | ≥ |Q|+ 1 + 2(δ − |Q| − 1) = 2δ − |Q| − 1 ≥ δ = p+ 2.
This yields |Ia| ≥ p+ 5, a contradiction.
Case a1.1.2.2. ξ+2 ξ
−2
2 6∈ E.
If v2ξ1 ∈ E then as in Case a1.1.2.1.1, |ξ1
−→
C ξ−2 | ≥ p + 4, contradicting the
fact that |I1| = p+ 4. Otherwise, as in Case a1.1.2.1.2, |v1
−→
C ξ−2 | ≥ p+ 2. Since
|I1| = p + 4, we have v1 = ξ
+
1 , |Q| = δ − 1 = p + 1 and v3 = ξ
−
2 . Moreover,
we have N(v2) = (V (Q) ∪ {ξ
−
2 })\{v2}. Further, let v be an arbitrary vertex
in V (Q)\{v1}. Put Q′ = v1
−→
Qv−v2
←−
Qv. Since Q′ is another longest path with
V (Q′)∩V (C) = {v1}, we can suppose that N(v) = (V (Q)∪{ξ
−
2 })\{v} for each
v ∈ V (Q)\{v1}. Furthermore, if ξ1y ∈ E for some y ∈ V (ξ
+2
1
−→
C ξ−22 ) then
ξ1x1
−→
P x2ξ2ξ
+
2 ξ
−
2 v2
←−
Qv1
−→
Cyξ1
is longer than C, a contradiction. Hence, ξ1y 6∈ E for each y ∈ V (ξ
+2
1
−→
C ξ−22 ).
Analogously, if yξ2 ∈ E for some y ∈ V (ξ
+
1
−→
C ξ−22 ) then
ξ1x1
−→
P x2ξ2y
←−
C ξ+1
−→
Qv2ξ
−
2 ξ
+
2
−→
C ξ1
is longer than C, a contradiction. Hence, yξ2 6∈ E for each y ∈ V (ξ
+
1
−→
C ξ−22 ).
But then G\{ξ+1 , ξ
−
2 } has at least three components, contradicting τ ≥ 1.
Case a1.1.3. v1 = ξ
−2
2 .
By Claim 1(a6), N(v2) ⊆ V (I1). If v2y ∈ E for some y ∈ V (ξ
+
1
−→
Cv−1 ) then
we can argue as in Case a1.1.2. Hence, N(v2) ⊆ V (Q) ∪ {ξ1, ξ2}. If v2ξ2 ∈ E
then
ξ1x1
−→
P x2ξ2v2
←−
Qv1ξ
−
2 ξ
+
2
−→
C ξ1
is longer than C, a contradiction. Then clearly, v2ξ1 ∈ E and N(v2) ⊆ V (Q) ∪
{ξ1}. Furthermore, we have |Q| ≥ δ − 1, implying that |ξ1
−→
Cv1| ≥ |Q|+ 1 ≥ δ.
Since |ξ1
−→
Cv1| = δ, we have |Q| = δ−1 = p+1 and N(v2) = (V (Q)∪{ξ1})\{v2}.
Moreover, as in Case 1.1.2.2, we have N(v) = (V (Q) ∪ {ξ1})\{v} for each
v ∈ V (Q)\{v1}. Now consider an arbitrary vertex y ∈ V (ξ
+
1
−→
C ξ−32 ). Clearly,
|ξ1
−→
Cy| ≤ p+ 1. By Claim 2, yξ+2 6∈ E. Next, by Claim 4, yξ2 6∈ E. Further, if
yξ−2 ∈ E then
ξ1x1
−→
P ξ2ξ2ξ
+
2 ξ
−
2 y
−→
Cξ−22
−→
Qv2ξ1
is longer than C, a contradiction. Finally, since µ(Υ) = 1, we have yv 6∈ E
for each v ∈ V (ξ+22
−→
C ξ−1 ). But then G\{ξ1, ξ
−2
2 } has at least three components,
contradicting τ ≥ 1.
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Case a1.1.4. v1 = ξ1.
If v2v3 ∈ E for some v3 ∈ V (ξ
+2
2
−→
C ξ−1 ) ∪ V (ξ
+
1
−→
C ξ−22 ) then we can argue
as in Cases a1.1.1-a1.1.3. Otherwise v2v3 ∈ E for some v3 ∈ {ξ
−
2 , ξ
+
2 , ξ2}. If
v3 ∈ {ξ2, ξ
+
2 } then we can show, as in Case a1.1.3, that G\{ξ1, v3} has at least
three components, contradicting τ ≥ 1. Now let v3 = ξ
−
2 . Consider an arbi-
trary vertex v ∈ V (Q)\{v1}. Since C is extreme, we have N(v) ∩ {ξ2, ξ
+
2 } = ∅.
Next, if vy ∈ E for some y ∈ V (C)\{ξ1, ξ2, ξ
−
2 , ξ
+
2 } then we can argue as in
Cases a1.1.1-a1.1.3. Thus, we can assume that N(v) ⊆ V (Q) ∪ {ξ−2 }, implying
that |Q| ≥ δ − 1 = p + 1. Let w ∈ V (ξ+1
−→
C ξ−32 ). Since |ξ1
−→
Cw| ≤ p + 1, we
have wξ+2 6∈ E (by Claim 2) and wξ2 6∈ E (by Claim 4). Recalling also that
µ(Υ) = 1, we conclude that N(v) ⊆ V (ξ1
−→
C ξ−2 ). If ξ
−2
2 ξ2, ξ
−2
2 ξ
+
2 6∈ E then
clearly G\{ξ1, ξ
−
2 } has at least three components, contradicting τ ≥ 1. Hence,
either ξ−22 ξ2 ∈ E or ξ
−2
2 ξ
+
2 ∈ E.
Case a1.1.4.1. ξ−22 ξ2 ∈ E.
If ξ−22 ξ
+
2 6∈ E then G\{ξ1, ξ2, ξ
−
2 } has at least four components, contradict-
ing τ ≥ 1. Hence, ξ−22 ξ
+
2 ∈ E, that is 〈ξ2, ξ
−
2 , ξ
−2
2 , ξ
+
2 〉 is a complete graph. If
V (G) = V (C ∪P ∪Q) then n = 4δ+1 ≡ 1(mod 4) with c = 2δ+3, and we are
done. Otherwise, as in previous cases, we can show that τ < 1, a contradiction.
Case a1.1.4.2. ξ−22 ξ
+
2 ∈ E.
If ξ−22 ξ2 6∈ E then G\{ξ1, ξ
−
2 , ξ
+
2 } has at least four components, contradict-
ing τ ≥ 1. Otherwise 〈ξ2, ξ
−
2 , ξ
−2
2 , ξ
+
2 〉 is a complete graph and we can argue as
in Case a1.1.4.1.
Case a1.1.5. v1 ∈ {ξ2, ξ
−
2 , ξ
+
2 }.
Since C is extreme, we have v2 6∈ {ξ2, ξ
−
2 , ξ
+
2 } and therefore, we can argue
as in Cases a1.1.1-1.1.4.
Case a1.2. |I1| = |I2| = p+ 3.
We can show that n = 3δ + 1 ≡ 1(mod 3) with c = 2δ + 2, by arguing as in
Case a1.1.
Case a2. s = 3.
By Claim 6, |I1| = |I2| = |I3| = p + 3 = δ and ξ
−
2 ξ
+
2 ∈ E. If δ ≥ 4 then
c = 3δ ≥ 2δ + 4, contradicting (1). Hence δ = 3 and therefore, p = 0. Put
C = ξ1w1w2ξ2w3w4ξ3w5w6ξ1,
where w2w3 ∈ E. Using Claims 2-5, we can show that It is not hard to see that
NC(w1) = {w2, ξ1, ξ3}, NC(w6) = {w5, ξ1, ξ3}.
Analogous relations hold for w4, w5. If V (G\C) = {x1} then n = 10 ≡ 1(mod 3)
with c = 9 = 2δ+3 > 2δ+2, and we are done. Otherwise N(y) = {v1, v2, v3} for
some y ∈ V (G\C)\{x1} with N(y) ⊆ V (C). Since C is extreme, it is not hard to
see that either N(y) = {w2, ξ1, ξ3} or N(y) = {w3, ξ1, ξ3} or N(y) = {ξ1, ξ2, ξ3}.
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But then G\N(y) has at least four components, contradicting τ ≥ 1. Claim 8
is proved.
Claim 9. If µ = 3 then G is the Petersen graph, that is n = 10 ≡ 1(mod 3)
with c ≥ 2δ + 2.
Proof. By Claim 5, Υ(I1, ..., Is) contains three pairwise crossing interme-
diate independent edges e1, e2, e3. Let e1 = w1w2, e2 = w3w4 and e3 = w5w6.
If w1, w3, w5 ∈ V (I∗f ) for some f ∈ {1, ..., s}, then we can argue as in proof of
Claim 7. Otherwise we can assume w.l.o.g. that w1, w3 ∈ V (I∗f ), w2, w5 ∈ V (I
∗
g )
and w4, w6 ∈ V (I∗h) for some distinct f, g, h ∈ {1, ..., s}, where both ξf , ξg, ξh
and w1, w3, w5, w2, w4, w6 occur on
−→
C in a consecutive order. By Claim 1(a1
and a5), |If | = |Ig| = |Ih| = p+3 and |Ii| = p+2 for each i ∈ {1, ..., s}\{f, g, h}.
Put
|ξf
−→
Cw1| = d1, |w1
−→
Cw3| = d2, |w3
−→
C ξf+1| = d3,
|ξg
−→
Cw5| = d4, |w5
−→
Cw2| = d5, |w2
−→
C ξg+1| = d6,
|ξh
−→
Cw4| = d7, |w4
−→
Cw6| = d8, |w6
−→
C ξh+1| = d9.
If d3 + d7 ≥ p + 3, d1 + d6 ≥ p + 3 and d4 + d9 ≥ p + 3 then clearly
|If | + |Ig| + |Ih| ≥ 3p+ 12, a contradiction. Otherwise we can assume w.l.o.g.
that d3 + d7 ≤ p+ 2. Further, if either d1 ≥ 2 or d9 ≥ 2 then we can argue as
in the proof of Claim 7 (Case a1.1). Hence, we can assume that d1 = d9 = 1.
By Claim 2, d4 = d6 = 1. By the same reason, using the fact that d1 = d6 = 1,
we get d3 = d7 = 1.
Case a1. Either ξh+1 6= ξf or ξf+1 6= ξg or ξg+1 6= ξh.
Assume w.l.o.g. that ξh+1 6= ξf , implying that |If−1| = p + 2. By Claim
5, ξ−f y 6∈ E for each y ∈ V (I
∗
i ) and i ∈ {1, ..., s}\{f − 1}. Moreover, by Claim
4, ξ−f y 6∈ E for each y ∈ {ξf+1, ξh}. If N(ξ
−
f ) ⊆ V (C) then d(ξ
−
f ) ≤ δ − 1, a
contradiction. Otherwise we can argue as in the proof of Claim 6 (Case a1.2.1).
Case a2. ξh+1 = ξf , ξf+1 = ξg, ξg+1 = ξh.
It follows that s = 3. Assume w.l.o.g. that f = 1, g = 2 and h = 3.
Case a2.1. Either d2 ≥ 2 or d5 ≥ 2 or d8 ≥ 2.
Assume w.l.o.g. that d2 ≥ 2, that is w
+
1 6= w3. If p = 0 then |I1| = 3,
implying that d2 = 1, a contradiction. Let p ≥ 1. By Claim 4, w
+
1 ξ2, w
+
1 ξ3 6∈ E.
If N(w+1 ) ⊆ V (C) then by Claim 4, N(w
+
1 ) ⊆ V (w
+2
1
−→
Cw3) ∪ {ξ1}. Since
|I1| = p + 3, we have |w
+
1
−→
Cw3| ≤ p. But then d(w
+
1 ) ≤ p + 1 = δ − 2, a
contradiction. If N(w+1 ) 6⊆ V (C) then we can argue as in the proof of Claim 6
(Case a1.2.1).
Case a2.2. d2 = d5 = d8 = 1.
It follows that |Ii| = 3 (i = 1, 2, 3), that is p = 0, δ = 3 and c = 9. Clearly
〈V (C) ∪ {x1}〉 is the Petersen graph. If V (G\C) 6= {x1} then it is not hard
to see that c ≥ 10, a contradiction. Otherwise, n = 10 ≡ 1(mod 3) with
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c = 9 = 2δ + 3 > 2δ + 2. Claim 9 is proved.
Thus, the result holds from Claims 7,8,9.
Case 2. p = δ − 1.
Clearly, |NC(xi)| ≥ 1 (i = 1, 2).
Case 2.1. x1y1, x2y2 ∈ E for some distinct y1, y2 ∈ V (C).
We distinguish three main subcases.
Case 2.1.1. There exists a pathQ = z
−→
Qy with z ∈ V (P ), y ∈ V (C)\{y1, y2}
and V (Q) ∩ V (C ∪ P ) = {z, y}.
Assume w.l.o.g. that y ∈ V (y+1
−→
Cy−2 ). Since C is extreme, we have
|y1
−→
Cy| ≥ |x1
−→
P z|+ 2, |y
−→
Cy2| ≥ |z
−→
P x2|+ 2, |y2
−→
Cy1| ≥ δ + 1.
By summing, we get |C| ≥ 2δ + 4, contradicting (1).
Case 2.1.2. There exists a path Q = z
−→
Qy with z ∈ V (y+1
−→
Cy−2 ), y ∈
V (y+2
−→
Cy−1 ) and V (Q) ∩ V (C ∪ P ) = {z, y}.
By Claim 1(a1), |C| ≥ 2p+ 6 = 2δ + 4, contradicting (1).
Case 2.1.3. G\{y1, y2} has at least three components.
It follows that τ < 1, contradicting the hypothesis.
Case 2.2. NC(x1) = NC(x2) = {y} for some y ∈ V (C).
It follows that
N(x1) = (V (P ) ∪ {y})\{x1}, N(x2) = (V (P ) ∪ {y})\{x2}.
Moreover, x1
−→
P v−x2
←−
P v is a longest path in G\C for each v ∈ V (x+1
−→
P x2). Since
G is 2-connected, we have wz ∈ E for some w ∈ V (P ) and z ∈ V (C)\{y}. If
w = x1 then using the path zx1
−→
P x2y, we can argue as in Case 2.1. Otherwise
we can use the path yx1
−→
P w−x2
←−
P wz.
Case 3. p ≥ δ.
Case 3.1. x1y1, x2y2 ∈ E for some distinct y1, y2 ∈ V (C).
Clearly, |y1
−→
Cy2| ≥ δ + 2 and |y2
−→
Cy1| ≥ δ + 2, which yields |C| ≥ 2δ + 4,
contradicting (1).
Case 3.2. NC(x1) = NC(x2) = {y} for some y ∈ V (C).
Let y1, y2, ..., yt be the elements of N
+
P (x2) occuring on
−→
P in a consecutive
order. Put H = 〈V (y−1
−→
P x2)〉 and
Pi = x1
−→
P y−i x2
←−
P yi (i = 1, ..., t).
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Since Pi is a longest path in G\C for each i ∈ {1, ..., t}, we can assume w.l.o.g.
that P is chosen so as to maximize |V (H)|. If yiz ∈ E for some i ∈ {1, ..., t} and
z ∈ V (C)\{y}, then we can argue as in Case 3.1. Otherwise N(yi) ⊆ V (H)∪{y}
(i = 1, ..., t), that is |NH(yi)| ≥ δ − 1 (i = 1, ..., t). By Lemma 3, for each dis-
tinct u, v ∈ V (H), there is a path in H of length at least δ − 1, connecting u
and v. Since G is 2-connected, H and C are connected by two vertex disjoint
paths. This means that there is a path Q = y1
−→
Qy2 of length at least δ+1 with
V (Q) ∩ V (C) = {y1, y2}. Further, we can argue as in Case 2.1.
Case 3.3. Either NC(x1) = ∅ or NC(x2) = ∅.
Assume w.l.o.g. that NC(x1) = ∅. By arguing as in Case 3.2, we can find a
path Q = y1
−→
Qy2 of length at least δ + 2 with V (Q) ∩ V (C) = {y1, y2}, and the
result follows immediately. Theorem 1 is proved.
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