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Abstract: Polytetrafluoroethylene (PTFE) is an excellent diffuse reflector widely used in light
collection systems for particle physics experiments. However, the reflectance of PTFE is a function
of its thickness. In this work, we investigate this dependence in air for light of wavelengths 260 nm
and 450 nm using two complementary methods. We find that PTFE reflectance for thicknesses from
5 mm to 10 mm ranges from 92.5% to 94.5% at 450 nm, and from 90.0% to 92.0% at 260 nm.
We also see that the reflectance of PTFE of a given thickness can vary by as much as 2.7% within
the same piece of material. Finally, we show that placing a specular reflector behind the PTFE
can recover the loss of reflectance in the visible without introducing a specular component in the
reflectance.
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1 Introduction
Polytetrafluoroethylene (PTFE), often referred to by the brand name Teflon, is a commonly used
plastic in particle physics experiments (see, for example, Ref. [1–3]) due to its excellent diffuse
reflectance and affordability. The NEXT experiment [4], designed to search for neutrinoless double
beta decay, uses PTFE as a diffuse reflector around the drift volume of the high pressure gaseous
xenon time projection chamber (TPC) to improve light collection. The measurements described
below will inform the design decisions for the upcoming phases of NEXT, including NEXT-100
[1, 4] and a future tonne-scale experiment [5].
While PTFE is excellent for light collection, its radiopurity can be a concern for low-background
experiments [6], especially at large scale where a significant quantity of material is needed. Moreover,
PTFE can absorb gaseous xenon [7], leading to a loss of active detector volume. Minimizing the
amount of PTFE in such experiments is therefore an attractive solution, provided that the light
collection remains high.
Noble gases scintillate primarily in the vacuum ultraviolet (VUV) range of the electromagnetic
spectrum, and some investigations of PTFE reflectance in this region have been done in the past.
Reflectance of PTFE at 175 nm at a single 5 mm thickness was studied thoroughly in Ref. [8],
and reflectance in liquid xenon for thicknesses from 1 mm to 9.5 mm was investigated in Ref. [9].
However, as many experiments (including NEXT) use tetraphenyl butadiene (TPB) wavelength
– 1 –
shifter to shift the 175 nm scintillation light of xenon to the visible (∼ 420 nm), studies of reflectance
as a function of PTFE thickness in the visible are also of high interest. While it is generally accepted
that PTFE has around 99% reflectance [8] in the visible, information on its variation as a function of
thickness is also relevant.
In this work, the reflectance variation of PTFE with thickness is investigated with two different
methods. The first method uses an integrating sphere with a Cary 7000 Universal Measurement
Spectrophotometer. The second method involves enclosed boxes made of PTFE of different
thicknesses where the reflectance is studied by measuring the signal as a function of distance from
the end of the box. The measurements presented here are made for 260 nm and 450 nm.
2 Measurements
In order to investigate the reflectance of PTFE, several 12 in × 24 in sheets of different thicknesses
were purchased. All sheets for the main reflectance measurements were sourced from ePlastics1.
The thicknesses used are 4.76 mm, 6.53 mm, 7.94 mm, and 9.53 mm. For brevity, we refer to these,
respectively, as 5 mm, 6 mm, 8 mm, and 10 mm.
The pieces cut from the PTFE sheets were all treated and cleaned in the same way. One side
of each piece was sanded by hand with 300, then 1000, and finally 2000 grit sandpaper to make
the surface uniform and matte. Each piece was then cleaned in an ultrasonic bath in a solution of
deionized (DI) water and Alconox for 15 minutes, finally followed with an ultrasonic bath in pure DI
water for 15 minutes. The pieces were air-dried overnight before measurement. This is comparable
to cleaning methods used in particle physics experiments (cf. [9]). Other surface treatments for
radon removal will be explored in future works.
2.1 Method 1: Spectrophotometer
The first method for determining reflectance makes use of a spectrophotometer (SPM), the Agilent
Cary 7000 Universal Measurement Spectrophotometer (Figure 1), owned and maintained by
the Harvard Center for Nanoscale Systems (CNS). The SPM is coupled to a reflecting sphere and
allows measurement of the reflectance of a given sample relative to some reference, as a function of
wavelength.
2.1.1 Spectrophotometer setup
The primary measurement in the spectrophotometer comes from averaging the reflectance of two
pieces cut from two different locations on the same PTFE sheet. These two pieces are referred
to as the "box back" and the "box side," as they are the very same pieces that are used in the
box measurements described in Section 2.2. In order to assess systematic variations between the
measurements, 3-inch diameter disks (visible on the right side of Fig. 1) were cut from the PTFE
sheets of different thicknesses and measured three times with the SPM. The respective error bars for
the final SPM measurements were produced by adding the variance between the box back and side
pieces in quadrature with the variance between these triplicate disk measurements, in order to account
for variation between different locations on the PTFE sheet and variations from fluctuations in setup
1www.eplastics.com
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Figure 1: Left: The Cary 7000 spectrophotometer of the Harvard Center for Nanoscale Systems
(CNS) during a measurement. The compartment containing the integrating sphere is covered with a
blackout shroud to prevent light leaks. The PTFE disks used to assess systematic variation can be
seen in the transparent sample boxes on the right. Right: A closer look at the PTFE disks.
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Figure 2: Example of reflectance measurements from the spectrophotometer for different PTFE
thicknesses relative to the 10-mm sample. The purple and blue dashed lines represent the values
of the LED used in method 2 (260 nm and 450 nm, respectively). Determination of values and
uncertainties is described in Section 2.1.2. The differences only rise to the few percent level at most.
parameters, respectively. A difference of up to 2.7% is observed when studying the reflectance of
different pieces from the same sheet.
The SPM measurements of the reflectance, relative to the reference sample of 10 mm, for the
different thicknesses are shown in Figure 2. The error bars are calculated as described previously.
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2.1.2 Results from the spectrophotometer
A summary of the different reflectances measured with the SPM is presented in Table 1. The results
are shown for 260 and 450 nm in order to directly compare with the second method (see Section 2.3),
where LEDs of these wavelengths are used.
The data points are the average of single measurements of box back and side panel pieces. The
uncertainties come from the standard deviation of triplicate measurements of PTFE disks of the
corresponding thicknesses, added in quadrature to the standard deviation between the box side and
back measurements. The variation between subsequent disk measurements is generally around 0.1%;
the difference between box back and side is by far the dominant contribution. Please note the disks
providing our estimate of the variation between subsequent measurements of the same sample are
not the pieces whose actual reflectances are reported. The reason for not averaging in the means of
the disk measurements is that degradation moved them far from the box reflectances, see Section 2.4.
At 260 nm, the reflectance of all thicknesses measured is the same within errors, indicating
that the UV reflectance of PTFE is not very dependent on the thickness of the material. At 450 nm,
between 5 and 10 mm we measure a difference of 3.6 ± 0.6% in reflectance.
Table 1: Relative reflectance (with respect to the reference sample of 10 mm) of PTFE box pieces
for various thicknesses at 260 nm and 450 nm measured using the spectrophotometer. Compare to
Figure 2. See Section 2.1.2 for specifics of value and error bar determination.
Thickness 260 nm 450 nm
10 mm 100 ± 0.4% 100 ± 0.3%
8 mm 100.7 ± 0.5% 99.8 ± 0.2%
6 mm 101.6 ± 1.5% 98.4 ± 0.2%
5 mm 100.2 ± 1.9% 96.4 ± 0.5%
2.2 Method 2: PTFE boxes
The two significant disadvantages of the SPM method described in Section 2.1 are that the
measurements are relative and that the small area of the piece that is measured (approximately
0.2 cm2) makes the measurements highly sensitive to potential reflectance variation across the piece
or the sheet from which they were cut. The alternative method described in this section, referred to
as the box method, uses a PTFE cuboid of a total surface area of 749 cm2. This method provides an
absolute reflectance and averages potential reflectance variations within the PTFE samples, as it
covers a much larger surface area.
2.2.1 Box method setup
The box method uses several cuboids with inner dimensions of 7 cm × 7 cm × 25 cm made of PTFE
pieces of a given thickness. The boxes are open at one end to allow the insertion of a printed circuit
board with a light-emitting diode (LED) and 4 silicon photomultipliers (SiPMs). The board is
mounted on a sliding post such that the insertion distance can be changed. Measurements of the light
collected as a function of the distance of insertion are used to extract the reflectance. A schematic
view of the setup is shown in Figure 3.
– 4 –
Reflecting box
SiPMs
LED inside pinhole
Insertion 
distance
25cm
7cm
Figure 3: Side-view schematic of the box setup. The inside dimensions of the box are
7 cm × 7 cm × 25 cm. The board holding the LED and SiPMs system is inserted through the open
end of the box. The amount of light collected is measured as a function of the distance of the board
insertion to extract the reflectance of the PTFE box.
Two different ThorLabs LEDs are used: an LED260W with light emission peaked at 260 nm,
and an LED450LW with light emission peaked at 450 nm. These were chosen to be as close as
possible to the light wavelengths of interest: the 175 nm VUV scintillation light of xenon, and
the 420 nm TPB-shifted light. In all measurements, the LED is outfitted with a small pinhole
made of opaque black plastic to collimate the light, reducing the importance of near-field effects
and making the simulation of the setup easier. The SiPMs used for the main measurements are
the 3 × 3 mm2 UV-sensitive Hamamatsu S13360-3050CS. A different model, the 3 × 3 mm2
Hamamatsu S13360-3050PE SiPMs, which are designed for visible light and offer no sensitivity
to UV light, were also used to cross-check the measurements as both these SiPMs offer similar
efficiency at blue wavelengths. The SiPMs are mounted at different locations on the board in order
to average over any possible effects from non-uniformities in the PTFE, as shown in Figure 4.
Measurements are taken for insertion distances ranging from 0 cm to 21 cm at intervals of 3 cm.
The pulses used to power the UV LED had a frequency of 50 Hz with a maximum voltage of
6.5 V and minimum voltage of 0 V. The ramp-up time was 5 ns and the pulse width was 200 ns. The
pulses used to power the blue LED had a frequency of 50 Hz with a maximum voltage of 3.1 V and
minimum voltage of 0 V. The ramp-up time was 5 ns and the pulse width was 200 ns. We based
these characteristics on the stated tolerances of the LEDS in their product sheets2, and found that the
LEDs performed stably under these parameters.
When measuring the signals from the SiPMs, about 1000 pulses are acquired at each position
for each SiPM, and the average pulse area for all the pulses is calculated. A data point, as seen in
Figure 5, is then obtained by summing the average areas for each SiPM. As a single bias voltage is
applied in parallel across all four SiPMs, all detector signals were weighted by the inverse of their
overvoltage. The statistical error on each point is the standard deviation of the ∼1000 pulse areas
divided by
√
1000. The statistical error was of order 0.01 V·ns for all points. The systematic error is
2Blue LED: https://www.thorlabs.com/thorproduct.cfm?partnumber=LED450LW
UV LED: https://www.thorlabs.com/thorproduct.cfm?partnumber=LED260W
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Figure 4: Left: Picture of the LED-SiPMs system mounted on a printed circuit board. The LED,
located in the center, is covered with a pinhole of 2 mm diameter. The black tape is intended to
reduce reflection of light from the board. Right: Picture of the box setup with the readout board
attached to a movable rod to allow variation of the insertion distance inside the box. The whole
setup is inside a black box to ensure that external light does not affect the measurement.
determined by repeating the measurement for each box four times, with the repeats spaced apart by
an hour or so each. The systematic error was of order 1 V·ns for all points.
2.2.2 Extraction of the reflectance value
In order to extract the reflectances from the box measurements, the data are compared with
simulations of the setup for reflectances ranging from 80% to 99.5% in 0.5% steps. The simulations
are made using Geant4 [10], where the box geometry includes the PTFE with a diffuse reflectance
component only. Note that measurements with the spectrophotometer support the fact that any
specular component to the reflectance of the PTFE is negligible, see Section 3. The LED simulation,
described in Appendix A, is dependant on the exact emission spectrum used. Therefore, in order to
account for potential inaccuracies in the simulation of the LED emission spectrum, two different
emission models, chosen to capture the most significant variation seen in the measured profile of
the LED, were simulated, and the differences were used to assess a systematic uncertainty due to
the LED emission profile. The statistical uncertainties of the individual models were calculated
as
√
n(1 − nN ), where n is the number of photons detected in the simulation and N is the total
number of photons injected. These were added in quadrature and divided by 2 to determine the
statistical uncertainty on the averaged simulation curve. In the blue LED with UV SiPM case, the
uncertainty on the individual simulation curves was about 0.31 V·ns, with the averaging contributing
an additional 10−5 V·ns statistical and 0.46 V·ns systematic uncertainty. In the UV LED with
UV SiPM case, the uncertainty on the individual simulation curves was about 0.72 V·ns, with the
averaging contributing an additional 10−4 V·ns statistical and 0.93 V·ns systematic uncertainty. The
outputs of the simulation are in the form of the number of photons emitted from the LED that reach
the SiPMs, based on the different PTFE reflectances assumed. The simulation for the different
reflectances was fitted to the data and the best fit was used as the reflectance value for that data set.
More details on the fitting procedure are given below.
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Table 2: Summary of PTFE reflectances at 260 nm and 450 nm for the box and photometer
measurements. The photometer relative values are taken from Table 1, then normalized to the
10 mm measurements from the box results for easy comparison. Error bars on the 10 mm value
from the photometer represent rescaled standard deviation between measurements.
260 nm 450 nm
Thickness Box SPM Box SPM
10 mm 91.0%+1.6−2.5 91.0 ± 0.4% 94.5%+0.9−1.2 94.5 ± 0.2%
8 mm 91.5%+1.4−1.6 91.6 ± 0.4% 94.0%+0.8−1.1 94.4 ± 0.2%
6 mm 92.0%+1.3−1.7 92.5 ± 1.3% 93.0%+1.1−1.0 93.0 ± 0.2%
5 mm 90.0%+1.8−1.7 91.2 ± 1.7% 92.5%+0.9−1.5 91.1 ± 0.5%
In order to allow comparison of the data taken with the SiPMs (in V·ns) to the simulation
(in photon counts), it is assumed that there is a constant conversion factor between the number of
photons collected and the signal read out by the SiPMs. Therefore, the scale factor parameter (α)
is left free to vary in the fit. This α parameter is then the number of V·ns expected per simulation
photon, and soaks up effects such as the intensity of the LED and the efficiency of the SiPMs. The α
scale factor should not change between simulation of different reflectances, and the fit is performed
simultaneously on all the data sets for the different reflectances using the same α parameter. Fig. 5
illustrates how the fit of the different simulated reflectances is performed on the data set.
2.2.3 Results of the box method
Measurements of reflectances using the boxes were done for thicknesses of 5 mm, 6 mm, 8 mm,
10 mm. Figure 5 shows the results obtained at 260 nm and at 450 nm. The simulation fit to the data
provides the reflectance for each thickness.
For both plots in Fig. 5, it can be seen that the simulations reproduce the data relatively well.
The agreement is worse for the UV LED results at small insertion, where the simulation produces
a slower decrease in the number of photons observed. This could be explained by the effect of
the simulated UV LED emission profile (see Appendix A), which could affect results where the
photons emitted at larger angles would have a greater chance to be absorbed when undergoing a
higher number of reflections. This effect would be less important when the number of reflections is
lower and when the insertion distance is larger.
For both wavelengths, the extracted reflectances of the PTFE samples are the same within error
bars. This conclusion mostly comes from the large error bars from the fit of the simulations to the
data, which could point towards inaccuracies in the simulations. The data points at 260 nm are close
to each other, which is supported by the SPM measurements presented in Section 2.1.2 where the
reflectance in the UV was the same within errors for all thicknesses. At 450 nm, the data points
seem to indicate some separation between the different thicknesses. While the fit results do not allow
quantitative conclusions, the data suggest a 2% variation between 5 mm and 10 mm.
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Figure 5: Results for box measurements and fits. Upper row: The y-axis for the 260 nm UV LED
with UV SiPM (left) and 450 nm blue LED with UV SiPM (right) gives the amount of light measured
per unit photosensitive area of the SiPMs with pulse area measured in V·ns. Error on the data points
includes statistical uncertainties of the SiPM pulses and systematic uncertainties from repeating the
measurement four times. Error on the simulations includes statistical uncertainties and systematic
uncertainty evaluated by varying the LED emission profile using two distinct measurements. Lower
row: These plots show the residuals from the fits to data in the upper row. The y-axis gives the
difference between a data point and its corresponding simulated point (simulation minus data), and
the x-axis gives the distances as in the upper row.
2.3 Comparison of the two methods
Reflectances of PTFEwere assessed with two different methods. The method using the SPM provided
relative reflectances with smaller errors, and the box method fitted with simulations provided absolute
reflectances with larger errors. In order to compare both methods, the photometer measurement
values were scaled such that the results of the 10 mm thick PTFE pieces, used as the reference for
the relative measurements of the SPM, matched with the 10 mm results of the box measurements.
Table 2 shows the comparison of both methods, where the results are in good agreement with each
other in both the UV and the blue.
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Figure 6: Comparison of fit reflectances of the PTFE box measurements two months apart - "early"
(circles) was taken in October 2019 and "late" (squares) was taken in December 2019. Left:
Comparison for the blue LED/blue SiPM configuration. Right: Comparison for the UV LED/UV
SiPM configuration. The early measurements were used for the results presented in the previous
sections. Fit reflectances are all either within or nearly within uncertainties of each other.
2.4 PTFE degradation
The box reflectance measurements were repeated at a later date to investigate the possibility of
reflectance variation over time. Figure 6 compares the results of these measurements to the original
ones. While reflectances with the UV LED appeared to decrease slightly, reflectances with the blue
LED were slightly increased. In both cases, however, the original and new fit reflectances are within
uncertainty of one another.
There was also a 3% difference observed between the reflectances in the UV obtained using
the SPM of the disks and of the box pieces. This may be attributed to the fact that while the boxes
were kept covered when they were not being used, the PTFE disks were left exposed to light and
likely degraded through UV exposure from ambient light. The timescale for this degradation was
relatively short, around three weeks. Further investigation is required to confirm and quantify the
degradation as the cause of this disagreement.
3 Increasing PTFE reflectance with reflective foils
Although PTFE maintains good reflectance at relatively low thicknesses, it cannot be made arbitrarily
thin and continue to function well as a reflector. It was investigated whether the mass of PTFE could
be further reduced by introducing a backing specular reflector, without sacrificing reflectance. This
possibility was addressed by looking at 3-inch diameter disks of PTFE backed with 3M DF2000MA
specular reflective foil. The foil is 38 microns thick. It was physically held in place by the same
lever arm than holds the sample in place for the integrating sphere. This setup is shown in Figure 7.
There was interest in both the resulting total reflectance and the amount of specular reflectance. A
specular component would represent different optical properties for PTFE.
In order to investigate lower thicknesses than were presented in the previous sections, two
– 9 –
Figure 7: Left: 3M foil being installed at the back of a disk of PTFE at the mouth of the integrating
sphere. Right: 3M foil held on the back of a PTFE disk by the SPM lever arm.
additional thicknesses of PTFE were sourced from Nationwide Plastics3. The main difference
between the two PTFE providers is that the Nationwide Plastics sheets are skived from PTFE
billets, while those from ePlastics are molded from PTFE resin. The two different types of PTFE
are thus not directly comparable, but can still be compared to themselves before and after backing
with foil.
The results of the 3M foil measurements are shown in Table 3. A study to understand the
potential introduction of a specular component to the diffuse PTFE reflector was also performed.
The specular component (which should be 0 for a diffuse reflector) can be defined as the "diffuse
excluded" component. In order to measure it, a measurement of the full reflectance is compared
to a measurement where the specular reflection in the integrating sphere of the SPM is blocked
out with black metal. This functionality is included with the integrating sphere. This gives the
"diffuse" component of the reflectance; subtracting this component from the full measurement gives
the specular component of the reflectance. In all cases, the specular component is zero within error
bars. It was found that, at 450 nm, the relative reflectance of the foil (to the 1 cm disk) is 96.4
± 3%, whereas at 260 nm, it is 56.8 ± 1.4%. The higher uncertainty relative to the other SPM
measurements may be at least in part accounted for by the air gap between the foil and the PTFE
disk, which may shift between setups.
In the blue, the results show a clear increase of reflectance — even for 10 mm thick PTFE,
backing with 3M gives a statistically significant improvement. Even more notably, it was observed
that for thinner samples (2.4 mm and 1.6 mm), while the reflectance is normally low (< 90%), after
backing by foil, they are brought up to the same level of reflectance as the 10 mm PTFE. Furthermore,
in no cases are there indications of a significant specular component, indicating that the optical
properties of PTFE as a simple diffuse reflector remain.
In the UV, the foil is significantly less reflective, and thus provides a much smaller boost.
Statistically significant gains are observed, which are larger for thinner PTFE, but never above a
couple percent. In particular, none of the thinner PTFE is able to recover the reflectance of the
10 mm PTFE. The specular component remains negligible.
3www.nationwideplastics.net
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Table 3: Comparison in spectrophotometer of reflectance at 260 nm and 450 nm between PTFE
with and without 3M backing. All measurements relative to 10 mm (unbacked) PTFE disk. The
total reflectance of the 3M foil alone at 450 nm (260 nm) is 101.6% (40.7%) relative to the 10 mm
PTFE disk, and the specular component of the 3M foil alone is 76.9% (16.2%) relative to the 10 mm
PTFE disk. Error bars come from standard deviation of repeated measurements of the same sample,
done in triplicate, each time removing and replacing the sample.
260 nm 450 nm
Thickness PTFE PTFE + foil PTFE PTFE + foil
10 mm 100% 99.9 ± 0.2% 100% 101.3 ± 0.2%
8 mm 96.7 ± 0.1% 96.8 ± 0.1% 98.8 ± 0.03% 100.3 ± 0.2%
6 mm 97.5 ± 0.2% 98.0 ± 0.1% 97.9 ± 0.1% 100.9 ± 0.2%
5 mm 95.9 ± 0.2% 96.8 ± 0.1% 96.0 ± 0.1% 100.6 ± 0.1%
2.4 mm 92.2 ± 0.5% 94.0 ± 1.1% 88.4 ± 0.2% 103.6 ± 0.6%
1.6 mm 87.4 ± 0.8% 89.2 ± 1.1% 84.6 ± 0.4% 100.3 ± 0.4%
4 Conclusions and discussion
Measurement of the variation in reflectance of PTFE with variations in thickness and wavelength
(summarized in Table 2) was presented as well as the impact of backing PTFE with specular reflective
foil (summarized in Table 3). It was found that the variation in reflectance at 450 nm is measurable,
ranging from 92% to 95% for PTFE of thickness 5 mm to 10 mm at 450 nm. At 260 nm, the
variation ranged from 91% to 92% but within errors for all thicknesses. A significant degradation of
the PTFE reflectance in the UV is observed in PTFE disks, potentially due to exposure to ambient
light, although more investigation is required to make a definitive and quantitative statement of the
magnitude or timescale of cause and effect. There are slight changes in the reflectances of the boxes
over time; likewise a more focused investigation is warranted. It also found that the reflectance of
PTFE can vary up to 2.7% when measuring different locations within a single sheet of material,
making careful selection of PTFE important when constructing a detector. This also emphasizes the
importance of the box method for integrating out differences between different locations on the same
piece. Note that an absolute difference of 2.7 between two measurements gives a standard deviation
of 1.9, as seen in the measurement of reflectance at 260 nm and 5 mm in Table 1.
Backing the PTFE with specular reflecting 3M foil gives considerable improvement at 450 nm,
allowing even very thin PTFE to match the reflectance of 10 mm thick PTFE, without introducing a
specular component into the reflectance spectrum. The improvement in the UV, however, is marginal.
While the results presented here are of high interest for experiments using noble element
detectors, where PTFE is often used, the UV LED used had a longer wavelength than the scintillation
light of Xenon (178 nm) and Argon (128 nm). A further study in detector medium will be performed
in future work. In addition, the impact of the commonly used wavelength shifter TPB needs to be
studied and will be investigated in a future work.
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A Simulating the LED
It was found that simulating the LED using a Lambertian point source, and simulating the LED
using a point source that matches its far field distribution, both provided poor, but different, fits to
the data. There was thus significant need to find a more robust and accurate way to simulate the
LED, and account for the fact that it is an extended source. In order to get an accurate simulation of
the LED, one must necessarily utilize information from at least 2 downstream intensity profiles, as a
single profile could be produced by a point source as well as an extended source.
The LED profile was measured at two different downstream locations using a beam profiler
(Thorlabs BP209-VIS), which gave two distinct profiles to feed into the simulation. The blue LED
was measured at 0.1 inch and 0.3 inch from the face of a ThorLabs beam profiler. The UV LED
was measured at 0.1 inch and 0.2 inch from the face of the profiler. The profiles measured were 1
dimensional in x and y, with x and y assumed to be independent so that the overall profile could be
decomposed as the product of the x and y profiles. In order to turn the profiles into "photons" in the
simulation, the following algorithm was implemented. It begins by generating 10,000 hits on the
near and far plane, drawing from a probability distribution that matches the measured profiles. For
every generated hit on the near plane, loop through the available far plane positions until one is found
that matches (i.e. produces a path that lands on the emitter, which was modeled as a disk the same
radius as the pinhole). Once a match is found, combine the two positions into a single photon object
consisting of a starting position on the emitter and an initial momentum vector, then remove the
positions from the lists of near and far positions - they have already matched up, and everyone only
matches once. Repeat this process until the near positions list has been exhausted. Although this
algorithm tries to match every hit into a photon, inevitably some will be unable to match, leading
potentially to a distortion in the simulation distributions. However, this number of unmatched hits is
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Figure 8: Near y profile simulations with 10,000 hits. The generated distribution before matching
is included to indicate that some of the failure to match the empirical distribution comes from
fluctuations in the generation of the hits on each plane.
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Figure 9: Y profile measurement at interpolate plane compared to y profile estimate from matching
hits generated at near and far planes.
reasonably small (90% of particles survive if the original sample is 10,000 hits, and the percentage
increases with the number of photons), and thus the output profiles are reasonably good matches to
the physical LED. This method was the one used to produce the preceding results.
Two methods were used to check the effectiveness of this procedure (beyond the raw match
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Figure 10: A comparison of the x profile measurements of the UV LED between iteration A and
iteration C. This pair of iterations was chosen because they differed maximally across both LEDs.
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Figure 11: Comparison of simulation curves obtained with iteration A and iteration C LED profile
measurements for the UV LED (left) and the blue LED (right). The changes in the profiles do not
significantly impact the simulation results.
rate). In both, the simulation is done using 10,000 hits on each plane (chosen as a trade off between
statistical convergence, and speed). First, the output profile at the near and far measurement planes
was compared to the measured profile. This comparison was performed by taking the RMS difference
point to point between the respective histograms and scaling relative to the maximum height of
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the profile, giving a fraction (which will be expressed as a percent). Doing so gave around 5%
disagreement in the near x and y profiles ("near" being closest to the LED), and 3% difference in the
far profiles. This held regardless of the LED being simulated.
The second cross check was to measure a third profile, then use photons generated from the first
two (near and far) profiles to try to recover the information on the third ("interpolated") profile. This
profile sat between the other two, at 0.2 in in the blue case, and 0.15 in the UV. While information
from the near and far profiles are fed directly into the simulation, no information on the interpolated
profile is input - this is a pure crosscheck. The disagreement between the interpolated profiles was,
in all cases, around 10%. Again, this is expected to be worse than the two input profiles, but the
reasonable agreement nonetheless indicates that the simulation of the source is returning something
that at least approximates the LED reasonably well. A sample of the near and interpolated profiles
can be seen in Figures 8 and 9.
In order to understand how the LED profile measurement process could impact the reflectance
fits, the LED profile measurements were repeated for four iterations, which were identified with
letters A through D. These profiles were visually inspected for both LEDs to see how they differed,
and then a pair was chosen (iteration A and iteration C) which maximally differed from one another
(Fig. 10). One set of simulations was run using the iteration A profiles and another using the
iteration C profiles, and the results were compared (Fig. 11). As the simulations did not appear to be
significantly impacted by the change in profiles, the box fits were performed using an average of the
iteration A and iteration C simulation curves, propagating those error bars into the uncertainties.
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