Abstract. Given a representation of a C * -algebra together with an isometry, one obtains an operator state on the algebra via restriction using the adjoint action given by the isometry. We show that Stinespring's construction furnishes a left adjoint of this restriction. This is an extension of previous work that showed the Gelfand-Naimark-Segal construction can be viewed as a 2-categorical adjunction. We apply this perspective to analyze Kraus decompositions and properties of the Radon-Nikodym derivative.
Introduction and outline
The Gelfand-Naimark-Segal (GNS) construction produces a cyclic representation of a C * -algebra from a state, a positive and unital linear functional, on that algebra in a natural way compatible with the operation that produces a state from a representation together with a unit vector. This naturality has been expressed as an adjunction Key words and phrases. Operator state, completely positive, dilation, minimal Stinespring, GNS construction, Stinespring, Radon-Nikodym, quantum operation, algebraic quantum theory.
in a certain 2-category of prestacks, category-valued functors, on the category of C * -algebras [1] .
Stinespring's construction can be viewed as a generalization of the GNS construction by replacing states with operator states, completely positive unital maps into algebras of bounded operators on Hilbert spaces. In the present work, we extend the GNS adjunction in Theorem 5.8 to include operator states showing that Stinespring's construction can also be viewed as an adjunction in the same 2-category of prestacks
There are several subtle differences between the two adjunctions (1.1) and (1.2). The most notable difference is that the category of operator states for a given C * -algebra is no longer discrete as it was for the GNS construction. Nevertheless, the conceptual ideas of that construction can be used analogously to show that Stinespring's adjunction is an extension of the GNS adjunction. Since operator states can be viewed as quantum operations, our result provides a universal description of a large class of quantum operations. It also provides a precise and categorical sense of the minimality of Stinespring's construction illustrating many of its functorial properties.
The present work differs from the universal property of minimal Stinespring representations discussed by Westerbaan and Westerbaan in [2] . Neither of our results subsume the other but are complementary. In [2] , the authors describe a universal property for minimal Paschke dilations for normal completely positive maps between von Neumann algebras but do not discuss the functoriality of Paschke dilations under changes of the C * -algebras. In the present work, we do not consider this more general class of completely positive maps. Instead, we focus on the functorial properties of the GNS construction worked out in [1] and extend these results from states to operator states.
In Section 2, relevant background for completely positive maps is provided. An appropriate category of operator states for a C * -algebra is defined and briefly contrasted with the category of states introduced in [1] . In Section 3, the notion of an anchored representation for a C * -algebra is introduced. Anchored representations are generalizations of pointed representations described in [1] and a category of anchored representations is introduced. Restricting from anchored representations to operator states is defined in Section 4 and shown to form a natural transformation. Section 5 contains the statement and proof of the fact that the restriction natural transformation has a left adjoint whose ingredients are described by Stinespring's construction. Section 6 compares this theorem to the GNS adjunction from [1] . Section 7 includes simple examples and applications to Kraus decompositions and Radon-Nikodym derivatives.
In this article, all C * -algebras and * -homomorphisms will be taken to be unital unless otherwise specified. A * -homomorphism of C * -algebras will be denoted diagrammatically using a straight arrow G G while a linear map (often a completely positive map) of C * -algebras will be denoted using a curvy arrow G G . This is largely motivated due to the equivalence between the (opposite of the) category of compact Hausdorff spaces with stochastic maps and the category of commutative C * -algebras and positive maps that restricts to the usual commutative Gelfand-Naimark theorem that describes the equivalence between the (opposite of the) category of compact Hausdorff spaces with continuous functions and the category of commutative C * -algebras and * -homomorphisms [3] , [4] . To the best of the author's knowledge, the usage of the G G notation originated in the work of Baez and Fritz on relative entropy [5] .
In the present article, "iff" stands for "if and only if" and is used solely in definitions, C i denotes the i-morphisms of the category (or 2-category) C (when i = 0, these refer to the objects of the category), C * -Alg denotes the category of C * -algebras and unital * -homomorphisms, Cat denotes the 2-category of categories, functors, and natural transformations, and Fun(C * -Alg op , Cat) denotes the 2-category of functors C * -Alg op G G Cat, oplax-natural transformations of such functors, and modifications of oplax-natural transformations. Our previous article on the GNS construction contains further descriptions of these categories including concepts that are not be explicitly defined here [1] . Any claims made without proof are immediate from the definitions. This is particularly the case in Sections 2, 3, and 4.
2.
Operator states on C * -algebras
The notion of a completely positive map will be used throughout. For completeness, the appropriate version of the definition that will be used is provided. Most of the concepts used here are introduced in the first few chapters of Paulsen's book [6] . Notation 2.1. If K is a Hilbert space, let B(K) denote the C * -algebra of bounded operators on K. If a ∈ B(K), then a * denotes the adjoint of a. Let A be a C * -algebra. The norm on C * -algebras will always be written using · without any subscripts while norms and inner products on Hilbert spaces will frequently have subscripts. For n ∈ N, let M n (A) denote the C * -algebra of n×n matrices with entries in A with addition defined pointwise and multiplication defined analogously to how square matrices are multiplied in linear algebra. The ij-th entry of the involution on an n × n matrix A in M n (A) has ij-th entry defined by a
The latter matrix acts on an n-tuple of vectors in K, i.e. elements of K⊕· · ·⊕K (n times) to provide another n-tuple of vectors in K (one implicitly chooses an ordering here). An element of a C * -algebra A is positive iff it equals a * a for some a ∈ A and a linear map between C * -algebras is positive iff it is linear and it sends positive elements to positive elements. A linear map ϕ : A G G B(K) is said to be n-positive iff its n-ampliation, ϕ n , is positive. A linear map ϕ : A G G B(K) is said to be completely positive iff it is n-positive for all n ∈ N. A positive map into C is referred to as a positive linear functional. Example 2.4. All * -homomorphisms are completely positive. Let T : K G G L be a bounded linear map between Hilbert spaces. Then, the map
is completely positive. This map is sometimes referred to as the adjoint action map. Nonnegative linear combinations of such maps are also completely positive. Lemma 2.6. The composition of completely positive maps is completely positive. All positive maps ϕ : A G G B between C * -algebras are self-adjoint in the sense that ϕ(a * ) = ϕ(a) * for all a ∈ A.
Proof. See Exercise 2.1 in [6] for the last claim.
Definition 2.7. Let A be a C * -algebra. An operator state on A consists of a Hilbert space K and a completely positive unital map ϕ : A G G B(K). An operator state on A will be written as a pair (K, ϕ). Let (L, ψ) be another operator state on A. A morphism of operator states T :
Remark 2.9. For the purposes of this article, in the definition of an operator state morphism, it is too strong of a requirement to demand that (2.10)
commutes. Commutativity of (2.10) implies commutativity of (2.8). Furthermore, commutativity of (2.8) implies commutativity of (2.11)
which is too weak of a requirement for the purposes sought out in this work (these points will be explained in footnotes). To see the first implication, diagram (2.10) says T ϕ(a)T * = ψ(a) for all a ∈ A. Applying T on the right gives T ϕ(a) = ψ(a)T because T * T = id K . The second implication follows by applying T * on the left of this result. In summary (2.10) =⇒ (2.8) =⇒ (2.11).
be a pair of composable morphisms of operator states. The composition of said morphisms S • T is defined to be the composition of linear transformations and is a morphism of operator states. The identity (K, ϕ)
is the identity linear transformation. The collection of all operator states on A and their morphisms forms a category, denoted by OpSt(A). Example 2.13. As a special case, let K = C. An operator state ϕ :
is an isometry T : C G G C but such an isometry must be of the form T (λ) = e iθ λ for all λ ∈ C for some θ ∈ [0, 2π). Since ϕ and ψ are linear, the diagram (2.14)
commutes for all a ∈ A if and only if ϕ = ψ. Notice that (2.11) and (2.10) (and hence (2.8) as well) are equivalent in this case because T is unitary.
Proof. The composition of a * -homomorphism with a completely positive map is still a completely positive map so that ϕ • f : A G G B(K) is an operator state. The rest of the proof follows immediately from the definitions. 
defines a functor.
3. Anchored representations of C * -algebras Definition 3.1. Let A be a C * -algebra. An anchored representation of A consists of two Hilbert spaces H and K, a * -homomorphism π : A G G B(H), and an isometry
commutes for all a ∈ A and such that 
Lemma 3.8. The assignment
The restriction natural transformation
Proposition 4.1. Let A be a C * -algebra. The assignment
Here, Ad V * : B(H) G G B(K) is the completely positive unital map defined by sending
Proof. Ad V * • π is an operator state because Ad V * is a completely positive map and π is a
to be a morphism of operator states, the diagram
must commute for all a ∈ A. Expanding out the definition of the adjoint action map provides the diagram
This diagram commutes because each of the subdiagrams in
of functors commutes (on the nose).
Lemma 4.6 states that rest is a natural transformation
a special kind of oplax-natural transformation.
Stinespring's oplax-natural transformation
In the construction of a left-adjoint to rest, a few preliminary facts about completely positive maps will be needed.
. . , v n ) ∈ K⊕· · ·⊕K denote a vector in the direct sum of K with itself n times. Then the assignment
is a positive linear functional. Here, ϕ n denotes the n-ampliation of ϕ, [ϕ n (A)] ij denotes the ij-th entry of ϕ n (A) (see (5.4) for more details), and · , · K denotes the inner product on K with linearity in the right variable and conjugate linearity in the left variable.
In more detail with regard to the above notation, if
Linearity of s ϕ, v follows from linearity of ϕ n and linearity of the inner product in the right variable.
The next result is a powerful inequality for 2-positive maps.
Lemma 5.6. Let A and B be C * -algebras and let ϕ : A G G B be a 2-positive map. Then
Proof. See Proposition 3.3 in [6] .
The following is the main result of this work.
Theorem 5.8. There exists a left adjoint Stine : OpSt ⇒ AnRep to the natural transformation rest : AnRep ⇒ OpSt
Proof. The proof for the existence of such an oplax-natural transformation will be Stinespring's construction. The proof will be split up into several steps.
i. For a fixed C * -algebra A, define the functor
ii. For a fixed C * -algebra A, define the functor Stine A : OpSt(A) G G AnRep(A) on morphisms and prove functoriality. iii. For a fixed * -homomorphism f :
between oplax-natural transformations in the 2-category Fun(C * -Alg op , Cat).
vii. Show that
viii. Prove the zig-zag identities for adjunctions in 2-categories, i.e. complete the proof
In what follows, if a justification for any claim is not supplied, it is because the justification is completely analogous to the standard GNS construction arguments or it immediately follows from the definitions. The reader is referred to [1] for more details.
i. The construction of an anchored representation from an operator state will be Stinespring's construction [7] . Let A be a C * -algebra and let (K, ϕ) be an operator state on A. Recall, this means ϕ : A G G B(K) is a completely positive unital map. Let A ⊗ K denote the vector space tensor product of A with K. In particular, elements of A ⊗ K are finite sums of tensor products of vectors in A and vectors in K (in fact, all sums that follow are finite). To avoid any abusive notation, the inner product on 2 The vertical concatenation is the vertical composition of natural transformations. This notation was used in [1] . Applying m to a C * -algebra A gives a natural transformation m A :
This function is conjugate linear in the first variable, linear in the second variable, and satisfies
is positive and the n-ampliation of ϕ applied to it is
which is also positive since ϕ is completely positive. Hence,
by Lemma 5.1. By the properties of · , · ϕ , it follows that
It follows from this definition that π ϕ is a representation of the algebra A on the vector space A ⊗ K. Furthermore, for each a ∈ A, π ϕ (a) satisfies the inequality
An overline here indicates complex conjugation. This is not to be confused with the closure such as in (5.24). 4 The proof is completely analogous to that of the proof of (3.4) in [1] , which is itself a special case of a proof of the Cauchy-Schwarz inequality for such sesquilinear forms.
where the norm a of a is the one from the C * -algebra A. To see this inequality, write ξ = n i=1 a i ⊗ v i as a finite sum and set v :
The fourth line follows from the fact that the norm of diag(a * a) in M n (A) is equal to a * a . The last line follows from the C * -identity for C * -algebras and the definitions of ξ, ξ ϕ and s ϕ, v . Now, set
From the Cauchy-Schwarz inequality (5.15), it follows that
5 The third line follows from the inequality |ω(y * xy)| ≤ x ω(y * y) for all x, y in a C * -algebra and ω a positive linear functional on that C * -algebra (see Proposition 2.1.5. part (ii) of [8] for a proof of this inequality). In this case, this inequality is applied to the positive linear functional s ϕ, v : M n (A) G G C with x positive so that |ω(y * xy)| = ω(y * xy).
Using this, one can show that N ϕ is a vector subspace of
shows that N ϕ is an invariant subspace under the π ϕ action. Therefore, the quotient vector space A ⊗ K/N ϕ has a well-defined action π ϕ :
. 6 The induced action of a ∈ A on [ξ] is defined by
By (5.20) and (5.11), the sesquilinear form · , · ϕ descends to a well-defined inner product
The fact that the inner product is non-degenerate follows from (5.14) and the definition of N ϕ in (5.19). Let H ϕ denote the completion of this inner product space
with respect to the inner product · , · ϕ . The proof of (5.21) also shows that π ϕ (a) is a bounded linear operator on A ⊗ K/N ϕ and hence extends uniquely to a bounded linear operator, written using the same notation, to H ϕ . Following similar steps to the calculation in (5.21) shows that π ϕ (a
for all w ∈ K so that V ϕ is an isometry. 6 Occasionally, [ξ] ϕ will be used to better distinguish equivalence classes when working with more than one operator state.
This concludes Stinespring's construction
OpSt(A) 0 
be the corresponding Stinespring anchored representations from the first step. Define
which is a linear transformation. Then, for ξ :
shows that L T descends to a well-defined bounded linear transformation L T :
follow immediately from the definitions. However, commutativity of
the last of the conditions in Definition 2.7, requires an argument. First, to find the formula for V *
suggesting the formula
To see that this is well-defined, suppose that
From the second to the third line, Lemma 5.6 applies for the following reason. Since ϕ is completely positive, its n-ampliation, ϕ n , is 2-positive as well (since its 2-ampliation is ϕ 2n ) so that 
7 This is where commutativity of (2.8) in Definition 2.7 is needed (cf. Remark 2.9). (2.10) would be too weak and the diagram (5.31) might not commute.
iii. Let f : A G G A be a * -homomorphism of C * -algebras. The two diagrams associated with the constructions preceding this are given by (5.38)
The diagram of functors on the left commutes (on the nose). However, the diagram on the right does not (this is analogous to what happens in the GNS construction [1] ). Nevertheless, there is a natural transformation 
The morphism from the first to the latter is given by (id K , L f ) where
To see that this is well-defined, let 
commutes, which it does. iv. Oplax-naturality of Stine means that Stine id A is the identity natural transformation for every C * -algebra A and associated to each pair of composable * -homomorphisms 
are equal as natural transformations. Both of these follow immediately from the definitions. v. Fix a C * -algebra A and let (K, H, π, V ) be an anchored representation on A. Applying the functors rest A followed by Stine A to this representation gives
This same calculation, read backwards, also shows that m π,V is bounded and extends to an isometry m π,V : 
commutes. This follows from conditions (3.2) and (3.3) in the definition of a morphism of anchored representations. vi. To see that the assignment sending a C * -algebra A to m A defines a modification
of oplax-natural transformations, for every morphism f : A G G A of C * -algebras, the following equality must hold
i.e. for every object (K, H, π, V ) of AnRep(A) with ϕ := Ad V * • π, the diagram (5.54) 
This follows from the calculation
Commutativity of (5.55) also requires that to every * -homomorphism f : .59) i.e. to every operator state (K, ϕ), the diagram (5.60)
of morphisms of operator states on A must commute, which it clearly does.
viii. By Remark A.32 of [1] , it suffices to prove (5.61)
Although it is a bit tedious to write out the associated diagrams by applying these natural transformations to an object in the source, the resulting equalities are immediate. For instance, for the equality in (5.62), consider an operator state (K, ϕ).
For equality, it should be the case that m πϕ,Vϕ = (id K , id Hϕ ) as morphisms from (K, H ϕ , π ϕ , V ϕ ) to (K, H ϕ , π ϕ , V ϕ ) in AnRep(A). These are in fact equal because for any element
This proves that the quadruple (Stine, rest, id, m) is an adjunction in the 2-category Fun(C * -Alg op , Cat) so that Stine is left adjoint to rest.
Comparison to GNS
In this section, it is assumed that the reader is somewhat familiar with [1] . There are natural transformations Σ : Rep
• ⇒ AnRep and Υ : States ⇒ OpSt defined as follows. First, recall that for every C * -algebra A, the category Rep • (A) has objects (H, π, Ω) with H a Hilbert space, π : A G G B(H) a C * -algebra representation, and
is an isometric intertwiner of representations such that L(Ω) = Ξ. States(A), on the other hand, is just the discrete category of states on A, i.e. the objects are positive linear (unital) maps ω : A G G C and there are no non-identity morphisms. To every C * -algebra A, set
Here V Ω : C G G H is the map that sends λ ∈ C to λΩ. It is not difficult to show that Σ A is a well-defined functor. Also, set
States(A)
e. multiplication by ω(a) on the Hilbert space C. Since States(A) has only identity morphisms, this specifies the functor Υ A . Examples 2.13 and 3.5 show that the functors Σ A and Υ A are faithful but not full. The only reason these functors are not full is due to the fact that the categories OpSt(A) and AnRep(A) contain more data in their morphisms. However, the only added information for a morphism of states and pointed representations is a phase factor, which is a symmetry that can safely be ignored in the discussion of the GNS construction.
Given a * -homomorphism f : A G G A, the equalities
although the equality (6.5) rest Υ = Σ rest 9 The dashed arrows are for illustrative purposes only and do not have any special mathematical meaning.
holds, there is an invertible modification (6.6) Υ Stine GNS • Σ since the two composites are not exactly equal but are isomorphic. Indeed, for a fixed C * -algebra A, the resulting natural isomorphism (6.7)
is defined by its evaluation on a state ω : A G G C by the morphism
with L ω : H ω G G Hω defined as the unique extension of
Similar calculations to the above show that this map is bounded and extends to a unitary intertwiner so that (id C , L ω ) defines an isomorphism in the category AnRep(A). The appropriate diagram also commutes when one considers a * -homomorphism f : A G G A.
Examples and applications
Some of the following examples and calculations are motivated from those appearing in [9] . The first few examples illustrate how to obtain an explicit Kraus decomposition from Stinespring's construction without any additional external data (such as an unnatural choice of a basis). Example 7.1 computes an explicit Kraus decomposition for the tracial map, a specific operator state between matrix algebras. Example 7.29 does the same thing for an arbitrary completely positive, not necessarily unital, map. The Radon-Nikodym derivative, which is reviewed in Theorems 7.18 and 7.25, is used to construct this explicit Kraus decomposition. Afterwards, the behavior of Radon-Nikodym derivatives is examined for morphisms of operator states in Proposition 7.41. This leads to two Kraus decompositions for the same operator state and the Krause operators are related to each other in Proposition 7.54, which itself is a corollary of the relationship for the tracial maps in Lemma 7.47. The change induced on Radon-Nikodym derivatives under a morphism of C * -algebras is discussed in Proposition 7.57.
Example 7.1. Fix m, p ∈ N and define the tracial map
2)
The n-ampliation, τ n , of τ is related to the usual trace via
where the identity matrix on the right is of size np×np and tr n is the n-ampliation of the trace, which is positive. Hence, τ is completely positive. The null-space N τ associated to τ is N τ = {0}. To see this, let i,j,α c ijα E ij ⊗ e α be an arbitrary element of M m (C) ⊗ C p . In this notation, E ij is the elementary matrix with 1 in the ij-th entry and 0 in every other entry while e α is the α-th standard unit vector in C p . Then
and the only way this number can be zero is if each of the c ijα vanish. Because the null-space N τ is trivial, the Stinespring vector space is
but with a modified inner product given by · , · τ . In particular, there is no need to write equivalence classes for elements in H τ . For each l ∈ {1, . . . , m} and γ ∈ {1, . . . , p}, define
and extend linearly to all of
The composite of the sequence of maps
, whose ij-th entry is written as A ij , is given by
(7.9)
Summing over all l, γ gives (7.10)
so that
Hence,
shows that As discussed in [9] , the previous example can actually be used to construct a Kraus decomposition of any completely positive map. The technique used involves a noncommutative generalization of the Radon-Nikodym theorem, which is nicely reviewed in [10] . In what follows, completely positive maps are not necessarily unital. This does not change Stinespring's construction, but some of the resulting data do not satisfy the same properties. For example, in the definition of the category OpSt(A) on a C * -algebra A, one uses not necessarily unital but still completely positive maps and leaves the morphisms as they are. In the definition of the category AnRep(A), the condition that V be an isometry in the quadruple (K, H, π, V ) is dropped. Hence, following Stinespring's construction, the map V ϕ : K G G H ϕ (defined in the same way as defined earlier) associated to a (not necessarily unital) completely positive map ϕ : A G G B(K) is not necessarily an isometry. Nevertheless, V ϕ is still bounded and satisfies V ϕ (w) (5.26) ), where ϕ(1 A ) is the operator norm on B(K) of the operator ϕ(1 A ), for all w ∈ K. The rest of the arguments go unchanged and Theorem 5.8 still holds in this more general setting. Definition 7.15. Let ϕ, ψ : A G G B(K) be two completely positive maps. ϕ is bounded by ψ, written as ϕ ≤ ψ, iff ψ − ϕ is completely positive. ϕ is uniformly bounded by ψ, written as ϕ ≤ u ψ, iff there exists a λ > 0 such that ϕ ≤ λψ. Definition 7.16. Let S ⊆ A be a subset of a C * -algebra A. The commutant of S, denoted S , inside A is the unital algebra (7.17) S := {a ∈ A : as = sa ∀ s ∈ S}.
Since the commutant depends on the embedding algebra, S will often be written as S ⊆ A.
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Note that if S ⊆ A is * -closed (meaning that a ∈ S implies a * ∈ S), then A is a unital * -algebra. If S is a C * -algebra, then S ⊆ A is a C * -algebra as well (with the norm induced from the one on A). The following theorem is due to Belavkin and Staszewski [11] with earlier results due to Arveson [12] . 
Furthermore, F is unique in the sense that for any other F ∈ π ψ (A) ⊆ B(H ψ ) satisfying conditions (7.19 ) and (7.20) (with F replaced by F ), then F = F . F is called the Radon-Nikodym derivative of ϕ with respect to ψ and is denoted by dϕ dψ .
Here, only the construction of F will be presented. For a more detailed proof, see [9] .
This map is well-defined because ψ − ϕ is completely positive. In some detail, if n i=1 a i ⊗ v i ∈ N ψ , set A ∈ M n (A) to be the positive matrix whose ij-th entry is 10 Writing S ⊆ A will also avoid confusion with the notation used for different C * -algebras A, A , A earlier.
A ij = a * i a j and set v to be the vector v :
ψ for all ξ ∈ A ⊗ K/N ψ so that G ϕ,ψ is bounded and extends to a contraction G ϕ,ψ :
satisfies all the required properties. Note that the functional calculus implies that
The notion of a completely positive map being absolutely continuous with respect to another completely positive map will not be needed in what follows, though the previous theorem has a generalization that reproduces the standard Radon-Nikodym theorem for measure spaces if one defines the notion of absolute continuity properly [11] , [13] . However, the notion of a completely positive map being uniformly bounded by another will help in achieving a Kraus decomposition for any completely positive map of matrix algebras. Proof. See [9] .
The following is the uniformly bounded version of Theorem 7.18. 
Furthermore, F is unique in the sense that for any other F ∈ π ψ (A) ⊆ B(H ψ ) satisfying conditions (7.26) and (7.27) (with F replaced by F ), then F = F . F is called the Radon-Nikodym derivative of ϕ with respect to ψ and is denoted by dϕ dψ .
Proof. The construction of F is exactly as it was in the proof of Theorem 7.18. Following that proof, the assignment G ϕ,ψ from (7.21) is still well-defined because
Although G ϕ,ψ does not necessarily extend to a contraction because it only satisfies G ϕ,ψ ξ G G H ϕ has adjoint given by
where the inner product on C p has been denoted by · , · for short. To check that G * ϕ,τ is well-defined, let ξ := n k=1 a k ⊗ v k ∈ N ϕ so that k,l v k , ϕ(a * k a l )v l = 0. It will be shown, through a somewhat lengthy calculation, that G * ϕ,τ (ξ), G * ϕ,τ (ξ) τ = 0 since this would prove G * ϕ,τ (ξ) = 0. This inner product is given by
where (a * k ) is denotes the is-entry of the matrix a * k for instance. Now, note that
where the only row that is not necessarily zero is the j-th row. Then, setting
35)
The term inside ϕ is given by
so that summing over s gives the matrix a * k a r . Because this result is independent of j now, the sum over j gives an overall factor of m. Hence,
This shows that (7.30) is well-defined. It is much more straightforward to show that (7.30) is indeed the adjoint of G ϕ,τ . In fact, setting ξ : • π τ . The action of dϕ dτ on a basis element E kl ⊗ e β is given by
Using this result, one can obtain dϕ dτ 1/2 through a variety of techniques that will not be explored here. Combining this result with (7.11) gives
, an (almost) 11 explicit Kraus decomposition for an arbitrary completely positive map
be a morphism of operator states on the C * -algebra M m (C). Denote the tracial maps from Example 7.1 by τ :
is a morphism of operator states and 
is a morphism of operator states follows immediately from linearity of T and the definition of the tracial maps. Equality (7.42) follows from commutativity of the subdiagrams in (7.43)
The same notation L T is used for the vertical maps due to how this operator is defined.
Since ϕ = Ad T * • ψ, this result implies
One also expects the Kraus decompositions of ϕ and ψ, obtained using Stinespring's construction as in Example 7.40, to be related. Namely, if
, where Q k, : H σ G G C q has the same formula as in (7.6) except with appropriate indices taking into account the different dimensions, because ϕ = Ad T * • ψ, the equality
holds. An immediate question arises as to how the (rescaled) Kraus operators P l,γ dϕ dτ
are related to the Kraus operators Q k, dψ dσ
G G M q (C) be the tracial maps, and let P l,γ :
be as in (7.6) . Then there exists a unitary operator U : for all l ∈ {1, . . . , m} and γ ∈ {1, . . . , q}. In this notation, the first index of U lγk is the multi-index lγ while the second is k (with respect to the standard basis).
Proof. Since T is an isometry, p ≤ q and {T e α } α∈{1,...,p} forms an orthonormal basis for Image(T ). Let {u α } α∈{p+1,...,q} be an orthonormal basis of Image(T ) ⊥ ≡ ker(T T * ). Set (7.49) U lγk := δ lk T γ if γ ∈ {1, . . . , p} δ lk u γ , e if γ ∈ {p + 1, . . . , q} for all l, k ∈ {1, . . . , m} and γ, ∈ {1, . . . , q}. Straightforward calculations show that U satisfies (7.48) and is unitary. To see the former, it suffices to evaluate on E ij ⊗ e α . This gives
δ lk T γ T βα δ lj δ β e i δ lk u γ , e T βα δ lj δ β e i by (5.28), (7.6), and ( Proof. This follows from several of the previous results: 
