In this paper we propose a reject rule applicable to a Multi-Expert System (MES). The rule is adaptive to the given domain and allows the achievement of the best trade-off between reject and error rates as a function of the costs attributed to errors and rejects in the considered application. The results of the method are particularly effective since the method does not rely on particular statistical assumptions, as other reject rules. An experimental analysis carried out on publicly available databases is reported together with a comparison with other methods present in the literature.
Introduction
Multi-Expert Systems (MES) have been recently employed for solving complex pattern recognition problems. The idea is that the recognition performance attainable by combining a set of experts should be improved by taking advantage of the strengths of the single experts, without being affected by their weaknesses. To this aim, the MES should be able to combine the decisions of its composing experts in an effective and reliable way, particularly when such decisions are conflicting. To this concern, up to now, different rules for acting the combination have been proposed in the literature. 1, 14, 17, 27 However, the decision taken by the MES could be highly risky, especially in case of a wide disagreement among the experts, and thus it would be useful to evaluate the convenience of rejecting the input sample instead of running the risk of misclassifying it. The problem of defining a reject option by considering the requirements of the given application domain is a general topic that until now has 2 C. Sansone, M. Vento & F. Tortorella concerned mainly single classifiers. With regards to this case, the problem of defining an optimal reject option has been tackled by Chow in Refs. 5 and 6. The rationale of Chow's approach relies on the exact knowledge of a posteriori probabilities for each sample to be recognized. Under this hypothesis, Chow's rule is optimal since it minimizes the expected Bayesian risk. Recently, the class selective rejection rule, 12 has been defined within the same statistical framework. This rule does not reject the sample at all, but only from those classes that are most unlikely to issue the pattern. It is optimal in the sense that it minimizes the error rate for a given average number of classes. Like Chow's approach, the class selective rejection rule requires the knowledge of a posteriori probability for each class.
Anyway, the applicability of these methods is limited by the underlying hypothesis; in fact, the evaluation of a posteriori probability is generally difficult to be carried out for most of the classification paradigms and in many real applications: the statistical assumptions which make possible a correct estimation of the post probabilities, do not hold in the general case.
As concerns the problem of introducing a reject option, a MES can be seen as a traditional classifier: on the basis of the classification decisions coming from its composing experts, it attributes the sample to the most likely class according to the adopted combining rule. So, the applicability of the previous approaches to a MES requires the estimation of its a posteriori probabilities. These can be simply evaluated, once the post-probabilities of each single expert are known, only in the case of statistical independence of the experts themselves. The hypothesis of the independence of the experts can be verified to some extent with few experts, but a certain degree of correlation is unavoidable when the number of experts grows (as required for building MES with good performance), even if all the experts are built up by considering different features, description and classification paradigms. In the general case, the computation of the post-probabilities requires the knowledge of high order statistics defined on the basis of joint probability densities which would be very difficult to evaluate. Some methods have been proposed which try to tackle this problem (e.g. see Ref. 16 ), but they require huge training sets, often not available, and consequently imply an unacceptable computational cost.
As a consequence of these considerations, a systematic approach to the definition of a reject option specifically tailored for MES architectures has not yet been introduced. The proposals present in the literature only concern heuristic reject criteria suitable for a given combining rule 2, 15, 27 or MES architectures in which the reject option is applied to the single experts. 22, 23 In particular, Ref. 22 proposes a two-stage combining scheme in which the samples rejected by the first expert are submitted for classification to the second one; in Ref. 23 a reject option is applied to each single expert, while the reject rule for the whole MES simply states that the MES rejects only in cases when all experts reject. Moreover, in all these papers there are no criteria for determining the optimal values of the reject thresholds on the basis of the domain requirements.
Classification Reliability Driven Reject Rule for MES 3 In this paper we propose a method for introducing a reject option in a MES architecture able to optimize the error/reject trade-off by taking into account the particular application requirements, represented through costs attributed to errors and rejects. It is applicable to the case in which such costs depend on the actual and predicted class and it does not require that the MES outputs the post-probabilities for the classes to be recognized, as needed by the reject rules presented above. In particular, the decision taken by the MES is accepted or rejected by considering the reliability of each classification act, estimated from the output of the MES.
Some preliminary issues about our approach have been discussed in previous papers. In particular, Ref. 7 introduces the general problem of pointing out the situations generating unreliable classification decisions. Two indices measuring the reliability of the classification act are proposed in the case of a single neural classifier (Multi-Layer Perceptron) and used to define a two-stage reject rule. The approach is applied to other popular neural classification paradigms in Ref. 10 , namely the Learning Vector Quantization and the Probabilistic Neural Network. In Ref. 11 the approach is further extended to a Multi-Expert System. Preliminary results are given with reference to a MES adopting the Bayesian Combining rule.
The approaches proposed up to now were designed with reference to a particular classification system (either single classifier or MES) and the costs were considered uniform over the classes. In the present paper the approach is generalized, by removing all these assumptions: no hypothesis is made on the structure of the considered Multiple Expert System and the error and reject costs depend on the class. In this way, the method can be also applied to those application domains, where the consequences of different errors are not equivalent since they depend on the particular class.
The paper is organized as follows: in the next section, the rationale of the approach is reviewed and the method, generalized and further extended to the case in which the costs of errors and rejects depend on the predicted and actual classes, is presented. In Sec. 3, the method is compared with the classification and reject rules proposed by Chow. Finally, in Sec. 4 a detailed experimental analysis on publicly available databases is reported.
Overview of the Method: MES Classification Reliability and Reject Option
The rationale of our approach relies on the estimation of the reliability of each classification act of the MES. Such estimation is performed by means of a reliability index ψ, computed on the basis of the output of the MES. The reject rule compares the value of ψ with a preliminarily determined threshold σ * and considers the classification acceptable if the reliability value is greater than σ * , otherwise rejects the input sample [see Fig. 1(b) ]. The reject rule is optimal with reference to the context in which the MES works, since the threshold σ * is computed by maximizing, on a data set representative of the application domain, a function which measures the MES classification effectiveness in the considered domain by means of the error and reject costs [see Fig. 1(a) ]. It is worth pointing out that no a priori knowledge is required on the distributions of input samples and on the particular formulation of the combining rule. The only assumption is that the combining rule provides an output vector which attributes each class a measurement value to represent the degree that the input sample belongs to that class. This is not a restrictive hypothesis because almost all the combining rules proposed up to now provides such an output: relevant examples are given by the Majority Voting rule, 20 the Weighted Voting rule, 14,19 so other rules based on Dempster-Shafer theory, 27 on probabilistic approaches 17 or on neural networks.
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The quantitative evaluation of the classification reliability requires the detection of situations which can give rise to unreliable classifications, trying to relate them to the output values of the combiner. An unreliable classification typically arises in conjunction with one of the following situations: (a) there is a diffused disagreement among the experts about the class to which the sample should be assigned and thus there is no class whose output value is sufficiently high to judge the classification Classification Reliability Driven Reject Rule for MES 5 reliable; (b) the experts part into groups, each agreeing on a different class, but the corresponding output values are so similar that there is not a clear overwhelming class.
In order to point out if a classification act falls into one of these situations, let us define two parameters, say ψ a and ψ b , whose values vary in the range [0, 1] and quantify the reliability of a classification from the two different points of view. Values near 1 will characterize very reliable classifications, while low parameter values will be associated with unreliable classifications.
To have a parameter ψ providing a comprehensive measure of the reliability of a classification, the values of ψ a and ψ b can be fused together making so possible to judge about the reliability of the decision of the MES on the basis of a single value
A review of combination operators for this purpose can be found in Ref. 4 . It is worth noting that the operative definition of the parameters ψ a and ψ b depends on the particular combining rule adopted in the MES. An example of definitions of ψ a and ψ b with reference to the Bayesian Combining rule is given in Ref. 11 .
Once the measure of the classification reliability has been established for the MES considered, we have to evaluate the optimal threshold σ * to be employed in the reject rule. Such threshold should be chosen so as to maximize a function (say P ) which measures the MES effectiveness by taking into account the recognition requirements of the considered application domain. This function is defined on the basis of some costs attributed, for the specific application, to misclassifications, rejects and correct classifications.
To operatively define the function P , let us suppose that the samples to be classified can be assigned to one of N + 1 classes with labels 0, 1, . . . , N, where 1, . . . , N are the labels of the real classes and 0 is a fictitious class label indicating the rejection of the sample. For each class i = 1, . . . , N let us call R ii the probability of correct recognition, R ij probability that a sample from class i is erroneously assigned to the class j (with j = i) and R i0 the probability of rejection. All such probabilities can be estimated by relative frequencies evaluated on a reference set of samples.
If we assume for P a linear dependence on R ii , R ij and R i0 , its expression is given by
The quantity C ij denotes the cost of assigning to the class j a sample belonging to the class i. It is worth noting that, for j = 0, we indicate the cost of rejecting a sample coming from the class i, while, when j = i, the cost represents actually the gain associated to the correct classification. Thus, for each class i, the following
for a given application. The costs can be assigned by quantitatively estimating the consequences of the classification result in the particular domain: the cost of a misclassification is generally attributed by considering the burden of locating and possibly correcting the error or, if this is impossible, by evaluating the consequent damage. The cost of a reject is that of a new classification using a different technique.
The linear dependence assumption has been made mainly to simplify the illustration of the method and does not affect its generality; in Ref. 7 it is shown how the method can be extended to the case of a function P of generic form.
Since we need a function measuring the actual effectiveness improvement when the reject option is adopted, independently of the absolute performance of the MES at 0-reject, it can be convenient to define the following function:
where P 0 is the value of the function P when the MES is used at 0-reject (i.e. when R i0 = 0, ∀ i). The function P can be rewritten as follows
where R ii and R 0 ij indicate respectively the probability of samples correctly classified and the probability of the samples erroneously assigned to the class j, when the MES is used at 0-reject.
Since R ii , R ij and R i0 depend on the value of the reject threshold σ, P is also a function of σ. To highlight such dependence, let D ii (ψ) and D ij (ψ) (with j = i) be, respectively, the density curves of correctly classified and misclassified samples for the class i as a function of the value of ψ.
By definition, the integrals of D ii (ψ) and D ij (ψ), extended to the interval [ψ 1 , ψ 2 ], respectively provide the probability of a correct recognition and of a misclassification when ψ 1 ≤ ψ ≤ ψ 2 . As a consequence, the following relations hold
The trend of the density curves should be such that the majority of correctly classified samples are found for high values of ψ, while misclassified samples are more frequent for low values of ψ. In Fig. 2 , typical trends of these functions are shown with regards to the 2-classes case. It is thus possible to directly estimate, for each class i and for a given threshold σ, the probability of a correct recognition, the probability of an erroneous assignment The situation after the introduction of a reject threshold σ is shown. The probability of a rejection is given by the sum of the gray areas, while R ii and R ij (with i, j = 1, 2 and j = i) represent the probability that a sample coming from class i is, respectively, correctly classified or erroneously assigned to the class j.
to the class j and the probability of a rejection
In this way, if we take into account Eqs. (5) and (6), Eq. (4') can be rewritten so as to define P as a function of σ
The optimal value σ * of the reject threshold σ is the one for which the function P gets its maximum value, i.e. the solution of the equation:
In practice, the functions D ij (ψ) are not available in their analytical form and therefore, for evaluating σ * , they should be experimentally determined in tabular form on a set of labeled samples, adequately representing the target domain. Since (8) may exist. The optimal threshold σ * is consequently chosen by selecting the value of σ for which P(σ) approaches its absolute maximum.
In order to correctly evaluate the improvement attainable with the reject option, it is worth introducing a parameter P n measuring the MES classification effectiveness normalized with respect to the maximum theoretical improvement
ij , which would be reached if all the errors were turned into rejects, without rejecting correctly classified samples. A suitable definition of P n is: P n = 100 · P(σ * )/P id . In this way, the trend of P n can give useful information about the improvement obtained for the MES as the application requirements vary.
It is easy to show that, in case of costs invariant with the classes (i.e. C ii = C c , C ij = C e , C i0 = C r ∀ i, ∀ j = i), the equations simplify and the results coincide with those reported in Ref. 11 . In particular, Eq. (8) becomes
where
(σ) are the cumulative density curves. It is worth noting that, in this case, the optimal value for σ depends on the ratio C n = (Ce−Cr) (Cc+Cr) , which can be considered a normalized cost. 
Comparison with Other Rules
The classification method most similar to the proposed one is introduced by Chow in Ref. 5 with reference to a single classifier. Different to our approach, it relies on the exact knowledge of a posteriori probabilities P (i|x) of each class i given any sample x, and minimizes the expected risk, defined as
where p i is a priori probability of class i, P i→j is the conditional probability that the rule assigns to the class j a sample actually coming from class i and {C ij } is a cost matrix which evaluates the consequences of the classifier decision. Also in this case 1, . . . , N are the labels of the real classes and 0 is a fictitious class label indicating the rejection of the sample. We will refer to this rule as Minimum Risk Classification Rule (MRC rule). It is worth noting that the expression of the expected risk corresponds to the opposite of the MES effectiveness function P defined in Eq. (2).
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From an operative point of view, the MRC rule, for a given sample x, chooses the class k such that
where j = 0, 1, . . . , N.
The MRC rule particularizes to the well-known Chow's rule when the costs do not depend on the class. In this case, denoting with C e , C r and C c the error cost, the reject cost and the classification gain respectively, the rule assigns the generic sample x to the class k provided that
otherwise the sample is rejected.
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Note that, when used at 0-reject, our rule and the Chow's rule both reduce to the simple Bayes classification rule, which assigns the sample to the class with the highest post-probability. As a consequence, the results at 0-reject of both rules coincide, making the values of P id equal in both cases. It is thus possible to draw a comparison on the basis of the parameter P n defined in Sec. 2. This is not true for the MRC rule which shows different results at 0-reject: in this case, only a comparison based on the absolute MES effectiveness P is possible.
As a final note, it should be considered that our method and the MRC rule are based on very different assumptions. A basic requirement for the MRC rule is the complete knowledge of the distribution statistics so as to exactly evaluate the post-probabilities P (i|x). In this case the MRC rule provides the best result in terms of expected risk. 5, 6 Unfortunately, this rule cannot be effectively used in real applications, because the computation of the post-probabilities is very difficult for a single classifier and becomes prohibitive for a Multi-Expert System. On the other hand, the proposed method does not need any knowledge of this kind because it relies on the direct characterization of the performance of the MES through the estimation of the density functions D ij (ψ) on a reference set. This makes our method more robust in real situations, where the unavailability of the exact postprobabilities does not allow a profitable use of the MRC rule.
Experimental Results
The aim of the tests performed is to compare our method with the other classification rules described in the previous section on real data and with different combining rules for the MES.
We have considered two different data sets coming from the UCI Machine Learning Repository. 3 The first one (Thyroid Disease data set) refers to the diagnosis of thyroid diseases on the basis of the results of several tests performed on the patient: in this case, different costs for the various kinds of errors are required and thus the comparison has been made with the MRC rule. The second data set contains handwritten digits obtained by means of a digitizing tablet (Pendigits data set); in this case the recognition task does not require to distinguish among the possible kinds of errors and thus we have to apply the Chow's rule. The characteristics of the considered data sets are summarized in Table 1 . The architecture of the MES considered is composed of experts developed according to different paradigms: a statistical classifier, the k-Nearest Neighbor (k-NN), 8 and three neural networks. The first neural classifier is a Multi-Layer Perceptron (MLP ) 24 having a single hidden layer. Learning is performed with the standard Back-Propagation algorithm, with a constant learning rate equal to 0.5. The sigmoidal activation function was chosen for all the neurons. The second neural architecture is a Learning Vector Quantization (LVQ ) 18 trained with a supervised version of the FSCL algorithm 9 to overcome the neuron under-utilization problem.
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The learning rate, initially set equal to 0.5, has been varied during the training according to the rules illustrated in Ref. 9 . The last neural network employed is a Probabilistic Neural Network (PNN ), 25 with a value for the smoothing parameter σ fixed on the basis of the particular data set, as reported in the last rows of Tables 2 and 3. The recognition rates obtained by each classifier on the data sets considered are shown in Tables 2 and 3 .
For any given sample x, the decision of each expert k (with k = 1, . . . , M) is used to estimate the probability P k (C i |x) that x belongs to the class C i (with i = 1, . . . , N). To this aim, we have used the method proposed in Ref. 27 , which evaluates this estimate on the basis of the classification results of the expert on a Classification Reliability Driven Reject Rule for MES 11 reference set of samples. This method has been chosen because of its applicability to every type of classifier. Finally, the MES a posteriori probability P (C i |x) is computed by combining the M probabilities P k (C i |x) coming from the experts. To this aim, we have employed three combination rules described in Refs. 17 and 27: the Product rule, the Average rule and the Median rule.
The obtained post-probabilities P (C i |x) are directly considered by the MRC rule, while our rule needs a further step whose aim is to evaluate a reliability parameter, as defined in Eq. (1) . To this purpose, we have assumed ψ a = π 1 and ψ b = 1 − π 2 /π 1 , where π 1 is the value of the highest post-probability, which is associated to the winning class, and π 2 is the value of the second highest value.
With these assumptions, we are equivalently stating that an unreliable classification occurs when the post-probability of the winning class is low or when the top two classes (i.e. the two classes with highest post-probability values) have quite the same a posteriori-probability. To obtain a unique reliability parameter, the following operator was considered (for a discussion about its properties see Ref. 4):
Results on the Thyroid Disease data set
In this medical data set the samples belong to three classes (hypothyroid, hyperthyroid, normal), with a very irregular distribution: the number of samples per class is 166, 368 and 6666, respectively. On this data set, the recognition rates obtained by simply selecting, for each sample, the class with the highest post-probability, revealed that the product rule performs better (97.6%) than the average rule (97.1%) and the median rule (97.2%).
In the experiments accomplished to compare our rule with the MRC rule, we have employed the cost matrix shown in Table 4 , brought from Ref. 26 .
We consider two kinds of possible classification errors: the "false positive error", which occurs when a patient is diagnosed as being sick, but the patient is actually healthy, and the "false negative error" for the opposite situation. Since the consequences are very different, the errors are weighted with different costs: a "false positive cost", denoted by p, and a "false negative cost", denoted by n. Moreover, another cost, denoted by c, refers to the gain obtained with a correct classification. The cost of rejection is assumed to be min(n, p). For n and p we assumed the pairs (50, 400), (50, 200), (50, 100), (50, 50), (100, 50), (200, 50) and (400, 50), with a ratio n/p varying from 0.125 to 8.000. Such values were proposed in Ref. 26 , which assumes only a null value for c; obviously this kind of choice implies that P can assume only negative values. Figure 3(a) shows, for each of the three combination rules considered, the results obtained by the MRC rule and by our method in terms of classification effectiveness P versus the ratio n/p. It is possible to note that our method shows quite the same behavior, with little variations due to the different effectiveness of the combining rules in approximating the post-probabilities. On the other hand, the MRC rule is very sensitive to these differences: while the results obtained with the product rule are quite satisfactory, the performances obtained with the other rules are much worse. For this reason, a fair comparison between the two methods should consider only the product rule. In this case, our method outperforms the MRC rule for each pair of costs (n, p), this difference being greater for higher values of n/p. Both the curves are decreasing as n/p grows, because of the irregular distribution of the samples in the data set. In fact, false negative errors are much more frequent than false positive errors and thus, when n grows with p being constant, the value of P decreases considerably. This partially explains the increasing gap between the two curves: because of the incorrect estimation of the MES post-probabilities, the MRC rule is not able to reject any sample and thus its classification effectiveness decreases much more than our approach. This is able to instead, reject a certain amount of false negative errors, thus making less serious the decrease of the value of P .
The same behavior is observed even if we adopt a correct classification cost c not null. In Fig. 3(b) the results obtained by the two methods with c = 0.5 · min(n, p) are reported. Note that, for our approach, the values of P are always positive.
Results on the Pendigits data set
As we said before, for this data set we have compared our method with Chow's rule. As regards the cost values, we assumed C c = 1, while for C r and C e the pairs (5, 9), (4, 12), (4, 15) , (3, 15) , (3, 18) were selected with a normalized cost C n ranging from 0.67 to 3.75. Table 5 resumes the results obtained by the proposed rule and by Chow's rule on the Pendigits data set. Also on this data set the product rule provides better results than the other rules. When comparing the results obtained by the two reject rules, it is possible to note from Table 5 that, for the proposed method, the thresholds (and thus the rates, too) are the same except for the lowest value of C n . On the contrary, Chow's rule exhibits different thresholds as C n varies. However, if we take into account Fig. 4 , which plots the trends of P and P n for the two rules, our method appears to perform better than the Chow's rule for all the combining rules considered.
This can be easily explained if we take into account the density curves related to the considered data set, which shows a correct classification density very condensed near 1.000 and an error density histogram spread from 0.700 to 1.000 (see Fig. 5 , where the density curves obtained with the product rule are shown). With respect to such distributions, our method correctly sets the threshold between 0.996 and 0.999, while the thresholds evaluated according to Chow's rule are not very suitable for the situation at hand.
Conclusions
In this paper a reject rule devised for Multi-Expert Systems has been proposed. Unlike other known reject rules, it does not rely on particular statistical assump- tions, but on the direct evaluation of the reliability associated to each classification act. The rule is able to achieve the best trade-off between reject rate and error rate since it is adaptive to the requirements of the application in which it is used. An experimental comparison with the MRC rule and the Chow's rule has been accomplished on public data sets. The results obtained with three different combination rules confirm the effectiveness of our approach.
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However, it should be noted that, for the applications considered in the experiments, we did not know the details of the distributions of the data and thus we had to work with estimated post-probabilities. This is quite unfavorable to the MRC and Chow's rules which perform well only when good estimates of the post-probabilities are available. Unfortunately, in real cases this is very difficult to obtain, specially when the class distributions are quite unbalanced. The problem becomes much more critical when a MES is employed, since the statistical dependence among its experts makes the estimate more and more complex. On the contrary, these situations are well handled by our method which evaluates the knowledge it needs directly from a reference set representative of the application domain. For these reasons, the proposed method represents an effective alternative to the MRC and Chow's rules in all those classification problems where the knowledge about the distribution of the data is not sufficient.
