Uncertainty in wind forcing has long hampered direct tests of ocean model output against observations for the purpose of refining the boundary layer K-Profile Parameterization (KPP) of oceanic vertical mixing. Considered here is a short-term metric that could be sensitive to the ways in which the KPP directly affects the adjustment of sea surface temperatures for a given change in wind stress. In particular a metric is developed based on the lagged correlation between the 2-6 day filtered wind stress and sea surface temperature. The metric is normalized by estimated observational and model uncertainties such that the significance of differences may be assessed. For this purpose multiple wind reanalysis products and their blended combinations were used to represent the range of forcing uncertainty, while perturbed KPP parameter model runs explore the sensitivity of the metric to the parameterization of vertical mixing. The correlation metric is sensitive to perturbations to most KPP parameters, in ways that accord with expectations, although only a few parameters show a sensitivity on the same order as the sensitivity to switching between wind products. This suggests that uncertainties in wind forcing continue to be a significant limitation for applying direct observational tests of KPP physics. Moreover, model correlations are biased high, suggesting that the model lacks or does not resolve sources of variability on the 2-6 day time scale.
1. Introduction
Background
The K-Profile Parameterization (Large et al., 1994 ) is a commonly employed vertical mixing scheme that parameterizes turbulent fluxes in the ocean boundary layer. Historically, evaluation of the KPP against data have been difficult because of a lack of sufficiently accurate observations of the wind forcing at the ocean surface and turbulent fluxes in the ocean boundary layer. Large et al. (1994) summarized a list of observational tests that almost exclusively focused on convective rather than wind shear mixing processes. This list of tests include wind deepening from the inertial oscillation (Pollard et al., 1973) , the response to storms (D'Asaro, 1985; Large and Crawford, 1995) , the diurnal cycle using the LOTUS data (Briscoe and Weller, 1984) , the annual cycle at a high latitude (50°N) with little horizontal transport (Papa location), a profile of temperature and salinity collected along a Tropical Pacific transect over night (Anis and Moum, 1992) , and the comparison of simulated momentum and heat under drift ice (McPhee and Martinson, 1994) . Each of these tests focused on a local region of the ocean where observations may be compared in a fair way to a column ocean model and avoid non-local fluxes and long-term/large-scale system adjustments. For these tests, there was a great deal of uncertainty in the ability to observe each experiment's forcings, and flux corrections were needed in order to attain a reasonable agreement to data. With that caveat, it was found that the KPP provides excellent predictions of the time evolving structure of the observed response.
For low latitudes, an alternate strategy was employed to test the KPP. Out of concern that uncertainties in wind forcing were too large, Large Eddy Simulations (LES) were used to simulate observations (Large and Gent, 1999) . This is reasonable as LES resolve much of the length and time scales involved in turbulent processes whose net effects KPP is supposed to represent. Because of computational limitations, LES simulations of Large and Gent (1999) were limited in space and time and therefore would not capture the longer-term structures and feedbacks that could likely be present in the world's ocean. In this present study we want to revisit the question of the potential for observational data to constrain uncertainties in KPP mixing physics. In particular we focus in on the issue of how to make a fair comparison between the output of the MITgcm and 65 moored buoys in the TAO/TRITON array in the Tropical Pacific on short (i.e. less than seasonal) time scales. Later we will use this short-term metric, in addition to metrics that we have devised for longer time scales (Zedler et al., submitted for publication), as a basis for using Bayesian inference to explore parameter space of the KPP within the MITgcm. Our particular approach for sampling does not require the construction of a statistical surrogate model (Jackson et al., , 2008 , but the success of its search depends on the reasonableness of how candidate model configurations are tested against data. In this case, there is a certain danger that a close match to observational data could be attained for spurious reasons, perhaps related to errors in our knowledge of the wind forcing, or the many ways a model can exploit compensating errors to get a good match to observational data. We therefore are motivated to create a metric that involves a more direct test of KPP mixing physics by focusing on short time scales and the relationships between wind forcing and the response of sea surface temperatures. Because we cannot expect the model to predict the timing of particular mixing events, the correlation can provide a useful summary statistic of relationships that exist in a model that can be tested against a similar calculation from observations. The most common way to compare models against data is to compare state variables independently. By definition, the correlation is about relationships and therefore the present effort provides a relatively novel approach to testing models against observations.
The objective of the present effort is to develop and assess the physical reasonableness of a performance metric based on the correlation between 2 and 6 day band pass filtered wind stress and sea surface temperature. An important part of this exercise is incorporating into our metric the knowledge we have about uncertainties affecting model-data comparison, such as the uncertainties in wind forcing. While we strive to understand how particular KPP parameters affect this correlation, our goal is not to derive new physical insights into boundary layer mixing. Rather we wish to know whether the metric provides a fair comparison between observations and model simulations and whether there is sufficient sensitivity of the metric to model parameters to make it a useful Bayesian parameter ''calibration.''
The KPP model
The KPP mediates turbulent mixing on a variety of time scales and in response to different types of forcing. A boundary layer depth is diagnosed, above and below which the turbulent fluxes have different parameterizations. The model physics distinguish between two types of turbulence in the boundary layer: convective (or density-driven) turbulence, and velocity shear-driven turbulence. Convective turbulence occurs when the boundary layer is unstably stratified, often due to heat flux from the ocean surface to the atmosphere by longwave radiative cooling or by evaporation at the surface. Shear-driven turbulence results when the shear in the horizontal velocity @U @Z À Á is sufficiently strong to cause an overturning of the stably stratified water column. Below the thermocline, shear instabilities can also result in enhanced turbulent fluxes, having the effect of smoothing out the vertical property profiles.
Because vertical turbulence occurs on length and time scales too small (0.1-10 m) (Large and Gent, 1999) to be resolved in a model, the KPP uses coarser scale input and simulates the net effects of turbulence in diffusing momentum, heat, and, salinity. Though small in scale, the net impact of turbulence is important in determining the properties of the ocean boundary layer. This is especially true near the equator (Large and Gent, 1999) , where the trade winds force an adjusted current that follows the direction of the wind, and there is an oppositely directed return flow at depth (the Equatorial Undercurrent). Between these layers is a highly sheared site that can mix turbulently when there are fluctuations in the wind forcing. Off the equator, fluctuations in the trade winds force near-inertial internal gravity waves that generate shear driven turbulence as they rotate, entraining the top of the thermocline.
Methods

Experimental design
To test whether observations can be used as a constraint on parameter uncertainties in the KPP, a statistic is developed (Section 2.2) for comparison between model (Section 2.3) and buoy data (Section 2.4). A cost function (Section 2.5) based on the correlation statistic is used for sensitivity tests with perturbed forcing or model physics. The cost function is designed to evaluate the statistical significance of the correlation metric. We examine the sensitivity of the cost function to the KPP parameters by conducting modeling experiments using existing alternative wind forcing products, wind forcing created by blending alternative wind products, and by perturbing KPP parameters. The purpose of the sensitivity tests is to determine if the cost function is more sensitive to the model physics than it is to wind forcing, thereby allowing one to determine whether the cost function and this set of observations could possibly be used to constrain parameters governing model physics.
Designing the cost function
On seasonal and longer timescales one may measure modeldata misfit by comparing the evolution of upper ocean state variables, e.g. SST, salinity, and horizontal velocity (Stammer, 2005;  Zedler et al., submitted for publication). On short time scales of less than a month, or even as short as minutes to hours, model-data misfit needs to be evaluated through a statistic as one cannot expect a climate model to capture the particular turbulent features of eddies. Here we focus the correlation between s and SST to between 40 and 160 h, the timescale of, e.g. the passing of an easterly wave. Observations from the TAO/TRITON array of moorings in the Tropical Pacific (Section 2.4) show a lagged negative correlation between s and SST (Fig. 1) , with positive (negative) anomalies in s leading negative (positive) anomalies in SST. This negative correlation probably reflects a combination of a variety of mixing processes, including shear-driven turbulent mixing, entrainment of water from the thermocline into the boundary layer, and buoyancy from evaporative cooling. If the model is a good representation of reality, the model s and SST should also show a similar correlation relationship.
The 40 h band pass intentionally removes the diurnal cycle and (most) serial correlations. The diurnal cycle is an important forcing of turbulent mixing (Large and Gent, 1999) , (Fig. 1a) , however, its affect on SST creates an ambiguity in the comparison between forcing and response. For example, without the filter, one cannot distinguish whether a given SST perturbation is a response to s forcing or diurnal forcing in radiative fluxes, clouds, or even winds. The 160 h band pass filters larger scale disturbances, e.g. tropical instability waves, ENSO, or long timescale model biases in the s and SST fields. Removing longer time scale features is also important because, on longer time scales the atmospheric response to SST, missing from our model, can actually reverse the sign of the s-SST correlation (Bryan et al., 2010) . On the 40-160-h time scale the correlation relationship is cleaner for the model than observations, as model SST generally has less variability than observations (Figs. 1b and 2).
To examine the statistics of that relationship, the lagged correlation is calculated for the filtered time series of both model and observations. Each value of the lagged correlation series is a calculation of correlation with the time series of SST and s offset from one another by a different lead/lag time. We consider only the correlations in which the s time series leads SST, because the ocean model is forced by a prescribed atmosphere that has no response to the ocean, rendering lag time meaningless. For comparison between model and observations, we select the largest magnitude correlation for any lead time less than 48 h. The lead time itself is examined separately.
The model
The KPP turbulent mixing scheme is implemented in a version of the Massachusetts Institute of Technology general circulation model (MITgcm) (Adcroft, 1995; Marshall et al., 1997a,b) , in hydrostatic configuration with a 1/3°resolution C-grid on a domain encompassing the Tropical Pacific, from 26°S to 30°N and 104°W to 290°W ( Hoteit et al. (2008 Hoteit et al. ( , 2010 . Initial and lateral boundary conditions for the ocean temperature, salinity, and velocity come from the OCean Comprehensible Atlas (OCCA) (Forget, 2010) . Surface forcing for temperature, specific humidity, shortwave and longwave radiation, wind (unless otherwise noted), and precipitation are interpolated to the model grid size and time step from the NCEP/NCAR 1.8°, six-hourly Reanalysis (Kalnay et al., 1996) and prescribed at the ocean surface. The MITgcm calculates heat fluxes between the ocean and atmosphere.
The default experiment (Exp. 0 [ Table 2 ]) uses the NCEP/NCAR forcing and default KPP parameter values. An ensemble of 42 additional experiments is conducted (Table 2 ). In the first three experiments the KPP parameters are held at their default values while wind forcing is replaced with alternatives: ECMWF (Gibson et al., 1997) , NOAA/CIRES Twentieth Century reanalysis (Compo et al., 2011) , and NASA Cross-Calibrated Multi-Platform Ocean Surface Wind Velocity (Atlas et al., 1996) (Exp. 1-3 [ Table 2 ]). In the next 19 experiments, KPP parameters are perturbed to artificially large and small values (Exp. 4-22 [ Table 2] ). An additional 20 experiments are conducted using wind forcing that is blended from the NCEP/NCAR, ECMWF, and NASA products (Exp. 23-42 [ Table 2 ]). The blending is done using a mixture model to weight the contribution from each of the three wind products, resulting in a Dirichlet distribution of weighting with the highest probability being an equal weight for each product. In all experiments, regardless of wind forcing, the forcing in all other fields is always from the interpolated NCEP/NCAR Reanalysis.
In this paper we assume that the spread between the NCEP, ECMWF, NOAA/CIRES, and NASA wind products that are used to force the ocean surface represents the uncertainty in wind forcing. The differences between them are largely due to the methodology of constructing wind estimates from the same observational datasets. However, the NASA wind velocity also incorporates Quick-SCAT scatterometer. KPP parameter perturbations are coarse, with adjustments of 50-100% in most parameters (Exp. 4-22 [ Table 2 ]). In cases in which the parameter is actually a structure function, e.g. Exp. 9-14, adjustments to constants within those functions have an effect on the parameter of approximately 50%, although this is depthdependent and perturbations approach zero as the Monin-Obukhov length approaches zero. The perturbations are not designed to test the viability of alternative KPP parameter values, but serve instead as sensitivity tests. The perturbations are large because the intention is to discover whether there is any sensitivity in the model to that particular parameter.
Observations
Wind speed and SST are observed at buoys in the TAO/TRITON Array. Observed wind speed is converted into neutral wind stress s (N/m 2 ) at the ocean surface by a drag coefficient calculated according to Large and Pond (1981) . For inclusion in the modeldata comparison, a buoy must have at least one continuous 30-day or longer period with no missing wind speed and SST data during the Nov. 1st, 2003-Oct. 13, 2007 modeling period. Only those continuous intervals are included in the study. Sixty-five buoys in the TAO/TRITON array satisfy that criterion in the domain spanning 8°S to 8°N and 180°W to 90°W. Of these, twelve have hourly data and 53 have ten-minute data. SST observations are matched for comparison to the output from the top ocean model layer (2.5 m beneath the sea surface) at the model grid point nearest each buoy, a maximum distance of 0.24°(about 26 km).
Calculating cost
The cost function takes the form of a likelihood function, which is a calculation of the probability of making an observation given a model. From this perspective, observations and model output are distributed with variances that are a function of their uncertainty. Figs. 2 and 3) . Assuming the correlation at each buoy is constant in time for the nearly four year period, the combined estimation of the lagged correlationr is constructed from the lagged correlation of individual observational time seriesr k , weighted as a function of their estimated error r 2 k such that, for a given lead or lag time:
The mean squared error ofr is equivalent to 1/g 2 . Assuming the normal distribution forr k , each r k is approximated as 1 = 4 of the 95% confidence interval ofr k (in brackets below) by: (David, 1938) and N k is the number of degrees of freedom for a time series of length n, reduced by the band pass filter to: (Yan et al., 2004) where DT is the time step and T c1 and T c2 are the band pass times (40 and 160 h, respectively). Although there is autocorrelation in the time series, subsampling at the decorrelation time causes a negligible change in N. Each r k , g 2 ,r k , andr is a function of l, the lead or lag time between s and SST. For model correlationR (model terms represented by capital letters), Eq. (2) reduces because there is a single complete time series, i.e. K = 1. When comparing between observations and model, the greatest magnitude of the lagged observed and modeled correlation (r andR respectively) is selected and denoted r and R, and their associated lead times l and L. For all buoys, r is negative (Figs. 3 and 4) meaning that increased wind stress leads decreased SST.
Lead time l has an observational uncertainty g 2 l , calculated by an application of Eq. (2) to lead time where
and the standard deviation for lead time, r l , has to be estimated empirically. In order to examine r l for the buoy observations, each lead time l associated with an individual time series k (i.e. the time at whichr k is greatest in magnitude) is subtracted from the mean l at buoys along its longitude. Shorter time series tend to result in higher deviations from meridional mean of l, and the relationship between time series length and lead time variability is even more clear when analyzing artificially truncated model runs (Fig. 5) . Assuming that the record length and standard deviation relationship from the observational data is approximated by the model, an exponential fit to the model relationship between standard deviation in l and record length (Fig. 5) is used as an approximation of r l for lead time uncertainty g 2 l (Eq. (6)). Because all model time series have a record length of 2 years, the standard deviation of the estimated error in model lead time, r L , is a constant 2.16 h (Fig. 5) .
The uncertainty in forcing is estimated by the sensitivity of model to the blended wind product at each buoy, using the twenty experiments with different wind products and the same model physics (Table 2) :
where each i is an experiment forced with a different blended wind, and l is a mean value over years 1.5-3.5 of the 20 blended wind experiments. The / 2 and / 2 terms are calculated separately at each buoy. The combined cost function for n buoys is:
where
and each i is a buoy and the denominators are the summed uncertainties.
Results
Model-data misfit
The model output in the default configuration has zonally oriented bands in correlation and lead time, especially in the Central and Eastern Pacific. The model correlation, R, is enhanced along the equator and flanked by wider bands of very low R from about 1.5°N Fig. 3 . Lagged s-SST correlation at 0°N 170°W, with individual time series of continuous observations (solid lines), an optimal estimater of the combined observations (black dashed line), the 95% confidence interval of the estimater (shaded), and the model resultsR nearest the buoy (red dashed line). In the legend, the length of continuous observations (in days) is listed next to each observational time series. Fig. 4 . Maximum lead correlation between wind stress and SST from buoy observations r (foreground) and model output R (background) with default KPP parameters. A circle indicates Cost(R, r) < 2, signifying that the distance between R and r is less than two standard deviations of the uncertainties that have been accounted for.
to 5°N and 2°S to 5°S (Fig. 4) . Model lead time, L, has a similar structure, with longer lead times along the equator, flanked to the north and south by broad bands of lower lead times (Fig. 8) . While the network of buoys has a much lower spatial resolution, the same structure of enhanced r and reduced l is evident along the equator. Zonal bands of diminished r and enhanced l are evident along 2°N and 5°N and S, but are difficult to resolve. Further from the equator, along 8°N and S, model correlation and lead time show little similarity to data.
In all experiments, the model overestimates the magnitude of the average s-SST correlation, ranging from 5.8% to 25.6%, and by 24.4% in the default configuration. All but two experiments reduce this bias relative to the default winds and parameters, yet none eliminate the bias (Fig. 6 ). The correlation is highly sensitive to wind forcing product (Figs. 6 and 7): the NOAA wind product (Exp. 2) reduced the correlation relative to the default experiment by 14.7%, while the greatest sensitivity to any parameter (the critical gradient Richardson number Ri o ) was a reduction in correlation by just 6.4% (Exp. 6). This is especially true in the Central and Eastern Pacific, as alternative wind products tend to reduce the correlation relative to the default, bringing it close to observations (Fig. 7) . At 47 out of 65 buoys the model correlation with default KPP parameters is greater than the observational correlation (Fig. 4) . A zonal pattern in misfit is also evident, as the overestimation is generally more significant for buoys farther from the equator (Fig. 4) . The overestimation is exaggerated from 180°W westward, due to a modeled increase in the magnitude of the correlation relative to the Eastern Pacific that is not as distinct in the observations (Fig. 7) . This may be related to the separation between the deep thermocline and the shallow mixed layer in the Western Pacific, which may act as a barrier to the entrainment of cooler water from the thermocline to the surface during wind events (Lukas and Lindstrom, 1991) . The lead time to maximum correlation has a meridional spatial pattern, increasing in the Eastern Pacific in both the model (L) and in observations (l) (Figs. 8 and 9 ). The model also shows a slight decrease in lead time from the Western Pacific eastward toward the Central Pacific, but this is less evident in the observations 0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 0 (Table 2) . (Fig. 9) . In its default configuration the model tends to overestimate the lead time by three to six hours for the meridional average of buoys west of 155°W, while the misfit of the meridional average is less than one hour for buoys from 155°W to 95°W (Fig. 9) . Lead time proves largely insensitive to changes in the KPP parameters, but it responds very strongly to changes in wind product, which tend to increase lead time basin-wide. The NOAA wind product especially causes increased lead times (Fig. 9) .
Implicit in the assumption that the differences between wind products represent uncertainty in wind forcing is that each of those products is equally valid. However, the wind products are unequal in their impact on model lead time. The NOAA wind experiment tremendously increases the estimate of the uncertainty in wind forcing because it is so different from the other three products. In reality, no wind product is entirely independent from another, and they may not be equally valid estimates of the wind forcing. All the reanalysis products are based on the same atmospheric data sets (the NASA wind includes additional QuickSCAT scatterometer data), but differ in data assimilation method and in the model used in their generation. However, because of concerns over the integrity of the NOAA wind, it was not included in the mixing model to create the 20 blended wind products.
Signal to noise ratio
The two components of the cost function (Eq. (8)) -maximum lead correlation and lead time to maximum correlation -show different degrees of sensitivity to changes in wind forcing and KPP parameters. The correlation-based cost term [cost(R, r)] shows comparable sensitivity to some KPP parameters relative to the sensitivity to wind. The largest changes in cost(R, r) from the default for a single experiment belong to Exps. 5, 1, and 7, corresponding to perturbations to the critical bulk Richardson # (Ri b ), wind product (ECMWF), and critical gradient Richardson # (Ri 0 ) (Fig. 10b) . The sensitivity to Ri 0 (Exps. 7, 8) is larger than the spread in cost(R, r) between any of the wind products.
The lead time-based cost [cost(L, l)] appears far more sensitive to wind forcing than changes to the KPP parameters (Fig. 10d) . Notably, the NOAA winds (Exp. 2) cause a 252% increase in cost(L, l) from the default experiment. In order to emphasize the sensitivity in lead time L to the NOAA wind product, it is represented by the unfilled diamonds in Fig. 9 . The overwhelming sensitivity in cost(L, l) to the NOAA winds even dominates the combined cost [cost(R, r, L, l)] (Fig. 10e) . Therefore, lead time appears to worsen, rather than improve, the signal to noise ratio.
Because of the known bias between the model correlation R and the observed correlation r, a second cost function is calculated in which each experiment is compared to the model mean, R, instead of observations, r: be free of bias because the numerator is a function of the model only (Fig. 11) . The variance of the cost R across the KPP parameter experiments , divided by the variance of the blended wind experiments (Exps. 23-42), approximates a signal to noise ratio. The result is 0.86, meaning the perfect model correlation cost is more sensitive to blended wind forcing than to KPP perturbations.
Process interpretation
Effect of parameters on mixing processes and correlations
The cost function is likely most sensitive to parameters that control the physical processes involved in the s-SST correlation.
The greatest cost(R, r) sensitivity -as measured by the difference in cost between its upward and downward perturbations -is to the critical gradient Richardson number, Ri 0 (Fig. 10b) on R ocean-wide. While the s-SST correlation sensitivity (Fig. 6) and the correlation-based cost [cost(R, r)] sensitivity (Fig. 10b ) reflect ocean-wide patterns, the balance of the processes influencing the s-SST correlation likely varies temporally and spatially.
Indeed, sensitivity to Ri 0 is highest near the equator in the Central and Eastern Pacific (Fig. 12 ) in the area of the Pacific cold tongue, where upwelling from the interior may play a role in the regulation of SST. The model boundary layer is also at its shallowest in this region, with depths averaging 10-25 m, so turbulent eddy penetration into the interior is plausible. Near the equator, wind direction, which is not directly included in the cost function, may also be an important control on SST, as easterly winds cause upwelling from the thermocline, and westerly winds impede it. Interestingly, despite not including wind direction in the cost function, observational correlation r and model correlation R are enhanced along the equator (Fig. 4) . This may reflect the dominance of the pattern of easterly winds and the associated divergence and upwelling. It may also reflect the role of the Equatorial Undercurrent in enhancing shear in this area.
Because some of the highest correlation-based cost sensitivities are to the structure function for scalars in unstable conditions (/ sunst ) and the nonlocal transport term (c s ) (Fig. 10.b. [experiments 13-14 and 15-16]), which are nonzero only in convective conditions, the cost function is likely sensitive to the parameterization of wind-driven evaporation and convection, rather than solely to wind-driven shear turbulence. In the Western Tropical Pacific where a barrier layer separates the boundary layer from the deep thermocline, wind-driven turbulent mixing from the thermocline into the mixed layer is unlikely. McPhaden and Hayes (1991) find that the one-day lag in the correlation between SST and wind (pseudostress, zonal speed, and work) in the Western Pacific Warm Pool is due almost entirely to the surface heat fluxes and not from entrainment by wind-driven turbulent eddies. During intense but infrequent westerly wind burst events in the Western Pacific, wind-deepening of the boundary layer to the thermocline is hypothesized but latent heat fluxes at the surface are still thought to predominate (Lukas and Lindstrom, 1991) . Meridional advection may also contribute to SST during these exceptional wind events (Feng et al., 1998) . Insensitivity to Ri 0 in the Western Pacific relative to the Central and Eastern Pacific (Fig. 12) supports the hypothesis that interior diffusivity due to shear, and therefore entrainment, is not playing a role in the s-SST correlation in that region.
Discussion and conclusions
The sensitivity tests indicates that, given the uncertainty in the Tropical Pacific wind forcing from Reanalysis products, calibration by comparison to data using the correlation cost alone would not be advisable. From the perspective of the unbiased ''perfect model'' the signal of the large perturbations to individual KPP parameters cannot be distinguished from the effect of changing between wind forcing products. Attempts to calibrate the KPP parameterizations using the cost function would yield wide probability distributions for the parameters.
There are several potential sources of bias in our comparison between model and data. Because the atmosphere is not coupled to the ocean in the model, prescribed surface air temperature and specific humidity must, to some extent, control the heat flux across the ocean surface and therefore influence SST. All variables except wind speed and direction are held fixed at their NCAR/NCEP values across the alternative wind forcing experiments, so that the effect of this control over SST does not change from one wind experiment to another. However, given that wind speed and direction are likely correlated with other prescribed variables (e.g. short wave radiation), the default NCAR/NCEP forcing for variables other than wind may still affect the s-SST correlation in the perturbed wind experiments. Missing processes or feedbacks may also contribute to the bias. On time scales on the order of a month, the s-SST correlation is actually positive in the Tropical Pacific because of the atmospheric response to SST (Bryan et al., 2010) . Any feedbacks that may exist on the 40-160 h time scale used in this paper will not be represented because of the lack of a coupled atmosphere.
Another possible source of bias in R could be related to the difference in spatial scales between model and data. The model has much less variability in SST than the data, even after band pass filtering (Fig. 2) . The variability in the model s is reduced in comparison to the observations by a lesser amount, so the two quantities seem to be affected to different degrees by the transformation from a point measurement (observations) to a 1/3°grid cell (model). Stronger correlation in the model relative to observations is expected because of the reduced variability.
Despite the low signal to noise ratio, the ocean buoy data may still have the potential to provide some constraint on KPP parameters, however it may be important to include other constraints in the cost function, in addition to correlation. Alternatively, more nuanced approaches to working with the correlation metric might yield a stronger signal to noise ratio. We have seen that certain parameters have spatially-varying sensitivity across the equatorial Pacific, e.g. Ri 0 (Fig. 12) because they relate to well-understood processes of spatially-varying importance. However, our method of summing costs across the entire domain reduces signal in the sensitive regions by combining it with the costs from the insensitive regions. A regionally-specific approach, different for each parameter, could potentially be used (Mu and Jackson, 2004) . The analysis could also be confined to buoys where the mismatch between modeled and observed s is smallest, since errors in s correlate strongly with errors in s-SST correlation (not shown). Finally, including more wind products, perhaps scatterometer data that has not been blended with reanalysis, could potentially reduce the noise in forcing.
