We provide formulae for calculating approximate p-values for the non-standard asymptotic null distributions of a variety of tests used for detecting multiple structural change in a wide range of models. Our approximations are based on simulated quantiles obtained from 100,000 replications, and the latter are more accurate than the quantiles reported in the literature by increasing the number of replications by a factor of 10. The p-value response surfaces are approximated using a parametric method proposed by Hansen and their use is illustrated with an example. Using our p-value response surfaces, it is shown that the use of Bai and Perron ' s response surfaces for the critical values of these tests can lead to misleading inferences, and thus should be used with extreme caution.
Introduction
There has been considerable interest in developing inference techniques for econometric models that exhibit parameter variation at multiple unknown points. Leading statistics are the so-called Sup-, UDmax-and sequential tests that are used respectively to test stability versus a fixed number of breaks, stability against up to a fixed number of breaks, and l breaks versus l + 1 breaks. These statistics have been shown to have the same limiting distributions in linear models (with exogenous regressors) estimated by Ordinary Least Squares (Bai and Perron 1998) , linear models (with endogenous regressors) estimated via Two Stage Least Squares (Hall, Han, and Boldea 2012) , and nonlinear regression models estimated by nonlinear least squares (Boldea and Hall 2013) . The limiting distributions in question are non-standard but depend only on the number of unknown breaks, a trimming parameter, and the number of time varying regression parameters in each regime. To date, researchers wishing to use these inference procedures have only been able to perform tests using simulated critical values for conventional significance levels. While such critical values enable researchers to determine whether the hypothesis in question is rejected or not at the significance level in question, they do not reveal the extent to which a decision may be considered " marginal " . The latter information is revealed by the p-value (or equivalently, the observed significance level) of the test; as a result, p-values are routinely reported in other settings in applied econometric analysis. The lack of p-values for the parameter variation tests described above can thus be argued as a lacuna in the literature.
In this paper, we provide response surfaces that allow for the easy yet accurate calculation of asymptotic p-values. Our results are based on simulated quantile functions that are more accurate by using 10 times more replications than the majority of the critical values for the tests in question that have been published in the literature. A further advantage of our results is that they cover an extended set of values for q , thus making it possible to perform inference about parameter variation in a broader class of models than was previously possible.
The paper is organized as follows: The next section presents the tests, their asymptotic null distributions, and the models in which they can be applied, as well as discussing the limitations of simulated critical values available in the literature. Section 3 deploys the methodology used to obtain the response surfaces, while Section 4 illustrates their use, and analyses their performance. The tables of parameters used for the calculation of the p-values are given in the Appendix. In this model, y t is the dependent variable, x t is a p × 1, z t is a q × 1 vector of explanatory variables, and u t is a mean zero error. 1 This specification allows for partial structural change where the coefficients on x t are not subject to shifts but are estimated using the entire sample. 2 The remaining coefficients, those on z t , are subject to multiple breaks at unknown locations denoted T i = [ T λ i ] for 0 < λ 1 < … < λ m < 1, where [.] denotes the integer part of the quantity in brackets. The breaks are assumed to be asymptotically distinct and bounded from the boundaries of the sample with the admissible set of break locations defined as Λ ε = { ( λ 1 , … , λ K ): | λ i + 1 -λ i | ≥ ε , λ 1 ≥ ε , λ k ≤ 1 -ε } for an arbitrary small positive number ε that serves the purpose of a sample trimming parameter.
The model and Hypothesis Testing
The method of estimation for this model, proposed in Bai and Perron (1998) , is one based on least squares. , ,
and the parameter estimates of the model will be the ones based on the resulting estimated set of break points. While this global minimization requires an exhaustive grid search, Bai and Perron (2003a) provide an algorithm that alleviates much of the computational cost by applying the principle of dynamic programming that results in least squares calculations in the order of at most O ( T 2 ) instead of the order O ( T m ) calculations that would be required for a full grid search in a model with m breaks.
A variety of tests that can be used for different types of hypotheses of interest in this type of model were proposed in Bai and Perron (1998) . To simplify the presentation, we describe the versions of these tests based on F-type statistics but it should be noted that all the tests described below can also be based on Wald-type statistics. The assumptions under which these tests are valid, some general and some depending on the specific hypothesis that is being considered, as well as the arguments for consistency, can be found in the aforementioned paper and will not be reproduced here for brevity.
For the simple hypothesis of 0 against k breaks, that is H 0 : m = 0 vs. H 1 : m = k , the F-type tests are based on ( )
for a particular set of break locations λ 1 , … λ k . SSR 0 and SSR k are the sum of squared residuals under the null and alternative hypotheses, respectively. These statistics, calculated for all the admissible sets of 
Since Sup -F T ( k;q; ε ) is constructed to test the hypothesis of a specific number of breaks ( k ), it is useful to also consider a double maximum test that compares Sup -F T ( k;q, ε ) statistics for different values of k starting from one to some ceiling K . This effectively changes the testing hypothesis to H 0 : m = 0 vs. H 1 : m ≤ K and the appropriate statistic can be written as ( ) 
Alternatively, a weighted version of UDmax may be used, motivated by the fact that as the number of breaks m increases, a fixed sample of data becomes less informative due to the estimation being based on smaller partitions. Bai and Perron (1998) note that since the critical values of the Sup-F tests decrease as m increases for a fixed q so will the marginal p-values, and propose to use the critical values as weights to ensure that the marginal p-values are equal across m . Denoting the asymptotic critical value of sup -F T ( k;q, ε ) as c ( q, α , κ , ε ) for a significance level α , the weights are defined as w 1 = 1 for k = 1 and 
Another hypothesis of interest is that of H 0 : m = l vs. H 1 : m = l + 1. Statistics developed for this hypothesis may be used as part of a sequential strategy that starts by estimating one break and then tests for the presence of an additional break in the segments defined by the first break. Iterating this procedure by testing for two against three breaks and in general for l against ( l + 1) breaks can lead to an estimation of the total number of breaks in the model.
To construct this statistic, start by denoting as 1( , , ) T T … the l fixed breaks that are calculated by globally minimizing the sum of squared residuals as in (1), and will form the null hypothesis. Then, for the model with ( l + 1) breaks, the l breaks are fixed at 1( , , ) T T … and the location of the ( l + 1) th break is chosen by minimizing the residual sum of squares across all the admissible l + 1 partitions. The statistic is then given by
where
for an arbitrary small γ , and 2 σ is a consistent estimate of the error variance under the null hypothesis.
The following Lemma presents the limiting distributions of the tests in (2)-(5) that are derived in Bai and Perron (1998) . ( ; , ) ( ,..., ; )
and under m = l ,
Note that these distributions are non-standard and depend on three parameters: the number of breaks k or l 3 It should be noted that these limiting distributions only apply for the statistics based on F T ( λ 1 , … , λ k ; q ) if the regression error u t is homoscedastic and serially uncorrelated. If the errors are heteroscedastic and/ or serially correlated then the same limiting distributions hold for the analogous functions of Wald statistics that satisfactorily account for the error structure; see Bai and Perron (1998) for further details.
4 Such large values of ε are reported because Andrews (1993) allows for asymmetric trimming.
as appropriate, the number of parameters q , and the trimming parameter ε or γ as appropriate. Furthermore, since G q , γ ( x ) is effectively the limit distribution of Sup -F T (1; q ), the distributions of all the statistics above can be constructed using an approximation of A number of studies have provided approximated percentiles for the above distributions using Monte Carlo simulations for a variety of parameter sets and simulation settings. We detail the setup of the most inclusive of these simulations here as it may be seen as a decisive factor to accessing the availability and accuracy of the critical values that can be found in the literature. Andrews (1993) simulates the distribution of interest for the case of one break, q = 1, … ,20, and ε = 0.05, 0.10, … , 0.50 4 using a sample of T = 3600 observations and 10,000 replications, the latter being the number of simulated points from the distribution that is being approximated. Bai and Perron (1998) provide results for the much more computationally demanding cases of up to nine breaks, but for only up to ten model parameters ( q ) and one value of ε = 0.05. Their results are calculated using a sample of T = 1000 and 10,000 replications. Andrews (2003) provides a corrigendum to his previously reported percentiles, this time calculated with 100,000 replications instead of 10,000 for increased accuracy. However this is only available for the computationally simple case of k = 1. Bai and Perron (2003b) expand their previous results to include the cases of ε = 0.10, 0.15, 0.20, 0.25 and also provide response surfaces that can be used to approximate the asymptotic critical values. These are based on a nonlinear regression where the dependent variable is the simulated critical value, with the model parameters q, k , l + 1, and ε , in various combinations used as regressors. As such, Bai and Perron ' s (2003b) results are useful in cases where the simulated critical values are not available for a particular case k, q , and ε .
Hansen (1997) presents response surfaces for calulating approximate p-values of Sup -F T (1; q, ε ) statistic for up to q = 40 model parameters, and a wide range of trimming windows ε from 0.01 to 0.49, using samples of T = 1000 with 50,000 replications in the quantile function approximation. There are two key differences between this method and Bai and Perron ' s (2003b) response surface approximations: first, within Hansen ' s (1997) approach, the response surfaces are used to calculate p-values that provide more information in inference than critical values; second, in Hansen ' s method, the approximation is based on optimising a function for the specific simulated distribution of interest in terms of ( q, k = 1, ε ) instead of optimising over a large set of values for ( q, k, ε ). However, an important limitation of Hansen ' s response surfaces is that they only cover the case of testing no breaks against one break ( k = 1). Andrews (2003) Andrews (2003) for the one break case. : Hall, Han, and Boldea (2012) in linear models with endogenous regressors estimated by two stage least squares; Boldea and Hall (2013) in nonlinear least squares models; Bai et al. (2008) in models under specification errors.
Remark 1

and verified by our experiments, is the number of replications and sample size that is used in the simulations. At a high cost of computer resources accuracy can be improved for the cases of multiple breaks, as it is by
Remark 2 Recent developments in the literature have established that the distributions described in Lemma 1 can be applied to structural stability tests developed for a wider range of models than the OLS linear regression. This makes the availability of an updated set of asymptotic critical values and response surfaces for models with multiple breaks even more important to applied work. The following is a list of proposed tests and model specifications that use the non-standard distributions considered here to test for multiple breaks
Remark 3 The current literature does not provide critical values for multiple breaks tests with q > 10 parameters, which can be restrictive in applied work.
Motivated by the above remarks, in this paper we use Hansen ' s methodology to obtain response surfaces for the calculation of approximate p-values for the cases of multiple breaks for a large set of parameter values, using simulation settings that ensure improved accuracy. The next section discusses the setup for our simulations and methodology for the p-value approximations. (2003) setup we iterate 100,000 times to increase the accuracy over currently available results. For each iteration, we use Bai and Perron ' s (2003a) dynamic programming algorithm to calculate the supremum of F ( λ 1 , … , λ k ; q ) with respect to ( λ 1 , … , λ k ) in the set is Λ ε . We include all combinations of q = 1, 2, … ,20 model parameters, ε = 0.05, 0.10, … , 0.25 trimming values, and k = 1, 2, … ,9 breaks up to the point where the trimming window will not lead to trivial break point estimations. So, for ε = 0.25 we allow for a maximum of 2 breaks since a 3 rd break would result in breaks being fitted at 25%, 50% and 75% of the sample by default. Similarly, we allow for up to 3 breaks for ε = 0.20, 5, breaks for ε = 0.15, 8, breaks for ε = 0.10, and 9 breaks for ε = 0.05.
p-Value Function Approximations
This specification provides quantile approximations for the distributions of statistics up to Sup -F T (9;20), and F T (9 | 8). For the UDmax and WDmax statistics we set the ceiling of allowed breaks to K = 5, where allowed by the ε value, and the maximum number of allowed breaks otherwise. So, for ε = 0.05, 0.10, 0.15 we use K = 5, but for ε = 0.20 and 0.25 we use K = 3 and K = 2, respectively.
Under these specifications, the wall clock time to complete the simulations is prohibitive on a desktop computer. To overcome this we used a Condor pool, a mechanism that utilises spare cycles in a collection of processor cores (96 cores in our case). To implement this solution we split the replications for each simulation experiment into a number of separate jobs, each job performing part of the overall calculation, and collated the data after the jobs were complete.
Based on these simulated quantile functions, we calculate approximate p-value response surfaces following Hansen ' s methodology. This provides computationally convenient and very accurate response surface approximations that are easy to use in applied work as they only involve a ν degree polynomial and a standard chi-squared distribution.
5
To describe this methodology, let p ( x ) = P ( X ≥ x ) denote the true p-value function of X . In our context, X is then the asymptotic distribution for either Sup -
, and the approximated p-values of our Monte Carlo simulations can be denoted as ˆ( ). p x The objective of Hansen ' s method is to use a parametric function to calculate response surfaces based on ˆ( ). p x For this purpose he uses a function of the form
where χ 2 ( · | η ) is the cumulative distribution function of the chi-squared distribution with η degrees of freedom and θ = ( θ 0 , θ 1 , … θ ν ) ′ is the collection of parameters in a ν degree polynomial. A chi-squared is chosen as the leading distribution for the similarity it presents to the limiting distributions of the statistics for different parameter values since, as Hansen observes, for ε = 0.5 the limit of Sup -F T (1; q ) simplifies to a 2 q χ distribution.
The parameters θ and η have to be chosen such as to make p ( x | θ , η ) as close as possible to p ( x ) for all values of x in the range of the random variable X . Denoting the inverse of the true p-value function by Q ( · ), that is
, we have the following identity
Using this transformation, fitting (6) to the true p-values p ( x ) is then equivalent to choosing θ and η so that φ is as close as possible to
To increase the accuracy of the approximation for smaller p-values, that are of more interest in inference, Hansen (1997) further proposes a weighted criterion function, that based on the above will take the form of
where r is a positive integer and ω ( φ ) is a weight function that assigns large weights to small p-values and small weights to large p-values. For a particular choice of ω ( φ ) and r we follow Hansen and use
with r = 8. The choice of the weight function becomes obvious when considering that the p-values that are normally of interest are in the region of 0.01 -0.1, and the value r is chosen to ensure that a few large approximation errors are penalised more than many small errors. By replacing the integral with a sum over a sufficiently fine grid that corresponds to the (1 − φ i ) × 100% significance level, the minimization problem of (7) 
We implement the above by setting M = 999 and φ I = i /1000 and applying to all the quantiles of the Sup - . Experimentation with different ν revealed that ν = 1 is sufficient for all tests and all cases of numbers of parameters, numbers of breaks, and trimming windows. This can be verified by looking at the maximum and median errors at selected p-values for all model specifications for each of the four statistics. These results are presented in Table 1 .
The optimal ( θ * , η * ) parameters are presented in Tables 2a − 2i for Sup -F T ( k; q ), 3a − 3h for F T ( l + 1 | l ), 4a for UDmaxF T ( K; q ), and 4b for WDmaxF T ( K; q ). Note that since F T (1 | 0) = Sup -F T (1; q ) by construction, the results for F T (1 | 0) are those given by Table 2a .
Illustration and Performance
To illustrate the use of the results we calculate approximate p-values for the Sup -F T ( k;q ) and F T ( l + 1 | l ) tests in one of the equations estimated in the empirical application in Hall et al. (2012) . In the context of exploring the stability of the New Keynesian Phillips Curve for US data using multiple break tests in the presence of endogenous regressors, Hall et al. (2012) apply these tests on an output gap equation estimated by OLS. Output gap is estimated using a constant, the first lag of inflation, the short term interest rate, the unemployment rate, the growth rate of the money aggregate M2, and three lags of inflation first differences to account for serial correlation. That is eight explanatory variables in total and the estimation uses a trimming value of ε = 0.1. Some statistics for tests applied to this equation are given as Sup -F T (1;8) = 50, F T (2 | 1) = 30.53, F T (3 | 2) = 23.1, and F T (4 | 3) = 11.3. The p-value function parameters for the case of Sup -F T (1;8) can then be found in Table 2a , in the column for ε = 0.1s and the row for q = 8. Applying these parameter values to (6), gives a p-value of 1 − χ for F T (3 | 2), and F T (4 | 3) are the equivalent entries in Tables  3b and 3c and applying them to (6) gives 1 − χ 2 ( − 12.16 + 1.12 × 23.1 | 10.44) = 0.21 and 1 − χ 2 ( − 13.73 + 1.20 × 11.38 | 11.58) = 1, respectively; thus both tests fail to reject, and these rejections are clearly not marginal. The evidence therefore suggests the presence of a single break in the equation.
To analyse the performance of the results presented in this paper we compare the p-values obtained from our response surfaces with two different sets of critical values as input. The first set of critical values are those obtained from our simulations. The second set of critical values are those obtained using the response surface reported in Bai and Perron (2003b) . To compare these results, we tabulate the difference between our approximate 5% p-values and the " nominal " 0.05 value across multiple breaks (k = 1, … ,9) for a given number of parameters in the model ( q = 1, 5, 10, 15, 20) , and trimming parameter ( ε = 0.05). Together, we present the differences from 0.05 of the p-values calculated using Bai and Perron ' s (2003b) approximate critical values for the same cases, obtained as described in Section 4 of that paper. To calculate p-values based on these, we feed the critical values to (6) using the relevant parameter values from the Appendix. These calculations are presented in Table 5 . The comparison shows a clear advantage of our results: it can be seen that our p-values are remarkably close to 0.05; whereas the p-values implied by Bai and Perron ' s (2003b) response surface for critical values can show severe distortions, up to 0.5 (that is, an observed significance level of approximately 54% when the critical value is supposed to yield a 5% test 6 ) for q = 1, up to 0.14 for q = 5, and 0.036 for q = 10. While the distortions are decreasing as q increases toward 10, they increase again as q goes beyond 10 with size distortions up to 0.125 for q = 15 and up to 0.574 for q = 20. However, it should be noted that Bai and Perron ' s (2003b) approximations are based on simulations only for q ≤ 10 and so the results for q = 15, 20 are based on extrapolations to settings different from those used to estimate their response surfaces.
7 It is also notable that the Bai and Perron (2003b) results show significant variation across different numbers of breaks (their errors generally increase with the number of breaks),
6 From the case of q = 1, it can be seen that this case occurs for k = 9. Further investigation reveals the main source of the distortion is Bai and Perron ' s (2003b) response surface: the appropriate critical value reported in Bai and Perron (1998) is 5.20 which translates, using our response surfaces, to a p-value of 0.0758; the critical value predicted by Bai and Perron ' s (2003b) response surface is 3.8023. In contrast, our simulations (based on an enhanced design) yield a critical value of 5.4210 for which our response surface gives a p-value of 0.05006.
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In the original version of this paper, we restricted attention to q = 1, 5, 10 but, given the nature of the results for those cases, a referee conjectured Bai and Perron ' s (2003b) response surfaces would work well for cases q > 10. While natural given results for q = 1, 5, 10, this conjecture is erroneous as our results demonstrate. We therefore included these cases to avoid the reader making the same mistake. We attribute the inaccuracy of Bai and Perron ' s (2003b) response surfaces to these cases to the fact that the surfaces were calculated using cases for which q ≤ 10 only. 8 For completeness, we note that we performed similar calculations for ε = 0.10, 0.15, 0.20, 0.25 for q = 1, 5, 10. The distortions are smaller than those reported for ε = 0.05 but are nevertheless non-trivial in a number of circumstances. These results are available from the authors upon request. a feature not present in the p-values derived in this paper. 8 The reviewers asked us to discuss the source of these distortions that arise from the use of Bai and Perron ' s (2003b) response surfaces. We can only offer the conjecture that they arise because the functional form is chosen to provide a global approximation of the relationship between the critical values and ( q, k, ε ), and such a global approximation involves a trade-off in accuracies for different values of ( q, k, ε ), with the q = 1, ε = 0.05 and k large turning out to be combinations for which this global approximation does not fit well; see footnote 6. In contrast, our p-value response surfaces are different for each ( ε , k, q ) so that the accuracy at one choice ( ε , k, q ) has no impact on the accuracy at another choice. Furthermore, Bai and Perron (2003b) report goodness of fit measures for their response surface that relate to accuracy in predicting the critical values and not to the distance between the actual significance level associated with the predicted critical value and the nominal significance level of the test. It is the latter (as reported in Table 5 ) that is more relevant to assessing the performance of the test based on the predicted critical values from their response surfaces. This comparison indicates the value of using our response surfaces over extant methods for inference in these types of situation.
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