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Abstract
We consider the problem of determining the number of subrings of the ring Zn of a fixed index k, denoted
fn(k). We present a decomposition theorem for these subrings and calculate explicit expressions for the
Dirichlet series generating function Fn(s) =∑∞k=1 fn(k)k−s for n  4 and for the generating function
Φp(x, y) =∑∞e=0∑∞n=0 fn(pe)xeyn/n! modulo p. We also calculate fn(k) when k is not divisible by the
sixth power of any prime.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Although the additive structure of the ring Zn is well understood, the multiplicative structure
is not. For instance, it is well known that the additive subgroups of finite index in Zn are those
lattices generated by a maximal linearly independent set of vectors in Zn. Moreover, it is not
difficult to count the number of subgroups of a given index (as in Proposition 4.2 below). But
in general, such a subgroup will not be closed under the multiplicative structure of the ring Zn.
By definition, a subring is any additive subgroup that contains the multiplicative identity 1 =
(1,1, . . . ,1) and is closed under multiplication. This paper deals with a simply stated question
posed by M. Bhargava [2]: How many index k subgroups of Zn are also subrings? We shall
denote this quantity by fn(k).
The related question of counting orders of an arbitrary number field of degree n with a given
index in the ring of integers has been solved for n = 3 and n = 4 (cf. [7], interpreting a result from
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for n = 3 and n = 4. The resulting generating functions are rederived below using a method
that avoids much of the case analysis present in the original derivations. Similar questions to
those considered in the above sources have also proven useful in determining the density of
discriminants of number fields of a given degree [3,5,6].
In Section 2 we begin by proving some preliminary results and then showing that for k1 and
k2 relatively prime, fn(k1k2) = fn(k1)fn(k2). This result allows us to restrict our attention to
subrings of prime power index, which we discuss in terms of subrings of Znp , where Zp is the
ring of p-adic integers. By appropriately representing lattices by matrices, the subring condition
becomes a series of divisibility conditions on the matrix entries. When n  3, these conditions
are sufficiently simple that one can obtain explicit expressions for fn(pe). This will also allow
us to give nice closed form expressions for the Dirichlet series generating functions Fn(s) =∑∞
k=1 fn(k)k−s for n 3 in Section 4. For instance,
F3(s) = ζ(s)
3ζ(3s − 1)
ζ(2s)2
,
where ζ(s) denotes the Dirichlet series given by the Riemann zeta function.
In Section 3, we consider ways of reducing subrings to other subrings of lower dimension.
We show that any subring with index a power of p can be decomposed into a direct sum of
irreducible subrings, where irreducible subrings are characterized as containing only vectors all
of whose coordinates are congruent modulo p. This result allows us to show that for fixed k, the
expression fn(k) is a polynomial in n, and we calculate these polynomials when k is not divisible
by the sixth power of any prime, as is given by multiplicativity and the following proposition.
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method of mapping irreducible subrings to irreducible subrings of lower index by dividing one
of the generators by p. Analyzing the nature of this map and applying it in Section 6 to the
case n = 4 allows us to find an alternate derivation (from that of [7]) of the generating function
A4(p, x) =∑∞e=0 f4(pe)xe as a rational function of p and x, which then yields an Euler prod-
uct expression for F4(s). We also use these methods to compute an explicit closed form for the
following generating function modulo p:
Φp(x, y) =
∞∑
e=0
∞∑
n=0
fn
(
pe
)
xe
yn
n! ≡ exp
(
exy − x2y − 1
x(1 − x)
)
(mod p).
In the final section, we note an intriguing symmetry in the structure of Fn(s), n  4, that
seems too striking to be coincidental but as yet remains unexplained. We also include some other
open problems and conjectures.
2. Preliminaries
Throughout this paper, we will use Zp to denote the ring of p-adic integers. We will also use
u1, . . . , un to denote the standard basis vectors of Qn (or Qnp , where Qp is the field of p-adics).
Definition. A lattice (or Z-lattice) is a (free) Z-submodule of Zn. The index k of a lattice L is
the subgroup index, |Zn/L|. A Zp-lattice is a Zp-submodule of Znp , and the index of a Zp-lattice
L is the index of the Z-lattice L∩ Zn.
Note that the index of a Zp-lattice is always a power of p. Though the results below are proven
for Z-lattices, essentially the same proofs apply for Zp-lattices.
The use of p-adic lattices is primarily to allow us to focus on lattices whose indices are powers
of p, for we shall see in Proposition 2.7 that understanding these will suffice to understand all
integer lattices. For the reader less comfortable with p-adics, it may be useful to imagine instead
Z/pNZ for some large N . The main feature of Zp that we will be using is simply that an element
is invertible if and only if it is not divisible by p.
In order to deal with subrings more concretely, we introduce the following matrix representa-
tion for any lattice of finite index.
Proposition 2.1. There is a bijection between lattices L ⊂ Zn of index k and n × n upper trian-
gular matrices
A =
⎛⎜⎜⎜⎜⎝
a11 a12 . . . a1n
0 a22 . . . a2n
...
...
. . .
...
0 0 . . . ann
⎞⎟⎟⎟⎟⎠
with determinant k such that 0 aij < aii , for 1 i < j  n.
Proof. Given any such matrix A, let L be the lattice generated by the columns of A; then L has
index detA.
To produce a matrix A from a lattice L, we proceed by induction on n. The base case n = 1
is obvious. Suppose that we have proved the claim for n − 1. Let L1 ⊂ Zn−1 be the intersection
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columns of A to generate L1. Since the image of each ui in Zn/L has finite order, some multiple
of each ui lies in L. Therefore L1 has finite index in Zn−1, so by the inductive hypothesis, we
can uniquely associate to L1 the matrix
A1 =
⎛⎜⎜⎜⎜⎝
a11 a12 . . . a1,n−1
0 a22 . . . a2,n−1
...
...
. . .
...
0 0 . . . an−1,n−1
⎞⎟⎟⎟⎟⎠
with 0  aij < aii for 1  i < j  n − 1. Choose some x = (x1, . . . , xn) ∈ L with xn positive
and minimal. Then consider the matrix
A0 =
⎛⎜⎜⎜⎜⎜⎜⎝
a11 a12 . . . a1,n−1 x1
0 a22 . . . a2,n−1 x2
...
...
. . .
...
...
0 0 . . . an−1,n−1 xn−1
0 0 . . . 0 xn
⎞⎟⎟⎟⎟⎟⎟⎠ .
By adding multiples of the first n − 1 columns to the nth column, we can ensure (in a unique
way) that 0 xi < aii for 1 i < n− 1. Then by minimality of xn, the parallelepiped formed by
the columns of A0 is a fundamental domain for L, so that the columns must in fact generate L.
It is easy to check that the two maps between L and A described above are inverses, which
gives the desired bijection. 
The same statement is true for Zp-lattices, where the entries in the matrix are still integers.
The proof is essentially the same, except that we also choose the diagonal entries to always be
powers of p by multiplying by an appropriate unit in Zp .
We will call any matrix of the form described above a lattice matrix. We will sometimes say
that the lattice matrix A represents or describes L if they are related as above. Notice also that
Zp-lattices may also be represented by integer matrices as above, in which case k and each of
the aii are always powers of p.
For x, y ∈ Zn, with x = (x1, . . . , xn) and y = (y1, . . . , yn), we denote their product by x ◦
y = (x1y1, . . . , xnyn). We will also denote x0 = 1 = (1, . . . ,1) and xi = x ◦ xi−1 for positive
integers i. Also, we will sometimes abuse notation by writing c for c · 1.
Definition. A multiplicative lattice is a lattice such that for any x, y ∈ L, x ◦ y ∈ L. A subring is
a multiplicative lattice that contains the multiplicative identity 1.
A lattice matrix that describes a multiplicative lattice or subring will be called a multiplica-
tive matrix or subring matrix, respectively. We now prove some basic propositions regarding
multiplicative matrices.
Proposition 2.2. A lattice L ⊂ Zn described by a matrix A with columns v1, . . . , vn is multi-
plicative if and only if vi ◦ vj lies in L for all i and j .
Proof. This follows from the bilinearity of the ◦ operation. 
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The following proposition shows that the condition that a subring contains 1 is not especially
important.
Proposition 2.3. The number of multiplicative lattices of index k in Zn is equal to the number of
subrings of index k in Zn+1.
Proof. Let L ⊂ Zn+1 be a subring of index k. Then the intersection of L with the subspace
of Qn+1 spanned by u1, . . . , un is a multiplicative lattice in Zn; it is of index k because 1 ∈ L.
Likewise, if L1 ⊂ Zn is a multiplicative lattice of index k, we can embed it in Zn+1 by sending
(x1, . . . , xn) to (x1, . . . , xn,0). Then the lattice generated by the image of L1 in Zn+1 and 1 is a
subring of index k. 
The next two propositions describe the behavior of lattices under scalar multiplication.
Proposition 2.4. Let L ⊂ Zn be any lattice of index k. Then kL is multiplicative.
Proof. Let v1, v2, . . . , vn generate L. Then if we write vi ◦vj =∑nm=1 cijmvm with cijm ∈ Q, by
Cramer’s rule kcijm is an integer for all i, j , and m. Therefore, since kvi ◦kvj =∑nm=1 kcijmkvm,
the lattice kL is multiplicative. 
Proposition 2.5. Let L ⊂ Zn be a multiplicative lattice. Then cL is also multiplicative for any
positive integer c.
Proof. Clear. 
The following proposition describes the smallest subring that contains a given vector v, pro-
vided that it has finite index. Note that this subring is the intersection of all subrings containing v.
The proposition also describes the smallest multiplicative lattice containing v.
Proposition 2.6. Let v = (x1, . . . , xn), where the xi are distinct integers. Then the smallest sub-
ring of Zn containing v is generated by 1, v, v2, . . . , vn−1 and has index ∏1j<in |xi − xj |.
If moreover each of the xi is nonzero, then the smallest multiplicative lattice containing v is
generated by v, v2, . . . , vn and has index
∏
1in |xi |
∏
1j<in |xi − xj |.
Proof. Any subring containing v must contain P(v) for any integer polynomial P , where the
constant term c is interpreted as c · 1. It therefore must contain the vectors 1, v, v2, . . . , vn−1. To
show that the lattice L generated by these vectors is a subring, it suffices to show that vn ∈ L.
Notice that if P(x) = (x − x1)(x − x2) · · · (x − xn), then
P(v) = (v − x1 · 1) ◦ (v − x2 · 1) ◦ · · · ◦ (v − xn · 1) = (0, . . . ,0).
Expanding this expression allows us to write vn as an integer linear combination of smaller
powers of v. By the Vandermonde determinant, the index of L is |∏1j<in(xi − xj )|.
The proof of the multiplicative lattice case is analogous, using the polynomial P(x) =
x(x − x1) · · · (x − xn). 
When the xi are not distinct, the smallest subring containing v has infinite index. If some of
the xi are zero, then the smallest multiplicative lattice containing v has infinite index.
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f0(k) = 0 otherwise.) The following proposition shows that fn is multiplicative, which allows us
to reduce the problem of finding fn(k) to when k is a prime power.
Proposition 2.7. The function fn(k) is multiplicative in the usual number-theoretic sense; that
is, if k1 and k2 are relatively prime positive integers, then fn(k1k2) = fn(k1)fn(k2).
Proof. Let L1, L2, and L denote multiplicative lattices of indices k1, k2, and k1k2, respectively.
We will establish a bijection between ordered pairs of lattices (L1,L2) and lattices L.
Given L1 and L2, define L = L1 ∩ L2. Since L1 and L2 have relatively prime indices in Zn,
the index of L in Zn is simply the product of their indices, k1k2. Moreover, L is a multiplicative
lattice by the multiplicativity of L1 and L2.
Suppose instead that we are given a multiplicative lattice L of index k1k2. Then G = Zn/L is a
finite abelian group of order k1k2. Since k1 and k2 are relatively prime, G has unique subgroups
G1 and G2 such that |G/G1| = k1 and |G/G2| = k2. Lifting G1 and G2 back to Zn yields
lattices L1 and L2 of indices k1 and k2, respectively. Moreover, L1 and L2 are multiplicative, for
suppose v,w ∈ L1. Then the orders of the images of v and w in G divide the order of G1, which
is k2. Therefore k2v, k2w ∈ L, so by multiplicativity, k22(v ◦w) ∈ L. This means that the order of
the image of v ◦ w in G divides k22 . Since it also divides k1k2, it divides gcd(k1k2, k22) = k2. By
construction, G1 consists exactly of those elements of G whose orders divide k2, so the image
of v ◦ w in G lies in G1, and v ◦ w ∈ L1, as desired. Similarly L2 is multiplicative. It is easy
to check that the two maps between (L1,L2) and L described above are inverses of each other,
completing the proof. 
Given any Z-lattice L of index k, let Lp be the Zp-lattice generated by L. If pα is the largest
power of p dividing k, then Lp ∩ Zn is the unique lattice of index pα containing L and is there-
fore the lattice given by the construction above. In particular, there is a natural correspondence
between subrings of Znp and subrings of Zn with index a power of p.
To check when a matrix is multiplicative, we need only check that certain vectors lie in the
integer span of the columns. This amounts to showing that a series of divisibility relations hold.
When n 3, these relations are simple enough that they can be solved directly by examining the
powers of p that divide the entries.
Proposition 2.8. The following equalities hold:
(1) f1(1) = 1 and f1(pe) = 0 for e > 0,
(2) f2(pe) = 1, and
(3) f3(pe) = 4pe/3	+1−1p−1 − cpe/3	, where
c =
⎧⎨⎩
3, e ≡ 0 (mod 3);
1, e ≡ 1 (mod 3);
0, e ≡ 2 (mod 3).
Proof. The first claim is obvious. As for the second, notice that there is a unique lattice in Z2
of index k containing (1,1), namely the lattice generated by (1,1) and (k,0), and it is clear that
this lattice is a subring.
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pα x
0 pβ
)
,
where α + β = e, 0  x < pα , and the product of any two columns of the matrix lies in the
integer span of the columns. We need only worry about the product of the second column with
itself, and since (x2,p2β) − pβ(x,pβ) = (x(x − pβ),0), the above matrix is multiplicative if
and only if pα | x(x − pβ).
Let ep(z) denote the largest γ such that pγ | z. This satisfies the basic relations ep(z1z2) =
ep(z1)+ep(z2), and ep(z1 +z2)min{ep(z1), ep(z2)} with equality whenever ep(z1) 
= ep(z2).
Suppose that α  2β , or equivalently, α2  β . Then if ep(x) < α2 ,
ep
(
x
(
x − pβ))= ep(x)+ ep(x − pβ)= 2ep(x) < α,
whereas if ep(x) α2 ,
ep
(
x
(
x − pβ))= ep(x)+ ep(x − pβ) ep(x)+ ⌈α2
⌉
 α.
Therefore the matrix is multiplicative when x is a multiple of p α2 , giving p α2 	 possibilities
for x.
Suppose instead that α > 2β , and suppose further that ep(x) = ep(x − pβ). Then we cannot
have ep(x) > β , for this would imply that ep(x − pβ) = β 
= ep(x). Thus ep(x) β . But then
ep(x(x − pβ)) = 2ep(x) 2β < α, which is impossible.
We must then have that ep(x) 
= ep(x −pβ). Therefore ep(x) β . But then either ep(x) = β ,
or ep(x) > β , in which case ep(x−pβ) = β . Either way, one of x and x−pβ is exactly divisible
by pβ , meaning the other needs only be divisible pα−β . Conversely, if either is divisible by pα−β ,
then the other is exactly divisible by pβ (since α − β > β). This then gives 2pβ possibilities.
We sum the above results for e ≡ 2 (mod 3); the other cases are analogous. Write e = 3f + 2.
If α  2f + 1, then β  f + 1, so α  2β . Likewise, if α  2f + 2, then β  f and α > 2β .
Therefore,
f3
(
pe
)= 2f+1∑
α=0
pα/2	 +
f∑
β=0
2pβ
= (1 + 1 + p + p + · · · + pf + pf )+ (2 + 2p + · · · + 2pf )
= 4(1 + p + · · · + pf )
= 4p
e/3	+1 − 1
p − 1 . 
The same technique applied to larger n quickly becomes far too complicated. Therefore, we
will attempt to simplify the process in the following sections. A cleaner derivation of the preced-
ing result can be found in Proposition 6.2.
3. Decomposition of subrings
This section defines the concept of an irreducible subring and shows that any subring of prime
power index can be written as a direct sum of irreducible subrings. This will allow us to show
that fn(pe) is a polynomial in n of degree 2e.
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or equivalently, that all lattices are Zp-lattices.
Definition. A subring L ⊂ Znp of index pe is called irreducible if for all x = (x1, . . . , xn) ∈ L,
x1 ≡ x2 ≡ · · · ≡ xn (mod p).
Proposition 3.1. A subring matrix A of dimension n represents an irreducible subring if and only
if the first n− 1 columns contain only entries divisible by p.
Proof. The first n − 1 columns have last entry 0 (which is divisible by p), and then the last
column must be 1. 
The following two propositions show that for a subring matrix to be irreducible, it suffices for
all the diagonal entries except the last (which is 1) to be divisible by p. Note that this will imply
that irreducible subrings of index pe exist only for n e + 1. In the following proposition, we
use Aij to denote the i, j -minor of A, that is, the minor obtained by removing the ith row and
j th column.
Proposition 3.2. If A describes a multiplicative lattice L, then A11 and Ann of A also describe
multiplicative lattices.
Proof. The lattice described by Ann is the intersection of L with the subspace spanned
by u1, . . . , un−1, which is a multiplicative lattice as this subspace is closed under multiplica-
tion. Define the projection π : (x1, x2, . . . , xn) → (x2, . . . , xn). Then π is a ring homomorphism,
so π(L), which is the lattice described by A11, is also multiplicative. 
Proposition 3.3. If A is a multiplicative lattice matrix and all the diagonal entries of A are
divisible by p, then all the entries of A are divisible by p.
Proof. We proceed by induction on the dimension of A; the base case, n = 1, is trivial. By the
previous proposition and the induction hypothesis, all the entries of A except possibly a1n are
divisible by p. Let vn be the last column of A. Then vn ◦ vn − annvn is in the integer span of the
first n − 1 columns of A. But this means that a21n − anna1n can be written as an integer linear
combination of entries divisible by p, hence it must be divisible by p. Since p | ann, this is
possible only if p | a1n. 
The terminology “irreducible” is justified by the following theorem.
Theorem 3.4. Any subring L ⊂ Znp of finite index can be written uniquely as a direct sum of
irreducible subrings Li ⊂ Znip .
The proof of the theorem relies on the following two lemmas.
Lemma 3.5. Let A be a subring matrix of index pe. Then the nth column of A contains only 0’s
and 1’s. Moreover, if ain = 1 and ajn = 0, then aij = aji = 0.
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0’s and 1’s. Suppose not, and let j < n be the largest integer such that ajn is not 0 or 1. Then
(vn ◦ vn) − vn has as its j th coordinate ajn(ajn − 1) 
= 0, and all subsequent coordinates are 0.
Since this vector lies in the span of the columns of A, we must have ajj | ajn(ajn − 1). But ajj
is a power of p, so this is possible only if ajj divides ajn or ajn − 1. But since 0 ajn < ajj ,
we must have ajn = 0 or 1, a contradiction. Thus, the entries in the nth column are all either 0
or 1.
Suppose that for some i and j , we have ain = 1, ajn = 0, and aij 
= 0. Choose the pair (i, j)
with i maximum. Clearly i < j < n since aij 
= 0 and A is upper triangular. Consider the vector
vj ◦vn. This vector has aij as its ith coordinate, and by our choice of i, all subsequent coordinates
are 0. But then since this vector lies in the span of the columns of A, we must have aii | aij ,
a contradiction since 0 < aij < aii .
Suppose that for some i and j , we have ain = 1, ajn = 0, and aji 
= 0. Choose the pair (i, j)
with j maximum. Clearly j < i < n. Consider the vector vi − (vi ◦ vn). This vector has aji as its
j th coordinate, and by our choice of j , all subsequent coordinates are 0. But then we must have
ajj | aji , a contradiction as before. 
Lemma 3.6. Any ring isomorphism σ :L1 → L2 between subrings of Znp of finite index is induced
by a permutation of the standard basis vectors u1, . . . , un.
Proof of Lemma 3.6. For some large integer m, L1 contains mu1, . . . ,mun. Let S be the subset
of Znp containing the 2n vectors x satisfying x ◦ x = mx, namely those with each coordinate
either 0 or m. Since L1 contains S, L2 must as well. Moreover, exactly n members of S are
nonzero and cannot be written as the sum of two other elements of S, namely mu1, . . . ,mun.
Therefore, σ must permute these n vectors. Since any element of L1 is a rational combination
of these n vectors, σ is determined by how it permutes them. It follows that σ is induced from a
permutation of u1, . . . , un. 
Proof of Theorem 3.4. Let A be a subring matrix, and let {i1, . . . , im} be the set of i such that
ain = 1. Then by Lemma 3.5, the subring corresponding to A can be written as a direct sum
L1 ⊕ L2, where the matrix of L1 is formed by the intersections of rows i1, . . . , im and columns
i1, . . . , im, and the matrix of L2 is formed from A by removing these rows and columns. We then
iterate this procedure on L2. Then let us suppose that we have reached a matrix A that cannot be
further decomposed in this manner, that is, the last column of A consists entirely of 1’s. Since
aii > ain = 1 for i < n and aii | detA = pe, this implies that p | aii for i < n, so A is irreducible.
For uniqueness, the second lemma implies that any decomposition of L must result from a
partition of the n coordinates. Then this decomposition is clearly unique: given a diagonal 1 of A,
its column must correspond to the last column of an irreducible component of L. Therefore any
column containing a diagonal 1 contains only 0’s and 1’s. Then the rows i1, . . . , im that intersect
this column in a 1 and the columns i1, . . . , im have as their intersections a matrix corresponding
to a component of L. 
This restriction on the form of arbitrary subrings combined with the dimension limitation for
irreducible subrings of a given index allows us to bound the growth of fn(pe). First we make the
following definition.
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nents. A component Li is trivial if it is isomorphic to Zp .
Each trivial component of L corresponds to a 1 in the matrix of L that is the only nonzero
entry in both its row and column. Since the product of the indices of the components of L is
the index of L, and nontrivial components have index greater than 1, the number of nontrivial
components in L is bounded. We therefore arrive at the following theorem and corollary, which
explain the behavior of fn(k) as n varies.
Theorem 3.7. For fixed p and e, fn(pe) is a polynomial in n of degree 2e with leading coeffi-
cient 12ee! .
Proof. Let L be a subring of index pe in Znp with matrix A. Remove from A all rows and
columns corresponding to trivial components of L, leaving a subring matrix A′. Note that each
nontrivial component of L has index at least p, so that L can have at most e nontrivial compo-
nents. The number of diagonal 1’s in A′ is exactly the number of nontrivial components in L.
Each diagonal entry of A′ that is not 1 is at least p, and their product is pe, meaning that there
are at most e of them. Thus A′ has dimension at most 2e. It is clear that there are only finitely
many possible subring matrices of dimension at most 2e and index pe. If A′ has dimension m,
then there are precisely
(
n
m
)
matrices A from which it could have been reduced. Summing these
binomial coefficients over all possible A′ gives that fn(pe) is a polynomial in n of degree 2e.
The coefficient of n2e can be determined from the number of possible matrices A′ with dimen-
sion 2e. We must have that the lattice of A′ can be decomposed into e irreducible components,
each of index p. Since there is only one irreducible subring of index p and it has dimension 2,
the number of possible A′ is just the number of ways to partition the 2e columns into e un-
ordered pairs. This is easily computed to be (2e)!2ee! . This is the coefficient of
(
n
2e
)
in fn(pe), so the
coefficient of n2e is 12ee! . 
A similar argument using the fact that there is a unique irreducible subring of index p2 in Z3p
shows that the coefficient of
(
n
2e−1
)
in fn(pe) is (2e−1)!3·2e−1(e−2)! . Likewise, the coefficient of
(
n
2
)
is 1,
while that of
(
n
1
)
and
(
n
0
)
is clearly 0.
Corollary. For any fixed k, fn(k) is a polynomial in n.
Proof. Factoring k =∏peii and applying Theorem 3.7 and Proposition 2.7, we find that fn(k)
is a polynomial of degree
∑
2ei . 
For small values of e, fn(pe) is easy to compute by hand or by computer search. This compu-
tation gives us the first four lines of Proposition 1.1. In the next section we will present a formula
that will ultimately allow us to complete this proposition.
4. Generating functions
This section introduces generating functions for several of the sequences we have considered
so far. In general, formulas for these generating functions will be considerably simpler than any
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relations.
Since fn(k) is multiplicative by Proposition 2.7, the Dirichlet series generating function
Fn(s) =
∞∑
k=1
fn(k)k
−s
has an Euler product expansion
Fn(s) =
∏
p prime
∞∑
e=0
fn
(
pe
)
p−es,
making it a natural concept to consider. In fact, Fn(s) is explicitly calculable for n 3.
Proposition 4.1. The following equalities hold:
(1) F1(s) = 1,
(2) F2(s) = ζ(s),
(3) F3(s) = ζ(s)3ζ(3s−1)ζ(2s)2 ,
where ζ(s) denotes the Riemann zeta function.
Proof. These follow directly from Proposition 2.8. The first two statements are clear. For the
third, we have
F3(s) =
∏
p
∞∑
e=0
f3
(
pe
)
p−es
=
∏
p
∞∑
i=0
p−3is
(
4
pi+1 − 1
p − 1
(
1 + p−s + p−2s)− pi(3 + p−s))
=
∏
p
1 + 2p−s + p−2s
(1 − p−s)(1 − p1−3s)
=
∏
p
(1 − p−2s)2
(1 − p−s)3(1 − p1−3s)
= ζ(s)
3ζ(3s − 1)
ζ(2s)2
,
where the simplifications are a simple algebraic exercise. 
Another derivation of F3(s) can be found in the introduction of [7] using a result from [4].
We will provide a cleaner derivation in Proposition 6.2.
Let hn(k) denote the number of lattices (not necessarily multiplicative) of index k in Zn. The
behavior of hn(k) is easy to describe completely.
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Hn(s) =
∞∑
k=1
hn(k)k
−s
is equal to ζ(s)ζ(s − 1) · · · ζ(s − n+ 1).
Proof. Let A be the matrix representing a lattice of index k. Note that given aii , there are aii
choices for each of the other n− i entries in the ith row. Since k is just the product of the diagonal
entries of A,
Hn(s) =
n∏
i=1
∞∑
j=1
jn−ij−s =
n∏
i=1
ζ(s − n+ i). 
Corollary. The number of lattices of index p in Zn is hn(p) = pn−1p−1 .
Proof. By Proposition 4.2, we have hn(p) =∑ni=1 pn−i = pn−1p−1 . 
Note that since any lattice L ⊂ Zn of finite index is isomorphic to Zn as an abelian group, the
number of lattices M such that M ⊂ L and |L/M| = p is also pn−1
p−1 .
Let gn(pe) denote the number of irreducible subrings of index pe in Zn+1. By the proof of
Propositions 2.3 and 3.1, gn(pe) also counts the number of multiplicative lattices of index pe in
Zn whose matrices have all of their entries divisible by p. Note that g0(1) = 1 and g0(k) = 0 for
k > 1. The following proposition calculates some other small values of gn(pe).
Proposition 4.3. For all n > 0, we have that gn(pe) = 0 for e < n, gn(pn) = 1, and gn(pn+1) =
pn−1
p−1 .
Proof. The cases e n are clear. Let A be a lattice matrix of dimension n and with determinant
pn+1, all of whose entries are divisible by p. Then dividing all the entries by p, we see that
there is a one-to-one correspondence between such matrices A and lattices of index p in Zn. By
Proposition 2.4, all such A are multiplicative, so gn(pn+1) = hn(p) = pn−1p−1 . 
Theorem 3.4 suggests that one can determine the values of fn(pe) given the values of gn(pe),
and this is indeed the case. Define f0(1) = 1, and f0(pe) = 0 for e > 0.
Proposition 4.4. The following recurrence holds for n > 0:
fn
(
pe
)= e∑
i=0
n−1∑
j=0
(
n− 1
j
)
fn−1−j
(
pe−i
)
gj
(
pi
)
.
Proof. Let A be a subring matrix of index pe in Zn. By Theorem 3.4, the nth column of A
contains only 0’s and 1’s, so let the 1’s appear in rows r1, . . . , rj , rj+1, with rj+1 = n. The inter-
section of these rows and the corresponding columns form the matrix of an irreducible subring
L1 in Zj+1 of index pi for some 0 i  e. Removing these rows and columns from A gives the
matrix of a subring in Zn−1−j of index pe−i . There are
(
n−1) ways to choose the rows r1, . . . , rj .j
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n−1
j
)
fn−1−j (pe−i )gj (pi). Summing over all possible i and j gives the desired result. 
Define g˜n(1) = 0 and g˜n(pe) = gn(pe) everywhere else. Then g˜ counts nontrivial irreducible
subrings of Zn+1. If we define f˜n by f˜0(1) = 1, f˜0(pe) = 0 for e > 0, and the recursion
f˜n
(
pe
)= e∑
i=0
n−1∑
j=0
(
n− 1
j
)
f˜n−1−j
(
pe−i
)
g˜j
(
pi
)
for n > 0, then the argument of Proposition 4.4 shows that f˜n(pe) is the number of subrings
of Zn of index pe with no trivial component. Therefore, we have from Theorem 3.7 that for
e > 0,
fn
(
pe
)= 2e∑
i=2
f˜i
(
pe
)(n
i
)
,
which will later allow us to complete the derivation of Proposition 1.1.
The above proposition can be written more succinctly using generating functions. If we write
An(p,x) =
∞∑
e=0
fn
(
pe
)
xe and
Bn(p,x) =
∞∑
e=0
gn
(
pe
)
xe,
then Proposition 4.4 implies that
An(p,x) =
n−1∑
j=0
(
n− 1
j
)
An−1−j (p, x)Bj (p, x).
Even this can be simplified by forming the following two-variable generating functions:
Φp(x, y) =
∞∑
n=0
An(p,x)
yn
n! =
∞∑
n=0
∞∑
e=0
fn
(
pe
)
xe
yn
n! and
Γp(x, y) =
∞∑
n=0
Bn(p,x)
yn
n! =
∞∑
n=0
∞∑
e=0
gn
(
pe
)
xe
yn
n! .
Proposition 4.5. The following equation holds:
∂Φp
∂y
= Φp · Γp.
Proof. Multiplying both sides of Proposition 4.4 by xe y
n−1
(n−1)! and summing, we get that
∂Φp
∂y
=
∞∑
An(p,x)
yn−1
(n− 1)!
n=1
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∞∑
n=1
n−1∑
j=0
(
n− 1
j
)
An−1−j (p, x)Bj (p, x)
yn−1
(n− 1)!
=
∞∑
n=1
n−1∑
j=0
(
An−1−j (p, x)
yn−1−j
(n− 1 − j)!
)(
Bj (p,x)
yj
j !
)
= Φp · Γp. 
Therefore, if we can determine Γp , we can readily determine Φp . Because of this, we now
direct our attention to irreducible subrings of Znp .
5. Irreducible subrings
This section examines the inclusion relationships between subrings of Znp . In particular, we
determine the number of subrings M which are contained in a given subring L with |L/M| = p
and the effect of this value under some simple operations.
Throughout this section, let L be an irreducible subring of Znp . Denote by mL the ideal of L
consisting of vectors all of whose coordinates are divisible by p. (In other words, mL is the
multiplicative lattice given by the matrix of L after changing the last column from 1 to p · 1.)
Then note that L/mL = Fp (generated by the image of 1), so that mL is a maximal ideal of L. In
fact, since any element in 1 +mL is a unit, mL is the unique maximal ideal of L. Since mL/m2L
is a finite-dimensional Fp-vector space, let ρL = dimFp mL/m2L − 1, so that |mL/m2L| = pρL+1.
(We subtract 1 because we always know that p · 1 lies in mL but not m2L.)
Proposition 5.1. The number of subrings M of an irreducible subring L such that |L/M| = p
is (pρL − 1)/(p − 1). Moreover, for any v ∈ L, the number of M not containing v is either 0
or pρL−1.
Proof. There are (pρL − 1)/(p − 1) lattices m contained in mL containing m2L and p · 1 such
that |mL/m| = p, one for each (ρL − 1)-dimensional subspace of mL/(m2L + (p · 1)). Then
since m2 ⊂ m2L ⊂ m, m is multiplicative. If we let M be the lattice generated by m and 1, then
M is a subring of L with |L/M| = p and m = mM . It therefore suffices to show that all such
mM contain m2L. There exists some w in mL but not in mM such that w ◦mL ⊂ mM (since for
large enough α, mαL ⊂ (pαZp)n ⊂ mM ). Since the additive group mL/mM ∼= Z/pZ and w 
= 0
in mL/mM , mL is generated additively by mM and w. But then m2L is generated by m
2
M and
w ◦mL, which are both contained in mM .
For the second part, we may assume that the coordinates of v are divisible by p (otherwise we
subtract an appropriate multiple of 1). If v ∈m2L, then every M must contain v. If not, then those
M containing v correspond exactly to those (ρL−1)-dimensional subspace ofmL/(m2L+ (p ·1))
containing v, of which there are (pρL−1 − 1)/(p − 1). Subtracting gives the desired result. 
In general, a subring is contained within many other subrings. In order to facilitate counting,
we pick a specific one as follows. Let the (upper-triangular) matrix of L have columns v1, . . . , vn.
Then define τ(L) to be the lattice generated by L and v′1 = 1pv1. Note that τ(L) is also a subring,
for since v′ has only one nonzero coordinate, v ◦ v′ is always a scalar multiple of v′ for any1 1 1
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can also be calculated by the previous proposition.
Proposition 5.2. Let L be an irreducible subring. The number of subrings in τ−1(L) is 0 if
v1 ∈m2L and pρL−1 otherwise.
Proof. Elements of τ−1(L) are those subrings M with |L/M| = p, pv1 ∈ M , and v1 /∈ M . These
are precisely the subrings described in Proposition 5.1 not containing v1. 
The subrings L and τ(L) are also closely related in another way, namely the values of ρL
and ρτ(L).
Proposition 5.3. Let L be an irreducible subring such that τ(L) is irreducible. If τ−1(L) is
nonempty, then ρL = ρτ(L). If it is empty, then ρL = ρτ(L) − 1.
Proof. Note thatm2τ(L) is generated as Zp-module bym
2
L and pv′1 = v1 (since for any v ∈mτ(L),
v′1 ◦ v is a scalar multiple of pv′1). If τ−1(L) is nonempty, then v1 /∈ m2L, so the lattice m2L is
contained inm2
τ(L)
with index p. Therefore dimFp mL/m2L = dimFp mτ(L)/m2τ(L), so ρL = ρτ(L).
If τ−1(L) is empty, then v1 ∈m2L, so m2L =m2τ(L), and the conclusion follows as before. 
We would also like to relate subrings to those of lower dimension. Therefore, let us define
the projection π : (x1, x2, . . . , xn) → (x2, . . . , xn). Note that π(L) = π(τ(L)). The behavior of ρ
under π is also predictable.
Proposition 5.4. Let L be an irreducible subring. If τ−1(L) is empty, then ρπ(L) = ρL; otherwise
ρπ(L) = ρL − 1.
Proof. If τ−1(L) is empty, then v1 is contained in all (pρL − 1)/(p − 1) subrings M contained
in L with |L/M| = p. If it is nonempty, then v1 is contained in only (pρL−1 − 1)/(p − 1) of
such subrings. But π defines a one-to-one correspondence between such M containing v1 and
subrings M ′ of π(L) with |π(L)/M ′| = p, for given M ′, the preimage M of M ′ in L under π is
a subring of L with |L/M| = p. The result then follows from Proposition 5.1. 
Note that for any L, we have 0  ρL  n − 1, where L ⊂ Znp . However, we cannot have
ρL = 0: by Nakayama’s Lemma (see [1]), any set of elements of m whose images in m/m2 form
a basis of this vector space generate the ideal m. Therefore, if ρL = 0, then we must have that
p ·1 generates mL. Since |L/mL| = p, and |L/pL| = pn, this is impossible because n > 1. Thus
1 ρL  n − 1. (Alternatively, let A be the matrix of L, and suppose the diagonal entry in the
(n− 1)st column of A is pα , α  1. Then for any x = (x1, . . . , xn) ∈mL, pα divides xn−1 − xn,
and for any x ∈m2L, pα+1 divides xn−1 − xn. But then the (n − 1)st column of A lies in mL but
not m2L, so that again ρL  1.) Both extremal values of ρL represent interesting cases which we
will now examine further.
Definition. An irreducible subring L is full if ρL = n− 1 and depleted if ρL = 1.
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use these results, in particular Propositions 5.6 and 5.9, in the calculations of f4 in the next
section. First, we describe full subrings.
Proposition 5.5. An irreducible subring L is full if and only if 1
p
mL is a subring.
Proof. If L is full, then dimFp mL/m2L = n. But since dimFp mL/pmL = n and pmL ⊂ m2L,
we must have pmL = m2L. Then for any v,w ∈ 1pmL, we have pv ◦ pw ∈ m2L = pmL, so that
v ◦w ∈ 1
p
mL. The converse is similar. 
Proposition 5.6. Let L be an irreducible subring of index pe+n such that π(L) is full and
pu1 /∈ L. Then the map L → 1pmτ(L) is a pn−2-to-one surjection onto subrings (not necessarily
irreducible) of index pe.
Proof. If L is as above, by Propositions 5.4 and 5.5, 1
p
mτ(L) is a subring; by Proposition 5.2,
it is pn−2-to-one. It is also surjective, for given any subring M ⊂ Znp , the lattice M ′ generated
by pM and 1 is a subring. Again by Propositions 5.4 and 5.5, both M ′ and π(M ′) are full, and
there exists some L ∈ τ−1(M ′) which does not contain pu1. 
This allows us to express the number of subrings L with π(L) full in terms of the number of
subrings of lower index.
Next, we describe depleted subrings.
Proposition 5.7. An irreducible subring L is depleted if and only if it is generated as a Zp-
algebra by a single vector (together with 1).
Proof. If L is depleted, thenmL/m2L contains a basis {p ·1, v}. These then generate the idealmL,
so L is generated as a Zp-module by 1 and v ◦L. Therefore L is generated by 1, v, v2, . . . , vm−1,
and vm ◦ L for any m. But for large enough m, vm ◦ L ⊂ (pmZp)n ⊂ pL. It follows that L is
generated by the powers of v along with pL, which by Nakayama’s Lemma implies the desired
result. The other direction is easy. 
Notice that a vector generates a depleted subring L as a Zp-algebra if it lies in mL but not
in the ideal m2L + (p · 1). In particular, suppose the matrix of L has columns v1, . . . , vn−1,1.
Then since vn−1 /∈m2L, it generates L as a Zp-algebra. In fact, since mL/(m2L + (p · 1)) is one-
dimensional, it is generated by vn−1, so that v1, . . . , vn−2 ∈m2L. Therefore any vector of the form
vn−1 + cn−2vn−2 + · · · + c1v1, ci ∈ Zp , also generates L as a Zp-algebra.
The following proposition provides a more concrete way of identifying a depleted subring
based on its matrix.
Proposition 5.8. Let A be a subring matrix. Then for 1 i  n− 1,
aii | ai,n−1(ai,n−1 − ai+1,n−1) · · · (ai,n−1 − an−1,n−1).
Moreover, if the subring L is irreducible and if, for all i, aii is the largest power of p dividing
the right-hand side, then L is depleted.
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polynomial. In particular, let us define the polynomial P(x) = x(x−a2,n−1)(x−a3,n−1) · · · (x−
an−1,n−1). Then L must contain(
a1,n−1(a1,n−1 − a2,n−1) · · · (a1,n−1 − an−1,n−1),0, . . . ,0
)
,
giving us the divisibility condition for i = 1. The result follows for general i by repeatedly remov-
ing the first row and column. The final claim follows directly from Propositions 2.6 and 5.7. 
We can now prove an analogue of Proposition 5.6 for depleted subrings. This will allow us to
reduce most subrings L with π(L) depleted to such subrings of smaller index.
Proposition 5.9. Denote the columns of the matrix A of an irreducible subring L by v1, . . . ,
vn−1,1, and suppose that π(L) is depleted and that for all 1 i < n, aii > pn−i . Then let ϕ(L)
be the subring generated by the nonnegative powers of 1
p
vn−1 as well as p1−nv1. Then ϕ is a
p(n−1)(n−2)/2-to-one surjection onto irreducible subrings M with π(M) depleted.
Proof. If M is in the image of ϕ with matrix B , then aii = biipn−i . Since then bii  p, M is
irreducible, and it is clear that π(M) must then be depleted. Let us now take any irreducible M
with π(M) depleted. Let the columns of B be denoted w1, . . . ,wn−1,1, so that M is generated
by w1 and the powers of wn−1. But M is also generated by w1 and the powers of w = wn−1 +
cn−2wn−2 + · · · + c1w1 for any ci ∈ Zp . If ϕ(L) = M , then L is generated by pn−1w1 and
the powers of some pw = vn−1. Since in A, the diagonal entry must be the largest in its row
(and all entries are nonnegative integers), we have aii/pbii = pn−i−1 choices for each ci , giving
p(n−2)(n−1)/2 lattices L which map to M . 
6. Applications
This section applies the results of the previous section in various ways. Recall that fn(pe)
counts the number of subrings of Znp of index pe and gn(pe) counts the number of irreducible
subrings of Zn+1p of index pe. Also recall the following generating functions:
An(p,x) =
∞∑
e=0
fn
(
pe
)
xe,
Bn(p, x) =
∞∑
e=0
gn
(
pe
)
xe,
Φp(x, y) =
∞∑
n=0
∞∑
e=0
fn
(
pe
)
xe
yn
n! , and
Γp(x, y) =
∞∑
n=0
∞∑
e=0
gn
(
pe
)
xe
yn
n! .
Although in general the behavior of gn(pe) seems rather complicated, its behavior modulo p
can be characterized quite simply.
Proposition 6.1. The congruence gn(pe) ≡ 1 (mod p) holds if and only if n = e = 0 or 1 
n e; otherwise gn(pe) = 0.
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2  n  e, and suppose we have shown the claim is true for n − 1. Let L be an irreducible
subring of Zn+1p of index pe. If pu1 /∈ L, then τ(L) is also irreducible, so by Proposition 5.2,
the number of matrices in τ−1(τ (L)) is a multiple of p (note that ρτ(L) 
= 1 because if so,
then ρπ(τ(L)) = 0). Otherwise, π is a bijection between such L containing pu1 and irreducible
subrings of Znp of index pe−1. Therefore, gn(pe) ≡ gn−1(pe−1) ≡ 1 (mod p) by the induction
hypothesis, as desired. 
Proposition 6.1 then allows us to find power series for gn(pe) and fn(pe) modulo p.
Corollary. The following formal power series congruences hold:
Γp(x, y) ≡ e
xy − x
1 − x (mod p) and
Φp(x, y) ≡ exp
(
exy − x2y − 1
x(1 − x)
)
(mod p).
Proof. By Proposition 6.1,
Γp(x, y) ≡ 1 + x1 − x ·
y
1! +
x2
1 − x ·
y2
2! + · · · (mod p)
= e
xy − x
1 − x .
Solving the differential equation given in Proposition 4.5 using the initial condition Φp(x,0) = 1
completes the proof. 
One can also calculate Γp and Φp modulo p2 by counting modulo p2 the number of depleted
irreducible matrices of a given dimension. However, this process is somewhat messy and the
result is not especially nice.
The previous section also provides the means for a much cleaner derivation of F3(s).
Proposition 6.2. The equality F3(s) = ζ(s)3ζ(3s−1)ζ(2s)2 holds.
Proof. By Proposition 5.6, the number of irreducible subrings of Z3p of index pe+3 not contain-
ing pu1 is pf3(pe), while there is just one containing pu1. Thus g2(pe+3) = 1 + pf3(pe). We
also have from Proposition 4.4 that, for e > 0,
f3
(
pe
)= e∑
i=0
(
f2
(
pe−i
)
g0
(
pi
)+ 2f1(pe−i)g1(pi)+ f0(pe−i)g2(pi))
= f2
(
pe
)+ 2g1(pe)+ g2(pe)= 3 + g2(pe).
Therefore, f3(pe+3) = 4 + pf3(pe), subject to the initial conditions f3(1) = 1, f3(p) = 3, and
f3(p2) = 4. Thus,
A3
(
p,p−s
)= ∞∑f3(pe)p−es
e=0
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∞∑
e=0
1
p
(
f3
(
pe+3
)− 4)p−es
= 1
p
(
p3s
( ∞∑
e=0
f3
(
pe
)
p−es − 1 − 3p−s − 4p−2s
)
− 4
1 − p−s
)
= p3s−1A3
(
p,p−s
)− ps + 2p2s + p3s
p(1 − p−s) .
This gives
A3
(
p,p−s
)= − ps + 2p2s + p3s
p(1 − p−s)(p3s−1 − 1)
= 1 + 2p
−s + p−2s
(1 − p−s)(1 − p1−3s) .
Multiplying over all primes as in the proof of Proposition 4.1 yields the result. 
Proposition 6.2 also gives
B2(p, x) =
∞∑
e=0
g2
(
pe
)
xe
=
∞∑
e=0
f3
(
pe
)
xe −
(
1 +
∞∑
e=1
3xe
)
= 1 + 2x + x
2
(1 − x)(1 − px3) − 1 −
3x
1 − x
= x
2 + px3 + 2px4
(1 − x)(1 − px3) .
Finally, we can also use the results of the last section to find a formula for
A4(p, x) =
∞∑
e=0
f4
(
pe
)
xe
in a way that avoids much of the case analysis present in its derivation in [7]. Let us count
irreducible subrings L corresponding to matrices of the form
A =
⎛⎜⎜⎜⎝
pα a b 1
0 pβ c 1
0 0 pγ 1
0 0 0 1
⎞⎟⎟⎟⎠ .
Note that π(L) is either depleted or full. The full π(L) are counted by the generating function
x2A3 (suppressing arguments p and x = p−s ) by Proposition 5.6, and therefore the depleted
π(L) are counted by B2 − x2A3.
Let us first count those L with π(L) depleted. Proposition 5.9 gives us a way to count these
recursively except when α  3, β  2, or γ  1. Suppose first that α  3. Then for any choice
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depleted and α  3 is given by the generating function (B2 − x2A3)(x + px2 + p2x3).
Suppose that α > 3. We can still apply ϕ as in Proposition 5.9, but the resulting matrix B
will not be irreducible, and therefore not all p possibilities for c2 will result in π(L) being
depleted. Specifically, π(L) will not be depleted when b23 +c2b22 is either 0 or b33. The possible
matrices B are those subring matrices which are not irreducible and which do not have u1 as
their first column; these are given by the generating function A4 − B3 − A3 = 3A2B1 + 3A1B2
by Proposition 4.4. If ϕ(L) has three components, then b22 = b33 = 1, so b23 = 0, and c2 cannot
be 0 or 1. Otherwise, exactly one of b22 and b33 is 1 and the other is divisible by p, so b23
is either 0 or, if b33 = 1, possibly 1. In both cases c2 must only be nonzero. Combining these
yields the following for L with π(L) depleted, α > 3, and either β  2 or γ  1: p2x6((p −
1)(3A2B1 + 3A1B2) − 3B1). Adding this to the result from above and dividing by 1 − p3x6
gives, by Proposition 5.9, the generating function for the number of L with π(L) depleted.
We can also count L such that π(L) is full. By Proposition 5.6, the number of such L of
index pe+4 not containing pu1 is p2f4(pe), while the ones containing pu1 are characterized
by π(L), of which there are f3(pe+1). The total number of L with π(L) full is then given by the
generating function x3A3 + p2x4A4.
Combining these results and using Proposition 4.4 to find A4(p, x) is a lengthy, but straight-
forward, algebraic exercise. The result is the following proposition.
Proposition 6.3. The value of A4(p, x) is
1
(1 − x)2(1 − p2x4)(1 − p3x6)
(
1 + 4x + 2x2 + (4p − 3)x3 + (5p − 1)x4
+ (p2 − 5p)x5 + (3p2 − 4p)x6 − 2p2x7 − 4p2x8 − p2x9),
and the value of B3(p, x) is
x3
(1 − x)2(1 − px3)(1 − p2x4)(1 − p3x6)
(
1 + (p2 + p − 1)x + (5p2 − p)x2
+ (p3 + p2 − p)x3 + (7p3 − 11p2 + p)x4 + (p3 + p2)x5
+ (3p4 − 13p3 + 3p2)x6 + (−p5 + 2p3)x7 + (−4p5 − 6p4 + 4p3)x8
+ (−2p5 + p3)x9 + (−3p6 + 4p5)x10 + 6p6x12).
Proof. Computation. 
With Propositions 6.3 and 4.3, we know gn(pe) for e 5, which allows us to find f˜n(pe) and
fn(p
e) for e 5, completing the proof of Proposition 1.1.
We conclude with a series of open questions and conjectures.
7. Open questions
Throughout this paper we have examined changes in fn(pe) where p is a fixed prime. One
might naturally ask the question as to how the value of fn(pe) changes when instead n and e are
fixed and p varies. We conjecture that, as we have seen in the cases n  4 or e  5, fn(pe) is
always a polynomial in p. Indeed, it seems that the following stronger statement should also be
true.
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of p and x.
It seems that An(p,x) may have other nice properties. For instance, throwing aside questions
of convergence, notice the following curious symmetry:
A1
(
p−1, x−1
)
/A1(p, x) = 1,
A2
(
p−1, x−1
)
/A2(p, x) = −x,
A3
(
p−1, x−1
)
/A3(p, x) = px2,
A4
(
p−1, x−1
)
/A4(p, x) = −p3x3.
While this may just be a coincidence due to the many properties shared by the integers between
0 and 5, it is quite possible that this pattern could somehow be more general.
Conjecture. For any n, An(p−1, x−1)/An(p,x) is a monomial in p and x.
We may also consider the growth rates of fn(pe) in terms of p as e varies (or equivalently, at
the growth rates of fn(k) in terms of k). Note from Proposition 2.8 that f1(k) = O(1), f2(k) =
O(1), and f3(k) = O(k1/3). As for f4(k), notice that the radius of convergence of A4(p, x) for
x is p−1/2, so that f4(k) = O(k1/2+).
Conjecture. (Bhargava [2]) For n odd,
fn(k) = O
(
k
n−1
6 +),
and for n even,
fn(k) = O
(
k
n2−2n
6n−8 +).
Finally, the general question still remains open. Even though fn(k) probably does not have
a simple closed general form, it seems possible that a suitable generating function, such as
An(p,x) or Φp(x, y), does.
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