Abstract-In this paper, we propose an approach for locating anomalies in crowded scene for surveillance videos. In contrast to the previous approaches, the proposed approach does not rely on traditional tracking techniques which tend to fail in crowed scenes. Instead the anomalies are tracked based on the information taken from a set of anomaly classifiers. To this end, each video frame is divided into non-overlapping regions wherein a set of low-level features are extracted. After that, we apply the anomaly classifiers which determine whether there is anomaly in each region. We then derive the anomaly trajectory by connecting the anomalous regions temporarily across the video frames. Finally, we propose path prediction using linear Support Vector Machine (SVM) to smooth the trajectory. By doing this, we will able to better locate them in the crowded scene. We tested our approach on UCSD Anomaly Detection dataset which contains crowded scenes and achieved notable improvement over the stateof-the-art results without sacrificing computational simplicity.
I. INTRODUCTION
The task of automated anomaly detection has gained much interest recently. Although anomaly is a conception of context [22] , it can be typically defined as infrequent event that significantly deviates from what has been observed beforehand [13] . The problem here is to build an automatic system which can not only detect but also localize the anomaly spatially and temporally.
To tackle the problem, current approaches could be classified into two groups: (1) tracking based approaches [21] , [6] , [12] and (2) approaches do not depend on tracking information [10] , [11] , [4] . Approaches under the former group compare trajectories of the tracked objects to the normal trajectories. An object is considered as abnormal when its trajectory deviates significantly from the normal ones. Although these approaches often provide good and robust results, they are more suitable for simple scenarios than crowded scenarios because of the occlusion and overlap of objects in crowded scenes [13] .
Recent development of video anomaly detection has been more focused on methods do not rely on tracking information. This is partly due to the difficulty to reliably track objects in crowded scenes. In this setting, low level features such as motion and texture are generally employed to represent activity patterns. For instance, Mahadevan et al. [10] proposed a joint model of appearance and dynamics of crowd patterns based on dynamic textures. The main drawback of their method is the high time complexity of the algorithm. Mehran et al. [11] analyse the interactive motion of people using optical flow. Fig. 1 . Example of tracking object on region level. The first and second frame has the anomaly location while the classifiers failed to detect the anomaly in the third frame. Our system can still predict the anomaly location in the third frame.
Nevertheless, their method solely relies on motion information, thus, anomalies occurring due to object size and texture cannot be detected. Cong et al. [4] introduced the sparse reconstruction cost over the normal dictionary to consider whether a given testing sample is abnormal. An object is considered as abnormal when its reconstruction cost is high. Unfortunately, although their method shows excellent performance in detecting anomalies in a video frame, it provides poor localisation of the anomalies. In crowded scenes, localising anomalies is as important as detecting them since human operators require subsequent video frames to conduct further analysis. Another worth noting trend is treating a video as a collection of spatial non-overlapping regions extracted from the video frames. The spatial region structure is becoming popular in anomaly detection tasks in crowded scenes recently [13] , [20] , [16] , [3] . This is because by applying this we can reduce the problem into the problem of determining abnormal regions, thus, sidestepping the burden of tracking the objects before detecting anomalies. Though the results of the aforementioned papers are quite competitive, in the present work, we will show that it is possible to achieve notably improvement when we consider neighbouring abnormal regions for rectifying missclassification made by the existing anomaly classifiers. The key idea we are pursuing in the present work is that abnormal regions of the adjacent frame are related, and therefore this information could be exploited to rectify the mistakes made by the existing anomaly classifiers in determining the regions abnormality. Furthermore, as the side effect of doing this, trajectories of the anomalous objects can be recovered.
Contribution Our main contributions are twofold: (1) we propose an approach improving the existing region-based anomaly classifiers in crowded scenes. This is possible by using the abnormal regions to rectify miss-classified regions of the adjacent frames (as shown in Figure 1 ). (2) we show that by employing such a tecnique, it is possible to recover the anomalous object trajectories which in turns significantly improve the localisation of the anomalies. Our present work is inspired from Max-path approach [20] which finds the most abnormal trajectory from a video. The trajectory is determined from the abnormal probility value of regions. One of the Maxpath shortcomings is that it is sensitive to the mistakes made by the anomaly classifier in determining the probability value for each region. Therefore, the approach may fail in settings where anomaly classifiers are not perfect. In contrast to Maxpath approach, we assume that the anomaly classifiers could make mistake and provide an approach to rectify them. As we will show in the experiment section that our proposed approach achieves notably improvement over the existing state-of-the-art systems in both frame-level as well as pixel-level performance (anomalies localisation accuracy).
We continue the paper as follows. In Section 2, we provide the description of our method in detail. Experiments on a standard anomaly detection in crowded scenes dataset are given in Section 3. The conclusion and possible future directions are summarized in Section 4.
II. PROPOSED APPROACH
The overview diagram of the proposed approach is depicted in Figure 2 . Let V i = {I 1 . . . I n } be the i-th video with n frames wherein each frame I t ∈ R w×h has size w × h. Foreground detection is performed on each frame to suppress undesirable background dynamics, such as waving trees and illumination variations [14] . We divide each frame into a set of non-overlapping regions I t = {R 1,1,t . . . R n,m,t }, where n and m are the total number of rows and columns of the structure, respectively (refer to Figure 2 ). Our aim is to detect and construct a set of anomaly trajectories T = {T 1 . . . T C } from a video V i in which each trajectory T c consists of a set of abnormal regions indicated by three-tuple (i, j, t) where i, j and t are the row, column and frame number respectively. As an abnormal object can take up more than one region, it is possible for an anomaly trajectory to have multiple abnormal regions within the same frame.
To construct an anomaly trajectory T i , we extract a set of low level features such as motion, size and texture from each region in all frames. These features are then fed into a set of anomaly classifiers which are trained beforehand from training videos. We combine the output of these classifiers in order to determine whether a region is abnormal. The detected abnormal regions are then used to construct the trajectories.
To that end, we first detect a set of pathlets {φ 1 . . . φ k } from the set of abnormal regions. A pathlet is a set of spatially and temporally connected neighbouring abnormal regions. Once the pathlets are detected, the set of trajectories are constructed by merging them. In addition, as we asssume that an anomaly could appear before the first detected pathlet then we employ a method to determine when the anomaly appears for the first time. The same method will be employed for determining when an anomaly disappears.
The resulting trajectories can be incomplete due to the fact that the pathlet merging rule allows two non-adjacent pathlets to be merged into the same trajectory. As such, we complete the constructed trajectories by employing path prediction via SVM. Specifically, an SVM will be trained on each pathlet, and applied to complete the trajectory between pathlets.
A. Anomaly Classifiers
An anomaly classifier ϕ :
d from a region and returns a probability value of the region being abnormal. In the present work we employ three different anomaly classifiers proposed in [13] . Each classifier admits different features capturing different aspect of anomaly objects. Specifically, we employ three features: motion, texture and size. Following [13] , the output of these classifiers are then combined via the following rule:
(1) where the value of Φ(·) indicates the abnormality of the region (i.e. 1 means abnormal, 0 otherwise); x
i,j,t are the feature vectors of motion, size and texture extracted from region located in i-th row j-th column of t-th frame, respectively;
are the anomaly classifiers for motion, size and texture, respectively and δ 1 and δ 2 are thresholds indicating the importance of each classifier. These values will be varied in order to construct Equal Error Rate plots (EER).
To make the paper self-contained, we briefly discuss the feature descriptors and the anomaly classifiers used in [13] :
1) motion descriptor: we compute the optical flow of only the foreground pixels from a region. The iterative LucasKanade algorithm [2] is employed to compute the displacement of pixels between two consecutive frames, with a fixed search window around each pixel. We first determine the average motion as:
where, for foreground pixel n, v
are the optical flows in the x and y directions, respectively, while N f is the total number of foreground pixels within the region. The motion feature of the region is taken to be the smoothed (noisereduced) version of the region's average motion, calculated using straightforward temporal averaging:
2) size descriptor: To increase the sensitivity of anomaly detection, the size of foreground objects need to be analysed. A common technique to measure object size is via connected component analysis on the foreground masks. However, in crowded environments it becomes ineffective due to object overlap and occlusion. Instead, an approximate size of an object contained within a region can be obtained by considering its foreground occupation along with that of its neighbouring regions (as the object may occupy more than one region).
Specifically, let us denote the foreground occupancy (number of foreground pixels) for region R i,j,t by o t (i, j). We define the size feature for region R i,j,t as a weighted combination of the foreground occupancy values of the region and its immediate neighbours:
where G is a 3 × 3 Gaussian mask [5] . The mask is used for placing prominence on the center region and hence reducing the impact of neighbouring regions that, in crowded scenarios, may contain foreground pixels belonging to other objects (in addition to the object of interest).
3) texture descriptor: While the size feature can be useful for increasing the sensitivity of anomaly detection, using it without qualification may also increase the false alarm rate. For example, in crowded environments the foreground masks of people walking close to each other could resemble a large foreground object. To address this problem, the texture present within the region can be used for increasing selectivity. To this end, we filter a given image using 2D Gabor wavelets [9] at four orientations: 0, 45, 90 and 135 degrees. The texture descriptor for region R i,j,t is hence a 4D vector:
where is the sum of the response magnitudes of the wavelet oriented at degrees, over the pixels contained within the region. The texture vectors are only collected for regions that have at least one foreground pixel, in order to minimise modelling of the background. Anomaly classifiers. The anomaly classifiers for ϕ [mot] and ϕ [size] are modeled by using a smoothed histogram by temporarily storing all the training samples and performing Gaussian kernel based density estimation to compute the probability of the continuous variable only at discrete points over its entire permissible range.
where Δx is the resolution of the step size (eg. 0.25), s = {0, 1, 2, 3, ..., S}, with sΔx being the valid upper limit of the variable in consideration. N is the number of samples in the training dataset and h is the bandwidth of the Gaussian kernel. The probability values are normalised to obtain a probability mass function (pmf). As in the histogram approach, the training data is discarded once the pmf is computed. The resultant pmf denoted by ϕ(·) will be the classifier.
As for the texture descriptor, the classifier ϕ [txt] models the distribution of the descriptors using a codebook that is trained in an on-line fashion (adaptively grown). To address the distance measure problem, we employ Pearson's correlation coefficient [18] for measuring the similarity of two descriptors:
where μ x is the mean of elements of vector i,j,t and the matching codebook entry.
After we have the models of the three classifiers, using the decision rule presented in the equation (1), we will have a set of abnormal regions in the testing video.
B. Trajectory analysis
Once the abnormal regions are detected from a video, we then construct the set of trajectories by first detecting a set of pathlets and merge them (Refer to Figure 3) . Therefore, the trajectory analysis step consists of two parts: pathlets detection and pathlets merging. The former detects pathlets from the set of abnormal regions, whereas the latter merges the detected pathlets into trajectories. 
1) P athlets detection:
As mentioned, we define a pathlet as a set of spatially and temporally connected neighbouring abnormal regions. A pathlet φ = {(i, j, t) . . . (i, j, t + |φ|)} can be thought as a short trajectory satisfying the following constraints:
• |φ| ≥ λ 1 , where |φ| denotes the length of the pathlet in number of frames.
• Let (i t , j t , t) [c] and (i t+1 , j t+1 , t + 1)
[c] denote the centres of connected abnormal regions in frame t and t + 1. Then i t − i t+1 < λ 2 and j t − j t+1 < λ 2 . The first constraint excludes miss-classified regions which normally appear in a short interval. While the second constraint guarantees each element in the pathlet is spatially and temporally connected. From our empirically analysis, we found that λ 1 = 5 and λ 2 = 2 give reasonable results.
2) P athlets merging: Once the pathlets are detected, we construct a set of trajectories by merging them. To this end, we define the merging rule as:
where φ 1 and φ 2 are two different pathlets; dist(·) denotes the distance between two pathlets defined as:
where t 2 are the middle frames of φ 1 and φ 2 , respectively 1 . λ 3 is set to 20 according to the experiments. The results from the merging process may produce incomplete trajectories. This is due to the fact that the merging rule allows two non-adjacent pathlets are merged as long as it satisfies the condition presented in (8) . In the next section we discuss how to make a complete trajectory by connecting the pathlets.
C. Path Prediction
In this section, we complete a trajectory by inferring the connected abnormal regions within two subsequent pathlets in the trajectory. This process can be thought as rectifying the miss-classifications made by the anomaly classifiers on the frames between these two pathlets. We train multiple SVM classifiers to make the prediction. This is because the most accurate prediction can be made when the SVM is trained by the information extracted from neighbouring regions. To this end, for each frame we select a set of query locations and then feed them into the classifier. The locations which have positive values from the SVM then become parts of the trajectory. We first describe the features extracted from each region for the SVM classifiers. After that, the training and prediction procedures are presented.
1) Feature:
To train the SVM classifier, we use a 7-dimensional feature vector extracted from each region R i,j,t :
where D x and D y are the spatial distance between current region and centre of the previous frame; D px and D py are the spatial distance between current region and the closest pathlet and ϕ [mot] , ϕ [size] , ϕ [txt] are the output of the anomaly classifiers. The spatial distance D x and D y between two adjacent regions R it,jt,t and R it+1,jt+1,t+1 can be defined as:
[c] be the centre location of the middle frame of the closest pathlet, the spatial distance D px and D py between the current region R it,jt,t and the closest pathlet is defined as:
2) Training: For each SVM, we use the features extracted from the abnormal regions of a corresponding pathlet as the positive samples. In other words, we train an SVM for each pathlet. Whilst negative samples are taken randomly from normal neighbouring regions of the pathlet.
3) Prediction: The proposed prediction method was inspired from activity forecasting proposed in [8] which a reward based function is used to predict the future path. In contrast to our proposed method, we propose to use a discriminative approach to rectify miss-classified regions (as shown in Figure  4 ).
For each frame I u between two pathlets, we select possible regions as the query locations for the SVM trained from the closest pathlet. To that end, we use linear interpolation determined between these two pathlets. Specifically the linear function is trained from the set of locations of each pathlet. The resulting locations and their neighbourhood are selected as the query locations. Finally, the locations wherein the SVM classifier returns positive value will be inserted into the trajectory.
We note that there are two special cases for completing a trajectory: (1) completing the trajectory before the first pathlet; and (2) completing the trajectory after the last pathlet. These cases exist because anomalies can appear before the first and after the last successfully detected pathlet. This is due to the pathlet constraints presented previously which prevent some true abnormal regions to be included in a trajectory.
Let t [start] be the frame number where the anomaly appears in the first time; D
[start] t as the temporal distance between the first frame of the first pathlet t
[start] p and the t [start] . We determine t [start] by minimising the following objective function:
where Φ i,j,t is the overall anomaly classifier value at the ith row and j-column region in t-th frame; f is a piece wise function which is determined via:
The above objective function finds for the closest t [start] to the first pathlet while maintaining the the number of frames having abnormal regions; λ 4 is the minimum amount of frames having abnormal regions. We use a gradient descent method to solve the optimisation problem. From our empirical analysis, we found that λ 4 = 8 gives reasonable results. We note that this procedure can also be applied to the second special case.
III. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed approach, we performed experiments on the standard dataset to evaluate anomaly detection in crowded scenes, namely UCSD Anomaly Detection dataset [10] . The dataset contains multiple surveillance videos of two scenes (Ped1 and Ped2), both with considerable crowds. Anomalies present in the dataset include: skateboarders, bikers, motor vehicles, people pushing carts as well as walking on the lawn (as shown in Figure 5 ). The image size in Ped1 is 238x158 pixels, while on Ped2 it is 360x240. Ped1 has 34 training and 36 test image sequences, while Ped2 has 16 training and 12 test image sequences.
The UCSD dataset has a prescribed evaluation protocol [10] , involving two types of evaluations: (i) frame-level anomaly detection, and (ii) within-frame anomaly localisation. For frame-level anomaly detection, all test sequences have annotated ground-truth at frame-level in the form of a binary flag indicating the presence or absence of anomaly in each frame. For within-frame anomaly localisation, a subset of test sequences (10 in Ped1 and 9 in Ped2) has the anomalous regions within each frame marked.
Based on our empirical experiments, the region size was set to 16×16, while the search window size in the optical flow computation was set to 15×15 (odd sized to ensure a symmetrical search area around a given pixel). The experiments were implemented in C++ with the aid of the Armadillo C++ library [17] . We follow the prescribed evaluation procedure by [10] for all the comparisons.
First we evaluate the contribution of SVM based path prediction by replacing it with an much simpler method, here denoted as probability map, which uses the probability values to select the abnormal reqions from the set of query locations. Technically, the method only selects the regions which have probability value more than a certain threshold value which is determined empirically. Table III presents the pixel level EER results between the two systems. EER is the point where the false negative rate is equal to the false positive rate. Smaller EER indicate a better overall system performance. As we can see from the result, SVM based path prediction performs significantly better than the probability map approach. This is due to the fact that the SVM exploits the relationship existed between two neighbouring regions and has a richer feature vector than probability map as shown in (10) . Therefore, we use SVM based path prediction in our final system. In the second experiment, our proposed method was contrasted to the state-of-the-art sytems such as: social force [11] , MPPCA [7] , MDT [10] , SF-MPPCA [10] , Adam [1] , Reddy [13] , Ryan [15] , Sparse [4] , Saligrama [16] and Thida [19] . The comparison results are shown in Figure   6 , Table II and Table III . In addition, our system achieves approximately 12 fps on a Duo core 2 GHz computer which can be considered as a real time system. This is several orders faster than many state-of-art methods such as MDT [10] which takes 25 seconds to process each frame. Table II shows the comparisons of EERs for frame-level  anomaly detection and Table III shows the comparisons of EERs for pixel-level anomaly detection. The presented results of other papers are directly taken from the corresponding papers. It can be seen that our method outperforms or at least has comparable performance to the state-of-art systems. Specifically, our method achieved notably performance improvement compared to the other state-of-the-art systems for pixel level comparisons. This suggests that our method has better anomaly localisation performance. This may be due to the fact that the proposed method is able to rectify missclassifications made by the anomaly classifiers by exploiting the relationship between neighbouring regions. In addition, we note that most of the state-of-arts did not provide pixel-level results on Ped2, we only contrast our method to [19] . Figure 6 shows the ROC curves of frame-level and pixellevel results with comparison with several other methods. The bottom-left corner representing ideal performance. The red line indicates the EER. Note that many methods did not provide ROC curves. So we only compare with methods that have the EER curves. It is also clear that from these curves that our proposed method offers notable improvement over the existing state-of-the-art systems. [11] 31.0% 42.0% 37.0% MPPCA [7] 40.0% 30.0% 35.0% SF-MPPCA [10] 32.0% 36.0% 34.0% Adam [1] 38.0% 42.0% 40.0% MDT [10] 25.0% 25.0% 25.0% Reddy [13] 22.5% 20.0% 21.3% Ryan [15] 23.1% 13.3% 18.2% Sparse [4] 19.0% --Saligrama [16] 16.0% --Thida [19] 22.0% 13.5% 17.8% Proposed Method 17% 16% 16.5%
IV. MAIN FINDINGS AND FUTURE DIRECTIONS In this paper, we proposed a novel approach for locating anomalies in crowded scenes. Our approach does not rely on the traditional tracking techniques which tend to fail in a crowed scene. Instead we track the anomalies based on the output of the anomaly classifiers from non-overlapping regions of each video frame. Our key idea is that the relationship between neighbouring regions can be exploited to rectify missclassifications made by the anomaly classifiers. This will in turn significantly improve the anomaly localisation as well as anomaly detection. The side effect of doing this is that the anomaly can be reasonably tracked in crowded scenes. Our proposed method is contrasted to several state-of-the-art systems in the standard anomaly detection dataset, namely UCSD Anomaly Detection dataset. Experimental results shows that our method outperforms or at least has a comparable performance than the other state-of-the-art systems. Furthermore, we achieved notably improvement over the state-of-theart systems for localising anomalies.
For future work, we plan to improve the current system by including more feature descriptors and pursue other trajectory detection techniques. EER is where the false negative rate is equal to the false positive rate.
