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Abstract
The closed-form maximum likelihood estimators for the completely balanced multivariate
one-way random effect model are obtained by Anderson et al. (Ann. Statist. 14 (1986) 405). It
remains open whether there exist the closed-form maximum likelihood estimators for the more
general completely balanced multivariate multi-way random effects models. In this paper, a
new parameterization technique for covariance matrices is used to grasp the inside structure of
likelihood function so that the maximum likelihood equations can be dramatically simpliﬁed.
As such we obtain the closed-form maximum likelihood estimators of covariance matrices for
Wishart density functions over the simple tree ordering set, which can then be applied to get
the maximum likelihood estimators for the completely balanced multivariate multi-way
random effects models without interactions.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The estimation problem in multivariate variance component models has been
extensively studied in the literature. The most convenient way to obtain the
estimates is the method-of-moments estimation procedure equating the mean
squares to their expected values. Rao [16,17] proposes minimum norm quadratic
unbiased (MINQU) and minimum variance quadratic unbiased (MIVQU)
estimation procedures. However, the estimates obtained by these methods are
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often out of the parameter space. Rao and Kleffe [18] discuss additional
biased versions to keep the obtained estimates in the parameter space. Calvin and
Dykstra [7] indicate that the implementation of multivariate versions of modiﬁed
MINQU and MIVQU estimation procedures is difﬁcult and the corresponding
iterated versions may be slow to converge. Anderson [4], Morris and Olkin [13],
Klotz and Putter [10], Amemiya and Fuller [2], Amemiya [1], and Anderson,
Anderson and Olkin [3] study the related problems of ﬁnding the maximum
likelihood estimators (MLEs) for the completely balanced multivariate one-way
random effect model.
It is naturally anticipated to extend Anderson et al.’s [3] result to the more
general completely balanced multivariate multi-way random effects models.
Notice that for the completely balanced multivariate two-way random effects
model without interaction, we need to estimate three unknown covariance
matrices. Calvin and Dykstra [7] point out that ‘‘it is not obvious what should be
done when more than two covariance matrices are involved’’. Further,
they claim that ‘‘this is a difﬁcult optimization problem which cannot be
solved in closed-form’’. Hence Calvin and Dykstra [7] use the Fenchel
duality techniques to develop a numerical iterative MLEs algorithm for
balanced data when the models are with isotonic covariance structure. Despite
the fact that the iterative schemes have guaranteed convergence to the solutions,
the rounding errors for the iterative algorithms might result in the estimates
out of precision.
Two kinds of basic models are studied in Calvin and Dykstra [7]: One is the
completely balanced multivariate random effects models without interactions,
the other is the completely balanced multivariate random effects nested
models. Following the notions of Calvin and Dykstra [7, p. 852–854], it is
easy to see that the problems of ﬁnding MLEs for the above two models
can be viewed as the problems of ﬁnding MLEs of covariance matrices
over the simple tree ordering set and the simple ordering set respectively in the
setting of (2.1)–(2.2) of Section 2. These are attributed to the problems of
multivariate order restricted statistical inference (Robertson, Wright, and
Dykstra [19]).
Both the simple ordering and the simple tree ordering are the most basic
and widely studied partial orderings for univariate models in the literature.
When extending these partial ordering sets to the matrix versions, it is difﬁcult
to prove whether Calvin and Dykstra’s claim under the simple ordering in the
setting of (2.1)–(2.2) is correct. For the problem under the simple tree ordering,
however, a new decomposition technique of covariance matrices can help us
decompose the corresponding unknown covariance matrices simultaneously
into feasible components. This uniﬁed approach, in terms of the property
of log concavity of these component matrix functions, provides us the
closed-form MLEs. The obtained results can then be applied to get the closed-
form MLEs for the completely balanced multivariate multi-way random
effects models without interactions, which include Anderson et al.’s [3] result as a
special one.
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2. Main results
Let Ai; i ¼ 1;y; k; be k independent p  p matrices having a p-dimensional
Wishart distribution function with ni ðXpÞ degrees of freedom and expectation niRi
which are positive deﬁnite, denoted by AiBWpðni;RiÞ: Let$ be a partial order on
the index set f1;y; kg: The vector R ¼ ðR1;y;RkÞ0 is said to be isotonic
with respect to % if it is order preserving in the Lo¨wner sense. This means
that if j%i; then Ri  Rj is positive semi-deﬁnite, which is written as RikRj
throughout this paper.
Gi ¼ n1i Ai; i ¼ 1;y; k; ð2:1Þ
then the log-likelihood function of Gi ði ¼ 1; 2;y; kÞ can be expressed as
lðGi;Ri; 1pipkÞ ¼ 1
2
Xk
i¼1
niflnjR1i Gij  trðR1i GiÞg þ c; ð2:2Þ
where c is a constant (can be a function of Gi) in the sense that it is a function of
fðni;GiÞ; 1pipkg and it does not depend on R; and trðBÞ denotes the trace of matrix
B: Obviously, this objective function is equivalent to that of Calvin and Dykstra [7].
One of the advantages of the objective function presented in this way is that the
information of the degrees of freedom associated with the individual mean square
matrices is incorporated.
The main goal of this paper is to ﬁnd the MLE of R which lies in K; where
K ¼ fR : R1%Ri; i ¼ 2;y; kg: ð2:3Þ
Obviously, K is a closed convex cone. The set K is known as the simple tree
ordering set which arises naturally in many problems of practical interest. Note that
if K ¼ fR : R1%R2g; then the solutions of this problem can be applied to ﬁnd the
corresponding MLEs of unknown covariance matrices in the completely balanced
multivariate one-way random effect model which has been studied by Anderson et al.
[3]. The results for the problem of maximizing the log-likelihood function in (2.2)
over the set K can be applied to obtain the closed-form MLEs of unknown
covariance matrices in the completely balanced multivariate multi-way random
effects models without interactions.
Let Ki ¼ chðRiR11 Þ; i ¼ 2;y; k; where chðBÞ denotes the ordered diagonal
matrix of eigenvalues of B: By Theorem A 9.9 of Muirhead [14], each pair
(R1;Ri) can be written as R1 ¼ Ci1Ci10 and Ri ¼ Ci1KiCi10; i ¼ 2;y; k; where
CiANðpÞ; the group of p  p nonsingular matrices, i ¼ 1;y; k  1: Thus by
Theorem A 9.5 of Muirhead [14], one can simultaneously make the following
decompositions:
Ri ¼ C1
Yi1
j¼1
Qj
 !
Ki
Yi1
j¼1
Qj
 !
0C10; i ¼ 1;y; k; ð2:4Þ
where K1 ¼ Q1 ¼ I and QjAOðpÞ; the group of p  p orthogonal matrices,
j ¼ 2;y; k  1: The parameterization techniques in (2.4) indicate that there
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exists a one-to-one corresponding relationship between fRi; i ¼ 1;y; kg and
fðC1;Ki;Q2;y;Qk1Þ; i ¼ 2;y; kg: Similarly, for the sample counterparts
Gi ¼ W1
Yi1
j¼1
Vj
 !
Fi
Yi1
j¼1
Vj
 !
0W10; i ¼ 1;y; k; ð2:5Þ
where F1 ¼ V1 ¼ I;Fi ¼ chðGiG11 Þ; i ¼ 2;y; k;W1ANðpÞ with probability one,
and VjAOðpÞ with probability one, j ¼ 2;y; k  1:
For the sake of manipulations, when the data is given we abuse the notions and
make the following transformation:
H ¼ C11 W1: ð2:6Þ
Then note that HANðpÞ with probability one, and C1 and H is one-to-one
correspondence with probability one. LetQ ¼ ðQ2;y;Qk1Þ0 and K ¼ ðK2;y;KkÞ0;
thus by (2.4)–(2.6) we have
sup
K
Xk
i¼1
niflnjR1i Gij  trðR1i GiÞg
¼ sup
fðH;K;QÞ: KikI i¼2;y;k;QjAOðpÞ j¼2;y;k1 and HANðpÞg
c0ðH;K;QÞ; ð2:7Þ
where
c0ðH;K;QÞ ¼
Xk
i¼1
ni lnjHH0j þ lnjK1i Fij
(
 tr
Yi1
j¼1
Qj
 !
K1i
Yi1
j¼1
Qj
 !
0H
Yi1
j¼1
Vj
 !
Fi
Yi1
j¼1
Vj
 !
0H0
" #)
:
ð2:8Þ
The concept of the maximization of (2.7) with respect to H instead of C1 is
similarly adopted from Anderson et al. [3]. Let E ¼ diagðe1;y; epÞ with ei ¼ 1 or
1; i ¼ 1;y; p; then lnjHEEH0j ¼ lnjHH0j; EQ2AOðpÞ and EAE is still positive
deﬁnite if A is positive deﬁnite. If H is replaced by EH; what has to be changed for
the log-likelihood function c0ðH;K;QÞ in (2.8) is that Q2 be replaced by the
orthogonal matrix Q2ð¼ EQ2Þ: Thus, without loss of generality, we assume that
HANðpÞ; whereNðpÞ ¼ fH ¼ ððhijÞÞ : HANðpÞ; jHj40 and hiiX0; i ¼ 1;y; pg:
First note that by the similar proof as Proposition A.1 in the appendix, it can be
shown that the log-likelihood function lðGi;Ri; 1pipkÞ deﬁned in (2.2) is
continuous and strictly concave in Ri; i ¼ 1;y; k; on the space of positive deﬁnite
matrices. Thus, we may conclude that the MLE of each Ri is unique, i ¼ 1;y; k:
For the sake of simplicity and without loss of generality, the set K in the
optimalization problem (2.7) can then be replaced by the set K ¼ fðH;K;QÞ :
KikI i ¼ 2;y; k;QjAOðpÞ j ¼ 2;y; k  1 and HANðpÞg:
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By the results of Proposition A.1, we may note that (i) tr½ðQi1j¼1QjÞ
K1i ð
Qi1
j¼1QjÞ0H ð
Qi1
j¼1VjÞFið
Qi1
j¼1 VjÞ0H0; i ¼ 2;y; k; are continuous and strictly
convex in H on the spaceNðpÞ; and (ii) lnjHH0j is continuous and strictly concave
in H on the space NðpÞ: Thus, it is easy to see that c0ðH;K;QÞ is continuous and
strictly concave in H if HANðpÞ:
As H approaches the boundaries while Q and K are ﬁxed, c0ðH;K;QÞ-N:
Hence in order to maximize c0ðH;K;QÞ over the set fH : HANðpÞg; one needs to
examine the ﬁrst derivative equation of c0ðH;K;QÞ with respect to H: Recall that
d trðHAH0BÞ ¼ tr½ðAH0Bþ A0H0B0ÞðdHÞ and djHj ¼ jHj tr½ðH1ÞðdHÞ; and hence
the partial differential of c0ðH;K;QÞ with respect to H gives
dc0ðH;K;QÞ ¼ 2 tr nH1 
Xk
i¼1
ni
Yi1
j¼1
Vj
 !
Fi
Yi1
j¼1
Vj
 !
0
"(
H0
Yi1
j¼1
Qj
 !
K1i
Yi1
j¼1
Qj
 !
0
#
ðdHÞ
)
ð2:9Þ
for every exterior product ðdHÞ; where n ¼Pki¼1 ni: Thus, after some manipulations,
dc0ðH;K;QÞ ¼ 0 for every exterior product ðdHÞa0 implies that
Xk
i¼1
niK
1
i
Yi1
j¼1
Qj
 !
0H
Yi1
j¼1
Vj
 !
Fi
Yi1
j¼1
Vj
 !
0H0
Yi1
j¼1
Qj
 !
¼ nI: ð2:10Þ
The next step is to ﬁnd out a triple ðH;K;QÞ so that it satisﬁes Eq. (2.10). To
proceed, let
miðHÞ ¼
Yi1
j¼1
Qj
 !
0H
Yi1
j¼1
Vj
 !
; i ¼ 2;y; k: ð2:11Þ
For each i; write miðHÞ ¼ DiPi; where Pi is a permutation matrix and DiADðpÞ;
the group of p  p diagonal matrices with positive diagonal elements. Similar
to the proof of Lemma A.1 in the appendix, it can be shown that the minimum
value of tr½K1i miðHÞFimi 0ðHÞ can occur only at Pi ¼ I; i.e., miðHÞADðpÞ;
i ¼ 2;y; k: Also, note that the conditions miðHÞADðpÞ; i ¼ 2;y; k; imply
that HADðpÞ: Thus the maximum value of c0ðH;K;QÞ can occur only when
HADðpÞ:
Let
C1 ¼ C0Q0 and H0 ¼ Q10 H; ð2:12Þ
where Q0ASLðpÞ ¼ fA : jAj ¼71g: Further, assume thatYi1
j¼1
Qj
 !
0Q0H0 ¼ Q0H0
Yi1
j¼1
Vj
 !
0; i ¼ 3;y; k: ð2:13Þ
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Substitute (2.13) into (2.8), then it is easy to see that c0ðH;K;QÞ reduces to
c0ðH;KÞ ¼
Xk
i¼1
niflnjH2j þ lnjK1i Fij  trðK1i FiH2Þg: ð2:14Þ
Set the partial differential equation of c0ðH;KÞ with respect to H to be zero, we
then obtain that
H2 ¼ n
Xk
i¼1
niK
1
i Fi
 !1
: ð2:15Þ
Substitute (2.15) into (2.14), then c0ðH;KÞ becomes
c0ðKÞ ¼ n ln n  np  n ln
Xk
i¼1
niK
1
i Fi

þ
Xk
i¼1
ni lnjK1i Fij: ð2:16Þ
Let A ¼ ððaijÞÞ and B ¼ ððbijÞÞ be any two matrices, and denote maxfA;Bg ¼
ððmaxðaij; bijÞÞÞ: Thus under the condition that KikI; 8i ¼ 2;y; k; by Kuhn–
Tucker–Lagrange point formula theorem (Hadley [9]), after some manipulations the
MLEs of Ki are of the forms
#Ki ¼ maxfFi; Ig; i ¼ 2;y; k: ð2:17Þ
Since c0ðH;KÞ is continuous and strictly concave in H on the spaceNðpÞ; the MLE
of H is unique. And hence, by virtue of (2.15) and (2.17), the MLE of H is
#H ¼ n12
Xk
i¼1
ni #K
1
i Fi
 !12
: ð2:18Þ
Also by (2.13), we have
#Q10
Yi1
j¼1
#Qj
 !
#Q0 ¼ #H0
Yi1
j¼1
Vj
 !
#H10 ; i ¼ 3;y; k: ð2:19Þ
Note that #Q10 ð
Qi1
j¼1 #QjÞ #Q0ASLðpÞ with probability one, for all i ¼ 3;y; k:
Therefore, by the results of (2.4), (2.6), (2.12) and (2.19), the MLEs of Ri over the
simple tree ordering set K ¼ fR : R1%Ri; i ¼ 2;y; kg are of the forms
#Ri ¼ W1
Yi1
j¼1
Vj
 !
#H1 #Ki #H1
Yi1
j¼1
Vj
 !
0W10; i ¼ 1;y; k: ð2:20Þ
It is easy to see that (i) when k ¼ 2;
#R1 ¼ #C1 #C10 ¼ W1½n1ðn1Iþ n2 minfF2; IgÞW10 ð2:21Þ
and
#R2 ¼ #C1 #K2 #C10 ¼ W1½n1ðn1 maxfF2; Ig þ n2F2ÞW10; ð2:22Þ
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as expected they are exactly the same as the MLEs obtained by Anderson et al. [3],
and (ii) when FikI; 8i ¼ 2;y; k; the obtained MLE of each Ri reduces to the
unrestricted MLE Gi; i ¼ 1;y; k:
Theorem 1. Let Ai; i ¼ 1;y; k; be k independent p  p matrices having a p-
dimensional Wishart distribution with niðXpÞ degrees of freedom and expectation niRi;
where each Ri is positive definite. Let Gi ¼ n1i Ai and make the decompositions Gi ¼
W1ð
Qi1
j¼1 VjÞFið
Qi1
j¼1 VjÞ0W10; i ¼ 1;y; k; where F1 ¼ V1 ¼ I; W1ANðpÞ; the group
of nonsingular matrices, with probability one, VjAOðpÞ; the group of orthogonal
matrices, with probability one, j ¼ 2;y; k  1; and Fi ¼ chðGiG11 Þ; i ¼ 2;y; k;
with chðBÞ denoting the ordered diagonal matrix of eigenvalues of B: Then the
maximum likelihood estimators of Ri; i ¼ 1;y; k; over the simple tree ordering set
K ¼ fR : R1%Ri; i ¼ 2;y; kg are of the forms
#Ri ¼ W1
Yi1
j¼1
Vj
 !
#H1 #Ki #H1
Yi1
j¼1
Vj
 !
0W10; i ¼ 1;y; k;
where #H ¼ n12ðPki¼1 ni #K1i FiÞ12 and #Ki ¼ maxfFi; Ig; i ¼ 2;y; k:
3. Remarks
Theorem 1 can be applied to obtain the likelihood ratio test statistic for the
problem of testing H0 : R1 ¼? ¼ Rk ¼ R; say, against H1 : R1%Ri; i ¼ 2;y; k;
under the setup of Theorem 1. Under the null hypothesis, the log-likelihood function
is maximized with respect to R; and the MLE of R is #R ¼ n1Pki¼1 niGi; where
n ¼Pki¼1 ni: For the case when k ¼ 2; the likelihood ratio test has been studied
by Anderson et al. [3], and the asymptotic null distribution of likelihood ratio
test statistic has been studied by Anderson [6] and Kuriki [11]. For kX3; by
virtue of (2.2) and Theorem 1, the maximum of the log-likelihood functions under
H0 and H1 are
1
2
Xk
i¼1
ni ln
Xk
i¼1
niGi
 !1
Gi

þ n ln n  np
8<
:
9=
;þ c ð3:1Þ
and
1
2
Xk
i¼1
ni lnj #K1i Fij  n ln n1Iþ
Xk
i¼2
ni #K
1
i Fi

þ n ln n  np
( )
þ c; ð3:2Þ
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respectively, where #K1 ¼ I and #Ki ¼ maxðFi; IÞ; i ¼ 2;y; k: Thus the likelihood
ratio criterion for testing H0 against H1 is based on
l ¼
Xk
i¼1
ni lnj #K1i Fij  ln
Xk
i¼1
niGi
 !1
Gi


8<
:
9=
; n ln n1Iþ
Xk
i¼2
ni #K
1
i Fi


¼
Xk
i¼1
ni ln n1Iþ
Xk
i¼2
ni
Yi1
j¼1
Vj
 !
Fi
Yi1
j¼1
Vj
 !
0
" #1
#K1i


8<
:
9=
;
 n ln n1Iþ
Xk
i¼2
ni #K
1
i Fi

: ð3:3Þ
The critical region is
lXla; ð3:4Þ
where la is deﬁned so that (3.4) holds with probability a when H0 is true. To ﬁnd the
value of critical point la; it involves ðk  2Þ-fold integral over orthogonal groups
with respect to the normalized Haar invariant measure on the space of orthogonal
p  p matrices. As for the null and non-null distribution theory of ð2Þ times log-
likelihood ratio statistic l in (3.3), we pose it as a future study.
In passing, we may also note that Theorem 1 can be easily applied to ﬁnd the
MLEs of covariance matrices in the completely balanced multivariate random effects
models without interactions. For example, consider the completely balanced
multivariate two-way random effects model without interaction:
Xijk ¼ l þ bi þ cj þ eijk; i ¼ 1;y; I ; j ¼ 1;y; J; k ¼ 1;y; N; ð3:5Þ
where bi; cj and eijk are independent random vectors with biBNpð0;RbÞ;
cjBNpð0;RcÞ and eijkBNpð0;ReÞ: Let %Xij: ¼ N1
PN
k¼1 Xijk; %Xi:: ¼ J1
PJ
j¼1 Xij:;
%X:j: ¼ I1
PI
i¼1 Xij: and %Xy ¼ I1
PI
i¼1 Xi::: Also let
Ab ¼ JN
XI
i¼1
ð %Xi::  %XyÞð %Xi::  %XyÞ0;
Ac ¼ IN
XJ
j¼1
ð %X:j:  %XyÞð %X:j:  %XyÞ0
and
Ae ¼N
XI
i¼1
XJ
j¼1
ð %Xij:  %Xi::  %X:j: þ %XyÞð %Xij:  %Xi::  %X:j: þ %XyÞ0
þ
XI
i¼1
XJ
j¼1
XN
k¼1
ð %Xijk  %Xij:Þð %Xijk  %Xij:Þ0:
ARTICLE IN PRESS
M.-T. Tsai / Journal of Multivariate Analysis 89 (2004) 292–303 299
Note that the random matrices Ae;Ab and Ac are distributed Wpðn1 ¼ IJN
I  J þ 1;R1 ¼ ReÞ; Wpðn2 ¼ I  1;R2 ¼ Re þ JNRbÞ and Wpðn3 ¼ J  1;R3 ¼
Re þ INRcÞ; respectively. Thus by Theorem 1, we can easily ﬁnd out the MLEs of
Reð¼ R1Þ;Rb ¼ ðR2  R1Þ=JN and Rc ¼ ðR3  R1Þ=IN; respectively.
The following numerical data set, in which I ¼ 2; J ¼ 3; N ¼ 3 and the mean
square matrices are
Ae ¼
88:46 159:18
159:18 673:49
" #
; Ab ¼
60:49 107:53
107:53 203:79
" #
and
Ac ¼
87:38 174:78
174:78 615:90
" #
is used to implement the computations of MLEs for a bivariate two-way random
effects model without interaction. By (2.1), namely G1 ¼ Ae=14;G2 ¼ Ab; and
G3 ¼ Ac=2; we have
G1 ¼
6:31857 11:37
11:37 48:1064
" #
; G2 ¼
60:49 107:53
107:53 203:79
" #
and
G3 ¼
43:69 87:39
87:39 307:95
" #
:
The algorithm on exactly how the ML estimates are computed by using the
MATHEMATICA is presented in the following:
(1) Find out the matrix W1 such that G1 ¼ W1W10 and G2 ¼ W1F2W10; where
F2 ¼ chðG2G11 Þ: To proceed, ﬁrst do the singular values decomposition for the
matrix G1; namely G1 ¼ C1D1C10; where D1 ¼ chðG1Þ: Next, set a new matrix G2 ¼
D
1=2
1 C
0
1G2C1D
1=2
1 and then do the singular values decomposition for it, namely
G2 ¼ C2D2C20: Thus, we have W1 ¼ C1D1=21 C2:
(2) Set the new matrices, say Gi ¼ D1=21 C10GiC1D1=21 ; and do the singular values
decompositions for the new matrices Gi ; G

i ¼ CiDiCi 0; i ¼ 3;y; k: Then, we
may note that Vi1 ¼ Ci10Ci; i ¼ 3;y; k: Also it is easy to see that Di ¼ Fi ¼
chðGiG11 Þ; i ¼ 2;y; k:
According to the algorithm, we obtain
F2 ¼
9:57446 0
0 0:457125
" #
; F3 ¼
7:11187 0
0 4:68251
" #
and
W1 ¼
2:51353 0:0275191
4:46542 5:30721
" #
; V2 ¼
0:955347 0:295485
0:295485 0:955347
" #
;
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respectively. Via (2.17) and (2.18), thus
#K2 ¼
9:57446 0
0 1
" #
; #K3 ¼
7:11187 0
0 4:68251
" #
and
#H ¼ 1 0
0 1:01636
" #
:
By plugging these results into (2.20), we then have
#R1 ¼
6:31857 11:3654
11:3654 47:207
" #
; #R2 ¼
60:4906 107:605
107:605 218:182
" #
and
#R3 ¼
43:6133 87:7918
87:7918 305:846
" #
:
And then theML estimates of covariance matrices Rb; Rc and Re can be easily obtained
via the formulae #Rb ¼ ð #R2  #R1Þ=9; #Rc ¼ ð #R3  #R1Þ=6 and #Re ¼ #R1; which are
#Rb ¼
6:01911 10:6933
10:6933 18:9972
" #
; #Rc ¼
6:21579 12:7377
12:7377 43:1065
" #
and
#Re ¼
6:31857 11:3654
11:3654 47:207
" #
;
respectively.
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Appendix
The following Lemma 1 is ﬁrst given by von Neumann [15]. A proof of it can also
be found in Anderson’s book [5] (Theorem A.4.7). The approach in terms of
differential forms for the proof is adopted here. This technique is also used for the
derivation of MLEs in Section 2. For the notions of differential forms, we may refer
to Muirhead [14] for details.
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Lemma A.1. Let A be positive definite and g ¼ diagðZ1;y; ZpÞ with Z1X?XZp40:
Also let chðAÞ ¼ diagða1;y; apÞ; a1X?Xap40 and OðpÞ be the group of p  p
orthogonal matrices. Then
(i) infLAOðpÞ trðg1LAL0Þ ¼
Pp
i¼1 aiZ
1
i ;
and
(ii) supLAOðpÞ trðg1LAL0Þ ¼
Pp
i¼1 aiZ
1
piþ1:
Proof. Let A ¼ UCAU0; where CA ¼ chðAÞ and UAOðpÞ; thus
inf
LAOðpÞ
trðg1LAL0Þ ¼ inf
LAOðpÞ
trðg1LUCAU0L0Þ
¼ inf
PAOðpÞ
trðg1PCAP0Þ; where P ¼ LU:
Next, let the differential d trðg1PCAP0Þ with respect to P be equal to zero, and from
the fact that the exterior product ðdPÞ ¼ PðdP0ÞP; then it follows that
PCAP
0g1 ¼ g1PCAP0:
Thus we have PAPðpÞ; the group of p  p matrices which are of the forms with 71
in one position in a column or a row and zeros in other positions (see Lemma 1 of
Chang [8]). Therefore it is easy to note that trðg1PCAP0Þ attains its identical
minimum value at P ¼ D; for any DADðpÞ; where DðpÞ is the group of p  p
diagonal matrices whose elements are either one or minus one, i.e., at L ¼ DU0; and
trðg1PCAP0Þ attains its maximum value at
P ¼ D
0 ? 0 1
0 ? 1 0
^ & ^ ^
1 ? 0 0
2
6664
3
7775: &
Proposition A.1. Let A;B be positive definite matrices, and NðpÞ ¼ fH ¼ ððhijÞÞ :
HANðpÞ; jHj40; and hiiX0; i ¼ 1;y; pg; where NðpÞ is the group of p  p
nonsingular matrices. If HANðpÞ; then
(i) trðAHBH0Þ is strictly convex in H;
and
(ii) jHH0j is strictly logconcave in HH0:
Proof. First twice taking differential of the quadratic function trðAHBH0Þ with
respect to H; we obtain
d2 trðAHBH0Þ ¼ d tr½ðBH0Aþ B0H0A0ÞðdHÞ
¼ 2 tr½AðdHÞBðdH0Þ:
Since both A and B are positive deﬁnite, A and B can be written as A ¼ CC0 and
B ¼ CKC0; where K ¼ chðBA1Þ40: Let C ¼ C0ðdHÞC; then note that CC0 is
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non-negative. Therefore we have
d2 trðAHBH0Þ ¼ 2 trðC0KCÞ40;
for all ðdHÞa0; this proves (i).
Similarly, take differentials of lnjHH0j and let A ¼ HH0; then use Theorem 2 of
Miller [12] (i.e. djAj ¼ jAj tr½A1ðdAÞÞ as well as the result ðdA1Þ ¼ A1ðdAÞA1
obtained from the fact that dA1A ¼ ðdA1ÞAþ A1ðdAÞ ¼ 0; we then have
d2 lnjAj ¼ d tr½A1ðdAÞ
¼ tr½A1ðdAÞA1ðdAÞ
¼  tr½A1ðdAÞ2o0;
for all ðdAÞa0: Thus we conclude that jHH0j is strictly logconcave in HH0: &
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