The AAA algorithm has become a popular tool for data-driven rational approximation of single variable functions, such as transfer functions of a linear dynamical system. In the setting of parametric dynamical systems appearing in many prominent applications, the underlying (transfer) function to be modeled is a multivariate function. With this in mind, we develop the AAA framework for approximating multivariate functions where the approximant is constructed in the multivariate Barycentric form. The method is data-driven, in the sense that it does not require access to full state-space data and requires only function evaluations. We discuss an extension to the case of matrix-valued functions, i.e., multi-input/multi-output dynamical systems, and provide a connection to the tangential interpolation theory. Several numerical examples illustrate the effectiveness of the proposed approach.
for systems with known internal description as in (1.1), i.e., the full-order operators A(p), b and c are available; see, e.g., the recent survey papers and books [3, 7, 23, 39] for a detailed analysis of projection-based approaches to PMoR. However, in many cases internal description of a system is not accessible and only input/output measurements are available. In our setting, for parametric dynamical systems such as (1.1), input/output measurements/data will correspond to the samples of the transfer function of (1.1), i.e., the samples of
where H(s, p) is the Laplace transform of the convolution kernel h(t) = c e tA(p) b in (1.2) . Then, given the samples {H(s i , p j )}, our goal is to build a two-variable rational function that approximates this data in an appropriate measure. Even though our motivation comes from approximating parametric dynamical systems, similar approximation problems can also arise in modeling stationary PDEs, such as
with appropriately defined initial and boundary conditions. A spatial discretization on Ω, yields A(p, z)u = b.
Then, the samples of H(p, z) = A(p, z) −1 b can be used to build an approximation to the solution u(x, y). We visit two such problems in Section 4.2.
Consider a scalar-valued function H(s, p) of two variables and assume we only have access to its samples: H(s i , p j ) ∈ C for i = 1, . . . , N and j = 1, . . . , M.
Our goal is, then, to find a rational function H(s, p) that is a good approximation of H(s, p). We will specify later how we measure goodness. Even though our motivation is that H(s, p) represents the transfer function of a parametric dynamical system and we consider the variable s as frequency and p as the parameter, this is not restrictive and the approach can be considered as rational approximation of a multivariate function from its samples. In order to make the derivations clear, we first review, in Section 2, three of the existing algorithms for data-driven rational approximation in the single variable case: the Loewner framework [1, 2] , the vector fitting method [22] , and the AAA algorithm [36] . We highlight the similarities and differences among these three approaches. In Section 3, we present the proposed method, the parametric AAA algorithm (p-AAA), for data-driven modeling of parametric dynamical systems, which extends the AAA algorithm [36] to the multivariate case. In Section 4 we show how to apply the proposed methodology to matrix-valued functions. Throughout Section 3 and Section 4, we use various examples to illustrate the success of the new methodology.
2. Revisiting the single variable problem. In this section, we briefly revisit three approaches for the single variable case that are pertinent to our work. The single variable function to approximate can be considered as the transfer function of a non-parametric dynamical system, for example.
Consider a single variable function H(s) and assume access to its samples (2.1) h i = H(s i ), s i ∈ C, for i = 1, . . . , N.
The three methods we discuss will build a rational function H(s) that approximates the given data by means of interpolation, least squares (LS) minimization, or a combination of both. A key component in each case is the barycentric representation [11] of a rational function, given by
where σ i ∈ C are the support (interpolation) points, a subset of the sampling points {s 1 , . . . , s N }, and β i , α i ∈ C are the weights to be determined. The algorithms we describe will differ from each other in how they choose σ i 's, α i 's, and β i 's. Note that H(s) is a proper rational function of order k − 1.
2.1. The barycentric rational interpolant via Loewner matrices. Given the data (samples) in (2.1), the Loewner approach [1, 2] builds the rational approximant H(s) in (2. 2) that interpolates the data (assuming a rational interpolant of degree k − 1 exists). Partition the sampling points and the corresponding function values:
provided α i 's are nonzero. For interpolation atσ i , for i = 1, 2, . . . , N − k, we set
Multiplying out with the denominator, we obtain
where e i ∈ R N −k denotes the ith unit vector, a = [α 1 · · · α k ], and L ∈ C (N −k)×k is the Loewner matrix given by
Hence to enforce interpolation at {σ 1 ,σ 2 , . . . ,σ N −k }, the unknown coefficient vector a = [α 1 · · · α k ] is obtained by solving the linear system
Here, we skip the details for the conditions on L and its null space to guarantee the existence and uniqueness of a degree k − 1 rational interpolant of the form (2.2) and refer the reader to [2, 3] for details. A simple case to consider is when N = 2k − 1.
In this case, the Loewner matrix is L ∈ C (k−1)×k , with, at least, a one-dimensional nullspace. Considering the fact that a proper rational function of degree k−1 has 2k−1 degrees of freedom (after normalization of the highest coefficient in the denominator), choosing N = 2k − 1 will yield a unique rational interpolant (under certain conditions [2, 3] ). By introducing the notion of the shifted Loewner matrix, in [34] the Loewner approach has been extended to a state-formulation where the rational interpolant can be directly written in a state-space form, as in (1.3), without forming the barycentric form. However, for the parametric problems, the barycentric formulation is the key and we refer the reader to [3, 5, 34] and the references therein for the state-space based Loewner construction for modeling nonparametric dynamical systems.
2.2.
Vector fitting for rational least-squares approximation. Instead of constructing a rational approximation that interpolates the data, one can also consider fitting the data in a least-squares (LS) sense. Thus, given the samples (2.1), the goal is now to construct a rational function H(s) that minimizes the LS error
There are various approaches to solving rational LS approximation from measured data; see, e.g., [10, 13, 19, 22, 24, 25, 32, 40] and the references therein. Due to its close connection to the barycentric form we consider here, we briefly review the vector fitting (VF) method of [22] .
VF starts with a slightly revised version of H(s) with the form
A fundamental difference from the interpolation framework of Section 2 is that {σ i } in (2.6) are not a subset of sampling points, are chosen independently, and in VF are updated at every step. The choice of {σ i } in (2.6) will be clarified later. The additional "1" in the denominator guarantees that the first term in H(s) is strictly proper. The term d 1 + se 1 , if needed, allows polynomial growth around s = ∞, which could be necessary in approximating transfer functions corresponding to differential algebraic equations [9, 21, 35] . These details are not fundamental to the focus of this paper; therefore we skip those and assume d 1 = e 1 = 0. For details, we refer the reader to [20, 22] .
Using (2.6), the LS error can be written as
This is a nonlinear LS problem. Starting with an initial guess d (0) (s), Sanathanan and Koerner [40] converts this nonlinear LS problem into a sequence of weighted linear LS problems, which we will call the SK iteration:
Note that the problem is now linear in the unknowns n (j+1) (s) and d (j+1) (s). The SK iteration uses the polynomial basis for n(s) and d(s). VF, instead, uses the barycentric form (2.6), which proves to be the crucial step since it allows updating {σ i } in each step. VF updates {σ i } as the zeros of the denominator d (j) (s) from the previous iteration, i.e., d (j) (σ 
, and A (j) is given by
Note that the Loewner matrix L appearing in the interpolation setting of Section 2.1 is now replaced with A (j) , which consists of a Cauchy and a diagonally-scaled Cauchy matrix. Despite dependence on the barycentric form, there is a fundamental difference from the Loewner framework of Section 2.1: The coefficients {α i } and {β i } in the barycentric form are chosen independently to minimize the LS error. This is in contrast to the Loewner setting where one sets β i = h i α i to enforce interpolation. Moreover, the points {σ i } are updated at every step.
Convergence of VF is an open question. Even though one can construct examples where the iteration does not converge [31] , its behavior in practice is more robust. When initial set {σ i } is chosen appropriately, the algorithm usually converges quickly. As VF converges, due to the updating scheme of {σ i }, the denominator d (k) (s) converges to 1 and one obtains a pole-residue formulation for H(s). However, this is not needed. The algorithm can be terminated early with H(s) having the barycentric form as in (2.6).
2.3. The AAA algorithm. Given the samples {H(s i )} N i=1 , we have seen two frameworks for constructing a rational approximant: the barycentric rational interpolation via Loewner matrices (Section 2.1) and the rational LS approximation via VF (Section 2.2). Both methods depend on the barycentric form and differ in how they choose the variables in this representation. The Adaptive Anderson-Antoulas (AAA) algorithm developed by Nakatsukasa et al. [36] is an iterative algorithm that elegantly integrates these two frameworks (interpolation and LS) combining their strengths, leading to a powerful framework for rational approximation.
As in Section 2.1, we partition the sampling points {s i } and the samples {h i } into two disjoint data sets: This partitioning will be clarified later. Assume the barycentric form for H(s) as in (2.2), which we repeat here:
Now assume that, we want to enforce interpolation at the points σ. Therefore, in (2.2) we set β i = g i α i for i = 1, 2, . . . , k, as we did in Section 2.1. However, as opposed to enforcing interpolation onσ as well, AAA chooses the coefficients {α i } to minimize the LS error over the remaining sampling pointsσ.
As in Section 2.2, the LS problem over the sampling pointsσ is nonlinear due to dependence on the denominator d(s). VF algorithm used the SK-iteration to convert this nonlinear LS problem to a sequence of linearized LS problems. AAA uses a different linearization. More precisely, for the pointσ i , AAA uses the linearization
where L is the Loewner matrix defined as in (2.4) and a = [α 1 · · · α k ] . Then, the linearized LS problem (overσ) to compute the coefficient vector a becomes
Before elaborating on how AAA partitions the data set for interpolation and LS, we point out the difference between (2.5) and (2.10) in determining a. In the interpolation case, assuming that there exists an underlying degree k − 1 rational interpolant, the Loewner matrix has a null space and thus we solve La = 0. On the other hand, in the case of linearized LS problem in AAA, such a rational interpolant does not exist (consider it as too many data points and not enough degrees of freedom), and one solves the minimization problem (2.10) by choosing a as the right singular vector corresponding to the smallest singular value of L. AAA iteratively partitions the data using a greedy search at each step. Let H(s) denote the AAA approximant at step k corresponding to the interpolation/LS data partitioning in (2.7). The next sampling point, σ k+1 , to be added to interpolation set σ, is determined by findingσ i for which the current error is maximum, i.e.,
Then, the algorithm proceeds by updating the interpolation and LS data partition, setting β k+1 = g k+1 α k+1 , and by solving (2.10) for the updated coefficient vector. AAA is terminated when either a pre-specified error tolerance or an order is achieved. We refer the reader to the original source [36] for details. We also note that a similar greedy search for computing interpolation points was proposed in [14, 17] in projection-based interpolatory model reduction and in [30] in Loewner-based interpolatory modeling.
As AAA proceeds, a new column is added to L at every step. Therefore, assuming large number of data points N , the matrix L in AAA is tall and skinny, and thus generically does not have a null space. However, if L happens to have a nullspace after a certain iteration index, the AAA approximant will interpolate the full data set and coincide with the rational interpolant of Section 2.1, assuming a unique solution.
Remark 2.1. Adding 1/d(s) as a weight. It was pointed out in [36, §10] that one can introduce weighted norms in the LS problem in every step of AAA by scaling the rows of the Loewner matrix. Inspired by the SK iteration and VF, another type of weighting can be introduced by modifying the linearization step (2.9) in AAA as
where d − (s) denotes the denominator of the AAA approximation from the previous step, thus keeping the error still linear in the variables n(s) and d(s) to be computed. Then, the coefficient vector a can be found by solving the weighted linear LS problem min a 2=1 ∆La 2 , where ∆ is a k × k diagonal matrix with the diagonal elements ∆ ii = 1/d − (σ i ). In our numerical experiments, this revised implementation applied to various examples did not result in a significant advantage. The only improvement we observed, and only in some cases, was a reduction by one unit in the order of the rational approximation corresponding to the same error tolerance. Due to these numerical observations, we do not investigate this further here or in the multivariate case below. Note that this weighting strategy by 1/d(s) focuses on adding weighting during AAA. In two recent works [18, 37] in the setting of rational minimax approximation, AAA is followed by the Lawson algorithm [29] , an iteratively weighed LS iteration, yielding the AAA-Lawson method. The weighting in AAA-Lawson appears in the Lawson step, not in AAA.
The AAA algorithm has proved very successful and has been employed in many applications including nonlinear eigenvalue problems [33] , rational minimax approximation [18] , and rational approximations over disconnected domains [36] . Our goal, in the following sections, is to extend AAA to approximating parametric (dynamical) systems from their samples.
3. p-AAA: AAA for parametric dynamical systems. In this section, we introduce the parametric AAA (p-AAA) algorithm, which extends AAA to multi-variable problems appearing in the modeling of (the transfer function of) parametric dynamical systems. We start with the two-variable case first and illustrate its performance on various examples. Then, we briefly discuss how p-AAA can be applied to functions with more than two variables followed by an application to such an example. In this section, to simplify the initial discussion, we only focus on scalar-valued functions. The p-AAA for matrix valued functions is discussed in Section 4.
3.1. p-AAA for the two-parameter case. We consider the problem of rational approximation of a multivariate function H(s, p) from data. We assume only access to the samples of H(s, p), i.e., we have
Analogously to the single-variable case, we express the rational approximant H(s, p) in its two-variable barycentric form
where {σ i } and {π j } are to-be-determined points, subsets of {s i } and {p j }, respectively; and β ij and α ij are scalar coefficients to be chosen based on the interpolation and LS conditions to be enforced on the data (3.1). The number of points, k, in the variable-s and q in the variable-p will be automatically determined by the algorithm. We start by partitioning the data (3.1):
and similarly for other quantities such as [H(σ i ,π j )] = D σπ . We use D σπ to denote the sampled data corresponding to the sampling points (σ, π) (and similarly for other samples) as opposed to H σπ since H(s, p) will be used in Section 4 to denote matrixvalued (transfer) functions. How data is partitioned as in (3.3) will be clarified later.
Interpolation of the sampled data D σπ . In accordance with the partitioning of the data in (3.3), first we enforce interpolation at (σ, π), i.e., on the (1,1) block D σπ , of the sampled data. This is achieved by setting, in (3.2),
assuming α ij = 0. This follows from the fact that, as in the single variable case, the barycentric form H(s, p) in (3.2) has a removable singularity at (σ i , π j ) with H(σ i , π j ) = β ij /α ij , and the choice (3.4) leads to interpolation of the data in D σπ . This determines β ij and what remains to fully specify H(s, p) is the choice of α ij .
LS fit for the uninterpolated data. The rational approximant H(s, p) in (3.2) with the choice (3.4), interpolates the data D σπ . Next, we show how to chose α ij so that H(s, p) minimizes the LS error in the remaining sampled data set in D σπ , Dσ π , and Dσπ, i.e., to minimize
As in the single variable, the resulting LS problem is nonlinear and we will linearize it similarly. To illustrate this more clearly, we rewrite the error for a sample (σ,π) in the set (σ,π) corresponding to a component in ε 3 in (3.5) as
. . .
and eσπ ∈ R (N −k)(M −q) is the unit vector with 1 in the entry corresponding to the sample (σ,π). Therefore, the linearized error ε 3 is given by Lσπ a.
The procedure follows similarly for the other blocks in (3.5) . We rewrite the error corresponding to a sample (σ i ,π ) in ε 1 in (3.5) as
∈ C q is the ith row block of a, e ∈ C M −q is the th unit vector, and L σi ∈ C (M −q)×q is the regular (1D) Loewner matrix corresponding to the data in the ith row of [D σπ D σπ ], i.e.,
π − π j for = 1, 2, . . . , M − q and j = 1, 2, . . . , q.
Similar to [26] , define
Then, the linearized error corresponding to ε 1 in (3.5) is given by L σπ a. Similarly, we can linearize and rewrite the error for the ε 2 -block in (3.5) as Lσ π a where Lσ π is an assembly of all 1D Loewner matrices L πj corresponding to the data in each column of D σπ Dσ π . Putting all three together, after linearization, minimizing the LS error
We summarize this analysis in a corollary. (a) If (3.4) holds, then H(σ i , π j ) = H(σ i , π j ), i = 1, . . . , k, j = 1, . . . , q.
(b) Assume (3.4) holds. Choose the indices α ij using
where L 2 is as defined in (3.10), with Lσπ is as given by (3.7), L σπ by (3.9) and (3.8), and Lσ π is defined as
and e i ∈ C k is the ith unit vector. Then, the two-variable barycentric approximant minimizes the linearized LS error
for the samples (s i , p j ) corresponding to the error ε in (3.5), i.e., for the data in {D σπ , Dσ π , Dσπ}.
Choosing the interpolated vs LS-fitted data. The last component of p-AAA is determining how to choose the data to be interpolated and the data to be fitted in the LS sense. Let H(s, p) in (3.2) be the current p-AAA approximant corresponding to the interpolation/LS partitioning in (3.3) . Note that the order of the current approximation is (k − 1, q − 1) and these orders need not be equal. Then, we select the next frequency-parameter tuple (σ k+1 , π q+1 ) by means of the greedy search (3.12) (sî, p) = arg max
We do not simply set (σ k+1 , π q+1 ) = (sî, p) since one of the entries might already be in the previous interpolation data. In other words, sî might already be in the set σ or pî might already be in the set π in (3.3). (This cannot occur for sî and p simultaneously since we impose interpolation on the selected tuples. In other words, if the tuple (sî, p) was already in the interpolated data, we would have had H(σî, πî) − H(σî, π) = 0, which means the whole data set is interpolated.) If the point π is already in the set π in (3.3), then the order in the variable-p remains unchanged as q − 1 and the set π is not altered. On the other hand, the point sî is added to set σ in (3.3) and the order in the variable-s is increased to k. The operation is reversed if the point σî is already in the set σ instead. This allows updating the orders in each variable independently, giving the algorithm flexibility to make the decision automatically. Once the data partitioning (3.3) (and the orders) are updated, p-AAA computes the new coefficients β ij as in (3.4) , and then solves the LS problem (3.10) for the updated coefficient vector a. The process is repeated until either a pre-specified error tolerance or desired orders in (s, p) are achieved. We give a brief sketch of p-AAA in Algorithm 3.1. We use the notation [x ij ] to denote a matrix whose (i, j)th entry is x ij . As in the single-variable case discussed in Section 2.1, one can choose to construct an approximation that interpolates the full-data (3.1) as done in [4, 26] . In this case, based on the ranks of Loewner matrices, the orders k and q are chosen large enough so that, unlike in p-AAA, the matrix L 2 has a null space and thus one chooses the coefficient vector a by solving the linear system L 2 a = 0. Therefore, the parametric Loewner framework [4, 26] interpolates the full data in contrast to p-AAA, which greedily chooses a subset of data to interpolate and performs LS fit on the rest. When the orders k and q are not chosen large enough, the parametric Loewner framework no longer yields an interpolant, and instead an approximate interpolant is obtained. For details we refer the reader to [3] [4] [5] 26] . Even though this situation is more similar to the case of p-AAA, the major difference lies in the fact that p-AAA is an iterative algorithm and chooses the interpolation data with a greedy search while performing LS fit on the rest. In other words, p-AAA decides the data-partitioning (3.3) automatically using a greedy search with an appropriately defined criterion. On the other hand, the parametric Loewner framework is a one-step algorithm and how to partition the data is not yet fully understood. Even though there have been recent efforts in this direction for the single-variable case [16, 27, 28] , this is still an open question, especially in the multivariate case. It will be worthwhile to investigate how the final data partitioning from p-AAA affects the parametric Loewner construction and whether it improves the conditioning-issues, appearing, at times, in the (one-step) Loewner framework.
Numerical
Examples. Next, we illustrate the performance of p-AAA on three numerical examples.
Synthetic Transfer Function.
We use a simple model from [26] , which is a low-order rational function in two variables. Consider We sample this transfer function at H(s i , p j ) for N = M = 21 frequency and parameter points linearly spaced in s i ∈ [−1, 1] and p j ∈ [0, 1]. This is a rational function with order (4, 3). p-AAA, with tolerance 10 −3 , terminates after 7 iterations. Table 1 shows the greedy search selection at each iteration step. Note that the p-AAA ap-
(0.6, 0.55) 0.6 0.55 (5,5) proximation H has order (k − 1, q − 1) = (4, 4), as opposed to (4, 3) of the original model. This is due to the greedy search selecting frequencies and parameters to interpolate as tuples hence allowing for repetition. In Table 1 we see exactly how this happened for this example. During iterations 2 and 3, no parameters are added for interpolation while during iterations 4 and 5, no frequencies are added for interpolation. Upon convergence, for this simple example where the underlying function is a low-order rational function itself, p-AAA exactly recovers it. In other words, after step 7, all the data is interpolated. This shows another flexibility of p-AAA. If the underlying order is low enough, the LS component is automatically converted to a full interpolation, thus, in this special example, giving the same approximant as the paramtetric Loewner approach [26] .
We present in Figure 1 the evolution of the p-AAA approximant at various iterations: first, third, and last (seventh). As Figure 1 shows that, upon convergence, the proposed algorithm captures the full model exactly.
A beam model.
In this example, we consider the finite element model of a one-dimensional Euler-Bernoulli beam with a string attached near its left boundary and an input force applied at its right boundary, as shown in Figure 2 . As the output y(t), we measure the displacement at the right boundary where the forcing is applied. We take the stiffness coefficient of the spring as the parameter and obtain the parametric dynamical system Mẍ(t, p) + Gẋ(t, p) + K(p)x(t, p) = bf (t), y(t, p) = c x(t, p), where M and G are, respectively, the mass and damping matrices; K(p) is the parametric stiffness matrix; and b and c are, respectively, the input-to-state and the stateto-output mappings. We measure the transfer function at H(s i , p j ) for N = 3000 frequency points {s i } in the interval [0, 2π × 10 3 ]ı where ı 2 = −1 and for M = 3 parameter values p 1 = 0.2, p 2 = 0.4, and p 3 = 1. p-AAA yields an approximant with orders (k, q) = (12, 2). Out of three parameter samples, p-AAA chooses p 1 = 0.2 and p 2 = 0.4 for interpolation. Using the same parameter and frequency samples, we also construct the parametric Loewner approximant [26] . Figure 3 shows the amplitude frequency responses of the original transfer function H(s, p), and the p-AAA and parametric Loewner approximants for various parameter values, including values that did not enter into p-AAA or parametric Loewner construction (second row in Figure 3 ). Both p-AAA and parametric Loewner yield highly accurate approximations, capturing the peaks in the frequency response accurately. We note that p = 0 and p = 15 are outside the parameter range that were sampled. To check the accuracy of the p-AAA and parametric Loewner approximants further, we perform an exhaustive search over the parameter domain by computing, for everyp ∈ [0, 1], the worst-case frequency domain error, i.e., max s | H(s,p) − H(s,p) | where s = ıω with ω ∈ [0, 2π × 10 3 ]. The results in Figure 4 show that p-AAA is accurate throughout the full parameter domain and, for this example, outperforms the parametric Loewner approach. where b = c = [ 6 10 · · · 10 1000 1 · · · 1 ] and A(p) = diag (A 1 (p),
and A 4 = −diag(1, 2, . . . , 1000). Transfer function corresponding to this model is
where the variable p affects the location of the transfer function's left peak in the frequency domain. The model taken from [26] is a modification of the nonparametric Penzl model [38] .
We sample this transfer function at H(s i , p j ) for N = 100 frequency points {s i } logarithmically spaced in [0.1, 1000]ı and M = 30 parameter points {p j } linearly spaced in [10, 100] , and run p-AAA with a stopping tolerance of 10 −3 . After 9 iterations, we obtain the p-AAA approximation with (k, q) = (9, 9) ; thus out of 3000 sampling pairs (s i , p j ), p-AAA chooses to enforce interpolation in 81 and an LS fit in the rest. We show in Figure 5 the approximation quality for four representative parameter values: p = 5 , p = 10, p = 11.5, and p = 110. Note that two of these parameter points are outside the sampled interval and as in the previous example the p-AAA provides high-fidelity approximation even at those parameter values. 3.3. p-AAA for more than two parameters. The p-AAA algorithm extends analogously to the cases with more than two variables. To keep the discussion concise, we briefly highlight the three-variable case.
In this case, the underlying (transfer) function to approximate, H(s, p, z), is a function of the three variables, s, p, and z, and we assume access to the sampling data The approximant H(s, p, z) is represented in the barycentric form given by (3.14)
where {σ i }, {π j }, and {ζ } are to-be-determined sampling points, subsets of {s i }, {p j }, and {z }, respectively. As in the two-variable case, β ij will be chosen to enforce interpolation in a subset of the data and α ij to minimize a linearized LS error in the remaining data.
In accordance with the data (3.13) and the approximant H(s, p, z), partition the sampling points: Based on the partitioning (3.15), consider the data as a three-dimensional tensor. We enforce interpolation in the (1, 1, 1) block of this tensor with the choice in (3.16) . Then, p-AAA minimizes the linearized LS error in the rest of the data by choosing the remaining coefficients a = [α 111 · · · α 11o |α 121 · · · α 12o | · · · |α kq1 · · · α kqo ] via the linear LS problem min
L 3 a 2 where L 3 is the 3D Loewner matrix, which plays the same role the 2D Loewner matrix L 2 played in Section 3.1. Partioning of the data in (3.15) is automatically established via the greedy search in every step.
Generalization to functions of more than three variables follows analogously. We skip those details due to cumbersome notation. However the potential computational difficulties with the increasing number of variables is worth elaborating. Assume that at the current step of p-AAA, we have the approximant H(s, p, z) as in (3.14) . Given the sampling data in (3.13) , this will result in L 3 having N M O − kqo rows and kqo columns. Therefore computing the coefficient vector a becomes more expensive as the number of variables (and the orders in each variable) increase. For functions with many variables, if the coefficient matrix becomes prohibitively large to compute a via direct methods, one might revert to well-established iterative approaches. For the numerical examples we considered in this paper, these computational complications did not arise and direct methods were readily available to apply.
A three-variable example.
We reconsider the parametric system in Section 3.2.3 and include one more parameter in defining A 2 and A 3 :
This leads to the three-variable (transfer) function H(s, p, z) = c (sI − A(p, z)) −1 b to approximate. With the addition of the new variable, now all three peaks in the frequency response move as p and z vary; making it a harder system to approximate. We sample the transfer function at N = 100 logarithmically spaced frequencies {s i } in [1, 2000] ı, and M = O = 10 linearly spaced parameter samples {p j } in [10, 100] and {z } in [150, 250] . Applying the three-variable p-AAA with relative error tolerance 10 −3 yields a rational approximation with orders (k, q, o) = (12, 2, 4) . We plot H(s, p, z) and H(s, p, z) for two representative p and z samples in Figure 6 . Note that all the peaks in the frequency response plot have moved and H(s, p, z, ) accurately captures this behavior. To further show the approximation quality of p-AAA, we perform a search for the worst-case relative error over the full frequency interval and parameter domain of interest and obtain the worst case error of 3.8×10 −3 , illustrating the success of p-AAA for this three-variable example. 4. p-AAA for matrix-valued functions. So far, we have considered approximating scalar-valued functions H(s, p). In this section, we discuss p-AAA for approximating matrix-valued functions instead. This is a common situation, especially arising in the case of dynamical systems where the underlying system has multiple-inputs and multiple-outputs (MIMO), leading to matrix-valued transfer functions. Motivated by our interest in approximating dynamical systems, we will call the resulting method MIMO p-AAA. To keep the notation concise, we will present the discussion for the twovariable case. But as in Section 3.3, the results similarly extend to higher-dimensional parametric problems.
Let H(s, p) denote the underlying MIMO (transfer) function with n in inputs and n out outputs. Therefore, for the sampling points {s i } N i=1 and {p j } M j=1 , we have access to the matrix-valued sampling data:
H ij = H(s i , p j ) ∈ C nin×nout for i = 1, . . . , N and j = 1, . . . , M.
From the data (4.1), the goal is to construct a high-fidelity, matrix-valued approximant H(s, p) to H(s, p).
4.1.
Transformation to scalar-valued data. For the single-variable (nonparametric case), one solution to handle the matrix-valued data in AAA is to vectorize every sample and replace the scalar data forming the Loewner matrix L with the vectorized data. This is closely related to the approach proposed in Lietaert et al. [33] for using AAA in nonlinear eigenvalue problems. It is also analogous to how VF handles MIMO problems. One potential disadvantage of this approach is that, in the case of large number of inputs and outputs, the resulting Loewner matrix will have large dimensions, leading to a computational expensive LS step. Exploiting the fact that only certain rows and columns of the underlying Loewner matrix change in every step, [33] partially alleviates this computational complexity. However, for the parametric problems we consider here, dimension growth due to vectorization is more prominent and we will adopt another approach introduced by [15] for the nonparametric case, which transforms the MIMO data to a scalar one, and apply AAA to this scalar-valued data. We will extend this approach to parametric problems and establish what it means, for MIMO p-AAA, in terms of interpolation and the LS minimization.
As in the scalar case, assume the partitioning of the data in (4.1) as follows:
This partitioning will be determined by applying p-AAA to a scalar data set described below. In accordance with this partitioning, we want to construct H(s, p) with the matrix-valued barycentric form
where B ij ∈ C nin×nout andα ij ∈ C are to be determined. Motivated by [15] for the nonparametric case, we convert the matrix-valued data (4.1) to the scalar one by picking two random unit vectors w ∈ C nout and v ∈ C nin , and computing (4.4) h ij = w H(s i , p j )v for i = 1, . . . , N and j = 1, . . . , M.
We apply p-AAA to the scalar data (4.4) to obtain the scalar-valued rational approximation, as in (3.2):
.
Note that β ij = w H(σ i , π j )vα ij . Then, the final matrix-valued approximant H(s, p) is obtained by settingα ij = α ij and B ij = α ij H(σ i , π j ) in (4.3), resulting in
As in the scalar p-AAA case, by construction, our choice of B ij guarantees interpolation of the data for the samples {σ, π} in (4.2). However, the (linearized) LS miminization is different. We summarize these results next. H(σ i , π j ) = H(σ i , π j ) for i = 1, . . . , k and j = 1, . . . , q.
Furthermore, H(s, p) minimizes an input/output weighted linearized LS measure, namely formulation sinve we simply view the solution as a function of two-variables. The truth model is obtained via a spectral Chebyshev collocation approximation with 49 nodes in each direction. We choose to approximate u(x, y) on the whole domain Ω; thus the output is the full solution, leading to a two-variable vector-valued function to sample H(p, z) ∈ R 2401×1 . For our MIMO p-AAA terminology, we interpret this as a model with n in = 1 and n out = 2401. We take N = M = 10 linearly spaced measurements of H(p, z) in the parameter space [0.1, 4] × [0, 2]. The usual projectionbased approaches to PMoR would form a global basis from these samples and project the truth model into a low-dimensional space. However, we do not assume access to the truth model; but only its samples via black-box simulation, and construct our approximation directly from samples. MIMO p-AAA leads to an approximation with orders q = 3 in p and o = 3 in z. To judge the quality of the approximation, we perform a parameter sweep in the full parameter domain and find the worst case scenario in terms of the maximum error between the truth model and the MIMO p-AAA approximation over Ω. The worst-case approximation occurs for p = 1.7545 and z = 2, with an error of 3.11 × 10 −2 , showing that the MIMO p-AAA approximant is accurate even in the worst-case. This worst case scenario is depicted in the left-pane of Figure 7 where the top-plot shows the truth model, the middle one the MIMO p-AAA approximation, and the bottom one the error plot. As the figure illustrates, MIMO p-AAA is able to recover the solution on the whole domain accurately. We also apply MIMO p-AAA to a slightly revised PDE from [12] :
( .99] and apply MIMO p-AAA. As stated in [12] , this problem is harder to approximate than the first one due to near singularities at the corners of the parameter domain. This is automatically reflected in the approximation orders MIMO p-AAA chooses: q = 5 in p and o = 6 in z. As for the first PDE, we perform a parameter sweep in the full parameter domain to find the worst-case performance. In this case, the worst approximation occurs for p = 0.95 and z = 0.99, with an error of 7.28 × 10 −2 , an accurate approximation even in the worst case. We show the results from this worst case in the right-pane of Figure 7 where the top-plot shows the truth model, the middle one the MIMO p-AAA approximation, and the bottom one the error plot. As in the previous case, MIMO p-AAA accurately captures the full solution.
Conclusions.
We have presented a data-driven modeling framework for approximating parametric (dynamical) systems by extending the AAA algorithm to multivariate problems. The method does not require access to an internal state-space description and works with function evaluations. We have discussed the scalar-valued problem as well as the matrix-valued ones. Various numerical examples have been used to illustrate the effectiveness of the proposed approach. 
