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Abstract-Computer simulations of dynamica1 systems contain discretizations, where finite ma- 
chine arithmetic replaces continuum state spaces. In some circumstances, complicated theoretical 
behavior bas a tendency to collapse to trivial and degenerate behavior es a result of discretizations. 
Various statistical estimators associated with such collapsing effects often seem to depend on the 
corresponding discretization in a random way. Behavior of some statistical properties of collapse is 
discussed. Results of computer modeling of mappings z ++ 1 - (1- 2zle, r E [0, 11, e > 2 are presented. 
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1. INTRODUCTION 
Consider a family of mappings 
ft(z) = 1 - 122 - l]@- ) O<Zll, (1) 
where f? > 2 is a parameter. Each such mapping behaves chaotically. In particular, trajectories 
are exponentially sensitive to initial conditions and behave apparently randomly. Consequently, 
not much information can be gleaned from analysis of individual trajectories. 
Interesting and important questions arise in the analysis of space discretizations of systems (1). 
Many reasonable computer realizations of such systems can be treated as deterministic map- 
pings cp of a certain finite subset L c [0, l] into itself and we wil1 consider only realizations of 
this kind. The centra1 problem is the fact that discretizations are also very sensitive to initial 
conditions and perturbations. Moreover, often there are no nontrivial statistical parameters or 
distributions which describe system behavior for most initial conditions in the way Sinai-Ruelle- 
Bowen invariant measures do for the original system [ll. This lack is related to the fact that each 
trajectory of a spatial discretization is eventually periodic and so is not apparently random as it 
is the case in a continuum. 
*This research bas been supported by the Australian Research Council Grant A 8913 2609. 
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To obtain meaningful results, one more leve1 of averaging can be done. Rather than considering 
system behavior only with respect to a collection of randomly selected initial conditions, one can 
study an ensemble of discretizations on different lattices, or an ensemble of discretizations of 
different mappings for the same lattices, or both. Statistical properties of such ensembles can 
often be investigated in detail; see [2,3] where average and maxima1 lengths of cycles have been 
studied over different space grids. 
This paper analyses in further detail a statistical property introduced in [4,5]. Roughly speak- 
ing, we are interested in the probability that iterations of a discretized map, beginning from a 
random initial condition, wil1 collapse onto the shortest possible cycle, namely the zero fixed 
point. This statistical property complements the study of longest cycles of discretized map- 
pings [3]. Previously we studied collapsing behavior of this kind over an ensemble of different 
spatial discretizations of the same mapping. Here, averaging is with respect to the ensemble 
of different mappings from the family (1) with parameter e contained in a given interval. An 
advantage of this approach is that it provides methods for the analysis of discretization in terms 
of standard floating point arithmetic; see Section 3. 
Our results are also immediately applicable to discretizations of some interesting multidimen- 
sional mappings. For instance, the twisted horseshoe mapping (z, y) H (X, Y) (see [6]) 
x = feb), y=;+;+;. 
Clearly, iterations of a discretization of this mapping collapse to the point (0,5/18) whenever 
iterations of the corresponding discretization of ft collapse to zero. 
Understanding of collapsing effects is important in applications. For instance, box-counting 
computational methods for estimating invariant measures are only valid if the statistics of at- 
tractive long cycles mimic the statistics of the theoretical system. In this paper we wil1 show, in 
particular, that this is not the case even for the simplest chaotic mappings (1) for realistically 
sized mesh both in fixed point and in floating point arithmetics. 
2. COLLAPSING EFFECTS IN FIXED POINT ARITHMETIC 
2.1. Statistical Properties of Collapse 
Statistics of collapsing effects can be described as follows. Denote by L, the uniform l/~ lattice 
on [O,l]: L, = {O,l/v,2/~, . . . , l}, v = 1,2,. . . , For z E [0, l] and IC/V 5 z < (IC -t- l)/~, for 
some integer 0 L k I v - 1, denote the roundoff operator [z], by [z], = ~C/Y if (k - o.~)/Y 2 3: < 
(IC + O.~)/V. By ve,v denote the mapping L, H L, defined by 
cpe,v(O = [fe(5)lvI 
The mapping pe,” is an L,-discretization of fl. If u = 2 N the v-discretization is a natura1 
theoretical model for implementation of the mapping fe in fìxed point format with N binary 
digits and radix point in the first position (see, for example, [7, pp. 98-1001). 
A point < E L, is called <p-collapsing if cp”(<) z 0 f or sufficiently large n. Note that (pt, = 0 
implies @J, = 0 for al1 m > n, because ft(O) = 0; that is, 0 is an absorbing state for each 
discretization qe,,,. Denote the set of cpe,V-collapsing points by Y(C, v). Let p(!, V) denote the 
proportion of cpe,y-collapsing points from the lattice L,, p(!, v) = (v + l)-i#(Y((pe+)), where 
#(S) is the cardinality of a finite set S. Now consider a finite set (&,, ti,. . . J!,) of pairwise 
distinct elements from the interval (2,oo). Then for each Ci, i = 1,. . . , n, the quantity p(&, V) is 
defined and it is this quantity which is studied in this paper for v » 1. In experiments, instead 
of the exact value of p(& v), the corresponding proportion of a random sample of IC initial points 
< E L, was computed. 
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Consider an infinite sequence V(Do, . . . , Dn) = vl, VZ,. . . , vv,. . . , of independent identically 
distributed random vectors, each of which bas the same probability distribution as v. 
Let S be a finite set of nonnegative real numbers from [0, 11. Define the distribution finction 
D(. ; S) : [0, l] -) [0, 11 of the set S, by 
q$.; S) = #(Is E s : s 5 x1) 
MS) ’ 
OiZ<l. 
A sequence of vectors u, = (UO+,, UQ, . . . , z+,), v = 1,2, . . . , is said to have the stable distribu- 
tion property with limit (DO, Dl, . . . , Dn) if 
(i) for each Z E [O,l], limv+oo D(z; {ui,l,ui,z,. . . ,u+}) = Di(z), i = O,l,. . . ,n; 
(ii) the components of u, are jointly asymptotically independent at Y + 00. 
The sequence of i.i.d. random vectors V(&, . . . , Dn) bas the stable distribution property with 
the probability 1 by the Centra1 Statistical Theorem [8]. A discussion of stable statistical prop- 
erties can be found in [9]. 
HYPOTHESIS 1. For each l? > 2 there exists a continuous function De(z), 2 E [0, 11, De(O) = 0, 
De(l) = 1, also continuous in the parameter e, such that for each set (&,l,, . . . ,&) c (2,~) 
with pairwise distinct elements, the sequence 
PY=(P(~o>~),...,P(~7L)~))> v= 1,2,..., 
bas the stable distribution property with limit (De,, . . . , De,). That is, the asymptotic statistics 
of the sequence of collapsing probability vectors {p”} is identical with that of V(De,, , . . . , De,). 
The hypothesis implies that statistics of computed trajectories of ft, in arbitrary fine discretiza- 
tions, do not approximate the statistics of trajectories of the underlying continuous systems (1). 
Indeed, for each L > 2 almost al1 trajectories of the continuous system have one and the same ab- 
solutely continuous measure p (see [I]), whereas by the hypothesis above a substantial proportion 
of trajectories of the discretized systems are eventually zero. 
Although we have no rigorous justification of this hypothesis, there is close agreement between 
theoretical conclusions drawn from it and simulations. This strongly suggests that some such 
mechanism is present when discretization occurs in computations. Some consequences of this 
stability hypothesis are discussed below, along with results of computational experiments. 
A heuristic justification can be based on a model of the discretization procedure in terms of 
random mappings with a single attracting centre (see the Appendix). This model is itself a 
development of models suggested earlier by Grebogi, Ott and Yorke [lO] and Levy [ll]. The 
restriction to values e > 2 is because for the case C = 2 a somewhat different model is required, 
while for 1 < C < 2 a stil1 different model is needed. These models are also based on random 
mappings with a single attracting centre (see [4]), but the statistics differ from that presented 
here. These differences reflect the fact that the square of the density of the ft-invariant absolute 
continuous measure is integrable for C < 2, but not for e > 2 [ll. 
2.3. Corollaries and Numerical Experiments 
Let L > 2 and let E be a positive number with C - E > 2. For each positive integer n define 
numbers .& =&(~,n),i=O,l,..., nby 
The points &(E, n), i = 0, 1, . . . , n, form a uniform partition of the interval [l - e, e + E]. 
Suppose that E is sufficiently small. Then al1 functions Dei (z) are close to the function De(z) 
in the sup norm. This follows from the continuity with respect to e in Hypothesis 1 and the 
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fact that for monotone continuous functions, pointwise convergente on [0, l] implies uniform 
convergente. Consider a random vector v = (wo, ~1 . . . v,) with independently distributed coordi- 
nates such that each ui hss distribution function Dei. Consider the sample distribution function 
D(z; {wo,. . . , v,}) of the corresponding unordered set {wo,. . . , v,}. This distribution function is 
itself a random step function with levels given by the random components of v. 
The Centra1 Statistical Theorem [8, p. 201 implies that for each 6, t > 0 there exist n(S, t) such 
that the sample distribution D(z; (~0,. . . , w,}) satisfies estimates 
6 6 
min {YDe, (z)} - - i 2) (z; (7~0,. . . , w,}) 5 max {Dt, (x)} + - 
i 3 i 3 
with the probability greater than 1 - t for each n > n(& t). If, for instance, IC = 6/6 is an integer, 
then by the last displayed formula in [8, p. 211 and the Tchebichev inequality it follows that 
n(&t) < k3/(4t). M oreover, for sufficiently smal1 e < E(e, S) 
That is, for E < E(!, 6) and n > n(& t) the inequality 
holds with probability greater than 1 - t. 
Let S(e,~,n, V) = {p(&(E,n),v), . . . , p(&(~, n), v)}. Hypothesis 1 and the discussion immedi- 
ately above imply the following corollary. 
COROLLARY 1. Let f? > 2 and S, t > 0 be Fred. Then there exists a constant EO = EO@?, S) > 0 
and a positive integer no = no(S, t) such that the inequality 
lim 
( 
# 1~ I ~0 : supz ID (2; S(&E, n, v)> - &h)I < 6) 
> 
> 1 _ t 
“g+oO UO 
holds for al1 E < EO and n > no. 
That is, the distribution of the set S(e, E, n, V) is close in the sup norm to a universal and 
nontrivial distribution De for most Y, provided that E is sufficiently smal1 and n is large enough. 
Despite the highly irregular sensitivity of p(& V) to smal1 discretization errors in the parameter e, 
the distribution of the collapsing probability p(l, ) v is robust as the discretization step l/v --) 0. 
This conclusion can be tested experimentally. The distribution of the set S(C, E, n, V) should 
be close in the sup norm to the distribution of the set S~(!,E, n, v) = {&(CO, v), . . . ,pk(&, Y)}, 
where the & are defined by (3). That is, for a given ! the distribution of the set sk(& E, n, V) 
is practically independent of Y » 1 for E smal1 and n, IC large. Figure 2 graphs distributions 
of sets Sk(-k!,E,n,213), S,(fJ,E,n,220), Sk(!r&,7Z,227), Sk(e,&,n,235) for k = n = 500, k? = 3, 
E = 10m2. Clearly, these distributions are close, thus underlining the stability of the distribution 
as v --+ 00. Results of numerical experiments for many different ! > 2, such as 4,5,6 and others 
give essentially the same profile of close distributions. 
Consider averaging with respect to V: following [4], for each C > 2 and each pair of positive 
integers V, n, define the sequence P(!?,n, V) = p(e, v), . . . ,p(& v + n). 
COROLLARY 2. Let e > 2 and S, t > 0 be fixed. Then there exists a constant &. = E~@?,c~) > 0 
and a positive integer no = no(S, t) such that 
lim # {v I ~0 : swx 1% S (C 6 n, v)> - 2) (2; WC n, v)) I < 6) , 1 _ t 
V~-+ca ( VO > 
holds for al1 E < EO and TZ > no. 
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This corollary is a kind of ergodic statement: averaging with respect to the discretization pa- 
rameter Y is equivalent to averaging with respect to the exponent. Figure 3 graphs a distribution 
of the set &(4?,e,n,~) against the distribution of the set &(&n, v), for k = n = 500, e = 3, 
E = 10-2, u = 227. Again the exp erimental agreement is very satisfactory. 
A large number of different experimental computations were carried out along these lines. Al1 
these calculations also strongly support Hypothesis 1. 
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3. FLOATING POINT ARITHMETIC 
3.1. Statement of the Problem 
Uniform grid mappings of the type (2) can be realized on a computer but they are not the 
usual computer implementation of the system (1). Instead, usually some form of floating point 
representation of numbers is used [7, Chapter 61. A floating point number a is stored in a 
computer as two parts: the mantissa m(u) and the charucteristic c(a), each of which is a fixed 
point signed number and m(a) 5 1. The number a is thus expressed as a = m(u) x 2C(a). Note 
that a nonzero number u is stored in normulized form, that is 1/2 I m(a) < 1. For instance a 
32-bit binary format for a floating point includes a 24bit mantissa, a 7-bit signed exponent and 
a sign bit that indicates the sign of the number. See [7] for further details. 
Let M be the set of al1 possible mantissa and C be the set of al1 possible characteristics. 
Then the set d of al1 numbers u which can be stored in the computer can be described as 
,d = {rnzc : m E M, c E C}. This implies that the implementation of the mapping ft is a mapping 
.& of the set d into itself which is close in some sense to the original mapping. Technically, this 
mapping 3e is determined by various options: 
(i) choice of operational system and programming language, 
(ii) choice of representation of the mapping fe in this language, 
(iii) choice of precision, 
(iv) choice of hardware (PC, workstation, supercomputer, etc). 
If al1 choices have been made and Fe(O) = 0, then there is a corresponding set of collapsing 
points u E d for each such 3e. Distribution functions as described in Section 2.2 wil1 be present. 
It is natura1 to consider to what extent Hypothesis 1 is supported by computational experiments 
in these circumstances. 
3.2. Numerical Results and Discussions 
Consider the following computational experiment using the programming language FOR- 
TRAN 77. As a representation of mapping (1) for a given L E d, choose the mapping zF~ 
which is described by the operator function 
y = 1.0 - ABS (1.0 - 2.0 * x) * *ell. (4 
For each 6 E dn [0, l] we now consider the sequence & = F(&i), j = 1,2, . . . . A point EO is 
e-collapsing if this sequence is eventually zero. 
Let ! > 2, E > 0 be numbers with finite and not very long decimal representations. We 
wil1 consider for each natura1 n the numbers ei, i = 1, . . . , n which are defined by (3). For 
each i consider the set R(C,, IC) which consists of k elements d n [0, 11, randomly chosen using 
the pseudorandom generator of the computer environment being used. Denote by 7rk(&) the 
proportion of collapsing points in the set R(Ci, k), where & is treated as a parameter. We 
emphasize that numbers n,(&) depend also on the choices (iii), (iv) mentioned in the previous 
section, whereas choices (i) and (ii) have been described at the beginning of the present section. 
Figure 4 graphs the distribution function of the set U,&&,n) = {r&(&, n)) : i = 1,. . . ,n}, 
calculated in 64-bit floating point arithmetic on a CRAY, against the distribution function of 
the set &(e, E, n, 227), calculated as described in Section 2.3, for 5 = n = 500, C = 3, E = 10W2, 
V = 227. 
A lot of experiments of this kind have been made. A genera1 conclusion from these can be 
formulated as the following observation. 
OBSERVATION 1. The distribution of the proportion of collapsing points is qualitatively similar 
to the distribution from Section 2.3. The discrepancy bas been found to be no more than 10-2048. 
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We emphasize that, despite this discrepancy, the presence of such high proportions of collaps- 
ing initial conditions heavily distorts any computation of the invariant measure that uses the 
computed trajectories. 
Figures 5 and 6 illustrate the influence of hardware and machine precision. The distributions 
of the same set II590(6, 10m2, 500) for the same representation of the mapping (4) were calculated, 
using four different combinations of choices (iii) and (iv) itemized below. 
?? Bottom curve of Figure 5; precision: single; hardware: IBM PC 486. 
?? Top curve of Figure 5; precision: double; hardware: IBM PC 486. 
?? Bottom curve of Figure 6; precision: single; hardware: SUN. 
?? Top curve of Figure 6; precision: double; hardware: SUN. 
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Figure 6. 
Many similar experiments have been made. Al1 results are in line with those presented in 
Figures 4-6. The statistics of the computer artifact of collapse seem quite independent of machine 
and, more importantly, machine accuracy. There is strong evidente that this is a property of the 
discretization process itself and does not fade away with decreasing machine epsilon. 
APPENDIX 
Here we introduce some heuristic reasoning in support of Hypothesis 1. 
Many discretizations of chaotic mappings can be regarded as a realization of some random 
mapping [12] and this approach can offer valuable insights into the dynamica1 behavior that is 
observed [lO,ll). Suppose there is an ensemble of discretizations of one and the same, or of 
distinct mappings, and that there are no obvious reasons to consider these discretizations as 
correlated in any way. Then the statistical properties of this family of discretizations wil1 be 
similar to those of an ensemble of random mappings. This begs the question of what type of 
random mappings best reflect the statistics of a given computational situation and it is this 
question to which an answer is proposed below. 
A.l. Random Mappings with a Single Attracting Centre 
Let X =20,3:1,..., xn be a finite set and let h = Xc, Xi, . . . , X, be a sequence of positive real 
numbers with 
c xi = 1. 
a=o 
Introduce a random mapping T(e) = T(. ( A) of the set X into itself as follows: 
P(T(XijA)=Xj)=Xj, 0 i i,j 5 K, 
and the image of an element zi is chosen independently of those of other elements of X. It is 
convenient to treat the Xi, i = 0,. . . , K. as weights of corresponding elements xi. The mathematica1 
expectation of the weight of the random image of any element xi E X under T, 
H(T)=&;, 
im0 
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is an important parameter of the random mapping. The mapping T(. 1 h) is called complete@ 
rondom if it has the uniform distribution Xj = l/(~ + l), j = 0, 1,2,. . . , K. 
Another type of random mapping T can be distinguished. Let A be a positive number with 
1 < A < K. Consider a set of weights R where 
A xo = - 1 
K+A 
and Xi = - /c+A’ i=l > .* * > n. 
The corresponding mapping T(. 1 A) is called a rundom mapping on the set (0, 1, . . . , K,} with 
a single attracting centre 0 [13] and is usually denoted by TA,,. In other words, the random 
maPPing TA,& is defined by the formula 
(K +A, 
if j = 0, 
P (TA,, (4 = j) = , 
\ 
I 
tc+A 
otherwise. 
In general, neither of the mappings T(.lA), TA+ has 0 as an absorbing state. Clearly for 1 « 
A « K there is an approximate representation 
H (TA+) z K-‘, A = Xsrc. (6) 
HYPOTHESE 2. There exist positive constants CA = CA(~), c, = en(C), such that for large v, 
statistics of discretizations pe,” of fe ( CZ), t > 2, are closely approximated by statistics of a random 
mapping with single attracting centre TA,&, with parameters 
A (v, e) = c&‘l’e, K (V, 1) = [c&Je] . (7) 
A plausible, but not completely rigorous, justification of this hypothesis can be made as follows. 
Consider only the case C > 3. It is known that each function fe is a C3 S-unimodal function and 
thus bas a unique absolutely continuous invariant measure pf = pfe. ([l, Theorem 4.1, p. 3761. 
For 2 < L 5 3, the function is U-unimodal [14]. It is not unlikely that a similar result would hold 
for these ft, but a proof along the lines of [l] Zoc. tit. would be rather long). The density of the 
measure pf is positive and has no singularities except for the points 0 and 1. Moreover, there 
exist limits 
crc = lim PfmYl) 
Y-+O .+ie ’ 
crl = lim af ([l - ” ‘1) 
7-1 -+ie ’ (8) 
STEP 1. First introduce an intermediate construction. For brevity in mathematica1 formalism, 
for fixed C > 3 write f = ft, fv = fe,v and let V,,f = fy(Ly). Note that the cardinality of V,,f 
is less than v for large V. Denote W,,,f(n) = {X E [0, l] : fv([z],) = v}, 77 E V,f. By the Birkhoff 
Ergodic Theorem [l, p. 5611, the proportion of elements from a typical (that is, for almost al1 ZO) 
trajectory 
x = 20, f (zo), *. . > f” (20) >. . . > 
which belong to W,,f (r]), is equal to /_Lu~ (W,,,(n)). In other words, we have the following lemma. 
LEMMA 1. The proportion of elements from a typical trajectory x which satisfy fV( [z]~) = 17, 
77 E Vv,f 7 is Pf (w+f (rl)). 
From Lemma 1, it is natura1 to consider as a model of fV the random mapping T(e ) AV,f) of 
the mapping V,,f where the corresponding weights Xi E A,f are defined by 
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In particular it is possible to compute the weight Xa of the element 0, 
But f-l([O, l/(%)]) c [0, l/(Zv)] U [l - 1/(2v), l]. So because of roundoff, 
Ao=Pf ([o,;] u [l-$l]) -Jyp-$. (9) 
Now consider H(T(. 1 LJ)). S ince the Schwartzian derivative of f is negative, by the Min- 
imum Principle [l, Section 11.61, [O,l] can be partitioned into three disjoint intervals, [0, l] = 
[0,d0]U(~o,dl)U[~l,11 such that lof(x)1 2 1 on [O,d0lU[4,11 and Pf(~)l < 1 on (do,&). 
By symmetry di = 1 - ds and there exists the z E [0, l] such that f( [0, do]) = f([di, 11) = [0, z] 
and f((d04)) = k1). S ince f is expanding and symmetrie on [0, ds] U [di, 11, 
for al1 < E [0, Z] n L, such that f-i(C) C [0, do] U [dl, 11. For preimages 2 E [0, do], there exists 
an integer k = IC(<), 0 5 IC < [v/2] such that WV,f(C) = [k/v, (IC + l)/v]. Similarly, if the preimage 
5 E [dl, 11, %,f(C) = [(v - k)/y, (v - JC + l)/v]. F or x E [0, ds], using the expression for cye, the 
contribution to Xc is 
Pf ([yy]) =Pf (py]) -PLf ([o,j) 
zao{ (kg’- (i)l”i 
QO 
c5 eki-i/e .i/e. 
Similarly, for x E [dl, l], the expression for ~1 gives contribution 
CLf 0 q, -;+q> =pf ([q, 11) -Pf ([,v,,, 11) 
_{ (l_~)l’a- (l_v-;+l,l’e} 
So, for preimages 2 E [0, de] U [di, 11, that is < E [0, Z] n L,, 
xc x Qo +m eki-ile .ile. 
On the other hand, if [ E [z, l] nLv and is the preimage x E (ds, dl), it is itself a preimage 
of some point in (dl, l]. Since the measure p is invariant under f, Xc = pf(W,,f(c)) may be 
measured as if z were a preimage in (dl, 11. That is 
xc M ff1 eki-i/e .ile 3 
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for C corresponding to preimages 2 E (ds, di). Hence, ssymptotically, 
where 
cH = 01) 
In the context of this model, the analogue of the set of collapsing points is the collapsing com- 
ponent 
Q = (11 E V,J : Tr (7) = 0 for some n} . 
Note that T,, is not a random mapping with single attracting centre. 
STEP 2. Now replace the random mapping T(. 1 A,,) constructed in the previous step by 
a random mapping Ta(Y,f),n(v,f) with a single attracting centre with asymptotically the same 
0-weight as Xe and, asymptotically, the same mathematical expectation H as T(. 1 AJ). It is 
sufficient to construct the corresponding parameters K(V; f) and A(v; f) of this induced random 
mapping. F’rom (6) and (10) define IE(V; f) by 
n(v; f) = g. 
Then (6), (9) and (12) give 
A (v, f) = 2 .‘le . 
(12) 
(13) 
Relations (12) and (13) imply, respectively, the second and the first relations (16) with CA = 
CX/CH> c, = l/cH- 
Let US explain briefly how Hypothesis 2 implies Hypothesis 1. Define the collupsing com- 
ponent Z of a random mapping TA,& with a single attracting centre as a random subset of 
(0,1,.‘., K). 
ZA,, = {i E E(K) : Tx,,i = 0 for some n} . 
Introduce the random variable 
Q A,K = #(-hú> K ’ 
the proportion of elements of (0, 1, . . . , K) belonging to the collapsing component of the mapping 
F’rom Hypothesis 2 it follows that asymptotic statistics of the sequence 
py = (p(el,,v),...,p(e~,v)), v=l,2,..., 
are closely approximated by those of the sequence of n-dimensional vectors 
Qa(v,el),+,el), . . .q QA(v,e,),k(v,e,) 
where A(v, e) and IC(Y, C) are defined by equalities (7). It remains to observe that the distribution 
of the random variable QA(~,I),~(~,~) tends to some nondegenerate limit De(x) as v + oo; see [15]. 
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