Maximal $L^p$-regularity for perturbed evolution equations in Banach
  spaces by Amansag, A. et al.
ar
X
iv
:1
81
0.
08
96
4v
1 
 [m
ath
.FA
]  
21
 O
ct 
20
18
MAXIMAL Lp-REGULARITY FOR PERTURBED EVOLUTION
EQUATIONS IN BANACH SPACES
A. AMANSAG, H. BOUNIT, A. DRIOUICH, AND S. HADD
Abstract. The main purpose of this paper is to investigate the concept of maximal
Lp-regularity for perturbed evolution equations in Banach spaces. We mainly consider
three classes of perturbations: Miyadera-Voigt perturbations, Desch-Schappacher per-
turbations, and more general Staffans-Weiss perturbations. We introduce conditions for
which the maximal Lp-regularity can be preserved under these kind of perturbations.
We give examples for a boundary perturbed heat equation in Lr-spaces and a perturbed
boundary integro-differential equation. We mention that our results mainly extend those
in the works: [P. C. Kunstmann and L. Weis, Ann. Scuola Norm. Sup. Pisa Cl. Sci.
(4) 30 (2001), 415-435] and [B.H. Haak, M. Haase, P.C. Kunstmann, Adv. Differential
Equations 11 (2006), no. 2, 201-240].
1. Introduction
In this paper we investigate the maximal Lp–regularity of evolution equations of the
type 

z˙(t) = Amz(t) + Pz(t) + f(t), t > 0,
z(0) = 0,
Gz(t) = Kz(t), t > 0,
(1.1)
where Am : Z ⊂ X → X is a linear closed operator in a Banach space X with domain
D(Am) = Z, P : Z → X is an additive linear perturbation of Am, G,K : Z → U are
linear boundary operators (U is another Banach space) and f ∈ Lp(R+, X) with p > 1
is a real number. Actually, we assume that A := Am with domain D(A) = ker(G) is a
generator of a strongly continuous semigroup T := (T(t))t>0 on X .
The concept of maximal regularity has been the subject of several works for many years,
e.g. [8, 12, 9, 10], and the monograph [11]. The main purpose of these works is to give
sufficient conditions on the operator A so as the problem (1.1) with P ≡ 0 and K ≡ 0,
which can be written as
z˙ = Az + f, z(0) = 0, (1.2)
has a maximal Lp–regularity. A necessary condition for the maximal regularity of the
evolution equation (1.2) is that A is a generator of an analytic semigroup. This condition
Key words and phrases. Operator semigroup, unbounded perturbation, Maximal regularity, Banach
space, feedback theory, Bergman space, integro-differential equations.
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is also sufficient only if the work space X is a Hilbert space, see [10]. In the case of
UMD Banach space X, Weis [34] introduced necessary and sufficient conditions in terms
of R-boundedness of the operator A for the maximal Lp-regularity of (1.2).
Let us first consider the problem (1.1) with K ≡ 0, which can be regarded as the
following evolution equation
z˙ = (A + P )z + f, z(0) = 0. (1.3)
The maximal Lp-regularity for (1.3) has been studied by many authors, e.g. [3, 12, 18, 24,
27]. In [24], the authors proved that the problem (1.3) has the maximal Lp–regularity if
X is a UMD space, the problem (1.2) has a maximal Lp–regularity and the perturbation
P is small, i.e. for every δ > 0, there exists cδ > 0 such that ‖Px‖ 6 δ‖Ax‖ + cδ‖x‖,
for all x ∈ D(A). The proof is mainly based on the fact that R-sectoriality is preserved
under A-small perturbations and the UMD property of the space X . In Section 4 we
generalize this result to the case of general Banach spaces. In fact, we will assume that
the restriction of P on D(A) is a p–admissible observation operator for A (see Section 2
for the definition), hence (A+P,D(A)) is a generator of a strongly continuous semigroup
on the Banach space X , see [15]. In Theorem 4.8 we will show that if the problem (1.2)
has a maximal Lp–regularity then it is also for its perturbed problem (1.3). To compare
this result with the result proved in [24], we first prove in Lemma 4.10 that the fact that A
generates an analytic semigroup on a Banach space X and P is p–admissible observation
operator for A, implies that for β > 1
p
the operator P (−A)−β has a bounded extension to
X . As (−A)β is a A–small perturbation and Px = P (−A)−β(−A)βx then P is a A–small
perturbation, and then the result in [24] holds also in Banach spaces.
Return now to our initial boundary problem (1.1). This later can be reformulated as
z˙ = (A+ P )z + f, z(0) = 0, (1.4)
where A : D(A) ⊂ X → X is the linear operator defined by
A := Am, D(A) = {x ∈ Z : Gx = Kx}.
In addition to our assumption at the beginning of this section, we also suppose that
G : Z → U is surjective. Let then Dλ ∈ L(U,Z) (λ ∈ ρ(A)) be the Dirichlet operator
associated with Am and G, see Section 3. In order to state our main results on well-
posedness and maximal Lp-regularity of the problem (1.4), we select B := (λI−A−1)Dλ ∈
L(U,X−1) for λ ∈ ρ(A), where X−1 is the extrapolation space associated to A and X , and
A−1 : X → X−1 is the extension of A to X, which is a generator of a strongly continuous
semigroup on X−1. We assume that B is a p-admissible control operator for A, see the
next section for the definition and notation. If K is bounded, i.e. K ∈ L(X,U) then it is
known that the operator A coincides with the part of the operator A−1+BK in X , which
generates a strongly continuous semigroup on X (see e.g. [14, 17, 30]). In this case, we
prove (see Theorem 4.13) that if the problem (1.2) has the maximal Lp-regularity, then
the evolution equation
z˙ = Az + f, z(0) = 0 (1.5)
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has also the same property. In addition if we assume that (A,B, P|D(A)) generates a
regular linear system on X,U,X , then P is still p-admissible observation operator for A
and then the problem (1.4) is well-posed and has the maximal Lp-regularity, see Theorem
3.4 and Theorem 4.15. Let us now assume that the boundary operator K is unbounded
K : Z  X → U . This situation is quite difficult which needs additional assumption to
treat the well-posedness and maximal Lp-regularity. According to [17], if we assume that
(A,B,K|D(A)) is regular on X,U, U with IU : U → U as an admissible feedback, then the
problem (1.5) is well-posed on the Banach space X . Moreover, if the problem (1.2) has
a maximal Lp-regularity and ‖λDλ‖ 6 κ for any Reλ > λ0, where λ0 ∈ R and κ > 0 are
constants, then the problem (1.5) has also the maximal Lp-regularity on a non reflexive
Banach space X , see Theorem 4.17. On the other hand, we assume that (A,B, P|D(A))
generates a regular linear system on X,U,X . Then, in Theorem 3.4, we prove that the
problem (1.4) is well-posed. Corollary 4.22 shows that the problem (1.4) has the maximal
Lp-regularity. If X is a UMD space then we use R-boundedness to prove the maximal
Lp-regularity for the evolution equation (1.4), see Theorem 4.20 and Corollary 4.22. We
mention that in [18], the authors proved perturbation theorems for sectoriality and R-
sectoriality in general Banach spaces. They gives conditions on intermediate spaces Z and
W such that, for an operator S : Z → W of small norm, the operator A + S is sectorial
(resp. R-sectorial) provided A is sectorial (resp. R-sectorial). Their results are obtained
by factorizing S = BC. As R-sectoriality implies maximal regularity in UMD spaces,
these theorems yield to maximal regularity perturbation only in UMD spaces.
In Section 5, we have used product spaces and Bergman spaces to reformulate bound-
ary perturbed intego-differential equations as our abstract boundary evolution equation
(1.1). This allows us to translate the results on well-posedness and maximal Lp–regularity
obtained for the problem (1.1) to intego-differential equations.
In the next section, we first recall the necessary material about feedback theory of
infinite dimensional linear systems. We then use this theory to prove the well-posedness
of the evolution equation (1.1) in Section 3. Our main results on maximal Lp–regularity
for the problem (1.1) are gathered in Section 4. The last section is devoted to apply the
obtained results to perturbed intego-differential equations.
Notation. Hereafter p, q ∈ [1,∞] and T > 0 are real numbers such that 1
p
+ 1
q
= 1.
If X is a Banach space, we denote by Lp([0, T ];X) the space of all X-valued Bochner
integrable functions. For any θ ∈ (0, π), Σθ is the following sector:
Σθ := {z ∈ C
∗; |argz| < θ}.
For any α ∈ R, the right half-plane is defined by
Cα =: {z ∈ C;Rez > α}.
Given a semigroup T := (T(t))t>0 generated by an operator A : D(A) ⊂ X → X ,
we will always denote by ω0(T)(or ω0(A)) the growth bound of this semigroup. The
resolvent set of A is denoted by ρ(A). Preferably, we denote the resolvent operator of A
by R(λ,A) := (λ− A)−1 for any λ ∈ ρ(A), where the notation λ− A means λI −A.
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2. Feedback theory of infinite dimensional linear systems
In this section, we gather definitions and results from feedback theory of infinite dimen-
sional linear systems mainly developed in the references [30, 31, 32, 37]. We also give some
new development of this theory. Hereafter, X and U are Banach spaces and p ∈ [1,∞[.
It is known (see e.g. [30, 31]) that partial differential equations with boundary control
and point observation can be reformulated as the following distributed linear system

x˙(t) = Ax(t) +Bu(t), t > 0
y(t) = Kx(t),
x(0) = x0,
(2.1)
where A : D(A) ⊂ Z ⊂ X → X is the generator of a strongly continuous semigroup
T := (T(t))t>0 on X with Z is a Banach space continuously and densely embedded in X ,
B ∈ L(U,X−1) is a control operator such that
R(λ,A−1)B ∈ L(U,Z), λ ∈ ρ(A),
and K ∈ L(Z, U) is an observation operator. Here X−1 is the completion of X with
respect to the norm ‖R(λ,A) · ‖. We recall that we can extend T to another strongly
continuous semigroup T−1 := (T−1(t))t>0 on X−1 with generator A−1 : X → X−1, the
extension of A to X (see e.g. [13, chap.2]). The mild solution of the system (2.1) is given
by:
x(t) = T(t)x0 +
∫ t
0
T−1(t− s)Bu(s)ds x0 ∈ X, (2.2)
where the integral is taken in X−1. Formally, the well-posedness of the system (2.1) means
that the state satisfies x(t) ∈ X for any t > 0, the observation function y is extended to a
locally p-integrable function y ∈ Lploc([0,∞), U) satisfying the following property: for any
τ > 0, there exists a constant cτ > 0 such that
‖y‖Lp([0,τ ],U) 6 cτ
(
‖x0‖+ ‖u‖Lp([0,τ ],U)
)
,
for any initial state x0 ∈ X and any control function u ∈ L
p
loc([0,∞), U). In order to
mathematically explain this concept, let us define
C := K|D(A) ∈ L(D(A), U).
We also need the following definition.
Definition 2.1. (i) B ∈ L(U,X−1) is called p-admissible control operator for A, if
there exists t0 > 0 such that :
Φt0u :=
∫ t0
0
T−1(t− s)Bu(s)ds ∈ X
for any u ∈ Lploc([0,∞), U). We also say that (A,B) is p-admissible.
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(ii) C ∈ L(D(A), Y ) is called p-admissible observation operator for A, if there exist
α > 0 and κ := κα > 0 such that:∫ α
0
‖CT(t)x‖pY dt 6 κ
p‖x‖p, (2.3)
for all x ∈ D(A). We also say that (C,A) is p-admissible.
Let us now describe some consequences of this definition. If B is p-admissible control
operator for A, then by the closed graph theorem one can see that for any t > 0,
Φt ∈ L(L
p([0, t], U), X).
This implies that the state of the system (2.1) satisfies x(t) = T(t)x0 + Φtu ∈ X for any
t > 0, x0 ∈ X and u ∈ L
p
loc([0,∞), U). According to [36], for all 0 < τ1 6 τ2,
‖Φτ1‖ 6 ‖Φτ2‖. (2.4)
Now if C is p-admissible observation operator for A, then due to (2.3), the map Ψ∞ :
D(A) → Lploc([0,∞), U) defined by Ψ∞x := CT(·)x, can be extended to a bounded
operator Ψ∞ : X → L
p
loc([0,∞);U). For any x ∈ X and t > 0, we define the family
Ψtx := Ψ∞x on [0, t]. Then for all t > 0,
Ψt ∈ L (X,L
p
loc([0,∞), U)) .
On the other hand, let us consider the linear operator
D(CΛ) :=
{
x ∈ X : lim
s→+∞
sCR(s, A)x exists in U
}
CΛx := lim
s→+∞
sCR(s, A)x.
Clearly, D(A) ⊂ D(CΛ) and CΛ = C on D(A). This shows that CΛ is in fact an extension
of C, called the Yosida extension of C w.r.t. A. We note that if C is p-admissible for A,
then T(t)X ⊂ D(CΛ) and
(Ψ∞x)(t) = CΛT(t)x,
for any x ∈ X and a.e. t > 0.
In the sequel, we assume that B and C are p-admissible for A and set
W
2,p
0,loc([0,∞), U) :=
{
u ∈ W 2,ploc ([0,∞), U) : u(0) = 0
}
.
This space is dense in Lploc([0,∞), U). Remark that for any u ∈ W
2,p
0,loc([0,∞), U), t > 0
and by assuming 0 ∈ ρ(A) (without loss of generality) and using an integration by parts,
we have
Φtu = R(0, A−1)Bu(t)− R(0, A)Φtu˙ ∈ Z.
On the other hand, using the fact that KR(0, A−1)B ∈ L(U), CR(0, A) ∈ L(X,U) and
(2.4), the application (t 7→ KΦtu) ∈ L
p
loc([0,∞), U) for any u ∈ W
2,p
0,loc([0,∞), U). Thus
we have defined an application
F∞ :W
2,p
0,loc([0,∞), U)→ L
p
loc([0,∞), U), u 7→ F∞u = KΦ·u. (2.5)
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Definition 2.2. [35] Let B and C be p-admissible control and observation operators
for A, respectively. We say that the triple (A,B,C) generates a well-posed system Σ
on X,U, U , if the operator F∞ defined by (2.5) satisfies the following property: For any
α > 0 there exists a constant ϑα > 0 such that for all u ∈ W
2,p
0,loc([0,∞), U),
‖F∞u‖Lp([0,α],U) 6 ϑα‖u‖Lp([0,α],U). (2.6)
The operator F∞ is called the extended input-output operator of Σ.
If (A,B,C) generates a well-posed system Σ on X,U, U , then we have two folds: first
the state of (2.1) satisfies x(t) ∈ X for all t > 0, and second F∞ have an extension
F∞ ∈ L(L
p
loc([0,∞), U)), due to (2.6). Observe that the observation function y verifies
y(·) := y(·; x0, u) = CT (·)x0 + F∞u = ( Ψ∞ F∞ )(
x0
u ), (2.7)
for all x0 ∈ D(A) and u ∈ W
2,p
0,loc([0,∞), U). By density of D(A) ×W
2,p
0,loc([0,∞), U) in
X ×Lploc([0,∞), U), the function y is extended to a function y ∈ L
p
loc([0,∞), U) such that
y = Ψ∞x0 + F∞u, ∀(x0, u) ∈ X × L
p
loc([0,∞), U).
We now turn out to give a representation of the observation function y in terms of the
observation operator C and the state x(·). To that purpose Weiss [37, 38] introduced the
following subclass of well-posed linear systems.
Definition 2.3. Let (A,B,C) generates a well-posed system Σ on X,U, U with extended
input-output operator F∞. This system is called regular (with feedthrough D = 0) if :
lim
τ→0
1
τ
∫ τ
0
(F∞uz0)(s)ds = 0
with uz0(s) = z0 for all s > 0, is a constant control function.
According to Weiss [37, 38], if (A,B,C) generates a regular system Σ on X,U, U , then
the state and the observation function of the linear system (2.1) satisfy
x(t) ∈ D(CΛ) and y(t) = CΛx(t), (2.8)
for any initial state x(0) = x0 ∈ X , any control function u ∈ L
p([0,∞), U) and a.e. t > 0.
Definition 2.4. Let a triple (A,B,C) generates a well-posed system Σ on X,U, U with
extended input-output operator F∞. Define
Fτu := F∞u on [0, τ ].
The identity operator IU : U → U is called an admissible feedback for Σ if the operator
I − Ft0 : L
p([0, t0], U) → L
p([0, t0], U) admits a (uniformly) bounded inverse for some
t0 > 0 (hence all t0 > 0).
A consequence of Definition 2.4 is that the feedback law u = y(·; x0, u) has a sense. In
fact, due to (2.7) this is equivalent to (I − Fτ )u = Ψτx0 on [0, τ ]. As I − Fτ is invertible
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in Lp([0, τ ], U), then the equation u = y(·; x0, u) has a unique solution and this solution
u ∈ Lp([0, τ ], U) is given also by
u(t) = CΛx(t), a.e. t > 0,
due to (2.8). Using (2.2), the state x(·) satisfies the following variation of constants
formula
x(t) = T(t)x0 +
∫ t
0
T−1(t− s)BCΛx(s)ds
for any x0 ∈ X and any t > 0. Now we set
Tcl(t)x0 := x(t), t > 0.
Then by using the definition of C0–semigroups one can see that (T
cl(t))t>0 is a C0–
semigroup on X . More precisely, we have the following perturbation theorem due to
Weiss [37] in Hilbert spaces and to Staffans [31, Chap.7] in Banach spaces.
Theorem 2.5. Let (A,B,C) generates a regular linear system Σ with the identity operator
IU : U → U an admissible feedback operator. Then the operator
Acl := A−1 +BCΛ
D(Acl) := {x ∈ D(CΛ); (A−1 +BCΛ)x ∈ X}
(2.9)
generates a C0-semigroup (T
cl(t))t>0 on X such that range(T
cl(t)) ⊂ D(CΛ) for a.e. t > 0,
and for any α > 0, there exists cα > 0 such that for all x0 ∈ X,
‖CΛT
cl(·)x0‖Lp([0,α],U) 6 cα‖x0‖. (2.10)
Moreover, this semigroup satisfies
Tcl(t)x0 = T(t)x0 +
∫ t
0
T−1(t− s)BCΛT
cl(s)x0ds x0 ∈ X , t > 0. (2.11)
In addition (Acl, B, CΛ) generates a regular system Σ
cl.
Definition 2.6. Let (A,B,C) generates a regular linear system on X,U, U with the
identity operator IU : U → U as an admissible feedback. The operator
Psw := BC : D(CΛ) ⊂ X → X−1
is called the Staffans-Weiss perturbation of A.
It is not difficult to see that if one of the operators B or C is bounded (i.e. B ∈ L(U,X)
or C ∈ L(X,U)) and the other is p-admissible then the triple (A,B,C) generates a regular
linear system on X,U, U with the identity operator IU : U → U as an admissible feedback.
As application of the Staffans-Weiss theorem (Theorem 2.5), we distinct two subclasses
of perturbations as follows:
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Remark 2.7. (i) We take B ∈ L(X,U) and C ∈ L(D(A), U) a p-admissible obser-
vation operator for A. According to Theorem 2.5, the operator Acl := A + BC
with domain D(Acl) = D(A) is a generator of a strongly continuous semigroup
Tcl := (Tcl(t))t>0 on X such that T
cl(t)X ⊂ D(CΛ) for a.e. t > 0, the estimate
(2.10) holds, and
Tcl(t)x = T(t)x+
∫ t
0
T(t− s)BCΛT
cl(s)xds, t > 0, x ∈ X. (2.12)
On the other hand, it is shown in [15], that the semigroup Tcl satisfy also the
following formula
Tcl(t)x = T(t)x+
∫ t
0
Tcl(t− s)BCΛT(s)xds, t > 0, x ∈ X. (2.13)
Using Ho¨lder inequality on can see that there exists α0 > 0 and γ ∈ (0, 1) such
that ∫ α0
0
‖BCT(t)x‖ 6 γ‖x‖
for all x ∈ D(A). The following operator
Pmv := BC : D(A)→ X
is a Miyadera-Voigt perturbation for A; (see e.g. [13, p.195]).
(ii) We take C ∈ L(X,U) and B ∈ L(U,X−1) a p-admissible control operator for A.
Then the part of the operator A−1 + BC in X generates a strongly continuous
semigroup on X satisfying all properties of Theorem 2.5. In this case the operator
Pds := BC : X → X−1
is called Desch-Schappacher perturbation for A (see e.g. [13, p.182]).
3. Well-posedness of perturbed boundary value problems
The object of this section is to investigate the well-posedness of the perturbed boundary
value problem defined by (1.1). We first rewrite (1.1) as non-homogeneous perturbed
Cauchy problem of the form (1.4). Then the well-posedness of (1.1) can be obtained if
for example the operator
A := Am, D(A) = {x ∈ Z : Gx = Kx} (3.1)
generates a strongly continuous semigroup on X and that P is a p-admissible observation
operator for A (see Remark 2.7 (i)). Recently, the authors of [17] introduced conditions
on Am, G and K for which A is a generator. To be more precise, assume that
(H1) G : Z → U is onto, and
(H2) the operator defined by A := Am| ker(G) and D(A) := ker(G), generates a
C0-semigroup (T(t))t>0.
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According to Greiner [14], these conditions imply that for any λ ∈ ρ(A) the restriction of
G to ker(λ−Am) is invertible. We then define
Dλ := (G|Ker(λ−Am))
−1 ∈ L(U,X), λ ∈ ρ(A).
This operator is called the Dirichlet operator. Define the operators :
B :=(λ− A−1)Dλ ∈ L(U,X−1),
C :=Ki ∈ L(D(A), U),
(3.2)
where i is the canonical injection from D(A) to Z. In the rest of this paper, CΛ denotes
the Yosida extension of C with respect to A. It is shown in [17, lem.3.6] that if A,B,C
as above and if (A,B,C) generates a regular linear system Σ on X,U, U, then we have
Z ⊂ D(CΛ) and (CΛ)|Z = K. (3.3)
If H is the transfer function of Σ and α > ω0(A) then
H(λ) = CΛR(λ,A−1)B = CΛDλ = KDλ, (3.4)
for any λ ∈ C with Reλ > α. Moreover, we have
lim
s→+∞
H(s) = 0. (3.5)
We have the following perturbation theorem (see [17] for the proof).
Theorem 3.1. Let assumptions (H1) and (H2) be satisfied and let B and C be the
operators defined in (3.2). Assume that (A,B,C) generates a regular linear system on
X,U, U with the identity operator IU : U → U as an admissible feedback. The following
assertions hold:
(i) The operator (A, D(A)) defined by (3.1) coincides with the following operator
Acl := A−1 + BCΛ, D(A
cl) = {x ∈ D(CΛ) : (A−1 +BCΛ)x ∈ X}.
(ii) The operator (A, D(A)) generates a strongly continuous semigroup (Tcl(t))t>0 on
X as in Theorem 2.5.
(iii) For any λ ∈ ρ(A) we have
λ ∈ ρ(A)⇔ 1 ∈ ρ(DλK)⇔ 1 ∈ ρ(KDλ).
(iv) Finally for λ ∈ ρ(A) ∩ ρ(A):
R(λ,A) = (I − DλK)
−1R(λ,A).
Under the assumptions of Theorem 3.1, the mild solution of the problem (1.5) is given
by
z(t) = Tcl(t)x+
∫ t
0
Tcl(t− s)f(s)ds, (3.6)
for any t > 0, x ∈ X and f ∈ Lp(R+, X). Before giving another useful expression of z in
term of the semigroup T, we need the following very useful result proved in [15, prop.3.3].
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Lemma 3.2. let (S(t))t>0 be a strongly continuous semigroup on X with generator
(G, D(G)). Let Υ ∈ L(D(G), X) be a p-admissible observation operator for G. Denote
by ΥΛ the Yosida extension of Υ with respect to G. Then
(S ∗ f)(t) :=
∫ t
0
S(t− s)f(s)ds ∈ D(ΥΛ), a.e. t > 0,
‖ΥΛ(S ∗ f)‖Lp([0,α],X) 6 c(α)‖f‖Lp([0,α],X),
for α > 0, f ∈ Lploc([0,∞), X) and a constant c(α) independent of f such that c(α) → 0
as α→ 0.
Proposition 3.3. Let assumptions of Theorem 3.1 be satisfied. Let α > 0 and f ∈
Lp(R+, X). The non-homogenous Cauchy problem (1.5) is well-posed and its mild solution
satisfies for any initial condition x ∈ X,
z(t) ∈ D(CΛ) a.e. t > 0,
‖CΛz(·)‖Lp([0,α],X) 6 cα
(
‖x‖+ ‖f‖Lp([0,α],X)
)
,
z(t) = T(t)x+
∫ t
0
T−1(t− s)BCΛz(s)ds+
∫ t
0
T(t− s)f(s)ds, t > 0,
(3.7)
where cα > 0 is a constant independent of f .
Proof. Let, by Theorem 3.1, Tcl the semigroup generated by A and let z : [0,+∞)→ X
be the mild solution of the problem (1.5) given by (3.6). According to Theorem 2.5,
we know that CΛ is an admissible observation operator for A. We denote by CΛ,A the
Yosida extension of CΛ with respect to A. Then D(CΛ,A) ⊂ D(CΛ) and CΛ,A = CΛ on
D(CΛ,A). In fact, let x ∈ D(CΛ,A) and s > 0 sufficiently large. Then by first taking
Laplace transform on both sides of (2.11) and second applying sCΛ, we obtain
sCΛR(s,A)x = sCR(s, A) +H(s)CΛsR(s,A)x, (3.8)
where we have used (3.4). Remark that
‖H(s)CΛsR(s,A)x‖ 6 ‖H(s)‖ (‖CΛsR(s,A)x− CΛ,Ax‖ + ‖CΛ,Ax‖)
Hence, by (3.5) and the fact that x ∈ D(CΛ,A), we obtain
lim
s→+∞
H(s)CΛsR(s,A)x = 0.
Now from (3.8), we deduce that x ∈ D(CΛ) and CΛ,Ax = CΛx. Let x ∈ X, α > 0
and f ∈ Lp([0, α], X). The fact that CΛ is p–admissible for A, then by using (3.6) and
Lemma 3.2, we obtain z(t) ∈ D(CΛ,A) for a.e. t > 0. This shows that z(t) ∈ D(CΛ)
and CΛz(t) = CΛ,Az(t) for a.e. t > 0. The estimation in (3.7) follows immediately from
(2.10) and Lemma 3.2. Let us prove the last property in (3.7). By density there exists
(fn)n ⊂ C([0, α], D(A)) such that fn → f in L
p([0, α], X) as n→∞. We set
zn(t) = T
cl(t)x+
∫ t
0
Tcl(t− s)fn(s)ds, t > 0. (3.9)
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Using Ho¨lder inequality, it is clear that ‖zn(t)− z(t)‖ → 0 as n →∞. Now let us prove
that zn satisfies the third assertion in (3.7). In fact, the estimate in (3.7) implies that
‖CΛzn(·)− CΛz(·)‖Lp([0,α],X) 6 cα‖fn − f‖Lp([0,α],X) −→
n→∞
0.
On the other hand, using the expression of the semigroup Tcl given in (2.11), change of
variable and Fubini theorem we obtain
zn(t) = T
cl(t)x+
∫ t
0
T(t− s)fn(s)ds+
∫ t
0
T−1(t− τ)B
∫ τ
0
CΛT
cl(τ − s)fn(s)dsdτ
= T(t)x ++
∫ t
0
T(t− s)fn(s)ds
+
∫ t
0
T−1(t− τ)B
(
CΛT
cl(τ)x+
∫ τ
0
CΛT
cl(τ − s)fn(s)ds
)
dτ.
(3.10)
For simplicity we assume that 0 ∈ ρ(A). We then have
CΛ
∫ τ
0
Tcl(τ − s)fn(s)ds = CΛ(−A)
−1(−A)
∫ τ
0
Tcl(τ − s)fn(s)ds
= CΛ(−A)
−1
∫ τ
0
Tcl(τ − s)(−A)fn(s)ds
=
∫ τ
0
CΛ(−A)
−1Tcl(τ − s)(−A)fn(s)ds
=
∫ τ
0
CΛT
cl(τ − s)fn(s)ds.
Now replacing this in (3.10), and using (3.9), we have
zn(t) = T(t)x+
∫ t
0
T−1(t− s)BCΛz(s)ds +
∫ t
0
T(t− s)fn(s)ds, t > 0.
Put
ϕ(t) = T(t)x+
∫ t
0
T−1(t− s)BCΛz(s)ds +
∫ t
0
T(t− s)f(s)ds, t > 0.
Then for any t ∈ [0, α], we have
‖zn(t)− ϕ(t)‖ 6 γα
(
‖CΛzn(·)− CΛz(·)‖Lp([0,α],X) + ‖fn − f‖Lp([0,α],X)
)
,
due to the admissibility of B for A and Ho¨lder inequality. This shows that ‖zn(t)−ϕ(t)‖ →
0 as n→∞, and hence z = ϕ. 
Now we can state the main result of this section.
Theorem 3.4. Let assumptions of Theorem 3.1 be satisfied. In addition, let P : Z → X
such that (A,B,P) generates a regular linear system on X,U,X, where P = P|D(A). The
following assertions hold:
(i) The operator P ∈ L(D(A), X) is a p-admissible observation operator for A, hence
the operator (A+ P,D(A)) generates a strongly continuous semigroup on X.
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(ii) The boundary problem (1.1) is well-posed and has a mild solution z : [0,+∞)→ X
satisfying:
z(t) ∈ D(PΛ) a.e. t > 0,
z(t) = Tcl(t)x+
∫ t
0
Tcl(t− s) (PΛz(s) + f(s)) ds
for any t > 0, initial condition x ∈ X and f ∈ Lp([0,∞), X), where PΛ is the
Yosida extension of P w.r.t A.
Proof. (i) We first remark from (3.3) that Z ⊂ D(P0,Λ) and P = P0,Λ on Z, where P0,Λ
denotes the Yosida extension of P w.r.t. A. Let x ∈ D(A) and α > 0. The facts that
(A,B,P) is regular and (2.10), we have∫ t
0
T−1(t− s)BCΛT
cl(s)x ∈ D(P0,Λ) a.e. t > 0, and∥∥∥∥P0,Λ
∫ ·
0
T−1(t− s)BCΛT
cl(s)x
∥∥∥∥
Lp([0,α],X)
6 βα‖x‖, (3.11)
where βα > 0 is a constant. On the other hand, by (2.11), we have
PTcl(t)x = P0,ΛT
cl(t)x
= P0,ΛT(t)x+ P0,Λ
∫ t
0
T−1(t− s)BCΛT
cl(s)x.
Hence the p-admissibility of P for A follows by (3.11) and the p-admissibility of P for
A. Thus, according to Remark 2.7 (i), the operator (A + P,D(A)) generates a strongly
continuous semigroup on X . The assertion (ii) follows from [15, thm.5.1] 
4. Perturbation Theorems for maximal regularity
4.1. Maximal regularity. Let G : D(G) ⊂ X → X be the generator of a strongly
continuous semigroup S := (S(t))t>0 on a Banach space X . Consider the following non–
homogeneous abstract Cauchy problem:{
z˙(t) = Gz(t) + f(t), 0 < t 6 T
z(0) = 0,
(4.1)
where f : [0, T ]→ X a measurable function.
Definition 4.1. We say that the operator G (or the problem (4.1)) has the maxi-
mal Lp-regularity on the interval [0, T ], and we write G ∈ MRp(0, T ;X), if for all
f ∈ Lp([0, T ], X), there exists a unique z ∈ W 1,p([0, T ], X) ∩ Lp([0, T ], D(G)) which
verifies (4.1).
By ”maximal” we mean that the applications f , Gz and z have the same regularity.
Due to the closed graph theorem, if G ∈MRp(0, T ;X) then
‖z˙‖Lp([0,T ],X) + ‖z‖Lp([0,T ],X) + ‖Gz‖Lp([0,T ],X) 6 C‖f‖Lp([0,T ],X), (4.2)
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for a constant C > 0 independent of f .
It is known that a necessary condition for the maximal Lp-regularity is that G generates
an analytic semigroup. According to De Simon [10] this condition is also sufficient if X is
a Hilbert space. On the other hand, it is shown in [12] that if G ∈MRp(0, T ;X) for one
p ∈ [1,∞] then G ∈MRq(0, T ;X) for all q ∈]1,∞[. Moreover if G ∈MRp(0, T ;X) for one
T > 0, then G ∈MRp(0, T
′;X) for all T ′ > 0. Hence we simply write G ∈MR(0, T ;X).
Remark 4.2. (i) Let C([0, T ];D(G)) be the space of all continuous functions from
[0, T ] to D(G), which is a dense space of Lp([0, T ];X). It is know ((see [33] (2.a)
or [23] 1.5)) that G has maximal Lp-regularity on [0, T ] if and only if (S(t))t>0 is
analytic and the operator R defined by
(Rf)(t) := G
∫ t
0
S(t− s)f(s)ds f ∈ C([0, T ], D(G)), (4.3)
extends to a bounded operator on Lp([0, T ];X). As we will see in our main results,
this characterization is very useful if one works in general Banach spaces.
(ii) It is known (see [12]) that if G ∈ MR(0, T ;X) then for every λ ∈ C, G + λ ∈
MR(0, T ;X), hence without lost of generality, we will assume through this paper
that our generators satisfy ω0(G) < 0.
In order to recall another characterization of maximal regularity, we need some defini-
tions.
Definition 4.3. We say that a Banach space X is a UMD-space if for some (hence all)
p ∈ (1,∞) , H ∈ L(Lp(R, X)) where
(Hf)(t) =
1
π
lim
ǫ→0
∫
|s|>ǫ
f(t− s)
s
ds, t ∈ R, f ∈ S(R, X),
where S(R, X) is the Schwartz space.
Classical UMD-spaces are Hilbert spaces and Lp-spaces, where p ∈ (1,∞). It is to be
noted that every UMD-space is a reflexive space (see [2]).
Definition 4.4. A set τ ⊂ L(X, Y ) is called R-bounded if there is a constant C > 0 such
that for all n ∈ N, T1, ..., Tn ∈ τ , x1, ..., xn ∈ X ,∫ 1
0
‖
n∑
j=1
rj(s)Tjxj‖Y ds 6 C
∫ 1
0
‖
n∑
j=1
rj(s)xj‖Xds
where (rj)j>1 is a sequence of independent {−1; 1}-valued random variables on [0, 1](e.g.
Rademacher variables).
Remark 4.5. Here we give examples of R-bounded sets. We let A be the generator of a
bounded analytic semigroup on a Banach space X , B : U → X−1 and C : D(A) ⊂ X → U
are linear bounded operators, where U is another (boundary) Banach space. We assume
that (A,B,C) generates a regular linear system on X,U, U with transfer function
H(λ) := CΛR(λ,A−1)B ∈ L(U), λ ∈ ρ(A),
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where CΛ is the Yosida extension of C with respect to A, see Section 2. It is shown in
[19, p.513] that the set {H(is) : s 6= 0} is R-bounded.
The following result is due to Weis [34]
Theorem 4.6. Let G be the generator of a bounded analytic semigroup in a UMD-space
X. Then G has maximal Lp-regularity for some (all) p ∈ (1,∞) if and only if the set
{sR(is,G); s 6= 0} is R-bounded.
The following remark will be useful in the last section
Remark 4.7. Let X,Z, U be a Banach spaces such that Z ⊂ X with dense and continuous
embedding, Am : Z → X be a closed differential operator and G : Z → U be a linear
surjective operator. We assume that the following operator
A := Am, D(A) := ker(G)
generates a strongly continuous semigroup T := (T(t))t>0 on X . let Dλ the Dirichlet
operator associated with A and G (see Section 3). Moreover, we assume that the following
operator
B := (λ− A−1)Dλ ∈ L(U,X−1)
is a p–admissible control operator for A. In addition, we assume that A has the maximal
Lp-regularity on X .
Let us first show that the operator (−A)θ, for some θ ∈ (0, 1
p
), coincides with its Yosida
extension with respect to A, that is:
D([(−A)θ]∧) = D((−A)
θ) and [(−A)θ]∧ = (−A)
θ
Since it is clear that D((−A)θ) ⊂ D([(−A)θ]∧), it remains only to prove that
D([(−A)θ]∧) ⊂ D((−A)
θ). Then let x ∈ D([(−A)θ]∧) and set y := [(−A)
θ]∧x and
yλ = (−A)
θλR(λ,A)x for λ sufficiently large. Clearly we have yλ → y and (−A)
−θyλ =
λR(λ,A)x → x as λ → +∞. Then by closeness of (−A)−θ, x = (−A)−θy. Thus
x ∈ D((−A)θ). This ends proof.
Finally, let us show that the triple (A,B, (−A)θ) generates a regular system. In fact, we
first prove that range(Dµ) ⊂ D((−A)
θ) (which is equivalent to the regularity of the system
generated by (A,B, (−A)θ)) for µ sufficiently large: We know that if B is p-admissible
then range(Dµ) ⊂ F
A
1
p
. Since FA1
p
⊂ D((−A)θ) (see [13]), we have range(Dµ) ⊂ D((−A)
θ)
and the closed graph theorem asserts that (−A)θDµ ∈ L(U,X).
By virtue of analyticity of the semigroup generated by A, ((−A)θ, A) are p-admissible.
To show the well-posedness of the system generated by (A,B, (−A)θ) we have only to
show that the operator F∞ defined by:
(F∞u)(t) := (−A)
θΦtu, u ∈ W
2,p
0,loc([0,∞), U)
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is well defined and extends to a bounded operator on Lploc([0,∞), U). In fact, by integra-
tion by parts and assuming that 0 ∈ ρ(A) we have
Φtu = D0u(t)−
∫ t
0
T(t− s)D0u
′(s)ds.
This show that Φtu ∈ D((−A)
θ) since
∫ t
0
T (t − s)D0u
′(s)ds ∈ D(A) for a.e t > 0. Now
we show the boundedness of F∞. We have
(F∞u)(t) = (−A)
θ
∫ t
0
(−A)1−θT(t− s)(−A)θD0u(s)ds
= −A
∫ t
0
T(t− s)(−A)θD0u(s)ds
= −(R(−A)θD0u)(t)
Maximal regularity of A shows the boundedness of F∞. This finishes the proof.
4.2. Perturbations that are p-admissible observation operators. In this part, we
investigate maximal Lp-regularity for the problem (1.1) in the case K = 0. This is
equivalent to study a such property for the evolution equation (1.3). As we have seen in
the introductory section, we continue to assume that P : Z ⊂ X → X and A := Am with
domain D(A) = ker(G) is the generator of strongly continuous semigroup T := (T(t))t>0
on X . We define P := P ı with ı : D(A) → X is a continuous injection. So that
P ∈ L(D(A), X). We recall from Remark 2.7 (i) that if P is a p-admissible observation
operator for A, then the following operator AP := A + P = (A + P )ı with domain
D(AP ) := D(A) is the generator of a strongly continuous semigroup Tp := (TP (t))t>0 on
X such that TP (t)X ⊂ D(PΛ) for a.e. t > 0, and
Tp(t)x = T(t)x+
∫ t
0
T(t− s)PΛT
P (s)xds,
for all x ∈ X and t > 0, where PΛ is the Yosida extension of P with respect to A. On the
other hand, as shown in [15] for any f ∈ Lp([0, T ]) with T > 0, the mild solution of the
evolution equation (1.3) satisfies z(s) ∈ D(PΛ) for a.e. s > 0,
z(t) =
∫ t
0
TP (t− s)f(s)ds
=
∫ t
0
T(t− s) (PΛz(s) + f(s)) ds,
(4.4)
for any t > 0. In addition if we denote by PΛ,AP the Yosida extension of P with respect to
Ap, then PΛ,AP = PΛ on D(PΛ). So by using (4.4) and Lemma 3.2, there exists a constant
cT > 0 independent of f such that
‖PΛz(·)‖Lp([0,T ],X) 6 cT‖f‖Lp([0,T ],X). (4.5)
We now state the main result of this paragraph.
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Theorem 4.8. Let X be a Banach space, p ∈]1,∞[ and P a p-admissible observation
operator for A. If A ∈MR(0, T ;X) then AP ∈MR(0, T ;X).
Proof. Assume that A ∈ MR(0, T ;X), so that A generates an analytic semigroup on X .
This shows that there exists ω ∈ R such that Cω := {λ ∈ C, Reλ > ω} ⊂ ρ(A) and for
every λ ∈ Cω we have:
‖R(λ,A)‖ 6
M
|λ− ω|
.
On the other hand, for λ ∈ ρ(A),
λ− AP = (I − PR(λ,A))R(λ,A).
By the admissibility of P for A, there exists M˜ > 0 such that
‖PR(λ,A)‖ 6
M˜
(Reλ− ω)
1
q
, Reλ > ω.
Now for Reλ > ω + 2qM˜ q := α0 we have
‖PR(λ,A)‖ 6
1
2
thus (I − PR(λ,A)) is invertible and ‖(I − PR(λ,A))−1‖ 6 2. Then
R(λ,AP ) = R(λ,A)(I − PR(λ,A))−1.
Finally, for λ ∈ Cα0 we have
‖R(λ,Ap)‖ 6
2M
|λ− ω|
.
This implies, by [29, Thm.12.13]; that (TP (t))t>0 is analytic. We now define, for any
f ∈ C([0, T ], D(A)),
(Rf)(t) := A
∫ t
0
T(t− s)f(s)ds, (RPf)(t) := AP
∫ t
0
TP (t− s)f(s)ds, t ∈ [0, T ].
Due to (4.4), we obtain
R
Pf = R(PΛz(·) + f) + P
∫ ·
0
T(t− s) (PΛz(s) + f(s)) ds.
Using Remark 4.2 (i), the estimate (4.5) and Lemma 3.2; there exists a constant c˜T > 0
independent of f such that
‖RPf‖Lp([0,T ],X) 6 c˜T‖f‖Lp([0,T ],X).
This ends the proof, due to Remark 4.2. 
Remark 4.9. (1) In the proof of Theorem 4.8, we have proved that for p-admissible
observation operators P for A, the operator A generates an analytic semigroup on
a Banach space X if and only if it is so for the operator Ap. Hence if X is a Hilbert
space, the maximal Lp-regularity of AP is automatically guaranted by [10].
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(2) As explained in Remark 2.7 (i), p-admissible observation operators are also
Miyadera-Voigt perturbations operators for A. We mention that the authors of
[24, Cor.4] have obtained a result on maximal Lp-regularity under Miyadera-Voigt
perturbations, where it is assumed that the state space X is reflexive (or UMD)
and the perturbation P is a closed and densely defined operator and satisfies a
very special Miyadera-Voigt condition. In our Theorem 4.8, X is supposed to be
a general Banach space and the perturbation P is not closed and then with even
minimum conditions we have obtained the maximal Lp-regularity for AP .
In the sequel we will also compare our result Theorem 4.8 with a result in [24, Thm.1]
about small perturbations. To that purpose we need the following lemma.
Let C ∈ L(D(A), Y ) for a Banach space Y . Define on D(A) the operator
Jx =
1
2iπ
∫
Γ
(−µ)−βCR(µ,A)xdµ,
here Γ := Γ(ψ, ǫ) = Γ1(ψ, ǫ)∪Γ2(ψ, ǫ)∪Γ3(ψ, ǫ) denotes the upwards oriented path defined
by
Γ1(ψ, ǫ) = {λ ∈ C : |λ| > ǫ, argλ = −ψ}
Γ2(ψ, ǫ) = {λ ∈ C : |λ| = ǫ, |argλ| > ψ}
Γ3(ψ, ǫ) = {λ ∈ C : |λ| > ǫ, argλ = ψ},
for ψ ∈ (π
2
, π).
Lemma 4.10. Assume that A is a sectorial operator and β > 1
p
and let C ∈ L(D(A), Y )
such that
‖CR(µ,A)‖ 6
M
(Reµ)
1
q
, (4.6)
for some constant M > 0 and µ in some half plane. Then for every x ∈ D(A), the integral
1
2iπ
∫
Γ
(−µ)−βCR(µ,A)xdµ,
exists as a Bochner integral, the operator J can be extended to a bounded operator from
X to Y . Moreover, for all x ∈ D(A), Jx = C(−A)−βx.
Proof. Fix x ∈ D(A) and define g(µ) = (−µ)−βCR(µ,A)x, µ ∈ Γ. Then we get
CR(µ,A)x =
Cx
µ
+
CR(µ,A)Ax
µ
(4.7)
Cauchy’s Theorem applied to the half plane yields that∫
Γ
(−µ)−(β+1)dµ = 0.
It follows by (4.7) that
1
2iπ
∫
Γ
(−µ)−βCR(µ,A)xdµ =
1
2iπ
∫
Γ
(−µ)−(β+1)CR(µ,A)Axdµ,
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which exists as a Bochner integral due to (4.6). Let Γn := Γn(ψ, ǫ) = Γ
1
n(ψ, ǫ)∪Γ
2(ψ, ǫ)∪
Γ3n(ψ, ǫ) denotes the upwards oriented path defined by
Γ1n(ψ, ǫ) = {λ ∈ C : n > |λ| > ǫ, argλ = −ψ}
Γ3n(ψ, ǫ) = {λ ∈ C : n > |λ| > ǫ, argλ = ψ}
It follows from Cauchy’s Theorem that
1
2iπ
∫
Γ
(−µ)−βCR(µ,A)xdµ = lim
n→∞
1
2iπ
∫
Γn
(−µ)−βCR(µ,A)xdµ. (4.8)
Let Cn := Cn(ψ) and Γ
2
:= Γ
2
(ψ, ǫ) be the upwards oriented curve defined by
Cn := {λ ∈ C : |λ| = n, |argλ| 6 ψ}
Γ
2
(ψ, ǫ) := {λ ∈ C : |λ| = ǫ, |argλ| 6 ψ}.
Using again Cauchy’s Theorem we get
1
2iπ
∫
Γ1n∪Γ
3
n
(−µ)−βCR(µ,A)xdz
=
1
2iπ
∫
Cn
(−µ)−βCR(µ,A)xdz +
1
2iπ
∫
Γ
2
(−µ)−βCR(µ,A)xdµ
Now, we are going to estimate the integrals over Γ2, Γ
2
and Cn. We start with the integral
over Cn. Then we obtain
1
2iπ
∫
Cn
(−µ)−βCR(µ,A)xdµ =
1
2π
∫ ψ
−ψ
(nei(θ−π))−βCR(neiθ, A)neiθxdθ.
The fact that C satisfies (4.6), we obtain∥∥∥∥ 12iπ
∫
Cn
(−µ)−βCR(µ,A)xdµ
∥∥∥∥ 6 12π
∫ ψ
−ψ
‖(nei(θ−π))−βCR(neiθ, A)neiθx‖dθ
6
M
2πnβ−
1
p
∫ ψ
−ψ
dθ
cos(θ)
1
q
‖x‖.
The same estimate holds for the integral over Γ
2
. Finally for the integral over Γ2, we have∥∥∥∥ 12iπ
∫
Γ2
(−µ)−βCR(µ,A)xdµ
∥∥∥∥ 6 12π
∫
Γ2
|(−µ)−(β+1)| ‖CR(µ,A)‖‖x‖dµ
6
Mǫ
ǫ
1
q
‖x‖.
since Γ2 is a compact set and µ → CR(µ,A) is analytic on Γ2. Now, putting everything
together, we find that there is a constant κ not depending on n such that∥∥∥∥ 12iπ
∫
Cn
(−µ)−βCR(µ,A)xdµ
∥∥∥∥ 6 κ‖x‖
From (4.8) we obtain
‖Jx‖Y 6 κ‖x‖, for all x ∈ D(A)
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Therefore, J extends to a bounded linear operator on X .
Next we will show that for x ∈ D(A) we have Jx = C(−A)−βx. This is equivalent to
show that the operator C and the integral
∫
Γ
(−µ)−βR(µ,A)xdµ commute. Since
(−A)−βx =
1
2iπ
∫
Γ
(−µ)−βR(µ,A)xdµ,
A commutes with
∫
Γ
(−µ)−βR(µ,A)xdµ for every x ∈ D(A). Now let us show that∫
Γn
(−z)−βR(µ,A)xdµ converges in D(A). The closedness of A yields
A
∫
Γn
(−µ)−βR(µ,A)xdµ =
∫
Γn
(−µ)−βR(µ,A)Axdµ,
thus the integral
∫
Γn
(−µ)−βR(µ,A)xdµ converges in D(A). As C is continuous on D(A),
we obtain
C(−A)−βx = lim
n→∞
1
2iπ
C
∫
Γn
(−µ)−βR(µ,A)xdµ
= lim
n→∞
1
2iπ
∫
Γn
(−µ)−βCR(µ,A)xdµ
= Jx.
for all x ∈ D(A). This ends the proof. 
Remark 4.11. If P ∈ L(D(A), X) is p-admissible then it verifies the estimate (4.6). If in
addition A is sectorial, then for β > 1
p
the operator P(−A)−β has a bounded extension to
X, due to Lemma 4.10. On the other hand, for any x ∈ D(A) one can write
Px = P(−A)−β(−A)βx.
This implies that there exists a constant c > 0 such that
‖Px‖ 6 c‖(−A)βx‖.
As (−A)β is a small perturbation for A, then P is so. Now by applying [24, Thm.1], the
operator AP is sectorial as well. But if A has the maximal Lp-regularity, the result of [24,
Thm.1] confirms that Ap has also the maximal Lp-regularity only if the state space X is
a UMD space. However Theorem 4.8 shows that the maximal Lp-regularity is preserved
for Ap even if we work in a general Banach space. This confirms that the p-admissibility
for the perturbation operator is a very powerful tool to prove maximal Lp-regularity in
Banach spaces.
4.3. Desch-Schappacher perturbation. In this section we will discuss maximal Lp-
regularity of the perturbed boundary problem (1.1) (or equivalently (1.4)) under condi-
tions (H1) and (H2) as in Section 3 and when the boundary perturbation K satisfies
the condition
(H3) K : X → U is linear bounded (i.e. K ∈ L(X,U)).
On the other hand, let B as in (3.2). We shall also consider the following assumption
(H4) B is a p-admissible control operator for A.
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We first study the maximal Lp-regularity for the evolution equation (1.5), where the
operator (A, D(A)) is defined by (3.1). AsK is bounded then, under the above conditions,
the triple operator (A,B,K) generates a regular linear system onX,U, U with IU : U → U
as admissible feedback. By Theorem 3.1, the operator A generates a strongly continuous
semigroup Tcl := (Tcl(t))>0 on X and then the unique mild solution (1.5) is given by
z(t) =
∫ t
0
Tcl(t− s)f(s)ds, (4.9)
for any t > 0 and f ∈ Lp([0, T ], X) with T > 0. According to Proposition 3.3, this mild
solution satisfies also
z(t) =
∫ t
0
T−1(t− s)BKz(s)ds +
∫ t
0
T(t− s)f(s)ds, t > 0. (4.10)
Remark 4.12. Let us assume that T is an analytic semigroup on X and B satisfies the
condition
‖R(λ,A−1)B‖ 6
κ
(Reλ− ω)
1
p
, Reλ > ω, (4.11)
for any ω > ω0(A) and a constant κ > 0. Then without assuming the condition (H4),
one can use the same argument as in [24, Thm.8] (in the case α = 0) and the fact that
A coincides with the part of the operator A−1 + BK on X to prove that A generates
an analytic semigroup on X . In the absence of analyticity of T one cannot prove this
generation result. Observe that our condition (H4) implies the estimate (4.11), see e.g.
[32, chap.3]. With conditions (H1) to (H4) we have showed that A is a generator on X
without assuming any analyticity of T, see Remark 2.7 (ii).
Theorem 4.13. Assume that X is a Banach state space and that conditions (H1) to
(H4) are verified. If A ∈ MR(0, T ;X) then A ∈ MR(0, T ;X) (and hence the evolution
equation (1.5) has the maximal Lp-regularity).
Proof. Let us first show that the semigroup Tcl generated by A is analytic. The condition
A ∈ MR(0, T ;X) implies that the semigroup T is analytic. Hence, by [29, Thm. 12.31],
we can find ω > ω0(A) and a constant c > 0 such that
‖R(λ,A)‖ 6
c
|λ− ω|
, (4.12)
for and λ ∈ C such that Reλ > ω. Now due to (4.11), for Reλ > ω + (2κ‖K‖)p =: ω˜, we
have
1 ∈ ρ(R(λ,A−1)BK) and
∥∥(I −R(λ,A−1)BK)−1∥∥ 6 2.
According to Theorem 3.1, we have {λ ∈ C : Reλ > ω˜} ⊂ ρ(A) and
‖R(λ,A)‖ 6
2c
|λ− ω˜|
,
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for some constant Reλ > ω˜, due to (4.12). This shows that (Tcl(t))t>0 is analytic, by [29,
Thm 12.31 ]. Now define the following linear operators
(Rclf)(t) := A
∫ t
0
Tcl(t− s)f(s)ds and (Rf)(t) := A
∫ t
0
T(t− s)f(s)ds,
for almost every t ∈ [0, T ] and all f ∈ C([0, T ], D(A)). Combining (4.9), (3.7) together
with (3.1), for almost every t ∈ [0, T ] and all f ∈ C([0, T ], D(A)) we obtain
R
clf = Am
∫ t
0
T−1(t− s)BKz(s)ds+ (Rf)(t). (4.13)
On the other hand, taking in to account that the function z is the solution of the evolution
equation (1.5), using an integration by parts and the fact that range(Dµ) ⊂ ker(µ− Am)
for any µ ∈ ρ(A) we have
Am
∫ t
0
T−1(t− s)BKz(s)ds = µ (R(Kz(·)) (t) + Am
∫ t
0
T−1(t− s)(−A−1)DµKz(s)ds
= µ (R(Kz(·)) (t) + A
∫ t
0
T(t− s)DµK(Az(s) + f(s))ds,
for almost every t > 0, and all f ∈ C([0, T ], D(A)). Now the identity (4.13) becomes
(Rclf)(t) = (Rgµ)(t) +
(
R(DµKR
clf)
)
(t) (4.14)
for almost every t > 0, all µ ∈ ρ(A) and f ∈ C([0, T ], D(A)), where
gµ := (I + DµK)f + µKz(·).
By assumption there exists cT > 0 such that
‖Rϕ‖Lp([0,T ],X) 6 cT ‖ϕ‖Lp([0,T ],X), ϕ ∈ L
p([0, T ], X).
Let ω > max{ω0(A), ω0(A)} and choose and fix µ > ω+ (2cTκ‖K‖)
p, where the constant
κ > 0 is given in (4.11). Then we have
‖DµK‖ 6
1
2cT
. (4.15)
Now using (4.15), (4.9) and Ho¨lder inequality, we obtain
‖gµ‖Lp([0,T ],X) 6
(
1 +
1
2cT
+ T |µ|‖K‖e|ω|T )
)
‖f‖Lp([0,T ],X) := c˜T ‖f‖Lp([0,T ],X). (4.16)
Now we define the operator
(Fµg)(t) = R(DµKg)(t),
for any t > 0 and measurable functions g : [0, T ]→ X . Using (4.14), we obtain
(I − Fµ)Rclf = Rgµ . (4.17)
Remark that the restriction of I − Fµ to Lp([0, T ], X) is invertible, since by (4.15), we
have
‖Fµg‖Lp([0,T ],X) 6
1
2
‖g‖Lp([0,T ],X).
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Now as Rgµ ∈ L
p([0, T ], X) then by (4.17), we have Rclf ∈ Lp([0, T ], X) and
R
clf = (I − Fµ)−1Rgµ.
Finally, using (4.16), we obtain
‖Rclf‖Lp([0,T ],X) 6 2cT c˜T ‖f‖Lp([0,T ],X), f ∈ C([0, T ], D(A)).
The required result now follows by density.

Remark 4.14. In [24, Rem.11], the authors showed that if A has a maximal Lp-regularity
on a UMD space X and a perturbation P : X → X−1 satisfies ‖(−A−1)
−1P‖ 6 η with η
small in some sense (see condition (7) in [24]), then the part of A−1 + P on X has also
the maximal Lp–regularity on X . The UMD property is an essential condition in [24]
due to a Weis’ perturbation theorem [34]. In our case, X is a general Banach space (not
necessarily UMD). However, instead of the above condition on P we have assumed that
the operator P = BK is p–admissible control operator for A (which is the case when B
is so). This condition together with (4.11) easily imply the condition (7) in [24].
We now state the result giving the maximal Lp-regularity for the systems (1.1) (or
equivalently for the equation (1.4)) in the case when K ∈ L(X,U). This is equivalent to
the
Theorem 4.15. Let X,Z, U be Banach spaces such that Z ⊂ X (with continuous and
dense embedding ), p ∈ (1,∞) and consider the evolution equation (1.1) with bounded
boundary perturbation operator K ∈ L(X,U). Assume that the conditions (H1) to (H4)
are satisfied. Moreover, we assume that the triple (A,B,P) generates a regular linear
system on X,U,X where P is the restriction of P to D(A). Then the operator (A +
P,D(A)) is the generator of a strongly continuous semigroup on X. Moreover, if A ∈
MR(0, T ;X) then A+ P ∈MR(0, T ;X) (and hence the evolution equation (1.1) has the
maximal Lp-regularity).
Proof. The fact that (A + P,D(A)) is a generator on X is already proved in Theorem
3.4. Now if A ∈ MR(0, T ;X), then A ∈ MR(0, T ;X), by Theorem 4.13. On the other
hand, Theorem 3.4 shows that P is p-admissible observation operator for A. So, thanks
to Theorem 4.8 we also have A+ P ∈MR(0, T ;X). 
4.4. Staffans-Weiss perturbation. In this part, we study maximal Lp–regularity for
the boundary perturbed equation (1.1) in the general case when the boundary perturba-
tion K is unbounded. We then assume, as in the previous part of this paper, that (H1)
and (H2) are satisfied. In addition we suppose the following condition
(H3)’ K : Z → U is linear bounded (i.e. K ∈ L(Z, U)).
On the other hand, letB and C as in (3.2). We shall also consider the following assumption
(H4)’ the triple (A,B,C) generates a regular linear system on X,U, U with IU :
U → U as an admissible feedback operator.
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Theorem 4.16. Let X,Z, U be Banach spaces such that Z ⊂ X (with continuous and
dense embedding) and let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied. Then the
operator (A, D(A)) defined by (3.1) generates a strongly continuous semigroup which is
analytic whenever the semigroup generated by A is.
Proof. According to Theorem 3.1 (i) A is a generator of a strongly continuous semigroup
Tcl := (Tcl(t))t>0 on X . Now assume that A generates an analytic semigroup T on X .
Then there exist constants β ∈ R and M1 > 0 such that Cβ ⊂ ρ(A) and
‖R(λ,A)‖ 6
M1
|λ− β|
, λ ∈ Cβ (4.18)
On the other hand, let us prove that the admissibility of B and C for A, imply that
M2 := sup
z∈C0
|z|
1
q ‖CR(z, A)‖ < +∞ and M3 := sup
z∈C0
|z|
1
p‖R(z, A−1)B‖ < +∞, (4.19)
where 1
p
+ 1
q
= 1. In fact, we will give a slight modification of the proof given in [7,
lem.1.6]. Since A generates a bounded analytic semigroup there exist ω ∈]π
2
, π[ such that
σ(A) ⊂ C\Σω. Let γ ∈]
π
2
, ω[ and Γ the path defined by
Γ = {re±iγ, r > 0}
We can see easily that |Rez|
|z|
= sin γ. By virtue of the resolvent equation and using the
analyticity of the semigroup, we obtain:
|z|
1
q ‖CR(z, A)‖ 6MΓ sup
s∈C0
(Re(s))
1
q ‖CR(s, A)‖, z ∈ Γ
for some constant MΓ > 0. Since C is p-admissible for A, we have
sup
s∈C0
(Re(s))
1
q ‖CR(s, A)‖ < +∞
and thus:
sup
z∈Γ
|z|
1
q ‖CR(z, A)‖ < +∞
The application
ϕ : Σω → L(X, Y )
z 7→ z
1
qCR(z, A)
is analytic, then for all z ∈ C0 we have
z
1
qCR(z, A) =
1
2πi
∫
Γ
u
1
qCR(u,A)
u− z
du
Since ϕ is bounded on Γ, then it is bounded on C0 and this is what we want. The other
estimation is obtained by the same arguments. Let ω1 := max{ω0(A), ω0(A)}. From
Theorem 3.1 (ii) we know that for any λ ∈ Cω1 , we have
R(λ,A) = (I − DλK)
−1R(λ,A)
= R(λ,A) +R(λ,A−1)B(IU − CΛDλ)
−1CR(λ,A). (4.20)
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On the other hand, (IU −CΛDλ)
−1 = I +Hcl(λ), where Hcl is the transfer function of the
(closed-loop) regular linear system generated by (A, B, CΛ). Hence there exists α > ω0(A)
such that
ν := sup
Cα
∥∥(IU − CΛDλ)−1∥∥ <∞. (4.21)
Now let ω2 := max{0, α, β, ω1}. Then by using (4.18), (4.19), (4.20) and (4.21), we obtain
‖R(λ,A)‖ 6
M˜
|λ− ω2|
for all λ ∈ Cω2 , where M˜ =M1 + νM2M3. 
The following result shows the maximal regularity of the perturbed boundary value
problem (1.1) in the case of P ≡ 0.
Theorem 4.17. Let X,Z, U be Banach spaces such that Z ⊂ X (with continuous and
dense embedding) and let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied and let
p ∈ (1,∞). Let the operator (A, D(A)) defined by (3.1). Assume additionally that there
exists λ0 ∈ R such that
κ0 := sup
Reλ>λ0
‖λDλ‖ < +∞ (4.22)
If A ∈MR(0, T ;X) then A ∈MR(0, T ;X).
Proof. As A ∈MR(0, T ;X), there exists R ∈ L(Lp([0, T ], X)) such that
(Rf)(t) = A
∫ t
0
T(t− s)f(s)ds,
for all f ∈ Lp([0, T ], X) and a.e t > 0. By Theorem 4.16, A generates an analytic
semigroup Tcl on X . We then can define the following operator
(Rclf)(t) := A
∫ t
0
Tcl(t− s)f(s)ds f ∈ C([0, T ];D(A)).
Our objective is to show that the operator Rcl admits a bounded extension on
Lp([0, T ];X). On the other hand, we define the Yosida approximation operators of A
by
An := nAR(n,An) = n
2R(n,An)− nI,
for any n ∈ N such that n > ω0(A). From (4.20) and for any sufficiently integer n, one
can write
An = nAR(n,A) + n
2Dn(I − C∧Dn)
−1CR(n,A) . (4.23)
We also set
(Rclnf)(t) := An
∫ t
0
Tcl(t− s)f(s)ds,
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for f ∈ C([0, T ];D(A)) and n ∈ N such that n > ω0(A). We have (see [13]),
(Rclf)(t) = lim
n→∞
(Rclnf)(t),
for every t ∈ [0, T ]. Using Proposition 3.3, we have
(Rclnf)(t) = An
(∫ t
0
T(t− s)f(s)ds+
∫ t
0
T−1(t− s)CΛz(s)de
)
,
where
z(t) =
∫ t
0
Tcl(t− s)f(s)ds, t > 0.
Using (4.23), for large n,
(Rclnf)(t) = nAR(n,A)
∫ t
0
T(t− s)f(s)ds
+ n2Dn(I − CΛDn)
−1CR(n,A)
∫ t
0
T(t− s)f(s)ds
+ nAR(n,A)
∫ t
0
T−1(t− s)BCΛz(s)ds
+ n2Dn(I − CΛDn)
−1CR(n,A)
∫ t
0
T−1(t− s)BCΛz(s)ds
:= I1n(t) + I
2
n(t) + I
3
n(t) + I
4
n(t).
We have ∫ T
0
‖I1n(t)‖
pdt = ‖R(nR(n,A)f)‖pLp([0,T ],X)
6 cT ‖f‖
p
(Lp[0,T ],X) ,
for a constant cT > 0 independent of f . On the other hand,∫ T
0
‖I2n(t)‖
pdt =
∫ T
0
‖nDn(I − C∧Dn)
−1CnR(n,A)
∫ t
0
T(t− s)f(s)ds‖pdt
6 (κν)p
∫ T
0
‖C
∫ t
0
T(t− s)nR(n,A)f(s)ds‖pdt
6 (κνγT )
p‖f‖pLp := cT,1‖f‖
p
Lp,
due to (4.21), (4.22) and Lemma 3.2, where cT,1 is a constant independent of f . We
estimate I3n(t) by ∫ T
0
‖I3n(t)‖
pdt =
∫ T
0
‖A
∫ t
0
T(t− s)nDnCΛz(s)ds‖
pdt
= ‖R(nDnCΛz(s))‖
p
Lp([0,T ],X)
6 cTκ
p
0 ‖CΛz(s)‖
p
Lp([0,T ],U)
6 cT,2‖f‖
p
Lp,
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due to (4.22) and Proposition 3.3, where cT,2 > 0 is a constant independent of f . Similarly,∫ T
0
‖I4n(t)‖
pdt =
∫ T
0
‖nDn(I − CΛDn)
−1C
∫ t
0
T(t− s)nR(n,A)BCΛz(s)ds‖
pdt
6 (νκ0)
p
∫ T
0
‖C
∫ t
0
T(t− s)nDnCΛz(s)ds‖
pdt
6 cT,3‖f‖
p
Lp,
by (4.21), (4.22), Lemma 3.2 and Proposition 3.3, where cT,3 > 0 is a constant independent
of f . Finally one can conclude that∫ T
0
‖(Rclnf)(t)‖
pdt 6 C˜p‖f‖
p
Lp,
for some constant C˜p > 0 depending on p and independent of f .
Since ‖(Rclnf)(t)‖
p → ‖(Rclf)(t)‖p for all t ∈ [0, T ], we conclude by Fatou’s lemma that∫ T
0
‖(Rclf)(t)‖pdt 6 lim inf
∫ T
0
‖(Rclnf)(t)‖
pdt
6 C˜p‖f‖
p
Lp.
Thus Rcl can be extended to a bounded operator on Lp([0, T ];X). 
Remark 4.18. Here we will show that the result of Theorem 4.17 holds only in non reflexive
Banach spaces. To that purpose, we define, for α ∈ (0, 1), the Favard space of order α
associated to A by
FAα :=
{
x ∈ X : sup
t>0
∥∥∥∥T(t)x− xtα
∥∥∥∥ <∞
}
with norm
‖x‖FAα := sup
t>0
∥∥∥∥T(t)x− xtα
∥∥∥∥ .
Now the assumption supReλ>λ0 ‖λR(λ,A−1)B‖ < +∞ in the previous theorem implies
that range(B) ⊂ F
A−1
1 (see [25, Remark 10]) and it is important to remark that the
control operator B is strictly unbounded, i.e. range(B) ∩X = {0}, since it comes from
the boundary (see [30]). These facts force us to work in non-reflexive Banach spaces,
because if X is reflexive, it is well known that F
A−1
1 = X , thus range(B) ⊂ X and this
cannot be true.
Now we state the previous theorem in the case of X being a GT -space (e.g. if X = L1
or X = C(K), see for instance [21]), which is a non-reflexive space.
Corollary 4.19. Let X,Z, U be Banach spaces such that Z ⊂ X (with continuous and
dense embedding) and let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied such that
either X or X∗ is a GT -space. Let the operator (A, D(A)) be defined by (3.1). Assume
additionally that there exist λ0 ∈ R such that
κ0 := sup
Reλ>λ0
‖λDλ‖ < +∞
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If A is an H∞-sectorial operator on X with ωH(A) <
π
2
then A ∈MR(0, T ;X).
Proof. According the Theorem 7.5 in [21], if A is an H∞-sectorial operator on X with
ωH(A) <
π
2
then A has maximal Lp-regularity for all 1 < p < ∞, which implies by
Theorem 4.17 that Acl ∈MR(0, T ;X). 
The next theorem present a perturbation result on UMD-spaces.
Theorem 4.20. Let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied with X,U be
UMD-spaces and A generates a bounded analytic semigroup. Assume that there exists
ω > max{ω0(A);ω0(A)} such that the sets {s
1
pR(ω + is, A−1)B; s 6= 0} and {s
1
qCR(ω +
is, A); s 6= 0} are R-bounded. If A ∈MR(0, T ;X) then A ∈MR(0, T ;X).
Proof. Assume that A ∈ MR(0, T ;X) and let ω > max{ω0(A);ω0(A)} such that the
sets {s
1
pR(ω + is, A−1)B; s 6= 0} and {s
1
qCR(ω + is, A); s 6= 0} are R-bounded. Denote
Aω := −ω + A and Aω := −ω + A with domains D(Aω) = D(A) and D(Aω) = D(A),
respectively. These operators are generators of analytic semigroups onX . We first observe
that Aω ∈MR(0, T ;X). To prove our theorem it suffice to show that Aω ∈MR(0, T ;X).
Clearly, ω0(A
ω) = ω0(A) − ω < 0 and ω0(A
ω) = ω0(A) − ω < 0, so that iR\{0} ⊂
ρ(Aω)∩ρ(Aω). It is not difficult to show that (Aω, B, C) is also a regular linear system on
X,U, U with the identity operator IU : U → U as an admissible feedback. Now according
to Theorem 2.5, the following operator
Acl,ω := Aω−1 +BCΛ, D(A
cl,ω) =
{
x ∈ D(CΛ) : (A
ω
−1 +BCΛ)x ∈ X
}
.
As Aω−1 = A−1−ω, then D(A
cl,ω) = D(A), and Acl,ω = Aω due to Theorem 3.1 (i). As in
(4.20) we have
sR(is,Aω) = sR(is, Aω) + s
1
pR(is, Aω−1)B(I −H
ω(is))−1s
1
qCR(is, Aω)
= sR(is, Aω) + s
1
pR(ω + is, A−1)B(I −H
ω(is))−1s
1
qCR(ω + is, A),
(4.24)
where Hω(λ) = CΛR(λ,A
ω
−1)B, λ ∈ ρ(A), is the transfer function of the regular linear
system generated by (Aω, B, C). Using the assumptions, the equation (4.24) and Theorem
4.6, it suffice to show that the set {(I − Hω(is))−1 : s 6= 0} is R-bounded. In fact, by
Theorem 3.1 (i) and the condition (H4)′ the triple operator (Aω, B, CΛ) generates a
regular linear system with transfer function
Hcl,ω(is) = (I −Hω(is))−1Hω(is), s 6= 0,
which implies that
(I −Hω(is))−1 = IU +H
cl,ω(is), s 6= 0.
According to Remark 4.5, the set {Hcl,ω(is) : s 6= 0} is R-bounded. Hence {(I −
Hω(is))−1 : s 6= 0} is R-bounded. This ends the proof. 
Proposition 4.21. Let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied with X,U
be UMD-spaces and A generates a bounded analytic semigroup. Assume that there exist
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constants ω > max{ω0(A), ω0(A)} and α ∈ (
1
p
, 1) such that the set {sαR(ω+is, A−1)B; s 6=
0} is R-bounded. If A ∈MR(0, T ;X) then A ∈MR(0, T ;X).
Proof. Let the operators Aω and Aω as in the proof of Theorem 4.20. Let s ∈ R\{0} and
α ∈ (1
q
, 1). According to Theorem 4.6 it suffices to show that the set {sR(is,Aω) : s 6= 0}
is R-bounded. In fact, as in (4.24), we obtain
sR(is,Aω) = sR(is, Aω) + sαR(is, Aω−1)B(I −H
ω(is))−1s1−αCR(is, Aω).
By the proof of Theorem 4.20, we know that the set {(I − Hω(is))−1 : s 6= 0} is R-
bounded. Now as by assumption the set {sαR(is, Aω−1)B; s > 0} is R-bounded, it suffices
to show that the set {s1−αCR(is, Aω); s > 0} is R-bounded. We have
s1−αCR(is, Aω) = s1−αC(−Aω)−α(−Aω)αR(is, Aω)
= C(−Aω)−α
[
(−Aω)α(is− Aω)−α
] [
s1−α(is− Aω)α−1
]
.
By [24] Lemma 10, the sets {(−Aω)α(is−Aω)−α; s > 0} and {s1−α(is−Aω)α−1; s > 0} are
R-bounded. On the other hand, by Lemma 4.10 the operator C(−Aω)−α has a bounded
extension to X . Hence the set {s1−αCR(is, Aω); s > 0} is R-bounded. This ends the
proof. 
We end this section by the following result given the maximal Lp-regularity for the
evolution equation (1.1) (or equivalently (1.4)).
Corollary 4.22. Let conditions (H1), (H2), (H3)′ and (H4)′ be satisfied on Banach
spaces X,U and A ∈ MR(0, T ;X). Moreover, we assume that (A,B,P) generates a
regular linear system on X,U,X with P ∈ L(D(A), X) is the restriction of P : Z → X on
D(A). Then the operator A + P ∈ MR(0, T ;X) (or equivalently the evolution equation
(1.1) has maximal Lp-regularity) if one of the following conditions hold:
(i) X is a non reflexive Banach space and there exists λ0 ∈ R such that
sup
Reλ>λ0
‖λDλ‖ <∞.
(ii) X and U are UMD spaces, the sets {s
1
pR(is, A−1)B; s 6= 0} and {s
1
qCR(is, A); s 6=
0} are R-bounded.
(ii) X and U are UMD-spaces, and A generates a bounded analytic semigroup and
there exist constants ω > max{ω0(A), ω0(A)} and α ∈ (
1
p
, 1) such that the set
{sαR(ω + is, A−1)B; s 6= 0} is R-bounded.
Proof. First of all the operator P is p-admissible observation operator for A, due to
Theorem 3.4. Now the assertion (i) follows by combining Theorem 4.8 and Theorem
4.17. The assertion (ii) follows by combining Theorem 4.8 and Theorem 4.20. Finally,
the assertion (iii) follows by combining Theorem 4.8 and Proposition 4.21. 
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5. Applications
The object of this section is to apply our obtained results to solve the problem of
maximal Lp–regularity for integro-differential equations and boundary integro-differential
equations. We then extend some results in [4].
5.1. Maximal regularity for free-boundary integro-differential equations. Let
X0, U0, Z0 be Banach spaces such that Z0 ⊂ X0 with continuous and dense embedding
and let q ∈ (1;∞). We consider the following problem:

˙̺(t) = Am̺(t) +
∫ t
0
a(t− s)F̺(s)ds+ f(t), t > 0,
G̺(t) = 0, t > 0,
̺(0) = 0,
(5.1)
where Am : Z0 → X0 is a closed linear differential operator, F : Z0 → X0 a linear
operator, G : Z0 :→ U0 is a (trace) linear boundary operator and a certain measurable
function f : [0,∞)→ X0.
The main purpose of this subsection is to apply our abstract results on maximal regu-
larity developed in Section 4 for the integro-differential equation (5.1). We first assume
that
(A1) A0 := Am with domain D(A0) := ker(G) is a generator of a C0–semigroup T0 :=
(T0(t))t>0 on X0.
On the other hand, we denote
F0 := Fı, with ı : D(A0)→ X0 is the continuous injection.
We now introduce the Banach product space
X := X0 × L
q(R+, X0) with norm ‖(
x
f )‖ := ‖x‖+ ‖f‖q.
On the other hand, we consider the matrix operator
A :=
(
A0 δ0
Υ d
ds
)
, D(A) = D(A0)×D(
d
ds
), (5.2)
where Υx = a(·)Fx for x ∈ D(A0). Moreover, we define the function ζ : [0,+∞)→ X by
ζ(t) =
(
f(t)
0
)
, t > 0. (5.3)
Now to solve the integro-differential equation (5.1), we just have to solve the equation{
z˙(t) = Az(t) + ζ(t), t > 0,
z(0) = ( 00 ),
(5.4)
and then the solution ̺ of (5.1) is none other than the first component of the solution
z(see [13]).
Let define the left shift semigroup on Lq(R+, X0) by
(S(t)f)(s) = f(t+ s), t, s > 0.
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We recall that the left shift semigroup S := (S(t))t>0 is not analytic on L
q(R+, X0),
so that the evolution equation associated with this semigroup hasn’t the maximal Lp–
regularity on Lq(R+, X0). Hence one cannot expect the maximal regularity for the problem
(5.4) on the space X as well even if we assume that A0 has the maximal L
p–regularity
on X0. To overcome this obstacle we shall work in a small space of X with respect to
the second component. That is one looks for subspaces of Lq(R+, X0) in which the left
shift semigroup S := (S(t))t>0 is analytic. This observation has already been used in [4],
[5] to prove analyticity and maximal regularity of a particular class of Volterra equations.
Indeed, let h : R+ → R+ be an admissible function, that is h is an increasing and convex
function such that h(0) = 0. On the other hand, define the sector
Σh := {σ + iτ ∈ C; x > 0 |y| < h(σ)}.
For q ∈ (1;∞), we define the Bergman space of holomorphic Lq-integrable functions by:
B
q
h,X0
:= Bqθ(Σh;X0) :=
{
f : Σh → X0 holomorphic ;
∫
Σh
‖f(τ + iσ)‖qX0dτdσ <∞
}
,
with
‖f‖Bq
h,X0
:=
(∫
Σh
‖f(τ + iσ)‖qX0dτdσ
) 1
q
.
The following result is a slight modification of the one proved in [6, lem.4.3].
Lemma 5.1. Let s > 1, p > 1 and h be an admissible function such that:∫ 1
0
h(σ)1−sdσ < +∞.
Then for every q = ps
s−1
and every R > 0 there exists C > 0 such that:∫ R
0
‖f(t)‖pX0dt 6 C‖f‖
p
B
q
h,X0
,
holds for every f ∈ Bqh,X0.
Proof. The proof of this lemma is similar to the proof of Lemma 4.3 in [6]. We estimate
‖f(r)‖p using Cauchy’s formula and we follow the same steps. 
Hereafter, we will take p > 1, h(σ) = tan(θ)σ, s ∈ (1, 2) and q = ps
s−1
. It is not hard to
see that h is an admissible function and Σh is none other than Σθ.
In the rest of this paragraph, instead of the space X, we will work on the following
subspace
Xq := X0 × B
q
h,X0
, ‖( xf ) ‖Xq := ‖x‖X0 + ‖f‖Bqh,X0
.
On the space Bqh,X0, we define the complex derivative
d
dz
with its natural domain :
D
(
d
dz
)
:=
{
f ∈ Bqh,X0; f
′ ∈ Bqh,X0
}
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It is shown in [4] that the operator ( d
dz
, D( d
dz
)) generates an analytic semigroup of trans-
lation on the Bergman space Bqh,X0 and has the maximal L
p-regularity on Lq(R+, X0)
whenever X0 is an UMD space.
Let us now discuss the maximal regularity for the matrix operator A with domain
D(A) = D(A0) ×D
(
d
dz
)
on the space Xq. We first split the operator A as A := A + P,
where
A :=
(
A0 0
0 d
ds
)
; D(A) = D(A0)×D
(
d
dz
)
,
and
P :=
(
0 δ0
Υ0 0
)
; D(P ) = D(A0)×D
(
d
dz
)
.
where Υ0 := Υ|D(A0). Clearly, the operator A generates on X
q the following strongly
continuous semigroup
T(t) =
(
T0(t) 0
0 S(t)
)
.
The next result introduce conditions for which the operator P becomes an admissible
observation operator for A.
Lemma 5.2. Assume that a(·) ∈ Bqh,C and F0 ∈ L(D(A0), X0) is a p-admissible obser-
vation operator for A0. Then Υ0 ∈ L(D(A0), B
q
h,X0
) is a p-admissible operator for A0 as
well. In particular the operator P ∈ L(D(A), Xq) is a p-admissible observation operator
for A.
Proof. Since F0 is p-admissible observation operator for A0, for α > 0, there exists γ > 0
such that ∫ α
0
‖F0T0(t)x‖
p
X0
dt 6 γp‖x‖pX0 ,
for any x ∈ D(A0). On the other hand, we have∫ α
0
‖Υ0T0(t)x‖
p
B
q
h,X0
dt =
∫ α
0
(∫
Σh
‖a(τ + iσ)F0T0(t)x‖
q
X0
dτdσ
) p
q
dt
=
∫ α
0
(∫
Σh
|a(τ + iσ)|dτdσ
) p
q
‖F0T(t)x‖
p
X0
dt
= ‖a‖p
B
q
h,C
∫ α
0
‖F0T0(t)x‖
p
X0
dt
6
(
γ‖a‖Bq
h,C
)p
‖x‖pX0 ,
for any x ∈ D(A0). This shows that Υ0 is p-admissible observation for A0. On the other
hand, Lemma 5.1 implies that the operator δ0 : D
(
d
dz
)
⊂ Bqh,X0 → X is p-admissible
for d
dz
. Using the above expression of the semigroup (T(t))t>0 it is clear that P is a
p–admissible observation operator for A. 
Now we state the main result of this section:
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Theorem 5.3. Let X0 be a UMD space, s > 1, and h be an admissible function satisfying∫ 1
0
h(σ)1−sdσ < +∞.
Let p > 1 and set q = ps
s−1
. Assume that a(·) ∈ Bqh,C and F0 ∈ L(D(A0), X0) is a p-
admissible observation operator for A0. If A0 has maximal L
p-regularity on X0, then A
has the maximal Lp-regularity on Xq.
Proof. In [5], the author showed that ( d
dz
, D( d
dz
)) has the maximal Lp-regularity on Bqh,X0.
By assumptions, A0 has maximal L
p-regularity on X0, then it is easy to see that A has
maximal Lp-regularity on Xq. Since P is p-admissible for A and A = A + P , Theorem
4.8 guaranties that A has the maximal Lp-regularity on Xq. 
Remark 5.4. With the notation in [5, Thm.3.3], we have B(·) = a(·)F , but with the
concept of the admissibility of the operator F and according to Lemma 4.10 and Remark
4.11, B(·) becomes small with respect to A0 in the sense of (i) in [5, Thm 3.3]. Thus
the result of [5] can be obtained for this class of Volterra equation. Further, the author
in [5], proved that condition (ii) of [5, Thm.3.3] is also sufficient to obtain the required
result. But its not clear for us how the author in [5, Thm.3.3] can use [23, Corollary 12]
to obtain the result. However, under the condition (ii), the author in [5, Thm.3.3] can
get the desired result by observing only that (ii) implies easily(i). Our result of Maximal
Lp-regularity of free-boundary Volterra equation (5.1) is not very strong, since the author
in [5] shows it for a class of the operator F that are not necessarily admissible. However,
we show that the next example cannot be examined by the work [5, Thm.3.3].
5.2. Boundary perturbation of an integro-differential equation: We are still work-
ing under the setting of the previous section and we are now studding the problem:

˙̺(t) = Am̺(t) +
∫ t
0
a(t− s)F̺(s)ds+ f(t), t > 0
G̺(t) = K̺(t), t > 0
̺(0) = 0
(5.5)
where Am : Z0 → X0 is a closed linear operator, G,K : Z0 → U0 and F : Z0 → X0 are
linear operators. Moreover, we introduce the operator
A := Am, D(A) := {x ∈ Z0 : Gx = Kx}.
The problem (5.5) can now be written as
 ˙̺(t) = A̺(t) +
∫ t
0
a(t− s)F̺(s)ds+ f(t), t > 0,
̺(0) = 0, .
(5.6)
This integro-differential equation is similar to that investigated in the previous subsection.
We then use the same notation of Bergman space and product spaces. OnX = X0×B
q
h,X0
,
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let us define the matrix operator
G =
(
A δ0
Υ d
dz
)
, D(G) := D(A)×D
(
d
dz
)
,
where Υx = a(·)Fx for x ∈ Z0. As discussed in the previous subsection the maximal
Lp-regularity of the integro-differential equation (5.6) is reduced to look for conditions for
which the operator G is a generator on Xq and has the maximal Lp-regularity on Xq.
We introduce the following assumptions:
(A1) G : Z0 → U0 is surjective
(A2) A0 := Am with domain D(A0) := ker(G) is a generator of a C0–semigroup on X0.
As discussed in Section 2, the assumptions (A1) and (A2) imply that the Dirichlet
operator
Dλ :=
(
G| ker(λ−Am)
)−1
∈ L(U0, X0), λ ∈ ρ(A0),
exists. Define then
B0 := (λ− A0,−1)Dλ ∈ L(U0, X0,−1), λ ∈ ρ(A0),
K0 := K|D(A0) ∈ L(D(A0), U0),
F0 := F|D(A0) ∈ L(D(A0), X0).
We also need the following hypotheses
(A3) the triple operator (A0,B0,K0) generates a regular linear system on X0, U0, U0
with the identity operator IU0 : U0 → U0 as an admissible feedback.
(A4) the triple operator (A0,B0, F0) generates a regular linear system on X0, U0, X0.
The following result shows the generation property of the operator (G, D(G)).
Proposition 5.5. Let assumptions (A1) to (A4) be satisfied. Then the operator
(G, D(G)) generates a strongly continuous semigroup on Xq.
Proof. Assumptions (A1) to (A3) show that the operator (A, D(A)) generates a strongly
continuous semigroup on X0, see Theorem 3.1. On the other hand, if in addition we
consider the assumption (A4), then as in the proof of Theorem 3.4 (i), one can see that
the operator F ∈ L(D(A), X0) is a p-admissible observation of A. Hence the rest of the
proof follows exactly in the same way as in the previous subsection. 
The main result of this subsection is the following.
Theorem 5.6. let X0, U0 be UMD spaces, s > 1 a real number, and h be an admissible
function satisfying ∫ 1
0
h(x)1−sdx < +∞.
Let p > 1 and set q = ps
s−1
. Suppose that a(·) ∈ Bqh,C, assumptions (A1) to (A4) be satis-
fied, A0 generates a bounded analytic semigroup and there exists ω > max{ω0(A0);ω0(A)}
such that the sets {s
1
pR(ω + is,A0,−1)B0; s 6= 0} and {s
1
p′K0R(ω + is,A0); s 6= 0} are
R-bounded with 1
p
+ 1
p′
= 1. If A0 ∈MR(0, T ;X0) then G ∈MR(0, T ;X
q).
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Proof. According to Theorem 4.20, we have A ∈ MR(0, T ;X0). On the other hand
as we have mentioned in the proof of Proposition 5.5 the operator F is a p-admissible
observation operator for A. We then follow the same technique as in the proof of Theorem
5.3 to conclude that G ∈MR(0, T ;Xq). 
Remark 5.7. When perturbing boundary conditions of the integro-differential Volterra
equation (5.1), even if the operator F is a small perturbation of A0 which in turns implies
that B(·) = a(·)F satisfies the condition (i) of [5, Thm 3.3] with respect to A0, B do
not necessarily satisfies the condition (i) [5, Thm 3.3] with respect to A. Hence , the
result of [5, Thm.3.3] is not applicable. It is to be noted that if we assume that A0
generates an analytic semigroup on X0 and F is p-admissible observation operator for A0
(in particular it is small perturbation for A0, due to Remark 4.11), then F is p-admissible
for A (of course under the conditions (A3) and (A4)). So that F can be considered
as a small perturbation for A due to Remark 4.11. Even with this one cannot use [5,
Thm 3.3] to conclude that the integro-differential Volterra equation 5.6 has the maximal
Lp-regularity, because for Barta [5] it is not clear that A has the maximal Lp-regularity
on X .
5.3. Example of a IDE with perturbed boundary conditions: Let r, q ∈ (1,∞)
such that 1
r
+ 1
q
= 1. In this section, we first deal with the following PDE:

∂
∂t
w(t, s) = ∂
2
∂s2
w(t, s) + f(t), t ∈ [0, T ], s ∈ (0, 1)
∂
∂s
w(t, 1) = w(t, 1)− w(t, 0),
∂
∂s
w(t, 0) = 0
w(0, s) = 0,
(5.7)
Now let X0 = L
r(0, 1) and Amf := f
′′ with domain Z = {w ∈ W 2,r(0, 1), w′(0) = 0}.
We define on Z the operator:
G : Z → R
f → f ′(0).
We also define the unbounded operator K : Z → R by Kf := f(1)− f(0). One can see
that under this setting, the problem (5.7) can be transformed to :{
x˙(t) = Amx(t), 0 6 t 6 T, x(0) = 0
Gx(t) = Kx(t), 0 6 t 6 T .
We define the operator:
A0 = Am, D(A0) = KerG = {w ∈ W
2,r(0, 1), w′(0) = 0 and w′(1) = 0}.
It is well known that this operator has maximal regularity. We set:
Dλ := (G|ker(λ−Am))
and
B0 := (λ− A0,−1)Dλ
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and
K0 := K|D(A0)
Now the main result is the following theorem
Theorem 5.8. The operator A defined by :
Af = f ′′, D(A) := {w ∈ W 2,r(0, 1), w′(0) = 0 and w′(1) = w(1)− w(0)},
has maximal Lp-regularity for every p > 1 and the problem (5.7) has unique solution
w ∈ W 1,p([0, T ];X) ∩ Lp([0, T ];D(A)) such that:
‖w˙‖Lp([0,T ];X) + ‖w‖Lp([0,T ];X) + ‖w
′′‖Lp([0,T ];X) 6 C‖f‖Lp([0,T ];X),
for some constant C > 0.
Proof. We will show that conditions of Theorem 4.20 are satisfied. According to [1]
Theorem 2.4, to show that the triple (A0,B0,K0) generates a regular linear system, all we
have to show is that there exist β ∈ [0, 1] and γ ∈ (0, 1] such that :
(i) range(Dλ) ⊂ F
A0
1−β (where F
A0
α is the Favard space of A0 of order α)
(ii) D[(λ− A0)
γ ] ⊂ Z
(iii) β + γ < 1.
Let prove these three propositions:
(i) By simple calculation, one can see that there exist λ0 > 0 such that
sup
λ>λ0
‖λ
r+1
2r Dλ‖ < +∞.
This fact implies (see [1], Lemma A.1) that range(Dλ) ⊂ F
A0
r+1
2r
for some λ ∈ ρ(A0). We
take β = 1− r+1
2r
= r−1
2r
.
(ii) According to [1, Lemma A.2], we have to show that for α ∈ (0, 1) and every ρ > ρ0 > 0
we have
|K0f | 6 M(ρ
α‖f‖r + ρ
α−1‖f ′′‖r), f ∈ D(A0)
for some constant M > 0. For f ∈ D(A0) we know that
f(1) = f(0) +
∫ 1
0
f ′(s)ds,
then we can easily show that :
|f(1)− f(0)| 6 ‖f ′‖r .
By [13, Example III.2.2], we have for ǫ > 0
‖f ′‖r 6
9
ǫ
‖f‖r + ǫ‖f
′′‖r .
By taking ρ = ǫ−3, α = 1
3
and γ ∈ (1
3
, 1
r
)(we can always take 1 < r < 3), we show the
assertion.
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(iii) Clearly we have β + γ < 1
Hence, by [1, Theorem 2.4], the operators B0 and K0 are p-admissible for
2r
r+1
< p < 1
γ
and the triple (A0,B0,K0) generates a regular system and the identity is an admissible
feedback. For instance we can take p = 2.
To show that the sets {s
1
2K0R(is,A0); s 6= 0} and {s
1
2R(is, A0,−1)B0; s 6= 0} are R-
bounded, it is sufficient to show that K0 and B0 are l-admissible (l-admissibility is more
general than admissibility, see [19] for definitions), namely, it is sufficient to show that
the sets {s
1
2K0R(s + 1,A0); s > 0} and {s
1
2R(s+ 1,A0,−1)B0; s > 0} are R-bounded (see
[19, page 514]).
In order to prove that {s
1
2K0R(s+ 1,A0); s > 0} is R-bounded, we follow the example
in [19, page 528] and the technique used there to show the R-boundedness of the above
set, namely it suffices to find a space Z˜0 such that D(A0) ⊂ Z˜0 ⊂ X0 and K0 is bounded
in ‖ · ‖Z˜0→R and the set {s
1
2R(s+ 1,A0); s > 0} is R-bounded in L(Z˜0, X), this holds, by
the same example, for Z˜0 = W
1,p(0, 1) since K0 is bounded in L(Z˜0,R).
Now to show the R-boundedness of {s
1
2R(s + 1, A0,−1)B0; s > 0} we follow the same
example, we show that the set {s
1
2B∗0R(s + 1,A
∗
0); s > 0} is R-bounded. Let us first
determine B∗0, we proceed again as in [19], multiplying the first equation in (5.7) with a
fixed v ∈ C∞([0, 1]) and integrating by parts we obtain:
< w′(t, ·), v >(0,1)=< w(t, ·), v
′′ >(0,1) +Gw(t, ·)δ1v,
this means that B∗0 = δ1. By the same argument used to show that {s
1
2K0R(s+1,A0); s >
0} is R-bounded, we show that {s
1
2B∗0R(s+ 1,A
∗
0); s > 0} is R-bounded.
All hypothesis of Theorem 4.20 are satisfied, and hence the operator A defined above
has the maximal L2-regularity, thus maximal Lp-regularity for every p > 1 and then
problem (5.7) has unique solution w ∈ W 1,p([0, T ];X0) ∩ L
p([0, T ];D(A)) such that:∥∥∥∥ ∂∂tw(·, ·)
∥∥∥∥
Lp([0,T ];X0)
+ ‖w(·, ·)‖Lp([0,T ];X) + ‖
∂2
∂s2
w(·, ·)‖Lp([0,T ];X0) 6 C‖f‖Lp([0,T ];X0),
for some constant C > 0.

Now, we can consider the following partial integro-differential equation (PIDE) governed
by the heat equation


∂
∂t
w(t, s) =
∂2
∂s2
w(t, s) +
∫ t
0
a(t− τ)Fu(τ, s)dτ + f(t), t ∈ [0, T ], s ∈ (0, 1)
∂
∂s
w(t, 1) = w(t, 1)− w(t, 0),
∂
∂s
w(t, 0) = 0,
w(0, s) = 0,
(5.8)
where F : Z0 → X0 is a linear operator and a ∈ B
q
h,C (see notation above). We will use
the same notation as in the beginning of this subsection. We then assume that A0 has the
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maximal Lp-regularity. By applying Theorem 5.6, we can easily check maximal regularity
of (5.8) if the triple (A0,B0, F|D(A0)) generates a regular linear system. Let F = (−A0)
θ
for some θ ∈ (0, 1
p
). By Remark 4.7, the triple (A0,B0, (−A0)
θ
|D(A0)
) generates a regular
linear system. Now, all assumptions of Theorem 5.6 are verified, the equation (5.8) has
the maximal Lp–regularity.
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