Summary. I studied the foraging behavior of ruddy ducks (Oxyura jamaieensis) feeding on patchily distributed prey in a large (5-m long, 2-m wide, and up to 2-m deep) aquarium. The substrate consisted of a 4 x 4 array of wooden trays (1.0-m long, 0.5-m wide, and 0.1-m deep) which contained 6 cm of sand. Any tray could be removed from the aquarium and "loaded" with a known number of prey. One bird foraged in the aquarium at a time; thus, by removing a food tray after a trial ended and counting the remaining prey, I calculated the number of prey consumed by the bird. I designed several experiments to determine if ruddy ducks abandoned a food patch in a manner consistent with the predictions of a simple, deterministic, patch depletion model. This model is based on the premise that a predator should maximize its rate of net energy intake while foraging. To accomplish this, a predator should only remain in a food patch as long as its rate of energy intake from that patch exceeds the average rate of intake from the environment. In the majority of comparisons, the number of food items consumed by the ruddy ducks in these experiments was consistent with the predictions of the foraging model. When the birds did not forage as predicted by the model, they stayed in the patch longer and consumed more prey than predicted by the model. An examination of the relation between rate of net energy intake and time spent foraging in the food patch indicated that by staying in a patch longer than predicted, the ruddy ducks experienced only a small deviation from maximum rate of net energy intake. These results provided quantitative support for the prediction that ruddy ducks maximize their rate of net energy intake while foraging.
this pattern throughout a foraging bout. These observations, plus the results of prey sampling at ruddy duck foraging sites (Tome 1981) , suggest that their foods have a patchy distribution.
Female ruddy ducks must consume between 5000 and 8000 chironomids per hour spent feeding, or 20-40 chironomids per dive, to meet total daily energy requirements during reproduction (Tome 1981) . These results led me to question how ruddy ducks "decide" to leave an exploited patch to begin searching for a new, undepleted patch if they are to successfully locate and consume enough chironomids to meet their energy needs. A method of learning more about the foraging behavior of ruddy ducks is to compare results from experimental trials with those predicted by optimal foraging models.
~. The question of whether animals exhibit optimal foraging behavior has been disputed by ecologists. Emlen (1966) and MacArthur and Pianka (1966) were first to mathematically model the optimal utilization of food resources by predators. Their papers formed the basis for research about what is generally known as optimal foraging theory. Reviews of the optimal foraging theory literature by Krebs and Cowie (1976) , Pyke et al. (1977) , Krebs et al. (1983) and Pyke (1984) indicate that most species whose foraging behavior has been analyzed conform closely to the qualitative predictions of optimal foraging models. A major criticism of optimal foraging theory, however, is that few rigorous quantitative studies have tested predictions of the theory (see, however, Cowie 1977; Belovsky 1981 Belovsky , 1984 .
One problem faced by many predators is when to leave a food patch and begin searching for a new, undepleted patch. Charnov (1976) developed a model, the marginal value theorem, to predict the optimal time for a predator to leave the patch. Charnov's model predicts that a predator will cease foraging in a patch when its rate of food intake drops below the average rate of intake for the entire environment. The rate of prey intake from a patch may decrease as a result of 1) the predator consuming prey in the patch (exploitation depression), 2) prey fleeing from the foraging area (behavioral depression), or, 3) prey changing their location within the foraging area to decrease their vulnerability (microhabitat depression) (Charnov et al. 1976) .
Because ruddy ducks feed on invertebrates distributed in patches that may become depleted, their foraging behavior may be compared with predictions of Charnov's (1976) marginal value theorem. This paper reports on a series of 4 experiments that I designed to determine if ruddy ducks exploit food patches in a manner consistent with the predictions of the marginal value theorem.
Methods
I conducted all experiments within a large, concrete and glass aquarium that was 5-m long, 2-m wide, and 2-m deep. Three 1-m by l-m glass windows were located on one side and a single 1-m by 1-m window was located on one end. The windows permitted observing and filming of the bird's underwater behavior. The substrate consisted of a 4 x 4 array ( Fig. 1 ) of 1.0-m long, 0.5-m wide, and 0.1-m deep wooden trays filled with 6 cm of sand. The trays could be removed from the aquarium and replaced with trays that had food items hidden in the sand; these trays were food patches in the experiments. Depending on the experiment, 1 or 2 trays were chosen as food patches and contained a specified number of prey. The trays also could be situated at any level in the water column to create different diving depths for the birds.
Six ruddy ducks (4 males, 2 females) were selected randomly from the 45 that were available for the study. They were hatched from eggs collected in the wild and reared in captivity at Delta Waterfowl and Wetlands Research Station, Portage la Prairie, Manitoba, Canada following techniques described by Ward and Batt (1973) . First generation hatchery birds were used to minimize experimental bias that could result from observing descendants of birds reared in captivity for many generations. Individuals were named after their leg band colors and will subsequently be referred to as A1 (female aluminum), Blue, Green, Fred (female red), Red, and Yellow. For each experiment, the birds were subjected to the exact experimental procedure for 7 days before I collected data; by doing this I assumed the birds learned the quality (e.g., no. of prey expected, initial encounter rate with prey, etc.) of the food patches available in the experiment.
Although wild ruddy ducks feed primarily on chironomid larvae, I could not obtain adequate numbers of them for my experiments. Consequently, I used wheat grains as prey. Experimental birds had experienced feeding on wheat because it was in their daily maintenance diet. Several times I observed the bird's foraging on both chironomid larvae and wheat grains and they did not exhibit any obvious behavioral differences when consuming the two food types. Between experiments, birds were fed an ad lib. ration of wheat, protein supplement, grit, and vitamins. Food was withheld from the birds for approximately 10 h before each trial.
The procedure for placing prey in the food patches was the same in all experiments. Before conducting experiments on each day, I counted out the appropriate number of prey to be placed in each food patch for all experiments on that day. Before I placed prey items in the tray, I removed the top 1 cm of sand. The wheat grains were scattered evenly on the surface of the remaining sand. Sand that had been removed was carefully placed over the prey so that they were not disturbed.
When experiments were not being conducted, an array of empty patches was present in the aquarium. Before each trial, the empty tray in the location designated as a food patch was removed from the aquarium and replaced with one containing food. One bird was allowed to forage in the aquarium until the end of the trial; then, the exploited food patches were removed and replaced with full food patches. The order of the birds in the foraging trial was chosen randomly each day to avoid biases that could result from duration of pre-experiment food deprivation.
The contents of exploited patches were sieved through a large screen with openings (0.32 cm) that retained unconsumed wheat. The number of food items consumed by the bird during a foraging bout was then calculated. This procedure was repeated for each food patch visited during a trial.
Experiment 1 : Establishing the energy gain function
I designed this experiment to measure the rate of prey consumption relative to the time spent foraging in the patch. My objectives were to: 1)determine if the rate of energy consumption decreased with time spent in the patch and, 2) define the function (the energy gain curve) that described the rate of energy (prey item) intake by each bird from patches of 2 types (high and low density). The energy gain curve was needed to predict when the bird should abandon a patch and move to an unexploited one.
Water depth was 1 m and the prey densities were 100items per tray (200prey m -z) for the first series of trials and 150 items per tray (300 prey m-2) for the second series. The food patch was always located in tray 1 2 ( Fig. 1 ) during this experiment; thus, the birds quickly learned the location of and dived directly to the food patch.
A single bird was allowed to forage in the tray for a predetermined time; then, the bird was removed from the aquarium. Ten trials per bird, with foraging times ranging from 5 to 200 s, were conducted at each prey density to determine the shape of each bird's energy gain curve. During a feeding bout, travel time to and from the food patch, feeding time in the patch, and the time spent on the water surface between dives (dive-pause) were measured. The ruddy ducks made several dives to a food patch, resting on the water surface between dives, before the patch was abandoned. The feeding time included only the amount of time the bird actively sieved through the food patch substrate.
A scatter-plot of the cumulative number of food items consumed in relation to the cumulative time spent in the food patch at each density was used to determine if the energy gain function was curvilinear. The function describing the curve was determined from a natural logarithmic transformation of the dependent and independent variables to obtain a linear relationship. Linear regression was employed to determine the energy gain function (Zar 1974) . Back transformation of the linear regression results provided a power function equation of the form Y= aX b. The slope and intercept of the transformed linear regression equations were compared among birds with analysis of covariance (ANCOVA) (Zar 1974) . All tests were considered significant at alpha _< 0.05.
Experiment 2: Optimal patch departure." I patch density of known location I designed this experiment to determine the relation between the energetic cost of obtaining food from a patch and the number of prey consumed from the patch. A prediction of the marginal value theorem is that the amount of food consumed in a patch will increase as the energy cost of traveling between patches increases (Charnov 1976) .
In this experiment, 2 trays were designated as food patches and each contained 150 items (300 prey m -2) at the beginning of each trial. Food patch locations were constant (Trays 1-2 and 4-2) throughout the experiment. The experiment was divided into three phases; each with a different energy cost of traveling between the food patches. In Phase A, the trays were at a depth of 1 m. In Phase B, the trays were at a depth of 2 m and a floating, wire-mesh screen with a small opening in the center was placed on the water surface. The test bird had to initiate and end all dives from this opening, which was positioned so that the one-way travel distance to the center of each food patch was 2.3 m. Finally, in Phase C, all trays were kept at 2 m and energy costs of travel between the food patches were further increased by adding a styrofoam "backpack" to each bird to increase its buoyancy by 10%. Otherwise, the experimental design was the same as in Phase A.
During each phase of this experiment, a trial began with the first dive to one of the food patches. Because the birds were conditioned to the exact experimental procedure for one week before the initiation of the actual experiment, the birds always dived to and foraged within one of the food patches. A trial continued until the bird abandoned 29 the second food patch and began searching for food elsewhere within the array of trays. As soon as this happened, the trial was ended and the two exploited food patches were removed from the aquarium. The remaining food items were counted to determine the number consumed by the birds. During the trial, I recorded the travel time to and from the feeding site, the time spent foraging in each food patch, and the dive-pause times.
Five trials were conducted for each bird in Phases A and B and 10 trials per bird were conducted in Phase C. Because 2 patches were exploited in each trial, this provided 10 patch depletion measurements in Phases A and B and 20 measurements in Phase C. I used a t-test to compare the average number of food items consumed from a patch with the value predicted by the marginal value theorem.
Experiment3: Optimal patch departure: 2 patch densities of known location
I designed this experiment to determine if the foraging birds depleted food patches to the predicted optimal level when the patches in the aquarium environment were of different quality. This design was similar to that of Phase B of Experiment 2, except that Tray 4-2 contained 150 prey (300 m-2), Tray 1-2 contained 100 prey (200 m -2) and the wire-mesh screen was not placed on the water surface. The criteria ending a foraging trial in Experiment 2 also were used in this experiment. Travel time to and from the feeding site, the time spent foraging in each food patch, and dive-pause time were measured.
Ten trials were conducted for each bird. 1 used a t-test to detect significant differences between the average number of prey consumed from a patch and the number predicted by the marginal value theorem.
Experiment 4: Optimal patch departure from patch of unknown location
In this experiment, the birds were not conditioned to know the location of the food patch and, consequently, expended time and energy locating it before foraging. Each day, one food patch was randomly located within the array of 16 trays with the restriction that the food tray could not be in the same location on consecutive days. One trial per bird was conducted on each day. Except for the random location of the single food tray, the experimental procedure and variables measured in these trials were the same as in Experiment 3.
Ten foraging trials were conducted for each bird. A t-test was employed to detect significant differences between the average number of prey consumed from a patch and the number predicted by the marginal value theorem. Similarly, I used a t-test to detect differences between number of prey consumed from patches of known (Experiment 3) and unknown (Experiment 4) location.
The foraging model
The model I used to predict the optimal level of patch depletion by the ruddy ducks was Charnov's (/976) marginal value theorem. When there is only one patch type, the net energy intake from the patch can be expressed as
( 1) t+ tt where: En = rate of net energy intake from a patch of food, g (T) = h (T) -Es. T= assimilated energy intake corrected for energy spent by foraging T units of time in the patch, h(T) = assimilated energy from foraging T units of time in the patch (energy gain function), T= time spent in the food patch, E~ = energy expended per unit time while searching for food, Et = energy expended per unit time traveling between patches, and t, = time spent traveling between patches. Ruddy ducks make from I to several dives to a food patch before it is abandoned; thus, the within-patch energy and time for traveling between the surface and the patch, and the time spent on the water surface between withinpatch dives must be incorporated in the model to calculate the rate of net energy intake from foraging T units of time.
The modified model is: I designed the model so that the time and energy spent traveling to a food patch the first time, and the time and energy spent returning to the water surface and on the surface after the patch had been abandoned, were considered as t t and tdp.
All values for the above variables were either derived from the literature or determined from the experiments. The energy gain function, h(T), was derived from Experiment 1. One grain of wheat was estimated to contain 190 calories (Tome, unpubl, data) , of which ruddy ducks could assimilate 150 calories, based on an assimilation efficiency of 0.77 (Brody 1945 ). The energy cost of diving, Es (3.2 calories/second) and of dive-pause, Eap (2.5 calories/ second), were derived from Woakes and Butler (1983) . T r, h, tap, a, and b were determined empirically for each bird.
The optimal solution to Eq. (2) with a single patch type was found by setting the partial derivative of En with respect to T equal to O and solving for T. It was slightly more difficult to determine the optimal level of patch depletion when patches of 2 different densities were in the foraging environment (Experiment 3). A prediction of the marginal value theorem is that the instantaneous rate of energy intake will be constant across all patch densities within an environment when a predator abandons a food patch (Charnov 1976) . To solve for the optimal level of patch depletion in Experiment 3, I calculated the rate of net energy intake for progressively longer times in the 2 patch environment when the instantaneous rate of energy intake was equal in each patch at the time the predator abandoned the patch. As the total foraging time in the environment increased, the rate of net energy intake increased to a maximum and then decreased as the patch was exploited past the optimum. The maximum rate of net energy intake obtained from these calculations provided the optimal solution for a multiple density environment. Because there is variation in several of the measurements used to calculate the predicted values, there is also variation associated with the optimal solution of the marginal value theorem equation. I used 500 simulations of the bootstrap procedure (Efron and Gong 1983) to calculate the standard error of each predicted value.
Several assumptions must be satisfied before this variation of Charnov's (1976) marginal value theorem may be applied to a foraging situation. First, the predator's rate of energy intake must decrease with time spent in the patch. Experiment I was designed to show that this assumption was met. Secondly, the predator must know the quality of the patch before it is entered (i.e., the predator is omniscient). By conducting 7 trials before collecting data in each experiment, I assumed that the birds learned the quality of patches that were available. Thirdly, there should be a limitless number of patches available for the birds to exploit so that the birds do not revisit food patches and so the average travel time between unexploited patches does not increase. In my experiments there were a limited number of food patches (1 or 2); however, I ended each trial before the birds revisited food patches. In addition, the birds new the food patch location (except in Experiment 3) and dived directly to each food patch, thus satisfying the constant travel time between patches assumption. In Experiment 3, the average time required to find a food patch was used as an estimate of the average travel time between food patches. I assumed that the ruddy ducks exploited the aquarium environment the same as an environment with an unlimited number of food patches. Finally, I assumed that the predators attempted to maximize their rate of net energy intake and that there was a positive correlation rate of net energy intake and reproductive fitness.
The marginal value theorem predicts the optimal time a predator should forage in a given type of patch. Because of the deterministic relationship between time in the patch and number of prey consumed from the patch (calculated from the energy gain function determined in Experiment 1), the optimal number of prey consumed from each patch type also was predicted. In this paper, the experimental results and optimal solutions are expressed in terms of number of prey consumed.
Results

Experiment 1 : Establishing the energy gain function
All birds exhibited energy gain functions that appeared to increase at a decreasing rate. I compared the slopes and intercepts of the energy gain functions among individual birds within a patch density and found no difference in the intercepts (density = 150 prey/tray: F= 1.3113, P = 0.27; density=100prey/tray: F=0.9269, P=0.47) or slopes (density=150prey/tray: F=1.6125; P=0.17; density= 100 prey/tray: F= 1.9068, P = 0.11). Consequently, the data were combined to obtain a single equation that described the energy gain function for all birds at each density (Fig. 2) . When back-transformed, these equations were: h(T)=2.43,T TM (3) (n=55; r2=0.80; P<0.0001) for patches with 100 prey, and, h(T) = 3.66,T ~ (4) (n=61 ; r2=0.93; P<0.0001), for patches with 150 prey, where T= time in the food patch. The slopes and intercepts of these equations were compared using the transformed data. The intercepts of the 
Experiment 2." Optimal patch departure; 1 patch density of known location
The travel time between patches differed among birds within each phase (ANOVA; P<0.05) and increased for each bird (t-test; P<0.01) between consecutive experiment phases (Table 1) , except between phase 2 and 3 for Blue. The change in travel cost between patches was only small, however, as travel times only increased by approximately 4 s between phases I and 3. In Phase A, prey consumed by A1, Red, and Yellow did not differ (P> 0.05) from the number predicted by the marginal value theorem ( Table 2 ). All other birds consumed more prey (P< 0.05) than predicted by the marginal value theorem.
In Phase B of this experiment, the predicted number of prey consumed from the patch increased only slightly (0.9-1.8 wheat grains) for each bird. The average number of prey consumed was not different (P> 0.05) from the predicted values in all but 2 of the birds (Blue and Yellow). As in Phase A, when observed values differed from predicted values, the birds consumed more food items from a patch than predicted.
In Phase C of Experiment 2, both Green and Yellow exhibited aberrant behavior during foraging and other activities, presumably because of the styrofoam backpack. Consequently, these birds were not included in the experiment. The number of prey consumed by all birds except Red did not differ (P> 0.05) from predicted values.
Experiment3: Optimal patch departure; 2 patch densities of known location
The observed number of prey consumed from the both the low (100 prey) and high (150 prey) density patches did not differ (P > 0.05) from the predicted values in 4 of the 6 birds ( Table 3 ). The birds consumed more prey than predicted by the marginal value theorem in all but one comparison when there was a difference between observed and predicted values. 
Experiment 4: Optimal departure from a patch of unknown location
In this experiment, the foraging birds made an average of 4.8_ 0.6 (mean_+ SE) exploratory dives before locating a food patch. By having to make approximately 5 dives to find a food patch, the birds expended an average of 700 additional calories. All birds except Blue consumed significantly more prey from a patch in comparison with Phase B of Experiment 2 (Table 4) . When the extra costs of searching for a foraging site were accounted for in Equation 2, the optimal number of prey that should have been consumed from the food patch in this experiment did not differ (P>0.05) from the number of prey consumed by all birds except Green (Table 5) .
Deviations from optimal energy intake
Thus far, the results of all experiments have been expressed as the number of prey consumed averaged over several foraging trials. Because the goal of the predator should be to maximize the average rate of net energy intake during a foraging bout (Charnov 1976) , it is more appropriate to compare the rate of net energy intake obtained from a patch on a trial by trial basis with the optimal value predicted by the marginal value theorem. To calculate this, the cumulative number of prey consumed (N) at the time the bird abandons the patch was used in the equation
to provide a measure of the energy intake, h(T), at the time the bird abandons the patch. This value of h (T), plus the amount of time spent foraging in the patch (T) were used in Eq. (2) to calculate the average rate of net energy intake of the birds for each trial. This value was then subtracted from the maximum rate of net energy intake as predicted by the marginal value theorem. Of the 200 trials, 154(77%) resulted in a deviation of 30% or less from the optimal rate of net energy intake (Fig. 3) . Fig. 3 . Frequency distribution of the percent deviation from optimal rate of net energy intake observed by all birds in each trial of experiment 2 (n =200). The deviations from optimal rate of net energy intake are grouped into categories of 10% Table 6 . Individual average deviation (mean_+ SE) from optimal rate of net energy intake (calories/s) at the time of departure from food patches containing 150 prey
Bird
Deviation from optimal rate of net energy intake (calories/s) AI 1.7_+2.6 (n = 50) Blue 11.7 + 2.3 (n = 50) Green 10.3 + 1.8 (n = 30) Fred 10.6 +_ 1.7 (n = 50) Red 6.1 + 2.6 (n = 50) Yellow 5.0 +_ 2.1 (n = 30)
Foraging efficiency varied among individuals. The average deviation from maximum rate of net energy intake by individuals in Experiment 2 (Table 6 ) indicated that A1, Red, and Yellow abandoned patches when their rate of net energy intake was closer to maximum rate of net energy intake than the other 3 birds.
An examination of the relationship between rate of net energy intake and time spent foraging in the food patch (Fig. 4) indicated that the largest deviation from maximum rate of net energy intake occurred when a bird abandoned the patch earlier than predicted, or when the margin rate time in patch (seconds) Fig. 4 . The relation between rate of net energy intake and time spent foraging in a patch of energy intake was still greater than the average rate of energy intake.
Discussion
The change in the rate of prey consumption with time spent foraging in a food patch exhibited by the ruddy ducks in Experiment 1 was consistent with a major assumption of Charnov's (1976) marginal value theorem: the energy intake increased at a decreasing rate with time spent foraging in the food patch. This assumption must be satisfied to use the foraging behavior of ruddy ducks as a quantitative test of the marginal value theorem.
In Experiment 2, the predicted values were not different from the actual number of prey consumed from the patch in 10 of 16 comparisons. Discrepancies in the number of prey consumed from a patch occurred because the birds stayed in a patch too long and consumed more prey than predicted. This error, however, resulted in a smaller deviation from optimal net energy intake than if the predator abandoned the patch too soon in the foraging bout, as shown by the net energy intake curve (Fig. 4) . By staying in a patch too long, the ruddy ducks experienced only small deviations from maximum rate of net energy intake. To my knowledge, no previous investigator has examined the shape of the net energy intake curve to ascertain how much error in net energy intake is made by a predator that leaves a patch before of after the optimal number of prey has been consumed. In my experiments, the largest deviations from optimal prey intake occurred when the predator left the patch too early and, therefore, consumed too few prey.
As costs of traveling between patches increase, the average rate of energy intake from the environment will be lower (Charnov 1976) . Consequently, a prediction of the marginal value theorem is that there should be a positive correlation between travel costs and number of prey consumed from a patch. This relationship was not observed in Experiment 2, probably because the energy costs of traveling between food patches were not increased sufficiently. To observe a significant increase in the number of prey consumed from a patch, the travel costs would have to be increased beyond the physical limitations of the aquarium I used for these experiments. The results of Experiment 4, however, provided support to the travel-cost/preyconsumed relation predicted by the marginal value theorem. The increased costs of locating a randomly positioned food patch lowered the average rate of return in the environment sufficiently so that it was possible to detect an increase in the number of prey consumed compared to the numbers consumed in Experiment 2 when the birds knew the food patch location.
The ruddy duck's foraging behavior in an environment with patches of 2 densities provided additional quantitative and qualitative support for the predictions of the marginal value theorem. Again, when there were differences between the predicted and observed number of prey consumed, the birds stayed in the patches longer than predicted. This resulted in only small deviations from maximizing the rate of net energy intake. In 8 of the 12 comparisons, the number of prey consumed by the birds did not differ from the predicted number. Also, a comparison of the results of Experiment 3 with phase B of Experiment 2 provided qualitative support of the marginal value theorem. The foraging environment of Experiment 2 was of higher quality (2 patches of 150 prey/tray) than that of Experiment 3 (1 patch of 100 prey/tray, 1 patch of 150 prey/tray). Thus, the average rate of return from the foraging environment of Experiment 2 was higher than that of Experiment 3 (Fig. 5) . Consequently, even though the 150 prey/tray patches were of the same "quality" in both environments, the predator should have depleted the patches in the poor environment further than in the better environment (Charnov 1976; Krebs 1978) . A comparison of the number of prey consumed by each bird in Experiment 2 (Table 2 ) with the number of prey consumed from Tray 4-2 in Experiment 3 (Table 3 ) provides quatitative and qualitative support for this prediction.
Individual variation in the ability to forage optimally has not been examined in detail in any natural or experimental studies. Individual variation in the ability to optimize foraging behavior was exhibited by the results of my experiments because 2 of the birds (A1 and Red) foraged close to the predicted optimal values in all trials while the others exhibited varying degrees of sub-optimal behavior. Examination of the average deviation from optimal rate of net energy intake in individual foraging bouts from Experiment 2 provided additional support for this observation. When A1, Red, and Yellow abandoned the food patch, their average deviations from optimal rate of net energy intake varied between 1.7 and 6.1 calories/s, while the deviations of the other birds varied between 10.2 and 11.6 calories/s (maximum rate of net energy intake averaged 53.2 calories/s). The results of other studies where foraging behavior of individuals has been reported supports the notion that individual variation in foraging behavior exists (Smith and Dawkins 1971; Krebs et al. 1974; Smith and Sweatman 1974; Krebs et al. 1977) . This is predictable because the basis for optimality theory is that there is a positive correlation between foraging efficiency (as defined by Sih 1982) and reproductive fitness. Therefore, scientists should expect to observe a range of foraging behaviors, with some individuals exhibiting smaller deviations from optimal behavior than others.
Animals are likely unable to perform the complex calculations necessary to determine the optimal energy intake from a patch of food (Oaten 1977; Krebs 1978; Kamil 1983) . Rather, the decision to leave a patch is more likely based on some simple behavioral rule for patch departure, such as a constant amount of time spent in the patch, constant number of prey consumed from the patch, or a constant amount of time between the last prey item found and leaving the patch (i.e., giving-up time) (Iwasa et al: 1981; McNair 1982 McNair , 1983 Green 1984) . These "rules of thumb" in 2 different habitat types. The "good" environment contains all patches of high quality (Type A). The "poor" environment contains some patches of high quality and some patches of low quality (Type B). The predator should leave a patch when the rate of energy gain from a patch falls below the average rate of energy gain from the environment. This occurs when the line representing the average rate of energy intake becomes tangent to the energy gain curve. From this relationship, the predator should stay in patch type A longer when foraging in the poor environment have been shown to enable predators to make foraging "decisions" that are close to the optimal solution and also could be a factor contributing to the sub-optimal behavior observed in this study. Ruddy ducks do not use a time or number expectation giving-up rule, but the use of a constant giving-up time rule cannot be rejected (Tome 1986 ). Janetos and Cole (1981) reported that the difference between optimal net energy intake and the net energy obtained by following a simple behavioral rule may be quite small and may not be enough to affect reproductive fitness. Predators face numerous problems that may require optimal solutions. However, the optimal solution to an aggregation of problems may require some trade-offs that result in sub-optimal solutions to some individual problems.
The frequency at which foraging ruddy ducks encounter prey items probably affects how the birds interpret their current rate of prey intake from the patch. Deterministic models, such as the marginal value theorem, do not consider the effects that random variations in the encounter rate with prey have on a predator's evaluation of the patch quality. These models assume that the relationship between cumulative prey intake and cumulative time spent foraging can be explained by a smooth curve that monotonically increases at a decreasing rate. In real foraging situations, as well as in my experiments, this assumption is likely violated because the prey are encountered in random, discrete events, rather than in a deterministic manner. For example, consider that a predator has just entered a food patch but, because of random variation in the prey encounter rate, has found far fewer food items in a given period of time than would be predicted assuming a "deterministic" prey encounter rate at the density of that particular patch. If that predator were monitoring the rate of prey intake, it may leave the patch before the optimal number of prey was consumed because the predator's estimate of the rate of return from that particular patch would be too low. Although the predictions of the deterministic model tested in my experiments corresponded closely with the observed foraging behavior, the variation in number of prey consumed with time spent in the patch around the predicted, deterministic encounter rate (Fig. 3) suggests that the encounter rate with prey varied among trials.
There are stochastic models that account for the variability in prey encounter rate (e.g. Oaten 1977; Green 1980; McNamara 1982; Stephans and Charnov 1982) . In general, they predict that a predator will spend more time in a patch than predicted by the marginal value theorem, presumably because some sampling time is necessary to determine the quality of the patch. Unfortunately, some of the variables (e.g., variation in the prey encounter rate) necessary to test the stochastic analogs of the marginal value theorem were not measurable in my experiments. Consequently, a comparison of the ruddy duck patch depletion results with the predictions of a stochastic model was impossible.
The foraging problem confronting wild ruddy ducks is probably more of a stochastic process than was simulated in my laboratory experiments. The patch densities vary widely (Tome 1981) and patch locations are ephemeral because of maturation of chironomid larvae, emergence of adults, and recolonization of the substrate by newly hatched larvae. Unfortunately, stochastic models are much more difficult to work with than their deterministic analogs, especially because many of the variables are difficult to measure. Deterministic models, however, may provide a good approximation of the foraging behavior of female ruddy ducks breeding in the wild because the birds probably have a good "idea" of the quality of the foraging environment in the wetlands on which they nest. Ruddy duck females rarely leave the general site of their nest (Tome 1984) and forage intensively within this area during the breeding season (52-66% of daylight hours; Tome 1981); consequently, they likely are able to formulate an "idea" of the average rate of intake for that general feeding area. Because of the ruddy ducks' familiarity with the foraging environment, deterministic models may provide good approximations of the foraging "decisions" made by ruddy ducks in the wild.
The results of my experiments indicate that deterministic optimal foraging models can provide good quantitative predictions of the foraging decisions made by ruddy ducks in a controlled environment. The foraging behaviors of this species needs to be investigated further, however, to determine how variability in the prey encounter rate may affect foraging decisions concerning when to begin searching for a new, undepleted patch of prey. Krebs et al. (1983) point out that the intent of optimal foraging models should not be to test whether animals are optimal; rather, these models should be used to examine whether the assumptions and criteria associated with the models are adequate to describe the animal's foraging behavior. With this idea in mind, it appears that the ruddy ducks in these experiments used some behavioral rule to attempt to maximize their rate of net energy intake.
