Mining interactions between chemicals and proteins/genes is of crucial relevance for clinical medicine, adverse drug effects, and pharmacological research. Although chemical-protein interactions (CPIs) can be manually extracted, this process is expensive and time-consuming. Therefore, it is of considerable significance to automatically extract CPIs from biomedical literature. Currently, the popular methods for CPI extraction are based on deep learning to avoid sophisticated handcrafted features derived from linguistic analyses. However, the performance of existing methods is usually unsatisfactory. The reasons may be that (1) traditional word-embedding methods cannot adequately model context information, and (2) it is difficult to effectively distinguish which words play critical roles in long biomedical sentences. In this study, we propose a novel Deep-contextualized Stacked Bi-LSTM model (DS-LSTM) to tackle the drawbacks of existing methods. Specifically, our model mainly consists of three components: deep contextualized word representations, the entity attention mechanism, and stacked bidirectional long short-term memory networks (Bi-LSTMs). The deep contextualized word representations are introduced to effectively model complex characteristics of word use (e.g., syntax and semantics) and the variations of these words in the context (i.e., to model polysemy), thereby generating context information. The entity attention mechanism is applied to prioritize the weights of words associated with target entities to distinguish which words play critical roles in long biomedical sentences. We evaluate our model on the CHEMPROT corpus. Our approach achieves a micro-averaged F-score of 69.44%, which is significantly higher than existing stateof-the-art methods. Experimental results show that our approach can adequately model context information, effectively distinguish which words play critical roles in long biomedical sentences and, therefore, improve the overall performance.
whether an interaction exists between a chemical-protein pair in the text sequence and if so, then classify the type of chemical-protein relation (CPR). The existing methods for CPI extraction can be roughly divided into two categories: traditional machine learning methods and deep learning methods.
Traditional machine learning methods usually use shallow semantic information as features to train the classifier and exploit it to extract CPIs. For example, Warikoo et al. [2] developed a modified tree kernel-based model, linguistic pattern-aware dependency tree kernel (LPTK), to capture CPI patterns. Their system encompasses three parts: candidate instance generation, invariance-based feature optimization, and linguistic pattern-aware dependency tree construction. The candidate instance generation first decomposed texts into a set of candidate instances based on chemical-protein pairs. Subsequently, these entity pairs and some context frames were utilized to capture the invariant interaction context. Then, candidate instances were screened against linguistic patterns to refine the original sentences to the relevant contextual segments. Finally, corresponding quasi-pruned trees were used as representation features for the smooth partial tree kernel (SPTK)-based classifier. Their system obtains a micro-averaged F-score of 36.54%. Similarly, Lung et al. [3] designed a three-stage approach to predict CPIs. At stage I, three distinct models (i.e., Random Forest [4] , Extremely Randomized Trees [5] , and XGBoost [6] ) were trained using CPI pairs and CPI triplets to detect whether there is an interaction in the candidate instance. At stage II, six distinct models (i.e., Random Forest, Extremely Randomized Trees, XGBoost, Naive Bayes [7] , Logistic Regression [8] , and Linear Discriminant Analysis [9] ) were trained using CPI pairs and CPI triplets to predict which CPR type the candidate instance belongs to. At stage III, the scores for each CPR type output from the four classifiers (i.e., Logistic Regression, Random Forest, Extremely Randomized Trees, and XGBoost) were averaged, and the maximum score was used as the final prediction. Their system achieves a micro-averaged F-score of 56.71%. These two methods are typical examples of utilizing feature-based and kernel-based methods in CPI extraction. It can be seen that these methods rely heavily on feature engineering (i.e., the design of sophisticated features using various natural language processing tools, linguistic analyses, and knowledge resources), which is still a skill-dependent and labor-intensive process.
Due to the ability to automatically extract syntactic and semantic features, deep learning methods have displayed promising performance for CPI extraction. For example, Corbett and Boyle [10] combined bidirectional long short-term memory networks (Bi-LSTMs) [11] and convolutional neural networks (CNNs) [12] to extract CPIs. Their ensemble system consists of two neural networks: a pre-training network and a recognition network. The pre-training network performed language modeling tasks and was trained using unlabeled data. The goal of the pre-training network was to prepare the weights in the shared layer. Then, the recognition network used the weights trained by the pre-training network as a starting point for transfer learning to detect and classify CPIs. They obtain a micro-averaged F-score of 61.41%. Similarly, Mehryary et al. [13] proposed an ensemble method that combines support vector machines (SVMs) [14] and Bi-LSTMs to extract CPIs. Their system consists of two modules: an SVM classifier that relies on a rich set of features and a Bi-LSTM network that requires less feature engineering. After combining predictions of the SVM classifier and the Bi-LSTM network to boost the performance, their method achieves a micro-averaged F-score of 63.10%. Furthermore, Peng et al. [15] also exploited an ensemble system to extract CPIs. Their system comprises of three individual models, namely an SVM model, a CNN model, and a recurrent neural network (RNN) model. They used the ensemble system to predict CPR types and selected the final predictions by the majority vote. Their system obtains a micro-averaged F-score of 64.10%. Unlike previous ensemble methods, Lim and Kang [16] only used a RNN model to extract CPIs. They employed the stack-augmented parser interpreter neural network (SPINN) [17] model to predict CPI results. Benefiting from the majority vote of ten instances independently trained with randomly initialized weights, they obtain a micro-averaged F-score of 64.1%. Lu et al. [18] also proposed a RNN-based single model integrating granular attention mechanism to extract CPIs. They introduced the granular attention to achieve the inner attention information of the context vectors, thereby improving the performance. Their method achieves a micro-averaged F-score of 65.14%. Compared with traditional feature-based and kernel-based methods, deep learning methods can automatically learn features from input texts, so that state-of-the-art performance can be obtained without feature engineering. However, existing deep learning methods still have some drawbacks. The challenges lie in the following two points. First, the semantics of some words vary across linguistic contexts. For example, consider a commonly used verb in the corpus, 'take'. The meanings of 'take place' and 'take part' are completely different. Nevertheless, once the word 'take' is trained by traditional word-embedding tools (such as Word2Vec, GloVe, and FastText [19] [20] [21] ), it will be represented as a fixed low-dimensional dense vector [22] . Hence, it is difficult for traditional word-embedding methods to model context information. Second, some candidate sentences are lengthy and complicated. It is usually difficult to accurately find which words play critical roles in CPI extraction, even for LSTM networks.
Recently, Peters et al. [23] proposed deep contextualized word representations called ELMo (Embeddings from Language Models) based on bidirectional language models. Unlike the traditional word embeddings described above, ELMo models each token as a function of the entire input sentence, which makes the representation of each token dependent on the context of the sentence. Therefore, integrating ELMo representations with neural networks can provide more comprehensive context representations for the model and may improve the performance of CPI extraction. Moreover, Wang's study [24] has suggested that attention mechanisms can help the model to distinguish which words play critical roles in candidate sentences. Hence, by calculating the similarity between the word embedding of each word and the word embedding of target entities, the attention mechanism can help the model determine which words play essential roles in the long and complicated sentence.
In this paper, we propose a novel Deep-contextualized Stacked Bi-LSTM model (DS-LSTM) to extract CPIs. Theoretically, compared with existing methods, our approach can consider the context information of the input sentence and the correlation between input words and target entities, thereby improving the model performance. Specifically, our approach employs deep contextualized word representations [23] to model both complex characteristics of word use (e.g., syntax and semantics), and the variations of these words in the context (i.e., to model polysemy), thus generating context information. Furthermore, our approach applies the entity attention mechanism to calculate the correlation between input words and target entities, thus prioritizing the weights of words associated with target entities in order to distinguish which words play critical roles in long biomedical sentences.
Our contributions in this work include:
• introducing deep contextualized word representations as context features to model the complex characteristics of word use (e.g., semantics and syntax) and how these uses vary across linguistic contexts (i.e., to model polysemy) [23] ;
• applying the entity attention mechanism to prioritize the weights of words associated with target entities in order to distinguish which words play key roles in long biomedical sentences. The remainder of this paper is organized as follows: Section II introduces the experimental dataset and corpus preprocessing methods in our work. In Section III, our approach is presented in detail. In Section IV, the experimental results and discussions are provided. Finally, Section V concludes with the summary of our research and future works.
II. MATERIALS A. DATASET
The CHEMPROT track organizers developed a CPI corpus composed of 2,432 PubMed abstracts, which were divided into a training set (1,020 abstracts), a development set (612 abstracts), and a test set (800 abstracts) [1] . In the corpus, both chemical and protein mentions were pre-annotated. There are ten semantically related groups that have some potential biological properties. As shown in Table 1 , these groups are labeled [CPR:1, CPR:2, · · · , CRP:10]. In addition, we also defined and added a 'none' type for the case where no relation existed between the two target entities. In the CHEMPROT track, to focus on important CPIs, only five groups labeled 'Y' are used for evaluation purposes, namely, CPR:3, CPR:4, CPR:5, CPR:6 and CPR:9. The CPR:3 type is usually related to up-regulation and contains words such as 'activate', 'promote' and 'increase'. The CPR:4 type is usually associated with down-regulation and includes words such as 'inhibitor', 'deposition' and 'decrease'. The CPR:5 and CPR:6 types are related to agonist and antagonist, respectively. These four types have distinctive features. The CPR:9 type is related to substrate metabolic interactions. Unlike the aforementioned four types, the CPR:9 type does not have obvious features. The remaining groups labeled 'N' are regarded as 'OTHER' type in the CHEMPROT track. The detailed CHEMPROT dataset statistics are shown in Table 2 . Figure 1 shows an example of CPIs in PMID 7678677. The relations encoded in the corpus documents are represented in a standoff-style annotation. Note that, the organizers use 'gene' and 'protein' interchangeably in the CHEMPROT corpus. The annotation T14 identifies a chemical, 'Alprenolol', referred by the string between the character offsets 0 and 10. T15 identifies another chemical, 'bromoacetylalprenololmenthane', and T19 identifies a gene, 'beta 1-adrenoceptors'. Line 4 represents the chemical-protein relation with type 'antagonist' (CPR:6) and the arguments T14 and T19. Line 5 also represents an 'antagonist' (CPR:6) relation with arguments T15 and T19. Abstracts usually consist of several sentences. However, we found that 98.03% of all the gold-standard chemical-protein pairs exist at intra-sentence level (not at inter-sentence level). The intra-sentence level means that a target pair of entity mentions is within the same sentence, while the inter-sentence level means that the entity pair is spanned over two (or more) different sentences. Therefore, we only focused on CPI extraction occurring in a single sentence. In this way, we generated instances based on PMID, argument1 (candidate chemical), and argument2 (candidate gene) at the sentence level.
B. CORPUS PREPROCESSING
After the CHEMPROT corpus documents were processed into sentences, several preprocessing steps were taken as follows: a special tag 'num' was used to replace each digit string that is not a substring of the entity; a bracket without either of the candidate chemical or gene mention was deleted; all chemical mentions were anonymized using chemical* (* denotes 0, 1, 2, · · · ); similarly, all gene mentions were anonymized using gene* (* denotes 0, 1, 2, · · · ).
III. METHODS

A. PROBLEM DEFINITION
In CPI extraction, a set of candidate sentences is denoted by S = {S 1 , · · · , S i , · · · , S n }. From the perspective of machine learning, CPI extraction is often regarded as a multi-class classification problem. Therefore, we formulate CPI extraction into a six-class classification problem (i.e., to classify CPR:3, CPR:4, CPR:5, CPR:6, CPR:9 and OTHER). The classification problem is defined as follows: given an input candidate sentence S i , the goal is to classify the relation r in S i . Essentially, the model estimates the probability P(r|S i ), (r ∈{CPR:3, CPR:4, CPR:5, CPR:6, CPR:9, OTHER}, 1 ≤ i ≤ n).
B. MODEL ARCHITECTURE
The overall structure of DS-LSTM is demonstrated in Fig. 2 . Our model consists of four layers, and the inputs are sentence sequences. In the embedding layer, deep contextualized word representations (i.e., ELMo representations) are generated by bidirectional language models based on the context of the input sentence. ELMo representations are exploited as sentence-level features to model the context information. Moreover, Zhang's work [25] has indicated that the word, part of speech (POS) and position information of each token in the sentence sequence are valuable for biomedical relation extraction. Therefore, the word, POS, and position embeddings are used as word-level features to model the token, respectively. In the fusion layer, the entity attention mechanism is first utilized to calculate the weights of words associated with target entities, thereby distinguishing which words play critical roles in CPI extraction. Then, word embedding, POS embedding, position embedding, and ELMo representations are fused together as a comprehensive representation of the token in the sentence. In the stacked Bi-LSTM layer, the stacked Bi-LSTM is employed to learn deep syntactic and semantic information based on the whole token representations. Finally, a fully connected neural network is applied to collect features from hidden representations of stacked Bi-LSTM, and these features are passed to a softmax function to predict CPI classifications in the output layer. In the following section, the model architecture of DS-LSTM will be described in detail.
1) EMBEDDING LAYER
In our approach, we used deep contextualized word representations (i.e., ELMo representations) as sentence-level features to model the context information. Different from traditional word-embedding methods [19] [20] [21] , ELMo is a function of the entire input sentence based on bidirectional language models, which provides a rich context representation about tokens. In the following, we will theoretically explain why ELMo can learn context information at the sentence level.
Given a sequence of N tokens {t 1 , t 2 , · · · , t N }, a forward language model computes the probability of the sequence by modeling the probability of token t k given the history
At each position k, each LSTM layer outputs a contextdependent representation − → h LM k,j , where j = 1, 2, · · · , L. The top layer LSTM output − → h LM k,L is used to predict the next token t k+1 with a softmax layer.
A backward language model is similar to a forward language model, with the exception that it runs over the sequence in reverse, predicting the previous word given the future context: It can be implemented in an analogous way to a forward language model, with each backward LSTM layer j in an L layer deep model producing representations
A bidirectional language model combines both these approaches. ELMo jointly maximizes the log likelihood of the forward and backward directions:
where θ x and θ s are token representation and softmax layer parameter, respectively. ELMo is a task-specific combination of the intermediate layer representations in the bidirectional language model. Therefore, ELMo can learn the different context representation of each token in sentences. The detailed description of ELMo can be found in Peters's study [23] .
In our experiments, we used ELMo presentations pre-trained on a sizeable biomedical corpus. Given a candidate sentence S i = {w 1 , · · · , w i , · · · , w N } with pre-annotated chemical (= w p ) and gene (= w q ) (p, q ∈ [1, N ], and p = q) mentions, ELMo presentations of token w i can be represented as :
is a hyper-parameter. Furthermore, to obtain word-level features, we transformed the word, POS, and position information of each token into corresponding embeddings. Firstly, three distinct word-embedding methods (i.e., Word2Vec [19] , GloVe [20] and FastText [21] ) were used to build the word-embedding matrix W v of dimensionality d word × |V |, where V is the input vocabulary and d word is the word vector dimensionality. Thus, we mapped the word of token w i to an embedding w word i ∈ R d word . Then, Stanford parser [26] was employed to obtain the POS of token w i . Every POS was mapped to a randomly initialized embedding w POS
where d POS is a hyper-parameter. In addition, the relative distance embedding was exploited to represent the position information between the i-th token and the two target entity mentions. For the sentence given in Fig. 2 , the relative distances of the token 'antagonists' to chemical mention 'chemical0' and gene mention 'gene0' are 7 and -3, respectively. Every relative distance was mapped to a randomly initialized embedding w dis i ∈ R d dis , where d dis is a hyperparameter. Thus, for the token w i , we obtained two relative distance embeddings w dis i,1 and w dis i,2 with regard to target chemical and gene mentions, respectively. Finally, for the token w i , we obtained five embeddings (i.e., w word
) from different perspectives in the embedding layer.
2) FUSION LAYER
In general, the importance of different words in a sentence is different for CPI extraction. In a sentence, the critical words for determining the chemical-protein interaction are usually only a few verbs and nouns. However, each input word shares the same weight in the embedding layer, which cannot distinguish the importance of different words. Therefore, it is more reasonable to allocate the weight for each word according to its importance or contribution to CPI extraction. In this regard, we were inspired by Wang's work [24] , who successfully exploited the entity-specific attention to calculate the similarity between the word embedding of each word and the word embedding of target entities. In the fusion layer, we used the entity attention mechanism to automatically learn the weight for each token in the input sentence, thereby distinguishing which words play critical roles for CPI extraction.
The word-embedding vector can effectively represent the hidden semantic information of the word [19] [20] [21] . Theoretically, we can calculate the semantic correlation between two words using the dot product of their word-embedding vectors [24] . For the token w i in the input sentence, the relevance degree with the target entity e j (j ∈ {0, 1}) can be defined as follows:
where w word i and e word j are word-embedding vectors of the token w i and the target entity e j , respectively. The scoring function f is computed as the inner product between the word embedding of token w i and the word embedding of target entity e j . It is parameterized into the network and is updated during the training process. Moreover, N is the length of the sentence, and m is the dimensionality of the word-embedding vector. Based on the two relevance factors α 0 w i and α 1 w i , the attention weight of the token w i is defined as follows:
Thus, the word embedding in a sentence can be represented as follows:
where the symbol ⊗ denotes the element-wise multiplication.
3) STACKED BI-LSTM LAYER
After calculating the attention weights, word embedding, POS embedding, position embedding, and ELMo representations are fused together as a comprehensive representation of each token in the sentence. Finally, as shown in Fig. 2 , the overall embedding of token w i can be represented as:
. LSTM was first proposed by Hochreiter and Schmiduber [11] , which has been widely adopted for natural language processing (NLP) tasks. Figure 3 illustrates a standard LSTM unit. Theoretically, LSTM consists of three gates (i.e., an input gate, a forget gate and an output gate) and one 
where x t is an input vector at the current time step, W {i,f ,o,g} , U {i,f ,o,g} , b {i,f ,o,g} are weight parameters, σ denotes the sigmoid function, and ⊗ denotes the element-wise multiplication. In LSTMs, the hidden state h t only encodes the front context in the forward direction, but does not consider the backward context. The Bi-LSTM consists of forward and backward LSTMs. This allows Bi-LSTM to read the input {x 1 , x 2 , · · · , x k } not only from x 1 to x k but also from x k to x 1 , and learn more comprehensive information than the one-way LSTM. The outputs of forward and backward LSTMs are concatenated into h k = − → h k || ← − h k , which is the output of Bi-LSTM.
In the stacked Bi-LSTM layer, multiple layers of Bi-LSTMs can be stacked for increased representation ability, where the hidden vectors of a lower layer can be used as inputs for an upper layer. 1-layer stacked Bi-LSTM is a traditional Bi-LSTM. The output of the last cell in Bi-LSTM is used to extract CPIs. 2-layer stacked Bi-LSTM is a two layers neural network model. The output information sequence of all cells in the first layer is used as the input of the second layer, and then the output of the last cell in the second layer is used to classify the chemical-protein relation. 3-layer stacked Bi-LSTM is a three layers neural network model. The output information sequence of all cells in the first layer is used as the input of the second layer, similarly, the output information sequence of all cells in the second layer is used as the input of the third layer, finally, the output of the last cell in the third layer is used to predict the chemical-protein relation. As shown in Fig. 2 , the stacked Bi-LSTM layer is used to learn deep syntactic and semantic information of the candidate input sentence S i .
4) OUTPUT LAYER
In the output layer, a fully connected neural network was employed to learn the representations generated by the stacked Bi-LSTM layer. The output of the connected neural network was then sent to the softmax function. Finally, the probability P is calculated as follows:
where W o and b o are weight parameters, r denotes the CPR type, and h denotes the representation of a candidate CPI. Our model uses categorical cross-entropy cost function as the training objective function. Furthermore, the root mean square propagation (RMSProp) algorithm is used to update the parameters of our model based on the objective function.
IV. RESULTS AND DISCUSSION
A. EXPERIMENTAL SETUP TensorFlow (https://www.tensorflow.org) framework was employed to implement our proposed model. The pre-training corpus for word-embedding methods (namely, Word2Vec, GloVe and FastText) consists of two parts. One part comes from abstracts published between 2006 and 2018, which were obtained by querying the PubMed (https://www.ncbi.nlm.nih.gov/pubmed) using the keyword 'gene'. The other part comes from the CHEMPROT corpus. The training parameter settings for different word-embedding methods are shown in Table 3 . Moreover, POS embedding and relative distance embedding are randomly initialized. As described in Section III, METHODS, we applied ELMo representations as sentence-level features to model context information. We used the bidirectional language model provided by AllenNLP (https://github.com/allenai/bilm-tf) to train ELMo representations on a dataset of 1.3 × 10 9 tokens from PubMed. The ELMo training parameter settings are shown in Table 4 . In our experiments, we randomly sampled 90% of the data from the original training and development sets as our training set, while using the remaining 10% data as our development set (i.e., the validation set). The training set is exploited to train our proposed model, and the development set is used to evaluate the model and choose the optimal hyper-parameter settings. Finally, the well-trained model is tested on the test set. The detailed hyper-parameters tuned on the development set are shown in Table 5 .
B. EVALUATION METRICS
Since the CHEMPROT track uses the precision, recall, and micro-averaged F-score as the evaluation metrics, we use the same metrics to compare with existing methods. Furthermore, we introduce the macro-averaged F-score and accuracy as auxiliary metrics.
The micro-averaged F-score is defined as follows:
where TP, FP and FN denote the total true positives, false positives, and false negatives, respectively. P and R denote precision and recall. The macro-averaged F-score is defined as follows:
where TP i , FP i and FN i denote CPRi true positives, false positives, and false negatives, respectively (i=3, 4, 5, 6, 9) . The accuracy is defined as follows: (20) where TP, FP, FN and TN denote the total true positives, false positives, false negatives and true negatives, respectively.
C. PERFORMANCE COMPARISON OF DIFFERENT WORD-EMBEDDING METHODS
In order to compare the performance of different wordembedding methods on DS-LSTM, we used three distinct word-embedding methods (i.e., Word2Vec, GloVe, and Fast-Text) to train word embeddings. As shown in Table 6 , DS-LSTM with Word2Vec achieves a micro-averaged F-score of 69.32%. DS-LSTM with GloVe obtains a microaveraged F-score of 69.37%. Among the three methods, DS-LSTM with FastText achieves the best performance with a micro-averaged F-score of 69.44%. The reason may be that FastText considers the structure of words and pays more attention to similar word compositions. As a result, in the following experiments, we used FastText as the word-embedding method. 
D. THE EFFECT OF STACKED BI-LSTM ON PERFORMANCE
As shown in Table 7 , the experiments exploring the effect of stacked Bi-LSTM on performance were conducted. 2-layer stacked Bi-LSTM achieves the best micro-averaged F-score of 69.44%, which is higher than those of 1-layer and 3-layer stacked Bi-LSTM scores. This may be because 1-layer stacked Bi-LSTM tends to learn shallow information, which is difficult to accurately express the semantics and syntax. Consequently, the performance of 1-layer stacked Bi-LSTM is inferior to those of 2-layer and 3-layer stacked Bi-LSTM. Besides, 3-layer stacked Bi-LSTM does not further improve the performance, possibly because it is more prone to over-fitting than 2-layer stacked Bi-LSTM. 
E. THE EFFECT OF ELMO REPRESENTATIONS ON PERFORMANCE
We explored the effect of ELMo representations on performance. The experimental results are shown in Table 8 . Our method achieves a micro-averaged F-score of 52.29% when only using word embedding in the embedding layer. When POS embedding and relative distance embedding were integrated with word embedding, the micro-averaged F-score is improved to 65.24%. These results show that POS embedding and relative distance embedding are valuable features for CPI extraction. Furthermore, when ELMo representations were integrated, a micro-averaged F-score of 69.44% is obtained, with an improvement of 4.20%. This shows ELMo representations are useful features for DS-LSTM, which provide rich contextual information. To further illustrate the impact of ELMo representations on performance, we listed three typical cases. As shown in Table 9 , DS-LSTM prediction results are the same as the gold-standard annotations. However, when ELMo representations were removed from DS-LSTM, the model thus did not correctly predict CPIs. These typical cases demonstrate that ELMo representations can indeed help the model classify CPIs.
F. THE EFFECT OF THE ENTITY ATTENTION MECHANISM ON PERFORMANCE
We examined the effect of the entity attention mechanism on performance. The results are shown in Table 10 . Without the entity attention, DS-LSTM obtains a micro-averaged F-score of 68.30%. When the entity attention was added, the microaveraged F-score increases to 69.44%. This shows that the entity attention mechanism does help improve the model's performance.
To verify that the entity attention mechanism can distinguish the importance of different words from biomedical sentences, we visualized the entity attention for several sentences on the CHEMPROT corpus. Here, we present two examples to show which words the entity attention cares for (in Figure 4 , darker blue means larger attention weights). Figure 4 shows that our model can select words carrying the key semantic meanings with the help of the entity attention. For example, in the first sentence, it highlights 'antagonists', which is relevant for CPI extraction because it is a typical feature of CPR:6 type. In the second sentence, 'inhibits' is selected by the entity attention, which is also a typical feature for CPR:4 type. These results show that the entity attention mechanism is effective in recognizing the words that are valuable for CPI extraction. As demonstrated in Table 10 and Fig. 4 , the entity attention mechanism does alleviate the drawbacks of existing methods that cannot exactly distinguish which words play critical roles in CPI extraction, and, therefore, improves the overall performance.
To further illustrate the impact of the entity attention mechanism on performance, we also provided three typical cases. As shown in Table 11 , DS-LSTM prediction results are the same as the gold-standard annotations. However, when the entity attention was removed from DS-LSTM, the model did not correctly predict CPIs. These cases confirm the positive impact of the entity attention mechanism on DS-LSTM.
G. PERFORMANCE COMPARISON WITH EXISTING METHODS
In this section, the performance comparison between our method with existing state-of-the-art methods was made. Table 12 provides the performance measures of the top performing methods on the CHEMPROT test set. Compared with traditional machine learning methods, deep learning methods can achieve state-of-the-art performance through automatically learning feature representations from biomedical literature. Among deep learning methods, CNNs and RNNs are two models commonly used for CPI extraction. Yin et al. [27] compared the performance of CNNs and RNNs on NLP tasks systematically. The comparison results show that their performance is very similar on the classification task when applied to the SemEval 2010 corpus [28] . However, both Lim's [16] and Lu's [18] works show that RNN models can achieve higher performance than CNN models on the CHEMPROT corpus. The main reason may be that the CHEMPROT corpus contains many long and complicated sentences. It is difficult for CNN models to capture syntactic and semantic information from these sentences. Unlike CNN models, RNN models can learn long-range dependencies of the sentence, which is vital for capturing the semantic and syntactic features in long and complicated sentences. However, the performance of existing methods for CPI extraction is not satisfactory due to the bias defect of RNN.
Inspired by these works, our approach applied the entity attention mechanism to identify and enhance critical words of the candidate sentences, thereby alleviating the bias defect of LSTM. Moreover, we introduced ELMo representations to effectively model complex characteristics of word use (e.g., syntax and semantics) and the variations of these words in the context. Finally, we exploited stacked Bi-LSTM to integrate the deep syntactic and semantic information for CPI extraction. We used three different metrics (i.e., micro-averaged F-score, macro-averaged F-score, and accuracy) to measure the performance. Our approach achieves the best performance on all metrics (69.44% in micro-averaged F-score, 68.61% in macro-averaged F-score, and 89.56% accuracy). Furthermore, we also compared the performance of each CPR type. Our model also achieves the highest performance on all CPR types. For the CPR:4 and CPR:6 types, DS-LSTM performs the best. For the CPR:9 type, which has no distinct features, the performance is also competitive. These experimental results indicate that DS-LSTM can effectively improve the performance of CPI extraction regardless of whether the CPR type has distinct features.
Overall, compared with existing methods, our model has the following three positive impacts. Firstly, deep contextualized word representations are introduced as context features to effectively model the complex characteristics of word use (e.g., semantics and syntax) and how these uses vary across linguistic contexts (i.e., to model polysemy). Secondly, the entity attention mechanism is applied to prioritize the weights of words associated with target entities to distinguish which words play critical roles in long biomedical sentences, thereby alleviating the bias defect of LSTM. Finally, the stacked Bi-LSTM is employed to learn deep syntactic and semantic information for CPI extraction. The experimental results shown in Table 12 demonstrate that our proposed model can better implement CPI extraction.
H. CASE STUDY
The confusion matrix of DS-LSTM on the test set is shown in Table 13 . The rows represent the prediction results while the columns represent the gold-standard annotations. For example, there are 31 instances which we predict to be CPR:3 instances, but their gold-standard annotations are CPR:4 type. Similarly, there are 50 instances which we predict to be CPR:4 instances, but their gold-standard annotations are CPR:3 type. As shown in the confusion matrix, the most common type of error is that 'OTHER' instances are predicted as 'CPR' instances. Among others, it occupies a considerable proportion that DS-LSTM classifies CPR:3 as CPR:4 and vice versa.
Two representative error cases are discussed as follows:
(1) Failure to detect the relationship of sentences with multiple entities co-occurring When multiple entities co-occur in one sentence, it is difficult to determine if there is a relation between the two target entity mentions. As shown in the first case of Table 14 , there are three chemical mentions and one gene mention in the sentence. DS-LSTM only detected successfully the first candidate relation but classified the others as 'OTHER' type. The reason may be that chemical1 and chemical2 are far away from the word 'antagonistic', and thus it is difficult for DS-LSTM to learn the dependence between the mention 'chemical1' (or 'chemical2') and the word 'antagonistic'.
(2) Misclassifying CPR:3 as CPR:4 and vice versa DS-LSTM tends to misclassify CPR:3 as CPR:4 and vice versa. For example, it predicted the second case of Table 14 as CPR:3 type because of the word 'increases'. Since, as discussed in Section II, MATERIALS, the CPR:3 type is usually related to up-regulation and contains words such as 'activate', 'promote' and 'increase'. However, a human expert can see that the 'deposition' is used to modify the target gene mentions (gene0 (gene1)), and will classify it as CPR:4 type because 'deposition' is a typical feature of CPR:4 type.
V. CONCLUSION
Mining interactions between chemicals and proteins/genes is of crucial relevance for the development of biomedicine. It is the foundation of clinical medicine, pharmacological research, and adverse drug effects. Therefore, it is of considerable theoretical and practical implications to automatically extract CPIs from biomedical literature. In this paper, we propose a novel Deep-contextualized Stacked Bi-LSTM model (DS-LSTM) to extract CPIs. Specifically, the approach introduces deep contextualized word representations to effectively model both complex characteristics of word use (e.g., syntax and semantics), and the variations of these words in the context (i.e., to model polysemy). Furthermore, the approach applies the entity attention mechanism to prioritize the weights of words associated with target entities to distinguish which words play key roles in long biomedical sentences. Experimental results show that our approach can tackle or alleviate the drawbacks of existing methods and thus obtain the best performance (69.44% in micro-averaged F-score, 68.61% in macro-averaged F-score, and 89.56% accuracy) on the CHEMPROT corpus.
Overall, the practical advantages of our approach can be summarized as follows. Compared with traditional machine learning methods, our approach can automatically extract syntactic and semantic features to avoid feature engineering, as well as achieve better performance. Compared with existing deep learning methods, our approach can consider the context information of the input sentence and the correlation between input words and target entities, and thus obtain the state-of-the-art performance.
There are also some limitations to our research. First, as described in Section II, MATERIALS, since most gold-standard chemical-protein pairs exist at the intrasentence level, our approach focuses only on CPI extraction at the intra-sentence level. However, there are approximately 1.97% of all gold-standard chemical-protein pairs existing at the inter-sentence level. For these instances, we have not considered their chemical-protein interactions. This is a major limitation of our research. Second, supervised learning methods depend on sufficient labeled training data. However, the annotating process is skill-dependent and timeconsuming, especially in the biomedical domain because of the need for expert knowledge. Therefore, training data is often insufficient for supervised learning methods. In this research, our approach is a supervised learning method, and we only use the CHEMPROT corpus to train our model. Due to insufficient training data, our model may not be able to thoroughly learn the hidden features of the corpus, thus limiting the effect of CPI extraction. This is another limitation of our research.
In future research, we would like to extend our approach to CPIs beyond the boundaries of sentences. We are also interested in finding an appropriate method for incorporating external biomedical knowledge (e.g., Comparative Toxicogenomics Database and Therapeutic Target Database) into CPI extraction. Furthermore, we will explore an effective way of transfer learning or semi-supervised learning in CPI extraction. These are all promising jobs we can pursue in the future. 
