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Abstract
We define C∗-algebras on a Fock space such that the Hamiltonians of quantum field models with positive
mass are affiliated to them. We describe the quotient of such algebras with respect to the ideal of compact
operators and deduce consequences in the spectral theory of these Hamiltonians: we compute their essential
spectrum and give a systematic procedure for proving the Mourre estimate.
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This paper is motivated and related to the work on the spectral and scattering theory of quan-
tum field models initiated in [33,36] and further developed in [23–25]. Our purpose is to show
that abstract C∗-algebra techniques allow one to obtain in this context quite general results in a
rather simple and systematic way which avoids ad-hoc and intricate constructions. We use ideas
introduced in [11,13] in the context of the N -body problem and in a more general setting in [28].
The main point of this approach is that understanding the quotient of a C∗-algebra with respect
to the ideal of compact operators1 gives a lot of information relevant to the spectral analysis of
the operators affiliated to the algebra. In [28,29] the relevant C∗-algebras are generated by a set
of “elementary” Hamiltonians specific to a certain physical situation. The “real” Hamiltonians
are then the self-adjoint operators affiliated to the algebra. We adopt here the same strategy.
In order to avoid any misunderstanding we emphasize that the topics considered in this paper
are quite far from the theory of relativistic quantum fields. As in the references quoted above (and
in the reference section) our results are relevant only for quantum field models with a spatial
cutoff and living in a Fock space (hopefully this last restriction will be removed in the near
future). On the other hand, our approach clearly covers many physically interesting models of
the many-body theory, our focus being on the study of systems with an infinite number of degrees
of freedom and without particle number conservation.
Our results on the spectral analysis of quantum field Hamiltonians (QFH) are consequences
of the theorem stated below.2 Let H be a complex Hilbert space and let Γ (H) be the sym-
metric or antisymmetric Fock space over H. The field operators φ(u) and the Segal operators
Γ (A) are defined as usual. If U = (u1, . . . , un) belongs to the Cartesian power Hn we set
φ(U) = φ(u1) . . . φ(un); in the case n = 0 this is interpreted as φ(∅) = 1Γ (H). If ‖A‖ < 1 then
φ(U)Γ (A) is a well-defined bounded operator. Let K (H) be the space of all compact operators
on Γ (H).
Theorem 1.1. Let O be an abelian C∗-algebra on H such that its strong closure does not
contain finite rank projections. Let F (O) ⊂ B(Γ (H)) be the C∗-algebra generated by the op-
erators φ(U)Γ (A) with U as above and A ∈O with ‖A‖< 1. Then there is a unique morphism
P :F (O) → O ⊗F (O) such that P[φ(U)Γ (A)] = A ⊗ [φ(U)Γ (A)] for all U,A. We have
kerP =K (H), which defines a canonical embedding
F (O)/K (H) ↪→O⊗F (O). (1.1)
This statement has the advantage that it is simple and covers both the bosonic and fermionic
cases. Alternative, technically more convenient, versions of Theorem 1.1 are Theorem 5.4 (see
also Lemma 5.11) and Theorem 6.2. Instead of working separately with the Bose and Fermi case
one may consider a supersymmetric (or Z2-graded) Hilbert space H as in [22] which gives a
unified approach to the subject. Since this requires more preliminary developments, and since
one gets the same result by taking a tensor product of the bosonic and fermionic Fock space, we
did not present this version.
1 More general ideals also play a rôle, cf. [3,11,13].
2 In this introduction we shall freely use notions, notations and terminology which are defined in precise terms in the
body of the paper, see especially Sections 2, 6 and 7.
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spectral theory of QFH: it immediately gives a description of the essential spectrum of these
Hamiltonians and also gives a systematic and simple way of proving the Mourre estimate for
them with conjugate operators of the form A = dΓ (a). Such an estimate allows one to prove
absence of singular continuous spectrum and is an important step in the proof of asymptotic
completeness, cf. [1,2,23,24].
The first difficulty one meets in the algebraic approach we use is the isolation of the correct
“algebra of energy observables,” in the terminology of [28,29]. In fact, if the algebra we start
with is too large, then its quotient with respect to the compacts will probably be too complicated
to be useful. On the other hand, we cannot choose it too small because then physically relevant
Hamiltonians will not be affiliated to it. Since we have chosen the algebras F (O) in such a
way that general classes of QFH are self-adjoint operators affiliated to them, it seems to us quite
remarkable that the description of the quotient given in (1.1) is so simple.
One can also give a priori justifications of the choice of F (O), we describe two of them
below. First, the algebra F (O) can be obtained by a procedure completely analogous to
that used in [28] in the setting of quantum systems with a finite number of degrees of free-
dom. We interpret H as the one particle Hilbert space and O as the C∗-algebra generated by
the one particle kinetic energy Hamiltonians.3 We take as algebra of kinetic energy observables
of the field Γ (O) = C∗(Γ (A) | A ∈ O,‖A‖ < 1), because this is the C∗-algebra generated by
the operators of the form dΓ (h) with h a self-adjoint operator affiliated to O with infh=m> 0
(in this paper we restrict ourselves to the case of particles with strictly positive mass). Now we
have to decide what kind of interactions we take into account. It is characteristic to quantum
fields that the interaction term is some kind of generalized polynomial in the field operators. In
the fermionic case we define the “algebra of elementary interactions” F (H) as the C∗-algebra
generated by polynomials in the field operators. Since in the bosonic case the field operators are
not bounded, we define F (H) in this case as the C∗-algebra generated by operators of the form∫
E
eiφ(u)f (u)dEu, where E is a finite-dimensional vector subspace ofH, dEu is the measure as-
sociated to the Euclidean structure we have on E, and f is an integrable function on E. Finally,
the algebra of energy observables of the field should be the norm closed linear space of operators
on Γ (H) generated by the products FS with F ∈F (H) and S ∈ Γ (O). It is easy to see that this
is exactly F (O).
A second characterization of the algebraF (O) is physically more satisfactory. Let us call ele-
mentary quantum field Hamiltonian of typeO a self-adjoint operator of the form H = dΓ (h)+V ,
where h is a self-adjoint operator on H affiliated to O such that hm for some real m> 0 and
V ∈F (H) is a symmetric operator. This seems to be the smallest class of self-adjoint operators
which may naturally be thought as QFH. But F (O) is just the C∗-algebra generated by these
QFH (Proposition 3.10).
On the other hand, the condition which characterizes P in Theorem 1.1 can be stated in the
following equivalent form: P(H) = h ⊗ 1Γ (H) + 1H ⊗ H for each elementary QFH (Proposi-
tion 5.10 and Lemma 5.11). But this relation has a simple physical interpretation: it says that by
taking the quotient with respect to the compacts one gets the Hamiltonian of the system consist-
ing of a free particle with kinetic energy h and of the initial field (the interaction between them
being cutoff). So one particle has been pull out from the field without modifying the Hamil-
3 We assume here that O acts non-degenerately on H, the only situation of physical interest. The model one should
always have in mind isH= L2(X) with X a locally compact abelian group, the configuration space of the particle, and
O =C0(X∗), the algebra of continuous, convergent to zero at infinity, functions of the momentum operator.
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particles).
As we said above, the embedding (1.1) has interesting consequences in the spectral analysis
of the self-adjoint operators affiliated to F (O). Thus it is important to show that physically
realistic QFH belong to this class and this is not at all obvious because the elementary QFH
which generate the algebra are just toy models, they only look like real QFH. In Section 7 we
give several general criteria for an operator to be affiliated to F (O) which show that the class
of affiliated Hamiltonians is large. As an application, we point out in Section 9 an abstract class
of operators affiliated to F (O) which covers the Hamiltonian of the P(ϕ)2 model with a spatial
cutoff. In Section 10, where we show how to treat coupled systems in our framework, we prove
that massive Pauli–Fierz Hamiltonians are affiliated toF (O)⊗K(L ) (L is the Hilbert space of
the confined system) and deduce the location of their essential spectrum and the Mourre estimate
under conditions on the form factor weaker than usual (see assumption (PF) on p. 136).
We shall describe now the kind of results we get concerning the spectral properties of the
operators affiliated to F (O) (precise statements and details are in Sections 7–10). For simplic-
ity, in the rest of this Introduction we assume, besides the conditions of Theorem 1.1, that the
algebraO is non-degenerate onH (this is trivially satisfied in all the examples we have in mind).
Concerning the essential spectrum, the following is an immediate consequence of (1.1): if H is
a self-adjoint operator affiliated to F (O) then
σess(H)= σ
(P(H)). (1.2)
Here H˜ ≡ P(H) is a self-adjoint operator4 on H⊗ Γ (H) affiliated to O⊗F (O). If X is the
spectrum of the abelian algebra O then O⊗F (O)∼= C0(X ;F (O)) and H˜ is identified with a
continuous family {H˜ (x)}x∈X of self-adjoint operators on Γ (H) affiliated to F (O). Then (1.2)
can be written as
σess(H)=
⋃
x∈X
σ
(
H˜ (x)
)
. (1.3)
The Hamiltonians of the quantum field models usually considered in the literature are, however,
much more specific than just affiliated to F (O): they are bounded from below and have the
property that there is a self-adjoint operator h affiliated to O with hm> 0 such that P(H) =
h⊗ 1Γ (H) + 1H⊗H . We call such QFH standard and we interpret h as the one particle kinetic
energy associated to H and m= infh > 0 as the one particle mass (Definition 7.7). The simplest
standard QFH are the elementary ones, but the class is much larger, for example the P(ϕ)2 and
Pauli–Fierz models as well as the fermionic models considered in [1,2] belong to this class (see
Theorems 9.5 and 10.9). Now for a standard H we clearly have
σess(H)= σ(h)+ σ(H). (1.4)
This formula covers the models treated in [1,2,23–25]. The version (11.9) for systems with a
particle number cutoff covers the spin–boson model [33,36].
4 Or, in very singular situations that do not concern us here, a slightly more general object, since its domain could be
not dense.
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but more general situations may be treated, see Remark 8.10). As in [4,5,23,24,47] we consider
only conjugate operators of the form A = dΓ (a) where a is a self-adjoint operator on H. We
assume:
e−itaOeita =O for all real t and t → e−itaSeita is norm continuous if S ∈O. (1.5)
This condition is quite easy to check in concrete situations, for example in the important case
when O = C0(Rn) and a is associated to a completely integrable vector field of class C1.
The operators H and h must satisfy usual regularity conditions with respect to A and a,
respectively, namely they have to be of class C1u(A) and C1u(a), respectively. In the case of H
for example, this means that the map Φ : t → e−itA(H + i)−1eitA is of class C1 in norm. This
implies that the commutator [H, iA] is well defined as continuous sesquilinear form on D(H),
see Section 8 for a more precise assertion. We mention that in order to get the more subtle
consequences of the Mourre estimate one has to impose stronger regularity assumptions (e.g. it
suffices that Φ be of class C2 in the strong operator topology).
Under these conditions one says that the Mourre estimate holds at energy λ ∈ R if
there are ε, δ > 0 and a compact operator K such that
E(λ, ε)[H, iA]E(λ, ε) δE(λ, ε)+K. (1.6)
Here E is the spectral measure of H and E(λ, ε) = E([λ − ε,λ + ε]). Then we define the
threshold set τA(H) of H with respect to A as the set of real points where the Mourre estimate
does not hold. Of course, τa(h) is similarly defined. We now state the most important particular
case of Theorem 8.6.
Theorem 1.2. Let H be a standard QFH with one particle kinetic energy h such that infh > 0.
Let a be a self-adjoint operator on H satisfying condition (1.5) and let A = dΓ (a). Assume that
H is of class C1u(A) and h is of class C1u(a) with [h, ia] 0. Then
τA(H)=
[ ∞⋃
n=1
τna (h)
]
+ σp(H), where τna (h) = τa(h)+ · · · + τa(h) (n terms). (1.7)
So at each point outside the set τA(H) described in (1.7) the operator A is conjugate to H in
the sense of Mourre, i.e. the estimate (1.6) holds. The relation (1.7) is quite intuitive physically
speaking. It says that an energy λ is an A-threshold for H if and only if one can write it as a sum
λ= λ1 +· · ·+λn +μ where the λk are a-threshold energies of the free particle of kinetic energy
h and μ is the energy of a bound state of the field. So at energy λ one can extract n free particles
from the field such that each one has an a-threshold energy and such that the field remains in a
bound state.
We have considered until now only one self-interacting field but many physically interesting
models involve several fields interacting between themselves or with some external quantum
system like an atom or a spin. In Section 10 we propose an abstract scheme for studying such
situations and we treat in this setting the case of a positive mass Bose field interacting with a
“confined” system (the massive Pauli–Fierz model). More precisely, let L be the Hilbert space
of the states of the confined system and L a positive self-adjoint operator on L with purely
94 V. Georgescu / Journal of Functional Analysis 245 (2007) 89–143discrete spectrum (the internal Hamiltonian). Then the total Hamiltonian of the coupled system
is a self-adjoint operator on H = Γ (H)⊗L of the form
H = dΓ (h)⊗ 1 + 1 ⊗L+ φ(v)≡H0 + φ(v), (1.8)
where h is as before and v :D(L1/2)→D(h1/2)∗ ⊗L is a bounded operator such that
lim
r→∞
∥∥(h−1/2 ⊗ 1)v(L+ r)−1/2∥∥< 1. (1.9)
Under this condition one can define in a natural way φ(v) as a quadratic form which is form
bounded with respect to H0 with relative bound less than 1, hence the form sum H0 + φ(v)
defines a bounded from below self-adjoint operator denoted H in (1.8).
According to our strategy, in order to do the spectral analysis of such Hamiltonians we have
first to isolate the C∗-algebra of energy observables of the coupled system. It is clear that the
algebra of the confined system should be K(L ), the algebra of all compact operators on L
(then L is affiliated to it). Then we take F (O,L ) ≡F (O) ⊗ K(L ) as C∗-algebra of energy
observables of the total system. The analogue of Theorem 1.1 in this situation is Theorem 10.4
and the notion of standard QFH is an obvious extension of that considered before. Thus, if we
are able to show that the operator H defined by (1.8) is affiliated to F (O,L ), then everything
follows from the general theory presented above. In fact, if we use the abbreviation h + L =
h⊗ 1 + 1 ⊗L, we have
Theorem 1.3. Let H be as in (1.8) with v satisfying (1.9) and such that for some α > 1/2
(h+L)−αv(L+ 1)−1/2 and (h+L)−1/2v(L+ 1)−α are compact operators. (1.10)
Then H is affiliated to F (O,L ) and is a standard QFH with h as one particle kinetic energy.
In particular σess(H)= σ(h)+ σ(H). Let a be as in (1.5) and let us set A= dΓ (a)⊗ 1. If H is
of class C1u(A) and h is of class C1u(a) with [h, ia] 0, then (1.7) is valid.
We wish to make some historical comments concerning the methods we use. First, the fact that
quotients of C∗-algebras with respect to the ideal of compact operators play an important rôle
is an old and quite natural idea in the context of the theory of pseudo-differential operators; the
references [19,48] seem particularly relevant for us. Second, the first use of C∗-algebra methods
in the spectral analysis of physically interesting models appears, as far as we know, in the work
of J. Bellissard [7,8] on solid state physics (see [9] for more recent results and references). But
the C∗-algebras and the C∗-algebra techniques used by Bellissard and his collaborators are very
different from ours, e.g. K-theory plays an important rôle in their works but is probably irrelevant
here (it would be nice if somebody would show the contrary). The usefulness of techniques
like computation of quotients of C∗-algebras in the spectral theory of many body systems and
quantum field models seems to have been first noticed in [11,13]. Note that some of the results
described here were announced in [27–29].
In recent works on quantum field models [23,24,33] the techniques involved in the description
of the essential spectrum and the proof of the Mourre estimate are of a quite different nature. It is
natural to try to understand the connection between these two approaches and I shall make below
a comment (or rather a conjecture) on this matter, but I have to say that the situation is not really
clear to me.
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algebra of energy observables may be thought as the C∗-algebra generated by the N -body
Hamiltonians corresponding to all allowed interactions (see [11,21] for a precise definition).
Then the analogue of Theorem 1.1 gives an embedding of the quotient of C with respect to
the compacts in
⊕
a Ca where a runs over the set of partitions consisting of two fragments and
the algebra Ca is similarly defined but with the supplementary condition that the interactions
should not couple particles belonging to different fragments (the sum may be extended to par-
titions involving at least two fragments, and this could be relevant in the field case). Thus we
have morphisms Pa :C → Ca which implement this embedding. On the other hand, the geomet-
ric methods, as presented in [26] for example, give us a partition of unity {Ja} on the N -body
Hilbert space H with the following property: for each T ∈ C one has T ∼∑a JaPa(T )Ja ,
where ∼ means equality modulo a compact (see [13, p. 59] for the proof). In other terms, the
linear map ⊕
a
Ca  (Ta) →
∑
a
JaTaJa ∈ B(H )
induces a cross-section of the canonical morphism C →⊕a Ca . Thus, heuristically speaking, if
we take the quotient with respect to the compacts we see directly what happens at infinity, while
the use of a partition of unity just places us in a neighbourhood of infinity. It is easy to see that
this argument also covers the non-symmetrized spin–boson models considered in [33,36] and the
arguments from Sections 4 and 5 of [33] make this interpretation quite transparent.
The analogous construction in the field case should give a linear mapO⊗F (O)→ B(Γ (H))
whose restriction to the range of P should be a cross-section of P . Unfortunately such a con-
struction does not seem straightforward to me, although the J map introduced in [37] and the
partitions of unity constructed in [23,24] could be relevant.
The paper is organized as follows. In Section 2 we summarize the most important notations
and results from the theory of symmetric Fock spaces following [6,15,35] and also the more
recent [23,24]. We prefer to define the scalar product (2.13) on a Fock space as in [42] and
the definition (2.6) of the annihilation and creation operators in terms of the field operators is
slightly unusual, which explains some differences in the numerical factors. Similar conventions
are adopted in the antisymmetric case presented in Section 6 where we use [43] as main reference.
In Section 3 we define the algebras F (O) and present some of their properties and alternative
characterizations. In Section 4 we prove the main theorem for the algebra A (H) ≡F (C1H),
which is an important technical step but also has an intrinsic mathematical interest because we
show that the quotient A (H)/K (H) is canonically isomorphic to A (H). We also give there
some consequences of this fact in the spectral analysis of the elements of A (H). In Section 5 we
prove our main technical result, Theorem 5.4. We consider only the bosonic case until Section 6
where we describe briefly the corresponding results in the fermionic case (which is nicer but
easier).
Sections 7–11 are devoted to applications in the spectral analysis of quantum field models
of Theorem 1.1. In Section 7 we give criteria for affiliation to F (O) and a general formula for
the essential spectrum of the operators affiliated to this algebra (Theorem 7.6 and relation (7.6)).
We also introduce there the important class of standard QFH and describe their essential spec-
trum. The main result of Section 8 is Theorem 8.6 which gives the Mourre estimate for such
Hamiltonians. In Section 9 we show that a general class of QFH, including the P(ϕ)2 model,
are standard in the sense defined before, hence all these results apply to them. In Section 10 we
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and consider in detail the massive Pauli–Fierz model. Note that the Pauli–Fierz Hamiltonian
is also standard. In the last section we treat models with a particle number cutoff, which have
some interesting features. We do not treat explicitly the fermionic case because it is easy to see
that models like those considered in [1,2] are standard in our sense so their spectral properties
(essential spectrum and Mourre estimate) follow from the general theorems of Sections 7 and 8.
2. Bosonic Fock space
2.1. Our notations are rather standard but we recall here some of them to avoid any ambigu-
ity. If E,F are vector spaces then L(E,F) is the space of linear maps E →F and we abbreviate
L(E) = L(E,E). If E,F are Banach spaces then B(E,F) and K(E,F) are the subspaces of
L(E,F) consisting of continuous or compact maps, respectively, and we set B(E) = B(E,E),
K(E) = K(E,E). When needed for the clarity of the argument we denote by 1E the identity
operator on a Banach space E or the identity element of an algebra E . The domain of an op-
erator T is denoted D(T ). The Hilbert spaces are complex Hilbert spaces unless the contrary
is explicitly mentioned and the scalar product is linear in the second variable. If a symbol
like T (∗) appears in a relation, this means that the relation holds both for T and T ∗. We de-
note by C∗(T | T ∈ T ,P1,P2, . . .) the C∗-algebra generated by a family T of operators T
which have the properties P1,P2, etc. The C∗-algebra generated by a self-adjoint operator H
is C0(H) = {f (H) | f ∈ C0(R)}. More generally, the C∗-algebra generated by a family of
self-adjoint operators is the smallest C∗-algebra which contains the resolvents of these opera-
tors. A morphism between two C∗-algebras is a ∗-morphism. C0(X) is the space of continuous
complex-valued functions on the locally compact space X that converge to zero at infinity and
Cc(X) that of continuous functions with compact support.
We need a version of the polarization formula. Let X,Y be vector spaces, Q :X×· · ·×X → Y
an n-linear symmetric map, and let us set q(x)=Q(x, . . . , x). Denote |a| the cardinal of a set a.
Then
(−1)nn!Q(x1, . . . , xn)=
∑
a⊂{1,...,n}
(−1)|a|q
(∑
i∈a
xi
)
. (2.1)
2.2. LetH be a complex Hilbert space with scalar product 〈·|·〉 and let U(H) be the group of
unitary operators on H. A (regular) representation of the CCR overH, or a Weyl system overH,
is a couple (H ,W) consisting of a Hilbert space H and a map W :H→U(H ) which satisfies
W(u+ v)= ei〈u|v〉W(u)W(v) for all u,v ∈H (2.2)
and such that the restriction of W to each finite-dimensional subspace is strongly continuous.
Then
W(0)= 1, W(u)∗ =W(−u), W(u)W(v) = e−2i〈u|v〉W(v)W(u). (2.3)
We denote W (H) the C∗-algebra generated by the operators W(u) and we call it Weyl algebra
over H:
W (H) = C∗(W(u) ∣∣ u ∈H). (2.4)
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a proof. This also gives canonical embeddings W (K)⊂W (H) for closed subspaces K of H.
The field operator associated to the one particle state u ∈ H is defined as the unique self-
adjoint operator φ(u) on H such that W(tu)= eitφ(u) for all real t . We have for all u,v ∈H:
W(u)φ(v)W(u)∗ = φ(v)− 2〈u|v〉 and [φ(u),φ(v)]= 2i〈u|v〉. (2.5)
The space H ∞ of vectors f ∈ H such that u → W(u)f is a C∞ map on each finite-
dimensional subspace of H is a dense subspace of H stable under all the operators W(u) and
φ(u). Moreover,H ∞ is a core for each φ(u) (by Nelson lemma) and the second relation in (2.5)
holds in operator sense on H ∞. The map u → φ(u) ∈ L(H ∞) is clearly not linear but only R-
linear, as it follows from (2.2) after replacing u,v by tu, tv with t real and then taking derivatives
at t = 0.
The annihilation and creation operators associated to the one particle state u are defined by
a(u)= (φ(u)+ iφ(iu))/2, a∗(u)= (φ(u)− iφ(iu))/2 (2.6)
on H ∞ and then extended by taking closures. On H ∞ we have φ(u)= a(u)+ a∗(u). The map
u → a∗(u) ∈ L(H ∞) is linear, u → a(u) ∈ L(H ∞) is antilinear, and[
a(u), a∗(v)
]= 〈u|v〉, [a(u), a(v)]= 0, [a∗(u), a∗(v)]= 0 on H ∞. (2.7)
On the other hand, from (2.5) we also get:
W(u)a(∗)(v)W(u)∗ = a(∗)(v)− 〈v|iu〉(∗), [a(∗)(v),W(u)]= 〈v|iu〉(∗)W(u). (2.8)
Some of our later constructions will depend only on the existence of a particle number oper-
ator for the Weyl system W , which is a self-adjoint operator N on H such that
eitNW(u)e−itN =W (eit u) for all t ∈ R and u ∈H. (2.9)
Such an operator is clearly not uniquely defined and it is easy to prove that if it exists then N can
be chosen such that its spectrum be either N = {0,1,2, . . .} or Z, see [18]. In [17] it is shown that
we are in the first situation if and only if W is a direct sum of Fock representations (cf. below).
Since
W
(
eit u
)=W(u cos t + i sin t)= e i2 ‖u‖2 sin 2tW(u cos t)W(iu sin t)
by taking derivatives in (2.9) at t = 0 we get (this is easy to justify in the Fock representation):
W(u)NW(u)∗ =N − φ(iu)+ ‖u‖2, [N,W(u)]=W(u)(φ(iu)+ ‖u‖2). (2.10)
Replacing u by tu in the last equation and then taking the derivatives at t = 0 we get[
N, iφ(u)
]= φ(iu), (N + 1)a(u)= a(u)N, (N − 1)a∗(u)= a∗(u)N. (2.11)
A vacuum state for the Weyl system W is a vector Ω ∈H with ‖Ω‖ = 1, Ω ∈ D(φ(u)) for
all u ∈H, and such that the map u → φ(u)Ω is linear. It is easy to prove that a vacuum state
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and a(u)Ω = 0 for all u, see for example [24, Proposition 4.1].
A Fock representation of the CCR over H is a triple (H ,W,Ω) consisting of a Weyl system
(H ,W) over H and a vacuum state Ω which is cyclic for W . It is easy to show that two Fock
representations are canonically isomorphic, more precisely if (H ′,W ′,Ω ′) is a second Fock
representation then there is a unique bijective isometry J :H →H ′ such that JΩ = Ω ′ and
JW(u) = W ′(u)J for all u ∈H. For this reason one may say the Fock representation and speak
about “realizations” of this representation. The realizations are constructed such as to diagonalize
various sets of operators. If H is infinite-dimensional then there are irreducible representations
of the CCR which are not Fock.
The Fock space realization that we describe below is motivated by the following observations.
Let H 0 = CΩ and for each integer n 1 let H n be the closed linear subspace of H generated
by the vectors of the form a∗(u1) . . . a∗(un)Ω with uk ∈H. From (2.7) and since Ω is cyclic we
get H =⊕∞n=0H n (Hilbert direct sum) and ‖a∗(u)nΩ‖ = √n!‖u‖n. Let us denote S(n) the
set of permutations of {1, . . . , n}. Then, since the operators a∗(u) are pairwise commuting, we
have
〈
a∗(u1) . . . a∗(un)Ω
∣∣a∗(v1) . . . a∗(vn)Ω 〉= ∑
σ∈S(n)
〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉. (2.12)
2.3. Let H∨alg be the symmetric algebra5 over the vector space H. We denote by uv the
product of two elements u,v of H∨alg and by un the nth power of an element u ∈H∨alg. The unit
element is denoted either 1 or Ω . Let H∨nalg be the linear subspace spanned by the powers un
with u ∈H. Note thatH∨0alg = CΩ . ThenH∨alg =
∑
n∈NH∨nalg (direct sum of linear spaces) and for
f ∈H∨nalg and g ∈H∨malg we have fg ∈H∨(n+m)alg . We set H∨nalg = {0} for n < 0, so H∨alg becomes a
Z-graded algebra.
We shall equip H∨alg with the unique scalar product such that H∨nalg ⊥H∨malg if n =m and
〈u1 . . . un|v1 . . . vn〉 =
∑
σ∈S(n)
〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉. (2.13)
From the polarization formula (2.1) we see that this scalar product is uniquely determined by
the condition 〈un|vm〉 = n!〈u|v〉nδnm for all u,v ∈H and n,m 0 (see also the characterization
given on p. 100). Then it is easy to prove that
‖uv‖
(
n+m
n
)1/2
‖u‖‖v‖ if u ∈H∨nalg and v ∈H∨malg . (2.14)
5 This is a complex abelian unital algebra in whichH is linearly embedded and which is uniquely determined (modulo
canonical isomorphisms) by the following universal property: if ξ :H→A is a linear map with values in a unital algebra
A such that ξ(u)ξ(v) = ξ(v)ξ(u) for all u,v then there is a unique extension of ξ to a morphism of unital algebras
H∨alg →A (see [10] for example). Concerning the notation uv we use for the product we note that in concrete situations,
when some other product uv is already defined, this notation could be ambiguous. Then we replace it by u∨v and denote
by u∨n the powers of u.
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uct defined by (2.13). Let H∨n be the closure of H∨nalg in Γ (H). Then we can write Γ (H) =⊕
nH∨n, a Hilbert space direct sum. We shall also use the notations Γn(H) =
∑n
k=0H∨n and
Γfin(H) =⋃n Γn(H). Note that H∨0 ≡ CΩ . The vector Ω is the vacuum state and the orthogo-
nal projection on it is ω = |Ω〉〈Ω|.
Using (2.14) we can extend by continuity the multiplication and get a structure of unital
abelian algebra on Γfin(H) such that H∨nH∨m ⊂ H∨(n+m). Then (2.14) remains valid for all
u ∈ H∨n and v ∈ H∨m. We keep the notation uv for the product of two elements u and v of
Γfin(H).
We denote by 1n and 1n the orthogonal projections of Γ (H) onto the subspaces H∨n and
Γn(H), respectively. Thus 1n = 10 + · · · + 1n and 10 = ω. The number operator is defined by
N =∑n n1n.
For each u ∈H the creation operator a∗(u) is the closure of the operator of multiplication
by u on Γ (H) and the annihilation operator a(u) is its the adjoint of. Then Γfin(H) is included
in the domains of a∗(u) and a(u), is left invariant by both operators, and the operator a(u) is
a derivation of the algebra Γfin(H). The field operator φ(u) = a(u) + a∗(u) is essentially self-
adjoint on Γfin(H) and the following elementary estimate∥∥φ(u)pv∥∥ ‖2u‖p∥∥√(N + 1) . . . (N + p)v∥∥ (2.15)
is valid for all u ∈H, v ∈ Γ (H), and p  1 integer. Then W(u) = eiφ(u) defines a Weyl system
over H.
2.4. If Ai ∈ B(H) for i = 1, . . . , n are given then there is a unique operator A1 ∨ · · · ∨An ∈
B(H∨n) such that (A1 ∨ · · · ∨An)un = (A1u) . . . (Anu) for all u ∈H. We extend it to Γ (H) by
identifying A1 ∨ · · · ∨An ≡A1 ∨ · · · ∨An1n. By convention A∨0 = ω.
If A ∈ B(H) then there is a unique unital endomorphism Γ (A) of the algebra Γfin(H) such
that Γ (A)u = Au for all u ∈ H and such that the restriction of Γ (A) to each Γn(H) be con-
tinuous. One has Γ (A)un = (Au)n if u ∈H and Γ (A) =⊕n0 A∨n in an obvious sense. The
operator Γ (A) is bounded on Γ (H) if and only if ‖A‖ 1 (we keep the notation Γ (A) for its clo-
sure). Then ‖Γ (A)‖ = 1, Γ (AB) = Γ (A)Γ (B), Γ (1) = 1 and Γ (0) = ω. Note that zN = Γ (z)
for z ∈ C.
Moreover, there is a unique derivation dΓ (A) of the algebra Γfin(H) such that dΓ (A)u=Au
for all u ∈H. Thus we have dΓ (A)un = n(Au)un−1 if n 1 and dΓ (A)Ω = 0. This operator is
closable and we denote its closure by the same symbol. If A is self-adjoint then Γ (eiA)= ei dΓ (A).
The definition of dΓ (A) is extended as usual to operators A which are infinitesimal generators
of contractive C0-semigroups {etA} on H: the operator dΓ (A) is defined by the rule Γ (etA) =
et dΓ (A).
The following identities hold on Γfin(H) for all A ∈ B(H) and u ∈H:
Γ (A)a∗(u)= a∗(Au)Γ (A), Γ (A)a(A∗u)= a(u)Γ (A). (2.16)
If A∗A = 1 we also get Γ (A)a(u) = a(Au)Γ (A) by replacing u by Au in the second identity,
hence
Γ (A)φ(u) = φ(Au)Γ (A) and Γ (A)W(u) =W(Au)Γ (A) if A∗A= 1. (2.17)
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A∗A† = 1 and then, if we denote φA(u)= a(A†)+ a∗(Au) we get
Γ (A)a(u)= a(A†u)Γ (A) and Γ (A)φ(u) = φA(u)Γ (A). (2.18)
Observe that if A ∈ B(H) is invertible then A† = (A∗)−1.
2.5. Let K ⊂ H be a linear subspace. Then we have a canonical embedding K∨alg ⊂ H∨alg
obtained by identifying K∨alg with the unital subalgebra of H∨alg generated by K. If L ⊂ H is
another linear subspace then K∨alg and L∨alg are subalgebras of the abelian algebra H∨alg so we
have a natural unital morphism K∨alg ⊗L∨alg →H∨alg (algebraic tensor product) which is injective
if and only if K∩L= 0 and surjective if and only if K+L=H. Thus (K⊕L)∨alg =K∨alg ⊗L∨alg.
Let K ⊂H be a closed subspace. Then the embedding K∨alg ⊂H∨alg obviously extends to an
isometric embedding Γ (K) ⊂ Γ (H). Moreover, the canonical algebraic identification H∨alg =
K∨alg ⊗K⊥∨alg extends to a Hilbert space identification Γ (H) = Γ (K)⊗Γ (K⊥). Indeed, the scalar
product (2.13) has been chosen such that the identification map be isometric (the norm of a tensor
product of Hilbert spaces being defined in the standard way). In fact (2.13) is the unique scalar
product on H∨alg such that ‖Ω‖ = 1, a vector u ∈H has the same norm in H and in H∨alg, and for
each closed subspace K⊂H
〈uv|u′v′〉 = 〈u|u′〉〈v|v′〉 = 〈u⊗ v|u′ ⊗ v′〉 for all u ∈K∨alg, v ∈
(K⊥)∨
alg.
In order to avoid ambiguities we indicate, when necessary, by a subindex the Hilbert space on
which the various objects depend, for example WH,NH and so on. We also use abbreviations
like N ′K =NK⊥ ,Ω ′K =ΩK⊥ , etc. Then, relatively to the factorization Γ (H) = Γ (K)⊗Γ (K⊥),
we have for u ∈K
WH(u) =WK(u)⊗ 1, φH(u)= φK(u)⊗ 1, a(∗)H (u)= a(∗)K (u)⊗ 1. (2.19)
Note also the relations ΩH = ΩK ⊗ Ω ′K and ωH = ωK ⊗ ω′K. If A = B ⊕ C in H = K⊕K⊥
then
Γ (A)= Γ (B)⊗ Γ (C), dΓ (A)= dΓ (B)⊗ 1 + 1 ⊗ dΓ (C). (2.20)
In particular zNH = zNK ⊗ zN ′K for |z| 1 and NH =NK ⊗ 1 + 1 ⊗N ′K.
After the identification Γ (H) = Γ (K) ⊗ Γ (K⊥) the embedding Γ (K) ⊂ Γ (H) is nothing
else but Γ (K) ≡ Γ (H)⊗Ω ′K. Then extending an operator T defined on the subspace Γ (K) by
zero on the orthogonal subspace of Γ (H) amounts to identifying T ≡ T ⊗ ω′K. This is coherent
with the first relation in (2.20): Γ (B ⊕ 0)= Γ (B)⊗ Γ (0)= Γ (B)⊗ω′K.
Let K (H) =K(Γ (H)) be the C∗-algebra of compact operators on Γ (H). Clearly
K (H) =K (K)⊗K (K⊥). (2.21)
As explained above, we have a natural identification of K (K) with a C∗-subalgebra KK(H) of
K (H), a compact operator on Γ (H) being identified with its extension by zero on Γ (K)⊥:
KK(H) ≡K (K)⊗ω′K ⊂K (H). (2.22)
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increasing family of C∗-algebras and the closure of its union is K (H).
Proof. It suffices to note that the spaces Γ (E), with E ⊂H finite-dimensional, form an increas-
ing family of closed subspaces of Γ (H) whose union is dense in Γ (H). 
3. The algebrasF (O)
We fix a complex Hilbert spaceH and to each C∗-algebra O of operators on it we associate a
C∗-algebra of operators on the bosonic Fock space Γ (H) according to the following rule:
Γ (O)= C∗(Γ (A) ∣∣A ∈O, ‖A‖< 1). (3.1)
Since Γ (A)Γ (B) = Γ (AB) and Γ (A)∗ = Γ (A∗) this is in fact the norm closed linear space
generated by the operators Γ (A) with A ∈O and ‖A‖< 1. We shall prove in a moment that
Γ (O)= closure of the linear space generated by the Γ (A)
with A ∈O and 0A ‖A‖< 1. (3.2)
Proposition 3.1. The map O → Γ (O) is increasing and we have
Γ
({0})= Cω, Γ (C1H)= C0(N)= {θ(N) ∣∣ θ ∈ C0(N)}. (3.3)
If H=H1 ⊕H2 and O =O1 ⊕O2 for some C∗-subalgebras Oi ⊂ B(Hi ), then
Γ (O)= Γ (O1)⊗ Γ (O2), (3.4)
where the tensor product is defined by the identification Γ (H) = Γ (H1)⊗ Γ (H2).
Proof. The first assertion is obvious and the first relation in (3.3) follows from Γ (0)= ω. Since
the closed subspace generated by the functions λ → λn with 0 < λ < 1 is dense in C0(N) we
see that the second relation in (3.3) is true. To prove (3.4) we use (2.20) and the fact that for
A = A1 ⊕ A2 we have ‖A‖ = sup(‖A1‖,‖A2‖) so that ‖A‖ < 1 if and only if ‖A1‖ < 1 and
‖A2‖< 1. 
We shall give a more explicit description of Γ (O) for an arbitrary O below. Observe first that
the linear subspace of B(H∨n) generated by the operators of the form A1 ∨· · ·∨An with Ai ∈O
is a ∗-algebra. Indeed, this follows from (A1 ∨ · · · ∨An)∗ =A∗1 ∨ · · · ∨A∗n and
n!(A1 ∨ · · · ∨An)(B1 ∨ · · · ∨Bn)=
∑
σ∈S(n)
(A1Bσ(1))∨ · · · ∨ (AnBσ(n)) (3.5)
which is obvious if A1 = · · · = An and B1 = · · · = Bn and the general case follows by applying
twice the polarization formula (2.1). Thus the norm closed linear space generated by the operators
A1 ∨ · · · ∨ An with Ai ∈O is a C∗-algebra that we shall denote O∨n. We make the convention
O∨0 = C10 = Cω.
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operators A∨n with A ∈O and A 0. Moreover, we have (3.2) and
Γ (O)=
⊕
n
O∨n ≡
{∑
n
An1n
∣∣An ∈O∨n, ‖An‖ → 0}. (3.6)
Proof. Let L be the linear space of operators onH∨n generated by the operators A∨n with A ∈O
and A 0. From the polarization formula (2.1) we first deduce that the operators A1 ∨ · · · ∨An
with Ai ∈ O and Ai  0 belong to L and then, by n-linearity, that the same assertion holds
without the condition Ai  0. This proves the first assertion of the proposition.
Let L be the norm closed linear space generated by the operators Γ (A) such that A ∈ O
and 0 A a for some a < 1. Let A 0 with ‖A‖ < 1. For 0 t  1 we then have Γ (tA) =∑
tnA∨n, so the map t → Γ (tA) ∈L is of class C∞ and its derivative of order n at t = 0 is
equal to n!A∨n. Clearly then we get A∨n ∈L for all A ∈O, A 0. From what we proved before
we get O∨n ⊂L . Then if A ∈ O,‖A‖ < 1 we have Γ (A)1n ∈L and ‖Γ (A) − Γ (A)1n‖ 
‖A‖n+1 → 0, so Γ (A) ∈L . This clearly proves L = Γ (O), i.e. (3.2). The inclusion ⊂ in (3.6)
is obvious and the inverse inclusion follows from the preceding arguments. 
We are mainly interested in C∗-algebras of operators on Γ (H) of the following form:
F (O)= C∗(W(u)Γ (A) ∣∣ u ∈H, A ∈O, ‖A‖< 1). (3.7)
Observe that Γ (O)⊂F (O).
Proposition 3.3. (1) If O1 ⊂O2 are C∗-subalgebras of B(H) then F (O1)⊂F (O2).
(2) We have F ({0})=K (H), in particular K (H) ⊂F (O) for all O.
(3) If H=H1 ⊕H2 and O =O1 ⊕O2 for some C∗-subalgebras Oi ⊂ B(Hi ), then
F (O) =F (O1)⊗F (O2), (3.8)
where the tensor product is defined by the identification Γ (H) = Γ (H1)⊗ Γ (H2).
Proof. The first assertion is obvious and an easy proof of (2) involves coherent vectors [35].
Indeed,
W(u)Ω = e−‖u‖2/2eiu ≡ e−‖u‖2/2
∑
n
in
n!u
n
and the linear span of these vectors is dense in Γ (H). Thus the norm closed linear subspace of
B(Γ (H)) generated by the operators W(u)ω = |W(u)Ω〉〈Ω| is equal to the space of rank one
operators of the form |u〉〈Ω| with u ∈ Γ (H). But the C∗-algebra generated by these operators is
exactly K (H). Finally, to prove (3) we argue as in the proof of Proposition 3.1 by using (2.19)
and (2.20) in order to get W(u)Γ (A) = [W(u1)Γ (A1)] ⊗ [W(u2)Γ (A2)] if u = u1 ⊕ u2 and
A=A1 ⊕A2. 
If O ⊂ B(H) is a C∗-subalgebra then letHO be the closed linear space generated by the vec-
tors Au with A ∈O, u ∈H. One says thatO is non-degenerate (or acts non-degenerately onH) if
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acts non-degenerately onHO and we haveO|H⊥O = {0}, hence by (2) and (3) of Proposition 3.3:
F (O) =F (O0)⊗K
(H⊥O) relatively to Γ (H) = Γ (HO)⊗ Γ (H⊥O). (3.9)
In some of our results we shall assume that O is non-degenerate but one may use (3.9) to ex-
tend them to possibly degenerate algebras. We shall not do it explicitly in order to simplify the
arguments and also because this is of no interest in the applications we have in mind. In fact, we
interpret O as the C∗-algebra generated by the allowed one particle Hamiltonians of the field, in
particular there should be self-adjoint operators h onH affiliated to O. But this implies that O is
non-degenerate (see Section 7).
Proposition 3.4. IfO is non-degenerate thenF (O) is the norm closed linear subspace generated
by the operators of the form W(u)Γ (A) with u ∈H and A ∈O such that A 0 and ‖A‖< 1.
Proof. Let M be the norm closed linear subspace generated by the operators of the form
W(u)Γ (A) with A as in the statement of the lemma. Clearly M ⊂ F (O) and (3.2) implies
that M contains a set which generates F (O) as a C∗-algebra, so it suffices to show that M is
a ∗-algebra. Proposition 3.2 shows that W(u)Γ (A)1n ≡ W(u)A∨n ∈M if u ∈H and A ∈ O.
By computing derivatives with respect to t1, . . . , tp of W(t1u1 + · · · + tpup) and by using the
estimate ∥∥φ(u)p1n∥∥√p!‖2√n+ 1u‖p (3.10)
which is a consequence of (2.15) we get φ(u1) . . . φ(up)Γ (A)1n ∈M for all u1, . . . , up ∈H.
And this is equivalent to a∗(u)pa(v)q1nΓ (A) ∈M for all u,v,p, q,n.
Now let A,B ∈ O be positive and ε > 0 real. Then (2.16) and 1na∗(u)pa(v)q =
a∗(u)pa(v)q1n−p+q imply
1nΓ (A+ εB)a∗(u)pa((A+ εB)v)q = a∗((A+ εB)u)pa(v)q1n−p+qΓ (A) ∈M .
Thus 1nΓ (A + εB)a∗(u)pa(w)q ∈ M for each w in the closure of the range of an operator
of the form A + εB (because the preceding expression is norm continuous as function of w).
Now let Jν be an approximate unit for O [40, pp. 77, 78], let Rν be the closure of the range of
A + εJν , and Nν = ker(A + εJν), so that Rν =N⊥ν . We have v ∈Nν if and only if 〈v|Av〉 =
〈v|Jνv〉 = 0 hence Nμ ⊂Nν if μ ν. Moreover, Nν , and hence Rν , is independent of ε. And
we have 1nΓ (A + εJν)a∗(u)pa(w)q ∈M for each w ∈Rν by what we proved before. If we
make here ε → 0 then we get norm convergence and so 1nΓ (A)a∗(u)pa(w)q ∈M for w ∈Rν .
On the other hand,
⋂
νNν = {0} because O is non-degenerate and so limν Jνv = v for all v ∈H.
It follows that {Rν} is an increasing family of closed subspaces of H whose union is dense
in H. Thus we have 1nΓ (A)a∗(u)pa(w)q ∈M for w in the union and then by norm continuity
for all w ∈H. Clearly then we get 1nΓ (A)φ(u)p ∈M for all A ∈ O with A  0 and u ∈H.
From (3.10) we see that 1nW(u) = ∑p 1n(iφ(u))p/p! the series being convergent in norm.
Hence 1nΓ (A)W(u) ∈M for all u ∈H and positive A ∈O. By arguments already used in the
proof of Proposition 3.2 we obtain 1nA∨nW(u) ∈M for arbitrary A ∈O. This clearly implies
Γ (A)W(u) ∈M if A ∈O and ‖A‖< 1.
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W(u)Γ (A) with A ∈ O, ‖A‖ < 1, and we have proved that Γ (A)W(u) ∈M under the same
conditions. Thus M is stable under taking adjoints. For a product W(u)Γ (A)W(v)Γ (B) we
write Γ (A)W(v) as limit of linear combinations of operators W(w)Γ (C) with C ∈O, ‖C‖< 1,
and use (2.2) and Γ (C)Γ (B) = Γ (CB). This gives W(u)Γ (A)W(v)Γ (B) ∈M , hence M is a
C∗-algebra. 
Remark 3.5. The arguments of the preceding proof show that ifO is non-degenerate then F (O)
is the norm closed linear span of the operators φ(u)nΓ (A) with u ∈H, n ∈ N and A ∈O with
‖A‖< 1.
Remark 3.6. Proposition 3.4 is not valid if O is degenerate. Indeed, with the notations of (3.9)
and if u= u0 + u1 with u0 ∈HO, u1 ∈H⊥O , then for A ∈O with ‖A‖< 1 we have
W(u)Γ (A)= [W(u0)Γ (A0)]⊗ [W(u1)Γ (0)]= [W(u0)Γ (A0)]⊗ |W(u1)Ω〉〈Ω|
and the operators |W(u1)Ω〉〈Ω| do not generate linearly K (H⊥O).
Lemma 3.7. Assume A,B ∈ B(H) and ‖A‖ c,‖B‖ c with c < 1. If we set c˜ = supk1 kck−1
then ∥∥Γ (A)− Γ (B)∥∥ c˜‖A−B‖.
For u,v ∈H and n ∈ N we have∥∥(W(u)−W(v))1n∥∥ ∣∣〈u|v〉∣∣+ 2√n+ 1‖u− v‖.
If ‖A‖< 1 the map u →W(u)Γ (A) is norm continuous onH and ‖φ(u)pΓ (A)‖<∞ for all p.
Proof. To prove the first part it suffices to show that ‖A∨k −B∨k‖ kck−1‖A−B‖ if k  1. But
this follows from A∨k −B∨k =∑k−1j=0 B∨j ∨ (A−B)∨A∨(k−1−j). For the proof of the second
estimate we note that (2.2) implies ‖(W(u)−W(v))1n‖ |ei〈v|u〉 − 1| + ‖(W(u− v))1n − 1n‖
and then we use
∥∥W(u)1n − 1n∥∥=
∥∥∥∥∥
1∫
0
W(tu)iφ(u)1n dt
∥∥∥∥∥ ∥∥φ(u)1n∥∥ 2√n+ 1‖u‖.
Next observe that W(u)Γ (A)=W(u)1nΓ (A)+W(u)Γ (A)1⊥n and ‖W(u)Γ (A)1⊥n ‖ ‖A‖n+1.
Finally, the estimate∥∥φ(u)pλN∥∥ ‖2u‖p∥∥√(N + 1) . . . (N + p)λN∥∥√p!‖2u‖p∥∥(N + 1)p/2λN∥∥ (3.11)
is a straightforward consequence of (2.15), and this proves the last assertion of the lemma. 
We define now an analogue in the present setting of the graded Weyl algebra which has
been introduced and studied for finite-dimensional symplectic spaces H in [13,30]. The fol-
lowing construction makes sense for an arbitrary Weyl system (H ,W). A finite-dimensional
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translation invariant measure dEu and the corresponding L1(E) space is well defined. Since the
map u →W(u) is strongly continuous on E, we can define W(f )= ∫
E
W(u)f (u)dEu ∈ B(H )
if f ∈ L1(E). Let
F (E,H)= norm closure of {W(f ) ∣∣ f ∈ L1(E)}. (3.12)
From (2.2) one may deduce thatFE(H) is a C∗-algebra and that we have (the proof given in [13]
for finite-dimensional H extends without any modification to our context):
(i) F (E,H) ·F (F,H) ⊂F (E + F,H),
(ii) if L is a finite family of finite-dimensional real subspaces of H then ∑E∈LF (E,H) is a
norm closed subspace and the sum is a direct sum of linear spaces.
We define the graded Weyl algebra F (H) ≡ Wgr(H) as the norm closure of ∑EF (E,H),
where E runs over the set of all finite-dimensional complex subspaces of H. Then F (H) is
equipped with a graded C∗-algebra structure in the sense of [21, Definition 3.1]. F (H) is unital
because F ({0},H) = C.
In the Fock representation we have a quite explicit description of the algebras F (E,H). This
follows, as explained in [13], from the fact that a complex finite-dimensional subspace of H is
symplectic:
F (E,H)=K (E)⊗ 1 relatively to the factorization Γ (H) = Γ (E)⊗ Γ (E⊥). (3.13)
Finally, we define Wmax(H), the largest C∗-algebra of operators which can be naturally asso-
ciated to the Weyl system in the Fock representation. In particular, Wmax(H) contains W (H) and
F (H). If f is a bounded Borel regular measure on H (for the norm topology) and v ∈ Γfin(H)
then the integral W(f )v = ∫HW(u)v df (u) is well defined because, by Lemma 3.7, the map
u → W(u)v is bounded and continuous on H. Clearly ‖W(f )v‖  ‖v‖‖f ‖ where ‖f ‖ is the
variation of f , so v →W(f )v extends to a bounded operator W(f ) on Γ (H). It is easy to show
that the set of operators W(f ) is a ∗-algebra and we define Wmax(H) as its norm closure.
If M ,N are C∗-subalgebras of a given C∗-algebra we denote by M ·N the linear subspace
consisting of the operators of the form S1T1 + · · · + SnTn with Si ∈M , Ti ∈N and n 1, and
by M ·N  the norm closure of this linear subspace.
Proposition 3.8. If O is non-degenerate then
F (O)= F (H) · Γ (O)= W (H) · Γ (O)= Wmax(H) · Γ (O). (3.14)
Proof. We first observe that W(u)Γ (A) ∈ F (H) · Γ (O) if u ∈ H and ‖A‖ < 1. In-
deed, since W(tu)Γ (A) is a norm continuous function of t (see Lemma 3.7), the sequence∫
R
W(tu)fk(t) dtΓ (A) converges in norm to W(u)Γ (A) if fk is a sequence in L1(R) which
converges to the Dirac measure at t = 1. Thus F (O) ⊂ F (H) · Γ (O) by Proposition 3.4.
The converse inclusion follows from the norm continuity of the map u → W(u)Γ (A) (use
again Lemma 3.7). For the same reason we have W(f )Γ (A) ∈ W (H) · Γ (O) for an arbitrary
bounded Borel regular measure on H. 
106 V. Georgescu / Journal of Functional Analysis 245 (2007) 89–143Proposition 3.10 will justify the physical interpretation of the algebra F (O) as C∗-algebra of
energy observables of the field with one particle kinetic energy affiliated to O. Recall that QFH
is an abbreviation for “quantum field Hamiltonian.”
Definition 3.9. We shall call elementary quantum field Hamiltonian of type O a self-adjoint
operator of the form H = dΓ (h)+V where: (i) h is a self-adjoint operator onH with hm for
some real m> 0 and h−1 ∈O; (ii) V a symmetric operator such that V =W(f ) with f ∈ L1(E)
for some finite-dimensional linear space E ⊂H.
For a self-adjoint operator h such that h  m > 0 the relations h−1 ∈ O and e−h ∈ O are
equivalent and imply θ(h) ∈ O for all θ ∈ C0(R). If an elementary QFH of type O exists then
O contains a positive injective operator, e.g. A = h−1, and this clearly implies that O is non-
degenerate. Reciprocally:
Proposition 3.10. If O contains a positive injective operator then F (O) is the C∗-algebra gen-
erated by the elementary QFH of type O. Hence F (O)= C∗(e−H |H is an elementary QFH).
Proof. Let Hs = dΓ (h) + sV ≡ H0 + sV where h,V are as in Definition 3.9 and s is a real
number. If z is far enough from the spectrum of H0 then we have a norm convergent expansion
for Rs = (z−H)−1:
Rs =R0(1 − VR0)−1 =
∑
n0
snR0(V R0)
n. (3.15)
We have e−tH0 = Γ (e−th) ∈ Γ (O) if t > 0 because e−th ∈O and has norm < 1, so R0 ∈ Γ (O).
From Proposition 3.8 we then get Rs ∈F (O), hence the C∗-algebra C generated by the ele-
mentary QFH is contained in F (O).
We now prove the converse inclusion. Let h and Hs be as above, so that Rs ∈ C for all s.
By taking the first order derivative at s = 0 in (3.15) we get R0VR0 ∈ C . By definition we
have θ(H0) ∈ C for any θ ∈ C0(R), hence we also have θ(H0)R0VR0 ∈ C . By choosing θ
conveniently in Cc(R) and then by an approximation argument we get η(H0)V R0 ∈ C for all
η ∈ C0(R).
Let ηn be a sequence of continuous functions with 0  ηn  1, ηn(x) = 1 if |x|  n, and
ηn(x) = 0 if |x|  n + 1. Our next purpose is to prove that ηn(H0)V R0 → VR0 in norm. The
operator (N + 1)R0 is bounded, hence it is easy to see that it suffices to show that ‖1⊥n V (N +
1)−1‖ → 0 as n → ∞. We have V = W(f ) = ∫
E
W(u)f (u)dλE(u) for some subspace E of
finite dimension and f ∈ L1(E) and it is clear that for the proof of this assertion it suffices to
assume that f has compact support. We have∥∥1⊥n W(u)(N + 1)−1∥∥ (n+ 1)−1 + ∥∥1⊥n [W(u), (N + 1)−1]∥∥.
On the other hand [N,W(u)] =W(u)(φ(iu)+ ‖u‖2) hence by using (3.10) we get:
∥∥1⊥n [W(u), (N + 1)−1]∥∥= ∥∥1⊥n (N + 1)−1W(u)(φ(iu)+ ‖u‖2)(N + 1)−1∥∥
 (n+ 1)−1∥∥(φ(iu)+ ‖u‖2)(N + 1)−1∥∥ (n+ 1)−1(2‖u‖ + ‖u‖2).
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∥∥1⊥n W(u)(N + 1)−1∥∥ (1 + ‖u‖)2(n+ 1)−1
from which we get ‖1⊥n V (N + 1)−1‖ → 0. This finishes the proof of limηn(H0)V R0 → VR0 in
norm which in turn implies VR0 ∈ C .
Thus we have VR0 ∈ C and then V e−H0 = VR0 · (z −H0)e−H0 ∈ C . Since e−H0 = Γ (e−h)
we obtain VΓ (A) ∈ C for any operator A of the form A = e−h with h a self-adjoint operator
on H such that hm > 0 and e−h ∈O. In other terms, we have VΓ (A) ∈ C for any operator
A ∈ O such that A is positive and injective and such that ‖A‖ < 1. Indeed, it suffices then to
choose h = − logA. Now let A ∈ O be positive and ‖A‖ < 1. By assumption, O contains a
positive injective operator S. If ε > 0 is small enough then Aε =A+ εS belongs toO, is positive
and injective, and ‖Aε‖  c < 1 uniformly in ε. Then VΓ (Aε) ∈ C and from Lemma 3.7 we
get VΓ (A) ∈ C . Finally, (3.2) shows that V T ∈ C for all T ∈ Γ (O). From Proposition 3.8 we
obtain F (O) ⊂ C . 
4. A (H) and its canonical endomorphism
We set A (H) =F (C1H). From Proposition 3.8 we get:
A (H) = F (H) ·C0(N)
= W (H) ·C0(N)
= Wmax(H) ·C0(N)

. (4.1)
Alternative descriptions of A (H) are consequences of the results form Section 3. For example,
A (H) is the norm closed subspace generated by each of the following classes of operators:
(i) φ(u)nθ(N) with u ∈H, n ∈ N and θ ∈ Cc(R);
(ii) a∗(u)pa(v)q1n with u,v ∈H and p,q,n 0.
Proposition 4.1. K (H) ⊂A (H) and K (H) =A (H) if and only if H is finite-dimensional.
Proof. The first assertion is clear by Proposition 3.3. H is finite-dimensional if and only if 11 ∈
K (H) and then C0(N) ⊂ K (H). Since 11 ∈ A (H), the second assertion of the proposition
follows. 
If E is a finite-dimensional (complex) subspace of H let us define
AE(H) =

W (E) ·C0(N)
= F (E,H) ·C0(N)

. (4.2)
The equality follows from the arguments of the proof of Proposition 3.8. Note that A{0}(H) =
C0(N). With the notation N ′ =NE⊥ introduced in Section 2, we have:E
108 V. Georgescu / Journal of Functional Analysis 245 (2007) 89–143Proposition 4.2. AE(H) =K (E) ⊗ C0(N ′E) relatively to Γ (H) = Γ (E) ⊗ Γ (E⊥). In other
terms:
AE(H) =
⊕
n
K (E)⊗ 1n
E⊥ =
{∑
n
Kn ⊗ 1nE⊥
∣∣Kn ∈K (E), ‖Kn‖ → 0}, (4.3)
where 1n
E⊥ is the projection onto the n particle subspace of Γ (E⊥), in particular 10E⊥ = ω′E . IfH is infinite-dimensional then
AE(H)∩K (H) =K (E)⊗ω′E ≡KE(H). (4.4)
Proof. By an argument used before AE is the closed linear space generated by the operators
T λN with T ∈F (E,H) and 0 < λ < 1. By (3.13) this is the same as the closed linear space
generated by (KλNE ) ⊗ λN ′E with K compact on Γ (E). Replacing K by Kθ(NE)λ−NE with
θ with compact support and then making θ → 1 we see that AE is generated by the operators
K ⊗ λN ′E , which proves the assertion of the proposition. 
We now prove that A (H) is the inductive limit of the family of C∗-algebras {AE(H)}.
Proposition 4.3. If E ⊂ F are finite-dimensional subspaces of H then AE(H) ⊂AF (H). And
we have
A (H) =
⋃
E
AE(H). (4.5)
Proof. We begin with a general remark. Let K be a closed subspace of H. If z is a complex
number such that |z| < 1 then zN = zNK ⊗ zN ′K ∈ C0(NK)⊗C0(N ′K). This clearly implies
C0(N)⊂ C0(NK)⊗C0
(
N ′K
)
. (4.6)
Now let us set G = F E. From H= E ⊕G⊕ F⊥ we get Γ (H) = Γ (E)⊗ Γ (G)⊗ Γ (F⊥),
hence:
AE(H) =K (E)⊗C0
(
N ′E
)⊂K (E)⊗C0(NG)⊗C0(N ′F )
⊂K (E)⊗K (G)⊗C0
(
N ′F
)=K (F )⊗C0(N ′F )=AF (H).
We have used (4.6), the fact that C0(NG)⊂K (G) since G is finite-dimensional, and (2.21). 
If P is an endomorphism of A (H), then the following conditions are equivalent:
(i) P(W(u)λN)= λW(u)λN for each u ∈H and 0 < λ< 1;
(ii) P(W(u)θ(N)) =W(u)θ(N + 1) for each u ∈H and θ ∈ C0(N).
Indeed, since θλ(n) = λn defines a function in C0(N), we see that (ii) ⇒ (i). To prove the
converse, it suffices to note that the closed subspace generated by the functions θλ,0 < λ< 1, is
dense in C0(N).
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unique and surjective by (4.1). We shall call it the canonical endomorphism of A (H). If H is
finite-dimensional thenA (H) =K (H) has no nontrivial ideals, so the canonical endomorphism
cannot exist.
Theorem 4.4. IfH is infinite-dimensional then the canonical endomorphism of A (H) exists and
its kernel is K (H). Hence we have a canonical identification
A (H)/K (H) ∼=A (H). (4.7)
Proof. Let τ be the endomorphism of C0(N) defined by (τθ)(m) = θ(m + 1). If K = {0}
then C0(NK) is isomorphic with C0(N) hence we get a realization of τ as endomorphism of
C0(NK). For each finite-dimensional subspace E let PE = 1 ⊗ τ , which is an endomorphism
of AE = K (E) ⊗ C0(N ′E). We have kerPE = K (E) ⊗ ker τ because tensor product with
K (E) preserves exact sequences [40, Theorem 6.5.2]. Since τθ(N ′E) = θ(N ′E + 1) we have
ker τ = Cω′E , so kerPE =K (E)⊗ω′E =AE ∩K (H) because of (4.4).
Let F be a second finite-dimensional subspace such that E ⊂ F . Then we have AE ⊂AF and
we shall prove that PE is the restriction of PF to AE . From (4.2) and arguments used before we
see that AE is the norm closed linear space generated by the operators T =W(u)λN with u ∈E
and 0 < λ < 1, hence it suffices to show that PE and PF are equal on such elements. We have
T = (W(u)λNE )⊗ λN ′E relatively to the tensor factorization Γ (H) = Γ (E)⊗ Γ (E⊥) hence
PE(T )=
(
W(u)λNE
)⊗ λN ′E+1 =W(u)λN+1.
An identical computation gives PF (T )=W(u)λN+1, which proves our assertion.
Now from Proposition 4.3 it follows that there is a unique endomorphism P of A such that
P|AE = PE . It is clear that P is the canonical endomorphism of A . From Lemma 2.1 it fol-
lows that P(K) = 0 if K is a compact operator. Reciprocally, assume that P(K) = 0 and let
ε > 0. From (4.5) it follows that there is E and KE ∈ AE such that ‖K − KE‖ < ε. Thus
‖PE(KE)‖ < ε. The kernel of PE is KE = AE ∩K (H) and PE induces an isometric map
from the quotient AE/KE onto AE . From the definition of the quotient norm it follows that
there is L ∈KE such that ‖KE −L‖< 2ε. This implies ‖K −L‖< 3ε and since L is a compact
operator and ε is arbitrary, we see that K is compact. 
Remark 4.5. The following explicit expression of P has been noticed by George Skandalis:
P(T )u= s-lim
e⇀0
a(e)T a∗(e)u for all T ∈A (H) and u ∈ Γfin(H). (4.8)
This is similar to relation (2.2) in [13]. The notation e ⇀ 0 means that ‖e‖ = 1 and that
e converges to zero in the weak6 topology. (4.8) follows easily from (2.8), (2.11) and
s-lime⇀0 a(e)a∗(e)1n = 1n.
6 More precisely, the limit is taken along the filter consisting of the intersections of the neighborhoods of zero in the
weak topology with the unit sphere of H. One may also replace it by the finer filter consisting of the subsets of the unit
sphere which are orthogonal to finite-dimensional subspaces ofH, the proof is then simpler.
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Lemma 4.6. If T ∈ A (H) then limk→∞ ‖Pk(T )‖ = 0. Moreover, 1n ∈ A (H) and Pk(1n) =
1n−k .
Proof. From the characterizations of A (H) given in (4.1) we see that it suffices to consider T
of the form T =W(u)θ(N) with θ ∈ Cc(N). Then Pk(T )=W(u)θ(N + k)= 0 for k large. 
Proposition 4.7. The spectrum of an element of A (H) is countable. If T ∈A (H) then its essen-
tial spectrum is equal to the spectrum of P(T ).
Proof. Let σess(T ) be the essential spectrum of an operator T and σd(T ) its discrete spectrum,
so that σ(T ) is equal to the disjoint union σd(T )unionsqσess(T ) and σd(T ) does not have accumulation
points outside σess(T ). If T ∈A (H) then σess(T )= σ(P(T )) hence we get by induction:
σ(T )= σd(T ) unionsq σ
(P(T ))= [ n⊔
k=0
σd
(Pk(T ))] unionsq σ (Pn+1(T ))
which proves the assertion of the proposition. 
Remark 4.8. The following comments on the algebra A (H) play no role in this paper but are
of some intrinsic interest. The advantage in using the graded Weyl algebra F (H) instead of
other Weyl algebras which can be found in the literature is that N implements a norm continuous
action of the unit circle on it. Indeed, (2.9) gives for z ∈Σ = {z ∈ C | |z| = 1} and u ∈H
zNW(u)z¯N =W(zu). (4.9)
If E is a (complex) finite-dimensional subspace of H then E is stable under multiplication by z
and for f ∈ L1(E) we have
zNW(f )z¯N =
∫
E
W(zu)f (u)dEu=
∫
E
W(u)f (z¯u) dEu≡W(fz).
Since ‖W(fz) − W(f )‖  ‖fz − f ‖L1 → 0 as z → 1 we see that z → zNW(f )z¯N is norm
continuous.
Thus αz(T ) = zNT z¯N induces a norm continuous action of Σ on F (H) which is compat-
ible with the grading (i.e. each F (E,H) is stable under the action). In particular, the crossed
product C∗-algebra F (H)  Σ is well defined. The algebra A (H) is a quotient of this crossed
product: there is a unique morphism F (H)  Σ → A (H) such that the image of T ⊗ η be
T η˜(N) ≡ T ∫
Σ
zNη(z) dz for all T ∈F (H), η ∈ L1(Σ), see [29, Theorem 2.9]. This morphism
is surjective but not injective.
The similarly defined morphismF (E,H)Σ →AE(H) can be used in order to give a more
conceptual proof of the existence of the morphism PE constructed at the beginning of the proof
of Theorem 4.4. I am indebted to G. Skandalis for a comment which clarified this point to me.
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We now extend the results of Section 4 to a larger class of C∗-algebras O of operators on H.
Definition 5.1. If a morphism P :F (O)→O⊗F (O) with the property
P(W(u)Γ (A))=A⊗ [W(u)Γ (A)] if u ∈H and A ∈O with ‖A‖< 1 (5.1)
exists, then it is uniquely determined and we call it the canonical morphism of F (O).
Example 5.2. Assume that P exists and recall that Γ (O)⊂F (O). Then P(Γ (A))=A⊗Γ (A)
if A ∈O and ‖A‖ < 1. Replacing A by tA and taking derivatives at t = 0 we obtain P(A∨0) ≡
P(ω) = 0 and P(A∨n) = A ⊗ A∨(n−1) if n  1 (recall that A∨0 = ω). From the polarization
formula we then get
nP(A1 ∨ · · · ∨An)=
∑
k
Ak ⊗ [A1 ∨ · · · ∨Ak−1 ∨Ak+1 ∨ · · · ∨An] (5.2)
for all A1, . . . ,An ∈O.
Remark 5.3. If needed we denote PO the morphism from Definition 5.1. Observe that if
O1 ⊂ O2 and if the canonical morphism PO2 exists, then PO1 exists too and we have PO1 =
PO2 |F (O1).
Theorem 5.4. If O is an abelian C∗-algebra on H and its strong closure does not contain finite
rank operators then the canonical morphism P exists and kerP =K (H). This gives a canonical
embedding
F (O)/K (H) ↪→O⊗F (O). (5.3)
Remark 5.5. Observe that H cannot be finite-dimensional. In the rest of this remark we assume
O non-degenerate and denote O′ and O′′ its commutant and bicommutant. Note that
K (H) ⊂F (O)⊂F (O′′). (5.4)
The strong closure of O is O′′, thus in Theorem 5.4 we have to assume that O′′ does not contain
finite rank operators. Clearly this is equivalent to O′′ ∩ K(H) = {0}. Observe that if there is
a sequence of unitary operators Un ∈ O′ such that w-limn→∞ Un = 0 then this assumption is
satisfied. On the other hand, if H is separable then O′′ ∩ K(H) = {0} if and only if there is a
self-adjoint operator S ∈O′ with purely absolutely continuous spectrum; and if this is the case
then eitS ∈O′ and w-lim|t |→∞ eitS = 0.
Lemma 5.6. Let O be an abelian finite-dimensional C∗-algebra on H with 1H ∈ O. Let
P1, . . . ,Pn be the minimal projections of O and Hk = PkH. Then H=⊕kHk and we have
F (O)=
⊗
k
A (Hk) relatively to Γ (H) =
⊗
k
Γ (Hk). (5.5)
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element ofO is a linear combination of these projections. Thus we can writeO as a direct sum of
C∗-algebrasO ≡⊕k CPk and then we may use (2) of Proposition 3.3. More explicitly, if A ∈O
then A =∑k zkPk and we have ‖A‖ = supk |zk|. Assume ‖A‖ < 1 and let u ≡∑k uk , then we
get from (2.19) and (2.20)
W(u)Γ (A)=
⊗
k
[
W(uk)Γ (zkPk)
]≡⊗
k
[
W(uk)Γ (zk)
]
where we have identified Pk = 1Hk . Then (5.5) follows easily from this relation. 
Lemma 5.7. Theorem 5.4 is true if O is finite-dimensional and 1H ∈O.
Proof. We keep the notations of Lemma 5.6 and observe that each Hk is infinite-dimensional
because O does not contain finite-dimensional projections. By Theorem 4.4 the canonical endo-
morphism Pk of A (Hk) exists. We shall now use Proposition 10.1: define P ′k as in that theorem
and note that Jk =K (Hk) and A˜ (Hk)=A (Hk). Proposition 4.2 implies that each A (Hk) is
nuclear. Taking into account Lemma 5.6 and Proposition 10.1 we get a morphism
P ≡
n⊕
k=1
P ′k :F (O)→
n⊕
k=1
A (H1)⊗ · · · ⊗A (Hk)⊗ · · · ⊗A (Hn)
≡ Cn ⊗F (O) ∼=O⊗F (O)
whose kernel is K (H1) ⊗ · · · ⊗K (Hn) = K (H). Then, with the notations of the proof of
Lemma 5.6:
P(W(u)Γ (A))= n⊕
k=1
P ′k
[⊗k[W(ui)Γ (zi)]]
=
n⊕
k=1
[
W(u1)Γ (z1)
]⊗ · · · ⊗ [zkW(uk)Γ (zk)]⊗ · · · ⊗ [W(un)Γ (zn)]
= (z1P1 + · · · + znPn)⊗
(
W(u)Γ (A)
)=A⊗ (W(u)Γ (A)).
Thus P is the canonical morphism of F (O). 
Proof of Theorem 5.4. If the theorem has been proved for non-degenerate O then the general
case is a consequence of the factorization (3.9) and of Proposition 10.1 with n= 2, C1 =F (O0),
C2 =J2 =K (H⊥O). Thus we may assume that O is non-degenerate. Then, due to Remark 5.3,
it suffices to assume that O is a von Neumann algebra, i.e. O = O′′. Let L be the set of all
finite-dimensional ∗-subalgebras of O which contain 1H. Then L is a lattice for the order re-
lation given by inclusion. Indeed, L is stable under (arbitrary) intersections and if M,N ∈L
then their upper bound R is constructed as follows: if P(M),P(N ) are the sets of minimal
projections of M,N then we define P(R) as the set consisting of the non-zero projections of
the form PQ with P ∈P(M),Q ∈P(N ) and take R equal to the linear span of P(R). The
total algebra O is the norm closure of the union of the algebras in L , because each A ∈ O is
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B =∑k zkEA(Δk) with zk ∈ C and Δk ⊂ C Borel sets. Note also that the standard construction
of such sums will produce operators with ‖B‖ ‖A‖.
From Proposition 3.3 we see that {F (M) |M ∈L } is a filtered increasing family of C∗-
subalgebras of F (O). The definition (3.7), Lemma 3.7, and the remark made above concerning
the norm of B imply that F (O) is the norm closure of the union of these subalgebras. In other
terms, F (O) is the inductive limit of the net {F (M)}M∈L . Lemma 5.7 gives us for each
M ∈L a canonical morphism PM and from Remark 5.3 it follows that PO(T ) ≡ PM(T ) is
independent of M if T ∈⋃MF (M). It remains to extend PO to all F (O) by continuity and
to check condition (i) of Proposition 5.10 by an obvious density and continuity argument. 
Remark 5.8. This is a natural extension of Remark 4.5. Let χ be a state on a C∗-algebra O ⊂
B(H) and let {e} be a net of unit vectors in H such that e ⇀ 0 and such that the state associated
to e on O converges weakly to χ (G. Skandalis has shown me that each state χ on a C∗-algebra
O with O ∩K(H) = {0} can be expressed in this way). Then
s-lim
e⇀0
a(e)
[
W(u)Γ (T )1n
]
a∗(e)= χ(T )W(u)Γ (T )1n−1 for all u ∈H and T ∈O.
Denote IO the identity morphism on O and for each integer k  1 let us define
Pk = I⊗(k−1)O ⊗P :O⊗(k−1) ⊗F (O)→O⊗k ⊗F (O). (5.6)
This is a morphism with O⊗(k−1) ⊗K (H) as kernel (tensor product with an abelian algebra
preserves exact sequences). Note thatO⊗(k−1)⊗K (H) ⊂ B(H⊗(k−1)⊗Γ (H)) does not contain
compact operators if k  1 and if we are in the conditions of Theorem 5.4. The following extends
Lemma 4.6.
Proposition 5.9. Under the conditions of Theorem 5.4 the map
Pk =Pk ◦ · · · ◦P1 :F (O)→O⊗k ⊗F (O) (5.7)
is a morphism uniquely determined by the property: Pk(W(u)Γ (A)) = A⊗k ⊗ [W(u)Γ (A)] if
u ∈H and A ∈O, ‖A‖< 1. We have limk→∞ ‖Pk(T )‖ = 0 for all T ∈F (O).
Proof. It remains only to prove the last relation. Clearly it suffices to consider only operators of
the form T =W(u)Γ (A). But then we have ‖Pk(W(u)Γ (A))‖ ‖A‖k‖Γ (A)‖. 
We mention a description of the canonical morphismP in the spirit of Proposition 3.10. Below
O is any C∗-algebra on H. At point (ii) we use the extension of the action of P to unbounded
operators affiliated to F (O) (see Section 7): so (ii) is just (i) written at generator level (see the
proof of Proposition 7.10).
Proposition 5.10. Assume that O contains a positive injective operator. If P :F (O) → O ⊗
F (O) is a morphism then P is the canonical morphism if and only if it satisfies the following
equivalent conditions:
(i) P(e−H )= e−h ⊗ e−H if H = dΓ (h)+ V is an elementary QFH;
(ii) P(H)= h⊗ 1Γ (H) + 1H ⊗H if H = dΓ (h)+ V is an elementary QFH.
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H = dΓ (h)+ V ≡ H0 + V then (7.3) holds in norm because H0 is bounded from below and V
is bounded. If P is the canonical morphism, and since e−tH0 = Γ (e−th), we obtain (i) from
P[(e−V/ne−H0/n)n]= [P(e−V/ne−H0/n)]n = [e−h/n ⊗ (e−V/ne−H0/n)]n. (5.8)
Reciprocally, assume that P is a morphism and (i) holds. Let H be as in (i) and set H˜ = h ⊗
1Γ (H) + 1H ⊗ H . The operators H,H˜ are bounded from below and P(e−H ) = e−H˜ . Since P
is a morphism and the function x → e−x algebraically generates C0([a,∞[) if a ∈ R, we get
P(θ(H)) = θ(H˜ ) for all θ ∈ C0(R). In particular, if z is a complex number with sufficiently
large negative real part we can take θ(x) = (z − x)−1 and get P[(z − H)−1] = (z − H˜ )−1.
Denote Rz = (z − H0)−1 and R˜z = (z − H˜0)−1, where H˜0 = h ⊗ 1Γ (H) + 1H ⊗ H0. Then we
make a norm convergent series expansion to get
P
∑
k
Rz[VRz]k =
∑
k
R˜z
[
(1H ⊗ V )R˜z
]k
.
We replace V by sV and take derivatives at s = 0 to obtain P[RzVRz] = R˜z(1H⊗V )R˜z. On the
other hand, by taking V = 0 in this argument we get P(θ(H0))= θ(H˜0) for all θ ∈ C0(R). Thus
P[θ(H0)RzVRz]= θ(H˜0)R˜z(1H ⊗ V )R˜z.
By arguments already used in the proof of Proposition 3.10 we get first
P[η(H0)V Rz]= η(H˜0)(1H ⊗ V )R˜z
for η ∈ C0(R) and then we see that this relation remains true for η = 1. Thus we have
P[VRz] = (1H ⊗ V )R˜z for all complex numbers z with sufficiently large negative real part. By
standard arguments we then get P[V θ(H0)] = (1H ⊗ V )θ(H˜0) for all θ ∈ C0(R), in particular
P[V e−H0] = (1H ⊗ V )e−H˜0 . But this is the same as
P[VΓ (e−h)]= (1H ⊗ V )(e−h ⊗ Γ (e−h))= e−h ⊗ [VΓ (e−h)].
Thus P[VΓ (A)] =A⊗[VΓ (A)] if A= e−h. By first choosing h conveniently and then by using
the same argument as in the last part of the proof of Proposition 3.10 we see that the preceding
relation holds for all A ∈O with ‖A‖< 1 and A 0. As in Example 5.2 this implies
nP[V (A1 ∨ · · · ∨An)]=∑
k
Ak ⊗
[
V (A1 ∨ · · · ∨Ak−1 ∨Ak+1 ∨ · · · ∨An)
]
first for Ak  0 and then for all Ak ∈O. Thus P[VA∨n] = A⊗ [VA∨(n−1)] for all A ∈O from
which we clearly get P[VΓ (A)] =A⊗[VΓ (A)] if A ∈O and ‖A‖< 1. That this holds also for
V =W(u) follows easily as in the proof of Proposition 3.8. So P is the canonical morphism. 
We give one more characterization of P which is sometimes useful (e.g. it implies Theo-
rem 1.1). The proof involves the same ideas as that of Proposition 3.4 so we do not give details.
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φ(u)nΓ (A) with u ∈ H, n ∈ N and A ∈ O with ‖A‖ < 1. A morphism P :O → O ⊗ F (O)
is the canonical morphism if and only if it satisfies P(φ(u)nΓ (A)) = A ⊗ [φ(u)nΓ (A)] for all
such u,n,A.
6. The fermionic case
6.1. The fermionic version of the theory seems to me most pleasant esthetically speaking
and certainly much easier. As before H is a complex Hilbert space with scalar product 〈·|·〉.
A representation of the CAR over H, or a Clifford system over H, is a couple (H , φ) consisting
of a Hilbert space H and an R-linear map φ :H→ B(H ) which satisfies
φ(u)∗ = φ(u) and φ(u)2 = ‖u‖2 for all u ∈H. (6.1)
We set [A,B]+ =AB +BA. Then the second condition above is equivalent to[
φ(u),φ(v)
]
+ = 2〈u|v〉 for all u,v ∈H. (6.2)
Note that the map φ :H→ B(H ) is an isometry, which makes the theory much simpler. We
define the annihilation and creation operators associated to the one particle state u by the re-
lations (2.6), so that φ(u) = a(u) + a∗(u). Then a∗ :H→ B(H ) is a linear continuous map,
a :H→ B(H ) is antilinear and continuous, and a∗(u) is just the adjoint of the operator a(u).
We have [
a(u), a∗(v)
]
+ = 〈u|v〉,
[
a(u), a(v)
]
+ = 0,
[
a∗(u), a∗(v)
]
+ = 0. (6.3)
A number operator for the Clifford system (H , φ) is a self-adjoint operator N on H satisfying
eitNφ(u)e−itN = φ(eit u) for all t ∈ R and u ∈H. (6.4)
As in the bosonic case we have[
N, iφ(u)
]= φ(iu), (N + 1)a(u)= a(u)N, (N − 1)a∗(u)= a∗(u)N. (6.5)
A vacuum state for the Clifford system (H , φ) is a vector Ω ∈H with ‖Ω‖ = 1 such that the
map u → φ(u)Ω is linear and this condition is equivalent to a(u)Ω = 0 for all u.
6.2. We define the Clifford algebra over H by
F (H) = C∗(φ(u) ∣∣ u ∈H). (6.6)
We refer to [43] for a presentation of the theory of Clifford algebras suited to our context. In
their terminology, F (H) is the Clifford algebra generated by the real vector space H equipped
with the scalar product 〈u|v〉. In particular, if the (complex) dimension of H is n then F (H)
is of dimension 22n. The C∗-algebras F (H) associated to two Clifford systems over H are
canonically isomorphic in a natural sense, which explains why (H , φ) is not included in the
notation. The algebra F (H) has a rich and interesting structure: it is central and simple, it has a
unique tracial state, and it is Z2-graded (Z2 = Z/2Z), i.e. there is a unique automorphism γ of
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F (H) | γ (T )= ±T } then we get a linear direct sum decompositionF (H) =F+(H)+F−(H).
If K is a closed vector subspace of H we identify F (K) with the C∗-subalgebra of F (H)
generated by the operators φ(u) with u ∈ K. If E ⊂ F are finite-dimensional subspaces of H
then F (E)⊂F (F ) are finite-dimensional ∗-subalgebras of F (H) and
F (H) =
⋃
E
F (E) (6.7)
where E runs over the set of finite-dimensional subspaces of H. In particular, F (H) is nuclear.
6.3. One defines the Fock representation exactly as in the bosonic case; the uniqueness mod-
ulo canonical isomorphisms is obvious. The construction of the “particle Fock realization” is
parallel to that in the Bose case, one just has to replace “symmetric” and the symbol ∨ by “an-
tisymmetric” and ∧ (the details can be found in [43]). So H∧alg is the antisymmetric (or exterior)
algebra7 over the vector space H, we use the notation uv for the product of two elements u,v of
H∧alg (or u∧ v if ambiguities occur in concrete situations), and the unit element is denoted either
1 or Ω . ThenH∧nalg is the linear subspace spanned by the products u1 . . . un with ui ∈H andH∧alg
is equal to the linear direct sum
∑
n∈NH∧nalg . We shall equip H∧alg with the unique scalar product
such that H∧nalg ⊥H∧malg for n =m and
〈u1 . . . un|v1 . . . vn〉 =
∑
σ∈S(n)
εσ 〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉, (6.8)
where εσ is the signature of the permutation σ . The estimate (2.14) remains valid in the present
situation.
We define the Fock space Γ (H) ≡H∧ overH as the completion ofH∧alg for the scalar product
defined by (6.8). Then H∧n is the closure of H∧nalg in Γ (H), we have Γ (H) =
⊕
nH∧n (Hilbert
space direct sum), and the spaces Γn(H) and Γfin(H) are defined as in the symmetric case.
Similarly for the number operator N and the projections 1n,1n,ω. Note that Γfin(H) is a unital
algebra but not abelian: it is a Z-graded anticommutative algebra, i.e. we have uv = (−1)nmvu
if u ∈H∧n and v ∈H∧m.
The creation–annihilation operators a(∗)(u) and the field operator φ(u) are defined ex-
actly as in the bosonic case. Important differences are the boundedness of these operators:
‖a(∗)(u)‖ = ‖u‖, and the fact that a(u) is an antiderivation:
a(u)(vw)= (a(u)v)w + (−1)nv(a(u)w) if v ∈H∧n, w ∈ Γfin(H). (6.9)
If A1, . . . ,An ∈ B(H) then there is a unique operator A1 ∧ · · · ∧An ∈ B(H∧n) such that
(A1 ∧ · · · ∧An)(u1 . . . un)= (n!)−1
∑
σ∈S(n)
εσ (A1uσ(1)) . . . (Anuσ(n)) (6.10)
7 The definition is similar to that in the symmetric case, cf. the footnote on p. 98, just replace the commutativity
condition ξ(u)ξ(v)= ξ(v)ξ(u) by ξ(u)ξ(v)= −ξ(v)ξ(u).
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If A1 = · · · = An ≡ A we denote A∧n this operator. Note that A∧n is uniquely defined by the
relation A∧n(u1 . . . un) = (Au1) . . . (Aun) for all u1, . . . , un ∈H. Observe that A1 ∧ · · · ∧An is
a symmetric function of A1, . . . ,An hence one may use the polarization formula in this case too.
As in the bosonic case, for each A ∈ B(H) there is a unique unital endomorphism Γ (A) of the
algebra Γfin(H) such that Γ (A)u=Au for all u ∈H and such that the restriction of Γ (A) to each
Γn(H) be continuous. In fact Γ (A) =⊕n0 A∧n. Clearly Γ (AB) = Γ (A)Γ (B), Γ (1) = 1,
Γ (0) = ω, and zN = Γ (z) for z ∈ C. The relations (2.16)–(2.18) remain valid. The operator
Γ (A) is bounded on Γ (H) if ‖A‖ 1. Finally, there is a unique derivation dΓ (A) of the algebra
Γfin(H) such that dΓ (A)u = Au if u ∈H. Hence dΓ (A)(u1 . . . un) =∑k u1 . . . (Auk) . . . un if
n  1 and dΓ (A)Ω = 0. We denote also by dΓ (A) the closure of this operator. If A is not
bounded but generates a contractive C0-semigroup on H then dΓ (A) is defined by Γ (etA) =
et dΓ (A).
If K ⊂ H is a closed subspace we identify K∧alg with the subalgebra of H∧alg generated by
K and then by taking the closure in Γ (H) we get an isometric embedding Γ (K) ⊂ Γ (H). The
scalar product (6.8) has been chosen such that
〈uv|u′v′〉 = 〈u|u′〉〈v|v′〉 = 〈u⊗ v|u′ ⊗ v′〉 for all u ∈ Γfin(K), v ∈ Γfin
(K⊥)
hence the linear map Γfin(K) ⊗alg Γfin(K⊥) → Γfin(H) associated to the bilinear map (u, v) →
uv extends to a linear bijective isometry Γ (K) ⊗ Γ (K⊥) → Γ (H). This gives us a canonical
Hilbert space identification Γ (H) = Γ (K) ⊗ Γ (K⊥). Note that the product on Γfin(K) ⊗alg
Γfin(K⊥) induced by the embedding in Γfin(H) is the anticommutative tensor algebra product,
see [10]. Note that ΩH =ΩK ⊗Ω ′K and everything we said starting with (2.20) until the end of
Section 2 remains valid.
It is also trivial to check that, as in bosonic case, for each u ∈K we have a(∗)H (u) = a(∗)K (u)⊗1
and φH(u) = φK(u) ⊗ 1 relatively to the factorization Γ (H) = Γ (K) ⊗ Γ (K⊥). On the other
hand, if u ∈K⊥ it is easy to check that a(∗)H (u)= (−1)NK ⊗ a(∗)K⊥(u). Thus for u ∈K and v ∈K⊥
we have
φH(u+ v)= φK(u)⊗ 1 + (−1)NK ⊗ φK⊥(u). (6.11)
6.4. The theory developed in Sections 3–5 has a complete analogue in the present setting.
Many things become in fact simpler and look more natural due to the boundedness of the field
operators. So in what follows we state the results and make some comments concerning the
proofs.
If O is a C∗-algebra on H then Γ (O) is defined as in (3.1) and Proposition 3.2 (with ∨
replaced by ∧) remains true because A1 ∧ · · · ∧An is a symmetric function of A1, . . . ,An. Then
we define:
F (O)= C∗(SΓ (A) ∣∣ S ∈F (H),A ∈O, ‖A‖< 1) (6.12)
and we set A (H) =F (C1H). If O is non-degenerate then we have
F (O) = F (H) · Γ (O). (6.13)
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Proof of the fermionic version of Proposition 3.3. F ({0}) is the C∗-algebra generated by the
operators φ(u1) . . . φ(un)ω (where the product may be empty) and the linear span of these op-
erators coincides with the linear span of a∗(u1) . . . a∗(un)ω = |u1 . . . un〉〈Ω|, from which (2) of
Proposition 3.3 in the Fermi case follows easily. Now we prove (3) of Proposition 3.3. Basically
this follows from
φ(u)Γ (A) = (φ(u1)⊗ 1 + (−1)N1 ⊗ φ(u2))Γ (A1)⊗ Γ (A2)
= [φ(u1)Γ (A1)]⊗ Γ (A2)+ Γ (−A1)⊗ [φ(u2)Γ (A2)]
but the complete argument is complicated by the fact that we have to consider arbitrary poly-
nomials in the fields. Consider a product φ(w1) . . . φ(wn)Γ (A) and decompose wk = uk + vk ,
A = B ⊕ C with u1, . . . , un ∈H1, v1, . . . , vn ∈H2, and B ∈O1,C ∈O2 with norms < 1. Due
to (6.11) and since (−1)NH1 = Γ (−1H1) we have φ(wk) = φ(uk) ⊗ 1 + Γ (−1) ⊗ φ(vk) with
some simplifications in the notations. If we develop the product φ(w1) . . . φ(wn) and if we take
into account the relation Γ (−1)φ(uk) = φ(−uk)Γ (−1) we clearly get a sum of terms of the
form (ordered products) [∏
j∈α
φ(u˜j )
]
⊗
[∏
k∈β
φ(vk)
]
· Γ (±1)⊗ 1
where α is a subset of {1, . . . , n}, β is the complementary subset, and u˜j is either uj or −uj .
Since Γ (±1) ⊗ 1 · Γ (A) = Γ (±B) ⊗ Γ (C) we see that φ(w1) . . . φ(wn)Γ (A) ∈ F (O1) ⊗
F (O2) and the proof is finished by an obvious argument. 
We mention one more fact, which is also true in the bosonic case but with a more complicated
proof.
Proposition 6.1. IfO is non-degenerate thenF (O) is the C∗-algebra generated by the operators
of the form Γ (A) or φ(u)Γ (A) with u ∈H and A ∈O, A 0, ‖A‖< 1.
Proof. We give the proof under the supplementary assumption that O contains a positive in-
jective operator (this is the only situation relevant in field theory; in general one has to use an
approximate unit as in the proof of Proposition 3.4). Let C be the C∗-algebra generated by
the operators of the form Γ (A) or φ(u)Γ (A) with u ∈ H and A ∈ O, A  0, ‖A‖ < 1. Due
to (3.2) it is sufficient to show that any product φ(u1) . . . φ(un)Γ (A) with A as above belongs
to C . We show this in the case of two field factors φ(u)φ(v)Γ (A), the general case is similar.
We have A = (√A)2 and √A ∈ O, is positive, and has norm strictly less than 1. By writing
φ(u)φ(v)Γ (A) = φ(u)[φ(v)Γ (√A)]Γ (√A) we see that it suffices to show the following: for
each v ∈H and B ∈O with B  0,‖B‖ < 1, the operator φ(v)Γ (B) belongs to the norm clo-
sure L of the linear span of the operators of the form Γ (A)φ(u) with u,A as before. We have
φ(v)Γ (B)= a(v)Γ (B)+a∗(v)Γ (B) and so it suffices to have a(∗)(v)Γ (B) ∈L . In the case of
a(u)Γ (B) this is obvious by (2.16). Now let S ∈O be positive and injective and let ε > 0 real.
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erator B + εS is positive and injective hence it has dense range. The map u → a∗(u) ∈ B(Γ (H))
is norm continuous, hence we get a∗(v)Γ (B + εS) ∈L for all v ∈ H. From Lemma 3.7 we
easily get Γ (B + εS)→ Γ (B) in norm as ε → 0, hence a∗(v)Γ (B) ∈L . 
One may define elementary QFH as in Definition 3.9 by asking V ∈F (H) or V ∈F (E) for
some finite-dimensional subspace E ofH. And then Proposition 3.10 remains true (only a minor
modification of the end of the proof is required). We may now state the fermionic version of our
main result.
Theorem 6.2. If O is an abelian C∗-algebra on H and its strong closure does not contain finite
rank operators, then there is a unique morphism P :F (O)→O⊗F (O) such that
P[SΓ (A)]=A⊗ [SΓ (A)] if S ∈F (H) and A ∈O, ‖A‖< 1. (6.14)
We have kerP =K (H), which gives us a canonical embedding
F (O)/K (H) ↪→O⊗F (O). (6.15)
If O is non-degenerate then one may require (6.14) to hold only for S = φ(u)k (the powers
φ(u)k with k ∈ N are multiples of φ(u) or of the identity). The second characterization of P
presented in Proposition 5.10 remains valid. The canonical endomorphism P of A (H) satisfies
P(Sθ(N))= Sθ(N + 1) for all S ∈F (H) and θ ∈ C0(N).
The strategy of the proof of Theorem 6.2 is identical to that from the symmetric case. We first
treat the case of A (H) as in Section 4 with the help of the algebras
AE(H) = F (E) ·C0(N)=K (E)⊗C0(N ′E) relatively to Γ (H) = Γ (E)⊗ Γ (E⊥).
Here E is finite-dimensional and F (E) ≡ F (E) ⊗ 1E⊥ the F (E) from the right-hand side
being the algebra of all operators on the finite-dimensional space Γ (E). In particular we now
have NE ∈F (E), in fact NE =∑nk=0 a∗(ek)a(ek) if e1, . . . , en is an orthonormal basis of E.
For a general algebra O we proceed as in Section 5.
We now prove that A (H) has a natural Z2-grading and we state the fermionic version of
Remark 4.5.
Proposition 6.3. There is a unique automorphism γ of A (H) such that γ (Sθ(N)) = γ (S)θ(N)
for all S ∈F (H) and θ ∈ C0(N). We have γ 2 = 1 and for each T ∈A (H):
P(T )= s-lim
e⇀0
a(e)γ (T )a∗(e). (6.16)
Proof. From the fermionic version of (4.5) it follows that it suffices to define γ on AE(H) for
each finite-dimensional E. Since, as explained above, we then haveAE(H) =K (E)⊗C0(N ′E),
the existence is rather obvious. However, the following explicit construction, cf. [43, Theo-
rem 1.1.10], gives more information. Observe first that if e ∈H and ‖e‖ = 1 then φ(e)φ(ie) =
i[a(e), a∗(e)], hence φ(e)φ(ie) = φ(ze)φ(ize) for all complex z with |z| = 1. Let e1, . . . , en be
an orthonormal basis of E and w = φ(e1)φ(ie1) . . . φ(en)φ(ien). It is clear that w is a unitary
element of F (E) with w∗ =w if n is even and w∗ = −w if n is odd. The relation wSw∗ = γ (S)
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above for NE we get wNEw∗ = NE and it is clear that wN ′Ew∗ = N ′E . Thus wNw∗ = N and
we may define γ (T )=wTw∗ for all T ∈F (E).
We have a(e)u0 . . . un =∑k(−1)ku0 . . . 〈e|uk〉 . . . un hence s-lime⇀0 a(e)= 0. From the anti-
commutation relation a(e)a∗(e)+a∗(e)a(e) = 1 we get s-lime⇀0 a(e)a∗(e)= 1. Thus P defined
by (6.16) is an endomorphism of A (H). Note that∥∥a(e)φ(u)+ φ(u)a(e)∥∥= ∣∣〈e|u〉∣∣→ 0 if e ⇀ 0.
Finally, by using (6.5) it follows easily that P is the canonical endomorphism of A (H). 
It is clear that everything we said in Section 5 starting with Proposition 5.9 remains true or
has an analogue in the fermionic case.
7. Self-adjoint operators affiliated toF (O)
7.1. It will be convenient to use the notion of observable affiliated to a C∗-algebra as intro-
duced in [13] and further studied in [3,21]. In this paper a self-adjoint operator is supposed to be
densely defined but not densely defined operators appear by taking (norm) resolvent limits or im-
ages through C∗-algebra morphisms. An observable is a Hilbert space independent formulation
of the notion of “not necessarily densely defined self-adjoint operator.”
An observable affiliated to a C∗-algebra C is a morphism H :C0(R) → C . We set H(θ) =
θ(H) although H cannot be realized as a self-adjoint operator in general. Observables have the
advantage that one can consider their images through morphisms: if P :C →D is a morphism,
then P(H) is the observable affiliated to D defined by θ(P(H)) = P(θ(H)) (this operation
makes no sense at the Hilbert space level). The spectrum of H is the set σ(H) of real points λ
such that θ(H) = 0 if θ(λ) = 0. A sequence {Hn} of observables affiliated to C is convergent
if limn θ(Hn) exists (in norm) for each θ ∈ C0(R). Then θ(H) = limn θ(Hn) is an observable
affiliated to C and we write H = limn Hn.
Let C be a C∗-algebra of operators on a Hilbert space H . We say that a self-adjoint operator
H on H is affiliated8 to C if (H − z)−1 ∈ C for some z ∈ C \ σ(H). This is equivalent to
θ(H) ∈ C for all θ ∈ C0(R) and this gives us a morphism θ → θ(H), hence H defines an
observable affiliated to C and this observable determines the self-adjoint operator H uniquely.
So the set of self-adjoint operators affiliated to C is a subset of the set of observables affiliated
to C . But there are observables affiliated to C which do not correspond to self-adjoint operators
on H (and these could be physically interesting). See [3, p. 364] and [14] for details on this
question.
It is clear that the spectrum of H as self-adjoint operator on H and as observable affiliated to
C are identical. If {Hn} is a sequence of self-adjoint operators affiliated to C then the sequence
of observables Hn converges if and only if the sequence of operators Hn converges in norm
resolvent sense.
If one insists in working with self-adjoint operators the following notion is useful. We say that
an observable or a self-adjoint operator H is strictly affiliated to C if the linear space generated
by the products θ(H)T with θ ∈ C0(R) and T ∈ C is dense in C . If there is a self-adjoint
operator on H affiliated to C then C is non-degenerate on H .
8 This should not be confused with the terminology of Woronowicz, see [21].
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If H is a self-adjoint operator strictly affiliated to C and if P is a non-degenerate represen-
tation of C on a Hilbert space K , then there is a unique self-adjoint operator P(H) on K
such that P(φ(H)) = φ(P(H)) for all φ ∈ C0(R). Moreover, P(H) is strictly affiliated to the
C∗-algebra P(C ).
From now on we assume that C ⊂ B(H ) is non-degenerate on H . Then the multiplier
algebra9 of C is defined by
M = {B ∈ B(H ) ∣∣ BC ∈ C and CB ∈ C if C ∈ C }. (7.1)
Each non-degenerate representation P of C on a Hilbert space K extends in a unique way to a
representation (also denoted P) of M on K such that P(B)P(C)=P(BC) for all B ∈M and
C ∈ C .
Lemma 7.1. Assume that H0 is a self-adjoint operator (strictly) affiliated to C and that V = V ∗
belongs to the multiplier algebra of C . Then H = H0 + V is (strictly) affiliated to C . If P is a
non-degenerate representation of C then P(H)=P(H0)+P(V ).
This is an easy consequence of R(z) =∑R0(z)(V R0(z))k for large z, where R(z) = (z −
H)−1 and R0(z) = (z−H0)−1. See [21] for the proof of the strict affiliation.
We quote below several affiliation criteria which are convenient for quantum field models.
Theorem 7.2. Let H0 and V be bounded from below self-adjoint operators on H such that the
operator H =H0 +V with domain D(H0)∩D(V ) is self-adjoint (in particular, the intersection
has to be dense in H ). If e−tH0e−2tV e−tH0 ∈ C for all t > 0 then H is affiliated to C .
This follows from a result of Rogava [45] (see [38] for more recent results) which says that
e−2tH = lim
n→∞
[
e−tH0/ne−2tV /ne−tH0/n
]n
= lim
n→∞
[(
e−tV /ne−tH0/n
)∗(
e−tV /ne−tH0/n
)]n (7.2)
holds in norm for all t > 0. Under the same conditions we also have norm convergence in
e−tH = lim
n→∞
[
e−tV /ne−tH0/n
]n
. (7.3)
Other affiliation criteria can be found in [21], for example:
Theorem 7.3. Let H0  0 be a self-adjoint operator affiliated to C and let V be a symmetric
form such that −aH0 − b  V  bH0 + b for some real numbers 0 < a < 1 and b > 0. Assume
that U ≡ (H0 + 1)−1/2V (H0 + 1)−1/2 belongs to the multiplier algebra M . Then H = H0 + V
defined in form sense is a self-adjoint operator affiliated to C . If H0 is strictly affiliated to C then
U ∈M if and only θ(H0)V (H0 + 1)−1/2 ∈ C for all θ ∈ Cc(R) and then H is strictly affiliated
to C .
9 This is isomorphic with the abstractly defined multiplier algebra, cf. [39], but we shall not use this fact.
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Let H0 be a positive self-adjoint operator on L2 which generates a hypercontractive semigroup
in the following sense: for each t > 0 the operator e−tH0 is a contraction in each Lp and there are
p > 2 and t > 0 such that e−tH0L2 ⊂ Lp . We shall say that a real function V on Q is admissible
if V and e−V belong to Lp for all p < ∞ (observe that if V is bounded from below the second
condition is automatically satisfied). Under these conditions on H0 and V it can be shown that
H0 + V is essentially self-adjoint on D(H0) ∩D(V ) and its closure H is bounded from below,
see [44, Theorem X.58]. Then [44, Theorem X.60]:
Theorem 7.4. Assume that H is as above, let {Vn} be a sequence of admissible functions, and let
Hn be the closure of the operator H0 +Vn. Assume that there is p > 2 such that ‖Vn−V ‖Lp → 0
and supn ‖e−Vn‖Lp <∞. Then limHn =H in norm resolvent sense.
7.2. We consider now the case of interest in this paper. LetH be a complex Hilbert space and
O an abelian non-degenerate C∗-algebra onH such thatO′′ ∩K(H) = {0}. We takeH = Γ (H),
which is either the bosonic or the fermionic Fock space, and C = F (O). Then according to
Theorems 5.4 and 6.2 we have a canonical morphism P :F (O) → O ⊗ F (O) whose ker-
nel is K (H) ≡ K(Γ (H)). The algebra O ⊗F (O) is naturally realized on the Hilbert space
H⊗ Γ (H) and thus we get an embedding
F (O)/K (H) ↪→O⊗F (O)⊂ B(H⊗ Γ (H)). (7.4)
Thus we may think of P as a representation of F (O) on H⊗ Γ (H) with range F (O)/K (H)
included (strictly in general) in O⊗F (O).
Lemma 7.5.F (O) is non-degenerate on Γ (H) and the representationP ofF (O) onH⊗Γ (H)
is non-degenerate. If h  m > 0 is a self-adjoint operator on H strictly affiliated to O then
H0 = dΓ (h) is strictly affiliated to Γ (O) and to F (O).
Proof. The action of the algebra F (O) on Γ (H) is non-degenerate because K (H) ⊂F (O).
The action of P(F (O)) on H⊗ Γ (H) is also non-degenerate because this algebra contains the
operators of the form S ⊗ Γ (S) with S ∈O and ‖S‖< 1 and if we take a sequence {Sn} of such
operators with Sn → 1H strongly then Sn ⊗Γ (Sn) converges strongly to the identity operator on
H⊗ Γ (H).
If h is strictly affiliated to O then the linear span of the operators θ(h)T with θ ∈ C0(R) and
T ∈ O is dense in O. If h is also bounded from below this clearly implies ‖e−εhT − T ‖ → 0
as ε → 0 (and reciprocally). If hm > 0 then from Lemma 3.7 we clearly get ‖e−εH0Γ (A) −
Γ (A)‖ → 0 as ε → 0 if A ∈O,‖A‖< 1, and from this we deduce that H0 is strictly affiliated to
Γ (O). Finally, we make a general remark:
if H is an observable strictly affiliated to Γ (O) then it is strictly affiliated to F (O).
Indeed, we have Γ (O) ⊂F (O) and the natural (left or right) action of Γ (O) on F (O) is non-
degenerate, cf. Proposition 3.8. 
Thus, if H is a self-adjoint operator on Γ (H) strictly affiliated to F (O) then P(H) is a
self-adjoint operator onH⊗Γ (H) strictly affiliated to the quotient algebra F (O)/K (H). If H
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general cannot be realized as a self-adjoint operator on H⊗ Γ (H). In any case, as the simplest
application in spectral theory of Theorems 5.4 and 6.2, we have the following description of the
essential spectrum of H .
Theorem 7.6. We have σess(H)= σ(P(H)) if H ∈F (O) or H is affiliated to F (O).
This result can be made more explicit in the following terms. SinceO is an abelian C∗-algebra
its spectrum X is a locally compact topological space and we have a canonical identification
O⊗F (O)∼= C0
(
X ;F (O)), (7.5)
where C0(X ;F (O)) is the C∗-algebra of norm continuous functions F :X →F (O) which
tend to zero at infinity. Assume for simplicity that H˜ ≡ P(H) is a self-adjoint operator on H⊗
Γ (H) (which holds if H is strictly affiliated to F (O)), then H˜ is identified with a continuous
family {H˜ (x)}x∈X of self-adjoint operators affiliated to F (O) and we have
σess(H)=
⋃
x∈X
σ
(
H˜ (x)
)
. (7.6)
See [3, 8.2.4] for details and for the proof that the union is closed (H˜ could be only an observ-
able).
7.3. The simplest operators affiliated to F (O) are the elementary QFH, and their images
through P are described in Proposition 5.10. We give other examples below and in later sections.
Since we think ofF (O) as the C∗-algebra of energy observables of a quantum field, any observ-
able affiliated to it should be interpreted as the Hamiltonian of some quantum field model with
one particle kinetic energy affiliated to O. Thus Theorem 7.6 and the formula (7.6) should cover
a large class of models. However, the Hamiltonians of the usual models are of the same nature
as the elementary QFH (only much more singular). We isolate this class of operators in the next
definition.
Definition 7.7. A self-adjoint operator H on Γ (H) is a standard quantum field Hamiltonian
(SQFH) if H is bounded from below and affiliated to F (O) and if there is a self-adjoint operator
h 0 on H affiliated to O such that P(H) = h⊗ 1Γ (H) + 1H ⊗H . Under these conditions we
shall also say that H is of type O and that h is the one particle kinetic energy and m = infh the
one particle mass associated to H .
If we apply Theorem 7.6 to SQFH Hamiltonians we get:
Theorem 7.8. If H is a SQFH with one particle kinetic energy h and one particle mass m then
σess(H)= σ(h)+ σ(H)=
{
λ+μ ∣∣ λ ∈ σ(h), μ ∈ σ(H)}. (7.7)
In particular, if m > 0 then infH is an eigenvalue of finite multiplicity of H isolated from the
rest of the spectrum. If σ(h)= [m,∞[ then σess(H)= [m+ infH,∞[.
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affiliated to it. We shall give such examples in the next sections and we devote the rest of this
section to some preliminary results in this direction.
Lemma 7.9. The multiplier algebra of F (O) contains Wmax(H) in the bosonic case and F (H)
in the fermionic case. If V belongs to one of these classes we have P(V )= 1H ⊗ V .
Proof. In the bosonic case it suffices to consider V = W(f ) with f a bounded Borel regular
measure on H and to show that for T = Γ (A)S with S ∈W (H) and A ∈O,‖A‖ < 1 we have
V T ∈F (O) and P(V T ) = (1H ⊗ V )P(T ). We have V T =
∫
W(u)Γ (A)S df (u) the integral
being convergent in norm by Lemma 3.7, and W(u)Γ (A)S ∈F (O), hence V T ∈F (O) and
P(V T )=
∫
P(W(u)Γ (A)S)df (u)= ∫ A⊗ (W(u)Γ (A)S)df (u)
=A⊗ (VΓ (A)S)= (1H ⊗ V )(A⊗ (Γ (A)S))= (1H ⊗ V )P(T ).
The proof in the fermionic case is similar and easier. 
Proposition 7.10. Let h be a self-adjoint operator on H affiliated to O and such that infh > 0.
Let V = V ∗ be an element of the multiplier algebra of F (O). Then H = dΓ (h)+V is affiliated
toF (O) and we have P(H)= h⊗1Γ (H)+1H⊗dΓ (h)+P(V ). In particular, if V ∈Wmax(H)
in the bosonic case and V ∈F (H) in the fermionic case, then we have P(H) = h ⊗ 1Γ (H) +
1H ⊗H , so H is a SQFH.
Proof. The operator H0 = dΓ (h) has the property e−tH0 = Γ (e−th) for t > 0 and e−th ∈O and
has norm < 1, so that
P(e−tH0)= e−th ⊗ Γ (e−th)= e−th ⊗ e−tH0 .
Thus P(H0)= h⊗ 1Γ (H) + 1H ⊗H0 and then we use Lemmas 7.1 and 7.9. 
Proposition 7.11. Let V be a bounded from below self-adjoint operator on Γ (H) affiliated to
Wmax(H) in the Bose case and to F (H) in the Fermi case. Let h be a self-adjoint operator on
H affiliated to O with hm > 0 and let us set H0 = dΓ (h). If H = H0 + V is self-adjoint on
D(H0)∩D(V ) then H is a SQFH of type O with h as one particle kinetic energy.
Proof. That H is affiliated to F (O) is a consequence of Theorem 7.2. Then H˜ = P(H) is
an observable affiliated to F (O) but we do not yet know if it can be realized as a self-adjoint
operator on H⊗ Γ (H). In any case, the semigroup {e−tH˜ }t>0 is well defined (it could be zero
on a nontrivial subspace) and (7.3) implies:
e−tH˜ =P(e−tH )= lim
n→∞
[P(e−tV /ne−tH0/n)]n
= lim
n→∞
[P(e−tV /nΓ (e−th/n))]n
= lim
n
[
e−th/n ⊗ (e−tV /nΓ (e−th/n))]n
= lim
n
e−th ⊗ [e−tV /ne−tH0/n]n = e−th ⊗ e−tH .
Since this holds for all t > 0 we get H˜ = h⊗ 1Γ (H) + 1H ⊗H . 
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mainly due to its stability under norm resolvent convergence.
Proposition 7.12. Assume that {Hn} is a sequence of SQFH of typeO with the same one particle
kinetic energy h and such that Hn → H in norm resolvent sense, where H is a self-adjoint
operator on Γ (H). Then H is SQFH of type O with one particle kinetic energy h.
Proof. Due to norm resolvent convergence the operators Hn are uniformly bounded from below
and e−tHn → e−tH in norm for each t > 0. Thus e−tH ∈F (O) hence H is affiliated to F (O)
and we have
P(e−tH )= lim
n
P(e−tHn)= e−th ⊗ e−tHn = e−th ⊗ e−tH
for all t > 0. This is equivalent to P(H)= h⊗ 1Γ (H) + 1H ⊗H . 
8. Mourre estimate for operators affiliated toF (O)
8.1. We begin with some basic facts concerning the Mourre estimate as presented in
[3, Chapter 7]. Improvements of the theory including an extension to conjugate operators A
which are only maximal symmetric can be found in [31] (this is especially useful for the treat-
ment of zero mass fields).
Fix a self-adjoint operator A (the conjugate operator) on a Hilbert space H . An operator
S ∈ B(H ) is of class C1(A) if the map t → e−itASeitA is strongly C1. If this map is of class
C1 in norm, we say that S is of class C1u(A). It is easy to see that S is of class C1(A) if and
only if the commutator [A,S], which is well defined as sesquilinear form on D(A), extends to a
bounded operator [A,S]◦ on H .
Now let H be a second self-adjoint operator on H (the Hamiltonian). We say that H is of
class C1(A) or C1u(A) if (H − z)−1 has the corresponding property (here z is any number not in
the spectrum of H ). It is possible to characterize the C1(A) property in terms of the commutator
[A,H ], we recall here only what is strictly necessary (see [31]). If H is of class C1(A) then
D(H) ∩ D(A) is a core for H and the commutator [A,H ], defined as sesquilinear form on
D(H) ∩ D(A), extends to a continuous sesquilinear form [A,H ]◦ on D(H) equipped with the
graph topology [31, Proposition 2.19]. Moreover, we have:[
A, (H − z)−1]◦ = −(H − z)−1[A,H ]◦(H − z)−1. (8.1)
From now on we keep the notation [A,H ] for the extension [A,H ]◦.
We define ρ˜AH :R → (−∞,∞] as follows: ρ˜AH (λ) is the upper bound of the numbers a for
which there are a real function θ ∈ Cc(R) with θ(λ) = 0 and a compact operator K such that
θ(H)[H, iA]θ(H) aθ(H)2 +K.
In other terms, ρ˜AH (λ) is the best constant in the Mourre estimate. Then let ρAH (λ) be the upper
bound of the numbers a such that the preceding inequality holds for some θ and K = 0. So we
get a second function ρAH :R → (−∞,∞] such that ρAH  ρ˜AH . We have ρAH (λ) < ∞ if and only
if λ ∈ σ(H) and ρ˜AH (λ) < ∞ if and only if λ ∈ σess(H), see Lemma 7.2.1 and Proposition 7.2.6
in [3].
The two functions defined above are lower semi-continuous. Thus the set τA(H) where
ρ˜A (λ) 0 is closed and will be called the set of A-thresholds of H . If λ /∈ τA(H) we say that AH
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ρAH (λ) 0.
Clearly τA(H) ⊂ κA(H). In order to understand how much differ these sets we introduce the
following notion. Say that λ ∈ R is an M-eigenvalue of H if it is an eigenvalue and ρ˜AH (λ) >
0. By the virial theorem, these eigenvalues are of finite multiplicity and are not accumulation
points of eigenvalues. Thus the set μA(H) of all M-eigenvalues of H is discrete. The next result
[3, Theorem 7.2.13] says that the functions ρAH and ρ˜AH differ only on the small set μA(H). Let
σp(H) be the set of eigenvalues of H .
Proposition 8.1. We have ρAH (λ)= 0 if λ is a M-eigenvalue of H and otherwise ρAH (λ)= ρ˜AH (λ).
Moreover, ρAH (λ) > 0 if and only if ρ˜H (λ) > 0 and λ /∈ σp(H). In particular (unionsq means disjoint
union):
κA(H)= τA(H)∪ σp(H)= τA(H) unionsqμA(H). (8.2)
We shall also need the following result, which is a particular case of [3, Theorem 8.3.6] (see
also [12, Theorem 3.4] for a simpler proof in an important particular case).
Proposition 8.2. Let H =H1 ⊗H2 and let Hi,Ai be self-adjoint operators on Hi such that
Hi is bounded from below and of class C1u(Ai). Consider the self-adjoint operators H = H1 ⊗
1 + 1 ⊗H2 and A=A1 ⊗ 1 + 1 ⊗A2 on H . Then H is of class C1u(A) and
ρAH (λ)= inf
λ=λ1+λ2
[
ρ
A1
H1
(λ1)+ ρA2H2 (λ2)
]
. (8.3)
8.2. We shall explain now how one may compute the function ρ˜AH using C
∗
-algebra methods.
This technique has been introduced in [13] in the context of the N -body problem and further
developed in [3, Chapter 8]. The main point of this approach is that it avoids the use of auxiliary
objects like partitions of unity. The presentation below is adapted to our needs, that from [3,13]
is more general since it does not require the quotient algebra to be represented on a Hilbert space.
Let C be a C∗-algebra such that K(H ) ⊂ C ⊂ B(H ). Then the quotient C∗-algebra
C˜ = C /K(H ) is well defined. If H is a self-adjoint operator on H affiliated to C then one
can consider its image H˜ = P(H) through the canonical morphism P :C → C˜ . Then H˜ is an
observable affiliated to C˜ and the essential spectrum of H is equal to the spectrum of H˜ . We shall
assume that a faithful non-degenerate realization of C˜ on some Hilbert space H˜ is given and
that the observable H˜ is realized as a self-adjoint operator (which we denote also by H˜ ) on H˜ .
Let A be a self-adjoint operator on H with e−itAC eitA = C for each real t and such that the
map t → e−itASeitA be norm continuous for each S ∈ C . Since e−itAK(H )eitA =K(H ), there
is a norm continuous one-parameter group of automorphisms αt of C˜ such that P(e−itASeitA)=
αt (S˜) for all t and S ∈ C . Finally, assume that the group αt is unitarily implemented in the
representation on H˜ (this is not needed in the more abstract theory presented in [3,13]). More
precisely, our hypotheses are:
(CA)
⎧⎪⎨⎪⎩
A is a self-adjoint operator on H with e−itAC eitA = C for all t;
the map t → e−itASeitA is norm continuous for each S ∈ C ;
A˜ is self-adjoint on H˜ and P(e−itASeitA)= e−itA˜P(S) eitA˜ for all t and S ∈ C .
The next proposition follows immediately from the preceding definitions and comments.
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C1u(A). If H˜ is a self-adjoint operator on H˜ then H˜ is of class C1u(A˜) and ρ˜AH = ρA˜H˜ .
8.3. We shall apply the preceding general theory in the situation of interest for us in this pa-
per. LetH be a complex Hilbert space and O an abelian non-degenerate C∗-algebra of operators
on H such that O′′ ∩ K(H) = {0}. Let H = Γ (H) be the symmetric or antisymmetric Fock
space over H and C =F (O). We shall consider only conjugate operators of the form:
(OA)
{
A= dΓ (a) where a is a self-adjoint operator onH such that e−itaOeita =O
and such that the map t → e−itaSeita is norm continuous for all S ∈O.
Lemma 8.4. We have e−itAF (O)eitA = F (O) for all real t and the map t → e−itAT eitA is
norm continuous for all T ∈F (O).
Proof. Note that eitA = Γ (eita). In the bosonic case it suffices to take T = W(u)Γ (S) with
u ∈H and S ∈O with ‖S‖< 1. Then, due to (2.17), we have
e−itAT eitA =W (e−itau)Γ (e−itaSeita) (8.4)
and we get norm continuity by Lemma 3.7. In the fermionic case we may assume T = φk(u)Γ (S)
with k = 0,1 and the argument is even simpler. 
Lemma 8.5. Let H be a self-adjoint operator affiliated to F (O). Then H is of class C1u(A) if
and only if H is of class C1(A) and the operator [A, (H −z)−1] given by (8.1) belongs toF (O).
Proof. If S = (H − z)−1 then S(t) ≡ e−itASeitA belongs to F (O) for all real t . If H is of
class C1u(A) then [S, iA] is the norm derivative at t = 0 of the map t → S(t) hence belongs
to F (O). On the other hand, if H is of class C1(A) then [S(t), iA] is the strong derivative
of the map t → S(t) hence we have S(t) − S = ∫ t0 e−iτA[S, iA]eiτA in the strong topology. If[S, iA] ∈F (O) then by Lemma 8.4 the integrand here is norm continuous, hence the integral
exists in norm, so t → S(t) is norm C1. 
From Theorems 5.4 and 6.2 and from relations like (8.4) (bosonic case) we get canonical
identifications:
C˜ ≡P(F (O))⊂O⊗F (O), H˜ =H⊗H ≡H⊗ Γ (H),
A˜= a ⊗ 1 + 1 ⊗A. (8.5)
Our main result on the Mourre estimate for SQFH follows.
Theorem 8.6. Let H be a SQFH of type O with one particle kinetic energy h and one particle
mass m= infh > 0. Assume that condition (OA) from p. 127 is fulfilled, that H is of class C1u(A),
and that h is of class C1u(a) and such that ρah  0. Then κa(h) = τa(h), we have ρAH  0 and
τA(H)=
[ ∞⋃
τna (h)
]
+ σp(H), (8.6)n=1
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τA(H0)=
∞⋃
n=1
τna (h) and τA(H)= τA(H0)+ σp(H). (8.7)
Proof. The operator h cannot have eigenvalues of finite multiplicity because the corresponding
spectral projection would be inO′′ which does not contain finite-dimensional projections. Hence
from Proposition 8.1 we get ρ˜ah = ρah , in particular κa(h) = τa(h). Since H is a SQFH we have
H˜ = h ⊗ 1Γ (H) + 1H ⊗ H . By taking into account (8.5) we deduce from Propositions 8.3 and
8.2 that
ρ˜AH (λ)= inf
λ=λ1+λ2
[
ρah (λ1)+ ρAH (λ2)
]= inf
μ
[
ρah (λ−μ)+ ρAH (μ)
]
. (8.8)
In this proof we simplify notations and set ρ˜ = ρ˜AH , ρ = ρAH , and ρh = ρah . Also, without loss of
generality, we shall assume that infH = 0. Then σess(H) ⊂ [m,∞[ due to Theorem 7.8. Thus
the functions ρ on the interval λ < 0 and ρ˜ and ρh on λ <m are equal to infinity, in particular
ρ˜(λ)= inf
0μλ−m
[
ρh(λ−μ)+ ρ(μ)
] (8.9)
with the convention that the infimum over an empty set is equal to infinity. Observe that if λ <m
then λ is either in the resolvent set of H , and then ρ(λ) = ∞, or λ is in the discrete spectrum
of H , hence is an M-eigenvalue of H , so ρ(λ) = 0 by Proposition 8.1. Thus ρ(λ) 0 if λ <m.
Assume now that we have shown that ρ(λ) 0 if λ < km for an integer k  1. If λ < km + m
then in (8.9) only μ < km will appear and so ρ(μ)  0. Since ρh  0 by hypothesis, we get
ρ(λ) 0 if λ < (k + 1)m. By induction we finally obtain ρ(λ) 0 for all λ.
We thus have 0 ρ  ρ˜ and ρh  0. Hence τ(H) ≡ τA(H) is the set of λ such that ρ˜(λ) = 0
and κ(H) ≡ κA(H) is the set of λ such that ρ(λ) = 0. Moreover, τ(h) ≡ τa(h) = κa(h) is the
set of λ such that ρh(λ) = 0. Then the first equality in (8.8) clearly gives: ρ(λ) = 0 if and only
if one can write λ = λ1 + λ2 with ρh(λ1) = 0 and ρ(λ2) = 0 (these functions are lower semi-
continuous). Finally, from (8.2) we obtain:
τ(H) = τ(h)+ κ(H) = τ(h)+ [τ(H)∪ σp(H)]= [τ(h)+ σp(H)]∪ [τ(h)+ τ(H)]. (8.10)
This equation for the set τ(H) has as unique solution
⋃∞
n=1[τna (h) + σp(H)] obtained by itera-
tion. This gives (8.6), for (8.7) note that 0 is the only eigenvalue of H0. 
Remark 8.7. The relation (8.6) describing the set τA(H) of A-thresholds of H has a simple
physical interpretation. It says that an energy λ is an A-threshold if and only if one can write it
as a sum λ = λ1 + · · · + λn +μ where the λk are a-threshold energies of the free particle and μ
is the energy of a bound state of the field. This means that at energy λ one can pull out n free
particles from the field, each one having an a-threshold energy, such that the field remains in a
bound state.
Remark 8.8. Outside the threshold set τA(H) one expects H to have nice spectral properties.
A rather weak condition which implies the absolute continuity of the spectrum of H outside
τA(H) (and many other properties) is that H be of class C1,1(A), which means that the map
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the C1u(A) class; the boundedness of the double commutator [A, [A, (H − z)−1]] implies it). In
particular, in order to exclude the existence of the singularly continuous spectrum, it is important
to be sure that τA(H) is a small set. Note that τA(H) is always closed and that it is countable
if τa(h) is countable and H separable. In fact, in the most important physical cases we have
τa(h) = {m} and then τA(H)=mN∗ + σp(H).
As an example, we consider the important particular case when H is a Sobolev space over an
Euclidean space X = Rs , e.g.H= L2(X). The P(ϕ)2 model as treated in [24] is covered by this
example. Then we take O = C0(X∗) (space of continuous functions of the momentum operator
P which tend to zero at infinity). A self-adjoint operator h on H with infh = m > 0 is strictly
affiliated to C0(X∗) if and only if h = h(P ) where h :X → R is a continuous function such that
|h(p)| → ∞ when |p| → ∞.
We shall assume that h :X → R is a function of class C1 in the usual sense. Let τ(h) be
the set of critical values of the function h in the usual sense, i.e. the numbers of the form h(p)
with ∇h(p) = 0. In this context it is natural to consider one particle conjugate operators of the
form a = F(P )Q+QF(P ) with F a vector field of class C∞c (X). The corresponding operators
A = dΓ (a) will be called of class VF (vector fields). The following is a consequence of Theo-
rem 8.6.
Corollary 8.9. In the preceding framework, let H be a SQFH with one particle kinetic energy h.
Then σess(H)= [m+ infH,∞[. Assume that H is of class C1u(A) if A is of class VF and let
τ(H)=
[ ∞⋃
n=1
τn(h)
]
+ σp(H), (8.11)
where τn(h) = τ(h)+ · · · + τ(h) (n terms). Then H admits a conjugate operator of class VF at
each point not in τ(H). If H is of class C1,1(A) (e.g. if [A, [A, (H − z)−1]] is bounded) for each
operator A of class VF then H has no singular continuous spectrum outside τ(H).
Remark 8.10. It is possible to prove the Mourre estimate for more general Hamiltonians H
affiliated toF (O) if the operator A satisfies the condition (OA). We use again Proposition 8.3 by
taking into account the identifications made in (8.5). But now one step in the preceding arguments
is missing because in general H˜ is no more representable in the form h⊗ 1Γ (H) + 1H⊗H ′ with
operators h and H ′ affiliated toO and F (O), respectively, so we cannot use the Proposition 8.2.
However, by using the techniques from [20, Sections 5 and 6] one can sometimes overcome this
difficulty. For example, if H˜ = h ⊗ M + 1H ⊗ H ′ with M  c > 0 then one can proceed as in
[20, Section 6] (in fact, the situation here is much simpler). The main point is that Proposition 8.3
shows that we only have to estimate from below the commutator [H˜ , iA˜] which has the following
special structure:
[H˜ , iA˜] = [H˜ , ia ⊗ 1Γ (H)] + [H˜ ,1H ⊗ iA]. (8.12)
As already mentioned in the comments after Theorem 7.6, if H is strictly affiliated to F (O) the
quotient H˜ is identified to a continuous family {H˜ (x)}x∈X of self-adjoint operators H˜ (x) on
Γ (H) strictly affiliated to F (O). Since a “acts” only on the variable x (by condition (OA)) and
due to Lemma 8.4, each term on the right-hand side of (8.12) formally belongs to F (O) and one
may impose conditions which ensure strict positivity of the sum. All this can be done rigorously
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here is simpler than in the case of an N -body dispersive Hamiltonian.
9. QFH associated to Lagrangian subspaces of H
Our purpose in this section is to show that Hamiltonians like that of the P(ϕ)2 model are
covered by our formalism. We shall consider only the bosonic situation. We first recall another
classical procedure for constructing realizations of the Fock representation of the CCR, the so-
called field realizations. The idea is to use maximal abelian subalgebras of the Weyl algebra
W (H) defined on p. 96. Note that W (H) depends (modulo canonical isomorphisms) only on
the symplectic structure of H defined by the symplectic form σ(u, v) = 〈u|v〉. Recall that a
real linear subspace E of H is called isotropic if σ(u, v) = 0 for all u,v ∈ E and that a maximal
isotropic subspace is called Lagrangian. A straightforward argument gives:
Lemma 9.1. For any isotropic subspace E we have E ∩ iE = {0} and ‖u+ iv‖2 = ‖u‖2 + ‖v‖2
for all u,v ∈ E ; and E is Lagrangian if and only if H = E + iE and then E is closed. If c is a
conjugation (antilinear isometry such that c2 = 1) then Hc = {u ∈H | cu = u} is a Lagrangian
subspace of H and reciprocally, each Lagrangian subspace of H is of this form for a uniquely
determined c.
For each real linear subspace E ⊂H let W (E) be the closed linear subspace of W (H) gener-
ated by the operators W(u) with u ∈ E . This is obviously a C∗-subalgebra of W (H).
Lemma 9.2. Let E be a real linear subspace of H. Then W (E) is abelian if and only if E is
isotropic and W (E) is maximal abelian in W (H) if and only if E is Lagrangian.
Proof. Assume that W (E) is abelian and let u,v ∈ E . From (2.2) we get ei〈u|tv〉 = 1 for all
t ∈ R hence 〈u|v〉 = 0, so E is isotropic. If E is Lagrangian then W (E) is maximal abelian
in W (H) because W (E)′′ is maximal abelian on the Fock space Γ (H). Finally, assume that
E is not Lagrangian, so that K = E + iE = H. If u ∈ H \ K then, as shown in the proof of
Proposition 5.2.9 from [15], one has W(u) /∈W (K) so W(u) /∈W (E). If K is not dense inH we
may choose u ⊥K and get W(u) in the commutant of W (E) but not in W (E). If K is dense in
H then E cannot be closed and we choose u in the closure of E but not in E . Since the closure of
E is isotropic we see that [W(u),W(v)] = 0 for all v ∈ E . But since the sum K= E + iE is direct
W(u) /∈W (E). 
In the rest of this section we fix a Lagrangian subspace E of H. It is not difficult to show
that the von Neumann algebra W (E)′′ generated by W (E) on Γ (H) is maximal abelian and
that Ω is a cyclic and separating vector for it. Then 〈T 〉 = 〈Ω|TΩ〉 defines a faithful state
on W (E)′′ and we denote Lp(E) the Lp spaces associated to the couple (W (E)′′, 〈·〉). These
spaces are intrinsically defined by abstract integration theory [41] and can be realized as usual
Lp spaces over a probability measure space Q which we shall not specify10 because this is
of no interest here (we refer to [24,46] for details on these questions). However, we men-
10 We emphasize that ifH is infinite-dimensional one can never take Q= E in any natural sense, so the notation Lp(E)
could be misleading. Of course, one may take Q equal to the spectrum of the C∗-algebra W (E), but this is not a really
convenient choice. On the other hand, the theory of Gaussian cylindrical measures on E offers many useful realizations.
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p <∞ then Lp(E) is the completion of L∞(E) for the norm ‖T ‖p = 〈|T |p〉1/p . Moreover, from
〈W(v)∗W(u)〉 = 〈W(v)Ω|W(u)Ω〉 it follows that the map W(u) → W(u)Ω extends to a uni-
tary map L2(E) → Γ (H) which will be used from now on to identify these two Hilbert spaces.
Thus we have
W (E)′′ ≡ L∞(E)⊂ Lp(E)⊂ L2(E)≡ Γ (H) ⊂ Lq(E)⊂ L1(E)
if 1 < q < 2 <p <∞. (9.1)
We get a realization on L2(E) of the Fock representation by transport from Γ (H) with the
help of the identification map defined above. This E-realization is a “field realization” in the
sense that the field operators φ(u) are realized as operators of multiplication by (equivalence
classes of) real measurable functions defined on a probability space Q. Note that the “momentum
operators” defined by
π(u) = φ(iu)= i(a∗(u)− a(u)) for u ∈ E
can be realized as differential operators for certain choices of Q. One has the commutation
relations [
φ(u),φ(v)
]= [π(u),π(v)]= 0 and [φ(u),π(v)]= 2i〈u|v〉 if u,v ∈ E .
Example 9.3. This is the most elementary situation which is of physical interest. Let h be a
self-adjoint operator on H which leaves E invariant (i.e. is real with respect to the conjugation
associated to E) and has pure point spectrum. Then there is an orthonormal basis {ek}k∈K of
the real Hilbert space E and a function h :K → R such that h =∑k h(k)|ek〉〈ek| as operator
on H. Let us set ak = a(ek), φk = φ(ek/
√
2 ), and πk = π(ek/
√
2 ). Then H0 = dΓ (h) has the
following familiar expression:
H0 =
∑
k
h(k)dΓ
(|ek〉〈ek|)=∑
k
h(k)a∗k ak =
1
2
∑
k
h(k)
(
π2k + φ2k − 1
)
,
where φk,πk are self-adjoint operators satisfying the commutation relations [φj ,φk] =
[πj ,πk] = 0 and [φj ,πk] = iδjk . This is the kinetic energy operator of the (discretized) field
and the total Hamiltonian is obtained by adding a “generalized polynomial” V in the field oper-
ators φk .
We want to show that much more general Hamiltonians constructed by procedures similar to
that of Example 9.3 are SQFH in our sense. Let O be an abelian non-degenerate C∗-algebra on
H such that O′′ ∩ K(H) = {0}. In the statement of the next result we use the terminology of
abstract integration theory; we refer to [41] for a short review of the main facts.
Theorem 9.4. Let H0 = dΓ (h) where h is a self-adjoint operator on H affiliated to O and
satisfying m ≡ infh > 0 and h−1E ⊂ E . Let V be a self-adjoint operator on Γ (H) which is
bounded from below, affiliated to W (E)′′, and has the property V ∈ Lp(E) for all p < ∞. Then
H0 +V is essentially self-adjoint on D(H0)∩D(V ) and its closure H is a SQFH of type O with
one particle kinetic energy h.
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generates a hypercontractive semigroup due to Nelson’s theorem [46, Theorem 1.17]. Then V ,
viewed as function on Q, is admissible by hypothesis, so H is essentially self-adjoint on D(H0)∩
D(V ). Now assume that V ∈ L∞ =W (E)′′. Kaplansky’s density theorem [40, Theorem 4.3.3]
implies that the closed ball of radius ‖V ‖ in W (E) is strongly dense in the closed ball of radius
‖V ‖ in W (E)′′. Since the function 1 ≡ Ω belongs to L2 it follows that there is a sequence {Vn}
of self-adjoint operators Vn in W (E) with ‖Vn‖ ‖V ‖ such that ‖Vn −V ‖L2 → 0. But we have
‖Vn − V ‖L∞  2‖V ‖ hence we get by interpolation ‖Vn − V ‖Lp → 0 for all p < ∞. Let Hn =
H0 +Vn, then Theorem 7.4 implies that Hn →H in norm resolvent sense. From Proposition 7.10
it follows that each Hn is a SQFH hence H is a SQFH of type O with one particle kinetic energy
h by Proposition 7.12. In the general case, we consider the operators Vn = inf(V ,n) ∈ L∞ which
obviously have the properties required in Theorem 7.4. Thus Hn → H in norm resolvent sense
and we use again Proposition 7.12. 
The preceding theorem covers P(ϕ)2 models with a spatial and an ultraviolet cutoff in any
dimension. In space–time dimension 2 it is possible to remove the ultraviolet cutoff staying in the
Fock space. The fact that the corresponding Hamiltonian is a SQFH in the sense of Definition 7.7
follows from:
Theorem 9.5. Let H0 be as in Theorem 9.4 and let V be a self-adjoint operator on Γ (H) affili-
ated to W (E)′′ with the property V ∈ Lp(E) for all p < ∞. Assume that there is a sequence of
operators Vn with the same properties as V and that there is some q > 2 such that: (i) each Vn is
bounded from below; (ii) supn ‖e−Vn‖Lq <∞; (iii) ‖Vn −V ‖Lq → 0. Then H0 +V is essentially
self-adjoint on D(H0) ∩D(V ) and its closure H is a SQFH of type O with one particle kinetic
energy h.
This follows immediately from Theorems 9.4 and 7.4 and Proposition 7.12. Christian Gérard
sent me11 a short proof of the fact that the conditions of this theorem are satisfied in the two-
dimensional P(ϕ)2 model with a spatial cutoff with Vn defined with the help of ultraviolet
cutoffs.
10. Coupling of systems and Pauli–Fierz model
10.1. Our treatment of the coupling between several fields and other external systems is
based on the following elementary fact (which follows by induction from [28, Theorem 2.3]). By
ideal we mean a closed bilateral ideal.
Proposition 10.1. Assume that C1, . . . ,Cn are nuclear C∗-algebras equipped with ideals
J1, . . . ,Jn. Let Pk :Ck → C˜k ≡ Ck/Jk be the canonical surjection and let P ′k = 1C1 ⊗ · · · ⊗
Pk ⊗ · · · ⊗ 1Cn be the tensor product of this morphism with the identity maps, so that
P ′k: C1 ⊗ · · · ⊗Cn → C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗Cn
11 By fax, on March 15, 2001 (sic).
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P ≡
n⊕
k=1
P ′k :C1 ⊗ · · · ⊗Cn →
n⊕
k=1
C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗Cn
is equal to J1 ⊗ · · · ⊗Jn.
Corollary 10.2. Assume that each Ck is realized on a Hilbert space Hk and Jk = K(Hk). Let
H be a self-adjoint operator on H =H1 ⊗ · · · ⊗Hn affiliated to C = C1 ⊗ · · · ⊗Cn and let us
denote H˜k =P ′k(H), which is an observable affiliated to C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗Cn. Then
σess(H) =
⋃
k
σ (H˜k). (10.1)
For this it suffices to note that K(H )=K(H1)⊗ · · · ⊗K(Hn).
For simplicity we take n= 2, we assume that we are in the framework of Corollary 10.2, and
that the quotient C˜k is realized on a Hilbert space H˜k . Then P = P ′1 ⊕ P ′2 gives an embedding
of the quotient algebra C˜ = C /K(H ) as follows:
C˜ ⊂ (C˜1 ⊗C2)⊕ (C1 ⊗ C˜2). (10.2)
The C∗-algebra from the right-hand side is realized on the Hilbert space
H˜ = (H˜1 ⊗H2)⊕ (H1 ⊗ H˜2). (10.3)
Thus if H is a self-adjoint operator on H affiliated to C then its image P(H)= H˜1 ⊕ H˜2 ≡ H˜ ,
an observable affiliated to C˜ , is expected to be realized as a self-adjoint operator on H˜ (this is
always the case if we accept not densely defined self-adjoint operators).
We shall explain now how to prove the Mourre estimate in such situations. We assume that the
data Ck,Pk,Hk,Ak,H˜k, A˜k satisfy condition (CA), p. 126. If A = A1 ⊗ 1H2 + 1H1 ⊗ A2 on
H then eitA = eitA1 ⊗ eitA2 , hence e−itAC eitA = C and the map t → e−itAT eitA = C is norm
continuous for all T ∈ C . Let us set
A◦1 = A˜1 ⊗ 1H2 + 1H˜1 ⊗A2, A◦2 =A1 ⊗ 1H˜2 + 1H1 ⊗ A˜2,
A˜=A◦1 ⊕A◦2. (10.4)
Then A˜ is a self-adjoint operator on H˜ such that P(e−itAT eitA)= e−itA˜P(T )eitA˜ for all T ∈ C .
So if H is of class C1u(A) then H˜ is of class C1u(A˜ ), each H˜k is of class C1u(A◦k). Let us set
ρk = ρA
◦
k
H˜k
. Then, by using Proposition 8.3 and [3, Proposition 8.3.5] we obtain:
ρ˜AH = ρA˜H˜ = min(ρ1, ρ2). (10.5)
Thus we are reduced to finding estimates from below for the functions ρk which can be done by
using its relation with the corresponding function ρ˜k as explained in the first part of Section 8.
For this we need to know more about the operators H˜k and we shall consider this question below
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body systems as in [4,5,47] should be covered by the preceding formalism (we did not check the
details).
10.2. An often studied situation is that of a field coupled with a small confined system. Con-
finement means that the Hamiltonian of the small system has purely discrete spectrum, hence we
take as C∗-algebra of energy observables of the small system the algebra of compact operators.
Since taking tensor products with a nuclear algebra preserves short exact sequences, we have
slightly more than in the general case.
Proposition 10.3. Let C be a C∗-algebra of operators on a Hilbert space H such that
K(H ) ⊂ C and let us denote C˜ = C /K(H ). Let L be a second Hilbert space and H
a self-adjoint operator on H ⊗ L affiliated to C ⊗ K(L ). Let H˜ = P(H) where P ≡
P ⊗ Id :C ⊗K(L )→ C˜ ⊗K(L ) is the canonical morphism. Then σess(H)= σ(H˜ ).
We apply this to a bosonic or fermionic field coupled with a confined system. The next result
is an immediate consequence of Theorems 5.4 and 6.2 and of Proposition 10.3.
Theorem 10.4. Let H be a Hilbert space and O ⊂ B(H) a non-degenerate abelian C∗-
algebra such that O′′ ∩ K(H) = {0}. Let L be a second Hilbert space and H = Γ (H) ⊗L .
Then there is a unique morphism P :F (O) ⊗ K(L ) → O ⊗ F (O) ⊗ K(L ) such that
P[(FΓ (A))⊗L] =A⊗ (FΓ (A))⊗L for all F ∈F (H), A ∈O with ‖A‖< 1, and L ∈K(L ).
One has kerP =K(H ). If H is a self-adjoint operator on H affiliated to F (O)⊗K(L ) then
σess(H)= σ(P(H)).
Remark 10.5. We shall adopt, in the framework of Theorem 10.4, exactly the same definition
of standard QFH as in Definition 7.7, we just replace the algebra F (O) with F (O) ⊗ K(L ).
Then clearly Theorem 7.8 remains true without any change. The conjugate operators which are
well adapted to the present situation are of the form A⊗ 1L where A is as in assumption (OA),
p. 127. We keep the notation A for them and note that Theorem 8.6 and Corollary 8.9 remain
valid without any change.
Our purpose now is to show that the Hamiltonians of the massive Pauli–Fierz models are
covered by Theorem 10.4. We shall consider the abstract version of this model introduced in [23]
and further studied in [16,25,32,34]. We treat only the case of a boson field, the fermionic case
is easier (just replace ∨ by ∧ and note that many assertions become obvious). The following is a
standard fact.
Lemma 10.6. For each p,q ∈ N there is a unique linear continuous map Sp,q :H∨p ⊗H∨q →
H∨(p+q) such that Sp,q(u⊗ v)= uv for all u ∈H∨p and v ∈H∨q . One has ‖Sp,q‖ =
(
p+q
p
)1/2
.
We consider the framework of Theorem 10.4 (bosonic case) and take F (O,L ) =F (O) ⊗
K(L ) as algebra of energy observables of our system. We recall [23] that for each operator
u ∈ B(L ,H ⊗L ) the creation operator a∗(u) acting in H is defined as the closure of the
algebraic direct sum of the operators
a∗n(u) :H∨n ⊗L →H∨(n+1) ⊗L defined by a∗n(u)= (Sn,1 ⊗ 1L ) ◦ (1H∨n ⊗ u).
(10.6)
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the Fock space. Since no ambiguity may occur we shall identify N = N ⊗ 1L . Then clearly we
have ∥∥a∗(u)(N + 1)−1/2∥∥= ‖u‖B(L ,H⊗L ). (10.7)
Let a(u) be the adjoint of the operator a∗(u) and let φ(u)= a(u)+ a∗(u). The domains of these
operators contain Hfin, the algebraic direct sum of the spaces H∨n ⊗L , and it is easy to see
that φ(u) is essentially self-adjoint on this domain; we use the same notation for its closure. It
is clear that the commutation relations (2.11) remain valid. Below and later on we shall identify
Γ (A)= Γ (A)⊗ 1L except in the situations when the clarity of the text requires more precision.
Lemma 10.7. If u ∈K(L ,H⊗L ) and A ∈O,‖A‖< 1, then a(∗)(u)Γ (A) ∈F (O,L ) and
P[a(∗)(u)Γ (A)]=A⊗ [a(∗)(u)Γ (A)] onH⊗H . (10.8)
Proof. From (10.7) we get∥∥a(∗)(u)Γ (A)∥∥ ∥∥a(∗)(u)(N + 1)−1/2∥∥∥∥(N + 1)1/2Γ (A)∥∥C‖u‖B(L ,H⊗L )
hence the map u → a(∗)(u)Γ (A) is norm continuous on B(L ,H⊗L ). Thus it suffices to prove
the assertions of the lemma for u of the form u= f ⊗K with f ∈H and K a compact operator on
L . More precisely, u ∈ B(L ,H⊗L ) is defined by: u(e)= f ⊗K(e). Then it is easy to check
that a(∗)(u)= a(∗)(f )⊗K hence a(∗)(u)Γ (A)= [a(∗)(f )Γ (A)] ⊗K ∈F (O)⊗K(L ). 
Lemma 10.8. For each u ∈ B(L ,H⊗L ) the following relations are satisfied.
(i) Let S,T ∈ B(L ) and A ∈ B(H) with ‖A‖< 1. Then(
Γ (A)⊗ S)a∗(u)(1Γ (H) ⊗ T )= a∗((A⊗ S)uT )(Γ (A)⊗ 1L ). (10.9)
(ii) Let h,L be self-adjoint operators onH and L , respectively, such that hm> 0 and L 0
and let H0 = dΓ (h)⊗1L +1Γ (H)⊗L. Then for all f ∈Hfin and all numbers r > 0 we have∣∣〈f |φ(u)f 〉∣∣C(u, r)〈f |(H0 + r)f 〉, (10.10)
where C(u, r) = ‖(h−1/2 ⊗ 1L )u(L + r)−1/2‖2 and the right-hand side is allowed to be
+∞.
The proof of (i) is a mechanical application of the definitions; note that both sides of (10.9)
are bounded operators. The second assertion is a particular case of [32, Proposition 4.1], but see
also [25, Proposition 4.1] and [16, Theorem 2.1].
The second part of Lemma 10.8 allows us to define φ(u) as a continuous sesquilinear form
on D(H
1/2
0 ) for an arbitrary continuous linear map
12 u :L1 →H∗1 ⊗L . Here L1 = D(L1/2)
and H1 = D(h1/2) are equipped with the graph topologies, H∗1 is the space adjoint to H1, and
12 The theory of Pauli–Fierz Hamiltonians for such “form factors” has first been developed in [16], but we shall not
follow their method. However, the reader might prefer the direct arguments and the more detailed presentation from [16].
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strong operator topology and if B(R) is the closed ball of radius R in B(L1,H∗1 ⊗L ) then
B0(R) = B(R)∩B(L ,H⊗L ) is strongly dense13 in B(R).
Let, for example, D be the symmetric algebra over H1 algebraically tensorized with L1.
This is a core for H 1/20 consisting of linear combinations of decomposable vectors. Fix f ∈ D
and consider the map u → 〈f |φ(u)f 〉 defined for the moment only on B(L ,H ⊗ L ). It is
clear from the definition (10.6) that this map is continuous for the strong operator topology
induced by B(L1,H∗1 ⊗L ). Thus, by the preceding considerations, (10.10) remains valid for
u ∈ B(L1,H∗1 ⊗L ) with the same constant C(u, r).
One can define φ(u) in a second way (which below gives the same H ). The graph norm onH1
defined by h1/2 is such that the embedding H1 ⊂H is contractive. Then we get injective con-
tractive linear maps H1 ↪→H ↪→H∗1 hence contractive dense embeddings Γ (H1) ⊂ Γ (H) ⊂
Γ (H∗1). On the other hand, we have a natural identification Γ (H1)∗ = Γ (H∗1). If u :L1 →
H∗1 ⊗L then (10.6) clearly gives a continuous map a∗n(u) :H∨n⊗L1 → (H∗1)∨(n+1)⊗L hence
we obtain as usual a linear map a∗(u) : Γfin(H)⊗L1 → Γfin(H∗1)⊗L . Then we define φ(u) as a
quadratic form on Γfin(H1)⊗L1 (which is a core for H0) by taking 〈f |φ(u)f 〉 = 2〈f |a∗(u)f 〉.
We summarize below our assumptions concerning massive Pauli–Fierz models:
(PF)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
H and L are Hilbert spaces, Γ (H) is the symmetric Fock space, H = Γ (H)⊗L ;
O ⊂ B(H) is a non-degenerate abelian C∗-algebra such that O′′ ∩K(H) = {0};
hm> 0 is a self-adjoint operator onH strictly affiliated to O;
L 0 is a self-adjoint operator on L with purely discrete spectrum;
v ∈ B(D(L1/2),D(h1/2)∗ ⊗L ) is such that limr→∞ C(v, r) < 1;
(h+L)−αv(L+ 1)−1/2 and (h+L)−1/2v(L+ 1)−α are compact operators if α > 1/2.
Here and later we use the abbreviation h+L= h⊗ 1L + 1H ⊗L.
Theorem 10.9. Assume that conditions (PF) are fulfilled. Then H0 = dΓ (h)⊗ 1L + 1Γ (H) ⊗L
is a positive self-adjoint operator on H strictly affiliated to F (O,L ) and φ(v) is a symmet-
ric quadratic form on D(H 1/20 ) such that ±φ(v)  aH0 + b for some 0 < a < 1, b > 0. Theform sum H = H0 + φ(v) is a self-adjoint operator on H strictly affiliated to F (O,L ) and
H is a standard QFH with h as one particle kinetic energy (see Remark 10.5). In particular
σess(H)= σ(h)+σ(H). Finally, assume that A is as in condition (OA), p. 127, and let us identify
A⊗ 1L = A. If H is of class C1u(A) and h is of class C1u(a) with ρah  0, then the conclusions
of Theorem 8.6 are valid.
Proof. We assume, without loss of generality, that L 1. We have e−tH0 = Γ (e−th) ⊗ e−tL ∈
F (O,L ) for all t > 0 and strict affiliation follows by noting that ‖e−tH0T ⊗K−T ⊗K‖ → 0 if
t → 0 for all T ∈F (O) and K ∈K(L ), see the proof of Lemma 7.5. The assertion concerning
the existence of H as self-adjoint operator is clear by the preceding discussion (see also [16]).
We shall now prove the strict affiliation of H to F (O,L ) and we do this by checking the
conditions of Theorem 7.3, more precisely we shall prove that θ(H0)φ(v)H−1/20 ∈F (O,L )
13 Indeed, it suffices to approximate T with [(1 + εh)−1 ⊗ 1L ]T (1 + εL)−1.
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H
−1/2
0 a
∗(v)e−H0 ∈F (O,L ), which clearly suffices.
We first show that LH−10 belongs to the multiplier algebra of F (O,L ), where L ≡
1Γ (H)⊗L. It suffices to prove that (LH−10 )(S⊗T ) ∈F (O)⊗K(L ) for dense sets of operators
S and T in F (O) and K(L ), respectively. Note that the linear span of the operators T = L−1K
with K compact on L is dense in K(L ) because it contains the rank one operators of the form
|f 〉〈g| with f in the range of L−1, which is dense in L . Since (LH−10 )(S ⊗ T )=H−10 (S ⊗K)
for such T , it suffices to prove that e−H0(S ⊗ K) ∈F (O) ⊗ K(L ), because then this will re-
main valid if e−H0 is replaced by any θ(H0) with θ ∈ C0(R). But e−H0(S ⊗K) = (Γ (e−h)S)⊗
(e−LK) clearly belongs to F (O)⊗K(L ).
Now by using (10.9) we get
e−H0a∗(v)H−1/20 =
(
Γ
(
e−h
)⊗ e−L)a∗(v)(1Γ (H) ⊗L−1/2) · (LH−10 )1/2
= a∗(e−h−LvL−1/2)Γ (e−h) · (LH−10 )1/2,
where LH−10 is interpreted as above. Since e−h−LvL−1/2 is compact we can use Lemma 10.7
and then it suffices to note that (LH−10 )1/2 is also a multiplier for the algebra F (O,L ).
Next we consider the case of H−1/20 a∗(v)e−H0 . In order to simplify the writing we shall
sometimes identify 1n ≡ 1n ⊗ 1L and similarly for 1n. Since H01⊥n  (n+ 1)m1⊥n we easily see
that H−1/20 a∗(v)e−H0 is the norm limit as n → ∞ of H−1/20 a∗(v)e−H01n. But 1n is a finite sum
of projections 1k , so it suffices to show that T ≡ H−1/20 a∗(v)e−H01n belongs to F (O,L ) for
each n. From (10.6) we get
T =H−1/20 (Sn,1 ⊗ 1L )
(
1n ⊗ v)[Γ (e−h)1n]⊗ e−L
=H−1/20 (Sn,1 ⊗ 1L )
(
1n ⊗M)(1n ⊗ [M−1vL−α])(Γ (e−h)⊗Lαe−L),
where M = h1/2 + L1/2 is an operator acting in H⊗L such that (h + L)1/2 M √2(h +
L)1/2. Thus, by hypothesis, v0 = M−1vL−α is a compact operator L →H⊗L . In the rest of
this proof we realize H∨k as the subspace of H⊗k consisting of symmetric tensors (the norm
being modified by a factor
√
k!, but this does not matter here), and then we have H−1/20 (Sn,1 ⊗
1L )= (Sn,1 ⊗ 1L )H−1/20 in a natural sense and we have
T = (Sn,1 ⊗ 1L )H−1/20
(
1n ⊗M)(1n ⊗ v0)(Γ (e−h)⊗Lαe−L).
The operator H−1/20 (1n ⊗M), acting inH⊗(n+1) ⊗L , is bounded and v0 is norm limit of linear
combinations of operators of the form u0 ⊗K0 where u0 ∈H and K0 ∈K(L ) (see the proof of
Lemma 10.7). Thus it suffices to prove that T ∈F (O,L ) under the assumption v0 = u0 ⊗K0
and clearly we may also assume u0 ∈ D(h1/2) and K = L1/2K0 compact. If we set u = h1/2u0
then we obtain:
T =H−1/20 (Sn,1 ⊗ 1L )
(
1n ⊗ [u⊗K0 + u0 ⊗K]
)(
Γ
(
e−h
)⊗Lαe−L)
=H−1/2a∗(u⊗K0 + u0 ⊗K) · Γ
(
e−h
)⊗ 1L · 1Γ (H) ⊗ (Lαe−L).0
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F (O,L ).
To prove that H is a SQFH it remains to show that P(H) = h ⊗ 1H + 1H ⊗ H (then the
formula for the essential spectrum is a consequence, cf. Remark 10.5). Let λ  0 real and let
us set Λ = (H0 + λ)−1/2 (recall that in this proof we assume H0  1) and U = Λφ(v)Λ. By
Theorem 7.3 and by what we proved above, U belongs to the multiplier algebraM ofF (O,L ).
Indeed, this argument gives directly Λ ∈ M if λ = 0 and for the general case it suffices to
write U = (H 1/20 Λ)(H−1/20 φ(v)H−1/20 )(H 1/20 Λ) and to note that H 1/20 Λ ∈ M because H0 is
strictly affiliated to F (O,L ). We have e−H0 = Γ (e−h)⊗ e−L hence from Theorem 10.4 we get
P(e−H0)= e−h ⊗ e−H0 hence
H˜0 ≡P(H0)= h⊗ 1H + 1H ⊗H0, Λ˜≡P(Λ)= (H˜0 + λ)−1/2.
We shall prove below that
U˜ ≡P(U)= Λ˜(1H ⊗ φ(v))Λ˜≡ Λ˜ φ˜(v)Λ˜, (10.11)
where P is canonically extended to M as mentioned before Lemma 7.1. Assuming that this has
been done, choose λ such that ‖U‖< 1 (this is possible because ±φ(v) aH0 + b with a < 1).
Then clearly we have a norm convergent expansion
(H + λ)−1 =Λ(1 +U)−1Λ=
∑
(−1)nΛUnΛ
which implies
P((H + λ)−1)=∑(−1)nP(Λ)P(U)nP(Λ)=∑(−1)nΛ˜U˜nΛ˜= (H˜ + λ)−1,
where H˜ = H˜0 + φ˜(v) and this finishes the proof of the relation P(H) = h ⊗ 1H + 1H ⊗ H .
Note that ±φ˜(v) aH˜0 + b with the same a, b as above.
It remains to prove (10.11). Since a∗(v)= (φ(v)+ iφ(iv))/2 we have Λa∗(v)Λ ∈M and its
adjoint is Λa(v)Λ. Thus (10.11) is a consequence of
P(Λa∗(v)Λ)= Λ˜(1H ⊗ a∗(v))Λ˜, (10.12)
which is what we show now. From (10.9) we have
e−H0a∗(v)
(
1Γ (H) ⊗L−1/2
)= a∗(e−h−LvL−1/2)(Γ (e−h)⊗ 1L ).
The operator 1Γ (H) ⊗L−1/2 belongs to M and it is easy to check that
P(1Γ (H) ⊗L−1/2)= 1H ⊗ 1Γ (H) ⊗L−1/2.
From now on we simplify notations and no more write the tensor product symbols when they are
obvious from the context. Then
e−H˜0P(Λa∗(v)Λ)L−1/2 =P(e−H0Λa∗(v)ΛL−1/2)=P(Λa∗(e−h−LvL−1/2)Γ (e−h)Λ).
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P(Λ)P(a∗(e−h−LvL−1/2)Γ (e−h))P(Λ)= Λ˜ · e−h ⊗ [a∗(e−h−LvL−1/2)Γ (e−h)] · Λ˜
which in turn is equal to
Λ˜ · e−h ⊗ [e−H0a∗(v)L−1/2] · Λ˜= Λ˜e−H˜0(1H ⊗ a∗(v))L−1/2Λ˜.
Thus we have proved:
e−H˜0P(Λa∗(v)Λ)L−1/2 = Λ˜e−H˜0(1H ⊗ a∗(v))L−1/2Λ˜= e−H˜0Λ˜(1H ⊗ a∗(v))Λ˜L−1/2.
Since the operators e−H˜0 and L−1/2 are injective, we get (10.12).
The last assertion of the theorem concerns the Mourre estimate. It is clear by Remark 10.5. 
Remark 10.10. We note that the description of the essential spectrum given in Theorem 10.9 is
an improvement of the massive case of [16, Theorem 2.3], where it is assumed that h−1/2v(L+
1)−1/2 is compact, but not of [32, Proposition 4.9], which does not require (L + 1)−1 to be
compact.
11. Systems with a particle number cutoff
In this section we fix an abelian non-degenerate C∗-algebra O of operators on the infinite-
dimensional space H with O′′ ∩K(H) = {0} and let Γ be the symmetric or antisymmetric Fock
space functor. We are interested in models where the number of particles is at most n, a given
positive integer. Then the Hilbert space of the states of the system is Γn(H) and the algebra of
energy observables must be a C∗-algebra of operators on this space. Let Kn(H) =K(Γn(H)) be
the algebra of compact operators on Γn(H).
We define for each integer n 0 a C∗-subalgebra of F (O) by the following rule:
Fn(O) = 1nF (O)1n. (11.1)
Let Fn(O)= 0 for n < 0. Thus Fn(O) lives in the subspace Γn(H) (i.e. it is non-degenerate on
Γn(H) and its restriction to the orthogonal subspace is zero) and
F0(O)= Cω, Fn(O)⊂Fn+1(O) and F (O)=
⋃
n
Fn(O). (11.2)
Note that Kn(H) = 1nK (H)1n and this is an ideal of Fn(O).
In particular, the algebra An(H) = Fn(C1H) = 1nA (H)1n is a C∗-subalgebra of A (H)
which lives in the subspace Γn(H), has 1n as unit element, and contains Kn(H) as an ideal.
Moreover,
A0(H) = Cω, An(H) ⊂An+1(H), A (H) =
⋃
n
An(H). (11.3)
These algebras can be defined independently of the material from the preceding sections. First,
it is not difficult to prove that An(H) is the unital C∗-algebra generated by the operators
φn(u) = 1nφ(u)1n. If Γn(O) is the C∗-algebra generated by the operators Γn(S) =⊕kn S∨k
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orems 5.4 and 6.2:
Proposition 11.1. There is a unique morphism Pn :Fn(O)→O⊗Fn−1(O) such that
Pn
(
φn(u)
kΓn(S)
)= S ⊗ (φn−1(u)kΓn−1(S)) (11.4)
for all u ∈H, k  0, S ∈O. We have ker(Pn)=Kn(H), hence we get canonical embedding
Fn(O)/Kn(H) ↪→O⊗Fn−1(O). (11.5)
The case of the algebras An(H) is particularly nice (we use Remark 4.5):
Corollary 11.2. There is a unique morphism Pn :An(H) → An−1(H) such that Pn[φn(u)] =
φn−1(u) for all u ∈H. This morphism is unital, surjective, it has Kn(H) as kernel, and is explic-
itly given by
Pn(T )= s-lim
e⇀0
a(e)T a∗(e) for all T ∈An(H). (11.6)
Thus we get a sequence of canonical surjective morphisms
0 ←A0(H) ←A1(H) ← ·· · ←An−1(H) ←An(H) ← ·· · (11.7)
which induce canonical isomorphisms An(H)/Kn(H) ∼=An−1(H).
Remark 11.3. Theorem 1.2 from [27] looks more general then Proposition 11.1, but I found
a gap in my proof of that theorem, cf. the comment on p. 162 in [29]. In fact, I know how to
deduce Proposition 11.1 from [29, Proposition 3.32] (which is elementary and easy to prove),
but the argument is much more involved than the methods used in the present paper (and the
assumptions that O is abelian and that there are no finite rank operators in the von Neumann
algebra generated by O cannot be avoided).
We finish with some applications in spectral theory. An advantage in having a particle num-
ber cutoff is that the strict positivity of the one particle mass is no more necessary, in fact the
one particle kinetic energy h can be an arbitrary bounded from below self-adjoint operator af-
filiated to O. On the other hand, the notion of standard QFH as introduced in Definition 7.7
does not make sense now. Instead, in the present context it is natural to consider the follow-
ing class of elementary QFH with a particle number cutoff: these are the operators of the form
Hn = dΓn(h) + Vn where h is a self-adjoint bounded from below operator affiliated to O and
Vn ∈ An(H) is bounded and symmetric. It is clear that, as in the preceding sections, one may
consider much more general interactions, but this is of no interest here.
Such a Vn being fixed, we define Vk = Pn−k(Vn) ∈ Ak(H) for k  n. Note that if Vn is a
polynomial in the operators {φn(u)}u∈H then Vk is the same polynomial in which each φn(u) has
been replaced by φk(u). Or if Vn = 1nV 1n for some V ∈F (H), then Vk = 1kV 1k .
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V0 = cω for some complex number c. The techniques used before easily give that Hk is affil-
iated to Fk(O) and
P(Hk)= h⊗ 1Γk−1(H) + 1H ⊗Hk−1 for 1 k  n. (11.8)
In particular, we get an HVZ type description of the essential spectrum of the operator Hn:
σess(Hn)= σ(h)+ σ(Hn−1). (11.9)
Note how much simpler is this formula than in the n-body situation.
The treatment of the Mourre estimate is entirely similar to that from Section 8, so we give
only the result. We consider only conjugate operators of the form An = dΓn(a) where a is as in
condition (OA), p. 127. Exactly as in the proof of Theorem 8.6 we now get:
τAn(Hn)=
n⋃
k=1
[
τ ka(h)+ σp(Hn−k)
]
, (11.10)
where we make the convention σp(H0) = {0}. Indeed, if we abbreviate τ(h) = τa(h) and
τ(Hn) = τAn(Hn), then (11.10) follows by induction from the analogue in the present context
of (8.10), namely:
τ(Hn)= τ(h)+
[
σp(Hn−1)∪ τ(Hn−1)
]
= [τ(h)+ σp(Hn−1)]∪ [τ(h)+ τ(Hn−1)]. (11.11)
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