Abstract Ontologies have been intensively applied for improving multimedia search and retrieval by providing explicit meaning to visual content. Several multimedia ontologies have been recently proposed as knowledge models suitable for narrowing the well known semantic gap and for enabling the semantic interpretation of images. Since these ontologies have been created in different application contexts, establishing links between them, a task known as ontology matching, promises to fully unlock their potential in support of multimedia search and retrieval. This paper proposes and compares empirically two extensional ontology matching techniques applied to an important semantic image retrieval issue: automatically associating commonsense knowledge to multimedia concepts. First, we extend a previously introduced textual concept matching approach to use both textual and visual representation of images. In addition, a novel matching technique based on a multi-modal graph is proposed. We argue that the textual and visual modalities have to be seen as complementary rather than as exclusive sources of extensional information in order to improve the efficiency of the application of an ontology matching approach in the multimedia domain. An experimental evaluation is included in the paper.
Introduction
In recent years, many research efforts have been directed towards the problem of improving search and retrieval in large image collections by providing semantic annotations in a fully automatic manner. Ideally, semantic image annotation results in a linguistic description of an image, which in the current state of affairs is often only related to perceptual manifestations of semantics. Indeed, most of the existing approaches are based on the automatic detection of semantic concepts from low level features assisted by various machine learning techniques.
However, as argued by [11] , the image semantics cannot be considered as being included explicitly and exclusively in the image itself. It rather depends on prior knowledge and on the context of use of the visual information, as well as on the context as an extended environment consisting of a sequence of events. 1 In consequence, explicit formal knowledge bodies (ontologies) have been growingly used to relate semantics and images. Their application in the multimedia domain aims at improving image search and retrieval by providing high-level semantics to visual content, thus facilitating the interface between human and artificial agents and reducing the well-known distance between low-level visual features and high-level meaning [22] , referred to as the semantic gap.
Differences in the scopes and purposes of these ontologies (reviewed in Section 2) as well as in their application contexts tend to result in various heterogeneities on terminological, conceptual and / or semantic level. Therefore, relating these knowledge resources, a process termed as ontology matching [6] , is crucial in order to fully unlock their potential in support of multimedia search and retrieval-a field in which ontology matching has found little application in contrast to its use in the semantic web domain. To accomplish an ontology matching task one could rely on the instances contained in the ontologies concepts (extensional or instancebased matching), make use of the relations that hold between the different concepts (structural matching), measure the similarities of the concept names and their lexical definitions (terminological matching), etc. In the case of multimedia ontologies, which often come equipped with sets of annotated images, extensional matching is a suitable paradigm. This paper considers two generic instance-based ontology matching techniquesone based on variable selection (developed in a previous study of the same authors [13, 27] ) and another, novel approach, exploring the benefits of discovering correlations in a multimodal graph. We apply and compare these approaches in the context of an important semantic image retrieval problem: associating commonsense knowledge to multimedia concepts. In particular, the paper proposes to narrow the semantic gap by matching a common sense ontology (WordNet [18] associated to the image database LabelMe [21] ) with a specific multimedia ontology (LSCOM [23] associated to the TRECVID2005 development data set). Note that the term multimedia is used in a narrower sense, since our approach is situated exclusively in the context of image (and not video) annotation.
Since our matching approaches rely on extensional information, it is important to explore and make use of all possible instance-based knowledge that can be made available. In extensional terms, these two resources can be considered as bi-modal, each possessing a visual and a textual modality. On one hand, the concepts of these ontologies serve to annotate a given set of images which can be considered as instances of these concepts. On the other hand, every image can be assigned a text document by taking the concepts that it is annotated by and their corresponding textual definitions (LSCOM definitions or WordNet glosses). In order to apply the suggested matching approaches, one can rely on either of the two modalities and we will refer to the two resulting types of matching as, respectively, visual matching and textual matching.
What the paper investigates more closely, are the benefits of using both in combination, instead of each of them in isolation. The variable selection model is able to work with only one modality at a time and an integration of the results has to be performed a posteriori, in a post processing phase. This post processing requires considerations with regard to the importance and trust we assign to either of the two modalities. In our case, since we are primarily interested in obtaining concept correspondences based on the visual characteristics of the images in the two datasets, we will rely on the visual modality to produce a baseline matching, which will be later adjusted and refined by the help of the textual modality. A potential advantage of the graph-based model is that it allows the simultaneous, built-in use of the two modalities in the matching process, avoiding the combined interpretation which includes the choice of a threshold.
The rest of the article is structured as follows. The following section reviews related work independently in ontology-based multimedia research and ontology matching. Section 3 provides an introduction to the generic instance-based ontology matching techniques that we use. The application of these methods on visual and textual instances is described in detail in Section 4: we report experimental results of these matchings and discuss the benefits of their integrated interpretation. The main conclusions as well as directions for future work are presented in Section 5.
Related work
The current section aims on one hand to provide background regarding the meeting point of multimedia and ontologies, and on the other hand to familiarize the reader with some main ideas and approaches to instance-based ontology matching.
Ontologies and multimedia
Despite many recent efforts to provide approaches for automatic annotation of images with high-level concepts [3, 12] the semantic gap problem is still an important issue impairing the understanding of the meaning of multimedia documents. In this context, many knowledge models or ontologies have been proposed to improve multimedia retrieval and interpretation by the explicit modeling of the different relationships between semantic concepts.
In particular, many generic large scale multimedia ontologies or multimedia concept lexicons together with image collections have been proposed to provide an effective representation and interpretation of multimedia concepts [3, 23, 24] . We classify these ontologies in four major groups:
1. Semantic web multimedia ontologies often based on MPEG-7 (a review can be found in [3] ); 2. Visual concept hierarchies (or networks) inferred from inter-concept visual similarity contexts (among which VCNet based on Flickr Distance [30] and the Topic Network of Fan [7] ); 3. Specific multimedia lexicons often composed of a hierarchy of semantic concepts with associated visual concept detectors used to describe and to detect automatically the semantic concept of multimedia documents (LSCOM [23] , multimedia thesauri [24, 26] ); and 4. Generic ontologies based on existing semantic concept hierarchies such as WordNet and populated with annotated images or multimedia documents (ImageNet [4] , LabelMe [21] ).
The reasoning power of ontological models has also been used for semantic image interpretation. In [2, 10] and [20] , formal models of application domain knowledge are used, through fuzzy description logics, to help and to guide semantic image analysis. Prior knowledge on structured visual knowledge represented by an And-or graph (stochastic grammars) has proved to be very useful in the context of image parsing or scene recognition in images [32] . While these different formal models are highly integrated in multimedia processing, their main drawback is that they are specific to the application domain.
All these ontologies have proved to be very useful mainly in the context of semantic concept detection and automatic multimedia annotation but many problems still remain among which the interoperability issue between visual concepts and high level concepts. To solve this issue, some ontology-based infrastructures have also been proposed to guide image annotation [1] . These infrastructures are mainly based on different ontologies (multimedia ontologies, application domain ontologies and top ontologies for interoperability purposes) and the link between the different ontologies is often done manually. In [24] , the authors also propose to build a multimedia thesaurus by linking manually 101 multimedia concepts with WordNet synsets.
Due to the fact that these large scale multimedia ontologies are often dedicated to (or initially built for) particular needs or a particular application, they often tend to exhibit a certain heterogeneity which allows their use as complementary knowledge sources. For instance LSCOM was built for video news annotation purposes, while the scope of WordNet/LabelMe is rather general and common-sense. Hence, these ontologies differ in their conceptual content (number, granularity and genericity of the concepts), in their structure (i.e. sets of semantic relations between the concepts) and in their usage. For instance, the populated LSCOM ontology is composed of 449 concepts only related with an is_a relation whereas WordNet/LabelMe contains about 10,000 concepts related with several semantic relations. The heterogeneity also occurs at other levels:
-at the terminological level where the same semantic concept will be defined by a different name and / or will have a different lexical definition in the two ontologies; -at the extensional level due to the difference between the datasets used to populate the ontology which model instantially the concepts. An example of the second heterogeneity type is given in Fig. 1 for the semantic concept Bus.
While studies have been done to analyze the different inter-ontology concept similarities in different multimedia ontologies [14] , to the best of our knowledge, there are no approaches in the state of the art which propose a cross analysis and a joint use of these different and complementary resources.
Ontology alignment
Aligning ontologies, understood as the process of establishing relations between the elements of two or more heterogeneous input ontologies, is useful to solve the heterogeneity problems discussed in the previous subsection. Different matching techniques have been introduced in the past years in order to resolve different types of heterogeneity relying on methods coming from fields as various as machine learning, linguistics, graph-theory, relational algebra and logics. Instance-based ontology matching gathers a set of approaches around the central idea that ontology concepts can be represented as sets of related instances and semantic similarity between concepts is reflected by the similarity measured on these sets of instances.
Among the basic assumptions of such approaches is that two ontologies use the same instances to populate different conceptual structures and when this is not so, mechanisms for extracting instances (from text corpora or other external sources) should be made available (FCA-merge [25] ). Other techniques rely on estimating the concepts similarity by measuring class-means distances (Caiman [15] ) or estimating joint probabilities by the help of machine learning techniques (Glue [5] ). Used selfdependently, most of these standard approaches suffer the limitations of the rather restrictive assumptions on which they are based. They often tend to be costly on a large scale or perform well for leaf-nodes but fail to capture similarities on higher levels.
In contrast to most instance-based techniques, our matching approach does not rely on intersections of instance sets, nor on the estimation of joint probabilities. It works with instance sets that might be different for both ontologies, which avoids taking the costly step of extracting instances from external sources and is particularly useful in the multimedia domain. In case of textual instances, the method makes available the list of the most important words that characterize a similar pair of concepts-information not readily available in the approaches cited above and one which can be very useful to evaluate the quality of the alignment.
Instance-based ontology matching
We propose a methodology to narrow the semantic gap by matching two complementary resources: a specific multimedia ontology and a semantic thesaurus. Contrarily to [24] , we suggest to accomplish this matching in an automatic manner. We propose and apply two independent matching techniques, which will be compared in the experimental part of the paper.
First, we apply a generic extensional ontology matching approach based on discovering cross-ontology concept similarities via variable selection, which has been previously introduced for matching textually populated ontologies [27] . In [13] , we propose a first extension of this approach based on visual extensional knowledge. Within this paper, the approach has been extended to use both textual and visual knowledge with the objective to combine both in the concept alignment process. Note that applying this approach on visual instance data (images) which are not textually described is part of the novelty of this paper.
In addition, we suggest a novel matching technique, based on a Random Walk with Restart (RWR) in a multi-modal graph where the textual and visual modalities can be used separately or simultaneously in the graph construction. This algorithm has not been applied for ontology matching, to our knowledge. Among the advantages of this approach is that it allows to (1) benefit from the computation across several modalities in a built-in manner, and (2) use some advances in parallel computation (the method is highly parallelizable) and this strongly improves the scalability.
In the sequel, we will describe the main elements of these approaches in a generic manner, by referring to an abstract notion of instance, without specifying whether it comprises a text or an image and how precisely it is represented. We only assume that each instance is representable as a real-valued vector. We start by giving several assumptions and definitions.
An ontology is based on a set of concepts and relations defined on these concepts, which describe in an explicit and formal manner the knowledge about a given domain of interest. In this paper, we are particularly interested in ontologies, whose concepts come equipped with a set of associated instances, referred to as populated ontologies and defined as tuples of the kind O = {C, is_a, R, I, g}, where C is a set whose elements are called concepts, is_a is a partial order on C, R is a set of other relations holding between the concepts from the set C, I is a set whose elements are called instances and g : C → 2 I is a mapping from the set of concepts to the set of subsets of I. In this way, a concept is intensionally modeled by its relations to other concepts, and extensionally by a set of instances assigned to it via the mapping g. By assumption, every instance can be represented as an n dimensional real-valued vector, defined by n input variables of some kind (the same for all the instances in I). Indeed, the instances of two input ontologies O and O can always be described by the same set of variables by definition and by construction. If we have textual instances, these variables are the terms which describe the documents assigned to both ontologies (the case of visual instances is analogous, we have visual words in stead of terms). Note that this representation results a sparse vector of variables corresponding to every instance.
To build a procedure for ontology matching, we need to be able to measure the pair-wise similarity of concepts. The measures used in the current study are based on variable selection (Section 3.1) and on correlations discovered by a random walk in a mixed multimedia graph (Section 3.2).
Variable selection-based method (VSBM)
Variable selection [8] is defined as a procedure for assigning ranks to the input variables with respect to their importance for the output, a ranking criterion provided. In binary classification, variable selection is used to determine the importance of a given variable with respect to the class separation, or in other words to determine its discriminative power. Dimensionality reduction frameworks are often based on variable selection techniques.
In our setting, we propose to evaluate concept similarity by first ranking every concept on behalf of its variables and then comparing the ranks of the variables of two concepts. These ranks are obtained in a binary classification setting, independently for each of the concepts in two input ontologies. This rather simple approach will be introduced formally in the following. This formalization will be needed in the experimental part of the paper.
We define a binary training set for each concept c from an ontology O by taking I, the entire set of instances assigned to O and labeling all instances from the set g(c) as positive and all the rest (I\g(c)) as negative. We note that it is preferable for this method that the mapping g is an injection, ensuring the lack of overlap of the instance sets. 2 In order to ensure this property, in the experimental part, we have populated our ontologies by constructing disjoint sets of instances. By the help of a variable selection procedure, we obtain a representation of the concept c as a list
where r c i is the rank associated to the ith variable. In that, a concept is defined uniquely by the different degrees of importance of the input variables with respect to this concept.
To compute a rank per variable and per concept, we apply a standard Point-wise Mutual Information criterion approximated for a variable v i and a concept c by
where A is the number of co-occurrences of v i and c, A 1 is the number of zero occurrences of v i within c, A 2 is the number of non-zero occurrences of v i out of c, and | · | stands for set cardinality [31] . Given two source ontologies O and O , a representation as the one in (1) is made available for every concept of each of these ontologies. The similarity of two concepts, c ∈ O and c ∈ O is then measured in terms of their corresponding representations L(c) and L(c ). Several choices of a similarity measure based on these representations are proposed and compared in [27] . In the experimental work that we have conducted for this paper, we have applied all measures cited there. However, the presented results rely only on Spearman's measure of correlation and the n -TF similarity measure, because they showed to performed best. Spearman's coefficient is given by
where, we recall, n is the number of variables. The n -TF (n Top Features) simply measures the size of the intersection of the subsets of the n < n top variables (i.e. the ones with highest ranks) from the lists L(c) and L(c ). If the set of top n variables for concept c is denoted by n (c) and the one of concept c by n (c ), the measure is given by:
Let k be the number of concepts of the ontology O . We represent a concept c from ontology O as a list
where s i is the similarity (measured by using either (3) or (4)) of the concept c and the concept c i ∈ O . Provided the choice of a threshold k ≤ k, we will define for each concept c ∈ O the matching L sim k (c) by keeping only those k concepts from O which have the highest similarity scores with respect to c.
Graph-based method (GBM)
Graph-based procedures are well-known approaches for evaluating the similarity between various objects of some kind, like our concepts. These approaches have been applied in several domains, such as ranking algorithms for information retrieval [9] , automatic image annotation [19, 29] , data analysis and word sense disambiguation [17] . The idea is to exploit the relationships between objects and the different aspects of these objects. In our instance-based ontology matching framework, we have objects of different kinds: (1) concepts, (2) concept instances (i.e. images), and (3) features relevant to the instances. We use a method based on the Mixed-Multimedia Graph (MMG) and the Random Walks with Restarts (RWR) algorithm proposed in [19] . Figure 2 represents a special case of a MMG in the scope of our concept matching procedure.
The MMG graph is well adapted for multimedia document processing because it allows to mix heterogeneous kinds of information, like illustrated in Fig. 2 . For each instance we have (1) a set of concept nodes (2) a textual representation of the instance and (3) a visual representation of the instance.
For our experiments, the textual representation is based on a bag-of-words model built from the textual definition of all the concepts associated to an instance (the instances are multi-annotated), and the visual representation is based on histograms of visual words computed over the instances (see Sections 4.3 and 4.2, respectively). We choose to illustrate the MMG graph applied to concept similarity measurement using two modalities (i.e. two kinds of instance representation), see Fig. 2 . However, the kind of the instance representation is seen as a modality; the graph is therefore modular and a modality can be easily used or not. In the experiments presented in Section 4.1, we have used both the uni-modal and the bi-modal versions of the graph. Regardless to the chosen modality, the graph is completed with Nearest Neighbor (NN) links between the nodes of each modality. The similarity function needed to compute these links depends on the modality type, therefore we need a function for computing the similarity between two textual representations and another function for computing the similarity between two visual representations.
The process of discovering concept similarities consists in finding correlations between a specific concept of the ontology O and the concepts of the ontology O which will express similarity scores between these concepts. We use the RWR algorithm as described in [19] . The random walk starts at a fixed concept nodethe one for which we search similar concepts in the ontology O (see the concept c 1 in Fig. 2) . At each step, the walker can either randomly choose a link in the set of associated links to the node on which it is, or go to its starting point with a probability p (experimentally set to 0.8 as in [19] ). A precise description with implementation details of the algorithm can be found in [28] .
The resulting probability that the walker is at node c , called the steady state probability, μ c1 (c ), can be interpreted as an affinity measure between the node c 1 and c . Therefore, if we consider the results only for concept nodes, a high similarity between c 1 ∈ O, and c ∈ O is observed when the probability μ c1 (c ) is high.
Aligning two multimedia resources
The ontology matching techniques described above can be applied for any two ontologies whose concepts are used to label a set of real-world data entities of some kind. Based on these techniques, we will align two complementary multimedia knowledge resources by using and integrating the visual and textual modalities of their extensions.
We chose, on one hand, LSCOM [23] -an ontology dedicated to multimedia annotation. It was initially built in the framework of TRECVID 3 with the criteria of concept usefulness, concept observability and feasibility of concept automatic detection. LSCOM is populated with the development set of TRECVID 2005 videos. On the other hand, we used WordNet [18] populated with the LabelMe dataset [21] .
It is worth noting that LSCOM is initially dedicated to video and not to image annotation and therefore is close to the problems of event recognition. However, we have considered the problem of static image annotation (using this ontology is partly motivated by its availability). Moreover, since this ontology is built for annotation of video content dedicated to news broadcast, the concepts that we consider are not specifically related to events nor do they have any special temporal aspects.
Experimental setting
In our experimental work, we have used a part of the LSCOM ontology, LSCOM_Annotation_v1.0, 4 which is a subset of 449 concepts from the initial LSCOM ontology, and is used for annotating 61,517 images from the TRECVID2005 development set. Since this set contains images from broadcast news videos, the chosen LSCOM subpart is particularly adapted to annotate this kind of content. It thus contains abstract and specific concepts (e.g. Science_Technology, Interview_On_Location). To the contrary, our sub-ontology defined on the basis of WordNet populated with the LabelMe instance set (3,676 concepts) is very general considering the nature of LabelMe, which is composed of photographs from daily life. Example concepts of this data set are concepts such as car, computer and person.
To provide a low-scale evaluation of the suggested approaches, we chose five concepts from the LSCOM ontology (Bus, Computer, Pedestrian_Zone, Speaker_At_Podium, Sport) populated with 2,317 images, and thirteen concepts from the WordNet ontology (arm, car, grass, head, leg, person, plant, plate, road, sidewalk, torso, tree, wheel) populated with 4,964 images. The choice of the selected concepts was made on the basis of several criteria:
-the number of associated instances; -the lack of semantic ambiguity in our dataset for every selected concept; -for WordNet only: a high confidence (arbitrarily decided) in the discrimination of the concept using only perceptual information; -the presence of contextually bound cross-ontology concepts (such as Bus and car) as well as concepts which are contextually independent on any other concept in the base (i.e. concepts which are dissimilar to all the other concepts) such as plate.
We draw the readers attention to the fact that the similarities of the concepts should be interpreted strictly within the extensional nature of their definitions and not in terms of any possible intuitive or common sense definition. Our methods imply that two concepts are similar if their corresponding instances contain similar visual or textual characteristics (the instances of two similar concepts contain some identical objects). In some cases, these similarity scores are accidentally in agreement with common sense, but they are not in other cases. In that line of thought, taking two concepts (one from each of the ontologies) with identical names (e.g. bus in WordNet and Bus in LSCOM) is not relevant for evaluating the quality of the alignments (see the discussion about heterogeneity and the example in Section 2.1).
In the remainder of the section, we will first present and discuss results from the visual and textual matchings of the selected sets of concepts separately. We will further propose a method to integrate the two matching types. As matching procedures we have used the VSBM method with two different concept similarity measures-Spearman's correlation and the n -TF measure.
5 Additionally, we have tested the GBM approach by using either only the visual or only the textual modality and by using both modalities simultaneously. This results in three independent alignments per matching type. In order to assist the reader in the interpretation of the results, we have given examples of typical instances from each of the five LSCOM concepts in Fig. 3. 
Visual matching
Instances and representation To construct image features, we use a bag-of-words model with a visual codebook of size 900, built classically using the well known SIFT descriptor [16] and a K-Means algorithm. The quantification of the extracted SIFT features was done over all the instances associated to the selected concepts (from both LSCOM and WordNet) by using only the distinct objects in each image instead of the entire image in order to extract the SIFT features. The variables which describe an image are then the bins of the histograms of codewords corresponding to this image. 
Results and discussion
The results of matching the 5 LSCOM concepts against the 13 WordNet concepts by following the variable selection-based matching procedure described above are presented in Tables 1 and 2 and the results from the GBM method are shown in Table 3 . As introduced in (5), we provide for every LSCOM concept (in the top row) a list of pairs (score, WordNet concept) in a descending order of their importance with respect to this concept. The scores in Tables 1 and 2 are issued from applying the similarity measures (3) and (4), respectively, whereas the scores in Table 3 are correlations found by the help of the graph-based method. As a general tendency, the WordNet concepts person and head tend to appear up in the lists, whereas the concept plate achieves mostly low scores. These results are coherent with the nature of our data, since the concept plate stands alone in our selection of concepts, whereas the concepts person and head are highly relevant for the TRECVID dataset, containing shots from news videos where often we have a presenter or a speaker. For Table 3 , some remarks about the graph construction have to be taken into account. The similarity used to compute the nearest-neighbor links is a Minkowski distance. Due to the nature of the LSCOM/TRECVID data (the images are visually very close to one another within TRECVID), we have taken into account only NN links from ontology O to O (or vice-versa) in order to get a well connected graph. Without this constraint, we would have a graph with two disconnected components. However, this explains the results in Table 3 where the top 5 concepts are the same in all lists (subject to a permutation). We observe examples of a lack of coherence between intuitive interpretations and achieved matchings as discussed previously in this section. For example, sidewalk with respect to Computer is intuitively an erroneous matching in contrast to leg and person with respect to Speaker_At_Podium which is intuitively coherent (Tables 1  and 2 ). We note that the former is a perceptually induced conceptual mismatch, i.e. a bias, which is due to co-occurrences of visual objects within the instances of both concepts. In our example, images of sidewalk tend to contain the object person, so do images of Computer, although computer and sidewalk are vastly unrelated in semantic terms. Figure 4 illustrates this observation by a sample image from each of the categories.
To account for this problem, we suggest that a post-processing of the obtained matchings has to be performed with the objective to re-rank the WordNet concepts with respect to their importance for the respective LSCOM concept. To these ends, we perform a textual matching with the objective to complement the results achieved by the visual matching and filter out undesired alignments.
Textual matching
Instances and representation We present the results of the matching of the two selected sets of concepts, by using this time as instances textual documents, relevant to these concepts. A text document has been generated for every image, by taking the names of all concepts that an image contains in its annotation, as well as the (textual) definitions of these concepts (the LSCOM definitions for TRECVID images or the WordNet glosses for LabelMe images). An example is shown in Fig. 5 . After a phase of standard text-processing (stemming and stop-word filtering), a vocabulary of size 544 has been constructed for the corpus containing the documents generated as instances for the two ontologies. Every textual instance is represented as a tf-idf vector of dimension 544.
Results and discussion To derive the textual similarity scores, we have applied the same procedures as those applied for the visual matching. For the VSBM matching, we first scored the variables by the help of a mutual information-based variable selection and then measured concept similarities by the help of Spearman's measure of correlation and n -TF (equations (3) and (4)). We note that in this case the variables that define our instances are actual (stemmed) terms that appear in the corpus with a certain (sufficiently high) frequency. The results of these matchings are presented in an analogous manner to the visual matching in Tables 4 and 5 . The similarity scores achieved by applying the graph-based approach on our textual data are found in Table 6 . We observe that, while some of the correlations already found by the visual matching are confirmed (e.g. the low scores of the stand-alone concept plate), some of the WordNet concepts achieve different scores through the textual matching (e.g. the problematic sidewalk). This confirms the initial hypothesis that the two matching modalities are complementary and neither is to be applied self-dependently. The integration and the proper interpretation of the results of the two matching types is the subject of the following sub-section.
Integration of the textual and the visual modalities
A posteriori pruning with VSBM In order to deal with problematic matchings (e.g. (Computer, sidewalk) ), we propose an algorithm which serves to prune the lists of most important (with respect to a given LSCOM concept) WordNet concepts. We take as a basis the matching achieved by using the visual modality and adjust it by using the textual matchings in the following manner.
As a result of the matchings, every WordNet concept i is assigned two scores with respect to each LSCOM concept j-a visual similarity score denoted by s v (i, j) and a textual similarity score denoted by s t (i, j) (see Fig. 6 ). We compute for every LSCOM concept j the quantities
where k is the number of WordNet concepts. These values are given in Tables 7 and  8 . Note that, with a slight abuse to the previously adopted notation, the scores s t (i, j) and s v (i, j) here stand for integers (ranks) corresponding to the real similarity scores given by either (3) or (4). When multiple consecutive concepts achieve identical scores (a likely case when applying the n -TF measure (4)) the same rank is attributed to all these concepts. We fix a number k which corresponds to the number of WordNet concepts that we want to assign to a given LSCOM concept and we form the list L sim k (c) for every LSCOM concept c (see (5) and the discussion thereafter). We prune from this list every WordNet concept c i for which the corresponding s δ (i, j) is too large according to an experimentally set threshold. 6 The place of a removed concept is filled in by the next WordNet concept from the list L sim (c) with a value of s δ below the fixed threshold. The procedure is given in Algorithm 1.
By applying this algorithm on the results in Table 7 (k fixed at 5), we are able to prune out some problematic concepts, such as the WordNet concept sidewalk with respect to the LSCOM concepts Computer, Speaker_At_Podium and Sports, the WordNet concept road with respect to the LSCOM concept Computer, or the WordNet concepts plant and wheel with respect to the LSCOM concept Pedestrian_Zone. As a result, the original list L (Fig. 3) . Looking at the concept Sport, we observe similar results: after pruning, the concept is matched to the WordNet concepts head, person, car, road, arm. This is particularly coherent, since the LSCOM instances of Sport often represent cars and humans (Fig. 3) . The pruned lists for all five LSCOM concepts are given in Table 9 . Similar results are achieved based on the results obtained by the n -TF measure (Table 8) , although pruning seems to be less prominent for this measure. In order to see the effect of the pruning, please compare the results in Table 9 with the image instances of the respective LSCOM concepts given in Fig. 3 . Depending on the particular application, the removal criterion can be modified to
In that, by taking into account either positive or negative values of s δ , we can give preference to either the visual or the textual matching in terms of their authority qualities. Authority here is understood as the degree to which we either trust or consider as more important one of the two matching types and, therefore, want to give more weight to. If we consider the visual matching as more authoritative than the textual, we will prune concepts with high positive scores; if the textual matching has a higher degree of authority, we will prune concepts with high negative scores.
Built-in bi-modality matching with GBM The Graph-Based Matching approach allows the combined application of the textual and visual modalities by using a bimodal version of the graph at its construction as the one depicted in Fig. 2 . Table 10 contains the results of the built-in bi-modality matching by the GBM approach in which the two modalities have been used as an integral part of the matching process. As we can see, the obtained results are in general coherent, although less performant as compared to the VSBM approach. This flaw can be attributed to the low number of concepts resulting in too little nodes in the multimodal graph, which decreases the probability of discovering interesting matches. We have reproduced the same experiment by adding five additional concepts to the WordNet ontology in order to evaluate the importance of the scale for this method. We have completed the WordNet concept list by the following concepts: bicycle, bird, book, mountain, towel. For the textual representation of our instances, we have created a larger vocabulary, double the size of the one used so far (1,020 terms). The results are presented in Table 11 . We can see that, in deed, the method arrives at more sensible conclusions. 7 Apart from adding more concepts, the performance of the matching procedure can be also significantly improved by increasing the number of NN-links, especially allowing NN-links between the intra-ontology nodes. An overall advantage of this method is the computational time of the RWR algorithm and the multi-modality which allows the concepts to be populated by documents of different types. These points make this method very promising for a matching at a larger scale.
Use-case scenario
We will close this section by illustrating the benefits of the proposed alignments for the two chosen ontologies in an information retrieval use-case scenario.
We have on one hand LSCOM/TRECVID-an ontology populated via the association of a concept to an image and this association results from both the interpretation of the image and the interpretation of the LSCOM concepts. On the other hand, we have WordNet/LabelMe in which the association of a concept to an image is done on a lower, visual level by the user using her own vocabulary. We can say that LSCOM contains semantics of interpretation of the relation conceptimage, while LabelMe contains the semantics attached to a visual perception of this relation.
This complementary heterogeneity of these ontologies, and particularly their instances, can be used in an information retrieval framework. We have given an example of an use-case scenario for image search by keywords in the instance database formed by TRECVID and LabelMe in Fig. 7 .
Conclusions and future work
The problem of associating common sense meaning to a set of specific multimedia concepts has been situated in an ontology matching framework. We have proposed and compared two generic matching techniques-one based on a variable selection method (VSBM) and one based on a random walk in a graph (GBM) by relying on instances of both visual and textual nature. We have demonstrated that these two extensional modalities are complementary and their combined use improves the achieved results. Although for the moment the VSBM outperforms the GBM approach, the full potential of the latter method is to be uncovered in a large-scale application which is a subject of near future work.
Indeed, larger scale experiments are necessary for evaluating the performance of our approaches. However, the availability of experimental data appears to be a problem. In our setting, the majority of WordNet/LabelMe concepts only have very few instances assigned, which makes the task of using them in the matching framework difficult. In future work, we will consider populating WordNet with Flickr data in order to come up with a larger scale image-populated ontology.
The achieved alignments allow for the semantic enrichment of concepts belonging to a multimedia ontology (LSCOM) with high level linguistic concepts from a general and common sense knowledge base (WordNet). This alignment could be used to build a linguistic description of the concepts of LSCOM and improve the retrieval process through: (a) query expansion and reformulation, i.e. retrieving documents annotated with concepts from an ontology O using a query composed of concepts of an ontology O , and (b) a better description of the documents in the indexing process.
In a future experimental setting, we envision to consider connected pieces of the two ontologies, and not only flat collections of concepts, so that we can benefit from the semantic relations between these concepts. Our experiments, although overall coherent, have shown that the task of resolving at a time multiple heterogeneity types might appear to be rather ambitious and possibly not necessary from practical viewpoint. Therefore, we consider the possibility of focusing separately on each of the heterogeneity types that we have addressed in this paper by first taking two structurally homogeneous ontologies populated with heterogeneous instances (for example WordNet/LabelMe vs. ImageNet) and later taking two ontologies with significant conceptual differences structured around homogeneous instance sets (populating two different ontologies by using the same instance set).
In terms of evaluation, a comparison of our results, achieved automatically, with the manual mapping performed in [24] can be envisioned. Due to the bias of the data and to the difficulty to extract the concrete semantics of a correlation, a quantitative measure of the efficiency of the approaches, or of the advantages of one approach over the other, is difficult to give. An evaluation of these techniques could be projected within a concrete application context in an information access framework.
