The series
I. INTRODUCTION
In the paper [1] marking the 60th anniversary of his first contribution to the American Mathematical Monthly, D. H. Lehmer studied two classes of interesting infinite series; interesting in the sense that the terms and sum are known explicitly. Lehmer evaluated the series of class II, whose origin he attributes to L. Comtet [2] , namely
for non-negative integer k. He did so by manipulating the Taylor expansion for the arcsine function, so arriving at a general formula for Eq. (1) in terms of recursively defined polynomials. As we show below, the domain of convergence for Eq. (1) is |z| < 4. Among publications stimulated by Ref. [1] are those of Borwein and Girgensohn [3] and of Mathar [4] . Also there are recent papers [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] that contain other relevant references.
Lehmer's class II series can also be expressed as generalised hypergeometric functions and this has been exploited by Krupnikov and Kölbig [15] to construct a table of values of p+1 F p for unit argument and rational parameters. Lehmer's result, S 2 (2) = 11 + 
illustrates the fascinating feature that S k (2) = R 1 (k) + R 2 (k)π, where R j (k) is rational and, empirically, the ratio R 1 (k)/R 2 (k) is an approximation to π which improves as k increases.
In fact, as we shall illustrate below, in this way S k (2) appears to give π to roughly k decimal places. Our aims in this paper are to express S k (z) for |z| < 4 in non-recursive form and to investigate the indicated approximation to π.
II. CALCULATION
We begin with the observation that 
Next, Euler's famous 1775 discovery [16] , embodying the Eulerian triangular numbers,
gives
It can be shown that
where X = z/(4 − z) so
, n; n + 1 2
; −X).
This gives, for example, S 1 (2) = π + 3. Now using Eq. [7.3.6(1)] in Ref. [17] , i.e.
where
are Stirling numbers of the second kind. The right hand side of Eq. (9) is manifestly of the form R 1 (k) + R 2 (k)π and leads to Lehmer's insightful observation, which we express more transparently in the form
For large summand n it is clear that the sums t ij are dominated by their "tails", but for large
Hence, as k → ∞, 2t 11 (k) → t 21 (k) and 2t 12 (k) → t 22 (k). Thereby Lehmer's assertion is demonstrated.
For z = −2, we have
Next, generalising Eq. (8) (Glasser unpublished),
, n; n + ; −z)
The hypergeometric function above is a Jacobi polynomial [17] 2 F 1 (−N,
Therefore, we have our principal closed form result
From Eq. (20) , for rational z
where, again, R j (k) is a rational number.
III. DISCUSSION
As pointed out in the introduction, the radius of convergence for S k (z) is 4. Furthermore, since for large m the asymptotic behavior of the m−th term is m k+1/2 (z/4) m , the series converges nowhere on its circle of convergence for positive k. However Eq. (20) shows that S k (z) is analytic on its two-sheeted Riemann surface joined along a branch cut emanating from z = 4. The corresponding values on the two sheets differ only by the sign chosen for √ 4 − z in Eq (20) . For z = 2 we have S k (2) = R 1 (k) + R 2 (k)π where the rational number R j (k) has denominator 1 or 2. We show values of the ratio, R 1 (k)/R 2 (k) and of S k (2). In Table II (and continued in Table III , we list the ratio for k = 1, ..., 65 to 65 decimal places. The last line of Table III contains the first 65 decimal digits of the value of π. For k = 100, 96 places of π are reproduced. In Table IV , we display the first thirty complete expressions for S k (2) . As has been demonstrated in the previous section, the limit k → ∞ associated with S k (2) is indeed π. The rate of convergence is derived in the next section.
The only previous non-recursive evaluation of an S k series appears to be that of Borwein and Girgensohn [3] for their b 2 (k) = S k (1) found by a different procedure to ours. By comparing their formula with Eq. 20) we obtain the intriguing identity
Note, that by equating Eqs. (9) and (20) for z = 2, one obtains a similar identity.
As we wrote at the outset, we were stimulated by Lehmer's paper [1] , and especially his proposal that S k (2) is intimately related to π. It is true that this way of computing π by taking k → ∞ is not as productive as others, such as Ramanujan's modular equation approach as given in a nice review [18] . Nonetheless we believe that the approach is a fascinating contribution to the lure and lore of π; one which we have found both motivating and rewarding. In his honour we have named lim k→∞ R 1 (k)/R 2 (k) = π, Lehmer's limit.
IV. THE ERROR
To derive the error to the k th approximation for π, E(k), we introduce the difference function, D k (2). Eq. (20) showed that the function S k (z) is analytic in the entire complex plane with a cut along the real axis from 4 to ∞. Furthermore, the function can be continued analytically across the cut onto other sheets where it is still analytic. It is easy to show that the sum, S k (2) = R 2 (k) π + R 1 (k), is the value of the function at the point z = 2 in the first sheet, while the difference,
, is the value of the same function at the point z = 2 on the second sheet.
These two functions define the error,
We now introduce their generating functions, whose definitions are
and
. It is remarkable that the two functions look similar but have very different behavior. G(t) has its closest singularity as s = 1, with t = ln(2), while the closest singularity of H(t) is at s = −1, with t = ln(2) + 2πi and ln(2) − 2πi. For large k-values, only these leading singularities need be considered.
Adding Eqs. (25) and (26) gives
and therefore
After shifting the singularity with t = ln(2) + x, and introducing the function g(x) which is finite at the origin,
with a few of the coefficients given by 
The contour can be moved to surround the positive x-axis (Hankel contour) and, accommodating the jump across the cut, Eq. (30) becomes
The integral, I j , can be evaluated with Euler's beta-function and gamma-function reflection formula, providing the result
Everything goes through in exactly the same way as for R 2 (k), providing the result
Our final result for the error, E(k), in 
where 
and Q = 1 + 2π ln(2) 2 = 9.1197 · · · ≃ 2π ln (2) .
≃ 1, the order of magnitude of the error is
To assess the overall accuracy of the expansion of E(k) given by Eq. (35a), we have compared values found from it with just the first seven terms (j = 0 − 6) with the exact numerical result for π −
given in the previous section. That comparison is shown in Table I . For large values of k, the agreement is excellent and that remains very good for lower k-values. The question of the convergence of the expansion for E(k) in Eq. (35a), and the continuing considerations this question engenders, are discussed in the next section.
V. CONSIDERATIONS
The coefficients c j behave in an interesting way. The even and odd coefficients behave differently. They vary as
After the first few, each odd-j coefficient is larger than the preceding even-j one. This occurs because the generating function for the series has singularities at plus and minus 2πi which alternately give terms that add and subtract. Similar things occur with the Lehmer errors, E(k), but the periodicity is not so obvious as the phase shift is not exactly π 2 . It is clear now that that the series for R 2 (k) is a convergent one, while that for D k (2) is divergent, albeit very accurately asymptotic. It is somewhat daunting to see how commanding the part 2π plays as the controlling factor in the error for π. These circumstances have motivated our continuing inquiry into the analytic nature of the error function.
An exact integral representation for the error, E(k), can be obtained. Returning to Eq. (28) for R 2 (k), and following all of the procedure thereafter, we find Then, using the identity for the gamma function,
and interchanging orders of integration, gives
Similarly, and following the exact same procedure, we have an integral representation for D 2 (k), and thus our final formula for the error,
To make the connection with this representation for E(k) and that given in Eq. (35a) we observe that, for large values of k, the major contribution to the integrals comes from large values of x. Therefore, Stirling's asymptotic expansion can be used to give
Inserting this expansion into Eq. (38), we immediately recover the series expansion for E(k) given in Eq. (35a) where now F j = 2 j A j . To see clearly what this means, we turn to the valuable paper of Tricomi and Erdélyi [19] (see also Fields [20] ) in which is given the asymptotic formula for the ratio of gamma functions, namely
where the B (α−β+1) j (α) are the generalised Bernoulli polynomials, the Nörlund polynomials [21] , defined by
and where B (σ)
j (x). The coefficients,A j , and hence the B (σ) j (x), can be calculated from the formula, Eq. (11) in ref. [19] , or they can be computed numerically (as we have done). Using α = 1 and β = 1 2 , we find
and comparing the c j in Eq. (25) with the B (σ) j (x) in Eq. (42) gives
).
Therefore, F j = 2 j A j is the same as −(2j − 3)!! c j . The connection between the E(k) in the previous section and that herein is complete.
Tricomi and Erdérlyi opened their paper with the salient comment "Many problems in mathematical analysis require a knowledge of the asymptotic behavior of the quotient
for large values of |z|." There are two, in particular, that bear a kinship with our work.
Watson [22] in a lovely cameo entitled A Note on Gamma Functions, studied tight bounds on the Wallis formula for π by employing the formula for the hypergeometric function, namely
with the comment, "the condition x + 1 2 > 0 amply secures the convergence of the series". In the classic problem of the one-dimensional random walk [23] , the expectation value of the absolute distance after N (unit) steps is given by
,
for N even, and
for N odd. With the asymptotic expansion for the ratio of these gamma functions, we recover the known result
where the top signs are taken for N even and the bottom ones for N odd. The expansion for N odd is precisely the one we have for the 1 k expansion for the error, E(k). The alternating signs in < d N > is a direct consequence of the (−1) j phase in Eq. (42). We find the apparent, serendipitous, coincidence (Are There Coincidences In Mathematics? [24] ) quite intriguing.
VI. EPILOGUE
D. H. Lehmer was an eminent mathematician [25] . His many and varied works dealt especially with matters of numbers, the queen of mathematics, for which he had an abiding and prodigious affection and talent. Many of his elegant works bear his name in the literature. Particularly relevant here are his Machin-like " On Arccotangent Relations for pi" [26] and " A Cotangent Analogue of Continued Fractions" [27] , in which he showed that every positive irrational number has a unique infinite continued cotangent representation.
It would be remiss to close our essay without a salute to π, the most renown of all constants in mathematics. Of the literally plethora of fine possible choices, we have chosen to go with, " The value of π has engaged the attention of many mathematicians and calculators from the time of Archimedes to the present day, and has been computed from so many different formulae, that a complete account of its calculation would almost amount to a history of mathematics. "
[J. W. L. Glaisher, Messenger of Math., 25-30 (1872)] and " And he made a molten sea, ten cubits from the one brim to the other; it was round all about ... and a line of thirty cubits did compass it round about." 
