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Abstract
The Operations Research model known as the Set Covering Problem has a wide range of
applications. See for example the survey by Ceria, Nobili and Sassano and edited by Dell’Amico,
Ma5oli and Martello (Annotated Bibliographies in Combinatorial Optimization, Wiley, New
York, 1997). Sometimes, due to the special structure of the constraint matrix, the natural linear
programming relaxation yields an optimal solution that is integer, thus solving the problem.
Under which conditions do such integrality properties hold? This question is of both theoretical
and practical interest. On the theoretical side, polyhedral combinatorics and graph theory come
together in this rich area of discrete mathematics. In this tutorial, we present the state of the art
and open problems on this question. ? 2002 Elsevier Science B.V. All rights reserved.
Keywords: Ideal clutter; Ideal matrix; Set covering; Integer polyhedron; Width–length inequality; Max
Flow Min Cut property
1. Introduction
A clutter C is a family E(C) of subsets of a @nite ground set V (C) with the property
that A1 * A2 for all distinct A1; A2 ∈E(C). V (C) denotes the set of vertices and E(C)
the set of edges of C. A clutter is ideal if {x¿ 0 : x(A)¿ 1 for all A∈E(C)} is an
integral polyhedron, i.e. all its extreme points have 0; 1 coordinates. Here x(A) denotes∑
i∈A xi. This concept is also known under the name of width–length property, weak
Max Flow Min Cut property or Q+-MFMC property. We prefer the term “ideal”
because it stresses the parallel with “perfection”.
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A clutter is trivial if it has no edge or if it has the empty set as unique edge.
Given a nontrivial clutter C, we de@ne M (C) to be a 0; 1 matrix whose columns are
indexed by V (C), whose rows are indexed by E(C) and where Mij = 1 if and only
if the vertex corresponding to column j belongs to the edge corresponding to row i.
In other words, the rows of M (C) are the characteristic vectors of the sets in E(C).
Note that the de@nition of M (C) is unique up to permutation of rows and permutation
of columns. M (C) contains no dominating row, since C is a clutter (A vector r ∈F
is said to be dominating if there exists v∈F distinct from r such that r¿ v). A 0; 1
matrix M containing no dominating rows is called a clutter matrix. Given any 0; 1
clutter matrix M , we denote by C(M) the unique clutter for which M (C(M))=M . The
0; 1 matrix M is ideal if the clutter C(M) is ideal. Clearly, C(M) is ideal if and only
if {x¿ 0 : Mx¿ 1} is an integral polyhedron. In this tutorial we present the state of
the art and open problems on ideal clutters and matrices. Parts of the tutorial overlap
with [10].
1.1. Blockers
A transversal of a clutter C is a set of vertices that intersects all the edges. The
blocker b(C) of a clutter C is the clutter with V (C) as vertex set and the mini-
mal transversals of C as edge set. That is, E(b(C)) consists of the minimal mem-
bers of {B ⊆ V (C): |B ∩ A|¿ 1 for all A∈E(C)}. In other words, the rows of
M (b(C)) are the minimal 0; 1 vectors xT such that x belongs to the polyhedron
P(C) = {x¿ 0 : M (C)x¿ 1}.
Example 1.1. Let G be a graph and s; t be distinct nodes of G. If C is the clutter of
st-paths; then b(C) is the clutter of minimal st-cuts.
Edmonds and Fulkerson [17] observed that b(b(C))=C. Before proving this property,
we make the following remark.
Remark 1.2. Let H and K be two clutters de@ned on the same vertex set. If
(i) every edge of H contains an edge of K and
(ii) every edge of K contains an edge of H;
then H=K.
Theorem 1.3. If C is a clutter; then b(b(C)) = C.
Proof. Let A be an edge of C. The de@nition of b(C) implies that |A ∩ B|¿ 1; for
every edge B of b(C). So A is a transversal of b(C); i.e. A contains an edge of b(b(C)).
Now let A be an edge of b(b(C)). We claim that A contains an edge of C. Suppose
otherwise. Then V (C) − A is a transversal of C and therefore it contains an edge B
of b(C). But then A ∩ B= ∅ contradicts the fact that A is an edge of b(b(C)). So the
claim holds.
Now the theorem follows from Remark 1.2.
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Two 0; 1 matrices of the form M (C) and M (b(C)) are said to form a blocking
pair. The next theorem is an important result due to Lehman [32]. It states that, for a
blocking pair A; B of 0; 1 matrices, the polyhedron P de@ned by
Ax¿ 1; (1)
x¿ 0 (2)
is integral if and only if the polyhedron Q de@ned by
Bx¿ 1; (3)
x¿ 0 (4)
is integral. The proof of this result uses the following remark.
Remark 1.4. (i) The rows of B are exactly the 0; 1 extreme points of P.
(ii) If an extreme point x of P satis@es xT¿ TB where i¿ 0 and
∑
i = 1, then
x is a 0; 1 extreme point of P.
Proof. (i) follows from the fact that the rows of B are the minimal 0; 1 vectors in P.
To prove (ii), note that x is an extreme point of PI = {: T¿ TB where i¿ 0
and
∑
i = 1} for otherwise x would be a convex combination of distinct x1; x2 ∈PI
and, since PI ⊆ P, this would contradict the assumption that x is an extreme point of
P. Now (ii) follows by observing that the extreme points of PI are exactly the rows
of B.
Theorem 1.5 (Lehman [32]). A clutter is ideal if and only if its blocker is.
Proof. By Theorem 1.3; it su5ces to show that if P de@ned by (1)–(2) is integral;
then Q de@ned by (3)–(4) is also integral.
Let a be an arbitrary extreme point of Q. By (3), Ba¿ 1, i.e. aTx¿ 1 is satis@ed
by every x such that xT is a row of B. Since P is an integral polyhedron, it follows
from Remark 1.4(i) that aTx¿ 1 is satis@ed by all the extreme points of P. By (4),
a¿ 0. Therefore aTx¿ 1 is satis@ed by all points in P. Furthermore, aTx=1 for some
x∈P. Now, by linear programming duality, we have
1 = min{aTx: x∈P}=max{T1 : TA6 aT; ¿ 0}:
Therefore, by Remark 1.4(ii), a is a 0; 1 extreme point of Q.
1.2. Related concepts
Let M 	=0 be a 0; 1 clutter matrix and consider the following pair of dual linear
programs.
min{wx: x¿ 0; Mx¿ 1} (5)
= max{y1 : y¿ 0; yM6w}: (6)




MAX FLOW MIN CUT PROPERTY
 
Fig. 1. Classes of clutters.
The clutter C(M) is ideal if (5) has an optimal solution vector x that is integral for
all w¿ 0. Next, we consider concepts that involve integrality in both the primal and
the dual problems.
De"nition 1.6. The clutter C(M) packs if both (5) and (6) have optimal solution
vectors x and y that are integral when w = 1.
De"nition 1.7. The clutter C(M) has the packing property if both (5) and (6) have
optimal solution vectors x and y that are integral for all vectors w with components
equal to 0; 1 or +∞.
De"nition 1.8. The clutter C(M) has the Max Flow Min Cut property (or MFMC
property) if both (5) and (6) have optimal solution vectors x and y that are integral
for all nonnegative integral vectors w.
Clearly, the MFMC property for a clutter implies the packing property which itself
implies that the clutter packs (see Fig. 1). Conforti and Cornuejols [6] conjectured that,
in fact, the MFMC property and the packing property are identical. This conjecture is
still open.
Conjecture 1.9. A clutter has the MFMC property if and only if it has the packing
property.
Clearly, the MFMC property implies idealness. In fact, the packing property implies
idealness.
Theorem 1.10. If a clutter has the packing property; then it is ideal.
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This follows from a result of Lehman [33] that we will prove in Section 4.
A linear system Ax¿ b is total dual integral (TDI) if the linear program minwx
subject to Ax¿ b has an integral optimal dual solution y for every integral w for
which the linear program has a @nite optimum. Edmonds and Giles [18] proved that,
if Ax¿ b is TDI and b is integral, then P = {x: Ax¿ b} is an integral polyhedron.
The proof of the Edmonds–Giles theorem can be found in Schrijver [49, pp. 310–311],
or Nemhauser and Wolsey [37, pp. 536–537]. It follows that C(M) has the MFMC
property if and only if (6) has an optimal integral solution y for all nonnegative integral
vectors w.
De"nition 1.11. Let k be a positive integer. The clutter C(M) has the 1=k-MFMC
property if it is ideal and; for all nonnegative integral vectors w; the linear program
(6) has an optimal solution vector y such that ky is integral.
When k =1, this de@nition reduces to that of the MFMC property. If C(M) has the
1=k-MFMC property, then it also has the 1=q-MFMC property for every integer q that
is a multiple of k.
Example 1.12. Let V (C) be the set of edges of K4 and let E(C) be the set of trian-
gles of K4. The reader can verify that C is ideal; does not have the MFMC property
and; in fact; does not pack. Whereas b(C) is ideal; packs and; in fact; has the MFMC
property.
1.3. Deletion, contraction and minor
Let C be a clutter. For j∈V (C), the contraction C=j and deletion C \ j are clutters
de@ned as follows: both have V (C)− {j} as vertex set, E(C=j) is the set of minimal
members in {S − {j}: S ∈E(C)} and E(C \ j) = {S: j 	∈ S ∈E(C)}.
Contractions and deletions of distinct vertices can be performed sequentially, and it
is easy to show that the result does not depend on the order.
Proposition 1.13. For a clutter C and distinct vertices j1; j2;
(i) (C \ j1) \ j2 = (C \ j2) \ j1;
(ii) (C=j1)=j2 = (C=j2)=j1;
(iii) (C \ j1)=j2 = (C=j2) \ j1.
Proof. Use the de@nitions of contraction and deletion!
De"nition 1.14. A clutter D obtained from C by a sequence of deletions and contrac-
tions is a minor of C.
If V1 and V2 are disjoint subsets of V (C), we let C=V1 \ V2 be the minor obtained
from C by contracting all vertices of V1 and deleting all vertices of V2. If V1 	= ∅ or
V2 	= ∅, the minor is proper.
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Proposition 1.15. For a clutter C and U ⊂ V (C);
(i) b(C \ U ) = b(C)=U ;
(ii) b(C=U ) = b(C) \ U .
Proof. Use the de@nitions of contraction; deletion and blocker!
We leave it as an exercise to prove the following result.
Proposition 1.16. If a clutter is ideal; then so are all its minors.
Contracting j∈V (C) corresponds to setting xj = 0 in the set covering constraints
Mx¿ 1 of (5) since column j is removed from M as well as the resulting dominating
rows. Deleting j corresponds to setting xj = 1 since column j is removed from M as
well as all the rows with a 1 in column j.
Corollary 1.17. Let M be a 0; 1 matrix. The following are equivalent.
• The polyhedron {x¿ 0; Mx¿ 1} is integral.
• The polytope {06 x6 1; Mx¿ 1} is integral.
2. st-cuts and st-paths
Consider a digraph (N; A) with s; t ∈N . Let C be the clutter where V (C) = A and
where E(C) is the family of st-paths.
Theorem 2.1 (Ford and Fulkerson [20]). The clutter C has the MFMC property.
This theorem is a restatement of the famous Max Flow Min Cut theorem of Ford–
Fulkerson: for any nonnegative integral arc capacities w, the minimum capacity of an
st-cut equals the maximum number of st-paths such that every arc a∈A belongs to at
most wa of the paths. Indeed, the Ford–Fulkerson theorem states that both (5) and (6)
have optimal solutions that are integral.
Theorem 2.1 implies that C is ideal and therefore the polyhedron
{x∈RA+: x(P)¿ 1 for all st-paths P}
is integral. Its extreme points are the minimal st-cuts. In the remainder, it will be
convenient to refer to minimal st-cuts simply as st-cuts.
As a consequence of Lehman’s theorem (Theorem 1.5), the clutter of st-cuts is also
ideal. So the polyhedron
{x∈RA+: x(C)¿ 1 for all st-cuts C}
is integral. In fact, it is easy to show that the clutter of st-cuts has the MFMC property.
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2.1. The width–length inequality
In a network, the product of the minimum number of edges in an st-path by the
minimum number of edges in an st-cut is at most equal to the total number of edges in
the network. This width–length inequality can be generalized to any nonnegative edge
lengths ‘e and widths we: the minimum length of an st-path times the minimum width
of an st-cut is at most equal to the scalar product ‘Tw. This width–length inequality
was observed by Moore and Shannon [36] and Du5n [16]. A length and a width can
be de@ned for any clutter and its blocker. Interestingly, Lehman [32] showed that the
width–length inequality can be used as a characterization of idealness.
Theorem 2.2 (Width–length inequality, Lehman [32]). For a clutter C and its blocker
b(C); the following statements are equivalent.
• C and b(C) are ideal;
• min{w(C): C ∈E(C)} ×min{‘(D): D∈E(b(C))}6wT‘ for all ‘; w∈Rn+.
Proof. Let A=M (C) and B=M (b(C)) be the blocking pair of 0; 1 matrices associated
with C and b(C); respectively.
First we show that if C and b(C) are ideal then, for all ‘; w∈Rn+, '(6wT‘ where
':=min{w(C): C ∈E(C)} and (:=min {‘(D): D∈E(b(C))}.
If '= 0 or ( = 0, then this clearly holds.
If '¿ 0 and (¿ 0, we can assume w.l.o.g. that ' = ( = 1 by scaling ‘ and w. So
Aw¿ 1, i.e. w belongs to the polyhedron P:={x¿ 0; Ax¿ 1}. Therefore w is greater
than or equal to a convex combination of the extreme points of P, which are the rows
of B by Remark 1.4(i) since P is an integral polyhedron. It follows that wT¿ TB
where ¿ 0 and
∑
i i = 1. Similarly, one shows that ‘
T¿ *TA where *¿ 0 and∑
i *i = 1. Since BA
T¿ J , where J denotes the matrix of all 1’s, it follows that
wT‘¿ TBAT*¿ TJ* = 1 = '(:
Now we prove the converse. Let C be a nontrivial clutter and let w be any extreme
point of P:={x¿ 0: Ax¿ 1}. Since Aw¿ 1, it follows that min{w(C): C ∈E(C)}¿ 1.
For any point z in Q:={z¿ 0: Bz¿ 1}, we also have min{z(D): D∈E(b(C))}¿ 1.
Using the hypothesis, it follows that wTz¿ 1 is satis@ed by all points z in Q. Further-
more, equality holds for at least one z ∈Q. Now, by linear programming duality,
1 = min{wTz: z ∈Q}=max{*T1 : *TB6wT; *¿ 0}:
It follows from Remark 1.4(ii) that w is a 0; 1 extreme point of P. Therefore, C is
ideal. By Theorem 1.5, b(C) is also ideal.
2.2. Two-commodity >ows
Let G be an undirected graph and let {s1; t1} and {s2; t2} be two pairs of nodes of
G. A two-commodity cut is a set of edges separating each of the pairs {s1; t1} and
{s2; t2}. A two-commodity path is an s1t1-path or an s2t2-path.
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For any edge capacities w∈RE(G)+ , Hu [30] showed that a minimum capacity two-
commodity cut can be obtained by solving the linear program (5) where M is the
incidence matrix of two-commodity paths versus edges.
Theorem 2.3 (Hu [30]). The clutter of two-commodity paths is ideal.
Hence, the polyhedron
x(P)¿ 1 for all two-commodity paths P;
xe¿ 0 for all e∈E(G)
is integral.
Using Lehman’s theorem (Theorem 1.5), the polyhedron
x(C)¿ 1 for all two-commodity cuts C;
xe¿ 0 for all e∈E(G)
is integral.
The clutters of 2-commodity paths and of 2-commodity cuts do not pack, but both
have the 1=2-MFMC property (Hu [35] and Seymour [54], respectively).
The clutter of multicommodity paths is not always ideal for more than two com-
modities, but conditions on the graph G and the source–sink pairs {s1; t1}; : : : ; {sk ; tk}
have been obtained under which it is ideal. See [45,42,34,21] for examples.
3. T-cuts and T-joins
Consider a connected graph G with nonnegative edge weights we, for e∈E(G). The
Chinese Postman Problem consists in @nding a minimum weight closed walk going
through each edge at least once (the edges of the graph represent streets where mail
must be delivered and we is the length of the street). Equivalently, the postman must
@nd a minimum weight set of edges J ⊆ E(G) such that J ∪E(G) induces an Eulerian
graph, i.e. J induces a graph the odd degree nodes of which coincide with the odd
degree nodes of G. Since w¿ 0, we can assume w.l.o.g. that J is acyclic. Such an
edge set J is called a postman set.
The problem is generalized as follows. Let G be a graph and T a node set of G
of even cardinality. An edge set J of G is called a T -join if it induces an acyclic
graph the odd degree nodes of which coincide with T . For disjoint node sets S1; S2, let
(S1; S2) denote the set of edges with one endnode in S1 and the other in S2. A T -cut
is a minimal edge set of the form (S; V (G)−S) where S is a set of nodes with |T ∩S|
odd. Clearly every T -cut intersects every T -join.
Edmonds and Johnson [19] considered the problem of @nding a minimum weight
T -join. One way to solve this problem is to reduce it to the perfect matching problem
in a complete graph Kp, where p= |T |. Namely, compute the lengths of shortest paths
in G between all pairs of nodes in T , use these values as edge weights in Kp and @nd
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a minimum weight perfect matching in Kp. The union of the corresponding paths in
G is a minimum weight T -join. Edmonds and Johnson developed a direct primal-dual
algorithm for the minimum weight T -join problem and, as a by-product, obtained that
the clutter of T -cuts is ideal.
Theorem 3.1 (Edmonds and Johnson [19]). The polyhedron
x(C)¿ 1 for all T -cuts C; (7)
xe¿ 0 for all e∈E(G) (8)
is integral.
In the next section, we give a non-algorithmic proof of this theorem suggested by
Pulleyblank [46].
The Edmonds–Johnson theorem together with the fact that the blocker of an ideal
clutter is ideal (Theorem 1.3 of Lehman) implies that the clutter of T -joins is also
ideal. That is the polyhedron
x(J )¿ 1 for all T -joins J;
xe¿ 0 for all e∈E(G)
is integral.
The clutter of T -cuts does not pack, but it has the 1=2-MFMC property (Seymour
[57]). The clutter of T -joins does not have the 1=2-MFMC property (there is an example
requiring multiplication by 4 to get an integer dual), but it may have the 1=4-MFMC
property (open problem). Another intriguing conjecture is the following. Recall that, in
a graph G, a postman set is a T -join where T coincides with the nodes of G having
odd degree.
Conjecture 3.2 (Conforti and Johnson [9]). The clutter of postman sets packs in graphs
noncontractible to the Petersen graph.
If true, this implies the four color theorem! Indeed, the special case where G is
cubic is Tutte’s conjecture, recently proved by Robertson et al. [48].
3.1. Proof of the Edmonds–Johnson theorem
First, we prove the following lemma. For v∈V (G), let 1(v) denote the set of edges
incident with v. A star is a tree where one node is adjacent to all the other nodes.
Lemma 3.3. Let x˜ be an extreme point of the polyhedron
x(1(v))¿ 1 for all v∈T; (9)
xe¿ 0 for all e∈E(G): (10)
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The connected components of the graph G˜ induced by the edges such that x˜e ¿ 0 are
either
(i) odd cycles with nodes in T and edges x˜e = 1=2; or
(ii) stars with nodes in T; except possibly the center; and edges x˜e = 1.
Proof. Every connected component C of G˜ is either a tree or contains a unique cycle;
since the number of edges in C is at most the number of inequalities (9) that hold
with equality.
Assume @rst that C contains a unique cycle. Then (9) holds with equality for all
nodes of C, which are therefore in T . Now C is a cycle since, otherwise, C has a
pendant edge e with x˜e = 1 and therefore C is disconnected, a contradiction. If C is
an even cycle, then by alternately increasing and decreasing x˜ around the cycle by a
small 5 (−5 respectively), x˜ can be written as a convex combination of two points
satisfying (9) and (10). So (i) must hold.
Assume now that C is a tree. Then (9) holds with equality for at least |V (C)| − 1
nodes of C. In particular, it holds with equality for at least one node of degree one.
Since C is connected, this implies that C is a star and (ii) holds.
Proof of Theorem 3.1. In order to prove the theorem; it su5ces to show that every
extreme point x˜ of the polyhedron (7)–(8) is the incidence vector of a T -join. We
proceed by induction on the number of nodes of G.
Suppose @rst that x˜ is an extreme point of the polyhedron (9)–(10). Consider a
connected component of the graph G˜ induced by the edges such that x˜e ¿ 0 and let S
be its node set. Since x˜(S; V (G)− S) = 0, it follows from (7) that S contains an even
number of nodes of T . By Lemma 3.3, G˜ contains no odd cycle, showing that x˜ is
an integral vector. Furthermore, x˜ is the incidence vector of a T -join since, by Lemma
3.3 again, the component of G˜ induced by S is a star and |S ∩ T | even implies that
the center is in T if and only if the star has an odd number of edges.
Assume now that x˜ is not an extreme point of the polyhedron (9)–(10). Then there
is some T -cut C = (V1; V2) with |V1|¿ 2 and |V2|¿ 2 such that
x˜(C) = 1:
Let G1 = (V1 ∪ {v2}; E1) be the graph obtained from G by contracting V2 to a single
node v2. Similarly, G2 = (V2 ∪ {v1}; E2) is the graph obtained from G by contracting
V1 to a single node v1. The new nodes v1; v2 belong to T . For i = 1; 2, let x˜
i be the
restriction of x˜ to Ei. Since every T -cut of Gi is also a T -cut of G, it follows by
induction that x˜i is greater than or equal to a convex combination of incidence vectors
of T -joins of Gi. Let Ti be this set of T -joins. Each T -join in Ti has exactly one
edge incident with vi. Since x˜
1 and x˜2 coincide on the edges of C, it follows that the
T -joins of T1 can be combined with those of T2 to form T -joins of G and that x˜ is
greater than or equal to a convex combination of incidence vectors of T -joins of G.
Since x˜ is an extreme point, it is the incidence vector of a T -join.
We have just proved that the clutter of T -cuts is ideal. It does not have the MFMC
property in general graphs. However, Seymour proved that it does in bipartite graphs.
G. Cornu5ejols, B. Guenin /Discrete Applied Mathematics 123 (2002) 303–338 313
Seymour also showed that, in a general graph, if the edge weights we are integral and
their sum is even in every cycle, then the dual variables can be chosen to be integral
in an optimum solution.
3.2. st-T -cuts
Goemans and Ramakrishnan [24] introduced a generalization of st-cuts, T -cuts and
two-commodity cuts as follows. In a graph G, let s; t be two distinct nodes and let T
be a node set of even cardinality. An st-T-cut is a T -cut 1(U ):={uv∈E: u∈U; v 	∈ U}
where U contains exactly one of s or t. The st-cut clutter is obtained when T = {s; t},
the T -cut clutter is obtained when t is an isolated node and the two-commodity cut
clutter is obtained when T = {s′; t′}.
Recently, Guenin [27] characterized exactly when the clutter of st-T -cuts is ideal.
This generalizes theorems of Hu (Theorem 2.3) and Edmonds–Johnson (Theorem 3.1).
4. Minimally nonideal matrices
Lehman (Theorem 1.5) showed that ideal 0; 1 matrices always come in pairs (if
M is ideal, so is its blocker b(M)) and that the width–length inequality is in fact a
characterization of idealness (recall Theorem 2.2). Another important result of Lehman
about ideal 0; 1 matrices is the following.
Theorem 4.1 (Lehman [33]). For a 0; 1 matrix A; the following statements are equiv-
alent:
(i) the matrix A is ideal;
(ii) min{cx: Ax¿ 1; x¿ 0} has an integral optimal solution x for all c∈{0; 1;+∞}n.
The fact that (i) implies (ii) is an immediate consequence of the de@nition of ideal-
ness. The di5cult part of Lehman’s theorem is that (ii) implies (i). The main purpose
of this section is to prove this result. This is done by studying properties of minimally
nonideal matrices.
4.1. Lehman’s characterization
A 0; 1 matrix A is minimally nonideal (mni) if
(i) A contains no dominating row,
(ii) Q(A):={x¿ 0 : Ax¿ 1} is not an integral polyhedron,
(iii) For every i=1; : : : ; n, both Q(A)∩ {x: xi =0} and Q(A)∩ {x: xi =1} are integral
polyhedra.
If A is mni, the clutter C(A) is also called mni. Equivalently, a clutter C is mni if
it is not ideal but all its proper minors are ideal.
For t¿ 2 integer, let Jt denote the clutter with t + 1 vertices and edges corre-
sponding, respectively, to the points and lines of the @nite degenerate projective plane.
Namely, V (Jt):={0; : : : ; t}, and E(Jt):={{1; : : : ; t}; {0; 1}; {0; 2}; : : : ; {0; t}}.
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A matrix A is isomorphic to a matrix B if B can be obtained from A by a permutation
of rows and a permutation of columns.
Let J denote a square matrix all of whose entries are 1’s, and let I be the iden-
tity matrix. Given a mni matrix A, let Tx be an extreme point of the polyhedron
Q(A):={x¿ 0: Ax¿ 1} with fractional components. The maximum row submatrix TA
of A such that TA Tx=1 is called a core of A. So A has a core for each fractional extreme
point of Q(A).
Theorem 4.2 (Lehman [33]). Let A be a mni matrix and B= b(A). Then
(i) A has a unique core TA and B has a unique core TB;
(ii) TA and TB are square matrices;




= J + dI
for some positive integer d.
Lehman’s proof of this theorem is rather terse. Seymour [58], Padberg [44] and
Gasparyan et al. [22] give more accessible presentations of Lehman’s proof. In the
next section, we present a proof of Lehman’s theorem following Padberg’s polyhedral
point of view.
Bridges and Ryser [2] studied square matrices Y; Z that satisfy the matrix equation
YZ = J + dI .
Theorem 4.3 (Bridges and Ryser [2]). Let Y and Z be n× n 0; 1 matrices such that
YZ = J + dI for some positive integer d. Then
(i) each row and column of Y has the same number r of ones; each row and column
of Z has the same number s of ones with rs= n+ d;
(ii) YZ = ZY .
Proof. It is straightforward to check that (J + dI)−1 = (1=d)I − (1=d(n+ d))J . Hence
























where s:=Z1 and r:=Y T1.
It follows that, for each i and j, n+d divides risj. On the other hand, the trace of the
matrix ZY is equal to the trace of YZ , which is n(d + 1). This implies
(1=(n + d))(
∑n
1 siri) = n and, since si ¿ 0 and ri ¿ 0, we have risi = n + d. Now
consider distinct i; j. Since risi = rjsj = n+d and n+d divides risj and rjsi, it follows
that ri = rj and si = sj. Therefore, all columns of Z have the same sum s and all rows
of Y have the same sum r. Furthermore, ZY = J + dI and, by symmetry, all columns
of Y have the same sum and all rows of Z have the same sum.
Theorems 4.2 and 4.3 have the following consequence.
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Corollary 4.4. Let A be a mni matrix nonisomorphic to M (Jt). Then it has a non-
singular row submatrix TA with exactly r ones in every row and column. Moreover;
rows of A not in TA have at least r + 1 ones.
This implies the next result, which is a restatement of Theorem 4.1.
Corollary 4.5. Let A be a 0; 1 matrix. The polyhedron Q(A) = {x∈Rn+: Ax¿ 1} is
integral if and only if min{wx: x∈Q(A)} has an integral optimal solution for all
w∈{0; 1;∞}n.
Note that Theorem 1.10 mentioned in the introduction follows from Corollary 4.5.
Let A be a mni matrix nonisomorphic to M (Jt) and let B be its blocker. Let TA be
the unique core of A and TB be the unique core of B. De@ne, A:=C(A), B:=C(B),
core(A):=C( TA), core(B):=C( TB). Corollary 4.4 implies that core(A) (resp. core(B))
is the set of edges of A (resp. B) of minimum cardinality. Let L be the edge of
core(A) which corresponds to the ith row of TA and let U be the edge of core(B)
which corresponds to the ith row of TB. Theorem 4.2 states that TA TB
T
=J+dI . It follows
that L intersects every edge of core(B) exactly once except for U which is intersected




T TA= J + dI . In particular for every column j of TB, col( TB; j)T TA= 1+ dej. We
can restate this as follows.
Corollary 4.6. Let A and B be mni matrices which are not isomorphic to M (Jt).
Suppose TA has r ones per row and TB has s ones per row. Let j be the index of a column
of TB. Let L1; : : : ; Ls be the edges of core(A) corresponding to the rows of TA whose
indices are given by the characteristic set of column j of TB. Then L1−{j}; : : : ; Ls−{j}
are pairwise disjoint; and exactly d+ 1 of these edges contain j.
The previous corollary implies immediately.
Remark 4.7. Let A be a mni clutter distinct from Jt . Let C1; C2 be edges of core(A)
and let U1; U2 be their mates. If e∈U1 ∩ U2 then L1 ∩ L2 ⊆ {e} and if e∈C1 ∩ C2
then U1 ∩ U2 ⊆ {e}.
4.1.1. Proof of Lehman’s theorem
Let A be an m×n mni matrix, Tx a fractional extreme point of Q(A):={x∈Rn+: Ax¿ 1}
and TA a core of A. That is, TA is the maximal row submatrix of A such that TA Tx = 1.
For simplicity of notation, assume that TA corresponds to the @rst p rows of A, i.e. the
entries of TA are aij for i = 1; : : : ; p and j = 1; : : : ; n. Since A is mni, every component
of Tx is nonzero. Therefore p¿ n and TA has no row or column containing only 0’s or
only 1’s.
The following easy result will be applied to the bipartite representation G of the 0; 1
matrix J − TA where J denotes the p × n matrix of all 1’s, namely ij is an edge of
G if and only if aij = 0, for 16 i6p and 16 j6 n. Let d(u) denote the degree of
node u.
316 G. Cornu5ejols, B. Guenin /Discrete Applied Mathematics 123 (2002) 303–338
Lemma 4.8 (de Bruijn and ErdUos [14]). Let (I ∪ J; E) be a bipartite graph with no
isolated node. If |I |¿ |J | and d(i)¿d(j) for all i∈ I ; j∈ J such that ij∈E; then
|I |= |J | and d(i) = d(j) for all i∈ I ; j∈ J such that ij∈E.
Proof. |I | =∑i∈I (∑j∈N (i) 1=(d(i)))6∑i∈I∑j∈N (i) 1=d(j) =∑j∈J∑i∈N ( j) 1=d(j) =
|J |: Now the hypothesis |I |¿ |J | implies that equality holds throughout. So |I | = |J |
and d(i) = d(j) for all i∈ I ; j∈ J such that ij∈E.
The key to proving Lehman’s theorem is the following lemma.
Lemma 4.9. p= n and; if aij =0 for 16 i; j6 n; then row i and column j of TA have
the same number of ones.
Proof. Let xj be de@ned by
xjk =
{
Txk if k 	= j;
1 if k = j;
and let Fj be the face of Q(A)∩{xj=1} of smallest dimension that contains xj. Since A
is mni; Fj is an integral polyhedron. The proof of the lemma will follow unexpectedly
from computing the dimension of Fj.
The point xj lies at the intersection of the hyperplanes in TAx = 1 such that akj = 0
(at least n −∑pk=1 akj such hyperplanes are independent since TA has rank n) and of












Choose a row ai of TA such that aij = 0. Since xj ∈Fj, it is greater than or equal to
a convex combination of extreme points b‘ of Fj, say xj¿
∑t
‘=1 ;‘b








Therefore, equality must hold throughout. In particular aib‘=1 for ‘=1; : : : ; t. Since b‘
is a 0; 1 vector, it has exactly one nonzero entry in the set of columns k where aik =1.





every k where aik =1. Now, since x
j
k ¿ 0 for all k, it follows that Fj contains at least∑n










k=1 akj for all i; j such that aij = 0:
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akj for all i; j such that aij = 0:
Lemma 4.10. Tx has exactly n adjacent extreme points in Q(A); all with 0; 1 coordi-
nates.
Proof. By Lemma 4.9; exactly n inequalities of A Tx¿ 1 are tight; namely TA Tx = 1. In
the polyhedron Q(A); an edge adjacent to Tx is de@ned by n− 1 of the n equalities in
TAx = 1. Moving along such an edge from Tx; at least one of the coordinates decreases.
Since Q(A)∈Rn+; this implies that Tx has exactly n adjacent extreme points on Q(A).
Suppose Tx has a fractional adjacent extreme point Tx′. Since A is mni; 0¡ Tx′j ¡ 1 for
all j. Let TA
′
be the n× n nonsingular submatrix of A such that TA′ Tx′ = 1. Since Tx and
Tx′ are adjacent on Q(A); TA and TA
′
diVer in only one row. W.l.o.g. assume that TA
′
corresponds to rows 2 to n + 1. Since A contains no dominating row; there exists j
such that a1j=0 and an+1; j=1. Since TA
′
cannot contain a column with only 1’s; aij=0
for some 26 i6 n. But now; Lemma 4.8 is contradicted with row i and column j in
either TA or TA
′
.
Lemma 4.10 has the following implication. Let TB denote the n×n 0; 1 matrix whose
rows are the extreme points of Q(A) adjacent to Tx. By Remark 1.4(i), TB is a submatrix
of B. By Lemma 4.10, TB satis@es the matrix equation
TA TB
T
= J + D;
where J is the matrix of all 1’s and D is a diagonal matrix with positive diagonal
entries d1; : : : ; dn.
Lemma 4.11. Either
(i) TA= TB are isomorphic to M (Jt); for t¿ 2; or
(ii) D = dI ; where d is a positive integer.
Proof. Consider the bipartite representation G of the 0; 1 matrix J − TA.
Case 1: G is connected.





akj for all i; j: (12)
Let ' denote this common row and column sum.
(n+ d1; : : : ; n+ dn) = 1
T(J + D) = 1T TA TB
T





Since there is at most one d; 16d¡', such that n+d is a multiple of ', all di must
be equal to d, i.e. D = dI .
Case 2: G is disconnected.
318 G. Cornu5ejols, B. Guenin /Discrete Applied Mathematics 123 (2002) 303–338









where Kt are 0; 1 matrices, for t=1; : : : ; q. It follows from Lemma 4.9 that the matrices




k akj = 't in each Kt .
Suppose @rst that TA has no row with n−1 ones. Then every Kt has at least two rows
and columns. We claim that, for every j; k, there exist i; l such that aij=aik=alj=alk=1.
The claim is true if q¿ 3 or if q = 2 and j; k are in the same component (simply
take two rows i; l from a diVerent component). So suppose q = 2, column j is in K1
and column k is in K2. Since no two rows are identical, we must have '1¿ 1, i.e.
aij = 1 for some row i of K1. Similarly, alk = 1 for some row l of K2. The claim
follows.
For each row b of TB, the vector TAbT has an entry greater than or equal to 2, so there
exist two columns j; k such that bj = bk = 1. By the claim, there exist rows ai and al
of TA such that aibT¿ 2 and albT¿ 2, contradicting the fact that TAbT has exactly one
entry greater than 1.
Therefore TA has a row with n−1 ones. Now it is routine to check that TA is isomorphic
to M (Jt), for t¿ 2.
To complete the proof of Theorem 4.2, it only remains to show that the core TA is
unique and that TB is a core of B and is unique.
If TA =M (Jt) for some t¿ 2, then the fact that A has no dominated rows implies
that A= TA. Thus B= TB=M (Jt). So, the theorem holds in this case.
If TA TB
T
= J + dI for some positive integer d, then, by Theorem 4.3, all rows of TA
contain r ones. Therefore, Txj = 1=r, for j = 1; : : : ; n. The feasibility of Tx implies that
all rows of A have at least r ones, and Lemma 4.9 implies that exactly n rows of
A have r ones. Now Q(A) cannot have a fractional extreme point Tx′ distinct from Tx,
since the above argument applies to Tx′ as well. Therefore A has a unique core TA. Since
Tx has exactly n neighbors in Q(A) and they all have s components equal to one, the
inequality
∑n
1 xi¿ s is valid for the 0; 1 points in Q(A). This shows that every row of
B has at least s ones and exactly n rows of B have s ones. Since B is mni, TB is the
unique core of B.
4.2. Examples of mni clutters
Let Zn = {0; : : : ; n − 1}. We de@ne addition of elements in Zn to be addition mod-
ulo n. Let k6 n − 1 be a positive integer. For each i∈Zn, let Ci denote the subset
{i; i + 1; : : : ; i + k − 1} of Zn. De@ne the circulant clutter Ckn by V (Ckn):=Zn and
E(Ckn):={C0; : : : ; Cn−1}.
Lehman [32] gave three in@nite classes of minimally nonideal clutters: C2n, n¿ 3
odd, their blockers, and the degenerate projective planes Jn, n¿ 2.
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Conjecture 4.12 (Cornuejols and Novick [13]). There exists n0 such that; for n¿ n0;
all mni matrices have a core isomorphic to C2n; C
(n+1)=2
n for n¿ 3 odd; or Jn; for
n¿ 2.
However, there exist several known “small” mni matrices that do not belong to any
of the above classes. For example, Lehman [32] noted that F7 is mni. F7 is the clutter
with 7 vertices and 7 edges corresponding to points and lines of the Fano plane (@nite




1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0
0 1 0 0 0 1 1




Let K5 denote the complete graph on @ve nodes and let OK5 denote the clutter whose
vertices are the edges of K5 and whose edges are the odd cycles of K5 (the triangles
and the pentagons). Seymour [53] noted that OK5 , b(OK5 ), and C
2
9 with the extra edge
{3; 6; 9} are mni.
Ding [15] found the following mni clutter: V (D8):={1; : : : ; 8} and
E(D8) := {{1; 2; 6}; {2; 3; 5}; {3; 4; 8}; {4; 5; 7}; {2; 5; 6}; {1; 6; 7};
{4; 7; 8}; {1; 3; 8}}:
Cornuejols and Novick [13] characterized the mni circulant clutters Ckn . They showed




















Independently, Qi [47] discovered C59 and C
6
11 and Ding [15] discovered C
3
8.
Let TK5 denote the clutter whose vertices are the edges of K5 and whose edges are
the triangles of K5 (interestingly, M (TK5 ) is also the node–node adjacency matrix of
the Petersen graph). It can be shown that TK5 , core(b(TK5 )) and their blockers are
mni. Often, when a mni clutter H has the property that core(H) and core(b(H))
are also mni, many more mni clutters can be constructed from H and from b(H),
see [13]. For example, Cornuejols and Novick [13] have constructed more than one
thousand mni clutters from TK5 . More results can be found in [39].
LUutolf and Margot [35] designed a computer program that enumerates possible cores
of minimally nonideal matrices. It @rst enumerates the square 0; 1 matrices Y; Z that
satisfy the matrix equation YZ = J + dI , and then checks that the covering polyhedron
has a unique fractional extreme point. LUutolf and Margot [35] enumerated all square
mni matrices of dimension at most 12×12 and found 20 such matrices (previously, only
15 were known); they found 13 new square mni matrices of dimensions 14× 14 and
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17× 17; and they found 38 new nonsquare mni matrices with 11, 14 and 17 columns
with nonisomorphic cores. The overwhelming majority of these examples have d= 1:
Only three cores with d= 2 are known (namely F7;TK5 and the core of its blocker)
and none with d¿ 3.
A clutter C is minimally nonpacking if it does not pack, but all its proper mi-
nors do. If C is minimally nonpacking, then M (C) is also said to be minimally
nonpacking.
Theorem 4.13 (Cornuejols et al. [12]). Let A be a mni matrix nonisomorphic to
M (Jt); t¿ 2. If A is minimally nonpacking; then d= 1.
Conjecture 4.14 (Cornuejols et al. [12]). Let A be a mni matrix nonisomorphic to
M (Jt); t¿ 2. Then A is minimally nonpacking if and only if d= 1.
Using a computer program, this conjecture was veri@ed for all known minimally
nonideal matrices with n6 14.
Proof of Theorem 4.13. We show that; if C 	=Jt is a mni clutter with d¿ 1 then C
is not minimally nonpacking. Let L be an edge of core(C) and let U be its mate. Let
r:=|L| and s:=|U |. Let i be any vertex in L ∩ U and let I :=(L− U ) ∪ {i}.
Claim 1. Every transversal of C \ I has cardinality at least s− 1.
Proof. It su5ces to show that every transversal of core(C) \ I has cardinality at least
s−1. Suppose there exists a transversal T of core(C)\ I with |T |6 s−2. Let j be any
vertex in U − {i}. By Corollary 4.6; L is among the s edges of core(C) that pairwise
intersect at most in {j}. Since I ⊆ L− {j}; there are s − 1 edges of core(C) \ I that
pairwise intersect at most in {j}. Therefore; |T |6 s − 2 implies j∈T . By symmetry
among the vertices of U−{i}; it follows that U−{i} ⊆ T . So in particular |T |¿ s−1;
a contradiction.
Suppose C \ I packs. Then it follows from Claim 1 that C \ I contains s− 1 disjoint
edges L1; : : : ; Ls−1.
Claim 2. None of L1; : : : ; Ls−1 are edges of core(C).
Proof. Suppose that L1 is an edge of core(C) and let U1 be its mate. Then U1−(I∪L1)
contains an edge T in b(C)=(I ∪ L1). By assumption |L1 ∩ U1|= d+ 1¿ 3. Thus
|T |6 |U1 − L1|= |U1| − (d+ 1) = s− (d+ 1)6 s− 3:
By Proposition 1.15; T is a transversal of C \ (I ∪ L1). But L2; : : : ; Ls−1 are disjoint
edges of C\(I ∪L1); which implies that every transversal of C\(I ∪L1) has cardinality
at least s− 2; a contradiction.
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By Corollary 4.4, the edges L1; : : : ; Ls−1 have cardinality at least r + 1. Moreover
they do not intersect I . Therefore we must have:
(r + 1)(s− 1)6 n− |I |= (rs− d)− (r − d) = rs− r:
Thus r6 1, a contradiction.
4.3. A conjecture
As a parallel to Theorem 4.1, we can restate Conjecture 1.9 as follows.
Conjecture 4.15 (Conforti and Cornuejols [6]). For a 0; 1 matrix A; the following
statements are equivalent:
(i) the matrix A has the MFMC property;
(ii) min{cx: Ax¿ 1; x¿ 0} has an integral optimal dual solution y for all c∈
{0; 1;+∞}n.
4.4. Ideal minimally nonpacking clutters
Minimally nonpacking clutters are either ideal or minimally nonideal. This follows
from Theorem 1.10. Theorem 4.13 above discussed the minimally nonideal case. In this
section, we discuss the ideal case. The clutter of triangles of K4 is such an example:
this clutter has 6 vertices (the 6 edges of K4) and 4 edges (the 4 triangles of K4 viewed
as edge sets) and it is denoted by Q6.
A clutter is binary if its edges have an odd intersection with its minimal transversals.
Seymour [53] showed that Q6 is the only ideal minimally nonpacking binary clutter.
However, there are ideal minimally nonpacking clutters that are not binary, such as

1 1 0 1 0 1 0
1 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 1 1 0 0 1
1 0 1 1 0 1 0




Note that, for this clutter, the minimum size of a transversal is 2. Other examples can
be found in [12] but none is known with a minimum transversal of size greater than 2.
Interestingly, all ideal minimally nonpacking clutters with a transversal of size 2 share
strong structural properties with Q6. A clutter C has the Q6-property if M (C) has 4
rows such that every column restricted to this set of rows contains two 0’s and two
1’s and each such 6 possible 0; 1 vectors occurs at least once.
Theorem 4.16 (Cornuejols et al. [12]). Every ideal minimally nonpacking clutter with
a transversal of size 2 has the Q6-property.
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Conjecture 4.17 (Cornuejols et al. [12]). Every ideal minimally nonpacking clutter has
a transversal of size 2.
It is proved in [12] that this conjecture would imply Conjecture 1.9 or, equivalently,
Conjecture 4.15.
5. Odd cycles in graphs
In this section, we consider the clutter H of odd cycles in a graph. Seymour [53]
characterized exactly the graphs for which H has the MFMC property and Guenin
[26] characterized exactly when H is ideal.
For edge weights w∈RE(G)+ , consider the minimization problem (5). Recall that an
integral solution to (5) is the incidence vector of a transversal T of H. Since T
intersects all odd cycles, E(G) − T induces a bipartite graph. Therefore, a minimal
transversal T of H is the complement of a cut 1(U ). In particular, when H is ideal,
(5) @nds a cut of maximum weight in G, i.e. (5) solves the famous max cut problem.
5.1. Planar graphs
Orlova and Dorfman [42] showed that the clutter H of odd cycles is ideal when G
is planar.
Theorem 5.1 (Orlova and Dorfman [42]). In a planar graph; the clutter of odd cycles
is ideal.
Proof. Let G be a planar graph and D its dual. The bounded faces of G form a cycle
basis. Thus any odd cycle of G is a symmetric diVerence of faces; an odd number of
which are odd faces. Faces of G correspond to nodes of D. Let T be the set of odd
degree nodes of D. An odd cycle of G corresponds to an edge set of D of the form
1(U ) where |U ∩ T | has odd cardinality; i.e. a T -cut of D. The clutter of T -cuts in
D is ideal by the Edmonds–Johnson theorem (Theorem 3.1) and therefore so is the
clutter of odd cycles in G.
When G = K5, the complete graph on 5 nodes, the clutter H of odd cycles is not
ideal since xj = 13 for j = 1; : : : ; 10 is a fractional extreme point of the polyhedron{x∈R10+ : M (H)x¿ 1}.
Barahona [1] observed that Theorem 5.1 has the following generalization.
Theorem 5.2 (Barahona [1]). In a graph not contractible to K5; the clutter of odd
cycles is ideal.
This follows from a famous theorem of Wagner [62] stating that any edge-maximal
graph not contractible to K5 can be constructed recursively by pasting plane triangula-
tions and copies of V8 along K3’s and K2’s, where V8 is the cycle v1; v2; : : : ; v8; v1 with
chords vivi+4 for i = 1; 2; 3; 4.
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Is there a converse to Barahona’s theorem? In particular, is it true that, if the clutter
of odd cycles is ideal in a graph G, then G is not contractible to K5? The answer to
the second question is no. For example, insert a node of degree 2 on every edge of K5.
The graph is now bipartite and the clutter of odd cycles has become the trivial clutter,
which is ideal! The problem is that contraction of an edge changes odd cycles into
even cycles and vice versa. To get a converse to Barahona’s theorem, one needs to
rede@ne contraction appropriately. It is convenient to work in the more general context
of signed graphs.
5.2. Signed graphs
Consider a graph G and a subset S of its edges. The pair (G; S) is called a
signed graph. A subset X of edges of G is odd (resp. even) if |X ∩ S| is odd (resp.
even). A set S ′ ⊆ E(G) is a signature of (G; S) if (G; S ′) has the same odd cycles
as (G; S).
Consider a signed graph (G; S) and let 1(U ) be a cut of G. Since 1(U ) inter-
sects every cycle with even parity, S  1(U ) is a signature of (G; S). We call the
operation which consists of replacing S by S  1(U ) a signature-exchange. In a
signed graph (G; S), deleting an edge means removing it from the graph. Contract-
ing an edge e means @rst (if necessary) doing a signature-exchange so that the edge
e is even (i.e. not in the signature) and then removing the edge and identifying its
endnodes.
Let E′ and E′′ be disjoint edge sets. One can readily verify that all the signed graphs
obtained by deleting the edges in E′ and contracting the edges in E′′ are identical (up
to signature-exchanges), no matter in which order the contractions and deletions are
performed. A signed graph obtained from (G; S) by a sequence of contractions and
deletions and signature-exchanges is called a minor of (G; S).
Let H denote the clutter of odd cycles of a signed graph (G; S). It is easy to check
that every minor of H is the clutter of odd cycles of a signed graph (G′; S ′) obtained
as a minor of (G; S). A signed complete graph Kr on r nodes is called an odd-Kr if
all its edges are odd. Guenin proved the following theorem.
Theorem 5.3 (Guenin [26]). The clutter of odd cycles of a signed graph (G; S) is
ideal if and only if (G; S) has no odd-K5 minor.
A clutter is binary (see Section 6) if its edges and its minimal transversals intersect
in an odd number of vertices. The clutter of odd cycles in a signed graph is a binary
clutter. Theorem 5.3 is a special case of a famous conjecture of Seymour [53,56]
(Conjecture 6.9) on ideal binary clutters. In [53], Seymour characterized the binary
clutters that have the MFMC property. Specialized to the clutter of odd cycles, this
theorem is the following.
Theorem 5.4 (Seymour [53]). The clutter of odd cycles of a signed graph (G; S) has
the MFMC property if and only if (G; S) has no odd-K4 minor.
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5.3. Schrijver’s proof of Guenin’s theorem
One direction of Guenin’s theorem is easy: If the clutter of odd cycles is ideal for
a signed graph (G; S), then (G; S) has no odd-K5 minor. Thus the essence of Theorem
5.3 is the converse. Schrijver [50] obtained a shorter proof for this result, which curtails
the technical and case-checking part of Guenin’s proof.
Schrijver’s proof which we give next (albeit with a diVerent presentation along the
lines of the proof of Theorem 5.8 see [23]) relies on the following two lemmas on
mni binary clutters. These lemmas were also used in Guenin’s original proof. Observe
at the outset that Jt is not binary.
Lemma 5.5. Let H be a mni binary clutter and C1; C2 be edges in core(H). If
C ⊆ C1 ∪ C2 and C is an edge of H then C = C1 or C = C2.
Proof. Let C be an edge ofH contained in C1∪C2. Then (Proposition 6.1) C1C2C
contains an edge ofH; say C′. This implies that C∪C′ ⊆ C1∪C2 and C∩C′ ⊆ C1∩C2
(for if e∈C ∩C′ then e 	∈ C1C2). Hence |C|+ |C′|6 |C1|+ |C2|. So C; C′ are also
of minimum cardinality; and C; C′ are edges of core(H). Let B be the mate of C.
Since H is binary; |C ∩B| is odd; hence at least 3. It follows that either; |C1 ∩B|¿ 2
or |C2 ∩ B|¿ 2. This implies that C1 or C2 is the mate of B; i.e. C = C1 or C = C2.
Lemma 5.6. Let H be a mni binary clutter. For any e∈V (H) there exist edges
C1; C2; C3 of core(H) and edges B1; B2; B3 of core(b(H)) such that
(i) C1 ∩ C2 = C1 ∩ C3 = C2 ∩ C3 = {e}
(ii) B1 ∩ B2 = B1 ∩ B3 = B2 ∩ B3 = {e}
(iii) For distinct i; j∈{1; 2; 3} we have Ci ∩ Bj = {e}. For i∈{1; 2; 3} we have |Ci ∩
Bi|= d+ 1 where d+ 1 is odd and d+ 1¿ 3.
Proof. Corollary 4.6 states that there exist s edges C1; : : : ; Cs of core(H) such that
C1−{e}; : : : ; Cs−{e} are pairwise disjoint. Moreover; exactly d+1¿ 2 of these edges;
say C1; : : : ; Cd; contain vertex e. As H is binary; d+1 is odd (since d+1= |C∩B| for
any pair of mates C; B). Thus d + 1¿ 3 and (i) follows. Let B1; B2; B3 be the mates
of C1; C2; C3. For i∈{1; 2; 3} we have: |Ci ∩ Bi| = d + 1¿ 1; C1 − {e}; : : : ; Cs − {e}
disjoint; and |Bi|=s. Then e∈Bi as Bi intersects each C1; : : : ; Cs. Since e∈C1∩C2∩C3;
it follows from Remark 4.7 that Bi ∩ Bj ⊆ {e} for all distinct i; j∈{1; 2; 3}. Hence;
(ii) holds. Finally (iii) holds since B1; B2; B3 are the mates of C1; C2; C3.
A key ingredient in Schrijver’s proof is the following lemma. The particular version
presented here was given in [23].
Lemma 5.7. Let G=(V; E) be a graph; let e be an edge of G with endnodes x and y;
let (Y0; Y1; Y2; Y3) be disjoint subsets of V ; and let P1; P2; and P3 be internally node
disjoint xy-paths in G \ e. Moreover; suppose that
(1) x; y∈Y0 and; for i∈{0; 1; 2; 3}; Yi is a stable set of G \ e;
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(2) for i∈{1; 2; 3}; V (Pi) ⊆ Y0 ∪ Yi; and
(3) for distinct i; j∈{1; 2; 3}; there exists a path from V (Pi) to V (Pj) in G[Yi ∪Yj].
Then (G; E(G)) has a minor isomorphic to odd-K5.
Proof. Suppose otherwise; and let G be a counterexample minimizing |V (G)|+|E(G)|.
For distinct i; j∈{1; 2; 3}; let Pij be a path from V (Pi) to V (Pj) in G[Yi ∪ Yj]. (We
assume that Pij = Pji.) By the minimality of G; we have E(G):={e} ∪ P1 ∪ P2 ∪ P3 ∪
P12 ∪ P23 ∪ P13; and V (G):=V (P1) ∪ V (P2) ∪ V (P3) ∪ V (P12) ∪ V (P23) ∪ V (P13).
Suppose that G has a node v of degree 2, and de@ne G′:=G=1G(v). Note that,
(G; E(G))=1G(v)=(G′; E(G′)), and that G′ satis@es the conditions of the lemma. How-
ever, this contradicts the minimality of G, and, hence, G has no nodes of degree 2.
Thus, we see that Y0 = {x; y}, and, for each i∈{1; 2; 3}; Pi has exactly one internal
node, say vi. Now, the neighbors of x are v1, v2, v3, and y, and the neighbors of y
are v1; v2; v3, and x. Moreover, since G has no nodes of degree 2, we also conclude
that Y1 =V (P12)∩V (P13); Y2 =V (P12)∩V (P23), and Y3 =V (P13)∩V (P23). Therefore,
|Y1|= |Y2|= |Y3|.
If |Y1|=1, then (G; E(G)) is isomorphic to odd-K5, so we may assume that |Y1|¿ 1.
For distinct i; j∈{1; 2; 3}, let eij be the edge on Pij that is incident with vi. Let G′:=G\
{e13; e32; e21}={e12; e23; e31}, and, for distinct i; j∈{1; 2; 3}, let P′ij:=Pij−{eij; eji}. Now
let Y ′1:=V (P
′
12) ∩ V (P′13), let Y ′2:=V (P′12) ∩ V (P′23), let Y ′3:=V (P′13) ∩ V (P′23), and let
Y ′0:={x; y}. Note that, (G′; E(G′)) is a minor of (G; E(G)) and that G′ satis@es the
conditions of the lemma. However, this contradicts the minimality of G.
Given a graph G and U ⊆ V (G), the subgraph of G induced by U is denoted G[U ].
Proof of Theorem 5.3. Let H be a mni clutter of odd cycles of a signed graph (G; S).
We will show that (G; S) contains an odd-K5 minor. Fix an edge e∈E(G); with
endnodes say x and y. Let C1; C2; C3 be the sets of core(H) and let B1; B2; B3 be
the sets of core(b(H)) given in Lemma 5.6.
Claim 1. For distinct i; j∈{1; 2; 3} the odd cycles Ci and Cj have no common node
other than x; y.
Proof. Otherwise (Ci∪Cj)−{e} contains a path P from x to y diVerent from Ci−{e}
and Cj − {e}. By Lemma 5.5; (Ci ∪ Cj) − {e} contains no odd cycle. Hence; P and
Ci−{e} have the same parity and so P∪{e} is an odd cycle in Ci ∪Cj; contradicting
Lemma 5.5.
Since H is binary, Bi (i = 1; 2; 3) is a signature. It follows that for distinct i; j∈
{1; 2; 3}Bi  Bj intersects all cycles with even parity; i.e. Bi  Bj is a cut of G.
Moreover, e 	∈ Bi  Bj. Therefore, for distinct i; j∈{1; 2; 3}, there exists Uij ⊆ V (G)
such that 1(Uij) = Bi  Bj and x; y 	∈ Uij. Note that
1(U12  U13  U23) = 1(U12) 1(U13) 1(U23) = ∅:
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Moreover, x; y 	∈ U12U13U23 and G is connected. Therefore, U12U13U23 =∅.
Let Y1:=U12 ∩U13; Y2:=U12 ∩U23; Y3:=U13 ∩U23, and let Y0 =V (G)− (Y1 ∪Y2 ∪Y3).
Claim 2. For distinct i; j; k ∈{1; 2; 3}; the edge set Bi−{e} consists of all edges with
one endnode in Y0 and the other in Yi and all edges with one endnode in Yj and the
other in Yk .
Proof. We may assume i=1. Since B1−{e}; B2−{e}; B3−{e} are pairwise disjoint;
B1 − {e}= (B1 B2) ∩ (B1 B3). But 1(U12) = B1 B2 and 1(U13) = B1 B3. Thus
the edges of B1 − {e} are exactly the edges in both 1(U12) and 1(U13).
For each i∈{1; 2; 3} let Pi:=Ci −{e}, thus Pi is an xy-path. Recall that for distinct
i; j; k ∈{1; 2; 3}, Ci ∩ (Bj ∪ Bk) = {e}. It follows together with Claim 2 that for each
i∈{1; 2; 3}, V (Pi) ⊆ Y0 ∪ Yi. Moreover, since |Ci ∩ Bi|¿ 1, Pi ∩ V (Yi) 	= ∅.
Claim 3. For distinct i; j∈{1; 2; 3}; there exists a path Pij from V (Pi) to V (Pj) in
G[Yi ∪ Yj].
Proof. Recall; Uij = Yi ∪ Yj. It su5ces to prove that G[Uij] is connected. If not; there
is an X ⊆ Uij such that 1(X ) is a non-empty proper subset of 1(Uij). Then Bi 1(X )
is contained in Bi ∪ Bj but is distinct from Bi and Bj. Since Bi  1(X ) is a signature;
it contains an element of b(H); a contradiction with Lemma 5.5.
Let B:=B1B2B3. Then B is a signature for (G; S). Let T :={e}∪P1 ∪P2 ∪P3 ∪
P12∪P13∪P23. Each edge in T−{e} is in at most one of the sets B1; B2; B3. Therefore,
the odd edges of (G; B)[T ] are e and any edge whose endnodes are in diVerent parts of
(Y0; Y2; Y2; Y3). Let (G′; S ′) be the signed graph obtained from (G; B)[T ] by contracting
the edges in T − B; thus S ′ = E(G′). For i∈{1; 2; 3}, let P′i = Pi ∩ B; for distinct
i; j∈{1; 2; 3}, let P′ij = Pij ∩ B; and for l∈{0; 1; 2; 3} let Y ′l be the set of nodes of
G′ corresponding to Yi. Now by Lemma 5.7, we see that (G′; S ′) contains an odd-K5
minor, as required.
5.3.1. Cycling
Let (G; S) be a signed graph. Weights w∈ZE(G)+ are called Eulerian if w(1(v)) is
even for every v∈V (G). We say that the clutter of odd cycles of (G; S) is cycling
[56] if (6) and (5) have both optimum integer solutions for all Eulerian edge-weights.
Note that the clutter of odd cycles of odd-K5 is not cycling. However, it is the only
obstruction to the property.
Theorem 5.8 (Geelen and Guenin [23]). The clutter of odd cycles of a signed graph
(G; S) is cycling if and only if (G; S) has no minor isomorphic to odd-K5.
Let H be the clutter of odd cycles of a signed graph (G; S). Suppose that H is
cycling and let w∈ZE(G)+ . Now, 2w is Eulerian, so there exists an integral optimal
solution x to (5) with respect to the weights 2w. Clearly, x is also optimal with
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respect to w. Hence, if H is cycling it is also ideal (see Corollary 4.5). Thus Theorem
5.8 implies Theorem 5.3 and the fact that for clutters of odd cycles, the property of
being ideal is the same as cycling. Using the same trick as above, of doubling the
edge-capacities, we also obtain the following result.
Corollary 5.9. If the clutter of odd cycles of a signed graph is ideal then it has the
1=2-MFMC property.
5.3.2. Odd st-walks
Guenin [27] considers the following generalization of the odd cycle clutter. Let (G; S)
be a signed graph and let s; t be two nodes of G. A subset of edges of G is an odd
st-walk if it is an odd st-path or the union of an even st-path P and an odd cycle C
where P and C share at most one node. The odd cycle clutter is obtained when s= t.
Guenin characterized exactly when this clutter is ideal. This generalizes Theorem
5.3.
6. Binary clutters
A clutter is binary if its edges and its minimal transversals intersect in an odd
number of vertices. It follows from the de@nition that a clutter is binary if and only if
its blocker is binary. An equivalent formulation is given by Lehman.
Proposition 6.1 (Lehman [31], see also Seymour [51]). A clutter C is binary if and
only if; for any three edges S1; S2; S3 of C; the set S1  S2  S3 contains an edge of
C.
Proof. Let C be a binary clutter and S = S1  S2  S3 where S1; S2; S3 ∈E(C). Since
every minimal transversal T has an odd intersection with S1; S2 and S3; we have
S ∩ T 	= ∅. Therefore S contains an edge of C.
Conversely, assume that for any three edges S1; S2; S3 of C, the set S1  S2  S3
contains an edge of C. We leave it as an exercise to show that, for any odd number of
edges S1; : : : ; Sk of C, the set S1  · · ·  Sk contains an edge of C. Now consider any
S ∈E(C); T ∈E(b(C)) and let S ∩T ={x1; : : : ; xk}. Since T − xi is not a transversal of
C, there exists an edge Si of C such that T ∩ Si = {xi}. It follows that T ∩ (S  S1
· · ·  Sk) = ∅. Therefore S  S1  · · ·  Sk does not contain an edge of C. It follows
that k is odd.
Let P4 be the clutter with four vertices and the following three edges:
E(P4) = {{1; 2}; {2; 3}; {3; 4}}:
One can easily show that neither P4 nor Jt is a binary clutter, for t¿ 2. Seymour
proved the following.
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Theorem 6.2 (Seymour [51]). C is a binary clutter if and only if C has no minor P4
or Jt ; for t¿ 2.
The following clutters (and their blockers!) are examples of binary clutters.
Example 6.3. The clutter of st-cuts in a graph.
Example 6.4. The clutter of two-commodity cuts in a graph.
Example 6.5. The clutter of T -joins in a graft (G; T ).
Example 6.6. The clutter of odd cycles in a signed graph.
Example 6.7. The clutter of st-T -cuts.
Example 6.8. The clutter of odd st-walks.
6.1. Seymour’s conjecture
Recall (Section 4.2) that F7 denotes the clutter with 7 vertices and 7 edges corre-
sponding to points and lines of the Fano plane (@nite projective geometry on 7 points).
It is easy to verify that F7 is binary, mni and that b(F7) =F7.
Let K5 denote the complete graph on @ve vertices. We let OK5 denote the binary
clutter whose vertices are the edges of K5 and whose edges are the odd cycles of K5.
So OK5 has 10 edges of cardinality three and 12 edges of cardinality @ve. OK5 is binary
and mni. It follows that b(OK5 ) is binary and mni.
Conjecture 6.9 (Seymour [53]). A binary clutter is ideal if and only if it contains no
F7; OK5 or b(OK5 ) minor.
6.2. Binary matroids
In the remainder of this section, we present results of Novick–SebUo [40] and
Cornuejols–Guenin [11] on ideal binary clutters. We adopt a matroidal point of view.
See Oxley’s excellent textbook [43] on matroid theory for background material.
A matroid is binary if it can be represented over GF(2).
Example 6.10. The Fano matroid F7 has the following binary representation:

1 0 0 1 1 0 1
0 1 0 1 0 1 1
0 0 1 0 1 1 1

 :
Given a matroid M , the dual matroid is denoted by M∗. A binary matroid is regular
if it has no F7 or F∗7 minor [61].
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Let M be a matroid with element set U and let k be a positive integer. A k-separation
of M is a partition (U1; U2) of U such that |U1|¿ k; |U2|¿ k and r(U1)+r(U2)6 r(U )
+k−1. The matroid M is k-connected if it has no (k−1)-separation. The k-separation
is strict if |U1|¿k; |U2|¿k. A matroid is internally k-connected if it has no strict
(k − 1)-separation.
Theorem 6.11 (Seymour [55]). Every 3-connected; internally 4-connected regular ma-
troid is graphic; cographic or a 10-element matroid R10.
Theorem 6.12 (Seymour [56]). Let M be a 3-connected binary matroid with no F7
minor. Then M is regular or M = F∗7 .
6.3. Signed matroid
Let M be a binary matroid and S ⊆ V (M) a subset of its elements. The pair (M; S)
is called a signed matroid, and S is called the signature of M . We say that a circuit
C of M is odd (resp. even) if |C ∩ S| is odd (resp. even).
Proposition 6.13. The odd circuits of a signed matroid form a binary clutter.
Proof. Consider a signed matroid (M; S) and let C1; C2; C3 be three odd circuits. Since
S intersects each of C1; C2; C3 with odd parity; so does L = C1  C2  C3. Since M
is binary; L is a disjoint union of circuits (see for example [46; Theorem 9.1.2]). One
of these circuits must be odd since |L ∩ S| is odd. The result now follows from Pro-
position 6.1.
Let M be a binary matroid. Any nontrivial binary clutter obtained as the odd circuit
clutter of the signed matroid (M; S), for some S, is called a source of M . Any nontrivial
binary clutterH such that every circuit of M is of the form T1XT2, for T1; T2 ∈E(H),
is called a lift of M . One can show that a lift of M is the blocker of a source
of M∗.
In a binary matroid, any circuit C and cocircuit D have an even intersection (see
for example [46, Theorem 9.1.2]). So, if D is a cocircuit, then (M; S) and (M; SXD)
have exactly the same odd circuits.
Remark 6.14. Let (M; S) be a signed matroid and H the clutter of its odd circuits.
• H \ e is the clutter of odd circuits of the signed matroid (M \ e; S − {e}).
• If e 	∈ S; then H=e is the clutter of odd circuits of the signed matroid (M=e; S).
• If e∈ S is not a loop of M; then H=e is the clutter of odd circuits of the signed
matroid (M=e; SXD) where D is any cocircuit containing e.
• If e∈ S is a loop of M; then H=e is a trivial clutter.
Given a nontrivial binary clutter H, the minimal sets in E(H) ∪ {T1XT2:
T1; T2 ∈E(H)} form the circuits of a binary matroid u(H). This binary matroid
is called the up matroid of H. Since H is binary, the minimal transversals of H
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intersect with odd parity exactly the circuits of u(H) that are edges of H. It follows
that H is the clutter of odd circuits of the signed matroid (u(H); S) where S is any
minimal transversal of H. Moreover, this representation is essentially unique (see for
example [11]):
Proposition 6.15. Let (M; S) and (M ′; S ′) be signed matroids that have the same
clutter of odd circuits H. If M is a 2-connected matroid and H is a nontrivial
clutter; then M =M ′ = u(H).
To prove this, we use the following result of Lehman [31] (see [46, Theorem 4.3.2
or Exercise 9 of Section 9.3]).
Theorem 6.16 (Lehman [31]). Let t be an element of a 2-connected binary matroid
M . The circuits of M not containing t are of the form C1XC2 where C1 and C2 are
circuits of M containing t.
Proof of Proposition 6.15. Let N be the binary matroid with elements V (M)∪{t} and
circuits > = C when C is an even circuit of (M; S) and > = C ∪ {t} when C is an
odd circuit of (M; S). De@ne N ′ similarly from (M ′; S ′). Since H is nontrivial; at least
one circuit of N contains t and some x 	= t. Since M is 2-connected; for every pair of
elements in V (M); there is a circuit of M containing both. So for x and any v∈V (N );
there is a circuit of N containing both. It follows that; for any pair of elements in
V (N ); there is a circuit containing both. So N is 2-connected. Furthermore; every
v∈V (H) belongs to an edge of H. So N ′ is 2-connected as well. By Theorem 6.16;
a 2-connected matroid is uniquely determined by the set of circuits containing any @xed
element. In particular; N and N ′ are uniquely determined by the circuits containing t.
This implies N = N ′. Since M = N=t and M ′ = N ′=t; it follows that M =M ′ = u(H).
Proposition 6.17 (Novick and SebUo [40]). A binary clutterH is the odd cycle clutter
of a signed graph if and only if u(H) is a graphic matroid.
A binary clutterH is the T -cut clutter of a graft if and only if u(H) is a cographic
matroid.
The next result relates the minors of the matroid u(H) to the minors of the clutter
H. For a clutter H and v 	∈ V (H), the clutter H+ has vertex set V (H) ∪ {v} and
edge set {A ∪ {v}: A∈E(H)}.
Theorem 6.18 (Cornuejols and Guenin [11]). Let H be a nontrivial binary clutter
such that its up matroid u(H) is 2-connected; and let N be a 2-connected binary
matroid. Then u(H) has N as a minor if and only if H has H1 or H+2 as a minor;
where H1 is a source of N and H2 is a lift of N .
To prove this, we use the following result of Brylawski [3] and Seymour [52] (see
[46, Proposition 4.3.6]).
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Theorem 6.19 (Brylawski [3]; Seymour [52]). Let M be a 2-connected matroid and
N a 2-connected minor of M . For any i∈V (M)−V (N ); at least one of M \ i or M=i
is 2-connected and has N as a minor.
Proof of Theorem 6.18. H is the clutter of odd circuits of the signed matroid (M; S)
where M = u(H) and S is a minimal transversal of H.
Suppose @rst that H has a minor H1 that is a source of N . Then H1 is nontrivial
and it follows from Remark 6.14 that H1 is the clutter of odd circuits of a signed ma-
troid (N ′; S ′) where N ′ is a minor of M . Since H1 is nontrivial and N is 2-connected,
N = N ′ = u(H1) by Proposition 6.15. So N is a minor of M .
Suppose now that H has a minor H+2 where H2 is a lift of N . Let t be the
vertex of V (H+2 ) − V (H2). Since H+2 is a nontrivial minor of H, it is the clutter
of odd circuits of a signed matroid (N ′; S ′) where N ′ is a minor of M . Since u(H+2 )
is 2-connected, N ′ = u(H+2 ) by Proposition 6.15. So N
′ is 2-connected. Therefore, by
Theorem 6.16 and the de@nition of lift, N = N ′ \ t. So N is a minor of M .
Now we prove the converse. Suppose that M has N as minor and does not satisfy the
theorem. Let H be such a counterexample with smallest number of vertices. Clearly,
N is a proper minor of M as otherwise u(H) = N , i.e. H is a source of N . By
Theorem 6.19, for every i∈V (M)− V (N ), one of M \ i and M=i is 2-connected and
has N as a minor. Suppose @rst that M=i is 2-connected and has an N minor. Since M
is 2-connected, i is not a loop of M and therefore H=i is nontrivial by Remark 6.14,
a contradiction to the choice of H with smallest number of vertices. Thus, for every
i∈V (M) − V (N ), M \ i is 2-connected and has an N minor. By minimality, H \ i
must be trivial. It follows from Remark 6.14 that all odd circuits of (M; S) use i. As
M = u(H), even circuits of M do not use i.
We claim that V (M) − V (N ) = {i}. Suppose not and let j 	= i be an element of
V (M)− V (N ). The set of circuits of (M; S) using j is exactly the set of odd circuits.
It follows that the elements i; j must be in series in M . But then M \ i is not connected,
a contradiction.
Therefore V (M)− V (N ) = {i} and M \ i= N . As the circuits of (M; S) using i are
exactly the odd circuits of (M; S), it follows that column i of H consists of all 1’s,
i.e. H=H+2 . By Theorem 6.16 applied to i and M , every circuit of N is of the form
T1XT2 where T1; T2 ∈E(H2). So H2 is a lift of N .
6.4. k-Connectedness of binary clutters
A binary clutter H has a k-separation if u(H) has a k-separation, i.e. there exists a
partition (U1; U2) of V (H) such that |U1|¿ k, |U2|¿ k and r(U1)+r(U2)6 r(V (H))
+ k − 1. The k-separation is strict if |U1|¿k; |U2|¿k. The binary clutter H is
k-connected if it has no (k − 1)-separation. It is internally k-connected if it has no
strict (k − 1)-separation.
Theorem 6.20 (Cornuejols and Guenin [11]). Minimally nonideal binary clutters are
3-connected.
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The minimally nonideal binary clutter F7 has a 3-separation. So minimally nonideal
clutters are not 4-connected in general. However they are internally 4-connected.
Theorem 6.21 (Cornuejols and Guenin [11]). Minimally nonideal binary clutters are
internally 4-connected.
Conjecture 6.22. Minimally nonideal binary clutters are internally 5-connected.
Let Q6 be the clutter where V (Q6) is the set of edges of K4 and E(Q6) the set of
triangles of K4. The next result proves Seymour’s conjecture (Conjecture 6.9) for the
class of clutters that do not have Q+6 or b(Q6)
+ as a minor. Recall that the de@nition
of H+ is given in Section 6.3.
Theorem 6.23 (Cornuejols and Guenin [11]). A binary clutter is ideal if it does not
have F7; OK5 ; b(OK5 ); Q
+
6 ; or b(Q6)
+ as a minor.
Proof. It su5ces to show that every mni clutter H contains one of the minors in the
statement of the theorem.
Claim 1. The result holds if u(H) has no F∗7 minor.
Proof. When u(H) = R10; then H is one of the sources of R10. We leave it as an
exercise to show that R10 has 6 sources. One such source is b(OK5 ) and the other @ve
are ideal.
When u(H) is graphic, then H is ideal if and only if H has no OK5 minor, by
Proposition 6.17 of Novick–SebUo and Guenin’s theorem (Theorem 5.3).
When u(H) is cographic, then H is ideal, by Proposition 6.17 of Novick–SebUo and
the Edmonds–Johnson theorem (Theorem 3.1).
By the connectivity results (Theorems 6.20 and 6.21), u(H) is 3-connected and
internally 4-connected. So, by Seymour’s theorem (Theorem 6.11), the result holds
when u(H) is a regular matroid.
Now consider the case when u(H) is not regular. Another theorem of Seymour
(Theorem 6.12) shows that u(H) = F7. So H is a source of F7. It is easy to verify
that F7 has three sources. Two of these sources are ideal and the third is the clutter
F7. So the result holds.
Claim 2. The result holds if u(H) has an F∗7 minor.
Proof. By Theorem 6.18; u(H) has an F∗7 minor if and only if H has H1 or H
+
2 as
a minor; where H1 is a source of F∗7 and H2 is a lift of F
∗
7 . One can easily verify
that F∗7 has one source and three lifts. The source is Q
+
6 ; which is one of the excluded
minors in the statement of the theorem. For the three lifts H2 of F∗7 ; one can check
that H+2 contains F7; Q
+
6 and b(Q6)
+ as minors; respectively; which are excluded
minors in the statement of the theorem.
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The class of clutters of T -cuts is closed under minor taking. Moreover, it is not hard
to check that none of the @ve excluded minors of Theorem 6.23 are clutters of T -cuts.
Thus Theorem 6.23 implies that clutters of T -cuts are ideal, and thus that their blocker,
the clutters of T -joins are ideal. Hence Theorem 6.23 implies the Edmonds–Johnson
theorem (Theorem 3.1). Similarly, the class of clutters of odd circuits is closed under
minor taking. Moreover, it can be shown that OK5 is the only clutter of odd circuits
among the @ve excluded minors. It follows that Theorem 6.23 also implies Guenin’s
theorem (Theorem 5.3). Note, however, that the proof of Theorem 6.23 uses these two
results.
7. Ideal 0;±1 matrices
The concept of ideal 0; 1 matrix can be extended to a 0;±1 matrix. Given a 0;±1
matrix A, denote by n(A) the column vector whose ith component is the number of
−1’s in the ith row of matrix A. The 0;±1 matrix A is ideal if its fractional generalized
set covering polytope Q(A) = {x: Ax¿ 1− n(A); 06 x6 1} only has integral extreme
points.
7.1. Propositional logic
In propositional logic, atomic propositions x1; : : : ; xj; : : : ; xn can be either true or
false. A truth assignment is an assignment of “true” or “false” to every atomic propo-
sition. A literal is an atomic proposition xj or its negation @xj. A clause is a disjunc-
tion of literals and is satisFed by a given truth assignment if at least one of its literals
is true.
A survey of the connections between propositional logic and integer programming
can be found in Hooker [28], Truemper [60] or Chandru and Hooker [5].









 for all i∈ S





xj¿ 1− |Ni| for all i∈ S:
The above system of inequalities is of the form
Ax¿ 1− n(A): (13)
Given a set S of clauses, the satisFability problem (SAT) consists in @nding a truth
assignment that satis@es all the clauses in S or show that none exists. Equivalently,
SAT consists in @nding a 0; 1 solution x to (13) or show that none exists.
Given a set S of clauses (the premises) and a clause C (the conclusion), logical
inference in propositional logic consists of deciding whether every truth assignment
that satis@es all the clauses in S also satis@es the conclusion C.
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To the clause C, using transformation (13), we associate an inequality
cx¿ 1− n(c);
where c is a 0;+1;−1 vector. Therefore C cannot be deduced from S if and only if
the integer program
min{cx: Ax¿ 1− n(A); x∈{0; 1}n} (14)
has a solution with value −n(c).
The above problems are NP-hard in general but can be solved e5ciently for Horn
clauses, clauses with at most two literals and several related classes [4,59]. A set S of
clauses is ideal if the corresponding 0;±1 matrix A de@ned in (13) is ideal. If S is
ideal, it follows from the de@nition that the satis@ability and logical inference problems
can be solved by linear programming.
Remark 7.1. Let S be an ideal set of clauses. If every clause of S contains more
than one literal then; for every atomic proposition xj; there exist at least two truth
assignments satisfying S; one in which xj is true and one in which xj is false.
Proof. Since the point xj=1=2; j=1; : : : ; n belongs to the polytope Q(A)={x: Ax¿ 1−
n(A); 06 x6 1} and Q(A) is an integral polytope; then the above point can be ex-
pressed as a convex combination of 0; 1 vectors in Q(A). Clearly; for every index j;
there exists in the convex combination a 0; 1 vector with xj=0 and another with xj=1.
Let S be an ideal set of clauses. A consequence of Remark 7.1 is that the satis@ability
problem can be solved more e5ciently than by general linear programming.
Theorem 7.2 (Conforti and Cornuejols [7]). Let S be an ideal set of clauses. Then S
is satisFable if and only if a recursive application of the following procedure stops
with an empty set of clauses.
Recursive step.
If S = ∅, then S is satisFable.
If S contains a clause C with a single literal (unit clause), set the corresponding
atomic proposition xj so that C is satisFed. Eliminate from S all clauses that become
satisFed and remove xj from all the other clauses. If a clause becomes empty, then
S is not satisFable (unit resolution).
If every clause in S contains at least two literals, choose any atomic proposition
xj appearing in a clause of S and add to S an arbitrary clause xj or @xj.
It is easy to modify the above algorithm in order to solve the logical inference
problem when S is an ideal set of clauses.
7.2. Relating ideal 0;±1 matrices to ideal 0; 1 matrices
This section follows [8]. Hooker [29] was the @rst to relate idealness of a 0;±1
matrix to that of a family of 0; 1 matrices. These results were strengthened by Guenin
[25] and by Nobili, Sassano [38].
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A prime implication of Q(A) is a generalized set covering inequality ax¿ 1− n(a)
that is satis@ed by all the 0; 1 vectors in Q(A) but is not dominated by any other such
generalized set covering inequality. A row monotonization of A is any 0; 1 matrix
obtained from a row submatrix of A by multiplying some of its columns by −1.
A row monotonization of A is maximal if it is not a proper submatrix of any row
monotonization of A.
Theorem 7.3 (Hooker [29]). If A is a 0;±1 matrix such that Q(A) contains all of its
prime implications; then A is ideal if and only if all the maximal row monotonizations
of A are ideal 0; 1 matrices.
In [25], the idealness of a 0;±1 matrix A is linked to the idealness of a single 0; 1
matrix as follows. Given a 0;±1 matrix A, let P and R be 0; 1 matrices of the same
dimension as A, such that Pij = 1 if and only if Aij = 1, and Rij = 1 if and only if






is the 0; 1 extension of A. Note that the transformation x+ = x and x− = 1 − x maps
every vector x in Q(A) into a vector in {(x+; x−)¿ 0: Px++Rx−¿ 1; x++x−=1}. So
Q(A) corresponds to the face of Q(DA), obtained by setting the inequalites x++x−¿ 1
at equality.
Theorem 7.4 (Guenin [25]). Let A be a 0;±1 matrix such that Q(A) contains all of
its prime implications. Then A is ideal if and only if the 0; 1 matrix DA is ideal.
Furthermore A is ideal if and only if min{cx: x∈Q(A)} has an integer optimum for
every vector c∈{0;±1;±∞}n.
In [38], a condition for a 0;±1 matrix A to be ideal, without assuming that Q(A)
contains all of its prime implications is given as follows. Given a 0;±1 matrix A, let
a1 and a2 be two rows of A, such that there is one index k such that a1ka
2
k =−1 and,
for all j 	= k; a1j a2j = 0. A disjoint implication of A is the 0;±1 vector a1 + a2. The
matrix A+ obtained by recursively adding all disjoint implications and removing all
dominated rows is called the disjoint completion of A.
Theorem 7.5 (Nobili and Sassano [38]). Let A be a 0;±1 matrix. Then A is ideal if
and only if DA+ is an ideal 0; 1 matrix; where A+ is the disjoint completion of A.
Let J be a subset of columns of a 0;±1 matrix A. The deletion of J consists of
removing all columns in J , all rows with at least one 1 in a column of J and rows
that become dominated. The contraction of J consists of removing all columns in J ,
all rows with at least one −1 in a column of J and rows that become dominated. The
semi-deletion of J consists of removing all rows with a 1 in at least one column of
J and then all zero columns. The semi-contraction of J consists of removing all rows
with at least one −1 in a column of J and then all zero columns.
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Nobili and Sassano de@ne a weak minor of a 0;±1 matrix A to be any submatrix
that can be obtained from A by a sequence of deletions, contractions, semi-deletions
and semi-contractions. They de@ne A to be minimally nonideal if A is not ideal but
every weak minor of A is ideal. The usefulness of this concept comes from the fact
that a 0;±1 matrix A is minimally nonideal if and only DA is a minimally nonideal
0; 1 matrix.




−1 1 1 1 1 1
1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
1 0 0 0 1 0




Nobili and Sassano [38] give the following characterization of minimally nonideal
0;±1 matrices.
Theorem 7.6 (Nobili and Sassano [38]). Let A be a 0;±1 matrix with n columns.
Then A is minimally nonideal if and only if A is a switching of J˜ n; after permutation
of rows and columns; or A is a switching of a minimally nonideal 0; 1 matrix or
A contains an n × n submatrix B with two nonzeroes per row and per column and
det(B) =±2 and all rows in A but not in B have at least three nonzeroes.
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