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Deep neural networks (DNNs) can perform impressively in many natural language
processing (NLP) tasks, but their black-box nature makes them inherently challenging to explain or interpret. Self-explanatory models are a new approach to overcoming
this challenge, generating explanations in human-readable languages besides task objectives like answering questions. The main focus of this thesis is the explainability of
NLP tasks, as well as how attention methods can help enhance performance. Three
different attention modules are proposed, SimpleAttention, CrossSelfAttention, and
CrossModality. It also includes a new dataset transformation method called TwoDocuments that converts every dataset into two separate documents required by the
offered attention modules. The proposed ideas are incorporated in a faithful architecture in which a module produces an explanation and prepares the information vector
for the subsequent layers. The experiments are run on the ERASER Benchmark’s
CoS-E dataset, restricting them to the transformer used in the baseline and only
training data from the dataset while it requires common sense knowledge to improve
the accuracy. Based on the results, the proposed solution produced an explanation
that outperformed Token F1 by about 4%, while being about 1% more accurate.
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Chapter 1

Introduction

1.1

Problem Overview

Nowadays, deep neural networks are popular due to their success in many domains [15,
44]. Natural language processing (NLP) tasks such as machine translation benefited
from this new advanced method in machine learning [83, 111]. While deep neural
networks are becoming more popular in NLP applications, their sizes are simultaneously increasing, such as Megatron-Turing with 530 billion parameters [85]. Due to
the black-box nature of these models, it is not very easy to understand the model
and be confident about the outcome. Thus, there is a need for techniques capable of
explaining such large models.
There are various methods to explain such a model and provide new insight into
the model or interpret the outcome. Traditional methods like LIME [76, 74] and
SHAP [57] can deliver slow and limited interpretation, while it is challenging for nonexperts to understand them. A new generation of explanations aims to improve them
by delivering them in a human language format so everyone can understand them.
These are called “rationales” and usually refer to input data influencing the outcome
or a comment explaining it.
In terms of new methods, Self-Explanatory Models appeal because they provide
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rationales when determining the task outcome [60, 73]. A separate module is required
in the model architecture to generate the explanation and induce the results. In
addition to being instantaneous, they are comprehensive since they are generated by
a model trained on all the data. In this effort, benchmarks such as ERASER [17]
provided multiple datasets with rationales and a leader board depicting all the efforts
to improve this field of study.
A self-explanatory model defines a new paradigm in the explainability of deep
NLP models but does not discuss how to implement it. It demands only a new
module in the model architecture, called the Rationale Module, to produce the explanations. Nevertheless, the Rationale Module and the main body of the model, called
the Objective Module, can be formed independently in the same architecture while
sharing just the embedding layer. Since the Rationale Module is not connected to
the Objective Module, such a design cannot be considered faithful. As a result, we
planned to study a Faithful Self-Explanatory model enhancing the performance via
new modules and practices has yet to be examined before in this field of study.

1.2

Proposed Solution

Attention has a significant impact on improving NLP model performances [90]. As
a result of the introduction of the self-attention mechanism in Transformers [96],
new NLP models outperformed many benchmarks, such as GLUE [99] and SUPERGLUE [98]. As a result, the new modern attention mechanism, such as self-attention,
can improve the Self-Explanatory Model performance. As a result, we focused on
offering a new architecture utilizing various attention mechanisms. Ultimately, we
proposed three attention modules in this thesis: SimpCrossAttention, SimpCrossAttention, and CrossModality.
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Datasets like SQuAD are usually implemented in two group documents as inputs
to a model to produce an outcome like this example’s answer [72]. Some studies
could split the input data into two or more and embed them individually to induce
the goal [47, 30]. As a result, we were interested in splitting the document into
two documents. In some datasets like CoS-E, we have documents that we can split
into a document where we can only have one sentence and rely on common-sense
knowledge [17]. In this study, we proposed two ideas for converting the dataset to a
two-document format. The performance of the proposed architecture was reviewed
using both methods in this thesis.
Furthermore, there are several ways to move information vectors from Rationale
Module to Objective Module. Various options are available for transferring it or masking embedded vectors, such as using it directly or being used to mask the embedded
vectors. First, we offered two final layers to the Rationale Module: Feed-Forward1
and Bernoulli2 . Our next step was to propose four procedures for transferring the
knowledge to the Objective Module. All eight methods were evaluated against a
benchmark baseline, and their performance was compared.
To make the comparison fair with the baseline and evaluate the impact of the attention mechanism on performance, we restricted the experiment to what was used by
the baseline. In a commonsense explanations dataset, we should add extra knowledge
to enhance performance, while we only used data from CoS-E. Additionally, we used
the BERT Base Uncased transformer, which was used in the baseline. Ultimately, we
called the benchmark to generate the final metrics for the assessment.
1
2

https://docs.allennlp.org/main/api/modules/feedforward/
https://pytorch.org/docs/stable/generated/torch.bernoulli.html?highlight=bernoulli#torch.bernoulli
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1.3

Contribution

Here is a summary of our contributions:
• Two-Documents format: The main idea is designed with a new input data
format called Two-Documents. The procedure for datasets with two separate documents is straightforward, while it requires a procedure to transform
datasets with one document, such as the CoS-E dataset. We proposed two different procedures to convert the dataset to a Two-Documents format aided the
final model in outperforming.
• New attention modules: We proposed three attention modules SimpCrossAttention, SimpCrossAttention, and CrossModality.

Modules were assembled

by combining components, mainly Self-Attention blocks and Cross-Attention
blocks. Even though they were offered and implemented for such a study, they
can also be adapted to any other architecture that requires enhanced interaction
between two vectors.
• New faithful architecture: Using two modules together to deliver the rationales and objectives is common. To fulfill faithfulness, the object module must
obtain knowledge information from the rationale module. However, considering
how we can transmit information between these modules is novel. In this thesis,
we developed eight methods to satisfy this requirement and prove that at least
four are appropriate candidates for such an architecture.
• Outperform models: We could devise distinct architectures that outperform
the baseline while restricting the experiment similar to the baseline by combining various ideas proposed in this thesis. We could devise distinct architectures
that outperform the baseline while restricting the experiment similar to the
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baseline by combining various ideas proposed in this thesis. In other words,
we used the same transformer as the baseline; we trained it with the ERASER
dataset without using extra data, such as common sense knowledge, to improve
its accuracy. Based on the results, the best model delivered an explanation
that outperformed Token F1 by about 4%, while being about 1% more accurate. Moreover, we extend the experiment by using a larger transformer (BERT
Large Uncased). The result was improved again, proving that the performance
could be enhanced if we could pull defined restrictions in our experiments.

1.4

Thesis Organization

A review of the background of deep learning, natural language processing, NLP models, and explainability is presented in Chapter 2. Then, in Chapter 3, we utilize a
new NLP explainability categorization to define the related works and share multiple
studies within each category. Chapter 4 includes a detailed description of all the ideas
defined and experimented with in this study. An overview of the experimental setup
is presented in Chapter 5, including tools, libraries, and infrastructure and how to
use them. A detailed discussion of the results is provided in Chapter 6; in Chapter
7, the thesis concludes and discusses future endeavors.

6

Chapter 2

Background

This chapter will discuss the essential backgrounds used in this thesis. We begin
with a general discussion of deep learning and natural language processing (NLP).
We will then review advanced NLP models. As we proceed through this chapter,
we will review interpretability and explainability from various perspectives and their
definitions.

2.1

Deep Learning

Deep learning is a sub-field of machine learning that uses neural networks inspired
by human brain cells. In a simple neural network, there are many neurons and
many connections between them. As part of a generic design, a neuron can have
various inputs and weights and a function to generate output. Multiple neurons
can be connected to build a multi-layer neural network to implement more complex
functions. To produce output from input, they can have multiple layers. Layers in
the middle are commonly referred to as hidden layers. Figure 2.1 shows an example
of a multi-layer neural network.
Deep learning involves neural networks with many hidden layers (some research
considers deep networks to be those with more than one layer). Different types of
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Input
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Figure 2.1: A sample multi-layer neural network with one hidden layer.
components and layers can be found in a deep network. For example:
• Convolutional neural networks (CNN): Generally, it is used for image
recognition and processing [31]. It uses convolution instead of general matrix
multiplication to find patterns/features by optimizing kernels (filters).
• Recurrent Neural Network (RNN): As opposed to a feed-forward layer,
this layer has a feedback connection. In addition, each cell contains multiple
components called gates linked in a distinct order to simulate information memory or long-term and short-term memories for some particular RNN types like
LSTM and GRU [39] [39]. It is widely used in time-series analysis and natural
language processing.
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2.2

Natural Language Processing

NLP is a branch of computer science and linguistics that studies the relationship
between computers and human languages. The purpose is to make the computer
understand text and communicate like a human.

2.2.1

Tasks

Understanding human language accurately and interacting flawlessly is one of the
most challenging objectives for an artificial intelligence (AI) agent. In order to achieve
this goal, it is divided into several NLP tasks. The following are some of these tasks:
• Part of speech tagging: It indicates what part of speech a word or group
of words belongs to. For instance, ‘drive’ is a verb in ‘I can drive.’, and ‘the
beautiful goose’ is none in ‘The beautiful goose can fly’. With 45 unique
tags, the Wall Street Journal (WSJ) section in Penn Treebank is a classic POS
dataset [92].
• Sentiment analysis: Qualities like emotions, attitudes, and confusion can
be discerned in a text through this task. The two most popular sentiment
analysis datasets are the IMDb dataset [61] with a binary sentiment (Positive,
Negative). And the Stanford Sentiment Treebank (SST) [86] with seven tags
(Very Negative, Negative, Somewhat Negative, Neutral, Somewhat Positive,
Positive, Very Positive) presents the level of sentiment.
• Co-reference resolution: This task involves specifying two words or a group
referring to an identity. It is common to associate a pronoun with a word,
while an idiom can also be associated with a word. CoNLL-2012 [70] is still a
prominent dataset for this task.
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• Question answering: In response to human questions, a QA system provides
answers. Answers can be listed as possible choices or enclosed in a shared
text while composed in a specific domain or require common sense. Combining
previous options can be considered a unique task. A minimum of ten influential
datasets fall into this category. SQuAD [72] and MultiRC [45] are prominent in
reading comprehension, which requires information from multiple sentences of
the paragraph to answer the question. SearchQA [20] is also a prominent option
in open-domain question answering, referring to the general question-answering
system that requires a database or knowledge base such as Wikipedia for extra
information to respond.
• Inference: According to the given text(s) or common sense, this task determines the inference relation and responds with entailment (true) or contradiction (false). Some extended tasks offer a third option called neutral(undetermined).
SNLI [11] and MultiNLI [105] are prevalent datasets in this group.

2.2.2

Word Embedding

Word embedding is a way to describe documents of words in a vector format. Presumably, the output will capture the semantics, the relation between the tokens,
words, and sentences, as well as the context in a single or multidimensional vector.
In the first step, tokenization, words or parts of words are selected and implemented
uniquely based on the embedded technique. Alternatively, tokens can be used as a
sequence of n tokens called an n-gram chosen based on the frequency of the sequence
in all documents.
Per conventional practice, each token is converted to a one-hot encoding representation, resulting in a vector with the vocabulary (list of possible tokens) size, with the
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corresponding token valued at one and the rest is zero. Finally, a document will be a
list of extracted vectors or a vector that shows the frequency of words in the document
(bag-of-words method). As an extension to the last method, term frequency-inverse
document frequency (TF-IDF) incorporates the overall token (term) frequency across
all documents.
The traditional approach ignores the context where token representations are isolated from other tokens in a sentence! To address this challenge, Word2Vec [63] offers
an efficient solution utilizing neural network models to illustrate a token vector dependent on its surroundings. Two common architectures, skip-gram and a continuous
bag of words (CBOW) transform input text into vectors of 100 to 1000. In 2016,
Facebook introduced a new Word2Vec extension called FastText [10]. It was developed to address the Word2Vec misrepresentation of rare words in the training data
by incorporating the n-gram (tri-gram) technique during training.

2.3

Advanced NLP Models

Since deep neural networks have been proven successful in NLP tasks, they have
become increasingly popular. It would be possible to enhance a pre-trained model by
connecting it to a new model in a transfer learning approach that constructs new ideas
like transformers by hooking a part or whole of it to the new model. The purpose of
this section is to review such a new generation of NLP models/architectures.

2.3.1

Sequence to Sequence

It was published in 2014 that Google entered into a research study on machine translation that demonstrated exceptional performance using a new architecture of deep
neural networks called Sequence to Sequence (Seq2Seq) [90]. The Seq2Seq model, as
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its name implies, takes a sequence as input and produces a sequence as output. It
follows an encoder-decoder architecture that uses recurrent neural networks, where
the encoder layer receives input data and feeds compressed data (context vector) to
the decoder layer. Figure 2.2 shows an example Seq2Seq model encoding an “ABC”
text string and decoding the new “WXUZ” sequence. The input data is fed into an
RNN layer (red color) as a sequence, and the output is generated by another RNN
layer (purple). An “⟨eos⟩” token refers to the end of the sentence, usually added
automatically during pre-processing to the input data. Moreover, the decoder relies
on this token to determine the sentence’s end.

W

A

B

C

X

Y

Z

<eos>

<eos>

Figure 2.2: A sample Seq2Seq model reads ABC as an input and generates WXYZ.
The red colors represent the encoder layer, and the blue color is the decoder layer.

In datasets with long input/output sequences, the Seq2Seq model fails since it
only transfers information in a fixed-size vector from the encoder to the decoder, ignoring the more extensive information. In order to solve this problem, the attention
mechanism was invented to make use of all the contextual information available in
the input data [8]. After that, the decoder layer builds every output using both the
input data and context vector.
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Figure 2.3: The Se2Seq model with additive attention mechanism [8]
Figure 2.3 presents the additive attentions designed primarily for neural machine
translation in [8]. Let’s assume X the input sequence with length of n and Y the output sequence with length of m (See Equation 2.1). A bidirectional RNN, constructed
from two RNNs in opposite directions connecting their hidden layers to output, is
used in the encoder [8]. Accordingly, it generates two layers of hidden layers with two
times of n representing the hidden states hi , i = 1, 2, 3, . . . , n

X = [x1 , x2 , x3 , ..., xn ]
(2.1)
Y = [y1 , y2 , y3 , ..., ym ]
The decoder layer also has hidden states st = f (st−1 , yt−1 , ct ) for the output t ∈
{1, 2, 3, . . . , n}, where c is context vector commuted as a weighed sum of the encoder
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hidden states:

ci =

n
X

αt,i hi

i=1

The weight αt,i is computed by:
exp(ei,j )
αi,j = PTx
k=1 exp(eik )
where:

ei,j = a(si−1 , hj )

is an alignment model [8]. It calculates a score describing how well the surrounding
near input position i matches with output around j. The study [8] used a single-layer
feed-forward network that trained with the entire model for the score function:

score(st , hi ) = Va⊤ tanh(Wa [st ; hi ])
Where the alignment model will learn Va and Wa as weighted matrices. Figure 2.4
illustrates an alignment score for an NMT problem (English to French) and how the
input tokens correlated to the output tokens.
Additive attention is just one of the standard attention methods. Several methods
are outlined in Table 2.1, which describes how the score function is designed.

2.3.2

BERT

Bidirectional encoder representation transformer (BERT) is a context-free embedding
model developed by Google in 2018 [96]. In other words, the embedding vector

14

Figure 2.4: The x-axis represents the input text in English, while the y-axis represents
the output as a translation in French. Charts display the alignment score between
input and output in grayscale where the black is zero, and the white is one. [8]
Table 2.1: Various attention methods [103]
Name
Content-base attention
Additive
Location-Base
General
Dot-Product
Scaled Dot-Product

Alignment score function
score(st , hi ) = cosine[st , hi ] [33]
score(st , hi ) = Va⊤ tanh(Wa [st ; hi ])![8]
αt,i = sof tmax(Wa st ) [59]
score(st , hi ) = s⊤
t Wa hi [59]
where Wa is a trainable weight matrix.
score(st , hi ) = s⊤
t hi [59]
s⊤
t hi
score(st , hi ) = √
[96]
n

generated for “bank” in the sentence “sit beside a river bank” is different from the
embedding vector generated for “let’s leave the bank.” The model is designed around
the concept of transfer learning, which facilitates the reuse of trained models in new
model architecture. Furthermore, Google shared BERTs of various sizes so that
scientists could fine-tune them for different tasks. Table 2.2 presents the shared pretrained models with details.
Two tasks are involved in BERT training: training a masked language model and
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Table 2.2: BERT models
Model name
BERT Base
BERT Large

Layers
12 encoder layers
24 encoder layers

Input size
768
1024

Attention heads
8
16

Parameters
110 Million
336 Million

Figure 2.5: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several attention layers running in parallel. [96]
predicting the next sentence (NSP). In the first task, the model attempts to predict
the mask token ([MASK]) based on a dataset designed as follows: Replace 15% of
the tokens randomly with [MASK] tokens 80% of the time, 10% with random tokens
and 10% unchanged. The NSP task also pursues a comparable practice during the
training by extending the training dataset so that 50% of the time, sentence A follows
B; otherwise, there will be a random sentence.
The BERT model is designed as a context-sensitive language model that is sensitive to the surroundings of each token. Before BERT, language models were unidirectional, even if two models probed the text from two different directions [69]. Instead
of using an RNN to dictate a direction, BERT used a self-attention mechanism. To
compute the new representation of the input data, it uses a sequence of data as input
and composes attention to itself based on different tokens in the input data [96].
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Figure 2.6: The BERT model architecture [96]
Attention renders output based on key-value pairs mapped to query sequences.
Figure 2.5 (left) presents the architecture of a single unit of attention object called
Scaled Dot-Product Attention. In extension, the last architecture utilized in a collection to embody diverse key and query values representations to build a new architecture called Multi-Head Attention, Figure 2.5(right).
Similar to the Seq2Seq architecture, BERT also follows an encoder-decoder design
but with a more complicated design. Figure 2.6 shows an encoder-decoder assembly
with multi-head attention in the encoder and two in the decoder. As an example of a
BERT model, BERT-Base contains twelve blocks, and BERT-Large contains twentyfour, as shown in Table 2.2. Ultimately, only the encoder section of the model will
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be used after training for embedding [96].

2.3.3

Transformers

The transformer was first described as an encoder-decoder-based model using a new
self-attention mechanism and trained with a large dataset for use as a language model
in [96]. After that, they shared a piece of the trained model, showing it could outperform all earlier models with just unadorned fine-tuning.
Recent studies have advanced novel ideas of BERT for producing transformers
in different sizes, shapes, and training mechanisms. RoBERTa, for example, trained
on 1024 V100 GPUs for a day on 160GB of text as a training dataset (10 times
more than the BERT training dataset) to produce a similar model to BERT [56].
Ultimately, the shared transformer is built by combining different pieces of encoderdecoder architecture. While RoBERTa and BERT are derived from the encoder, T5
includes both.

2.4

Interpretability and Explainability

Often, interpretability and explainability are used interchangeably in the AI community [58]. They refer to a system’s ability to justify or explain the reasoning behind
its decisions. Using explainability terms, we will pursue the equivalent approach in
this thesis.

2.4.1

Local vs global

The local methods explain how each instance in the dataset is predicted, whereas
the global techniques examine how the feature leads to a final prediction. Local
techniques are used to resolve scenarios in which understanding a particular case or
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batch of data is crucial. For example, we may use local methods like LIME (Local
Interpretable Model-agnostic Explanations) [76, 74] or SHapley Additive exPlanations(SHAP) [57] to study how features affect final targets; or the features helpful in
discovering biases are typically ranked in global studies like perturbation methods.

2.4.2

Black-Box versus White-Box

Model agnostic or black box methods do not depend on the model architecture
and assume we do not know anything about it. Because of this, any machine learning
model can be explained using these methods. A white-box or model-transparent
method requires an architecture that enables them to pull new explanations or insights
from elements or layers. As a result, those methods are machine learning or model
architecture dependent. The use of white-box techniques is common in deep learning
and especially in vision applications.

2.4.3

Post-Hoc methods versus Self-Explanatory models

In post-hoc methods, a model that has already been built, usually offline, is explained. In this method, the explanation has no impact on the model architecture,
whereas the self-explanatory model already does. In addition to predicting the
main objectives, the model contains a module that will generate an explanation during
training [60, 73].

2.4.4

Explainability for Deep Neural Networks models

The deep learning methods can improve the performance in different benchmarks
and applications, resulting in a rise in usage while the model size grows simultaneously. Furthermore, this machine learning method is a black box, which requires
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more comprehensive and efficient explanation strategies. The study [73] classified the
explanation method as shown in Figure 2.7, and we will review it in this section.

2.4.4.1

Visualization Methods

This method computes how the input data affects the final decision in a DNN model,
such as the Saliency Map, which computes the gradients of the input data and uses
it as a sensitivity score of the output to input data [82].Visualization methods are
typically used post-hoc and are considered local and white-box explanation methods. Back-propagation-based methods and perturbation-based methods fall under
this method category.
Back-propagation-based methods. This method calculates and visualizes the
prediction’s sensitivity to inputs. The feature effects are calculated based on the
breakdown of the gradient from the output to the input during the training step. As
an example, CAM and Grad-CAM [80] are methods of constructing class activation
functions (CAM) in CNNs by using global average pooling (GAP). Figure ?? shows
an example output of Grad-CAM that emphasizes how the model could predict different classes (dog and cat). Activation Maximization, Layer-Wise Relevance Propagation(LRP), Deconvolution, DeepLIFT, and Integrated Gradients are the other
methods in this category.
Perturbation methods. This method calculates the relevance by comparing the
network’s output with the original and augmented data by modifying or deleting the
input variable. Intuitively, it delivers a score on how the change in input can affect
the outcome. For example, the occlusion sensitivity method patches the image with
a gray block and analyses how patches in different positions can impact the model
prediction. This method will show a significant drop in projection when the patches
apply to the dog’s face in a photo with a dog. In this subcategory, there are four
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Activation Maximization [23]
Deconvolution [109, 108]
CAM and Grad-CAM [116, 80]
Back-Propagation
LRP [7, 48, 5, 6, 18, 64]
DeepLIFT [81]
Integrated Gradients [88, 89]

Visualization

Occlusion Sensitivity [108, 115]
Representation Erasure [52]
Perturbation
Meaningful Perturbation [25]
Prediction Difference Analysis [117, 78]
LIME [76, 74]
Anchor-LIME [75]
Anchors [77]
Local Approximation
STREAK [22]
Explaining DNNs Methods

SHAP [57]
Distillation

Causal SHAP [36]
Tree Based [29, 91, 114]
FSA Based [40]
Model Translation
Graph Based [113, 112]
Rule Based [65, 34]
Single-Modal Weighting
[8, 59, 102, 96, 51, 43]
Attention Mechanisms
Multi-Modal Interaction
[97, 107, 4, 68, 32, 93, 62, 3, 106]

Intrinsic

Text Explanation
[35, 12, 67, 46, 110, 55, 37]
Joint Training

Explanation Association [49, 1, 19, 41]
Model Prototype [53, 13]

Figure 2.7: Methods for explaining Deep Neural Networks [73]
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Figure 2.8: (a, g) shows similar original images. [b–f] provides cat category visualization using different methods; similarly, [h–f] delivers it for the dog category. (c, f) for
Grad-Cam [80] localizes class-discriminative region, (b) Guided Backpropagation [87]
highlighting all contribution features, and (d) is the combination of (b, c). The result
in (c) is similar to (e) from occasion sensitivity with much less computation. The
red region in (c,f, i, l) refers to a higher score, while it is blue in (e,k). (l, f) are
representations of ResNet, while others use VGG-16. [80]
more methods: Representation Erasure, Meaningful Perturbation, and Prediction
Difference Analysis [73].

2.4.4.2

Distillation Methods

This post-hoc explanation method generates a white-box or interpretable surrogate
model of the original model. Called distillation, it generalizes knowledge seized in a
model during training with a more explainable model built with a dataset labeled by
the outcome of the trained model. Figure 2.9 presents an intrinsic method where the
behavior of model g as a surrogate explanation can explain the original model f .
Local Approximation methods. The method builds a local distilled model to
explain decisions for a subset of input data. The most popular explanation technique
in this category is LIME (Local Interpretable Model-agnostic Explanations) [76, 74] .
LIME creates a new dataset around instances of interest by sampling from the training
data distribution and labeling them with the trained model. Constructing a weighted
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Figure 2.9: An intrinsic method where the behavior of model g as a surrogate explanation can explain the original model f [73].
linear model takes the best m features from the dataset and weights them according
to the distance to the desired instance. Then use the weighted linear model to explain
the model for the local instance. As per Figure 2.7, this subcategory includes five
more techniques Anchor-Lime, Anchors, STREAK, SHAP, and Casual SHAP.
Model Translation methods. The methods in this subcategory translate the
model behavior for the entire dataset (global explanation method) versus a subset
dataset (local explanation method). They build a new uncomplicated model based
on input data, some mid-level information, such as learned filters, and the actual
model outcome as a label. In Distillation to Decision Tree methods, we can refer to
the study [38] that used a soft decision tree to generate new insight. Distillation to
Finite State Automata (FSA), Distillation into Graphs, and Distillation into Causal
and Rule-based Models are the other methods deemed Model Translation methods.

2.4.4.3

Intrinsic

In the approach called the intrinsic method, the explanation is part of the model architecture (self-explanatory models), built during training, and provides the explanation
besides the objectives like classification.
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Attention Mechanisms methods. Attention mechanisms could improve the
model performance in different applications and still be used to forge new translations
from a DNN’s model behavior. These methods have yet to offer a new result; intuitively, we employed the attention layers in different phases to comprehend how the
model interacts with various combinations of input data with itself or the outcome.
This subcategory includes Single-Modal Weighting, which applies the same approach
to a single model, and Multi-Modal Interaction methods, where we deal with multiple
models per project necessities [73].
Joint Training methods. These methods influence the model architecture to
produce a new outcome as an explanation which can be called an extra task. It is
the most beneficial method in NLP applications delivering the new perspicuity in
different human-readable formats such as the essential tokens or sections, humanreadable concepts, or objects. This technique category includes Text Explanation,
Explanation Association, and Model Prototype [73].
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Chapter 3

Related Works

The purpose of this chapter is to review relevant works to our study. There are a
variety of ways to categorize explainable NLP research. To review from a different
perspective, we focused more on approaches rather than studies.

3.1
3.1.1

Standard Methods
General Purpose Solutions

LIME (Local Interpretable Model-Agnostic Explanations) is the most popular local
approximation method [74]. The technique explains each prediction with a local,
interpretable model approximated from any black box machine learning model. When
applied to studies, the LIME is a way of constructing the baseline interpretation [101,
17] or integrating another approach to improve it [84]. It is also the basis for many
algorithms aimed at interpreting models more precisely [76, 74].
One disadvantage of LIME, which uses linear input combinations, is that while
local explanations are available, they are not guaranteed to be precise or comprehensive for an unseen instance [77]. Various extensions attempted to resolve this
challenge by applying different approaches. The Anchors method used the rule-based
procedure with a collection of if-then [77]. This method excludes non-influential in-
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Figure 3.1: Two examples of how LIME and anchors work. On the left is an example
from natural language processing, while on the right is a two-dimensional dataset
depicting the technique [77].
put data in the interpretation step, thus anchoring the explanation to limited and
sufficient input features. The second drawback of LIME is its slow performance in
training linear models with a large dataset [22, 73]. Training has been changed to improve performance in other methods, such as STREAK [22]. For instance, STREAK
solves a combinatorial optimization (maximization) greedily to select critical input
components (such as superpixels in images), thereby reducing the training datasets.
A second prevalent method utilized to interpret the black-box model offline is
SHAP (SHapley Additive Explanations). By calculating the contribution of each feature to the prediction of an instance x, SHAP aims to explain the prediction of that
instance using cooperative game theory [57]. The theory describes how a set of coordinated players should distribute the payoff fairly. This technique is interchangeably
used with LIME to explain the models for developing a baseline [2].

3.1.2

Gradient-based methods

Gradient-based methods evaluate the saliency of input features based on gradient signals passed between output and input during the training of deep neural networks [73].
This category has several explanatory methods, but the saliency map (vanilla gradient) is the most common one. Initially designed for image processing, this method is
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now used for natural language processing. It uses the backpropagation algorithm to
compute the gradients of the input data and then proposes it as a score to present
the sensitivity of the output to input data [82]. In NLP studies, saliency maps are
often used to visualize explanations [94, 2, 100, 24].
A drawback of the saliency map is that it expresses input sensitivity to output rather than individual classes in the output. Layer-Wise Relevance Propagation
(LRP) is another method in this category that resolved this challenge [7]. Similar to
saliency maps, it aids in explaining via visualization [79, 5, 18].

3.2

Attention-Based

Attention as an explanation remains a hot topic in research. Through attention,
intermediate representations of the input data are generated, presenting a potential
avenue for the explanation. It has been discussed in some studies that inputs with
high attention weight have more influence on final outputs [50, 52]. Typically, it starts
with a visualization of attention for a task, then explores the impact of different layers
on the final output (Figure 3.2) [52].
“Attention is not Explanation” challenged the idea and demonstrated the lack of
explanation provided by typical attention modules [42]. Another study, “Attention
is not not Explanation” tried to investigate the previous study [104]! Specifically,
it argued that the assumptions underpinning this work had been inconsistent and
suggested a four-step method for clarifying where/when we could use this explanation.
Another study offered how to use attention to provide appropriate explanations based
on the same idea [95, 9].
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Figure 3.2: The heatmap shows the importance of each layer for the POS task. A
cell represents a neural model layer, a column represents a dimension, and a row
represents a layer [52].

3.3

Rationales

A rationale is a natural-language explanation that does not reveal the inner workings
of an intelligent system. Instead, reasonable rationales are intuitive and accessible to
non-experts [21]. This section will discuss innovative studies that generate rationales
at different levels.

3.3.1

Label-level rationales

Almost all of the studies in previous sections can be considered label-level rationales
since they showed the most significant input to the model. This section discusses
innovative methods that do not necessarily follow these general approaches.
In WT5, the Google research team fine-tunes the T5 model [71] to produce explanations for its outcomes [66]. e-SLNI, CoS-E, Movie Reviews, MultiRC, are the
datasets used in the experiment, which are extended with similar datasets to enrich
the training data and improve the model performance. While there is no explanation
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Figure 3.3: This diagram shows what WT5 looks like when training a text-to-text
model to explain its predictions. By adding the phrase “explain” to the input, the
model learns to generate an explanation [66].
for some of the extended datasets, this work uses the keyword “explain” to clarify whether or not the model requires generating an explanation. In Figure 3.3, we
present examples from WT5 to forge the rationales and outputs.
Meanwhile, the architecture requires a sequence-to-sequence approach (sequenceto-sequence). To implement it, they could use the standard T5 model. As far as the
technical aspect of the model is concerned, it is designed to generate human-readable
output and explanations (generative). At the same time, they could extend the
generation of an explanation to extract an expression from input data (extractive).
To evaluate the model, they used three methods: F1 score (see Equation 3.1), and
bilingual evaluation understudy (BLEU) (See Equation 3.2). Amazon Mechanical
Turk (MTurk)1 was also utilized as a crowdsourcing service, which provided five
independent ratings within the study. The results showed that the new models were
more effective than other state-of-the-art models (Figure 3.4).
1

https://www.mturk.com/
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T P = T rueP ositive, T N = T rueN egative
F P = F alseP ositive, F N = F alseN egative
TP + TN
TP + TN + FP + FN
TP
P recision =
TP + FP
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Recall =
TP + FN
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2 ∗ TP
F1 =
=
P recision + Recall
2 ∗ TP + FP + FN
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1

(3.1)

if c > r




exp 1 − r
if c ≤ r
c
c is the length of the candidate translation.
r is the effective reference corpus length.
X

N
BLEU = BP · exp
wn log pn

(3.2)

n=1

wn is weight between 0 and 1
pn is the modified precision for n-gram
And

N
X

wn = 1

n=1

3.3.2

Sentence level rationales

Label- (token-) level rationales work when we have a dataset with fewer tokens. As the
model inputs and outputs are usually limited, analyzing datasets with long lengths
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Figure 3.4: The table presents the model’s performance, and these figures show the
model’s performance in relation to the number of explanations in the training dataset.
The dash lines express the performance using explanations in every sample during
the training [66].
can be challenging at this level. Instead, studies focused on sentence-level rationales
because the model stipulated a smaller output. This section will review some new
works in this category.
FiD-Ex is a study done by the Facebook AI research group and the collaboration of
the University of Washington [47]. It introduces sentence markers to enable extractive
generation. In this process, they added an ID to the beginning of the sentence and
expected to have the ID generated as the sentence rationales. In addition, they
propose a Fusion-in-Decoder approach, which divides input data into smaller chunks
and encodes each chunk independently using the pre-trained T5 encoder. Afterward,
concatenate the query q with each chunk of the input passage p and feed them to the
encoder. Finally, the encoder’s output will be used by the decoder to produce the
output. An illustration of how this process works can be seen in Figure 3.5.
FiD-Ex used five datasets, such as BoolQ and FEVER, to conduct the experiments. They used sentence rationale F1 (RF1), token F1 (TF1), and intersection
over union (IOU F1) for evaluating the results. In general, they submit slightly bet-
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Figure 3.5: As part of FiD-Ex, the box FiD presents the Fusion-in-Decoder architecture. Additionally, the first section shows how sentence markers work with extra
tokens added to each sentence. [47]
ter performance than the WT5 base, if possible, and better performance than other
state-of-the-art models on others.
Attempting to propose a faithful architecture where a model relies on its Rationale Module for input to produce a result to deliver sentence-level rationales, the
study [30] offers a new idea called single–sentence without rationale supervision. This
process divides documents into sentences and feeds them with the query document
to a pre-trained BERT base model connected to a linear layer to predict the outcome
individually. Then in a procedure, it generates the confidence score for every sentence and relies on it to identify the best prediction from the most relevant rationale.
Figure 3.6 illustrates the flow of the process described.
This study runs on three datasets, MultiRC, FEVER, and Movies, compared
with the BERT model while providing suitable rationales. The study succeeded in
maintaining performance while providing acceptable rationales. The rationales were
based on precision, recall, and F1 rather than token-level IOU to avoid impacting the
metrics from sentence length. This study requires one of the multiple explanations
to support its claim, which is a downside despite its neat methodology.
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Figure 3.6: It presents the model architecture. Each sample is divided into its sentences (1), encoded via BERT (2), followed by a linear layer (3). Losses are calculated
separately for each input part (4,5). The score is derived by max-pooling (6) and normalized (7) to calculate the weighted loss (8). The input part with the highest score
(6) is used for prediction. [30]
3.3.3

Group-level rationales

It is also possible to select a group of tokens as the rationales with a similar impact.
In this section, we will review studies that take such an approach.
In the study [14], a new approach called group mask (GMask) is developed that
identifies feature attributions and detects interactions between features to generate
post-hoc explanations for neural network models. As part of this method, correlated
words from an input text pair are grouped and measured for their contribution to
the corresponding NLP task. It was based on another work introducing the Word
Mask [16]. The Word Mask is a post-training interpretation try to remove the input
(mask) and keep the accuracy satisfactory. It uses a trainable masking layer (component) to filter the input data to the model and compare the result with model
prediction.
Group Mask first runs the word mask process to extract the critical input by
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Figure 3.7: Word masks are shown on the left, while Group masks are shown on the
right. [14]

Figure 3.8: Here is an example of the output generated by GMASK. Colored blocks
indicate word or group importance, and purple lines indicate group membership probability. [14]
masking them. Using different input data, Group Mask will create n samples for t
possible groups. Then z is generated as the binary sample from Z. Finally, there is a
one-hot encoding vector to present selected groups as g and a new block representing
group importance. Figure 3.7 illustrates how Group Mask works.
This study runs this experiment on four different datasets like e-SNLI and Quora.
It performs slightly better than methods like LIME for two base models like BERT.
This study used the area over the perturbation curve (AOPC) as a measure of explanation comprehensiveness. Figure 3.8 shows an example of GMASK.
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Chapter 4

Methods

In this thesis, we studied the effect of the attention mechanism on the performance of a
self-explanatory model. As discussed in Chapter 2, this method influenced the model
architecture to handle the explainability by adding a new module to the architecture
and producing a translation. In Chapter 3, we reviewed different self-explanatory
models to explain various levels of explainability. Meanwhile, we believed the attention mechanism could improve explainability similar to its significant impact on
improving the NLP model performances [90], while no study examined it before.
As a popular attention mechanism, the Self-Attention method has an Extention
called Cross-Attention, where we can produce an attention vector from two input
vectors instead of one. It can help to retry the successful idea of breaking the document into two or more [47, 30] besides a new attention mechanism. In contrast, all
datasets are not arranged in two separate documents, like hypothesis and premises
in an inference dataset. Thus, we must also define a procedure for converting one
document dataset like CoS-E to the new format.
In this thesis, we chose CoS-E because it is the smallest dataset in ERASER and,
therefore, faster to train. At the same time, it is a commonsense explanations dataset
requiring a knowledge base attached to the dataset. There is a document(question),
five objectives as the answers to the question, the answer, and rationales presenting
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the influential keywords. This dataset is reviewed in detail in Chapter 5. Moreover, after training the models, we used the ERASER benchmark to generate model
accuracy, IOU F1, and Token F1 to assess model performance.
The purpose of this chapter is to review each of the hypotheses, ideas, and approaches that can be used to build a new self-explanatory architecture that has improved performance.

4.1

Hypotheses and Goals

In order to evaluate the proposed architectures, we should revisit some assumptions
in the proposed architecture and the goals we would like to achieve during this study.

4.1.1

Two-documents scenarios

This study assumes that we can separate the input data into two documents, while
some datasets are not initially designed in two separate documents. Consequently, we
need a thorough approach to transform all the available datasets in the benchmark
into this new format called Two-Documents.
When we can have two documents in a dataset, such as a question-answering
dataset, we can use the passage and question as two separate documents and designs. Technically, we consider use and intent when separating data rather than the
document size. Therefore, the passage size in a question-answering dataset is not
substantial, and the passage will always appear first. In this case, the process is
straightforward.
However, there are some exceptions when we cannot break the documents. It is
impossible to split a CoS-E dataset, for example, if it contains one sentence as input.
Here, we proposed two ideas to design a Two-Documents format for such a dataset
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by getting help from their objective information. Below, we defined the ideas, and
Table 4.1 provides examples of each.
• Idea one: Document one will retain the document, while document two encloses possible objective values. We will not change the objective; intuitively,
the rationale will appear in the initial document.
• Idea two: Similar to the first idea, we will keep the whole document as the first
input. In the second document, we will use one of the possible options from the
objective so that the target will be changed to a binary outcome. Finally, the
information in a single instance is expanded into multiple instances based on the
size of the primary objective function. After we have multiple instances, we can
finally relate them by converting all augmented instances to one by considering
them as outputs of a classification problem.

4.1.2

Faithfulness

In Self-Explanatory models, the explanation must be part of the model, but it does
not specify how explanation and Objective Modules should be related. In such an
architecture, we can call it faithful if they are connected, enabling the Rationale Module to present the reasoning behind the outcome. The model architecture proposed
in this thesis is designed following this paradigm.

4.1.3

Multi-Class vs Multi-Label

Various classification types exist in practice that can be grouped into multi-classes
(multi-outputs) or multi-labels. When using a multi-class dataset, we have to select
a class from a group, whereas we can pick multiple classes with a multi-label dataset.
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Table 4.1: Examples illustrated the ideas of how to divide a document into two where
it is not attainable.
An example instance from CoS-E dataset
Document
Objective Classes
Sammy wanted to go to where the A) Race track, B) Populated arpeople were. Where might he go ? eas, C) The desert, D) Apartment,
E) Roadblock

Document 1
Sammy wanted to go to where the
people were. Where might he go ?

Document 1
Sammy wanted to go to where the
people were. Where might he go ?
Sammy wanted to go to where the
people were. Where might he go ?
Sammy wanted to go to where the
people were. Where might he go ?
Sammy wanted to go to where the
people were. Where might he go ?
Sammy wanted to go to where the
people were. Where might he go ?

Idea 1
Document 2
race track, populated areas, the
desert, apartment, roadblock

Output
B

Output
B

Idea 2
Document 2
race track

Output
0

populated areas

1

the desert

0

apartment

0

roadblock

0

Most classification problems/tasks, including Stanford Natural Language Inference
(SNLI), are multi-class problems/tasks. The topic modeling category is one example
of a multi-label category that requires the designation of different topics to an instance
of a document. This study will use a multi-label design to locate the rationales and
a multi-class design to denote the outcome.

4.2

Model Architecture

Here, we will define the architecture offered with various dependent designs, yielding
a unique architecture. First, we will discuss high-level architecture, where modules
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Document
1

Text
Embedder
Rationale
Module

Document
2

Objective
Module

Text
Embedder

Figure 4.1: The high-level design of the proposed architecture.
are connected to achieve both goals. Then we will review the modules and discuss
the attention mechanism suggested in each module. The final section will focus on
techniques for transmitting knowledge between modules and a list of ideas we will
explore.

4.2.1

High-level Architecture

In Figure 4.1, we present the high-level architecture, assuming two documents are in
the reconstructed dataset. There are three substantial sections in this design that
illustrate a complete architecture. The first part collects the input data and feeds it
to a Transformer to obtain an embedding vector for each document. The following
module, called Rationale, generates explanations (rationales) plus the new summary
vector from the collected knowledge. Finally, the Objective Module provides the
objective based on the two-document formatted information.

4.2.2

Attention

Besides investigating the self-explanatory approach in this study, we also wanted to
devise some new attention mechanisms and examine their results. In this regard, we
proposed three distinct attention mechanisms called modules, which we will incorporate into multiple areas of the final architecture. The modules will receive two vectors
depicting the two-document form and yield a vector with the input data size.

39

q
Vector 1
v
Vector 2

Cross
Attention

k

Figure 4.2: Attention module 1.
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Figure 4.3: Attention module 2.
The attention modules include various blocks in the form of self-attention or crossattention connected in different structures. Every internal attention block self/cross
also possesses additional hyper-parameters that affect the final performance. A crossattention block is based on the self-attention architecture, with input data being a
single vector in self-attention and two in cross-attention.
Figure 4.2 illustrates the first and the most straightforward attention module. It
only possesses a cross-attention block that obtains the query (q) vector from the first
vector (denoting the first document) and the key (k) vector, and the value (v) vector
from the second one.
The second attention module includes the first module architecture with a selfattention block at the end. Figure 4.3 represents the second module.
In the first two attention modules, the query vector acquired from the first vector
likely yields ignoring some information where the query can be from the second vector.
We tried to fix the challenge in the third attention module and include both scenarios
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Figure 4.4: Attention module 3.
in the design. As a result, we have two cross-attention blocks followed by two selfattention blocks. Ultimately, we endeavored to recap the rendered knowledge by
a cross-attention and revamp by a self-attention block. The proposed architecture
inspired by this study [54] Figure 4.4 shows the last attention module.

4.2.3

Rationale Module and Objective Module

The proposed architecture pursues the identical pattern design for the Rationale and
Objective Modules with a dissimilarity at the final layer (objective). Figure 4.5 shows
the general module design for the Rationale Module with the available blocks/modules
grouped in a superblock obtain input vector from text embedder (a transformer here).
The proposed architecture pursues an identical pattern design for the Rationale
and Objective Modules with a dissimilarity at the final layer (objective). Figure 4.5
shows the general module design for the rationale module, grouped into a superblock that obtains input vectors from a text embedder (a transformer). Next, Seq2Seq
encoder blocks reshape and compress the input vectors and feed them to the attention

Text
Embedder

Seq2Seq
Encoder
Attention
Module

Premise

Text
Embedder

Seq2Seq
Encoder

Objective

Hypothesis

Dense Layer
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Figure 4.5: Base module architeture
module discussed previously. The output of the attention modules is the input vector
for a dense layer, which produces the objective layer’s input vector. Depending on the
module type, the objective layers require a multi-label output design for the Rationale
Module and multi-class architecture for the Objective Module.

4.2.4

Knowledge transfer between modules

It is possible to transmit information from the Rationale Module to the Objective
Module in multiple ways. First, we applied two distinct approaches to obtain data,
and then we utilized four other techniques to transform outcomes into data that
would be fed to the Objective Module. This section demonstrates all eight possible
scenarios by illustrating each of these approaches.
The Rationale Module delivers two vectors: the output vector in two-document
format and rationales as the objective. Using the output vectors, we applied two
different approaches. In the first practice, we preserved it as is, and in the second,
we attempted to build a Bernoulli distribution layer. As a result, the output vector
in the second approach is the result of sampling from this distribution layer.
Using the last vector as the input vector for the Objective Module, we developed
four different methods:
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• Method 1: Use vector without any modifications.
• Method 2: Add embedding vectors to the related vector (residual).
• Method 3: Use vector as the weight and multiply to the embedding vectors.
• Method 4: Add embedding vector to the output of Method 3.
Thus, we will have eight unique scenarios to transfer knowledge from the Rationale
Module to the objective model. All experimental methods will be retained in this
study, and how they affect model performance will be discussed.
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Chapter 5

Experiment setup

Throughout this chapter, we will discuss the setup for all the experiments. There will
be details about the dataset, the primary tools, and libraries, as well as the source
code and fine-tuning.

5.1

Datasets

As part of this study, we reviewed multiple datasets that focused on explaining tasks
from different perspectives. Then we realized that testing a new approach or architecture on a wide range of NLP tasks is best done on the benchmark. This section
discusses and describes our choices in detail.

5.1.1

ERASER benchmark

We witnessed a new generation of standards/benchmarks to address different task
challenges from diverse perspectives following the success of state-of-the-art neural
network models in benchmarks like GLUE. Additionally, NLP explainability needs a
new benchmark that promotes interpretability across various tasks. One of the best
benchmarks for meeting this demand is ERASER [17].
A total of seven datasets are included in this dataset, derived from popular
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datasets enriched with tokens that provide explanations for the input data. Two
types of datasets are available: copies of the whole dataset, like CoS-E and e-SNLI,
or comprehensive rationales for a subset of the entire dataset, like BoolQ. Furthermore, the target tokens are represented as pairs of numbers, referring to the start and
end tokens as a rationale. Rationales are intuitively a list and can appear in every
input document. An overview of the dataset list is provided in Table 5.1.
Table 5.1: Overview of datasets in the ERASER benchmark [17].
Name
Evidence
Inference BoolQ
Movie Reviews
FEVER
MultiRC
CoS-E
e-SNLI

Size(train/dev/test)
7958/972/959
6363/1491/2817
1600/200/200
97957/6122/6111
24029/3214/4848
8733/1092/1092
911938/16449/16429

Tokens
4761
3583
774
327
303
28
16

ERASER benchmark datasets require the model to be evaluated with two different
metrics. The first is the primary objective of the dataset, and the latter is a review of
the quality of rationales. ERASER has attached multiple metrics to its second goal
to ensure explainability:
• Discrete: Measures the exact match between target and prediction.
• Soft: The intersection-over-union (IOU) method is used to compute partial
matches at the token level. In other words, it is the overlap of the tokens
covered by two spans divided by their union size. It is considered a match if the
ground truth rationale overlaps with it over a certain threshold (0.5). Finally,
F1, Recall, and Precision (See Equation 3.1) are calculated using IOU.
Here is the link1 to the benchmark’s source code. This package contains two core
1

https://github.com/jayded/eraserbenchmark
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files: utils and metrics, which are used to evaluate the trained model against released
datasets. We added the whole repository as a submodule to the training pipeline to
generate related metrics.

5.1.2

Commonsense Explanations (CoS-E) dataset

This dataset combines Commonsense Question Answering (CQA) datasets with human common sense explanations. The rationales are presented in the form of openended statements and span text. This version (1.0) has three choices and is smaller
than the new version. In 2020, it was updated with five answers (version 1.1).
ERASER used the latest version (1.1) and formatted it according to the general
dataset design. As an explanation, it only contains span-text information. Table 5.2
shows several examples from this dataset.
Table 5.2: Examples data from CoS-E Data in ERASER benchmark [17].
Document
Sammy wanted to go to where the
people were. Where might he go ?
What home entertainment equipment requires cable ?
Where is a bald eagle safe ?

Can you name a good reason for
attending school ?
Who was the head of the branch
yelling at ?

Objective Classes
A) Radio shack, B) Substation, C)
Cabinet, D) Television, E) Desk
A) Race track, B) Populated areas, C) The desert, D) Apartment,
E) Roadblock
A) Pine tree, B) Open country,
C) In Washington, D) Wildlife
refuge, E) Sky
A) Get smart, B) Boredom, C)
Colds and flu, D) Taking tests, E)
Spend time
A) Owner, B) Foot, C) Subordinate, D) Base, E) Point

Output
B
D

D

A

C

Because e-SNLI has fewer tokens in a row, we were able to focus on token selection
instead of sentences as explanations in our experiment. We opted for a smaller dataset
rather than the e-SNLI dataset because the training process would take at least 12
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hours. Therefore, we migrated to the CoS-E dataset, which is smaller and more
complex.

5.2
5.2.1

Tools and libraries
Huggingface

It claims to be on a mission to democratize good machine learning. Huggingface’s
most famous library, “Transformer,” was created to simplify state-of-the-art machine
learning techniques. The library is written in Python and supports Python, TensorFlow, and JAX. In addition, it provides APIs to download and train state-of-the-art
pre-trained models quickly. Natural language processing, images, audio, and multimodal applications can use pre-trained models.
In addition to the pre-trained model, the web version offers more leisurely exploration and access to the models, even if we wish to exclude the main library. Moreover,
the Transformers library can handle some pre-processing steps, such as tokenization,
required by some applications, like NLP.
There is a vast collection of datasets available for different tasks or applications.
It is a problem that no one repository manages them appropriately and updates them
regularly. In order to deal with it, the Huggingface team created an online repository
containing over 9K datasets and updated them daily.

5.2.2

AllenNLP

A team developed the library at the Allen Institute for AI (Allen AI) of the same
name. The platform provides intuitive tools for building state-of-the-art models for
NLP applications. Based on PyTorch, it possesses libraries like Huggingface to make
development faster, more flexible, and extensible.
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As a known rule, AllenNLP runs under the following objectives:
• An abstract library encapsulates and incorporates commonly-used datasets and
models in NLP research.
• An extensible collection of pre-trained models can be used to conduct experiments.
• The code base incorporates state-of-the-art model architectures and modules.
• Abstracts away the training process through a configurable design.
• An open-source project driven by the community.
We will review AllenNLP’s components in the following subsections.
5.2.2.1

Dataset Reader

The first step in this module is to convert the raw data into a format the models
can understand. With input formats such as TestFiled and LabelField, instances (a
data structure for input data) can be constructed. In addition, the DatasetReader
tokenizes the data according to the format requested. For example, data feeds for
BERT models require specific tokenizers. This module automatically downloads and
runs the related tokenizer on the data to generate the final instances. Figure 5.1
provides an overview of how this module works.
5.2.2.2

Model

According to Figure 5.2, the AllenNLP model is a PyTorch module that receives
batch data, processes it with a forward function, and generates an output with the
loss value. All new models must inherit this module to handle the training process
in AllenNLP.
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Figure 5.1: Dataset Reader [28]

Figure 5.2: AllenNLP Model architecture [27]

Figure 5.3: An example of a model [26]
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In general, input text must be converted into tokens IDS before being used in a
model. Typically, the model encodes them with a text embedder, such as a Transformer. Using different modules or layers, such as Seq2Seq Encoder, it then constructs
the multiple components and decides on the outcome, similar to a class. Figure 5.3
shows an example of such a model.
5.2.2.3

Training and Evaluation

It is natural for training to follow similar routines while incorporating different components. As a result, AllenNLP can customize the process without requiring direct
coding. Typical patterns of the process are as follows:
• Create input data batches in the format of instance groups.
• Run the model with the prepared data batches.
• Gather the loss values.
• Execute PyTorch backward function.
• Run Optimizer.
• Clear gradient collector.
• Control the training loop by using methods such as early stops and updating
hyper-parameters like learning rate.
• Maintain the best model and model checkpoints.
Furthermore, AllenNLP configurations can change the entire process, which we
will discuss later. The model can also be evaluated over the desired dataset using the
exact configuration. The only requirement is a helper class to illustrate the prediction
process and a function to encode the outputs.
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5.2.2.4

Re-configurable Design

As discussed earlier, AllenNLP can run studies with a configuration file containing
all necessary components and steps. Figure 5.4 shows an example configuration. The
configuration is defined in the following sections:
• Dataset reader: This contains all the parameters needed to register Dataset
Reader instances for the dataset used for training.
• Validation dataset reader: The same item as the previous one, but used for
validation.
• Data loader: Design a component that coordinates bucketing and generates
training batches.
• Data paths: specify the dataset paths for training, validation, and testing.
• Model: Include all the data needed to construct a model.
• Trainer: Defining max epochs, metrics, checkpoint, optimizer, learning rates,
and visualizations for customizing training steps.
• Seeds: Seeds for Numpy, PyTorch, and Random libraries can be determined.
A parameter named ‘type’ identifies the type of configuration block in AllenNLP
library. It usually defines by annotation before defining a new class. As a result, the
new class will be registered in the base library and populated with the name defined
in the annotation. All new additions are piled up in AllenNLP at the start time and
are related to the configuration components.
Using Jsonnet, this package extends the experiment’s customizability. Jsonnet
allows overriding parameters by environment variables and dynamically changing
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Figure 5.4: An example of the AllenNLP configuration used in this thesis
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configurations. Thanks to Jsonnet, developers can concentrate on constructing and
revising the main components in real-time.

5.2.2.5

How to Run

AllenNLP supports Command Line Interface (CLI) to run a training/evaluation process. It requires a list of parameters, including the path to the configuration file
and the path to the new library package. The CLI dependency in runtime makes
debugging more challenging, but a wrapper code can be used to invoke AllenNLP
from Python to resolve this problem. We developed an excellent wrapper for running
whole processes, such as training, evaluation, benchmarking, and debugging, during
this study.

5.3

Infrastructure

The experiments were conducted at Holland Computing Center (HCC)2 . Crane, a
Top500 supercomputer that checks in at 121 TeraFLOPS, is the fastest resource at
the HCC in Nebraska. We used the GPU cluster from Crane, equipped with Tesla
P100 and V100 GPUs. For testing/running, a SLRUM script needs to be written, customized with configuration requirements, and submitted to the cluster. Ultimately,
we developed a script that could be customized to suit different experiments with
different parameters.
2

https://hcc.unl.edu/
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5.4

code

We used GitHub for source version control, and all the code with the description is
available in this link3 .

3

https://github.com/rafaie/xnlp eraser
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Chapter 6

Results

In this chapter, we will review the results of all the experiments we conducted in
this study. First, we will examine the results of reproducing the ERASER baseline
and compare them with our results after the upgrade. Afterward, we will review the
original experiments step by step to determine which idea could produce a better
objective and explainable result.

6.1

Baseline

Our first step was to review the baseline code from this link1 to reuse the code for
pre-processing datasets. Since it was using the old version of AllenNLP, we decided
to upgrade the code. Ultimately, we could have the baseline code support all the new
libraries, which we could re-run and review.
Following the migration to the new version, we could re-run the baseline for some
datasets and compare them with the original paper [17] and website2 . Table 6.1
presents the results after re-running in addition to the numbers from the original
paper. From the results, we can see that accuracy drops a lot while rationales improve.
1
2

https://github.com/successar/Eraser-Benchmark-Baseline-Models
https://www.eraserbenchmark.com/#leaderboard
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Changing the parameters and debugging the code failed to improve the results, and
there needed to be more improvement.
Table 6.1: Comparing the baseline after migration to the new AllenNLP version to
the old version
Bert-To-Bert (upgrade)
Bert-To-Bert (original)

Accuracy
0.256
0.344

IOU F1
0.443
0.389

Token F1
0.571
0.519

Due to the fact that we were not able to reproduce a similar result, we decided to
improve the model using the paper numbers as a baseline.

6.2

Experiments

Many ideas in the proposed experiments were ready to be tested, as discussed in
Chapter 4. It means combining ideas and finding the best one required an organized
process. We began by determining what idea would work for our dataset to generate
two-document input data. After that, we chose the appropriate attention mechanism
for both the rational and objective modules. Last but not least, we focused on transferring information from the rationale module to the objective one and comparing
their performance.

6.2.1

Two-Documents format

In Chapter 4, we explained two ideas for creating a two-document input data set.
In this step, we do not need rationales since attaching them would decrease the
objective’s performance. Therefore, we used just the Objective Module.
This experiment used a fixed learning rate and different batch sizes [4, 6, 8, 10, 12,
14, 16]. Table 6.2 displays the best accuracy for every idea. Overall, Idea 2 performed
better in every scenario tested.
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Table 6.2: Model performance for different Two-Documents format
Idea 1
Idea 2
6.2.2

Accuracy
0.243
0.295

Attention module performance

The experiment included all modules (objective and rationale). We used the Bernoulli
distribution layer to transfer information from the rationale module to the next one.
Table 6.3: A comparison of the performance of models based on attention modules
Simple Cross Attention
Cross Self Attention
Cross Modality

Accuracy
0.296
0.344
0.346

IOU F1
0.379
0.353
0.377

Token F1
0.548
0.520
0.545

Using different attention models, Table 6.3 displays the best performance from
multiple runs. Once again, we used different batch sizes [8, 10, 12, 14, 16] while
keeping the same learning rate to tune the result. According to the results, the Cross
Modality module improves the model’s outcome in explainability and performance
(accuracy). Throughout the rest of this experiment, we will default to Cross Modality
for attention.

6.2.3

Knowledge transfer performance

In this section, we will discuss the impact of different knowledge transfers between
modules on model performance. According to our previous discussion, we decided on
idea 2 to generate two-documents input data and Cross Modality for the attention.
Table 6.4 depicts the idea of every method experimented with in this step.
Before the training process, we evaluated the best learning rate using a learning
rate finder. In this approach, we start training for an epoch with a significant learning
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Table 6.4: A table defines the method of transferring information from the Rationale
Module to the Objective Module.
Method
Method
Method
Method

1
2
3
4

Definition
Use vector without any modifications
Add embedding vectors to the related vector (residual)
Use vector as the weight and multiply to the embedding vectors.
Add embedding vector to the output of Method 3.

rate and gradually reduce it. Ultimately, it generates a chart based on learning rates
and collected loss values to help find the optimal learning rate.

Figure 6.1: A sample output of the learning rate finder process.
The base code was first enhanced to support this feature, and then we ran it for
different ranges of learning rate and run-time. Figure 6.1 illustrates an example of
the output generated by the learning rate finder. According to the figure, there is no
special area to focus on; instead, the impact of the learning rate after 1e−5 is almost
smooth. Then, we started experimenting with different learning rates in [1e−5 − 1e−6 ]
through our best model and tried different scheduling strategies. Finally, we chose
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6e−6 for the learning rate and 0.92 for the scheduling step.
Table 6.5: A comparison of the performance of models based on attention modules
Method
Method
Method
Method
Method
Method
Method
Method

1
1
2
2
3
3
4
4

+
+
+
+
+
+
+
+

Simple
Bernoulli
Simple
Bernoulli
Simple
Bernoulli
Simple
Bernoulli

Accuracy
0.333
0.223
0.354
0.345
0.312
0.334
0.296
0.333

IOU F1
0.332
0.344
0.372
0.383
0.353
0.385
0.379
0.353

Token F1
0.506
0.544
0.551
0.551
0.538
0.547
0.548
0.538

Table 6.5 illustrates the best results collected for every scenario. Methods refer
to the idea described in Table 6.4, and Simple/Bernoulli are the layers used in the
Rationale Module to develop the base vectors. A dense layer is used in Simple design,
and Bernoulli refers to a layer developed by PyTorch3 .
According to the results, method two is more effective than the other methods.
In addition to improving the model’s performance, it has almost satisfactory results
when providing rationales for the results. While the Bernoulli layer provides slightly
better rationales, the Simple layer could provide better performance.
Table 6.6: Comparing the model performance with a baseline before/after migration.
Baseline - Bert-To-Bert (upgrade)
Baseline - Bert-To-Bert (original)
Method 2 + Simple
Method 2 + Bernoulli

Accuracy
0.256
0.344
0.354
0.345

IOU F1
0.443
0.389
0.372
0.383

Token F1
0.571
0.519
0.551
0.551

Table 6.6 compares the model performance with the baseline. In addition, the
results of the migrated baseline are not reliable as well since the model performance
needs some new fine-tuning. According to the results, the new model could perform
better on all metrics, and on IOU F1 the score is slightly lower.
3

https://pytorch.org/docs/stable/generated/torch.bernoulli.html#torch-bernoulli
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6.2.4

Transformer

The focus of this study was on assessing the impact of new attention on model architecture on performance. In order to set up a fair comparison with the baseline,
we ran all the experiments using the BERT Base Uncased, as it was the transformer
utilized there. Our objective in this section is to determine the impact of using a
larger transformer.
Table 6.7: A comparison of the performance of models with BERT Large
Method
Method
Method
Method

2
2
3
3

+
+
+
+

Simple
Bernoulli
Simple
Bernoulli

Accuracy
0.351
0.355
0.355
0.361

IOU F1
0.3935
0.378
0.353
0.405

Token F1
0.55
0.544
0.538
0.558

The base code supports all encoder-based transformers. For this experiment, we
used the BERT Large Uncased. Table 6.7 shows the results with the two best knowledge transfer methods. According to the results, better transformers can enhance
performance.
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Chapter 7

Conclusions and Future Works

7.1

Conclusions

The objectives of this thesis were multifaceted. First, we reviewed the interpretability
and explainability topic in natural language processing applications. A review of the
literature could take place, and the works could be reorganized into a new design, as
explained in related works. Then we focused on reviewing available tools, libraries,
and infrastructure required for such a study. In the beginning, we migrated from
TensorFlow to Pytorch. In order to increase the flexibility and efficiency of running
the experiment, we adapted the base code to AllenNLP and Huggingface. As a
continuation, we upgraded a benchmark and related baseline code to be able to reuse
it in our study. As a result, the base code and practices are ready for the extension
of this study or related studies. Ultimately, we run an experiment to study the effect
of a new attention mechanism on a specific type of explainability approach called
self-explanatory.
The experiments started with studying ERASER benchmark and related datasets.
Afterward, we chose two datasets to generate the token level explainability and continued with COS-E since it required less training time. We assumed we could have
better model performance if we could transform the input data to a two-documents
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approach. It means we must split the input data into two documents and build
two separate processed to embed and integrate them to handle an objective. In our
proposal, we suggested two ideas for forming a two-document input. We then experimented and found that the complex design in the second idea works better in
COS-E.
During the second step of the experiment, we designed our new architecture for our
self-explanatory model. We also offered three different attention mechanisms called
“Simple Cross-Attention”, “Cross Self-Attention”, and “Cross-Modality”, which are
further described in the method chapter. We then developed all three in our new
architecture and executed and tuned them. The results proved that the “CrossModality” attention mechanism with better performance is the right approach for
continuing the experiment.
There were two modules in the new model architecture, each responsible for managing a unique objective. The first was the Rationale Module to generate the explainability, and the second managed the dataset objective. The Rationale Module
fed the Objective Module to make the new architecture faithful. In this step, we
started reviewing how to transfer the information between modules. As a first step,
we proposed two different final layers for the Rationale Module: Bernoulli and Simple (feed-forward). Then, we suggested four mechanisms for sending the generated
data from the Rationale Module to the Objective Module. We executed all eight
new architectures and tuned them with a new learning rate finder and multiple batch
sizes. According to the results, the proposed solution produced an explanation that
outperformed Token F1 by about 4%, while being about 1% more accurate.
In the end, we reviewed the outcome using a larger transformer. As a result, we
utilized the BERT Large Uncased and conducted the best four experiments from the
previous steps. As a result, the model performed slightly better, proving that a larger
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transformer can enhance model performance.

7.2

Future Work

Future work will focus on continuing the experiments and enhancing them in multiple
directions. Initially, we started the development with two datasets, excluding one
later. So, we will reuse the e-SNLI dataset and run whole steps for this dataset to
revalidate the result of the experiments.
The attention modules are flexible for tuning and changing, but we needed more
time to experiment with them. Update the parameters, such as the size of the internal
heading for self-attention, and review the results. Additionally, all modules in an
experiment received the same attention type. Therefore, we can test the different
mechanisms simultaneously and study the results.
The ERASER Benchmark has more than four datasets suitable for explanatory
analyses at the sentence level. In order to assess the impact of the idea, we can extend
it to these new datasets. Currently, the development supports small tokens for the
dataset, but we would like to expand it to support long documents without cutting
them by token length.
Further, we intend to use larger transformers like RoBERTa [56], expand the
dataset to include more samples and common-sense knowledge, enhance the tuning
process to test more parameters, and automate the learning rate finder to generate
unique combinations.
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