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SIMULATION OF THE HYBRID FUZZY-BOOLEAN
FINITE STATE MACHINE (HFB-FSM)
Hamed Shakouri, M.S.E.E
Western Michigan University, 1998
Several models of fuzzy finite-state automata have been proposed in the
literature. One model which benefits from the existing algorithms for designing
Boolean finite-state machines, has been proposed by J. L. Grantner [8]. This model,
which is called Hybrid Fuzzy-Boolean Finite State Machine (HFB-FSM), along with
its algorithmic design procedure, can be used for implementing dynamic linguistic
systems [7,8,13]. In this thesis we have developed a simulation program for the HFB
FSM model using C++ programming language. In order to simulate a HFB-FSM
model, the user provides the information defining the system's behavior. Based on the
algorithm proposed in [8], the simulation program constructs the state transition table
and overall linguistic model for each fuzzy state. The on-line interaction of the
simulator with the user, allows to tune the adjustable parameters of the system in
order to obtain satisfactory results. For any set of inputs and initial condition, the
simulated HFB FSM model makes the appropriate state transition and generates the
corresponding outputs. Simulation results have illustrated the capability and
effectiveness of the HFB FSM model in modeling the behavior of the dynamic
linguistic systems.
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CHAPTER I
INTRODUCTION
In recent years we have witnessed numerous successful applications of fuzzy
logic theory in different fields of science and technology. This fact is due to the power
of fuzzy logic for handling real-world uncertainty and knowledge representation.
Fuzzy systems are capable of modeling problems that are characterized either by their
complexity or by their lack of a requirement for precision. In the field of engineering,
control applications such as temperature control, traffic control, or process control are
the most prevalent of current fuzzy logic applications. Industrial control systems are
commonly grouped into combinational systems and systems operating in a sequential
fashion. In a combinational control system, the output signals depend entirely on the
state of its input signals, while in a sequential system, some or all of its outputs
depend on previous machine states as well as on current inputs.
One area which can play a significant role in complex sequential control
systems, but little effort has been put on it, is fuzzy finite-state automata. The
concept of uncertainty of being in a particular state when combined with the event
driven behavior of dynamic systems, can create an attractive area for new fuzzy logic
applications.
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Fuzzy automata can model dynamic processes whose current state depends on
the current input(s) and previous state(s). Unlike the deterministic finite-state
automaton, fuzzy automaton is not in one particular state at any instant, instead each
state is occupied to some degree defined by a membership function. Automatic
traffic-light systems, active n01se control, automated navigation systems and
unmanned cars are among those dynamic linguistic models which can be
implemented by fuzzy automata.
Two basic aspects which characterize a fuzzy finite-state machine, are the
output-production method and the state-transition strategy. Employing different fuzzy
relations to accomplish these two tasks leads to different models for fuzzy automata.
Over the last two decades, several models of fuzzy finite-state automata have been
proposed in the literature [1,3,4,5], but most of them suffer from the lack of an
algorithmic design procedure. One model which has been proposed by J. L. Grantner
[8], offers a systematic design method for state transition and output generation tasks.
By using this model in adaptive fuzzy logic controllers, in addition to tuning the
knowledge base, the event-driven behavior of the controller can be also tuned [8].
In this thesis, we have developed a simulation program for designing this
model. The operation of the HFB FSM model for several dynamic linguistic systems
has been verified.
The remainder of this thesis is organized as follows. Chapter II provides a
brief review of deterministic finite-state automata. In Chapter III, theoretical aspects
of fuzzy logic theory are presented in order to provide a conceptual basis for the
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following chapters. In Chapter IV, we first review some of the approaches to model
fuzzy automata, and then introduce the Hybrid Fuzzy-Boolean Finite State Machine
proposed in [8]. Chapter V presents a description of our simulation program modeling
the HFB-FSM, with details about the employed algorithm. Following this description,
simulation results for two examples are presented. Conclusion and further work are
discussed in Chapter VI.

CHAPTER II
OVERVIEW OF FINITE AUTOMATA THEORY
In most digital systems we need circuits whose outputs at any given time are
functions of the external inputs, as well as of the state of the system at that time. Such
circuits are called sequential circuits. If states can only change at instants which
coincide with the arrival of clock pulses, machine is called synchronous and if no
clock is used to schedule the change of states, machine is called asynchronous.
Several types of sequential machines exist in the literature, including deterministic,
nondeterministic, probabilistic, stochastic and fuzzy machines. Santos and Wee in [1]
have extracted the basic properties common to all these machines and developed from
them a general formulation of sequential machines. Gaines and Kohout in [2]
attempted to establish the most general structure possible for a sequential machine. In
particular they have extended the concept of a 'state input-determined' machine to
that of a 'hyperstate hyperinput-determined' machine. The terminology of hyperstate
and hyperinput includes the cases where states and inputs are not well-defined and for
example only the probability distribution of possible current states or inputs are
known. As a starting point and a conceptual basis for later discussions, we review the
general structure of deterministic sequential machines where the system's behavior is
completely defined and determinate.
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Synchronous Sequential Machine
The general schematic diagram of a synchronous sequential machine 1s
depicted in Figure 1.

Xm ---------

Combinational
Logic

............
.......
.

...

I
Y1
-------""'--I

...
i

Y1

Clock
Figure 1. Synchronous Sequential Machine.
The circuit has a finite number m of inputs which defines the set {x 1 , x2 ,

• • • , xm }

input variables and a finite number of outputs constituting the set {z 1 , z2 ,

. . .,

of

zn }of

output variables. Since each input or output variable may take on one of the two
possible values, 0 or 1, there are M=2m distinct input configurations { 11, I 2,

. . . , IM }

6
n

and N=2 distinct output configurations {Oi, 02,

. . .,

ON }. There are k memory

elements in the circuit. The combination of signal values at the outputs of k memory
elements {y 1 , y2,

• • • ,

Yk} defines the current state of the machine, and the values of

the Y's which appear at the outputs of the combinational circuit, define the next state
of machine. With k memory elements, there are K = 2k distinct states which can be
shown by the set S = { Si, S2,

. . •,

SK }.

Definition of the Finite Automaton
A finite state machine (or finite automaton) is an abstract model describing a
sequential machine. The state of a deterministic finite automaton at each discrete
moment is uniquely defined by its state and inputs in the preceding moment.
To put the above definition in a closed form, we can use two different
functions called state transition function FY and output function Fz. Suppose present
state and input are shown by S(t) and X(t) respectively. Also S(t+ 1) and Z(t) are used
to indicate the next state and output respectively.Then:
S(t+l) =Fy {S(t),X(t)}
Z(t) = Fz {S(t), X(t)}

A machine defined by these two formula is generally known as a Mealy
machine. If the output is a function of only the present state, Z(t) = Fz {S (t)}, machine
will be called a Moore machine.
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Synthesis of the Finite Automaton
The general method for designing sequential machines, involves the following
steps:
1. Specification of machine performance: is achieved by using either a state
table or a state diagram which precisely describes the relationship among the inputs,
present state, outputs, and next state.
2. The minimization procedure: the state table should be simplified by
eliminating all redundant states (states whose functions can be accomplished by other
states).
3. State assignment: the type of memory elements is selected and the states of
these elements are assigned to the states of the machine.
4. Construction of transition and output tables: each state entry in the state
table is replaced with the corresponding state of the memory elements.
5. Derivation of excitation and output functions: these functions describe the
effect of the circuit inputs and state variables on the inputs of the memory elements,
and are obtained from the excitation table.
6. Construction of a circuit diagram.

CHAPTER III
FUZZY LOGIC THEORY
Fuzzy logic has come a long way since it was introduced by Dr. Lotfi Zadeh
m 1965. Since that time it has been the focus of many independent research
investigations around the world. The driving force behind the evolution of fuzzy
logic theory is the realization that traditional two-valued logical systems is inadequate
for dealing with imprecision, uncertainty and complexity of the real world. Today, the
concept of uncertainty has become essential in science and technology in order to
reduce the complexity in real systems. Fuzzy logic theory provides a powerful
representation of uncertainties and vague concepts expressed in natural language. This
capability has created rapidly growing applications of fuzzy concepts in different
fields of science and technology. In this chapter we review the basic concepts of fuzzy
set theory and fuzzy logic.
Fuzzy Set
A fuzzy set is defined by a membership function which assigns a membership
degree to each object in the universe of discourse. A membership degree can be any
number of the real continuous interval [0,1] where the endpoints 0 and 1 correspond
to no membership and full membership, respectively.
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A fuzzy set A which maps elements of a given universal set X into real
numbers in [0,1] can be shown by the following notation:
A:X ➔ [0,1]
In this notation each fuzzy set and the associated membership function are
denoted by the same capital letter. So, A(x) indicates the membership degree of x in
A. In the case of finite universal set X = {x 1, x2,

.•• ,

xn }, fuzzy set A can be written as:

A = A(xJ/x 1 + A(xi)lx2 + ... + A(x,Jlxn

Constructing meaningful membership functions for linguistic concepts such as
low, medium, high and so on depends on the context in which they are used.
Triangular function (Figure 2-a) and trapezoidal function (Figure 2-b) are most
common in current applications.
A(x)

A(x)

1

1

Figure 2. Triangular and Trapezoidal Membership Function.
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Height of Fuzzy Set
The height of fuzzy set A denoted by h(A) is the maximum value of the
associated membership function. If h(A) = l, fuzzy set is called normal and if h(A) < l
is called subnormal.
Fuzzy Set Operations
Given two fuzzy sets A and B defined on the universe X, standard fuzzy set
operations are defined by the following rules (4,14]:
Inclusion
A � B � VxeX, A(x) � B(x)
Complement
VxeX, A'(x) = l-A(x)
Union
VxeX, (AuB)(x) = max[A(x), B(x)]
Intersection
VxeX, (AnB)(x) = min[A(x), B(x)]
The important point to notice is that fuzzy operations are not unique, and
different functions may be used to perform these operations in different contexts. In
general, functions that qualify as fuzzy intersections are called t-norms and those
which qualify as fuzzy unions are called t-conorms.
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Fuzzy Relation
Given two universal sets X and Y, a fuzzy relation maps the ordered pairs of
the Cartesian space Xx Yto the interval [0,1]. A fuzzy relation, denoted by R, assigns
a membership degree to each element of the Cartesian space Xx Y. The membership
degree of the ordered pair (x,y) in relation R will be denoted by R(x,y).

Fuzzy Logic
Fuzzy logic is the extension of classical logic where each proposition needs to
be either true or false, to the case where the truth of propositions is a matter of degree.
In this sense, fuzzy logic can be a means to formalize the human capacity of
imprecise reasoning or approximate reasoning.

Fuzzy Proposition
A fuzzy proposition is a statement involving some vague and imprecise terms
like linguistic statements describing height, weight or temperature. In classical logic,
each logical proposition is assigned to a set in the universe of discourse. Fuzzy
propositions are assigned to fuzzy sets. Let P be a fuzzy proposition assigned to fuzzy
set A, P: xEA, then the truth of P, denoted by T(P) is given by: T(P) = A(x). Since
0 ::; A(x) ::; 1, so O ::; T(P) ::; 1.
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Basic Connectives for Fuzzy Logic
Given two fuzzy propositions P and Q, logical connectives of negation,
conjunction, disjunction and implication are defined by the following equations
which are derived from [4] and [14]:

Negation

T(P') = 1-T(P)
Conjunction

T(PAQ) = min[ T(P), T(Q)]
Disjunction

T(PvQ) = max[T(P), T(Q)]
Implication

T(P⇒Q) = max[T(P'), T(Q)]
It should be noted that like fuzzy set theory, there are different models for
fuzzy connectives. The appropriate choice of a connective operator is typically
context dependent.
Approximate Reasoning

The mam goal of fuzzy logic is to form the theoretical foundation for
reasoning based on uncertain knowledge. Such reasoning is called approximate
reasoning and can be simply represented by the system shown in Figure 3.
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Rule Base

l
Fuzzy inputs

Fuzzy Inference Engine

Fuzzy outputs

Figure 3. Simple Fuzzy System.
A rule base is formed by using information about the system's behavior
which is usually given in terms of linguistic statements. The most common form of
these statements is: IF premise (antecedent), THEN conclusion (consequent).
Decision making or inferring fuzzy outputs is achieved by composition of
overall rule and given set of fuzzy inputs. In the next section we will briefly overview
the procedure of constructing the rule base and performing fuzzy inference.

Rule Base and Fuzzy Inference
Since the performance of fuzzy systems is usually described by a collection of
conditional statements, the logic operation of implication is an essential part for
approximate reasoning. The implication connective can be modeled in different ways
and there is an equivalent fuzzy relation for each model. For instance, the implication
P⇒Q (or If xeA Then yeB) defined as T(P⇒Q) = max[T(P'), T(Q)] is equivalent to

fuzzy relation, R = (AxB) u (A'xY). Six different implication operations which have
been suggested in the literature, are listed on the next page.
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Classical implication 1:

R(x,y) = max{min[A(x), B(y)], 1 -A(x)}

Classical implication 2:

R(x,y) = max[B(y), 1 - A(x)]

Mamdani's method:

R(x,y) = min[A(x), B(y)]

Lukasiewicz's implication:

R(x,y) = min{ l , [1 -A(x) + B(y)]}

Bounded sum implication:

R(x,y) = min{l , [A(x) + B(y)]}

Correlation-product implication: R(x,y) = A(x) x B(y)
To review the procedure of constructing the rule base and fuzzy inference in
actual systems, first we consider a single-input, single-output (SISO) system.
SISO System
Consider a fuzzy system with one input X and one output Z and let it's
performance be given by N fuzzy propositions as follows:
RI:

IF Xis XI, THEN Z is Zl

R2:

IF Xis X2, THEN Z is Z2

RN:

IF Xis XN, THEN Z is ZN

Each conditional rule is equivalent to a fuzzy relation as follows:
RI =XI

X

Zl

R2 =X2 x Z2

RN=XNxZN
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By using Mamdani's method, these fuzzy relations can be written as:
'v'(u,w) e Ux W:

Rl(u, w) = min[Xl(u), Zl(w)]
R2(u, w) = min[X2(u), Z2(w)]

RN(u, w) = min[XN(u), ZN(w)]
Where U and W stand for the universe of discourse for fuzzy inputs and
outputs, respectively. To obtain the overall rule, an aggregation strategy needs to be
determined. In our project, overall rule R will be obtained by the union of individual
rules:
R=Rl uR2u...uRN
'v'(u, w)

E

u X W: .

R(u, w) = max[Rl(u, w), R2(u, w),..., RN(u, w)]

Fuzzy conclusion Z is obtained by composition of fuzzy input X and overall
rule R. There are different methods of inference in the literature and each method has
its own significance and applications. For our project, we use the max-min method
which was suggested by Dr. Lotfi Zadeh in his original paper on approximate
reasoning using natural language. This method is defined by the following formula:
Z =XoR
'v'we W, Z(w) =-max{min[X(u), R(u,w)]}
ueU
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Multiple-Input, Single-Output (MISO) System
The following procedure has been described in [11]. Let the MISO system has
M fuzzy inputs represented by )(1),

Jt2J, ..., J(MJ and a single fuzzy output Z. Also let

the system's performance be given by N relations as follows:
Rl: IF J(1J is x/1J and Jt2J is x/2J ... and J(MJ is x/MJ, THEN Z is Zl.
R2: IF J(lJ is Xi1) and )(2) is Xi2J... and J(MJ is x2<MJ, THEN Z is Z2.

RN: IF J(lJ is Xlf1) and Jf2J is Xlf2J... and J(MJ is XlfMJ, THEN Z is ZN.
Where xl1J, x/2J, ..., x/MJ and Zi stand for the values of fuzzy inputs )(1),
J(2J, ..., J(MJ and fuzzy output Z, respectively, when rule Ri is applied (i = 1, 2, ..., N).
Each rule will be decomposed into M separate subrules as follows:
Ri:

Rl1J = xl1J x Zi
Rl.(2) = Al
v-(2)

X

z·l

v-(M) X zl·
Rl.(M) = Al

By using Mamdani's method, sub-rules can be written as:
Ri:

R/1) (u, w) = min[Xl1) (u), Zi(w)]
RP) (u, w) = min[X/2) (u), Zi(w)]

M
RlMJ (u, w) = min[X/ J (u), Zi(w)]
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For this system with M inputs and one output, there are M overall rules which
are given by:
R(I) = Rl (I) u Ri 1 > u... u RJII)
R<2> = Rl <2> u R2<2> u... u RJ/2>

R(M) = R1(M) u RiM) u... u RJIM)
In this case, each fuzzy input will be composed with the corresponding overall
rule and then the fuzzy output is inferred by min-superposition of the results:

In the extended form, the equation for a fuzzy output can be written as:
1
1
Vwe W Z(w) = min{max{min[.X )(u), R< >(u,w)]},..., max{min[XM)(u), R(M)(u,w)]}}

UEU

UEU

Multiple-Input , Multiple-Ouqmt (MIMO) System
Consider a system with M fuzzy inputs .x< 1 >, .x<2> ,..., _x<M) and K fuzzy outputs
z(l>, z<2>,..., z(10 and let the linguistic model describing system's behavior contains N
conditional statements as follows [11]:
Rl: IF x ) is x/ J and x > is x/ > ... and XA() is xlA(),
i

i

2

2

THEN zi) is z/iJ and z2> is z/2> ... and zK) is z/KJ

R2: IF xi) is xii) and x2> is xi2> ... and XA() is xiM>,

THEN zi) is zii) and z2> is zi2> ... and zK) is ziK)

RN: IF Jl ) is X}/ ) and Jl ) is XN ) • . . and )IMJ is X}/MJ,
1

1

2

2

2

THEN z1) is zlf1) and z ) is ZN(2) ... and zK) is zlfK)

Each rule Ri (i = 1, 2, ..., N) will be decomposed into (MxK) sub-rules defined
by following fuzzy relations:
Ri:

R/11J = x/IJ x z/1J
R/MIJ = x/MJ x z/lJ

Rl1KJ = xl1J x z/KJ

Now by using the union operation as aggregation strategy, (MxK) overall rules
of the system are obtained as follows:
R{I I}= Rl (11) u R2(1 I) u ... u RJ-111)

R(MI) = Rl (Ml) u

i<IK)

R2{MI} u ... u RJ.IMI}

= Rl {I} u Ri 1K) u ... u RJ.IIK)

R (MK ) = R 1(MK) u Ri<MK) u...

u RJ.IMK)

With MIMO model, each fuzzy output ziJ is obtained by min-superposition of
all M outputs inferred from the corresponding sub-models:

Zi) = min {[.X 1) o R{li)], [.X2) o R(Zi)],..., [.KM) o R(Mi)]}
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Fuzzification and Defuzzification
The scheme given in Figure 3. needs two more blocks to represent a general
model of a fuzzy system. These blocks are fuzzification and defuzzification modules.
The general model is shown in Figure 4:

Rule Base

Fuzzification

Fuzzy Inference Engine

Defuzzification

Inputs

Outputs

Figure 4. General Fuzzy System.
Fuzzification is the conversion of a cnsp quantity to fuzzy quantity. In
Figure 4, inputs are real numbers representing the measurements of the respective
input variables. These crisp data are subject to experimental error and fuzzification is
a useful tool to express the measurement uncertainty associated with each input
variable. There are different methods to assign membership function to fuzzy
variables and the choice of an appropriate methc1d is application dependent.
Defuzzification is the process of converting a fuzzy quantity to a cnsp
quantity. In many situations, the final output of fuzzy system needs to be a single real
number to define the action taken by the system. So a defuzzification module is
required to convert the outputs of the inference engine to crisp quantities. A number

of defuzzification methods have been proposed in the literature and the choice of a
suitable method is again context dependent. Here we summarize three popular
methods.
Center of Area Method
In this method, the defuzzified value is defined as the value within the input
universal set for which the area under the graph of membership function is devided
into two equal subareas.
Center of Maxima Method
Consider fuzzy set A defined on the universal set X = {x1, x2,

... ,

xn } as:

A = A(x1)/x1 + A(xi)lx2 + ... + A(x,Jlxn

Now define the crisp set Mas: M ={xeX I A(x) = h(A)}, Where h(A) denotes
the height of fuzzy set A. Defuzzified value of fuzzy set A is the average of the
smallest value and the largest value in the crisp set M.
Mean of Maxima Method
In this method, the defuzzified value of fuzzy set A denoted by d�A) is the
average of all values in the crisp set M:

LX

xeM

where IMI denotes the number of elements in M.
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CHAPTER IV
FUZZY FINITE - STATE AUTOMATA
A discussion of fuzzy automata theory must begin with the concept of fuzzy
state. Although, the basic concept of a state requires that the automaton be in only one
state at a time, that state may be uncertain.This uncertainty of being in a particular
(crisp) state, can be well expressed by the concept of fuzzy state. For a fuzzy state,
automaton is in each crisp state to some degree. A fuzzy finite-state automaton is a
state machine whose states are characterized by fuzzy sets and the process of
determining the next state(s) and output(s) are accomplished by using appropriate
fuzzy relations. Different methods for generating next state(s) and output(s), lead to
different models for fuzzy automata. Although, fuzzy finite-state automaton is quite a
new approach, its effectiveness in implementing dynamic linguistic models is now
well-proven. In this chapter, we first describe some existing fuzzy automata models
and related works, and then present the HFB FSM model.
Related Research
WEE and FU in [3] have formulated a class of fuzzy automata and proposed
its application as a model of learning system. In their approach, a finite fuzzy
automata is defined by the quintuple (X, Z, Y, f, g) where:

21
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X = {x b x2, ..., xm } : Input universe of discourse.
Z = {z b z2,
Y=

• . •,

zn } : Output universe of discourse.

{yb y2, ... , Yp}

: Finite set of internal states.

f: Membership of a fuzzy set in Yx Xx Y; that is,f: Yx Xx Y ➔ [O, 1]
g: Membership of a fuzzy set in Z x Xx Y; that is, g: Z x Xx Y ➔ [O, 1]
f is called fuzzy transition function and g the fuzzy output function. For each
(yj, X1o y)

E

Y x Xx Y, f (y;, x1o y) denotes the degree of existence of a transition from

state Y; to Yj when the input is xk. A membership function of unity implies the definite
existence of such a transition, and a zero implies no such transition exists. In order to
decide the existence of the transition, a pair of thresholds may be introduced. Also,
for each (z;,

X1o

y)

E

Z x Xx Y, g (z;,

X1o

y) denotes the degree of materializing of

output z; when system is in state yj and input xk arrives. f and g can be defined by
three-dimensional arrays.In another model suggested in [4] functions f and g are
replaced with two fuzzy relations as follows:
R : A fuzzy relation on Y x Z, called response relation.
S : A fuzzy relation on Xx Y x Y, called state-transition relation.
Given a sequence of inputs and an initial internal state, fuzzy relations R and S
allow us to generate the corresponding sequence of outputs and next states. For any
given fuzzy input A, the state-transition relation S is converted into a binary relation.,
SA> on Yx Y by the formula:
V (y;,Y)

E

Yx Y, SA(zi , zj) =max{min[A(x), S(x,y;,y)]}
XEX

Depending on application, operations min and max employed in this formula can be
replaced with other t-norms and t-conorms, respectively. Now, assuming the present
fuzzy state (;j is given, the next fuzzy state

+I

g

and fuzzy output B, are determined

by the composition operation:

Fuzzy relations Rand Sare defined based on the system's performance which is given
in the form of fuzzy rules. Hirota and Pedrycz in [5] and [6] have generalized fuzzy
JK flip-flops and illustrated their application in realization of state diagram of fuzzy
algorithmic state machines (ASM). They characterized the JK flip-flop by the
fundamental formula:
Q(k + 1) = Flip-Flop(Q(k), J, K)
= (Js K") t (Js Q(k)) t (K's Q'(k))
where Q(k) and Q(k + 1) denotes the current and next states, respectively. J and Kare
current inputs with t and s being some triangular norms. While the dynamics of the
flip-flop is fully represented by the transition Q(k) ➔ Q(k+l), the character of this
transition is fully predetermined by the specification of the triangular norms standing
in the formula of the flip-flop.
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Hybrid Fuzzy-Boolean Finite-State Machine ( HFB FSM)
As we discussed before, each fuzzy automata is characterized by its method of
generating the outputs and next states. In this model (HFB FSM) which was
originally proposed in [8], each fuzzy state is defined by a set of crisp states and a
state membership function:

where Sfic stands for fuzzy state k, Sc represents the set of crisp states, and gk is the
state membership function associated with Sfic. gk has a value of 1 (full membership)
in one and only one crisp state which is called the dominant state of fuzzy state Sfic.
The state membership function as we will discuss later, has a significant role in
constructing the linguistic model for fuzzy states and consequently, in adjusting the
control system.The state transition which is the most important aspect of this
approach, is accomplished by means of a transformation which maps the state change
of a fuzzy variable into state change of a set of two-valued Boolean variables. Based
on a known algorithm to synthesize Boolean FSMs [9], a new method for designing
fuzzy logic FSMs has been developed.
The fuzzy outputs (Zp) of system are obtained by appropriate inference
between fuzzy inputs (Xp) and overall rule associated with the current fuzzy state.
Based on the current state and Boolean inputs (X8), a Boolean output function
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generates the corresponding two-valued Boolean outputs (Zs)- The general model of
the HFB FSM is illustrated in Figure 5 .
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State Membership Function
Suppose there are p crisp states and p fuzzy states in the system. In general
the number of fuzzy states and crisp states doesn't require to be the same, but there
must be one and only one dominant state associated with each fuzzy state [8]. Let

pki

denotes the degree by which crisp state i is occupied when the automaton is in fuzzy
state k. State membership function can be well represented by a matrix as follows:
Pu P12 . . . . . P1p
P21 P22 ····· P2p
G=

.....

Pp1 Pp2 ..... PPP

gl
g2
or

gp

Where gk (membership function associated with fuzzy state k) represents the kth row.
A graphic interpretation of the state membership function is depicted in Figure 6.

1
Pk,k-1 _ . ..--

1

Pk,k+1

k-1 k k+l

p

s

Figure 6. Graphic Interpretation of State Membership Function.
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Crisp State Rule Base
Based on linguistic statements describing the system behavior, an overall rule
Rsk is constructed for each crisp state Sk. Detailed description of the procedure has
been discussed earlier in Chapter III.
Fuzzy State Rule Base
For each fuzzy state of the HFB FSM model, assuming SISO system (single
input, single output) a Rfi composite linguistic model is created from the finite set of
{Rs b Rs2, .•., Rsp } and the state membership function [7,8]:

where J3kb J3k2,
Rs2,

... ,

•..,

J3kp stand for the degrees of state membership function gk, and Rs 1,

RsP represent the overall rules in crisp states Sb S2,

...,

Sp, respectively. For

MISO and MIMO systems, since each crisp state is represented by a set of overall
sub-rules, there will be a set of Rfi composite linguistic models for each fuzzy state.
In adaptive systems, Rfi is not stored in memory, it is dynamically created by
given formula. The important advantage of this is, by adjusting the state membership
degrees on-line, desired composite linguistic model can be constructed under real
time conditions [7,8].
The switch over between composite linguistic models is determined by the
state transition rules of the HFB FSM .
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Inference Engine and Defuzzification
The function of these two modules has already been discussed in chapter
three. Here we again emphasize, each method of composition of fuzzy relations
reflects a special inference machine and has its own significance and applications.
Fuzzy to Boolean Transformation
The event-driven behavior of the fuzzy logic FSM can be specified by a
sequence of changes at the fuzzy inputs and outputs. In the HFB FSM model, in order
to facilitate the use of available CAD tools and VLSI technology, state changes of
linguistic variables are transformed to state changes of two-valued Boolean variables.
There are two algorithms for Fuzzy-To-Boolean (FTB) Transformation, one for fuzzy
inputs and another for fuzzy outputs [7,8]. To describe the details of these algorithms,
a single-input, single-output FSM will be assumed.
In the input FTB algorithm the first step is to defuzzify the input by using
some defuzzification strategy. Defuzzified input X will be denoted by d(X). Next, the
input universe of discourse is divided to a specific number

of non-overlapping

disjoint sub-intervals. These sub-intervals are not necessarily of the same size and the
choice of a suitable number of sub-intervals is application dependent. Then, a two
valued Boolean variable is assigned to each sub-interval. Assuming Boolean variable
XBi associated with sub-interval i, XBi =1 if defuzzified input d(X) falls into sub
interval i and XBi = 0 otherwise. If there are n sub-intervals, each status of fuzzy input

corresponds to a unique Boolean sequence (X81 X82

.. .

X8n) and the change in the

status of fuzzy input is mapped into state changes of this sequence.
In the output FTB algorithm, after defuzzifying the output and dividing the
output universal set to a number of non-overlapping disjoint sub-intervals, a Boolean
variable ZBi and a threshold value ai is assigned to sub-interval i, such that ZBi = 1 if
defuzzified output d(Z) falls into sub-interval i and h(Z) � ai , ( h(Z) denotes the
height of Z), and ZBi = 0 otherwise. The input FTB is a special case of output FTB,
when ai = 0. Threshold values provide a powerful tool to tune the state transients of
fuzzy state machine.
State Transition Control
According to definition of fuzzy state in the HFB FSM model, there is a
unique dominant crisp state associated with each fuzzy state. Furthermore changes in
fuzzy inputs and outputs are transformed to changes in the corresponding two-valued
Boolean variables by using FTB algorithm. These variables along with Boolean
inputs, define the state transient conditions. Hence the state transition graph of fuzzy
FSM can be converted to an equivalent one of Boolean form.The main purpose of this
conversion 1s to facilitate the design of fuzzy FSM by using existing Boolean
algorithms.
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CHAPTERV
SIMULATION RESULTS
In order to study the performance of the HFB FSM model, we have developed

a simulation program using C++ programming language. In the development of this
program, our primary goal has been to construct an accurate model of the hybrid
fuzzy automaton. To accomplish this goal, we started with constructing the overall
rule for a single-input single-output (SISO) system which is described by a set of
individual rules. Then, the model was extended to a multiple-input multiple-output
(MIMO) system. Finally by adding the fuzzy to Boolean transformation block and the
state transition conditions, the structure of the dynamic model was completed. In this
chapter, we first present the basic aspects of this new software tool along with the
design algorithm, and then discuss the simulation results obtained by applying the
HFB FSM model to two examples.
Description of the Simulation Program
The size of the simulation program is approximately 1000 lines, in source
code. It communicates with the user in a simple but efficient way to obtain the
required information to define the system's behavior, and then constructs the
equivalent Hybrid Fuzzy-Boolean Finite State Machine (HFB-FSM). After building
up the defined HFB FSM model, for each set of inputs and initial conditions, the
30
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simulated model will make the appr�priate state transition and generate the
corresponding outputs.
The basic information which the user should provide for the simulator
includes: the number of fuzzy inputs and outputs, the number of Boolean inputs and
outputs, the number of fuzzy and crisp states, state membership functions, conditions
for the state transitions, input and output universal sets and associated sub-intervals
for the FTB algorithm, and finally, the rule sets describing the system's performance
in each crisp state.
The simulation program provides a table of six different implication function
from which the user can choose one function to construct the rule base. For each crisp
state an aggregated rule base is constructed instead of storing each rule individually.
The advantages of this method are better sensitivity in approximate reasoning [10]
and lower memory requirement. For the aggregation strategy, fuzzy union operation
has been used, which requires the satisfaction of at least one sub-rule. From the
mathematical models of SISO, MISO and MIMO systems (Chapter 111), it can be seen
that t-conorm operation follows t-norm operation in either adding a new rule to the
current knowledge base or performing an inference computation. In the light of this
fact, we have used a single algorithm [11] which calculates the elements of the
individual rules and overall rules in parallel. The recursive structure of this algorithm
is such that the process of constructing a rule base made of several rules does not
require more memory than that of a single rule.
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Another advantageous feature of the program is its on-line interaction with the
user which allows to tune the adjustable parameters of the system, like the state
membership degrees, Boolean sub-intervals and threshold values of the FTB
algorithm, in order to obtain satisfactory results. In fact, this is an attractive feature
for those real-time applications where the linguistic -model of the process is created
on-line. In the inference block of the program, the fuzzy outputs are generated by
composition of the fuzzy inputs and the corresponding overall rule. In this project, the
max-min method has been used for composition operation.
The outputs of the inference block are defuzzified by using the mean of
maxima method. The defuzzified outputs will determine the required action to be
taken by the system.
Design Algorithm
In order to define a dynamic linguistic system for the simulation program, at
first, the user enters the elements of the input and the output universal sets, along with
the number of crisp and fuzzy states, the number of fuzzy inputs and outputs and the
number of Boolean inputs and outputs. These numbers will be used as index for
different interleaved loops which construct the overall rules associated with each
fuzzy state. Individual rules which describe the behavior of the dynamic system, are
expressed in conventional antecedent-consequent form, such as: IF Xis A, THEN Z is
B. X stands for an input variable and Z stands for an output variable. A and Bare two
linguistic states associated with the input variable and the output variable,

respectively. Since in our project, the universe of discourse is discrete and finite,
linguistic states are defined by the following notations:
A = A(x 1 )/x 1 + A(x2)/x2 + ... + A(xn)/xn
B = B(z 1 )/z 1 + B(z2 )/z2 + ... + B(zm)/zm
where {x 1, x2, ... , xn } and {z 1 , z2 ,

...,

zm } represent the input and output universal sets,

respectively. To enter the IF-THEN rules into the program, the user enters the
membership degrees associated with the linguistic states of the. input and the output
variables. After selecting an implication function by the user, the simulation program
converts each conditional rule to an equivalent fuzzy relation in the form of matrix.
Then by calculating the union of these fuzzy relations, the aggregated rule-base will
be constructed. At this point, the overall rules can be examined and, if necessary, the
implication function can be replaced with another one. The next step is to enter the
state membership function or matrix G which will be used to construct the composite
overall rules. By adjusting the elements of matrix G, the overall linguistic model of
each fuzzy state can be tuned. It should be noted that the process of fuzzy parameter
adjustment depends on an expert's experience and knowledge.
The state transition conditions will be specified in terms of the dominant crisp
states and the changes in the state of the Boolean variables obtained by the FTB
algorithm. The structure of the simulation program is illustrated in Figures 7 and 8.
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1. Input Universal Set.
2. Output Universal Set.
3. Number of Crisp States.
4. Number of Fuzzy States.
5. Number of Fuzzy Inputs.
6. Number of Fuzzy Outputs.
7. Number of Boolean Inputs.
8. Number of Boolean Outputs.
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Figure 7. Flowchart of Constructing the Rule-Base.
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Definition of the Boolean
Sub-Intervals for the FTB Algorithm

State Transition Conditions

Construction of the State
Transition Table

Yes

No

End
Figure 8. Flowchart of Constructing the State Transition Table.
Process Algorithm
When the HFB FSM model of a dynamic linguistic system is constructed by
the simulation program, the process of fuzzy reasoning can be done for any given set
of inputs and initial state. The mechanism is very simple: the overall rule associated
with the current fuzzy state is composed with the fuzzy inputs to infer the fuzzy
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outputs. The defuzzified values of fuzzy inputs and outputs along with Boolean inputs
will be used by the state transition block to determine the next fuzzy state. This
process is illustrated in Figure 9.

Start

Enter Initial Fuzzy State

Enter Boolean Inputs

Enter Fuzzy Inputs

Inference

FTB Algorithm

Defuzzification

State Transition Table

(Crisp Outputs)

(Next State)

Figure 9. Flowchart of Generating the Outputs and the Next State.
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Example I: Recovery From Violations
of Ontological Assumptions
In modem programmable controllers, the modeling assumptions in the control
algorithms are extended by additional assumptions about the complex environment in
which a given programmable logic controller (PLC) is embedded. These additional
assumptions refer to segments of the plant which are not directly controlled by the
PLC, but interact with those segments which are under direct control, and also refer to
dynamic behavior of other controllers interacting with the given PLC. These
assumptions which are implicit in a control algorithm, but essential for its validity,
are referred to as ontological assumptions [12]. The control objectives of the PLC can
be achieved only if the ontological assumptions are not violated during the execution
of the control algorithm. The problem is that PLC itself can not detect the violation of
the ontological assumption (VOA). In order to resolve this problem, an ontological
controller (OC) is required which supervises the control algorithm and after detecting
a VOA transfers the algorithm into a state from which it can recover and achieve its
control objectives [12]. The recovery technique using FSFO-FSM has been applied to
the problem of ontological de-synchronization in a position controller [13]. The
FSFO FSM model which does not have two-valued inputs and outputs, is a
predecessor of HFB FSM model. In the following section, we first describe the
problem and present the resolving technique based on the theory of FSFO-FSM, then
discuss our simulation results.
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Ontological De-synchronization in Position Controller
A position controller has the goal to move a radar antenna to a desired
position, specified by angle 0 . The controller has two inputs, the angle a of the radar
antenna given by a mechanical sensor and the angle
an electronic sensor. The measurement

p

p of the radar antenna given by

is much more accurate than a, but it

operates in a smaller range around the desired angle 0. Thus the positioning algorithm
has two steps, first a regulator R 1 (using the mechanical sensor) brings the radar in the
operation range of electronic sensor and then another regulator R2 (using the
electronic sensor) brings the radar into the desired position. The position error is
E

I

I

= a - e or E =

I p - e I , depending on the current range. The state diagram of this

controller is depicted in Figure 10.

Start Rl

Rl Acting

Stop Rl & Start R2 R2 Acting

Disturbance

Figure 10. State Diagram of Position Controller.

Goal Action
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In this state diagram each state S; is defined by equation: S; = (y;, u;) where Yi
is a plant formula, indicating the condition which must be true in state S;, and u;J is a
control action which will be executed after Y; becomes materialized. The result of this
action is to transfer the plant to the next state �- In the case of disturbance in the
system, the expected change in the plant may not take·place, and a new plant formula
Yk will materialize instead of Yj· The disturbance is considered as an external action
and the states that can materialize from an arbitrary state S; by external actions
(disturbances) are referred to as collaterals to S; and denoted by K(S;). For example, in
Figure 8, S6 is collateral to Sh and S7 is collateral to S3 [15].
A violation of ontological assumption (VOA) occurs in a state S; = (y;, u;) if
u;J is executed in state S;, but the expected plant formula yj does not materialize,
although no external action has taken place. It has been shown in [14] that a VOA
always manifests as a state transition from S; to a state in K(�), where � is the
expected state after execution of u;J in state S;. This type of transition is called
ontological de-synchronization. It has also been shown in [14] that a VOA causes the
controller to enter a cycle such that the ontological de-synchronization will be
repeated as well. In the case of position controller let consider the following VOA:
The mechanical part has developed an error consisting of an angle offset
between two sensors such that � = a + offset. This error is a violation of the
assumption that two measurements are always aligned. The consequence of this error
is that after materializing the plant formula for S2 ,that is, (Ia - e I< e2 ) and executing

the action u2 ,3 , the state S3 will not materialize because the condition ( I � - 0 I < e3 ) is
not satisfied. As a result, the next state will be S7• Since no disturbance has occurred,
the transition from S2 to S7 = K(S3 ) is an ontological de-synchronization. After S7 the
next state will be S0 , then S1 and then S2 • After S2 , since the error still exists, the
controller will jump to S7 again and the cycle repeats. A normal PLC fails at this
point, since it has no alternative to go, but a PLC with OC and FSFO-FSM may break
the cycle properly and recover from the situation.
Recovery Using FSFO-FSM
A block diagram of (PLC + OC + FSFO-FSM) for the position controller is
depicted in Figure 11.

Action

PLC

Current State

Next State

oc

aF

�F

z

FSFO-FSM

Figure 11. PLC + OC + FSFO-FSM.
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When the PLC arrives at a critical juncture in the state sequence, the OC sends
the fuzzified aF and PF along with the index of current state to the FSFO-FSM. Then,
the fuzzy state machine devises the next state and also determines that two
measurements are aligned enough or they are not. These information will be returned
to OC which takes the appropriate action.To conduct a· simulation of the recovery by
using FSFO-FSM, two state variables have been used:

the error between the

measured position by the mechanical sensor and the desired position (ea = I a -

e I ),

and the error between the measured position by the electronic sensor and the desired
position (ep = I p

- e I ). Also we have chosen three linguistic labels for each state

variable as follows: UR : Under Range

IR : In Range

OR : Over Range.

The associated membership functions for these linguistic states are illustrated
in Figure 12.
ORa
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Figure 12. Linguistic States for Position Controller.
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Based on the defined linguistic states and the following plant formulas for S2 and S3 ,

we devided the input universal set to five non-overlapping disjoint subintervals as
follows:
Xs1 = [0, 6)
X82 = [6, 10)
Xs3 = [10, 13)
X84 = [13, 16)
X85 = [16, 38)
These sub-intervals have been used for the FTB algorithm to determine the
proper state transition after detecting the VOA. The state transition graph used by the
fuzzy state machine is shown in Figure 13.
(4-3), (4-2), (3-2), (2-3) I Z=O
(2-2), (3-3) I Z= l

Figure 13. Fuzzy State Transition Graph.
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In Figurel 1., (Z=l) indicates that two fuzzified measurements are aligned, and
(Z=0) indicates that they are not aligned.This signal will be used by the OC to take
suitable action. Also the notation (i-j) refers to the condition that defuzzifed aF
and

f3F

fall into sub-intervals 'i' and 'j' respectively. The simulation results for five

different situations are described in the next section.
Simulation Results
In the first case, illustrated in Figure 14-a, both measured angles by
mechanical and electronic sensors fall into X84 which means even after considering
uncertainty in measurement, plant formula for S0 is not materialized. hence, the
ontological de-synchronization can not be recovered and the next state will be Sn .
However, since two measurements are aligned, Z is equal to 1.
In Figure 14-b, since the angle given by the electronic sensor falls into X83 ,
fuzzified plant formula for S0 is materialized and system will go to state S0 . In this
case two measurements are not aligned, thus Z = 0.
Figure 14-c shows a big offset between two measurements. However, the
electronic sensor which is more accurate, tells us that antenna is not in the desired
range, so the next state will be Sn and again, it is obvious that two angles are not
aligned, hence Z = 0.
In Figures 14-d and 14-e, both measured angles fall into sub-intervals X82 or
X83 which is desirable to materialize the plant formula for S0 .
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Next state: Sn , Z = 1
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Figure 14. Illustration of Simulation Results for Position Controller.
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Example II: Fuzzy Logic Heat Controller
Most conventional heating systems have poor temperature control due to the
use of crude, on-off switches. Once the desired temperature is achieved, any changes
in the environmental conditions may cause the heater to go into oscillation. The result
is an inefficient and inconsistent performance.In order to overcome this drawback,
several heat controllers which operate based on fuzzy logic theory, have been
designed. These controllers have improved the efficiency and reliability of the heating
systems dramatically. They bring the room to the desired temperature quickly and
maintain it regardless of any changes in the environment. One thing which is missing
in the structure of the most of these controllers, is the sequential behavior of heating
systems. In order to adjust a heater properly, it is essential to know the previous state
of the system. Motivated by this fact, we applied the HFB FSM model to a simple
heating system. Simulation results show the ability of this model to improve the
system performance.
Simple Fuzzy Heater Control System
A simple fuzzy heat controller has an input which is the temperature (1)
detected through a sensor, and an output which controls the heat transfer rate (R).
This can be done, for example, through adjusting the heater fan speed. The first step
in designing such a fuzzy controller is to characterize the range of values for the input
and output variables of the controller. We selected five linguistic labels for the input
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variable and three linguistic labels for the output variable. The associated membership
functions with these linguistic labels for temperature and heat transfer rate are
illustrated in Figure 15 and Figure 16 respectively.
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Figure 15. Linguistic Input States for Fuzzy Heat Controller.
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Figure 16. Linguistic Output States for Fuzzy Heat Controller.
Next step is to identify the internal states of the system. We have defined three
crisp states for the heat controller as follows:
Crisp State 1: R � 2
Crisp State 2: 2 < R � 4
Crisp State 3: 4 < R � 6
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Based on these crisp states, we have constructed three fuzzy states specified
by a state membership matrix (G). In this case matrix G is a (3 x 3) matrix, and the
elements of G can be adjusted in order to achieve the desired performance. Each
preceding crisp state has full membership in only one fuzzy state, and is called
dominant crisp state of that particular fuzzy state. As mentioned before, the state
transition graph can be expressed in terms of dominant crisp states.
The main part of any fuzzy controller is implemented as a set of rules which
performs the control algorithm. For the simple fuzzy heater control system, rule sets
and conditions for the state transitions, associated with predescribed crisp states are
given in the next sections.
Rule Sets Describing Fuzzy Heater Control System
Crisp State 1: If Tis cold, Then R is high.
If Tis cool, Then R is medium.
If Tis normal, Then R is low.
Crisp State 2: If Tis cold, Then R is high.
If Tis cool, Then R is high.
If Tis normal, Then R is medium.
If Tis warm, Then R is low.
Crisp State 3: If Tis cold, Then R is high.
If Tis cool, Then R is high.
If Tis normal, Then R is high.
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If Tis warm, Then R is medium.
If Tis hot, Then R is low.
It should be emphasized that rule sets are not arbitrary. They should be
defined such that to give a meaningful description of the system performance. For
example in crisp state 1 which corresponds to low heat transfer rate, if temperature is
low, then we would like to go to the highest heat transfer rate , and if temperature is
normal, then it would be desirable to keep the same heat transfer rate (low).
State Transition Conditions
dMM (R): Defuzzified value ofR by using mean ofmaxima method.
Boolean sub-Intervals: R8 1 = [0,2] R82 = (2,4]

R83 = (4,6]

IfdMM (R) -1- R8 1 Then next state is S 1 •
IfdMM (R) -1- R82 Then next state is S2 •
IfdMM (R) -1- R83 Then next state is S3 .
Simulation Results
In order to evaluate the application of the fuzzy automaton model in
implementing a simple heat controller, several tests have been performed. In this
section we have summarized the results.
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Overall linguistic model for crisp states using Mamdani's method:
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0
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1
1

0
0
0
0
0
0
0.5
1
1

0
0
0
0
0.5
0.5
0.5
0.5
0.5

0
0
0
0
0.5
1
0.5
0
0

0.5
0.5
0.5
0.5
0.5
0.5
0.5
0
0

1
1
0.5
1
1
0.5
0
0
0

1
1
0.5
1
1
0.5
0
0
0

Rs3

=

=

In order to create composite linguistic model for each fuzzy state, state
membership functions should be specified. The results of the simulation program for
a given G matrix are presented on the next page.

I

0.3

G = [ 0.2 1

0.1 0.3
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0.1

0.2]
1

Rf/=

0
0
0
0.5
1
0.5
0.3
0.1
0.1

0
0
0
0.5
1
0.5
0.3
0.1
0.1

0
0
0.5
0.5
0.5
0.5
0.3
0.1
0.1

0
0
0.5
1
0.5
0.3
0.1
0
0

0.5
0.5
0.5
0.5
0.5
0.3
0.1
0
0

1
1
0.5
0.3
0.3
0.1
0
0
0

1
1
0.5
0.3
0.3
0.1
0
0
0

Rp =

0
0
0
0.2
0.5
1
0.5
0.2
0.2

0
0
0
0.2
0.5
1
0.5
0.2
0.2

0
0
0.2
0.5
0.5
0.5
0.5
0.2
0.2

0
0
0.2
0.5
1
0.5
0.2
0
0

0.5
0.5
0.5
0.5
0.5
0.5
0.2
0
0

1
1
0.5
1
0.5
0.2
0
0
0

1
1
0.5
1
0.5
0.2
0
0
0

R13 =

0
0
0
0.1
0.3
0.3
0.5
1
1

0
0
0
0.1
0.3
0.3
0.5
1
1

0
0
0.1
0.3
0.5
0.5
0.5
0.5
0.5

0
0
0.1
0.3
0.5
1
0.5
0
0

0.5
0.5
0.5
0.5
0.5
0.5
0.5
0
0

1
1
0.5
1
1
0.5
0
0
0

1
1
0.5
1
1
0.5
0
0
0

Based on the current state of the system, appropriate overall rule (expressed in
the matrix form) is composed with the fuzzy input to infer the output. Following,
several cases of inference which illustrate the operation of system, are presented.
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Case 1: Machine in Fuzzy State 1
In Figure 17, dMM(R) denotes the defuzzified value of heat transfer rate, using
the mean of maxima method.
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(a) T: Cold ⇒ dMM(R) = 6
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(c) T: Cool ⇒ dMM(R) = 3
Figure 17. Graphical Simulation for Fuzzy State 1.
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1

-10 0 10 20 30 40 50 60 70
(e) T: Normal ⇒ dMM(R) = 2
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Figure 17. Graphical Simulation for Fuzzy State 1. (continued)
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The defuzzified value of the heat transfer rate versus the defuzzified value of
temperature for fuzzy state 1 is depicted in Figure 18.
dMM(R)

-10· 0

10 20 30 40 50 60 70

dMM(1)

Figure 18. Heat Transfer Rate Versus Temperature for Fuzzy State 1.
Case 2: Machine in Fuzzy State 2
The simulation results for fuzzy state 2, are illustrated in Figures 19 and 20.
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Figure 19. Graphical Simulation for Fuzzy State 2.
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Figure 19. Graphical Simulation for Fuzzy State 2. (continued)
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dMM(R)
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Figure 20. Heat Transfer Rate Versus Temperature for Fuzzy State 2.
Case3: Machine in Fuzzy State 3
The simulation results for this case are summarized in Figure 21, which
shows the relationship between defuzzified values of heat flow rate and temperature.

-10 0 10 20 30 40 50 60 70

dMM (1)

Figure 21. Heat Transfer Rate Versus Temperature for Fuzzy State 3.
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Conclusion
For any initial condition and any sequence of the input temperature, by using
Figures 18, 20, and 21, we can figure out the next state and the new heat transfer rate.
For example, suppose temperature is cold and the heat flow rate is low (state 1).
According to Figure 18. the heat flow rate will increase to the maximum level (R = 6)
and we go to state 3. Now, according to Figure 21. the system remains in this state
until the temperature enters into the normal range, and then it moves to state 2 which
corresponds to a medium range of the heat flow rate. Hence a normal temperature will
be maintained. As another example, suppose the system is in state 3 and the
temperature is high. Based on Figure 21. the heat flow rate will decrease to the lowest
level (R = 1) and the system moves to state 1, and remains there until the temperature
gets into normal range. Studying the simulation results shows that for all cases, this
controller brings the temperature to the normal range quickly, with an appropriate
heat transfer rate. We predict that a fuzzy automaton model can improve the
performance of the heater controller in terms of the required time and energy for
achieving the desired temperature.

CHAPTER VI
CONCLUSION AND FURTHER WORK
In this thesis, we simulated the Hybrid Fuzzy-Boolean Finite State-Machine
proposed in [8]. This model offers an algorithmic design procedure, which can benefit
from the existing algorithms for designing Boolean finite automaton. It represents a
new approach to develop fuzzy logic controller for dynamic linguistic systems.
By using several examples we have verified the performance of the simulated
model. The proposed technique for constructing the composite linguistic rules and the
state transition technique based on the FTB algorithm, which are the most important
aspects of the HFB FSM model, have been successfully tested. It has been shown that
each implication function is suitable for a certain applications. Significance of the
state membership degrees in adjusting the overall rules for fuzzy states has been
illustrated.
The results of using the simulated model for two examples have been
presented. In the first example (position controller for radar antenna) we have shown
the effectiveness of fuzzy state machine in recovering from violation of ontological
assumptions (VOA). VOA which refers to unexpected situations in an autonomous
control system, has been a major drawback for most of the existing programmable
logic controllers.
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In the second example (simple fuzzy heater control system) we have
demonstrated the application of a fuzzy automaton to model a heat controller.
Simulation results have shown that this model may help to achieve further
improvement in the efficiency and reliability of the fuzzy heater control systems.
There is one limitation in our simulation program which is due to the fact that
state transition is specified in terms of Boolean sub-intervals which defuzzified inputs
or outputs fall into. It should be noted that in describing the behavior of a dynamic
system, the conditions defining the state transition need to be expressed in linguistic
form. The simulation program will be extended in the future such that to accept these
linguistic conditions and translate them into corresponding transitions among Boolean
sub-intervals.
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