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Abstract
In this work we present a novel level set technique for shape reconstruction in history matching for reservoirs with two or more
kinds of rocks (the so-called lithofacies) using stochastic initializations. In the paper we discuss the use of sequential Gaussian
simulation for the creation of geostatistical initial guesses which will then be applied to an earlier introduced level set based shape
reconstruction algorithm for the history matching problem in reservoir characterization. The shapes or regions with sharp interfaces
to each other are represented by a level set function which needs to be determined from the production data gathered at few locations
of the reservoir. We present numerical results in 2D which demonstrate that our method is able to provide reliable estimates of this
structure from these relatively few production data even though the topology of the unknown regions is a priori unknown.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
An important technique in modern reservoir management is the use of production data and stochastic initializations
in the characterization of reservoirs with more than one lithofacie. In practice the geoscientists usually have prior
information about the types of rocks present in the reservoir and of their general properties. In order to incorporate
this prior information in the characterization process, in this paper we study the response of our previous approaches
using stochastic realizations as initial guesses for the reconstruction process. Additionally in order to characterize
reservoirs with more than two types of rocks we extend our prior methodology based on an evolution of a level set
function [1–5] to the case of many lithofacies. This extension is tailored to the application of reservoir engineering
and differs as such from other approaches found in the literature [6–8].
In the literature, there exist several works focusing on alternative automatic history matching techniques based
on geological shape definitions. One example is the use of shape triangularization [9,10] which, however, requires
having prior information of the facies location available. Other methods use geostatistical approaches during the
reconstruction process [11,12], which, however, do not apply a level set representation for the evolution of the
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shapes. Alternative level set based approaches have been proposed very recently in the literature [13–16]. The scheme
presented in our work [7,17,18] differs in several aspects from the approach in Lien et al. [13,14]. We apply the so-
called ‘adjoint scheme’ to calculate the sensitivities during the reconstruction, we initialize the reservoir model using
stochastic and deterministic initializations based on prior information (parameter values on the well location), we
reconstruct more than two lithofacies together with interior parameter profiles which can have a variable trend or can
be smoothly varying in each lithofacie, and as a regularization tool [19–21] we use an adapted filtering operator to be
applied in each step of the inversion problem. During our reconstruction approach we combine the adjoint scheme,
the level set technique, pixel-by-pixel reconstruction and parameterized models with a novel regularization scheme to
characterize reservoirs from production history data on a regular PC in a relatively short time.
The physical situation that we study in this paper is a water-flooding process [22–24] of enhanced oil recovery,
where the water is injected under high pressure into so-called injection wells in order to enhance oil production
at the production wells. In order to optimize the oil production, in the history matching problem it is attempted
to use the measured production data of the water-flooding process in order to estimate the physical properties (in
our case permeability) inside the reservoir. The corresponding mathematical inverse problem is severely ill-posed
and underdetermined such that strong regularization tools need to be employed during the inversion. In the current
paper we will concentrate on discussing the use of different initial guesses in order to start the iterative inversion
algorithm for reconstructing the unknown interfaces. In particular, we will investigate the use of geostatistical
techniques for constructing initial equiprobable realizations of reservoirs and their evolution during the reconstruction
process.
2. The forward model
Our simplified model for describing two-phase flow of oil and water in the Earth (modeled as a porous medium) is
−∇ · [T∇ p] = Q in Ω × [0, t f ] (1)
φ
∂Sw
∂t
−∇ · [Tw∇ p] = Qw in Ω × [0, t f ] (2)
for the two unknowns p (pressure) and Sw (water saturation). In the following, the subindex w and o will always
indicate ‘water’ and ‘oil’, respectively. Ω ⊂ Rn (n = 2, 3) is the modeling domain with boundary ∂Ω , and [0, t f ]
is the time interval for which production data is available. We denote by φ(x) the porosity, and by To, Tw and T the
transmissibilities, which are known functions of the permeability K and the water saturation Sw:
Tw = K (x)Krw(Sw)
µw
; To = K (x)Kro(Sw)
µo
; T = Tw + To. (3)
Here, the relative permeabilities Krw(Sw) and Kro(Sw) are typically available as tabulated functions, and µw and
µo denote the viscosities of each phase. The quantities Qo, Qw and Q = Qo + Qw represent the flows (oil, water,
and total, resp.) at the few injection and production well locations in the reservoir. They define the measured data
of our inverse problem. Eqs. (1)–(3) are solved with appropriate initial conditions, and a no-flux boundary condition
on ∂Ω .
In the shape inverse problem associated to reservoirs with two types of rocks we assume that the parameter K has
the following specific form
K (x) =
{
Ki (x), where ψ(x) ≤ 0
Ke(x), where ψ(x) > 0,
(4)
which can also be written in the form
K = Ki (1− H(ψ))+ KeH(ψ). (5)
In this representation, ψ(x) is the describing level set function. The two regions D (shale) and Ω \ D (sand) are
accordingly given as D = {x ∈ Ω : ψ(x) ≤ 0} and Ω \ D = {x ∈ Ω : ψ(x) > 0}. The boundary of D (denoted
as Γ = ∂D) is defined by the zero level set of the level set function ψ , i.e., ∂D = {x : ψ(x) = 0}. For solving the
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inverse problem, we define an evolution
dψ
dτ
= f (x, τ ) (6)
for the level set function ψ such that upon convergence of this evolution the corresponding shape will minimize a
suitably chosen cost functional (in our case the least-squares data misfit). An adjoint technique is used in order to
calculate the forcing term f (x, τ ) in each step of this shape evolution. For more details regarding this level set based
shape evolution algorithm we refer to [17,18].
In the shape inverse problem in reservoirs with more than two types of rocks (in the following discussion we use
four types of rocks, mentioning that the general case with n types of rocks is handled in an analogous way) we assume
now that the parameter K is represented by three level set functions (n − 1 level set functions in the general case) ψ1,
ψ2 y ψ3 and has the following specific form
K = K1(1− H(ψ1))H(ψ2)H(ψ3)+ K2(1− H(ψ2))H(ψ1)H(ψ3)
+ K3H(ψ1)H(ψ2)(1− H(ψ3))+ K4H(ψ1)H(ψ2)H(ψ3)
+ K1 + K2
2
H(ψ3)(1− H(ψ1))(1− H(ψ2))
+ K2 + K3
2
H(ψ1)(1− H(ψ2))(1− H(ψ3))
+ K1 + K3
2
H(ψ2)(1− H(ψ1))(1− H(ψ3))
+ K1 + K2 + K3
3
(1− H(ψ1))(1− H(ψ2))(1− H(ψ3)). (7)
The four lithofacies are encoded as
D1 = {x, ψ1 ≤ 0 y ψ2 > 0 y ψ3 > 0} (8)
D2 = {x, ψ2 ≤ 0 y ψ1 > 0 y ψ3 > 0}
D3 = {x, ψ3 ≤ 0 y ψ1 > 0 y ψ2 > 0}
D4 = {x, ψ1 > 0 y ψ2 > 0 y ψ3 > 0}.
Notice that these four regions have in common that not more than one level set function is negative at any given
point. Those regions where more than one level set function is negative is treated in our approach in a very specific
way tailored to the reservoir characterization application. These regions will be called “critical regions” in this work.
Therefore, in our approach each point x ∈ Ω of the domain Ω is associated to either one of the four shapes Dν ,
ν = 1, . . . , 4, or to one of the critical regions.
We mention in passing that our representation of more than two regions by a generalized level set formulation is
different from the level set representations found in the literature [6,8].
We define the vector of basic permeability values b = (K1, . . . , K4) which is given and known. (The theory for
generalizing this case to a reservoir with variable permeability in each region has been presented in [18]). So, in this
work the unknowns are the three level set functions ψ1, ψ2, ψ3 which decide the distribution of the basic parameter
values (and some averaged values inside the critical regions) over the domain. The goal is to evolve the unknown
terms such that the mismatch in the production data decreases during the evolution. For this purpose, we define the
cost functional J which will depend on these quantities in the following way
J (ψ1, ψ2, ψ3) = 12‖R(ψ1, ψ2, ψ3)‖
2. (9)
At this point we consider the following three general evolution equations for the level set functions
dψ1
dt
= f1(x, t, . . .); dψ2dt = f2(x, t, . . .);
dψ3
dt
= f3(x, t, . . .). (10)
In (10), f1, f2 y f3 are real-valued functions, chosen in a way such that the mismatch in the production data decreases
during the evolution (for more details on how to choose these functions see [7]).
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3. Sequential Gaussian simulation for constructing initial guesses
Sequential Gaussian Simulation (SGS) is used for estimating the reservoir properties (in our case permeability)
in regions where these values are not available by taking into account the measurements of the values at the well
positions. This procedure uses statistical assumptions on the distribution of the parameters in the reservoir which are
expressed in the so-called semivariogram. Using this information, SGS creates a family of Gaussian realizations of the
reservoir which are all equiprobable and honor the measured values at the well locations. By truncating or applying a
threshold to these realizations, we obtain realizations of the reservoir consisting of exactly the number of lithofacies
given by the user. These realizations are used in order to calculate the corresponding level set functions as signed
distance functions for these realizations, which are then used as initial level set functions for our shape evolution
algorithm. Fig. 2 shows in the upper three images of the left column three of these different (binary) realizations
which have been generated by using the SGSIM program of the GSLIB Fortran library [25] and thereafter applying a
threshold.
In the following we briefly list the basic steps of our SGS process. For more details see for example [25].
• We use a random path to avoid artifacts which would be induced when walking through the grid in a regular
fashion.
• We include previously estimated grid nodes of a sufficiently small neighborhood as “data” in order to preserve the
proper covariance structure between the estimated values.
• For SGS, it is important that the data actually follow a Gaussian distribution. If they do not, we can use a normal-
score transform.
• Sequential indicator simulation (SIS) is very similar to sequential Gaussian simulation, except that indicator
kriging [26] is used to build up a discrete cumulative density function (CDF) for the individual categories at each
case and the node is assigned a category selected at random from this discrete CDF.
• If the pdfs of all variables that constitute the physical process (e.g. a regionalized variable plus its local uncertainty
or variance) are normally distributed and independent, a Gaussian Random Field model can be invoked under
certain conditions (see [25]), the most important of which is that the variables are univariate and bivariate normal
and independent (i.e. extreme values not correlated in space, no proportional effect).
• The assumption of normality is usually not restrictive for real-world data, since in most cases a normal-score
transform can be applied to make a given data set normally distributed.
As mentioned before, in this paper we study the response of our previous approaches using geostatistical
realizations as initial guesses in the reconstruction process. We generate a set of equiprobable stochastic initializations
using the free Fortran library GSLIB and integrating them in our Fortran algorithm [25].
The first step for obtaining the stochastic realizations is the generation of the semivariogram and later the
application of SGS for generating the realizations to be used as initial guesses. The semivariogram gives an idea
of the variability of the parameter (in our case the permeability measurement in the well locations) and it is the key
to a geostatistic study. The semivariogram is defined as the variance of the increment [Z(u)− Z(u + h)] where Z is
a random stationary variable, u is the location of one measurement and h is the distance between two permeability
measurements. The interpretation of the semivariogram allows us to get the input values required to run the SGS
Fortran library. These input values consist of the directions, the angles, the nugget, the range and the model of the
semivariogram which gives the best fit to the data. The semivariogram model used here is Gaussian which has the
following form [25]:
γ (h) = c
[
1− exp
(
(3h)2
a2
)]
. (11)
4. Numerical experiments and discussion
As already mentioned before, our goal is to create Gaussian simulations of the reservoir in order to extract initial
guesses for the level set reconstruction algorithm and to compare the performance of the algorithm with respect to the
choice of these initial guesses. In particular, we are interested in the question whether the use of Gaussian realizations
as initial guesses will speed up convergence of our algorithm or will help in avoiding local minima.
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Fig. 1. Upper left: Reference permeability distribution, shale (dark) and sand (light). Upper right: Evolution of cost starting from Gaussian
realizations. Bottom row: Initial (left image) and final (right image) cost values for 9 Gaussian realizations (columns 1–9) as initial guess and
our standard deterministic one (column 10).
In this part we study the application of our methodology to the characterization of two synthetic reservoirs. The
first example consists of two lithofacies (shale and sand), and the second one consists of four lithofacies which are
well differentiated. Given the measured permeability values at the wells, we first create a semivariogram as described
above and create a family of thresholded Gaussian realizations. Each of them can be used as initial guess for the level
set reconstruction. In both examples the dimensions of the reservoir are 600 m by 600 m discretized into 25 × 25
grid cells. There are 9 production wells and 4 injection wells arranged as an array of 4 so-called five-spot patterns
(one five-spot pattern consists here of one injection well surrounded by 4 production wells) (see Fig. 7). There are
two (incompressible) fluids in the reservoir, water and oil. In our numerical simulator, we use tabulated values for
the relative permeabilities Krw and Kro as shown in [27], which correspond to a Corey function with coefficients
nw = 3 and no = 2. The viscosity values for oil and water are µo = 0.79 × 10−3 Pa s and µw = 0.82 × 10−3 Pa s,
and the porosity is taken to be constant φ = 0.213 in the reservoir. The pressure values in the reservoir are in the
range between 2000 psi (imposed pressure at production wells) and 3500 psi (imposed pressure at injection wells).
The numerical physical time-step (which is unrelated to the time-step of the artificial shape evolution) used in the
simulator is 0.1 days, and the reservoir is monitored over a period of 120 days. For more details regarding our reservoir
simulation tools, we refer to [27,28].
4.1. First numerical example
In the first example we investigate the behavior of the cost during the reconstruction process in dependence of
the choice of the initial guess taken from the set of Gaussian realizations. For comparison we also display the values
for our standard deterministic initial guess based on well information. Roughly speaking, this standard initial guess
takes the measured values at the well positions and extends them to a certain neighborhood of the wells. The rest of
the domain is then filled either with shale (material 1) or with sand (material 2). In Fig. 1 we display on the top left
the reference permeability distribution and on the top right the evolution of the cost for nine Gaussian realizations as
initial guess and for the standard initialization. On the bottom left image of Fig. 1 we display the initial cost values
and on the bottom right the final cost values for this small selection of 9 Gaussian realizations (numbers 1–9) and
of our standard deterministic initial guess for the reservoir (number 10). Figs. 2 and 3 show the corresponding initial
realizations (left column) and the final reconstructions (right column) for these four choices.
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Fig. 2. Left column: Initial Gaussian realizations (from 1 to 5 of Fig. 1). Right column: Corresponding final reconstructions.
In this first example we observe that our level set reconstruction technique yields good results for each of the
Gaussian initializations. Gaussian simulations can provide us therefore with good initial guesses for our level set
reconstructions.
We want to mention here that stochastic initializations have a different sensitivity structure from our history
matching algorithm using production data [28]. This has the effect that those regions of the stochastic initializations
where the production data have low sensitivity (in general those regions where the fluid flow is low, typically those
R. Villegas et al. / Computers and Mathematics with Applications 56 (2008) 697–708 703
Fig. 3. Left column: Upper four images are examples of Gaussian realizations (numbers 6, 7, 8 and 9 of Fig. 1). Bottom image: Our standard
deterministic initial guess (number 10). Right column: Corresponding final reconstructions.
regions which are not located directly between an injector and a producer) will be corrected in a much slower fashion
by the level set technique than those regions with high sensitivity. Therefore, the final reconstruction shows the same
structure as that given by the stochastic initializations inside these low sensitivity regions. In other words, the history
matching process mainly corrects those areas where production data have high sensitivity, and leaves those regions
unchanged (as given by the stochastic initialization) where the sensitivities of production data are low.
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Fig. 4. More than two lithofacies. Deterministic initial guess. Upper left: Reference permeability distribution. Upper right: Initial guess. Bottom
left: Final reconstruction. Bottom right: Evolution of cost.
Fig. 5. More than two lithofacies. Stochastic initial guesses. Upper left: Reference permeability distribution. Upper right: Evolution of cost using
Gaussian realizations. Bottom row: Initial (left image) and final (right image) cost values for 10 Gaussian realizations (columns 1–10) and one
deterministic case (column 11).
4.2. Second numerical example
The second numerical example describes a situation of four lithofacies. It is assumed that the permeability
distribution has four different values 200 milli-Darcy (mD) in the first lithofacie, 600 mD for the second lithofacie,
1000 mD for the third lithofacie and 2000 mD for the fourth lithofacie. This means, there is a significant contrast
between these four regions. The physical parameters in the reservoir are assumed piecewise constant and known. The
unknowns are the topologies of the regions which will be reconstructed using the production data. In our reconstruction
process the four lithofacies are associated to three level set functions [7]. The general idea is to evolve the three level
set functions simultaneously with the line search criterion so that in each step not more than a given number of pixels
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Fig. 6. More than two lithofacies. Stochastic initial guesses. Left column: Initial Gaussian realizations (from 1 to 5). Right column: Corresponding
final reconstructions.
change permeability value. In this part we present the results obtained using ten different stochastic initializations
and one standard deterministic initial guess. The stochastic initializations are equiprobable and, analogously to the
previous example, the realizations have been generated using the Fortran library GSLIB. The only difference in
creating these realizations is that now we use four different values in the truncation process instead of two. In all
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Fig. 7. More than two lithofacies. Stochastic initial guesses. Left column: Initial Gaussian realizations (from 6 to 10). Right column: Corresponding
final reconstructions.
cases the initial level set function is the corresponding signed distance function. Starting with these initial guesses,
the reconstruction algorithm calculates repeated updates for the level set function. No specific stopping criterion is
applied here in order to monitor the general behavior of the algorithm. In general, we stop the algorithm when the cost
does not change anymore significantly or when a maximal number of iterations has been reached.
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The reference model corresponding to the second numerical example is displayed in Fig. 4 (top left). The initial
deterministic guess is displayed in Fig. 4 (top right). The final reconstruction (bottom left) and the evolution of the
least-squares data misfit (bottom right) are displayed as well in Fig. 4.
In this second example we investigate the behavior of the cost during the reconstruction process in dependence
of the stochastic initial guesses. In Fig. 5 (top right) we have displayed the corresponding evolution of the cost for
11 choices of initial guesses (ten stochastic and one deterministic). See the bottom left image of Fig. 5 for the initial
cost values and the bottom right image for the final cost values of a small selection of 10 Gaussian realizations
(numbers 1–10) and of our standard deterministic initial guess for the reservoir (number 11). Figs. 6 and 7 show the
corresponding initial realizations (left column) and the final reconstructions (right column) for these stochastic initial
guesses. In Fig. 6 is displayed the first set of five stochastic initializations (on the left) and reconstructions (on the
right) (numbers 1–5). Analogously in Fig. 7 is displayed the second set of five stochastic initializations (on the left)
and the corresponding reconstructions (on the right) (numbers 6–10).
In the second example we observe that our level set reconstruction technique yields similar results for each of the
truncated Gaussian initializations. The 1000 mD lithofacie could not be reconstructed well due to the existence of a
local minimum and due to the low sensitivity of this area [28]. In general we see that Gaussian simulations can provide
us with good initial guesses for our level set reconstructions.
5. Conclusions
We have investigated the use of Gaussian realizations as initial guesses for a recently introduced level set
reconstruction method for history matching. Two different types of reservoirs have been considered: those with two
lithofacies and those with four lithofacies. The general case of n lithofacies is completely analogous such that our
techniques described in this paper carry over in a straightforward way to those cases. We have considered a generalized
level set technique for describing n lithofacies with n − 1 level set functions. The so-called ‘critical regions’ where
more than one level set function is negative are treated in a way tailored to the reservoir characterization problem
assigning average permeability values to those regions. We have shown that in both cases (i.e. two and four lithofacies)
the stochastic initializations can be used as starting guesses for our level set reconstruction technique. The final
reconstructions are very similar in those numerical experiments considered here. We mention however that stochastic
initializations have a different sensitivity structure from our history matching algorithm using production data. This
has the effect that those regions of the stochastic initializations where the production data have low sensitivity will be
corrected in a much slower fashion by the level set technique than those regions with high sensitivity, such that
at the end of the reconstruction process (defined by some stopping criterion) these low sensitivity regions have
maintained the structure given by the stochastic initializations. This can be advantageous in cases where the stochastic
initializations reliably characterize these regions, since production data have problems specifying these regions.
Certainly, in cases where these stochastic realizations produce erroneous values they cannot be easily corrected by
using production data and therefore might lead to erroneous interpretations of the final reconstructions.
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