ABSTRACT In this paper, we propose a method for the reconstruction of a complex discrete-valued vector from its linear measurements. In particular, we mainly focus on the underdetermined cases, where the number of measurements is less than that of the unknown complex discrete variables, and propose a reconstruction approach of solving an optimization problem called sum of complex sparse regularizers (SCSR) optimization. The sum of sparse regularizers in the objective function can directly utilize the discrete nature of the unknown vector in the complex domain. We also propose an algorithm for the SCSR optimization problem on the basis of alternating direction method of multipliers. For the proposed convex regularizers, we analytically prove that the sequence obtained by the proposed algorithm converges to the optimal solution of the problem. To obtain better reconstruction performance, we further propose an iterative approach named iterative weighted SCSR (IW-SCSR), where we update the parameters in the objective function in each iteration by using the tentative estimate in the previous iteration. Simulation results show that IW-SCSR can reconstruct the complex discrete-valued vector from its underdetermined linear measurements and achieve good performance in the applications of overloaded multiple-input multipleoutput signal detection and channel equalization.
I. INTRODUCTION
Reconstruction of a complex discrete-valued vector from its linear measurements often appears in the problems of communications. The reconstruction problem becomes underdetermined when we cannot obtain a sufficient number of measurements because of some constraint. For example, multiple-input multiple-output (MIMO) signal detection [1] - [3] and decoding of non-orthogonal space-time block codes (NO-STBCs) [4] - [8] become underdetermined problems in overloaded MIMO systems [9] - [13] , where the number of receive antennas is less than that of transmitted streams. Multiuser detection in machine-to-machine (M2M) communications [14] - [16] can also be underdetermined when the number of transmitters is very large. Symbol detection in faster-than-Nyquist (FTN) signaling [17] - [20] can be modeled in a similar way because signals are transmitted beyond the Nyquist rate. For such underdetermined problems, simple reconstruction methods such as linear minimum mean-square-error (LMMSE) have poor performance. On the other hand, when the problem size is large, the maximum likelihood (ML) method would be infeasible because of the prohibitive computational complexity, though it can achieve excellent performance. We thus require a lowcomplexity method for the large-scale discrete-valued vector reconstruction.
One of possible approaches has been obtained from the idea of belief propagation (BP) [21] , [22] . For binary vector reconstruction, approximated BP has been proposed with application to code division multiple access (CDMA) multiuser detection [23] . A similar algorithm named approximate message passing (AMP) [24] , [25] has also been proposed for compressed sensing [26] , [27] , and then applied to discretevalued vector reconstruction [28] - [30] and more general scenario [31] . The AMP-based methods can be used for complex-valued vectors and its asymptotic performance in the large system limit can be predicted by state evolution technique [24] , [32] . However, we require an assumption of the independent and identically distributed (i.i.d.) Gaussian measurement matrix in the analysis of the algorithm. In fact, the performance of the AMP algorithm severely degrades for non i.i.d. measurement matrices. To overcome this difficulty, other message passing-based approaches, e.g., expectation propagation (EP) [33] , vector AMP (VAMP) [34] , and orthogonal AMP (OAMP) [35] , have been proposed. The asymptotic performance of these algorithms has been theoretically analyzed for unitary invariant measurement matrices [34] , [36] , which is a wider class than i.i.d. Gaussian matrices. For arbitrary measurement matrices, however, the performance has not been verified theoretically. Moreover, the assumption of large system limit remains in the derivation and the analysis, and hence the performance may degrade for finite-scale problems.
On the other hands, discrete-valued vector reconstruction methods based on convex optimization have also been proposed. The box-relaxation [37] method is a convex relaxation of the ML method under the hypercube containing all possible discrete-valued vectors. The asymptotic performance of the box-relaxation method has been theoretically analyzed in the case of the binary unknown vector and the i.i.d. Gaussian measurement matrix [38] . The regularizationbased method [39] , the transform-based method [39] , and the sum-of-absolute-value (SOAV) optimization [40] solve other convex optimization problems in order to reconstruct a discrete-valued vector by using the idea of compressed sensing. The SOAV optimization can take the probability distribution of the unknown vector into consideration unlike the other methods, and has been applied to various problems in communications systems and the control theory [13] , [16] , [20] , [41] - [43] . In the convex optimization approaches, the convergence to the optimizer can be verified for any measurement matrix unlike the message passing-based methods. However, they reconstruct the discrete-valued vector in the real domain and cannot be directly used for the reconstruction of complex discrete-valued vectors in general. When the real part and the imaginary part of the unknown vector are independent each other, we can use the reconstruction methods by converting the original model in the complex domain into the equivalent model in the real domain [13] , [20] . When they are not independent, however, this approach is not appropriate because we cannot take advantage of the dependency between them. In such cases, we should directly use the discrete nature of the unknown vector in the complex domain.
In this paper, we extend the SOAV optimization for the reconstruction of complex discrete-valued vectors. This extension enables us to directly reconstruct the complex discrete-valued vector even when the real part and the imaginary part are not independent. We provide an optimization algorithm for the proposed sum of complex sparse regularizers (SCSR) optimization on the basis of alternating direction method of multipliers (ADMM) [44] - [48] . To obtain better reconstruction performance, we further extend the SCSR optimization to the weighted SCSR (W-SCSR) optimization and propose iterative weighted SCSR (IW-SCSR), which iterates the W-SCSR optimization with updating parameters in the objective function in each iteration. We also discuss the selection of the regularization parameter in the W-SCSR optimization and the computational complexity reduction scheme for the proposed algorithm. Moreover, we prove that the sequence obtained by the proposed algorithm converges to the optimal solution of the W-SCSR optimization problem without any explicit assumptions on the measurement matrix. Simulation results show that the proposed IW-SCSR can achieve better performance than AMP-and EP-based algorithms for overloaded MIMO signal detection with around tens of antennas. For sparse discretevalued vector, IW-SCSR outperforms the 1 optimization, which uses only the sparsity of the unknown vector. The proposed IW-SCSR also achieves good performance for channel equalization in the single carrier block transmission using cyclic prefix, where the measurement matrix becomes a block circulant matrix. These results suggest that the proposed IW-SCSR has wider range of applicability than some existing message passing-based methods, especially for communications applications.
The remainder of this paper is organized as follows. In Section II, we explain the problem considered in this paper, and then present the proposed method in Section III. In Section IV, we provide two examples of applications of complex discrete-valued vector reconstruction. In Section V, we show some simulation results to demonstrate the validity of the proposed approach. Section VI gives some conclusions.
In this paper, we use the following notations. We denote the set of all real numbers by R and the set of all complex numbers by C. Re{·} and Im{·} indicate the real part and the imaginary part, respectively. We represent the imaginary unit by j, the transpose by (·) T , the Hermitian transpose by (·) H , an N × N identity matrix by I N , the vector whose elements are all 1 by 1, and the matrix whose elements are all 0 by 0.
we define the 1 and 2 norms of u as u 1 = N n=1 |u n | and u 2 = N n=1 |u n | 2 , respectively. We also define u 0 as the number of nonzero elements in u. [u] n denotes the nth element of u. diag(u 1 , . . . , u N ) ∈ C N ×N denotes the diagonal matrix whose (n, n) element is u n . We represent the Kronecker product as ⊗ and the sign function as sign(·). For a function h : C N → R, the proximity operator of h is defined as prox h (u) = arg min
II. PROBLEM STATEMENT
We consider the reconstruction of complex discrete-valued
measurement given by
Here, C = {c 1 , . . . , c L } is the set of possible values for the elements of the unknown vector x. The distribution of x is given by Pr (
where
×N is a measurement matrix and v ∈ C M is an additive noise vector with mean 0 and covariance matrix σ 2 v I M . The discrete-valued vector reconstruction algorithm in the real domain is not appropriate for (1) in general. When the real part and the imaginary part are independent on C, e.g., C = {1 + j, −1 + j, −1 − j, 1 − j}, we can convert the signal model (1) in the complex domain into the equivalent model in the real domain asȳ
In this case, we can reconstruct the original complex-valued vector x via the reconstruction of the real-valued vectorx. When the real part and the imaginary part are dependent, however, such approach is inappropriate. For example, when C = e j( −1)π/4 | = 1, . . . , 8 , we need to estimate the realvalued vector in 1,
. Hence, we cannot use the dependency between the real part and the imaginary part in the reconstruction. It would be better in such cases to directly reconstruct the vector x in the complex domain.
III. PROPOSED METHOD
In this section, we present the SCSR optimization and the proposed algorithm based on ADMM. We also propose IW-SCSR and discuss the convergence of the proposed algorithm for the W-SCSR optimization.
A. SCSR OPTIMIZATION
A straightforward approach to reconstruct the discrete-valued vector x is the ML method under the additive Gaussian noise given by minimize s∈C N y − As 
The problem (4) is a combinatorial optimization problem and hence the required computational complexity can be prohibitive when the problem size (N , M ) is large. We thus require a low-complexity method for the large-scale discretevalued vector reconstruction. We extend the SOAV optimization [40] , which reconstructs the discrete-valued vector in the real domain, to the reconstruction of the complex discrete-valued vector. The proposed SCSR optimization is given by
where λ and q ≥ 0 ( = 1, . . . , L) are the parameters. The function g (·) is a sparse regularizer and thus the first term L =1 q g (s − c 1) can be considered as a discrete regularizer for x ∈ C N , which uses the fact that x − c 1 has some zero elements. When g 1 (·), . . . , g L (·) are all convex, the SCSR optimization can be regarded as a convex relaxation of the ML method (4).
The SCSR optimization (5) is an optimization problem in the complex domain C N . As described in Section II, the conventional SOAV optimization in the real domain might be inappropriate for the complex discrete-valued vectors in general. On the other hand, the SCSR optimization problem can directly consider the reconstruction in the complex domain.
B. CHOICE OF SPARSE REGULARIZERS
In this paper, we consider two convex sparse regularizers h 1 (·) and h 2 (·) given by
as the candidates of g (·). The first regularizer h 1 (·) is based on the modulus for complex numbers, whereas h 2 (·) handles the real part and the imaginary part separately. When the real part and the imaginary part are independent on C, the SCSR optimization with h 2 (·) is equivalent to the corresponding SOAV optimization in the real domain for (2) . We need to choose the regularizers h 1 (·) and h 2 (·) appropriately for C. For example, in Fig. 1 , we show the contour plot of =1 q g (s − c ): 
FIGURE 2. Contour plot of the function 5
=1 q g (s − c ): When we use the regularizer in Fig. 2(b) , either the real part or the imaginary part of s can be zero because the regularizer treats them independently. This property is not suitable for C = {0, 1 + j, −1 + j, −1 − j, 1 − j}, where the real part becomes zero only when the imaginary part is zero. We thus should use the regularization with g 1 (·) = h 1 (·) and
C. PROPOSED ALGORITHM FOR SCSR OPTIMIZATION
We propose an algorithm for the SCSR optimization (5) on the basis of ADMM. The optimization problem (5) can be rewritten with new variables
The problem (10) is further rewritten as the standard form of ADMM, i.e.,
We derive the update equations of the proposed algorithm for the optimization problem (11) . The augmented Lagrangian function for (11) is given by
where θ ∈ C LN and ρ > 0. The update equations of ADMM are given by
where k is the iteration index. From the identity 2Re{θ
The Wirtinger derivative [49] of the objective function in (19) is given by
We can thus rewrite (16) as
The update of z k in (17) can be written with the proximity operator of
From (23) to (24), we have usedḡ (z ) = g (z − c 1) and the property of proximity operator for translation [46] .
We thus need to calculate the proximity operator about h 1 (·) and h 2 (·) in (7) and (9), respectively, which are candidates of g (·). From the result in [48] , the proximity operator of γ h 1 (·) (γ > 0) is given by
where u ∈ C N . We can transform the proximity operator of γ h 2 (·) as
where u R := Re{u} ∈ R N and u I := Im{u} ∈ R N are the real and the imaginary parts of u ∈ C N , respectively. The minimization with respect to s ∈ C N in (27) can be divided into the minimization with respect to s R ∈ R N and s I ∈ R N . We can thus write prox γ h 2 (u) with the proximity operator of the 1 norm in the real domain as
where [u R ] n and [u I ] n are the nth element of u R and u I , respectively. By using (25) or (29), we can compute the proximity operator of 1 2ρ g(·) in (24) . We summarize the proposed algorithm for the SCSR optimization (11) in Algorithm 1. The order of the computational complexity is O N 3 because it is dominated by the inverse
. It should be noted that the computation is required only once in the algorithm. Once we obtain the inverse matrix, the update equations of the proposed algorithm can be performed with O(N 2 ). Note that the proposed algorithm does not require the proximity operator of
, which depends on the selection of g (·). We can implement the proposed algorithm only with prox q 2ρ g (·) given by prox γ h 1 (·) in (25) or prox γ h 2 (·) in (29) .
D. IW-SCSR
The SOAV optimization has been extended to weighted SOAV (W-SOAV) optimization to use the prior information about the unknown vector [13] . In [13] , an iterative approach named iterative weighted SOAV (IW-SOAV) has also been proposed to obtain better performance. The IW-SOAV iterates the W-SOAV optimization with updating parameters in the objective function. Assuming that the sparse regularizer g (·) is element-wise as h 1 (·) or h 2 (·), we here extend the SCSR optimization problem (5) to the W-SCSR optimization given by
which is equivalent to
Here, q n, is the parameter and z n, is the nth element of z (n = 1, . . . , N and = 1, . . . , L). Note that we can use different parameters q n, for each element s n of s, whereas a common parameter q is used for all s n in (5). The optimization problem (31) can be further rewritten as
Algorithm 2 IW-SCSR
Fix β > 0, ρ > 0, z 0 ∈ C LN , and w 0
for k = 0 to K − 1 do 6:
(n = 1, . . . , N and = 1, . . . , L) 10:
end for 12 :
13: where u n, denotes the nth element of u ( = 1, . . . , L and n = 1, . . . , N ). The coefficient q n, /2ρ of g (·) depends not only on but also on n in (33) unlike prox q 2ρ g (·) in (24) . We propose an iterative approach called IW-SCSR in Algorithm 2, where we iteratively calculate the solution of the W-SCSR optimization (32) with the update of the parameter q n, . In such an iterative approach, the parameter q n, can be updated by using the estimate at the previous iteration x pre = x pre 1 · · ·x pre N T . In this paper, we propose a parameter update given by
where d n, = x pre n − c is the distance betweenx pre n and c . The denominator of (34) has a role for the normalization of q n, , i.e., L =1 q n, = 1 (n = 1, . . . , N ). If d n, is small, then the corresponding q n, becomes large and the estimate of x n will be close to c .
E. REGULARIZATION PARAMETER λ
The performance of the W-SCSR optimization (31), (32) depends on the selection of the regularization parameter λ, which controls the balance between f (s) andg (z) = g ( s). The value of f (s) for the true vector x is given by
and hence the optimal value of λ depends on the noise variance σ 2 v in general. We thus need to choose a good value of λ depending on the noise variance. To tackle this problem, we propose an adaptive parameter selection method taking the noise variance into account. Specifically, we determine λ so that the ratio
where E [·] represents the expectation with respect to the distributions of x and v. Note that we use the expectation E [f (x)] and E g ( x) instead of f (x) andg ( x) because the true vector x and the noise vector v are unknown. Since we can calculate the left side of (35) as
Once we fix the value of β, the proposed λ in (37) adaptively changes in accordance with the noise variance σ 2 v . The proposed λ becomes large when the noise variance σ 2 v is small, and vice versa. , which requires the complexity of O(N 3 ). If we update the parameter λ at each outer iteration t, we need to compute T inverse matrices as a whole. However, the calculation of these inverse matrices can be eliminated by computing the singular value decomposition (SVD) of A before executing the algorithm. In the underdetermined case with M < N , the SVD of A is given by 
Once we obtain the SVD of A, we do not need to directly compute the inverse matrix ρLI N + λA
at each outer iteration t even if the parameter λ is updated in the algorithm. It should be noted that the order of the overall computational complexity of IW-SCSR is still O (MN min(M , N ) ) because we require the SVD of the measurement matrix A.
When the measurement matrix A has some special structure, we can compute the inverse matrix more efficiently. For instance, see Example 2 in Section IV.
G. CONVERGENCE PROPERTY
Here, we investigate the convergence of the proposed algorithm for the W-SCSR optimization problem (32) . By extending the result for ADMM in the real domain [47] , residual convergence, objective convergence, and dual variable convergence have been proved for ADMM in the complex domain [48] . However, the convergence of s k to the optimizer of the problem has not been discussed in [48] . We thus prove the following theorem about the convergence of s k for (32) . 
Note that s * and z * are the optimal values of s and z in (32), respectively, and satisfy s * = z * . In order to see the convergence of s k to one of the optimizers of (32), we evaluate g s k −g z k , which is upper bounded as
When g (·) = h 1 (·), we have
From (40), (43) , and (46), we have
Hence, f s k +g s k converges to the optimal value of the objective function. Since the objective function is continuous, we conclude that s k converges to one of optimizers of (32).
IV. EXAMPLES
In this section, we provide a couple of applications of the model (1) In MIMO systems with spatial modulation [50] , [51] , only a few transmit antennas send their signals to the receiver. In spatial modulation with QPSK, for example, the set of possible values C is composed of (c 1 , c 2 , c 3 , c 4 , c 5 ) = (0, 1+ j, −1 + j, −1 − j, 1 − j). Multiuser detection in M2M communications [14] - [16] and error recovery of MIMO signal detection [42] , [52] can also be formulated as a similar problem. The distribution of the channel matrix A depends on the channel model. In uncorrelated flat Rayleigh fading channels, the channel matrix is given by A = A i.i.d. , where 
respectively. The function J 0 (·) is the zeroth-order Bessel function of the first kind. We denote the wavelength by α and the antenna spacing at the receiver and the transmitter by d r and d t , respectively. For other channel models, see [53] .
Example 2 (Channel Equalization): Channel equalization in the single carrier block transmission [54] can also be modeled as the complex discrete-valued vector reconstruction. We here consider a MIMO system with N t transmit antennas and N r receive antennas. When we use the cyclic prefix to remove inter-block interference, the resultant channel matrix A ∈ C N r Q×N t Q corresponding to an information block can be written as a block circulant matrix given by
. 
where Q is the information block length,
and γ
is the impulse response of the channel between the n t th transmit antenna and the n r th receive antenna (n t = 1, . . . , N t and n r = 1, . . . , N r ) [55] , [56] . In the Rayleigh fading channels, γ (i) n r ,n t is a circular complex Gaussian variable with zero mean. It should be noted that the channel equalization problem also becomes underdetermined in overloaded MIMO systems.
Taking advantage of the block circulant structure of A, we can efficiently compute the inverse matrix
required in the proposed IW-SCSR. The matrix A in (49) can be decomposed as
where D ∈ C Q×Q denotes the normalized discrete Fourier transform (DFT) matrix. The matrix B is block diagonal given by
and ω = e 2πj/Q (q = 1, . . . , Q). From (51), the inverse matrix in IW-SCSR can be rewritten as where
The size of the inverse matrices is reduced to N t × N t in (56) and the required computational complexity becomes O(N 3 t Q), which is significantly smaller than the original direct calculation
. Note that we can compute the inverse matrix R −1 q in the same way as (38) with the SVD of B q . The property in (51) is also used in [56] to propose an equalization method in the frequency domain.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed method by computer simulations. We consider MIMO signal detection and channel equalization, which are described in Examples 1 and 2, respectively. In both cases, the additive noise vector v is assumed to be circular complex Gaussian distributed with mean 0 and covariance matrix σ 2 v I M .
A. MIMO SIGNAL DETECTION
We first compare the performance of the proposed SCSR optimization and the SOAV optimization in the real domain. Fig. 3 shows the average of symbol error rate (SER) defined as Q x − x 0 /N for QPSK with C = {1 + j, −1 + j, −1 − j, 1 − j}, wherex is the estimate of x and Q x = arg min s∈C N s −x 1 . The result is obtained by averaging the SER over 1, 000 independent realizations of the measurement matrix. The problem size is (N , M ) = (50, 40). We assume i.i.d. flat Rayleigh fading channels and hence the measurement matrix A = A i.i.d. ∈ C M ×N is composed of i.i.d. circular complex Gaussian variables with zero mean and unit variance. The signal-to-noise ratio (SNR) is defined as E x 2 2 /σ 2 v . In the figure, we denote the LMMSE method by 'LMMSE,' the SOAV optimization in the real domain by 'SOAV,' the SCSR optimization with g (·) = h 1 (·) ( = 1, . . . , 4) by 'SCSR (h 1 (·)),' and the SCSR optimization with g (·) = h 2 (·) ( = 1, . . . , 4) by 'SCSR (h 2 (·)).' The parameter of the SCSR optimization is fixed as q n, = 1/4. The regularization parameter λ is determined from (37) with β = 15, which achieves good performance in the simulation. The parameter ρ in the proposed algorithm is ρ = 0.1 and the number of inner iterations is K = 100. From the figure, we can see that the SCSR optimization with h 2 (·), which treats the real and imaginary part separately, can achieve the same performance as the SOAV optimization in the real domain.
We then investigate the convergence of the proposed algorithm for the SCSR optimization. In Fig. 4 , we show the convergence curve of the algorithm for ρ = 0.01, 0.1, and 0.3. The problem size is (N , M ) = (50, 40) and C = {1 + j, −1 + j, −1 − j, 1 − j}. The SNR is 17.5 dB. The regularizer is g (·) = h 2 (·) ( = 1, . . . , 4) and we fix q n, = 1/4 and β = 15. We can see that these three curves converge to almost the same SER if the number of iterations is large enough. Since ρ = 0.1 achieves the fastest convergence of the three and 100 iterations are enough to convergent in the figure, we use these values hereafter.
In Figs. 5 and 6, we compare the SER performance of the proposed IW-SCSR and some conventional methods for QPSK with (N , M ) = (50, 40) in i.i.d. and correlated MIMO channels, respectively. The result is obtained by averaging the SER over more than 3, 000 independent realizations of the measurement matrix hereafter. In the figures, 'IO-LAMA' represents individually-optimal large MIMO AMP (IO-LAMA) [28] , which is MIMO signal detection method based on AMP. 'EP-based algorithm' denotes the EP-based method [36] for discrete-valued vector reconstruction. 'IW-SCSR' indicates the proposed method in Algorithm 2 and T denotes the number of iterations of the outer loop. For IW-SCSR, the parameter is initialized as q n, = 1/4, the regularizer is g (·) = h 2 (·) ( = 1, . . . , 4), and the regularization parameter is determined from (37) with β = 15. From Fig. 5 , we can see that the performance of IW-SCSR is improved by the weight update and IW-SCSR with T = 5 outperforms the other methods in high SNR region. The message passingbased methods, i.e., IO-LAMA and the EP-based algorithm, assume large-scale problems and hence they have severe error floors in this case. Fig. 6 shows the SER performance in correlated MIMO channels A = 1 2 r A i.i.d. 1 2 t described in Example 1. We set d r /α = d t /α = 1/2 in the simulation. In Fig. 6 , the SER performance of IO-LAMA severely degrades because the algorithm assumes i.i.d. measurement matrix. On the other hand, the assumption is not required for convex optimization-based IW-SCSR and hence the performance does not severely degrade compared to IO-LAMA. Although the EP-based algorithm also works well in the low SNR region, it has the error floor in the high SNR region. We can see that the proposed IW-SCSR can achieve good performance even in correlated channels. Fig. 7 shows the SER performance in correlated channels for 8PSK with C = e j( −1)π/4 | = 1, . . . , 8 . Note that the SOAV optimization in the real domain is not appropriate in this case because the real part and the imaginary part are dependent on C. The problem size is (N , M ) = (50, 48). The parameter q n, of IW-SCSR is initialized as q n, = 1/8. We use (37) with β = 15 for the parameter λ in IW-SCSR. In Fig. 7 , the EP-based algorithm outperforms the other methods in the low SNR region. In the high SNR region, however, the EP-based algorithm has the error floor and IW-SCSR with T = 5 can achieve better performance than the EP-based algorithm. In Figs. 6 and 7, we observe that the proposed IW-SCSR for uniformly distributed unknown vectors is more effective when the cardinality of C is smaller.
In Fig. 8 , we show the SER performance versus M in correlated MIMO channels with 8PSK, N = 50, and SNR = 30 dB. The parameters of IW-SCSR are the same as those in Fig. 7 . From the figure, we can see that the performance of IW-SCSR improves as the number of measurements M increases. When M is greater than 44, IW-SCSR with h 1 (·) achieves better performance than the EP-based algorithm.
Figs. 9 and 10 show the SER performance for C = {0, 1 + j, −1 + j, −1 − j, 1 − j}. The SOAV optimization in the real domain is not suitable in this case as well as in the case of Fig. 7 . The problem size is (N , M ) = (50, 30) in Fig. 9 and (N , M ) = (200, 120) in Fig. 10 , and the measurement matrix is correlated as in Figs. 6 and 7 . In the simulation, we assume that x is a discrete-valued sparse vector with x 0 = 0.2N and the nonzero elements are uniformly distributed on {1 + j, −1 + j, −1 − j, 1 − j}. The parameter of IW-SCSR is initialized as q n,1 = 0.8 and q n,2 = · · · = q n,5 = 0.05. The sparse regularizer g (·) is set as g 1 (·) = h 1 (·) and g (·) = h 2 (·) ( = 2, . . . , 5) as in Fig. 2(a) . We denote the 1 optimization 
The regularization parameter λ in (57) is fixed as the same value in IW-SCSR with T = 1, which is determined from (37) with β = 10. In the figures, IW-SCSR with T = 1 can achieve a bit better performance than the 1 optimization. We also observe that the performance of IW-SCSR is further improved when T = 5. Although the EP-based algorithm has the error floor in Fig. 9 , it achieves the best performance for the larger-scale problem in Fig. 10 . We then show the SER performance versus the sparsity of the unknown discrete-valued vector in Fig. 11 . We assume C = {0, 1 + j, −1 + j, −1 − j, 1 − j} and represent the sparsity of the unknown vector by ε := 1 − x 0 /N . The nonzero elements are assumed to be uniformly distributed on {1 + j, −1 + j, −1 − j, 1 − j} as in Figs. 9 and 10 . The problem size is (N , M ) = (50, 40), the SNR is 17.5 dB, and we define β = 10. The parameter q n, is initialized as q n,1 = ε and q n,2 = · · · = q n,5 = (1 − ε)/4. In Fig. 11 , the 1 optimization has a poor performance for non-sparse vector with small ε, whereas IW-SCSR and the EP-based algorithm have better performance because they use the discreteness of the unknown vector x. We can also see that the proposed IW-SCSR outperforms the EP-based algorithm for ε ≥ 0.5.
B. CHANNEL EQUALIZATION
In Figs. 12 and 13 , we evaluate the SER performance for channel equalization described in Example 2. Unlike MIMO signal detection in flat fading channel, the measurement matrix becomes a block circulant matrix in this problem. In Figs. 12 and 13 , we assume QPSK with C = {1 + j, −1 + j, −1 − j, 1 − j}, L p = 5, and Q = 32. We also assume (N t , N r ) = (4, 3) in Fig. 12 and (N t , N r ) = (8, 6) in Fig. 13 . The impulse response γ Figs. 12 and 13 , we observe that the performance of IW-SCSR is better than that of the conventional methods. Unlike in the case of MIMO signal detection in Fig. 10 , the performance of the EP-based algorithm is worse than IW-SCSR even in the larger-scale problem with (N , M ) = (256, 192). This is possibly because the measurement matrix in channel equalization has the specific structure as in (49) . Fig. 14 shows the performance for 8PSK with C = e j( −1)π/4 | = 1, . . . , 8 , (N t , N r ) = (2, 2), L p = 5, and Q = 32. The regularizers and parameters of IW-SCSR is same as those in Fig. 7 . In the high SNR region, IW-SCSR outperforms the other methods. From Figs. 12 and 14 , we can see that the proposed IW-SCSR achieves good performance in channel equalization as well as in MIMO signal detection.
VI. CONCLUSION
In this paper, we have proposed the SCSR optimization for the reconstruction of complex discrete-valued vector by extending the SOAV optimization in the real domain. The SCSR optimization uses the discreteness of the unknown vector in the complex domain by including the sum of sparse regularizers in the objective function. As the sparse regularizer for complex-valued vectors, we have presented two regularizers h 1 (·) and h 2 (·), which should be appropriately chosen in accordance with the distribution of the unknown vector. We have also proposed the iterative approach named IW-SCSR, which iterates the W-SCSR optimization with updating the parameters in the objective function. We have proved that the sequence obtained by the proposed algorithm converges to the optimal solution of the W-SCSR optimization problem. Simulation results show that the proposed IW-SCSR works well for the underdetermined discrete-valued vector reconstruction, whereas the conventional message passingbased algorithms have error floors in the high SNR region. The proposed method can also reconstruct the discrete-valued vector even for the correlated measurement matrix, which appears in MIMO signal detection in correlated channels. For discrete-valued sparse vectors, IW-SCSR have better performance than the 1 optimization, which utilizes only the sparsity of the unknown vector. We have also shown that the proposed IW-SCSR can achieve good performance for channel equalization in frequency-selective fading channels.
Future work includes asymptotic performance analysis of the proposed method and detailed study of the effects of the parameters such as λ and q n, . The reduction of the computational complexity is also an important issue in practical applications. 
