Extremal problems concerning the number of complete subgraphs have a long story in extremal graph theory. Let k s (G) be the number of s-cliques in a graph G and m = r m s + t m , where 0 ≤ t m ≤ r m . Edrős showed that k s (G) ≤ r m s + t m s−1 over all graphs of size m and order n ≥ r m + 1. It is natural to consider an improvement in connected situation: what is the maximum number of s-cliques over all connected graphs of size m and order n? In this paper, the sharp upper bound of k s (G) is obtained and extremal graphs are completely characterized. The technique and the bound are different from those in general case. As an application, this result can be used to solve a question on spectral moment.
Introduction
Graphs considered here are undirected, finite and simple. V(G) and E(G) are the vertex set and edge set of a graph G, respectively. For a vertex u ∈ V(G), we denote the neighborhood of u by N G (u) and the closed neighborhood of u by N G [u] . Let G[S ] denote the subgraph of G induced by a vertex subset S . For a vertex v ∈ V(G), let G − v denote the induced subgraph G[V(G) \ {v}]. Let P k , C k K k be a path, a cycle and a complete graph of order k, respectively. An s-clique is a complete subgraph of order s and the number of s-cliques in G is denoted by k s (G).
The problem of determining k s (G) is a very interesting topic in extremal graph theory. On one hand, a number of papers investigated the lower bound of k s (G) (see for example, [2, 10, 11, 14, 19] ). On the other hand, much attentions have been paid to the upper bound of k s (G). The well-known Turán's theorem [22] obtained k 2 (G) in K r+1 -free graphs. Recently, Ergemlidze, Methuku, Salia, Győri [13] obtained k 3 (G) in a C 5 -free graphs. Luo [18] bounded k s (G) in a graph without cycles of length more than k. A conjecture due to Engbers and Galvin [9] asks which graph maximizes the number of scliques over all n-vertex graphs with maximum degree ∆ for every s ≥ 3. This conjecture has drawn attentions of many researchers (see [6, 15, 16] ). Recently, Chase [4] completely solved this conjecture. When substitute the maximum degree with the average degree, Edrős [12] considered the following question: what is the maximum number of s-cliques over all graphs with fixed size and order? Let K t m r m be the graph obtained by joining a new vertex to t m vertices of a copy K r m . One can see that the bound in Theorem 1.1 is attained when G is isomorphic to K t m r m with possibly some isolated vertices. Naturally, one may consider an improvement by the following question. Question 1.1. Let G m,n be the set of connected graphs of size m and order n. what is the maximum number of s-cliques over all graphs in G m,n ?
In Section 2, the sharp upper bound in Question 1.1 is obtained and corresponding extremal graphs are completely characterized.
Another motivation of considering Question 1.1 comes from a classic topic in spectral graph theory. Let λ 1 (G), λ 2 (G), · · · , λ n (G) be the eigenvalues in nonincreasing order of the adjacency matrix A(G) of a graph G. For an integer j ∈ [0, n − 1], n i=1 λ j i (G) is called the j-th spectral moment of G and denoted by S j (G). We know that S j (G) is the number of closed walks of length j (see [7] ). Hence, S 3 (G) = 6k 3 (G). The sequence of spectral moments (S 0 (G), S 1 (G), . . . , S n−1 (G)) is denoted by S (G). For two graphs G 1 and G 2 , we denote G 1 ≺ S G 2 if there is a positive integer j ≤ n − 1 such that S i (G 1 ) = S i (G 2 ) for i < j and S j (G 1 ) < S j (G 2 ). Now, we also say that G 1 comes before G 2 in S -order. Up to now, many results on the S -order of graphs have been obtained. Andriantian and Wagner [1] characterized the trees with maximum S k (T ) over all trees with a given degree sequence. Cvetković et al. [8] characterized the first and the last graphs in S -order of trees and unicyclic graphs. Pan et al. [20] gave the last and the second last quasi-trees. Cheng et al. [5] determined the last d + d 2 − 2 graphs, in S -order, of all trees with order n and diameter d. Li and Zhang [17] characterized the last and the second last graphs, in Sorder, over all graphs with given number of cut edges. As an application of main result, in Section 3, we determine the last graph in S -order over all graphs in G m,n .
2 The maximum number of s-cliques in connected graphs of given size and order
First, let us introduce some definitions and notations. A maximal 2-connected subgraph in a graph is called a block. For a given graph G and a positive integer s, denote by G s the graph obtained from G by iteratively removing the vertices of degree at most s until the resulting graph has minimum degree at least s + 1 or is empty. It is well known that G s is unique and does not depend on the order of vertex deletion (see [21] ). The following lemmas will be used to prove the main result of this section.
Now we introduce two notations r m,n and t m,n , which will be frequently used in subsequent discussions. 
where r m,n and t m,n are two positive integers. Specially, 2 ≤ t m,n ≤ r m,n if m − n ≥ 0; t m,n = r m,n = 1 if m − n = −1.
Proof. Let G 1 ∈ G m ,n and G 1 K r m,n +1 . Suppose to the contrary that d G 1 (u) ≥ r m,n for any non-cutvertex u of G 1 . If G 1 has cutvertices, then there is at least two blocks B i containing exactly one cutvertex u i of G 1 for i ∈ {1, 2}. Clearly,
which contradicts Lemma 2.1. So G 1 itself is a block. Since d G 1 (u) ≥ r m,n for any noncutvertex u of G 1 , we have n ≥ r m,n + 1 and
Since G 1 K r m,n +1 , the first two inequalities of above can not be equalities simutaneously. Hence, we also have m − n > m − n, a contradiction. This completes the proof.
with equality if and only if a ≤ s − 2. Iterate to get the general result. Proof. Suppose to the contrary, then there is an induced subgraph H of G such that H K s . By Lemma 2.1, we have
Now we give two main results on the maximum number of s-cliques in connected graphs of given size and order. Proof. The proof is proceeded by induction on m − n. Firstly, we consider the case −1 ≤ m − n ≤ s 2 − s − 1. By Lemma 2.4, k s (G) = 0. And by Definition 2.1, we can find that r m,n ≤ s − 1 and t m,n ≤ s − 2. So the result holds trivially.
In the following we need to consider the case m − n ≥ s 2 − s. Let G * be the graph obtained from K t m,n r m,n by adding n − r m,n − 1 pendant edges to a vertex of degree r m,n . Clearly, G * ∈ G m,n and k s (G * ) = r m,n s + t m,n s−1 . This implies that the maximum of k s (G) is at least as large as claimed for any m, n with m−n ≥ s
And we can see that
Now we distinguish two cases to complete the proof.
Comparing equalities (1) and (2), we have r m −d 0 ,n −1 = r m,n and t m −d 0 ,n −1 = t m,n − d 0 + 1. And by the induction hypothesis,
where the last inequality comes from setting c = t m,n in Lemma 2.3. Case 2. t m,n ≤ d 0 ≤ r m,n − 1. Now, equality (2) can be written as follows:
where 2 ≤ r m,n + t m,n − d 0 − 1 ≤ r m,n − 1. Comparing equalities (1) and (5), we have r m −d 0 ,n −1 = r m,n − 1 and t m −d 0 ,n −1 = r m,n + t m,n − d 0 − 1. By the induction hypothesis, Recall that r m −d 0 ,n −1 = r m,n , t m −d 0 ,n −1 = t m,n − d 0 + 1 < t m,n . Since k s (G) = r m,n s + t m,n s−1 , all the inequalities in (4) are equalities. By Lemma 2.3, the last inequality of (4) holds in equality if and only if t m,n ≤ s − 2. So r m,n ≥ s and d 0 s−1 = 0. Now, the first inequality of (4) holds naturally in equality. The second inequality of (4) holds in equality if and only if k s (H) = r m,n s + t m,n −d 0 +1
H meets (i). By the induction hypothesis, H s−2 K r m,n . Since d 0 ≤ s − 2 and G s−2 does not depend on the order of vertex deletion, we have G s−2 (G 1 ) s−2 H s−2 K r m,n . Case 2. t m,n ≤ d 0 ≤ r m,n − 1.
Recall that r m −d 0 ,n −1 = r m,n −1, t m −d 0 ,n −1 = r m,n +t m,n −d 0 −1. Now r m,n ≥ s (otherwise, r m,n = s − 1, then t m,n = s − 1, which contradicts to t m,n ≤ r m,n − 1). By Lemma 2.3, the last inequality of (6) holds in equality if and only if r m,n − 1 ≤ s − 2 or d 0 ∈ {t m,n , r m,n − 1}. Since r m,n ≥ s, we have d 0 ∈ {t m,n , r m,n − 1}. Since N(u 0 ) is an (r m,n − 1)-clique, where r m,n − 1 ≥ t m,n + 1 ≥ s ≥ 3, we have N(u 0 ) ⊆ V(H 1 ). This indicates that G 1 K t m,n r m,n , or G 1 ∈ B(r m,n , 3) for t m,n = s − 1 = 2 and r m,n ≥ s = 3. Since in both cases G s−2 G 1 , we are done.
Conversely, for any graph G ∈ G m,n described in (i) or (ii), it is easy to see that k s (G) = k s (G s−2 ) = r m,n s + t m,n s−1 . This completes the proof.
Extremal graph on spectral moment
For a given graph H, a subgraph of G isomorphic to H is called an H-subgraph of G. Denote by φ G (H) (or φ(H)) the number of H-subgraphs in G. In this section, we will determine the last graph in S -order over all connected graphs of size m and order n. First, we need to give some basic lemmas. [7] ) For any graph G, S 4 (G) = 2φ(P 2 )+ 4φ(P 3 ) + 8φ(C 4 ), where S j (G) is the number of closed walks of length j.
A nonincreasing sequence (d 1 , d 2 , . . . , d n ) is denoted by π G , if it is a degree sequence of a graph G. Lemma 3.2. Let G be a connected graph of order n with π G 1 = (d 1 ,d 2 , · · · ,d k ). If n > k and a nonincreasing positive sequence (d 1 , d 2 , · · · , d n ) satisfies (i) d i ≥d i for 1 ≤ i ≤ k and d i 0 >d i 0 for some i 0 ∈ {1, 2, · · · , k}, (ii) n i=1 d i = k i=1d i + 2(n − k), Then π is graphic. Specially, there exists a connected graph G * such that G * 1 G 1 and π(G) = (d 1 , d 2 , · · · , d n ).
Proof. Let s be the maximum number in {0, 1, . . . , n − k} such that d k+s ≥ 2. Put d G 1 (u i ) = d i for each i ∈ {1, 2, · · · , k}. We construct a new graph G * as follows. Let G be a graph obtained from G 1 and a path P s = u k+1 u k+2 · · · u k+s by adding an edge u i 0 u k+1 for s ≥ 1, or G G 1 for s = 0. Let G * be the graph obtained from G by adding d i − d G (u i ) pendant edges to u i for each i ∈ {1, 2, · · · , k + s}. In this way, we obtain a connected graph G * with
. So |V(G * )| = n. According to the definition, it is easy to see that G * 1 G 1 and π(G) = (d 1 , d 2 , · · · , d n ). Lemma 3.3. Let (d 1 ,d 2 , · · · ,d k ) be a nonincreasing sequence. Let n ≥ k and π = (d 1 , d 2 , · · · , d n ) be a sequence with d i ≥d i for 1 ≤ i ≤ k. Reorder π in a nonincreasing order π = (d 1 , d 2 , · · · , d n ). Then we also have d i ≥d i for 1 ≤ i ≤ k.
Proof. Given any i ∈ {1, 2, . . . , k}. For each t ∈ {1, 2, · · · , i}, we have d t ≥d t ≥d i . This implies that there are at least i elements not less thand i in π . Since d i is the i-th largest element in π (also in π ), we have d i ≥d i . Lemma 3.4. Let G ∈ G m,n with π(G) = (d 1 , d 2 , · · · , d n ) and π G 1 = (d 1 ,d 2 , · · · ,d k ). If n > k and d i 0 >d i 0 for some i 0 ∈ {2, 3, . . . , k}, then there exists a graph G * ∈ G m,n such that G * 1 G 1 and S 4 (G * ) > S 4 (G).
Proof. Note that G 1 is an induced subgraph of G. Although the vertex of degreed i in G 1 may not be the vertex of degree d i in G, by Lemma 3.3, we still have d i ≥d i for 1 ≤ i ≤ k. Now we define a sequence π = (d 1 , d 2 , · · · , d n ), where d 1 = d 1 + 1, d i 0 = d i 0 − 1 and
Reorder π in a nonincreasing order π = (d 1 , d 2 , · · · , d n ). By Lemma 3.3, d 1 = d 1 > d 1 and d i ≥d i for 2 ≤ i ≤ k. Moreover, since G 1 is obtained from G by iteratively deleting n − k pendant edges, we have n i=1 d i = n i=1 d i = k i=1d i + 2(n − k). By Lemma 3.2, there exists a connected graph G * such that G * 1 G 1 and π(G * ) = π . This indicates that G * ∈ G m,n .
Furthermore, it is clear that φ G * (P 2 ) = φ G (P 2 ) and φ G * (
For convenience, we call π , in the proof of Lemma 3.4, a d i 0 -transformation of π. Correspondingly, we call G * a d i 0 -transformation of G. We also write ς(H, n) for the set of connected graphs G of order n with G 1 H. Since G 1 is obtained from G by iteratively deleting n − k pendant edges, one can see that all graphs in ς(H, n) have the same size |E(H)| + (n − k). Lemma 3.5. Let n > k and H be a connected graph with π H = (d 1 ,d 2 , · · · ,d k ), wherē d k > 1. Then G attains the largest value of S 4 over all graphs in ς(H, n) if and only if π G = (d 1 , d 2 , · · · , d n ), where d 1 =d 1 + n − k, d i =d i for 2 ≤ i ≤ k and d i = 1 for i > k.
Proof. Let G ∈ ς(H, n) be the extremal graph and π G = (d 1 , d 2 , · · · , d n ). Since H is an induced subgraph of G, by Lemma 3.3, d i ≥d i for 1 ≤ i ≤ k. Suppose that d i 0 >d i 0 for some i 0 ∈ {2, 3, . . . , k}. Let G * be a d i 0 -transformation of G. Then by Lemma 3.4, G * 1 G 1 H and S 4 (G * ) > S 4 (G), a contradiction. Now suppose that d i 0 > 1 for some i 0 > k, say, u ∈ V(G) corresponding to d i 0 and v ∈ N G (u) with minimal distance to G 1 . We define G * = G − uv + uw, where w ∈ V(G) corresponding to d 1 . Clearly, G * 1 G 1 and by Lemma 3.1,
also a contradiction. So d i =d i for 2 ≤ i ≤ k and d i = 1 for k + 1 ≤ i ≤ n. Recall that n i=1 d i = k i=1d i + 2(n − k). Thus d 1 =d 1 + n − k. Conversely, assume that G , G ∈ ς(H, n) with π G = π G = (d 1 , d 2 , · · · , d n ). Since G 1 G 1 H and π G = π G , we have φ G (P 2 ) = φ G (P 2 ) and φ G (C 4 ) = φ G (C 4 ). Moreover, note that φ G (P 3 ) = φ G (P 3 ) = n i=1 d i 2 . By Lemma 3.1, S 4 (G ) = S 4 (G ). Now we try to characterize the last graph in S -order over all graphs in G m,n . Theorem 3.1. Let G * be the last graph in S -order over all graphs in G m,n . Then G * is obtained from K Proof. It is known that n i=1 λ i (G) = 0, n i=1 λ 2 i (G) = 2|E(G)| and n i=1 λ 3 i (G) = 6k 3 (G) for a graph G (see [7] ). So S 1 (G) = 0, S 2 (G) = 2m and S 3 (G) = 6k 3 (G) for any graph G ∈ G m,n . And since G * is the last graph in S -order, G * has maximal number of triangles over all graphs in G m,n .
If t m,n ≥ 3, then by Theorem 2.2 (ii), G * 1 K t m,n r m,n , that is, G * ∈ ς(K t m,n r m,n , n) ⊆ G m,n . Since S 3 (G) = S 3 (K t m,n r m,n ) for any graph G ∈ ς(K t m,n r m,n , n), G * must attain the largest value of S 4 over all graphs in ς(K t m,n r m,n , n). By Lemma 3.5, one can find that the statement holds. If t m,n = 2, then by Theorem 2.2 (ii), G * 1 K 2 r m,n , or G * 1 ∈ B(r m,n , 3). For any graph G with G 1 ∈ B(r m,n , 3) , if there is a cut edge uv of G 1 , let G be the graph obtained from G−uv by identifying u with v and adding a new pendant edge uw. Note that S 3 (G) = S 3 (G ) and S 4 (G) < S 4 (G ). This implies that if G * 1 ∈ B(r m,n , 3) then G * 1 B(r m,n , 3). Furthermore, by Lemma 3.5, G * B 1 if G * 1 K 2 r m,n or G * B 2 if G * 1 B(r m,n , 3) (see Fig. 1 ). Clearly, S 3 (B 1 ) = S 3 (B 2 ). And by Lemma 3.1 and direct computations, we have S 4 (B 2 ) < S 4 (B 1 ). Hence G * B 1 , the statement also holds. This completes the proof. 
