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ON THE UNIFORM EQUIDISTRIBUTION OF CLOSED
HOROSPHERES IN HYPERBOLIC MANIFOLDS
ANDERS SO¨DERGREN
Abstract. We prove asymptotic equidistribution results for pieces of large closed
horospheres in cofinite hyperbolic manifolds of arbitrary dimension. This extends
earlier results by Hejhal [10] and Stro¨mbergsson [32] in dimension 2. Our proofs
use spectral methods, and lead to precise estimates on the rate of convergence to
equidistribution.
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1. Introduction
Let M be a non-compact hyperbolic manifold of finite volume. To present our
problem we first consider the case when M is two dimensional. Then the surface M
has a finite number of cusps, and to each cusp corresponds a one-parameter family of
closed horocycle curves in M . In each family there exists a unique closed horocycle
of any given length ℓ > 0, and it is known that as ℓ → ∞, the closed horocycle
becomes asymptotically equidistributed on M with respect to the hyperbolic area
measure. Investigations related to this fact have been carried out by a number
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of people over the years, including Selberg (unpublished), Zagier [35], Sarnak [27],
Hejhal [10], Flaminio and Forni [7], and Stro¨mbergsson [32].
In [10], Hejhal asked to what exact degree of uniformity does this equidistribution
hold? Specifically, given a subsegment of length ℓ1 < ℓ of a closed horocycle of
length ℓ, under what conditions on ℓ1 can we ensure that this subsegment becomes
asymptotically equidistributed on M? Hejhal proved that this holds as long as we
keep ℓ1 ≥ ℓc+ε (ε > 0) as ℓ→∞, where c ≥ 23 is a constant which only depends on
the surface M . This was later improved by Stro¨mbergsson [32] to allowing c = 12 ,
independently of M . This constant is optimal. The equidistribution results both in
[10] and [32] were obtained with explicit rates.
Our purpose in the present paper is to generalize these equidistribution results to
the case when M is a hyperbolic manifold of arbitrary dimension n+ 1. We realize
M as the quotient M = Γ \Hn+1, where Hn+1 is the hyperbolic upper half space,
H
n+1 =
{
P = (x, y) | x ∈ Rn, y ∈ R>0
}
with Riemannian metric ds2 = y−2(dx21 + . . . + dx2n + dy2), and Γ is a cofinite (but
not cocompact) discrete subgroup of the group G of orientation preserving isometries
of Hn+1. Without loss of generality we can assume that one of the cusps is placed
at infinity. Then the fixator group Γ∞ ⊂ Γ contains a subgroup of finite index
consisting of translations,
Γ′∞ =
{
(x, y) 7→ (x+ ω, y) ∣∣ ω ∈ Λ}
where Λ is some lattice in Rn. Let Ω = {ω1,ω2, . . . ,ωn} be a basis of Λ. Now, for
each y > 0 and any αi, βi ∈ R with αi < βi, we set
B =
{
(u1ω1 + · · ·+ unωn, y) | ui ∈ [αi, βi] for i = 1, . . . , n
}
.
This is a box-shaped subset of a closed horosphere inM . (Note, though, that if Γ∞ 6=
Γ′∞ then the mapB→M need not be injective, even if βi < αi+1 for all i.) Our first
main theorem says that as y → 0, the boxB becomes asymptotically equidistributed
in M with respect to the hyperbolic volume measure dν = y−n−1dx1 . . . dxndy, so
long as we keep all βi − αi ≥ y1/2−ε.
Theorem 1.1. Let Γ be a cofinite discrete subgoup of G such that Γ \ Hn+1 has
a cusp at infinity. Let ε > 0, and let f be a fixed continuous function of compact
support on Γ \Hn+1. Then
1
(β1 − α1) · · · (βn − αn)
∫ β1
α1
· · ·
∫ βn
αn
f(u1ω1 + · · · + unωn, y) du1 . . . dun(1.1)
→ 1
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ),
uniformly as y → 0 so long as β1 − α1, . . . , βn − αn ≥ y1/2−ε.
Note that when n = 1 this specializes to the equidistribution result from [32]
described above, since ℓ ∼ y−1 in this case. The exponent 12 in Theorem 1.1
is in fact the best possible in arbitrary dimension, if we restrict to considering
boxes which have all side lengths comparable, as y → 0. Indeed, if we keep
β1 − α1 = . . . = βn − αn = cy1/2, say, with a sufficiently small fixed constant c > 0,
then the box B can be placed in such a way that all of B stays far out in some
cuspidal region of M as y → 0. Cf. Remark 7.3.
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We obtain all our equidistribution results with precise rates, provided that f is
sufficiently smooth. In this direction we obtain the best results if instead of the
box B we use a smooth cutoff function in the closed horosphere. Thus let us fix
χ : Rn → R to be a smooth function of compact support. Given δ1, . . . , δn ∈ (0, 1]
and γ := (γ1, . . . , γn) ∈ Rn we define
χδ,γ(u) := χ
(u1−γ1
δ1
, . . . , un−γnδn
)
,
and consider the following horosphere integral
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · ·+ unωn, y) du,
where du = du1 . . . dun. Note that if we relax the condition that χ be smooth, and
take χ to be the characteristic function of the unit cube [−12 , 12 ]n, then we get back
the left hand side of (1.1) with αi = γi − δi/2 and βi = γi + δi/2.
The precise rate of equidistribution which we obtain depends on the spectrum of
the Laplace-Beltrami operator ∆ on M . If there are small eigenvalues 0 < λ < n2/4
of −∆ onM , then we take σ1 ∈ (n2 , n) so that λ = σ1(n−σ1) is the smallest non-zero
eigenvalue; otherwise, if there are no small eigenvalues, we set σ1 =
n
2 .
Theorem 1.2. Let Γ be a cofinite discrete subgroup of G such that Γ \Hn+1 has a
cusp at infinity. Let ε > 0, let f be a fixed C∞-function on Hn+1 which is Γ-invariant
and of compact support on Γ \ Hn+1, and let χ : Rn → R be a smooth function of
compact support. Then, uniformly over all γ = (γ1, . . . , γn) ∈ Rn and all δ1, . . . , δn
satisfying
√
y ≤ δ1, . . . , δn ≤ 1,
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · · + unωn, y) du(1.2)
=
〈χ〉
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ) +O
(
y−ε
(
y/δ2min
)n−σ1),
where σ1 ∈ [n2 , n) is as above, 〈χ〉 =
∫
Rn
χ(x) dx, δmin = min
i∈{1,...,n}
δi, and the implied
constant depends on Γ, f , χ, ε and Ω.
We will actually prove a stronger version of Theorem 1.2, where the dependence
on f and χ is explicit, see Theorem 7.1. Moreover, Theorem 1.1 follows from
Theorem 7.1 by an approximation argument; in fact we obtain Theorem 1.1 with
the rate O
(
y−ε
(
y/δ2min
)1−σ1/n) and with an explicit dependence on f , cf. Theorem
7.2.
Our method of proof of these results is to use the spectral decomposition of the
Laplace-Beltrami operator onM , involving the theory of Eisenstein series. To obtain
our results we need to develop several bounds on sums over the Fourier coefficients
of the individual eigenfunctions of M , which are also of independent interest. In
particular we prove a precise Rankin-Selberg type bound (cf. Proposition 5.3) and
bounds on coefficient sums twisted with an additive character (cf. Proposition 6.2
and Theorem 6.7).
Bounds of the latter type allow us to prove that in the special case when the
test function f in Theorem 1.2 is a cusp form (i.e. an eigenfunction of the Laplace-
Beltrami operator which decays exponentially in each cusp) with eigenvalue λ =
s(n−s), s ∈ (n2 , n) or s ∈ n2+iR≥0, then the δj ’s can be allowed to shrink much more
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rapidly than before, and we obtain (1.2) with an error term O
(
y−ε
(
y/δmin
)n−Re s)
,
uniformly over 0 < δ1, . . . , δn ≤ 1. Cf. Proposition 6.4.
It is interesting to compare the results in Theorems 1.1 and 1.2, and in particular
the explicit bounds obtained in Theorem 1.2, with known facts related to the mixing
property of the geodesic flow on the unit tangent bundle T1M ofM . It is well known
that in the special case of fixed δ1, . . . , δn (say δ1 = . . . = δn = 1), the equidistribution
result in Theorem 1.1 (and Theorem 1.2 except for the precise rate) can be obtained
as a consequence of the fact that the geodesic flow on T1M is mixing. Cf. Kleinbock
and Margulis [17, Prop. 2.4.8] and also Eskin and McMullen [6, Thm. 7.1]. Using the
fact that the geodesic flow is known to be mixing with an exponential rate (Moore,
[21]), we can even obtain this equidistribution result with a rate of type O(ya1) for
some a1 > 0.
To give a precise statement, first recall that the homogeneous space Γ\G can
be identified with the (oriented orthonormal) frame bundle over M , consisting of
oriented orthonormal bases e1, . . . ,en+1 in the tangent space TpM above each point
p ∈M . There is a distinguished one-parameter subgroup {ϕt | t ∈ R} ⊂ G such that
the flow Γg 7→ Γgϕt corresponds to unit speed parallel transport along the geodesic
in the direction given by e1.
1 Clearly this flow descends to the geodesic flow on
T1M under the projection Γ\G ∋ (p,e1, . . . ,en+1) 7→ (p,e1) ∈ T1M . Now using
representation theoretic techniques (cf. Hirai [13], Knapp [18, Ch. VIII.8], Moore
[21, Thm. 4.1], Shalom [29, Thm. 2.1, §8.1]), one has the following precise version
of (optimal rate) exponential mixing for the flow {ϕt}: For any fixed, sufficiently
smooth and decaying functions v,w ∈ L2(Γ\G), with either v or w being a lift of a
function on M , we have
∫
Γ\G
v(gϕt)w(g) dg =
∫
Γ\G
v(g) dg
∫
Γ\G
w(g) dg +Ov,w,ε
(
e(σ1−n+ε)t
)
as t→∞,
(1.3)
where σ1 is as before, and where dg is the Haar measure on G normalised so that∫
Γ\G dg = 1. Cf. also Ratner [24] in the 2-dimensional case and Pollicott [22] in the
3-dimensional case.
See [17, Prop 2.4.8] for how to use a mixing result as in (1.3) to obtain an equidis-
tribution result in the situation of Theorem 1.2 with δ1 = . . . = δn = 1, with a rate
of type O(ya1) (a1 > 0). Note however that this argument results in a sacrifice in
the exponent; a1 comes out significantly smaller than n−σ1− ε. By contrast, a nice
feature of Theorem 1.2 above is that the exponent is just as good as what one would
formally obtain from (1.3) by taking v to be the appropriate measure on Γ\G with
compact support inside the closed horosphere at y = 1, and taking w to be the lift
of f to Γ\G.
Let us now return to Theorem 1.1, i.e. let us again consider the box B in place
of the smooth cutoff function χ. It is an interesting question to ask what explicit
1Explicitly, if we identify Γ\G with the frame bundle of M in such a way that Γe corresponds to
(x, y) = (0, 1) ∈ Hn+1 and a frame with e1 pointing straight upwards, and if we use G = PSL(2, Cn)
as introduced in Section 2.1 below, then ϕt =
(
et/2 0
0 e−t/2
)
; if we use instead the notation in [23, Ch.
4.5-6] then ϕt ∈ PSO(n+1, 1) is the matrix which has bottom right block equal to
(
cosh t sinh t
sinh t cosh t
)
,
and all other entries as in the identity matrix.
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rate of convergence we can ideally hope to obtain in this equidistribution result.
As we have already mentioned, using an approximation argument we are able to
prove Theorem 1.1 with an explicit rate O
(
y−ε
(
y/δ2min
)1−σ1/n). When n = 1 this is
basically the same rate as was obtained by Stro¨mbergsson in [32, Thm. 3]. However,
for n ≥ 2 we expect that it should be possible to obtain a better error term by working
more directly with the left hand side of (1.1), applying the spectral expansion of f .
Indeed for n = 2 we have found a proof along these lines of an explicit error bound
O
(
y−ε
(
y/δ2min
)2−σ1) in Theorem 1.1, which is just as good as the bound in Theorem
1.2. This proof, which will not be given in the present paper, is far from a direct
adaptation of our proof of Theorem 1.2; in particular it involves using bounds on
sums of the Eisenstein series coefficients twisted with an additive character (viz.,
an extension of Theorem 6.7 to the case of Eisenstein series) whereas in the proof
of Theorem 1.2 we only need a Rankin-Selberg type bound on the Eisenstein series
coefficients. We have so far not been able to carry over this treatment to the case
n ≥ 3 in a satisfactory way, although certain partial results lead us to hope that
it might be possible to eventually obtain the bound O
(
y−ε
(
y/δ2min
)min(1,n−σ1)) in
Theorem 1.1.
We note that it is also possible to prove Theorem 1.1 using the classification of all
ergodic invariant measures for the horosphere action on Γ\G given by Ratner in [25].
This approach leads to a more general formulation of our result in that we obtain
asymptotic equidistribution on the frame bundle of M . We furthermore note that it
is possible to relax the conditions on the function f in Theorem 1.1 to a condition
on the growth of f in each cusp. For the details of the argument in the case n = 1
see Stro¨mbergsson [32].
We remark that another possible approach to the precise study of error terms in
our equidistribution results would be to try to extend the representation theoretic
method of Flaminio and Forni [7], involving the classification of invariant distribu-
tions of the horocycle flow, to the present case. If this could be carried out, it would
have the benefit of also giving results on the frame bundle of M .
Finally we mention that recently Kontorovich and Oh [19], [20] have proved ef-
fective results on the equidistribution of expanding closed horospheres also in two
and three dimensional hyperbolic manifolds of infinite volume. In addition to being
interesting in their own right, these results have beautiful applications in several
number theoretic counting problems.
2. Preliminaries
2.1. Basic set-up. The upper half-space model Hn+1 of the (n + 1)-dimensional
hyperbolic space consists of the set
H
n+1 :=
{
P = (x1, x2, . . . , xn, y) | (x1, x2, . . . , xn) ∈ Rn, y ∈ R>0
}
equipped with the Riemannian metric
ds2 =
dx21 + dx
2
2 + · · · + dx2n + dy2
y2
.(2.1)
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We will frequently use the notation P = (x, y) for points in Hn+1, where x =
(x1, . . . , xn) ∈ Rn. The hyperbolic volume element is given by
dν =
dx1 . . . dxndy
yn+1
and the Laplace-Beltrami operator associated with (2.1) is given by
∆ = y2
( ∂2
∂x21
+ · · · + ∂
2
∂x2n
+
∂2
∂y2
)
− (n− 1)y ∂
∂y
.
It is well known that the group of orientation preserving isometries of Hn+1, Isom+Hn+1,
is isomorphic to the classical Lie group PSO(n+1, 1) (see e.g. [23, Sec. 3.2 (Cor. 3)]).
It is also possible to realize Isom+Hn+1 as the groupM(n) of orientation preserving
Mo¨bius transformations of Rˆn, acting on Hn+1 by their Poincare´ extensions, with
the topology of uniform convergence in the chordal metric on Rˆn (cf. [14, Cor. 1.10]
and [3, Sec. 3.7]). These Mo¨bius transformations can be expressed in terms of 2× 2
matrices whose entries are (certain) Clifford numbers. The details are as follows.
Consider the Clifford algebra Cn. This is the real associative algebra generated
by i1, . . . , in−1 subject (only) to the relations i2k = −1 for k = 1, . . . , n − 1 and
ikih = −ihik for h 6= k. The elements of Cn are called Clifford numbers. Each
element a ∈ Cn can be uniquely written as a =
∑
I aII, where aI ∈ R and the
summation runs over all products I = iν1 · · · iνp with 1 ≤ ν1 < · · · < νp ≤ n − 1.2
Thus Cn is a vector space of real dimension 2
n−1. We equip Cn with the square norm,
i.e. if a =
∑
I aII then |a|2 =
∑
I a
2
I . Furthermore there are three commonly used
involutions of Cn. The first involution,
′ : Cn → Cn, is the algebra automorphism
which replaces each ik with −ik. The second involution, ∗ : Cn → Cn, reverses the
order of the factors in each iν1 · · · iνp and determines an anti-automorphism of Cn.
The final involution, − : Cn → Cn, is a combination of the previous two, i.e. for each
a ∈ Cn we have a¯ = (a′)∗ = (a∗)′.
Elements of Cn of the form x = x0 + x1i1 + · · · + xn−1in−1 are called vectors.
They form an n-dimensional vector space which we naturally identify with Rn. For
vectors we have the identity xx¯ = x¯x = |x|2, which implies that every non-zero
vector is invertible in Cn. Since products of invertible elements are invertible, the
non-zero vectors generate a multiplicative group, Γn, called the Clifford group. It is
proved in [1] that aa¯ = a¯a = |a|2 holds for all a ∈ Γn and also that if a, b ∈ Γn then
|ab| = |a||b|.
Definition 2.1. We define the following groups of matrices:
(i) GL(2, Cn) :=
{(
a b
c d
) ∣∣∣ a, b, c, d ∈ Γn ∪ {0},
ab∗, cd∗, c∗a, d∗b ∈ Rn, ad∗ − bc∗ ∈ R \ {0}
}
.
(ii) SL(2, Cn) :=
{(
a b
c d
)
∈ GL(2, Cn)
∣∣∣ ad∗ − bc∗ = 1}.
(iii) PSL(2, Cn) := SL(2, Cn)/{±I}.
A matrix g ∈ GL(2, Cn) acts on elements in Rˆn according to the formula
gx = (ax+ b)(cx+ d)−1.(2.2)
2Here the empty product is interpreted as the real number 1.
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It is clear that Cn ⊂ Cn+1 and that Γn ⊂ Γn+1. Hence it follows that GL(2, Cn)
acts, by the formula (2.2), also on Rˆn+1. It is shown in [1] and [33] that GL(2, Cn)
is precisely the set of 2 × 2 matrices, with Clifford numbers as entries, that induce
bijective mappings Rˆn → Rˆn and Rˆn+1 → Rˆn+1. [1] and [33] further show that
PSL(2, Cn) acts on Rˆ
n as the group of orientation preserving Mo¨bius transformations
and on Rˆn+1 as the Poincare´ extensions of these Mo¨bius transformations. According
to the above this means that PSL(2, Cn) is isomorphic to Isom
+
H
n+1. In coordinates
the Poincare´ extension of (2.2) to Hn+1 looks like
P = x+ yin 7→ g(P ) = xg(P ) + yg(P )in
where xg(P ) and yg(P ) are given by
xg(P ) =
ac¯|P |2 + bd¯+ axd¯+ bx¯c¯
|cP + d|2 =
(ax+ b)(cx+ d) + ac¯y2
|cx+ d|2 + |c|2y2(2.3)
and
yg(P ) =
(ad∗ − bc∗)y
|cP + d|2 =
(ad∗ − bc∗)y
|cx+ d|2 + |c|2y2 ,(2.4)
respectively.
Definition 2.2. For g =
(
a b
c d
)
, with a, b, c, d ∈ Cn, the norm of g is given by
‖g‖ = (|a|2 + |b|2 + |c|2 + |d|2)1/2.
We give GL(2, Cn) and SL(2, Cn) the topology induced by the metric d(g, h) = ‖g−
h‖. In the same way as in [3, pp. 78-81], but keeping in mind the noncommutativity
of Cn, one can show that the two-fold cover Φ : SL(2, Cn) → PSL(2, Cn) ≡ M(n)
induces the topology of uniform convergence in the chordal metric on Rˆn, i.e. the
natural topology, on M(n).
Let Γ ⊂ PSL(2, Cn) be a discrete subgroup of finite covolume acting on Hn+1. We
further assume that the quotient manifold Γ \Hn+1 has at least one cusp, i.e. that Γ
is not cocompact. Let η1, ..., ηκ be a maximal set of Γ-inequivalent cusps of Γ. For
every k ∈ {1, ..., κ} we choose Ak ∈ PSL(2, Cn) such that Ak(ηk) =∞. In particular
we get AkΓηkA
−1
k = (AkΓA
−1
k )∞, where Γηk denotes the stabilizer of ηk in Γ. We
now let N(Cn) be the abelian subgroup
{
( 1 z0 1 ) | z ∈ Rn
}
of PSL(2, Cn) and define
Γ′ηk := Γ ∩A−1k N(Cn)Ak = Γηk ∩A−1k N(Cn)Ak,
for k ∈ {1, ..., κ}. We note that AkΓ′ηkA−1k = (AkΓA−1k )′∞ and recall that
(AkΓA
−1
k )
′
∞ =
{(
1 ω
0 1
) ∣∣∣ ω ∈ Λk}
for some lattice Λk in R
n. By [23, Thm. 5.5.5 and Thm. 5.4.3] we also know that
(AkΓA
−1
k )
′∞ has finite index in (AkΓA
−1
k )∞. Finally, we note that
(AkΓA
−1
k )∞ ⊂
{(
a aω
0 a∗−1
)
=
(
a 0
0 a∗−1
)(
1 ω
0 1
) ∣∣∣ a ∈ Γn, |a| = 1,ω ∈ Rn}.
We recall here that
{ (
a 0
0 a∗−1
) | a ∈ Γn, |a| = 1}/{±I} is (in the natural way) iden-
tified with SO(n), cf. [33, pp. 89-90].
For each k ∈ {1, ..., κ}, we choose a closed convex fundamental polyhedron Ck
for the action of (AkΓA
−1
k )∞ on R
n. We may (and will) assume that the cusp
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normalizing maps Ak have been chosen in such a way that |Ck| = 1 for each k ∈
{1, ..., κ}, where |Ck| denotes the Euclidean n-dimensional volume of the set Ck. We
define, for each B > 0 and each k ∈ {1, ..., κ}, the sets
F˜k(B) =
{
P = x+ yin ∈ Hn+1 | x ∈ Ck, y ≥ B
}
.(2.5)
We also let
τk := min
ω∈Λk\{0}
|ω|.
It follows from [11, Prop. 3.3] (see also [5, p. 49, Thm. 3.4]) that there exists a
constant B0 > max(1,maxk∈{1,...,κ} τk) such that for all B ≥ B0, the cuspidal regions
Fk(B) := A−1k
(F˜k(B)), k ∈ {1, ..., κ},(2.6)
are disjoint and their union form part of a fundamental domain for Γ. In fact, for
each B ≥ B0 we can choose a certain bounded set FB so that
F := FB ∪
κ⋃
k=1
Fk(B)
is a fundamental domain for Γ (see e.g. [5, p. 51, Prop. 3.9] for the 3-dimensional
case). We fix the choice of FB in such a way that FB ∩
⋃κ
k=1Fk(B) = ∅ and
FB ⊂ FB0 ∪
⋃κ
k=1Fk(B0) for all B ≥ B0.
2.2. Two elementary lemmas.
Lemma 2.3. Let k, ℓ ∈ {1, ..., κ} and T = ( a bc d ) ∈ AkΓA−1ℓ be given. Then |c| ≥
1/
√
τkτℓ, unless k = ℓ and T ∈ AkΓηkA−1k .
Proof. By definition T = AkWA
−1
ℓ with someW ∈ Γ. We let γ = ( 1 ω0 1 ) ∈ AℓΓ′ηℓA−1ℓ ,
where ω ∈ Λℓ \ {0} is chosen such that |ω| is minimal (i.e. |ω| = τℓ), and consider
TγT−1. We find that
TγT−1 =
(
a b
c d
)(
1 ω
0 1
)(
d∗ −b∗
−c∗ a∗
)
=
(
1− aωc∗ aωa∗
−cωc∗ 1 + cωa∗
)
and TγT−1 ∈ AkΓA−1k . Here AkΓA−1k is a discrete subgroup of PSL(2, Cn) with a
cusp at ∞ having stabilizer (AkΓA−1k )∞ = AkΓηkA−1k . Hence, by Shimizu’s lemma
(as in [12, Thm. A] and [11, p. 471, Rem. 1]), we have either | − cωc∗| ≥ 1/τk or
| − cωc∗| = 0. Since |c∗| = |c| this shows that either |c| ≥ 1/√τkτℓ or TγT−1 ∈
(AkΓA
−1
k )
′∞. When TγT−1 ∈ (AkΓA−1k )′∞ it follows that T−1(∞) is fixed by γ,
which in turn implies that W (ηℓ) = ηk. Since η1, ..., ηκ by construction are pairwise
Γ-inequivalent the only possibility is that k = ℓ and W ∈ Γηk , i.e. T = AkWA−1k ∈
AkΓηkA
−1
k . 
Lemma 2.4. For all P ∈ Hn+1 and W ∈ Γ we have
yAkW (P ) ≤
τkτℓ
yAℓ(P )
,
unless k = ℓ and W ∈ Γηk .
Proof. Let T =
(
a b
c d
)
= AkWA
−1
ℓ . It follows from Lemma 2.3 that either k = ℓ and
W ∈ Γηk or else |c| ≥ 1/
√
τkτℓ. In the second case we use (2.4) to get
yAkW (P ) = yTAℓ(P ) =
yAℓ(P )
|cxAℓ(P ) + d|2 + |c|2(yAℓ(P ))2
≤ yAℓ(P )|c|2(yAℓ(P ))2
≤ τkτℓ
yAℓ(P )
.
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
2.3. The invariant height function. We introduce the invariant height function
YΓ, defined on Hn+1 by
YΓ(P ) := max
k∈{1,...,κ}
max
W∈Γ
yAkW (P ).(2.7)
It is straightforward to show that this function is well-defined (i.e. that for every
P ∈ Hn+1 the maximum in (2.7) is attained for some k ∈ {1, . . . , κ} and W ∈ Γ),
continuous and Γ-invariant. Note also that YΓ(P ) only depends on Γ and P , and
not on our specific choices of cusp representatives η1, . . . , ηκ and normalizing maps
A1, . . . , Aκ. (This fact makes crucial use of our assumption |Ck| = 1.) In the next
couple of lemmas we collect some more basic properties of YΓ.
Lemma 2.5. For all B ≥ B0, k ∈ {1, ..., κ} and P ∈ Fk(B) we have
YΓ(P ) = yAk(P ) ≥ B.
Proof. For B ≥ B0 and P ∈ Fk(B) we have by definition yAk(P ) ≥ B >
√
τkτℓ. If
ℓ = k andW ∈ Γηk then yAℓW (P ) = yAk(P ). For all other pairs (ℓ,W ) ∈ {1, ..., κ}×Γ
Lemma 2.4 implies
yAℓW (P ) ≤
τkτℓ
yAk(P )
<
√
τkτℓ < B,
and the lemma follows. 
Lemma 2.6. The function YΓ satisfies Y0Γ := infP∈Hn+1 YΓ(P ) > 0.
Proof. By the Γ-invariance of YΓ and Lemma 2.5 it suffices to prove that
infP∈FB0 YΓ(P ) > 0. But this follows from the continuity of YΓ, since FB0 is a
bounded set. 
Lemma 2.7. Let f be a Γ-invariant function satisfying, for some constants a ∈ R,
C1, C2 ≥ 0 and for all k ∈ {1, ..., κ},
|f(P )| ≤ C1(yAk(P ))a +C2(2.8)
when yAk(P ) ≥ Y0Γ. Then
|f(P )| ≤ C1
(YΓ(P ))a + C2
for all P ∈ Hn+1.
Proof. Take any P ∈ Hn+1 and choose (k,W ) ∈ {1, ..., κ} × Γ such that yAkW (P ) =
YΓ(P ) ≥ Y0Γ. By the Γ-invariance of f and condition (2.8) we get
|f(P )| = |f(W (P ))| ≤ C1(yAkW (P ))a + C2 = C1
(YΓ(P ))a + C2.

Finally, we estimate the integral of the n:th power of YΓ over the bounded set FB .
Lemma 2.8. For all B ≥ B0,∫
FB
(YΓ(P ))n dν(P ) = O( log(2B)),
where the implied constant depends only on Γ.
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Proof. We write
FB = FB0 ∪
κ⋃
k=1
(Fk(B0) ∩ FB)
and note that
Fk(B0) ∩ FB = Fk(B0) \ Fk(B) = A−1k
(Ck × [B0, B)).
Using the continuity of
(YΓ(P ))n and Lemma 2.5 we get,∫
FB
(YΓ(P ))n dν(P ) = O(1) + κ∑
k=1
∫
Fk(B0)∩FB
(YΓ(P ))n dν(P )
= O(1) +
κ∑
k=1
∫
Ck×[B0,B)
yn
dx1 . . . dxndy
yn+1
= O(1) + κ
∫ B
B0
dy
y
= O
(
log(2B)
)
,
since B ≥ B0 > 1. 
2.4. Repeated summation by parts. We will use summation by parts extensively
in later sections. Here we fix the notation and give a convenient formula for repeated
summation by parts.
We are interested to perform summation by parts on sums of the form
β1∑
m1=α1
· · ·
βn∑
mn=αn
g(m1, . . . ,mn)a(m1, . . . ,mn),
where αj , βj ∈ Z satisfy 0 ≤ αj ≤ βj for j ∈ {1, . . . , n}, a : Zn≥0 → C and g is a
smooth function. We define
S(X1, . . . ,Xn) :=
∑
0≤m1≤X1
· · ·
∑
0≤mn≤Xn
a(m1, . . . ,mn).
We let N := {1, . . . , n}. Given any A = {i1, . . . , i|A|} ⊂ N , with i1 < · · · < i|A|, and
any B ⊂ N \A we define the embeddings IA,B : R|A| → Rn and I˜A,B : R|A| → Rn by
IA,B(x) = IA,B(x1, . . . , x|A|) = (x′1, . . . , x
′
n), where x
′
j =

αj if j /∈ A ∪B
βj if j ∈ B
xℓ if j = iℓ ∈ A
and
I˜A,B(x) = (x
′
1, . . . , x
′
n), where x
′
j =

αj − 1 if j /∈ A ∪B
βj if j ∈ B
xℓ if j = iℓ ∈ A.
We also introduce the notation
gA,B(x) :=
∂|A|(g ◦ IA,B)
∂x1 · · · ∂x|A|
(x)(2.9)
and
SA,B(x) := S ◦ I˜A,B(x).(2.10)
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Lemma 2.9. Let αj , βj ∈ Z satisfy 0 ≤ αj ≤ βj . Let g :
∏
j∈N [αj , βj ] → C be a
smooth function and let a : Zn≥0 → C. Then
(2.11)
β1∑
m1=α1
· · ·
βn∑
mn=αn
g(m1, . . . ,mn)a(m1, . . . ,mn)
= (−1)n
∑
A⊂N
∑
B⊂N\A
(−1)|B|
∫
∏
j∈A[αj ,βj]
gA,B(x)SA,B(x) dx,
where we interpret the integral to be equal to g∅,BS∅,B whenever A = ∅.
Proof. The proof is by a straightforward induction on n. (Note that when n = 1
this is the well-known summation by parts formula.) 
Corollary 2.10. Let βj ∈ Z≥0. Let a : Zn≥0 → C and let g :
∏
j∈N [0, βj ] \ {0} → C
be a smooth function. Suppose that S(0, . . . , 0) = 0, i.e. that a(0, . . . , 0) = 0, and
define g(0) arbitrarily. Then
(2.12)
β1∑
m1=0
· · ·
βn∑
mn=0
g(m1, . . . ,mn)a(m1, . . . ,mn)
=
∑
A⊂N
(−1)|A|
∫
∏
j∈A[0,βj ]
gA,N\A(x)SA,N\A(x) dx.
Proof. We change g in
∏
j∈N [0, βj ] ∩ {y | |y| ≤ 1/2} in such a way that g becomes
smooth in
∏
j∈N [0, βj ]. We call the new function g˜. With g replaced by g˜, (2.12)
is just a restatement of (2.11), for α1 = . . . = αn = 0 implies that SA,B(x) ≡ 0
whenever A∪B 6= N . Finally we note that both sides of (2.12) are unchanged when
g is replaced by g˜ since a(0, . . . , 0) = 0. 
Remark 2.11. We will be interested in using formula (2.11) (and the related formula
(2.12)) also when some of the βj are infinite. For formula (2.11) to hold also in
this case we need to care about convergence issues. However, in each case where we
are interested in applying the extended version of formula (2.11) it is immediate to
verify that the summation formula still holds. In particular all terms involved will
be convergent and every boundary term at infinity will be zero.
We let C ⊂ N be defined by C := {j ∈ N | βj = ∞}. In the situation described
by Remark 2.11, formula (2.11) turns into
(2.13)
β1∑
m1=α1
· · ·
βn∑
mn=αn
g(m1, . . . ,mn)a(m1, . . . ,mn)
= (−1)n
∑
A⊂N
∑
B⊂N\(A∪C)
(−1)|B|
∫
∏
j∈A[αj ,βj]
gA,B(x)SA,B(x) dx.
3. Basic counting bounds in hyperbolic geometry
In this section we give estimates of various counting functions, which we will need
in later sections. We begin with two elementary lemmas concerning the geometry of
R
n.
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Lemma 3.1. Given any R, r > 0 and x,u1,u2, ...,um ∈ Rn such that |x−uj | ≤ R
and |ui − uj | ≥ r for all i, j ∈ {1, ...,m}, i 6= j, we have
m ≤ 1 + k0
(R
r
)n
,(3.1)
where k0 > 0 is a constant which only depends on n.
Proof. The open balls with radii r2 and centers u1,u2, . . . ,um are pairwise disjoint
and contained in the ball with center x and radius R+ r2 . Hence
mVn
(r
2
)n ≤ Vn(R+ r
2
)n
,(3.2)
where Vn is the volume of the unit ball in R
n. If r ≤ 2R this implies thatm≪n
(
R
r
)n
.
In the remaining case, r > 2R, we clearly have m ≤ 1. 
We let B be a right-angled closed box in Rn, having side lengths b1, . . . , bn.
Lemma 3.2. Given r > 0 and any u1,u2, ...,um ∈ B such that |ui − uj | ≥ r for
all i, j ∈ {1, ...,m}, i 6= j, we have
m ≤ k1
n∏
i=1
(
1 +
bi
r
)
,
where k1 > 0 is a constant which only depends on n.
Proof. Arguing as in the proof of Lemma 3.1 we find that the inequality correspond-
ing to (3.2) is
mVn
(r
2
)n ≤ n∏
i=1
(
bi + r
)
,
which implies the desired inequality. 
Our next task is a generalization of [16, Lemma 2.10] (cf. Lemma 3.4 below).
Lemma 3.3. Assume that Γ has a cusp at ∞. Then there exists a constant k2 > 0,
depending only on Γ, such that the following holds for all R,L > 0 and P = x+yin ∈
H
n+1 with y ≥ R:
#
{
T =
(
a b
c d
) ∈ Γ∞\Γ ∣∣ yT (P ) > R and L ≤ |c| < 2L} ≤ k2Ln( yR)n/2.(3.3)
Let M denote the set in the left hand side of (3.3). Before we turn to the proof
of the lemma we note that M is well-defined. If the elements
(
a b
c d
)
,
(
α β
γ δ
)
belong
to the same Γ∞-coset in Γ it follows that(
a b
c d
)
=
(
e f
0 e∗−1
)(
α β
γ δ
)
=
( ∗ ∗
e∗−1γ ∗
)
,
where
(
e f
0 e∗−1
)
∈ Γ∞ (recall that |e| = 1). Hence |c| = |e∗−1γ| = |γ|.
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Proof of Lemma 3.3. If the elements
(
a b
c d
)
,
(
α β
γ δ
)
belong to different Γ∞-cosets in
Γ we note that(
α β
γ δ
)(
a b
c d
)−1
=
(
α β
γ δ
)(
d∗ −b∗
−c∗ a∗
)
=
(
αd∗ − βc∗ −αb∗ + βa∗
γd∗ − δc∗ −γb∗ + δa∗
)
∈ Γ− Γ∞.
It follows from Shimizu’s lemma (see [12, Thm. A] and [11, p. 471, Rem. 1]) that
there exists a constant k̂ > 0, depending only on Γ, such that |γd∗ − δc∗| ≥ k̂. If
furthermore
(
a b
c d
)
,
(
α β
γ δ
)
are representatives of elements in M we get
∣∣c−1d− γ−1δ∣∣ = ∣∣γ−1(γd∗ − δc∗)c∗−1∣∣ = |γd∗ − δc∗||γ||c| ≥ k̂|γ||c| > k̂4L2 ,(3.4)
where we have used the fact that (c−1d)∗ = c−1d ∈ Rn since cd∗ ∈ Rn (cf. the proof
of [1, Lemma 1.4]).
On the other hand, for each T ∈ M we have yT (P ) > R, which by (2.4) can be
written as
y
|cx+ d|2 + |c|2y2 > R ⇐⇒ |cx+ d|
2 + |c|2y2 < y
R
.(3.5)
From (3.5) we get |cx+ d| <
√
y
R , which implies that
|x+ c−1d| < 1|c|
√
y
R
≤ 1
L
√
y
R
.(3.6)
Using (3.4) and (3.6) together with Lemma 3.1 we obtain
#M ≤ 1 + k0
(4L
k̂
)n( y
R
)n/2
.(3.7)
This concludes the proof, for note that if 2L < k̂ then M is empty. 
Lemma 3.4. Assume that Γ has a cusp at ∞. Then there exists a constant k3 > 0,
depending only on Γ, such that the following holds for all R > 0 and P = x+ yin ∈
H
n+1:
#
{
T ∈ Γ∞\Γ
∣∣ yT (P ) > R} ≤ 1 + k3Rn .(3.8)
Proof. To begin with we note that the left hand side in the inequality above is
invariant if the point P is changed to T (P ) for any T ∈ Γ. Hence we may assume
that yT (x+yin) ≤ y for all T ∈ Γ. If y ≤ R then the left side of (3.8) equals zero and
the inequality therefore holds trivially. Therefore we may also assume that y > R.
If T =
(
a b
c d
) ∈ Γ satisfies yT (P ) > R then, using (3.5), we get |c|2y2 < yR and it
follows that |c| < 1√
yR
. We recall that c = 0 if and only if T ∈ Γ∞. Using this fact
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together with Lemma 3.3 we obtain
#
{
T ∈ Γ∞\Γ
∣∣ yT (P ) > R}
≤ 1 +
∞∑
j=1
#
{
T =
(
a b
c d
) ∈ Γ∞\Γ ∣∣∣ yT (P ) > R and 2−j√
yR
≤ |c| < 2
1−j
√
yR
}
≤ 1 +
∞∑
j=1
k2
( 2−j√
yR
)n( y
R
)n/2
= 1 +
k2
(2n − 1)Rn ,
where k2 is as in Lemma 3.3. 
We next consider the counting function
C
k
B(X) := #
{
W = A−1k
(
a b
c d
) ∈ Γηk\Γ ∣∣∣ 0 < |c| ≤ X,−c−1d ∈ B},
where B is the box introduced just above Lemma 3.2. We write S for the set in the
right hand side. By an argument similar to the discussion of (3.3) we find that S is
well-defined.
Lemma 3.5. For any k ∈ {1, ..., κ} and X > 0 we have
C
k
B(X) ≤ k4
n∏
i=1
(
1 + biX
2
)
,
where k4 > 0 is a constant which only depends on Γ.
Proof. If W0 = A
−1
k
(
α β
γ δ
)
and W1 = A
−1
k
(
a b
c d
)
are any two distinct elements of S,
then W0W
−1
1 /∈ Γηk . Furthermore it is clear that
(
α β
γ δ
) (
a b
c d
)−1
= AkW0W
−1
1 A
−1
k ∈
AkΓA
−1
k . Hence Lemma 2.3 gives |γd∗− δc∗| ≥ 1/τk. As in (3.4), since 0 < |γ|, |c| ≤
X, we also get that∣∣c−1d− γ−1δ∣∣ = |γd∗ − δc∗||γ||c| ≥ 1τk|γ||c| ≥ 1τkX2 .
Using Lemma 3.2 with r = 1/(τkX
2) we get
CkB(X) ≤ k1
n∏
i=1
(
1 + biτkX
2
)
,
and the lemma follows. 
Corollary 3.6. Let b0 = 0 and bn+1 =∞ and assume that B is such that 0 < b1 ≤
. . . ≤ bn. Let 0 < C ≤ D. If C√
bj+1
≤ X ≤ D√
bj
for some j ∈ {0, . . . , n} (here
D/
√
b0 is interpreted as infinity), then
CkB(X) ≤ k5X2(n−j)
n∏
i=j+1
bi,
where k5 > 0 depends only on C, D and Γ.
Proof. Using Lemma 3.5 and the bounds on X we find that
C
k
B(X) ≤ k4
j∏
i=1
(1 +D2)
n∏
i=j+1
((
1 + 1/C2
)
biX
2
)
≤ k5X2(n−j)
n∏
i=j+1
bi,
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where k5 = k4 max
j∈{0,...,n}
(∏j
i=1(1 +D
2)
∏n
i=j+1
(
1 + 1/C2
))
. 
We now prove a lemma that will be very useful when dealing with non-cuspidal
eigenfunctions in Section 6.2.
Lemma 3.7. Let k ∈ {1, . . . , κ}. Assume that B is such that 0 = b0 < b1 ≤
. . . ≤ bn < bn+1 = ∞. Let 0 < C ≤ D and let 0 < A ≤ B be such that
[A,B] ⊂
[
C√
bj+1
, D√
bj
]
for some j ∈ {0, . . . , n}. Let∑W denote the sum over a set of
representatives W = A−1k
(
a b
c d
) ∈ Γηk\Γ restricted by A ≤ |c| ≤ B and −c−1d ∈ B.
Then the following holds:
(i)
∑
W
1
|c|ν ≤ k5
2(n− j)
2(n− j)− νB
2(n−j)−ν
n∏
i=j+1
bi for any 0 < ν < 2(n− j),
(ii)
∑
W
1
|c|ν ≤ k5
ν
ν − 2(n − j)A
2(n−j)−ν
n∏
i=j+1
bi for any ν > 2(n − j).
Here k5 = k5(Γ, C,D) is the constant from Corollary 3.6. The result in (ii) holds
also with j = 0 and B =∞.
Proof. We present the proof of (i). The proof of (ii) is entirely similar. Using
Corollary 3.6 we get that for any γ ∈ (0, A) the following holds:∑
W
1
|c|ν ≤
∫ B
A−γ
1
Xν
dCkB(X) =
[ 1
Xν
C
k
B(X)
]B
A−γ
+ ν
∫ B
A−γ
CkB(X)
Xν+1
dX
≤ k5B2(n−j)−ν
( n∏
i=j+1
bi
)
+ ν
∫ A
A−γ
Ck
B
(X)
Xν+1
dX
+ k5
ν
2(n− j)− ν
( n∏
i=j+1
bi
)(
B2(n−j)−ν −A2(n−j)−ν
)
≤ k5 2(n− j)
2(n− j)− νB
2(n−j)−ν
( n∏
i=j+1
bi
)
+ ν
∫ A
A−γ
Ck
B
(X)
Xν+1
dX.
Finally we let γ → 0 which gives the desired inequality. 
4. Spectral theory
4.1. Spectral decomposition of L2(Γ\Hn+1). Let ∆ denote the Laplace-Beltrami
operator on Γ \Hn+1 and let φ0, φ1, φ2, ... be the L2-eigenfunctions of −∆. We take
these to be orthonormal and ordered with increasing eigenvalues 0 = λ0 < λ1 ≤
λ2 ≤ .... In general, we do not know if the set {φ0, φ1, φ2, ...} is infinite or not.
Each φm is smooth, and by mimicking [9, pp. 23-26 (Prop. 4.10, Prop. 4.12)], [5,
pp. 105-107 (Thm. 3.1, Thm. 3.2)] one finds that it has a Fourier expansion at the
cusp ηℓ of the form
φm
(
A−1ℓ (x+ yin)
)
= c0y
n−sm +
∑
06=µ∈Λ∗
ℓ
cµy
n/2Ksm−n/2(2π|µ|y)e2πi〈µ,x〉,
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where sm ∈ [n/2, n] ∪ [n/2, n/2 + i∞) is given by λm = sm(n − sm) and where Λ∗ℓ
denotes the dual lattice of Λℓ defined by
Λ∗ℓ =
{
µ | 〈µ,γ〉 ∈ Z for all γ ∈ Λℓ
}
.
Here the coefficients cµ depend on ℓ (as well as on m), and if we find it necessary to
specify this dependence we will write c
(ℓ)
µ . Note that c
(ℓ)
0
= 0 for all ℓ ∈ {1, . . . , κ} if
and only if φm is a cusp form, and this is always the case when λm ≥ (n2 )2.
Next, for each k ∈ {1, . . . , κ}, P ∈ Hn+1 and s ∈ C with Re s > n, the Eisenstein
series Ek(P, s) is defined by the absolutely convergent sum
Ek(P, s) :=
∑
M∈Γηk\Γ
(yAkM(P ))
s.
(One easily checks that the right hand side does not depend on the choice of admis-
sible Ak.) This function has a meromorphic continuation to all s ∈ C, and
Ek(W (P ), s) = Ek(P, s), ∀W ∈ Γ, ∀P ∈ Hn+1;
Ek(P, s) is C
∞ on Hn+1 × (C− {poles});(
∆+ s(n− s))Ek(P, s) = 0 on Hn+1 × (C− {poles}).
Furthermore, all poles of Ek(P, s) in Re s ≥ n2 are restricted to the segment s ∈ (n2 , n];
in particular there are no poles for Re s = n2 . Cf. [4, Ch. 6], and also [4, §7.27].
For s 6= pole, the Eisenstein series Ek(P, s) has a Fourier expansion at the cusp
ηℓ of the form
Ek
(
A−1ℓ (x+ yin), s
)
= δkℓy
s + ϕkℓ(s)y
n−s
+
∑
06=µ∈Λ∗
ℓ
aµ(s)y
n/2Ks−n/2(2π|µ|y)e2πi〈µ,x〉.
(Cf. [4, 6.1.42], with a misprint corrected.) Of course the coefficients aµ depend on
k and ℓ but this will be suppressed in the notation. We collect the meromorphic
functions ϕkℓ in a matrix Φ(s) =
(
ϕkℓ(s)
)
called the scattering matrix for Γ (cf. [4,
§6.1.55]). Φ(s) is symmetric and for generic s ∈ C we have
Φ(s)Φ(n− s) = I, i.e.
κ∑
k=1
ϕjk(s)ϕkℓ(n− s) = δjℓ,(4.1)
and the functional equations
Ek(P, n − s) =
κ∑
ℓ=1
ϕkℓ(n− s)Eℓ(P, s), k ∈ {1, . . . , κ}.(4.2)
Differentiating (4.1) we obtain
κ∑
k=1
ϕ′jk(s)ϕkℓ(n− s) =
κ∑
k=1
ϕjk(s)ϕ
′
kℓ(n− s).(4.3)
Furthermore Φ(s) satisfies the relation
Φ(s¯) = Φ(s),(4.4)
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and we recall that (by (4.1), (4.4) and the symmetry) Φ(s) is unitary on the line
Re s = n2 , i.e.
κ∑
k=1
ϕjk(
n
2 + iT )ϕℓk(
n
2 + iT ) = δjℓ.(4.5)
Now any f ∈ L2(Γ \Hn+1) can be spectrally decomposed as follows:
f(P ) =
∑
m≥0
cmφm(P ) +
κ∑
ℓ=1
∫ ∞
0
gℓ(t)Eℓ
(
P, n2 + it
)
dt(4.6)
(convergence in the L2(Γ \ Hn+1)-norm), where cm = 〈f, φm〉 and “gℓ(t) =
1
2π
∫
F f(P )Eℓ
(
P, n2 + it
)
dν(P )” (since Eℓ
(·, n2 + it) /∈ L2(Γ \ Hn+1) this has to be
properly considered as a limit in L2(0,∞)), and we have a corresponding Parseval’s
formula:
‖f‖2L2 =
∑
m≥0
|cm|2 + 2π
κ∑
ℓ=1
∫ ∞
0
|gℓ(t)|2 dt.(4.7)
Cf. [4, Thm. 7.1, Cor. 7.2, §7.29] and also use (4.2) and (4.5).
4.2. Pointwise convergence. We will give conditions on f that guarantee that the
right hand side of (4.6) is uniformly and absolutely convergent on compact subsets
of Hn+1. Note that whenever this holds, equation (4.6) holds true as a pointwise
relation, for almost every P ∈ Hn+1. This is proved by a standard argument, taking
inner products with characteristic functions of nicely shrinking sets and using [26,
Thm. 7.10].
The arguments in the present section should be compared with [9, pp. 243-245,
732], where the case n = 1 is considered. Note that our treatment is different from
Hejhal’s, in that we do not use the Green’s function.
For any real k ≥ 0 we introduce the Sobolev spaces Hk(Γ \Hn+1),
Hk(Γ \Hn+1)
:=
{
f ∈ L2(Γ \Hn+1)
∣∣∣ ∑
m≥0
|cm|2|rm + 1|2k +
κ∑
ℓ=1
∫ ∞
0
|gℓ(t)|2(t+ 1)2k dt <∞
}
,
where rm ∈ [−in2 , 0) ∪ [0,+∞) is defined by the relation sm = n2 + irm, and it is
understood that f satisfies (4.6). This space is equipped with the norm
‖f‖2Hk =
∑
m≥0
|cm|2|rm + 1|2k +
κ∑
ℓ=1
∫ ∞
0
|gℓ(t)|2(t+ 1)2k dt.
Proposition 4.1. Let k > n+12 and f ∈ Hk(Γ \Hn+1). Then the spectral decompo-
sition (4.6) converges uniformly and absolutely on compact subsets of Hn+1.
Proof. Let R > 0 be a large number, say R ≥ 100. We need to estimate the
expression
DR :=
∑
rm≥R
∣∣cmφm(P )∣∣+ κ∑
ℓ=1
∫ ∞
R
∣∣gℓ(t)Eℓ(P, n2 + it)∣∣ dt.
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Using the Cauchy-Schwarz inequality we find
DR ≤
( ∑
rm≥R
|cm|2|rm + 1|2k
)1/2( ∑
rm≥R
|rm + 1|−2k|φm(P )|2
)1/2
(4.8)
+
κ∑
ℓ=1
(∫ ∞
R
|gℓ(t)|2(t+ 1)2k dt
)1/2(∫ ∞
R
(t+ 1)−2k
∣∣Eℓ(P, n2 + it)∣∣2 dt)1/2.
Since f ∈ Hk(Γ \ Hn+1), the first factor in each product in (4.8) tends to zero as
R→∞. Hence it suffices to show that the remaining factors are uniformly bounded
on compact subsets of Hn+1.
For T ≥ 0 let
SP (T ) :=
∑
|rm|≤T
∣∣φm(P )∣∣2 + κ∑
ℓ=1
∫ T
0
∣∣Eℓ(P, n2 + it)∣∣2 dt.
By the Bessel inequality argument in [4, §7.3, Cor. 7.7], but applied with the full
spectral expansion (4.6) (cf. [16, Prop. 7.2] for the 2-dimensional case), we have, for
all T ≥ 1 and all P ∈ Hn+1,
SP (T ) = O
(
T n+1 + TYΓ(P )n
)
,(4.9)
where the implied constant depends only on Γ. The factors in (4.8) that remain to
be estimated all have squares bounded by the integral∫ ∞
0
(t+ 1)−2k dSP (t).(4.10)
By integration by parts we obtain∫ ∞
0
(t+ 1)−2k dSP (t) =
[
(t+ 1)−2kSP (t)
]∞
0
+ 2k
∫ ∞
0
(t+ 1)−2k−1SP (t) dt.
Hence, using the assumption k > n+12 , the bound (4.9) and the fact that YΓ is
continuous, it follows that the integral in (4.10) is uniformly bounded on compact
subsets of Hn+1. This concludes the proof. 
Next we will give more concrete conditions on f which force Proposition 4.1 to
apply.
Lemma 4.2. If f ∈ C2(Hn+1)∩L2(Γ \Hn+1) and ∆f ∈ L2(Γ \Hn+1), and if f has
a spectral decomposition as in (4.6), then the spectral decomposition of −∆f is
−∆f =
∑
m≥0
cm
(
(n2 )
2 + r2m
)
φm +
κ∑
ℓ=1
∫ ∞
0
gℓ(t)
(
(n2 )
2 + t2
)
Eℓ
(·, n2 + it) dt.
Proof. Given ψ ∈ C∞c (R≥0) we let
k(P,Q) := ψ
( |P −Q|2
2yPyQ
)
, (P,Q) ∈ Hn+1 ×Hn+1,
be the associated point pair invariant. The corresponding integral operator,
Lkg(P ) =
∫
Hn+1
k(P,Q)g(Q) dv(Q),
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is a bounded linear operator on L2(Γ \ Hn+1). According to a general lemma of
Selberg, [28], if g ∈ C2(Hn+1) is a solution to the equation −∆g = λg (g need not
be Γ-automorphic), then∫
Hn+1
k(P,Q)g(Q) dv(Q) = hk(λ)g(P ),
where hk(λ) is independent of g.
We let k1(P,Q) := −∆1k(P,Q), where ∆1 indicates that ∆ operates in the first
argument. Then k1 is also a point pair invariant and if g ∈ C2(Hn+1)∩L2(Γ\Hn+1)
is such that ∆g ∈ L2(Γ \Hn+1) then
Lk(−∆g) = Lk1g(4.11)
(cf. [28, pp. 51-52 (with µ = Id)]; in particular note that ∆1k(P,Q) = ∆2k(P,Q),
and apply Green’s formula). Applying (4.11) with (e.g.) g(P ) = ysP (where s(n−s) =
λ), we conclude hk1(λ) = λhk(λ). Now, if we write the spectral decomposition of
−∆f as
−∆f =
∑
m≥0
dmφm +
κ∑
ℓ=1
∫ ∞
0
jℓ(t)Eℓ
(·, n2 + it) dt,
and apply (4.11) (with g = f), we get by comparing spectral coefficients:
cmλmhk(λm) = dmhk(λm),(4.12)
and
gℓ(t)
(
(n2 )
2 + t2
)
hk
(
(n2 )
2 + t2
)
= jℓ(t)hk
(
(n2 )
2 + t2
)
,(4.13)
for all ℓ ∈ {1, . . . , κ} and almost all t ≥ 0.
To conclude the proof, we point out that for any given M > 0 it is possible to find
a point pair invariant k such that hk(λ) 6= 0 for all λ ∈ [0,M ]; cf., e.g., [4, Lemma
7.5]. Applying (4.12) and (4.13) for such choices of k (letting M →∞), we conclude
dm = cmλm for all m and jℓ(t) = gℓ(t)
(
(n2 )
2+ t2
)
for almost all t ≥ 0, as desired. 
Remark 4.3. For f as in Lemma 4.2 we obtain, using Parseval’s formula (4.7):∑
m≥0
|cm|2
∣∣(n2 )2 + r2m∣∣2 + 2π κ∑
ℓ=1
∫ ∞
0
|gℓ(t)|2
∣∣(n2 )2 + t2∣∣2 dt <∞.
Thus f ∈ H2(Γ \Hn+1).
Remark 4.4. Let k0 = ⌊n+14 ⌋ + 1. By repeated use of the argument in Lemma
4.2 and Remark 4.3 we find that if f ∈ C2k0(Hn+1) ∩ L2(Γ \ Hn+1) is such that
∆ℓf ∈ L2(Γ \ Hn+1) for all 0 ≤ ℓ ≤ k0, then f ∈ H2k0(Γ \ Hn+1). Since 2k0 > n+12
it follows from Proposition 4.1 that the spectral expansion of any such f converges
uniformly and absolutely on compact subsets of Hn+1.
5. Rankin-Selberg type bounds
In this section we prove Rankin-Selberg type bounds on sums of absolute squares
of the Fourier coefficients of the Eisenstein series or a cusp form at a cusp.
From now on we assume that∞ ∈ {η1, ..., ηκ}. Any discrete subgroup of PSL(2, Cn)
can be brought into such a form by an auxiliary conjugation. Of course we may as-
sume that η1 = ∞. By a further conjugation we may also assume that A1 = ( 1 00 1 ).
We define µ0 by µ0 := minµ∈Λ∗1\{0} |µ|.
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5.1. First versions. We first consider the Eisenstein series Ek(P,
n
2 + iT ) for T ∈
R≥0, and its Fourier expansion at the cusp at ∞.
Proposition 5.1. Let Y > 0 be fixed and let k ∈ {1, ..., κ}. Consider the Fourier
expansion of Ek(P,
n
2 + iT ) at the cusp η1 =∞:
(5.1) Ek
(
x+ yin,
n
2 + iT
)
= δk1y
n
2
+iT + ϕk1
(
n
2 + iT
)
y
n
2
−iT
+
∑
06=µ∈Λ∗1
aµ
(
n
2 + iT
)
yn/2KiT (2π|µ|y)e2πi〈µ,x〉.
Then we have, uniformly over X ≥ µ02 and 0 ≤ T ≤ Y :∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣2 = O(Xn(1 + log+(X))),
where the implied constant depends only on Y and Γ.
Proof. We mimic [32, Prop. 4.1]. Let P1 be the interior of a fundamental parallelo-
gram for the lattice Λ1. We will now for varying R and H, satisfying 0 < R < H,
study the integral
J :=
∫
P1×(R,H)
∣∣Ek(P, n2 + iT )∣∣2 dν(P ).
By the automorphy of the Eisenstein series we get
J =
∑
W∈Γ
∫
F
I
(
W (P ) ∈ P1 × (R,H)
)∣∣Ek(P, n2 + iT )∣∣2 dν(P ),(5.2)
where I(·) is the indicator function.
We let τ0 := maxℓ∈{1,...,κ} τ1τℓ and define B̂ := max(B0,H, τ0R−1) (recall the
definitions of B0 and τℓ given in Section 2.1). For each P ∈ F \ FB̂ there exists
ℓ ∈ {1, ..., κ} such that P ∈ Fℓ(B̂), i.e. yAℓ(P ) ≥ B̂. Using Lemma 2.4 we get that
for each W ∈ Γ
yW (P ) = yA1W (P ) ≤
τ1τℓ
yAℓ(P )
≤ τ0
B̂
≤ R,
unless ℓ = 1, W ∈ Γ∞ and yW (P ) = yP ≥ B̂ ≥ H. In either case we have W (P ) /∈
P1×(R,H). This proves that the integrand in (5.2) is equal to zero for all P ∈ F\FB̂
and all W ∈ Γ and we conclude that
J =
∑
W∈Γ
∫
F
B̂
I
(
W (P ) ∈ P1 × (R,H)
)∣∣Ek(P, n2 + iT )∣∣2 dν(P ).(5.3)
We now note that both F
B̂
and P1 × (R,H) are bounded regions which, since Γ
is discrete, implies that
#
{
W ∈ Γ |W (F
B̂
) ∩ (P1 × (R,H)) 6= ∅
}
<∞.
This in turn implies that there are only finitely many non-zero terms in the sum
(5.3). Hence we may interchange the order of summation and integration to get
J =
∫
F
B̂
#
{
W ∈ Γ |W (P ) ∈ P1 × (R,H)
}∣∣Ek(P, n2 + iT )∣∣2 dν(P ).
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Using Lemma 3.4, and the fact that |Γ′∞ \ Γ∞| <∞, we get
#
{
W ∈ Γ | W (P ) ∈ P1 × (R,H)
} ≤ #{W ∈ Γ′∞ \ Γ | yW (P ) > R} = O(1 + 1Rn),
where the bound is uniform for all P ∈ Hn+1 and all R > 0. Furthermore, by
Lemma 2.7 we have
∣∣Ek(P, n2 + iT )∣∣ = O((YΓ(P ))n/2) uniformly for 0 ≤ T ≤ Y and
P ∈ Hn+1. Hence it follows from Lemma 2.8 that
J = O
((
1 +
1
Rn
)
log
(
2B̂
))
.(5.4)
Next we substitute the Fourier expansion given in (5.1) in the definition of J .
Using Parseval’s relation we find that J equals
|P1|
∫ H
R
(∣∣δk1y n2+iT+ϕk1(n2+iT )y n2−iT ∣∣2+ ∑
06=µ∈Λ∗1
∣∣aµ(n2+iT )∣∣2yn∣∣KiT (2π|µ|y)∣∣2) dyyn+1
≥ |P1|
∑
0 6=µ∈Λ∗1
∣∣aµ(n2 + iT )∣∣2 ∫ H
R
KiT (2π|µ|y)2 dy
y
= |P1|
∑
0 6=µ∈Λ∗1
∣∣aµ(n2 + iT )∣∣2 ∫ 2π|µ|H
2π|µ|R
KiT (t)
2 dt
t
.
We take H = 1µ0 and R = (2πX)
−1. Note that for such R,H we have [1, 2π] ⊂
[2π|µ|R, 2π|µ|H] for all µ ∈ Λ∗1 \ {0} with |µ| ≤ X. Thus∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣2 ≤ C−1J ,(5.5)
where C is defined by
C = C(Y ) = |P1| inf
T∈[0,Y ]
∫ 2π
1
KiT (t)
2 dt
t
.
Finally we note that with these choices we get B̂ = max(B0, µ
−1
0 , 2πτ0X), and the
proposition follows from (5.4) and (5.5). 
We continue with a similar result concerning (certain) cusp forms on Γ \ Hn+1,
where we also keep control of the dependence on the eigenvalue.
Proposition 5.2. Let φ be a cusp form on Γ \Hn+1 with eigenvalue λ = (n2 )2+T 2,
T ≥ 0 , normalized in such a way that ∫F |φ(P )|2 dν(P ) = 1. Consider the Fourier
expansion of φ at the cusp η1 =∞:
φ(x+ yin) =
∑
06=µ∈Λ∗1
cµy
n/2KiT (2π|µ|y)e2πi〈µ,x〉.(5.6)
Then we have, uniformly over X ≥ µ02 :∑
0<|µ|≤X
|cµ|2 = O
(
eπT
(
T +
Xn
(T + 1)n−1
))
,
where the implied constant depends only on Γ.
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Proof. We let
J :=
∫
P1×(R,H)
|φ(P )|2 dν(P ),
where 0 < R < H. By the same argument as in the proof of Proposition 5.1 we
obtain
J = O
(
1 +
1
Rn
) ∫
F
B̂
|φ(P )|2 dν(P ) = O
(
1 +
1
Rn
)
.
We let R = T+18πX and H =
T+1
4πµ0
. For such R and H we get
J = O
(
1 +
Xn
(T + 1)n
)
.(5.7)
If we instead substitute the Fourier expansion (5.6) in the definition of J and apply
Parseval’s relation we get
J = |P1|
∑
0 6=µ∈Λ∗1
|cµ|2
∫ 2π|µ|H
2π|µ|R
KiT (t)
2 dt
t
.
With the above choice of R and H we have [T+14 ,
T+1
2 ] ⊂ [2π|µ|R, 2π|µ|H] for all
µ ∈ Λ∗1 \ {0} with |µ| ≤ X. Thus∑
0<|µ|≤X
|cµ|2 ≤ C−1J,
where C is defined by
C = |P1|
∫ T+1
2
T+1
4
KiT (t)
2 dt
t
.(5.8)
By a minor modification of [31, Lemma 3.1.2] (cf. also [2]) we find that C−1 =
O
(
(T + 1)eπT
)
holds for all T ≥ 0. This fact together with (5.7) gives the desired
result. 
5.2. Strong version for the Eisenstein series. Finally we prove a Rankin-Selberg
bound for the Eisenstein series with explicit control on the dependence on the eigen-
value. First we recall some properties of the spectral majorant function W (t) which
is defined in [4, eq. (7.10)]. W (t) is an even function that depends only on Γ, and
W (t) ≥ 1 for all t ∈ R. As in [9, p. 315] (cf. also [4, Prop. 7.12]) we have
κ∑
k=1
κ∑
j=1
ϕ′kj(
n
2 + iT )ϕkj(
n
2 + iT ) = O
(
W (T )
)
,(5.9)
for all T ∈ R. We also recall from [4, Thm. 7.14] that∫ T
0
W (t) dt = O(T n+1) as T →∞.(5.10)
We also need the “cut-off” Eisenstein series EBk (P, s) which is defined, for any
B ≥ B0 and P ∈ F , by
EBk (P, s) :=
{
Ek(P, s) if P ∈ FB ,
Ek(P, s)− δkℓ(yAℓ(P ))s − ϕkℓ(s)(yAℓ(P ))n−s if P ∈ Fℓ(B).
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Using the appropriate Maass-Selberg relation ([4, 6.1.62]) we obtain, for all s ∈ C\R
with Re s > n2 :
(5.11)
∫
F
∣∣EBk (P, s)∣∣2 dν(P )
=
Bs+s¯−n −∑κj=1 |ϕkj(s)|2Bn−s−s¯
s+ s¯− n +
ϕkk(s)B
s−s¯ − ϕkk(s)B s¯−s
s− s¯ .
We want to consider s-values of the form s = n2 + it with t ∈ R, but we notice that
for such s the right hand side of (5.11) is not well-defined since s + s¯ − n = 0. In
order to overcome this problem we let s = σ + iT with T 6= 0 fixed and let σ → n2
from the right. The following computations correspond to [4, Prop. 7.12 (ii)] but
keep track also of the dependence on B.
In terms of σ and T , the right hand side of (5.11) equals
B2σ−n −Bn−2σ∑κj=1 |ϕkj(σ + iT )|2
2σ − n +
ϕkk(σ + iT )B
2iT − ϕkk(σ + iT )B−2iT
2iT
.
Using (4.5) we note that
B2σ−n −Bn−2σ∑κj=1 |ϕkj(σ + iT )|2
2σ − n
→ 2 logB − 1
2
κ∑
j=1
∂
∂σ
(∣∣ϕkj(σ + iT )∣∣2)∣∣σ=n2 as σ → n2 .
Furthermore, it follows from (4.3) and (4.4) that
κ∑
j=1
∂
∂σ
(∣∣ϕkj(σ + iT )∣∣2)∣∣σ=n2 = 2
κ∑
j=1
ϕ′kj(
n
2 + iT )ϕkj(
n
2 + iT )
and hence
B2σ−n −Bn−2σ∑κj=1 |ϕkj(σ + iT )|2
2σ − n
→ 2 logB −
κ∑
j=1
ϕ′kj(
n
2 + iT )ϕkj(
n
2 + iT ) as σ → n2 .
We also note that
ϕkk(σ + iT )B
2iT − ϕkk(σ + iT )B−2iT
2iT
→ 2Re
(
ϕkk(
n
2 + iT )B
2iT
2iT
)
as σ → n2 .
We can thus conclude that for T 6= 0 we have∫
F
∣∣EBk (P, n2 + iT )∣∣2 dν(P )
= 2 logB −
κ∑
j=1
ϕ′kj(
n
2 + iT )ϕkj(
n
2 + iT ) + Re
(
ϕkk(
n
2 + iT )B
2iT
iT
)
.
Finally, using (5.9), we obtain that for all T ≥ 1 we have
κ∑
k=1
∫
F
∣∣EBk (P, n2 + iT )∣∣2 dν(P ) = 2κ logB +O(W (T )).(5.12)
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We are now ready to prove the following proposition.
Proposition 5.3. In the Fourier series (5.1) we have, uniformly over X ≥ µ02 and
T ≥ 0,∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣2 = O(eπT(T + Xn(T + 1)n−1)){ log+ ( XT + 1 + T)+W (T )},
where the implied constant depends only on Γ.
Proof. We recall from the proof of Proposition 5.1 that
J = O
(
1 +
1
Rn
)∫
F
B̂
∣∣Ek(P, n2 + iT )∣∣2 dν(P ).(5.13)
Using (5.12), we obtain for all T ≥ 1:
J = O
(
1 +
1
Rn
)∫
F
∣∣EB̂k (P, n2 + iT )∣∣2 dν(P ) = O(1 + 1Rn){ log B̂ +W (T )},
(5.14)
where the implied constant depends only on Γ. The bound (5.14) holds also for
0 ≤ T ≤ 1, as follows directly from (5.13) (cf. (5.4)).
We also recall that
J ≥ |P1|
∑
0 6=µ∈Λ∗1
∣∣aµ(n2 + iT )∣∣2 ∫ 2π|µ|H
2π|µ|R
KiT (t)
2 dt
t
.
As in the proof of Proposition 5.2 we let R = T+18πX , H =
T+1
4πµ0
and note that with
this choice we have ∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣2 ≤ C−1J ,
where C is given by (5.8). Recalling the definition of B̂ as well as the facts C−1 =
O
(
(T + 1)eπT
)
and W (T ) ≥ 1 we get, uniformly for X ≥ µ02 and T ≥ 0,∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣2
= O
(
(T + 1)eπT
(
1 +
( 8πX
T + 1
)n)){
log+
( X
T + 1
+ T
)
+W (T )
}
,
which is the desired bound. 
6. The horosphere integral
As discussed in the introduction, our main objective in this paper is to prove
statements of the form:
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du(6.1)
−→ 〈χ〉
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P )
as y → 0. Here f is an arbitrary (compactly supported) test function on Γ \ Hn+1
and ω1, . . . ,ωn is a basis of the lattice Λ1 corresponding to the cusp η1 =∞; also
χδ,γ(u) := χ
(u1−γ1
δ1
, . . . , un−γnδn
)
,(6.2)
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where χ : Rn → R is a fixed measurable function with compact support, γ =
(γ1, . . . , γn) ∈ Rn, δ = (δ1, . . . , δn) ∈ (0, 1]n, and the numbers δ1, . . . , δn are allowed
to shrink with y as y → 0. We are interested in what restrictions are needed on
δ1, . . . , δn as y → 0 in order that (6.1) holds. Furthermore, when (6.1) holds, we
wish to prove precise results on the rate of convergence in (6.1).
We will call the left hand side of (6.1) ”the horosphere integral”. We will focus on
the situation where χ is either smooth or the characteristic function of the rectangle
[−1/2, 1/2]n. Recall that in the latter situation we are in fact studying “horosphere
pieces” of the form{
u1ω1 + · · ·+ unωn + yin
∣∣ui ∈ [αi, βi] for i = 1, . . . , n}
where βi − αi = δi for i = 1, . . . , n. (Here αi = γi − δi/2, βi = γi + δi/2.)
To prove (6.1) we will use the spectral expansion of f and Fourier expansion of
χδ,γ(u). The first step is to note that, since u 7→ f(u1ω1 + . . . + unωn + yin) only
depends on u modulo Zn, we have
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du(6.3)
=
1
δ1 · · · δn
∫
Rn/Zn
Ψδ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du,
where
Ψδ,γ(u) :=
∑
m∈Zn
χδ,γ(u+m).(6.4)
Note that Ψδ,γ(u) depends only on u modulo Z
n. Let us suppose that χ is smooth.
Then also Ψδ,γ is smooth, and may be expanded as a Fourier series
Ψδ,γ(u) =
∑
ν∈Zn
(∫
Rn/Zn
Ψδ,γ(u˜)e
−2πi〈ν,u˜〉 du˜
)
e2πi〈ν,u〉.(6.5)
Substituting (6.4) in (6.5) and changing order of summation and integration we get
Ψδ,γ(u) =
∑
ν∈Zn
χ̂δ,γ(ν)e
2πi〈ν ,u〉,(6.6)
where χ̂δ,γ is the Fourier transform of χδ,γ , viz.
χ̂δ,γ(ν) =
∫
Rn
χδ,γ(u)e
−2πi〈ν,u〉 du.
Note also that (via the substitution ui = γi + δixi)
χ̂δ,γ(ν) =
( n∏
i=1
δi
)
e−2πi〈ν,γ〉χ̂(δ1ν1, . . . , δnνn).(6.7)
The following formula for χ̂δ,γ will also be useful.
Lemma 6.1. Let ν ∈ Rn \ {0} and m ∈ Z≥0. Then
χ̂δ,γ(−ν) =
( i
2π
)m 1
|ν|2m
∫
Rn
((
ν1
∂
∂u1
+ · · · + νn ∂
∂un
)m
χδ,γ(u)
)
e2πi〈ν,u〉 du.
Proof. The lemma follows from a straightforward application of [30, p. 4, Thm.
1.8]. 
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Using Lemma 6.1 we find that for all ν ∈ Rn \ {0},
χ̂(ν) = O
(‖χ‖m,1|ν|−m),
where the implied constant only depends on m ∈ Z≥0 and where
‖χ‖m,1 :=
∑
|ℓ|≤m
‖Dℓχ‖L1(Rn)
is the norm in the Sobolev space Wm,1(Rn). (Recall that for any multi-index ℓ =
(ℓ1, . . . , ℓn) of length |ℓ| we have Dℓ = ∂|ℓ|
∂x
ℓ1
1 ···∂xℓnn
.) Using this estimate (with m = 0
and m = k) together with |(δ1ν1, . . . , δnνn)| ≥
(
min
i∈{1,...,n}
δi
)|ν| in (6.7) we conclude
χ̂δ,γ(ν) = O
(
‖χ‖k,1
n∏
i=1
δi
)
1 if |ν| ≤ ( min
i∈{1,...,n}
δi
)−1((
min
i∈{1,...,n}
δi
)|ν|)−k if |ν| ≥ ( min
i∈{1,...,n}
δi
)−1
,
(6.8)
where the implied constant only depends on k ∈ Z≥0.
6.1. The horosphere integral for cusp forms. In this section we study the
horosphere integral when f is a cusp form eigenfunction. We begin with a bound on
sums of the Fourier coefficients of cusp forms, twisted with an additive character,
generalizing [8, Thm. 3].
Recall that Ω = {ω1,ω2, . . . ,ωn} is a basis of the lattice Λ1. For i = 1, . . . , n we
define ω∗i to be the unique element in Λ
∗
1 satisfying the relations 〈ω∗i ,ωi〉 = 1 and
〈ω∗i ,ωj〉 = 0 for i 6= j. Then Ω∗ = {ω∗1,ω∗2, . . . ,ω∗n} is a basis for Λ∗1, i.e.
Λ∗1 =
{
m1ω
∗
1 +m2ω
∗
2 + · · ·+mnω∗n
∣∣m1, . . . mn ∈ Z}.
Proposition 6.2. Let φ be a cusp form with eigenvalue λ > 0. We define s via
λ = s(n − s), s ∈ [n/2, n) ∪ [n/2, n/2 + i∞). Let the Fourier expansion of φ at the
cusp η1 =∞ be
φ(x+ yin) =
∑
06=µ∈Λ∗1
cµy
n/2Ks−n/2(2π|µ|y)e2πi〈µ,x〉.(6.9)
Let c0 := 0. Then the following holds, uniformly overM = (M1, . . . ,Mn) ∈ Zn≥0\{0}
and (α1, . . . , αn) ∈ Rn:
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn) = O
(
|M |n/2( log(2|M |))n+1),
where the implied constant depends only on Γ, φ and Ω.
Proof. We let Iα :=
∏n
i=1[αi − 12 , αi + 12 ]. We will study the following integral, for
varying (M1, . . . ,Mn) ∈ Zn≥0 \ {0}, (α1, . . . , αn) ∈ Rn and δ ∈ [0, 1):
K :=
∫ ∞
0
∫
Iα
φ(u1ω1 + · · ·+ unωn + yin)
×
( M1∑
m1=0
· · ·
Mn∑
mn=0
e2πi(m1(α1−u1)+···+mn(αn−un))
)
du1 . . . dundy
yδ
.
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To begin with we recall that φ decays exponentially in each cusp, which implies that
φ is bounded on Hn+1. In particular this means that we can find constants A,B > 0
such that |φ(x + yin)| ≤ Ae−By for all x + yin ∈ Hn+1. Using this observation we
get
|K| ≤
∫ ∞
0
∫
Iα
Ae−By
∣∣∣∣ M1∑
m1=0
· · ·
Mn∑
mn=0
e2πi(m1(α1−u1)+···+mn(αn−un))
∣∣∣∣ du1 . . . dundyyδ
(6.10)
= O
(
1 +
∫ 1
0
dy
yδ
)∫
Iα
∣∣∣∣ M1∑
m1=0
· · ·
Mn∑
mn=0
e2πi(m1(α1−u1)+···+mn(αn−un))
∣∣∣∣ du1 . . . dun
= O
( 1
1− δ
) n∏
j=1
∫ 1
2
− 1
2
∣∣∣ Mj∑
mj=0
e2πimjvj
∣∣∣ dvj = O( log(2Mi1) · · · log(2Mik)
1− δ
)
,
where Mi1 , . . . ,Mik are the nonzero coordinates in (M1, . . . ,Mn).
On the other hand, substituting the Fourier expansion (6.9) into the definition of
K, we get
(6.11) K =
∫ ∞
0
∫
Iα
∑
06=µ∈Λ∗1
cµy
n/2Ks−n/2(2π|µ|y)e2πi〈µ,u1ω1+···+unωn〉
×
( M1∑
m1=0
· · ·
Mn∑
mn=0
e2πi(m1(α1−u1)+···+mn(αn−un))
)
du1 . . . dundy
yδ
.
Here, for each fixed y > 0, the inner integral equals
∑
06=µ∈Λ∗1
cµy
n/2−δKs−n/2(2π|µ|y)
×
( M1∑
m1=0
· · ·
Mn∑
mn=0
e2πi(m1α1+···+mnαn)
∫
Iα
e2πi〈µ−m1ω
∗
1−···−mnω∗n,u1ω1+···+unωn〉 du1 . . . dun
)
=
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗ny
n/2−δKs−n/2
(
2π|m1ω∗1 + · · · +mnω∗n|y
)
e2πi(m1α1+···+mnαn),
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and since this is a finite sum it follows that we can change the order between inte-
gration and summation in (6.11). Using [34, p. 388(8)] we obtain
K =
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)
(6.12)
× (2π|m1ω∗1 + · · ·+mnω∗n|)δ−n/2−1 ∫ ∞
0
un/2−δKs−n/2(u) du
=
( M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗n |m1ω∗1 + · · ·+mnω∗n|δ−n/2−1e2πi(m1α1+···+mnαn)
)
× π
δ−n/2−1
4
Γ
(n+ 1
2
− δ + s
2
)
Γ
(1 + s
2
− δ
2
)
.
Combining (6.10), (6.12) and the observation
inf
δ∈[0,1)
∣∣∣πδ−n/2−1
4
Γ
(n+ 1
2
− δ + s
2
)
Γ
(1 + s
2
− δ
2
)∣∣∣ > 0
yields
(6.13)
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗n |m1ω∗1 + · · ·+mnω∗n|δ−n/2−1e2πi(m1α1+···+mnαn)
= O
(
log(2Mi1) · · · log(2Mik)
1− δ
)
= O
((
log(2|M |))n
1− δ
)
,
for all M = (M1, . . . ,Mn) ∈ Zn≥0 \ {0}, (α1, . . . , αn) ∈ Rn and δ ∈ [0, 1).
We call the sum in the left hand side of (6.13) S(M1, . . . ,Mn) and we define
S(0, . . . , 0) := 0. We also define
g(x1, . . . , xn) := |x1ω∗1 + · · ·+ xnω∗n|n/2+1−δ,
and note that g is smooth in Rn \ {0}. Using Corollary 2.10 and (6.13) we get
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)
=
∑
A⊂N
(−1)|A|
∫
∏
j∈A[0,Mj ]
gA,N\A(x)SA,N\A(x) dx(6.14)
= O
((
log(2|M |))n
1− δ
){∑
A⊂N
∫
∏
j∈A[0,Mj ]
|gA,N\A(x)| dx
}
,
where we recall that N = {1, . . . , n}.
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In order to bound the right hand side of (6.14) we need to estimate the derivatives
of g. We note that
g(x1, . . . , xn) = Q(x1, . . . , xn)
n
4 +
1
2−
δ
2 ,
for some positive definite quadratic form Q that only depends on Ω∗. We let k1, k2 >
0 be such that
k1|x|2 ≤ Q(x) ≤ k2|x|2(6.15)
for all x = (x1, . . . , xn) ∈ Rn. Differentiating g and using (6.15) we obtain, for all
x ∈ Rn \ {0}, δ ∈ [0, 1) and multi-indices ℓ = (ℓ1, . . . , ℓn) of length |ℓ|,
∂|ℓ|
∂xℓ11 · · · ∂xℓnn
g(x) = O
(|x|n/2+1−|ℓ|−δ).(6.16)
(The implied constant depends only on Ω and |ℓ|.)
Using (6.16) we can now estimate the integrals in (6.14). If n/2 + 1− |A| − δ < 0
then
∫
∏
j∈A[0,Mj ]
|gA,N\A(x)| dx = O(1)
∫
|x|≤|M |
x1,...,x|A|>0
|x|n/2+1−|A|−δ dx = O(|M |n/2+1−δ),(6.17)
and if n/2 + 1− |A| − δ ≥ 0 then
∫
∏
j∈A[0,Mj ]
|gA,N\A(x)| dx = O
(|M |n/2+1−|A|−δ) ∫
∏
j∈A[0,Mj ]
dx = O
(|M |n/2+1−δ).(6.18)
Combining (6.14), (6.17) and (6.18) we get
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn) = O
( |M |n/2+1−δ( log(2|M |))n
1− δ
)
.
Finally we choose δ = 1− ( log(3|M |))−1, and conclude that
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn) = O
(
|M |n/2( log(2|M |))n+1),
for all M = (M1, . . . ,Mn) ∈ Zn≥0 \ {0} and all (α1, . . . , αn) ∈ Rn. 
Remark 6.3. In the same way we find that for all (ε1, . . . , εn) ∈ {±1}n, M =
(M1, . . . ,Mn) ∈ Zn≥0 \ {0} and (α1, . . . , αn) ∈ Rn,
M1∑
m1=0
· · ·
Mn∑
mn=0
cε1m1ω∗1+···+εnmnω∗ne
2πi(ε1m1α1+···+εnmnαn)
= O
(
|M |n/2( log(2|M |))n+1),
where the implied constant depends only on Γ, φ and Ω.
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We continue to consider the cusp form φ described in Proposition 6.2 having
a Fourier expansion at infinity given by (6.9). We are now ready to study the
horosphere integral of φ:
I := 1
δ1 · · · δn
∫
Rn/Zn
Ψδ,γ(u)φ(u1ω1 + · · · + unωn + yin) du.
Cf. (6.3); here Ψδ,γ is given by (6.4), where we assume that χ : R
n → R is a smooth
function of compact support. Using the expansions (6.6) and (6.9) and integrating
term by term yields
I = 1
δ1 · · · δn
∑
m∈Zn\{0}
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m),(6.19)
where in the term corresponding to m = (m1, . . . ,mn) ∈ Zn \ {0} we have µ =
m1ω
∗
1 + · · ·+mnω∗n. For each nonempty D ⊂ {1, . . . , n} we define
RD :=
{
m ∈ Zn | mj 6= 0 iff j ∈ D
} ⊂ Zn.(6.20)
Hence we have
I = 1
δ1 · · · δn
∑
D⊂{1,...,n}
D 6=∅
∑
m∈RD
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).(6.21)
Proposition 6.4. Let χ : Rn → R be a smooth function with compact support.
Let ε > 0 and let φ be a cusp form with eigenvalue λ. Define s via λ = s(n − s),
s ∈ [n/2, n)∪[n/2, n/2+i∞). Then the following holds, uniformly over all 0 < y < 1,
all γ = (γ1, . . . , γn) ∈ Rn and all δ1, . . . , δn satisfying 0 < δ1, . . . , δn ≤ 1:
1
δ1 · · · δn
∫
Rn
χδ,γ(u)φ(u1ω1 + · · · + unωn + yin) du
= O
(
‖χ‖n,1yn−Re s−ε
(
min
i∈{1,...,n}
δi
)Re s−n)
,
where the implied constant depends only on Γ, φ, Ω and ε.
Proof. We estimate each inner sum in (6.21) separately. That is, given a nonempty
D = {j1, . . . , j|D|} ⊂ {1, . . . , n} we want to estimate
SD :=
1
δ1 · · · δn
∑
m∈RD
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).
We let R+D := RD ∩ (Z≥0)n. It will be sufficient to estimate
S+D :=
1
δ1 · · · δn
∑
m∈R+D
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).(6.22)
The remaining parts of SD can be estimated in the same way using Remark 6.3.
We now fix a monotone function ψ ∈ C∞(R>0) satisfying
ψ(x) =
{
1 if x ∈ (0, 1]
0 if x ∈ [2,∞)
and let Y := max
i∈{1,...,n}
δi
−1. We split S+D as
S+D = S
1
D + S
2
D(6.23)
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with
S1D :=
1
δ1 · · · δn
∑
m∈R+D
ψ(Y −1|m|)cµyn/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m)
and
S2D :=
1
δ1 · · · δn
∑
m∈R+
D
(
1− ψ(Y −1|m|))cµyn/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).
Next we discuss some estimates that will be used repeatedly below. As in (6.16)
we have, for each multi-index ℓ = (ℓ1, . . . , ℓ|D|) of length |ℓ|,
∂|ℓ|
∂xℓ1j1 · · · ∂x
ℓ|D|
j|D|
(|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||) = O(|x|1−|ℓ|).(6.24)
We also need estimates of the K-bessel function. If σ = Re s we have
Ks−n/2(u) = O(un/2−σ−ε), K
(m)
s−n/2(u) = O(u
n/2−σ−m)(6.25)
for u > 0 and m ≥ 1. For further details see [34, pp. 77-80, 202].
We first consider S1D. We note that
S1D =
1
δ1 · · · δn
∫
Rn
( ∑
m∈R+D
cµe
2πi〈m,u〉ψ(Y −1|m|)yn/2Ks−n/2(2π|µ|y)χδ,γ(u)
)
du.
(6.26)
We now fix u ∈ Rn and estimate
S
1
D(u) :=
∑
m∈R+D
cµe
2πi〈m,u〉ψ(Y −1|m|)yn/2Ks−n/2(2π|µ|y)χδ,γ(u).(6.27)
In order to apply summation by parts to (6.27) we define
a(mj1 , . . . ,mj|D|) := cmj1ω
∗
j1
+···+mj|D|ω∗j|D|e
2πi(mj1uj1+···+mj|D|uj|D|)(6.28)
(recall that c0 = 0) and
g(x) := ψ(Y −1|x|)yn/2Ks−n/2
(
2π|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||y
)
χδ,γ(u),
where x = (xj1 , . . . , xj|D|). We also define
S(Xj1 , . . . ,Xj|D|) :=
∑
0≤mj1≤Xj1
· · ·
∑
0≤mj|D|≤Xj|D|
a(mj1 , . . . ,mj|D|).(6.29)
Applying formula (2.13) we get
S1D(u) = (−1)|D|
∑
A⊂D
∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx.(6.30)
It follows from Proposition 6.2 that SA,∅(x) = O(|x|n/2+ε). Here, and in all estimates
in the rest of the proof, the implied constant depends only on Γ, φ, Ω and ε. We also
have S∅,∅ = c0 = 0 and hence the corresponding term in (6.30) is zero. It remains
to consider nonempty A.
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We now turn to the derivatives of g. Recall that the derivatives of g in (6.30)
correspond to multi-indices of the type ℓ = (ℓ1, . . . , ℓ|D|) satisfying ℓi ≤ 1. For each
such ℓ, ∂
|ℓ|
∂x
ℓ1
j1
···∂xℓ|D|j|D|
g(x) is the (finite) sum of all expressions of the form
yn/2χδ,γ(u)
∂|ℓ1|
∂x
ℓ11
j1
· · · ∂xℓ
1
|D|
j|D|
(
ψ(Y −1|x|))(6.31)
× ∂
|ℓ2|
∂x
ℓ21
j1
· · · ∂xℓ
2
|D|
j|D|
(
Ks−n/2
(
2π|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||y
))
,
where ℓ1, ℓ2 are multi-indices satisfying ℓ1+ℓ2 = ℓ. Using (6.24) (but with {ω∗j1 , . . . ,ω∗j|D|}
replaced with an orthonormal basis) and noting that all derivatives of ψ(Y −1|x|) are
zero except when Y < |x| < 2Y , we get
∂|ℓ1|
∂x
ℓ11
j1
· · · ∂xℓ
1
|D|
j|D|
(
ψ(Y −1|x|)) = O(|x|−|ℓ1|).(6.32)
Applying (6.24) and (6.25) (modifying the second bound in (6.25) into K
(m)
s−n/2(u) =
O(un/2−σ−m−ε); this being allowed since K(m)s−n/2(u) anyway decays exponentially as
u→∞) yields
∂|ℓ2|
∂x
ℓ21
j1
· · · ∂xℓ
2
|D|
j|D|
(
Ks−n/2
(
2π|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||y
))
= O
(
yn/2−σ−ε|x|n/2−σ−|ℓ2|−ε).
(6.33)
Combining (6.31), (6.32) and (6.33) we obtain
∂|ℓ|
∂xℓ1j1 · · · ∂x
ℓ|D|
j|D|
g(x) = O
(
yn−σ−ε|χδ,γ(u)||x|n/2−σ−|ℓ|−ε
)
.
Returning to (6.30) we have∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx
= O
(
yn−σ−ε|χδ,γ(u)|
) ∫
∏
j∈A[1,∞)
|x|≤2Y
|x|n−σ−|A| dx = O(yn−σ−εY n−σ|χδ,γ(u)|),
and hence
S
1
D(u) = O
(
yn−σ−εY n−σ|χδ,γ(u)|
)
.
Using this estimate in (6.26) we conclude that
S1D = O
(yn−σ−εY n−σ
δ1 · · · δn
) ∫
Rn
|χδ,γ(u)| du = O
(
‖χ‖0,1yn−σ−ε
(
min
i∈{1,...,n}
δi
)σ−n)
.
(6.34)
We stress that the implied constant neither depends on δ1, . . . , δn nor on χ.
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Next we consider S2D. Applying Lemma 6.1 with m = n we get
(6.35) S2D =
1
δ1 · · · δn
( i
2π
)n ∫
Rn
( ∑
m∈R+D
cµe
2πi〈m,u〉(1− ψ(Y −1|m|))yn/2
×Ks−n/2(2π|µ|y)
1
|m|2n
(
m1
∂
∂u1
+ · · · +mn ∂
∂un
)n
χδ,γ(u)
)
du.
We fix u ∈ Rn and estimate
(6.36) S2D(u) :=
∑
m∈R+D
cµe
2πi〈m,u〉(1− ψ(Y −1|m|))yn/2
×Ks−n/2(2π|µ|y)
1
|m|2n
(
m1
∂
∂u1
+ · · ·+mn ∂
∂un
)n
χδ,γ(u).
In order to apply summation by parts to S2D we define
g(x) :=
(
1− ψ(Y −1|x|))yn/2Ks−n/2(2π|xj1ω∗j1 + · · · + xj|D|ω∗j|D||y)
× 1|x|2n
(
xj1
∂
∂uj1
+ · · ·+ xj|D|
∂
∂uj|D|
)n
χδ,γ(u),
and let a(mj1 , . . . ,mj|D|) and S(Xj1 , . . . ,Xj|D|) be as above (cf. (6.28) and (6.29)).
Using formula (2.13) we get
S
2
D(u) = (−1)|D|
∑
A⊂D
∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx.(6.37)
Again S∅,∅ = 0 (which makes the corresponding term in (6.37) zero) and for nonempty
A we have SA,∅(x) = O(|x|n/2+ε). For each multi-index ℓ, ∂|ℓ|
∂x
ℓ1
j1
···∂xℓ|D|j|D|
g(x) is the (fi-
nite) sum of all expressions of the form
yn/2
∂|ℓ1|
∂x
ℓ11
j1
· · · ∂xℓ
1
|D|
j|D|
(
1− ψ(Y −1|x|))
(6.38)
× ∂
|ℓ2|
∂x
ℓ21
j1
· · · ∂xℓ
2
|D|
j|D|
(
Ks−n/2
(
2π|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||y
))
× ∂
|ℓ3|
∂x
ℓ31
j1
· · · ∂xℓ
3
|D|
j|D|
( 1
|x|2n
) ∂|ℓ4|
∂x
ℓ41
j1
· · · ∂xℓ
4
|D|
j|D|
((
xj1
∂
∂uj1
+ · · ·+ xj|D|
∂
∂uj|D|
)n
χδ,γ(u)
)
,
where ℓ1, ℓ2, ℓ3, ℓ4 are multi-indices satisfying ℓ1+ℓ2+ℓ3+ℓ4 = ℓ. Bounds for the first
two derivatives in (6.38) are given by (6.32) and (6.33) respectively. Using (6.24)
(slightly modified) we also find that
∂|ℓ3|
∂x
ℓ31
j1
· · · ∂xℓ
3
|D|
j|D|
( 1
|x|2n
)
= O
( 1
|x|2n+|ℓ3|
)
.(6.39)
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Recalling that we only consider multi-indices of length |ℓ4| ≤ |ℓ| ≤ n as well as the
definition (6.2) we get
∂|ℓ4|
∂x
ℓ41
j1
· · · ∂xℓ
4
|D|
j|D|
((
xj1
∂
∂uj1
+ · · ·+ xj|D|
∂
∂uj|D|
)n
χδ,γ(u)
)
= O
(
|x|n−|ℓ4|max
|α|=n
∣∣∣ ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χδ,γ(u)
∣∣∣)(6.40)
= O
(
|x|n−|ℓ4|Y nmax
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣).
Combining (6.38) with (6.32), (6.33), (6.39) and (6.40) we obtain
∂|ℓ|
∂xℓ1j1 · · · ∂x
ℓ|D|
j|D|
g(x)
= O
(
yn−σ−εY n|x|−n/2−σ−|ℓ|−εmax
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣).
Returning to (6.37) we have∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx
= O
(
yn−σ−εY nmax
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣) ∫
∏
j∈A[1,∞)
|x|≥Y
|x|−σ−|A| dx
= O
(
yn−σ−εY n−σmax
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣),
and it follows that
S2D(u) = O
(
yn−σ−εY n−σmax
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣).
Using this bound in (6.35) we conclude that
S2D = O
(yn−σ−εY n−σ
δ1 · · · δn
) ∫
Rn
max
|α|=n
∣∣∣( ∂|α|
∂uα1j1 · · · ∂u
α|D|
j|D|
χ
)(u1−γ1
δ1
, . . . , un−γnδn
)∣∣∣ du
= O
(
‖χ‖n,1yn−σ−ε
(
min
i∈{1,...,n}
δi
)σ−n)
.
Together with (6.34) this proves the proposition. 
We continue with a result that shows how to keep control of the dependence on
the eigenvalue in the horosphere integral for cusp forms with λ ≥ (n2 )2. We use
the Rankin-Selberg bound from Section 5. However, this method gives weaker y, δ-
exponents than the previous proposition.
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Proposition 6.5. Let χ : Rn → R be a smooth function with compact support. Let
ε > 0 and let φ be a cusp form on Γ \ Hn+1 with eigenvalue λ = (n2 )2 + T 2, T ≥ 0,
normalized so that
∫
F |φ(P )|2 dν(P ) = 1. Then the following holds, uniformly over
all 0 < y < 1, all γ = (γ1, . . . , γn) ∈ Rn and all δ1, . . . , δn satisfying 0 < δ1, . . . , δn ≤
1:
1
δ1 · · · δn
∫
Rn
χδ,γ(u)φ(u1ω1 + · · · + unωn + yin) du
= O
(
‖χ‖n,1(T + 1)1/6+εyn/2−ε
(
min
i∈{1,...,n}
δi
)−n)
,
where the implied constant depends only on Γ, Ω and ε.
Proof. It is enough to consider 0 < ε < 12 . Given such an ε we have the following
bound on the K-bessel function (cf. [2] and [32, pp. 525-526]), which is uniform for
all T ≥ 0 and t > 0:
KiT (t) = O
(
e−(π/2)T (T + 1)−1/3+εt−εmin
(
1, e(π/2)T−t
))
.(6.41)
Applying this bound and (a weak version of) (6.8) with k = n in equation (6.19) we
get
(6.42) I = O
(
‖χ‖n,1yn/2−εY ne−(π/2)T (T + 1)−1/3+ε
)
×
∑
0 6=µ∈Λ∗1
|cµ||µ|−n−εmin
(
1, e(π/2)T−2π|µ|y
)
.
(Recall that Y = max
i∈{1,...,n}
δ−1i .) We call the sum in the second line above Σ. In order
to estimate Σ we introduce the functions
f(X) := X−n−εmin
(
1, e(π/2)T−2πyX
)
and
S(X) :=
∑
0<|µ|≤X
|cµ|.
Using the Cauchy-Schwarz inequality and Proposition 5.2 we obtain
S(X) = O
(
e(π/2)T
(
T +
Xn
(T + 1)n−1
)1/2
Xn/2
)
(6.43)
for all X ≥ µ02 . We further note that for fixed T ≥ 0 and 0 < y < 1 the function f
is continuous and piecewise smooth.
Now, by integration by parts,
Σ =
∫ ∞
µ0
2
f(X) dS(X) = −
∫ ∞
µ0
2
f ′(X)S(X) dX.
Using the straightforward bound
f ′(X) =
{
O
(
X−n−1−ε
)
if X < T4y
O
(
(1 + yX)X−n−1−εe(π/2)T−2πyX
)
if X > T4y
(6.44)
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together with (6.43) we get
Σ = O
(
e(π/2)T
){ ∫ max(µ02 , T4y )
µ0
2
X−n/2−1−ε
(
T +
Xn
(T + 1)n−1
)1/2
dX(6.45)
+
∫ ∞
max(
µ0
2
, T
4y
)
(1 + yX)X−n/2−1−ε
(
T +
Xn
(T + 1)n−1
)1/2
e(π/2)T−2πyX dX
}
.
Notice that since
(
T + X
n
(T+1)n−1
)1/2 ≤ T 1/2 + Xn/2(T + 1)(1−n)/2 the first integral
in (6.45) is bounded by O
(
(T + 1)1/2
)
. When X > max(µ02 ,
T
4y ) we have
(
T +
Xn
(T+1)n−1
)1/2
= O(Xn/2) and hence the second integral in (6.45) is bounded by
O(yε)
∫ ∞
max(
µ0y
2
,T
4
)
(1 + u−1)u−εe(π/2)T−2πu du = O(1).(6.46)
Hence Σ = O
(
e(π/2)T (T + 1)1/2
)
and using this estimate in (6.42) gives the desired
result. 
Note that Proposition 6.5 in particular holds when φ = φm with λm ≥ (n2 )2.
We next collect a bound on the contribution from all such cusp forms φm to the
horosphere integral (6.3) of a general test function f .
Proposition 6.6. Let χ : Rn → R be a smooth function with compact support. Let
ε > 0, k > n+12 +
1
6 and f ∈ Hk(Γ \Hn+1). Let the spectral expansion of f be
f(P ) =
∑
m≥0
cmφm(P ) +
κ∑
ℓ=1
∫ ∞
0
gℓ(t)Eℓ
(
P, n2 + it
)
dt.(6.47)
Then the following holds, for all 0 < y < 1, all γ = (γ1, . . . , γn) ∈ Rn and all
δ1, . . . , δn satisfying 0 < δ1, . . . , δn ≤ 1:
(6.48)
1
δ1 · · · δn
∫
Rn
χδ,γ(u)
{ ∑
λm≥(n2 )2
cmφm(u1ω1 + · · · + unωn + yin)
}
du
= O
(
‖f‖Hk‖χ‖n,1yn/2−ε
(
min
i∈{1,...,n}
δi
)−n)
,
where the implied constant depends only on Γ, Ω, k and ε.
Proof. It suffices to consider 0 < ε < k − n+12 − 16 . Let λm = (n2 )2 + r2m. Changing
order of integration and summation and using the Cauchy-Schwarz inequality we get∣∣∣∣ 1δ1 · · · δn
∫
Rn
χδ,γ(u)
{ ∑
λm≥(n2 )2
cmφm(u1ω1 + · · · + unωn + yin)
}
du
∣∣∣∣
≤
( ∑
λm≥(n2 )2
|cm|2(rm + 1)2k
)1/2
×
( ∑
λm≥(n2 )2
∣∣∣∣ 1(rm + 1)kδ1 · · · δn
∫
Rn
χδ,γ(u)φm(u1ω1 + · · · + unωn + yin) du
∣∣∣∣2)1/2.
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By definition ( ∑
λm≥(n2 )2
|cm|2(rm + 1)2k
)1/2 ≤ ‖f‖Hk ,
and by Proposition 6.5 the second factor above is bounded by
O
(
‖χ‖n,1yn/2−ε
(
min
i∈{1,...,n}
δi
)−n){ ∑
λm≥(n2 )2
(rm + 1)
−2k+1/3+2ε
}1/2
.
Finally we use Weyl’s law (cf. [4, Thm. 7.33]) to conclude that this last sum is
convergent (since k > n+12 +
1
6 + ε). 
6.2. The horosphere integral for non-cuspidal eigenfunctions. The treat-
ment of a non-cuspidal eigenfunction φ is considerably more involved than the pre-
vious treatment of cusp forms, due to the fact that φ is no longer uniformly bounded
throughout Hn+1. Our central technical result is the following bound on linear com-
binations of Fourier coefficients of φ of the same type as in Proposition 6.2.
Theorem 6.7. Let ε > 0 and let φ be a non-cuspidal eigenfunction with eigenvalue
λ > 0. Define s via λ = s(n − s), s ∈ (n/2, n). Let the Fourier expansion of φ at
the cusp η1 =∞ be
φ(x+ yin) = c0y
n−s +
∑
06=µ∈Λ∗1
cµy
n/2Ks−n/2(2π|µ|y)e2πi〈µ,x〉.(6.49)
Given M = (M1, . . . ,Mn) ∈ Zn≥0 \ {0} we order the coordinates as Mj1 ≥ . . . ≥
Mjn. Then the following holds, uniformly over M = (M1, . . . ,Mn) ∈ Zn≥0 \ {0} and
(α1, . . . , αn) ∈ Rn:
(6.50)
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)
= O
(
|M |n/2+ε(Mji0 + 1)i0−s
n∏
k=i0+1
(Mjk + 1)
)
,
where i0 is the smallest integer > s (viz., i0 = s + 1 if s ∈ Z, otherwise i0 = ⌈s⌉).
The implied constant depends only on Γ, φ, Ω and ε.
Remark 6.8. If n = 1 then we always get i0 = 1, and hence (6.50) says
M∑
m=0
cme
2πimα = O
(
M3/2−s+ε
)
, ∀M ≥ 1,
which agrees with [32, Prop. 5.1] except for the extra ε in the exponent. If n = 2
then we always get i0 = 2, and hence (6.50) says
M1∑
m1=0
M2∑
m2=0
cm1ω∗1+m2ω∗2e
2πi(m1α1+m2α2)
= O
(
max(M1,M2)
1+ε
(
min(M1,M2) + 1
)2−s)
, ∀(M1,M2) ∈ Z2≥0 \ {0}.
The proof of Theorem 6.7 will occupy the next 10 pages.
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Proof of Theorem 6.7. We let Iα :=
∏n
i=1[αi − 12 , αi + 12 ] and u := (u1, . . . , un). For
varying M = (M1, . . . ,Mn) ∈ Zn≥0 \ {0}, (α1, . . . , αn) ∈ Rn and δ ∈ (0, 1) satisfying
n > s+ 1− δ and δ − s /∈ Z we let
K̂ :=
∫ ∞
0
∫
Iα
φ(u1ω1 + · · ·+ unωn + yin)
×
( M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
e2πi(m1(α1−u1)+···+mn(αn−un))
)
du1 . . . dundy
yδ
.
This integral is not absolutely convergent because of the first term in the expansion
(6.49). However, using (6.49) we see that for each y > 0 the inner integral above
equals
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗ny
n/2Ks−n/2
(
2π|m1ω∗1 + · · ·+mnω∗n|y
)
e2πi(m1α1+···+mnαn),
(6.51)
which is a finite sum. Hence, by the estimate (6.25) and the exponential decay of
the K-Bessel function at infinity (cf. [34, p. 202(1)]), we find that
(6.52)
∫ ∞
0
∣∣∣∣ ∫
Iα
φ(u1ω1 + · · ·+ unωn + yin)
×
( M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
e2πi(m1(α1−u1)+···+mn(αn−un))
)
du
∣∣∣∣dyyδ <∞.
Furthermore, using (6.51) and [34, p. 388(8)], we obtain
(6.53)
K̂ =
( M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗n |m1ω∗1+· · ·+mnω∗n|δ−n/2−1e2πi(m1α1+···+mnαn)
)
× π
δ−n/2−1
4
Γ
(n+ 1
2
− δ + s
2
)
Γ
(1 + s
2
− δ
2
)
.
The goal is now to estimate K̂ from above. For every k ∈ {1, ..., κ}, we obtain
from the Fourier expansion of φ(P ) at ηk that
φ(P ) = c
(k)
0
(yAk(P ))
n−s +O
(
e−πµ0yAk(P )
)
as yAk(P ) →∞.(6.54)
Here c
(1)
0
= c0. Furthermore we know that φ is bounded on FB for any B ≥ B0. We
now use the Γ-invariance of φ, Lemma 2.7 and the notation
⌊t⌋M :=
{
t if t ≥M
0 otherwise,
to conclude that
φ(P ) = O
(YΓ(P )n−s) = O(1 + ⌊YΓ(P )⌋n−s1 ) ∀P ∈ Hn+1.(6.55)
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For y ≥ 1 we substitute (6.54), with k = 1, into the definition of K̂ and for y ≤ 1 we
use (6.55) in the same definition. This results in the following estimate:
|K̂| ≤
∫ ∞
1
O(e−πµ0y)
dy
yδ
(
1 +
n∏
j=1
∫ αj+1/2
αj−1/2
∣∣∣ Mj∑
mj=0
e2πimj(αj−uj)
∣∣∣ duj)
+
∫ 1
0
∫
Iα
O
(
1 + ⌊YΓ(u1ω1 + · · ·+ unωn + yin)⌋n−s1
)
×
(
1 +
n∏
j=1
∣∣∣ Mj∑
mj=0
e2πimj(αj−uj)
∣∣∣) du1 . . . dundy
yδ
.
We note, by e.g. using the formula for a geometric sum, that
∣∣∣∑Mjmj=0 e2πimj (αj−uj)∣∣∣ =
O
(
min(Mj + 1, |uj − αj|−1)
)
for all uj ∈ [αj − 1/2, αj + 1/2]. Hence∫ αj+1/2
αj−1/2
∣∣∣ Mj∑
mj=0
e2πimj (αj−uj)
∣∣∣ duj = O( log(2(Mj + 1)))
for all j ∈ {1, . . . , n}, and it follows that
(6.56) |K̂| ≤ O
((
log(2|M |))n)+O(1)∫ 1
0
∫
Iα
⌊YΓ(u1ω1 + · · · + unωn + yin)⌋n−s1
×
n∏
j=1
min
(
Mj + 1, |uj − αj |−1
) du1 . . . dundy
yδ
.
Here, and in all estimates in the rest of the proof, the implied constants depend only
on Γ, φ, Ω and δ.
We now use the definition of YΓ(P ) to see that the integral in (6.56) is bounded
from above by
(6.57)
κ∑
k=1
∑
W∈Γηk\Γ
∫ 1
0
∫
Iα
⌊yAkW (u1ω1+···+unωn+yin)⌋n−s1
×
n∏
j=1
min
(
Mj + 1, |uj − αj |−1
) du1 . . . dundy
yδ
.
We study each term in this double sum separately. In order to do so we fix some
k ∈ {1, ..., κ} and W ∈ Γηk\Γ which give a nonzero contribution to (6.57). Hence
yAkW (u1ω1+···+unωn+yin) ≥ 1 for some (u1, . . . , un, y) ∈ Iα◦ × (0, 1) and we conclude
that AkW /∈ Γ∞. We write AkW =
(
a b
c d
)
and use Lemma 2.3 to see that |c| ≥
1/
√
τ1τk. Now yAkW (u1ω1+···+unωn+yin) ≥ 1 implies that u1ω1 + · · · + unωn + yin
belongs to the horoball tangent to Rn at −c−1d with Euclidean radius R := 1/(2|c|2).
In particular we have |u1ω1 + · · · + unωn + c−1d| ≤ R ≤ τ1τk2 . This, together with|uj − αj | < 1/2 for all j ∈ {1, . . . , n}, yields∣∣α1ω1 + · · ·+ αnωn + c−1d∣∣ ≤ ∣∣(α1 − u1)ω1 + · · ·+ (αn − un)ωn∣∣
+
∣∣u1ω1 + · · ·+ unωn + c−1d∣∣ < 1
2
( n∑
i=1
|ωi|+ τ1τk
)
.
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Thus we get a nonzero contribution in (6.57) from W = A−1k
(
a b
c d
) ∈ Γηk\Γ only if
|c| ≥ 1/√τ1τk and −c−1d belongs to the open Euclidean ball with centre α1ω1 +
· · ·+ αnωn and radius
R˜k :=
1
2
( n∑
i=1
|ωi|+ τ1τk
)
.(6.58)
We write c−1d =
∑n
j=1 ejωj and let α
′
j := αj + ej for j ∈ {1, . . . , n}. We note
that there exist A,B > 0 such that A|u| ≤ ∣∣u1ω1 + · · ·+ unωn∣∣ ≤ B|u| holds for all
u ∈ Rn and recall from (2.4) that
yAkW (u1ω1+···+unωn+yin) =
y
|c|2(|u1ω1 + · · ·+ unωn + c−1d|2 + y2) .
Changing variables, u′j = uj + ej , in (6.57) and using
∣∣u′j −α′j∣∣ ≥ ∣∣|u′j |− |α′j |∣∣, we get
∫ 1
0
∫
Iα
⌊yAkW (u1ω1+···+unωn+yin)⌋n−s1
n∏
j=1
min
(
Mj + 1, |uj − αj|−1
) du1 . . . dundy
yδ
(6.59)
≤ |c|2(s−n)
∫ 2R
0
∫
[−R/A,R/A]n
( y
|u′1ω1 + · · · + u′nωn|2 + y2
)n−s
×
n∏
j=1
min
(
Mj + 1,
∣∣|u′j | − |α′j|∣∣−1) du′1 . . . du′ndyyδ .
We now fix y ∈ (0, 2R] and study the inner integral in (6.59). For m ≥ 1 we note
that when |u′1ω1 + · · ·+ u′nωn| ≥ 2m−1y we have
y
|u′1ω1 + · · ·+ u′nωn|2 + y2
= O
( 1
22my
)
.(6.60)
Furthermore, we always have
y
|u′1ω1 + · · ·+ u′nωn|2 + y2
= O
(1
y
)
.(6.61)
Using (6.60) and (6.61) we see that the inner integral in (6.59) is bounded by
O(1)
∑
1≤2m<2R/y
∫
[−2my/A,2my/A]n
( 1
22my
)n−s n∏
j=1
min
(
Mj + 1,
∣∣|u′j| − |α′j |∣∣−1) du′
(6.62)
= O(1)
∑
1≤2m<2R/y
22m(s−n)ys−n
n∏
j=1
∫ 2my/A
0
min
(
Mj + 1,
∣∣u′j − |α′j |∣∣−1) du′j ,
where we sum over all integers m satisfying 1 ≤ 2m < 2R/y. We now note the
following general bound.
Lemma 6.9. For all S > 0, M ≥ 1 and α ∈ R we have∫ S
0
min
(
M,
∣∣u− |α|∣∣−1) du = {O(1 + log+(SM)) always,
O
(
Smin
(
M, 1/|α|)) if S < 12min(M,1/|α|) .(6.63)
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Proof. If |α| > S then the integral increases if the range of integration is replaced by[|α| − S, |α|], since u 7→ |u − |α||−1 is an increasing function of u ∈ [0, |α|). Hence
the left hand side of (6.63) is always
<
∫ |α|+S
|α|−S
min
(
M,
∣∣u− |α|∣∣−1) du = 2∫ S
0
min
(
M,u−1
)
du = O
(
1 + log+(SM)
)
.
Next assume S < 12min(M,1/|α|) . If 1/|α| < M then S < 12 |α| and thus the integrand
in (6.63) is ≤ 2|α|−1 for all u ∈ [0, S]; in the remaining case we simply use that the
integrand is everywhere ≤ M ; we thus obtain the bound O(Smin (M, 1/|α|)), as
stated. 
Continuing onwards with the proof of Theorem 6.7, we define βj := min
(
Mj +
1, 1/|α′j |
)
for all j ∈ {1, . . . , n} and order the indices so that βjk are decreasing, i.e.
βj1 ≥ βj2 ≥ · · · ≥ βjn . Using Lemma 6.9 and recalling that R = 1/(2|c|2) we find
that (6.62) is bounded by
O(1)
∑
1≤2m<1/(|c|2y)
22m(s−n)ys−n
n∏
j=1
{
2myβj if 2
m < A2yβj
1 + log+
(2my
A (Mj + 1)
)
if 2m ≥ A2yβj
}
= O(1)
∑
1≤2m<min
(
A
2yβj1
,
1
|c|2y
)2m(2s−n)ys
n∏
k=1
βjk
+O(1)
n∑
i=1
( ∑
Ri≤2m<Ri+1
2m(2s−n−i)ys−i
i∏
k=1
(
1 + log+
(2my
A (Mjk + 1)
)) n∏
k=i+1
βjk
)
,
where Ri := max
(
1,min
(
A
2yβji
, 1|c|2y
))
for i ∈ {1, . . . , n} and Rn+1 := 1|c|2y . It follows
that (6.59) is bounded by
O
(|c|2(s−n)) ∫ 1/|c|2
0
{ ∑
1≤2m<min
(
A
2yβj1
,
1
|c|2y
)2m(2s−n)ys−δ
n∏
k=1
βjk
(6.64)
+
n∑
i=1
( ∑
Ri≤2m<Ri+1
2m(2s−n−i)ys−i−δ
i∏
k=1
(
1 + log+
(2my
A (Mjk + 1)
)) n∏
k=i+1
βjk
)}
dy.
We call the sum in the first line of (6.64) S0 and the i:th term in the sum in the last
line of (6.64) Si. In order to estimate S0 we first assume that min
(
A
2yβj1
, 1|c|2y
)
= 1|c|2y ,
i.e. |c|2 ≥ 2βj1A . Note that in this situation Sj = 0 for all j ∈ {1, . . . , n}. Using
2s− n > 0 and estimating the geometric sum involved, we get
S0 = y
s−δ
( n∏
k=1
βjk
) ∑
1≤2m< 1|c|2y
2m(2s−n) = O
(
yn−s−δ|c|2n−4s
n∏
k=1
βjk
)
.
Integrating we find that the contribution to (6.64) is
O
(
|c|2(s−n)|c|2n−4s
n∏
k=1
βjk
)∫ 1/|c|2
0
yn−s−δ dy = O
(
|c|2(δ−n−1)
n∏
k=1
βjk
)
.(6.65)
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We now turn to the case min
(
A
2yβj1
, 1|c|2y
)
= A2yβj1
, i.e. |c|2 ≤ 2βj1A . We note that in
this case S0 is an empty sum if not y <
A
2βj1
. For such y we get
S0 = y
s−δ
( n∏
k=1
βjk
) ∑
1≤2m< A2yβj1
2m(2s−n) = O
(
yn−s−δβ n+1−2sj1
n∏
k=2
βjk
)
,
and hence the contribution from S0 to (6.64) is
O
(
|c|2(s−n)β n+1−2sj1
n∏
k=2
βjk
) ∫ A
2βj1
0
yn−s−δ dy = O
(
|c|2(s−n)β δ−sj1
n∏
k=2
βjk
)
.(6.66)
We next estimate Si for i ∈ {1, . . . , n}. To begin with we assumeRi = max
(
1, A2yβji
)
and Ri+1 =
1
|c|2y , i.e.
2βji+1
A ≤ |c|2 ≤
2βji
A where βjn+1 := 0. In this situation all Sℓ
with ℓ > i are zero. Estimating the geometric sums involved yields
Si = y
s−i−δ
( n∏
k=i+1
βjk
) ∑
max
(
1,
A
2yβji
)
≤2m< 1|c|2y
2m(2s−n−i)
i∏
k=1
(
1 + log+
(2my
A (Mjk + 1)
))
(6.67)
= O
(
ys−i−δ
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
max
(
1, 1yβji
)2s−n−i
if 2s < n+ i
1 + log
(
1
|c|2max
(
y,
A
2βji
)) if 2s = n+ i(
1
|c|2y
)2s−n−i
if 2s > n+ i.
When 2s < n+ i we get the following contribution to (6.64):
O
(
|c|2(s−n)
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)∫ 1/|c|2
0
ys−i−δmax
(
1, 1yβji
)2s−n−i
dy.
(6.68)
We estimate the integral in (6.68) as follows (using δ − s /∈ Z):∫ 1/|c|2
0
ys−i−δmax
(
1, 1yβji
)2s−n−i
dy
=
∫ min( 1βji , 1|c|2 )
0
ys−i−δ
( 1
yβji
)2s−n−i
dy +
∫ 1/|c|2
min
(
1
βji
,
1
|c|2
) ys−i−δ dy(6.69)
= O
(
max
(
β i+δ−s−1ji , |c|2(i+δ−s−1)
))
.
Hence (6.68) is bounded by
O
(
|c|2(s−n)max (β i+δ−s−1ji , |c|2(i+δ−s−1)) i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
.(6.70)
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When 2s = n+ i we have s− i = n− s > 0. In this situation the contribution from
(6.67) to (6.64) is
(6.71) O
(
|c|2(s−n)
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
×
∫ 1/|c|2
0
ys−i−δ
(
1 + log
( 1
|c|2max (y, A2βji )
))
dy.
The integral in (6.71) is
= O
((
1 + log
( 2βji
A|c|2
))
β i+δ−s−1ji
)
+O
(
|c|2(i+δ−s−1)
)
+
∫ 1/|c|2
A
2βji
ys−i−δ log
( 1
|c|2y
)
dy.
(6.72)
Changing variables, y = e−t/|c|2, we find that the integral in (6.72) is bounded by
|c|2(i+δ−s−1)
∫ ∞
0
tet(i+δ−s−1) dt = O
(|c|2(i+δ−s−1)).(6.73)
Hence (6.72) is O
(|c|2(i+δ−s−1)) and it follows that (6.71) is bounded by
O
(
|c|2(s−n)|c|2(i+δ−s−1)
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
.(6.74)
Finally, when 2s > n+ i we find that the contribution from (6.67) to (6.64) is
O
(
|c|2(s−n)
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
) ∫ 1/|c|2
0
ys−i−δ
( 1
|c|2y
)2s−n−i
dy
(6.75)
= O
(
|c|2(s−n)|c|2(i+δ−s−1)
i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
.
It follows from (6.70), (6.74) and (6.75) that in all cases the contribution from (6.67)
to (6.64) is
O
(
|c|2(s−n)max (β i+δ−s−1ji , |c|2(i+δ−s−1)) i∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=i+1
βjk
)
.(6.76)
It remains to estimate Si for i ∈ {1, . . . , n − 1} under the assumption that Ri =
max
(
1, A2yβji
)
and Ri+1 = max
(
1, A2yβji+1
)
, i.e. |c|2 ≤ 2βji+1A . We note that Si is an
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empty sum if not y < A2βji+1
. For such y we get
Si = O
(
ys−i−δ
i∏
k=1
(
1 + log+
(Mjk+1
2βji+1
)) n∏
k=i+1
βjk
)
(6.77)
×

max
(
1, 1yβji
)2s−n−i
if 2s < n+ i
1 + log
(
A
2βji+1 max
(
y,
A
2βji
)) if 2s = n+ i(
1
yβji+1
)2s−n−i
if 2s > n+ i.
By a similar case by case analysis as above it follows that in all cases the contribution
from (6.77) to (6.64) is
O
(
|c|2(s−n)max (β i+δ−s−1ji , β i+δ−s−1ji+1 ) i∏
k=1
(
1 + log+
(Mjk+1
2βji+1
)) n∏
k=i+1
βjk
)
.(6.78)
We now collect the estimates above to get a resulting bound on (6.59). When
2βj1
A ≤ |c|2 it follows from (6.64) and (6.65) that (6.59) is bounded by
O
(
|c|2(δ−n−1)
n∏
k=1
βjk
)
.(6.79)
Furthermore, when
2βjℓ+1
A ≤ |c|2 <
2βjℓ
A and ℓ ∈ {1, . . . , n} (recall that βjn+1 = 0), it
follows from (6.64), (6.66), (6.76) and (6.78) that (6.59) is bounded by
O(1)
{
|c|2(s−n)β δ−sj1
n∏
k=2
βjk
(6.80)
+
ℓ−1∑
i=1
(
|c|2(s−n)max (β i+δ−s−1ji , β i+δ−s−1ji+1 ) i∏
k=1
(
1 + log+
(Mjk+1
2βji+1
)) n∏
k=i+1
βjk
)
+ |c|2(s−n)max (β ℓ+δ−s−1jℓ , |c|2(ℓ+δ−s−1)) ℓ∏
k=1
(
1 + log+
(Mjk+1
A|c|2
)) n∏
k=ℓ+1
βjk
}
.
We define i0 to be the smallest integer > s + 1 − δ (thus n2 < i0 ≤ n) and set
iℓ := min(ℓ, i0) for ℓ ∈ {1, . . . , n}. Comparing the sizes of all terms we find that
(6.80) is
O
(
|c|2(s−n)( log(2|M |))ℓ n∏
k=iℓ+1
βjk
){|c|2(ℓ+δ−s−1) if ℓ < i0
β i0+δ−s−1ji0 if ℓ ≥ i0.
(6.81)
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Combining (6.59), (6.79) and (6.81) we conclude that∫ 1
0
∫
Iα
⌊yAkW (u1ω1+···+unωn+yin)⌋n−s1
n∏
j=1
min
(
Mj + 1, |uj − αj|−1
) du1 . . . dundy
yδ
= O
((
log(2|M |))n)

|c|2(δ−n−1)∏nk=1 βjk if 2βj1A ≤ |c|2
|c|2(ℓ+δ−n−1)∏nk=ℓ+1 βjk if 2βjℓ+1A ≤ |c|2 < 2βjℓA , 1 ≤ ℓ < i0
|c|2(s−n)β i0+δ−s−1ji0
∏n
k=i0+1
βjk if |c|2 <
2βji0
A .
(6.82)
We now add up all nonzero contributions to (6.57) for one fixed k ∈ {1, ..., κ}.
We recall from the discussion above (6.58) that we get such a nonzero contribution
from W = A−1k
(
a b
c d
) ∈ Γηk\Γ only if |c| ≥ 1/√τ1τk and −c−1d belongs to the ball
with centre α1ω1 + · · · + αnωn and radius R˜k. We will split the summation over
these W into dyadic boxes. To fix the notation, let us agree that each integer vector
m = (m1, . . . ,mn) ∈ Zn corresponds to the dyadic box of allW = A−1k
(
a b
c d
) ∈ Γηk\Γ
(with |c| ≥ 1/√τ1τk) such that, for all j ∈ {1, . . . , n},
α′j ∈
[−2/(Mj + 1), 2/(Mj + 1)] if mj = 0;
α′j ∈
[
2mj/(Mj + 1), 2
mj+1/(Mj + 1)
]
if mj > 0;(6.83)
α′j ∈
[−2|mj |+1/(Mj + 1),−2|mj |/(Mj + 1)] if mj < 0.
We will consider these dyadic boxes for each integer vector m with
|mj | ≤ log2
(
R˜k(Mj + 1)/A
)
, j = 1, . . . , n.
Note that in this way all the non-zero contributions to (6.57) are certainly accounted
for. Furthermore, note that for W = A−1k
(
a b
c d
)
belonging to the dyadic box corre-
sponding to m, we have
βj = min
(
Mj + 1, 1/|α′j |
) ∈ [2−|mj |−1(Mj + 1), 2−|mj |(Mj + 1)], j = 1, . . . , n.(6.84)
Recall that −c−1d = ∑nj=1(αj − α′j)ωj. Let us fix a vector m as above, and
let B̂m ⊂ Rn be the corresponding box for −c−1d given by (6.83). This box has
sides parallel with the basis vectors ω1, . . . ,ωn, of lengths ≤ 2|mj |+2|ωj|/(Mj + 1),
j = 1, . . . , n. Now there is some constant C > 0, which depends only on Ω, such that
we can find a right-angled box Bm ⊂ Rn which contains B̂m, and which has sides
of lengths
bm,j := C2|mj |/(Mj + 1), j = 1, . . . , n.(6.85)
(For example, we might let the sides of Bm be parallel with the orthonormal basis
vectors obtained by performing the Gram-Schmidt process on the vectors {ωj}nj=1,
ordered by decreasing values of 2|mj |+2|ωj|/(Mj + 1). This always works with C =
4nmax1≤j≤n |ωj |.)
Given m we fix j1, . . . , jn to be a permutation of the indices 1, . . . , n such that
bm,j1 ≤ bm,j2 ≤ . . . ≤ bm,jn. By (6.84) we have C/(2bm,j) ≤ βj ≤ C/bm,j for each j,
and hence if j′1, . . . , j
′
n is a permutation of 1, . . . , n such that βj′1 ≥ βj′2 ≥ . . . ≥ βj′n
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then βj′i/βji ∈ [12 , 2] for each i. Hence, by (6.82), we get the following bound on the
total contribution to (6.57) from the W ’s in our dyadic box:
O
((
log(2|M |))n){(2−|mji0 |(Mji0 + 1))i0+δ−s−1(6.86)
×
( n∏
k=i0+1
(
2−|mjk |(Mjk + 1)
)) ∑
W
1/
√
τ1τk≤|c|<D/
√
bm,ji0
|c|2(s−n)
+
i0−1∑
ℓ=1
( n∏
k=ℓ+1
(
2−|mjk |(Mjk + 1)
)) ∑
W
C/
√
bm,jℓ+1≤|c|<D/
√
bm,jℓ
|c|2(ℓ+δ−n−1)
+
( n∏
k=1
(
2−|mjk |(Mjk + 1)
)) ∑
W
C/
√
bm,j1≤|c|
|c|2(δ−n−1)
}
,
with C =
√C/2A and D = 2√C/A. Here the sums are taken over a set of represen-
tatives W = A−1k
(
a b
c d
) ∈ Γηk\Γ restricted by −c−1d ∈ Bm and the stated bounds
on |c|. To estimate the sums in (6.86) we use Lemma 3.7. For the first W -sum in
(6.86), set ν = 2(n − s), and note that ν > 2(n − i) for all i ∈ {i0, . . . , n} since
i0 − s > 1− δ > 0. Hence∑
W
1/
√
τ1τk≤|c|<D/
√
bm,ji0
|c|2(s−n)
=
∑
W
1/
√
τ1τk≤|c|<D/
√
bm,jn
|c|2(s−n) +
n−1∑
i=i0
∑
W
D/
√
bm,ji+1≤|c|<D/
√
bm,ji
|c|2(s−n)(6.87)
= O(1) +
n−1∑
i=i0
O
(
(bm,ji+1)
i−s
n∏
k=i+1
bm,jk
)
= O(1),
where the implied constant depends only on Γ, φ and Ω. Next, for any ℓ ∈ {1, . . . , i0−
1}, if we set ν = 2(n + 1− ℓ− δ) then ν > 2(n− ℓ), and hence
∑
W
C/
√
bm,jℓ+1≤|c|<D/
√
bm,jℓ
|c|2(ℓ+δ−n−1) = O
(
(bm,jℓ+1)
1−δ
n∏
k=ℓ+1
bm,jk
)
,(6.88)
where the implied constant depends only on Γ, Ω and δ. Finally, using ν = 2(n +
1− δ) > 2n, we get
∑
W
C/
√
bm,j1≤|c|
|c|2(δ−n−1) = O
(
(bm,j1)
1−δ
n∏
k=1
bm,jk
)
,(6.89)
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where again the implied constant depends only on Γ, Ω and δ. Using (6.85), (6.87),
(6.88) and (6.89) we find that (6.86) is bounded by
O
((
2
−|mji0 |(Mji0 + 1)
)i0+δ−s−1( n∏
k=i0+1
(
2−|mjk |(Mjk + 1)
))(
log(2|M |))n).
(6.90)
In particular, when m = (0, . . . , 0) the permutation j1, . . . , jn is such that Mj1 ≥
. . . ≥Mjn , and (6.90) equals
O
(
(Mji0 + 1)
i0+δ−s−1
( n∏
k=i0+1
(Mjk + 1)
)(
log(2|M |))n).(6.91)
For any other m we find by inspection that (6.90) (for j1, . . . , jn with bm,j1 ≤ . . . ≤
bm,jn) is majorized by (6.91) (for j1, . . . , jn with Mj1 ≥ . . . ≥Mjn). Since there are
O
((
log(2|M |))n) such m we find that (6.57) is bounded by
O
(
(Mji0 + 1)
i0+δ−s−1
( n∏
k=i0+1
(Mjk + 1)
)(
log(2|M |))2n),(6.92)
where the indices are ordered so that Mj1 ≥ . . . ≥ Mjn . From (6.56) we now get
that also |K̂| is bounded by (6.92), and from (6.53) it follows that
(6.93)
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗n |m1ω∗1 + · · ·+mnω∗n|δ−n/2−1e2πi(m1α1+···+mnαn)
= O
(
(Mji0 + 1)
i0+δ−s−1
( n∏
k=i0+1
(Mjk + 1)
)(
log(2|M |))2n),
for all M ∈ Zn≥0 \ {0}, (α1, . . . , αn) ∈ Rn and all admissible δ ∈ (0, 1).
We call the sum in the left hand side of (6.93) S(M1, . . . ,Mn) and we define
S(0, . . . , 0) := 0. We furthermore define
g(x1, . . . , xn) := |x1ω∗1 + · · ·+ xnω∗n|n/2+1−δ,
and note that g is smooth in Rn \ {0}. Using Corollary 2.10 and (6.93) we get
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)(6.94)
=
∑
A⊂N
(−1)|A|
∫
∏
j∈A[0,Mj ]
gA,N\A(x)SA,N\A(x) dx
= O
(
(Mji0 + 1)
i0+δ−s−1
( n∏
k=i0+1
(Mjk + 1)
)(
log(2|M |))2n)
×
{∑
A⊂N
∫
∏
j∈A[0,Mj ]
|gA,N\A(x)| dx
}
.
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(Recall that N = {1, . . . , n}.) In order to get a bound on the last factor we recall
from (6.17) and (6.18) that for all A we have∫
∏
j∈A[0,Mj ]
|gA,N\A(x)| dx = O
(|M |n/2+1−δ).
Using this estimate in (6.94) we arrive at
M1∑
m1=0
· · ·
Mn∑
mn=0
m1+···+mn>0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)
= O
(
|M |n/2+1−δ(Mji0 + 1)i0+δ−s−1
( n∏
k=i0+1
(Mjk + 1)
)(
log(2|M |))2n).
Finally we add c0, choose δ = 1− ε (with ε small) and conclude that
M1∑
m1=0
· · ·
Mn∑
mn=0
cm1ω∗1+···+mnω∗ne
2πi(m1α1+···+mnαn)
= O
(
|M |n/2+2ε(Mji0 + 1)i0−s
n∏
k=i0+1
(Mjk + 1)
)
,
for all M ∈ Zn≥0 \ {0} and all (α1, . . . , αn) ∈ Rn. 
Remark 6.10. In the same way we get that for all (ε1, . . . , εn) ∈ {±1}n, all M =
(M1, . . . ,Mn) ∈ Zn≥0 \ {0} and all (α1, . . . , αn) ∈ Rn,
M1∑
m1=0
· · ·
Mn∑
mn=0
cε1m1ω∗1+···+εnmnω∗ne
2πi(ε1m1α1+···+εnmnαn)
= O
(
|M |n/2+ε(Mji0 + 1)i0−s
n∏
k=i0+1
(Mjk + 1)
)
,
where the implied constant depends only on Γ, φ, Ω and ε.
Remark 6.11. Note that the right hand side in (6.50) is O
(|M |3n/2−s+ε). Here
the exponent 3n2 − s + ε is essentially optimal, as the following proposition shows.
(Compare [32, Prop. 5.1′] in the 2-dimensional case.)
Proposition 6.12. Let φ be as in Theorem 6.7. Choose k ∈ {1, . . . , κ} such that
c
(k)
0
6= 0 (cf. (6.54)), and let α = α1ω1 + · · ·+ αnωn ∈ Rn be any cusp equivalent to
ηk. Then, for at least one choice of (ε1, . . . , εn) ∈ {±1}n, there exists some c > 0
and infinitely many M = (M1, . . . ,Mn) ∈ Zn≥0 such that∣∣∣∣ M1∑
m1=0
· · ·
Mn∑
mn=0
cε1m1ω∗1+···+εnmnω∗ne
2πi(ε1m1α1+···+εnmnαn)
∣∣∣∣ > c|M |3n/2−s.(6.95)
Proof. Assume that the conclusion above is not true, i.e. assume that for all
(ε1, . . . , εn) ∈ {±1}n and all c > 0 there are only finitely many M ∈ Zn≥0 such
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that (6.95) holds. (Here, and in the rest of this proof, α is fixed.) We write
φ(α+ yin) = c0y
n−s +
∑
D⊂{1,...,n}
D 6=∅
∑
m∈RD
cµy
n/2Ks−n/2(2π|µ|y)e2πi〈µ,α〉,(6.96)
where RD is as in (6.20) and where µ = m1ω
∗
1 + · · · + mnω∗n as usual. We esti-
mate each inner sum in (6.96) seperately. It will be sufficient to estimate, for each
nonempty D = {j1, . . . , j|D|} ⊂ {1, . . . , n},
S+D :=
∑
m∈R+D
cµy
n/2Ks−n/2(2π|µ|y)e2πi〈µ,α〉,(6.97)
where R+D = RD∩(Z≥0)n. The remaining parts of the RD-sum can then be estimated
in the same way using our assumption with various {±1}n-vectors (ε1, . . . , εn). In
order to apply summation by parts to (6.97) we let a(0, . . . , 0) = 0 and
a(mj1 , . . . ,mj|D|) := cmj1ω
∗
j1
+···+mj|D|ω∗j|D|e
2πi(mj1αj1+···+mj|D|αj|D| )
for (mj1 , . . . ,mj|D|) 6= 0. We also introduce
g(xj1 , . . . , xj|D|) := y
n/2Ks−n/2
(
2π|xj1ω∗j1 + · · · + xj|D|ω∗j|D||y
)
and
S(Xj1 , . . . ,Xj|D|) :=
∑
0≤mj1≤Xj1
· · ·
∑
0≤mj|D|≤Xj|D|
a(mj1 , . . . ,mj|D|).
According to (2.13),
S+D = (−1)|D|
∑
A⊂D
∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx.(6.98)
It is clear that S∅,∅ = 0 and thus that the corresponding term in the sum in (6.98)
is zero. We now consider nonempty A. Let c be given. By our assumption there
exists a number R > 1, depending on c, such that |S(X)| ≤ c|X|3n/2−s for all
X = (Xj1 , . . . ,Xj|D|) satisfying |X| ≥ R. Let T := sup|X|≤R |S(X)|.
Recall that the derivatives of g in (6.98) correspond to multi-indices of the type
ℓ = (ℓ1, . . . , ℓ|D|) satisfying ℓi ≤ 1. One shows by induction that for each such ℓ,
∂|ℓ|
∂x
ℓ1
j1
···∂xℓ|D|j|D|
g(x) is a finite sum of terms of the form
yn/2K
(m)
s−n/2
(
2π|xj1ω∗j1 + · · ·+ xj|D|ω∗j|D||y
)
× (2πy)m
m∏
i=1
∂|ℓi|
∂x
li1
j1
· · · ∂xl
i
|D|
j|D|
(|xj1ω∗j1 + · · · + xj|D|ω∗j|D||)
where 0 ≤ m ≤ |ℓ|, ℓ1, . . . , ℓm are multi-indices of length ≥ 1, and ∑mi=1 |ℓi| = |ℓ|.
Using the bounds (6.24) and (6.25) and recalling (6.15) we get
∂|ℓ|
∂xℓ1j1 · · · ∂x
ℓ|D|
j|D|
g(x) = O
(
yn−s|x|n/2−s−|ℓ|
)
, ∀x ∈ (R>0)|D|.(6.99)
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By (6.15) there exists a positive constant k3 such that k3|x| ≤ |xj1ω∗j1 + · · · +
xj|D|ω
∗
j|D|
| for all x ∈ R|D|. Moreover, it follows from [34, pp. 79,202] thatK(m)s−n/2(u) =
O(u−1/2e−u) for u ≥ 2πk3 and m ≥ 0. Hence, for |x| ≥ 1y and the same multi-index
ℓ as in (6.99), we get the stronger bound
∂|ℓ|
∂xℓ1j1 · · · ∂x
ℓ|D|
j|D|
g(x) = O
(
y(n−1)/2+|ℓ||x|−1/2e−2πk3|x|y
)
.
Returning to the integrals in (6.98) we get, for y < 1R ,∫
∏
j∈A[1,∞)
gA,∅(x)SA,∅(x) dx
= O
(
yn−sT
) ∫
∏
j∈A[1,∞)
|x|≤R
|x|n/2−s−|A| dx+O(yn−sc) ∫
∏
j∈A[1,∞)
R<|x|≤ 1
y
|x|2n−2s−|A| dx
+O
(
y(n−1)/2+|A|c
) ∫
∏
j∈A[1,∞)
1
y
<|x|
|x|(3n−1)/2−se−2πk3|x|y dx = O(yn−sT )+O(ys−nc).
Hence it follows from (6.96) and (6.98) that
|φ(α+ yin)| = O
(
yn−s
)(|c0|+ T )+O(ys−nc) as y → 0,(6.100)
where the implied constants only depend on Γ, φ and Ω. Now, since s−n < 0 < n−s,
c > 0 is arbitrary and the implied constants in (6.100) do not depend on c, it follows
that
φ(α+ yin) = o(y
s−n) as y → 0.(6.101)
In order to reach a contradiction we choose W ∈ Γ such that α = W (ηk) and
write AkW
−1 =
(
a b
c d
)
. Since AkW
−1(α) = ∞ we have cα + d = 0, which shows
that c 6= 0. Thus, using (2.4), we find that
yAkW−1(α+yin) =
1
|c|2y
for all y > 0. Finally it follows from (6.54) and the Γ-invariance of φ that
φ(α+ yin) ∼ c(k)0
(
yAkW−1(α+yin)
)n−s
= c
(k)
0
|c|2(s−n)ys−n
as y → 0. This contradicts the result in (6.101). 
We next study the horosphere integral of non-cuspidal eigenfunctions.
Proposition 6.13. Let χ : Rn → R be a smooth function with compact support. Let
ε > 0 and let φ be a non-cuspidal eigenfunction with eigenvalue λ > 0. Define s via
λ = s(n − s), s ∈ (n/2, n). Then the following holds, uniformly over all 0 < y < 1,
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all γ = (γ1, . . . , γn) ∈ Rn and all δ1, . . . , δn satisfying 0 < δ1, . . . , δn ≤ 1:
1
δ1 · · · δn
∫
Rn
χδ,γ(u)φ(u1ω1 + · · · + unωn + yin) du
= O
(
‖χ‖n,1yn−s−ε
(
min
i∈{1,...,n}
δi
)2(s−n))
,
where the implied constant depends only on Γ, φ, Ω and ε.
Proof. The proof is very similar to the proof of Proposition 6.4. Using the Fourier
expansions (6.6), (6.49) and integrating term by term we get
(6.102)
1
δ1 · · · δn
∫
Rn
χδ,γ(u)φ(u1ω1 + · · · + unωn + yin) du = 1
δ1 · · · δn c0y
n−sχ̂δ,γ(0)
+
1
δ1 · · · δn
∑
D⊂{1,...,n}
D 6=∅
∑
m∈RD
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).
(Recall the definition of RD from (6.20).) It follows from (6.8) (with k = 0) that
1
δ1 · · · δn c0y
n−sχ̂δ,γ(0) = O
(‖χ‖0,1yn−s).
We estimate each inner sum in (6.102) separately. As in the proof of Proposition
6.4, given a nonempty D = {j1, . . . , j|D|} ⊂ {1, . . . , n} it is enough to estimate
S+D :=
1
δ1 · · · δn
∑
m∈R+D
cµy
n/2Ks−n/2(2π|µ|y)χ̂δ,γ(−m).(6.103)
We split this sum into the parts S1D and S
2
D as in (6.23) and estimate these sums
in the same way as in the proof of Proposition 6.4 except for the following minor
difference: When estimating SA,∅ we use the bound
SA,∅(x) = O
(|x|3n/2−s+ε),
which is a weak form of the result in Theorem 6.7. We find that
S+D = O
(
‖χ‖n,1yn−s−ε
(
min
i∈{1,...,n}
δi
)2(s−n))
,
which proves the proposition. 
6.3. The horosphere integral for the Eisenstein series. The proofs here are
similar to the proofs of Proposition 6.5 and Proposition 6.6.
Proposition 6.14. Let χ : Rn → R be a smooth function with compact support.
Let ε > 0 and ℓ ∈ {1, ..., κ}. Keep 0 < y < 1 and T ≥ 0. Furthermore let γ =
(γ1, . . . , γn) ∈ Rn and let δ1, . . . , δn be such that 0 < δ1, . . . , δn ≤ 1. Then
1
δ1 · · · δn
∫
Rn
χδ,γ(u)Eℓ
(
u1ω1 + · · ·+ unωn + yin, n2 + iT
)
du
= O
(
‖χ‖n,1(T + 1)1/6+2ε
√
W (T )yn/2−ε
(
min
i∈{1,...,n}
δi
)−n)
,
where the implied constant depends only on Γ, Ω and ε.
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Proof. It is enough to consider 0 < ε < 12 . We recall that the Eisenstein series has a
Fourier expansion at infinity of the form
Eℓ
(
x+ yin,
n
2 + iT
)
= δℓ1y
n
2 +iT + ϕℓ1
(
n
2 + iT
)
y
n
2−iT
+
∑
06=µ∈Λ∗1
aµ
(
n
2 + iT
)
yn/2KiT (2π|µ|y)e2πi〈µ,x〉.
Using this, (6.6) and integrating term by term we get
1
δ1 · · · δn
∫
Rn
χδ,γ(u)Eℓ
(
u1ω1 + · · ·+ unωn + yin, n2 + iT
)
du
=
1
δ1 · · · δn
(
δℓ1y
n
2+iT + ϕℓ1
(
n
2 + iT
)
y
n
2−iT
)
χ̂δ,γ(0)(6.104)
+
1
δ1 · · · δn
∑
m∈Zn\{0}
aµ
(
n
2 + iT
)
yn/2KiT (2π|µ|y)χ̂δ,γ(−m).
We note that since Φ
(
n
2 + iT
)
is unitary for real T we have
∣∣ϕℓ1(n2 + iT )∣∣ ≤ 1. This
fact together with (6.8) (with k = 0) yields
1
δ1 · · · δn
(
δℓ1y
n
2 +iT + ϕℓ1
(
n
2 + iT
)
y
n
2−iT
)
χ̂δ,γ(0) = O
(‖χ‖0,1yn/2).(6.105)
Using (a weak version of) (6.8) with k = n and the estimate of the K-Bessel function
in (6.41) we estimate the last line of (6.104) by
O
(
‖χ‖n,1yn/2−εY ne−(π/2)T (T + 1)−1/3+ε
)
(6.106)
×
∑
0 6=µ∈Λ∗1
∣∣aµ(n2 + iT )∣∣|µ|−n−εmin (1, e(π/2)T−2π|µ|y).
(Recall that Y = max
i∈{1,...,n}
δ−1i .)
We estimate the sum in (6.106) (which we call Σ) in the same way as we estimate
the corresponding sum in the proof of Proposition 6.5. The only difference is that
we have to use Proposition 5.3 instead of Proposition 5.2 when we estimate the sum
S(X). Recalling that W (T ) ≥ 1 (cf. Sec. 5.2) we get
S(X) : =
∑
0<|µ|≤X
∣∣aµ(n2 + iT )∣∣
= O
(
e(π/2)T (T + 1)ε
√
W (T )
(
T +
Xn
(T + 1)n−1
)1/2
Xn/2+ε/2
)
for all X ≥ µ02 . Using this bound together with (6.44) we find that Σ is
O
(
e(π/2)T (T + 1)ε
√
W (T )
){∫ max(µ0
2
, T
4y
)
µ0
2
X−n/2−1−ε/2
(
T +
Xn
(T + 1)n−1
)1/2
dX
+
∫ ∞
max(
µ0
2
, T
4y
)
(1 + yX)X−n/2−1−ε/2
(
T +
Xn
(T + 1)n−1
)1/2
e(π/2)T−2πyX dX
}
.
Estimating these integrals as in the proof of Proposition 6.5 we obtain
Σ = O
(
e(π/2)T (T + 1)1/2+ε
√
W (T )
)
,
which together with (6.106) gives the desired result. 
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Proposition 6.15. Let χ : Rn → R be a smooth function with compact support. Let
ε > 0, k > n+12 +
1
6 and f ∈ Hk(Γ \Hn+1). Let the spectral expansion of f be
f(P ) =
∑
m≥0
cmφm(P ) +
κ∑
ℓ=1
∫ ∞
0
gℓ(t)Eℓ
(
P, n2 + it
)
dt.(6.107)
Then the following holds, for all 0 < y < 1, ℓ ∈ {1, . . . , κ}, γ = (γ1, . . . , γn) ∈ Rn
and all δ1, . . . , δn satisfying 0 < δ1, . . . , δn ≤ 1:
(6.108)
1
δ1 · · · δn
∫
Rn
χδ,γ(u)
{∫ ∞
0
gℓ(t)Eℓ
(
u1ω1 + · · · + unωn + yin, n2 + it
)
dt
}
du
= O
(
‖f‖Hk‖χ‖n,1yn/2−ε
(
min
i∈{1,...,n}
δi
)−n)
,
where the implied constant depends only on Γ, Ω , k and ε.
Proof. It is enough to consider 0 < ε < 12
(
k − n+12 − 16
)
. We change the order of
integration and apply the Cauchy-Schwarz inequality to the left hand side of (6.108)
to obtain∣∣∣∣ 1δ1 · · · δn
∫
Rn
χδ,γ(u)
{∫ ∞
0
gℓ(t)Eℓ
(
u1ω1 + · · ·+ unωn + yin, n2 + it
)
dt
}
du
∣∣∣∣
≤
(∫ ∞
0
∣∣gℓ(t)∣∣2(t+ 1)2k dt)1/2
×
(∫ ∞
0
(t+ 1)−2k
∣∣∣∣ 1δ1 · · · δn
∫
Rn
χδ,γ(u)Eℓ
(
u1ω1 + · · ·+ unωn + yin, n2 + it
)
du
∣∣∣∣2 dt)1/2.
By definition the first factor above is bounded by ‖f‖Hk . Furthermore, using Propo-
sition 6.14, we find that the second factor is bounded by
O
(
‖χ‖n,1yn/2−ε
(
min
i∈{1,...,n}
δi
)−n)(∫ ∞
0
(t+ 1)−2k+1/3+4εW (t) dt
)1/2
.(6.109)
Let P (t) be defined by
P (t) :=
∫ t
0
W (r) dr.
Then P (t) = O(tn+1) for large t (cf. (5.10)) and the derivative of P (t) equals W (t).
Integration by parts yields∫ K
0
(t+ 1)−2k+1/3+4εW (t) dt =
∫ K
0
(t+ 1)−2k+1/3+4ε dP (t)
= (K + 1)−2k+1/3+4εP (K) +
(
2k − 13 − 4ε
) ∫ K
0
(t+ 1)−2k−2/3+4εP (t) dt.
Note that the integrand above is positive, that (t+1)−2k−2/3+4εP (t) = O(tn−2k+1/3+4ε)
for large t, and that (K + 1)−2k+1/3+4εP (K) → 0 as K → ∞. Hence we conclude
that the integral in (6.109) is convergent and we arrive at the desired estimate. 
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7. The main theorems
We now put together the results of sections 6.1, 6.2 and 6.3.
Theorem 7.1. Let χ : Rn → R be a smooth function with compact support. Let
ε > 0 and k > n+12 +
1
6 . We then have, for all f ∈ Hk(Γ \Hn+1), all 0 < y < 1, all
γ = (γ1, . . . , γn) ∈ Rn and all δ1, . . . , δn satisfying √y ≤ δ1, . . . , δn ≤ 1,
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du
=
〈χ〉
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ) +O
(
‖f‖Hk‖χ‖n,1y−ε
(
y/δ2min
)n/2)
+O
(
‖f‖L2‖χ‖n,1y−ε
(
y/δmin
)n−s1)
+O
(
‖f‖L2‖χ‖n,1y−ε
(
y/δ2min
)n−sˆ1),
where 〈χ〉 = ∫
Rn
χ(x) dx, δmin = min
i∈{1,...,n}
δi, and the implied constants depend only
on Γ, Ω, k and ε. In the above s1 ∈ (n/2, n) is the largest number such that there
exists a cusp form on Γ \ Hn+1 of eigenvalue λ = s1(n − s1). If no such function
exists on Γ \ Hn+1 the middle error term above is omitted. Also, sˆ1 ∈ (n/2, n) is
the largest number such that there exists a non-cuspidal eigenfunction on Γ \ Hn+1
of eigenvalue λ = sˆ1(n− sˆ1). Again, if no such function exists on Γ \Hn+1 the third
error term above is omitted.
Proof. Let f have the spectral decomposition (6.107). We substitute this expansion
into the horosphere integral
1
δ1 · · · δn
∫
Rn
χδ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du,(7.1)
and integrate the result termwise. Recalling that φ0 = ν(Γ\Hn+1)−1/2, we note that
φ0’s contribution to (7.1) equals
〈χ〉
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ).
We also note that |〈f, φm〉| ≤ ‖f‖L2 and recall that there are only finitely many m
satisfying λm < (
n
2 )
2. Now the theorem follows from Proposition 6.4, Proposition
6.6, Proposition 6.13 and Proposition 6.15. 
We now turn to the situation where χ is the characteristic function of the rectangle
I0 := [−1/2, 1/2]n. To distinguish this situation from the one in Theorem 7.1 we
call this function χ0. To prove asymptotic equidistribution also in this case we will
approximate χ0 by smooth functions and then apply Theorem 7.1.
Theorem 7.2. Let ε′ > 0 and k > n+12 +
1
6 . We then have, for all bounded func-
tions f ∈ Hk(Γ \ Hn+1), all 0 < y < 1 and all α1, . . . , αn, β1, . . . , βn satisfying
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√
y ≤ β1 − α1, . . . , βn − αn ≤ 1,
1
(β1 − α1) · · · (βn − αn)
∫ β1
α1
· · ·
∫ βn
αn
f(u1ω1 + · · ·+ unωn + yin) du1 . . . dun
(7.2)
=
1
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ) +O
(
‖f‖
n−1
n
L∞ ‖f‖1/nHk y1/2−ε
′(
min
i∈{1,...,n}
(βi − αi)
)−1)
+O
(
‖f‖
n−1
n
L∞ ‖f‖1/nL2 y1−s1/n−ε
′(
min
i∈{1,...,n}
(βi − αi)
)s1/n−1)
+O
(
‖f‖
n−1
n
L∞ ‖f‖1/nL2 y1−sˆ1/n−ε
′(
min
i∈{1,...,n}
(βi − αi)
)2(sˆ1/n−1)),
where the implied constants depend only on Γ, Ω, k and ε′. In the above s1 ∈ (n/2, n)
is the largest number such that there exists a cusp form on Γ \ Hn+1 of eigenvalue
λ = s1(n − s1). If no such function exists on Γ \Hn+1 the middle error term above
is omitted. Also, sˆ1 ∈ (n/2, n) is the largest number such that there exists a non-
cuspidal eigenfunction on Γ \Hn+1 of eigenvalue λ = sˆ1(n − sˆ1). Again, if no such
function exists on Γ \Hn+1 the third error term above is omitted.
Proof. Fix, once and for all, a function ψ ∈ C∞(Rn), with support contained in the
closed unit ball, satisfying ψ ≥ 0 and ∫
Rn
ψ(x) dx = 1. For h > 0 we define
ψh(x) := h
−nψ(h−1x).
We define χh as the convolution of χ0 and ψh:
χh(x) := χ0 ∗ ψh(x) = h−n
∫
I0
ψ
(
h−1(x− y)) dy.(7.3)
By [15, Thm. 1.3.2] we know that χh ∈ C∞(Rn), with support in an h-neighbourhood
of I0, and that χh tends to χ0 in L
1(Rn) (even uniformly outside an h-neighbourhood
of the boundary of I0) as h → 0. Since each χh is smooth, Theorem 7.1 holds with
χ = χh.
Clearly
〈χh〉 =
∫
I0
(
h−n
∫
Rn
ψ
(
h−1(x− y)) dx) dy = 1(7.4)
for all h > 0. By differentiating under the integral sign in (7.3) it follows that
Dαχh = O(h
−|α|) for all multi-indices α, where the implied constant depends only
on |α|. It also follows from (7.3) that χh is (locally) constant except in an h-
neighbourhood of the boundary of I0. Hence
‖χh‖n,1 = O(h1−n)(7.5)
for all 0 < h < 1.
Now using (7.4) and (7.5) in Theorem 7.1, with δi = βi − αi and γi = 12(αi + βi)
for i ∈ {1, . . . , n}, and noting that χ0 − χh is zero except on an h-neighbourhood of
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the boundary of I0, we get, for 0 < h < 1,
1
(β1 − α1) · · · (βn − αn)
∫ β1
α1
· · ·
∫ βn
αn
f(u1ω1 + · · ·+ unωn + yin) du1 . . . dun
(7.6)
=
1
δ1 · · · δn
∫
Rn
(
(χ0)δ,γ(u)− (χh)δ,γ(u)
)
f(u1ω1 + · · · + unωn + yin) du
+
1
δ1 · · · δn
∫
Rn
(χh)δ,γ(u)f(u1ω1 + · · ·+ unωn + yin) du
=
1
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ) +O
(
‖f‖L∞h
)
+O
(
‖f‖Hkyn/2−ε
(
min
i∈{1,...,n}
δi
)−n
h1−n
)
+O
(
‖f‖L2yn−s1−ε
(
min
i∈{1,...,n}
δi
)s1−nh1−n)+O(‖f‖L2yn−sˆ1−ε( min
i∈{1,...,n}
δi
)2(sˆ1−n)h1−n).
Next we find an h that minimizes the sum of the error terms in (7.6). When n = 1
we let h→ 0 in (7.6) for any fixed y and δ1, . . . , δn, and thus obtain the right hand
side of (7.2) (with ε′ = ε). Now assume that n > 1. Note that for any A,B > 0,
the function h 7→ Ah + Bh1−n attains its minimum at hmin =
( (n−1)B
A
)1/n
, and
Ahmin + Bh
1−n
min = O
(
A
n−1
n B
1
n
)
, where the implied constant depends only on n.
Using this fact with A = ‖f‖L∞ and
B = ‖f‖Hkyn/2−ε
(
min
i∈{1,...,n}
δi
)−n
+ ‖f‖L2yn−s1−ε
(
min
i∈{1,...,n}
δi
)s1−n
+ ‖f‖L2yn−sˆ1−ε
(
min
i∈{1,...,n}
δi
)2(sˆ1−n),
gives the result (7.2) (with ε′ = ε/n) also for n > 1, so long as hmin < 1 (so that (7.6)
can be applied with h = hmin). In the remaining case, hmin ≥ 1, viz. A ≤ (n− 1)B,
we use instead the trivial fact that the left hand side of (7.2) equals
1
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ) +O
(‖f‖L∞),
and here
‖f‖L∞ = A ≤ A
n−1
n
(
(n− 1)B) 1n = O(An−1n B 1n ).
Hence (7.2) holds also in this case. 
Theorem 7.2 is easily seen to imply Theorem 1.1 in the introduction, that is
1
(β1 − α1) · · · (βn − αn)
∫ β1
α1
· · ·
∫ βn
αn
f(u1ω1 + · · ·+ unωn, y) du1 . . . dun
→ 1
ν(Γ \Hn+1)
∫
Γ\Hn+1
f(P ) dν(P ),
uniformly as y → 0 so long as β1−α1, . . . , βn−αn ≥ y1/2−ε. The fact that Theorem
1.1 holds for any continuous function f of compact support on Γ \ Hn+1 follows
because of the following standard approximation fact: Given any continuous function
f of compact support on Γ \ Hn+1, then for any ε′ > 0 there exists a C∞-function
f1 on H
n+1 which is Γ-invariant and of compact support on Γ \Hn+1, and such that
‖f − f1‖L∞ < ε′.
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Remark 7.3. The exponent 12 in ”β1 − α1, . . . , βn − αn ≥ y1/2−ε” is in fact the best
possible. To see this, note that it follows from (2.4) that for any W =
(
a b
c d
) ∈
PSL(2, Cn) with c 6= 0 we have
W−1
(
R
n × [B,∞)) = {x+ yin ∈ Hn+1 ∣∣∣ y ≤ 1B|c|2 , |x+ c−1d| ≤√ yB|c|2 − y2}
(7.7)
(cf. [31, Rem. 2.1.4]). We now fix B > B0 and W ∈ Γ with c 6= 0. Then η = −c−1d
is a cusp equivalent to infinity and W−1
(
R
n × [B,∞)) a horoball tangent to ∂Hn+1
at η. If we keep β1 −α1 = . . . = βn −αn = ky1/2 for a small enough constant k > 0,
it follows from (7.7) that the box-shaped horosphere subset
B =
{
u1ω1 + · · ·+ unωn + yin | ui ∈ [αi, βi] for i = 1, . . . , n
}
can be placed in such a way that, as y → 0, B is completely contained inside
W−1
(
R
n × [B,∞)). Thus the projection of B to Γ \ Hn+1 stays inside the cus-
pidal region F1(B) (cf. (2.6)). Since B > B0 it follows that B is far from being
equidistributed on Γ \Hn+1.
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