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IRIS recognition to a large extend depends upon the inter dependability and separability of the feature vectors 
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dimension reductionality on the feature vectors. 
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Iris with Multidomain Feature Normalization and 
Dimensionality Reduction 
V. V. Satyanarayana Tallapragada α & Dr. E. G. Rajan σ 
Abstract - Iris recognition techniques have come a long way 
since the preliminary proposal by Daugman.  There are several 
techniques which mainly focus on improving the performance 
of IRIS recognition system either with the help of improved 
classifier or the feature set. However we have proved that the 
performance of IRIS recognition to a large extend depends 
upon the inter dependability and separability of the feature 
vectors from different classes in the feature plane. If such 
dependency is identified and dimensions or the features for 
which most of the classes represent similar and inseparable 
values. This finding lead us to investigate the dimension 
reductionality on the feature vectors. 
Most of the Iris recognition technique still relies on 
Gabor filter. But modern IRIS recognition sensors present a 
great deal of details about the IRIS part and the resultant 
images are color image. Hence there is a need to analyze the 
behavior of dimensionality reduction techniques for both gray 
scale conventional IRIS recognition technique as well as the 
one applied on color images. 
In this work we apply the dimensionality reduction 
technique on multi-domain features extracted from the images 
for set of color and gray scale IRIS dataset. The result shows 
that the dimensionality reduction on color images improves the 
performance of the classifier by .8% and the performance of 
the gray scale image database classifier is improved by .3%.   
Keywords : IRIS, gabor filter, features, dimensionality 
reduction.  
I. INTRODUCTION 
he features of a pattern are represented in different 
scales and dimensionality. In a huge dataset of 
pattern values it becomes difficult to identify the 
underneath correlation amongst the values and in turn 
amongst the objects. For example, in a set of color 
feature matrix of the size that of the size of the image, if 
we extract min, max, mean, deviation then we can 
classify another matrix to be similar to this or not.  
Such statistics are known as low dimensional 
data because these are extracted from direct functions 
of data itself.  
Such low dimensional data are densely 
correlated in the inter-class spacing where each class 
represents a specific pattern or set of patterns 
distinguishable  from  one  another. The  spacing  or  the 
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decision boundary amongst these data or data points 
determines whether a given pattern can be classified 
correctly as one of these patterns or not. Because of 
high density spacing of these data it is difficult to define 
a clear decision boundary. Hence a common approach 
is to represent the behavior of the data through more 
dimensions. For example, representing the just 
mentioned dataset through mean, standard deviation, 
kurtosis, and moments would mean representing the 
data through more dimensions. But n-dimensional data 
has a distinct problem of defining a relationship 
amongst the dimensions. Therefore a new approach is 
developed to represent such data through high 
dimensions where dimensions are mapped through 
some distinct defined functions. Such kind of data 
representation is commonly known as high dimensional 
data. It is believed that higher the representing 
dimensions of the data, more unique will be the pattern 
represented by the dimensions together. For example, 
only a limited behavior is extracted from a time scale 
analysis of a one dimensional signal. More information is 
extracted when the same signal is mapped to frequency 
plane, Laplacian plane, Phase plane and so on. The 
same thing stands true even for images. An image is 
either two-dimensional or three-dimensional spatial 
information. But x, y and z dimensions of the image 
pixels can reveal only visual appearance of the image 
and not the underneath pattern. An image is recognized 
through various techniques based on the type of pattern 
it possesses. For example, shape [12,13,14,15,16], 
texture [17,18,19,20,21,22,23], color [7,8,9,10,11], 
statistics [24] and so on. There are numerous different 
methodologies proposed in each of these for various 
kinds of object detection and pattern recognition.  
II. PROBLEM FORMATION 
In the introduction section we have discussed 
about the pattern classification problem, the role of data 
representation and its dimensionality in pattern 
classification and the most adopted technique for 
dimensionality reduction using kernel based methods. 
Kernel based methods also has several drawbacks 
which needs to be addressed in order to come to a 
conclusion that an alternative method is in need for a 
scalable biometric system. 
T 
© 2013   Global Journals Inc.  (US)
G
lo
ba
l 
Jo
ur
na
l 
of
 C
om
pu
te
r 
Sc
ie
nc
e 
an
d 
Te
ch
no
lo
gy
  
  
  
 V
ol
um
e 
X
III
  
Is
su
e 
I 
 V
er
sio
n 
I 
  
  
 
  
21
  
 
(
DDDD DDDD
)
Y
e
a
r
01
3
2
F
  
With the increase in database size, the error rate 
acceptance decreases significantly, making the 
Biometric system more vulnerable for false alarm and 
templates are generated by quantizing and linearization 
of a particular iris feature. 
IRIS features are broadly categorized as follows 
1. Color Feature 
2. Phase based feature 
3. Texture feature 
4. Shape Features 
5. Frequency based Features 
Each feature mentioned here have their pros 
and cons. 
Now if we combine various features and 
generate a template from all features, the template will 
be much stronger than generated template through a 
single feature. But the length of the template will be 
increased. If independent features are stored, memory 
requirement becomes immense and searching 
becomes complicated. Further each type of features is 
also generated through various techniques.  
The reason for selecting multidomain features 
instead of 2d gabor kernel is that gabor kernel assumes 
the input to be of gray scale which reduces the property 
of the IRIS images. By using multidomain features, 
especially the color feature, the dimensional 
dependency in iris recognition system can be explored 
to a great details. 
Kernel based techniques also relies on some 
type of dimensional optimization. The main function of a 
kernel is to transform two dimensional image matrix into 
one dimensional feature vector. A transformation from 
matrix to vector enhances the underneath pattern, at the 
same time reducing the dimension of the image.   The 
optimization process is recursive and depends upon the 
learning data available. Therefore if the number of 
classes in the training dataset is very high with very little 
number of samples per class then the resulting vector of 
an optimization process from a kernel based technique 
will fail to produce optimum result.  
 Kernel based techniques adopt a 
dimensionality optimization through low dimensional 
data. This data is nothing but independent features 
extracted from specific feature extraction techniques like 
texture feature, shape features and so on. Low number 
of samples needs more features to be recognized 
efficiently. Therefore the feature selection technique 
must incorporate more than one type of methods or 
techniques to achieve high accuracy. Each of these 
feature sets have their own data space and can be 
considered as an independent dimension. Therefore 
combination of multiple features can be defined as a set 
of feature points over an n-dimensional feature space. 
Kernels cannot map high dimensional data into hyper 
dimensional data. A hyper dimensional data is in itself a 
multi dimensional vector extracted of n-dimensional 
scalar features. This is the core drawback of a kernel 
based technique in conventional pattern recognition. 
Considering the fact that a biometric recognition system 
may need to recognize billions of classes in the future 
context, the training process of the kernel cannot be 
considered feasible because of requirement of huge 
number of training samples. Further the mapping 
function itself in the case of a kernel technique evolves 
with change in data and with increase in number of 
classes. Therefore it can be said that at every scaling 
juncture in a biometric recognition a kernel needs to 
relearn and recompute the feature vectors which in turn 
is practically not feasible for a highly scalable biometric 
dataset.  
Also with the advancement of technology, the 
pixel density, clarity, color definition of the images has 
improved considerably. This has opened up new 
horizons for IRIS recognition systems. Therefore this 
work specifically focuses on the roadmap that connects 
the performance of both color as well as gray scale IRIS 
recognition system. 
III. PROPOSED SYSTEM 
Considering the limitations presented by kernel 
based techniques or other techniques which combines 
different dimensions or even dimension optimization 
problem, we propose a new approach for IRIS 
recognition by combining features and further reducing 
them systematically.  
Let us have a hypothetical discussion and 
consider a matrix of following structure.  
Table I : Sample Feature Matrix 
Phase Texture Shape Frequency 
A B C D A B C D A B C D A B C D 
Let us call the structure shown in table 1 as 
PTSF and A, B, C, D represents four different techniques 
adopted for each type of features. Now let us consider 
that each feature is a unique value between -32,000 to 
32,000 or of 16 bits. Texture pattern of iris few are bound 
to be similar, the way shape pattern can be same. 
Hence no matter however number of bits is considered 
for generating the iris, there bound to be interclass 
similarity. Therefore a better solution is to increase the 
number of features and take a matching decision based 
on all the features. This method however increases the 
complexity of computation and also requires more 
memory for processing and storage. Hence we 
proposes a multistage dimension reductionality model 
with feature normalization, for faster optimization of the 
dimensionalities and improved performance in terms of 
both time and space computational complexity.  
In case of color images, color features are 
obtained from all three color descriptors (i.e. Red, green 
and blue component) where as for grasy scale IRIS 
images, gray scale is combined with local binary pattern 
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and binary color scale or keep the domain or number of 
features consistent.  
IV. METHODOLOGY 
a) IRIS Segmentation 
We use Daugman[24] IRIS segmentation 
technique for MMU Image database and used a custom 
segmentation for Phoenix database, as Daugman’s 
technique is not suitable for color IRIS segmentation due 
to dependency of Daugman’s technique on 2-D Hough 
circles. 
 
Fig. 2 : Results of Segmentation 
The color segmentation used here is explained 
as below. 
1. Scan IRIS Image. 
2. Extract the image pixels satisfying following criteria. 
3. I=I<50; where I refers to pixel value. 
4. Remove the extra noise by eroding the image with a 
3 x 3 structuring element. 
5. Fill the holes in the mask. 
6. Segment original image with this mask. After 
segmentation a part of pupil still appears in the 
image. In order to remove this part, dilate the image 
with a disk structuring element with R=3 and N=4. 
7. Segment the image with new mask. Step 1 to 7 
removes the pupil part efficiently. Now the following 
steps are adopted to remove the outer boundary or 
the retina part of the image. 
8. Convert the segmented image to gray scale image. 
Apply histogram equalization. This step enhances 
the retina part to a brighter color. 
9. Remove the brighter retina part with hard 
thresholding. Pixel values over 200 are made as 
zero. 
10. Convert the image to binary image. 
11. Remove independent noise by erosion operator with 
a square element of size 2x2. 
12. Fill the image by applying dilation with a disk 
operator of size R=8, N=8. 
13. Re-segment the result of step 7 with the new mask 
to obtain an image with only the iris part. Sample 
result of an IRIS segmentation using the above 
steps is presented in figure 2. 
 
b) Color, Texture, Phase and Shape Feature Extraction 
i. Color Feature Extraction 
(i) As each iris comprise of a uniform color distribution 
we consider the color variance rather than the mean 
color values. 
(ii) Following features are extracted out of red, green 
and blue components. 
a) Standard deviation (Dimension 1) 
b) Variance (Dimension 2) 
c) Kurtosis (Dimension 3) 
d) Mean of non NAN Co-Variance (Dimension 4) 
e) Statistical moments of order III (Dimension 5) and IV 
(Dimension 6) 
These six sample features extracted from an iris 
image are shown in table 2. 
Table II : Values of the 6 Features as Extracted from 
Results of Fig 2 
35112.4427978787 5574.25561362929 3511.44954063009 
1.75451300297860 1.41677277950672 1.64405543018030 
The technique used for local binary pattern is as follows. 
1) Define a window size W 
2) Scan every pixel in an image, extract its WxW 
neighbourhood. 
3) Check if a Neighbour pixel color > Center, if so put 
1 in the matrix else 0 
4) Thus we get an array of '1' s and '0's . Convert this to 
binary and subsequently binary needs to be 
converted to decimal and must replace the center 
pixel. Remember bigger the value of W, larger will 
be number. For example for W=4, you will get a 
binary number of 16 bits. But gray scale image can 
contain only 8 bit colors. Therefore once entire 
image's LBP is extracted, it is to be normalized. 
5) Normalization is performed as (Image containing 
local binary pattern)*255/(maximum value in the 
image) 
Important thing is if you take W=1, resultant 
image will be fine edge detected image. So you can 
alternatively use this theory to extract edges from 
images. 
One might argue the point of using LBP as color 
feature as mainly binary pattern represents the texture of 
a surface. As the gray scale images are low in separable 
properties in the color domain, representing local binary 
pattern as colors improves the separability of the color 
features for gray scale images. It is quite clear that 
dimension optimization through Principal Components 
is not feasible where the data domains are not 
normalizable. 
ii. Shape Feature Extraction 
Shapes in an IRIS pattern [21,22] are nothing 
but the texture lines obtained in the image. Edges 
describe this pattern in the best manner. The main 
problem with considering edge information of an IRIS is 
© 2013   Global Journals Inc.  (US)
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that the edge information of IRIS depends upon the 
venation pattern in IRIS and not its edge from boundary 
like any other objects. This venation pattern further 
depends upon the quality of scanning and 
preprocessing. Therefore we transform the image to 
polar coordinate system. As it is apparent from figure 3 
that average IRIS image edges belong from zero to 
ninety degrees. 
 
Fig. 3 : Contour of Segmented IRIS and its Polar 
Transformation Data 
We extract the arc length from rho and the 
metrics corresponding to polar transform using 
L=rho*theta 
Skewness(Dimension 7), Mean(Dimension 8) 
and standard deviation(Dimension 9) are extracted as 
shape features. Further the real part of 10th order 
Zernike moments [16] from the image are extracted 
(Dimension 10 to 15) and are combined with polar 
transform features to obtain shape features. The values 
extracted are shown in table 3. 
Table III : Sample Shape Features Combining Zernike 
Moments and Features from Polar Component of Image 
Contour 
7.72E+05 -4.64959.537 4.27E+05 
-
1.86E+0
5 
1.04E+0
5 
2.22E+05 
1.91E+0
4 
1.13E+0
4 
8.90E-01 
For gray scale MMU database, Variance of the 
Gray scale components of the segmented IRIS part is 
considered. 
iii. Texture Feature Extraction 
Texture pattern in an IRIS is a common type of 
feature. Each IRIS represents a unique texture pattern 
which can be represented by various scaling of the 
images or co-occurrence matrix. Co-occurrence matrix 
in the gray level posses several properties like energy, 
entropy, average intensity which are considered as 
good descriptors of the IRIS pattern. 
iv. Grey Level Co-Occurrence Matrix (GLCM) 
A cooccurence is defined as probability of 
repeating the same color value in neighborhood pixels 
in any conventional scan like horizontal, diagonal or 
vertical. Subsequently gray level cooccurence matrix 
can be defined as the probability of occurrence of a 
gray level color with corresponding to all other colors 
and the self in any or all mentioned scanning directions. 
As this is a probability matrix the feature of the entire 
matrix can be represented by probabilistic statistical 
measurement or analysis like entropy(mutual 
information), energy(maximum information contained), 
intensity (probabilisitic intensity distribution statistics), 
mean and standard deviation (Ist order statistical 
moments), contrast(the brightness factor), 
autocorrelation(probability of same probabilistic 
dependency amongst different colors), homogeneity 
(probability of uniformity of the color distribution), 
dissimilarity(probability of variance amongst different 
colors), inertia (the central moment representing the 
overall distribution of the matrix) and so on. We have 
considered only 7 specific properties in this work and 
are Energy, Dissimilarity, Homogeneity, Correlation, 
Inertia, Autocorrelation, and Contrast [17].  
v. Feature Extraction in Phase and Frequency 
Domain 
Let us assume that the image is scaled to a size 
of 256 x 256. The magnitude or the phase components 
will have 256 elements where the most high frequency 
elements are at the center or around the vertical and the 
horizontal axis due to the fact that most IRIS images are 
circular and the central IRIS has most invariability as 
shown in figure 4.   
 
Fig. 4
 
:
 
Iris Image and its corresponding Phase and 
Magnitude Plot
 
The actual IRIS pattern information will be 
present outside the central block of values. Also that 
IRIS images will be symmetric around the center. We 
perform the following steps to reduce 256 x 256 features 
describing the IRIS pattern.
 
1.
 
Locate the Maxima on the magnitude plot as shown 
in figure 5 as a superimposed magnitude plots of 
seven iris images.
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Fig. 5 : Magnitude Plot of 7 IRIS images from the 
database where FFT is carried out on scaled image of 
size 128 x 128 
2. Leave 15% values on the left and on the right of the 
central maxima and call them as point1 (p1) and 
point 2 (p2) respectively. 
3. As the IRIS image is symmetric on the center, take 
two groups: from 1 to p1 and the other group from 
p2 till the end and call them as group1 and group2. 
4. Take the element wise mean of both group1 and 
group2 to obtain a reduced set of features which will 
be about 70% of the original features. Thus in a 128 
pixel scaled IRIS, total features will be about 90 
features. Out of them the lower components will 
have more invariability than the higher frequency 
component. Call these feature vectors as set 1. 
5. In order to find the significance of the features, 
extract this pattern from at least 25% of the total 
training images from database. Extract the principal 
components from the feature set. 
6. The principal component analysis also justifies that 
the Fourier Magnitude pattern presents maximum 
information on IRIS images in the low frequency. 
7. First find N non Zero components in this curve and 
retain first N features from the actual set1 as shown 
in figure 6. 
 
Fig. 6 : Plot of Variance of Principal components of the 
IRIS magnitude reduced set 1 of scaled IRIS images of 
size 128 x 128 
8. This technique has a unique significance. Fourier 
features are not the only features which are 
attributed here for IRIS recognition purpose. 
Therefore retaining the principal component 
deviates the natural feature vectors. Hence we use 
principal components to eliminate unwanted 
features from the actual set. 
c) Dimension Modeling of the features 
Color and texture features are considered to be 
interrelated and reciprocatory. Hence we consider the 
color plane (gray scale) and texture plane to be the first 
two dimensions. The shapes are extracted from the 
edges which again depend upon the texture values and 
the changes in the texture. Hence the shape features will 
be considered as the perpendicular plane over the 
texture plane.   
The features attributed by different feature 
selection technique have different values which makes it 
really difficult for dimension reductionality. 
1. In order to bring all the feature points in a 
dimensional plane with quantized values, all the 
features are self normalized. The normalization is 
carried out by first obtaining entire set of values of a 
feature and dividing each feature with the maximum 
of the domain values.  We consider that each color 
contributes x, y, z component of the independent 
feature in the color feature space and that the 
values are between 0 and 1000. The normalized 
feature set is multiplied by 1000 to range the values 
between 0 and 1000. 
Table IV : Normalized Color Features after Step 1 
2.38E+03 3.78E+02 3.78E+02 
3.02E+01 2.44E+01 28.31919 
5.07E+02 6.88E+02 1.85E+02 
3.06E+03 -5.13E+01 -5.45E+00 
2.99E+03 6.08E+00 3.64E-01 
248.1883 51.68849 248.1883 
2. Table 4 depicts a sample color feature set where 
some values are greater than 1000, and some 
values are negative. We consider all such values as 
out of the dimension space and consider the 
Negative  values to be zero and values more than 
1000 to be equal to 1000 i.e., on the boundary. 
Table V : Color Feature Values after Step 2 
Columns 1 through 7 
1000 827 827 144 117 78 207 
Columns 8 through 14 
177 377 
100
0 
0 
100
0 
100
0 
390 
Columns 15 through 18 
605 182 123 182  
Now even though the overall dimension of the 
image is huge, the values are uniquely normalized to 
same domain making it easier for a dimension reduction 
technique to optimize it. 
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We adopt two techniques for dimension reduction. 
1. Maximum Likelihood Estimation of Intrinsic 
Dimension      
2. Self Organizing MAPS 
The basic goal of the entire work is to construct 
a lattice where all the classes can be uniquely 
represented. There are over 100 features extracted 
originally and dimension reductionality of the entire 
feature set through Self Organizing MAP is near 
impossible and is of great computational challenge in 
terms of space and time complexity. Therefore we find 
out actual “hidden” dimension in the dataset first by 
applying MLE based Intrinsic Dimensionality Measure. 
The process of finding out the exact intrinsic 
dimensionality is an optimization problem which is 
subjected to continuous assumptions of the probable 
dimensionality and verifies the belief of the 
dimensionality. The iterative process of the assumption 
and the belief measurement is distributed as poisons 
distribution.   
Maximum likelihood estimation of the dimension
M of a dataset X can be represented as 
1
1
1
( )1ˆ ( ) log
1 ( )
k
k
k
j j
T xm x
k T x
−
−
=
 
=  
−  
∑ where k is the total 
number of actual dimensions and kT is the thk dimension 
of dataset X and jT is the
thj dimension of the same 
dataset. It may be noted here that k  can also be 
considered as maximum number of neighbors of any 
point in the dimensional space rather than the 
dimensionality itself [27]. Normalized color features over 
the reduced dimensionality through MLE intrinsic 
dimensionality reduction are shown in figure 7. 
 
Fig. 7
 
:
 
Result of MLE
 
d)
 
Self Organizing Map
 
The idea of Kohonen for feature reductionality is 
explained in detail by A.P. Papli´nski [28]. According to 
this idea the feature vectors are optimized to a two 
dimensional SOM plane as shown in figure 8.
 
 
Fig. 8 : Inner block diagram of the optimization process 
is presented by figure 9 
i. Distance Measure 
A general block diagram of a Self-Organizing 
Feature Map along with its parameters is presented in 
figure 9. 
 
Fig. 9 : Self-Organizing Feature Map in detail [28] 
p — Dimensionality of the input space 
l — Dimensionality of the neuronal space 
m  — total number of neurons 
W —  x m p  Matrix of synaptic weights 
V  —  x m l Matrix of topological positions of neurons 
SOM optimization for set of feature vectors can 
be summarized as below 
a. Initialization 
At the beginning the dimensional relationship 
amongst the data points in the high dimensional space 
is unknown. Therefore a model is built with a weight 
matrix W with a randomized sample of input vectors. 
Learning algorithm is selected. 
b. Model Updation 
(i)The initial model M{m,W}is checked for a 
winning neuron k(n) and its position V(k) with a condition 
that the winning neuron is selected in such a manner 
that its weight difference from neighborhood weight 
matrix should be larger than the weight differentials of all 
other competing neuron, where ‘n’ are the distinct 
dimensionality of the dataset X. The weight differentials 
can be measured through any distance formula like 
Euclidean distance. Finding if a point j is in the 
neighborhood of ‘n’ depends upon an exponential 
distribution centered around the total variance of the 
dimensional space.  
(ii) Once a winning neuron is selected, the 
weights of all the neurons are updated in reference to 
the weight of the winning neuron.  
c. Neighborhood Shrinking or Reordering 
Once a winning neuron is obtained and the 
neighborhood weights are updated, it is obvious that for 
the all the feature points in its neighborhood it will 
always be the winner. Hence shrink the neighbors of the 
neuron into neuron space itself. The result of the 
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discussed dimensionality reduction technique based on 
SOM applied over the feature set of the training iris data 
is shown in figure 10. 
d. Testing  
Test features are extracted from the test image 
with its original dimensionality (in this case reduced by 
MLE). It is simulated in the optimized neural space to 
find the position of the winning neuron for the given 
feature. The classification is done by checking the class 
whose vectors are in this neuron space.  
In the Proposed System a SOM is constructed 
with final 7 dimensions optimized through MLE intrinsic 
dimension estimation technique. The SOM comprises of 
10 x 64 number of neurons for an experimental 
evaluation of 64 persons IRIS images. 
 
(a)              (b)                (c)                        (d) 
Fig. 10 : (a) The Hexagonal Lattice Structure of the SOM 
(b) SOM Neighbour Weight Distances                           
(c) Number of unique positions affected by neurons 
after a SOM test                                                              
(d) SOM weight position in the reduced dimensional 
space 
V. RESULTS 
We use the MMU IRIS database which contains 
the IRIS images of 100 persons, 5 images of each eye. 
 
Fig. 11 : Dimension Reduction achieved in different 
techniques for features and combination of features 
We define DRF or dimension Reduction Fraction as  
DRF = (Number of Dimension after Reduction)/ Total 
Dimension before Reduction   
Figure 11 shows that the proposed technique 
achieves higher DRF when the Number of Features are 
high. This is due to the fact that Number of output 
domain in the proposed technique is fixed to 2. Out of 
the other techniques, PCA performs better in most of the 
feature space. The performance of the dimension 
reduction technique in the combined feature space is 
not satisfactory. This is purely because PCA or LDA 
depends upon the high Variance dimension selection. 
Inter class or feature variance differs a great deal 
making it difficult for the kernel techniques to achieve 
high reduction. 
 
Fig. 12 : Performance of Dimension Reduction 
techniques for different number of input dimensions 
Figure 12 clearly elaborates the fact that various 
techniques for dimension reduction performs differently 
for different types of features. They purely vary based on 
the range of feature values as selected in proposed 
technique. Therefore clear winner is dimension reduction 
method. 
Reducing the dimension is not the only 
objective, it must also be proved that reducing the 
number of dimensions do not reduce the efficiency of 
classification. Though Kernel based techniques have 
already shown that reducing the dimensions results in 
better classification rate due to the fact that the original 
feature space contains many sparse data and data that 
are irrelevant for classification decision and when such 
data or features are considered for classification 
process, the overall accuracy declines. 
 
Fig. 13 : Technique Vs Efficiency 
© 2013   Global Journals Inc.  (US)
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Figure 13 shows that highest efficiency is 
achieved by combining the features. By reducing the 
features through the dimension optimization process do 
not sacrifice the accuracy to a great deal. In fact it 
achieves better result over the normalized values. 
Efficiency after normalization decreases because of loss 
of information in the course of the process. 
 
Fig. 14 : Experimental results for reduction time analysis 
for normalized and non normalized feature vectors 
We define reduction time as the time taken for 
optimization of all features from all the training classes. 
This is an important experiment where we measure the 
time taken by the optimization process. Figure 14 clearly 
proves that with normalization, optimization is faster 
when number of features is more. 
It is clear from the results that overall accuracy 
of the system is 98.6% when adopted with proper 
dimension normalization and dimensionality reduction 
as against 94% of the non normalized features. This is 
mainly due to sparse vector removal from the feature 
set. 
Figure 15 is obtained by first considering 500 
features as standard and obtaining the accuracy of both 
databases using the method proposed by gabor. Now 
the accuracy of the proposed system is obtained. The 
improvement in accuracy of proposed and the standard 
efficiency is compared. 
It can be seen that the color iris images shows a 
high tendency for improvement due to better separation, 
especially in the color domain. 
 
Figure 15 : Performance analysis of the effect of 
dimensionality reduction over both gray scale and color 
image dataset 
VI. CONCLUSION 
Dimension reduction is relatively a new area of 
study in IRIS recognition problem. In this paper we have 
studied the dimensionality reduction problem in great 
depth and compared the performance of the same with 
the most extensively used method for IRIS recognition. 
Results shows that dimensionality reduction improves 
the overall accuracy of any IRIS recognition system. 
However multidomain approch outperforms the 
conventional 2-d gabor based method due to larger set 
of independent and separable features. As color images 
present more details than the gray scale images, the 
improvement is better apparent in color images. The 
performance of 2-d Gabor filter on each of the 
independent color domain can be applied as a future 
work .   
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