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Abstract
We consider global schemes with L∞ ×H2-estimates for the mul-
tivariate Burgers equation and the incompressible Navier-Stokes equa-
tion in its Leray projection form. We extend the definition of a global
scheme and the global L2-theory of the multivariate Burgers equation
to the incompressible Navier-Stokes equation, where we consider esti-
mates of the gradient of the pressure in its Leray projection form in
H1 at each time step of the scheme. The extended scheme has a sim-
plified control function (simplified compared to [7]), which controls the
growth of the Leray projection term. We use the fact that the data
in our scheme are in H2 at each time step such that the data for the
Poisson equation related to the elimination of pressure are in H1 at
each approximation step. The growth of the velocity components is
linear with respect to the L∞ ×H2-norm on a time scale of time step
size ρl ∼
1
l
at each time step l ≥ 1. The time-step size is ’minimal’ in
order to make the scheme global while at the same time it provides us
with uniform bounds for the first order coefficients of linear approxi-
mations of the local solutions. The difference to the recently revised
part III of this scheme uses fundamental solutions of scalar parabolic
equations with variable first order terms at each time step. The related
representations of solutions are not convolutions. Therefore we use the
adjoints of the fundamental solutions at each time step. A second dif-
ference is that we do not use inheritence of polynomial decay of higher
order at each time step. The deacy at spatia infinity is controlled by
the Sobolev norm (and by the simplified control function).
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1
1 Introduction
In [8] we considered a constructive global scheme for the multivariate Burgers
equation Cauchy problem

∂ui
∂t = ν
∑n
j=1
∂2ui
∂x2j
−
∑n
j=1 uj
∂ui
∂xj
,
u(0, .) = h,
(1)
on a domain [0,∞) × Rn, and where the viscosity constant ν is strictly
positive, i.e., ν > 0. In the inviscous case ν = 0 singlularities may appear
at leats for a consireable set of initial data, and it is not possible to define
a global scheme in general. In addition to ν > 0 we assumed hi ∈ H
s ≡
Hs (Rn) for s ∈ R and do this henceforth in this paper. This assumption
is rather strong. It is satisfied if in addition to smoothness of the data
hi ∈ C
∞ (Rn) ,≤ i ≤ n we have polynomial decay at infinity for the function
itself and its partial derivatives of arbitrary order. Here we say that a
function g ∈ C∞ (Rn) has polynomial decay of orderm > 0 up to derivatives
of order p > 0 at infinity if for all multiindices α = (α1, · · · , αn) with order
|α| :=
∑n
i=1 αi ≤ p we have
|Dαx g(x)| ≤
Cα
1 + |x|m
(2)
for some finite constants Cα. Depending on the order of polynomial decay
which we require the latter condition may become a little bit stronger than
the former. For example in case of diemsnion n = 3 the function
x→
1
1 + |x|2
(3)
is smooth and has square integrable multivariate derivatives, i.e. is in
Hm
(
R
3
)
for integers m ≥ 0, but it has only polynomial decay of second
order at infinity. Anyway the latter classical condition is satisfied by all so-
lution of physical interest and may also be assumed. Furthermore, in order
to have a uniform representation of the following argument we assume that
n ≥ 3. Some arguments require indeed that n = 3, which is another natural
assumption, but the additional problems of our approach for n > 3 are not
insurmountable. Therefore, we shall indicate where we need n = 3. The
differences of the multivariate Burgers problem to the Cauchy problem for
the incompressible Navier-Stokes equation, i.e.,

∂v
∂t − ν∆v + (v · ∇)v = −∇p,
∇ · v = 0, t ≥ 0, x ∈ Rn,
v(0, .) = h,
(4)
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are the source term in form of the negative gradient of the pressure, and the
incompressibility condition. A classical solution with velocity components
vi, 1 ≤ i ≤ n, and such that vi(t, .) ∈ C
2 ∩H2 for all t solves

∂vi
∂t − ν
∑n
j=1
∂2vi
∂x2j
+
∑n
j=1 vj
∂vi
∂xj
=
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vk
∂xj
∂vj
∂xk
)
(t, y)dy,
v(0, .) = h,
(5)
for 1 ≤ i ≤ n, and vice versa. In this case the Poisson equation
−∆p =
∑n
j,k=1
(
∂
∂xk
vj
)(
∂
∂xj
vk
)
(6)
has the well-defined solution
p(t, x) = −
∫
Rn
Kn(x− y)
n∑
j,k=1
(
∂vk
∂xj
∂vj
∂xk
)
(t, y)dy, (7)
where
Kn(x) :=


1
2π ln |x|, if n = 2,
1
(2−n)ωn
|x|2−n, if n ≥ 3
(8)
is the Poisson kernel. Here, we mention the case n = 2 and invite the reader
to apply the following argument in the case n = 2. However, since this case
is different from all cases n ≥ 3 we assumed n ≥ 3 above and stay with this
assumption. We also mention that |.| denotes the Euclidean norm and ωn
denotes the area of the unit n-sphere. In equation (24) we use the fact that
the formula (7) has a well defined gradient such that
−∇p(t, x) =
∫
Rn
∇Kn(x− y)
n∑
j,k=1
(
∂vk
∂xj
∂vj
∂xk
)
(t, y)dy. (9)
This is the term we need to control in order to extend the scheme for the
multivariate Burgers equation in [8] to the present situation. Note that for
n = 3 the functions
x→
∂
∂xl
Kn(x) = ω
−1
n
xl
|x|n
(10)
are not integrable outside a ball BnR(0) := {x||x| ≤ R} with origin 0 and
radius R > 0, i.e., are not in L1 (Rn \BnR(0)). It is useful to note that we
have local integrability in the L1-sense of the first partial derivatives of the
kernel K. For n ≥ 3 we also have square integrability of these first order
partial derivatives outside a ball around zero since∫
Rn\BnR(0)
ω−1n
|xl|
2
|x|2n
dx - ω−1n
∫
r≥R
dr
r2n−2−n+1
<∞. (11)
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Integrability in the L1-sense of functionals as in (9) is harder to achieve, even
if we invoke partial derivatives using some information about the gradient
of velocity. Note that even if we consider the second derivative of the kernel,
then we get
∂2
∂xi∂xj
Kn(x) :=


−
nxixj
ωn
|x|−n−2, if i 6= j,
|x|2−nx2j
ωn
|x|−n−2, if i = j,
(12)
and these functions are surely square integrable outside a ball around the
origin for n ≥ 3 but not intergable in the L1 sense outside a ball around
zero. Now the gradient of the pressure in (7) contains a source of a Poisson
equation in the form
n∑
j,k=1
(
∂vk
∂xj
∂vj
∂xk
)
. (13)
If our approximations vρ,m,li (cf. scheme below) of the velocity components
vk in (13) at each time step l are in H
2 and have a uniform bound for all
iteration step numbers m of the approximation such that we have a bound
C + lC that is linear with respect to the time step number l, then we have
the possibility to extend L2-theory for constructive scheme of the multivari-
ate Burgers equation [8] to the incompressible Navier-Stokes equation. It
turns out that this is difficult to achieve for the original scheme, but for an
equivalent controlded scheme it is possible. We considered controlled scheme
in [7] and in [6]. However, the control function considered in this paper is
considerably simpler. Indeed, if we could find an upper bound for the Lera
pro jection term which grows linearly wth respect to the time step number,
then it would be quite easy to set up a global scheme. In this case we may
use for all approximations the pointwise relation
∑n
j,k=1
(
∂vρ,m,lk
∂xj
∂vρ,m,lj
∂xk
)
(τ, x)
≤
∑n
j,k=1
1
2
((
∂vρ,m,lk
∂xj
)2
(τ, x) +
(
∂vρ,m,lj
∂xk
)2)
(τ, x)
(14)
and the linear bound leads to the estimates∣∣∣∑nj,k=1
(
∂vρ,m,lk
∂xj
∂vρ,m,lj
∂xk
) ∣∣∣
L1
≤
∑n
j,k=1
1
2
(∣∣∣vρ,m,lk ∣∣∣
H1
+
∣∣∣vρ,m,lj ∣∣∣
H1
)
= n
∑n
k=1
∣∣∣vρ,m,lk ∣∣∣
H1
≤ n2(C + lC)
(15)
As we said, it seems diffcult to get such a linear bound directly, but for an
equivalent controlled function
vr,ρ,li = v
ρ,l
i + r
l
i, 1 ≤ i ≤ n (16)
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with some simple bounded differentiable functions rli, 1 ≤ i ≤ n defined on
[l − 1, l] × Rn such an estimate can be achieved. We shall observe that we
can define rli even in such a way that the functions v
r,ρ
i : [0,∞) × R
n → R
which equal the restrictions of vr,ρ,li on [l − 1, l] × R
n have classical time
derivatives across the discrete time values τ = l for all nonnegative integers
l ≥ 0. Our scheme uses classical representations in terms of fundamental
solutions of linear parabolic approximating equations. These representations
are not covolutions but the involved fundamental solutions and their first
order spatial derivatives have Gaussian majorants and these can be used in
order to apply estimates for convolutions. For the estimation of convolutions
we use the generalized Young inequality, i.e., the fact that for 1 ≤ p, q, r ≤ ∞
f ∈ Lq and g ∈ Lp → f ∗ g ∈ Lr, if
1
p
+
1
q
= 1 +
1
r
, (17)
and
|f ∗ g|Lr ≤ |f |Lp |g|Lq (18)
for a convolution f ∗ g. These convolution estimates will be useful to us in
the form
|f ∗ g|L2 ≤ |f |L2 |g|L1 , (19)
and in the form
|f ∗ g|L∞ ≤ |f |Lp |g|Lq for
p = q = 12 and r = 1 and p =∞, q =
1
2 and r = 1
(20)
For example for a localized Laplacian kernel (15) together with (17) and
(18) for r = 2 and p = 1 (estimate of the source), and q = 2 (L2-estimate of
the source outside a ball around zero) lead us close to an L2-bound for the
approximations of the gradient of the pressure. In order to show that our
scheme is global next to a simple control function and a specific time scale we
use properties of the convolutions (shifting derivatives) and the fact that the
velocity approximations are in H2. We also use Gaussian a priori estimates
of fundamental solutions and their first order derivatives. These Gaussian
upper bounds lead to upper bound convolutions in the representation of
approximations vρ,m,lj of the velocity, which is convenient in order to apply
the generalized Young inequality. In order to achieve estimates in different
function spaces we can extend this idea observing that the part of the source
term considered in (13) contains derivatives which may be shifted to the
kernel (by some elementary estimates and using partial integration) outside
a ball of origin zero while inside this ball we may use the local regularity of
the function in (7)- or its counterparts in the scheme. However, for L2-theory
it is enough to observe that for some smooth function φ supported on the
ball of radius 1, i.e., a function φ ∈ C∞(B1(0)) such that we have φK,i ∈ L
1
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and (1 − φ)K,i ∈ L
2. We shall consider the application to other function
spaces elsewhere. Now in a scheme we may consider local linearizations in
which an approximation function vf,ρ,lj , 1 ≤ j ≤ n follows (with respect
to an iteration) an approximative function vg,ρ,lj , 1 ≤ j ≤ n on a domain
Dτl := [l − 1, l] × R
n with step size ρl ∼
1
l and transformed time τ = ρlτ
(similar as in [8]). We then have to find a linear bound on the growth of
the velocity function components, i.e., a bound for differences of form (using
Einstein notation for usual derivatives)
vf,ρ,li (τ, x) − v
g,ρ,l
i (τ, x) =
= −ρl
∫ τ
(l−1)
∫
Rn
∑n
j=1 (fj − gj) (s, y)
∂vg,ρ,li
∂xj
(s, y)Γlf (τ, x; s, y)dyds+
∫ τ
l−1 ρl
∫
Rn
∫
Rn
Kn,i(z − y)×
((∑n
j,k=1 (fk,j + gk,j) (s, y)
)
×
((fj,k − gj,k) (s, y))
)
Γlf (τ, x; s, z)dydzds,
(21)
and where Γlf is the fundamental solution of the linear (scalar!) parabolic
equation
∂Γlf
∂τ
− ρlν∆Γ
l
f + ρl
n∑
j=1
fj
∂Γlf
∂xj
= 0. (22)
For n = 3 the natural bound is with respect to a H2-norm, and once this is
known it is easy to see that we can get a bound with respect to theHm-norm
for m arbitrary as well. A linear bound is sufficient by the choice of step
size ρl ∼
1
l if we have a gobal linear bound of the Leray projection term. It
seems that at this point it is necessary to introduce a control function. The
idea of a simplified control function is as follows. We introduce for 1 ≤ i ≤ n
functions ri : [0,∞) × R
n → R which are linearly bounded with respect to
time with bounded first order time derivatives. Furthermore the functions ri
are bounded with respect to the spatial variables and have bounded spatial
derivatives up to second order (a function space which we may denote by
the symbol R). Next consider the function
vr := v + r, (23)
where v = (v1, · · · vn)
T and r = (r1, · · · rn)
T . These control functions ri
are not known a priori, of course, but are constructed inductively with
the time step number l ≥ 1. It is shown then within the analysis of
the scheme that they are indeed globally linearly bounded with respect to
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time and satisfy some other convenient properties. Note that the function
v = (v1 + r1, · · · vn + rn)
T satisfies the equation


∂vri
∂t − ν
∑n
j=1
∂2vri
∂x2j
+
∑n
j=1 v
r
j
∂vri
∂xj
=
∂ri
∂t − ν
∑n
j=1
∂2ri
∂x2j
+
∑n
j=1 rj
∂vri
∂xj
+
∑n
j=1 v
r
j
∂ri
∂xj
+
∑n
j=1 rj
∂ri
∂xj
+
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
vrk,jv
r
j,k
)
(t, y)dy,
−2
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
vrk,jrj,k
)
(t, y)dy
−
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1 (rk,jrj,k) (t, y)dy
vr(0, .) = h.
(24)
If we can solve this equation for vri ∈ C
1,2 ([0,∞) × Rn) , 1 ≤ i ≤ n for an
appropriate control function space, where we construct r ∈ R time-step by
time-step, then it is clear that vi ∈ C
1,2 ([0,∞) × Rn) for 1 ≤ i ≤ n is a
global classical solution of the incompressible Navier Stokes equation. The
construction is done time-step by time step on domains [l − 1, l]×Rn, l ≥ 0
where the restriction of the contro function to [l − 1, l] × Rn is denoted by
rli. Here the local equation then is defined in terms of transformed time
coordinates t = ρlτ , where ρl ∼
1
l and τ ∈ [l − 1, l] at each time step. The
local functions vr,ρ,li with v
r,ρ,l
i (τ, x) = v
r,l
i (t, x) are defined inductively on
[l − 1, l]×Rn along with the control function rl via the Cauchy problem for
vr,ρ,l := vρ,l + r, (25)
where vρ,l =
(
vρ,l1 , · · · , v
ρ,l
n
)T
is the time transformed solution of the incom-
pressible Navier Stokes equation (in Leray projection form) restricted to the
domain [l − 1, l]×Rn where vρ,li (τ, x) = v
l
i(t, x) for τ ∈ [l− 1, l] and v
l
i, 1 ≤
i ≤ n denotes the restriction solution of the incompressible Navier Stokes
equation (in Leray projection form) to the domain
[∑l−1
m=1 ρm,
∑l
m=1 ρm
]
×
R
n. Here where v = (v1, · · · vn)
T and r = (r1, · · · rn)
T . Then the function
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vr,ρ,l =
(
vρ,l1 + r
l
1, · · · v
ρ,l
n + rln
)T
satisfies the equation


∂vr,ρ,li
∂τ − ρlν
∑n
j=1
∂2vr,ρ,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,l
j
∂vr,ρ,li
∂xj
=
ρl
∂rli
∂t − ρlν
∑n
j=1
∂2rli
∂x2j
+ ρl
∑n
j=1 r
l
j
∂vr,ρ,li
∂xj
+ρl
∑n
j=1 v
r,ρ,l
j
∂rli
∂xj
+ ρl
∑n
j=1 r
l
j
∂rli
∂xj
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,lk
∂xj
∂vr,ρ,lj
∂xk
)
(τ, y)dy,
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,lk
∂xj
∂rlj
∂xk
)
(t, y)dy
−ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂rlk
∂xj
∂rlj
∂xk
)
(τ, y)dy
vr,ρ,l(l − 1, .) = vr,ρ,l−1(l − 1, .).
(26)
In [7] the idea for a construction of a control function rli was to solve at each
time step l ≥ 1 and for all 1 ≤ i ≤ n a Cauchy problem for rli such that the
rigth side of the first equation in (179) equals a source function φli where
such a source function is chosen from the data obtained at the previous time
step (resp. from the initial data at the first time step). For example this
consumption function may be chosen proportional to −vr,ρ,l−1i (l− 1) for all
1 ≤ i ≤ n. With the right choice of the time step size ρl > 0 this ensures
that the value function of the global controlled scheme is globally bounded.
In this paper we choose another method which simplifies the construction of
the control function, where we use the fact that it is sufficent to get a linear
global bound for the Leray projection term in order to kmake the scheme
global while choosing a time step size ρl ∼
1
l . The idea in this paper is to
construct rli, 1 ≤ i ≤ n inductively with respect to the time step number l
via a local iterative solution scheme for (179) such that the global functions
ri, 1 ≤ i ≤ n are in the function space R (defined above). This construction
depends on the local solution scheme. This local solution scheme for the
controlled function vr,ρ,li , 1 ≤ i ≤ n approximates at each time step l ≥ 1
this very function by a local functional series
vr,ρ,li = v
r,ρ,l,0
i +
∞∑
k=1
δvr,ρ,l,ki (27)
where the functional increments δvr,ρ,l,ki = v
r,ρ,l,k
i − v
r,ρ,l,k−1
i satisfy some
contraction property in a function space L∞ ∩ C1 ×H2 ∩ C20 , where C
2
0 ≡
8
C20 (R
n) is the functions space of twice differentiable functions vanishing at
infinity. Note that this latter space is closed with respect to the uniform
norm. The idea of the control function is to define at each time step l ≥ 1
the increment of the control function via the negative increment of the first
linear approximation of the local functional series, i.e., to define
rli(., .) = r
l−1
i −
(
v∗,ρ,1,li (., .) − v
r,ρ,l−1
i (l − 1, .)
)
, (28)
where v∗,ρ,1,li (., .) satisfies

∂v∗,ρ,1,li
∂τ − ρlν
∑n
j=1
∂2vr,ρ,1,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,l−1
j
∂v∗,ρ,1,li
∂xj
=
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂v∗,ρ,l−1k
∂xj
∂vρ,l−1j
∂xk
)
(l − 1, y)dy,
v∗,ρ,1,l(l − 1, .) = vr,ρ,l−1(l − 1, .).
(29)
It turns out then that the higher order corrections
∑∞
k=1 δv
r,ρ,l,k
i con-
tribute just to a linear growth of the Leray projection term for the solution
function of the controlled system. This is sufficient in order to obtain a
global scheme with a regular solution function since we may choose a time
step size of order ρl ∼
1
l . This is roughly the program of this paper. In
the next section we reconsider the global scheme for the multivariate Burg-
ers equation. Then in the last section we extend our considerations to the
incompressible Navier-Stokes equation.
2 The global scheme for the multivariate Burgers
equation
Let us first reconsider the constructive approach to global existence for the
Cauchy problem of the multidimensional Burgers equation in (1). The fol-
lowing considerations apply also to a class of initial-value boundary problems
on different domains [0,∞) × Ω with Ω ⊆ Rn. We assume smooth initial
data h = (h1, · · · , hn)
T where for all 1 ≤ i ≤ n the functions hi have poly-
nomial decay at infinity- this implies that the assumption hi ∈ H
s holds
for all 1 ≤ i ≤ n and s ∈ R. We review some ideas in [8] from a slightly
different point of view. Only ideas of proofs are given. We provide more
details when we consider the extension to the incompressible Navier-Stokes
equation. The idea of the constructive approach to global existence and
regularity for this Cauchy problem and related Cauchy problems is to set
up an iteration scheme with respect to time τ = ρlt at each time step l ≥ 1
and with a time step size
ρl ∼
1
l
, (30)
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and such that at each time step an equation

∂uρ,li
∂τ = ρlν
∑n
j=1
∂2uρ,li
∂x2j
− ρl
∑n
j=1 u
ρ,l
j
∂uρ,li
∂xj
,
uρ,l(l − 1, .) = uρ,l−1(l − 1, .)
(31)
is solved on the domain [l − 1, l] × Rn by a time-local iterative scheme.
he scheme becomes global if we can establish a linear bound for the value
function. The solution is constructed via a functional series
uρ,li = u
ρ,1,l
i +
∑
k
δuρ,k+1,li , 1 ≤ i ≤ n, (32)
where uρ,1,li solves

∂uρ,1,li
∂τ = ρl
(
ν
∑n
j=1
∂2uρ,1,li
∂x2j
−
∑n
j=1 u
ρ,l−1
j (l − 1, .)
∂uρ,1,li
∂xj
)
, 1 ≤ i ≤ n,
uρ,1,l(l − 1, .) = ul−1(l − 1, .),
(33)
and δuρ,k,li , 1 ≤ i ≤ n solves

∂δuρ,k+1,li
∂τ = ρl
(∑n
j=1
∂2δuρ,k+1,li
∂x2j
−
∑n
j=1 u
ρ,k,l
j
∂δuρ,k+1,li
∂xj
)
−ρ1
∑
j
(
δuρ,k,lj
∂uρ,k,l
∂xj
)
,
δuρ,k+1,l(l − 1, .) = 0,
(34)
and where δuρ,k+1,li = u
ρ,k+1,l
i − u
ρ,k,l
i for k ≥ 1, and δu
ρ,1,1
j = u
ρ,1,1
j − hj at
the first time step. Although the representations of the classical solutions
of the members of the functional series (δuρ,k,li ) in terms of fundamental
solutions are not convolutions we may estimate them by convolutions using
Gaussian a priori estimates of fundamental solutions. In order to do this we
may use the Levy expansion of fundamental solutions as we did in [8] or we
may use properties of the adjoint. For the estimation of convolutions we use
the generalized Young inequality (17) and (18) above. This leads to
Lemma 2.1. Let uρ,l−1i (l − 1, .) ∈ H
s for all 1 ≤ i ≤ n and for any given
s ∈ R. Then
uρ,1,li (τ, .) ∈ H
s and δuρ,k,li (τ, .) ∈ H
s (35)
uniformly in τ and for all 1 ≤ i ≤ n and all s ∈ R. Furthermore,
uρ,li (τ, .) := u
ρ,1,l
i (τ, .) +
∞∑
k=1
δuρ,k,li ∈ H
s. (36)
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Proof. We consider the case n = 3 (the generalisation to n > 3 is similar).
This is proved for H2 first with classical representations of the fundamental
solution. The latter exists for n = 3 since first order coefficients for the
equation for uρ,1,li are of form u
ρ,l−1
j ∈ H
2 and hence Ho¨lder continuous.
Inductively with the substep number k ≥ 1 the same is true for the first order
coefficients of the equation for δuρ,k+1,li . Then we may represent the solutions
for uρ,1,li and for δu
ρ,k+1,l
i in terms of the fundamental solutions. Using the
adjoint and partial integration we may represent the approximative solution
function and its derivatives up to second order by a representation which
contains only first order derivatives of the respective fundamental solutions
(cf. [8] of this paper or the next section of this paper). Then derivatives
of first order of the fundamental solution have time-integrable Gaussian a
priori estimates. We can write down estimates which are convolutions, and
then we may use the generalized Young inequality in order to establish L2
estimates for these convolutions (using L1 estmates of the Gaussian). Note
that locally we may use the local bound
C
(t− s)µ(x− y)n+1−2µ
(37)
for 0.5 < µ < 1 for the first derivative of the fundamental solution. From the
classical representations of the functions δuρ,k,l we get a contraction property
with respect to the H2-norm uniformly τ . This implies that the local limit
function (k ↑ ∞) is Ho¨lder, and this implies that the limit function has a
representations in terms of a fundamental solution. Higher order regularity
may then be obtained by differentiation shifting derivative to approxima-
tive value functions and then using Gaussian estimates and the generalized
Young inequality, and the adjoint again.
Now in addition we may prove that uρ,li are differentiable with respect to
τ . Furthermore we need a bound on the first order coefficients uρ,l−1i which
is independent of the time step number l. Indeed we have
Lemma 2.2.
|uρ,l−1i (l − 1, .)|α ≤ C for all 1 ≤ i ≤ n (38)
for a constant C > 0 which is independent of the time step number l ≥ 1.
Proof. Again we consider the case n = 3 We observe that the growth of
uρ,l is linear with respect to the time step number l. At each time step a
time step size of order ρl ∼
1
l then ensures that the first order coefficients
uρ,l−1i (l−1, .) for the equations for u
ρ,1,l
i have a uniform bound (independent
of the time step number l).
Invoking classical regularity results for linear parabolic equations and
induction over l yields
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Theorem 2.3. The Cauchy problem (1) on [0,∞) × Rn with initial data
hi ∈ H
s for all 1 ≤ i ≤ n and all s ∈ R has a global regular solution
ui ∈ C
∞ ([0,∞) × Rn) (39)
along with u(t, .) ∈ Hs for all t ∈ [0,∞).
This is not a new result but the proof is more elementary compared to
an alternative method which establishes first the estimate
∂
∂t
‖u(t, .)‖Hs ≤ ‖u(t, .)‖Hs+1
∑
i,j
∑
|α|+|β|≤s
‖DαuiD
βuj‖L2 − 2‖∇u‖
2
Hs . (40)
At first glance from the construction it seems that the estimate for the
solution function u increases linearly on a time scale
∑l
k=1 ρk with ρk ∼
1
k ,
and, hence, quadratically on an uniform time scale. However, at each time
step, if we have constructed uρ,li (τ, .) ∈ H
s for 1 ≤ i ≤ n uniformly in τ with
τ ∈ [l − 1, l], then the construction gives
|uρ,li (τ, .)|Hk ≤ |u
ρ,l−1
i (τ, .)|Hk + Ck (41)
with a constant Ck depending on k according to the level of differentiability
we want to obtain (accordingly the stepsize ρl has to be chosen for each given
k). However, the growth of size Ck at each time step can be compensated
by a choice ρl ∼
1
lCk
. Furthermore, we can easily deduce the existence of
classical solutions uρ,l of (31) at each time step. First we choose k > m+ 12n
in the construction above and obtain spatial differentiability of order m
uniformly with respect to τ . Then the product estimate
|fg|Hs ≤ Cs|f |Hs |g|Hs for s >
1
2
n (42)
gives
∂uρ,li
∂τ
= ρlν
n∑
j=1
∂2uρ,li
∂x2j
− ρl
n∑
j=1
uρ,lj
∂uρ,li
∂xj
∈ Hk−2. (43)
Hence for choice k > 2 + 12n we have differentiability of u
ρ,l
i with respect to
time. The existence of a fundamental solution of the equation
∂pρ,l
∂τ
= ρlν
n∑
j=1
∂2pρ,l
∂x2j
− ρl
n∑
j=1
uρ,lj
∂pρ,l
∂xj
(44)
is ensured in terms of the known functions uρ,lj which are indeed now known
to be Ho¨lder continuous with respect to the time argument τ and the spatial
argument x. Hence we have classical representations of the solution and an
ordinary maximum principle for linear parabolic equations tells us that the
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maximum of the solution function uρ,l does not increase over the time inter-
val [l− 1, l]. As the step size compensates the linear growth of the estimate
immediately linked to the original construction this holds independently of
the time step number l. We note
Corollary 2.4. (Same assumptions as in theorem 2.3 above).
The solution u of (1) is bounded.
3 Extension of the scheme to the incompressible
Navier Stokes equation
Next we look at the relation to the incompressible Navier-Stokes equation.
We write it in the same scheme frame as above with time step number l ≥ 1
and time step size ρl ∼
1
l at each time step number l. The velocity is
denoted by v = (v1, · · · , vn)
T (recall that T is for ’transposed’). We have
an additional scalar function p, and in time-transformed coordinates τ = ρlt
the equation system scheme becomes

∂vρ,li
∂τ = ρlν
∑n
j=1
∂2uρ,li
∂x2j
− ρl
∑n
j=1 v
ρ,l
j
∂vρ,li
∂xj
− ρl
∂pρ,l
∂xi
,
divvρ,l = 0
vρ,l(l − 1, .) = vρ,l−1(l − 1, .),
(45)
where for each l ≥ 1 we consider this system on [l − 1, l] × Rn. For l = 1
the initial conditions are vρ,1(0, .) = vρ,l−1(l − 1, .) = h(.) with the same
h ∈ Hs (Rn) for all s ∈ R as in the preceding section. The Leray projection
form of these equations is obtained time-step by time-step by elimination
of pρ,l via an equation for divvρ,l which simplifies by incompressibility (at
each time step l ≥ 1). First, Leray projection leads to the Poisson equation
for pρ,l(τ, .) for τ ∈ [l − 1, l], i.e.,
∆pρ,l = −
n∑
i,j=1
∂vρ,li
∂xj
∂vρ,lj
∂xi
, (46)
where we suppress the notation of the evaluation at τ (τ serves as a parame-
ter). Hence at each time step we have the local equation in Leray projection
form of the incompressible Navier-Stokes equation. If
n∑
i,j=1
(
∂vρ,li
∂xj
∂vρ,lj
∂xi
)
(τ, .) (47)
is in C1 (Rn) ∩ L1 (Rn) for all τ ∈ [l − 1, l], then this is justified by a well-
known result. Indeed we have
13
Proposition 3.1. Assume that n ≥ 3 and that f ∈ C1 (Rn) ∩ L1 (Rn) and
let K be the fundamental solution of the Laplacian, i.e., of the equation
∆K = δ, (48)
where δ denotes the Dirac distribution. Then for n ≥ 3
K(x) = −
|x|2−n
(2− n)ωn
(49)
(with ωn being the surface area of the unit sphere) defines a distributive
solution and determines a classical solution w ∈ C2 defined by
w(x) :=
∫
Rn
f(y)K(x− y)dy (50)
of the Poisson equation
∆w = f. (51)
Moreover, the gradient
∇w(x) :=
∫
Rn
f(y)∇K(x− y)dy (52)
is well-defined.
Note that in our scheme L2-theory for the data is enough in order to use
this proposition 3.1 since
∣∣∣∂vρ,li
∂xj
(τ, .)
∂vρ,lj
∂xi
(τ, .)
∣∣∣ ≤ 1
2
(
∂vρ,li
∂xj
)2
(τ, .) +
1
2
(
∂vρ,lj
∂xi
)2
(τ, .) (53)
for any τ ∈ [l − 1, l]. This means that vρ,li ∈ H
1 implies that the left side of
(53) is in L1. Outside a ball we may then use that the first derivatives of the
kernel K,i are in L
2 in order to estimate pressure terms. The truncation of
the kernel inside a ball convoluted with the data is easier to handle. Indeed
since the data are in our scheme at time step l ≥ 1, i.e., vρ,lj (l − 1, .), are in
H2 ∩ C2, and we have
n∑
i,j=1
∣∣∣∂vρ,li
∂xj
(l − 1, .)
∂vρ,lj
∂xi
(l − 1, .)
∣∣∣ ≤ nC n∑
j=1
∣∣∣∂vρ,lj
∂xi
(l − 1, .)
∣∣∣. (54)
We may then use that the right side of (54) is in L2 and together with the fact
that the truncated kernel 1Br(0)K,i is in L
1 the generalized Young inequality
leads to the conclusion that the convolution with truncated kernel is also
in L2. Similar for first derivatives. Before we start to go into details, let
us outline the program of this paper. It makes sense to consider the Leray
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projection term first and its properties. This term makes the difference
to the multivariate Burgers equation, and approximations appear in our
local iterative scheme of course. We first consider Hk-estimates for the
Leray projection term. Then we consider time-local contraction results for
the uncontrolled scheme with approximations vρ,k,li and with respect to a
L∞×H2-norm. In addition we consider time-local contractions with respect
to a L∞ × H2,∞ norm. It makes sense to consider both local contraction
results together since this simplifies the global estimates for the controlled
scheme. This time-local contraction results imply local existence, and this
estimates can be repeated for an extended controlled scheme. We shall do
this and observe that for a certain choice of the control functions rli at each
time step l we get a global linear bound of the Leray projection term. This
is the technical abstract. We next go into the details. Next we extend the
standard result proposition 3.1 in order to meet our purposes. It is useful
to have the gradient of the pressure in L2 (resp. in H1) since estimates
in terms of convolutions of the modulus of the gradient with a Gaussian a
priori estimate help us to conclude that the convolution bound is itself in
L2 (resp. in H1). Note that the relationships in (17) and (18) make L2-
estimates for the gradient of the pressure useful in order to get L2-estimates
for the approximations vρ,k,li of our scheme and their (weak) derivatives up
to second order. Furthermore, if we want L∞-estimates for approximations
vρ,k,li and their (weak) derivatives up to second order, then L
2- estimates for
the gradient of the pressure are also useful since the Gaussian is in L2. The
next lemma is rather simple bt we consider this in more detail because we
use these simple observations in a more complex situation below.
Lemma 3.2. Let n = 3. For k ≥ 1 assume that fi, gj ∈ H
k+1 ∩ Ck+1 for
1 ≤ i ≤ n, and define for all x ∈ Rn
∂
∂xi
pf,g(x) =
∫
Rn
n∑
i,j=1
(
∂fi
∂xj
∂gj
∂xi
)
(y)
∂
∂xi
K(x− y)dy. (55)
Then we have ∂∂xi p
f,g ∈ Hk+1 ∩ Ck+1 and pf,g ∈ Hk+2 ∩ Ck+2 (defined
accordingly). We have the estimate∣∣∣ ∂
∂xi
pf,g
∣∣∣
Hk+1
≤ C max
i,j∈{1,··· ,n}
(|fi|Hk + |gj |Hk) (56)
for some constant C > 0 which depends on the bounded first order derivatives
of either gk or fj.
Remark 3.3. Note that for a constant C > 0 independent of fj and gk we
have the estimate∣∣∣ ∂
∂xi
pf,g
∣∣∣
Hk+1
≤ C max
i,j∈{1,··· ,n}
(|fi|Hk + |gj |Hk + |fi|Hk |gj |Hk) (57)
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Proof. We consider the case f, g ∈ H2∩C2 and k = 1 which is essential. For
k > 0 an analougous argument is obtained by multivariate differentiation of
the equivalent expression
∂
∂xi
pf,g(x) =
∫
Rn
n∑
i,j=1
(
∂fi
∂xj
∂gj
∂xi
)
(x− y)
∂
∂xi
K(y)dy. (58)
Note that the second derivatives of f and g are in L2 ∩ C, and therefore in
the closed space of continuous functions vanishing at infinity. Hence they
are bounded. The basic idea is is the following. The representation of the
gradient of the pressure is a convolution of a sum of products
n∑
i,j=1
∂fi
∂xj
∂gj
∂xi
(59)
with the gradient of the kernel K. Since for all x ∈ Rn we have
∑n
i,j=1
∣∣∣ ∂fi∂xj ∂gj∂xi
∣∣∣(x) ≤∑nj,k=1 12 ( ∂fj∂xk
)2
(x) + 12
(
∂gk
∂xj
)2
(x), (60)
it follows that the (sum of) product(s) function in (59) is inH1,1 (the Sobolev
space of functions in L1 with weal derivatives in L1). Accordingly the first
order derivatives are in L1 (since fj and gk are in H
2). In order to have the
gradient of the pressure in H1 the next idea is to split up the kernel K (or
a first order derivative of it) into two summands writing the gradient of the
pressure functional as
∂
∂xi
pf,g(x) =
∫
Rn
∑n
j,k=1
(
∂fj
∂xk
∂gk
∂xj
)
(x− y)K,i(y)dy
=
∫
Rn
∑n
j,k=1
(
∂fj
∂xk
∂gk
∂xj
)
(x− y)φBr (y)K,i(y)dy
+
∫
Rn
∑n
j,k=1
(
∂fj
∂xk
∂gk
∂xj
)
(x− y)(1− φBr)(y)K,i(y)dy,
(61)
along with a smooth function supported on a ball of radius r > 0 around
Br(0) and zero elsewhere. Recall the Einstein notation where K,i denotes
the partial ith derivative of the kernel function K. Note that for n = 3 we
have
y → (1− φBr)(y)K,i(y) ∈ L
2 (62)
and
y → φBr(y)K,i(y) ∈ L
1. (63)
Here for (62) observe that the function (1 − φBr)K,i is square integrable,
since for n = 3 we have∫
Rn\Br(0)
(1− φBr(x))
x2i
|x|2n
dx ∼
∫
s≥r
s2
s6
s2ds <∞. (64)
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For (63) observe that for n = 3
K,i(y) ∼
yi
|y|n
∼
r
r3
(65)
is locally integrable (but not square integrable). The function φBr(x)) may
be specified in the form
φǫ(y) =


1 if |y| ≤ ǫ,
exp
(
− 1
(2ǫ2−|y|2)
)
if ǫ2 ≤ |y|2 ≤ 2ǫ2,
0 else.
(66)
For the second term on the right side of (61) we have the inequality∫
Rn
∑n
j,k=1
(
∂fj
∂xk
∂gk
∂xj
)
(x− y)(1− φBr)(y)K,i(y)dy
≤
∫
Rn
∑n
j,k=1
1
2
(∣∣∣ ∂fj∂xk
∣∣∣2 + ∣∣∣∂gk∂xj
∣∣∣2) (x− y)(1− φBr)(y)K,i(y)dy
≤ C
∑n
j=1 (|fj|H1 + |gj |H1)
(67)
where we use the Young inequality. Next we consider the first term on
the right side of (61). Since fj ∈ C
1 ∩ H1 the first order derivatives of
fj, 1 ≤ j ≤ n are bounded by a constant C > 0, hence we have∫
Rn
∑n
j,k=1
(
∂fj
∂xk
∂gk
∂xj
)
(x− y)φBr (y)K,i(y)dy
≤
∫
Rn
∑n
j,k=1C
∣∣∣∂gk∂xj
∣∣∣(x− y)φBr(y)K,i(y)dy
(68)
Since gk ∈ H
1 we have gk,j ∈ L
2 and we may use the Young inequality along
with φBr(.)K,i(.) ∈ L
1 in order to obtain for a generic C > 0 that the right
side of (68) has the upper bound
C
n∑
k=1
|gk|H1 (69)
for some generic constant C > 0. Symmetrically one has the upper bound
C
n∑
j=1
|fj|H1 , (70)
of course. Note that the constant C in (69) is proportional to maxj∈{1,··· ,n} |fj|H1
while the constant in (70) is essentially proportional to maxj∈{1,··· ,n} |gj |H1 .
Hence we get the upper bound
C0
(
max
j∈{1,··· ,n}
|gj |H1 max
k∈{1,··· ,n}
|fk|H1
)
(71)
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for some constant C0 which depends only on the dimansion and the Lapla-
cian kernel.
We need also standard Gaussian estimate for the fundamental solution
and its first derivatives. We have
Lemma 3.4. Let D := [T0, T1]×Ω ⊆ R
n be a domain along with T1 > T0 >
0, and let
Lp ≡
∂p
∂t
−
n∑
i,j=1
aij
∂2p
∂xi∂xj
+
n∑
i=1
bi
∂p
∂xi
= 0 (72)
be an equation which satisfies
i) L is uniformly parabolic on the whole of [T0, T1]×Ω,
ii) the coefficient functions aij are uniformly Ho¨lder continuous with Ho¨lder
constant α/2 ∈ (0, 0.5) with respect to time and Ho¨lder constant α ∈
(0, 1) with respect to the spatial variables, i.e., aij ∈ C
α/2,α (D),
iii) the coefficient functions are Ho¨lder continuous with Ho¨lder constant
α ∈ (0, 1) and uniformly with respect to time t.
Then a fundamental solution p of equation (72) exists and satisfies the Gaus-
sian a priori estimates
|p(t, x; s, y)| ≤
C
(t− s)n/2
exp
(
−
λ(x− y)2
4(t− s)
)
, (73)
and ∣∣∣∣∣ ∂∂xi p(t, x; s, y)
∣∣∣∣∣ ≤ C(t− s)(n+1)/2 exp
(
−
λ(x− y)2
4(t− s)
)
, (74)
for some constants C > 0 and λ > 0 (λ less or equal to the lower ellipticity
constant in general). Note that for t > s these a priori bounds (as functions
of x− y) with have a uniform bound in L1.
We also use some related standard results on the adjoint. We have
Lemma 3.5. Let the assumptions of the preceding lemma be satisfied on a
domain D = [T0, T1]× R
n, and that in addition we have
i) The coefficient functions aij and their first and second derivatives are
bounded continuous functions on D,
ii) the coefficient functions bi and their first and second derivatives are
bounded continuous functions on D.
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Then the fundamental solution p∗ of the adjoint equation L∗p∗ = 0 exists.
Furthermore, for t > s
p∗(s, y; t, x) = p(t, x; s, y) (75)
and analogous relations for the partial derivatives hold. Moreover, and sat-
isfies the Gaussian a priori estimates
|p∗(t, x; s, y)| ≤
C
(t− s)n/2
exp
(
−
λ(x− y)2
4(t− s)
)
, (76)
and ∣∣∣∣∣ ∂∂xi p∗(t, x; s, y)
∣∣∣∣∣ ≤ C(t− s)(n+1)/2 exp
(
−
λ(x− y)2
4(t− s)
)
, (77)
for some constants C > 0 and λ > 0 (λ less or equal to the lower ellipticity
constant in general).
Concerning these lemmas we note that in our scheme only the first order
coefficients are variable. The useful relationship of the fundamental solution
and its adjoint may also be verified directly using the Levy expansion as we
did in [8]. We also discussed the matter in [7]. Our lemma 3.2 shows that
we may base a global scheme for the incompressible Navier-Stokes equation
on approximations in Leray projection form which are H2 with respect to
the spatial variables. The scheme is in H2 for fixed time with respect to
the spatial variables (which is easier to see), and this helps us in order to
estimate the gradient of the pressure functions of type pρ,f,g in H1 as in
the lemma 3.2 above. However we need to show that in addition we have
some local contraction for the functional increments δvρ,l,ki as a sequence
with respect to the index k.
Next, for each l ≥ 1 we consider the Leray projection form of the incom-
pressible Navier-Stokes equation at each time step l ≥ 1, i.e.,

∂vρ,li
∂τ = ρlν
∑n
j=1
∂2vρ,li
∂x2j
− ρl
∑n
j=1 v
ρ,l
j
∂vρ,li
∂xj
+ρl
∫
Rn
∑n
i,j=1
(
∂vρ,li
∂xj
∂vρ,lj
∂xi
)
(τ, y) ∂∂xiKn(x− y)dy,
vρ,l(l − 1, .) = vρ,l−1(l − 1, .).
(78)
Next we may define a scheme similar to the scheme of the multivariate
Burgers equation and with time step size ρl ∼
1
l . Having computed v
ρ,l−1
i (l−
1, .) ∈ H2 ∩ C2 we set up a local iteration scheme. In general, for n ≥ 3 a
condition of form vρ,l−1i (l − 1, .) ∈ H
m ∩ C2 for an integer m with m > 12n
is an appropriate choice. But this is quite similar. Hence, think of n = 3
and of data and functional series approximations with vρ,k,li (τ.) ∈ H
2 first.
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Again, the solution in Leray-projection form is constructed via a functional
series
vρ,li = v
ρ,1,l
i +
∞∑
k=1
δvρ,k+1,li , 1 ≤ i ≤ n, (79)
where vρ,1,li solves

∂vρ,1,li
∂τ − ρl
(
ν
∑n
j=1
∂2vρ,1,li
∂x2j
−
∑n
j=1 v
ρ,l−1
j (l − 1, .)
∂vρ,1,li
∂xj
)
= ρl
∫
Rn
∑n
j,m=1
(
∂vρ,l−1j
∂xm
∂vρ,l−1m
∂xj
)
(l − 1, y) ∂∂xiKn(x− y)dy,
vρ,1,l(l − 1, .) = vl−1(l − 1, .),
(80)
and δvρ,k,li = v
ρ,k,l
i − v
ρ,k−1,l
i , 1 ≤ i ≤ n solves

∂δvρ,k+1,li
∂τ − ρl
(∑n
j=1
∂2δvρ,k+1,li
∂x2j
−
∑n
j=1 v
ρ,k,l
j
∂δvρ,k+1,li
∂xj
)
=
−ρ1
∑
j
(
δvρ,k,lj
∂vρ,k−1,l
∂xj
)
−ρl
∫
Rn
Kn,i(x− y)
((∑n
j,m=1
(
vρ,k,lm,j + v
ρ,k−1,l
m,j
)
(τ, y)
)
×
(
δvρ,k,lj,m (τ, y)
))
dy
δvρ,k+1,l(l − 1, .) = 0,
(81)
and where δvρ,k+1,li = v
ρ,k+1,l
i − v
ρ,k,l
i for k ≥ 1, and δv
ρ,1,l
j = v
ρ,1,l
j − v
ρ,0,l :=
vρ,1,lj − v
ρ,l−1
i (l − 1, .). Note that δv
ρ,1,1
j = v
ρ,1,1
j − hj at the first time-step.
The equations for vρ,1,li and for δv
ρ,k,l
i are linearized and localized equations
where by localisation we mean the fact that the global integral terms in
the equation for vρ,1,li and for δv
ρ,k,l
i are given in terms of the initial data
and the data from the previous iteration step respectively. Assuming that
vρ,l−1i (l − 1, .) ∈ H
2 we show that vρ,1,l(τ, .) in H2 uniformly with respect
to τ and that the series
(
δvρ,k,li (τ, .)
)
satisfies a contraction property in H2
uniformly with respect to τ ∈ [l − 1, l]. We show that the functions vρ,1,li
are limits of a functional series where we have a contraction property for
the elements of the series of form δvρ,k+1,l. This implies that the series (79)
evaluated a τ ∈ [l − 1, l] converges in H2 such that for n = 3 we may apply
the following extension of a standard Sobolev lemma.
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Lemma 3.6. For s = α+ k + 12n with α ∈ (0, 1) we have
Hs ⊂ Cα, (82)
where Cα is the space of Ho¨lder-continuous functions.
We note that the Lp estimates which are useful for higher dimensions
may be used in the context of a more general lemma. We have
Lemma 3.7. For s > k + np with α ∈ (0, 1) we have
Hs,p ⊂ Ck, (83)
where Hs,p is the space of functions f where Λsf ∈ Lp along with
Λs =
[
I − 2π−2∆
]s/2
. (84)
Applying such type of lemmas we can ensure that the first order coeffi-
cients (evaluated at time τ) of the equations which determine our approxi-
mations vρ,k,li satisfy classical conditions which are sufficient for the existence
of fundamental solutions of the associated linear parabolic equations of our
scheme. Especially first order coefficients evaluated at τ are in the Ho¨lder
space Cα for some α ∈ (0, 0.5) and in C10 uniformly with respect to τ , i.e., the
in the space of continuously differentiable functions which vanish at spatial
infinity.
The construction here defines a weak solution in H2 and in H2,∞ as
n = 3. We have not mentioned H2,∞-estimates explicitly, but the estimated
above can be adapted straightforwardly. Note that the application of the
generalized Young inequality is even more simple in this case: for r =∞ we
have 1 + 1r =
1
p +
1
q , and we may use p = q = 2 outside a ball and p = ∞
and q = 1 inside a ball. Since vρ,l ∈ Cα as the limit of the functional series
in (79), we have representations in terms of vρ,l in terms of the fundamental
solution of
∂p
∂τ
− ρl

 n∑
j=1
∂2p
∂x2j
−
n∑
j=1
vρ,lj
∂p
∂xj

 = 0, (85)
and this leads to the immediate conclusion that the solution is classical.
Note that for local restrictions to a bounded domain Ω ⊂ Rn the series
|vρ,k,li (τ, .)|Ω converges to a limit v
ρ,l(τ, .)|Ω in a classical Banach space. Re-
call the following fact, which is better known for Ho¨lder spaces.
Proposition 3.8. For open and bounded Ω ⊂ Rn and consider the function
space
Cm (Ω) :=
{
f : Ω→ R| ∂αf exists for |α| ≤ m
and ∂αf has an continuous extension to Ω
} (86)
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where α = (α1, · · · , αn) denotes a multiindex and ∂
α denote partial deriva-
tives with respect to this multiindex. Then the function space Cm
(
Ω
)
with
the norm
|f |m := |f |Cm(Ω) :=
∑
|α|≤m
∣∣∂αf ∣∣ (87)
is a Banach space. Here, ∣∣f ∣∣ := sup
x∈Ω
|f(x)|. (88)
This leads to a second argument that the limit is indeed of form vρ,li (τ, .) ∈
H2∩C2 uniformly in τ and such that vρ,l satisfies the incompressible Navier-
Stokes equation locally on [l − 1, l] × Rn. This variation of argument has
the advantage that it does not depend on dimension. On the other hand we
can do the construction in Hm instead of H2 for m > 2 + 12n, so this is a
matter of taste. The last step then is to show that we have a linear bound
of growth with respect to H2. For this purpose it is essential to show that
we have a global linear bound for the Leray projection term. It is at this
point that it seems useful to introduce a control function as outlined in the
introduction. We shall show that the H2-contraction result can be extended
to the controlled system, and then we shall show that
|vr,ρ,li (l, .)|H2 ≤ |v
r,ρ,l−1
i (l − 1, .)|H2 + C2 (89)
for a constant C2 which is independent of the time step number l and which
holds for all 1 ≤ i ≤ n. This implies that we have a global bound
max
1≤i≤n
|vr,ρ,li (l, .)|H2 ≤ max1≤i≤n
|hi|H2 + lC2, (90)
and since the control function r has a global linear bound as well this will
show that
max
1≤i≤n
|vr,ρ,li (l, .)|H2 ≤ max1≤i≤n
|hi|H2 + lC
∗
2 , (91)
for some other constant C∗2 which is independnet of the time step number l.
Now let us consider this program of proof in more detail. We start with the
local contraction estimate for the uncontrolled system. First we observe
Lemma 3.9. Let vρ,l−1i (l − 1, .) ∈ H
2 ∩ C2 for all 1 ≤ i ≤ n. Then there
exists a classical solution vρ,1,li of (80) with
vρ,1,l(τ, .) ∈ H2 ∩ C2 (92)
for all τ ∈ [l − 1, l]. Moreover, for n = 3 we have
vρ,1,l(τ, .) ∈ H2,∞, (93)
where the latter space denotes the Sobolev space with weak derivatives up to
second order in L∞.
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Proof. Since vr,ρ,l−1i (l − 1, .) ∈ H
2 we have vr,ρ,l−1i (l − 1, .) ∈ H
2 ∩ Cα for
α ∈ (0, 0.5). Hence the fundamental solution pl of
∂pl
∂τ
− ρlν
n∑
j=1
∂2pl
∂x2j
+ ρl
n∑
j=1
vρ,l−1j (l − 1, .)
∂pl
∂xj
= 0 (94)
exists (constructible in the classical sense by the Levy expansion) and the
solution of the Cauchy problem in (80) has the representation
vρ,1,li (τ, x) =
∫
Rn
vρ,l−1i (l − 1, y)p
l(τ, x, l − 1, y)dy
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∑n
j,k=1
(
∂vρ,l−1j
∂xk
∂vρ,l−1k
∂xj
)
(l − 1, y)Kn,i(z − y)×
×pl(s, x, l − 1, z)dzdyds.
(95)
Here, recall that Kn,i denotes the partial first order derivative of the kernel
Kn with respect to the ith variable. Hence we have v
ρ,1,l
i (τ, .) ∈ C
2 for all
τ ∈ [l − 1, l] which follows from classical analysis of the Levy expansion of
the fundamental solution where we may differentiate under the integral in
order to get a representation for the derivatives of first order for τ > l − 1.
Moreover, the second derivatives of the last integral in (95) have an adjoint
representation (cf. also the argument in [8] and [7]) such that the second
derivatives of vρ,1,li with respect to the spatial variables xk and xm is the
sum of ∫
Rn
vρ,l−1i (l − 1, y)
∂2
∂xk∂xm
pl(τ, x, l − 1, y)dy (96)
(which exists since vρ,l−1i (l − 1, .) is Ho¨lder), and the second summand
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∑n
p,j=1
∂
∂xi
(
∂vρ,l−1p
∂xj
∂vρ,l−1j
∂xp
)
(l − 1, y) ∂∂xkKn(z − y)×
× ∂∂xmp
l,∗(s, x, l − 1, z)dzdyds
(97)
(for the adjoint pl,∗ cf. also [8] and [7] ). The term
∫
Rn
n∑
j,k=1
∂
∂xi
(
∂vρ,l−1j
∂xk
∂vρ,l−1k
∂xj
)
(l − 1, y)
∂
∂xk
Kn(z − y)dy (98)
corresponds to an L2-function according to our lemma 3.2 above, and Gaus-
sian estimates for the first derivatives of the fundamental solution and its
adjoint plus an application of the generalized Young inequality ensure that
(97) is in L2 for each τ (first the integrand is in L2 and then the integral up
to τ is in L2 where τ is considered as an parameter). Note that the Gaussian
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a priori estimate of the fundamental solution in lemma 3.4 is L1 ∩ L2 for
fixed τ > s as a function of x− y. Similar for the Gaussian a priori estimate
in lemma 3.5. Let us look at the second term more precisely since this is the
term which defines the extension of our scheme for the multivariate Burgers
equation. We have
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∂
∂xi
∑n
i,j=1
(
∂vρ,l−1i
∂xj
∂vρ,l−1j
∂xi
)
(l − 1, y) ∂∂xkKn(z − y)×
× ∂∂xmp
l,∗(s, x, l − 1, z)dzdyds
≤ ρl
∫ τ
l−1
∫
Rn
∫
Rn
∣∣∣∑nj,k=1 ∂∂xi
(
∂vρ,l−1j
∂xk
∂vρ,l−1k
∂xj
)
(l − 1, y) ∂∂xkKn(z − y)
∣∣∣×
×
∣∣∣ C
(t−s)(n+1)/2
exp
(
−λ(x−y)
2
4(t−s)
) ∣∣∣dzdyds.
(99)
Now our lemma 3.2 and the generalized Young inequality in (17) and (18)
with r = 2 and p = 2 and q = 1, i.e.,
f ∈ L2 and g ∈ L1 → f ∗ g ∈ L2, if 1 +
1
2
= 1 +
1
r
, (100)
and
|f ∗ g|L2 ≤ |f |L2 |g|L1 (101)
where f corresponds to the Leray projection solution of the gradient of the
pressure analyzed in lemma 3.2 and g corresponds to the Gaussian a priori
bound where we observe that for t > s we have
y →
C
(t− s)(n+1)/2
exp
(
−
λ(y)2
4(t− s)
)
∈ Lp. (102)
for p ≥ 1. Similarly for the first term. Moreover, from the representation
of both summands we observe that vρ,1,li ∈ C
2. We note that for n = 3 we
may apply lemma 3.2 and the generalized Young inequality in (17) and (18)
for r =∞ and p = q = 12 in order to get L
∞ estimates.
Next in order to construct a local solution of the Navier-Stokes equation
we establish a contaction property for the correction functionals δvρ,k,li of
the first linear approximation vρ,1,li considered above.
Lemma 3.10. Let n = 3 If vρ,l−1i (l− 1, .) ∈ H
2 ∩C2 for all 1 ≤ i ≤ n then
for some time ste size ρl we have a contraction
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvρ,k,li (τ, .)|H2 ≤
1
2
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvρ,k−1,li (τ, .)|H2 ,
(103)
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where we denote
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvρ,k,li (τ, .)|H2 = max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvρ,k,li (τ, .)|H2 . (104)
Moreover, for n = 3 we also have the contraction estimate
|δvρ,k,l(τ, .)|H2,∞ ≤
1
2
|δvρ,k−1,l(τ, .)|H2,∞ . (105)
Remark 3.11. oreover, if vρ,l−1i (l−1, .) ∈ H
2∩C2 this is a contraction in |.|2
such that restrictions of the functional series
(
vρ,l,ki (τ, .)
)
k
to an arbitrary
bounded domain Ω ⊂ Rn converge in a classical Banach space of twice
differentiable functions with continuous extension at the boundary.
Proof. We prove the theorem in case n = 3.
vρ,k,lj (τ, .) = v
ρ,1,l
j (τ, .) +
k∑
m=2
δvρ,m,l(τ, .) ∈ H2 ⊂ Cα (106)
for α ∈ (0, 0.5) and uniformly with respect to τ ∈ [l − 1, l]. Moreover, we
know inductively that vρ,k,lj (τ, .) ∈ C
2 for all τ ∈ [l − 1, l]. For k = 1 (when
we interpret the second summand in (180) to be zero) we know this from the
previous lemma. Hence inductively with respect to the subiteration index k
we know that the fundamental solution pk,l of
∂pk,l
∂τ
− ρlν
n∑
j=1
∂2δpk,l
∂x2j
+ ρl
n∑
j=1
vρ,k,lj
∂pk,l
∂xj
= 0 (107)
exists, and it follows that the solution of the linear problem (81) has the
representation
δvρ,k+1,li (τ, x) =
−ρl
∫ τ
l−1
∫
Rn
∑
j
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, y)pk,l(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
Kn,i(z − y)
((∑n
j,k=1
(
vρ,k,lk,j + v
ρ,k−1,l
k,j
)
(τ, y)
)
×
(
δvρ,k,lj,k (τ, y)
) )
pk,l(τ, x, s, z)dydsdydz.
(108)
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For the first order derivatives we have the representation
∂
∂xm
δvρ,k+1,li (τ, x) =
−ρl
∫ τ
l−1
∫
Rn
∑
j
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, y) ∂∂xm p
k,l(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
Kn,i(z − y)
((∑n
j,p=1
(
vρ,k,lk,p + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
∂
∂xm
pk,l(τ, x, s, z)dydsdydz,
(109)
and for the second order derivatives we have the representation
∂2
∂xm∂xq
δvρ,k+1,li (τ, x) =
+ρl
∫ τ
l−1
∫
Rn
∑
j
∂
∂xm
(
δvρ,k,lj
∂vρ,k−1,l
∂xj
)
(s, y) ∂∂xq p
k,l,∗(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
Kn,m(z − y)
∂
∂xi
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
∂
∂xq
pk,l,∗(τ, x, s, z)dydsdydz,
(110)
and where pk,l,∗ denotes the adjoint (consider also part I of this article). For
k = 1 we have the representation in (95) such that
vρ,1,li (τ, x) − v
ρ,0,l(τ, x) =
∫
Rn
vρ,l−1i (l − 1, y)p
0,l(τ, x, l − 1, y)dy − vρ,0,l(τ, x)
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∑n
i,j=1
(
∂vρ,l−1i
∂xj
∂vρ,l−1j
∂xi
)
(l − 1, y) ∂∂xiKn(z − y)×
×p0,l(s, x, l − 1, z)dzdyds.
(111)
Well, we defined vρ,0,l(τ, x) = vρ,l−1(l − 1, .). We could have defined vρ,0,li
such that the first summand on the right side of (111) cancels. Anyway
classical analysis tells us hat there is a bound in the relevant norms. The
essential term is the second summand which we may estimate using lemma
3.2. For the equation in (114) we get the following estimate (we provide
more details of this estimate below). Note that we have for all τ > s∫ τ
0
∣∣∣ C
(τ − s)(n+1)/2
exp
(
−
λ(.)2
4(τ − s)
) ∣∣∣
L1
ds ≤ C (112)
for some constant C > 0 wich is independent of t − s. This is due to the
fact that locally we may use∣∣∣ C
(τ − s)(n+1)/2
exp
(
−
λ(.)2
4(τ − s)
) ∣∣∣ ≤ c
(t− s)α|x− y|n+1−2α
(113)
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for some constant c > 0 and some parameter α ∈ (0.5, 1). In the complemen-
tary unbounded region it is clear that the time integral of the first spatial
derivatives of the Gaussian has a uniform L1-bound. First we observe that
we may consider the spatial convolution first due to Fubini, and apply a
Young inequality for fixed t > s. We get∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl
∫ τ
l−1
∣∣∣∑j ∂∂xm
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, .)
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)
×
(
δvρ,k,lj,p (s, y)
))
dy
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
(114)
Next we may use estimates for weighted L2-products or an inductive as-
sumption of boundedness of
∂vρ,k−1,li
∂xj
(s, .) and
∂vρ,k,li
∂xj
(s, .) in order to extract
the function increments of form δvρ,k,lj,p and δv
ρ,k,l
j,p,k in (114). We shall give
more details of this estimate for weighted products below. Another related
method is to consider Sobolev product rules in H2 for functions defined on
R
3, i.e. the rule that |fg|H2 ≤ C2|f |H2 |g|H2 for functions f, g : R
3 → R
along with f, g ∈ H2. Note that all the terms
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)(
δvρ,k,lj,p (s, y)
)
=
(∑n
j,p=1
(
vρ,k,lp,j,i + v
ρ,k−1,l
p,j,i
)
(s, y)
(
δvρ,k,lj,p (s, y)
))
+
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)(
δvρ,k,lj,p,i (s, y)
)
(115)
appear in the classical H2-Sobolev definition of (s ∈ [l − 1, l] fixed)
∣∣∣ n∑
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .)δvρ,k,lj (s, .)
∣∣∣
H2
(116)
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Hence we have∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl
∫ τ
l−1
∣∣∣∑j (δvρ,k,lj vρ,k−1,li ) (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, y)×
δvρ,k,lj (s, y)
)
dy
∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
≤ ρl
∫ τ
l−1 C2
∣∣∣∑j δvρ,k,lj (s, .)∣∣∣
H2
∣∣∣vρ,k−1,li (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, y)×
δvρ,k,lj (s, y)
)
dy
∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
(117)
In order to simplify the first term on the right side of (117) we may use the
inductive assumption ∣∣∣vρ,k−1,li (s, .)∣∣∣
H2
≤ C lk−1. (118)
In the global scheme the constants C lk is a positive constant which depends
linearly on l but locally we have just a finite constant. There are several
possibilities here, but all variations we have in mind use the fact that in
dimension n = 3 we have a localized Laplacian in L1 which is in L2 on the
complementary domain (cf. Lemma 3.2, also for the definition of φǫ in the
following).∣∣∣ ∫
Rn
Kn,m(.− y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, y)δvρ,k,lj (s, y)
)
dy
∣∣∣
H2
=
∣∣∣ ∫
Rn
(φǫKn,m)(.− y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, y)δvρ,k,lj (s, y)
)
dy
∣∣∣
H2
+
∣∣∣ ∫
Rn
((1− φǫ)Kn,m)(.− y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, y)δvρ,k,lj (s, y)
)
dy
∣∣∣
H2
=
∣∣∣ ∫
Rn
(φǫKn,m)(y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .− y)δvρ,k,lj (s, .− y)
)
dy
∣∣∣
H2
+
∣∣∣ ∫
Rn
((1− φǫ)Kn,m)(y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .− y)δvρ,k,lj (s, .− y)
)
dy
∣∣∣
H2
(119)
In the last step we used the convolution rule in order to make clear that the
last to terms can be explictly written in terms of sums of L2-norms where
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only the first order derivatives of the Laplacian kernel K appear, i.e., we
have representations by sums of L2-norms such that the functions
((1− φǫ)Kn,m)(.) ∈ L
2 (120)
and
(φǫKn,m)(.) ∈ L
1 (121)
are untouched. As we said there a some variations of arguments possible
now. Let us consider one first which exploits the H2-product rule directly
as far as possible. This method still uses the accompanying H2,∞-estimates
which we shall consider below (and which are quite similar, in fact a little bit
easier). There are other variations of argument that have the advantage that
we can stay in L2-theory and do not need additional but related arguments
from L∞-theory. We shall consider these variations as well. For the second
term on the right side of (117) we may use (121) and the Young inequality,
and writing the |.|H2 in Sobolev’s classical sense as a sum of L
2 norms (the
more modern sense may be the defininition via Fourier transforms) we obtain∣∣∣ ∫
Rn
(φǫKn,m)(y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .− y)δvρ,k,lj (s, .− y)
)
dy
∣∣∣
H2
≤ CK
∣∣∣∑nj,p=1 (vρ,k,lp + vρ,k−1,lp ) (s, .)δvρ,k,lj (s, .)∣∣∣
H2
(122)
We may estimate the right side of (123) using the H2-product rule. We get∣∣∣ ∫
Rn
(φǫKn,m)(y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .− y)δvρ,k,lj (s, .− y)
)
dy
∣∣∣
H2
≤ CK2C
l
kC22n
2maxj∈{1,··· ,n}
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
.
(123)
For the last term on the right side of (117) note that with the function φǫ
defined in Lemma 3.2 above we have even
((1 − φǫ)Kn,m)(.) ∈ H
2, (124)
and we may introduce a constant CK as an upper bound, i.e.,
|((1− φǫ)Kn,m)(.)|H2 ≤ CK , (125)
Here we see that the matter is a more involved than in Lemma 3.2 since
we want to extract the functional increments. It makes sense to use Fourier
transforms at this point which transform convolutions into products, but this
cannot be done without caution, because we do not have that the function
in (124) is in L1 (or in H2,1). However, we can give a weight to this function
using inductive information that
n∑
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .) ∈ H2 ∩ C2 (126)
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(C2 being the space of twice differentiable functions), and with an upper
bound ∣∣∣ max
j,p∈{1,···n}
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .)
∣∣∣
H2
≤ Ck + Ck−1 ≤ 2Ck (127)
we get∣∣∣ ∫
Rn
((1 − φǫ)Kn,m)(y)
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(s, .− y)δvρ,k,lj (s, .− y)
)
dy
∣∣∣
H2
≤ C2CK2C
l
kn
2maxj∈{1,···n}
∣∣∣δvρ,k,lj (s, .− y))dy∣∣∣
H2
(128)
We shall have a closer look at this argument below. In order to give an
overview we work with a thick paint brush at the moment. But we shall
give more details on the Fourier transform step below. Hence using these
techniques we get for generic C = C2CK2C
l
kn
2 + CK2C
l
kC22n
2
∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl
∫ τ
l−1Cmaxj,p∈{1,··· ,n}
∣∣∣δvρ,k,lj,p (s, .)∣∣∣
H1
∣∣∣ 1
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1 Cmaxj,p∈{1,··· ,n} |δv
ρ,k,l
j,p (s, .)
∣∣∣
H1
∣∣∣ 1
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds.
(129)
Next we can take suprema and apply time intergability of L1 norms of first
derivatives of the Gaussian. We get∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρlC
′C
(
maxj∈{1,··· ,n} sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H1
)
+ρlC
′Cmaxj,p∈{1,··· ,n} sups∈[l−1,l] |δv
ρ,k,l
j,p (s, .)
∣∣∣
H1
≤ ρlC
′Cmaxj∈{1,··· ,n} sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
(130)
Let us summarize and have a closer look at this estimate where we take more
attention to the Fourier transform part. For the second order derivatives we
get products of the form
 n∑
j,p=1
(
vρ,k,lp,j,i + v
ρ,k−1,l
p,j,i
)
(τ, y)

(δvρ,k,lj,p (τ, y)) (131)
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and products of the form
 n∑
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)

 ∂
∂xi
(
δvρ,k,lj,p (τ, y)
)
(132)
in the Leray projection term. In order to estimate the latter Leray projection
term (as an example) we may split up the Laplacian kernel and use the
estimate∣∣∣ ∫
Rn
Kn,m(z − y)
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
∂
∂xi
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
C ′
≤
∣∣∣ ∫
Rn
φǫKn,m(z − y)
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
∂
∂xi
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
C ′
+
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(z − y)
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
∂
∂xi
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
C ′
(133)
For the first term on the right side of the latter inequality we may use∣∣φǫK,i∣∣L1 ≤ C (134)
for some constant C > 0, the product rule in H2, and the generalized Young
inequality. Estimation of the second term on the right side of the latter
inequality we proceed is trickier. However the estimates for second order
derivatives are in fact easier. We can shift derivatives from the fundamental
solution (using the adjoint) and estimate the term∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q,m
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L2
,
(135)
and this can be done along the lines discussed before since
((1− φǫ(z − y))Kn,i(z − y)),q,m =
(1− φǫ(z − y))Kn,i,q,m(z − y)+
(−φǫ),qKn,i,m(z − y) + (−φǫ),q,mKn,i(z − y)
(136)
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The third derivatives of Kn are in L
1, hence all summands on the right side
of equation (136) are indeed in L1, and we can proceed as before and use the
generalized Young inequality and the H2- product rule (in case of dimension
n = 3). This is sufficient for second derivatve terms as we estimated in (114).
However, if we want to estimate terms of the form
∣∣∣ ∂
∂xm
δvρ,k+1,li (τ, .)
∣∣∣
L2
, (137)
or of the form ∣∣∣δvρ,k+1,li (τ, .)∣∣∣
L2
, (138)
then the last argument is not sufficient since in the calculations there always
appears a term (1 − φǫ(.))Kn,i,q(.) or (1− φǫ(.))Kn,i(.), and such terms are
not in L1. However, we can adapt this simple argument to H1-estimates
and L2-estimate. Consider first order derivatives first. In this case we have
to deal with expressions of the form∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
,
(139)
where the derivative indexed by q is from the first order derivative of the
fundamental solution (or its adjoint). Now observe that
∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
(
δvρ,k,lj,p (τ, y)
)
=
(∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(τ, y)
)(
δvρ,k,lj,p (τ, y)
)
,j
−
∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(τ, y)
(
δvρ,k,lj,p,j(τ, y)
)
.
(140)
Concerning the first term on the right side of (140) we may shift the deriva-
tive indexed by j to the function ((1− φǫ)Kn,i(.)),q, and for the second
term we use an inductively assumed H2,∞ upper bound constant 2C lk of(
vρ,k,lp + v
ρ,k−1,l
p
)
, and then shift one derivative of δvρ,k,lj,p,j again to the func-
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tion ((1− φǫ)Kn,i(.)),q Hence, for (139) we have the upper bound∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L2
≤
∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q,j
((∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L2
+
∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q
((∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(τ, y)
)
×
(
δvρ,k,lj,p,j(τ, y)
))
dy
∣∣∣
L2
≤
∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q,j
((∑n
j,p=1
(
vρ,k,lp + v
ρ,k−1,l
p
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L2
+
∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y)),q,j 2n
2C lk
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
(141)
Then we can apply the argument above. Do we have enough derivatives to
do the L2 estimates by the same method ? Yes, we have. In this case we
do not gain a derivative from the fundamental solution (or its adjoint), but
look at the equation (140) again. Using the inductively assumedH2,∞-upper
bound (the correctness of the inductive assumption will be shown below),
for the right side of (140) we have the upper bound
|
∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
(
δvρ,k,lj,p (τ, y)
)
|
≤
∑n
j,p=1 2C
l
k|δv
ρ,k,l
j,p,j(τ, y)| + |
∑n
j,p=1 2C
l
k
(
δvρ,k,lj,p,j(τ, y)
)
|,
(142)
and then we may shift both derivatives to the function ((1− φǫ)Kn,i(z − y))
and apply the same argument. Hence, this varaition of argument also holds
for the L2-estimates too.
There is an other method to deal with these terms and in order to show
this we have to go deeper into the H2-product rule. First for small δ > 0
we define
ψǫ(z) := exp
(
−δz2
)
, (143)
such that for δ > 0
ψδ(.)(1 − φǫ(.))Kn,i(.) ∈ L
1, (144)
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and
lim
δ↓0
ψδ(.)(1 − φǫ(.))Kn,i(.) = (1− φǫ(.))Kn,i(.). (145)
Especially, we note that for δ > 0 the Fourier transform of ψδ(.)(1−φǫ(.))Kn,i(.)
exists. We have to study the limit (as δ ↓ 0) of∣∣∣ ∫
Rn
(ψδ(1− φǫ)Kn,i(z − y))
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣2
L2
=
∣∣∣F (ψδ(1− φǫ)Kn,i(.)) ∣∣∣2
L2
∣∣∣F (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .))×
(
δvρ,k,lj,p (τ, .)
))∣∣∣2
L2
=
∣∣∣Fψδ ((1− φǫ)Kn,i(.)) ∣∣∣2
L2
∣∣∣ (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .))×
(
δvρ,k,lj,p (τ, .)
))∣∣∣2
L2
(146)
where we know that ((1− φǫ)Kn,i(.)),m ∈ L
2, and δvρ,k,lj,p (τ, .) ∈ L
2, and(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, .) ∈ L2 such that we can use the Plancerel formula (F
denotes the operator of Fourier transformation and F ist inverse). Next for
the term∣∣∣ (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) (δvρ,k,lj,p (τ, .)) )∣∣∣2
L2
=
∣∣∣F−1F (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .))F−1F (δvρ,k,lj,p (τ, .)) )∣∣∣2
L2∣∣∣F−1 (F (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) ⋆ F (δvρ,k,lj,p (τ, .)) )) ∣∣∣2
L2
=
∣∣∣F (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) ⋆ F (δvρ,k,lj,p (τ, .)) )∣∣∣2
L2
,
(147)
where ⋆ denotes convolution. Now, inductively vρ,k,lp,j +v
ρ,k−1,l
p,j and δv
ρ,k,l
j,p (τ, .)
are in H1, hence we have for s ≤ 1∣∣∣ 1(1+|.|2)sF (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) ⋆ (1 + |.|2)sF (δvρ,k,lj,p (τ, .)) )
∣∣∣2
L2
≤ C2s
∣∣∣F (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) ∣∣∣2
L2
∣∣∣(1 + |.|2)sF (δvρ,k,lj,p (τ, .)) )∣∣∣2
L2
,
(148)
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where we note that for
u(ξ) =
∫
(1 + |y|2)−s/2v(ξ − y)w(y)dy (149)
and v,w ∈ L2 we have
|u|L2 ≤ Cs|v|L2 |w|L2 . (150)
Hence,∣∣∣ 1(1+|.|2)sF (∑nj,p=1 (vρ,k,lp,j + vρ,k−1,lp,j ) (τ, .)) ⋆ (1 + |.|2)sF (δvρ,k,lj,p (τ, .)) )
∣∣∣
L2
≤ Cs
∣∣∣F (∑np=1 (vρ,k,lp + vρ,k−1,lp ) (τ, .)) ∣∣∣
H1
∣∣∣δvρ,k,l(τ, .))∣∣∣
H2
.
(151)
Summarizing, we have∣∣∣ ∫
Rn
(ψδ(1− φǫ)Kn,i(z − y))
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
≤
∣∣∣Fψδ ((1− φǫ)Kn,i(.)) ∣∣∣
L2
∣∣∣ (∑nj,p=1 (vρ,k,lp + vρ,k−1,lp ) (τ, .)) ∣∣∣
H1
×
∣∣∣ (δvρ,k,lj,p (τ, .)) )∣∣∣
H2
(152)
This leads to∣∣∣ ∫
Rn
((1− φǫ)Kn,i(z − y))
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L2
≤
∣∣∣ ((1− φǫ)Kn,i(.)) ∣∣∣
L2
∣∣∣ (∑nj,p=1 (vρ,k,lp + vρ,k−1,lp ) (τ, .)) ∣∣∣
H2
×
∣∣∣ (δvρ,k,lj,p (τ, .)))∣∣∣
H2
≤ C
∣∣∣ (δvρ,k,lj,p (τ, .)) )∣∣∣
H2
(153)
where we may use that, we have a L2-bound supδ>0
∣∣∣ψδ ((1− φǫ)Kn,i(.)) ∣∣∣
L2
≤
C < ∞ for some C > 0, i.e., a bound independent of δ > 0. Note that we
have some freedom here since we replaced
∣∣∣ (∑nj,p=1 (vρ,k,lp + vρ,k−1,lp ) (τ, .)) ∣∣∣
H1
by the stonger norm
∣∣∣ (∑nj,p=1 (vρ,k,lp + vρ,k−1,lp ) (τ, .)) ∣∣∣
H2
. So an alterna-
tive method is to examine the product of the right side of 153 more closely
and use the fact that we can factor out a weight (1+ |ξ|)−1 since the second
factor is in H1.
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We still have to show that the inductive assumption concerning theH2,∞
estimates is justified (at least for some variations of arguments we made
excessive use of this hypothesis), but let us assume for a moment that this
has been shown in order to close the argument. We have obtained∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl2C
′Cmaxj∈{1,··· ,n} sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
(154)
where C = C2CK2C
l
kn
2 + CK2C
l
kC22n
2 for all j,m, q ∈ {1, · · · , n}. Hence,
∑n
p,m=1maxi∈{1,··· ,n} supτ∈[l−1,l]
∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl2n
2C ′Cmaxj∈{1,··· ,n} sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
(155)
Assuming w.l.o.g. that all constants C2, CK , C
l
k, C
′ ≥ 1 and that the upper
bound constant C ′ is also an upper bound for the integrated Gaussian itself
(we assumed it to be an upper bound for the time-integrated first order spa-
tial derivative of the Gaussian) we have an estimate with the same constants
δvρ,k+1,li (τ, .) and its first spatial derivatives. The number of terms n
2+n+1
is bounded by (n+ 1)2, hence we surely have
maxi∈{1,··· ,n} supτ∈[l−1,l]
∣∣∣δvρ,k+1,li (τ, .)∣∣∣
H2
≤ ρl2(n+ 1)
2C ′Cmaxj∈{1,··· ,n} sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
(156)
Since the increment
∣∣∣δvρ,1,l∣∣∣
H2
can be assumed to be smaller the 12 the con-
stant C l := 2C l1 is an upper bound for all constants C
l
k. Hence we may
choose
ρl ≤
1
4(n+ 1)2C ′
(
C2CK2C ln2 + CK2C lkC22n
2
) , (157)
and with this choice we get
max
j∈{1,··· ,n}
sup
τ∈[l−1,l]
∣∣∣δvρ,k+1,li (τ, .)∣∣∣
H2
≤
1
2
max
j∈{1,··· ,n}
sup
τ∈[l−1,l]
∣∣∣δvρ,k,l∣∣∣
H2
. (158)
It is clear that choosing ρl small if necessary we can put any positive bound
on
∣∣∣δvρ,1,l∣∣∣
H2
in the first step. Finally, we have to show that the inductive
upper H2,∞-bound is correct. However, this is much simpler then the H2
estimates. Consider (114) in L∞. For simplicity let Gkl,q denote a Gaussian
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majoriant of ∂∂xq p
k,l,∗ in (114). Fixing time (Fubini) and applying a gener-
alized form of Young’s inequality with r = ∞ and where we measure the
Gaussian for fixed t > s in L1. Then we have
∂2
∂xm∂xq
δvρ,k+1,li (τ, x) =
+ρl
∫ τ
l−1
∣∣∣∑j ∂∂xm
(
δvρ,k,lj
∂vρ,k−1,l
∂xj
)
(s, .)
∣∣∣
L∞
∣∣∣Gkl,q(t− s, .)∣∣∣ds
+ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
∂
∂xi
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
) )
dy
∣∣∣
L∞
∣∣∣Gkl,q(t− s, .)∣∣∣
L1
,
(159)
This means that we have extract the function increments δvρ,k,lj,p from the
expressions ∣∣∣∑
j
∂
∂xm
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, .)
∣∣∣
L∞
, (160)
and from the expression∣∣∣ ∫
Rn
Kn,m(.− y)
∂
∂xi
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L∞
.
(161)
For the first term (162) we have∣∣∣∑j ∂∂xm
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, .)
∣∣∣
L∞
≤
∣∣∣∑j ∂vρ,k−1,li∂xj (s, .)
∣∣∣
L∞
max j ∈ {1, · · · , n}
∣∣∣δvρ,k,lj (s, .)∣∣∣
H1,∞
≤ n
∣∣∣max i, j ∈ {1, · · · , n}∂vρ,k−1,li∂xj (s, .)
∣∣∣
L∞
max j ∈ {1, · · · , n}
∣∣∣δvρ,k,lj (s, .)∣∣∣
H1,∞
(162)
and for the second term∣∣∣ ∫
Rn
Kn,m(.− y)
∂
∂xi
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvρ,k,lj,p (τ, y)
))
dy
∣∣∣
L∞
≤
∣∣∣ ∫
Rn
Kn,m(.− y)
∂
∂xi
((∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)
))
dy
∣∣∣
L∞
×
∣∣∣δvρ,k,lj,p (τ, y)∣∣∣
L∞
(163)
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So we are left with the measure of a convolution in L∞ of the form
∣∣∣ ∫
Rn
Kn,m(.− y)
∂
∂xi
( n∑
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, y)

)dy∣∣∣
L∞
(164)
Again this can be done by splitting up the kernel φǫKn,m(.) ∈ L
1 and (1 −
φǫ)Kn,m(.) ∈ L
2, so the inductive assumptions that
∂
∂xi

 n∑
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, .)

∣∣∣
L∞
≤ C lk ≤ C
l (165)
together with
∂
∂xi

 n∑
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(τ, .)

∣∣∣
L2
≤ C lk ≤ C
l (166)
are indeed sufficient.
Although some parts of the argument (such as the local L1-integrability
of the first order derivatives of the Laplacian kernel) are valid only in dimen-
sion n = 3, we note that we may extend this lemma by similar methods to
Sobolev spaces for n > 3 and to stronger Sobolev spaces. The extension to
stronger Sobolev spaces is especially easy if we consider the Hm estimates
only at integer time points l ≥ 1 which is sufficient if we add a little classical
regularity theory for the appoximating functionals. We denote the extension
for the controled scheme and prove it again in the case n = 3.
Lemma 3.12. Let n = 3 and let vr,ρ,l−1i (l−1, .) ∈ H
m∩H2,∞ for m ≥ 2 For
l ≥ 1 there is a time step size ρl ∼
1
l depending otherwise only on dimesnion
and viscosity (explicit description in the proof) such that we have for all
τ ∈ [l − 1, l]
vr,ρ,0,li (τ, .) ∈ H
m and δvr,ρ,k,l(τ, .) ∈ Hm (167)
and
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,0,li (τ, .)|Hm ≤
1
2
, (168)
and for k ≥ 1
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k,li (τ, .)|Hm ≤
1
2
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k−1,li (τ, .)|Hm
(169)
for all 1 ≤ i ≤ n and all k ≥ 0. Furthermore similar estimates hold for
H2,∞-spaces, i.e., we have
vr,ρ,0,li (τ, .) ∈ H
2,∞ and δvr,ρ,k,l(τ, .) ∈ H2,∞ (170)
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and
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,0,li (τ, .)|H2,∞ ≤
1
2
, (171)
and for k ≥ 1
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k,li (τ, .)|H2,∞ ≤
1
2
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k−1,li (τ, .)|H2,∞ .
(172)
Proof. First we describe the controlled scheme. At each time step l we have
a functional series (
vr,ρ,k,li
)
k∈N
, (173)
where for k + 1 ≥ 1 the functions vr,ρ,k,li = v
ρ,k,l
i + r
l
i satisfy the Cauchy
equation

∂vr,ρ,k+1,li
∂τ − ρlν
∑n
j=1
∂2vr,ρ,k+1,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,k,l
j
∂vr,ρ,k+1,li
∂xj
=
∂rli
∂τ − ρlν
∑n
j=1
∂2rli
∂x2j
+ ρl
∑n
j=1 r
l
j
∂vr,ρ,k+1,li
∂xj
+ ρl
∑n
j=1 v
r,ρ,k+1,l
j
∂rli
∂xj
+ρl
∑n
j=1 r
l
j
∂rli
∂xj
+ ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,k,lk
∂xj
∂vr,ρ,k,lj
∂xk
)
(τ, y)dy,
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,k,lk
∂xj
∂rlj
∂xk
)
(τ, y)dy
−ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂rlk
∂xj
∂rlj
∂xk
)
(τ, y)dy,
vr,ρ,k+1,l(l − 1, .) = vr,ρ,k,l(l − 1, .).
(174)
As described in the introduction, having computed vr,ρ,l−1i (l − 1, .) we
first determine v∗,ρ,1,li , 1 ≤ i ≤ n via the linear equation

∂v∗,ρ,1,li
∂τ − ρlν
∑n
j=1
∂2vr,ρ,1,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,l−1
j
∂v∗,ρ,1,li
∂xj
=
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂v∗,ρ,l−1k
∂xj
∂vρ,l−1j
∂xk
)
(l − 1, y)dy,
v∗,ρ,1,l(l − 1, .) = vr,ρ,l−1(l − 1, .).
(175)
Inductively, we have vr,ρ,l−1i (l − 1, .) ∈ C
2, hence, classical theory of linear
parabolic equations tells us that
vr,ρ,li ∈ C
1,2 ([l − 1, l]× Rn) . (176)
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Then we define
rli(., .) = r
l−1
i −
(
v∗,ρ,1,li (., .) − v
r,ρ,l−1
i (l − 1, .)
)
. (177)
Again, inductively we have rl−1i (l − 1, .) ∈ C
2, hence we have
rli ∈ C
1,2 ([l − 1, l]× Rn) . (178)
With the control function rli defined in (177) we have to prove the contraction
in L∞ ×H2 for the functional increments δvr,ρ,k,li , 1 ≤ i ≤ n, which satisfy
the equation

∂δvr,ρ,k,li
∂τ − ρlν
∑n
j=1
∂2δvr,ρ,k,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,k−1,l
j
∂δvr,ρ,k,li
∂xj
= −ρl
∑n
j=1 δv
r,ρ,k−1,l
j
∂vr,ρ,k−1,li
∂xj
+ ρl
∑n
j=1 r
l
j
∂δvr,ρ,k,li
∂xj
+ ρl
∑n
j=1 δv
r,ρ,k−1,l
j
∂rli
∂xj
+ρl
∫
Rn
Kn,i(x− y)
((∑n
j,k=1
(
vρ,k,lk,j + v
ρ,k−1,l
k,j
)
(τ, y)
) (
δvρ,k,lj,k (τ, y)
) )
dy,
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂δvr,ρ,k−1,lk
∂xj
∂rlj
∂xk
)
(τ, y)dy
δvr,ρ,k,l(l − 1, .) = 0.
(179)
From classical theory of scalar linear parabolic equations and Sobolev em-
bedding we have for all τ ∈ [l − 1, l] that
vr,ρ,k,lj (τ, .) = v
r,ρ,1,l
j (τ, .) +
k∑
m=2
δvr,ρ,m,l(τ, .) ∈ H2 ⊂ Cα (180)
for α ∈ (0, 0.5) and uniformly with respect to τ ∈ [l − 1, l]. Moreover, we
know inductively that vr,ρ,k,lj (τ, .) ∈ C
2 for all τ ∈ [l − 1, l]. For k = 1 this
is by definition of the control function. As in the case of the uncontolled
scheme considered above inductively with respect to the subiteration index
k we know that the fundamental solution pk,l of
∂pk,l
∂τ
− ρlν
n∑
j=1
∂2δpk,l
∂x2j
+ ρl
n∑
j=1
vρ,k,lj
∂pk,l
∂xj
= 0 (181)
exists, and it follows that the solution of the linear problem (179) has the
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representation
δvr,ρ,k+1,li (τ, x) =
−ρl
∫ τ
l−1
∫
Rn
∑
j
(
δvr,ρ,k−1,lj
∂vr,ρ,k−1,li
∂xj
)
(s, y)pk,l(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
Kn,i(z − y)
((∑n
j,k=1
(
vr,ρ,k,lk,j + v
r,ρ,k−1,l
k,j
)
(τ, y)
)
×
(
δvr,ρ,k,lj,k (τ, y)
))
pk,l(τ, x, s, z)dydzds
+ρl
∫ τ
l−1
∫
Rn
(∑n
j=1 r
l
j
∂δvr,ρ,k,li
∂xj
(s, y)
)
pk,l(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
(∑n
j=1 δv
r,ρ,k−1,l
j
∂rli
∂xj
)
(s, y)pk,l(τ, x, s, z)dyds
−2ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)∑n
j,k=1
(
∂δvr,ρ,k−1,lk
∂xj
∂rlj
∂xk
)
(τ, y)dy×
×pk,l(τ, x, s, z)dzds.
(182)
As in the case of the uncontrolled scheme we may differentiate under the
integral such that we get the representation for first order derivative δvρ,k+1,li,m
(Einstein notation) is obtained by replacing the fundamental solution pk,l
in (182) by pk,l,m. Similarly we get the second order derivatives we have the
representation by replacing first order derivatives pk,l,m of the fundamental
solution pk,l by the adjointpk,l,∗,m and adding one derivative at the other factors
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while shifting in the presence of Laplacian kernels. More precisely, we have
∂2
∂xm∂xq
δvr,ρ,k+1,li (τ, x) =
+ρl
∫ τ
l−1
∫
Rn
∑
j
∂
∂xm
(
δvr,ρ,k,lj
∂vr,ρ,k−1,l
∂xj
)
(s, y) ∂∂xq p
k,l,∗(τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
Kn,m(z − y)
∂
∂xi
((∑n
j,p=1
(
vr,ρ,k,lp,j + v
r,ρ,k−1,l
p,j
)
(τ, y)
)
×
(
δvr,ρ,k,lj,p (τ, y)
))
∂
∂xq
pk,l,∗(τ, x, s, z)dydsdydz
+ρl
∫ τ
l−1
∫
Rn
(∑n
j=1 r
l
j
∂δvr,ρ,k,li
∂xj
(s, y)
)
pk,l,∗,q (τ, x, s, y)dyds
+ρl
∫ τ
l−1
∫
Rn
(∑n
j=1 δv
r,ρ,k−1,l
j
∂rli
∂xj
)
(s, y)pk,l,∗,q (τ, x, s, z)dyds
−2ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)∑n
j,k=1
(
∂δvr,ρ,k−1,lk
∂xj
∂rlj
∂xk
)
(s, y)dy×
×pk,l,∗,q (τ, x, s, z)dzds.
(183)
and where pk,l,∗ denotes the adjoint (consider also part I of this article).
From these represenations we can prove contraction by the use of classical
analysis ans some modest Sobolev theory. Let us first considerH1 estimates.
Locally around the origin we may still use the standard a priori estimate for
first order spatial derivatives of the Gaussian majorant of the adjoint of the
fundamental so0lution, i.e.,
∣∣∣ C
(τ − s)(n+1)/2
exp
(
−
λ(.)2
4(τ − s)
) ∣∣∣ ≤ c
(t− s)α|x− y|n+1−2α
(184)
which holds for some constant c > 0 and some parameter α ∈ (0.5, 1). It
is clear that a stronger local estimate holds for for the Gaussian itself. On
a domain which is the complement of a ball around the origin the gaussian
majorant of the adjoint of the fundamental solution behaves nicely. Hence,
we surely have for all τ > s∫ τ
0
∣∣∣ C
(τ − s)(n+1)/2
exp
(
−
λ(.)2
4(τ − s)
) ∣∣∣
L1
ds ≤ C (185)
for some constant C > 0 wich is independent of t − s. First we observe
that we may consider the spatial convolution first due to Fubini, and apply
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a Young inequality for fixed t > s. We get∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl
∫ τ
l−1
∣∣∣∑j ∂∂xm
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, .)
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)
×
(
δvρ,k,lj,p (s, y)
))
dy
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣∑nj=1 rlj ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ (∑nj=1 δvr,ρ,k−1,lj ∂rli∂xj
)
(s, .)
∣∣∣
L2
C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+2ρl
∫ τ
l−1
∣∣∣ ∫
Rn
(
∂
∂xi
Kn(.− y)
)∑n
j,k=1
(
∂δvr,ρ,k−1,lk
∂xj
∂rlj
∂xk
)
(s, .)
∣∣∣
L2
×
×
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
dzds.
(186)
We still have convolution with respect to time and spatial convolutions in-
volving first order derivatives of the Laplacian kernel. We postpone the
consideration of the former and have a closer look at the latter first. As in
the case of an uncontrolled scheme we consider partitions of unity
K,i = φǫK,i + (1− φǫ)K,i, (187)
where φǫ is a locally supported smooth function which equals 1 around the
origin as it is defined above in our treatment of the uncontrolled scheme.
This has the advantage that we can split up sums involving first order
derivatives of the Laplacian kernel where we may use φǫK,i ∈ L
1 and
(1− φǫ)K,i ∈ L
2. Let us consider the second term on the right side of
(186) first. Again it is the most convenient method in order to obatin a
local L∞ ×H2 contraction result is to combine it with a L∞ ×H2,∞ con-
traction result. This makes it easier to extract the function increment δvr,ρ,li .
Accordingly and inductively, we assume for every substage k
maxp∈{1,··· ,n}
∣∣ sup(s,y)∈[l−1,l]×Rn vρ,k,lp (s, y)∣∣+
maxp,j∈{1,··· ,n} sup(s,y)∈[l−1,l]×Rn
∣∣vρ,k,lp,j (s, y)∣∣+
maxp,j,m∈{1,··· ,n} sup(s,y)∈[l−1,l]×Rn
∣∣vρ,k,lp,j,m(s, y)∣∣ ≤ Ck
(188)
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where Ck > 0 is a nondercreasing sequence of constants which we want to
have uniformal bounded. We have∣∣vρ,k,lp,j (s, y) + vρ,k−1,lp,j (s, y)∣∣
≤
∣∣vρ,k,lp,j (s, y)∣∣+ ∣∣vρ,k−1,lp,j (s, y)∣∣ ≤ Ck + Ck−1 ≤ 2Ck.
(189)
Hence for the second term on the right side of (186) we may write
ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)
δvρ,k,lj,p (s, y)
)
dy
∣∣∣
L2
ds
≤ ρl
∫ τ
l−1 nmaxp∈{1,··· ,n}
∣∣∣ ∫
Rn
Kn,m(.− y)2n
2Ckδv
ρ,k,l
j,p (s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 nmaxp,q∈{1,··· ,n}
∣∣∣ ∫
Rn
Kn,m(.− y)2n
2Ckδv
ρ,k,l
j,p,q(s, y)dy
∣∣∣
L2
ds
≤ ρl
∫ τ
l−1 nmaxp∈{1,··· ,n}
∣∣∣ ∫
Rn
(φǫKn,m) (.− y)2n
2Ckδv
ρ,k,l
j,p (s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 nmaxp,q∈{1,··· ,n}
∣∣∣ ∫
Rn
(φǫKn,m) (.− y)2n
2Ckδv
ρ,k,l
j,p,q(s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 nmaxp∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)2n
2Ckδv
ρ,k,l
j,p (s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 nmaxp,q∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)2n
2Ckδv
ρ,k,l
j,p,q(s, y)dy
∣∣∣
L2
ds
(190)
The first two summands on the right side of (190) have a localised kernel
in L1 and can therefore be estimated by the Young inequality, i.e., with the
bound ∣∣φǫK,i∣∣L1 ≤ CK (191)
we have
ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)
δvρ,k,lj,p (s, y)
)
dy
∣∣∣
L2
ds
≤ ρl
∫ τ
l−1 2n
3CkCK maxp∈{1,··· ,n}
∣∣∣δvρ,k,lj,p (s, .)∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3CkCK maxp,q∈{1,··· ,n}
∣∣∣δvρ,k,lj,p,q(s, .)∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3Ckmaxp∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)δv
ρ,k,l
j,p (s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3Ckmaxp,q∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)δv
ρ,k,l
j,p,q(s, y)dy
∣∣∣
L2
ds
(192)
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In order to estimate the last to summands on the right side we first observe
that
(1− φǫ)Kn,m(.) ∈ H
2, (193)
where we introduce some consatant C2K such that∣∣ (1− φǫ)Kn,m(.)∣∣H2 ≤ C2K . (194)
We have
+ρl
∫ τ
l−1 2n
3Ckmaxp∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)δv
ρ,k,l
j,p (s, y)dy
∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3Ckmaxp,q∈{1,··· ,n}
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)δv
ρ,k,l
j,p,q(s, y)dy
∣∣∣
L2
ds
≤ ρl
∫ τ
l−1 2n
3Ck
∣∣∣ ∫
Rn
(1− φǫ)Kn,m(.− y)δv
ρ,k,l
j (s, y)dy
∣∣∣
H2
ds
(195)
Now in case of dimension n = 3 for the term on the right side of (195) we
may apply the product rule for Sobolev spaces, i.e., the rule that∣∣fg∣∣
Hs
≤ Cs
∣∣f ∣∣
Hs
∣∣g∣∣
Hs
(196)
for s > n2 and some constant Cs. Hence for this Cs with s = 2 the right side
of (195) is bounded by
ρl
∫ τ
l−1
2n3CkC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
ds. (197)
Summing up the argument we have
ρl
∫ τ
l−1
∣∣∣ ∫
Rn
Kn,m(.− y)
(
∂
∂xi
(∑n
j,p=1
(
vρ,k,lp,j + v
ρ,k−1,l
p,j
)
(s, y)
)
δvρ,k,lj,p (s, y)
)
dy
∣∣∣
L2
ds
≤ ρl
∫ τ
l−1 2n
3CkCK maxp∈{1,··· ,n}
∣∣∣δvρ,k,lj,p (s, .)∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3CkCK maxp,q∈{1,··· ,n}
∣∣∣δvρ,k,lj,p,q(s, .)∣∣∣
L2
ds
+ρl
∫ τ
l−1 2n
3CkC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
ds.
(198)
Lets go back to (186). There are two convolutions with first order spatial
derivatives of the Laplacian kernel. One is estimated above, and the other
(the last bterm on the right side of (186) involving the control function rli
can be estimated similarly if we introduce the constant
maxi∈{1,··· ,n} supτ∈[l−1,l],y∈Rn
∣∣rli(τ, y)∣∣+
maxi,p∈{1,··· ,n} supτ∈[l−1,l],y∈Rn
∣∣rli,p(τ, y)∣∣
+maxi,p,q∈{1,··· ,n} supτ∈[l−1,l],y∈Rn
∣∣rli,p,q(τ, y)∣∣ ≤ Cr.
(199)
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We apply these estimates to the right side of (186) and get
∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl
∫ τ
l−1
∣∣∣∑j ∂∂xm
(
δvρ,k,lj
∂vρ,k−1,li
∂xj
)
(s, .)
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1 2n
3CkC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣∑nj=1 rlj ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
L2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1
∣∣∣ (∑nj=1 δvr,ρ,k−1,lj ∂rli∂xj
)
(s, .)
∣∣∣
L2
C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
2ρl
∫ τ
l−1 2n
3CrC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds.
(200)
Next we use the upper bounds in (188) and (199) in order get∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤
∑n
j=1 ρl
∫ τ
l−1
∣∣∣nCk (δvρ,k,lj ) (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+ρl
∫ τ
l−1 2n
3CkC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
i,j=1 ρl
∫ τ
l−1
∣∣∣nCr ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
H1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
j=1 ρl
∫ τ
l−1
∣∣∣nCrδvr,ρ,k−1,lj (s, .)∣∣∣
H1
C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
j=1 2ρl
∫ τ
l−1 2n
3CrC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds.
(201)
We have a lot of convolutions with respect to time in the latter expression.
However, since the factors are positive for each summand we may take the
supremum of one factor and integrate the other one over time using the
Gaussian estimate above. Inductively, all the functions (integrands in (204))
s→
∣∣∣nCk (δvρ,k,lj ) (s, .)∣∣∣
H2
s→
∣∣∣nCr ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
H1
(202)
are in L∞ ([l − 1, l]) ∩ C ([l − 1, l]) (especially, continuous and bounded),
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hence we may estimate by suprema writing∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤
∑n
j=1 ρl sups∈[l−1,l]
∣∣∣nCk (δvρ,k,lj ) (s, .)∣∣∣
H2
∫ τ
l−1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
j=1 ρl2n
3CkC
2
KCs sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
∫ τ
l−1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
i,j=1 ρl sups∈[l−1,l]
∣∣∣nCr ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
H1
∫ τ
l−1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
j=1 ρl sups∈[l−1,l]
∣∣∣nCrδvr,ρ,k−1,lj (s, .)∣∣∣
H1
∫ τ
l−1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds
+
∑n
j=1 2ρl sups∈[l−1,l] 2n
3CrC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
ds
∫ τ
l−1
∫ τ
l−1
∣∣∣ C
(τ−s)(n+1)/2
exp
(
− λ(.)
2
4(τ−s)
) ∣∣∣
L1
ds.
(203)
We assume (generic) C > 0 is the L1-bound of the time-integrated spatial
derivative of the Gaussian as in (185). We get∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤
∑n
j=1 ρl sups∈[l−1,l]
∣∣∣nCk (δvρ,k,lj ) (s, .)∣∣∣
H2
C
+
∑n
j=1 ρl2n
3C lkC
2
KCs sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
C
+
∑n
i,j=1 ρl sups∈[l−1,l]
∣∣∣nC lr ∂δvr,ρ,k,li∂xj (s, .)
∣∣∣
H1
C
+
∑n
j=1 ρl sups∈[l−1,l]
∣∣∣nC lrδvr,ρ,k−1,lj (s, .)∣∣∣
H1
C
+
∑n
j=1 2ρl sups∈[l−1,l] 2n
3C lrC
2
KCs
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
dsC.
(204)
We can estimate the right side withe repect to oneH2-norm (with supremum
over time). Summing up constants and assuming w.l.o.g. that C lk, C
l
r, C
2
K , Cs, C ≥
47
1 we have∣∣∣ ∂2∂xm∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl(nC
l
kC + 2n
4C lkC
2
KCs + n
3C lr + n
2Cr + 4n
3C lrC
2
KCs)×
× sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
≤ ρl4n
4(C lk + C
l
r)C
2
KCsC sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
(205)
The inductive linear growth of the constants C lk + C
l
r with respect to the
time step number l ≥ 1 is consumated by the time step size ρl. At his point
we still have a series of constants C lk which depend on the substep number
k. However, using analogous observations as in the uncontrolled case above
we can repeat the argument above for H2,∞ spaces. We have
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,0,li (τ, .)|H2,∞ ≤
1
2
, (206)
and for k ≥ 1
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k,li (τ, .)|H2,∞ ≤
1
2
max
i∈{1,··· ,n}
sup
τ∈[l−1,l]
|δvr,ρ,k−1,li (τ, .)|H2,∞ .
(207)
for ρl as in (210) below. This leads to the conclusion that we may define
C l = 2C l1, (208)
where
C lk ≤ C
l for all k ≥ 1. (209)
This justifies the induction hypothesis concerning the H2,∞-norm of the
approximations vr,ρ,k,li , and we may choose
ρl =
1
2(n + 1)2ρl4n4(C l + C lr)C
2
KCsC
(210)
The additional factor in the denominator (apart from 2) is due to the fact
that we have other terms in the H2-norm of course. Indeed we may count
1 + n+ n2 in the classical definition of the H2 norm. Then we observe that
the first derivatives can be estimated by the same argument with the first
order derivatives of the fundamental solution replaced by the fundamental
solution itself, and the first order derivative of the Gaussian a priori majorant
replaced by the Gaussian itself. The estimate even simplifies since we do not
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need the adjoint. Clearly, L2 estimates can be achieved similarly and have
the right side (205) as an upper bound a fortiori. We have∣∣∣ ∂∂xq δvρ,k+1,li (τ, .)
∣∣∣
L2
≤ ρl(nC
l
kC + 2n
4C lC2KCs + n
3C lr + n
2Cr + 4n
3C lrC
2
KCs)×
× sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
≤ ρl4n
4(C l + C lr)C
2
KCsC sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
,
(211)
and ∣∣∣δvρ,k+1,li (τ, .)∣∣∣
L2
≤ ρl4n
4(C lk +C
l
r)C
2
KCsC sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
,
(212)
and with the choice of ρl in (??) we have
supτ∈[l−1,l]
∣∣∣δvρ,k+1,li (τ, .)∣∣∣
H2
≤ 12 sups∈[l−1,l]
∣∣∣δvρ,k,lj (s, .)∣∣∣
H2
,
(213)
as desired.
Recall that in the controlled scheme we choose
δrli = r
l
i − r
l
i(l − 1, .) := −
(
v∗,ρ,1,li − v
r,ρ,l−1
i (l − 1, .)
)
, (214)
where vr,ρ,1,li := v
∗,ρ,1,l
i . Next we observe that for this choice we have indeed
linear growth on a time scale ρl ∼
1
l , or that the controlled scheme is global.
We have
Theorem 3.13. For all m ≥ 0 there is a a constant Cm independent of the
time step number l such that
|vr,ρ,li (l, .)|Hm ≤ |v
r,ρ,l−1
i (l − 1, .)|Hm + Cm (215)
Proof. For m = 2 the proof of this lemma is almost included in the proof of
lemma 3.12, which is a a natural extension of the lemma 3.10 above. First
the choice
rli = r
l−1
i (l − 1, .) −
(
v∗,ρ,1,li − v
r,ρ,l−1
i (l − 1, .)
)
(216)
implies
vr,ρ,1,li = v
∗,ρ,1,l
i + δr
l
i = v
r,ρ,l−1
i (l − 1, .). (217)
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Hence
vr,ρ,li = v
r,ρ,1,l
i +
∑∞
k=2 δv
r,ρ,k,l
i
= vr,ρ,l−1i (l − 1, .) +
∑∞
k=2 δv
r,ρ,k,l
i
(218)
From the preceding lemma we have
|vr,ρ,li (l, .)|Hm = |v
r,ρ,1,l
i (l, .)|Hm +
∑∞
k=2 |δv
r,ρ,k,l
i (l, .)|Hm
≤ |vr,ρ,l−1i (l − 1, .)|Hm + 2|δv
r,ρ,1,l
i (l, .)|Hm
≤ |vr,ρ,l−1i (l − 1, .)|Hm + 1.
(219)
We conclude that we have linear growth on a time scale defined by the time
step size ρl ∼
1
l . This implies that the first order coefficients of the linearized
equations for vρ,0,li , 1 ≤ i ≤ n are uniformly bounded, i.e., we have for any
Ho¨lder norm |.|α with Ho¨lder coefficient α ∈ (0, 1)
|vρ,l−1(l − 1, .)|α ≤ C (220)
for some constant C > 0 independently of the time step number l. Moreover,
we have Ho¨lder continuity of all correction terms δvρ,k,li , 1 ≤ i ≤ n, k ≥ 1
uniformly in τ ∈ [l − 1, l] and independently of the time step number l ≥ 1.
This implies that the scheme is global.
The argument we have proposed here is considerable simpler then the
argument in [6] where a dynamic control function used is much more com-
plicated. On the other hand, the dynamic control function used in [6] im-
plies directly that the function is globally bounded and it may stabilize the
scheme. Furthermore it allows for a uniform time step size which is an ad-
vantage from the numerical point of view. It may also be used in other
situations. Note that the present argument also leads to a different proof
of the classical proofs for global L2-existence in [3] and [10]. It would be
interesting to apply the scheme using probabilistic methods considered in
[1], [2], [5], and [4].
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