Abstract-In mobile ad hoc networks, node mobility causes frequent link failures, thus invalidating the routes containing those links. This leads the frequent operation of route reconstruction that consumes lots of the network resources and the energy of nodes. Many efforts have been made to design reliable routing protocols that discover long lifetime routes. In these protocols by using reliability metrics for route selection, more reliable routes are discovered. In this paper, we review two mostly used network layer reliability metrics; "Route Expiration Time" and "Probabilistic Route Reliability" and propose a new one; "Probabilistic Route Reliability with Distance". Afterwards, the efficiency of these reliability metrics is evaluated by simulation experiments in different network conditions. The focus was concentrated on the number of route reconstructions as the performance metric. Simulation results show that by using all these three reliability metrics, number of route reconstructions is reduced and for the proposed one, the results are better than the others.
INTRODUCTION
The Mobile Ad Hoc Network (MANET) allows a more flexible communication model than traditional wire line networks since the user is not limited to a fixed physical location [1] . It is a new special network that does not have any fixed wired communication infrastructure or other network equipments. With no pre-existing fixed infrastructure, MANETs are gaining increasing popularity because of their ease of deployment and usability anytime and anywhere. So they are viewed as suitable systems which can support some specific applications as virtual classrooms, military communications, emergency search and rescue operations, data acquisition in hostile environments, communications set up in Exhibitions, conferences and meetings, in battle field among soldiers to coordinate defense or attack, at airport terminals for workers to share files etc.
Host mobility can cause unpredictable network topology changes in MANETs. Hence, a highly adaptive routing scheme to deal with the dynamic topology is required. Many unicast routing protocols have been proposed for MANETs to achieve efficient routing [2] .
Using a proactive or table-driven routing protocol, nodes in a MANET continuously evaluate routes to all reachable nodes and attempt to maintain consistent, up-to-date routing information. When a network topology change occurs, respective updates must be propagated throughout the network to notify the change. In a reactive or on demand routing protocol, routing paths are searched only when needed. When a source node wants to send packets to the destination but no route is available, it initiates a route discovery operation. Typically, when wireless network size increase (beyond certain thresholds), flat routing schemes become infeasible because of link and processing overhead. Wireless hierarchical routing is based on the idea of organizing nodes in groups and then assigning nodes different functionalities inside and outside of a group. The advances in the development of Global Positioning System (GPS) nowadays make it possible to provide location information in the mobile nodes of MANET. In a position based routing protocol, instead of using routing tables and network addresses, the routing decisions are made based on the current location of the source and the destination nodes.
In all the unicast routing protocols, the robustness of the route is generally not involved as a requirement for its selection. Consequently, route breakups will frequently occur, induced by nodal mobility and/ or nodal and link failures as well as by fluctuations in the communications transport quality experienced across the network's communications links. On the other hands, route breakups lead the frequent operation of rebuilding routes that consume lots of the network resources and the energy of nodes.
In a reliable routing protocol, by using reliability metrics for route selection, more reliable routes are discovered. In this paper, we review two mostly used network layer reliability metrics; "Route Expiration Time" and "Probabilistic Route Reliability" and propose a new one; "Probabilistic Route Reliability with Distance". Afterwards the efficiency of the three reliability metrics is evaluated by simulation experiments in different network conditions. The rest of this paper is organized as follows. Section II provides an overview of previous efforts in discovering stable routes. In section III, the three aforementioned network layer reliability metrics for reliable route discovery are described. Section IV explains our simulation experiments. Section V presents the results of our simulations and finally conclusion of paper comes in section VI.
II. OVERVIEW AND RELATED WORK
Many efforts have been made to design reliable routing protocols [3 -9] . These protocols use these methods to enhance the reliability of the routing protocol: All of these protocols enhance route reliability and reduce the number of times that routes rebuild. Each protocol has its own advantages and disadvantages. Actually, a suitable reliable unicast routing protocol should be chosen based on network conditions and application demands. Reference [10] has a protocols comparison table that provides a guide line for such choice.
III. RELIABILITY METRICS FOR RELIABLE ROUTE DISCOVERY

A. Route Expiration Time (RET)
RET for a route is equal to the minimum Link Expiration Time (LET) of the links that used on that route [4] . The LET can be obtained by using the principle that two neighbors in motion will be able to predict future disconnection time. Such a prediction can be accomplished by the following method. The motion parameters of two neighboring nodes can be obtained by using the global positioning system (GPS). A free space propagation model is assumed in which the signal strength solely depends on the distance to the transmitter. It is also assumed that all nodes have their clocks synchronized using the GPS clock. If we know the motion parameters of two nodes, we can calculate the duration of time that these two nodes remain connected. The speed and heading of a mobile node can be obtained from the mobile node's own instruments and sensors (e.g., compass, odometer, speed sensors). For the sake of simplicity, we assume that nodes n1 and n2 have equal transmission radius r and that they are initially within hearing range. Let ‫,1ݔ(‬ ‫)1ݕ‬ and ‫,2ݔ(‬ ‫)2ݕ‬ denote the x-y position for node n1 and n2, respectively. Also let ‫1ݒ‬ ܽ݊݀ ‫2ݒ‬ denote their speeds along the directions ߠ1 ܽ݊݀ ߠ2, respectively. Then the duration of time between n1 and n2 is given by the following equation:
Note that ܽ= ‫1ݒ‬cosߠ1í ‫2ݒ‬cosߠ2, ܾ= ‫1ݔ‬í ‫,2ݔ‬ ܿ= ‫1ݒ‬sinߠ1í ‫2ݒ‬sinߠ2, ݀= ‫1ݕ‬í ‫.2ݕ‬ In addition, the equation cannot be applied when ‫=1ݒ‬ ‫2ݒ‬ and ߠ1= ߠ2, and when ‫=ܶܧܮ‬ .
In order for the information from the GPS to be utilized, the packets must include extra fields. When a source node sends a request packet, the packet appends its location, direction, and speed. The next hop of the source node receives the request packet to predict the link expiration time between itself and the source node. Finally, the RET is equal to the minimum LET for the links of that route. This is the link that will be broken before the other links, so it is the most unreliable link.
B. Probabilistic Route Reliability (PRR)
PRR for a route is equal to the minimum Probabilistic Link Reliability (PLR) of the links that used on that route [5] . For PLR computation, we must have the average link failure rate ߩ for the network. So in the first step, we must run our simulation experiments for the base protocol, and compute the ߩ. After that we can compute link reliability with system reliability equation:
Link reliable time can be estimated through the link reliability given an estimation rule, such as from now to when the link reliability is higher than a certain threshold. (In our implementation, we assume 10% threshold.) After that we compute the PLR by the following equation: PLR = LinkReliableTime / MAXLinkReliableTime * 10 (3) Finally, the PRR is equal to the minimum PLR for the links of that route. This is the link with minimum reliable time or maximum probability of breakage, so it is the most unreliable link too.
C. Probabilistic Route Reliability with Distance (PRRwDIS)
Like RET and PRR, PRRwDIS for a route is equal to the minimum Probabilistic Link Reliability with Distance (PLRwDIS) of the links that used on that route. For PLRwDIS, we must compute PLR first. In this case, we need Location Information too. Let ‫,1ݔ(‬ ‫)1ݕ‬ and ‫,2ݔ(‬ ‫)2ݕ‬ denote the x-y position for node n1 and n2, respectively. Then the distance of n1 and n2 is given by the following equation:
The weight function for computing the PLRwDIS is: PLRwDIS= (C1*PLR) -(C2*Distance/MAXDistance) (5) In our implementation, we assume that C1 = C2 = 100. Finally, the PRRwDIS is equal to the minimum PLRwDIS for the links of that route. According to equation (5) , in this case for selecting the most unreliable link, in addition to link reliable time, we consider the link length too. We select the link with minimum PLR, and if the PLRs are equal or close, the links with higher length are selected. Hence, a better selection can be expected.
IV. SIMULATION EXPERIMENTS
In order to analyze and compare the efficiency of the three reliability metrics, we use Location Aided Routing protocol scheme 1 (LAR1) [11] as the base protocol for our simulation experiments. LAR1 is a reactive position based routing protocol. It exploits position information and is proposed to improve the efficiency of the route discovery procedure by limiting the scope of route request flooding. In LAR, a source node estimates the current location range of the destination node based on information of the last reported location and mobility pattern of the destination. It defines an expected zone as a region that is expected to hold the current location of the destination. During route discovery procedure, the route request flooding is limited to a request zone, which contains the expected zone and location of the source node.
In LAR1, when a source node S needs to find a route to a destination node D, it broadcasts a route request message (RREQ) to all its neighbors. A node, says X, on receiving a RREQ, compares the desired destination with its own identifier. If there is a match, it means that the request is for a route to itself (i.e., node X). Otherwise, node X broadcasts the request to its neighbors if it is in the request zone. To avoid redundant transmissions of route requests, a node X only broadcasts a particular route request once. (repeated reception of a route request is detected using sequence numbers.) As the RREQ is propagated to various nodes, the path followed by the request is included in the route request packet. On receiving the first RREQ, the destination node D responds by sending a route reply message (RREP) to the source. The RREP follows a path that is obtained by reversing the path followed by the RREQ received by D.
For our simulation experiments, we apply the following changes to the LAR1 and prepare Reliable LAR (REL-LAR) protocol:
-When a node receives a RREQ packet, it computes the link reliability metric and compares it with the link reliability metric of the packet. It updates the packet metric, if the computed one is less than the metric of the packet. ( By this method, we can find the minimum link reliability metric of the route)
-When destination node D receives a RREQ packet, it waits for a certain amount of time to receive other RREQ packets. Afterwards, node D selects the route with the maximum link reliability metric value as the routing path. Finally, the destination node D sends a RREP packet to the source node S.
-If we use flooding for RREQ, we can find more routes from the source to the destination. So in REL-LAR we always use flooding, instead of limiting the scope of the route request as LAR1.
We use QualNet simulator Version 4.5 [12] as the simulator for our study. The purpose of the simulations was to test the efficiency of the three reliability metrics under different network conditions. (Different node density, mobility speed and number of obstructions) The focus was concentrated on the number of route reconstructions as the performance metric. We simulate the base protocol LAR1 in the first step and afterwards, the simulation is repeated for three new protocols REL-LAR1, REL-LAR2, REL-LAR3. (REL-LAR with three different reliability metrics)
The control parameters used in the simulation experiments were network node density, maximum node mobility speed and propagation shadowing mean value. (The last parameter is related to the number of obstructions along the propagation path.) Average number of route reconstruction was then measured for the source nodes in three different experiments: Traffic source used in all experiments, was Constant Bit Rate (CBR). The packet size was 32 bytes and sending rate was set to 1 packet per second. For more realistic channel model [13] , in all experiments the Two-Ray Propagation Model with shadowing is used. Ten runs were conducted in each experiment and the average value of the results is computed. The values of important parameters are shown in table1. No. OF CBR SOURCES 3
Three simulation experiments are executed in this regards. In the first experiment, the terrain area is changed to 2 sq km and 3 sq km area. (So the node density is decreased.) For the second Experiment, the Mobility MAX Speed for Random Waypoint Mobility Model is changed to 30 and 50mps. Finally, in the third experiment, we change propagation shadowing mean of the propagation shadowing model to 5.5 and 7dB.
V. RESULTS AND DISCUSSIONS Fig. 1, 2 and 3 show the result of the three experiments 1, 2, 3 respectively for all routing protocols LAR1, REL-LAR1, REL-LAR2, and REL-LAR3. Fig. 1 shows that all the reliable protocols reduce the number of route reconstructions in comparison to LAR1. REL-LAR1 shows around 16% reduction because of its non-realistic free space propagation model, Whereas REL-LAR2 and REL-LAR3 shows nearly 30% and 40% reduction. REL-LAR3 exhibits highest reduction and hence reliability because it uses the new reliability metric PRRwDIS. In section 3 it is mentioned that for this metric we consider the link length information in addition to the probabilistic link reliable time. Therefore, it is expected that we have a better reliable route selection. Fig. 2 shows the result of experiment 2. In this case, REL-LAR1 has no considerable reduction in route reconstruction numbers in comparison to LAR1 because of its non-realistic free space propagation model. However, REL-LAR2 and REL-LAR3 shows nearly 24% and 31% reduction. Once again, REL-LAR3 exhibits the highest reduction with the same reason as the previous experiment. Fig. 3 shows the results of experiment 3 and it seems like Fig. 1 in terms of route reconstruction reduction. Here the reduction in the route reconstruction numbers is approximately 20%, 42% and 46% for REL-LAR1, REL-LAR2 and REL-LAR3 respectively with respect to the LAR1. In this case, the use of additional link length information in REL-LAR3 has a little effect on the efficiency of the reliability metric with respect to REL-LAR2 due to the higher number of obstructions along the propagation path. 
VI. CONCLUSION
In this paper, we analyze two mostly used network layer reliability metrics; " Route Expiration Time" and "Probabilistic Route Reliability" and propose a new one; "Probabilistic Route Reliability with Distance". By using QualNet simulator for our study, we evaluate the efficiency of these three reliability metrics under different network conditions. (Different node density, mobility speed and number of obstructions) The focus was concentrated on the number of route reconstruction as the performance metric. Simulation results show that by using all of these reliability metrics, number of route reconstructions is reduced in comparison to our base protocol LAR1. But For the first one (RET), we have minimum reduction due to the nonrealistic free space propagation model that is used for this metric. On the other hand, for the third one (PRRwDIS), by using link length information in addition to probabilistic route reliability, we have maximum reduction in the route reconstruction numbers.
