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Abstract
This paper studies the effect of dispersal on the permanence of population models in poor patchy
environment. We first consider the logistic system with dispersal for single species and obtain the
conditions for its permanence. On the basis of the conditions, we then consider a periodic predator–
prey system where the prey can disperse among several patches. A necessary and sufficient condition
is obtained for the permanence of the periodic predator–prey system. We discuss the biological im-
plications of the main results.
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Dispersal is a ubiquitous phenomenon in the natural world. Its importance in under-
standing the ecological and evolutionary dynamics of populations is mirrored by the large
number of mathematical models devoted to it in the scientific literature. Some of the math-
ematical models deal with a single population dispersing among patches. Some of them
deal with competition and predator–prey interactions in patchy environments (see [1–10,
12–33,35–39] and references cited therein).
The single-species dynamics in a patchy environment have been well studied. By ap-
plying cooperative system theory (see [26]), Takeuchi [30] succeeded in showing that in
an autonomous system composed of several patches connected by dispersal and occupied
by a single species, if the species is able to survive at a globally stable equilibrium point
when the patches are isolated, then it continues to be so for any dispersal rate at a differ-
ent equilibrium (depending on the dispersal rate). In other words, dispersal among patches
will not destabilize single-population dynamics. This result greatly generalizes some pre-
viously known results [2,15]. In [36], Wang and Chen showed that this result is also true
for the time dependent logistic dispersal system. In [7], Cui and Chen studied the time
dependent logistic model in poor patchy environments and established some results on the
permanence and extinction.
At the same time, two-species predator–prey discrete dispersal systems have been ex-
tensively studied in many articles (see [3,8–10,12,14–18,23,24,27–29,32] and references
cited therein). Most of the existing models deal with autonomous population systems and
indicate that a dispersal process in an ecological system is often considered to have a sta-
bilizing influence on the system [5,15], but it is also probably destabilizing the system
[19,20]. In [18], Kuang and Takeuchi showed that discrete diffusions are capable of both
stabilizing and destabilizing a given ecosystem. For time-dependent predator–prey sys-
tems in patchy environments, existing results have largely been restricted to permanence
and extinction analysis due to the increased complexity of global analysis. In [8], Cui and
Chen studied a time-dependent predator–prey system where the predator and prey disperse
among patches, and showed that dispersal can make the prey and predator permanent even
if the prey live in some poor patches.
There are two main objectives in the present paper. Firstly, we consider a time-
dependent single-species model in poor patchy environments, which is different from the
former studies, since we assume that there is neither cost nor gain during the dispersal
process. We focus our attention on the following problems: how does the dispersal affect
the survival of some local endangered species? Can it become permanent by choosing suit-
able dispersal rate? Secondly, on the basis of the first single-species model, we propose
a time-dependent predator–prey model in poor patchy environment. We study the effect
of dispersal on the behavior of predator and provide a necessary and sufficient condition
which guarantees for the predator–prey system to be permanent.
The predator–prey model that we choose to study here is motivated by the previous the-
oretical work in [6]. The model deals with a prey species that disperses among patches but
the predator species is confined to one patch with more food and suitable living environ-
ment. In the real world, there are many situations where species avoid a predator by using
somewhat different food supplies or by searching for food in different locations [3,22,23].
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one-prey, one-predator system in which the prey can disperse between one patch with little
food but no predator and one patch with more food and a predator (see [6]).
The organization of this paper is as follows. In the next section, we describe our model
in detail. In Section 3, we state and prove the main results for single-species and predator–
prey dispersal system, respectively. We try to interpret our mathematical results in terms of
their ecological implications and formulate our conclusions in Section 4.
2. The models and preliminaries
We first describe the following single-species system in a patchy environment:
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
(i = 1,2, . . . , n), (2.1)
where xi (i = 1,2, . . . , n) denotes the species x in patch i . bi(t), ai(t), and Dij (t) are all
continuous functions of time t ∈ (−∞,+∞) and are assumed to be periodic with common
period ω > 0. bi(t) is the intrinsic growth rate for species x in patch i; ai(t) represents the
self-inhibition coefficient and is assumed to be positive for 0  t < ω; and Dij (t) is the
dispersal coefficient of species x from patch j to patch i , Dii(t) = 0.
Notice in model (2.1), the dispersal term Dij (t)xj −Dji(t)xi is different from the com-
monly used dispersal term Dij (t)(xj − xi), the latter has been utilized by many authors [2,
4–9,18–25,27–33,35–37]. We adopt the new type of dispersal in order to describe another
kind of dispersal movement: there is neither cost nor gain during the dispersal process. On
the other hand, we focus our study on the more practical poor patchy environment. Our ob-
ject is to rescue the local species living in poor patches from local extinction and to make
all patches permanent by choosing suitable dispersal rate.
The predator is then introduced into one patch. We get the following predator–prey
system in patchy environment:
x˙1 = x1
[
b1(t)− a1(t)x1 − yφ(t, x1)
]+ n∑
j=1
(
D1j (t)xj − Dj1(t)x1
)
,
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
, i = 2, . . . , n, (2.2)
y˙ = y[−d(t)+ e(t)x1φ(t, x1)− f (t)y].
In the absence of predator (y = 0) this model would reduce to (2.1). The term x1φ(t, x1)
is called the predator functional response; x1φ(t, x1) is the number of prey consumed
per predator in unit time. In addition to the assumption in (2.1) we assume that func-
tions d(t), e(t), f (t), φ(t, x1) are all continuous and ω-periodic with time t , and ai(t) > 0,
d(t) > 0, e(t) > 0, f (t) > 0, Dij (t)  0, Dii(t) = 0 (i, j = 1,2, . . . , n); x1φ(t, x1) is
bounded as x1 → ∞, and that
φ(t, x1) 0,
∂
φ(t, x1) 0,
∂ (
x1φ(t, x1)
)
 0. (2.3)∂x1 ∂x1
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of prey per predator increases but the fraction of the total prey population consumed per
predator decreases. Some explicit forms for the predator functional response that have been
used are
x1φ(t, x1) = B(t)x1
x1 + A(t)
(
Holling (1965)),
x1φ(t, x1) = a(t)
(
1 − exp(−cx1)
) (
Ivlev (1961))
x1φ(t, x1) = a(t)xq1 (q < 1)
(
Rosenzweig (1971)).
The model (2.2) describes a kind of actual biological phenomenon where the prey
species disperse among different patches in order to avoid a predator, and the predator
species live in some patches i ∈ I ⊂ N = {1,2, . . . , n} with suitable environment and more
food. On the contrary, the other patch j ∈ N − I has a little food for prey species such that
it will go to extinction gradually without the contribution from other patches (see [3,22,23]
for detail). For mathematical simplicity, we assume that the predator is confined to patch 1.
For any continuous ω-periodic function f (t) defined on R we denote
Aω
(
f (t)
)= ω−1
ω∫
0
f (t) dt, f M = max
t∈[0,ω]
f (t), f L = min
t∈[0,ω]f (t). (2.4)
In order to study the permanence of (2.1) and (2.2), we need the information on the
following periodic logistic model:
x˙ = x(b(t)− a(t)x), (2.5)
where b(t) and a(t) are ω-periodic functions, aM > 0. We have the following well-known
result.
Lemma 2.1. If Aω(b(t)) > 0, then (2.5) has a unique globally asymptotically stable posi-
tive ω-periodic solution; if Aω(b(t)) 0, then the trivial solution x = 0 of (2.5) is globally
asymptotically stable.
This lemma can be found in many articles, for example [39].
3. Main results
We now state and prove the main results with respect to model (2.1) and model (2.2).
The system of differential equations
x˙ = F(t, x), x ∈ Rn
is said to be permanent if there exists a compact set K in the interior of Rn+ =
{(x1, x2, . . . , xn) ∈ Rn: xi  0, i = 1,2, . . . , n}, such that all solutions starting in the in-
terior of Rn+ ultimately enter and remain K . A sufficient condition for the permanence of
(2.1) is given in Theorem 3.1.
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DLji > 0 (i ∈ I, j ∈ N, i = j), Aω
(
B(t)
)
> 0, (H1)
where
B(t) = min
i∈I
{
bi(t) −
∑
j∈N−I
Dji(t)
}
.
Then (2.1) is permanent. If
DLji > 0 (i, j ∈ N, i = j), Aω
(
B(t)
)
> 0, (H2)
then (2.1) has a unique positive ω-periodic solution (x∗1 (t), x∗2 (t), . . . , x∗n(t)) which is glob-
ally asymptotically stable.
Proof. Obviously, Rn+ is a positively invariant set of (2.1). Define
ρ(t) =
n∑
i=1
xi(t),
where x(t) = (x1(t), x2(t), . . . , xn(t)) is any positive solution of (2.1). Calculating the
derivative of ρ(t) at t along the positive solution of (2.1), we have
ρ˙(t) ρ(t)
(
b(t)− a(t)ρ(t)),
where b(t) = maxi∈N {|bi(t)|+1}, a(t) = mini∈N {ai(t)}. By comparison theorem, we have
ρ(t) u(t) for all t  0, where u(t) is the solution of the following auxiliary equation:
u˙(t) = u(t)(b(t)− a(t)u(t)), u(0) = ρ(0).
Because of aL > 0, there exists a positive constant M , which is independent of any positive
solution of (2.1), such that
lim
t→∞ supρ(t) limt→∞ supu(t)M.
So
lim
t→∞ supxi(t)M, i = 1,2, . . . , n. (3.1)
Next we will prove
lim
t→∞ infxi(t)m, i = 1,2, . . . , n, (3.2)
where m(M) is a positive constant. Define
V (t) =
∑
i∈I
xi(t). (3.3)
Calculating the derivative of V (t) at t along the positive solution of (2.1), we have
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∑
i∈I
[
xi(t)
(
bi(t) − ai(t)xi(t)
)+ n∑
j=1
(
Dij (t)xj (t) −Dji(t)xi(t)
)]

∑
i∈I
[(
bi(t) −
∑
j∈N−I
Dji(t)
)
xi(t) − ai(t)x2i (t)
]
 V (t)
[
B(t) − C(t)V (t)], t  0,
where C(t) = maxi∈I {ai(t)}.
The following auxiliary equation
v˙(t) = v(t)[B(t) − C(t)v(t)] (3.4)
has a globally asymptotically stable positive ω-periodic solution v∗(t) under the as-
sumption (H1) and Lemma 2.1. Let v(t) be the solution of (3.4) with v(0) = V (0), so
V (t) v(t), t  0.
Moreover, from the global stability of v∗(t), there is a constant m1 > 0 (m1 M), and
m1 is independent of any positive solution of (2.1) such that
lim
t→∞ infV (t) limt→∞ infv(t)m1, i = 1,2, . . . , n. (3.5)
For any i ∈ N , there is a large T0 > 0 such that
x˙i(t) xi(t)
[
bi(t)−
n∑
j=1
Dji(t) −D − ai(t)xi(t)
]
+ Dm1, t  T0,
where D = min{DLij : i ∈ N , j ∈ I , i = j } > 0. Similar to the proof of [7, Theorem 2], we
can choose a positive constant m such that (3.2) is true. From (3.1) and (3.2) we know that
(2.1) is permanent.
Finally, assume that (H2) holds, using a similar argument as Theorems 4 and 5 in [7],
we can obtain that (2.1) has a positive ω-periodic solution (x∗1 (t), x∗2 (t), . . . , x∗n(t)) which
is globally asymptotically stable. This completes the proof of Theorem 3.1. 
Theorem 3.2. Under the assumption (H2) and (2.3), if
Aω
(−d(t)+ e(t)x∗1 (t)φ(t, x∗1 (t)))> 0, (3.6)
then system (2.2) is permanent, where x∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t)) is the globally as-
ymptotically stable positive ω-periodic solution of (2.1).
We need the following six propositions to prove Theorem 3.2. Propositions 4 and 6
show that Theorem 3.2 holds true.
Proposition 1. Suppose that (H2) and (2.3) hold, then there are positive constants Mx and
My such that
lim
t→∞ supxi(t)Mx (i = 1, . . . , n), limt→∞ supy(t)My. (3.7)
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invariant set of system (2.2). Given any positive solution (x1(t), x2(t), . . . , xn(t), y(t)) of
(2.2), we have
x˙i  xi
[
bi(t)− ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
, i = 1,2, . . . , n.
By Theorem 3.1, the following auxiliary equations
u˙i = ui
[
bi(t)− ai(t)ui
]+ n∑
j=1
(
Dij (t)uj − Dji(t)ui
)
, i = 1,2, . . . , n
have a globally asymptotically stable positive ω-periodic solution (x∗1 (t), x∗2 (t), · · · , x∗n(t)),
under the assumption (H2). By vector comparison theorem [26] and Theorem 3.1, there
exist Mx > max1in{max0tω{x∗i (t)}} + 1 and T0 > 0 such that
xi(t) <Mx, i = 1,2, . . . , n for t > T0.
For species y we have
y˙  y
[
d(t)+ e(t)Mxφ(t,Mx)− f (t)y
]
, t > T0.
By d(t) > 0, e(t) > 0 and (2.3) we have Aω(d(t) + e(t)Mxφ(t,Mx)) > 0. There exists
T1 > T0 such that
y(t) < y∗(t) + 1, for t > T1,
where y∗(t) is the positive and globally asymptotically stable ω-periodic solution of the
following auxiliary equations:
v˙ = v[d(t)+ e(t)Mxφ(t,Mx)− f (t)v].
Denote My = max0tω{y∗(t) + 1}, then (3.7) holds for system (2.2). This completes the
proof of Proposition 1. 
Proposition 2. Suppose that (H2) and (2.3) hold, then there exists a positive constant ηx
such that
lim
t→∞ supρx(t) ηx, (3.8)
where
ρx(t) =
∑
i∈I
xi(t).
Proof. If 1 /∈ I , then
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
(i ∈ I).
From the proof of Theorem 3.1, (3.8) is obviously true. In the following we assume 1 ∈ I .
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lim
t→∞ supρx(t, zm) <
1
m
, m = 1,2, . . . , (3.9)
where (x1(t, zm), . . . , xn(t, zm), y(t, zm)) is the solution of (2.2) with initial values
(x1(0, zm), . . . , xn(0, zm), y(0, zm)) = zm. Choose sufficiently small positive constants
εx < 1 and εy < 1 such that
Aω
(
ξε(t)
)
< 0, (3.10)
and
Aω
(
Bε(t)
)
> 0, (3.11)
where
ξε(t) = −d(t)+ e(t)εxφ(t, εx), (3.12)
Bε(t) = min
i∈I
{
bi(t) −
∑
j∈N−I
Dji(t)− ai(t)εx − εyφ(t,0) exp(αω)
}
,
α = max
0tω
∣∣ξε(t)∣∣. (3.13)
By (3.9), for the given εx > 0, there exists a positive integer N0 such that
lim
t→∞ supρx(t, zm) <
1
m
< εx
for m> N0. For the rest of this proof we assume that m>N0. Hence there exists τ (m)1 > 0
such that
x1(t, zm) < εx
for t  τ (m)1 . Consequently, by (2.3), we have
y˙(t, zm) y(t, zm)
[−d(t) + e(t)εxφ(t, εx)− f (t)y(t, zm)]
for t  τ (m)1 . By (3.10), any positive solution v(t) of the following equation:
v˙ = v[−d(t)+ e(t)εxφ(t, εx)− f (t)v]
satisfies
lim
t→∞v(t) = 0.
So
lim
t→∞y(t, zm) = 0.
Therefore, there is a τ (m)2 > τ
(m)
1 such that
y(t, zm) < εy for m>N0, t  τ (m)2 . (3.14)
Furthermore,
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[
b1(t) − a1(t)x1(t, zm)− εyφ(t,0)
]
+
n∑
j=1
(
D1j (t)xj (t, zm)− Dj1(t)x1(t, zm)
)
x˙i(t, zm) = xi(t, zm)
[
bi(t)− ai(t)xi(t, zm)
]
+
n∑
j=1
(
Dij (t)xj (t, zm)− Dji(t)xi(t, zm)
)
, i = 2, . . . , n
for t  τ (m)2 . Let (u1(t), u2(t), . . . , un(t)) be any positive solution of the following auxil-
iary equations:
x˙1(t) = x1(t)
[
b1(t)− a1(t)x1(t) − εyφ(t,0)
]
+
n∑
j=1
(
D1j (t)xj (t)− Dj1(t)x1(t)
)
x˙i(t) = xi(t)[bi(t) − ai(t)xi(t)]
+
n∑
j=1
(
Dij (t)xj (t) −Dji(t)xi(t)
)
, i = 2, . . . , n. (3.15)
By (3.11) and Theorem 3.1, system (3.15) has a unique positive periodic solution
(u∗1(t), u∗2(t), . . . , u∗n(t)) which is globally asymptotically stable. So we have
xi(t, zm) >
u∗i (t)
2
, i = 1,2, . . . , n
for sufficiently large t > 0 and m > N0, which contradicts (3.9). This completes the proof
of Proposition 2. 
Proposition 3. Suppose that (H2) and (2.3) hold, then there exists a positive constant γx
such that
lim
t→∞ infρx(t) γx. (3.16)
Proof. If 1 /∈ I , from the proof of Theorem 3.1, (3.16) is obviously true. In the following
we assume 1 ∈ I . Suppose that (3.16) is not true, then there exists a sequence {zm} ⊂ Rn+1+
such that
lim
t→∞ infρx(t, zm) <
ηx
2m2
, m = 1,2, . . . .
On the other hand, by Proposition 2,
lim
t→∞ supρx(t, zm) > ηx, m = 1,2, . . . .
Hence, for each m, there are two sequences {s(m)q } and {t(m)q } satisfying the following
conditions:
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(m)
1 < s
(m)
2 < t
(m)
2 < · · · < s(m)q < t(m)q < · · · ,
s(m)q → ∞, t(m)q → ∞ as q → ∞,
and
ρx
(
s(m)q , zm
)= ηx
m
, ρx
(
t(m)q , zm
)= ηx
m2
,
ηx
m2
< ρx(t, zm) <
ηx
m
, t ∈ (s(m)q , t(m)q ). (3.17)
By Proposition 1, for a given integer m, there is a T (m)1 > 0 such that
xi(t, zm)Mx, y(t, zm)My, i = 1,2, . . . , n for t  T (m)1 .
Because of s(m)q → ∞ as q → ∞, there is a positive integer K(m) such that s(m)q > T (m)1 as
q K(m). Hence
x˙i(t, zm) xi(t, zm)
[
bi(t) − ai(t)xi(t, zm)− Myφ(t,0)
]
+
n∑
j=1
(
Dij (t)xj (t, zm) −Dji(t)xi(t, zm)
)
for q K(m), i = 1,2, . . . , n, so
ρ˙x(t, zm)
∑
i∈I
{
xi(t, zm)
[
bi(t)− ai(t)Mx − Myφ(t,0)
]
+
n∑
j=1
(
Dij (t)xj (t, zm)− Dji(t)xi(t, zm)
)}
 ζ(t)ρx(t, zm)
for q K(m) and t ∈ [s(m)q , t(m)q ] , where
ζ(t) = min
i∈I
{
bi(t)− ai(t)Mx − Myφ(t,0)−
n∑
j=1
Dji(t)
}
.
Hence
ρx
(
t(m)q , zm
)
 ρx
(
s(m)q , zm
)
exp
t
(m)
q∫
s
(m)
q
ζ(t) dt,
or
−
t
(m)
q∫
s
(m)
ζ(t) dt  lnm for q K(m). (3.18)
q
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t(m)q − s(m)q → ∞ as m → ∞, q K(m).
By (3.10) and (3.11), there are constants P > 0 and N0 > 0 such that
ηx
m
< εx, t
(m)
q − s(m)q > 2P, (3.19)
and
My exp
P∫
0
ξε(t) dt < εy,
a∫
0
Bε(t) dt > 0, (3.20)
for mN0, q K(m), and a  P . This implies
x1(t, zm) < εx, t ∈
[
s(m)q , t
(m)
q
] (3.21)
for mN0, q K(m). For positive εy satisfying (3.11) and (3.20), we have the following
two cases:
(i) y(t, zm) εy for all t ∈ [s(m)q , s(m)q + P ];
(ii) there exists τ (m)q1 ∈ [s(m)q , s(m)q + P ], such that y(τ (m)q1 , zm) < εy .
If (i) holds, by (3.21) we have
y˙(t, zm) ξε(t)y(t, zm) and
εy  y
(
s(m)q + P,zm
)
 y
(
s(m)q , zm
)
exp
s
(m)
q +P∫
s
(m)
q
ξε(t) dt My exp
P∫
0
ξε(t) dt < εy
which is a contradiction.
If (ii) holds, we claim that
y(t, zm) εy exp(αω), t ∈
(
τ
(m)
q1 , t
(m)
q
]
. (3.22)
Otherwise, there exists τ (m)q2 ∈ (τ (m)q1 , t(m)q ] such that
y
(
τ
(m)
q2 , zm
)
> εy exp(αω).
By the continuity of y(t, zm), there must exist τ (m)q3 ∈ (τ (m)q1 , τ (m)q2 ) such that
y
(
τ
(m)
q3 , zm
)= εy and y(t, zm) > εy for t ∈ (τ (m)q3 , τ (m)q2 ).
Let P (m) be the nonnegative integer such that τ (m)q2 ∈ (τ (m)q3 +P (m)ω, τ (m)q3 + (P (m) + 1)ω];
we obtain
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(
τ
(m)
q2 , zm
)
< y
(
τ
(m)
q3 , zm
)
exp
τ
(m)
q2∫
τ
(m)
q3
ξε(t) dt
= εy exp
{ τ (m)q3 +P (m)ω∫
τ
(m)
q3
+
τ
(m)
q2∫
τ
(m)
q3 +P (m)ω
}
ξε(t) dt
< εy exp(αω).
This contradiction establishes that (3.22) is true, particularly (3.22) holds for t ∈ [s(m)q +P,
t
(m)
q ]. Hence
ρ˙x(t, zm)
∑
i∈I
{
xi(t, zm)
(
bi(t)− εyφ(t,0) exp(αω) − ai(t)xi(t, zm)
)
+
n∑
j=1
(
Dij (t)xj (t, zm) −Dji(t)xi(t, zm)
)}

∑
i∈I
{
xi(t, zm)
(
bi(t)− εyφ(t,0) exp(αω) − ai(t)εx −
n∑
j=1
Dji(t)
)
+
∑
j∈I
Dij (t)xj (t, zm)
}
=
∑
i∈I
(
bi(t)−
∑
j∈N−I
Dji(t) − εyφ(t,0) exp(αω) − ai(t)εx
)
xi(t, zm)
 Bε(t)ρx(t, zm),
where Bε(t) is defined in (3.13). By (3.20) and (3.17), we have
ηx
m2
= ρx
(
t(m)q , zm
)
 ρx
(
s(m)q + P,zm
)
exp
t
(m)
q∫
s
(m)
q +P
Bε(t) dt
>
ηx
m2
exp
t
(m)
q∫
s
(m)
q +P
Bε(t) dt >
ηx
m2
,
which is also a contradiction. This completes the proof of Proposition 3. 
Proposition 4. Suppose that (H2) and (2.3) hold, then there exist constants δxi > 0 such
that
lim infxi(t) > δxi, = 1,2, . . . , n. (3.23)
t→∞
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ρx(t) > γx, y(t)My, t  T2.
So we have
x˙1  x1
[
b1(t)−
n∑
j=1
Dj1(t) − d1 − Myφ(t,0)− a1(t)x1
]
+ d1γx,
x˙i  xi
[
bi(t)−
n∑
j=1
Dji(t) − di − ai(t)xi
]
+ diγx, i = 2, . . . , n, (3.24)
where di = minj∈I {DLij : j = i} > 0, i = 1,2, . . . , n.
Similar to the proof of [7, Theorem 2], (3.23) is true. This completes the proof of Propo-
sition 4. 
Proposition 5. Suppose that (H2), (2.3) and (3.6) hold, then there exists a positive constant
ηy such that
lim
t→∞ supy(t) > ηy. (3.25)
Proof. By assumptions (2.3) and (3.6), we can choose a constant ε0 > 0 such that
Aω
(
ψε0(t)
)
> 0, (3.26)
where
ψε0(t) = −d(t)+ e(t)
(
x∗1 (t) − ε0
)
φ
(
t, x∗1 (t) − ε0
)− f (t)ε0.
Consider the following equations with parameter α > 0:
x˙1 = x1
[
b1(t)− 2αφ(t,0)− a1(t)x1
]+ n∑
j=1
(
D1j (t)xj − Dj1(t)x1
)
,
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
, = 2, . . . , n. (3.27)
By assumption (H2), we know that
Aω
(
Bα(t)
)
> 0
for sufficiently small α > 0, where Bα(t) = mini∈I {bi(t) − 2αφ(t,0)−∑j∈N−I Dji(t)}.
By Theorem 3.1, Eq. (3.27) has a unique positive ω-periodic solution (x1α(t), x2α(t),
. . . , xnα(t)), which is globally asymptotically stable. Let (x¯1α(t), x¯2α(t), · · · , x¯nα(t)) be
the solution of (3.27) with initial condition x¯iα(0) = x∗i (0), i = 1,2, . . . , n, then for the
above ε0, there exists T4 > 0 such that∣∣x¯1α(t) − x1α(t)∣∣< ε0 for t  T4.4
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(x∗1 (t), x∗2 (t), . . . , x∗n(t)) uniformly in [T4, T4 +ω] as α → 0. Hence for ε0 > 0, there exists
α0 = α0(ε0) > 0 such that∣∣x¯1α(t) − x∗1 (t)∣∣< ε04 for t ∈ [T4, T4 + ω], 0 < α < α0.
So we have∣∣x1α(t) − x∗1 (t)∣∣ ∣∣x¯1α(t) − x1α(t)∣∣+ ∣∣x¯1α(t) − x∗1 (t)∣∣< ε02
for t ∈ [T4, T4 +ω]. Since x1α(t) and x∗1 (t) are all ω-periodic, we have∣∣x1α(t) − x∗1 (t)∣∣< ε02 ,
for t  0, 0 < α < α0. Choosing a constant α1 (0 < α1 < α0, 2α1 < ε0), then
x1α1(t) x∗1 (t)−
ε0
2
, t  0. (3.28)
Suppose that the conclusion (3.25) is not true. Then there exists Z ∈ Rn+1+ such that
for the positive solution (x1(t), x2(t), . . . , xn(t), y(t)) of (2.2) with initial condition
(x1(0), x2(0), . . . , xn(0), y(0))= Z we have
lim
t→∞ supy(t) < α1.
So there exists T5  T4 such that
y(t) < 2α1 < ε0
for t  T5, and hence
x˙1  x1
[
b1(t)− 2α1φ(t,0)− a1(t)x1
]+ n∑
j=1
(
D1j (t)xj −Dj1(t)x1
)
,
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
, i = 2, . . . , n.
Let (u1(t), u2(t), . . . , un(t)) be the solution of (3.27) with α = α1 and ui(T5) = xi(T5),
i = 1,2, . . . , n; we have
xi(t) ui(t), t  T5, i = 1,2, . . . , n.
By the global asymptotic stability of (x1α1(t), x2α1(t), . . . , xnα1(t)), for given ε = ε0/2,
there exists T6  T5 such that∣∣u1(t)− x1α1(t)∣∣< ε02
for t  T6. So we have
x1(t) u1(t) > x1α1(t)−
ε0
2
, t  T6,
and hence
x1(t) > x
∗
1 (t)− ε0, t  T6.
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y˙(t)ψε0(t)y(t), t  T6.
Integrating the above inequality from T6 to t yields
y(t) y(T6) exp
t∫
T6
ψε0(t) dt.
By (3.26) we know that y(t) → ∞ as t → ∞, which is a contradiction. This completes the
proof of Proposition 5. 
Proposition 6. Suppose that (H2), (2.3), and (3.6) hold, then there exists a positive constant
γy such that
lim
t→∞ infy(t) γy. (3.29)
Proof. Otherwise, there must exist a sequence {zm} ⊂ Rn+1+ such that
lim
t→∞ infy(t, zm) <
ηy
(m+ 1)2 , m = 1,2, . . . .
But
lim
t→∞ supy(t, zm) > ηy, m = 1,2, . . .
from Proposition 5. Hence there are two time sequences {s(m)q } and {t(m)q } satisfying the
following conditions:
0 < s(m)1 < t
(m)
1 < s
(m)
2 < t
(m)
2 < · · · < s(m)q < t(m)q < · · · ,
s(m)q → ∞, t(m)q → ∞ as q → ∞,
and
y
(
s(m)q , zm
)= ηy
m+ 1 , y
(
t(m)q , zm
)= ηy
(m+ 1)2 ,
ηy
(m+ 1)2 < y(t, zm) <
ηy
m+ 1 , t ∈
(
s(m)q , t
(m)
q
)
. (3.30)
By Proposition 1, for a given integer m> 0, there is a T (m)1 > 0 such that
y(t, zm)My for t  T (m)1 .
Because of s(m)q → ∞ as q → ∞, there is a positive integer K(m) such that s(m)q > T (m)1 as
q K(m), hence
y˙(t, zm) y(t, zm)
[−d(t) − f (t)My]
for q K(m), t ∈ [s(m)q , t(m)q ]. Integrating the above inequality from s(m)q to t(m)q , we get
y
(
t(m)q , zm
)
 y
(
s(m)q , zm
)
exp
t
(m)
q∫
s
(m)
[−d(t)− f (t)My]dt.
q
88 J. Cui et al. / J. Math. Anal. Appl. 298 (2004) 73–93So we have
t
(m)
q∫
s
(m)
q
[
d(t) + f (t)My
]
dt  ln(m+ 1)
for q K(m). According to the boundedness of the function d(t)+ f (t)My , we know that
t(m)q − s(m)q → ∞ as m → ∞, q K(m). (3.31)
By (3.26), there are constants P > 0, a  P and an integer N0 > 0 such that
ηy
m+ 1 < α1 < ε0, t
(m)
q − s(m)q > 2P, (3.32)
and
a∫
0
ψε0(t) dt > 0 (3.33)
for mN0, q K(m). Further we have
y(t, zm) < α1, t ∈
[
s(m)q , t
(m)
q
]
for mN0, q K(m). In addition, for t ∈ [s(m)q , t(m)q ]; we have
x˙1(t, zm) x1(t, zm)
[
b1(t) − 2α1φ(t,0)− a1(t)x1(t, zm)
]
+
n∑
j=1
(
D1j (t)xj (t, zm)− Dj1(t)x1(t, zm)
)
x˙i(t, zm) = xi(t, zm)
[
bi(t)− ai(t)xi(t, zm)
]
+
n∑
j=1
(
Dij (t, zm)xj (t) − Dji(t)xi(t, zm)
)
, i = 2, . . . , n.
Let (u1(t), u2(t), . . . , un(t)) be the solution of (3.27) with α = α1 and ui(s(m)q ) =
xi(s
(m)
q , zm); we have
xi(t, zm) ui(t), t ∈
[
s(m)q , t
(m)
q
]
.
Further, by Propositions 1, 4 and s(m)q → ∞ as q → ∞, we can choose K(m)1 >K(m) such
that
γxi  xi
(
s(m)q , zm
)
Mx, i = 1,2, . . . , n
holds for q  K(m)1 . For α = α1, (3.27) has a unique positive ω-periodic solution
(x1α1(t), x2α1(t), . . . , xnα1(t)) which is globally asymptotically stable. In addition, by the
periodicity of (3.27), the periodic solution (x1α1(t), x2α1(t), . . . , xnα1(t)) is uniformly as-
ymptotically stable with respect to the compact set Ω = {(x1, x2, . . . , xn): γxi  xi Mx ,
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independent of m and q , such that
u1(t) x1α1(t)−
ε0
2
, t  T0 + s(m)q .
By (3.28) we have
u1(t) x∗1 (t) − ε0, t  T0 + s(m)q .
From (3.31), there exists a positive integer N1  N0 such that t(m)q > s(m)q + 2T0 >
s
(m)
q + 2P for mN1 and q K(m)1 . So we have
x1(t, zm) x∗1 (t) − ε0, t ∈
[
s(m)q + T0, t(m)q
]
,
as mN1 and q K(m)1 . Hence
y˙(t, zm)ψε0(t)y(t, zm)
for t ∈ [s(m)q + T0, t(m)q ]. Integrating the above inequality from s(m)q + T0 to t(m)q yields
y
(
t(m)q , zm
)
 y
(
s(m)q + T0, zm
)
exp
t
(m)
q∫
s
(m)
q +T0
ψε0(t) dt,
that is to say
ηy
(m+ 1)2 
ηy
(m+ 1)2 exp
t
(m)
q∫
s
(m)
q +T0
ψε0(t) dt >
ηy
(m+ 1)2 ,
which is a contradiction. This completes the proof of Proposition 6. 
By Propositions 1 to 6, system (2.2) is permanent. This completes the proof of Theo-
rem 3.2.
Remark. Freedman and Moson [11] observed that uniform weak implies uniform strong
persistence under quite general assumptions for autonomous semiflows. This has been gen-
eralized by Thieme [34] to non-autonomous semiflows. So Propositions 3 and 6 could also
be derived as a special case of that theory, though checking the assumptions may take as
much space as rederiving the result for the special case. However, the non-autonomous
persistence theory may allow to prove Propositions 3 and 6 under a time-dependence that
is more general than periodic.
Theorem 3.3. Under the assumption (H2) and (2.3), if
Aω
(−d(t)+ e(t)x∗1 (t)φ(t, x∗1 (t))) 0, (3.34)
then x(t) → x∗(t), y(t) → 0 (t → ∞) for any positive solution (x(t), y(t)) = (x1(t), x2(t),
. . . , xn(t), y(t)) of (2.2), where x∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t)) is the globally asymptot-
ically stable positive ω-periodic solution of (2.1).
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that
Aω
[−d(t)+ e(t)(x∗1 (t) + ε1)φ(t, x∗1 (t) + ε1)− f (t)ε]−ε2Aω
(
f (t)
)
−ε0.
(3.35)
Since
x˙1  x1
[
b1(t)− a1(t)x1
]+ n∑
j=1
(
D1j (t)xj − Dj1(t)x1
)
,
x˙i = xi
[
bi(t) − ai(t)xi
]+ n∑
j=1
(
Dij (t)xj − Dji(t)xi
)
, i = 2, . . . , n, (3.36)
we know that for the given ε1 there exists T (1) > 0 such that
xi(t) x∗i (t) + ε1, t  T (1), i = 1,2, . . . , n. (3.37)
By (3.35) and (2.3) we have
Aω
[−d(t)+ e(t)x1(t)φ(t, x1(t))− f (t)ε]−ε0 (3.38)
for t  T (1). Firstly, we show that there must exist T (2) such that y(T (2)) < ε. Otherwise,
we have
ε  y(t) y
(
T (1)
)
exp
t∫
T (1)
[−d(s)+ e(s)x1(s)φ(s, x1(s))− f (s)ε]ds → 0
as t → ∞.
This implies ε  0, which is a contradiction.
Let M(ε) = max0tω{d(t) + e(t)x1(t)φ(t, x1(t)) + f (t)ε}. By Proposition 1, we
know that x1(t) is bounded. So M(ε) is also bounded for ε ∈ [0,1].
Secondly, we will show that
y(t) ε exp
(
M(ε)ω
)
for t  T (2). (3.39)
Otherwise, there exists T (3) > T (2) such that
y
(
T (3)
)
> ε exp
(
M(ε)ω
)
.
By the continuity of y(t), there must exist T (4) ∈ (T (2), T (3)) such that y(T (4)) = ε
and y(t) > ε for t ∈ (T (4), T (3)]. Let P1 be the nonnegative integer such that T (3) ∈
(T (4) + P1ω,T (4) + (P1 + 1)ω]; by (3.37) and (3.38) we have
ε exp
(
M(ε)ω
)
< y
(
T (3)
)
< y
(
T (4)
)
exp
T (3)∫
(4)
[−d(t)+ e(t)x1(t)φ(t, x1(t))− f (t)ε]dt
T
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{ T (4)+P1ω∫
T (4)
+
T (3)∫
T (4)+P1ω
}
× [−d(t) + e(t)x1(t)φ(t, x1(t))− f (t)ε]dt
< ε exp
{ T (3)∫
T (4)+P1ω
[
d(t)+ e(t)x1(t)φ
(
t, x1(t)
)+ f (t)ε]dt
}
< ε exp(M(ε)ω),
which is a contradiction. This implies (3.39) holds. Further, by the arbitrariness of ε we
know that y(t) → 0 as t → ∞.
Further, by the similar argument as in the proof of Proposition 5, we can obtain
xi(t) x∗i (t) − ε, i = 1,2, . . . , n
for sufficiently large t > 0. From (3.37) and the arbitrariness of ε we obtain xi(t) → x∗i (t)
as t → ∞. This completes the proof of Theorem 3.3. 
Corollary 3.4. Under the assumption (H2) and (2.3), the system (2.2) is permanent if and
only if
Aω
(−d(t)+ e(t)x∗1 (t)φ(t, x∗1 (t)))> 0.
Corollary 3.5. Under the assumption (H2) and (2.3), x(t) → x∗(t), y(t) → 0 (t → ∞) if
and only if
Aω
(−d(t)+ e(t)x∗1 (t)φ(t, x∗1 (t))) 0.
4. Discussion
Let us consider the biological meaning of the last condition in (H1) or (H2) and The-
orem 3.1. Remember that bi(t) is the intrinsic growth rate for the species in patch i
and Dji(t) is the diffusion coefficient for the species from patch i to patch j . Hence
bi(t)−∑j∈N−I Dji(t) represents the net increasing rate for the species in patch i (that is,
intrinsic growth in patch i minus outflow from patch i to patch j ∈ N −I ). The assumption
Aω(B(t)) > 0 implies that the above rate is strictly positive on the average. We call such a
patch belonging to I as “food-rich.” On the contrary, the patch j ∈ N − I is called “food-
poor.” Note that B(t) is defined by bi(t) −∑j∈N−I Dji(t), not by bi(t) −∑j∈N Dji(t).
Hence patch i is food-rich if it can provide outflow only for food-poor patch j ∈ N − I ,
not necessarily to all patch j ∈ N .
To be permanent, it is sufficient (besides the existence of food-rich patches) that each
food-rich patch is connected with all other patches by DLji > 0 (i ∈ I , j ∈ N , i = j).
Further, to have a globally stable periodic solution, we require that every patch is connected
with any others directly by DL > 0 (i, j ∈ N , i = j).ji
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other patches implies permanence. Note that we do not need to take care the dispersal
movement among the “food-poor” patches. This observation may be useful in planning
and controlling ecosystems.
For system (2.1), if we assume bLi > 0 for all i ∈ N , that is to say in every patch there
is suitable living environment for the growth of species x , then the last assumption in (H1)
or (H2) holds for I = N . Hence the species x is permanent and has a unique globally
asymptotically stable positive ω-periodic solution for any dispersal rate Dij (t) > 0. In this
case dispersal does not affect permanence of the species, but it maybe affect the oscillation
of the periodic solution.
Under (H2) and (2.3), system (2.2) without predator y(t) has a unique positive peri-
odic solution which is globally asymptotically stable. Theorem 3.2 says that system (2.2)
with y(t) is permanent under (3.6) if the prey dispersal system (2.1) has such a globally
asymptotically stable positive ω-periodic solution. Otherwise the predator goes to extinct
by Theorem 3.3.
In (3.6), the term e(t)x∗1 (t)φ(t, x∗1 (t)) describes the growth of the predator by forag-
ing the prey in patch 1, of which quantity is specified as x∗1 (t). Note that (x∗1 (t), x∗2 (t),
. . . , x∗n(t)) is a globally asymptotically stable periodic solution in prey dispersal system
(2.1) and the predator is confined only in patch 1. Hence condition (3.6) implies that the
growth by foraging minus the death for predator is positive on the average. If it is negative,
the extinction is inevitable for the predator. Note that we assumed (2.3), of which last con-
dition implies that system can be permanent if the x∗1 (t) is large. This is reasonable since
the predator is confined in patch 1.
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