I. INTRODUCTION
The appearance of spontaneous oscillations and pattern formation is a rather common feature of systems, maintained far from equilibrium. These systems may be of various origins, including hydrodynamic, chemical, optical, biological, and electronic systems. 1 Special interest is directed towards spatial and temporal pattern formation phenomena in nonlinear gas discharge systems. The present work concerns a DCdriven planar gas discharge system, where one of the electrodes is made of a semiconductor of high resistivity. Such a gas discharge-semiconductor system (GDSS) with a large aspect ratio, where the inter-electrode gap (of the width of the fraction of one millimeter) is much smaller than transverse dimensions of the system (of the order of 1 cm), has been a subject of many experimental and numerical studies (see, e.g., reviews of Refs. 2-5 and references therein), which revealed a variety of spatial and temporal patterns occurring in this system.
In the theoretical studies of self-organization in GDSS, one of the basic approaches is based on the fluid model for plasma, with drift-diffusion approximation for particle fluxes. In Refs. 6 and 7, the phase diagrams of transition from homogeneous stationary to oscillating states in GDSS were developed by using linear stability analysis. These predictions were in semiquantitative agreement with the experiments reported in Refs. 8 and 9. In Ref. 10 , a bifurcation diagram and a Lorenz map were derived, demonstrating the transition of the system to chaos through a period-doubling bifurcation cascade. The formation of stationary spatially periodical patterns in GDSS was considered in Refs. 3 and 11-13. In general, fluid models for plasma involve the continuity, momentum, and energy equations for each plasma species. In the case of gas discharges, where plasma is weakly ionized and working gas is considered as a motionless neutral uniform background, the continuity and momentum equations of the fluid model are reduced to the driftdiffusion equations. 14 The collisional dynamics of particles is introduced through the transport and reaction rate coefficients, which are input data for these models. In all previous numerical studies of GDSS (see, e.g., Refs. 3, 6, 7, 10-13, and 15), a rather simplified version of the drift-diffusion model for plasma was used. Specifically, the particle transport coefficients (mobility and diffusion) were approximated by constants, and the ionization rate was defined as a function of the local value of the electric field ("local field approximation," LFA) from the Townsend formula. The present work is a further extension of the approach considered in previous numerical studies of GDSS. In order to incorporate, to a certain extent, the effect of nonlocal electron transport into the fluid model for GDSS, we employed the localmean-energy approximation (LMEA) 16, 17 technique, according to which the electron mobility and diffusion, as well as the electron induced reaction rates, are defined as functions of the mean electron energy, derived from the solution of the electron Boltzmann equation. For this purpose, the electron energy equation is included into the model. The basic reason that LFA leads to poorer results compared to those obtained from the LMEA is that it does not take into account nonlocal ionization occurring in negative glow of the discharge. Since the ionization rate within this model is defined as a function of the local electric field, it essentially accounts for the electron impact ionizations in the cathode sheath, where the electric field strength is sufficiently high. However, it ignores ionization events in the negative glow, where the electric field strength is weak, and the ionization occurs due to fast electrons accelerated in the cathode region. 18, 19 The present work is aimed at determining the effect of a more detailed LMEA model, as opposed to a model based on a simple "local field approximation" employed in previous studies, on the characteristic properties of GDSS. In Sec. II, we describe a model for the glow discharge in nitrogen based on the LMEA technique, which is hereafter referred to in this paper as the "extended" fluid model, and also the simplified model based on LFA, referred to as a "simple" fluid model. In Sec. III, in order to verify the validity and applicability of the numerical models considered, the a) Electronic mail: rafatov@metu.edu.tr current-voltage characteristics (CVCs) of the glow discharge in nitrogen are derived and compared to the experimental data. The phase transition diagrams for GDSS are developed in Sec. IV. Finally, Sec. V contains the conclusions.
II. GAS DISCHARGE MODEL
A. Governing equations The gas discharge model includes the continuity equations
with the drift-diffusion approximation for the particle flux densities
and the Poisson equation for the electrostatic field
In these equations, n denotes the particle number density, u and E are the electric potential and field, l and D are the mobility and diffusion coefficients, S denotes the rate of creation and destruction of species, and subscript l indicates the type of species such as electrons, ions, and excited atoms and molecules. Within LMEA, in order to incorporate the effect of nonlocal electron transport into the fluid model for the gas discharge, the electron mobility and diffusion, as well as the electron induced reaction rates, are defined as functions of the mean electron energy. In general, this is done by means of "lookup tables," derived from the solution of the electron Boltzmann equation. In the present work, we consider a special case, where the electron energy distribution function (EEDF) is Maxwellian. To accomplish this method, the electron energy equation is included into the model 17, 19 
where n e ¼ n e e is the electron energy density, e ¼ 3 2 k B T e is the mean electron energy, and C e is the density of the electron energy flux C e ¼ ÀD e ᭞n e À l e En e :
The electron energy transport coefficients are related to the electron transport coefficients via D e ¼ 5=3D e and l e ¼ 5=3l e . The terms in the right-hand side of Eq. (4) describe the Joule heating (or cooling) of electrons in the electric field and the electron energy losses in the elastic and inelastic collisions, where ea denotes the electron-atomic elastic collision frequency, R j is the reaction rate of the jth reaction, DE j is the corresponding energy loss (or gain), m is the particle mass, and T is the kinetic temperature.
B. Reaction rate and transport coefficients
Calculations are carried out for the gas discharge in nitrogen. Seven species, namely, electrons, N þ 2 ions, excited nitrogen molecules N 2 ða 0 1Þ; N 2 ðA3; v0 À 4Þ; N 2 ðB3Þ; N 2 ðC3Þ, and N 2 molecules in the ground state are taken into account. The set of reactions is summarized in Table I (we use the notations of the Phelps database 20 ). The mobility and diffusion coefficients for electrons are calculated as
wherer m is the effective momentum cross section, e k ¼ m e v 2 e =ð2eÞ is the electron kinetic energy in eV, and
The electron-atomic elastic collision frequency is calculated as
The distribution function F 0 is assumed to follow the Maxwell distribution
normalized to unity according to
The source terms in the continuity equation (1) are determined by the reactions occurring in the discharge
where R i and R 0 j are the creation and destruction rates of the corresponding reactions. Because of particle conservation, the source terms for electrons and ions are identical
These terms are proportional to the rate coefficients of the corresponding reactions, which are K 2 , K 7 , and K 8 , and the number densities of species involved in the respective reactions: R 2 ¼ K 2 n e n 0 ; R 7 ¼ K 7 n e n i , and R 8 ¼ K 8 n e n i . The rates K R of the reactions R1-R6 and R19-R26 in Table I are calculated as functions of T e from the relation
where r R denotes the corresponding cross sections. 20 (See Fig. 1 ).
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where subscripts m 1 , m 2 , m 3 , and m 4 correspond to N 2 ða 0 1Þ; N 2 ðA3; v0 À 4Þ; N 2 ðB3Þ, and N 2 ðC3Þ, respectively.
C. Boundary conditions
The boundary conditions are shown in Table II . 19, 24 In these equations, v j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 8k B T j =pm j p defines the thermal velocity of the species j. Constant c is the secondary emission coefficient. Particle flux C is defined by Eqs. (2) and (5), and n is a normal unit vector pointing towards the surface.
A switching function a is set to one if the direction of the electric field is toward the wall; otherwise, it is zero
The boundary conditions for the electron density are consistent with the corresponding conditions for the electron energy density vian Á C e ¼ 2k B T e ðn Á C e ).
The voltage U d is either defined explicitly or computed from the external circuit equation
where U src is the applied total voltage, R is the resistance of the external circuit, I d is the discharge current, and C is the capacitance.
In the subsequent discussion, the model described in this section will be referred to as the "extended" fluid model.
D. "Simple" fluid model
We also included the results obtained from the "simple" fluid model for gas discharge in nitrogen, which was employed in previous numerical models for GDSS (see, e.g., Refs. 3, 6, 7, 10-13, and 15). In this model, only two plasma species, electrons and ions, are considered. Their transport coefficients (mobility and diffusion) are approximated by constants, l e p ¼ 
11.87 Cross section 20 where c is the secondary emission coefficient.
III. VERIFICATION OF THE MODELS: COMPARISON OF COMPUTED CVCs WITH THE EXPERIMENTAL DATA
The most important integral characteristic of the DC-driven glow discharge, which must be adequately represented by the numerical model, is the current-voltage characteristic (CVC). Computations of CVCs are carried out for the discharge in nitrogen at p ¼ 3 Torr. The discharge gap is d ¼ 1 cm. The ion temperature is defined to be equal to the background gas temperature, T i ¼ T g ¼ 0.025 eV. The electron kinetic temperature (in the case of the "simple" fluid model) is T e ¼ 1 eV. The secondary emission coefficient c ¼ 0.05. In the "extended" fluid model, for all excited species, the diffusion coefficient is defined as D m ¼ 0.00357 m 2 /s. The computed and experimental current-voltage characteristics are shown in Fig. 2 . (In the experimental CVCs in this figure, the variable along the horizontal axis should be treated as the average value of the current density over the cross-section of the discharge tube.) In the CVC curve, the left down-tending branch corresponds to the subnormal discharge, the central part of the curve corresponds to the normal, and the right up-tending branch corresponds to the abnormal glow discharge. 25 It should be noted that the normal glow regime is inherently two-dimensional characteristic of the discharge, which is, therefore, not realizable properly within the one-dimensional model.
The results in Fig. 2 demonstrate that CVC computed from the "extended" fluid model gives a good (almost quantitative) fit to the experimental data; [26] [27] [28] [29] this provides support to the validity of the corresponding numerical model. However, in the case of CVC obtained from the "simple" fluid model (see Fig. 2 ), even though its shape is somewhat similar to that from the experiment, [26] [27] [28] [29] it is in rather poor quantitative agreement. The role of the secondary emission coefficient c should be noted, the value of which may have a strong impact on the computed discharge characteristics.
In order to demonstrate the effect of the excitation reactions R19-R26 in Table I , which do not contribute to the particle balance but only the electron energy balance, we included in Fig. 2 the CVC derived from the "extended" fluid model with the reactions R19-R26 being omitted. As can be seen from Fig. 2 , in this case, the model fails to describe properly the normal and subnormal regimes of the discharge. Since the excitation reactions R19-R26 lead to a decrease in the electron temperature, T e , the results obtained suggest that the effect of this decrease in T e on the computed discharge properties is negligible in the abnormal regime, but it becomes noticeable in subnormal and normal regimes.
IV. APPLICATION OF THE MODEL TO THE GAS DISCHARGE-SEMICONDUCTOR SYSTEM (GDSS) IN NITROGEN
The model, derived in Sec. II is now applied to a planar gas discharge in N 2 coupled with a GaAs semiconductor layer. A schematic illustration of this system is shown in Fig.  3 . It has been found (see, e.g., reviews of Refs. 2-5) that this system can exhibit a rich variety of different structures: homogeneous stationary and oscillating modes, as well as 
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I. Rafatov and C. Yesil Phys. Plasmas 25, 082107 (2018) spatial and spatiotemporal patterns, which are classified as hexagons, stripes, spots, rings, spirals, etc. In the present work, the model is spatially one dimensional. It includes a direction perpendicular to the gas discharge and semiconductor layers and hence ignores spatial variations in the transverse direction (parallel to these layers). In other words, we focus on temporal oscillations that occur in a transversely homogeneous mode.
In order to establish a model for the GDSS, we need to complete the system of equations for the gas discharge, described in Sec. II, by equations for the semiconductor layer. The equation of the charge conservation can be written as
where q s ðtÞ ¼ s 0 @E s ðtÞ @x and J s ðtÞ ¼ r s E s ðtÞ, which follow from the Gauss law and the Ohm low, respectively, for the semiconductor layer with a dielectric constant s and conductivity r s . Therefore, Eq. (18) obtains the form
where the value between the parentheses, which is constant with respect to the spatial coordinate, represents the total current density J(t) s 0 @E s ðtÞ @t þ J s ðtÞ ¼ JðtÞ:
Since the voltage and the electric field across the semiconductor are related to
Eqs. (20) and (21) obtain the forms C s @U s ðtÞ @t þ J s ðtÞ ¼ JðtÞ;
and U s ðtÞ ¼ R s ðtÞJ s ðtÞ:
In these equations, C s ¼ s 0 =d s and R s ¼ d s =r s are the capacitance per area and the resistance of the semiconductor, respectively. Multiplying both sides of Eq. (22) with R s , it reduces to
where U t ¼ UðtÞ þ U s ðtÞ is the total stationary voltage, U(t) corresponds to the discharge voltage, and T s ¼ C s R s ¼ s 0 = r s is the Maxwell time scale. Thus, the effect of the semiconductor layer is incorporated into the GDSS model through Eq. (24), whose form is equivalent to the external circuit equation (17) .
A. Parameter regime
The choice of the input parameters is guided by the experiments in Refs. 8 and 9 and specified as in Refs. 6, 7 and 10. The regime corresponds to transition from the Townsend discharge to subnormal glow. The pressure of the nitrogen gas is p ¼ 40 mbar, and the discharge gap width is d ¼ 1 mm. The semiconductor layer is of GaAs, whose width is d s ¼ 1.5 mm and dielectric constant s ¼ 13.1. The dark conductivity of the semiconductor (which can be modified through photosensitive doping) is taken as r s ¼ 2:4 Â 10 À7 ðX cmÞ À1 that corresponds to the resistance R s ¼ 62.5 Xm
2
. In computations, we defined the secondary emission coefficient c ¼ 0.08. Fig. 4 , containing time variations of the current density J and the discharge voltage U. As can be seen from this figure, these parameters exhibit damped oscillations, driving the system back to the stationary (equilibrium) state. Figure 5 shows the phase space trajectory derived from the data in Fig. 4 . This figure contains two additional lines, which are current-voltage characteristic (CVC) of the gas discharge U ¼ U(J) and the load line U ¼ U t -R s J. Note that the intersection point of these lines indicates in the plane (J,U) the stationary solution of the whole GDSS and that the perturbed solution spirals inwards towards the intersection point, in consistency with Fig. 4 . This solution demonstrates that the stationary state corresponding to the examined values of parameters R s and U t is dynamically stable.
In the course of calculations, the solution beginning in the close neighborhood of the equilibrium state is either pulled back to this state or relaxes to a limit cycle oscillation about it. However, the particular parameter regime that we illustrated above is selected such that it occurs about the border separating the stable and unstable stationary states in the parameter space of U t and R s . Indeed, if we start from the initial conditions about (J 0 , U 0 ) ¼ (357 lA/cm Considering the semiconductor resistance R s and the applied voltage U t as control parameters and performing calculations systematically for the range of R s from 32.6 to 1500 Xm 2 , we computed bifurcation curves in the parameter space of R s and U t shown in Fig. 8 . The right side of such a curve exhibits a region in the parameter space, where the equilibrium state is unstable and hence the plasma is oscillatory, while the left side indicates the region where the equilibrium state is stable. Two asterisk signs about the bifurcation curve (obtained from the "extended" fluid model) indicate the positions corresponding to the two regimes with U t ¼ 475 V and 526.2 V examined above.
Calculations show that with the approach of the control parameter U t to its critical value, while staying to the left of it and keeping the value of R s constant, the rate of decay of the solution to the stationary state becomes slower. If U t is increased slightly above the critical value, the equilibrium state loses its stability and evolves into a limit cycle in the phase plane. This is the signature of Hopf bifurcation. Moreover, when the calculations initiate for U t greater than the critical value at given R s and then U t is gradually decreased, the solution settles down back to a stable equilibrium, without any trace of hysteresis. In dynamical terms, this implies a supercritical Hopf bifurcation. The effect of the fluid modelling approach on the behavior of GDSS can be seen from the bifurcation diagram in Fig. 8 , derived from the "simple" and "extended" fluid models (the result from the "extended" fluid model obtained by ignoring excitation reactions R19-R26 in Table I is also included). It is evident that the form of the model (LFA or LMEA) has a significant impact on results. Comparison with the experimental data from Refs. 8 and 9 gives an opportunity to identify the reliability of these models. Shapes of the bifurcation curves obtained from different models are qualitatively similar; however, the bifurcation curve derived from the "extended" fluid model provides much better agreement with the experimental data. Notice that Fig. 8 contains also a bifurcation curve obtained from the linear stability analysis 6 (with the same secondary emission coefficient c ¼ 0.08), which is in reasonable consistency with the present results.
V. CONCLUSIONS
This paper considers laterally extended dc-driven planar gas discharge in nitrogen, coupled to a GaAs semiconductor layer. Numerical models (with simplified and more detailed treatment of the electron transport and plasma-chemical processes) are based on fluid equations of plasma with driftdiffusion approximation for particle fluxes. The validity and applicability of different modelling approaches are verified by comparison of the computed and experimental currentvoltage characteristics for DC discharge in nitrogen.
Bifurcation diagrams separating stable stationary and oscillatory states of the gas discharge in nitrogen with a Ga-As semiconductor cathode are obtained and compared with experimental data and results of the linear stability analysis. Calculations reveal significant effects of different modelling approaches on the computed discharge parameters. Compared to previously used methods, the model with a more detailed description of the electron transport and plasma-chemical reactions, developed in the present work, reveals much better agreement with the experimental data.
