Abstract In Proposition 4.1 a characterization is given of Hessian Riemannian structures in terms of a natural connection in the general linear group GL(n; R) + , which is viewed as a principal SO(n)-bundle over the space of positive de nite symmetric n n-matrices. For n = 2, Proposition 5.3 contains an interpretation of the curvature of a Hessian Riemannian structure at a given point, in terms of an umbilic point of a related surface in R 3
Introduction
In convex programming, one makes use of a so-called self-concordant barrier function f on an open convex subset Q of R n , cf. the book 7] of Nesterov and Nemirovskii, and one is interested in the behaviour of the geodesics of the Riemannian structure de ned by the Hessian of f. I got acquainted with the subject when I was asked to give an introduction to Riemannian geometry at the conference HPOPT'99 at the Erasmus University Rotterdam, in June 1999.
The formula for the curvature tensor of a Hessian Riemannian structure, cf. (1.7) below, involves only second and third order derivatives of the function f, and no fourth order ones as one would a priori expect. In my attempt to understand this, I arrived at the characterization of Hessian Riemannian structures in Proposition 4.1. In the case n = 2 there is also an interpretation of the curvature of a Hessian Riemannian structure in terms of umbilic points of surfaces, see Section 5.
The study of Hessian Riemannian structures on convex domains goes back at least to Koszul 6] and Vinberg 11] , who were inspired by the theory of bounded domains in C n with its Bergmann metric. Closely related to our subject is Shima's theory of Hessian manifolds, cf. 10]. Ruuska 8] characterized Hessian Riemannian structures as those which admit an abelian Lie algebra of gradient vector elds, where the local action is simply transitive. Hitchin 4] characterized Hessian Riemannian structures in term of a Lagrangean submanifolds of the cotangent bundle. I am grateful to Nigel Hitchin and Lieven Vanhecke for getting me started with the literature on Hessian Riemannian structures.
As a general reference on di erential geometry one may use 5].
Hessian Riemannian Structures
Suppose that f is a smooth strongly convex function, de ned on an open subset Q of R n . The strong convexity of f means that for every x 2 Q the Hessian @ i @ j f(x) is positive de nite, which implies that g ij (x) := @ i @ j f(x) de nes a Riemannian structure. Here, and in the sequel, we use the abbreviation @ i (x) for the partial derivative @ (x)=@x i of any function with respect to the i-th coordinate.
For a general Riemannian structure g ij (x) the inverse matrix is denoted by g kl (x). The Christo el symbols then are de ned by In view of (1.4) 
in which g pq (x) is the inverse of the matrix g ij (x) = @ i @ j f(x). It is a bit surprising that this formula involves only the derivatives of f of order two and three, and no derivatives of order four as one would expect a priori. When n = 2, then the (Gaussian) curvature K(x) at the point x of a Riemannian structure g is de ned as the number K(x) := g(x) (R(x) (f 1 ; f 2 ) (f 2 ) ; f 1 ) ; (1.8) in which f 1 ; f 2 denotes an orthonormal basis of tangent vectors at x with respect to the inner product g(x). (Such a basis can be obtained from the standard basis e 1 ; e 2 by means of Gram-Schmidt's orthogonalization procedure. The right hand side of (1.8) is the same for every g(x)-orthonormal basis f 1 ; f 2 .)
For a Hessian Riemannian structure we obtain, using (1. (2.12) where L g denotes the multiplication x 7 ! g x by g from the left and T 1 L g : T 1 G ! T g G is its tangent mapping. Noting that T 1 L g (h) is equal to the tangent space at g of the orbit g H of the right H-action, we obtain that s g is a complementary linear subspace in T g G of T g (g H). Therefore the s g , g 2 G,
can be taken as the horizontal spaces of an in nitesimal connection in the bundle G=H : G ! G=H. Because of (2.9), this connection is also invariant under the right H-action on G, and therefore it is a so-called H-principal bundle connection in the bundle G=H : G ! G=H.
A G-invariant connection of the H-principal ber bundle G ! G=H arises as soon as we have an Ad H-invariant linear complement s of h in g. However, the additional property (2.7), which is typical for symmetric spaces, leads to a particularly simple formula for the curvature of the connection. The connection form of the connection is de ned as the h-valued one--form on the bundle which is equal to zero on the horizontal spaces and, for any X 2 h, takes the value X on the tangent vector T 1 L g (X) 2 T g (g H). The curvature form is de ned as the h-valued two-form on the bundle de ned by E. Cartan's structural equation (2.15) for any pair of vector elds v, w on the bundle. The term with the Lie brackets is added in order to make equivariant with respect to the right H-action.
Because and are clearly invariant under the left G-action, it su ces to compute at the identity element 1 2 G. The equation (2.13) holds for any principal bundle connection, therefore we only need to verify (2.14).
It follows from (2.15) and the general formula by the forms of even degree form a commutative ring with respect to the exterior product, of which the characteristic forms constitute an interesting subring. For example, the Killing form of h leads to a characteristic form of degree four. In Section 5 we will meet the rather exceptional case that h ' R and the adjoint representation of H on h is trivial, in which case = G=H ! for a unique G-invariant two{form ! on G=H, which automatically is G-invariant.
The General Linear Group
The case to which we will apply the above theory is when G = GL (n; R) + is the group of all n n-matrices A with det A > 0, the orientation-preserving linear transformations of R n , with the involution (A) = t A ?1 , the inverse of the the transposed of A. Then the xed point subgroup H of G is equal to the group SO(n) of all the rotations. The condition det A > 0 has been imposed in order to arrange that the groups G and H are connected. The Lie algebra g is equal to the space of all n n-matrices, with Lie bracket equal to the commutator: X; Y ] = X Y ? Y X. We have that 0 (A) = ? t A, and therefore the Lie algebra h of H is equal to the Lie subalgebra of all the anti-symmetric n n-matrices. The complementary subspace s is equal to the space of all symmetric n n-matrices, and (2.7) re ects the familiar fact that the commutator of two symmetric matrices is anti-symmetric.
The role of the \abstract" symmetric space G=H in this case will be played by the space P of all positive de nite symmetric n n-matrices. The mapping : A 7 ! (A) A ?1 is surjective and in fact exhibits G as an analytic ber bundle over P, where the ber ?1 ( (A)) over P = (A), the set of all B 2 G such that (B) = (A), is equal to the set of all A C with C 2 SO(n), the right SO(n)-orbit of A in GL(n; R) + . Therefore the mapping induces a di eomorphism from G=H onto P. If A; B 2 G then (A B) = (A) (B) A ?1 :
If we de ne the action of A 2 G on P by sending P 2 P to (A) P A ?1 , then (3.1) implies that intertwines the left action of G on G with the just de ned transitive action of G on P.
We denote by e i the standard basis in R n . Let P 2 P. Then (A) = P means that t A P A = 1, or the vectors A (e i ), 1 i n, form a positively oriented orthonormal basis (= orthonormal frame) with respect to the inner product (u; v) 7 ! hP u; vi. Therefore may also be viewed as the mapping which assigns to a frame A (e i ) the inner product with respect to which A (e i )
is an orthonormal frame.
When X is a symmetrix matrix, then the symmetric matrix which is mapped by T 1 to X is equal to ? 1 2 X. Therefore, if X is viewed as an element of T P P and (A) = P, then the horizontal vector which is mapped to X is equal to X hor;A = ? 1 2 A t A X A = ? 1 2 P ?1 X A: where the brackets in the right hand side denote the commutator of the symmetric n n-matrices in question, which is an anti-symmetric n n-matrix.
A Characterization of Hessian Riemannian Structures
Let g be a Riemannian structure on an open subset Q of R n . This means that g is a smooth mapping from Q to the space P of positive de nite symmetric matrices. Loosely speaking, the pull-back of the SO(n)-principal bundle GL(n; R) + over P by means of the mapping g : Q ! P is the SO(n)-principal bundle over Q, such that the ber over x 2 Q is equal to the ber over g(x) 2 P.
Because the latter ber has been identi ed in Section 3 as the set of orthonormal frames with respect to the inner product g(x), this pulled back bundle is equal to the orthonormal frame bundle OF(Q) of the tangent bundle T(Q) of Q, with respect to the Riemannian structure g on Q.
In general, when : B ! N is a smooth ber bundle and : M ! N is a smooth mapping from a manifold M to the base manifold N of the ber bundle B, then the pull-back B of B by means of is formally de ned as the set of ( This connection leaves the Riemannian structure g invariant in the sense that rg = 0. In general it is not torsion-free.
It is also not coordinate-invariant, because the torsion is a linear combination of the rst order derivatives of g, and the rst theorem of Christo el states that one can always nd local coordinates such that all the rst order derivatives of the Riemannian structure vanish at the given point. This is to be contrasted with the characterization of the Levi-Civita connection of g as the unique one which is torsion-free and leaves g invariant, cf. 5, Vol. 1, Ch. IV,
Thm. 2.2].
Of course, the connection is invariant under arbitrary a ne substitutions of variables. These can be used to bring, at any given point x, the Riemannian structure g ij (x) into the standard form ij .
The equivalence between a) in Proposition 4.1 below and c), where r is taken as the connection with Christo el symbols (4.5), has been observed before by Shima 9] . a) There exists a real-valued smooth function f on Q (uniquely determined modulo a polynomial of degree 1) such that, for every x 2 Q and 1 i; j n, we have that g ij (x) = @ i @ j f(x). b) The Levi-Civita connection of g is equal to r. c) r is torsion-free.
Proof a) =) b) follows from (1.3) and (4.5). We have b) =) c), because the Levi-Civita connection of any Riemannian structure is torsion-free.
For c) =) a) we begin by observing that the condition that r is torsion-free means that the Christo el symbols in (4.5) satisfy the symmetry condition that ? kij (x) = ? kji (x). This means that @ i g kj (x) = @ j g kj (x), which in combination with the assumption that H 1 (Q; R) = 0 is equivalent to the existence of a smooth function g k on Q, such that g ki (x) = @ i g k (x). From the symmetry g ki (x) = g ik (x) we now obtain, again using that H In particular this explains why in (1.7) no fourth order derivatives of f occur: the pull-back under the mapping g : Q ! P involves only rst order derivatives of g, or third order derivatives of f, and the curvature in GL(n; R) + is given algebraically, by just taking the commutator of two matrices.
Curvature and Umbilic Points
In this section we assume that n = 2. We begin with a description of the (scalar) curvature K(x) of a Hessian Riemannian structure in terms of a universal twoform ! on the space P of all positive de nite symmetric 2 2-matrices.
When n = 2, the rotation group SO(n) = SO(2) is commutative, and its Lie algebra consists of the scalar multiples of J = 0 ?1 1 0 ! . As observed in Remark ii) at the end of Section 2, it follows that the curvature form on G = GL(2; R) + is equal to ! for a unique G-invariant two-form ! on the three-dimensional space P of all positive de nite symmetric 2 2-matrices.
If a two-form on P is G-invariant, then the two-form 1 on T 1 P = s, the space of all symmetric 2 2-matrices, is SO(2)-invariant, where the actions of C 2 SO(2) on s is given by S 7 ! C S C ?1 . Conversely, any SO(2)-invariant two-form on T 1 P = s has a unique extension to a G-invariant two-form on P.
The three-dimensional space s has an SO(n)-invariant splitting s = s 0 + R I; (5.1) in which s 0 = fS 2 s j tr S = 0g denotes the two-dimensional linear subspace of all traceless symmetric 2 2-matrices and R I denotes the one-dimensional subspace of all multiples of the identity matrix. The action of SO(2) on s 0 is nontrivial, whereas the action on the one-dimensional component R I is trivial.
If the two-form 1 on s is nonzero and SO(2)-invariant, then its kernel is one--dimensional and SO(2)-invariant, and therefore has to be equal to R I. But then 1 is determined by its restriction to s 0 . Because dim s 0 = 2, it follows that 1 , and therefore , is uniquely determined up to a multiplicative constant.
A natural candidate for an SO (2) For our purpose, of relating the curvature of a Hessian Riemannian structure to umbilic points, let us discuss the slightly more general situation that M is a two-dimensional oriented smooth manifold with a Riemannian structure g, provided with a second symmetric bilinear form h(p) on every tangent space T p M, where we assume that g(p) and h(p) depend smoothly on p. 
