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The emergence and nature of amplitude mediated chimera states, spatio-temporal patterns of co-existing
coherent and incoherent regions, are investigated for a globally coupled system of active and inactive Ginzburg-
Landau oscillators. The existence domain of such states is found to shrink and shift in parametric space as
the fraction of inactive oscillators is increased. The role of inactive oscillators is found to be two fold - they
get activated to form a separate region of coherent oscillations and in addition decrease the common collective
frequency of the coherent regions by their presence. The dynamical origin of these effects is delineated through
a bifurcation analysis of a reduced model system that is based on a mean field approximation. Our results
may have practical implications for the robustness of such states in biological or physical systems where age
related deterioration in the functionality of components can occur.
The chimera state, a novel spatio-temporal
pattern of co-existing coherent and incoherent
regions, was originally discovered as a collective
state of a simple model system of identical
phase oscillators that are non-locally coupled
to each other. Since this original discovery,
chimera states have been shown to occur in
a wide variety of systems and have been the
subject of intense theoretical and experimental
studies. They serve as a useful paradigm for
describing similar collective phenomena observed
in many natural systems such as the variety
of metastable collective states of the cortical
neurons in the brain or uni-hemispheric sleep
in certain birds and mammals during which
one half of the brain is synchronized while the
other half is in a de-synchronized state. An
important question to ask is what happens to
such states when some of the components of the
system lose their functionality and die, or, in the
context of the oscillator model, when some of
the oscillators cease to oscillate. In our present
work, we examine this issue by investigating
the dynamics of a system consisting of a mix of
active (oscillating) and inactive (non-oscillating)
Ginzburg-Landau oscillators that are globally
coupled to each other. The chimera states of this
system, known as Amplitude Mediated Chimeras
(AMCs) are a more generalized form of the
original phase oscillator chimeras and display
both amplitude and phase variations. We find
that the inactive oscillators influence the AMCs
in several distinct ways. The coupling with
the rest of the active oscillators revives their
oscillatory properties and they become a part of
the AMC as a separate coherent cluster thereby
modulating the structure of the AMC. Their
presence also reduces the overall frequency of
the coherent group of oscillators. Finally, they
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shrink the existence region of the AMCs in the
parametric space of the system. A remarkable
finding is that the AMCs continue to exist even
in the presence of a very large fraction (about
90%) of inactive oscillators which suggests that
they are very robust against aging effects. Our
findings can be practically relevant for such
states in biological or physical systems where
aging can diminish the functional abilities of
component parts.
I. INTRODUCTION
The chimera state, a novel collective phenomenon ob-
served in coupled oscillator systems, that spontaneously
emerges as a spatio-temporal pattern of co-existing
synchronous and asynchronous groups of oscillators,
has attracted a great deal of attention in recent
years1,2. First observed and identified by Kuramoto
and Battogtokh3 for a model system of identical phase
oscillators that are non-locally coupled, such states have
now been shown to occur in a wide variety of systems2
and under less restrictive conditions than previously
thought of4,5. Theoretical and numerical studies have
established the existence of chimera states in neuronal
models6, in systems with non-identical oscillators7,8,
time delay coupled systems9 and globally coupled
systems that retain the amplitude dynamics of the
oscillators4,5. Chimera states have also been observed
experimentally in chemical10,11, optical12, mechanical13,
electronic14 and electro-chemical15 oscillator systems.
Furthermore, chimera states have been associated with
some natural phenomena such as unihemispheric sleep16
in certain birds and mammals during which one half
of the brain is synchronized while the other half is
in a de-synchronized state17. In fact, the electrical
activity of the brain resulting in the collective dynamics
of the cortical neurons provides a rich canvas for the
application of chimera states and is the subject of many
present day studies18–20. It is believed that a prominent
feature of the dynamics of the brain is the generation
of a multitude of meta-stable chimera states that it
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2keeps switching between. Such a process, presumably,
is at the heart of our ability to respond to different
stimuli and to much of our learning behavior. Chimera
states are thus vital to the functioning of the brain and
it is important therefore to investigate their existence
conditions and robustness to changes in the system
environment. An interesting question to ask is how the
formation of chimera states can be influenced by the loss
of functionality of some of the constituent components
of the system. In the case of the brain it could be the
damage suffered by some of the neuronal components
due to aging or disease21. For a model system of coupled
oscillators this can be the loss of oscillatory behavior of
some of the oscillators. In this paper we address this
question by studying the existence and characteristics
of the amplitude mediated chimera (AMC) states in an
ensemble of globally coupled Complex Ginzburg-Landau
(CGL) oscillators some of which are in a non-oscillatory
(inactive) state. The coupled set of CGL oscillators
display a much richer dynamics22 than the coupled
phase oscillator systems on which many past studies on
chimeras have been carried out23. For a set of locally
coupled CGL equations (corresponding to the continuum
limit) Nicolaou et al22 have shown the existence of a
chimera state consisting of a coherent domain of a frozen
spiral structure and an incoherent domain of amplitude
turbulence. The nature of the incoherent state in this
case is more akin to turbulent patches observed in fluid
systems and distinctly different from the incoherent
behaviour obtained in non-locally coupled discrete
systems23. For globally coupled systems, chimera states
with amplitude variations have been obtained for a set
of Stuart-Landau oscillators by Schmidt and Krischer24.
However the coupling they use is of a nonlinear nature
and the chimera states emerge as a result of a clustering
mechanism. The AMC states, on the other hand, do
not require any nonlinear coupling and exist in a system
of linearly coupled CGL equations. The conditions
governing the emergence of the AMCs are thus free of
the topological and coupling constraints of the classical
phase oscillator chimeras and may therefore have wider
practical applications.
Past studies on the robustness of the collective states
of a population of coupled oscillators that are a mix of
oscillatory and non-oscillatory (inactive) elements have
been restricted to the synchronous state25–28. Our work
extends such an analysis to the emergent dynamics of
the amplitude mediated chimera state. We find that the
presence of inactive elements in the system can signif-
icantly impact the existence domain and the nature of
the AMCs. The existence domain of the AMC states
is found to shrink and shift in parametric space as the
fraction of inactive oscillators is increased in the system.
Under the influence of the coupling the inactive oscil-
lators experience a revival and turn oscillatory to form
another separate coherent region. They also decrease the
collective frequency of the coherent regions. These results
are established through extensive numerical simulations
of the coupled system and by a systematic comparison
with past results obtained in the absence of the inactive
oscillators. To provide a deeper understanding of the
numerical results and to trace the dynamical origins of
these changes we also present a bifurcation analysis of
a reduced model system comprised of two single driven
oscillators with a common forcing term obtained from a
mean field approximation.
The paper is organized as follows. In the next section
(section II) we describe the full set of model equations
and summarize the past results on the AMC states ob-
tained from these equations in the absence of any inactive
oscillators. Section III details our numerical simulation
results obtained for various fractions of inactive oscilla-
tors and discusses the consequent modifications in the
existence regions and characteristics of the AMC states.
In section IV we provide some analytic results from a
reduced model system based on a mean field theory to
explain the findings of section III. Section V gives a brief
summary and some concluding remarks on our results.
II. MODEL EQUATIONS
We consider a system of globally coupled complex
Ginzburg-Landau type oscillators governed by the fol-
lowing set of equations
W˙j = αjWj − (1 + iC2)|Wj |2Wj
+K(1 + iC1)(W −Wj) (1)
W =
1
N
N∑
i=1
Wi (2)
where, Wj is the complex amplitude of the j
th oscilla-
tor, W is the mean field, overdot represents a differenti-
ation w.r.t. time (t), C1, C2,K are real constants, N
is the total number of oscillators and αj is a param-
eter specifying the distance from the Hopf bifurcation
point. In the absence of coupling, the jth oscillator ex-
hibits a periodic oscillation if αj>0 while if αj<0 then,
the jth oscillator settles down to the fixed point Wj = 0
and does not oscillate. We therefore divide up the sys-
tem of oscillators into two subsets: the oscillators with
j ∈ {1, · · · , Np} form one population of oscillators with
αj < 0 and represent inactive oscillators, while the os-
cillators with j ∈ {Np + 1, · · · , N} have αj > 0 and
represent active oscillators. Here p (0 ≤ p ≤ 1) repre-
sents the fraction of inactive oscillators in the system.
We assume that our system size is sufficiently large that
the ratio p can be treated as a continuous variable25. For
simplicity we also assume, αj = −b ∀ j ∈ {1, · · · , Np}
and αj = a ∀ j ∈ {Np+ 1, · · · , N}, where both a and b
are positive constants. The set of equations (1), in the
absence of the inactive oscillators (p = 0) has been exten-
sively studied in the past29 and shown to possess a variety
of collective states including synchronous states, splay
3states, single and multi-cluster states, chaotic states and
more recently, also, amplitude mediated chimera states
(AMCs)5. The AMC states occur in a restricted region
of the (C1 −K − C2) parameter space and are often co-
existent with stable synchronous states5. Our objective
in this paper is to study the effect of inactive elements
on the nature of the AMCs and of modifications if any of
their existence region. Accordingly, we carry out an ex-
tensive numerical exploration of the set of equations (1)
in the relevant parametric domain of (C1−K) space with
C2 = 2 and compare them to previous results
5 obtained
in the absence of inactive oscillators.
III. AMPLITUDE MEDIATED CHIMERA STATES
In Fig. (1) we display a snapshot of the time evolution
of a typical AMC state obtained by a numerical solution
of Eq.(1) for N = 201,K = 0.7, C1 = −1, C2 = 2, a =
b = 1 and p = 0.1. We start with a state where the
oscillators are uniformly distributed over a ring i.e.
Re(Wj) = cos(2pij/N)
Im(Wj) = sin(2pij/N)
However the existence and formation of the AMC states
are found to be independent of the initial conditions as
has also been previously shown4,5. The figure shows the
distribution of the 201 oscillators in the complex plane of
(Re(Wj) vs Im(Wj)). We observe the typical signature
of an AMC in the form of a string like object represent-
ing the incoherent oscillators and a cluster (represented
by a black filled square) marking the coherent oscillators
which move together in the complex plane. The new fea-
ture compared to the standard AMC state5 is the pres-
ence of another cluster (marked by a red triangle) that
represents the dynamics of the dead oscillators which are
no longer inactive now but have acquired a frequency and
form another coherent region in the AMC. These oscil-
lators have a lower amplitude than the originally active
oscillators but oscillate at the same common collective
frequency as them. Thus the inactive components of the
system experience a revival due to the global coupling
and modulate the coherent portion of the AMC profile.
This can be seen more clearly in the snapshots of the
profiles of | Wj | and phase φj shown in Figs. (2) and
(3) respectively for N = 201,K = 0.7, C1 = −1, C2 = 2,
a = b = 1 and p = 0.2. The solid line (red) close to
|W | = 0.2 in Fig. (2) marks the coherent region aris-
ing from the initially inactive oscillators. They have a
smaller amplitude of oscillation than the initially active
ones that form the coherent region shown by the other
(blue) solid line. The scattered dots show the incoher-
ent region whose oscillators drift at different frequencies.
The oscillator phases of the three regions are shown in
Fig. (3) where one observes that the phases of the oscil-
lators in each coherent region remain the same and there
is a finite phase difference between the two regions. The
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FIG. 1. (Color online) N = 201,K = 0.7, C1 = −1, C2 = 2,
a = b = 1, p = 0.1. Blue points represent the incoherent ac-
tive oscillators, the black square represents the coherent active
oscillators and the red triangle represents the dead oscillators.
incoherent regions have a random distribution of phases
among the oscillators.
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FIG. 2. (Color online) The chimera state is characterized by
two groups of coherent oscillators that have | W | around
0.2 and | W | close to 1 respectively. The scattered points
represent the incoherent part of the chimera state. The other
parameters for this state are N = 201, K = 0.7, C1 = −1,
C2 = 2, a = b = 1 and p = 0.2
We have next carried out extensive numerical explo-
rations to determine the extent and location of the para-
metric domain where such AMCs can occur in order to
determine the changes if any from the existence region
for p = 0. Our results are shown in Fig. (4) for sev-
eral different values of p where the different curves mark
the outer boundaries of the existence region of AMCs for
particular values of p. We find that, for a fixed value
of b = 1, as the value of p is increased the parametric
domain of the existence region of AMC shrinks and also
shifts upward and away from the p = 0 region towards
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FIG. 3. (Color online) Phases of the oscillators for a chimera
state arising from an initial state of a mixed population of
active and inactive oscillators with N = 201, K = 0.7, C1 =
−1, C2 = 2, a = b = 1, p = 0.2.
a higher value of K. The area of this region asymptot-
ically goes to zero as p → 1. Note that there is a finite
parametric domain of existence even for a p value that is
as large as 0.9 indicating that AMCs can occur even in
the presence of a very large number of inactive oscillators
and thus are very robust to aging related changes in the
system environment. We have also found that the revival
is dependent on the value of the coupling constant K as
well as the parameters p and b.
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FIG. 4. (Color online) Phase diagram in the C1 − K space
with N = 201, C2 = 2, a = 1, b = 1 with different values
of p. The arrow marks the shift in the values of K and C1
necessary to maintain an AMC state that originally existed in
the p = 0 domain to continue to remain an AMC for p = 0.1.
IV. MEAN FIELD THEORY
In order to gain a deeper understanding of the dynam-
ical origin of our numerical results we now analyse a re-
duced model that is a generalization of a similar system
that has been employed in the past to study the chaotic
and AMC states of Eq.(1) in the absence of initially in-
active oscillators5,29. We define appropriate mean field
parameters W I for the initially inactive oscillator popu-
lation and WA for the active population, as,
W I(t) =
 1
Np
j=Np∑
j=1
Wj
 = RIeiωIt (3)
WA(t) =
 1
N(1− p)
j=N∑
j=Np+1
Wj
 = RAeiωAt (4)
where RI and RA are the amplitudes of these mean fields
and ωI and ωA are their mean frequencies. Note that the
mean field for the entire system (1) can also be expressed
as,
W (t) =
(
1
N
N∑
i=1
Wi
)
= ReiωT t (5)
with
R = |W | = 1
N
√√√√√ N∑
j=1
Re (Wj)
2 +
 N∑
j=1
Im (Wj)
2
The nature of R, RA and RI can be seen from our
numerical simulation results shown in Fig. (5) where
we have plotted the time evolution of |W |, |W I |, |WA|,
Re(W ), Re(WA) and Re(W I). We observe that the
time variations of Re(W I), Re(WA) and Re(W ) are
nearly periodic and identical for the active, initially
inactive and the full set of oscillators. A power spectrum
plot of Re(W ) given in Fig. (6) further shows that the
periodicity is primarily around a single frequency, ω,
as denoted by the sharp peak in the power spectrum.
Note also that this central frequency varies as a function
of p and decreases as p increases. The amplitudes
RA = |WA|, RI = |W I | and R = |W | evolve on a
slower time scale and are nearly constant with small
fluctuations around a mean value. The mean values also
decrease as a function of p and this is shown in Fig. (7)
where the mean value of R is plotted against p. The
decrease of ω with p is displayed in Fig. (8).
The near constancy of the amplitudes of the mean
fields and the existence of a common dominant single
frequency of oscillation permits the development of a
simple model system, along the lines of Ref.5, in terms
of the driven dynamics of representative single oscillators.
We therefore define two single oscillator variables BI(t)
and BA(t) to represent the dynamics of any one of the
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FIG. 5. (Color online) RA (green dashed line), RI (blue
dotted line) and R (red solid line) for N = 201, K = 0.7,
C1 = −1, C2 = 2, a = b = 1, p = 0.6. The oscillatory
part represents the Re(W¯ ) and the line through the peaks
represents |W¯ |.
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FIG. 6. (Color online) Power spectrum of Re(W¯ ) for N =
201, K = 0.7, C1 = −1, C2 = 2, a = b = 1 with different
values of p.
initially inactive oscillators and any one of the initially
active oscillators, respectively. We take,
BI(t) = (1−K)−1/2Wj(t)e−i(ωT t+φ) (1 ≤ j ≤ Np) (6)
BA(t) = (1−K)−1/2Wj(t)e−i(ωT t+φ) (Np+ 1 ≤ j ≤ N)
(7)
Using (6) and (7) in (1) and re-scaling time as
τ = (1−K)t (8)
we get two driven single oscillator equations,
∂BI
∂τ
=
(
−1 +K
1−K + iΩ
)
BI
− (1 + iC2)|BI |2BI + F (9)
∂BA
∂τ
= (1 + iΩ)BA − (1 + iC2)|BA|2BA + F (10)
with
Ω(p) = −ω(p) +KC1
1−K (11)
F (p) =
K
√
1 + C21
(1−K)3/2 R(p) (12)
C1 = tan(φ), − pi
2
<φ<
pi
2
(13)
The term F represents the mean field contribution of the
entire set of oscillators and is a common driver for mem-
bers of each sub-population of the oscillators. The basic
difference in the dynamics of the two populations arises
from the sign of the αj term, namely, αj = −b for the
initially inactive population and αj = a for the active
oscillators. We have taken a = b = 1 to agree with our
numerical simulations. In the relations 11 and 12, Ω and
F are now functions of p since R and ω vary with p as
seen from Figs. (5) and (6) as well as from Figs. (7) and
(8).
The plots of Figs. (7) and (8) also allow us to derive
approximate analytic expressions to describe the depen-
dence of R and ω on p, namely,
R = R0
√
a−K [1− (α?0 + γb)p] (14)
ω = ω0 [1− (β?0 + γb)p] (15)
where for K = 0.7, C1 = -1, C2 = 2 and a = 1 we get,
R0 = 1.291, | ω0 | = 1.57, α?0 = 0.63, β?0 = 0.48 and γ =
0.141.
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FIG. 7. (Color online) Variation of R (red filled circle) with p.
The blue solid line represents the fit for R. The parameters
chosen are N = 201, K = 0.7, C1 = −1, C2 = 2.
We can now try to understand the dynamical origin
of the behaviour of the existence region of the AMC as
a function of p by analyzing the two reduced equations
Eq.(9 and Eq.(10). For p = 0, Eq.(10) has been shown5,29
to have a rich bifurcation diagram in the F −Ω space as
shown in Fig. (10) where the red (solid) line is the Hopf
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FIG. 8. (Color online) Variation of ω (red filled circle) with p.
The blue solid line represents the fit for ω. The parameters
chosen are N = 201, K = 0.7, C1 = −1, C2 = 2.
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FIG. 9. (Color online) Variation of α? (red solid line) and
β? (blue dotted line) with b. The parameters chosen are N =
201, K = 0.7, C1 = −1, C2 = 2. The linear variation indicates
the relation α? = α?0 + γb and β
? = β?0 + γb
bifurcation line and the blue (dotted) line represents the
saddle-node bifurcation line. The thin black solid line be-
tween region II and V is the homoclinic bifurcation line.
The big red circle and the black square indicate the Tak-
ens Bogdanov bifurcation point and the codimension-two
point and are labeled as TB and G respectively. The var-
ious regions, marked as I-V, are characterized by the exis-
tence of a single or a combination of nodes, saddle points,
attractive limit cycles, stable spirals and unstable spirals.
The region between the red solid and the blue dotted
lines represents the probable regime of AMC states. As
discussed previously5 the AMC states arise from the co-
existence of a stable node and a limit cycle or a spiral
attractor close to the saddle-node curve. The fluctua-
tions in the amplitude of the mean field then drive the
oscillators towards these equilibrium points with those
that go to the node constituting the coherent part of the
AMC while those that populate the limit cycle or the
stable spiral forming the incoherent part of the AMC.
The distribution of the oscillators among these two sub-
populations depends on the initial conditions and the
kicks in phase space that they receive from the ampli-
tude fluctuations. The location of these p = 0 AMCs
are marked by the open and filled circles in Fig. (10).
With the increase of p, Ω decreases, causing the determi-
nant of the Jacobian (det J) of Eq. (10) to monotonically
decrease while keeping the trace of the Jacobian (Tr J)
to remain unchanged. This results in the loss of a spi-
ral into a node leading the AMC to collapse into two or
three coherent cluster states. Also, as p increases, R de-
creases and
[
(Tr J)2 − 4 detJ] decreases. This leads to
the loss of a node and the generation of a spiral causing
the AMC states near the saddle-node bifurcation line,
for p = 0, to evolve into chaotic states. The above two
reasons account for the shrinkage of the existence region
of the AMC with the increase of p. Furthermore due to
the re-scaling of Ω and F for a given value of p, the bi-
furcation plot also shifts in the F −Ω space as shown in
Fig. (11) for p = 0.6. For K = 0.7, C1 = −1, C2 = 2,
a = 1, R0 = 1.291, |ω0| = 1.57, α?0 = 0.63, β?0 = 0.48,
γ = 0.141 and p = 0, we find Ω = 7.56 and F = 4.259
while for p = 0.6 we get Ω = 5.6 and F = 2.28. This
shift leads to a relocation of the position of the new AMC
state as indicated by the black arrow in the figure. The
amount of shift can also be estimated by using relations
(11 - 15). In Fig (10) we show such shifts for various
values of p by the directions and lengths of arrows origi-
nating from various points of the bifurcation diagram for
p = 0.
We can also use expressions (11) and (12) to under-
stand the shift in the existence domain of the AMC in
the C1 −K space, as shown in Fig. (4), by a simple ap-
proximate analysis for small values of p. We seek the
shifts in the values of K and C1 for which a given AMC
for p = 0 will still remain an AMC for a finite value of
p. This can be obtained by doing a linear perturbation
analysis around the values of K,C1, ω and R for p = 0
in expressions (11) and (12). Writing,
ω = ω0 + δω ; R = R0 + δR
K = K0 + δK ; C1 = C10 + δC1
(where the subscript 0 labels values at p = 0 and the
terms with δ represent small perturbations) substituting
in (11) and (12) and retaining only the linear terms of
the perturbed quantities, we get,
δC1 =
1
K0
(Ω0 δK − δω − δK C10) (16)[
3F 20 (1−K0)2 − 2K0R20(1 + C10Ω0)
]
δK
= −2K0R0[K0 δR+K0C210 δR− C10R0 δω] (17)
The above equations can be solved for δK and δC1 using
the numerically obtained values for δω, δR for a chosen
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FIG. 10. (Color online) Bifurcation Diagram for Eq.(10) with
parameters N = 201, K = 0.7, C1 = −1, C2 = 2, a = b = 1
and p = 0. The red solid line is the Hopf Bifurcation line
(H) and the blue dotted line is the Saddle-Node Bifurcation
line (SN). The thin black solid line between region II and
V is the homoclinic bifurcation line. The big red circle and
the black square indicate the Takens Bogdanov bifurcation
point and the codimension-two point and are labeled as TB
and G respectively. In the legend at the top left corner of
the figure, the letter ‘n’, ‘s’, ‘al’, ‘ss’ and ‘us’ denote a node,
a saddle, an attractive limit cycle, stable spiral and unsta-
ble spiral respectively. The region between the red solid and
the blue dotted lines represents the probable regime of AMC
states with p = 0. The arrows indicate the shift of the AMC
states with p = 0.1 (red solid arrow), 0.2 (blue dotted arrow),
0.3 (magenta dashed arrow), 0.4 (black dashed dotted arrow).
The filled circles represent typical AMC states coexistent with
synchronous states while empty circles are for AMCs in the
unstable region of synchronous states.
 1
 2
 3
 4
 5
 6
 3  4  5  6  7  8  9
F
Ω
FIG. 11. (Color online) Bifurcation Diagram for Eq.(10) with
parameters N = 201, K = 0.7, C1 = −1, C2 = 2, a = b = 1
and p = 0 (“+” symbol) & 0.6 (filled circles). The red solid
line is the Hopf Bifurcation line and the blue dotted line is
the Saddle-Node Bifurcation line.
small value of p. For p = 0.1 we have δω = −0.12 and
δR = −0.06. Using the above values at C10 = −0.7 and
K0 = 0.7 we get δK = 0.004 and δC1 = 0.18. These
shifts in the values of K and C1 are depicted by an
arrow in Fig. (4) and indicate the shift in the location
of an AMC in the K − C1 space. The direction of
the shift agrees quite well with the observed shift in the
domain of the p = 0.1 AMC compared to the domain
with p = 0.
We next turn to an analysis of Eq.(9) to understand the
behavior of the sub-population of initially inactive oscilla-
tors. In contrast to Eq.(10), this equation has a very sim-
ple topological structure in that it only admits a stable
fixed point which corresponds to a periodic motion (with
frequency ω) of the corresponding variable Wj . This ex-
plains the existence of the coherent region marked in red
(around |W | ≈ 0.2) shown in Fig. (2). In Fig. 12(a) we
plot the evolution dynamics of Eq.(9) in the phase space
of (Re(BI)−Im(BI)) for K = 0.7, C1 = −1, C2 = 2 and
p = 0.2 with R = 0.6009 and |ω| = 1.3823. The location
of the fixed point at Re(BI) = 0.272, Im(BI) = 0.3078
corresponds to |WI | = |BI |
√
1−K = 0.2681, which cor-
responds to the left coherent cluster shown in Fig. (2).
For a comparison we also show in Fig. 12(b) a corre-
sponding phase diagram for Eq. (10) for the same set of
parameters as Fig. 12(a). We see the existence of three
fixed points - one stable (marked with a + symbol) and
two unstable (marked with a × symbol) and a limit cycle
- the ingredients for the creation of an AMC. Thus the
combined dynamics of the two model equations (9) and
(10) provide a composite picture of the existence domain
and characteristic features of the AMC in the presence
of a population of inactive oscillators.
V. SUMMARY AND DISCUSSION
To summarize, we have studied the influence of a pop-
ulation of inactive oscillators on the formation and dy-
namical features of amplitude mediated chimera states
in an ensemble of globally coupled Ginzburg-Landau os-
cillators. From our numerical investigations we find that
the inactive oscillators influence the AMCs in several dis-
tinct ways. The coupling with the rest of the active
oscillators revives their oscillatory properties and they
become a part of the AMC as a separate coherent clus-
ter thereby modulating the structure of the AMC. Their
presence also reduces the overall frequency of the coher-
ent group of oscillators. Finally they shrink the existence
region of the AMCs in the parametric space of the cou-
pling strength K and the constant C1 (where KC1 is the
imaginary component of the coupling constant). This
region continously shrinks and shifts in this parametric
domain as a function of p. Remarkably, the AMCs con-
tinue to exist (albeit in a very small parametric domain)
even for p as large as 0.9 which is indicative of their ro-
bustness to aging effects in the system. Our numerical
results can be well understood from an analytic study of
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FIG. 12. (Color online) (a) Phase space of Re(BI) − Im(BI)
for Eq.(9) with parameters N = 201, K = 0.7, C1 = −1,
C2 = 2, a = b = 1 and p = 0.2. (b) Phase space of Re(BA) −
Im(BA) for Eq.(10) with parameters N = 201, K = 0.7,
C1 = −1, C2 = 2, a = b = 1 and p = 0.2.
a reduced model that is derived from a mean field theory
and consists of two driven nonlinear oscillators that are
representative of typical members of the sub-populations
of initially inactive oscillators and the active oscillators.
The driving term for both these single oscillators equa-
tions is the mean field arising from the global coupling
of all the oscillators. A bifurcation analysis of both these
model equations provides a good qualitative understand-
ing of the changes taking place in the existence domain of
the AMCs due to the presence of the inactive oscillators.
AMCs are a generalized class of chimera states in which
both amplitude and phase variations of the oscillators
are retained and their existence is not constrained by the
need to have non-local forms of coupling. Our findings
can therefore have a wider applicability and be practi-
cally relevant for such states in biological or physical sys-
tems where aging can diminish the functional abilities of
component parts.
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