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Al~traet--Many graph drawing problems are NP-complete. Most of the problems described in this 
expository survey have constraints hat relate to either minimizing the number of crossings or minimizing 
some function of the edge lengths. Nevertheless, these problems are sufficiently common in some areas 
that polynomial-time algorithms for special cases and heuristics for more general cases have been 
developed. A graph-theoretic characterization f some of these problems i  given, followed by a discussion 
of their complexity. Finally, several algorithms and heuristics for graph layout [some with applications 
to very large scale integration (VLSI)] will be discussed. 
1. INTRODUCTION 
Graph theory is filled with problems that are deceptively simple to state but very difficult o solve. 
Graph graphics, defined here as using computer graphics to draw graphs, has more than its share 
of these problems. Despite their difficulty, graph drawing problems are sufficiently common in some 
areas [such as very large scale integration (VLSI)] that many special cases have been recognized 
and some heuristics have been developed. We present asurvey of research related to graph graphics. 
This work was stimulated by the series of three lectures on graph graphics given by Read [1] in 
Fort Wayne, Indiana, at the conference celebrating the 250th anniversary of the publication of 
Euler's original paper on graph theory. Section 2 introduces the required graph-theoretic 
terminology. Section 3 discusses the complexity of several graph drawing problems. Section 4 
examines the heuristics and special case algorithms that have been developed. 
2. TERMINOLOGY 
The terminology in this section is taken from Harary [2]. The theorems will be stated without 
proof but references are supplied. Let G be a graph with p nodes and q edges. A graph G can be 
embedded in a surface S if it can be drawn on S so that no pair of edges cross. A graph is planar 
if it can be embedded in the plane or equivalently on a sphere. A plane graph is one that has been 
embedded in the plane. Figure 1 shows a planar graph and an isomorphic plane graph. The crossing 
number of G, written v(G), is the minimum number of crossings possible when G is drawn in the 
plane. Thus, the crossing number of a planar graph is zero. An elementary subdivision of an edge 
introduces a new node of degree two. A subdivision of a graph is some sequence of elementary 
subdivisions. Two graphs are homeomorphic if they have a common subdivision graph. An 
elementary contraction of a graph G shrinks an edge to a single node. Then G is contractible to 
a graph H if H can be obtained from G by a finite number of elementary contractions. 
Theorem 1 (Euler's polyhedron formula) 
For any spherical polyhedron with V vertices, E edges, and F faces, 
V-E+F=2.  
A corollary of this theorem gives a necessary (but not sufficient) condition for the planarity of a 
graph in terms of the number of its edges. 
Corollary 1 [2, p. 104] 
If G is a planar graph with p >/3, then q ~< 3p - 6. This condition is not sufficient because the 
converse of this corollary is not true; K3.3 is a counterexample. 
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Theorem 2 (Kuratowski [2, p. 108]) 
A graph G is planar if and only if it contains no subgraph omeomorhic to/(5 or &.3. 
Figure 2 shows the nonplanar Petersen graph and a subgraph omcomorphic to K3,3. 
Theorem 3 (Wagner [2, p. 113]) 
A graph G is planar if and only if it contains no subgraph contractable to/(5 or K3.3. 
It is obvious that the Petersen graph in Fig. 2 is contractible to Ks by shrinking the five edges 
joining the exterior pentagon with the interior pentagram. 
3. COMPLEXITY RESULTS 
All of the graph drawing,problems that will be considered are of the general form: given a graph 
G with specified properties, and a set of constraints, can G be drawn in the plane so that all of 
the constraints are satisfied? For many problems, G is required to be planar or further restricted 
to be a tree. Typical constraints are to minimize the number of crossings or to minimize the 
maximum edge length. Many of these problems are either NP-hard or NP-complete, primarily 
because of the constraints imposed. This section discusses the complexity of several graph drawing 
problems. 
3.1. Crossing number is NP-complete 
The crossing number of a graph is a fundamental concept in topological graph theory. Recent 
work by Bhatt and Leighton [3] and by Leiserson [4] has shown that the crossing number of a graph 
determines the lower bound on the area required for that graph in a VLSI circuit layout. The area, 
in turn, is a major determinant of the cost and reliability of the circuit. 
Efficient linear-time algorithms for testing whether v(G)= 0, i.e. if G is planar, have been 
developed by Booth and Lueker [5] and Hopcroft and Tarjan [6]. However, Garey and Johnson 
[7] show that the general crossing number decision problem "given G and integer k, is v (G) <~ k?" 
is NP-complete, and so is probably intractable. As a consequence, much of the recent research on 
this problem has concentrated either on finding upper and lower hounds for crossing numbers or 
on finding exact values for special graphs [3, 4]. 
3.2. Euclidean embedding is NP-hard 
Many data presentation problems involve the layout of a graph whose nodes represent entities 
and whose edges represent relationships between the entities. Examples are pert networks, Petri 
nets and pathfinder networks [8]. The layout should be aesthetically pleasing according to criteria 
that are usually domain-specific. A common criterion is that edges hould not cross. As the previous 
section points out, there are known algorithms for testing whether v(G) = 0, although the general 
problem is very difficult. If a network is being drawn, a second common criterion is to have edge 
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lengths correspond to the edge weights, so the graph is drawn to scale. This criterion is especially 
desirable if the edges represent physical connections between odes, since the drawing should be 
as accurate a representation of the physical model as possible. Problems that require both the 
no-crossing and the edge length criteria to be satisfied are Euclidean embedding problems. Several 
examples are discussed below. 
Eades and Wormald [9] show that a variety of Euclidean embedding problems are NP-hard. Two 
of these are (a) the unit embedding problem, where G is a planar network with equal edge weights, 
and a generalization (b) the weight preserving embedding problem, where G is an arbitrary planar 
network. In addition, they show that these problems remain NP-hard even if the topological 
equivalence class of the embedding of G is specified; that (a) remains NP-hard for 2-connected 
planar graphs; and that (b) remains NP-hard for 3-connected planar graphs. 
3.3. Minimizing maximum edge length in a grid embedding is NP-complete 
The problem of trying to increase the speed of VLSI circuits by minimizing maximum wire length 
is quite common. Miller and Orlin [10] show that this problem is NP-complete. Given an 
embedding ~: G --* Z 2 of a graph G in a two-dimensional grid, let I~ I be the maximum length of 
an edge of G. Let M(G) be the minimum I~ I over all embeddings ~. Finding M(G) for arbitrary 
G is NP-complete. 
The graph embedding in the minimax edge problem can be generalized. Let Gi = (V~, El ) and 
G2 = (V2, E2) be arbitrary graphs. An embedding of Gl in G2 is a 1-1 mapping ~ : Vi ~ V 2. The 
proximity of two vertices x, y e Vi is d2(x, y), which denotes the distance between them in G2. The 
above minimax edge problem can be restated as minimizing the worst case proximity, i.e. as finding: 
min{max{d2(~ x), ¢ (y))l {x, y} e E, }} over all embeddings ~. 
Lipton and Tarjan [11] have proved a related theorem. Let Gi be a planar graph with maximum 
degree k. Let G2 be a binary tree. Define the average proximity of the embedding to be 
1 y,{d2(X(x),~(y))l{x,y}6El}. 
IE, I 
Theorem 4 [11] 
Any planar graph of maximum degree k can be embedded in a binary tree in polynomial time 
so that the average proximity is a constant depending only on k. 
4. ALGORITHMS AND HEURISTICS FOR GRAPH LAYOUT 
This section discusses everal methods for drawing trees, an algorithm for embedding planar 
graphs in the plane, and a drawing heuristic for arbitrary graphs. Combining the planar embedding 
algorithm with the drawing heuristic gives a family of approximation algorithms for the Euclidean 
embedding problem for planar graphs. We briefly discuss this family of algorithms. 
4.1. Tree layout 
The traditional method for laying out trees is to select one node as the root and position it at 
the top of the screen, with the descendants of the root displayed at successively lower levels. This 
method works quite well for trees that are shallow or have a low average branching factor. If 
neither of these criteria are satisfied, the exponential increase in the number of nodes to be displayed 
leads to overcrowding and reduces the readability of the layout. The methods presented in the next 
two subsections partially resolve this problem. 
4.1 (i). Polar tree heuristic. The procedure for this heuristic is as follows: 
1. Select a node to be the root of the tree and position it at the center of the display 
surface. 
2. Construct a series of concentric ircles, with the root at their mutual center. The 
diameter of each larger circle increases by some constant amount. 
3. Divide the circumference ofevery circle into as many equal-sized arcs as there are 
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children of the root; it may be helpful to construct lines radiating out from the 
root and going through the endpoints of the arcs. 
The nodes at level 1 are placed so that each bisects one of the arcs. 
4. Place each node at tree level i on the circumference of the ith circle out from the 
root and connect it to its parent by an edge. In general, the children of a node 
on some arc at level i are placed on the corresponding arc on the next circle. Divide 
this outer arc into N smaller arcs, where N is the total number of children for 
nodes at level i in the corresponding inner arc. Place the children so that each 
bisects one of the smaller arcs and connect it to its parent with an edge. 
Figure 3 illustrates a polar tree with three levels. 
Observations. 
1. A careful choice of the root node can greatly improve the appearance of the 
layout. The nodes at the graph-theoretic center of the tree are good choices. 
2. This method has two advantages over the traditional method: 
(a) it makes better use of the area of a display surface; 
(b) any symmetry in the subtrees is more clearly displayed. 
3. Unfortunately, since the nodes are laid out around the circumference of the circle 
rather than the diameter (one can consider each level in the traditional method 
to be the diameter of the circle at that level), the space available for laying out 
each level has only increased by a factor of n. If the dimensions of the display 
surface are such that trees of height h can be displayed using the traditional 
method, and the display density (distance between odes) is to remain constant, 
then the polar tree method allows at most one more level, and only when the 
average branching factor at level h is at most n. 
4.1 (ii). H-Tree algorithm. The H-tree layout method arose in the context of VLSI circuit design, 
where minimizing chip area is of critical importance. Ullman [12] showed that an area-efficient way 
to embed a complete binary tree in a grid is to use a recursive pattern that resembles the letter 
"H".  An H-tree of order i is a binary tree with height 2i; when laid out on the grid it covers a 
square of area (2/+ l _ 1). 
Figure 4(a) shows the H-tree of order 1; the numbers indicate the height of the nodes, with the 
leaves labeled 0. There is a two-step rocess for producing the H-tree of order i + 1 from the H-tree 
of order i. 
1. Expand the scale of the original H-tree by doubling the length of every edge. Also, 
add single extra grid lines around the border of the layout, so the number of grid 
lines in each direction is doubled plus one. 
2. Replace each of the leaves in the expanded H-tree of order i with an H-tree of 
order 1, and attach the order 1 H-tree where the leaf used to be. 
Figure 4(b) shows an H-tree of order 2. 
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Observations. 
1. If there is no constraint on where the leaves may appear, the H-tree is the most 
area-efficient method for laying out complete binary trees in a rectangular grid. 
Ullman [12] has proved the following theorem. 
Theorem 5 [12, p. 85] 
The H-tree layout for a complete binary tree with n leaves has area O(n). Induction on i 
demonstrates that the H-tree of order i has area of O (4i). However, this H-tree represents he 
complete binary tree of height 2i, which has 4 i leaves. 
2. There is often good reason to require that the leaves be on the border of the 
drawing, rather than distributed throughout. A common example is where the 
leaves are input/output ports, responsible for data transfer to and from other 
chips. The lower bound on the area for binary tree layouts with the leaves on the 
border increases to ~(n log n) [12, p. 85]. 
4.2. Planarity testing and planar embedding algorithms 
The first published characterization f planar graphs was Kuratowski's theorem [2, p. 108]. In 
1963, Tutte's paper "How to draw a graph" [13] described an algorithm for embedding graphs in 
the plane. The algorithm could also be used for planarity testing, since it would stop short of 
drawing the entire graph if the graph contains a subgraph omeomorphic to K 5 or K3. 3. The time 
complexity of this algorithm for a graph with ] VI = n is O(n3). Several other planarity testing 
algorithms were developed uring the 1960s. In 1963, Goldstein [14] published another O(n 3) 
algorithm and, in 1969, Shirey [15] published an O(n 2) algorithm. 
A major breakthrough came in 1974 when Hopcroft and Tarjan [6] published the first linear-time 
algorithm for planarity testing. In 1976, Booth and Lueker [5] developed a different linear-time 
planarity testing algorithm. Their algorithm was an improvement of an earlier one developed by 
Lempel et al. [16]. The improvements were the use of an st-numbering algorithm developed by Even 
and Tarjan [17], and the invention of a new data structure called a PQ-tree, which Booth and 
Lueker also used to develop algorithms for recognizing interval graphs and chordal graphs. In 
1985, PQ-trees were used by Chiba et al. [18] in their linear-time planar graph embedding algorithm. 
This algorithm will be described briefly below. 
Chiba et al.'s embedding algorithm is based on the vertex addition algorithm of Booth and 
Lueker [5]. It adds one vertex in each step; previously embedded edges incident o the new vertex 
are connected, and new incident edges are embedded with their other endpoints unconnected. 
During the course of the algorithm, whole subgraphs may have to be permuted or reversed. If the 
representation f the reordered subgraph isupdated after every change, the result is an embedding 
of the entire graph. Although this is straightforward, the time complexity of this algorithm isO (n 2), 
while Hopcroft and Tarjan claim that their O(n) testing algorithm is easily modifiable to do 
embeddings. 
One of the crucial elements of the algorithm is the st -numbering of the vertices. An st -numbering 
is a labeling of V(G) by 1, 2 , . . . ,  n, such that the two vertices 1 and n are adjacent and every other 
vertex j is adjacent o two other vertices i and k such that i < j  < k. Let Gk = (Vk, Ek) be the 
subgraph of G induced by the st-numbered vertices 1,2 . . . .  k. When k < n, there exists an edge 
of G with one node in V - Vk and the other in Vk. The graph G~ is formed by adding all of these 
edges (called virtual edges) to Gk. The endpoints of these edges in V - Vk are the virtual vertices. 
Let Bk be an embedding of G~, Bk is called a bush form of G~. One of the primary reasons for 
the efficiency of the algorithm isthe use of PQ-trees to represent the bush forms. A PQ-tree consists 
of P-nodes, Q-nodes, and leaves (endnodes). A P-node represents a cutnode of Gk, and its 
descendants can be permuted arbitrarily. A Q-node represents a nonseperable component of Gk, 
and its descendants can only be reversed. A leaf is a virtual vertex of Bk. Therefore PQ-trees can 
represent all possible permutations and reversals of the bush forms. The intuition behind the vertex 
addition algorithm isto reduce the planarity testing of Gk + ~ to the problem of finding the necessary 
reversals and permutations to make the virtual vertices labelled k + 1 occupy consecutive positions. 
The embedding algorithm has two steps. In the first step, they obtain a directed graph from the 
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given undirected planar graph by assigning the direction of each edge to be from the vertex with 
the smaller st-number to the vertex with the larger st-number; this graph is then embedded. In the 
second step, the algorithm extends the embedding of the directed graph into an embedding of the 
original planar graph. 
4.3. A general graph layout method 
This method is actually a family of heuristics, all based on the following physical model: each 
node is replaced by a movable steel ring and each edge is replaced by a spring. An initial 
configuration is chosen and then the system oscillates until it stabilizes at a minimum-energy 
configuration. The model has several parameters that control how the forces acting on the rings 
cause them to move. These are listed below. 
1. Spring length. This is the base length of the spring, i.e. the length when no force 
is being applied to stretch it. One choice is to use equal length springs. However, 
if the heuristic is being applied to a network, it may be desirable to make the spring 
lengths proportional to the edge weights. 
2. Spring stiffness. This is the spring stiffness constant from physics and partially 
determines how much the spring will stretch or compress given certain amount 
of force. The settings for this parameter are identical to those for spring length. 
3. Spring type. The springs in this model obey either a linear or a logarithmic version 
of Hooke's law. Recent work by Eades [19] suggests that logarithmic springs are 
preferable because they reduce stabilization time. 
4. Initial configuration. The initial configuration determines the set of initial forces 
that act on the nodes. Nodes that are initially placed very far apart but are close 
in the abstract graph will be pulled together by a strong attractive force. 
Conversely, nodes that are initially very close but are not close in the abstract 
graph will be pushed apart by a repulsive force. The magnitude of these forces 
is determined by the values of the first three parameters. 
Observations. 
1. If the planar embedding algorithm of Chiba et al. [18] and this spring-based model 
are combined, the result is a family of three approximation algorithms for the 
Euclidean embedding problem for planar graphs. First, use the embedding 
algorithm to get an initial configuration with no crossings. Setting either the spring 
length or the spring stiffness to be proportional to edge weight gives two 
approximation algorithms, and setting both parameters tobe proportional to edge 
weight gives the third algorithm. It is now possible to specify how important it 
is to satisfy each of the two criteria. Chiba et al.'s algorithm will satisfy the 
no-crossing requirement without regard for edge lengths. The first and second 
approximation algorithms given above give roughly equal weight to the two 
criteria. The third approximation algorithm will very nearly satisfy the edge-length 
requirement, but without regard for the number of crossings. 
2. Eades [19] has demonstrated that the spring model displays the symmetries of 
grid-like graphs quite well if logarithmic springs of equal length and stiffness are 
used. 
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