We consider classical Tsirelson-type norms of T [A n , θ] and their modified versions on ℓ p spaces. We show that for any 1 < p < ∞ there is a constant λ p such that considered Tsirelson-type norms do not λ p -distort any of subspaces of ℓ p .
We show in this paper that for any 1 < p < ∞ there is a constant λ p such that the Tsirelson-type norms of T [A n , θ] do not λ p -distort any of infinite dimensional subspaces of the ℓ p space. In fact we prove stabilization of modified Tsirelson-type norms on ℓ p (Theorem 4.1), which are 3-equivalent to the original Tsirelson-type norm (Corollary 3.2) by the reasoning of [PT] .
The author would like to thank Jordi Lopez-Abad for valuable remarks and simplifying certain proofs.
We recall first the standard notation. By c 00 we denote the space of real sequences which are eventually zero, endowed with the supremum norm · ∞ ; by ℓ p (1 < p < ∞) the space of p-summable real sequences with the canonical norm · p given by the formula
for any x = (x(i)) i ∈ ℓ p
By (e n ) we denote the unit vectors basis. As usual we put B ℓp = {x ∈ ℓ p : x p ≤ 1}. For 1 < p < ∞ we have (ℓ p ) * ∼ = ℓ q , where 1 p + 1 q = 1. We put x, y = i x(i)y(i) for any x = (x(i)) i ∈ ℓ p and y = (y(i)) i ∈ ℓ q For any sets I, J ⊆ N we write I < J if max I < min J and for any vectors x, y ∈ c 00 we write x < y if supp x < supp y. A sequence (x n ) ⊆ c 00 is called a block sequence provided x 1 < x 2 < . . . . Given a block sequence (x n ) by [x n ] we denote the vector space spanned by (x n ).
Given any x ∈ c 00 and E ⊆ N by Ex or x E denote the restriction of x to E, ie. Ex(i) = x(i) if i ∈ E and Ex(i) = 0 otherwise.
Finally, we say that a set K ⊆ c 00 is closed (or invariant) under (a) restriction, if for any x ∈ K and E ⊂ N also Ex ∈ K, (b) spreading, if for any x = a n e n ∈ K and any strictly increasing function φ : N → N we have a n e φ(n) ∈ K, (c) permutation, if for any x = a n e n ∈ K and any permutation σ : N → N we have a n e σ(n) ∈ K.
Classical and modified Tsirelson-type norms
We recall briefly the construction of Tsirelson-type norm, denoted here by · p,r , and modified Tsirelson-type norm, denoted by | · | p,r (cf. [AD1] , [ADKM] ).
Definition 2.1 Fix 1 < p, q < ∞ with 1 p + 1 q = 1 and r ∈ N. Define norms · p,r and | · | p,r on c 00 as the unique norms satisfying the following implicit equations for any x ∈ c 00 :
where the supremum is taken over all r-tuples of sets E 1 , . . . , E r ⊆ N which satisfy
where the supremum is taken over all r-tuples of sets F 1 , . . . , F r ⊆ N, which are pairwise disjoint.
Remark 2.2 (a) Basic unit vectors (e n ) form an 1-unconditional and 1-subsymmetric basis of c 00 endowed with · p,r and an 1-unconditional and 1-symmetric basis of c 00 endowed with | · | p,r .
(b) The completion of c 00 endowed with the norm · p,r , r > 1, is isomorphic to ℓ p [AD1] . As we have · p,r ≤ | · | p,r ≤ · p it follows that the completion of c 00 endowed with the norm | · | p,r , r > 1, is also isomorphic to ℓ p .
The norms introduced above can be defined alternatively by their norming sets presented below.
Definition 2.3 Fix 1 < q < ∞ and r ∈ N.
Let K q,r be the smallest set in c 00 which contains vectors (±e n ) and satisfies the following:
Let K M q,r be the smallest set in c 00 which contains vectors (±e n ) and satisfies the following:
Remark 2.4 (a) By definition, in particular the minimality of considered sets, we have
(b) By definition sets K q,r and K M q,r are closed under restriction and spreading. The set K M q,r is a "symmetrized" version of K q,r closed under permutations.
(c) A standard reasoning proves that for any r ∈ N, 1 < p, q < ∞ with
As for r = 1 clearly K p,1 = {±e n }, we will omit this case in the rest of the paper.
Definition 2.5 Given α > 0 and 1 < q < ∞ put
In the rest of the paper we shall need the following characterization of the set K M q,r :
t . It is easy to see that there is some y ∈ N (q) t such that x < y and x + y q = 1. Since K M q,r is closed under restrictions, we may assume that x q = 1. Since both K M q,r and N (q) t are closed under permutations, we may assume that |x(1)| ≥ |x(2)| ≥ . . . . The proof goes by induction on n(x) = min{n : there is some j ∈ supp x with |x(j)| = t −n }.
If n(x) = 0, then the result is clear. Suppose now that n(x) > 0.
Claim There is a block sequence
Proof of Claim. The proof goes by induction on m(x) = max{n : there is some j ∈ supp x with |x(j)
Notice that I is an initial part of supp x. Denote by x I and x J the projections of x on I and J respectively. Then we have that
for some integer l ∈ N. Since m(x) ≥ n(x) ≥ 1 it follows that |J| = kr for some integer k ∈ N. Divide J into k disjoint pieces (J i 
It is clear that m(y) = m(x) − 1, y q = x q = 1, and |y(1)| ≥ |y(2)| ≥ . . . , hence by inductive hypothesis there is a decomposition y = y 1 + · · · + y r into a sum of a block sequence with y i q = t −1 for any 1 ≤ i ≤ r.
Define F : supp y → K M q,r by F (j) = e j if j ∈ I, and F (n i ) = t −1 n∈J i e n , for 1 ≤ i ≤ k. It is clear that F (j) q = 1 for any j ∈ supp y and that F (j) < F (j ′ ) for any j < j ′ . For any 1 ≤ i ≤ r define
By the previous observations, we obtain that x i q = y i q = t −1 for any 1 ≤ i ≤ r and (x i ) is a block sequence, therefore we have the decomposition x = x 1 + · · · + x r . Now we continue the proof of the Lemma 2.6. Take the decomposition x = x 1 +· · ·+x r as in the Claim. Then tx i q = 1, and n(x i ) ≤ n(x) − 1 for any 1 ≤ i ≤ r, hence by inductive hypothesis we have that (
3 Equivalence of | · | p,r and · p,r norms
The fact that · p,r and | · | p,r are 3-equivalent follows immediately from results in [PT] . We recall the reasoning from this preprint for the sake of completeness.
First we introduce some notation. Let N <∞ denote the set of finite sequences of N. For any m = (m(1), . . . , m(n)) ∈ N <∞ and k ∈ Z put m + k1 = (m(1) + k, . . . , m(n) + k). Given any m, l ∈ N <∞ , m = (m(1), . . . , m(n)), l = (l(1), . . . , l(j)) put m ⌢ l = (m(1), . . . , m(n), l(1), . . . , l(j)). Proof goes by induction on the length n of the sequence. For n = 1 the assertion holds true since (t −m(1) , 0, . . . ) ∈ K q,r for any m(1) ∈ N. Fix n ∈ N and assume that the Theorem holds true for any sequence of integers of length less or equal to n and pick some sequence m = (m(1), . . . , m(n + 1)) of integers.
Let us first notice that we can consider only the case r −1 < Φ(m) ≤ 1. Indeed, for any
Let now r −1 < Φ(m) ≤ 1. Put k 0 = 1 and define inductively k 1 < · · · < k l = n + 2 as
Since r −1 < Φ(m) we have k 1 ≤ n + 1. We will show that l ≤ r. Assume that l > 1. By the definition of k i+1 we have
By the addition rule for Φ we have
which implies that l − 1 < r, hence l ≤ r. Define sequences m 1 , . . . , m l by
Since k l = n + 2 we have m = m 1 ⌢ . . . ⌢ m l . By construction the length of m i is less or equal n and Φ(m i −1) ≤ 1 for any 1 ≤ i ≤ l. By the inductive hypothesis V (m i −1) ∈ K q,r for any 1 ≤ i ≤ l. Notice that
where (v 1 , . . . , v l ) is a block sequence of properly shifted vectors
By the definition of the set K q,r and its invariance under spreading it follows that V (m) ∈ K q,r .
Corollary 3.2 Fix 1 < p < ∞ and r ∈ N. Then
Proof. Take 1 < q < ∞ with
Indeed, it follows immediately from Theorem 3.1, since sets K q,r and K M q,r are invariant under permutation and for any m ∈ N <∞ we have Φ(m) ≤ 2 V (m). Take arbitrary y ∈ K M q,r . If for some i ∈ N we have y(i) = 1, then y ∈ K q,r . If for all i ∈ N we have y(i) < 1, then y = y 1 + y 2 + y 3 for some y 1 < y 2 < y 3 with y j≤ 1 2 for j = 1, 2, 3. By the above y 1 , y 2 , y 3 ∈ K q,r . Now fix x ∈ c 00 and compute
which proves the first inequality. The second inequality is obvious.
Stabilization of | · | p,r norms on ℓ p
Now we present the main theorem of this paper Theorem 4.1 Fix 1 < p < ∞ and r ∈ N, r > 1. Every infinite dimensional subspace X ⊆ ℓ p has an infinite dimensional subspace Y ⊆ X such that for any x ∈ Y 4 −6 x p ≤ (log 2 r) 1/p |x| p,r ≤ 3 · 4 7 (p + q) x p where 1 < q < ∞ satisfies
Thus the stabilization constant λ p of the norm |·| p,r on ℓ p is not greater than 3·4 13 (p+q).
Throughout this section we will use the following Notation. Fix 1 < p, q < ∞ with Lemma 4.6 Let (x n ) ⊆ N α be a block sequence with α −2 ≤ x n p ≤ α −1 for any n ∈ N. Then there is a block sequence (y n ) ⊆ N α of (x n ) such that α −3 ≤ J m y n p ≤ 1 for any n, m ∈ N.
Proof. In order to prove the Lemma it will be sufficient to find one vector y with the property described above. Without loss of generality, passing to a subsequence if necessary, we may assume that for a fixed ε > 0 there are scalars b 0 , . . . , b M −1 such that
For technical reasons, we define also b M +m = b m for any 0 ≤ m < M . Take a ∈ R large enough so that [b]/b ≥ 1 − ε for any b ≥ a. Now fix l ∈ N such that α M l ≥ a. Now for 0 ≤ k, m < M consider the following averages:
It is straightforward to check that (y k ) is a block sequence. The sequences defined above have the following properties:
Choosing sufficiently small ε we obtain the desired result.
Proof of Theorem 4.1. Take any infinite dimensional subspace X of ℓ p .
Pick any sequence (v n ) n ⊆ X converging weakly to zero with v n p = α −3/2 , n ∈ N. By a well-known procedure applied simultaneously to norms · p and | · | p,r we pick for any δ > 0 a block sequence (u n ) with u n p = α −3/2 , n ∈ N, which is (1 + δ)-equivalent to some subsequence (v ln ) n in both · p and | · | p,r norms.
Approximate vectors (u n ) n by vectors from N α : for any n ∈ N and i ∈ supp u n pick k n (i) ∈ N such that α −1/2 |u n (i)| ≤ α −kn(i) ≤ α 1/2 |u n (i)| and define (x n ) by conditions: supp x n = supp u n , |x n (i)| = α −kn(i) and sign x n (i)= sign u n (i) for any i ∈ supp x n and n ∈ N. The sequence (x n ) ⊆ N α is a block sequence with α −2 ≤ x n p ≤ α −1 for any n ∈ N. By Lemma 4.6 there is a block sequence (y n ) of (x n ) satisfying assumptions of Lemma 4.5.
Notice that (x n ) is α 1/2 -equivalent to (u n ) with respect to · p and | · | p,r norms. Picking δ > 0 sufficiently small we ensure that the sequence (x n ) is α-equivalent to (v ln )
