1. Introduction. In this note, we introduce a condition on an algebra motivated by the situation in which Schur's lemma S1] is applicable. We say that algebras satisfying this condition are Schurian. For such algebras, we prove some (purely algebraic) results characterizing those elements associated with inner derivations having range in the radical.
We note that, among others, each Banach algebra over the complex numbers C is Schurian. Our algebraic results are then applied, in conjunction with the theory of subharmonic functions | notably, Vesentini's result V] on subharmonicity of the spectral radius (of holomorphic, Banach-algebra-valued functions from a domain in C ) | to determine those elements in a Banach algebra that exhibit certain spectral properties (spectral additivity). These spectral-additivity results are themselves applied, in H-K] , to a topic initiated by Frobenius F] (and contributed to by Schur S2] ), the study of mappings that preserve invertible elements.
2. Schurian algebras. In the de nition that follows, we describe the condition that plays the key role in our algebraic commutator results.
De nition 2.1. An algebra A with unit I over a eld F is said to be Schurian when LA L for a maximal left ideal L in A and some A in A implies that there is a z in F such that A ? zI 2 L.
Schur's lemma, as commonly used in mathematical discussion, covers a range of commutation and intertwiner statements. The literature of functional analysis has versions of this lemma where the main point is an analytic argument. In practice this may be an approximation result as, for instance, in von Neumann's celebrated Double Commutant theorem N]. For our purposes, we shall say that a (one-)transitive representation of a unital algebra A over a eld F on a vector space V over F satis es the Schur condition when each (F-)linear transformation of V into itself that commutes with (A) is multiplication by some element of F. This concept is closely related to the notion of absolute irreducibility in the nite-dimensional case. (See the discussion of Section 3.) In place of \irreducible," we shall use \transitive," which better describes our situation in the in nite-dimensional case: no proper, non-zero, invariant (or \stable") linear submanifolds (rather than \reducing" linear submanifolds). Thus A acts (one-)transitively on V when Ax (= fAx : A 2 Ag) = V for each non-zero x in V. We are indebted to Walter Feit for bringing the relevance of absolute irreducibility to our attention. The algebra of upper triangular n n matrices over C is Schurian (from Example 3.2) in which each commutator is nilpotent, yet it is not commutative. Its radical is the set of all elements with 0 diagonal. Thus the hypothesis of semi-simplicity is essential in Corollary 2.7. At the same time, Corollary 2.6 is strictly stronger than Corollary 2.7, as the next result shows. For it, we make use of Example 4.3.
Corollary 2.8. If A is a semi-simple Banach algebra over C , then each commutator in A is quasi-nilpotent if and only if A is commutative.
Corollary 2.7 is curiously akin to a commutativity theorem of Herstein. Theorem 3.1.3 of H] states that if each commutator in a ring is equal to some power n of itself, where n is an integer greater than 1, then the ring is commutative. This result applies to all rings, while Corollary 2.7 holds for semi-simple Schurian algebras and may fail, as we saw, if semi-simplicity is not assumed.
3. The nite-dimensional case. We assume that A is an n-dimensional algebra over a eld F. Suppose is a representation of A on an m-dimensional vector space V (over A the subalgebra of M n (K) generated by A and faI : a 2 Kg, where I denotes the unit matrix in M n (K). Let~ be the (unique) (K-)linear extension of mappingÃ into M m (K) acting on K m . We say that is absolutely transitive when~ is transitive for each eld extension K of F; when each transitive representation of A is absolutely transitive, we say that the algebra A (over F) is absolutely transitive. Though A (over F) need not be absolutely transitive,Ã (over K) may be. In this case, K is said to be a splitting eld for the algebra A (over F).
A basic result (proved by a dimension counting argument) states: With L a maximal left ideal in the Banach algebra A and A an element of A such that LA L, the mapping A of the quotient Banach space A=L into itself that assigns BA+L to B + L is a bounded linear transformation of the quotient into itself that commutes with the family f B : B 2 Ag (= F), where B assigns BT + L to T + L. Since L is maximal, F is a transitive family of (bounded) linear transformations of A=L into itself.
Thus A is some scalar multiple z of the identity transformation on A=L. In particular,
Combining the results of the preceding example and Example 4.1, we see that C (z) cannot be normed as a Banach algebra over C . This follows as well from the fact that a normed eld over C must coincide with C . From Example 4.2, C z] is Schurian and can be normed as a normed algebra (for example, by restricting each polynomial to the closed unit disk in C and taking its supremum norm on that disk). As normed, it is not a Banach algebra nor can it be normed to be a Banach algebra. To see this, note that with t small and positive, 1+tz will be near 1, the unit of C z], relative to a given norm on C z]. If C z] were a Banach algebra with that norm, then 1 + tz would have an inverse in C z] which, of course, it does not. As remarked in Example 4.1, C , as a two-dimensional algebra over R, is not Schurian. It is, however, a Banach algebra over R.
If A is a (unital) commutative, normed algebra over C and M is a maximal ideal in A, the question of whether or not A is Schurian amounts to the question of whether or not the eld A=M is C . If each such M is closed (as is the case when A is a Banach algebra), then the quotient is a normed eld over C , and coincides with C . But such ideals need not be closed. For an example of this, we may turn back to C z] normed with the supremum norm of restriction to 0; 1]. Let be the mapping that assigns to each polynomial in C z] its value at 2. The kernel M of is a maximal ideal since is a homomorphism of C z] onto a eld (as it happens to be, C ). If M were closed in C z], then would be continuous At the same time, Q provides us with an example where the conclusions of Theorems 2.4 and 2.5 fail. For the conclusion of Theorem 2.4 to apply, since (0)q (0) for each q, ad q would have to map Q into (0) | that is, Q would have to be commutative. For Theorem 2.5, let e 0 be the unit and e 1 , e 2 , e 3 be elements of Q satisfying e 2 1 = e 2 2 = e 2 3 = ?e 0 and e i e j is e k or ?e k as (i; j; k) is an even or an odd permutation of (1; 2; 3). Then e 1 q?qe 1 +e 0 is 0 for no q in Q and is, accordingly, invertible for all q. But e 1 is not in the center of Q.
5. Spectral additivity. In this section, we study a spectral property, spectral additivity, of certain elements in a (unital) Banach algebra over C . Making use of the fact that such Banach algebras are Schurian (see Example 4.3), the results of Section 2 on Schurian algebras, the subharmonicity of the spectral radius V], and results for subharmonic functions H-Ke], we identify the elements that are spectrally additive as those whose commutators lie in the radical of the Banach algebra (the central elements, when the algebra is semi-simple). We use the notation`sp(T)' to denote the spectrum of the element T of a Banach algebra A relative to A. When it is necessary to indicate the algebra relative to which the spectrum occurs, we use the notation`sp A (T)'.
De nition 5. r > jz 0 j and c=r < r(g(z 0 )). According to the spectral radius formula K-R: Theorem 3.3.3], r(T) = lim n!1 kT n k 1=n for each T in A. Hence for each z in C r (= fz : jzj = rg), there is a positive integer m with kg(z) m k 1=m < c=r. By continuity of g, this inequality holds for all complex numbers in some neighborhood of z. By compactness of C r , there is a nite set of such neighborhoods that covers C r . Let n 1 ; : : : ; n k be the positive integers corresponding to these neighborhoods. If jzj = r, the inequality kg(z) n j k 1=n j < c=r holds for some j. Let n be n 1 n k and m j be n=n j . With z in C r , we have kg(z) n k = k g(z) n j ] m j k kg(z) n j k m j < ( c r ) n : By the Hahn-Banach Theorem K-R: Corollary 1.6.2], there is a linear functional on A with norm 1 satisfying (g(z 0 ) n ) = kg(z 0 ) n k. Let h(z) be (g(z) n ). Then h is entire and jh(z)j kg(z) n k < (c=r) n for all z in C r . By the maximum principle, kg(z 0 ) n k = jh(z 0 )j (c=r) n . If is in the spectrum of g(z 0 ), then n is in the spectrum of g(z 0 ) n . Thus j n j (c=r) n (since the spectral radius is bounded by the Banach algebra norm K-R: Remark 3.2.7]). Therefore, r(g(z 0 )) c=r, contradicting our choice of r.
Remark 5.8. In a unital Banach algebra A over C , the elements of the form C + R with C in C and R in R, where C is the center of A and R is the radical of A, are spectrally additive since they are the obvious elements that \derive" A into R. But not all elements that derive a Banach algebra into its radical need be such a sum (hence, not all spectrally additive elements of a Banach algebra are the sum of a central element and an element of the radical). For an example of this, we can take for A the algebra of all upper triangular n n complex matrices (those (a jk ) for which a jk = 0 when j > k). In this case, the center C consists just of scalar multiples of I, the unit matrix, and the radical consists of those matrices (a jk ) for which a jk = 0 when j k. The elements that are sums of a central element and an element of the radical are those upper triangular matrices all of whose diagonal entries are equal. Thus a non-scalar diagonal matrix is an element of the algebra that is not such a sum. But each element of this algebra derives the algebra into the radical, thus all elements are spectrally additive in this algebra.
