Abstract. The braid groups are infinite non-commutative groups naturally arising from geometric braids. The aim of this article is twofold. One is to show that the braid groups can serve as a good source to enrich cryptography. The feature that makes the braid groups useful to cryptography includes the followings: (i) The word problem is solved via a fast algorithm which computes the canonical form which can be efficiently manipulated by computers. (ii) The group operations can be performed efficiently. (iii) The braid groups have many mathematically hard problems that can be utilized to design cryptographic primitives. The other is to propose and implement a new key agreement scheme and public key cryptosystem based on these primitives in the braid groups. The efficiency of our systems is demonstrated by their speed and information rate. The security of our systems is based on topological, combinatorial and group-theoretical problems that are intractible according to our current mathematical knowledge. The foundation of our systems is quite different from widely used cryptosystems based on number theory, but there are some similarities in design.
Introduction

Background and previous results
Since Diffie and Hellman first presented a public-key cryptosystem(PKC) in [11] using a trapdoor one-way function, many PKC's have been proposed and broken.
Most of successful PKC's require large prime numbers. The difficulty of factorization of integers with large prime factors forms the ground of RSA [29] and its variants such as Rabin-Williams [28, 36] , LUC's scheme [32] or elliptic curve versions of RSA like KMOV [20] . Also the difficulty of the discrete logarithm problem forms the ground of Diffie-Hellman type schemes like ElGamal [12] , elliptic curve cryptosystem, DSS, McCurley [23] .
There have been several efforts to develop alternative PKC's that are not based on number theory. The first attempt was to use NP-hard problems in combinatorics like Merkle-Hellman Knapsack [24] and its modifications. Though many cryptographers have been pessimistic about combinatorial cryptography after the breakdown of the Knapsack-type PKC's by Shamir [30] , Brickell [9] , Lagarias [22] , Odlyzko [26] , Vaudenay [35] and others, and after the appearance of Brassard theorem [8] , there may still be some hopes as Koblitz has noted in [21] . The other systems that are worth to mention are the quantum cryptography proposed by Bennet and Brassard [4] and the lattice cryptography proposed by Goldreich, Goldwasser and Halevi [18] .
Another approach is to use hard problems in combinatorial group theory such as the word problem [1, 37, 17] or using the Lyndon words [31] . Recently Anshel-Anshel-Goldfeld proposed in [2] a key agreement system and a PKC using groups where the word problem is easy but the conjugacy problem is intractible. And they noted that the usage of braid groups is particularly promising. Our proposed systems is based on the braid groups but is independent from their algebraic key establishment protocol on monoids in [2] .
Most of cryptosystems derived from combinatorial group theory are mainly theoretical or have certain limitations in wide and general practice. This is perhaps due to the rack of efficient description of group elements and operations or due to the difficulty of implementing cryptosystems themselves.
The features of braid groups
The n-braid group B n is an infinite noncommutative group of n-braids defined for each positive integer n. There is a natural projection from B n to the group Σ n of all n! n-permutations and so B n can be thought as a resolution of Σ n . In this article, we first show that the braid groups have the following nice properties, unlike the usual combinatorial groups, so that one can build cryptosystems satisfying both security and efficiency requirements.
1. There is a natural way to describe group elements as data which can be handled by computers: Theorem 1 shows that there is a canonical form for a braid, which can be described as an ordered tuple (u, π 1 , π 2 , . . . , π p ), where u is an integer and π i 's are n-permutations. The canonical form can remove the difficulties in using words in the description of the group elements. 2. There are fast algorithms to perform the group operations: The product of two words U and V is just the concatenation U V and therefore the group operation for the purpose of cryptography really means hiding the factors U and V . This can be achieved by converting U V into its canonical form. For a group whose element has no canonical form, this can be achieved only by rewriting via defining relations and a retrieval must be done by a solution to the word problem. Let U and V be n-braids whose canonical forms are represented by p and q permutations respectively. Theorem 2 shows that the canonical form of the product U V can be computed in time O(pqn log n) and the canonical form of the inverse of U can be computed in time O(pn) 3. There are many hard problems based on topological or group-theoretical open problems and one can sometimes design (trap-door) one-way functions based on these problems that can be described basically by group operations. 4. As n grows in the braid groups B n , the computation of group operations become harder in O(n log n). On the other hand, a naive computation of the inverses of one-way functions are seem to be at least O(n!). Consequently, n plays a reliable role of a security parameter.
Our results
After exploring cryptographic aspects of the braid groups in §2, we propose a trapdoor one-way function that is based on one of the hard problems in §2.3 and construct a key exchange scheme and a public-key cryptosystem in §3. A theoretic operating characteristics and implementation of our PKC will be given in §4 and so they are readily available in practice. Our PKC has the following features.
1. Our key exchange scheme is based on a variation of the conjugacy problem similar to the Diffie-Hellman problem and our PKC is constructed from this key exchange scheme. Therefore our PKC and behaves somewhat similarly to ElGamal PKC. 2. Our PKC is non-deterministic: The ciphertext depends on both of the plaintext and the braid chosen randomly at each session. 3. The message expansion is at most 4-1. 4. There are two parameters p, n in our PKC so that the message length becomes pn log n. The encryption and decryption are O(p 2 n log n) operations. The security level against brute force attacks is O((n!) p ) = O(exp(pn log n)). Thus the parameter n rapidly increases the security level without sacrificing the speed.
Our cryptosystems are efficient enough, comparing to other widely used cryptosystems. The security of our scheme is discussed and a possible attack based on a mathematical knowledge is introduced in §5. As a further study, possible improvements of our cryptosystems and possible replacements of the braid groups are discussed in §6.
A cryptographic aspect of the braid groups
The braid group was first introduced by Artin in [3] . Because these groups play important roles in low dimensional topology, combinatorial group theory and representation theory, considerable research has been done on these groups. In this section, we will briefly introduce the notion of braids and give evidence that the braid groups can also play important roles in cryptography. The general reference for braid theory is the Birman's book [5] and for the word problem and conjugacy problem, see [6, 13, 14, 16] . This section is composed as follows: §2.1 is the definition of the braid groups. In §2.2 we first summarize the known results on the word problem (or the canonical form problem). Theorem 1 is important since it enables one to encode a braid into a data format that can be handled easily by computers. The remains are supplementary to this theorem.
In §2.3 we list hard problems that are potential sources to develop primitives in cryptography.
Definition of the n-braid group
The n-braid group B n is defined by the following group presentation.
The integer n is called the braid index and each element of B n is called an nbraid. Braids have the following geometric interpretation: an n-braid is a set of disjoint n strands all of which are attached to two horizontal bars at the top and at the bottom such that each strand always heads downward as one walks along the strand from the top to the bottom. The braid index is the number of strings. See Figure 1 (a) for an example. Two braids are equivalent if one can be deformed to the other continuously in the set of braids. In this geometric interpretation, σ i is the elementary braid as in Figure 1 (b). The multiplication ab of two braids a and b is the braid obtained by positioning a on the top of b. The identity e is the braid consisting of n straight vertical strands and the inverse of a is the reflection of a with respect to a horizontal line. So σ −1 i can be obtained from σ i by switching the over-strand and under-strand. See [5] for details.
Note that if we add the relation σ 2 i = 1, i = 1, . . . , n − 1, to the presentation ( * ), it becomes the group presentation of the n-permutation group Σ n , where σ i corresponds to the transition (i, i + 1). So there is a natural surjective homomorphism ρ:
In terms of geometric braids, the homomorphism ρ: B n → Σ n can be described as follows: given a braid a, let the strand starting from the i-th upper position ends at the b i -th lower position. Then ρ(a) is the permutation
Describing braids using permutations
The easiest way to describe a braid is to write it as a word on σ i 's. But there is no unique way to do this. For example, all the words in the following formula represent the same braid ∆ 4 in Figure 2(a) , where the defining relations, σ 1 σ 2 σ 1 = σ 2 σ 1 σ, σ 2 σ 3 σ 2 = σ 3 σ 2 σ 3 and σ 1 σ 3 = σ 3 σ 1 , are applied to the underlined subwords.
In 1947, Artin proved that a braid can be described uniquely as an automorphism of the free group of rank n [3] . In late sixties, Garsides solved the word problem after exploring the properties of the semigroup of positive words in [16] and his idea was improved by Thurston [14] , Elrifai-Morton [13] and BirmanKo-Lee [6] . They showed that there is a fast algorithm to compute the canonical form, which is unique for their results briefly.
Before stating the theorem, we introduce the notions of the permutation braid and the fundamental braid. The braids made as above is called a permutation braid or a canonical factor andΣ n denotes the set of all permutation braids. The correspondence from a permutation π to a canonical factor A is a right inverse of ρ: B n → Σ n as a set function. So the cardinality ofΣ n is n!. The permutation braid can be characterized by the property that every crossing is positive and any pair of strands crosses at most once [13, 14] .
The permutation braid corresponding to the permutation Ω n = n(n−1) · · · (2)1 is called the fundamental braid and denoted by ∆ n . If there is no confusion on the braid index, we drop the subscript to write just ∆. See Figure 2 (a) for an example.
The following theorem gives a method to describe a braid. It is Theorem 2.9 of [13] , where they proved the theorem for the positive words, and then discuss the general words in the next section. The notion of left-weightedness will be explained right after. 
where
So we can describe a braid
. . , π p ), where the canonical factor A i corresponds to the permutation π i . Here p is called the canonical length, denoted by len(W ), of W . We will use this description when implementing cryptosystems. Now we explain briefly the idea of Garside, Thurston, Elrifai-Morton and Birman-Ko-Lee, following the paper of ElrifaiMorton [13] .
1. Note that the relations in the group presentation ( * ) relate two positive words with same word length. Let B + n be the semigroup defined by the generators and relations in the presentation. Garside proved that the natural homomorphism : B + n → B n is injective [16] . Thus two positive words P and Q are equivalent in B n if and only if P and Q are equivalent in B + n . 2. For a positive word P , the starting set S(P ) and the finishing set F (P ) is defined by
For a canonical factor A corresponding to a permutation π ∈ Σ n , S(A) = {i | π(i) > π(i + 1)} [14] and similarly F (A) = {i | π −1 (i) > π −1 (i + 1)}. We note that S(A) is just the descent set [33] defined in the combinatorics. So for ∆ 4 in Figure 2 (a), S(∆ 4 ) = F (∆ 4 ) = {1, 2, 3} and for A = σ 1 σ 2 σ 1 σ 3 in Figure 2 (b), S(A) = {1, 2} and F (A) = {1, 3}. 3. The fundamental braid ∆ has the following two properties.
(a) For each 1
For an arbitrary word W on σ i 's, we can replace each occurrence of σ −1 i by the formula σ −1 i = ∆ −1 B i from the first property and collect ∆ −1 's to the left by using the second property to get the expression W = ∆ u P , P ∈ B + n . 4. For any positive word P , there is a unique decomposition, which is called the left-weighted decomposition as follows:
By iterating the left-weighted decomposition P = A 1 P 1 , P 1 = A 2 P 2 , . . ., and then collecting ∆'s to the left, we have the left-canonical form
This left canonical form is unique. 5. By combining 3 and 4, we have the left-canonical form for arbitrary braids as in Theorem 1.
Theorem 2. 1. Let W be a word on σ i 's with word length . Then the leftcanonical form of W can be computed in time O( 2 n log n).
be the left-canonical forms of n-braids. Then we can compute the left-canonical form of U V in time O(pqn log n).
Proof. The proofs of 1 and 2 are in [14] . The left-canonical form of U −1 is given by [13] . Let π i and Ω be the permutations corresponding to A i and ∆. Then A i is the permutation braid corresponding to the permutation
Since Ω 2 is the identity, we can compute π i in O(n). Thus we can compute the whole left-canonical form of
In order to analyze the security against brute force attacks, we will need a lower bound for the number of n-braids of a given canonical length. The estimate given in the following theorem has some room to improve.
Theorem 3. The number of n-braids of canonical length p is at least (
Proof. Since n−1 2 = r for n = 2r + 1 and n = 2r + 2, and clearly there are more (2r + 2)-braids than (2r + 1)-braids of a fixed canonical length, we may assume that n = 2r + 1. Consider the two subsets of theΣ n . We will show that there are injective functions from Σ r → S and Σ r → T . It is easy to see that the functions are not surjective and so |S| > r! and |T | > r!. Since for any A ∈ S and B ∈ T , AB and BA are left-weighted, there are at least (r!) p n-braids of canonical length p and so we are done. For a permutation π ∈ Σ r , we construct a canonical factor A in S by defining the corresponding permutation π ∈ Σ 2r+1 by
See Figure 3 (a) for an illustration for r = 3. For r + 1 ≤ i ≤ 2r, π(i) < π(i + 1) so that i ∈ S(A). Thus S(A) ⊂ {1, 2, . . . , r}. And since π −1 (2i) ≥ r + 1 and
Similarly, for a permutation π ∈ Σ r , we construct a canonical factor A in T by defining the corresponding permutation π ∈ Σ 2r+1 by
See Figure 3(b) for an illustration for r = 3. Since π(2i − 1) = (r + 2) − i ≤ r + 1 and π(2i) = (r + 1) + π (i) > r + 1, (2i − 1) ∈ S(A) for 1 ≤ i ≤ r. Thus S(A) ⊂ {2, 4, . . . , 2r}. And since π −1 (i) = 2r − 2i + 3 > 2r − 2i + 1 = π −1 (i + 1) for 1 ≤ i ≤ r, F (A) ⊃ {1, 2, . . . , r}.
Hard problems in the braid group
We describe some of problems in braid groups that are mathematically hard and may be interesting in cryptography.
We say that x and y are conjugate if there is an element a such that y = axa −1 . And for m < n, B m can be considered as a subgroup of B n generated by σ 1 , . . . , σ m−1 .
Conjugacy Decision Problem
Instance: (x, y) ∈ B n × B n . Objective: Determine whether x and y are conjugate or not.
Conjugacy Search Problem
Instance: (x, y) ∈ B n × B n such that x and y are conjugate.
Objective: Find a ∈ B n such that y = axa −1 .
Generalized Conjugacy Search Problem
Instance: (x, y) ∈ B n × B n such that y = bxb −1 for some b ∈ B m , m ≤ n. Objective: Find a ∈ B m such that y = axa −1 .
Conjugacy Decomposition Problem
Instance: (x, y) ∈ B n × B n such that y = bxb −1 for some b ∈ B m , m < n. Objective: Find a , a ∈ B m such that y = a xa .
p-th Root Problem
Instance: (y, p) ∈ B n × Z Z such that y = x p for some x ∈ B n Objective: Find z ∈ B n such that y = z p . 6. Cycling 1 Problem Instance: (y, r) ∈ B n × Z Z such that y = c r (x) for some x ∈ B n Objective: Find z ∈ B n such that y = c r (z).
Markov Problem
Instance: y ∈ B n such that y is conjugate to a braid of the form wσ ±1 n−1 for some w ∈ B n−1 Objective: Find (z, x) ∈ B n × B n−1 such that zyz
The Conjugacy Decision Problem and the Conjugacy Search Problem are very important because there are many topologically important problems defined up to conjugacy. But they are so difficult that there is no known polynomial time algorithm to solve this problem. The Generalized Conjugacy Search Problem is a generalized version of the conjugacy problem, which has a restriction on the braid that conjugates x. We will use this problem to propose an one-way function in §3. The Conjugacy Decomposition Problem is trivial for m = n and is easier than Generalized Conjugacy Search Problem. We conjecture that Generalized Conjugacy Search Problem is equivalent to Conjugacy Decomposition Problem for some choices of x. The security of the key agreement scheme proposed in §3 are in fact based on Conjugacy Decomposition Problem.
It seems that one can write down potential one-way functions from the above problems. Furthermore since we can always extract a fixed number of factors at the designated position in a canonical form of a braid, it may be possible to design potential (keyed) hash functions from a combination of the above problems.
Finally we remark that the Markov Problem is closely related to the study of knots and links via braids. As every knot theorist dreams of a complete classification of knots and links, this problem should be hard.
1 For an n-braid x = ∆ u A1 · · · Ap in the left-canonical form, the cycling of x is defined by c(x) = ∆ u A2 · · · Apτ u (A1), where the automorphism τ : Bn → Bn is defined by τ (σi) = σn−i for i = 1, . . . , n − 1.
The cryptosystem using braid groups
In this section, we propose a one-way function based on the difficulty of the Generalized Conjugacy Search Problem. Also we propose a key agreement scheme and a PKC using the proposed one-way function. But we don't have a digital signature scheme based on the braid groups yet.
Note: All the braids in this section are supposed to be in the left-canonical form. For example, for a, b ∈ B n , ab means the left-canonical form of ab and so it is hard to guess its factors a or b from ab.
Proposed one-way function
We consider two subgroups LB and RB r of B +r . LB (resp. RB r ) is the subgroup of B +r consisting of braids made by braiding left strands(resp. right r strands) among +r strands. Thus LB is generated by σ 1 , . . . , σ −1 and RB r is generated by σ +1 , . . . , σ +r−1 . An important role is played by the commutative property that for any a ∈ LB and b ∈ RB r , ab = ba. Now we propose the following one-way function
It is a one-way function because given a pair (a, x), it is easy to compute axa
but all the known attacks need exponential time to compute a from the data (axa −1 , x). This one-way function is precisely based on the Generalized Conjugacy Search Problem.
The securities of our key agreement scheme and PKC are based on the difficulty of the following problem.
[Base Problem] Instance: The triple (x, y 1 , y 2 ) of elements in B +r such that y 1 = axa −1 and y 2 = bxb −1 for some hidden a ∈ LB and b ∈ RB r . Objective:
We do not know whether this problem is equivalent to the Generalized Conjugacy Search Problem, even though the latter problem implies the former problem. The two problems seem to have the almost same complexity and this phenomenon is similar to the case of the Diffie-Hellman problem and the discrete logarithm problem.
The role of x is similar to that of g in the Diffie-Hellman problem to find g xy from g x and g y . In order to make our base problem hard, x must be sufficiently complicated by avoiding the "reducible" braids x 1 x 2 z where x 1 ∈ LB , x 2 ∈ RB r and z is a ( + r)-braid that commutes with both LB and RB r as depicted in Figure 4 for = r = 3. If x were decomposed into x 1 x 2 z, then strands. The probability for a randomly chosen ( + r)-braid of canonical length q to be reducible is small, that is, roughly ( !r!/( + r)!) q . Conjugacy Decomposition Problem also implies the base problem since for a , a ∈ LB such that a xa = y 1 , we have a y 2 a = a bxb −1 a = ba xa b −1 = by 1 b −1 . We note that Conjugacy Decomposition Problem is trivial if x is reducible. Thus a necessary condition on x for which Conjugacy Decomposition Problem becomes equivalent to Generalized Conjugacy Search Problem is that x is not reducible. A sufficient condition on x is that xcx −1 is not in B m for each nontrivial c ∈ B m . But we do not have a good characterization of this sufficient condition yet and further study on the choice of x may be required to maintain the soundness of our base problem.
Recall the surjection ρ: B n → Σ n into the permutation group. In order to prevent adversaries from computing ρ(a) and ρ(b) by looking at ρ(x), ρ(y 1 ) and ρ(y 2 ), x should be a pure braid so that ρ(y 1 ) and ρ(y 2 ) as well as ρ(x) are the identity.
Key agreement
Now we propose a key agreement system between A(lice) and B(ob). This is the braid group version of the Diffie-Hellman key agreement system.
Preparation step:
An appropriate pair of integers ( , r) and a sufficiently complicated ( + r)-braid x ∈ B +r are selected and published. The requirement to be sufficiently complicated has been discussed in §3.1. Since a ∈ LB and b ∈ RB r , ab = ba. Thus
and so Alice and Bob obtain the same braid.
Since the Anshel-Anshel-Goldfeld's key agreement in [2] is also based on combinatorial groups and conjugacy problems, it seems necessary to discuss the difference between our key agreement and the Anshel-Anshel-Goldfeld's key agreement. The points of their algebraic key establishment protocol in [2] are the homomorphic property of an one-way function and the public key of multiple arguments. But our key agreement relies neither on the homomorphic property nor on the public key of multiple arguments.
The group theoretic application in [2] uses the following generalization of the usual conjugacy search problem:
Given words t 1 , . . . , t k , and at 1 a −1 , . . . , at k a −1 in a group G, find such a word a in G.
On the other hand our key agreement is based on another generalization of the conjugacy search problem as follows:
Given words x and axa −1 in a group G and given a subgroup H of G, find such a word a in H.
We believe that the two generalizations are independent each other, especially for the braid group B n and its subgroup LB under our current mathematical knowledge.
It should be also noted that the trapdoors of two key agreements are distinct. Our scheme uses the commutativity between two subgroups LB and RB r . On the other hand the Anshel-Anshel-Goldfeld's scheme uses the homomorphic property of conjugations, that is, (asa −1 )(ata −1 ) = asta −1 .
Public-key cryptosystem
By using the key agreement system in §3.2, we construct a new PKC. Let H: B +r → {0, 1} k be an ideal hash function from the braid group to the message space.
Key generation:
(a) Choose a sufficiently complicated ( + r)-braid x ∈ B +r . (b) Choose a braid a ∈ LB . (c) Public key is (x, y), where y = axa −1 ; Private key is a. 2. Encryption: Given a message m ∈ {0, 1} k and the public key (x, y). Since a and b commute, aca Because H is an ideal hash function, our PKC is semantically secure relative to the decisional version of our base problem; if the adversary can compute some information of the message from the public key and the ciphertext, (s)he can also compute some information of byb −1 = abxa −1 b −1 from x, axa −1 and bxb −1 . We hope that one can make a semantically secure PKC using the proposed one-way function without assuming the hash function to be an ideal hash function.
The theoretic operating characteristics and implementation
In this section, we discuss the theoretic operating characteristics of our PKC and the security/message length parameters for future implementations. Because our PKC has not been fully implemented yet as a computer program, we can not compare its speed with other PKC's. But we can report the speed of a conversion algorithm into left canonical forms that is the essential part of our PKC Recall that our PKC uses three braids x ∈ B +r , a ∈ LB and b ∈ RB r , and the ciphertext is (bxb −1 , H(abxa
. When we work with braids, we should consider two parameters, the braid index and the canonical length. For simplicity, we assume that the braid indexes in our PKC are = r = n 2 and the canonical lengths are len(x) = len(a) = len(b) = p. The followings are the discussions about the operating characteristics of our PKC, which is summarized in Table 1. 1. An n-permutation can be represented by an integer 0 ≤ N < n!. Since n! ∼ exp(n log n), a braid with p canonical factors can be represented by a bit string of size pn log n. 2. For braids y 1 , y 2 ∈ B n , len(y 1 y 2 ) ≤ len(y 1 ) + len(y 2 ) and for y 1 ∈ LB , y 2 ∈ RB r , len(y 1 y 2 ) = max{len(y 1 ), len(y 2 )}. So len(bxb −1 ) and len(abxa −1 b −1 ) are at most 3p. For generic choices of a, b, and x, they are no less than 2p. Thus we assume that len(bxb −1 ) and len(abxa −1 b −1 ) are between 2p and 3p. 3. The size of the private key a is p log ∼ p n 2 log n 2 ∼ 1 2 pn log n. 4. The size of the public key bxb −1 is at most 3pn log n. 5. By Theorem 3, the number of n braids with 2p canonical factors is at least the exponential of log n−1 2
Thus we may let the bit length of H(abxa −1 b −1 ) equal pn log n and so the message length is also pn log n. Since the bit size of bxb −1 is at most 3pn log n, the size of ciphertext is at most 3pn log n + pn log n = 4pn log n. Hence the message expansion is less than 4-1. 6. As noted earlier, the encryption/decryption speed is O(p 2 n log n). 7. The hardness of the brute force attack to compute a from axa −1 , or equivalently to compute b from bxb −1 , is proportional to ( !)
Plaintext block pn log n bits Ciphertext block 4pn log n bits Encryption speed O(p 2 n log n) operation Decryption speed O(p 2 n log n) operation Message expansion 4-1 Private key length 1 2 pn log n bits Public key length 3pn log n bits Hardness of brute force attack (
pn log n) Both the security level and the message length are affected at the same extent by p and n log n, but the speed is quadratic in p and linear in n log n. Thus it is better to increase n rather than p in order to increase the security level. Table 2 shows speed of the canonical form algorithm in the braid group. It is the total ellapsed time of our C-program which takes a pair of integers (n, s), and then generates s random canonical factors A 1 , . . . , A s , and then computes the left-canonical form of A 1 · · · A s in Pentium III 450MHz. The table shows that the multiplication in braid groups is efficient.
The C-program inputs pairs (n, s) and outputs the ellasped time t. The other entries in Table 2 are computed from (n, s) and t as follows:
1. Let p = Table 2 . The performance of the algorithm converting into the left canonical forms.
Security analysis
In this section, we analyze the security of the proposed encryption scheme.
Similarity with ElGamal scheme
Our PKC is similar to the ElGamal PKC in design and it has the following properties.
1. The problem of breaking our PKC is equivalent to solving the base problem, as breaking the ElGamal PKC is equivalent to solving the Diffie-Hellman problem. In the proposed scheme, the ciphertext is
and decrypting the ciphertext into a plaintext m is equivalent to knowing abxa 
Brute force attack
A possible brute force attack is to compute a from axa −1 or b from bxb −1 , which is just an attack to Generalized Conjugacy Search Problem. Assume that we are given a pair (x, y) of braids in B +r , such that y = axa −1 for some a ∈ LB . The braid a can be chosen from an infinite group LB in theory. But in a practical system, the adversary can generate all braids a = ∆ u A 1 . . . A p in the canonical form with some reasonable bound for p and check whether y = axa p > 2 139 , which shows that the brute force attack is of no use. We note that there might be another a ∈ LB such that y = a xa −1 . Then a −1 a must be a member of the centralizer C(x) of x. For a generic x and a fixed canonical length, the probability for a braid in LB to be a member of C(x) ∩ LB seems negligible, that is, it is hard to find such an a different from a.
Another possible brute force attack is to find a ∈ LB such that x −1 a −1 a x ∈ LB , which is an attack to Conjugacy Decomposition Problem. As we conjectured earlier, there are choices of x so that Conjugacy Decomposition Problem implies Generalized Conjugacy Search Problem, that is, such an a must equals to a. Thus we need to concern only about an attack to Generalized Conjugacy Search Problem.
Attack using the super summit set
The adversary may try to use a mathematical solution to the conjugacy problem by Garside [16] , Thurston [14] , Elrifai-Morton [13] and Birman-Ko-Lee [6] . But the known algorithms find an element a ∈ B +r , not in LB . Hence the attack using the super summit set will not be successful.
6 Further study 1 . We think that further primitives and cryptosystems can be found by using hard problems in the braid groups. For example, a new digital signature scheme is waiting for our challenge. 2. Generalized Conjugacy Search Problem implies Conjugacy Decomposition Problem that in turn implies the base problem in §3.1. We would like to know what choice of x makes these three problems equivalent. If this question is too challenging, it is nice to know a practical sufficient condition on x that makes the first two problems equivalent. It seems hard to prove directly that Conjugacy Decomposition Problem or the base problem are intractible. On the other hand, Generalized Conjugacy Search Problem seems mathematically more interesting and so it could attract more research. 3. We may try to use other groups with an one-way function based on the conjugacy problem and so on. To support our ideas, the group must have the following properties.
-The word problem should be solved by a fast algorithm. It would be much better if the word problem is solved by a fast algorithm which computes a canonical form. For example, the automatic groups may be good candidates [14, 25] . -The conjugacy problem must be hard. The permutation group does not satisfy this requirement. -It should be easy to digitize the group element. Our idea can be applied to matrix groups. In particular, for an n-braid, we can compute its image of Burau representation [5] , which is an n × n matrix in GL n (Z Z[t, t −1 ]). One might expect that the conjugacy problem in this matrix group is easier than in the braid groups. But it does not seem so. And it is not easy to encode the message into a matrix and vice versa.
