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CAPITOLO 2
L'equazione di Poisson
L'obiettivo di questo capitolo è quello di studiare Pequazione di Poisson
Àu - C;u = I con dato I E LP. Per far ciò proveremo la disuguaglianza
di Calderòn e Zygmund che consente di stimare la norma LP delle derivate
seconde di u con quella del suo Laplaciano. In questo modo se u E LP()RN)
è soluzione dell'equazione ellittica Àu - C;u = I, con I E LP()RN), allora
u E W 2 ,p()RN).
La disuguaglianza di Calder6n-Zygmund si riduce ad un'uguaglianza nel
caso p = 2 e si ottiene immediatamente con una semplice integrazione per
parti. Per p =1= 2 la dimostrazione richiede, come vedremo} sforzi maggiori.
Applicheremo infatti il teorema di interpolazione di ~1arcinkiewicz.
Prima di occuparci della disuguaglianza di Calder6n-Zygmund facciamo
vedere come si determina la soluzione dell'equazione di Poisson.
2.1. Il potenziale Newtoniano
Sia n un aperto non vuoto connesso limitato di {RN l con frontiera di classe
Cl a tratti. Il Teorema della divergenza afferma che per ogni I E C' (!1,)RN)
r div I dx = r I, n M,ln . lan
dove n è la normale esterna a n e du la misura di Lebesgue su on. Prese
u, v E C 2 (!1), dal Teorema della divergenza scaturiscono le identità di Green
r uC;v dx = - r 'ilu· 'ilv dx + r u ~v du (2.1)hl k ho un
in (uC;v - vC;u) dx = fan (u ~~ - v ~~) du (2.2)
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La soluzione fondamentale dell'operatore di Laplace b. è la funzione così
definita
per N >3
per N = 2
r(x) =
1
-Iog Ixl
2" 1 1
N(2 - N)WN Ixl N 2
e soddisfa b.r =°in IRN \ {O}. Risulta r E Lloc(IRN ) e inoltre
Osserviamo che le derivate prime della r sono localmente sommabili, mentre
le derivate del secondo ordine non lo sono. In generale
per Ixl --> 0, 00 (2.3)
dove con D k indichiamo una qualunque derivata di ordine k.
Data I ; IRN --> IR, definiamo Potenziale Newtoniano di I la funzione
N(f) = r * I = J. r(x - y)/(y) dy.
RN
In particolare il Potenziale Newtoniano risulta ben definito per funzioni in
C.;"'(IRN ) ed è soluzione dell'equazione di Poisson b.u = I, come proveremo
nelle seguente proposizione.
PROPOSIZIONE 2.1. Se I E C.;"'(IRN ) allora N(f) E C""(IRN) e
b.N(f) = f
DIM. Sia I E C.;"'(IRN). Poniamo u = N(f). Per definizione
u(x) = J. r(x - y)/(y) dy = J. r(y)/(x - y) dy
RN RN
per ogni x E IRN . Si verifica facilmente che è possibile derivare infinite volte
sotto il segno di integrale e quindi che u E C""(IRN). Inoltre
b.u(x) J. r(y)M(x - y) dy = J. r(y - x)M(y) dyRN RN
Hm J. r(y - x)M(y) dy.
p-o RN\B(x,p)
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du(y).
Sia li = B(x, R) \ B(x, p) con R> O tale che B(x, R) contenga il supporto
di f. Per l'identità di Green (2.2) applicata a r(x _.) ed a f risulta
( r(y - x)6.f(y) dy
J B(x,R)\B(x,p)
= ( 6.r(y - x)f(y) dy
J B(x,R)\B(x,p)
+ { (r(y - x) aaf (y) - aar (y - X)f(y)) dn(y)
JaB(x,R) n n
- { (r(y - x) aa f (y) - aar (y - X)f(y)) du(y).
} aB(x,p) n n
Poiché supp f C B(x, R) e 6.r(y-x) = Oper y '" x, da quest'ultima identità
segue che
1. r(y - x)6.f(y) dyRN\B(x,p)
= - { (r(y - x/f (y) - ar (y - X)f(y))
JaB(x,p) an an
Risulta
fa af lr(y - x)&(y) du(y) < CII'Vflloo N 2 pN - l
aB(x,p) n P
e quindi
( r(x - y)6.f(y) dy = O(p) + N l N 1 ( f(y) du(y).
JRN\B(x,p) WNP J8B(x,p)
Facciamo allora tendere p ~ Oe otteniamo
1. r(y - x)6.f(y) dy = f(x),Ill N
ossia 6.u(x) = f(x). O
ESERCIZIO 2.2. Provare che se f E C~(lRN) allora N(f) E C2(]RN) e
6.N(f) = f.
Per completezza diamo anche una formula di rappresentazione per funzioni
U E C2 (lI).
PROPOSIZIONE 2.3. Siano li aperto limitato di ]RN di classe Cl e u E
C2 (lI). Allora
u(x) = l r(y-x)6.u(y) dy+ fan (~~ (y - x)u(y) - r(y - x) ~~ (y)) du(y)
per ogni x E li.
44 v. Manco - G. Metafune - C. Spina
OSSERVAZIONE 2.4. Se assumiamo inoltre che u abbia supporto compatto
in Sì allora
u(x) = in r(y - x)t.u(y) dy,
cioè u = N(t.u).
DIM. Fissiamo x E Sì. Per l'dentità di Green (2.2) applicata ad Sì \ B(x, p)
risulta
( f(y - x)t.u(y) dy
Jn\B(x,p)
= ( t.f(y - x)u(y) dy
. Jn\B(X,p)
. ( fJ fJf )+ fon r(y - x) fJ~ (y) - fJn (y - x)u(y) dO'(y)
_ { (r(y - x) ~u (y) _ ~f (y _ X)U(y)) dO'(y),
JÒB(X,P) un un
dove, fra gli integrali a secondo membro, quello su Sì \ B(x, p) è nullo perché
t.r(y - x) = Oper y E Sì \ B(x, p) e quello su fJB(x, p) converge ad u(x) per
p ~ Ocome nella dimostrazione della Proposizione 2.1. Mandiamo allora p
a zero ed otteniamo la tesi. O
(2.4)per Ixl - 00.
Soffermiamoci sulle derivate del potenziale Newtoniano. Se f E C~ (IRN ),
posto U = NU), per ogni k E N si ha
IDku(x)1 = O Cxl NI 2+k ) ,
Infatti, scelto R > O tale che supp f C B(O, R), si ha
u(x) = ( f(x - y)f(y) dy = ( f(x - y)f(y) dy.
JIRN J B(O,R)
Allora per Ixl > R
IDku(x)1 =
<
( Dkr(x - y)f(y) dy
J B(O,R)
(Ixl- ~N-2+k l(o,n) Ifl·
< C ( lJ(y)1 dy
- J B(O,R) Ix - ylN 2+k
Come anticipato, per p = 2 la disuguaglianza di Calder6n-Zygmund si ot-
tiene facilmente integrando per parti. Nel seguito indichiamo con D'u la
matrice Hessiana di u. Inoltre poniamo ID'ul2 = Li,j IDijul'.
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LE:MMA 2.5. Sia u E C~(IRN), allora
IID2ull2 = l16.uI12'
DIrvI. La tesi segue immediatamente integrando per parti. Infatti
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N N
I: 1. DiiuDjju = - I: J. .D,uD,jju
i,i=1 RN i,i=1 RN
N
I: 1. D'juD"u = J. ID2ul'.
.. 1 nN RNt.J= ~...
o
Come nel lemma precedente, dalla Proposizione 2.1 discende il risultato
seguente dal quale dedurremo esistenza, unicità e regolarità in L2 .
PROPOSIZIONE: 2.6. Data I E C~(IRN) e posto u = N(J), si ha
J. ID2ul2 = J. 1/12= J. l6.ul'.RN RN RN
OIM. Fissato R > O consideriamo la palla E(O, R) di raggio R e centro
l'origine. Per ogni i,j = 1""IN
{ DiiuDjju = - { DiuDijiU + ( DiuDjju l/i da
i B(O, n) i B(O, n) i 8B(0,R)
{ DijuDiju - ( DiuDiju Vj da
i B(O,R) i8B(0.R)
+ r D,uDjju Vi da.
i8B(0.R)
Sommando l'uguaglianza precedente su i,j, usando 6.u = I e (2.4), si ha
r W = r \6.uI2= r ID2ul2+ O(~) .
i B(O,R) i B(O,R) i B(O,R) R
Per avere la tesi è sufficiente far tendere R all 'infinito. o
Studiamo adesso le derivate prime del potenziale Newtoniano.
LE:MMA 2.7. Sia rl aperto limitato e K'E Lloc(lRN). L'operatore di convo-
luzione TK definito da
TKf(x) = rK(x - y)/(y) dyin
è continuo da LP(rl) in LP(rl) per ogni 1 < p < 00.
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!nlg(x)IP
DIM. Supponiamo l < p < 00: i casi p = 1,00 sono elementari. Poniamo
g(x) = !nIK(X - y)llf(y)ldy
e sia R tale che fl C B(R). Allora
g(x) = !nIK(X - Y)I* IJ(y)IIK(x - y)l} dy
< (!nIK(X - y)ldY) 1-* (!nIK(X - Y)IIJ(Y)IPdY) ;
< (l(2R) IK(r)ldr) 1-; (!nIK(X - Y)IIJ(Y)IPdY);
Quindi
g(x)P < IIKlli-;-/B(2R)) !nIK(X - y)llf(y)IPdy
e, integrando su fi,
< II K IIF/B(2R)) J r IK(x - y)IIJ(y)IPdxdylnxrt
- II K lli-;-/B(2R» !nIJ(y)IPdY !nIK(X - y)ldx
< IIKlli'(B(2R»IIJII~.
Ne segue Tk(J) E LP(fl) e
o
Il Potenziale Newtoniano è un operatore di convoluzione con nucleo local-
mente sommabile. Il lemma precedente ci dice allora che, se fl è limitato,
N : LP(fl) ~ LP(fl)
è un operatore continuo per ogni 1 < p < 00.
Lo stesso accade per il suo gradiente che è l'operatore di convoluzione
associato al gradiente di r, anch'esso localmente sommabile.
PROPOSIZIONE 2.8. Se fl è limitato, allora
(i) J E LOO(fl) '* N(J) E C 1(lRN ) C Cl(fl)
(ii) N: U'(fl) ~ W 1,P(fl) è continuo per ogni l <p< <Xl.
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OIM. (i) Sia I E LOO(fl). Poniamo u = N(f) e v = ( V'f(· - y)/(y) dy.Jn .
Consideriamo una funzione 'I : IR ---. IR, O< 'I < 1, 'I E COO(IR) tale che
{
O _! < x < !
'I(x)= 1 Ixl>l.-z
Per ogni E > Oe per ogni x E IRN poniamo
u,(x) = kf(x - y)'I ex ~ YI) I(y) dy.
Le funzioni u~ convergono uniformemente ad u per € --+ O, infatti
lu(x) - u,(x)1 < k1f(x - y)1 [1- 'I ex ~ YI)] I/(y)1 dy
< 11/1100 { If(x - y)1 dy = 11/1100 { lf(z)1 dz
J1x-yl<e J1z1<e
Ilflloo ( 1:=2 O.
N(N - 2)WN J1'1<' IzI N- Z
Consideriamo adesso V'u,. Risulta per ogni x E IR N
V'u,(x) = k V'f(x - y)'I ex ~ YI) I(y) dy
+~ (f(x-y)'I' (Ix- YI ) IX-YI/(y)dy.EJ" E x-Y
Proviamo che V'ue --+ V uniformemente per é --+ O.
Iv(x) - V'u,(x)1 < klV'f(x - y)1 [1 - 'I ex ~ YI) ] I/(y)1 dy
+~ klf(X - y)1 'l' ex ~ YI) If(y) Idy
< 11/1100 { 1 d
NWN J1'1<' IzIN-1 z
+ Il'1'11001111100 ~ { 1 dz
N(N - 2)WN E J1<j<, IzIN-Z
(1'1 11'1 )< C rN-1dr + - rN-1drorNI €orN2
3C ,~O O- E2 '
dove C = 11/1100 max {l, ~'~,,;}. Possiamo concludere allora che u E
Cl (IR N ) e V'u = v.
(ii) Sia I E V'(fl) e sia In C LOO(fl) tale che In converge ad I in V'(fl).
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Siccome N è un operatore continuo da LP(fl) in LP(fl), N(Jn) ---> N(J) in
LP(fl). Per il punto (i) N(Jn) E C1(fl) e per il Lemma 2.7 risulta
'VN(Jn) = 'Vr * In ---> 'Vr * I
in L·(fl). Pertanto N(J) E W'·.(fl) con 'VN(J) = 'Vr * I e
IIN(J) Il.,. = IIN(J)II. + Il'VN(J)lIp = Ilr *III. + Il'Vr *III. < CIIIII.·
O
Come ci si può aspettare una soluzione dell'equazione di Poisson con dato
L· è data dal potenziale Newtoniano. Nella proposizione che segue di-
mostreremo questo fatto per p = 2. Punto essenziale di questa verifica è
l'uguaglianza provata nella Proposizione 2.6. Per generalizzare questo risul-
tato ad un p # 2 sarà necessaria quindi la stima di Calderon-Zygmund che
proveremo nella prossima sezione.
PROPOSIZIONE 2.9. n Potenziale Newtoniano N è continuo da L2(fl) In
W2,2(fl). Inoltre
tlN(J) = I
per ogni I E L2 (fl).
DIM. Sia I E L2(fl) e sia (Jn) C C~(fl) convergente a I in L2(fl). Per la
proposizione precedente N(Jn) converge a N(J) in Wl,2(fl). Proviamo la
convergenza L 2 delle derivate seconde. Per la Proposizione 2.6
IID2 [N(Jn) - N(Jm)IIlL2(n) < IID2 [N(Jn) - N(Jm)J1IL'(RN)
= IltlIN(Jn) - N(Jm)J1IL2(RN)
= IIIn - ImIlL2(n).
Da qui segue che (N(J,,)) è una successione di Cauchy in W2,2(fl). Allora
N(J) E W2,2(fl) e IIN(f)II2,2 < CIII112. Per finire
tlN(J) = lim tlN(Jn) = lim In = f.
n-co n---oo
O
2.2, La disuguaglianza di Calder6n-Zygmund
Lo strumento principale per la dimostrazione della disuguaglianza di Cal-
deron-Zygmund è il teorema di interpolazione di Marcinkiewicz. Al fine di
applicare quest'ultimo abbiamo bisogno del procedimento di decomposizione
in cubi di Calderon-Zygmund, qui di seguito illustrato.
LEMMA 2.10 (decomposizione in cubi). Siano O < I E L1(JRN) e t > O.
Esistono fl, F misurabili tali che IRN = fl u F con fl n F = 0 e
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(i) I < t su F;
(ii) n = Ur lQk, dove (Qk) sono cubi coi lati paralleli agli assi tali che
o o
QknQh=0 perki-h e
t < I~kl lo. I <2N t
per ogni k E 1\/.
DIM. Sia 9 una griglia di RN , cioè una suddivisione di RN in cubi di lati
paralleli agli assi tale che se Q E 9 allora
I~I lo I <t.
Per ottenere 9 basta suddividere RN in cubi congruenti di misura IQI tale
che ,~,1N I < t.
Fissiamo un cubo Q E g. Dividendo ogni sno lato in due parti ugnali
suddividiamo Q in 2N sottocubi congruenti e sia Q' uno di questi sottocubi.
Possono verificarsi due eventualità:
Se Q' verifica la 1), allora Q' è uno dei cubi che andrà a formare l'insieme
fl. Se invece Q' verifica la 2) suddividiamo Q' in 2N sottocubi congruenti
e ripetiamo per ognuno di essi quanto fatto per Q'. Quindi continuiamo
indefinitamente a suddividere i cubi che verificano la 2) ed a selezionare e
porre in n i cubi che verificano la I).
Ripetendo quanto fatto per il fissato cubo Q per ognuno dei cubi che costi-
tuiscono la griglia 9 otteniamo la decomposizione in cubi cercata. Infatti fl
risulta unione nurncrabile di cubi Qk i cui interni sono a due a due disgiunti
e tali che
I {I < IQ'I I {I < N
t < IQkl lQ. - IQkIIQ'1 lQ' - 2 t
dove Q' è il cubo di cui Qk è la 2N-esima parte e per il quale quindi
r&r !Q' I < t.
Poniamo F = R N \ n e proviamo che I < t su F. Se x E F allora esiste una
successione di cubi (<lk) con ! ( I < t tale che x E <lk per ogni k E NIQkl lò.
e Qk -> X nel senso della Definizione 1.32. Poiché per il Teorema 1.30 quasi
ogni x E RN è un punto di Lebesgue di I, possiamo assumere x punto di
Lebesgue di I e per il Corollario 1.33 risulta
I(x) = Hm ! { I < t.
k-oo IQkl lò.
o
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{ I/(x)1g(x) = I r III]Q;;[ JO,
rIgl + rIgl = rIII + I: r IfiJF ln JF kENJQk
lr/l + li/i
J. Ifl = 11/1f,RN
OSSERVAZIONE 2.11. L'insieme F della decomposizione in cubi del lemma
precedente è sicuramente non vuoto. Infatti se F fosse vuoto allora li = IRN
e, contraddicendo la sommabilità di f, avrenlIDO
1. I = I: r I > t I: IQkl = 00.RN kEN lQk kEN
L'insieme n può invece essere vuoto e questo si verifica se e solo se f < t
. ""Nq.o. lO n .
TEOREMA 2.12 (Calder6n-Zygmund). Sia l < p < 00; allora esiste c =
c(N,p) > O tale che
IID'jN(f)lIp < cIII Il. (2.5)
per ogni I E C~(IRN).
DIM. Per ogni I E C~(IRN) poniamo SI = D'jN(f) = D'j(r * !l.
"Caso l < p < 2": Sappiamo che IIS/112 < 11/112 per ogni I E C~(IRN). Per
densità allora S si estende ad una contrazione da L2 (IR N ) in sé. Vogliamo
provare che S è cii tipo debole (l, l), cioè che esiste una costante c > O tale
che m{IS/I > t} < cll~1I1 per ogni· t> Oe I E L'(JRN) n L2 (IRN), in modo
tale da poter poi applicare il teorema di interpolazione di Marcinkiewicz ed
ottenere la (2.5) per l < p < 2.
Siano I E L'(lRN)nL2 (IRN) et> O. Per il Lemma 2.10 possiamo considerare
la decomposizione in cubi di Calder6n-Zygmund JRN = li U F relativa a III
e a t. Spezziamo ora III in una parte buona 9 definita da
se x E F
sex E Qk,k= 1,2, ...
e in una parte cattiva b data da
{
O sexEF
b(x) = I/(x)l- g(x) = I/(x)l- iii 1
0
,1/1 se x E Qk, k = 1,2, ...
Osserviamo che r b = O per ogni k E N. Risulta Igi < 2N t e quindiiQk
9 E Loo(JRN),
IIgll> = 1. Igi =
RN
ed inoltre
(2.6)
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Pertanto b = 1/1- 9 E L1(JRN) n L2 (JRN).
Poiché S è lineare, SI = S9 + Sb e quindi
IL{ISII > t} < IL {ISgl > n+IL{ISbl > ~}. (2.7)
Stimiamo separatamente i due addendi a secondo membro della (2.7). Per
il primo, usando la disuguaglianza di Chebyshev e la (2.6), si ottiene subito
che
l' {ISgl > n < 411;;"~ < 41~"~ < 2~+211/Ih. (2.8)
Stimare IL {ISbl > ;} risulta molto meno immediato.
Per ogni k E N poniamo bk = bXQ•. Poiché b E L2 (JRN), b = O su F e i
Qk hanno interni a due a due disgiunti si ha che I:%" l bk = b in L 2 (JRN)
e quindi, poiché S è continuo da L2 (JRN) in L2(JRN), I:%" l Sbk = Sb in
L2 (JRN) .
Fissiamo k E N. La funzione bk appartiene a L'(Qk) n L2 (Qk) e soddisfa
fQ• bk = O. Sia (bk.l)IEN C C~(Qk) con ( bk,l = O tale che bk,l --> bk inlQ.
L 2 (Qk) per l --> 00.
Per ogni x E JRN \ Qk:= Qkc
Sbk,I(X) = Dij(f * bk,I)(X) = ( Dijf(x - y)bk,I(Y) dy.JQk
Sia Yk il centro del cubo Qk e Ok il suo diametro. Dato che ( bk,l = O si
lQ.
ha che
Sbk,I(X) = { (Dijr(x - y) - Dijr(x - Yk))bk.l(Y) dy
lQ.
per ogni x E Qkc. Ora, per qualche ç E YYk, risulta
ID'jr(x - y) - Dijr(x - Yk)l <
<
<
e quindi
l'VDijr(x - ç)I'ly - Ykl
C
Ix _ çIN+IIY - Ykl
C
[dist(x, Qk)]N+l Ok
COk (
ISbk,I(X)1 < [dist(x, Qk)JN+1 lQ. Ibk,l(y)1 dy (2.9)
per ogni x E Qk c. Sappiamo che bk,l --> bk in L2 (JRN) e quindi anche
Sbk,l --> Sbk in L2 (JRN). Possiamo inoltre sempre suppore che tali conver-
genze valgano anche quasi ovunque. Allora, passando al limite per l --> 00
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in (2.9), abbiamo che per quasi ogni x E Qkc
(2.10)
Consideriamo adesso la palla Bk di centro Yk e raggio dk. Per ogni x E B~
e quindi
dist(x, Qk) > ~ Ix - Ykl·
Da quest'ultima e dalla (2.10) segue che
< Cdk { Ibk(y)1 dyl I llNH dxJQk lx-Ykl>6k x - Yk
_ Cdk { Ib(y)1 dy {"o 1
2
drlo.. j,,1o: r
C { Ib(y)1 dy. (2.11)lQ,
A questo punto poniamo n" = ukBk e F" = IRN \ n". Per la (2.11), poiché
F" C B~ per ogni k, si ha che { ISbkl < C { Ibl Vk, e quindi per illF· lQk
Teorema di Beppo Levi
- L: { ISbkl < CL: ( Ibl
k JF " k lQJc
< C J. Ibl < C(IIIII, + IIglb)
RN
2Cllllb·
Sicché Lk ISbk(x)1 < 00 per q.o. x E F" e, dato che Lk Sbk = Sb in
L2(IRN), per unicità del limite Lk Sbk(x) = Sb(x) per q.o. x E F". Allora
lo ISbl < 2CIIIII,
e quindi per la disuguaglianza di Chebyshev
Il {x E F" : ISbl > ~} < 2 I1 Sbllt '(FO) < ~ 11111,. (2.12)
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Vale anche che
J.L { x E O' • ISbl > ~} < J.L(O') < I>(B.)
•
- WN L df = wNNlf 'L,lt
• • •
- C(N) L.:: IQ.I < C(;) 11111" (2.13)
•
dove con l. indichiamo il lato del cubo Qk. Per la (2.7), mettendo assieme
(2.8), (2.12) e (2.13) otteniamo che
J.L{ISfi > t} < Ct;') 11111,
per una costante C(N) > Odipendente solo dalla dimensione dello spazio N.
Quest'ultima stima altro non è che la (1, I)-debole continuità dell'operatore
S.
Possiamo finalmente applicare il teorema di Marcinkiewciz. Allora esiste
una costante C (N, p) > O tale che
IIDijN(J)lIp= IISIlip < C(N,p)IIIlIp·
"Caso p > 2". Questo caso si ottiene per dualità dal caso precedente,
siccome S è autoaggiunt.o. Infatti per ogni I, 9 E C,?"(IRN)
1. (Sf)g -RN
Allora, fissato p > 2 e indicato con p' l'esponente coniugato, si ha che
e quindi
IISIlip < C(N,p')IIIII..
o
COROLLARIO 2.13. Se u E W 2,p(JRN ), 1 < p < 00, allora esiste C(N,p) > O
tale che
(214)
OIM. Per la Proposizione 2.1 e per il Teorema di Calderon-Zygmund se
u E C,?"(JRN), allora 1t = N(t!.u) e quindi
IID2ullp= IID2 N(t!.u)lIp < Cllt!.ullp·
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La stima si estende a W 2"(IRN ) per densità. o
ESERCIZIO 2.14. Siano u E C~(IRN, IR N), (DU)i) = (Diu}),,) la matrice
jacobiana di ti e Eu = Du+~Dtlr la sua parte simmetrica. Allora
!. IDul2 +!. (div u)2 = 21. IEul"RN RN RN
[Suggerimento: integrare per partiI.
2.3. Alcune stime interpolative in L'
In questa se""tione proviamo alcune disuguaglianze interpolative che permet-
tono di stimare la norma LP delle derivate prime di una funzione con le
Dorme della funzione stessa e delle sue derivate seconde. Consideriamo
dapprima il caso unidimensionale.
Sia u E C~(IR) e sia x E IR. Per la formula di Taylor con resto integrale per
h>Osihache
u(x +h) = u(x) +hu'(x) +!oh(h - t)u"(x +t) dt
da cui, portando u'(x) a primo membro e dividendo tutto per h, si ottiene
u'(x) = u(x+h) -u(x) _.!:. t(h-t)u"(x+t) dt.
h h lo
Se prendiamo le norme L' allora
2 l {hlIu'lI. < h lIuli. + h lo (h - t)lIu"(- + t)lI. dt
~ lIuli. + ~llu"II •.
.
Posto E = ~ scriviamo la prima disuguaglianza interpolativa cercata
llIu'lI. < Ellu"lI. + -liull.·
E
(2.15)
La disuguglianza vale per ogni € > O. Se minimizziamo su € otteniamo una
seconda disuguaglianza interpolativa e cioè
, ,
lIu'll. < 21Iu"ll$ lIull$·
Sia ora u E C~(IRN). Fissati E > Oed i = l, ... , N dalla (2.15) segue che
!.ID'ul• dXi < 2.- 1 (E' !.IDiiul· dx i + E~ !.Iul· dx i ) ,
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da cui per il Teorema di Fùbini si ha
J. [DiU[P dx < 2P- 1 (eP J. [Diiu[P dx + 2- J. lulP dX)RN RN gP RN
e quindi
IIDi ulip< c [eli Diiull p + ~ lIul[p] < c [e llD2ullp+ ~ I[U llp] (2.16)
per una qualche costante c > O dipendente solo da p.
PROPOSIZIONE 2.15. Sia u E W 2,p(lR N ) con 1 < p < 00, allora per ogni
0>0
lI\7ullp< cellD2ullp+ c IInllp
e
per una qualche costante c = c(P) > O. Inoltre, minimizzando su é, si ha
, ,
lI\7ul[p < 2c[[D2u[[$ [[u[[$. (2.17)
DIM. Se u E C,:"'(lRN ), allora dalla (2.16) si ricava che per ogni e > O
clI\7ullp< cell D2ullp+ -lIullp·
e
Quindi la stima si estende per densità a W 2,p(lRN ). O
Mettendo assieme la stima ottenuta nella proposizione precedente e quel-
la del Corollario 2.13 possiamo stimare la norma LP del gradiente di una
funzione con quella della funzione stessa e delle sue derivate seconde pure.
COROLLARIO 2.16. Sia u E W 2 ,P(lRN) con 1 < p < '00, allom esiste C =
C(N,p) > O tale che per ogni e> O risulta
C1[\7ullp< ellLlnllp + -I[ul[p·
o
Il corollario seguente afferma che l'operatore Ll con dominio W 2,p(lRN ) è un
operatore chiuso.
COROLLARIO 2.17. Se 1 < p < 00, allora esiste C = C(N,p) > O tale che
[[U[[2,p < C(N, p) IIlulip + [[Llu[[p]
per ogni u E W2,p(lRN ).
2.4. Esistenza e unicità per il Laplaciano in JRN
Siamo a questo punto in grado di provare esistenza e unicità per l'equazione
Àu - Llu = f
56 V. Manco· G. Metafune - C. Spina
TEOREMA 2.18. Siano 1 < p < 00 e À > O, allora per ogni 1 E U'(RN )
esiste un'unica u E WZ,P(RN) tale che
Àu - ~u = f.
Inoltre
(2.18)
Per provare il teorema abbiamo bisogno del seguente
LEMMA 2.19. Se 1 < p < 00 e u E WZ,p(IRN) allora
l. ~u ululP- z < O.RN
DIM. Distinguiamo i due casi: p > 2 e 1 < p < 2.
"p > 2": Se u E WZ,P(IRN) allora ululP- z E WI.P' (IRN). Integrando per
parti otteniamo
1. ~u ululP- z = -(p - 1) 1. l'i7ulzluIP- z < O. (2.19)RH RN
"p < 2": In questo caso non è detto che ululP- z sia in Wl,p' (IRN). Pro-
viamo dapprima la tesi per fWlzioni regolari a supporto compatto. Sia
u E C,;'" (IRN ) e dato a> Oponiamo
u, := u(uz +a)'? E C~(IRN).
Per le funzioni U6 è valida la formula cl'integrazione per parti:
1. u(uZ+a)'?~u=-J. l'i7uIZ(uz+a)~((p-l)uz+a) <ORN RN
e quindi
l. uluIP-z~u = lim 1. u(uz + a)'? ~u < O.RH o-o RN
Siano adesso u E WZ,P(IRN) e (Un) C C,;"'(IRN ) tale che Un --> u in WZ,p(IRN).
Allora UnIUn'P-z --> ululP- z in LP' (IRN), ~'Ln --> ~u in LP(JRN) e quindi
unlUnIP- z~un --> ululP- z~u
in LI (IRN). Ne segue
l. ululP-z~u = lim 1. unlunlP- z~un < O.RH n--oo RN
o
DIM.(Teorema 2.18)
"Unicità + stima": Siano 1 E LP(IRN) ed u E WZ,P(IRN) tali che Àu-~u =
I. Moltiplichiamo per ululP- z ed otteniamo
ÀlulP - ~uuluIP-z = luluIP- z.
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(2.20)
Integriamo su JRN ed usiamo il Lemma 2.19 e la disuguaglianza di H6lder
Ah.N lui· < Ah.N lui· - kN L'.u ulul·-2
< J. 1/llulp- 1 < 1I/IIp lI uWI
"N
Quindi, dividendo primo e secondo membro per lIull~-I, si ha
Allull p <: 11/11 •.
Questa disuguaglianza implica l'unicità della soluzione. A questo punto,
per il Teorema di Calderon-Zygmund
IID2ullp < CIIL'.ull. = Cpu - III. < 2CII/II. (2.21)
e per la disuguaglianza interpolativa (2.17)
A! IIVulip < A! 2c IID2ull,t Ilullt < 2v'2c/Cll/llp. (2.22)
Mettiamo insieme (2.20), (2.21) e (2.22) e, ridefinendo opportunamente la
costante C l otteniamo la stima cercata.
"Esistenza": Data I E S(niN), la soluzione in W 2,.(JRN) di Au - L'.u = I è
la funzione u E S(JRN) la cui trasformata di Fourier è data da
•
. I
U = .
A+ 1{1 2
Sia ora I E V'(IRN) e sia (fn)nEN C S(iRN) tale che In converga ad I in
L.(IRN). Per ogni n E J\I sia Un E S(IRN) la soluzione di AUn - L'.u" = In.
Per la (2.18) per ogni n, m E J\I
Ilun - u m l12,p < kll/n- Imllp,
per una qualche costante k > O, cioè la successione Un è di Cauchy e quindi
convergente in W2,p(JRN) ad una u E W2·p(IRN). Allora, passando al limite
in ÀUn - .6.un = In, si ha
Au - L'.u = f.
o
2.5. I casi p = l, P = 00
Le stime della pr.ecedente sezione non valgono nei casi p = l e p = 00. I
seguenti esempi mostrano infatti come non sia possibile controllare le norme
LI o Leo delle singole derivate seconde di una funzione con quelle del suo
laplaciano.
ESI3MPIO 2.20. Sia N = 2. Non esiste C costante positiva tale che per ogni
u E C~(B(O, l» risulti
IIDxyull eo < C IIIL'.ull eo + lIull eo + ilVulleoJ. (2.23)
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DIM. Consideriamo, per ogni O< é < l, le funzioni
u,(x, y) = 1)(xy)xy log(o + x2+ y2)
dove 1) E C.;"'(1R2), O <1)< 1,1) = l in B(O, ~) e sUPP 1) C B(O, l). Risulta
u, E C.;"'(B(O, l)). Inoltre si prova facilmente che esiste M > O tale che
'/0<0<1.
D'altra parte si ottiene
IIDxyu,lI= > IDxyu,(O, 0)1 = Ilogoi
quindi non esiste una costante C tale che valga (2.23) per ogni o > O. O
ESEMPIO 2.21. Sia N = 2. Non esiste C costante positiva tale che per ogni
u E C.;"'(B(O, l)) risulti
IIDxyull1 < C Ilifluili + lIulll,I!' (2.24)
D1M. Supponiamo che esista C > O tale che valga (2.24) per ogni u E
C.;"'(B(O, l)). Sia v E C.;"'(1R2 ) con supp v C B(O, p) e sia R > p. Poniamo
u(x, y) = v(Rx, Ry). Risulta u E C.;"'(B(O, l)) e, usando (2.24),
R2 r IDxyv(Rx, Ry)1 < C [R2 r Iflv(Rx, Ry)[
) D(O,I) ) D(O,I)
+R r l\7v(Rx, Ry)1
) E(O,I)
+ r Iv(Rx, RY)I]
) D(O,I)
da cui
Facendo tendere R a +00 otteniamo
1. IDxyvl < C J. Iflvl (2.25)R2 R2
per ogni v E C.;"'(1R2) e, per densità, per ogni v E W 2 ,1(1R2 ).
Siano ora f,g E C.;"'(R2) e consideriamo i, ii E S(lR2) tali che i - fli = f
e ii - flii = g, ossia
Integrando per parti si ha
r (I - fl)-l fg 1. (I - fl)-l f(ii - flii)
J[f2 R2
J. i(ii - flii) = r (i - fli)ii = 1. f(I - fl)-lg.R2 JR2 R2
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l. Dzy(I - 6»-I(I - 6»fg!l'
l. (I - 6»-1 Dzy(I - 6»fg!l'
l. Dzy(I - 6»f(I - 6»-l gH'
r (I - 6»fDzy (I - 6»-l glI<'
da cui, applicando (2.25) e tenendo presente che IlglI, < IlgIII, otteniamo
l. Dzyfg < Il (I - 6»fll""IIDzy(I - 6»-'glh!l'
< CII(I - 6»fll""II6>(I - 6»-lg lh
CII(I - 6»fll""lIg - (I - 6»-lg lil
< 2C11glltll(I - 6»fll""
Integrando ancora una volta per parti, applicando l'uguaglianza sopra pro-
vata e usando la commutatività dell'operatore risolvente con le derivate
seconde, segue che
l. Dzyfg!l'
e quindi
IIDzyfll"" < 2Clllfll"" + IIMII""J,
che contraddice (2.23).
ESERCIZIO 2.22. Provare che
D"(I - 6»-lh = (I - 6»-1 D,; h
D
ESERCIZIO 2.23. Provare che
J. 6>h(sign h) < OHN
e
l seh>O
signh= -l seh<O
O seh=O
facendo tendere p a l nel Lemma 2.19. Dedurre quindi che IlgIII < IIg111
nell'Esempio (2.21).
ESERCIZIO 2.24. Provare che se 6>u E LI allora 'ii'u E V' per ogni p < NN 1.
