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Quantization of diffeomorphism invariant theories of
connections is studied. A solutions of the diffeomor-
phism constraints is found. The space of solutions is
equipped with an inner product that is shown to sat-
isfy the physical reality conditions. This provides, in
particular, a quantization of the Husain-Kucharˇ model.
The main results also pave way to quantization of other
diffeomorphism invariant theories such as general rela-
tivity. In the Riemannian case (i.e., signature ++++),
the approach appears to contain all the necessary in-
gredients already. In the Lorentzian case, it will have
to combined in an appropriate fashion with a coherent
state transform to incorporate complex connections.
I. INTRODUCTION
Keeping with the theme of the special issue, this
paper will address the problem of quantization of
a class of diffeomorphism invariant field theories.
The class can be specified as follows. We will
assume that the theory can be cast in a Hamil-
tonian form. The configuration variable will be a
connection 1-form Aia on a d-dimensional (“spa-
tial”) manifold and takes values in the Lie algebra
of a compact, connected Lie-group. The canoni-
cally conjugate momentum, E˜ai , will be a vector
field with density weight one (or, equivalently, a d-
1 form) which takes values in the dual of the Lie al-
gebra. The phase space Γ will thus consist of pairs
(Aia, E˜
a
i ) satisfying suitable regularity conditions.
Finally, the gauge invariance will be ensured by the
Gauss constraint and the (d-dimensional) diffeo-
morphism invariance, by a vector constraint, such
that the entire system is of first class in Dirac’s
terminology. Individual theories in this class may
have additional features such as specific Hamiltoni-
ans or additional constraints. In the main discus-
sion, however, we will ignore such structures and
focus only of the features listed above which will
be common to all theories in the class.
To make this general setting more concrete, let
us list a few illustrative examples of theories which
are included in this class. The first is the Husain-
Kucharˇ model [1] which can be thought of as gen-
eral relativity without the Hamiltonian constraint.
Thus, in this model, we only have the Gauss and
the (“spatial”) diffeomorphism constraints and the
Hamiltonian is a linear combination of them. In
this case, we will be able to obtain a complete
quantum theory. A second example is provided by
Riemannian (i.e., ++++) general relativity, cast
in a Hamiltonian framework using self-dual con-
nections. In this case, in addition to the Gauss
and the diffeomorphism constraint, there is also
the Hamiltonian constraint which dictates “time
evolution.” The results of this paper provide only
a partial solution to the problem of quantization
of this model since the Hamiltonian constraint will
not be incorporated. However, as we will indicate
in the last section, the general methods employed
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appear to be applicable also to the Hamiltonian
constraint and the issue is currently being investi-
gated. Next, one can also consider Lorentzian gen-
eral relativity in terms of a spin connection and its
conjugate momentum. Our results will again pro-
vide a complete solution to the Gauss and the dif-
feomorphism constraints. (The Hamiltonian con-
straint is, however, more difficult to address now.
One possible approach is to pass to self-dual con-
nection variables [2] using the coherent state trans-
form of Ref. [3].) Finally, our class allows for
Chern-Simons theories whose group is the inhomo-
geneous version [4] IG of a compact, connected Lie
group G. This class includes Riemannian general
relativity in 3 space-time dimensions.
From a mathematical physics perspective, one
faces two types of problems while quantizing such
models. First, the underlying diffeomorphism in-
variance poses a non-trivial challenge: We have to
face the usual field theoretic difficulties that are
associated with the presence of an infinite number
of degrees of freedom but now without recourse to
a background space-time geometry. In particular,
one must introduce new techniques to single out
the quantum configuration space, construct suit-
able measures on it to obtain Hilbert spaces of
states and regulate operators of physical interest.
The second set of problems arises because of the
presence of constraints. In particular, even after
one has constructed a Hilbert space and regular-
ized the constraint operators, one is left with the
non-trivial task of solving the constraints to iso-
late the physical states and of introducing an ap-
propriate inner product on them. This is a signif-
icant problem even for systems with only a finite
number of degrees of freedom since, typically, solu-
tions to constraints fail to lie in the initial Hilbert
space. Thus, physical states do not even have a
natural “home” to begin with! In theories now
under consideration, these difficulties become par-
ticularly severe: Diffeomorphism invariance intro-
duces an intrinsic non-locality and forces one to go
beyond the standard techniques of local quantum
field theory.
Our approach to solving these problems is based
on two recent developments. The first is the intro-
duction of a new functional calculus on the space of
connections modulo gauge transformations which
respects the underlying diffeomorphism invariance
(see Ref. [5-12]). The second is a new strategy for
solving quantum constraints which naturally leads
to an appropriate inner product on the physical
states (see Ref. [6-13]). Together, the two devel-
opments will enable us to complete the general al-
gebraic quantization program [17,18] for the class
of systems under consideration. Thus, we will be
able to solve the quantum constraints and intro-
duce the appropriate Hilbert space structure on
the resulting space of solutions.
The main ideas underlying these developments
can be summarized as follows. Recall first that, in
gauge theories, it is natural to use the spaceA/G of
connections modulo local gauge transformations as
the classical configuration space. In quantum field
theories, due to the presence of an infinite number
of degrees of freedom, the quantum configuration
space is typically an enlargement of its classical
counterpart. The enlargement is non-trivial be-
cause the measures which define the scalar prod-
uct tend to be concentrated on “distributional”
fields which lie outside the classical configuration
space. In gauge theories, if we require that the Wil-
son loop variables –i.e., the traces of holonomies–
should be well-defined also in the quantum the-
ory, a canonical enlargement A/G of A/G becomes
available [5]. This space can be thought of as a
limit of the configuration spaces of lattice gauge
theories for all possible “floating” (i.e., not neces-
sarily rectangular) lattices. Geometric structures
on configuration spaces of lattice gauge theories
can therefore be used to induce geometric struc-
tures on A/G. [6,7,9,11]This enables one to intro-
duce integral and differential calculus onA/G with-
out reference to any background geometry. The
calculus can, in turn, be used to introduce mea-
sures, Hilbert spaces of square-integrable functions
and regulated operators on them.
The strategy of solving quantum constraints, on
the other hand, is quite general and not tied to
the theories of connections. [15,19] For simplicity,
consider the case when there is just one constraint,
C = 0, on the classical phase space. To quantize
the system, as in the standard Dirac procedure,
one first ignores the constraint and constructs an
auxiliary Hilbert space Haux, ensuring that the set
of “elementary” real functions on the full phase
space is represented by self-adjoint operators on
Haux. Thus, Haux incorporates the “kinematic re-
ality conditions”. Since the classical constraint is
a real function on the phase space, one represents
it by a self-adjoint operator Cˆ on Haux. The so-
lutions are to be states which are annihilated by
Cˆ, or, alternatively, which are left invariant by
the 1-parameter group U(λ) := exp iλCˆ generated
by Cˆ. A natural strategy [13,14] to obtain solu-
tions, then, is to begin with a suitable state φ
in Haux and average it over the group; formally,
φ¯ :=
∫
dλU(λ)◦|φ > is group invariant. The prob-
lem is that, typically, φ¯ does not belong to Haux;
it is not normalizable. However, it often has a
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well-defined action on a dense subset Φ of Haux
in the sense that φ¯ · ψ := ∫ dλ < φ|U(λ) ◦ |ψ >
is well-defined for all ψ >∈ Φ. That is, φ¯ can be
often thought of as an element of the topological
dual of Φ (if Φ is equipped with a suitable topol-
ogy which is finer than the one induced by Haux).
To summarize, group averaging can lead to solu-
tions of the quantum constraint but they lie in a
space Φ′ which is larger than Haux (if, as is typ-
ically the case, zero lies in the continuous part of
the spectrum of Cˆ). Finally, one can introduce
an Hermitian inner product on the space of the
solutions simply by setting < φ¯1|φ¯2 >= φ¯1 · φ2.
Thus, if one can find a dense subspace Φ in Haux
(and equip it with a suitable topology) such that
the group averaging procedure maps every element
of Φ to a well-defined element of Φ′, one can ex-
tract the Hilbert space of physical states. One can
show that the resulting physical Hilbert space au-
tomatically incorporates the “reality conditions”
on physical observables [15,16] even when they are
not known explicitly.
The purpose of this paper is to use these two
developments to obtain the following results for the
class of models under consideration:
1. We will construct the quantum configuration
space A/G and select the measure µ0 on it
for which L2(A/G, dµ0) can serve as the aux-
iliary Hilbert space Haux, i.e., can be used
to incorporate the kinematical reality condi-
tions of the classical phase space.
2. Introduce the diffeomorphism constraints as
well-defined operators on Haux and demon-
strate that there are no anomalies in the
quantum theory.
3. Construct a dense subspace Φ of Haux with
the required properties and obtain a com-
plete set of solutions of the diffeomorphism
constraints in its topological dual Φ′. We
will also characterize the solutions in terms
of generalized knots (i.e., diffeomorphism in-
variance classes of certain graphs) and obtain
the Hilbert spaces of physical states by intro-
ducing the inner products which ensure that
real physical observables are represented by
self-adjoint operators.
While the main emphasis of the paper is on pre-
senting a rigorous solution to the diffeomorphism
constraint, along the way, we will summarize a
number of additional results which are likely to
be useful more generally. First, we will exhibit
an orthonormal basis in Haux, introduced by Baez
[20] drawing on spin networks considered by Rov-
elli and Smolin [21] (see also [22]). Second, we will
present a rigorous transform that maps the states
in the connection representation (i.e., in Haux) to
functions on the loop space. Furthermore, using
the orthonormal basis, we will also present the in-
verse transform [22] from the loop representation
[23–25] to the connection representation. Finally,
in the case when d = 3 and the gauge group is
SU(2), using differential calculus on A/G we will
indicate how one can introduce, on Haux, regu-
lated self-adjoint operators corresponding to ar-
eas of 2-surfaces. The spectra of these operators
are discrete and provide a glimpse into the nature
of quantum geometry that underlies Riemannian
quantum general relativity.
The plan of the paper is as follows. Sec.II con-
tains an outline of the general quantization pro-
gram. Sec.III specifies the precise class of theories
considered and presents in greater detail models,
mentioned above, that are encompassed by our dis-
cussion. Sec.IV recalls the structure of the quan-
tum configuration space A/G. In Sec.V, we con-
struct the auxiliary Hilbert space Haux and show
that a complete set of real-valued functions on
the classical phase space is indeed promoted to
self-adjoint operators on Haux. We also present
the Baez orthonormal basis and discuss the loop
transform and its inverse. The diffeomorphism
constraints are implemented in Sec.VI using a se-
ries of steps that handle various technical difficul-
ties. Sec.VII summarizes the main results and puts
them in a broader perspective.
A number of results which clarify and supple-
ment the main discussion are presented in appen-
dices. Appendix A illustrates some subtleties as-
sociated with the group integration procedure in
the case when the Poisson algebra of constraints is
Abelian. Appendix B summarizes the projective
techniques that lie at the heart of the diffeomor-
phism invariant functional calculus on A/G. Ap-
pendix C points out that the requirement of dif-
feomorphism invariance has certain technical con-
sequences that might not have been anticipated
easily. Finally, Appendix D illustrates how one
can use the projective techniques to introduce well-
defined operators on A/G which capture geometric
notions such as areas of surfaces and volumes of re-
gions. The operators can be made self-adjoint on
L2(A/G, dµ0) and have discrete spectra. These re-
sults provide a glimpse into the nature of quantum
geometry.
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II. QUANTIZATION OUTLINE
In Ref. [17-18], the Dirac quantization program
for constrained systems was extended to incorpo-
rate certain peculiarities of diffeomorphism invari-
ant theories such as general relativity. In this sec-
tion, we will further refine that program using the
“group averaging” techniques mentioned in Sec. I.
These techniques provide a concrete method for
constructing solutions to the quantum constraints
and for introducing an appropriate scalar product
on the space of these solutions.
In the first part of this section, we will spell out
the refined version of the program, and in the sec-
ond, illustrate the various steps involved by apply-
ing them to three simple examples.
A. Strategy
Consider a classical system with first class con-
straints Ci = 0 for which the phase space Γ is a real
symplectic manifold. The proposal is to quantize
this system in a series of steps. (The steps which
have been modified from Ref. [17,18] are identified
with a prime.)
Step 1. Select a subspace S of the vector space of
all smooth, complex-valued functions on Γ
subject to the following conditions:
a) S should be large enough so that
any sufficiently regular function on the
phase space can be obtained as (possi-
bly a suitable limit of) a sum of prod-
ucts of elements in S.
b) S should be closed under Poisson brack-
ets, i.e. for all functions F,G in S, their
Poisson bracket {F,G} should also be
an element of S.
c) Finally, S should be closed under com-
plex conjugation; i.e. for all F in S,
the complex conjugate F ∗ should be a
function in S.
Each function in S is to be regarded as
an elementary classical variable which is
to have an unambiguous quantum ana-
log.
Step 2. Associate with each element F in S an ab-
stract operator F̂ . Construct the free asso-
ciative algebra generated by these elemen-
tary quantum operators. Impose on it the
canonical commutation relations, [F̂ , Ĝ] =
ih¯ ̂{F,G}, and, if necessary, also a set of (anti-
commutation) relations that captures the al-
gebraic identities satisfied by the elementary
classical variables. Denote the resulting al-
gebra by Baux.
Step 3. On this algebra, introduce an involution op-
eration ⋆ by requiring that if two elementary
classical variables F and G are related by
F ∗ = G, then F̂ ⋆ = Ĝ in Baux. Denote the
resulting ⋆-algebra by B(⋆)aux.
(Recall that an involution on Baux is an anti-linear
map ⋆ from Baux to itself satisfying the follow-
ing three conditions for all A and B in Baux: i)
(A + λB)⋆ = A⋆ + λ∗B⋆, where λ is any complex
number; ii) (AB)⋆ = B⋆A⋆; and iii) (A⋆)⋆ = A.)
These steps are the same as in Ref. [17,18]. The
main idea in the remaining steps was to use the “re-
ality conditions” –i.e., the requirement that a suit-
able class of classical observables be represented
by self-adjoint operators– to determine the inner
product on physical states. This strategy has been
successful in a number of examples [18], including
a model field theory that mimics several features
of general relativity [26]. For the class of theories
now under consideration, however, we will refine
the remaining steps along the lines of Ref. [13-16].
While we will retain the idea that the classi-
cal reality conditions should determine the inner
product, we will not need to explicitly display a
complete set of classical observables (i.e., functions
which Poisson commute with the constraints). In-
stead, we will work with the complete set of func-
tions (S) on the unconstrained phase space, noting
that the reality properties of such functions will de-
termine the reality properties of the observables.
The idea is then to implement the reality condi-
tions of operators in B(⋆)aux on an auxiliary Hilbert
space Haux from which the physical phase space
Hphys will be finally constructed.
Step 4′. Construct a linear ⋆-representation R of the
abstract algebra B(⋆)aux via linear operators on
an auxiliary Hilbert space Haux, i.e. such
that
R(Â⋆) = R(Â)† (II.1)
for all Â in B(⋆), where † denotes Hermitian
conjugation with respect to the inner prod-
uct in Haux.
We now wish to construct the physical Hilbert
space Hphys, which will in general not be a sub-
space of Haux. We proceed as follows.
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Step 5′a. Represent the constraints Ci as self-adjoint
operators Ĉi (or, their exponentiated ac-
tion, representing the finite gauge transfor-
mations, as unitary operators Ûi) on Haux.
This step provides a quantum form of the con-
straints that we will use to define observables and
physical states. We will look for solutions of the
constraints in terms of generalized eigenvectors of
Ĉi which will lie in the topological dual Φ
′ of some
dense subspace Φ ⊂ Haux (see also Ref. [19,27].
Since Φ and Φ′ will be used to build the physical
Hilbert space, we will consider only physical oper-
ators that are well behaved with respect to Φ.
Step 5′b. Choose a suitable dense subspace Φ ⊂ Haux
which is left invariant by the constraints Cˆi
and let B(⋆)phys be the ⋆-algebra of operators on
Haux which commute with the constraints Ĉi
and such that, for A ∈ B(⋆)phys, both A and A†
are defined on Φ and map Φ to itself.
Note that the choice of Φ is subject to two condi-
tions: on the one hand it should be large enough so
that B(⋆)phys contains a “sufficient number” of phys-
ically interesting operators, and, on the other, it
should be small enough so that its topological dual
Φ′ is “sufficiently large” to serve as a home for
physical states. The key idea now is to find an
appropriate map η : Φ → Φ′ such that η(φ) is a
solution to the constraint for all φ ∈ Φ. (Note that
the natural class of maps from Φ to Φ′ is anti-linear
(c.f., the adjoint map)).
Step 5′c. Find an anti-linear map η from Φ to the topo-
logical dual Φ′ that satisfies:
(i) For every φ1 ∈ Φ, η(φ1) is a solution of
the constraints; i.e.,
0 =
(
Ĉi(ηφ1)
)
[φ2] := (ηφ1)[Ĉiφ2]
(II.2)
for any φ2 ∈ Φ. Here, the square brack-
ets denote the natural action of Φ′ on
Φ.
(ii) η is real and positive in the sense that,
for all φ1, φ2 ∈ Φ,
(ηφ1)[φ2] = ((ηφ2)[φ1])
∗ and
(ηφ1)[φ1] ≥ 0. (II.3)
(iii) η commutes with the action of any A ∈
B(⋆)phys in the sense that
(ηφ1)[Aφ2] = ((ηA
†φ1))[φ2] (II.4)
for all φ1, φ2 ∈ Φ.
(The appearance of the adjoint on the r.h.s. of
(II.4) corresponds to the anti-linearity of η.)
Step 5′d. The vectors ηφ span a space Vphys of solu-
tions of the constraints. We introduce an in-
ner product on Vphys through
〈ηφ1, ηφ2〉phys = (ηφ2)[φ1] (II.5)
The requirement (II.3) guarantees that this
inner product is well defined and that it is
Hermitian and positive definite. Thus, the
completion of Vphys with respect to (II.5) is
a ‘physical’ Hilbert space Hphys.
(Note that the positions of φ1 and φ2 must be op-
posite on the two sides of (II.5) due to the anti-
linear nature of η.)
At this point, the reader may fear that this list
of conditions on η will never be met in practice.
That the new step 5′ may actually simplify the
quantization program follows from the observation
of [13,14] (and [15,16] for the case when the Poisson
algebra of constraints is Abelian) that a natural
candidate for such a map exists.
Let us indicate, heuristically, how this can come
about. Assume that the exponentiated form of all
constraints Ĉi defines the unitary action (Û) of
a group (of gauge transformations) K on Haux.
Then, a natural candidate for the map η is pro-
vided by the “group averaging procedure”. Set
η|φ〉 := (
∫
K
dkÛ(k)|φ〉)† =
∫
K
dk〈φ|Û−1(k) ,
(II.6)
where dk denotes a bi-invariant measure on K (or,
rather, on the orbit through |φ〉), and ignore, for
the moment, the issue convergence of the integral
in (II.6). Then, it is easy to check that η satisfies
properties (i)-(iii) in 5′c. Finally, the expression
(II.5) of the scalar product reduces to:
〈ηφ1, ηφ2〉phys =
∫
K
dk〈φ2|U−1(k)|φ1〉aux. (II.7)
Thus, it is intuitively clear that the requirements
of step 5 can be met in a large class of examples.
Let us return to the general program. The last
step is to represent physical operators on Vphys.
This is straightforward because the framework pro-
vided by step 5 guarantees that Hphys carries an
(anti) ⋆-representation (see below) of B(⋆)phys as fol-
lows:
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Step 6′. Operators in A ∈ B(⋆)phys have a natural action
(induced by duality) on Φ′ that leaves Vphys
invariant. Use this fact to induce densely de-
fined operators Aphys on Hphys through
Aphys (ηφ) = η(Aφ). (II.8)
This leads to an anti- ⋆-representation of B(⋆)phys
in the sense that the map (II.8) from B(⋆)phys
to the operators on Hphys is and anti-linear ⋆-
homomorphism. Thus, the reality properties of the
physical operators B(⋆)phys on Haux descend to the
physical Hilbert space.
We conclude this subsection with two remarks.
Suppose, first, that for some A ∈ B(⋆)phys we have
A = A† on Haux. If the operators (A ± i)−1 are
both defined on Φ and preserve Φ, then the range
of Aphys ± i contains Vphys and is dense in Hphys.
It then follows that Aphys is essentially self-adjoint
[28] on Hphys. The second remark has to do with
our restriction to strong observables, i.e., observ-
ables which commute with constraints. On phys-
ical grounds, on the other hand, one should deal
with more general, weak observables. It is often
the case that every weak observable of the sys-
tem is weakly equivalent to a strong observable. In
these cases, our restriction does not lead to a loss
of generality. In more general cases, on the other
hand, an extension of this procedure to encompass
weak observables is needed.
B. Examples
We will now present three examples to illustrate
how the group averaging procedure can be carried
out in practice. (Parameterized Newtonian parti-
cles and some other examples are treated in Ref.
[16] and appendix A contains general comments on
the case of Abelian constraints.) The non-trivial
application of this procedure to diffeomorphism in-
variant theories will be given in Sec. VI.
Example A
As a first test case, let us consider a non-
relativistic particle in three dimensions subject to
the classical constraint pz = 0, so that the asso-
ciated gauge transformations are just translations
in the z-direction. Since the interesting classical
functions can be built from x, y, z, pz, py, pz, we let
these six functions span the classical subspace S
of step 1 and construct the algebra B(⋆)aux of step
3. We choose the auxiliary Hilbert space to be
Haux = L2(R3, dxdydz) and let x̂, ŷ, ẑ act by mul-
tiplication and p̂x, p̂y, p̂z act by (−i times) differ-
entiation so that all six operators are self-adjoint.
Clearly, our physical states will be associated
with generalized eigenstates of p̂z. We wish to view
such states as distributions that act on some dense
subspace Φ ⊂ Haux. With our choice of operators,
it is natural to take Φ to be the space of smooth
functions with compact support. Note that the
Fourier transform f˜0 of any such function f0 is
smooth. Hence, for any g0 ∈ Φ, the distribution
η(g0) := g˜
∗
0δ(pz) has well defined action on any
f0 ∈ Φ:
η(g0)[f0] =
∫
R3
g˜∗0(p)δ(pz)f˜0(p)dpxdpydpz , (II.9)
where, as before, ∗ denotes complex conjugation.
Note that this action may be constructed by aver-
aging over the translation group through
η(g0)[f0] =
∫
R3
dxdydz
∫
R
dz′g∗0(x, y, z + z
′)f0(x, y, z) .
(II.10)
We now let Vphys be the linear space spanned by
such η(g0). This space is annihilated by p̂z (under
the dual action of p̂z on Φ
′) and will become a
dense subspace of the physical Hilbert spaceHphys.
For f, g in Vphys, let f0 be an element of
Φ that maps to f under η. Then, our pre-
scription (II.9)) yields the following physical in-
ner product: 〈f, g〉phys = g[f0], where f0 may
be any smooth function f0(x, y, z) of compact
support for which f(x, y) =
∫
dzf∗0 (x, y, z); i.e.,
η(f0) = f . Thus, the physical inner product is
just
∫
f∗(x, y)g(x, y)dxdy. It is Hermitian, posi-
tive definite, and independent of the choice of f0.
The resulting Hphys is just what one would ex-
pect on intuitive grounds and, since the observ-
ables x̂, ŷ, p̂x, p̂y act on Vphys by multiplication and
(−i times) differentiation, they define self-adjoint
operators on Hphys and the reality conditions are
satisfied in the usual way.
Finally, note that there is a freedom to scale the
map η by a constant: for real positive a, the use of
ηa = aη would simply re-scale the physical inner
product by an overall factor and lead to an equiv-
alent physical Hilbert space. This freedom can be
traced back to the fact that the Haar measure (dz′
in II.10) on a non-compact group is unique only up
to a multiplicative factor.
Example B
Our second example (also treated in Ref.
[14,16]) will be the massive free relativistic par-
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ticle in four-dimensional Minkowski space. Re-
call that this system may be classically described
by a phase space R8 with coordinates xµ, pν for
µ, ν ∈ {0, 1, 2, 3}. It is subject to the constraint
p2 + m2 = 0 and has an associated set of gauge
transformations which may be loosely interpreted
as ‘time reparametrizations.’ Again, these classi-
cal functions define the space S of step 1 and the
algebra B(⋆)aux of step 3. Thus, we represent them
by self-adjoint quantum operators x̂µ, p̂ν which act
on the auxiliary Hilbert space L2(R4, d4x) by mul-
tiplication and (−i times) differentiation. We will
concentrate on the dense space Φ of smooth func-
tions with compact support, so that elements f0 of
Φ have smooth Fourier transforms f˜0.
Let us attempt to apply the group averaging
technique and define η(f0) (for g0 ∈ Φ) such that,
for any g0 ∈ Φ,
η(f0)[g0] =
∫
R4
d4x
∫
R
dλ[exp(iλĈ)f∗0 ](x)g0(x) ,
(II.11)
where Ĉ = p̂2+m2. By spectral analysis, we know
that the Fourier transform f˜ of f = η(f0) is just
f˜∗0 δ(p
2 +m2) so that (II.11) does in fact define an
element of Φ′.
The span of such f defines the linear space Vphys.
Now, for any f, g ∈ Vphys, choose some f0 such that
f = η(f0) and define 〈f, g〉phys = g[f0]. Note that
the inner product (II.11) is is just the integral of
f˜∗0 (p)g˜0(p) over the mass shell. This inner product
is manifestly positive definite, Hermitian, and in-
dependent of the choice of f0 and g0. Thus, the re-
sulting Hphys is the usual Hilbert space associated
with the free relativistic particle, except that it
contains both the ‘positive and negative frequency
parts’ as orthogonal subspaces. While none of the
operators x̂µ, p̂ν are observables, they can be used
to construct observables on Haux for which the in-
duced operators onHphys are the familiar Newton-
Wigner operators (see Ref. [16, 29]). Again, any
of the maps ηa = aη may be used in this construc-
tion.
Example C
Finally, we consider what we will call the mas-
sive free relativistic particle on a globally hyper-
bolic, curved four dimensional space-time M with
metric gµν . We will allow an arbitrary space-
time for which the wave operator ∇µ∇µ is essen-
tially self-adjoint when acting on the Hilbert space
L2(M, dv), where dv is the space-time volume el-
ement.
We take the classical phase space to be Γ =
T ∗M , but subject our system to the constraint
gµν(x)pµpν + m
2 = 0. Here, pµ is the four-
momentum and this constraint generates an as-
sociated group of gauge symmetries. We choose
smooth functions on M and V µpµ for complete
vector fields V µ on M to generate the subspace
S and the algebra B(⋆)aux. It is then natural to
choose Haux to be L2(M, dv) and to represent real
functions on M by self-adjoint operators that act
by multiplication. Similarly, real complete vec-
tor fields V µ are represented by the self-adjoint
differential operators (−i)V µ∂µ − i2div(V ), where
div(V ) denotes the divergence of v with respect
to the space-time metric; LV dv = div(V )dv. The
constraint is promoted to the unique self-adjoint
extension Ĉ of the wave operator on L2(M, dv).
(The freedom to add a multiple of the scalar cur-
vature of gµν does not affect the discussion that
follows.)
It is again natural to take Φ to be the space
of smooth functions on M with compact support.
We then define the map η : Φ→ Φ′ by
(ηf0)(x) =
(∫
R
dλeiλĈf∗0
)
(x) (II.12)
and take Vphys to be its image. Here we appeal
to Gel’fand spectral theory [27] to show that the
resulting generalized eigenstates lie in the topolog-
ical dual Φ′ of Φ. As before, the natural concept is
in fact the family of maps ηa = aη for a ∈ R+. The
physical Hilbert space Hphys is the completion of
Vphys in the inner product 〈f, g〉phys = g[f0] where
f0 satisfies f = η1(f0). This inner product is inde-
pendent of the particular choice of f0, is Hermitian
and positive definite, and self adjoint operators A
on Haux which preserve Φ and commute with Ĉ
induce symmetric, densely defined operators Aphys
on Hphys.
The construction of Hphys may come as a sur-
prise to some readers as it seems to violate the
accepted idea that there is no well-defined notion
of a single relativistic quantum particle in a non-
stationary space-time. The ‘resolution’ is that the
quantum theory defined above does not exhibit the
properties that one would require for it to describe
a ‘physical’ free particle. In particular, it con-
tains no notion of a conserved probability associ-
ated with Cauchy surfaces, as our particle appears
to ‘scatter backwards in time’ when it encounters a
lump of space-time curvature. (Re-collapsing cos-
mologies [16] illustrate a similar effect). In addi-
tion, this framework cannot be used as the one-
particle Hilbert space to build a relativistic field
theory. Recall that an essential element in the
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construction of a quantum field from a one par-
ticle Hilbert space is that the inner product on the
Hilbert space be compatible with the symplectic
structure on the space of classical solutions (which
is given by the Klein-Gordon inner product). That
this is not the case for our inner product may be
seen from the fact that it contains no notion of a
conservation law associated with Cauchy surfaces.
III. THE CLASS OF THEORIES
In this section, we spell out in some detail the
class of theories to be considered and discuss vari-
ous features which will be used in subsequent sec-
tions. The section is divided into three parts. We
present the general framework in the first, some
illustrative examples of theories satisfying our as-
sumptions in the second, and in the third, a set
of functions on the phase spaces of these theo-
ries which will serve as elementary variables in the
quantization program.
A. General framework
Let suppose that the underlying “space-time”
M is a d + 1 dimensional manifold with topology
M = R×Σ where Σ is an orientable, real analytic,
d dimensional manifold. We wish to consider field
theories on M which admit a Hamiltonian formu-
lation with following features:
a) The phase space consists of canonical pairs
(Aia, E˜
a
i ) where A
i
a is a connection 1-form on Σ
taking values in the Lie algebra of a compact, con-
nected gauge group G, and E˜ai , its conjugate mo-
mentum, is a vector density of weight one on Σ
which takes values in the dual of the Lie algebra
of G. The fundamental Poisson brackets will be:
{Aia(t, x), E˜bj (t, y)} = δ(x, y)δijδba . (III.1)
b) The theory is a constrained dynamical system
subject to (at least) the following two constraints:
Gi := (∂aE˜
a + [Aa, E˜
a])i = 0 and (III.2)
Va := tr[FabE˜
b] = 0 (III.3)
where F is the curvature of A. The first of these
will be referred to as the Gauss constraint and the
second as the vector or the diffeomorphism con-
straint. A given theory in the class may well have
other constraints.
It is easy to check that the canonical transfor-
mations generated by the Gauss constraint corre-
spond to local gauge transformations associated
withG while those associated with (a suitable com-
bination of the Gauss and) the vector constraint
correspond to diffeomorphisms of Σ. The con-
straint algebra formed by these two constraints is
of first class. The action of these theories will have
the general form:
S =
1
c2
∫
R
dt
∫
Σ
ddx(tr[A˙aE˜
a]− [−tr[ΛG] +
NaVa + other terms]) , (III.4)
where c is a coupling constant, Λi, Na are associ-
ated Lagrange multipliers and “other terms” could
contain additional constraints. (For simplicity, we
have left out possible boundary terms.) We will as-
sume that the full system of constraints is of first
class and that the Hamiltonian is (weakly) invari-
ant under the canonical transformations generated
by all constraints.
In the following sections, for most part, we will
focus just on the Gauss and the vector constraints.
B. Example theories
In this section, we will provide several examples
to illustrate the type of theories that are encom-
passed by our analysis.
A) The Husain-Kucharˇ model
This is perhaps the simplest non-trivial example.
Here, the gauge groupG is SU(2) and the manifold
Σ is 3-dimensional. As mentioned in the Introduc-
tion, it has no further constraints and the Hamilto-
nian is a linear combination of the two constraints.
Somewhat surprisingly, the model does arise from a
manifestly covariant, 4-dimensional action [1]. Al-
though it is not of direct physical significance, this
model is interesting from a mathematical physics
perspective because it has all the features of gen-
eral relativity except the Hamiltonian constraint.
B) Riemannian general relativity
A second model is provided by 4-dimensional gen-
eral relativity with metrics of signature (++++).
Again, at least at first sight, this model is not of
direct physical interest. However, since it contains
all the conceptual non-trivialities of Lorentzian
general relativity, it provides an excellent arena to
test various quantization strategies. Furthermore,
there are some indications that, if one were to solve
this model completely, one may be able to pass to
the quantum theory of Lorentzian general relativ-
ity by a “generalized Wick rotation” which would
map suitably regular functions of the Euclidean
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self-dual connections to holomorphic functions of
the Lorentzian self-dual connections.
Since this model is not discussed in the litera-
ture, we will write down the basic equations gov-
erning it. We will, however be brief since the
Lorentzian counterpart of this case has been an-
alyzed in detail in Ref.[2,17]. The key idea here
is to use a Palatini-type of action, however with
self-dual connections. Thus, we begin with:
S(4A, e) =
∫
M
d4x(e)eaI e
b
J (
4F )IJab (III.5)
where the a, b, c are the four-dimensional tensor in-
dices, I, J,K = 1, .., 4 are the “internal” SO(4) in-
dices, eaI is a tetrad (for a positive definite metric),
e its determinant, 4AIJa , a self-dual connection and
4F IJab , its curvature. Although we are using self-
dual connections, the variation of this action pro-
vides precisely the vacuum Einstein’s equations.
For simplicity, let us assume that the 3-manifold
Σ is compact. (The asymptotically flat case re-
quires more care but can be treated in an analo-
gous fashion [2,17].) Then, if we perform a 3+1 de-
composition, let ta be the “time-evolution” vector
field, and use a suitable basis in the 3-dimensional
self-dual sub-algebra of the SO(4) Lie-algebra, we
can cast the action in the form:
S =
∫
R
dt
∫
Σ
d3x[E˜ai LtAia −
{−AitGi +NaVa +
1
2
N∼C}] . (III.6)
Here indices a, b, ... refer to the tangent space of
Σ and i, j, ... to the self-dual (SU(2)) Lie algebra;
At := t
a 4Aa, N
a and N∼ are Lagrange multipliers;
and, (Aia, E˜
a
i ) are the canonical variables. Thus,
symplectic structure is given by
{Aia(x), E˜bj (y)} = δbaδij δ(3)(x, y) . (III.7)
The variation of the action with respect to the La-
grange multipliers yields, as usual, the first class
constraints of Riemannian general relativity:
Gi := DaE˜ai ≡ ∂aE˜ai + ǫijkAjaE˜ak = 0 ,
Va := F
i
abE˜
b
i = 0 , and
C := FabiE˜
a
j E˜
b
kǫ
ijk = 0 . (III.8)
These are, respectively, the Gauss, the vector and
the scalar constraint. Thus, in the Hamiltonian
form, the theory is similar to the Husain-Kucharˇ
model except for the presence of the additional
scalar constraint.
How do we make contact with the more familiar
Hamiltonian form of the theory in terms of met-
rics and extrinsic curvatures? The two are related
simply by a canonical transformation. Regard E˜ai
as a triad on Σ with density weight one and denote
by Γia the spin-connection defined by it. Define K
i
a
via: Kia = Γ
i
a − Aia. Then, (Aia, E˜ai ) 7→ (E˜ai ,Kia)
is a canonical transformation. E˜ai determines the
3-metric qab on Σ via E˜
a
i E˜
bi = qqab, and Kia de-
termines the extrinsic curvature Ka
b via
√
qKa
b =
KiaE˜
b
i , where q is the determinant of qab. Note,
however, that, while the constraints (III B) are all
low order polynomials in terms of the connection
variables, they become non-polynomial in terms of
the metric variables. Hence, if one uses the met-
ric formulation, it is much more difficult to pro-
mote them to well-defined operators on an auxil-
iary Hilbert space.
C) Lorentzian general relativity in the spin con-
nection formulation
In the Lorentzian signature, self-dual connections
are complex. Therefore, the formulation of the
Lorentzian theory in terms of self-dual connections
[2,17] falls outside the scope of this paper. How-
ever, as in the Euclidean case, one can consider the
real fields (E˜ai ,K
i
a) as a canonical pair. By a con-
tact transformation, one can replace the triad E˜ai
by the spin-connection Γia and K
i
a by the momen-
tum P˜ ai conjugate to Γ
i
a. In the new canonical pair,
the configuration variable is a SU(2) connection
whence the framework falls in the class of theories
considered here. One can show that the Gauss and
the vector constraints retain their form; Aia and E˜
a
i
in (III.7) are simply replaced by Γia and P˜
a
i respec-
tively. Therefore, in this formulation, the theory
belongs to the class under consideration.
Unfortunately, however, the remaining, scalar
constraint seems unmanageable in terms of Γia and
P˜ ai . Hence, this formulation is not directly useful
beyond the Gauss and the vector constraints [30].
As mentioned in the Introduction, to handle the
Hamiltonian constraint, one would have to use a
different strategy, e.g., the one involving a coher-
ent state transform [3] and pass to the (Lorentzian)
self-dual representation.
D) Chern-Simons theories
Let G may be any compact, connected Lie group.
Then, one can construct a natural “inhomogeneous
version” IG of G. As a manifold, IG is isomorphic
to the cotangent bundle over G and, as a group,
it is a semi-direct product of G with an Abelian
group which has the same dimension as G. If G is
chosen to be the rotation group, SO(3), then IG
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is the Euclidean group in three dimensions. (For
details, see Ref. [4,31].) Let us now set the dimen-
sion d of Σ to be 2 and consider the Chern-Simons
theory based on IG. (If G is chosen to be SU(2),
this theory is equivalent to 3-dimensional Rieman-
nian general relativity.) It is straightforward to
check that all our assumptions from Sec. III A are
satisfied.
We can also consider a more sophisticated en-
largement IΛG of G which is parametrized by a
real number Λ (see Ref. [31]). In the case when
G is SU(2), the Chern-Simons theory based on
IΛG is the same as Riemannian general relativity
with a cosmological constant. (Curiously, the the-
ory that results from G = SU(2) and Λ negative
is also isomorphic, in an appropriate sense, with
the Lorentzian, 3-dimensional gravity with a posi-
tive cosmological constant.) All these theories also
fall in the class under consideration. Note however
that, in general, the Chern-Simons theories based
on compact gauge groups G –rather than IG or
IΛG– fall outside this class since these theories do
not have canonical variables of the required type.
C. An (over)complete set of gauge invariant
functions
In this section, for simplicity of presentation, we
will focus on the case d = 3 and G = SU(2). Gen-
eralizations to higher dimensions and other com-
pact, connected groups is, however, straightfor-
ward. For simplicity, we will solve the Gauss con-
straint classically. (See, however, the first part
of Sec. VII.) Therefore, it is natural to re-
gard the space A/G of (sufficiently well-behaved)
connections on Σ modulo (sufficiently regular)
gauge transformations as the effective configura-
tion space. Phase space is then the cotangent
bundle on A/G. Our aim is to single out a con-
venient set of functions on this phase space which
can be used as “elementary classical variables” in
the quantization program of Sec. II.
Wilson loop functions are the obvious candidates
for configuration variables. These will be associ-
ated with piecewise analytic loops on Σ, i.e., with
piecewise analytic maps α : S1 7→ Σ. (Thus, the
loops do not have a preferred parameterization, al-
though in the intermediate stages of calculations,
it is often convenient to choose one.) The Wilson
loop variables Tα(A) are given by:
Tα(A) := tr hα[A] ≡ trP exp
∫
α
A , (III.9)
where the trace is taken in the fundamental repre-
sentation. As defined, these are functions on the
space of connections. However, being gauge invari-
ant, they project down naturally to A/G. The mo-
mentum observables, TS are associated with piece-
wise analytic strips S, i.e., ribbons which are foli-
ated by a 1-parameter family of loops. For techni-
cal reasons, it is convenient to begin with piecewise
analytic embeddings S : (1, 1) × S1 7→ Σ and use
them to generate more general strips. Set
TS(A) :=
∫
S
dSabηabcT
c
ατ (σ, τ) , where
T cατ (σ, τ) := tr(hατ (σ, τ)[A]E˜
c(σ, τ)), (III.10)
σ, τ are coordinates on S (with τ labeling the loops
within S and σ running along each loop ατ ), ηabc
denotes the Levi-Civita tensor density on Σ, and,
as before hατ denotes the holonomy along the loop
ατ . Again, the functions TS are gauge invariant
and hence well-defined on the cotangent bundle
over A/G. They are called “momentum variables”
because they are linear in E˜ai .
Properties of these variables are discussed in
some detail in Ref. [17]. Here we recall only the
main features. First they constitute a complete set
in the sense that their gradients span the cotan-
gent space almost everywhere on the phase space
over A/G. However, they are not all independent.
Properties of the trace operation in the fundamen-
tal representation of SU(2) induce relations be-
tween them. These algebraic relations have to be
incorporated in the quantum theory. It is inter-
esting that the Poisson brackets can be expressed
in terms of simple geometric operations between
loops and strips. We will ilustarate this by writ-
ing out one of these Poisson brackets which will be
needed in the subsequent sections:
{Tα, TS} =
∑
i
sgni(S, α)[TS◦iα − TS◦iα−1 ]
(III.11)
where the sum is over transverse intersections i
between the the loop α and the strip S, sgni(S, α)
takes values 0,±1 depending on the orientation of
the tangent vector of α and the tangent plane of
S at the i-th intersection point and S ◦i α is a
loop obtained by composing the loop in the strip
S passing through the intersection point with the
loop α. (Note that the same geometric point in
Σ may feature in more than one intersection i.)
Thus, in particular, the Poisson bracket vanishes
unless the loop α intersects the strip S.
The Poisson bracket between two strip function-
als also vanishes unless the two strips intersect. If
10
they do, the bracket is given by a sum of slightly
generalized strip functionals. The generalization
consists only of admitting certain strip maps S :
(1, 1) × S1 7→ Σ which is not necessarily embed-
dings, and integrating in (III.10) over a suitable
sub-manifold I without boundary, I ⊂ (0, 1)× S1,
such that for every loop ατ , ατ ∩ S(I) is a closed
loop. The Poisson bracket between these more gen-
eral strips closes. We did not simply begin with
these more general strips because, in quantum the-
ory, it is easier to begin with the embedded strips
and let them generate more general ones.
In Sec. V, we will use these loop and strip
functionals as elementary classical variables to con-
struct the auxiliary Hilbert space.
IV. QUANTUM CONFIGURATION SPACE
To complete the first four steps in the quanti-
zation program, it is convenient to proceed in two
stages. First, one focuses on just the configura-
tion variables Tα and constructs representations of
the corresponding “holonomy algebra.” This nat-
urally leads to the notion of a quantum configu-
ration space. By introducing suitable geometric
structures on this space, one can then represent
the momentum operators corresponding to TS.
We will begin, in this section, by isolating the
quantum configuration space. In the second part,
we will present three convenient characterizations
of this space. A number of constructions used in
the subsequent sections depend on these character-
izations. In the third part, we introduce elements
of calculus on this space which will lead to the def-
inition of the momentum operators in Sec. V.
A. A/G a completion of A/G
In the classical theory, A/G serves as the gauge
invariant configuration space for the class of theo-
ries under consideration. We will now show that,
in the passage to quantum theory, one is led to
enlarge this space [5]. Recall that an enlargement
also occurs in, for example, scalar quantum field
theory [32,33].
Let us begin by constructing the Abelian alge-
bra of configuration operators. This algebra is,
of course, generated by finite linear combinations
of functions Tα on A/G with complex coefficients.
By construction, it is closed under the operation
of taking complex conjugation. Thus, it is a ⋆-
subalgebra of the algebra of complex-valued, con-
tinuous bounded functions on A/G. It separates
the points of A/G in the sense that, if [A1] 6= [A2]
(i.e., if the gauge equivalence classes of A1 and A2
in A do not coincide), there exists a loop α such
that: Tα(A1) 6= Tα(A2). Thus, as indicated in
Sec. III C, the set of configuration variables is suf-
ficiently large. This algebra is called the holonomy
algebra and denoted by HA. To obtain a greater
degree of control, it is convenient to introduce on
it a norm and convert it into a C⋆ algebra.
Let us therefore set
‖ f ‖= sup
[A]∈A/G
| f([A]) | (IV.1)
and complete HA with respect to this norm we ob-
tain a commutative C⋆-algebra HA. (This algebra
is equipped with identity, given by T∅, where ∅ is
the trivial, i.e., point loop.) We are now in a po-
sition to apply the powerful representation theory
of C⋆-algebras.
The first key result we will use is the Gel’fand-
Naimark theorem, that every C⋆ algebra with
identity is isomorphic to the C⋆-algebra of all con-
tinuous bounded functions on a compact Hausdorff
space called the spectrum of the algebra. The spec-
trum can be constructed directly form the algebra:
it is the set of all ⋆-homomorphisms from the given
C⋆-algebra to the ⋆-algebra of complex numbers.
We will denote the spectrum of HA by A/G. It
is easy to show that A/G is densely embedded in
A/G; thus, A/G can be regarded as a completion
of A/G.
Recall that, since HA is the C⋆-algebra of con-
figuration variables, our primary objective here is
to construct its representations. Now, a key simpli-
fication occurs because one has a great deal of con-
trol on the representation theory. Let ρ : HA →
B(H) denote a cyclic representation of HA by
bounded operators on some Hilbert space H. Let
Γ be the “vacuum expectation value functional”:
Γ(f) = 〈ρ(f)Ω,Ω〉 , (IV.2)
where Ω is a cyclic vector and f any element of
HA. Clearly, Γ is a positive linear functional on
HA. Since HA is isomorphic with the C⋆-algebra
of continuous functions on A/G, Γ can be regarded
as a positive linear functional also on C0(A/G).
Now, since A/G is compact, the Riesz represen-
tation theorem ensures that there is a a unique
regular Borel measure µ on A/G such that
Γ(f) =
∫
A/G
dµ([A])f˜([A]) , (IV.3)
where f˜ ∈ C0(A/G) corresponds to f in HA. This
immediately implies that any cyclic representation
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of HA is unitarily equivalent to a “connection rep-
resentation” given by
HA → B(L2(A/G, µ))
(ρ(f)ψ)([A]) = f˜([A])ψ([A]) , (IV.4)
where the measure µ is defined through (IV.3).
Therefore the set of regular measures on A/G is
one-to-one correspondence with the set of cyclic
representations of HA.
To summarize, in any cyclic representation of
HA, quantum states can be thought of as (square-
integrable) functions on A/G (for some choice of
measure. Recall that cyclic representations are the
basic “building blocks” of general representations.)
Hence, A/G can be identified with the quantum
configuration space. The enlargement from A/G
to A/G is non-trivial because, typically, A/G is
contained in a set of zero measure [9].
We will conclude this subsection with a general
remark. In the construction of the quantum config-
uration space, we have avoided the use of the non-
gauge invariant affine structure of the space A of
connections and worked instead directly on A/G.
(For earlier works in the same spirit, see [34].) This
is in contrast with with the gauge fixing strategy
that is sometimes adopted in constructive quan-
tum field theory [32,33] which then faces global
problems associated with Gribov ambiguities.
B. Characterizations of A/G
Since A/G is the domain space of quantum
states, it is important to understand its structure.
In this subsection, therefore, we will present three
characterizations of this space, each illuminating
its structure from a different perspective.
Denote by Lx0Σ the space of continuous piece-
wise analytic loops on Σ based at an arbitrarily
chosen but fixed point x0. Two loops α, β are said
to be holonomically equivalent if for every A ∈ A
we have
H(α,A) = H(β,A) . (IV.5)
The corresponding equivalence classes are called
hoops. For notational simplicity we will use lower
case greek letters to denote these classes as well.
The set of all hoops forms a group called the
hoop group which is denoted by HGx0 . A smooth
connection A ∈ A defines a homomorphism from
HGx0 to SU(2), which is smooth in a certain sense
[35]
H(., A) : HGx0 → SU(2) . (IV.6)
We can now present the first characterization: A/G
is naturally isomorphic to the set of all homomor-
phisms from HGx0 to SU(2) modulo conjugation
[6]. (The conjugation serves only to eliminate the
freedom to perform gauge transformations at the
base point. Note that the homomorphism here
need not even be continuous.) This result makes
it possible to show further that A/G is a limit of
configuration spaces of gauge theories living in ar-
bitrary lattices for which the space of connections
modulo gauge transformations coincides with finite
products of copies of SU(2) modulo conjugation
[9–12].
The second characterization is in terms of these
limits. To introduce it, let us begin with the no-
tion of independent hoops [6]. Hoops {β1, ..., βn}
will be said to be independent if loop representa-
tives exist such that each contains an open segment
that is traced exactly once and which intersects
other representatives at most at a finite number of
points. Let now Sn(β1, ..., βn) denote the subgroup
of HGx0 generated by a set of independent hoops
{β1, ..., βn}. The space H(Sn) of all homomor-
phisms (modulo conjugation) from Sn to SU(2) is
homeomorphic to SU(2)n/Ad, which in turn can
be thought of as the configuration space of the
“floating” (i.e., non-rectangular) lattice formed by
{β1, ..., βn}. Now, if we consider a larger subgroup
Sm ⊃ Sn of the hoop group, we have a natural
projection map pSnSm , where
pSnSm : H(Sm) → H(Sn)
pSnSm(h) = h|Sn . (IV.7)
In the lattice picture, the projection is obtained
simply by restricting the configurations on the
larger lattice to the smaller lattice.
The family (H(Sn), pSnSm) is called a projec-
tive family labeled by the subgroups Sn of the
hoop group (see appendix B). Since the the-
ory for a larger lattice contains more information,
it is desirable to consider larger and larger lat-
tices, i.e., bigger and bigger subgroups of the hoop
group. Unfortunately the projective family itself
does not have a “largest element” from which one
can project to any other. However, such an ele-
ment can in fact be obtained by a standard proce-
dure called the “projective limit.”. Now, given the
space A/G, we have a surjective projection pSn to
H(Sn) for any subgroup Sn of the hoop group:
pSn : A/G → SU(2)n/Ad
[A] 7→ ([A(β1)], ..., [A(βn)]) (IV.8)
where the brackets [, ] on the right hand side de-
note conjugacy classes. This suggests A/G may be
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the projective limit of the family (H(Sn), pSnSm).
Detailed considerations show that this is indeed
the case [9].
This characterization of A/G as a limit of finite
dimensional spaces allows the introduction of inte-
gral calculus [6–8,10,12] on A/G using integration
theory on finite dimensional spaces. Roughly, mea-
sures on lattice configuration spaces H(Sn) which
are compatible with the projections PSnSm from
larger lattices to the smaller ones induce measures
on the projective limit A/G. In particular, this
strategy was first used in [6] to construct a natural,
faithful, diffeomorphism invariant measure µ0 on
A/G from the induced Haar measures on the con-
figuration spaces H(Sn) of lattice theories. More
precisely, µ0 is defined by:
pSn⋆µ0 = pAd⋆µH ⊗ ...⊗ µH . (IV.9)
where, µH denotes the Haar measure on SU(2),
pAd denotes the quotient map
pAd : SU(2)× . . .× SU(2) →
SU(2)× ...× SU(2)/Ad , (IV.10)
and f⋆µ denotes the push-forward of the measure
µ with respect to the map f .
This description uses hoops as the set of
“probes” for the generalized connections. A re-
lated approach, developed by Baez, [7] relies on
the (gauge dependent) probes defined by analytic
edges. This strategy provides a third characteri-
zation of A/G, again as a projective limit, but of
a projective family labeled by graphs rather than
hoops. It is this characterization that is best suited
for developing differential calculus [8,11]. Since it
is used in the subsequent sections, we will discuss
it in greater detail.
Let us begin with the set E of all ori-
ented, unparametrized, embedded, analytic inter-
vals (edges) in Σ. We introduce the space A of
(generalized) connections on Σ as the space of all
maps A : E → SU(2), such that
A(e−1) = [A(e)]−1, and A(e2 ◦ e1) = A(e2)A(e1)
(IV.11)
whenever two edges e2, e1 ∈ E meet to form an
edge. Here, e2 ◦ e1 denotes the standard path
product and e−1 denotes e with opposite orien-
tation. The group G of (generalized) gauge trans-
formations acting on A is the space of all maps
g : Σ→ SU(2) or equivalently the Cartesian prod-
uct group
G := ×x∈Σ SU(2) . (IV.12)
A gauge transformation g ∈ G acts on A ∈ A
through
[g(A)](ep2,p1) = (gp2)
−1A(ep2,p1)gp1 , (IV.13)
where ep2,p1 is an edge from p1 ∈ Σ to p2 ∈ Σ and
gpi is the group element assigned to pi by g. The
group G equipped with the product topology is a
compact topological group. Note also that A is a
closed subset of the Cartesian product of all Ae,
A ⊂ ×e∈E Ae , (IV.14)
where the space Ae of all maps from the one point
set {e} to SU(2) is homeomorphic to SU(2). A
is then compact in the topology induced from this
product.
The spaceA (and also G) can also be regarded as
the projective limit of a family labeled by graphs
in Σ in which each member is homeomorphic to a
finite product of copies of SU(2). [9,12] Let us now
briefly recall this construction as it underlies the
introduction of calculus on A/G.
Definition 1 A graph on Σ is a finite subset γ ⊂
E such that (i) two different edges, e1, e2 : e1 6= e2
and e1 6= e−12 , of γ meet, if at all, only at one or
both ends and (ii) if e ∈ γ then e−1 ∈ γ.
The set of all graphs in Σ will be denoted by
Gra(Σ). In Gra(Σ) there is a natural relation of
partial order ≥,
γ′ ≥ γ (IV.15)
whenever every edge of γ is a path product of
edges associated with γ′. Furthermore, for any two
graphs γ1 and γ2, there exists a γ such that γ ≥ γ1
and γ ≥ γ2, so that (Gra(Σ),≥) is a directed set.
Given a graph γ, let Aγ be the associated space
of assignments (Aγ = {Aγ |Aγ : γ → SU(2)}) of
group elements to edges of γ, satisfying Aγ(e
−1) =
Aγ(e)
−1 and Aγ(e1 ◦ e2) = Aγ(e1)Aγ(e2), and let
pγ : A → Aγ be the projection which restricts
A ∈ A to γ. Notice that pγ is a surjective map.
For every ordered pair of graphs, γ′ ≥ γ, there is
a naturally defined map
pγγ′ : Aγ′ → Aγ , such that pγ = pγγ′ ◦ pγ′ .
(IV.16)
With the same graph γ, we also associate a group
Gγ defined by
Gγ := {gγ |gγ : Vγ → SU(2)} , (IV.17)
where Vγ is the set of vertices of γ; that is, the
set Vγ of points of Σ lying at the ends of edges of
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γ. There is a natural projection G → Gγ which
will also be denoted by pγ and is again given by
restriction (from Σ to Vγ). As before, for γ
′ ≥ γ,
pγ factors into pγ = pγγ′ ◦ pγ′ to define
pγγ′ : Gγ′ → Gγ . (IV.18)
Note that the group Gγ acts naturally on Aγ and
that this action is equivariant with respect to the
action of G on A and the projection pγ . Hence,
each of the maps pγγ′ projects to new maps also
denoted by
pγγ′ : Aγ′/Gγ′ → Aγ/Gγ . (IV.19)
We collect the spaces and projections de-
fined above into a (triple) projective family
(Aγ ,Gγ ,Aγ/Gγ , pγγ′). It is not hard to see that A
and G as introduced above are just the projective
limits of the first two families. Finally, the quo-
tient of compact projective limits is the projective
limit of the compact quotients, [12]
A/G = A/G . (IV.20)
This concludes our third characterization of A/G.
(Note that the projections pγγ′ in (IV.16), (IV.18)
and (IV.19) are different from each other and that
the same symbol pγγ′ is used only for notational
simplicity; the meaning should be clear from the
context.)
Using again the normalized Haar measure on
SU(2), the construction (IV.9,IV.10) may be re-
peated for this projective family [7]. This leads to
a natural (“Haar”) measure µ′0 defined on A via
µ′0 = {µγ = µH ⊗ ...⊗ µH}. (IV.21)
Under the natural projection map to A/G, the
push forward of this measure yields µ0 of (IV.9).
C. Differential calculus on A/G
We now recall from Ref. [11] some elements of
calculus on A/G defined using calculus on finite
dimensional spaces and the representation of A/G
as a projective limit. This framework will allow us,
in the next section, to represent T̂S as operators on
L2(A/G, dµ0).
Although our primary interest is A/G, it will be
convenient to introduce geometric structures on A.
Vector fields and other operators that are invariant
under the action of G on A will descend to A/G =
A/G and provide us with differential geometry on
the quotient.
Let us begin by introducing the space of Cn
cylindrical functions on A (for details, see ap-
pendix B):
Cyln(A) =
⋃
γ∈Gra(Σ)
(pγ)
⋆Cn(Aγ) (IV.22)
where p⋆γf = f ◦pγ is the pull-back to A of the Cn
function f on the manifold Aγ . The sub-space of
G-invariant functions in Cyln(A) constitutes the
space Cyln(A/G) of Cn cylindrical functions on
A/G. Although any one element of Cyln(A/G)
knows only about the restriction of the A to a
graph γ, since we allow all possible graphs, the
space Cyln(A) is in fact quite large. In the appli-
cation of the quantization program, Cyl∞(A/G)
will serve as the space Φ, i.e., the analog of the
space of C∞ functions of compact support used in
the examples in Sec. II.B.
Let us now consider vector fields. These can be
regarded as derivations of the algebra Cyl∞(A),
i.e.
X : Cyl∞(A) → Cyl∞(A) (IV.23)
X(fg) = X(f)g + fX(g) . (IV.24)
A natural way to construct these vector fields is
via consistent families of vector fields (Xγ) on Aγ .
This correspondence is given by the natural mea-
sure µ′0 on A and∫
Aγ
gγXγ(fγ)dµ
H
γ =
∫
A
gX(f)dµ′0 , (IV.25)
for all fγ , gγ ∈ C1(Aγ), where f = p⋆γfγ and
g = p⋆γgγ . The family (Xγ) is (µ
′
0-) consistent
in the sense that for all γ′ ≥ γ, and for all
fγ , gγ ∈ C1(Aγ),∫
Aγ′
p⋆γγ′gγXγ′(p
⋆
γγ′fγ)dµ
H
γ′ =
∫
Aγ
gγXγ(fγ)dµ
H
γ .
(IV.26)
The cylindrical vector fields take a particularly
simple form if there exists a γ0 such that
(pγγ′)⋆Xγ′ = Xγ (IV.27)
for all γ′ ≥ γ ≥ γ0. These vector fields were intro-
duced and studied in detail in Ref.[11]. They will
play an important role in the next section for the
representation of T̂S as operators.
More general cylindrical operators
B : Cyl∞(A) → Cyl∞(A) (IV.28)
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can be associated with families (Bγ) of operators
acting on C∞(Aγ) and satisfying the same consis-
tency conditions as vector fields in (IV.26) Exam-
ples of such operators are Laplacians [3,11] on A
and the geometric operators discussed in Appendix
D.
V. QUANTUM KINEMATICS
We are now ready to apply the algebraic quan-
tization of program of Sec. II to the class of the-
ories under consideration. In this section, we will
complete the first four steps in the program. We
begin by introducing the auxiliary Hilbert space
Haux which incorporates the reality conditions on
the loop-strip functions and then analyze some of
its structure.
A. Auxiliary Hilbert space and reality
conditions
Let us use the vector space generated by finite
linear combinations (with constant coefficients) of
the loop and strip functionals of Sec. IIIC as the
space S of elementary classical variables and de-
note by B(⋆)aux the resulting ⋆-algebra. Our job now
is to find a ⋆-representation of this algebra by op-
erators on a Hilbert space Haux.
Let us choose for Haux the space L2(A/G, dµ0),
where µ0 is the faithful, diffeomorphism invariant
measure on A/G induced by the Haar measure on
the gauge group. The discussion of Sec. IVA tells
us that the configuration operators Tˆα should act
by multiplication:
(Tˆα ◦ ψ)([A]) := Tα([A])ψ([A]) (V.1)
for all ψ ∈ L2(A/G, dµ0). By construction, these
operators are (bounded and) self-adjoint; the re-
ality conditions on the configuration variables are
thus incorporated. Note that this would have been
the case for any choice of measure; it is not essen-
tial to choose µ0 at this stage.
The condition that TˆS be represented by self-
adjoint operators, on the other hand, does restrict
the measure significantly. Since TS is linear in mo-
mentum, one would expect it to be represented by
the Lie derivative along a vector field onA/G. This
expectation is essentially correct. The detailed def-
inition of TˆS is, however, somewhat complicated.
Let us begin by introducing a simpler operator
from which TˆS will be constructed. Consider an
analytic loop α. we can think of it as a graph with
just one edge. Fix a point p on α and a d − 2-
dimensional subspaceW of the tangent space at p.
(Recall that the underlying manifold Σ is d dimen-
sional.) Then, given a graph γ ≥ α, and a function
Fγ on Aγ , we wish to define the action of a vec-
tor field Xα,W on Fγ . The key idea is to exploit
the fact that, if γ has n edges, (e1, ..., en), then Aγ
is isomorphic with (SU(2))n and can be coordi-
natized by n group valued coordinates (g1, ..., gn).
Using this fact, we set:
Xα,W ◦Fγ := tr(hατj)kij∑
e∈γ
[k−(e)XLe,i + k
+(e)XRe,i] ◦ Fγ (V.2)
where
k±(e) :=
{
0 if e± 6= p
1
4 [sgn(e˙
±, α˙+,W ) + sgn(e˙±, α˙−,W )] ife± = p
Here, hα is the (generalized) holonomy function on
Aγ associated with the loop α, τi are the Pauli ma-
trices, kij , the metric in the Lie algebra of SU(2),
XRe,i and X
L
e,i are the right and the left invariant
vector fields on the copy of the group associated
with the edge e which point in the i-th direction at
the identity of the group, e± refers to the two ends
of the edges, sgn(e˙±, α˙±,W ) is 0,±1 depending on
the relative orientation of the vectors involved and
the subspace W , and α+ (respectively, α−) is the
outgoing (incoming) segment of α at p. While the
definition of this vector field seems complicated at
first, it is in fact straightforward to calculate its ac-
tion on functions onAγ . In particular, what counts
is only the dependence of the function Fγ on the
group elements corresponding to the edges which
pass through p for which the orientation factor is
non-zero.
For each γ ≥ α, we now have a vector field on
Aγ . One can check that these vector fields sat-
isfy the compatibility conditions (IV.27) and thus
provides a vector field (Xγ) on A which we will
again denote by Xα,W . The definition then im-
mediately implies that this vector field is invariant
under G. Hence it has a well-defined action on the
space Cyl1(A/G) on A/G of differential cylindrical
functions on A/G and a well defined divergence
with respect to µ0. [11] A direct calculation shows
that
divXα,W = 0. (V.3)
We are now ready to define the strip operators.
Given a strip S which is analytically embedded in
Σ, let us set
TˆS := −ih¯
∑
x∈S
Xαx,Wx (V.4)
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where Wx is any (d − 2) plane through x which
is transversal to the loop αx in the strip passing
through x and tangent to the strip. Although there
is an uncountably infinite number of loops involved
in this definition (V.4), the action of TˆS is nonethe-
less well-defined on cylindrical functions since, in
this action, only a finite number of terms give non-
zero contributions. The simplest cylindrical func-
tions are the traces of holonomies. On these, the
action of TˆS reduces simply to:
( TˆS ◦Tβ)([A]) =
− ih¯
∑
i
sgni(S, β)[TS◦iβ [A]− TS◦iβ−1 [A] , (V.5)
where we have used the same notation as in
(III.11). This is action that one would have ex-
pected on the basis of the Poisson bracket III.11,
so that the commutators between Tˆβ and TˆS are
the required ones. Finally, using the fact that each
vector field Xα,W is divergence-free, one can show
that TˆS is essentially self-adjoint. Thus, the rep-
resentation of these elementary operators does in-
corporate all the reality conditions.
We will conclude with two remarks.
1. Our strip operators have been directly defined
only for analytically embedded strips. Since more
general strip functionals were generated by Pois-
son brackets of the analytically embedded ones,
the corresponding operators are obtained by tak-
ing commutators between the “basic” strip oper-
ators. 2. In the above discussion, we first set
Haux = L2(A/G, dµ0), introduced loop and strip
operators on it, and argued that the resulting rep-
resentation of Baux satisfies the reality conditions.
There is in fact a stronger result. One can begin
with cylindrical functions on A/G and define Tˆα
and TˆS as above. Then, µ0 is the only non-trivial
measure on A/G for which the reality conditions
can be satisfied. (The qualification “non-trivial”
is necessary because, as was pointed out in Sec.
III, the loop-strip variables are complete every-
where except at the flat connections with trivial
holonomies and one can introduce another mea-
sure which is concentrated just at that point of
A/G which will also incorporate the reality con-
ditions.) Thus, the overall situation is similar to
that in ordinary quantum mechanics where the the
Lebesgue measure is uniquely picked out by the re-
ality conditions once we specify the standard rep-
resentation, −ih¯~∇ of the momentum operator.
B. Spin networks and the (inverse) loop
transform
In this subsection, we recall [20] that Haux ad-
mits a convenient basis and point out the relation
between the connection and the loop [23,24] repre-
sentations.
Let us begin with the notion of “spin-networks”
as formulated by Baez [20] (see also Ref. [21, 22]).
The geometrical object called spin-network is a
triple (γ, ~π,~c) consisting of
(i) a graph γ,
(ii) a labeling ~π := (π1, .., πn) of edges e1, ..., en
of that graph γ with irreducible representations πi
of G,
(iii) a labeling ~c = (c1, ..., cm) of the vertices
v1, ..., vm of γ with contractors cj (see below).
Each contractor cj is an intertwining operator
from the tensor product of the representations cor-
responding to the incoming edges at a vertex vj to
the tensor product of the representations labeling
the outgoing edges. Because the group G is com-
pact, the vector space of all possible contractors cj
associated with a given vector ~π and vertex vj is
finite dimensional.
To (i− iii) we add a forth ‘non-degeneracy’ con-
dition,
(iv) for every edge e the representation πe is non-
trivial and γ is a ‘minimal’ graph in the sense that
if another graph γ′ occupies the same set of points
in Σ, then each edge of γ′ is contained in an edge
of γ. (Equivalently, γ′ can always be built by sub-
dividing the edges of γ, but γ cannot be so built
from γ′.)
A spin-network state is simply a C∞ cylindri-
cal function on A/G (a G invariant function on A)
constructed from a spin-network,
Tγ,~π,~c[A] := tr[⊗ni=1πi(hei(A)) · ⊗mj=1cj ]. (V.6)
for all A ∈ A, where, as before, hei(A) = A(ei)
is an element of G associated with an edge ei and
‘·’ stands for contracting, at each vertex vj of γ,
the upper indices of the matrices corresponding to
all the incoming edges and the lower indices of the
matrices assigned to all the outgoing edges with all
the indices of cj .
Using the spin-network states it is easy to con-
struct an orthonormal basis in Haux. To begin,
given a pair γ, ~π, consider the vector space Hγ,~π
spanned by the spin-network states Tγ,~π,~c given by
all the possible contractors ~c associated with γ, ~π
as above. Note, that
Haux =
⊕
γ,~π
Hγ,~πaux (V.7)
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where γ, ~π ranges over all the pairs of minimal
graphs and labelings by irreducible, non-trivial
representations, the sum is orthogonal and the
spaces Hγ,~πaux are finite dimensional. Thus, we need
only choose an orthonormal basis in each Hγ,~πaux.
An explicit construction is given in Ref. [20,22].
We now turn to loop transforms. This discussion
will be brief because it is not used in the rest in the
rest of the paper. Given any measure µ on A/G
we can perform the integrals
χ(α1, .., αr) :=
∫
A/G
dµ0(A)Tα1(A)...Tαr (A)
(V.8)
to obtain a function of multi-loops. In the case
when G = SU(n), Mandelstam identities enable us
to express finite products of traces of holonomies in
terms of sums of products involving r or less traces
where r is the rank of the group. Hence, in the loop
representation, we have to deal only with functions
of r or less loops. On the other hand, by the Riesz-
Markov theorem, any positive linear functional on
C0(A/G) that satisfies the conditions induced by
the Mandelstam identities is the loop transform χ
of a regular measure supported on A/G. Thus,
there is a one to one correspondence between be-
tween regular measures µ and their characteris-
tic functions χ. This result is analogous to the
Bochner theorem that is used in the framework of
constructive quantum field theory [32]. In fact, the
loop transform can be thought of as a precise ana-
log of the Fourier transform for a quantum field
theory with a linear quantum configuration space.
We will now indicate how one can explicitly re-
cover the finite joint distributions of the measure
µ from its characteristic functional. (Details will
appear elsewhere [22].) This reconstruction of the
measure can be regarded as the inverse loop trans-
form. Given a measure µ, choose an orthonormal
basis of spin-network states Tγ,~π, ~cI and define the
associated spin-network characteristic function to
be the analog of (V.8), namely
χ(γ, ~π, ~cI) :=< Tγ,~π, ~cI > . (V.9)
We will say that the characteristic functional is
absolutely summable if and only if, for any finitely
generated graph γ, the series∑
~π
∑
~cI=~cI(~π)
|χ(γ, ~π, ~cI)| <∞ (V.10)
is absolutely convergent. We can now state the
theorem [22] in question
Theorem V.1 Let the loop transform of a mea-
sure be such that the characteristic functional is
absolutely summable. Then the associated family
of compatible measures on Aγ is given by:
dµγ(g1, .., gn) =
∑
~π
∑
~cI
T ⋆~π, ~cI (g1, .., gn)×
χ(γ, ~π, ~cI)dµH(g1, ..., gn) . (V.11)
This is a precise analogue of the inverse Fourier
transform in the linear case.
VI. THE HILBERT SPACE OF
DIFFEOMORPHISM INVARIANT STATES
Our discussion in sections 4 and 5 has served
to introduce and study the auxiliary Hilbert space
Haux = L2(A/G, dµ0). As this space carries a ⋆-
representation of the algebra (III.10) defined by
the loop and strip operators (Tˆα and TˆS), we
have implemented steps 1-4 of the refined alge-
braic quantization program (see section IIA). In
the present section, we will complete the remain-
ing steps (5 and 6) and construct the Hilbert space
of diffeomorphism invariant states. For simplicity,
we assume throughout this section that the under-
lying manifold Σ is R3 (although the results on Rn
are identical).
A key step in our construction will involve an
appropriate averaging of spin-network states over
the diffeomorphism group. This averaging proce-
dure was considered, independently, by John Baez
[36] as a tool for constructing a rich variety of dif-
feomorphism invariant measures on A/G.
A. Formulation of the diffeomorphism
constraint
Recall that the diffeomorphism constraint is
given by:
Va(x) := tr[Fab(x)E˜
b(x)] = 0 . (VI.1)
Let us considered the smeared version of this con-
straint,
VN :=
∫
R3
Na(x)Va(x)d
3x = 0 , (VI.2)
where Na are complete analytic vector fields on
Σ. (We require analyticity because the edges of
our graphs are assumed to be analytic. See Sec.
IV and V.) Denote by ϕt the 1-parameter family
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of diffeomorphisms generated byNa on Σ. Now, as
shown in Appendix C, VN has a natural action on
the space of smooth functions onA/G which can be
used to define a 1-parameter family U(t) of unitary
operators on Haux, providing us a faithful, unitary
representation of the group ϕt. On spin network
states, the action of the operator Uϕ corresponding
to ϕ is given by:
Uϕ ◦ (Tα,~π,~c) = Tα,~π,~c ◦ ϕ = Tϕα,ϕ~π,ϕ~c , (VI.3)
where ϕα is the image of the graph α under the
analytic diffeomorphism and ϕ~π and ϕ~c are the
corresponding vector of representations and con-
traction associated with the new graph ϕα.
Thus, as needed in the group averaging pro-
cedure, each constraint VN is promoted to a 1-
parameter family of unitary operators. Varying
Na, we obtain, on Haux, a unitary representation
of the group of diffeomorphisms on Σ generated
by complete analytic vector fields. Thus, there are
no anomalies. Note that this is not a formal ar-
gument; the operators U(t) corresponding to VN
are rigorously defined on a proper Hilbert space,
and they are unitary because the measure µ0 is
diffeomorphism invariant.
Note that Uϕ preserves the space Cyl
∞(A/G) of
smooth cylindrical functions. Since Cyl∞(A/G) is
also preserved by our algebra of elementary quan-
tum operators (generated by Tˆα and TˆS), it is nat-
ural to take Cyl∞(A/G) to be the dense subspace
Φ ⊂ Haux of step 5′b of the refined algebraic quan-
tization program. Finally, we need to specify a
topology on Φ. Finite dimensional examples sug-
gest that we let one of the standard nuclear topolo-
gies of the C∞(Aγ) ∼= C∞(SUn(2)) induce the re-
quired topology on Cyl∞(A/G).
We will seek ‘solutions of the constraints’ in the
topological dual Φ′, the space of cylindrical distri-
butions. Diffeomorphisms have a natural action on
φ ∈ Φ′ by duality and we will say that φ ∈ Φ′ is a
solution of the diffeomorphism constraints if
φ(Uϕ ◦ φ) = φ(φ) for all ϕ ∈ Diff(Σ) and φ ∈ Φ .
(VI.4)
Many such distributions exist. For example, given
any spin-network state |α, ~π,~c〉 we may define a
distribution µα,~π,~c through its action on any φ ∈
Cyl∞(A/G):
µα,~π,~c[φ] :=
∑
|α2,~π2, ~c2〉∈[|α,~π,~c〉]
〈α2~π2,~c2|φ〉 (VI.5)
where [|α, ~π,~c〉] is the set of all spin-network states
|α2, ~π2,~c2〉 such that Uϕ|α, ~π,~c〉 = |α2, ~π2,~c2〉 for
some ϕ ∈ Diff(Σ). To see that this sum converges
and µα,~π,~c is a well defined element of Φ
′, write φ
as
φ =
∑
γ′,~π
fγ′,~π′ (VI.6)
where fγ′,~π is the orthogonal projection of φ onto
the spaceHγ,~πaux. The sum ranges over all the vector
spaces of the orthogonal decomposition, however,
since φ is cylindrical, there are contributions only
for γ′ ≤ γ for some graph γ. Substitute (VI.6 ) into
(VI.5). On the right hand side, the products vanish
unless (α2, ~π2) = (γ
′, ~π′). Thus, there are only
a finite number of nonzero terms; the right hand
side of (VI.6) is finite and defines an element of Φ′.
Note that, heuristically, we have invoked the idea
of group averaging to construct these distributions,
using a discrete measure on the orbit of |α, π, c〉
under Diff(Σ).
B. The issue of independent sectors
Having identified a suitable dense subspace Φ ⊂
Haux and having seen that its topological dual Φ′
is large enough to contain diffeomorphism invari-
ant distributions, we now wish to construct a map
η : Φ→ Φ′ that completes step 5′c in our program.
This will, however, be more complicated than for
the examples in Sec.II due to the fact that each
state |φ〉 ∈ Φ has an infinite ‘isotropy group’ of dif-
feomorphisms that leave |φ〉 invariant. Thus, the
sum in (VI.5) was not over the entire diffeomor-
phism group, but only over the orbit of the state
|α, π, c〉 ∈ Φ.
Because the sum in (VI.5) itself depends on the
state |α, ~π,~c〉, our definition of the inner product
on Vdiff will have to take into account the fact that
the orbit size is state-dependent. While the infinite
size of the orbits would appear to make this diffi-
cult, a simplification will occur as the presence of
‘infinitely different’ isotropy groups will imply that
L2(A/G, dµ0) carries a reducible representation of
the algebra of observables. In fact, we show be-
low that Haux can be written as a direct sum of
subspaces such that, on each subspace, the sizes
of orbits are ‘comparable’. This will allow us to
give a well defined averaging procedure by treat-
ing each such subspace separately in section VIC.
A similar situation is discussed in appendix A.
In order to classify these isotropy groups, let us
consider for each spin-network state |α, ~π,~c〉 the
collection Eα of analytic edges of the graph α.
For technical reasons, we shall focus on graphs for
which, given any edge e ∈ Eα, there is an analytic
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real function f which vanishes on the maximal an-
alytic curve e˜ that extends e, but nowhere else. We
shall call such graphs (and their associated curves)
‘type I’, while all others are ‘type II.’ Note that the
collection of e˜ defined by the type I graph α inter-
sect at most a countable number of times and so
define a graph α˜ with countably many edges.
Now, given any n type I maximal analytic
curves (i.e., curves which cannot be analytically
extended) in R3 and any distinct maximal analytic
curve e˜ (not necessarily of type I), there is a multi-
parameter family of analytic diffeomorphisms that
preserves the n type I curves but does not preserve
e˜. To see this, begin with any constant vector field
X0 on R
3 which is not everywhere tangent to e˜ on
e˜. Let fi be the real analytic function that vanishes
exactly on the ith maximal type I curve. Then the
product f of the the fi is a real analytic func-
tion that vanishes exactly on the union of these
curves. Thus, the complete analytic vector field
X = fe−f
2
X0 exponentiates to a one parameter
family of analytic diffeomorphisms that preserves
the n maximal type I curves, but does not preserve
e˜.
Thus, for two spin-network states |α1, ~π1,~c1〉 and
|α2, ~π2,~c2〉, (with α1 of type I) either α˜1 and α˜2
are identical or there are infinitely many diffeo-
morphisms ϕ which preserve one of these (say, α˜1)
but move the other (say, α˜2).
As in section II, we consider the algebra B(⋆)phys
of operators A on Haux that i) are defined on Φ
and map Φ into itself, ii) have adjoints A† defined
on Φ which map Φ into itself, and iii) commute
with the action of all diffeomorphisms ϕ. (Note
that the last condition implies that A† also com-
mute with constraints.) Let |φ1〉 = |α1, ~π1,~c1〉
and |φ2〉 = |α2, ~π2,~c2〉 be the spin-network states
above, so that there are infinitely many diffeo-
morphisms ϕ which move α˜2 but move no edge
of α˜1. Then, for such a ϕ, the matrix elements
〈φ1|A|φ2〉aux of any A ∈ B(⋆)phys must satisfy
〈φ1|A|φ2〉aux = 〈φ1|ϕA|φ2〉aux = 〈φ1|Aϕ|φ2〉aux
(VI.7)
while 〈φ2|ϕ|φ2〉aux = 0. Thus, either
〈φ1|A|φ2〉aux = 0 or the vector A†|φ1〉 has an
infinite number of equal components. However,
|φ1〉 ∈ Φ lies in the domain of A† so that A†|φ1〉
is normalizable, whence 〈φ1|A|φ2〉aux must vanish.
Since the adjoint of A is also in B(⋆)phys, 〈φ2|A|φ1〉∗aux
vanishes as well. We thus have a ‘super-selection
rule’ between states associated with the graphs α˜1
and α˜2 and the representation of B(⋆)phys on Haux is
reducible.
Note in particular that we have a superselection
rule between states associated with graphs of type
I and type II. We may thus decompose the rep-
resentation of B(⋆)phys on L2(A/G, dµ0) as Haux =
HIaux
⊕HIIaux. Because the subspace HIaux is tech-
nically much simpler, we will focus on this sector
and ignore HIIaux in what follows. (This division
into two types would be unnecessary if we could
replace the analytic loops by smooth ones in the
begining of our construction. See Sec. VII.)
Our discussion above implies that HIaux is in
fact a direct sum of representations, each acting
in a subspace Hα˜aux associated with a given (max-
imally analytically extended) graph α˜. On the
other hand, a diffeomorphism ϕ will map one such
subspace Hα˜aux to another (Hϕ˜αaux). It is therefore
convenient to consider the class [α˜] of all maximally
extended analytic graphs α˜1 which can be mapped
onto α˜ by an analytic diffeomorphism. This gives
a decomposition of Haux through
HIaux =
⊕
[α˜]
H[α˜]aux, (VI.8)
where
H[α˜]aux =
⊕
α˜1∈[α˜]
Hα˜1aux (VI.9)
where both direct sums are implicitly over only
graphs of type I. The sectors H[α˜]aux are truly inde-
pendent in the sense that they are not mixed by
any physical operatorsA ∈ B(⋆)phys or any diffeomor-
phism ϕ. Thus, from now on, we will treat each
H[α˜]aux individually.
C. A Family of Maps
We now wish to implement step 5′ of the pro-
gram separately within each ‘independent sector’
H[α˜]aux of L2(A/G, dµ0), associated with the class of
maximally analytically extended graphs α˜1 which
are mapped onto α˜ by analytic diffeomorphisms.
Thus, for each H[α˜]aux, we introduce the dense sub-
space Φ[α˜] ⊂ H[α˜]aux of functions that are (C∞)
cylindrical over graphs associated with [α˜] and the
corresponding topological dual Φ′
[α˜]
. We will iden-
tify a vector space V [α˜]diff and impose an inner prod-
uct to define a Hilbert space H[α˜]diff of diffeomor-
phism invariant states. As before, V [α˜]diff will be the
image of a family of maps η
[α˜]
a : Φ[α˜] → Φ′
[α˜]
and
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will contain only diffeomorphism invariant distri-
butions. (Here, a = a[α˜] ∈ R+. For simplicity of
notation, we will not make the dependence of a on
[α˜] explicit.)
To construct the map η
[α˜]
a , let us first give its ac-
tion on functions |f〉 ∈ ⊕~πHγ,~πaux associated with
some fixed graph γ with γ˜ ∈ [α˜]. The action of
η
[α˜]
a on general states |φ〉 ∈ Φ then follows by (fi-
nite) anti-linearity. To construct this map, we will
need to consider the ‘isotropy’ group Iso(γ˜) of dif-
feomorphisms that map γ˜ to itself and the ‘trivial
action’ subgroup TA(γ˜) of Iso(γ˜) which preserves
each edge of γ˜ separately. We will also need the
quotient group GS(γ˜) = Iso(γ˜)/TA(γ˜) of ‘graph
symmetries’ of γ˜ and some set S(γ˜) of analytic dif-
feomorphisms which has the property that, for all
β˜ ∈ [γ˜] there is exactly one ϕ ∈ S(γ˜) that maps γ˜
to β˜. The appropriate maps are then given by
η[α˜]a |f〉 = a
( ∑
ϕ1∈S(γ˜)
∑
[ϕ2]∈GS(γ˜)
ϕ1ϕ2|f〉
)†
(VI.10)
where, in the second sum, ϕ2 is any diffeomor-
phism in the equivalence class [ϕ2]. For the reader
who feels that this definition has been ‘pulled out
of a hat,’ we will provide a heuristic ‘derivation’
below in section VID by ‘renormalizing’ the map
given by naive group averaging.
In order to show that η
[α˜]
a |f〉 does in fact define
an element of Φ′, note that its action on any state
|g〉 ∈⊕~πHβ,~πaux is given by(
η[α˜]a |f〉
)[|g〉] = δ[γ˜],[β˜] ∑
ϕ2∈GS(γ˜)
〈f |ϕ2ϕ0|g〉
(VI.11)
where ϕ0 is any diffeomorphism that maps γ˜ to β˜.
Because γ˜ may have an infinite number of edges,
GS(γ˜) may be infinite as well. Nonetheless, we
will now show that the above sum contains only a
finite number of nonzero terms.
First, note that if there are any nonzero terms at
all, we may take ϕ0γ = β without loss of general-
ity. In this case, a term in (VI.11) is nonzero only if
the associated ϕ2 preserves that graph γ. The key
point is to note that, since γ˜ may be constructed by
analytically extending the edges of the graph γ, the
action of any analytic diffeomorphism on the edges
of γ determines the action of this diffeomorphism
on every edge in the extended graph γ˜. Thus, the
diffeomorphisms ϕ2 ∈ S(γ˜) that preserve γ˜ must
rearrange the edges of γ in distinct ways. Since γ
contains only a finite number of edges, it follows
that there can be at most a finite set of diffeomor-
phisms ϕ2 in GS(γ˜) that preserve γ. There are
thus only finitely many terms in (VI.11). The fact
that (VI.10) defines an element of Φ′ then follows
by (finite) linearity.
The space V [α˜]diff is then defined to be the im-
age of η
[α˜]
a . It is clear from the form of the sum
(VI.11) that η
[α˜]
a is real and positive so that the
inner product (VI.11) is well-defined, Hermitian,
and positive definite. We may therefore complete
each V [α˜]diff to define a Hilbert space H[α˜]diff .
Furthermore, η
[α˜]
a commutes with all A in B(⋆)phys
in the sense that
(η[α˜]a φ1)[Aφ2] =
∑
ϕ∈GS(α˜)
〈φ1|ϕA|φ2〉
=
(
η[α˜]a (A
† φ1)
)
[φ2]. (VI.12)
(Here, without loss of generality, we take φ1, φ2
cylindrical over α˜.) It follows that the map A 7→
Aphys (where Aphys(ηφ) = η(Aφ) ) defines an anti
⋆-representation of B(⋆)phys on H[α˜]diff . Thus, the “re-
ality conditions” on physical observables have been
incorporated.
D. Some final Heuristics
For those who are interested, we now present
a short heuristic ‘derivation’ of (VI.11) in which
we first average over the entire group of diffeomor-
phisms (in analogy with [13,14] and section II B)
and then ‘renormalize’ the resulting distribution by
canceling (infinite) volumes of isotropy groups. Be-
cause a sum of the form
∑
ϕ∈Diff(Σ) ϕ|φ〉 diverges
(even as an element of Φ′), we attempt to remove
this divergence by comparing the inner product of
two distributions ψ and ψ in V [α˜]diff with the norm
of some reference distribution ρ which lies in the
same vector space V [α˜]diff . Let us suppose that these
‘heuristic distributions’ are obtained by averaging
|φ〉, |ψ〉, and |ρ〉 ∈ Φ[α˜] over the diffeomorphism
group. For convenience, we will also fix some par-
ticular extended analytic graph α˜ and assume that
|φ〉, |ψ〉, and |ρ〉 lie in Hα˜aux. Then, the ratio of the
inner product of φ and ψ to the norm of ρ is
〈φ|ψ〉diff
〈ρ|ρ〉diff =
∑
ϕ∈Diff(Σ)〈ψ|ϕ|φ〉∑
ϕ∈Diff(Σ)〈ρ|ϕ|ρ〉
(VI.13)
so that a given diffeomorphism ϕ contributes to
this sum only if it preserves α˜. That is, we need
only sum over the isotropy group Iso(α˜). Note
that we may rewrite the sums over diffeomor-
phisms in (VI.13) as sums over the cosets GS(α˜)
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(which give a finite result by the above discussion)
multiplied by the (infinite) size of the trivial action
subgroup TA(α˜). Formally canceling these infinite
factors in the numerator and denominator, we ar-
rive at
〈φ|ψ〉diff
〈ρ|ρ〉diff =
∑
[ϕ]∈GS(α˜)〈ψ|ϕ|φ〉∑
[ϕ]∈GS(α˜)〈ρ|ϕ|ρ〉
, (VI.14)
where the sum is over the equivalence classes in
GS(α˜) and ϕ is an arbitrary representative of [ϕ].
This motivates the definition (VI.10) of the maps
η
[α˜]
a and the inner product (VI.11).
E. Subtleties
We have seen that the Hilbert space Hdiff that
results from solving the (Gauss and the) diffeomor-
phism constraints can be decomposed as a direct
sum of Hilbert spaces H[α˜]diff , each of which carries
a representation of the algebra B(⋆)phys of physical
operators. Thus, elements of B(⋆)phys –observables
which strongly commute with constraints– do not
mix states from distinct Hilbert spaces that fea-
ture in the direct sum. Recall, however, that the
physical observables have to commute with con-
straints only weakly and there may well exist weak
observables which connect distinct Hilbert spaces.
From a physical viewpoint, therefore, we need to
focus on the irreducible representations of the al-
gebra of weak observables. If there are no fur-
ther constraints, (as in the Husain-Kucharˇ model),
these irreducible sectors are properly thought of
as separate and, in the standard jargon, super-
selected. Since by assumption the Hamiltonian
operator commutes with all constraints, dynamics
will leave each sector invariant. Indeed, no physical
observable can map one out of a superselected sec-
tor. Thus, a physical realization of the system will
involve only one such sector and just which sector
arises must be determined by experiment. Unfor-
tunately, as the matter stands, we do not have a
manageable characterization of these sectors be-
cause we focussed only on strong observables. (In
general, weak observables do not satisfy (II.4).)
If the diffeomorphism group represents only a
sub-group of the full gauge group (as in the case
of general relativity), then there can be a further
complication and the situation becomes quite sub-
tle. On the one hand, because we have more con-
straints, one expects there to be fewer observables.
On the other hand, commutator of the an operator
with the diffeomorphism constraints may be equal
to one of the new constraints. Then, while the op-
erator would not be an observable of the partial
theory that ignores the additional constraints, it
would be an observable of the full theory. Curi-
ously, this is precisely what happens in the case of
3-dimensional, Riemannian general relativity (i.e.,
the ISU(2) Chern-Simons theory). The Wilson
loop operators Tˆα fail to be weak observables if we
consider only the diffeomorphism constraint but
they are weak observables of the full theory. Fur-
thermore, they mix the independent sectors which
are super-selected with respect to diffeomorphisms.
We expect that the situation will be similar in 4-
dimensional general relativity. Thus, we expect
that the physical states of this theory will not be
confined to lie in just one H[α̂]diff ; as far as gen-
eral relativity is concerned, one should not think
of these sectors as being physically super-selected.
Finally, note that we have asked that the physi-
cal states be invariant only under diffeomorphisms
generated by vector fields. Large diffeomorphisms
are unitarily implemented in the physical Hilbert
space; they are symmetries of the theory but not
gauge. One may wish to treat them as gauge and
ask that the “true” physical states be invariant
under them as well. If so, one can again apply
the group averaging procedure, now treating the
modular group as the gauge group. In the case of
3-dimensional Riemannian general relativity on a
torus, for example, this procedure is successful and
yields a Hilbert space of states that are invariant
under all diffeomorphisms.
VII. DISCUSSION
In this paper, we have presented solutions to
the Gauss and the diffeomorphism constraints for
a large class of theories of connections. The reader
may be concerned that we did not apply the quan-
tization program of Sec. II to the Gauss constraint
but instead solved it classically. However, we chose
this avenue only for brevity; it is straightforward to
first use the program to solve the Gauss constraint
and then face the diffeomorphism constraint. In
this alternate approach, one begins with the space
A of generalized connections (see section 4.2) as
the classical configuration space and lets the aux-
iliary Hilbert space be L2(A, dµ′0), where µ′0 is
the induced Haar measure on A (see Ref. [7,12]).
Next, one introduces the Gauss constraints as op-
erators on the new auxiliary Hilbert space. The
resulting unitary operators just implement the ac-
tion of the group G of generalized gauge transfor-
mations on the Hilbert space. Since G is compact,
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the resulting group averaging procedure is straight-
forward and leads us to L2(A/G, dµ0) as the space
of physical states with respect to the Gauss con-
straints. One is now ready to use Sec. VI to im-
plement the diffeomorphism constraints.
The final picture that emerges from our results
can be summarized as follows. To begin with, we
have the auxiliary Hilbert space Haux. While it
does not appear in the final solution, it does serve
three important purposes. First, it ensures that
real, elementary functions on the classical phase
space are represented by self-adjoint operators, so
that the “kinematical reality conditions” on the
full phase space are incorporated in the quantum
theory. Second, it enables us to promote con-
straints to well-defined operators thereby making
the analysis of potential anomalies mathematically
sound. Finally the space Φ, whose topological
dual Φ′ is the “home” of physical quantum states,
is extracted as a dense sub-space of Haux. The
physical states φ¯ ∈ Φ′ are obtained by “averag-
ing” states φ ∈ Φ over the orbits of the diffeo-
morphism group appropriately. Care is needed be-
cause the orbits themselves have an infinite vol-
ume and because, in general, different orbits have
different isotropy groups. These features lead to
diff-superselected sectors. Each sector is labeled
by the diffeomorphism class [α˜] of “maximally ex-
tended” (type I) graphs α˜. Operators on Haux
which leave Φ invariant have an induced action on
the topological dual, Φ′ of Φ. If they commute
with the diffeomorphism operators on Haux, they
descend to the space Vdiff of (diff-)physical states.
The sectors are diff-superselected in the sense that
each of them is left invariant by operators on Φ′
which descend from observables –i.e., self-adjoint
operators which commute with the diffeomorphism
operators– on Haux. The induced scalar product
on Vdiff is unique up to an overall multiplicative
constant on each diff-superselected sector. It au-
tomatically incorporates the physical reality condi-
tions. (The ambiguity of multiplicative constants
would be reduced if there exist weak observables
which mix these sectors which are superselected
by strong observables.)
How does this situation compare to the one in
the general algebraic quantization program of Ref.
[17,18]? In the final picture, the inner product is
determined by the reality conditions. However, the
group averaging strategy enables one to find this
inner product without having to find the physical
observables explicitly; the inner product on Haux
which incorporates the kinematical reality condi-
tions on the full phase space descends to vp. This
is an enormous technical simplification. On the
conceptual side, there are now four inputs into
the program: choice of a set of elementary func-
tions (labeled by loops and strips in our case),
of a representation of the corresponding algebra
(on L2(A/G, µ0) in our case), of expressions of
the regularized constraint operators (which, in our
case, implement the natural action of the diffeo-
morphism group on Haux), and of the subspace Φ
(Cyl∞(A/G) in our case). We have shown that the
choices we made are viable and quantization can
be completed. There may of course be other, in-
equivalent quantum theories, which correspond to
different choices. Indeed, even in Minkowski space,
a classical field theory can be quantized in inequiv-
alent ways. We expect, however, that there exists
an appropriate uniqueness theorem which singles
out our solution, analogous to the theorem that
singles out the Fock representation for free field
theories.
What are the implications of these results to
the specific models discussed in Sec. III? For
the Husain-Kucharˇ model, we have complete solu-
tions. For Riemannian general relativity, on the
other hand, we have only a partial result since
the Hamiltonian constraint is yet to be incorpo-
rated. However, our analysis does provide a nat-
ural strategy to complete the quantization. For,
we already have indications that the projective
methods can be used also to regulate the Hamil-
tonian constraint operator on diffeomorphism in-
variant states. If this step can be completed, one
would check for anomalies. If there are none, one
would again apply the group averaging procedure
to find solutions. This task may even be simpler
now because, given the structure of the classical
constraint algebra, one would expect the Hamil-
tonian constraints to commute on diffeomorphism
invariant states. The procedure outlined in Ap-
pendix A would then lead to the physical Hilbert
space for the full theory. As indicated in Sec.
VIE, however, subtleties will arise because of the
observables which commute with the constraints
only weakly and the final Hilbert space is likely to
contain elements from different diff-superselected
sectors. Furthermore, to extract “physical” pre-
dictions, one would almost certainly have to de-
velop suitable approximation schemes. However,
this task would be simplified considerably if we al-
ready know that a consistent quantum theory ex-
ists. Indeed, in this respect, the situation would
be comparable to the one currently encountered
in atomic and molecular physics where approxi-
mations schemes are essential in practice but the
knowledge that the exact Hamiltonian exists as a
well-defined self-adjoint operator goes a long way
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in providing both confidence in and guidelines for
these approximations.
For Lorentzian general relativity, one can begin
with the formulation in which the spin connection
is the configuration variable. For this case, the
results of this paper again lead to a complete so-
lution to the Gauss and the diffeomorphism con-
straints. Unfortunately, as mentioned in the Intro-
duction, the Hamiltonian constraint is unmanage-
able in these variables and the best strategy is to
perform a transformation and work with self-dual
connections [2]. Classically, the required canoni-
cal transformation is well-understood. Its quan-
tum analog is an appropriate “coherent state trans-
form” which would map complex-valued functions
of spin connections to holomorphic functions of
the self-dual connections. Such a transform is al-
ready available [3] and it seems fairly straightfor-
ward to carry over our treatment of the diffeomor-
phism constraint to the holomorphic representa-
tion. However, it is far from being obvious that
the Hamiltonian constraint can be treated so easily
in the holomorphic representation. Another strat-
egy is to begin with the Riemannian model, obtain
physical states and then pass to the holomorphic
representation via an appropriate generalization of
the Wick rotation procedure. Thus, whereas in
the Riemannian case, results of this paper provide
a clear avenue, in the Lorentzian case, new inputs
are needed. Work is in progress along the two lines
indicated above.
The canonical approach to quantum gravity is
quite old; foundations of the geometrodynamic
framework were laid by Dirac and Bergmann al-
ready in the late fifties. The precise mathematical
structure of the classical configuration and phase
spaces became clear in the seventies. However,
these analyses dealt only with smooth fields while,
as is well-known, in quantum field theory one has
to go beyond such configurations. The required
extensions are non-trivial and are, in fact, yet to
be carried out in the metric representation. Conse-
quently, in the traditional geometrodynamical ap-
proach, the formulation and imposition of quan-
tum constraints have remained at a formal level
even for the diffeomorphism constraint. We have
seen that the situation changes dramatically if one
shifts the emphasis and works with connections.
(Note that these can be SU(2) spin connections;
they don’t have be self-dual. Since the spin con-
nection is completely determined by the triads, the
corresponding representation provides an alterna-
tive framework to solve the quantum Gauss and
diffeomorphism constraints of the triad geometro-
dynamics.) Now, problems of quantum field theory
can be faced directly and the general level of math-
ematical precision is comparable to that encoun-
tered in rigorous quantum field theory. Finally,
note that this became possible only because of the
availability of a calculus on the quantum configu-
ration space which does not refer to a background
field such as a metric. Thus, the projective tech-
niques summarized in Sec. IV are not a luxury;
they are essential if one wants to ensure that in-
ner products and operators are well-defined in the
quantum theory.
Most of theoretical physics, however, does not
require such a high degree of precision. Why, then,
is so much care necessary here? The main reason
is that we have very little experience with non-
perturbative techniques. We have already seen
that the perturbative strategy, which is so success-
ful in theories of other forces of Nature, fails in the
case of gravity. Hence, if one wishes to pursue a
new approach, it is important to have an assur-
ance that the quantum theory we are dealing with
is internally consistent and that the problems that
arise in perturbative treatments are not just swept
under a rug. An obvious way to achieve certainty is
to work at a high level of mathematical precision.
The mathematical framework could, however, be
improved in two directions. First, the functional
calculus we used is based, in an essential way, on
the assumption that all edges of our graphs are
analytic. If we weaken this assumption and al-
low edges which are only C∞, a number of techni-
cal problems can arise since, for example, two C∞
curves can have an infinite number of intersections
in a finite interval. On physical grounds, on the
other hand, smoothness seems more appropriate
than analyticity and it would be desirable to ex-
tend this framework accordingly. Furthermore, if
we could work with smooth loops, the discussion
of the “independent sectors” in Sec. VI would sim-
plify considerably; it would not be necessary to di-
vide the spin networks into types. The second im-
provement would be more substantial. The present
mathematical framework is based on the assump-
tion that traces of holonomies should become well-
defined operators on the auxiliary Hilbert space.
Once this assumption is made, one is naturally led
to regard A/G as the quantum configuration space
and use on it the calculus that is induced by the
projective techniques. The assumption is not un-
reasonable for a diffeomorphism invariant theory
and has led to a rich structure which, as we saw, is
directly useful in a number of models. (The frame-
work has also been used to find new results in 2-
dimensional Yang-Mills theory [37] which happens
to be invariant under all volume preserving diffeo-
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morphisms.) However, it is quite possible that, ul-
timately, the assumption will have to be weakened.
To do so, we may need to feed more information
about the underlying manifold into the quantum
configuration space. Our present construction does
capture a part of the manifold structure through its
use of analytic graphs and also has some topolog-
ical information, e.g., of the first homotopy group
of the manifold. However, it does not use the no-
tion of convergence of a sequence of graphs which
knows much more about the topology of the un-
derlying manifold. In the language of projective
techniques (see Appendix B), it would be desir-
able to use the underlying manifold to introduce a
topology on the label set and see how it influences
the rest of the construction. These issues are cur-
rently being investigated.
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APPENDIX A: SUPER-SELECTION RULES
FOR ABELIAN CONSTRAINTS
To illustrate the quantization program, we dis-
cussed a number of simple examples in section II B.
To bring out some subtleties associated with the
group averaging procedure, in this Appendix, we
will consider a somewhat more general situation
which, however, is simpler than the one considered
in Sec. VI.
In section II B, the group generated by the quan-
tum constraints was Abelian and was represented
by unitary operators U(g) in a Hilbert space Haux.
The definition of the physical inner product in-
volved a map η from a space Φ of test functions
to its topological dual Φ′ which was defined by
integrating over the volume of the gauge group,
η|f〉 = (∫ dgU(g)|f〉)†. As such, it is clearly impor-
tant that no infinite subgroup should leave |f〉 in-
variant so that the integral does not diverge. Thus,
it is natural to ask if this method can be suitably
modified to incorporate the case when some U(g)
have eigenstates in Haux with eigenvalue 1. In this
Appendix, we will analyze this issue in the gen-
eral setting of Abelian constraints and show that
the answer is always ‘yes,’ though the procedure is
somewhat more subtle.
Recall that our intent is to construct an irre-
ducible representation of a ⋆-algebra of physical
operators and that we suppose this algebra to be
represented on Haux. At least when this algebra is
generated by bounded operators, we will see that
the representation on Haux is reducible whenever
1 is a part of the discrete as well as the continuous
spectrum of some U(g).
Suppose that the representation of the gauge
group is generated by some set Ui of unitary op-
erators for i in some label set I. Denote by S
(d)
i
the subspace of Haux which is left invariant by Ui,
i.e., the space of eigenvectors with discrete eigen-
value 1. Since {1} is a set of zero measure in R,
any state in Haux which is orthogonal to S1i can be
built from spectral subspaces of Ui with eigenvalue
6= 1. Now, solutions to the constraints in Φ′ are
of two types. First, each element of Sdi , regarded
as an element of Φ′, is a solution. Second, there
is a subspace Sci obtained by group-averaging el-
ements of Φ which are orthogonal to Sdi . These
two subspaces of physical states are orthogonal to
each other. Consider now a bounded operator A
which commutes with each Ui. It is straightfor-
ward to check that the action of A preserves each
of the two orthogonal subspaces; the action of A
on Φ′ does not mix the discrete and continuous
eigenvalue 1 distributions of Ui in Φ
′.
We now refine our group-averaging procedure
as follows. First, decompose Haux as a direct
sum of the subspaces Hλaux, where λ is a map
λ : I → {d, c}. Thus, Hλaux is the subspace on
which Ui has continuous spectrum for λ(i) = c but
has discrete spectrum for λ(i) = d. Since these
subspaces are superselected, it is only meaningful
to define a physical Hilbert space Hλphys for each
Hλaux separately. This is done by projecting Hλaux
to the zero spectrum of each Ui with λ(i) = d and
averaging as in section II B over the Abelian group
generated by the Ui with λ(i) = c. It then follows
that operators induced by physical operators on
Haux have the required ⋆-relations on each Hλphys.
We would like to emphasize that, when the
Ui’s generate the entire gauge group, these super-
selection rules are not just an artifact of the math-
ematics but are important for a physical under-
standing of the system. They imply that the rep-
resentation of the physical algebra on Haux is re-
ducible, so that each Hλphys contains a separate
representation of the algebra of physical operators.
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Which Hλphys is realized in a given situation must
be determined experimentally.
Furthermore, the super-selection rules described
above have a close classical analogue due to Li-
ouville’s theorem. Consider a classical constraint
function Ci and a strong observable A that is a
smooth function on the phase space. (The use
of strong observables is not essential but simpli-
fies the discussion.) The Hamiltonian vector field
hA of any such A has the property that it maps
any orbit of Ci in the unconstrained phase space
onto another orbit of Ci. Heuristically, regions of
the phase space that contain compact orbits cor-
respond to the discrete spectrum of a correspond-
ing Ui and regions that contain non-compact orbits
correspond to the continuous spectrum. Now, con-
sider any set of compact orbits with non-zero but
finite phase space volume. By Liouville’s theorem,
the exponentiated action of any Hamiltonian vec-
tor field preserves the finite volume of this set. As
a result, hA cannot map this set of compact orbits
to a bundle of non-compact orbits. Note that this
is a direct analogy with the super-selection laws
described above.
Of course, if these orbits are not the full gauge
orbits, but only those of a gauge subgroup, then
such arguments are inconclusive when applied to
weakly physical operators. This is because, under
the action of the full gauge group, many of the
above compact orbits may combine to form a single
non-compact orbit, which could then be mapped
onto non-compact orbits in a volume preserving
way.
APPENDIX B: PROJECTIVE LIMITS
A general setting for functional integration over
an infinite dimensional, locally convex, topologi-
cal space V is provided by the notion of “projec-
tive families” [38,39]. This framework can be nat-
urally extended to theories of connections where
the relevant space A/G is non-linear [6,8–12]. In
the present appendix we will summarize the basic
ideas which are implicitly used in the main text.
Let L be a partially ordered directed set; i.e. a
set equipped with a relation ‘≥’ such that, for all
S, S′ and S′′ in L we have:
S ≥ S ; S ≥ S′ and S′ ≥ S ⇒ S = S′ ; S ≥ S′
(B.1)
and
S′ ≥ S′′ ⇒ S ≥ S′′ ; (B.2)
and, given any S′, S′′ ∈ L, there exists S ∈ L such
that
S ≥ S′ and S ≥ S′′ . (B.3)
L will serve as the label set. A projective family
(XS , pSS′)S,S′∈L consists of sets XS indexed by el-
ements of L, together with a family of surjective
projections,
pSS′ XS′ → XS , (B.4)
assigned uniquely to pairs (S′, S) whenever S′ ≥ S
such that
pSS′ ◦ pS′S′′ = pSS′′ . (B.5)
We will assume that XS are all topological, com-
pact, Hausdorff spaces and that the projections
pSS′ are continuous.
In the application of this framework to theories
of connections, carried out in Sec. IV, the labels
S can be thought of as general lattices (which are
not necessarily rectangular) and the members XS
of the projective family, as the spaces of configu-
rations associated with these lattices. The contin-
uum theory will be recovered in the limit as one
considers lattices with increasing number of loops
of arbitrary complexity.
Note that, in the projective family there will, in
general, be no set X which can be regarded as the
largest, from which we can project to any of the
XS . However, such a set does emerge in an appro-
priate limit, which we now define. The projective
limit X of a projective family (XS , pSS′)SS′∈L is
the subset of the Cartesian product ×S∈LXS that
satisfies certain consistency conditions:
X := {(xS)S∈L∈ ×S∈LXS :
S′ ≥ S ⇒ pSS′xS′ = xS}. (B.6)
(This is the limit that gave us in Sec. IV the
quantum configuration A/G for theories of connec-
tions.) We provide X with the product topology
that descends from ×S∈LXS . This is the Tychonov
topology. In the Tychonov topology the product
space is known to be compact and Hausdorff. Fur-
thermore, as noted in [9], X is closed in ×S∈LXS ,
whence X is also compact (and Hausdorff). Note
that the limit X is naturally equipped with a fam-
ily of projections:
pS : X → XS , pS((xS′ )S′∈L) := xS . (B.7)
Next, we introduce certain function spaces. For
each S consider the space C0(XS) of the complex
valued, continuous functions on XS . In the union
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⋃
S∈L
C0(XS) (B.8)
we define the following equivalence relation. Given
fSi ∈ C0(XSi), i = 1, 2, let us say:
fS1 ∼ fS2 if p∗S1S3 fS1 = p∗S2S3 fS2 (B.9)
for every S3 ≥ S1, S2, where p∗S1,S3 denotes the
pull-back map from the space of functions on XS1
to the space of functions on XS3 . Using the equiv-
alence relation we can now introduce the set of
cylindrical functions associated with the projective
family (XS , pSS′)S,S′∈L,
Cyl(X ) := ( ⋃
S∈L
C0(XS)
)
/ ∼ . (B.10)
The quotient just gets rid of a redundancy: pull-
backs of functions from a smaller set to a larger
set are now identified with the functions on the
smaller set. Note that in spite of the notation,
as defined, an element of Cyl(X ) is not a function
on X ; it is simply an equivalence class of contin-
uous functions on some of the members XS of the
projective family. The notation is, however, justi-
fied because, one can identify elements of Cyl(X )
with continuous functions on X . This identifica-
tion was implicitly used in (IV.22). If the XS are
differentiable manifolds then one can define spaces
Cyln(X ) of differentiable cylindrical functions in
a a completely analogous way. These spaces play
a crucial role in defining measures and regulated
operators.
APPENDIX C: UNEXPECTED
CONSEQUENCES OF DIFFEOMORPHISM
INVARIANCE
In section VI, we used a group averaging pro-
cedure to solve the quantum diffeomorphism con-
straint. It was therefore natural to use the fi-
nite –rather than the infinitesimal– form of con-
straints. It turns out, however, that there is really
no choice: it is not possible to define the infinitesi-
mal form of the diffeomorphism constraints on any
Haux = L2(A/G, dµ) which carries a faithful repre-
sentation of the holonomy algebra when dµ is dif-
feomorphism invariant. In this appendix, we will
discuss this somewhat surprising technical point.
Let Na denote a complete analytic vector field
on Σ and ϕt the corresponding flow of analytic dif-
feomorphisms. Then, from (III.2), we see that the
smeared version of the diffeomorphism constraint
is given by:
VN :=
∫
Σ
Na(x)Va(x)d
dx
=
∫
Σ
Na(x)tr [Fab(x)E˜
b(x)]ddx . (C.1)
Let us equip A/G with one of the standard Sobolev
topologies [40] and denote by N˜ and ϕ˜t the vector
field and the flow on A/G induced by Na. Given a
smooth function ψ on A/G, it is then easy to write
out the action of the desired operator VˆN on ψ:
VˆN ◦ ψ =
∫
Σ
ddx NatrFab
δψ
δAb
= LN˜ψ . (C.2)
Hence, the exponentiated version of the constraint
is given simply by: UN(t) ◦ ψ = (ϕ˜t)⋆ · ψ. Since ϕ˜
extends naturally to A/G, it is straightforward to
extend the action of UN to ourHaux, which we will
denote again by UN . If the measure on A/G is dif-
feomorphism invariant, UN are unitary operators,
hence defined on all ofHaux. It is now obvious that
the algebra of these operators is closed; there are
no anomalies. The result is, however, non-trivial
because our constraint operators UN (t) are rigor-
ously defined on the auxiliary Hilbert space. It is
known, for example, that if one uses a lattice regu-
larization to give meaning to the formally defined
constraint operators, anomalies do result.
What would happen if we try to extend to Haux
the action of the infinitesimal constraints VˆN in-
stead? Since Wilson loop variables are smooth
functions on A/G, let us begin by setting ψ(A) =
Tα(A) on A/G. Then, we have:(
VˆN ◦ Tα
)
(A) = lim
t→0
Tαt − Tα
t
(A) , (C.3)
where αt = φtα and the point A indicates that
the limit is taken pointwise in A/G. The limit is
of course a well-behaved smooth function on A/G.
However, it fails to be a cylindrical function. (Note
that UN (t) ◦ Tα = Tφ(t)·α, on the other hand, is
cylindrical.) Hence, one might suspect that there
may be a difficulty in extending the operator VˆN
to Haux. We will see that this is the case.
More precisely, we now show that for a diffeo-
morphism invariant measure µ on A/G to be com-
patible with a well defined infinitesimal generator
of the diffeomorphism constraint, µ must have a
very special support. The resulting representation
of the Tˆα algebra would then be so unfaithful as to
be physically irrelevant.
Indeed, let µ denote a diffeomorphism invariant
measure and αt = ϕtα as above. For the diffeo-
morphism constraint to be well defined we must
have (at least for “most” of the loops α in Σ)
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lim
t→0
‖ Tαt − Tα ‖2L2= limt→0
∫
A/G
(Tαt − Tα)2dµ = 0 .
(C.4)
From diffeomorphism invariance of the measure it
is clear that∫
A/G
T 2αdµ =
∫
A/G
T 2αtdµ , ∀t
and that there exists t0 > 0 such that∫
A/G
TαTαtdµ = k = const , for t : 0 < t < t0 .
(C.5)
(To see this we can consider a flow ϕ′s of analytic
diffeomorphisms that leave α invariant and such
that ϕ′sαt = αt′(t,s).) For the limit in (C.4) to be
equal to zero we must have k =
∫
A/G
T 2αdµ, which
from (C.4) implies that in L2(A/G, µ)
Tαt = Tα , ∀t : 0 < t < t0 . (C.6)
Now, (C.6) implies that the representation ρ (see
(IV.4)) of the holonomy algebra on L2(A/G, µ) is
not faithful since Tαt −Tα 6= 0 as elements of HA,
while ρ(Tαt −Tα) = 0 as operators on L2(A/G, µ).
Thus, the support of the measure µ is so special
that it is not suitable as a kinematical measure in
quantum theory. Put differently, in any interesting
representation of the holonomy algebra,∫
A/G
TαtTαdµ 6=
∫
A/G
T 2αdµ , ∀t : 0 < t < t0
(C.7)
and therefore the infinitesimal generators of the
diffeomorphism constraints can not be well defined.
APPENDIX D: GEOMETRICAL
OPERATORS
On the phase space of Riemannian general rel-
ativity, the momentum variable E˜ai has the inter-
pretation of a density weighted triad. Hence, one
can use it to construct functions on the phase space
that carry geometrical information. For example,
the volume of a region R within Σ is be given by:
VR :=
∫
R
d3x|ηabcǫijkE˜ai E˜bj E˜ck|
1
2 , (D.1)
where ηabc is the Levi-Civita tensor density on Σ.
Similarly, the area of a 2-surface S within Σ defined
by, say, x3 = const is given by:
AS :=
∫
S
d2x|E˜ai E˜bi∇ax3∇bx3|
1
2 (D.2)
The question then arises: are there well-defined
geometric operators VˆR and AˆS on Haux? In ab-
sence of matter fields, VR and AS fail to be ob-
servables since they are not diffeomorphism in-
variant. Hence, the corresponding operators will
not represent physical observables. However, if we
bring in matter sources and define the regions R
and surfaces S using these fields, then VˆR and AˆS
would be observables with respect to the diffeomor-
phism constraints [41]. Therefore, it is of consider-
able interest to try to construct these operators in
the kinematical setting of Sec.IV and explore their
properties.
At first sight, it seems difficult to make sense
out of these operators. To begin with, Eˆai itself
is not a well-defined operator on Haux. Second,
the desired operators would require products of Eˆai
evaluated at the same point, and, furthermore, a
square-root! Nonetheless, it turns out that these
formal expressions can be regulated satisfactorily
to yield well-defined operators on Haux. The reg-
ularization procedure involves point-splitting and
it is necessary to fix a gauge and a background
metric (or coordinate system) in the intermediate
stage. However, when the regulator is removed,
the final expression is not only well-defined but
independent of the background structures used in
the procedure. The overall procedure is similar to
the one used in rigorous quantum field theories.
Furthermore, somewhat surprisingly, for suitable
operators such as VˆR and AˆS , the situation is bet-
ter than what one might have expected: there is
no need to renormalize, whence the final answers
have no free parameters. Finally, the operators are
essentially self-adjoint on Haux and their spectra
are often discrete. Thus, the “quantum geometry”
that emerges from our framework has certain es-
sentially discrete elements which suggest that the
use of a continuum picture at the Planck scale is
flawed. These results are analogous to the ones ob-
tained by Rovelli and Smolin [21] in the loop rep-
resentation. However, the precise relation is not
known.
Here, we will illustrate these results with the
area operator. For simplicity, let us suppose that
we can choose coordinates on Σ in a neighborhood
of S such that S is given by x3 = const and x1, x2
coordinatize S. Then, we can write AS as: AS =∫
S d
2x
√|O(x)|, where O(x) = E˜3i (x)E˜3i(x). To
define AˆS , let us use a point splitting procedure
and consider the regulated operator
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Ôǫ(x) :=
∫
d3yfǫ(x, y)
∫
d3zfǫ(x, z)
δ
δAi3(y)
δ
δAi3(z)
,
(D.3)
where fǫ(x, y) (is a density of weight 1 in x and
function in y and that) tends to δ3(x, y) in the
limit. For concreteness, we will construct it from
Θ density/functions:
fǫ(x, y) =
1
ǫ3
[Θ( ǫ2−|x1 − y1|)Θ( ǫ2 − |x2 − y2|)×
Θ( ǫ2 − |x3 − y3|)] . (D.4)
(There is thus an implicit background density of
weight one in x in the expression of Θ.)
Now, let us begin by considering a cylindrical
function Fγ on the space A of smooth connections.
By using a group-valued chart on Aγ , Fγ can be
expressed as Fγ(A) = f(g1, ..., gN ) where N is the
number of edges in γ and gI = P exp
∫
eI
A. A
simple calculation yields:
Ôǫ(x) ◦ Fγ
=
∫
d3yfǫ(x, y)
δ
δAi3(y)
∑
eJ
∫
eJ
ds fǫ(x, ej(s))
e˙3J Tr(hJ (1, s)τihJ(s, 0)
∂
∂hJ
)fγ
=
∑
I,J
∫
eI
dt e˙3I(t)
∫
eJ
ds e˙3J(s) fǫ(x, eI(t))×
fǫ(x, eJ (s))Tr(hI(1, t)τihI(t, 0)
∂
∂hI
)×
Tr(hJ (1, s)τihJ(s, 0)
∂
∂hJ
)fγ
+2
∑
I
∫
eI×eI ,t≥s
dtds e˙3I(t) e˙
3
J(s)
fǫ(x, eI(t))fǫ(x, eJ (s))[
Tr(hI(1, t)τihI(t, s)τjhI(s, 0)
∂
∂hI
) +
Tr(hI(1, t)τihI(t, s)τjhI(s, 0)
∂
∂hI
)
]
fγ
=: (OˆIǫ (x) + Oˆ
II
ǫ (x)) ◦ f (D.5)
The right side is a well-defined function of smooth
connections A. However, it is no more a cylindrical
function because of the form of the terms involving
integrals over edges. We thus have two problems:
the action of Oǫ(x) is not well-defined on functions
of generalized connections, and, even while operat-
ing on functions of smooth connections, the op-
erator sends cylindrical functions to more general
ones. We will see that the two problems go away
once the regulator is removed.
Let us consider the first term in detail; an anal-
ogous treatment of the second term shows that it
does not contribute to the final result.
Ultimately, we want to integrate Oˆ(x) over S.
Hence, we want x to lie in S. Then, for sufficiently
small ǫ, because of the fǫ terms, only the edges that
intersect S contribute to the sum. (Furthermore,
since only the third component of the tangent vec-
tors count in OIǫ , edges which lie within S do not
contribute.) Without loss of generality, we can as-
sume that intersections occur only at vertices of γ
(since we can always add vertices in the beginning
of the calculation to ensure this). Now, if we write
out the functions fǫ explicitly and Taylor expand,
around each vertex at which γ intersects S, the
group elements that appear in the integrals we can
express OIǫ ◦ f as a sum:
OˆIǫ (x) ◦ f =
∑
vα
∑
Iα
∑
Jα
K(Iα, Jα)
ǫ4
[Θ(
ǫ
2
− |x1 − x(α)1 |)Θ(
ǫ
2
− |y1 − y(α)1 |)]2 ×
{XIα,iXJα,i + o(ǫ)} ◦ f(g1, ..., gn) . (D.6)
Here vα are the vertices of γ that lie in S, eIα , eJα
are the edges passing through the vertex vα, XIα
is the right (left) invariant vector field on the copy
of the group corresponding to the edge eIα which
points at the identity of the group in the i-th di-
rection, if the edge is oriented to be outgoing (in-
coming) at the vertex, and the constant K(Iα, Jα)
equals +1 if the two edges lie on the opposite side
of S, −1 if they lie on the same side and vanishes
if the tangent vector of either edge is tangential to
S.
Let us try to take the limit of OˆIǫ (x) ◦ f as ǫ
tends to zero. In this limit, each Θǫ tends to a 1-
dimensional Dirac δ-distribution, and the expres-
sion then diverges as 1ǫ2. As is usual in field the-
ory, we can first renormalize the expression by ǫ2
and then take the limit. Now, the limit clearly ex-
ists. However, it depends on the background den-
sity implicit in the expression of Θ and hence the
resulting operator carries the memory of the back-
ground structure used in the regularization. That
is, the ambiguity in the final answer is not of a
multiplicative constant, but of a background den-
sity of weight one. (This is to be expected since
the left hand side is a density of weight 2 (in x and
y) while the 2-dimensional Dirac δ-distribution is
only a density of weight 1.) Because of the back-
ground dependence, the resulting operator is not
useful for our purposes.
However, if we take the square-root of the regu-
lated operator and then take the limit, we obtain
a well-defined result:
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lim
ǫ→0
|Oˆǫ(x)|
1
2 ◦ f =
∑
vα
δ2(x, vα)×
|
∑
Iα
∑
Jα
(K(Iα, Jα){XIα,iXJα,i}|
1
2 ◦ f(g1, ..., gn) . (D.7)
Note that, now, no renormalization is necessary. In
the final result, both sides are densities of weight
one and there is neither background dependence,
nor any free parameters. With proper specification
of domains, the operator under the square-root can
be shown to be a non-negative self-adjoint operator
on L2((SU(2))n, dµH). (For example, if there are
just two edges at a vertex vα, one on each side of
S, then the operator is just the (negative of the)
Laplacian.) Hence, the square-root is well-defined.
We can therefore construct an area operator:
AˆS ◦ Fγ =
∫
S
d2x |Oˆ(x)|
1
2 ◦ f . (D.8)
Clearly, this operator maps cylindrical functions to
cylindrical functions. It is straightforward to show
it satisfies the compatibility conditions discussed in
Sec. IV and thus leads to a well-defined operator
on Haux = L2(A/G, dµo). This operator is self-
adjoint and has a discrete spectrum.
The volume operator can be treated in a similar
manner.
To conclude, note that there is a striking quali-
tative resemblance between this analysis of proper-
ties of geometry and that of physical properties of
polymers in condensed matter physics [42]. In both
cases, the basic excitations are “loopy” rather than
“wavy”; they reside along 1-dimensional graphs
rather than on 3-dimensional volumes. However,
under suitably complex conditions, they resemble
genuinely 3-dimensional systems [42,43].
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