Array thinning is a common discrete-valued combinatorial optimization problem. Evolutionary algorithms are suitable techniques for above-mentioned problem. Biogeography-Based Optimization (BBO), which is inspired by the science of biogeography, is a stochastic population-based evolutionary algorithm (EA). The original BBO uses a linear migration model to describe how species migrate from one island to another. Other nonlinear migration models have been proposed in the literature. In this paper, we apply BBO with four different migration models to five different large array design cases. Additionally we compare results with five other popular algorithms. The problems dimensions range from 150 to 300. The results show that BBO with sinusoidal migration model generally performs better than the other algorithms. However, these results are considered to be indicative and do not generally apply to all optimization problems in antenna design.
Introduction
Array thinning is a common discrete-valued combinatorial optimization problem. By array thinning we mean the removal (turning "off") of some radiating elements from a periodic array antenna in order to create an array with lower sidelobe level than that with uniform excitation. The elements connected to the feed network are turned "on," while the turned "off" elements are connected to a matched load. Array thinning results in reduction in cost and weight. An exhaustive search for all possible combinations would result in the best array design; however the computational cost will increase exponentially as the array size increases. Therefore, array thinning can be categorized as discrete, combinatorial N-P complete optimization problem [1] . EAs are suitable techniques for solving the array thinning problem. The problem of array thinning has been addressed in the literature using different EAs like genetic algorithms (GAs) [2] , Particle Swarm Optimization (PSO) [3] , and Ant Colony Optimization (ACO) [4] . The original PSO is inherently real-valued and operates only in continuous spaces. In order to solve binary-coded combinatorial optimization problems with PSO several binary versions of this algorithm have been proposed. Binary PSO (BPSO) proposed by Kennedy and Eberhart extends the original PSO algorithm using a sigmoid function (or S-shaped transfer function) to map real numbers to bits [5] . In [6] a new BPSO that uses V-shaped transfer function is proposed (VBPSO). The results from [6] show that VBPSO outperforms the original BPSO and other BPSO variants with other transfer functions. Differential evolution (DE) [7, 8] is a population-based stochastic global optimization algorithm, which has been used in several real world engineering problems. Several DE variants or strategies exist. Oppositional differential evolution (ODE) [9] is a DE variant based on opposition-based learning (OBL) [10] concepts. Harmony Search (HS) [11] is an evolutionary algorithm which is inspired by the way that musicians experiment and change the pitches of their instruments to improvise better harmonies. HS has been applied successfully to antenna array synthesis problems [12, 13] . Ant Colony Optimization (ACO) is a population-based metaheuristic introduced by Dorigo et al. [14] and inspired by the behavior of real ants. The authors in [4, 15] have used ACO for thinned array design.
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Biogeography-Based Optimization (BBO) [16] is an EA based on mathematical models that describe how species migrate from one island to another, how new species arise, and how species become extinct. The way the problem solution is found is analogous to nature's way of distributing species. Ma in [17] showed that sinusoidal migration models generally outperform linear migration models like the one in original BBO algorithm. The authors in [18] extend the migration model performance analysis and they propose two nonlinear migration models, which they call model 7 and model 8. BBO has been applied to design problems in electromagnetics, including Yagi-Uda synthesis [19] , microstrip antenna design [20, 21] , and antenna array synthesis [22] [23] [24] .
The purpose of this paper is to use BBO with different migration models in order to design large thinned arrays. To the best of our knowledge this is the first time that BBO with other than the linear migration mode is applied to an antenna design problem. This paper contributes to compare performance of several state-of-the-art EAs to high dimensional thinned array design problems. Additionally the paper contributes so that the design cases presented in this paper could also be used as a framework of benchmark functions for testing evolutionary algorithms to large array design problems. More specifically, we compare the original BBO linear migration model with the sinusoidal model [17] , model 7, and model 8 [18] , two BPSO variants, binary HS, ODE, and ACO. We apply the algorithms to five different design cases of linear and planar arrays. A comparative study of BBO variants performance on benchmark functions is also given. Moreover, a study of the influence on the BBO performance of the boundary constraint handling method is also presented. To the best of our knowledge this is the first time that such study is carried out on BBO in general. Numerical results show that BBO with sinusoidal migration model generally performs better than or equally with the other migration models. Additionally it performs better than the original BBO algorithm in terms of solution accuracy. Additionally, results show VBPSO outperforms the initial BPSO algorithm; however its performance is inferior to that of the BBO algorithms. This paper is organized as follows. We describe the problem formulation in Section 2. A brief description of the EAs used in this paper is given in Section 3. In Section 4 we present the numerical results. Finally, the conclusion is given in Section 5.
Formulation
We consider an -element linear array of isotropic elements. The array factor is expressed as
where is the wavelength, is the complex excitation of the th element, is the corresponding vector of element amplitudes, is distance between two adjacent elements, = sin( ) is the direction cosine, and is the steering angle measured from broadside of the array. In the thinned array case could be only 1 (turned "on") or 0 (turned "off").
For a symmetrically excited array (1) becomes
where = ⌊ /2⌋ is the largest integer less than or equal to /2. For an even number of elements 0 = 0, and for an odd number of elements we set 0 = 1. We assume that = 0.5 for all cases. The fill factor percentage is the percentage of the ratio of the turned "on" elements to the total number of elements. The optimization goal is the peak sidelobe level (SLL) suppression by finding the optimum element amplitudes. This design problem is therefore defined by the minimization of the objective function:
where is the set of direction cosines that are outside the angular range of the main lobe.
Additionally, we study the effect of maintaining the same aperture length as the original uniform array for this case. We therefore force the first and the last element to be one (turned on).
To test the algorithms ability to design planar thinned arrays we consider a 2 × 2 planar array, which lies on the -plane. The array factor of such an array is given by
where , are the distance between two adjunct elements in the and direction, respectively, and = sin cos , V = sin sin are the direction cosines.
The optimization goal here is the sidelobe level (SLL) suppression at two different phi-planes ( = 0 ∘ , = 90 ∘ ) for a desired fill factor percentage. This design problem is expressed by the minimization of the objective function:
where PSLL
are the calculated peak sidelobe levels at = 0 ∘ and = 90 ∘ planes, respectively.
Optimization Algorithms
3.1. Binary PSO. The binary PSO (BPSO) model was presented by Kennedy and Eberhart and is based on a very simple modification of the real-valued PSO [5] . In binary PSO, the particle positions belong to a -dimensional binary space (bit strings of length ), while the particle velocities remain realvalued. The th coordinate of each particle's position is a bit, whose state is given by 
which defines S-shaped transfer function. In [6] new BPSO variants that use V-shaped transfer functions are proposed (VBPSO). The BPSO variant that produces the best results according to [6] is that with a transfer function expressed by [7, 8] is a population-based stochastic global optimization algorithm, which has been used in several real world engineering problems. Several DE variants or strategies exist. One of the DE advantages is that very few control parameters have to be adjusted in each algorithm run. In [9] a new DE algorithm based on opposition-based learning (OBL) [10] , oppositional differential evolution (ODE), was introduced. The basic idea of OBL is not only to calculate the fitness of the current individual but also to calculate the fitness of the opposite individual. Then the algorithm selects the individual with the lower (higher) fitness value. The benefits of using such a technique are that convergence speed may be faster and better approximation of the global optimum can be found. ODE uses an additional control parameter to those of standard DE called the jumping rate ∈ [0, 1], which controls in each generation if the opposite population is created or not. [14, 25, 26 ] is a meta-heuristic inspired by the ants' foraging behavior. At the core of this behavior is the indirect communication between the ants by means of chemical pheromone trails, which enables them to find short paths between their nest and food sources. Ants can sense pheromone. When they decide to follow a path, they tend to choose the ones with strong pheromone intensities way back to the nest or to the food source. Therefore, shorter paths would accumulate more pheromone than longer ones. This feature of real ant colonies is exploited in ACO algorithms in order to solve combinatorial optimization problems considered to be NP-Hard.
Ant Colony Optimization. Ant Colony Optimization (ACO)

Biogeography-Based Optimization.
The mathematical models of biogeography are based on the work of Robert MacArthur and Edward Wilson in the early 1960s. Using this model, it was possible to predict the number of species in a habitat. The habitat is an area that is geographically isolated from other habitats. The geographical areas that are well suited as residences for biological species are said to have a high habitat suitability index (HSI). Therefore, every habitat is characterized by the HSI which depends on factors like rainfall, diversity of vegetation, diversity of topographic features, land area, and temperature. Each of the features that characterize habitability is known as suitability index variables (SIVs). The SIVs are independent variables while HSI is the dependent variable.
Therefore, a solution to a -dimensional problem can be represented as a vector of SIV variables [SIV 1 , SIV 2 , . . . , SIV ], which is a habitat or island. The value of HSI of a habitat is the value of the objective function that corresponds to that solution and it is found by
Habitats with a high HSI are good solutions of the objective function, while poor solutions are those habitats with a low HSI. The immigration and emigration rates are functions of the rank of the given candidate solution. The rank of the given candidate solution represents the number of species in a habitat. These are given by the following: 
is the maximum possible immigration rate, is the maximum possible emigration rate, is the rank of the given candidate solution, and max is the maximum number of species (e.g., population size). The rank of the given candidate solution or the number of species is obtained by sorting the solutions from most fit to least fit, according to the HSI value (e.g., fitness). BBO uses both mutation and migration operators. The application of these operators to each SIV in each solution is decided probabilistically. The mutation rate of a possible solution is defined to be inversely proportional to the solution probability and it is given by
where is the probability that a habitat contains species and max is a user-defined parameter. As with other evolutionary algorithms, BBO also incorporates elitism. This is implemented with a user-selected elitism parameter . This means that the best phase vectors remain from one generation to the other. The BBO algorithm is outlined below:
(1) Initialize the BBO control parameters. Map the problem solutions to habitats (vectors). Set the habitat modification probability mod , the maximum immigration rate , the maximum emigration rate , the maximum migration rate max , and the elitism parameter (if elitism is desired).
(2) Initialize a random population of habitats from a uniform distribution. Set the number of generations to one. (4) Map the objective function value to the number of species , the immigration rate , and the emigration rate for each solution (antenna array) of the population.
(5) Apply the migration operator for each nonelite habitat based on immigration and emigration rates with the one of the linear, sinusoidal, or nonlinear migration models.
(6) Update the species count probability usinġ
(7) Apply the mutation operator according to (14) .
(8) Sort the population according to the objective function value from best to worst.
(9) Apply elitism by replacing the worst habitats of the previous generation with the best ones.
(10) Repeat step (3) until the maximum number of generations max is reached.
Numerical Results
Comparison with Test
Functions. In order to evaluate the different BBO migration models, first we use a set of test problems from the literature. In this paper, the test problems consist of eight well-known benchmark functions. We have chosen two unimodal and six multimodal functions. These are expressed as follows [27, 28] .
(2) Rosenbrock's Function 
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All algorithms are executed 50 times. The results are compared. The population size is set to 100 and the maximum number of generations is set to 2000 iterations. The problems dimension is set to = 30. For all migration models the habitat modification probability, mod , is set to 1, and the maximum mutation rate, max , is set equal to 0.005. The maximum immigration rate and the maximum emigration rate are both set to one. The elitism parameter is set to two. Table 1 reports the comparative results in terms of mean and [29] . Table 2 shows the average ranking of all algorithms. The highest ranking is shown in bold. It is obvious that the best average ranking was obtained by the BBO with sinusoidal migration model which outperforms the other models.
Comparison with Array Thinning Problems.
We compare the four BBO migration models' performance with the two BPSO variants, BHS, ODE, and ACO on different thinned array design cases. All algorithms are executed 20 times. The results are compared. The population size is set to 200 and the maximum number of generations is set to 1000 iterations. For all migration models the habitat modification probability, mod , is set to 1, and the maximum mutation rate, max , is set equal to 0.005. The maximum immigration rate and the maximum emigration rate are both set both to one. The elitism parameter is set to two. In both BPSO algorithms the learning factors 1 , 2 are both set equal to two, and inertia weight is linearly decreased from 0.9 to 0.4 as in [6] . For BHS the HMCR is set to 0.99 and the PAR is set to 0.4. For ODE = 0.5, CR = 0.9, and the jumping rate is set to 0.3. For ACO the initial pheromone value 0 is set to 1.0 − 6, the pheromone update constant is set to 20, the exploration constant 0 is set to 1, the global pheromone decay rate is 0.9, the local pheromone decay rate is 0.5, the pheromone sensitivity is 1, and the visibility sensitivity is is 5.
The first case is that of a symmetrically excited 300-element linear array. The total number of unknowns for this case is 150. Table 3 reports the comparative results. We notice that the sinusoidal model and the model 7 seem to outperform the other algorithms. Both models have obtained the same best value. Both BPSO variants perform worse than the BBO algorithms. ACO and VBPSO perform similarly. The convergence rate graph for this case is depicted in Figure 1 . All BBO models seem to converge at similar speed faster than the other algorithms. The VBPSO converges faster than BPSO. It must be pointed out that the BBO algorithms converge at their final value at less than 300 iterations. The radiation pattern of the best obtained result is shown in Figure 2 . The best array found is filled 72% and has a peak SLL of −24.67 dB. Additionally, we study the effect of maintaining the same aperture length as the original uniform array for this case. We therefore force the first and the last element to be one (turned on) for a design case. The comparative results for this case are shown in Table 4 . The sinusoidal model presents the best performance except the best value found where the model 7 outperforms the others. VBSO is completive with the BBO algorithms for this case and achieves better performance than BBO with model 8. ODE performs better than ACO and BHS for this case. Figure 3 shows the convergence rate for this case. It is obvious that all BBO algorithms converge at similar speeds, while the PSO algorithms converge slower. The best obtained radiation pattern is shown in Figure 4 . The obtained peak SLL value is −24.70 dB slightly smaller than the previous case. The array filling percentage is again 72%. We notice that there is not a significant difference if we choose an array without constraints or with the same aperture size for this case. Next, we consider asymmetric array designs in which the problem dimension is 300. Therefore, we evaluate the algorithms ability to solve high dimensional problems. It must be pointed out that although the number of unknowns has doubled compared with the symmetric case the population size and iterations remain the same as previously. Therefore, the level of difficulty increases for all algorithms. Table 5 reports the comparative results for this case. The algorithms performance differences are clearer in this case. It is obvious that the sinusoidal model clearly outperforms the others in this case. The results obtained by model 7 and linear model are quite similar in this case. The VBPSO results are better again than BPSO, BHS, ODE, and ACO but worse than the BBO algorithms. Figure 5 shows the convergence rate graph for this case. Model 7 seems to convergence slightly faster than the other algorithms. The radiation pattern of the best obtained array is shown in Figure 6 . The obtained array SLL is −26.11 dB and the fill percentage is about 72%.
In order to further evaluate the algorithms performance we choose again an asymmetric array case with the same aperture length. Table 6 holds the comparative results. The results show that sinusoidal model clearly outperforms the other algorithms. We notice that VBPSO and BPSO results are worse than the BBO algorithms. BHS is completive with the VBPSO algorithm for this case. The convergence rate graph of Figure 7 shows that models 7 and 8 converge slightly percentage is 73%. Again the results are quite similar with the previous case with the peak SLL slightly higher than previous.
The final example is that of planar thinned array. We consider a 50×20 planar array. All elements are equally spaced along -and -axis at half-wavelength distance. Again, a population of 200 vectors is selected for all algorithms. The total number of generations is set to 500. Table 7 holds the comparative results for the planar array case. The sinusoidal model obtains the best value. However, the model 7 results are better than the results of the other algorithms models in terms of best mean value. The convergence rate graph for this case is shown in Figure 9 . The BBO algorithms seem to converge at similar speed, faster than the other algorithms. The 3D radiation pattern of the best obtained array is shown in Figure 10 Overall BBO with sinusoidal model has been ranked first regarding mean and standard deviation values in 3 out of the 5 array design cases presented. Additionally, BBO with sinusoidal model in 4 out of the 5 design cases produced the best result. The results obtained by the BBO with model 7 outperformed the linear model in 2 out of the 5 cases. In all cases BBO with migration model 8 seems to perform worse than the other models. The VBPSO has outperformed the original BPSO in all cases and the BBO with migration model 8 in 2 out of the 5 cases. In order to compare the algorithms performance on all problems, we have conducted the Friedman test [29] . Table 8 shows the average ranking of all algorithms. The highest ranking is shown in bold. It is obvious that the best average ranking was obtained by the BBO with sinusoidal migration model which outperforms the other algorithms. VBPSO and BHS perform similarly, while ODE outperforms ACO.
Similar to the other evolutionary algorithms (EAs) such as differential evolution (DE), Harmony Search (HS), and Particle Swarm Optimization (PSO), in the BBO approach there is a way of sharing information between solutions [16] . This feature makes BBO suitable for the same types of problems that the other algorithms are used for, namely, high dimensional data. Additionally, BBO has some unique features that are different from those found in the other evolutionary algorithms. For example, quite different from DE and PSO, from one generation to the next the set of the BBO's solutions is maintained and improved using the migration model, where the emigration and immigration rates are determined by the fitness of each solution. BBO differs from PSO in the fact that PSO solutions do not change directly; the velocities change. The BBO solutions share directly their attributes using the migration models. These differences can make BBO outperform other algorithms [16, 17, 30] . It must be pointed out that if PSO or DE are constrained to discrete space then the next generation will not necessarily be discrete [30] . However, this is not true for BBO; if BBO is constrained to a discrete space then the next generation will also be discrete to the same space. As the authors in [30] suggest this indicates that BBO could perform better than other EAs on combinatorial optimization problems, which makes BBO suitable for application to the antenna array thinning problems.
Boundary Conditions Constraint Handling Methods
Study. In this subsection, we apply different boundary conditions handling methods for the BBO with the sinusoidal model in order to find if the settings used in the previous sections could be improved. The boundary constraint handling methods that we will test include the following [31, 32] .
(1) Reflection Method
where V is a valid value, is the value which violates the bound constraint, and , and , are the lower and upper bounds for the th variable, respectively.
(2) Projection Method
In this case, the variables that violate the bound constraints are trimmed to the lower and upper bounds, respectively. 
where rand [0, 1] is a uniformly distributed random number between 0 and 1.
(4) Reinitialize All. In this case, if at least one of the solution variables violates the boundaries, a complete new vector is generated within the allowed boundaries using (26) .
(5) Conservatism. This technique was proposed to work particularly with DE. In this case, the infeasible solution is rejected and it is replaced by the original feasible vector.
The test function we use in all cases is a symmetrically thinned array with 100 elements. We run each case for 50 independent trials for each different boundary condition setting. The population size is set to 200 and the number of iterations to 1000. The best value, the worst value, the mean, and the standard deviation at the last generation are presented here. Table 9 holds the comparative results for all methods. We notice that the projection method in this case has obtained the best mean, worst, and standard deviation values. The conservatism method has obtained the best objective function value. The mean value results for all methods are close, while the best obtained values seem to differ.
Conclusion
In this paper, we have addressed the problem of designing thinned arrays using the BBO algorithm. We have compared performance of four different BBO migration models with other popular EAs. The results showed that BBO with sinusoidal model is highly competitive for the array thinning problem. BBO with sinusoidal model outperformed the other migration models in general. All the BBO algorithms converge faster and produce better results than the other algorithms. However, these results are considered to be indicative and cannot be generalized in all array design problems. Further tests should be carried out to test the BBO performance on other array design problems. The BBO algorithm is a powerful and efficient optimizer especially in combinatorial optimization problems. In our future work, we will study further the performance of BBO migration models to different antenna design problems.
