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KERNELS OF REPRESENTATIONS AND COIDEAL
SUBALGEBRAS OF HOPF ALGEBRAS
SEBASTIAN BURCIU
Abstract. We define left and right kernels of representations of
Hopf algebras. In the case of group algebras, left and right kernels
coincide and they are the usual kernels of modules. In the general
case we show that these kernels coincide with the categorical left
and right Hopf kernels of morphisms of Hopf algebras defined in
[2]. Brauer’s theorem for kernels over group algebras is generalized
to Hopf algebras.
1. Introduction
If G is a finite group and M is a representation of G which affords
the character χ then the kernel of the representation M is defined as
the set of all g ∈ G which act as the identity on M . It is easy to see
that kerG(χ) is a normal subgroup of G. The notion of kernel of a
representation of a group is a very important notion in studying the
representations of groups (see [9]). For example, a classical result of
Brauer in group theory states that over an algebraically closed field k
of characteristic zero if χ is a faithful character of G then any other
irreducible character of G is a direct summand in some tensor power
of χ.
In [5] the author introduced a similar notion for the kernel of rep-
resentations of any semisimple Hopf algebra. The notion uses the fact
that the exponent of a semisimple Hopf algebra is finite [7]. In this
paper we will extend the notion of kernel to arbitrary Hopf algebras,
not necessarily semisimple. The aforementioned Brauer’s theorem for
groups was extended in [5] for semisimple Hopf algebras A and for those
representations of A whose characters are central in A∗. With the help
of this new notion of kernel, we extend this theorem to an arbitrary
representation whose character is not necessarily central in the dual
Hopf algebra, see Theorem 4.2.1. We also prove a version of Brauer’s
theorem for arbitrary Hopf algebras, giving a new insight to the main
results from [12] and [13].
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Note that the group algebra kG is cocommutative. Lack of cocom-
mutativity suggests the introduction of left and right kernels of mod-
ules. It will also be shown that these left and right kernels coincide
with the left and respectively right categorical kernels of morphisms of
Hopf algebras that has been introduced in [2] and extensively studied
in [1]. This coincidence proven in Theorem 2.3.6 suggests also how to
generalize the notion of kernel of modules to the non semisimple case.
Recently it was proven in [4] that Hopf subalgebras are normal if and
only if they are depth two subalgebras. We extend this result to coideal
subalgebras. Moreover we show that in this situation, depth two and
normality in the sense defined by Rieffel in [14] also coincide. Normal
subalgebras as defined by Rieffel were recently revised in Section 4 of
[6].
The paper is organized as follows. The second section introduces
the notion of left and right kernels of modules and proves their coinci-
dence with the categorical kernels introduced in [2]. A general version
of Brauer’s theorem is also stated in this section. The third section is
concerned with depth two coideal subalgebras of a Hopf algebra. We
prove a left coideal subalgebra is right depth two subalgebra if and only
if it is a left normal coideal subalgebra. Section 4 considers coideal sub-
algebras of semisimple Hopf algebra. An extension of Brauer’s theorem
in this case is also considered.
The Hopf algebra notations from [11] are used in this paper but we
drop the sigma symbol from Sweedler’s notation of comultiplication.
Recall a left coideal subalgebra S of A is a subalgebra of A with ∆(S) ⊂
A ⊗ S. We say that a left coideal subalgebra S of A is left normal if
and only if it is invariant under the left the adjoint action of A, i.e
a1xS(a2) ∈ S for all a ∈ A and x ∈ S. Such a coideal subalgebra will
be called a left normal coideal subalgebra. Also it follows from [15]
that if A is finite dimensional then A is free as left or right S-module.
For a subalgebra B of a Hopf algebra A we denote by B+ the ideal
of B defined by ω(B) = B+ = A+ ∩ B. As usual, A+ = ker ǫ is the
kernel of the count ǫ of A.
2. Left and right kernels
Let A be an arbitrary Hopf algebra over a field k and M be an A-
module. We say that an element a ∈ A acts trivially on M if and only
am = ǫ(a)m for all a ∈ A. If S is a subalgebra of A we say that S acts
trivially on M if each element of S acts trivially on M .
If M is an A-module then define
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(2.0.1) A
M
= {a ∈ A | am = ǫ(a)m for all m ∈M}
It is easy to verify that S
M
is a subalgebra of A, thus the largest
subalgebra of A which acts trivially on M . If A is semisimple and M
a simple A-module then dimk(SM ) = dimk(A)− dimk(M)
2.
2.1. Definition of left kernels. Let M be an A-module and L
M
:
A⊗M → A⊗M be the linear operator given by a⊗m 7→ a1 ⊗ a2m.
Let LKer
M
be the largest subspace B of A such that L
M
|
B⊗M
= id.
Then LKer
M
is called the left kernel of M . Thus
(2.1.1) LKer
M
= {a ∈ A| a1 ⊗ a2m = a⊗m, for all m ∈M}
If A is a semisimple Hopf algebra and M a module with character χ
we also write LKerχ instead of LKerM .
Remark 2.1.2. If A = kG and M a G-module then LKer
M
is the
group algebra k[KerG(M)] of the usual kernel of M .
Proposition 2.1.3. Let A be a Hopf algebra and M be an A-module.
Then LKer
M
is a left normal coideal subalgebra of A.
Proof. Applying ǫ⊗ Id to the defining relation 2.1.1 of LKer
M
it follows
that LKer
M
⊂ S
M
. It is easy to verify that LKer
M
is an algebra.
Next we will show that ∆(LKer
M
) ⊂ A ⊗ LKer
M
. Let a ∈ LKer
M
and ∆(a) =
∑n
i=1 hi ⊗ xi where hi is a basis of A. It will be shown
that xi ∈ LKerM for all 1 ≤ i ≤ n. Indeed ∆
2(a) =
∑n
i=1 hi ⊗ ∆(xi).
Since a1⊗ a2m = a⊗m it follows that a1⊗ a2⊗ a3m = a1⊗ a2⊗m for
all m ∈ M . Thus
∑n
i=1 hi ⊗ (xi)1 ⊗ (xi)2m =
∑n
i=1 hi ⊗ xi ⊗m which
implies that (xi)1 ⊗ (xi)2m = xi ⊗m for all m ∈M and 1 ≤ i ≤ n.
Now we will show invariance under the left adjoint action of A. Let
h ∈ A and a ∈ LKer
M
. Then h1aS(h2) ∈ LKerM since
(h1aS(h2))1 ⊗ (h1aS(h2))2m = h1a1S(h4)⊗ h2a2S(h3)m
= h1aS(h4)⊗ h2S(h3)m
= h1aS(h2)⊗m

Proposition 2.1.4. Let A be a Hopf algebra and
0 −−−→ N
i
−−−→ M
p
−−−→ P −−−→ 0
be a short exact sequence of modules. Then
LKer
M
⊆ LKer
N
∩ LKer
P
.
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Proof. Clearly LKer
M
⊂ LKer
N
. Next we will show LKer
M
⊂ LKer
P
.
Indeed if a ∈ LKer
M
then a1⊗a2m = a⊗m for allm ∈M and applying
id⊗ p it follows that a ∈ LKer
P
since p is surjective. 
Recall that the exponent of A is the smallest positive number m > 0
such that a[m] = ǫ(a)1 for all a ∈ A. The generalized power a[m] is
defined by a[m] = a1a2...am.
Remark 2.1.5.
Let A be a Hopf algebra and M be an A-module. Then it is easy
to check that LsM(a ⊗m) = a1 ⊗ a
[s]
2 m for all s ≥ 1. Thus if A is of a
finite exponent m then LmM = id on A⊗M .
Theorem 2.1.6. Let A be a Hopf algebra of finite exponent over an
algebraically closed field k and let
0 −−−→ N
i
−−−→ M
p
−−−→ P −−−→ 0
be a short exact sequence of finite dimensional modules. Then
LKer
M
= LKer
N
∩ LKer
P
.
Proof. Let L := LKer
N
∩ LKer
P
and consider the exact sequence
0 −−−→ L⊗N
1⊗i
−−−→ L⊗M
1⊗p
−−−→ L⊗ P −−−→ 0.
If l ∈ L and m ∈M then
(1⊗p)(L
M
(l⊗m)−l⊗m) = l1⊗p(l2m)−l⊗p(m) = l1⊗l2p(m)−l⊗p(m) = 0
since l ∈ LKer
P
. Thus L
M
(l ⊗ m) − l ⊗ m ∈ L ⊗ N . It follows that
L
N
(L
M
(l⊗m)− l ⊗m)) = L
M
(l⊗m)− l ⊗m. This also implies that
L2M(l⊗m)−LM(l⊗m) = LM (l⊗m)− l⊗m. Thus (LM − id)
2 = 0 on
L⊗M . On the other hand since A has finite exponent one has Lm
M
= id
on L ⊗M by the previous remark. Since k is algebraically closed it
follows that L
M
= id on L⊗M , i.e L ⊂ LKer
M
. 
Remark 2.1.7.
Among the Hopf algebras with finite exponent we recall semisimple
algebras and group algebras of finite groups over a field of characteristic
diving the order of the group. The fact that the exponent of a finite
dimensional semisimple Hopf algebra is finite was proven in [7]. In the
same paper it is also shown that in this case the exponent divides the
third power of the dimension of A.
Remark 2.1.8.
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Let S
M
the inverse operator of L
M
. Then S
M
is given by S
M
(a⊗m) =
a1⊗S(a2)m for all a ∈ A and m ∈M . It follows that SM |LKer
M
⊗A
= id
and thus one also has that:
LKer
M
= {a ∈ A| a1 ⊗ S(a2)m = a⊗m, for all m ∈M}
Proposition 2.1.9. Let A be a Hopf algebra and M be an A-module.
Then LKer
M
is the largest coideal subalgebra of A that acts trivially on
M .
Proof. Proposition 2.1.3 implies that LKer
M
acts trivially on M . On
the other hand if ∆(S) ⊂ A ⊗ S and S acts trivially on M then s1 ⊗
s2m = s1 ⊗ ǫ(s2)m = s⊗m, which shows that S ⊂ LKerM . 
Lemma 2.1.10. Let A be a Hopf algebra with bijective antipode and
M be a finite dimensional module over A. Then LKer
M
= LKer
M∗
.
Proof. For the operator L
M∗
: A⊗M∗ → A⊗M∗ one has that LKer
M∗
=
{a ∈ A| a1 ⊗ a2f = a ⊗ f} for all f ∈ M
∗. This is equivalent to
a1f(S(a2)m) = af(m) for all m ∈ M and f ∈ M
∗. Therefore a ∈
LKer
M∗
if and only if a1 ⊗ S(a2)m = a ⊗ m for all m ∈ M which
implies by Remark 2.1.8 that LKer
M∗
= LKer
M
. 
2.2. Definition of right kernel. Let M be an A-module and
R
M
: A⊗M → A⊗M given by a⊗m 7→ a2⊗ a1m. Let RKerM be the
largest subspace B of A such that R
M
|
B⊗M
= id. Thus
(2.2.1) RKer
M
= {a ∈ A| a2 ⊗ a1m = a⊗m, for all m ∈M}
Suppose that A has a bijective antipode S with inverse S−1. Then the
inverse operator U
M
of R
M
is given by U
M
(a⊗m) = a2⊗S
−1(a1)m for
all a ∈ A and m ∈ M . It follows that U
M
|
RKer
M
⊗A
= id and thus one
has also that
(2.2.2) RKer
M
= {a ∈ A| a2 ⊗ S
−1(a1)m = a⊗m, for all m ∈M}
It is also easy to check that ∆(RKer
M
) ⊂ RKer
M
⊗ A.
Remark 2.2.3.
1)Suppose that the Hopf algebra A has a bijective antipode and let
M be an A-module. Then RKer
M
= S(LKer
M
). Indeed if a ∈ LKer
M
then
S(a)2 ⊗ S(a)1m = S(a1)⊗ S(a2)m = S(a)⊗m
which shows that S(LKer
M
) ⊂ RKer
M
. Similarly it can be checked
that if a ∈ RKer
M
then S−1a ∈ LKer
M
. Thus RKer
M
= S(LKer
M
).
2)Applying ǫ⊗Id to the relation 2.2.1 it also follows that RKer
M
⊂ S
M
.
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2.3. Description as categorical kernels.
Lemma 2.3.1. If M and N are two A-modules then LKer
M
∩LKer
N
⊂
LKer
M⊗N
. In particular LKer
M
⊂ LKer
M⊗ n
for all n ≥ 1.
Proof. Suppose m ∈ M ,n ∈ M and a ∈ LKer
M
∩ LKer
N
. Since
a1⊗ a2n = a⊗ n applying ∆⊗ Id one has a1⊗ a2⊗ a3n = a1 ⊗ a2⊗ n.
Thus a1 ⊗ a2m⊗ a3n = a1 ⊗ a2m⊗ n = a1 ⊗m⊗ n. 
Definition 2.3.2. Let A be a Hopf algebra and M be an A-module.
We define the Hopf kernel A
M
of M as the largest sub-bialgebra of A
contained in S
M
.
If A is finite dimensional then A
M
is also the largest Hopf subalgebra
of A. It is easy to see that in the case of a semisimple Hopf algebra
this notion of kernel coincides with the kernel A
M
of the module M
introduced in [5].
Lemma 2.3.3. Let A be a Hopf algebra and M be an A-module. Then:
1) The kernel A
M
is the largest subcoalgebra in S
M
.
2) The kernel A
M
is the largest subcoalgebra in LKer
M
.
3) The kernel A
M
is the largest subcoalgebra in RKer
M
.
Proof. 1) If C is a subcoalgebra of A contained in S
M
then < C >=
⊕n≥0C
n is a sub-bialgebra of A. Thus one has < C >⊂ AM .
2)Clearly A
M
is a subcoalgebra of LKer
M
⊂ S
M
. On the other hand
any subcoalgebra of S
M
is by definition included in LKer
M
. Thus the
largest subcoalgebra of S
M
is A
M
and coincides with the largest sub-
coalgebra of LKer
M
.
3)The proof of 3) is similar to that of 2). 
Proposition 2.3.4. Let A be a Hopf algebra and M be an A-module.
Then
A
M
= {a ∈ A | a1 ⊗ a2m⊗ a3 = a1 ⊗m⊗ a2 for all m ∈M}
Proof. Let A′
M
= {a ∈ A | a1⊗a2m⊗a3 = a1⊗m⊗a2 for all m ∈M}.
Clearly A
M
⊂ A′
M
, since A
M
is a coalgebra. On the other hand it easy to
check that A′
M
is a sub-bialgebra of A contained inside S
M
. Maximality
of the kernel A
M
implies the other inclusion. 
Let π : A → B a Hopf map. Recall that the Hopf kernel of π was
defined in [2] as:
(2.3.5) HKer(π) = {a ∈ A | a1 ⊗ π(a2)⊗ a3 = a1 ⊗ π(1)⊗ a2}
Also the left and right kernels of π are defined as LKer(π) = Aco π
and RKer(π) =co π A.
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Now, let M be an A-module and I
M
= ∩n≥0AnnA(M
⊗ n). Then I
M
is a Hopf ideal [12] that will be called the Hopf ideal generated by M
for the rest of the paper. Also let πM : A → A/IM be the canonical
projection.
Theorem 2.3.6. Suppose that M is a finite dimensional module over
a finite dimensional Hopf algebra A. Let I
M
= ∩n≥0AnnA(M
⊗ n) and
π : A→ A/I
M
be the canonical projection. Then
1) Aco π = LKer
M
and co πA = RKer
M
.
2) Hker(π) = AM .
Proof. 1)If a ∈ Aco π then a1⊗a2m = a1⊗π(a2)m = a⊗π(1)m = a⊗m,
therefore a ∈ LKer
M
. Conversely suppose that a ∈ LKer
M
and let
∆(a) =
∑s
i=1 ai ⊗ xi with ai a k-basis of A. Then xi ∈ LKerM and
the Lemma 2.3.1 implies that xi ∈ LKerM⊗ n for all n ≥ 1. Therefore
xi−ǫ(xi)1 ∈ IM which implies that π(xi) = ǫ(xi)1. Thus A
co π = LKer
M
and applying the antipode S it follows that co πA = RKer
M
.
2)It is easy to see that AM ⊂ HKer(π). On the other hand since
HKer(π) acts trivially on M it follows that HKer(π) ⊂ AM by maxi-
mality of A
M
. 
The following Corollary can be regarded as a generalization of Brauer’s
theorem for groups.
Corollary 2.3.7. Suppose that M is a finite dimensional module over
a finite dimensional Hopf algebra A. Then
∩n≥0AnnA(M
⊗ n) = ω(LKer
M
)A.
For a coideal subalgebra S of A denote by ǫ
S
the character of the
left trivial S-module. Then ǫ
S
is the restriction of the counit ǫ to S.
Remark 2.3.8. One has that A⊗S k, the trivial left S-module induced
to A, is isomorphic to A/AS+ via the map a⊗S 1 7→ a¯.
Next Lemma is the first item of Theorem 1.1 of [16].
Lemma 2.3.9. Suppose that the antipode S of the Hopf algebra A is
bijective. Let S be a coideal subalgebra of A and π : A → A/AS+
the canonical coalgebra projection. If A is left S-faithfully flat then
Aco π = S.
Remark 2.3.10. From Lemma 4.2 of [16] it follows that S is normal
whenever AS+ ⊂ S+A.
Proposition 2.3.11. Let L be a normal left coideal subalgebra of a
Hopf algebra A with bijective antipode S. Then
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(2.3.12) LKer
ǫL↑
A
L
= L
Proof. We show first that L ⊂ LKer
ǫ
L
↑A
L
. Indeed, for all l ∈ L and
a ∈ A one has
l1 ⊗ l2(Sa⊗L 1) = l1 ⊗ Sa1 ⊗L (a2l2Sa3)1) = l ⊗ (Sa⊗L 1)
since L is normal. Since the antipode S is bijective it follows that
L ⊂ LKer
ǫ
L
↑A
L
.
Let π : A → A//L be the canonical projection. It follows that
Aco π = L by Lemma 2.3.9. Suppose now that a ∈ LKerM with M =
k
L
↑
A
L
∼= A/AL+. Then a⊗m = a1⊗a2m = a1⊗π(a2)m for all m ∈ M .
In particular for m = 1¯ one has a1 ⊗ π(a2) = a ⊗ π(1). Therefore
a ∈ Aco π = L. 
Corollary 2.3.13. Suppose that L is a normal coideal subalgebra of A
and M := k ↑
A
L
is the trivial L-module induced up to A. Let I
M
be the
Hopf ideal generated by M in A and π : A → A/I
M
be the canonical
projection. Then Acoπ = L, i.e A/I
M
= A//L.
Proof. By Proposition 2.3.11 it follows that LKer
M
= L. On the other
hand Corollary 2.3.7 implies that Acoπ = LKer
M
. 
Next we will give two examples of left (right) kernels and kernels.
Example 2.3.14. 1) Let A be a Hopf algebra and consider the left
adjoint action of A on itself. Then L := LKer(A) is the largest central
coideal subalgebra of A. In this situation the kernel A
A
of the adjoint
action coincides with the largest central sub-bialgebra of A and it is in
fact a Hopf subalgebra called, the Hopf center of A in [1].
2) Let A be a finite dimensional Hopf algebra and
L := ∩S∈Irr(A)LKer(S).
Then A//L is the largest semisimple Hopf algebra quotient of A. More-
over A has Chevalley property if and only if the Jacobson radical rad(A)
equals ω(L)A.
Remark 2.3.15.
Let π : A → H be a Hopf algebra map with A and H finite dimen-
sional Hopf algebras. Then H can be regarded as A-module via π and
let L := LKerA(H). It is to see that in this case A//L is isomorphic
with the Hopf image of π as defined in [3]. Thus π is inner faithful if
and only if L is trivial.
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2.4. Core of a coideal subalgebra. Let S be a left coideal subalge-
bra of A. If L and K are left normal coideal subalgebras of A contained
in S then it is easy to see that LK is also a left normal coideal subal-
gebra contained in S. Thus one can define L := core(S) as the largest
left normal coideal subalgebra of A contained in S.
The next Proposition gives a description of the core of a coideal
subalgebra. It generalizes Theorem 3.7 and Remark 3.8 from [5].
Proposition 2.4.1. Suppose that S is a coideal subalgebra of A and
let L := LKer
ǫ
S
↑A
S
. Then core(S) = L.
Proof. First we show that L ⊂ S. Since k ↑
A
S
= A/AS+ one has that
(2.4.2) L = {l ∈ A | l1 ⊗ π(l2a) = l ⊗ π(a) for all a ∈ A}
Thus for a = 1 one gets that L ⊂ Aco π = S. Now suppose that K is
any left normal coideal subalgebra of A contained in S. Then one has a
canonical projection of A modules A/AK+ → A/AS+ and Proposition
2.1.4 implies K = LKer
A/AK+
⊂ L. 
Corollary 2.4.3. Let S be a coideal subalgebra of A. Then S is normal
if and only if ǫ
S
↑A
S
↓A
S
= |A|
|S|
ǫ
S
Proof. If S normal the statement follows from Proposition 2.3.11. The
converse follows from previous Proposition and Proposition 2.1.9. 
2.5. On two endofunctors on A−mod and respectively S−mod.
Let A be a Hopf algebra. Then A is a right comodule subalgebra of A
with the usual multiplication and comultiplication given by ∆.
Let S be a left A-comodule subalgebra of A, i.e a left coideal sub-
algebra of A. Then for any A-module M and any S-module V the
comodule structure ρ : S → A ⊗ S defines via pullback, an S-module
structure on M ⊗ V . Denote this module structure by M ⊙ V .
This makes the category of S-modules a left module category over
the tensor category A-modules.
Proposition 2.5.1. Let S ⊂ A be a right A-comodule subalgebra of
A. Then M ⊗ V ↑AS
∼= (M ↓A
S
⊙V ) ↑AS for any S-module V and any
A-module M .
Proof. The map T : A⊗S (M⊙V )→ M⊗(A⊗S V ) given by a⊗S (m⊗
v) 7→ a1⊗ a1m⊗ (a2⊗S v) is a well defined map and a morphism of A-
modules with inverse given bym⊗(a⊗S v) 7→ a2⊗S (S
−1(a1)m⊗v). 
Corollary 2.5.2. Let S ⊂ A be a right A-comodule subalgebra of A.
Then
10 SEBASTIAN BURCIU
(2.5.3) M ⊗ ǫS ↑
A
S=M ↓
A
S↑
A
S
for any A-module S.
Proof. Put V = k, the trivial S-module in the above relation. Note
also that M ⊙ k =M ↓AS . 
Define the endofunctors:
(2.5.4) T : S −mod→ S −mod given by T (V ) = V ↑AS↓
A
S
for any S-module V . Also define
(2.5.5) V : A−mod→ A−mod given by V(M) = M ↓AS↑
A
S
for any A-module M .
The following Lemma is straightforward. It shows that the restric-
tion functor res : A − mod → S − mod is a morphism of A − mod
categories.
Lemma 2.5.6. Let S be a coideal subalgebra of A and M , N be two
A-modules. Then
(M ⊗N) ↓AS= M ⊙N ↓
A
S
Then one has the following relations:
Lemma 2.5.7. For any S-module V and any A-module M it follows
that:
(1)
Vn(M) = M ⊗ (ǫS ↑
A
S )
n
(2)
T n+1(V ) = V ↑AS ⊙T
n(ǫS)
for all n ≥ 1.
Proof. The first statement follows from Corollary 2.5.2. The second
statement is easily proven by induction on n. 
In the next Proposition we need the Frobenius-Perron theory on
Grothendieck rings of hopf algebras developed in [8].
Proposition 2.5.8. Let A be a finite dimensional Hopf algebra and
L := LKer
M
be the kernel of a finite dimensional A-module. Then
ǫ
L
↑A
L
is the regular character of A//L.
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Proof. For any left A//L-module one has that N ↓A
L
= |N |ǫ
L
. Applying
previous lemma it follows that N ⊗ ǫ
L
↑A
L
= |N |ǫ
L
↑A
L
. Thus ǫ
L
↑A
L
is the common Frobenius-Perron eigenvector of the operators of left
multiplication by all A//L-modules, thus the regular character of A//L
(see [8]). 
3. Depth two coideal subalgebras
In this section we work over a commutative ring R. Recall that an
extension of R-algebras B ⊂ A is called right (left) depth two if the
module A ⊗B A is a direct summand in A
n in the category BModA
(respectively AModB) for an arbitrary n ≥ 1.
In this section we will show that a left coideal subalgebra of a Hopf
algebra A is right depth two if and only if it is left normal, i.e closed
under the left adjoint action. For this reason in this section we have to
work with right modules instead of left. Our treatment is very similar
to the one used in [4] for depth two Hopf subalgebras.
3.1. Depth two coideal subalgebras.
Proposition 3.1.1. Let S be a right coideal subalgebra of a Hopf al-
gebra A.
1)Then the map
β : A⊗S A→ A⊗A/S
+A given by a⊗S b 7→ ab1 ⊗ b¯2
is a well defined morphism of (A, S)-bimodules. The (A, S)-bimodule
actions are defined as c(a⊗S b)x = ca⊗ bx on A⊗S A and c(a⊗ b¯)x =
cax⊗ b for a, b, c ∈ A and x ∈ S.
2) If AS+ ⊂ S+A then the above map β is an isomorphism.
Proof. The first item follows by direct computation. For the second
item consider
γ : A⊗A/S+A→ A⊗S A given by a⊗S b¯ 7→ ab1 ⊗S Sb2
It is not hard to check that if AS+ ⊂ S+A then γ is well defined.
Moreover γ is an inverse for β. 
For the rest of this section let A¯ := A/AS+A and π : A→ A¯ be the
canonical projection. Recall that the extension A/S is A¯ -right Hopf
Galois [11] if Aco π = S and the canonical map β is bijective.
Proposition 3.1.2. If A is left or right faithfully flat over S and
AS+ ⊂ SA+ then A/S is a right A¯-Galois extension. In particular
S is a left normal coideal subalgebra.
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Proof. By Proposition 3.1.1 one knows that β is bijective. If A is left
faithfully flat over S the second theorem from section 13.1 of [17] implies
that S equals the equalizer of i1 and i2 where i1 : A → A ⊗S A a 7→
a ⊗S 1 and i2 : A → A ⊗S A a 7→ 1 ⊗S a. Since β is bijective this
coincides with the equalizer of i1 ◦ β and i2 ◦ β. But this last equalizer
is exactly Aco π. Thus S is also closed under the left adjoint action.
If A is right faithfully flat over S a ”right version” of the same sec-
ond theorem from section 13.1 of [17] would also imply that S is the
equalizer i1 and i2. 
Theorem 3.1.3. If AS+ ⊂ SA+ and A is finitely generated projective
as left S-module then S is of right depth two inside A.
Proof. Using Lemma 2.7 from [4] it follows that A¯|Rn in ModR and
therefore A⊗S A ∼= A⊗ A¯|A⊗ R
n ∼= An in AModS. 
Proposition 3.1.4. Let S be a left coideal subalgebra of A such that
A is faithfully flat S-module. If S has right depth two inside A then
AS+ ⊂ S+A.
Proof. If S has right depth two inside A then k ⊗A (A ⊗S A) is a di-
rect summand in (k ⊗A A)
n in ModS. Note that k ⊗S A is the trivial
S-modules and therefore k ⊗S A divides k
n in S-mod. Since S+ anni-
hilates the S-module k this implies that the two sided ideal generated
AS+A annihilates the A-module k⊗S A. Previous remark implies that
AS+A = S+A and in particular AS+ ⊂ S+A. 
Corollary 3.1.5. Let S be a coideal subalgebra of A such that A is
faithfully flat over S. Then S is a right depth two subalgebra of A if
and only if S is normal, i.e closed under the left adjoint action.
3.2. Rieffel’s normality for coideal subalgebras. Let B ⊂ A an
extension of finite dimensional k-algebras. An ideal J of B is called
A-invariant if AJ = JA. Following [14] the extension A/B is called
normal if for every maximal two sided ideal I of A the ideal B ∩ I is
A-invariant.
If S is closed under adjoint action and A has bijective antipode then
it easy to verify that S is normal in Rieffel’s sense. Indeed, if I is a
two-sided ideal of A and x ∈ S ∩ I then ax = a1xS(a2)a3 ∈ (I ∩ S)A.
Also xSa = a3Sa2xSa1 ∈ A(I ∩S). Conversely, if a coideal subalgebra
S of a semisimple Hopf algebra A is normal in Rieffel’s sense then
AS+ = S+A since S+ = A+ ∩ S is a maximal two sided ideal of S.
Then Proposition 3.1.2 implies that S is closed under the left adjoint
action. Thus normality, depth two and Rieffel’s normality coincide for
coideal subalgebras of a Hopf algebra with bijective antipode.
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Remark 3.2.1. If A is semisimple it will be shown in the next section
that S is also semisimple. In this case left depth two coincides with
right depth two by Theorem 4.6 of [6].
This remark brings up the question whether left and right depth
two coincide on coideal subalgebras. Further one can ask whether the
extension A/S is a quasi-Frobenius extension, at least in the finite
dimensional case. Results from [15] shows that S is a Frobenius algebra
if S is finite dimensional.
4. The semisimple case
Throughout of this section we assume that the Hopf algebra A is
semisimple. Let S be a left coideal subalgebra of A.
Since A is free over S [15] there is a decomposition A = S⊕R as left
S-modules. Consider Λ
A
= x+ r the decomposition of the idempotent
integral Λ
A
in the above direct sum. Then clearly sx = ǫ(s)x for all
s ∈ S and ǫ(x) = 1. Similarly since A is free as right S there is a
decomposition A = S ⊕R′ as left S-module. Consider Λ
A
= y + r′ the
decomposition of the idempotent integral Λ
A
in the above direct sum.
Then clearly ys = ǫ(s)x for all s ∈ S and ǫ(y) = 1. Thus x = yx = y.
Lemma 4.0.2. Let S be a left coideal subalgebra of a semisimple Hopf
algebra A. Then S is also semisimple.
Proof. We will use a Maschke type argument for the category of S-
modules. Suppose that W is an S- submodule of V and f : V → W a
k-linear projection. Then it easy to check f˜ : V →W given by
f˜(v) =
∑
Sx1f(x2v)
is an S-projection. Indeed one has that f˜(sv) =
∑
Sx1f(x2sv) =
s1S(s2)Sx1f(x2s3v) = sf˜(v) and f˜(w) = Sx1x2w = w. 
Thus the element x from above is the central idempotent correspond-
ing to the trivial module ǫ
S
of S.
4.1. Rieffel’s equivalence relation for a coideal subalgebra. Let
S ⊆ A be a left coideal subalgebra of A.
Let V and W two S-modules. that We say that V ∼ W if and
only if there is a simple A-module M such that V and W are both
constituents of M ↓A
S
. The relation ∼ is reflexive and symmetric but
not transitive in general. Its transitive closure is denoted by ≈. Thus
we say that V ≈ W if and only if there is m ≥ 1 and a sequence
Vi0, Vi1 , · · · , Vim−1 , Vim of simple S-modules such that V = Vi0 ∼ Vi1 ∼
Vi2 ∼ · · · ∼ Vim−1 ∼ Vim = W . As explained in [6] it follows that
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V ≈ W if and only if there is n ≥ 0 such that V is a constituent to
T n(W ). This is equivalent to W to be a constituent of T n(V ).
We denote the above equivalence relation by dA
S
. This equivalence re-
lation is considered in [14] in the context of any extension of semisimple
Hopf algebras.
Similarly one can define an equivalence relation uAB on the set of irre-
ducible A-modules. We say that M ∼ N for two simple A-modules M
and N if and only if their restriction to S have a common constituent.
Then uA
S
is the transitive closure of ∼. Similarly M and N are equiva-
lent if and only if there is n ≥ 0 such thatM is a constituent to Vn(N).
This is equivalent to N to be a constituent of Vn(M).
4.2. Tensor powers of a character. The following Theorem can be
viewed as a generalization of Brauer’s theorem for groups:
Theorem 4.2.1. Let A be a semisimple Hopf algebra and M be an A-
module with character χ. If L := LKer
M
then the irreducible modules
of A//L are precisely all the irreducible constituents the tensor powers
M⊗ n with n ≥ 0.
Proof. One has that A//L is a semisimple Hopf algebra. On the other
hand since L is left normal Corollary 2.4.3 implies that the simple A-
submodules of k ↑AL and the simple A -submodules of A//L coincide.
Then description of the Hopf ideal I
M
given in Corollary 2.3.7 implies
the conclusion. 
Next Corollary follows from Proposition 3.3 from [5].
Corollary 4.2.2. Let A be a semisimple Hopf algebra and M an A
module with character χ. If χ is central in A∗ then Lkerχ = Rkerχ =
Aχ.
Proof. Let L := Lkerχ . Then from the previous Theorem and Propo-
sition 3.3 of [5] the quotient Hopf algebras A//L and A//Aχ have
the same irreducible representations, namely the irreducible represen-
tations of all tensor powers of M . It follows that dimk L = dimk Aχ.
Since Aχ ⊂ L then one has Aχ = L. Then Aχ = Rkerχ by applying the
antipode S. 
In view of the last corollary the next theorem can be viewed as an
extension of Corollary 6.5 for group algebras from [6].
Theorem 4.2.3. Let A be a semisimple Hopf algebra and S be a coideal
subalgebra of A. Let L := core(S). Then the equivalence relations uA
S
and uA
L
coincide.
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Proof. From Proposition 2.4.2 it follows that L := LKerǫS↑AS . Two A-
modules M and N are equivalent if and only if N is a constituent of
Vn(M) for some n ≥ 1. From the formula of Vn(M) it follows that M
and N are equivalent if and only if N is a constituent of M ⊗ (ǫS ↑
A
S )
n
for some n ≥ 1.
But from Theorem 4.2.1 it follows that ǫL ↑
A
L has as constituents all
the irreducible constituents of all tensor powers (ǫS ↑
A
S )
n with n ≥ 0.
Thus two A-modules M and N are equivalent relative to S if and only
if they are equivalent relative to L. 
4.3. The integral element of S. Let x
S
:= x denote the element
from the beginning of this section.
In this situation one has AS+ = A(1 − x
S
). Indeed if s ∈ S+ then
s = sx
S
+ s(1− x
S
) = ǫ(s)x
S
+ s(1− x
S
) = s(1− x
S
).
Proposition 4.3.1. Let A be a semisimple Hopf algebra and S be a
coideal subalgebra of A. Then the following statements are equivalent:
1)S is normal in A
2)ǫ
S
by itself from an equivalence class of dA
S
.
3)The element x
S
is central in A.
Proof. Corollary 2.4.3 implies the equivalence between the first two
items. Proposition 3.1 from [6] shows the equivalence between the last
two items. By results from [16] it follows that S is normal if and only
if AS+ = S+A. 
Note that the equivalence between first and third item generalizes
Proposition 1 from [10]
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