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ON THE TRANSCENDENCE DEGREE
OF THE DIFFERENTIAL FIELD GENERATED
BY SIEGEL MODULAR FORMS
D. Bertrand1 and W. Zudilin2
§ 1. Statement of the results
It is a classical fact that the elliptic modular function λ = (ϑ10/ϑ00)
4 satisfies
an algebraic differential equation of order 3 (this goes back to Jacobi’s Fundamenta
nova), and none of lower order (cf. [Ra], [M]). In this paper, we show how these
properties generalize to Siegel modular functions of arbitrary degree.
Some notations are necessary before we can state our main results. Let g be
a positive integer (called indifferently degree, or genus), let k be an algebraically
closed subfield of C, and set
Hg = Siegel half space of degree g; the Q-vector group Zg formed by symmetric
matrices of order g has dimension
n :=
g(g + 1)
2
,
and Hg is open in Zg(C);
τ = (τjl) a generic point on Hg, so that k(2piiτ ) can be viewed as the field of
rational functions on Zg/k;
Γ = a congruence subgroup of Sp2g(Z) (equivalently, a subgroup of finite in-
dex if g > 1). We recall that the symplectic group Sp2g has dimension
dimSp2g = 2g
2 + g;
Rw(Γ, k) = k-vector-space of k-rational modular forms of weight w (a non-negative
integer) relative to Γ, i.e. holomorphic functions f on Hg which satisfy
f(γτ ) = det(cτ + d)wf(τ ) for all
(
γ =
(
a b
c d
)
, τ ) ∈ Γ× Hg,
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2 D. BERTRAND AND W. ZUDILIN
and (if g = 1) which are holomorphic at the cusps of Γ; such f ’s admit a
Fourier expansion
f(τ ) =
∑
ν∈T+
aν exp(2piiTr(ντ )),
where T+ is the set of non-negative elements of a suitable lattice in Zg, and
we require that the coefficients aν all belong to k;
R := R(Γ, k) = the graded ring
⊕
w>0Rw(Γ, k); in the fraction field of R, quotients
of modular forms of weights w1, w2 are called meromorphic modular forms of
weight w1 − w2 (or simply, modular functions if w1 = w2);
K := K(Γ, k) = the field of modular functions; for g > 1, the field K⊗kC identifies
with the field of meromorphic functions on Hg which are invariant under the
action of Γ (cf. [S], § 25.4). In fact, Proj(R) is a projective variety over k,
whose field of k-rational functions identifies with K. In particular,
tr deg(K/k) =
g(g + 1)
2
= n, tr deg(R/k) = n+ 1,
and we may writeK = k(λ), where λ := {λ1, . . . , λN} is a set of modular func-
tions relative to Γ, whose first n elements λ = {λ1, . . . , λn} are algebraically
independent3; in particular,
∂/∂λ := {∂/∂λ1, . . . , ∂/∂λn} is a K-basis of the space Der(K/k) of k-derivations
of the extension K/k;
δ = {δjl, 1 6 j 6 l 6 g} where
δjl =
1
2pii
∂
∂τjl
, 1 6 j < l 6 g, while δjj =
1
pii
∂
∂τjj
, 1 6 j 6 g.
We sometimes reindex this set of partial derivations as δ = {δ1, . . . , δn}, and
abbreviate it by ∂/pii ∂τ ; they form a k(2piiτ )-basis of Der(k(2piiτ )/k);
M := M(Γ, k) = k〈λ1, . . . , λN 〉 = the δ-differential field generated by K, i.e.
the field generated over k by the partial derivatives of all orders in the δjl,
1 6 j 6 l 6 g, of all the elements of K, or equivalently, the field generated
over K by the δ-derivatives of all orders of λ (recall that in characteristic 0,
the derivatives of an element x algebraic over a differential field K lie inK(x)).
With these notations in mind, we can state:
Theorem 1. The δ-differential field M = k〈λ〉 generated by the field of modular
functions K = k(λ) is a finite extension of the field generated over K by the δ-
partial derivatives of λ1, . . . , λn of order 6 2, and has transcendence degree
tr deg(M/k) = dim Sp2g = 2g
2 + g
3As a rule, we reserve boldface Greek letters to n-tuples (of numbers, functions or derivatives).
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over k. Furthermore, M and C(τ ) are linearly disjoint over k, hence
tr deg(M(2piiτ )/k) = dim(Sp2g × Zg) =
1
2
g(5g + 3)
(and pi is transcendental over M(2piiτ ) if k = Qalg), while all modular forms in R
are algebraic over M .
The statement concerning M and C(τ ) is clear, since M embeds in the fraction
field of the ring of convergent Puiseux series in exp(2piiτjl), 1 6 j 6 l 6 g, with
coefficients in k, which is linearly disjoint from C(τ ) over k. Thus, the second
formula is an immediate corollary of the first one. Now, both are easily seen to
be equivalent, and our strategy will consist in proving the second formula, i.e. in
studying the ∂/pii ∂τ -differential extension M(2piiτ ) of k.
Since an algebraic extension of a differential field of characteristic 0 is automati-
cally a differential extension, we may assume, in order to prove Theorem 1, that Γ is
contained in a principal congruence subgroup of level at least 3, so that Γ\Hg is
a complex manifold, whose natural image in Proj(R(Γ, k)) is the set of complex
points of a smooth quasiprojective variety S(Γ)/k (cf. [MF], p. 190, and [P], § 2).
For instance, we may take for Γ the theta-group of level (4, 8)
Γ4,8 =
{
γ =
(
a b
c d
)
∈ Sp2g(Z), γ ≡ 1g (mod4), diag(a
tb) ≡ diag(ctd) ≡ 0 (mod8)
}
.
By a well-known result of Igusa ([I], pp. 178, 190 and 224), the corresponding ring
R(Γ4,8, k) is the integral closure of the ring k[ϑaϑb, a ∈ (Z/2Z)
2g, b ∈ (Z/2Z)2g],
where
ϑa(τ ) = ϑ(a′,a′′)(τ ) =
∑
n∈Zg
exp
(
pii
(
t
(
n+ 1
2
a′
)
τ
(
n+ 1
2
a′
)
+ t
(
n+ 1
2
a′
)
a′′
))
denotes the ‘thetanull’ modular form attached to the 2-characteristic a = (a′,a′′) ∈
(Z/2Z)2g. In particular, we may here take λ = {ϑa/ϑ0, a ∈ (Z/2Z)
2g} as a set of
generators of K(Γ4,8, k). In this case, Theorem 1 can be given a more precise form,
as follows.
Theorem 2. The δ-derivatives of order 6 2 of the modular functions {ϑa/ϑ0, a ∈
(Z/2Z)2g} generate over k a δ-stable fieldM(Γ4,8, k) of transcendence degree 2g
2+g
over k, over which ϑ0 is algebraic.
In fact, the thetanulls themselves satisfy a system of partial differential equations
of the second (rather than third) order, which has been explicited in [Z], Theorem 1,
and is discussed, amongst other differential properties, in § 5 of the paper. As shown
by Ohyama [O], these differential equations take a simpler form in the case g = 2.
In § 6, we derive from these results and from Theorem 2 ten explicit functions
making up a transcendence basis for the corresponding field M , as well as an
algebraic presentation of the δ-stable ring generated over Q by the ten non-zero
degree 2 thetanulls ϑa, and their thirty first order partial logarithmic derivatives
ψa,l = δlϑa/ϑa. See Theorem 3 of § 6 for a precise statement.
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The following diagram and ‘legend’ illustrate the proof of Theorem 1. The
notation P is defined in § 3, Lemma 2, and ≍ means equality for the algebraic
closures •alg. We show that M˜alg = Malg in § 4. But as hinted above, the crux
of the proof consists in translating the problem in terms of a ‘field of periods’
F := M˜(2piiτ , 2pii) and its compositum Φ with C, hence in terms of linear dif-
ferential equations, as described in § 2. The fact that the (algebraic) differential
equations satisfied by classical modular forms are governed by the (linear) Gauss–
Manin connection was made crystal clear in [Ka], Appendix 1, and we are here
merely extending this view-point to forms of higher degrees.
Φ = C(λ,Π(λ)) =[⊗k(2pii)C]
k(2piiτ )
✁
✁
✁
✁✕
❆
❆
❆
❆❑
◗
◗
◗
◗
◗❦
k
✻
k(P )
✻
M˜ := k(λ, P, δP )
✻
F := M˜(2pii, 2piiτ ) M(2piiτ )≍[⊗kk(2pii)]
◗
◗◗❦ Zg
M = k〈λ〉≍
✻
K = k(λ)
✏✏
✏✏
✏✏
✏✏✶
Gal∂/∂λ(Φ/K ⊗k C) = Sp2g =⇒ tr deg(M/K) = codimSp2g (Zg)
=⇒ tr deg(M/k) = dimSp2g
Further comments on the proof of Theorem 1, and on its possible generalizations
and applications, are given in Remarks 3 and 4 at the end of § 4. See also § 3,
Remark 2 for a direct relation between periods and derivatives of modular forms
via modular tensors.
§ 2. Picard–Fuchs and Picard–Vessiot theories
We first recall some well-known facts (see [D2], § 2) about algebraic families of
abelian varieties. Let S/k be a smooth algebraic variety over k ⊂ C, with generic
point σ and field of rational functions L = k(S) = k(σ), and let f : A→ S be a prin-
cipally polarized abelian scheme over S of relative dimension g, with generic fiber
Aσ := A = an abelian variety over L. We write f
an for the analytic map deduced
from f after extension of scalars to C. Let H := H1dR(A/L) be the 2g-dimensional
L-vector space formed by the cohomology classes of L-rational differential forms of
the second kind on A/L. The Gauss–Manin connection attached to f equips H
with an integrable connection ∇ : H → H ⊗ Ω1L/k. Choose a base point s0 ∈ S
an,
and let L0 be the field of meromorphic functions over a small neighbourhood U(s0)
of s0. The restriction to U(s0) of the local system formed by the relative Betti
cohomology R1fan∗ Q generates over C the full space of horizontal vectors of the
extension of ∇ to H ⊗ L0, and provides a representation ρ of the fundamental
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group pi1(S
an, s0) on the 2g-dimensional Q-vector space HB = H
1
B(A
an
s0
,Q), which
preserves the 2piiQ-valued symplectic form ψB induced on HB by the principal
polarisation on As0 . The Gauss–Manin connection admits an extension with log-
arithmic singularities over a suitable compactification of S, so that ∇ is fuchsian
and the Zariski closure of ρ(pi1) in AutψB (HB ⊗C) is isomorphic to the differential
Galois group Gal(∇) of the connection ∇.
Now, choose a basis ω1, . . . , ωg, η1, . . . , ηg of H over L, and a basis c1, . . . , c2g
of the relative Betti homology of Aan above U(s0). A basis of horizontal vectors
of ∇ is then represented by the inverse of the fundamental matrix of periods and
quasi-periods
Π(σ) =
(∫
ci
ωj∫
ci
ηj
)
=
(
Ω1(σ) Ω2(σ)
H1(σ) H2(σ)
)
,
whose coefficients extend over San to multivalued meromorphic functions in σ. By
definition, they generate over L⊗k C = C(σ) a Picard–Vessiot extension
Φ = C(σ,Π(σ)).
In particular, Φ is stable under the partial derivatives ∂ = {∂1, . . . , ∂dimS} given
by a basis over L of the dual Der(L/k) of Ω1L/k, and by the main theorem of
Picard–Vessiot theory, tr deg(Φ/C(σ)) = dimGal(∇).
Assume now that the family f is ‘as generic as possible’, or more precisely
(cf. [D1], § 4.4.14.1) that the induced morphism φf from S to one of the components
of the moduli space of principally polarized abelian varieties is dominant. We then
have:
Lemma 1 ([D1], Lemme 4.4.16). The image of pi1(S, s0) under ρ has finite index
in the group AutψB (HB) of symplectic automorphisms of HB.
The genericity hypothesis holds tautologically when S is the moduli scheme of
principally polarized abelian varieties with a level structure of order > 3, hence,
in the notations of § 1, when S = S(Γ), endowed with the corresponding universal
abelian scheme f (cf. [MF], Appendix 7, A–B). In this case, L is isomorphic to
K = K(Γ, k) = k(λ), and we shall write indifferently λ for σ, e.g.
Π(σ) = Π(λ), ∂ =
∂
∂λ
:= {∂/∂λ1, . . . , ∂/∂λn},
while the multivalued map λ 7→ Π(λ) lifts (after a choice of a base point τ0 above s0)
to a meromorphic map
τ ∈ Hg 7→ Π˜(τ ) := Π(λ(τ )) =
(
Ω˜1(τ ) Ω˜2(τ )
H˜1(τ ) H˜2(τ )
)
on the universal covering manifold Hg of S
an ≃ Γ\Hg. Lemma 1 then implies that
Gal∂/∂λ(Φ/K ⊗C)=Gal(∇)=AutψB(HB ⊗C)≃Sp2g(C) so that tr deg(Φ/C(λ))=
dim Sp2g, hence
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Proposition 1. Assume that S = S(Γ), where Γ is any congruence subgroup
of Sp2g(Z). Then,
tr deg
(
C(λ,Π(λ))/C
)
= dim(Sp2g × Zg).
Proof. tr deg(Φ/C) = tr deg(Φ/C(λ)) + tr deg(C(λ)/C) = dim Sp2g + n, which is
dim(Sp2g × Zg).
Remark 1. In the sequel, the intermediate fields
Φk := k(λ,Π(λ)), Ψk := k
(
λ,
1
2pii
Ω1(λ),
1
2pii
H1(λ)
)
will be used. Since∇∂ acts on theK-vector spaceH for any ∂ ∈ Der(K/k), they are
still ∂/∂λ-differential extensions ofK, but even Φk is in general not a Picard–Vessiot
extension. Indeed, the generalized Riemann relations (i.e. the reciprocity law for
differentials of the second kind on A; cf. [B], pp. 37–38, or [D2], Proposition 1.5, in
connection with the form ψdR introduced below) show that the ∂/∂λ-constant pi
lies in Φk, although not in K if k = Q
alg. In a sense, it is the field Ψk(2piiτ )
which gives the required Picard–Vessiot extension, but it is not a field of periods
in the usual sense: it will in general contain neither τ , nor 2pii ! Also, note that
these Riemann relations (written in the standard bases) immediately imply that
tr deg(Φ/C(σ)) 6 2g2 + g for any family A → S: once Ω1 is chosen (at most
g2 degrees of freedom), they leave at most g(g + 1)/2 degrees of freedom for the
entries of Ω2, at most g(g + 1)/2 for those of H1, and none for H2.
§ 3. Periods of the first kind and their derivatives
Let f : A → S be a principally polarized abelian scheme S as in § 2. In order
to prepare for a modular study of the period matrix Π(σ), we shall need some
well-known infinitesimal properties of the structural morphism φf . Recall that in
parallel with ψB, the polarisation on Aσ provides a non-degenerate antisymmetric
form ψdR on H := H
1
dR(A/L) with values in L, which admits as maximal isotropic
subspace the L-vector space Ω := Ω1A/L of H formed by the (cohomology classes
of) differentials of the first kind on A/L, so that H/Ω is canonically isomorphic to
the L-dual Ω∗ ≃ Lie(A/L) of Ω.
When writing Π(σ), we may choose a ψB-symplectic basis
4 of the Betti homology
for {c1, . . . , c2g}, and a basis of Ω over L for ω1, . . . , ωg. Then, Ω1(σ) is invertible,
and τ (σ) := Ω1(σ)
−1Ω2(σ) is one of the points in Hg parametrizing the principally
polarized abelian variety Aσ. As for the last g rows of Π(σ), we describe them with
the help of the Kodaira–Spencer map
κf : Der(L/k)→ Hom(Ω, H/Ω) ≃ (Ω
∗)⊗2 : ∂ 7→ {ω 7→ ∇∂(ω) modΩ}
4We order this basis in such a way that τ = Ω−1
1
Ω2 ∈ Hg; then, Γ acts on the (g× 2g)-matrix
(Ω˜2(τ) Ω˜1(τ)) = Ω˜1(τ) (τ 1g) by the transpose of its standard representation.
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attached to f (cf. [L], p. 157). Note that the image of κf is contained in Sym
2(Ω∗),
because ψdR is horizontal for ∇.
Assume now that f is ‘sufficiently generic’ in the sense of § 2. Since κf represents
the tangent map to the morphism φf at the generic point σ of S, its rank then
coincides with g(g + 1)/2 and κf maps onto Sym
2(Ω∗) (cf. [K], p. 169, and [P],
p. 255). Therefore, there exists a partial derivation ∂0 ∈ Der(L/k) whose image
under κf is an isomorphism from Ω to H/Ω. In particular, the differential forms
of the second kind {ηl = ∇∂0(ωl), 1 6 l 6 g} lift a basis of H/Ω over L. Since∫
c
∇∂(ω) = ∂(
∫
c
ω) for any ∂ ∈ Der(L/k), ω ∈ H, c ∈ HB, we then infer that H1(σ)
(resp. H2(σ)) are the ∂0-derivatives of Ω1(σ) (resp. Ω2(σ)). In other words, Π(σ)
takes in such bases the shape
Π(σ) =
(
Ω1(σ) Ω1(σ)τ (σ)
∂0Ω1(σ) ∂0(Ω1(σ)τ (σ))
)
.
This certainly implies that the ∂-stable field Φ = C(σ,Π(σ)) is generated over C(σ)
by Ω1(σ), τ (σ), ∂Ω1(σ),∂τ (σ) (recall that ∂ stands for a basis of Der(L/k)), and
more precisely, that the ∂-stable field Φk of Remark 1 can be written as
Φk := k(σ,Π(σ)) = k(σ,Ω1(σ), τ (σ),∂Ω1(σ),∂τ (σ)).
Similarly, each of the columns of the fundamental matrix of solutions Π(σ) generates
over L a ∂-stable field, and by the same argument, the ∂-stable field Ψk of Remark 1
reads
Ψk := k
(
σ,
1
2pii
Ω1(σ),
1
2pii
H1(σ)
)
= k
(
σ,
1
2pii
Ω1(σ),∂
( 1
2pii
Ω1(σ)
))
.
In order to compare Φk with the (still to be defined) fields F and M˜ of our
diagram, we restrict from now on to the modular situation of Proposition 1, with
S = S(Γ), σ = λ, L = K, Ω˜1(τ ) = Ω1(λ(τ )), etc. It will be useful (though not
strictly necessary, cf. Remark 2 below) to choose an explicit basis of the K-vector
space Ω. We appeal to Shimura’s differentials ([S], § 30) for such a specification,
and to fix notations, henceforth assume that Γ = Γ4,8, so that S(Γ) is the moduli
scheme of principally polarized abelian varieties with (4, 8)-level structure (cf. [MF],
pp. 193–195).
Consider the full set of abelian theta functions with two-characteristics {ϑa(z, τ ),
a ∈ (Z/2Z)2g}, as given in § 5 below. Then, {z 7→ ϑa(2z, τ ), a ∈ (Z/2Z)
2g} defines
a projective embedding of Cg/(Zg ⊕ τZg) (cf. [I], pp. 169 and 171), whose image
can be identified with the generic fiber Aλ(τ ) of the corresponding universal family.
Therefore (cf. [S], Lemma 30.2), we can choose ϑ0 = ϑ(0,0) and g odd theta functions
ϑ1, . . . , ϑg amongst them such that the jacobian matrix at z = 0 of the map
z 7→
(ϑj
ϑ0
( z
2pii
, τ
)
, j = 1, . . . , g
)
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is invertible. Because of parities, this jacobian reads tP (τ ), where
P (τ ) =
1
2pii ϑ0(0, τ )
·


∂ϑ1
∂z1
(0, τ ) . . .
∂ϑ1
∂zg
(0, τ )
. . . . . . . . . . . . . . . . . . . . . . . . . .
∂ϑg
∂z1
(0, τ ) . . .
∂ϑg
∂zg
(0, τ )

 .
Lemma 2 ([S], Theorem 30.3 and Formula (30.2f)). Let τ ∈ Hg, and let λ = λ(τ ).
The relation
(ω1, . . . , ωg) = (dz1, . . . , dzg) 2pii
tP (τ )
defines a basis of differential forms of the first kind on the abelian variety Aλ(τ )
which are rational over the field K = k(λ), and which admit 2piiP (τ ) (1g τ ) as
period matrix. In particular , (1/2pii) Ω˜1(τ ) = P (τ ) in such a basis.
Recall the notations at the beginning of § 1, and set further
ξ = the map from Φ = C(λ,Π(λ)) to the field of meromorphic functions on Hg
which lifts an element f(λ) ∈ Φ to
(ξ(f))(τ ) = f˜(τ ) := f(λ(τ ));
relatively to the bases {∂/∂λ} and {δ = ∂/pii ∂τ}, the differential of the
covering map λ corresponding to ξ is given by (δ1, . . . , δn) = (∂/∂λ1, . . . ,
∂/∂λn)
tW (τ ), where W (τ ) denotes the invertible matrix
W (τ ) :=
(
∂λ
pii ∂τ
)
(τ ) =

 δ1λ1 . . . δ1λn. . . . . . . . . . . . . . . .
δnλ1 . . . δnλn

 ;
M˜ := k
(
λ(τ ), P (τ ), δP (τ ), δλ(τ )
)
= k
(
λ(τ ), P (τ ), δP (τ ),W (τ )
)
(since λn+1, . . . ,
λN are algebraic over the field K). A simpler description of M˜ will presently
be given, cf. Remark 2 below;
F := M˜(2piiτ , 2pii).
The field F being thus defined, we can now relate it to the fields of periods Φ
of § 1, as follows.
Proposition 2. Assume that S = S(Γ), with Γ = Γ4,8. Then, ξ induces an
isomorphism from Φk = k(λ,Π(λ)) onto F . Moreover , both fields F and M˜ are
stable under the partial derivatives δ = ∂/pii ∂τ .
Proof. We already know that
ξ(Φk) = k
(
λ(τ ), 2pii P (τ ), τ , 2pii ξ
( ∂
∂λ
P (λ)
)
, ξ
( ∂
∂λ
τ (λ)
))
,
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and that it contains 2pii. Now, for any f ∈ Φ,
(
δ1(ξ(f)), . . . , δn(ξ(f))
)
=
(
ξ
( ∂f
∂λ1
)
, . . . , ξ
( ∂f
∂λn
))
tW (τ );
for instance, piiξ((∂/∂λ)τ (λ)) can be written as the inverse of the matrix W (τ ),
and they have the same field of definition. Therefore, ξ(Φk) is generated over k
by 2pii, 2piiτ , λ(τ ), P (τ ), δP (τ ), and W (τ ), which precisely constitute a set of
generators for F/k. As for the second part of Proposition 2, note that Φk is ∂/∂λ-
stable, so that ξ(Φk) = F is (∂/pii ∂τ )
tW (τ )−1-stable, hence ∂/pii ∂τ -stable as well,
since the coefficients of tW (τ )−1 lie in F . Similarly, we know that the subfield Ψk
of Φk generated over K by the first g columns of (1/2pii) Π(λ) is stable under ∂/∂λ,
and the same argument implies that M˜ = ξ(Ψk)
(
W (τ )
)
too is ∂/pii ∂τ -stable.
Remark 2. In view of [S], Formula 30.2d (or more simply, of the monodromy ac-
tion on periods, cf. Footnote (4)), tP is a modular tensor relative to the standard
representation ρ of GLg(C), i.e.:
tP (γτ ) = (cτ + d)tP (τ ) for all γ =
(
a b
c d
)
∈ Γ.
On the other hand, it is a well-known fact that the δ-derivatives of any modular
function λ0 can be arranged into a (meromorphic) Sym
2ρ-modular tensor; in other
words (cf. Formula (4) of § 5 below):
(δλ0)(γτ ) = (cτ + d) · (δλ0)(τ ) ·
t(cτ + d) for all γ =
(
a b
c d
)
∈ Γ.
Consequently, the matrix valued functions tP−1δλjP
−1, j = 1, . . . , n, are invariant
under Γ. Looking at their Fourier expansions, we deduce that their entries all
belong to the field K = K(Γ, k) = k(λ). Therefore, the last set of generators δλ(τ )
(equivalently: the entries of W (τ )) occuring in the definition of M˜ already lies in
the field K(P (τ )) generated by the first two ones, i.e. k(λ, δλ) ⊂ k(λ, P ), and in
parallel with F = ξ(Φk), we finally obtain
M˜ = k(λ(τ ), P (τ ), δP (τ )) = k
(
λ(τ ),
1
2pii
Ω˜1(τ ),
1
2pii
H˜1(τ )
)
= ξ(Ψk)
as a simpler expression for the field M˜ of the diagram of § 1.
In fact, this type of argument can be reversed (using the fact that δλ1, . . . , δλn
form a basis of the K-vector-space of meromorphic Sym2ρ-modular tensors), and
implies that all binomials in the entries of P (τ ) belong to the field K(δλ). In
particular, k(λ, P ) ⊂ (k(λ, δλ))alg. We shall give a precise version of this statement
in Proposition 4 of § 5, but notice that the above proofs and results extend to the
study of (1/2pii) Ω˜1(τ ), (1/2pii) H˜1(τ ) for any congruence subgroup Γ of Sp2g(Z).
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§ 4. Proof of Theorems 1 and 2
We now complete the proof of Theorems 1 and 2 in four steps. Since the algebraic
closure of K(Γ, k), hence of M(Γ, k), is independent of the group Γ, Theorem 1 is
a corollary of Theorem 2 and for simplicity, we throughout assume that Γ = Γ4,8,
although this hypothesis may truly be needed only in the last step: the first three
ones are valid for all Γ’s, and suffice for the proof of Theorem 1.
For each m = 0, 1, . . . ,∞, we denote by K(m) the field generated over k by the
partial derivatives of order 6 m with respect to δ = ∂/pii ∂τ of all the elements
of K. Thus, K(0) = K ⊂ K(1) = K(δλ) ⊂ · · · ⊂ K(∞) = M . All these fields, as
well as M˜ , F and the ring R, are contained in the field of meromorphic functions
on Hg.
Step 1. R ⊂ (K(1))alg (hence R ⊂Malg).
It suffices to prove that K(1) contains a non-zero meromorphic modular form ∆
of positive weight w, since for any modular form f of weight w(f), fw/∆w(f) will
then lie in K. (Incidentally, this further implies that the logarithmic derivatives
δf/f of f belong to K(2).) An explicit choice for ∆ is given in Lemma 4 of § 5,
but here is a general construction, along the lines of Remark 2 above. Since the δ-
derivatives of any modular function λ0 make up a (meromorphic) Sym
2ρ-modular
tensor δλ0 with respect to the standard representation ρ of GLg(C), and since
the representation Λg(g+1)/2(Sym2ρ) of GLg(C) is isomorphic to (Λ
gρ)⊗(g+1), the
exterior product ∆(τ ) of δλ1, . . . , δλn is a non-zero, meromorphic modular form of
weight g+1. Now, ∆(τ ) is given in coordinates by the determinant det(∂λ/pii ∂τ )
of the matrix W (τ ) introduced in § 3, which clearly lies in k(λ, δ(λ)) = K(1).
Step 2. K(2) ⊂M ⊂ M˜ ⊂ (K(2))alg (hence M is finite over K(2)).
The first inclusion is trivial. Since M is the δ-differential field generated by K,
the second one follows from the stability of M˜ ⊃ K under differentiation (cf. Propo-
sition 2). To check the last one, we appeal to Proposition 4 (i) below, according to
which
( 1
2pii ϑ0
∂ϑa
∂zj
∣∣
z=0
)2
=
1
2g−1
∑
b∈(Z/2Z)2g
(−1)
t
a
′
b
′′(ϑa+b
ϑ0
)2(ϑb
ϑ0
)2 δjj(ϑa+b/ϑ0)
ϑa+b/ϑ0
for any odd theta function ϑa. Since quotient of thetanulls are modular functions
for Γ4,8, this implies that the entries of P (τ ) are algebraic over K
(1) (see the end of
Remark 2 for an implicit argument). Both P and δP (and of course δλ) are then
algebraic over K(2), and M˜ , hence M , is a finite extension of K(2).
Step 3. tr deg(M(2piiτ )/k) = dim(Sp2g × Zg).
From the explicit expression of the Fourier expansions of its generators, we infer
that M˜ embeds in the fraction field of the ring of convergent Puiseux series in
exp(2piiτjl), 1 6 j 6 l 6 g, with coefficients in k. Since this field is linearly disjoint
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from C(τ ) over k, and since M and M˜ have the same algebraic closure by Step 2,
we deduce from Proposition 2 that
tr deg(M(2piiτ )/k) = tr deg(M˜(2piiτ )/k) = tr deg(M˜(2piiτ ) .C/C)
= tr deg(F .C/C) = tr deg(Φk .C/C)
= tr deg(Φ/C),
which Lemma 1 shows to be equal to dim(Sp2g × Zg).
Step 4. M = K(2) if Γ = Γ4,8 (and consequently , as soon as Γ ⊂ Γ4,8).
We must show that for any modular function λ0 relative to Γ4,8, the components
of δ(3)λ0 are rational (rather than just algebraic) over the field K
(2). In view
of Igusa’s theorem, λ0 can be expressed as a rational function in the quotients
{ϑa/ϑ0, a ∈ (Z/2Z)
2g}, and Proposition 3 below implies that both δ(2)λ0 and
δ(δϑ0/ϑ0) are defined over K
(1)(δϑ0/ϑ0). Consequently, δ
(3)λ0 ∈ K
(2)(δϑ0/ϑ0).
Since δϑ0/ϑ0 ∈ K
(2) by Step 1, it follows that δ(3)λ0 ∈ K
(2).
We conclude this section with two remarks on Theorem 1 and its proof.
Remark 3. In the case of an arbitrary family of abelian varieties f : A → S, the
algebraic group Sp2g must be replaced by the Hodge group GA of its generic fiber A.
Although not always, an equality Gal(∇) = GA ⊗ C as in Lemma 1 of § 1 often
holds, cf. [A1]; the above method can then be extended to the study of the corre-
sponding field of automorphic functions. One can thus show that the differential
field generated by Hilbert modular functions (relative to a totally real number field
of degree g) has transcendence degree 3g over C. See [Re] for some results in this
direction, and for an explicit form of the corresponding differential equations.
Remark 4. Going back to the generic situation where S = S(Γ), denote by Ψ the
field of definition of the ‘first periods’ of A/K, i.e. the compositum of the field
Ψk = k
(
λ,
1
2pii
Ω1(λ),
1
2pii
H1(λ)
)
with C, and view the group Zg as an algebraic subgroup of Sp2g via the usual map
{U ∈ Zg} 7→
{(
1g U
0 1g
)
∈ Sp2g
}
. By Lemma 1 (i.e. by Picard–Lefschetz theory), the
field Ψ coincides with the subfield of the Picard–Vessiot extension Φ/C(λ) invariant
under Zg. Combined with the relation ξ(Ψk) = M˜ from Remark 2, this provides a
direct proof that tr deg(M/K) = codimSp2g(Zg) when k = C.
When k = Qalg, this point of view (extended to the case of Shimura varieties, as
in the previous remark) may prove useful in the study of the transcendence degree
of the field of periods of abelian varieties defined over Qalg. In fact, the inclusions
K(1) ⊂ k(λ, P ) ⊂ (K(1))alg, K(2) ⊂ M˜ = ξ(Ψk) ⊂ (K
(2))alg obtained in the course
of our proof (cf. § 3, Remark 2 and § 4, Step 2), i.e.
k(λ, δλ) ⊂ k
(
λ,
1
2pii
Ω˜1
)
⊂
(
k(λ, δλ)
)alg
,
k(λ, δλ, δ(2)λ) ⊂ k
(
λ,
1
2pii
Ω˜1,
1
2pii
H˜1
)
⊂
(
k(λ, δλ, δ(2)λ)
)alg
,
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generalize the classical fact that the quotient by 2pii of the periods and quasi-periods
of an elliptic curve along a locally invariant cycle can be expressed both as values of
hypergeometric functions and in terms of modular forms. See [A2] for an approach
to Chudnovsky’s theorem on {ω/2pii, η/2pii} based on these relations, which, in
genus 1, translate into the classical formulae
ω1
2pi
= 2F1
(1
2
,
1
2
, 1;λ
)
= ϑ200,
η1
2pi
= 2F1
(
−
1
2
,
1
2
, 1;λ
)
=
1
3ϑ200
(
2ϑ400 − ϑ
4
10 − 4
1
pii
d
dτ
Log(ϑ00ϑ10ϑ01)
)
,
where λ = (ϑ10/ϑ00)
4 is Legendre’s modular function, whose derivative satisfies
1
pii
dλ
dτ
= λϑ401 = λ(1− λ)ϑ
4
00.
§ 5. Miscellaneous on theta functions
In this section, we give the explicit formulae on derivatives of theta functions
already used or mentioned in Steps 4, 2, and 1 of § 4.
We define the (abelian) theta function with characteristic a = (a′,a′′) ∈ Z2g by
the convergent series
ϑa(z) := ϑa(z, τ ) =
∑
n∈Zg
exp
(
piit
(
n+ 1
2
a′
)
τ
(
n+ 1
2
a′
)
+ 2piit
(
n+ 1
2
a′
)(
z + 1
2
a′′
))
where z ∈ Cg is a vector-column and τ ∈ Hg. The quasi-periodicity of these
functions with respect to the lattice Zg + τZg ⊂ Cg allows us to consider only
reduced characteristics a ∈ K = {0, 1}2g, #K = 22g. In the customary fashion, we
identify {0, 1} with its image in Z/2Z, and set for all a = (a′,a′′), b = (b′, b′′) ∈ K:
|a| = ta′ · a′′, <a, b> = ta′b′′ − tb′a′′ ≡ |a+ b|+ |a|+ |b| (mod2).
Thetanulls are the values of even theta functions at the point z = 0. When
no confusion may arise, we denote them by ϑa = ϑa(τ ) := ϑa(0, τ ). Since
ϑa(−z, τ ) = (−1)
|a|ϑa(z, τ ), a theta function ϑa(z, τ ) is even if and only if the
number |a| is even. Hence all non-zero thetanulls are assigned to even characteris-
tics from the set K+ = {a ∈ K : |a| ≡ 0 (mod2)}, #K+ = 2
g−1(2g + 1), and trivial
ones correspond to odd characteristics from K− = K \ K+. We recall (cf. [I], pp.
185 and 171) that the thetanulls are modular forms of weight 12 for Γ4,8.
In order to describe the partial logarithmic derivatives of the thetanulls
ψa,jl = ψa,jl(τ ) :=
δjlϑa
ϑa
= ψa,lj , a ∈ K+, j, l = 1, . . . , g, (1)
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with respect to the derivations δ:
δjj =
1
pii
∂
∂τjj
, j = 1, . . . , g, δjl =
1
2pii
∂
∂τjl
= δlj , j, l = 1, . . . , g, j 6= l,
of § 1, we use the following conventions. To any meromorphic function f : Hg → C,
we assign a meromorphic function with values in the space of quadratic forms in
u ∈ Cg by the formula
δf(u) =
g∑
j,l=1
δjlf · ujul.
Then,
ψa(u) =
δϑa(u)
ϑa
=
g∑
j,l=1
ψa,jl · ujul
is the quadratic form corresponding to the symmetric matrix ψa = (ψa,jl)j,l=1,...,g,
a ∈ K+. To two quadratic forms φ, η in u ∈ C
g, we attach the quartic form
φ⊗ η := φη given by
φη(u) =
g∑
j,l,m,p=1
φjlηmp · ujulumup,
and when φ has meromorphic coefficients, we denote by δφ the quartic form
δφ(u) =
g∑
j,l,m,p=1
δjlφmp · ujulumup.
With (1) and these conventions in mind, the system of differential equations on
which Step 4 of § 4 is based can then be stated as an equality between quartic forms,
as follows.
Proposition 3 ([Z], Theorem 1). For all a ∈ K+, the thetanulls satisfy the system
of second order partial differential equations
ϑ4
a
· δψa =
1
2g−2
∑
b∈K+
(−1)<a,b>ϑ4
b
· ψ2
b
− 2ϑ4
a
· ψ2
a
.
To allow for a comparison with the case of low degrees g in § 6, consider the rings
Qg = Q[ϑa, ψa,jl]a∈K+;j,l=1,...,g and Q
′
g = Q[ψa,jl]a∈K+;j,l=1,...,g. (2)
Proposition 3 then implies that the fraction field of Qg is stable under δ, and (in
the notations of § 4) that its compositum with k coincides with the δ-differential
field M(ϑ0) generated by k(ϑa)a∈K+ = K(ϑ0).
Contrary to the case g = 1, where Jacobi’s well-known formula expresses the
z-derivative at z = 0 of the unique odd theta function as a product of thetanulls,
the z-derivatives of odd theta functions at z = 0 in higher degrees are not modular
forms. However, they are algebraic over the field K(1) of § 4, and integral over the
ring Qg. Indeed:
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Proposition 4. For all a ∈ K−, j = 1, . . . , g, the following equalities hold :
(i)
( 1
2piiϑ0
∂ϑa
∂zj
∣∣
z=0
)2
=
1
2g−1
∑
b∈K+
(−1)
t
a
′
b
′′(ϑa+b
ϑ0
)2(ϑb
ϑ0
)2
(ψa+b,jj − ψ0,jj);
(ii)
( 1
2pii
∂ϑa
∂zj
∣∣
z=0
)4
=
1
2g−2
∑
b∈K+
(−1)|a+b|ϑ4bψ
2
b,jj .
Proof. (i) We shall use the quartic Riemann relations in the following form, valid
for all characteristics a, c ∈ K:
ϑ2
a+c(z)ϑ
2
a
(z) =
1
2g
∑
b∈K
(−1)<a,b>(−1)
t
c
′(a′′+b′′)ϑb+c(2z)ϑb+c(0)ϑ
2
b
(0) (3)
(see [Kr], VII, § 10), together with the heat equation
δjlϑa(z, τ ) =
1
(2pii)2
∂2
∂zj ∂zl
ϑa(z, τ ), a ∈ K, j, l = 1, . . . , g
(see, e.g., [Kr], I, § 5, Satz 13), which allows to write the Taylor expansions of even
theta functions as
ϑb(z) = ϑb ·
(
1 +
(2pii)2
2
ψb(z)
)
+O(z4), b ∈ K+.
Notice that in Riemann’s formula (3), only even characteristics b, b + c actually
appear on the right-hand side. Setting a = c ∈ K− in (3), we derive
ϑ2
0
(z)ϑ2a(z) =
1
2g
∑
b∈K+
(−1)
t
a
′
b
′′
ϑa+b(2z)ϑa+b(0)ϑ
2
b(0).
Since a is odd, the Taylor expansion of the left-hand side of this formula reads
ϑ2
0
·
(
tz ·
∂ϑa
∂z
∣∣
z=0
)2
+O(z4).
Equating quadratic terms, we obtain
ϑ2
0
·
(
tz ·
∂ϑa
∂z
∣∣
z=0
)2
=
(2pii)2
2g−1
∑
b∈K+
(−1)
t
a
′
b
′′
ϑ2
a+bϑ
2
b
· ψa+b(z).
Furthermore, ∑
b∈K+
(−1)
t
a
′
b
′′
ϑ2a+bϑ
2
b = 0,
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since no constant term appears on the left-hand side. Multiplying the latter relation
by ψ0(z) and substracting, we finally get
ϑ2
0
·
(
tz ·
∂ϑa
∂z
∣∣
z=0
)2
=
(2pii)2
2g−1
∑
b∈K+
(−1)
t
a
′
b
′′
ϑ2
a+bϑ
2
b
· (ψa+b − ψ0)(z),
and Proposition 4 (i) follows on considering the z2j -term of these quadratic forms.
(ii) Setting a ∈ K−, c = 0 in Riemann’s formula (3), and developing the Taylor
expansions
ϑb(z) = ϑb ·
(
1 +
(2pii)2
2
ψb(z) +
(2pii)4
24
(ψ2b + δψb)(z)
)
+O(z6), b ∈ K+,
of even theta functions to the fourth order (cf. [Z], § 2, Lemma 2), we derive from
Formula (3) the equality of quartic forms
(
tz ·
∂ϑa
∂z
∣∣
z=0
)4
=
(2pii)4
3 · 2g−1
∑
b∈K+
(−1)<a,b>ϑ4b · (ψ
2
b + δψb)(z).
In view of Proposition 3 and the identity
∑
b∈K+
(−1)<a+c,b> = (−1)|a+c| · 2g−1, a ∈ K−, c ∈ K+
(cf. [Z], § 3, Lemma 7), this transforms into
(
tz ·
∂ϑa
∂z
∣∣
z=0
)4
=
(2pii)4
2g−2
∑
b∈K+
(−1)|a+b|ϑ4
b
· ψ2
b
(z), a ∈ K−,
and Proposition 4 (ii) follows on considering the z4j -term of these quartic forms.
The next statement holds for all pairs a, b ∈ K+ of distinct even characteristics
(and a sharper result will be given in Formula (6a) below in the case of degree 2),
but one instance suffices for our purpose (cf. § 4, Step 1). Recall that ψa denotes
the symmetric matrix δϑa/ϑa attached to the quadratic form ψa.
Lemma 4. There exists even characteristics a, b such that det(ψb−ψa) is a non-
zero meromorphic modular form of weight 2 with respect to Γ4,8.
Proof. Since λ0 = ϑb/ϑa is a modular function,
(δλ0)(γτ ) = (cτ + d) · (δλ0)(τ ) ·
t(cτ + d), γ =
(
a b
c d
)
∈ Γ4,8 (4)
(see [Z], § 8, Lemma 16), where δλ0 is arranged as a symmetric matrix, and we
obtain that
ηa,b := det
(δλ0
λ0
)
= det(ψb −ψa), a, b ∈ K+, a 6= b,
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is a meromorphic modular form of weight 2.
We now show that ηa,b is non-zero for a = (a
′,a′′) = (0, 0) ∈ K+ and b =
(b′, b′′) = (1, 0) ∈ K+, where 1 is a g-vector-column with unit entries. Choosing
τ = τ1g ∈ Hg, where τ ∈ H1, we get from the definition of the theta functions
ϑa(z, τ1g) =
g∏
j=1
ϑ00(zj , τ) and ϑb(z, τ1g) =
g∏
j=1
ϑ10(zj , τ);
here, ϑ00(z, τ) and ϑ10(z, τ) stand for the usual elliptic theta functions. Taking
∂2/∂zj ∂zl-derivatives and evaluating at z = 0, we deduce from the heat equations
in degrees g and 1, and from the even character of ϑ00(z, τ), that
ψa,jl(τ1g) =


1
ϑ00
∂ϑ00
pii ∂τ
(0, τ) := ψ00(τ) if j = l,
0 if j 6= l.
Similarly, ψb,jl(τ1g) vanishes if j 6= l and is otherwise equal to ψ10(τ). Thus,
(ψb −ψa)(τ1g) is a diagonal matrix, with determinant
ηa,b(τ1g) = det(ψb −ψa)(τ1g) =
(
ψ10(τ)− ψ00(τ)
)g
.
Now, Legendre’s modular function λ = (ϑ10/ϑ00)
4 is not constant, so that
ψ10 − ψ00 =
1
4λ
∂λ
pii ∂τ
6= 0,
and ηa,b is indeed a non-zero degree g modular form.
§ 6. The differential ring of thetanulls in genus 2
Theorem 2 can be sharpened when g = 1 and g = 2, because in both of these
cases, the rings
Qg = Q[ϑa, ψa,jl]a∈K+;j,l=1,...,g and Q
′
g = Q[ψa,jl]a∈K+;j,l=1,...,g.
generated over Q by the thetanulls and their logarithmic derivatives (cf. § 5, (1), (2))
are themselves stable under derivation.
First, we consider the well-known case g = 1 where we have three even charac-
teristics, K+ = {00, 01, 10}. In this case there exists only one parameter τ = τ11,
and the notations δ, ψa, need no jl-indexation. The rings Q1 and Q
′
1 are δ-stable,
since δϑa = ϑaψa, a ∈ K+, by definition, while
δψ10 = 2(ψ10ψ00 + ψ10ψ01 − ψ00ψ01),
δψ00 = 2(ψ10ψ00 + ψ00ψ01 − ψ10ψ01),
δψ01 = 2(ψ10ψ01 + ψ00ψ01 − ψ10ψ00)
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(this system was discovered by G. Halphen in 1881). Moreover, Q1 is integral
over Q′1, in view of the formulae
ϑ400 = 4(ψ10 − ψ01), ϑ
4
01 = 4(ψ10 − ψ00), ϑ
4
10 = 4(ψ00 − ψ01)
(see [Z], Introduction). By [Ra], [M] or Theorem 2, both rings Q1 and Q
′
1 have
transcendence degree 3 over Q.
In the case g = 2, we use for simplicity the map (Z/2Z)2 → {0, 1, 2, 3},
(0, 0) 7→ 0, (0, 1) 7→ 1, (1, 0) 7→ 2, (1, 1) 7→ 3,
to represent a characteristic a = (a′,a′′) ∈ (Z/2Z)2 × (Z/2Z)2 by two digits only.
Then,
K+ = {00, 01, 02, 03, 10, 12, 20, 21, 30, 33}.
We renumerate the entries of the matrix τ as τ1 = τ11, τ2 = τ22, and τ3 = τ12, and
proceed similarly with the derivations
δ =
{
δ1 =
1
pii
∂
∂τ1
, δ2 =
1
pii
∂
∂τ2
, δ3 =
1
2pii
∂
∂τ3
}
,
and with the ψa-notation.
Theorem 3. (i) In the case g = 2, the rings
Q2 = Q[ϑa, ψa,j]a∈K+;j=1,2,3 and Q
′
2 = Q[ψa,j ]a∈K+;j=1,2,3
are stable under the derivations δj , j = 1, 2, 3.
(ii) All thetanulls are algebraic over Q(ψa,j)a∈K+;j=1,2,3.
(iii) Both rings Q2 and Q
′
2 have transcendence degree 10 over Q.
(iv) A possible choice for ten elements of Q2, algebraically independent over Q,
is given by
ϑ00, ϑ01, ϑ02, ψ00,1, ψ01,1, ψ02,1, ψ00,2, ψ01,2, ψ02,2, ψ00,3.
Proof. (i) Let a1 = a, a2 = a + c, a3 = a + d, a4 = a + c + d be four different
even characteristics (such a collection {a1,a2,a3,a4} is called a Go¨pel system, and
there exist fifteen Go¨pel systems). Then
δ(ψa1+ψa2+ψa3+ψa4) = (ψa1+ψa2+ψa3+ψa4)
2−2(ψ2
a1
+ψ2
a2
+ψ2
a3
+ψ2
a4
). (5a)
System (5a), which was obtained in [O], provides an expression for each δψa,
a ∈ K+. Namely (cf. [Z], § 6, Formulae (6.17)):
δψa = −2ψ
2
a −
1
3
∑
b∈K+
ψ2b −
1
6
( ∑
b∈K+
ψb
)2
+
1
4
∑
G∋a
(∑
b∈G
ψb
)2
, a ∈ K+, (5b)
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where the summation
∑
G∋a goes over all different Go¨pel systems containing a.
The differential stability of Q′2 is clear from (5b), and that of Q2 then follows from
the defining equations (1).
(ii) This result (which is not the statement of algebraicity over K(1) given in
Step 1 of § 4) is shown in Theorem 6 of [Z]. Here is a sketch of its proof. Let
a, b ∈ K+, a 6= b. As noticed in § 5, Lemma 4,
ηa,b = ηb,a := det(ψa −ψb) = (ψa,1 − ψb,1)(ψa,2 − ψb,2)− (ψa,3 − ψb,3)
2
is a meromorphic modular form of weight 2, so that ϑ2
a
ϑ2
b
ηa,b is a holomorphic
modular form of weight 4 with respect to Γ4,8. By the sharper version of Igusa’s
theorem in the genus 2 case, any such form can be expressed as a polynomial in
thetanulls, and indeed,
ηa,b = ±
1
24
∏
c∈K+
ϑ2
c
·
∏
G⊃{a,b}
(∏
d∈G
ϑ−2
d
)
, (6a)
(see [Z], § 8, Lemma 20 (a), and Formula (6c) below for an explicit expression);
here, the product
∏
G⊃{a,b} goes over all (i.e. the two) Go¨pel systems containing a
and b, and the only term that appears in the denominator of the right-hand side
of (6a) is ϑ2aϑ
2
b
.
Multiplying Formulae (6a) for fixed a over all b 6= a, and then over all different
pairs a, b, we get (cf. [Z], (8.30))
ϑ72
a
= ±2−4·27
∏
c∈K+
ϑ18
c
·
∏
b∈K+
b 6=a
η−3
a,b = ±2
72
∏
different
pairs c,d
ηc,d ·
∏
b∈K+
b 6=a
η−3
a,b, a ∈ K+. (6b)
Consequently, all thetanulls are algebraic over Q(ψa,j)a∈K+;j=1,2,3.
(iii) Recalling the notations of § 4, we infer from (i) and (ii) above thatM and the
fraction fields of Q′2 and of Q2 have the same algebraic closure. Since 2g
2+ g = 10,
the result immediately follows from our Theorem 2.
(iv) We shall find a maximal set of algebraically independent elements in the
ring Q2 by exhibiting thirty independent relations between its fourty generators.
5
Specializing the Riemann relations (3) used in the proof of Proposition 4 to the
case c ∈ {01, 02, 03}, a = 00, we obtain
ϑ200ϑ
2
01 − ϑ
2
02ϑ
2
03 = ϑ
2
20ϑ
2
21, ϑ
2
00ϑ
2
02 − ϑ
2
01ϑ
2
03ϑ
2
10ϑ
2
12, ϑ
2
00ϑ
2
03 − ϑ
2
01ϑ
2
02 = ϑ
2
30ϑ
2
33,
(3a)
while the case c = 00 yields
ϑ400 − ϑ
4
01 = ϑ
4
10 + ϑ
4
33, ϑ
4
00 − ϑ
4
02 = ϑ
4
21 + ϑ
4
30, ϑ
4
00 − ϑ
4
03 = ϑ
4
12 + ϑ
4
20. (3b)
In view of (3a) and (3b), all thetanulls can be expressed in terms of the four
functions {ϑ00, ϑ01, ϑ02, ϑ03}, which must therefore be algebraically independent.
We shall denote by K0 := {00, 01, 02, 03} the corresponding set of characteristics.
5We do not claim that these relations generate a full ideal of definition for Q2.
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By δ-differention of (3a) and (3b), we obtain each ψa,j , a ∈ K+, j = 1, 2, 3, as
a linear combination with coefficients in Q(ϑa)a∈K+ of the functions ψa,j , a ∈ K0,
j = 1, 2, 3. We are thus reduced to finding six independent relations linking the
thirteen functions ϑ03 and ψa,j , a ∈ K0, j = 1, 2, 3, over Q(ϑ00, ϑ01, ϑ02).
Developing the functions ηa,b, a 6= b ∈ K0, used in (ii) above and expliciting the
right-hand side of Formula (6a), we obtain:
η00,01 := (ψ00,1 − ψ01,1)(ψ00,2 − ψ01,2)− (ψ00,3 − ψ01,3)
2 =
1
16
ϑ210ϑ
2
12ϑ
2
30ϑ
2
33
ϑ200ϑ
2
01
,
η00,02 := (ψ00,1 − ψ02,1)(ψ00,2 − ψ02,2)− (ψ00,3 − ψ02,3)
2 =
1
16
ϑ220ϑ
2
21ϑ
2
30ϑ
2
33
ϑ200ϑ
2
02
,
η01,02 := (ψ01,1 − ψ02,1)(ψ01,2 − ψ02,2)− (ψ01,3 − ψ02,3)
2 = −
1
16
ϑ210ϑ
2
12ϑ
2
20ϑ
2
21
ϑ201ϑ
2
02
,
η00,03 := (ψ00,1 − ψ03,1)(ψ00,2 − ψ03,2)− (ψ00,3 − ψ03,3)
2 =
1
16
ϑ210ϑ
2
12ϑ
2
20ϑ
2
21
ϑ200ϑ
2
03
,
η01,03 := (ψ01,1 − ψ03,1)(ψ01,2 − ψ03,2)− (ψ01,3 − ψ03,3)
2 = −
1
16
ϑ220ϑ
2
21ϑ
2
30ϑ
2
33
ϑ201ϑ
2
03
,
η02,03 := (ψ02,1 − ψ03,1)(ψ02,2 − ψ03,2)− (ψ02,3 − ψ03,3)
2 = −
1
16
ϑ210ϑ
2
12ϑ
2
30ϑ
2
33
ϑ202ϑ
2
03
.
(6c)
Notice that in view of Relations (3a), the numerators of the right-hand terms of (6c)
are polynomials in ϑa, a ∈ K0. For instance, the first one reads
ϑ210ϑ
2
12ϑ
2
30ϑ
2
33 = (ϑ
2
00ϑ
2
02 − ϑ
2
01ϑ
2
03)(ϑ
2
00ϑ
2
03 − ϑ
2
01ϑ
2
02) = −ϑ
2
00ϑ
2
01ϑ
4
03 + · · · .
Now, consider the expressions
χ1 = (ψ00,3 − ψ01,3)
2, χ2 = (ψ00,3 − ψ02,3)
2, χ3 = (ψ02,3 − ψ01,3)
2.
They formally satisfy
χ21 + χ
2
2 + χ
2
3 − 2χ1χ2 − 2χ2χ3 − 2χ3χ1 = 0.
Substituting into this relation the expressions for the χ’s given by the first three
lines of (6c) and developing the numerators of the right-hand terms of (6c) as above,
we obtain a polynomial relation R0 between
ϑ03, ψ00,1, ψ00,2, ψ01,1, ψ01,2, ψ02,1, ψ02,2
with coefficients in Q(ϑ00, ϑ01, ϑ02). The coefficient of ϑ
8
03 in R0, viewed as a
polynomial in ϑ03, is the non-zero constant −3 ·
1
162 , and we deduce that ϑ03 is
algebraic over the field
Q(ϑa, ψa,j; a ∈ K
′, j = 1, 2) where K′ := {00, 01, 02} = K0 \ {03}. (7)
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By (6c), the four functions ψa,3, a ∈ K0, are then algebraic over the field generated
by anyone of them, say ψ00,3, over the field (7).
We conclude the proof of Theorem 3 (iv) by finding (in a similar, though more
subtle, way) two independent relations R1,R2 linking ψ03,1, ψ03,2 to the nine gen-
erators of the field (7). Consider the expressions
φ0 = (ψ03,1 − ψ01,1)(ψ01,1 − ψ02,1)η02,03 + (ψ02,1 − ψ03,1)(ψ01,1 − ψ02,1)η03,01
+ (ψ02,1 − ψ03,1)(ψ03,1 − ψ01,1)η01,02,
φ1 = (ψ03,1 − ψ00,1)(ψ00,1 − ψ02,1)η02,03 + (ψ02,1 − ψ03,1)(ψ00,1 − ψ02,1)η03,00
+ (ψ02,1 − ψ03,1)(ψ03,1 − ψ00,1)η00,02,
φ2 = (ψ03,1 − ψ00,1)(ψ00,1 − ψ01,1)η01,03 + (ψ01,1 − ψ03,1)(ψ00,1 − ψ01,1)η03,00
+ (ψ01,1 − ψ03,1)(ψ03,1 − ψ00,1)η00,01,
φ3 = (ψ02,1 − ψ00,1)(ψ00,1 − ψ01,1)η01,02 + (ψ01,1 − ψ02,1)(ψ00,1 − ψ01,1)η02,00
+ (ψ01,1 − ψ02,1)(ψ02,1 − ψ00,1)η00,01.
(8a)
When the η’s are developed as in the middle terms of (6c), a computation shows
that they formally satisfy the relation
(
(φ0 + φ1 + φ2 + φ3)
2 − 2(φ20 + φ
2
1 + φ
2
2 + φ
2
3)
)2
− 64φ0φ1φ2φ3 = 0. (8b)
Substituting into (8a) the expressions for the η’s given by the right-hand terms
of (6c), we deduce from (8b) a polynomial relation R1 between
ψ00,1, ψ01,1, ψ02,1, ψ03,1
with coefficients in Q(ϑa)a∈K0 . Now, the coefficient of ψ
8
03,1 in R1, viewed as a
polynomial in ψ03,1, is
(
(η00,01 + η00,02 + η01,02)
2 − 2(η200,01 + η
2
00,02 + η
2
01,02)
)2
,
and we can check that this expression is not identically 0 by evaluating it at τ = τ12
with τ ∈ H1, as in the proof of Lemma 4: one finds that it reduces to the non-
zero genus 1 modular form η401,02(τ12) =
1
164ϑ
32
10(τ). We thus deduce from R1 that
ψ03,1 is algebraic over the field generated by ϑa, ψa,1, a ∈ K
′, and ϑ03, hence over
the field (7), in view of the algebraicity of ϑ03. By the same argument, ψ03,2 is
algebraic over the field generated by ϑa, ψa,2, a ∈ K
′, and ϑ03, hence over the
field (7). Therefore, the ten functions
ϑ00, ϑ01, ϑ02, ψ00,1, ψ01,1, ψ02,1, ψ00,2, ψ01,2, ψ02,2, ψ00,3
are algebraically independent over Q, and the proof of Theorem 3 is completed.
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Remark 5. In the same vein, it can be proved in the case g = 3 that the fraction
field of the ring
Q′3 = Q[ψa,jl]a∈K+;j,l=1,2,3
is δ-stable, and that all thetanulls are algebraic over it. This follows from [Z],
Theorems 4 and 6. Theorem 2 of the present paper then implies that Q′3 has
transcendence degree 21 over Q.
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