In optimal control theory, it is well known that the co-state arc and the associated maximized Hamiltonian function can be interpreted in terms of gradients of the value function, evaluated along the optimal state trajectory. Such relations have been referred to as 'sensitivity relations' in the literature. We provide in this paper new sensitivity relations for state constrained optimal control problems. For the class of optimal control problems considered there is no guarantee that the co-state arc is unique; a key feature of the results is that they assert some choice of co-state arc can be made, for which the sensitivity relations are valid. The proof technique is to introduce an auxiliary optimal control problem that possesses a richer set of control variables than the original problem. The introduction of the additional control variables in effect enlarges the class of variations with respect to which the state trajectory under consideration is a minimizer; the extra information thereby obtained yields the desired set of sensitivity relations.
Introduction
This paper concerns the optimal control problem with state constraints:
Minimize g(x(T )) over arcs x(.) ∈ W 1,1 ([S, T ]; R n ) and measurable functions u(.) : [S, T ] → R m s.t. x(t) = f (t, x(t), u(t)) a.e. t ∈ [S, T ] , u(t) ∈ U (t) a.e. t ∈ [S, T ] , x(t) ∈ A(t) for all t ∈ [S, T ] , x(S) = x 0 , expressed in terms of the data: integers n and m, an interval [S, T ], functions g : R n → R and f : R×R n ×R m → R, a vector x 0 ∈ R n and multifunctions U : [S, T ] R m and A : [S, T ] R n . Here, W 1,1 ([S, T ]; R n ) is the space of absolutely continuous functions on [S, T ] whose derivatives are integrable.
It is assumed that the time-dependent 'state constraint' set A(t) has the functional inequality representation A(t) = {x | h(t, x) ≤ 0} , for some function h : R × R n → R. Let (x,ū) be a minimizer for P S,x 0 . For any (t, x) ∈ [S, T ]×R n , denote by P t,x the modification of P S,x 0 in which the 'initial data' (t, x) replaces (S, x 0 ). We refer to a measurable function u : [t, T ] → R m that satisfies u(s) ∈ U (s), a.e. as a control function on [t, T ]. A pair (x(.), u(.)) comprising an absolutely continuous R n valued function x(.) and a control function u(.) on [t, T ] that satisfyẋ(s) = f (s, x(s), u(s)) a.e. is called a process on [t, T ]. The first component of a process is called a state trajectory. A process on [t, T ] that satisfies the constraints of problem P t,x is said to be an admissible process for P t,x .
The value function V : [S, T ] × R n → R ∪ {+∞} is the function
where the right hand side is interpreted as the infimum cost (under the hypotheses we shall impose it cannot be −∞) in the case that admissible processes for P t,x exist and as +∞ otherwise.
Denote by H : [S, T ] × R n × R n × R m → R the Hamiltonian function H(t, x, p, u) = p · f (t, x, u)
and by H : [S, T ] × R n × R n → R the maximized Hamiltonian H(t, x, p) = sup
H(t, x, p, u) .
In this paper we derive new relations between the co-state arc of the State-Constrained Maximum Principle and subgradients of the value function. With a view to briefly reviewing previous work, we specialize, for the time being, to the case of no state constraints, i.e. A(t) = R n for all t ∈ [S, T ]. (This corresponds to the choice h(., .) ≡ −1.)
Under the hypotheses listed in Section 3 (and when A(t) = R n for all t ∈ [S, T ]) we know Maximum Principle: There exists an absolutely continuous function p(.) : [S, T ] → R n such that −ṗ(t) ∈ co ∂ x H(x(t), p(t),ū(t)) a.e.
H(t,x(t), p(t),ū(t)) = H(t,x(t), p(t))
a.e.
−p(T ) ∈ ∂g(x(T )) .
Here ∂g denotes the subdifferential of g (see Section 2) and ∂ x H denotes the subdifferential of H(t, x, u) with respect to the x variable. In these relations co denotes 'convex hull'. Notice that the 'cost multiplier' is here taken to be 1, i.e. the Maximum Principle is in normal form; this is permissible under the hypotheses.
If f and g are continuously differentiable in the x variable, if V is continuously differentiable on (S, T ) × R n and ifū is piecewise continuous, it is known that V is related to the co-state function and maximized Hamiltonian evaluated alongx and p according to:
(−H(t,x(t), p(t)), p(t)) = ∇ V (t,x(t)) a.e. t ∈ [S, T ] .
These relations follow, formally at least, from the Hamilton Jacobi equation (smooth form) when we identify t → V x (t,x(t)) with the co-state arc p(.). They date from the early days of optimal control theory and have been described as providing a 'sensitivity' interpretation of the Maximum Principle Lagrange 'multipliers'. (See, for example, [2] .) They are of interest because they tell that the Pontryagin Maximum Principle can be used, not only to solve optimal control problems, but to supply first order information about how the minimum cost is affected by perturbations to the problem data.
For many optimal control problems of interest, the value function fails to be continuously differentiable. Under unrestrictive hypotheses on the problem data however, the value function can be shown to be a (possibly nondifferentiable) lower semi-continuous function. So, if the sensitivity relations are to be validated in conditions of any generality, they must be couched in terms of 'nonsmooth' subdifferentials, for example as
In the case that f and g are continuously differentiable in the x variable and t → H(t,x(t), p(t)) is continuous on (S, T ), (2) follows from the Maximum Principle for free-time optimal control problems. Indeed, it is a simple matter to show that, for each t ∈ (S, T ), the restriction of (x,ū) to [t, T ] is optimal for the free time optimal control problem
If V is locally Lipschitz continuous, then the free time Pontryagin Maximum Principle tells us (via the left end-point transversality condition) that
since subdifferentials of locally Lipschitz functions satisfy the relation co ∂(−V ) = −co ∂V . Here, the co-state arc p is the solution to
Since however p must be the co-state arc for P S,x 0 , by uniqueness of solutions to (3), the co-state satisfies (2) at all times t ∈ (S, T ). If we no longer suppose that f and g are continuously differentiable in the x variable, the co-state inclusion may have multiple solutions satisfying the maximization of the Hamiltonian condition and the transversality condition. In these circumstances it is natural to ask whether there exists some co-state arc that satisfies (2) . The validity of the related x-gradient sensitivity relation
(for the nonsmooth, state constraint-free case) was proved by Clarke and Vinter [10] and the full sensitivity relation (2) was proved by Vinter in [21] . Examples are also available (see [20] ) showing that, in some cases, there are a number of possible choices of co-state arcs associate with P S,x 0 , but only one of them satisfies (2) . We observe that the techniques outlined above for deriving sensitivity relations do not extend to cover situations in which f and g are continuously differentiable in the x variable, since solutions to the co-state differential inclusion replacing (3) are no longer unique. In papers [10] and [21] the authors make use of a different approach based on showing that the optimal process under consideration is a minimizer also for a certain auxiliary problem, involving a 'richer' set of control variables than the original optimal control problem. This extra information about the optimal process can be exploited to prove the sensitivity relations. Now re-introduce the state constraint. A version of the state constrained Maximum Principle suitable for sensitivity analysis, valid under the hypotheses imposed in Section 3, is as follows:
State Constrained Maximum Principle : There exist p ∈ BV ([S, T ]; R n ) and µ ∈ N BV + (S, T ) such that −dp(t) ∈ co ∂ x H(t,x(t), p(t),ū(t))dt − ∇ x h(t,x(t))dµ(t)
a.e.,
supp {µ} ⊂ {t | h(t,x(t)) = 0} ,
Here 
This is a form of the condition used (in the smooth case) by Ioffe and Tihomirov [15] . We refer to the function p as the true co-state arc. In the necessary conditions literature, the optimality condition is more frequently expressed in terms of an absolutely continuous 'pseudo co-state' arc q satisfying q(S) = p(S) and
because q is absolutely continuous and satisfies a simple differential inclusion, namely
Maximum Principles expressed in terms of the true co-state p(.) or the pseudo co-state arc q(.) convey the same information about optimal controls. However, it is natural to express sensitivity relations in terms of the true co-state arc p, because (according to formal calculations) p, unlike q, can be interpreted as the Lagrange multiplier associated with the dynamic constrainṫ x = f (t, x, u) in P t,x 0 . (See the discussion in [20] .)
In this paper, we prove a version of both sensitivity relations (2) and (4) involving a true co-state arc, for state constrained problems. There may be a number of possible co-state arcs; we show that one of them can be chosen to satisfy the relations.
We have earlier observed that, for smooth functions f and g, an analysis based on the uniqueness of solutions to the co-state differential equation may be employed to prove sensitivity relations, in the case of no state constraints. This simple analysis is no longer available to us, when state constraints are present. Indeed, fixing t ∈ [S, T ] and applying the state constrained Maximum Principle to (x,ū)| [t,T ] , viewed as a solution to the state-constrained version ofP , yields a co-state function p t (.) on [t, T ] (and an associated state constraint 'multiplier' µ t (.) on [t, T ]) such that, for all t ∈ (S, T ),
where [6] and [7] have earlier investigated sensitivity relations for state constrained optimal control problems, as part of a broad study which addresses also the question of when the state constrained Maximum Principle is valid in normal form. Different hypotheses are imposed on the state constraint sets A(t) and different kinds of subgradients are employed to those of this paper. The key differences are as follows. First and most important, we express sensitivity relations along the optimal state trajectory in terms of a single co-state function for P S,x 0 , whereas [6] and [7] provide conditions in the spirit of (10), which are expressed in terms a family of co-state arcs associated with subintervals [t, T ] ⊂ [S, T ] that do not necessarily combine to generate a single co-state arc for P S,x 0 . Second, we allow the state constraint to depend on time. Finally, we express the sensitivity relation simply in terms of limits of subgradients evaluated at points in the interior of the state constraint set, in place of the superdifferential ∂ * V . Notation: In Euclidean space, the length of a vector x is denoted by |x|, and the closed unit ball {x | |x| ≤ 1} by B. The graph of a multifunction U : [S, T ] R m is denoted by Graph U . Take an extended-valued function f : R k → R ∪ {+∞}. Then the effective domain of f is the set dom f := {x | f (x) < +∞}. The epigraph of f is the set epi f := {(r, x) ∈ R 1+k | r ≥ f (x)}. Now take a set D ⊂ R k . The indicator function of the set D, Ψ D , is the extended valued function on R k taking value 0 on the set D and +∞ on its the complement. We write
Subgradients
This paper makes use of numerous constructs that generalize the concepts of normal cone, gradients and direction derivatives to apply in a non-smooth setting. We gather together in this section definitions and properties relevant to our analysis. All the material in the section is standard, and may be found in a number of texts, examples of which include [8] , [9] , [16] , [19] and [20] .
Given a function v(., .) of two vector variables (x, y) and a point (x,ȳ) ∈ dom v(., .), we denote the subgradient of v(.,ȳ) at (x,ȳ) by ∂ x v(x,ȳ).
We recall that the subdifferential of a lower semi-continuous extended valued function f at a pointx ∈ dom f can be expressed in terms of the normal cone of the epigraph of f : 
When f is Lipschitz continuous on a neighbourhood ofx, co ∂f (x) is referred to as the Clarke Generalized Gradient. Property (iii) tells us that, in this case, the Clarke generalized gradient is in duality with the Clarke generalized directional derivative.
Properties (i) and (ii) above follow directly from the definitions. The well-known property (iii) is proved in [8] .
Sensitivity Relations
Theorem 3.2 below is a statement of the main results of the paper. These provide interpretations of co-state arcs for the state constrained Maximum Principle in terms of subgradients of the value function. The following notation will be employed:
Under the 'inward pointing' hypothesis (H3) below, A 0 (t) is in fact the interior of the state constraint set A(t) at time t ∈ [S, T ]. 
(H3): Given any r > 0 there exist γ > 0 and ρ > 0 such that
We preceed the 'sensitivity relations' theorem with a proposition, listing regularity properties of the value function V : [S, T ] × R n → R ∪ {+∞} defined in (1) . Recall here that dom V , is the set of points in [S, T ] × R n at which V is finite valued.
A proof of Prop. 3.1 is provided at the end of Section 5.
Theorem 3.2 Assume (H1)-(H3)
. Let (x,ū) be a minimizer for problem P S,x 0 . Then (A): There exists a p(.) ∈ BV (S, T ; R n ) and µ ∈ N BV + (S, T ) such that (i) : the conditions (5) - (8) of the state constrained Maximum Principle are satisfied ,
The assertions of part (A) remain valid (possibly with a different p(.)) when condition (ii) above is replaced by:
(In interpreting condition (iii) we adopt the convention that +∞ + (−∞) = +∞. So, since
) is the function taking values −V (S, x) at points x ∈ A(S) and the value +∞ at points x / ∈ A(S).
A proof of Theorem 3.2 is given in Section 6.
The key conditions (ii) and (iia) in the theorem statement involve the subgradients ∂ 0 V (t, x) and ∂ 0
x V (t, x), whose definitions are distinguished by the fact that they involve limit of subgradients at points interior to the state constraint sets:
It follows immediately from the well-known upper semicontinuity properties of the subdifferential :
for all (t, x). We conclude then from Thm. 3.2 the following corollary. 
respectively, in which ∂V and ∂ x V are the 'standard' subdifferential and the associated partial subdifferential (see Def. 2.2).
Comments.
(a): Applying Cor. 3.3 to the special case of P S,x 0 in which h(., .) ≡ −1 yields sensitivity relations of [10] and [21] , for state constraint-free optimal control problems. The respects in which the sensitivity relations of Thm. 3.2 for state constraint problems improve on those in [6] are described in the introduction.
(b): Note that the assertions of parts A and B of the theorem are distinct, since, in general,
where Π x denotes projection onto the x vector coordinate. It remains an open question whether, under the hypotheses of the theorem, a single p(.) can be chosen to satisfy both (ii) and (iia) (in addition to (i) and (iii)).
(c): Hypothesis (H3) requires the existence of velocities satisfying a uniform inward pointing condition at all points (t, x) over an arbitrary ball for which |h(t, x)| is sufficiently small. The need to impose a uniform condition arises because we allow data that is possibly discontinuous with respect to the time variable. If (H1) is strengthened to require that U (.) is a continuous multifunction and f is a continuous function, then the asserts of the theorem remain valid when the 'inward pointing' hypothesis (H3) is replaced by the hypothesis:
At times t ∈ (S, T ) where h(t,x(t)) < 0, the sets ∂ 0 V (t,x(t)) and ∂V (t,x(t)) in Thm. 3.2 and Cor. 3.3 coincide. At times t at which the state constraint t is active however, we can expect that ∂ 0 V (t,x(t)) will be a strict subset of ∂V (t,x(t)), and that the assertions of theorem will therefore be more informative than those of the corollary. This is because the definition of ∂ 0 V involves limits of subgradients evaluated in the relative interior of Graph A. Consider, for example, the case when h(t, x), and so also A(t), are independent of time (write h(x) in place of h(t, x) etc.), and the state constraint is active at time time t. Suppose further that V is continuously differentiable at points in Graph A 0 , in a neighbourhood of (t,x(t)), and ∇V on Graph A 0 extends to Graph A as a continuous function. Then
We see here that ∂ 0 V precisely captures the gradient ∇V (t,x(t)), but that the 'coarser' subgradient ∂V suppresses gradient information about V , in the normal direction to the boundary of A atx(t). 
Existence of Neighbouring Feasible Trajectories
There is a substantial literature providing conditions for the existence of a state trajectory x on [S, T ], satisfying the state constraint x(t) ∈ A(t), S ≤ t ≤ T (a 'feasible' F -trajectory). A more refined line of investigation is to seek conditions for the existence of a state trajectory x which satisfies the state constraint, and whose closeness to a given reference state trajectory is governed by the extent to which the reference state trajectory violates the state constraint. The outcome of this research has been a number of existence of neighbouring feasible trajectory 1 If a set A ⊂ R n is of class C 1+ , then the oriented distance function is automatically C 1+ (see e.g. [11] ).
(ENFT) theorems. Such properties are of interest, because of their role in the analysis of regularity properties of value functions, in characterizing the value function as a solution (in some generalized sense) the the Hamilton Jacobi equation and in the study of conditions under which the state constrained Pontryagin Maximum Principle is non-degenerate. Existence of neighbouring feasible trajectories plays an important part also in the derivation of sensitivity relations in optimal control. In this section we state one version of the ENFT theorem, and examine some implications relevant to this application. This takes as starting point a control system with the description
Here, in contrast to the controlled differential equation underlying the optimal control problem of the Introduction, the dynamic constraint is formulated as a differential inclusion involving the multifunction F : [S, T ] × R n R n . The role of state trajectories is replaced by F -trajectories:
The state constraint sets A(t), t ∈ [S, T ], are assumed as before to have the functional representation
We shall invoke the following hypotheses (for some specified value of the positive parameter r 0 ): there exist c > 0, γ > 0, ρ > 0 and k F ∈ L 1 ([S, T ]; R) such that (D1): F takes values in the space of non-empty, closed sets and F (., x) is measurable for each 
The corollary to follow asserts that, given any F -trajectory satisfying the state constraint, there exists, arbitrarily close to it, an F -trajectory satisfying the state constraint conditions with strict inequality.
Corollary 4.2 Take any ǫ > 0, s ∈ [S, T ) and F -trajectoryx on [s, T ] that satisfies h(t,x(t)) ≤ 0 for all t ∈ [s, T ].
Assume that, for some r 0 > |x(s)|, hypotheses (D1)-(D4) are satisfied. Then there exists σ ∈ [s, T ] and an F -trajectory x on [σ, T ] such that h(t, x(t)) < 0 for all t ∈ [σ, T ].
Both Thm. 4.1 and Cor. 4.2 are proved in the report [5] . Proofs of Theorem 4.1 are given in [12] , [13] and, in a more general setting allowing a vector valued functional inequality state constraint, in [14] and [18] . These proofs have a common error : the first inequality in the estimate on page 33 of [14] , for instance, is false in general. The more refined construction procedure for neighbouring feasible trajectories in [5] corrects this error in the case of a scalar valued constraint function. A counter-example in [5] illustrates that the W 1,1 -estimate is not in general valid for multiple state constraints. We mention that the proofs of neighbouring feasible trajectories theorems in [3] and [4] apply to convex valued differential inclusions; they employ different proof techniques and are unaffected by the above observations. The proof of a related theorem under a rather restrictive "inward pointing" condition (requiring continuous feedback implementation) in [17] , also appears to be valid.
Exact Penalization
In this section we establish useful relations between the family problems P t,x , (t, x) ∈ [S, T ]×R n , defined in the Introduction and a new families of problems, in which the state constraint is replaced by an 'exact' penalty function and the control differential equation constraint is replaced by a differential inclusion constraint. For (t, x) ∈ [S, T ] × R n write
We list without proof the following elementary properties of the multifunctions (t, x) → F (t, x) and (t, x) → co F (t, x):
Lemma 5.1 Assume (H1)-(H2). Then, for either G(., .) = F (., .) or G(., .) = co F (., .) we have (i): G takes values in the space of non-empty, closed sets and G(., x) is measurable for each x ∈ R n .
(ii):
For given K > 0 and (t, x) ∈ [S, T ] × R n we define
Minimize g(y(T )) + Kmax s∈[t,T ] h + (s, y(s)) over co F -trajectories y on [t, T ] that satisfy y(t) = x . 
Proof. Take y ′ as in the lemma statement. Apply the ENFT Theorem 4.1 to {ẋ ∈ F, x(t) ∈ A(t)}. (The hypotheses permitting such application are satisfied; note in particular that hypothesis (D4) is satisfied, for the given r 0 and for some γ > 0, ρ > 0, because (H3) is satisfied.) The theorem tells us that there exists a constant K > 0 (independent of our choice of (t, x) ∈ [S, T ] × R n ) and an F -trajectory y on [t, T ] such that h(s, y(s)) ≤ 0 for all s ∈ [S, T ] and
Chose K > Kk g , where k g is a Lipschitz constant for g restricted to r 1 B, where r 1 = e c|T −S| (1+ r 0 ). Then
We see that y(.) has the properties asserted in the lemma statement.
Given (t, x) ∈ [S, T ] × R n , denote by inf P K t,x and inf co P K t,x the infimum costs of P K t,x and co P K t,x respectively. As before inf P t,x denotes the infimum cost of P t,x .
Proposition 5.3 Assume that hypotheses (H1)-(H3) are satisfied.
and if (y, u) is a minimizing process for P t,x , y is a minimizing F -trajectory for P K t,x .
(ii): Fix a bounded set D ⊂ R n . Then there exists a number K > 0 with the properties: given
and if y is a minimizing F -trajectory for P K t,x , y is a minimizing co F -trajectory for co P K t,x .
Proof. , an arc y is an F -trajectory if and only if y is a state trajectory in the sense of Section 1 (for some control function). We have inf P t,x ≥ inf P K t,x , since any state trajectory satisfying the constraints of P t,x is an F -trajectory for P K t,x with the same cost. But we deduce from Lemma 5.2 that, given any F -trajectory satisfying the constraints of P K t,x , there exists a state trajectory for P t,x with no greater cost; it follows that inf P t,x = inf P K t,x and that, if y is a minimizing F -trajectory for P K t,x , then y is a minimizing co F -trajectory for co P K t,x .
For given K > 0 we introduce a new (auxiliary) value function V K : [S, T ] × R n → R ∪ {+∞} as follows:
where the right hand side is interpreted as the infimum cost if admissible processes for P K t,x exist and as +∞ otherwise. (ii): There exists a subset J ⊂ [S, T ], of full measure, with the following property: for any (t, x) ∈ J × R n such that h(t, x) < 0 for any v ∈ co F (t, x), we have
Proof.
We omit the proof of (i), which is a straightforward consequence of the Filippov existence theorem (c.f. the proof of [20, Thm. 12.
3.5]). Consider then (ii). Given [a, b] ⊂ [S, T ] and
ξ ∈ R n , define the reachable set ofẋ ∈ co F on [a, b] emanating from ξ:
In view of the properties of co F listed in Lemma 5.1, we know from [22, Prop. 4.1] that there exists a subset J ⊂ [a, b] of full measure such that, for all ξ ∈ R n and t ∈ J
Take any (t, x) ∈ J × R n such that h(t, x) < 0 and any v ∈ co F (t, x). There exist δ i ↓ 0 as i → +∞ such that (see Lemma 2.3 (i))
According to (13) , there exists a sequence of co F -trajectories {y i : [t, t + δ i ] → R n } such that y i (t) = x for all i and δ
But since h(t, x) < 0 we deduce from the definition of V K that
(the 'Principle of Optimality'). In consequence The proof technique is to associate with the minimizing process (x,ū) a minimizing process for an auxiliary control problem, and to apply the standard state constrained Maximum Principle to the auxiliary problem. The fact that the additional control variables introduced into the auxiliary problem fail to reduce the value of the cost provides additional information in the form of sensitivity relations.
With a view to introducing the auxiliary problem, we define, for each ǫ > 0, the multifunction
for some (s, y) ∈ ((t,
and, for v ∈ R n , w ∈ R,
Recall that V is locally Lipschitz on {(t, x) : h(t, x) ≤ 0} and notice that co ∂V , viewed as a multivalued function of its base points, has closed graph (see, for example, [8, Prop. 2.1.5]). Then, for any ǫ > 0, the function σ ǫ (t, v, w) is measurable, upper semicontinuous with respect to the (v, w) variables for fixed t, and non-empty and locally bounded on ([S, T ]×R (n+1) )∩Graph A.
Lemma 6.1 Assume that hypotheses (H1) and (H2) are satisfied. Take any K > 0 and ǫ ∈ (0, 0.5). Let (x, (u, v, w)) be a process for the control system
Here V K is the function (12) .
Proof.
Let D ⊂ R n be a compact set such that x(t) ∈ D for all t ∈ [S, T ] and let J ⊂ [S, T ] be the subset of full measure, whose existence is asserted in Prop. 5.4. Now define the subset J ′ ⊂ J to comprise points t with the following properties:
Since, in consequence of Prop. 5.4, t → V K (t, x(s)) is absolutely continuous, J ′ has full measure.
Take any t ∈ J ′ . Notice first that, since s → V K (s, x(s)) is differentiable at t and V K is Lipschitz continuous on a neighbourhood of (t, x(t)), we have
In the last equality, we have used Lemma 2.3 (i). Henceforth, for simplicity, we write x(t), u(t), v(t) and w(t) as x, u, v and w. We know
(by Prop. 5.4 and since (1 + w) > 0)
(by positive homogeneity)
(where t h := t + h and
The second to last relation is a consequence of Lemma 2.3 (iii). The last relation follows from the definition of G ǫ (.) and σ ǫ (., ., .) since, by assumption, |x(t) −x(t)| < ǫ and x(t) ∈ A 0 (t).
Lemma 6.2 Assume that hypotheses (H1)-(H3) are satisfied. Take any r 0 > ||x|| L ∞ . Then there exists K > 0 andǭ ∈ (0, 0.5) with the following property: for any ǫ ∈ (0,ǭ), (x, (ū, v ≡ 0, w ≡ 0)) is a minimizer for
We know, by hypothesis (H3), that there exist γ > 0 and ρ > 0 such that
Here r 1 := e c|T −S| (1 + r 0 ). Let k h > 0 be a constant such that |∇h(t, x)| ≤ k h for any (t, x) ∈ [S, T ] × r 1 B. Now choosē ǫ to be a point in 0,
Take any ǫ ∈ (0,ǭ] and any process (y, (u, v, w)) satisfying the constraints of problem P r 0 ,ǫ . To prove the lemma, it suffices to show that the cost of (y, (u, v, w)) is not less than that of (x, (ū, v ≡ 0, w ≡ 0)). Fixing the function v and w, we apply the ENFT Theorem 4.1 to the constrained differential inclusionż
whereF (t, x) := (1 + w(t))(f (t, x, U (t)) + v(t)) .
Because we have chosenǭ to satisfy (16),F (and h) satisfy hypotheses (D1)-(D4), with c, k F and γ replaced by 2, we can demonstrate the existence of a constant K for the state constraint penalty term in P r 0 ,ǫ with the following property: regardless of our choice of ǫ and the process (y, (u, v, w)), (y, (u, v, w)) can be replaced by a new process (with the same functions v(.), w(.)), without increasing the cost of P r 0 ,ǫ , such that the new process satisfies the state constraint. It follows that we can assume, without loss of generality, that (y, (u, v, w)) satisfies the state constraint: y(t) ∈ A(t) for all t ∈ [S, T ].
Take an arbitrary sequence γ i ↓ 0 such that γ i ≤ min{r 0 − ||y|| L ∞ ; ǫ/2} for each i. Fix i and apply Corollary 4.2 to the constrained differential inclusion (17) , again fixing the functions v(.) and w(.). We conclude that there exist σ i ∈ [S, T ] and a process (y i , (u i , v, w)) for problem P r 0 ,ǫ that satisfies
Because t → V K 1 (t, x(t)) is absolutely continuous and V K 1 (T, .) = g(.) on A(T ) we deduce from Lemma 6.1 that
But σ i ↓ S, y i converges uniformly to y as i → ∞, g and V K 1 are continuous functions, and (by Proposition 5.3) V K 1 (S, y(S)) = V (S, y(S)). Therefore, we deduce in the limit as i → ∞ that
Since σ ǫ (t, 0, 0) = 0 and V (S,x(S)) = g(x(T )) it follows that
We have confirmed that (x, (ū, v ≡ 0, w ≡ 0)) is a minimizer for P r 0 ,ǫ .
We are now ready to undertake proof of Thm. 3.2, Part A. Take a sequence ǫ i ↓ 0. We deduce from Lemma 6.2 that there exists a number K > 0 with the following properties: for each i (sufficiently large) the process (x,z 1 ≡ 0,z 2 ≡ V (S,x(S)), (ū, v ≡ 0, w ≡ 0)) is a minimizer for the optimal control problem
Notice that we have reformulated the optimal control problem of Lemma 6.2, so that it now has a form to which known optimality conditions are directly applicable. This involves introducing two new state variables, z 1 and z 2 , which permit us to replace the 'max' term in the cost by a state constraint and to express the boundary conditions on state trajectories as a set inclusion. Fix i. Denote by H and H the Hamiltonian and maximized Hamiltonian for the above problem, that is:
H(t, x, z, q, r, u, v, w) .
Here, q and r = (r 1 , r 2 ) T are the co-state variables associated respectively with the state variables x = (x 1 , . . . , x n ) T and z = (z 1 , z 2 ) T . Note that H and H are independent of z. Now apply the state constrained Maximum Principle [20, Thm. 9.3.1], expressed in terms of the absolutely continuous pseudo co-state arc. (See (9) ). This tells us that there exist λ i ∈ {0, 1}, µ i ∈ N BV + (S, T ) and an (absolutely continuous) adjoint arc (q i , r i = (r i 1 , r i 2 )) :
Here co denotes 'convex closure'. In view of (24), the µ i 's are uniformly bounded in total variation by the constant K. The q i (T )'s are uniformly bounded, by (23) . Furthermore, in consequence of hypothesis (H2) and in view of (25), theq i 's are bounded by a common integrable function. Standard sequential compactness arguments may now be employed (see, for example, [20, p. 329 et seq.] ) to show that, along some subsequence of {(q i , µ i )} (we do not relabel), the µ i → µ (with respect to the weak* topology on the space of bounded linear functionals on (C(S, T ), || · || ∞ ), q i → q uniformly andq i →q weakly in the L 1 topology, for some µ ∈ N BV + (S, T ) and q ∈ W 1,1 ([S, T ]; R n ). Further, in consequence of (19) , (21), (26) and (27), −q(t) ∈ co ∂ x H t,x(t), q(t) +
[S,t] h x (s) µ(ds) a.e.,
q(S) ∈ ∂ x Ψ A(S) (x(S)) − V (S,x(S)) ,
supp {µ} ∈ {t | h(t,x(t)) = 0} ,
H t,x(t), q(t) + and p i (S) = q i (S). Write also H i (t) := H (t,x(t), p i (t)) .
In terms of these functions, (29) takes the form:
(H i (t), p i (t)) ∈ co G ǫ i (t) a.e.
Let J ⊂ [S, T ] be the subset of points t such that [S,t] h x (s)µ i (ds) → [S,t] h x (s)µ(ds) as i → ∞, and the inclusion (34) is satisfied for all i. Take any t ∈ J. Recall the definition of G ǫ (see (14) ). We see that there exist a sequence e i → 0 in R 1 × R n and, for each i ∈ N, j ∈ {1, . . . , n + 2} and k ∈ {1, . . . , n + 2}, a nonnegative number a ij , a nonnegative number a ijk , a point (t ij , x ij ) in Graph A 0 and a point ξ ijk ∈ R n+1 with the following properties: j a ij = 1 for all i and k a ijk = 1, for all i, j , ξ ijk ∈ ∂V (t ij , x ij ), for each i, j, k, (t ij , x ij ) → (t,x(t)) as i → ∞, for each j and, (H i (t), p i (t)) = jk a ij a ijk ξ ijk + e i for each i. .) The a ij 's and the a ijk 's too are uniformly bounded. It follows that, by limiting our attention to a subsequence of values of the i index (we do not re-label), we can arrange that a ij → a j for each j, and a ijk → a jk and ξ ijk → ξ jk for each j, k. Now define λ jk := a k a jk . Clearly, the λ jk 's are non-negative and sum to 1. We deduce from (35) that (H(t), −p(t)) = lim 
and H(t) := H (t,x(t), p(t)) for all t ∈ [S, T ] .
We have shown that (H(t), −p(t)) ⊂ co ∂ 0 V (t,x(t)) a.e.
Reviewing (30), (31), (32) and (33) (now expressed in terms of p(.)) defined by (36)), and condition (37), we see the arc p ∈ BV ([S, T ], R n ) meets the requirements for it to be a co-state arc. Furthermore, it satisfies the desired sensitivity relation.
Proof of Thm. 3.2, Part B: The proof of Thm. 3.2, Part B is essentially the same as that of Part A, except that in place of the sets G ǫ (t) (14) and the functions σ ǫ (t, v, w) (15) we employ the sets G ′ ǫ (t) and the functions σ ′ ǫ (t, v):
G ′ ǫ (t) := {β ∈ R n | β ∈ co ∂ x V (t, y) for some y ∈x(t) + ǫB such that h(t, y) < 0}
and, for v ∈ R n , σ ǫ i (t, v(t))dt + K max{0, z 1 (T )} + z 2 (T ) subject tȯ x = (f (t, x, u) + v) ,ż 1 = 0 ,ż 2 = 0 , (u, v) ∈ U (t) × ǫB , h(t, x(t)) − z 1 (t) ≤ 0 , (z 2 (S), x(S)) ∈ epi Ψ A(S) (·) − V (S, ·) , z 1 (T ) ≥ 0, ||x −x|| L ∞ ≤ ǫ/2 and ||x|| L ∞ < r 0 .
We apply the state constrained Maximum Principle to this problem for each i. The limit of the co-state arcs, as i → ∞, can be shown to be a co-state arc that satisfies the a sensitivity relation involving the x-partial subdifferential of V . The details of the analysis are very little different to those in the proof of Part A, and are therefore omitted.
