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High-order spectroscopic data for the reactant are used exclusively to determine both the sum 
of open reactive channels and the density of states, which are used in a statistical theory to 
predict dissociation rate constants. Practical methods are introduced for calculating sums of 
reactive channels and densities of states, when couplings among all degrees of freedom are 
included. An empirical method is described for reconciling spectroscopic parameters with 
known dissociation energies (also determined spectroscopically). The predicted k(E,J),s and 
thermal kw (n for N02 dissociation are in good agreement with experimental data, especially 
when the effects of electronically excited states are included. The predicted low pressure 
thermal rate constants are generally in fair agreement with experiment, although a slightly 
different temperature dependence is calculated; this discrepancy is probably due to the absence 
of unknown higher order spectroscopic terms and to the crude corrections made for excited 
electronic states. When high order spectroscopic (or theoretical) data are available and when 
the effects due to excited electronic states are considered, this theory is useful for predicting, 
fitting, and interpreting unimolecular rate data. 
1. INTRODUCTION 
Unimolecular reaction rate theory has developed stead-
ilyl-3 ever since Lindemann proposed4 that there is a delay 
between the time a reactant is energized and the time it 
reacts. Due to the complexities of dynamical systems with 
many degrees offreedom, statistical approaches have proved 
to be the most successful. The venerable RRKM theory5 is a 
statistical theory that has been tested many times and has 
been found to be very useful for treating unimolecular reac-
tion rate constants. 
The central premise of RRKM theory is that energy is 
rapidly distributed among all of the active degrees of free-
dom in an excited reactant. In addition, it is assumed that 
microcanonical Transition State Theory can be used to de-
scribe the act of decomposition. Recent experiments support 
the first premise under most conditions, although exceptions 
have been identified in a few cases.6--8 The second assump-
tion is generally supported by the results of classical trajec-
tory calculations, but there are some exceptions.9- 12 
A weakness of conventional applications of transition 
state theory is that the properties of the transition state are 
rarely available, except when the potential energy surface 
(PES) is calculated. Semiempirical adaptations of RRKM 
theory l3 and empirical correlations of experimental data 
have proven to be very useful in overcoming this handicap, 14 
but the purely predictive capabilities 15 of the theory remain 
relatively modest. In many applications, spectroscopic data 
are used as a starting point for estimating transition state 
parameters, but no consistent procedure has been developed 
for this purpose and normally only the lowest order spectro-
scopic parameters are used. 
In RRKM theory, the transition state essentially is a 
device for calculating the number of reactive channels (also 
a) Also Department of Chemistry. 
called exit states, unbound states, etc. ) that connect reactant 
states with product states. Phase space theory utilizes prod-
uct state counting to determine the number of reactive chan-
nels, subject to conservation of total energy, parity, and an-
gular momentum. 16.17 In the statistical adiabatic channel 
model (SACM),18 Quack and Troe used a combination of 
product state counting and empirical potential energy func-
tions to estimate the number of reactive channels; when 
available, exact potential energy functions can be employed 
in the theory. 19 Other unimolecular reaction theories (e.g., 
Slater Theory20 and that developed by Pritchard21 ) have 
also been developed, but will not be described here. 
Most statistical theories of unimolecular reactions 
(which involve formation of a strongly coupled complex22 at 
microcanonical equilibrium) produce an expression for the 
specific reaction rate constant that can be reduced to the 
following form for dissociation reactions.23.24 
k(E) =~ G(E) 
h N(E) , 
(1) 
where G(E) is the sum of states that correlate with product 
states (sum of open channels, unbound states, etc.), h is 
Planck's constant, and N(E) is the total density of states of 
the reactant. In RRKM theory, G(E) is the sum of states of 
the transition state; in phase space theory, G(E) is the sum of 
open channels that correlate adiabatically with the product 
states. When the PES is known, all of these theories can be 
applied in their appropriate limits of validity. Unfortunately, 
the PES is rarely known for applications to real systems and 
various empirical approximations must be introduced. 
Equation (1) has been derived in several ways.2.3.5.18.24 
Miller25.26 showed that the canonical rate constant can be 
written 
k( n = - dE F(E)exp( - E Ikn , 1 Saw 
hQR 0 
(2) 
where QR is the reactant partition function and F(E) is pro-
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portional to the classical flux of representative mass points 
through a dividing surface.27 The canonical rate constant 
k( n is the thermal average of the microcanonical rate con-
stant k(E): 
1 Loo k( n = - dE k(E)N(E) exp( - E Ikn , 
QR 0 
(3) 
where N(E) is the density of states of the reactant, given by 
N(E) = h -s J f dp dq c5[E - H(p,q)] . (4) 
Here, the coordinates q = {qi}, i = 1, ... and conjugate mo-
menta p are the variables in the classical Hamiltonian 
H(p,q); the Dirac delta function ensures the integration in 
Eq. (4) is carried out for H(p,q) = E. The ranges of integra-
tion in Eq. (4) depend on the location of the dividing surface 
between reactants and products, and N(E) includes all 
states, whether bound, or unbound. Note that F(E) can be 
identified with the sum of unbound states G(E). 
In this paper, high order spectroscopic data are used 
directly to calculate both G(E) and N(E) in Eq. (1). Our 
motivation is to minimize the empiricisms and assumptions 
needed in real applications, and still circumvent the need for 
determining the PES, which is a difficult and laborious task. 
The resulting model differs significantly from the others 
mentioned above, although there are naturally strong simi-
larities. The present approach does not assume separability 
of the internal degrees of freedom; intermode couplings are 
explicitly included, based on the spectroscopic data for the 
species involved. No transition state need be defined. In-
stead, the present approach uses high-order spectroscopic 
data to identify the unbound states and to calculate the den-
sity of states. 
The spectroscopic constants used in this formulation in-
clude vibrational frequencies, diagonal and off-diagonal an-
harmonicities of all orders, rotational constants, centrifugal 
stretching coefficients, etc. Generally speaking, the com-
plete set of these spectroscopic data is never available, but 
important and useful subsets of data are available for many 
species and theoretical calculations28 may provide some of 
the missing spectroscopic data. To compensate for the ab-
sence of crucial spectroscopic data and to reconcile disparate 
spectroscopic data, some empiricism must be introduced, 
but we have endeavored (with some success) to minimize it. 
Although N02 is one of the kinetically best-character-
ized reactants, its spectroscopic puzzles are notorious. The 
ground state spectroscopic properties are of the most imme-
diate interest in the present work, but rovibrational states 
above - 8500 cm - 1 have not been assigned. 29,30 Thus, a long 
extrapolation of spectroscopic properties to the dissociation 
limie 1 (_ 25 132 cm - I) is necessary. This extrapolation 
may be even more complicated due to the poorly understood 
mixing32 of the three excited electronic states with the 
ground state.33 The influence of the excited electronic states 
on the kinetics is also not well understood, and it may well be 
important. 34 
It is shown in this paper that despite the limitations im-
posed by the long extrapolations of spectroscopic data and 
the uncertainties introduced by electronically excited states, 
the predicted k(E) values are in good agreement with exper-
iment; thermal rate constants are in fair agreement, but they 
are much more sensitive to small errors in threshold energy 
and are therefore less reliable. This theoretical method 
shows considerable promise for predicting k(E,J) for mole-
cules with well-known spectroscopic properties and it may 
provide an important testing ground for statistical unimole-
cular rate theories. 
II. THEORY 
A. Approximate reduction to one dimension 
In conventional RRKM theory, a convenient approxi-
mation is to assume that the PES is separable in the vicinity 
of the transition state. This approximation permits the prob-
lem to be reduced to a single dimension and the one-dimen-
sional problem is then solved.35 A related strategy is em-
ployed here, but separability is not assumed. 
Reactants that can decompose are intrinsically anhar-
monic and therefore the harmonic oscillator model, which 
can never dissociate, is completely unsuitable. The simplest 
vibrational model for molecules that can decompose has vi-
brational states with quadratic dependence on vibrational 
quantum numbers (neglecting Fermi resonances, Coriolis 
coupling, and other perturbations). A better description in-
cludes even higher-order anharmonicities, as described by 
the following spectroscopic term expression, for example: 
n n n n n n 
E = L viOJ? + L L XijViVj + L L L YijkViVjVk • 
i=1 i=lj=l i=lj=ik=i 
(5) 
Here, Vi is the quantum number for the ith vibrational mode, 
OJ? is its frequency, and Xij and Yijk are the quadratic and 
cubic anharmonicities, respectively. Note that the frequen-
cies and anharmonicites are also modified by couplings with 
rotations and other conserved degrees of freedom (DOF), 
which, for simplicity, are not written explicitly. 
Equation (5), which is a power law expansion, cannot 
be expected to describe with great accuracy the vibrational 
states of a molecule at very high energies. Indeed, if the states 
are strongly coupled, no simple power law expansion may be 
a good description and the states may not even be assigna-
ble.36 Under these circumstances, we will assume that the 
power law expansion (or some other expansion, such as in a 
local mode basis) describes the average behavior suitable for 
state counting. One strategy for improving these extrapola-
tions has been based on theoretical consideration of the ex-
pected long range potentials for diatomics,37 perhaps a simi-
lar approach could be used for polyatomic molecules. 
For total energy E, quantum numbers can be assigned to 
all modes, except the last (i = n), and the equation can be 
rearranged to give the residual energy U as a function of the 
quantum number Vn associated with the last coordinate38 : 
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II-I II II-I 
U(v lI ) = E - L V/W? - L L XijVjV/ 
/=1 /=lj=1 
= {W~ + ~t:X/IIV/ + ~t::t>ijkV/Vj } VII 
+ {Xnn ~t>ijkV/} n2 + Ylllln V! . (6) 
Equation (6) has the form U(vn) = WVn + Xv~ + yv!; if the 
cubic anharmonicity equals zero, U(vn ) has the functional 
form appropriate for several one-dimensional oscillators, in-
cluding the Morse oscillator and the oscillator with potential 
I 
energy V(q) = - UoI(cosh2 aq)39 and this suggests that 
one of these potentials is the approximate effective one-di-
mensional potential for the last degree offreedom in the field 
of all of the other degrees of freedom. 
Generally, the/orm o/the effective one-dimensional po-
tential is not known and is not necessary/or present purposes, 
but Fig. 1 shows the relationship between the actual effective 
potential and a Morse function (for example) deduced from 
spectroscopic data. In principle, the correspondence can be 
very close up to the highest bound level, but beyond that 
point the actual potential may diverge. Actual spectroscopic 
term expressions are usually more complicated than Eq. (5), 
since other degrees offreedom must be included. For exam-
ple, the expression for a prolate symmetric top is given by 
Eq. (7), which is tiased on the Watson Hamiltonian.40 
n nn nn" n n 
E(v,J,K) = Lw?vl + L LXijv/Vj + LL LYijkV/VjVk - L v/a?AK 2 + LvJ3?K4 
/ = I 1= Ij = I I j = /k = j I I 
- llJJ2(J + 1)2 - llJKJ(J + 1 )K 2 - llKK4 + HJJ3(J + 1)3 
+HJKJ
2(J+ 1)2K2+HKJJ(J+ 1)K4+HKK6-LKK8 
II n n 
- Lvla?B[J(J + 1) - K2] + LL~AvIVjK2 + BoI(J + 1) + (Ao - Bo)K2. (7) 
; ; j>; 
When rotational degrees of freedom are included, the one-
dimensional effective potential in Fig. 1 may have a centrifu-
gal maximum; the dissociation energy of the one-dimension-
al potential (e.g., Morse potential) then approximates the 
maximum of the effective potential, as illustrated. Note that 
because the present theory does not make direct use of poten-
tial energy functions and transition state dividing surfaces, 
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FIG. 1. Definitions of energies used in the present work. The potential ener-
gy curve is for the critical coordinate. Note that the actual effective potential 
(derived from spectroscopic terms) can be fitted with a Morse curve up to 
the energy Em .. corresponding to the top-most bound state. 
For a molecule with s nondegenerate rotational and vi-
brational degrees of freedom, the ith bound state can be de-
scribed by a vector of quantum numbers VI = {vS_1 ,VJI' 
where VS _ I is the vector of quantum numbers for the s - 1 
OOF and Vs is the quantum number for the last DOF. These 
quantum numbers include all of the vibrational quantum 
numbers, as well as the rotational quantum numbers J and 
K. If the last DOF is treated classically, while all of the oth-
ers are assigned quantum numbers, the ith state can be desig-
nated {v S _ I } I' Since total energy E has been specified, the 
designation of U(vs ) [see Eq. (6)] is unnecessary. For each 
{v s _ I } I' the effective one-dimensional potential for the last 
coordinate qs will depend on all of the other quantum 
numbers (due to coupling), producing bound state energies 
described by an equation analogous to Eq. (6). If the last 
OOF is a vibration, its effective frequency and anharmonici-
ties thus depend parametrically on Vs _ I: w(vs _ I), 
X(vs _ I ), andy(vs _ I ); ifit is a rotation, the rotational con-
stants depend parametrically on v s _ I . 
For the purpose of state counting, we will assume that 
the last OOF can be described with an effective one-dimen-
sional potential energy function that depends parametrically 
on Vs _ I' Knowledge of the functional form of the potential 
energy Vs (v s _ I , q s) is not necessary for present purposes, 
but the dissociation energy of the potential is needed in order 
to distinguish between bound and unbound states. Accord-
ing to the usual method for potential functions that support a 
finite number of bound states (neglecting tunneling through 
a barrier), the dissociation energy D(vs _ 1 ) is the energy 
where a true continuum exists and the energy spacing 
between adjacent states vanishes. For one dimension, this 
condition can be written 
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(dU) -0 dv
s 
U=D - . 
(8) 
Here, U(vs ) is an expression analogous to Eq. (6). Each 
"state" {vs- \lVJi with total energy E can be identified as 
bound, or unbound, depending on whether U( Vs ) is less than 
D(vs _ 1 ), or (equivalently) vs<vs.max (the highest bound 
level). A state that is unconditionally bound is one which has 
all positive partial derivatives of U with respect to the non-
conserved quantum numbers (neglecting tunneling): 
(au) . -a . >0 for I = 1,2, ... , s. v, 'Yj=tf:.; (9) 
This is a generalization of Eq. (8) to many quantum 
numbers. States that do not satisfy the condition (9) are 
unbound in one, or more OOF. [Note that the condition 
applies to rotations, as well as vibrations, in prolate symmet-
ric top molecules, because the energy increases as the K 
quantum number is increased; for oblate tops, the test is re-
versed, since the energy decreases as K increases. ] 
We assume that unbound states can be labeled accord-
ing to the vector v s _ 1 • This identification is rigorously cor-
rect only as long as the s - 1 OOF are not coupled to the 
continuum and are therefore adiabatic. In this case, the ener-
gy of the state is the sum of the energy in the last OOF and 
that in the adiabatic OOFs; the energy in the OOFs is de-
scribed by an equation analogous to Eq. (5). For the purpose 
of state counting, we assume this description to be valid, 
even when the OOFs are coupled to the continuum. This 
assumption can be tested in future work by determining 
whether the average positions of scattering resonances are 
described by equations analogous to Eq. (5). In the present 
work, the test of this assumption is the performance of the 
model in predicting rate constants. 
B. Sum of reactive states 
In order to count the total number of reactive states, we 
can select a OOF and designate it the "critical" OOF (coor-
dinate), and then determine the sum of states which are un-
bound with respect to this critical coordinate. Since more 
than one OOF may have unbound states, this process must 
be repeated for all of the OOF to obtain the total number of 
states which are unbound. Note that there may be states that 
are simultaneously unbound in more than one coordinate 
but, at moderate energies, the number of these states is ex~ 
pected to be much smaller than the number that are un-
bound in a single coordinate, and they will be neglected in 
the present work. 
First, the OOF are ordered so that the critical OOF is 
last, and each quantum state at total energy E is designated 
as above: {v s _ 1 } i' The sum of reactive states corresponding 
to a single critical OOF is the number of {vS-l}i vectors 
that leave enough energy in the critical coordinate so that it 
is unbound. In other words, for each {v s _ 1 } i> Ui is tested 
according to Eq. (9); if it fails the test, the state is assumed to 
be reactive and to contribute to Gq (E), the sum of reactive 
states when the qth OOF is unbound. When the off-diagonal 
anharmonicities and other coupling coefficients are non-
zero, several different modes can react and the total sum of 
reactive states is G(E) = ~q Gq (E). 
For small reactants, G(E) can be determined by brute 
force evaluation of Eq. (6) for every combination of quan-
tum numbers for the nonconserved noncritical OOF. For 
larger reactants, high efficiency Monte Carlo methods are 
preferred, and one such method is described in a later sec-
tion. 
c. Density of states 
For bound states we use the following relationship, 
where the quantum number Vs is treated as a continuous 
variable: 
(10) 
For a Morse oscillator, for example, this expression is just 
(U) = 1 
P w[I-U/DF /2 ' (11) 
For any potential, Eq. (10) is applicable for energies up to 
that of the topmost bound state (Emax at vmax )' 
For the narrow range of energies below D, but above 
Emax, Eqs. (10) and (11) cannot be used, because they are 
singular when U = D and p( U) would be grossly overesti-
~ated. To avoid this problem, we make the simple assump-
tIon thatp(U) =p(Emax ) for D> U>Emax ' An alternative 
approach might be to apply the "tau method"; for motion in 
one dimension, dpdq = dEdt; integration of Eq. (4) over 
energy and period 'Tv (E) gives 
(12) 
where 'Tv (U) is the time period for "vibration." For bound 
states, this is the period for vibration between inner and out-
er classical turning points, while for energies above the disso-
ciation limit, is twice the time necessary for the motion from 
the inner turning point to the dividing surface separating 
reactants and products.42 The potential might be assumed to 
be a M~rse curve and a reasonable choice of the dividing 
surface 1S the outer classical turning point of the topmost 
bound level. 43.44 
Considering the effective one-dimensional model de-
scrib~d above, each vector {v s _ 1 } i has a corresponding 
dens1ty of states {P ( U)} i' which is given by Eq. (10). If the 
~otal number of{ vs _ l}i vectors (bound states) at energy E 
1S Wb (E), then the total density of bound states is the sum of 
the individual contributions: 
Wb(E) 
Nb(E)= L (P(U)}i' (13) 
i= 1 
This summation can be evaluated by Monte Carlo methods, 
as described in a later section. 
For unbound states, Eq. (10) cannot be applied, be-
cause it is inappropriate for energies greater than the disso-
ciation limit, and so we resort to another method. We first 
calculate the sum of unbound states G(E) as described 
above and then differentiate it2·3 to determine the density of 
unbound states: 
N (E) = dG(E) . 
U dE 
(14) 
The total density of states is then the sum of the two terms: 
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N(E) = Nb (E) + Nu (E). (15) 
Our calculations45 show that for molecules larger than tria-
tomics at moderate energies, Nu (E) can be neglected to an 
excellent approximation [this finding partially supports the 
implicit assumption made in every other calculation of 
which we are aware, that Nu (E) makes a negligible contri-
bution to N(E)]. However, in the limit o/very high energies, 
there are no bound states and every state is unbound, regard-
less o/the size o/the molecule. Thus Nu (E) must be included 
at high energies, even for large molecules. 
The Monte Carlo methods used in the present work to 
obtain Nb (E) and G(E) are described below. 
D. Symmetry and reaction path degeneracy 
Statistical factors originate from two sources in the pres-
ent work: the usual symmetry factors and unbound state 
degeneracies (bound states are assumed to be nondegener-
ate, aside from symmetry factors). 
Unbound state degeneracies can be determined as fol-
lows. Consider the curved reaction path q corresponding to 
the dissociation of N02 into NO + O. The potential profile 
along that path is an even function that roughly resembles 
the l/cosh2 aq one-dimensional potential, which has the 
same expression for the energy levels as the Morse oscillator. 
Separation of the reaction products can occur at both 
q = + 00 andq = - 00 (to produce 0 + NO and ON + 0, 
which are indistinguishable), leading to a degeneracy of 
tw039 for states above the dissociation energy. For all sym-
metric potentials and equivalent products (isotopic substitu-
tion can produce nonequivalent products), the translational 
wave function degenerate pairs can be identified as even, or 
odd functions, and this symmetry property can be used to 
categorize the wave functions. 39 Odd potential functions, 
such as the Morse oscillator, can only decompose for posi-
tive values of q and therefore the degeneracy of unbound 
states is unity. The Morse potential is qualitatively appropri-
ate for symmetric stretch modes and other modes where the 
potential can only decompose for one direction of motion. 
The degeneracy gu of the unbound critical oscillator 
states must be used in the evaluation of both Nu (E) and 
G(E). For one-dimensional motion along the critical coor-
dinate, g u is determined according to whether dissociation is 
possible in only one direction, or in both directions. How-
ever, the potential surface is not one dimensional and the 
actual motion at any point can be described in terms of a 
linear combination of coordinates. For N02, the dissociation 
energy of the symmetric stretching mode is lowered when 
energy resides in the asymmetric stretch mode (see below) 
and the motion is some combination of the symmetric 
stretch ql and the asymmetric stretch q3 coordinates. Since 
the molecule can dissociate both toward (ql' q3) = ( + 00, 
+ 00) and (ql' q3) = ( + 00, - 00), the translational wave 
function is doubly degenerate and gu = 2 whenever the 
quantum number V3 > 0, butgu = 1 when V3 = 0 (in the cal-
culations reported below, the great majority of unbound 
states had V3 > 0) . 
As discussed by Pollak and Pechukas46 and by Coul-
son,47 symmetry factors should be used in the partition func-
tions in transition state theory, rather than other prescrip-
tions for "reaction path degeneracy." Similarly, G(E) and 
N(E) must include all appropriate symmetry factors Us, if 
the density of states is high enough for their use. For a sym-
metrical molecule like N02 (C 2v ), each state with specified J 
quantum number must have a particular symmetry with re-
spect to interchange of the two oxygen nuclei. 18 Thus, re-
gardless of the value of J, only half of the rovibrational states 
occur in N02, on the average (if the density of states is not 
sufficiently large, the average cannot be applied). The same 
principle applies to unbound, as well as to bound states. 
The unbound state symmetry is determined according 
to the same rules as for bound states, but the symmetry of the 
unbound "vibration" is determined according to whether 
the translational wave function in the critical coordinate is 
even or odd. For the unbound asymmetric stretching mode 
(symmetric potential energy function) in a symmetric tria-
tomic, half the translational wave functions are even and half 
are odd. If the states are closely spaced, the total mechanical 
density of states is divided by Us = 2, the rotational symme-
try number. Similarly, the mechanical sum of unbound 
states is also divided by us' Since both numerator and de-
nominator of the rate constant expression are divided by the 
same factor, the symmetry factors cancel, unless the states 
are so widely spaced that the average symmetry factor can-
not be used and individual state symmetries must be evaluat-
ed. 
The final expressions for the sum of unbound states and 
the total density of states, including both symmetry factors 
and the degeneracy of unbound states, are given by 
W.(E,J) 
G(E,J) = us-




I L {p(U)}; +-G(E,J) , (16b) 
;=1 dE 
where Wb (E,J) and Wu (E,J) are the "mechanical" sums of 
bound and unbound states (neglecting statistical factors), 
respectively, and where the symmetry factors are written 
explicitly, although they cancel in Eq. (1). A Monte Carlo 
method for evaluating these functions is presented below. 
It is interesting to compare the magnitudes expected for 
the rate constants for dissociation of N02 molecules that 
may have isotopically labeled oxygen atoms. If one oxygen is 
labeled, but the spectroscopic constants are unchanged from 
the unlabeled molecule, the dissociation energies to produce 
0* + NO and O*N + 0 are identical, making Us = 1, but 
gu may still equal 2, ifv3 is excited. The symmetry number Us 
cancels in Eq. (1) and gu depends not on symmetry, but on 
whether dissociation can take place in two directions39 and 
thus is not affected by the labels. The result is that the rate 
constants for dissociation ofONO and O*NO are identical 
if their spectroscopic constants are the same, as is expected: 
The branching ratio to form the two sets oflabeled products 
is not predicted explicitly by the present theory, and addi-
tional assumptions will be necessary for its evaluation. 
III. COMPARISONS WITH OTHER THEORIES 
In the present theory, G(E) is calculated from the spec-
troscopic constants and corresponds only to the unbound 
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states of the reactant. The criterion for identifying an un-
bound state is based on whether the energy in the critical 
coordinate exceeds the effective dissociation energy in that 
coordinate. Oue to the coupling among the coordinates, it is 
also necessary to test whether the energy in any other coordi-
nate exceeds its dissociation energy, after all of the quantum 
numbers have been assigned. That is the basis for the tests in 
Eq. (9). 
In the usual applications of RRKM theory,2,3,5 G(E) is 
calculated based on a transition state described by empirical 
parameters that fit experimental kinetics data, or (rarely) 
from calcuated PESs. Only recently, intermode couplings 
have been included in the evaluation of G(E) from potential 
surfaces,48,49 but, in most applications, the OOF are as-
sumed to be separable. In most practical applications, the 
reactant and the transition state are treated as distinct chem-
ical species, as is suggested by the form of transition state 
theory, where the transition state has one fewer OOF than 
the reactant. By contrast, in the present approach, there is 
only one chemical species, but only certain of its states are 
identified as reactive states. In our language, the transition 
state can be regarded as a device that helps in the determina-
tion of the sum of unbound states and its (usually) empirical 
parameters compensate for neglect of the intermode cou-
plings, which are specifically included in the present theory. 
The correspondence between the present approach and the 
transition state species is clear, ifit is noted that a transition 
state species can be defined (but not uniquely!) that has a 
total sum of states equal to the sum of unbound states of the 
reactant in the present approach. 
In the usual applications of RRKM theory, separable 
degrees of freedom are assumed and therefore states of the 
transition state are independent of the exact distribution of 
energy among the noncritical OOF. By contrast, the un-
bound states in the present theory depend on every unique 
combination of the noncritical OOF quantum numbers, due 
to the specific inclusion of intermode couplings. An impor-
tant advance beyond conventional RRKM theory has been 
made by Wardlaw and Marcus,49 who employ Monte Carlo 
integration of the classical phase space integral to obtain the 
sum of states for the "transitional" modes, which are usually 
strongly coupled. 
The Quack and Troe SACM,18 in its simplest version, 
specifically considers a small number of intermode cou-
plings by invoking semiempirical coupling factors. In this 
theory, G(E) is the sum of open adiabatic channels which 
are assumed to correlate with the product states. The adiaba-
tic channels are constructed from assumed potential energy 
curves and associated centrifugal barriers, thermoche-
mistry, semiempirical corrections for coupling between the 
reaction coordinate and other degrees of freedom, and rules 
for correlating reactant and product states. The present the-
ory resembles the SACM in that the reactant unbound states 
can be identified approximately with the open adiabatic 
channels of the SACM, but the two theories differ in the 
methods used for identifying the unbound states and calcu-
lating molecular state densities. 
In all applications of which we are aware in which the 
PES is not known, RRKM theory and the SACM have in-
cluded only the density of bound states for anharmonic oscil-
lators in the denominator of Eq. (1) (the harmonic oscilla-
tor approximation can be used to estimate the total density of 
states, but this approximation is very poor for energies near 
and above the reaction threshold). The present theory in-
cludes the densities of both bound and unbound states in 
practical calculations. For triatomic reactants, the density of 
unbound states makes a significant contribution. 
IV. MONTE CARLO METHOD 
For separable degrees offreedom, excellent methods for 
calculating sums and densities of states have been developed, 
but these methods cannot be applied to nonseparable cases. 
For triatomic molecules, the factors in Eq. (7) might be 
evaluated by direct, explicit summation, but this brute force 
approach is untenable for larger molecules, because so many 
states are involved. Monte Carlo techniques offer a good 
solution to this problem, as shown elsewhere.38 
In the present calculations, the quantum numbers (con-
sistent with total energy E) for all noncritical OOF are first 
assigned by Monte Carlo selection (with shuffling of their 
order), including all couplings. First, J is specified and K is 
selected randomly, consistent with conservation of energy 
and with the condition that IK I <.J; then the n - 1 vibration-
al quantum numbers are assigned randomly, subject to con-
servation of energy. The remaining energy U is then assigned 
to the critical OOF and the dissociation energy of the critical 
OOF is evaluated from Eq. (S). Note that the properties of 
every oscillator are affected by the selections of J, K, and the 
other vibrational quantum numbers, according to Eq. (7). 
In any trial, if energy U is greater than the dissociation ener-
gy D of the critical OOF for that trial, or if the conditions 
expressed by Eq. (9) are not satisfied, the state is unbound. 
An efficient method for Monte Carlo sampling within 
any arbitrary boundary has been presented elsewhere.38 This 
weighted Monte Carlo method has an efficiency comparable 
to stratified sampling methods, and is particularly well suit-
ed to problems with complicated boundaries in hyperspace, 
where the volume of the sampling region is not known. For 
example, the sum of states is directly proportional to the 
sampling volume (which is unknown), but the boundaries 
are expressed by the spectroscopic term expression [e.g., Eq. 
(7)] and by Eq. (9). The final Monte Carlo expression for 
an integral (or summation) Susing this method is written 
g 
S = N t-;;/ L /(g)Nglwg, (17) 
i=1 
where / (g) is the integrand, a function of the vector ofvari-
abIes g (describing a particular point, or cell in hyperspace), 
N tot is the total number of Monte Carlo trials, and Ng is the 
number of trials performed in the gth cell. The weighting 
factor Wg is a function of the range of the sampling variables 
within the sampling volume, and it is written 
s 
Wg = II R i-I, 
;=1 
(IS) 
where there are s variables and Ri is the range of the ith 
variable. For a complete description of this method, and an 
outline of the sampling algorithm, see Ref. 3S. 
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To minimize complicated bookkeeping, we selected the 
Monte Carlo sampling region according to boundaries that 
approximately satisfied Eq. (9) for all except the last DOF. 
The sampling region is illustrated in Fig. (2a) for the cou-
pled VI and V3 modes in N02• (The actual sampling region is 
more complicated, since V2 and the K quantum number must 
also be sampled. ) Each (v I, v3 ) state is represented as a point 
on the VI X V3 plane and each state has an energy. In the 
figure, vibrational energy U is presented as a contour plot, a 
function of VI and v3• From the origin, the energy rises and 
then exhibits a broad ridge with a col near VI :::::22 and v3 :::::9, 
which is the minimum dissociation energy. Lines labeled A 
and B are the loci where the partial derivatives of U with 
FIG. 2. Contour plots of vibrational energy as a function of vibrational 
quantum numbers VI and V, (thin lines). The energies (em-I) are obtained 
by multiplying the numbers on the lines by 1000. (a) Spectroscopic data 
withnoadjustments:Ec{J = 0) = 26 281 em-I. Lines A and BareforaU / 
aVI = 0 and au /&, = 0, respectively. (b) Adjusted spectroscopic data 
(withYI33 = -0.205): Ec{J= 0) =25132cm- l • 
respect to VI and V3 are, respectively, equal to zero. States are 
bound when they are in the region bounded by lines A and B, 
and by the energy contour corresponding to the minimum 
dissociation energy. For higher energies, unbound states are 
found near the col. 
As an illustration of the boundaries, consider the mole-
cule with 30 000 cm - I of excitation energy distributed 
between VI and V3• The maximum values for VI and V3 are 
both -23, where the former is limited by line B (i.e., au / 
aV3 = 0) and the latter by the energy contour. The sum of 
bound states with energy less than or equal to 30 000 cm - I is 
the number of states within the area bounded by the 30 000 
cm - I contour and by lines A and B. The sum of states that 
are unbound with respect to V3 is the length of the VI axis 
where the energy contour falls outside the boundary. For 
30000 cm- I , that length is for 12..;;v l ..;;23, and therefore 
G3 ::::: 11. The corresponding sum for VI unbound states is 
G I::::: 18, and thus the total sum of unbound states is G::::: 29. 
In every trial, {v s _ I } i is selected and U is determined. 
If U is greater than the dissociation limit D for the last oscil-
lator, the state is considered unbound. If U is less than D, the 
quantum number Vs is determined and the resulting state is 
tested to determine whether the conditions in Eq. (9) are 
satisfied. If satisfied, the state is bound, otherwise, it is un-
bound. The selection of the sampling boundaries minimizes 
the chance of inadvertantly counting states more than once 
that are bound in coordinate qs' but unbound in some other 
coordinate. 
The density of bound states is given by Eq. (13), where 
p ( U) is evaluated for every trial. The total density of states is 
given by Eq. (15). For the bound states, the densities are 
calculated for each vibrational mode selected separately as a 
possible reaction coordinate, and the final density of bound 
states is the average of the three separate calculations, since 
Nb (E) should be independent of the order in which modes 
are selected. The summations in Eqs. (13) and (16) were 
evaluated in the present work according to the Monte Carlo 
technique just described and the accuracy of the technique 
for state densities was verified by comparisons with differen-
tiated sums of states obtained using the method described in 
Ref. 38. 
V. APPLICATION TO N02 
The spectroscopy and unimolecular reactions of nitro-
gen dioxide have been studied by many investigators, pro-
viding an important test for any theory. A serious complica-
tion limits the detailed comparisons between experiment and 
theory, however: the experimental reaction rate determina-
tions reflect the effects of multiple PESs, while the predic-
tions are restricted to a single surface. The importance of this 
effect is estimated below. 
A. Rate constant data 
The unimolecular dissociation reaction ofN02 has been 
investigated with shock tube techniques at high tempera-
tures in the low pressure region and over much of the fall-
off.50 
(19) 
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The recombination reaction has been studied by several 
techniques in the low pressure limit over a range of lower 
temperatures.5l ,52 Quantum yield measurements53 at very 
high pressure have been used to determine the recombina-
tion rate constant relative to the well known rate constant for 
reaction (20)54: 
Oep) + N02 -+02 + NO. (20) 
Other quantum yield measurements were subjected to a 
Stern-Volmer analysis to derive values for k(E) that are 
uncertain by about a factor of two. 55 In addition, photofrag-
mentation spectroscopy provides an estimate for the lower 
limit k(E,J) > 5 X 10- 12 S-I at a photon energy of 28810 
cm -I. 56 The equilibrium constant for the reaction is well 
known,57 providing a solid connection between the dissocia-
tion and recombination kinetics experimental data. These 
kinetics and thermochemical data constitute one of the most 
complete data sets available for any unimolecular reaction 
system. 
B. Spectroscopic data 
1. Dataset 
A very extensive set of spectroscopic constants has been 
determined for N02, as presented in Table I. All of the vibra-
tional frequencies, quadratic anharmonicities, and a few of 
the cubic anharmonicities for N02 have been determined. 
The differences among the determinations of the cubic an-
harmonicities are mostly due to different ways of treating the 
Darling-Dennison perturbations. (Darling-Dennison and 
other perturbations could be considered explicitly in the cal-
culations described here, but for present purposes they are 
neglected.) The rotational constants, centrifugal stretching 
TABLE I. N02 spectroscopic constants· (in em-I). 
w; 1325.325 -f,~ 
w; 750.141 t,~ 
w; 1633.860 y:~ 
XII - 5.471 y:~ 
X 22 - 0.469 -f,~ 
X33 - 17.062 /31 
X I2 - 6.433 /32 
Xl3 - 29.549 /33 











I - 0.0835 t:..K 
a
OA 2 - 0.3577 HJ 
a
OA 3 0.2313 HJK 
aOD I 2.45( - 3) H KJ 
a~B 4.82( - 4) HK 
a~B 2.707 - 3) LK 
coefficients, and the rovibrational coupling coefficients have 
been determined to high order, and the dissociation energy is 
well known. 
The spectroscopic constants determined by Sams and 
Lafferty3o,58 were adopted for the calculations, except for the 
four cubic vibrational anharmonicities Yijk' which were tak-
en from Bist and Brand.29 This approach was taken because 
Sams and Lafferty explicitly included Darling-Dennison 
couplings in their treatment, while Bist and Brand's treat-
ment absorbed the effects of the coupling within the cubic 
anharmonicities. Rather than add more complexity to the 
calculation, we used Bist and Brand's cubic terms. 
2. Problems with extrapolations 
The spectroscopic data were obtained at relatively low 
energies and the molecular constants were determined for 
the usual power law expansions in terms of the vibrational 
and rotational quantum numbers, as in Eq. (7). Clearly, 
there is the real danger that the use of such expressions will 
be completely inadequate for predicting the energies of high-
ly excited states. For the power law expansions to converge, 
enough terms must be included so that the high order terms 
are much smaller in magnitUde than the low order terms. 
Unfortunately, the spectroscopic data are seldom extensive 
enough to include the needed terms. This problem manifests 
itself in the present data set by an inconsistency between the 
vibrational parameters and the dissociation energy. It is also 
evident in divergent rotational terms for large values of the 
rotational quantum numbers. 
3. Vibrational parameters and dissociation energy 
In this work, the exact positions of the excited states are 
less important than the average densities of states and the 
0.01433 
3.74( - 3) 
0.0309 
- 0.0140 
- 0.020 3 
- 2.09( - 4) 
- 8.66( - 4) 




3.006 8( -7) 
- 1.949 9( - 5) 
2.688 1( - 3) 
5.3( - 13) 
- 3.7( - 10) 
1.97( - 8) 
2.9461( - 6) 
3.55( - 9) 
y:~ 0.0038 D(ON-O) 25 132d 
• From Refs. 27 and 58 unless otherwise noted. Numbers in parentheses indicate power of 10, i.e., 3.0( - 4) is 
3.0X 10-4 • 
b Reference 26. 
c Adjusted in present work; see the text for details. 
d Reference 28. 
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sums of unbound states, except for the location of the disso-
ciation energy, which strongly influences reaction kinetics. 
The dissociation energy predicted by the spectroscopic 
constants was determined by using Monte Carlo selection of 
the s - 1 quantum numbers in Eq. (7) with the spectroscop-
ic data in Table I. Numerous trials were carried out; in each 
trial, the binding energy of the critical Morse oscillator de-
pends on {v}. _ I and the dissociation energy (measured 
from the zero point energy) for each trial is the binding ener-
gy D summed with Es _ I , which includes the rotational en-
ergy, if any. The minimum such dissociation energy (mea-
sured from the reactant zero point energy for J = 0) is 
identified with the reaction critical energy Ee (J) for the 
specified J state. 
For J = 0 and for no adjustments of the spectroscopic 
data, the reaction critical energy was found to be 26 281 
cm - I, which is only 1149 cm - I higher than the known dis-
sociation energy. Considering the extrapolations involved, 
this agreement is exceptionally good, but the discrepancy 
reveals the importance of the unknown high order spectro-
scopic constants. 
An empirical method was used to reconcile the data. In 
the "cubic" method, the cubic anharmonicity Y\33 was ad-
justed (see Table 1) to give the known dissociation threshold 
energy Ee (J = 0) = 25132 cm- I • This method does little 
violence to the low energy spectroscopic data and has rela-
tively little effect on the coupling between modes 1 and 3, as 
evidenced by the similarity of the two panels in Fig. 2. The 
first panel in Fig. 2 shows the vibrational energy as a func-
tion of VI and V3 obtained using the original unadjusted data 
set. The crest of the broad "ridge" that extends from upper 
left to lower right is the dissociation energy as a function of 
the two quantum numbers. The lowest point along the ridge 
is the dissociation threshold. Note that the minimum disso-
ciation energy is achieved only when both VI and V3 are excit-
ed. Other combinations of these two quantum numbers may 
have nearly the same energy, but the reactant will not disso-
ciate. Figure2(b) is similar to panel (a), but here the adjust-
ed data were used. It is noteworthy that the general features 
of Figs. 2(a) and (b) are very similar, except for the disso-
ciation energy. This indicates that the intermode coupling 
between VI and V3 are quite similar in both cases. 
4. Problems with rotational constants 
The rotational constants for N02 are based on states at 
relatively low energies (- 8500 cm - I ), but the rotational 
constants are exceptionally complete. For reactions at 1500 
K, k( E,J) values for J up to - 100 are needed. Unfortunate-
ly, the known rotational constants are not well-behaved for 
extrapolations to high energies, because the high order terms 
are not sufficiently small for the power series expansion to 
converge. 
Watson4o and others have discussed the convergence 
criteria for the rotational constants and it has been conclud-
ed that each successive set of higher order terms must be 
< 10-4 times the preceding order. Thus, LK should be 
< 1O-4 XHK , etc. Although some molecules satisfy this 
condition, 59 N02 does not, and the rotational energy expres-
sion does not converge for high values of J and K. To avoid 
this problem in the present work, we neglected terms in K 
and terms in J(J + 1) that are higher order than quadratic. 
Results from our calculations using all terms are indistin-
guishable from those that use just the low order terms, for J 's 
less than - 20, where the power series is still convergent. For 
higher J's, the full expression cannot be used and we are 
forced to neglect the higher order terms. 
This solution to the nonconvergence problem is not very 
satisfactory, because most of the rotational energy is not 
available for redistribution among the other DOF and a mis-
calculation directly affects the reaction rate constants. Un-
fortunately, we are limited to the known spectroscopic data 
and must neglect the higher order terms, until a spectroscop-
ic term expression is found that converges faster. 
c. Effects of electronically excited states 
To compare theory with experiment, the effects of elec-
tronically excited states must be estimated and the theoreti-
cal rate constant multiplied by correction factor p -;, or 
Pe (E) for thermal and microcanonical rate constants, re-
spectively. Smith34 has described a method for estimatingp-; 
for recombination rates, when the electronic states are not 
coupled. Essentially, each individual electronic state has an 
associated falloff curve. If electronic quenching of the vibra-
tionally stabilized electronically excited molecules is faster 
than redissociation, the excited electronic state makes a con-
tribution to the overall reaction, otherwise it is unimportant. 
Smith used Troe's methods IS to calculate the low pressure 
rate constants (assuming a collision efficiency Pe ;::::0.2 for 
all electronic states in collisions with argon) and the maxi-
mum free energy model of Quack and Troe60 to calculate the 
high pressure rate constants for the recombination of 
NO + 0 to form N02 • He concluded that at 300 K ko and 
k 00 are increased by factors of P -; ( 0) ;:::: 1. 7 and 
P -;( 00) ;::::2.9, respectively, due to contributions from elec-
tronically excited states. 
We have repeated Smith's calculations34 on N02 for a 
wide range of temperatures using his input parameters, 
which were derived from a theoretical calculation,61 we ob-
tained results similar to Smith's: there is very little tempera-
ture dependence over the range form 200 to 2000 K and the 
correction factors for the low and high pressure limits are 
-1.5 and -3.5, respectively. 
In Smith's approach, the electronic states are assumed 
to be separable in the isolated molecules. However, it is 
known that at least two of the three excited states in N02 
undergo rapid internal conversion and it seems likely that 
strong coupling with the ground state exists for all three 
excited states. 32•62 If the coupling is very strong and rapid, 
every vibrational level of every electronic state will be per-
turbed in energy and also will contribute equally (statistical-
ly) to the density of states (both bound and unbound) and 
the sum of reactive states (if unbound). Thus the density and 
the sum of vibrational states are sums of the contributions 
from the individual electronic states. For the purpose of state 
counting, we can neglect the energy perturbations and as-
sume that the vibrations and rotations are separable. For the 
four electronic states that are assumed to be coupled in N02, 
the total density and sum of states are given by 
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(21) 
Gr(E) = L G;(E- TI)h(E- T;), (22) 
; 
where the summations are over the contributing electronic 
states, and N; (E) and G; (E) are the density and sum of 
vibrational states, respectively, for each electronic state. The 
Heaviside step functions h (E - T; ) are zero for energies less 
than the electronic state origins at energies T;, and unity 
above. 
To estimate crudely the effects of electronic states, we 
applied RRKM theory in a simplified way. Specifically, we 
used the vibrational frequencies and energy origins T; tabu-
lated by Smith34 for each electronic state of N02 and used 
the Stein-Rabinovitch algorithm63 to calculate the corre-
sponding densities of states that appear in Eq. (21). The 
bending modes were assumed to be harmonic oscillators and 
the stretching modes were treated as Morse oscillators with 
dissociation energy given by D; (cm -I) = 25 132 - T; for 
each electronic state. The transition states for reaction were 
crudely assumed to have the same frequencies for reaction as 
the electronic states themselves, except the symmetric 
stretch mode was assumed to be the reaction coordinate in 
each case. This crude approach is justified only because the 
transition states for the excited electronic states are un-
known and must be guessed, in any event. The total sum of 
states G~(E) for the transition state(s) was calculated ac-
cording to Eq. (22) by the Stein-Rabinovitch algorithm. 
The correction factor for the specific rate constants (i.e., 
k(E)'s] is then the ratio of the total RRKM rate constant to 
that for the ground state (i = 0): 
/3 (E) = G~(E) No(E) . 
e Nr(E) Gb(E) 
(23) 
The crude assignment for the transition state gave a 
ground state absolute rate constant that is about a factor of 
10 too low, but it is assumed that the relative effects of the 
electronic states according to Eq. (23) are still estimated 
with sufficient accuracy. This correction factor according to 
Eq. (23) was found to be -1.7 for energies up to -35 ()()() 
cm - I. The corresponding high pressure and low pressure 
limiting thermal correction factors (300 K) were found to 
be /3 ;(0) :::::2.8 and /3;( (0) :::::4.5, respectively, only a little 
higher than those found using Smith's method. Clearly, bet-
ter methods for estimation of this factor must be developed 
in future work. 
D. Thermal rate constants 
In general, it is desirable to use the densities of states 
[N(E,J)'s] and specific rate constants [k(E,J)'s] in a full 
Master Equation treatment of the reaction system, whether 
thermal, or non thermal. 64,65 For present purposes, this pro-
cedure is not justified because the collisional energy transfer 
parameters are unknown and the calculation is too cumber-
some. The limiting high pressure unimolecular rate constant 
is independent of energy transfer parameters and can be cal-
culated directly: 
k«> (T) =P;(00)Q-1h -I L (2J+ 1) 
J 
x r«> G(E,J) exp( - E /kT)dE. 
JEc<J) 
(24) 
In this expression, E is the total energy, Q is the rovibrational 
partition function at temperature T, and the effects of excit-
ed electronic states are reflected in P ; ( 00 ). 
The intermediate and low pressure rate constants de-
pend on energy transfer parameters, which are unknown for 
N02• Nevertheless, the "strong collision"low pressure rate 
constant can be calculated directly: 
k';(T) =P;(0)Q-1Zu ~(2J+ 1) 
X roo N(E,J) exp( - E /kT)dE (25a) 
JEc<J) 
ko(T) =Pck';(T) , (25b) 
where Pc is the (unknown) collision efficiency, Z u is the 
Lennard-Jones collision rate constant, and ko( T) is the 
weak collider low pressure rate constant. Rate constants for 
the recombination reaction are obtained through use of the 
equilibrium constant. 
E. Results 
The densities ofN02 bound states calculated according 
to the present method are compared in Fig. 3 to state densi-
ties calculated according to two other methods. As shown 
elsewhere,38 Monte Carlo calculation of the sum of states 
can include all couplings among the degrees of freedom and 
therefore gives the exact result, but the Stein-Rabinovitch 
method can be applied only for separable degrees offreedom. 
The exact density of states was determined by fitting the 
sums of states from the Monte Carlo method to a polynomial 
and then taking the derivative. Figure 3 shows that the 
Stein-Rabinovitch method underestimates the density of 
bound states by 40% near the dissociation energy and the 
error increases significantly at higher energies. The semi-
classical Monte Carlo method used here for calculating den-
sities of bound states gives results that are correct to within 
about 10% for the entire energy range, demonstrating its 
utility for nonseparable anharmonic degrees of freedom. 
Above the reaction threshold, unbound states make an 
important contribution to the total density of states, as 
shown in Fig. 4. At still higher energies, N b (E) decreases to 
zero and all states are unbound. The incorporation of Nu (E) 
is different from usual applications of RRKM theory, 
SACM, and other statistical theories which neglect the un-
bound states. The unbound states must be included in calcu-
lations involving triatomics, since their omission can lead to 
significant errors, especially at higher energies. However, for 
molecules larger than triatomics at moderate energies, the 
contribution of the unbound states can be neglected safely, 
for most purposes.4S 
The sum of unbound states (open channels) G(E,J) can 
be compared with results obtained using the SACM and the 
Wardlaw-Marcus49 RRKM Theory. Figure 5 is adapted 
from the work of Wardlaw and Marcus, where they showed 
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FIG. 3. Density of bound states vs total energy for J = 0 and 20 using three 
different methods of calculation and spectroscopic data from Table I. (1) 
Semiclassical method presented in this work [Eq. ( 11 ) J. (2) Full density of 
states derived from Monte Carlo sum of states including all spectroscopic 
terms in Eq. (7) (method of Ref. 38). (3) Separable degrees offreedom, 
according to Stein-Rabinovitch (Ref. 63) method. 
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FIG. 4. Total density of states and density of bound states, for J = 0, calcu-
lated with present method and spectroscopic data from Table I. Note the 
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FIG. 5. Sums ofreactive states (open channels) according to the Wardlaw 
and Marcus (Ref. 49) (symbols) and the present approach (solid lines) for 
J = 0, 10, and 40. 
the close agreement between their extension ofRRKM theo-
ry for a particular model PES and results obtained using the 
SACM. 18 The values obtained for G(E,J) obtained in the 
present work are in excellent agreement with the other ap-
proaches. The present results are based on experimental data 
for high-order spectroscopic properties of N02, while the 
other approaches employ an empirical PES (which is also 
partly based on N02 spectroscopic data). It is gratifying that 
the three independent approaches to this problem have pro-
duced such consistent results. The close agreement between 
the three methods indicates that k(E,J),s from all three 
methods are very similar, when the same densities of states 
are used. (However, the other approaches do not use the 
same densities of states, since they neglect intermode cou-
pling.) The resulting thermal rate constants will also be very 
similar, except at low temperatures, where small threshold 
energy differences may become important. 
Using the density of states and the sum or' unbound 
states at each energy, k(E,J) was calculated according to 
Eq. (1); a sufficient number of Monte Carlo trials was per-
formed so that the k(E,J) values had about ± 5% statistical 
uncertainty, as shown by the error bars in Fig. 6. The calcu-
lated k(E,J) values presented in Fig. 6 superficially resem-
ble those obtained using the SACM. 18 Wardlaw and Mar-
CUS
49 did not actually calculate rate constants and a direct 
comparison with their work is not possible. A close inspec-
tion shows that the threshold energies predicted from the 
spectroscopic data in the present work do not correspond 
exactly with those of the SACM, but this difference is not 
large (Wardlaw and Marcus did not report threshold ener-
gies). The threshold energies are very important for thermal 
rate constants at low temperatures, as discussed below. 
In Fig. 7, the comparison between predicted f3e (E) 
Xk(E,J = 0) and experimental values for keEl shows ex-
cellent agreement. The experimental values have an estimat-
ed uncertainty of a factor of 2 and the predicted values are 
based exclusively on spectroscopic data, with no jitting of ki-
netics results. 
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FIG. 6. Specific rate constants k(E,J) , according to Eq. (I) for the "cubic 
method" (see the text for details). The error bars represent the Monte Carlo 
statistical uncertainty. 
Values for the high pressure limiting thermal rate con-
stants were obtained by numerical integration of Eq. (24). 
For convenience, all of the results for N(E,J) , G(E - Ec,J), 
k(E - Ec ,J), and Ec (J) were least-squares fitted to polyno-
mials using multiple regression (Table II). For thermal sys-
tems at T<2000 K, most of the contribution to the partition 
functions comes from low energies of excitation, where cou-
pling among the DOF can be neglected. Thus the partition 
functions were calculated using standard formulas,66 which 
were checked for accuracy in a few cases by numerical inte-
gration using densities of states calculated with the Stein-
Rabinovitch method. 
According to the RSM, the high pressure thermal rate 
constant for dissociation, including the factor P;( 00), was 
found to be k ~SM (n = 2.09 X 1015 ( T 13(0) 0.6 
TABLE II. Least squares fits to calculated factors.· 











E.Ec (i=o) , em·1 
FIG. 7. Experimental (symbols) and predicted values (solid lines) of k( E). 
The solid line represents P. (E) X k(E,J = 0), with P. (E) = 1.7 (see the 
text). (0) Experimental k(E) from Ref. 55 (factor of2 uncertainty) (LI.) 
Experimental k(E) lower limit from Ref. 56. 
Xexp( - 36 503/n S-I. Thermal rate constants at the 
high pressure limit provide a test of the theoretical predic-
tions of G(E), but the experimental high pressure limit can 
only be obtained by uncertain extrapolation of experimental 
falloff curves. The effects of electronically excited states also 
introduce uncertainties. Nonetheless, the predicted rate con-
stant compares very well over the whole range of experimen-
tal temperatures with the experimental high pressure rate 
constant,so koo (n = 2.0X 1014 exp( - 36 198/n S-I, 
which is uncertain by at least a factor of2. 
Although the agreement between prediction and experi-
ment is excellent, the minor difference in temperature de-
pendence could be eliminated by slight changes in the Ec (J) 
threshold energies for higher J states. These threshold ener-
gies depend on the coupling between rotations and vibra-
In[ Y(X,J)] = A + B In (X) + C[ln(X) f + D[in(X)]3 + Eln(J + I) + F[ln(J + I) f 
+ G[in(J + 1)]3 + H{ln(X) XIn(J + I)} + L In(X) X [In(J + 1)]2 
+ M{[In (X) 2 X [In(J + I) f} + p{[ln(X)3 X [In(J + I) J} 
Ec(J) =A + BJ + CJ2 
Y(X,J): N(E,J = 0-100) h -IG(E - Ec,J) k(E- EC'J) Ec(J) 
A - 8.585(3) 3.124(1 ) 3.167(1) 2S 132 
B 2.476(3) - 2.701 - 2.686 0.253 
C - 2.382(2) 0.434 0.443 0.347 
D 7.638 - 0.015 - 0.0165 
E - 3.745(1) 0 - 1.491 
F -0.703 0 0 
G -0.029 0 0.034 
H 5.703 0.297 0.326 
L 0.0707 -0.067 - 0.0708 
M 0 0.0049 0.0046 
P - 0.018 - 0.0013 -0.0014 
• X = E for column 2, X = (E - Ec) for columns 3 and 4. 
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tions, which are expressed in Eq. (7) by terms up to fourth 
order in K and by terms up to only second order in Vj and in 
J. Since the spectroscopic data fits only included vibrational 
assignments up to about 8500 cm -1 and J, K levels up to 
-40, the extrapolations to higher J levels and higher ener-
gies are very long, possibly leading to the - 300 cm - 1 shifts 
in Ec (J) for higher J that may account for the discrepancies 
between predictions and experiment. Alternatively, the 
slight difference may be due to our crude estimate of the 
effect of excited electronic states. 
Recombination rate constants krec are not calculated 
directly in the present work, but are determined by their 
relationship with the calculated dissociation rate constant 
and the eqUilibrium constant: krec (1) = k(1)IKeq • In the 
present work, Keq was calculated using the JANAF Ta-
bles.57 Low pressure limit recombination rate constants de-
pend on the strong-collider rate constant k ~ and on the col-
lision efficiency Pc, which is not known independently of 
theory for N02 : ko( 1) = Pc (1)k ~(1). The strong-collider 
recombination rate constant at low temperature was deter-
mined from numerical integration of Eq. (25) to be k ~~:-c: 
= 2.4 X 1O-32 ( T 13(0) - 0.42 cm6 S-I, which can be com-
pared with the experimental value67 for argon collider gas: 
krec•o = 6.8 X 1O-32 (T/300) -1.86. The temperature de-
pendence of the calculated weak collider recombination rate 
constant will include that of Pc (i.e., - T -1), producing an 
overall temperature dependence of - T- 1.42, which is 
slightly smaller than that observed. 
Near 300 K, the calculated rate constant is significantly 
lower than the experimental value even before multiplica-
tion by Pc, which must be less than unity, but at higher tem-
peratures, the discrepancy disappears. Considering that Pc is 
expected to be .;;;0.3, the calculated rate constant at 300 K is 
probably at least a factor of 10 too low. This discrepancy 
may be due to several factors: (I) a small error in the pre-
dicted thresholds for reaction Ec (J) can give low rate con-
stants, especially at low temperature; (2) possible underesti-
mates of the extent of rovibrational coupling near the 
reaction threshold can lead to an underestimate of state den-
sity and low rate constants; and (3) errors in our crude esti-
mate of P '[ can lead to a low predicted rate constant. The 
first possible explanation arises because the low temperature 
recombination rate constant was calculated from the disso-
ciation reaction and the equilibrium constant. Although the 
threshold energy for J = 0 is known exactly, the correspond-
ing thresholds for the higher J values important at 300 K are 
only known approximately from spectroscopic data. 
Changes in the coupling between rotation and vibration can 
change the higher J thresholds and will affect the thermal 
rate constants. The second and third possible explanations 
may be inextricably intertwined, since the presence of excit-
ed electronic states may affect rovibrational coupling within 
any "single" electronic state.32 Both effects will lead to high-
er densities of states, but they will also lead to higher sums of 
states, which would diminish the excellent agreement with 
the experimental high pressure limit. Development of better 
methods for estimating P '[ deserves high priority, since ex-
cited electronic states may be important in many (even 
most) recombination reactions. 
VI. CONCLUSIONS 
Conceptually, the present theory is closely related to 
RRKM theory and the statistical adiabatic channel model. 
The most important new feature of this theory is that a single 
set of high order spectroscopic data is used as the basis for 
calculating both sums of reactive states and densities of mo-
lecular states. This has the clear conceptual advantage over 
conventional applications of RRKM theory in that each re-
active unbound state is also a molecular state and must con-
tribute to the total density of states. In conventional applica-
tions ofRRKM theory, the reactant and the transition state 
have separate state assignments and the energies of these 
separate sets of states usually do not coincide. 
In the SACM, the unbound states (open channels) con-
nect molecular states to product states according to empiri-
cal, or calculated potential energy curves. (Thus, the un-
bound sates should also contribute to the total density of 
states, although their contribution heretofore has been ne-
glected.) The present approach is similar, except that in-
stead of potential curves and approximate coupling terms, 
the spectroscopic data are used directly to calculate sums 
and densities of states for nonseparable anharmonic modes. 
Moreover, the adiabatic correlations with product states in 
the SACM are not necessary in the present model. The pres-
ent theory is more like RRKM theory in this regard, since 
the product states play no role in determining the theoretical 
rate constant. By adding an adiabatic assumption,68 how-
ever, the present theory might be extended to predict prod-
uct state distributions; future work will explore this possibil-
ity. 
High-order spectroscopic data are used in the present 
theory, including intermode and rovibrational coupling 
terms. These terms add substantially to the realism of the 
present calculations, but they also necessitate the use of 
Monte Carlo techniques. The additional calculational effort 
is not large, however: the calculations reported here were 
performed using a Macintosh II microcomputer. More real-
istic theories use Hamiltonians derived from the spectro-
scopic data,69 but inversion of the spectroscopic data to ob-
tain the PES is not easy. The present theory avoids this 
difficult step and still retains virtually all of the information 
carried by the spectroscopic data. 
Equation (I) applies to dissociation reactions, where a 
true continuum exists. In isomerization reactions, all states 
are bound, and special care must be taken to account proper-
ly for this fact. 70 It seems quite feasible to extend the basic 
ideas in the present model to such reactions. 
Some empiricism has been necessary in implementing 
the present theory, because the known dissociation limit 
does not agree with extrapolation of the low energy spectro-
scopic data. This sort of discrepancy is familiar from Birge-
Sponer extrapolations to dissociation limits in diatomic mol-
ecules and is due to the omission of higher-order anharmoni-
cities, which are usually unknown. To compensate for this 
discrepancy, an empirical method was introduced and the 
results were shown to agree very well with other theories and 
with experimental data. Although we have made no attempt 
to fit the theory to experiment, such fitting in principle can 
be carried out very successfully by empirically adjusting the 
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unknown high-order spectroscopic parameters. It is worth 
noting that spectroscopic Hamiltonians that depend on pol-
ynomial expansions are not particularly suitable for extrapo-
lations to high quantum numbers; the development of other 
functional forms is most desirable. 
The predicted thermal rate constants reported here for 
N02 are in moderate agreement with the experimental data. 
There is, however, a major source of uncertainty in making 
comparisons with the experiments: the role of electronically 
excited states. Nevertheless, even with crude estimates for 
this effect, the theoretical predictions are in reasonable 
agreement with experiment, showing that this approach has 
great promise in interpreting, fitting, and predicting unimo-
lecular reaction rate data when appropriate spectroscopic, 
or theoretical data are available. 
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