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Abstrat
We show that solutions u(x, t) of the non-stationnary inompressible NavierStokes
system in R
d
(d ≥ 2) starting from mild deaying data a behave as |x| → ∞ as a potential
eld:
u(x, t) = et∆a(x) + γd∇x
∑
h,k
δh,k |x|2 − dxhxk
d|x|d+2 Kh,k(t)
 + o( 1|x|d+1
)
(i)
where γd is a onstant and Kh,k =
∫ t
0
(uh|uk)L2 is the energy matrix of the ow.
We dedue that, for well loalized data, and for small t and large enough |x|,
c t |x|−(d+1) ≤ |u(x, t)| ≤ c′ t |x|−(d+1), (ii)
where the lower bound holds on the omplementary of a set of diretions, of arbitrary
small measure on S
d−1
. We also obtain new lower bounds for the large time deay of the
weighted-Lp norms, extending previous results of Shonbek, Miyakawa, Bae and Jin.
Nouveaux prols asymptotiques
des solutions non-stationnaires de Navier-Stokes
On montre que la solution u(x, t) de l'équation de NavierStokes inompressible
dans R
d
(d ≥ 2) issue d'une donnée de Cauhy générique et modérément déroissante a
se omporte, pour |x| → ∞, omme un éoulement potentiel donné par la formule (i) ;
γd est une onstante et Kh,k =
∫ t
0 (uh|uk)L2 est la matrie d'énergie de l'éoulement.
On en déduit que, si la donnée est bien loalisée, le hamp de vitesse vérie (ii) pour t
susament petit et |x| assez grand. La borne inférieure est valable sur le omplémentaire
d'un ensemble de diretions, de mesure arbitrairement petite dans S
d−1
. On obtient aussi
de nouvelles bornes inférieures du taux de déroissane en temps grand des moments de
la solution dans Lp qui étendent des résultats antérieurs de Shonbek, Miyakawa, Bae
and Jin.
Keywords: Asymptoti behavior at innity. Deay. Upper bound estimates. Lower bound
estimates. Mild solutions to the Navier-Stokes system. Asymptoti separation of variables.
Peetre weight.
Mathematis Subjet lassiation: 76D05, 35Q30.
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1 Introdution
Let a be a divergene-free vetor eld in Rd (d ≥ 2). We onsider the Cauhy problem for the
NavierStokes equations : 
∂tu−∆u+ (u · ∇)u = −∇p,
div u = 0,
u(x, 0) = a(x).
(NS)
The unknowns are the veloity eld u = (u1, . . . , ud) and the pressure p. The problem has to
be solved on R
d × [0,+∞) or at least on Rd × [0, T ) for some T > 0.
Beause of their paraboli nature, the NavierStokes equations feature an innite-speed
propagation eet in the spae variable. This phenomenon is usually desribed by the fat that
ompatly supported initial data give rise to solutions whih immediately have non-ompat
support. On the other hand, beause of the pressure, whih an be eliminated from the
equations only by applying a non-loal operator, the solutions of the NavierStokes equations
have quite a dierent behavior as |x| → ∞ from that of solutions of non-linear heat equations.
The main purpose of this paper is to study suh asymptoti behavior. For example, we
address the following problem. Assume that, at the beginning of the evolution, the uid
is at rest outside a bounded region (say, a ∈ C∞σ (Rd), the spae of smooth, solenoidal and
ompatly supported vetor elds). At whih veloity will the uid partiles that are situated
far from that region start to move ?
We will obtain sharp answers to this and related questions by onstruting new asymptoti
proles of solutions to (NS), prediting the pointwise behavior of u as |x| → +∞.
A few asymptoti proles of solutions to the NavierStokes equations in the whole spae
are, in fat, already known. For example, F. Planhon [22℄, studied self-similar proles.
However, his results annot be used in the ase of initial data deaying at innity faster than
|x|−1, sine the only possible self-similar prole, in this ase, would be the zero funtion. For
faster deaying data, the asymptoti proles of A. Carpio [6℄, Y. Fujigaki, T. Miyakawa [8℄,
Miyakawa, Shonbek [21℄, T. Gallay, E. Wayne [11℄ and Cannone, He, Karh [5℄ provide
valuable information about the large-time behavior of the veloity eld. However, in all these
works the asymptotis are obtained by omputing some spatial norms of expressions involving
the solution. The limitation of this approah is that most of the information on the pointwise
behavior of the veloity eld is lost.
Our method is dierent, and onsists in proving that, asymptotially, the ow behaves as
a linear ombination of funtions of separate variables x and t.
Our proles imply that, without external fores, the ow assoiated with deaying initial
data behaves at innity as a potential eld, with a generalized Bernouilli formula relating
the pressure to the energy matrix (uh|uk)L2 of the ow. This illustrates the fat that the
spatial behavior at innity of the ow is almost time-independent, ontrary to the temporal
asymptoti, whih is known to be inuened by spatial deay.
Notations
1. We denote by L∞ϑ the spae of all measurable funtions (or vetor elds) f on R
d
, suh
that :
‖f‖L∞
ϑ
= ess sup
x∈Rd
(1 + |x|)ϑ |f(x)| < +∞.
2
The spae Cw ([0, T );L∞ϑ ) is made of funtions u(x, t) suh that u(t) ∈ L∞ϑ for all t ≥ 0
and  limt′→t ‖u(t
′)− u(t)‖L∞θ = 0 if t > 0,
u(t) ⇀
t→0
u(0) in the distributional sense.
2. For positive φ, the notation f(x, t) = Ot
(
φ(x)−1
)
means that |φ(x)f(x, t)| ≤ Ct, for
some funtion t 7→ Ct, possibly growing as t→∞, but loally bounded.
3. The solution of the heat equation is
et∆a(x) = (4πt)−d/2
∫
Rd
e−
|x−y|2
4t a(y) dy.
4. We also adopt the standard Kroneker symbol: δi,j = 1 if i = j, and δi,j = 0 otherwise.
Our starting point is the following well known result (see [19℄, hapter 25).
Theorem 1.1 Let d ≥ 2. There exists a onstant γ > 0 suh that for any divergene-free
vetor eld a ∈ L∞(Rd), one an nd
T ≥ γmin{1; ‖a‖−2L∞}
and a unique mild solution u ∈ Cw ([0, T ];L∞) of (NS). This solution u is smooth for t > 0.
Moreover, if a belongs to L∞ϑ for some ϑ ≥ 0, then we also have :
u ∈ Cw
(
[0, T ];L∞ϑ
	
)
with ϑ
	
= min{ϑ ; d+ 1}.
This onlusion an be restated in a slighlty dierent way (see also [24, Proposition 3℄) :
u(x, t) = et∆a+Ot
(
(1 + |x|)−min{2ϑ ; d+1}
)
on [0, T ]× Rd.
Asymptoti behavior of loal solutions
We an now state our rst main result. Let us introdue the energy matries :
Eh,k(t) =
∫
Rd
(uhuk)(y, t) dy and Kh,k(t) =
∫ t
0
∫
Rd
(uhuk)(y, s) dy ds. (1)
The following theorem desribes the asymptoti prole of loal solutions.
Theorem 1.2 For ϑ > d+12 and an initial datum a ∈ L∞ϑ , let u ∈ Cw
(
[0, T ];L∞ϑ
	
)
be the
solution of (NS) given by the preeding theorem. The following prole holds for |x| → +∞ :
u(x, t) = et∆a(x) +∇Π(x, t) +Ot
(
|x|−min{2ϑ ; d+2}
)
(2)
where Π(x, t) is given by :
Π(x, t) = γd
∑
h,k
(
δh,k
d |x|d −
xhxk
|x|d+2
)
·Kh,k(t) (3)
3
and γd = π
−d/2 Γ(d+22 ). If, moreover, the rst and seond order derivatives of a belong to L
∞
ϑ ,
then there exists a onstant p0 suh that the following prole holds for t > 0 :
p(x, t) = p0 − γd
∑
h,k
(
δh,k
d |x|d −
xhxk
|x|d+2
)
· Eh,k(t) +Ot
(
|x|−min{2ϑ−1 ; d+1}
)
(4)
Remark 1.3 This theorem essentially says that, for mild deaying data (this is the meaning
of the assumption a ∈ L∞ϑ , with ϑ > d+12 ),
u(x, t) ∼ et∆a(x) +∇Π(x, t), as |x| → ∞.
In other words, the ow behaves at innity as the solution of the heat equation plus a potential
eld at innity. In partiular, if follows that for fast deaying data (i.e. when ϑ > d+ 1, we
simply have
u(x, t) ∼ ∇Π(x, t), as |x| → ∞,
sine the linear evolution an be inluded in the lower order terms.
Theorem 1.2 does not over the ase of slowly deaying data (i.e., the ase ϑ ≤ d+12 ). The
spatial asymptoti of those slowly deaying solutions (inluding self-similar solutions) has a
dierent struture and annot be onstruted with the same method. We should onsider it
in an independent paper.
Remark 1.4 The deay of the remainder in (2) annot exeed |x|−d−2. Indeed, (NS) being
invariant by translation, the hoie of the origin is arbitrary and one an easily hek that
∇Π(x− x0, t)−∇Π(x, t)
deays at innity as |x|−d−2 if Π 6≡ 0 and x0 6= 0.
Even if u(x, t) develops a singularity in nite time, the potential eld in (2) will remain
uniformly bounded away from the origin :
|∇Π(x, t)| ≤ C ‖a‖L2 t|x|−d−1.
However, the above result provides no information about the singularity itself, nor does it
prevent it from appearing : as long as the solution is smooth, the remainder of (2) ompensates
for the singularity at the origin of ∇Π(x, t).
Remark 1.5 The above prole for the pressure has some analogy with Bernoulli's formula
for potential ows :
p = p0 +
1
2
ρU2.
Suh a formula holds rigorously for the stationary Euler equation with no external fore, but
this identity an also be useful when dealing with high Reynolds ows around aerodynamial
bodies (see, e.g., the desription of the Prandtl laminarity theory in [14, Chapter 9℄).
The asymptoti proles of Theorem 1.2 are meaningful when the leading term does not
vanish identially. It turns out that this is the ase for generi solutions. Indeed, the next
result provides a neessary and suient ondition for ∇Π to be identially zero.
Proposition 1.6 Let u as in Theorem 1.2 and K = (Kh,k). For any t ∈ [0, T ], the homo-
geneous funtion x 7→ ∇Π(x, t) vanishes identially on Rd if and only if the matrix K(t) is
proportional to the identity matrix, i.e.
∀h, k ∈ {1, . . . , d}, Kh,k(t) = α(t) δh,k (5)
with α = 1d TrK.
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This shows that ∇Π does not vanish for generi ows. Conditions (5) also our in the
paper of T. Miyakawa and M. Shonbek [21℄. It is shown therein that a high deay rate of the
energy of the ow for large time is essentially equivalent to (5) holding in the limit t→ +∞.
Suh orthogonality relations an also be desribed in terms of vanishing moments of the
vortiity ω = url u of the ow (see, e.g. [11℄, [12℄). Fousing on the vortiity, in fat, has
ruial advantages in the study of the large time behavior of solutions, espeially in the two-
timensional ase. We refer e.g. to the reent work of Gallay and Wayne [13℄ on the global
stability results of vortex solutions.
On the other hand, the large spae behavior of the vortiity is less interesting than that
of the veloity eld. This an be shown by taking the url(·) operator term-by-term in
formula (2): the term url(∇Π) identially vanishes. The physial interpretation of this
remark is the following: if we start with an initial datum with loalized vortiity, then the
vortiity will remain loalized as far as the solution exists (this fat, of ourse, was already
known).
In priniple, it would be possible to extend formula (2) and to write a higher-order asymp-
toti for u as |x| → ∞. The above observation allows us to predit that all the higher-order
terms of the expansion of the veloity eld must be url-free. Otherwise, there would be a
limitation on the deay rate of ω as |x| → ∞ and this would ontredit e.g. the results of [12℄,
[18℄. In other words, all the higher-order terms of the expansion of u should be gradients.
Large time asymptotis
Under a suitable smallness assumption suh as
ess sup
x∈Rd
|x| |a(x)| ≤ ε0,
one an take T = +∞ in Theorem 1.1 (see, e.g., [20℄). Moreover, the loalization property of
the ow persists uniformly. One has :
|u(x, t)| ≤ C (1 + |x|)−α (1 + t)−β/2
for any α, β ≥ 0 suh that α + β ≤ min{ϑ ; d + 1}. When ϑ = d or d + 1, one needs the
additional assumption that the above estimate already holds for et∆a (see [1℄). In partiular,
these estimates imply that, for large t :
‖u‖2L2([0,t],L2) ≤
{
C, if ϑ > d+22
Cǫ t
−ϑ+ d+2
2
+ǫ, if ϑ ≤ d+22 ,
for all ǫ > 0 (this bound also holds for ǫ = 0, ϑ 6= d+22 , but we will not use this fat).
We an now give our asymptoti prole for global solutions.
Theorem 1.7 Given ϑ > d+12 , let u(x, t) be a solution of (NS) on R+ × Rd suh that
|u(x, t)| ≤ C0 (1 + |x|)−α (1 + t)−β/2 (6)
for any α, β ≥ 0 suh that α+ β ≤ ϑ
	
. Then,
u(x, t) = et∆a(x) +∇Π(x, t) + |x|−d−1E
(
x√
t+ 1
; t
)
+R(x, t) (7)
with the following estimates :
|E(x, t)| ≤ Ce−c|x|2 ‖u‖2L2([0,t],L2) (8)
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and, for any 0 ≤ α ≤ min{1, ϑ − d+12 }, and all t ≥ 1,
|R(x, t)| ≤ Cα |x|−d−1−α t−
1
2
+α
2 , if ϑ > d+32 ,
|R(x, t)| ≤ Cα,ǫ |x|−d−1−α t
d+2+α
2
−ϑ+ǫ, if d+12 < ϑ ≤ d+32 .
(9)
Due to the form of the remainder terms, it seems impossible to obtain a desription of the
pointwise behavior of u for large but xed |x|, and t→∞. Conlusion (7) is interesting only
for (x, t) suh that |x| ≥ C√t+ 1. For those points, this prole provides more information
than those in [8℄ or [5℄ (on the other hand, our assumptions are neessarily more stringent).
Appliations
For smooth and fast deaying initial data, aording to Theorem 1.2 one has
|u(x, t)| ≤ Ct (1 + |x|)−(d+1). (10)
Theorem 1.2 allows us to answer the more subtle problem of the validity of the orresponding
lower bound to (10).
A rst diulty is the following: the upper bound ensures that u(·, t) is integrable, so that
the divergene-free ondition implies
∀t > 0, ∀j ∈ {1, . . . , d},
∫
Rd
uj(x, t) dx = 0.
In partiular, sine u is smooth for t > 0, no uniform lower bound by a given positive funtion
an hold. However, non-uniform and anisotropi lower bounds do hold, even if the initial data
is rapidly dereasing.
More preisely, for generi ows (i.e. if we exlude ows with speial symmetries) starting
from fast deaying data, we will prove that for some small t0 > 0 (depending only on the
initial datum), and for j = 1, . . . , d,
c t |x|−(d+1) ≤ |uj(x, t)| ≤ c′ t |x|−(d+1), c, c′ > 0 (11)
for all t ∈ (0, t0] and all |x| ≥ C/
√
t, with x outside a small set of exeptional diretions,
along whih the deay an be faster. In other words, the onstant c in (11) is independent
of t or |x|, but does depend on the diretion x/|x| (see Theorem 3.1 below for a more preise
statement). For example, we will see that in dimension two the exeptional set is made of
at most six diretions. The remarkable fat is that the above lower bound holds e.g. for
ompatly supported data (that is, even without assuming that |a(x)| ≥ c(1 + |x|)−d−1). In
partiular, this allows us to improve the previously known results (see e.g., [3℄, [19℄) on the
instantaneous spatial spreading property of highly loalized ows.
For generi global strong solutions, Theorem 1.7 implies various lower bounds. More
preisely, starting from a fast deaying initial datum, we get, for all 0 ≤ α ≤ d + 1, and
large t :
‖u(t)‖L∞α ≥ c t
−(d+1−α)/2. (12)
This result is a onverse to Miyakawa's property (6).
In the same spirit, Theorem 1.7 an be applied to estimate the deay of the moments of
the solutions : for all 1 ≤ p <∞ and α ≥ 0 suh that
α+
d
p
< d+ 1, (13)
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we obtain, for large t,
‖ (1 + |x|)α u(t)‖Lp ≥ c t−
1
2
(d+1−α− d
p
)
. (14)
This lower bound seemed to be known only in a few partiular ases (namely, p = 2 and
0 ≤ α ≤ 2, see [23℄, [12℄, [4℄, or 1 ≤ p ≤ ∞ and α = 0, see [8℄). The orresponding upper
bounds to (14), starting with the work of M. E. Shonbek, have been studied by many authors.
See [18℄ for a quite general result.
In some sense, the restrition (13) on the parameters ould be removed, sine (11) implies
that for generi solutions, one has
‖ (1 + |x|)α u(t)‖Lp =∞
whenever α+ dp ≥ d+ 1 (see also [3℄).
Our results an also be applied to the study of the anisotropi deay of the veloity eld.
In the whole spae, we show that not too stringent anisotropi assumptions on the deay of
the data will be onserved by the ow. We also show that, if the initial data is well loalized
in R
d
, then the ow deays faster than (1 + |x|)−(d+1) as soon as one omponent does. This
prevents loalized ows in R
d
from having a really anisotropi deay.
The situation an be dierent in other unbounded domains. For example, we will briey
disuss the ase of the half plane xd > 0, with Neumann boundary onditions, and show that,
in this ase, generi ows have a genuinely anisotropi deay.
The asymptoti separation of variables method
The proof of (2) relies on a new, simple method that is a sort of asymptoti separation of
variables. We an summarize it as follows: one starts writing the NavierStokes equation in
the usual integral form
u(t) = et∆a−
∫ t
0
e(t−s)∆ P div(u⊗ u)(s) ds, (15)
where P is the Leray-Hopf projetor onto the divergene-free vetor elds :
Pf = f −∇∆−1(div f).
Then we use a lassial deomposition of the nonlinear term (see e.g., [23℄, [3℄)
(u⊗ u)(x, t) =
(∫
Rd
(u⊗ u)(y, t) dy
)
g(x) + v(x, t),
where g denotes the standard gaussian funtion, and v is dened through this formula.
Sine
∫
Rd
v(x, t) dx = 0, the funtion et∆ P div v behaves at innity better than the previ-
ous non-linearity et∆P div(u ⊗ u) : its ontribution an be inluded in the remainder terms.
The next step onsists in observing that the kernel of et∆P div behaves, as |x| → ∞, as a
time independent homogeneous tensor H(x). Then we show that by applying e(t−s)∆P div
to a matrix of the form E(s)g, where the oeients of E(s) depend only on time, we get
H(x) · E(s), plus some lower order terms. A time integration then yields a prinipal part
for the veloity eld of the form H(x) ·K(t), as |x| → ∞. An expliit omputation of this
produt provides the expression for Π(x, t) in (2).
We point out that the above strategy is not spei to the NavierStokes equations, but an
be adapted to obtain the spatial asymptotis for more general models. What one essentially
needs for its appliation are suiently expliit expressions (or sharp estimates) for the kernels
of the operators involved.
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Struture of the artile
Our main results are Theorem 1.2, its ompanion Theorem 1.7, and Theorem 3.1. Corollary 3.6
also has some interest, sine it extends a few results in the existing literature and its proof is
very short. This paper is organized as follows. The proof of Theorem 1.2 and Theorem 1.7
is ontained in Setions 2.42.5, after we have prepared some preliminary estimates. In
Setion 2.6 we establish Proposition 1.6, in a slightly more omplete form. The remaining
part of the paper is devoted to appliations : in Setion 3.1 we give a preise statement and
a proof of (11). Setion 3.2 ontains the proof of (12) and (14). The last setions deal with
the anisotropi deay of solutions.
2 Proof of the main results
Let us now fous on the proof of the above results.
We shall use the following notations for the kernel of the onvolution operator et∆P div :
Fj;h,k(x, t) =
∫
Rd
ie−t|ξ|
2+ix·ξ
(
1
2
[ξhδj,k + ξkδj,h]− ξjξhξk|ξ|2
)
dξ
(2π)d
·
Aording to (15), the jth omponent of (NS) an therefore be written as
uj(t) = e
t∆aj −
d∑
h=1
d∑
k=1
∫ t
0
Fj;h,k(t− s) ∗ (uhuk)(s) ds. (16)
This kernel is related to the standard gaussian funtion g(x) = (4π)−d/2e−|x|2/4 in the
following way. One has :
Fj;h,k(x, t) = F
(1)
j;h,k(x, t) + F
(2)
j;h,k(x, t)
with
F
(1)
j;h,k(x, t) =
1
2
[(∂hgt)δj,k + (∂kgt)δj,h] , F
(2)
j;h,k(x, t) =
∫ ∞
t
∂j∂h∂kgs(x) ds
Note that F
(1)
j;h,k = F
(1)
j;k,h and F
(2)
j;h,k = F
(2)
j;k,h aordingly to the fat that only the symmetrial
kernel has a physial meaning; gt(x) = t
−d/2g(x/
√
t) is the fundamental solution of the heat
equation.
2.1 Some elementary omputations on F
We shall need time-independent asymptotis of F , valid in the region where |x|2 ≫ t.
Lemma 2.1 There exist two positive onstants C and c that depend only on d, and a family
of smooth funtions Ψj;h,k satisfying
|Ψj;h,k(x)|+ |∇Ψj;h,k(x)| ≤ Ce−c|x|2 (17a)
suh that :
Fj;h,k(x, t) = γd
(
σj,h,k(x)
|x|d+2 − (d+ 2)
xjxhxk
|x|d+4
)
+ |x|−(d+1)Ψj;h,k
(
x√
t
)
(17b)
with γd = π
−d/2 Γ(d+22 ) and σj,h,k(x) = δj,hxk + δj,kxh + δh,kxj .
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Remark 2.2 Note that x = 0 is not a singular value of F ; indeed, Fj;h,k is a C∞ funtion on
R
d×]0;+∞[ and one may immediately hek on the Fourier transform that Fj;h,k(0, t) = 0.
Atually, for |x|2 ≤ t, the following omputations also imply that :
|Fj;h,k(x)| ≤ C
δj,h|xk|+ δj,k|xh|+ δh,k|xj |
t(d+2)/2
+O
( |x|2
t(d+3)/2
)
.
Remark 2.3 In Theorem 1.7, one has :
Ej(y, t) = −
∑
h,k
∫ t
0
∫
Rd
(uhuk)(z, t− s)Ψj;h,k
(√
t+ 1
s+ 1
y
)
dz ds
with the Ψj;h,k given by this lemma.
Proof. For all indies j, h, k (distint or not) in {1, . . . , d}, one has :
F
(1)
j;h,k(x, t) = −
δj,k xh + δj,h xk
4(4π)d/2 t(d+2)/2
e−|x|
2/4t,
thus F
(1)
j;h,k(x, t) = |x|−(d+1)Ψ
(1)
j;h,k
(
x/
√
t
)
, with
Ψ
(1)
j;h,k(x) = −2−d−1π−d/2(δj,k xh + δj,h xk)|x|d+1e−|x|
2/4.
Let us introdue σj,h,k(x) = δj,hxk + δj,kxh + δh,kxj . One also has :
F
(2)
j;h,k(x, t) =
∫ ∞
t
(
σj,h,k(x)
(2s)2
− xjxhxk
(2s)3
)
gs(x) ds.
The hange of variable λ = |x|/√4s gives gs(x) = π−d/2|x|−dλde−λ2 , and therefore :
F
(2)
j;h,k(x, t) = 2π
−d/2
∫ |x|/√4t
0
(
σj,h,k(x)
|x|d+2 λ
d+1 − 2xjxhxk|x|d+4 λ
d+3
)
e−λ
2
dλ.
The following formula provides information when A = |x|/√t≫ 1 :∫ A
0
λd+ne−λ
2
dλ =
1
2
Γ
(
d+ n+ 1
2
)
−
∫ ∞
A
λd+ne−λ
2
dλ.
This leads to :
πd/2F
(2)
j;h,k(x, t) =
σj,h,k(x)
|x|d+2 Γ
(
d+ 2
2
)
− 2xjxhxk|x|d+4 Γ
(
d+ 4
2
)
+ |x|−(d+1)Ψ(2)j;h,k
(
x√
t
)
with
Ψ
(2)
j;h,k(x) = −
2σj,h,k(x)
|x|
∫ ∞
|x|/2
λd+1e−λ
2
dλ+
4xjxhxk
|x|3
∫ ∞
|x|/2
λd+3e−λ
2
dλ.
Conlusion (17b) follows immediately from the well known formula Γ(z + 1) = zΓ(z). The
bounds on Ψj;h,k and its derivatives are also obvious.

The seond valuable property of F is that the onvolution with the standard gaussian
funtion is equivalent to a shift in time.
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Lemma 2.4 For all t > 0 and x ∈ Rd, one has :(
Fj;h,k(·, t) ∗ g
)
(x) = Fj;h,k(x, t+ 1). (18)
Proof. Sine (gt)t≥0 is a onvolution semi-group, i.e. gt ∗ g = gt+1, one has :
F
(1)
j;h,k(·, t) ∗ g =
1
2
[(∂hgt)δj,k + (∂kgt)δj,h] ∗ g = F (1)j;h,k(·, t+ 1)
and F
(2)
j;h,k(·, t) ∗ g =
∫ ∞
t
∂j∂h∂kgs+1(x) ds =
∫ ∞
t+1
∂j∂h∂kgs(x) ds = F
(2)
j;h,k(·, t+ 1).

Let us nally reall a lassial estimate of the L1 norm of the kernel.
Lemma 2.5 There exists a onstant C > 0 suh that
∀t > 0, ‖F (·, t)‖L1 ≤ C t−1/2. (19)
Proof. This follows from (17b).

2.2 Deomposition of the non-linear term
Theorems 1.2 and 1.7 rely on a suitable deomposition of the non-linear term. A similar
deomposition has been previously used by M. Shonbek [23℄ to prove lower bounds on the
large-time deay of the L2-norm of the ow. This part of the omputations is ommon to
both proofs.
Let us rst explain the deomposition on a gaussian non-linearity. If g denotes the standard
gaussian funtion and gt the fundamental solution of the heat equation, one sets :
g2t (x) =
(∫
Rd
gt(y)
2dy
)
g +△(x, t).
The remainder △(x, t) has a mean value of zero :∫
Rd
△(x, t)dx = 0.
For xed x ∈ Rd, this approximation sheme behaves badly if t → 0 or t → +∞ ; indeed, a
simple omputation leads to
△(x, t) =
{
1−
(
t
2
)d/2
e(2−t)|x|
2/4t
}
g2t (x).
But this omputation also shows that suh approximation sheme is satisfatory at least when
t ≃ 2 or |x|2 ≃ 2d t
t− 2 ln
t
2
,
i.e. when △(x, t) is lose to zero. We now perform a similar deomposition for the non-
linearity in (NS).
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Now let a be a L∞ϑ divergene-free vetor eld and u ∈ Cw
(
[0, T ];L∞ϑ
	
)
be the solution of
(NS) given by Theorem 1.1, starting from these initial data. Reall that ϑ
	
= min{ϑ; d + 1}.
Sine ϑ > d2 , one has L
∞
ϑ
	
⊂ L2 and hene the energy matrix
Eh,k(t) =
∫
Rd
(uhuk)(y, t) dy
is well dened. Consistently with the preeding approximation sheme, let us dene vh,k by
(uhuk)(x, t) = Eh,k(t)g(x) + vh,k(x, t). (20)
Thanks to Lemma 2.4, the integral equation (16) is hene equivalent to :
uj(t) = e
t∆aj −
∑
h,k
∫ t
0
Eh,k(s) Fj;h,k(t+ 1− s) ds −
∑
h,k
∫ t
0
vh,k(s) ∗ Fj;h,k(t− s) ds.
The time-independent asymptoti (17b) of the kernel Fj;h,k now leads to
uj(x, t) = e
t∆aj(x) +
Pj(x, t)
|x|d+4 +Rj(x, t), (21a)
where Pj is given by
Pj(x, t) = γd
∑
h,k
(
(d+ 2)xjxhxk − |x|2σj,h,k(x)
)
Kh,k(t), (21b)
with σj,h,k(x) = δj,hxk + δj,kxh + δh,kxj . The remainder
Rj(x, t) = −
∑
h,k
(
R
(1)
j;h,k(x, t) +R
(2)
j;h,k(x, t)
)
is given by :
R
(1)
j;h,k(x, t) = |x|−(d+1)
∫ t
0
Eh,k(t− s) Ψj;h,k
(
x√
s+ 1
)
ds, (21)
R
(2)
j;h,k(x, t) =
∫ t
0
vh,k(s) ∗ Fj;h,k(t− s) ds. (21d)
The funtions Ψj;h,k are given by (17b).
Remark 2.6 The above remainder is not small when |x| ≤ √t. As the solution u(x, t) is
smooth at least for small t > 0, the homogeneous polynomial and the remainder have to
behave in exatly anti-symmetrial ways when |x| → 0. The same ompensation also ours
for a.e. x ∈ Rd when t→ 0.
The polynomial prole P˜ (x, t) = |x|−d−4P (x, t) has no vortiity, i.e. the matrix
rot P˜ =
(
∂iP˜j − ∂jP˜i
)
i,j
is identially zero. This means that the polynomial prole is a gradient vetor eld. In fat,
one may hek immediately that :
P (x, t)
|x|d+4 = ∇Π with Π(x, t) = γd
TrK(t)
d |x|d −
∑
h,k
xhxk
|x|d+2 ·Kh,k(t)
 . (22)
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2.3 General bounds of the remainder terms Rj;h,k
Let us now ompute some upper bounds of the remainder terms. This seond part of the
proof is also shared by Theorem 1.2 and 1.7.
Bound of R
(1)
j;h,k(x, t). The bound (17a) gives :
Ψj;h,k
(
x√
4(s + 1)
)
≤ C exp
(
− c |x|
2
4(s+ 1)
)
,
hene
|R(1)j;h,k(x, t)| ≤ C |x|−d−1 exp
(
− c |x|
2
4(t+ 1)
) ∫ t
0
‖u(s)‖2L2 ds. (23)
Bound of R
(2)
j;h,k(x, t). Sine
∫
Rd
vh,k(x, s) dx = 0, the seond remainder an also be written :
R
(2)
j;h,k(x, t) =
∫ t
0
∫
Rd
vh,k(y, s) (Fj;h,k(x− y, t− s)− Fj;h,k(x, t− s)) ds dy.
The Taylor formula gives :
|R(2)j;h,k(x, t)| ≤
∫ t
0
∫
|y|≤|x|/2
|y| |vh,k(y, s)| sup
|z|≤|x|/2
|∇Fj;h,k(x+ z, t− s)| ds dy
+
∫ t
0
(∫
|y|≥|x|/2
|vh,k(y, s)| dy
)
|Fj;h,k(x, t− s)| ds (24)
+
∫ t
0
∫
|y|≥|x|/2
|vh,k(y, s)| |Fj;h,k(x− y, t− s)| ds dy.
Thanks to (17a)(17b), one has |∇Fj;h,k(x, t)| ≤ C|x|−(d+2) uniformly for t > 0. Applying (19)
as well, we get :
|R(2)j;h,k(x, t)| ≤ C
(∫ t
0
∫
|y|≤|x|/2
|y| |vh,k(y, s)| dy ds
)
|x|−(d+2)
+
(∫ t
0
∫
|y|≥|x|/2
|vh,k(y, s)| dy ds
)
|x|−(d+1) (25)
+
∫ t
0
(t− s)−1/2 sup
|y|≥|x|/2
|vh,k(y, s)| ds.
To onlude the proofs of Theorem 1.2 and 1.7, we shall now use the assumptions on u to
estimate (23) and (25).
2.4 Loal-in-time solutions. Proof of Theorem 1.2
The goal of this setion is to get upper bounds of the above remainders that provide valuable
information for short time. In partiular, in view of the proof of the lower bounds (11), it
is of interest to have information on the behavior as t→ 0 of the last term appearing in the
right-hand side of (2).
The remainder R
(1)
j;h,k satises
|R(1)j;h,k(x, t)| ≤
C (t+ 1)1/2
|x|min{2ϑ ; d+2}
∫ t
0
‖u(s)‖2L2 ds. (26)
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Indeed, if
d+1
2 < ϑ ≤ d+22 , one has
exp
(
− c |x|
2
4(t+ 1)
)
≤ C ′|x|d+1−2ϑ(t+ 1)ϑ− d+12
and if ϑ ≥ d+22 , one also has
exp
(
− c |x|
2
4(t+ 1)
)
≤ C ′|x|−1(t+ 1)1/2.
In both ases, our estimates an blow up as t→∞, but not faster than (1 + t)1/2.
To deal with the remainder R
(2)
j;h,k, one may notie that the denition of v implies :
|vh,k(y, s)| ≤ |u(y, s)|2 + ‖u(s)‖22 g(y) ≤ C(1 + |y|)−2ϑ
	
‖u(s)‖2L∞
ϑ
	
with ϑ
	
= min{ϑ ; d+ 1}. Therefore, sine 2ϑ
	
> d+ 1 :
|R(2)j;h,k(x, t)| ≤ C |x|−d−2
∫ t
0
‖u(s)‖2L∞ϑ
	
ds
+ |x|−1−2ϑ
	
(∫ t
0
‖u(s)‖2L∞ϑ
	
ds
)
+ (1 + |x|)−2ϑ
	
∫ t
0
‖u(s)‖2L∞
ϑ
	
(t− s)−1/2 ds,
and hene for |x| ≥ 1 :
|R(2)j;h,k(x, t)| ≤
C (t+
√
t)
|x|min{2ϑ ; d+2} sups≤t ‖u(s)‖
2
L∞ϑ
	
. (27)
This ends the proof of (2). To obtain an asymptoti prole for the pressure, we need the
following simple result on the loalization of the derivatives.
Proposition 2.7 Given u ∈ L∞([0, T ];L∞ϑ ) a solution of the Navier-Stokes system with
Cauhy datum a = u(0) and 0 ≤ ϑ ≤ d+ 1. If, for some index i, one has ∂ia ∈ L∞ϑ , then :
∂iu ∈ L∞([0, T ];L∞ϑ ). (28)
If, moreover, ∂ia ∈ L∞ϑ and ∂i∂ja ∈ L∞ϑ holds for all i, j ∈ {1, . . . , d}, then
∂i∂ju ∈ L∞([0, T ];L∞ϑ ) (29)
and
t1/2∂tu ∈ L∞([0, T ];L∞ϑ ). (30)
Proof. Let us rst deal with the rst order spatial derivatives. Taking the i-th derivative
in (16) leads to the ane xed point problem :
∂iu = Θ(∂iu)
with Θ = (Θ1, . . . ,Θd) and
Θjw = e
t∆(∂iaj)− 2
∑
h,k
∫ t
0
Fj;h,k(t− s) ∗ (uhwk)(s) ds.
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Proposition 3 of [24℄ implies that Θ is a ontinuous operator on X = L∞([0, T0];L∞ϑ ), 0 ≤
T0 < T and that ∥∥Θ(w − w′)∥∥
X
≤ C0 T
1
2
0 sup
t∈[0,T ]
‖u(t)‖L∞ϑ
∥∥w − w′∥∥
X
.
One may therefore hoose T0 > 0 suh that Θ is a ontration of the Banah spae X. Its
only xed point w = ∂iu belongs therefore to this funtion spae. The same argument also
holds on [T0, 2T0],. . . and leads nally to ∂iu ∈ L∞([0, T ];L∞ϑ ).
Conlusion (29) also follows from the ontration mapping theorem in a similar way.
For the time derivative, the starting point is again an identity that diretly follows
from (16), namely,
∂tu = Θ˜(∂tu),
with
Θ˜j(w) = ∆aj −
∑
h,k
Fj;h,k(t) ∗ (ahak)− 2
∑
h,k
∫ t
0
Fj;h,k(s) ∗ (uhwk)(t− s) ds.
The Banah spae we deal with is
Y = {w ; t1/2 ‖w(t)‖L∞ϑ ∈ L
∞([0, T0])}.
Proposition 3 of [24℄ implies now that
−∆aj +
∑
h,k
Fj;h,k(t) ∗ (ahak) ∈ Y
and ∥∥Θ˜(w −w′)∥∥
Y
≤ πC0 T
1
2
0 sup
t∈[0,T ]
‖u(t)‖L∞
ϑ
∥∥w − w′∥∥
Y
.
Here, we have used the fat that :
∀t > 0,
∫ t
0
ds√
s(t− s) = π.
The onlusion now follows in the same lines as above. 
We an now establish (4) : The pressure is dened up to an arbitrary funtion of t by :
−∇p = (∂t −∆)u+ div(u⊗ u).
Let us now replae u by the its prole given by (21a), that is u = et∆a+∇Π+R. One gets :
−∇p = ∇(∂t −∆)Π+ (∂t −∆)R+ div(u⊗ u).
This yields :
p(x, t) = p0 − γd
Tr E(t)
d |x|d −
∑
h,k
xhxk
|x|d+2 · Eh,k(t)
+ q(x, t), (31)
where the remainder term q(x, t) satises
−∇q = −∇∆Π+ (∂t −∆)R+ div(u⊗ u). (32)
Let us show that, for all t > 0, we have ∇q = Ot(|x|−min{2ϑ,d+2}).
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 We obviously have ∇∆Π = Ot(|x|−min{2ϑ,d+2}), sine the left hand side is a homoge-
neous funtion of degree −d− 3 whih is smooth for x 6= 0.
 The term div(u⊗ u) = (u · ∇)u belongs uniformly to L∞2ϑ beause of (28).
 The remainder is the sum of two terms: one heks immediately that (∂t − ∆)R(1) is
exponentially deaying as |x| → ∞. The seond term is
(∂t −∆)R(2)j;h,k(x, t) = vh,k(0) ∗ Fj;h,k(t) +
∫ t
0
(∂t −∆)vh,k(t− s) ∗ Fj;h,k(s) ds
where vh,k(x, t) = uhuk − Eh,k(t) g(x) and t1/2∂tvh,k belongs to L∞([0, T ];L∞2ϑ).
We now use again that
∫
vh,k(0) dx = 0 : if we apply Lemma 2.5, the omputation (25)
shows that the rst term is bounded in t−1/2L∞([0, T ];L∞min{2ϑ;d+2}). On the other
hand, ∂tvh,k and ∆vh,k also have a vanishing integral. Therefore, using the estimates
on the spae-time derivatives provided by Proposition 2.7 shows that the seond term
belongs to L∞([0, T ];L∞min{2ϑ;d+2}).
Hene we get ∇q ∈ Ot(|x|−min{2ϑ,d+2}). Our last step is the following elementary estimate :
Lemma 2.8 Let α > 1 and f ∈ C1(Rd) suh that ∇f ∈ L∞α . Then there is a onstant c suh
that f − c ∈ L∞α−1.
Proof. For any ω ∈ Rd, |ω| = 1, let ℓω ≡ limr→∞ f(rω) = f(0) +
∫ ∞
0
∇f(sω) · ω ds. If ω˜ is
another point of the unit sphere then for all r > 0 we have
|ℓω − ℓω˜| ≤
∫ ∞
r
|∇f(sω)| ds+ Cr sup
|x|≥r
|∇f(x)|+
∫ ∞
r
|∇f(sω˜)| ds.
Letting r →∞ we get that c ≡ ℓω is independent of ω. But
|f(rω)− c| ≤
∫ ∞
r
|∇f(sω)| ds ≤ C(1 + r)−α+1
and the onlusion follows. 
The standard properties of strong solutions imply that q(x, t) is smooth for x 6= 0. Ap-
plying this lemma (for xed t, 0 < t < T ), with f(x) = χ(x)q(x, t), where χ is a smooth
funtion suh that χ(x) ≡ 0 for |x| ≤ r and χ ≡ 1 for |x| ≥ r′ for some 0 < r < r′ implies
that, q(x, t) = c+Ot(|x|−min{2ϑ−1,d+1}). This ompletes the proof of Theorem 1.2. 
For later use, let us note expliitly that if R(x, t) = Ot(|x|−min{2ϑ,d+2}) denotes the last
term in the right hand side of (2), then we have proved that, for all 0 ≤ t ≤ T ,
|R(x, t)| ≤ C(
√
t+ t) ‖a‖L∞ϑ
|x|min{2ϑ,d+2} . (33)
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2.5 Global-in-time solutions. Proof of Theorem 1.7
Let us now fous on long time asymptotis. Let u be a global solution satisfying (6). Going
bak to (21a), we see that the prole (7) holds with
Ej(y, t) = −
∑
h,k
∫ t
0
∫
Rd
(uhuk)(y, t− s)Ψj;h,k
(√
t+ 1
s+ 1
y
)
dz ds
and
Rj(x, t) = −
∑
h,k
R
(2)
j;h,k.
The bound (17a) immediately implies (8). To prove (9), we start by observing that
assumption (6) implies :
‖u(t)‖2L2 ≤ Cǫ (1 + t)−(ϑ−
d
2
−ǫ)
for any ǫ > 0 and therefore, letting v = (vh,k),
|v(y, s)| ≤ |u(y, s)|2 + ‖u(s)‖22 g(y) ≤ C (1 + |y|)−2α (1 + s)−(ϑ−α)
for d/2 < α ≤ ϑ.
A onsequene of (17b) is that, for all 0 ≤ β ≤ d+ 1 and 0 ≤ γ ≤ 1
|Fj;h,k(x, t)| ≤ C|x|−βt−(d+1−β)/2,
|∇Fj;h,k(x, t)| ≤ |x|−(d+1+γ)t−(1−γ)/2.
Therefore, oming bak to (24) we get
|R(x, t)| ≤ C
(∫ t
0
∫
|y|≤|x|/2
(1 + |y|)1−2α(1 + s)−ϑ+α(t− s)− 12+ γ2 dy ds
)
|x|−(d+1+γ)
+ C
(∫ t
0
∫
|y|≥|x|/2
(1 + |y|)−2α(1 + s)−ϑ+α|x|−β(t− s)− d+1−β2 dy ds
)
(34)
+ C
∫ t
0
(t− s)−1/2(1 + |x|)−2α(1 + s)−ϑ+α ds,
where, in the last integral, we have also used Lemma 2.5.
Let us all I1, I2 and I3 the three terms of the right-hand side. To estimate I1, we x a
small ǫ > 0 and hoose α = d+12 + ǫ. Then we write I1 = I1,1 + I1,2, where these two terms
are obtained by splitting the integral
∫ t
0 into
∫ t/2
0 and
∫ t
t/2. Then we have, for all t ≥ 1,
I1,1 ≤ Cγ |x|−(d+1+γ) ·
{
t−
1
2
+ γ
2 , if ϑ > d+32
t
d+2+γ
2
−ϑ
if
d+1
2 < ϑ ≤ d+32
and
I1,2 ≤ Cγ,ǫ |x|−(d+1+γ)t
d+2+γ
2
+ǫ−ϑ.
Thus,
I1 ≤ Cγ,ǫ |x|−(d+1+γ) ·
{
t−
1
2
+α
2 , if ϑ > d+32 ,
t
d+2+α
2
−ϑ+ǫ, if d+12 < ϑ <
d+3
2 ,
(35)
To estimate I2, we hoose again α =
d+1
2 + ǫ and β = d+ γ. Then the same argument as
before shows that I2 an be bounded as in (35). To estimate I3, we take α =
d+1+γ
2 . This
hoie shows that I3 is also bounded by the funtion on the right hand side of (35). Summing
all these bounds ompletes the proof of Theorem 1.7.

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2.6 Criterion for the vanishing of ∇Π  Proof of Proposition 1.6
We now prove Proposition 1.6, whih we restate in a more omplete form.
Proposition 2.9 For any real matrix K = (Kh,k), let us dene a family of homogeneous
polynomials by
Qj(x) =
∑
h,k
(|x|2σj,h,k(x)− (d+ 2)xjxhxk)Kh,k. (36)
The following assertions are equivalent :
1. The matrix is proportional to the identity matrix, i.e.
∀h, k ∈ {1, . . . , d}, Kh,k = α δh,k (37)
with α = 1d TrK.
2. Qj ≡ 0 for all indies j ∈ {1, . . . , d}.
3. There exists an index j ∈ {1, . . . , d} suh that Qj ≡ 0.
4. There exists an index j ∈ {1, . . . , d} suh that ∂jQj ≡ 0.
Putting the terms xjx
2
ℓ in fator in (36), one gets the following expression for the j
th
omponent of Q :
Qj(x) = xj
d∑
ℓ=1
{TrK − dKℓ,ℓ + 2(Kj,j −Kℓ,ℓ)}x2ℓ
+2|x|2K˜(Ej, x)− (d+ 2)xjK˜(x, x)
where Ei = (0, . . . , 0, 1, 0, . . . , 0) denotes the anonial basis of R
d
and K˜ is the bilinear form
dened by the non-diagonal oeients of K :
K˜(u, v) =
∑
h 6=k
Kh,kuhvk.
Relations (37) express the fat that the matrix K = (Kh,k)1≤h,k≤d is a salar multiple of
the identity matrix. In suh a ase, one an immediately hek on the previous expression
that Qj(x) = 0.
Let us prove onversly that ∂jQj ≡ 0 implies K = α Id. One has :
∂jQj(x) =
d∑
ℓ=1
{(1 + 2δj,l)(TrK − dKℓ,ℓ) + 2(Kj,j −Kℓ,ℓ)}x2ℓ
− 2dxjK˜(Ej, x)− (d+ 2)K˜(x, x).
The fat that ∂jQj(Ei) = 0 for all i implies
∀ℓ ∈ {1, . . . , d}, (1 + 2δj,l)(TrK − dKℓ,ℓ) + 2(Kj,j −Kℓ,ℓ) = 0
and hene Ki,i =
1
d TrK (i = 1, . . . , d), i.e. all the diagonal entries of K are equal. Therefore :
∂jQj(x) = −2dxjK˜(Ej , x)− (d+ 2)K˜(x, x)
and this expression should vanish identially. A new derivation with respet to xj gives
∂2jQj = −4(d− 1)K˜(Ej, x) = 0,
i.e. K˜(Ej , x) = 0 as d ≥ 2, and hene K˜(x, x) ≡ 0. This proves that the matrix K is a salar
multiple of the identity matrix.

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3 Appliations
Let us now explore a few onsequenes of the above results.
3.1 Instantaneous spreading property
It is a onsequene of the result of [3℄ that, if the omponents of the initial data have no
speial symmetries, then the orresponding solution u(x, t) of (NS) satises
lim inf
R→∞
R
∫
R≤|x|≤2R
|u(x, t)| dx > 0 , (38)
for t > 0 belonging at least to a sequene of points tk onverging to zero as k → ∞. In
partiular for those t, one has :∫
Rd
|x| |u(x, t)| dx = +∞ and
∫
Rd
|x|d+2|u(x, t)|2 dx = +∞.
(See also, e.g., [19℄, Theorem 25.2). The preise assumption guaranteeing (38) is the non-
orthogonality of the omponents with respet to the L2-inner produt, i.e. one an nd j 6= k
in {1, . . . , d} suh that ∫
Rd
aj(x) ak(x) dx 6= 0 (39a)
or suh that ∫
Rd
a2j(x) dx 6=
∫
Rd
a2k(x) dx. (39b)
Even if (38) already explains that the limitation ϑ
	
≤ d + 1 in Theorem 1.1 is optimal for
generi ows, suh a ondition does not provide muh information on the pointwise deay of
u, as |x| → ∞.
Theorem 1.2 and Proposition 1.6 not only provide suh information, but also allow us to
give a simpler proof of these fats. The instantaneous spreading property is fully desribed
by the following result.
Theorem 3.1 For ϑ > d + 1, let a ∈ L∞ϑ be a divergene-free vetor eld. Let u be the
orresponding solution of (NS) in Cw
(
[0, T ];L∞d+1
)
. For 0 < t ≤ T , we set
κt = max{1, t−1/2, t−1/(ϑ−d−1)}.
1. There is a onstant c > 0 suh that, for 0 < t ≤ T and |x| ≥ cκt :
|u(x, t)| ≤ c t |x|−(d+1). (40)
2. Conversely, if (39) holds for a ouple of indies (j, k), then there exists t0 ∈ (0, T ] and a
onstant c′ > 0 suh that for all 0 < t ≤ t0 and all x in a oni neighborhood of the xj
or xk axis, with |x| ≥ cκt :
|uj(x, t)| ≥ c′ t |x|−(d+1). (41)
3. Atually, if (39) holds, the lower bound (41) holds in almost all diretions : the set
Σ =
σ ∈ Sd−1 ; lim inft→0+|x|→∞
x∈Rσ
(
t−1 |x|d+1 |uj(x, t)|
)
= 0
 (42)
is a losed subset of the sphere S
d−1
, of measure zero.
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Remark 3.2 The non-orthogonality assumption (39) annot be removed. Indeed, [3℄ ontains
an example of symmetri and highly loalized ow for whih (38) and (41) break down. For a
further understanding of how symmetries usually lead to highly loalized ows, one may also
refer to [16℄ or [2℄.
The previous results show that, for generi ows, eah omponent of the veloity eld
instantaneously spreads out in any diretion. In partiular, one has the following orollary.
Corollary 3.3 Under the same assumptions as in Theorem 3.1 there exist a time t0 > 0 and
two positive onstants c0, C suh that for all t ∈ (0, t0] :∫
R≤|x|≤2R
|uj(x, t)| dx ≥ c0t
R
(43)
for all R ≥ C t−1/min{2 ;ϑ−d−1}. In partiular, for j, k = 1, . . . , d,∫
Rd
|xk|ϑp|uj(x, t)|p dx = +∞, (44)
as soon as 1 ≤ p < +∞ and ϑ+ dp ≥ d+ 1.
Remark 3.4 The spreading property (44) should be ompared with F. Vigneron's result [24℄,
aording to whih∫
Rd
(1 + |x|)ϑp|u(x, t)|p dx ≤ Ct
∫
Rd
(1 + |x|)ϑp|a(x)|p dx
as long as the solution exists in Lp(Rd), provided that p > d and ϑ+ dp < d+ 1.
Proof. First, let us establish the upper bound (40). Theorem 1.2, together with (33), imme-
diately implies, for |x| ≥ 1 :
|u(x, t)− et∆a(x)| ≤ C t |x|−(d+1) + C
√
t |x|−(d+2) ≤ C t |x|−(d+1),
for all x ∈ Rd suh that |x| ≥ t−1/2. Moreover, if |x| ≥ (2t−1)1/(ϑ−d−1), one has :
|et∆a(x)| ≤ C|x|−ϑ ≤ C
2
t|x|−d−1. (45)
This proves (40). Let us now fous on the lower bound (41) of |uj(x, t)|.
Let j 6= k suh that α ≡ ∫
Rd
(ajak) dx 6= 0. Then, for some t0 > 0, possibly depending
on a, and all 0 < t ≤ t0, we have
|Kj,k(t)| ≥ |α|t
2
.
Let ǫ > 0 and let Γk = {x ; |xr| < ǫ|xk| (r 6= k)} be a onial neighborhood of the xk-axis.
Realling (21b) we get, for ǫ small and R large enough :
∀x ∈ Γk, |x| ≥ R =⇒ |Pj(x, t)| ≥ |α|t
3
|xk|3.
Using (21a), (33) and the rst of (45) now leads, for large enough |x| and x ∈ Γk, to
|u(x, t)| ≥ |uj(x, t)| ≥ |α|t
4
|xk|−(d+1) ≥ |α|t
4
|x|−(d+1)
and (41) follows in this ase.
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In the seond ase we hoose j 6= k suh that ∫
Rd
a2j dx 6=
∫
Rd
a2k dx. Then we have
d
∫
Rd
a2j dx 6=
d∑
m=1
∫
R2
a2m dx
(otherwise, d
∫
a2k dx 6=
∑d
m=1
∫
Rd
a2m dx, and we should exhange j with k). Let us set
β =
d∑
m=1
∫
Rd
a2m dx− d
∫
Rd
a2j dx.
Arguing as before, we see that there exists a oni neighborhood Γj of the xj axis, suh that
for all x ∈ Γj and |x| large enough we have
|u(x, t)| ≥ |uj(x, t)| ≥ |β|t
4
|xj |−(d+1) ≥ |β|t
4
|x|−(d+1).
Then (41) follows in this seond ase as well.
Let us now prove the last statement of Theorem 3.1. The map s 7→
∫
Rd
(uhuk)(x, s) dx is
ontinuous. Therefore, (21b) implies that
∀x ∈ Rd, lim
t→0
1
t
P (x, t) = P(x)
where P = (P1, . . .Pd) is given by
Pj(x) = γd
∑
h,k
(∫
Rd
ahak
)(
(d+ 2)xjxhxk − |x|2σj,h,k(x)
)
,
whih is a homogeneous polynomial of degree exatly three. Aording to Proposition 1.6,
the assumption (39) means that Pj 6≡ 0 for all j = 1, . . . , d.
The onvergene of t−1 P (x, t) to P(x) is uniform when x belongs to the (ompat) unit
sphere. Let us dene the following dense open subsets of S
d−1
:
Ωj = {ω ∈ Sd−1 : Pj(ω) 6= 0}.
Given ω ∈ Ωj , let us dene Tω > 0 as the supremum of t ≤ T ′ suh that
1
t
|Pj(ω, t)| ≥ 1
2
|Pj(ω)|.
Also let cω =
1
4 |Pj(ω)|.
From (21a), (33) and the obvious estimate |et∆a(x)| ≤ C|x|−ϑ, we get, for ω = x/|x| ∈ Ωj :
|uj(x, t)| ≥ 2cω t |x|−(d+1) − C t1/2|x|−(d+2) − C|x|−ϑ ≥ cω t |x|−(d+1)
for all 0 ≤ t ≤ Tω and |x| ≥ Cω t−ϑ∗ . The omplement of Ωj is an algebrai surfae and
therefore the set Σ = Sd−1\Ωj has measure zero in Sd−1.
Finally, (43) and the orollary follow immediately from (41) and the fat that a funtion
bounded from below, at innity, by |x|−d−1 does not belong to any weighted Lebesgue spae
Lp(Rd, (1 + |x|)ϑp dx) when 1 ≤ p <∞ and ϑ+ dp ≥ d+ 1.

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Remark 3.5 The set of exeptional diretions where, at some time t > 0, our lower bound (41)
breaks down orresponds to the roots of the polynomial P (·, t) on the sphere Sd−1. In dimen-
sion two we have a more preise desription of suh a set : it is made of at most six diretions.
This is due to the fat that a homogeneous polynomial in R
2
of degree exatly three has at
most six zeros on S
1
, as is easily heked by passing to polar oordinates. In priniple, this
onlusion is valid only during a short time interval [0, t0]. Indeed we annot exlude that
after some time there are ows featuring some kind of reation of symmetry: it may happen
that, for some time t1 > t0,
∫
u1(x, t1)
2 dx =
∫
u2(x, t1)
2 dx and
∫
(u1u2)(x, t1) dx = 0, in a
suh way that the veloity eld rst instantaneously spreads out but then reovers a good
loalization at time t1. Subsequently, the ow would remain loalized, or spread out again,
depending on whether the omponents u1 and u2 remain orthogonal or not, after t1. However,
no example of suh a somewhat pathologial ow is known so far.
3.2 Lower bounds of solutions in weighted spaes
Let us establish a few onsequenes of Theorem 1.7. Throughout this setion we suppose
t ≥ 1. For well loalized data, e.g., when a ∈ L∞ϑ with ϑ > d+22 , the limit
∇Π∞(x) ≡ lim
t→∞∇Π(x, t)
is well dened. In this ase, a onsequene of (7) is that, for some β > 0,∣∣∣u(x, t)− et∆a(x)−∇Π∞(x)∣∣∣ ≤ C|x|−d−1e−|x|2/(t+1) + C|x|−d−1 t−β. (46)
This leads us to introdue, for all A > 0, the region
DA(t) = {x ∈ Rd ; |x|2 ≥ A(t+ 1)}.
Sine, generially, ∇Π∞ 6≡ 0, several lower bounds for the large time behavior of u an be
obtained as an easy onsequene of (46). For example, if we introdue the weighted norm
‖f‖Lpα =
(∫
|f(x)|p(1 + |x|)pα dx
)1/p
,
then, taking A > 0 large enough, for all 1 ≤ p <∞ and α ≥ 0, suh that
α+
d
p
< d+ 1, (47)
we get, for all t > 0 large enough,∥∥u(t)− et∆a∥∥p
Lpα
≥
∫
DA(t)
|u(x, t) − et∆a(x)|p(1 + |x|)pα dx
≥ 1
2
∫
DA(t)
|∇Π∞(x)|p(1 + |x|)pα dx
≥ C (At)− p2 (d+1−α− dp ).
(48)
If the datum is highly osillating (for example, if the Fourier transform of a satises some
suitable vanishing ondition at the origin) then the Lpϑ norms of e
t∆a deay faster as t→∞
than the right hand side of (48). Then, (48) will be in fat a lower bound for ‖u(t)‖p
Lpα
in
this ase. A similar onlusion remains true if we drop this assumption on the osillations
and start with a datum that is simply well loalized. Indeed, we have the following :
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Corollary 3.6 Let u be as in Theorem 1.7, starting from a ∈ L∞ϑ , with ϑ > d + 1. We
also assume that ∇Π∞ 6≡ 0. Then there exist t0 > 0 and a onstant c > 0 suh that, for all
1 ≤ p <∞ and α ≥ 0, satisfying (47), we have, for all t ≥ t0 :
‖u(t)‖Lpα ≥ c t
− 1
2
(d+1−α− d
p
). (49)
Moreover, for all 0 ≤ α ≤ d+ 1 and all t ≥ t0 :
‖u(t)‖L∞α ≥ c t
− 1
2
(d+1−α). (50)
The lower bound (49) was already known for p = 2 and 0 ≤ α ≤ 2 (see, e.g., [23℄, [4℄),
or 1 ≤ p ≤ ∞ and α = 0 (see [8℄). The deay prole (6), under the assumption of Corollary 3.6,
immediately implies the (slightly weaker) upper bound ‖u(t)‖Lpα ≤ cǫ t
− 1
2
(d+1−α− d
p
−ǫ)
for
all ǫ > 0. In fat, the sharp upper bound (i.e. the bound with ǫ = 0) has been obtained, at
least for p ≥ 2 and with some additional restritions on α, by many authors (see [18℄ and the
referenes therein).
Proof. By our assumptions, a ∈ L1(Rd) and div a = 0. Thus,
∫
a(y) dy = 0. A diret
omputation (using the same method as in the proof of (24)) then yields
|et∆a(x)| ≤ C(1 + |x|)−ϑ (1 + t)(ϑ−d−1)/2.
It then follows that, for t ≥ 1,∫
DA(t)
|et∆a(x)|p(1 + |x|)αp dx ≤ C A− p2 (ϑ−α− dp ) t− p2 (d+1−α− dp ).
Here the exponent of A is stritly smaller than that of (48). If A is large enough, then a
omparison between this inequality and (48) gives (49). The proof of (50) is essentially the
same. 
3.3 Flows with anisotropi deay in the whole spae
This short setion ontains a positive and a negative result about ows in R
d
with anisotropi
deay at innity.
Theorem 1.2 implies that (NS) ows may inherit the anisotropi deay properties of the
initial data, as long as these properties do not violate the instantaneous spreading limit given
by Theorem 3.1.
Proposition 3.7 Let a be a bounded divergene-free vetor eld and u the orresponding
solution of (NS) in Cw ([0, T );L∞). Let us also assume that there exists a funtion m suh
that
|et∆a(x)| ≤ Ct(1 + |x|)−ϑm(x)−1 (51)
with
d+1
2 < ϑ ≤ d + 1 and 1 ≤ m(x) ≤ C(1 + |x|)d+1−ϑ. Then, for all T ′ < T there exists a
onstant CT ′ (this also might depend on the data) suh that :
|u(x, t)| ≤ CT ′(1 + |x|)−ϑm(x)−1 (52)
for all t ∈ [0;T ′].
22
Proof. This is an obvious onsequene of (2) and (33).

Let us give some examples of anisotropi weights satisfying (51). A Peetre-type weight is
a measurable funtion m : Rd → [1;+∞) suh that
∃C0 > 0, ∀x, y ∈ Rd, m(x+ y) ≤ C0m(x)m(y). (53)
Common examples are (for αi ≥ 0) :
m1(x) = 1 + |x1|α1 + . . .+ |xd|αd and m2(x) = eα|x|.
The lass of Peetre-type weights is stable by nite sums and produts, translations and or-
thogonal transforms.
Lemma 3.8 Let m be a Peetre-type weight suh that m(x) ≤ C exp(c|x|) and T > 0. Then,
there is a onstant CT > 0 suh that∥∥m(et∆a)∥∥
L∞
≤ CT ‖ma‖L∞ . (54)
Proof. It is an elementary omputation :
m(x)
∣∣et∆a(x)∣∣ ≤ C0 [(mgt) ∗ (m|a|)] (x)
≤ C0 (4π)−d/2 ‖ma‖L∞
∫
Rd
m
(√
t y
)
e−y
2/4 dy.
The onlusion follows from the bound m
(√
t y
) ≤ C exp(c T |y|).

As a onverse to the previous result, the following property implies that highly loalized
ows annot deay at innity in a really anisotropi way.
Proposition 3.9 Let a ∈ L∞d+1+ε be a divergene-free vetor eld with 0 < ε < 1, and u the
orresponding solution of (NS) in Cw
(
[0, T );L∞d+1
)
. For some t > 0, let us assume that there
exist an index j ∈ {1, . . . , d} and a subset Σ ⊂ Sd−1 of positive measure suh that
∀σ ∈ Σ, lim
|x|→+∞
x∈Rσ
|x|d+1uj(x, t) = 0. (55)
Then, there exists a onstant C > 0 suh that
|uk(x, t)| ≤ C(1 + |x|)−(d+1+ε) (56)
for all k = 1, . . . , d. Moreover, if (55) holds for a nite time interval t ∈ [T0, T1], then C may
be hosen uniformly with respet to t.
Proof. Our assumptions imply that the polynomial Pj(x, t) identially vanishes. Proposi-
tion 1.6 then implies that all the other omponents of P (x, t) also vanish. Our statement is
one again a onsequene of (2).

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3.4 Appliation to the deay in a half-spae domain
Our last appliation of Theorem 1.2 is the study of the deay of solutions of the NavierStokes
equations in the half spae
R
d
+ = {(x′, xd) : x′ ∈ Rd−1, xd > 0}.
We set u′ = (u1, . . . , ud−1) and x′ = (x1, . . . , xd−1). Let {e−tA′}t≥0 be the semigroup generated
by −A′ = ∆, in the ase of the Neumann boundary onditions :
∂du
′|∂Rd
+
= 0, ud|∂Rd
+
= 0. (57)
where ∂d =
∂
∂xd
. The integral formulation of the NavierStokes system in R
d
+ is
u(t) = e−tA
′
a−
∫ t
0
e−(t−s)A
′
P div(u⊗ u)(s) ds, (58)
with div a = 0. We refer to [9℄ for the onstrution of weak and strong solutions to (58).
We have the following result:
Proposition 3.10 Assume that a ∈ L∞ϑ (Rd+), with ϑ > (d+1)2 . Then there exist T > 0 and a
unique strong solution u ∈ Cw
(
[0, T );L∞ϑ
	
(Rd+)
)
of (58). Suh a solution satises
u(x, t) = et∆a(x) +H(x, t) +Ot
(
|x|−min{2ϑ ; d+2}
)
, (59)
where H = (H1, . . . ,Hd) is homogeneous of degree −(d+ 1) for all t ∈ [0, T ), and suh that:
|Hj(x, t)| ≤ C|x′| · |x|−(d+2), (1 ≤ j ≤ d− 1) (60)
|Hd(x, t)| ≤ C|xd| · |x|−(d+2). (61)
As an immediate onsequene of Proposition 3.10, we obtain the following anisotropi
deay estimates (assuming that a is well loalized).
ud(x, t) = O
(|x′|−(d+2)), u′(x, t) = O(|x′|−(d+1)), when |x′| → +∞, xd xed
ud(x, t) = O
(|xd|−(d+1)), u′(x, t) = O(|xd|−(d+2)), when xd → +∞, x′ xed.
It is also worth notiing that Proposition 3.9 is not violated as the above deay holds only in
a ylindrial region, and not in a onial one.
Proof. This is immediate. Indeed, the study of (58) is redued to that of (NS) in the following
way. If u solves (58), then one an onstrut a solution of (NS) in the whole Rd, setting
u˜j(x1, . . . , xd−1,−xd, t) = uj(x1, . . . , xd−1, xd, t)
for j = 1, . . . , d − 1 and u˜d(x1, . . . , xd−1,−xd, t) = −ud(x1, . . . , xd−1, xd, t) (see [9℄). Then
under the assumptions of Proposition 3.10 we an apply (2) to u˜. But the integrals K˜j,d(t) ≡∫ t
0
∫
Rd
(u˜j u˜d)(x, s) dx ds vanish, for j 6= d. Hene, from (21b) we see that |P (x, t)| is bounded
by a funtion H(x, t) satisfying (60).

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Conlusions
Theorem 1.2 provides a quite omplete answer to the spatial deay problem of solutions of
the free NavierStokes equations in the whole spae, at least for well loalized data. It would
be interesting to know if some of the results of the present paper an be adapted to ows in
other domains.
For example, in the half-spae ase, the Neumann boundary ondition onsidered in the
previous setion is not the most interesting one, sine it destroys the boundary layer eets.
The onstrution of the asymptotis as in Theorem 1.2, in the ase of Dirihlet boundary on-
ditions, would require a areful analysis of Ukai's formula (or its more reent reformulations)
for the Stokes semigroup.
In the ase of stationary ows, asymptoti proles have been given, e.g., by F. Haldi and
P. Wittwer [15℄, [26℄. Their results model the wake ow beyond an obstale. However, they
do not deal with the obstale itself, but with a half-plane domain and a tehnial boundary
ondition ditated by experimental knowledge.
For the non-stationary equation (NS) in R
3\Ω with Dirihlet boundary onditions on ∂Ω,
it seems reasonable to expet that anisotropi lower bound estimates for the deay of u should
hold, when the net fores exerted by the uid on the boundary, i.e.∫
∂Ω
(
T [u, p] · ν)(y, t) dSy
(where Tj,k[u, p] = ∂juk + ∂kuj − δj,kp and T [u, p] = (Tj,k[u, p])j,k is the stress tensor) do not
vanish. This last ondition, whih is motivated by the results of Y. Kozono [17℄ and C. He,
T. Miyakawa [16℄ on the L1-summability of solutions, would play, in the exterior domain ase,
a role equivalent to the non-vanishing riterion given by Proposition 1.6.
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