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GABOR FRAME DECOMPOSITION OF EVOLUTION
OPERATORS AND APPLICATIONS
BERRA MICHELE
Abstract. We compute the Gabor matrix for Schrödinger-type evolu-
tion operators. Precisely, we analyze the Heat Equation, already pre-
sented in [2], giving the exact expression of the Gabor matrix which
leads to better numerical evaluations. Then, using asymptotic inte-
gration techniques, we obtain an upper bound for the Gabor matrix
in one-dimension for the generalized Heat Equation, new in the liter-
ature. Using Maple software, we show numeric representations of the
coefficients’ decay. Finally, we show the super-exponential decay of the
coefficients of the Gabor matrix for the Harmonic Repulsor, together
with some numerical evaluations. This work is the natural prosecution
of the ideas presented in [2] and [4].
1. Introduction
The Gabor frame theory has been developed in the last fifty years in order
to give a discrete time-frequency representation of a signal in the phase space.
We shall use Gabor frames to give a discrete time frequency representation
of operators. This new field of research, started in [2,4] is the main topic of
our study. For simplicity, we limit the study to Gabor frames defined on a
regular lattice Λ = αZd × βZd, α, β > 0, but more general lattices may be
considered.
Precisely, given a window function g ∈ S(Rd)\{0}, i.e. the Schwartz
class, and a lattice Λ := αZd×βZd with α, β > 0 , a Gabor system is defined
as
G(g, α, β) := {gm,n = MnTmg, (m,n) ∈ Λ},
where Mng(x) = e2piinxg(x) and Tmg(x) = g(x −m). G(g, α, β) is a Gabor
frame for L2(Rd) if and only if there exist 0 < A ≤ B < +∞:
A‖f‖22 ≤
∑
(m,n)∈Λ
|〈f, gm,n〉|2 ≤ B‖f‖22, ∀f ∈ L2(Rd).
The previous inequality implies the representations
(1) f =
∑
m,n
〈f, gm,n〉γm,n or
∑
m,n
〈f, γm,n〉gm,n, ∀f ∈ L2(Rd),
where {γm,n} is a Gabor frame called dual frame and (1) yields with uncon-
ditional convergence in L2(Rd).
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2 M.BERRA
Gabor frames turned out to be the appropriate tool for many problems in
time-frequency analysis, especially signal processing and imaging problems
with related numerical issues, see for example [1] [10], [18], [21] and the refer-
ences therein. From the theoretical point of view, Gabor frames are used to
investigate Fourier Integral Operators, see [2], [3] and [5], and in particular
Pseudo Differential Operators [12], by representing such operators as infinite
matrices and studying the decay of their entries.
Following the ideas presented in [2], we perform the Gabor decomposition
of evolution operators by computing the Gabor matrix and giving numerical
evidences of the coefficients’ decay.
Given a bounded operator acting on L2(Rd), say T : L2(Rd) → L2(Rd),
the idea is to discretize the action of T on a given function f ∈ L2(Rd).
Roughly speaking, we want to give a clear meaning to the following diagram:
L2(Rd) L2(Rd)
l2 l2
Analysis
T
Tm,n,m′,n′
Synthesis
where Tm,n,m′,n′ is a matrix operator that we are about to discuss.
The first idea is to represent the signal f via Gabor frames and then apply
the operator T on it. Precisely, given f =
∑
m,n〈f, γm,n〉gm,n we have
Tf = T
(∑
m,n
〈f, γm,n〉gm,n
)
=
∑
m,n
〈f, γm,n〉Tgm,n.
On the other hand, since Tf ∈ L2(Rd), we can decompose it as
Tf =
∑
m′,n′
〈Tf, gm′,n′〉γm′,n′ ,
with {gm′,n′}m′,n′ and {γm′,n′}m′,n′ Gabor frame and dual frame respectively.
Putting together these relations, one gets:
Tf =
∑
m′,n′
〈Tf, gm′,n′〉γm′,n′ =
∑
m′,n′
〈
∑
m,n
〈f, γm,n〉Tgm,n, gm′,n′〉γm′,n′
=
∑
m,n,m′,n′
〈Tgm,n, gm′,n′〉〈f, γm,n〉γm′,n′ .(2)
We have something similar to a “kernel operator”. Indeed, using the nota-
tions of the diagram above, the kernel is Tm,n,m′,n′ = 〈Tgm,n, gm′,n′〉 and
〈f, γm,n〉γm′,n′ is somehow similar to the expansion of f in terms of the dual
frame γ. Therefore, we can analyze the action of the operator T by studying
the behavior of this infinite matrix which we call the Gabor matrix of T .
The main theoretical topics on which we base our numerical evaluation
are the sparsity results for the Gabor matrix of different classes of Fourier
Integral Operator proved in [2] and [5]. According to [15], given a discrete
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representation of the operator T of the form
Tfk =
∑
j
Tj,kfj ,
where (Tj,k)j,k is a N×N matrix, one requires o(N2) operations to calculate
Tfk. If T is diagonal, the computational effort reduces to o(N).
In order to speed up the computations, we can select only the coefficients
of the matrix that are relevant in the following sense: we select a small
parameter ε > 0 and consider only the coefficients Tj,k satisfying |Tj,k| > ε.
Hence, when the matrix shows off-diagonal decay, for example
|Tj,k| ≤ C
(
1 + |j − k|2)−N2 ,
there exists R(ε) > 0 such that |Tj,k| > ε for |j−k| < R(ε). In this case, the
computational effort reduces to o (N ·R(ε)) and if the off-diagonal decay is
heavy, then R(ε) can be chosen small.
The arguments above can be adapted to a “well-organized” matrix in the
sense of [4]. Precisely, given a canonical transformation χ : R2d −→ R2d and
an operator T such that
|Tj,k| ≤ C
(
1 + |j − χ(k)|2)−N2 ,
we reach fast decay far from the graph of a function χ. Hence, there exists
Rχ(ε) > 0 such that |Tj,k| > ε for |j − χ(k)| < Rχ(ε).
Thus, using (2), the more decay “away from the diagonal” the more effi-
cient is the representation of the operator T. Therefore, it is important to
give a precise expression for the Gabor matrix and provide estimates for the
coefficients’ decay.
We calculate the Gabor matrix for three well-known PDEs, i.e. the Heat
equation, the so-called generalized Heat equation and the Harmonic Repul-
sor. The Heat equation was formerly investigated in [2], we improve their
estimates by giving the exact formulation of the Gabor matrix. This yield
to an improvement of the coefficients’ decay rate, when compared with [2].
The analysis of the generalized Heat equation is more intriguing and com-
pletely new in the literature. We find an upper bound for the Gabor matrix
exploiting all the constants that are significant from a numerical point of
view. Finally, we analyze the case of the so-called Harmonic Repulsor giving
the exact representation of the Gabor matrix. This new result yields to a
super exponential decay for the coefficient that is similar to the ones of the
Harmonic Oscillator, treated in [4].
The paper is organized as follows: we give a brief review of the main
tools of time frequency analysis used in this paper, namely Gabor frames
and Gelfand-Shilov classes. Using these arguments we recall the main re-
sult of [2] on the super exponential decay of the Gabor matrix for Pseudo
Differential Operators. Then we introduce the definition of the metaplec-
tic representation used to analyze the Cauchy problem for the Harmonic
Repulsor. We conclude the preliminaries by proving an interesting result of
classical asymptotic integration, precisely we give an estimate for the Fourier
transform of
f = e−αx
2k
, x ∈ R, α > 0, k ∈ Z+.
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Section 3 is devoted to the Heat Equation and generalizations. We start
from the Cauchy problem for the Heat equation, namely
∂tu− ρ∆xu = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x).
(3)
The solution can be written as
(4) u(t, x) = σρ(t,D)u0(x),
where σρ(t,D) is the family of Fourier multipliers
(5) σρ(t,D)f(x) =
∫
Rd
e2piixωσρ(t, ω)fˆ(ω)dω,
with symbol
(6) σρ(t, ω) = e−4ρtpi
2|ω|2 , ω ∈ Rd,
where t ∈ R represent the time variable and ρ > 0 is the thermal diffusion
parameter. Taking the Gaussian as window function g for the Gabor frame
we obtain a Gabor matrix satisfying∣∣〈σρ(t,D)pi(m,n)g, pi(m′, n′)g〉∣∣ =
(2 + 4piρt)−
d
2 e
−pi
[
|n|2+|n′|2+ 1
2+4piρt(|m−m′|2+|n+n′|2)
]
.
(7)
Using this relation, we obtain faster decay of the coefficient of those obtained
in [2] as proved in Section 5 with some numerical implementation.
In the second part of the section, we find a bound for the decay of the
coefficients of the Gabor matrix for the generalized Heat equation using the
asymptotic theory developed in the preliminaries. We obtain results that are
consistent with the ones proved in [2] but here we make explicit the constants
involved in the calculations and give a more precise information about the
decay of the coefficients. The main result of the section reads
(8) |〈σk(t,D)pi(λ)g, pi(ν)g〉| . Ct,ke−ε˜t,k2
− 1s (λ−ν) 1s ,
with s = 2k2k−1 , ε˜k,t =
(
2k−1
2k
) (
1
2kt
) 1
2k−1 2−
k
2k−1 and Ct,k = |2kt|
k−1
2k−1 and a
suitable constant C0 that does not depend on t and k. Again, σk(t,D) is the
family of Fourier multiplier depending on t and k that solves
∂tu−∆kxu = 0, (t, x) ∈ R× R, k ≥ 1
u(0, x) = u0(x).
(9)
The symbol related to the Fourier multiplier σk(t,D) reads
(10) σk(ω) = e(−1)
kt(2piω)2k , ω ∈ R.
Finally, the last equation to be considered is the Cauchy problem for the
Harmonic Repulsor, or Harmonic Repulsive Oscillator [16], namely
i∂tu− 1
4pi
∆u+ pi|x|2 = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x).
(11)
GABOR DECOMPOSITION OF EVOLUTION OPERATORS AND APPLICATIONS 5
The solution can be written as
(12) u(t, x) = Tt u0(x),
where Tt is the family of metaplectic operators given by
(13) Ttf(x) =
1
cosh(t)
∫
Rd
e
pii tanh(t)x2+ 2piixω
cosh(t)
−pii tanh(t)ω2
fˆ(ω)dω.
The treatment of the Harmonic Repulsor is similar to the Harmonic Oscilla-
tor, already treated in [6]. We perform a direct calculus of the Gabor matrix
obtaining the following super-exponential decay
Tm,n,m′,n′ = Ct e
−pi
2 [|m|2+|n|2+|n′|2+|m′|2+2 tanh(mn−m′n′)−2(mm′−nn′)],(14)
where Ct = e
iψ
(2 cosh(t))
d
2
and |eiψ| = 1. The last section is entirely devoted
to the numerical simulation in which we give an evidence of the theoretical
results by showing Maple’s plot of the coefficients’ decay and the spectrogram
of the Gabor matrices associated to each of the three problems.
Notations. The Schwartz class is denoted by S(Rd), the space of tempered
distributions by S ′(Rd). We use the brackets 〈f, g〉 for the extension to
S(Rd) × S ′(Rd) of the inner product 〈f, g〉 = ∫ f(t)g(t)dt on L2(Rd). The
scalar product on Rd is given by xy for x, y ∈ Rd. The Fourier transform
is normalized to be fˆ(ω) = Ff(ω) = ∫ f(t)e−2piitωdt. The Modulation
and Translation Operators M and T are defined by Mωg(t) = e2piiωt and
Txg(t) = g(t − x). Time Frequency-Shifts are denoted MωTxg(t) = pi(z)g,
with z = (x, ω) ∈ R2d. The Euclidean norm of x ∈ Rd is given by |x| =
(x21 + · · · + x2d)1/2. Let α ∈ Zd+ be a multiindex. The length of α is
|α| = α1 + · · ·+αd. For x ∈ Rd the power is represented by xα = xα11 · · ·xαdd
The operator of partial differentiation ∂ is given by
∂α = ∂αx = ∂
α1
x1 · · · ∂αdxd
for x ∈ Rd and α ∈ Zd+. The letter C denotes a positive constant, not
necessarily the same at every appearance. Throughout the paper, we shall
use the notation A . B to indicate A ≤ cB for a suitable constant c > 0,
whereas A  B if A ≤ cB and B ≤ kA, for suitable c, k > 0. We denote the
δij =
{
1, i = j
0, i 6= j . We denote also M(2d,R) for the set of 2d × 2d real-
valued matrices while GL(2d,R) is the general linear group overM(2d,R).
2. Preliminaries
2.1. Gabor Frames. We recall the basic concepts of the Gabor Frame the-
ory and refer the reader to [11] and [13] for the details. The Gabor Frames
are used to give a discrete Time-Frequency representation of signal and op-
erators. Let Λ := αZd × βZd be a lattice on the phase space, with α, β > 0
lattice parameters. The set of time-frequency shifts
G(g, α, β) = {pi(λ)g, λ ∈ Λ},
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is called a Gabor system for g ∈ L2(Rd)\{0}. The Gabor system G(g, α, β)
is a (Gabor) frame for L2(Rd) if there exist constants A,B > 0 such that
(15) A‖f‖22 ≤
∑
λ∈Λ
|〈f, pi(λ)g〉|2 ≤ B‖f‖22.
If (15) holds, then there exists a dual window γ ∈ L2(Rd), such that G(γ, α, β)
is a frame for L2(Rd) and every f ∈ L2(Rd) can be expanded as
(16) f :=
∑
λ∈Λ
〈f, pi(λ)g〉pi(λ)γ =
∑
λ∈Λ
〈f, pi(λ)γ〉pi(λ)g,
with unconditional convergence in L2(Rd). We shall work with Gabor frames
with the window g = e−pi|x|2 , x ∈ Rd, i.e. a Gaussian function. Indeed,
the following result characterizes Gabor frames with a Gaussian function as
window.
Proposition 2.1. Let g = e−pi|x|2 , x ∈ Rd. Then G(g, α, β) is a Gabor
Frame for L2(Rd) if and only if αβ < 1.
See [11, Theorem 7.5.3] and [19,20] for the details.
2.2. Gelfand Shilov Spaces. The Gelfand-Shilov spaces are subspaces of
the Schwartz class S(Rd) introduced in [9] to give information about how fast
a function f ∈ S(Rd) and its derivatives decay at infinity. We recall only the
main properties used in this paper, the main references on this topic are [9]
and [17]. Given s, r ≥ 0, f is in the Gelfand-Shilow type space Ssr(Rd) if
there exist constants A,B > 0 such that
|xα∂βf(x)| . A|α|B|β|(α!)r(β!)s, α, β,∈ Zd+.
The space Ssr(Rd) is non-trivial if and only if r + s > 1 or r + s = 1 and
r, s > 0. It can be shown that the smallest non-trivial space with r = s
is given by S1/21/2(R
d). We observe that Ss1r1 (R
d) ⊂ Ss2r2 (Rd) for s1 ≤ s2 and
r1 ≤ r2. Moreover, we have :
f ∈ Ssr(Rd)⇐⇒ fˆ ∈ Srs(Rd).
Therefore the spaces Sss(Rd) are invariant under the action of the Fourier
Transform. Functions of type f(x) = e−a|x|2 , with a > 0 belong to S1/21/2(R
d).
An equivalent condition for f ∈ S(Rd) to be in Ssr(Rd) is as follows:
Proposition 2.2. Let r, s > 0 and r + s ≥ 1. For f ∈ S(Rd) the following
conditions are equivalent:
a) f ∈ Ssr(Rd);
b) There exist positive constants h, k such that
‖feh|x|1/r‖∞ <∞ and ‖fˆek|ω|1/s‖∞ <∞.
This result is contained in [17, Theorem 6.1.6].
The Gelfand-Shilow spaces were used in [2] as symbol space to characterize
the behavior of the Gabor matrix of the corresponding pseudodifferential
operators. Precisely, the un-weighted version of [2, Theorem 4.2] can be
stated as follows:
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Theorem 2.3. Let s ≥ 12 , g ∈ Sss(Rd) and σ ∈ C∞(Rd). Then the following
properties are equivalent:
a) The symbol σ satisfies
(17) |∂ασ(z)| . C |α|(α!)s, ∀ z ∈ R2d,∀α ∈ Z2d+ ;
b) There exists ε > 0 such that
(18) |〈σW (pi(z)g, pi(w)g)〉| . e−ε|w−z|
1
s , ∀z, w ∈ R2d.
where σW (x,D) indicates the Weyl quantization defined as
σW (x,D)f(x) :=
∫
e2pii(x−y)ωσ
(
x+ y
2
, ω
)
f(y)dydω.
2.3. Metaplectic Operators. The Metaplectic representation is a power-
ful tool to study certain classes of PDEs. We briefly recall the main concepts
and the results needed later in this paper. We refer to [8, 22]. Let d ∈ N
being the dimension, then the Symplectic group is defined to be
Sp(d,R) =
{
g ∈ GL(2d,R) / tgJ g = J }
where
J =
[
0 Id
−Id 0
]
.
Together with the group structure, it is useful to define the Symplectic alge-
bra. Let d ∈ N, then the Symplectic algebra is defined to be
sp(d,R) =
{A ∈M(2d,R) / etA ∈ Sp(d,R)} .
The metaplectic representation µ is a unitary representation of (double cover
of) the Symplectic group Sp(d,R) on L2(Rd). We shall study the unitary
operator µ(t) giving the solution for the Harmonic Repulsor in Section 4.
Precisely [8, Theorem 4.51] gives the following explicit representation for the
unitary operator.
Proposition 2.4. Consider A =
(
A B
C D
)
∈ Sp(d,R) with A 6= 0 then
(19) µ(A)f(x) = (detA)−1/2
∫
e−piix·CA
−1x+2piiωA−1x+piiωA−1Bωfˆ(ω)dω
For the general integral representation of a metaplectic operator see [22].
Consider now the following Cauchy problem
(20)
{
i∂tu−HAu = 0
u(0, x) = u0(x),
where the Hamiltonian HA represents the Weyl quantization of a quadratic
form on R2d. Indeed every matrix A ∈ sp(d,R) defines a quadratic form
P(x, ω) ∈ R2d as follows:
P(x, ω) = −1
2
t(x, ω)AJ (x, ω).
Setting A =
(
A B
C tA
)
∈ sp(d,R) we have
(21) P(x, ω) = 1
2
ωBω − ωAx− 1
2
xCx.
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From the Weyl quantization, the quadratic form in (21) corresponds to the
Weyl operator PωA = PωA(D,X) defined by
(22)
2piPωA = −
1
4pi
d∑
j,k=1
Bj,k
∂2
∂xjxk
+ i
d∑
j,k=1
Aj,kxk
∂
∂xj
+
i
2
Tr(A)−pi
d∑
j,k=1
Cj,kxjxk.
The operatorHA = 2piPωA(D,X) is the Hamiltonian operator. The evolution
operator which provides the solution to (20) is then given by
eitHA = µ
(
etA
)
.
Hence, the solution to (20) is u(t) = eitHAu0 = µ
(
etA
)
u0
2.4. Asymptotic Integration.
Throughout this section we will work in dimension d = 1. Consider the
function f(x) = e−αx2k , α > 0, k ≥ 1.
Let r = 12k , it is clear that there exists h > 0 such that ‖ feh|x|
1
r ‖∞< +∞.
We shall prove that given s = 1− 12k there exist β > 0 such that
‖ fˆ(ω)eβ|ω|
1
s ‖∞< +∞.
Thus, using Proposition 2.2, we would obtain that f(x) ∈ S1−
1
2k
1
2k
(R) and
consequently fˆ ∈ S
1
2k
1− 1
2k
(R).
We need to represent the Fourier transform of f . The classic theory of
Asymptotic Integration can be used to give an estimate of its behavior.
Lemma 2.5. Let Ω = R+. Given n > 0 and y : R → C such that y ∈
Cn(R), consider y(n) to be the n-th derivative of the function y. Define
r(t) = tα, q(t) = ±tβ with β > −n. Then, given a positive constant C
(23) y(n)(t)− C q(t) y(t) = 0
admits a fundamental system of solutions yj , j = 1, . . . , n, such that
(24) yj(t)  [C(±tβ)]−
(n−1)
2n eνj
n√C β
n
(±t) βn+1
for t > 0 and νj are n-th roots of the unity.
The proof of this Lemma can be found in [23]. See also [7] and [14].
Theorem 2.6. Let f(x) = e−αx2k , with x ∈ R, α > 0 and k ≥ 1. Then fˆ
satisfies:
(25) |fˆ(ω)| ≤ Ck,αe−εk,α|ω|
2k
2k−1
,
where Ck,α =
|2kα|
k−1
2k−1
(2pi)
2k(k−1)
2k−1
and εk,α = δk(2pi)
2k
2k−1
(
2k−1
2k
) (
1
2kα
) 1
2k−1 , for some
positive constants δk, as determined in the subsequent proof.
Proof.
The idea is to use Lemma 2.5. Let us start by differentiating the function
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f(x) = e−αx2k . This leads to f ′(x) = −2kαx2k−1f(x), hence f satisfies the
following differential equation
(26) f ′(x) + 2kαx2k−1f(x) = 0.
Applying the Fourier Transform to (26) yields to
0 = F(f ′(x) + 2kαx2k−1f(x))(ω)
= 2piiωfˆ(ω) + 2kα ·
(
i
2pi
)2k−1
F
(
(−2piix)2k−1f
)
(ω)
= −ωfˆ(ω) + 2kα (−1)
k
(2pi)2k
fˆ (2k−1),
where in the latter we divided both sides of the equality by 2pii.
Thus, the transformed equation is
(27) h(2k−1)(ω)− (2pi)
2k(−1)k
2kα
ωh(ω) = 0.
Since the Fourier transform is an isomorphism on S(R), there is a unique
(modulo multiplicative constants) non-trivial solution h ∈ S(R) of (27), such
that h(ω) = fˆ(ω). Applying now Lemma 2.5 for ω > 0 with n = 2k − 1,
q(ω) = ω and C = (2pi)
2k(−1)k
2kα the estimate of the absolute value of h then
becomes:
|h(ω)| ≤
∣∣∣∣(2pi)2k(−1)kω2kα
∣∣∣∣−
k−1
2k−1
e
maxj <
νj
[
(2pi)2k(−1)k
2kα
] 1
2k−1
ω
1
2k−1+1

(28)
=
(2kα)
k−1
2k−1
(2pi)
2k(k−1)
2k−1 |ω| k−12k−1
e
−δk 2pi
2k
2k−1
(2kα)
1
2k−1
( 2k−12k ) ω
2k
2k−1
(29)
for some δk. We have only to prove the inequality for |ω| → ∞, that is
1
|ω| → 0, it follows that
|fˆ(ω)| . (2kα)
k−1
2k−1
(2pi)
2k(k−1)
2k−1
e
−δk 2pi
2k
2k−1
(2kα)
1
2k−1
· 2k−1
2k
ω
2k−1
2k
∀ ω > 0,
where all the omitted constants are independent from k.
Since f is real and even, fˆ is real and even too. Thus, its behavior at −∞
will be the one of (29), as desired. 
Remark 2.7. This result prove what we claimed at the beginning of this
section. Indeed, there exists k > 0 such that ‖fˆek|ω|
1
s ‖∞ ≤ ∞, for s = 1− 12k .
Using Proposition 2.2, we have that f(x) = e−α(x)2k ∈ Ssr (R) = S
1− 1
2k
1
2k
(R).
Consequently fˆ ∈ Srs (R) = S
1
2k
1− 1
2k
(R).
Corollary 2.8. Let f(x) = e−βkx2k , with x ∈ R, βk = (−1)k−1α, α > 0 and
k ≥ 1. Then fˆ satisfies:
(30) |fˆ(ω)| ≤ Ck,αe−εk,α|ω|
2k
2k−1
,
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where Ck,α =
|2kα|
k−1
2k−1
(2pi)
2k(k−1)
2k−1
and εk,α = (2pi)
2k
2k−1
(
2k−1
2k
) (
1
2kα
) 1
2k−1 .
Proof. Following the path of the proof above, one can easily obtain the analog
of (28), that is
|fˆ(ω)| ≤
∣∣∣∣(2pi)2k(−1)kω2kβk
∣∣∣∣−
k−1
2k−1
e
<
νj ∫ ωa
[
(2pi)2k(−1)kt
2kβk
] 1
2k−1
dt

=
∣∣∣∣−(2pi)2kω2kα
∣∣∣∣−
k−1
2k−1
e
<
νj ∫ ωa
[
− (2pi)2kt
2kα
] 1
2k−1
dt

=
(2kα)
k−1
2k−1
(2pi)
2k(k−1)
2k−1 |ω| k−12k−1
e
−δk 2pi
2k
2k−1
(2kα)
1
2k−1
( 2k−12k )(ω
2k−1
2k −a 2k−12k )
≤ Ca (2kα)
k−1
2k−1
(2pi)
2k(k−1)
2k−1 |ω| k−12k−1
e
−δk 2pi
2k
2k−1
(2kα)
1
2k−1
( 2k−12k )ω
2k−1
2k
, ω ∈ Ω.
In this case δk = 1, since we are in the “odd” case described in the proof of
2.6. Hence the result follows. 
3. Heat Equation
3.1. Heat Equation. We will focus on the numerical representation of so-
lutions for the following Cauchy problem:
∂tu+ (−ρ∆)u = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x),
(31)
where u0 ∈ S(Rd) and the parameter ρ is the thermal diffusion. The solu-
tion u(t, x) to this Cauchy Problem can be represented by the action of the
families of Fourier multipliers σρ(t,D) on the initial datum as follows:
(32) u(t, x) =
∫
Rd
e2piix·ωσρ(t, ω)û0(ω)dω = F−1 (σρ(t, ω)û0) (x),
where σρ(t, x) = e−4pi
2ρt|x|2 . The super-exponential sparsity of the Gabor
matrix for the Heat Equation was proved in [2], and some numerical simu-
lations were shown in [2, Sec. 6]. Here we refine those numerical estimates
presenting a new exact representation of the solution via Gabor frames.
Theorem 3.1. For every t ∈ R consider the operator σρ(t,D) defined in
(32). Let G(g, α, β) be a Gabor frame with a Gaussian window function g.
Let (m,n), (m′, n′) ∈ αZd×βZd with αβ < 1; then the modulus of the Gabor
matrix of the operator σρ(t,D) is equal to:
(33)
∣∣〈σρ(t,D)pi(m,n)g, pi(m′, n′)g〉∣∣
= (2 + 4piρt)−
d
2 e
−pi
[
|n|2+|n′|2+ 1
2+4piρt(|m−m′|2−|n+n′|2)
]
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Proof. The calculation of the Gabor matrix for the Fourier multiplier reduces
to
(34)
|〈σρ(t,D)pi(m,n)g, pi(m′, n′)g〉| =
∣∣∣〈F−1 (e−4ρtpi2|ω|2F(pi(m,n)g)) , pi(m′, n′)g〉∣∣∣
We recall that for a > 0
(35) ê−ax2(k) =
√
pi
a
e
−pi2k2
a
Using Plancherel’s Theorem and Relation (35) above, Equation (34) can be
restated as follows∣∣∣〈e−4ρtpi2|x|2F (pi(m,n)g) ,F (pi(m′, n′)g)〉∣∣∣
=
∣∣∣∣∫
Rd
e−4ρtpi
2|x|2TnM−mg(x)Tn′M−m′g(x)dx
∣∣∣∣
=
∣∣∣∣∫
Rd
e−4ρtpi
2|x|2e−2piim(x−n)e−pi|x−n|
2
e2piim
′(x−n′)e−pi|x−n
′|2dx
∣∣∣∣
=
∣∣∣∣e−pi(|n′|2+|n|2) ∫
Rd
e−2piix[(m−m
′)+i(n+n′)]−(2pi+4ρtpi2)|x|2dx
∣∣∣∣
=
∣∣∣e−pi(|n′|2+|n|2)F (e−(2pi+4ρtpi2)|x|2) [(m−m′) + i(n+ n′)]∣∣∣
= e−pi(|n
′|2+|n|2)(2 + 4piρt)−d/2e−
pi
2
· 1
1+2piρt
((m−m′)+i(n+n′))2
= e−pi(|n
′|2+|n|2)(2 + 4piρt)−d/2e−
pi
2
· 1
1+2piρt(|m−m′|2−|n+n′|2).
That is the claim. 
Remark 3.2. We claim that our estimate is more accurate than the one
in [2]. To figured this out, first one can check that
e
−pi
2
· 1
1+2piρt
|n+n′|2 ≤ epi· 11+2piρt (|n′|2+|n|2)
and thus
e−pi(|n
′|2+|n|2)e
pi
1+2piρt
(|n′|2+|n|2)
= e
− 2pi2ρ
1+2piρt
(|n′|2+|n|2) ≤ e− 2pi
2ρ
1+2piρt
(|n′−n|2)
.
Then, it is easy to see that
e−pi(|n
′|2+|n|2)(2 + 4piρt)−d/2e−
pi
2
· 1
1+2piρt(|m−m′|2−|n+n′|2)
≤ (2 + 4piρt)−d/2e−pi2 11+2piρt(|m−m′|2+|n|2+|n′|2)
≤ (2 + 4piρt)−d/2e−ε(|m−m′|2+|n−n′|2),
Hence (33) implies
|〈σρ(t,D)pi(m,n)g, pi(m′, n′)g〉| . e−ε(|m−m′|2+|n−n′|2),
which is the upper bound for the Gabor Matrix given in [2]. This proves that
our estimate is more accurate, as expected.
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3.2. Generalized Heat Equation. The Cauchy problem for the General-
ized Heat Equation can be stated as follows:
∂tu+ (−∆k)u = 0, (t, x) ∈ R× R,
u(0, x) = u0(x),
(36)
with u0 ∈ S(R). The solution u(t, x) to this Cauchy Problem can be rep-
resented by the action of the families of Fourier multipliers σk(t,D) on the
initial datum as follows:
(37) u(t, x) =
∫
Rd
e2piix·ωσk(t, ω)û0(ω)dω = F−1 (σk(t, ω)û0) (x),
where σk(t, x) = et(2piix)
2k
= et(−1)k(2pix)2k .
We shall give an estimate from above of the Gabor matrix of σk(t,D).
First we need a preliminary result, which gives a bound for the convolution
of super-exponential functions.
Lemma 3.3. Let ws,ε(z) = e−ε|z|
1
s , z ∈ Rd and s > 12 . Then
(38)
(
ws,ε ∗ ws,ε
)
(z) . e−ε2−
1
s |z| 1s .
Proof. Expanding the convolution product between the weight functions one
has: (
ws,ε ∗ ws,ε
)
(z) =
∫
Rd
e−ε|x|
1
s e−ε|z−x|
1
s dx.
Consider the set Nz :=
{
x ∈ Rd : |z − x| ≤ |z|2
}
. If x ∈ Nz then |x| ≥ |z|2 ;
therefore
e−ε|x|
1
s ≤ e−ε2−
1
s |z| 1s .
Now, using the previous results:(
ws,ε ∗ ws,ε
)
(z) =
∫
Rd
e−ε|x|
1
s e−ε|z−x|
1
s dx
=
∫
Nz
e−ε|x|
1
s e−ε|z−x|
1
s dx+
∫
Ncz
e−ε|x|
1
s e−ε|z−x|
1
s dx
≤ e−ε2−
1
s |z| 1s ·
(∫
Nz
e−ε|z−x|
1
s dx+
∫
Ncz
e−ε|x|
1
s dx
)
. e−ε2−
1
s |z| 1s = w
s,ε2−
1
s
.
as desired. 
Theorem 3.4. Let G(g, α, β) be a Gabor Frame with a Gaussian window
function g. Let λ = (m,n), ν = (m′, n′) ∈ αZ× βZ with αβ < 1. Then
|〈σk(t,D)pi(λ)g, pi(ν)g〉| . Ct,ke−ε˜t,k2
− 1s (λ−ν) 1s ,
with s = 2k2k−1 , ε˜k,t =
(
2k−1
2k
) (
1
2kt
) 1
2k−1 2−
k
2k−1 and Ct,k = |2kt|
k−1
2k−1 .
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Proof. Considering equality (37) and using the Plancherel’s Theorem, it fol-
lows that:
|〈σk(t,D)pi(λ)g, pi(ν)g〉|
= |〈σk(t, ω)F(pi(λ)g),F(pi(ν)g)〉|
=
∣∣∣∣∫
Rd
et(−1)
k(2piω)2kF
(
pi(λ)e−pix
2
)
(ω)F
(
pi(ν)e−pix2
)
(ω)dω
∣∣∣∣
(39)
Recalling that λ = (m,n) and ν = (m′, n′), then the Fourier transform of
the time-frequency shift reads:
F(pi(λ)g) = TnM−mg = e−2piim·(ω−n)g(ω − n).
Similar relations works for ν. Hence (39) becomes,
=
∣∣∣∣∫
Rd
et(−1)
k(2piω)2ke−2piim(ω−n)−pi(ω−n)
2
e2piim
′(ω−n′)−pi(ω−n′)2dω
∣∣∣∣
=
∣∣∣∣e−pi(n2+n′2) ∫
Rd
e−αω
2k
e−2pi|ω|
2
e−2piiω
(
(m−m′)+i(n+n′)
)
dω
∣∣∣∣
=
∣∣∣e−pi(n2+n′2)F (e−αω2ke−2piω2) (θ)∣∣∣ ,
with α = (−1)k−1t (2pi)2k and θ = ((m−m′) + i(n+ n′)) .
Now we want to use Corollary 2.8 Recall that (30) reads:∣∣∣F (e−αω2k)∣∣∣ ≤ Ck,αe−εk,α˜|ω| 2k2k−1 ,
where Ck,α =
|2kα|
k−1
2k−1
2pik−1 , εk,α = pi
(
2k−1
2k
) (
1
2kα
) 1
2k−1 and |ω | is the modulus
of ω ∈ R.
Using F(f · g) = (fˆ ∗ gˆ), and Lemma 3.3, the last integral can be restated
as follows:
=
∣∣∣e−pi(n2+n′2) (F (et(−1)k(2pix)2k) ∗ F (e−2piω2)) (θ)∣∣∣
.
∣∣∣∣Ck,αe−pi(n2+n′2)((e−εk,α|x| 2k2k−1) ∗ (e−pi2 x2))(θ)∣∣∣∣
.
∣∣∣∣Ck,αe−pi(n2+n′2)((e−εk,α|x| 2k2k−1) ∗ (e−εk,α|x| 2k2k−1))(θ)∣∣∣∣
=
∣∣∣Ck,αe−pi(n2+n′2)(w 2k
2k−1 ,εk,α
∗ w 2k
2k−1 ,εk,α
)(
θ
)∣∣∣
.
∣∣∣∣Ck,αe−pi(n2+n′2)(w 2k
2k−1 ,εk,α2
− 2k
2k−1
)(
(m−m′) + i(n+ n′))∣∣∣∣
.
∣∣∣∣∣Ck,αe−pi(n2+n′2)e−εk,α2− 2k2k−1
∣∣(m−m′)+i(n+n′)∣∣ 2k2k−1 ∣∣∣∣∣
=
∣∣∣∣∣Ck,αe−pi(n2+n′2)e−εk,α2− 2k2k−1
(
(m−m′)2+(n+n′)2
) k
2k−1
∣∣∣∣∣
.
∣∣∣∣Ck,αe−pi(n2+n′2)e−εk,α2− 2k2k−1 ((m−m′)2) k2k−1 ∣∣∣∣ .
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It is well known that ∀ a, b > 0, p > 0 the following inequality holds:
(a+ b)p ≤ 2p(ap + bp).
Thus, putting a = |m−m′|2, b = |n− n′|2 and p = k2k−1 it follows that
(40)((
(m−m′)2) k2k−1 + ((n− n′)2) k2k−1) ≥ 2− k2k−1 ((m−m′)2 + (n− n′)2) k2k−1 .
This inequality is useful in the calculation before to reach the desired esti-
mate:
|〈σk(t,D)pi(m,n)g, pi(m′, n′)g〉|
.
∣∣∣∣∣Ck,αe−pi2 ((n−n′)2)e−εk,α2− 2k2k−1
(
(m−m′)2
) k
2k−1
∣∣∣∣∣
.
∣∣∣∣∣∣Ck,αe−εk,α2
− 2k
2k−1
((
(m−m′)2
) k
2k−1 +
(
(n−n′)2
) k
2k−1
)∣∣∣∣∣∣
.
∣∣∣∣∣Ck,αe−εk,α2− 3k2k−1
(
(m−m′)2+(n−n′)2
) k
2k−1
∣∣∣∣∣
.
∣∣∣∣Ck,αe−εk,α2− 3k2k−1 (λ−ν) 2k2k−1 ∣∣∣∣ ,
where λ = (m,n) and ν = (m′, n′).
If we exploit the constant α = α(k, t) = t (2pi)2k into Ck,α and εk,α, we
obtain:
Ck,α =
|2kα| k−12k−1
(2pi)
2k(k−1)
2k−1
=
|2kt(2pi)2k| k−12k−1
(2pi)
2k(k−1)
2k−1
= |2kt| k−12k−1 .
Analogously
εk,α2
− k
2k−1 = (2pi)
2k
2k−1
(
2k − 1
2k
)(
1
2k(2pi)2kt
) 1
2k−1
2−
k
2k−1
=
(
2k − 1
2k
)(
1
2kt
) 1
2k−1
2−
k
2k−1 .
Finally, renaming the two constants
Ck,t = |2kt|
k−1
2k−1 and ε˜k,t =
(
2k − 1
2k
)(
1
2kt
) 1
2k−1
2−
k
2k−1 ,
the result follows. 
Remark 3.5. Thanks to Remark 2.7, it is clear that σk(x, t) = e−t(2pix)
2k
fulfills the hypothesis of Theorem 2.3 with s = 2k−12k . From Theorem 3.4, we
get
|〈σk(t,D)pi(λ)g, pi(m′, n′)g〉| . Ct,ke
−ε˜t,k2−
1
s
(
(m,n)−(m′,n′)
) 1
s
,
with s = 2k2k−1 and that is consistent with (18).
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4. Schrödinger equation with hamiltonian HA = − 14pi∆u+ pi|x|2
The Cauchy problem for the Harmonic Repulsor can be stated as follows:
i∂tu− 1
4pi
∆u+ pi|x|2 = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x),
(41)
u0 ∈ S(Rd). The solution can be calculated using the metaplectic operator
in Section 2.3. Here the Hamiltonian HA = − 14pi∆u+pi|x|2 can be written as
HA = 2piPωA, with PωA with Bj,k = Cj,k = δij and Aj,k = Dj,k = 0. Therefore,
the symplectic matrix related to (41) is A =
(
0 Id
Id 0
)
. We know that the
solution of the Cauchy problem is given by µ(etA)u0(x), where µ is the
mataplectic representation. So we have to calculate the exponential of the
matrix A. The diagonal decomposition of A is
A = 1
2
(
Id −Id
Id Id
)(
Id 0
0 −Id
)(
Id Id
−Id Id
)
Then we have
etA =
1
2
(
Id −Id
Id Id
)(
etId 0
0 e−tId
)(
Id Id
−Id Id
)
.
It is easy to see that e±tI = e±t
(
Id 0
0 Id
)
. Thus,
etA =
(
et+e−t
2 Id
et−e−t
2 Id
et−e−t
2 Id
et+e−t
2 Id
)
.
Using the definition of the hyperbolic sine and cosine, we obtain
etA =
(
cosh(t)Id sinh(t)Id
sinh(t)Id cosh(t)Id
)
.
Now, we can use (19) to calculate the solution of (41) with initial datum
u0 = pi(m,n)g, that is
u(t, x) = µ(etA)pi(m,n)g
=
1
cosh(t)
∫
Rd
e
pii tanh(t)x2+ 2piixω
cosh(t)
−pii tanh(t)ω2F (pi(m,n)g) (ω)dω.(42)
Fix t ∈ R, in order to calculate the Gabor matrix of the operator T , we
compute first (42).
Lemma 4.1. Consider the metaplectic operator (42) and the time-frequency
shifts of the Guassian pi(m,n)g(x) = MnTme−pi|x|
2, where (m,n) ∈ Λ with
Λ = αZd × βZd and αβ < 1. Then one has
Tpi(m,n)g(x) = Cte
−pi(m+in)2 cosh(t)
cosh(t)+i sinh(t) e
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
+
2pix(m+in)
cosh(t)+i sinh(t) .
where Ct =
(
1
cosh(t)+i sinh(t)
) d
2
e−pin2+2piim·n.
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Proof. We expand (42):
u(t, x) =
(
1
cosh(t)
) d
2
∫
Rd
e
pii tanh(t)x2+ 2piixω
cosh(t)
−pii tanh(t)ω2F (pi(m,n)g) (ω)dω
=
(
1
cosh(t)
) d
2
epii tanh(t)x
2
∫
Rd
e
2pii
[
x·ω
cosh(t)
− tanh(t)ω2
2
]
TnM−mgˆ(ω)dω
=
(
1
cosh(t)
) d
2
epii tanh(t)x
2
·
∫
Rd
e
2pii
[
xω
cosh(t)
− tanh(t)ω2
2
]
e−2piim(ω−n)−pi|ω−n|
2
dω
=
(
1
cosh(t)
) d
2
epii tanh(t)x
2
e−pin
2+2piimn
·
∫
Rd
e
−2piiω
[
m+in− x
cosh(t)
]
e−piω
2(1+i tanh(t))dω.(43)
Using (35), we can restate (43) as follows
(44) Ct epii tanh(t)x
2
e
−pi
[
m+in− x
cosh(t)
]2( cosh(t)
cosh(t)+i sinh(t)
)
,
with Ct =
(
1
cosh(t)+i sinh(t)
) d
2
e−pin2+2piim·n.
Since
u(t, x) = Ct e
pii tanh(t)x2−pi
[
m+in− x
cosh(t)
]2( cosh(t)
cosh(t)+i sinh(t)
)
= Ct e
pii
sinh(t)
cosh(t)
x2
e
−pi[(m+in)2]
(
cosh(t)
cosh(t)+i sinh(t)
)
·e−pi
[
−2(m+in) x
cosh(t)
+ x
2
cosh(t)2
](
cosh(t)
cosh(t)+i sinh(t)
)
= Ct e
−pix2
[
1−i sinh(t)(cosh(t)+i sinh(t))
cosh(t)(cosh(t)+i sinh(t))
]
· e
2pix(m+in)
cosh(t)+i sinh(t) e
−pi(m+in)2 cosh(t)
cosh(t)+i sinh(t)
= Ct e
−pix2
[
cosh(t)2−i sinh(t) cosh(t)
cosh(t)(cosh(t)+i sinh(t))
]
e
2pix(m+in)
cosh(t)+i sinh(t)
· e−
pi(m2+2imn−n2) cosh(t)
cosh(t)+i sinh(t)
= Cte
−pix2
[
cosh(t)2−i sinh(t) cosh(t)
cosh(t)(cosh(t)+i sinh(t))
]
e
2pix(m+in)
cosh(t)+i sinh(t)
· e−
pi(m2+2imn−n2) cosh(t)
cosh(t)+i sinh(t)
= C˜te
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
e
2pix(m+in)
cosh(t)+i sinh(t) ,
where
C˜t =
(
1
cosh(t) + i sinh(t)
) d
2
e
−pin2+2piimn−pi(m2+2imn−n2) cosh(t)
cosh(t)+i sinh(t) .
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Hence the result is proved. 
The computation of the Gabor matrix Tm,n,m′,n′ = 〈Tpi(m,n)g, pi(m′, n′)g〉
of the metaplectic operator Tt, reduces now to compute the inner product
above.
Theorem 4.2. Let Tt be the operator defined in (42) and (m,n), (m′, n′) ∈ Λ
with Λ = αZd × βZd, αβ < 1. Then
Tm,n,m′,n′ = Cte
−pi
2 [|m|2+|n|2+|n′|2+|m′|2+2 tanh(mn−m′n′)−2(mm′−nn′)],(45)
where Ct = e
iψ
(2 cosh(t))
d
2
and |eiψ| = 1.
Proof. Using Lemma 4.1:
Tm,n,m′,n′ =
= 〈C˜te−pix
2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
+
2pix(m+in)
cosh(t)+i sinh(t) , pi(m′, n′)g〉
= C˜t
∫
Rd
e
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
+
2pix(m+in)
cosh(t)+i sinh(t)Mn′Tm′e−pi|x|
2dx
= C˜t
∫
Rd
e
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
· e
2pix(m+in)
cosh(t)+i sinh(t)
−2piin′x−pi|x−m′|2
dx
= C˜te
−pim′2
∫
Rd
e
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
]
· e
2pix(m+in)
cosh(t)+i sinh(t)
−2piin′x−pix2+2pim′x
dx
= C˜te
−pim′2
∫
Rd
e
−pix2
[
cosh(t)−i sinh(t)
cosh(t)+i sinh(t)
+1
]
· e
2pix(m+in)
cosh(t)+i sinh(t)
−2piix(im′+n′)
dx
= C˜te
−pim′2
∫
Rd
e
−pix2
[
2 cosh(t)
cosh(t)+i sinh(t)
]
· e−2piix
[(im−n)+(im′+n′)(cosh(t)+i sinh(t))]
cosh(t)+i sinh(t) dx.
Using (35), we obtain:
(46) Tm,n,m′,n′ = C˜te−pim
′2
(
cosh(t) + i sinh(t)
2 cosh(t)
) d
2
· e−pi2 ·
[(im−n)+(im′+n′)(cosh(t)+i sinh(t))]2
cosh(t)(cosh(t)+i sinh(t)) .
Expanding C˜t, (46) becomes:
Tm,n,m′,n′ =
1
(2 cosh(t))
d
2
e
−pi
2
1
cosh(t)(cosh2(t)+sinh2(t))
Φ(m,n,m′,n′,t)
.(47)
Now we have to give a clear formulation of Φ. The calculations that follow do
not take care of the imaginary part which is always contained in a real-valued
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function ψ.
Φ = 2
[
(|m′|2 + |n|2) + 2imn] · [cosh(t) · (cosh2(t) + sinh2(t))]
+
{
2(m+ in)2 cosh2(t)
}
(cosh(t)− i sinh(t)) ,
+
{[
(im− n) + (im′ + n′)(cosh(t) + i sinh(t))]2}
· (cosh(t)− i sinh(t)) ,
= 2(|m′|2 + |n|2) (cosh3(t) + cosh(t) sinh2(t))
+ 2(|m|2 + 2imn− |n|2) · (cosh3(t)− i cosh2(t) sinh(t))
+ (im− n)2 · (cosh(t)− i sinh(t))− 2(im− n)(im′ + n′)
· (cosh2(t) + sinh2(t))
+ (im′ + n′)2(cosh(t) + i sinh(t))
(
cosh2(t) + sinh2(t)
)
+ iψ
= 2(|m′|2 + |n|2) (cosh3(t) + cosh(t) sinh2(t))+ 2(|m|2 − |n|2) cosh3(t)
+ 4mn cosh2(t) sinh(t) + (−m2 + n2) cosh(t)− 2mn sinh(t)
− 2 (−mm′ − nn′ − imn′ − im′n) (cosh2(t) + sinh2(t)))
+ (−|m′|2 + |n′|2) cosh(t) (cosh2(t) + sinh2(t))
− 2m′n′ sinh(t) (cosh2(t) + sinh2(t))+ iψ
=
[
(|m|2 + |n|2) cosh(t) + 2mn sinh(t) + 2(mm′ + nn′)]
· (cosh2(t) + sinh2(t))
+
[
(|m′|2 + |n′|2) cosh(t)− 2m′n′ sinh(t)] · (cosh2(t) + sinh2(t))+ iψ.
Finally, using (47) the Gabor matrix can be expressed as
Tm,n,m′,,n′ = Cte
−pi
2 [|m|2+|n|2+|n′|2+|m′|2+2 tanh(t)(mn−m′n′)−2(mm′−nn′)],
where Ct = e
iψ
(2 cosh(t))
d
2
and |eiψ| = 1. Thus, the Theorem is proved. 
5. Numerical Result
In this section we show numerical examples to test the fastness of the
Gabor coefficients’ decay, in dimension d = 1, 2, 3. In dimension d = 1 we
will show the magnitude of the Short-Time Fourier transform of the solu-
tions, i.e. the spectrogram of the solutions to the Cauchy problems of the
previous sections. The initial datum we will use is provided by MnTmg with
g Gaussian function. We shall represent the behavior of the solution in the
phase space at different instants of time. In all our examples we will use a
lattice on Z2d with parameters α = 1, β = 12 . In this way the Gabor system
G(e−pi|x|2 , 1, 12) is a frame for L2(Rd).
5.1. Heat Equation. Numerical evaluations of the Gabor matrix for this
problem are already treated in [2]. Here, using the exact representation of
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Dependence of the coefficients decay from the Thermal Diffusion.
Figure 5.1. The dissipative effect caused by the thermal
diffusion α.
the Gabor matrix, namely∣∣〈σρ(t,D)pi(m,n)g, pi(m′, n′)g〉∣∣ =
(2 + 4piρt)−
d
2 e
−pi
[
|n|2+|n′|2+ 1
2+4piρt(|m−m′|2+|n+n′|2)
]
.
we obtain a faster decay. Moreover, the equation above clarify that the
growth of the diffusion factor ρ and the time t cause the same diffusive effect
on the solution. In fact, if we fix the time variable and we let ρ increase, we
see a diffusion in the space variable, as shown in Figure 5.1. Notice that it
is equivalent to fix ρ = 1 and let the time t grow, as shown by 5.1.
5.2. Generalized Heat Equation. In dimension d = 1, the Gabor matrix
associated to the Cauchy problem (36) fulfills the estimate:
|〈σk(t,D)pi(m,n)g, pi(m′, n′)g〉| . Ct,ke−ε˜t,k2
− 1s (λ−ν) 1s ,
with s = 2k2k−1 , ε˜k,t =
(
2k−1
4k
) (
1
4pikt
) 1
2k−1 2−
k
2k−1 and Ct,k = |4pikt|
k−1
2k−1 . Using
this equation we show the coefficients’ decay in dimension d = 1 together
with their dependence from k and t.
5.3. Harmonic Repulsor. The exact expression of the Gabor matrix re-
lated to the Harmonic Repulsor is given by equation (45), that is
|Tm,n,m′,n′ | = Ce−
pi
2 [|m|2+|n|2+|n′|2+|m′|2+2 tanh(t)(mn−m′n′)−2(mm′−nn′)],
whit C = 1
(2 cosh(t))
d
2
. Figure 5.3 shows that using this expression we obtain
huge decays of the coefficients. In dimension d = 2 and d = 3 we obtain
results similar to those in [4] for the case of the harmonic oscillator. Figure
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Magnitude of the coefficient for the Heat Equation at different
instants of time t, in dimension d = 2.
Figure 5.2. The dissipative effect grows together with the
time t. Similar effects are observable by increasing the ther-
mal diffusion ρ.
5.3 resemble the behavior of the Harmonic Repulsor in the phase space.
The Gaussian approaches the origin from the south-east and then goes to
north-est. As the picture shows, although the Gaussian spread in the spatial
variable, it remains concentrated in the Time-Frequency domain.
GABOR DECOMPOSITION OF EVOLUTION OPERATORS AND APPLICATIONS 21
Magnitude of the coefficient for the Heat Equation at different
instants of time t, in dimension d = 3.
Figure 5.3.
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Magnitude of the coefficient for the Generalized Heat Equation
at different instants of time t and Laplacian powers k, in
dimension d = 1.
Figure 5.4. This picture shows that the decay obtained at
different instant times and powers k is almost identical.
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Magnitude of the coefficient for the Harmonic Repulsor at
different instants of time t, in dimension d = 2.
Figure 5.5. This picture shows that the decay obtained at
different instants of time is almost identical.
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Magnitude of the coefficient for the Harmonic Repulsor at
different instants of time t, in dimension d = 3.
Figure 5.6. This picture shows that the decay obtained at
different instants of time is almost identical.
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Contourplots of the STFT of Harmonic Repulsor’s solution at
different instants of time t.
Figure 5.7. Contour plot for the Short-Time Fourier
Transform of the solution of (41) in dimension d = 1 at
different instants of time, with initial datum and window
u(x) = g(x) = e−pi|x|2 .
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