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Abstract

There are many face detection classification models available for download and use
in the modern technological world. Based in the field of deep neural networks, these off-theshelf solutions are generally inadequate to solve real world challenges. This work presents
how current approaches biased towards detecting adult human faces must be modified in
order to better accommodate face detection of the neonate in a NICU setting.
YOLO is a powerful object detection algorithm. Due to optimizations such as Cross
mini-batch Normalization, Modified Spatial Attention Modules, Modified Path Aggregation
Networks, Self-Adversarial Training, Mosaic Data Augmentation, DropBox Regularization,
Multi-Input Weighted Residual Connections and Mish-activation functions, in its most recent
form, YOLOv5 will be lightweight enough to be integrated into the clinical setting. As
YOLO has always been a front runner in terms of computation speed, with the optimizations
above YOLOv5 is able to make real-time detection. With appropriate training, YOLOv5
will be able to accurately detect the face of the neonate and overcome bias, occlusion and
extremely difficult background context that normally cause inaccurate results with other
object detection methods.

iv

Chapter 1

1.1

Introduction

Problem Statement
Over the last decade due to advancements in the machine learning field, specifically

with the contributions of Deep Neural Networks (DNN), many classification problems are
considered solved. For the most part, computers are now able to answer question of ”Does
this image contain this specific object?”. This thesis will present that algorithms directly
taken from the source, often referred to as ”off-the shelf” or ”out-of-the-box” solutions,
usually fail to solve less generalized cases. For example, deep neural networks trained on
Microsoft’s Common Objects in Context [19] learns 80 different object categories. In order
to keep definable boundaries between objects that may fall in multiple categories, only
very general class names are used. To be defined as an object categorie, classes must be
of things which are considered self-contained i.e. an individual objects. This means deep
neural networks trained on COCO will learn ”person”, but not ”hand”, ”leg”, or ”face”. It
becomes easy to see why then face detection is still an unsolved topic of classification.
That isn’t to say that general face detection is not a topic of interest in the field.
[18, 22, 16, 28, 47, 42] all show substantial improvements for human face detection using
various deep learning approaches to the problem. However, work specifically focused on the
detection of the neonate face is still in need of exploration. A rough estimate of 80-90%
of research done in face detection has been developed exclusively for adults. Beyond the
fact that the adult face has undergone vast changes since birth, the neonate is considered an
unwilling participant. This heightens the problems of extreme pose variations and occlusions.
Moreover, a majority of the time in a neonate’s life is spent asleep, further challenging face
detection algorithms. The closed eyes of the squished face of a neonate is notably similar to
1

that of the child’s mouth. Most of the traditional 66 facial landmarks that align with the
adult face, will not be the same for that of the neonate.
Whats furthermore, while there has been expansive improvements in the field of deep
neural networks, DNN’s are still complicated to implement and computationally expense.
This will translate into two main obstacles in implementing deep neural networks in any clinical setting. For the most part, it takes an educated computer programmer to handle setting
up the environment in which the deep neural network are to be run. When working in the
clinical medical setting, usually medical professionals are the ones physically implementing
the technologies. These professionals have extensive training in their own field, often with
only bare necessity training in advanced technologies and equipment.
Currently any deep neural network will rely on multiple system dependencies which
would take someone with an extensive knowledge of various operating systems to implement.
Even with improvements in computer power, it still takes very expensive equipment to train
the programs reliant upon a deep neural networks for classification. As proven by results
presented in this thesis, out of the box deep neural network solutions, i.e. untrained networks,
see insufficient accuracy when challenged with detection in the clinical setting. Training these
networks requires even more expensive equipment than simply using the pretrained models,
something out of the reach of most of those outside the computer science world.
In spite of these obstacles, if accurate and inexpensive solutions can be created the
beneficial impact upon the medical field is boundless. By automating daily minutia tasks
through the help of deep neural networks, medical professionals can focus on reaching more
individuals at less of a cost. This is the best way provide enhanced healthcare to a larger
group of the population. This work will focus specifically on the use of these technologies in
the Neonatal Intensive Care Unit (NICU) and its impact of Neonatal healthcare, while most
of the implications drawn can be directed translated to many other fields in medicine.

2

1.2

Contributions
This work looks to provide the following things. Firstly, a deep discussion on the

evolution of the novel classification algorithm You Only Look Once (YOLO). Due to its
speed, robustness, and accuracy, YOLO has been a leading deep learning model for image
detection since Joseph Redmon introduced it in 2015. Going through 5 iterations, this thesis
looks to comprehensively describe the technical advancements that have made YOLO the
power-horse of deep neural network image detection.
Secondly, after discussing the various technological advancements, I have evaluated
the accuracy of YOLO in its various forms on multiple datasets. In its most readily available state, YOLO for image detection relies upon pre-trained weights. These solutions can
provide a general base solution, but for any practical application a trained YOLO model
is required. One of the biggest disconnects of current artificial intelligence, is between the
theoretical solutions and practical real world interpretations. Highly dependent upon data
pre-processing, accuracy of these models often suffers when fed the more complex unprocessed images taken directly from real world settings. This is why working within a clinical
medical setting is such a difficult task, as there is large amounts of wires and equipment
moving throughout the scene.
The third contribution of this thesis demonstrates how a trained YOLO will be the
first step in a solution to embedded implementation of image detection, in addition to proposing future work in this direction.

1.3

Previous Work
One further goal of accurate face detection could ultimately be facial recognition. This

is when a deep neural network is able to classify individual subjects over time, distinguishing
different persons from each other. It is much less expensive to acquire an image (or multiple
images) of a human that it is to collect fingerprint data or DNA. [35, 3, 1] are all examples

3

of work attempting to solve the problem of facial recognition, specifically recognition of the
neonate, infant, and toddler face. These works look to recognize the face of the same subject
over a relatively short span of time, for example 6 weeks between acquired images. The
challenges present by these works re-enforce the premise of the extremely rapid changes the
human face undergoes during the first year of life.
One of the largest obstacle these methods are unable to overcome is detection of the
neonate face within the frame. Even with extensive pre-processing of images, face detection
is done through manual annotation. This is extremely tedious and time consuming, but also
means that these suggested methodologies will fail in real time conditions. [4] does attempt
to use out of the box solutions for face detection, but the accuracy will be severely negatively
impacted.
The FaceChanel is introduced by Barros et al[2] as a solution for the previous challenges faced when trying to train very large deep networks. It looks for a lightweight solution
to face detection by reducing the parameter space. In Chapter 5, I will demonstrate that
YOLOv5s, the YOLO model with smallest amount of parameters, will achieve excellent
accuracy and require a 25% of the time to train.
YOLO-FD [36] was published in 2019 after the release of YOLOv3. It’s modeled
very similarly to YOLOv3 and trained on WIDER FACE[41] for what was at the time a
leading approach to adult face detection with a inference rate of 34 fps. I will present a
comparative approach to neonate face detection as a baseline, of which training on YOLOv5
will outperform. Very similar work is presented with PP-YOLO[20]. Long et al do not
do any modifications to the YOLOv3 architecture, but instead look to analyze the impacts
associated with the multitude of hyperparameters of the YOLO network.

1.4

Thesis Outline
The rest of this thesis will be outlined as follows. Chapter 2 introduces the reader

with common terminology and concepts associated with the work done in this thesis. There
4

are two main veins which these terms might belong to. Firstly, concepts associated with
the NICU, neonates and commonly used by those is the medical fields. Secondly, as much
of the actual experimental work was done using machine learning algorithms, a discussion
on convolutional neural networks and deep learning terminologies. Chapter 3 provides a
description of any datasets that were used during experimentation. Additionally, section
3.1.2 and section 3.2.2 will go into detail as to any additional image processing that was
applied to the images used during training and experimentation.
Chapter 4 looks to provide an in-depth analysis of the novel object detection algorithm
You-Only-Look-Once, created by Joseph Redmon[29]. After presenting the algorithm in its
original form, I will touch about specific innovations incorporated in later versions of YOLO,
which have either shown to improve YOLO by computational speed or mean average precision
accuracy. In Chapter 5 I present various results. Multiple experiments were done using two
different datasets featuring acute pain of the neonate as described in chapter 3. This allows
me to demonstrate how it is possible, using the newest version of YOLO to create an accurate
deep neural network capable of neonate face detection in a clinical setting at real time.
Finally, chapter 6 provides a summarized analysis. I will describe why this is an
important problem to solve. I will also include a final section on future work that will be
continued as a result of this thesis.

5

Chapter 2

2.1

Background and Context

Definition of Key Terms
This section presents some of the background terminology and concepts which the

reader may be lacking in familiarity. There are two veins of context terminology, medical
concepts and deep learning concepts. While many later chapters will focus on the practical
usage of these concepts, it is important for the reader to have some general background
knowledge of terms that will be used often throughout this work.
2.1.1 Acute vs Postoperative Pain
Humans experience pain continuously throughout their life. There is a plethora of
scales which attempt to capture different levels of pain experience in a discrete form. For
work done with the propriety dataset NPAD described in chapter 3, NPASS[13] is the pain
scale defining the ground truth of how much pain a neonate currently is in. This stands for
Neonatal Pain, Agitation, and Sedation Scale. With pain scales ranging from [−2, 2], this is
a reputable and widely used way to define neonate pain.
Furthermore, how we experience pain can be either defined as ”acute” or ”postoperative”. Acute pain will represent the initial and often intense pain felt directly after an
unwelcome stimuli. For example, the pain felt when one stubs a toe. All of the data used
throughout this thesis deals with acute pain. The stimuli the infant faces is either a heel
lancing or immunization administration.
Additionally while not considered for face detection in this work, NPAD contains
postoperative pain examples. Postoperative is indicative of longer pain, often the lingering
pain felt as the body heals from a more drastic negative stimuli. All of the neonates con6

sidered for data collection in NPAD are admitted into the NICU at the time of recording.
Generally this means any postoperative pain experienced by a neonate is resulting from a
major surgery.

2.1.2 Neonate
Neonate can be looked at formally as the clinical term for newborn baby. More
specifically this refers to a human child who was just born from a mother. The age range
for the neonate is bounded by 4 weeks, after birth date. Another term that will be used
throughout the thesis is NICU. This stands for Neonatal Intensive Care Unit. For various
reasons, if a neonate is born pre-mature or faces other health complications they will be
treated in the NICU. This specialized unit in a hospital contains equipment and medical
individuals specifically trained to provide the delicate care required with neonates. This
is not to be confused with the Pediatric Intensive Care Unit (PICU). NICU is reserved
for neonates directly succeeding birth and who have not previously been released from the
hospital.

2.1.3 Convolutional Neural Network
An entire thesis could be used in an attempt to explain what a convolutional neural
network is. [46, 17] are some great resources for those looking to understand on a more
mathematical level what is being achieved by convolutional neural networks. Before I describe convolution neural network, one must also understand what a more generalized deep
neural network is. In its most basic core, a neural network is a series of weighted connections
(neurons) which will output a value based on the input and its weight value. Also, a bias
constant may be included. All convolutional neural networks are also a deep network, but
not every deep network can be categorized as a convolutional neural network.
Based strongly in traditional edge detection approaches for digital imaging, Convolutional Neural Networks (CNN) aim to extract learnable features from input. They have
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been proven to be most effective when input images. At its most basic interpretation, a
digital image is an [X x Y ] matrix of pixel intensity values. When considering a color image
pixel values are concatenated across 3 color channel layers, traditionally red, green, and blue,
giving a final matrix of dimensions [3 x X x Y ]. Applying another matrix, referred to as
the kernel filter, in a sliding window fashion across all the pixels in an images will result in
a new convolution feature map. In other words the algorithm will convolve the filter with a
input image, hence the namesake, resulting in a new matrix of output values.
Generally, kernels are of sizes [3 x 3], [5 x 5], or [7 x 7]. CNN’s are a form of
information compression, extracting high level features in an effort to allow the computer to
understand the scene it is presented with. This is done over and over, each layer outputting a
different convolutional feature map representing different features. What to extract and how
to combine different features from various layers is the definition of a networks’ architecture.

2.2

Difficulties of Clinical Settings
One of the biggest contributions this work provides is a beginning solution for facial

detection ”in the wild”. ”In the wild” is a term in the computer science field, implying
images whose background still reflects actual real world conditions. In this thesis, wild is
describing the NICU environment. In its most initial form, an image of the NICU can be
interpreted even by humans as a complicated image. There are numerous wires, precariously
throughout the frame. Equipment overlaps each other, and often each are the same neutral
shade as the rest of equipment in the room. Lighting is frequently inadequate. Audio stimuli
will be heard from the equipment in the current subjects room as well as throughout the
unit.
Especially when working with the neonate, occlusion becomes a large problem. This
is when part of the main focus of classification in a test image, in our case the face, is being
blocked by some external factor. For the common neonate, a sucking pacifier is often placed
in the mouth completely obscuring the mouth region of the face. A neonate is also categorized
8

as an unwilling participant. This means often times the subject is flailing extremities, causing
a hand or arm to come between the face and recording camera. Human beings are easily
able to discern contextual information to understand occlusion, but deep neural networks
often will fail when faced with missing information.
Many works previously presented achieving any sort of decent results when attempting
to do face detection in clinical settings requires vast amount of pre-processing. Off the shelf
solutions will not achieve decent results, unless the user manually extracts a smaller section of
the image and indicates this includes a true positive for a face. The more striking drawback
to this approach, is that it completely renders any real-time face detection null. While
some current algorithms may be able to process face detection in a single image at real-time
speed, it becomes only theoretical proven possible. If face detection algorithms force user
supervision to achieve results it thus is slowing face detection down to a rate could not be
considered real-time.

2.3

Bias As a Cause of Inaccuracy
One point I have not made before this is the concept of bias. Bias is defined as a

strong preconceived notion about something, favorably or unfavorably. Intrinsically there is
going to be bias in any dataset. Furthermore every time a dataset is handled by a human
expert, additional bias is added. While it is not usually possible to strip an entire dataset of
all of it’s bias, the computer programmer should aim to reduce it to as close to negligible as
possible. One way to do this, is fine tune training on data similar to what the deep neural
network will be using for testing. Excessive amount of bias will cause a neural network to
miss classify any input it is presented that isn’t tightly similar to what it was trained upon.
While it may be a goal, compiled datasets will not be able to exactly replicate real word
conditions, meaning overly biased networks will fail in practice.
Each of the datasets used here in this thesis see the results of age bias. A majority
of deep neural networks that provide off the shelf solutions for face detection were trained
9

on the adult human face. [26] is work dedicated to describing how the human face develops
different over the stages of our entire life and how this bias need be eliminated for accurate
face detection biometric solutions. If only we all looked the same for as long as we are alive!
Not only is it clear to see the differences between the face of a neonate and an adult, the
first year of life is the time for the most drastic of changes. A neonate at 2 weeks age will
also look different for an infant of 12 month age. This is a direct correlation as to why
off-the-shelf face detection methods trained on the adult face will fail when tested on the
face of a neonate.
While this work focuses on the difficulty of neonate face detection, there are many
of sub categories of human populous which also face inaccuracy as a results of dataset bias.
Not only are most face detection systems biased towards the adult face, additionally there
is racial bias. Even more of an outlier are the faces of the disabled or deformed which may
not follow standard landmarks of the conventional adult human. [10] cites the work done by
researchers at University of South Florida’s Neonate Pain Assesment Project, and indicates
how other non-verbal sub-populations such as the elderly, disabled, or those on the Autism
spectrum would benefit from integrating unbiased face detection in clinical therapies.

10

Chapter 3

Data Collection and Preparation

This chapter takes an in-depth look at the two datasets used extensively throughout
this thesis. The first is NPAD, specifically the subset handling acute subjects. Additionally,
a subset of the 2013 YouTube dataset[11] compiled originally by Harrison et al.
3.1

Neonatal Pain Assessment Database
The first dataset used for experimentation was the proprietary dataset, Neonatal Pain

Assessment Database [45] subsequently referred to as NPAD. Two types of subdivides exist
within this data, what are defined as ”Acute” and ”Postoperative” subjects. For the purpose
of current experimentation only the ”Acute” subjects were used.
Originally used by Zamzmi in[45], the NPAD dataset is currently being collected as
part of a larger ongoing project, titled the Neonate Pain Assessment Project. The project
website is located at: https://rpal.cse.usf.edu/project_neonatal_pain/. This project
is a collaborative study between University of South Florida Computer Science and Engineering Department, University of South Florida Health, and Tampa General Hospital. The
Neonate Pain Assessment project aims to discover computer science and engineering approaches to pain detection and prediction in the neonate, specifically while the neonate is
hospitalized in the Neonate Intensive Care Unit (NICU) at Tampa General Hospital. Future
collaborations are in talks looking to extend this study too multiple sites for data collection.
This Institutional Review Board (IRB) approved study requires consent from parents before
any confidential data is collected. A small portion of the dataset is available for distribution
after a few confidentiality protocols are adhered to. Please visit the above URL for more
information on accessing NPAD. [44, 33, 32, 34] are all published work by our group, all of
which build upon progress towards accurate pain detection using NPAD.
11

3.1.1 Description
To date, 75 subjects have enrolled into the Neonate Pain Assessment study, indicating
their parent or guardian has granted consent for data collection. Some of those subjects
were later excluded from participation due to exclusion criteria such as facial anomalies or
subject not demonstrating any acute or postoperative pain. The NPAD dataset is currently
comprised of 40 individual subjects, 31 of which were focused on acute procedural pain and
9 which focused on postoperative procedures. Original goal of data collection was to capture
the acute pain displayed by neonates during heel stick procedures or immunizations, later
shifting towards a focus on postoperative pain. As the Neonate Pain Assessment project
considers a multi-modality deep learning approach to pain detection and prediction the
following modalities were captured to compile the entire dataset.
Videos were recorded using the current version of GoPro Hero camera at a consistent
resolution of 1080p and 30 fps as the frame rate. Video recording of the subject contains
both imaging of neonate face and neonate body, as well as surrounding background NICU
context. Sound is also captured in conjunction with the visual recording. Length of videos
range from 1 min to 5 min of acute subjects, to 9 hours for postoperative. As we continue
to collect more postoperative subjects, the goal is to eventually collect near 24 hours of
continuous video recording.
While in the NICU, neonates are consistently monitored by a Phillips MP-70 vital
signs monitor. Video was collected off this monitor and time synced with previous videos
collected of the subject during the same time range. This allows for a continuous documentation of the neonates oxygen saturation levels (SpO2 ), blood pressure(BP ), respiratory
rate(RR), and heart rate(HR). Ultimately, this work will only use imaging for face detection,
but future work will look to extend usage to entirety of NPAD.

12

3.1.2 Pre-Processing
For training I used the acute subset of the NPAD dataset. Static images were required to be extracted from the original videos. To do this, key frames were taken and
subsequently numbered in order. A per-subject separation was maintained. This resulted in
8,827 total images, with 54 to 701 images per subject over 31 acute subjects. No additional
pre-processing was done to images, in terms of scaling or cropping input. This is important
in that it demonstrates the work presented here is a versatile architecture capable of handle
a large degree of different images. Figure 3.1 gives examples randomly selected from NPAD.
As this is confidential data, eye masks are applied to achieve subject de-identification.

Figure 3.1: Examples of NPAD Dataset
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3.2

2013 YouTube Dataset
YouTube is a highly popular online video streaming platform. It allows users to

create an account and upload their own personal videos, which other users can then access
and watch. Harrison et al cite created a new user account on YouTube in order to ensure no
prior user bias in the search function and compiled a set of videos resulting from the entire
platform search of ”baby injection” and ”baby vaccine” terms[11]. The results of this search
becomes the basis of the 2013 YouTube infant immunizations dataset. Initially, Harrison et
al collects the 2013 YouTube infant immunizations dataset in order to analyze how often
medically recommended techniques are actually put in practice when it comes to the real
world clinical setting. That is to say, that instead of introducing sweet solutions to the infant
while receiving an immunization, which has been shown to provide a analgesic effect to the
infant [38, 7], caretakers hold infants front to back a much less effective pain mitigation
technique.
The overall conclusion of their work, shows that there is a large gap between what
medically trained individuals suggest as best practices and what is actually used by nurses
and caretakers. It reiterates my point, that solely focusing on results and algorithms which
achieve high results in the bubble of technical research fall short of describing the intricate
complexities that form our actual experiences in the real world as a human being.

3.2.1 Description
The initial step to collecting the 2013 YouTube infant immunization dataset required
Harrison et al to use the terminology of ”baby injection” and ”baby vaccine” as search
keywords on the Youtube video streaming platform. It is important to note that both
searches were performed during the July 2012 and January 2013 time frames.
The results of this search was 3,554 videos given from ”baby injection” and 2,287 from
”baby vaccine”, a total of 5,841 initial videos. Harrison used a discontinuation rule to further

14

Table 3.1: Eligibelity Critera for 2013 YouTube
Exclusion Criteria

Amount of Videos Excluded

Non-English title
Non-IM injection
Non-Human
Non-Infant
Off-Topic
Total Amount of Videos Excluded

1
22
5
5
153
203

eliminate 5, 496 videos from consideration. The discontinuation rule can be defined as when
20 consecutive videos were unable to meet eligibility criteria. This leads to understanding
what the eligibility criteria were. Table 3.1 lays out the five individual criteria which would
cause a video to not be considered for admittance in the dataset as well as the amount of
videos each specific criteria further eliminated. A final amount of 145 videos were used in
[11].

3.2.2 Pre-Processing
Originally collected from openly sourced videos in 2013 many of the 145 videos which
Harrison used to compose the primary dataset were unavailable for access by the time I
attempted to download them in August 2020. I was left with 80 videos still hosted on
YouTube which were able to be downloaded. A python script featuring the youtube dl python
module automatically downloaded those videos still available, maintaining their original
video id as the video title. In order to maintain similar set size as too the acute subset of
NPAD, the new dataset was further reduced to a subset of 15 of the original videos. Table
3.2 includes the video identifier and the YouTube url source for the 2013 YouTube dataset
in this work.
Ultimately, videos are composites of images that are played in sequence. For testing
and training purposes of this dataset, PNG images were extracted from all of the videos. PNG
file format allows for lossless compression. Much like pre-processing of NPAD, keyframes
15

Table 3.2: 15 Videos URLs for 2013 YouTube Dataset Subset
Video ID

URL

142
141
140
139
138
137
136
134
132
131
129
128
127
124
123

https://www.youtube.com/watch?v=dMyyBAmczFA
https://www.youtube.com/watch?v=Anxj8SJDiHY
https://www.youtube.com/watch?v=H23IQJ0k9qc
https://www.youtube.com/watch?v=LI3U220S1eg
https://www.youtube.com/watch?v=s3VzpEj7myQ
https://www.youtube.com/watch?v=O2iqeSJ6Qcc
https://www.youtube.com/watch?v=tQ3H-zfUDK0
https://www.youtube.com/watch?v=ALKnPnuCY5Q
https://www.youtube.com/watch?v=2ZcoP9yuStQ
https://www.youtube.com/watch?v=vs rtk59Cok
https://www.youtube.com/watch?v=LVRotsWkCUg
https://www.youtube.com/watch?v=NGwhGyj9LPA
https://www.youtube.com/watch?v=xT4DonA6Xoc
https://www.youtube.com/watch?v=O3LxrLCo3PQ
https://www.youtube.com/watch?v=J1kgH00tQl4

are extracted and original resolutions are maintained. Images were made sure to remain
separated subject by subject. This becomes important when we begin training. With 15
subjects, I performed 5 time cross validation to achieve results. This means over 5 separate
iterations, 3 test subjects were withheld from training. This allows me to test on images
which the network had never seen before. Furthermore, by retaining subject level barriers,
it allows me to test on specific faces that the network has not previously viewed.

Figure 3.2: Examples of 2013 YouTube Dataset-Ground Truth Label of 1
Due to the fact that all videos were mined online from various sources, consistent
framing of the neonate face is not maintained as it would be for datasets recorded by researchers. This requires the creation of a first level ground truth label for all of the images
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Figure 3.3: Examples of 2013 YouTube Dataset-Ground Truth Label of 2
extracted. Ranging from [0, 2], a label of 0 indicated that there is no neonate face in fame
and should be excluded as it is impossible to detect a face that is not there. For cases where
the camera is moving, at least 30% of face must be in an image frame in order to not be
labelled 0. A ground truth label of 1 indicates there is only the face of the neonate in the
frame. A ground truth label of 2 indicates that there is the neonate face in frame, with the
addition of 1 or more caretakers. This resulted in a final total of 7,572 images extracted
from the fifteen previously mentioned videos with a ground truth label of 1 or 2, and used
is qualified for experimentation. Figures 3.2 and 3.3 show examples.

3.3

Differences Between Datasets Used
One important take away this thesis hopes to re-enforce is that a one size fits all

solution for deep learning classifiers does not exist. It is still unclear exactly what it is that
is learned when deep neural networks learn. The resulting conclusion is that even with what
initially appears to be similar datasets, accuracy isn’t guaranteed. There will be a big push
in the next few years towards explainable AI, where researchers study what is actually being
learned by DNN’s. While it appears that both datasets used here deals with the same age
range, in fact the YouTube dataset allows for children who are up to a year in age. The
NPAD dataset only includes subjects who are neonates, indicating no more than 4 weeks of
age.
The other very important difference between these two datasets are the environments.
It is known that background context plays a huge role in how deep neural networks learn.
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The 2013 YouTube dataset has no consistency in terms of the environment each video was
filmed in. This a stark contrast to the NPAD dataset, all of which videos were collected in
the NICU environment even more specifically at Tampa General Hospital.
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Chapter 4
4.1

Research Methodology

Original YOLO
YOLO stands for you-only-look-once. It is a described as a ”real-time object detection

system” by creator Joseph Redmon[29]. It was first introduced in 2015, as a single unified
approach to object detection. Competitive deep learning object detection approaches at the
time, such as deformable parts models and R-CNN, are disjointed classifiers re-purposed
as object detection by extracting class identifications from various scales and locations.
Conversely, Redmon looked to provide object detection as a single unified problem, utilizing
regression and convolutional neural networks to go from test image to bounding box object
detection directly[31].
The biggest benefit from this unified system approach is speed. YOLOv1 claimed to
be able to process video-streams with as little as 25 ms latency[31]. The original network was
clocked on a Titan X GPU processing at 45 fps, with optimized faster version at 150 fps[31].
Additionally, YOLOv1 is an global approach to detection, leading to the ability to make less
errors when evaluating background segments of images. The final claim of novelty by Redom
was YOLOv1 learned a generalized representation of objects. This made YOLOv1 a robust
object detection approach, able to more easily identify unknown and un-natural versions
of objects[31]. Original YOLO still faltered compared to other state-of-the-art approaches
when it came to overall accuracy, especially small scale objects. It will become clear, by
YOLOv5 these barriers were specifically vanquished.
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4.1.1 How YOLO Works
Given a test image, YOLO splits the image into an S x S grid. Each of the individual
boxes of the grid will be responsible for detecting the object in the image whose center falls
within a respective box. Each individual cell in the S x S grid will compute B bounding
boxes, as well as a confidence score for B bounding boxes. Confidence of a bounding box,
(given object O, predicted bounding box A, ground truth bounding box B ), is defined as the

P (O) ∗

A∩B
A∪B

(4.1)

That is probability of a given object times the intersection over union between ground
truth and predicted object bounding boxes. Individual cells within the S x S grid will have a
single set of corresponding class probabilities, given C classes [31]. This additional variable
multiplied by the per box bounding confidence, results in a final class dependent confidence
score.
Supplementary values contained within each B bounding boxes include x, y, w, and
h. x and y identify the center point of each bounding box, while w and h are weight and
height, respectively, of each specific bounding box normalized by full image width and height
to the [0-1] range.

4.1.2 YOLO V1 Architecture
YOLO can be described as a classical convolution neural network. Initially with
an overall total of 24 convolutional layers, first a 7x7 convolutional layer is applied to the
input image. Following the first convolutional layer, are repeated 3x3 convolutional layers
and then a 1x1 reduction layer used for feature space reduction. The resulting tensor from
previous convolutional layers is then passed through two fully connected layers with a final
parameterized space of SxSx(B ∗ 5 + C). The 5 is due to the constants corresponding to the
5 individual variables that make up a bounding box prediction described in section 4.1.1.
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By YOLOv3 detection speeds had been reduced to 22ms on a Titan X, incorporating
a larger architecture while producing higher mean average precision. This new network
includes 53 convolutional layers (compared to YOLOv1’s 24), garnering it the name Darknet53[30]. Still included are the repeated 3x3, then 1x1 convolutional layers. Additionally, 3x3/2
convolution layers are included as a way to implement shortcut connections. Darknet-53 will
remain the backbone for all current versions of YOLO, although by YOLOv4 an added neck
and head component to the architecture takes the forefront[30]. The backbone of the system
is pre-trained on ImageNet, with a head component responsible for actual class determination
and bounding box coordinates. YOLO is considered a leading one-stage object detector. A
neck layer can also be added as a feature extraction component.
By 2020, Redmon takes a step back from developing any further enhancements with
YOLO. He is a leading proponent for enforcing responsible use AI, and has made comments
indicating his fear of malicious use of his work[30]. While not commented on further in this
thesis, it is an important thought to keep in mind for all those working in the field of Artificial
Intelligence. Bochkovskiy et al took over where Redmon left off releasing YOLOv4 this year,
implementing a plethora of optimizations, described in depth below, making YOLO even
faster while overcoming lacking accuracy of previous versions[5].

4.2

Advancements in Speed

4.2.1 Cross Mini-Batch Normalization
While YOLO in its initial form is extremely fast implementing an optimized version
of Cross Batch Normalization, named Cross Mini-Batch Normalization (CmbN), will help
additionally increase the overall speed of the system. Using CmbN, Bochkovskiy et al[5]
claim that they were able to increase mean average precision of YOLOv3 by 10% with an
increase of 12% for fps processing time. By ensuring the assumption that each batch will
contain 4 mini-batches, only after each mini-batch will the weights, mean, and variance be
accumulated. Additionally, after each mini-batch will the mean and variance be normalized.
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Only after full batch checkpoints will the final statistics collected be used to update weights
and apply a scale shift. A new data augmentation technique, called Mosaic augmentation and
described further in section 4.3.1, is an optimization that allows for the smaller mini-batch
size allowed in CmbN.

4.2.2 Modified SAM
When handling very deep CNN architectures, there is a vast amount of representative
information contained in the output feature maps. It is often useful to focus on specific areas
of interest that may contain more identifying features than others. Attention modules help
emphasize areas of spatial importance by applying variously defined 2D blocks upon output
feature maps.
Today, two of the most widely implemented attention modules for feed-forward convolutional neural networks are Squeeze-and-Excited (SE) [12] and Spatial Attention Module
(SAM) [40]. Focusing on the Spatial Attention Model it can be understood as follows. Given
a feature map, F, of size SxSxS, apply both a MaxPooling and AveragePooling feature reduction layer and concatenating the resulting features maps. Then apply an additional
convolutional layer, filter size of 7x7 with a sigmoid activation function, σ, resulting in the
spatial attention map, Ms (F )[40]. It is mathematically defined as such
Ms (F ) = σ(f 7x7 ([AV GP OOL(F ) ⊕ M AXP OOL(F )]))

(4.2)

It has been shown that when implemented on ResNet50 model, SE can increase top
1% accuracy, SAM 0.5%, on Image Net’s image classification problem[5]. In contrast, it costs
an additional 10% per inference on a GPU to implement SE. Where as a SAM approach
only requires a cost of 0.1% for computation and no additional cost at all on GPU inference.
Bochkovskiy et all introduce a point-wise feature block instead of concatenating multiple
reduction layers, to create their modified SAM model[5]. This modified Spatial Attention
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Model is implemented in YOLOv4 and later, as it helps maintain or slightly increase accuracy,
while more importantly causing no detriment to speed.

4.3

Advancements in Accuracy

4.3.1 Self-Adversarial Training and Mosaic Data Augmentation
It has been widely proven that data augmentation will improve convolution neural
networks performance, making them more robust when handling previously unseen context.
Both SAT and Mosaic data augmentation are new techniques introduced in YOLOv4.
Self-Adversarial Training (SAT), relies on a two-stage approach for augmentation.
In the first of two forward backward stages, the system will augment the original image
pixels, leaving the weight values of the deep neural network alone. This is where it gets its
name sake, by deceiving itself into believing it false positively miss classified an object in
the image which has been altered out. During the second stage, the network will perform
normal forward pass object detection on the newly augmented
Simple by effective, Mosaic augmentation draws from CutMix[43] augmentation introduced in 2019. Mosaic augmentation takes 4 individual training images, combining them
into a single new composite image and thus passing this to the network as input. Refer to
Figure 4.1 for a visual example of the effect of Mosaic data augmentation applied to training
data (faces have been masked to maintain identification). As there is a push towards explainable AI, industry consensus maintains that contextual information is vital for how deep
neural networks learn. By combining multiple images into one with Mosaic augmentation,
the network is provided a larger range of background context resulting in a robust network.
Ultimately this translates into a higher accuracy in clinical settings.

4.3.2 DropBox Regularization
When handling fully connected layers, regularization is important for reducing parameters of the overall network. Techniques such as weight decay and dropout are put in
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Figure 4.1: Examples of Training Images After Mosaic Augmentation
place as a way to randomly lose some of the information contained in the weights as the
network learns. The assumption being this loss of information introduces noise thus teaching
the network to be more adaptable. It is also thought to be more indicative of real-world
data.
As mentioned dropout regularization will remove features randomly, making it less
effective when handling convolution neural networks which maintain spacial relationships
inherent with image inputs. Introduced in 2018 by Ghiasi et al[9], DropBox looks to overcome
the inept performance when applying dropout to convolutional layers. Instead of randomly
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losing independent activation units from the output feature maps, DropBox will define a
entire region to inject noise. There are two adjustable parameters with DropBox. First, the
size of the block to be dropped from the feature map and the amount of activation units to
be lost from that block. This approach is not novel to YOLOv4 but due to its consistent
increased performance when used in convolutional neural network layers, DropBox is utilized
for YOLOv4.

4.3.3 Mish-Activation
Another important element for effectively trained neural networks is the handling on
the range of outputs for individual neurons. Activation functions help normalize these outputs solving computational issues, as well as what is referred to as the exploding/vanishing
gradient problem. By passing the linear output of weights through a non-linear point wise
activation function during training, networks become more adept at understanding the complexities of real world classifications. For YOLOv4, Mish activation functions are used.
Misra[23] defines the Mish activation function as

f(x) = xtanh(ln(1 + ex ))

(4.3)

This function is inspired by Swish[27] as it can be understood as its first derivative.
The key points of Mish is that it is smooth, continuous, self-regularized and non monotonic.
Unlike RELU[24] since Mish is continuously differentiable, sharp absolutes are eliminated
making the gradient flow smoother. Local pits and peaks can cause various issues in gradientdescent algorithms demonstrating why this smoother gradient is desirable. Self regularization
is enforced by the Self-Gating property inspired from Swish. This is where the output
resulted from input, is passed through a non-linear function then multiplied by original
input. The output range, R, enforced by Mish is R = [≈ −0.31, ∞]. RELU is computational
inexpensive and therefore optimizes speed, but will lose some nuances contained in negative
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features. Mish is only slightly more expensive to implement, maintaining the speed of RELU
while compensating for negative values. In the ever ongoing battle between efficiency and
accuracy, using Mish is a optimal median solution for YOLOs’ choice of activation function.
Many other activation functions such as sigmoid, often are more accurate approximations
but are associated with high computation cost.

4.3.4 Weighted Residual Connections (WRC)
The utilization of various filters applied over different feature maps results in a large
amount of feature layers, which are multi-leveled. Each different feature map will describe a
different semantic interpretation of the image. Edges vs textures, global background context
features vs local details are all feature extracted at different levels. How these disjointed
layers are interpreted by the neural network as a whole, termed as feature integration, has
been studied extensively. YOLOv4 uses multi input weighted residual connections, much like
those introduced in BiFPN[39] which stands for bi-directional feature pyramid networks. At
different levels, feature maps will be considered at various scales. Thus allowing multiinput weighted residual connections to reweigh each layer with consideration to its own scale
and thus combine feature maps. This increases YOLOv4 ability to be more accurate when
challenged with objects of various scales within images. Previous iterations of YOLO often
failed when dealing with small objects in a scene. This optimization is key in overcoming
this downfall.

4.4

Current YOLO
The most current version of YOLO is version 5, made widely available on github by

Ultralytics[15]. Based in Maryland, Ultralytics is a machine learning solutions company,
focusing on advancements in artificial intelligence. Currently there is no published paper describing the details of YOLOv5, although the code is online and open sourced. It is important
to note at the time of writing this, this repository is going through active development and
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must be used with knowledge of that risk. Based in Cython, system dependencies necessary
to successfully implement YOLOv5 include Pytorch version ≥1.6.0 [25], tensorboard ≥2.2
[21], opencv-python ≥4.1.2[6], and matplotlib≥3.2.2[14], notably.
Since version 5 is still undergoing active development, there are very few notable
advancements going from YOLOv4 to YOLOv5. For the most part at this time differences
are isolated to updating underlying python libraries.
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Chapter 5
5.1

Results

Environments Used For Experimentation
There was two different environments used for training and testing experiments

throughout this work. Local central processing unit capable functions such as testing was
performed on MacBook Pro, with the 2.2Ghz Intel Core i7. Disk memory handled by 16 GB
1600 Mhz DDR3 solid state drive, with an Intel Iris Pro 1536 graphics card.
Operations for which a CPU is insufficient processing power, such as training of
YOLO, were performed on a remote server. GAIVI 2 is graphics processing unit cluster
running on CentOS 7.4. It is composed of GeForce GTX 1080 Ti GPU nodes, and maintained
through the University of South Florida’s Computer Science Engineering department.
As mentioned, Ghada Zamzmi, Md Sirajus Salekin, and the researchers within the
Neonate Pain Management team look to approach pain detection in the neonate via multiple
modalities. For the face modality of the entirety of the system, the most recent publication
[34] utilized YOLOv3 fine trained on WIDER FACE. First released in 2015, Shuo Yang
et al [41] produced WIDER FACE in order to be on the most comprehensive and widely
available face detection datasets. It boasted 393,703 human adult faces contained within
32,203 images. Most impressively, the dataset was entirely labelled allowing it to be put into
use on a global as soon as it became available to the public.
This will considered be our baseline. It can be thought of the best accuracy for the
initial approach with fully deep learned solutions. That said this approach only results in
an overall accuracy of 61.7%, as reported by column four in Table 5.2. While trained on
classifying distinctly the human face, YOLOv3- fine trained on WIDER FACE is trained on
the adult face. This is a large reason as to why sub-par accuracy is achieved when tested on
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the acute subset of NPAD. There initial significant accuracy is most likely do to the large
size of the training set in WIDER FACE. While WIDER FACE does begin to address some
of the challenges of in the wild clinical settings, extreme pose variation, and occlusion, more
specific training should be done to achieve high results with YOLO when looking to detect
the neonate face.

5.2

Hyperparameters of Training and Additional Knowledge
Before I am able to present further results, I need too introduce some more background

metrics and information. I will describe the hyperparemeters used for training YOLO on
both NPAD and the 2013 YouTube dataset. By YOLOv5, there are multiple models of
different size that can be used during training. I will present the effect of using different
models during training. Finally, a metric known as the Sørensen-Dice Coefficient is used
throughout result compilations and as such I will provide a basic mathematical introduction
to the concept.

5.2.1 Hyperparameters
Both experiments maintained the same measurements for consistency sake. Batch size
was 16, with image resized to 416x416 for training. An initial learning rate of 0.01, increase
to 0.2 after 1000 epochs. A momentum rate of 0.937, weight decay of 0.0005. Additionally
there is a warm up period of 3 epochs, with a momentum of 0.8 and a learning rate bias
of 0.1. For data augmentation, both experiments used mosaic augmentation, as well as a
transformation variable of 180◦ rotation for 50% of the time.

5.2.2 Model Size Effect on Training Time
Deep convolutional models quickly become overloaded with millions of parameters,
as these are the individual bits of information contained and learned by neurons. This is one
of the biggest factors for why DNNs, even more so CNN’s, require so much processing time
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and power. Much research has been done to see if it is possible to reduce the parameters
while still maintaining accuracy. [2] is one example of work done towards reducing overall
YOLO network parameters.
Developers of YOLOv5 have also done work towards this direction. By version 5,
there are four different models of YOLO, each when implemented will result in a different
amount of total parameters. The models are: YOLOv5s, YOLOv5m, YOLOv5l, YOLOv5x,
each subsequent model larger than the next. This is for the most part controlled with the
first few initial kernel filter sizes. A larger initial kernel will reduce the image quicker and
result in less parameters throughout.
For experimentation, training folds were initiated on 2013 YouTube data and with
YOLOv5s, YOLOv5x. YOLOv5s has 191 model layers, with 7.25779e+ 06 parameters and
gradients. In comparison, YOLOv5x has 407 layers with 8.84404e+ 07 parameters. This
translates into almost 4 times are much training time required. Table 5.1 shows per fold
how long it takes for train YOLOv5x for 1,000 epochs compared to training YOLOv5s for
2000 epochs. In almost all cases, it takes nearly twice as long to train YOLOv5x for half the
amount of epochs.
Table 5.1: Hours of Training Required for YOLOv5 Models
Fold Number

YOLOv5x for 1000 epochs

YOLOv5s for 2000 epochs

0
1
2
3
4
Average Time

72.156
66.992
74.881
84.424
124.622
84.615

33.239
30.881
35.260
46.878
37.723
36.796

5.2.3 Sørensen-Dice Coefficent
First introduced by ecologists Lee R. Dice[8] and Thorvald Sørensen[37] in the late
1940’s, the Sørensen-Dice Coefficent (SDC) is a metric that quantifies the similarities between
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two different samples. It can be understood mathematically as show in equation 5.1. While
originally developed for discrete sets, for bounding box comparison the formula will look at
Boolean data. This is represented by four metrics, True Positive (T P ), True Negative (T N ),
False Positive (F P ), and False Negative (F N ).

SDC =

2T P
2T P + F P + F N

(5.1)

When applied to object detection, the Sørensen-Dice coefficient provides a discrete
way to compare the overlap between the ground truth label of an object and the bounding box
found by the classifier model. For all of the experiments performed in this thesis, a minimum
SDC value of 50% was required for a found bounding box to be considered. Furthermore,
Figure 5.1 shows a histogram visualization of calculated SDC results of NPAD for both
YOLOv3 trained on WIDER FACE and YOLOv5 trained on the acute dataset. Almost
unanimously (with the exception of higher mean SDC in Fold 3), folds tested using YOLOv5
trained on the acute dataset had a higher percentage SDC with much smaller standard
deviation. While bounding boxes who have a SDC higher than 50% will be considered
accurate in later statistics, these graphs re-enforce that training on a proprietary dataset
will result in tighter and more accurate results.

Figure 5.1: Sørensen-Dice Coefficent Per Fold
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5.3

Training YOLO on NPAD
As described in Chapter 4, there has been many improvements throughout the life

of YOLO. Version 5 is currently being worked upon and open sourced available to the
public. The base code for YOLOv5 used throughout this work can be found at https:
//github.com/ultralytics/yolov5. Note, there must be many modifications done in order
to run the repository, harder so when training than straight forward off-the-shelf detection.
Additionally, when training the cost of time per epoch is much too expensive for training
to occur exclusively via the central processing unit (CPU). While possible in some more
powerful systems, training via CPU would require exclusive use of the machine for a long
extended period of time. This makes it unreasonable to attempt. In this comes the use of
graphic processing units (GPU). Due to how they process large matrix operations, GPU’s
make training time of YOLO reasonable. This thesis utilized GAIVI2 for training YOLOv5.
This is a GPU cluster and when using YOLOv5s model for training, required an average of
around only thirty hours for two-thousand epochs.
There are two drawbacks to training on a GPU. First, because of their powerful
capabilities GPU’s are expensive equipment, usually an added component to base systems.
Not all users can afford access to a GPU, especially not a cluster such a GAIVI2. Second,
as they are added components, additional installations and configurations are needed to
get complex training code to run effectively or at all. This requires a user with advanced
technical computer skills to troubleshoot. Even today when the more basic expectation of a
reasonable user is higher than previous periods of history. One of the highlights of YOLOv5
is that due to the optimizations explained in Chapter 4, this model is able to train on a
single graphics processing unit. It is much more likely for the average user to be able to
access to a system with a single GPU, making YOLOv5 ideal for the intermediate user.
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5.3.1 Performance of YOLOv5 with No Additional Training
In order to obtain higher test accuracy on the acute subset of NPAD, the first step
is to see how well YOLOv5 performs with no additional training. I made the claim earlier
that deep neural networks only pre-trained on general datasets such as COCO[19] would be
unable to accurately locate specific classes such as the face.
Column 5 in Table 5.2 reports the results when YOLOv5 is tested on the acute subset
of the NPAD dataset. For the initial detection parameters, the confidence of a bounding box
must exceed 0.4 and the image size will be resized to 416x416. Any images in which there was
a detected a face but said detected face failed to achieve a threshold Sørensen-Dice coefficient
of greater than or equal 50% was not considered an accurate detection. Additionally, the
YOLOv5s model is used. YOLOv5 allows for multiple model designs, ranging from small
(s), medium (m), large (l), and extra-large (x). Refer to sections in 5.2 for more detailed
description of the Sørensen-Dice coefficient, and the effect of different YOLO models. As one
can see with an average accuracy of 31.7% over the entire dataset by using YOLOv5’s given
weights, worse results are observed compared to 61.7% achieved by YOLOv3 fine trained
on WIDER FACE. One note however, while YOLOv5 with no additional training results
in decreased accuracy (compared to YOLOv3 trained on adult faces), the required time for
face detection per image is much faster when using YOLOv5.

5.3.2 Performance of YOLOv5 Trained on Acute NPAD
The next step in experimentation was using the acute subset of NPAD to train
YOLOv5. This is done in hopes that the system could perform accurate neonate face detection at the speed achieved through optimizations to original YOLO. In order to do this,
10-fold cross validation is use. Taking our entire dataset I split the images into 10 separate
iterations, or a fold. Each fold will contain 3 splits in the data. As there are 31 total subjects
and 10 folds, folds 0 through 8 will split 3 subjects to be reserved for testing. Fold 9 will
have 4 test subjects to accommodate for the extra 1 subject and so that every subject will
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be seen for testing once. Subjects to be used for testing were selected at random but never
splitting any one individual subject between subsets. This ensures our network is not over fit
to our specific dataset, as all testing data will be unseen by the weights used during testing.
This leaves 28 subjects (27 for fold 9) for training purposes. This training subset will
be further split into training and validation sets. As validation is fine tuning the training of
a network, it is acceptable for subjects to be broken across these set. According to current
industry standards, I used a 80% to 20% training to validation split.
Table 5.3 Column 6 shows the results achieved per each fold. With a minimum
of 86.44% in for subject 14 in fold 4, and a total accuracy of 99.0%, training YOLOv5
specifically on a the NPAD dataset can help solve neonate face detection in a clinical setting.
These accuracy’s were achieved while maintaining an average detection speed of 22 frames
per second. The highest accuracy achieved per subject is in bold. With two very close
exceptions, YOLOv5s trained on acute NPAD will achieve highest results.
Further experiments in the chapter demonstrates that this trend will consistently
exist. The 2013 YouTube dataset will be categorized as a much harder dataset and so
overall accuracy will be slightly lower. There will still be a significant increase however when
cross-fold validation is used for training YOLOv5 when compared to off-the-shelf solutions.

5.4

Training YOLO on YouTube Dataset
Similar experiments as to what was used on NPAD, were additionally performed on

the 2013 YouTube dataset. This time with only 15 subjects (vs 31 for NPAD), I performed 5
fold cross validation using YOLOv5s for the 2013 YouTube dataset. This means for each fold
3 subjects were reserved for testing with another 12 subjects used for training. Results from
each of the folds are indicated in Tables 5.4, with 3 different testing conditions considered.
Column 4 shows results when using YOLOv5 with no additional training, column 5 indicates
results of training YOLOv5x for 1000 epochs, and the last column shows results when using
YOLOv5s trained for 2000 epochs. Please refer to section 5.2.2 for a more in depth discussion
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on the differences between YOLOv5s and YOLOv5x. The highest accuracy per subject is
bolded and consistently it is such that YOLOv5s obtains the highest accuracy.
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Table 5.2: Performance of Face Detection on NPAD
Fold
Fold 0

Fold 1

Fold 2

Fold 3

Fold 4

Fold 5

Fold 6

Fold 7

Fold 8

Fold 9

Totals

Subject

Images per Subject

YOLOv3

YOLOv5-No Training

YOLOv5

10
26
37
12
20
31
34
35
48
8
30
49
14
40
50
6
42
44
13
36
41
11
15
45
9
19
27
7
18
21
25

309
264
153
701
222
494
363
65
525
346
192
316
627
392
86
135
164
805
233
78
274
109
201
54
138
643
162
418
63
166
129
8,827

79.93%
94.31%
100%
66.19%
100%
83.20%
97.24%
100%
21.9%
97.39%
7.81%
76.26%
22.32%
83.97%
91.86%
86.67%
15.24%
13.54%
25.32%
100%
56.57%
67.89%
20.39%
96.29%
62.31%
76.67%
70.99%
92.10%
93.65%
41.57%
96.12%
61.7%

0.0%
18.2%
0.0%
7.8%
92.3%
88.9%
8.3%
0.0%
0.6%
0.9%
67.2%
0.0%
76.2%
0.8%
2.3%
5.2%
89.0%
54.9%
12.9%
0.0%
11.3%
13.8%
12.4%
0.0%
1.4%
85.7%
0.0%
0.2%
1.6%
91.6%
0.0%
31.7%

97.73%
100%
100%
97.7%
100%
99.79%
99.17%
100%
98.67%
97.10%
100%
99.36%
86.44%
100%
100%
91.11%
100%
99.62%
98.28%
100%
99.27%
99.08%
100%
100%
95.65%
99.84%
98.14%
97.13%
100%
99.39%
88.37%
99.0%
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Table 5.3: Performance of Face Detection on 2013 YouTube Dataset
Fold
Fold 0

Fold 1

Fold 2

Fold 3

Fold 4
Totals

Subject

Images per Subject

YOLOv5-No Training

YOLOv5x

YOLOv5s

141
139
137
142
134
132
136
131
123
138
129
128
140
127
124

326
812
715
1050
743
438
218
135
1247
235
433
147
229
197
647
7,572

0%
1.2%
3.6%
0.4%
1.9%
36.8%
2.8%
0%
1.9%
0%
1.4%
0%
2.6%
0.0%
2.8%
3.69%

2.18%
5.8%
6.2%
53.4
62.9%
1.1%
0%
88.9%
15%
13.6%
64.7%
57.8%
96.5%
0.0%
3.9%
31.47%

59.2%
33.6%
55.9%
66.7%
85.1%
57.3%
4.6%
99.3%
11.9%
0.0%
83.1%
97.3%
100%
17.8%
55.5%
55.15%
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Chapter 6

6.1

Conclusion and Future Works

Final Analysis
There are many difficulties to detecting any face in a clinical setting. Even with

adult human faces occlusion, extreme pose variations, low resolution, and loss of temporal
information causes off the shelf solutions to fail. Furthermore, accuracy wanes even more
when considering faces of the neonate compared to that of the adult human. There is the
added difficulties of age bias and dealing with unwilling participates. Many off the shelf
solutions are trained and exclusively aimed towards detecting the face of the adult.
YOLO has been through many different iterations of improvement too get to where it
is today as a state of the art object detection algorithm. It has always been a computational
fast algorithm, with recent optimizations showing it can achieve real time speed. Where
YOLO once was lacking in accuracy when compared to other state of the art algorithms,
YOLOv5 has drawn upon computational inexpensive improvements in accuracy. This means
that while retaining it speed, it is also now more accurate than competitors.
My experiments show that it is possible to achieve high accuracy in the clinical
setting if careful training is done with the YOLO deep learning model. This would allow an
intermediate level technical person to enhance this generalized object detection model, such
that real time neonate face detection could be achieved. Accurate face detection is a challenge
for many medical software solutions as it is the first step and hindered on the lengthy time it
would take for human supervised manual annotation. An accurate face detection paves the
way for facial recognition models, pain detection models, and other numerous approaches of
classification using deep neural networks.
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6.2

Proposed Future Direction
It doesn’t really matter how well a computer algorithm does when tested in isola-

tion. Benchmark program attempt to emulate real world conditions, but still are limited by
artificial data creation. If it has any chance on being implemented in the real world, the
difficulties associated with our environments must be overcome. I would like to develop a
solution using hardware, so that face detection could be performed at real time in the NICU.
This thesis has proven that if training is done correctly, using YOLO this is possible. The
biggest roadblock is the size of the trained weights for any neural network require expensive equipment to run detection. I believe that it will be possible to integrate YOLO using
a raspberry pie system, so that inexpensive face detection can be performed without any
supervised human interaction.
Another next step answers the question, ”We have found the face, now so what?”
It is one thing to be able to identify the face, but its better yet to have a purpose for
the extracted face. The Neonate Pain Management project has current success in using a
multi-modal approach to determining pain in the neonate. This is only when considering
cases in which the object detection has been successful in extraction the region of interest.
While I have focused exclusively on the face of the neonate in this thesis, other modalities
include the body of the neonate. It is reasonable to believe that applying the same training
to labelled images of the bodies of the neonates will resort in more accurate body detection
in the clinical environment. Combining these two solutions will allow our project to be more
accurate from the start and therefore able to run in real time.

39

References
[1] Mallika Agarwal. Analysis and Evaluation of Algorithms for Newborn Face Recognition.
2017.
[2] Pablo Barros, Nikhil Churamani, and Alessandra Sciutti. “The FaceChannel: A Lightweight Deep Neural Network for Facial Expression Recognition”. In: (Apr. 2020).
arXiv: 2004.08195vl [cs.CV].
[3] L. Best-Rowden, Y. Hoole, and A. Jain. “Automatic Face Recognition of Newborns,
Infants, and Toddlers: A Longitudinal Evaluation”. In: 2016 International Conference
of the Biometrics Special Interest Group (BIOSIG). 2016, pp. 1–8. doi: 10 . 1109 /
BIOSIG.2016.7736912.
[4] S. Bharadwaj et al. “Domain Specific Learning for Newborn Face Recognition”. In:
IEEE Transactions on Information Forensics and Security 11.7 (2016), pp. 1630–1641.
[5] Alexy Bochkovskiy, Chien-Yao Wang, and Hong Yuan Mark Liao. “Yolov4: Optimal
Speed and Accuracy of Object Detection”. In: (Apr. 2020). arXiv: 2004 . 10934vl
[cs.CV].
[6] G. Bradski. “The OpenCV Library”. In: Dr. Dobb’s Journal of Software Tools (2000).
[7] Mariana Bueno et al. “A Systematic Review and Meta-Analyses of Nonsucrose Sweet
Solutions for Pain Relief in Neonates”. In: Pain Research and Management 18 (2013).
doi: https://doi.org/10.1155/2013/956549.
[8] Lee R. Dice. “Measures of the Amount of Ecologic Association Between Species”. In:
Ecology 26.3 (1945), pp. 297–302. issn: 00129658, 19399170. url: http://www.jstor.
org/stable/1932409.
[9] Golnaz Ghiasi, Tsung-Yi Lin, and Quoc V Le. “DropBlock: A regularization method
for convolutional networks”. In: Advances in Neural Information Processing Systems
31. Ed. by S. Bengio et al. Curran Associates, Inc., 2018, pp. 10727–10737. doi: http:
/ / papers . nips . cc / paper / 8271 - dropblock - a - regularization - method - for convolutional-networks.pdf.
[10] K. Grifantini. “Detecting Faces, Saving Lives”. In: IEEE Pulse 11.2 (2020), pp. 2–7.
[11] Denise Harrison et al. “Too many crying babies: a systematic review of pain management practice during immunizations on YouTube”. In: BMC Pediatrics 14.134 (May
2014). doi: https://doi.org/10.1186/1471-2431-14-134.
[12] Jie Hu, Li Shen, and Gang Sun. “Squeeze-and-Excitation Networks”. In: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). June
2018.

40

[13] Patricia A. Hummel et al. “N-PASS: Neonatal Pain, Agitation and Sedation Scale –
Reliability and Validity”. In: Italian Internet Official Journal of Pediatric and Neonatal
Anesthesia 2.6 (2004).
[14] J. D. Hunter. “Matplotlib: A 2D graphics environment”. In: Computing in Science &
Engineering 9.3 (2007), pp. 90–95. doi: 10.1109/MCSE.2007.55.
[15] Glenn Jocher. Yolov5. Version 3.0. Aug. 2020. url: https://github.com/ultralytics/
yolov5.
[16] Bogdan Kwolek. “Face Detection Using Convolutional Neural Networks and Gabor
Filters”. In: Artificial Neural Networks: Biological Inspirations – ICANN 2005. Ed. by
Wlodzislaw Duch et al. Berlin, Heidelberg: Springer Berlin Heidelberg, 2005, pp. 551–
556. isbn: 978-3-540-28754-4.
[17] Y. LeCun, K. Kavukcuoglu, and C. Farabet. “Convolutional networks and applications
in vision”. In: Proceedings of 2010 IEEE International Symposium on Circuits and
Systems. 2010, pp. 253–256.
[18] Haoxiang Li et al. “A Convolutional Neural Network Cascade for Face Detection”.
In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). June 2015.
[19] Tsung-Yi Lin et al. “Microsoft COCO: Common Objects in Context”. In: CoRR
abs/1405.0312 (2014). arXiv: 1405.0312. url: http://arxiv.org/abs/1405.0312.
[20] Xiang Long et al. PP-YOLO: An Effective and Efficient Implementation of Object
Detector. 2020. arXiv: 2007.12099 [cs.CV].
[21] Martın Abadi et al. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems. Software available from tensorflow.org. 2015. url: https://www.tensorflow.
org/.
[22] Masakazu Matsugu et al. “Subject independent facial expression recognition with robust face detection using a convolutional neural network”. In: Neural Networks 16.5
(2003). Advances in Neural Networks Research: IJCNN ’03, pp. 555–559. issn: 08936080. doi: https : / / doi . org / 10 . 1016 / S0893 - 6080(03 ) 00115 - 1. url: http :
//www.sciencedirect.com/science/article/pii/S0893608003001151.
[23] Diganta Misra. Mish: A Self Regularized Non-Monotonic Activation Function. 2020.
arXiv: 1908.08681 [cs.LG].
[24] Vinod Nair and Geoffrey E. Hinton. “Rectified Linear Units Improve Restricted Boltzmann Machines”. In: ICML. 2010, pp. 807–814. doi: https://icml.cc/Conferences/
2010/papers/432.pdf.
[25] Adam Paszke et al. “PyTorch: An Imperative Style, High-Performance Deep Learning Library”. In: Advances in Neural Information Processing Systems 32. Ed. by H.
Wallach et al. Curran Associates, Inc., 2019, pp. 8024–8035. url: http://papers.
neurips.cc/paper/9015- pytorch- an- imperative- style- high- performancedeep-learning-library.pdf.

41

[26] E. Patterson et al. “Aspects of Age Variation in Facial Morphology Affecting Biometrics”. In: 2007 First IEEE International Conference on Biometrics: Theory, Applications, and Systems. 2007, pp. 1–6.
[27] Prajit Ramachandran, Barret Zoph, and Quoc V. Le. Searching for Activation Functions. 2017. arXiv: 1710.05941 [cs.NE].
[28] R. Ranjan et al. “An All-In-One Convolutional Neural Network for Face Analysis”.
In: 2017 12th IEEE International Conference on Automatic Face Gesture Recognition
(FG 2017). 2017, pp. 17–24.
[29] Joseph Redmon. Yolo: Real-Time Object Detection. url: https://pjreddie.com/
darknet/yolo.
[30] Joseph Redmon and Ali Farhadi. In: (Apr. 2018). arXiv: 1804.02767vl [cs.CV].
[31] Joseph Redmon et al. You Only Look Once: Unified, Real-Time Object Detection. 2015.
arXiv: 1506.02640 [cs.CV].
[32] M. S. Salekin et al. “Harnessing the Power of Deep Learning Methods in Healthcare:
Neonatal Pain Assessment from Crying Sound”. In: 2019 IEEE Healthcare Innovations
and Point of Care Technologies, (HI-POCT). 2019, pp. 127–130.
[33] M. S. Salekin et al. “Multi-Channel Neural Network for Assessing Neonatal Pain from
Videos”. In: 2019 IEEE International Conference on Systems, Man and Cybernetics
(SMC). 2019, pp. 1551–1556.
[34] Md Sirajus Salekin et al. First Investigation Into the Use of Deep Learning for Continuous Assessment of Neonatal Postoperative Pain. 2020. arXiv: 2003.10601 [cs.CV].
[35] S. Siddiqui, M. Vatsa, and R. Singh. “Face Recognition for Newborns, Toddlers, and
Pre-School Children: A Deep Learning Approach”. In: 2018 24th International Conference on Pattern Recognition (ICPR). 2018, pp. 3156–3161. doi: 10.1109/ICPR.
2018.8545742.
[36] Luan P. e. Silva et al. “YOLO-FD: YOLO for Face Detection”. In: Progress in Pattern Recognition, Image Analysis, Computer Vision, and Applications. Ed. by Ingela
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