Abstract| In this paper, the problem of signal design for continuous phase modulation is examined. Using the performance measures of eective bandwidth and minimum distance, \optimal" signal shapes are calculated for various receiver observation intervals for full and partial response signalling. For the partial response case, the optimization could only be done for a receiver observation interval of one symbol due to the diculty of the optimization. Therefore, a family of signals based on previously calculated optimal signals is introduced. The tradeos that result between bandwidth and bit error rate are then compared as a function of the receiver observation interval and as a function of the memory length of the signalling scheme. Then, the signals introduced in this paper are compared to well known signals in terms of their eective bandwidth{minimum distance tradeos, power spectra and percent{in{band{power. The signals obtained by the optimization process are found to have good spectral properties in relation to well known signals.
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I. Introduction
Continuous Phase Modulation (CPM) has become a popular modulation scheme in recent years due to its desirable properties of bandwidth eciency and constant envelope [1] , [2] , [3] . In most previous work, the shape of the CPM signal was chosen to be \smooth" to give good bandwidth characteristics. While this resulted in a bandwidth reduction, the bit error rate was not as low as possible.
Some work has, however, tried to look at both requirements simultaneously, e.g., [4] . This paper showed the optimal tradeo for given bandwidth and bit error rate criteria but unfortunately the receiver that was considered was one that observes for an innite amount of time before making a decision. This gives no insight into the eects of receiver complexity on the choice of signal shape. Another drawback was the restriction to only full response CPM schemes. Partial response signals are known to be much more bandwidth ecient [5] and therefore have much more potential to provide a good tradeo between bandwidth and bit error rate. This paper attempts to provide some deeper insight into the tradeos between the bit error rate and bandwidth of CPM by studying the performance of various CPM schemes as a function of the signal shape. To this end, we calculate some \optimal" CPM signal shapes and compare them to previously suggested CPM signals.
In Section II the CPM signal and performance measures are introduced. Sections III and IV present the full and partial response cases respectively. Section V shows some comparisons between the various results. Finally, section VI contains the conclusions.
II. Preliminaries

A. System Model
The source of the communication system considered in this paper is assumed to emit one symbol from the alphabet f1; 01g every symbol interval or T seconds. The sequence of symbols is then a(n) 2 f1; 01g; n 0, starting at t = 0 with symbol a(0).
The channel under consideration is the Additive White Gaussian Noise (AWGN) channel with power spectral density N 0 =2. We also assume that the channel is free of distortion resulting from inter-symbol interference.
As for the receiver, we consider a minimum distance receiver [6] . This kind of receiver is optimal for the maximum likelihood decision criterion. The receiver operates by observing the received signal for N symbol intervals, say from t = 0 to t = NT . Then it estimates a(0), which was transmitted in the interval 0 t T , by dividing the possible transmitted signals into two sets S 1 and S 01 dened as S 1 = fs(t) : a(0) = 1g and S 01 = fs(t) : a(0) = 01g.
The receiver chooses its estimate of a(0),â(0), to be 1 if the received signal is \closer" to a signal in S 1 andâ(1) = 01 if it is \closer" to one in S 01 . Since the channel is an AWGN one, the concept of \closeness" can be interpreted in terms of Euclidean distance in a Euclidean space [7, [8] . Also, the receiver is assumed to be perfectly coherent and to not suer from timing errors.
B. CPM Signal Description
A CPM signal can be dened by
The carrier frequency of the signal is denoted by f c while the energy of the signal, E, is proportional to A a(n)q(t 0 nT ) for t 0. and contains all the information. The initial phase, (0), is assumed known because coherent systems are being studied. The parameter h is the modulation index and represents the eective phase change that one symbol causes. The function q(t) is the phase smoothing function. It is q(t) that largely determines the signal shape and hence the performance of a CPM scheme. As the name CPM implies, the phase smoothing function is continuous and satises q(t) = 0 for t 0 and q(t) = 0:5 for t LT . L can be thought of as the memory length of the modulation scheme because each symbol aects the signal shape for a maximum of L symbol intervals. The case when L = 1 is called full response signalling. Partial response signalling results when L 2.
It will be convenient in the following analysis to use the complex envelope representation of CPM. The complex envelope of a signal,s(t), is related to the signal, s(t), itself through the relation s(t) = <fs(t)e j2f c t g; where <fzg denotes the real part of the complex quantity z. Thus, from (1) the complex envelope of the CPM signal iss(t) = Ae j(t) . 
C. Performance Measures
The cross-correlation between s 1 (t) and s 2 (t), 12 , is given by In this equation, b(n) 2 f02; 0; 2g is the dierence sequence a 1 (n)0a 2 (n) where a 1 (n) and a 2 (n) are the symbol sequences corresponding to 1 (t) and 2 (t) respectively. From the Schwarz inequality [10] , the magnitude of 12 is bounded by j 12 j 1. Therefore, from (2) 
Although the B e of a signal has no upper bound, it has a lower bound given by (see Appendix A) (B e T ) min = h= p L; which is reached for the straight line phase smoothing function known as L-REC [2] . Thus, the minimum possible B e increases as h increases while it decreases as L increases. Therefore, to get small values of B e , a small h and/or a large value of L are necessary.
D. Sense of Optimality
In this paper, some optimal phase smoothing functions will be calculated. These functions will be optimal in the sense that they minimize B e for a given d min . 
The minimum distance can then be completely described in terms of by d 2 min = 2T f1 0 g.
The eective bandwidth in this case is given simply by (5) with L = 1. Since the bandwidth of a modulation scheme does not depend on the receiver, B e will be given by the same expression for all full response schemes.
2) Heuristic Phase Smoothing Functions: Some insight can be gained into the shape of the phase smoothing function that gives the best tradeo between B e and d min by looking at the functions that minimize either of these performance measures. As is shown in Appendix A, the smallest B e is obtained by the L-REC phase smoothing function shown as f 1 in Fig. 1 . The phase smoothing function f 3 in Fig. 1 yields the largest d min . This can be seen from (6) . Since jj is bounded by 1, the best performance will be obtained when = 01. This is possible only if cos[4hq(t)] = 01 for 0 t T , i.e., when q(t) = (4h) 01 .
This results in the two cases: h > 0:5 and h < 0:5 because when h > 0:5, (4h) 01 < 0:5 and vice{versa. As a sort of compromise, the function f 2 is drawn between the two. This compromise is the form of the phase smoothing function that would intuitively be expected to give the best tradeo. Throughout the rest of this paper, whenever the term \heuristic phase smoothing functions" is used it will refer to the functions of this section.
3) Optimal Phase Smoothing Functions: In this case, the optimal phase smoothing functions are rather easy to calculate. The problem is to minimize B 2 e subject to = constant. The optimal solution then must satisfy the dierential equation (see Appendix B)
Here, is chosen to so that the solution satises the subsidiary condition: = constant. Unfortunately, this is a non-linear dierential equation whose solution was not analytically obtainable. Therefore, the solution of the above dierential equation was found numerically by using the fourth order Runge-Kutta algorithm [11] . Some solutions of (7) are shown in Fig. 2 (a) for D 2 min = 3. It is interesting to note that these functions have a shape similar to the heuristic phase smoothing functions.
The B e -distance tradeos that result are shown in Fig.  2(b) . For each value of h, the leftmost points of the curves are the minimum bandwidths obtainable. If the distance is decreased further, the bandwidth will again increase. 1) Minimum Distance: For N 2, the distance between two signals is given by (2) as before but the cross correlation, 12 , can be reduced further because the phase smoothing function only aects the signal for one symbol interval. As shown in Appendix C, (3) can be reduced tõ
where Using the calculus of variations, the problem can be reduced to solving the dierential equation (see Appendix B)
cos[4hq(t)]: (9) Again, 1 and 2 are chosen so that the solution satises the subsidiary conditions. Due to space limitations, results are not presented here but can be found in [9] . The optimal phase smoothing functions have a shape similar to the heuristic ones.
C. Innite Observation Demodulation (N = 1)
As the number of observation intervals gets very large, the receiver performance saturates to that of the innite observation interval receiver. The tradeo for N = 1 will be the best since the receiver has an innite amount of time to observe before making a decision. To nd this best possible tradeo, d min is examined in the limit as N ! 1.
1) Minimum Distance: If the terms in the sum in (8) are examined closely, it is apparent that the correlation resulting from the dierence sequence f2; 02; 0; 0; 0; 1 1 1g will eventually become the largest and thus result in the minimum distance. This can be seen by examining the sum term by term. For a typical dierence sequence, the sum would look something like + e j2h + 1 e j2h + 3 1 e j4h + 1 1 1 The rst term is the same for all dierence sequences because b(0) = 2. For the dierence sequence f2; 02; 0; 0; 0; 1 1 1g, the sum is+ 3 1e j2h +1+1+1 1 1. Since the magnitude of a term such as 1 e j2h is bounded by 1, its real part must be less than or equal to 1. It can only be equal to one for all such terms when h = 1 for the dierence sequence f2; 0; 0; 0; 1 1 1g. However, when h = 1, d min does not increase with the receiver observation length because the phase at t = kT is independent of the transmitted symbols. So, this case can be ignored. Therefore, the sum + 3 1 e j2h + 1 + 1 + 1 1 1 will eventually become the largest. It is not necessarily the largest for small values of N because the second term is not necessarily larger than the corresponding second term of other sequences.
For suciently large N, the maximum correlation can then be written simply as, (10) gives phase smoothing functions such as those shown in Fig. 3(a) . Note that the shapes of the phase smoothing functions are again similar to the heuristic phase smoothing functions. The tradeos are shown in Fig. 3(b) . The larger distances are obtained for values of h close to 1. The optimal phase smoothing functions for 2 L < 1 can be calculated but this kind of system would not be used because the receiver does not take advantage of the memory in the signal. For completeness, this case is mentioned here but no results will be presented. Interested readers are referred to [9] . The maximization above is carried out by substituting the allowable values of b 2 , which are f2; 0; 02g, into the equation. B e is given by (5) . Some diculties arise in the minimization of B e for a given d min . The calculus of variations cannot be used because the minimum distance function is not continuously dierentiable and a time delay term appears in the integral. The correlation cannot be written in terms of the correlation over one symbol interval as in the full response case either. Therefore, it seems that the optimal phase smoothing functions cannot be found.
2) Polynomial Phase Smoothing Functions: Here, it is necessary to guess at the form of the optimal functions in order to proceed any further. As was seen in the previous section, the heuristic family of phase smoothing functions were of the same shape as the optimal ones found for the full response case. It is reasonable to suppose that functions of this form will lead to good tradeos. A family of functions with the shape in question will be called POLY because its shape is determined by polynomials as the equations below show. The function is separated into two cases because of the dierent shape of the phase smoothing functions for h > 0:5 and h < 0:5. When h = 0:5, the two denitions are equivalent.
In the above equations, a is the parameter describing the family. It is limited by a 1. As a increases, the function looks more and more rectangular. When the minimum value of a is used, i.e. a = 1, the POLY phase smoothing function is a straight line and therefore gives the minimum B e possible. Some examples of the polynomial phase smoothing functions are shown in Fig. 4 . Notice the similarity to the From these equations it can be seen that B e increases when h or a increases.
V. Comparisons
A. Optimal Tradeos as a Function of N First, the optimal tradeos between B e and d min as a function of the number of receiver observation intervals, N, will be examined. If the envelope of the tradeos calculated previously is considered, the dependence on N can be seen. The envelopes were found by plotting the tradeos using a small step size for h. Fig. 5 shows the relationship between the tradeo and N for full response signalling. The area to the lower right of the curves represents values of d min and B e that are not attainable by CPM signals. It is interesting to note that the curve for N = 2 has a discontinuity at D 2 min = 4, which is exactly the distance given by MSK. The minimum B e for this distance is also that of MSK. Thus, MSK is optimal in terms of the B e criterion for D 2 min = 4. As N is increased from one to two, there is a relatively large increase in the d min obtainable for a given B e . As N is increased further, the increase becomes less and less.
When N = 4, the tradeo is very close to that of N = 1 for the range of bandwidths that are shown. Therefore, the receiver is nearly saturated for N = 4. Another point to note is that for B e less than approximately 0:5, the tradeo for N 2 is the same as for N = 1. The saturation of the receiver appears to happen more quickly for lower values of B e . A simple lower bound for the value of N at which the tradeo saturates can be easily derived. The dierence sequence f2; 02; 0; 1 1 1g corresponds to d min when N = 1.
The tradeo will then be saturated when this dierence sequence rst leads to d min , i.e., when this dierence sequence leads to a smaller distance than all other dierence sequences. Thus, it is clearly necessary that the distance corresponding to a sequence such as f2; 0; 0; 1 1 1g must become larger than that corresponding to the sequence f2; 02; 0; 1 1 1g. The correlation corresponding to f2; 0; 0; 1 1 1g for a given value of N is
The minimum distance is then where dxe is the smallest integer greater than or equal to x. For partial response schemes, similar results were obtained [9] . Even though the optimal tradeos were not obtained, the results conrm the expectation that L is more important than N as far as the tradeo between bandwidth and d min is concerned.
B. Comparison to Well Known Functions
In this section, the performance tradeos, power spectra and percent{in{band{power for the phase smoothing functions found in this paper are compared to those for the commonly known phase smoothing functions dened in [3] , [4] Plateau Sine (PLS), Gaussian MSK (GMSK) and Tamed FM (TFM). The phase smoothing functions found by optimization will be referred to as the OPT family. The PCWL, PLC and PLS families were extended to partial response by replacing T with LT in their denitions. However, the GMSK and TFM families are essentially partial response schemes and therefore will not be used in full response comparisons. The power spectra of these and all succeeding graphs were calculated using the autocorrelation method in [3] . 1) Full Response Comparisons: The tradeos between B e and D 2 min for PCWL are shown in Fig. 6 for N = 3. The optimal curve is of course better than the other curves but give the best gain for larger values of D 2 min . The PCWL curves are closest to the OPT curve while similar results for PLC and PLS show that their curves are respectively farther away [9] . The power spectra of the signalling schemes are plotted for D 2 min = 5 and N = 3 in Fig. 7 . In this gure is can be seen that the OPT power spectrum has a main lobe that is close in width to those of the other families but has lower side lobes. The percent{ in{band{power comparisons for the N = 3 case are shown in Table I . The table shows that the OPT family is better than the others in every case. tween power spectra are shown. In this case, the POLY spectrum has a narrower main lobe but slightly higher side lobes. The percent{in{band{power bandwidths are shown in Table II . The POLY spectrum is better than the other families at 90% and 99% for but is worse is terms of the 99.9% bandwidth.
VI. Conclusions
In this paper, the problem of Continuous Phase Modulation signal design was examined for full and partial response. Using eective bandwidth and minimum distance as performance criteria, the signal shape was designed by choosing the shape that has the minimum possible eective bandwidth for a given minimum distance.
For full response signalling, the tradeos between performance criteria were shown to get better as the receiver observation time increased. This agrees with the intuition that increasing the length of observation leads to better performance. It was also found that values of h closer to 0 or 1 led to slower performance saturation while a value of h of 0:5 led to the fastest saturation. This can be explained by noting that for h = 0:5, the resulting signals are as dissimilar as possible. Values of h near 0 or 1 lead to signals that are more similar and hence longer observations are required to distinguish them.
For the partial response case, the optimization was only possible for receiver observation times of one symbol interval. Therefore, a polynomial signal shape that is similar to previously found optimal ones was introduced. The tradeos for partial response signals were found to quickly overtake the performance of all full response signals. This fact shows that the memory of the signal is more important than the observation time of the receiver.
The signal shapes that were designed by using the previous optimization technique were compared against some well known signals. Of course the optimized signals gave the best tradeo but the amount by which they were better gave an indication of the dierence when other comparisons were made. A large dierence in the tradeos resulted in a large dierence in power spectra and percent{ in{band{power.
Next, the power spectra were computed for a xed value of the minimum distance. The optimal phase smoothing functions were found to generally have a narrower main lobe than the other signal shapes. This shows that the eective bandwidth measure puts emphasis on the main lobe. As a result, the optimal signals' spectra tended to have side lobes that were larger than the other signals' spectra. This was seen again in the percent{in-band{power comparisons.
In conclusion, it can be said that even though the optimization carried out in this paper does produce better signal shapes for the performance criteria used, the commonly known signal shapes are not too far from optimal performance. Using y q, x t, a 0, b T , F Appendix C Derivation of (8) Dividing (3) Since q(t) = 0 for t < 0, the sums only extend up to n where nT is the upper limit of integration. For t > T , q(t) = 0:5 so the above expression for 12 can be rewritten as 
