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INTRODUCTION AND NOTATION 
The objective of this paper is to study a question raised by J. Koh in his 
thesis [Ko] which is a generalization of the direct summand conjecture. 
The direct summand conjecture asserts that a Noetherian regular ing R is 
a direct summand (as an R-module) of every module-finite xtension ring 
SDR.  
Hochster has proved that the direct summand conjecture holds when R 
contains a field and also for regular rings of dimension < 3 (see [Hol, 
Ho2]). He has also proved (see [Ho3]) that this conjecture implies most of 
the homological conjectures, e.g., the improved new intersection conjec- 
ture and the Evans-Griffith syzygy conjecture [EvG]. 
Koh has raised the question of whether R c S splits when R is a ring 
not necessarily regular and S is a module-finite xtension algebra of finite 
projective dimension over R (note that this is automatic when R is 
regular). This is known if R is a ring containing a field of characteristic 0 
by a trace argument, but it was an open question in prime or mixed 
characteristic. 
In Section 1 we treat several special cases. We prove Koh's conjecture 
for cyclic extension algebras of R, i.e., algebras of the form S = R[O], 
where R is any Noetherian ring. We also prove R c S splits, even when S 
does not have finite projective dimension over R, provided that there 
is a presentation R" ~ R"  ~ S --* 0 of S, where n is "small" compared 
with m. 
We will also prove Koh's conjecture for module-finite xtensions of 
certain classes of Gorenstein rings of dimension 1. A positive answer for 
Gorenstein rings of dimension 1 would imply the direct summand conjec- 
ture in dimension 3I (See [Ko]). 
*The author was partially supported by COLCIENCIAS, the Colombian Institute of 
Sciences. 
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In Section 2 we will show that Koh's conjecture is false in general by 
constructing a counterexample in prime characteristic 2, and in mixed 
characteristic 2. A crucial step in the proof depends on a computation 
done with the program Macaulay. So far it has not been possible to bypass 
the use of computers in this part of the argument. At the end of Section 2 
we include a description of a program that can be used to carry out the 
computations• 
Setup.  By R we will denote a commutative, associative ring with 
identity (not necessarily Noetherian) and where S is a module-finite 
R-algebra. For any choice s~ . . . .  , s r of generators of S as an R-algebra, we 
can map a polynomial ring 05: R[x  I . . . . .  x r] ~ S onto S by sending each 
variable x i to the element s r Since S is module-finite over R, each si 
will satisfy a monic polynomial f i (x i )  over R in the single variable x r 
Fix a choice of f i (x~)  and denote by T the quotient ring R[x  I . . . . .  Xr] / 
( f~ , ' ' ' ,  fr)" Let u i be the image of x i in T. Clearly 05 factors through T; 
thus there is an exact sequence 0 ~ J ---, T ~ S ~ 0, where J is some 
ideal of T. 
If M is an R-module, we will denote by M* the R-module HomR(M, R), 
the dual of M. 
1. SOME SPECIAL  CASES OF  KOH'S  CONJECTURE 
We start by proving the following. 
LEMMA 1.1. With notat ion  as above  we have  
(1) T is a free R-module with an R-basis consisting of monomials of 
• ir 0 <_ i < d k, where d k denotes the degree of f k (Xk) .  the form u'l~ . "  u r, 
(2) There is a T-module isomorphism a: T* ~ T, where T* has a 
natural T-module structure defined by (t  o • f ) ( t )  = f ( to t )  for f ~ T*, and 
t 0, t ~ T. 
(3) Applying Homg( , R) to the exact sequence above we obtain the 
sequence 0 ~ S* --* T* ~ J*,  and under the isomorphism a defined in 
(2), S* is taken onto Ann r J, the annihilator of J in T. 
Proof .  (1) follows immediately from the definition of T. 
(2) If u = U'l'l "•"  U~ r, 0-~ ik < dk, we denote by u*~ T* the 
canonical element in the dual base defined by sending u to 1 and every 
other monomial element in the R-base defined in (1) to 0. 
Define a T-linear map/3: T ~ T* by sending 1 ~ v*, where v = Ul d~- t 
.dr - I  Now, for u uil' . "  u~ r, we have /3 (u)=u 'v*  and by the • , . Ur  • 
definition of the T-action on T*, we have /3 (u ) (u ' )=  v* (uu ' )  for any 
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u' ~ T. Hence,  /3(u) sends the basis e lement  u' = u i' . . .  u{,, with Jk = 
(d k - 1) - i k, to the e lement  1 and every other  e lement  in the monomia l  
base to 0. Thus , /3(u)  = (u')*,  and/3  is clearly surjective. Injectivity follows 
from the fact that T and T* are free R-modules  of the same rank; hence, 
regarding /3 as a map of R-modules,  the fact that it is surjective implies 
that it is also injective. Then we can take a to be the inverse of /3.  
(3) Take s* ~ S*. This e lement,  regarded as an e lement  of  T*, is 
identical ly zero on J. Now, for each j ~ J we have j a (s* )  = a ( j  • s*), 
since a is T-l inear; j • s* = 0 because j • s*(t)  = s*( j t )  = 0 for all t ~ T. 
Thus j a (s* )  = 0. This shows that or(s*) ~ Ann r J. 
Conversely, let us assume that a ( t * )  ~ Ann T J. Hence,  for each j ~ J 
we have 0 = j a ( t * )  = a ( j t * )  but a injective =, j • t* = 0. Thus, t * ( j  • 1) 
= 0 for all j ~ J; therefore t* can be regarded as an e lement  of S*. This 
shows that Ann r J c a(S*  ). | 
The next lemma establ ishes the cr i ter ion we will use to determine 
whether  R c S splits as a map of R-modules.  
LEMMA 1.2. Let R be a quasi-local ring (m is the unique maximal ideal 
o f  R, but R is not assumed Noetherian ) and let R c S be a module-finite 
extension algebra. Write S as T /  J with T and J as defined in the introduc- 
tion. Then, R c S splits as a map of  R-modules if and only if Ann  r J is not 
contained in mT,  the expansion of  m to T. 
Proof. By definit ion R c S splits if and only if there exists an R- l inear  
retract ion p: S ~ R sending 1 ---, 1. As  an e lement  of  T* the map p can 
be writ ten as an R- l inear combinat ion of e lements  of the dual  basis of T*, 
p = a01* + Y'~ ayu*, u~ --# 1, 
where the u}s are the monomials  basis e lements  def ined in 1.1(1). Since 
p(1) = 1 we must have a 0 = 1. It is easy to check that the isomorphism 
defined in (2) sends 1" to v, where v denotes the monomia l  basis e lement  
of highest degree v = u f  ' - l  . . .  Urdr-1. Thus, a(p)  = v + Eajo~(u~) is 
clearly not conta ined in mT;  hence, Ann  T J = a (S* )  ff mT.  
Conversely, if Ann  T J ~ mT we can find an e lement  of Ann  r J which 
can be writ ten as an R- l inear  combinat ion of monomia l  basis e lements  
where at least one of the coefficients is a unit. Mult ip ly ing by its inverse we 
may assume that it is the identity. Hence,  there is an e lement  in a (S* )  of  
the form w + ~.ajui, u~ 4: w, and w = u' 1' " .  U'r with 0 < i k < d k. Mult i -  
plying by w' = u{' " "  u{ r, where Jk + ik ---- dk -- 1, we obtain an e lement  
in Ann  r J of the form t o = v + Y'.aju~, uj ~ v, and v is the monomia l  of 
highest degree in T. Apply ing ot -~ on both sides, we obtain p = ot - l ( t0)  
= 1" + a l inear combinat ion of  monomia ls  of the dual  basis of T*, all 
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different from 1". Clearly p(1) = 1 and p ~ S*. Thus p is an R-linear 
retraction. II 
Our next objective is to define for an R-linear map f:  M ~ M, where 
M is a finitely generated R-module of finite projective dimension, a 
characteristic polynomial for f.  The procedure is rather standard; how- 
ever, we include a proof due to the lack of a good reference. 
LEMMA 1.3. Let M be a finitely generated module of finite projective 
dimension over a Noetherian ring R. Assume that Spec R is connected and 
let f: M ~ M be an R-linear homomorphism. Then there exists a characteris- 
tic polynomial for f,  i.e., a unique polynomial Pf(t), such that 
(i) P f ( t ) /s  monic with coefficients in R. 
(ii) Degree of Pf(t) = torsion free rank of M. 
(iii) If M is torsion-free, Pf( f ) equals the zero homomorphism. 
(iv) If U denotes the multiplicative system of all nonzero divisors of R 
the image of Pf(t) in Rv[t] is the characteristic polynomial of the induced 
map fu: Mu --* My. (Here the subindex denotes localization at the multi- 
plicative system U.) 
(v) Let R ~ S be a flat homomorphism of Noetherian rings. Then the 
characteristic polynomial of id s ®R f: S ®R M --* S ®R M is given by the 
image of Pf(t) in S[t]. 
(vi) The characteristic polynomial of the R-linear map induced by 
multiplication by an element r ~ R is given by Pr = ( t - r) b, where b denotes 
the torsion-free rank of M. 
(vii) The characteristic polynomial of rf is given by Prf(t ) = rbpf(t / r ), 
where Pf denotes the characteristic polynomial off .  
Proof. By induction on n = pdR(M). If n = 0, M is a projective 
module, hence it becomes free after localizing at any prime ideal Q of R. 
In this case the existence of a characteristic polynomial for fa: MQ ~ MQ 
is well known. If we fix a basis for MQ and A is any matrix representing 
fo in this basis, then P, can be defined as det ( id t -A) ,  where id ~,~ JQ 
denotes the identity matrix of size equal to the rank of M e. (One can 
easily see that this polynomial satisfies all the properties listed above and 
that it is independent of which basis we choose for MQ.) We claim that P&, 
is a polynomial with coefficients in R! First we observe that if Q0 is any 
prime contained in Q, after localizing further, the characteristic polyno- 
mial of fOo is the same as the characteristic polynomial of fo. Now, given 
any prime P, we can find prime ideals P0 , . - . ,  P2n in R such that P0 = P, 
P2n = Q, e2i~e2i+l, and P2i+l-P2i+2, for i = 0 . . . . .  n -  1. (This is 
because Spec R connected ~ we can find X 0 . . . . .  X2, , irreducible 
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components of R, with P ~X 0, Q E X2, ,, and such that Xj cqXi+ 1 is 
nonempty, for all j = 0 . . . . .  2n - 1. Thus, we may take P2i+l to be the 
generic point of X i for 0 < i < n - 1, and Pzi to be any point in the 
intersection of X i A X i_~ for 1 < i < n - 1.) Using this and the observa- 
tion above, we see that the characteristic polynomial of fQ is equal to the 
characteristic polynomial of fe. Since this is true for all primes P of R, 
we conclude that if r /s  is any coefficient of P~ then s cannot be con- . • ,'Q . 
tained in any prime ideal of R; thus ~t must be a umt. 
Let us assume the lemma holds true for all finitely generated modules 
with projective dimension < n and fix M to be a finitely generated 
module with pdn(M)  = n. Let Po ~ M ~ 0 be a projective resolution of 
length n, and let N = Ker(P  0 ~ M)  be the first syzygy in this resolution. 
We can lift f to maps h and g, making the diagram 
0 ---* N ~ P0 ---o M ---o 0 
0 --~ N --* Po --* M --~ 0 
commutative. After localizing this diagram at U, the modules M v and N v 
become free over R U. This is because after localizing at any minimal 
prime Pl of R the module Me, becomes free (because depth Re, = 0 
PdRp ~ (Me,)= 0 by the Aus lander -Buchsbaum theorem [Ma, Theorem 
19.1]). Thus, we can choose F, a free R-submodule of M with the same 
rank as M and such that (M/F)p, = 0. Now, we claim that M u = F U. If 
we assume to the contrary that D = (M/F)v  4: O, then we can localize at 
any prime P2Rv in its support to obtain a nonzero module of rank = 
rank Me2 - rank F. But since Spec R is connected we have that rank Me2 
= rank Mp. This implies that rank D = 0. Now, Mp2 must be free, since 
it is a module of finite projective dimension over Re2, a ring of depth 0. 
Thus 
O-~Fp -~Mp -)Dp2-~O 
is a free Rel reso lut ion of De2. The same argument as above implies that 
the module Dp2 is free and of rank 0; hence D must be the zero module, a 
contradiction. The same argument applies to N v. 
From this we obtain that the sequence on top becomes split exact. 
Hence, we can choose bases for Nv,(Po)u, M u in such a way that the 
matrix for h v has the form 
(hw) = ( (go)  0 ) 
0 ( fv)  " 
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From this we see that the characteristic polynomial of h v is the product of 
the characteristic polynomials of fv  and gt:. By the inductive hypothesis 
the characteristic polynomial of h v and gu are Ph(t)/  1 and Pg(t)/1,  the 
images in Rv[t] of the characteristic polynomials of h and g, respectively. 
Since Ph and Pg are monic with coefficients in R, after dividing Ph by Pg 
we can write Ph = PgL + r, for some polynomials L, and r in R[t]. 
Localizing at U we see that r v = 0, which implies that r = 0. From the 
uniqueness of the division algorithm and the fact that 
=e Pr  
we conclude that Pfu = L /1  is monic and also has coefficients in R. Now, 
since P = Pfu is the characteristic polynomial of fu we have 0 = P( fv )  = 
P ( f )v .  But if M is torsion-free, this implies that P( f )  = 0. Note also that 
degree P = degree Ph -- degree Pg = rank(P 0) - rank N = rank M. 
In order to prove (v) we first note that M v =- R b, where b = rank M. 
Thus (S ®R M)v  is a free S-module of the same rank as M. From above 
we have 
Pt( ids ®f )v  = Pi( ids ®fu)  = PI~(fu) = O. 
Since S is R-flat each element of U is a nonzero divisor in S, thus we must 
have PrOds ® f )  = 0. Now, we also have that degree of Pf = torsion free 
rank of S ®R M; thus Pf(t), regarded as a polynomial in S[t], is a 
characteristic polynomial for id s ® f. Its uniqueness follows from the fact 
that any two such polynomials atisfying (i-iv) must coincide after localiz- 
ing at U. 
Finally, (vi) and (vii) follow directly from equation (#) and the inductive 
hypothesis by taking f ,  g, and h all equal to multiplication by r, and 
taking f ,  g, and h to be rf, rg, rh, respectively. | 
This lemma allows us to prove the following result. 
THEOREM 1.4. Let R be a Noetherian ring and R c S a module-finite 
extension algebra. Assume that S is cyclic as an R-algebra, i.e., there exists 
0 ~ S such that S can be written as S = R[O]. Assume that S has finite 
projective dimension as an R-module. Then R c S splits as a map of 
R-modules. 
Proof. The issue of whether R c S splits is a local one, since R c S 
splits iff the induced map HomR(S, R) ~ HomR(R, R) is surjective (see 
[Ho3]). Hence, without loss of generality, we may assume that R is a local 
ring. Fix a generator 0 for S and let f (x )  be any monic polynomial which 
0 satisfies. As we already observed in the introduction, one can map 
T = R[x ] / f (x )  onto S. Let J be the kernel of this map. We get an exact 
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sequence 
O~J~T~S~O.  
Since S has finite projective dimension, so does J. Moreover, J is 
torsion-free since it is a submodule of T and T is free with 
1, u, u z . . . . .  u m- l as an R-basis, where u denotes the class of x mod f (x )  
and m is the degree of f. By Lemma 1.3 there exists a polynomial 
P = P,(t) associated to the map induced by multiplication by u in J, of 
degree equal to the torsion free rank of J and such that P(u) is the zero 
homomorphism in J. Hence, P(u) J  = 0. Now, rank J < m, since S has 
positive torsion-free rank. Thus, P(u) as an element of T is not zero. The 
fact that P is monic implies that P(u) q~ mT. Applying Lemma 1.2 we 
may conclude that R c S splits. II 
Using the characteristic polynomial we can also prove the following case 
of Koh's conjecture. 
DEFINmON 1.5. Let (R, m) be a local Gorenstein ring of dimension 1 
and let b denote a positive integer. We will say that R is b-integral if for 
some choice of a parameter x and any lifting u of a generator of the socle 
element of R/xR we have u b ~ xbR. 
Remark. This condition does not depend on which choice of x or u we 
make. First, note that this condition is equivalent to saying that u/x  does 
not satisfy a monic equation of the form t b - r = 0, for some r ~ R. 
If x is fixed, any two liftings of a generator of the socle element would 
differ mod xR, by a multiple of a unit in R, because R is Gorenstein. 
Thus, it is clear this condition does not depend on the choice of u. 
Changing x by any power does not affect any issues either, since in this 
case we can take ux '-~ as a lifting of the socle element and uxt -~/x '  = 
U//X. 
Finally, if y is any other parameter, we have yt  = xa for some t > 0 and 
some element a a nonzero divisor of R. But we can take ua as a 
representative of the socle of R/yR and u/x  = ua /y t ;  thus, the condi- 
tion above does not depend on the choice of y either. 
THEOREM 1.6. Let (R, m) be a local Gorenstein ring of dimension 1. 
Let R c S be a module-finite xtension algebra of R. I f  b is the torsion-free 
rank of S and R is b-integral, then, R c S splits as a map of R-modules. 
Proof. Fix x a parameter for R. As proved in [Ho2, Remark 2, p. 30], 
it suffices to show that for each positive integer k > 0 the induced map 
R/xkR -~ S /xkS  is injective. Suppose to the contrary that it is not. Then, 
if u is a lifting of a generator of the socle of R/xkR it must be contained 
in the kernel of this map. Hence, there exists s ~ S such that ux k- ~ = x kS. 
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By Lemma 1.3 there exist characteristic polynomials P~, P,,xk-~, and Pxks 
with 
Pux k-, = ( t - uxk-1) b = xbkps( t /  Xk) .  
Comparing the constant erms of both polynomials we obtain uOx bk-b = 
x°%,  where c denotes the independent term of Ps. From this we get 
u b = xbc, contradicting the fact that R is b-integral. 
This argument is really a norm argument and only depends on having a 
well-defined norm for the extension R c S. | 
Our final result shows that the condition on S of being an algebra of 
finite projective dimension can be omitted in certain special cases. 
THEOREM 1.7. Let R be a quasi-local ring and let R c S be a module- 
finite extension algebra. Assume that S can be represented as 7"/ J ,  where T 
is an algebra o f  the form T = R[x  I . . . . .  X r ] / ( f l (X  1) . . . . .  f r (Xr ) )  , where 
each f i (x i )  is monic, J is an ideal o f  T generated as an R-module by <__ n 
elements, where n = Er l(d i - 1), and d i denotes the degree o f f  i. Then, 
R c S splits. 
Proof. Choose generators gl . . . . .  gn for J as an R-module (we take 
some g~s = 0 if necessary). Let u i denote the class of xi in T. Now, we 
take the first d~ - 1 elements gi and express each ujg~ . . . . .  U~gd,_ ~ as a 
linear combination of g~,. . . ,  gn. We repeat the same procedure for the 
next d 2 - 1. We express Uzgd, , . . . ,  U2gd,_ ~ +d2- l as a linear combination 
of gl . . . .  g~. Continue in this way! The next d 3 - 1 get multiplied by u 3, 
and so on. Rewriting these equations in matrix form we obtain a matrix 
equation 
r l l  - -  u I • . . rln 
rn l  • . . rnn  - -  U r gn 
where the matrix A on the left is an n × n matrix with all its entries in R, 
except for the diagonal entries which have the form r i - u i, and each u i 
appears d i - 1 times. Multiplying both sides of this equation by the formal 
adjoint of A we obtain detA . (g  i )=O for each i=  1 . . . . .  r. Now, 
- d,-I + an R-linear combination detA  has the fo rmdetA  =u dl l . . .  ur 
of monomials of lower degree. This shows that det A ¢~ roT. Applying 
Lemma 1.2, we conclude that R c S splits. II 
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2. COUNTEREXAMPLES TO KOH'S CONJECTURE 
Counterexample 2.1. We want to start by constructing the base ring R. 
Let K denote the field of integers mod 2 and let R 0 be the polynomial 
ring over K, obtained by adjoining the indeterminates z~, z z, t and all the 
entries of the matrices of indeterminates X = [xij], a 3 x 2 matrix, and 
two 2 x 3 matrices, W = [wo.] and Y = [Yij]. Note that R 0 is a polynomial 
ring over K in 21 variables. 
Let E denote the homogeneous ideal of R 0 generated by the entries of 
the matrices A - NY and B - NW, where 
0 0 0 I z 2 - txll   
A = 0 z 2 - txz~ 0 
0 0 z~ - tx3, 
B = 
0 0 
Z 2 - -  tX I2 0 
0 Z 2 -- tX22 
0 0 
N = 
--Xll 
--X21 
--X31 
0 
0 
0 
z22 -- tx32 
--XI2 
--X22 
--X32 
Note that E is generated by 24 elements. The reason for choosing this 
ideal will be apparent in a minute. Now let 12 denote the ideal of 2 × 2 
minors of X and let H be the ideal defined as H = U t(E: I2(S)t), the 
union of everything in R 0 that multiplies a power of the ideal I2(X) into 
E. Let R be the ring Ro/H.  We have 
(1) the equations A = NY and B = NW hold in R 
(2) depthl2(x)R > O. 
Hence, if C denotes the cokernel of the matrix X, the projective 
dimension of C over R is equal to 1 by the Buchsbaum-Eisenbud 
acyclicity criterion (see [BE]). 
Construction of S. Let us choose f ~ HomR(R z, R) to be the map 
defined by sending the lements el, e z of the standard basis of R 2 to 
Zl z, zz , respectively. Associated to the class of f in Extg(C, R) there is a 
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class of extensions of R by C given by the Yoneda correspondence. A 
representative of this class is given by the short exact sequence 
O~R~S~C~O,  
where S is the pushout 
(#) 
S = (R  • R3) / ( f (e i ) ,  -X (e i )  ), i = 1,2. 
Together with the short exact sequence (#), we also have a commutative 
diagram 
0 ---* R ~ S --o C --o 0 
TI 
0 ~ R 2 --~ R 3 ~ C --* 0 
where the function g sends each basis element of R 3 to its class in S. 
Now we want to give S an R-algebra structure. First, let T be the 
quotient of the polynomial ring R[x~, x 2, x 3] given by 
T = R[x , ,  x2 ,  x , z3 ,  x :x3 ,  - - t 2, - tx ). 
As an R-module, T is isomorphic to R • R 3 with basis T = R1 + Ru I + 
Ru 2 + Ru 3 where u i denotes the class of x i. Now, let us denote by N the 
R-submodule of T generated by the images in T of f (e  I) -X (e  l) and 
f (e  2) - X(e2). I.e., N = Rv I + Rv 2, where t, 1 = z~ - x , lu  I - x21u 2 - -  
x3ju  s and v 2 = z 2 -x~2u I -XzzU 2 -x32u3.  We note that N is actually 
an ideal of T because uiv I = u i (z  2 - tX i l )  = Y l iU¿  -[- Y2iU2 and uiv 2 = 
Ui (Z  2 -- tx i2 )  = Wl iV  1 "Jr" W2iU 2. The equations above were chosen precisely 
so that N is forced to be an ideal of T. Since S and T/N  are isomorphic 
as R-modules, S acquires an algebra structure, where, trivially, the canoni- 
cal injection of R into S is a homomorphism of rings. 
Splitting o f  R c S. The inclusion R c S splits as a map of R-modules 
iff the class of f in ExtR(C, R) is 0, or equivalently, if we can find r l, r 2, r 3 
elements of R and h: R 3 ~ R sending the elements ei to r i and such that 
f=  ho X. In other words, the inclusion splits iff the vector w = 
( f (e l ) , f (e2) )  = (z 2, z~) is in the span of the row space of X, i.e., in 
M = R(x I I ,  x i2 )  + R(x21, X22) d'- R(X31 , X32). 
This computation can be carried out with the program Macaulay. 
Macaulay shows that when the characteristic of R = 2, w is not contained 
in M. Actually it shows that the ideal of elements that multiply w in M is 
precisely the ideal generated by z~, z~, and all the remaining variables. 
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Alternatively, we can see that R c S does not split by showing that the 
ideal J = (Xl~, x21, x31), generated by the entries of the first column of X, 
is not the contraction of its expansion to S. (If R ~ S splits then JS N 
R = J.) This can also be done with Macaulay. Macaulay shows that z~ ~ J, 
but clearly zZl ~ JS n R, since z 2 = X,lU 1 + x21u 2 + x31u 3. 
Now we claim that when we localize R and S at m, the homogeneous 
maximal ideal of R, we still have a counterexample. If not, all the ideals of 
R"  are contracted from S m, in particular JR",  and hence some element 
u ~ m would multiply z~ into J. But J is homogeneous; hence so are all 
its associated primes. This would force u to be homogeneous, a contradic- 
tion. 
When 2 is invertible in R, w is in M, since there is a splitting in this 
case, given by a well-defined trace from S to R (see [Ho2]). Macaulay 
shows that w is in M, and it is easy to see that the splitting it gives is 
precisely the one given by the trace. 
For instance, when p = 7, w is expressed as a linear combination of the 
row vectors of X where the coefficients are 3y~ + 3w2~ - 3t, 3y~2 + 
3w22 - 3t, and 3y13 + 314,23 - 3t. 
Note here that 3 = -1 /2mod 7, which shows that the splitting de- 
pends on the element 2 being invertible in R. (A description of how to use 
Macaulay to carry out the computations i included at the end of this 
section.) 
Counterexample 2.2. Now we want to show that this counterexample 
lifts to a counterexample in a mixed characteristic. The ring R is defined 
exactly as before, except that we now take K to be the ring of integers 
instead. If we denote this ring by R', we see that R' = R'o/H',  where R~ 
is the polynomial ring over the integers after adjoining all the indetermi- 
nates as above, and H '  = U t(E': I2(X)D, where E'  has exactly the same 
generators of E, but viewed as polynomials with integer coefficients. 
Similarly, S' is constructed as a pushout over R' exactly in the same way as 
above. 
Clearly R 0 = R'o/2R'o, and we have a surjection h: R~ ~ R 0. More- 
over, (E ' :  Iz (X)  t) maps into (E: 12(X)t). Hence, passing to the quotients 
we get a surjective map h: R' ~ R. 
Let m' denote the contraction of m, the homogeneous maximal ideal of 
R, to R'. The map h extends to a map from R~, to R m. We claim that 
t t j t  R-,  c S ' ,  does not split. If it did we would have Zl z ~ J R",,  where is 
the ideal generated by the first column of X in R'. Hence zl z = h(z 2) 
would be contained in the image of J '  which is just JR,., a contradiction. 
Finally, let us denote by A the ring R- ,  and by A its completion at 
m'R,.,. Let B be the ring A ®A S~,,. We claim that A has mixed character- 
istic 0 and residual characteristic 2. Let h denote a positive integer. If 
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2h/1  = 0 in A, then there is an element c in R' 0 not contained in m' 
such that 2% ~ H' .  Let n be the zeroth homogeneous component of c 
(note that n ~ 0 since c ~ m'). Since H '  is a homogeneous ideal we must 
have 2hn e H '  and, consequently, 2hnlz(X) ' c E' for some t >_ 1. Let p 
denote a prime integer not dividing 2hn and let T denote the ring R'o/L, 
where L denotes the ideal generated by t, the Y~}s the W~}s, the integer p, 
and the generators of E'. We can easily see that this ring is a polynomial 
ring in the X'js over the ring obtained by first adjoining the variables 
zl, z 2 to the ring of integers mod p, and then killing the ideal generated by 
z~ and z 2. Now, 2hnI2(X) ' c E' implies that 2hnI2(X) '= 0 in T (where 
- denotes reduction mod L). Since 2hn is a unit in T, we obtain 
12(X) '=  0, a contradiction. This proves the claim. 
Now, A c B splits iff A c S ' ,  splits (see [Ho2]); hence we can also 
obtain a counterexample over a ring that is a quotient of a formal power 
series ring over the ring of 2-adic integers. 
The following is a description of a program which can be used to carry 
out the computations. 
We start by defining the ring R 0 and the matrices A, B, N, Y, and W. 
Then we compute the ideal E, together with a standard basis for it. Then, 
we define the matrix X and the ideal I2(X) of its 2 × 2 minors. In the 
next step we compute the colon ideals H 0 = (E: I2(X)), H 1 = (H0: 
Iz(X)), and H z = (H1: I2(X)). It is easy to see that H 2 = (E: I2(X)3). 
Next we check that the ascending sequence of colon ideals stabilizes at 
this point. This we see by computing a resolution of C = coker X in the 
quotient ring R = Ro/H (here H denotes the ideal H e after a standard 
basis has been computed) and checking that it has length 1, which implies 
that I2(X) contains a nonzero divisor in R/H 2. Hence, H 2 = (H2: 
I2(X)), but (E: I2(X) 4) = (H2: I2(X)) = H z and H z = (E: I2(X)3); thus 
(g:  I2 (g )  4) = (E: I2(X)3). Next we define Xt, the transpose of X, and 
find a standard basis for it. Finally we ask Macaulay to check if the vector 
(z 2, z~) is contained in the span of the columns of Xt (this can be done 
using either the lift or the reduce command). 
Finally, as we observed above, we can also check that f = z 2 is not 
contained in the ideal J = (Xll, X21, x31)R. For this, we first find a 
standard basis for J and, using the reduce command, we can ask if the 
polynomial f is in J. 
Macaulay Program. 
ring R0 
2 
21 
x[l,l]-x[3,2] 
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y[ l , l ] -y [2 ,3 ]  
w[ l , l ] -w[2 ,3 ]  
z[l] 
z[2] 
t 
mat A 
4 
3 
0 
- tx [ l , l ]+z[ l ]2  
0 
0 
0 
0 
-tx[2,1] +z[ l ]2  
0 
0 
0 
0 
- tx [3 ,1 ]+z[ l ]2  
mat B 
4 
3 
0 
-tx[l ,2] +z[212  
0 
0 
0 
0 
-tx[2,2] +z[212  
0 
0 
0 
0 
-tx[3,2] +z[212  
mat N 
4 
2 
z[l]2 
-x[l, l] 
-x[2,1] 
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-X[3,1] 
z[212 
-x[l,2] 
-X[2,2] 
-X[3,2] 
mat 
2 
3 
y[l, l] 
y[2,1] 
y[l,2] 
y[2,2] 
y[l,3] 
y[2,3] 
mat W 
2 
3 
w[l, l]  
w[2,1] 
w[l,2] 
w[2,2] 
w[l,3] 
w[2,3] 
type A 
type B 
type N 
type Y 
type W 
mult  N Y NY 
mult  N W NW 
subtract  ANY AA 
subtract  B NW BB 
dsum AA BB D 
f latten D e 
l i f t - s td  e E 
mat X 
3 
2 
x[l, l] 
x[2,1] 
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x[3,1] 
x[l,2] 
x[2,2] 
x[3,2] 
wedge X 2 i2 
f latten i2 i2 
std i2 I2 
type I2 
quot ient  E I2 H0 
quot ient  H0 I2 HI 
quot ient  HI I2 H2 
std H2 H2 
qr ing H2 R 
setr ing R 
fetch X X 
res X res 
pres res 
mat Xt 
2 
3 
x[l, l] 
x[l,2] 
x[2,1] 
x[2,2] 
x[3,1] 
x[3,2] 
l i f t - s td  Xt Xt 
mat Z 
2 
1 
z[l]2 
z[212 
lift Xt Z 1 
type 1 
ideal J 
3 
x[l, l]  
x[2,1] 
X[3,1] 
poly f z[l]2 
l i f t - s td  J J 
l i ft J f 1 
type 1 
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