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ABSTRACT
Evolutionary algorithms are bio-inspired algorithms that can easily adapt to changing environments.
In this paper, we study single- and multi-objective baseline evolutionary algorithms for the classical
knapsack problem where the capacity of the knapsack varies over time. We establish different
benchmark scenarios where the capacity changes every τ iterations according to a uniform or normal
distribution. Our experimental investigations analyze the behavior of our algorithms in terms of the
magnitude of changes determined by parameters of the chosen distribution, the frequency determined
by τ , and the class of knapsack instance under consideration. Our results show that the multi-
objective approaches using a population that caters for dynamic changes have a clear advantage
in many benchmarks scenarios when the frequency of changes is not too high. Furthermore, we
demonstrate that the distribution handling techniques in advance algorithms such as NSGA-II and
SPEA2 do not necessarily result in better performance and even prevent these algorithms from finding
good quality solutions in comparison with simple multi-objective approaches.
Keywords combinatorial optimization · dynamic constraints · knapsack problem
1 Introduction
Evolutionary algorithms [1] have been widely applied to a wide range of combinatorial optimization problems. They
often provide good solutions to complex problems without a large design effort. Furthermore, evolutionary algorithms
and other bio-inspired computing have been applied to many dynamic and stochastic problems [2, 3] as they have the
ability to easily adapt to changing environments.
Most studies for dynamic problems so far focus on dynamic fitness functions [4]. However, in real-world applications
the optimization goal, such as maximizing profit or minimizing costs, often does not change. Instead, resources to
achieve this goal change over time and influence the quality of solutions that can be obtained. In the context of
continuous optimization, dynamically changing constraints have been investigated in [2, 5].
Theoretical investigations for combinatorial optimization problems with dynamically changing constraints have recently
been carried out on different problems [6]. Studies investigated the efficiency of algorithms in finding good quality
solutions from scratch, when criteria change the dynamically during optimization process, and/or adopting the current
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valuable solution when a new dynamic change happens. Pourhassan et al. [7] and Bossek et al. [8] analyzed the
performance of simple algorithms on vertex cover and graph coloring problems, respectively, in dynamic environment,
where a dynamic change might add or remove an edge to or from the graph. Roostapour et al. [9] studied the
class of submodular functions when the constraint bound changes dynamically. They proved that the simple multi-
objective evolutionary approach efficiently guarantees the same approximation factor in dynamic environment as the
approximation factor of greedy algorithm in static environment. In another general study, Shi et al. [10] considered
the baseline evolutionary algorithms dealing with linear functions under dynamic uniform constraints. This study
investigates the runtime of finding a new optimal solution after the constraint bound has changed by certain amount.
They restricted their theoretical analysis to uniform constraint because of the NP-hardness of the problem under linear
constraint, i.e., Knapsack Problem. The goal of this paper is to contribute to this research direction from an experimental
perspective.
To experimentally investigate evolutionary algorithms for the knapsack problem with dynamically changing capacity,
we design a specific benchmark set. This benchmark set is built on classical static knapsack instances and varies the
constraint bound over time. The changes of the constraint bound occur randomly every τ iterations, where τ is a
parameter determining the frequency of changes. The magnitude of a change is either chosen according to a uniform
distribution in an interval [−r, r], where r determines the magnitude of changes. Furthermore, we examine changes
according to the normal distribution N (0, σ2) with mean 0 and standard deviation σ. Here σ is used to determine the
magnitude of changes and large values of σ make larger changes more likely.
The comparison between the algorithms is based on the offline errors. We compute the exact optimal solutions for each
possible capacity by performing dynamic programming in preprocessing phase. To calculate the total offline error,
we consider the difference between the profit of the best achieved feasible solution in each iteration and the profit of
the optimal solution. Total offline error illustrates the performance of the algorithms during the optimization process
and demonstrate how fast an algorithm finds a good quality feasible solution. In the second part of the paper, which
considers advanced evolutionary algorithms, we also do the comparisons according to the partial offline error. The
partial offline error only considers the best feasible solution found by an algorithm exactly before the next dynamic
change happens. This factor does not illustrate how fast the algorithm finds a good quality solution. In this way, instead
of analyzing the performance during the optimization period, we study the algorithms based on their final results.
The first part of our experimental analysis, which investigates the theoretical results in [10], corresponds to examining
the uniform instances, in which all the weights are one. We consider the performance of (1+1) EA against two different
versions of Multi-Objective Evolutionary Algorithms (MOEA and MOEA_D, which only differ in their definition
of dominance). The multi-objective approaches are enhanced in a way that store infeasible solutions as part of the
population in addition to feasible solutions. The range of feasible and infeasible solutions stored in the multi-objective
algorithms is set based on the anticipated change of the constraint bound. Our experimental analysis confirm the
theoretical results and show that the multi-objective approaches that use population to deal with the dynamic changes
outperform (1+1)EA.
Afterwards, we study the performance of the same baseline algorithms dealing with general version of the dynamic
knapsack problem, in which the weights are not uniform. For the general setting, we investigate different instances of
knapsack problem, such as instances with randomly chosen weights and profits, and instances with strongly correlated
weights and profits. We study the behavior of the algorithms in various situations, where the frequency and the
magnitude of changes are different. Our results show that the (1+1) EA has an advantage over the multi-objective
algorithms when the frequency of changes is high. In this case, the population slow down the adaptation to the changes.
On the other hand, lower frequency of changes play in favor of the multi-objective approaches, in most of the cases.
Exceptions occur in some situations where weights and profits are highly correlated or have similar values.
In addition to these baseline evolutionary algorithms, this paper extends the conference version [11] by investigating
the performance of NSGA-II [12] and SPEA2 [13], as the representatives of advanced evolutionary algorithms, in the
dynamic environment. We use Jmetal package as the base of our implementations and modify the algorithms to perform
on the dynamic KP [14]. Each of the algorithms calculate a specific fitness value based on the non-dominance rank and
position of each individual among the others in the objective space. We compare these algorithms with MOEA_D, as it
outperforms the other baseline evolutionary algorithms, and investigate the performance of advanced techniques in
NSGA-II and SPEA2 against the simple approach of MOEA_D. Our experimental results illustrates that while NSGA-II
and SPEA2 react faster to a dynamic change, MOEA_D can find better solution if it has enough time before the next
dynamic change. We also show that the techniques for producing well-distributed non-dominated solutions prevent
these algorithms to improve their best feasible solution. Thus, we address this problem by presenting an additional
elitism to address this problem.
The outline of the paper is as follows: Section 2 introduces the knapsack problem, how the dynamism is applied and our
benchmarks. The baseline evolutionary algorithms and the detailed analysis of their experimental results is presented in
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Section 3. In Section 4, we present NSGA-II and SPEA2, the necessary modifications to apply them on the dynamic
knapsack problem, and their experimental results in detail. Finally, a conclusion follows in Section 5.
2 The Dynamic Knapsack Problem
In this section, we define the Knapsack Problem (KP) and further notations used in the rest of this paper. We present how
a dynamic change impacts the constraint bound in KP, and introduce the details of benchmarks and the experimental
settings used in Sections 3 and 4.
2.1 Problem Definition
We investigate the performance of different evolutionary algorithms on the KP under dynamic constraint. There are n
items with profits {p1, . . . , pn} and weights {w1, . . . , wn}. A solution x is a bit string of {0, 1}n which has the overall
weight w(x) =
∑n
i=1 wixi and profit p(x) =
∑n
i=1 pixi. The goal is to find a solution x
∗ = argmax{p(x) | x ∈
{0, 1}n ∧ w(x) ≤ C} of maximum profit which its weight does not exceed the capacity constraint C.
We consider two types of this problem based on the consideration of the weights. Firstly, we assume that all the weights
are one and uniform dynamic constraint is applied. In this case, the limitation is on the number of items chosen for each
solution and the optimal solution is to pick C items with the highest profits. Next, we consider the general case where
the profits and weights are linear integers under linear constraint on the weight.
2.2 The Dynamic Constraint
In the following section, the dynamic version of KP used for the experiments is described, and we explain how the
dynamic changes occur during the optimization process.
In the dynamic version of KP considered in this paper, the capacity dynamically changes during the optimization with a
preset frequency factor denoted by τ . A change happens every τ generations, i.e., the algorithm has τ generations to
find the optimum of the current capacity and to prepare for the next change. In the case of uniformly random alterations,
the capacity of next interval is achieved by adding a uniformly random value in [−r, r] to C. Moreover, we consider
another case in which the amount of the changes is chosen from the Gaussian distributionN (0, σ2). Figure 1 illustrates
how dynamic changes from different distributions affect the capacity. Note that the scales of the subfigures are not the
same. For example, the total change after 100 dynamic changes under N (0, 1002) is less than 1000 (Figure 1a) while
the capacity reached almost 45000 with dynamic changes under U(−10000, 10000) (Figure 1d). This indicates that
there are different types of challenges, resulting from the dynamic changes that the algorithms must consider.
The combination of different distributions and frequencies brings interesting challenges for the algorithms. In an
environment where the constraint changes with a high frequency, the algorithms have less time to find the optimal
solution, hence, it is likely that an algorithm which tries to improve only one solution will perform better than another
algorithm that needs to optimize among several solutions. On the other hand, the algorithms that pay a lot of attention
to the configuration of solutions in objective space, might loose the track of new optimal solution. This is caused by
their preference in solutions with better distribution factor, instead searching for feasible solutions that are closer to the
capacity constraint. Furthermore, the uniform distribution guarantees upper and lower bounds on the magnitude of
the changes. This property could be beneficial for the algorithms which keep a certain number of solutions in each
generation, so that they do get ready and react faster after a dynamic change. If the changes happen under a normal
distribution, however, there is no strict bound on the value of any particular change, which means it is not easy to predict
which algorithms will perform better in this type of environment.
2.3 Benchmark and Experimental Setting
In this section, we present the dynamic benchmarks and the experimental settings. We use eil101 benchmarks, which
were originally generated for Traveling Thief Problem [15], ignoring the cities and only using the items. The weights
and profits are generated in three different classes. In Uncorrelated (uncorr) instances, the weights and profits are
integers chosen uniformly at random within [1, 1000]. The Uncorrelated Similar Weights (unc-s-w) instances have
uniformly distributed random integers as the weights and profits within [1000, 1010] and [1, 1000], respectively. Finally,
there is the Bounded Strongly Correlated (bou-s-c) variations which result in the hardest instances and comes from
the bounded knapsack problem. The weights of this instance are chosen uniformly at random within [1, 1000] and the
profits are set according to the weights within the weights plus 100. In addition, in Section 3.2.1, where the weights
are one, we set all the weights to one and consider the profits as they are in the benchmarks. The initial capacity in
this version is calculated by dividing the original capacity by the average of the profits. Dynamic changes add a value
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0 2000 4000 6000 8000 10000
4200
4800
5400
(a)N (0, 1002).
0 2000 4000 6000 8000 10000
2000
4000
6000
8000
10000
(b)N (0, 5002).
0 2000 4000 6000 8000 10000
0
1000
3000
(c) U(−2000, 2000).
0 2000 4000 6000 8000 10000
0
10000
30000
50000
(d) U(−10000, 10000).
Figure 1: Examples for constraint bound C over 10000 generations with τ = 100 using uniform and normal distributions. Initial
value C = 4815.
to C each τ generations. Four different situations in terms of frequencies are considered: high frequent changes with
τ = 100, medium frequent changes with τ = 1000, τ = 5000 and low frequent changes with τ = 15000.
In the case that weights are 1, the value of dynamic changes are chosen uniformly at random within the interval [−r, r],
where r = 1 are r = 10. In the case of linear weights, when changes are uniformly random, we investigate two values
for r: r = 2000, 10000. Also, changes from normal distribution is experimented for σ = 100, σ = 500.
We use the offline errors to compute the performance of the algorithms. In each generation, we record error ei =
p(x∗i ) − p(xi) where x∗i and xi are the optimal solution and the best achieved feasible solution in generation i,
respectively. If no feasible solution is found in generation i, we consider solution yi that denotes the solution with the
smallest constraint violation. Then, the offline error is calculated as ei = p(x∗i ) + ν(yi). Hence, the total offline error
for m generations would be
∑m
i=1 ei/m.
The benchmarks for dynamic changes are thirty different files. Each file consists of 100000 changes, as numbers in
[−r, r] generated uniformly at random. Similarly, there are thirty other files with 100000 numbers generated under
the normal distribution N (0, σ2). The algorithms start from the beginning of each file and pick the number of change
values from the files. Hence, for each setting, we run the algorithms thirty times with different dynamic change values
and record the total offline error of each run.
In order to establish a statistical comparison of the results among different algorithms, we use a multiple comparisons
test. In particularity, we focus on the method that compares a set of algorithms. For statistical validation we use the
Kruskal-Wallis test with 95% confidence. Afterwards, we apply the Bonferroni post-hoc statistical procedures that
are used for multiple comparisons of a control algorithm against two or more other algorithms. For more detailed
descriptions of the statistical tests we refer the reader to [16].
Our results are summarized in the Tables 1 .. 7. The columns represent the algorithms with the corresponding mean
value and standard deviation. Note, X(+) is equivalent to the statement that the algorithm in the column outperformed
algorithm X , and X(−) is equivalent to the statement that X outperformed the algorithm in the given column. If the
algorithm X does not appear, this means that no significant difference was observed between the algorithms.
3 Baseline Evolutionary Algorithms
In this section, we introduce the baseline evolutionary algorithms considered in this study and present detailed
comparison of their performance according the total offline values.
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Algorithm 1: (1+1) EA
1 x← previous best solution;
2 while stopping criterion not met do
3 y ← flip each bit of x independently with probability of 1n ;
4 if f1+1(y) ≥ f1+1(x) then
5 x← y;
3.1 Algorithms
We investigate the performance of three algorithms in this section. The initial solution for all these algorithms is a
solution with items chosen uniformly at random. After a dynamic change to constraint C happens, all the algorithms
update the solution(s) and start the optimization process with the new capacity. This update is addressing the issue that
after a dynamic change, current solutions may become infeasible or the distance of its weight from the new capacity
become such that it is not worth to be kept anymore. (1+1) EA (Algorithm 1) flips each bit of the current solution
with the probability of 1n as the mutation step. Afterward, the algorithm chooses between the original solution and the
mutated one using the value of the fitness function. Let pmax = max1≤i≤n pi be the maximum profit among all the
items. The fitness function that we use in (1+1) EA is as follows:
f1+1(x) = p(x)− (n · pmax + 1) · ν(x),
where ν(x) = max {0, w(x)− C} is the constraint violation of x. If x is a feasible solution, then w(x) ≤ C and
ν(x) = 0. Otherwise, ν(x) is the weight distance of w(x) from C.
The algorithm aims to maximize f1+1 which consists of two terms. The first term is the total profit of the chosen items
and the second term is the applied penalty to infeasible solutions. The amount of penalty guarantees that a feasible
solution always dominates an infeasible solution. Moreover, between two infeasible solutions, the one with weight
closer to C dominates the other one.
The other algorithm we consider in this paper is a multi-objective evolutionary algorithm (Algorithm 2), which
is inspired by a theoretical study on the performance of evolutionary algorithms in the reoptimization of linear
functions under dynamic uniform constraints [17]. Each solution x in the objective space is a two-dimensional point
fMOEA(x) = (w(x), p(x)). We say solution y dominates solution x w.r.t. fMOEA, denoted by y <MOEA x, if
w(y) = w(x) ∧ f(1+1)(y) ≥ f(1+1)(x).
According to the definition of <MOEA, two solutions are comparable only if they have the same weight. Note that if x
and y are infeasible and comparable, then the one with higher profit dominates. MOEA uses a parameter denoted by δ,
which determines the maximum number of individuals that the algorithm is allowed to store around the current C. For
any weight in [C − δ, C + δ], MOEA keeps a solution. The algorithm prepares for the dynamic changes by storing
nearby solutions, even if they are infeasible as they may become feasible after the next change. A large δ, however,
causes a large number of solutions to be kept, which reduces the probability of choosing anyone. Since the algorithm
chooses only one solution to mutate in each iteration, this affects the MOEA’s performance in finding the optimal
solution.
After each dynamic change, MOEA updates the sets of solutions. If a change occurs such that all the current stored
solutions are outside of the storing range, namely [C − δ, C + δ], then the algorithm consider the previous best solution
as the initial solution and uses the Repair function (Algorithm 3), which behaves similar to (1+1) EA, until a solution
with weight distance δ from C is found.
To address the slow rate of improvement of MOEA caused by a large δ, we use the standard definition of dominance in
multi-objective optimization– i.e., solution y dominates solution x, denoted by y <MOEA_D x, ifw(y) ≤ w(x)∧p(y) ≥
p(x). This new algorithm, called MOEA_D, is obtained by replacing lines 14-19 of Algorithm 2 with Algorithm 4. It
should be noticed that if y is an infeasible solution then it is only compared with other infeasible solutions and if y is
feasible it is only compared with other feasible solutions. MOEA_D keeps fewer solutions than MOEA and overall the
quality of the kept solutions is higher, since they are not-dominated by any other solution in the population.
3.2 Experimental Results
In this section we describe the initial settings of the algorithms and analyze their performance using the mentioned
statistical tests. The initial solution for all the algorithms is a pack of items which are chosen uniformly at random. Each
algorithm initially runs for 10000 generations without any dynamic change. After this, the first change is introduced,
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Algorithm 2: MOEA
1 Update C;
2 S+ ← {z ∈ S+ ∪ S−|C < w(z) ≤ C + δ};
3 S− ← {z ∈ S+ ∪ S−|C − δ ≤ w(z) ≤ C};
4 if S+ ∪ S− = ∅ then
5 q ← best previous solution;
6 if C < w(q) ≤ C + δ then
7 S+ ← {q} ∪ S+;
8 else if C − δ ≤ w(q) ≤ C then
9 S− ← {q} ∪ S−;
10 while a change happens do
11 if S+ ∪ S− = ∅ then
12 Initialize S+ and S− by Repair(q,δ,C);
13 else
14 choose x ∈ S+ ∪ S− uniformly at random;
15 y ← flip each bit of x independently with probability 1n ;
16 if (C < w(y) ≤ C + δ) ∧ (@p ∈ S+ : p <MOEA y) then
17 S+ ← (S+ ∪ {y}) \ {z ∈ S+|y MOEA z};
18 if (C − δ ≤ w(y) ≤ C) ∧ (@p ∈ S− : p <MOEA y) then
19 S− ← (S− ∪ {y}) \ {z ∈ S−|y MOEA z};
Algorithm 3: Repair
input :Initial solution q, δ, C
output : S+ and S− such that |S+ ∪ S−| = 1
1 while |S+ ∪ S−| = 0 do
2 y ← flip each bit of q independently with probability of 1n ;
3 if f1+1(y) ≥ f1+1(q) then
4 q ← y;
5 if C < w(q) ≤ C + δ then
6 S+ ← {q} ∪ S+;
7 else if C − δ ≤ w(q) ≤ C then
8 S− ← {q} ∪ S−;
and the algorithms run one million further generations with dynamic changes in every τ generations. For MOEA and
MOEA_D, it is necessary to initially provide a value for δ. These algorithms keep at most δ feasible solutions and
δ infeasible solutions, to help them efficiently deal with a dynamic change. When the dynamic changes come from
U(−r, r), it is known that the capacity will change at most r. Hence, we set δ = r. In case of changes fromN (0, σ2), δ
is set to 2σ, since 95% of values will be within 2σ of the mean value. Note that a larger δ value increases the population
size of the algorithms and there is a trade-off between the size of the population and the speed of algorithm in reacting
to the next change.
3.2.1 Dynamic Uniform Constraint
In this section, we validate the theoretical results against the performance of (1+1) EA and Multi-Objective Evolutionary
Algorithm. [17] state that the multi-objective approach performs better than (1+1) EA in re-optimizing the optimal
solution of dynamic KP under uniform constraint. Although the MOEA that we used in this experiment is not identical
to the multi-objective algorithm studied previously by [17] and they only considered the re-optimization time, the
experiments show that multi-objective approaches outperform (1+1) EA in the case of uniform constraints (Table 1).
An important reason for this remarkable performance is the relation between optimal solutions in different weights. In
this type of constraint, the difference between the optimal solution of weight w and w + 1 is one item. As a result of
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Algorithm 4: MOEA_D (Dominance and Selection)
14 choose x ∈ S+ ∪ S− uniformly at random;
15 y ← flip each bit of x independently with probability 1n ;
16 if (C < w(y) ≤ C + δ) ∧ (@p ∈ S+ : p <MOEA_D y) then
17 S+ ← (S+ ∪ {y}) \ {z ∈ S+|y MOEA_D z};
18 if (C − δ ≤ w(y) ≤ C) ∧ (@p ∈ S− : p <MOEA_D y) then
19 S− ← (S− ∪ {y}) \ {z ∈ S−|y MOEA_D z};
Table 1: The mean, standard deviation values and statistical tests of the offline error for (1+1) EA, MOEA, MOEA_D
based on the uniform distribution with all the weights as one.
n r τ (1+1) EA (1) MOEA (2) MOEA_D (3)
mean st stat mean st stat mean st stat
uncor 100 5 100 4889.39 144.42 2(−),3(−) 1530.00 120.76 1(+) 1486.85 123.00 1(+)
100 5 1000 1194.23 86.52 2(−),3(−) 44.75 8.96 1(+) 46.69 8.51 1(+)
unc-s-w 100 5 100 4990.80 144.87 2(−),3(−) 1545.36 115.15 1(+) 1500.07 106.70 1(+)
100 5 1000 1160.23 130.32 2(−),3(−) 41.90 6.13 1(+) 43.06 7.22 1(+)
bou-s-c 100 5 100 13021.98 780.76 2(−),3(−) 4258.53 580.77 1(+) 4190.55 573.13 1(+)
100 5 1000 3874.76 911.50 2(−),3(−) 177.62 83.16 1(+) 175.14 80.73 1(+)
this, keeping non-dominated solutions near the constrained bound helps the algorithm to find the current optimum more
efficiently and react faster after a dynamic change.
Furthermore, according to the results, there is no significant difference between using MOEA and MOEA_D in this
type of KP. Considering the experiments in Section 3.2.2, a possible reason is that the size of population in MOEA
remains small when weights are one. Hence, MOEA_D, which stores fewer items because of its dominance definition,
has no advantage in this manner anymore. In addition, the constraint is actually on the number of the items. Thus, both
definitions for dominance result the same in many cases.
3.2.2 Dynamic Linear Constraint
In this section, we consider the same algorithms in more difficult environments where weights are arbitrary under
dynamic linear constraint. As it is shown in Section 3.2.1, the multi-objective approaches outperform (1+1) EA in the
case that weights are one. Now we try to answer the question: Does the relationship between the algorithms hold when
the weights are arbitrary?
The data in Table 2 shows the experimental results in the case of dynamic linear constraints and changes under a uniform
distribution. It can be observed that (as expected) the mean of errors decreases as τ increases. Larger τ values give
more time to the algorithm to get closer to the optimal solution. Moreover, starting from a solution which is near to the
optimal for the previous capacity, can help to speed up the process of finding the new optimal solution in many cases.
We first consider the results of dynamic changes under the uniform distribution. We observe in Table 2 that unlike
with uniform constraint, in almost all the settings, MOEA has the worst performance of all the algorithms. The first
reason for this might be that, in case of the uniform constraints, the magnitude of a capacity change is equal to the
Hamming distance of optimal solutions before and after the change. In other words, when weights are one, we can
achieve the optimal solution for weight w by adding an item to the optimal solution for weight w − 1 or by deleting an
item from the optimal solution for w + 1. However, in case of arbitrary weights, the optimal solutions of weight w and
w + d could have completely different items, even if d is small. Another reason could be the effect of having a large
population. A large population may cause the optimization process to take longer and it could get worse because of the
definition of <MOEA, which only compares solutions with equal weights. If s is a new solution and there is no solution
with w(s) in the set of existing solutions, MOEA keeps s whether s is a good solution or not, i.e., regardless of whether
it is really a non-dominated solution or whether there exist another solution with lower weight and higher profit in the
set. This comparison also does not consider if s has any good properties to be inherited by the next generation. For
example, MOEA generate s that includes items with higher weights and lower profits. Since it might have a unique
weight, MOEA keeps it in the population. Putting s in the set of solutions decreases the probability of choosing all other
solution, even those solutions that are very close to the optimal solution. As it can be seen in the Table 2, however, there
is only one case in which MOEA beat the (1+1) EA: when the weights are similar, and the magnitude of changes are
small (2000), which means the population size is also small (in comparison to 10000), and finally τ is at its maximum
to let the MOEA to use its population to optimize the problem.
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Table 2: The mean, standard deviation values and statistical tests of the offline error for (1+1) EA, MOEA, MOEA_D
based on the uniform distribution.
n r τ (1+1) EA (1) MOEA (2) MOEA_D (3)
mean st stat mean st stat mean st stat
uncor 100 2000 100 5564.37 463.39 2(+),3(−) 11386.40 769.77 1(−),3(−) 3684.26 525.50 1(+),2(+)
100 2000 1000 2365.56 403.64 2(+),3(−) 7219.17 587.50 1(−),3(−) 776.14 334.69 1(+),2(+)
100 2000 5000 1415.42 167.08 2(+),3(−) 3598.29 420.12 1(−),3(−) 270.90 121.43 1(+),2(+)
100 2000 15000 914.55 102.82 2(+),3(−) 2004.16 368.82 1(−),3(−) 88.80 43.98 1(+),2(+)
unc-s-w 100 2000 100 3128.43 188.36 2(+),3(−) 5911.11 534.24 1(−),3(−) 2106.45 249.28 1(+),2(+)
100 2000 1000 606.14 99.23 2(+),3(−) 1564.23 619.97 1(−),3(−) 302.34 24.60 1(+),2(+)
100 2000 5000 147.55 31.80 3(−) 174.23 95.98 3(−) 60.94 9.12 1(+),2(+)
100 2000 15000 64.65 17.13 2(−),3(−) 40.66 15.51 1(+),3(−) 19.26 4.04 1(+),2(+)
bou-s-c 100 2000 100 3271.07 266.54 2(+) 5583.53 337.81 1(−),3(−) 3036.97 297.33 2(+)
100 2000 1000 1483.01 85.14 2(+),3(−) 2639.16 106.47 1(−),3(−) 617.92 186.35 1(+),2(+)
100 2000 5000 796.77 89.80 2(+),3(−) 1256.62 118.27 1(−),3(−) 251.41 109.58 1(+),2(+)
100 2000 15000 538.45 66.98 2(+),3(−) 687.95 116.91 1(−),3(−) 104.27 61.06 1(+),2(+)
uncor 100 10000 100 10256.72 210.51 2(+),3(+) 16278.97 248.43 1(−),3(−) 11038.07 236.91 1(−),2(+)
100 10000 1000 3604.18 285.73 2(+) 13340.20 704.32 1(−),3(−) 3508.51 473.42 2(+)
100 10000 5000 1607.78 278.60 2(+),3(−) 10614.45 1660.32 1(−),3(−) 1183.52 411.83 1(+),2(+)
100 10000 15000 987.64 219.53 2(+),3(−) 8006.35 1612.20 1(−),3(−) 566.69 219.54 1(+),2(+)
unc-s-w 100 10000 100 7192.82 153.93 2(+),3(+) 12617.69 318.23 1(−),3(−) 8057.44 274.17 1(−),2(+)
100 10000 1000 1846.43 115.23 2(+) 6981.81 768.78 1(−),3(−) 1743.12 364.38 2(+)
100 10000 5000 539.39 65.39 2(+) 3488.28 819.51 1(−),3(−) 519.63 175.22 2(+)
100 10000 15000 208.73 36.91 2(+) 1525.23 306.72 1(−),3(−) 201.97 79.28 2(+)
bou-s-c 100 10000 100 7187.80 122.59 2(+),3(+) 15111.38 231.53 1(−),3(−) 12736.55 229.48 1(−),2(+)
100 10000 1000 2282.81 219.24 2(+),3(+) 8301.43 569.90 1(−),3(−) 3575.26 550.54 1(−),2(+)
100 10000 5000 1370.48 250.59 2(+) 5248.40 1045.78 1(−),3(−) 1472.19 493.88 2(+)
100 10000 15000 955.38 133.33 2(+) 3852.07 752.84 1(−),3(−) 977.41 397.75 2(+)
Although MOEA does not perform very well in instances with general weights, the multi-objective approach with
a better defined dominance, MOEA_D, does outperform (1+1) EA in many cases. We compare the performance of
(1+1) EA and MOEA_D below.
When changes are smaller, it can be seen in Table 2 that the mean of offline errors of MOEA_D is smaller than
(1+1) EA. The dominance of MOEA_D is such that only keeps the dominant solutions. When a new solution is found,
the algorithm compare it to all of the population, removes solutions that are dominated by it and keeps it only if it is
not dominated by the any other one. This process improves the quality of the solutions by increasing the probability
of keeping a solution beneficial to future generations. Moreover, it reduces the size of the population significantly.
Large changes to the capacity, however, makes the MOEA_D keep more individuals, and it is in this circumstance that
(1+1) EA may perform better than MOEA_D.
When r = 10000, MOEA_D does not have significantly better results in all cases unlike in the case of r = 2000, and in
most of the situations it performs as well as (1+1) EA. In all high frequency conditions where τ = 100, the (1+1) EA
has better performance. It may be caused by MOEA_D needing more time to optimize a population with a larger size.
Moreover, when the magnitude of changes is large, it is more likely that a new change will force MOEA_D to remove
all of its stored individuals and start from scratch.
We now study the experimental results that come from considering the dynamic changes under the normal distribution
(Table 3). The results confirm that (1+1) EA is faster when changes are more frequent. When the variation of changes is
small, skipping the case with uncorrelated similar weights and frequent changes, MOEA_D has always been the best
algorithm in terms of performance and MOEA has been the worst.
The most notable results occur in the case with uncorrelated similar weights and small σ. (1+1) EA outperforms both
other algorithms in this instance. This happens because of the value of δ and the weights of the instances. δ is set
to 2σ in the multi-objective approaches and the weights of items are integers in [1001, 1010] in this type of instance.
(1+1) EA is able to freely get closer to the optimal solutions from both directions, while the multi-objective approaches
are only allowed to consider solutions in range of [C − δ, C + δ]. In other words, it is possible that there is only one
solution in that range or even no solution. Thus, the multi-objective approaches either do not find any feasible solution
and get penalty in the offline error, or are not able to improve their feasible solution. Hence, multi-objective approaches
have no advantage in this type of instances according to the value of δ and weights of the items, and in fact, may have a
disadvantage.
On the other hand, increasing σ to 500 is enough for MOEA and MOEA_D to benefit from the population again.
Although (1+1) EA outperforms them in τ = 100, it is not the absolute dominant algorithm in instances with
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Table 3: The mean, standard deviation values and statistical tests of the offline error for (1+1) EA, MOEA, MOEA_D
based on the normal distribution.
n σ τ (1+1) EA (1) MOEA (2) MOEA_D (3)
mean st stat mean st stat mean st stat
uncor 100 100 100 2714.72 106.06 2(+),3(+) 9016.83 2392.48 1(−),3(−) 4271.09 789.94 1(−),2(+)
100 100 1000 1386.66 97.11 2(+),3(−) 3714.89 737.11 1(−),3(−) 412.89 27.25 1(+),2(+)
100 100 5000 801.54 73.67 2(+),3(−) 1266.35 119.25 1(−),3(−) 108.28 14.22 1(+),2(+)
100 100 15000 549.71 78.98 2(+),3(−) 749.86 148.03 1(−),3(−) 61.93 17.03 1(+),2(+)
unc-s-w 100 100 100 412.24 111.07 2(+),3(+) 1979.65 914.35 1(−) 1904.09 877.55 1(−)
100 100 1000 85.55 23.13 2(+),3(+) 1566.54 409.32 1(−) 1482.37 391.75 1(−)
100 100 5000 36.94 13.61 2(+),3(+) 1414.66 448.78 1(−) 1322.35 414.27 1(−)
100 100 15000 29.14 19.70 2(+),3(+) 1237.67 665.27 1(−) 1137.80 648.73 1(−)
bou-s-c 100 100 100 1491.36 260.72 2(+),3(+) 4625.49 1302.52 1(−),3(−) 2903.77 717.92 1(−),2(+)
100 100 1000 736.10 53.99 2(+),3(−) 1748.61 189.94 1(−),3(−) 312.88 35.52 1(+),2(+)
100 100 5000 446.94 39.36 2(+),3(−) 640.60 91.29 1(−),3(−) 101.21 17.47 1(+),2(+)
100 100 15000 337.85 40.44 2(+),3(−) 469.16 93.99 1(−),3(−) 70.16 22.26 1(+),2(+)
uncor 100 500 100 4013.84 699.56 2(+),3(−) 10133.28 1128.57 1(−),3(−) 2469.58 649.04 1(+),2(+)
100 500 1000 1991.43 163.25 2(+),3(−) 5205.30 635.00 1(−),3(−) 511.58 187.21 1(+),2(+)
100 500 5000 1110.36 86.81 2(+),3(−) 1965.38 203.34 1(−),3(−) 143.28 54.20 1(+),2(+)
100 500 15000 732.32 81.25 2(+),3(−) 953.22 125.64 1(−),3(−) 45.26 13.87 1(+),2(+)
unc-s-w 100 500 100 1686.42 272.35 2(+),3(+) 4739.46 1283.37 1(−),3(−) 2693.60 580.74 1(−),2(+)
100 500 1000 262.12 57.43 2(+) 766.41 438.22 1(−),3(−) 304.96 124.57 2(+)
100 500 5000 75.09 16.18 3(−) 86.91 42.32 3(−) 47.31 14.83 1(+),2(+)
100 500 15000 37.60 10.96 2(−),3(−) 28.57 9.70 1(+),3(−) 15.82 4.18 1(+),2(+)
bou-s-c 100 500 100 2523.48 244.20 2(+),3(−) 4778.00 498.80 1(−),3(−) 2248.91 85.01 1(+),2(+)
100 500 1000 1075.70 144.73 2(+),3(−) 1862.45 236.14 1(−),3(−) 343.62 72.49 1(+),2(+)
100 500 5000 579.38 81.32 2(+),3(−) 717.55 50.92 1(−),3(−) 99.07 42.41 1(+),2(+)
100 500 15000 407.41 53.79 3(−) 358.09 44.40 3(−) 33.33 13.59 1(+),2(+)
uncorrelated similar weights anymore. More precisely, the results show that there is no significant difference between
their performances in bounded strongly correlated instances and τ = 15000. Furthermore, the use of population
in MOEA even cause a significantly better performance in low frequent changes and uncorrelated similar weights
instances.
4 NSGA-II and SPEA2
The results presented in Section 3.2 demonstrate the advantage of solving dynamic KP as a multi-objective optimization
problem. We showed that using populations, specifically in low frequent alterations, improve the efficiency and the
quality of founded solutions by preparing the algorithms for the coming dynamic changes. In this section, we introduce
and analyze the performance of NSGA-II and SPEA2 on the dynamic knapsack problem. Both algorithms are well
established approaches in the area of evolutionary multi-objective optimization. We are interested in analyzing the
advantages of their heuristic techniques in comparison to each other and also in the environments with high frequent
changes. Moreover, we compare their performance with MOEA_D as the best baseline algorithm of the previous
section.
4.1 Algorithms
In the initial state, NSGA-II starts with a randomly generated population P0 and assigns a fitness (or rank) to each
solution based on its non-dominated rank. Offspring population Q0 is then produced by using a usual selection,
recombination, and mutation operators. Algorithm 5 describes how NSGA-II performs after the initial step and after
each dynamic change. It sorts the combination of offspring and population sets into a set of non-dominated fronts
F = {F1,F2, · · · } such that solutions in F1 are non-dominated solutions, solutions in F2 are non-dominated solutions
after removing solutions of F1 from the combined set and so on. Then, starting from the first front, it adds solutions to
Pt+1 until ith front which adding Fi exceeds the population size N . NSGA-II calculates crowding distance for each of
the solutions to distinguish solutions in the same fronts. The crowding distance is estimation of perimeter of cuboid
around the solution formed by using the nearest neighbors as vertices. Thus, larger crowding distance means that the
solution is in more sparse area within the solutions in the same front. It assigns infinity value to the solutions with the
highest or lowest objective values in each front. The algorithm finally produces Qt+1 from Pt+1 by using evolutionary
operators and considering the front rank and crowding distance as the objectives.
SPEA2, on the other hand, applies different approaches to produce distributed solutions. This algorithm keeps the
best non-dominated solutions of each generation on the archive set Pt with size N and generates population set Pt+1
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Algorithm 5: NSGA-II
1 Update C;
2 Update objective values of solutions in population set Pt and offspring set Qt;
3 while stopping criterion not met do
4 Rt ← Pt ∪Qt; // combine parent and offspring population
5 F ← fast-non-dominated-sort(Rt); // F = (F1,F1, · · · ), all non-dominated fronts of Rt
6 Pt+1 ← ∅ and i← 1;
7 while |Pt+1|+ |Fi| ≤ N do
8 crowding-distance-assignment(Fi);
9 Pt+1 ← Pt+1 ∪ Fi;
10 i← i+ 1;
11 Sort Fi based on the crowding distance in descending order;
12 Pt+1 ← Pt+1 ∪ Fi[1 : (N − |Pt+1|)];
13 Qt+1 ← make-new-pop(Pt+1);
14 t← t+ 1;
Algorithm 6: SPEA2
1 Update C;
2 Update objective values of solutions in populations set Pt and archive set Pt;
3 while stopping criterion not met do
4 Mating selection: Generate a mating pool by tournament selection from Pt;
5 Variation: Apply crossover and mutation operators on the mating pool to produce Pt+1;
6 Fitness assignment: Calculate fitness values of solutions in Pt+1 and Pt+1;
7 Environmental selection: Generate Pt+1 by choosing N non-dominated solutions from Pt and Pt+1;
by performing evolutionary operators on Pt+1. The fitness value of solution x in SPEA2 is calculated based on two
factors: integer raw fitness 0 ≤ R(x) which represent the non-dominancy power of solutions that dominate x, and
density estimate 0 < D(x) ≤ 1/2 which is calculated based on the inverse of distance to the kth nearest neighbor of
x with the same raw fitness value. k =
√
N +N is chosen as the default value of k. The final fitness value of x is
F (x) = R(x) +D(x) in which R(x) is 0 when x is a non-dominated solution and the lesser value of D(x) illustrates
the better distributed solution.
As both of these algorithms, unlike MOEA_D, use specific techniques to guarantee a well-distributed solution set, to
consider the capacity constraint and also prepare the algorithm for the following dynamic changes, we present a new
formulation of the problem. Moreover, we discuss the elitism in each of the algorithms and show how the elitism in
plain versions, which is in favor of more distributed solutions, causes the loss of good quality solution with respect to
the profit and capacity constraint. Next, we apply an additional elitism to improve the performance against the plain
versions of the algorithms.
4.2 New formulation for Dynamic KP
In this section, we present a new fitness evaluation approach, different from the one used for MOEA_D, for NSGA-II
and SPEA2 to solve the dynamic knapsack problem. In contrast to MOEA_D which uses two separate solution sets
to store infeasible solutions to prepare for the following dynamic changes, we benefit from the ability of SPEA2 and
NSGA-II in finding a well-distributed non-dominated set. We force the algorithms to find non-dominated solutions with
weights within the interval [C − δ, C + δ]. To this aim, we apply penalty on the weights and profits of solutions outside
of the interval such that for any solution x we have
wMO(x) =
{
w(x) if w(x) ∈ [C − δ, C + δ]
w(x) + (n · wmax + 1) · α(x) otherwise, (1)
where for solution x that w(x) /∈ [C − δ, C + δ], α(x) = min{|w(x)− C − δ|, |w(x)− C + δ|} is the distance from
the edge of the interval. Similar to the weight, we apply penalty on the profit as follows
pMO(x) =
{
p(x) if w(x) ∈ [C − δ, C + δ]
p(x)− (n · pmax + 1) · α(x) otherwise. (2)
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such as maximizing profit or inimizing cos s, often does not change. Instead, r -
sources to achieve this goal change over tim and influence the quality of solutions
c 201X by the Massachusetts Institute of Technology Evolutionary Computation x(x): xxx-xxx
Figure 2: A situation that NSGA-II and SPEA2 lose the best feasible olution because of the impact of distance factor on the
olution ranki g.
Note that the objectives are weight
(
wMO(x)
)
and profit
(
p O(x)
)
which should be mini ized and maximize ,
respectively. The penalty guarantees that any solutio in the p eferred inte val d inate the solutions outside an
solutions that are closer to the interval dominate farther ones. In this way if the algorithms produce a well-distributed
non-dominated solutions, we expect to have good quality fe sible solutions even after the dynamic cha ge.
4.3 Additional elitism
While we still look for the feasible solution with the highest profit, the new formulation does not apply pe alties on all
infeasible solutions and there are better solutions in the population in terms of profit value which their weight exceed
the capacity constraint. In NSGA-II and SPEA2, solutions are preferred according to their rank, which is calculated
based on the number of solutions that dominate them, and their distance fr m the other solutions in the objective
space. Although the best feasible solution is a non-dominated solution, it is possible that the algorithms lose it because
of the distance factor. Figure 2 demonstrates such a situation in which the algorithms have to pick 4 solutions from
non-dominated set {x1, · · · , x5} to produce the next generation. Note that solutions x1, x2 and x3 are feasible, and
the others are infeasible. Both of the algorithms tend to keep x1 and x5 since they are border solutions and have the
maximum distance factor. Thus, they have to choose 2 solutions within {x2, x3, x4}. Although, x3 is the best feasible
solution in this situation, the algorithms pick x2 and x4 since they provide a better distributed set. To address this
problem, we artificially change the distance factor of the best feasible solution so that the algorithms keep it in the next
generation.
To apply it on the NSGA-II, we store the best feasible solution in a separate variable. After line 12, we check if a new
feasible solution dominated the previous one. If the stored best solution has been removed from the population set after
line 12, and the best feasible solution in Pt+1 has less profit value, we artificially remove the worst solution from Pt+1
with regards to the front ranks and crowding distances, add the stored best solution to the first front of Pt+1, and assign
infinity value to its crowding distance. Otherwise, either the best feasible solution is still in Pt+1 or the algorithm has
found a better feasible solution. Hence, we only update the stored best feasible solution and assign the infinity value to
its crowding distance. Note that by performing this approach, we assign more reproduction power the best feasible
solution since it is always the winner of selection phase. Hence, it is more probable that we update the feasible solution
close to the constraint and achieve a better feasible solution.
In SPEA2, the elitism procedure is similar to NSGA-II. We store the best feasible solution and either update it or
artificially add it to archive set in each generation after environmental selection (Line 6 in Algorithm 6). However, to
make sure that it has a higher probability of reproduction, we assign zero to its fitness value. In this case, the solution is
the outcome of tournament selection phase and has more opportunity to produce an offspring.
Note that changing the fitness values happens exactly before the reproduction steps. Since both algorithms re-evaluate
fitness values prior to selecting the parents, the elitism approach guarantees that if another solution dominate the current
best feasible solution then we remove it from the population. Hence, it does not affect the natural behavior of the
algorithms.
11
A PREPRINT - APRIL 28, 2020
Ta
bl
e
4:
T
he
m
ea
n,
st
an
da
rd
de
vi
at
io
n
va
lu
es
an
d
st
at
is
tic
al
te
st
s
of
th
e
to
ta
lo
ffl
in
e
er
ro
rf
or
M
O
E
A
_D
,N
SG
A
-I
I,
SP
E
A
2,
N
SG
A
-I
Iw
ith
el
iti
sm
an
d,
SP
E
A
2
w
ith
el
iti
sm
ba
se
d
on
th
e
un
if
or
m
di
st
ri
bu
tio
n.
n
r
τ
M
O
E
A
_D
(1
)
N
SG
A
-I
I(
2)
SP
E
A
2
(3
)
N
SG
A
-I
I(
w
e)
(4
)
SP
E
A
2(
w
e)
(5
)
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
un
co
r
10
0
20
00
10
0
36
84
.2
6
52
5.
50
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
13
4.
29
30
.5
3
1
(
+
)
,4
(
−
)
,5
(
−
)
12
3.
12
31
.6
5
1
(
+
)
,4
(
−
)
,5
(
−
)
48
.7
2
14
.4
3
1
(
+
)
,2
(
+
)
,3
(
+
)
50
.7
4
18
.5
0
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
10
00
77
6.
14
33
4.
69
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
12
6.
57
66
.7
0
1
(
+
)
,4
(
−
)
,5
(
−
)
10
3.
17
57
.0
2
1
(
+
)
,4
(
−
)
,5
(
−
)
8.
05
4.
76
1
(
+
)
,2
(
+
)
,3
(
+
)
6.
51
5.
40
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
50
00
27
0.
90
12
1.
44
4
(
−
)
,5
(
−
)
16
8.
85
11
2.
04
4
(
−
)
,5
(
−
)
13
7.
66
92
.8
4
4
(
−
)
,5
(
−
)
3.
05
2.
17
1
(
+
)
,2
(
+
)
,3
(
+
)
2.
33
3.
26
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
15
00
0
88
.8
0
43
.9
8
4
(
−
)
,5
(
−
)
14
0.
99
14
1.
45
4
(
−
)
,5
(
−
)
11
5.
72
11
6.
15
4
(
−
)
,5
(
−
)
1.
04
1.
20
1
(
+
)
,2
(
+
)
,3
(
+
)
0.
62
1.
03
1
(
+
)
,2
(
+
)
,3
(
+
)
un
c-
s-
w
10
0
20
00
10
0
21
06
.4
5
24
9.
28
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
10
.3
5
2.
43
1
(
+
)
,3
(
+
)
,5
(
+
)
13
4.
24
40
.8
0
1
(
+
)
,2
(
−
)
,4
(
−
)
8.
71
1.
92
1
(
+
)
,3
(
+
)
,5
(
+
)
64
.1
1
20
.4
0
1
(
+
)
,2
(
−
)
,4
(
−
)
10
0
20
00
10
00
30
2.
34
24
.6
0
2
(
−
)
,4
(
−
)
,5
(
−
)
3.
37
2.
35
1
(
+
)
,3
(
+
)
,5
(
+
)
20
9.
79
96
.2
6
2
(
−
)
,4
(
−
)
,5
(
−
)
1.
18
0.
51
1
(
+
)
,3
(
+
)
,5
(
+
)
24
.7
6
15
.3
7
1
(
+
)
,2
(
−
)
,3
(
+
)
,4
(
−
)
10
0
20
00
50
00
60
.9
4
9.
12
2
(
−
)
,4
(
−
)
,5
(
−
)
3.
78
3.
02
1
(
+
)
,3
(
+
)
35
7.
82
12
5.
60
2
(
−
)
,4
(
−
)
,5
(
−
)
0.
56
0.
39
1
(
+
)
,3
(
+
)
,5
(
+
)
13
.4
2
5.
70
1
(
+
)
,3
(
+
)
,4
(
−
)
10
0
20
00
15
00
0
19
.2
6
4.
04
2
(
−
)
,4
(
−
)
,5
(
−
)
4.
08
4.
43
1
(
+
)
,3
(
+
)
35
3.
30
16
6.
59
2
(
−
)
,4
(
−
)
,5
(
−
)
0.
36
0.
47
1
(
+
)
,3
(
+
)
,5
(
+
)
5.
29
4.
21
1
(
+
)
,3
(
+
)
,4
(
−
)
bo
u-
s-
c
10
0
20
00
10
0
30
36
.9
7
29
7.
34
3
(
−
)
,4
(
−
)
,5
(
−
)
22
4.
80
6.
82
4
(
−
)
,5
(
−
)
20
3.
96
6.
62
1
(
+
)
,5
(
−
)
71
.9
6
2.
46
1
(
+
)
,2
(
+
)
58
.1
3
4.
74
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
10
00
61
7.
92
18
6.
35
3
(
−
)
,4
(
−
)
,5
(
−
)
23
5.
49
15
.1
0
4
(
−
)
,5
(
−
)
20
0.
86
9.
40
1
(
+
)
,5
(
−
)
24
.8
2
1.
96
1
(
+
)
,2
(
+
)
15
.3
6
1.
61
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
50
00
25
1.
41
10
9.
58
4
(
−
)
,5
(
−
)
24
2.
63
17
.7
6
3
(
−
)
,4
(
−
)
,5
(
−
)
20
4.
60
7.
40
2
(
+
)
,4
(
−
)
,5
(
−
)
10
.3
6
2.
44
1
(
+
)
,2
(
+
)
,3
(
+
)
4.
76
1.
21
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
20
00
15
00
0
10
4.
27
61
.0
6
2
(
+
)
,4
(
−
)
,5
(
−
)
24
4.
34
25
.9
8
1
(
−
)
,4
(
−
)
,5
(
−
)
20
7.
38
12
.7
4
4
(
−
)
,5
(
−
)
5.
74
2.
27
1
(
+
)
,2
(
+
)
,3
(
+
)
2.
07
1.
08
1
(
+
)
,2
(
+
)
,3
(
+
)
un
co
r
10
0
10
00
0
10
0
11
03
8.
07
23
6.
91
2
(
−
)
,4
(
−
)
,5
(
−
)
12
27
.9
3
62
.1
1
1
(
+
)
,3
(
+
)
,4
(
−
)
16
88
.4
1
95
.9
8
2
(
−
)
,4
(
−
)
,5
(
−
)
94
4.
55
57
.2
3
1
(
+
)
,2
(
+
)
,3
(
+
)
,5
(
+
)
13
87
.1
9
92
.7
2
1
(
+
)
,3
(
+
)
,4
(
−
)
10
0
10
00
0
10
00
35
08
.5
1
47
3.
42
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
89
8.
80
12
6.
18
1
(
+
)
,4
(
−
)
,5
(
−
)
10
83
.2
5
20
3.
47
1
(
+
)
,4
(
−
)
,5
(
−
)
19
7.
58
34
.0
4
1
(
+
)
,2
(
+
)
,3
(
+
)
38
0.
65
94
.1
2
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
50
00
11
83
.5
2
41
1.
83
4
(
−
)
,5
(
−
)
95
1.
97
25
6.
55
4
(
−
)
,5
(
−
)
98
7.
39
35
1.
94
4
(
−
)
,5
(
−
)
99
.7
6
32
.3
2
1
(
+
)
,2
(
+
)
,3
(
+
)
10
6.
14
50
.7
0
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
15
00
0
56
6.
70
21
9.
54
4
(
−
)
,5
(
−
)
95
3.
69
45
9.
12
4
(
−
)
,5
(
−
)
92
7.
86
61
3.
20
4
(
−
)
,5
(
−
)
59
.9
6
35
.2
2
1
(
+
)
,2
(
+
)
,3
(
+
)
40
.0
5
32
.2
7
1
(
+
)
,2
(
+
)
,3
(
+
)
un
c-
s-
w
10
0
10
00
0
10
0
80
57
.4
4
27
4.
17
2
(
−
)
,4
(
−
)
,5
(
−
)
56
2.
54
34
.3
4
1
(
+
)
,4
(
−
)
65
3.
70
41
.7
5
4
(
−
)
,5
(
−
)
28
3.
83
18
.2
0
1
(
+
)
,2
(
+
)
,3
(
+
)
39
6.
46
34
.8
9
1
(
+
)
,3
(
+
)
10
0
10
00
0
10
00
17
43
.1
2
36
4.
38
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
60
1.
19
10
8.
71
1
(
+
)
,4
(
−
)
,5
(
−
)
58
4.
00
10
6.
60
1
(
+
)
,4
(
−
)
,5
(
−
)
11
6.
02
26
.0
0
1
(
+
)
,2
(
+
)
,3
(
+
)
10
7.
31
28
.4
2
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
50
00
51
9.
63
17
5.
22
4
(
−
)
,5
(
−
)
63
8.
72
22
4.
53
4
(
−
)
,5
(
−
)
59
3.
92
22
6.
11
4
(
−
)
,5
(
−
)
58
.8
3
30
.1
9
1
(
+
)
,2
(
+
)
,3
(
+
)
41
.6
3
24
.3
5
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
15
00
0
20
1.
97
79
.2
8
2
(
+
)
,3
(
+
)
,4
(
−
)
,5
(
−
)
61
8.
73
27
7.
40
1
(
−
)
,4
(
−
)
,5
(
−
)
54
9.
70
26
6.
72
1
(
−
)
,4
(
−
)
,5
(
−
)
25
.4
1
19
.5
6
1
(
+
)
,2
(
+
)
,3
(
+
)
15
.0
5
13
.8
8
1
(
+
)
,2
(
+
)
,3
(
+
)
bo
u-
s-
c
10
0
10
00
0
10
0
12
73
6.
55
22
9.
48
2
(
−
)
,4
(
−
)
,5
(
−
)
14
49
.0
9
39
.4
5
1
(
+
)
,4
(
−
)
16
25
.3
9
64
.9
9
4
(
−
)
,5
(
−
)
69
3.
73
38
.5
6
1
(
+
)
,2
(
+
)
,3
(
+
)
87
8.
51
62
.4
7
1
(
+
)
,3
(
+
)
10
0
10
00
0
10
00
35
75
.2
6
55
0.
54
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
14
21
.5
9
10
5.
78
1
(
+
)
,4
(
−
)
,5
(
−
)
15
15
.0
4
14
5.
19
1
(
+
)
,4
(
−
)
,5
(
−
)
30
6.
22
38
.6
2
1
(
+
)
,2
(
+
)
,3
(
+
)
38
6.
50
61
.4
7
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
50
00
14
72
.1
9
49
3.
88
4
(
−
)
,5
(
−
)
14
19
.6
6
22
3.
08
4
(
−
)
,5
(
−
)
14
91
.4
0
28
1.
66
4
(
−
)
,5
(
−
)
17
6.
12
47
.5
5
1
(
+
)
,2
(
+
)
,3
(
+
)
20
2.
88
48
.3
5
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
00
0
15
00
0
97
7.
42
39
7.
75
4
(
−
)
,5
(
−
)
13
49
.7
7
29
4.
06
4
(
−
)
,5
(
−
)
14
48
.1
2
36
9.
69
4
(
−
)
,5
(
−
)
10
9.
48
40
.9
0
1
(
+
)
,2
(
+
)
,3
(
+
)
12
9.
12
41
.1
9
1
(
+
)
,2
(
+
)
,3
(
+
)
12
A PREPRINT - APRIL 28, 2020
Ta
bl
e
5:
T
he
m
ea
n,
st
an
da
rd
de
vi
at
io
n
va
lu
es
an
d
st
at
is
tic
al
te
st
s
of
th
e
to
ta
lo
ffl
in
e
er
ro
rf
or
M
O
E
A
_D
,N
SG
A
-I
I,
SP
E
A
2,
N
SG
A
-I
Iw
ith
el
iti
sm
,a
nd
SP
E
A
2
w
ith
el
iti
sm
ba
se
d
on
th
e
no
rm
al
di
st
ri
bu
tio
n.
n
σ
τ
M
O
E
A
_D
(1
)
N
SG
A
-I
I(
2)
SP
E
A
2
(3
)
N
SG
A
-I
I(
w
e)
(4
)
SP
E
A
2(
w
e)
(5
)
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
m
ea
n
st
st
at
un
co
r
10
0
10
0
10
0
42
71
.0
9
78
9.
94
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
9.
67
1.
85
1
(
+
)
,3
(
−
)
,5
(
−
)
6.
66
2.
25
1
(
+
)
,2
(
+
)
7.
34
2.
08
1
(
+
)
5.
48
2.
59
1
(
+
)
,2
(
+
)
10
0
10
0
10
00
41
2.
89
27
.2
5
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
3.
79
1.
89
1
(
+
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
1.
61
1.
14
1
(
+
)
,2
(
+
)
,5
(
−
)
1.
08
0.
45
1
(
+
)
,2
(
+
)
0.
58
0.
31
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
0
50
00
10
8.
29
14
.2
2
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
5.
03
3.
59
1
(
+
)
,4
(
−
)
,5
(
−
)
2.
82
2.
95
1
(
+
)
,5
(
−
)
0.
44
0.
34
1
(
+
)
,2
(
+
)
0.
11
0.
10
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
0
15
00
0
61
.9
3
17
.0
3
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
3.
79
2.
79
1
(
+
)
,4
(
−
)
,5
(
−
)
1.
82
2.
12
1
(
+
)
,5
(
−
)
0.
18
0.
18
1
(
+
)
,2
(
+
)
0.
05
0.
08
1
(
+
)
,2
(
+
)
,3
(
+
)
un
c-
s-
w
10
0
10
0
10
0
19
04
.0
9
87
7.
55
2
(
+
)
,3
(
+
)
78
75
.6
4
46
51
.3
5
1
(
−
)
,4
(
−
)
,5
(
−
)
77
55
.1
8
46
09
.3
2
1
(
−
)
,4
(
−
)
,5
(
−
)
39
05
.3
4
24
96
.6
5
2
(
+
)
,3
(
+
)
35
26
.7
0
21
50
.9
6
2
(
+
)
,3
(
+
)
10
0
10
0
10
00
14
82
.3
7
39
1.
75
2
(
+
)
,3
(
+
)
,4
(
+
)
,5
(
+
)
89
14
.5
8
12
33
.5
7
1
(
−
)
,4
(
−
)
,5
(
−
)
89
81
.2
5
12
60
.7
7
1
(
−
)
,4
(
−
)
,5
(
−
)
42
64
.0
4
10
11
.7
9
1
(
−
)
,2
(
+
)
,3
(
+
)
41
69
.1
8
99
2.
44
1
(
−
)
,2
(
+
)
,3
(
+
)
10
0
10
0
50
00
13
22
.3
5
41
4.
28
2
(
+
)
,3
(
+
)
44
90
.6
7
14
77
.3
0
1
(
−
)
,4
(
−
)
,5
(
−
)
45
02
.9
8
14
86
.9
6
1
(
−
)
,4
(
−
)
,5
(
−
)
21
02
.7
5
12
41
.4
6
2
(
+
)
,3
(
+
)
21
35
.0
4
12
02
.3
9
2
(
+
)
,3
(
+
)
10
0
10
0
15
00
0
11
37
.8
0
64
8.
73
2
(
+
)
,3
(
+
)
45
85
.8
6
11
41
.7
8
1
(
−
)
,4
(
−
)
,5
(
−
)
45
98
.8
9
11
47
.2
6
1
(
−
)
,4
(
−
)
,5
(
−
)
18
63
.6
0
13
21
.1
4
2
(
+
)
,3
(
+
)
19
54
.1
1
14
55
.1
1
2
(
+
)
,3
(
+
)
bo
u-
s-
c
10
0
10
0
10
0
29
03
.7
7
71
7.
92
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
20
.4
7
3.
55
1
(
+
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
14
.4
5
2.
00
1
(
+
)
,2
(
+
)
,5
(
−
)
11
.9
9
2.
80
1
(
+
)
,2
(
+
)
9.
80
1.
97
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
0
10
00
31
2.
88
35
.5
3
3
(
−
)
,4
(
−
)
,5
(
−
)
17
.2
2
0.
73
4
(
−
)
,5
(
−
)
12
.3
2
1.
10
1
(
+
)
,4
(
−
)
,5
(
−
)
3.
89
0.
60
1
(
+
)
,2
(
+
)
,3
(
+
)
3.
61
1.
15
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
0
50
00
10
1.
21
17
.4
7
3
(
−
)
,4
(
−
)
,5
(
−
)
17
.0
2
0.
84
4
(
−
)
,5
(
−
)
12
.6
2
1.
97
1
(
+
)
,4
(
−
)
,5
(
−
)
1.
44
0.
30
1
(
+
)
,2
(
+
)
,3
(
+
)
1.
10
0.
40
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
10
0
15
00
0
70
.1
6
22
.2
6
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
17
.0
4
0.
85
1
(
+
)
,4
(
−
)
,5
(
−
)
13
.3
7
2.
13
1
(
+
)
,4
(
−
)
,5
(
−
)
0.
73
0.
25
1
(
+
)
,2
(
+
)
,3
(
+
)
0.
46
0.
38
1
(
+
)
,2
(
+
)
,3
(
+
)
un
co
r
10
0
50
0
10
0
24
69
.5
8
64
9.
04
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
54
.7
2
30
.3
8
1
(
+
)
,4
(
−
)
,5
(
−
)
41
.1
6
24
.5
7
1
(
+
)
,4
(
−
)
,5
(
−
)
16
.9
3
9.
82
1
(
+
)
,2
(
+
)
,3
(
+
)
13
.8
1
9.
04
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
10
00
"
51
1.
58
18
7.
21
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
70
.7
9
52
.3
1
1
(
+
)
,4
(
−
)
,5
(
−
)
51
.2
3
39
.4
5
1
(
+
)
,4
(
−
)
,5
(
−
)
3.
75
2.
51
1
(
+
)
,2
(
+
)
,3
(
+
)
2.
47
1.
87
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
50
00
14
3.
28
54
.2
0
4
(
−
)
,5
(
−
)
10
8.
83
57
.5
7
4
(
−
)
,5
(
−
)
80
.0
0
45
.6
4
4
(
−
)
,5
(
−
)
1.
35
0.
45
1
(
+
)
,2
(
+
)
,3
(
+
)
0.
88
0.
63
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
15
00
0
45
.2
6
13
.8
7
2
(
+
)
,3
(
+
)
,4
(
−
)
,5
(
−
)
14
2.
80
60
.9
9
1
(
−
)
,4
(
−
)
,5
(
−
)
10
7.
71
48
.5
0
1
(
−
)
,4
(
−
)
,5
(
−
)
0.
58
0.
18
1
(
+
)
,2
(
+
)
,3
(
+
)
0.
44
0.
38
1
(
+
)
,2
(
+
)
,3
(
+
)
un
c-
s-
w
10
0
50
0
10
0
26
93
.6
0
58
0.
74
2
(
−
)
,3
(
−
)
,4
(
−
)
,5
(
−
)
29
.1
2
8.
72
1
(
+
)
,3
(
+
)
,5
(
+
)
16
4.
38
61
.2
6
1
(
+
)
,2
(
−
)
,4
(
−
)
28
.7
2
8.
57
1
(
+
)
,3
(
+
)
,5
(
+
)
78
.3
5
29
.1
9
1
(
+
)
,2
(
−
)
,4
(
−
)
10
0
50
0
10
00
30
4.
96
12
4.
57
2
(
−
)
,4
(
−
)
,5
(
−
)
6.
92
2.
73
1
(
+
)
,3
(
+
)
,5
(
+
)
41
3.
96
22
1.
74
2
(
−
)
,4
(
−
)
,5
(
−
)
5.
93
3.
00
1
(
+
)
,3
(
+
)
,5
(
+
)
52
.5
1
22
.4
2
1
(
+
)
,2
(
−
)
,3
(
+
)
,4
(
−
)
10
0
50
0
50
00
47
.3
1
14
.8
3
2
(
−
)
,4
(
−
)
,5
(
−
)
2.
65
1.
51
1
(
+
)
,3
(
+
)
40
2.
22
32
8.
16
2
(
−
)
,4
(
−
)
,5
(
−
)
1.
10
1.
10
1
(
+
)
,3
(
+
)
,5
(
+
)
20
.0
5
16
.5
5
1
(
+
)
,3
(
+
)
,4
(
−
)
10
0
50
0
15
00
0
15
.8
2
4.
18
2
(
−
)
,4
(
−
)
,5
(
−
)
2.
26
2.
02
1
(
+
)
,3
(
+
)
26
4.
22
28
0.
33
2
(
−
)
,4
(
−
)
,5
(
−
)
0.
33
0.
37
1
(
+
)
,3
(
+
)
,5
(
+
)
5.
62
6.
89
1
(
+
)
,3
(
+
)
,4
(
−
)
bo
u-
s-
c
10
0
50
0
10
0
22
48
.9
1
85
.0
1
3
(
−
)
,4
(
−
)
,5
(
−
)
98
.4
5
4.
84
4
(
−
)
,5
(
−
)
80
.2
0
3.
81
1
(
+
)
,5
(
−
)
32
.9
1
0.
98
1
(
+
)
,2
(
+
)
23
.6
4
1.
43
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
10
00
34
3.
62
72
.4
9
3
(
−
)
,4
(
−
)
,5
(
−
)
10
6.
57
9.
43
4
(
−
)
,5
(
−
)
81
.9
3
6.
29
1
(
+
)
,5
(
−
)
9.
59
1.
48
1
(
+
)
,2
(
+
)
5.
22
1.
50
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
50
00
99
.0
7
42
.4
1
4
(
−
)
,5
(
−
)
11
2.
97
10
.1
0
3
(
−
)
,4
(
−
)
,5
(
−
)
85
.8
7
8.
79
2
(
+
)
,4
(
−
)
,5
(
−
)
2.
82
0.
61
1
(
+
)
,2
(
+
)
,3
(
+
)
1.
02
0.
26
1
(
+
)
,2
(
+
)
,3
(
+
)
10
0
50
0
15
00
0
33
.3
3
13
.5
9
2
(
+
)
,5
(
−
)
11
7.
62
11
.4
7
1
(
−
)
,4
(
−
)
,5
(
−
)
90
.2
6
10
.3
4
4
(
−
)
,5
(
−
)
1.
10
0.
24
2
(
+
)
,3
(
+
)
0.
30
0.
08
1
(
+
)
,2
(
+
)
,3
(
+
)
13
A PREPRINT - APRIL 28, 2020
4.4 Experimental Results
We compare NSGA-II and SPEA2 results with MOEA_D as the previous winner algorithm in most of the cases. While
the definition of dominance is the only limitation on the population size in MOEA_D, we set the population size for
NSGA-II and SPEA2 to 20.
In addition to the total offline error, introduced in Section 2.3, we also compare the algorithms based on a new factor,
called partial offline error. This factor considers the best feasible solution achieved by an algorithm right before a
dynamic change, i.e., the performance of algorithms are analyzed based on their final population only. This factor
illustrates the final achievement of the algorithms during a "no change" period and does not consider the performance of
the algorithms within the optimization process. To compute the best partial offline error, instead of all the generations,
we record the profit value of best feasible solution only in the last generation before the next change. Let xi denote
the best feasible solution before i+ 1th change happens and x∗i denote the optimal solution corresponding to the ith
capacity. If there is no feasible solution in the last generation, yi denotes the solution with lowest ν(x), the constraint
violation of solution x. Then, the partial offline error is calculated as follow:
EBO =
b106/τc∑
i=1
ei
b106/τc , (3)
where e(x) if the offline error of solution x calculated as follows:
ei =
{
p(x∗i )− p(xi) if ν(xi) = 0
p(x∗i ) + ν(yi) otherwise.
(4)
4.5 Analysis
We now present a detailed analysis on the performance of simple and advanced baseline evolutionary algorithms on the
dynamic knapsack problem in our experiments.
In Table 4, we compare the different algorithms, namely MOEA_D, NSGA-II, SPEA2 and two novel algorithms
NSGA-II(we) and SPEA2(we) based on the elitism mechanism. We summarize our results in terms of the mean value
of the offline error achieved for each instance based on the uniform distribution.
The displayed results show that NSGA-II and SPEA2 significantly outperform MOEA_D when the changes occur
more frequently, i.e., τ = 100, 1000 for most considered instances. However, MOEA_D achieves better results for the
uncorrelated similar weights instances compared to NSGA-II and SPEA2 when the frequently is low. For the frequency
τ = 15000, the MOEA_D algorithm especially has sufficient time to find a good solution. When comparing MOEA_D,
NSGA-II, SPEA2 with algorithms based on elitism, NSGA-II(we) and SPEA2(we) achieve the best results among all
different instances in most cases. This may indicate that both algorithms effectively used the elitism strategy outlined in
Section 4.3.
In Table 5, we compare these algorithms for different instances based on the Normal distribution. We investigate
the combinations; σ = 100 and σ = 500, and τ = 100, 1000, 50000, 150000. MOEA_D is usually outperformed by
SPEA2. However, with the exception of the following cases: uncorrelated similar weights, σ = 100, τ = 5000, 1500,
and uncorrelated, uncorrelated similar weights, σ = 500, τ = 5000, 1500, MOEA_D performed better. Furthermore,
by comparing MOEA_D and NSGA-II, we observe the same behavior except for the mean values for the instance
bounded strongly correlated where σ = 500, τ = 1500 are substantially worse than those of MOEA_D. The results
show that NSGA-II(we) and SPEA2(we) significantly outperform MOEA_D, NSGA-II and SPEA2 in most of the cases
as expected due to the elitism approach.
Table 6 clearly indicates that the elitism mechanisms used in NSGA-II(we) and SPEA2(we) achieve substantially better
results with respect to the partial offline error compared NSGA-II, SPEA2, and MOEA_D in all instances. Interestingly,
NSGA-II(we) benefits much more from elitism than SPEA2(we), and NSGA-II(we) achieves the lowest partial offline
error across most instances. An exception are bounded strongly correlated instances with r = 100. The MOEA_D
algorithm, especially for r = 2000, 10000 and τ = 15000 significantly outperforms NSGA-II and SPEA2 by one order
of magnitude in terms of offline error in most cases.
Furthermore, Table 7 shows results for the Normal distribution. The results summarize the partial offline error and
statistical tests for all five algorithms. NSGA-II(we) and SPEA2(we) perform significantly better than MOEA_D,
NSGA-II and SPEA2 in all instances. Noticeably, SPEA2(we) for instances; uncorrelated and bounded strongly
correlated, and σ = 500, τ = 5000, 15000 finds the results close to the optimum. Similar to the experiments based on
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the total offline error, MOEA_D is outperformed by NSGA-II and SPEA2, whereas MOEA_D outperforms NSGA-II
and SPEA2 in the instance with uncorrelated similar weights and σ = 100.
The impact of elitism in MOEA_D, NSGA-II(we), and SPEA2(we) is also illustrated by observing the mean values
of the same column in one specific instance. Note that in an environment with low frequent changes the algorithms
have more time to find a good solution before the next change happens, i.e., the mean of total/partial offline error for
one specific algorithm against the same instance supposed to decrease by increasing the value of τ . However, such
pattern could not be seen for NSGA-II and SPEA2, mostly in τ ≥ 1000. It shows that NSGA-II and SPEA2 find and fix
a well distributed set of solution in the first 1000 iterations, according to the classic distribution techniques, and do
not improve the best found solution, which cause adding the same amount of error to the total offline error in the next
iterations.
Comparing the results of algorithms in uniform instances according the total and offline partial errors (Tables 4,6), also
illustrates the importance of customized elitism in advanced evolutionary algorithm. The outperformance of MOEA_D
in low frequent changes according to the partial offline error shows that at the end of each interval, it has found a better
solution than classic NSGA-II and SPEA2. However, according to the total offline error, this progress is slow and not
significantly better in average.
Overall, our results suggest that NSGA-II(we) and SPEA2(we) using the elitism mechanism significantly outperform the
classical NSGA-II, SPEA2 and MOEA_D. Furthermore, our experiments confirmed that in environments with medium
and high frequent changes MOEA_D is outperformed by NSGA-II and SPEA2. However, there is no significant
difference between the performance of MOEA_D and classic versions of NSGA-II and SPEA2 when there is sufficient
time for algorithms to adapt their solutions according to the new change.
5 Conclusions and Future Work
In this paper we studied the evolutionary algorithms for the KP where the capacity dynamically changes during the
optimization process. In the introduced dynamic setting, the frequency of changes is determined by τ . The magnitude of
changes is chosen randomly either under the uniform distribution U(−r, r) or under the normal distribution N (0, σ2).
We compared the performance of (1+1) EA, two simple multi-objective approaches with different dominance definitions
(MOEA, MOEA_D), the classic versions versions of NSGA-II and SPEA2 as advance multi-objective algorithms, and
the effect of customized elitism on their performance. Our experiments in the case of uniform weights verified the
previous theoretical studies for (1+1) EA and MOEA [17]. It is shown that the multi-objective approach, which uses
a population in the optimization, outperforms (1+1) EA. Furthermore, we considered the algorithms in the case of
general weights for different classes of instances with a variation of frequencies and magnitudes. Our results illustrated
that MOEA does not perform well in the general case due to its dominance procedure. However, MOEA_D, which
benefits from a population with a smaller size and non-dominated solutions, beats (1+1) EA in most cases. On the other
hand, in the environments with highly frequent changes, (1+1) EA performs better than the multi-objective approaches.
In such cases, the population slows down MOEA_D in reacting to the dynamic change. Selecting MOEA_D as the
winner baseline algorithm, we compared its performance with NSGA-II and SPEA2 as advanced evolutionary algorithm.
Our results showed that although classic versions of NSGA-II and SPEA2 are significantly better than MOEA_D in
many cases, their distribution handling techniques prevent the algorithms to keep track of the optimal solutions. Thus
MOEA_D outperform them in low frequent changes. To address this weakness, we improved these algorithms by
applying an additional elitism which keeps the best found solution in the population.
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