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In this dissertation, Gaussian random measures that arise as limits of Jackson networks
have been studied. The support of the random measure is a fractal having Hausdorff dimension δ.
The variance measure is the Hausdorff measure also of dimension δ.
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he problem of finding equilibrium in an infinite stochastic network is a problem of great discus-
sions. Having many properties transferred from finite case to infinite case can have systematic
errors. On the other hand there are properties of the finite stochastic systems which could be
transferred to the infinite case [10]. Some good references in studying finite queues and stochastic
networks are [18], [11], [19] and [20]. In this writing we will look into limit of a Jackson network based
on a fractal system which has self repeating patterns. I should note convergence in the stochastic
process could be read from [23], [3], [1]. And resources such as [24], [25], [2] and [14] are good
references for the limit theorems.
1.1 Fractals
The concept of self similarity appears in the different areas of mathematics. Julia sets and
fractals are types of subsets complex plane and of Rn that are related to this concept. Fractals were
popularized by Mandelbrot in the [15]. The Cantor set is one of the prototype forms of fractals
which has well known properties such as self similarity.
A simple understanding of fractals can be seen in [15]. Although fractals have been studied
through different aspect, our main focus here is on the self similarity part of them [13] and [22]. Self
similarity could be seen in many mathematical objects including Cantor set. As we can see in the
following sections many of the properties could be transferred to the smaller parts. For example,
consider a highway which is serving cars are served everywhere and its nodes are when it reaches to
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Figure 1.1: Cantor Set
local streets and some of the nodes are congested, in the meaning that there is a waiting for service
at each node, or as in the figure 1.2.
Another example is a stochastic network which looks like a fractal and shows basic structure
of the network we will study here is in figure 1.3.
Section 2.1 contains a review of fractals. Here we follow Hutchinson [7]. The main results
relating to our paper are one the fractal K is a compact subset of finite dimensional Euclidean space
having finite Hausdorff measure, H, which we can normalize so that H(K) = 1. Second, for some
positive integer J there is, for each positive integer p, a natural way to partition the fractal into Jp
sets, Kp,i, i ∈ {1, . . . , J}p, of equal Hausdorff measure 1/Jp. Each such set is the location of a node
in the p-th Jackson network.
One of the other things we should consider is how to look into an infinite system. There
are parts of each infinite stochastic system which can be studied through convergence on the finite
cases. In [6] scaling of the network is discussed which is useful for studying infinite networks. Other
approaches in heavy traffic system using central martingale approach are discussed in [17] and using
functional central limit theorem in [2].
1.2 Jackson Networks
Jackson networks initiated with the work of Jackson [8], who constructed a queueing network
whose limiting queue length distribution has product form, that is, the limiting queue lengths are
independent.. An example of open Jackson Network could be described as a network with N nodes,
independent Poisson input to the node i with rate λi > 0, exponential service time µi at the same
node, and first in first out service. After a customer finishes the service at node i, he departs to node




Figure 1.2: A Congested Network
In a closed Jackson network there is no exit or entering to or from outside. In the next chapter,the
existence of a random field on a particular closed Jackson network and the convergence of measures
in that network is shown. In addition to that the limit process is obtained. Also the Markov property
of the limit process is shown.
Gordon and Newell [5] demonstrated a similar result holds for close queueing networks.
The networks constructed in this paper are closed networks. There is now a voluminous literature
devoted to queueing networks and in particular networks having product form limiting distributions
[12]. Serfozo [21] provides an excellent overview of these results. Queueing networks have been
extensively applied to model communication systems, population systems and traffic systems, as
well as, many other systems. In these examples, one certainly can imagine the number of queues
extremely large. This suggests the possibility of constructing a “limiting “ network which is infinite
dimensional.
In this paper, we develop a Markov process which is the limit of a sequence of Jackson
queueing networks. The p-th network has Jp nodes so that as p → ∞ the number of queues
becomes uncountable. The limit process process then has an infinite dimensional state space which
3
Figure 1.3: A Stochastic Fractal Network
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is a complete separable metric space. We construct the networks so that the p+q-th network can be
lumped by combining nodes into the pth network. In this way, the limiting process can be thought of
as being self-similar. Additionally we give the network a geometry in that as p→∞ the locations of
nodes converge to a fractal. Since fractals are self-similar sets, the limiting process has an additional
self-similar property. When the initial distribution is the Gaussian limit of the normalized stationary
queue length distributions of the Jackson networks, the limiting process is a stationary Gaussian
Markov process.
In Section 2.2, we introduce the Jackson networks that we use in the construction of the limit
process. We start with a closed network containing J infinite server queues having unit exponential
service times, MJ customers and a routing matrix P . The joint queue length process for the network
is known to be a J-dimensional finite state Markov process and its limiting distribution is easy to
deduce. The pth network is much like the original network, only that there are Jp queues, MJp
customers and the routing matrix is the Kronecker product of P with itself p times. Thus the joint
queue length process will be a Jp-dimensional finite state Markov process. Moreover, and this key
to developing the results in Sections 2.4 ,2.5 and 2.6, we can combine queues in a way so that the
p+ qth network behaves like the pth network only with MJp+q customers, see Lemma 2.2.4.
The state space E for the limit process will be a product space having the product topology
and the σ-algebra, E will be the Borel subsets of E. From the sets Kp,i, p = 1, 2, . . . and i ∈
{1, . . . , J}p we build an orthonormal basis for L2(K) = L2(K,B(K), H). The product space E is
then constructed from this orthonormal set in a natural way. Let E∗ denote the dual space of E.
The space is constructed so that each Λ ∈ E∗ belongs to L2(K) and to Λ we associate a mean 0
variance ||Λ||22 random variable. Each member of the basis will belong to E∗ and thus is a mean 0
variance 1 random variable on E. These random variable induce a product product measure γ on E.
The transition function for the limiting Markov process, constructed in Section 6, will be a strongly
continuous contraction semigroup on L2(E, E , γ).
The measure γ also appears as a limit distribution. In Section 2.3, we show that γ is the
limit distribution of the a normalized version of the stationary joint queue length distributions πp as
p → ∞. So to positive integer p and each i ∈ {1, . . . , J}p, is a queue and its normalized stationary
queue length distribution is normal with mean 0 variance 1/Jp. But 1Kp,i ∈ E∗ and its distribution
is also normal with mean 0 and variance 1/Jp.
In Section 2.4, we construct for positive integers p and q, processes X(p,q) that are normalized
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queue length processes of a network with Jp queues and MJp customers. As q →∞,we show that
X(p,q) converges in distribution to a linear diffusion process X(p). The drift term of the generator
generator L(p) for X(p) is the limit of the expected infinitesimal change of X(p,q) and the diffusion
term is the variance of the infinitesimal change of X(p,q). Both the expected value and variance of
the infinitesimal change in X(p,q) can be calculated from the generators of the queue length process.
In Section 2.5, we construct the limiting Markov process Y. We would like this process to
be the limit of the X(p) constructed in Section 2.4. As mentioned earlier this process will have state
space E. The components of E are represented in terms its orthonormal basis and not 1Kp,i . The
processes X(p) are presented in terms of the 1Kp,i . By constructing change of bases of the we show
that Y is the limit in probability of transformed versions of the X(p). The convergence to the limit





he concept of self similar sets is involved with self similar functions. Hutchinson [7] discusses
the self similarity subject. We follow the same here.
2.1 Fractals and Self Similarity
Let K be a compact set in Rd. A mapping S : Rn → Rn is called a similitude if for some
fixed r > 0, |S(x)− S(y)| = r|x− y| for all x, y in Rd. From [7], it is known that S : Rd → Rd is a
similitude if and only if S = µr ◦ τb ◦O where
(i) µr : Rd → Rd is the homothety µr(x) = rx, r > 0.
(ii) τb : Rd → Rd is the translation τb(x) = x− b.
(iii) O : Rd → Rd is an orthonormal transformation.
Let J be a positive integer and S1, . . . , SJ be similitudes where for j = 1, . . . , J , |Sj(x) − Sj(y)| =
rj |x− y| with 0 < rj < 1. For j1, . . . , jp in {1, . . . , J}, define Sj1,··· ,jp = Sj1 ◦ · · · ◦ Sjp . For A ⊂ Rd,
set S(A) = ∪Jj=1Sj(A), where Sj(A) = {Sj(x);x ∈ A}. Let S0(A) = A, S1(A) = S(A) and, for
p = 2, 3, . . . , Sp(A) = S(Sp−1(A)). A compact set K ⊂ Rd is self similar with respect to S if
(i) K is invariant with respect to S, that is, S(K) = K.
(ii) Hk(K) > 0, Hk(Ki∩Kj) = 0 if i 6= j, where k = dim K, Ki = Si(K) and Hk is the Hausdorff
measure of dimension k.
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We will assume additionally that Ki ∩Kj = ∅ when i 6= j. So if i1 · · · ip 6= j1 · · · jp, then Ki1···ip ∩
Kj1···jp = ∅. Since the sets are compact and disjoint, inf{|x − y|;x ∈ Ki1···ip , y ∈ Kj1,··· ,jp} > 0.
For any positive integer p, K = ∪Kj1···jp , where the union is over all (j1 · · · , jp) ∈ {1, . . . , J}p. It
follows that if f : K → R is piecewise constant on each Kj1···jp , then it is a continuous function.
Let C(K) be the Banach space of continuous functions on K where for x ∈ C(K),|x| =
supt∈K |x(t)|. For x ∈ C(K), the modulus of continuity of x is defined for δ > 0 by
wx(δ) = w(x, δ) = sup
|s−t|<δ
|x(s)− x(t).
For x ∈ C(K) and positive integers p, let
wx(p) = max sup{|x(s)− x(t)|; s, t ∈ Kj1···jp},
where the maximum is taken over all (j1, . . . , jp) ∈ {1, . . . , J}p.
For A ⊂ K, the diameter of A is given by
diam(A) = sup{|s− t|; s, t ∈ A}.
For subsets A and B of K, we define
dist(A,B) = inf{|s− t|; s ∈ A, t ∈ B}.
Set r = max{r1, . . . , rJ}. Then r < 1 and for all (j1, . . . , jp) ∈ {1, . . . , J}p, diam(Kj1,...,jp) <
rp.
Lemma 2.1.1 Let x ∈ C(K). For every δ > 0, there exists a positive integer p0 such that for
p ≥ p0, wx(p) ≤ wx(δ). Conversely for every positive integer p there is a δ0 > 0 such that for all
δ ≤ δ0, wx(δ) ≤ wx(p).
Proof. Let δ > 0. Choose p0 so that rp0 < δ. Then for all p ≥ p0 and (j1, . . . , jp) ∈ {1, . . . , J}p,
diam(Kj1,...,jp) < δ. Since s, t ∈ Kj1,...,jp imply |s− t| < rp < δ,
sup{|x(s)− x(t)|; s, t ∈ Kj1,...,jp} < wx(δ).
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It now follows that for p ≥ p0, wx(p) < wx(δ).
Conversely, let p be a positive integer. For distinct (i1, . . . , ip) and (j1, . . . , jp) in {1, . . . , J}p,
dist(Ki1,...,ip ,Kj1,...,jp) > 0. Let
2δ0 = min{dist(Ki1,...,ip ,Kj1,...,jp); (i1, . . . , ip) 6= (j1, . . . , jp) ∈ {1, . . . , J}p}.
Then for δ ≤ δ0 and for s, t ∈ K such that |s − t| < δ, s and t must belong to the same Kj1,...,jp .
Hence
|x(s)− x(t)| < wx(p).
Thus, wx(δ) < wx(p) and the proof is complete.












A subset A of C(K) is said to be pointwise bounded if for each t ∈ K, {x(t);x ∈ A} is a
bounded subset of R.




Also suppose that for each (j1, . . . , jp) ∈ {1, . . . , J}p, there is a tj1,...,jp ∈ Kj1,...,jp for which
{x(tj1,...,jp);x ∈ A} is bounded. Then A is pointwise bounded.
Proof. Assume the conditions stated in the lemma and let t ∈ K. Then there is a unique (j1, . . . , jp)
for which t ∈ Kj1,...,jp . For each x ∈ A, |x(t)| < |x(tj1,...,jp |+ 1. It follows that
sup{|x(t)|;x ∈ A} < sup{|x(tj1,...,jp)|;x ∈ A}+ 1.
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Since sup |x(tj1,...,jp)|;x ∈ A} is bounded so is {|x(t)|;x ∈ A}. That is, A is pointwise bounded and
the proof is complete.
A subset A of C(K) is relatively compact if it pointwise bounded and equicontinuous. Lem-
mas 2.1 and 2.2 demonstrate that we can formulate conditions for A to be relatively compact in
terms of the wx(p), x ∈ A and p a positive integer.








(ii) if for any positive integer p for which supx∈A wx(p) < 1 and for each (j1, . . . , jp) ∈ {1, . . . , J}p,
there is a tj1,...,jp ∈ Kj1,...,jp such that {x(tj1,...,jp);x ∈ A} is bounded.
Proof. By Lemma 2.1, (i) implies that A is equicontinuous. Condition (i) also implies that there
is a positive integer p for which supx∈A wx(p) < 1. Hence (ii) together with Lemma 2.2 imply that
A is pointwise bounded. Thus A is relatively compact and the proof is complete.
2.2 Jackson Networks
Consider a closed Jackson network of J infinite server nodes withMJ customers. A customer
departing node i goes next to node j with probability pij . The J ×J matrix P whose i, j-th entry is
pij is called the routing matrix. P is a stochastic matrix, which we assume is irreducible, aperiodic
and doubly stochastic. We assume the service times are exponentially distributed with mean 1.
For j = 1, . . . , J and t ≥ 0, let Qj(t) be the number of customers present at node j at time
t. Let Q(t) = (Q1(t), . . . , QJ(t)) and Q = {Q(t); t ≥ 0}. Then Q is a Markov process. The state
space is EQ = {(n1, . . . , nJ) ∈ NJ0 ;n1 + · · ·nJ = MJ} For i and j in {1, . . . , J} define operators
Ti,j : EQ/{n ∈ EQ;ni > 0} → EQ by Tij(n) = n− ei + ej where ei is a vector whose ith element is
one and all other elements are equal to 0. The generator A for Q is given by
Anm =
 −MJ if m = nniPij if ni > 0and m = Tij(n) .
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Let P̃ be the matrix defined by
P̃nm =
 0 if m = nAnm/(MJ) otherwise .








The limiting probability that a customer is at node j is 1/J . The limiting probability that
there are n1, ...nJ customers at nodes 1,...,J is
π(n1, . . . , nJ) =
(MJ)!
n1! · · ·nJ !
J−(MJ),
where n1 + · · ·+ nJ = MJ .
We now turn to extending the network to one having Jp infinite server nodes with MJp
customers. The routing matrix is P⊗p the Kronecker product of P with itself p times. The service
times are independent and exponentially distributed with mean 1. Before continuing we state some
properties of the Kronecker product.
Lemma 2.2.1 For positive integers p, q and n,
P⊗(p+q) = P⊗p ⊗ P⊗q,
(P⊗p ⊗ P⊗q)n = (P⊗p)n(P⊗q)n.
Lemma 2.2.2 For p = 1, 2, . . ., P⊗p is irreducible, aperiodic and doubly stochastic.
Proof. The proof that P⊗(p+q) is doubly stochastic is a straightforward calculation. For fixed





Pi1,j1 · · ·Pipjp = 1
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Pi1,j1 · · ·Pipjp = 1.
To show that P⊗(p+q) is irreducible and aperiodic it suffices to show that there is an n so
that for all states i and j, (P⊗p)(n)ij > 0. By assumption a positive integer n exists so that for all i
and j in {1, . . . , J}, P (n)ij > 0. The result now follows from Lemma 3.1 since for all i = (i1, . . . , ip




· · ·P (n)ipjp > 0.
Here we recall a notion from Markov chains known as lumpability. Let P 1 and P 2 be
stochastic matrices with state spaces E1 and E2 respectively. Let f : E1 → E2 be onto. We will say
that P 1 is lumpable to P 2 under the mapping f if for each i2, i1 ∈ f−1({i2}) and j2 in E2
∑
j1∈f−1({j2})
P 1i1j1 = P
2
i2j2 .
Let p and q be positive integers. For i ∈ {1, . . . J}p+q, write i = (ipiq) where ip = (i1, . . . , ip) and
iq = (ip+1, . . . , ıp+q). Define f : {1, . . . , J}p+q → {1, . . . , J}p by f(i) = ip.
Lemma 2.2.3 Let p and q be positive integers. The matrix P⊗(p+q) is lumpable to the matrix P⊗p
under f ..
Proof. For i = (i1, . . . , ip+q) ∈ {1, . . . , J}(p+q), we write i = (ip, iq) were ip = (i1, . . . , ip) ∈














This completes the proof of the lemma.
Let p be a positive integer. For j ∈ {1, . . . , J}p and t ≥ 0 let Q(p)j (t) be the number of
customers at node j at time t. Let Q(p)(t) = (Q(p)j (t); j ∈ {1, . . . , J}P ) and Q(p) = {Q(p)(t); t ≥ 0}.






MJp }. For i and j in {1, . . . , J}p, define T pij : EQp/{n ∈ EQp ;ni > 0} → EQp by
T pij(n) = n− ei + ej,




p if m = n
niP
⊗p




Let P̃ (p) be the matrix defined by
P̃ (p)nm =
 0 if m = nAnm/(MJp) otherwise .





















Q(p,q)j (t) = (Q
(p,q)
jp
(t); jp ∈ {1, . . . , Jp}) and Q(p,q) = {Q(p,q)(t); t ≥ 0}.
Lemma 2.2.4 For every positive integer p, Q(p,q) is a Markov process having state space EQp+q =
{n ∈ NJp0 :
∑
j∈{1,...,J}p nj = MJ
p+q}. with generator A(p,q) given by
A(p,q)nm =
 −MJ




if m = T pij(n)for some iand jin {1, . . . , J}p
.
Proof. The system described in the lemma is a closed Jackson network in which there are Jp infinite
server queues, MJp+q customers, routing matrix P⊗p and the service times are independent expo-
nentially distributed with mean one. We show that Q(p,q) is the queue length process corresponding
to this system. Suppose the current state of Qp+q is n = (n(ipiq); (ipiq) ∈ {1, . . . , J}p+q). Then
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the current state of Q(p,q) is n̂ where n̂ip =
∑
iq
n(ipiq). The probability that a randomly selected
customer is from node ip in the hat system is n̂ip/(MJ
p+q). The probability that customer now











By the definition of n̂ip and Lemma 3.1 we get that sum is equal to P
⊗p
ipjp
. Thus the probability the




Since rate a which any jump in made is MJp+q, multiplying the previous expression by MJp+q
gives the generator and completes the proof of the lemma.
2.3 Convergence
Let p be a positive integer and lexicographically order the set Jp. Let {Xp,i; i ∈ Jp} be
independent and identically distributed random variables having expected value 0 and variance 1/Jp.





Each x ∈ K belongs to a unique Kp,i for some i ∈ Jp. For i ∈ Jp and x ∈ Ki, set
Yp(x) = Sp,i.
By assumption the sets Ki, i ∈ Jp are disjoint compact sets of K and hence of Rn. Thus,
there are disjoint open sets Oi, i ∈ Jp, in Rn, such that Ki ⊂ Oi. Hence there is a δ > 0, such that
for x and y in K with d(x, y) < δ then x and y belong to the same Ki and hence Yp(x) = Yp(y). So
for any ε > 0 there is a δ > 0 so that if d(x, y) < δ, then |Yp(x) − Yp(y)| < ε. Hence, the random
field {Yp(x) : x ∈ K} is continuous.
Theorem 2.3.1 There exists a continuous random field {Y (x);x ∈ K} such that Yp ⇒ Y and for
each positive integer k, x1 < · · · < xk (ordered lexicographically) Y (x1), Y (x2)−Y (x1), . . . , Y (xk)−
14
Y (xk−1) are independent random variables with Y (xj)− Y (xj−1)
d= N(0, Hd(A)), where A = {x ∈
K;xj−1 < x ≤ xj}.
The proof of the theorem follows from the three lemmas below. The first shows the conver-
gence of the finite dimensional distributions of {Yp(x);x ∈ K}. The second gives conditions for the
sequence {Yp(x);x ∈ K} to be tight and the third shows that the sequence satisfies these conditions.
Before proceeding to the lemmas we calculate the variances of the Sp,i for p a positive integer and
i ∈ Jp.
Let i = (i1, . . . , ip) ∈ Jp. Then
|{j ∈ Jp|j ≤ i}| = (i1 − 1)Jp−1 + · · ·+ (ip−1 − 1)J + ip.
Then Sp,i has expectation 0 and variance
σ2pi = ((i1 − 1)Jp−1 + · · ·+ (ip−1 − 1)J + ip)/Jp.
Now let ip = (i1, . . . , ip) ∈ Jp and q = (j1, . . . , jq) ∈ Jq and ip+q = (ip, jq) = (i1, . . . , ip, j1, . . . , jq) ∈
Jp+q. Then





−p + J−p−q((j1 − 1)Jq−1 + · · ·+ (jq−1 − 1)J + jq)
≤ σ2p,ip (2.1)
Lemma 2.3.2 For each integer n, let x1 < . . . xn be in K. Then (Yp(x1), . . . , Yp(xn)⇒ (Y (x1), . . . , Y (xn))
as p→∞ where Y (x1), Y )x2)− Y (x1), . . . , Y (xn)− Y (xn−1) are independent Gaussian distributed
having expectation 0 and the variance of Y (xj)− Y (xj−1) = σ2(xl)− σ2(xj−1) .
Proof. Let α ∈ C(J) and let x = kα. If α = (1, 1, . . .), then for every positive integer p, Yp(x) =
Xp,(1,1,...) which has expectation 0 and variance J−p. Since J−p → 0 as p → ∞, Yp(x) ⇒ 0. If
α 6= (1, 1, . . .) and x = kα, |{y ∈ K|y ≤ x}| = ∞. For p a positive integer, let αp = (α1, . . . , αp).
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Then |{j ∈ J |j ≤ αp}| → ∞ as p → ∞. Then Yp(x) = Sp,αp has expectation 0 and variance σ2p,αp .
An earlier calculation shows that the sequence {σ2p,αp} is Cauchy and hence converges. Let σ(x)
denote the limit. The Lindeberg-Feller Theorem shows Yp(x)⇒ N (0, σ2(x)).
More generally, for a positive integer n, let α1 < · · · < αn be in C(J) and for j = 1, . . . , n,
set xj = kαj . For each positive integer p and each j = 1, . . . , n, set αjp = (α
j
1, . . . , α
j
p). Then
Yp(xj) = Sp,αjp . Moreover the random variables Yp(x1), Yp(x2) − Yp(x1), . . . , Yp(xn) − Yp(xn−1)
are independent with expectation variance and the variance of Yp(xj) − Yp(xj−1) = σ2αjp − σ
2
αj−1p
which converges to σ2(xj)−σ2(xj−1). Applying again the Lindeberg-Feller Theorem and continuous
mapping theorem Yp(x1), . . . , Yp(xn) converges in distribution to random variables Y (x1), . . . , Y (xn)
where Y (x1), Y )x2) − Y (x1), . . . , Y (xn) − Y (xn−1) are independent Gaussian distributed having
expectation 0 and the variance of Y (xj)− Y (xj−1) = σ2(xl)− σ2(xj−1).
The next step is to show that the family of random fields {Yp(x);x ∈ K}∞p=1 is tight. Recall
that each {Yp(x);x ∈ K} is tight in C(K), {Yp(x);x ∈ K}∞p=1 is tight if for each ε > 0 there is a
compact subset F of C(K) such that
lim sup
p→∞
P{Yp ∈ F} > 1− ε.
Lemma 2.3.3 For each ε > 0, suppose that we can find for each positive integer k a positive integer
qk with q1 < q2 < · · · and an a > 0 so that
(i) lim sup
p→∞








|Yp(x)− Yp(y)| ≥ k−1} < ε/2k+1.
Then {Yp(x);x ∈ K}∞p=1 is tight.
Proof. Let ε > 0 and for each positive integer k choose a positive integer qk so that q1 < q2 < . . .
and an a > 0 so that both (1) and (2) hold. Choose a positive integer p0 so that for all p ≥ p0,







|Yp(x)− Yp(y)| ≥ k−1} < ε/2k+1. (2.3)
Let
F = {Y ∈ C(K) : |Y (xi)| ≤ afor each i ∈ Jq1}




|Y (x)− Y (y)| < k−1}.
Let Y ∈ F . For every x ∈ K there is an i ∈ Jq1 such that x ∈ Ki. It follows that
|Y (x)| ≤ |Y (x)− Y (xi)|+ |Y (xi)| < 1 + a.
Since Y was arbitrarily chosen
sup
Y ∈F
|Y (x)| < 1 + a
and F is pointwise bounded. Again let Y ∈ F and let ε > 0. Let k be a positive integer such that
k−1 < ε. Then whenever x and y are in Ki, i ∈ Jqk ,
|Y (x)− Y (y)| < k−1 < ε.
Since Y ∈ F was arbitrarily chosen the inequality above holds for every Y ∈ F and F is equicontin-
uous. Since F is both pointwise bounded and equicontinuous, by the Arzel-Ascoli Theorem, F is a
compact subset of C(K).






|Yp(x)− Yp(y)| ≥ k−1.
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Thus by (3) and (4)
P{Yp ∈ F c}




|Yp(x)− Yp(y)| ≥ k−1})








|Yp(x)− Yp(y)| ≥ k−1}
< ε.
Since p ≥ p0 is arbitrarily chosen,
lim sup
p→∞
P{Yp ∈ F c} < ε
and hence {Yp(x);x ∈ K}∞p=1 is tight.
Lemma 2.3.4 The sequence {Yp(x);x ∈ K}∞p=1 is tight.
Proof. Let ε > 0 and let k be a positive integer. We find a positive integer qk so that (ii) holds.
For now, fix qk and assume p > qk. Suppose x ∈ Ki for i ∈ Jqk . Then there is a jx ∈ Jp−qk such








Hence for x and y in Ki,









































P{|Sp,1qk j| > k
−1/6}
where the second inequality is Etemadi’s inequality.
Let j = (j1, . . . , jp−qk) ∈ Jp−qk be such that there is a positive integer h < p− qk for which
jh ≥ 2. Then Sp,j is the sum of at least Jp−qk−h terms. For j ≤ 1qk+hJp−qk−h, Sp,j is the sum of at
most Jp−qk−h of the Xp,i’s. For such j, Chebyshev’s inequality implies that







Choose h so that 18kJ−h < ε/2k+1
We now choose qk so that 3Jqk exp(−J−qkk−1/6) < ε/2k+2. For each j = (j1, . . . , jp−qk) ∈




|{i ∈ Jp−qk ; i ≤ j}|
Sp,1qk j
which has expectation 0 and variance 1. Using lexicographical ordering for each positive integer p,
we can order the set
A = {(p,1qk j); p > qk + h,1qk j ∈ Jp−qk ; jh ≥ 2}.





Xp,i, i ≤ 1qk j are elements of that row. The Lindeberg-Feller
Theorem implies that
S̃p,1qk j ⇒ χ,
where χ has a standard normal distribution. Thus there is a p0 such that for all p ≥ p0 for which
3Jqk |P{|S̃P,1qk j| >
√




Since we also have that
3JqkP{|χ| >
√
Jqk} < 3Jqk exp(−J−qkk−1/6) < ε/2k+2,
3JqkP{|Sp,1qk j| > k
−1/6} = 3JqkP{|S̃p,1qk j| >
√
Jp
|{i ∈ Jp−qk ; i ≤ j}|
k−1/6}
≤ 3JqkP{|S̃p,1qk j| > k
−1/6}
≤ 3Jqk |P{|S̃P,1qk j| >
√







It now follows that for all p ≥ p0 that
Jqk3 max
j∈Jp−qk
P{|Sp,1qk j| > k
−1/6} < ε/2k+1.
Thus condition (ii) is satisfied.
To show condition (i), let j ∈ Jq1 and let p be a integer greater than q1. Then
|{i ∈ Jp; i ≤ jJp−q1}| = (i1 − 1)Jp−1 · · · (iq1−1 − 1)Jp−q1+1iq1Jp−q1 .
Hence the variance of Sp,jJp−qk is
(i1 − 1)J−1 · · · (iq1−1 − 1)J−q1+1iq1J−q1 ,
which is independent of p. For each j ∈ Jq1 set xj = (jJJ . . .). Then for each integer p > q1,
Yp(xj) = Sp,jJp−q1 . Hence the variance of Yp(xj) is independent of p and only depends on j. Given
ε > 0, using Chebychev’s inequality we can find for each j ∈ Jq1 an aj so that





Condition (i) now follows from





and the proof is complete.
2.4 A Diffusion Limit














(p,q)(t) = {Q(p,q)ip (t); ip ∈ {1, ..., J}
P . By Lemma 3.4 the
process process Q(p,q) is the queue length process for a closed Jackson network of Jp infinite server













Let X(p,q) = (X(p,q)ip (t); ip ∈ {1, . . . , J}
p) and X(p,q) = {X(p,q)(t); t ≥ 0}. Set EX(p,q) = {x;
√
MJp+qx+
MJp+qα⊗p ∈ EQ(p,q)}. Define a mapping n : EX(p,q) → EQ(p,q) by n(x) =
√
MJp+qx +MJp+qα⊗p










Let vp,i; i ∈ {1, . . . , J}p be the standard basis in RJ
p






(L(p)F )(x) = −
∑
j











We note that L(p) is the generator for a diffusion process Xp on RJp .
Theorem 2.4.1 For p = 1, 2, . . .,
X(p,q) ⇒ X(p) as q →∞
Proof. To prove the theorem we apply Theorem 7.1 from Chapter 8 of Durrett [3] (pages 297-298.)
Our proof is verify the conditions (i),(ii),(iii) and B all hold. To this end first fix p and for the
























































xj(δji − P⊗pji )
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Note for every q,
C(p,q)(x) = C(p)x.
This shows that condition (ii) of Theorem 7.1 holds. Fix R > 0. Then for all i and j in {1, . . . , J}p









as q → ∞. This shows that condition (i) of Theorem 7.1 is satisfied. Condition (iii) follows from
the observation for any ε > 0 that once 1/
√
MJp+q < ε any jump of X(p,q) must have magnitude
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less than epsilon. Finally the condition (B) follows from the fact that for every q, the state space
of X(p,q) is finite. Thus we have that X(p,q) ⇒ X(p) as q → ∞. Since p is arbitrary the proof is
complete.
2.5 The Limit Process
2.5.1 The state space E
In this section we construct the state space E for the Markov process {Y (t); t ≥ 0}. The
space will be homeomorphic to the space RN and thus will be a complete separable metric space.
For p = 1, 2, . . ., let Fp be the σ-algebra on K generated by the sets Kp,i, i ∈ {1, . . . , J}p and
L2p(K) = L
2(K,Fp, µ). Next set H1 = L21 and for p = 2, 3, . . . set Hp = (L2p ∩ L2p−1)⊥. Then Hp
form a collection of finite dimensional orthogonal subspaces of L2(K) and L2(K) can be written as
the direct sum H1 ⊕H2 ⊕ · · · . Let e11, . . . e1J be an orthonormal basis for H1 and for p = 2, 3, . . .,
let ep1, . . . , eJp−1(J−1) be an orthonormal basis for Hp. (Set k1 = J and for p = 2, 3, . . ., set
kp = Jp−1(J − 1).)










k=1{cepk; c ∈ R}. We give E
the product topology. With this topology E is separable and metrizable. A metric d for which E
















2−(p+k)(|cpk − dpk| ∧ 1).
The Borel σ-algebra E for E is generated by the epk’s. Define a probability measure γ as follows.
For each p let γp be the distribution of the random vector on Hp → Rkp given by
∑kp
k=1 αpkepk →
(αp1, . . . , αpkp) which is normally distributed with expectation 0 and covariance function equal to
the identity matrix. Then γ = Π∞p=1γp.
For p0 = 1, 2, . . ., let Ap0 be the collection of all multi-indices α = {αpk; p = 1, 2, . . . , k =





















where H0, H1, . . . are the Hermite polynomials on R. We note that the polynomials {Hα : α ∈ A}
are dense in the space L2(E, E , γ).
2.5.2 The generator
We construct a generator for a strongly continuous contraction semigroup on L2(E, E , γ).
We actually construct a linear operator L on {Hα : α ∈ A} such that L is dissipative and that
for some λ > 0 the range of (λ − L) is also dense in L2(E, E , γ). According to Theorem 1.2.12 in
Ethier and Kurtz [4] closure of L is the generator of a strongly continuous contraction semigroup on
L2(E, E , γ). We use the the generators of the diffusion processes {Xp(t); t ≥ 0} whose state space is
Rp, p = 1, 2, . . . constructed earlier to approximate L. There are two steps involved; one is to put
the diffusion on the state space L2p(K) and the second is a change of basis.
Let vp,i; i ∈ {1, . . . , J}p be the standard basis in RJ
p
and note the collection {1Kp,i ; i ∈
{1, . . . , J}p} forms an orthogonal basis for L2p which has dimension Jp. We identify vp,i and 1Kp,i
and thus identify RJp and L2p(K).
Fix a positive integer p. Let the set {1, . . . , J}p be ordered lexicographically. We map
{1, . . . , J}p to {1, . . . , Jp} by
i = (i1, . . . , ip)→ (i1 − 1)Jp−1 + (i2 − 1)Jp−2 + · · ·+ (ip−1 − 1)J + ip.
For i ∈ {1, . . . , J}p, set fi = 1Kp,i . Then B1 = {fi; i ∈ {1, . . . , J}p} is an orthogonal basis for L2p(K).
(Note each fi has norm Jp/2.) Let B3 = {vi; i = 1, . . . , Jp} be the standard basis for RJ
p
. Let
φ : L2p → RJ
p
be the linear mapping defined by
φ(f(i11,...,ip)) = v(i1−1)Jp−1+(i2−1)Jp−2+···+(ip−1−1)J+ip .
The mapping φ shows that L2p(K) a C
∞ manifold. Suppose L is a linear mapping from RJp to RJp ,
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then φ−1 ◦ L ◦ φ is a linear mapping from L2p(K) to L2p(K) which we will also denote by L. At any
x ∈ L2p(K) we take the basis for the tangent space at x to be the set { ∂∂xfi ; i ∈ {1, . . . , J}
p}.
Set




We consider A(p) and B(p) as linear operators on L2p(K). Let C
2(L2p(K)) be the collection of real-
valued functions on L2p(K) that are twice continuously differentiable. Define an operator L from
C2(L2p(K)) to C(L
2
p(K)), the continuous functions on L
2
p(K) as follows. For F ∈ C2(L2p(K)) and






(LF )(x) = −
∑
j











The thing that L extends to a generator for a strongly continuous contraction semi-group and that
the generator corresponds to a diffusion process {X(t); t ≥ 0} where X(t) = {Xi(t); i ∈ {1, . . . , J}p}
on L2p(K) is well known. In our setting, each fi corresponds to a node in a queueing network. Then
Xi(t) is the normalized workload at queue fi.
Our goal is to extend the Markov process to one that has state space L2(K). To this
end we need to develop a strongly continuous semi-group on L2(L2(K),B(L2(K)), γ) where γ is
Wiener measure on L2(K). It turns out the basis B1 is not the most convenient one to make the
extension from the finite dimensional spaces L2p(K) to the infinite dimensional space L
2(K). The
basis B2 = {eq,k; q = 1, . . . , p, k = 1, . . . , kp}} is a better choice. This is a consequence of the fact
that {ep,k; p = 1, 2, . . . , k = 1, . . . , kp} is an orthonormal basis for L2(K). We now turn to writing
the operator L in terms of the basis B2.
We have two bases for L2p(K), B1 = {fi; i ∈ {1, . . . , J}p} and B2 = {eq,k; q = 1, . . . , p, k =







< eq,k, fj >= t(q,k),j < fj, fj >,
so that
t(q,k),j = Jp < eq,k, fj > .
Note that ∑
i
t(q,k),it(q′,k′),i = J2p < eq,k, eq′,k′ > .






< fi, eq,k >= si,(q,k)
and ∑
(q,k)
si,(q,k)sj,(q,k) =< fi, fj > .
Moreover, ∑
i
t(q,k),isi,(q′,k′) =< eq,k, eq′,k′ >
and ∑
(q,k)
si,(q,k)t(q,k),j = Jp < fi, fj > .
Next let F be a differentiable function on L2p(K). Let x ∈ L2p(K), then for each (q, k) ∈ B2,
∂
∂xeqk
F (x) = lim
h→0



















































(LF )(x) = −
∑
i,j
















(L̂F )(y) = −
∑
(q,k),(q′,k′)
















































< Ax, eq,k >
∑
(q′,k′)











In a similar fashion we can show that
∑
i,j










It now follows that
(LF )(x) = (L̂F )(x).
We note that Hα = Hα ◦ πp0 where πp0 : L2(K)→ L2p0 is the projection mapping. Set D1(L) to be





























where the vector (πp0(x)(I−P⊗p0)) is written in terms of the basis {ep,k; p = 1, . . . , p0, k = 1, . . . , kp}.
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So it appears that we have two representations of L(Hα). Since for any x ∈ L2(K) and p > p0,




Let x ∈ L2p0 ⊂ L
2
p′0
. Since P and hence, for p = 1, 2, . . ., P⊗p is doubly stochastic we have P⊗p0x =
P⊗p
′
0x and xP⊗p0 = xP⊗p
′
0 . It then follows that the two representations of L(Hα) are the same.
From this it follows that L is both well defined and linear on D1(L).
2.5.3 The Markov Process
For p = 1, 2, . . ., let {Xp(t); t ≥ 0} be the Markov process on L2p(K) having generator Lp
and let T p be the matrix whose (q, k), i-th element, q = 1, . . . , p, k = 1, . . . , kp and i ∈ {1, . . . , J}p is
t
(p)
(q,k),i. For p = 1, 2, . . . and t ≥ 0, set Y
p(t) = T pXp(t). Note that Yp(t) = (Y pqk(t); q = 1, . . . , p, k =
1, . . . , kq). The analysis of the previous section shows that it p′ > p then
(Y pqk(t); q = 1, . . . , p, k = 1, . . . , kq) = (Y
p′
qk (t); q = 1, . . . , p, k = 1, . . . , kq).
Thus for each t ≥ 0 we can unambiguously define a sequence of random variables Y(t) = (Ypk(t); p =
1, 2, . . . , k = 1, . . . , kp) where we can take Ypk(t) = Y
p
pk(t). Let Y = {Y(t); t ≥ 0}.
We claim that Y is a Markov process having generator L. For p = 1, 2, . . . and probability
measure µ on L2p(K), X
p is a solution of the martingale problem for (µ,Lp). Since T p is 1− 1, Yp
is a solution to the martingale problem for (µ ◦ (T p)−1, Lp). For each α ∈ A there exists a p0 so








Let s ≤ t and Suppose A ∈ σ(Yp(u); 0 ≤ u ≤ s) for some p. Then A ∈ σ(Yp(u); 0 ≤ u ≤ s) for








A monotone class theorem shows that the above argument works for all A ∈ σ(Y(u); 0 ≤ u ≤ s).
Thus the process {Hα(Y(t)) −
∫ t
0
LHα(Y(u))du; t ≥ 0} is a martingale. It follows that for any
probability measure µ on E that Y solves the martingale problem for (µ,L). Theorem 4.4.1 of
Ethier and Kurtz [4] now applies to show that Y is a Markov process with generator L.
2.6 A Limit Theorem









X̂(p)(t) = (X̂(p)i (t); i ∈ {1, . . . , J}
p),
and
X̂(p) = {X̂(p)(t); t ≥ 0}.
For p = 1, 2, . . ., define T p : C(L2p(K))→ C(L2p(K)) by
T p(x) = {T px(t); t ≥ 0}.
Since T p is linear, T p belongs to C(L2p(K)). For q = 1, 2, . . ., define, πq : C(E)→ C(E) by
πq((x(rk); r = 1, 2, . . . , k = 1 . . . , kr)) = ((y(rk); r = 1, 2, . . . , k = 1 . . . , kr))
where
y(rk) =
 x(rk) if r ≤ qy(rk) = 0 if q < r ,
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and for p = 1, 2, . . ., define πp : C(L2p(K))→ C(E) by
πp((x(rk); r = 1, . . . , p, k = 1 . . . , kr)) = ((y(rk); r = 1, 2, . . . , k = 1 . . . , kr))
where
y(rk) =
 x(rk) if r ≤ py(rk) = 0 if q < r ,
and for p = 1, 2, . . . and q = 1, . . . , p, define πpq : C(L
2
p(K))→ C(E) by
πpq (x) = πq ◦ πp(x).
Finally define for p = 1, 2, . . .,
Ŷp = T p(X̂p).
Theorem 2.6.1 The processes πp(Ŷp) converge in distribution to the process Y.
Proof. For positive integers p and q,
πp+qq (Ŷ
(p+q)) = πq(T q(X(q,p))).
Since for each q = 1, 2, . . . X(q,p) ⇒ (q) as p→∞ and T q is continuous
T q(X(q,p))⇒ T q(X(p)) as p→∞.
Since for all positive integers πp, πq and πpq are continuous
πpq (Ŷ
(q+p))⇒ πq(Y) as p→∞.
So in particular for q > p
(πp−qq (Ŷ
(p)))(qk) ⇒ Y(qk) as p→∞.
Then by Proposition 3.2.4 of Ethier and Kurtz [4] the result follows.
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2.7 The space L2(K)
For p = 1, 2, . . ., let Fp = σ(Kp,ip ; ip ∈ {1, . . . , J}p) and set L2p(K) = L2(K,Fp, µ). For each
p = 1, 2, . . ., L2p(K) is a J
p dimensional subspace of L2(K) and as such is closed. Any f ∈ L2p(K)











Let f ∈ L2(K). For p = 1, 2, . . ., set
fp = E[f |Fp],
the projection of f onto L2p(K). By the martingale convergence theorem fp converges to f almost
surely and in L2(K).
Since L11(K) ⊂ L22(K) ⊂ · · · we can construct a sequence of orthogonal subspaces Hp,
p = 1, 2, . . . such that H1 = L21(K) and for p = 2, 3, . . .,
L2P (K) = L
2
p−1(K)⊕Hp.
It follows that we can write
L2(K) = H1 ⊕H2 ⊕ · · · .












2 is a symmetric stochastic matrix, it’s eigenvalues are a subset of [−1, 1]. Thus the
eigenvalues of A(p) are contained in the interval [0, 4/Jp]. It follows that A(p) is nonnegative definite.
It particular there is a set {vip ; ip ∈ {1, . . . , J}p} of orthogonal eigenvectors of A(p) that span RJ
p
.












in L2p(K). We view {vip ; ip ∈ {1, . . . , J}p} as an orthonormal basis for L2p(K).





where fp ∈ Hp and f =
∑∞



















Theorem 2.7.1 The operator A is a compact linear mapping on L2(K).
Proof. Let {fn} be a bounded sequence in L2(K). Letting M be a bound for the sequence and
letting fpn be the projection of fn onto to Hp we have, for each n and p, that ||fpn|| ≤M . Let {f1,k}
be a subsequence of {fn} such that Af11,k converge, where f11,k is the projection of f1,k onto H1.
Then inductively for p = 2, 3, . . ., choose a subsequence {fp,k} of {fp−1,k} so that Afpp,k converges
where fpp,k is the projection of fp,k onto Hp. For k = 1, 2, . . ., let fnk be fkk and for p = 1, 2, . . .,
let fpnk be the projection of fnk onto Hp. Then for each p the sequence Af
p
nk
converges. Let ε > 0,
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Let k0 = max{k1, . . . , kp}. Then for all j and k greater than k0,


























Thus, Afnk is a Cauchy sequence and converges. Since every bounded sequence {fn} in L2(K)
contains a subsequence {fnk} for which {Afnk} converges, A is compact and the proof is complete.
We now turn to constructing an operator B. Suppose λ is an eigenvalue of the matrix P
with eigenvector x. Then for p = 1, 2, . . ., λ is an eigenvalue of the matrix P⊗p with corresponding
eigenvector x⊗p. Since the eigenvalues of P lie in the disc in the complex plane of radius 1 centered
at the origin, the eigenvalues of I − P⊗p lie in the disc of radius 1 centered at the point (1,0). For
p = 1, 2, . . ., let fp ∈ Hp. Since fp ∈ L2p(K) we can write fp =
∑
ip
cip1Kp,〉p . Let c = (cip ; ip ∈




p(K) by linearity. It is not clear




p(K) is dense in L
2(K), each L2p(K)
is finite dimensional and B : L2p(K) → L2p(K), Proposition 3.5 in Chapter 1 of Ethier and Kurtz
[4] shows that B is closable and its closure, which we shall also denote by B, generates a strongly
continuous contraction semigroup {S(t); t ≥ 0} on L2(K).
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