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1. Introduction
In 1940 to the audience of the Mathematics Club of the University of Wisconsin S.M. Ulam presented a list of unsolved
problems [1]. One of these problems can be considered as the starting point of a new line of investigations: the stability
problem.
The problem was posed as follows. If we replace a given functional equation by a functional inequality, then under what
conditions can we say that the solutions of the inequality are close to the solutions of the corresponding equation.
For example, given a group G1, a metric group (G2,d) and a positive number ε, the Ulam question is: does there exist a
δ > 0 such that if the map f : G1 → G2 satisﬁes d( f (xy), f (x) f (y)) < δ for all x, y ∈ G1, then a homomorphism T : G1 → G2
exists with d( f (x), T (x)) < ε for all x, y ∈ G1? The interested reader should refer to [1] for an account on Ulam’s problem.
In the case of a positive answer to this problem, we say that the homomorphisms G1 → G2 are stable or the Cauchy
functional equation
f (xy) = f (x) · f (y)
is stable for the pair (G1,G2).
The ﬁrst aﬃrmative answer to this was given by D.H. Hyers [2] in 1941.
Consider the additive Cauchy equation
ϕ(xy) = ϕ(x) + ϕ(y). (1.1)
Theorem 1.1 (D.H. Hyers). Let E1, E2 be Banach spaces. Let f : E1 → E2 satisfy the condition: for some ε > 0 the following inequality∥∥ f (x+ y) − f (x) − f (y)∥∥< ε for all x, y ∈ E1 (1.2)
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T (x+ y) − T (x) − T (y) = 0 for all x, y ∈ E1 (1.3)
and ∥∥ f (x) − T (x)∥∥< ε for all x ∈ E1. (1.4)
Deﬁnition 1.2. Let G be a semigroup and let B be a Banach space. We shall say that Eq. (1.1) is stable for the pair (G, B) if
for any f : G → B satisfying functional inequality∥∥ f (xy) − f (x) − f (y)∥∥ δ, ∀x, y ∈ G
for some δ > 0 there is a solution ϕ of the functional equation (1.1) such that∥∥ f (x) − ϕ(x)∥∥ ε, ∀x ∈ G
for some ε depending only on δ.
In [3] it was shown that if B1, B2 are Banach spaces then Eq. (1.1) is stable for the pair (G, B1) if and only if it is stable
for the pair (G, B2).
Due to this result we may simply talk about the stability of Eq. (1.1) on a group or semigroup.
If we carefully look at the proof of Hyers’ theorem, the existence of the additive function T uniformly approximating f ,
we easily recognize that the result remains true if we replace the Banach space E1 by any commutative group. Thus Hyers’
theorem asserts that Eq. (1.1) is stable for any commutative group G .
We now turn our attention to the Jensen functional equation, which is given by
2 f
(
x+ y
2
)
= f (x) + f (y). (1.5)
Setting x+y2 = u and x−y2 = v we can rewrite Eq. (1.5) as: 2 f (u) = f (u + v) + f (u − v). The latter is equivalent to
f (xy) + f (xy−1)= 2 f (x), (1.6)
and can be considered over an arbitrary group. This equation was studied in the papers [4–7].
The question of stability of Eq. (1.6) was investigated in [8–11]. It is clear that the equation cannot be considered on a
semigroup S because y−1 does not exist in general.
Our ﬁrst aim is to introduce a notion of a Jensen function deﬁned on semigroups. This new notion must coincide with
the notion of Jensen function on a group if our semigroup happens to be a group.
Deﬁnition 1.3. We will say that a real function f deﬁned on a semigroup S is a Jensen function if it satisﬁes the following
functional equation
f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz) = 0. (1.7)
This deﬁnition is based on the following proposition.
Proposition 1.4. Let f be a real function deﬁned on a semigroup S. Then if we suppose that S is a group we have that f satisﬁes (1.7)
if and only if it satisﬁes (1.6).
Proof. Suppose that f satisﬁes (1.6). Then for any x, y, z ∈ S we have the following relations:
f (xyz) + f (xyz−1)= 2 f (xy), (1.8)
f
(
xyz−1
)+ f (xzy−1)= 2 f (x), (1.9)
f
(
xzy−1
)+ f (xzy) = 2 f (xz). (1.10)
Subtracting (1.9) from the sum of (1.8) and (1.10) we obtain the following equation:
f (xyz) + f (xzy) = 2 f (xy) − 2 f (x) + 2 f (xz). (1.11)
So,
f (xyz) + f (xzy) + 2 f (x) = 2 f (xy) + 2 f (xz), (1.12)
or
V.A. Faı˘ziev, T. Riedel / J. Math. Anal. Appl. 364 (2010) 341–351 343f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz) = 0. (1.13)
Now suppose that f satisﬁes (1.7). If we put z = y−1 we get
f
(
xyy−1
)+ f (xy−1 y)+ 2 f (x) − 2 f (xy) − 2 f (xy−1)= 0,
f (x) + f (x) + 2 f (x) − 2 f (xy) − 2 f (xy−1)= 0,
4 f (x) − 2 f (xy) − 2 f (xy−1)= 0,
f (xy) + f (xy−1)= 2 f (x). 
In what follows we assume that S is a semigroup with unit e.
The space of solutions of (1.7) on a semigroup S is denoted by J (S). We let J0(S) denote the subspace of J (S) consisting
of functions f such that f (e) = 0. It is clear that every constant function is a solution of (1.7) and J (S) = J0(S)⊕R. Denote
by X(S) the set of real additive characters of S .
Lemma 1.5. If the semigroup S is abelian, then J0(S) = X(S).
Proof. We have
f (xyz) + f (xzy) + 2 f (x) = 2 f (xy) + 2 f (xz),
2 f (xyz) + 2 f (x) = 2 f (xy) + 2 f (xz),
f (xyz) + f (x) = f (xy) + f (xz).
Now if x = e we get
f (yz) + f (e) = f (y) + f (z),
f (yz) = f (y) + f (z). 
Theorem 1.6. In the general case Eq. (1.7) is not stable on a semigroup.
Proof. Let F be a free semigroup of rank two with generators a and b. For any word v ∈ F deﬁne a number η(v) =
ηa2b2ab(v) to be the number of occurrences of w = a2b2ab in v . It is easy to see that for any u, v ∈F the following relation
η(uv) − η(u) − η(v) ∈ {0,1}
holds. It follows that for any x, y, z ∈F we have
η(xyz) − η(x) − η(y) − η(z) ∈ {0,1,2},∣∣η(xyz) − η(x) − η(y) − η(z)∣∣ 2.
This implies
∣∣η(xyz) + η(xzy) + 2η(x) − 2η(xy) − 2η(xz)∣∣
= ∣∣η(xyz) − η(x) − η(y) − η(z) + η(xzy) − η(x) − η(y) − η(z)
+ 2η(x) − 2η(xy) + 2η(y) − 2η(xz) + 2η(x) + 2η(z)∣∣

∣∣η(xyz) − η(x) − η(y) − η(z)∣∣+ ∣∣η(xzy) − η(x) − η(y) − η(z)∣∣
+ ∣∣−2η(xy) + 2η(x) + 2η(y)∣∣+ ∣∣−2η(xz) + 2η(x) + 2η(z)∣∣
 8.
Now suppose that there is a function f ∈ J0(F) such that∣∣η(x) − f (x)∣∣ δ (1.14)
for all x ∈F and some δ > 0. From (1.14) and η(an) = η(bn) = η((anbm)k) = η((bman)k) = 0 it follows that for any n,m,k ∈ N
we get
∣∣ f (an)∣∣ δ, ∣∣ f (bn)∣∣ δ, ∣∣ f ((anbm)k)∣∣ δ, ∣∣ f ((bman)k)∣∣ δ.
From Lemma 1.5 it follows that
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(
an
)= f (bn)= f (anbm)= f (bman)= 0, ∀n,m ∈ N. (1.15)
Now let us show that f ≡ 0. Suppose that a word v has one of the forms: v = an1bm1 · · ·ankbmk or v = an1bm1 · · ·ank .
We proceed by induction on k. If k = 1, then f (v) = 0 by (1.15).
Let v = an1bm1 · · ·ankbmkank+1bmk+1 , then if we put x = an1bm1 · · ·ank , y = bmk and z = ank+1bmk+1 we get
f (xzy) = f (an1bm1 · · ·ankank+1bmk+1bmk)
= f (an1bm1 · · ·ank+nk+1bmk+1+mk)= 0.
Now from the relation
f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz) = 0
and the induction hypothesis we obtain f (v) = 0. The other cases can be considered in similar way.
If f ≡ 0 then (1.14) would imply that the function η is bounded. But this is not the case since for any k we have the
following equality
η
((
a2b2ab
)k)= k.
Therefore the difference |η(x) − f (x)| cannot be bounded, hence Eq. (1.7) is not stable over F . 
Theorem 1.7. Let S be an abelian semigroup with unit e and let f be a real valued function deﬁned on S such that for some positive
number c∣∣ f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)∣∣ c. (1.16)
Then there is a real additive character ψ of S such that∣∣ f (x) − ψ(x)∣∣ c
2
+ ∣∣ f (e)∣∣= c1 (1.17)
and
lim
n→∞
1
n
f
(
xn
)= ψ(x) (1.18)
for any x ∈ S. In other words, Eq. (1.7) is stable on abelian semigroups.
Proof. Let x = e, then we get∣∣ f (yz) + f (zy) + 2 f (e) − 2 f (y) − 2 f (z)∣∣ c. (1.19)
Therefore,∣∣2 f (yz) + 2 f (e) − 2 f (y) − 2 f (z)∣∣ c,
which implies that∣∣ f (yz) − f (y) − f (z)∣∣ c
2
+ ∣∣ f (e)∣∣= c1.
Now from a well-known result of Hyers (see [2]) we conclude that there is an additive character ψ of S such that for any
x ∈ S we have∣∣ f (x) − ψ(x)∣∣ c1. (1.20)
The last relation implies that Eq. (1.7) is stable on S .
From (1.20) we get∣∣ f (x) − ψ(x)∣∣ c1,∣∣ f (xn)− ψ(xn)∣∣ c1,∣∣∣∣1n f
(
xn
)− 1
n
ψ
(
xn
)∣∣∣∣ 1n c1,∣∣∣∣1n f
(
xn
)− ψ(x)
∣∣∣∣ 1n c1,
which implies
lim
n→∞
1
n
f
(
xn
)= ψ(x). 
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the set{
f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz) ∣∣ x, y, z ∈ S}
is bounded. The set of all quasijensen functions on S is denoted by KJ(S).
We recall that a quasicharacter of S is a real valued function f on S such that the set{
f (xy) − f (x) − f (y) ∣∣ x, y ∈ S}
is bounded. The set of all quasicharacters of S will be denoted by KX(S). It is clear that KX(S) ⊆ KJ(S).
Lemma 1.9. Let S be a semigroup with unit e, let f ∈ KJ(S) and let c be a positive number such that for any x, y, z we have∣∣ f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)∣∣ c.
Then the limit
fˆ (x) = lim
n→∞
1
n
f
(
xn
)
exists and for any x ∈ S and we have that
∣∣ fˆ (x) − f (x)∣∣ c1 = c
2
+ ∣∣ f (e)∣∣, (1.21)
fˆ
(
xm
)=m fˆ (x), (1.22)
for any x ∈ S and any m ∈ N.
Proof. A subsemigroup of S generated by the element x is an abelian semigroup, so we can apply Theorem 1.7. 
Deﬁnition 1.10. We say that a quasijensen function is a pseudojensen function on a semigroup S if it satisﬁes the additional
condition
f
(
xn
)= nf (x), ∀n ∈ N, ∀x ∈ S. (1.23)
We say that f is a pseudocharacter of a semigroup S if it is a quasicharacter f of S satisfying the additional condition (1.23).
The set of pseudojensen functions on S will be denoted by PJ(S), the set of pseudocharacters of S by PX(S) and its
subspace consisting of additive characters by X(S). From Lemma 1.9 we get the following proposition.
Proposition 1.11. For any semigroup S we have the following decomposition
KJ(S) = PJ(S) ⊕ B(S), (1.24)
where B(S) denotes the set of real bounded functions on S.
Corollary 1.12. Eq. (1.7) is stable on S if and only if PJ(S) = J0(S).
Theorem 1.7 yields the following corollary.
Corollary 1.13. If S is an abelian semigroup, then
PJ(S) = X(S).
Deﬁnition 1.14. We will say that an element a ∈ S is periodic if there are m,q ∈ N such that am+q = am . If all elements of S
are periodic we will say that S is periodic.
Proposition 1.15. Eq. (1.7) is stable on any periodic semigroup S.
Proof. Let a ∈ S , and am+q = am for some m,q ∈ N and let f ∈ PJ(S), then from (1.23) it follows that
f
(
am+q
)= f (am), and
(m + q) f (a) =mf (a),
thus f (a) = 0 and PJ(S) = 0. 
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Let S =∏×i∈ J Si, be a direct product of semigroups Si , i ∈ J with units ei . Suppose that f i ∈ PJ(Si), i ∈ J . Consider the
function ϕ on S deﬁned as follows. If u = ui1ui2 · · ·uik (in 
= im , if n 
=m) is an element of S , then we deﬁne
ϕ =
∑
i∈ J
f i (2.1)
by setting
ϕ(u) =
k∑
j=1
f i j (ui j ). (2.2)
Let
δ j = sup
{∣∣ f j(u j v jw j) + f j(u jw j v j) + 2 f j(u j) − 2 f j(u j v j) − 2 f j(u jw j)∣∣: u j, v j,w j ∈ S j}.
Theorem 2.1. Let ϕ be a function deﬁned by (2.2). Then ϕ is an element of PJ(S) if and only if the set J0 = { j: δ j 
= 0, j ∈ J } is at
most countable and the condition
δ =
∑
j∈ J0
δ j < ∞ (2.3)
holds.
Proof. Suppose that ϕ is a pseudojensen function on S and that set J0 is uncountable. Then there is a > 0 such that for
some countable subset J1 of J0, the condition δ j > a, ∀ j ∈ J1 is true.
Suppose that J1 = N. From the deﬁnition of δ j it follows that for any j ∈ J1 we may choose u j, v j,w j ∈ S j such that
∣∣ f j(u j v jw j) + f j(u jw j v j) + 2 f j(u j) − 2 f j(u j v j) − 2 f j(u jw j)∣∣ 12a. (2.4)
From (2.4) it follows that there are subsets N+ and N− of N such that for any j ∈ N+
f j(u j v jw j) + f j(u jw j v j) + 2 f j(u j) − 2 f j(u j v j) − 2 f j(u jw j) 12a,
and for any j ∈ N− we have
−[ f j(u j v jw j) + f j(u jw j v j) + 2 f j(u j) − 2 f j(u j v j) − 2 f j(u jw j)] 12a. (2.5)
It is clear that one of the sets N+ and N− could be ﬁnite or empty.
Let ak = u1 · · ·uk,bk = v1 · · · vk , ck = w1 · · ·wk for ui, vi,wi ∈ Si ; k ∈ N such that (2.4) holds. Consider the case when the
set N+ is countably inﬁnite. From Corollary 1.13 we obtain
ϕ(akbkck) + ϕ(akckbk) + 2ϕ(ak) − 2ϕ(akbk) − 2ϕ(akck)
=
k∑
i=1
[
ϕ(ukvkwk) + ϕ(ukwkvk) + 2ϕ(uk) − 2ϕ(ukvk) − 2ϕ(ukwk)
]
 k
2
a → ∞ as k → ∞.
But this contradicts the assumption that ϕ is a pseudojensen function on S . Thus the set N+ is ﬁnite and
δ′ =
∑
j∈N+
δ j < ∞. (2.6)
Similarly, we get that the set N− is ﬁnite and
δ′′ =
∑
j∈N−
δ j < ∞. (2.7)
Hence the set J0 is at most countable and relation (2.3) holds.
Now suppose that the set J0 is at most countable and (2.3) is true. It is clear from (2.3) and Corollary 1.13 that for any
u, v,w in S the estimation∣∣ϕ(uvw) + ϕ(uwv) + 2ϕ(u) − 2ϕ(uv) − 2ϕ(uw)∣∣ δ
holds. This completes the proof of the theorem. 
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Proof. Let f j = f |S j and
δ j = sup
{∣∣ f j(u j v jw j) + f j(u jw j v j) + 2 f j(u j) − 2 f j(u j v j) − 2 f j(u jw j)∣∣: u j, v j,w j ∈ S j}.
Arguing as above one can show that the set J0 = { j: δ j 
= 0, j ∈ J } is at most countable and the following relation
δ =
∑
j∈ J0
δ j < ∞
holds. Now deﬁne ϕ by the formula (2.1). Then ϕ ∈ PJ(S) and the function ξ = f − ϕ is an element of PJ(S) such that
ξ |⋃
i∈ J Si ≡ 0. Now from the relation
ξ(ai1ai2 · · ·aim ) =
m∑
j=1
ξ(ai j ),
where ik 
= in if k 
= n, it follows that ξ ≡ 0. Therefore f (x) = ϕ(x) for any x ∈ S . 
3. Semidirect product
Deﬁnition 3.1. Let α be an automorphism of the semigroup S and f ∈ KJ(S). We will say that f is invariant with respect
to α if for any x ∈ S
f
(
xα
)= f (x) (3.1)
holds. Let A be a group of automorphisms of S . If relation (3.1) holds for any α ∈ A we will say that f is invariant with
respect to A. The set of all pseudojensen functions invariant with respect to A will be denoted by PJ(S, A).
Let S be an arbitrary semigroup with unit e. Suppose that a is an element of S such that a2 = e. Then the mapping
x → axa = xa is an automorphism of S .
Lemma 3.2. If a ∈ S and a2 = e, then any element f of PJ(S) is invariant with respect to a.
Proof. Let
∣∣ f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)∣∣ c (3.2)
for any x, y, z ∈ S . From (1.23) it follows that f (e) = 0, and f (a) = 0. If we put x = y = a, then from (3.2) we get
∣∣ f (aaz) + f (aza) + 2 f (a) − 2 f (aa) − 2 f (az)∣∣ c,∣∣ f (z) + f (aza) − 2 f (az)∣∣ c,
or
∣∣ f (z) + f (za)− 2 f (az)∣∣ c. (3.3)
If we put y = z = a we obtain
∣∣ f (xaa) + f (xaa) + 2 f (x) − 2 f (xa) − 2 f (xa)∣∣ c, (3.4)∣∣ f (x) + f (x) + 2 f (x) − 2 f (xa) − 2 f (xa)∣∣ c, (3.5)∣∣4 f (x) − 4 f (xa)∣∣ c. (3.6)
So,
∣∣ f (x) − f (xa)∣∣ 1
4
c. (3.7)
Substituting axa for x we get
∣∣ f (axa) − f (axaa)∣∣ 1
4
c,
or
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4
c. (3.8)
Now from (3.8) and (3.3) it follows that
∣∣ f (ax) − f (x)∣∣ 5
4
c. (3.9)
From (3.9) and (3.8) we get
∣∣ f (xa)− f (x)∣∣ 6
4
c = 3
2
c. (3.10)
Now substituting xn for x we obtain
∣∣ f ((xn)a)− f (xn)∣∣ 3
2
c,
∣∣nf (xa)− nf (x)∣∣ 3
2
c,
n
∣∣ f (xa)− f (x)∣∣ 3
2
c, ∀n ∈ N.
The last relation implies f (xa) = f (x). 
Let G be a semidirect product of a semigroup S and a group K , where K acts on S by automorphisms. Denote by
PJ(S, K ,∗) the subset of PJ(S) consisting of functions f such that the set{
f
(
xya
)− f (xy) ∣∣ x, y ∈ S, a ∈ K} (∗)
is bounded. Let us verify that the condition of boundness (∗) is equivalent to the condition of boundness of the set{
f
(
xyazb
)− f (xyz) ∣∣ x, y, z ∈ S, a,b ∈ K}. (∗∗)
From (∗) it follows that the following two sets{
f
(
xyzba
−1)− f (xyz) ∣∣ x, y, z ∈ S, a,b ∈ K} (∗∗∗)
and {
f
(
xyzba
−1)− f (x(yzba−1)a) ∣∣ x, y, z ∈ S, a,b ∈ K}
= { f (xyzba−1)− f (xyazb) ∣∣ x, y, z ∈ S, a,b ∈ K} (∗∗∗∗)
are bounded. This implies that the set (∗∗) is bounded as well.
Lemma 3.3. If f ∈ PJ(S, K ,∗), then f is invariant with respect to K and there is d > 0 such that
∣∣ f (xa ybzc)− f (xyz)∣∣ d (3.11)
for any a,b, c ∈ K and any x, y, z ∈ S.
Proof. From (∗∗) it follows that there is d > 0 such that
∣∣ f (xybzc)− f (xyz)∣∣ d, ∀x, y, z ∈ S, ∀b, c ∈ K . (3.12)
If we put x = z = e we get the following relation∣∣ f (yb)− f (y)∣∣ d, ∀b ∈ K , ∀y ∈ S.
Substituting yn for y we come to relation
∣∣ f ((yn)b)− f (yn)∣∣ d, ∀n ∈ N,
n
∣∣ f (yb)− f (y)∣∣ d, ∀n ∈ N.
From the last relation it follows that f (yb) = f (y) or
f
(
xa
)= f (x). (3.13)
Therefore f ∈ PJ(S, K ). Now for any a,b, c ∈ K and any x, y, z ∈ S we have f (xa ybzc) = f ((xyba−1 zca−1 )a) = f (xyba−1 zca−1 ).
Taking into account (3.12) we get (3.11). 
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of K has order two, then we have the following equality:
PJ(K · S) = PJ(S, K ,∗). (3.14)
Proof. Let us construct an embedding of PJ(S, K ,∗) into PJ(G) in the following way. For any f ∈ PJ(S, K ,∗) denote by f an
extension f onto G given by the rule f (av) = f (v), where a ∈ K and v ∈ S .
Let us verify that f ∈ KJ(G). Let x = av , y = bu, z = cw . Then
f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)
= f (abcvbcucw)+ f (acbvcbwbu)+ 2 f (av) − 2 f (abvbu)− 2 f (acvcw)
= f (vbcucw)+ f (vcbwbu)+ 2 f (v) − 2 f (vbu)− 2 f (vcw).
So, if d1 and d are positive numbers such that∣∣ f (uvw) + f (uwv) + 2 f (u) − 2 f (uv) − 2 f (uw)∣∣ d1,∣∣ f (uavbwc)− f (uvw)∣∣ d
for any u, v,w ∈ S and any a,b, c ∈ K , then
∣∣ f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)∣∣ d1 + 6d.
Therefore the mapping f → f is an embedding of PJ(S, K ) into KJ(G). Now by Lemma 1.9 there is an element fˆ ∈ PJ(G)
such that the difference fˆ − f is a bounded function on G .
It is clear that the mapping f → fˆ is an embedding of PJ(S, K ,∗) into PJ(G). Now let us verify that
PJ(G) = PJ(S, K ,∗).
Let ψ ∈ PJ(G) and let φ = ψ |S . We will show that φ ∈ PJ(S, K ,∗). If∣∣ψ(xyz) + ψ(xzy) + 2ψ(x) − 2ψ(xy) − 2ψ(xz)∣∣ δ, x, y, z ∈ G,
then by Lemma 3.2 ψ is invariant with respect to any a ∈ K and by (3.7) and (3.9) we have
∣∣ψ(x) − ψ(xa)∣∣ 1
4
δ, a ∈ K , x ∈ S,
∣∣ψ(x) − ψ(ax)∣∣ 5
4
δ, a ∈ K , x ∈ S.
This means that
∣∣φ(x) − ψ(xa)∣∣ 1
4
δ, a ∈ K , x ∈ S, (3.15)
∣∣φ(x) − ψ(ax)∣∣ 5
4
δ, a ∈ K , x ∈ S. (3.16)
Hence,
∣∣ψ(xay) + ψ(xya) + 2ψ(x) − 2ψ(xa) − 2ψ(xy)∣∣ δ,∣∣ψ(axa y)+ ψ(xya) + 2ψ(x) − 2ψ(xa) − 2ψ(xy)∣∣ δ.
Taking into account (3.15) and (3.16) we get
∣∣φ(xa y)+ φ(xy) + 2φ(x) − 2φ(x) − 2φ(xy)∣∣
(
1+ 1
4
+ 21
4
+ 5
4
)
δ = 3δ,
∣∣φ(xa y)− φ(xy)∣∣ 3δ.
Since ψa = ψ we see that
φ
(
xa y
)= ψ(xa y)= ψ((xa y)a)= ψ(xya)= φ(xya).
Thus we have
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and φ ∈ PJ(S, K ,∗).
Now consider function φˆ. By construction φˆ|S = φ = ψ |S and φˆ|K ≡ 0. Therefore ξ = ψ − φˆ is an element of PJ(G) such
that ξ |K∪S ≡ 0. We will show that ξ ≡ 0 on G . There is δ > 0 such that∣∣ξ(xyz) + ξ(xzy) + 2ξ(x) − 2ξ(xy) − 2ξ(xz)∣∣ δ
for any x, y, z ∈ G . Now let a,b ∈ K and u ∈ S , then we have
∣∣ξ(abu) + ξ(aub) + 2ξ(a) − 2ξ(ab) − 2ξ(au)∣∣ δ.
If we put b = a−1 we get aua−1 ∈ S and
∣∣2ξ(au)∣∣ δ.
Furthermore, we see that ξ is a bounded function on G . But ξ ∈ PJ(G) and therefore ξ ≡ 0 on G . This implies that ψ = φˆ
and ψ(x) = φˆ(x) for all x ∈ G . So, PJ(G) = PJ(S, K ,∗). 
4. Theorem of embedding
Let A be an arbitrary semigroup and B be a group. For any b ∈ B denote by A(b) a semigroup that is isomorphic to A
under the isomorphism a → a(b). Denote by D = A(B) =∏b∈B A(b) the direct product of the semigroups A(b). It is clear
that if a1(b1)a2(b2) · · ·ak(bk) is some element from D , then for any b ∈ B the mapping
b∗ : a1(b1)a2(b2) · · ·ak(bk) → a1(b1b)a2(b2b) · · ·ak(bkb)
is an automorphism of D and a mapping b → b∗ is an embedding of B into Aut D . Hence one can form a semidirect product
G = B · D . This semigroup is the wreath product of the semigroup A and the group B and will be denoted by G = A  B . We
will identify the semigroup A with the subsemigroup A(1) of D , where 1 is unit element of B . Hence we can assume that
A is a subsemigroup of D .
Theorem 4.1. Any semigroup A can be embedded into a semigroup G such that Eq. (1.7) is stable on G.
Proof. Denote by C the direct product
∏
i∈N Ci , where Ci , i ∈ N are groups of order two. Let us verify that Eq. (1.7) is stable
on the semigroup G = A C . Denote by D the subsemigroup of G generated by the subsemigroups A(b), b ∈ C . We will show
that PJ(G) = X(G).
By Lemma 3.2, if f ∈ PJ(G), then f |D ∈ PJ(D,C). Let bi , i = 1,2, . . . ,k be different elements from C . Then for any ai , i =
1,2, . . . ,k the subsemigroup of D generated by the set ai(bi), i = 1,2, . . . ,k is abelian. Hence, if uk = a1(b1)a2(b2) · · ·ak(bk),
vk = α1(b1)α2(b2) · · ·αk(bk), and wk = γ1(b1)γ2(b2) · · ·γk(bk) ∈ D and f ∈ PJ(D,C), then by Corollary 1.13 we have∣∣ f (ukvkwk) + f (ukwkvk) + 2 f (uk) − 2 f (ukvk) − 2 f (ukwk)∣∣
=
∣∣∣∣∣
k∑
i=1
[
f
(
aiαiγi(bi)
)+ f (aiγiαi(bi))+ 2 f (ai(bi))− 2 f (aiαi(bi))− 2 f (aiγi(bi))]
∣∣∣∣∣.
By Lemma 3.2 we have f (d(bi)) = f (d(1)) for any d ∈ A and for any i ∈ N. Therefore if in the last equality we set a1 = a2 =
· · · = ak = a, α1 = α2 = · · · = αk = α and γ1 = γ2 = · · · = γk = γ , then we obtain∣∣ f (ukvkwk) + f (ukwkvk) + 2 f (uk) − 2 f (ukvk) − 2 f (ukwk)∣∣
= k∣∣ f (aαγ ) + f (aγ α) + 2 f (a) − 2 f (aα) − 2 f (aγ )∣∣.
So, if δ > 0 such that
∣∣ f (xyz) + f (xzy) + 2 f (x) − 2 f (xy) − 2 f (xz)∣∣ δ, ∀x, y, z ∈ G (4.1)
then for any k ∈ N we obtain
k
∣∣ f (aαγ ) + f (aγ α) + 2 f (a) − 2 f (aα) − 2 f (aγ )∣∣ δ.
The last relation implies that
f (aαγ ) + f (aγ α) + 2 f (a) − 2 f (aα) − 2 f (aγ ) = 0.
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f
(
a(b)
)= f (a(1)b)= f b(a(1))= f (a(1))= j1(a(1)),
that is, jb(a(b)) = j1(a(1)) and there is an element j in J0(A) such that jb(a(b)) = j(a) for any a ∈ A and for any b ∈ C .
Hence f |D ∈ J0(D,C) and for any u = a1(b1)a2(b2) · · ·ak(bk) we have
f
(
a1(b1)a2(b2) · · ·ak(bk)
)=
k∑
i=i
j(ai).
By Lemma 3.4 PJ(G) = PJ(D, B,∗) and the set{
f
(
xyb
)− f (xy) ∣∣ x, y ∈ D, b ∈ C}
is bounded. If x, y ∈ A(1) and b 
= 1 then the set{
f
(
xyb
)− f (xy) = f (x) + f (y) − f (xy) ∣∣ x, y ∈ A, b ∈ C}
is also bounded. Therefore j is a pseudocharacter of A. It is well known (see [12,13]) that any pseudocharacter g satisﬁes
g(xy) = g(yx) for any x, y ∈ A. Hence we obtain the following relations:
j(xyz) + j(xzy) + 2 j(x) − 2 j(xy) − 2 j(xz) = 0,
j(zxy) + j(zyx) + 2 j(z) − 2 j(zx) − 2 j(zy) = 0.
Subtracting the second equality from the ﬁrst one and taking into account the relations j(zxy) = j(xyz), j(zyx) = j(xyz),
j(zx) = j(xz) we get
2 j(x) − 2 j(xy) − 2 j(z) + 2 j(zy) = 0.
Letting z = 1, we get
j(x) − j(xy) + j(y) = 0,
j(xy) = j(x) + j(y).
Thus j is an additive character of A. It follows that f |D ∈ X(D,C).
For any b, c ∈ C and any u, v ∈ D we have
f (bu) = 1
2
f
(
(bu)2
)= 1
2
f
(
ubu
)= 1
2
[
f
(
ub
)+ f (u)]= f (u),
f (cv) = 1
2
f
(
vc v
)= f (v),
f (bucv) = 1
2
f
((
bcuc v
)2)= 1
2
f
(
ucbc vbcuc v
)= 1
2
f
(
ubvbcuc v
)= f (u) + f (v).
For any x = bu, y = cv the relation f (xy) = f (x) + f (y) holds. Therefore, f ∈ X(G) and PJ(G) = X(G). The last relation
implies that Eq. (1.7) is stable on the semigroup G = A  B . 
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