This article analyzes rural-urban migration in Great Britain in the latter half of the nineteenth century. Using a new dataset of 28,000 individuals matched between the 1851 and 1881 population censuses, I examine the selection process and treatment effect of migration, controlling for the endogeneity of the migration decision. I find that urban migrants were positively selected-the best of the rural labor pool-and that the economic benefits of migration were substantial. Migrants responded to market signals, and labor markets were largely efficient; however, not all gains from migration were exploited, potentially indicating some degree of inefficiency.
vealed a watershed demographic event: for the first time in the history of any large nation, more people lived in towns than in the countryside.
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This mobility also had important efficiency implications for Britain's growing economy, as labor reallocated itself in the wake of the Industrial Revolution from areas of surplus to areas where it was in demand to fill factories. This redistribution fueled growth in at least two ways. First, labor moved from places of lower marginal product (typically rural) to higher (typically urban), resulting in efficiency gains for the economy. 3 Second, cities grew. Modern economic growth theory, with its emphasis on increasing returns and external scale economies, has recognized that the localized information and knowledge spillover of urbanization make cities the "engines of economic growth in an economy." 4 Considering the magnitude and the demographic and economic implications of internal migration in nineteenth-century Britain, it is natural that scholars have studied it intensely. One recent survey lists 15 books and articles dating from the pioneering work of Earnst Ravenstein in 1885 to the present and covering every decade from the 1920s to the 1990s. 5 There are two principal strands of the literature. The first examines the extent, patterns, and determinants of internal migrant flows. Important examples include the early work of Ravenstein, who developed the well-known "laws of migration," and the studies of later scholars such as Arthur Redford and Dudley Baines. 6 Redford, Baines, and others have shown that most migrants were young, moved only short distances, and often moved from rural to urban areas. Migrants responded to wage differentials but were limited by the aforementioned tendencies-the old rarely moved, and the young favored short-distance moves. The second strand of the migration literature analyzes the efficiency of British labor markets. Many have claimed that nineteenthcentury British labor markets failed, impeding economic growth. Large and persistent rural-urban wage gaps were indicative of insufficient mobility, and excessive urban labor costs slowed industrialization. 7 Others have argued that, on the contrary, migrants did respond to wage gaps and that excess agricultural labor left for the cities early and fueled industrialization and growth.
Though these studies, which generally analyze migration at some aggregate level such as the county, are tremendously valuable, each suffers from a limitation common to empirical investigations of pretwentieth-century labor markets: a lack of nationally representative micro-level panel data with which to observe changes over time in the lives of individuals.
9 Without such data, we can know little about the individual-level forces that drove the migrants, about the selection process by which some moved and others did not, and about the economic return to migration. We can observe the connection between average wages and aggregate migration rates, but we cannot observe the extent to which individuals did (or did not) move in response to expected advancement in the labor market.
This study addresses these questions with a new dataset of approximately 28,000 individuals matched between the 1851 and 1881 Censuses of the Population of England and Wales. I develop a structural econometric model to analyze the selection and treatment effects of migration, controlling for the endogeneity of the migration decision. I find that the urban migrants of nineteenth-century Britain had not been the most destitute rural residents. They in fact had better rural prospects than did those who remained behind, and they were positively selected for migration: they performed better in the urban labor markets than the rural persisters would have had they instead chosen to move to an urban place. Potential migrants responded to labor market signals: they were more likely to move if they anticipated economic gains. In addition, the treatment effect of moving to a city was positive and large across all socioeconomic strata. These findings indicate that labor markets were generally effective in allocating labor from rural to urban areas. However, it appears that not all gains from moving were exploited: those who remained in rural areas also could have benefited from urban migration, though to a lesser extent than those who actually moved. The results, then, are largely, but not entirely, positive with respect to the efficiency of nineteenth-century British labor markets. THE DATA This study uses data from a new sample of 28,474 males linked from the 1851 Census of the Population of England and Wales to the 1881 census. The population censuses are the most important source of indi-Long vidual-level data for Great Britain from the nineteenth century. Each census, however, is only a cross-sectional snapshot of the population. Successive censuses can be used to examine changes in the nation over time but not changes in the lives of individuals over time, as no continuity exists for individuals between the censuses. But continuity can be created. The Genealogical Society of Utah in conjunction with the Federation of Family History Societies has recently computerized the entire 1881 census of the population of England and Wales. With these data, one can search for any individual or group of individuals in the 1881 census. For the dataset used in this study, I searched for individuals from a computerized, nationally representative 2-percent sample of the 1851 census. 10 For each individual, the censuses include name, address, relationship to head of household, marital status, age, sex, occupation, county and parish of birth, and whether blind or deaf and dumb. I used name, birth year, and county and parish of birth-the four pieces of information that should not have changed between enumerations-to link individuals between the two censuses. In order to be considered a true match for an individual from 1851, an individual from 1881 had to have the same name, a year of birth different by no more than five years, and the same county and parish of birth.
11 If an individual from the 1851 sample had more than one match in 1881, I dropped that individual from the sample.
Applying this matching process to an initial pool of 168,130 English and Welsh males from the 1851 2-percent sample yielded a set of 28,474 males observed both in 1851 and 1881, a success rate of 17 percent. Using age-specific mortality and emigration rates, I estimate that approximately 85,000 of the males in the initial sample would be expected to die by 1881, and that 13,500 would be expected to migrate out of England and Wales. 12 The expected match success rate, then, is 41 percent, substantially greater than the 17 percent I successfully matched. Part of the discrepancy comes from duplicate matching: I 10 The 1851 sample was compiled principally by Anderson, Collins, and Stott and is available from the Data Archive at the University of Essex as study number 1316. Regarding the construction of the sample, it is noteworthy that the clustering procedure ensures that family units remain intact; for every individual in the sample, information is included for each member of that individual's household, including immediate family members and anyone else residing in the same dwelling place. For a full description, see Anderson, National Sample. The 1881 census is also available from the Data Archive, as study 3643.
11 I allowed name and parish of birth to have slight phonetic variation. I allowed the variation in birth year to account for age misreporting, which was common in nineteenth-century Britain. See the section "Estimation of the Model." I also visually inspected the data to remove common name-matching errors.
12 Mortality rates are from Mitchell, Abstract, . Emigration rates are from Baines, Migration, eliminated 9,622 individuals from the 1851 sample because they matched to more than one person in the 1881 census. The gap between the expected 41 percent success rate and the 23 percent of individuals who actually were matched (uniquely or not) must be attributed to enumeration error-the individuals misreported their age by more than five years, or the birthplace or name information given in the two censuses could not be reconciled, or they simply were not enumerated in 1881.
The effect of emigration on the sample deserves particular attention. Unlike attrition due to mortality, emigration from England and Wales represents self-selection out of the sample. Emigration rates were high in the second half of the nineteenth century, particularly for young adult males.
13 Overseas migration may have been an alternative to urban migration. It may also have been part of a stage migration process whereby rural residents migrated first to cities within Britain then subsequently to destinations overseas. The selection process of emigration is therefore an important part of the story, but one that I cannot address with these data. It is possible, however, to match males from the 1851 British census sample into the recently computerized 1880 U.S. population census in order to analyze the process of trans-Atlantic migration from England and Wales. This effort is part of an ongoing research project.
14 Considering the substantial rate of enumeration error present in the matching process, it is important to consider carefully the representativeness of the matched sample. Table 1 shows a comparison between the sample of matched individuals and the entire group of males from the 1851 2-percent sample. 15 The table includes information for the matched sample in 1881 for comparison, but it is the first two columns, which show 1851 values for both groups, which should be used to gauge sample representativeness. There are differences between the groups throughout the categories, but they all stem from one factor: the matched men are younger on average. The average age for the matched men is 18, whereas for the entire group it is 24. This should be expected, as younger men would have been more likely to survive the 30 years necessary to be matched.
16 From this one difference follow the others: matched men were more likely to be sons rather than household 13 Baines finds that if the at-risk pool of potential male migrants is assumed to be those aged 15-24, the average emigration rate for the period was 15.4 percent per decade. See Migration, p. 153.
14 To date, I have been able to match 6,000 males from the 1851 sample into the 1880 U.S. census. See Long and Ferrie, "Tale." 15 It also includes the smaller subsample of individuals used in the econometric analysis. I discuss this group in what follows. 16 Life expectancy in England at birth and at age 20 were, respectively, 39.5 and 40.4 years. See Woods, Demography, p. 224. heads; they were less likely to be married; more likely to be students and weavers and less likely to be anything else; and more likely still to be living within their county of birth, having had less time to move away.
Because I eliminate duplicate matches, individuals with the most common names are less likely to be included in the sample. We might expect such individuals more frequently to come from the lower socio- economic strata, and this might impart bias to the matched sample. To test for this possibility, I use all of the males in the 1851 census sample to estimate a probit regression in which the dependent variable is whether an individual's name occurs eight times or more in the 1851 sample and the explanatory variables are age, county of residence, and dummy variables indicating occupational status as laborer, farmer, or servant. 17 Age and the occupational dummies are statistically significant, but none is practically significant; that is, the marginal effects are all small. The largest coefficient is for the servant dummy, which increases the probability of having a common name by only 1.6 percentage points, relative to a baseline probability of 25 percent. So the "common name" problem should not impart a troublesome degree of bias to the matched sample.
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For the purposes of this particular study, I extracted a smaller subsample from the 28,000 matched individuals in order to examine the rural-urban migration decision. First, in order to see what caused some to move to the city and others to remain behind, and what happened to movers versus stayers, it is necessary to consider only individuals who began the period in a rural area.
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Second, I include only those who were listed as sons in the 1851 census. This group represents the largest in the matched sample, at 60 percent. (25 percent were household heads; 15 percent were grandsons, visitors, and so on) More importantly, for the sons, not only can we ob-17 I define "common" here so that 25 percent of the population has a common name; the eight-occurrence cutoff follows from this definition. Results are unchanged if the definition is changed to 10 percent of the population. Excluding the county variable also does not change the results. 18 This finding is consistent with other studies using matched data, which also fail to find evidence of a "common name" problem; see Ferrie, Yankeys, and Steckel, "Census Matching." Also, the British censuses provide very specific birthplace information (parish) as opposed to the U.S. censuses (state), which allows for more common-name individuals to be uniquely matched and included in the sample. 19 There is no hard definition for what constitutes a "town" or a "city." The United Nations has recommended that all places with more than 20,000 inhabitants living close together be considered as "urban." The U.S. Census uses 2,500 inhabitants for its definition of urban. These two numbers are often considered to be meaningful cut-off points. In nineteenth-century Britain, cities of more than 20,000 inhabitants were experiencing the most rapid growth; I consider these "urban" for the purposes of this study. The populations of towns and cities in both 1851 and 1881 were calculated using the 1881 census to ensure that the effects of increasing population between the two years did not cause people to appear to urbanize simply by living in a growing town. A simple dichotomous division of all places into either rural or urban is not entirely realistic but greatly facilitates the development of the structural econometric model. The results are largely robust to the use of an alternate definition of urban as places as those with more than 10,000 inhabitants, rather than 20,000. The only noteworthy change is that the coefficient measuring the effect of anticipated socioeconomic gain * * 1 0 ( ) y y − on migration probability loses its economic and statistical significance. Other important results are unchanged. serve their own occupation, but also that of their father, allowing us to gauge the impact of rural-urban migration on both intra-and intergenerational socioeconomic mobility. Furthermore, the location choice of sons in 1851 is likely to be exogenously chosen by the head of household; including household heads, who would already have made a rational 1851 location choice, would introduce endogeneity into the problem. 20 Finally, in order to judge the effects of moving, or not moving, to the city, the sample must also be limited to those individuals for whom there is substantive economic information from both censuses. Unlike their U.S. counterparts, Victorian censuses provide no quantitative economic variables such as personal or real estate wealth. However, they do include detailed occupational information. The census distinguishes employer from employee and master from apprentice, and it records the number of persons employed. There were thousands of occupations listed in the enumerators' books. In the absence of wage information, some system of ranking jobs according to their desirability is necessary. Scholars generally use the ranking scheme proposed by W. A. Armstrong for this purpose. He argues that only the Registrar General's social classification schemes of 1921 and 1951 satisfy the dual requirements of being appropriate for the nineteenth-century census data and being available in published lists for categorizing the vast array of occupations listed in the census. Armstrong's scheme consists of five ranked classes of occupation: 1-Professional, 2-Intermediate, 3-Skilled, 4-Semiskilled, and 5-Unskilled.
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Two sources, both published by the General Register Office of Great Britain, are needed to classify each occupation fully. The Classification of Occupations, 1921 , lists approximately 16,000 different occupations and gives a three-digit code number for each. The Decennial Supplement for 1921 then provides the appropriate class rank for every code number. 22 Armstrong provides several modifications to this system to 20 Only sons aged 9 (the minimum legal working age) to 29 in 1851 were included. The median age of individuals in the sample is 15 years; 73 percent are between the ages of 9 and 19. The inclusion of pre-and young adolescent sons is desirable to augment sample size and to allow a more thorough analysis of intergenerational mobility; however, it does limit the extent to which results on intragenerational mobility (from first job in 1851 to later job in 1881) truly measure the extent of career mobility. We may doubt the extent to which the job of a 12 year old, for example, truly represents that individual's starting point in the labor market. For this reason, the results using intergenerational mobility should be seen as primary. However, the results are largely robust to the exclusion of the younger sons (aged 9-13) from the sample. See Appendix 2.
21 See Armstrong, "Use," for a full description. Some common occupations by class are Class 1-solicitor, accountant; Class 2-farmer, carpenter (employer); Class 3-carpenter (not employer), butcher (not employer); Class 4-agricultural laborer, wool comber; Class 5-general laborer, porter.
22 I gratefully acknowledge the assistance of Humphrey Southall, whose electronic dictionary was very useful for coding many of the occupations.
bring it into somewhat better harmony with the nature of nineteenthcentury occupational and class structure. Most important is his use of the employee information given under the occupational field in the census. Regardless of job title, all employers of 25 or more are included in Class 1, and all people with Class 3 or 4 occupations employing at least one person other than a family member are included in Class 2. This system of classification is normative: higher-class jobs were better than lower class. 23 I have modified Armstrong's basic scheme in one way, in order to take full advantage of the information offered by the census. Because I observe entire households in both 1851 and 1881, I can calculate the ratio of servants to household members for each household. The job class ranking of some individuals was upgraded (never downgraded) according to the following scheme, proposed by Stephen Royle: all heads whose households contained at least one servant per household member were placed in Class 1, all others with one servant per three household members in Class 2, and any others that employed at least one servant in Class 3.
24 Formulated in this way, the job class variable represents an index of socioeconomic status, and I use the terms occupational class and socioeconomic status interchangeably throughout the article. Of course, collapsing thousands of occupations down into only five categories does result in substantial loss of information. However, this scheme is both tractable and, more importantly, standardized; Armstrong's is the standard method used by scholars to classify nineteenthcentury British occupations, and it offers the attractive feature of allowing direct comparisons of socioeconomic information across studies.
Out of the 28,474 matched individuals, 3,774 are sons living with their father in a rural area in 1851, with both son and father reporting occupational information. They are shown in the third column of Table  1 for comparative purposes, though of course this subsample is unrepresentative of the male population of England and Wales by construction.
I use this group to analyze rural-urban migration.
Two important caveats concerning the use of these matched individuals to measure the economic return to rural-urban migration must be noted. First, an important feature of the matching process is that only survivors over the 30-year period are included in the sample. In nineteenth-century Britain, urban areas exhibited higher mortality rates than did rural areas. If this urban mortality bias was greater for the poor, es-timates of the economic return to migration will be biased upward. We do not fully understand the relationship between socioeconomic status, urban residence, and mortality in nineteenth-century Britain. There is, however, reason to doubt that the urban mortality bias was strongly related to socioeconomic status. The basic nature of disease transmission was poorly understood, and the overall quality of health care was low; both factors limited the ability of the wealthy to insulate themselves from disease. Mortality and socioeconomic status were related, but not unambiguously. Life expectancy at age 20 was highest for Class 1 individuals, at 42.6 years; for Class 2 individuals it was 37.7 years; for Class 3, 40.7 years; and for Class 4, 38.8 years.
25 One study that looks at the U.S. from 1850 to 1860 finds no significant relationship between real estate wealth and mortality, whereas another finds a strong negative relationship between family personal wealth and mortality, but only in rural America. 26 Finally, the size of the rural-urban mortality gap in Britain began to close in the last quarter of the nineteenth century.
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The second caveat concerns return migrants. The matched data measure only permanent moves; rural-urban migrants who return to their rural origin before 1881 are observed to be rural persisters rather than urban migrants. It is entirely plausible that poor urban labor market outcomes motivated many of these return moves, which again would act to raise the estimate of the return to urban migration. It is impossible to fully address this shortcoming with the data at hand; indeed, the issue of return migration is present in virtually all empirical migration studies. Greater frequency of observation would permit a refinement of the analysis, but missing some moves due to return migration is inevitable. At issue is the question being asked. This study will estimate the economic effect of permanent relocation from rural to urban areas for those individuals who in fact decided to move. It will not ask what the effect would have been for a randomly assigned individual, nor for an individual who moved to the city but subsequently decided to return to a rural area.
A MODEL OF RURAL-URBAN MIGRATION
George Borjas and others have demonstrated the importance of considering the endogeneity of migration decisions. 28 Moving from a rural to an urban area in nineteenth-century Britain was not a randomly as- 25 Woods, Demography, p. 234. 26 The studies are, respectively, Steckel, "Health"; and Ferrie, "Poor." 27 Wrigley and Schofield, Population History, p. 476. 28 Borjas, "Self-Selection." See also Sjaastad, "Costs"; and more recently, Ferrie, Yankeys. 
where y represents socioeconomic status and M the urban migration decision. 29 X and Z are the factors that influence an individual's labor market outcome and migration decision, respectively, β and γ are vectors of coefficients, and ε and u are unobservable factors.30 The left hand side of the inequality in equation 3 represents the net benefit of migration. If it is positive, individual i will move (M i = 1). A wide range of empirical questions has been examined with this model, typically in the form of switching regressions, where y is a continuous variable, often wage, and equations 1 and 2 are estimated by OLS. 31 The switching regression model does not apply to the present setting, because here the labor market outcome variable-socioeconomic status-is discrete, taking one of five ranked values. The ordinal nature of the socioeconomic status variable suggests the use of ordered probit analysis. In place of the standard model, in Appendix 1 I develop a model of switching ordered probits which I use to estimate equations 1-3. The estimates of β 0 , β 1 , γ 1 , and γ 2 reveal the determinants of job class attainment and urban migration. To analyze the selection of urban migrants and rural persisters and the treatment effect of migration, it is necessary to define several more parameters to be estimated. The selection of urban migrants (s 1 ) and the selection of rural persisters (s 0 ), conditional on observables, are
Long where for r = 0, 1, ) ( Ẽ r M X X r = = and * r y is a continuous variable representation of job quality derived in Appendix 1. 1 X and 0 X represent the endowments of the skills and attributes of the average urban migrant and average rural persister, respectively. They are simply vectors of the conditional means of the explanatory variables for each category. The selection parameters compare the outcomes predicted by the econometric model for the average migrant and the average persister. If s 1 > 0 then urban migrants were positively selected: they achieved higher job quality in the urban labor market than the rural persisters would have had they chosen to move to the city. The analogous characterization holds for s 0 and the selection of rural persisters.
I consider two different measures of the treatment effect of ruralurban migration. The standard measure is the effect of treatment on the treated-the economic effect of migration on the average migrant. It is ( )
Like the selection parameters, τ 1 is calculated conditional on the observables of the model and ignores any unobserved heterogeneity between individuals. If the treatment effect is positive, then migration to the city yielded a positive return in terms of socioeconomic status for the average migrant. This is an indicator of labor market efficiencyindividuals were moving in response to market signals. The second treatment effect parameter is the effect of treatment on the untreated (those who remained in rural areas) ( )
This is a hypothetical measure of the economic effect that urban migration would have had on the average rural resident who in fact chose not to move to an urban area. If τ 0 is positive, then labor markets were not operating at full efficiency-migration was not sufficient to exploit all potential gains, in that some who could have benefited from moving failed to do so.
ESTIMATION OF THE MODEL
The determinants of maximum attainable job quality in 1881-the elements of X in equations 1 and 2-include class rank in 1851, father's class rank, age, age squared, age discrepancy, whether the individual lived in a town in 1851, whether the individual was the eldest son still residing in the household, whether the father was a farmer or employer, an interaction between the previous two terms, the industrial classification of the individual's occupation in 1851, the degree of age-heaping for the county of residence in 1851, and region in 1851. Table 2 shows summary statistics for these variables, and for those in the migration equation. Several of the variables require explanation. I include the individual's class rank in 1851 to measure the effect of moving to the city on the change in an individual's job class rank; it controls for individual-specific effects on the level of job quality. The job class of the father is also included. Estimating the effect of the individual's class in 1851 on his class in 1881 allows us to measure the degree of occupational mobility; including father's class in 1851 reveals the degree of intergenerational mobility. The model, then, estimates socioeconomic mobility, both intra-and intergenerational, and how mobility differed for migrants and nonmigrants.
One class included in 1851 is not a proper occupational classification at all: that of "student." It is the second most common class in 1851, and the single most commonly reported occupation, in this sample as well as in the census as a whole. It does not fit into the Registrar General's occupational classification system, but it may be regarded as a class of its own. The 1851 census instructed parents to report their children as students ("scholars" in the language of the Victorian censuses) if they were older than five years and were "daily attending school, or receiving regular tuition under a master or governess at home." Though we cannot know substantive details of their instruction, children older than nine who were listed as students were receiving an education. Many of their peers were not; they were working.
33 By including the students as a separate class, we can gauge in a very rough fashion the effect of early schooling on the future attainment of job quality as compared to employment at a young age.
Literacy and specific educational information are not observed, but it is possible to construct a proxy. I define "age discrepancy" as . As discussed previously, the 33 See Tuttle, "Role," for a discussion of the high incidence of gainful employment for young children in Victorian Britain. Notes: Variable definitions and sources are given in the text. "All" refers to all individuals in the estimation subsample. "Movers" refers to those who moved to an urban place between 1851 and 1881; "Stayers" to those who remained in a rural place, though not necessarily the same rural place. Vector X contains the determinants of socioeconomic mobility; Z contains the determinants of migration.
age matching criterion is that an individual's reported age in 1881 cannot be more than five years different from what it should be: the reported age in 1851 plus 30. 34 Approximately half of all individuals in the sample reported consistent values for age in the two censuses. Another quarter was off only by a year, and the remaining quarter was off by two to five years. This was a time before systematic record keeping, and many people had only an approximate idea of their age. 35 The observed age discrepancy for each individual gives an indication of that individual's familiarity with arithmetic ("numeracy") and the precision of his concept of time. In general, it may be regarded as a proxy for literacy, education, intelligence, and the like, and therefore it should have a positive impact on job quality attainment. 36 For the population as a 34 In most cases for this sample, the parents would have reported the age in 1851. It could be possible, therefore, for an individual to report his correct age and still have a nonzero value of age discrepancy, if his parents had incorrectly reported his age in 1851. This seems unlikely, though, as most people would have learned their age from their parents.
35 On age-enumeration in the nineteenth-century censuses, see Higgs, Clearer Sense. 36 There is, in fact, a correlation between age discrepancy and being a student in 1851: students were 8 percent more likely to know their exact age than were nonstudents. Underreporting was more common at every level than over-reporting, by about 23 percent overall. There may be reason to think that those who under-report their age are less likely truly to be ignorant of their exact date of birth or of arithmetic than those who over-report; it may be simple vanity at work. To check this, the model was re-estimated with age discrepancy defined as the actual discrepancy, rather than the absolute value. I found no statistical difference between positive and negative discrepancies.
whole, widespread ignorance of precise age manifests itself as age heaping-the tendency of any population to over-report rounded ages. The age heaping variable is a county-level index of this tendency and is intended to capture otherwise unmeasured community effects that might influence the labor market performance of individuals.
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The remaining variables are more straightforward. People living in a town in 1851, as opposed to those in the truly rural countryside, may have possessed a form of locational human capital that would ease their transition into the big-city labor market. I estimate this effect by including a dummy variable that equals one if the individual lived in a town of between 2,500 and 19,999 inhabitants. I include dummy variables indicating whether a person in the sample was the eldest son currently residing in the household and whether his father was a farmer or an employer to capture an inheritance effect.
38 Fathers who owned land were likely to leave it to their eldest son, as primogeniture was the norm with regard to property inheritance in England. Likewise, sons of fathers who owned a business were likely heirs to an occupational inheritance, though in this case the inheritor could have been any son. Finally, I include industrial and regional dummy variables, the former classified according to the well-known scheme developed by Charles Booth.
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In addition to expectation of future job prospects in both regimes, the factors that influence the migration decision-the components of Z in equation 3-include both individual-and location-specific elements. The individual-specific characteristics include age and age squared, marital status, age discrepancy, whether the person lived in a town in 1851, whether the person was living in the parish of his birth in 1851, and industrial classification. The human-capital interpretation of migration (that people migrate in order to maximize lifetime net benefit from moving) would suggest that the likelihood of migrating will decrease with age, as individuals have a shorter time span over which to reap the gains from moving and as they make more location-specific investments in their place of residence. More educated, knowledgeable people would have a lower tendency to report their age inconsistently; these same people should be better able to gather information on potential urban moves. Moving to a big city might have been a less drastic change, and so have carried a lower psychic cost, for those already living in towns in 1851. There are only two 37 For a more thorough discussion of the economic usefulness of age heaping information, with emphasis on migration analysis, see Mokyr, Ireland. 38 Note that the eldest son currently residing in the household may not in fact be the eldest son. If the eldest son has moved out of the household and is living on his own, he will not be identified in the data set.
39 Booth, Life. new variables in this group. The first is marital status, the expected effect of which is not clear a priori. Although studies of overseas migration generally find the typical migrant to be a young, single male, this may not be the case for shorter-distance, often local moves from countryside to city.
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Indeed, during the second half of the nineteenth century, the decline in rural employment affected the job prospects of women more than those of men, so women became more likely than men to leave the countryside in order to find work in the city, most often as domestic servants. 41 The second new variable is an indicator of whether an individual was living in his parish of birth in 1851; such individuals might be expected to have closer ties to their community and be less likely to move.
The elements of Z that depend on the individual's location in 1851 include the distance to the nearest city, the number of large cities within 100 km, a proxy for the total number of previous migrants in each nearby city, the average rural-urban wage gap, the urban unemployment rate, an interaction between the unemployment rate and distance to the nearest city, the percentage of the male workforce engaged in agriculture and in manufacturing in the home county in 1851, the degree of age heaping of the home county in 1851, and the regional dummies. 42 Of these variables only age heaping and the regional dummies are in X.
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Distance should be negatively correlated with tendency to migrate, as it would be both more costly to move to a distant city and more difficult to gather pertinent information. Knowing people who had already moved to a particular city was another important source of information for the potential migrant. I constructed a proxy for this friends-andfamily effect. First, I tabulated the county of birth of all urban residents in England and Wales in 1881 by city using the 1881 census data. Second, I defined the set of most likely destination cities for each individual in the sample to be the nine closest cities to his parish of residence in 1851 plus London. Finally, for each individual i with likely destination cities j = 1,…,10, the proxy for the stock of previous migrants is 40 For results on overseas migration, see Hatton and Williamson, "Mass Migrations." 41 Baines, "Population." 42 Share in agriculture and manufacturing are from 1871 census, in Lee, British Regional Employment Statistics. 43 I calculated distance to the nearest city and number of large cities nearby using modern grid point references for place names from the 1991 British Census. I am grateful to Justin Hayes with MIMAS at the University of Manchester for providing me with these data.
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where m ij is the number of people living in city j in 1881 born in the county of residence of individual i, and d ij is the distance between city j and the place of residence of individual i. This is a proximityweighted average of the m values of all likely destination cities. I calculated the average urban-rural wage gap and the urban unemployment rate along similar lines. The wage gap is the average wage of laborers in the building trade in nearby cities minus the average wage of agricultural laborers in the origin county. 44 These wages would not have applied specifically to the majority of workers making migration decisions; rather, they serve as a rough proxy for the general magnitude of the wage gap that existed between various rural areas and nearby cities. I calculated the urban unemployment rate with data on joblessness among members of the Amalgamated Society of Engineers, available for 56 cities in England and Wales from 1858 through 1909. 45 It is the proximity-weighted average-as in equation 7-of the rates from 1862, 1868, and 1879 for the two nearest cities and London. This is the urban unemployment rate, so its expected effect on tendency to migrate should be negative; people would be less likely to move to the city if there were high unemployment there. However, we do not observe the relevant local unemployment rate and so cannot control for it. Therefore, because the urban unemployment rate is taken from the cities nearest to each individual's place of origin, it proxies, to an extent, for the local rural unemployment rate facing each individual. Insofar as this is true, the effect of unemployment would be positive. 46 To test for this effect, an interaction term between the unemployment rate and distance to nearest city is included. This term is anticipated to have a negative coefficient: for any given unemployment rate, an increase in the value of the interaction term indicates that the unemployment pertains to a city which is farther away, thus more truly the unemployment of the destination city and less that of the place of origin.
The three parameter vectors β 1 , β 2 , and γ are identified under the assumptions of the model; however, if the variables in X and Z are identi- 44 Agricultural laborers' wages are from Hunt, "Industrialization," table 6. They cover the years 1867-1870. Building laborers' wages are from Hunt, Regional Wage Variation, table 1.5, for the year 1886. 45 These data are from Southall, "Regional Unemployment," table 3. For a discussion of its appropriateness as a proxy for the unemployment experiences of other groups, see Southall and Gilbert, "Good Time to Wed." 46 Unfortunately, the occupational information from the 1851 census is not well suited to determining individual unemployment within the sample. Specific instructions regarding the unemployed were not given to enumerators until 1861; many people out of work in 1851 reported the fact, but many simply reported the job they most recently held. cal, this holds only if the structure and normality assumptions of the model are exactly correct. Fortunately, in this case there are some reasonable exclusion restrictions. Z includes quite a few variables not present in X: marital status, whether the person was living in the parish of his birth in 1851, and all of the location-specific variables save age heaping and the regional dummies. X does not include quite so many unique variables: the eldest and inheritance dummies, father's job class, and own job class in 1851. These, of course, do influence the individual's migration decision, but only through their effect on ( )
With these exclusion restrictions, the parameters of the model are identified, even if the assumptions of the model do not hold exactly.
EMPIRICAL RESULTS

Occupational Class Attainment
Estimating the two job class equations, 1 and 2, yields some general insight on the nature of socioeconomic mobility in nineteenth-century Britain, and on how it differed between the rural and urban areas. Results from estimating equations 1 and 2 and as well as from estimating what may be considered the baseline model-an ordered probit estimation of job class in 1881 on X plus a dummy variable for moving to a city by 1881-are presented in Table 3 . The columns labeled "Movers"
show the estimates of β 1 , the coefficients for those who chose to move to (and remain in) an urban area by 1881, and the columns labeled "Stayers" show the estimates of β 0 , the coefficients for those who remained in a rural place. The ancillary parameters ρ and k do not vary between the two groups. Interpretation of ordered probit results is not straightforward. The coefficient estimates represent the effect of a change in the explanatory variable on the unobserved latent variable y*, job quality in this case. Job quality is a theoretical construct of the model, with no units or simple interpretation. The coefficient estimates reveal the sign of the effect of the explanatory variable and the precision with which the effect is estimated. For an understanding of magnitude, the marginal effect of each dependent variable must be calculated. These are shown in Table 4 , with the "Movers" and "Stayers" columns as in Table 3 . Also shown are the baseline probabilities of attaining each job class conditional on moving to a city or remaining in a rural place. Each explanatory variable has a different marginal effect for each possible outcome of the ordered probit, so there is a different effect for each of the five job classes that an individual could attain in 1881. The sign of the overall effect of each explanatory variable is unambiguous, but the sign will vary across 1881 job classes. A variable that positively influences job quality will positively influence the probability of being in the highest job class but will negatively influence the probability of being in the lowest job class.
As expected, the 1851 class variables, both own and father's, are strong influences on subsequent job quality attainment. In each case save one, the effects are as anticipated: being in a higher class in 1851 and being the son of a father in a higher class strongly predict attaining a higher quality job in 1881. For example, Table 4 indicates that migrants who began in Class 1 or 2 were 31 percentage points more likely to end up in Class 2 than were other migrants, and they were 36 percentage points more likely to end up in Class 1. The two baseline attainment probabilities of 15 and 1 percent, respectively, indicate the extreme difficulty of moving up into a Class 1 or 2 job from a lower initial class.
Perhaps most interesting with regard to the class variables is to compare their effect on those who moved to urban areas versus on those who remained in rural places. A chi-square test reveals no significant difference between the combined effect of both own and father's class on those who moved versus those who remained. However, as Table 3 shows, for urban migrants the effect of their own class in 1851 was stronger than the effect of their father's class. The reverse was true for those who remained behind, the job class of their father being a stronger influence on their 1881 class attainment than was their own class in 1851. In addition, the effect of own class was stronger for those who moved than those who did not, and the effect of father's class was weaker. 47 It appears that leaving the countryside and moving to the city offered migrants a better chance to escape the intergenerational career trajectory inherited from their father. It is also interesting to note that the benefit of being a student in 1851 was nearly twice as great for those who moved to a city as it was for those who remained rural. Students 47 Only the first is statistically significant. The two χ 2 statistics differ from zero with 97 and 80 percent confidence, respectively. 
Pr[y | X=E(X)]
TABLE 4 -continued Notes: Dependent variable y is job class in 1881. Region variables not shown. Effects are calculated at mean of x for continuous variables; for discrete variables, effect is P(y=c|x=1) -P(y=c|x=0), c=1,…,5. Baseline probabilities calculated at mean of all variables. who moved to the city were 18 percentage points more likely to end up with a Class 2 job than nonstudent urban migrants; for those who remained in a rural place, the advantage was only 7 percentage points.
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As for other variables of interest, people who reported their age with consistency between the two censuses performed better in the labor market. The effect was particularly strong for nonmigrants, who were 8 percentage points more likely to end up with a Class 2 or 3 job and 4 percentage points less likely to find themselves in a Class 5 job than nonmigrants who inconsistently reported their age by more than one year. Having a potential inheritance also was a strongly positive force, but only for nonmigrants, as expected. The effect was particularly positive for the attainment of Class 2 jobs, where it increased the probability by 12 percentage points.
Self-Selection and the Determinants of Migration
Who were the urban migrants? Table 2 gives an overview of their characteristics. Of the 3,774 individuals in the estimation sample, 896 moved from a rural to an urban area between 1851 and 1881, for an overall urban migration rate of 24 percent. Out of the entire sample of 28,474 matched individuals (younger than the population as a whole because of the survival effect in the matching process), 18,740 (66 percent) were living in a nonurban area in 1851. Of these, 4,387 moved to a city by 1881, for a rate of 23 percent over the 30-year period. Notably, the migrants were not those at the bottom of the economic and social ladder, desperate for any sort of a change. There are relatively more people with Class 3 jobs in 1851 and sons of fathers with Class 3 jobs among the pool of urban migrants than among the nonmigrants. Just the reverse is true for Classes 4 and 5, which are represented more heavily among the rural persisters. Sons described as students in 1851 were also more prevalent within the group of urban migrants than the group who remained in rural places. It decidedly was not the case that the most destitute and poverty stricken, those occupying the society's lowest class, were pouring from the countryside into the cities. The pool of urban Long migrants resembled the overall population, with the middle classes being somewhat overrepresented and the lowest classes being underrepresented. Table 5 shows results from the probit estimation of the urban migration decision, which yields a more accurate and detailed picture of the characteristics of migrants. The large, positive coefficient on ( )
indicates that in fact people were moving to the cities in order to improve their socioeconomic status and that the pull of this factor was strong relative to other factors. Interpreting the magnitude of the effect is not straightforward, as y*, job quality, is a construct of the model, not an observed variable. Every unit increase in anticipated job quality difference between the rural and urban regimes increased the odds of an individual moving to a city by 7 percentage points. The estimated cut points from Table 5 shed light on this figure. The range of y* between different job classes varies from 0.95 for Class 4 to 1.46 for Class 3. So the prospect of being one class higher in the city than in the countryside (roughly an increase in y* of 1 to 1.5) increases the odds of migration by about 7-10 percentage points-a large increase considering that the baseline predicted probability of moving is 22 percent. Understanding the other determinants of migration is simpler. As expected, people who were not living in their place of birth and those living in towns were more likely to move to a city by 1881, by 5 and 8 percentage points, respectively. Taken together, this suggests at least the possibility of a sort of intergenerational two-stage migration, with fathers moving from the truly rural areas to small towns, and their sons subsequently moving to the bigger cities. This conjecture is speculative but consistent with the data. Age did not yield the usual negative effect, almost certainly because the sample is already restricted to the young. Nor did consistent age reporting yield the expected positive informational effect. Those working in agriculture and mining in 1851 were considerably less likely to move to a city by 1881.
The location-level variables were also important factors in the migration decision. The effect of job quality did not entirely capture the economic incentive to move; the average wage gap was also a significant influence. For every shilling per week of expected wage difference between the city and the countryside, an individual was about 1 percentage point more likely to move. As anticipated, the effect of the unemployment rate was not clear-cut. The effect of urban unemployment was significantly positive, indicating that it may have been proxying for local unemployment. The test for this is to interact unemployment with distance to nearest city. The coefficient is negative, indicating that the farther away was the nearest city, the more the effect of high urban un- 0.222 * = Jointly significant at the 10-percent level. ** = Jointly significant at the 5-percent level. *** = Jointly significant at the 1-percent level. Notes: N = 3,774, of which 896 moved to a city by 1881. Standard errors are in parentheses, calculated by bootstrapping via data resampling with 1000 repetitions, which is necessary since y 1i * -y 0i * is estimated rather than observed. All dependent variables are 1851 values. Omitted dummies are Age discrepancy: 2-5, Industry: Others, Region: Others. Marginal effects evaluated at the mean of z, except for discrete variables, where the marginal effect is P(M=1|z=1) -P(M=1|z=0). employment was indeed negative. Other factors, such as distance, nearby cities, and friends-and-family, exerted small or statistically insignificant effects. This result is somewhat surprising, considering that previous studies have tended to find these variables important.
49 Most likely, the individual-level analysis used here is an imprecise way to estimate these location-level effects.
We have seen that the urban migrants did not begin the period at the bottom of the labor market. We turn now to the question of selection: whether the urban migrants and rural persisters were positively or negatively selected. Table 6 presents estimates for the four migration-effect parameters defined in equations 4-6. The first two summarize the selection process. Urban migrants were positively selected whereas rural persisters were negatively selected. Both results are statistically significant at the 1-percent significance level. Not only did the migrants perform better in the urban labor market than the persisters would have, they also would have outperformed the persisters in the rural labor market had they chosen not to migrate. In this sense, then, urban migrants were the "cream of the crop." They were those whose labor market prospects were brightest.
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Treatment Effect
One of the central questions of the present study concerns the effect of moving to a city on the ability of migrants to attain high quality jobs. The estimate of the treatment effect for both urban migrants and those who remained in rural areas, along with standard errors and confidence intervals, are shown in Table 6 . The economic effect of moving to a city is positive for both groups, though it is larger for those who actually chose to migrate. Neither estimate is statistically significant according to the standard two-tailed test; however, the null hypothesis that τ 1 ≤ 0 can be rejected at the 10-percent significance level. Moving to the city allowed the average mover to obtain a better job than he would have been able to get had he remained in a rural place, and it would have allowed the average rural persister to improve as well, had he chosen to move.
Magnitude is best interpreted by considering job class transitions rather than effects on the latent variable y*. In addition, it is informative to examine exactly for whom the treatment effects were largest. This information is presented in Table 7 . Here I define the treatment effect in terms of the effect of an urban move on intra-and intergenerational oc-49 See, for example, Boyer and Hatton, "Migration." 50 In this aspect they appear to be different from rural-urban migrants in the nineteenthcentury United States. Ferrie, "Down on the Farm," p. 11, reports that urban migrants in the United States between 1850 and 1860 were negatively, rather than positively, selected. They fared worse in the cities than rural persisters would have had they chosen to move. cupational mobility. 51 The table gives the probabilities that an average migrant from each socioeconomic class would attain either a higher or a lower class if he were to move to an urban place and if he were to remain in a rural area. 52 In the first five rows, moves are relative to the individual's father's class, and in the second five to the individual's own class in 1851. I define the net gain of moving to a city as [P(up | urban) 
For example, the average mover whose father held a Class 4 job in 1851 had a 53 percent chance of moving up to a Class 1, 2, or 3 job if he moved to a city and a 42 percent chance if he chose to remain in a rural place. That same person would have a 15 percent chance of falling to a Class 5 job in the city and a 23 percent chance of falling in the countryside. So moving to the city confers an 11-percentage-point boost in the probability of making an upward move and offers an 8-percentage-point lower likelihood of falling to a lower class, for a net gain of 18 percentage points.
The first important thing to note from Table 7 is that individuals from across all socioeconomic strata realized the gains from urban migration. All individuals were more likely to improve their own socioeconomic status if they migrated to a city, and sons of fathers belonging to any class other than 1 were more likely to end up in a higher strata by 1881 than their fathers occupied in 1851 if they moved. The second feature to note from the table is that the most prevalent groups in the sample also had the largest treatment effects. As Table 2 shows, about 70 percent of the sample had fathers with Class 3 or 4 jobs. These men realized net gains to urban migration, in terms of intergenerational occupational mobility, of 13.98 and 18.55 percentage points, respectively. Eighty-six percent of the sample began the period in Class 3 or 4 or as a student. The net gain of urban migration was large for all these individuals-15.05, 15.23, and 11.05 percentage points, respectively.
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It is instructive to consider some common examples. The average rural son of a Class 4, partly skilled father (an agricultural laborer, for example) who subsequently decided to move to a city was 26 percent more likely to improve the quality of his occupation over that of his father than if he had remained in a rural area (53 versus 42 percent), and he was 35 percent less likely to fall into a Class 5, unskilled occupation (15 versus 23 percent). The average Class 4 worker in 1851 was 21 percent more likely to improve his socioeconomic status if he moved to an urban place than if he remained in the countryside, and he was 27 percent less likely to find himself with a Class 5 occupation. These are substantial gains. For people like this, moving to the city was an important avenue of socioeconomic improvement. Table 7 does not include comparable results for rural persisters. The results are similar, though 53 Individuals with Class 4 jobs in 1851 and sons of Class 4 fathers realized strong net gains from moving to urban areas even though many of them made the downward move from agricultural laborer (Class 4) to general laborer (Class 5). But such individuals actually realized a 65 percent gain in annual earnings, on average (Tuttle, "Role, " p. 173) . If agricultural and general laborers were put into the same class, or if general laborers were ranked above agricultural, then the treatment effects would be even stronger.
slightly smaller in magnitude. 54 The important thing to note is that many people who chose to remain in rural areas, especially sons of Class 3 and 4 fathers, could have realized substantial labor market gains had they chosen to move.
CONCLUSIONS
The two strands of the literature on internal migration in nineteenthcentury Britain focus on the extent and determinants of migration on the one hand, and the efficiency implications of mobility on the other. The results in this study speak to both strands. With respect to the nature of rural-urban migration, it is clear that urban migrants were the cream of the rural labor market crop, in that their prospects in both the urban and the rural labor markets were superior to those of the rural persisters. Migrants considered anticipated labor market outcomes and were more likely to move the larger were their anticipated gains. Typically, the decision to move was a fruitful one. On average, people from all socioeconomic strata who moved to the city were substantially more successful in improving their socioeconomic status than they would have been had they remained in rural areas, and they were more likely to experience upward intergenerational occupational mobility.
The implications of these results for the efficiency of British labor markets is largely, but not entirely, positive. indicates a strong economic return to urban migration for the average migrant. Both of these features are indicative of an efficiently functioning labor market drawing migrants from areas of low to areas of high marginal product. The only evidence that labor markets might have been functioning suboptimally is the positive estimate of τ 0 ; some rural persisters could have benefited from moving to urban areas but chose to remain rural anyway. This is not, of course, conclusive evidence of labor market failure. The present analysis does not account for higher living costs, psychic costs of moving, and any compensating differentials required to induce migration to cities with poor living standards. It is entirely possible that gains to migration went unexploited because they were insufficient to outweigh these unmeasured costs. As it stands, 54 The intergenerational net gains for sons of Class 1-Class 5 fathers are -0.075, -0.053, 0.135, 0.159, and 0.074, respectively. These are the net gains the average rural persister would have realized had he chosen to move to an urban area.
however, the presence of these unexploited labor market gains is at least suggestive of potential inefficiency. Even if this is the case, and the overall level of migration was less than optimal, the high quality of urban migrants must have served to offset the inefficiently low quantity. The results here indicate that urban migration was a positive selection process, whereas rural persistence was a negative selection process. The fact that urban migrants were the "cream of the crop" meant that urban, industrial labor markets were drawing the best of the rural labor pool, even if the magnitude of migration was less than optimal. y is observed for any individual. What is observed is the job class, y i , of every individual, either in the rural or urban regime 55 Note that the decision is not whether to move or stay, as is typical in most migration studies. The decision is whether to move to an urban area or not. So an individual who moves from one rural area to another would have M i = 0. where k 1 -k 4 are constants. Class 1 jobs are the most desirable, Class 5 the least. Under this formulation, not all jobs within a class are equivalent; indeed, the best job in any class is only marginally inferior to the worst job in the next highest class. In addition, the quality/class structure is identical in the rural and urban labor markets: the four threshold levels k 1 -k 4 do not vary between the two regimes. Otherwise, an individual could change job class without changing jobs simply by moving from one regime to the other.
Appendix 1: The Econometric Model
I estimate the three-equation system defined by equations A3 and A4 by Full Information Maximum Likelihood (FIML), which proceeds in two stages. 
where W contains all the elements of X and Z. I assume the disturbance terms-ε 0 , ε 2 , and v-to be i.i.d. draws from a trivariate normal distribution with mean vector zero.
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With this distributional assumption, equation A4 becomes a standard ordered probit model with five outcomes and four threshold levels, where the outcome is determined by the latent variable y * . I jointly estimate the three equations in equation A4 and A5 by maximizing the likelihood function y , I estimate the equation by probit maximum likelihood to obtain estimates of the structural parameters γ 1 and γ 2 .
Appendix 2: Excluding the Young
I include all male sons of working age in the estimation sample in order to achieve the maximum possible sample size and to allow for a thorough analysis of intergenerational mobility. With all sons included, results on intergenerational mobility should be seen as the primary results, and intragenerational mobility is secondary. To get a better understanding of the relationship between rural-urban migration and intragenerational mobility, the youngest males, whose jobs most likely do not represent a true starting point in the labor market, should be excluded.
Appendix Table 1 reports the key empirical results from an analysis that excludes the youngest males from the sample. The analysis follows that from the text; the only change is the omission of the 1,485 males aged 9-13 in 1851 and the 78 males older than 14 listed as "scholars" in 1851. The most important thing to note is that the results are largely unchanged. The parameter measuring the selection of the urban migrants is slightly greater, and the treatment effect for migrants is slightly smaller. For rural persisters, the selection parameter is slightly less negative, and the (implied) treatment effect is substantially lower. The effect of anticipated socioeconomic gain
