In this work, we propose an asymptotic-preserving Monte Carlo method for the Boltzmann equation that is more efficient than the currently available Monte Carlo methods in the fluid dynamic regime. This method is based on the successive penalty method [25] , which is an improved BGK-penalization method originally proposed by Filbet-Jin [9] . Here we propose the Monte-Carlo implementation of the method, which, despite of its lower order accuracy, is very efficient in higher dimensions or simulating some complicated chemical processes. This method allows the time step independent of the mean free time which is prohibitively small in the fluid dynamic regime. We study some basic properties of this method, and compare it with some other asymptotic-preserving Monte Carlo methods in terms of numerical performance in different regimes, from rarefied to fluid dynamic regimes, and their computational efficiency.
1. Introduction
Background: numerical methods for the Boltzmann equation
In the study of flows which span a wide range of flow regimes, i.e. in atmospheric re-entry problems, the density distribution f (t, x, v) of a dilute gas at position x, with velocity υ and at time t, is governed by the Boltzmann equation:
In Eqn. (1.1), the bilinear collision operator Q ( f, f ) describes the binary collisions of the particles and is defined by
where ω is a unit vector on the sphere S d υ −1 . The velocity υ , υ * represent the post-collisional velocities whose relation to the pre-collisional velocities (υ, υ * ) are given by
(υ + υ * + |υ − υ * |ω) , υ * = 1 2 (υ + υ * − |υ − υ * |ω) .
(1.3)
In Eqn. (1.2), σ is the nonnegative collision kernel which depends on the model of forces between particles. One can refer to Chapman and Cowling [5] for the details of several models, such as the inverse power force model and the Lennard-Jones model. In the case of inverse kth power force between particles, it has the form σ (|υ − υ * |, θ) = b α (θ) |υ − υ * | α , (1.4) where α = (k − 5) / (k − 1). In numerical simulation of rarefied gases, the variable hard sphere (VHS) model is often used, in which, b α (θ) = C α , where C α is a positive constant. The case α = 0 corresponds to the Maxwellian gas, while the case α = 1 represents the hard sphere gas. With f , the macroscopic density ρ, mean velocity u, and temperature T , can be obtained by taking the moments:
Moreover, the collision operator (1.2) satisfies some important properties:
• Conservation laws:
which gives conservation of mass, momentum and total energy.
• Boltzmann's H theorem: d dt f log f dυ = Q ( f, f ) log f dυ ≤ 0, which implies that any system reaches its equilibrium state at which the entropy − f log f dυ is maximum. The equilibrium distribution function has the form of a local Maxwellian distribution:
M (ρ, u, T ) (υ) = ρ The Knudsen number ε in Eqn. (1.1) is the ratio between the mean free path and the characteristic length scale. For a small value of ε, the Chapman-Enskog expansion connects the Boltzmann equation (1.1) with hydrodynamic equations, the compressible Navier-Stokes equations (the first order approximation) and the compressible Euler equations (the zeroth order approximation). By taking ε → 0, f → M, then one can obtain the hydrodynamic Euler equations
where E is the total energy, p is the pressure,
In addition, the heat flux q can be defined by
Computational difficulties: high-dimensions and stiffness
For most kinetic problems, there exist two main numerical challenges. The first is the high dimensions, and the second is multiscale and numerical stiffness. Due to its higher dimensionality, the direct simulation Monte Carlo method (DSMC) [3] was often used.
Unfortunately, all numerical methods for the Boltzmann equation encounter with another challenge: multiscale and stiffness. In a typical space shuttle reentry problem, the mean free path ranges from 10 −8 to O (1) meters. When the mean free path is small, corresponding to ε 1, namely, near the continuum regime, the numerical methods are required to resolve the small kinetic scale or time scale of O (ε). This leads to huge amount of computational cost. For a normal engineering problem, even running on clusters, it is common that one run may take weeks or months.
In the past decades, a very promising numerical approach, the so-called Asymptotic-Preserving schemes, has been proposed and developed for kinetic equations efficient in the hydrodynamic regimes. The AP schemes allow a kinetic solver to capture the hydrodynamic behavior, as ε → 0, without numerical resolving ε [9, 12, 13] . Specifically, as summarized by Jin [12] , a scheme is AP if
• it preserves the discrete analogy of the Chapman-Enskog expansion;
• it computes the implicit collision terms explicitly, or more efficiently than an implicit solver based on Newton iterations.
A typical AP scheme uses either implicit-explicit (IMEX) time discretization or the exponential Runge-Kutta (ExpRK) method. In order to handle the implicit collision term efficiently, a BGK-penalization method was introduced by Filbet and Jin [9] , utilizing the factor that the BGK collision operator 8) can be explicitly inverted. As a result, one can obtain a Boltzmann solver uniformly stable with respect to ε, and yet can be implemented explicitly. Later, Yan and Jin [25] proposed a successive penalty AP scheme which has positivitypreserving and strong AP properties. Their methods have been implemented in the finite difference framework. Earlier, Pareschi and Caflisch [19] formulated a hybrid Monte Carlo method that performed well in the fluid dynamic limit for the space homogeneous Boltzmann equation. The method was based on an analytic representation of the solution and implicit time differencing derived from a generalized Wild expansion [10, 24] . Meanwhile, Pareschi and Russo [20] introduced the Time-Relaxed schemes, which is a linear penalty method with P ( f ) = β f , and absorbed the stiff part into the time variable ∂ t f , to remove the stiffness. Using the bilinearity of the remaining termQ, the distribution function can be represented by finite terms in the Wild Sum [10, 24] . Then Pareschi and Russo [21] extended this class of AP schemes to two dimensions in space, and demonstrated its better performance in efficiency compared with the conventional DSMC method as ε → 0. Later, Degond et al. [6] introduced a moment-guided Monte Carlo method to reduce the variance. They solved the kinetic equation and the fluid equations respectively, and matched the moments of both solutions. Preliminary numerical results showed reductions of fluctuations in all regimes compared to DSMC. Recently, Dimarco and Pareschi [7] demonstrated that the Maxwellian truncation criterion used in [10] was equivalent to the Filbet-Jin BGK penalization for space homogeneous case.
An alternative construction of AP schemes was proposed by Dimarco and Pareschi [7] . The methods were based on a decomposition of the collision operator into an equilibrium and a nonequilibrium part, and then the stiff part is absorbed in an explicit Runge-Kutta (ExpRK) framework. Recently, Li and Pareschi [17] introduced more sophisticated ExpRK methods for the full Boltzmann equation.
The goal of this work is to propose a new asymptotic-preserving direct simulation Monte Carlo method (AP-DSMC) based on the successive penalty AP time-discretization [25] . This line of research is interesting not only for rarefied gas and reentry problem, it also has more broad applications since the BGK-penalty method can also be used for quantum Boltzmann equation [8] , in plasma physics, the Landau equation, [15] , and in semiconductor modelling [14] . For the space homogeneous Boltzmann equation, it was realized in [25] that the successive penalization step can be written as a convex combination of the density distribution of the previous time step, a positive collision operator and the local Maxwellian. This forms the basis for a Monte-Carlo implementation [19] . Since the coefficients of this convex combination are all positive, for any time step, this method has a numerical stability (as well as the number of sampling particles) independent of the Knudsen number, thus is much more efficient than the classical DSMC methods. This is highly desirable for the reentry problems and any other kinetic problems that involve multiple time and spatial scales. Some of the theoretical properties of this scheme, such as positivity and asymptotic-preservation, are also explored.
We also compare this method with some other asymptotic-preserving Monte-Carlo methods, including the timerelaxed Monte-Carlo [20] and the exponential Monte-Carlo method [7] . These methods provide very similar numerical results in all regimes. Their computational efficiency, however, depends on the coefficients in the convex combination. Since the AP-DSMC method proposed in this paper puts less weight on the most expansive Maxwellian sampling, it is computationally more efficient in the intermediate regime where the time step is in the order of mean free time.
The rest of the paper is organized as follows. In section 2, we briefly review the two existing Monte Carlo methods with asymptotic preserving properties for the Boltzmann equation. In section 3 we introduce the new AP-DSMC based on the successive penalty method in the first order formulations and study the properties and computational efficiency of this method as well as ExpRK and TRMC. Finally in section 4, several numerical results for the new AP-DSMC are presented which show the good performance in capturing the macroscopic behavior in various flow regimes. Several other methods are compared in efficiency and capability of capturing unsteady profiles. Some simple physical problems involving real gas are computed here to demonstrate the capability of our new methods in engineering applications. The paper is concluded in section 5.
Some asymptotic preserving Monte Carlo methods for the Boltzmann equation
In this section, two existing asymptotic preserving Monte Carlo methods are briefly described, which will be used to compare with the new method proposed in this paper.
The TRMC methods
Pareschi and Russo [20] derived the time-relaxed Monte Carlo methods based on the time-relaxed approach proposed in [10] that utilizes the Wild Sum [24] . Briefly speaking, letting F (x, τ) = f e βt/ε and τ = 1 − e −βt/ε , the homogeneous Boltzmann equation in general with a linear penalty term µ f can be rewritten into
Then the solution to problem (2.1) using the Wild Sum can be truncated to yield the following method:
where the functions f p are given by the recurrence formula
Take the so-called first order TRMC (TRMC1) as an example, one can use a 0 = 1 − τ, a 2 = τ 3 , and a 1 = 1 − a 0 − a 2 . We refer to Pareschi and Russo [20, 21] for more details. In this paper, both ExpRK method and this method are used to compare with our new AP-DSMC.
Remark 2.1. Note that, according to [20] , by including more terms in Eqn. (2.3), one can get a more accurate approximate distribution function for the homogeneous Boltzmann equation (2.1).
The ExpRK method
Secondly, we briefly review the explicit exponential Runge-Kutta methods [7] . Still, we present the treatment on the homogeneous Boltzmann equation here. The basic idea is 1. Penalize Q by P (Eqn. (1.8)) ;
2. Absorb the stiff part into the time derivative term;
3. Solve the scheme with an explicit Runge-Kutta method, using M n+1 = M n (due to the conservation of the moments for space homogeneous Boltzmann equation); (i.e. explicit Euler method)
where a = e −β t/ε , M n can be computed by Pullin's method [22] .
Note that the stability condition of ExpRK requires:
where
dωdυ * is the loss term in the collision operator Q. Remark 2.2. Pullin's method can be described as following:
1. Compute the momentum mū and energy E of N related particles;
where u i can be any one of the three components of molecular velocity, e i denotes internal energy, which is not considered in this work, and E is the total mass center energy per single degree of freedom of all particles in the cell. 2. Sample same number of particles from a Maxwellian distribution with the same mū and E; 3. Replace the original particles with the sampled ones.
Note that the artificial diffusion nature of Pullin's method was reported in [4] and [18] .
A generalized AP-DSMC scheme and its properties
In this section, a general form of the AP-DSMC scheme is introduced and the corresponding properties are discussed. This method is based on the work of Yan-Jin [25] , which was an improvement of the original Filbet-Jin BGK penalization method [9] . We choose one of these methods as our new AP-DSMC and give its computational procedures.
The successive penalty Monte Carlo method 3.1.1. Time splitting of the full Boltzmann equation
Here, a simple time splitting scheme is applied and then we have
which consists of solving the first transport equation for one time step to generate the initial data for the collision step for one time step. Here, we discretize the transport equation in time by the forward Euler method:
Since the numerical difficulties are mainly within the collision step, or the space homogeneous equation here, we spend most of efforts on this part in the sequel.
The BGK-penalization in the space homogeneous equation
With the BGK penalization term
less stiff
As discussed in [9, 25] , the first term on the right hand side (RHS) is less stiff and the second one contains more stiffness. Again, we apply the time splitting for simplicity:
where the first equation is solved explicitly, to get
The same time discretization as [25] does is used here for the equation with more stiff term and we divide the time step into L subintervals. Then
Due to the conservation property of operator P, we have
One can obtain a general formula for any L ∈ Z + as following:
Furthermore, since M * * = M * , β * * = β * , so when L = 2, this split version can be rewritten into a much more clear and unified form
where the coefficients
Moreover, (3.10) can be further reformulated as [20] , and can be approximated by the Nanbu-Babovsky's method. Besides, in Eqn. (3.12), the weights
Therefore the computational procedure can be summarized as: 
Procedures of the new AP-DSMC scheme
Below we give details of the AP-DSMC algorithm.
Initialization
First of all, simulation particles are employed to represent real molecules in the flowfields, so the distribution function of real molecules f in AP-DSMC is approximated by the distribution function of simulation particles f . In general, the weight factor w p ∈ Z is defined so w p real molecules are represented by one simulation particle. The computational domain is often divided into a great number of cells {m = 1, ..., MNC}, where MNC is the total number of cells, to locate particles and sample the local macroscopic quantities. Given the initial condition ( ρ, υ and T ) in cell m, one can obtain the number of particles N m by
here · is the integer operator, and V m is the volume of cell m. Then, the local Maxwellian distribution function M (υ, T ) is applied to generate N m particles and their initial velocities, υ
As a matter of fact, any prescribed distribution function g is allowed to generate particles on the condition that g can be analytically represented. Since our simulations are particle-based, the dimensionless macroscopic quantities are computed by the corresponding particles information, which is similar to that in [3] :
(3.14)
Convection
Transport all the particles by their velocity υ n i for one time step t:
Relocate the transported particles by sorting all the particles to cells according to their positions, especially for a Cartesian mesh. For example, for the 1D i th cell, the two node positions of this cell are pos i and pos i+1 , and then an arbitrary j th particle can be considered locating in this cell if
Collision
The details of the computation of the collision part can be described as following: Hence the order of accuracy is
In this paper, we examine {λ i } to investigate the numerical properties of the new AP-DSMC.
3.3. Properties of the AP-DSMC scheme 3.3.1. Positivity preserving With a nonnegative initial distribution, the positivity condition of the new scheme with the direct simulation methods is that the weights b i must be nonnegative. This is the case. Therefore, the scheme can preserve nonnegativity during the whole computation becauseQ/β and M have the same sign as f .
Estimation of the computational efforts
In a typical DSMC method, the total number of collision pairs N t and the collision frequency ν depend on the average collision rate given by kinetic theory [3] : 18) where the collision frequency is
Obviously, when ε is vanishing, N t becomes larger. In the followings, we only focus on the computational efforts of the collision part, especially for ε → 0.
• Bird's no time counter (NTC) scheme. Here, we choose the number of dummy collision pairs as N c = 1 2 Nρσ max t/ε and the probability of collisions as P = σ σ max , and then the total number of collision pairs is achieved (N t = N c · P);
• Nanbu-Babovsky's scheme. One must choose t to satisfy ν t < 1 because one particle may undergo collisions at most once during each time step. Usually, the time step t is divided into L t substeps equally, where
• AP-DSMC. The number of particles that may collide is b 1 N, while the number of relaxation is b 2 N. One only needs a proper time step to let b 1 < 1, which is satisfied unconditionally, then both N and t are independent of ε.
Numerically speaking, as the particle-based algorithms, the computational costs of the collision treatments of both Bird's scheme and Nanbu-Babovsky's scheme are proportional to N t , while the costs of AP-DSMC is proportional to (b 1 /2 + b 2 ) N. Note that b i is a function of ε. Since N t ∼ N/ε with ρσ max t given, N t N with ε 1, while (b 1 /2 + b 2 ) is close to 1. Hence, it can be deduced that AP schemes will be much more efficient than conventional DSMC methods when ε is vanishing.
Main differences among the AP-DSMC schemes
First, both TRMC1 and ExpRK are rewritten in the form (3.12), as shown in Table 3 .1. In general, the weights b i should satisfy the following conditions to make the scheme conservative and asymptotic preserving:
1. Conservation. 
ExpRK e
According to the above conditions, SP1 can not be considered as an AP scheme because lim µ→∞ b 1 = 1. It was shown in [25] that for l ≥ 2, SPl is AP in the sense that
In addition, note that in (3.8), 0 < c ≤ 1, and then b i ≥ 0.
Since the computational efforts of AP schemes are dependent on how to treat the particles during simulations, the major differences between SP2 (or SP3) and ExpRK can be attributed to 1. the weights b i in (3.12); 2. the required resources of both colliding part and relaxation part during each time step.
Numerically speaking, since the first term on the right-hand side in the second equation of Eqn. (3.12) does not lead to additional computations, one should choose b 0 to be as large as possible to save computational efforts. We compare the coefficient b 0 between AP-DSMC and ExpRK, which is given by:
Obviously, D (µ) is always positive. Fig. 1 plots D (µ), and notable peaks are observed in the region x ∈ 10 0 , 10 2 for both L = 2 and L = 3. Here, the variable µ is considered as the averaged value all over the computational domain (all over one run for unsteady solutions), denoted asμ below. From the viewpoint of efficiency, for near-continuum regime simulations, most of computational cost is taken in the part of relaxation, while the no-colliding part can save some cost. Hence, it can be deduced from Fig. 1 In order to compare the costs of sampling from M and fromQ/β, we conduct a test on a regular laptop with the current Monte Carlo codes. To be specific, the simulations are initialized with (ρ, υ, T ) = (1, 0, 1) and 50 particles in only one cell. No convection and boundary conditions are considered, and all particles are forced to be involved in collision pairs selection, i.e., let b 2 = 1 and b 0 = b 1 = 0 in sampling M, while b 1 = 1 and b 0 = b 2 = 0 in the sampling ofQ/beta. The computational time for the former is t 1 = 4 × 10 −7 s, and for the latter is t 2 = 9.36 × 10 −8 s. Then t 1 /t 2 ≈ 4.33. With a larger number of particles, it is found that the ratio t 1 /t 2 increases, i.e. about 5.0 for 10 3 particles per cell. While the number of particles per cell is 10, the ratio is about 4.0. Hence, considering efficiency only, a better choice of b i is to let b 2 be as small as possible for all range of µ. With the definition of b 2 , a good strategy of choosing b i such that:
(3.24) should be as small as possible to achieve the minimum. Clearly, L 0 = 2 should be the optimal one in our class of AP schemes in the viewpoint of computational efficiency, because the scheme with L 0 = 1 (which refers to SP1) is eliminated above.
Note that in the followings, we name SP2 as AP-DSMC.
Numerical simulations
In this section, the following settings are chosen, unless otherwise specified:
1. Most of the computation is performed on x ∈ [0, 1]; 2. For most AP-DSMC and other DSMC methods, the number of particles per cell is 40, number of sampling is 3 × 10 3 , with time step t = 1.25 × 10 −4 and mesh size x = 2 × 10 −3 ; 3. The second order Filbet-Jin method [9] is used to provide reference solutions, and we take N x = 1 × 10 3 mesh points in x direction and N υ = 32 mesh points in each υ direction with υ max = 8 and υ min = −8. The van Leer type slope limiter [16] is applied on the computation of the convective step, and t = x 2υ max (CFL = 0.5) is taken to guarantee the stability.
Note that the maximum collision cross-section σ max is chosen to be 1.0 so as to compare with the results from the deterministic methods. In the comparisons with other DSMC methods, σ max is updated at each time step if it increases.
Numerical Test 1: Statistical error test
At first, we report on the results of a stochastic error analysis with respect to the total number of particles N and the number of finite samplings N s , respectively.
The initial data
The initial data is a non-equilibrium distribution
where 
Obviously, both f 0 1 and f 0 2 can be realized by sampling from Maxwellian distribution functions. Hence, in the procedure of direct simulations, one can sample the initial condition (4.1) by the following three steps:
3. sum up:
In this test, the periodic boundary conditions at both ends of the computational domain are applied. In addition, cases at ε = 1, 10 −3 , 10 −6 are computed respectively, and the output time is 0.05 with σ max = 1.0, x = 10 −2 and t = 10 −3 .
The convergence rate
In order to measure the errors from N and N s respectively to investigate the stochastic nature of the method, two different types of L 2 norm are defined:
where Φ i, j is the solutions computed at cell j and for the i th run, Φ j is the reference solutions from the Filbet-Jin method [9] . Here N s is set to be 3 × 10 3 constantly so that one can investigate the relation between E 2 and N. Similarly, one can set N to be constant in order to study the relation between E 2 and N s .
One can also use the results from the DSMC methods as the reference solutions according to Degond et al. [6] . [3] and [6] . For the errors induced by N, Degond et al. [6] concluded that with some moment-guided modifications, which apply higher resolution of the thermodynamical equilibrium, one can increase the convergence rates to one. But those modifications are out of consideration in this work.
Numerical Test 2: The Sod's shock tube problem
The Sod's problem is wildly used to test the capability of capturing unsteady profiles and resolution of shock wave and contact discontinuity. Now we conduct simulations of this problem with various Knudsen number from ε = 10 0 to 10 −6 . The aim is (1) to test the numerical capabilities of the new method; (2) to compare our new method with other AP schemes.
The initial data
Firstly, the data is initialized with the Maxwellian distributions with
The Neumann boundary conditions in the x-direction are applied. Here, TRMC1, ExpRK, SP3 and AP-DSMC with σ max = 1.0 are tested. The reference solutions are computed by the second order Filbet-Jin method [9] for ε = 10 −2 and ε = 10 −4 , and the Euler solver [16] with t = 2.32 × 10 −4 and x = 10 −3 for ε = 10 −6 .
The unsteady profiles
In Fig. 3 , comparisons of macroscopic quantities (such as density) by the four methods and reference solutions are made. Results show good agreement for different flow regimes, including the near-continuum regime ε = 10 −4 . Fig. 3 indicates that all the methods tested here can capture the positions and profiles of the expansion wave, contact discontinuity and shock wave in the near continuum regime. Even with the mesh size and time step larger than ε when ε 1, all the methods have the asymptotic-preserving properties. On the other hand, no obvious differences between AP-DSMC and ExpRK or TRMC1 are observed in all regimes.
The efficiency test
Secondly, the efficiency of these methods is studied. Fig. 4 shows the comparisons of the computational CPU time of DSMC, ExpRK, TRMC1, SP3 and AP-DSMC. ε varies from 10 0 to 10 −6 . When ε ∼ O (1), there is almost no difference between DSMC and three other methods. The computational cost of DSMC starts to soar after ε decreases to 10 −4 and becomes unacceptably expensive when ε → 0. Since ExpRK, TRMC1, SP3 and AP-DSMC are asymptotic preserving, they perform much better than DSMC near the continuum flow regimes. However, there are notable differences in efficiency between AP-DSMC and exponential schemes (ExpRK and TRMC1) when ε 1, even though they share the same performance when ε → 0 and ε 1. Table 4 .1 gives the specific cost of the colliding part T coll (see Eqn. (3.12), colliding part), the relaxation part T M and the total running time T tot for different methods for ε = 10 −5 . ξ 1 and ξ 2 in Table 4 .1 are positive and negligible. As mentioned in section 3, the computational cost of DSMC and AP-DSMC depends onμ (defined Eqn. (3.11)), and whenμ 1, the cost taken by DSMC becomes unacceptable. In this case,μ AP−DS MC = 7.06, so the cost of DSMC is not extremely expensive. However, from Fig. 4 , when ε decreasing further,μ increases, which causes the computational cost of DSMC arise dramatically.
It can be seen in Table 4 .1 that 1. The computational costs taken by DSMC is about three times as much as that of all other methods, and the relaxation part costs much more computational time than the collision part for all methods; 2. ExpRK and TRMC1 share a similar efficiency near the continuum flow regimes; [9] for ε = 10 −2 and ε = 10 −4 , while the reference solutions are computed by the Euler solver [16] for ε = 10 −6 . The squares are given by the ExpRK method (top) or the DSMC method (bottom), the deltas are given by the SP3 method (top) or the TRMC1 method (bottom), and the circles by the first order AP-DSMC method. For simplicity, only 1 of every 5 mesh points is plotted for these three methods.
3. AP-DSMC is more efficient than other methods in the near continuum regime.
The difference among these AP schemes here can be attributed to the variant weights in (3.12). For ε = 10 −5 , AP-DSMC has larger b 0 which causes less computational efforts. Specifically, the time used by AP-DSMC is around 15% less than that used by ExpRK and TRMC1 while 10% less than that by SP3.
Numerical Test 3: Mixing regime problem
This case is from Filbet and Jin [9] , where the Boltzmann equation with the Knudsen number ε depending on the space variable in a wide range of mixing scales is considered.
The initial data
Here, the initial data is defined by (4.1), and ε is set to increase smoothly from ε 0 to O (1), then jump back to ε 0 ,
with ε 0 = 5 × 10 −4 . To avoid the influence from the boundary, we take periodic boundary condition in x. 
The unsteady profiles
The solutions given by our new AP-DSMC with σ max = 1.0 and 20 particles per cell is compared with the reference solutions by the second order Filbet-Jin method. Fig. 5 shows the comparison results. At time t = 0.25, the results by our method agree nicely with the reference solution, and from time t = 0.5, slight difference comes out locally, i.e. near 0.6, and spreads in the negative x direction. Of course if more sampling points and smaller time step are used, the accuracy will improve.
Numerical Test 4: The stationary shock profile problem
In this test, the stationary shock profiles of the argon gas (at 293K) at different shock Mach numbers are simulated by our new AP-DSMC. The reference solutions are computed by DSMC1S.FOR [3] . The aim of this case is to investigate the ability of simulating the real gas flows by our method. The computational domain is [−22.3, 22.3] , 3D in velocity space is considered.
The initial data
The initial data in the upstream side (x < 0) is given by where M is the Mach number and γ =
3 is the specific ratio. The data in the downstream side (x > 0) is computed by the Rankine-Hugoniot relations [3] . The boundary conditions of both sides are farfield conditions. The Mach number is set to be 1.4, 2.0, and 8.0 respectively. The time step is 1.377 × 10 −2 , N x = 300, and 50 particles per cell is given in the upstream. For DSMC results, the output results are averaged by 8 × 10 5 samples while in AP-DSMC simulations N s = 8 × 10 4 . Here, ε = 1.0 and the mean free path is λ = 1.34 × 10 −2 m. Besides, the VSS molecular model is applied and one can refer to [3] for more details.
The shock profiles
The results are normalized by the initial data as following: 8) where ζ = (ρ, u, T ) and ζ 0 = ζ (t = 0). On the other hand, one can notice that there are obvious separation of density and temperature in a shock. This is because of the finite relaxation times for momentum and energy transport [11] . From the results, it can be determined that our new method succeeds in capturing the finite relaxation times for the supersonic or hypersonic shocks.
The thickness of shock
To investigate the capability of the new method further, the experimental results is used as reference. Defining the reciprocal front width by λ δ = max
where δ is the density front width determined from the maximum of ∂ρ ∂x . Fig. 7 shows the comparisons between AP-DSMC with η = 12 and experimental data from [23] , where η is the exponent of the intermolecular force law [2] . Here t = 4 × 10 −4 , N x = 10 3 , the number of particles per cell is 50, and N s = 2.5 × 10 5 . In addition, the VHS model is employed. It can be observed that our results not only capture the correct tendency with increasing Mach number, but agree with the reference as well. This demonstrates the ability of the new method in simulating the realistic physical or engineering problems.
Numerical Test 5: The hypersonic flows past a cylinder problem
In this test, two-dimensional AP-DSMC schemes are investigated, and σ max is updated at each time step. 
The initial data
The freestream condition is
where T and T wall are the freestream gas and the wall temperature, respectively. The diffusive reflection boundary condition is applied on the wall. The velocity can be characterized by a Mach number M :
In this test, a monatomic gas is considered and γ = Here p and q w denote the pressure and heat flux on the wall, and ρ 0 and u 0 are the initial density and velocity magnitudes. The results indicate that the pressure computed by both AP-DSMC and ExpRK are consistent with DSMC's simulations, while AP-DSMC performs better in computing the peak heat transfer in this test. Since the surface information is concerned, the behavior of particles within the closest cells from the wall influences most the results, esp. heat transfer. The relaxation part in the AP-DSMC schemes (3.12) can be considered as letting particles undergo several collisions, and then conform to the Maxwellian distribution. From Fig. 9 , it can be confirmed that AP-DSMC performs appropriate collisions near wall. However, in this case, in the first cell (which is near the corner of wall at x = −0.0381), ExpRK performs additional collisions because of its larger b 2 with µ = 0.77, which causes larger number of relaxation, than AP-DSMC does, and hence fails to capture the peak heat transfer. Therefore, this test demonstrates that in the near-continuum regime, AP-DSMC performs better than ExpRK does in two-dimensional hypersonic flows simulations, and our new method is very promising in engineering applications. 
Numerical Test 6: The shock-wedge problem
In this test, two-dimensional unsteady AP-DSMC schemes are investigated, and σ max is updated at each time step.
4.6.1. The initial data Fig. 10 shows the numerical setup of this test. Here, the wedge is at 25 degree and the initial shock position is at x = 0.18. The computational domain is uniformly divided into 100 × 60 cells. 20 particles per cell are placed initially and 500 samples are averaged. The time step is 6.25 × 10 −4 . The left boundary is inlet (or farfield) boundary condition while the other three are specular reflection boundary conditions. Initially, the computational domain is divided into two: (1) phase I (ρ 1 , u 1 , p 1 ); and (2) phase II (ρ 2 , u 2 , p 2 ). Phase I is the stationary domain (ρ 1 , u 1 , p 1 ) = (1, 0, 1) while phase II is the post-shock domain. Here, the shock Mach number is 3.0, then ρ 2 /ρ 1 = 3.0 and p 2 /p 1 = 10.0 for γ = 
where a 1 = γ
is the speed of sound in phase I. Fig. 11 and Fig. 12 show the contour of density at ε = 10 −2 and ε = 10 −4 , respectively. The output time is t = 0.05, t = 0.1 and t = 0.15. Both AP-DSMC and ExpRK are tested here. From the contour, both methods capture the moving shock wave and the reflected waves. To be more specific, the profiles of density of the near wall grids are plotted in Fig. 13 . It is shown that for both ε = 10 −2 and ε = 10 −4 , the results of two methods are almost the same in accuracy. 
Unsteady flowfields

Efficiency in two-dimensional cases
Furthermore, the computational efficiency of both methods are compared here. Table 4 .2 gives the CPU time taken at ε = 10 −2 , 10 −3 , 10 −4 . It is clear that when ε diminishing, the deviations in time between ExpRK and AP-DSMC are narrowed. For the case of ε = 10 −2 , AP-DSMC only took 80% time of ExpRK, which can be attributed tō µ = 1.49.
Conclusions
In this paper we have introduced a new asymptotic preserving Monte Carlo method for the Boltzmann equation based on the successive BGK penalty methods introduced in [25] . This scheme allows time step and particle numbers independent of the Knudsen number, thus is much more efficient than the classical DSMC methods in the fluid dynamical regimes. It is also slightly more efficient that other AP-DSMC methods based on exponential Runge-Kutta methods since it puts less weight on the sampling of the local Maxwellian. We also extended it to 2D in space, and compared with the open source code DSMC1S.FOR by G.A. Bird, which demonstrates its ability of solving problems 
