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Abstract
We characterize surjectivity of convolution operators on spaces of ultradifferentiable functions
and ultradistributions of Beurling type in the spirit of Hörmander’s convexity conditions. This com-
pletes results of Bonet, Galbis, and Meise. In contrast to the classical approach our proofs only use
properties of ultradistributions and functional analytic tools.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
We investigate convolution equations for ultradistributions of Beurling type which gen-
eralize classical distributions by allowing more flexible growth conditions for the Fourier
transforms of the test functions than the Paley–Wiener weights. The fundamental work of
L. Ehrenpreis [10] and L. Hörmander [14] for the classical case inspired many authors (see,
e.g., Berenstein and Dostal [1], Chou [8], Ciora˘nescu [9], Langenbruch [16,17], Meise et
al. [18], Braun [4,5], Braun et al. [7], Momm [19], Bonet and Galbis [2], Bonet et al. [3])
to consider convolution operators in more general situations.
In this article we prove the full generalization of Hörmander’s characterization by con-
vexity conditions to the ultradistributional setting with even simpler tools than the standard
methods.
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smooth case, e.g., we can show that the convolution equation is always solvable for smooth
right-hand side if any test function and any real analytic function has an ultradistributional
solution.
More precisely, with the notations explained in Section 2 we prove for a compactly
supported ultradistribution µ ∈ E ′ω(RN) and arbitrary open sets Ω1,Ω2 ⊆ RN with Ω1 −
suppµ ⊆ Ω2 the following two main results.
Theorem A. The following are equivalent:
(1) For every u ∈ D ′ω(Ω1) there are v ∈ D ′ω(Ω2) and f ∈ Eω(Ω1) with µ ∗ v = u− f .
(2) (Ω2,Ω1) is µ-convex for singular supports, i.e.,
∀K Ω2 ∃M Ω1 ∀u ∈ E ′ω(Ω1),
µˇ ∗ u|Ω2\K ∈ Eω(Ω2 \K) implies u|Ω1\M ∈ Eω(Ω1 \ M).
Theorem B. The following are equivalent:
(1) For every f ∈ Eω(Ω1) there is g ∈ Eω(Ω2) with µ ∗ g = f .
(2) For every f ∈ Dω(Ω1)∪H(Ω+1 ) there is v ∈ D ′ω(Ω2) with µ ∗ v = f , where H(Ω+1 )
denotes the space of (restrictions to Ω1 of ) functions holomorphic on
Ω+1 =
{
x + iy ∈ CN : x ∈ Ω1, |y| < dist
(
x,Ωc1
)}
.
Combining both theorems with results of Bonet et al. [3] we obtain
Corollary. The following are equivalent:
(1) For every u ∈ D ′ω(Ω1) there is v ∈ D ′ω(Ω2) with µ ∗ v = u.
(2) (Ω2,Ω1) is µ-convex for singular supports and µ-convex for supports, i.e.,
∀K Ω2 ∃M Ω1 ∀ϕ ∈ Dω(Ω1),
supp µˇ ∗ ϕ ⊆ K implies suppϕ ⊆ M.
2. Ultradistributions and functional analytic tools
We briefly explain the setting of ultradistributions of Beurling type in the sense of Braun
et al. [6]. Throughout ω : [0,∞)→ [0,∞) denotes a continuous increasing function with
(α) ω(2t) = o(ω(t)),
(β)
∫∞
0
ω(t)
1+t2 dt < ∞,
(γ ) log(t) = o(ω(t)),
(δ) ϕ = ω ◦ exp is convex.
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Dω(K) =
{
f ∈ C∞(RN): suppf ⊆ K and
∫
RN
∣∣fˆ (x)∣∣exp(λω(x))dx < ∞ for all λ 1
}
equipped with its natural Fréchet space topology, and Dω(Ω) =⋃Dω(K), where K runs
through all compact subsets of an open set Ω ⊆ RN equipped with its natural (LF)-space
topology.
The elements of its (strong) dual D ′ω(Ω) are called ultradistributions of Beurling type.
As shown in [6] condition (β) ensures that Dω(Ω) = {0} and that there are partitions of
unity consisting of functions in Dω(Ω).
If log(t) = o(ω(t)) then ω is equivalent to the logarithm and D ′ω(Ω) = D ′(Ω) reduces
to the classical case of Schwartz distributions.
The associated local space in the sense of Hörmander [15, 10.1.19]
Eω(Ω)= Dω(Ω)loc =
{
u ∈ D ′ω(Ω): ϕu ∈ Dω(Ω) for all ϕ ∈ Dω(Ω)
}
is the space of ultradifferentiable or (ultra-)smooth functions. By [6], we have
Eω(Ω)=
{
f ∈ C∞(Ω): for all k ∈ N and K Ω,
|f |k,K = sup
α∈NN0 , x∈K
∣∣f (α)(x)∣∣exp(−kϕ∗( |α|
k
))
< ∞
}
,
where ϕ∗(s) = sup{ts − ϕ(t): t  0} denotes the Young conjugate of ϕ (which is finite,
convex, and increasing in the case of log t = o(ω(t)) and ϕ∗(s) = +∞ for s  s0 in the
classical case). Eω(Ω) endowed with the seminorms | · |k,K is a nuclear Fréchet space. Its
(strong) dual E ′ω(Ω) is equal to the space of all u ∈ D ′ω(RN) with
suppu = RN \
⋃{
A ⊆ RNopen: u(ϕ) = 0 for all ϕ ∈ Dω(A)
}
being a compact subset of Ω .
For s ∈ N0 and log t = o(ω(t)) the nuclear Fréchet space
E sω(Ω)=
{
f ∈ C∞(Ω): ∀K Ω, |f |s,K < ∞
}
is the substitute for the classical space C s (Ω) of s times continuously differentiable func-
tions (which we take as the definition for E sω(Ω) if log t = o(ω(t))). By slight abuse of
notation we denote by
E ′ kω (K) =
{
u ∈ E ′ω(Ω): suppu ⊆ K and u(ϕ) C|ϕ|k,K
for all ϕ ∈ Dω(Ω) and some constant C
}
the Banach space of ultradistributions on K with order k and by E ′ω(K) the union.
For µ ∈ E ′ω(RN) the symmetric distribution µˇ ∈ Eω(RN) is defined by µˇ(f ) =
µ(f (−·)). For open sets Ω1,Ω2 ⊆ RN with Ω1 −suppµ ⊆ Ω2 and ϕ ∈ Dω(Ω1) we define
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µ∗· :D ′ω(Ω2) → D ′ω(Ω1) as the transposed of µˇ∗· :Dω(Ω1) → Dω(Ω2). For f ∈ Eω(Ω2)
this coincides with the usual convolution µ ∗ f (x) = µ(f (x − ·)).
We will investigate the surjectivity of this operator between strong duals of inductive
limits using systematically structural results about (LF)-spaces. The following result only
states what is used in the present article, much more information can be found in [20].
Proposition 1. Let 0 → X S→ Y R→ Z → 0 be an algebraically exact sequence of (LFS)-
spaces, i.e., countable inductive limits of Fréchet–Schwartz spaces. If Y = indYn is com-
plete and Hausdorff the following conditions are equivalent:
(1) S is open onto its range.
(2) St is surjective.
(3) Z = indZn satisfies
∀n ∈ N ∃m n ∀k m ∃U ∈ U0(Zn), UZk ⊆ Zm.
(4) For each sequence (yk)k in Y for which (R(yk))k∈N is bounded in Z there are n ∈ N
and (xk)k ∈ XN with yk − S(xk) ∈ Yn.
A proof is contained in [20, pp. 110–114]. The next two results are (a weak version) of
the so-called Floret–Grothendieck factorization theorem [11] (a very simple proof can be
seen in [13]) and an abstract surjectivity criterion from [12].
Proposition 2. Let Y = indYn be a complete Hausdorff inductive limit of Banach spaces
Yn and T a continuous linear operator from a metrizable space X to Y . Then T acts
continuously from X to some Yn.
Proposition 3. Let T :X → Y a continuous linear operator between Fréchet–Schwartz
spaces with injective transpose T t such that for each U ∈ U0(X) there is V ∈ U0(Y ) with
(T t )−1(U◦) ⊆ span(V ◦). Then T is surjective.
3. Solvability modulo ultrasmooth functions
In this section we prove Theorem A, i.e., we characterize the surjectivity of the operator
T :D ′ω(Ω2)× Eω(Ω1) → D ′ω(Ω1), (u,f ) → µ ∗ u+ f,
which is the transposed of
S :Dω(Ω1) → Dω(Ω2)× E ′ω(Ω1), ϕ → (µˇ ∗ ϕ,ϕ).
We start by showing that µ is necessarily invertible (w.r.t. (Ω2,Ω1)), i.e., each u ∈
E ′ω(Ω1) with µˇ ∗ u ∈ Eω(Ω2) satisfies u ∈ Eω(Ω1).
Proposition 4. If T is surjective or (Ω2,Ω1) is µ-convex for singular supports, then µ is
invertible.
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χn = nNχ(n ·) for χ ∈ Dω(RN) with
∫
χ(x) dx = 1) we get that ImS = {(µˇ ∗ ϕ,ϕ): ϕ ∈
Dω(Ω1)} is dense in L = {(ψ,u) ∈ Dω(Ω2)×E ′ω(Ω1): µˇ ∗u = ψ}. If T is surjective then
ImS is closed in Dω(Ω2)× E ′ω(Ω1) which implies S = L and hence invertibility.
Applying convexity for singular supports to K = ∅ ⊆ Ω2 we get M ⊆ Ω1 compact such
that each u ∈ E ′ω(Ω1) with µˇ ∗ u smooth is itself smooth outside M .
Assume that there is v ∈ E ′ω(Ω1) such that µˇ∗ v ∈ Eω(Ω2) but v /∈ Eω(Ω1). Let S ⊂ Ω1
be the smallest compact set such that v|Ω1\S is smooth. There is ψ ∈ Dω(Ω1) identically 1
in a neighbourhood of S such that
suppψ ⊆
{
x ∈ Ω1: dist(x, S) < 12 dist
(
M,Ωc1
)}
.
Then µˇ ∗ (ψv) = µˇ ∗ v + µˇ ∗ ((ψ − 1)v) ∈ Eω(Ω2) (since each summand is smooth)
and if u = (ψv) ∗ δz is any translate such that suppu ⊆ Ω1 we still have µˇ ∗ u ∈ Eω(Ω2)
hence u is smooth outside M . But u is singular on S + z which intersects Ω1 \ M for
appropriate z, a contradiction. 
We will need more quantitative formulations of invertibility:
Proposition 5. The following are equivalent:
(1) µ is invertible.
(2) ∀M Ω1, s ∈ N0 ∃r ∈ N such that for u ∈ E ′ω(M),
µˇ ∗ u ∈ E rω(Ω2) implies u ∈ E sω(Ω1).
(3) ∀M Ω1, k ∈ N ∃ ∈ N such that for u ∈ E ′ω(M),
µˇ ∗ u ∈ E ′ kω (M + supp µˇ) implies u ∈ E ′ ω (M).
Proof. Assume that µ is invertible. For a compact set M ⊂ Ω1 and k ∈ N the space {u ∈
E ′ kω (M): µˇ ∗ u ∈ Eω(Ω2)} is Fréchet and coincides algebraically (hence topologically by
the closed graph theorem) with Dω(M). We thus get
∀M Ω1, k, s ∈ N ∃r,C ∈ N ∀ϕ ∈ Dω(M),
|ϕ|s,M  C
(|ϕ|∗k,M + |µˇ ∗ ϕ|r,M+supp µˇ), (1)
where |u|∗k,M = sup{|u(ψ)|: |ψ|k,M  1} denotes the dual norm on E ′ kω (M).
We claim that this implies
∀M Ω1, k, s ∈ N ∃r ∈ N ∀u ∈ E ′ kω (M),
µˇ ∗ u ∈ E rω(Ω2) implies u ∈ E sω(Ω1). (2)
Given M,k, s we take a compact set M1 ⊆ Ω1 with M ⊂ ˚M1. Since Dω(M1) is Fréchet–
Schwartz we find s1 > s such that the unit ball Us1,M1 = {ϕ ∈ Dω(M1): |ϕ|s1,M1  1}
satisfies Us1,M1E
′
ω(Ω1) ⊆ E sω(Ω1).
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C|v|∗k,M for all v ∈ E ′ kω (M) and each n large enough. Applying (1) to M1, k1, s1 we get
r1 ∈ N and C1 > 0.
Since (χn)n∈N is equicontinuous there are r  r1 and S > 0 with
|f ∗ χn|r1,M1+supp µˇ  S|f |r,M+supp µˇ
for all f ∈ E rω(Ω2) with suppf ⊆ M + supp µˇ.
For u ∈ E ′ kω (M) with µˇ ∗ u ∈ E rω(Ω2) and all n large enough we obtain
|u ∗ χn|s1,M1 C1
(|u ∗ χn|∗k1,M1 + |µˇ ∗ u ∗ χn|r1,M1+supp µˇ)
C1C|u|∗k,M + C1S|µˇ ∗ u|r,M+suppµˇ.
Hence u ∗ χn ∈ C2Us1,M1 for some constant C2 > 0 and since u ∗ χn converges to u in
E ′ω(Ω1) we conclude u ∈ E sω(Ω1). This proves (2).
We now show that the map
S :Dω(M) → Y = Dω(M + supp µˇ)× E ′ω(M), ϕ → (µˇ ∗ ϕ,ϕ)
is open onto its range. To use the equivalence of (1) and (3) in Proposition 1 we define
R :Y → E ′ω(M + supp µˇ) by R(ψ,u) = µˇ ∗ u− ψ and endow Z = ImS with the quotient
(LF)-spaces topology. Then KerR = ImS since µ is invertible.
With Yn = Dω(M + supp µˇ) × E ′nω (M) and Zn = R(Yn) endowed with the quotient
Fréchet topology we check that for every k > n there is a 0-neighbourhood U in Yn with
R(U)Zk ⊆ Zn.
According to M,k and s = 0 we get some r ∈ N as in (2). Using once more that
Dω(M + supp µˇ) is Fréchet–Schwartz we find a 0-neighbourhood V in Dω(M + supp µˇ)
with V E ′ω(M+supp µˇ) ⊆ E rω(Ω2) and define U = V × Bn,M , where Bn,M denotes the closed
unit ball in E ′nω (M). Since Bn,M is compact in E ′ω(M) we obtain
R(U)E
′
ω(M+supp µˇ) ⊆ µˇ ∗ Bn,M − V ⊆ µˇ ∗Bn,M + E rω(Ω2).
For every v ∈ R(U)Zk ⊆ R(U)E ′ω(M+supp µˇ) ∩R(Yk) we therefore have two representations
v = µˇ ∗ u+ f with u ∈ Bn,M and f ∈ E rω(Ω2)
and
v = µˇ ∗ w + ϕ with w ∈ E ′ kω (M) and ϕ ∈ Dω(M + supp µˇ).
This yields µˇ ∗ (u − w) = f − ϕ ∈ E rω(Ω2) which implies u − w ∈ E 0ω(Ω1) by (2), and
we clearly have supp(u − w) ⊆ M . Hence we conclude w = u − (u − w) ∈ E ′nω (M) and
v ∈ R(Yn).
By Proposition 1 we proved that S is open onto its range or, equivalently, that for every
s ∈ N there are a continuous seminorm p on E ′ω(M), r ∈ N, and C > 0 with
|u|s,M  C
(
p(u)+ |µˇ ∗ u|r,M+supp µˇ
)
for all u ∈ E ′ω(M) with µˇ ∗ u ∈ Eω(Ω2) (remember that then u is smooth by invertibility).
Using the same regularization procedure as in the proof of (2) above this implies the
second assertion of the proposition.
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smoothing technique of R.W. Braun [4]. He proved that for every r, k ∈ N there is an elliptic
ultradifferential operator G(D) with fundamental solution E such that v ∗E ∈ E rω(RN) for
every v ∈ E ′ kω (RN). Since G(D) is elliptic v ∗ E is smooth wherever v is smooth (G(D)
replaces appropriate powers of the Laplacian in the classical case log t = o(ω(t))).
Given M ⊂ Ω1 compact and k ∈ N we choose M2 ⊂ Ω1 compact with M ⊂ ˚M2 and
according to s = 0 and M2 some r ∈ N satisfying the second assertion.
Next we take G(D) and E as above (according to r and k). G(D) maps E ′0ω (M2) to
some E ′ ω (M2) and we claim that the third assertion holds for this  ∈ N.
We take u ∈ E ′ω(M) with µˇ ∗ u ∈ E ′ kω (M + supp µˇ). Then µˇ ∗ u ∗ E ∈ E rω(RN). If
ψ ∈ Dω(M2) is identically 1 on a neighbourhood of M we conclude
µˇ ∗ ((u ∗ E)ψ)= µˇ ∗ u ∗E − µˇ ∗ ((u ∗E)(1 − ψ)) ∈ E rω(RN)
and obtain (u ∗E)ψ ∈ E ′0ω (Ω1). This implies
u = G(D)(u ∗E) = G(D)((u ∗E)ψ)−G(D)((u ∗E)(1 − ψ)) ∈ E ′ ω (M).
The first assertion follows from the third one by applying again the ultradifferential
operators of Braun. 
Now we come to the proof of Theorem A. We first show
Sufficiency of the convexity condition
We will use the equivalence of (2) and (3) in Proposition 1 applied to S :Dω(Ω1) →
Dω(Ω2) × E ′ω(Ω1), S(ϕ) = (µˇ ∗ ϕ,ϕ), R :Dω(Ω2) × E ′ω(Ω1) → E ′ω(Ω2), R(ψ,u) =
µˇ ∗ u− ψ , and Z = ImR similar as in the proof of Proposition 5.
With Y = indYn and Yn = Dω(Kn) × E ′nω (Mn) (where (Kn)n and (Mn)n are compact
exhaustions of Ω2 and Ω1, respectively, such that Mn + supp µˇ ⊆ Kn) and Zn = R(Yn) we
have to show
∀n ∈ N ∃m n ∀k m ∃U ∈ U0(Yn), R(U)Zk ⊆ Zm+1.
From convexity for singular supports we obtain for fixed n ∈ N some m  n such that
µˇ ∗ u|Ω2\Kn ∈ Eω(Ω2 \Kn) implies u|Ω1\Mm ∈ Eω(Ω1 \Mm) for every u ∈ E ′ω(Ω1).
For k m there is, according to Propositions 4 and 5, r ∈ N such that µˇ ∗ u ∈ E rω(Ω2)
implies u ∈ E 0ω(Ω1) for each u ∈ E ′ω(Mk). We now choose t  r such that the ball Bn,t =
{f ∈ Dω(Kn): |f |t,Kn  1} is relatively compact in E rω(Ω2) and define
U = Bn,t ×
{
u ∈ E ′nω (Mn): |u|∗n,Mn  1
}
.
By the same argument as in the proof of Proposition 5 we obtain for v ∈ R(U)Zk the
representations
v = µˇ ∗ u+ f, where u ∈ E ′nω (Mn) and f ∈ E rω(Ω2) with suppf ⊆ Kn,
and
v = µˇ ∗ w + ϕ, where w ∈ E ′ kω (Mk) and ϕ ∈ Dω(Kk).
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smooth outside Kn and therefore u − w is smooth outside Mm. We take ψ ∈ Dω(Mm+1)
identically 1 on a neighbourhood of Mm and thus obtain
v = ϕ + µˇ ∗ ((1 − ψ)(w − u))+ µˇ ∗ v˜,
where v˜ := ψ(w − u) + u ∈ E ′nω (Mm+1) and g := ϕ + µˇ ∗ ((1 − ψ)(w − u)) ∈ Dω(Ω2)
has support in Km+1 since g = v − µ ∗ v˜. Therefore,
v = µˇ ∗ v˜ + g ∈ Zm+1 as required.
We finish this section with the proof of the
Necessity of the convexity condition
We will now apply the equivalence of conditions (2) and (4) in Proposition 1 to the same
exact sequence 0 → Dω(Ω1) S→ Y R→ Z → 0 as above.
We assume that there are K ⊂ Ω2 compact and a sequence (uk)k∈N in E ′ω(Ω1) with
µˇ ∗ uk smooth outside K but uk|Ω1\Mk /∈ Eω(Ω1 \Mk).
By forming convolutions with fundamental solutions Ek of appropriate elliptic ul-
tradifferential operators Qk(D) à la Braun, multiplying with cut-off functions ψk , and
multiplying with positive constants we may assume uk ∈ E kω(Ω1), µˇ ∗ uk ∈ E kω(Ω2) and
µˇ∗uk → 0 for k → ∞ in E mω (Ω2) for each fixed m ∈ N. We take χ ∈ Dω(Ω2) identically 1
on a neighbourhood of K and set ϕk = (χ − 1)µˇ ∗ uk ∈ Dω(Ω2).
To show that R(ϕk,uk) is bounded in Z = R(Y ) we only have to prove weak bound-
edness, i.e., that for every (w,f ) ∈ Z′ = KerSt (which means that w ∈ Dω(Ω2) satisfies
µ ∗w = f ∈ Eω(Ω1)) the sequence
ck = 〈w,ϕk〉 + 〈f,uk〉 is bounded.
We take an approximate identity ej ∈ D ′ω(RN) and get that χ(w ∗ ej ) converges to χw
in some E ′ ω (suppχ) and hence in the strong dual of some E mω (Ω2). For k  m we then
obtain
ck = lim
j→∞〈w ∗ ej , ϕk〉 + 〈f ∗ ej , uk〉
= lim
j→∞
〈
w ∗ ej , (χ − 1)µˇ ∗ uk
〉+ 〈µ ∗ w ∗ ej , uk〉
= lim
j→∞
〈
w ∗ ej , (χ − 1)µˇ ∗ uk
〉+ 〈w ∗ ej , µˇ ∗ uk〉
= lim
j→∞
〈
w ∗ ej ,χ(µˇ ∗ uk)
〉= lim
j→∞
〈
χ(w ∗ ej ), µˇ ∗ uk
〉
= 〈χw, µˇ ∗ uk〉
and this tends to 0 for k → ∞ since µˇ ∗uk → 0 in E mω (Ω2). Now, Proposition 1 yields the
existence of ψk ∈ Dω(Ω1) and n ∈ N such that
(ϕk, uk)− S(ψk) = (ϕk − µˇ ∗ψk,uk − ψk) ∈ Yn = Dω(Kn)× E ′nω (Mn)
which gives uk|Ω1\Mn = (uk−ψk+ψk)|Ω1\Mn = ψk |Ω1\Mn ∈ Eω(Ω1\Mn) for every k ∈ N
contradicting the choice of uk .
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In this section we extend and give new proofs for results of Bonet et al. [3] and Langen-
bruch [17] about the surjectivity of µ∗ · considered as an operator Eω(Ω2) → Eω(Ω1). We
start by showing that invertibility is still necessary for surjectivity.
Proposition 6. Dω(Ω1) ⊆ µ ∗ D ′ω(Ω2) implies that µ is invertible.
Proof. For M ⊂ Ω1 compact we endow X := Dω(M) with the locally convex topology
given by the seminorms ‖ψ‖r := |µˇ ∗ ψ|r,M+supp µˇ. We check that the inclusion X ↪→
E ′ω(M) is weakly continuous (since X is metrizable this is equivalent to continuity). We fix
f ∈ Eω(Ω1) and choose χ ∈ Dω(Ω1) identically 1 on a neighbourhood of M . Then there
is w ∈ D ′ω(Ω2) with µ ∗ w = χf . If w is continuous on Dω(M + supp µˇ) with respect to
| · |r,M+supp µˇ we obtain for ψ ∈ Dω(M),∣∣〈f,ψ〉∣∣= ∣∣〈f χ,ψ〉∣∣= ∣∣〈µ ∗w,ψ〉∣∣ = ∣∣〈w, µˇ ∗ψ〉∣∣ C|µˇ ∗ψ|r,M+supp µˇ
= C‖ψ‖r
for some constant C independent of ψ . Applying the Floret–Grothendieck factorization
from Proposition 2 we get a continuous inclusion X ↪→ E ′mω (M) for some m ∈ N and
therefore there are r ∈ N and C > 0 with |ψ|∗m,M  C|µˇ∗ψ|r,M+supp µˇ for all ψ ∈ Dω(M).
Using an approximate identity we infer
∀M Ω1 ∃m,r ∈ N ∀u ∈ E ′ω(M),
µˇ ∗ u ∈ E rω(Ω2) implies u ∈ E ′mω (M).
Then we use again Braun’s ultradifferential operators to obtain condition (2) of Propo-
sition 5. 
To formulate the main result of this section we call an open neighbourhood Ω∗ ⊆ CN
of Ω ⊆ RN ω-admissible if for every 0-neighbourhoodU in the space H(Ω∗) of holomor-
phic functions on Ω∗ there is a compact set M ⊂ Ω such that Dω(Ω \ M) ⊆ UEω(Ω) (or,
more precisely, Dω(Ω \ M) ⊆ r(U), where r(f ) = f |Ω ).
The main example for admissible sets is due to Langenbruch [17]:
Proposition 7. For every open set Ω ⊆ RN ,
Ω+ := {x + iy ∈ CN : x ∈ Ω, |y| < dist(x,Ωc)}
is ω-admissible.
Proof. It is enough to consider U = {f ∈ H(Ω+): supz∈S |f (z)| 1} with S = {x + iy:
x ∈ M0, |y| (1 − ε0)dist(x,Mc0)} for a compact set M0 ⊂ Ω1 and ε0 > 0.
We set M = {x ∈ Ω : dist(x,M0) ε} with ε > 0 small enough. The idea is to regularize
with the Gauß kernel χ(z) = (2π)−N/2 exp(−〈z, z〉/2), i.e., to form convolutions with
χn(z) = nNχ(nz) defined for z ∈ CN . For every ϕ ∈ Dω(Ω \M) we then have χn ∗ϕ → 0
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(which also holds for χn ∗ ϕ with the same proof) we obtain for every r ∈ N,
|χn ∗ ϕ − ϕ|r,RN 
∫
RN
∣∣(χˆn(x)− 1)∣∣∣∣ϕˆ(x)∣∣exp(rw(x))dx → 0 for n → ∞
by Lebesgue’s theorem of dominated convergence. 
Proposition 8. Suppose that Ω∗1 is ω-admissible for Ω1 and H(Ω∗1 ) ⊆ µˇ ∗D ′ω(Ω2). Then
(Ω2,Ω1) is µ-convex for supports.
Proof. Let K ⊂ Ω2 be compact and let
X := {ψ ∈ Dω(Ω1): supp µˇ ∗ ψ ⊆ K}
be endowed with the locally convex topology given by the seminorms ‖ψ‖k = |µˇ ∗ψ|k,K .
We define T :X → H(Ω∗1 )′ by T (ψ)(f ) :=
∫
Ω1
ψ(x)f (x) dx , where H(Ω∗1 )′ endowed
with the strong dual topology is a complete (LB)-space. T is weakly continuous since
H(Ω∗1 ) ⊆ µˇ ∗ D ′ω(Ω2). Applying again the Floret–Grothendieck factorization we find a
0-neighbourhood U in H(Ω∗1 ) such that T :X → span(U◦) (endowed with norm hav-
ing the polar U◦ as its unit ball) is continuous. Now we choose M ⊂ Ω1 compact with
Dω(Ω1 \ M) ⊆ UEω(Ω1).
We claim that for every ψ ∈ Dω(Ω1) with supp µˇ ∗ ψ ⊆ K already suppψ ⊆ M holds.
For such ψ and ε > 0 we decompose ψ = ψ1 + ψ2 with suppψ1 ⊆ Ω1 \ M , suppψ2 ⊆
{x ∈ Ω1: dist(x,M)< ε}, and
∫
Ω1
|ψ1(x)ψ2(x)|dx < ε.
From Dω(Ω1 \M) ⊆ UEω(Ω1) we get a sequence fn ∈ 1nU converging to the conjugate
ψ1 of ψ1 uniformly on suppψ . Then∫
Ω1
∣∣ψ1(x)∣∣2 dx = lim
n→∞
∫
Ω1
ψ(x)fn(x) dx −
∫
Ω1
ψ2(x)ψ1(x) dx
 lim
n→∞T (ψ)(fn)+ ε = ε.
Since ε > 0 was arbitrary we conclude suppψ ⊆ M . 
The equivalence of conditions (1), (2), and (4) in the theorem below was proved with
complex analytic methods by Bonet et al. in [3]. A weaker version of condition (3) where
solvability in D ′ω(Ω2) is replaced by solvability in Eω(Ω2) was proved by Langenbruch
[17].
Theorem 9. The following conditions are equivalent:
(1) For every f ∈ Eω(Ω1) there is g ∈ Eω(Ω2) with µ ∗ g = f .
(2) Eω(Ω1) ⊆ µ ∗D ′ω(Ω2).
(3) H(Ω∗1 ) ∪Dω(Ω1) ⊆ µ ∗D ′ω(Ω2) for some ω-admissible set Ω∗1 .
(4) (Ω2,Ω1) is µ-convex for supports and µ is invertible.
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yield that (3) implies (4). We will derive (1) from (4) with the aid of Proposition 3 applied
to T = µ ∗ · :Eω(Ω2) → Eω(Ω1). Let us first note that T t = µˇ ∗ · is injective. Indeed,
applying convexity for supports to K = ∅ we obtain that suppu ⊆ M for some compact
set M ⊂ Ω1 and all u ∈ E ′ω(Ω1) with µˇ ∗ u = 0. Using translations one could easily move
∅ = suppu to the boundary of Ω1, hence outside M . This gives u = 0 whenever µˇ ∗u = 0.
In our case the condition
∀U ∈ U0(X) ∃V ∈ U0(Y ), (T t )−1(U◦) ⊆ span(V ◦)
of Proposition 3 reads as follows:
∀K Ω2, k ∈ N ∃M Ω1,  ∈ N such that
µˇ ∗ u ∈ E ′ kω (K) implies u ∈ E ′ ω (M) for all u ∈ E ′ω(Ω1).
But this is easily checked choosing M according to K from convexity for supports and
then  according to M and k from the third condition of Proposition 5. 
Remark. Using techniques from complex analysis Bonet et al. [3] proved that the equiv-
alence of (1), (2), and (4) holds if invertibility is replaced by a growth condition on the
Fourier transform of µ (called ω-slowly decreasing).
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