Abstract. This note presents a simple approach toward interaction estimates of elementary waves for hyperbolic conservation laws. The new approach uses neither the Taylor expansion nor induction. The same technique is used to simplify the di erent interaction estimates in studying nonhomogeneous systems and initial-boundary value problems with Glimm's scheme.
Interaction Estimates
This short note presents a simple approach to discuss interaction estimates of elementary waves for hyperbolic conservation laws u t + f(u) x = 0;
x 2 R; t > 0;
(1.1) where u; f 2 R N . This system is assumed to be strictly hyperbolic and genuinely nonlinear in each characteristic eld (see 4] ). The following arguments also apply to systems with linearly degenerate characteristic elds. In the profound paper 3], Glimm established global existence of weak solutions to initial value problems of (1.1), provided that the total variation of initial data is su ciently small. The smallness of initial data depends essentially on two quantities, one is from the solvability condition of Riemann problems for (1.1) and another is the constant in the interaction estimate.
In order to formulate the interaction problem, we de ne a transformation
where T (u l ; ) is the state u N which is connected to u l (= u 0 ) on the right by the elementary wave curves of (1.1). More precisely, u k = T (k) k u k?1 and the one-parameter transformation T (k) u k?1 describes the composite k-shock/rarefaction wave curve through u k?1 , k = 1; 2; ; N. It is usually assumed that T (k) u k?1 is a state connected to u k?1 on the right by a k-rarefaction (k-shock) wave if 0 ( < 0). See 5] for these terminology.
In 4], Lax proved that if u l is close to u r , then there is a unique 2 R N such that u r = T (u l ; ). That is, the Riemann problem of (1.1) with initial data u 0 (x) = ( u l ; x < 0 u r ; x > 0 is uniquely solvable. Now let u l , u m and u r be three states close to each other. Then there are unique ; 2 R N such that u m = T (u l ; ) and u r = T (u m ; ).
The interaction problem can be described as nding a little bit precise dependence relation of on and . Since T (u l ; ) = T (T (u l ; ) In order to study other complex cases, we recall that (u l ; ; ) is a C 2 -function of its arguments and su ciently smooth in each quadrant of ( ; )-space. We also need the following fact T (u l ; 0) = R(u l ) (r 1 ; r 2 ; ; r N ); (1.3) where r i is the i-th right eigenvector of the Jacobian of f. These facts are shown in 4] and 5].
In addition, we need the following two identities: where ij ( ; ) = i j (u l ; 1 ; 2 ; ; i?1 ; i ; 0; ; 0; j ; j+1 ; ; N ).
The relation in (1.6) already implies Glimm's estimate. In fact, if i < j or if i = j and minf i ; i g 0, then ij ( ; ) = 0 due to (1.2).
Next, we calculate i j (u l ; 0; 0)(1 j i N). From T (u l ; ) = T (T(u l ; ); ), (1.2) and (1.3), we deduce that T (u l ; ) j (u l ; ; 0) = r j (T(u l ; )). Moreover, using j (u l ; 0; 0) = e j due to (1.2) we get that T i (u l ; 0)e j + T (u l ; 0) j i (u l ; 0; 0) = R i r j (u l ): On the other hand, since T i (u l ; 0) = (R 1 r i ; R 2 r i ; ; R i r i ; R i r i+1 ; ; R i r N ), we have and, by using (1.6), hence the proof is complete. 2. Nonhomogeneous Systems In studying nonhomogeneous systems with the fractional step Glimm scheme, we face to solve , in terms of , and t, from the following relation (see, e.g. 
(S(u; t); ) = S(T (u; ); t): (2.2)
This is a commute problem of operators. It is worthwhile to point out that S( ; t) is an operator entirely similar to T (k) . Moreover, in the cases of rarefaction waves or contact discontinuities, T (k) u solves exactly the problem in (2.1) with the k-th eigenvector r k (u) replacing s(v) there.
As in the previous section, we write = (u; ; t) due to the relation in (2.2). Since S(u; 0) = u and T (u; 0) = u, it immediately follows from the unique solvability of Riemann problems that (u; ; 0) = ; (u; 0; t) = 0: (2.3) Consequently, we use the identity in (1.5) to obtain (u; ; t) = + t where R s = s(u) r u .
We refer to R ?1 (u)s u (u)R(u)?R ?1 (u)R s R(u) as the growth matrix for the corresponding nonhomogeneous system. The matrix R ?1 (u)R s R(u) characterizes the interaction of source terms and ux terms.
Initial-Boundary Value Problems
In this section, we consider initial-boundary value problems for systems of hyperbolic conservation laws, that is, (1.1) in x < 0 with boundary conditions posed at x = 0 B(u; t) = 0; (3.1) where B(u; t) takes values in R and is the number of negative eigenvalues of f u (u).
We do not assume that the boundary is non-characteristic. Lemma 3.1. Let (u; t) satisfy det B u (u; t)(r 1 ; r 2 ; ; r )(u) 6 = 0:
Then there exists (u; t) > 0 such that for each 2 R with j j (u; t), there is a unique = ( ^ ; Then F (u; t; 0; 0) = 0. Moreover, F^ (u; t; 0; 0) = B u (u; t)(r 1 ; r 2 ; ; r )(u) is invertible due to (3.2). By applying the implicit function theorem to F (u; t;^ ; ) at (^ ; ) = 0 for xed (u; t), we deduce that there exists = (u; t) > 0 such that for each with j j (u; t), there is a unique^ =^ (u; t; ), with j^ j su ciently small, such that F (u; t;^ ; ) = 0: Namely, B(T (u; ); t) = B(u; t) ? :
This completes the proof.
If (u; t) satis es jB(u; t)j (u; t) as well as the relation in (3.2), then by taking = B(u; t) in the above lemma, we have Corollary 3.2. Let (u; t) satisfy the relation in (3.2) and jB(u; t)j (u; t). Then there is a unique = ( ^ ; N? 0 ), with j^ j su ciently small, satisfying B(T (u; ); t) = 0.
Having this corollary, we turn to consider the boundary Riemann problem, that is, solving the system (1.1) under the boundary condition (3.1) and the initial condition u(x; 0) = u l (a constant state) for x < 0. The above corollary claims that if jB(u l ; t)j (u l ; t) and (3.2) holds for u = u l , then the boundary Riemann problem has a unique solution consisting of + 1 constant states u 0 = u l ; u 1 = T (1) 1 u 0 ; u 2 = T (2) 2 u 1 ; ; u = T ( ) u ?1 ; so that u j is connected to u j?1 on the right by a j-elementary wave (j = 1; 2; ; ).
In studying initial-boundary value problems, we have to deal with interaction problems of elementary waves near the boundary (see 2]). Such problems can be described as solving , in terms of ; and u, from B(T (u; ); t) = 0 = B(T (T(u; ); );t 0 ):
Here 0 s and 0 s last (N ? ) components vanish, and so do 0 s rst components. We point out the following fact. For simplicity, we denote^ by and assume that B does not depend on t later on. For proving the expansion, we use the uniqueness in Lemma 3.1 to obtain (u; 0; ) = . Thus, it follows from the identity in ( 
