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Abstract During the spring-to-summer transition, the snow cover on Arctic sea ice melts and meltwater
pools on the surface to form melt ponds; however, the timing and extent of the ponding vary between
years. In Dease Strait (Nunavut), this transition was particularly dramatic in 2014 when on 18 June meltwater
had ﬂooded >95% of the surface. In this study, continuous surface energy balance measurements
throughout the transition highlight how the timing of transient weather events inﬂuenced seasonal shifts in
distinct ice melt stages. The keys to the extensive ﬂooding were (1) the level ice cover, (2) a strong
low-pressure system on 24 May that deposited ~10 cm of snow, and (3) freeze-thaw cycling and a subsequent
return to subzero air temperatures on 30 May that led to superimposed and interposed ice formation. Without
these, melt ponds would have likely developed within days from an initial melt onset on 28 May. After a
2-week delay, snow-melt resumed and lead to near-complete ﬂooding of the surface for 4 days. The albedo of
the ﬂooded ice remained high (0.35–0.40), as a result of the bubble-laden superimposed ice layer. Once
this layer eroded, the albedo over melt ponds decreased to a more typical level (~0.20). Our observations
suggest that the formation of superimposed and interposed ice prevented the vertical drainage of meltwater
to the ocean. Future challenges remain to measure the presence of these layers and understand their
effect on sea ice permeability and pond evolution, while sea ice temperatures are near the melting point.
Plain Language Summary Melt ponds form on Arctic sea ice during the summer melt season, but
the timing of their formation and extent varies from year to year. In June 2014 in Dease Strait (Nunavut), melt
pond formation occurred later than usual and then caused near complete ﬂooding of the ice surface. We
conducted continuous surface energy balance measurements during this period. We observed a link
between the occurrence of weather events, such as low-pressure systems, and changes to the sea ice melt
progression. The extensive ﬂooding of the ice surface with meltwater could be explained by (1) the ﬂat ice
cover, (2) the deposition of 10 cm of new snow and period of warm air temperatures associated with a
southerly low-pressure system, and (3) a return to freezing conditions that led to widespread refreezing of
snowmeltwater s into ice layers at the sea ice-snow interface (superimposed ice) and within the upper part of
the sea ice cover (interposed ice). This refrozen ice reduced the permeability of the ice cover and helped
maintain melt ponds on the surface for longer. They also increased the albedo of the snow-free sea ice
surface thereby playing a role in slowing the melt progression further.
1. Introduction
Impacts of global climate change are pronounced in the narrow waterways of the Canadian Arctic
Archipelago (CAA), where feedback associated with the proximity of sea ice to land and the melt-growth
cycle of sea ice are especially enhanced (e.g., Flato & Brown, 1996; Melling, 2002). This includes a reduction
in the duration of the ice-covered season in the CAA, associated with trends toward earlier melt onset in
spring-summer and later ice cover formation in fall (Galley et al., 2012; Stroeve et al., 2014). The waterways
of the CAA are fully ice-covered for more than half of the year (Galley et al., 2012). Sea ice thus plays a key
role in the CAA environment by regulating the exchange of momentum, heat, and gases between the
atmosphere and the ocean; by limiting wind-driven mixing and waves; and by reducing light levels in the
underlying water column. It provides a habitat for organisms from primary producers (Horner et al., 1992;
Leu et al., 2015) to high trophic levels, such as ringed seals and polar bears. Its presence provides an essential
platform for subsistence hunting by Inuit (e.g., Laidler et al., 2008) and is an important consideration in ever
expanding travel through the Northwest Passage.
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During the initial period of ice formation in the CAA, the thin ice cover is easily broken up by wind and waves
into ice ﬂoes that may undergo ridging and rafting at their boundaries. Later, during calm and cold periods,
the drifting ice ﬂoes consolidate into a solid immobile ice cover anchored to the coastline, termed landfast
sea ice. The surface roughness elements created during early formation are important as they inﬂuence
how snow is distributed on the ice (Iacozza & Barber, 2001). In turn, the snow cover exerts a signiﬁcant control
on the energy budget by effectively insulating the underlying sea ice from atmospheric temperatures
(restricting ice growth in winter and ice melt in summer) and by increasing the surface albedo to >0.8
(Male & Granger, 1981; Nicolaus et al., 2003). Furthermore, recent work shows that the surface roughness
of snow-covered landfast sea ice inﬂuences the spatial coverage of melt ponds formed during the summer
melt period, which inﬂuences the timing of ice breakup (Landy et al., 2014, 2015).
During the winter to spring transition, the change from a negative (loss) to an increasingly positive (gain) in
the sea ice energy budget leads to notable changes in the properties and physical state of the ice and
overlying snow (Perovich et al., 2003; Persson, 2012). These changes have guided previous studies to identify
distinct melt stages of the ice cover surface, which include premelt, melting snow, meltwater ﬂooding, melt
pond formation, and melt pond evolution (i.e., Eicken et al., 2002; Perovich et al., 2002; Persson, 2012). Inuit
traditional knowledge has a deep understanding of these processes and melt stages, with well-developed
terminology for communicating it in the Inuit language (Laidler et al., 2008). Variability in radiation forcing
largely impacts the timing of transitions between melt stages of the ice cover (Mortin et al., 2016). This
radiation forcing is affected by the presence of clouds, which can prompt warming or cooling of the surface
(Intrieri et al., 2002). During premelt, a dry snowpack warms toward the freezing point, usually as a result of
weather systems that reduce longwave losses (Else et al., 2014), increase in the down-directed turbulent heat
ﬂuxes, seasonal increases of incoming solar radiation, and/or a combination of these. However, the solar
radiation may have a limited impact due to the high albedo of the snow at the premelt stage (Else et al.,
2014). Melt onset is marked by melting of the surface snow and by a continuous increase in energy available
within the snow cover, prompting further physical changes in the snowpack (Perovich et al., 2002). These
changes include warm-process metamorphism (Colbeck, 1982), melting and refreezing (freeze-thaw cycle),
thinning of the snow layer, and subsurface water saturation (Granskog et al., 2006; Haas et al., 2002). They
directly feedback on the surface energy budget by decreasing the surface albedo and increasing absorption
of solar radiation (Papakyriakou, 1999; Perovich et al., 2002). As the snow temperature reaches the melting
point, diurnal freeze-thaw cycling becomes an important control of ice surface properties with melting
occurring predominately during the day and refreezing of snow meltwater during the night (e.g., Ehn
et al., 2006). Nicolaus et al. (2003) identiﬁed isothermal snow at the end of the diurnal freeze-thaw cycle as
a melt onset marker condition.
The progression from melting snow to melt pond formation is closely linked to an increase in the energy
available to the snowpack and a drop in the snow albedo (Perovich et al., 2002). The decrease in albedo leads
to a positive albedo feedback by increasing the amount of energy available to melt snow and sea ice.
Development of an impermeable layer at the snow/ice interface, known as superimposed ice, occurs as a
result of meltwater percolation and refreezing when in contact with the colder ice surface (Kawamura
et al., 2004; Koerner, 1970). Additional percolation and refreezing of meltwater can occur in the sea ice
subsurface, which clogs sea ice channels and pockets to form interposed ice (Polashenski et al., 2017).
These processes of refreezing meltwater have recently received scientiﬁc attention as they hinder meltwater
from inﬁltrating into the underlying sea ice and thereby control the pooling and expansion of meltwater
ponds over the surface (Polashenski et al., 2012, 2017). As the season advances, the capacity of the ice to
retain meltwater on the surface will be controlled by the thawing of the impermeable layers (superimposed
and interposed ice), the permeability of the underlying sea ice, and the development of macroscopic outﬂow
pathways such as enlarged brine channels, cracks, and seal breathing holes (Eicken et al., 2002; Polashenski
et al., 2012).
Of particular interest is the prediction of the timing of transition between stages in the melt progression
identiﬁed above (Else et al., 2014; Nicolaus et al., 2003), their year-to-year variability, and how such transitions
correlate with changes in the surface energy budget and the weather conditions that determine it. These
transitions between melt stages are of importance as they inﬂuence the duration and intensity of sea ice
growth and melt. These transitions, for both multiyear and seasonal sea ice covers, typically follow an
irreversible seasonal progression (e.g., Else et al., 2014). It is important to understand the role of energy
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budget components in promoting melt, the formation and deterioration of impermeable ice layers, and in
particular the impact of their spatiotemporal variability and response to transient weather systems.
Low-pressure weather systems can have a signiﬁcant impact on the melt progression: for example, Else
et al. (2014) showed that a single weather event (a 5-day cyclone) conveyed enough energy to accelerate
snowpack warming and melt onset. It also stands to reason that certain transient weather events, and
reversals in weather conditions, could slow down or reverse the progression of melt (e.g., Perovich et al.,
2017). In a recent study by Perovich et al. (2017) the reversal of the seasonal melt progression was caused
by a snowfall associated with a low-pressure weather system.
In this study we provide an example of a reversal in the ice surface melt progression linked to transient
weather events. We present a time series of the full surface energy budget of the landfast sea ice cover in
Dease Strait, Nunavut (Canada), over the spring to summer transition in 2014 during which the melting of
snow and surface sea ice was interrupted by about 3 weeks and then commenced in dramatic fashion to
brieﬂy ﬂood >95% of the surface. Captured in the time series is the impact of transient high- and
low-pressure weather events on the energy budget and melt progression. In section 3, we present our
observations of surface meteorology, snow and ice conditions, the conductive heat ﬂux, and the surface
energy ﬂuxes. In section 4, the melt season stages are determined and their transitions are discussed,
including the impacts of transient weather events and the formation of superimposed and interposed ice.
The conclusions of the study are presented in section 5.
2. Materials and Methods
2.1. Study Area
The ﬁeld observations (from 7 May to 26 June 2014) in Dease Strait (CAA) were conducted as a part of the Ice
Covered Ecosystem-Cambridge Bay Process Study (ICE-CAMPS) 2014 ﬁeld campaign operated out of
Cambridge Bay, Nunavut (Figure 1). At the study site, located approximately 7 km offshore on landfast sea
ice (69°01048.6″N, 105°20010.8″W), the sea ice surface was level, with a root-mean square roughness height
of only 3.5 cm (Landy et al., 2015). The ice ranged from 1.7 to 2.0 m thick during the study period and was
covered by up to 33 cm of snow. The ice and snow covers were observed to be void of signiﬁcant sediment
concentration. The water depth under the ice cover was 40 m. The study area was covered by snow until 17
June when melt ponds started forming rapidly. By 18 June, most of the snow had melted and the sea ice
surface was covered by meltwater (see supporting information Movie S1). By this time, the land was mostly
snow free. Refreezing and brightening of the ice was observed during night and the white ice surfaces
became crusty and dry (Figure 1). By 20 June, meltwater channels radiating toward drainage holes (such as
seal breathing holes, enlarged brine channels, or cracks) had formed in the sea ice in the study area. A
sequence of photographs of the changes in the surface in the study area is shown in Figure 2.
2.2. Field Observations
A micrometeorological and ﬂux tower (MET tower) was installed and operated in Dease Strait, Nunavut. The
instrumentation on the MET tower (Figure 3) provided continuous measurements of meteorological
elements and radiation ﬂuxes. Site instrumentation included four component net radiometer (Kipp &
Zonen model CNR4 with an integrated heater) mounted at 1.10 m (heights relative to the ice surface), an
infrared transducer (Apogee SI-111, accuracy of ±0.5 °C) mounted at 1.68 m in height, a PAR sensor (Kipp
& Zonen model PAR-Lite) mounted at 1.92 m, air temperature and relativity humidity probe (Vaisala
HMP45C212, accuracy of ±0.1 °C) mounted at 2.11 m, an open path infrared gas analyzer (LI-COR, model
LI-7500A, accuracy within 1% of CO2 reading and 2% of H2O reading) mounted at 2.03 m, a 3-D sonic
anemometer (Campbell Scientiﬁc CSAT3, offset error< ± 8 cm/s for ux and uy and< ± 4 cm/s for uz) mounted
at 2.24 m, and a wind monitor (RM Young model 05106, accuracy of ±0.3 m/s) mounted at 3.05 m. Snow
temperatures were measured at 3-cm intervals between the sea ice surface and 9 cm into the snow cover.
Sea ice temperatures were monitored from the sea ice-snow interface to 1.80-m depth, about 3 m northeast
of the tower, using a string of Type-T thermocouples. Seawater temperature was monitored at 2.40-m depth
from the upper sea ice surface. All the above measurements with the exceptions of the 3-D sonic
anemometer and the open path infrared gas analyzer, from 28 May onwards, were made at 1-s intervals,
and 5-min averages were stored on the data logger (Campbell Scientiﬁc Model CR3000) with a multiplexer
(Campbell Scientiﬁc Model AM 16/32B) used in conjunction with the thermocouples. Prior to 28 May, the
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data-recording and storage interval was set up at 2-s intervals. Eddy covariance measurements for turbulent
heat ﬂuxes (sensible and latent heat ﬂuxes) were calculated (section 2.2 below) from high-frequency
measurements (10 Hz) resulting from the 3-D sonic anemometer and the open path infrared gas analyzer.
Daily visits to the site were made to ensure that the instruments were working and to prevent issues in
the radiative measurements associated with leveling and/or condensation in the domes. Variations in the
surface around the tower (snow drifts and variable melting) may have impacted the surface reﬂectance as
the position of the Sun changes (Figure 3). The data set was augmented by spectral albedo measurements
(350–2,500 nm) taken every 5 m along a transect line using a spectroradiometer (ASD FieldSpec Pro;
Figure 1). The transect line was located approximately 2.5 km away from the tower.
Changes in snow depth were measured using two rulers frozen into the ice ~1.5 m away from the tower.
Surface characteristics, environmental conditions, and cloud cover were documented daily through direct
visual observations and photography. Stratigraphic proﬁles, temperature, salinity, and density of the snow
cover were documented through snow pit observations. Samples and temperature measurements in the
snow pits were collected in situ every 0.02 m using a snow kit sampling equipment and a temperature probe
(Traceable Digital Thermometer, Control Company, accuracy of ±0.01 °C). Temperature measurements
augmented those associated with the preinstalled thermocouple sensors identiﬁed above. Salinity and mass
measurements of the snow samples were determined, after melting the samples at room temperature, with a
hand-held conductivity probe (HACH SENSION5, accuracy of ±0.1 ppt) and an analytical balance, respectively.
An ice core was collected approximately every 4 days over the sampling period, for assessment of ice
thickness, temperature, and salinity. Measurements of sea ice salinity and temperature weremade on deﬁned
sections of the ice proﬁle, from the ocean water-ice interface to 5 cm and every 10 cm thereafter, with a
Figure 1. Location of the study area marked by a star; Cambridge Bay locationmarked by a circle. All images were taken on
21 June 2014. The top left panel shows a Moderate Resolution Imaging Spectroradiometer (MODIS) TrueColor satellite
image (source: National Aeronautics and Space Administration [NASA] Worldview; https://worldview.earthdata.nasa.gov).
The top right panel shows an aerial photograph (GoPro) of a 160-m albedo transect line (dotted line added to
photograph). The lower panel shows a surface level view of the transect line with ﬂooded (1- to 5-cm water depth)
superimposed ice. The threemain sea ice surface types observed in the aerial photograph are (i) exposedwhite ice elevated
above the meltwater surface (bright areas), (ii) ﬂooded bare ice (dark areas), and (iii) ﬂooded superimposed ice (light
blue areas). The dark adjacent land areas (MODIS image) indicate snow-free conditions.
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hand-held temperature probe (Testo 720 probe, accuracy of ±0.2 °C), and a conductivity probe (Orion Star
A212 conductivity bench top meter, accuracy of 0.5% of reading ±1 digit), respectively. Immediately after
removing an ice core, the temperature measurements were obtained by drilling into the center of the ice
sections and inserting the temperature probe through the drilled hole into the ice. A second ice core was
extracted and cut into deﬁned vertical segments. Vertical segments were transported to laboratory
facilities and were melted at room temperature to ascertain proﬁles of bulk ice salinity. Temperature and
pressure record immediately beneath the sea ice (temperature accuracy of ±0.1 °C and resolution of
0.01 °C; pressure accuracy of 0.5% and resolution of 0.005% of full scale), and underice water current
proﬁles were measured at 10-min intervals using a downward facing acoustic Doppler current proﬁler
(Aquadopp 600 kHz z-cell, Nortek AS, accuracy of 1% of measured value ±0.5 cm/s) ﬁxed to the ice cover
about 200 m away from the tower. Seawater salinity measurements were obtained from a conductivity,
temperature, and pressure (depth) logger (RBR XR-620 CTD, accuracy of ±0.003 mS/cm, ±0.002 °C, and
±0.05% full scale for conductivity, temperature, and depth readings, respectively).
2.3. Calculations of Energy Budget
Net atmospheric energy ﬂux to the surface is formulated as follows
Fnet ¼ Q  QE  QH; (1)
where
Q ¼ K þ L;
¼ K in-Kout þ Lin ¼ Lout;
(2)
where Q* is net all wave radiation and QE and QH, are the latent heat ﬂux and sensible heat ﬂux. K and L
denote shortwave radiation and longwave radiation, respectively, with the subscripts in and out and the
superscript asterisk referring to incoming (downwelling), outgoing (upwelling), and net-all wave values,
Figure 2. Sequence of images showing the transition to melt from 11 to 23 June. (a) Snow-covered ice image taken before
melt onset, (b) beginning of pond formation, (c) maximum melt pond coverage at the study area, (d) meltwater draining
laterally through opening in the sea ice, (e) drained white ice and melt pond, and (f) fully developed drainage network.
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respectively (Oke, 1987). A positive/negative Fnet indicates a net gain/loss
in energy from/to the atmosphere. Downwelling radiative terms (K and L)
represent gains of energy by the surface and upwelling terms energy
losses. Radiative ﬂuxes (Kin, Kout, Lin, and Lout) were directly measured by
the CNR4 housed on the tower (Figure 3). These ﬂuxes (Kin, Kout, Lin, and
Lout) were visually prescreened to identify whether sudden ﬂuctuations
in the 24-hr incoming shortwave radiation were produced by clouds or
were an obstruction shadow (see Figure S1 in the supporting information).
By plotting the daily radiative energy ﬂuxes, time intervals in which an
obstruction shadow was identiﬁed and these data points were replaced
with NaN (i.e., not a number in MATLAB).
Turbulent heat ﬂuxes (QE and QH) are positive when they represent losses
of energy for the surface (up-directed ﬂux) and negative when they repre-
sent gain of energy at the surface (down-directed ﬂux). The eddy covar-
iance method was used to calculate the these ﬂuxes, as follows
QE ¼ Lρv 0w0 (3)
and
QH ¼ ρacpw0θ0 ; (4)
where L, ρv, ρa, cp, w, and θ denote latent heat, water vapor density, air
density, speciﬁc heat capacity of air, vertical wind speed, and air
temperature, respectively. The prime denotes instantaneous ﬂuctuation
in the respective terms (ρ
0
v ;w
0
; and θ
0
), and the over bar indicates the time
average of the covariance terms (ρ
0
vw
0
; and w
0
θ
0
). These parameters were
obtained from the open path infrared gas analyzer and 3-D sonic
anemometer housed on the tower (Figure 3). The QE and QH are subject
to approximately ±15% uncertainty (Leuning et al., 2012). The turbulent
heat ﬂuxes were computed for 20-min sampling periods and visually
prescreened to remove inconsistent values such as large sporadic negative and/or positive outliers in the
data (see Figure S1). Outlier points were replaced by NaN.
In the full surface energy balance equation for a snow/ice volume, Fnet is balanced by subsurface terms:
Fnet ¼ Gþ ΔQs; (5)
where G is the conductive heat ﬂux to the surface and ΔQs represents a storage term that accounts for energy
absorption or release in the underlying snow, ice, and water volume (Oke, 1987). In this study, with highly
variable and changing snow and ice conditions (see section 2.1 for a description of the study area), we do
not attempt an estimate of transmitted solar radiation (e.g., Else et al., 2014; Persson, 2012), which is required
for a calculation of the energy balance of the snow and/or sea ice volume. Instead, G is presented separately
to show the direction of energy ﬂuxes in the snow and ice. The net atmospheric ﬂux (Fnet) magnitudes were
observed to be an order of magnitude larger than the conductive heat ﬂux (G), indicating the dominance of
internal changes associated with warming/cooling, and melting/freezing.
The conductive heat ﬂuxes in the snow cover (Gs) and sea ice (Gsi) were calculated as follows:
Gs ¼ κs T surf  T interfð Þ= zsurf  zinterfð Þ; (6)
for the snow cover, and
Gsi upperð Þ ¼ κsi T interf  Tnð Þ= zinterface  znð Þ; (7)
and
Gsi lowerð Þ ¼ κsi Tn  Tbottomð Þ= zn  zbottomð Þ; (8)
where κs is the thermal conductivity, T is absolute temperature (K), and z is depth; the subscripts s, si, surf,
interf, bottom, and n denote snow, sea ice, surface, snow-sea ice interface, sea ice bottom, and sea ice
Figure 3. Micrometeorological and ﬂux tower located at 69°01048.6″N
105°20010.8″W on land fast sea ice in Dease Strait. Instruments housed on
the tower: (1) CR3000 data logger and AM16/32B multiplexer housed in an
insulated enclosure, (2) CNR4, (3) infrared transducer, (4) PAR, (5) air tem-
perature and relative humidity probe, (6) open path infrared gas analyzer, (7)
3-D sonic anemometer, and (8) wind monitor. The lower right panel corre-
sponds to an image of the area under the CNR4 taken on 18 June depicting
the no fully homogenous surface around the tower.
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middepth, respectively. Positive conductive heat ﬂux indicates downward ﬂux and negative conductive heat
ﬂux upward ﬂux. Tinterf, Tn, and Tbottom were obtained from the thermocouple string. The depth of Tn was
selected based on observed changes in the vertical proﬁles of temperature and salinity of the sea ice.
Surface skin temperature, Tsurf, was collected by infrared transducer (Figure 3). Following the deployment
of the instruments at the beginning of the experiment, the infrared transducer did not record the surface
temperature during some periods due to connectivity issues. During periods of missing surface temperature,
this parameter was estimated using
T surf ¼ Lout=εσð Þ1=4 (9)
adopting a surface emissivity (ε) of 0.985 (Persson, 2012) and Stefan-Boltzmann constant (σ) of
5.67 × 108 · Wm2 · K4. Snow thermal conductivity, κs, and sea ice thermal conductivity, κsi, were estimated
respectively following Sturm et al. (1997) and Pringle et al. (2007):
κs ¼ 0:138 1:010104ρs þ 3:233106 ρ2s 150≤ρs < 8; 600 kg=m3ð Þ (10)
and
κsi ¼ ρsi=ρi 2:11 0:011T þ 0:09Ssi=Tsi  ρsi  ρið Þ=1; 000ð Þ; (11)
where ρ denote density and the subscript i denotes pure ice. Ssi and Tsi were obtained from sea ice cores
and thermocouple strings. The ρsi was estimated after calculating sea ice volume fractions using Ssi
and Tsi (Cox & Weeks, 1983; Leppäranta & Manninen, 1988). The ρs was computed from mass and volume
data obtained from the snow samples. Snow density, snow depth, sea ice thickness, sea ice salinity,
and sea ice density measurements used to estimate the conductive heat ﬂux were interpolated linearly
to have the same temporal resolution as the meteorological parameters and the radiative and turbulent
heat ﬂuxes.
In addition to these parameters, the daily cloud radiative forcing (CRF) was calculated following Intrieri et al.
(2002) approach as follows
CRF ¼ Q  QCS (12)
where
QCS ¼ K in CS  Kout CS þ LinCS  Lout CS; (13)
where QCS; K inCS; KoutCS; LinCS; and Lout_CS denote the expected local net radiation and downwelling and
upwelling shortwave and longwave radiation ﬂuxes under clear sky. A linear regressionmodel obtained using
the direct measurements of Kin and Lin for clear-sky days during the study period was used to calculate the
expected radiative ﬂuxes. When clouds are prompting warming of the surface, CRF is positive (+CRF).
Negative cloud radiative forcing (CRF) indicates cooling.
3. Results
3.1. Weather Conditions
Temperature exhibited an overall increase superimposed by relatively large daily variability (Figure 4).
Pronounced variability was also observed in atmospheric pressure and wind speed, as well as cloud cover
(not shown), as is typical for the winter to summer seasonal transition in the CAA (Else et al., 2014;
Papakyriakou, 1999; Stroeve et al., 2014). Five distinct, but relatively brief, warming events were observed
between the start of the experiment and 30 May, and these were centered on 14, 18, 24, 26, and 28–29
May (Figure 4b). During these events air temperature exceeded 0 °C and surface temperature approached
the melting temperature (Figure 4). Notably, the warming events developed concurrently with the passage
of low-pressure systems from the southwest (see Figures S2 and S3); a correlation analysis of the surface tem-
perature and pressure yields an inverse correlation (r =0.73). Upon the approach of these low-pressure sys-
tems, the site was typically located in the warm side of the storm with its southerly ﬂow of air and high wind
speeds (Figure 4). The more pronounced of the low-pressure systems (99.15 kPa) brought signiﬁcant snowfall
and high winds on 24 May (Figure 4a; see Figure S3 for details in the movement of this low-pressure systems).
Northerly advection of air over the period between 30 May and 12 June, associated with a high-pressure sys-
tem, resulted in subfreezing air temperature, following thereafter by above zero temperature through to the
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end of the experiment. The return to subfreezing air temperature was followed by additional snowfall
occurring on 1 June and then 3 days (3–5 June) of predominantly cloudy conditions with intermittent light
snowfall. Relatively minor precipitation events brought by the passage of low-pressure systems occurred
on 9 June (light snow fall) and 13 June (ice pellets, rain, and snow showers; Figure 4). The transitions
marked with Roman numerals in Figure 4 are discussed in section 4.
3.2. Snow and Ice Core Observations
The stratigraphic sequence of the snow proﬁles encompassed layers of fresh/new snow, bulk snow, depth
hoar, and ice layers (Figure 5). These layers varied in thickness from 1 to 16 cm. The bulk density of the snow
proﬁles varied from 281 to 479 kg/m3. The ice layers included internal ice lenses and superimposed ice at the
snow-ice interface. Between 1 and 9 June, superimposed ice was observed at various locations in the study
area. By 16 June, the snow cover was saturated and the superimposed ice had, then, decreased by approxi-
mately 2 cm from 9 June.
Ice core observations showed that the upper layer of the sea ice cover began to freshen between 30 May and
5 June (Figure 6) even though air temperature remained below freezing (Figure 4b). Over the 30 May to 5
June period, we observed a drop in the brine volume in layers above the depth of 10 cm by about 65%
Figure 4. Time series of hourly means of (a) wind speed (m/s), wind direction (°), and atmospheric pressure (kPa), and (b) air
temperature (Tair, °C) and surface temperature (Tsurf, °C) in local solar time. The vertical dashed lines mark seasonal tran-
sitions of the ice surface: (I) spring transition, (II) snowfall event, (III) melt hiatus, (IV) snowmelt onset, and (V) pond
formation.
Figure 5. Selected snow stratigraphic proﬁles from snow pits suggest changes in the snow cover from 1 to 16 June. Water-
saturated snow proﬁle documented on 16 June.
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accompanied by about 40% increase in the brine volume between 10- and 40-cm depth; by comparison, the
temperature of sea ice was relatively constant in these upper layers. Salinity proﬁles 40 cm below the ice sur-
face toward the bottom showed a decrease in salinity with depth and time from 21 May onward. By contrast,
brine volume was relatively constant with depth down to ~140 cm and increased slightly over time. Higher
levels of salinity and brine volume were present near the bottom (i.e., below 150-cm depth) in all of the ice
cores. By 25 June, the ice cover had freshened down to salinities less than 4 psu suggesting a minimum brine
volume of about 20%.
3.3. Conductive Heating in the Sea Ice and Snow
The conductive heat ﬂux in the snow (Gs) showed pronounced variability in response to radiative warming by
day and cooling at night (Figure 7c). This diurnal variation was most pronounced during cold periods such as
from 7 to 11 May. When the snowpack warmed, for example from 28 to 31 May, the temperature gradient
reversed, leading to a decrease in the temperature gradient in the upper portion of sea ice (40 cm down from
the snow-sea ice interface) and then later a reversal. During these periods the snowpack gradually moves
toward isothermallity. Gs, then, became a source of energy to the underlying sea ice.
Until 14 May, Gsi(upper) displayed diurnal changes in direction closely matching Gs, transferring heat upward to
the overlying snowpack at night (except on 11 May) and downward during daytime (Figure 7c). The close
match in conductive heat ﬂuxes suggests that latent heating associated with phase transformations (i.e.,
melting/freezing) in the upper ice cover were modest. From 14 May onward, the heat transfer in the upper
section of sea ice, Gsi(upper), was mostly directed downward from the snow-ice interface toward the cold mid-
section of the sea ice, which gradually warmed over the study period. The lower section of sea ice (from the
40-cm depth to the bottom of sea ice) was characterized by a typical upward conductive heat ﬂux, Gsi(lower),
without the diurnal variability seen near the surface. The upward ﬂux suggests ice growth. The heat ﬂux in
this zone decreased over the course of the study period in response to overall warming of the sea ice.
Hence, after 14 May, both Gsi(upper) and Gsi(lower) warmed the interior of the ice.
Pressure from the acoustic current proﬁler installed under the ice cover that was ﬁxed (frozen) to the ice cover
provided a means to track the isostatic movement of the sea ice cover relative to the sea level (Figure 7d)
Figure 6. Vertical proﬁles of bulk salinity, temperature, and brine volume fraction in sea ice. Ice cores obtained at adjacent
sites. Relative volume of brine on 25 June (>20%) was not included.
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after correcting for atmospheric pressure. Underice pressure remained relatively steady until 24 May when
the snow loading, associated with the low-pressure system, depressed the ice cover by ~4 cm. Steady
conditions resumed until full melt on 17 June, with only two smaller precipitation events evidenced by a
1-cm pressure increase on 1 June and <1-cm increase on 12 June. Measurements suggest that there was
not signiﬁcant change to the sea ice mass through thermodynamics. On 17 June, a melt hole formed at
the current proﬁler installation, and it had to be relocated to a nearby more elevated site where it
consequently refroze into the ice. From 17 June onwards, a continual rise of the ice cover relative to the
sea level is evidenced by the pressure decrease at an average rate of 2.8 cm/day (red curve in Figure 7d).
By 19 June the ice cover rebounded to the pre-24 May level (Figure 7d). The average salinity of the
seawater at 2-m depth (Figure 7e) remained relatively constant at 28.5 until 17 June, whereafter values
rapidly decreased in response to underice ﬂooding to the lowest recorded value of 16.5 on 20 June.
3.4. Surface Energy Fluxes
The 4-hourly-averaged turbulent heat ﬂuxes (sensible, QH, and latent, QE) showed day-to-day variability,
varying between 46 to and 34 W/m2 for sensible heat, and 44 to 46 W/m2 for latent heat (Figure 8). QH
was typically up-directed during daytime between 9:00 and 16:00 (local solar time) and down-directed
between 16:00 and 9:00 (Figure 8a). However, QE and QH mostly down directed energy to the surface during
the warm periods with strong surface melting such as from 28 to 30 May and from 17 June onward. Incoming
Figure 7. Time series of (a) daily mean vertical temperature (°C) in snow, (b) daily mean vertical temperature (°C) in sea ice
and seawater, (c) hourly means of conductive heat ﬂuxes (W/m2), (d) relative pressure (cm) indicating isostatic movement
of the ice cover relative to the sea level, and (e) average seawater salinity from 1.80 to 2.20 m in local solar time. Ice
thickness (*) measurements were obtained from ice core samples at adjacent sites. Snow thickness measurements
obtained from rulers frozen into the ice ~1.5 m away from the MET tower in the study site. The horizontal dashed line in
(b) indicates ice thickness trend line.
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and outgoing shortwave radiation (Kin and Kout) closely mirrored each other until 17 June (Figure 9a) in
response to a rapid and pronounced drop in surface albedo, coinciding with the disappearance of the
snow cover and appearance of meltwater on the ice surface. During overcast conditions, emitted and
received longwave radiation (Lout and Lin) were closely matched (Figure 9b), resulting in small net
longwave radiation loss from the surface, particularly for the periods 9–12 May, 18–26 May, 2–5 June, 11–
14 June, and 17–20 June. Temporal and spatial variability in surface albedo was observed, responding to
changes in snow surface (melt-freeze cycles at the surface; Figures 9a and 10). Surface albedo
measurements show that albedo dramatically decreased between 14 and 17 June (Figures 9a and 10),
then again progressively decreased on 21 and 23 June. Albedo ranged from 0.21 to 0.25 along the 21 June
transect. Overall, the albedo had decreased by about 0.15 from 17 to 23 June (Figure 10).
Net radiation (Q*) was positive over most of the study, while particularly large ﬂuxes were observed during
clear sky conditions and linked to large daytime net solar radiation (K*), as shown for example on 8 May
and 21 June, and to large daytime net solar radiation (K*) and low longwave radiation loss, as shown for
Figure 8. Time series of 4-hr averages of turbulent heat ﬂuxes (W/m2). (a) Sensible heat ﬂux (QH); (b) latent heat ﬂux (QE) in
local solar time. Positive values represent up-directed ﬂux (energy loss from the surface); negative values indicate
down-directed ﬂux (energy gain at the surface). Polynomial curve ﬁtting of QH and QE show as black solid lines in plots a
and b, respectively. The black circles correspond to 24-hr mean.
Figure 9. Time series of hourly means of radiative energy ﬂuxes (W/m2) in local solar time: Downwelling radiative ﬂuxes
(red lines) indicate energy gain and upwelling radiative ﬂuxes (blue lines) indicate energy loss; (a) downwelling short-
wave radiation (Kin), upwelling shortwave radiation (Kout), and albedo (α, dark blue line); (b) downwelling longwave
radiation (Lin), and upwelling longwave radiation (Lout).
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example on 25 May and 12 June (Figure 11). CRF was mainly positive during the study time; however, periods
of negative cloud forcing were observed to occur more frequent after 17 June (Figure 11a). Mirroring trends
observed for net radiation (Q*), net atmospheric energy ﬂux (Fnet) alternated between daytime highs that
ranged between 37 and 500 Wm2 to nighttime losses of between3 to70 Wm2 (Figure 11). During per-
iods of low longwave radiation loss, minimum net atmospheric energy ﬂux (–Fnet) remained close to 0
(Figure 11). The daytime peak net atmospheric energy ﬂux (+Fnet) suddenly increased 280 W/m
2 from 17
to 22 June (Figure 11).
4. Discussion
4.1. Important Episodes in the Transition to Advanced Melt
In this study, we report on a melt season transition from cold snow-covered sea ice to a nearly fully ﬂooded
surface. A key factor was the passage of low-pressure systems, which brought in warm and cloudy air masses
(Figure 4). These transient events marked distinct transitions between periods within which we observed rela-
tive uniformity in energy budget terms and unchanging surface conditions. In the following we discuss ﬁve
important transitions that underpinned the evolution toward the onset and progression of melt (identiﬁed
with Roman numerals in Figure 4, from Figures 7 to 9 and 11): (I) spring transition, (II) snowfall event, (III) return
to winter conditions (melt hiatus), (IV) melt onset, and (V) melt pond formation (see Table S1 in the supporting
information for the integrated values of the energy ﬂux terms over the periods between these transitions).
4.1.1. Conditions Leading to Initial Melt Onset (Until 30 May)
Two distinct transitions (I and II in Figures 4, 7, 8, 9, and 11) that signiﬁcantly contributed to warming and
ultimately to the timing of initial melt onset observed on 28 May were linked with the arrival of low-
Figure 10. Albedo transect line west to east. Wet snow and clear sky for 14 June measurements taken between 13:30 and
15:01, slushy snow and ponds under variable cloud cover for 17 June measurements taken between 13:30 and 16:45,
ponds with white ice and blue ice at the ponds’ base under clear sky for 21 June measurements taken between 14:20 and
16:20, and mixed drained and wet ponds with mostly blue ice at the ponds’ base under clear sky with some high clouds for
23 June measurements taken between 11:55 and 13:35. Points collated near y axis: the ﬁlled squares represent point
measurement taken on exposed bare white ice (red and green squares) and slushy snow (blue squares) in areas immedi-
ately outside of the transect line, and the empty squares are the means of the measurements taken by the CNR4 housed at
the MET tower during the same time intervals of the albedo transect measurements.
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pressure systems. Transition I occurred on 14 May during which time both air temperature (Tair) and surface
temperature (Tsurf) reached 0 °C for the ﬁrst time during the observation period (Figure 4). Transition II
occurred on 24 May when another low-pressure system, arriving from the southwest (Figure 4a), brought a
signiﬁcant snowfall (~13 cm), above freezing air temperature and strongly positive net atmospheric energy
ﬂux (Figures 4b and 11), largely through effect of the warm air mass and cloud cover on the longwave
exchange (Figures 9 and 11). We measured an increase in snow thickness of only 1 to 2.6 cm at the MET
tower; however, an isostatic depression of the ice cover of approximately 4 cm that was recorded by the
underice current meter (Figure 7d) suggests approximately 13 cm of new snow near to the site, assuming
ice and new snow densities of 900 and 300 kg/m3, respectively. This estimate is very close to the 13.5 cm
of snow recorded at the nearby Environment and Climate Change Canada weather station in Cambridge
Bay between 25 and 26 May, and consequently, snow depth measured in proximity to the ruler at the station
was likely affected by the redistribution of snow by wind. The new snow acted as a heat sink providing a bet-
ter insulation for the underlying snow and sea ice and increased the surface albedo limiting the absorption of
downwelling shortwave radiation (Perovich et al., 2017). This new snow would constitute water supply for
melt ponds.
Three short-lived increases in the surface temperature (Figures 4b and 7a) between 14 and 24May were asso-
ciated with a sequence of low-pressure systems that produced a period of warm-air advection and, thus,
clouds enhancing downwelling longwave radiation and down-directed sensible heat ﬂux (Figures 4, 9, and
11). The effect of clouds on the longwave exchange was to maintain net radiation loss (Q*) close to 0,
thereby aiding the warming of the surface (+CRF) and restricting nocturnal radiation loss and associated
refreezing at night (Figure 11). Previous studies suggest that the cloud effect may be an important contribut-
ing factor in promoting melt onset (Ehn et al., 2006; Else et al., 2014; Mortin et al., 2016; Papakyriakou, 1999;
Persson, 2012). In fact, cloudy periods have been described as a controlling factor of the warm-up period pre-
ceding melt onset (Else et al., 2014).
With the arrival of the cold sector following passage of the most pronounced low-pressure system, the air
temperature dropped rapidly from 0 to 6.5 °C by the end of 25 May (Figure 4b). It is evident that the com-
bination of cold air and new snow brieﬂy interrupted the progression of temperature waves and, thus, the
surface melting and warming of the snowpack. By 27 May, however, warm air and overcast conditions sup-
ported both down-directed sensible heating (Figure 8a) and a rise in net radiation (Figure 11). Subsequently,
the onset of melt occurred on 28 May when Tair and Tsurf approached 0 °C with the snowpack having
approached isothermal temperature proﬁle (Figure 7a). Melting of the snow initiated releasing meltwater
in response to consecutive days of positive daytime net radiation (Figure 11) and prompted an initial
Figure 11. Time series of (a) hourly means of net shortwave radiation (K* = Kin  Kout), net longwave radiation
(L* = Lin  Lout), net radiation (Q* = K* + L*), and daily means of cloud radiative forcing (CRF ¼ Q  QCS); (b) hourly
means of net atmospheric energy ﬂux (Fnet = Q*  QH  QE) in local solar time. Positive net atmospheric ﬂux (+Fnet)
indicates a gain, and negative (Fnet) indicates a loss. Polynomial curve ﬁtting of Q* and Fnet shown as black solid lines in
plots a and b, respectively.
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lowering of 24-hr minimum albedo below early season values (Figure 9a). The ensuing temperature waves
and downward conductive heat ﬂux associated with the warm air temperatures on 24 May and 28–29 May
were observed to cause partial melting of the snow cover and the near-surface portion of the sea ice,
consequently increasing the snow-sea ice interface temperature to approximately 0.5 °C and reducing
the temperature gradient between snow and sea ice (Figure 7ab). Day-to-night ﬂuctuations in the net
atmospheric energy ﬂux (Figure 11) resulted in freeze-thaw cycles, leading to the formation of ice lenses in
the snowpack and superimposed ice at the snow-ice interface. The latter has been identiﬁed as a melt onset
indicator in previous studies (i.e., Granskog et al., 2006; Nicolaus et al., 2003).
Past studies suggest that melt onset is typically irreversible and triggered by changes in snow properties
brought on by melting (e.g., Else et al., 2014; Perovich & Polashenski, 2012). However, cycles of daytime
thaw/nighttime freeze ended on 30 May with the return to subzero temperatures brought by the advection
of cold air with winds from the north associated with a high-pressure system (Figure 4a). This marks transition
III. More recent work shows that a transient weather event occurring when both net radiation and net long-
wave ﬂuxes are positive can effectively interrupt the progression of melt (Perovich et al., 2017). Had the
warming trend observed continued, melt pond formation would most likely have occurred within days, as
was the case in Else et al. (2014).
4.1.2. Conditions Leading to Pond Formation (30 May to 17 June)
The shift to subzero air temperature and periods of high wind speeds (up to 12 m/s) following transition III
caused snow to drift between 30 May to 5 June (Figures 4 and 7a). The snow cover thickness at the MET sta-
tion increased from 22 to 33 cm by 5 June (Figure 7a) in response to new precipitation (1 and 3–5 June;
Figure 7d) and redistribution of existing snow. Over the period, we observed decrease in net shortwave radia-
tion (K*) and net longwave radiation (L*) loss resulting in overall positive but lower net radiation ﬂux com-
pared to the one observed preceding 30 May (Figures 9 and 11); cloud forcing remained positive yet its
thermal effect on the surface decreased (Figure 11). Sea ice temperatures increased slowly throughout the
cold phase (30 May to 12 June), attributed to the combination of the insulating effect of the thicker snow
cover and oceanic heat ﬂux at the ice base (Figures 6 and 7a–7c). Low-pressure systems at this time advected
cooler air (see Figure S2).
Active melting of the snow started again on 12 June (transition IV) triggered by increase in net energy ﬂux
(Fnet; Figure 11) and the return of above freezing air temperatures (Figure 4b) and positive cloud forcing
(Figure 11) upon the approach of a low-pressure system (Figure 4a). The increase in the available energy
resulted from low net longwave radiation loss (L*; Figure 11), drop in the 24-hr minimum albedo
(Figure 9a) and down-directed sensible heat ﬂux (Figure 8) that allowed the snow again to become isother-
mal near to 0 °C (Figure 7). At this time, the precipitation event (ice pellets, rain, and snow showers) associated
with the low-pressure system likely provided a small contribution to the snow warming by giving up sensible
heat when in contact with the relatively colder snowpack. By 16 June, a wet snow cover, characterized by the
continuous presence of meltwater in the snowpack, aided the system to transition into a period of melt pond
formation (marked by transition V) by reducing the albedo and increasing the absorption of shortwave radia-
tion (Figure 9). The formation of melt ponds was primarily triggered by the sustained isothermality of the
snowpack for 5 days, increase in the amount of energy available linked to the enhanced albedo feedback,
and the seasonal warming. The prefrontal warm air advection of a low-pressure system advancing toward
the study zone (Figures 4 and S2) aided the melting and evolution of melt ponds. If the low-pressure system
had come from the northwest or northeast (e.g., 3 and 9 June), it is likely that the advection of warm air had
been less signiﬁcantly precluding the evolution of melting.
4.1.3. Conditions Prompting the Evolution of Melt Ponds (From 17 June)
The combination of positive air temperature (Figure 4b), large positive net radiation (Q*; Figure 11), and
down-directed turbulent heat ﬂuxes (Figure 8) fuelled melt from 17 June onwards, and the surface evolved
rapidly from a melting snowpack to near-complete ﬂooding by 18 June (Figures 2a–2c). The dramatic
decrease in the surface albedo on 17 June evidenced this change, having decreased from >0.7 to 0.3 on
the morning of 18 June (Figure 9a), and helped to prevent the system to return to the relatively low net
radiation and net atmospheric energy ﬂux values observed preﬂooding (Figure 11). When clouds occurred
(e.g., 20 June), they acted to cool the surface by lessening the amount of downwelling shortwave radiation
reaching the surface (CRF; Figure 11). Melt pond coverage was estimated to have been 95–100% in the
ﬂooded study area by 18 June (Figure 2 and Movie S1). Over this period Landy et al. (2015), indicated that
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roughly 0.08 m meltwater per unit area were required to cover the observed topography (root-mean-square
height of 0.035 m) by >95%, provided the ice was impermeable to vertical drainage. A 22-cm-deep snow-
pack with an assumed mean density of 438 kg/m3 (as observed in a snow pit on 16 June) would
account for a 0.096 m meltwater layer, although melting of the sea ice surface may have been additionally
taking place. Rapid transitions like this are characteristic of melt pond evolution stage 1 described by
Eicken et al. (2002).
Initially, horizontal surface ﬂow was notable with the draining of meltwater through cracks and holes in the
ice (Figure 2d). The continuous loss of mass from the ice surface from 19 June onward, as evidenced by the
change in the relative underice pressure from the ice-tethered current meter (Figure 7d), is consistent with
increase in surface melt rates expected from the loss of ﬂooded superimposed ice that reduced the albedo
(Figure 10) and the large net energy ﬂux values (Figure 11). Positive air temperature (Figure 4) enhanced this
melting of the ice by enhancing the down-directed sensible heat ﬂux (Figure 8). The observed stepwise uplift
of the ice cover is linked to the melt supply availability controlled by the diurnal cycling and the development
of drainage channels. As the ice became isothermal, the daily variation in the available energy was used to
melt the ice surface rather than increment its temperature. Persson (2012) noted that when the ice/snow sur-
face reached its freezing point, the upwelling longwave radiation, turbulent heat ﬂuxes, and conductive heat
ﬂux could no longer respond to increase in the incoming radiation; hence, all the energy excess went to melt-
ing. Melt water that ﬂushed through the draining holes in the sea ice (Figure 2d) drastically lowered the sali-
nity of under ice water (Figure 7e). This fresh surface layer persisted until the end of the study period and is
indicative of the loss of meltwater from the surface contributing to sea ice uplift. By 20 June, drainage net-
works had developed such that they radiated toward holes in the sea ice, characteristic ofmelt pond evolution
stage 2 (Eicken et al., 2002). The period was marked by a nearly isothermal upper section (50 cm) of sea ice
(Figure 7b), rapid desalination of the sea ice (Figure 6a), and the lowest underice salinity recorded over the
experiment (Figure 7e).
We note that nighttime refreezing of the surface still occurred, particularly during cloud-free periods, as seen
by the drop in surface temperature and the negative atmospheric net energy ﬂux from 19 to 23 June in
Figures 4 and 11. For example, a 3- to 4-mm ice layer was observed to have formed on melt ponds on 22
June. The highest recorded air temperature of 5.9 °C occurred on 23 June, when the sky was mostly clear
as indicated by low downwelling longwave radiation (Lin) values (Figure 9b). This high air temperature likely
resulted from advection from land; the maximum air temperature recorded at the nearby Cambridge Bay air-
port weather station reached 16.6 °C on 23 June (Environment and Climate Change Canada). The cooling
(refreezing) of the surface during nighttime was absent after 23 June as seen by the positive net atmospheric
energy ﬂux in Figure 11. This positive net atmospheric energy ﬂux was associated with periods of positive net
longwave radiation (e.g., 24 June). Although clouds were present, their temperature was signiﬁcantly above
freezing point resulting in the periods of positive net longwave radiation.
4.2. Formation of Superimposed and Interposed Ice
Between transitions II and V, we visibly observed a change in snow grains and texture indicative of melt and
melt-freeze metamorphism (Colbeck, 1982). The snow cover had already undergone signiﬁcant melting on
24 May and 28–29 May associated with the southerly low-pressure systems, with the snowpack reaching iso-
thermal melting temperatures during the latter (Figure 7a). Indeed, ice lenses in the snow along with super-
imposed ice were observed in a snow pit on 1 June (Figure 5). At this time net radiation (Q*) ﬂuctuated
between positive and negative (Figure 11). Others have suggested that when net radiation is the primary
source of energy, the rate of superimposed ice formation is controlled by the surface snow melting rate,
the meltwater percolation rate (Cheng et al., 2003; Wadham & Nuttall, 2002; Wakahama et al., 1976), and
the heat transfer rate through the snowpack (Boggild, 2007; Granskog et al., 2006). The reversal of the tem-
perature gradient (Transition III) supported the formation of superimposed ice by directing energy from the
surface towards the atmosphere (Figures 7a and 7c and 8). Latent heat released during superimposed ice for-
mation was being lost from the relatively warmer snowpack to the colder atmosphere (Figures 4 and 7a and
7c). The accretion of superimposed ice appears to have resulted from the rapid refreezing of snow meltwater
on top of the previously formed cold ice layer, similar to processes described by Granskog et al. (2006). The
location and thickness of superimposed ice in snow pits (Figure 5) was however variable owing to the char-
acteristic heterogeneity of the snow cover.
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From 28 May to 3 June temperature waves propagated down into the ice (Figures 6 and 7a and 7b) even as
snow surface temperatures decreased (Figure 4) likely aiding the percolation of meltwater into the upper
layer of the sea ice cover and formation of interposed ice. This is evident by the decrease in the salinity
and higher temperature of the upper layer of the ice cores (Figure 6). Similar temperatures waves have been
described to occur in association with overcast conditions during the winter season producing temperature
increments and heat conduction shifts in the sea ice (Persson et al., 2017). Indeed, interior ice temperatures
generally continued to rise throughout the study period (Figure 7b) and heat continuously ﬂowed from the
warmer snow-ice interface and from the basal layer of sea ice towards the cold middle ice section (Figures 6
and 7a–7c). Temperature proﬁles showed that between 40- and ~80-cm depth the ice remained colder in
comparison to the upper and basal layers. This is corroborated by the continuous thermocouple observations
(Figure 7b). Latent heat released on refreezing of the percolated meltwater and associated warming within
sea ice pores would have encouraged the water to percolate to a greater depth and/or to spread laterally
by aiding melting of the pore channels. It is evident by the changes in salinity, brine volume, and temperature
proﬁles that salt had been ﬂushed (Landy et al., 2014) from the upper 10-cm layer of the ice by 5 June and that
the depth of interposed ice formation was located at around 20–40 cm below the ice surface (Figure 6).
Vancoppenolle et al. (2007) suggested that the desalinization of the upper section of sea ice overlaid by a
thick snow cover prompt the formation of an impervious layer. Interposed ice formed in this manner likely
played an important role in keeping the ice cover permeability low (Polashenski et al., 2017), thereby contri-
buting to the extensive surface ﬂooding when the snowpack ﬁnally melted after 16 June (Figures 1 and 2).
The static underwater salinity proﬁle (Figure 7e) and steady underice pressure (Figure 7d) observed between
12 and 16 June and the subtle salinity decrease and comparatively low brine volume change (Figure 6) indi-
cate that meltwater was not drained in signiﬁcant amounts and that the ice cover indeed was impermeable
to meltwater percolation.
Thus, the impermeable surface layer consisted of (i) a layer of superimposed ice at the snow-ice interface
(Figure 5) and (ii) interposed ice formed within the near surface portion of the ice (Figure 6) that would effec-
tively close off brine channels within the ice interior (Polashenski et al., 2017). Our ﬁeld campaign ended
before a fully drained sea ice cover was encountered. Based on Landsat and Moderate Resolution Imaging
Spectroradiometer (MODIS) imagery, it took until about 9 July for the ice permeability to increase sufﬁciently
such as not to inhibit vertical drainage of surface meltwater (see Figures S4 and S5). Thus, melt pond evolu-
tion stage 2 presumably continued until early July.
4.3. The Albedo of Flooded Sea Ice
Aerial imagery suggests a patchy sea ice surface that is shown in Figure 1 made up of bare white ice, ﬂooded
lighter blue ice (superimposed ice), and ﬂooded darker blue ice at the beginning of the melt period. The
variability in albedo seen on 17 June (albedo over 0.4; Figure 10) reﬂected the presence of ﬂoating slush
ice (which was most likely superimposed ice released from the ice interface) and bubble-laden superimposed
ice directly beneath meltwater. By 20 June, the bubbles dissipated, and lighter blue and darker blue patches
were observed beneath the ﬂooded ice (Figure 1). As meltwater drained, a bubbly fresh white ice—drained
superimposed ice—with an albedo ranging from approximately 0.26 to 0.43 emerged above the meltwater
surface level (red and green squares to the left in Figure 10). Photographs of these features are shown in
Figures 1 and 2. The presence of superimposed ice kept the albedo relatively high.
By 23 June most of the superimposed ice had melted and darker blue ice was generally prevalent beneath
the ﬂoodwater with typical albedo values of just above 0.2 (Figure 10). Similar observations were reported
by Perovich (1996) and Perovich et al. (2002). The decrease in albedo for the fully ﬂooded sea ice surface
(Figure 10) had implications for the surface energy budget as seen in Figure 11 (increase in +Fnet), ice warm-
ing (melting) rate as seen in Figure 7 (nearly isothermal sea ice), and light transmission through the ice cover
(e.g., Katlein et al., 2015).
5. Summary and Conclusions
During this study of the landfast sea ice in Dease Strait in the CAA, we observed the transition of the sea ice
from a cold snow-covered premelt state to a nearly 100% meltwater ﬂooded state (Movie S1) and were able
to relate these changes to terms in the surface energy budget. Scientiﬁc observations and surface-based
studies over near fully ﬂooded sea ice (>70–80% pond fraction) are unique (Polashenski et al., 2012). This
10.1029/2018JC014045Journal of Geophysical Research: Oceans
DIAZ ET AL. 8745
ﬂooding makes travel and use of the landfast ice platform difﬁcult and often restricted to nighttime (Laidler
et al., 2008). By combining the time series of meteorological and radiative data collected by the MET tower
with visual and physical observations of the study area, it was possible to identify ﬁve distinct seasonal
transitions during this progression: (I) winter to spring transition, (II) snowfall event, (III) melt hiatus, (IV) melt
onset, and (V) melt pond formation. These key periods in the melt process were connected to the passage of
transient low-pressure systems through their effect on air temperature and components of the energy
budget. Our results suggest that the impact of transient weather events on the progression of melt depends
on themagnitude and advection of air associatedwith the direction ofmovement of the low-pressure system,
the intensity of the event, and its associated weather conditions. As opposed to the uniform progression of
sea ice melt presented in previous studies (e.g., Else et al., 2014), the 2014 melt season in Dease Strait was
interrupted by a particularly prominent sequence of events that started with the passage of a low-pressure
system that brought heavy snowfall and was succeeded by brief cooling periods and ultimately return to
colder weather (melt hiatus). Without this sequence of events, that prompted the widespread formation of
an impermeable layer and provided a larger meltwater reservoir, melt pond formation would have likely
commenced in the ﬁrst week of June and presumably led to a less extensive melt pond areal coverage in
the study area.
Our results indicate that the extensive ﬂooding observed in Dease Strait was made possible because of the
ﬂatness of the landfast ice surface (Landy et al., 2015) and the described sequence of weather events that
led to the formation of superimposed and interposed ice that acted to reduce over-all sea ice permeability.
The 2-week delay in themelt onset may have further accentuated the rate of melt once initiated. Visual obser-
vations and spectral albedomeasurements conﬁrmed that the albedo of the snow-free ice surface was highly
sensitive to the presence of superimposed ice. Indeed, patchiness in superimposed ice gave rise to spatial
variability in surface albedo of ﬂooded areas (Figures 1 and 10). This variability persisted until the features
eroded, after which uniformly low albedo was observed across the ﬂooded portion of the ice cover. The
late-season time series of underice pressure and seawater salinity in combination with the ice core measure-
ments of bulk salinity provide evidence that the sea ice was impermeable and that vertical percolation
through the ice was not taking place during the study time. Our results suggest that continuous heat storage
in the meltwater cover areas lead to superimposed ice breaking off from pond bases before the sea ice
became permeable; thus, interposed ice must have been a key factor in reducing the permeability of sea
ice. Future challenges remain to quantitatively measure the presence of superimposed ice and interposed
ice layers and to better understand their effect on sea ice permeability, while sea ice temperatures are near
the melting point.
With Arctic-wide trends toward earlier melt onset (Stroeve et al., 2014) and declining sea ice extent and thick-
ness (Maslanik et al., 2007; Perovich & Richter-Menge, 2009), the Arctic sea ice environment is becomingmore
vulnerable to the effects of episodic forcing associated with transient weather events (Simmonds & Keay,
2009; Tilinina et al., 2014). Based on the results of this study, we expect corresponding effects on the timing
and duration of Arctic sea ice melt with broader ecosystem and societal implications, including access to
modes of safe transportation and travel on the sea ice in proximity to northern communities. Further tem-
poral and spatial studies are needed to better understand and predict (1) the processes producing episodic
atmospheric forcing, (2) the effects of episodic forcing during the progression of melt, (3) the formation of
superimposed and interposed ice as a result of varying energy balance components, (4) the role of superim-
posed and interposed ice in the formation andmaintenance of melt ponds, and (5) the role of isostatic adjust-
ment of sea ice during the evolution of melt ponds. Given the complex role that atmospheric processes (e.g.,
episodic forcing, CRF, and precipitation events) can have on an ongoing changing sea ice, developing robust
coupled models that include these processes and physical processes such as ice rebound and snow
melting/refreezing may provide an efﬁcient simulation of sea ice seasonal evolution allowing us to identify
major parameters driving sudden changes.
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