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Liouville type theorems for stationary Navier-Stokes
equations
Tai-Peng Tsai∗
Dedicated to Hideo Kozono on the occasion of his 60th birthday
Abstract
We show that any smooth stationary solution of the 3D incompressible Navier-
Stokes equations in the whole space, the half space, or a periodic slab must vanish
under the condition that for some 0 ≤ δ ≤ 1 < L and q = 6(3− δ)/(6 − δ),
lim inf
R→∞
1
R
‖u‖3−δLq(R<|x|<LR) = 0.
We also prove sufficient conditions allowing shrinking radii ratio L = 1 + R−α.
Similar results hold on a slab with zero boundary condition by assuming stronger
decay rates. We do not assume global bound of the velocity. The key is to estimate
the pressure locally in the annuli with radii ratio L arbitrarily close to 1.
1 Introduction
Consider the Liouville problem of 3D stationary incompressible Navier-Stokes equations
−∆u+ (u · ∇)u+∇p = 0, div u = 0, in Ω, (1.1)
where the domain Ω is either the whole space R3, the half space R3+ with zero boundary
condition, or the slab Ω = R2 × (0, 1) with zero or periodic boundary condition (BC). In
the classical setting Ω = R3, one asks if the only H1loc solution satisfying∫
Ω
|∇u|2 <∞, lim
|x|→∞
u(x) = 0 (1.2)
is zero. A solution satisfying (1.2) is called a D-solution. This problem has been refor-
mulated by Seregin and Sverakto whether the only solutions satisfying
u ∈ H1loc ∩ L∞(Ω) (1.3)
are constant vectors. The same problems can be posed in other domains, and can be
asked in the subclass of axisymmetric flows.
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We now review the literature. In the 2 dimensional case, the problem (1.2) in the plane
R
2 is solved by Gilbarg and Weinberger [7]. For the 3 dimensional problem, it is not even
known if a general D-solution satisfying (1.2) has any explicit decay rate. The following
is a list of vanishing results with extra integral or decay assumptions on the solution.
Galdi [6, Theorem X.9.5] proved that if u is a D-solution in R3 and u ∈ L9/2(R3), then
u = 0. The same proof works for dimension n ≥ 4 assuming only (1.2) without additional
integrability condition. This result was improved by a log factor in Chae and Wolf [3],
assuming ∫
R3
|u| 92 {ln(2 + 1/|u|)}−1 dx <∞.
In [2], Chae proved that a D-solution with ∆u ∈ L6/5(R3) is zero. Seregin [14] proved
that a solution in R3 is 0 if u ∈ L6(R3) ∩ BMO−1. Kozono, Terasawa and Wakasugi
[9] showed that a D-solution u in R3 is zero if either the vorticity decays like c|x|−5/3
at infinity, or ‖u‖L9/2,∞ ≤ c, with c = ǫ‖∇u‖2/32 and ǫ a small constant. In [15, 4], the
authors prove Liouville type theorems for smooth solutions u under growth conditions on
the Ls mean oscillation over Br of the potential tensor of u. Lin, Uhlmann and Wang
[11] proved the following lower bound using Carleman estimates for a bounded solution
u in Ω = R3 \ B1: Let M(r) = inf |x|=r
∫
B1(x)
|u|2 and λ = ‖u‖W 1,∞(Ω). Then there exist
C(λ) > 0 and R0(λ,M(10)) > 10 such that
M(r) ≥ exp(−Cr2 log r), ∀r > R0. (1.4)
This result does not assume any boundary condition. It implies that a bounded solution
in an exterior domain in R3 must be zero if it satisfies
lim inf
r→∞
exp(Cr2 log r)M(r) < 1, ∀C > 0. (1.5)
It is probably the first Liouville type result with a liminf condition. Let Lq,l denote
the Lorentz spaces. Seregin and Wang [16] prove the vanishing of u assuming either for
3 < q <∞, 3 ≤ l ≤ ∞ (or q = l = 3),
lim inf
R→∞
R
2
3
− 3
q ‖u‖Lq,l(BR\BR/2) ≤ ǫ‖∇u‖2/32 , (1.6)
with ǫ a small constant, or for 12/5 < q < 3, 1 ≤ l ≤ ∞, γ > 1
3
+ 1
q
,
lim inf
R→∞
Rγ−
3
q ‖u‖Lq,l(BR\BR/2) = 0. (1.7)
They don’t assume the solution is globally bounded. Note that (1.6) for q > 3 follows
from q = 3 case as
R−
1
3‖u‖L3(BR\BR/2) . R
2
3
− 3
q ‖u‖Lq,l(BR\BR/2). (1.8)
For other domains, the proof of Galdi [6, Theorem X.9.5] can be extended to R3+ and
slabs easily. We are not aware of any other previous results for the half space. On a slab
with zero BC, Pileckas and Specovius-Neugebauer [12, 13] studied the asymptotic decay
of solutions. They proved, under certain weighted integral assumption on the velocity u
and its derivatives with a force in (1.1), u(x) decays like 1/|x|. Then the vanishing of u
2
with zero force follows easily. This was extended by Carrillo, Pan, Zhang, and Zhao [1,
Theorem 1.1], showing that any D-solution satisfying (1.2) in a slab with zero BC is zero.
There is also a rich literature on the Liouville problem for the subclass of axisymmetric
solutions. As we will not discuss it here, we only refer to [19, 1, 10] and their references.
The following is our first main result.
Theorem 1.1 (Whole space). Suppose u ∈ H1loc(R3) is a weak solution of (1.1) in Ω = R3.
(a) If for some constants 0 ≤ δ ≤ 1 and L > 1,
lim inf
R→∞
1
R
‖u‖3−δLq(R<|x|<LR) = 0, q(δ) =
3− δ
1− δ/6 , (1.9)
then u = 0.
(b) If for some constants 0 ≤ δ ≤ 1 and α ≥ 0,
lim inf
R→∞
Rβ‖u‖Lq(R<|x|<R+R1−α) = 0, q(δ) = 3− δ
1− δ/6 , (1.10)
where β = β(δ, α) = max
{
3−α
q
−2+3α
2−δ ,
−1+2α
3−δ
}
, then u = 0.
Comments on Theorem 1.1:
1. Part (a) is a borderline improvement of Seregin and Wang [16], by allowing γ = 1
3
+ 1
q
in (1.7). Note that q is decreasing in δ with lower bound q(1) = 12/5, which is
allowed in Theorem 1.1 but excluded in (1.7).
2. Our proof is different: [16] is based on a Caccioppoli type inequality for the nonlinear
equation, while our proof is based on pressure-independent interior estimates of the
Stokes system, see Lemma 3.1.
3. As in (1.5), (1.6) and (1.7), conditions (1.9) and (1.10) use lim inf, not limit. We do
not assume u ∈ L∞(Ω) nor ∇u ∈ L2(Ω). The condition u ∈ H1loc implies u ∈ C∞loc.
Since we do not assume a global bound of u, we need to estimate the pressure locally.
4. Unlike (1.8), the condition (1.9) for lower q does not follow from itself for higher q
by Ho¨lder inequality. For example, (1.9) for δ = 1 and q = 12/5 is
lim inf
R→∞
R−1/2‖u‖
L
12
5 (R<|x|<LR) = 0. (1.11)
It does not follow from (1.9) for δ = 0 and q = 3
lim inf
R→∞
R−1/3‖u‖L3(R<|x|<LR) = 0. (1.12)
Condition (1.12) implies that, for any nonzero H1loc solution u in R
3 and any L > 1,
there are ǫ > 0 and R0 ≫ 1 such that
1
R
∫
R<|x|<LR
|u|3 dx ≥ ǫ, ∀R > R0. (1.13)
We have similar lower bounds for other q from (1.9). They are in the spirit of (1.4).
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5. The main feature of part (b) is that the ratio of the outer and the inner radii is
shrinking to 1 when α > 0. (It contains part (a) as a special case with α = 0.) To
be able to prove it, we need explicit bounds of the Bogovskii map in such annuli,
see Lemma 2.3. For the exponent β(δ, α) with 0 ≤ δ ≤ 1 and 0 ≤ α < ∞,
β(δ, α) = −1+2α
3−δ if and only if 5αδ − 24α− 3δ + 6 ≥ 0, in particular if α ≤ 3/19.
6. When β(δ, α) = (3−α
q
− 2 + 3α)/(2 − δ), one may get alternative conditions as in
Theorem 1.4 (b), by not applying Ho¨lder inequality to bound ‖u‖q/2 by ‖u‖q in
(3.6).
For the following three theorems, we denote a point x ∈ Ω as x = (x′, x3) with x′ ∈ R2.
Theorem 1.2 (Half space). Let Ω = R3+ = {(x′, x3) ∈ R3 : x3 > 0}. Suppose u ∈ H1loc(Ω)
is a weak solution of (1.1) in Ω with zero boundary condition.
(a) If for some constants 0 ≤ δ ≤ 1 and L > 1,
lim inf
R→∞
1
R
‖u‖3−δLq(R<|x|<LR) = 0, q(δ) =
3− δ
1− δ/6 , (1.14)
then u = 0.
(b) If for some constants 0 ≤ δ ≤ 1 and α ≥ 0,
lim inf
R→∞
Rβ‖u‖Lq(R<|x|<R+R1−α) = 0, q(δ) = 3− δ
1− δ/6 , (1.15)
where β = β(δ, α) = max
{
3−α
q
−2+3α
2−δ ,
−1+2α
3−δ
}
, then u = 0.
Comments on Theorem 1.2:
1. The statement and proof of Theorem 1.2 are similar to those of Theorem 1.1, but
we also need to estimate ∇u and p on the boundary without pressure assumption.
2. Conditions (1.14) and (1.15) use lim inf, not limit. We do not assume u ∈ L∞(Ω)
nor ∇u ∈ L2(Ω). The condition u ∈ H1loc(R
3
+) implies u ∈ C∞loc(R
3
+), see [8].
Theorem 1.3 (Periodic slab). Let Ω = R2 × (R/Z). We denote a point x ∈ Ω as
x = (x′, x3) with (x′, 0) = (x′, 1). Suppose u ∈ H1loc(Ω) is a weak solution of (1.1) in Ω.
(a) If for some constants 0 ≤ δ ≤ 1 and L > 1,
lim inf
R→∞
1
R
‖u‖3−δLq(R<|x′|<LR) = 0, q(δ) =
3− δ
1− δ/6 , (1.16)
then u = 0.
(b) If for some constants 0 ≤ δ ≤ 1 and α ≥ 0,
lim inf
R→∞
Rβ˜‖u‖Lq(R<|x′|<R+R1−α) = 0, q(δ) = 3− δ
1− δ/6 , (1.17)
where β˜ = βps(δ, α) = max
{
2−α
q
−2+3α
2−δ ,
−1+2α
3−δ
}
, then u = 0.
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Comments on Theorem 1.3:
1. In Theorem 1.3, conditions (1.16) and (1.17) use lim inf, not limit. We do not assume
u ∈ L∞(Ω) nor ∇u ∈ L2(Ω). The condition u ∈ H1loc(Ω) implies u ∈ C∞loc(Ω).
2. Note βps(δ, α) differs from β(δ, α) in Theorems 1.1 and 1.2 in that the numerator
3− α is replaced by 2− α.
Theorem 1.4 (Zero BC slab). Let Ω = R2 × (0, 1). Suppose u ∈ H1loc(Ω) is a weak
solution of (1.1) in Ω with zero boundary condition u(x′, 0) = u(x′, 1) = 0.
(a) If for some constants 0 ≤ δ ≤ 1 and L > 1,
lim inf
R→∞
R2/q‖u‖2−δLq(R<|x′|<LR) → 0, (1.18)
where q = q(δ) = 3−δ
1−δ/6 , then u = 0.
(b) If for some constants 6/5 ≤ r ≤ 2 and L > 1,
lim inf
R→∞
∫ 1
0
∫
R<|x′|<LR
(|u|r + |u|2r) dx′ dx3 = 0, (1.19)
then u = 0.
Comments on Theorem 1.4:
1. In Theorem 1.4 the conditions (1.18) and (1.19) are lim inf, not limit. We do not
assume u ∈ L∞(Ω) nor ∇u ∈ L2(Ω). The condition u ∈ H1loc(Ω) implies u ∈ C∞loc(Ω);
see [8].
2. Its proof is different from those for Theorems 1.1-1.3 as we cannot obtain the local
pressure estimate by scaling, and we get an additional R factor. As a result, we
have a positive exponent for R in (1.18). Moreover, we cannot vary the radii ratio
L.
3. A D-solution satisfying (1.2) in a slab with zero BC is shown to be zero by [1,
Theorem 1.1]. It is extended by Theorem 1.4 since (1.2) implies (1.19): By Poincare´
inequality in x3 direction and zero BC, for AR = {x′ ∈ R2 : R < |x′| < LR},∫ 1
0
∫
AR
|u|2dx ≤ C
∫ 1
0
∫
AR
|∂x3u|2dx
which vanishes as R →∞ by (1.2). By regularity theory, (1.2) and zero BC imply
u ∈ L∞(Ω). We have ∫ 1
0
∫
AR
|u|4dx ≤ ‖u‖2L∞(Ω)
∫ 1
0
∫
AR
|u|2dx = o(1).
4. It is possible to prove u = 0 assuming lim infR→∞
∫ 1
0
∫
AR
(|u|r+|u|s) = 0 with s > 2r,
by modifying the proof of part (b). We skip it to keep the presentation simple.
The key to the above theorems is the estimate of the pressure
inf
c∈R
‖p− c‖Lq(E)
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in an annulus-like region E, based on integral bounds of u in a slightly larger region. Here
E = BLR \ BR for Ω = R3, E = B+LR \ B+R for Ω = R3+, E = (B′LR \ B′R) × (0, R) for a
periodic slab, and E = (B′LR \B′R)× (0, 1) for a zero BC slab. Here BR is the ball in R3 of
radius R centered at the origin, B+R = BR∩R3+, while B′R is a ball in R2. These estimates
are based on Lemma 2.2 and the estimates of the corresponding Bogovskii maps, Lemmas
2.3, 2.4 and 6.1. After we prove these lemmas in §2, we will prove Theorem 1.1 in §3,
Theorem 1.2 in §4, Theorem 1.3 in §5, and Theorem 1.4 in §6.
2 Bogovskii map and pressure estimate
We first recall the Bogovskii map (see [6, Lemma III.3.1] and [18, §2.8]). For a domain
E ⊂ Rn, denote
Lq0(E) = {f ∈ Lq(E) :
∫
E
f = 0}.
Lemma 2.1. Let E be a bounded Lipschitz domain in Rn, 2 ≤ n ∈ N. Let 1 < q < ∞.
There is a linear map
Bog : Lq0(E)→W 1,q0 (E;Rn),
such that for any f ∈ Lq0(E), v = Bog f is a vector field that satisfies
v ∈ W 1,q0 (E)n, div v = f, ‖∇v‖Lq(E) ≤ Cbg(E, q)‖f‖Lq(E),
where the constant Cbg does not depend on f . If RE = {Rx : x ∈ E}, then Cbg(RE, q) =
Cbg(E, q).
This map is non-unique and we usually fix a choice that almost minimizes the constant
Cbg. Strictly speaking Cbg depends on this choice. The last statement Cbg(RE, q) =
Cbg(E, q) is because for given Bog defined on E, we can define BogR on RE as follows:
For f¯ ∈ Lq0(RE), let f(x) = f¯(Rx) for x ∈ E, v = Bog f ∈ W 1,q0 (E), and v¯ = BogR f¯ is
given by v¯(y) = Rv(R−1y).
The constant Cbg appears in the following pressure estimate.
Lemma 2.2. Let E be a bounded Lipschitz domain in Rn. Let p ∈ Lq(E), 1 < q < ∞.
Then
‖p− (p)E‖Lq(E) ≤ C0 sup
ζ∈W 1,q′0 (E), ‖∇ζ‖Lq′ (E)=1
∫
p div ζ (2.1)
where (p)E =
1
|E|
∫
E
p and C0 = 2Cbg(E, q
′).
Eq. (2.1) is used in [17] to prove Lemma 3.1 below. Its proof follows that of [6, Lemma
IV.1.1] although stated differently, and is given here for completeness and to specify the
constant.
Proof. We may replace p by p − c in (2.1) and hence we may assume (p)E = 0. Let
g = |p|q−2p− (|p|q−2p)E . Then∫
E
g = 0, ‖g‖Lq′(E) ≤ 2‖p‖q−1Lq(E).
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By Lemma 2.1, there is a solution w ∈ W 1,q′0 (E)n of
divw = g, ‖∇w‖Lq′(E) ≤ C1‖g‖Lq′(E),
where C1 = Cbg(E, q
′). Denote N = sup
ζ∈W 1,q′0 (E), ‖∇ζ‖Lq′ (E)=1
∫
p div ζ . Using (p)E = 0,∫
E
|p|q =
∫
E
pg =
∫
E
p divw ≤ N‖∇w‖Lq′(E) ≤ NC1‖g‖Lq′(E) ≤ NC12‖p‖q−1Lq(E).
Thus ‖p‖Lq(E) ≤ 2NC1.
We next construct a Bogovskii map on an annulus or a half-annulus. It is inspired by
[1, Proposition 2.1] on a thin disk. See Lemma 6.1 for a variation.
Lemma 2.3. Let R > 0, 1 < L <∞ and A = BLR \BR or A = B+LR \B
+
R be an annulus
or a half-annulus in R3. There is a linear Bogovskii map Bog that maps a scalar function
f ∈ Lq0(A), 1 < q <∞, to a vector field v = Bog f ∈ W 1,q0 (A) and
div v = f, ‖∇v‖Lq(A) ≤ Cq
(L− 1)L1−1/q ‖f‖Lq(A).
The constant Cq is independent of L and R.
For our applications, 1 < L ≤ 2 and the constant becomes Cq
L− 1. The construction
below is the same for an annulus or a half-annulus.
Proof. Since the Bogovskii map can be defined by rescaling with the same bound, we may
assume R = 1. We use spherical coordinates ρ, φ, θ with x = ρ(sin φ cos θ, sinφ sin θ, cosφ),
and write a vector field v as
v = vρ(ρ, φ, θ)eρ + vφ(ρ, φ, θ)eφ + vθ(ρ, φ, θ)eθ.
Recall in spherical coordinates,
div v =
1
ρ2
∂ρ(ρ
2vρ) +
1
ρ sinφ
∂φ(sinφ vφ) +
1
ρ sinφ
∂θvθ.
For given L ∈ (1,∞), define a ∈ (0,∞) by
L2 = 3a2 + 1.
We define a new radial variable τ ∈ [1, 2] by
τ =
1
a
√
ρ2 + a2 − 1, a2τ 2 = ρ2 + a2 − 1, dτ
dρ
=
ρ
a2τ
.
It is increasing in ρ ∈ [1, L], τ(ρ = 1) = 1 and τ(ρ = L) = 2.
Let A0 = B2 \ B1 if A = BL \ B1, or A0 = B+2 \ B
+
1 if A = B
+
L \ B
+
1 . For f(ρ, φ, θ)
defined on A, we define f¯(τ, φ, θ) on A0 by
f¯(τ, φ, θ) = f(ρ, φ, θ).
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We have ∫
A0
|f¯ |q =
∫ 2
1
∫ 2π
0
∫ π
0
|f¯(τ, φ, θ)|qτ 2 sin φ dφ dθ dτ
=
∫ L
1
∫ 2π
0
∫ π
0
|f(ρ, φ, θ)|qτ 2 sin φ ρ
a2τ
dφ dθ dρ.
(We replace
∫ π
0
by
∫ π/2
0
if A0 ⊂ R3+.) Thus∫
A0
|f¯ |q =
∫
A
|f |q τ
a2ρ
. (2.2)
Fix one Bogovskii map Bog0 for the domain A0. Let
v¯ = Bog0
(ρ
τ
f¯
)
= v¯τeτ + v¯φeφ + v¯θeθ,
and define v in A from v¯ by
vρ(ρ, φ, θ) =
a2τ 2
ρ2
v¯τ (τ, φ, θ), vφ(ρ, φ, θ) = v¯φ(τ, φ, θ), vθ(ρ, φ, θ) = v¯θ(τ, φ, θ).
We have
div v =
1
ρ2
∂ρ(ρ
2vρ) +
1
ρ sinφ
∂φ(sin φ vφ) +
1
ρ sin φ
∂θvθ
=
1
ρ2
dτ
dρ
∂τ (a
2τ 2v¯τ ) +
1
ρ sin φ
∂φ(sinφ v¯φ) +
1
ρ sinφ
∂θv¯θ
Using dτ
dρ
= ρ
a2τ
, we get
div v =
τ
ρ
div v¯ = f¯ = f.
Thus the composition f → f¯ → v¯ → v gives our desired Bogovskii map.
Note that ∂ρv∗ =
ρ
a2τ
∂τ v¯∗ for ∗ = φ, θ. By (2.2), if 1 < L < 10,∫
A
|∇v|q . a2−2q
∫
A0
|∇v¯|q . a2−2q
∫
A0
|f¯ |q . a−2q
∫
A
|f |q.
If 10 ≤ L <∞,∫
A
|∇v|q . a2−2qL
∫
A0
|∇v¯|q . a2−2qL
∫
A0
|f¯ |q . a−2qL
∫
A
|f |q.
These show our desired bound, noting a−2L1/q = 3(L2 − 1)−1L1/q.
We next construct a Bogovskii map on a region enclosed by cylinders.
Lemma 2.4. Let R > 0, 1 < L < 10 and E =
(
B′LR \B
′
R
)
× (0, R) where B′R =
{x′ ∈ R2 : |x′| < R} denotes balls in R2. There is a linear Bogovskii map Bog that maps
a scalar function f ∈ Lq0(E), 1 < q <∞, to a vector field v = Bog f ∈ W 1,q0 (E) and
div v = f, ‖∇v‖Lq(E) ≤ Cq
L− 1 ‖f‖Lq(E).
The constant Cq is independent of L and R.
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The upper bound L < 10 is only for convenience and can be changed. The construction
below can be carried over to a 2D annulus B′LR \B
′
R.
Proof. Since the Bogovskii map can be defined by rescaling with the same bound, we
may assume R = 1. We use cylindrical coordinates r, θ, z with x = (r cos θ, r sin θ, z), and
write a vector field v as
v = vr(r, θ, z)eρ + vθ(r, θ, z)eθ + vz(r, θ, z)ez .
Recall in cylindrical coordinates,
div v =
1
r
vr + ∂rvr +
1
r
∂θvθ + ∂zvz.
We will define a new radial variable τ ∈ [1, 2] which is increasing in r ∈ [1, L], τ(r = 1) = 1
and τ(r = L) = 2. For f(r, θ, z) defined on E, we define f¯(τ, θ, z) on E0 = (B
′
2\B
′
1)×(0, 1)
by
f¯(τ, θ, z) = f(r, θ, z).
We have
dE0 = τdτ dθ dz =
τ
r
dτ
dr
r dr dθ dz =
τ
r
dτ
dr
dE. (2.3)
Fix one Bogovskii map Bog0 for the domain E0. Let
v¯ = Bog0
(r
τ
f¯
)
= v¯τeτ + v¯θeθ + v¯zez,
and define v in E from v¯ by
vr(r, θ, z) = A(τ)v¯τ (τ, θ, z), vθ(r, θ, z) = B(τ)v¯θ(τ, θ, z), vz(r, θ, z) = C(τ)v¯z(τ, θ, z).
We want to choose A,B,C suitably so that div v = D(τ) div v¯, i.e.,
div v = (
1
r
A+
dτ
dr
∂τA)v¯τ +
dτ
dr
A∂τ v¯τ +B
1
r
∂θvθ + C∂zvz
= D
{
1
τ
v¯τ + ∂τ v¯τ +
1
τ
∂θv¯θ + ∂z v¯z
}
.
Thus
D = τ(
1
r
A+
dτ
dr
∂τA) =
dτ
dr
A =
τ
r
B = C. (2.4)
The second equality gives
1
r
dr
dτ
+
1
A
dA
dτ
=
1
τ
.
Integration gives ln r + lnA = ln τ + ln k for some k > 0, or A = kτ
r
. We can then solve
the rest of (2.4) to get
A =
kτ
r
, B = k
dτ
dr
, C = D =
kτ
r
dτ
dr
.
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We now choose for convenience
τ = 1 +
r − 1
L− 1 ,
dτ
dr
=
1
L− 1 , k = L− 1,
so that
A =
kτ
r
, B = 1, C = D =
τ
r
.
We get
div v =
τ
r
div v¯ = f¯ = f.
Thus the composition f → f¯ → v¯ → v gives our desired Bogovskii map.
For 1 < L < 10, B,C,D are of order O(1) while A = O(k). Hence
|∂θv|+ |∂zv| . |∂θv¯|+ |∂z v¯|.
Note that ∂r =
1
k
∂τ . Also note that ∂r(τ/r) =
2−L
(L−1)r2 . Thus |∂rC| ≤ C/k, |∂rA| ≤ C,
and
|∂rv| . k−1(|∂τ v¯|+ |v¯|).
By (2.3), ∫
E
|∇v|q . k1−q
∫
E0
|∇v¯|q + |v¯|q . k1−q
∫
E0
|f¯ |q . k−q
∫
E
|f |q.
This shows our desired bound.
3 Whole space
In this section Ω = R3 and we will prove Theorem 1.1. Denote BR = BR(0) ⊂ R3.
We will use the following interior estimate of [17]. See [8, Theorem 3.8], [6, Remark
IV.4.2] (not in [5]) and [18, §2.6] for alternative proofs. The key is that the pressure is
not needed on the right side of (3.2).
Lemma 3.1. If (u, p) solves
−∆u +∇p = divF, div u = 0 (3.1)
in B2R ⊂ R3, then for 1 < q <∞ and 1 ≤ m ≤ ∞,
‖∇u‖Lq(BR) + ‖p− (p)BR‖Lq(BR) ≤ CR
3
q
− 3
m
−1 ‖u‖Lm(B2R) + C‖F‖Lq(B2R), (3.2)
where C = C(q,m) does not depend on R.
We extend the above to an annulus.
Lemma 3.2. Let R > 0, 1 < L ≤ 2, and σ = 1
8
(L− 1). Denote the annuli in R3
AR = B(L−2σ)R \B(1+2σ)R, ÂR = BLR \BR.
If (u, p) solves (3.1) in ÂR, then for 1 < q <∞
‖∇u‖Lq(AR) + σ‖p− (p)AR‖Lq(AR) ≤
C
σR
‖u‖Lq(ÂR) + C‖F‖Lq(ÂR), (3.3)
where C = C(q) is uniform in R > 0 and σ ∈ (0, 1
8
].
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Note that the σ factor appears in both sides of (3.3).
Proof. We may assume R = 1 by scaling. There are N = N(L) points xj ∈ A1, j =
1, . . . , N , such that
A1 ⊂ ∪Nj=1Bσ(xj),
and there is a σ-independent upper bound for the number of overlapping of Bσ(xj) for
σ ∈ (0, 1
8
]. Note ∪Nj=1B2σ(xj) ⊂ Â1. By Lemma 3.1 with given q > 1, m = q, and R = σ,∫
Bσ(xj)
|∇u|q .
∫
B2σ(xj)
(
1
σq
|u|q + |F |q
)
.
Summing in j,∫
A1
|∇u|q ≤
N∑
j=1
∫
Bσ(xj)
|∇u|q .
N∑
j=1
∫
B2σ(xj)
(
1
σq
|u|q + |F |q
)
.
∫
Â1
(
1
σq
|u|q + |F |q
)
.
This shows the estimate of ‖∇u‖Lq in (3.3). Apply Lemma 2.2 to E = A1,
‖p− (p)A1‖Lq(A1) ≤ C0 sup
ζ∈W 1,q′0 (A1), ‖∇ζ‖Lq′ (A1)=1
∫
p div ζ
where C0 = 2Cbg(A1, q
′). By Lemma 2.3, C0 ≤ C/σ. Using the weak form of (3.1),
‖p− (p)A1‖Lq(A1) ≤
C
σ
sup
ζ∈W 1,q′0 (A1), ‖∇ζ‖Lq′ (A1)=1
∫
(∇u+ F ) : ∇ζ
≤ C
σ
(‖∇u‖Lq(A1) + ‖F‖Lq(A1)) .
This completes the proof of (3.3).
Proof of Theorem 1.1. By the standard regularity theory, the solution u of (1.1) is smooth,
u ∈ C∞loc. For any scalar function φ ∈ C∞c (R3), we have the local energy equality∫
|∇u|2φ = 1
2
∫
|u|2∆φ+ 1
2
∫
|u|2u · ∇φ+
∫
(p− c)u · ∇φ (3.4)
by testing (1.1) with uφ. Above c is any constant. Choosing φ = ζ2 in (3.4), ζ ∈ C∞c , we
get ∫
|∇(uζ)|2 =
∫
|u|2|∇ζ |2 +
∫
|u|2uζ · ∇ζ + 2
∫
(p− c)uζ · ∇ζ
= I1 + I2 + I3.
(3.5)
Fix Θ ∈ C∞(R), Θ(t) = 1 for t < 0, and Θ(t) = 0 for t > 1. We now let ζ(x) =
Θ
(
|x|−(L+2σ)R
4σR
)
. Then ζ ∈ C∞c (R3), ζ(x) = 1 for |x| < R(1 + 2σ), ζ(x) = 0 for |x| >
R(1 + 6σ), and |∇kζ | ≤ C(σR)−k for k ∈ N. We have
|I1| . (σR)−2
∫
AR
|u|2 . (σR)−2|AR|1−2/q
(∫
AR
|u|q
)2/q
.
(
σ−
1
2
− 1
qR
1
2
− 3
q ‖u‖Lq(ÂR)
)2
.
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By Ho¨lder and Sobolev inequalities, for 0 ≤ δ ≤ 1,
|I2 + I3| ≤ C‖∇ζ‖∞ · ‖uζ‖δ6 · ‖|u|3−δ + |p− c| · |u|1−δ‖ 1
1−δ/6
,AR
≤ C(σR)−1‖∇(uζ)‖δ2 ·
(‖u‖2q + ‖p− c‖q/2) · ‖u‖1−δq,AR
where q = q(δ) = 3−δ
1−δ/6 . By considering (1.1) as (3.1) with F = −u ⊗ u, we get from
Lemma 3.2 with q replaced by q/2 that
‖p− (p)AR‖Lq/2(AR) ≤
C
σ2R
‖u‖Lq/2(ÂR) +
C
σ
‖|u|2‖Lq/2(ÂR)
≤ C
σ2R
(σR3)1/q‖u‖Lq(ÂR) +
C
σ
‖u‖2
Lq(ÂR)
.
(3.6)
Thus, choosing c = (p)AR,
|I2 + I3| ≤ C(σR)−1‖∇(uζ)‖δ2 ·
(
σ
1
q
−2R
3
q
−1‖u‖Lq(ÂR) + σ−1‖u‖2Lq(ÂR)
)
· ‖u‖1−δq,AR.
We now let σ vary and suppose σ = σ0R
−α, 0 ≤ α <∞, σ0 > 0. Then
|I1| .
(
R
1+α
2
+α−3
q ‖u‖Lq(ÂR)
)2
, |I2 + I3| ≤ C‖∇(uζ)‖δ2 · J (3.7)
where
J = R
3−α
q
−2+3α‖u‖2−δ
Lq(ÂR)
+R−1+2α‖u‖3−δ
Lq(ÂR)
.
By Young’s inequality,
|I2 + I3| ≤ 1
2
‖∇(uζ)‖22 + CJ
1
1−δ/2 .
Thus ∫
|∇(uζ)|2 .
(
R
1+α
2
+α−3
q ‖u‖Lq(ÂR)
)2
+ J
1
1−δ/2 . (3.8)
To make the right side go to zero, it suffices to find a sequence Rj →∞, j ∈ N, such that
Rβj ‖u‖Lq(ÂRj ) → 0, (3.9)
where ÂRj = {x ∈ R3 : Rj < |x| < Rj(1 + 8σ0R−αj )} and
β = β(δ, α) = max
{
1 + α
2
+
α− 3
q
,
3−α
q
− 2 + 3α
2− δ ,
−1 + 2α
3− δ
}
.
Note that the first argument is never greater than the second for α ≥ 0 and δ ∈ [0, 1],
and they equal only if α = 0. Thus
β(δ, α) = max
{
3−α
q
− 2 + 3α
2− δ ,
−1 + 2α
3− δ
}
.
If (3.9) is true, then by (3.8),
lim
j→∞
∫
|x|<Rj
|∇u|2 = 0.
Hence ∇u = 0, u is a constant vector b, and Rβj ‖u‖Lq(ÂRj ) = C|b|R
β+(3−α)/q
j . Since
β+(3−α)/q ≥ −1+2α
3−δ +(3−α)1−δ/63−δ > 0, we get b = 0 from (3.9). This shows both parts
(a) and (b), noting that β(δ, 0) = − 1
3−δ .
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4 Half space
In this section we prove Theorem 1.2 for Ω = R3+. Its boundary is Γ = {(x′, 0) : x′ ∈ R2}.
For x0 ∈ Γ, denote
B+R(x0) = BR(x0) ∩ R3+, B+R = B+R(0).
In addition to the interior estimate Lemma 3.1, we will also use the following boundary
estimate of Kang [8]. Again, the key is that the pressure is not needed on the right side.
Lemma 4.1. If (u, p) solves
−∆u +∇p = divF, div u = 0 (4.1)
in B+ℓR ⊂ R3+, with u(x′, 0) = 0, ℓ > 1, then for 1 < q <∞ and 1 ≤ m ≤ ∞,
‖∇u‖Lq(B+R) + ‖p− (p)B+R‖Lq(B+R ) ≤ CR
3
q
− 3
m
−1 ‖u‖Lm(B+ℓR) + C‖F‖Lq(B+ℓR), (4.2)
where C = C(q,m, ℓ) does not depend on R.
We extend the above to a half annulus.
Lemma 4.2. Let R > 0, 1 < L ≤ 2, and σ = 1
8
(L− 1). Denote the half annuli in R3
AR = B
+
(L−2σ)R \B
+
(1+2σ)R, ÂR = B
+
LR \B
+
R.
If (u, p) solves (4.1) in ÂR, then for 1 < q <∞
‖∇u‖Lq(AR) + σ‖p− (p)AR‖Lq(AR) ≤
C
σR
‖u‖Lq(ÂR) + C‖F‖Lq(ÂR), (4.3)
where C = C(q) is uniform in R > 0 and σ ∈ (0, 1
8
].
Note that the σ factor appears in both sides of (4.3).
Proof. We may assume R = 1 by scaling. We first choose N1 = N1(L) points x
(j) ∈ A1∩Γ,
j = 1, . . . , N1, such that
A1 ∩
{
(x′, x3) : 0 < x3 <
3
4
σ
}
⊂ ∪N1j=1Bj , Bj = B+σ (x(j)).
We then choose N2 = N2(L) points x
(j) ∈ A1 with x(j)3 ≥ σ, j = N1 + 1, . . . , N with
N = N1 +N2, such that
A1 ∩
{
(x′, x3) :
3
4
σ ≤ x3
}
⊂ ∪Nj=N1+1Bj , Bj = Bσ/2(x(j)).
We can choose them in a way that there is a σ-independent upper bound for the number
of overlapping of Bj for σ ∈ (0, 18 ]. We also denote B̂j = B+2σ(x(j)) for j ≤ N1 and
B̂j = Bσ(x
(j)) for j > N1. Note that Bj and B̂j are half balls for 1 ≤ j ≤ N1 and balls
for N1 + 1 ≤ j ≤ N . Also note that B̂j ⊂ Â1. It follows that
A1 ⊂ ∪Nj=1Bj ⊂ ∪Nj=1B̂j ⊂ Â1. (4.4)
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By Lemma 4.1 with given q > 1, m = q, and R = σ,∫
B+σ (x(j))
|∇u|q .
∫
B+2σ(x
(j))
(
1
σq
|u|q + |F |q
)
, (1 ≤ j ≤ N1).
By Lemma 3.1 with given q > 1, m = q, and R = σ/2,∫
Bσ/2(x
(j))
|∇u|q .
∫
Bσ(x(j))
(
1
σq
|u|q + |F |q
)
, (N1 < j ≤ N).
Summing in j,∫
A1
|∇u|q ≤
N∑
j=1
∫
Bj
|∇u|q .
N∑
j=1
∫
B̂j
(
1
σq
|u|q + |F |q
)
.
∫
Â1
(
1
σq
|u|q + |F |q
)
.
This shows the estimate of ‖∇u‖Lq in (4.3). Apply Lemma 2.2 to E = A1,
‖p− (p)A1‖Lq(A1) ≤ C0 sup
ζ∈W 1,q′0 (A1), ‖∇ζ‖Lq′ (A1)=1
∫
p div ζ
where C0 = 2Cbg(A1, q
′). By Lemma 2.3, C0 ≤ C/σ. Using the weak form of (4.1),
‖p− (p)A1‖Lq(A1) ≤
C
σ
sup
ζ∈W 1,q′0 (A1), ‖∇ζ‖Lq′ (A1)=1
∫
(∇u+ F ) : ∇ζ
≤ C
σ
(‖∇u‖Lq(A1) + ‖F‖Lq(A1)) .
This completes the proof of (4.3).
Proof of Theorem 1.2. It is the same as the proof of Theorem 1.1, with Lemma 3.2 re-
placed by Lemma 4.2. We use the zero boundary condition when we integrate by parts
and when we apply the Sobolev inequality.
5 Periodic slab
In this section we will prove Theorem 1.3 for the periodic slab Ω = R2 × (R/Z). We can
identify our velocity field v(x) = v(x′, x3) as a vector field defined in R3 that is periodic
in x3, and the system (1.1) is satisfied in the whole R
3.
We first extend the interior estimate, Lemma 3.2, to a region enclosed by cylinders.
Lemma 5.1. Let R > 0, 1 < L ≤ 2, and σ = 1
8
(L− 1). Denote the 3D regions
ER := AR × (0, R), ÊR := ÂR × (−2σR, (1 + 2σ)R),
where
AR = B
′
(L−2σ)R \B′(1+2σ)R, ÂR = B′LR \B′R
are 2D annuli, and B′R = {x′ ∈ R2 : |x′| < R}. If (u, p) solves the Stokes system (3.1) in
ÊR, then for 1 < q <∞
‖∇u‖Lq(ER) + σ‖p− (p)ER‖Lq(ER) ≤
C
σR
‖u‖Lq(ÊR) + C‖F‖Lq(ÊR), (5.1)
where C = C(q) is uniform in R > 0 and σ ∈ (0, 1
8
].
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Its proof is identical to the proof of Lemma 3.2, with the reference to Lemma 2.3
replaced by Lemma 2.4.
Proof of Theorem 1.3. By the standard regularity theory, u ∈ C∞loc. Using the periodic
BC, we still have the local energy equality (3.5) for any scalar function ζ ∈ C∞c (Ω) and
any constant c,∫
Ω
|∇(uζ)|2 =
∫
Ω
|u|2|∇ζ |2 +
∫
Ω
|u|2uζ · ∇ζ + 2
∫
Ω
(p− c)uζ · ∇ζ
= I1 + I2 + I3.
(5.2)
By considering (1.1) as (3.1) with F = −u⊗u, we get from Lemma 5.1 with q replaced
by q/2 that
‖p− (p)ER‖Lq/2(ER) ≤
C
σ2R
‖u‖Lq/2(ÊR) +
C
σ
‖|u|2‖Lq/2(ÊR).
Raising to the q/2-th power and using the periodicity with L ≤ 2≪ R, we get
R
∫ 1
0
∫
AR
|p− (p)ER|q/2 ≤
CR
σqRq/2
∫ 1
0
∫
ÂR
|u|q/2 + CR
σq/2
∫ 1
0
∫
ÂR
|u|q.
Thus, with ΩR := ÂR × (0, 1),
‖p− (p)ER‖Lq/2(AR×(0,1)) ≤
C
σ2R
‖u‖Lq/2(ΩR) +
C
σ
‖u‖2Lq(ΩR)
≤ C
σ2R
(σR2)1/q‖u‖Lq(ΩR) +
C
σ
‖u‖2Lq(ΩR).
(5.3)
Here we use |ΩR| = CσR2, which is different from |AR| = CσR3 in the proofs of Theorems
1.1 and 1.2.
Fix Z ∈ C∞c (R2), Z(x′) = 1 for |x′| < 1+2σ, Z(x′) = 0 for |x′| > L− 2σ. Thus ∇Z is
supported in A1. Let ζ(x) = ζR(x) = Z(
x′
R
) in the local energy equality (5.2), with ∇ζR
supported in AR × (R/Z). Note ζ does not depend on x3. Choose c = (p)ER. By Ho¨lder
and Sobolev inequalities, for 0 ≤ δ ≤ 1 and q = q(δ) = 3−δ
1−δ/6 ,
|I2 + I3| ≤ C‖∇ζ‖∞ · ‖uζ‖δ6 · ‖|u|3−δ + |p− c| · |u|1−δ‖ 1
1−δ/6
,AR×(0,1)
≤ C(σR)−1‖∇(uζ)‖δ2 ·
(‖u‖2q + ‖p− c‖q/2, AR×(0,1)) · ‖u‖1−δq,AR×(0,1).
By (5.3),
|I2 + I3| ≤ C(σR)−1‖∇(uζ)‖δ2 ·
(
1
σ2R
(σR2)1/q‖u‖Lq(ΩR) +
1
σ
‖u‖2Lq(ΩR)
)
· ‖u‖1−δq,ΩR.
We now let σ vary and suppose σ = σ0R
−α, 0 ≤ α <∞, σ0 > 0. Then we have
|I1| . (σR)−2
∫
ΩR
|u|2 . (σR)−2(σR2)1−2/q‖u‖2q,ΩR
=
(
σ−
1
2
− 1
qR−
2
q ‖u‖Lq(ΩR)
)2
= C
(
R
α
2
+α−2
q ‖u‖Lq(ΩR)
)2
.
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We also have by Young’s inequality,
|I2 + I3| ≤ C‖∇(uζ)‖δ2 · J ≤
1
2
‖∇(uζ)‖22 + CJ
1
1−δ/2 ,
J = R
2−α
q
−2+3α‖u‖2−δLq(ΩR) +R−1+2α‖u‖3−δLq(ΩR).
Thus ∫
|∇(uζ)|2 .
(
R
α
2
+α−2
q ‖u‖Lq(ΩR)
)2
+ J
1
1−δ/2 . (5.4)
To make the right side go to zero, it suffices to find a sequence Rj →∞, j ∈ N, such that
Rβj ‖u‖Lq(ΩRj ) → 0, (5.5)
where ΩRj = {x = (x′, x3) ∈ Ω : Rj < |x′| < Rj(1 + 8σ0R−αj )} and
β = βps(δ, α) = max
{
α
2
+
α− 2
q
,
2−α
q
− 2 + 3α
2− δ ,
−1 + 2α
3− δ
}
= max{β1, β2, β3}.
Numerically β1 ≤ β3 for α ≤ 2, and β1 ≤ β2 for α ≥ 0.2. Thus we can drop β1,
βps(δ, α) = max
{
2−α
q
− 2 + 3α
2− δ ,
−1 + 2α
3− δ
}
.
If (5.5) is true, then by (5.4),
lim
j→∞
∫
|x′|<Rj
|∇u|2 = 0.
Hence ∇u = 0, u is a constant vector b, and Rβj ‖u‖Lq(ΩRj ) = C|b|R
β+(2−α)/q
j . Since
β+(2−α)/q ≥ −1+2α
3−δ +(2−α)1−δ/63−δ > 0, we get b = 0 from (5.5). This shows both parts
(a) and (b), noting that βps(δ, 0) = − 13−δ .
6 Zero BC slab
In this section we prove Theorem 1.4. The domain is Ω = R2× (0, 1) and the vector field
u satisfies the zero boundary condition u(x′, 0) = u(x′, 1) = 0. Its proof is different from
those for Theorems 1.1-1.3 as we cannot obtain the local pressure estimate by scaling.
We also cannot vary the radii ratio L.
Denote B′R = {x′ ∈ R2 : |x′| < R} and B′R(x′0) = {x′ ∈ R2 : |x′−x′0| < R}. For given
L > 1, let σ = 1
8
(L− 1). Denote the 2-D annuli
AR = B
′
(L−2σ)R \B′(1+2σ)R, ÂR = B′LR \B′R.
We will use a variation of [1, Proposition 2.1]:
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Lemma 6.1. There is a (linear) Bogovskii map BogR on E = AR × (0, 1), R ≥ 1, that
maps f ∈ Lq0(E) = {f ∈ Lq(E) :
∫
E
f = 0} to v = BogR f ∈ W 1,q0 (E;R3) satisfying
div v = f, ‖∇v‖Lq(E) ≤ Cq,LR‖f‖Lq(E).
The key is that the constant grows linearly in R. The proof is the same as [1,
Proposition 2.1] which is formulated for E = B′R × (0, 1) and q = 2. The idea is to
fix Bog1 for E1 = A1 × (0, 1), and for given f(x) ∈ Lq0(E), define f¯(x¯) = f(x) for
x¯ ∈ E1 with x = (Rx¯1, Rx¯2, x¯3), let v¯ = Bog1 f¯ , and then v = BogR f is defined by
v(x) = (Rv¯1(x¯), Rv¯2(x¯), v¯3(x¯)).
Proof of Theorem 1.4. We may assume L ≤ 2 and let AR and ÂR be defined as above.
By the standard regularity theory, u ∈ C∞loc(Ω). We still have the local energy equality
(3.4) for any scalar function φ ∈ C∞c (Ω).
There are N0 = N0(L) ∈ N and R0 = R0(L)≫ 1 such that, if R ≥ R0, then there are
N ≤ N0R2 points xj ∈ AR, j = 1, . . . , N , such that
AR ⊂ ∪Nj=1B′1/2(xj) ⊂ ∪Nj=1B′1(xj) ⊂ ÂR, (6.1)
and there is an R-independent upper bound for the number of overlapping of B′j(xj).
Unlike in the proofs of the previous theorems, the choice of xj is not by scaling, and the
radii do not depend on L.
We can rewrite (1.1) as (3.1) with F = −u⊗u. By Lemma 4.1 and zero BC at x3 = 0,
for q = m = r > 1 and ℓ =
√
2,
‖∇u‖r
Lr(B′
1/2
(xj)×(0, 12 ))
. ‖u‖rLr(B′1(xj)×(0,1)) + ‖u‖
2r
L2r(B′1(xj)×(0,1)).
In applying Lemma 4.1 we have used the inclusions
B′1
2
(xj)× (0, 12) ⊂ B+√2/2((xj , 0)) ⊂ B+1 ((xj , 0)) ⊂ B′1(xj)× (0, 1).
Similarly, by Lemma 4.1 and zero BC at x3 = 1,
‖∇u‖r
Lr(B′
1/2
(xj)×( 12 ,1))
. ‖u‖rLr(B′1(xj)×(0,1)) + ‖u‖
2r
L2r(B′1(xj)×(0,1)).
Denote ER = AR × (0, 1) and ΩR = ÂR × (0, 1). Summing the two estimates, summing
in j and using (6.1), we get
‖∇u‖rLr(ER) . ‖u‖rLr(ΩR) + ‖u‖2rL2r(ΩR). (6.2)
By Lemma 2.2 and Lemma 6.1 with pR =
1
|AR|
∫ 1
0
∫
AR
p,
‖p− pR‖Lr(ER) ≤ CR sup
ζ∈W 1,r′0 (ER), ‖∇ζ‖Lr′ (ER)=1
∫
p div ζ.
Using weak form of Stokes system (3.1), and then (6.2),
‖p− pR‖Lr(ER) . R
(‖∇u‖Lr(ER) + ‖u⊗ u‖Lr(ER)) . R(‖u‖Lr(ΩR) + ‖u‖2L2r(ΩR)) . (6.3)
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By the same argument between (5.3) and (5.4) and same ζR, with α = 0 and σ ignored
being a constant, we get for r > 1,∫
Ω
|∇(uζ)|2 . (R−1/r‖u‖L2r(ΩR))2 + J 11−δ/2 (6.4)
where
J =
(
‖u‖Lr(ΩR) + ‖u‖2L2r(ΩR)
)
‖u‖1−δLs(ΩR),
1− δ
s
= 1− δ
6
− 1
r
.
Note that the factor R−1 from |∇ζ | cancels the factor R in (6.3).
If we set s = 2r, then s = 2r = q(δ) = 3−δ
1−δ/6 . Using ‖u‖Lq/2(ΩR) . R2/q‖u‖Lq(ΩR), (6.4)
becomes ∫
Ω
|∇(uζ)|2 . (R−2/q‖u‖Lq(ΩR))2 + (R2/q‖u‖2−δLq(ΩR) + ‖u‖3−δLq(ΩR)) 11−δ/2 .
Thus, if condition (1.18) holds, there is a sequence Rj → ∞ as j → ∞ such that
R
2/q
j ‖u‖2−δLq(ΩRj ) → 0, then the above shows limj→∞
∫
|x′|<Rj |∇u|2 = 0, and hence u ≡ 0.
Alternatively, if condition (1.19) holds that there is a sequence Rj → ∞ as j →
∞ such that ‖u‖Lr(ΩRj ) + ‖u‖L2r(ΩRj ) → 0, and suppose r ≤ s ≤ 2r, then J → 0,
limj→∞
∫
|x′|<Rj |∇u|2 = 0, and hence u ≡ 0. The condition r ≤ s ≤ 2r is equivalent to
r1(δ) =
3(3− δ)
6− δ ≤ r ≤ r2(δ) =
6(2− δ)
6− δ .
Both r1, r2 are decreasing in δ with r1(0) = 3/2, r2(0) = 2, and r1(1) = r2(1) = 6/5.
Hence for any r ∈ [6/5, 2], we can find δ ∈ [0, 1] such that r1(δ) ≤ r ≤ r2(δ). This shows
part (b).
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