Validity Arguments for Diagnostic Assessment Using Automated Writing Evaluation by Chapelle, Carol et al.
English Publications English
2015
Validity Arguments for Diagnostic Assessment
Using Automated Writing Evaluation
Carol Chapelle
Iowa State University, carolc@iastate.edu
Elena Cotos
Iowa State University, ecotos@iastate.edu
Jooyoung Lee
Iowa State University, jylee@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/engl_pubs
Part of the Curriculum and Instruction Commons, Educational Assessment, Evaluation, and
Research Commons, and the Educational Methods Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
engl_pubs/65. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the English at Iowa State University Digital Repository. It has been accepted for inclusion in
English Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Validity Arguments for Diagnostic Assessment Using Automated Writing
Evaluation
Abstract
Two examples demonstrate an argument-based approach to validation of diagnostic assessment using
automated writing evaluation (AWE). Criterion ®, was developed by Educational Testing Service to analyze
students’ papers grammatically, providing sentence-level error feedback. An interpretive argument was
developed for its use as part of the diagnostic assessment process in undergraduate university English for
academic purposes (EAP) classes. The Intelligent Academic Discourse Evaluator (IADE) was developed for use
in graduate EAP university classes, where the goal was to help students improve their discipline-specific
writing. The validation for each was designed to support claims about the intended purposes of the
assessments. We present the interpretive argument for each and show some of the data that have been
gathered as backing for the respective validity arguments, which include the range of inferences that one
would make in claiming validity of the interpretations, uses, and consequences of diagnostic AWE-based
assessments.
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Data source  # participants  Data  Evidence   No 
evidence 
Likert‐scale q‐ns  88  Q‐n 8: [think about meaning] 
Q‐n 9: [notice mismatch]  
Q‐n 10: [modify for better 
meaning] 
99% 
100% 
100% 
 
1% 
0% 
0% 
Yes/No & open‐
ended q‐ns 
83 
 
Q‐n 13: [reasons for focus on 
meaning when revising] 
Q‐n 14: [noticing mismatch; 
follow‐up action] 
Q‐n 15: [role of feedback for 
better meaning] 
92% 
 
100% 
 
76% 
8% 
 
0% 
 
24% 
Think‐aloud 
protocols/Camtasia 
 
 
 
 
 
 
Semi‐structured 
interviews  
 
 
 
Observations 
16 
 
 
 
 
 
 
 
16 
 
 
 
 
16 
16 Think‐aloud/Camtasia 
transcripts 
‐ Noticing a mismatch  
‐ Reflection on meaning 
‐ Connection between 
functional and lexical choice 
‐ Construction of new 
meaning 
16 interview transcripts 
‐ Noticing a mismatch  
‐ Reflection on meaning 
‐ Connection between 
meaning and lexical choice 
16 observations 
‐ Noticing a mismatch  
‐ Reflection on meaning 
‐ Connection between 
meaning and lexical choice 
‐ Construction of new 
meaning 
252 idea units 
 
30% 
17% 
38% 
 
15% 
 
54 idea units 
44% 
22% 
33% 
 
77 idea units 
32% 
40% 
17% 
 
10% 
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Explanations of why the participants thought they focused on the meaning of the moves fell into several 
thematic categories. In their positive responses, the majority of the participants (68%) reasoned that 
they thought of the functions of their sentences when the color‐coded feedback displayed a move‐color 
differently than expected. For example, according to Student 42, “This was the hard part. Because, I 
cannot express well what I want to express, sometime the program shows other moves instead of what I 
want to express. And then I think what I’m saying.” Other students (12%) explained that they had to 
think about the meaning of their moves in order to ensure the effectiveness of a particular 
communicative purpose. Student 14 explained, “If I want reader to know that I point to gap, I think 
about how I should say to point to gap.” In addition, 9% realized that only by paying more attention to 
the functional meaning of the moves and steps they could better understand what they had been taught 
in class and make better corrections to their drafts. “Actually, to know the moves you have to 
understand how they work, not only know them from lessons. That’s why I thought of move meaning,” 
wrote Student 7. No follow‐up explanations were by provided by 10%.  
The role of the color‐coded negative feedback became more evident when the students 
explained that they noticed having miscommunicated functional meaning due to a mismatch between 
intended and conveyed meaning displayed by IADE’s colors. According to the open‐ended survey data, 
92% noticed that IADE color‐coded feedback displayed their moves in a color different than what they 
had in mind (see Table 5). The Likert‐scale data supported this finding with evidence that 44% noticed 
such a mismatch “a lot,” 41% – “somewhat,” and 14% – “a little.” Explaining how they reacted to such 
feedback, the participants commented on their thoughts (40%) and actions (60%) at the moment. Their 
thoughts included self‐questioning as to what might have caused the mismatch (12%), self‐verification 
as to whether IADE was wrong in identifying the move and whether they were right in expressing its 
function (23%), and self‐planning speculations as to what should or should not be done when expressing 
the meaning of a given move (5%). Participants’ actions upon receiving color‐coded feedback, which was 
in disagreement with their communicative intent, consisted of immediate attempts to modify their 
output (19%), consult the help options in IADE (13%), and search for move‐specific phraseology (28%), 
which in fact also resulted in output modification. These results suggest that in their attempts to modify 
their output, the learners were discovering a connection between certain vocabulary and the functional 
meaning of moves and steps and, therefore, directed their attention to key words and expressions 
indicative of such meaning. For instance, Student 8 wrote in the survey, “I realized that one word could 
change my thoughts. So, as I want to maintain my ideas of movements, I changed some expression to 
convert the sentences into other move or step.” Student 12 implied a similar idea saying, “I was trying to 
change and insert specific words because I realized that my steps depends on the right ‘words.’”  
As shown in Table 5, in response to the question about noticing mismatch, all the participants 
reported that the feedback helped them focus on discourse meaning to a certain extent: 30% thought it 
helped “a lot,” 54% thought it “somewhat” helped, and 16% thought it helped “a little.” They also 
reflected about the role of the feedback on their revisions. “Yes” answers, meaning that the feedback 
helped them better express the intended functional meaning, were provided by 76%; “No” by 18%; and 
6% were not sure. For the latter two groups, the feedback was not entirely helpful in this respect 
because it only pointed to miscommunicated functional meaning, without providing a specific direction 
for remediation. The first group, on the other hand, believed that the feedback helped them in a 
number of ways. For instance, it made them think about what they were trying to express (13%), it 
made them focus on negative evidence making them aware of a mismatch between intended and 
expressed functional meaning (30%), and, similar to a perception mentioned above, it helped them 
identify a connection between functional meaning and specific lexical means of expressing it (57%). 
Furthermore, all the introspective data sources contained evidence of phenomena that were 
identified in participants’ perceptions, indicating how focus on functional meaning was manifested. 
Table 5 presents percentages for such themes as noticing a mismatch between intended and expressed 
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functional meaning, reflection on functional meaning, connection between functional meaning and 
lexical choice, and construction of new functional meaning, which emerged from the transcripts. More 
specifically, the students focused on meaning by noticing that in some cases the intended functional 
meaning was displayed with the color of a different move (30%, 32%, 44% in think‐aloud/Camtasia, 
observation, and interview transcripts, respectively). Student 27 said while thinking aloud, “The last 
sentence is recognized as m1, but I meant it as m3.” Having received the color‐coded feedback marking 
their moves, the participants took time to reflect about how effectively or ineffectively they had 
expressed the intended meaning (17%, 40%, 22%). For example, as noted in the observation, Student 58 
“Looked back at his sentence and decided that it sounds like m1 Topic Prominence (Centrality)”. In 
addition, the students seemed to realize that the effectiveness of expressing functional meaning is 
directly related to certain lexical choices (38%, 16%, 33%) and, therefore, further modified their output 
in view of the move‐specific phraseology that they could find in IADE’s Help Options. Think/aloud 
Camtasia transcripts contain 15% of such instances, which are similar to the one for Student 65: “[goes 
down to the revision box. highlights “may also” and changes it to “may contribute to”] I changed just ... 
m2. I think it maybe will let the problem change it into m3.”  
It is worth noting here that noticing a mismatch between intended and expressed meaning 
appeared to lead to reflection on functional meaning, and that making connections between functional 
meaning and lexical choice led to the construction of new discourse meaning. These two patterns 
emerged from statements like the ones below, where the arrow represents the transition from one 
process to another. In the first example, it is from noticing a mismatch to reflection; in the second 
example, from connecting meaning with particular linguistic means to output modification.  
He still sees a problem. Part of m3 appears as m1.  He thinks that maybe it sounds as Review 
(which it does). (Student 40, observation) 
Now I found that I add one sentence for m2, but without the "although" my previous sentence 
changed to m1.  I’ll add “although” because I want to show contrast. (Student 32, think‐
aloud/Camtasia) 
The semi‐structured interviews provided additional insights into learners’ focus on meaning. One such 
insight is that the students did not think of meaning when they started revising their draft; they seemed 
to focus more consistently on functional meaning later in the revision process, once they realized the 
importance of functional meaning because of discrepancies displayed by the color‐coded feedback. 
Another observation is that, initially, noticing a mismatch in the colors was mostly accidental, and, as the 
revision continued, it became intentional. In other words, the learners began to intentionally verify their 
sentences to see if they are displayed in “the right color” (Student 29). 
A less encouraging insight is related to discovering the lexical realizations of move/step 
functions. Nine out of 16 students mentioned that once they realized that certain words can help them 
build certain moves, they tended to rely more on making lexical modifications. Along these lines, 
Student 64 said in his interview, “Yes, I used those words there because they work. Actually, this is good 
that I know that because after that I changed many words many times.” Indeed, developing awareness 
that certain functional meanings have certain linguistic realizations is a positive thing; however, learners’ 
tendency to replace some vocabulary items with others, making this their main revision strategy, is 
limiting and undesirable.  The overwhelming findings from these data, however, provide support for the 
assumption that the feedback provided by IADE helps students to focus on how meaning is construed in 
research articles. 
 
CONCLUSION 
These examples of AWE‐based assessments were used to demonstrate the types of claims and 
inferences that one might hope to be able to make in support of their use for diagnosis, feedback and 
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learning.  They show how the concepts and methods of validity argument help to transcend issues of 
accuracy and efficiency that typically preoccupy evaluators of such systems (Chapelle & Douglas, 2006).   
The two AWE‐based assessments provide different types of diagnostic information, feedback, and 
learning for two types of EAP writing classes.  They underscore the fact that AWE is not a monolithic 
assessment type that can be evaluated based on a single metric or set of metrics.  The interpretive 
arguments we developed for the two systems illustrate points of similarities and differences between 
these two, but other AWE systems used in different contexts would need to be evaluated on the basis of 
specific interpretive arguments depending on the objectives of those assessments.    
The interpretive argument accomplishes three objectives for AWE‐based diagnostic assessments 
First, it provides a framework for classroom assessment in a manner that is consistent with validation of 
other types of assessments, thereby situating classroom assessment in a domain where rigorous and 
useful evaluation methods can be employed.  Such rigorous methods are important for the use of AWE‐
based assessments because of their sophistication and the potential systematicity of their application (in 
contrast to the more idiosyncratic nature of oral teacher‐based assessment in the classroom).   Second, 
it provides a framework for planning research relevant to the claims that are made about the use of an 
AWE system.   In view of the quantity of performance data that can come from the use of AWE in 
classroom‐based assessment, a means of organizing and prioritizing research questions and data 
collection is essential.  Third, it provides a means of organizing the presentation of research to allow for 
critical review about the points of weakness as well as the strength of evidence supporting 
interpretations and use of AWE in particular contexts.  If applied linguists are to increase their 
understanding of the factors involved in successful classroom assessments, a means of accumulating 
knowledge from various research contexts and synthesizing that knowledge is needed.  Interpretive 
arguments that state explicitly the inferences, warrants, assumptions, and backing appear to offer 
promise for achieving this goal.  It is a goal relevant for a growing number of diagnostic assessment that 
are available to teachers because of the widespread use of technology for enhancing other classroom 
materials (e.g., Jamieson,  Grgurovic,  & Becker, 2008).  
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