All known robust location and scale estimators with high breakdown point for multivariate sample's are very expensive to compute. In practice, this computation has to be carried out using an approximate subsampling procedure. In this work we describe an alternative subsampling scheme, applicable to both the Stahel-Donoho estimator and the estimator based on the Minimum Volume Ellipsoid, with the property that the number of subsamples required is substantially reduced with respect to the standard subsampling procedures used in both cases. We also discuss some bias and variability properties of the estimator obtained from the proposed subsampling process. 
Introduction
1\lost classical techniques in multivariate analysis are based on the assumption that the obseryations follow a normal distribution N(j1, ~), where j1 and ~ denote the location and scale parameters of the distribution, respectively. The maximum-likelihood estimators for these parameters are the sample mean and the sample covariance matrix.
The presence of outliers in the sample can introduce arbitrary modifications in the yalues of these estimators, and consequently, on the results and conclussions of any multiyariate analysis technique based on their values. The identification of outliers and the robust estimation of location and scale parameters are thus different sides of the same problem: solving one of these problems automatically provides a solution for the other one.
r' ! A measure of the robustness of an estimator is given by its breakdown point f.* (Hampel, Ronchetti, Rousseeuw and Stahel, 1982) . For a given estimator T and a sample of size n, assumed to be in general position, that is, having no more than p points laying on any hyperplane of dimension p -1, the breakdown point (for the finite sample size case with replacement, Donoho and Huber, 1983) The breakdown point for the sample mean and the sample covariance matrix is f.~ = 0, . that is. it is possible to alter by an arbitrary amount the value of both estimators by modifying just one observation in the sample. As a consequence, it would be of interest to define estimators that are less sensitive to the presence of outHers in the sample, even if that property implies a loss in efficiency.
Another condition that is normally required of location and scale estimators is the property of affine equivariance. A location estimator T is affine equivariant if T(AX +b) = AT(.\·) +bfor any full-rank p x p matrix A, and any vector b E ~p. A scale estimator V is affine equi\'ariant if V(AX + b) = AV(X)A T for any full-rank matrix A. From the point of Yie", of the identification of outliers, this property implies that no affine transformation ",ill be able to mask the outlying observations. A significant improvement in the solution of the robust estimation and outlier identification problems came as a consequence of the introduction of the M-estimators (Maronna, 1976) . For a sample size of n, these estimators have a breakdown point given by (Tyler, 1990 ):
Cnfortunately. this value becomes less satisfactory as the dimension of the problem increases. Stahel (1981) and Donoho (1982) proposed the first robust location and scale estimator with high breakdown point for any dimension of the problem (asymptotically equal to 0.5). Later on, Rousseeuw (1985) presented another robust estimator based on the l\'1inimum Volume Ellipsoid, having similar properties.
From a computational point of view, both estimators require a prohibitive amount of time to evaluate, even for small problems. As a consequence, in practice only approximate solutions based on subsampling procedures are computed for both cases. These procedures aim at obtaining subsamples that do not include any outliers. In this work we present a simple subsampling scheme that guarantees a higher probability of obtaining subsamples having this property, while requiring a reduced computational effort.
In Section 2 of this paper we will briefly describe the two estimators mentioned above.
Section 3 will present the subsampling method that we propose, together with its main properties. Finally, in Section 4 we present some conclussions from the properties and behavior of the method.
High breakdown point estimators

The Stahel-Donoho estimator
For a given sample of n observations from ?RP, X = {Xl, X2, ... , x n }, the Stahel-Donoho location and scale estimator (TSD(X), VSD(X)) is defined as
Ildll = I} and w(.) denotes a weight function (Hampel, Ronchetti, Rousseeu\\" and Stahel, 1984) .
In this context, ri provides a measure of how reasonable it is to consider the i-th observation. :ri, as an outlier. If Xi is an outlier, for some unidimensional projection, associated to a direction d, the projected observation d T Xi will also be an outlier. The median and the median of the absolute deviations (MAD) can be used as robust location and scale estimators for the projections, with breakdown points equal to 0.5. The multivariate robust position and scale estimators are then defined as the weighted sample mean and weighted sample covariance matrix, using weights Wi defined as nonincreasing functions of ri.
The asymptotic breakdown point for this estimator, that is, the breakdown point as n -+ 00, is equal to 0.5. Tyler (1994) has studied the value of the finite sample breakdown point with replacement for both this estimator and a slight modification of the l\1AD estimator, showing that the estimator (TSD(X), VSD(X)) attains the highest breakdO\vn point possible for the class of affine-equivariant estimators (Davies, 1987) ,
where [a] denotes the integer part of a; it is assumed that the sample points X are in general position. Maronna and Yohai (1995) show that (T SD ' V SD ) has an asymptotic convergence rate of order 1/..;n.
To compute each ri from (2) we would need to solve a global optimization problem with a nonconvex objective function, having in general a large number of local minimizers. The optimization techniques currently available to solve this problem are too inefficient to be of practical use, even for low dimension problems.
To avoid this difficulty, Stahel proposed to compute an approximation to ri using the following subsampling procedure: Choose randomly p points from the sample X, and compute a direction orthogonal to the hyperplane defined by the p points, d. Repeat this procedure N times and compute r from (2), replacing Sp with this finite set of directions.
The estimator obtained from this procedure is affine equivariant. Maronna and Yohai (1995) show that the breakdown point of the modified estimator coincides with the value for the estimator computed from the exact procedure under certain conditions. Assume that in a sample X we have replaced a number m = nf of the original points with arbitrary observations: we will denote the modified sample by X m . The subsampling method guarantees that the estimator will remain bounded for any X m if in the process we obtain at least p different subsamples that contain no outliers. If the subsampling procedure is perfectly random, the probability of this condition holding is given by
We assume the probability of generating the same sample twice is negligible. Table 1 shO\\"8 the number of subsamples needed to ensure a probability of success equal to Po = O~95, for different contamination levels f and different dimensions of the problem, p. The number of subsamples required is independent of n, and it grows exponentially with the dimension of the problem. Rousseeuw (1985) introduced the estimator (TR(X), VR(X)), based on the Minimum Volume Ellipsoid (MVE), defined as follows: TR(X) is obtained as the center of the minimum \'olume ellipsoid containing half the observations, and VR(X) is the matrix of coefficients of the quadratic form defining the ellipsoid, scaled by a factor to ensure consistency for normal observations. The breakdown point of the MVE estimator is £* = 0.5 for all p.
Stahel
The Minimum Volume Ellipsoid estimator
Subsequently, Davies (1987) defined the class of S-estimators; these estimators include the 1\l\"E estimator and have breakdown points that are also independent of the dimension of the data.
In order to compute the minimum volume ellipsoid for a sample X with n observations. it would be necessarv to consider all the ( [ / n]
.
in X: and then determine the minimum volume ellipsoid for each one of them. The complexity of the computation of the minimum volume ellipsoid makes this procedure infeasible for problem dimensions larger than two. Furthermore, the growth in the number of ellipsoids to be considered makes the method impractical once n becomes sufficiently large.
An approximate solution (Rousseeuw and Leroy, 1987; Rousseeuw and van Zomeren, 1990 ) is based on computing a large number of ellipsiods that are not too expensive to generate, and then choosing the one having minimum volume. A subsampling procedure similar to the one described for the Stahel-Donoho estimator can be used to obtain these ellipsoids. This procedure generates N random subsamples of size p +1 from X; for each subsample the mean vector Xj and the variance matrix Vi are computed, and the ellipsoid defined by {x :
were used, the breakdown point of the estimator would improve slightly).
The number N of subsamples to be generated can be determined from probabilistic arguments. If the breakdown point of the exact estimator must be achieved, we need to have at least one subsample that contains no outliers. If the number of outliers in X is m and we define € = m/n, the probability of having at least one subsample with this property is given by (1992) present an affine equivariant estimator based on projections, having also a breakdown point that is independent of the dimension of the data. The algorithm suggested for the computation of this estimator is based on a subsampling scheme that can also be modified to use the subsampling scheme proposed in the following section.
An extensive simulation study conducted by Maronna and Yohai (1994) compares the behavior of the different methods described in this section, concluding that the StahelDonoho estimator has the best bias and variability properties; this estimator is also the most efficient one for outlier identification under a range of different structures in the distribution of the outliers.
The subsampling approximations described in the preceding paragraphs have been defined with the goal of replicating the breakdown point properties of the corresponding 3 exact estimator. Any reasonable approximation to the bias and variability properties of the exact estimators would require a significantly higher number of subsamples. These remarks constitute an additional motivation for the development of subsampling methods that require a reduced number of subsamples, while being able to generate a high proportion of "good" subsamples.
Proposed subsampling algorithm
Let t denote the proportion of outliers in the sample X; the probability of a subsample of size p generating a "good" direction for the Stahel-Donoho estimator, that is, the probability of the subsample containing no outliers, is given by (1-E)P, and for a subsample of size p + 1 for the MVE estimator the probability is given by (1 -E)P+l.
The motivation behind the proposed subsampling scheme is to increase the probability of obtaining "good" subsamples. This goal can be achieved by using the following procedure: construct subsamples of size k, remove from each subsample one observation, and take the remaining k -1 observations as the final subsample to construct the desired estimator. The final subsample will be a "better" subsample than the original one if the probability of removing an outlier from the initial sample is sufficently high. We nO'y describe a procedure to remove one observation from the subsample having the property t hat. if the su bsample contains just one outlier, then this outlier will be the observation excluded from the subsample. If this procedure is used, the probability that the final subsample contains no outliers is given by This probability is a decreasing function of k, and it would be optimal to choose k: as small as possible. The actual value of k will also depend on the procedure used to select the observation to be removed from the subsample. An additional condition on the whole procedure is that it should be computationally efficient.
Let x(il and l'(i) denote the mean and covariance matrix of the modified subsample, obtained by removing observation Xi from the subsample of size k. If observation Xi were the only outlier in the subsample, its distance to the mean, d(ib defined as
should be larger than d(j) for any j =f i. If Xi is the only outlier in the subsample, both To apply this procedure we must have a subsample of size at least equal to k = p + 2.
The algorithm that uses the proposed subsampling method to compute the Stahel-Donoho estimator has the following form:
1. Construct N subsamples of size p + 2.
2. Remove from each subsample the observation having the largest Mahalanobis distance. If the final subsample contains no outliers, this procedure would compute p+l "good" directions from each subsample. If we generate N subsamples, the probability of having at least one that contains no outliers after removing the "worst" observation is given by Table 3 . Proposed method: number of subsamples to attam the breakdown point of the exact algorithm with probability equal to P 2 • The reduction in the number of subsamples with respect to the values shown in Table  1 is significant. Table 4 indicates the reduction factor in the number of subsamples for the proposed method, that is, the ratio between the number of subsamples required by the traditional approach, as shown in Table 1 , and the number of subsamples required by the proposed approach. The computations required to determine the p+ 1 directions for each subsample in the proposed method are naturally more expensive than the computations required by the traditional method, but even if this factor is taken into account (see the Appendix), the proposed method is still significantly more efficient than the traditional subsampling algorithm. Table 4 . I\'umber of subsamples required by the Stahel subsampling algorithm for each subsample needed by the proposed method.
Reduction factor
Another important advantage of the proposed algorithm is that the average number of "good~' directions is also greatly increased, a result that suggests that the estimator obtained after applying the proposed scheme should have better properties than the traditional one. Table 5 compares the expected number of "good" directions for both methods ",hen f-= 0.5 and the number of subsamples taken for each method are the ones given in Tables 1 and 3~ respectively. For values of P larger than 0.95 the comparison results are even more favorable to the proposed algorithm. 4  8  14  6  10  21  8  13  27  10  16  33  20  28  63  Table 5 . Expected number of "good" directions when f -0.5, for Stahel's method and the proposed algorithm.
Stahel Proposed
This scheme can also be applied to the MVE estimator, in the following manner: obtain subsamples of size p + 2, remove the observation with the largest Mahalanobis distance and compute the elemental ellipsoid corresponding to the remaining p + 1 observations. The number of subsamples that are needed to ensure with probability 0.95 that at least one of them contains no outliers coincide with the values shown in Table 3 . Table 6 shows the ratio of the number of subsamples required by the Rouseeuw and van Zomeren (1990) method, as indicated in Table 2 , to the number of subsamples required by the proposed method. The computational cost for both procedures is very similar (see the Appendix), implying that the gain in computational efficiency when using the proposed algorithm is even more significant than in the case of Stahel's method. For the number of subsamples indicated in Tables 2 and 6 , the expected number of ellipsoids obtained from subsamples with no outliers is similar for both methods and very small (::::: :3). This fact may explain the high bias and variability of the MVE estimator, as mentioned in Cook and Hawkins (1990), Maronna, Stahel and Yohai (1992) and Maronna and Yohai (1995) . The proposed subsampling method could be very effective in this sense~ as for a giyen computational cost the expected number of "good" ellipsiods would be increased in the proportion shown in Table 6 .
Simulations
When the procedure described in this section is applied to the computation of the StahelDonoho estimatoL it generates p + 1 directions for each subsample. Each direction is obtained from p + 1 points, and any pair of directions from a given subsample shares p common points, implying a certain "dependence" structure between the directions. Although the breakdown point is not affected by this fact, it might have some influence on other properties of the estimator, such as its bias or variability.
To analyze the influence of this "dependence" between directions we have conducted a limited simulation study, comparing both subsampling schemes. For a given normal distribution with parameters I-l and ~ (this study can be easily extended to any ellipsoidal 4 model) we analyze the effect of an E-contamination, generated from an arbitrary distribution G, on the estimators (TSD' VSD). Maronna and Yohay (1994) define as a measure of the bias in the position estimator, bias(Ts D , G) = (T SD -p,)T'£,-I(TsD -p,) , and for the variance estimator V SD , bias(V sD , G) = r.p(LVSDL T ) , where r.p denotes some measure of nonsphericity and LT L = '£,-1 (the Choleski factor of '£,-1). The most common measure of nonsphericity for a matrix A is the condition number cond(A), defined as the square root of the ratio between the largest and smallest singular values of A. Another measure, used in this simulation study, is
that is. the ratio between the arithmetic and geometric means of the eigenvalues of A, raised to the p-th power. The lower bound for 'Po is 1, corresponding to the case in \vhich all eigenvalues are equal (sphericity). Figure 1 shows the Box plot corresponding to the results obtained for p = 6, n = 30. e = 0.2 and " = 50. Other values of p, n, e and k give similar results, and this seems to indicate that there is no significant loss in the "quality" of the directions generated by the proposed subsampling method, due to the close relationship that exists between the directions obtained from a given subsample.
Conclusions
Several robust estimators for the position and scale parameters of a multivariate normal sample, with good theoretical properties regarding convergence, efficiency, bias and breakdown point for highly contaminated samples, have been proposed in the literature. None of these estimators can be computed in exactly the form they have been defined, and all of t hem must be approximated by procedures based on subsampling schemes. In this paper \Ye haye presented a new subsampling procedure that requires a much smaller number of subsamples. By taking advantage of this property, it would be possible to obtain a much better estimator at a lower computational cost. The estimators obtained in this manner are able to detect complex contamination patterns in the sample.
Appendix. Evaluation of computational costs
In Section 3 it was mentioned that the computational costs of the different subsampling schemes should be taken into account when comparing the performance of the procedures. For example, it is important to consider this computational cost when analyzing the results shown in Tables 4, 5 or 6. In this Appendix we evaluate these computational costs for both the Stahel-Donoho estimator and the MVE estimator, and we include these costs into the analysis of the results presented in the paper.
A detailed evaluation should take into account the hardware to be used and details of the implementation of the algorithm, for example; as we are interested only on approximate measures of efficiency, we will only consider in this appendix an estimate of the numbers of arithmetic operations (sums and products) required for efficient implementations of the different methods, ignoring the cost of control instructions, comparisons, ... The numbers of operations for basic numerical procedures can be obtained from standard references on numerical linear algebra (Golub and Van Loan, 1989 ).
We will assume throughout that we have been given a sample of size n in a space of dimension p.
The Stahel-Donoho estimator
Proposed procedure
The subsampling procedure proposed in the paper would obtain the estimator from the following steps:
1. Select a subsample of p + 2 observations. 2. Compute the subsample mean x and covariance matrix V.
:3. Compute the Mahalanobis distance for each observation in the subsample using (3) .
We first compute the Choleski factor of the covariance matrix V, R, then solve the system Rll; = Xi -x, and finally form llTlli· 4. Remoye from the subsample the observation with the largest Mahalanobis distance.
. 6. For each set of projections, compute the median and the MAD, and form the weights Ti from (2).
Finally, obtain the values of (TSD(X), VSD(X)) from (1).
The following table summarizes the costs of these steps:
The total cost is given by where A\ denotes the number of subsamples generated by the algorithm.
Stahel's procedure
This procedure is similar to the one described above, except that now the subsample has only p observations, steps 2, 3 and 4 are not needed, and step 5 is replaced by 5. Compute the direction orthogonal to all pairs of observations in the subsample.
As in the proposed algorithm, let lV jk denote the matrix whose rows are the vectors Xi -Xk for some observation k and all observations i :I k in subsample j. The orthogonal direction d j can be obtained as a non-zero solution for the system of equations lVjkdj = 0, computed from an LV factorization of W jk . Obtain the projections of all sample points onto this direction, cifXi'
The costs of these steps are
If -' "2 denotes the total number of subsamples~ the number of operations for all steps will be approximately equal to ') N 2 (2np + 2n + ~p3 -p2 -3p) +np2 + 5np + n.
In Table i we show the ratio of the computational cost required by the Stahel subsampling method and the computational cost of the proposed scheme when both proceclmes generate the number of subsamples needed to guarantee the breakdown point of the St ahel-Donoho method with probability 0.95, as shown in Tables 1 and 3 . We assume that n = 5p in all cases. We could also compare the expected number of "good" directions that can be obtained for both methods for the same computational cost. Assume that we compute the number of subsamples given in Table 1 for the Stahel procedure, and that for the proposed algorithm we generate a number of subsamples such that the computational cost is the same. Table 8 gives the average number of good directions generated by Stahel's method and the proposed algorithm for that fixed computational cost. 
Ratio computational
Stahel
The MVE estimator
Proposed procedure
The proposed subsampling procedure would have to perform the following operations:
8. Finally, obtain the values of (TR(X), VR(X)) from the ellipsoid having minimum volume from all the ones generated in the subsamples.
The following table summarizes the costs of these steps: Table 9 . Ratio of operations required by the Rousseeuw and van Zomeren subsampling algorithm and the proposed method.
