Abstract. We consider the boundedness of singular integral operators and fractional integral operators on weighted Herz spaces. For this purpose we introduce generalized Herz space. Our results are the best possible.
Introduction
Since Beurling [1] introduced the Beurling algebras and Herz [5] generalized these spaces, many studies have been done for Herz spaces (see, for example, [2] , [4] , [7] and [11] ). Weighted Herz spaces are also considered in [6] , [8] [9] and [10] . But they consider only A 1 weights or power weights.
In this paper we consider the boundedness of singular integral operators and fractional integral operators on weighted Herz spaces with A p weights. For this purpose, we introduce generalized Herz spaces, and as corollaries of our theorems we obtain the boundedness of these operators on weighted Herz spaces.
Definitions and Notation
The following notation is used: For a set E ⊂ R n we denote the Lebesgue measure of E by |E|. We denote the characteristic function of E by χ E . We indicate a ball of radius 2 k centered at the origin by B k = {x ∈ R n ; |x| ≤ 2 k } where k ∈ Z . We write C k = B k \ B k−1 and χ k = χ C k . For a nonnegative function w , we write w(E) = E w(x)dx and define
First we define homogeneous Herz spaces.
Definition 1 (Herz spaces). Let 1 < p < ∞, 0 < q < ∞ and −∞ < α < ∞. The ordinary Herz space is defined by
For non-negative functions w 1 and w 2 , weighted Herz space is defined by
Next we define some classes of weight functions.
for all balls Q , where 1/p 1 + 1/p 1 = 1.
Remarks .
The following properties about weight functions are easily obtained from definitions. Especially the equivalence relation (1) is important for our theory (see Theorems 1 and 2).
The following lemmas are well-known (see, for example, [3] and [12] ).
for k > j.
Next we define singular integral operators and fractional integral operators.
Definition 6.
We say that T is a standard singular integral operator if there exists a function K which satisfies the following conditions.
Remark . We can weaken the conditions about K , but for the simplicity we assume these conditions.
Definition 7. The fractional integral operator is define by
I s f (x) = R n f (y) |x − y| n−s dy, where 0 < s < n.
Known results
Let T be a standard singular integral operator and I s be the fractional integral operator. The following two propositions are well-known (see, for example, [12] ).
Li and Yang [7] and Lu and Yang [9] , [10] proved the next theorems about the boundedness on Herz space.
Lu and Yang also proved weighted estimates for Theorems C and D.
Remark . In [10] p. 365, Lu and Yang assume the condition that 0 < α 1 < n(1 − 1/p 1 ) in stead of (2), but this is incorrect. We shall show our condition (2) is the best possible in Section 7. Note that the condition (2) is equivalent to the following:
In this paper we consider weighted estimates for these theorems with A p weights. For this purpose we introduce generalized Herz spaces in the next section, and as corollaries of our general theory, we can prove all the theorems above. We also prove that our results are the best possible by showing counterexamples in Section 7.
Theorems
For a sequence ϕ = {ϕ(k)} ∞ k=−∞ , ϕ(k) > 0 , we define generalized Herz space as follows.
We define some conditions about ϕ.
We say that ϕ satisfies doubling condition of order (a, b) and write ϕ ∈ D(a, b), if there exists C ≥ 1 such that
Definition 10. We say that ϕ satisfies doubling condition, if D(a, b) , then ϕ satisfies doubling condition.
Remark . If ϕ ∈
Our results are the following.
Remark . When b ≤ 0 , the condition (4) is equivalent to the condition that w ∈ A(p 1 , p 2 ), but when b > 0 , (4) is stronger than A(p 1 , p 2 )-condition. We shall show that the condition (4) is the best possible by showing a counterexample in Section 7.
If we do not assume the condition (5), then in (3), we need to assume
We assume (3), (5) and the following:
We also obtain the boundedness of singular integral operators.
Theorem 3.
Let T be a standard singular integral operator. Suppose that 1 < p < ∞, 0 < q < ∞ and δ > 0 . We assume that
In Theorem 1, when we set s = 0 formally, we can obtain Theorem 3. The proof of Theorem 3 is similar to that of Theorem 1, therefore we omit the proof.
Applications

Applications to Theorems A, C and D. Let ϕ(k)
, ϕ ∈ D(α 2 , α 2 ) and w ∈ RD(n). Therefore the condition (3) in Theorem 1 is equivalent to the following:
Using Theorem 2, we obtain Theorem D. Let α 1 = α 2 = α . Then we can prove Theorem C by Theorem 1. By Theorem 3, we obtain Theorem A.
Application to Theorem B. Suppose that 0 ≤ α < n(1 − 1/p). For two weight functions w
Since α(= b) satisfies the condition (3') in Theorem 3, we can prove Theorem B. Furthermore we obtain the following.
Remark . We shall prove that the condition that w ∈ A p(1− α/n) is the best possible in Section 7 (see Counterexample 3).
Proof of Corollary 2. Let ϕ(k) = 2 kα and w = |x| β . Then ϕ ∈ D(α, α) and w ∈ RD(n + β). Note that w ∈ A r if and only if −n < β < n(r − 1). Therefore the conditions (3') and (4') in Theorem 3 are equivalent to the following:
− n < β < n(r − 1) where r = min(p, p − αp/n). (10) These conditions are equivalent to (7) and (8).
Estimates for fractional integral operators (one weight case).
The next two corollaries are easily obtained from Theorems 1 and 2 respectively.
Corollary 3. Let
1 < p 1 < n/s, 0 < q < ∞, 0 ≤ α < n(1 − 1/p 1 ) and 1/p 2 = 1/p 1 − s/n. If w p2 ∈ A 1 +p2/p 1 −αp2/n , then I s is bounded from K α,q p1 [1, w p1 ] to K α,q p2 [1, w p2 ]. Corollary 4. Let p 1 ≥ n/s, 0 < q < n/s, 0 ≤ α 2 < n(1 − 1/p 1 ), and we set 1/p 2 = 1/p 1 · (1 − sq/n), α 2 = α 1 + s(q/p 1 − 1). If w p2 ∈ A 1 +p2/p 1 −α1p2/n , then I s is bounded from K α1,q p1 [1, w p1 ] to K α2,q p2 [1, w p2 ].
Proofs
To prove Theorems 1 and 2, we use the same calculation, therefore we first estimate I s for general indices p 1 , p 2 and q .
As in [7] , we write
and we obtain
(III) When j ≥ k + 2 and x ∈ C k , we have
(I) By Lemma 3, w p2 ∈ Ar for somer < r. Therefore by Lemmas 1 and 5, we have
(III) By Lemma 2, w p2 ∈ RD(δ) for some δ > 0 . Therefore by the same argument as above we have
Using the condition that ϕ ∈ D(a, b), we obtain the following inequalities.
These are elementary estimates for I and III. From here we shall prove two theorems respectively.
Proof of Theorem 1. The estimate of II is easy. By using Proposition 2, we obtain II ≤ C f K q p 1 (ϕ,w p 1 ) . Next we estimate I. When q ≤ 1, we have
Finally we estimate III . When q ≤ 1, we have
Proof of Theorem 2. We can estimate I and III same as above (note that −n + s + nr/p 2 + b ≤ 0 ), therefore we omit the proof. We shall estimate II. We can takep 1 andp 2 such that 1/p 2 = 1/p 1 − s/n,p 1 < n/s andp 2 > p 2 (takep 1 sufficiently near n/s). Then w ∈ A(p 1 ,p 2 ), therefore we can apply Proposition 2 to these indices. We have
This proves the theorem.
Counterexamples
In this section we shall show that the condition (2') in Theorem D and the condition that w ∈ A p(1− α/n) in Corollary 1 are the best possible.
For the simplicity we consider the case when n = 1. Let H be the Hilbert transform Hf (x) = R 1 f (y)/(x−y)dy and I s f (x) = R 1 f (y)/|x−y| 1−s dy . [1, 2] , then f ∈ K α1,q p1 (R 1 ).
But I s f (x) ≥ C > 0 when 0 < x < 1 , therefore I s f / ∈ K α2,q p2 (R 1 )
