Abstract-In successive refinement of information, the decoder refines its representation of the source progressively as it receives more encoded bits. The rate-distortion region of successive refinement describes the minimum rates required to attain the target distortions at each decoding stage. In this paper, we derive a parametric characterization of the rate-distortion region for successive refinement of abstract sources. Our characterization extends Csiszár's result [1] to successive refinement, and generalizes a result by Tuncel and Rose [2], applicable for finite alphabet sources, to abstract sources. The new characterization leads to a family of outer bounds to the rate-distortion region. It also enables new nonasymptotic converse bounds.
I. INTRODUCTION For a source random variable X ∈ X and a distortion measure d : X ×Y → [0, +∞], where X and Y are abstract sets (source and reproduction alphabets), the classical informational rate-distortion function is defined as the following minimal mutual information quantity:
This convex optimization problem rarely has an explicit solution. The following result provides a parametric representation:
Theorem 1 (Parametric representation of R d (d) [1] 
(b) There exists a transition probability kernel P Y |X that attains the infimum in (1) .
Then, for each d > d min , it holds that
where the maximization is over f (x) ≥ 0 and λ ≥ 0 satisfying the constraint
Furthermore, (f (x), λ ) achieves the maximum in (3) , where
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In (7), dP dQ denotes the Radon-Nykodym derivative; if P and Q are both discrete (or continuous) probability distributions, dP dQ is simply the ratio of corresponding probability mass (or density) functions. Theorem 1 applies to the much more general setting of abstract probability spaces. It was Csiszár [1] [6] for computing the rate-distortion function. For difference distortion measures, d(x, y) = d(x−y), a certain choice of (f (x), λ) in (3) leads to the Shannon lower bound [3] , a particularly simple, explicit lower bound to the rate-distortion function, which offers nice intuitions and which is known to be tight in the limit d ↓ 0. Leveraging Theorem 1, a generalization of Shannon's lower bound to abstract probability spaces was recently proposed [7] , [8] . Furthermore, the d-tilted information, defined for each realization x ∈ X through the solution to (3) as
governs the nonasymptotic fundamental limits of lossy compression [9] . In this paper, we state and prove a generalization of Theorem 1 to successive refinement of abstract alphabet sources. If the source is successively refinable, that is, if optimal successive coding achieves the respective rate-distortion functions at each decoding stage, our result recovers the representation in Theorem 1. Furthermore, the new representation allows us to identify the key random variables describing the nonasymptotic fundamental limits of successive refinement, and to show a new nonasymptotic converse bound. Our characterization extends a known finite alphabet result by Tuncel and Rose [2, Theorem 4] to abstract probability spaces. Our general setting necessitates the use of the mathematical tools fundamentally different from the standard convex optimization tools (KarushKuhn-Tucker conditions) that can be used to solve the finite alphabet case, as carried out in [2] . We leverage the DonskerVaradhan characterization of the minimum relative entropy, and, to show the necessary optimality conditions, we compare a tentative solution to a perturbation by a carefully selected auxiliary distribution.
II. MAIN RESULT
Consider the source random variable X ∈ X and two (possibly different) distortion measures
, quantifying the accuracy of lossy compression at the first and the second stages, respectively. Rimoldi [10] showed that the region of asymptotically attainable rates (R 1 , R 2 ) compatible with distortions (d 1 , d 2 ) at first and second stages is given by
where here and in the sequel, R 2 refers to the total rate at the second layer. It is convenient to consider the following equivalent representation of the boundary of the set in (9):
The function in (10) represents the minimum asymptotically achievable total rate at the second stage compatible with rate R 1 at the first stage and at-stage distortions
) is attainable, the source is said to be successively refinable [11] 
Throughout the paper, we assume that the following conditions are met.
There exists transition probability kernels P Y 1 |X and P Y 2 |XY 1 that attain the infimum in (10).
Before we state our main result, we present the following notation. For measurable functions
The quantities Σ 1 (y 1 ) and Σ 2 (y 1 , y 2 ) generalize the expectation on the left side of (4) to successive refinement. The main result of the paper can now be stated as follows.
Theorem 2 (Parametric representation). Assume that
. The boundary of the rate-distortion region of successive refinement can be represented as
where the maximization is over g 1 (x), g 2 (x|y 1 ) ≥ 0 and (ν 1 , λ 1 , λ 2 ) ≥ 0 satisfying the constraints
achieves the maximum in (13) . Also, the optimal solution in 
where
If the source is successively refinable at (d 1 , d 2 ), then the optimal choice is
for an arbitrary ν 1 > 0, where f 1 , f 2 achieve the maximum of (3) for {d 1 , d 1 } and {d 2 , d 2 }, respectively. It is easy to verify that in this case, (14) and (15) are satisfied and the function in (13) equals
If R(d 1 , d 2 ) , and, as we are about to see, to a nonasymptotic converse bound.
An
code is a pair of encoders
and decoders
such that
and (15), it holds that
Proof. We employ Theorem 2 similar to how Theorem 1 was employed in the proof of [9, Theorem 7] .
The following corollary is immediate from the observation that (23)- (26) satisfy (14) and (15).
For successively refinable finite alphabet sources, No et al. [12] recently computed the dispersion of successive refinement. Via Corollary 1, one can recover converse part of the dispersion result of No et al. [12] . Corollary 1 applies in wider generality, including abstract sources that are not necessarily successively refinable. For non-successively refinable finite alphabet sources, a second-order analysis was recently proposed in [13] with the setting of joint excess-distortion probability instead of separate excess-distortion probabilities as above. 
, Theorem 2 is an immediate consequence of the following result.
Theorem 4 (Necessary and sufficient conditions for an optimizer). In order for (P
) to achieve the infimum in (37), it is necessary and sufficient that (21) and (22) are satisfied, where
satisfies (19) and (20), and for any g 1 (x) ≥ 0, g 2 (x|y 1 ) ≥ 0 satisfying (14), (15), we have for all P Y1Y2|X
with equality if and only if
) are given by (21), (22), with given g 1 (·), g 2 (·|·).
In the proof of Theorem 4, we will use the following lemma.
Lemma 1 (Donsker-Varadhan, [14, Lemma 2.1]). Let ρ : X → [−∞, +∞] and letX be a random variable on
with equality if and only if X has distribution P X such that
Proof of Theorem 4. First, we show that
For fixed probability kernels PȲ 1 and PȲ 2 |Ȳ1 , consider the function
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Since
with equality if and only if (P Y1|X , P Y2|XY1 , PȲ 1 
). Applying Lemma 1 twice, we compute the minimum of the left side of (44) particularized to
where g * 1 (x) and g * 2 (x|y 1 ) are given in (38) and (39), respectively, and the optimizing P Y * 1 |X and P Y * 2 |XY * 1 are specified in (21) and (22), letting g 1 (x) = g * 1 (x) and g 2 (x|y 1 ) = g * 2 (x|y 1 ) therein.
We proceed to show that g * 1 (x) and g * 2 (x|y 1 ) satisfy (19) and (20). For P Y * 1 -a.e. y 1 , we take expectations with respect to P X of both sides of (21) to conclude that
Likewise, for
, we take expectations with respect to P XY * 1 of both sides of (22) to conclude that
We next proceed to show that
Particularizing the left side of (44) to
we apply Lemma 1 to characterize the minimum of the left side of (44) as
To evaluate the infimum in (49), we apply Theorem 1 to conclude that for P Y * 1 -a.e. y 1 , it holds that
with
which, using (21), is equivalent to (48).
To finish the proof of (19) and (20), it remains to show that for all y 1 , y 2 outside of the support of
, (19) and (20) hold. Consider
Due to (44),
Now, we choose PȲ 1 and PȲ 2 |Ȳ1 (not independently of each other!) as
where PȲ 2 |Ȳ1 is an arbitrary transition probability kernel. With this choice,
Due to (52), the minimum of (51) is attained at = 0, so its right derivative with respect to evaluated at = 0 must be nonnegative:
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in (54). Note that bringing the differentiation inside of the expectation is permitted by the dominated convergence theorem: the negative of the integrand in (53) is log((1 − )a + b) = log(1 − ) + log a + log 1 + 1− b a , for some a ≥ 0, b ≥ 0, and the difference quotient of the last term is bounded as 0 ≤ log
, for all 0 ≤ ≤ 0 < 1. To show (19), notice that (54) implies that the necessary condition for P Y * 1 |X , P Y * 2 |XY * 1 to achieve the minimum is that (54) holds for all choices of the auxiliary kernel PȲ 2 |Ȳ1 , and so
To simplify (55), we will find the conditions under which P Y * 2 |Y * 1 =y1 attains the supremum in the left side of (55). Put
With this choice,
The right derivative of the expression in the left side of (55) with respect to evaluated at = 0 is displayed in (58) at the bottom of the page and is equivalent to (19). Note that bringing the differentiation inside of the expectation is allowed by the dominated convergence theorem: the difference quotient of the integrand in (55) is proportional to
for a ≥ 0, b ≥ 0, which is bounded below by 0 and above by a constant times a ν2−1 b in the range ≤ 0 < 1, for some 0 . We proceed to show (40), which will imply the sufficiency part. We apply Theorem 1 twice to write
where (59) 
Substituting (63) into (61), we obtain (14) . It follows that (60) holds for all choices of (g 1 (x), g 2 (x|y 1 )) that satisfy (14) and (15), and (40) follows.
