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RESUMO
Nos últimos anos técnicas de controle baseadas em estratégias preditivas, adaptativas etc, 
surgiram como uma opção ao tradicional PID. A maioria destas novas técnicas de controle são 
dependentes da escolha do modelo que representa o processo, que normalmente é linear ou 
linearizado. As dificuldades aparecem no controle de sistemas complexos, onde erros de 
modelagem podem levar ao controle ineficiente, restringindo o uso destes 'novos' controladores. 
Redes Neurais Artificiais, por sua não linearidade inerente e capacidade de aprender através de
exemplos surgem como uma alternativa para resolução destes problemas. Neste trabalho
.1
propõe-se a utilização de uma rede neural Feedforward Multicamadas em um esquema de 
controle de processos. O algoritmo de aprendizagem backpropagation e a estratégia de 
otimização steepest descent juntamente com uma estratégia de controle preditivo que minimiza 
uma função custo quadrática foram utilizados neste trabalho como uma estratégia de controle. 
Testes experimentais realizados em uma unidade piloto onde controlou-se o nível de um tanque 
simples e de dois tanques acoplados mostraram a eficiência e potencialidade da técnica proposta
Summary v
SUMMARY
In the last years have appeared, as options to the traditional PID, new control techniques 
based on predictive and adaptive strategies. Most of these new techniques are depend on the 
choice of the representative model of the process, which is normally linear or linearized. The 
difficulties appear on the control o f complex system, where modeling mistakes can lead to a non 
efficient control, limiting the use of these new 'controllers’. Artificial Neural Networks is an 
alternative to the solution of these problems, for its inherent nonlinearity and its a capacity of 
learning from examples. In the present work we propose the utilization of a neural network on a 
process control scheme. The learning back-propagation algorithm associated with the steepest 
descent method of optimization, with a predictive control strategy, that minimizes a quadratic 
cost function, is used on this work associated with a control strategy. It is shown the efficiency 
and the potentiality of the proposed technique, on experimental tests, done in a pilot plant, 
shown that is possible to control the level of a simple tank and of two jointed tanks.
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NOMENCLATURA
AÍLpj Ativação do j-ésimo neurônio da camada L correspondente ao p-ésimo padrão de 
entrada
AtLj Ativação do j-ésimo neurônio da camada L
D if Valor absoluto da diferença entre u(k)assumido e u(k)LC
E Erro total entre as saídas da rede e as saídas alvo
Ep Erro entre a saída da rede e a saída alvo correspondente ao p-ésimo padrão
F Função não linear qualquer
A
F Predição para a função F
H Horizonte de predição
it it-ésima iteração
n Ordem do processo em relação a variável controlada
rine Número de neurônios na camada de entrada
nnj Número de neurônios na camada intermediária
np Número de padrões
rins Número de neurônios na camada de saída
NU Horizonte máximo de controle
m Ordem do processo em relação a variável manipulada
somat(k) Termo referente a derivada de ypred em relação a u(k)
somaLp j Somatório das entradas ponderadas do j-ésimo neurônio da camada L
correspondente ao p-ésimo padrão de entrada
u Variável manipulada
u(k)assumido Valor assumido para u no instante k
u(k)LC Valor de u calculado pela lei de controle no instante k
Nomenclatura vii
Uroax Valor máximo da variável manipulada
Umin Valor mínimo da variável manipulada
Xp i Entrada do i-ésimo neurônio da primeira camada correspondente ao p-ésimo
padrão
Xm Matriz dos padrões de entrada
w (L-i)ij Conexão entre o i-ésimo neurônio da camada (L-l) e o j-ésimo neurônio da
camada L
Aw (L-i)ij Variação da conexão entre o i-ésimo neurônio da camada (L-l) e o j-ésimo 
neurônio da camada L 
y Variável controlada
ymax Valor máximo da variável controlada
ym,n Valor mínimo da variável controlada
ypred Valor de y predito pelo modelo ou pela rede neural artificial
Yp^ Saída alvo para o k-ésimo neurônio da última camada correspondente ao p-ésimo
padrão
Ym Matriz das saídas alvo
yref Trajetória de referência
ysp Set point
LETRAS GREGAS:
a  Parâmetro de ajuste da trajetória de referência.
X Fator de penalização da ação de controle
r| Taxa de aprendizagem do algoritmo backpropagation




Nas últimas décadas, técnicas de controle baseadas em modelos preditivos foram 
bastante estudadas e desenvolvidas. O computador digital teve papel importantíssimo no 
estreitamento entre a pesquisa de novas técnicas e sua aplicação industrial. Alargaram-se os 
horizontes do controle de processos de tal forma que a evolução foi inevitável, de técnicas 
simples, como o clássico PID para outras mais sofisticadas como o LRPC (Long Range 
Predictive Control). Entre as últimas as mais conhecidas são: MAC (Model Agorithmic 
Control), DMC (Dynamic Matrix Control) e GPC (Generalized Predictive Control), em suas 
formas simples ou auto ajustáveis, todos já  com testes efetivos em plantas industriais.
Todas estas técnicas de controle preditivo são dependentes do modelo, linearizado ou 
linear. As dificuldades aparecem no controle de sistemas complexos, onde erros de modelagem 
podem levar ao controle ineficiente do processo. A complexidade, não-linearidade e incertezas 
são os grandes desafios a serem vencidos. A investigação de outras técnicas de controle que 
possam vir a contornar estes problemas tomou-se o próximo passo na evolução
As redes neurais ou ANNFs (Artificial Neural Networks) surgem com a promessa de 
resolução de alguns problemas comuns encontrados no controle de processos. Sua característica 
não linear e sua habilidade para aprender através de exemplos as tomam atrativas aos 
profissionais da área de controle. Nos anos recentes muitos trabalhos têm sido publicados neste
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campo. Seu uso na modelagem de processos e também no controle, através de estratégias 
explícitas ou implícitas, têm sido investigados
A fím de verificar a viabilidade da implementação de ANN's no controle de processos, 
neste trabalho utilizou-se um modelo de rede neural artificial bastante conhecido, denominado 
Feddforward Multicamadas, juntamente com uma estratégia de controle preditivo que minimiza 
uma função custo quadrática. Os testes experimentais foram realizados em um processo que, faz 
parte de um sistema maior compreendido por vários tipos de equipamentos que juntamente com 
um microcomputador, compõe uma malha de controle em tempo real.
Para uma melhor compreensão dividiu-se a apresentação deste trabalho em capítulos, 
distribuídos da seguinte forma:
No capítulo II tem-se um breve histórico sobre redes neurais artificiais e sua aplicação a 
Engenharia Química.
No capítulo III faz-se o detalhamento da rede utilizada, a rede Feedforward 
Multicamadas, e também da teoria sobre a modelagem e controle de processos utilizando ANN’s. 
Neste ponto pode-se dividir este trabalho em duas fases distintas: primeiramente desenvolveu-se 
um software de redes neurais com o objetivo de melhor compreender o funcionamento das 
mesmas. Também nesta fase realizou-se os treinos e testes com dados retirados de uma planta 
piloto, mais especificamente de dois sistemas, um tanque simples e dois tanques acoplados. Em 
uma segunda etapa, utilizou-se os parâmetros obtidos nos treinos para projetar um controlador 
preditivo e este foi implementado com sucesso para o controle dos sistemas citados.
No capítulo IV apresenta-se a planta e periféricos, bem como a metodologia de 
tratamento dos dados obtidos para os testes.
No capítulo V discute-se os resultados referentes a modelagem e controle.
Introdução 3
Finalmente no capítulo VI são apresentadas as conclusões e perspectivas deste trabalho, 




Neste capítulo é mostrado um breve histórico sobre redes neurais artificiais desde a 
década de 40 até os dias atuais, passando por seu emprego na Engenharia Química e destacando 
alguns trabalhos nesta área.
n.l - Redes Neurais Artificiais - Uma definição geral
Uma rede neural artificial (ANN- Artificial Neural Network) é uma estrutura formada por 
elementos processadores simples denominados neurônios e que são interligados através de 
canais unidirecionais (pesos) de acordo com a arquitetura escolhida para a rede.
n.2 - Redes Neurais Artificiais - um breve histórico
McCulloch e Pitts (1943), conforme Carvalho Filho et alli (1994), propuseram um 
modelo matemático simplificado de neurônios biológicos. O modelo baseia-se no fato de que 
em dado instante de tempo, o neurônio ou está disparando ou está inativo, que corresponderia ao 
zero e um da álgebra booleana. Da maneira proposta o neurônio recebe e produz um valor 
booleano (0 ou 1). Neste modelo um neurônio j produz um impulso, ou seja, uma saída igual a
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1, se e somente se, a soma das entradas for maior que um limiar. A equação II. 1 define a função 
de saída do neurônio de McCulloch-Pitts.
AtLj
1 se x = X w(L-i)ijAt (L-i)i - 8 , .  > o
Lj
0 se X ^ - W(L.])ijAt (L-l)i ' 0 Lj < o
II. 1
Onde AtLj e A ty são respectivamente as ativaçãoes do neurônio j de uma camada L e do 
neurônio i da camada (L-l), é a conexão entre os neurônios envolvidos e Lj é o limiar de 
ativação do neurônio j.
A partir do modelo proposto por McCulloch-Pitts foram derivados vários outros modelos 
que permitem a produção de uma saída qualquer, não necessariamente 0 ou 1.(Carvalho Filho et 
alli, 1994).
O interesse no método de apredizagem foi iniciado por D. O. Hebb, no final da década de 
quarenta. Ao longo dos anos apareceram formulaçãoes matemáticas baseadas nas idéias de 
Hebb, e que foram chamadas aprendizagens Hebbianas (De Souza Jr.,1993).
Hebb (1949) demonstrou que a capacidade de aprender em redes neurais pode ser 
conseguida através da variação dos pesos entre os neurônios. A regra de Hebb diz que, quando 
um estímulo de entrada influencia na produção do estímulo de saída, o peso da conexão entre os 
neurônios deve ser incrementado. A regra Hebbiana tem sido utilizada em vários algoritmos de 
aprendizagem, citado por Carvalho Filho et alli (1994).
Na década de 60, F. Rosemblatt no livro Principles o f  Neurodinamics, forneceu várias 
idéias a respeito de Perceptrons, que são redes de neurônios de limiar, baseados no modelo de 
McCulloch e Pitts. Também nesta época B. Widrow e M. E. HofF desenvolveram a Adaline 
(.ADaptive LINear Element) com um dispositivo prático para resolver tarefas de reconhecimento
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de padrões. O algoritmo de aprendizagem usado é conhecido como Least Mean Square Error 
Correction Rule (LMS), pois minimiza o quadrado dos erros das saídas,(Carvalho Filho et alli, 
1994).
O Perceptron foi bem aceito por sua simplicidade conceituai até que M. Minsk e S. A. 
Papert, no livro Perceptrons (1969) provaram matematicamente que o Perceptron de Rosemblatt 
não podia ser usado para funções lógicas complexas. Os resultados e observações feitas por 
Minsk e Papert desencorajaram muitas pesquisas na área de redes neurais durante a década de 70 
até o início dos anos 80, citado por Clifford (1990).
Na década de 70, Steven Grosseberg na Universidade de Boston e Teuvo Kohonen na 
Universidade de Helsinki fizeram significativas contribuições. Grosseberg (1976) propôs a 
Teoria da Resonância Adaptativa (ART - Adaptive Resonance Theory). A ART é um sistema 
que auto organiza padrões de entrada em categorias de reconhecimento, baseado na idéia de que 
o cérebro espontaneamente se auto organiza dentro de códigos de reconhecimento. Teuvo 
Kohonen desenvolveu sua idéia sobre mapas auto organizados, baseado na teoria de que os 
neurônios organizam-se para ajustar-se a vários padrões, citados por Clifford, (1990).
Também na década de 70, Paul Werbos formulou os princípios matemáticos do 
algoritmo Backpropagation, (Clifford, 1990).
David Rumelhart (1986), segundo Cliford (1990), e colaboradores publicaram o livro 
marco sobre processamento distribuído paralelo, estabelecendo o algoritmo backpropagation 
como o paradigma do campo.
Em grande parte o que motivou as pesquisas na área foi o trabalho publicado por John 
Hopfield (1982), Neurál Networks and Physical Systems with Emergent Collective 
Computational Abilities onde é apresentado um modelo de computação neural baseado na
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interação dos neurônios. O modelo consiste de um conjunto de equações diferenciais não 
lineares de primeira ordem que minimizam uma certa função objetivo, citado por Clifford 
(1990). Este tipo de rede é agora conhecida como rede de Hopfíeld.
Existe um grande número de redes sendo estudadas e/ou usadas. Cada qual com suas 
particularidades e aplicações. Algumas das mais importantes são: Counterpropagation, 
Adaptive Resonance, Neocognitrons, Wave Nets, Rede de Hopfíeld e a mais usada, 
Backpropagation, (Bath et alli, 1990).
Em termos de aplicação de redes neurais para controle de processos, a classe de 
problemas mais frequentemente abordada tem sido a robótica, e em escala mais modesta, o 
controle de processos químicos, (De Souza Jr.,1993).
II.3 - Aplicações de Redes Neurais Artificiais na Engenharia Química
Basicamente, a aplicação de redes neurais artificiais nesta área pode ser dividida em três 
categorias:
- Detecção e diagnóstico de falhas em processos químicos, onde a rede aprende e 
armazena informações sobre falhas de processo, sendo usada depois para detectar e diagnosticar 
mau funcionamento de equipamentos e erros de operadores, (De Souza Jr., 1993).
- Modelagem de processos químicos, onde a rede é usada para modelar sistemas não 
lineares mapeando entradas e saídas conhecidas do processo.
- Controle de processos, onde encontra-se dois tipos de abordagem:
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Indireta: onde a rede é utilizada como modelo para prever as saídas do sistema, e a partir 
daí ajusta-se os parâmetros de um controlador, usando alguma estratégia de controle.
Direta: onde a rede é treinada de forma a atuar diretamente como controlador.
Em Engenharia Química, os primeiros trabalhos publicados foram os de identificação e 
controle por G.Birky, T. J. McAvoy, N. Bhat , G. Bhagat, e para detecção e diagnóstico de 
falhas por J. C. Hoskins, D. M. Himmelblau, V. Venkatasubramanian, R. Vaidyanathan, (De 
Souza Jr., 1993).
Seguem-se alguns dos trabalhos publicados na área de Engenharia Química nos últimos
anos.
Venkatasubramanian & Chan (1989) reportaram um estudo no qual uma metodologia 
baseada em redes neurais foi comparada a uma técnica estatística para detecção de falhas
Watanabe et alli (1989) aplicaram redes neurais artificiais para diagnóstico de falhas em 
um reator químico. A rede usada era composta de dois estágios, um para discriminar as falhas e 
outro para determinar o grau de severidade das mesmas.
Bath et alli (1990) usaram ANN'S para modelagem não linear de processos químicos. 
Três casos foram considerados: um reator em estado estacionário, um tanque agitado com pH 
dinâmico, ambos simulados, e a interpretação de dados de um biosensor.
Psichogios & Ungar (1991) investigaram o uso de redes neurais artificiais em modelagem 
e controle de processos. Duas estratégias de controle baseadas em modelos não lineares, IMC 
(Internal Model Control) e MPC (Model Predictive Control), foram aplicadas via simulação ao 
controle de um CSTR exotérmico em um processo SISO (Single Imput-Single Output).
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Lee & Park (1992) apresentaram um esquema de controle feedforward utilizando uma 
rede neural conectada em paralelo a um controlador MPC, cuja saída é resultado da soma da 
ação de controle para compensar efeitos modelados e da ação de controle para compensar efeitos 
não modelados. A rede foi treinada on line pela minimização da saída do controlador MPC 
correspondente a efeitos não modelados. O esquema foi aplicado, via simulação, a uma coluna 
de destilação e ao controle de um reator não linear.
Megan & Cooper (1992) propuseram uma estratégia de controle usando ANN's que 
utilizava uma abordagem de reconhecimento de padrões em controle adaptativo. Duas redes 
neurais interconectadas foram treinadas para interpretar padrões de erros resultantes de 
mudanças no set point. Uma primeira rede aprendia a relação entre um dado padrão de erro e o 
grau de diferença entre o ganho do modelo usado e o ganho atual do processo. Uma segunda 
rede realizava o mesmo procedimento para a constante de tempo do sistema. As predições da 
rede foram usadas para ajustar os parâmentros de um controlador PI. A estatégia foi 
demonstrada via simulação e em testes em escala piloto, usando dois tanques reservatórios em 
série.
Fan et alli (1993) apresentaram uma abordagem para diagnóstico de falhas em processos 
químicos, usando redes neurais artificiais. A rede proposta foi a backpropagation, modificada 
pela adição de unidades funcionais na camada de entrada, tomando possível o diagnóstico 
simultâneo de falhas múltiplas e seus correspondentes níveis, bem como ampliando a capacidade 
da rede aprender relações não lineares complexas. O esquema foi aplicado, via simulação, a um 
' reator em operação no estado estacionário.
Gupta & Narasimhan (1993), fizeram um estudo onde exploraram o uso de redes neurais 
artificiais para a detecção de erros brutos em medidas de sensores. A performance da estatégia 
foi comparada a de métodos estatísticos tradicionais.
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No Brasil, segundo De Souza Jr (1993), redes neurais artificiais foram usadas por Borges 
e Castier (1993) para avaliar o desempenho dos modelos termodinâmicos UNIQUAC e UNIFAC 
no cálculo do equilíbrio líquido-vapor de sistemas binários isotérmicos. Lima Verde et alli 
(1992) usaram ANN's para prever a velocidade de escoamento de sólidos em qualquer ponto de 
um reator de leito fluidizado circulante.
De Souza Jr (1993) utilizou redes neurais artificiais para predizer a área metálica de um 
catalizador a partir de condições operacionais de manufatura. Neste mesmo trabalho fez a 
modelagem de um reator não linear isotérmico, no qual ocorria uma reação do tipo A B e de 
outro de homopolimerização de Vinil Acetato, ambos simulados. As redes treinadas foram 
usadas em esquemas preditivos para o controle destes sistemas.
Dayal et alli (1994) estudaram controladores não lineares baseados em redes neurais 
artificiais e usando estruturas preditivas do tipo IMC. Os autores implementram três tipos de 
controladores, um IMC linear, um IMC utilizando uma ANN como modelo direto do processo e 
outra como modelo inverso para gerar as ações de controle e um terceiro IMC onde utilizaram 
também uma ANN como modelo direto do processo e o controlador foi obtido pela inversão 
numérica desta ANN. A implementação, performance e comparação entre estes controladores 
foram ilustradas em simulações com dois CSTR não linerares.
Chen & Weigand (1994) apresentaram um técnica de otimização dinâmica combinando 
um modelo de rede neural artificial e uma estratégia UDMC ( Universal Dynamic Matrix 
Control). O esquema foi aplicado, via simulação, a dois processos: um reator operando em 
batelada e um reator bioquímico contínuo.
Watanabe et alli (1994) apresentaram um estrutura denominadaa HANN (Hierarquical 
Artificial Neural Network) que é capaz de dividir um grande número de padrões dentro de 
poucos subconjuntos podendo assim fazer uma classificação mais eficiente. Com este esquema
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foi possivel classificar falhas múltiplas e simultâneas em um reator químico, via simulação, a 
partir do treinamento envolvendo apenas uma falha.
Thompson & Kramer (1994) apresentaram um esquema de modelagem de processos 
químicos combinando conhecimentos prévios a respeito do processo e redes neurais artificiais. 
São usados, neste esquema, um modelo simplificado do processo e equações básicas tais como 
balanço de massa para melhorar as predições da rede quando os dados de que se dispõe para 
modelagem são escassos e com ruído. A estratégia foi aplicada, via simulação, ao estudo de um 
caso de fermentação fed  batch de penicilina.
Cheng et alli (1995) propuseram um método para identificação de processos com tempo 
morto variável utilizando um rede neural recorrente conhecida como IRN {Internai Recurrent 
Neural Network). A estratégia foi aplicada, via simulação a um processo de neutralização de 
pH.
Como já  comentado, há um grande número de redes neurais artificiais sendo estudadas e 
usadas, porém, a rede backpropagation é sem dúvida a mais empregada nos trabalhos na área de 
Engenharia Química e também em outras áreas. No desenvolvimento deste trabalho utiliza-se 




Na primeira parte deste capítulo procura-se mostrar, de forma objetiva, o que é uma rede 
neural artificial feed forw ard sua arquitetura, tipo de neurônio, método de aprendizagem, bem 
como implementação de ANNTs e vantagens e desvantagens de sua utilização.
Na segunda parte enfoca-se a utilização de redes neurais artificiais em controle de 
processos, onde são mostradas algumas estratégias de modelagem e controle via ANN’S.
III. 1 - Redes Neurais Artificiais
No capítulo II encontra-se uma definição genérica para redes neurais artificiais a qual pode- 
se acrescentar que são meios de computação paralela, onde as informações não ficam armazenadas 
em um ponto específico e sim distribuídas por toda a rede, em suas unidades de processamento 
local (neurônios artificiais) e suas conexões (pesos).
Em se tratando de redes neurais artificiais as informações podem ser propagadas para 
frente (redes multicamadas feedforward) e também para trás (redes recorrentes), (De souza Jr,
1993). Para este trabalho as redes de interesse são as do primeiro tipo, também conhecidas comò 
backpropagation. Esta classe de redes é capaz de aprender através de exemplos, sendo possível
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fazer uma aproximação para uma função y=f (x), a partir de dados amostrados de y e x. O termo 
backpropagation provém da regra de aprendizagem usada para o treinamento da rede, que leva o 
mesmo nome.
III. 1.1 - Arquitetura das Redes Neurais Artificiais
A figura m. 1 mostra a arquitetura de uma rede neural artificial feedforward multicamada. 
As redes deste tipo são compostas de uma camada de entrada, outra de saída e uma ou mais 
camadas intermediárias. Cada camada é constituída por um ou mais neurônios artificiais, 
representados na figura por círculos, as linhas unindo os neurônios são as conexões ou pesos, as 
setas indicam o sentido do fluxo de informações. A arquitetura da rede mostrada assemelha-se a 
de algumas das redes de neurônios biológicos. Neste trabalho a rede usada possui apenas uma 
camada intermediária, pois Hiecht-Nielsen (1989), provou que qualquer função contínua pode ser 
aproximada para qualquer grau de precisão usando uma rede neural backpropagation com três 
camadas, desde que haja um número suficiente de neurônios ativos na camada escondida, citado 
por De Souza Jr (1993).
Figura III. 1 - Arquitetura de uma redefeedfonvard com 3 camadas
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a
Função Degrau 
F(x) = 0 se x < a 
1 se x ä  a
Função Rampa 
F(x) =-y <, -a
x se -a < x < a 
y ^ a
Função Tangente Hiperbólica 
F(x) = tanh(x) F(x) = 1
l + exp(-x)
Figura III.2 - Funções de Ativação para Neurônios Artificiais
At (L-l)l At Lj
At (L-l)2 ^
At (L-l)i
Figura III.3 - j-ésimo neurônio
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Os neurônios da primeira camada recebem e distribuem as entradas, os neurônios da 
camada intermediária processam as informações vindas da primeira camada. Os neurônios da 
última camada produzem a saída da rede.
As redes neurais possuem normalmente um neurônio bias na camada de entrada e na 
intermediária. Esses neurônios têm como entrada um valor constante igual a 1 e transmitem 
este mesmo valor, como ativação, para todos os neurônios da camada seguinte. Os neurônios de 
uma camada são conectados aos neurônios da camada seguinte através de canais unidirecionais, 
os pesos.
ni.1.2 - Os neurônios artificiais
Os neurônios artificiais são unidades de processamento independentes, cujas respostas às 
suas respectivas entradas são geradas por funções, chamadas funções de ativação. Os neurônios 
quando assim representados são ditos ativos. Na rede mostrada na figura III. 1, apenas os 
neurônios da segunda e terceira camadas são ativos. Pode-se ter outras combinações de 
neurônios ativos e inativos para a rede em questão, porém neste trabalho optou-se pelo uso da 
combinação citada. A figura III.2 mostra algumas das funções de ativação que podem ser usadas 
para gerar a saída dos neurônios ativos.
Para melhor compreensão, na figura III.3 mostra-se um neurônio j de uma camada L. 
Este neurônio recebe informações da camada (L-l). Estas informações são as ativações dos 
neurônios da camada (L-l) ponderadas cada uma por um peso w;j, correspondente à conexão 
entre os neurônios envolvidos. No neurônio j processam-se as seguintes operações: soma das 
informações ponderadas que dão entrada neste neurônio e cálculo da ativação ou saída, obtida 
através da função ativação.
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As funções mais utilizadas são as tangente hiperbólica e sigmoidal, mostradas na figura 
III.2, por serem funções não lineares, diferenciáveis e continuas, sendo que as duas últimas 
características são necessárias para a utilização do método de aprendizagem backpropagation. 
Outro ponto importante é que ambas fornecem saídas dentro de um intervalo limitado, sendo 
assim compatíveis com os sistemas físicos estáveis, (De Souza Jr,1993). Neste trabalho utilizou- 
se a função sigmoidal. Matematicamente para um neurônio j da camada L correspondente ao 
p-ésimo padrão de entrada, ativo, a saída é dada da seguinte forma:
AtLPj = F (somaLpj) III. 1
onde,
somaLpj -  I wjl.!);;jAt(L_1)p^  HI.2
F (somaLo ;) = -------- —----------- - III.3
PJ l + exp(-somaLpj)
Estas operações diferem para os neurônios da camada de entrada. Estes neurônios 
executam a operação de aquisição de dados, sendo atribuída a cada um, uma única entrada. São 
neurônios inativos. Suas saídas são dadas pela equação III.4, abaixo:
Atip,i = xp,> para i = 1, nne III.4
onde Xp j é o valor de entrada do neurônio i correspondente ao p-ésimo padrão.
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III.2 - O método de aprendizagem
O método backpropagation, também conhecido como regra delta generalizada, 
popularizado por Rumelhart et alli (1986), citado por De Souza Jr. (1993), para o treinamento de 
redes neurais artificiais, é o mais comumente encontrado, principalmente na área de interesse 
desta dissertação: a resolução de problemas típicos de Engenharia Química e mais 
especificamente modelagem e controle de processos. Redes que utilizam este método também 
são usadas em outras aplicações: reconhecimento de padrões visuais, síntese e reconhecimento 
de fala, análise de sinais de sonar, (Bhat et alli, 1990).
in.2.1 - Definição e equações
No algoritimo backpropagation têm-se duas etapas: na primeira, os sinais de entrada são 
propagados para frente a fim de gerar as saídas da rede, enquanto que na segunda, as saídas 
preditas são comparadas com as saídas reais e o erro é propagado de volta, através da rede. 
Nesta última etapa acontece o ajuste dos pesos, que é o cerne do método de aprendizagem de 
redes neurais.
A mudança dos pesos é efetuada na direção que minimiza a seguinte função objetivo:
O índice 3 indica que se trata da saída da última camada, uma vez que a rede usada neste 






Deve-se salientar ainda, que o índice p indica padrão. Cada padrão representa um 
conjunto de entradas com suas respectivas saídas desejadas apresentadas à rede. Para 
cada padrão p (p=l,2,...np), tem-se um conjunto de entradas xp i com i = (l,2,...nne) e de saídas 
desejadas Yp k. com k = (l,2,...nns). As saídas preditas pela rede também são referentes a cada 
padrão p. As variáveis np, nne, nns são respectivamente, número de padrões, número de 
neurônios na camada de entrada e na de saída.
A minimização é feita normalmente usando a estratégia de otimização steepest descent 
(passo descendente), onde a direção de busca é o negativo do gradiente (Himmelblau, 1988). 
Para o ajuste dos pesos da camada (L-l), que corresponde a conexão entre os neurônios i da 
camada (L-l) e os neurônios j da camada (L), para a iteração (it+1), tem-se:
W,t+1(L-1) i,j = w V - 1) i,j + T) A w V -l) i.j III.7
onde ri é taxa de aprendizagem que pode variar entre 0 e l, e
õE
S - o . r - T - --------- 1118
^(L-l) i.j
O ajuste dos pesos entre a camada de saída e a camada intermediária , w2j^ , é obtido, 
usando a regra da cadeia, resolvendo a seguinte derivada, onde E é dado pelo equação III. 5:
A w 2j,k = —i -------- n i.9
2j,k
O índice 2 indica que se trata da conexão entre os neurônios da segunda e terceira 
camadas
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Desta forma, a expressão para a variação dos pesos da camada de saída pode ser dada 
pela equação abaixo,
Aw2j,k -  X ( At3p,k ~ Yp,k)0~ At3p,k)At2p,j III. 10
P=1
e finalmente, o ajuste destes pesos para a iteração (it+1) é efetuado usando a equação seguinte, 
wlt+12j,k = w ll2j,k + ri Awll2j,k ID. 11
Da mesma forma, para o ajuste dos pesos entre a camada de entrada e intermediária, 
Wjjj, resolve-se a seguinte derivada, onde E é dada pela equação III.5,
õE
Awi i , j = - - ------  111.12
d w ,;!i,J
cuja solução é dada pela equação seguinte:
^ns
A w li,j =  X [  X ( A t 3p,k ~  Y p ,k ) A t 3 p , k O ~ A t 3p ,k )w 2j,k ]A t 2 p , j ( 1 _  A t 2 p ,j )A t lp^ 11113  
p=l k=l
O índice 1 indica que se trata da conexão entre os neurônios da primeira e segunda 
camadas.
O ajuste dos pesos entre as camadas de entrada e intermediária para a iteração (it+1) é 
dado pela seguinte equação:
w lt+1iij =  w rtiij + r |  A w uiij III. 14
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III.2.2 - O Algoritmo backpropagation
Em algumas situações o algoritmo backpropagation baseado no método de gradiente 
descendente pode não garantir chegar ao erro global mínimo para padrões linearmente 
dependentes. Contudo, na maioria das vezes, com este método consegue-se atingir o objetivo 
desejado. Este problema é muito referenciado como problema de erro de mínimo local. O 
algoritmo backpropagation e a arquitetura feedforward Multicamadas são, sem dúvida, o 
paradigma de redes neurais mais utilizado em pesquisas desta área, (Carvalho Filho et alli, 
1994).
O algoritmo backpropagation pode ser enunciado como segue:
Passo 1 - Apresente os valores dos pesos
Apresente os pesos aleatórios distribuídos entre -1 e 1, se for a primeira iteração, caso 
contrário apresente os pesos corrigidos. Ative o passo 2
Passo 2 - Apresente um Padrão de Entrada e a Saída Desejada
Utilizando uma determinada estratégia apresente um padrão de entrada e sua respectiva 
saída. Ative o passo passo 3
Passo 3 - Calcule a Saída
Permita que cada camada produza os valores de saída até que a última das camadas seja 
atingida e o padrão de saída predito pela rede, seja obtido. Calcule o erro entre o valor predito 
pela rede e o valor real. Se o padrão apresentado for o último, ative o passo 4, caso contrário 
ative o passo passo 2
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Passo 4 -Cheque Magnitude do Erro Total
Para checar a magnitude do erro, pode-se adotar várias estratégias diferenciadas quanto a 
forma de aceitar o erro como desprezível. Se a condição é satisfeita, então a rede aprendeu o 
conjunto de treinamento, caso contrário ative o passo 5.
Passo 5 - Ajuste Pesos ’>v2j,k
Atualize os pesos entre as camadas intermediária e de saída, utilizando as equações III. 10 
e III. 11 Ative o passo 6
Passo 6 - Ajuste Pesos w j f j
Atualize os pesos entre a camada de entrada e a de saída, utilizando as equações III. 13 e 
III. 14. Ative o passo 1
O fluxograma do algoritmo backpropagation é mostrado na figura III.4.
ra.2 .3  - Utilização da rede após o treinamento
Terminada a fase de treino, a rede é usada em testes para verificar a confiabilidade dos 
pesos obtidos. Nesta fase, apenas os passos de 1 a 3, mostrados anteriormente, são efetivamente 
executados. Os pesos usados são os calculados durante o treinamento. Uma vez testada e 
aprovada, a rede atua na predição da saída para valores de entrada para os quais não foi treinada 
e cuja saída real é desconhecida.
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Figura III.4 - Fluxograma do algoritmo backpropagation
m.3 - Implementação de Redes Neurais
Redes neurais podem ser implementadas em software, hardware, meios óticos ou 
também em sistemas híbridos combinados. A escolha dependerá das necessidades associadas ao 
projeto de implementação, bem como da disponibilidade de recursos para ser investido no 
projeto de implementação, tendo em vista a ponderação entre flexibilidade, desempenho e custo, 
(Carvalho Filho et alli, 1994).
O Caminho natural é partir de uma implementação em software. Porém, a tarefa de 
escrever um software para realizar experimentos com redes neurais, representa uma parte 
significativa na parcela de tempo gasto nas pesquisas nesta área, (Carvalho Filho et alli, 1994).
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As principais rotinas de implementação de um modelo de redes neurais em software 
podem ser resumidas da seguinte forma, segundo Carvalho filho et alli (1994):
1. Uma Rotina Principal que recebe os parâmetros a serem utilizados na simulação, tais como: 
número de camadas, número de neurônios por camada, conectividade, tipo de neurônio, tamanho 
do conjunto de treinamento, dimensão do padrão de entrada, etc. Este procedimento também 
controla o fluxo de processamento de outras rotinas.
2. Uma Rotina de Construção de Rede que cria a arquitetura da rede.
3. Uma Rotina de Conexão que conecta todos os neurônios.
4. Uma Rotina de Alocação de Memória que reserva as células de memória necessárias para as 
estruturas de dados da rede.
5. Uma Rotina de Aprendizagem que mostra à rede os padrões de treinamento, segundo uma 
dada ordem sequencial. Quando necessário, mostra as saídas desejadas.
6. Uma Rotina de Uso que apresenta os padrões de teste e obtém a resposta da rede.
7.Uma Biblioteca de Rotinas que possui a especificação do tipo de dados, rotinas de entrada e 
saída e outros procedimentos.
III.4 - Vantagens e desvantagens da utilização de Redes Neurais Artificiais.
Algumas das principais vantagens são (Carvalho filho et alli, 1994):
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1 - Aprendizagem através de exemplos. Um sistema de computação que utiliza uma 
aprendizagem por exemplos é desejado, quando a complexibilidade computacional do problema 
a ser resolvido é alta, no sentido de que o problema não possui todas as suas variáveis 
conhecidas.
2 - Independência do modelo. Uma vez que uma rede neural antes da aprendizagem não possui 
nenhum conhecimento sobre o problema que se pretende resolver, a mesma rede pode ser 
aplicada a problemas diferentes sem necessidade de qualquer modificação na sua estrutura 
básica.
3 - Obtenção dos resultados desejados. Caso uma rede neural não esteja fornecendo resultados 
aceitáveis, a sua arquitetura pode ser modificada em busca de otimizações.
4 - Processamento distribuído e paralelo. A própria arquitetura da rede e a natureza dos 
neurônios propiciam um processamento distribuído, paralelo e local. O paralelismo se dá a 
níveis de módulos de redes neurais, camadas, neurônios e conexões.
Por outro lado pode-se citar como desvantagens:
1 - Falta e dificuldade de um formalismo na especificação e na análise de modelos de redes 
neurais. Para se compreender os mecanismos fundamentais das redes é necessário realizar 
simulações que, na maioria das vezes, são tarefas árduas e distantes da realidade do modelo.
2 - Problema de mínimos locais. A utilização de métodos de treinamento baseados no cálculo 
do gradiente, como o backpropagation, pode conduzir o valor da função objetivo a um mínimo 
local, de onde toma-se difícil escalar a superfície para buscar a verdadeira solução.
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3 - Extrapolações. Nem sempre a rede consegue bons resultados para valores para os quais não 
foi treinada, sendo necessário o uso de um conjunto de dados bastante significativo para seu 
treinamento.
III.5 - Modelagem de processos utilizando Redes Neurais.
A figura m.5 mostra um esquema de modelagem de processos utilizando redes neurais 
artificiais. Supõe-se neste caso que o processo não linear possa ser descrito pela seguinte equação 
de diferenças, onde u é a variável manipulada, y, a variável controlada e F uma função não linear 
qualquer:
y(k + 1) = F [y(k),y (k  -  l),....y (k  -  n + l),u (k ),u (k  -  l),....u (k  -  m + 1)] EL 15
Dessa forma, a saída da rede será descrita como:
A
y Pred(k + 1) = F [y(k),y(k  -  l),....y (k  -  n + l),u (k ),u (k  -  l),....u (k  -  m + 1)] m.16
Figura III.5 - Esquema genérico para modelagem de processos usando ANN's
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Os valores de y(k), y(k-l),...y(k-n+1), u(k), ... u(k-l),...u(k-m+1) correspondem ao 
padrão de entrada e os de y(k+ l)  padrão de saída apresentado à rede como alvo. O erro usado 
para o treinamento da rede, E, é dado pela equação III. 5. O erro para cada padrão p pode ser 
escrito da seguinte forma:
Ep = ^ [ y pred(k + l ) - y ( k  + l)]2 DL 17
O número de neurônios na camada de entrada é definido pela escolha de m e n. Para este 
trabalho os sistemas foram representados pela equação III. 15 com m=l e n=2. Dessa forma a 
equação Dl. 16, ou seja a saída da rede será representada por:
A
y Pred(k + l) = F [y (k ) ,y (k - l) ,u (k ) ]  m.18
Esta equação foi escolhida por ser bastante genérica e não possuir nenhum termo 
linearizado. Os valores de m e n foram escolhidos considerando que a rede neural projetada para 
modelar os sitemas seria capaz de generalizar o comportamento dos mesmos utilizando um 
número pequeno de variáveis de entrada. O esquema mostrado na figura m.5 pode ser redefinido 
como segue:
Figura III.6- Esquema para modelagem de processos usando ANN's com m =l e n=2
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O treinamento usando este tipo de apresentação pode ser feito on line ou offline
a) Treinamento o ff  line: os dados são previamente obtidos da planta e a partir daí define-se um 
número finito de padrões para o treinamento, os quais são apresentados à rede e o ajuste dos 
pesos é efetuado usando o método backpropagation.
b) Treinamento on line, os padrões são apresentados em tempo real. A cada intervalo de 
amostragem um novo dado é acrescentado e também faz-se o ajuste dos pesos.
Neste trabalho optou-se pelo treinamento o ff line.
IIL6 - Controle de processos baseado em Redes Neurais Artificiais
A evolução na área de controle tem sido motivada por três grandes necessidades: a 
necessidade de tratar sistemas complexos, de acompanhar o aumento nas exigências de projeto e 
de atender essas exigências utilizando o menor número de informações a respeito da planta e 
seus arredores, (Antsaklis, 1990).
O aumento da complexidade dos sistemas dinâmicos e a necessidade de controlá-los sob 
condições incertas traz a tona o questionamento dos métodos convencionais de controle. Sob 
este prisma, novas técnicas tem sido investigadas para melhorar a performance de controladores 
tradicionais. Uma grande área de estudos é a dos controladores adaptativos onde pode-se incluir 
o STC (Self Timing Controller), Clarke & Gawthrop (1979) e o GPC (Generalized Predictive 
Control), Clarke et alii (1987), em sua forma auto ajustável.
As Redes Neurais Artificiais, por sua inerente não linearidade surgem para oferecer 
novas direções para melhor entender e talvez resolver problemas de controle até então 
considerados difíceis, (Antsaklis, 1990). A atratividade das ANN'S reside no fato de que uma
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vez que se possa obter dados de entrada e saída do sistema, uma rede neural pode ser treinada 
para modelar o processo ou mesmo para atuar diretamente como controlador
m .6.1  - Estratégias de controle usando Redes Neurais Artificiais
Basicamente pode-se dividir as estratégias de controle usando redes neurais em duas 
classes. Uma na qual a rede é usada como controlador e outra onde atua como modelo interno 
do processo, a partir do qual projeta-se o controlador.
ni.6.1.1 - Rede Neural atuando como controlador
A rede é usada diretamente como controlador. O problema deste esquema, mostrado na 
figura ni.7, é realizar o treinamento da rede. Deve-se lembrar que o erro utilizado para o ajuste 
dos pesos no método backpropagation é a diferença entre a saída da rede e um valor alvo, que 
deve ser conhecido a priori. Neste caso, em que a rede é usada como controlador, esse alvo é a 
ação de controle que levará a planta ao estado desejado. Tal valor é desconhecido. O único erro 
do qual se dispõe é o erro entre a saída da planta e o set point.






U = [u(k),u(k-1 . .u(k-m+1 )] 
Y= [y(k),y (k-1 . .y(k-n+1 )]
Figura III. 7 - Rede Neural Artificial usada como Controlador
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De Souza Jr. (1993), mostra algumas maneiras de treinar a rede que será usada como 
controlador. Entre elas pode-se destacar a "arquitetura de aprendizagem geral", mostrada na figura
m.8:
Figura III.8 - Esquema da Arquitetura de Apredizagem Geral
Neste tipo de arquitetura a rede é treinada para obter a inversa do sistema. Saídas 
conhecidas da planta são alimentadas à rede que gera uma saída Up . Esta saída é comparada com
o valor da ação de controle u que levou a planta ao estado y. O treino da rede é feito off line, 
retropropagando o erro Ea. A rede treinada é usada como controlador.
Um outro arranjo é mostrado na figura IH.9 onde a planta seria simulada por uma rede 
neural previamente treinada, como proposto por Nguyen (1990). O arranjo formado pelas duas 
redes pode ser compreendido como uma único bloco, e sendo assim o erro entre a saída da planta 
e o set point pode ser usado para ajustar os pesos da rede/controlador, (ANN 1), uma vez que 
esse erro pode ser retropropagado através da rede que simula a planta, (ANN 2).
Figura 1II.9 - Esquema da Arquitetura de Aprendizagem Especializada
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III. 6.1.2 - Controle adaptativo
Neste esquema, uma rede neural artificial é usada como modelo interno para o projeto de 
um controlador auto ajustável. A cada instante de amostragem a rede procede no cálculo de ypre(j, 
como mostra a equação abaixo:
A
ypred(k) = F[y(k -  l) ,y (k  -  2),...y(k  -  n + 1), u(k -  l),u (k  -  2),...u (k  -  m + 1)] 111.19
A cada período de amostragem os pesos também são ajustados para minimizar o erro entre 
a saída da rede e a saída da planta. Os novos pesos são utilizados para modificar os parâmetros do 
controlador. O esquema é mostrado na figura Hl. 10. Um outro esquema de controle adaptativo 
pode ser visto em Chen (1990).
Figura III. 10- Esquema de Controle Adaptativo
III.6 .1.3 - Controle preditivo
As ANN’S são utilizadas em controle preditivo da mesma forma que em controle 
adaptativo: como modelo do processo, no entanto, os pesos não são reajustados a cada instante de 
amostragem. Neste esquema, mostrado na figura m i l ,  a rede prediz as saídas futuras da planta 
com o treinamento feito offline como descrito no item EI. 5.
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onde:
H(k) = [u(k),u(k-1),... u(k-m+1)]
Y(k) = [y(k),y(k-l),...y(k-n-l)]
Figura III. 11 - Esquema de Controle Preditivo
A abordagem é essencialmente a mesma usada para o projeto de um controlador DMC 
(^ffi^amic Matrix Control), exceto que um modelo neural não-linear é usado no lugar de um 
modelo de convolução linear. Basicamente o otimizador calcula as ações de controle futuras 
para minimizar um função objetivo (Bath et alli, 1990). Como exemplo pode ser citada a função 
abaixo:
H ÍÍU
j « o = £ [  yPred<k+i)-yref(k+i) r+»-Z[ A»(k+j-i) r  m-20
i=i j=i
onde é empregada a minimização de um critério quadrático de custo para calcular o vetor de 
ações de controle que conduza a trajetória do modelo à trajetória de referência. Para o caso 
deste trabalho a trajetória de referência é dada por:
yref(k) = y(k) m.2i
y ref(k + i) = a  y ref(k + i - l )  + ( l - a ) y sp i=l,...H IH.22
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Na equação 111.20, A, é um fator de penalização que reduz as variações nos incrementos 
da variável manipulada, H é o horizonte de predição e NU é o horizonte de controle. Na 
equação 111.22, a  é um parâmetro de ajuste que varia de 0 a 1.
m.6.2 - Cálculo da ação de controle em um esquema de controle preditivo
Neste trabalho utilizou-se a função custo mostrada na equação III. 20 com H=1 e NU=1, a 
trajetória de referência foi dada pelas equações 111.21 e 22. A ação dé controle é calculada 
minimizando a equação 111.20 em rèlação a u(k), como mostra a equação in.23, e para maior 
simplicidade, escreve-se ypre(j(k+l) = ypred, uma vez que a rede prevê apenas 1 (um) passo no 
futuro e possui apenas l(um) neurônio na camada de saída.:
para obter-se a derivada de ypred em relação a u(k), é preciso lembrar que yprecj é o valor de saída 
da rede e é dado por,
m.23
1 m.24
Y pred 1 + exp[-(soma3p j )]
onde,
11 m
soma3p l = X  w2j,i At2pJ 
j=i 111.25
assim, utilizando a regra da cadeia, pode-se escrever,
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fopred _ dyPred dsoma3p>1 
du(k) õsoma3pl <9u(k)
decompondo a equação anterior tem-se,
m .26
fopred _ exp(-soma3pi)
5soma3pl [1 + exp(-soma3pl )]2 m  2?
dsoma3pI dAt2p>j
au(k) j t ; " 2'-1 du(k)
a equação 111.27 pode ser reescrita, após algum algebrismo, como mostrado abaixo:
êSOma3>’.‘ ffl.29
utilizando as equações 111.28 e III29 podemos reescrever a equação IH.26 conforme mostrado 
abaixo,
Para resolver a equação 111.30 é preciso calcular a derivada de At2pj em relação a u(k), 
para tanto devemos lembrar que a saída de um neurônio j da camada intermediária é dada 
conforme a equação seguinte,
^2p ,j ~ l + expC-soma2p>j) m 31
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n^e
soma2p j = S w ii,jA tip4
i=1 m.32
assim, usando a regra da cadeia, obtem-se
aAt2pj  dAt2p,j asoma2pj 
3u(k) asoma2Pjj 3u(k)
resolvendo-se separadamente os membros do lado direito da equação ÜI.33, tem-se
9At2p ;
S ^ = A.2pJ( l-A ,2 p,j,
9som a2p j ^  0Atlp4
--------- — = > W.; : ------—
au(k) t i  ’J d a (k )
m .34
m .35
Uma vez que entrada u(k) é apresentada somente ao terceiro neurônio da primeira camada,
a equação antenor toma-se: ,1 ixcUo^t^L
$Ofvv**'fí»rJ.íO CT C^çi* «k.o
ni.36
dsoma2p j _ 5Atlp3
au(k) _ itíWl3’j 9 a {k )
Substituindo-se as equações m.34 e D3.36 na equação IH30 obtem-se:
Õynred • ^  ^Ati.,*
= y OTe d S w 2i iAt2D i ( l -  At2o i )w 13 i -----DI.37
5u(k) Jpredp  2J>1 2p,J 2p,J 13,J Ôu(k)
dessa forma, a expressão para a derivada da função custo em relação a u(k) pode ser representada 
pela equação seguinte:
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= ~ 2[yref (k  + 1) -  Ypred Jypred Z  w 2j,lA t 2p,jW13 j + 2?,[u(k) -  u(k -  1)] III.38
onde,
y  pred — y  pred O  y  pred ) rn.39
^2p ,j — ^2p ,j (1 ^2p ,j ) 111.40
ra.4i
Assim, igualando-se a equação 111.38 a zero, chega-se a expressão para a lei de controle, 
que é dada pela equação abaixo:
m .7  - Esquema de controle utilizado
A estratégia adotada é do tipo explícita, uma vez que primeiramente faz-se a predição da 
saída do sistema através do modelo e depois calcula-se a ação de controle com base nesta saída e 
nos parâmetros do modelo. A equação 131.42 pode ser reescrita substituindo yref pela equação
111.22, com H =l, que descreve a trajetória de referência.
u(k)Lc = u(k -1 )  + i [ a  y ( k ) - ( l - a ) y sp- y pred] somat(k) m.43
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“ ni
somat(k) = ypred ( l - Ypred ) £ w 2j,lA t2p,j í 1 “  A t2pJ ) w 13,j ÜI.44
j=l
O termo somat(k), equação 111.31, engloba os pesos da rede, bem como sua predição para 
a saída da planta, ypred , e as saídas dos neurônios da camada intermediária, At2pj. Este termo 
provém da derivada de ypred em relação u(k). Observa-se que este termo é dinâmico, uma vez 
que as saídas da rede e dos neurônios intermediários são calculadas a cada instante de 
amostragem. Apenas os pesos são fixos.
Observa-se que na equação 111.30, para calcular u(k) é necessário obter-se ypred ou 
ypred(k+l) no instante k. Para tanto é preciso fornecer à rede os valores de y(k), y(k-l) e u(k), 
sendo que este último é desconhecido, pois é a ação de controle que deverá ser aplicada à planta 
no instante k. Para contornar este problema pode-se tentar explicitar u(k) a partir de ypred. Esta 
tarefa toma-se difícil uma vez que a rede é um elemento altamente não linear, cujas saídas da 
maioria dos neurônios é dada pela função sigmoidal.
Optou-se pela implementação de um esquema iterativo. Para isso, assume-se um valor 
para u no instante k, e esta entrada juntamente com as variáveis conhecidas, y(k) e y(k-l) são 
apresentadas à rede que gera uma saída ypred. Esta saída pode estar longe da saída real que o 
sistema terá caso implemente;se u(k) assumido. Então recalcula-se u(k) através da lei de
^
controle, equaçãoxHL29jou 'in.30/pois agora todos os termos são conhecidos. Em seguida, faz-
se o cálculo da diferença entre u(k) assumido e u(k)LC :
D if = Abs [u(k)assumido -  u(k)LC] HI.45
Se a diferença for considerada suficientemente pequena, ou seja, alcançar a precisão 
desejada, assume-se que ypred pela rede é igual a y(k+l) do sistema. Assim implementa-se 
u(k)LC. O esquema é mostrado na figura HL 12
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Figura III. 12 - Esquema de Controle Proposto
O esquema de modelagem usando redes neurais artificiais, bem como o esquema de 
controle preditivo descrito neste capítulo foi implementado, neste trabalho, para o controle de 
nível de dois sistemas, um tanque simples e dois tanques acoplados.
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CAPÍTULO IV
MATERIAL E MÉTODOS
Neste capítulo é mostrado, primeiramente, um esquema do equipamento utilizado no 
desenvolvimento do trabalho. Também é apresentada a metodologia usada para a aquisição e 
tratamento dos dados, treinamento e testes da rede neural e controle dos processos.
IV. 1 - A Planta piloto
A unidade experimental, mostrada na figura IV. 1 é composta por dois tanques de PVC, 
tendo ambos 2,00 metros de altura. O tanques 1 e 2 possuem diâmetro interno de 0,10 e 0,15 m, 
respectivamente. O conjunto é alimentado com água da rede hidráulica do laboratório. Possui 
uma válvula pneumática na linha de alimentação e uma válvula solenóide de acionamento 
manual numa das linhas de saída. Ambos os tanques possuem mostrador que permite a 
visualização do nível de líquido em seu interior.
A unidade descrita está instalada no Laboratório de Controle de Processos do 
Departamento de Engenharia Química da Universidade Federal de Santa Catarina, sendo 
utilizada para desenvolvimento e aplicação de estratégias modernas de controle de processos e 
no ensino de controle em tempo real para o curso de Engenharia Química da UFSC.
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AD/DA
MCC = Microcomputador/controlador 
AD/DA = Placa Analógico/Digital-Digjtal/Analógico 
I/P = Conversor Eletro-Pneumático 
LT = Medidor de Nível 
VM1 = Válvula Manual 
VM2 = Válvula Manual 
VM3 = Válvula Manual 
VS = Válvula Solenóide 
VP = Válvula Pneumática 
Rede Pneumática
--------  Rede Hidráulica
..........  Rede Elétrica
Figura IV. 1- Unidade Experimental
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A unidade experimental, mostrada na figura IV. 1, foi dividida em dois sistemas. O 
primeiro formado pelo tanque 1 e demais equipamentos e o segundo formado pelos tanques 1 e 2 
acoplados e demais equipamentos. A distinção entre os sistemas é feita abrindo-se ou fechando- 
se a válvula manual VM3. Mantendo-se esta válvula aberta, temos o sistema-tanques acoplados, 
caso contrário, temos o sistema-tanque simples.
IV.2 - Sistema de controle
A figura IV. 1 mostra também a instrumentação para que a malha de controle seja viável: 
um sensor de pressão diferencial marca Contrisul, faixa de trabalho de 0 a 400 mbar. A 
comunicação entre os sinais analógicos da planta e o microcomputador, um equipamento 
digital, foi realizada por uma placa do tipo AD/DA (Analógico-Digital/Digital-Analógioco) de 
10 bits, marca Taurus com 8 canais de leitura na faixa de 1 a 5 volts, 2 canais de saída em 
corrente na faixa de 4 a 20 mA e 8 canais de saída na faixa de 1 a 5 volts, sendo programados 
por interrupções.
A rotina em tempo real que comanda o acionamento pelo microcomputador da placa 
AD/DA foi programada em Pascal para trabalhar por interrupções. A versão básica desta rotina, 
bem como sua interface gráfica, foram cedidas pelo laboratório de Controle e Microinformática 
do Departamento de Engenharia Elétrica da Universidade Federal de Santa Catarina.
O sistema utilizado chamado de Sistema de Desenvolvimento de Controladores 
Adaptativos, SDCA, é um ambiente de software em tempo real, que permite testar e comparar 
diferentes estratégias de controle adaptativo. Sua estrutura está baseada em técnicas de 
engenharia de software que facilitam o desenvolvimento integrado dos módulos e a sua 
manutenção. O programa possui uma estrutura modular, onde cada módulo foi definido 
levando-se em conta os critérios de coesão e acoplamento, reduzindo a sua complexidade e,
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consequentemente, diminuindo a possibilidade de erros nas suas interfaces. A implementação 
modularizada permite, por exemplo, utilizar outras placas AD/DA, substituindo o módulo AD- 
DA, ou implementar diferentes controladores adaptativos ou não como módulos independentes, 
selecionáveis via teclado. Permite ainda, a visualização gráfica e o armazenamento das 
respostas do sistema em tempo real.
A ação de controle determinada pelo microcomputador é implementada através da 
manipulação da abertura da válvula de controle. Para ambos os sistemas, tanque simples e 
tanques acoplados, utilizou-se uma válvula pneumática de marca Hiter, modelo 201, com 
característica de igual percentagem e do tipo ar-abre. Para fazer a comunicação entre o 
microcomputador e a válvula utilizou-se um conversor eletro-pneumático, de marca Helix, com 
faixa de trabalho de 4 a 20 mA de entrada e saída de 3 a 15 psia.
Figura IV 2 - Diagrama de Blocos do SDCA.
A água utilizada para a alimentação dos tanques é disponível através da rede hidráulica 
do laboratório, sendo fornecida por um tanque reservatório com capacidade para 157 litros e
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bombeada por uma bomba centrífuga de marca Schneider, potência 1/4 de CV. O ar 
comprimido utilizado pelo conversor eletro-pneumático está disponível na rede pneumática do 
laboratório e é fornecido por um compressor de ar a uma pressão de 30 psia. Instalou-se um 
filtro regulador de pressão na entrada desse conversor para preservá-lo do óleo e da água que 
podem estar presentes no ar comprimido. As especificações de cada um dos equipamentos 
utilizados estão descritas no Apendice A.
A malha de controle implementada é mostrada abaixo:
Figura IV 3 - Diagrama de Blocos em Malha Fechada
No diagrama de blocos mostrado na figura IV.3, o bloco "planta" representa tanto o 
sisiQma-tanque simples quanto o sistema-tòttí/zve.v acoplados.
IV.3 - Elaboração do software de Redes Neurais
O software de redes neurais desenvolvido no primeiro estágio deste trabalho foi escrito 
em linguagem de programção FORTRAN e segue as definições básicas descritas no item 
"Implementação de redes Neurais", do capítulo III.
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O método de aprendizagem utilizado foi o backpropagation, juntamente com a estratégia 
de otimização steepest descent. As equações concernentes ao método são mostradas no 
capítulo III.
IV.4 - Definição do tamanho da rede
O número de neurônios na camada de entrada e de saída foi definido pela equação de 
diferenças, escolhida para representar os sistemas, equação III. 18. Nesta equação as variáveis 
consideradas importantes são y(k), y(k-l), u(k) e y(k+l). Desta forma, como mostra a figura
III. 6 tem-se na primeira camada, 3 (três) neurônios, na última 1 (um) para a predição de apenas 1 
(um) passo no futuro.
O número de neurônios escondidos foi definido como 6 (seis). Para chegar a este valor, 
utilizou-se o método de validação cruzada. Iniciou-se os treinos com apenas 1 (um) neurônio 
escondido e foi-se incrementando este número até que a convergência mostrou-se satisfatória 
tanto para o conjunto de treino quanto para o de teste.
IV.5 - Obtenção dos dados para treinamento e teste
Em malha aberta, os sistemas foram submetidos a variações na vazão de entrada, através 
de mudanças na abertura da válvula de controle. Os dados obtidos foram divididos em duas 
categorias: padrões para treinamento e padrões para teste.
Cada padrão é composto de dois conjuntos, um de entradas e um de saídas desejadas que 
serão alimentadas à rede. O primeiro conjunto é um vetor definido pelo número de neurônios na 
camada de entrada, o segundo, pelo número de neurônios na camada de saída.
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O conjunto total de padrões de entrada, pode ser definido como uma matriz Xm com 
dimensão (np x nne) e o de saída como uma matriz Ym com dimensão (np x nns). A matriz Xm 
representa as entradas da rede e a matriz Ym as respectivas saídas reais ou alvos.
X m =
X 1,1 X l,2  X l,nne 
x 2 ,l x  2,2 x  2 ,nne
x  3,1 x 3,2 x np,:nne (np X nne) IV. 1
Ym =
YU  YU l,nns
\ \  Y2)2 Y2>nns
Y 3 J  Y 3  2  Y n p  n iL S (np x  nns) IV.2
IV.6 - Obtenção dos padrões de treinamento a partir dos dados brutos.
Os dados brutos são coletados aos pares, ou seja, a cada instante k de amostragem, são 
lidos e armazenados valores de u(k) e y(k), como mostrado na tabela IV. 1:






O primeiro padrão de treinamento é obtido a partir dos dados frizados na tabela IV.2:
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Obtem-se, desse modo, o primeiro padrão de treinamento para a rede mostrada na figura
y(k) = y (2 ) 
y(k-i) = y(i) 
u(k) = u(2) 
y(k+l)=  y(3)
O padrão seguinte é obtido movendo-se a janela de dados mostrada na tabela IV.2, em 
um passo adiante, ou seja, um período de amostragem a frente, como pode ser observado na 
tabela IV.3
Tabela IV. 3 - Segundo Padrão de Treinamento______





Dessa forma, o próximo padrão será:
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y(k) = y(3) 
y(k-i) = y(2) 
u(k) = u(3) 
y(k+l)=  y(4)
Esta janela é movida como descrito, até o final do conjunto de dados brutos, gerando 
assim, os padrões de entrada e saída a serem apresentados à rede. O tamanho dessa janela é 
função apenas do número de neurônios das camadas de entrada e de saída.
IV.7 - Adimensionalização dos padrões de entrada e saída
Após definidas as matrizes Xm e Ym, seus componentes foram colocados na forma 
adimensional e em valores entre 0 e 1. Esta estratégia foi usada para que as entradas 
apresentadas à rede tivessem uma distribuição uniforme e que suas respectivas saídas ficassem 
dentro da faixa de saída da própria rede, lembrando que as saídas da rede são geradas pela 
função sigmoidal, cujo intervalo também é de 0 a 1.
Assim, a variável y, nível de água, foi adimensionalizada conforme a equação IV. 3, onde 
os valores máximo e mínimo de y são respectivamente 2,00 e 0,00 metros e u, abertura da 
válvula, conforme a equação IV.4 onde os valores máximo e mínimo de u são 5,0 e 1,0 volts, 
respectivamente.
IV.3
y max y  min
U =  ( •) 0,6 +  0,2 IV.4
u max Umin
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CAPÍTULO V
RESULTADOS E DISCUSSÕES
Neste capítulo apresenta-se os resultados de modelagem e controle utilizando redes 
neuronais artificiais para um tanque simples e dois tanques acoplados.
V.l - Modelagem dos sistemas usando Redes Neurais Artificiais -treinamento 
e testes
Os sistemas tanque simples e tanques acoplados foram modelados utilizando redes 
neurais artificiais. Dessa forma, realizou-se treinos e testes para ambos os sistemas. Para a 
realização de testes e treinos foram coletados dados de vazão de alimentação e de nível de água 
nos tanques. Para tanto, os sistemas foram excitados, variando-se a vazão de alimentação, 
frizando-se que os valores de vazão não são diretamente avaliáveis, dessa forma, utiliza-se a 
variável abertura da válvula, dada em volts. Assim, para válvula totalmente aberta, tem-se vazão 
máxima e sinal de 5,0 volts e para válvula totalmente fechada, vazão mínima e sinal de 1.0 volt. 
A altura máxima dos tanques é de 2,00 metros. Em ambos os sistemas usou-se um intervalo de 
amostragem de 5 segundos. O software usado para coletar os dados foi o SDCA, o qual foi 
descrito no capítulo IV. Os dados coletados são mostrados as figuras V. 1 (a) a V.4 (b).
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Figura V.l (a) - variação na abertura da válvula -tanque simples - 390 pontos

















































Figura V.2 (a) - variação na abertura da válvula - tanque simples -100 pontos
tempo (s)
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tempo (s)
Figura V.3 (a) - variação na abertura da válvula - tanques acoplados -100 pontos
tempo (s)
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Figura V.4 (a) - variação na abertura da válvula - tanques acoplados - 100 pontos
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Figura V.4 (b) - variação no nível de água - ianques acoplados - 100 pontos
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O sistema tanque simples sofreu mudanças na sua dinâmica pois ocorreram modificações 
na posição da haste da válvula, devidas à manutenção e reparos da mesma. Os dados mostrados 
nas figuras V. 1 (a) e V. 1 (b) são referentes ao sistema antes das moficações e foram utilizados 
apenas para modelagem e não para o controle do processo. São mostrados para evidenciar a 
flexibilidade da rede usada e a facilidade de se refazer um treino e de obter-se novos 
parâmentros para a mesma.
V .l.l - Sistema Tanque Simples
Este tanque,com altura de 2,00 metros possue parâmetros variantes com o ponto de 
operação. Este sistema de primeira ordem apresenta características suficientemente não lineares 
para que seu estudo se tome atraente no âmbito de redes neurais artificiais.
V.l.1.1 - Treinamento e testes - sistema Tanque Simples
Realizaram-se 2 treinos para este sistema. Para compor o primeiro conjunto de 
treinamento foram usados os 100 primeiros pontos de y(k) e u(k) mostrados nas figuras V.l (a) e 
V.l (b). Os demais pontos destes figuras foram utilizados para testar os parâmetros (pesos), 
obtidos no treino da rede. Para compor o segundo conjunto de treinamento, usou-se os pontos 
das figuras V.2 (a) e V.2 (b). Não foram realizados testes off line para este caso. Dos dados 
obtidos no 'treino 2' partiu-se diretamente para o controle. Dessa forma, os testes foram 
realizados on line e são mostrados posteriormente neste capítulo.
Em cada treino e teste, os valores de y(k) e u(k) foram adimensionalizados e rearranjados 
para formar as matrizes de padrões de entrada e de saídas alvo, como descrito no capítulo IV. 
Para cada treino, a matriz de padrões de entrada, Xm, possui a dimensão (98 x 3) e a de padrões
Resultados e Discussões 53
de saída, Ym, (98 x 1). Para o teste, Xm tinha dimensão de (288 x 3) e Ym, (288 x 1). Estas 
dimensões foram definidas pelo número de padrões usados em cada treino, np=98, número de 
neurônios de entrada, nne=3, neurônios na camada de saída, nns=l, e número de padrões usados 
no teste, np = 288.
V.l.1.2 - 'Treino 1’ - Tanque Simples
Foram necessárias 18.000 apresentações do conjunto de treinamento para que a rede 
neural fosse capaz de aprender o conjunto de padrões apresentados e para que se atingisse um 
valor satisfatório para o erro absoluto entre a sua saída e a saída real. Este erro era considerado 
satisfatório se sua média fosse menor que 5% . Foram estimados um total de 18 parâmetros. 
Partiu-se de um conjunto de pesos aleatórios, distribuídos entre -1 e 1 e chegou-se aos valores 
mostrados nas tabelas abaixo:
Tabela V.l (a) - Valores finais obtidos para os pesos entre 
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Tabela V.l (b) - Valores finais obtidos para os pesos entre 

























Para a obtenção destes pesos a rede usada possuia a seguinte configuração inicial:
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nne ~ 3, nIU = 6, njls = 1 e pesos iniciais aleatórios distribuídos entre -1 e 1. O  valor escolhido 
para a taxa de aprendizagem, r\, usada no algoritmo backpropagation foi 0.06.
A figura V.5 mostra o resultado para este primeiro treino:
te m p o  (s)
Figura V.5 - Rede Neuronal Artificial - 'treino 1' - ianque simples
V. 1.1.3 - Teste referente ao 'Treino 1' - Tanque Simples
Realizou-se apenas 1 teste com um conjunto de 290 pontos, retirados das figuras V .l (a) e 
V .l (b). Utilizou-se para tanto os pesos mostrados nas tabelas V .l (a) e V .l (b). Nesta fase a 
rede é usada de maneira feedforward, ou seja, apresentou-se os padrões de entrada e a rede 
forneceu a saída com base nos parâmetros obtidos no 'treino 1'. O resultado é mostrado a seguir:
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saída da planta 
saída da rede
erro entre a saída da rede e a saída da planta
tempo (s)
Figura V.6 - Rede Neural Artificial - 'teste I1 referente ao ’treino 1’ - tanque simples
V. 1.1.4 - Comentários
Observa-se, no 'treino 1', figura V.5, desvios pequenos entre a resposta da rede e a saída da 
planta, evidenciando que a rede 'aprendeu' o conjunto de treinamento que lhe foi apresentado 
como alvo.
A figura V.6, mostra o teste realizado para verificar a capacidade de generalização da rede 
configurada no 'treino 1'. Esta rede, já completamente definida, apresenta como parâmetros 
intemos os pesos mostrados nas tabelas V .l (a) e V .l (b). Nos testes, como apresentado no 
capítulo UI, os pesos são mantidos fixos. O conjunto de padrões de entrada é apresentado e a rede 
fornece a saída. Na figura V.6 são mostradas as curvas correspondentes a saída da planta e a 
saída da rede. Observa-se desvios maiores do que aqueles do 'treino 1'. Estes desvios são maiores
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para valores de y(k) superiores a 1,40 metros. Isto pode ser explicado, primeiramente porque a 
rede adaptou-se de forma a simular o conjunto específico de padrões de treinamento e segundo, 
pelo fato de que a rede foi treinada para valores de v(k) variando entre 0,20 e 1,40 metros. 
Porém, ainda assim, a rede foi capaz de acompanhar o comportamento do sistema para todo o 
conjunto de teste apresentado.
V. 1.1.5 - 'Treino 2' - Tanque Simples
Para este treino, ainda referente ao tanque simples, utilizou-se os mesmos critérios e 
metodologia usados no 'treino 1'. Neste caso foram necessárias 12.000 apresentações do conjunto 
de treinamento retirado das figuras V.2 (a) e V.2 (b). A configuração da rede é a mesma usada no 
'treino 1'. Foram estimados um total de 18 parâmetros para a rede. Seguem-se os valores obtidos 
para as conexões
Tabela V.2 (a) - Valores finais obtidos para os pesos entre 
as camadas intermediária e de saída - 'treino 2' - tanque 
simples
neurônio da neurônio da peso w2ik
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Tabela V.2 (b) - Valores finais obtidos para os pesos entre 

























Optou-se por testar a rede configurada no 'treino 2', já  atuando on line em situações de 
controle . Estes testes são apresentados em itens posteriores, neste capítulo.
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O grafico V.7 mostra o resultado deste treino:
saída da planta 
saída da rede
—  erro entre a saída da rede e a saída da planta
tempo (s)
Figura V.7 - Treino 2' - tanque simples
V. 1.1.6 - Comentários
Observa-se que há uma variação entre os valores dos pesos obtidos neste treino, (tabelas 
V.2 (a) e (b)), e dos obtidos no 'treino 1', (tabelas V .l (a) e (b)). Isto pode ser explicado pela 
mudança ocorrida na dinâmica do sistema, devido à manutenção da válvula de controle, como já 
comentado neste capítulo. Nota-se, porém, uma tendência para os valores de alguns pesos. Isto 
indica que em ambos os treinos as principais caraterísticas do sistema foram 'captadas'. Na figura 
V.6 pode-se observar que a saída da rede acompanha a saída do sistema com precisão para a 
maioria dos pontos. Os maiores desvios são encontrados no início do conjunto de dados e em 
tomo do tempo de 400 segundos, onde as saídas da rede ficam abaixo da saída do sistema.
Resultados e Discussões 60
V.1.2 - Sistema Tanques Acoplados
Este sistema, de segunda ordem, apresenta uma dinâmica mais lenta que a do sistema 
tanque simples, porém suas características de comportamento e suas não linearidades são 
semelhantes.
V.l.2.1 - Treinamento e testes - sistema Tanques Acoplados
Para treinar a rede neuronal que simulasse o comportamento deste sistema foram 
utilizados os dados de y(k) e u(k) apresentados nas figuras V.3 (a) e V.3 (b). Já os dados das 
figuras V.4 (a) e V.4 (b) foram usados para testar a confiabilidade dos pesos obtidos neste treino.
Para ambos, treino e teste referentes a este sistema usou-se a metodologia descrita no 
capítulo IV e já utilizada para o sistema tanque simples. Da mesma forma, as matrizes Xm e 
Ym possuem, respectivamente, as dimensões ( 9 8 x 3 ) e ( 9 8 x  1) para o treino e (236 x 3) e 
(236 x 1) para o teste. Para tanto foram usados 98 padrões de treinamento e 236 padrões de 
teste.
V.l.2.2 - Treino - Tanques Acoplados
Após 4000 apresentações do conjunto de treinamento, obteve-se os seguintes pesos 
apresentados nas tabelas V.3 (a) e (b). A figura V.8 mostra o resultado deste treino.
A configuração inicial da rede usada é a seguinte:
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nni = 3, nne = 6, nns = 1 e pesos iniciais usados foram os obtidos no 'treino 2' referente ao sistema 
tanque simples. A taxa de aprendizagem r) foi mantida em 0.06
Tabela V.3 (a) - Valores finais obtidos para os pesos entre 
as camadas intermediária e de saída - treino - tanques 
acoplados
neurônio da neurônio da peso w2j k







V.l.2.3 - Teste - Tanques Acoplados
A figura V.9 mostra os resultados do teste realizado usando a rede configurada 
anteriormente e com pesos obtidos no treino para o sistema tanques acoplados.
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Tabela V.3 (b) - Valores finais obtidos para os pesos entre 













































Figura V.8 - Treino' - tanques acoplados
tem po (s)
Figura V.9 - Teste’ - tanques acoplados
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V.l.2.4 - Comentários
As tabelas V.3 (a) e (b) mostram os pesos obtidos no treino da rede para o sistema 
tanques acoplados. Comparando-se estes valores aos das tabelas V.2 (a) e (b), observa-se que 
eles são quase idênticos. Isto pode ser explicado pelo fato de se ter usado os valores destas 
tabelas como pesos iniciais para o treino referente ao sistema tanques acoplados. Dessa forma o 
treino pode ser visto como tendencioso, porém optou-se pelo uso destes valores devido a 
semelhança entre os sistemas. A opção feita mostrou-se satisfatória, uma vez que o conjunto de 
treinamento, foi 'aprendido' com rapidez e erros pequenos foram observados, como mostra a 
figura V.8. O mesmo ocorrendo com o conjunto de testes, figura V.9.
V.2 - Controle
Terminados os treinos e testes, as redes neurais artificiais já  completamente definidas em 
termos de número de neurônios e de parâmetros internos (pesos), foram utilizadas como 
modelos dos processos no esquema de controle preditivo descrito no capítulo III. A estratégia 
foi implementada como parte do software SDCA, ilustrado em diagrama de blocos no capítulo
IV. Os resultados do controle do nível dos sistema tanque simples e tanques acoplados são 
mostrados a seguir.
V.2.1 - Sistema Tanque Simples
Este sistema, mostrado na figura IV. 1, composto por uma tanque com altura de 2,00 
metros, possui duas saídas. Na saída principal, a válvula manual-VMl foi mantida em uma 
posição fixa durante todos os experimentos, o mesmo ocorrendo com a válvula manual-VM2, 
localizada na saída secundária. Esta saída possue também uma válvula solenóide-VS, de
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acionamento manual. Nos testes de controle as perturbações foram geradas pela abertura da 
válvula VS. O aumento na vazão de saída com esta carga ficou em tomo 10 %. A ação de 
controle foi implementada através da válvula pneumática-VP, acionada pelo 
microcomputador/controlador-MCC. As figuras seguintes mostram a resposta do sitema para 
mudanças no set point e para aplicação de carga.
A ação de controle é calculada pela equação III.42, deduzida a partir da função custo, 
equação 111.20, onde H=1 e NU=1. O controlador obtido, utilizando estes valores, é dito 
imediato, pois tem o objetivo de levar a planta ao estado desejado já  no próximo intervalo de 
amostragem, uma vez que nesta abordagem o modelo calcula a saída do processo um passo no 
futuro. O modelo é dado pela rede neural escolhida para representar o sistema, definida no 
'treino 1' e cujos parâmetros são mostrados nas tabelas V.2 (a) e (b). A trajetória de referência é 
dada pelas equações 111.21 e 111.22. Os parâmetros do controlador foram ajustados de forma que 
sua performance global fosse satisfatória. O valor de X foi mantido fixo em 0,0022 e variou-se a  
em uma faixa entre 0,60 e 0,90. Performance semelhante poderia ser obtida fixando-se a  e 
variando-se X. Optou-se pela primeira estratégia pois a faixa abrangida por a  é menor que 
aquela abrangida por X. O intervalo de amostragem utilizado foi de 5 segundos, que é o mesmo 
intervalo utilizado na coleta de dados para o treinamento da rede.
V.2.1.1 - Comentários
As figuras V.10 (a) até V.12 (b) mostram as variações no set point da variável nível de 
água, bem como o comportamento do sistema frente a perturbações do tipo carga. Mostram 
também a ação de controle implementada pela válvula pneumática. No figura V. 10 (a) observa- 
se que o controlador foi capaz de elevar o nível do tanque de 0,75 para 1,00 metro e de rejeitar a 
carga imposta. Na figura V.10 (b), mostra que para este caso a válvula foi mais solicitada para 
manter o nível a 1,00 metro. Isto pode ser explicado relembrando que o os parâmetros do
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sistema variam com o ponto de operação, e os parâmetros do controlador podem não estar 
adequados a esta variação.
As figuras V. 11 (a) e (b) mostram que o controlador é capaz de elevar o nível do tanque e 
retomar ao ponto de operação inicial, mantendo um comportamento coerente.
As figuras V.12 (a) e (b) evidenciam o comportamento diferenciado do controlador para 
diferentes pontos de operação. Para valores de set point entre 1,00 e 1,20 metros, a válvula de 
controle é mais exigida do que para pontos em tomo de 0,60 metros, mas de forma forma geral, 
o controlador é capaz de levar o sistema ao estado desejado e mantê-lo sem grandes problemas.
V.2.2 - Comportamento da Rede Neural durante o controle do processo
As figuras V.13 até V.15 mostram a saída da rede e a saída do sistema, bem como a diferença 
entre ambas, ou seja, o erro de modelagem que ocorreu durante a implementação do sistema de 
controle baseado em uma rede neural artificial. Os dados apresentados nestas figuras são testes 
on line realizados com a rede configurada e apresentada em V. 1.1.5. Deve-se relembrar que 
optou-se pela não realização de testes o ff line para aquela rede. O erro mostrado nas figuras é o 
erro absoluto entre a saída da planta e a saída da rede.
V.2.2.1 - Comentários
Como é possível observar nas figuras V.13 até V.15, o modelo gerado pela rede neural 
artificial acompanha o sistema de forma bastante precisa. O erro toma-se irrelevante comparado 
























Figura V.10 (a) - Mudança no set point e aplicação de carga - sistema tanque simples
tempo (s)
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Figura V. 11 (a) - Mudança no set point e aplicação de carga - sistema tanque simples
tempo (s)
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tempo (s)
Figura V. 12 (a) - Mudança no set point e aplicação de carga - sistema tanque simples
tempo (s)
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Figura V.13 - Comparação entre a saída da rede e a da planta - sisteina tanque simples
------------  saída da planta
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------------  erro entre a saída da rede e a saída da planta
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Figura V. 14 - Comparação entre a saída da rede e a da planta - sistema tanque simples
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Figuia V. 15- Comparação entre a saída da rede e a da planta - sistema tanque simples
V.2.3 - Sistema Tanques Acoplados
Este sistema é mostrado na figura IV. 1. Toda a instrumentação e as redes pneumática, 
elétrica e hidráulica são as mesmas do sistema tanque simples porém, agora, a válvula VM3 é 
mantida totalmente aberta para que se estabeleça a comunicação entre os tanques 1 e 2. A malha 
de controle também é a mesma. Para a implementação desta malha utilizou-se como variável 
medida o nível do tanque 1.
A ação de controle também é calculada pela equação IH.42. O controlador utilizado neste 
sistema é basicamente o mesmo usado para o controle do sistema tanque simples, diferindo apenas 
no modelo que simula a planta. A rede neural utilizada como modelo foi definida no treino 
realizado para o sistema tanques acoplados e cujos parâmetros (pesos) são mostrados nas tabelas 
V.3 (a) e (b). Utilizou-se H=1 e Nu=l e fixou-se o valor de X em 0,0022 e variou-se a  entre 0,55
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e 0,80 da mesma forma que para o sistema tanque simples. O intervalo de amostragem usado foi 
de 5 segundos.
Para testar o esquema, diversas mudanças de set point e aplicações de carga foram 
efetuadas. As perturbações na vazão de saída foram geradas pela abertura da válvula VS, de 
acionamento manual e garantiram aumentos de aproximadamente 10 % e 20 % na vazão. Para 
este sistema a saída principal também é dada pela válvula manual-VM1, mantida em posição fixa 
enquanto que a válvula VM2 teve sua posição modificada para gerar cargas de diferentes 
intensidades. Os resultados do controle são mostrados a seguir:
V.2.3.1 - Comentários
As figuras V.16 (a) e (b) mostram que o controlador proposto foi capaz de manter a 
variável controlada dentro do valor desejado, bem como fazer a transição do set point de 1,00 para 
1,25 metros, sem exigir muito da válvula de controle. O mesmo verifica-se nas figuras V.17 (a) e 
(b). O teste para verificar a capacidade do controlador rejeitar perturbações é mostrado nas 
figuras V.18 (a) e (b). A carga aplicada no tempo t = 1610 segundos e retirada em t=1750 
segundos representava um aumento de aproximadamente 20% na vazão de saída. Observa-se boa 
performance do controlador para este caso. Já para a segunda carga, de menor valor (aumento de 
aproximadamente 10 % na vazão de saída), aplicada em t = 2700 segundos e de duração de 200 
segundos, o controlador conseguiu fazer com que o sistema voltasse ao ponto de operação 
desejado sem grandes problemas. Para alguns pontos de operação observa-se uma certa oscilação 
(amortecida), na ação da válvula de controle. A explicação para isto está no ajuste do controlador, 
porém o objetivo deste trabalho não é propor uma regra de ajuste ótima e sim verificar a 
viabilidade do esquema de controle proposto utilizando ANN'S. Os próximos resultados mostram 
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Figura V.16 (a) - Mudança no set point - sistema tanques acoplados
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saída da planta 
set point
tempo (s)
Figura V. 17 (a) - Mudança no setpoint - sistema tanques acoplados
tempo (s)



























Figura V. 18 (a) - Mudança no set po int e aplicação de carga - sistema tanques acoplados
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Figura V.18 (b) - Ação de controle - Sistema tanques acoplados
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V.2.4 - Comportamento da Rede Neural durante o controle do processo
As curvas correspondentes à saída da rede e da planta e o erro absoluto entre ambas são 
mostradas nas figuras seguintes. A partir destes dados pode-se avaliar o comportamento da rede 
em laço fechado, para entradas diferentes das quais foi treinada e já atuando on line.
V.2.4.1 - Comentários
Observa-se que, em todos os testes realizados para este sistema, a saída da rede acompanha 
com boa precisão os pontos experimentais. Para os pontos onde o sistema foi perturbado, a rede, 
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Figura V.20 - Comparação entre a saída da rede e a da planta - sistema tanques acoplados
tempo (s)
Figura V.21 - Comparação entre a saída da rede e a da planta - sistema tanques acoplados
Conclusões e Sugestões 78
CAPÍTULO VI
CONCLUSÕES E SUGESTÕES
Neste capítulo apresenta-se as conclusões referentes aos resultados deste trabalho, bem 
como sugestões para continuidade.
VI. 1 Conclusões
O método de modelagem de processos utilizando redes neurais artificiais mostrou-se 
eficiente na modelagem dos sistemas tanque simples e tanques acoplados descritos neste 
trabalho. Os resultados dos treinos e testes realizados, para a modelagem dos processos, 
apresentaram desvios pequenos entre a saída do modelo (rede neural artificial) e a saída dos 
sistemas. Estes desvios foram mais acentuados nos treinos do que nos testes, pois os parâmetros 
da rede ou pesos foram ajustados durante o treinamento e mantidos fixos nos testes. Os pesos 
obtidos para a rede que simula o sistema tanque simples e para a que simula o sistema tanques 
acoplados são bastante semelhantes, embora os sistemas sejam diferentes em ordem, sendo 
respectivamente de primeira e segunda ordem. Isto evidencia a capacidade da rede de absorver 
as características básicas dos sistemas, pois ambos, apesar da diferença de ordem, possuem 
dinâmica semelhante.
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A estratégia de controle proposta, que utiliza redes neurais artificiais como modelo 
interno no projeto de um controlador preditivo, mostrou-se eficiente no controle do nível dos 
sistemas tanque simples e tanques acoplados que formam a unidade experimental. O 
controlador, do tipo imediato e baseado na minimização de uma função custo, conseguiu efetuar 
as transições de set point e também rejeitar as perturbações impostas.
Para ambos os sistemas, a comparação entre a saída da rede e a saída da planta em malha 
fechada mostrou que o modelo gerado pela rede neural artificial simula os sistemas apresentando 
erros pequenos, que podem ser desconsiderados frente aos erros ocasionados por ruídos nas 
medidas, evidenciando a potencialidade do uso de ANN'S na modelagem destes tipos de 
processos.
V.2 - Sugestões para Futuros Trabalhos
Como continuidade deste trabalho poderia ser adotado um esquema adaptativo de 
modelagem e controle de processos, onde os pesos da rede usada como modelo interno no 
projeto do controlador seriam ajustados a cada intervalo de amostragem ou após um 
determinado período de tempo previamente definido, tomando o controlador, adaptativo.
Poderia-se tentar calcular a saída do modelo neural para H intervalos de amostragem no 
futuro, onde H, horizonte de predição, seria maior que 1 (um), ou ainda, propor uma regra de 
ajuste, baseada em uma segunda rede neural, para a identificação dos parâmetros do controlador.
Apêndice 80
APÊNDICE
1 - Válvula de controle
Marca Hiter - Série 201, atuador DN0021-AC 
Ar-abre, igual percentagem, Cv = 3,5 
Alimentação 20 psi, sinal de comando de 3 a 15 psi. 
Parte interna de aço inox 316, corpo de aço carbono. 
Conexões tipo rosca de 3/4 in.
2 - Conversor eletropneumático
Marca Hélix - tipo PI 1-1111-.2 
Sinal de entrada - 4 a 20 mA 
Sinal de saída - 3 a 15 psi 
Alimentação - 20 psi
3 - Sensor de Pressão
Marca Contrisul.
Entrada 0 a 400 mBar.
Saída 4 a 20 mA.
Alimentação 20 V - CC.
Corpo de Aço Carbono.
Parte interna de aço inox 316
Apêndice _81
4 - Filtro regulador de pressão
Marca Hélix - tipo F11-11.
Alimentação 30 psi.
Saída 20 psi.
5 - Bomba centrífuga
Marca Schneider, modelo 02.01 
Potência 1/4 CV, RPM 3400 
Alimentação 220 V
6 - Microcomputador / controlador
Microcomputador do tipo PC 386 DX/33 MHz.
Marca Dismac.
Co-processador aritmético 8087-11.
Disco rígido de 100 MB, 1 unidade de disco flexível.
7 - Placa Analógico-Digital / Digital-Analógico
Marca Taurus -10  bits.
Canais de entrada - 8 canais de 1 a 5 volts
Canais de saída - 8 canais de 1 a 5 volts e 2 canais de 4 a 20 mA.
Tempo de conversão mínimo - 6 (is.
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