Abstract-In a previously published paper by Besson et al., we considered the problem of detecting a signal whose associated spatial signature is known to lie in a given linear subspace, in the presence of subspace interference and broadband noise of known level. We extend these results to the case of unknown noise level. More precisely, we derive the generalized-likelihood ratio test (GLRT) for this problem, which provides a constant false-alarm rate (CFAR) detector. It is shown that the GLRT involves the largest eigenvalue and the trace of complex Wishart matrices. The distribution of the GLRT is derived under the null hypothesis. Numerical simulations illustrate its performance and provide a comparison with the GLRT when the noise level is known.
I. PROBLEM STATEMENT
Detecting a signal in the presence of low-rank interference and broadband noise is an ubiquitous task in many array processing applications [2] . In the single-snapshot case, this problem has been studied in depth in [3] , resulting in the so-called matched subspace detectors (MSDs). Adaptive versions of the MSD have been proposed and analyzed in [4] and references therein. In a recent paper [1] , we considered the problem of detecting a signal whose steering vector is unknown, but known to lie in a subspace, using multiple snapshots from an array of sensors. More precisely, we used the following model for the L-dimensional received signal: y y y(t) = a a as(t) + A A Au u u(t) + n n n(t) a a a = H H H :
In (1), a a a 2 L is the unknown steering vector, which belongs to the p-dimensional subspace hH H Hi spanned by the columns of H H H 2 L2p . In other words, a a a lies in a known subspace, but its orientation in hH H Hi is unknown. This modeling is relevant in a number of applications (see the discussion in [1] ), where there exists some uncertainty about the steering vector of interest. The columns of A A A 2 L2J form the J -dimensional interference subspace hA A Ai and u u u(t) denotes the interference waveforms. Finally, n n n(t) is a zero-mean complex-valued Gaussian noise with covariance matrix 2 I I I. In contrast to [1] , where 2 was assumed to be known, we consider it to be unknown in the present correspondence. is full rank. It is also assumed that s(t) and u u u(t) are deterministic sequences, as in [1] . Note that a stochastic framework could have been adopted, e.g., by assuming that s(t) or/and u u u(t) are Gaussian random. This would lead to four possible models, each with a different generalized-likelood ratio test (GLRT). However, as observed in [5] , these detectors would be approximately equivalent when the interference-to-noise ratio is large.
II. GENERALIZED-LIKELIHOOD RATIO TEST
Our problem consists of deciding between the two hypotheses In order to solve this problem, we consider the GLRT.
A. Derivation of the GLRT
In this section, we first derive the maximum-likelihood estimates (MLEs) of the unknown parameters under each hypothesis. The MLEs are then used to obtain the GLRT. Under the hypotheses made, the observations are Gaussian distributed, and the likelihood function is given by [2] , [6] 
where = 0 under H0 and = 1 under H1. When 2 is unknown, its ML estimate is readily obtained as
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where Tr f:g stands for the trace of a matrix. At this stage, the problem is equivalent to that in [1] , and we refer to [1] for details that will be omitted here. The matrix U U U that minimizes (5) is given by
Under H 0 , all unknown parameters are estimated, and the MLE of
where P P P A A A denotes the orthogonal projection onto hA A 
The MLE of is thus given, up to a scaling factor, by the principal 
where max f:g is the largest eigenvalue of the matrix between braces.
Therefore, the mN -root generalized-likelihood ratio (GLR) can be obtained as 
Observe that M 2 (Y Y Y ) may also be replaced by the monotone function
Thus, the known 2 in (11) is replaced by Tr P P P ?
within a factor 1=mN , the MLE of 2 under H 0 (see (7)). Remark 1: In the single-snapshot case, Y Y Y = y y y is an Lj1 vector, and the GLR in (10) reduces to M2(y y y) = y y y H P P P ?
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A A A y y y where, to obtain the second equality, we made use of [3, eq. (3.4)-(3.7)]. Furthermore, using the fact that P P P G G G = P P P ?
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to a threshold. The previous equation is the GLR for detecting a subspace signal in subspace interference and noise of unknown level when a single snapshot is available (see [3, eq. (8. 2)]). Note that M 2 (y y y) 0 1 is the ratio of two chi-squared distributed random variables with r = p and q = L 0J 0p degrees of freedom, respectively. Therefore, it follows an F -distribution [2] . Accordingly, when p = 1, i.e., when there is no uncertainty about the steering vector of interest, G G G = P P P ?
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is now the ratio of two chi-squared distributed random variables with r = N and q = N (L 0 J 0 1) degrees of freedom, respectively.
When N = 1, it reduces to the GLRT for detecting a known signal in subspace interference and noise of unknown level (see [3, equation (6.4 
)]).

B. Distribution of the GLR Under the Null Hypothesis
In order to set the threshold of the test for a given probability of false alarm PFA, we need to derive the probability density function (pdf) of the GLR under the null hypothesis. Although the derivation of the GLR for unknown 2 is a straightforward extension of the GLR with known 2 , it turns out that the derivation of its pdf is much more complicated in the present case, as is illustrated now. In order to obtain this pdf, we will write the GLR in a canonical from, i.e., as a function of independent random variables. To do so, let A A A P P P ?
A A A . First, note that under H 0
so that
tively, a L0J0p2N ] matrix whose columns are independent p-variate 
From inspection of (19), it is clear that the GLR is invariant to scaling in N N N and is thus CFAR with respect to the noise level 2 . Without loss of generality, we assume in the sequel that the columns of N N N are independent complex Gaussian vectors with covariance matrix I I I. As will become clearer below, it is more convenient to consider of its eigenvalues is given by [8] , [9] f3 ;3 ;... (z k 0z`) 2 dz2 11 1dzm01
where the integration is over the domain 0 z m < z m01 < 11 1 < z1 1 and zm +zm01 +1 11+z1 = 1. However, it appears quite complicated to obtain a closed-form expression for this integral for any p.
Indeed, it seems that there does not exist in the literature a closed-form and simple expression for the pdf of a for any value of p. However, for the problem at hand, p is the dimension of the subspace, where a a a is expected to lie. Hence, p is typically small; otherwise, we have a very poor knowledge of the steering vector that the beamformer attempts to recover, which is contrary to common sense. Furthermore, as was illustrated in [1] , choosing p > 2 does not result in any detection performance improvement, and hence the choice p = 2 or p = 3 appears to be the most appropriate. In the sequel, we derive closed-form expressions for the pdf of a in the cases p = 2 and p = 3. We consider now that N p: the case N = 1 is studied in [3] , and considering p = 3, N = 2 is equivalent to considering N = 3, p = 2 by interchanging p and N in the expressions. 
III. NUMERICAL ILLUSTRATIONS
In this section, we illustrate the performance of the CFAR-GLRT detector and compare it with the performance of the GLRT for known noise level. Similarly to [1] , we consider a uniform linear array of L = 10 sensors spaced a half-wavelength apart. We consider the case of a Ricean channel for which the steering vector can be written as [11] a a a = a a a 0 + 1
where a a a 0 corresponds to the line-of-sight component, and the second term in the right-hand side of (30) stands for the contribution of scatterers. The g k are zero-mean, independent, and identically distributed 
When the angular spread of the scatterers is small, it is known that C C C a has only a few significant eigenvalues; hence, subspace modeling of the steering vector becomes relevant. In the sequel, the actual steering vector is generated as a a a = a a a 0 + u u u 1
where a a a 0 = a a a(0 ) is the line-of-sight component, and u u u 1 is the principal eigenvector of C C Ca: . In the simulations, we assume a Gaussian distribution for the scatterers with standard deviation = 15
. We Figs. 2 and 3 , we display the probability of detection for various number of snapshots N and various PFA, respectively. It can be observed that the CFAR-GLRT incurs only a 1-dB loss compared with the GLRT for known noise level, which is not an important price to be paid given that we need not know the noise level.
Finally, we test the robustness of the detector when a a a is generated as in (30). In such a case, a a a does not belong to a subspace since C C Ca is full rank. However, the GLRT detectors are used with Hi, the detection performance is not affected, and hence the detection scheme turns out to be rather robust.
IV. CONCLUSION
In this correspondence, we considered the problem of detecting a signal whose spatial signature is unknown but known to lie in a given linear subspace, in the presence of interferences and broadband noise. We have extended the results of [1] to the case of unknown noise level and derived the GLRT, which is CFAR with respect to the noise level. We showed that the GLRT detector involves the ratio of the largest eigenvalue of a complex Wishart matrix to its trace whereas, in the known noise level case, it involved the largest eigenvalue only. The distribution of the GLR was derived under the null hypothesis. Simulation results indicate that there is a 1-dB loss between the GLRT with known 2 and the CFAR-GLRT with unknown 2 . Furthermore, the detection test was shown to be rather robust when the spatial signature does not completely belong to a subspace.
