Abstract-A new framework for formulating reachability problems with nonlinear dynamics and state constraints as optimal control problems is developed. The work in this paper is motivated by such problems in the area of air traffic management, in particular the problem of collision avoidance in the presence of 4D constraints, called Target Windows, that the aircraft have to respect to meet their schedule. Earlier approaches to reach-avoid computations are either restricted to linear systems, or face numerical difficulties due to possible discontinuities in the Hamiltonian of the optimal control problem. The main advantage of the approach proposed in this paper is that it can be applied to nonlinear dynamics and has very good properties in terms of its numerical solution, since the value function and the Hamiltonian of the system are both continuous. The performance of the proposed method is demonstrated by applying it to conflict detection and resolution under Target Window constraints in a two aircraft scenario.
I. INTRODUCTION
Reachability for continuous and hybrid systems has been an important topic of research in the dynamics and control literature. Numerous problems regarding safety of air traffic management systems [1] , [2] and flight control [3] , [4] have been formulated in the framework of reachability theory.
In most of these applications the examined system was hybrid and the main aim was to design suitable controllers to steer the state of the system in a "safe" part of the state space. The synthesis of such safe controllers for hybrid systems relies on the ability to solve target problems for the case where state constraints are also present. One way of characterizing such problems is through the level sets of the value function of an appropriate optimal control problem. For reachability/invariant/viability problems without state constraints, the value function is the viscosity solution to a first order partial differential equation in the standard Hamilton-Jacobi form [5] , [6] , [7] . Tools based on level set methods have been developed by [8] , [9] , have been coded by [7] , [10] and can be applied to reachability computations.
In the case where state constraints are also present, this target hitting problem is the solution to a reach-avoid problem in the sense of [1] . The authors of [1] , [11] developed a reach-avoid computation, whose value function was characterized as a solution to a pair of coupled variational inequalities. In [10] , [12] , [13] the authors proposed another characterization, which involved only one Hamilton-Jacobi type partial differential equation together with an inequality constraint. As it is stated in [11] the advantage that these Kostas Margellos and John Lygeros are with the Automatic Control Laboratory, Department of Electrical Engineering, Swiss Federal Institute of Technology (ETH), Physikstrasse 3, ETL I22, 8092, Zürich, Switzerland. email: {margellos, lygeros}@control.ee.ethz.ch approaches have from a numerical computation point of view is hampered by the fact that the Hamiltonian of the system is in general discontinuous.
In [14] , a scheme based on ellipsoidal techniques in order to compute reachable sets for control systems with constraints on the state was presented, and in [15] different target hitting problems were listed. These approaches were restricted though to the class of linear systems.
In this paper we propose a new framework of characterizing reach-avoid sets of nonlinear control systems as the solution to an optimal control problem. We restrict our attention to a specific reach-avoid scenario, although our approach could be extended to the different target problems defined in [15] . We define a value function similar to [15] and prove that it is the unique continuous viscosity solution to a quasi-variational inequality of a form similar to [16] , [17] . The advantage of this approach is that the properties of the value function and the Hamiltonian (both of them are continuous) enable us using existing tools to compute the solution of the problem numerically. A related work is reported in [18] .
An alternative way of characterizing target hitting problems with state constraints was proposed in [19] , [20] , and was formulated in the context of viability theory [21] . The sets that represent the solution to those problems are known as capture basins [21] . Following the same approach, the authors of [22] formulated a gaming problem for hybrid systems and used non-smooth analysis tools to characterize its solution. Computational tools to support this approach have been already developed by [23] .
The work in this paper is motivated by reach-avoid problems that arise in the area of air traffic management, in particular the problem of collision avoidance in the presence of 4D constraints, called Target Windows (TW). These spatio-temporal constraints form the basis of the Contractbased Air Transportation System (CATS) research project [24] , whose aim is to increase punctuality and predictability during the flight. In [25] a reachability approach of encoding TW constraints was proposed. We adopt this framework and consider a multi-agent setting, where each aircraft should respect its TW constraints while avoiding conflict with other aircraft. We show how this problem can be formulated as a reachability calculation with state constraints, and use our reach-avoid approach for conflict detection.
In Section II we pose an optimal control problem and establish its relation to the reach-avoid problem for continuous systems with state constraints. Section III provides the characterization of the value function as the viscosity solution to the variational inequality defined in Section II. In Section IV we present an application of this approach for a two aircraft collision avoidance scenario. Finally, in Section V we provide some concluding remarks and directions for further extensions.
II. AN OPTIMAL CONTROL PROBLEM

A. Problem statement
R n → R and an arbitrary time horizon T ≥ 0. Let U [t,t ′ ] denote the sets of Lebesgue measurable functions from the interval [t, t ′ ] to U respectively. We assume that U is compact, and f is globally Lipschitz in x and continuous in u, so that the system with initial condition x(t) = x ∈ R n admits a unique solution
We introduce the following function V :
V can be thought of as the value function of an optimal control problem, where u is trying to minimize the maximum between the value attained by l at the end T of the time horizon and the maximum value attained by h along the state trajectory over the horizon [t, T ]. Since the two 'max' could be interchanged, this is a special case of an InfMax problem [5] . Based on [16] , we will show that the value function defined by (1) is the viscosity solution of the following quasivariational inequality.
(2) with terminal condition V (x, T ) = max{l(x), h(x)}.
B. Reach-Avoid characterization
Consider a closed set R ⊆ R n that we would like to reach while avoiding an open set A ⊆ R n . One would like to characterize the set of the initial states from which trajectories can start and reach the set R at the terminal time T without passing through the set A over the time horizon [t, T ]; or in other words, initial states for which there exist a choice of u(·) ∈ U [t,T ] , for which the trajectory x(·) satisfies x(T ) ∈ R and x(τ ) ∈ A c for all τ ∈ [t, T ]. This is a reachavoid set [1] and could be characterized as
Assume that R and A are given as the level sets of the two bounded, Lipschitz continuous functions l : R n → R and h : R n → R with Lipschitz constants C l and C h respectively.
One reasonable choice for the function l is the signed distance to the set R, i.e. l(
To ensure that l, h are bounded, one can impose a saturation to the distance function at C l or C h respectively. Another choice is to take the arctangent of the signed distance which is bounded and also globally Lipschitz.
The last statement is equivalent to there exists a
Another related problem that one might need to characterize, is the set of the initial states from which trajectories can start and reach the set R at some time within the time horizon [t, T ], without passing through the set A until they hit R. In a similar way, it can be shown that the desired set is the sublevel set of the following value function
which is the viscosity solution to the terminal value problem
III. SOLUTION TO REACH-AVOID PROBLEM
We first show that V satisfies the following dynamic programming argument.
Moreover, for all (
The proof for the second part follows from the definition of V , whereas the proof for the first one is based on dynamic programming and could be found in [26] . Moreover, one can also show that the value function V is bounded and uniformly continuous.
Lemma 2. There exists a constant
The proof for the first part is straightforward. Since l, and h are bounded, V would also be bounded. For the second part, one can follow similar arguments with [5] , [17] , and end up with the bounds: |V (x, t) − V (x, t)| ≤ max{C l C h }C x |x −x| and |V (x, t) − V (x,t)| ≤ max{C l C h }C f |t −t|, where C f is the Lipschitz constant of f , and by the Gronwall-Bellman Lemma [27] , C x > 0 is such that |φ(τ ; t, x, u(·)) − φ(τ ; t,x, u(·))| ≤ C x |x −x| for all τ ∈ [t, T ]; the details are omitted in the interest of space.
We now introduce the Hamiltonian H :
Lemma 3.
There exists a constant C > 0 such that for all p, q ∈ R n , and all x, y ∈ R n :
The proof of this fact is straightforward, and together with Lemma 2, enables us to establish that the viscosity solution to (2) is unique [16] . We are now in a position to state, and based on [5] , prove the following Theorem, which is the main result of this section.
Theorem 1. V is the viscosity solution of the terminal value problem
A sketch of the proof of this theorem is given in the Appendix. The detailed proof, which also captures the multiinput case, can be found in [26] .
IV. CASE STUDY: COLLISION AVOIDANCE IN AIR TRAFFIC MANAGEMENT
To illustrate the approach described in the previous section, we consider a problem from the air traffic management area. The expected increase in air traffic is bound to lead to further en-route delays and potentially safety problems in the immediate future [28] , [29] . To this direction, the CATS research project has proposed a novel concept of operations, which aims to increase punctuality and safety during the flight. This concept is mainly based on imposing 4D constraints at different parts of the flight plan of each aircraft, which are known as Target Windows (TW) [30] , and represent the commitment from each actor (air traffic controllers, airports, airlines air navigation service providers) to deliver a particular aircraft within the TW; this commitment is known as the Contract of Objectives (CoO) [24] .
In this section we will use the reach-avoid formulation of Section III to investigate a two-aircraft collision avoidance scenario in the presence of TW constraints.
A. Aircraft model
Using a full, five-or six-state, point mass model of the aircraft, like the one described in [31] , would be computationally expensive to analyze using the existing computational tools. This is mainly due to the fact that most of the reachability numerical methods are based on gridding the state space, so the memory and time necessary for the computation grow exponentially in the state dimension.
Starting with a full point mass model for the aircraft [31] , in [25] , a series of simplifications were performed to make the reachability computation tractable. Motivated by the fact that aircraft track laterally very well, it was assumed that the heading angle remains constant at each segment. Hence, using the notation of [22] , the dynamics of each aircraft are modeled by a Hybrid Automaton H = (X, Q, Init, f, Dom, G, R), with
• vector field f :
The only discrete states are the flight segments, which are visited sequentially. Therefore, the hybrid model could be thought of as a time varying continuous system with discrete changes but no loops, and hence fits directly in the framework of Section III. The continuous states are the distance s, which denotes the part of each segment covered on the horizontal plane (see Fig. 1 ), the altitude z, and the time t. The last equation was included in order to track the TW's temporal constraints. V is the True Airspeed (the speed of the aircraft relative to the surrounding air), and γ is the flight path angle. The flight plan of each aircraft comprises a series forms with the x axis, and the flight path angle Γ i that the each segment forms with the horizontal plane (Fig. 1, Fig.  2 ), could be defined as has constant heading angle Ψ i at each segment, its x and y coordinates could be computed by:
In order to approximate accurately the physical model, the flight path angle γ is a control input fixed according to the angle Γ i that the segment forms with the horizontal plane. If Γ i = 0 the aircraft will be cruising at that segment, whereas if it is positive or negative it will be climbing (γ ∈ [0, γ]) or descending (γ ∈ [−γ, 0]) respectively. The variables w x , w y , and w z represent the wind which in this study is assumed to be zero. In [26] the reach-avoid approach of Section III is extended so as to include the case of competing inputs.
B. Reach-Avoid problem formulation
Target Windows represent spatial and temporal constraints that aircraft should not violate. Following [30], we assume that TW are located on the surface area between two air traffic control sectors. Based on the structure of those sectors, the TW are either adjacent or superimposed (Fig. 3) . Our objective is to compute the set I of all initial states at time t for which there exists a control strategy u, that can lead the aircraft inside the TW constraint set at least once within its time and space window, while avoiding conflict with the other aircraft. To achieve this, we adopt another simplification introduced in [25] ; time was eliminated from the state equations, and a two-stage calculation was performed. Based on this approach, we could define the TW spatial constraints as
denote the time window of K. Stage 1: Compute the set R of states x at time t (beginning of target window) from which there exist a control trajectory that can lead the aircraft inside K at least once within the time interval [t, t] . This was shown in [25] to be the zero sublevel set of V 1 , which is the solution to the following partial differential equation
The terminal condition V 1 (x, t) was chosen to be the signed distance to the set K c .
Stage 2:
Compute the set I of all states that start at time t ≤ t and reach the set R at time t, while avoiding conflict with other aircraft. Based on the analysis of Section II, this is a reach-avoid problem and one could solve (2) with terminal condition V (x, t) = max{V 1 (x, t), h(x)} to obtain its solution. The set R could be then defined as R = {x ∈ R n | V 1 (x, t)) ≤ 0}, whereas A depends on the obstacle function h(x). This function represents the area where a conflict might occur, and it is computed online by performing conflict detection. In air traffic, conflict refers to the loss of minimum separation between two aircraft. Each aircraft is surrounded by a protected zone (cylinder of radius 5nmi and height 2000ft), and a conflict is detected in case this zone is violated by another aircraft.
The case where a conflict inside the TW interval might occur, could be also captured, by solving (4) at the first stage of the previous computation. 
C. Numerical Results
Consider now the case where we have two aircraft each one with a TW, whose flight plans intersect. The result of the two-stage backward reachability computation with TW as terminal sets is depicted in Fig. 4 . The tubes at this figure include all the states that each aircraft could be, and reach its TW. We should also note that the tubes are the union of the corresponding sets. These sets at a specific time instance, would include all the states that could start at that time and reach the TW at the end of the horizon. Fig. 5 is the projection of these tubes on the horizontal plane. As it was expected, the x-y projection coincides with the projection of the flight plans on the horizontal plane. This is reasonable, since in the hybrid model we assumed constant heading angle at each segment. We can repeat the previous computation, but now checking at every time if the sets satisfy the minimum separation standards. That way, the time and the points of each set where a conflict might occur, can be detected. The result of this calculation is illustrated in Fig. 6 . The "hole" that is now around the intersection area of Fig. 4 represents the area where the two aircraft might be in conflict. Now that we managed to perform conflict detection, we are in a position to compute the set of the initial states that an aircraft could start and reach the set R at time t, while avoiding conflict with the other aircraft. To obtain the solution to this reach-avoid problem, the variational inequality (2) should be solved. One could either use numerical methods developed by [16] , or the Level Set Method Toolbox [10] , whose authors propose a way to code obstacles on the value function. The latter was used in this paper, and the obstacle function h(x) was dynamically determined, since at every time it is the result of the conflict detection. Figure 7 shows the reach-avoid tubes at t = 50min. As it was expected, the set of states that could reach the target while avoiding conflict with the other aircraft, does not include the conflict zone of Fig. 6 , but also some more states that would end up in this zone. It should be noted, that with this formulation we have two 2D computations running in parallel on a 501×501 grid, and less than real time was required to complete the simulation. When the sets have increased enough, we change the grid to 251 × 251 so as to increase the computational efficiency.
V. CONCLUDING REMARKS
A new framework of solving nonlinear systems with state constraints was presented. This formulation has the advantage of maintaining the continuity in the Hamiltonian of the system, and hence it has very good properties in terms of the numerical solution. The problem of reaching a desired set, in this case the TW, while avoiding conflict with other aircraft was formulated as a reach-avoid problem, and was computed numerically by using the existing tools.
In future work, we plan to extend the proposed approach to formulate games between competing inputs, and perform conflict resolution. Finally, we intend to validate our approach with fast time simulation studies using realistic aircraft and flight management system models, flight plans and wind uncertainty.
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APPENDIX
A. Sketch of the proof of Theorem 1
Proof: V (x, T ) = max{l(x), h(x)} by definition of the value function. In order to prove that V is the viscosity solution of (2), it suffices [32] to show that for all smooth
Part 1.
Consider an arbitrary (x 0 , t 0 ) ∈ R n × (0, T ) and a smooth W such that V −W has a local maximum at (x 0 , t 0 ). Then, there exists δ 1 > 0 such that for all (x, t) ∈ R n ×(0, T ) with |x − x 0 | 2 + (t − t 0 ) 2 < δ 1 , (V − W )(x 0 , t 0 ) ≥ (V − W )(x, t). It suffices to show that either h(x 0 ) − V (x 0 , t 0 ) ≥ 0 or ∂W ∂t (x 0 , t 0 ) + inf u∈U ∂W ∂x (x 0 , t 0 )f (x 0 , u) ≥ 0. But by Lemma 1 it suffices to show that if h(x 0 ) − V (x 0 , t 0 ) < 0 then for all u ∈ U, ∂W ∂t (x 0 , t 0 ) + ∂W ∂x (x 0 , t 0 )f (x 0 , u) ≥ 0. For the sake of contradiction assume that ∃û ∈ U such that for some θ > 0, ∂W ∂t (x 0 , t 0 )+ ∂W ∂x (x 0 , t 0 )f (x 0 ,û) < −2θ < 0. Since W is smooth, ∃δ 2 ∈ (0, δ 1 ) such that for all (x, t) ∈ R n × (0, T ) with |x − x 0 | 2 + (t − t 0 ) 2 < δ 2 , ∂W ∂t (x, t) + ∂W ∂x (x, t)f (x,û) < −θ < 0. By continuity, ∃δ 3 > 0 such that |φ(t; t 0 , x 0 ,û) − x 0 | 2 + (t − t 0 ) 2 < δ 2 for all t ∈ [t 0 , t 0 + δ 3 ]. Therefore [26] , V (φ(t; t 0 , x 0 ,û), t) − V (x 0 , t 0 ) ≤ W (φ(t; t 0 , x 0 ,û), t) − W (x 0 , t 0 ) < −θ(t − t 0 ). Let τ 0 ∈ [t 0 , t 0 + δ 3 ] be such that h(φ(τ 0 ; t 0 , x 0 ,û)) = max τ ∈[t0,t0+δ3] h(φ(τ ; t 0 , x 0 ,û)).
Case 1.1:
If τ 0 ∈ (t 0 , t 0 + δ 3 ], then for t = τ 0 we have that V (φ(τ 0 ; t 0 , x 0 ,û), τ 0 ) − V (x 0 , t 0 ) < −θ(τ 0 − t 0 ) < 0. By the first part of Lemma 1, V (x 0 , t 0 ) ≤ max max τ ∈[t0,τ0] h(φ(τ ; t 0 , x 0 ,û)), V (φ(τ 0 ; t 0 , x 0 ,û), τ 0 ) . But max τ ∈[t0,τ0] h(φ(τ ; t 0 , x 0 ,û)) = h(φ(τ 0 ; t 0 , x 0 ,û)) ≤ V (φ(τ 0 ; t 0 , x 0 ,û), τ 0 ). Hence, V (x 0 , t 0 ) ≤ V (φ(τ 0 ; t 0 , x 0 , u), τ 0 ), which establishes a contradiction.
Case 1.2:
If τ 0 = t 0 , then for t = t 0 + δ 3 we have that V (φ(t 0 + δ 3 ; t 0 , x 0 ,û), t 0 + δ 3 ) − V (x 0 , t 0 ) < −θδ 3 < 0. Since by Lemma 1 V (x 0 , t 0 ) ≤ max max τ ∈[t0,t0+δ3] h(φ(τ ; t 0 , x 0 ,û)), V (φ(t 0 + δ 3 ; t 0 , x 0 ,û), t 0 + δ 3 ) , we must have V (x 0 , t 0 ) ≤ max τ ∈[t0,t0+δ3] h(φ(τ ; t 0 , x 0 ,û)), or equivalently V (x 0 , t 0 ) ≤ h(x 0 ). This contradicts our initial hypothesis that h(x 0 ) − V (x 0 , t 0 ) < 0, and concludes the proof.
Part 2 could be proven following a similar procedure.
