The process by which one may take a discrete model of a biophysical process and construct a continuous model based on it is of mathematical interest as well as being of practical use. In this paper, we first study the singular limit of a class of reinforced random walks on a lattice for which a complete analysis of the existence and stability of solutions are possible. In the continuous scenario, we obtain the regularity estimate of this aggregation diffusion model. As a by-product, nonexistence of solution of the continuous model with pure aggregation initial data is proved. When the initial is purely in diffusion region, asymptotic behavior of the solution is obtained. In contrast to continuous model, bounded-ness of the lattice solution, asymptotic behavior of solution in diffusion region with monotone initial date and the interface behaviors of the aggregation, diffusion regions are obtained. Finally we discuss the asymptotic behaviors of the solution under more general initial data with non-flux when the lattice points N ≤ 4.
Introduction
Movement is a fundamental process for almost all biological organisms, ranging from the single cell level to the population level. There are three categories of mathematical model that researchers have developed to describe this biological phenomena [23] . The first one is discrete model where space is divided into a lattice of points with the variables defined only at the points and time changes in "jump" [5] , [9] , [21] , [22] . The second one is the continuous model where all variables are considered to be defined at every point in space and time changes continuously. The last one is the hybrid which is a mixture of the previous two [1] , [3] . Each of these models have advantages and disadvantages depending on the phenomenon under consideration, and on the length scale over which we wish to investigate the phenomenon.
Discrete models of biophysical processes are of use when we are interested in the behavior of individual cells, as well as their interactions with other cells and the medium which surrounds them [5] , [9] . Different derivations may lead to very different behavior of the movement. For example, when the discrete population model of [9] is considered: one can show that cells can move toward the high-density region and flee from low-density. But in [5] , cells will move toward low-density and flee otherwise. Usually, the cells are considered to be points which move on a lattice according to certain rules. These rules can be modified according to the states of neighboring points, such as the density of the neighboring points [5] or the volume and adhesion of the neighboring points [1] , [3] . Individual based models have found useful application to many physical systems and even simple rules of interaction can give rise to remarkably complex behavior. In particular, individual-based models have found applications in ecology, pattern formation, wound healing, tumor growth and gastrulation and vasculogenesis in the early embryo, amongst many others.
Continuous models frequently involve the development of a reaction-diffusion equation [5] . These are useful when the length scale over which we wish to investigate the phenomenon is much greater than the diameter of the individual elements composing it. These models have been found to be particularly useful in the study of pattern formation in nature, especially the phenomenon of "diffusion driven instability" [1] , [3] , [5] , [9] . The application of hybrid models -where cells are models as discrete entities with their movements being influenced by continuous spatial fields -has also been found to be a useful approach [6] . Discrete and continuous approaches to the modeling of cell migration developed by Bao and Zhou [5] via biased random walk will be under investigated in the present paper.
If we consider both a continuous and discrete models of the same phenomenon, we would expect the models to give rise to similar solutions properties at length scales where their ranges of applicability overlap. If the solutions' behaviors are totally different, we should track their differences and find reasons in the original modeling.
The rest of the paper is organized as follows. In section 2, we consider the discrete model of biological cell movement and shown how it can be used to obtain an expression for the continuous aggregation diffusion model. Section 3 considers the existence and nonexistence of weak solution of the continuous models. Section 4 focuses on the analysis of the discrete model. Section 5 discusses the asymptotic behaviors of special case when N ≤ 4 and some open problems.
Discrete and Continuous Models
Recall the biological cell movement model [5] . By the need for survival, mating or to overcome the hostile environment, the population have the tendency of aggregation when the population density is small and diffusion otherwise. For simplicity, here we consider one species living in a one-dimensional habitat without birth term. To derive the model we follow a biased random walk approach plus a diffusion approximation. First we discretize space in a regular manner. Let h be the distance between two successive points of the mesh and let u(x, t) be the population density that any individual of the population is at the point x and at time t. By scaling, we can assume that 0 ≤ u(x, t) ≤ 1. During a time period τ an individual which at time t and at the position x, can either:
1. move to the right of x to the point x + h, with probability R(x, t), or 2. move to the left of x to the point x − h, with probability L(x, t) or 3. stay at the position x, with probability N (x, t). 
We assume that
Here we let K(u(x, t)) measures the probability of movement which depend on the population.
Using the notations above, the density u(x, t) can be written as follows:
By using Taylor series, we obtain the following approximation
then we get
We can get
Now we substitute β and ν in the above equation, we can get
We assume that h 2 /τ → C > 0 (finite) as τ, h → 0, we get the following
When higher order terms are kept, which will lead to the following 
, we can test that 0 ≤ K(u(x, t)) ≤ 1 which satisfies the assumption of probability and that K − uK = u 2 (u − 1/2), which means aggregation when 0 ≤ u < 1/2. By plugging this probability in Equation (2.1), and we denote the discrete density
, . . . we have:
which is a special finite difference scheme of the following backward forward parabolic equation:
where
Regularity and Properties of the Continuous Model
In this section, we first give the definition of a weak solution of Equation (2.4) with D(u) always satisfies Equation (2.5) and non-flux condition.
Definition 3.1. A locally continuous function u(x, t) will be said to be a weak solution of the backward forward Equation (2.4) with non-flux condition if
is uniformly bounded for t ∈ [0, T ] and if for any test function φ(x, t) in
We first establish the first derivative estimates. For simplicity, we limit ourselves to showing how to obtain an a priori estimate. For any point (
where the cut-off function η(x) is smooth and vanishes outside [x 1 , x 1 + δ]. Differentiating the equation with respect to t and multiplying by η 2 u (if not differentiable, we use the smoothing operator to u(x, t)), we find
So, integrating with respect to time and using Young inequality,
for some constant C and for every . By taking small enough, we can get the first derivative estimate. Because u is locally H 1 in x, D(u) is strictly positive, by Nash-Moser estimate we can get u ∈ C α 1 ,α 1 /2 , then according to Ladyzenskaya et al [18] . [Chapter V, Theorem 7.4], we can get u ∈ C 1+α 1 ,α 1 /2 . C 2+α 2 estimate. Once we get the C 1+α 1 ,α 1 /2 estimate, going back to our Equation (2.4), we have estimated that the equation for u has Hölder continuous coefficients. If we view it as a linear equation, differentiating the equation, we now have
If we let v = u x , we get
which is a uniformly forward parabolic equation for v. By using Schauder estimate, we can conclude that u x is locally C 2+α 2 ,1+α 2 /2 for some α 2 ∈ (0, 1).
Higher derivative estimates. Once C 2+α 2 ,1+α 2 /2 estimates have been found, it is easy to derive interior estimates for higher-order derivatives. For instance, we may now differentiate the equation once more to find an equation for u xx :
which has Hölder continuous coefficients. Therefore, we conclude that u xx is locally C 2+α 2 ,1+α 2 /2 , which gives a fourth derivative estimate. The procedure is easily iterated and continues to infinitum given D(s) is infinitely differentiable.
From above estimate, we can get the following theorem for these big enough initial data.
, and satisfies the non-flux conditions
Furthermore, when u 0 ≥ α a.e. on [0, 1], we have the following asymptotic theorem
, and u(x, t) is the solution of Equation (2.4) with non-flux boundary condition, then solution u(x, t) will go to constant C = 1 0 u(x, 0)dx. Proof. First from the above estimate, we can see u(x, t) is infinitely differentiable given u(x, 0) > α a.e. on [0, 1]. So we have
which gives the result of conservation of the total density. When u(x, 0) > α a.e. in [0, 1], we can have D(u) > 0 by using the maximum principle of parabolic equation. Even more we can have u(x, t) ≥ α + δ 1 for some small number δ 1 and t > 0.
which means the "energy" of the solution is decreasing. The last step we prove the solution will attend the constant C as time t goes to infinity.
2 dx (By using Poincaré inequality).
Then by using Gronwall's inequality, we can get
Let t → +∞, we can get 1 0 (u − C) 2 dx = 0 a.e., by combining u is locally continuous, we obtain lim t→+∞ u(x, t) = C.
The proof of u − α ≥ δ > 0 for all t > 0. We claim
Let ν = u(x, t) + t, > 0, then
can not choose a min for t > 0. If not, ν(x 1 , t 0 ) = min .
• Case 1, x 1 ∈ (0, 1), ν x = 0, ν xx ≥ 0, contradiction.
• Case 2, x 1 = 0 or 1, ν x (0) = 0, ν xx ≥ 0 contradiction.
So we obtain min
ν(x, t) = min
u(x, 0), which means u(x, t) + t ≥ min
For the case u(x, 0) ≥ α, we use the approximation to Equation (2.4)
Using the above result, we can get lim t→+∞ u (x, t) = C. Then let → 0, we can get
2 By using the C ∞ estimate above, we also can get the following non-existence result. Proof. If not, supposing there exists an weak solution u(x, t) < α in Q T , by the linear transform τ = T − t, we can reverse the time interval and get
(3.10)
Because −D(u) > 0, then from the C ∞ estimate, we can have u(x, 0) ∈ C ∞ (Q T ). If the initial value u(x, 0) is not infinitely differentiable, then there is no weak solution at all. 2
Numerical analysis of the lattice model
In our derivation of the new population model, we find every assumption is physically reasonable. But we find in Theorem 3.3 that there is no weak solution when the initial date is not C ∞ which lead us to consider the properties of the original lattice model and to see whether the original model is physically reasonable. Proof. Suppose u(k 1 , t) = max 0≤j≤N u(j, t), u(k 2 , t) = min 0≤j≤N u(j, t), then from Equation (2.3) we can get
The same idea can be used for the minimum value point and get
For arbitrary point u(i, t) 
we have
t is positive. By using the fact U t is positive, we obtain U t+τ ≥ 0. Initially U 0 ≥ 0, this lead to the conservation of monotonicity of u t j in 0 ≤ j ≤ N for all t > 0. From above two results, we can see
is bounded and increasing, so the limit
exists. We can get lim t→∞
Combined with the existence of lim t→∞ u t 1 , we can get the existence of lim t→∞ u t 2 . By using the same idea, which will lead to Proof. For the non-flux boundary condition, we just assume
From Equation (2.3),we have
We get
the summation of the C t j terms will result to zero. From which we obtain
and the lattice model is conservative. When rewriting Equation (2.3) to the form
we consider the following equation
If we can find the upper and lower bound of f (x, y) such that 0 ≤ f (x, y) ≤ 1, then we obtain the result u(j, t) ∈ [0, 1] for all t > 0.
When we let f y (1, y) = 0, y = 2/3 or 0 which lead to f (1, 2/3) = 23/27 > 1/2, f (1, 0) = 1 and 1/2 < f (1, y) ≤ 1. Again, we test other boundary value f (x, 0) = x and f (x, 1) = x + x 2 (1 − x), f x (x, 1) = 1 + 2x − 3x 2 . Let f x (x, 1) = 1 + 2x − 3x 2 = 0, we get x = −1/3 or x = 1 and 0 ≤ f (x, 1) ≤ 1. Now we test if the function can get the extreme value when x, y ∈ (0, 1). Taking the derivative, we get
After simplification and let x = 0, we get
We can obtain f x > 0 for x ∈ (0, 1/2) or y ∈ (0, 1/2), when x, y ∈ [1/2, 1], by using Theorem 4.1, we have 1/2 ≤ u(j, t) ≤ 1 for any 0 ≤ j ≤ N, t ≥ 0 when 0 ≤ u(j, 0) ≤ 1. But from equation f x = 0 which mean the maximum or minimum points, we have
2 In the following we consider the interface behaviors of the forward region
Proof. We first begin at the simplest situation when Q
. Suppose u(k, t) > 1/2, then we have u(k, t) = 1/2 + δ for some positive δ and Equation (2.3) is of the form
Because u t k u t k−1 < 1/4 and 0 < δ < 1/2, we can obtain 2, 3 , . . . , N ]} has more than two successive points, we rewrite Equation (2.3) as
Let's consider the boundary points with 0 ≤ u(j − 1, t) < 1/2 and 1/2 ≤ u(j, t), u(j + 1, t) ≤ 1. Using the result in simplest situation 10) and if u(j, t) ≥ u(j + 1, t) ≥ 1/2
When considering the points inside the forward region, we can have the result that 1/2 ≤ u(j, t) ≤ 1 by using the maximum and minimum principle from Theorem 4.1. Combining all these together, we complete the proof of theorem. 2
Asymptotic behaviors under special case when N ≤ 4
In this section, we consider a special case when N = 4 and u(0, t) = u(4, t) = 0 for t ≥ 0 which corresponding to the hostile environment in biology, when N = 1, 2, 3, the asymptotic behaviors of the solutions are easy to be obtained. 
If the initial solution satisfy case 1, we can see u t 1 , u t 1 +u t 2 are increasing, u t 3 , u t 2 +u t 3 are decreasing. Also from Theorem 4.1, u(j, t) are bounded in [0, 1] which lead to the existence of the limit of each term and the following asymptotic behaviors of the solution
Case 2: u(1, 0)+u(2, 0) < 1, u(2, 0)+u(3, 0) < 1 and u(2, 0) is the min. From Equations (5.1)-(5.6), we have u t 1 , u t 3 are increasing, u t 2 , u t 1 + u t 2 , u t 2 + u t 3 are decreasing and u(j, t) are bounded in [0, 1] which lead to the existence of the limit of each term and the following asymptotic behaviors of the solution u(2, 0) is the maximum. From Equations (5.1)-(5.6), we have u t 1 , u t 3 are decreasing, u t 2 is increasing and u(j, t) are bounded in [0, 1] which lead to the existence of the limit of each term and the following asymptotic behaviors of the solution
is the maximum, u(1, 0) is the minimum, otherwise it is the case 2. (When u(1, 0) is the maximum, it the same as u(3, 0) is the maximum.) From Equations (5.1)-(5.6), we assume that u If u(2, 0) is the minimum, it goes to case 2. So we consider the case when u(3, 0) > u(2, 0) > u(1, 0). From Equations (5.1)-(5.6), we have u t 1 , u t 1 + u t 2 are decreasing, u t 3 , u t 2 + u t 3 are increasing first. Because 1 ≤ u(1, 0) + u(2, 0) + u(3, 0), when u t 2 + u t 3 first pass 1 and u(2, t) become maximum, then this become similar to Case 1 and the solution u(j, t) have the asymptotic limits. When u(1, t) + u(2, t) < 1, u(2, t) + u(3, t) > 1 and u(3, t) is the maximum, in this case u(1, t) + u(2, t) < 1 for all t, u(1, t) is decreasing and u(2, t) > u(1, t) for all t and we can get If u(2, 0) is the minimum, then u(2, t), u(1, t)+ u(2, t), u(2, t) + u(3, t) are increasing and u(1, t), u(3, t) are decreasing. From lim t→∞ u(1, t) + u(2, t) > 1 exists and u(2, t), u(1, t) > 0 for all t, we can get the asymptotic behaviors of solutions where C t 1 = u t 1 u t 2 2 (u t 1 + u t 2 − 1) ≤ max{u(1, 0), u(2, 0), u(3, 0)}. So 0 < (1 − 2C t 1 ) < 1 for u(1, t) = u(2, t) (if u(1, 0) = u(2, 0) and it is easy to test the sequence will change to monotone sequence and which will converge to the average), which lead to 2 We discussed the asymptotic behaviors of the lattice model when the initial data is monotone in the diffusion region and in the case N ≤ 4. In our simulation ( see FIG. 5.1) , we find the asymptotic behaviors of the lattice model also converge to the average of the initial solution without monotonicity assumption and totally in diffusion region. Whether this lattice solution is periodic or converge to some constant is still under investigation.
