This paper is devoted to a hyperbolic 2-phase model for traffic flow on a network. The model is rigorously described and the existence of solutions is proved, without any restriction on the network geometry.
Introduction
The increasing interest of mathematicians in vehicular traffic flow modelling gave rise to various approaches, including the fluid-dynamic one. The latter considers traffic from a macroscopic point of view, focusing on the evolution of macroscopic variables, such as density and average velocity of cars. The first model of this type was introduced by Lighthill and Whitham, see [32] , and independently by Richards, in [34] , and is referred to as the LWR model. It is simply based on the conservation of the number of cars and on a speed-density relation, resulting in a single partial differential equation in conservation form.
Later on, several second order models, i.e. models with two equations, were considered as in the case of the well known Aw-Rascle model, see [1] . Other second order models can be found in [23, 25, 33, 35, 37, 38] , while a third order model was presented in [26] . We refer the reader to [5, 20, 27] for general presentations of the theory.
The present paper focuses on the model with phase transitions presented in [9] and extends it to road networks.
There are now many available results for the LWR model or the AwRascle model on networks, see [3, 7, 8, 17, 18, 19, 28, 29, 30] . However, this is the first result for a phase transition model on a network. The interest in such a theory is motivated also by other applications: data networks [16] , supply chains [15, 24] , air traffic management [4] and gas pipelines [2, 11, 12] .
Our main result is the existence of weak solutions on the whole network for initial data in BV under a technical assumption. More precisely the latter asks for traffic to keep away from the zero velocity, see assumption (H) in Section 6.1. Our construction is based on the wave-front tracking method, see [6, 10, 14, 20, 31] .
More precisely, first we consider Riemann problems at nodes, which are Cauchy problems with constant initial data on each road. Notice that the conservation of cars alone is not sufficient to single out a unique solution. Thus, one has to prescribe solutions for every initial data and we call the relative map a Riemann solver at nodes. Then, it is possible to construct approximate solutions using classical self-similar entropic solutions for Riemann problems inside roads and an assigned Riemann solver at junctions. To pass to the limit we rely on BV estimate on the density flux variation, and assumption (H) is necessary to get BV bounds also on the density itself and the linearized momentum.
Following [21] , we define the properties (Pr1), (Pr2) and (Pr3) of a Riemann solver (see Definition 6.3), which guarantee the needed bounds and thus the existence of solutions to Cauchy problems. These key properties are in particular satisfied by the Riemann solver R.S. J introduced in Section 5.
The definition of R.S. J for the case of the phase transition model is a nontrivial extension of the Riemann solver introduced in [8] for the LWR model. It prescribes a fixed distribution of traffic in outgoing roads, and then the maximization of the flux through the junction. In particular, the set of attainable states on a road, entering or exiting a junction, gives rise to non-convex sets of possible density fluxes. To have a continuous dependence of solutions we have to get convexity removing the metastable states from the attainable set. This choice is consistent with the idea that such states should appear in a transient situation, which should not happen at a junction.
The paper is organized as follows. In Section 2 we review the 2-phase model introduced in [9] , recalling the classical Riemann solver. The Riemann problem at junctions is studied in sections 3, 4 and 5. Section 6 deals with the proof of existence of solutions on the whole network. Finally, an appendix is devoted to show that condition (H) is indeed necessary for the boundedness of the total variation.
Traffic Flow Models with Phase-Transitions
The following model was introduced in [9, § 2]:
Free flow:
Congested flow:
Here, Q is a parameter of the road under consideration and the velocities v f , v c are given by
where V is the maximal mean velocity and R is the maximal car density. The weighted linear momentum q is originally motivated by gas dynamics. It approximates the real flux ρ v for ρ small compared to R. We recall the basic features of model (2.1). In the free phase the characteristic speed is λ(ρ) = V (1 − 2ρ/R), while the information on the 2 × 2 system are collected in the following table:
where r i is the i-th right eigenvector, λ i the corresponding eigenvalue and L i is the i-Lax curve. Shock and rarefaction curves coincide, hence system (2.1), right, belongs to Temple class [36] . The second characteristic field is linearly degenerate but the first has an inflection point along the curve q = Q. It is reasonable to assume that if the initial data are entirely in the free (resp. congested) phase, then the solution remains in the free (resp. congested) phase for all time. Thus we are led to choose Ω f (resp. Ω c ) to be an invariant set for (2.1), left (resp. right). The resulting domain is given by
where V f and V c are the threshold speeds, i.e. above V f the flow is free and below V c the flow is congested. The parameters Q − ∈]0, Q[ and Q + ∈ ]Q, +∞[ depend on the environmental conditions and determine the width of the congested region. For notational convenience, we introduce the following short form
for the phase transition model (2.1), where
The Riemann Problem Outside Junctions
We recall in this section the description of the classical Riemann solver for (2.1), i.e. the self-similar solution of the Cauchy problem
If the initial data u l , u r are in the same phase, the standard Lax solutions to the corresponding Riemann problem can be considered. Otherwise, following [9, § 3] , admissible solutions are defined as follows.
some Λ ∈ R, we have: 
the functions
holds for all t > 0.
If u l ∈ Ω c and u r ∈ Ω f , the conditions are obtained by exchanging the roles of Ω f , Ω c and v f , v c .
Note that condition 3 above ensures that the total number of car is conserved across phase transitions. Definition 2.1 does not assure uniqueness. We are then led to introduce the notion of consistency, see [9, I and II] .
is the solution of (2.4) computed at time t = 1. R is consistent if the following two conditions hold for all u l , u m , u r ∈ Ω f ∪ Ω c , and x ∈ R:
Essentially, (C1) states that whenever two solutions to two Riemann problems can be placed side by side, then their juxtaposition is again a solution to a Riemann problem. Condition (C2) is the viceversa.
We are now ready to construct the Riemann solver. Using Riemann
. For (ρ, q) ∈ Ω f , we extend the corresponding Riemann coordinates (w 1 , w 2 ) as follows. Letũ = (ρ,ρV ) be the point in Ω f defined byρ = Q/(V − W − 2 ). Define 5) so that, in the Riemann coordinates, Figure 1 , right. We consider several different cases:
(A) The data in (2.4) are in the same phase, i.e. they are either both in Ω f or both in Ω c . Then the solution is the standard Lax solution to (2.1), left or to (2.1), right, and no phase boundary is present.
(B) u l ∈ Ω c and u r ∈ Ω f . We consider the points u c ∈ Ω c and u m ∈ Ω f implicitly defined by If w 2 (u l ) > 0, the solution is made of a 1-rarefaction from u l to u c , a phase transition from u c to u m and a Lax wave from u m to u r . If w 2 (u l ) ≤ 0, we have a shock-like phase transition from u l to u m and a Lax wave from u m to u r .
(C) u l ∈ Ω f and u r ∈ Ω c with w
. Consider the points u c and u m ∈ Ω c implicitly defined by
If w 2 (u l ) > 0, the solution is made of a shock-like phase transition from u l to u m and a 2-contact discontinuity u m to u r . If w 2 (u l ) ≤ 0, the solution displays a phase transition from u l to u c , a 2-rarefaction from u c to u m and a 2-contact discontinuity u m to u r .
and u r ∈ Ω c . Let u m ∈ Ω c be the point on the lower boundary of Ω c implicitly defined by
and consider the speed of the phase boundary joining
Let u c = (R c , Q c ) ∈ Ω c be the point whose Riemann coordinates are
, the solution is a phase transition from u l to u m followed by a 2-contact discontinuity from u m to u r .
i.e. ρ c is the bigger root of the equation
Then the solution shows a phase transition from u l to u c , an attached 1-rarefaction from u c to u m and a 2-contact discontinuity from u m to u r .
We now prove a simple result, very useful in the sequel for networks.
Proposition 2.3
Consider a phase transition (u l , u r ) with velocity λ > 0 and u r ∈ Ω c , then necessarily
In other words the density flux on the right is bigger than the density flux on the left.
Consider now a phase transition (u l , u r ) with velocity λ < 0 and u r ∈ Ω c , then necessarily
In other words the density flux on the left is bigger than the density flux on the right.
Proof. We prove the first statement, the proof of the second being similar. If ρ l <ρ then we have ρ r ≥ R c >ρ, hence ρ l < ρ r . Since λ is positive, the conclusion follows from the Rankine-Hugoniot condition (see 3. of Definition 2.1).
If ρ l ≥ρ then u r belongs to the first family curve from u l and ρ l < ρ r . Again the conclusion follows from the Rankine-Hugoniot condition. Fix a junction J and assume for simplicity that Inc(J) = {1, . . . , n} and Out(J) = {n + 1, . . . , n + m}. A Riemann problem at J is a Cauchy problem with initial data constant on each incoming and outgoing road:
Road Network
We now follow the same procedure used for classical Riemann problems on the real line: we first define admissible solutions at junction, state a consistency property and select a Riemann solver. All this, in view of the well posedness of the Cauchy problem. 
assigning to the initial data in (3.6) the traceû 1 , . . . ,û n+m of the admissible solution at the junction.
In the case of (3.6), testing the consistency condition (C1) amounts to test its validity on R. On the other hand, (C2) is substituted by the following condition, see [20, (ii), Definition 4.2.4].
Definition 3.2 We say that a Riemann solver at a Junction
R.S. J is con- sistent at J if (CC) R.S. J R.S. J (u 1,0 , . . . , u n+m,0 ) = R.S. J (u 1,0 , . . . , u n+m,0 ) for every (u 1,0 , . . . , u n+m,0 ) ∈ (Ω f ∪ Ω c ) n+m .
The Riemann Problem at Junctions
In what follows we assume that the parameters of model (2.1) satisfy
The above condition guarantees that sup u∈Ω f ∪Ωc λ 1 (u) < 0, hence 1-waves can only have negative speed, while 2-waves always move with positive speed (see [13, formula (3.5)]). Note that, for instance, condition (4.7) is satisfied as soon as Q + is sufficiently large, which can always be assumed without any loss of generality.
Incoming Roads: Attainable Values at the Junction
To satisfy condition 2. in Definition 3.1, only waves with negative speed can be produced on incoming roads. Thus, we determine all states which can be connected to an initial state (to the right) by waves with negative speed. In particular, we determine the maximum flux γ max i that can be reached from an initial datum u i,0 = (ρ i,0 , q i,0 ) by means of waves with negative speed only.
We start describing the sets of fluxes corresponding to states that can be connected to u i,0 on the right using non positive waves only. We use the notations introduced in Section 2.1, Cases (B)-(D), where we set u i,0 = u l . Moreover, we introduce the velocities V 1 and V 2 defined as follows:
, where ρ 1 ∈ Ω f is the smaller root of the equation
, where ρ 2 ∈ Ω f is the smaller root of the equation
The notation below is explained in figures 2 and 3. The sets of reachable fluxes are then given by
where we referred to the cases in Section 2.1 and for i = 1, . . . , n. Since the sets O i are non convex, we do not take in account the metastable states in the definition of the corresponding maximum fluxes:
where we referred to the cases in Section 2.1. ρv 
Outgoing Roads: Maximal Flux at the Junction
To satisfy condition 3. in Definition 3.1, only waves with positive speed can be produced on outgoing roads. Thus we determine all states, and the corresponding set of fluxes, which can be connected to an initial state u j,0 (to the left) using waves with positive speed.
We introduce the fluxes F and f max defined as follows (see Figure 4) : Figure 4 : Notations used in the definition of O j , j = n + 1, . . . , n + m.
ρv c (ρ, q) is the maximal flux supported by the road;
, where ρ max is the bigger root of the equation
,
The sets of reachable fluxes are given by (see Figure 4 )
for j = n + 1, . . . , n + m. Since the sets O j are convex, the corresponding maximum fluxes are defined accordingly: 
The Riemann Solver at Junctions
We define a Riemann solver similar to that introduced in [8] for vehicular traffic.
First we need to define a suitable set of matrices. Consider the set
..,n, j=n+1,...,n+m :
Let {e 1 , . . . , e n } be the canonical basis of R n . For every i = 1, . . . , n, we denote H i = {e i } ⊥ . If A ∈ A, then we write, for every j = n + 1, . . . , n + m, a j = (a j1 , . . . , a jn ) ∈ R n and H j = {a j } ⊥ . Let K be the set of indexes
Writing 1 = (1, . . . , 1) ∈ R n and following [8] we define the set
Notice that, if n > m, then N = ∅. The matrices of N give rise to a unique solution to Riemann problems at J.
Fix a matrix
A ∈ N and consider the closed, convex and not empty set
(5.12) 2. Find the point (γ 1 , . . . ,γ n ) ∈ Λ which maximizes the function
and define (γ n+1 , . . . ,γ n+m ) T := A · (γ 1 , . . . ,γ n ) T . Since A ∈ N, the point (γ 1 , . . . ,γ n ) is uniquely defined.
3. For every i ∈ {1, . . . , n}, setû i either by u i,0 if f 1 (u i,0 ) =γ i , or by the solution to f 1 (u) =γ i given by Proposition 4.1. For every j ∈ {n + 1, . . . , n + m}, setû j either by u j,0 if f 1 (u j,0 ) =γ j , or by the solution to f 1 (u) =γ j given by Proposition 4.2. Finally, set R.S. J (u 1,0 , . . . , u n+m,0 ) = (û 1 , . . . ,û n+m ) . (5.14)
It is easy to verify that R.S. J satisfies the consistency condition (CC). The following property of R.S. J is used in the proof of Theorem 6.4 to bound the number of waves in the approximate solution.
Lemma 5.1 Fix an equilibrium u 0 = (u 1,0 , . . . , u n+m,0 ) for R.S. J corresponding to a matrix A ∈ N. Consider, for some l ∈ {1, . . . , n + m}, u l ∈ Ω f ∪ Ω c such that the wave (u l , u l,0 ) has positive speed if l ≤ n, or the wave (u l,0 , u l ) has negative speed if l > n (the wave is approaching the junction). There exists a constantC =C(A) > 0 such that for every i = l
15)
where
are the through fluxes before and after the interaction, and:
Proof. If a wave is produced on road i = l then the maximum point of E computed at point 2. must change due to the interaction of the approaching wave . Since the directions of the faces of the set Λ, defined in (5.12), depend only on the matrix A ∈ N and the solution for the flux lies on the boundary of Λ, we have that Γ + − Γ − is proportional to f 1 (û i ) − f 1 (u i,0 ) .
Existence of Solutions on the Whole Network
To prove existence of solutions on the whole network, we first construct a sequence of approximate solutions via wave-front tracking and then pass to the limit using a BV bound on the density flux.
Wave-Front Tracking and Statement of Main Result
Since solutions to Riemann problems are given, we are able to construct piecewise constant approximations via wave-front tracking algorithm; see [6] for the general theory and [20, § 4.3] in the case of networks.
Roughly speaking a wave-front tracking solution is constructed as follows. Fix an initial datum u 0 = (u 1,0 , . . . , u N,0 ) with bounded total variation on the whole network. For every ν ∈ N, one first discretizes the initial datum using a piecewise constant approximation u ν,0 with total variation bounded by the total variation of u 0 . Then Riemann problems on each road and inside the network are solved, replacing rarefaction waves by a collection of small rarefaction shocks of size at most 1/ν. A solution is obtained for small times piecing together the solution to Riemann problems and is a weak solution up to the interaction of two waves or of a wave with a junction. Then a new Riemann problem is solved and so on.
To construct approximate solutions, one needs to bound the number of waves and of interactions. This is easily true for the scalar case on a real line, while for systems one has to rely on simplified Riemann solvers and nonphysical waves (see [6] ), and for networks either on transfinite induction (see [20] ), or on accurate estimates of waves number based also on variation estimates (see [21] ). In this case we apply the latter method and obtain an approximate solution u ν .
To pass to the limit in ν and construct a solution, one usually relies on bounds on the total variation of the solution or of the flux of the solution. In our case we obtain estimates on f 1 (u ν ). To provide the needed estimates on ρ ν and q ν we make the following assumption:
(H) There exists a positivev such that the approximate solutions
Assumption (H) may be verified by assuming conditions on the initial data and the traffic distribution coefficients. It is also verified as long as the traffic keeps away from the complete congestion, which is the standard situation in, say, highway traffic. For a discussion of continuum models in urban traffic, see [22] .
Besides, another possible way to deal with (H) is to modify the system so that the point of maximal density corresponds to a non zero traffic speed.
It is easy to verify the following:
for every u 1 , u 2 ∈ Ω belonging to the same phase, one has:
Therefore, under assumption (H), a BV estimate on f 1 (u l,ν ), l = 1, . . . , N , ensures the estimates on the conserved variables, provided we give bounds on the number of phase boundaries in u l,ν . Our strategy to get a BV estimate on f 1 (u l,ν ) is the following. We determine two basic properties (Pr2) and (Pr3) of the map R.S. J which guarantee the desired estimates. These properties can be verified as in [21] .
Consider a wave front tracking approximate solution u ν and define the functionals
where J is a given junction and T.V. denotes the total variation with respect to the space variable. These functionals are well defined for every positive time and can vary only when a wave reaches a junction or when two waves interact in a road. Thus, we easily derive for every t ≥ 0 the bound 18) where #Inc(J) is the cardinality of Inc(J).
Definition 6.2 Let (u l , u r ) a wave interacting with J from I i , i ∈ Inc(J), then we say that the wave has decreasing flux if f 1 (u l ) < f 1 (u r ) (i.e. the flux at the junction J from road I i decreased because of the interaction). Let (u l , u r ) a wave interacting with J from I j , j ∈ Out(J), then we say that the wave has decreasing flux if f 1 (u l ) > f 1 (u r ) (i.e. the flux at the junction J from road I j decreased because of the interaction). Now we can state the two key properties of a Riemann solver, which ensures the necessary bounds on approximate solutions. 
We say that R.S. J has property (Pr3) if the following holds true. Assume u 0 is an equilibrium, i.e. R.S. J (u 0 ) = u 0 , and a wave with decreasing flux is interacting with J. Denote with Γ − J , resp. Γ + J , the value of Γ J before, respectively after, the interaction. Then,
We can now state our main result. Theorem 6.4 Consider a network (I, J ), a Riemann solver R.S. J for every J ∈ J satisfying properties (Pr1), (Pr2) and (Pr3), an initial datum u 0 on the network, with bounded total variation, and let u ν be a sequence of wave-front tracking approximate solutions. If (H) holds true, then there exists the limit u of u ν in L 1 loc and u is a weak entropic solution on each road of the network with u 0 as initial datum. Moreover, for every J ∈ J and for a.e. t > 0: 19) where u J = u i (b i −, t), u j (a j +, t) with i varying in Inc(J) and j in Out(J).
Waves Produced by Junctions
This section describes the dynamics of the boundary data along roads meeting at a junction J. Thus, we fix a junction J and, for simplicity, assume that Inc(J) = {1, . . . , n} and Out(J) = {n + 1, . . . , n + m}. We begin with some notations.
The previous definition is justified as follows. We call good a datum if waves interacting with J from other roads meeting at J do not lead to phase change. Indeed, by the analysis of Section 4, we get: Proposition 6.6 Let u 0 = (u 1,0 , . . . , u n+m,0 ), i.e. R.S. J (u 0 ) = u 0 be an equilibrium at J and assume that a wave is interacting with J.
If u k,0 is good and the wave interacts from road I k ′ , with k ′ = k, then the datum on I k after the interaction is still good and no phase boundary is produced on I k . If k ∈ Inc(J) then only first family waves are produced, while if k ∈ Out(J) then only Lax waves in the free phase are produced.
If u i,0 is bad, i ∈ Inc(J), and the wave interacts from road I k , with k = i, then either no wave is produced on I i and the datum after the interaction is still u i,0 , or a phase boundary is produced on I i and the datum after the interaction is good.
If u j,0 is bad, j ∈ Out(J), and the wave interacts from road I k , with k = j, the datum after the interaction may be good or bad, with production on I j of possibly a second family wave, possibly a phase boundary and possibly a Lax wave in free phase.
A key point in obtaining the estimates on flux variation is to understand the type of waves which, after being produced by J, can come back to J interacting only with waves produced by J. Proof. Let us start considering I i , i ∈ Inc(J). If a wave is produced by J with a left good datum, then it is a first family wave in Ω c . The other waves produced by J afterwards are necessarily first family waves as well by Proposition 6.6. Interaction with such waves produce again a first family wave, which has negative speed and thus can not come back to J. Then necessarily the left datum must be bad and the coming back wave is a phase boundary. The Rankine-Hugoniot condition with positivity of the velocity implies that the wave has decreasing flux.
Consider now the case of I j , j ∈ Out(J). A phase boundary can come back to J by interactions with other waves produced by J. However, in this case, the following can also happen. If a Lax wave in free phase is produced by J, then interacting with a phase boundary previously produced by J can give rise to a first family wave in Ω c , which comes back to J. However, one can easily check that after the interaction with a phase boundary, the first family wave necessarily has decreasing flux. This property is kept if interactions with other first family waves with the same property or with other waves occur.
We now prove a lemma, used below to bound the number of waves. 
Proof. Let u t = (ρ t , ρ t V ) be the intersection in the (ρ, ρ v) plane of the tangent to Ω c at u 0,r = (ρ 0,r , q 0,r ) with Ω f . Then necessarily T V J→j f
) and the conclusion follows from the geometry of Ω f ∪Ω c in the (ρ, ρ v) plane (see Section 2.1 for the notation).
Bounds on the Flux Variation
This subsection is devoted to the estimate of the total variation of the density flux along an approximate wave-front tracking solution u ν and to the construction of solutions to the Cauchy problem.
First we fix u ν , use notations (6.16)-(6.17), and assume that u ν has a finite number of waves at every time. We can then derive various total variation estimates. Then, using these total variation estimates, we prove that the number of waves is bounded and we can pass to the limit in ν.
Lemma 6.9 Assume that a wave (u l , u r ) interacts with a junction J at timet > 0. Then
where C is given by property (Pr2).
Proof. By property (Pr2), we get
Therefore,
and this concludes the proof.
Lemma 6.10 Assume that a wave (u l , u r ) interacts with J at a timet > 0. Then,
Proof. The variation of Γ J att is the sum of the variation of the fluxes for the incoming roads. Therefore.
Hence, by (Pr2) and Lemma 6.9, the right hand side above is bounded by (C + 2) f 1 (u l ) − f 1 (u r ) . 
Proof. It easily follows from the geometry of Lax waves in the congested phase Ω c .
Define:
which is the minimum time for a wave to travel from a junction to a different one. The next lemma gives a bound for the positive total variation of Γ. Proof. By property (Pr3), an increment of the functional Γ J can happen only when a wave with increasing flux interacts with J. Moreover a wave, generated at J, can come back at J only with a decreasing flux by Proposition 6.7.
Lemma 6.12 If t is not an interaction time, then we have
By the definition of δ, during the time interval [t, t + δ[, a wave can not emerge from a junction J and reach a different junction J ′ . Thus we conclude, using lemmas 6.10 and 6.11 . Lemma 6.13 For C given by property (Pr2) and for any t which is not an interaction time
where T V Γ J indicates the total variation (in time) of Γ J .
Proof. It is a direct consequence of Lemma 6.12 and of the bound (6.18).
With a slight abuse of notation, we set:
Lemma 6.14 For every t > 0 we have
where ceil(s) indicates the smallest integer greater than s, C is given by property (Pr2), C 1 by Lemma 6.11 and
Proof. For simplicity, assume that nδ is not an interaction time for any positive integer n. Then, lemmas 6.13 and 6.11 and property (Pr2) imply:
Setting T V f,n = T V f (nδ) and C 2 = 2CC 1 (C + 2) + C 1 , we can write:
Then, by induction, we obtain the desired estimate.
Proof of Theorem 6.4. By Lemma 6.14 we have a bound on the density flux variation, as long as the approximate solution u ν is well defined. By contradiction, assume that the number of waves blows up at a timē t. This may happen only due to interactions with a junction J. Fix ξ > 0 such that in the interval t − ξ,t all waves arriving at J are produced by J and coming back interacting only with waves produced by J.
We want first to prove that there is a finite number of possible values of u on each road in the time interval t − ξ,t (possibly restricting ξ). Consider an incoming road I i . All waves coming back to J are phase boundaries, thus on I i either we are in the free phase or we are in the lower boundary of Ω c . In particular the maximal fluxes in the free phase and in the congested phase are constant. In a outgoing road I j , the coming back waves can be either phase boundaries or Lax waves of the first family in Ω c . The latter may happen only if Lax waves in the free phase are produced by J, then interact with a phase boundary giving rise to the first family wave. In this case, by Lemma 6.8, the density flux variation produced by the outgoing Lax wave on I j (from J) is bounded away from zero. As a consequence, by Lemma 5.1, a bounded away from zero variation (in time) of Γ J occurs. Thus this can not happen an infinite number of times because of Lemma 6.13. Finally, possibly restricting ξ, we can assume that only phase boundaries are coming back to J and thus also on outgoing roads the maximal fluxes in the free phase and in the congested phase are constant (the right state in the congested phase being fixed). By property (Pr1) there are only a finite number of possible solutions emerging from J.
Since there are only a finite number of possible values at J, any wave interaction with J that produces waves on other roads would produce a bounded away from zero change in Γ J (again by Lemma 5.1). Therefore, infinite oscillations among these values are not possible, due again to Lemma 6.13. Interactions that do not produce flux variations on other roads do not increase the number of waves.
We proved that u ν is well defined for every time. The number of phase boundaries in u ν (0) is bounded by T V u ν (0) /ε, where ε is the minimal variation of a phase boundary. Then new phase boundaries can be produced by each junction J, but with at most one phase boundary on each road for each junction, due to Proposition 6.6. Now, by Lemma 6.14 and Proposition 6.1 we get BV estimates on ρ ν and q ν . Indeed, since the maximal ρ variation of a phase boundary is bounded by R, we can write:
where C = C(v) is as in Proposition 6.1 and N is the number of roads of the network; similarly for T V (q ν ). Passing to the limit in ν, the proof is concluded.
Appendix
In this Appendix we give an example showing that violating assumption (H) may cause an unbounded increase in the variations of ρ and q. Consider a simple junction with one incoming road I 1 = ]−∞, 0] and one outgoing road I 2 = [0, +∞[. We assume that on I 1 the initial condition u 1,0 is always in the free phase and satisfies
, where ϑ > 0, ε i > 0 are sufficiently small with i ε i = 1, χ is the indicator function and x i is a negative decreasing sequence. On I 2 the constant initial condition u 2,0 is on the lower boundary of Ω c and satisfies: u 2,0 v c (u 2,0 ) = ϑ v f (ϑ) .
In particular, at time 0 there is an equilibrium at the junction and the initial datum u 1,0 has bounded total variation. For a suitable choice of the sequence x i , all waves in I 1 reach the junction before interacting among each other (it is easy to verify that the sequence x i is necessarily unbounded). For ε i sufficiently small, the state in I 2 remains on the curve of the second family through u 2,0 and the waves produced on I 2 all have the same velocity v c (u 2,0 ), thus they do not interact on I 2 . After the n-th interaction of waves from I 1 with the junction, the ρ variation on I 2 is
Now, as ϑ → 0, the term 1/v c (u 2,0 ) tends to infinity, while the sum can be kept bounded away from zero by a suitable choice of n = n(ϑ). The total variation of ρ can become arbitrarily large and the same happens for the total variation of q.
