Probabilistic temporal networks: A unified framework for reasoning with time and uncertainty  by Santos, Eugene & Young, Joel D.
REASONING 
ELSEVIER International Journal of Approximate R asoning 20(1999) 263-291 
Probabilistic temporal networks: A unified 
framework for reasoning with time and 
uncertainty 1 
Eugene Santos Jr. a,., Joel D. Young b 
Department ofComputer Science and Engineering, University of Connecticut, 
Storrs, CT 06269-3155, USA 
b Department ~fEleetrical and Computer Engineering, Air Force Institute of Technology, 
Wright-Patterson AFB, 0tt  45433-7765, USA 
Received 1 February 1998; accepted 1 October 1998 
Abstract 
Complex real-world systems consist of collections of interacting processes/events. 
These processes change over time in response to both internal and external stimuli as 
well as to the passage of time itself. Many domains uch as real-time systems diagnosis, 
story understanding, and financial forecasting require the capability to model complex 
systems under a unified framework to deal with both time and uncertainty. Current 
models for uncertainty and current models for time already provide rich languages to 
capture uncertainty and temporal information, respectively. Unfortunately, these se- 
mantics have made it extremely difficult to unify time and uncertainty in a way which 
cleanly and adequately models the problem domains at hand. Existing approaches suffer 
from significant trade offs between strong semantics for uncertainty and strong se- 
mantics for time. In this paper, we explore a new model, the Probabilistic Temporal 
Network (PTN), for representing temporal and atemporal information while fully 
embracing probabilistic semantics. The model allows representation f time constrained 
causality, of when and if events occur, and of the periodic and recurrent nature of 
processes. © 1999 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
In the evolution of expert systems, many techniques have been developed to 
represent human knowledge. One of the earliest is to represent knowledge as a 
logical system of if-then style rules (rule-based systems [5,13]). A more recent 
approach is to represent knowledge (including uncertainty) of a situation, or 
"domain," as a network of states and probabilities (Bayesian Networks [27]). 
Many domains, whether they are rule-based, probabilistic, or other, require 
a representation f time and of the temporal relationships between events. 
Most systems rely on a mechanism inwhich a date is associated with each piece 
of knowledge. Relationships are then determined simply by the date ordering. 
In more complicated omains, such as emergency room diagnosis, the date 
mechanism is not sufficient; one must be able to represent situations with 
relative knowledge like "precedes" or "during." 
Real-world domains requiring a unified model of time and uncertainty in- 
clude dealing with real-time system diagnosis, story understanding, planning 
and scheduling as well as financial forecasting. For example, consider the 
following scenario found in computer security analysis: 
The Air Force computer operations center has a secure vault with a time- 
coded lock. This time-lock allows the vault to be opened from 0900 to 
0905 hours and from 2100 to 2105 hours. The center has critical opera- 
tions from 0855 to 1805 hours. Access to the vault is needed uring the 
day and during critical operation making the vault likely to be open at 
those times. However, if the vault is closed, it cannot be reopened until 
the time-lock allows. 
This provides adetailed escription of the causal and temporal relationships 
necessary to properly model the secure vault. As part of the computer security 
analysis, we must be able to translate this description and capture the know- 
ledge in a form which we can correctly process and reason over. 
Once the knowledge representation is captured, inferences can be made. 
Inferences can be of several types including prediction and explanation. Pre- 
diction is concerned with extending forward from the known past and present 
to the unknown future (statistical syllogism [16]). Explanation involves the 
determination f causality by extending from known data back to hypotheses 
(abduction) [16]. 
Complex systems consist of collections of interacting processes. These 
processes change over time in response to both internal and external stimuli as 
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well as to the passage of time itself. There is great variety in the behavior of 
processes. Some processes are simple events uch as opening a door or flipping 
a switch. Others are complex. One example being a communication channel, in 
which errors may occur due to lightning strikes and are more likely to occur 
given previous errors. Processes can also be recurrent or periodic, such as the 
passing of day into night or shifts in a work schedule. 
The problem is to develop a model capable of representing complex systems 
changing over time. Given evidence about the past and present state of a 
system, one must be able to predict the system's future state. Also, given a 
future state, one must be able to determine the most probable causes. As 
knowledge about such systems is bound to be incomplete and as the systems 
themselves may not be deterministic, the model must be able to represent 
uncertainty. This uncertainty permeates all areas, the duration of events, the 
strength of causal influence, the precise temporal relationship between events, 
etc. In traditional approaches such as temporal interval algebras and its vari- 
ations [2,4,38,12,10,22], temporal uncertainty is modeled only as a disjunction 
of the possible temporal relationships between events. For example, event A 
either occurs before OR during event B. Thus, the goal is to determine a fea- 
sible set of relationships between the events that satisfies all the disjunctions. 
The main limitation with this approach arises when a preference ordering is 
needed among the relationships in each disjunction as found in the security 
scenario above. 
Bayesian etworks [27] provide a robust, probabilistic method of reasoning 
with uncertainty. Bayesian etworks, however, do not provide a direct mech- 
anism for representing temporal dependencies. For example, it is difficult to 
represent a situation such as the variability of an employee's arrival at work 
and the causal relationships between the time of arrival and later events. 
Prior temporal modeling techniques have made trade-offs in expressiveness 
between semantics for time and semantics for uncertainty [9]. Significant re- 
search has been done exploring time nets (also called time-slice Bayesian et- 
works) [19,17,14,18]. These approaches build on the strong probabilistic 
semantics of Bayesian etworks for expressing uncertainty. The discrete time 
net approach developed by Kanazawa models time as a series of points [17]. 
Events are considered to occur at an instant of time while facts are considered 
to occur over a series of time points. Both events and facts are represented by 
random variables. If dependencies only connect between random variables at 
the same or consecutive time points; then the net is said to be a Markov time 
net. In other words, the Markov property holds for a model when the future is 
conditionally independent of the past, given in the present [19]. 
Hanks et al. [14] is especially interesting for our work due to the emphasis on 
both endogenous and exogenous change. Endogenous change is triggered by 
internal action, such as the progression of disease, and exogenous change is 
triggered by external change such as the administration of drugs. In our model, 
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individual processes within a system must be able to respond to both endog- 
enous (internal) and exogenous (external) stimuli. 
The time-sliced approaches mentioned above are based on point models of 
time and, as such, require that events occur instantaneously. Often it is more 
natural to consider events as taking place over intervals of time. Also, the 
relationships between events that occur over intervals can be quite difficult to 
represent with only the three point relations (precedes, follows, equals). 
Santos' Temporal Abduction Problem (TAP) [31] uses an interval repre- 
sentation of time. In the TAP, each event has an associated interval during 
which the event occurs. Relationships between events are expressed as directed 
edges from antecedents to consequents within a weighted and/or directed 
acyclic graph structure. Edges are qualified with the possible interval relations. 
This allows great flexibility in expressing the relationship between events. For 
example, say event A is a possible antecedent for an OR-node, event B. For A 
to be the antecedent supporting B, we might have the additional restriction that 
A must occur either before or after event B. The TAP is an extension of cost 
based abduction [7] using a numeric cost to indicate the uncertainty of an 
event's occurrence. These costs are generally determined in an ad hoc manner 
by the domain expert. The TAP trades strong semantics of uncertainty for a 
powerful and flexible temporal representation. 
This paper presents a new model, the Probabilistic Temporal Network 
(PTN), for representing temporal and atemporal information while remaining 
fully probabilistic. The model allows representation f time constrained cau- 
sality, of when and if events occur, and of the periodic and recurrent nature of 
processes. Bayesian networks lie at the foundation of the system and provide 
the probabilistic basis. Allen's interval system [2] and his 13 relations provide 
the temporal basis. 
PTNs focus on directly modeling processes and the interaction between 
them. The state of a process is represented by a value at a given time interval. A 
process can be defined over any number of such intervals. Random variables 
from traditional probability theory are used to model a process' value over 
each time interval. 
We first briefly discuss temporal reasoning and Bayesian networks. From 
this foundation, the theoretical structure of our model is developed. A linear 
constraint system for performing belief revision is also developed. Along the 
way, several examples are developed including the secure vault scenario in- 
troduced above. 
2. Temporal reasoning 
Temporal reasoning has been defined as the ability to reason about the 
relationships in time between events [13]. It is necessary to reason about time in 
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many domains including planning, simulation, natural anguage understand- 
ing, and diagnosis. Temporal reasoning has been considered in philosophy and 
logic since Thales and Zeno [24]; however, it is only in the last two decades that 
temporal reasoning has been explicitly considered in artificial intelligence. 
McDermott and Allen, with their work in the early 1980s [2-4,25], brought 
temporal reasoning into the AI mainstream. Other models for temporal rea- 
soning include point algebras [38], semi-intervals [12], temporal constraint 
networks [10], and weak representations of interval algebras [22]. Much re- 
search has also been conducted on the efficient of temporal reasoning [20]. 
McDermott provides one of the earliest emporal representations [25]. In his 
approach, time is divided into a series of states with each state having an as- 
sociated date, i.e. point in time. Facts are expressed as being true during 
particular states. 
Allen introduced interval temporal reasoning to the AI community [2,4]. 
Allen's interval algebra is governed by 13 relations on the intervals. Each event 
has an associated interval, denoted [a, b], where a is the starting time point and 
b is the termination point. Temporal relationships between events are expressed 
as relations between their intervals. The relations between intervals, denoted 
.~¢, are {=,<,>,m, mi, d, di, s, si, f ,  fi, o, oi} [2] (see Table 1). For example, 
event A = [a, b] preceding event B = [c, d] is denoted A < B indicating that 
a < b < c < d. These relations are mutually exclusive and exhaustive. Note 
that, while there are 13 relations between intervals, only three relations exist 
between points: precedes, equals, and follows. 
Of special importance is Allen's use of disjunctive sets to express uncertainty 
in the exact relationship between intervals. For example, "interval A precedes 
or meets interval B" is written as A{<, m}B. Some commonly used disjunctions 
are disjoint, written {<, >, m, mi}, and contains, written {di, si, fi} [2]. This can 
be represented in a graphical form where nodes represent events and the arcs 
are labeled with a disjunction of relations. The goal is to determine whether 
there exists an interval assignment to all the events that satisfy the disjunctive 
relations. If such a solution exists, then the given knowledge base is consistent. 
Table 1 
The 13 possible interval interval relations 
Symbol Name Relation 
= = equals 
< > precedes 
m mi meets 
d di during 
s si starts 
f fi finishes 
o oi overlaps 
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While there is debate, in both philosophy and artificial intelligence, as to 
which representation, points or intervals, is most appropriate; the expressive 
power of the two methods is generally considered equivalent [17,2] as intervals 
can be represented with beginning and end points in a point based approach. 
Allen points out, however, some paradoxes that can occur when points are 
allowed as the fundamental unit of time [2]. The problems arise from the du- 
rationless nature of points. Durationless intervals are not allowed, i.e.for any 
interval [tt, t2], t2 > tj. If tl = t2 is allowed then the 13 interval-interval relations 
are not mutually exclusive. For example [q, t2] starts [t2, t3] is indistinguishable 
from [tj, t2] meets [t2, t3] when tl = t2. Mathematically, point relations hould be 
expressed as tl~[tz,t3] and as such, there is a different set of point-interval 
relations which would add unnecessary overhead if used in our model. Our 
model strictly adheres to the philosophy that intervals are primitive and have 
non-zero duration. 
Definition 1. A temporal interval is a closed interval [a, b] on the reals (rationals 
if countability is an issue) such that a < b. 
Axiom 1. The temporal interval is the primitive temporal individual. 
Since all intervals must have non-zero duration, how can point intervals be 
expressed? The standard approach is to use [t0,t0 + c] where e is arbitrarily 
close, but not equal, to zero. Note that c can be either added to the end or 
subtracted from the beginning or both. This approach is adopted in the PTN. 
To facilitate specifying the relationships between intervals, e is deemed con- 
stant across an entire model. Thus [to, to+c]{m}[to,q] does not hold while 
[t0, t0 + e]{m}[t0 + e,t,] does. 
Aside from the temporal domain, neither Allen's nor McDermott's method 
can explicitly model uncertainty. Uncertainty arises from many sources in- 
cluding missing or unavailable data as well as over generalization of rules [13]. 
For example if we have the rule "Birds fly" and "Ostriches are birds" we 
conclude that "Ostriches fly." To prevent such a conclusion, additional rules 
must be added such as "Some birds fly" or "Ostriches don't fly." These ad- 
ditional rules can add significant complexity to a knowledge base. 
3. Bayesian networks 
Approaches to dealing with uncertainty include fuzzy logic [40], cost based 
techniques [7], certainty factors [34,35], Dempster-Shafer theory [32], and 
probabilistic methods [27]. These approaches can be used both extensionally 
and intensionally. Extensional systems, such as rule-based systems, attach 
some sort of truth value to each rule or formula. The truth-value for some 
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formula is calculated functionally from the truth-value of sub-formulae. In- 
tensional systems, such as model-based systems, attach uncertainty to the 
possible states of the system itself [27]. Extensional systems are generally 
computationally efficient but their uncertainty measures are semantically weak. 
Intensional systems, on the other hand, are generally computationally expen- 
sive and semantically strong [27]. By carefully restricting which parts of an 
intensional system are relevant o the other parts, the computational limita- 
tions can, to some degree, be overcome. 
In probabilistic reasoning, random variables (RVs) are used to represent 
events and/or objects in the world. By assigning various values to these RVs, 
we can model the current state of the world and weight the states according to 
the joint probabilities. 
Bayesian networks are probabitistic intensional systems in which indepen- 
dence assumptions are used to restrict relevance. A Bayesian network is a di- 
rected acyclic graph (DAG) of random variable (RV) relationships. Directed 
arcs between RVs represent conditional dependencies. When all the parents of 
a given RV are instantiated, that RV is said to be conditionally independent of
the remaining, non-descendent RVs given knowledge of its parents. For a more 
formal description of the independence s mantics in Bayesian etworks, see d- 
separation and I-maps in Refs. [6,27]. Fig. l presents a simple example Of a 
Bayesian network. 
In general, we are searching for the world state with highest likelihood. This 
is called belief revision [27]. Belief revision is best used for modeling explana- 
tory/diagnostic tasks. Basically, some evidence or observation is given to us, 
and our task is to come up with a set of hypotheses that together constitute the 
most satisfactory explanation/interpretation of the evidence at hand. Belief 
revision is a form ofabductive reasoning [15,28,7]. More formally, if Wis the set 
of all RVs in our given Bayesian network and e is our given evidence 2, any 
complete instantiation to all the RVs in W that is consistent with e is called an 
explanation or interpretation of e. The problem, then, is to find an explanation 
w* such that 
P(w*le ) = max P(w(e), (1) 
w 
where w* is known as the most-probable explanation. The joint probability of 
any explanation w, 
w = (X, = x, ) A (X2 = xz) A . . .  A (X,, = Xm) (2) 
(where X/ . . .  X,.... Xm is an arbitrary ordering of random variables in W, and xi 
is some assignment to random variable X~) is found using the chain rule [27]: 
2 That is, e represents a et of instantiations made on a subset of W. 
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P(w)  = P (x , , IXm_, , . . .  ,Xl) " P (x , , - , l xm-2 , . . . ,X , )  . . . P (x2 lx , )  . P (x l ) .  (3) 
Bayesian etworks take the chain rule one. step further by making the im- 
portant observation that certain RV pairs may become uncorrelated once in- 
formation concerning other RV(s) is known. More precisely, we may have the 
following independence ondition: 
P(A IX , ,  . . . ,X , ,  U)  = P (A IX , ,  . . . ,X , )  (4) 
for some collection of RVs U. Intuitively, we can interpret this as saying that 
given knowledge ofX~,... ,X, knowledge of U is irrelevant to the state of A. 
Combined with the chain rule, these conditional independencies allow us to 
replace the terms in the chain rule with smaller conditionals. Thus, instead of 
explicitly keeping the joint probabilities, all we need are smaller conditional 
probability tables, from which the joint probabilities can then be calculated. 
For example, an application of the chain rule for computing the probability 
of an explanation for the Bayesian etwork in Fig. 1 is 
P(hb,  do, lo , fo ,  bp) = P(hbldo,  lo , fo ,  bp) . P (do l lo , fo ,  bp) 
• P ( lo l fo ,  bp) .  P ( fo lbp) .  P (bp) .  (5) 
P(fo)=0.15 P(bp)=0.01 
f~y-out (  fo )~ bo~wel-problem(b~ 
I P(dolfo Up) = 0.99 P(lolfo) O.6 
I P(dolfo -bp) = 0.90 P(Iol~fo) 0.05 
I P(dol-fo bp) = 0.97 
I 
P(hbldo) = 0.7 ~ . ~ ~  -fo -bp) = 0.30 
P(hbl-do) = 0.01 
Fig. 1. "Suppose when I go home at night, I want to know if my family is home before I try the 
doors. Now often when my wife leaves the house, she turns on an outdoor light. However, she 
sometimes turns on this light if she is expecting a guest. Also, we have a dog. When nobody is 
home, the dog is put in the back yard. The same is true if the dog has bowel troubles. Finally, if the 
dog is in the backyard, I will probably hear her barking" [6]. 
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Using the dependencies we can simplify this to 
P(hb, do, lo , fo ,  bp) = e(hbldo) . P(do[fo, bp) . e ( to l fo )  . P ( fo )  . P(bp).  (6) 
By choosing an ordering of the random variables consistent with the structure 
of the graph, such as that used in Eq. (6), the savings from independencies s 
maximal and computation from the dependency tables in the Bayesian etwork 
is straightforward. 
As to the source of the conditional probabilities in a Bayesian etwork, the 
values associated with each node only attain meaning after the inference ngine 
reasons over them during belief updating. It should be obvious, however, the 
inference ngine's propagation of probabilities must begin somewhere. In his 
discussion of the validity of such values to probabilistic reasoning schemes, 
Pearl [27] writes: 
[p. 148, The] conditional probabilities characterizing the links in the net- 
work do not seem to impose definitive constraints on the probabilities 
that can be assigned to the nodes . . . .  The result is that any arbitrary as- 
signment of beliefs to the propositions a and b can be consistent with the 
value of P(alb) that was initially assigned to the link connecting them ... 
Bayesian etworks [27] are a natural method for representing uncertainty. 
Bayesian etworks, however, do not provide a direct mechanism for repre- 
senting temporal dependencies. For example, it is difficult o represent a situ- 
ation such as the variability of an employee's arrival at work and the causal 
relationships between the time of arrival and later events. 3 
4. Combining time and probability 
As previously discussed, the time-sliced approaches provide strong proba- 
bilistic semantics for representing uncertainty, however they are constrained in
their temporal expressiveness. The TAP, on the other hand, has strong interval- 
based temporal semantics, but lacks strong probabilistic semantics. 
What is needed, then, is a combined approach integrating strong 
probabilistic and temporal semantics. While much research as been done 
on point-based probabilistic temporal network models, little or no research 
has been identified using interval methods, specifically Allen's interval 
relations, for intensional probabilistic reasoning. As mentioned earlier, the 
interval representation of time is important for the expressive set of 
relations available. The closest research is the temporal abduction problem 
3 For discussions oncausality and correlations, see Refs. [21,27,23,11]. 
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discussed above which does not have strict probabilistic semantics. Recent 
work by Young and Santos [39] 4 does present a starting point, defining 
the network structure for a new model. The nodes of the network are what 
we call temporal aggregates (TAs) and the edges are the causal/temporal 
relationships between aggregates. Each aggregate represents a process 
changing over time. A temporal aggregate contains every interval of inte- 
rest for the process. Each interval has an associated random variable 
giving the state of the process over that interval. For example, to model 
the state of the secure value in our computer security example earlier, we 
first identify the time intervals that we are interested in: [0000-0900], 
[0900-1200], [1200-2100], and [2100-2400]. We associate a RV with each 
interval say ol, 02, 03, and 04 each with state assignments {true, false} 
such that the vault is open during the interval if its associated RV is true. 
Since the vault being open is also dependent upon whether critical oper- 
ations (CO) are in progress and/or the time-unlock (TU) mechanism is in 
effect, each RV ol, 02, o3, and o4 is dependent on these two states. For 
example, if the vault was closed in the previous interval and the time- 
unlock mechanism is not activated, then the vault cannot be open in the 
next interval. In Fig. 2, we depict this situation by the fact that 
P(oxl-~VO, CO,-~TU) = 0 where ox can be substituted by ol, 02, 03, or o4. 
Thus, this is an aggregate modeling when a vault is open. The "Vault- 
Open" TA is dependent on itself (VO) and two other processes (TU and 
CO). The probabilities, in this case, can be based on frequency. This ex- 
ample is expanded into a full network for the complete scenario later. 
As is the case in the real world, the apparent state of a process is dependent 
on the temporal perspective of observation. An observation made in the middle 
of the night as to whether or not someone is at work may return different 
results than if the observation is made during the day. A switch can be turned 
on only if, at some previous time, the switch was turned off; the light can be on 
only when the switch is on. 
To model the difference perspective makes in the apparent state of a process, 
edges in the network consist of a disjunctive set of interval relations and a 
schema to map the random variables of the intervals to a single value. This 
allows the exact definition of those intervals during which the state of one 
process affects another. 
Fig. 3 shows a probabilistic temporal network modeling our earlier 
secure vault scenario detailing the various components and their interac- 
tions. 
4 In which Probabilistic Temporal Networks (PTNs) are termed Temporal Bayesian Networks 
(TBNs) and Temporal Aggregates (TAs) are termed Temporal Random Variables (TRVs). 
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{([0000-09001,ol), ([0900-12001,02), 
([ 1200-2100],o3), ([2100-24001,o4)} 
P(oxlVO,CO,TI~JT) =0.95 / ~ P(oxI[VO,CO,TU) = 0.98 
IP(oxlVOCO TU)=0.80 f . . . . .  ~ P(oxl VO,CO, TU)=00 
' ' vault-t/pen 
P(oxlVO,'-CO,TU) = 0.4 ~y .au  p e y  P(oxI'-VO,'~CO,TU) = 0.6 
P(oxlVO,'~CO,-,TU) = 0.4 P(ox ",VO,'-~O,-,TU) = 0.0 
Fig. 2. A simple temporal aggregate, Vault-Open, defined over four intervals. The conditional 
probability tables how Vault-Open to be dependent on itself through some temporal causal re- 
lationship, ox is simply a place holder and is meant o be substituted by ol, 02, 03, and 04. 
4.1. Temporal aggregates 
A process, such as Vault-Open in Fig. 3, is represented in the PTN by a 
temporal aggregate. Intuitively, a temporal aggregate consists of  the set of  
states, e.g. {true, false}, {1,2,3}, or {false} U {Red, Blue}, that the process 
can take on, and a set of  temporal intervals each having an associated random 
variable. Each such RV has a conditional probability table defined over the 
states of  the process. 
Definition 2. A temporal aggregate (TA) is an ordered pair (T, Z) in which E is 
a set of  states and T (pronounced Tau) is a set of  ordered pairs (i, r) where i is a 
temporal interval and r is a random variable defined over Z. For all pairs 
(il, rl) and (i2, r2) in T, rl • r2 iff il : i2. The dependencies for each random 
variable in the TA are defined only by temporal causal relationships between 
TAs. 
Vault-Open ={([0000-0900],ol), ([0900-1200],o2), 
([1200-2100],o3), ([2100-2400],o4) I 
P(oxlVO,-~CO,T~) = 0.4 k '~_~l t -uP~.~ j P(oxI~VO,-~CO,TI~T1) : 0.6 
vo. o. ,=oo 
Time-UnLock ={ ([0900,0905],11 ), Critical-Operations = I ([0855,1805 ],c1 ) } 
POx) = 1.0 ([2100,2105],12)} P(cx) = 1.0 
Fig. 3. A probabilistic temporal network modeling a secure vault. This extends the Vault-Open 
temporal aggregate in Fig. 2. 
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In our prior work [39], temporal aggregates (then termed TRVs) were al- 
lowed to have internal dependencies to model endogenous change. This was 
found to be a source of temporal inconsistency and better epresented through 
self loops as demonstrated in Fig. 3. Endogenous change is explicitly modeled 
in the PTN with cyclic temporal causal relationships. This can be seen in the 
Vault-Open process in Fig. 3 in which the vault is more likely to stay open, 
given that it is open. Also note that this definition allows T to contain a po- 
tentially infinite number of interval-RV pairs. This paper assumes that tem- 
poral aggregates are finite, both in T and in E. 
Vault-Open is formally written, according to Definition 2, as VO = {T, Z} 
where 
Tvo = { ([0000, 0900], o~ ), ([0900, 1200], o2), ([1200, 2100], 0 3 ), 
([2100, 24001, o4)} 
and 
Zvo -- {true, false} 
with the conditional probability table being 
P(oxlVO, CO, TU) = 0.95, e(oxl~VO, CO, TU) = 0.80, 
P(oxlVO, CO,-~TU) = 0.80, e(oxl~VO, CO, ~TU) = 0.0, 
P(ox IVO, ~CO, TU) = 0.4, P(oxl-,VO, -,CO, TU) = 0.6, 
e(oxIVO,-,CO,-,TU) = 0.4, P(oxt~VO,-~CO,--,TU) = 0.0, 
for all RVs o, where ox c {ol,o2,o3,o4}. The -, symbol (as in -7 TU above) 
indicates that the RV is assigned false, a non-negated RV (as in TU) indicates 
that the RV is assigned true. Since Y~ = {true, false}, P(-~ox]VO, CO,TU) 
= 1-P(o~]VO, CO, TU). This holds for the other probabilities as well. In 
general, we will not explicitly show the probabilities when the true case is zero; 
e.g. P(ox[-~VO,-~CO,~TU)= 0.0 would not be shown. Symbols used for 
temporal aggregates are uppercase l tters from the end of the alphabet, e.g. X 
or Y, or uppercase abbreviations from the text name of the process being 
modeled, e.g. process Vault-Open has a temporal aggregate denoted VO. 
Random variables within temporal aggregates are denoted with lowercase 
letters, e.g. a, b, and c or yl and yz. Since the possible states of the aggregate are 
often evident from the conditional probability tables, Z is often not explicitly 
shown. To differentiate between components of different temporal aggregates, 
the symbol of the component can contain the subscripted symbol of the as- 
sociated TA, e.g. Zvo or Olvo. 
An assignment to a temporal aggregate consists of an assignment to each 
interval-RV pair. 
Definition 3. A is an aggregate assignment (AA) iff A is a set of ordered pairs 
(~, a) where T E T and a E E such that Vz E T, there exists an unique a E )7 
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such that (z, c~) ~ A. In other words, an aggregate assignment is a function from 
T into Z. 
Intuitively, an aggregate assignment for a single temporal aggregate is 
simply assigning a state to each RV involved with the intervals in the aggregate. 
For example, 
Avo = {([0000, 0900], false), ([0900, 1200], true), ([1200, 2100], true), 
([2100, 2400], false)} 
is an AA for the temporal aggregate VO from Fig. 2. Avo might be read "The 
vault was closed from 0000 to 0900 hours, open from 0900 to 2100 hours, and 
closed from 2100 to 2400 hours." The use of past tense here is arbitrary, is 
closed or will be closed would be equally appropriate. Aggregate assignments 
are denoted by uppercase l tters from the beginning of the alphabet, e.g. A or 
B, subscripted if necessary by the symbol for the associated temporal aggre- 
gate. 
Sometimes the entire state of a TA is not known. For example, we may only 
know that the vault was closed from 0000 to 0900. To express this we use a 
partial aggregate assignment which is simply a subset of an aggregate 
assignment. 
Definition 4. P is a partial aggregate assignment (PAA) for some temporal 
aggregate, X, iff there exists an A such that P C_ A where A is an aggregate 
assignment for X. In other words, a partial aggregate assignment is a partial 
function from T into E. 
Our example, where the vault is only known to be closed over one interval is 
thus written: 
Pvo = { ([0000, 0900], false) }. 
Note that Pvo is a subset of aggregate assignment Avo above. PAAs are usually 
denoted by capital etters from the middle of the alphabet; however, since, by 
definition an aggregate assignment is also a PAA, some uppercase l tters from 
the beginning of the alphabet may sometimes be used for PAAs. 
4.2. Temporal causal relationships 
How are the aggregates interconnected? The example network in Fig. 4 
shows a directed edge from "Line-Open" to itself labeled ({m, o), OR). The 
edge combined with the conditional probability tables enforce a mutual ex- 
clusion constraint on Line-Open. The communication li e can be opened only 
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Line-Open = 
{([0900,0910],1ol), / "~ P(loll--,LO) = 1/3 
([0905,0915],1o2), [(|m,oLOR) I P(lo21:LO) 1/2 
( [0910,0920] ,1o3~( lo31  LO) 1 
Fig. 4. A simple, one process probabilistic temporal network enforcing a mutual exclusion rela- 
tionship. A communication line can only be opened given that it has not previously been opened. 
if the line was not previously opened. Edges in the probabilistic temporal 
network are temporal causal relationships or TCRs. 
While portrayed graphically as a labeled edge between temporal aggregates, 
the TCR is actually shorthand for a set of induced random variables that 
enforce the temporal constraints. These random variables combine the inter- 
vals selected by a disjunctive set of interval relations, e.g. {o, m}, using the 
probability distribution specified by a schema, e.g. OR, XOR, PASS- 
THROUGH. Fig. 5 shows our example network from Fig. 4 with the intervals 
and temporal relations explicitly shown. For example, the dotted line from 
interval 1o~ to interval 1o2 shows that lo~ overlaps lo2. Fig. 6 shows the net- 
work with the TCR replaced by the appropriate induced RVs. 
Fig. 5. The probabilistic emporal network from Fig. 4 broken out to explicitly show the intervals 
(small circles) and the temporal relationships between i tervals (dotted lines). 
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o . -  m . - - "  / 
I 
Fig. 6. The network in Fig. 5 with the temporal causal relation replaced with the TCR induced 
random variables. 
What are the semantics behind the temporal causal relationship? The 
probability of some TA Y taking on some particular state over each interval is 
dependent on TAX taking on some state on interval(s) fitting the temporal 
relation, e.g. "no interval in Y can have state true unless that interval is after 
some interval in X having state true." This is written X({<}, OR)Y with every 
(i, r) E T(Y) having conditional probabilities of the form P( r ] . . . , - ,X )  = 0.0. 
Schemas in general and the OR schema in particular are further discussed 
below. 
Definition 5. A temporal causal relationship (TCR) describes a relationship 
between two temporal aggregates X = (Tx, Yx) and Y = (Tr, Er) where X is 
considered the "cause" and Y the "effect." Textually, the TCR is written X × 
(~, ~#)Y where ~ is a non-empty set of interval relations and .J/t is a schema 
for describing random variables. Graphically, the TCR is presented as a 
directed edge from the node for X to the node for Y, labeled with (.~, .~/t). 
Formally, the relationship is written as the four-tuple (.~,..#,X, Y). 
The TCR induces, for each interval-RV pair, (ir,rr) in Tr, a random 
variable J//r, defined over Ex, such that: 
I. rr is directly dependent on ,~'¢'r; 
2. for each (ix, rx) C Tx where ix~ir,  d/[r is directly dependent on rx; 
3. for each random variable x such that ~¢[r is directly dependent x, there exists 
an ix such that (ix,x) ~ Tx; 
4. the conditional probability table for Jgr is defined by the schema J / .  
Temporal causal relationships are rarely given explicit names. Notationally, 
the random variables in the interval-RV pairs in the effect TA are usually 
written, in the conditional probability tables, as being dependent simply on the 
cause TA. This can be seen in the tables for the Vault-Open temporal aggregate 
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in Fig. 3. In cases where there is more than one TCR between two TAs, some 
appropriate name or symbol can be associated with the TCR and the depen- 
dencies in the effect TA can be written as the name of the cause TA subscripted 
with the name of the TCR. 
The random variable schema algorithmically defines the conditional prob- 
ability tables for the random variables induced by the temporal causal rela- 
tionship. 
Definition 6. A random variable schema ,.# takes as parameters a set of states 
Y., a set of interval-RV pairs T with RVs defined over X, a single interval-RV 
pair (i, r), and an algorithm A which together define the conditional probability 
table for a random variable J / r  with states 5: such that for each (iv, rr) E T, J / r  
is directly dependent on rx. Jgr is directly dependent on nothing else. The 
conditional probability table for J/gr is constructed with an algorithm, A. A can 
be either declarative or procedural. 
These schemas can be extremely simple, e.g. 
OR: (T, Y. = {true, false}, (i, r), AoR) --+ OR,., 
where AoR is defined as follows. 
Algorithm 1 (AoR): 
1. Let (ir~, rr~ ) . . .  (iro, rr,,) be an arbitrary ordering of the elements of T 
2. Create random variable ORr such that for each assignment 
{rT,,,, ,rTo} 
(a) If there exists an r c A such that r = true 
P(ORr = truelA ) = 1 
Let 
P(ORr = falselA) = 0 
(b) else 
Let 
P(ORr = truelA) = 0 
P(ORr = falselA ) = 1 
A to 
Exclusive-or, XOR, can be defined by changing "there exists an r C A" in 
step 1 above to "there exists a unique r E A." The other logical operations are 
also easily defined. 
The schema PASSTHROUGH, defined: 
PASSTHROUGH: (T = (iT, rx), E, (i, r), ApASSTHROUGH) 
-+ PASSTHROUGHr 
with ApASSTHROUGH defined as follows. 
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Algorithm 2 (APASSTHROUGH)-" 
1. Create random variable PASSTHROUGH, such that for each a E E 
P(PASSTHROUGH, = a]rx = a) = 1, 
P(PASSTHROUGH, ¢ airT = a) = 0, 
produces a random variable for a causal relationship from a singleton TA 
(only one interval-RV pair in T). The temporal causal relationship 
X(d ,  PASSTHROUGH)Y, read "X exerts direct causal influence on Y under 
all temporal relationships i analogous" to the a non-temporal relation in 
Bayesian networks. This type of relationship is useful when "temporalizing" 
existing Bayesian etworks. 
4.3. Probabilistic temporal networks 
A probabilistic temporal network is a directed graph in which the nodes are 
TAs and the edges are temporal causal relationships. 
Definition 7. A probabilistic temporal network (PTN) is an ordered pair (R, E) 
where R is a set of temporal aggregates and E is set of temporal causal 
relationships such that, for each TCR in E from some temporal aggregate, X
to some temporal aggregate, Y both X and Y are in R. 
If each temporal aggregate in a probabilistic temporal network is assigned, 
then that PTN is said to be completely assigned. The set of all of the assign- 
ments and associated temporal aggregates forms a complete assignment. 
Definition 8. The set c¢. containing (temporal aggregate, aggregate assignment) 
pairs is a complete assignment (CA) of some PTN (R, E) iff: 
1. V(X,A) E cg, X E R and A is an aggregate assignment of X; 
2. V(X,A),(Y,B) E ~', X = Y ~A = B; 
3. VX E R 3(Y,A)  E ~" such that X = Y. 
Complete assignments are denoted by uppercase script letters from the be- 
ginning of the alphabet, e.g. ~4,~, or c~. 
When inferencing over a probabilistic temporal network, incomplete vi- 
dence as to the state of the network may be held. Such evidence is represented 
with a partial assignment. In the simplest form, any subset of a complete as- 
signment is a partial assignment. A more complicated case arises when only a 
partial aggregate assignment is known for some temporal aggregate. Since a 
PAA is a subset (possibly improper) of an aggregate assignment, a partial 
assignment to a PTN consists of a subset of the variables of the PTN and 
associated partial aggregate assignments for the TAs. More formally: 
Definition 9. The set ~ containing (temporal aggregate, aggregate assignment) 
pairs is a partial assignment (PA) of some PTN (R, E) iff: 
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1. V(X, P) E ~, X E R and P is a partial aggregate assignment of X; 
2. V(X,P),(Y,Q) E ~,X  = Y ~P= Q. 
PAs are usually denoted with uppercase script letters from the middle of the 
alphabet, e.g. ~ or ~. As a complete assignment is a subset of itself, by defi- 
nition any complete assignment is also a partial assignment. 
Notation. A partial assignment, .~, is said to be a subset of another partial 
assignment, 2, (denoted .~ _ 2) if every (X, P) in .~ (except hose having 
P = 0) has a corresponding (Y, Q) in ~ such thatX -- Y and P c_ Q. A complete 
assignment, say ~, is said to be compatible with a partial assignment, :~, if 
_ ~', otherwise ~ is said to be incompatible with ~. If cg is incompatible with 
/9 ~ then at least one temporal aggregate in ~ has a different assignment than 
that in .~. 
The goal of belief revision is to find the most probable state of the world 
given some evidence. This is the most probable xplanation. 
Definition 10. Let B be a PTN, let ~ be partial assignment (evidence) of B, and 
let ~ be some complete assignment (explanation) of B. ~f is a most probable 
explanation (MPE) given ~ iff for all ~4 where each ~' is a complete 
assignment of B compatible with ~, P(C~l~ ) ~> P(~']~). 
Since P (d]~)  = ~(~¢, ~) /~(9)  and an incompatible complete assignment 
can not be a MPE (unless the evidence ~ is itself contradictory in which case all 
CAs are MPEs), we only need to consider as candidates those 
complete assignments for which .~ c ~4. Thus since ~ C_ ,4, we derive 
P(,~¢].~) = ~(~) /~( .~) .  Furthermore, since I /P (~) i s  a factor in the condi- 
tional probability of each explanation ,~, to find the MPE, we need only 
compute the probability of each complete assignment, i.e. P(,~). P(~¢) is 
calculated with the chain rule. 
5. Example computation of joint probability 
Previously we discussed finding the most probable explanation. The MPE is 
the complete assignment with the greatest joint probability. As mentioned, this 
joint probability is calculated using the chain rule. 
Table 2 shows the probability distribution defined by the example in Fig. 4. 
Only non-zero probability assignments are shown (but one). Each joint 
probability in Table 2 is calculated using the chain rule [27]. For example, the 
probability of the complete assignment 
{(LO, {(([0900, 0910], lo,), true), (([0905, 0915], lo2), false), 
(([0910,0920], 1o3), false)})) 
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Table 2 
The possible complete assignments o the network in Fig. 4 with associated probabilities 
281 
Joint Probability Table for Fig. 4 
Line-Open Assignment probability 
[0910,0920] OR~o~ [0905,0915] OR~,~ [0900,0910] 
true false false false false 
1 l l /2  1 2/3 l /3 ( 1 ) 
false true true false false 
1 l 1/2 1 2/3 ]/3 (2) 
false true false true true 
1 1 1 1 1/3 1/3 (3) 
true true false true true 
0 1 1 1 1/3 0 (4) 
Total 1 
One 'impossible' assignment is also shown. 
is calculated from 
P(103 = fa l se lOR/o  ~ = t rue)  • P (OR/o3  = t rue] lo j  = t rue ,  102 = fa l se ) , ,  
P(/02 = fa l se [ORto2  = t rue)  * P (ORlo :  = t rue l /01  = t rue)* ,  
1 1 
P(lo, = true) = 1 .0 .1 .0 .1 .0 ,  1.0. ~ = 3" 
6. Cycles and temporal ordering 
Now that the basic definitions and properties have been introduced, we will 
briefly explore the probabilistic temporal network in Fig. 4 and consider a 
potential alternate representation. Fig. 4 shows a network using a cyclic de- 
pendency to represent the internal dependencies in process Line-Open, i.e., a 
cyclic TCR has been used to explicitly model the endogenous temporal rela- 
tionships. For Line-Open to be true over some interval, Line-Open must not be 
true over any earlier intervals. 
Examining the intervals, "earlier" turns out to be either meets or 
overlaps. This is represented with a disjunctive set containing meets and 
overlaps: {re, o}. The conditional dependencies are represented using the 
OR schema. The TCR, LO({m,o},OR)LO, describes the random variable 
OR/o3 such that P(ORio3]-~lol,-~lo2)=O and P(-~Oalo3[~lOl, -~lo2)= 1.
ORlo3 replaces LO in P(lo3]-~LO) = 1 to yield P(lo31-~ORIo~) = 1. By using 
cyclic TCRs to explicitly represent he temporal relationships within a 
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process, the knowledge engineer can more clearly "see" the nature of the 
system being modeled. 
Fig. 7 shows an attempt to simplify the conditional dependencies in process 
Line-Open. The conditional probability tables for each random variable in 
process LO are identical. This is accomplished using the TCR LO(~¢- 
{=}, OR)LO The set, ~¢ - {=}, consists of all 13 interval relations ans equals, 
which states that the random variable in each interval-RV pair is dependent on 
the random variables in all the other interval-RV pairs. While visually similar 
to the network in Fig. 4, there is a serious problem with this network. 
Fig. 8 shows process Line-Open with the TCR expanded into its underlying 
random variable components. Notice that this potentially violates the condi- 
tional independence assumptions. Random variable 1o2 is dependent on ORto2 
which is dependent on 1ol which is dependent on OR~o~ which is dependent on 
Line-Open = 
{([0900,0910],1ol), / E P(lolI-,LO) = 1 
([0905,0915],1o2), ~ P(lo21--,LO) = 1 
([0910,0920],1o3)} P(lo31-,LO) = 1 
Q Line-Open 
Fig. 7. The network in Fig. 4 rewritten using a cyclic dependency such that the conditional 
probability able for each RV can be written with the same probability 1 instead of the dependent 
probabilities 1/3, 1/2, and 1 (not well-formed). 
Fig. 8. Process Line-Open from Fig. 7 drawn with the TCR LO(.e/- {=}, OR)LO expanded. The 
loop shows a cycle in the dependencies. 
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lo2 which is .... lo2 is separated from itself by random variables ORto~, lo~, and 
OR~o~ indicating that given knowledge of each of these variables that 1o2 is 
independent of itself which is clearly contradictory. 
Fig. 4 demonstrates an example in which a cycle in the PTN provided a 
useful representation f the internal dependencies within a process. Fig. 7, on 
the other hand, shows a case in which the cycle, while intuitively satisfying, 
violates the requirements of conditional independence. This raises the question: 
"Under what circumstances are cycles appropriate in probabilistic temporal 
networks?" 
Cyclic dependencies potentially occur when an intervaI-RV pair becomes 
self-dependent. If only temporal relations which are slrictly one directional are 
used, an interval-RV pair can not possibly be self-dependent. For example, if 
only {<} is used in a PTN, no cycles are possible. The authors, in the devel- 
opment of the temporal abduction problem, defined the concept of monoto- 
nicity [30] as applied to temporal relations. 
Definition 11. A set ,~ of temporal relations is said to be monotonic if and only 
if for all R in N;8, R~ N (~c)_j ___ (3 where R = URcnRR and R' is the transitive 
closure of R and R~ ~ is the inverse of the transitive closure of R. 
In the same work, we introduced the following monotonic set: 
Proposition 1. The subset of relations ~ = { <, o, s, fi, di, m} from the original 13 
is a monotonic set. 
Intuitively, a monotonic set, such as ~' above, can be said to temporally 
'point in only one direction.' This is compatible with Suppes' probabilistic 
theory of causality [36] and Shoham's criteria for causation [33] (both point 
based approaches) in which causation can only extend forward in time. For 
this reason, c~, is said to be the causal set of temporal relations. The network in 
Fig. 4 holds on % 
Theorem 1. If, for probabilistic temporal network (R, E), there exists a monotonic 
set, 2, of temporal relations uch that for each (~, .i¢,X, Y) E R, .~ C 2; then the 
PTN (R, E) is well-Jormed. 
Proof. Since the only temporal relations used in the PTN are drawn from Y and 
is monotonic, no interval-RV pair can ever relate to itself temporally 
(otherwise Q~' N (~c)_l ~ ~) and as there can be no cycles within the TAs 
themselves; there can be no cycles in the PTN. 
Combining Theorem 1 and the causal set ~ from Proposition 1 leads us to 
the following definition. 
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Definition 12. A causal probabilistic temporal network (CPTN) is a PTN for 
which Theorem 1 holds. 
The causal PTN model enforces the constraint hat causality flow forward in 
time. Each link in the network advances in time. When following a cycle from a 
temporal aggregate back to itself, one always returns to a different interval-RV 
pair. The CPTN model enforces, through local constraints, a consistent on- 
tological theory of  time. 
The equals relation, = ,  is not a member of  c~., and cannot be a member of  
any monoton ic  set of  relations as = is its own inverse. Equals is, however, useful 
for expressing simultaneity. Fig. 9 shows an example in which two people are 
chatting. Talker A tends to "talk over" Talker B. To model this, the TCR from 
B to A includes equals as well as meets. 
To extend CPTNs to incorporate= s, each directed cycle must have at 
least one TCR in which equals is not used. This guarantees 'time progres- 
sion' in each cycle. A probabilistic temporal network limited to ~U {=} 
with this broken cycle property is said to be S-Causal (SCPTN) ('S' for 
simultaneity). 
7. Constraint satisfaction 
In Section 5, we showed how to calculate the probability of  a complete 
assignment to a probabilistic temporal network. In this section we present a 
method for finding the most probable complete assignment, i.e., performing 
belief revision on probabilistic temporal networks. We use a constraint satis- 
faction approach with mixed Boolean linear programming. Constraint satis- 
B = { ([Ti,Ti+l ],Bi) I (0<=i<n) } 
S = (([2*Ti-e,2*Ti],Si) I ~ P(BilT, A) = 0.95 (0<=i<n) 
(0<=i<ceil(n/2))} /,~rerson r~. t amIn F P(BiI-T,A) =0.85 (0<=i<n) 
P(Si) = 0.2 (0<=i<n/2) / ~ P(BilT,~A) = 0.20 (0<=i<n) 
P(BiI-T,-A) = 0.05 (0<=i<n) 
({m},PT) ({m,=},PT) 
I i A = {([Ti,Ti+ll,Ai) I (0<=i<n)} 
({m},Fr)'x~  P(AilT,B) =0.95 (0<=i<n) 
"(Person ATalking) P(AiI-T,B) =0.85 (0<=i<n) 
P(AilT,~B) = 0.20 (0<=i<n) 
P(AiI-T,~B) = 0.05 (0<=i<n) 
Fig. 9. PTN modeling two people chatting with an an occasional conversational trigger. Note the 
use of set-builder notation. 
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faction has three main advantages; first, constraints can be formed to take 
advantage of the inherent structure of the PTN; second, very efficient algo- 
rithms developed by the operations research community are available; and fi- 
nally, alternate xplanations, e.g. second or third best, can be found using 
techniques presented in Ref. [29]. 
Definition 13. A constraint system is a 3-tuple (F, I, 0) where F is a finite set of 
variables, I is a finite set of linear inequalities based on F, and ~ is a cost 
function from F x {true, false} to 9t. 
Our probabilistic temporal network model can be considered to have a 
layered structure. The layers consist of temporal aggregates and temporal 
causal relationships. For this reason, we present our system of constraints in 
two parts, those for TCRs and those for TAs. For some well-formed PTN 
P = (R, E), the following steps produce the constraints, variables, and costs for 
the temporal causal relationships in E and those for the temporal aggregates in
R, i.e. the following steps produce L(P)  = (F,I, 0). 
1. For each TCR (~, og, (T~, Zr), (T~,j, Y,~)) in E: 
"" ~g;~,, in F where (a) For each (ir,rr) C Tr construct variables Jf*/~x~ ""  
ax, ... O-x,, are states in Ex. Set costs for each variable as 
O(~#;), false) = ~b(J4';l', true) = O, (8) 
where 1 ~< i ~< n and add the following constraint to I: 
Z~¢/r~. = 1. (9) 
i=l  
(b) For each (ir,rr) C Tr and each O-x c Ex let (ix, , rx , ) . . .  ( ix.  rx,) E Tx  
be those pairs for which i x ,~ i r  with 1 ~< h ~<j, then 
i. for each conditional probability of the form 
P("#,v = O-x[rxl = O'X, "" .rx, = O-x,) 
as induced by schema ll, construct a variable 
q[Jgrr = O-Xl r& = O-XI ", ,~*X, = O-X1] 
(denoted q in following steps) in F such that: 
A. 0(q, false)=0, O(q, true) = - log  (P(J/r~ = O-xlrx~ = O-x,... rx, = axe)) 
B. with the following constraint in I: 
i 
q/> ZT '~:  + o.Ur) _ j .  
h=l 
(c) Let Y a7 be the set of all q constructed in step (2) for variable ~/f~'i • 
For each such variable, add the following constraint to I: 
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"J¢[~ : Z q" 
qEr @x 
2. For each TAX = (Tx, Ix)  in R: 
(a) For each ( ix , rx)  E Tx  construct variables 3-;~ . . .Y;~ in F where 
ax, . • ax are states in l!2x. Set costs for each variable as 
~(,Y-~;, false) = ~(7 rx , ,  ~x, ' true) = 0,, 
where 1 ~< i ~< n and add the following constraint to I: 
n 
g- ' J  -~" = 1. 
o'x i
i 1 
(b) For each (ix, rx) E Tx  and each Crx E Zx let Jgl . . . .  ~gj be those ran- 
dom variables induced by TCRs (~h, JC/h, Yh,Zh) for which 1 ~< h ~<j and 
Zh = X. Then 
i. for each conditional probability of the form 
P(rx  = ax[..[/1 = ay, . . .  J.'i( / = a>,i) ,
construct a variable 
q[rx = axl.J#, = at, . . . .  /gj = a,31 (15) 
(denoted q in following steps) in F such that 
A. ~(q, false) = 0,~k(q, t rue)= - log(P ( rx  = axldgl  = ~r, .....¢/~j = ~) ) .  
B. And add the following constraint to 1: 
J 
q/> Z ,-x + ,y-,., _ j .  (16) 
h 1 
(c) Let ~'~rx be the set of all q constructed in step (lb) for variable J~  
aX . • , O'X • 
For each such variable, add the following constraint to I: 
"Y-';" = Z (17) ~7 X q '  
q E "f ~ 'Y  
In this construction, constraints (9) and (14) ensures that each random 
variable, either induced or in a TA, can take on one and only one value. 
Constraints (11) and (12) guarantee that each of the probabilities for TCR 
induced variables is computed in concordance with the appropriate temporal 
relations and schema. Constraints (16) and (17) guarantee that the probability 
of a temporal assignment to a TA is computed with the appropriate set of 
conditional probabilities. Variables of the form q[rx = crxl~gl = at, . . . .  .h'~ = 
at,] are called conditional variables in that they explicitly represent the depen- 
dencies between RVs and are the mechanism for computing the probability of 
any complete assignment. 
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For example, consider again the simple probabilistic temporal network in 
Fig. 4. Previously we demonstrated how to calculate the probability of an 
assignment to this network using the chain rule (see Table 2). Now, if we take 
the complete assignment 
{(LO, {(([0900, 0910], lol), true), (([0905, 0915], h,z), false), 
(([0910, 0920], lo3), false)})}, 
we expect our variable assignments o be 
z~lo~ 
Vtrue  = q[lot = t rue IORto  ~ = false]  
LOlf°al~ = q[/o2 = fa l setORlo  2 ---- t rue]  
LO~'l~  = q[lo3 = falselOR/o ~= t rue]  
----1 
0~1o~ = q[OR/o, = false]  
~false 
O~tO_~ = q[ORlo2  = t rue l /o J  - -  t rue[  - - t rue 
OR/°3true = q[ORto~ = t rue l /o l  = true.,  lo~_ = t rue]  
with all other variables being zero. Since the only variables which incrue costs 
are the q[...] variables, the cost of the assignment is - log( I /3 ) -  log( l ) -  
log(l) - l og(1) -  log( l ) -  log(l) = - log( I /3 )  and thus the probability of 
the assignment is 1/3 as expected. As informally demonstrated in this example, 
the cost of a variable assignment is found by summing the product of each 
variable in F and its corresponding cost in 0. 
Definition 14. A variable assignment for a constraint system L = (F, I, 0) is a 
function s from F to ~. Furthermore, 
1. if the range of s is {0,1}, then s is a 0-1 assignment; 
2. if s satisfies all of the constraints in L then s is a solution for L; 
3. i fs  is a solution for L and is also a 0-1 assignment, hen s is a 0-1 solution 
for L. 
Definition 15. Given a constraint system L = (F, I, 0), we construct a function 
®L from variable assignments o 9~ as follows: 
OL(S) = Zs(7)0(7 ,  true) + (I -- s(7))0(7, false), 18) 
7cF 
®L is called the objective function of L. 
Definition 16. An Optimal 0-1 solution for a constraint system L = (F, I, 0) is a 
0-1 solution which minimizes ®L. 
By finding an optimal 0-1 solution for a constraint system, we find the most 
probable explanation for the corresponding PTN. Santos [29] presents a 
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customized algorithm using the cutting plane method [26] for finding the opti- 
mal 0-1 solution. Since any Bayesian network can be represented as a PTN, 5 
we know that, in general, belief revision over PTNs is NP-hard [8,27]. 
8. Summary and conclusion 
The probabilistic temporal network can represent very complicated and 
traditionally difficult domains. Our research as focused on exploring recur- 
rence and periodicity, temporal spacing between cause and effect, and modeling 
the time-of-reference. These are traditional problems for temporal models. We 
are currently focusing our efforts on exploring these and other knowledge 
engineering issues. 
In this paper, we introduced a constraint satisfaction formulation for per- 
forming belief revision. This formulation needs to be extended to perform 
belief updating (finding the most likely state of a given interval-RV pair or 
temporal aggregate). The constraint set needs to be enhanced to take better 
advantage of the structure imposed by our network structure. Future work will 
explore the possibilities of classes of networks with polynomial run-time be- 
haviours. Other techniques such as path consistency may also be applicable to 
PTNs [37]. 
Aliferis and Cooper [1] have also developed a preliminary temporally ex- 
tended Bayesian network formulation termed the Modifiable Temporal 
Bayesian Network-Single Granularity (MTBN-SG). A MTBN-SG is primarily 
an extended time-sliced Bayesian etwork defined over a range of time points. 
Each ordinary node in a MTBN-SG is indexed over this entire range. Edges 
between nodes are represented by a mechanism variable which is a Boolean 
true/false random variable indicating whether the link is active, i.e.whether a 
dependency exists between the connected variables. Each such mechanism has 
an associated lag random variable defined over the range of time points indi- 
cating the delay between the "cause" and the "effect." Atemporal or abstract 
random variable nodes are supported which are not instantiated for each time 
point. The resultant graph can have cycles to allow expressions of recurrence 
and feedback. As long as all cycles in the underlying joint distribution have 
zero probability, the graph is said to be well-defined. 
Since the edges, both mechanism and lag components, are represented by 
random variables, the edges can be both dependent on and causal to other 
random variables in the network. This allows the knowledge ngineer to ex- 
press conditions where a relationship exists between variables only under 
5 Treat each RV in the BN as a TA with a single interval-RV pair, using the ({=}, 
PASSTHROUGH) TCR, and make all intervals in the TAs equivalent. 
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certain circumstances. The problem with this approach is that joint distribu- 
tions can be described which are not compatible with the Bayesian model. 
Maintaining consistency in the local probability tables across random variables 
then becomes a concern. 
In our work, we allow overlapping intervals so that events happening 
over intervals can be expressed. For example if a switch could be on from 
1000 to 1030 or from 1015 to 1045, this could be represented as 
{([1000, 1030], So), ([1015, 1045], S1)} where So and S~ are random variables for 
the switches position. $1 would be conditioned on So to prevent he switch from 
being on over both intervals. However, it is possible that the switch could be 
considered both on and off in the interval [1015,1030]. To resolve this, one 
possibility is to make the interval itself random. For example 
{([1000, 1030],S0),([1015, 1045],S1)} might become {(l, On)} where P(1 = 
[1000, 1030]) -- P(SoI ...) and P(1 = [1015, 1045]) = P(Sj]...). This gets us to 
only one interval. 
In conclusion, we have presented a new knowledge representation for 
merging time and uncertainty. The technique, the probabilistic temporal net- 
work, draws from the independence s mantics of Bayesian etworks and from 
the interval algebra. Methods for reasoning over the model have been intro- 
duced using techniques from operations research and from Bayesian belief 
revision. 
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