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We study universal behavior in the moving phase of a generic system of motile particles with
alignment interactions in the incompressible limit for spatial dimensions d > 2. Using a dynamical
renormalization group analysis, we obtain the exact dynamic, roughness, and anisotropy exponents
that describe the scaling behavior of such incompressible systems. This is the first time a compelling
argument has been given for the exact values of the anomalous scaling exponents of a flock moving
through an isotropic medium in d > 2.
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Unshackled by the fluctuation-dissipation relation,
non-equilibrium systems exhibit many novel behaviors
impossible in equilibrium systems. One of the most strik-
ing examples is the existence of long-ranged order as-
sociated with a broken continuous symmetry in two di-
mensions (2D) – a phenomenon forbidden in equilibrium
systems by the Mermin-Wagner theorem [1]. Collective
motion, or “flocking”, can therefore exist in active mat-
ter, even in two dimensions [2, 2–5]. Active matter is
currently receiving intense attention from both physics
and biology communities due to its importance to non-
equilibrium physics, developmental biology, cell and tis-
sue mechanics, and ecology [7]. However, the study of
universal behavior of active matter is plagued by the
emergence of nonlinearities in the generic equation of mo-
tion (EOM). In the case of polar active fluids, a crucial
simplifying assumption that enables analytical progress
is the incompressibility condition [8, 9]. Incompressibility
is not merely a theoretical contrivance; not only can it be
readily simulated [10], it can arise in a variety of real ex-
perimental situations, such as 1) systems with strong re-
pulsive short-ranged interactions between the active par-
ticles. Incompressibility has, in fact, been assumed in,
e.g., recent experimental studies on cell motility [11]; and
2) systems with long-ranged repulsive interactions; here,
true incompressibility is possible. Long-ranged interac-
tions are quite reasonable in certain contexts: birds, for
example, can often see all the way across a flock [12].
By eliminating the density fluctuations, we have re-
cently shown that generic polar active fluids can exhibit
a continuous order-disorder phase transition with the cor-
responding critical behavior belonging to a novel univer-
sality class [8]; and in the ordered phase in 2D, the static
(equal-time) behavior of the system can be mapped onto
the Kardar-Parisi-Zhang surface growth model [9]. Here,
we use dynamical renormalization group analysis to elu-
cidate the universal behavior of generic incompressible
polar active fluids in the ordered phase in spatial dimen-
sions d > 2, and reveal the surprising connection between
infinitely compressible (Malthusian), compressible, and
incompressible polar active fluids.
Specifically we find the following scaling law of the ve-
locity correlation functions for incompressible polar ac-
tive fluids at spatial dimensions d > 2:
〈u⊥(0, 0) · u⊥(r, t)〉
∼

r2χ⊥ , |x− v1t|  rζ⊥ , |t|  rz⊥
|x− v1t|
2χ
ζ , |x− v1t|  rζ⊥ , |t|
1
2
|t| 2χz , |t|  rz⊥ , |t|  |x− v1t|2
, (1)
where the characteristic speed v1 is a phenomenological,
system-dependent parameter, xˆ is along the mean veloc-
ity of the system, “⊥” denotes components perpendicular
to xˆ, t is time, and u is the coarse grained velocity. We
have determined the exact values of the scaling expo-
nents:
ζ =
d+ 1
5
, z =
2(d+ 1)
5
, χ =
3− 2d
5
. (2)
Identical results have been conjectured for compressible
polar active fluids [2, 13] and Malthusian flocks [13], but
only in the latter case, and even there only in 2D, can
a compelling argument for them be made. The results
we present here make isotropic incompressible flocks the
first polar active system with underlying isotropic sym-
metry in d > 2 for which the exact scaling laws have been
determined.
Hydrodynamic model. We start with the hydrodynamic
model for compressible polar active fluids without mo-
mentum conservation [2, 2, 4, 5]:
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2∂tv + λ1(v · ∇)v + λ2(∇ · v)v + λ3∇(|v|2) = Uv −∇P − v (v · ∇P2) + µB∇(∇ · v) + µT∇2v + µ2(v · ∇)2v + f
(3)
∂tρ+∇ · (vρ) = 0 (4)
where v(r, t), and ρ(r, t) are respectively the coarse
grained continuous velocity and density fields. All of
the parameters λi(i = 1 → 3), U , the “damping coef-
ficients” µB,T,2, the “isotropic pressure” P (ρ, v) and the
“anisotropic Pressure” P2(ρ, v) are functions of the den-
sity ρ and the magnitude v ≡ |v| of the local velocity.
The U term makes the local v have a nonzero magni-
tude v0 in the ordered phase, by having U > 0 for v < v0,
U = 0 for v = v0, and U < 0 for v > v0. The f term
is a random driving force representing the noise. It is
assumed to be Gaussian with white noise correlations:
〈fi(r, t)fj(r′, t′)〉 = 2Dδijδd(r− r′)δ(t− t′) (5)
where the “noise strength” D is a constant parameter of
the system, and i, j denote Cartesian components.
We now take the incompressible limit by taking the
isotropic pressure P only to be extremely sensitive to
departures from the mean density ρ0. Making U(ρ, v)
and P2(ρ, v) extremely sensitive to changes in ρ as well
proves to destabilize the system by generating a “banding
instability”[14], similar to the instability found in com-
pressible active fluids around the onset of collective mo-
tion [15]. Since we wish to focus on stable flocks, we will
not consider this possibility further.
Focusing here on the case in which only the isotropic
pressure P becomes extremely sensitive to changes in the
density, we see that, in this limit, in which the isotropic
pressure will suppress density fluctuations extremely ef-
fectively, changes in the density will be too small to affect
U(ρ, v), λ1,2,3(ρ, v), µB ,T ,2(ρ, v), and P2(ρ, v). As a re-
sult, all of them become functions only of the speed v;
their ρ-dependence will drop out since ρ will be essen-
tially constant.
The suppression of density fluctuations by the isotropic
pressure P reduces the continuity equation (4) to the
familiar condition for incompressible flow,
∇ · v = 0 , (6)
which can, as in simple fluid mechanics, be used to de-
termine the isotropic pressure P .
The result of the above observations is the EOM:
∂tv + λ(v · ∇)v = U(v)v −∇P − v (v · ∇P2)
+µ⊥∇2⊥v + µx∂2xv + f , (7)
where the statistics of the noise term are given by (5),
and the pressure P is determined by the incompressibility
condition (6). We’ve also defined λ ≡ λ1(|v| = v0), µ⊥ ≡
µ
T
(|v| = v0), µx ≡ µT (|v| = v0) + µ2(|v| = v0)v20 , and
dropped irrelevant terms arising from expanding λ1(|v|)
and µ
T ,2(|v|) to higher powers of (|v| − v0).
We are interested in the behavior of the state of collec-
tive motion, in which the velocity v acquires a non-zero
average value. Without loss of generality, we will assume
that the collective motion is along the x-direction and
write the velocity field as
v(r, t) = (v0 + ux(r, t))xˆ+ u⊥(r, t) , (8)
where v0 is the value of |v| at which U(|v|) vanishes.
Linear theory. We first study the EOM at the lin-
ear level in u. Inserting Eq. (35) into Eq. (7), keeping
only terms linear in u, rewriting the resultant equation
in Fourier space using tensor notation, and acting on it
the transverse projection operator Pml = δml − qmql/q2
to eliminate the isotropic pressure term, we obtain
−i(ω − v1qx)um(q, ω) = −(2a+ iλ4v30qx)Pmxux(q, ω)
−Γ(q)um(q, ω) + Pmlfl(q, ω) , (9)
where v1 ≡ λv0 and
Γ(q) ≡ µ⊥q2⊥ + µxq2x . (10)
The coefficient λ4 and the longitudinal mass a are defined
respectively by
λ4 ≡ 1
v
[
dP2(v)
dv
]
v=v0
, a ≡ v0
2
[
dU(v)
dv
]
v=v0
. (11)
To proceed we first eliminate ux in terms of the other
fields using the Fourier transform of the incompressibility
condition (∇ · u = ∇ · v = 0):
ux(q, t) = −q⊥ · u⊥(q, t)
qx
. (12)
Since we have chosen the x-direction to be the ‘stiff’ di-
rection, we expect that fluctuations of ux are small. In
addition, Eq. (12) shows that the component of u⊥ along
the direction of q⊥ and ux are locked together, which sug-
gests the fluctuations of this component of u⊥ are small
as well. To verify this, we further decompose u⊥ into
components parallel and perpendicular to q⊥ (see Fig.
1):
u⊥ = uP qˆ⊥ + uT , (13)
where we use the subscript P (T ) to denote the compo-
nent parallel (transverse) to qˆ⊥ ≡ q⊥/|q⊥ |.
3FIG. 1: Schematics of the vectorial decomposition discussed
in this paper. Note that all vectors shown are orthogonal to
xˆ except q. Because soft fluctuations must be orthogonal to
both of the direction of collective motion (parallel to xˆ) and
q (the latter by the incompressibility condition), fluctuations
of uT dominate over those of other components of u.
We apply the projection operator P⊥mn = δ
⊥
mn− q
⊥
mq
⊥
n
q2⊥
to
Eq. (9) and solve the resultant equation for u
T
to obtain
uTm(q, ω) =
P⊥mnfn(q, ω)
−i(ω − v1qx) + Γ(q) , (14)
Having found u
T
, we now turn to ux and uP . Taking
the x component of (9) and solving for ux, we find
ux(q, ω) =
Pxm(q)fm(q, ω)
−i [ω − c(qˆ)q] + Γ(q) + 2a q2⊥q2
, (15)
where c(qˆ) is defined as
c(qˆ) ≡ v1 qx
q
+ λ4v
3
0
q2⊥qx
q3
. (16)
This, combined with the Fourier transform of the incom-
pressibility condition, which reads qxux+q⊥uP = 0, gives
u
P
(q, ω) = − qx
q⊥
Pxm(q)fm(q, ω)
−i [ω − c(qˆ)q] + Γ(q) + 2a q2⊥q2
. (17)
We can now autocorrelate these expressions (14,15,17),
integrate the resultant correlation functions over all fre-
quency ω, and divide by 2pi to get the equal time corre-
lation functions:
〈u
T
(q, t) · u
T
(q′, t)〉 = Dδ(q+ q
′)
Γ(q)
, (18)
〈ux(q, t)ux(q′, t)〉 =
Dq2⊥δ(q+ q
′)
Γ(q)q2 + 2aq2⊥
, (19)
〈u
P
(q, t)u
P
(q′, t)〉 = Dq
2
xδ(q+ q
′)
Γ(q)q2 + 2aq2⊥
. (20)
The expressions above show that, as expected, the fluc-
tuations of ux,P are much smaller than the fluctuations
of u
T
for almost all directions of q as q→ 0. In addition,
the dominant field uT has spatially isotropic fluctuations
in this linear theory.
Now the real space fluctuations can be readily calcu-
lated:〈|u(r, t)|2〉 = 1
(2pi)d
∫
ddqddq′〈u(q, t) · u(q′, t)〉
≈ 1
(2pi)d
∫
ddqddq′〈u
T
(q, t) · u
T
(q′, t)〉
=
1
(2pi)d
∫
q>∼ 1L
ddq
D
Γ(q)
, (21)
where in the “≈” we have only kept the dominate fluc-
tuations. This integral converges as L → ∞ for d > 2,
which implies long-range orientational order in the or-
dered phase in d = 3. We will show later that this con-
clusion remains valid even beyond the linear theory.
Nonlinear theory. Since the fluctuations of u⊥ domi-
nate over those of ux, we insert Eq. (35) into Eq. (7) and
focus on the ⊥ components of the resultant EOM. By
power counting, we can show that all non-linearities aris-
ing from U(v) are irrelevant, as well as those arising from
the P2 term; details are given in the SI. Dropping those
non-linearities, and boosting to a new Galilean frame via
the change of variables x = x′ − v1t, where v1 = λv0,
gives
∂tu⊥ + λ(u⊥ · ∇⊥)u⊥ = −∇⊥P + µ⊥∇2⊥u⊥
+µx∂
2
xu⊥ + f⊥ . (22)
where all x-derivatives are now implicitly derivatives with
respect to the “pseudo-co-moving” coordinate x′ defined
above; we have simply suppressed the primes for conve-
nience.
We will now derive the exact scaling exponents from
Eq. (39), using the dynamical renormalization group
(DRG) [1].
The DRG starts by averaging the EOM over the short-
wavelength fluctuations: i.e., those with support in the
“shell” of Fourier space b−1Λ ≤ |~q⊥ | ≤ Λ, where Λ is
an “ultra-violet cutoff”, and b is an arbitrary rescaling
factor. Then, one (anisotropically) rescales lengths, time,
and u⊥ in equation (39) according to r⊥ 7→ br⊥ , x 7→ bζx,
t 7→ bzt and u⊥ 7→ bχu⊥ . Note that, by construction,
the rescaling of r⊥ automatically restores the ultra-violet
cutoff to Λ.
When evaluating the “graphical corrections” - that is,
the renormalizations that arise due to averaging over the
short-wavelength fluctuations - it is extremely useful to
note that the λ(u⊥ · ∇⊥)u⊥ term can be written as a
total ⊥ derivative:
(u⊥ · ∇⊥)u⊥m = ∇⊥n
(
u⊥n u
⊥
m
)− u⊥m∇⊥ · u⊥
4= ∇⊥n
(
u⊥n u
⊥
m
)
+ u⊥m∂xux
≈ ∇⊥n
(
u⊥n u
⊥
m
)
. (23)
where in the second “=” we have replaced ∇⊥ · u⊥ with
−∂xux using the incompressibility condition, and in “≈”
we have ignored u⊥m∂xux since it is much smaller by power
counting than ∇⊥n
(
u⊥n u
⊥
m
)
, since fluctuations of u⊥ dom-
inate over those of ux.
This implies that, when averaging over short-
wavelength fluctuations, the λ term can only renormal-
ize terms that contain at least one ⊥ spatial derivative.
Since this term is the only relevant non-linear term in the
model, this means that only terms that contain at least
one ⊥ spatial derivative can get any graphical renormal-
ization at all. In particular neither the “x viscosity” µx,
nor the noise strength D, can get any graphical renor-
malization.
Furthermore, there is no graphical correction to λ, due
to the pseudo-Galileo invariance of the EOM (7). That
is, if we let u⊥(x, t) 7→ u⊥(x, t) + u0 and simultaneously
boost the coordinate r 7→ r− λu0t, where u0 is an arbi-
trary position-r independent vector in the ⊥ plane, the
EOM (Eq. (39)) remains invariant. Since this symmetry
of the EOM involves λ, this implies that λ cannot be
graphically renormalized.
Based on these arguments, the DRG flow equations
can be written exactly as
d lnµx
d`
= z − 2ζ , (24)
d lnµ⊥
d`
= z − 2 +G , (25)
d lnλ
d`
= z − 1 + χ , (26)
d lnD
d`
= z − 2χ− ζ − (d− 1) , (27)
where G represents graphical corrections to µ⊥ . At a
fixed point, the right hand sides of Eqs (24), (26) and
(27) must vanish. Solving the resultant simple linear
equations for z, ζ, and χ yields the exact exponents given
in (2).
These exponents were first predicted to hold for com-
pressible active fluids in [2]; however, subsequent reanal-
ysis [2] showed that the arguments for those exponents
in the compressible case were not compelling, due to the
presence of addition relevant non-linearities that are not
total derivatives, and also violate the pseudo-galilean in-
variance. These exponents nonetheless appear empiri-
cally to work quite well [3] in 2D compressible systems,
and have been conjectured [2] to be exact for that case
as well, but at present a compelling theoretical argument
for them is lacking, in contrast to what we have presented
here. A compelling argument can, and has [13] been pre-
sented that shows that these same exponents govern the
ordered phase of “Malthusian flocks” (i.e., active fluids
with birth and death) in 2D [13].
With these exponents in hand we can make predic-
tions for the scaling behavior of the velocity correlation
functions
C(x, r⊥, t) ≡ 〈u⊥(x′, r′⊥, t′) · u⊥(x′′, r′′⊥, t′′)〉 (28)
where x = x′′ − x′, r⊥ = r′′⊥ − r′⊥, and t = t′′ − t′. The
DRG analysis implies
C(x, r⊥, t) = b2χC(|x|b−ζ , r⊥b−1, |t|b−z) . (29)
Letting b = r⊥ in the above equation we obtain
C(x, r⊥, t) = r
2χ
⊥ g
(
|x|
rζ⊥
,
|t|
rz⊥
)
(30)
where
g
(
|x|
rζ⊥
,
|t|
rz⊥
)
≡ C
(
|x|
rζ⊥
, 1,
|t|
rz⊥
)
(31)
is a scaling function. The scaling behavior of g(X,T )
can be deduced from three limiting cases. For r⊥ → ∞,
x = 0, and |t| = 0, C(|x|, r⊥, |t|) should only depend on
r⊥, which implies g(X,T ) ∼ 1. Likewise, g(X,T ) ∼ X
2χ
ζ
for r⊥ = 0, |x| → ∞, and t = 0; g(X,T ) ∼ T 2χz for
r⊥ = 0, x = 0, and |t| → ∞. The crossover between
these limiting cases can be worked out by connecting the
three results of g(X,T ) in the parameter space of X and
T . Finally we have
g(X,T ) ∼

1, X  1, T  1
X
2χ
ζ , X  1, X  T 12
T
2χ
z , T  1, T  X2
. (32)
Plugging (32) into (30) we find the scaling behavior of
the velocity function:
C(|x|, r⊥, |t|) ∼

r2χ⊥ , |x|  rζ⊥ , |t|  rz⊥
|x| 2χζ , |x|  rζ⊥ , |x|  |t|
1
2
|t| 2χz , |t|  rz⊥ , |t|  |x|2
. (33)
Transforming this expression back to the lab coordinates
by replacing x with x − v1t leads to our fundamental
results (1) and (2).
Summary. We have studied a generic model of in-
compressible polar active fluids in the ordered phase, in
which the continuous rotational symmetry (i.e., the ro-
tation group SO(d)) is broken. The resulting Goldstone
modes lead to the emergence of nontrivial scaling ex-
ponents that describe the large-distance behavior of the
system. This is the first phase of an active system with
complete underlying rotation invariance and anomalous
scaling (that is, scaling different from that predicted by a
linear theory) for which the scaling exponents have been
determined exactly in d > 2.
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In these supplemental materials, we present our argument that, except for the λ term, all of the the non-linear
terms in the equation of motion (7) of the main text are irrelevant, in the renormalization group sense [1].
Most of these non-linearities arise from the U(v)v term in (7) of the main text. It is therefore convenient to solve
for U(v) directly in terms of the other fields. Following [2], we do so by first taking the dot product of both sides of
equation (7) of the main text with v itself. This gives:
1
2
[∂t + λ (v · ∇)] |v|2 = U(v)|v|2 − v · ∇P − |v|2v · ∇P2 + µ⊥v · ∇2⊥v + µxv · ∂2xv + v · f . (34)
Using our expression
v(r, t) = (v0 + ux(r, t))xˆ+ u⊥(r, t) , (35)
to rewrite this in terms of the fluctuation u, dropping “obviously irrelevant” terms - i.e., terms that differ from others
in the equation of motion only by having more powers of the fields ux or u⊥ - and solving for U(v), we obtain
U(v) =
1
v0
∂xP + v · ∇P2 +
(
1
2v20
)
(∂t + v1∂x + λu · ∇)
(
2v0ux + |u⊥ |2
)− fx
v0
−
(
1
v20
)(
µ⊥u⊥ · ∇2⊥u⊥ + µxu⊥ · ∂2xu⊥
)− ( 1
v0
)(
µ⊥∇2⊥ux + µx∂2xux
)
, (36)
where v1 = λv0.
Inserting this back into our equation of motion (7) of the main text, using our expression (35) for v, and focusing
on the components of that equation perpendicular to the direction of mean motion x, we obtain:
∂tu⊥ + v1∂xu⊥ + λ(u⊥ · ∇⊥)u⊥ = −∇⊥P + µ⊥∇2⊥u⊥ + µx∂2xu⊥ + f⊥
+u⊥
[
1
v0
∂xP +
(
1
2v20
)
(∂t + v1∂x + λ1u⊥ · ∇⊥)
(
2v0ux + |u⊥ |2
)− fx
v0
]
−u⊥
[(
1
v20
)(
µ⊥u⊥ · ∇2⊥u⊥ + µxu⊥ · ∂2xu⊥
)
+
(
1
v0
)(
µ⊥∇2⊥ux + µx∂2xux
)]
.
(37)
Note that the P2 term has been cancelled out by a piece of the U(v) term. Note also that we have replaced (u · ∇)
with (u⊥ · ∇⊥), which is justified since ux  |u⊥ | in the long-wavelength limit, as discussed in our treatment of the
linear theory.
It is now straightforward to show by power counting that every term in the last two lines of Eq. (37)- that is, every
term arising from the U(v) and P2 terms in equation (3) - is irrelevant in dimensions higher than 2. This can be seen
most easily by comparing them to various similar terms on the first line, as we will demonstrate now.
There are 12 terms in total:
i) u⊥∂xP : This term is subtle. It is tempting, but misleading, to note that this has the same number of spatial
derivatives as the ∇⊥P term, but one extra power of u⊥ , and so is apparently irrelevant relative to that ∇⊥ term.
The subtlety is that ∇⊥P is purely parallel to qˆ⊥ , while u⊥∂xP has components transverse to qˆ⊥ , since u⊥ itself
does. Hence, in order to prove that the u⊥∂xP term is truly irrelevant, we must show that it is negligible relative to
some other term in (37) that also has a transverse component. To do so, we need to obtain the power counting of P
itself. This can be done by taking ∇⊥ · both sides of (37). Neglecting the “obviously irrelevant” terms we solve the
resultant equation for ∇2⊥P :
∇2⊥P = (∂t + v1∂x) ∂xux − λ∇⊥ · [(u⊥ · ∇⊥)u⊥ ] +∇⊥ · f⊥ , (38)
7where we have used the incompressibility condition ∇ · v = ∇⊥ · u⊥ + ∂xux = 0 to rewrite the first two terms on the
right hand side in terms of ux. Here in order to obtain ∇2⊥P we have also neglected u⊥∂xP/v0 on the right hand side
of (37), which we will show below to be irrelevant.
Inspection of this equation reveals that ∂xP has four terms: the first, coming from the ∂t∂xux term on the right
hand side of (38), power counts like ∂tux. This is because ∇2⊥P ∼ ∂t∂xux and derivatives in all directions power
count in the same way, since scaling is isotropic according to our linear theory. Thus, this piece has the same power
counting as the explicit ∂tux term that appears later in (37). We can thus deal with this piece of ∂xP at the same
time as we deal with that explicit term, as we will in a few paragraphs.
Likewise, the next term on the right hand side of (38), which is proportional to ∂2xux, contributes to ∂xP a term
which power counts like ∂xux. Since an explicit term of that form appears later in (37), we will deal with this piece
of ∂xP at the same time as we deal with that explicit term, as we also will in a few paragraphs.
Similarly, the ∇⊥ · [(u⊥ · ∇⊥)u⊥ ] term contributes to ∂xP a term which power counts exactly like the explicit
∂x|u⊥ |2 term that appears later in (37), so we can deal with it when we deal with that term in a few paragraphs.
Finally, the ∇⊥ · f⊥ term contributes to ∂xP a term that power counts exactly like the explicit (fx/v0) term that
appears later in (37), so we can deal with it when we deal with that term in a few paragraphs.
Now turning to the terms explicitly displayed on the last two lines of (37):
ii) u⊥∂tux: This term has the same number and type of derivatives as the ∂tu⊥ term on the first line, but one extra
power of ux, so it is irrelevant compared to that ∂tu⊥ term.
iii) u⊥∂xux: This term has the same number of spatial derivatives as the (u⊥ · ∇⊥)u⊥ term on the first line, but
has a ux instead of a second u⊥ . Again using the fact that ux  |u⊥ | in the long-wavelength limit, we see that the
u⊥∂xux term is negligible relative to the u⊥ · ∇u⊥ term.
iv) u⊥(u⊥ ·∇⊥ux): This term differs from the (u⊥ ·∇⊥)u⊥ term by having one extra power of ux, so it is irrelevant
relative to the (u⊥ · ∇⊥)u⊥ term.
v) u⊥∂t|u⊥ |2: This term has the same derivatives as the ∂tu⊥ term, but two more powers of u⊥ , so it is negligible
relative to the ∂tu⊥ term.
vi) u⊥∂x|u⊥ |2: This term has the same number of spatial derivatives as the (u⊥ · ∇⊥)u⊥ term but one more power
of u⊥ , so it is negligible relative to the (u⊥ · ∇⊥)u⊥ term.
vii) u⊥u⊥ · ∇⊥|u⊥ |2: This term similarly has the same number of spatial derivatives as the (u⊥ · ∇⊥)u⊥ term, but
now with two more powers of u⊥ , so it is even more negligible relative to the (u⊥ · ∇⊥)u⊥ term.
viii) fxu⊥ : This term has the same number of powers of the random force as the f⊥ term, but one extra power of
u⊥ , so it is negligible compared to the f⊥ term.
ix) & x) u⊥
[(
µ⊥u⊥ · ∇2⊥u⊥ + µxu⊥ · ∂2xu⊥
)]
: These terms have one more spatial derivative, and one more power
of u⊥ , than the (u⊥ · ∇⊥)u⊥ term, and so are doubly negligible in comparison to that term.
xi) & xii) u⊥
(
µ⊥∇2⊥ux + µx∂2xux
)
: Finally, These terms have one more spatial derivative than the (u⊥ · ∇⊥)u⊥
term; they also have a ux, rather than a u⊥ , and so are doubly negligible in comparison to the (u⊥ · ∇⊥)u⊥ term,
since, as we established in the linear theory section, ux  |u⊥ | in the long-distance limit.
So we have, rather laboriously, established that all of the terms on the second and third lines of (37) are irrelevant,
in the RG sense, at long distances. Hence we can drop them all, leaving our effective long wavelength model for the
fluctuations u⊥ as:
∂tu⊥ + λ(u⊥ · ∇⊥)u⊥ = −∇⊥P + µ⊥∇2⊥u⊥ + µx∂2xu⊥ + f⊥ , (39)
where we have eliminated the term v1∂xu⊥ on the right-hand side of the equality by making a Galilean transformation
to a “pseudo-co-moving” coordinate system moving along xˆ with a constant speed v1. The remainder of the analysis
of this non-linear model is contained in the main text.
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