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A duality principle for the multi-
block entanglement entropy of free 
fermion systems
J. A. Carrasco1, F. Finkel1, A. González-López  1 & P. Tempesta1,2
The analysis of the entanglement entropy of a subsystem of a one-dimensional quantum system is a 
powerful tool for unravelling its critical nature. For instance, the scaling behaviour of the entanglement 
entropy determines the central charge of the associated Virasoro algebra. For a free fermion system, 
the entanglement entropy depends essentially on two sets, namely the set A of sites of the subsystem 
considered and the set K of excited momentum modes. In this work we make use of a general duality 
principle establishing the invariance of the entanglement entropy under exchange of the sets A and 
K to tackle complex problems by studying their dual counterparts. The duality principle is also a key 
ingredient in the formulation of a novel conjecture for the asymptotic behavior of the entanglement 
entropy of a free fermion system in the general case in which both sets A and K consist of an arbitrary 
number of blocks. We have verified that this conjecture reproduces the numerical results with excellent 
precision for all the configurations analyzed. We have also applied the conjecture to deduce several 
asymptotic formulas for the mutual and r-partite information generalizing the known ones for the 
single block case.
One of the distinguishing features of the quantum realm is the existence of entangled states in composite systems, 
which have no classical analogue and play a fundamental role in quantum information theory and condensed mat-
ter physics (see, e.g., refs 1, 2). A widely used quantitative measure of the degree of entanglement between two 
subsystems A, B of a quantum system A ∪ B in a pure state ρ = |ψ〉〈ψ| is the Rényi entanglement 
entropy3 α ρ= −α
α−S A( ) (1 ) log tr( )A
1 , where ρA is the reduced density matrix of the subsystem A and α > 0 is the 
Rényi parameter (the von Neumann entropy is obtained in the limit α → 1). It is easy to show that Sα(A) = Sα(B), 
and that the entanglement entropy vanishes when the whole system is in a non-entangled (product) state. Over the 
last decade, it has become clear that the study of the entanglement between two extended subsystems of a 
many-body system in one dimension is a powerful tool for uncovering its criticality properties4–7. The reason for 
this is that one-dimensional critical quantum systems are governed by an effective conformal field theory (CFT) in 
(1 + 1) dimensions, whose entanglement entropy can be evaluated in closed form in the thermodynamic limit8–10. 
In the simplest case, when the subsystem A consists of a single interval of length L and the whole system is in its 
ground state, the scaling of Sα(A) for L → ∞ is determined solely by the central charge c. In order to probe the full 
operator content of the CFT, one needs to analyze more complicated situations in which the set A is the union of 
a finite number of intervals. In fact, in the last few years there has been a considerable interest in this problem, 
both for CFTs and one-dimensional lattice models (integrable spin chains or free fermion systems), as witnessed 
by the number of papers published on this subject (see, e.g., refs 11–18).
In this work we shall extend this analysis to the more general case in which the system’s state is also made up 
of several blocks of consecutive excited momentum modes, which has received comparatively less attention19–24. 
An important motivation for dealing with this type of states is that it makes it possible to treat position and 
momentum space on a more equal footing, thus revealing certain symmetries that have not been fully exploited 
so far. This approach naturally leads to a duality principle for the behavior of the entanglement entropy under the 
exchange of the position and momentum space block configurations, which in fact can be exploited to solve prob-
lems that up until now had defied an analytic treatment25 with standard techniques like the Fisher–Hartwig con-
jecture26. We have applied this duality principle to propose a new conjecture on the composability of the 
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entanglement entropy in the multi-block case, which yields a closed asymptotic formula for the Rényi entangle-
ment entropy of a free fermion system in the most general multi-block configuration, both in position and 
momentum space. This formula, which we have numerically verified for a wide range of configurations both for 
0 < α < 1 and α ≥ 1, reduces to the known ones when the configuration in momentum space consists of a single 
block. It also leads to closed asymptotic formulas for the mutual and the tripartite12 (or r-partite18) information, 
which again agree with the general CFT predictions.
Results and Methods
Preliminaries and notation. The model considered is a system of N free (spinless) hopping fermions with 
creation operators †aj  (where the subindex j  =  0, … , N −  1 denotes the site) and Hamiltonian 
= ∑ −=
− †H g i j a a( )i jN N i j, 0
1  preserving the total fermion number. We shall further assume that the hopping ampli-
tude gN satisfies gN(k) = gN(−k)* = gN(k + N), so that H is Hermitian and translationally invariant. For this reason, 
it is convenient to introduce the Fourier-transformed creation operators
∑= ≤ ≤ − .pi
=
−† †a^
N
a j N1 e , 0 1
(1)j l
N
jl N
l
0
1
2 i /
It is straightforward to check that the operators a^j, 
†a^j  satisfy the canonical anticommutation relations (CAR), 
and that they diagonalize H. In fact, we have ε= ∑ =−
†^ ^H l a a( ) ,lN N l l01  with ε = ∑ .
pi
=
−l g j( ) ( )eN jN N
jl N
0
1 2 i /  It can be 
shown that the total momentum operator P is also diagonal in this representation, namely = ∑ =−
†^ ^P p a alN l l l0
1 , with 
pl = 2πl/N mod 2π. Thus the operator 
†a^l  creates a (non-localized) fermion with well-defined energy εN(l) and 
momentum pl. Note that εN(l) is obviously real for all modes l, and that the model is critical (gapless) if εN(l) van-
ishes for some l. We shall suppose in what follows that the system is in a pure energy eigenstate
≡ = … ⊂ … −† †^ ^K a a K k k N0 , { , , } {0, , 1}, (2)k k M1M1
where |0〉 is the vacuum, consisting of M fermions with momenta 2πkj/N. We shall be interested in studying the 
entanglement properties of a subset of sites A ≡ {x1, …, xL} ⊂ {0, …, N − 1} with respect to the whole system when 
the latter is in the pure state |K〉. As is well known, these properties are encoded in the reduced density matrix 
ρA = trBρ, where ρ ≡ |K〉〈K| and B = {0, …, N − 1} − A. As mentioned in the Introduction, the degree of entangle-
ment is usually measured using the Rényi entanglement entropy α ρ≡ −α
α−S A( ) (1 ) log tr( )A
1  (with α > 0). One 
of the most efficient ways of computing this entropy is to exploit the connection between the reduced density 
matrix ρA and the correlation matrix CA, defined by
= ≤ ≤ .†C K a a K j k L( ) , 1 , (3)A jk x xj k
This matrix is obviously Hermitian, with eigenvalues ν1, …, νL lying in the interval [0, 1]. Moreover, since the 
state |K〉 is determined by the conditions =†a^ K 0k  for k ∈ K and =a^ K 0k  for ∉k K , the expectation value †^ ^K a a Kj k  vanishes for k ∉ K and equals δjk for k ∈ K. From this fact and Eq. (1) we immediately obtain the follow-
ing explicit expression for the matrix elements of the correlation matrix CA:
∑= ≤ ≤ .pi
∈
− −C
N
j k L( ) 1 e , 1 ,
(4)
A jk
l K
x x l N2 i( ) /j k
As first shown in refs 4, 27, the reduced density matrix ρA factors as the tensor product ρ ρ= ⊗ =A lL A
l
1
( ), where 
each ρA
l( ) is a 2 × 2 density matrix with eigenvalues νl and 1 − νl. In particular, the spectrum of ρA is the set of 
numbers
∏ρ ε ε ν ν ε… = − ∈  .ε ε
=
−( , , ) [ (1 ) ] , {0, 1}
(5)A L l
L
l l l1
1
1l l
Since the Rényi entropy Sα is additive, it follows that
∑ ∑ρ α ν ν= = − + − .α α α α
=
−
=
( )S A S( ) ( ) (1 ) log (1 )
(6)l
L
A
l
l
L
l l
1
( ) 1
1
Note that the latter method for computing Sα(A) is computationally very advantageous, since it is based on the 
diagonalization of the L × L matrix CA as opposed to direct diagonalization of the 2L × 2L matrix ρA.
As explained above, it is of great interest to determine the (leading) asymptotic behaviour of the entanglement 
entropy Sα(A) as the size L of the subsystem A tends to infinity. To this end, note first of all that the matrix CA is 
Toeplitz (i.e., (CA)jk depends only on the difference j − k) provided that the subsystem A under consideration is a 
single block, i.e., a set of consecutive sites. Let us further assume that Eq. (4) has a well-defined limit as N → ∞ 
with L fixed, in the sense that there exists a piecewise smooth density function c(p) such that 
∫pi→
pi− − −C c p p( ) (2 ) ( )e dA jk
j k p1
0
2 i( )  in this limit. As first shown by Jin and Korepin5, it is then possible to apply a 
particular case of the Fisher–Hartwig conjecture26 proved by Basor28 to derive an asymptotic formula for the 
characteristic polynomial of the correlation matrix CA, and hence for the entanglement entropy Sα(A) (see also 
refs 23, 24, 29). However, when the subsystem A is not a single block it is clear from Eq. (4) that CA is not a 
Toeplitz matrix, and therefore the method just outlined cannot be used to derive the asymptotic behaviour of 
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Sα(A) for large L. It should also be stressed that the asymptotic result in ref. 5 is only valid for  N L 1 (i.e., for 
an infinite chain), since the N → ∞ limit with L fixed is taken before letting L → ∞. In particular, the asymptotic 
behaviour of Sα(A) when N → ∞ with L/N → γx ∈ (0, 1) cannot be directly inferred from the latter result. As we 
shall explain shortly, these drawbacks can be overcome through the use of a duality principle that we shall intro-
duce below.
The dual correlation matrix. We start by defining the projection of the operator †a^j  onto the set L H( )A  of 
linear operators from the Hilbert space A  of the subsystem A into itself in the obvious way, namely (cf. Eq. (1))
∑= pi
∈
† †a^
N
a1 e ,
(7)
A j
l A
jl N
l,
2 i /
and similarly for a^A j, . We shall also denote by 
†a^B j, , a^B j,  the corresponding projections onto L H( )B , so that 
= +^ ^ ^a a a ,j A j B j, ,  = +
† † †^ ^ ^a a aj A j B j, , . We then define the dual correlation matrix CA as the M × M matrix with 
elements
= ≤ ≤ . †^ ^C a a l m M( ) 0 0 , 1 , (8)A lm A k A k, ,l m
The dual correlation matrix CB of the complementary set B is defined similarly. The analogue of the matrix CA 
for continuous systems, usually called the overlap matrix, was originally introduced by Klich30 and has been 
extensively used in the literature (see, e.g., ref. 31). From the definition (7) of the projected operators †a^A j,  we 
immediately obtain the explicit formula
∑= ≤ ≤ .pi
∈
− −
C
N
l m M( ) 1 e , 1 ,
(9)
A lm
j A
k k j N2 i( ) /l m
Comparison with Eq. (4) shows that CA is obtained from CA by exchanging the roles played by the sites xj ∈ A 
and the excited modes kl ∈ K, which justifies the term “dual correlation matrix”. We shall show in what follows that 
this duality can be successfully exploited to obtain the asymptotic behaviour of Sα(A) in situations in which the 
usual approach based on the correlation matrix CA is not feasible.
The matrix CA is clearly Hermitian and positive semidefinite, since for all … ∈z z, , M1  we have 
∑ = C( )l mM A lm, 1  = ∑ |
∗
= ⟩
†^z z z a( ) 0l m lM m A k1 ,
2
m
. Thus the eigenvalues ν ν…^ ^, , M1  of CA are nonnegative. Using the 
identities ′ = ′ =0 0 0 0 0,A B B A     where A and ′B  are linear operators respectively supported on A 
and B, it is straightforward to check that = − . C CB M A  Since CB is also positive semidefinite, from the previ-
ous relation it follows that ν ∈^ [0, 1]i  for all i = 1, …, M. Moreover, the Hermitian character of CA implies that 
there exists a unitary M × M matrix ≡ ≤ ≤U u( )lm l m M1 ,  such that ν ν= …
† ^ ^UC U diag( , , )A M1 , and hence 
ν ν= − = − … − † † ^ ^UC U UC U diag(1 , , 1 )B A M1 . We then define the corresponding rotated operators 
= ∑ =^ ^c u al mM lm k1 m ( ≤ ≤l M1 ), which together with their adjoints satisfy the CAR by the unitarity of U. We 
shall also need the projections of the latter operators onto the spaces L H( )A  and ( )BL H , namely
∑ ∑= = = −
= =
^ ^ ^ ^ ^ ^c u a c u a c c, ,
(10)A l m
M
lm A k B l
m
M
lm B k l A l,
1
, ,
1
, ,m m
and similarly for their adjoints. From the above definitions it follows that the vacuum correlators of the operators 
†^ ^c c{ , }A l A l, ,  and 
†^ ^c c{ , }B l B l, ,  are given by
ν δ ν δ= = −† †^ ^ ^ ^ ^ ^c c c c0 0 , 0 0 (1 ) , (11)A l A m l lm B l B m l lm, , , ,
and hence ν=†^ ^c 0A l l,
2
, ν= −†^ ^c 0 1B l l,
2
. Following ref. 30, we note that the state ϕ = † †^ ^c c 0M1  actually 
differs from |K〉 by an irrelevant phase, since by definition of the operators c^l we have
∑ ∑ϕ| = | =



−



| = |
σ
σ
σ σ
… =
∗ ∗
∈
∗ ∗ ∗
   ⟩ ⟩ ⟩ ⟩† † † †^ ^ ^ ^u u a a u u a a U K0 ( 1) 0 det ,
m m
M
m M m k k
S
M k k
, , 1
1 , 1 ,
M
M m mM
M
M M
1
1 1 1 1
where (−1)σ denotes the sign of the permutation σ. The latter relation implies that |K〉〈K| = |φ〉〈φ|, a fact that can 
be exploited in order to derive an expression for the entanglement entropy Sα(A). To this end, for ν ≠^ 0, 1l  we 
define the operators ν=
† †^ ^d c /A l A l l, , , ν= −
† †^ ^d c / 1B l B l l, , , so that by Eq. (11) the states ≡ 
†
d1 0A l A l, , , 
≡ 
†
d1 0B l B l, ,  are properly normalized. On the other hand, when ν =^ 0l  the state =
† †^ ^c c0 0l B l,  is supported on 
B by Eq. (11), and is normalized, since the operators †^ ^c c,l l  obey the CAR. Hence in this case we simply set 
= =
† † †^ ^d c cB l B l l, , , = 
†
d1 0B l B l, , . Similarly, when ν =^ 1l  we define = =
† † †^ ^d c cA l A l l, , , = 
†
d1 0A l A l, , , and by the 
pre v i ou s  d e f i n i t i ons  we  t hu s  h ave  ν ν= + − †
† †
^ ^ ^c d d1l l A l l B l, ,  ( ≤ ≤l M1 ) ,  and  t he re fore 
ϕ ν ν| 〉 = ⊗ | 〉 | 〉 + −= ^ ^( 1 0 1lM l A l B l l1 , , | 〉 | 〉0 1 )A l B l, , ,where |0〉A,l, |0〉B,l denote the vacuum state in the l-th mode 
(with respect to the †c^m operators) supported respectively on A or B. Using the identity |K〉〈K| = |φ〉〈φ| and tracing 
over the degrees of freedom of the subsystem B we easily arrive at the fundamental formula
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ρ ν ν= ⊗ + − .
=
^ ^( 1 1 (1 ) 0 0 )
(12)A l
M
l A l A l l A l A l
1
, , , ,
In particular, the spectrum of the matrix ρA is the set of numbers
∏ρ ε ε ν ν ε… = − ∈ε ε
=
−^ ^( , , ) [ (1 ) ] , {0, 1} ,
(13)A M l
M
l l l1
1
1l l
up to zero eigenvalues. From the additivity of the Rényi entropy and Eqs (12) or (13) it follows that the entangle-
ment entropy Sα(A) is given by
∑α ν ν= − + −α α α−
=
^ ^S A( ) (1 ) log( (1 ) ),
(14)l
M
l l
1
1
which can be interpreted as the dual of Eq. (6).
The duality principle. As we have seen in the previous subsection, the Rényi entanglement entropy Sα(A) 
can be computed in two equivalent ways, using the “coordinate” correlation matrix CA and its “dual” CA (cf. Eqs 
(6–14)). This fact strongly suggests the existence of a deeper duality principle that applies to the reduced density 
matrix ρA itself, as evidenced by Eqs (5–13). To formulate this principle, we shall introduce the more precise nota-
tion ρA(K) to denote the reduced density matrix of the subsystem A when the whole system is in the pure energy 
eigenstate |K〉 given by Eq. (2). It should be borne in mind that in this notation both sets A and K are subsets of {0, 
…, N − 1}, with the subindex always labelling the subsystem sites (in position space) and the argument the set of 
excited momenta. Let specT stand for the spectrum of the matrix T, i.e., the set of its eigenvalues, each counted 
with its respective multiplicity. Likewise, we shall denote by spec0ρ the spectrum of a density matrix ρ excluding 
its zero eigenvalues, i.e., ρ ρ= | ρ ⊥spec spec( )0 (ker ) . We shall then say that two density matrices ρi (i = 1, 2) are simi-
lar up to zero eigenvalues if spec0ρ1 = spec0ρ2, i.e., ρ1 and ρ2 have the same nonzero eigenvalues with the same 
multiplicities. We are now ready to state the following fundamental result:
Theorem 1. The reduced density matrices ρA(K) and ρK(A) are similar up to zero eigenvalues.
Proof. Indeed, by Eqs (5–13) the spectrum of ρA(K) excluding the zero eigenvalues can be written in the two 
equivalent ways
∏
∏
ρ ν ν ε ν
ν ν ε ν
=




− | ∈ ∉




=




− | ∈ ∉




.
ε ε
ε ε
=
−
=
−^ ^ ^
Kspec ( ( )) (1 ) {0, 1}, {0, 1}
(1 ) {0, 1}, {0, 1}
(15)
A
l
L
l l l l
m
M
m m m m
0
1
1
1
1
l l
m m
Let us denote by CA(K) and C K( )A  the correlation matrix (4) and its dual version (9). We then have 
=C K C A( ) ( )A K , = C K C A( ) ( )A K , and consequently the sets ν ={ }l l
L
1 and ν =^{ }m m
M
1 are interchanged by the duality transformation A ↔ K. Applying Eq. (15) to the reduced density matrix ρK(A) we conclude that 
spec0(ρA(K)) = spec0(ρK(A)), as claimed. □
If S is any entropy functional, from now on we shall use the more precise notation S(A; K) = S(ρA(K)). 
Obviously, from the Shannon–Khinchin axioms it follows that two density matrices which are similar up to zero 
eigenvalues necessarily have the same entropy. From this fact and the previous theorem one can immediately 
deduce the important duality principle
=S A K S K A( ; ) ( ; ) , (16)
valid for any entropy functional S.
As a first application of this general principle, we shall rigorously derive an asymptotic expression for the 
Rényi entanglement entropy of a subsystem A consisting of r > 1 disjoint blocks of consecutive spins when the set 
K of excited momenta is a single set of M consecutive integers, valid in the limit  N M 1. More precisely, let 
∪= =A U V[ , )ir i i1 , K = [P, Q), where [Ui, Vi) denotes the set of all integers l such that ≤ <U l Vi i  (so that the 
cardinal of [Ui, Vi) is Vi − Ui), and similarly for [P, Q). We first let N → ∞ with M fixed and assume that the fol-
lowing limits exist:
pi pi
≡ ≡
→∞ →∞
U
N
u V
N
vlim 2 , lim 2 ,
N
i
i
N
i
i
with ui, vi ∈ [0, 2π], ui+1 − vi > 0, vr − u1 < 2π. We shall be interested in the asymptotic behavior of the Rényi 
entropy Sα as M → ∞. Thus the problem at hand is precisely the dual of the one solved in refs 20, 24. with the 
help of the Fisher–Hartwig conjecture. One of the main results of the latter references can be recast in the present 
context as the asymptotic formula
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∪ ∑∼ + + +α α α=
=
−( )( ( ))S U V P Q b s L f scp q([ , ); [ , )) log log 2 sin log ( , ) ,
(17)
j
s
j j
j
s q p
1
1
2
j j
where pi≡
→∞
p P Nlim (2 / )j N j
, pi≡
→∞
q Q Nlim (2 / )j N j
,
∫
∏
α α
α α α
α
= + =
−



− −
− 


=
α α
∞
−
≤ < ≤
− −
− −
( )
( ) ( )
( ) ( )
b c t t t e
dt
t
f p q
1
6
1 1 , 1
1
csch csch csch( / ) 1
6
,
( , )
sin sin
sin sin (18)
t
i j s
q p p q
p p q q
0
2
2
2
1
2 2
2 2
j i j i
j i j i
and the ~ notation means that the difference between the LHS and the RHS tends to 0 as L → ∞. From the duality 
relation (16) and Eqs (17), (18) it then follows that when M → ∞ we have
∪ ∪
∑
= ∼
+ + + .
α α α
α
= =
=
−( ( )) ]
S U V P Q S P Q U V b r M
f rcu v
( [ , ); [ , )) ([ , ); [ , )) [ log
log 2 sin log ( , )
(19)
i
r
i i i
r
i i
i
r
v u
1 1
1
2
i i
Taking into account that f(u, v) = 1 when r = 1, from the previous formula we obtain the remarkable relation 
∪ ∑∼ − ≡ −α α α α α=
=
S U V P Q S U V P Q I I b fu v u v u v( [ , ); [ , )) ([ , ); [ , )) ( , ), with ( , ) log ( , ) ,
(20)i
r
i i
i
r
i i1
1
where the last term can be naturally interpreted as an asymptotic approximation to the mutual information shared 
by the blocks [U1, V1), …, [Ur, Vr). We believe that this is the first time that this asymptotic formula, which agrees 
with well-known CFT results, has been rigorously established using the (proved part of the) Fisher–Hartwig 
conjecture.
It is important to keep in mind the limiting process leading to Eq. (19) in order to correctly assess its limit 
of validity. For instance, using the connection between one-dimensional critical systems and 1 + 1 dimensional 
CFTs it follows that the asymptotic behavior of Sα is given (in our notation) by11, 25
∪ ∑pi pi∼


+ − + 

+α α α=
=
∞( ( ))S U V P Q b r N MN v u f rcu v( [ , ); [ , )) log sin log( ) log ( , ) , (21)ir i i i
r
i i1
1
( )
where f (∞)(u, v) is the product of cross ratios
∏=
− −
− −
.∞
≤ < ≤
f
v u u v
u u v v
u v( , )
( )( )
( )( ) (22)i j r
j i j i
j i j i
( )
1
The apparent discrepancy between the latter formulas and Eqs (18), (19) is easily explained taking into account 
that the limiting process in the latter references is the dual of the present one, namely N → ∞ with fixed Ui, Vi and 
2πP/N → p, 2πQ/N → q. In other words, Eqs (18), (19) apply when  N M 1 and arbitrary L < N, while Eqs 
(21), (22) are valid for  N L 1 and arbitrary M < N. It is also obvious that both approaches coincide in the 
(rather uninteresting) case in which both M/N and L/N tend to zero. On the other hand, it should be apparent that 
neither Eqs (18), (19) nor (21)-(22) are valid in the general situation in which both L/N and M/N tend to a 
nonzero limit as N → ∞. In fact, it is clear a priori that none of these formulas can hold in the latter range, since 
they are not consistent with the invariance under complements identity S(A; K) = S(Ac; K) and its dual conse-
quence S(A; K) = S(A; Kc), where Ac and Kc respectively denote the complements of A and K with respect to the 
set {0, …, N − 1}.
Our next objective is to find an extension of Eqs (19) and (21) valid in the general case in which both L/N and 
M N/  tend to nonzero limits γx and γp as N → ∞. To this end, consider first the simplest case in which r = s = 1. By 
translation invariance and criticality, as N → ∞ we must have σ γ γ∼ +α α αS U V P Q b N([ , ); [ , )) log ( , )x p , where 
γx = (V − U)/N, γp = (Q − P)/N and σα satisfies: (i) σα(γx,γp) = σα(γp,γx) (on account of the duality principle (16)), 
(ii) σα(γx,γp) = σα(1 − γx,γp) (by the invariance of the entropy under complements), (iii) σα(γx,γp) = bαlog(2γx-
sin(πγp)) + cα + o(1), with =γ → olim (1) 00x  (by Eq. (21) with r = 1). (In fact, combining conditions i) with ii) and iii) it immediately follows that σα(γx,γp) = σα(γx, 1 − γp) and σα(γx,γp) = bαlog(2γpsin(πγx)) + cα + o(1), 
where o(1) → 0 as γp → 0.) Obviously, the simplest function satisfying the previous requirements 
is σ γ γ piγ piγ= +α α pi α( )b c( , ) log sin( )sin( )x p x p2 , obtained from Eq. (21) with r = 1 by the replacement 
piγ piγ sin( )x x . Numerical calculations show that for all α > 0 the correct asymptotic formula for Sα([U; V); [P, 
Q)) is indeed the simplest one, namely
pi
piγ piγ∼ +α α α( )S U V P Q b N c([ , ); [ , )) log 2 sin( )sin( ) (23)x p
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(see, e.g., Fig. 1 (a) for the most “unfavourable” case γx = γp = 1/2). This conclusion is also in agreement with 
the analogous result in ref. 32 for the XX model. In fact, we found the leading correction to the approximation 
(23) to be monotonic in N and O(N−2) for α = 1, and O(cos(2πγxγpN)N−2/α) for α > 1 (cf. Fig. 1). This behaviour 
qualitatively agrees with the results of ref. 33 for the error of the Jin–Korepin asymptotic formula for the Rényi 
entanglement entropy of the ground state of the infinite XX chain (Eq. (23) with sin(πγx) replaced by πγx). On 
the other hand, in the case 0 < α < 1 (which was not addressed in the latter reference), our numerical calculations 
suggest that the correction to Eq. (23) is monotonic and O(N−2).
At this point, it is very natural to assume that Eq. (20) and its dual are valid for all values of the parameters 
γx,γp ∈ (0, 1), and not just for γ  1p  or γ  1x , respectively. The latter assumption and Eq. (23) thus lead to the 
asymptotic formulas
∪ ∑pi piγ∼


+ 

− +α α α α=
=
−( ) ( )S U V P Q b r N I rcu v( [ , ); [ , )) log 2 sin( ) log sin ( , ) , (24)ir i i p i
r
v u
1
1
2
i i
∪ ∑pi piγ∼


+ 

− + .α α α α=
=
−( ) ( )S U V P Q b s N I scp q([ , ); [ , )) log 2 sin( ) log sin ( , ) (25)is i i x i
s q p
1
1
2
i i
In fact, the validity of the latter equations can be justified by noting that one can go from Eq. (17), which holds 
for an infinite chain, to its analogue for a finite chain by the usual procedure18, 32 of replacing the “arc distance” 
L by the chord length (N/π)sin(πL/N) = (N/π)sin(πγx). In this way Eq. (17) immediately yields Eq. (25), which 
implies its counterpart (24) by the duality principle (16).
Figure 1. Difference ε between the exact value of the Rényi entropy, computed via Eq. (6) by numerical 
diagonalization of the correlation matrix (4), and its asymptotic approximation (23) for (a) γx = γp = 1/2 and 
(b) γx = 1/8, γp = 1/4. In panel (a) we have shown the cases (bottom to top) α = 3/5, 2/3, 3/4, 1 (von Neumann 
entropy) and α = 2 (inset), while panel (b) depicts the cases α = 2, 5/2, 3 (bottom to top, with the horizontal axis 
displaced respectively by 0.013 and 0.035 in the last two cases to avoid overlap). The solid red lines represent 
the curves providing the best fits of the data to the laws aN−2 (main panel (a)) and aN−2/αcos(2πγxγpN) (inset of 
panel (a) and panel (b)).
Figure 2. (a) Exact Rényi entropy Sα (blue dots) vs. its asymptotic approximation (24) (continuous red line) 
for a subsystem consisting of three equispaced blocks of equal length N/12 when the whole system’s state 
(2) is made up of a sequence of consecutive excited modes of length N/12 (r = 3, s = 1, γx = 1/4, γp = 1/12). 
The values of the Rényi parameter α considered are (from top to bottom) 1/2, 3/5, 3/4, 1, 3/2, 2 and 3. (b) 
Difference ε between the exact entropy S3 and its approximation (24) in the previous configuration as a 
function of the number of fermions N. The continuous red line is the graph of the function f(N)N−2/3, with 
f(N) = −5.54238cos(ν0N) − 0.742586cos(3ν0N) − 0.39794cos(5ν0N) and ν0 = 2πγxγp/r = π/72.
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Again, our numerical calculations for several block configurations and a wide range of values of the Rényi 
parameter α fully corroborate the validity of Eqs (24), (25) (see, e.g., Fig. 2). More precisely, our numerical anal-
ysis suggests that for sufficiently large N the error term in the latter equations behaves as f(N)O(N−min(2,2/α)), where 
f(N) is a periodic function of N. In particular, the error term may not be monotonic in N even for α ≤ 1, in con-
trast with what happens in the r = s = 1 case. The above results are in agreement with those reported in ref. 16 for 
the (infinite) XY chain and its corresponding free fermion model with α > 1, r = 2 and s = 1.
Multi-block entanglement entropy: conjecture for the general case. We shall address in this sec-
tion the general problem, in which both sets A and K consist of several blocks of consecutive sites or modes, 
respectively. To the best of our knowledge, an asymptotic formula for the entanglement entropy in this case has 
not previously appeared in the literature. As explained above, the main difficulty is now that neither the correla-
tion matrix CA nor its dual CA are Toeplitz, so that the standard procedure based on the use of the Fisher–Hartwig 
conjecture to obtain an asymptotic formula for the characteristic polynomial of the correlation matrix CA (or of 
its dual CA) is not applicable. Our approach for deriving a plausible conjecture for the asymptotic behavior of Sα in 
the general case considered in this subsection relies instead on the general duality principle discussed in the pre-
vious section (cf. Theorem 1 and Eq. (16)). In addition, we shall make the natural assumption that when the dis-
tance between any two consecutive blocks Ai, Ai+1 is much larger than the maximum block length (i.e., when 
− −≤ ≤ + ≤ ≤u v v umin ( ) max ( )i r i i i r i i1 1 1 , where ur+1 ≡ u1 + 2π) the entanglement entropy is asymptotic to the 
sum of the single block entropies Sα(Ai; K). The motivation behind this assumption is that when the blocks are far 
apart their mutual influence should be negligible, and the Rényi entropy is of course additive over independent 
events.
The simplest asymptotic formula satisfying the above assumption is the trivial one ∑α α=~S A K S A K( ; ) ( ; )ir i1 . 
However, the latter formula cannot be correct, since it violates the duality principle. The obvious way of fixing this 
shortcoming would be to add the dual term ∑ α= S A K( ; )js j1  to the RHS, but the resulting formula violates the 
above assumption. On the other hand, since by Eq. (20) ∑ ∑ ∑ −α α α= = =~S A K S A K sI u v( ; ) ( ; ) ( , )js j ir js i j1 1 1 , and 
α ~I u v( , ) 0 when the blocks in coordinate space are far apart, the heuristic formula
∑ ∑ ∑∑+ −α α α α
= = = =
~S A K S A K S A K S A K( ; ) ( ; ) ( ; ) ( ; )
(26)i
r
i
j
s
j
i
r
j
s
i j
1 1 1 1
satisfies the above fundamental assumption. This relation is also clearly consistent with the duality principle (16), 
since the RHS of Eq. (26) is invariant under the exchange of the sets A and K on account of Theorem 1. We are 
thus led to conjecture that when N → ∞ the Rényi entropy of a configuration with r blocks Ai in coordinate and s 
blocks Kj in momentum space satisfies the previous relation. Using Eqs (20), its dual and Eq. (23) we immediately 
arrive at the closed asymptotic formula
∑
∑
pi
∼ + + −
+ − .
α α α α α
α α
=
−
=
−
( ( ) ) ( ( ) )
( ( ) )
S A K rs b N c s b I
r b I
u v
p q
( ; ) log 2 log sin ( , )
log sin ( , )
(27)
i
r
v u
i
s q p
1
2
1
2
i i
i i
The latter equation is manifestly consistent with the duality principle stated in Theorem 1, as expected from 
the previous remark. It is also apparent that Eq. (27) reduces to Eq. (24) or (25) respectively for s = 1 or r = 1, as 
the asymptotic mutual information Iα vanishes for a single block. Moreover, it is straightforward to explicitly 
check that when the blocks in coordinate space are far apart the RHS reduces to the sum of the asymptotic 
approximations (25) to the single-block entropies Sα(Ai; K), since α ~I u v( , ) 0 in this limit. (By duality, a similar 
remark applies to the case in which the blocks [Pj, Qj) in momentum space are far apart from each other.) Finally, 
it is immediate to check that Eq. (27) satisfies the invariance under complements identity. We have verified 
through extensive numerical calculations with a wide range of configurations in coordinate and momentum space 
that when N 1 Eq. (27) is correct. In fact, for symmetric configurations (consisting of equally spaced blocks of 
the same length, both in coordinate and momentum space) the error term in the latter equation behaves as 
f(N)N−min(2,2/α), where f is again a periodic function. More precisely (for rational γx and γp), f(N) is well approxi-
mated by a trigonometric polynomial ν∑ = a k Ncos( )k
k
k0
max  with small kmax (independent of N), where the main fre-
quency ν is the product of ν0 ≡ 2πγxγp/rs with a simple fraction that can be computed from the configuration 
parameters r, s, γx, γp. The behavior of the error is very similar in non-symmetric configurations, except that in 
some cases it appears to decay faster than N−2 for 0 < α < 1. As an example, in Fig. 3 we present our results for 
three different configurations with (r, s) = (3, 2), (7, 4), (10, 5). More precisely, the first and last of these configu-
rations are symmetric, while the middle one is (slightly) asymmetric, as detailed in Fig. 4. As can be seen from 
Fig. 3(d–f), the error in Eq. (27) behaves in these three cases as described above, where the coefficients ak of the 
trigonometric polynomial f(N) and its fundamental frequency ν are listed in Table 1.
It should be noted that the asymptotic formula (27), which we have numerically checked for a finite chain, 
easily yields as a limiting case an analogous formula for an infinite chain. Indeed, if in Eq. (27) we let γx tend to 0 
we have pi− −v u V U Nsin(( )/2) ( )/i i i i , and similarly for the other arguments of the sine functions appearing 
in the asymptotic mutual information term Iα(u, v). In this way we easily arrive at the analogue of Eq. (27) for an 
infinite chain, namely
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∏ ∏
∑
∼





− ⋅
− −
− −





+



−



+ + .
α α
α α α α
∞
= ≤ < ≤
=
−( )
S sb V U
V U U V
U U V V
r b I rs b cp q
log ( )
( )( )
( )( )
log sin ( , ) ( log 2 )
(28)
i
r
i i
i j r
j i j i
j i j i
i
s q p
( )
1 1
1
2
i i
To the best of our knowledge, this general asymptotic formula has not previously appeared in the literature. 
Note also that for s = 1 (i.e., when there is a single block of excited momenta) Eq. (28) implies the asymptotic 
expression for the mutual information of r blocks in coordinate space conjectured in ref. 25.
From the asymptotic approximation (27) (or its equivalent version Eq. (26)) one can also deduce a remarkable 
expression for the (asymptotic) mutual information of r blocks Ai ≡ [Ui, Vi) ( ≤ ≤i r1 ) in position space when 
the chain is in an energy eigenstate |K〉 made up of s blocks Kj ≡[Pj, Qj) (1 ≤ j ≤ s) of excited momentum modes, 
defined as  ∪… ≡ ∑ −α α α= =A A K S A K S A K( , , ; ) ( ; ) ( ; )r ir i ir i1 1 1 . Indeed, using Eqs (20) and (26) we immedi-
ately obtain the asymptotic formula
Figure 3. (a–c) Exact Rényi entropy Sα (blue dots) and its asymptotic approximation (27) (continuous red line) 
for α = 1/2, 3/5, 3/4, 1, 3/2, 2, 3 (top to bottom) in (a) a symmetric configuration with r = 3, s = 2, γx = 1/2, 
γp = 1/3, (b) an asymmetric configuration with r = 7, s = 4, γx = 1/2, γp = 1/4 (cf. Fig. 4), and (c) a symmetric 
configuration with r = 10, s = 5, γx = 1/2, γp = 1/4. (d–f) Difference ε between the exact entropy Sα and its 
approximation (27) for the above configurations and (d) α = 1/2, (e) α = 1 (von Neumann entropy), and (f) 
α = 2. The red lines represent the corresponding curves f(N)N−min(2,2/α), with ν= ∑ =f N a k N( ) cos( )k
k
k0
max  given in 
Table 1.
Figure 4. Asymmetric block configuration discussed in Fig. 3(b) in (a) coordinate space, (b) momentum space 
(the thick green lines represent the blocks, and the red dots are the two identified endpoints of the chain).
Case kmax …a a, ,( )k0 max ν0 ν
(d) 2 (−438.485, 105.29, 66.716) π/18 ν0
(e) 14 (−21790.1, 76.0009, 1602.85, 154.097, 5143.99, 397.121, 416.007, 1950.55, 4556.52, 156.444, 756.382, 168.572, 2164.74, 232.817, 2661.63) π/112 2ν0/7
(f) 9 (0, −852.969, 0, −202.359, 0, −99.4396, 0, −57.2755, 0, −55.2294) π/200 ν0
Table 1. Coefficients ak and fundamental frequency ν of the trigonometric polynomial = ∑ =f N( ) k
k
0
max
νa k Ncos( )k  in the error of Eq. (27) for cases (d)-(f) in Fig. 3.
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∪∑ ∑ ∑… ∼



 −



 ∼ = .α α α α α
= =
=
=
A A K S A K S A K I sIu v u v( , , ; ) ( ; ) ( ; ) ( , ) ( , )
(29)
r
j
s
i
r
i j i
r
i j
j
s
1
1 1
1
1

Thus (in the large N limit) the multi-block mutual information α  is simply s times the mutual information 
when the chain’s state |K〉 consists of a single block of consecutive momenta. In particular, we see that α  depends 
only on the topology of the state |K〉 (i.e., the number of blocks of excited momenta), not on its geometry (i.e., the 
particular arrangement and the lengths of these blocks). One could also define the mutual information of s blocks 
of excited momenta Kj ≡ [Pj, Qj) ( ≤ ≤j s1 ) for a fixed configuration ∪≡ =A Air i1  in position space. It easily 
follows from Eq. (29) and the duality principle that this mutual information is asymptotic to rIα(p, q). Of course, 
an analogous formula should hold for the infinite chain replacing the function Iα by its N → ∞ limit 
=α α
∞ ∞I b fU V U V( , ) log ( , )( ) ( ) . In particular, for s = 1 the latter expression implies that the model-dependent 
overall factor appearing in the general formula for the mutual information of a 1 + 1 dimensional CFT (see, e.g., 
refs 11, 13, 18) is equal to 1 for the models under consideration.
An alternative measure of the information shared by the blocks Ai ( ≤ ≤i r1 ) discussed in ref. 18 is the quan-
tity ∪… ≡ ∑ − ∑
∼
α α=
+
≤ <…< ≤ =A A S A( , , ) ( 1) ( )r lr
l
i i r k
l
i1 1
1
1 1l k1
  (we omit the dependence on the chain’s state 
|K〉 for conciseness’s sake). In particular, for r = 3 we obtain the tripartite information introduced in ref. 12, 
whose vanishing characterizes the extensivity of the mutual information α. It can be readily checked that the 
asymptotic relation (27) implies that …∼α A A( , , )r1  vanishes asymptotically for the models under consideration. 
This follows immediately from Eq. (29) —which is itself a consequence of (27)— and the identities 
∑ ∑ = ∑α α≤ <…< ≤ =
−
− =( )S A S A( ) ( )i i r kl i rl ir i1 1 11 1l k1 , ∑ … … =α α≤ <…< ≤ −−( )I u u v v I u v(( , , ), ( , , )) ( , )i i r i i i i rl1 22l l l1 1 1 . In 
particular, this shows that the conjecture (27) implies the asymptotic extensivity of the mutual information α for 
the models under consideration. (For the infinite chain with s = 1, this had already been noted in ref. 25.)
Another noteworthy consequence of the asymptotic formula (27) is the fact that for large N the entanglement 
entropy can be approximately written as (omitting, for simplicity, its arguments)
∑
∑
pi
∼ + + ≡ +
+ + .
α α α α
=
−
=
−
( ( ) ) ( ( ) )
( ( ) )
S rs b N c b g g s f u v
r f p q
log 2 , with log sin log ( , )
log sin log ( , )
(30)
i
r
v u
i
s q p
1
2
1
2
i i
i i
The term in parenthesis in the latter formula, which contains the leading contribution rsbαlogN to Sα as 
N → ∞, depends only on the topology of the configuration considered. In particular, from the coefficient of the 
logN term we deduce that the models under consideration are critical, behaving as a 1 + 1 dimensional CFT with 
central charge rs. Note also that the fact that the leading asymptotic behavior of the Rényi entanglement entropy 
Sα depends only on the topology of the configuration in both position and momentum space is a generalization 
of the widespread hypothesis (for the case r = 1) that the entanglement properties of critical fermion models are 
determined by the topology of their Fermi “surface” (see, e.g., ref. 34).
On the other hand, the numerical constant g in the previous equation is independent of N and α, and is solely 
determined by the geometry of the configuration in both position and momentum space. For instance, for the two 
symmetric configurations discussed in Fig. 3(a,c) this constant is respectively equal to −3log12 and −25log1250.
The asymptotic formula (30) makes it possible to tackle several relevant problems that would otherwise be 
intractable in practice. For instance, it is natural to conjecture that fixing r, s, γx and γp the block configuration 
which maximizes the entropy is the symmetric one (i.e., r equally spaced blocks of equal length in position space, 
and similarly in momentum space). Our numeric calculations for several configurations suggest that this is 
indeed the case (see, e.g., Fig. 5(a) for the case α = 2). As we see from Eq. (30), this problem reduces to a standard 
(constrained) maximization problem for the geometric factor g, which in turns splits into two separate problems 
Figure 5. (a) Rényi entropy S2 vs. its asymptotic approximation (24) (red line) in symmetric (blue points) and 
some non-symmetric (blue triangles) configurations with γx = 1/3, γp = 1/2 and (bottom to top) 4 + 2, 5 + 2 
and 4 + 3 blocks. (b) 3D plot of the function h(θ, δ) in Eq. (31) for γx = 1/2 (the red point corresponds to the 
symmetric configuration (θ, δ) = (π/2, π/2)).
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for the function ≡ ∑ +=
−( )g fu v u v( , ) log sin log ( , )ir v u1 1 2i i  and its momentum space counterpart. For instance, when r = 2 we can express g1(u, v) in terms of the length L1 ≡ V1 − U1 of the first block and the interblock distance 
d ≡ U2 − V1 as
σ θ σ piγ θ σ piγ δ σ δ σ θ δ σ piγ θ δ θ δ= + − + + + − + − − + ≡g hu v( , ) ( ) (2 ) (2 ) ( ) ( ) (2 ) ( , ), (31)x x x1
where σ(x) ≡ log sin(x/2), θ = 2πL1/N ∈ (0, 2πγx), δ = 2πd/N ∈ (0, 2π(1 − γx)). Moreover, from the symmetry of h 
under θ piγ θ− 2 x  and δ pi γ δ− − 2 (1 )x , it suffices to find the maximum of this function in the rectangle 
(0, πγx) × (0, π(1 − γx)). An elementary calculation shows that h has a local maximum at θ = πγx, δ = π(1 − γx), 
i.e., at the symmetric configuration, and that ∇h has no other zeros on (0, πγx] × (0, π(1 − γx)]. This proves the 
conjecture in the case r = 2 (cf. Fig. 5(b)). For instance, for r = s = 2 the maximum value of the entropy is easily 
found from the latter argument and Eq. (30) to be 4[bαlog(Nsin(πγx)sin(πγp)/2π) + cα].
Discussion
In this work we have rigorously formulated a general duality principle which posits the invariance of the Rényi 
entanglement entropy S(A; K) of a chain of free fermions under exchange of the sets of excited momentum modes 
K and chain sites A of the subsystem under study, where both A and K are the union of an arbitrary (finite) num-
ber of blocks of consecutive sites or modes. By means of this principle, we have derived an asymptotic formula 
for the Rényi entanglement entropy when the set K consists of a single block. From this formula and a natural 
assumption concerning the additivity of the entropy when the blocks are far apart from each other in either 
position or momentum space we have conjectured an asymptotic approximation for the entanglement entropy 
in the general case when both sets A and K consist of an arbitrary number of blocks. We have presented ample 
numerical evidence of the validity of this formula for different multi-block configurations, and have analyzed its 
error comparing it with its counterpart for the XX model discussed by Calabrese and Essler33. Our conjecture also 
yields an asymptotic formula for the mutual information of a certain number of blocks in position (or momen-
tum) space valid for arbitrary multi-block configurations, which for s = 1 and in the case of an infinite chain is 
consistent with the general one for 1 + 1 dimensional CFTs.
The previous results open up several natural research avenues. In the first place, it would be desirable to find a 
rigorous proof of the fundamental asymptotic relation (26), which leads to the explicit asymptotic formula (27). In 
particular, it would be of interest to determine the range of models for which this relation holds. Another related 
problem is to study analytically the precise behavior of the error term in the latter equation. Indeed, our numer-
ical results suggest that this error exhibits a qualitatively similar but considerably more complex behavior than 
its analogue for an infinite chain with a single block in both position and momentum spaces studied in ref. 33. 
Finally, an interesting question arising from the discussion after Eq. (30) is the analysis of the configurations 
minimizing the entropy with appropriate constraints, which could be naturally regarded as akin to “semiclassical” 
states.
Note added in proof. After this article was submitted for review, the authors became aware of the paper by 
C.H. Lee, P. Ye and X.-L. Qi (J. Stat. Mech.-Theory E. (2014) P10023), in which an alternative proof of Theorem 1 
based on previous results of Z. Huang and D.P. Arovas (Phys. Rev. B 86 (2012) 245109) is presented.
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