This paper is the first in a series aimed at understanding the long-term evolution of neutron star magnetic fields. We model the stellar matter as an electrically neutral and lightly ionized plasma composed of three moving particle species: neutrons, protons, and electrons, which can be converted into each other by weak interactions (beta decays), suffer binary collisions, and be affected by each other's macroscopic electromagnetic fields. Since the evolution of the magnetic field occurs over thousands of years or more, compared to dynamical time scales (sound and Alfvén) of milliseconds to seconds, we use a slow-motion approximation in which we neglect the inertial terms in the equations of motion for the particles. This approximation leads to three nonlinear partial differential equations describing the evolution of the magnetic field, as well as the movement of two fluids: the charged particles (protons and electrons) and the neutrons. These equations are first rather than second order in time (involving the velocities of the three species but not their accelerations). In this paper we restrict ourselves to a one-dimensional geometry in which the magnetic field points in one Cartesian direction but varies only along an orthogonal direction. We study the evolution of the system in three different ways: (i) estimating time scales directly from the equations, guided by physical intuition; (ii) a normal-mode analysis in the limit of a nearly uniform system; and (iii) a finite-difference numerical integration of the equations of motion. We find good agreement between our analytical normal-mode solutions and the numerical simulations. We show that the magnetic field and the particles evolve through successive quasi-equilibrium states, on time scales that can be understood by physical arguments. Depending on parameter values, the magnetic field can evolve by ohmic diffusion or by ambipolar diffusion, the latter being limited either by interparticle collisions or by relaxation to chemical equilibrium through beta decays. The numerical simulations are further validated by verifying that they satisfy the known conservation laws also in highly non-linear situations.
Introduction
Observations of the surface magnetic fields of neutron stars have shown a correlation between the age of the star and the magnetic field strength. For instance, young radio pulsars and high-mass X-ray binaries have surface magnetic fields of the order of 10 12 G, while millisecond pulsars and low-mass X-ray binaries, which are older objects, have magnetic fields of the order of 10 8 G. These observations suggest that the magnetic field is decaying, although this might be a by-product of accretion [1] [2] [3] [4] . On the other hand, it is thought that the spontaneous decay of the ultrastrong 10 14−15 G magnetic field in magnetars is the main source of their Xray luminosity since these objects appear to radiate substantially more power than that available from their rotational energy loss [5] [6] [7] . Since these objects appear to be isolated, the field decay must be attributed to processes intrinsic to the neutron stars.
Ref. [8] , hereafter GR-92 identified three long-term mechanisms that can promote the spontaneous decay of the magnetic field in the interior of neutron stars:
1. Ambipolar diffusion, i.e., the drift of the magnetic field and the charged particles relative to the neutrons. Ref. [6] , hereafter TD-96 using magnetar parameters, estimated the time scale for the magnetic field decay through ambipolar diffusion, finding it to be consistent with the time scale of 10 3−5 years observed in these objects.
2.
Hall drift, a non-dissipative advection of the magnetic field by the electrical current associated with it [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
3. Ohmic diffusion, a dissipative process caused by the electrical resistivity.
All these processes occur over thousands of years or more, compared to dynamical time scales (sound and Alfvén) of miliseconds to seconds. The work of GR-92 was analytical, and therefore useful to identify general processes and relevant time scales, but it did not address the action of the identified processes in their full nonlinear development and their interactions with each other. The full evolution of the magnetic field can only be addressed by numerical simulations.
Regarding the geometrical configuration of the magnetic field along its evolution, recent three-dimensional magnetohydrodynamics (MHD) simulations showed that, in a stably stratified, non-rotating star, almost any random initial magnetic field configuration evolves on a short, Alfvén-like time scale to a simple, roughly axisymmetric, large-scale configuration containing a toroidal and a poloidal component of comparable strength, both of which are required in order to stabilize each other ( [19] , hereafter BS-04, see also [20] [21] ). The evolution of this magnetic field configuration has not yet been studied over longer time scales, on which the processes studied by GR-92 become relevant. The simulations of BS-04, being focused on the evolution of the magnetic field over short dynamical time scales, were carried out within the framework of the MHD theory, which considers the stellar matter as a single fluid. The long-term processes studied by GR-92 involve relative motions of different particle species. Thus, the description of these processes requires a multi-fluid theory.
We extend the model of GR-92 by allowing neutron and charged-particle movements, rather than considering the neutrons as a fixed background in diffusive equilibrium (Sect. 2). In this paper we restrict ourselves to a plane-parallel system where the magnetic field points in one Cartesian direction but varies only along an orthogonal direction. Although this one-dimensional model is not realistic, it allows us to study the basic evolutionary processes in an analytical and numerical fashion with no serious complications before considering a realistic stellar geometry in more dimensions. GR-92 considered all the species in the star as noninteracting fermions; in contrast, we use equations of state including interactions among protons and neutrons. Since in neutron stars the magnetic pressure is much less than the degeneracy pressure of the particles, we treat the particle densities as small perturbations around a non-magnetized background in diffusive equilibrium. Thus, we obtain a system of equations which is non-linear with respect to the magnetic field but linear with respect to the particles densities (Sect. 3).
We show that the magnetic field and the particle species evolve through successive quasi-equilibrium states. We describe the basic physical processes along this evolution and estimate analytically the characteristic time scales needed to reach the quasi-equilibria. We find that these time scales depend on the value of physical parameters in the system such as the magnetic field intensity, the collision rate between the charged particles and the neutrons, the weak interaction rate, and the ohmic resistivity (Sect. 4.1). In order to obtain an analytic solution of the system of partial differential equations we linearize the equations with respect to the magnetic field and find normal-mode solutions. We make numerical simulations in the linear regime and compare with the normal-mode results (Sects. 4.2 and 4.3). In Sect. 5 we make numerical simulations in the non-linear regime and verify the conservation laws of our model (Sect. 4). Finally, in the Appendix we show the first-order, finite-difference scheme we use to solve numerically the system of non-linear coupled partial differential equations.
General Physical Model
We model the stellar interior as an electrically neutral and slightly ionized plasma composed of three moving particle species: neutrons (n), protons (p), and electrons (e). This is an extension of the model of GR-92, since these authors considered the neutrons to form a motionless background in diffusive equilibrium. Futhermore, we account for strong interactions between neutrons and protons by writing each of their chemical potentials as a function of both their number densities: µ n,p ( r, t) = µ n,p [n n ( r, t), n p ( r, t)]. We consider the electrons as an ideal, relativistic Fermi gas, thus we write their chemical potential as a function only of their own density, µ e ( r, t) = µ e (n e ( r, t)) = (m e c 2 ) 2 + 2 c 2 [3π 2 n e ( r, t)] 2/3 , with m e the electron rest mass. The plasma species are described as three fluids coupled by collisions and electromagnetic forces, satisfying the equations of motion [8, 16] :
Here, the index i runs over e, p, n, v i is the mean velocity,
2 is the effective mass of each species (which includes corrections due to interactions and relativistic effects; [22] ), n i ∇µ i is the degeneracy pressure gradient of the species i, ψ is the gravitational potential, E and B are the electric and magnetic fields, and the last term represents the drag forces due to elastic binary collisions, which damp the relative motions of the different species. The collisional coupling strengths are parametrized by the symmetric matrix γ i j , whose elements are proportional to the collisional frequencies of particles of species i against species j, and generally depend on the local density and temperature. We ignore the effects of superfluidity or superconductivity, as well additional particles that might be present in neutron stars.
In the early stages of the neutron star's formation, Alfvén waves propagate across the star, allowing it to reach a magnetohydrostatic equilibrium (BS-04). We are interested in simulating the evolution over much longer time scales, on which the processes of GR-92 occur. Therefore, we use a slow-motion approximation in which we neglect the acceleration terms on the left-hand side (LHS) of eq. (1). If we add the eq. (1) for electrons and protons, assuming charge neutrality, n e = n p ≡ n c , we obtain the diffusion equation for the combined fluid of charged particles,
where J = n c e( v p − v e ) = (c/4π)( ∇× B) is the electrical current density, µ c ≡ µ e +µ p , and γ cn ≡ γ en + γ pn . We have defined the ambipolar diffusion velocity by:
If the charged particles are not in diffusive equilibrium, the forces on the RHS of eq. (2) drive them to move relative to the neutrons at the ambipolar diffusion velocity v A . In order to find the equation that governs the evolution of the magnetic field, we combine eq. (1) for the electrons and protons without the inertial terms, together with the induction equation
where we have defined the Hall drift velocity, which is proportional to the electrical current density, by:
The first term on the right-hand side of eq. (4) shows that the magnetic field is transported by the sum of the neutron velocity v n , the ambipolar diffusion velocity v A , and the Hall drift velocity v H . The second term represents the ohmic diffusion, where the electrical conductivity is
Finally, the last two terms on the right-hand side of eq. (4) represent battery terms.
In the slow-motion approximation, we are neglecting the LHS of eq. (1), which contains the short dynamical time scales. Implicit in this is the assumption that all the forces acting on a given particle species balance each other at all times. To some extent, this will happen in the sense that the relative velocities (for example v A ) will take such values that the drag forces balance all the other forces, and these drag forces will decay as the other forces come into balance. However, if eq. (1) is summed over all the three particle species the drag forces drop out and no mechanism is left for the system to reach magnetohydrostatic equilibrium. In order to have such a mechanism, we introduce an artificial friction-like force of the form −n n α v n in the neutron equation of motion, so it becomes,
As a result, if the system is not in magnetohydrostatic equilibrium, this induces a motion of the neutrons given by
which makes the system approach equilibrium on a time scale controlled by the parameter α. The latter is chosen in such a way that this time scale is much larger than the real dynamical times (sound and Alfvén), so the numerical code can handle it, but much shorter than the long time scales of interest in this paper. In order to complete the set of equations required to describe the evolution of the system, we need equations for the evolution of the particle densities. Weak interactions between the particles tend to reduce chemical potential imbalances between the charged particles and neutrons. We define the differences between the rates, per unit volume, of the reactions p + e → n + ν e and n → p + e + ν e as ∆Γ ≡ Γ(p + e → n + ν e ) − Γ(n → p + e + ν e ) = λ∆µ, where ∆µ = µ c − µ n is the chemical imbalance, and the parameter λ generally depends on densities and temperature (GR-92). The chemical equilibrium between the charged particles and neutrons is reached when ∆µ = 0. The continuity equations for the particle densities are then given by
In eq. (9), the + sign corresponds to the neutrons and the − sign to the electrons and protons. Defining the baryon number density as n B ≡ n n + n c and adding eq. (9) for charged particles and neutrons, we obtain the conservation law for n B ,
The set of differential eqs. (4), (9) , and (10) are first, rather than second order in time, i.e., they involve the velocities of the three fluid species, but not their accelerations.
3 One-Dimensional Model
Basic Equations
We consider a one-dimensional geometry in which the magnetic field in the system points in one Cartesian direction z but varies only along an orthogonal direction x as B( r, t) = B z (x, t)ẑ. We also assume that all the other physical variables vary only along x, thus, the gradient operator is ∇ =x(∂/∂x). From Ampere's law, (4), (5), (9), (10) , and defining r ≡ c 2 /(4πσ), we obtain the following non-linear set of equations for the evolution of the magnetic field and of the particle densities:
where
and
Note that in this one-dimensional geometry ∇ × v H × B = 0, and, because we are considering only variations along x, the gradients that appear in the battery terms of eq. (4) are parallel. Thus, there is no contribution of the Hall drift and the battery terms to the evolution of the magnetic field in this approximation.
Conserved quantities and boundary conditions
Note that eqs. (11) and (12) can be written as flux-conserving equations in the form
where A can represent either B z or n B , and S A is defined in each case by
On the other hand if we define
A(x, t)dx we obtain the conservation law
Note that C Bz ≡ Φ B (t) is the magnetic flux, while C n B ≡ N B (t) is the baryon number. We see from eq. (19) that C A is a conserved quantity if S A | x=0 −S A | x=xmax = 0, which depends on the boundary conditions imposed on the variables contained in S A . In order to conserve both the magnetic flux and the baryon number along the evolution, we impose the boundary conditions
Of course this restriction does not provide a realistic description of a neutron star, in which magnetic flux can be lost through the boundaries, however, it allows us to control the precision of the calculation in this one-dimensional case. Athough this geometry is not too realistic, it allows us to study the time scales involved in an analytical and numerical fashion. In the near future, when we study this system in more dimensions, we will use more appropiate boundary conditions for the magnetic field.
Linearization of the equations with respect to the densities
Since in neutron star conditions the ratio between the magnetic pressure B 2 z /8π and the degeneracy pressure of the charged particles is very small, we take the magnetic field as a perturbation on a non-magnetized background in full hydrostatic, chemical, and diffusive equilibrium. If we label the physical variables characterizing the background by the sub-index 0, the hydrostatic, diffusive and chemical equilibria are given by
where we used that in the background v 0nx = v 0cx = 0. The magnetic field cannot force significant displacements of the particles, thus, we write
, and k ic = (∂µ i /∂n c ) n 0B , with k eB = 0 and the remaining coefficients to be calculated from the equation of state. We also use the Cowling approximation, neglecting the perturbations of the gravitational potential with respect to the background value, i.e., ψ = ψ 0 . Ignoring terms of second order in δn i and using that v cx = v nx + v Ax , δn B = δn n + δn c and the
, we obtain the following set of equations, which is non-linear with respect to the magnetic field B z (x, t) but linear with respect to the density perturbations δn B (x, t) and δn c (x, t), namely,
Dimensionless equations
Now we proceed to write the set of equations (26), (27), (28), (29), and (30) in terms of dimensionless variables. We start by defining dimensionless variables as a = a/a s , with the sub-index s standing for a characteristic value of the corresponding dimensional variable. In the following, we explain the meaning of each one of these characteristic values. We normalize the space variable x with respect to the length of the system, i.e., the length of our computational domain d, thus x s = d. Note, however, that there is another characteristic length L, which is the length over which the functions vary spatially, thus, we use this scale when we are dealing with order-of-magnitude estimates of spatial derivatives. The time variable t is normalized with respect to t s ≡ αd 2 /(n 0n k nB ). The meaning of this quantity will be clear in the next section, and it will be related to the shortest relevant time scale in the system. We also take B s = B 29), and use that near the magnetohydrostatic equilibrium δn B /n 0B ∼ δn c /n 0c , n 0n /n 0B ∼ 1, and n 0n k nB ≫ n 0c k nc , then we can estimate a characteristic neutron density perturbation as
, and n cs = n cs /n s , we obtain the following dimensionless set of equations,
In the above set of equations, the parameter Υ ≡ B 2 s /(8πn 0cs n 0ns k nBs ) controls the coupling strength between the magnetic field and the particle species, ω ≡ αr s /(n s k s ) controls the importance of the ohmic diffusion, θ ≡ αλ s x 2 s /n cs controls the weak interactions rate, and finally ǫ ≡ α/(n s γ s ) controls the importance of the ambipolar diffusion process. In diffusive equilibrium, eq. (29) with v nx ≈ 0, and eq. (30) with v Ax ≈ 0, imply
where we also used that the fraction |n 0n k nB |/|n 0c (k cc + k pB )| ∼ 1. For instance, in the non-interacting particle limit of GR-92; in which the chemical potential of each particle species i is a function only of its number density by using the equation of state
, and this fraction is ≈ 2. On the other hand, for the background numerical values that we will use in this paper, which will be extracted from an equation of state of interacting neutrons and protons (see Sect. 4.2.2), this fraction is ≈ 0.7. In addition, the linearization respect to the variable δn c requires |δn c | ≪ n 0c , i.e., Υ ≪ 1.
Results

Characteristic evolutionary time scales
We are dealing with a dynamical system of three independent variables controled by three differential equations that are first order in time. Thus, in the linear limit, the system will have three exponentially decaying "modes" with different time scales. Athough this is not strictly true in the general non-linear case, one can always identify three characteristic time scales on which the system approaches successive quasi-equilibrium states. Real neutron stars approach a magnetohydrostatic quasi-equilibrium on a time scale not much longer than the Alfvén time which is of the order of seconds. Here, as described in Sec. 2 this early evolution is mimicked by the ficticious friction term proportional to α, which is chosen so that this time scale is long enough for the numerical code to be able to handle it, but shorter than the time scales of the processes that are modeled, such as ambipolar diffusion and weak interactions. In what follows, we first make analytic estimates of all these time scales so that later we can make sense of our numerical results.
Time scale to achieve magnetohydrostatic quasi-equilibrium
We are assuming that our non-magnetized background star is in hydrostatic equilibrium (see eqs.
[23] and [24]), in other words, the net force over a fluid element containing all species is zero. When a magnetic field is present in the system, the magnetic force pushes on the charged particles (electrons and protons), inducing density perturbations that create an imbalance between the different forces acting on a fluid element (see eq.
[29]). The particles must move until the magnetohydrodystatic equilibrium is reached. The neutron velocity necessary to achieve this balance is expressed in eq. (29). During the first stages of the evolution, the collisional coupling between the charged particles and neutrons makes them move with about the same velocity, v cx ≈ v nx . Neglecting weak interactions, from eqs. (32) and (33) we obtain the consistency condition
The induced charged-particle and neutron pressure gradients tend to choke the magnetic force. The magnetohydrostatic quasi-equilibrium state is reached when there is a close balance between these opposing forces (see RHS of eq.
[29]), that is,
where we neglected the second term in the RHS of eq. (29) since n 0c ≪ n 0n and used the eq. (37). The velocity induced by the initially unbalanced magnetic pressure gradient is
On the other hand, from eq. (27), we obtain the time required to create (or destroy) a perturbation δn B as
Using eqs. (38), (39), (40) and n 0B ∼ n 0n we estimate the time scale to reach the magnetohydrostatic equilibrum as
In eq. (41) we have used that |(n 0c k nc )/(n 0n k nB )| ≪ 1. In fact in the non-interacting particles limit of GR-92 we have k nc → −k nB , thus, this fraction is of the order of |n 0c /n 0n | ≪ 1. For the numerical background values that we will use in this paper (see Sect. 4.2.2) this fraction is ≈ 0.12. Note that the scale t δn B is the shortest relevant time scale in the system, and is controled by the artificial α parameter which was introduced in our slow-motion approximation (Sect. 2).
Time scale for charged particles to reach diffusive quasi-equilibrium through ambipolar diffusion neglecting weak interactions
Now we suppose that the magnetohydrostatic quasi-equilibrium discussed in the last section has been reached, implying that the neutrons have become esentially motionless. But, the charged particles still move relative to the neutrons due to ambipolar diffusion, and they reach diffusive quasi-equilibrium when there is a close balance between the magnetic force and the charged-particle pressure gradients (see RHS of eq. (30)). By an argument analogous to that in the previous section we obtain the time scale t δnc = t drag for charged particles to reach diffusive quasi-equilibrium as
We can write this time in units of our normalization time t s as
where we have used again that |n 0n k nB |/|n 0c (k cc + k pB )| ∼ 1. We require t drag ≫ t δn B , therefore ǫ ≪ 1. The ǫ parameter in eq. (42), which is inversely proportional to the collisional parameter γ cn , controls the time scale on which the charged particles reach the diffusive equilibrium.
Time scale to achieve chemical equilibrium through weak interactions, neglecting ambipolar diffusion
If there is a perturbation of the chemical equilibrium (k 0c δn c −k 0B δn B ; see RHS of eq. (28)), the characteristic time scale on which the chemical equilibrium is restored through weak interactions (charged particles decaying into neutrons and viceversa) can be estimated from the RHS of eq. (28). Neglecting the first term which takes into account the ambipolar diffusion, and comparing the terms with δn c , we obtain,
If we write this time in units of our normalization time we get,
where we have used again that |n 0n k nB | ∼ |n 0c (k cc + k pB )|. From eq. (45) we get t weak /t δn B ∼ (d/L) 2 (1/θ, therefore we require θ ≪ 1, so that t weak ≫ t δn B . The θ parameter in eq. (45) is directly proportional to the weak interaction rate parameter λ which controls the time scale on which the chemical equilibrium is achieved.
On the other hand, if both the weak interactions and the ambipolar diffusion processes contribute to the decay of the charged-particle density perturbations, we propose that it occurs with a time scale of
Ohmic diffusion time scale
The time scale on which the magnetic field decays by ohmic diffusion can be estimated from eq. (26), neglecting the first term on the RHS, as
On the other hand, using eq. (41), we get
The ω parameter is directly proportional to the parameter r 0 and controls the ohmic diffusion time scale. We require ω ≪ 1, so that t ohmic ≫ t δn B .
Time scale for the evolution of the magnetic field by ambipolar diffusion with weak interactions
The two terms on the RHS of eq. (31) set the basic two time scales on which the magnetic field decays. The first of these terms couples the magnetic field evolution to the particle dynamics while the second one gives the magnetic field evolution due to ohmic diffusion. For the rest of this section, we estimate the magnetic field evolution time scale ignoring the second term (formally we set ω = 0 or t ohmic → ∞). It is useful to distinguish between two opposite extreme regimes.
In the first regime, the ambipolar diffusion occurs much faster than the weak interactions processes, i.e., t δn B ≪ t drag ≪ t weak . First, the system has reached the magnetohydrostatic quasi-equilibrium in the short time scale t δn B . In the second stage, all particles reach the diffusive quasi-equilibrium in the time scale t drag and there is a close balance between the Lorentz force and the charged particle pressure gradient (see eq. (30)). Since the magnetic field forces density perturbations in the charged particles but not in the neutrons, it keeps the system away from chemical equilibrium. Weak interactions tend to restore the local chemical equilibrium in a characteristic time scale t weak . This tendency causes a slight reduction of the pressure gradient of the charged particles with respect to the Lorentz force, making the charged particles and the magnetic flux to move together at a small ambipolar velocity v Ax ≈ v cx . This movement maintains the charged particle pressure gradients, which tend to be erased through weak interactions that continue to operate. This interplay of weak interactions and ambipolar diffusion stops only once the pressure and magnetic field gradients disappear.
In order to estimate the time scale of this process, first note that the ambipolar velocity needed keep the charged-particle density perturbations stationary with respect to time (∂δn c /∂t = 0) can be estimated from eq. (28) and eq. (36) as
Hence we neglect ohmic diffusion, the magnetic field evolution is governed by the coupling to the charged particle movement at the ambipolar velocity given by eq. (49). From eq. (26), and using eq. (49), we can estimate the time scale on which the magnetic field evolves in this case as,
Using eqs. (36) and (50), we write this time scale in dimensionless form as
In the opposite regime, the weak interactions occur much faster than the ambipolar diffusion process, i.e. t δn B ≪ t weak ≪ t drag . As before, during the first stage of this regime, the system reaches the magnetohydrostatic quasi-equilibrium in the short time scale t δn B . At the end of this stage, the gradient of the magnetic pressure is balanced by the combined degeneracy pressure of all particles, with the neutrons providing the main contribution due to the much higher density. During the second stage, chemical equilibrium is established at every point in the system, coupling the neutron and charged-particle density perturbations. Since the charged particle pressure is much smaller than that of the neutrons, it will not by itself be able to balance the magnetic pressure gradient, which, according to eq. (30), causes an ambipolar drift with velocity
On the other hand, from eq. (26) we have t ambip ∼ L/v Ax , thus, we can estimate the magnetic field evolution time scale in this case as
If we use eq. (43), we get
For a general estimate, we can use the interpolation formula
which can be written in dimensionless form as
where we have used that the fraction |(n 0n k nB )/(n 0c (k 0c + k 0B ))| ∼ 1. For instance, in the non-interacting particles limit of GR-92 , this fraction ≈ 2. For the background parameter values that we will use in the next section, this fraction is ≈ 0.7, Note that Eq. (56) reduces to eq. (51) and eq. (54) in the corresponding limits. Eq. (56) also corresponds to the estimate of eq. (35) in GR-92 in the non-interacting particles limit. For a general case that includes ohmic diffusion we estimate the magnetic field evolution time scale as
The ordering between t δnc and t B depends on the relative size of ω and the other dimensionless parameters. Thus, in general we can place the relevant time scales in increasing order as
where t 1 ≪ t 2 < t 3 . It is easy to show that, for ω = 0, the ordering between the time scales is, t 1 = t δn B , t 2 = t δnc , and t 3 = t B .
Normal Modes
Eqs. (31), (32), and (33) are non-linear with respect to the magnetic field variable B z . In order to find a linear solution of this system of equations, we linearize the magnetic field as
where B c is a constant and |δB z (x, t)| ≪ B c . If we choose B c as the magnetic field normalization unit (i.e., B z = B z /B c ), we get
We can now define the solution vector of the system of equations (31), (32), (33) as
and by assuming that the properties of the background star are homogeneous, i.e., quantities with sub-index zero do not depend on position, we obtain the following linear set of equations:
where the coupling matrices are
In order to simplify the notation, we have defined
We try a normal-mode solution to this linear system as
where m = 1, 2, 3 labels each mode, and we have ordered the decay times in increasing order. Note that the function cos(lπx) satisfies the boundary conditions imposed in the previous section. The decay time for each mode is
and the amplitudes are
.
Thus, the eigenvalues are given by
Eqs. (85) and (86) give approximate analytical expressions for the decay times of the normal modes (see eq. (68)) as functions of the dimensionless parameters, τ m (ǫ, Υ, θ, ω). Eqs. (85) and (86) are useful because from them we can understand in an analytical way the relative importance of the different physical processes for the behavior of the decay times. Also note that the linear decay times τ m should be related to the characteristic time scales t m given by eqs. (58), (59), and (60).
Numerical solution of the eigenvalue problem
In this section, we solve the eigenvalue problem of eq. (70) numerically and compare the decay times with those obtained from the approximate eqs. (85), (86), and the previous order of magnitude estimate in (58), (59), and (60). In doing this, we achieve three main goals:
1. To corroborate the order-of-magnitude estimates of eqs. (58), (59), and (60) in the framework of the linear regime.
2. To validate the approximations used to find eqs. (85) and (86).
To verify the accuracy of the numerical method
In the rest of this paper, we will use background parameters extracted from the equation of state for neutron star matter A18+δv+UIX of Ref. [22] , which includes strong interactions between neutrons and protons. We take the parameters that correspond to n 0n = 9.8×10 37 cm −3 . Thus n = 4.0×10 −2 , β = −7.8×10 −2 , k = −3.0, ρ = 1.5. Note that the normalized characteristic length on which the magnetic field varies for these normal mode solutions is L = d/(lπ). Using eqs. (58), (59), (60), the three characteristic decay times are
The numerical proportionality factors in eqs. (87), (88) (88) and (89) give a reasonably good aproximation to the decay times obtained from the numerical solution of the linear approximation eq. (70). Eqs. (85) and (86) also give an excellent approximation to this numerical solution.
Evolution of a linear magnetic field perturbation
In this section we simulate the evolution of a linear magnetic field perturbation of the form given by eq. (62), as well the associated particle densities evolution. Through this task we achieve two main goals:
1. To verify the quasi-equilibriums states which occur along the evolution and we discussed in Sect. For our numerical simulation, we set as the initial condition, a magnetic field of the form given by eq. (62), with δB z (x, 0) = A cos(lπx), A = −0.010 and l = 2. We set the initial particle density perturbations as δn c (x, 0) = δn n (x, 0) = 0. In what follows, we neglect the ohmic diffusion, therefore we expect t 1 = t δn B , t 2 = t δnc , and t 3 = t δBz . We use the parameters: ω = 0, Υ = 0.20, θ = 0.10, ǫ = 0.010. Let us note we are in the regime where the ambipolar diffusion occurs faster than the weak interaction processes (t drag < t weak ). From the numerical solution of eq. (70), we obtain t 1 = 0.028, t 2 = 1.2, and t 3 = 39.0. In Fig. 4 , we show the system's evolution during the first time scale t 1 , which is the scale to achieve magnetohydrostatic quasi-equilibrium. We label the different instants of this evolution with progressive numbers as described in the figure. This magnetic perturbation perturbs the hydrostatic equilibrium of the homogeneous background star, thus particles must move in order to compensate this imbalance, and reach magnetohydrostatic quasi-equilibrium in a short time scale of the order of t 1 . In Fig. 4 (a) we see the magnetic perturbation evolution during this short scale, and we observe that it has not evolved significantly. This is expected since the magnetic pressure is very small compared with the background degeneracy pressure, thus it can induce only a small relative density perturbation of the particles (see Fig. 4 (b) ). We also see in Fig. 4 (b) that during this short-time scale δn c /n 0c ≈ δn n /n 0n , as expected from eq. (37), in order to reach the magneto-hydrostatic quasi-equilibrium. In Fig. 5 , we show the system's evolution during the second time scale t 2 , on which the diffusive quasi-equilibrium of the charged particles is reached. At the end of this time scale, δn n /n 0n ∼ 0, and δn c /n 0c has significantly grown in order to balance the magnetic pressure. Towards the end of this time scale, the separation between the lines is narrower, showing that the charged particles have reached their diffusive quasiequilibrium has been reached. In Fig. 6 , we show the system's evolution during the third time scale t 3 , on which the chemical equilibrium is restored and the mag-netic perturbation decays. At the end of this time scale, the density perturbations as well the magnetic field perturbation have decreased substantially.
On the other hand, note that a general linear magnetic field perturbation can be written as a superposition of the linear normal modes given by eq. (67) The total magnetic energy associated to this perturbation, given by
Note that, for t ≫ t 2 , δB z ≈ D 3 a δBz (η 3 ) cos(lπx) exp(−η 3 t). Thus, in this asymptotic limit,
In order to test the precision of our numerical code, in Fig. 7 we show the compare the evolution of the magnetic energy of this perturbation obtained from the simulation with the asymptotic limit of eq. (92). In Fig. 7 we have defined δE
2 /2 as the initial energy contained in the third mode, and we see that there is a good aggreement of our numerical result with the asymptotic limit of eq. (92).
Evolution of a non-linear magnetic field
In this section we simulate the evolution of a non-linear magnetic field, thus, we use the set of eqs. 2. To verify the conservation laws given by eq. (19) for the magnetic flux and the baryon number, which is a test of the good performance of our numerical code.
As the initial condition of our simulation, we set the particle densities, as δn c (x, 0) = δn n (x, 0) = 0, with an initial Gaussian magnetic field profile given by
We have normalized the magnetic field in eq. (93) to its maximum value. The parameter s in eq. (93) is related to its standard deviation p by s 2 = d 2 /2p 2 , and x 0 = x 0 /d is the center of the Gaussian function. The characteristic spatial variation of the Gaussian function can be estimated as the width w of the Gaussian function at its half-height, which is given by w ≈ 2.355p, thus we can approximate the characteristic length over which the magnetic force varies as w ≈ L ≈ 2.355d/ √ 2s. In our analysis, we again neglect the ohmic diffusion. In order to estimate the characteristic decay time of the magnetic field of eq. (93), as a first approximation we use the characteristic length over which the magnetic force in eq. (57) as the width of the initial gaussian, therefore,
For our numerical analysis, we will use s = 20.0, x 0 = 0.5, ω = 0, ǫ = 0.01, θ = 0.1, and Υ = 0.2. If we put these parameters in eq. (94), we obtain a characteristic decay time t B ≈ 53.5. We see in Fig. 8 (a) the evolution of the magnetic field given by eq. (93), and we see that at times near t B the maximum of the magnetic field has decayed to a 60% of the initial amplitude. On the other hand, Fig. 8 (b) shows the evolution of the charged particle density perturbations, and Fig. 8 (c) shows the evolution of the neutron density perturbations. We also verified the conservation law for the baryon number in this simulation, and we found a maximum deviation of order 10 −7 with respect to zero which is the initial baryon number N B (0). Regarding the magnetic flux we found exact conservation respect to the initial magnetic flux Φ B (0) until the precision of the numerical integration method.
Discussion and Conclusions
We found a system of three non-linear partial differential equations of first order in time describing the coupled long-term evolution of the magnetic field and the densities of neutrons and charged particles, in a simplified one-dimensional model of neutron star matter. A linear analysis yields three exponentially decaying modes, which can be interpreted as the relaxation to successive quasi-equilibrium states. We analyzed this evolution in the spirit of GR-92, finding good agreement and concluding that the motion of the neutrons, which was neglected in that work, plays no important role in the one-dimensional evolution. We also constructed a finitedifference code in order to solve the full system of non-linear differential equations. This was tested against the normal-mode solutions and in terms of the known conservation laws of magnetic flux and baryon number. In future work we expect to apply it to situations in which the magnetic field is strongly non-uniform, as well as extend it to systems with more dimensions, such as realistic stellar models.
Appendix-Numerical Method
In order to solve the dimensionless system of eqs. (31), (32), and (33) numerically we discretize them using an FTCS (Forward Time Centered Space)first order scheme. We define the spatial and temporal grid by x j = j∆x, t n = n∆t where j = 0, 1, 2, ..., j max and n = 0, 1, 2, ..., n max . In this method we evaluate the spatial derivatives of a quantity A(x, t) in a half point between consecutive grid points, then we interpolate it to the grid using the known grid quantities,
The interpolation scheme is, 
