Adult zebra finches require auditory feedback to maintain their songs. It has been proposed that the lateral magnocellular nucleus of the anterior nidopallium (LMAN) mediates song plasticity based on auditory feedback. In this model, neurons in LMAN, tuned to the spectral and temporal properties of the bird's own song (BOS), are thought to compute the difference between the auditory feedback from the bird's vocalizations and an internal song template. This error-correction signal is then used to initiate changes in the motor system that make future vocalizations a better match to the song template. This model was tested by recording from single LMAN neurons while manipulating the auditory feedback heard by singing birds. In contrast to the model predictions, LMAN spike patterns are insensitive to manipulations of auditory feedback. These results suggest that BOS tuning in LMAN is not used for error detection and constrain the nature of any error signal from LMAN to the motor system. Finally, LMAN neurons produce spikes locked precisely to the bird's song, independent of the auditory feedback heard by the bird. This finding suggests that a large portion of the input to this nucleus is from the motor control signals that generate the song rather than from auditory feedback.
rror correction, based on sensory feedback, plays a critical role in many biological systems. Humans must hear themselves to speak normally. Manipulations of auditory feedback reveal that we change our pronunciation of words, virtually in real time, if they do not sound correct. These changes are adaptive and reduce the perceived error in speech (1) . Like humans, songbirds must hear themselves to sing properly. Auditory feedback is required by songbirds both to learn a tutor song (2) and to maintain the stable structure of their ''crystallized'' adult songs (3) (4) (5) . The brain nuclei of the song control system (6) afford a unique opportunity to explore the neural basis of an error-correction signal that is required to learn and produce complex vocalizations.
Abundant experimental evidence has linked the lateral magnocellular nucleus of the anterior nidopallium (LMAN) (6) (7) (8) with the processing of auditory feedback and song error correction. Manipulations of LMAN in juvenile songbirds interfere with the memorization of the tutor song that the bird uses as a template to shape his own vocalizations (9, 10) . Furthermore, lesions to LMAN in adult birds block deafening-induced changes to song (11) . These results, and the anatomy of the song control system, have led to the hypothesis (12) that an error signal, based on auditory feedback, is sent from LMAN to the robust nucleus of the arcopallium (RA) (6, 8) (Fig. 1 ). This error signal is presumed to initiate changes in the song motor program such that future vocalizations are a better match to the song template.
The two major models of birdsong plasticity differ in the manner in which they use auditory feedback for error correction. The bird's own song (BOS)-tuned model (Fig. 1b) proposes that auditory feedback is used directly for error correction in real time as the bird is singing (11) . The BOS-tuned model is based on the observation that LMAN neurons in the anesthetized bird are song-selective: they are precisely tuned to the spectral and temporal properties of the individual BOS (13) . When a BOStuned neuron in an anesthetized bird is presented with playback of the BOS, it responds with a dramatic increase in firing rate. Other acoustic stimuli, such as white noise (WN), produce little or no changes in firing rate (14) . This property develops over the course of song learning; interference with the learning process produces birds that copy the tutor song poorly and have a concurrent loss of tuning to the BOS (15) . The BOS-tuned model postulates that song-selective LMAN neurons act as error detectors, directly comparing the bird's vocalizations to the song Fig. 1 . Anatomy of the song control system and proposed error-correction model. (a) The processes of song motor control and song learning form the two major pathways between a set of discrete brain nuclei known collectively as the song system (6). The projection from LMAN to RA links the anterior forebrain pathway (gray) associated with song plasticity to the motor control pathway (black) associated with song production. (b) BOS-tuned errorcorrection model schematic, adapted from Brainard and Doupe (11) . Song motor control nuclei generate the bird's song. Auditory feedback from the song is evaluated in the anterior forebrain pathway and compared to the song template via neurons tuned to the bird's song. LMAN, the output of the anterior forebrain pathway, sends the error signal to the premotor nucleus RA.
template and relaying this instructive signal to the motor control system (12, 14, 16) .
In contrast to the BOS-tuned model, the efference copy models use auditory feedback indirectly for error correction. In these models, the bird learns to predict the auditory feedback that should result from each set of motor commands. The prediction of expected auditory feedback is then used for error correction (via the LMAN pathway) either during singing (17) or when the bird is asleep (18, 19) . Error correction within the efference copy model could occur more quickly than in the BOS-tuned model because one does not have to wait for the arrival of auditory feedback (an Ϸ50-ms delay) (17) .
The experiments in the present study test both the BOS-tuned and efference copy models of error correction by measuring the firing properties of single LMAN neurons while simultaneously manipulating the auditory feedback heard by singing birds. A direct prediction of the BOS-tuned model is that, during singing, the activity of LMAN neurons will depend on the match between the auditory feedback from the bird's song and the memorized song template. In contrast, the efference copy model predicts that, rather than auditory feedback, LMAN is largely driven by the motor signal used to generate the song (and the prediction of expected auditory feedback), and, therefore, LMAN spike patterns should be locked to the bird's song yet insensitive to changes in auditory feedback.
Computer-controlled perturbation of auditory feedback during song production presents a way to explore the dynamics of the song error-correction process that is not possible with deafening. Auditory feedback perturbation causes the crystallized song to deteriorate over a period of weeks into a large number of highly variable songs; the result of this process is termed ''decrystallization'' (Fig. 2a) . Restoration of normal auditory feedback allows the recovery of the original song and reveals that song stability is an active process (20) . However, changes in LMAN activity during song production in a decrystallized bird would be difficult to interpret; they could occur either because the bird hears different auditory feedback or because the bird sings differently. This confound would make it difficult to discriminate between the BOS-tuned and efference copy models of error correction, which postulate the LMAN neurons are driven by an auditory feedback or motor signal, respectively. Therefore, in the current study I investigated error correction in birds with stable songs; the error-correction signal must still be present in order for decrystallization to occur later, and, because song structure does not change, any changes in the activation of LMAN neurons must be solely caused by the auditory feedback perturbation.
Materials and Methods
Zebra finches (Taeniopygia guttata) were housed individually in custom-designed Plexiglas cages and had unlimited access to food and water. Animal care was in accordance with California Institute of Technology and National Institutes of Health guidelines. All of the birds used in the study were young adults (Ϸ120 days old) with crystallized songs; previous work has shown that younger birds tend to have higher song plasticity than older birds (21) . After baseline song data were collected for 1 week, each bird was anesthetized with 1-2% isoflurane and a miniature motorized microdrive was implanted above nucleus LMAN based on stereotaxic coordinates and physiological activity (22). The microdrive weighs Ϸ1 g and contains three independently controlled motors, allowing each electrode to be positioned extracellularly with 0.5-m resolution. Electrodes were made from 80-m tungsten wire, insulated with parylene, and had Ϸ3-M⍀ impedance (Microprobe, Gaithersburg, MD).
Experimental Design. It has been shown that the pattern of multiunit activity present in LMAN during song production remains essentially unchanged after deafening (23). However, Hessler and Doupe (23) compared different multiunit sites before and after deafening. In this study I focused on single LMAN neurons and recorded the spiking output of each neuron during singing with both normal and altered auditory feedback. Individual LMAN neurons were isolated in the awake, nonsinging bird. BOS-tuned neurons in LMAN are known to be projection neurons that leave LMAN and make synapses onto premotor neurons in RA (16) . These neurons are expected to carry the error signal. LMAN also contains interneurons, whose role in error correction is less clear. However, intracellular studies have shown that it is difficult to record from LMAN interneurons (24) , and there are no reports of interneurons' being recorded extracellularly to date. The LMAN neurons described in this study were a homogeneous population, and their large spike amplitudes (1-15 mV) are consistent with their being projection neurons (24) , making it unlikely that any interneurons were sampled.
Once a neuron was well isolated, a female bird was presented to elicit directed singing (25) with normal and altered auditory feedback (Fig. 2b ). Upon conclusion of the experiment (Ϸ1 week of recordings), electrolytic lesions were made in LMAN by passing Ϫ3 A of current through each electrode for 10 s (three times). The bird was then killed with an overdose of isoflurane, and the brain was recovered and fixed overnight in 3% paraformaldehyde. The following day, the brain was sliced into 100-m sections on a vibratome, and the lesions were verified to be in LMAN.
Computer-Controlled Perturbation of Auditory Feedback. During each experiment, a computer monitored the bird's vocalizations in real time (20) , detected singing, and randomly allowed the birds to sing either normally or with altered auditory feedback (Fig. 2b) . The altered auditory feedback signal was played through a speaker mounted on one wall of the cage and was recorded with an omnidirectional microphone mounted on a perpendicular cage wall. The amplitude of the artificial auditory feedback was calibrated to be equal to or greater than the bird's own vocalizations (Ն95 dB) upon reaching the bird's ear. This calibration was approximate because the bird moved freely within its cage. The computer continuously acquired 50-ms segments of sound from the microphone (40-kHz sampling rate). Each of these bins of sound was passed through a software-based infinite impulse response filter (Ϸ5.5-to 7.0-kHz bandwidth, but this varied slightly from bird to bird to optimize triggering accuracy). If the rms amplitude of the filtered signal exceeded a threshold, artificial auditory feedback was triggered by the computer. Custom-designed software, written in LABVIEW (National Instruments, Austin, TX), was used to control all aspects of the experiment. WN Feedback. WN was continuously generated from a random distribution and was modulated with a 7-Hz envelope (the approximate periodicity of the song syllables forming a motif). This signal was then passed through a second infinite impulse response filter with a 1.5-kHz notch in the location of the sound bandwidth used for song detection (Fig. 2b) . The bandwidths of the song-detection signal and the auditory feedback perturbation signal were completely decoupled, preventing a positivefeedback loop between the speaker and the microphone and allowing the entire song to be covered with altered feedback.
Previously, a delayed auditory feedback protocol (20) has been used to cause the bird to hear his own song superimposed with a delayed copy of the song. This protocol alternated detecting singing and producing altered feedback to avoid a positive feedback between the speaker and microphone. A consequence of this procedure is that very different superpositions of normal and altered feedback occur each time the bird sings, and only 30% of the song is covered with altered feedback, complicating averaging the neural activity across different song repetitions. In contrast to the delayed-syllable procedure, the WN protocol allows the spectrum of sound heard by the bird to be changed much more dramatically, masks the bird's vocalizations in approximately the same manner each time, and covers 100% of the song with feedback. These properties allow more reliable estimation of the average neural response to the altered feedback stimulation. Therefore, in this study, WN was chosen as the altered-feedback stimulus because it seemed more likely than delayed auditory feedback to reveal an error signal in the LMAN activity.
WN feedback was not applied long enough to produce song decrystallization, because of the reasons discussed in the Introduction, but it was important that it be known to be an effective feedback stimulus. Although the birds never received altered feedback in the 5.5-to 7.0-kHz band used to detect singing, prior studies in Bengalese finches have shown that high-frequency sound is not sufficient for song maintenance (26) . More importantly, the WN-feedback protocol was verified to cause song decrystallization in a separate bird (Fig. 2a) . Other studies (27) have also used WN feedback to elicit changes in the learned songs of adult zebra finches.
Active Sound Cancellation. The randomization of normal-and altered-feedback singing was designed such that no decrystallization of the bird's song would occur during the experiment. In addition to this design, further precautions were taken to ensure the songs remained stable. Because the microphone recorded the superposition of the altered feedback and the bird's vocalizations, direct inspection of the recordings for song stability was not possible. An active sound cancellation system was used to measure the transfer function of the acoustic environment (speaker, cage, bird, microphone) and predict what the altered feedback from the speaker would look like at the microphone. This prediction could later be subtracted from the microphone signal, leaving only the bird's vocalizations. However, the bird was constantly moving, making the transfer function of the acoustic environment highly nonstationary. It was not possible to simply calibrate the system at the start of the experiment and then use this single fixed transfer function for feedback prediction. This problem was solved by measuring the transfer function in real time, effectively taking a snapshot of the acoustic environment each time the bird sang.
The nonstationary transfer function of the acoustic environment was measured immediately after each song was produced, by using a Golay code pair (28, 29) . Golay codes (30) are complementary series of binary numbers whose autocorrelation side lobes are inverses of each other such that their sum is a delta function. This property enables the measurement of a transfer function with an extremely short probe sequence. Each Golay code was 12.5 ms in length separated by a 12.5-ms silent interval, resulting in a 50-ms calibration signal. The sound cancellation system produced an Ϸ30-dB reduction in the amplitude of the altered feedback from the microphone signal. Each transfer function was used offline to cancel the altered feedback from the simultaneously recorded microphone signal and to verify that the altered feedback did not cause the birds to sing differently during the experiment (Fig. 3) .
Data Analysis
Spectral Analysis. The time-frequency spectrogram for each song was calculated with an 8-ms window sliding in 0.5-ms steps, in which each time point consisted of the direct multitaper estimate (31) of the power spectrum. Spectral time derivatives used in the song alignment were estimated by using the methods described in ref. 32 .
Song Alignment. The lengths of the individual syllables in zebra finch song vary independent of each other from song rendition to rendition by Ϸ1-5%. If the spike trains are aligned only to the onset of the bird's song, there is considerable noise in estimates of the neuron's average time-varying spike rate. However, the variability from this acoustic time warping can be removed by using spectral derivative peaks (32) , which mark the onsets of song syllables, as reference points. These reference points were used to linearly stretch and compress common segments of sound (from different song recordings) to be the same length. See ref. 33 for additional technical details. This piecewise linear time warping is based on only the song and is completely independent of the spike trains. Each spike train was then projected onto the normalized time axis of its corresponding acoustic signal. The end result of this procedure is that all of the sequentially recorded spike trains are on a common song-aligned time axis and may now be compared directly with each other (Fig. 3) . The plausibility of the linear stretching and compression operation for syllable alignment can be seen in prior studies (33) in which this procedure results in submillisecond alignment of spikes in nucleus RA. The active sound cancellation system discussed above is needed to align the songs produced during the altered-feedback singing (which are entirely masked with WN when initially recorded). Spike Rate Analysis. In studies of BOS-tuning in anesthetized birds, it has become conventional to compare LMAN firing rates to different auditory stimuli using the dЈ statistic with a threshold criterion of 0.5 (34) . dЈ measures the distance between two Gaussian distributions, normalized by their standard deviations; it is equivalent to a paired t test. However, the 0.5 dЈ criterion is based on a fixed sample size. In the current experiment, the bird produced different numbers of normal-and altered-feedback songs for each neuron. Because of this, the paired t test was used directly to compare LMAN spike rates during normal-and altered-feedback singing. Use of the t test allowed a constant level of statistical significance (P Ͻ 0.01) to be maintained despite the varying number of recorded songs for each neuron.
Interspike Interval (ISI) Analysis. The average ISI distribution for each neuron's spike pattern produced during normal-and altered-feedback singing conditions was estimated in the following manner. Each spike train recorded during normal singing was smoothed with a 10-ms Hanning window and averaged into a time-varying mean spike-rate estimate. The summed absolute difference was then calculated between each smoothed spike train and the time-varying mean rate. The spike train that had the smallest deviation from the timevarying mean rate was then selected as the representative spike train for the normal-feedback condition for that neuron, and the ISI distribution was calculated. A similar procedure was used with the spike trains generated during altered-feedback singing, resulting in a representative altered-feedback singing spike train and ISI distribution. By computing the ISI distribution from a single representative spike train for each neuron, I avoided the problem of the distributions' being skewed by outliers present in some of the small song sample sizes.
To avoid a bias from using exemplar ISI distributions rather than the entire data set, I computed the population ISI distribution for each feedback condition across all of the sampled neurons. For each feedback condition, the first four spike trains recorded from each neuron during that feedback condition were selected and added to a pooled ISI histogram.
Spike Precision Analysis.
To calculate how precisely the spikes of each LMAN neuron were locked to acoustic structure in the bird's song, the following algorithm was used. For each time t in the song, the minimum window (w) was found such that the probability that neuron i fired a spike in the time range t Ϯ w was Ն0.75 over all normal song spike trains recorded for that cell. This procedure generated a time-varying vector, in which each element of the vector indicated how precisely spikes were generated at that time in the song. The minimum of the vector was identified; this was the smallest time window in which a spike event reliably occurred. This time point and its width (the identified minimum) were stored, and the spikes they represented were removed from the original set of normal song spike trains. The removal of the most precise spike event produced minor changes in the membership of neighboring spike events. The precision vector was then recalculated, and the entire procedure (select minimum event, store, remove) was repeated until no further events were detected. The final list of stored events represents the distribution of precise events and their respective widths for the neuron during normal singing. The same procedure was repeated for the altered-feedback spike trains for that neuron. This method produced a distribution of spike event precisions that was relatively independent of the threshold probability used to identify the spike events. The spike precision was calculated only for neurons with at least four recorded motifs of normal-and altered-feedback song to ensure sufficient sample sizes for statistical analysis. The third row shows a representative song spectrogram during singing with altered auditory feedback after using the sound cancellation system to recover the bird's vocalization. Note that the spectral structure of the song syllables is virtually identical to that seen during normal auditory feedback (first row), in contrast to the decrystallization that occurs after prolonged altered-feedback exposure as shown in Fig. 2a . The fourth row shows spike rasters for neuron b8c8 during normal-feedback (orange) and altered-feedback (blue) singing. Gray bars show the temporal location of the altered feedback. The fifth row shows the average firing rate for neuron b8c8 during normal-and altered-feedback singing. (b) Same as in a for bird 7, neuron b7c28. The asterisk marks an exemplar burst of spikes that is locked precisely to structure in the bird's song during both normaland altered-feedback singing.
Results

LMAN Firing Rates During Singing with Normal and Altered Auditory
Feedback. A total of 17 LMAN neurons were recorded in four zebra finches (Fig. 2b) . The average spontaneous firing rate of LMAN neurons in the awake bird was 13.2 Ϯ 7 (SD) spikes per second: An average of eight songs per neuron (range, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] was recorded for singing with normal auditory feedback, and an average of six songs per neuron (range, 2-16) was recorded for singing with altered auditory feedback. The spike trains of each neuron were aligned across multiple renditions of the song, allowing an estimate of each neuron's average firing pattern (Fig.  3) . During song production, LMAN neurons had sharp peaks in firing rate and produced 24.0 Ϯ 12 (SD) spikes per second during singing with normal auditory feedback. The average LMAN firing rate during singing with altered auditory feedback was 23.7 Ϯ 12 (SD) spikes per second. The average difference in LMAN neuron spike rates between normal-and alteredfeedback singing, across the population of recorded neurons, was 0.3 Ϯ 1 (SE) spikes per second and was not significantly different from zero (P ϭ 0.75, t test). There were also no significant differences between the spike rates of individual LMAN neurons during singing with normal versus altered auditory feedback (paired t test, P Ͼ 0.01 for all neurons; average, P ϭ 0.27).
LMAN ISI Distributions During Singing with Normal and Altered
Auditory Feedback. To address whether there were changes in LMAN spike patterns concurrent with changes in auditory feedback that were not reflected in the mean firing rates, the ISI distributions between the normal-and altered-feedback spike trains were computed for each LMAN neuron. A consistent change in spike timing, such an increase in firing rate localized to a small portion of the song, would manifest itself as an increase in ISIs of a certain length. LMAN ISIs ranged from 4 to 56 ms (90% of distribution), with a median of 25.2 ms (normal singing). A Kolmogorov-Smirnoff test found no significant differences between the normal-and altered-feedback ISI distributions for any of the individual neurons (P Ͼ 0.01; average, P ϭ 0.54) or for the population data pooled across all four birds (P ϭ 0.28; Fig. 4a ).
LMAN Spike Precision During
Singing with Normal and Altered Auditory Feedback. If LMAN neurons respond to auditory feedback during singing, spike timing precision should change as the altered feedback masks spectral features in the normal auditory feedback of the bird's song. For each time t in the song, it was determined how large a window was needed such that there was a probability of at least 0.75 that the neuron would fire a spike within the time window. This partitioned the song into a series of spike events of varying widths; the distribution of these widths indicated how precisely each neuron generated its time-varying spike pattern. LMAN neurons produced 13 Ϯ 7 (SD) spike events per song during normal-and altered-feedback singing (P ϭ 0.88, Kolmogorov-Smirnoff test), with a median precision of 6 ms (range, 0.5-33 ms, 90%). No significant differences were found between the normal-and altered-feedback spike event width distributions for any of the neurons (n ϭ 12 neurons; P Ͼ 0.01; average, P ϭ 0.87, Kolmogorov-Smirnoff test; see Fig. 4b ). Remarkably, 30% of the spike events generated by LMAN neurons had a precision of Ͻ2 ms, indicating that LMAN neurons produce spikes locked with millisecond precision to acoustic structure in the bird's song even when that acoustic structure was entirely masked by noise.
Discussion
LMAN activity in awake singing birds presents us with substantial differences from that seen in anesthetized studies. The firing rates of single LMAN neurons in the singing bird are nearly four times larger than those seen during song playback in the anesthetized bird [Ϸ24 spikes per second vs. Ϸ6 spikes per second (14) ]. Furthermore, based on a variety of statistical tests, the firing rates of LMAN neurons in the singing zebra finch are insensitive to changes in auditory feedback. The average difference in LMAN firing rates during singing with normal vs. altered auditory feedback was only 0.3 spikes per second and was not significantly different from zero. The minimum firing rate difference (35) detectable by the t test was 4.3 spikes per second. Because song motifs are generally Ͻ1 s in length, this finding constrains any song error-correction signal encoded by single LMAN neurons to be at most a change of two to three spikes per motif from the normal firing pattern.
The data presented in this paper are not consistent with the notion that BOS-tuned neurons in LMAN encode an errorcorrection signal based on auditory feedback and raise important questions about what role LMAN plays in song plasticity. It is possible that changes in the spike timing between LMAN neurons could encode the degree of mismatch between the bird's vocalizations and the song template, although there is currently no evidence for such a model. Alternatively, there may have been an unsampled subtype of LMAN projection neurons that encodes the error-correction signal based on firing rate modulations. However, such heterogeneity of LMAN cell types has not been seen in prior studies. Finally, it is known that the time course of changes in song structure from perturbation of auditory feedback is slow [on the order of weeks or months (3, 20) ], suggesting that LMAN may relay the error signal to RA only after it exceeds some threshold for sufficient time. This revised model would move the computation of the error signal out of LMAN and to brain nuclei earlier in the song control system. However, all of these alternative models leave a critical observation unresolved: what is the function of the precise song-locked spike patterns generated in LMAN during singing?
The precise song-locked LMAN spike patterns persisted even when the altered auditory feedback prevented the bird from hearing his own vocalizations. For example, the neuron in Fig. 3b fires a short burst of spikes at a time of 512 ms. These spikes are locked with millisecond precision to the bird's song. If this spike burst were driven by auditory feedback, one would expect it to become substantially less precise when the bird sang with altered feedback, because the acoustic structure of the song is masked with WN. However, if the burst were generated by the motor signals that drive song production, it would still be generated reliably during altered auditory feedback. The LMAN neurons in this study produced many spikes locked to the bird's song with a precision of Ͻ2 ms during singing with altered auditory feedback; this precision is similar to that seen in premotor neurons of the song control system (36) . These data therefore provide the most direct evidence to date that, during song production, individual LMAN neurons are driven largely by a signal with a motor origin rather than an auditory one, as suggested previously (37, 38) . A motor input to LMAN during singing is consistent with efference copy models of song control (17) , but more specific predictions are needed to validate these models.
The social context in which the birds sing may also influence the presence or absence of an error signal in LMAN. Zebra finches sing two song types that, although nearly identical in structure (25), are not generated by the same physiological mechanisms (37, 38) . It has been suggested that when zebra finches sing to themselves or another male (undirected song) they are practicing and the error-correction process is turned on, whereas when they engage in courtship singing to a female (directed song) the error-correction process and LMAN are turned off (37) . However, the current study clearly demonstrates that LMAN is ''on'' and generating precise spike patterns during directed singing. The current study was based on directed song because it can be elicited with the presentation of a female bird and is therefore more amenable to chronic recording in which LMAN neurons may be held for a limited time. Furthermore, LMAN spike patterns are much more precise during directed song than during undirected song (38) , increasing the reliability of statistical analyses with limited sample sizes. Future work confirming the hypothesis that song error correction occurs primarily during undirected song would necessitate repeating these studies in the more difficult undirected song preparation.
This study provides the first measurements of single-neuron LMAN activity in zebra finches singing with normal and altered auditory feedback. The results cast doubt on the role of BOStuned LMAN neurons as real-time error detectors and lend support to the notion that a motor signal, rather than an auditory one, drives LMAN neurons during song production. The combination of motor inputs to LMAN in the singing bird and auditory inputs to LMAN in the anesthetized bird highlights the multimodal nature of this nucleus. Likewise, auditory responses are well known in the nuclei of the motor pathway in the anesthetized bird (39, 40) and the sleeping bird (41) . Although it has been convenient to think of these pathways as strictly motor or auditory in function (Fig. 1) , such is clearly not the case in practice. The prevalence of such multimodal processing indicates that it is a major design feature of the song control system that has thus far eluded explanation and should be a considerable focus of future research.
