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We study Gaussian integration of Lipschitz functions in the lp -norm, p # [1, ],
defined over the d dimensional space Rd. It is assumed that the Gaussian weight has
a diagonal covariance matrix with variances _i . We consider the problem of how
the worst case complexity of computing an =-approximation, comp(=), depends on
the variances _i . If = goes to zero then comp(=) is of order =&d and we have the
curse of dimension. For a fixed = we provide lower and upper bounds on comp(=)
of the form =&t where the exponent t is small for small variances _i . We call this
moderation of the exponential growth of the complexity, the delayed curse of dimen-
sion. We prove similar upper and lower bounds for the integration of Lipschitz
functions on sequence spaces lp , p # [1, ), which is essentially the problem of path
integration with a Gaussian measure for which i=1 _
p2
i <. Finally, we show
how the same proof technique yields an upper bound when the integrand belongs
to the Sobolev class W r, (Rd), d<, of functions with bounded (generalized)
derivatives of order r, and when Hermite information is used. This upper bound
shows that the moderating effect of the variances becomes much more essential for
large r.  2000 Academic Press
1. INTRODUCTION
Many papers and monographs have been devoted to complexity of
numerical integration. A comprehensive review of this research can be
found in [2, 4, 5, 10, 11]. There is, however, one important aspect of that
problem which has so far attracted little attention, namely, complexity of
integration over unbounded sets. Few papers have studied this problem;
see [1, 7] for the univariate case and [13] for the multivariate one.
This paper studies multivariate Gaussian integration over the d dimen-
sional space, Rd. This problem has many applications. In particular, it
appears in the approximation of path integrals by deterministic algorithms,
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see [13], which have many applications in statistical and quantum physics,
chemistry, and finance.
A central problem of multivariate integration is that the complexity of
computing an =-approximation, comp(=), may depend exponentially on the
dimension d; this explains the difficulty of approximating such integrals for
even moderate values of d. For instance, a classical result of Bakhvalov
states that the complexity of integration over the d-dimensional unit cube
of r times continuously differentiable functions is comp(=)=3(=&dr); see
[5, 10]. This exponential dependency on the dimension has been called the
curse of dimension.
In this paper we consider Gaussian integration of Lipschitz functions
and assume that the Gaussian weight has a diagonal covariance matrix
with positive and ordered variances _i , _1_2 } } } _d . Using
Bahkvalov’s result, it can be shown that, asymptotically in =, the com-
plexity of this problem is of order =&d since the Lipschitz condition
corresponds to the value of the smoothness parameter equal to 1. On the
other hand, it is also clear that the problem of Gaussian integration
becomes easier for small variances _i . For example, in the extreme case, if
_1>0 and all _i=0 for i2, then the problem becomes univariate and its
complexity is of order =&1. Therefore, it is interesting to study how a
decreasing sequence of variances _i delays the curse of dimension. That is,
we want to check how the exponential growth of the complexity is
moderated by the variances _i . This is particularly relevant when relatively
large values of = are considered, say ==10&2, as is often the case in many
practical applications.
The two major results of this paper are upper and lower bounds on the
complexity of Gaussian integration for the class of functions that satisfy a
Lipschitz condition in the lp -norm, i.e.,
| f (x)& f ( y)|&x& y&p , \x, y # Rd, p # [1, ].
Here, the complexity comp(=) is understood as the minimal worst case cost
of computing an approximation with error at most =.
For u # [1, d], let s;, u and s u be defined as
s;, u=\ :
u
i=1
_ p, ;i +
1p
, s u=\ :
d
i=u+1
_ p2i +
1p
, s d=0.
Let c be the cost of one function evaluation. For p # [1, ), we prove the
upper bound,
comp(=)(c+2) inf
; # [12, 0] {‘
tu
i=1 2Cp_12&;i
s;, tu
= |= ,
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with Cp depending only on p, and tu=min[i: Cps i=]. Note that tud
since s d=0. For p=, we prove the upper bound
comp(=)(c+2) ‘
tu
i=1 2(2?e(d+1))12
- _ i
= | ,
with tu=max[i: 2(2?e(d+1))12- _i =]. To obtain these upper bounds
we study algorithms that sample the function on a d-dimensional grid of
points. This grid is defined such that its one dimensional sets form the
quantiles of the corresponding one dimensional Gaussian distribution.
For p # [1, ], we prove the lower bound,
comp(=)c \cp, t0
s12, t0
= +
tl
| ,
where
tl= sup
i, ;1 {
i
;
: \ ‘
i
j=1
- _ j+
1i
s1;12, i \ =cp, i+
1&1;
= ,
and t0 is the index i for which the supremum is attained. Observe that t l1
since for ;=1 we have - _1 s12, 1 .
The moderation of the exponential growth becomes clear when we con-
sider how the exponents tu and t l depend on = and the variances. Observe
that smaller variances imply smaller exponents tu and tl . For relatively
large =, many terms are required to make the sum s i equal to =Cp .
Likewise, the condition in the definition of tl is only satisfied for small i0 .
Consequently, both exponents will be small when = is relatively large. As =
goes to zero, fewer terms are required to satisfy the condition for the upper
bound, while larger i0 satisfy the definition of t l . Hence, the value of the
exponents approaches d. In the limit, the asymptotic exponent tu=d is
recovered in the upper bound, while in the lower bound we obtain i0=d,
and we can take in the limit ;=1 and tl=d. We call this delay of the
exponential growth of the complexity the delayed curse of dimension.
We prove similar upper and lower bounds for the problem of integration
of Lipschitz functions on sequence spaces lp , p # [1, ). This is essentially
the problem of path integration with a Gaussian measure for which
i=1 _
p2
i <, and for the Lipschitz class integrands, see [12, 13]. Using
these bounds we show that when the variances are given by _i=i&k, k>1,
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and p=2 the complexity of the path integration problem is superexponential
in 1=,
comp(=, )=3(=&(1=):), with : # \2k&$,
2
k&1& , \$>0.
Finally, we obtain an upper bound for the problem of Gaussian integra-
tion when the integrands belong to the Sobolev class W r, (Rd), d<, of
functions with bounded (generalized) derivatives of order r. In this case we
allow Hermite information, that is, the evaluation of both the function and
its derivatives at the information points. Considering algorithms that
sample the function on a d-dimensional grid defined as before, we prove the
upper bound
comp(=)(c+2) \d+r&1r&1 + \s12, t \Ar= +
1r
|+
t
,
where t=min[i: Ars ri =], and the number Ar depends only on r.
Although there is a factor of order d r&1 in this upper bound, the definition
of the exponent t shows that a much more essential moderation of the
exponential growth is achieved when the smoothness r is large.
The paper is organized as follows. In Section 2 we present the formula-
tion of the problem. In Section 3 we obtain upper bounds for the radius of
information and the complexity of integration of Lipschitz functions. In
Section 4 we obtain corresponding lower bounds. In Section 5 we extend
the results of Sections 3 and 4 to the problem of path integration. Finally,
in Section 6 we show how the proof technique used in Section 3 can be
used to obtain upper bounds for the class W r, (Rd).
2. FORMULATION OF THE PROBLEM
Let Lip(Rd, & }&p) be the class of functions f: Rd  R, that satisfy the
following Lipschitz condition,
| f (x)& f ( y)|&x& y&p , \x, y # Rd, p # [1, ], (1)
where, as usual,
&x& y&p=\ :
d
i=1
|x i& yi | p+
1p
for p # [1, ),
&x& y&= max
i=1, ..., d
|x i& yi |.
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For the class Lip(Rd, & }&p), we define Gaussian integration as approxima-
tion of the linear functional
I( f )= ‘
d
i=1
(2?_i)&12 |
Rd
exp \& :
d
i=1
x2i (2_i)+ f (x) dx. (2)
Here, _1 , ..., _d are positive real numbers, and we assume without loss of
generality that _1_2 } } } _d>0. We also use the more concise nota-
tion
I( f )=|
Rd
f (x) +(dx), with
+(dx)= ‘
d
i=1
(2?_i)&12 exp \ :
d
i=1
x2i (2_i)+ dx.
The problem is linear and therefore it is enough to consider linear
algorithms and nonadaptive information; see Chapter 5 in [10]. To
approximate I( f ) we evaluate the integrand f at a deterministic set of
points, x1 , ..., xn . We represent the information obtained in this way as
Nn( f )=[ f (x1), ..., f (xn)]. It is well known (see [10]) that the optimal
algorithm Un that uses information Nn( f ) is linear. The worst case error of
the optimal algorithm Un is
sup[ |I( f )&Un( f )| : f # Lip(Rd, & }&p)]=r(Nn).
Here r(Nn) is the radius of information Nn , which is the minimal (worst
case) error of algorithms that use Nn . The radius of information is given by
r(Nn)=sup[I( f ): f (xi)=0, f # Lip(Rd, & }&p)]. (3)
Taking the infimum among all possible information operators Nn , we
obtain the radius of the optimal information, i.e.,
r(n)=inf
Nn
r(Nn)= inf
x1 , ..., xn
sup [I( f ): f (x i)=0, f # Lip(Rd, & }&p)]. (4)
We are particularly interested in obtaining bounds on the complexity of
the problem comp(=), which is understood to be the (worst case) minimal
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cost of computing an approximation to I( f ) with error at most =. The com-
plexity is very closely related to the inverse of the radius of optimal infor-
mation. ln particular, define the cardinality number m(=) to be the minimal
n that makes r(n) smaller or equal to =. Then, the linearity of the problem
implies these bounds on the complexity, see [10],
cm(=)comp(=)(c+2) m(=). (5)
Here, c is the cost of one function evaluation.
Observe that both r(n) and comp(=) depend on the various parameters
that define the problem, namely, on the dimension d of the space Rd, the
variances _1 , ..., _d , and the class Lip(Rd, & }&p), p # [1, ]. When necessary,
we express these dependencies by writing
r(n)=r(n; p, d, _) and comp(=)=comp(=, p, d, _).
3. UPPER BOUND
In this section we obtain an upper bound on the complexity of the
Gaussian integration problem (2) for functions from the class
Lip(Rd, & }&p). We begin with an upper bound on the radius of information,
r(n). Later this result will be used to derive an upper bound on the com-
plexity.
In Theorem 1 we consider the number of information points, n, as the
product of d positive integers, ni :
n= ‘
d
i=1
ni , ni>0, i=1, ..., d. (6)
Theorem 1.
r(n, p)(2?)12 ( p+1) ( p+1)(2p) \ :
d
i=1 \
- _i
ni +
p
+
1p
, 1p<,
r(n, )(2?e(d+1))12 max {- _ini , i=1, ..., d= .
Proof. We first consider the case p # (1, ). At the end of this proof we
will extend the result to cover the cases p=1 and p=.
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Consider real numbers ti, j # R, i=1, ...d, and j=1, ..., n i . For a multi-
index k=[k1 , ..., kd], with ki=1, ..., ni , we define the sample point xk in
terms of the numbers ti, j as
xk=(t1, k1 , t2, k2 , ..., td, kd). (7)
This way, n sample points x1 , ..., xn , are defined. For notational
convenience we define ti, 0=& and ti, ni+1=. We introduce the follow-
ing notation for the sets of multi-indices considered in this proof:
K=[1, ..., n1]_[1, ..., n2]_ } } } [1, ..., nd],
(8)
K0=[0, ..., n1]_[0, ..., n2]_ } } } [0, ..., nd].
For each multi-index k # K0, k=[k1 , ..., kd] with ki=0, ..., n i , we define
a region Vk ,
Vk=[t1, k1 , t1, k1+1]_ } } } _[td, kd , td, kd+1]. (9)
Observe that there are |K0|=>di=1 (n i+1) regions defined in this way.
The set [Vk , k # K0] is a partition of Rd, since k # K0 Vk=Rd, +(Vk & Vk$)
=0 for k{k$.
For each region Vk , we define xk* to be the information point from Vk
whose coordinates have the lowest absolute values. If xk*=(t*1, k1 , ..., t*d, kd),
the coordinates t*i, ki are defined as
t*i, ki={t i, kit i, ki+1
if |ti, ki ||ti, ki+1|,
if |t i, ki |>|t i, ki+1|.
(10)
Let /V (x) be the characteristic function of the set V/Rd. For k # K0,
define
f k*(x)=/Vk(x) &x&xk*& (11)
and
f *(x)= :
k # K0
f k*(x).
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It is not hard to check that for any f # Lip(Rd, & }&p) satisfying f (xk)=0,
k # K, we have f (x) f *(x), \x # Rd. In fact, this is an immediate
consequence of the Lipschitz condition (1) which implies that
f (x)min
k # K
&x&xk&.
Since, for each k # K0, xk* is always an information point, we have
f (x) f k*(x) over Vk and f (x) f *(x) over Rd. From this and (4) we
conclude
r(n)I( f *)=|
R d
f *(x) d+(x)= :
k # K0
|
Vk
&x&xk*& d+(x) := :
k # K0
Ik ,
where
Ik=|
Vk
&x&xk*& d+(x).
For : # (0, 1) we have
&x&xk*& exp \& :
d
i=1
x2i (2_i)+
=&x&xk*& exp \&(1&:) :
d
i=1
x2i (2_i)+ exp \: :
d
i=1
x2i (2_i)+ .
Let q be such that 1p+1q=1. We apply Ho lder’s inequality to each
integral in the sum and obtain:
Ik >
d
i=1
(2?_i)&12 \|Vk exp \&q: :
d
i=1
x2i (2_i)+ dx+
1q
_\|Vk &x&xk*&
p exp \& p(1&:) :
d
i=1
x2i (2_i)+ dx+
1p
. (12)
To simplify the notation, we define for ;>0, k # K0, and j=1...d,
m;, k, j=|
tj, kj+1
tj, kj
exp(&;t2(2_j)) dt. (13)
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Using this notation we have
\|Vk exp \&q: :
d
i=1
x2i (2_i)+ dx+
1q
=\‘
d
i=1
mq:, k, i+
1q
. (14)
On the other hand, if we expand the term &x&xk*& p into a sum of d terms,
we can separate variables in the other integral over Vk :
|
Vk
&x&xk*& p exp \& p(1&:) :
d
i=1
x2i (2_ i)+ dx
= :
d
i=1 \|
ti, ki+1
ti, ki
|t&t*i, ki |
p exp(& p(1&:) t2(2_i)+ dt
_‘
j{i
|
tj, kj+1
tj, kj
exp(& p(1&:) t2(2_ j)) dt)
= :
d
i=1
‘
j{i
mp(1&:), k, j |
ti, ki+1
ti, ki
|t&t*i, ki |
p exp(& p(1&:) t2(2_ i)) dt.
(15)
The remaining integral is bounded as follows:
|
ti, ki+1
ti, ki
|t&t*i, ki |
p exp(& p(1&:) t2(2_ i)) dt
 sup
ti, ki<tti, ki+1
{ |t&t*i, ki | p exp \& p(1&:) pp+1 t2(2_i)+=
_|
ti, ki+1
ti, ki
exp \& p(1&:) 1p+1 t2(2_i)+ dt
\ supti, ki<tti, ki+1 { |t&t*i, ki | exp \& p(1&:)
1
p+1
t2(2_i)+=+
p
_|
ti, ki+1
ti, ki
exp \& p(1&:) 1p+1 t2(2_i)+ dt. (16)
The following lemma shows how to bound the last integral when the
coordinates ti, ki are conveniently selected.
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Lemma 1. Let }>0. For i # [1, d], let ti, ki be defined as follows:
ti, 0=&, ti, ni+1=,
|
ti, ki
&
exp(&t2(2}_i)) dt=# i, }
k i& 12
ni
, 1kini ,
where #i, }=|

&
exp(&t2(2}_ i)) dt=- 2?}_i ,
and let t*i, ki be defined as in (10). Then
sup
ti, ki<tti, ki+1
[ |t&t*i, ki | exp(&t
2(2}_ i))]|
ti, ki+1
ti, ki
exp(&t2(2}_i)) dt.
Proof. We limit ourselves to the case when ni is odd. Then 0  (ti, ki , t i, ki+1),
and the exponential exp(&t2(2}_i)) is a monotonic function over the
interval (ti, ki , ti, ki+1). Moreover, our choice of t*i, ki ensures that its maxi-
mum over this interval is attained at t=t*ki . Assume without loss of
generality that 0<ti, ki<ti, ki+1 , so t*i, ki=t i, ki . By the mean value theorem,
|
t
tt, ki
exp(&z2(2}_ i)) dz=|t&ti, ki |exp(&!
2(2}_i)), ! # (tki , t).
Since exp(&!2(2}_ i))exp(&t2(2}_ i)), it follows that
|
ti, ki+1
ti, ki
exp((&t2(2}_i)) dt sup
ti, ki<tti, ki+1
[ |t&t*i, ki |exp(&t
2(2}_ i))].
Observe that the same argument holds when one of the endpoints of the
interval equals \. With little additional effort, the lemma can also be
shown for even n. K
From now on, we consider that the coordinates ti, ki are defined as in
Lemma 1, with } equal to ( p+1)( p(1&:)). This implies, in particular,
that
|
ti, ki+1
ti, ki
exp \&p(1&:)p+1 t2(2_ i)+ dt=
#i, }
ni
, 1kini&1, and
|
ti, ki+1
ti, ki
exp \&p(1&:)p+1 t2(2_ i)+ dt=
#i, }
2ni
, ki=0, ni .
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Lemma 1 and (16) give
|
ti, ki+1
ti, ki
|t&t*i, ki |
p exp(& p(1&:) t2(2_i)) dt\#i, }ni +
p+1
, 1kini&1,
and
|
ti, ki+1
ti, ki
|t&t*i, ki |
p exp(& p(1&:) t2(2_i)) dt\#i, }2ni +
p+1
, ki=0, ni .
If we substitute this into (15), and then substitute (14) and (15) in (12),
we obtain the upper bound for Ik ,
Ik ‘
d
i=1
(2?_i)&12 \‘
d
j=1
mq:, k, j+
1q
\ :
d
i=1 \
#i, }
cki ni+
p+1
‘
j{i
mp(1&:), k, j +
1p
,
where cki=2 for ki=0, n i , and cki=1 otherwise.
Consider now the sum of all the terms Ik , and apply Ho lder’s inequality
for sums with exponents p and q:
:
k # K0
Ik ‘
d
i=1
(2?_i)&12 \ :k # K0 ‘
d
j=1
mq:, k, j+
1q
_\ :k # K0 :
d
i=1 \
#i, }
cki n i+
p+1
‘
j{i
mp(1&:), k, j+
1p
.
Observe that
:
d
k # K0
‘
d
j=1
mq:, k, j= :
n1
k1=0
} } } :
nd
kd=0
‘
d
j=1
mq:, k, j ,
and
:
nj
kj=0
mq:, k, j=|
+
&
exp(&q:t2(2_ j)) dt=\2?_jq: +
12
. (17)
Hence,
:
k # K0
‘
d
j=1
mq:, k, j= ‘
d
j=1 \
2?_j
q: +
12
.
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Similarly,
:
nj
kj=0
mp(1&:), k, j=\ 2?_jp(1&:)+
12
,
and we can simplify the multiple sum on the indices k, i:
:
k # K0
:
d
i=1 \
#i, }
cki , n i+
p+1
‘
j{i
mp(1&:), k, j
= :
d
i=1
‘
j{i \
2?_j
p(1&:)+
12
:
ni
ki=0
\ #i, }cki , ni +
p+1
= ‘
d
j=1 \
2?_j
p(1&:)+
12
:
d
i=1 \
p(1&:)
2?_i +
12
\#i, }ni +
p+1
:
ni
ki=0
c&( p+1)ki
( p+1)12 ‘
d
j=1 \
2?_j
p(1&:)+
12
:
d
i=1 \
#i, }
ni +
p
.
We can now reassemble all the terms and obtain
:
k # K0
Ik  ‘
d
i=1
(2?_i)&12 ‘
d
j=1 \
2?_ j
q: +
12q
\ 2?_ jp(1&:)+
12p
_( p+1)1(2p) \ :
d
i=1 \
# i, }
ni +
p
+
1p
=\ 1:q+
d(2q)
\ 1(1&:) p+
d(2p)
\ p+1(1&:) p+
12
_( p+1)1(2p) \ :
d
i=1 \
- 2?_i
ni +
p
+
1p
.
Introducing the function
C( p, d, :)=(2?)12 \p&1:p +
d( p&1)(2p)
\ 1(1&:) p+
d(2p)
_\ p+1(1&:) p+
12
( p+1)1(2p),
we can put
r(n)C( p, d, :) \ :
d
i=1 \
- _ i
n i +
p
+
1p
, p # (1, ).
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For each particular value of p we choose : to minimize C( p, d, :). When
p # (1, ), we set :=( p&1)p to obtain
C( p, d, ( p&1)p)=(2?)12 ( p+1) ( p+1)(2p).
We obtain the same result for p=1, if we take the limit limp  1
C( p, d, ( p&1)p). Finally, for fixed d and :, letting p   we find
lim
p  
C( p, d, :)=\1:+
d2
\ 11&:+
12
.
We set :=d(d+1), in order to minimize the value of the function
:&d (1&:)&1, and get
C(, d, d(d+1))=(2?)12 \d+1d +
d2
(d+1)12(2?e(d+1))12.
This completes the proof. K
Theorem 1 is valid for arbitrary choices of the numbers ni . We now
study the case when ni=1 for i>t, t # [1, d ). In this case the sampling of
the function takes place over a t dimensional hyperplane on which the
value of the last d&t variables is constant, typically zero. This is a
reasonable sampling strategy when the variances _i , for i>t, are so small
that the Gaussian measure is essentially concentrated on the d&t dimen-
sional space. We now show how to improve the constant of Theorem 1
when p # [1, ).
For given x # Rd, and u/[1, ..., d], let (xu , 0) be a vector in Rd whose
coordinates are equal to the coordinates of x for the indices i that belong
to the set u, and are zero otherwise. We approximate the value f (x) by
ft(x)= f (x[it] , 0) and I( f ) by I( ft). Due to linearity and the Lipschitz
condition satisfied by f, the error introduced by this approximation is at
most
|I( f )&I( ft)|I(&x&(x[it] , 0)&)=I(&(0, x[i>t])&).
The right-hand side is a d&t dimensional integral, namely,
I(&(0, xi>t)&)= ‘
d
i=t+1
(2?_i)&12 |
Rd&t
exp \& :
d
i=t+1
x2i (2_i)+ &x& dx.
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A good upper bound on this integral is known and can be found in Section
2.3.3 of [12]. There we find
I(&(0, x[i>t])&)Dp \ :
d
i=t+1
_ p2i +
1p
,
with
Dp=212?&12p1 \p+12 +
1p
. (18)
An estimate of Dp can be derived from Stirling’s expansion of the gamma
function 1, see [3]:
1 \p+12 +- 2? e&( p+1)2 \
p+1
2 +
p2
\1+ 16( p+1)+
1
144( p+1)2+ .
This yields
Dp\2e+
1(2p)
\p+1e +
12
\1+ 16( p+1)+
1
144( p+1)2+
1p
.
Observe that the value of
\2e+
1(2p)
\1+ 16( p+1)+
1
144( p+1)2+
1p
decreases with p and is smaller than one for p=1. This implies that
Dp\p+1e +
12
.
The constant from Theorem 1 is thus improved by a factor of at least
(2e?)12 ( p+1)1(2p), although only for the last d&t terms in the sum.
From this we may refine the upper bound of Theorem 1. In the next
corollary we write Cp for the constant in Theorem 1, i.e.,
Cp=(2?)12 ( p+1)( p+1)(2p), p # [1, ). (19)
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Corollary 1. Let p # [1, ), t # [1, d ). Then,
r(n)Cp \ :
t
i=1 \
- _ i
n i +
p
+
1p
+Dp \ :
d
i=t+1
(- _ i ) p+
1p
.
The effect of the better constant is particularly important when we con-
sider the complexity of the problem, since this leads to a reduction of the
=-exponent. We now derive an upper bound on the complexity using (5)
and Corollary 1. We recall from Section 1 that the cardinality number m(=)
is the minimal n that makes r(n) smaller or equal to =. As in Section 1,
c stands for the cost of one function evaluation.
Theorem 2. Let =>0 and let Cp , Dp be as in (19) and (18).
1. Let p # [1, ). For i # [1, d], ;0, define
s;, i=\ :
i
u=1
_;pu +
1p
, si =s12, i , s i=\ :
d
u=i+1
_ p2u +
1p
,
with s d=0. Let t=min[i : 2Dps i=]. Then,
comp(=)(c+2) inf
; # [12, 0] {‘
t
i=1 2Cp _12&;i
s;, t
= |= .
2. For p=, let t=max[i : 2(2?e(d+1))12 - _ i =]. Then,
comp(=)(c+2) ‘
t
i=1 2(2?e(d+1))12
- _ i
= | .
Proof. We set
ni=2Cp_12&;i s;, t= | , i=1, ..., t, ni=1, i>t. (20)
We claim that r(n)=. Indeed, (20) implies that
Cp \ :
t
i=1 \
- _ i
ni +
p
+
1p
Cp
=
2Cps;, t \ :
t
i=1
_;pi +
1p
=
=
2
.
The definition of t implies that Dps t=2. Then Corollary 1 yields r(n)=.
Consequently, the cardinality number is m(=)n, and the theorem follows
from (5). K
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Theorem 2 shows how the exponential growth of the complexity is
moderated by a decreasing sequence of variances. We refer to the Introduc-
tion for more information on this subject. We call this moderating effect the
delayed curse of dimension.
4. LOWER BOUND
We present in this section a lower bound on the complexity of problem
(2) that exhibits a similar delayed curse of dimension as the upper bound
presented in Section 3. In Theorem 3 we obtain a lower bound on the
radius of information r(n) and then we use it to establish a lower bound
on the complexity in Theorem 4.
Theorem 3. For p # [1, ], and t # [1, d], let st be as in Theorem 2.
Define
:p, t=
2
- ?
1(1p)
p \
1(1+t2)
1(1+tp)+
1t
, for p # [1, ),
:, t=
1
- ?
1(1+t2)1t,
and
cp, t=2? |

:p, t
exp(&z22) dz.
Then,
r(n) sup
;1, t # [1, d] {cp, t st n&;t : \‘
t
i=1
- _i+
1t
st n&(;&1)t= .
Proof. Note that for ;=1 we have - _1 s1 and therefore the
supremum is defined over a nonempty set, and r(n)cp, 1n&1.
Let x1 , ..., xn be arbitrary information points of the information Nn ,
defined as in Section 2. Consider the function
f (x)= min
i=1, ..., n
&x&xi&p .
This definition ensures that f # FLip(L, & }&p) and f (x i)=0 for i=1, ..., n.
Due to (3), it is easy to see that I( f ) is equal to the radius of the information
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Nn , r(Nn). Let B(r, xi) be the d-dimensional ball of radius r>0 centered on
xi , &x&xi &pr, and let, as before, +(A) be the Gaussian measure of the
set A/Rd. We define
Mn(r, x1 , ..., xn)=+ \.
n
i=1
B(r, xi)+ .
That is, Mn(r, x1 , ..., xn) is the measure of the set of points in Rd that lie
at a distance at most r from some information point. Then the Gaussian
integral I( f ) of f (x) is bounded by
|
Rd
f (x) +(dx)|
Rd&ni=1 B(r, xi)
f (x) dx
r(1&Mn(r, x1 , ..., xn)), \r>0.
Taking the supremum
Mn(r)=sup[Mn(r, x1 , ..., xn): x1 , ..., xn # Rd],
we obtain, according to (4), a lower bound for the minimal error of the
optimal (linear) algorithm:
r(n)(1&Mn(r)) r, \r>0. (21)
Observe that the function Mn(r) represents the maximal Gaussian measure
that can be covered by n balls of radius r. In order to complete the proof,
we have to estimate the value of Mn from above for some value r. This is
done with the help of Lemma 2 below. First, we need to introduce some
notation to be used in the rest of this proof.
We denote by e1 , ..., ed the canonical basis vectors of Rd, i.e., vectors with
coordinates ei, j=$ ij , where $
j
i is Kronecker’s delta. For u, v # [1, d], vu,
let Rv&u+1u, v be the linear subspace of R
d spanned by the basis vectors
eu , ..., ev . We write +u, v for the Gaussian measure induced by + on Rv&u+1u, v .
Given y>0 and b # Rv&u+1u, v , we define
Bu, v( y, b)=[x # Rv&u+1u, v : &x&b&p y]
as a (v&u+1)-dimensional ball of radius y centered at b. We are now
ready to state
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Lemma 2. Let t # [1, d]. Then,
Mn(r)sup {+1, t \.
n
i=1
B1, t(r, ai)+ : a1 , ..., an # Rt= .
Proof. Let x1 , ..., xn be arbitrary points in Rd, and let Pu, v(a), a # Rd,
denote the projection of a over Rv&u+1u, v . Observe that
.
n
i=1
B(r, xi)/P1, t \.
n
i=1
B(r, x i)+_Pt+1, d \.
n
i=1
B(r, xi)+ .
Observe also that the projection of the union of n sets equals the union
of the projections of the sets. Hence,
.
n
i=1
B(r, xi)/ .
n
i=1
P1, t(B(r, xi))_ .
n
i=1
Pt+1, d (B(r, xi)),
and the measure of the sets satisfies
Mn(r, x1 , ..., xn)+1, t \.
n
i=1
P1, t(B(r, x i))+
_+t+1, d \.
n
i=1
Pt+1, d (B(r, xi))+ .
Since each of the factors on the right is bounded by one, we can drop the
last one maintaining the inequality. Observe finally that the projection P1, t
of the ball B(r, xi) is a ball in the projection space R t1, t , with the same
radius and centered on ai=P1, t (xi). Hence,
Mn(r, x1 , ..., xn)+1, t \.
n
i=1
B1, t (r, ai)+ .
We now take the supremum over all possible sets of points x1 , ..., xn # Rd.
For the term on the right this is the same as taking a supremum over all
sets of points a1 , ..., an # Rt. This proves the lemma. K
We now set
r=st n&;t, ;1, t # [1, d]
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and estimate the maximal Gaussian measure of n balls of this radius in the
space R t1, t . The total Lebesgue volume of n balls of the same radius is
bounded by
V(n, t)=nkp, t(stn&;t)t=kp, ts ttn
&(;&1),
where kp, t stands for the Lebesgue measure of the unit ball &x&p1. From
Chapter 7 in [9] we know that the Gaussian measure of a set with
Lebesgue measure V(n, t) is bounded by the Gaussian measure of the
ellipsoid
:
t
i=1
z2i
_i
R2(n, t),
where R(n, t) is selected so that the Lebesgue volume of the ellipsoid equals
V(n, t). The volume of the ellipsoid is equal to
k2, t R(n, t)t ‘
t
i=1
- _i .
Equating this with V(n, t) we find
R(n, t)=\‘
t
i=1
- _ i+
&1t
\kp, tk2, t+
1t
st n&(;&1)t.
The maximum value that variable zt can take for points in the ellipsoid
is for zt=R(n, t)- _t , i.e.,
zt=- _t \‘
t
i=1
- _ i+
&1t
\kp, tk2, t+
1t
st n&(;&1)t.
Assuming that the index t satisfies the condition
\‘
t
i=1
- _t +
1t
stn&(;&1)t, (22)
we obtain
zt\kp, tk2, t +
1t
- _t .
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This means that the ellipsoid is contained in the infinite region bounded
by the hyperplanes zt=\: - _t , where :=(kp, t k2, t)1t. The Gaussian
measure of this region is equal to the Gaussian measure of a one dimen-
sional ball of radius : - _t in R1t, t . Hence, we have bounded the measure
of any n balls of radius st n&;t by
+1, t \.
n
i=1
B1, t(r, ai)++t, t (B(: - _t , 0))
=
1
- 2?_t
|
: - _t
&: - _t
exp(&t2(2_t)) dt
=2? |
:
0
exp(&t22) dt.
Consequently, Lemma 2 and (21) yield the lower bound,
r(n)\1&2? |
:
0
exp(&t22) dt+ stn&;t,
for every ; and t satisfying condition (22).
Finally, we show that :=:p, t . We need to compute the integral
kp, t=|
B1, t(1, 0)
dz1 } } } dzt=2 |
1
0 \|B1, t&1((1&ztp)1p, 0) dz1 } } } dzt&1+ dzt
=2kp, t&1 |
1
0
(1&z p)(t&1)p dz.
The value of this integral can be found in [3, p. 343];
|
1
0
(1&z p) (t&1)p dz=
1
p
B \ 1p , 1+
t&1
p + ,
where B(u, v) is Euler’s beta function. We can use this result and the
recursion obtained before to deduce
kp, t=\2p+
t
‘
t
i=1
B \1p , 1+
i&1
p + .
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This can be simplified using, see [3],
B(u, v)=
1(u) 1(v)
1(u+v)
to obtain
kp, t=
2t
pt
1(1p)t
1(1+tp)
.
Using this we check that :=:p, t . This concludes the proof. K
In Theorem 4 we derive the corresponding complexity result.
Theorem 4. Let p # [1, ] and =>0. Let cp, i be as in Theorem 3.
Define
t= sup
i, ;1 {
i
;
: \‘
i
j=1
- _ j +
1i
s1;i \ =cp, i+
1&1;
= ,
and let i0 be the index i for which the supremum is attained. Then,
comp(=)c \cp, i0
si0
= +
t
|.
Proof. Observe that for ;=1 we have - _1 s1 , and therefore t is well
defined and t1, i01. This means, in particular, that the supremum is
always reached for a finite ;. We select a positive integer,
n=min[m : cp, i0 si0 m
&1t=].
That is,
n=\cp, i0
si0
= +
t
|.
The definition of t implies
\‘
i0
i=1
- _i +
1i0
\ =cp, i0 +
1&1;
s1;i0 si0n
&(;&1)(;t)=s i0 n
&(;&1)i0.
Hence, the requirements of Theorem 3 are met for the index i0 . Thus,
r(n)cp, i0 si0 n
&;i0=cp, i0 si0 n
&1t.
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Since n is the smallest integer for which the right-hand side of the
inequality is less than =, we conclude that the cardinality number is
m(=)n. The theorem now follows from (5). K
We now compare the lower bound of Theorem 4 with the upper bound
of Theorem 2. One difference is that the constant 2Cp in Theorem 2
depends only on p whereas the lower bound constant cp, i0 depends also on
the index i0 . The dependency on i0 is through the integration limit :p, i0 .
Using Stirling’s approximation of the gamma function, the asymptotic
behavior of :p, i0 in i0 can be shown to be
:p, i0=3(i
12&1p
0 ), as i0  .
Hence, if p>2, then :p, i0 becomes large for large i0 , and the value cp, i0
approaches zero exponentially fast in i0 . If p<2, then :p, i0 goes to zero,
and cp, i0 approaches one. Obviously, for p=2 we have :p, i0=1, and cp, i0
is independent of i0 .
The lower bound of Theorem 4 exhibits a delayed curse of dimension
similar to the upper bound of Theorem 2. To see this, observe how the
index t depends on = and variances _i . For simplicity, consider the case
p=2, :p, i0=1. For fixed ;>1 and large = relative to the variances, the
condition
\‘
i
j=1
- _j+
1i
s&1;i \ =cp, i+
1&1;
can be satisfied only for small i. This means that i0 is small. As = decreases,
i0 increases, reaching i0=d as = goes to zero. For i0=d we can take in the
limit ;=1 and t=d.
Let tu denote upper bound exponent t of Theorem 2 and nu the upper
bound on the cardinality number derived in Theorem 2. Let tl and nl be the
corresponding lower bounds from Theorem 4. We now compute these
values numerically for the particular case when p=2 and _i=b&i+1, for
b>1.
In Theorem 2 we now have
D2=1, s i=\ bb&1 (b&i&b&d)+
12
.
With these values we find
tu=min \d, &ln(b
&d+=2(b&1)(4b))
ln(b) |+ ,
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and we can estimate nu using the values
C2=(2?)12 334, s;, i=\b
;&b;(&i+1)
b;&1 +
12
and setting ;=12 for simplicity. The computed upper bounds are shown
in Table I for different values of b and d and with ==0.01. We can observe
in this table the reduction of the effective dimension that is caused by the
fast decrease of the variance. Note that for each sequence of variances the
cardinality number increases with d until the dimension becomes as large
as the exponent tu and remains constant afterward. We can see, for
instance, that when _i=16&i+1 the effective dimension of the problem is 4.
Observe also how the values of the effective dimension decrease as the
variances become smaller: it is equal to 10 for _i=8&i+1 and to 2 for
_i=256&i+1.
For the lower bound, Theorem 3 gives :2, i=1, and we can compute
c2, i=0.3173105079... . Also,
s1;i =\b&b
&i+1
b&1 +
1(2;)
, \‘
i
j=1
- _i +
1i
=b&(i&1)4.
Taking logarithms in the definition of tl in Theorem 4 and dividing by ;
we obtain
tl= sup
i, ;1 {
i
;
:
i
;

1
;
4
ln(b) \\1&
1
;+ ln \
c2, i
= ++
1
2
ln \ b&1b&b&i+1+++
1
;= .
If we maximize the value the expression on the right-hand side as a func-
tion of ;, we can use the result to compute the values tl , i0 , and nl . These
values are shown in Table II. These lower bounds are several orders of
TABLE I
Upper Bounds on the Cardinality Number when ==0.01
d _i=8&i+1 _i=16&i+1 _i=32&i+1 _i=64&i+1 _i=264&i+1
1 1.14 E 03 1.14 E 03 1.14 E 03 1.14 E 03 1.14 E 03
2 4.77 E 05 3.33 E 05 2.33 E 05 1.65 E 05 8.23 E 04
3 7.05 E 07 2.43 E 07 8.39 E 06 2.96 E 06 8.23 E 04
4 3.74 E 09 4.61 E 08 5.88 E 07 2.96 E 06 8.23 E 04
5 7.10 E 10 4.61 E 08 5.88 E 07 2.96 E 06 8.23 E 04
10 4.97 E11 4.61 E 08 5.88 E 07 2.96 E 06 8.23 E 04
20 4.97 E 11 4.61 E 08 5.88 E 07 2.96 E 06 8.23 E 04
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TABLE II
Lower Bounds on the Cardinality Number when ==0.01
d _i=8&i+1 _i=16&i+1 _i=32&i+1 _i=64&i+1 _i=264&i+1
1 3.20 E 01 3.20 E 01 3.20 E 01 3.20 E 01 3.20 E 01
2 1.13 E 03 4.93 E 02 2.18 E 02 1.29 E 02 6.90 E 01
2 2.03 E 03 4.93 E 02 2.18 E 02 1.29 E 02 6.90 E 01
4 2.03 E 03 4.93 E 02 2.18 E 02 1.29 E 02 6.90 E 01
5 2.03 E 03 4.93 E 02 2.18 E 02 1.29 E 02 6.90 E 01
magnitude smaller than the corresponding upper bounds, but they still
show a reduction of the effective dimension as before. Observe how the
lower bounds on the effective dimension match the upper bounds from
Table I for variances that decay very fast. Lower bounds for d=10 and
d=20 are the same as for d=5 and are not included in the table.
5. PATH INTEGRATION
In this section we consider the extension of the results of Sections 3 and
4 to the case d=. This corresponds to the path integration of Lipschitz
functions over the spaces l p, p # [1, ), equipped with a Gaussian measure
+ with a diagonal covariance matrix. Observe that diagonality of the
covariance matrix is not a restriction in the Hilbert space case, p=2, since
in this case we can select a base in which the covariance matrix is diagonal;
see [12].
More precisely, on the space l p, p # [1, ), we consider a Gaussian
measure + with a diagonal covariance matrix and variances _i satisfying
:

i=1
_ p2i <. (23)
This condition ensures that the measure + is concentrated on l p; see [12].
For functions f: l p  R satisfying the Lipschitz condition
| f (x)& f ( y)|&x& y&, \x, y # l p,
we consider the problem of numerical approximation of the path integra-
tion functional
J( f )=|
lp
f (x) +(dx). (24)
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It is clear that J( f )<, since the Lipschitz condition implies that
f (x) f (0)+&x&, and J( f (0)+&x&) is always finite under the condition
(23); see, for instance, [12].
The approximation of path integrals by deterministic algorithms has
been studied in [13] for several classes of functions. It is shown there that
if all the eigenvalues of the covariance matrix are positive and if we con-
sider the class of r times continuously Frechet differentiable functions,
r<, then the problem is intractable in the worst case setting; that is,
there is no finite q such that the complexity of the problem can be bounded
by a constant times =&q. The problem is tractable when r>0 and only a
finite number of eigenvalues are positive and when the integrands belong
to certain classes of entire functions. Since we are considering Lipschitz
functions and the regularity is r=1, we know that the path integration
problem (24) is intractable, except when the problem is effectively finite
dimensional. The extension of Theorems 2 and 4, however, can provide
explicit bounds on the complexity and an estimate of its asymptotic growth
as = goes to zero.
We first consider the upper bound. Proceeding as in Section 3, we
approximate J( f ) by I( fd), where fd (x)= f ((x[id] , 0)). The approxima-
tion of J( f ) by I( fd) introduces an error at most
|J( f )&I( fd)||J(&(0, x[i>t] &)|.
The integral on the right is equivalent to an integral J$(&x&) taken over the
space l p, equipped with a Gaussian measure +$ with diagonal covariance
matrix and variances _$i=_i+t :
J(&(0, x[i>d]&)=J$(&x&)=|
lp
&x& +$(dx).
We use once more the result from Section 2.3.3 of [12] (which is in fact
stated for integration of &x& over the space l p) to find that
J$(&x&)Dp s t ,
where now
s t=\ :

i=t+1
_ p2i +
1p
.
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The functional I( fd), on the other hand, is a d dimensional integral,
which we can approximate as in Theorem 1. Combining this with Theorem
2 we obtain
Corollary 2. Let p # [1, ). The complexity of the path integration
problem (24) is bounded by
comp(=, p, )(c+2) \2Cp st= |+
t
, (25)
with
t=min[i : 2Dps i=].
The lower bound of Theorem 4 can also be extended to cover the case
d=. We only need to observe that Lemma 2 holds also in this case and
that the rest of the proof of Theorem 4 deals with a problem of dimension
t< once Lemma 2 is applied. Hence, we have the following
Corollary 3. Let p # [1, ). Then,
comp(=, p, )c \cp, i0
si0
= +
t
| ,
where cp, i is as in Theorem 3, and t and i0 are as in Theorem 4.
Similarly as before, let us call the upper bound exponent t of Corollary 2
tu and the lower bound exponent t of Corollary 3 tl . We now estimate the
asymptotic values of tu and tl when = tends to zero for d= and _ i=i&k,
k>1. We set p=2 for simplicity. From the definition of t in Theorem 2 it
is easy to find
tu=3(=&2(k&1)), as =  0.
Theorem 4 yields the exponent
tl=3(sup
;1
(;&1=&(2k)(1&1;))), as =  0.
The supremum is attained when ;=ln(=&2k), which gives
tl=3 \ =
&2k
ln(=&1)+ as =  0.
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We now summarize these results.
Corollary 4. Let _i=i&k, k>1. Then, as =  0,
comp(=, 2, )=3(=&(1=):),
with
: # \2k&$,
2
k&1& , \$>0.
Corollary 4 shows that in this particular case the values of the upper and
lower exponents are quite close for large k. The growth of the complexity
is shown to be not only superpolynomial (as is implied by intractability),
but in fact superexponential in =.
6. GAUSSIAN INTEGRATION ON W r, (Rd)
In the previous sections we studied Gaussian integration of Lipschitz
functions. In this section we extend our analysis of upper bounds to
smoother functions which are r times differentiable in the sense of distribu-
tional derivatives. Here we only consider the case p=. More precisely,
we consider the Sobolev class W r, (Rd), d<, defined as
W r, (Rd)={ f : Rd  R } :
|m|=r
& f (m)&1= ,
where m is a multi-index, and f (m) is the corresponding distributional
derivative.
We define Gaussian integration as the approximation of the linear
functional,
I( f )= ‘
d
i=1
(2?_ i)&12 |
Rd
exp \& :
d
i=1
x2i (2_i)+ f (x) dx, f # W r, (Rd).
(26)
Applying Taylor’s formula it is possible to adapt the proof of Theorem
2 to cover functions in the class W r, (Rd). For this, we must now use
Hermite information, that is, the value of the function and its derivatives
up to order r&1 at the sample points.
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Theorem 5. Let the total number of evaluations of the function and its
derivatives be
n=\d+r&1r&1 + ‘
d
i=1
ni , ni>0.
Then, the radius of optimal information for problem (26) satisfies
r(n)
(2?)r2 (r+1) (r+1)2
rr!
:
d
i=1 \
- _i
ni +
r
.
Proof. As in Section 2, we choose >di=1 n i sample points from a
d-dimensional grid. These points are defined by (7) in terms of ti, j # R for
i=1, ..., d and j=1, ..., ni . The finite and infinite rectangular regions Vk
with k=[k1 , ..., kd] from K0 are a partition of Rd and are given by (8) and
(9).
For each k # K0, consider all the sample points of the grid (7) that are
adjacent to the region Vk , and select the one whose coordinates have the
lowest absolute values. We denote this point by xk*.
Let T r&1k be the Taylor polynomial of degree r&1 for the function f
centered on xk* , and let Rrk be the corresponding remainder function. We
have
f (x)=T r&1k (x)+R
r
k(x), \x # Vk .
This way we construct polynomials on >di=1 (ni+1) disjoint regions Vk .
Observe that to construct Taylor’s polynomial T r&1k at xk*, we need
\d+r&1r&1 +
evaluations of the function and its derivatives. This makes the total number
of evaluations equal to n when all sample points are considered.
On each region Vk , we select a quadrature rule Sk that integrates poly-
nomials of degree r&1 exactly. This is possible due to the lemma in
Section 1.2.8 of [5]. Let S be the quadrature formula obtained by the sum
of all the quadratures Sk . Since each Sk integrates T r&1k exactly, the error
of S for the Gaussian integral of f is
e(S, n)=|I( f )&S( f )|= :
k # K0
|
Vk
|R rk(x)| +(dx)=: :
k # K0
Ik .
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Let x=(t1 , ..., td) and xk*=(t*1, k1 , ..., t*d, kd). Then, the remainder functions
Rrk can be written in the form, see Section 13.4 in [6],
Rrk(x)= :
|m|=r
(t1&t*1, k1)
i1
i1 !
} } }
(td&t*d, kd)
id
id ! |
1
0
sr&1
 |m|f (xk*+s(x&xk*))
t i11 } } } t
id
d
ds,
where i1+ } } } +id=|m|. Applying Ho lder’s inequality for sums with
exponents r and q=r(r&1) we get
|Rrk |\ :|m| =r
(t1&t*1, k1)
ri1
i1 !
} } }
(td&t*d, kd)
rid
id ! +
1r
_\ :
|m|=r \|
1
0
sr&1
 |m|f (xk*+s(x&xk*))
t i11 } } } t
id
d
ds+
q
+
1q
.
The last factor can be bounded as
\ :
|m| =r \|
1
0
sr&1
 |m|f (xk*+s(x&xk*))
t i11 } } } t
id
d
ds+
q
+
1q
\ :
|m|=r "
 |m|f (xk*+s(x&xk*))
t i11 } } } t
id
d
"
q
 \|
1
0
sr&1 ds+
q
+
1q
=
1
r \ :|m|=r "
 |m|f (xk*+s(x&xk*))
t i11 } } } t
id
d
"
q
+
1q
.
Since f # W r, , we get
|Rrk |
1
r \ :|m|=r
(t1&t*1, k1)
ri1
i1 !
} } }
(td&t*d, kd)
rid
id ! +
1r
=
1
rr! \ :
d
i=1
(ti&t*i, ki)
r+
rr
=
1
rr!
&x&xk*& rr .
Hence,
Ik
1
rr! |Vk &x&xu*&
r +(dx).
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This expression is similar to the left-hand side of (15), with : such that
p(1&:)=1. Hence, we proceed as in (16), and use the result of Lemma 1
with }=r+1, to find that
Ik
1
rr!
‘
d
i=1
(2?_i)&12 :
d
i=1 \
#i, r+1
cki n i +
r+1
‘
j{i
m1, k, j ,
with #i, r+1=- 2?(r+1) _ i , m1, k, j defined as in (13), and cki=2 for
ki=0, n, otherwise cki=1.
Consider now the sum of all the terms Ik , k # K0. Using the identity (17),
we obtain
:
k # K0
Ik
1
rr!
‘
d
i=1
(2?_i)&12 :
k # K0
:
d
i=1 \
#i, r+1
cki ni +
r+1
‘
j{i
m1, k, j
=
1
rr!
‘
d
i=1
(2?_i)&12 :
d
i=1
:
n1
k1=0
} } } :
nd
kd=0
\#i, r+1cki ni +
r+1
‘
j{i
m1, k, j
=
1
rr!
‘
d
i=1
(2?_i)&12 :
d
i=1
‘
j{i
(2?_ j)12 :
ni
ki=0
\#i, r+1cki ni +
r+1
=
1
rr!
:
d
i=1 \
1
2?_i+
12
\#i, r+1ni +
r+1
:
ni
ki=0
c&(r+1)ki

(r+1)12
rr!
:
d
i=1 \
- 2?(r+1) _i
ni +
r
.
This completes the proof. K
An upper bound on the complexity of problem (26) can be derived from
Theorem 5 and (5) through an estimate on the cardinality number. In
order to simplify the notation in the next theorem, we will write Ar for the
constant in Theorem 5,
Ar=
(2?)r2 (r+1)(r+1)2
rr!
= e2? (- 2? e)r r&r2(1+O(r&1)),
where the last equality has been obtained using Stirling’s approximation.
Theorem 6. Let r1. Let st and s t be as in Theorem 2, with p=r.
Define
t=min[i : 2Ars ri =].
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Then, the complexity of (26) satisfies
comp(=)(c+2) \d+r&1r&1 + \st \2Ar= +
1r
|+
t
&1.
Proof. We set
ni=st \2Ar= +
1r
| , i=1, ..., t, ni=1, i>t, (27)
and define n as in Theorem 5. Then direct substitution of n in Theorem 5
shows that r(n)=. Hence, the cardinality number is m(=)n, and the
theorem follows from (5). K
It is interesting to compare the upper bounds of Theorems 2 and 6. One
major difference is the dependence on the dimension d. There is a factor of
order d r&1 in the upper bound of Theorem 6. The corresponding factor in
Theorem 2 is 1, matching what would be derived from Theorem 6 with the
smoothness parameter r=1. We should remark, however, that it is not
possible to avoid the presence of a factor of order at least d r$ with
r$=w(r&1)2x . The reason is that the class W r, (Rd) is defined by means
of the restriction operator
Tf = :
|m|=r
& f (m)& ,
and, according to Chapter 4, Section 5.2 in [10], if the cardinality of the
information is smaller than the dimension of the algebraic complement of
ker I & ker T in ker T, then r(N)=. The kernel of the operator T is the
space of polynomials in d variables of degree less than or equal to r&1,
and the kernel of I is equal to the set of functions that are odd in at least
one variable. It is thus not difficult to see that the algebraic complement of
ker I & ker T is the set of polynomials of degree up to r&1 that have only
even powers of each variable. The dimension of this subspace is
\d+r$r$ + , with r$=\(r&1)2 ,
since it is spanned by the squares of monomials in d variables of degree at
most r$. We conclude from here that n must be at least of order d r$, since
otherwise r(n)=.
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On the other hand, there is a clear gain in the value of the exponent of
= when r>1. Observe first that the power r that appears on the sum s i in
the definition of t leads to smaller values for exponent t. In addition to
that, the effective exponent in Theorem 6 is tr instead of t.
Finally, we consider the case when the variances are _i=i&2. We call the
exponent t in Theorem 6 t6 and the exponent t from Theorem 2 t2 . We first
estimate both numbers using the approximation
:
d
j=i
i&k &|
d
i
x&k dx=(k&1)&1 (i&k+1&d &k+1).
Setting k=r, the definition of t in Theorem 6 gives the approximate value
t6 &\(r&1) =2Ar +
1
d r&1+
&1(r&1)
| .
Theorem 2 gives for t2 ,
t2 &\( p&1) \ =2Dp +
p
+
1
d p&1+
&1( p&1)
| .
Thus, for relatively large values of =, t6 is is approximately equal to
=&1(r&1), while t2 is roughly equal to =&p( p&1).
Numerical computation of the values of t6 and t2 make this difference
clear. If we set d=20, and ==0.01, we find t6=7 if r=5 and t6=3 if
r=10. The effective exponents, t6 r, are equal to 1.4 and 0.3, respectively.
On the other hand, the exponent that we obtain from Theorem 2 is t2=20,
for every p1.
This shows how the moderating effect of a decreasing sequence of
variances becomes much more essential as the smoothness of the
integrands increases.
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