Abstract-Scalability is a real challenge for network management due to the increase of the devices to be managed and their various locations. A potential solution is based on botnets basically used by attackers. To prove the efficiency of such a system, a model is needed. Since in a previous paper we propose an IRC botnet model, in this paper we introduce two kinds of P2P models, evaluate them and compare the three different models to determine a practicable solution for network management.
I. INTRODUCTION
In the network management domain, most existing solutions are not well suited for today's Internet and its new services. Besides a huge number of various devices to be managed, the management domain has no clear boundaries and devices must be managed wherever they are by bypassing network equipments like firewalls or addresses translators. Furthermore, the management system shouln't be compromised for doing malicious malicious activities. Nowadays, a main Internet threat are the botnets which allow an attacker to control a huge number of computers. The supporting middleware communication used by botnets is highly adapted to deal with large scale networks and the firewalls protection. The scalability, the efficiency and the robustness of them is the reason why an evolution towards a malware inspired management could be efficient and scalable. We propose to use botnets for doing network management. To prove the scalability with thousands devices, a model is needed. Because there are several kinds of botnets, we will propose different models. Therefore we are able to evaluate each one and to compare them. Our objective is to describe model with realistic constraints and to simulate each one.
The paper is structured as follows: the main challenges and a case study are described in section 2. Moreover this section gives the different metrics to evaluate the models. The section 3 shows how a botnet can be used for network management. The fourth section details the two different possible P2P networks and the corresponding models. The section 4 evaluates them and compares the two P2P based solution and the IRC (Internet Relay Chat) [1] based solution described in our previous work [2] . The fifth section is about related work. Finally a conclusion and our future work are introduced.
II. RESEARCH CHALLENGES
Our work is motivated by a practical problem of managing a large scale distributed honeypot for detecting cyber-predators [3] . Specific keywords are announced by the honeypots on the The honeypots have to be configured and monitored in order to retrieve the potential cyber-predators list. In fact, our management plane aims to perform a mass configuration like in the Figure 1 . Thus our simple scenario is composed of one management platform which sends a broadcast messages to all devices. In our vision, a large and voluntary users population installs the honeypot and therefore attackers are allowed to install it and to provide false results. The key features that we had to address are:
• scalability: in order to provide a good detection of cyber predators, many honeypots have to participate.
• efficiency: because the keywords are not content-linked, they can be changed quickly and thus the keywords list needs to be advertised quickly also.
• tracking prevention: an attacker should not identify other honeypots because he might disrupt them. Moreover, the manager who delivers the keywords list and retrieves the information of cyber-predators has to be hidden else it can be compromised to be used for criminal activities.
• security: an attacker should not be able to advertise another keywords list.
• reachability guarantees: an administrator needs to know the potential impact of sending a management request and above all the number of reached devices in order to plan complementary requests if necessary.
III. MALWARE BASED MANAGEMENT APPROACH
In our previous work [2] , we showed that hackers dealt with the same challenges by using botnets. A botnet is a network of compromised computers and a controller (aka botmaster) sends requests to and gets replies from bots. A very huge botnet of 400 000 bots was already observed [4] and multiple defenses exist to prevent a botnet to be attacked.
Several communication channels can be used. In our previous work [2] , an IRC [1] based model was introduced since it is the most known botnet communication system. An IRC network is composed of few interconnected servers forming a spanning tree and each one forwards the requests to many connected clients. Many details about botnets are given in [5] and the second chapter introduces botnets based on other control mechanisms like P2P networks. Therefore, a malware based management plane can be inspired from P2P botnets. In fact the management request sent by the management platform is forwarded at each node which receives it. This architecture is totally decentralized, contrary to the IRC architecture which needs servers. However, there are several ways to organize a P2P network and to send a request to the maximum number of nodes i.e., to send a broadcast message. Furthermore this kind of networks is able to easily preserve the anonymity of the botnet controller by forwarding the message through many nodes.
Two P2P networks are modeled and evaluated in this paper: Chord [6] and the Slapper communication mechanism [7] . Thus we don't focus on how the network is deployed. We evalute the networks once it is deployed. Basically it can be done in the same manner that agent are installed on different devices. Another possible way should be to propagate the software like a virus. However in this case, we need to use authentification to avoid to install attacker software. Thus a previous conifuguration is needed in all cases.
IV. MODELS
Some notations are shared by both models and the IRC model [2] . We denote by:
• m: the branching factor of a node is the maximum number of adjacent links, • N : the total number of nodes in the network, • β: the probability for a node to be compromised. The compromised node network communication can be monitored by the attacker. Therefore the other devices to be managed may be known and compromised too in the future. It is reasonable to consider that a compromised host cannot be used to inject commands (for probing the network) if encryption is used.
• α(m) is the availability factor. An available node is connected and is able to forward the request. Because maintaining a connexion needs ressources, more a node has to maintain connections, lower the availability is. The models aim to determine the number of reachable devices regarding the previous mentionned parameters and the number of hops. An origin node sends a message and the reachability metric gives the average number of nodes at a given maximal distance i.e., the number of hops (efficiency of a boradcast message).
A. Slapper model
Slapper [7] is a famous worm which appeared widely in 2002. The infected machines could be remotely controlled in order to perform an attack or to send Spam. In fact, the compromised computers did form a P2P network. Each peer knows all the other peers to build a full-meshed network.
The attacker sends a message to a specific host with the maximal number of hops to reach the host. Thus the message is forwarded by random peers (chosen at each intermediary peer) to the destination. This mechanism prevents the tracking of the controller and a message might be forwarded by the same node more than one time. Each message has an identifier which is used to build a return path routing table.
Considering a mass configuration task, Slapper provides a useful broadcast technique named broadcast segmentation. For scalability and security reasons, the message is sent to two random peers in the network which will be in charge of choosing other two random peers and so on. One more time the manager cannot be tracked and a maximal number of hops needs to fixed. Therefore it is clear that there is no way to reach all nodes definitely. In the Figure 2 , the nodes are organized in the same way that for the Chord model to show the difference easily. The branching factor is two and the origin node is the node 0. It sends the messages to two other nodes: 4 and 9. Each one of them will do the same thing independently. Moreover the non determinism property is illustrated by the figure showing another possibility for the second hop. Finally, we consider a general model where the number of chosen random peer is exactly fixed to m which can be different from two.
In a first step, considering t nodes which have already received the broadcast nodes among N . They have to forward the broadcast message and can send c duplicated messages. The probability p(N, t, c, j) which is the probability to forward these messages to j nodes not yet contacted is:
where
is the combination with repetitions of k items among n and C k n is the number of combination of k items among n without repetition.
In fact, the first term at the numerator is the number of possibilities to choose the j different nodes among the total number of N nodes except the t already contacted nodes. Considering that j duplicated messages are sent to these j nodes, the numerator is multiplied by the number of possibilities to choose the destination nodes of c − j left messages among the total number of reached nodes i.e., the previous contacted nodes and the j new contacted nodes. The result is then divided by the total number of possibilities to choose the destination nodes of the messages among all possible nodes in the network. This probability can be calculated only if
At the ith hop, the number of duplicated messages is m i . However a node can be overloaded and so the number of new messages to be send is reduced to msg = (m × α(m)) i because each node has the probability α(m) to be available. Although msg is also the maximum number of new reachable hosts, this one is limited by the number of already reached hosts at the previous hop. Thus we define:
The average number of new reached nodes is computed thanks to the formula (1) by considering all possible cases:
is the number of reached nodes at the exact distance i from the origin node and reach(N, m, i) is the number of reached nodes at the maximal distance i. If i = 0, only the initial node is considered. Otherwise, the average number of reached devices is composed of the number of reached hosts at the previous hop and the new reached hosts. Moreover if one host is compromised, all the network is discovered. Thus the reachability is given by the following formula where (1 − β) N is the probability for the network to not be discovered:
B. Chord Model
We expect to see an evolution in current malware towards a Chord based middleware since Chord has shown good performance in several studies [6] . Chord works as follows: an identifier is assigned to each participating node:
N MAX is the maximum number of participating nodes and the identifiers space size also. We consider a random and uniform distribution of nodes in the identifiers space by defining the average distance d between two consecutive node identifiers. It follows that N MAX = N × d. Contrary to a Slapper infected machine, a Chord node has a partial view of the network. It has a routing table with log(N MAX ) entries. Because the node distribution is uniform, only the first entries in the routing table could be the same. The first different entry i is different if
This is the difference between the maximum number of entries and the first different entry plus the first entry of the routing table. Chord nodes are presented clockwise on a circle like in Figure 2 . The i th entry of the node p routing table is the first node having a distance to node p at least 2 i−1 . [6] gives full details about the functioning of the chord lookup mechanism and how to maintain the routing tables. In our study we are interested to perform mass configuration over a Chord network. In [8] , the authors introduce an efficient broadcast algorithm by avoiding that a node receives the message two times. Our approach is based on this algorithm. The initiator node sends the message to each node of the routing table with an exploration limit. This limit is the next different entry in the routing table because the corresponding node will be in charge of broadcasting the message too. When a node receives a message, it is forwarded to each other peer of the routing table whose identifier is below the limit. Obviously a new limit is defined by the next node in the routing table or the current node itself. This mechanism is illustrated in Figure 2 . The node 0 sends the message to all different entries of its routing table which are 1, 3, 4 and 8. For each of them, the node 0 gives a limit which is the next node i.e., 3 for 1, 4 for 3, 8 for 4 and 0 for 8. This limit is an exclusive limit and that is why the node 4 forwards the message to the node 6 only since the limit is 8.
Each node has a limited routing table with log(N MAX ) entries. Thus when a node will forward the broadcast message, this value limits the number of new contacted nodes. So the branching factor m is fixed to log(N MAX ). Normally N MAX is a power of two.
Because of the limited number of assumptions, the algorithm 1 allows to compute for each node the number of needed hops to reach it. Obviously, only participating nodes have to be considered i.e. the valid identifier are characterized by id d which has to be an integer. If the identifier of the node is a power of two then the node can be contacted directly in one hop. Else, if there is no node between the identifier and the previous power of two identifier, the node can be also contacted directly. Otherwise, there is at least one intermediary node. In this case the algorithm is reinitialized by setting the origin node to this intermediary node. We consider that the controller node is the node 0 but changing the controller node is like a renumbering due to the uniformity of the node distribution.
This algorithm is executed for each node. The reachability at the ith hop for a total number of nodes N is the total number of nodes having the distance from the origin node at i hops.
Finally, the results are affected by different kind of failures. In the worst case the first hop is affected by a failure and so another node with a lower identifier has to replace it. This one is able to contact the second original hop node because it is Algorithm 1 Number of hops 
end for 12: end for
13: reach[h] ← reach[h] − total
Contrary to Slapper and the IRC model, protecting the network doesn't imply to preserve all nodes to be detected. In the worst case, an attacker can know all the network if he knows n attacked = N log(N ) because each one knows log(N ) different nodes in average. Thus, discovering all the network is equivalent to take the control of at least n attacked nodes. For each node, the probability to be compromised is β. Thus the probability to have the network entirely compromised can be calculated with a binomial law. It can be approximated by the Poisson law with λ = N × β. Finally the network is detected entirely with the probability: honeypot defense. Therefore the reachabilities computed by the algorithm 2 are multiplied by this limitative probability.
V. SIMULATION RESULTS
The function and parameter α(m) and β have to be correctly fixed for a fair comparison with our IRC model in [2] . Contrary to P2P networks, this model is based on IRC servers and the results were generally interpreted by assuming 100 final hosts per server. Therefore, β IRC in the IRC solution models the fact that 100 hosts can be detected. So, in P2P network models, β is fixed to β IRC 100 = 0.01 100 = 0.0001. In the same manner, α(m) = e 2−log(N ) 100 to perform comparisons between the different models.
A. Slapper model 1) Impact of the number of hops:
The first experiments aim to show the reachability dependency on the number of hops and the branching factor. In figures 3 and 4, β limits the maximum reachability to N × (1 − β) N . However α(m) which is more important for high branching factor has not a great impact on the results because in all cases, the higher the branching factor is, the better the reachability. Furthermore, whatever the number of nodes N is, a fixed number of hops allows to obtain the best reachability. For example, with m = 5, eight hops are needed to get the best result. Thanks to these figures, it is possible to determine a minimum number of hops to obtain attended performance. It is clear that a limit of four or five hops is totally useless. The total number of nodes N has an impact on the slope of the curves. When N increases, the reachability increases more at the beginning of the curve and so increases less before reaching the maximum value. 2) Impact of the number of nodes: Figure 5 shows the dependency between the reachability and the total number of nodes N for different distances from the origin node: i ∈ {6, 8, 10}. Obviously all the curves decrease because the number of hops is fixed and so the total number of reached nodes is limited by it. When the number of hops increases, the curves for the highest branching factor converge to the same values limited by β once again. This observation confirms that for a high fixed number of hops, obtaining the maximum possible reachability is possible whatever the total number of nodes N is. Else α(m) entails a difference between the curves. However for a considerable number of hops, which is higher or equal to 10, the branching factor has no impact on the reachability. Otherwise, the higher the branching factor is, the higher the reachability is. The branching factor m = 2 does not provide good results. Although it is the default value of the slapper worm, this case can be considered as impracticable for a management framework.
B. Chord model 1) Impact of the number of hops:
The two Figures 6(a) and 6(b) display the reachability results for different numbers of nodes. In fact, N MAX = N × d even if it is not a power of two. Therefore it is possible to test with different d and to compare the results with other models. In fact, it is like the chord ring was cut at the end which is managed by our algorithm. Obviously the number of routing table entries is the first integer lower or equal to log(N MAX ).
Firstly, all the curves are very close and the best curves are the curves with the smallest distance d. However, this conclusion is unfair because it depends on d being a power of two. The problem is that in the equation (3), the terms log(N MAX ) and log(d) should be integers which is not the case and thus the real value is based on integer values which are the first integer lower or equal than log(N MAX ) and the first integer greater or equal than log(d). This explains the differences for values which are not powers of two due to the truncations to integer, the number of different entries is reduced and so less nodes can be reached. By testing with other values of d from 1 to 16, two classes of d exist: (1)C 0 : d is a power of two and (2) C 1 : d is not a power of two. For an equivalent network size N , the first class is better and all the curves are similar. The second class has different curves but never better than for the first class. Moreover, a reachability close to one can be reached. In fact, β has not a great impact because an attacker needs to know at least N log(N ) nodes to compromise all the network. Therefore, Chord is a solution to send the management request to all devices. On the Figure 6 (a) and 6(b), the corresponding values for Slapper are plotted by taking the suitable branching factor which is log(N ). The Slapper model has equivalent or better performance for a number of hops limited to 6. Therefore it seems that for a i ≤ 6 hops, using Slapper architecture is sufficient. Indeed, in the previous section, it is shown that it is the minimum number of hops to attain the best reachability.
2) Impact of the nodes distribution: Because the branching factor m is fixed in the chord model, this experiment aims to show the impact of d, the average distance between two consecutive nodes identifiers. In the Figure 6 (c), N MAX = 2 14 and it is clearly highlighted that the higher the distance d is, the higher the reachability is. In fact, the performance are better because N decreases when d increases and each node has log(N ) entries.
Thus, when d is multiplied by a factor k, the number of different entries is decreased by log(
In the same time, the number of nodes is divided by k and for high values of N it is clear that the number of nodes decreases faster than the number of different entries. That is why even if the number of different entries is reduced when d increases, the reachability increases due to the reduced population size.
3) Impact of the number of nodes: The curves plotted on Figure 7 illustrate the dependency between the reachability and the number of nodes. The curves have the same shape that for the Slapper model. However, because β has not a great impact, the maximal reachability is logically close to one. Once again the two classes can be distinguished. When simulating with other number of hops, the curves are similar but translated. Thus for a given reachability for N nodes, multiplying the number of hops by a quarter translates this value to 
C. Impact of the attacks
This last experiment evaluates the resiliency of the different systems. 1 − (1 − β) N , is the probability to have the network discovered in the Slapper Model because each node knows all others. So the average number of detected nodes is detected slapper = N (1 − (1 − β) N ). In Chord, the average number of attacked nodes is βN . Each one has an average of log(N ) different entries in the routing table (see equation 3). So the average number of detected nodes is detected chord = βN × log(N ). We define a ratio:
. Firstly, this ratio does not depend on the distance d between two nodes in the identifiers space. Secondly, because a node knows every others in the slapper model, the impact of attacks is similar to the IRC model. The Figure 8 shows that the chord benefit is important because the curve increases quickly to reach a maximum for N = 2 15 . res (2 15 ) is about 650 and means that a Chord based management plane divides the number of detected nodes by 650 in this case. Moreover the Chord model is always better than the slapper or the IRC model on this graph. For 2 10 nodes in the networks, the model is 100 times more performant. However, after the maximum value for N = 2 15 , the curve decreases slowly. However, for a huge network of 2 512 nodes, the ratio is about 20 which means that it is reasonable to consider that the Chord model is more resistant to attacks due to the decentralization of the network knowledge. 
D. Comparison with an IRC based botnet
As the IRC model considers only the servers, we assume that a server has 100 hosts connected and that the curves of [2] are modified to take in account this fact.
1) Impact of the branching factor:
In the figures 9(a) and 9(b), the highest branching factors do not automatically imply the best performances contrary to P2P models. The network failures have an higher impact for an IRC architecture. Indeed, the more nodes there are, the more effective a high branching factor is. For example, a branching factor of 10 has poor performances with 2000 nodes. Moreover, the maximum reachability limited by β is the same for the Slapper and the IRC model. Furthermore, the curves increase quicker for the IRC model than other as showed by the Figures 9(a) , 9(b), 3, 4, 6(a) and 6(b). Although for m = 7 in the Slapper model seven hops are always needed to obtain the maximum reachability, only five hops are necessary with the IRC model. The Figure 6 (a) shows that seven hops are needed also whatever the value of d is. The IRC model has better performance because it is a centralized architecture with a limited number of servers. On the other side, as the number of hops is reduced, the anonymity is not as much protected as in the P2P networks. For the IRC model in [2] , assuming a transmission time of t trans , the total needed time to contact all reached hosts in five hops is (5 + 100) * t trans which is the time to contact the hosts of the last server (please see [2] for more details). For a P2P network only (m+7−1) = 13 * t trans are necessary because the final hosts are directly considered and thus the time is limited by the delay to send the messages to all neighbors and the delay for the last message of them to , it is shown that the slapper model is equivalent to the Chord model for a number of hops less or equal to six. Therefore, if there is a hard time constraint, using a P2P architecture is better. If reaching a reasonable proportion of hosts is sufficient, the limit can be fixed at six hops and a simple Slapper communication scheme could be used. Otherwise, the Chord model provides the best performances. Furthermore, only the Chord model guarantees a reachability very close to one.
2) Impact of the number of nodes:
In the figure 9(c) the reachability of the IRC model is better than for Slapper model 5(a) for 6 hops only. For N < 2 12 the Chord model is also equivalent to the Slapper model. In fact, for the Slapper model, the highest curves did not converge to the same value and are not linear. It means that the maximum reachability is not reached which contrasts the IRC model where the high connectivity assured this. On the other side, if N > 2 12 , the reachability is very limited by β and it is the same curve for the IRC model that for slapper on the Figure 7. 
3) Comparison results:
The goal of this section is to determine what kind of architecture is more suitable depending on the final management application. First of all, the reachability is better for the IRC model for a reduced number of hops (< 7) but the time delay performances are very poor in comparison with P2P models. If the application needs to configure the majority of the participating computers, the Chord model is more suitable than others due to low exposition to attacks. However, if the application doesn't need to configure many computers but only a part, the other models can be suitable. The Figure 7 shows that if only twenty percent of hosts need to be correctly configured, the other models are sufficiently performant if N ≤ 2 14 . Another attended property is the tracking prevention. In all P2P models, knowing the central authority is not possible as the messages are forwarded by several peers. The IRC architecture needs servers, the attackers knows where the management requests are issued from. Besides, the load of an IRC system entails to have a central authority to manage the IRC architecture. In [2] , the load of an IRC server with 100 connected hosts is load IRC = (100 + m) * load host if we consider that being connected with an host (load host ) and a server is the same for simplicity reason. In the case of a P2P network, the load is limited to load P 2P = m * load host . The advantage of the IRC architecture is that only the IRC servers need to have open ports. In a P2P networks, each node needs to have open port to forward a request. The IRC architecture is the best solution ofr a pure management plane for security reasons. Moreover because of the professional usage of the computers and the firewall configurations, they should be less exposed to the attacks and the reachability could be improved. In our case of the detection of cyber predators, the participating computers are personal computers and so more exposed. Therefore a Chord approach is preferable. Moreover they run a P2P file sharing applications and thus in main case, they have already an open port. The Table I is a summary of the properties of each studied framework.
VI. RELATED WORKS
Most of botnets are based on IRC [9] . In [10] , a P2P botnet is described. With respect to these works we are the first to propose a model to evaluate the performances of P2P botnets. A malware based network management was already introduced in [11] where a worm patrols on different hosts but the experiments are very limited. The Code-Green worm [12] is a salutary worm which patches Code-Red infected computers. In [13] , the authors propose to use a pastry overlay network for distributing an alert about a malware propagation. It is complementary to our study as it is based on pastry and it is different because no model for helping an administrator is provided. The most common management solution is a direct communication between the management platform and all the devices. It is very close to the IRC based botnet solution with only one server. This kind of architecture is centralized and limits the scalability which other approaches aim to solve. The first one is the management by delegation [14] . An efficient way to improve the scalability is to use hierarchical cascaded managers [15] . In fact, each intermediary manager is in charge of creating the fitted queries to the hosts under its responsibility from the origin query. The replies of the hosts need to be transformed also before being transmitting to the main controller like in [16] . In fact, in these mentionned work the original request is only a basis for mid-level managers which need to adapt it. The introduced case in this paper is different because the goal of the framework is to do mass configuration. A single complete request is required and no mid-level manager is able to complete it which is better for security reasons. A P2P extension of the hierarchical management is proposed in [17] . The paper [18] aims to solve the distributed pattern matching to perform lookup with wildcards in P2P networks. The authors propose to use aggregation and replication. The authors in [19] show that the echo pattern, which is very close to a P2P network, has promising results in term of performances. Other solutions are based on active networks [20] where a light management program is forwarded to be executed at the network devices. However, dedicated network equipments are necessary which slows down the deployment of these solutions. In [21] , a dedicated solution to ad-hoc networks creates groups and elects a manager inside it depending on the host connectivities. Besides, the network configuration to create the botnet is simple because it is possible to use the P2P file sharing system and dedicated ports. Furthermore, our approach does not need specific host except the management platform because every private user can participate because the needed resources are very limited contrary to other mentionned solutions. Finally the paper [22] focuses on the distributed hash tables (DHT) and shows that an efficient routing protocol should be associated with a good technique to compose and decompose the DHT due to the connections and the disconnections of the peers.
VII. CONCLUSION AND FUTURE WORKS
Botnets are an effective and scalable solution for management application. In our previous work [2] , we studied the possibility to deploy an IRC-based botnet for network management. This paper proposes a P2P network as a communication channel for management request. Two networks are modeled: Chord and the Slapper communication mechanism by taking in account the possibility to have a network failure or to be attacked. A manager is able to know the efficiency of sending a request in term of reachability i.e., the percentage of reached devices depending on the time delays or the number of hops. Using such an architecture for configuring honeypots does not need many requirements and provides good results. Considering the case of an open distributed honeypot where everybody can participate, the Chord approach has the best results due to a better robustness that Slapper communication. We plan to deploy the distributed honeypot on a real testbed.
