e literature has shown that ordinary least squares estimator (OLSE) is not best when the explanatory variables are related, that is, when multicollinearity is present. is estimator becomes unstable and gives a misleading conclusion. In this study, a modified new two-parameter estimator based on prior information for the vector of parameters is proposed to circumvent the problem of multicollinearity. is new estimator includes the special cases of the ordinary least squares estimator (OLSE), the ridge estimator (RRE), the Liu estimator (LE), the modified ridge estimator (MRE), and the modified Liu estimator (MLE). Furthermore, the superiority of the new estimator over OLSE, RRE, LE, MRE, MLE, and the two-parameter estimator proposed by Ozkale and Kaciranlar (2007) was obtained by using the mean squared error matrix criterion. In conclusion, a numerical example and a simulation study were conducted to illustrate the theoretical results.
Introduction
e general linear regression model in matrix form is defined as
where y is a n × 1 vector of the dependent variable, X is a known n × p full-rank matrix of explanatory variables, β is a p × 1 vector of regression coefficients, and ε is n × 1 vector of disturbance such that E(ε) � 0 and Cov(ε) � σ 2 I. e ordinary least squares estimator (OLSE) of β in model (1) is defined as
According to the Gauss-Markov theorem, the OLS estimator is considered best, linear, and unbiased, possessing minimum variance in the class of all linear unbiased estimators. However, different studies have shown that the OLS estimator is not best when the explanatory variables are related, that is, when multicollinearity is present [1] . is estimator becomes unstable and gives a misleading conclusion. Many biased estimators have been proposed as an alternative to OLSE to circumvent this problem. ese include Stein estimator [2] , principal components estimator [3] , ridge estimator (RRE) estimator [1] , contraction estimator [4] , modified ridge regression estimator (MRRE) [5] , and Liu estimator [6] .
Hoerl and Kennard [1] proposed a ridge estimator (RRE)
where T k � (X ′ X + kI) −1 X ′ X. β RRE (k) was obtained by augmenting the equation 0 � k 1/2 β + ε ′ to the original equation (1) and then applying the OLS estimator. Mayer and Willke [4] defined the contraction estimator
was obtained by augmenting the equation dβ � β + ε ′ to the original equation (1) and then applying OLS. is is defined as follows:
where T d � (X ′ X + I) −1 (X ′ y + dI). Swindel [5] modified the ridge estimator (MRRE) by adding a prior information.
e estimator is defined as follows:
where b represent the prior information on β. MRRE tends to b as k tends to infinity. Also, MRRE returns the estimates of the OLS estimator when k � 0. Based on prior information, Li and Yang [7] proposed a modified Liu estimator (MLE):
MLE includes OLS and Liu as special cases. In recent times, different researchers have suggested the use of twoparameter estimators to handle multicollinearity. Ozkale and Kaciranlar [8] proposed the two-parameter estimator (TPE), which is defined as
where k > 0, 0 < d < 1. TPE includes OLS, RRE, LE, and the contraction estimators as special cases. e primary focus of this study is to provide an alternative method in a linear regression model to circumvent the problem of multicollinearity. A modified twoparameter (MTP) estimator is proposed based on prior information and is compared with OLS, LE, RRE, MRRE, MLE, and TPE, respectively, using the mean squared error matrix (MSEM) criterion. e article is structured as follows: We introduce the new estimator in Section 2. In Section 3, we discuss the superiority of the new estimator. Section 4 consists of a numerical example and a simulation study. Concluding remarks are provided in Section 5.
Modified Two-Parameter Estimator
, and MRRE in equation (6) can be re-expressed as
Similarly, T d � (X ′ X + I) −1 (X ′ X + dI), and then the modified Liu estimator in equation (7) can be written as
MRRE and MLE are the convex combination of the prior information b and the OLS estimator. From equation (8) 
−1 ; therefore, the modified two-parameter based on the prior information can be defined as follows:
Also, MTPE is a convex combination of the prior information and OLSE. It includes the special cases of OLSE, RRE, MRE, LE, and MLE. e following cases are possible:
Suppose there exist an orthogonal matrix T such that
, where λ i is the ith eigenvalue of X ′ X. Λ and T are the matrices of eigenvalues and eigenvectors of X ′ X, respectively. Substituting Z � XQ, α � Q ′ β in model (1) , then the equivalent model can be rewritten as
e following representations of the estimators are as follows: 
if and only if
Establishing Superiority of Modified TwoParameter Estimator Using MSEM Criterion
In this section, MTPE is compared with the following estimators: OLS, RRE, LE, MRRE, MLE, and TPE.
Comparison between the MTPE and OLS Using
, the bias vector and covariance matrix of MTPE are obtained as follows:
where
Hence,
From the representation,
Comparing (18) and (19) ,
Let k > 0 and 0 < d < 1. us, the following theorem holds.
Theorem 3. Consider two biased competing homogenous linear estimators α OLS and α MTPE
Proof. Using (17) and (19) , the following was obtained:
will be positive definite (pd) if and only
′ is pd. By Lemma 2, the proof is completed.
Comparison between the MTPE and RRE Using
Z ′ y, the bias vector and covariance matrix of RRE is given as follows:
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Let k > 0 and 0 < d < 1.
us, the following theorem holds.
Theorem 4. Consider two biased competing homogenous linear estimators α RRE (k) and α MTPE
(k, d, b). If k > 0 and 0 < d < 1, the estimator α MTPE(k,d,b) is superior to estimator α RRE (k) using the MSEM criterion, that is, MSEM (α RRE (k)) − MSEM (α MTPE (k, d, b)) > 0 if and only if (α − b) ′ B k,d,b − I ′ σ 2 B k ΛB k ′ − B k,d,b Λ −1 B k,d,b ′ + k 2 B k αα ′ B k −1 B k,d,b − I (α − b) < 1.(26)
Comparison between the MTPE and LE Using
the bias vector and covariance matrix of RRE are provided as follows:
Considering the difference between (18) and (29),
Theorem 5. Consider two biased competing homogenous linear estimators α LE (d) and α MTPE
Proof. Using (17) and (28), the following was obtained: By computation,
⎧ ⎨ ⎩
(32)
will be positive definite (pd) if and only if,
Comparison between the MTPE and MRRE Using
, the bias vector and covariance matrix of MRRE are provided as follows:
Considering the difference between (18) and (35),
Theorem 6. Consider two biased competing homogenous linear estimators α MRRE
Proof. Using (17) and (34), the following was obtained:
will be positive definite (pd). By Lemma 2, the proof is completed.
Comparison between the MTPE and MLE Using
, the bias vector and covariance matrix of MLE are provided as follows:
. e mean square error difference between (18) and (41) is given as
Theorem 7. Consider two biased competing homogenous linear estimators α MLE
Proof. Using (17) and (40), the following was obtained: By computation,
By computation,
Comparison between the MTPE and TPE Using
the bias vector and covariance matrix of TPE are provided as follows:
Considering the matrix difference between (18) and (47) 
Selection of Bias Parameters
Selecting an appropriate parameter is crucial in this study. [17] , and others. For the purpose of practical application of this new estimator, the optimum values of k and d are obtained. In order to obtain an optimum value of k, we assume the value of d is fixed.
Recall from equation (18),
Differentiating equation (49) with respect to k gives the following result:
Let (zΔ/zk) � 0, the value of k is as follows:
σ 2 and α i are replaced by their unbiased estimators σ 2 and α i . e harmonic mean version is defined as
which is the estimated value of k introduced by Hoerl and Kennard [1] . Hoerl et al. [18] defined the harmonic version of the ridge parameter, k, as follows:
e optimum value of d is obtained by differentiating equation (49) with respect to d with fixed k. e result is as follows:
Let (zΔ/zd) � 0, the value of d is as follows: 
Equation (57) is the same as the optimum value of d proposed by Liu [6] , which is defined as follows:
for all i, then k are always positive.
Proof. e values of k in (51) are always positive
is inequality depends on the unknown parameters σ 2 and α i which is replaced by their unbiased estimators σ 2 and α i . e selection of the estimator of the parameters d and k in α MTPE (k, d, b) can be obtained iteratively as follows:
Step 1: calculate d from (59).
Step 2: estimate k HKB by using d in step 1.
Step 3: estimate d MTPE from (56) by using the estimator k HKB in step 2.
Step 
Numerical Example and Monte-Carlo Simulation
Hussain dataset which was originally adopted by Eledum and Zahri [19] is used in this study to illustrate the performance of the new estimator. e dataset was also adopted in the study of Lukman et al. [20] . is is provided in Table 1. e regression model is defined as follows: Table 2 . e values of k and d were computed using the estimators of k and d proposed in this study. k and d in equations (52) and (56) are obtained to be 1036.427 and 0.0043, respectively. From both tables, OLSE has the least performance among all the estimators. It was observed from Table 2 that the modified estimators (MLE, MRRE, and MTPE) outperform their counterparts. However, the proposed estimator MTPE outperforms other estimators.
Also, we conducted a Monte-Carlo simulation study to examine the performances of the estimators further. e simulation procedure used by Lukman and Ayinde [16] was also used to generate the explanatory variables in this study.
is is given as
where z ij is independent standard normal distribution with mean zero and unit variance, c 2 is the correlation between any two explanatory variables, and p is the number of explanatory variables. e values of c were taken as 0.85, 0.9, and 0.99, respectively. In this study, the number of explanatory variable (p) was taken to be four. e dependent variable is generated as follows:
where ε i ∼ (0, σ 2 ). e parameter values were chosen such that β ′ β � 1 which is a common restriction in simulation studies of this type [16] . e values of β are taken to be β 1 � 0.8, β 2 � 0.1, and β 3 � 0.6. Sample sizes 50 and 100 were used. ree different values of σ (0.01, 0.1, and 1) were also used. e experiment is replicated 5000 times. e estimated MSE is calculated as 6 Modelling and Simulation in Engineering
where β ij denotes the estimate of the ith parameter in the jth replication and β i is the true parameter values. e estimated MSEs of the estimators for different values of n, p, σ, and c are shown in Tables 3-6 . e results from the simulation study show that the estimated MSE increases as the level of error variance increases. We observed that as the degree of multicollinearity (ρ) increases, the estimated MSEs also increase. Also, RRE, MRRE, LE, MLE, TPE, and MTPE have smaller MSE than the OLS estimator. e proposed estimator MTPE outperforms other estimators depending on the choice of prior information. e results of the simulation study support the real-life analysis in this paper.
Conclusions
In this article, we proposed a modified two-parameter estimator to overcome the multicollinearity problem in a linear regression model. Also, we established the superiority of this new estimator over other existing estimators in terms of matrix mean squared error criterion. is new estimator is considered to include the ordinary least squares estimator (OLSE), the ridge estimator (RRE), the Liu estimator (LE), the modified ridge estimator (MRE), Estimators 
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