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1. INTRODUCTION 
All the matrices dealt with in this paper and all relations (e.g., similarity, 
congruence, and orthogonal congruence) between these matrices are over the 
real field. Section 2 gives a result from elementary group theory which is 
basic to the treatments in later sections. Section 3 gives several nasc (necessary 
and sufficient conditions) on an n x n matrix S of positive determinant that 
S be a product of three positive definite (symmetric) matrices. One such 
nasc is: either S is itself positive definite, or else S is nonsymmetric and its 
symmetric part is not nonpositive definite. Sections 4 and 5 give corresponding 
results for products of four and five positive definite matrices, respec- 
tively. In particular, every matrix of positive determinant is a product of five 
positive definite matrices and, if and only if it is not a negative scalar matrix, 
it is a product of four positive definite matrices. Also, it is shown in Sections 3 
and 4 as a consequence of the general results that, when n is odd, every n x n 
matrix of positive determinant is a product of four positive definite matrices 
and, if and only if it is not an indefinite (symmetric) matrix, is a product of 
three positive definite matrices. 
The problem of determining, for given positive integers m and n, whether 
or not a given n x n matrix of positive determinant is a product of m positive 
definite (real symmetric) matrices was already considered in [Z] and [2], 
where the case n = 2 was completely solved (see [I], Theorem 1 and the 
remarks immediately following it and [2], remark near the end of Section 2). 
The present paper gives a third method of solution (for n = 2), which is 
extended to the case of general n. The nasc given here (and those in [Z] and 
[2] for m = 2 are not essentially new. (See Theorem 2 of the present paper 
and [2], Corollary 1 .l’, both of which can be derived by elementary means 
from a known result of Taussky (referred to in [.Fj, p. 1127)). 
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2. A RESULT FROM GROUP THEORY 
In this section we present a result (Theorem 1 and Corollaries 1.1 and 1.2) 
from abstract elementary group theory and then (in Corollary 1.3 and Theorem 
2) apply this result to the group of (real) nonsingular n x n matrices. 
Before stating Theorem 1 we introduce some notation. Let 9 be an 
arbitrary group and I be its identity. Let * be (like inversion) an involutory 
anti-automorphism on 9, i.e., 
(A*)* = A and (A@* = B*A* 
for all A, B E 9. Clearly, then * commutes with inversion, i.e., 
for all C E 8. 
(c*)-l = (c-l)* 
We adopt one of the usual definitions for product of two subsets and adopt 
the corresponding definition for power of a single subset: 
~F=(ST:SEY and TEY}, 
9-o = (I}, and Yspm+l = 9.9’” for m = 0, 1,2 ,..., 
for all subsets Y and Y of Q. When Y or Y is singleton, we follow the 
custom of omitting the braces in YY, e.g., Y(T) = YT. We shall assume 
the elementary properties of this kind of product, in particular, that it is 
associative and that it distributes over union. 
All unions in this paper are to be taken ovm all C E 3’. We now define two 
“closure” operators, v and $ (each of which maps the family of all subsets of 
9 into the same family), by the equations 
which define ~9’ and I,!&’ for each subset 9’ of 9. One easily sees that p and 4 
are idempotent, i.e., that 
dv~p> = 9~9 and vW-9 = $9 
for every subset 9. From elementary group theory one easily establishes the 
following two facts. 
Fact 1. 9Y = Y if and only if CYC-i = Y for every C E 9. 
Fact 2. I&?’ = 9’ if and only if C*YC = 9 for every C E 9. 
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We can now state and prove our main result. 
THEOREM 1. Let 9 be any subset of 9, let 9 = z,W, and let m be any 
nonnegative integer. Then 
where we have de$ned the (otherwise undefined) symbol q~(Y9--l) to be {I}. 
Proof. We use induction on m. When m = 0 the conclusion holds by 
definition, except for #Y = Y, which follows immediately from 9 = $7 
and the idempotence of 4. Now suppose the conclusion is true for some 
m > 0. Then 
g-2m+2 = yy2m+1= (&y)yzm+l = (u wc*) Pm+1 
= u (y(c*~2~+'c) c-1 = u c99-2~+lc-l = p(yp~+l) 
(the fifth equality in the chain comes from the induction hypothesis and 
Fact 2), and hence Y2m+2 = dYsm+s) (by the idempotence of v). Then we 
also have 
= (J c*y(c99”+2c-1) c = u c*YP”‘T = *(x9-““+“) 
(the fifth equality in this chain comes from Fact 1 and the last result of the 
preceding sentence), and hence Y2m+3 = #(Y2n2+3) (by the idempotence of $). 
This completes the proof of the induction step and of the theorem. 
COROLLARY 1.1. Let 5 be as in Theorem 1. Then the subgroup N generated 
by 92 is normal in 9. 
Proof. By Theorem 1 and Fact 1 flz is self-conjugate in 9. Thus N is 
self-conjugate, i.e., normal, in 9. 
COROLLARY 1.2. Let 9 and JV be as in Corollary 1.1, and let ~2’ be the 
subgroup generated by F. If F C F2 (in particular, if I E F), then A’ = .N 
and hence A? is normal in 3. 
Proof. Y C Y2 C A! implies A C J” C &I. 
We now apply the above results to the case where ‘3 is the group 9(r) of all 
71 x n nonsingular real matrices (under matrix multiplication) and * is matrix 
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transposition, but w-e shall denote by S’ (instead of by S*) the transpose of a 
matrix S. For the set Y in Theorem 1 we take the singleton set (I), so 9 is 
the set of all n x n matrices congruent (over the real field) to I. We shall 
denote this latter set by W (instead of by Y). It is well known (e.g., [6], 
p. 139, Ex. 3 and 4) that %? is just the set of all n x n positive definite (real 
symmetric) matrices. Thus from Theorem 1 we have the following. 
COROLLARY 1.3. Let 9 be the set of n x n positive definite real (symmetric) 
matrices, and put 9F = W” = (I}. Th en f or each nonnegative integer m the 
following three statements are equivalent to each other: 
(1.1) SELJP (i.e., S is a product of 2m positive definite real symmetric 
matrices); 
(1.2) S is similar to an element of .%?2m; 
(1.3) S is similar to an element of 5Zizrn-l; 
and also the following three statements are equivalent to each other: 
(1.1’) SEs?m+l; 
(1.2’) S is congruent to an element of LZ2m+1; 
(1.3’) S is congruent to an element of .!3?2m. 
Remark. Since I E B, we can apply Corollary 1.2 in this context, but it 
tells us just the known fact that the subgroup generated by JZZ is normal in 
9(r). This subgroup is 9’+(r), the set of all n x n matrices of positive deter- 
minant (i.e., g+(r) is the identity component of B(r)), and Y+(r) is well 
known to be normal in S(r). We shall show (in Theorem 5) that actually 
g+(r) = Ws. (The notations .%?‘, Wm, g+(r), etc., will be used in later sections.) 
We close this section by applying Corollary 1.3 to the problem of charac- 
terizing g2. The result, Theorem 2, can also be obtained as an elementary 
combination of known results. (For example, it follows easily from [5], 
Corollary 8, p. 1127. Further references are given in [.5], Remarks 4 and 5, 
p. 1127.) 
THEOREM 2. Let S be an n x n real matrix. Then the following four 
statements are equivalent (to each other): 
(2.1) S EW2 (i.e., S is a product of two positive definite real symmetric 
matrices); 
(2.2) S is similar to an element of 9P; 
(2.3) S is similar to an element of 9; 
(2.4) S is orthogonally similar to a diagonable lower triangular matrix of 
positive diagonal. (Note: in this paper “diagonable” means “similar over the 
real$eld to a diagonal matrix.“) 
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Proof. The equivalence of (2.1), (2.2), and (2.3) is just the first half (i.e., 
the equivalence of (1. l), (1.2), and (1.3)) of Corollary 1.3 for the case m = 1. 
To show that (2.3) implies (2.4), supp ose S is similar to a positive definite 
matrix P. Then all the eigenvalues of S are positive real numbers since all 
those of P are, and so S is orthogonally similar to a lower triangular matrix T 
whose diagonal entries are all positive ([6], Theorem 10.2, p. 174 (applied to 
the transpose)). T is diagonable because P is (and because T is similar to P). 
To show that (2.4) implies (2.3), suppose S is orthogonally similar to a 
diagonable lower triangular matrix T of positive diagonal. Let P be the 
diagonal matrix whose diagonal is the same as the diagonal of T. Then T is 
similar to P (and hence S is) since T and P are both diagonable and have the 
same eigenvalues. Clearly P is positive definite. 
3. PRODUCTS OF THREE POSITIVE DEFINITE MATRICES 
In this section we characterize B3 by a rational nasc ((3.6) of Theorem 3). 
THEOREM 3. Let S be an n x n real matrix. Then the following six state- 
ments are equivalent: 
(3.1) S E g3 (i.e., S is a product of three positive defkite real symmetric 
matrices); 
(3.2) S is congruent to an element of g3; 
(3.3) S is congruent to an element of Wz; 
(3.4) S is congruent to a lower triangular matrix of positive diagonal; 
(3.5) S is congruent to a matrix all of whose leading principal minors are 
positive; 
(3.6) Either S E B’, or else S has positive determinant and is nonsymmetric 
and its symmetric part is not nonpositive definite. (An n x n symmetric matrix 
Q is nonpositive deJinite if and only if X’QX is nonpositive for every n x 1 
matrix X.) 
Proof. The equivalence of (3.1), (3.2), and (3.3) is just the second half of 
Corollary 1.3 for m = 1. Since orthogonal similarity is the same as orthogonal 
congruence, that (3.3) implies (3.4) follows from the fact that (in Theorem 2) 
(2.1) implies (2.4). That (3.4) implies (3.3) follows from the facts that (2.4) 
implies (2.1) and that each lower triangular matrix of positive diagonal is 
(diagonally) congruent to a lower triangular matrix whose diagonal entries 
are all positive and pairwise distinct and which is hence diagonable ([q, 
Theorem 7.3, p. 100). 
Certainly (3.4) implies (3.5). To show that (3.5) implies (3.4), we may 
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assume that all the lpm’s (leading principal minors) of S itself are positive. 
Then we choose an upper triangular n x n matrix C such that each diagonal 
entry of C is 1 and such that SC is lower triangular. One sees that there 
exists one (and only one) such C because the unknown entries (i.e., those 
above the diagonal of C) in column j occur only in column j of SC and occur 
there with coefficient matrix (of the system of linear equations obtained by 
setting = 0 the superdiagonal entries of SC) equal to the leading principal 
submatrix of order j - 1 in S, for j = 2, 3,..., n. One sees also that the 
lpm’s of SC are respectively equal to those of S. Now, since both C’ and SC 
are lower triangular, C’SC is also lower triangular. Furthermore, the Ipm’s 
of C’SC are respectively equal to those of SC and hence to those of S. There- 
fore C’SC has positive diagonal (and is congruent to S, since C is nonsingular). 
There remains only to show that (3.4) and (3.6) are equivalent. To show 
that (3.6) implies (3.4), we may (since, as we have already noted, each matrix 
of 5? is congruent to the positive diagonal matrix I) assume that S has positive 
determinant and that S is nonsymmetric and that its symmetric part, 
J(S + S’), is not nonpositive definite. Then, by the corollary at the very end 
of [4], S satisfies (3.4). To show that (3.4) implies (3.6), we may assume that 
S itself is a lower triangular matrix of positive diagonal (and hence has 
positive determinant), since (3.6) is invariant under congruence. If now S 
is diagonal, then S E LL?. If S is nondiagonal then S is nonsymmetric (since S 
is lower triangular) and $(S + S’) is not nonpositive definite (since its diago- 
nal is the same as the diagonal of S, which diagonal is positive). (Instead of 
proving that (3.4) implies (3.6) as above, we can prove that (3.1) implies (3.6) 
as follows. Let SE B3. Then by [3], Theorem 1, (9) implies (l), S + S’ is 
not nonpositive definite, and by [2], Theorem 4, S is symmetric only if 
S E W. This case of [2], Theorem 4, was proved earlier in [8], Theorem 2, 
p. 315.) This concludes the proof of Theorem 3. 
The situation in Theorem 3 depends on the parity of n in the following 
way: when n is odd the statement (3.6) can be replaced by a weaker (and 
simpler) statement, as seen in our next result. 
COROLLARY 3.1. Let S be an n x n real matrix and let n be odd. Then each 
of the six statements of Theorem 3 is equivalent to: 
(3.6’) Either S E 92, or else S has positive determinant and is nonsymmetric. 
(Thus, when n is odd, B3 consists of all matrices of 9+(r) except the indefinite 
symmetric matrices.) 
Proof. It obviously suffices to show that, if n is odd and det S > 0, then 
the matrix -L = t(S -1 S’) is not nonpositive definite. We give an indirect 
proof: suppose that -L were nonpositive definite. Then L would be non- 
negative definite, so we would have det L > 0. Also we have -S = L + K, 
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where K = $(S’ - S) is skew-symmetric, so by [7], Section 1, we would 
have det(-S) > det L (if L were nonnegative definite). But clearly 
det(-S) = (-1)” det S < 0 since n is odd and det S > 0. This contra- 
diction completes the proof. 
4. PRODUCTS OF FOUR POSITIVE DEFINITE MATRICES 
Using Corollary 1.3 and the equivalence of (3.1) and (3.6) in Theorem 3, 
we can easily derive a simple nasc (namely, (4.4) of Theorem 4) on S that 
SE 94. 
THEOREM 4. Let S be an n x n real matrix. Then the following four 
statements are equivalent: 
(4.1) S E LS4 (i.e., S is a product of four positive dejkite real symmetric 
matrices); 
(4.2) S is similar to an element of B4; 
(4.3) S is similar to an element of L%t3; 
(4.4) S has positive determinant and is not a negative scalar matrix. 
(Thus B4 consists of all of P( ) r except the negative scalar matrices.) 
Proof. The equivalence of (4.1), (4.2) and (4.3) is just the first half of 
Corollary 1.3 for m = 2. That (4.3) implies (4.4) follows trivially from the 
fact that (3.1) implies (3.6) (and the fact that a scalar matrix is similar only to 
itself). (Alternatively, one could note that (4.1) implies (4.4) directly by [2] ) 
Theorem 3.) To show that (4.4) implies (4.3), assume that det S > 0 and 
that S is not a negative scalar matrix. We consider three cases. 
Case 1. S is nondiagonal. Here S has a principal 2 x 2 submatrix of the 
form 
a b [ 1 c d’ with c # 0 or b # 0. 
Suppose c # 0. (The proof for b f  0 requires only the obvious modifica- 
tions.) Then S is similar to a matrix T whose corresponding (principal 2 x 2) 
submatrix is 
Thus, for all sufficiently large t, the matrix T is nonsymmetric and has at 
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least one positive diagonal entry (so the symmetric part of T is not non- 
positive definite) and hence T E B3 by Theorem 3 (since det T = det 5’ > 0). 
Case 2. S is diagonal but nonscalar. Here we follow the lines of Case 1 
and see that S is similar to a matrix T having a principal 2 x 2 submatrix of 
the form 
[ 
a (a - d)t 
0 d 1 with a # d. 
Thus, for all sufficiently large t (namely, for (a - d)2 t2 > 4ad), T is non- 
symmetric and its symmetric part is indefinite, so T E g3 by Theorem 3. 
Case 3. S is scalar. Here S is a positive scalar matrix and so is trivially 
similar to an element (S itself) of W3. This concludes the proof that (4.4) 
implies (4.3) and hence the proof of Theorem 4. 
When n is odd, the negative scalar n x n matrices have negative deter- 
minants, so we have the following immediate consequence of Theorem 4: 
COROLLARY 4.1. Let S be an n x n real matrix of positive determinant and 
let n be odd. Then each of the four statements of Theorem 4 is true. (Thus, when 
n is odd, 9+(r) = 94 = 95 = W6 = a** .) 
5. CONCLUDING REMARKS 
From Theorem 4 we can easily conclude that (for arbitrary n) 
9+(r) = B5 = 9P = 997 = ***, as in the next result. 
THEOREM 5. Let S be an n x n real matrix of positive determinant. Then 
S E 9@ (i.e., S is a product of jive positive de$nite real symmetric matrices). 
Proof. In view of Theorem 4 it suffices to assume that S = --I (and 
hence that n is even). Let P be a nonscalar matrix of 9. (Such a P exists 
because n > 2). Then -P E Z4 by Theorem 4 and P-l E 9, so --I = P-I(-P) 
is E 9?9P = 98’5. (One could also prove Theorem 5 using the second half of 
Corollary 1.3 (with m = 2) and the fact that --I is congruent to a nonscalar 
negative definite n x n matrix.) 
Remark. We observe that, given positive integers m and n. with m f  2, 
for each n x n real matrix S only a finite number (depending on n but not on 
S) of rational operations (on the entries of S) are required in order to deter- 
mine whether or not S E 9P. We are thus led to ask if such a rational nasc 
can also be given for BY2 (for n > 3, because the answer is known to be 
affirmative if n. = 2; see [2], Theorem 2, where the nasc for s2 (the same as 
for P) can be written in rational form). 
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