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Abstract
Videos can be manipulated by duplicating a sequence of
consecutive frames with the goal of concealing or imitating
a specific content in the same video. In this paper, we pro-
pose a novel coarse-to-fine framework based on deep Con-
volutional Neural Networks to automatically detect and lo-
calize such frame duplication. First an I3D network finds
coarse-level matches between candidate duplicated frame
sequences and the corresponding selected original frame
sequences. Then a Siamese network based on ResNet ar-
chitecture identifies fine-level correspondences between an
individual duplicated frame and the corresponding selected
frame. We also propose a robust statistical approach to
compute a video-level score indicating likelihood of manip-
ulation or forgery. Additionally, for providing manipulation
localization information we develop an inconsistency detec-
tor based on the I3D network to distinguish the duplicated
frames from the selected original frames. Quantified eval-
uation on two challenging video forgery datasets clearly
demonstrates that this approach performs significantly bet-
ter than four recent state-of-the-art methods.
1. Introduction
An increasingly large volume of digital video content is
becoming available in our daily lives through the internet
due to rapid growth of increasingly sophisticated, mobile
and low-cost video recorders. These videos are often edited
and altered for various purposes using image and video edit-
ing tools that have become more readily available. Manipu-
lations or forgeries can be done for nefarious purposes to
either hide or duplicate an event or content in the origi-
nal video. Frame duplication refers to a video manipula-
tion where a copy of a sequence of frames inserted into the
same video either replacing previous frames or as additional
frames. Figure 1 provides an example of frame duplica-
tion where in the manipulated video the red frame sequence
Figure 1: An illustration of frame duplication manipula-
tion in a video. Assume an original video has three sets
of frames indicated here by red, green and blue rectangles.
A manipulated video can be generated by inserting a sec-
ond copy of the red set in the middle of the green and the
blue sets. Our goal is to detect both instances of the red set
as duplicated and also determine that the second instance is
the one that’s forged.
from the original video is inserted between the green and
the blue frame sequences. As a real-world example, frame
duplication forgery could be done to hide an individual leav-
ing a building in a surveillance video. If such a manipulated
video was part of a criminal investigation, without effective
forensics tools the investigators could be misled.
It is very important to develop robust video forensic tech-
niques, like the one proposed here, to catch videos with
increasing sophisticated forgeries. Video forensics tech-
niques [18, 32] aim to extract and exploit features from
videos that can distinguish forgeries from original, authen-
tic videos. Like other areas in information security the so-
phistication of attacks and forgeries continue to increase for
images and videos, requiring a continued improvement in
the forensic techniques. Robust detection and localization
of duplicated parts of a video can be a very useful forensic
tool for those tasked with authenticating large volumes of
video content.
In recent years, multiple digital video forgery detection
approaches have been employed to solve this challenging
problem. Wang and Farid [32] proposed a frame duplication
detection algorithm which takes the correlation coefficient
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as a measure of similarity. However, such an algorithm re-
quires heavy computational load due to a large amount of
correlation calculations. Lin et al. [16] proposed to use his-
togram difference (HD) instead of correlation coefficients
as the detection features. The drawback is that the HD fea-
tures do not show strong robustness against common video
operations or attacks. Hu et al. [10] propose to detect du-
plicated frames using video sub-sequence fingerprints ex-
tracted from the DCT coefficients. Yang et al. [37] propose
an effective similarity-analysis-based method that is imple-
mented in two stages, where the features are obtained via
SVD. Ulutas et al. propose to use a BoW model [27] and
binary features [26] for frame duplication detection. Al-
though deep learning solutions, especially those based on
convolution neural networks, have demonstrated promising
performance in solving many challenging vision problems
such as large-scale image recognition [9, 23], object detec-
tion [21, 3, 24] and visual captioning [28, 1, 38], no deep
learning solutions have been developed for this specific task
so far, which motivates us to fill this gap.
In this paper, we propose a novel coarse-to-fine deep
learning framework, denoted as C2F-DCNN, for frame du-
plication detection and localization in forged videos. As
illustrated in Figure 2, we first utilize an I3D network [2] to
obtain the candidate duplicate sequences at a coarse level;
this helps narrow the search faster through longer videos.
Next, at a finer-level, we apply a Siamese network com-
posed of two ResNet networks [9] to further confirm dupli-
cation at the frame level to obtain accurate corresponding
pairs of duplicated and selected original frames. Finally,
the duplicated frame-range can be distinguished from the
corresponding selected original frame-range by our incon-
sistency detector that is designed as a I3D network with 16-
frames as a input video clip.
Unlike other methods, we consider the consistency be-
tween two consecutive frames from a 16-frame video clip in
which these two consecutive frames are in center, i.e., 8-th
and 9-th frames. This is aimed at capturing the temporal-
context for matching a range of frames for duplication. In-
spired by Long et al. [17], we design an inconsistency de-
tector based on the I3D network to cover three categories,
i.e., “none”, “frame drop”, and “shot break”, which repre-
sent that between 8-th and 9-th frames there are no manipu-
lations, there are frames removal within one shot, and there
exist two shots transit in the 16-frame video clips, respec-
tively. Therefore, we are able to use output scores from the
learned I3D network to formulate a confidence score of in-
consistency between any two consecutive frames to distin-
guish the duplicated frame-range from the selected original
frame-range, even in videos with multiple shots.
We also propose a heuristic strategy to produce a video-
level frame duplication likelihood score. This is built upon
the measures like number of possible frames duplicated,
minimum distance between duplicated frames and selected
frames, and the temporal gap between the duplicated frames
and the selected original frames.
To summarize, the contributions of this paper are as fol-
lows:
• We propose a novel coarse-to-fine deep learning
framework for frame duplication detection and local-
ization in forged videos. This framework features fine
tuned I3D networks and the ResNet Siamese network,
providing a robust yet efficient approach to process
large volumes of video data.
• We have designed an inconsistency detector based on a
fine-tuned I3D network that covers three categories to
distinguish duplicated frame-range from the selected
original frame-range.
• We propose a heuristic formulation for video-level de-
tection score, which leads to significant improvement
in detection benchmark performance.
• We evaluate performance on two video forgery
datasets and the experimental results strongly demon-
strate the effectiveness of the proposed method.
2. Related Work
The research related to frame duplication can be broadly
divided into inter-frame forgery, copy-move forgery and
Convolutional Neural Networks.
Inter-frame forgery refers to frame deletion and frame
duplication. For features used for inter-frame forgery, either
spatially or temporally, keypoints are extracted from nearby
patches recognized over distinctive scales. Keypoint-based
methodologies can be further subdivided into direction
based [5, 15], keyframe-based coordinating [14] and vi-
sual words based [22]. In particular, keyframe-based fea-
ture has been indicated to display incredible execution for
close video picture/feature identification [14].
In addition to keypoint-based features Wu et al. [34] pro-
poses a velocity field consistency based approach to detect
inter-frame forgery. This method is able to distinguish the
forgery types, identify the tampered video and locate the
manipulated positions in forged videos as well. Wang et
al. [30] propose to make full use of the consistency of the
correlation coefficients of gray values to classify original
videos and inter-frame forgeries. They also propose an op-
tical flow method [31] based on the assumption that the op-
tical flows are consistent in an original video, while in forg-
eries the consistency will be destroyed. The optical flow
is extracted as distinguishing feature to identify inter-frame
forgeries through a Support Vector Machine (SVM) classi-
fier to recognize frame insertion and frame deletion forg-
eries.
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Figure 2: The proposed C2F-DCNN framework for frame duplication detection and localization. Given a testing video, we
first run the I3D network [2] to extract deep spatial-temporal features and build the coarse sequence-to-sequence distance
to determine the possible frame sequences that are likely to have frame duplication. For the likely duplicated sequences, a
ResNet-based Siamese network further confirms a frame duplication at frame-level. For the videos with duplication detected,
temporal localization is determined with an I3D-based inconsistency detector to distinguish the duplicated frames from the
selected frames.
Recently, Huang et al. [11] proposed a fusion of audio
forensics detection methods for video inter-frame forgery.
Zhao et al. [39] developed a similarity analysis based
method to detect inter-frame forgery in a video shot. In
this method, the HSV color histogram is calculated to de-
tect and locate tampered frames in the shot, and then the
SURF feature extraction and FLANN (Fast Library for Ap-
proximate Nearest Neighbors) matching are used for further
confirmation.
Copy-move forgery is created by copying and past-
ing content within the same frame, and potentially post-
processing it [4, 6]. Wang et al. [29] propose a dimensional-
ity reduction approach through PCA (Principal Component
Analysis) on the different pieces. The drawback is that for
dark scale pictures furthermore forms each shading direct
in shading pictures and PCA is for recognition the fakes.
Mohamadian et al. [19] develop a Singular Value Decom-
position (SVD) based method in which the image is isolated
into numerous little covering squares and after that SVD is
requested to remove the copied frames. Its shortcoming is
that the method is not for shading pictures.
Recently, Yang et al. [36] proposed a copy-move forgery
detection based on a modified SIFT-based detector. Wang
et al. [33] presented a novel block-based robust copy-move
forgery detection approach using invariant quaternion expo-
nent moments. D‘Amiano et al. [6] proposed a dense-field
method with a video-oriented version of PatchMatch for the
detection and localization of copy-move video forgeries.
Convolutional Neural Networks (CNNs) have been
demonstrated to learn rich, robust and powerful features for
large-scale video classification [12]. Various 3D CNN ar-
chitectures [25, 2, 8, 35] have been proposed to explore
spatio-temporal contextual relations between consecutive
frames for representation learning. Unlike the existing
methods for inter-frame forgery and copy-move forgery
which mainly use hand-crafted features or Bag-of-Words,
we take advantage of Convolutional Neural Networks to ex-
tract spatial and temporal features for frame duplication de-
tection and localization.
3. Proposed Approach
As shown in the Figure 2, given a probe video, our pro-
posed C2F-DCNN framework is designed to detect and lo-
calize frame duplication manipulation. An I3D network
is used to produce sequence-to-sequence matrix and deter-
mine the candidate frame sequences at the coarse-search
stage. A Siamese network is then applied for a fine-level
search to verify whether frame duplications exist. After this
an inconsistency detector is applied to further distinguish
duplicated frames from selected frames. All of these steps
are described below in detail.
3.1. Coarse-level Search for Duplicated Frame Se-
quences
In order to efficiently narrow the search space, we start
by finding possible duplicate sets of frames throughout the
video using a robust CNN representation. We split a video
into overlapping frame sequences, where each sequence has
64 frames and the number of overlapped frames is 16. We
choose I3D Network [2], instead of using C3D network [25]
due to these reasons: (1) it inflates 2D ConvNets into 3D
and makes filters from typically N ×N square to N×N×N
cubic; (2) it bootstraps 3D filters from 2D filters to bootstrap
parameters from the pre-trained ImageNet models, and (3)
it paces receptive field growth in space, time and network
depth.
In this paper, we apply the pre-trained off-the-shell I3D
network to extract the 1024-dimensional feature vector for
k = 64 frame sequences since the input for the standard
I3D network is 64 rgb-data and 64 flow-data. We observed
that a lot of time was being spent on the pre-processing, so
improved the testing runtime. First k rgb-data and k flow-
data items are computed, then for the next frame sequence,
we can copy (k − 1) rgb-data and (k − 1) flow-data from
the previous video clip, and only calculate the last rgb-data
and flow-data. This significantly improved the testing effi-
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Figure 3: A sample distance matrix based on the frame-to-
frame distances computed by the Siamese network between
a pair of frame sequences. The symbols shown on the line
segment with low distance are used to compute the video-
level confidence score for frame duplication detection.
ciency.
Based on the sequence features, we calculate the
sequence-to-sequence distance matrix over the whole video
using L2 distance. If the distance is smaller than the thresh-
old T1, then this indicates that these two frame sequences
are likely duplicated and we take them as two candidate
frame sequences for further confirmation during the next
fine-level search.
3.2. Fine-level Search for Duplicated Frames
For the candidate frame sequences, detected by the pre-
vious stage described in Section 3.1, we evaluate the dis-
tance between all pairs of frames across the two sequences,
i.e., a duplicated frame and the corresponding selected orig-
inal frame. For this purpose we propose a Siamese neural
network architecture, which learns to differentiate between
two frames in the provided pair. It consists of two identical
networks by sharing exactly the same parameters, each tak-
ing one of the two input frames. A contrastive loss function
is applied to the last layers to calculate the distance between
the pair. In principle, we can choose any neural network to
extract feature for each frame.
In this paper, we choose the ResNet network [9] with 152
layers given its demonstrated robustness. We connect two
ResNets in the Siamese architecture with a contrastive loss
function and each loss value associated with the distance
between a pair of frames is formulated into the frame-to-
frame distance matrix, in which the distance is normalized
to the range [0, 1]. A distance smaller than the threshold
T2 indicates that these two frames are likely duplicated. For
videos that have multiple consecutive frames duplicated we
expect to see a line with low values parallel to the diago-
nal in the visualization of the distance matrix, as plotted in
Figure 3.
It is worth mentioning that we provide both frame-level
Figure 4: The confusion matrix for three classes of tempo-
ral inconsistency within a video, used with the I3D-based
inconsistency. We expect high likelihood of “drop” class
at the two ends of the duplicated frame sequence and high
“none” likelihood at the ends of the selected original frame
sequence.
and video-level score to evaluate the likelihood of frame du-
plication. For the frame-level score, we can use the value
in the frame-to-frame distance directly. For the video-level
score, we propose a heuristic strategy to formulate the con-
fidence value. We first find the minimal value of distance
dmin = d(imin, jmin) where imin, jmin = argmin
0≤i<j≤n
d(i, j)
in the frame-to-frame distance matrix. Then a search in per-
formed in two directions to find the number of consecutive
duplicated frames:
k1 = argmax
k:k≤imin
|d(imin − k, jmin − k)− dmin| ≤  (1)
and
k2 = argmax
k:k≤n−jmin
|d(imin + k, jmin + k)− dmin| ≤  (2)
where  = 0.01 and the length of the interval with dupli-
cated frames can be defined as:
l = k1 + k2 + 1. (3)
Finally, we can formulate the video-level confidence score
as follows:
Fvideo = − dmin
l × (jmin − imin) (4)
The intuition here is that a more likely frame duplication is
indicated by a smaller value of dmin, a longer interval of
duplicated frames, and a larger temporal gap between the
selected original frames and the duplicated frames.
3.3. Inconsistency Detector for Duplication Local-
ization
We observe that the duplicated frames inserted into the
source video usually yield artifacts due to temporal incon-
sistency at both the beginning frames and the end frames
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Figure 5: Illustration of distinguishing duplicated frames
from the selected frames. The index ranges for the red
frame sequence and the green sequence are [72, 191] and
[290, 409], respectively. s1 and s2 are the corresponding
inconsistency scores for red sequence and green sequence,
respectively. Obviously, s1 > s2, which indicates that the
red sequence is duplicated frames as expected.
in a manipulated video. To automatically distinguish the
duplicated frames from selected frames, we make use of
both spatial and temporal information by training an incon-
sistency detector to locate this temporal discrepancy. For
this purpose, we build upon the work by Long et al. [17]
who proposed a C3D-based network for frame-drop detec-
tion and only works for single shot videos. Instead of using
only one RGB stream data as input, we replace the C3D
network with an I3D network to also incorporate the opti-
cal flow data stream. It’s also worth mentioning that unlike
the I3D network used in Section 3.1, input to the I3D net-
work here is a 16-frame temporal interval, every frame in
a sliding window, with RGB and optical flow data. The
temporal classification provides insight about the tempo-
ral consistency between the 8-th and the 9-th frame within
the 16-frame interval. In order to handle multiple shots in
a video with hard cuts, we extend the binary classifier to
three classes: “none” - no temporal inconsistency indicat-
ing manipulation; “frame drop” - there are frames removed
within one shot video; and “shot break” or “break” - there is
a temporal boundary or transition between two video shots.
Note that the training data with shot-break videos are ob-
tained from TRECVID 2007 dataset [13], and we only use
the hard-cut shot-breaks since soft-cut changes gradually
and has strong consistency between any two consecutive
frames. The confusion matrix in Figure 4 illustrates high
effectiveness of the proposed I3D network based inconsis-
tency detector.
Based on the output scores for the three categories from
the I3D network, i.e., SnoneI3D (i), S
drop
I3D (i), and S
break
I3D (i),
we formulate the confidence score of inconsistency as the
following function
S(i) = SdropI3D (i) + S
break
I3D (i)− λSnoneI3D (i), (5)
where λ is the weight parameter, and for the results pre-
sented here we use λ = 0.1. We assume the selected origi-
nal frames have a higher temporal consistency with frames
before and after such frames than the duplicated frames be-
cause the insertion of duplicated frames usually causes a
sharp inconsistency at the beginning and the end of the du-
plicated interval, as illustrated in Figure 5. Given a pair of
frame sequences that are potentially duplicated, [i, i+l] and
[j, j + l], we compare two scores,
s1 =
wind∑
k=−wind
S(i− 1 + k) + S(i+ l + k) (6)
and
s2 =
wind∑
k=−wind
S(j − 1 + k) + S(j + l + k), (7)
where wind is the window size we check the inconsistency
at both the beginning and the end of the sequence. In this
paper, we set wind = 3 to avoid the failure cases where a
few start or end frames were detected incorrectly. If s1 >
s2, then the duplicated frame segment is [i, i+l]. Otherwise,
the duplicated frame segmentation is [j, j+ l]. As shown in
Figure 5, our modified I3D network is able to measure the
consistency between consecutive frames.
4. Experimental Results
We evaluate our proposed C2F-DCNN method on a self-
collected video dataset and the Media Forensics Challenge
2018 (MFC18)1 dataset [7].
Our self-collected video dataset is obtained through tak-
ing frame duplication manipulation on the 12 raw static
camera videos from VIRAT dataset [20] and 17 dynamic
iPhone 4 videos. In order to generate test videos with frame
duplication We randomly select frame sequences with the
duration 0.5s, 1s, 2s, 5s and 10s, and then re-insert them
into the same source videos. We use the X264 video codec
and a frame rate of 30 fps to generate these manipulated
videos. Note that we avoid any temporal overlap between
the selected original frames and the duplicated frames in
all generated video. Since we have the frame-level ground
truth, we can use it for frame-level performance evaluation.
The MFC18 dataset consists of two sub-sets, Dev dataset
and Eval dataset, which we denote as the MFC18-Dev
dataset and the MFC18-Eval dataset, respectively. There
are 231 videos in the MFC18-Dev dataset and 1036 videos
in the MFC18-Eval dataset. The duration of each video
is in the range from 2s to 3 minutes. The frame rate for
most of the videos is 29-30 fps, while a smaller number of
1URL: https://www.nist.gov/itl/iad/mig/media-forensics-challenge-
2018.
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Figure 6: Illustration of frame-to-frame distance between duplicated frames and the selected frames.
videos are 10 or 60 fps and only 5 videos are with larger
than 240 fps. We opt out 2 videos which have less than 17
frames because the input for the I3D network should have
at least 17 frames. We also opt out those 5 videos with large
frame rates (>220 FPS), since the frame rate for our train-
ing videos is not so high. We use the remaining 1029 videos
to conduct the video-level performance evaluation.
The detection task is to detect whether or not a video
has been manipulated with frame duplication manipulation,
while the localization task to localize the duplicated frames
index. For the measurement metrics, we use the perfor-
mance measures of area under the ROC-curve (AUC) for
the detection task, and use the Matthews Correlation Coef-
ficient
MCC =
TP× TN− FP× FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
for localization evaluation, where TP, FP, TN, FN refer to
frames which represent true positive, false positive, true
negative and false negative, respectively. See [7] for further
details on the metrics.
4.1. Frame-level performance on our self-collected
dataset
To better verify the effectiveness of deep learning so-
lution in frame-duplication detection on the self-collected
dataset, we consider four baselines: Lin et al.’s method [16]
that uses histogram difference as the detection features,
Yang et al.’s method [37] that is an effective similarity-
analysis-based method with SVD features, Ulutas et al.’s
method [26] based on binary features and another method
by them [27] that uses bag-of-words with 130-dimensional
SIFT descriptors. Unlike our proposed C2F-DCNN
method, all of these methods use traditional feature extrac-
tion without deep learning.
Note that the manipulated videos are generated by us,
hence both selected original frames and duplicated frames
are accessible to us. We treat these experiments as a white-
box attack and evaluate the performance of frame-to-frame
distance measurements.
Table 1: The AUC performance of frame-to-frame distance
measurements for frame duplication detection on our self-
collected video dataset.(unit: %)
Method Iphone 4 videos VIRAT videos
Lin 2012 [16] 80.81 80.75
Yang 2016 [37] 73.79 82.13
Ulutas 2017 [26] 70.46 81.32
Ulutas 2018 [27] 73.25 69.10
C2F-DCNN 81.46 84.05
We run the proposed C2F-DCNN approach and the
above mentioned four state-of-the-art approaches on our
self-collected dataset and the results are summarized in Ta-
ble 1. As we can see, due to the X264 codec, the contents
of the duplicated frames have been affected so that the de-
tection of a duplicated frame and its corresponding selected
frame is very challenging. In this case, our C2F-DCNN
method still outperforms the four preivous methods.
To help the reader better understand the comparison, we
provide a visualization of the normalized distances between
the selected frames and the duplicated frames in Figure 6.
We can see our C2F-DCNN performs the best for both
sample videos, especially with respect to the ability to dis-
tinguish the temporal boundary between duplicated frames
and non-duplicated frames. All these observations strongly
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demonstrate the effectiveness of this deep learning approach
for frame duplication detection.
4.2. Video-level performance on the MFC18 dataset
It is worth mentioning that the duplicated videos in the
MFC18 dataset usually include multiple manipulations, and
this makes the content between the selected original frames
and duplicated frames are affected more or less. Therefore,
the testing video in both the MFC18-Dev and the MFC18-
Eval datasets are very challenging. Since we are not aware
of the details about the generation of all the testing videos,
we take this dataset as a black-box attack and evaluate its
video-level detection and localization performance.
We compare the proposed C2F-DCNN method and the
above-mentioned four state-of-the-art methods, i.e., “Lin
2012”, “Yang 2016”, “Ulutas 2017” and “Ulutas 2018” on
these two datasets. We use the negative minimum distance
(i.e.,−dmin) as a default video-level scoring method to gen-
erate a video-level score for each competing method, in-
cluding ours. “C2F-DCNN+confscore” denotes our best
configuration with C2F-DCNN along with the proposed
video-level confidence score defined in Equation 4. In con-
trast, “C2F-DCNNa” uses only −dmin as the confidence
score. The comparative manipulated video detection results
are summarized in Figures 7 and 8.
A few observations that we would like to point out: (1)
C2F-DCNN always outperforms the four previous meth-
ods for the video-level frame duplication, with the video-
level score as negative minimum distance; (2) with “+conf
score”, our “C2F-DCNN+confscore” method generates a
significant boost in AUC as compared to the baseline
score of −dmin and achieves a high correct detection
rate at low false alarm rate; and (3) the proposed “C2F-
DCNN+confscore” method achieves very high AUC scores
on the two benchmark datasets: 99.66% on MFC18-Dev,
and 98.02% on MFC18-Eval.
Table 2: The MCC metric in [-1.0, 1.0] range for video tem-
poral localization on the MFC18 dataset. Our approach gen-
erates the best MCC score, where 1.0 is perfect.
Method MFC18-Dev MFC18-Eval
Lin 2012 [16] 0.2277 0.1681
Yang 2016 [37] 0.1449 0.1548
Ulutas 2017 [26] 0.2810 0.3147
Ulutas 2018 [27] 0.0115 0.0391
C2F-DCNN w/ ResNet 0.4618 0.3234
C2F-DCNN w/ C3D 0.6028 0.3488
C2F-DCNN w/ I3D 0.6612 0.3606
Table 3: The video temporal localization performance on
the MFC18 dataset. Note
√
, × and ⊗ indicate correct
cases, incorrect cases and ambiguously incorrect cases, re-
spectively. And #(.) indicates the number of a kind of spe-
cific cases.
Dataset #(
√
) #(×) #(⊗)
MFC18-Dev 14 6 1
MFC18-Eval 33 38 15
We also performed quantified analysis of the temporal
localization within a manipulated video with frame dupli-
cation. For comparison with the four previous methods,
we use the feature distance between any two consecutive
frames. For the proposed C2F-DCNN approach, the best
configuration “C2F-DCNN w/ I3D” includes the I3D net-
work as the inconsistency detector. We also provide two
baseline variants by replacing the I3D inconsistency detec-
tor with a ResNet network feature distance SRes(i) only
(“C2F-DCNN w/ ResNet”) or the C3D network’s scores
SdropC3D(i) − λSnoneC3D (i) from [17] (“C2F-DCNN w/ C3D”).
The temporal localization results are summarized in Ta-
ble 2, from which we can observe that (1) our deep learn-
ing solutions, “C2F-DCNN w/ ResNet”, “C2F-DCNN w/
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(a) Completely correct case (0 frame missed). (b) Partially correct case (4 frames missed on the right end only).
(c) Partially correct case (4 frames missed on the left end only). (d) Partially correct case (7 and 4 frames missed on the left and right end).
(e) Incorrect cases (2 frames gap). (f) Abmiguously Incorrect case (0 frame gap).
Figure 9: The visualization of confusion bars in video temporal localization. For each subfigure, the top (purple) bar is
ground truth indicating duplication, the middle bar (pink) is the system output from the proposed method, and the bottom
bar is the confusion calculated based on the above the truth and the system output. Note TN, FN, FP, TP and “OptOut” in
the confusion are marked in white, blue, red, green and yellow / black, respectively. (a) and (b-d) are correct results, which
includes completely correct cases and partially correct cases. (e) and (f) show the failure cases.
C3D” or “C2F-DCNN w/ I3D” work better than the four
previous methods and “C2F-DCNN w/ I3D” performs the
best. These observations suggest that 3D convolutional ker-
nel is able to measure the inconsistency between the con-
secutive frames, and both RGB data stream and optical flow
data stream are complementary to further improve the per-
formance.
To better understand the video temporal localization
measurement, we plot the confusion bars on the video time-
line based on the truth and the corresponding system out-
put under different scenarios, as shown in Figure 9. We
would like to emphasize that no algorithm is able to dis-
tinguish duplicated frames from selected frames for the am-
biguously incorrect cases indicated as⊗ in Table 3, because
such videos often break the assumption of temporal consis-
tency and in many cases the duplicated frames are difficult
to identify by naked eye.
4.3. Discussion
Multiple factors cause frame duplication detection and
localization becoming more and more challenging in video
forgries. These factors includes high frame rates, mul-
tiple manipulations (e.g., “SelectCutFrames”, “TimeAlter-
ationWarp”, “AntiForensicCopyExif”, “RemoveCamFin-
gerprintPRNU” 2) involved before and after, and gaps be-
tween the selected frames and the duplicated frames. In par-
ticular, zero gap between the selected frames and the dupli-
cated frames render the manipulation undetectable because
2These manipulation operation are defined in the MFC18 dataset.
the inconsistency which should exist in end of the dupli-
cated frames does not appear in the video temporal context.
Regarding the runtime, the I3D network for inconsis-
tency detection is the most expensive component in our
framework but we only apply it on the candidate frames that
are likely to have frame duplication manipulations detected
in the coarse-search stage. For each testing video clip with
a 16-frame length, it takes about 2 seconds with our learned
I3D network. For a one-minute short video with 30 FPS, it
requires less than 5 minutes to complete the testing through-
out all the frame sequence.
5. Conclusions and Future Work
In this paper, we propose a coarse-to-fine deep learn-
ing approach for frame duplication detection at both frame-
level and video-level, as well as for the video temporal lo-
calization. We also propose a heuristic strategy to formulate
the video-level confidence score, as well as an I3D network
based inconsistency detector to distinguish the duplicated
frames from the selected frames. The experimental results
have demonstrate the robustness and effectiveness of the
proposed method.
Our future work includes continuing to extend multi-
stream 3D neural networks for both frame drop, frame du-
plication and other video manipulation tasks like looping
detection, working on frame-rate variations, and train on
multiple manipulations, investigating the effects of various
video codecs on algorithm accuracy.
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