In this paper, a modeling framework is proposed for multi-period hub location. The problems to be addressed are extensions of classical hub location problems to the situation in which the hub network can be progressively built and its capacity gradually expanded over time. Both the single allocation and the multiple allocation cases are considered. For each case, a mixed-integer linear programming formulation is proposed and a set of valid inequalities is derived for enhancing the corresponding model. The results of a set of computational tests performed using the formulations proposed and their enhancements are reported. The value of the multi-period solution is discussed as a measure for evaluating the relevance of considering a multi-period model instead of a static counterpart.
Campbell [7] proposes a continuous approximation model for a dynamic hub location problem.
Demand increases over time. A discrete set of time periods is considered in which new hubs can be located and existing hubs relocated. A set of origin and destination points is considered which is assumed to be scattered over the service region. The service region is assumed to be finite and of fixed size and shape. The performance measure to be optimized is the present value of the sum of the terminal, transportation and relocation costs, discounted over an infinite time horizon. Several myopic strategies for locating the hubs (strategies which are based on the current demands and terminal locations) are investigated. Their performance is evaluated using a lower bound on the optimal cost, which, in turn, is obtained ignoring the relocation costs. The work focuses on single and double dimensional spaces. Hubs are uncapacitated and multiple allocation is allowed.
Contreras et al. [10] address a discrete multiple allocation hub location problem in a multiperiod setting. The goal is to allow adjustments of the hub network over time. A planning horizon is considered which is partitioned into a finite set of time periods. In each time period, a decision has to be made regarding the nodes that should become hubs. No relation is assumed for the set of operating hubs in consecutive periods. For instance, a node can be a hub in nonconsecutive periods. Flows are assumed to be known for each period of the planning horizon.
Hubs are uncapacitated. A branch-and-bound procedure is proposed for solving the problem.
At each node of the tree, lower and upper bounds are obtained using lagrangean relaxation.
In addition to the references above, we can also cite the PhD thesis by Gelareh [18] where a model was proposed for a phase-in/phase-out multi-period hub location problem. In each time period, new hubs can be built and hubs that existed at the beginning of the planning horizon can be removed. The set of hub links that should operate in each period is also part of the decision making process. Due to the complexity of the problem and to the fact that only toy instances can be solved to optimality using a general solver, a local search based approach is developed for obtaining feasible solutions to the problem.
In this work, we consider the basic setting underlying a hub location problem, i.e., a set of nodes such that some flow has to be shipped between each O-D pair. We consider a planning horizon partitioned into a set of time periods (e.g. years or quarters of a year) and we assume that the flows change over time but that they have previously been forecasted leading to a flow matrix for each time period. Like in the literature on static hub location problems, we consider a pure phase-in problem that is, we assume that a new hub network should be built from scratch.
However, in this work, this is done progressively over time. Nevertheless, as it will be discussed later on, the modeling framework we propose can be easily adapted to the situation in which a network is already operating and its expansion (in terms of the hubs and of the operating capacity of the exiting hubs) is to be planned.
We assume that hubs are capacitated and that capacities are modular. The reason for assuming modular capacities has to do with the practical applications of hub location problems in which capacities are often discrete in the sense that a facility is never expanded continuously but by the addition of modules (e.g. a new terminal in an airport or a new sorting line in a postal delivery system).
Finally, in terms of the capacity, we assume that for each hub a limit exists on the total flow that goes through the hub. This includes the flow originated at the hub. It is important to note that when hubs are capacitated it is up to the type of resources or operations involved in the problem to determine the exact shape of the capacity constraints. The reader should refer to Correia et al. [13] for a deeper discussion on this issue. In our case, we assume that a hub must collect its own out-bound flow and distribute its own in-bound flow and thus, capacity refers to all this flow.
In this work, we address both the single allocation and the multiple allocation patterns. Such patterns are period-dependent, i.e., the allocation of a non-hub node to a hub (in the case of single allocation) or to multiple hubs (in the case of multiple allocation) can change over time. Table 1 emphasizes the distinguishing features between this study and the other multi-period hub location studies that can be found in the literature namely those by Campbell [7] , Contreras et al. [10] , and Gelareh [18] . As the last column of Table 1 reveals, the current paper is the first one considering hub capacities in a multi-period setting. We additionally incur hub network design decisions and do not assume a fully interconnected hub network. Moreover, we consider an operational cost per unit of flow at a hub facility, which, again, is done for the first time within a multi-period context. For the single and multiple allocation problems considered, we propose mixed-integer linear programming formulations which result from the extension to the multi-period setting of wellknown models that have been developed for the static case. Additionally, several sets of valid inequalities are derived in order to enhance the developed models. We report the results of a set of computational tests performed using the models proposed and their enhancements.
Finally, we discuss the value of the multi-period solution, which is a measure that we propose for evaluating the relevance of using a multi-period model instead of a static counterpart.
The remainder of the paper is organized as follows. In the next section, we introduce a modeling framework for multi-period hub location and introduce several sets of valid inequalities which can be used for enhancing the proposed models. In section 3, we report and discuss the results of the computational tests performed using the models proposed as well as the valid inequalities derived. Finally, in section 4 we discuss the value of the multi-period solution. The paper ends with some conclusions drawn form the work done.
Mathematical Models
The basic assumptions underlying the multi-period setting we consider for hub location are the following:
• The planning horizon is finite and divided into time periods.
• In each time period it is possible to open new hubs and expand the capacity of existing hubs.
• During the planning horizon it is not possible to close an existing hub or reduce the operating capacities. As mentioned before, we are planning for designing a hub network from scratch (as usually done in the literature) but we assume that it can be done progressively over time.
• Different hub links can be operated in different periods, i.e., the hub network can change over time even when the set of hubs remains unchanged.
• A hub must collect its own out-bound flow and distribute its own in-bound flow. As a consequence, all the flow routed between hubs is discounted. Note that this is not the case in some static problems addressed in the literature. For instance, in the static multiple allocation hub location problem studied by Boland et al. [6] and Ebery et al. [14] a hub does not have to collect the flow it originates (its out-bound flow). In these works, the authors consider that the capacity constraints refer to the non-processed incoming flow (collected flow). This leads to some flow being carried out between hub nodes without any economies of scale discount (since such flow is not processed).
• Capacity constraints are applied to the volume of flow entering a hub via collection and transfer. Note that since the problem involves hub network design decisions, the flow between an origin-destination pair can be routed via more than two hubs. We assume that the flow entering a hub from any other hub may require some additional sorting. This is why the flow entering a hub via transfer is also included in capacity constraints.
• Capacities are modular. In particular, for each node, a set of modules of different sizes is assumed to be available (in case the node is selected to become a hub). In each time period, at most one module can be installed/added in each node.
• In each time period, each demand node can send flow to any other demand node through the network. Under this full cross-traffic assumption and since a hub must collect its own out-bound flow and distribute its own in-bound flow, the hub network to be established needs to be connected in each period.
• Single allocation and multiple allocation patterns are considered (separately). In both cases, it is possible to allocate a non-hub node to different hubs in different periods.
• The costs involved in the problem include i) fixed setup costs for locating the hubs, ii) fixed costs for operating the hub links, iii) fixed costs for installing modules in the hubs, iv) variable operational costs for the flow in the hubs, and v) variable costs for routing the flow between adjacent nodes.
The decisions to be made in each period regard the design of the hub network and the routing of the flow. We assume that all the decisions are made at the beginning/end of the time periods.
The goal is to minimize the total costs over the planning horizon.
Before modeling the problem, we introduce the following notation:
Sets:
N Set of nodes.
T

Set of time periods.
Flows:
Flow originated at node i ∈ N that is destined to node j ∈ N in period t ∈ T .
Total flow originated at node i ∈ N in period t ∈ T .
Total flow destined to node i ∈ N in period t ∈ T .
Q k Set of different module types available for a hub located at node
Capacity of module type q ∈ Q k available for node k ∈ N .
Costs:
Fixed setup cost for locating a hub at node k ∈ N in period t ∈ T .
Fixed cost of operating a hub link between hubs k ∈ N and l ∈ N in period t ∈ T .
Cost for installing a module of type q ∈ Q k at hub k ∈ N in period t ∈ T .
Operational cost per unit of flow for hub k ∈ N in period t ∈ T .
Cost of sending one unit of flow from node i ∈ N to node j ∈ N in period t ∈ T .
α Economies of scale discount factor for the flow transferred between hubs.
In order to formulate the problem, we consider as a starting point well-known formulations for static capacitated single and multiple allocation hub location problems. In particular, we focus on the formulation proposed by Ernst and Krishnamoorthy [15] for the single allocation case as well as the formulation by Boland et al. [6] and Ebery et al. [14] for the multiple allocation case.
Several studies suggest that these formulations represent a good trade-off between compactness and tightness, which is the reason why we consider them as a basis for our work. Note, however, that the models we present below are not straightforward extensions of these formulations because in addition to the multi-period setting a decision has to be made concerning the hub network design. Furthermore, the capacity constraints we consider require additional caution as we show below. We address the single allocation and multiple allocation cases separately in the following subsections.
The Single Allocation Problem
In order to capture the decisions that have to be made in the multi-period capacitated single allocation hub location problem we are addressing, the following sets of decision variables are proposed:
(x t kk = 1 indicates that node k ∈ N is a hub node in period t ∈ T .)
, if a hub link is operated between hubs k and l in period t 0, otherwise
, if a module of type q is installed at hub k in period t 0, otherwise
y it kl = Amount of flow originated at node i that is routed from hub k to hub l in period t (i, k, l ∈ N, t ∈ T ).
The problem can be formulated as follows:
The objective function (1) accounts for the total cost over the planning horizon (transportation, operation of hubs, capacity establishment, location of hubs, and operation of hub links).
Constraints (2) assure that in each period, each node is either a hub or is allocated to a hub.
Constraints (3) guarantee that in each period nodes should be allocated to operating hubs. Constraints (4) impose that once installed, a hub should not be removed during the planning horizon.
Inequalities (5) state that in each time period at most one module can be installed/added to each hub. Constraints (6) are the capacity constraints. Note again that the capacity of a hub refers to the incoming flow from the demand nodes (collection flow) as well as flow from other hubs (transfer). Furthermore, the capacity of a hub in each period is the sum of the capacities of all the modules established at the node until that period. Constraints (7) are flow divergence constraints. The condition that if a hub link is being operating in some period, then the corresponding end nodes should in fact be hubs is assured by constraints (8) and (9) . Constraints (10) are consistency constraints between the flow variables y and the variables associated with the operating hub links z. Finally, (11)- (15) are domain constraints.
The model above can be used for the situation in which a network is already operating and the goal is to plan for its expansion. This meets many practical situations such as in public transportation systems where the expansion of an existing network may be the relevant aspect to consider. In order to address this case, in addition to the previous notation we also consider:
Set of hubs which are operating before the beginning of the planning horizon.
Operating capacity at hub k ∈ N 0 before the beginning of the planning horizon.
The new situation can now be accommodated in the model above by setting x 0 kk = 1 for k ∈ N 0 and by replacing (6) with
and
The Multiple Allocation Problem
In this section we propose a model for the multiple allocation problem. In order to capture the decisions to be made we consider the following sets of decision variables:
x t ik = Amount of flow originated at node i that is routed from hub k in period t (i, k ∈ N, t ∈ T ).
v it lj = Amount of flow originated at node i that is routed to node j via hub l as the last hub on the route in period t (i, l, j ∈ N, t ∈ T ).
y it kl = Amount of flow originated at node i that is routed from hub k to hub l in period
The multi-period capacitated multiple allocation hub location problem can be formulated as follows:
The objective function (18) accounts for the total cost over the planning period (transportation, operation of the hubs, capacity establishment, location of hubs, and operation of hub links).
Constraints (19) assure that in every period of the planning horizon all the flow originated at each node should be routed via at least one hub. Constraints (20) guarantee that all flow destined to each node should be distributed via at least one hub. Constraints (21) state that in each period, at most one module can be installed/added to a hub. The assumption that we are dealing with a pure phase-in problem is assured by constraints (22) . The capacity constraints are guaranteed by the set of inequalities (23) . The flow conservation and divergence constraints are described by equalities (24) . Constraints (25) and (26) are consistency constraints for the flow collected at the nodes. In particular, they assure that in each period, the flow originated at a demand node can be collected at a hub node only if that hub node has been previously established (constraints (25) ) and that a hub must collect its own out-bound flow (constraints (26)). Constraints (27) and (28) provide the necessary consistency for the distribution decision variables. By constraints (27), the flow destined to any demand node can be distributed by a hub node only if that hub node is established (in every time period). By constraints (28), a hub needs to distribute its own in-bound flow in every time period. Constraints (29) and (30) assure that if a hub link is operating in some time period, then a hub must have been previously installed in each end node of the link. Constraints (31) guarantee that the transfer flow must in fact be routed using operating hub links. Finally, constraints (32)-(38) are domain constraints.
To the best of our knowledge, constraints (26) and (28) were first presented by Boland et al. [6] although these authors do not make use of such inequalities because they assume that a hub does not have to collect its own out-bound flow nor distribute its own in-bound flow.
Like in the single allocation case, the model above can be used for the situation in which a network is already operating and the goal is to expand it. We consider N 0 and u 0 k (k ∈ N 0 ) as defined in page 9.
The new situation can be accommodated in the model above by setting ξ 0 k = 1 for k ∈ N 0 and by replacing (23) with
and i∈N
Valid Inequalities
A set of computational tests performed using a commercial solver for tackling models P 1 and P 2 (which will be detailed in section 3) shows that a plain use of these models may be extremely demanding from a computational point of view. Accordingly, in this section, we propose a set of valid inequalities with the goal on enhancing the models.
The first set of inequalities arises from the observation that the hub network must be connected. Accordingly, if we have, say, K operating hubs then we must have at least K − 1 hub links. This can be stated for the single allocation model as follows:
The multiple allocation version of the above inequalities is:
Another set of inequalities is the following:
These inequalities are valid both for the single and the multiple allocation formulations.
They state that in each time period, the total capacity of the operating hubs is enough to handle the total amount of flow originated in the period. Note that these inequalities are implied by inequalities (6) (or (23)) and thus are redundant for the linear relaxation of both models P 1 and P 2 . Nevertheless, they turned out to be useful as their inclusion in the model can improve the performance of a solver when solving the models.
In addition to the inequalities above, we can go further by deriving a new set of valid inequalities regarding the establishment of capacity modules. The following inequality is valid for the single-allocation problem:
Similarly, the following inequality is valid for the multiple-allocation problem:
These inequalities state that if a hub is operating in a period, then at least one capacity module must have been installed at that hub until the end of that period.
Computational analysis with these valid inequalities using the single and multiple allocation formulations are presented in the next section.
Computational Tests
We test the single and the multiple allocation capacitated multi-period hub location and hub network design formulations on the CAB data set [5] . CAB data set, which is introduced by O'Kelly [23] , is based on airline passenger interactions between US cities and is frequently used to test all types of hub location problems. Values of the parameters used in our computational tests with the CAB data set are summarized in Table 2 .
We test instances from the CAB data set consisting of 15 and 25 nodes. We consider a 5-period planning horizon. The flows in the first period are set to those found in the OR Library [5] . As customarily done in the literature these flows are scaled so that the total flow adds up to one. We generated two different flow scenarios to test our models. In the first scenario, flows constantly increase by 5%; i.e., in order to determine the amount of flows in a period, the flows in the previous period is multiplied by 1.05. In the second scenario, the flow for each pair of demand node is determined by multiplying the previous period's flow by a random T a b l e2 : V a l u e so ft h ep a r am e t e r so nt h eCABd a t as e t . I n i t i a l l y ,w e t e s t t h ep e r f o rm a n c eo f t h ev a l i d i n e q u a l i t i e s .F o r t h i sa n a l y s i s ,w eu s eCABd a t a s e tw i t h1 5n o d e s .E a c h i n s t a n c e i s t e s t e dfi r s tw i t h o u ta n yo f t h ev a l i d i n e q u a l i t i e s ( b a s em o d e l ) , t h e n w i t ht h e i n c l u s i o no fv a l i d i n e q u a l i t ys e t s( 4 1 )a n d( 4 2 ) ,a n d l a s t l y w i t ht h e i n c l u s i o no f v a l i d i n e q u a l i t ys e t s( 4 1 ) ,( 4 2 )a n d( 4 3 ) . T h eC PUt im ec om p a r i s o nw i t ht h ev a l i d i n e q u a l i t i e s i ss umm a r i z e d i nT a b l e3 .
T h efi r s tfi v ec o l um n so f T a b l e3l i s tt h ev a l u e so ft h ep a r am e t e r sc o r r e s p o n d i n gt oe a c h i n s t a n c e . T h er em a i n i n gt h r e ec o l um n sr e p o r tt h eC PUt im e sr e q u i r e d i ns e c o n d st os o l v et h e c o r r e s p o n d i n g m o d e l st oo p t im a l i t yu s i n gC P L EX .At o t a lo f3 2 i n s t a n c e s i st e s t e d .
O b s e r v e f r omT a b l e3 t h a t t h e l o w e s tC PU t im e sa r eo b t a i n e dw i t hd i ff e r e n tc om b i n a t i o n so f Among the 32 instances listed in Table 3 , the model enhanced with the valid inequality sets (41) and (42) is the fastest for 22 instances. When we look into the average CPU time requirements (last row), the set (41)+(42) has the lowest value with approximately 15 minutes difference from the models which do not include the valid inequalities.
Further analysis with the valid inequalities is presented in the Appendix. In Tables 7 and   8 , for each instance, in addition to the CPU time requirement, we report the gap of the LP relaxation value, gap at the root node of the branch-and-bound tree, and the number of nodes in the branch-and-bound tree reported by CPLEX. The gap at the root node is obtained after CPLEX applies its presolve and preprocessing tools to the LP relaxation.
As expected, for all the instances, the LP relaxation gap is the lowest when all sets of valid inequalities are considered. However, (41)+(42)+(43) does not necessarily result in the lowest gap at the root node or the lowest number of nodes in the branch and bound tree at all the instances. This is explained by the preprocessing operations that the solver performs to MILP models. Even though models including all sets of valid inequalities are the strongest, the average CPU time requirement is higher than that of the models including sets (41) and (42).
Next, we solve both of our models with the CAB data set containing all of the 25 nodes.
The CPU times reported above for getting the optimal solutions to the 15-node instances show that the problems we are addressing are quite difficult from a computational point of view. This is not surprising as we are considering one extra dimension -the time -to problems which are well-known to be NP-hard. One important question before addressing larger instances of the problems is then how meaningful it is to solve one instance to optimality. This question is particularly important because it is a well-known fact for many problems arising in every day life that errors are associated with data collection/forecasting. For instance, in the case of static logistics network design problems, Cordeau et al. [12] refer an error margin of at least 1% which makes it meaningless solving real life problems to optimality with a solver and thus important savings in terms of computational requirement can be achieved by stopping a solver as soon as a solution with a gap say of 1% is obtained. In the case of logistics network design problems, Melo et al. [21] emphasize this same aspect for the case of multi-period problem where the errors can be expected to increase even further as the time span for the forecasts becomes larger when compared with static problems.
In our case, we are dealing with multi-period network design problems. Therefore, the errors associated with the data can be expected to be even larger than mentioned above as we need to consider data forecasted for moments in time which can be much ahead in the future.
Accordingly, although solving the 15-node instances to optimality was important for asserting some important features such as the most relevant valid inequalities to be considered in a multiperiod hub location problem, in the case of the 25-node instances we decided to set a MIP tolerance of 1.50% while solving both of our models with CPLEX. Furthermore, taking into account the information gathered when solving the 15-node instances, namely the fact that the CPU time requirement is the lowest for the majority of the instances when only inequalities (41) and (42) are considered, in the tests reported below we only considered these inequalities.
Additionally, we set a time limit of 24 hours for solving each instance.
The solutions that we obtained with the single and multiple allocation problems are reported in Tables 4 and 5 , respectively. Even though the models allow opening new hubs through the planning horizon, all the hubs are installed in the first period in all the single and multiple allocation solutions. This is explained by the fact that the costs increase by 2% in each period thus, it is cheaper to establish hubs in the beginning of the planning horizon. Even though the locations of the hubs remain the same, the capacities of the hubs, the hub network, and the allocations of the demand nodes to hubs change over time. Again because of the inflation in the cost values, the capacity modules for the hubs are established within the first two periods of the planning horizon at all the instances.
Despite this tendency for pushing some important strategic decisions towards the beginning of the planning horizon, we will see in the next section that the multi-period modeling framework we propose is still preferred to a static one.
In both problems, hub locations tend to change with different values of α, different capacity sets, demand scenarios, and allocation rules. Thus, we cannot draw general conclusions on the effect of different parameter values on the resulting hub locations. However, we can say that no matter what the values of the parameters are some high demand nodes in the CAB data set, such as Chicago (4), Los Angeles (12), and New York (17) , are usually preferred as hub locations.
As can be observed from the last columns of the Tables 4 and 5 , the resulting hub networks at the end of the planning horizon are always incomplete. This shows that there is no need to establish a complete hub network when the operational costs of the hub links are considered.
Instances with tight capacity set (Set I) are computationally more demanding than their loose capacity (Set II) counterparts especially for the single allocation problems. The models are solved on average within 15 hours which is reasonable for a long-term strategic problem. In 6 out of the 32 instances listed in Table 4 , a 1.5% gap could not be obtained within the time limit. The average final gap reported by CPLEX for these instances is 3.64% with a maximum of 4.69%. (Figure 2(a) ). Similarly, for instance 59, twelve nodes are allocated to additional hub nodes at the end of the last period (Figure 2(d) ). For both instances 51 and 59, node 14 is allocated to hubs 4 and 20 at the end of the first period whereas it is allocated to all of the three hubs at the end of the last period. These instances exemplify not only the evolution of hub networks in time but also the flexibility that can be achieved by considering a multi-period modeling framework.
For some instances listed in Tables 4 and 5 , neither the locations, the capacities of the hubs nor the allocation decisions and the hub network change over time. What is more, in all of the reported results, we observe the hubs being installed in period 1. This is not surprising for two reasons: first, the setup costs for the hubs increase with time and thus, when it is necessary to use a hub during the planning horizon, it is always less costly to establish it in period 1.
Second, we are considering capacities that can be adjusted over time. As a result, we observe a common situation in practice, which is the establishment of the infrastructure early in the planning horizon and then the adjustment of the capacity when necessary.
In order to check whether the models can react more drastically to important changes during the planning horizon, namely by installing hubs in other periods apart from period 1, we extended the computational tests. We considered significant changes over time in the setup costs for the hubs and left the values for all the other parameters unchanged. In particular, we considered a reduction by a factor of 0.5 for the setup costs from one period to the following starting in period 1. Such type of decrease can be observed in practice when, for instance, some significant technological change occurs or some government incentive can be assured. For this analysis, we considered two 15-node instances.
In the first case, we took the instance associated with α = 2 for the single allocation problem using the random flow scenario and loose capacity set. The results show:
Period 1 -a single hub is installed at node 4;
Period 2 -two additional hubs are installed at nodes 7 and 12;
Period 3 -two additional hubs are installed at nodes 6 and 14;
Period 4 -one additional hub is installed at node 1.
The six hubs installed until period 4 will then operate until the end of the planning horizon.
In the second case, we considered the multiple allocation problem with α = 0.8, increasing flow scenario and tight capacity set. The results led to:
Period 1 -two hubs are installed at nodes 4 and 7;
Period 3 -one additional hub is installed at node 6;
Once installed, the hubs operate in the remaining periods of the planning horizon.
These results show that, in fact, important changes occurring during the planning horizon may call for more drastic reactions, leading to other types of solutions.
The Value of the Multi-period Solution
As it was already emphasized more than once, the multi-period modeling framework proposed in Section 2 corresponds to one additional decision dimension in hub location: the time. The models tend to be large and difficult to solve even for instances with a moderate number of nodes, as the results presented in the previous section show. Accordingly, one may ask whether it is worth considering this extra dimension. In other words, consider a situation in which it is possible to build the network in a single step/period. Is it still worth considering a multi-period modeling framework when flows and costs change over time? An answer to this question can be
given by making use of the value of the multi-period solution which is a concept first introduced by Alumur et al. [4] in the context of a multi-period reverse logistics network design problem.
The value of the multi-period solution compares the optimal value of the multi-period model with the value of a feasible solution to the multi-period problem obtained by solving a static (single-period) counterpart. A static counterpart is a problem which takes into account the information available for the planning horizon and looks for a static solution. Considering this solution, we can return to the original multi-period problem and implement it in all periods of the planning horizon. If such a solution is feasible for the multi-period problem, the difference between its value (as feasible solution to the multi-period problem) and the optimal value of the multi-period problem gives the value of the multi-period solution. In order to remove the order of magnitude of the values involved in this computation, we can consider the relative value of the multi-period solution. Denote by v(P ) the optimal value to the multi-period problem and denote by v s (P ) the (multi-period) objective function value for the solution obtained by solving a static counterpart. The relative value of the multi-period solution is given by
In general, several static counterparts can be associated with a multi-period problem. We detail this aspect in the context of multi-period hub location and define two static counterparts of our problem.
In multi-period hub location, both the flows and the costs are assumed to change over the planning horizon. The goal of a static counterpart is to define a single-period problem which finds a static solution that can be implemented at the beginning of the planning horizon remaining unchanged until the end.
One possibility for building a static counterpart is to reduce the time-dependent demand matrix to a single demand matrix by somehow condensing the information available for the different time periods. As we are facing capacitated problems, it is important to account for the feasibility of the (static) solution in every period of the planning horizon. Accordingly, we have no alternative but to plan for the worst case, i.e., for each flow, we must consider the largest value observed over all the planning horizon. Regarding the time-dependent costs and in order to act consistently with the above mentioned procedure for the demand, we do the following:
for each particular time-dependent cost component we take the largest value observed all over the planning horizon.
Once the information is condensed, we can solve the static (single-period) problem resulting from assuming that |T | = 1 in the models presented in Section 2. Finally, we compute the objective function value of this static solution in the multi-period problem using the parameter values for the whole planning horizon but fixing the hub location, hub capacity, hub network design and allocation decisions according to the static solution and finally, we compute the relative value of the multi-period solution as explained above. The relative difference between (i) the objective function value of the multi-period problem considering the static solution obtained by aggregating the data as described above and (ii) the optimal value of the multi-period problem is defined as the weak value of the multi-period solution.
Another possibility for building a static counterpart is to somehow avoid aggregating the data and use all the information on flows and costs through the whole planning horizon. To do so, we can consider additional constraints to the multi-period models stating that the network structure should remain the same in all periods of the planning horizon. In particular, we add constraints to the base models ensuring the hub and hub link establishment decisions to remain fixed during the whole planning horizon. In the case of the single-allocation problem, these constraints are the following:
In the multiple allocation case the constraints to be added are (45) and (46) as well as:
This way, we end up with a (static) network structure which makes use of all available data. Now, we call the strong value of the multi-period solution to the difference between i) the objective function value of the multi-period problem considering the static solution obtained as described above and ii) the optimal value of the multi-period problem.
We test both the weak and the strong value of the multi-period solution concepts just described on the CAB data set with 15 nodes for all the instances listed in Table 3 . The random flow scenario (Scenario II) yields infeasibility with the static counterparts at some instances since it is not possible to build additional capacity modules in the static problems. Thus, we restrict our analysis on the value of the multi-period solution to the instances with increasing demand scenario (Scenario I). The results with both the single and multiple allocation problems are presented in Table 6 .
For each instance, Table 6 lists i) the optimal solutions resulting from solving the proposed multi-period models with 5 periods, ii) the solutions obtained by solving the weak static counterpart, and iii) the solutions obtained by solving the strong static counterpart. For each instance, the locations of the hub nodes, the hub network state in each period, and total cost are presented. Total cost of the weak or strong value of the multi-period solution corresponds to total cost obtained using the data available for the whole planning horizon by fixing the corresponding solutions in the multi-period problem. The weak and strong relative values of the multi-period solution are also presented.
For all instances except one, the weak static solution turns out to be different from the optimal multi-period solution. Additionally, in 12 out of the 16 instances listed in Table 6 Table 6 , the strong static counterpart led to the same solution as the optimal multi-period solution. All these instances correspond to the loose capacity set (Set II) where establishing a single capacity module in the beginning of the planning horizon can be sufficient to handle the flow in the remaining periods. In these instances, the multi-period solution resulted in a static network structure where neither the hub locations and capacities nor the resulting network change over time. In the remaining half of the instances, even though all the 5-period information is utilized, the strong static counterpart led to a different solution.
Moreover, the locations of the hubs are different in 7 of the 8 instances in which the strong static counterpart led to a solution different from the multi-period one. The highest strong value of the multi-period solution (in percentage) is 5.63% with an average of 2.33% when the zeros are excluded, and an average of 1.16% including the zeros. Even though these percentages may seem low, the potential significance can be very high if total costs are high.
The analysis presented in Table 6 demonstrates the benefits of employing a multi-period modeling framework when designing hub networks, which gives strength to the multi-period models proposed in this paper.
Conclusion
In this paper, a modeling framework was proposed for multi-period hub location. We considered a pure phase-in problem in which a network is to be build from scratch. Nevertheless, we showed that our modeling framework can be easily adapted to the situation in which a network is already operating and the goal is to expand it over a finite planning horizon. We treated the single and multiple allocation cases separately. For each case, a mixed-integer linear programming formulation was proposed. Several sets of valid inequalities were also proposed for enhancing the models developed.
A set of computational tests performed with the models and their enhancements show that the hub networks are affected with the time dimension. The models can be tackled in reasonable time using a commercially available solver for moderately sized instances. For larger sized instances, there is a need for customized algorithms or heuristics which may be considered in future research.
Finally, we discussed the value of the multi-period solution which is a measure we propose for evaluating the relevance of using a multi-period modeling framework instead of a static counterpart. We proposed two different static counterparts for the multi-period problem and defined the weak and the strong value of the multi-period solution. The computational tests performed
show that disregarding the multi-period nature of the problem may result in erroneously selected hub locations and the decision maker may have to endure additional costs.
This paper represents an attempt to obtain comprehensive modeling frameworks for multiperiod hub location problems. Despite capturing several features of practical relevance, such framework can be extended or specialized in order to fit some requirements not investigated in this work. One such requirement concerns the possibility of establishing or expanding the capacity of a hub by installing more than one module in a location in each time period. Another feature which may be relevant when an existing network is being re-designed concerns the possibility of removing existing hubs or decreasing their operational capacity.
Finally, the results presented in this work show that from a methodological point of view much work can be developed. First, a deeper polyhedral analysis is required for finding additional sets of valid inequalities that can enhance the models thus making the use of a general purpose solver more effective for obtaining optimal or near-optimal solutions to the problems. Second, large-scale instances of the problems investigated will hardly be tractable with such a solver.
Accordingly, the development of tailored procedures (exact or approximate) is certainly another research direction worth exploring. 
A Appendix
