Observational studies and their meta-analyses are notoriously prone to biases. Clearly, something should be done about it-or not? Perhaps one should perform some corrective plastic surgery on observational results so that their meta-analysis is more reliable. Thompson et al. 1 in this issue propose explicit modelling of diverse sources of internal and external bias that plague meta-analysed observational results. The proposed methodology extends a previous application in meta-analysis of randomized trials. It is meticulous, well described and relatively reproducible. Checklists, elicitation scales and code are provided for interested users. Should the method then be adopted routinely?
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There are many options as to what to do (or not do) with biases in meta-analyses of observational studies and I will try to summarize them here. Some options make more sense than others. Some require great expertise and effort, whereas others little or none. Some can be applied together, whereas others compete for the same correction.
Option 0: ignore biases. Many meta-analyses unfortunately run quantitative syntheses without discussing biases at all. This practice exemplifies dangerously naive confidence towards the published evidence.
Option 1: record the biases that affect each study and the meta-analysis as a whole, and discuss them qualitatively. This is probably what most metaanalysts do currently. However, the process of recording biases and interpreting results can be fragmented, idiosyncratic, non-standardized and potentially conflicted.
Option 2: record biases and exclude bad-quality studies from all calculations or from sensitivity analyses, or perform quality-based subgroup analyses. This is also common practice. However, it is often difficult to separate the good from the bad and there is no guarantee that bad studies deviate more from the truth than good ones.
Option 3: record biases and avoid performing quantitative synthesis. 2 This strategy ends up killing the meta-analysis. The review gravitates towards a narrative expert review.
Option 4: record biases, score them and weigh studies by overall quality in quantitative synthesis. Most methodologists hate this. 3, 4 There is tremendous variability in calculating aggregate quality scores. 4 Two biases may cancel out, have independent effects or multiplicative impact on the results. Option 5: model biases specifically in single studies and try to get the single-study results closer to the idealized truth and/or with more appropriately estimated uncertainty, then combine these corrected results. Such methods are still adopted in few meta-analyses, but they are gaining traction. There are numerous suboptions to consider: (5.1) Direct, objective corrections: each study is corrected for known errors for which there are objective ways of handling. Such examples include corrections for non-differential independent misclassification and regression-dilution bias due to well-documented measurement error, adjustment for missing data with imputation methods when the missingness mechanism is well understood, or adjustment of the variance for known familial structure in genetic associations. When errors are well characterized and objective it makes no sense not to correct for them. (5.2) Elicited, consensus corrections: study results are corrected for one or many speculated biases. Expert assessors (methodologists, subject-matter experts or both) generate inclusive lists of potential biases and ponder on their quantitative impact. Assessments typically rely on published information that may be elliptical, spurious or even unrepresentative of the actual study experience. Assessors may not agree on their appraisals, thus some consensus process is needed. The Thompson method belongs to this group, along with other conceptually similar proposed approaches. [5] [6] [7] It has the advantage that it requires a rigorous, meticulous consideration of biases from both a qualitative and a quantitative aspect and it infuses into the meta-analysis the skills and insights of many experts in a transparent process. The disadvantage is that it can be time consuming, and consensus may have to be forced on some biases that are difficult to guess with any level of precision. (5.3) Credibility ceiling correction: to avoid this conundrum, my personal preference is to ask a different question: 'given that there are so many biases floating around in observational research, what is the maximum credibility that a single observational study can have when it detects an association?' The variances of single studies are corrected so that the likelihood of an association cannot exceed that posed by the credibility ceiling. The meta-analysis summary effect is estimated as a function of different credibility ceilings. 8 The method is very easy to use, it involves no experts, and maps the ensuing meta-analysis results as a function of the extent of scepticism for observational research. It has the disadvantage that it penalizes exceedingly the more conclusive studies.
As above, these methods may be combined, e.g. Methods 5.1, 5.2 and 5.3 may all be used in the same meta-analysis. Qualitative discussion and quantitative corrections may also co-exist. However, none of these options has been empirically validated, i.e. we do not have uncontested gold standard results against which unadjusted or variously bias-adjusted results have been compared. Some methods demonstrably decrease the between-study heterogeneity, and this is often considered a sign that bias has been tempered. Nevertheless, it is just a surrogate sign.
Eventually, the major problem may not be the biases that we see and cogitate on, but the more intangible ones. There are at least 235 catalogued biases in biomedical research. 9 Given the lack of transparent availability of protocols and raw data, usually it is impossible for any expert to conceptualize the majority of potential biases. Moreover, one has to worry not only for the published data, but also the data, outcomes and analyses that are unavailable due to selective reporting. 10 To complicate matters, additional methods can adjust the results of a meta-analysis for selective reporting biases, including trim-and-fill corrections and selection models. These methods can be combined with methods that correct single-study results. Intriguing and promising as they may sound, again we do not know if these plastic surgeries bring us closer to the truth.
At the end of the day, struggling to remedy bias after the fact, we still wish fervently that the evidence were in better shape to start with. Efforts to improve the design, transparency and reporting of the observational literature are probably more important than any post hoc bias correction.
