This paper discusses two methodological approaches for combining concurrent programs written in a modular way. The rst one is based on the composition of traces. It is intuitive and simple but evidences the need for a more abstract approach. The second one meets this need. It composes speci cations written in a UNITY-like temporal logic, and rests on Abadi and Lamport's composition principle ( 1]).
Introduction
The execution of concurrent programs written in many concurrent logic programming languages can be depicted as the parallel execution of processes accessing in some way a common global data structure. As an example, the cc family of languages ( 15] ) has as data structure a so-called store composed of constraints. It is accessed by means of the tell primitive, which adds the told constraint to the store provided consistency is preserved, and by the ask primitive, which tests whether a given constraint is entailed by the current contents of the store. As another instance of this general scheme, we recently proposed in 4, 5] a framework called Log, where the cc set of primitives is enriched in two ways: on the one hand, by a get primitive, which removes a given argument from the data structure (called the blackboard), and on the other hand, by treating active processes like passive data on the blackboard i.e., by manipulating them by the same primitives. For both frameworks | as well as for any framework inherited from the above general scheme (such as 3, 6, 9, 10, 15, 16, 18, 19] ) | it is widely recognized that communication issues are better separated from logical ones. Hence, a natural way of writing a program consists of splitting the problems into subproblems, of solving them individually, assuming the required data is available, and of combining them, checking that the needed data is indeed provided by the whole system. Curiously enough, although many research e orts have focussed on the design of languages and have argued that problems of some classes are solved in an easier way in some languages, not many e orts have been devoted to programming methodologies and in particular to the above general divide-and-conquer methodology. This paper discusses two proposals along these lines. For the purposes of illustration and simplicity, we will use the sequential and passive version of Log, called Log.
However, we strongly believe that our results can be transposed to other schemes including 3, 6, 9, 10, 15, 16, 18, 19] .
The remainder of this paper is organized as follows. After a brief description of the Log framework in section 2, section 3 proposes and criticizes a rst methodological approach based on the combination of traces. Their low-level nature evidences the need for a more abstract approach, proposed in section 4. It lies on speci cations written in a UNITY-like logic ( 7] ), and on Abadi and Lamport's composition principle ( 1] 
Operational semantics
The reduction of multi-goals can be formally described in Plotkin's style ii) l is a multi-goal, representing the current resolvant;
iii) is a substitution, representing the values computed so far for the variables in l.
De nition 2 The transition relation is the smallest relation of (M(Sterm) Smgoal Ssubst) (M(Sterm) Smgoal Ssubst) satisfying the rules of gure 1. As usual, the more suggestive notation C 1 ?! C 2 is employed instead of (C 1 ; C 2 ) 2!. Moreover, M(S) is used to denote the set of multisets of S, and f. . . X . . . g is used to denote a multiset with selected element X. Finally, it is understood subsequently that (4; G) rewrites as G and that a program P is assumed.
Rule (A) rephrases the usual reduction of an atom by means of a clause.
Rules (T), (R) and (G) describe the actions of the tell, read and get primitives, which respectively add a term on the blackboard, read it without consumption, and get it with consumption. Particularly notice the renaming operated in these rules. It ensures that, provided this holds for the initial con guration, neither goals, nor blackboard terms share variables. Get reduction
there is v 2 bt such that any fresh renaming v 0 of v uni es with t u is such a term v in bt is the mgu corresponding to the uni cation of t and of some fresh renaming of u bt 0 is bt where u has been removed Following the divide-and-conquer principle, it is natural to try to obtain the semantics of a multi-goal by composing that of its goals. Discarding, for simplicity, suspension and in nite computations, the usual semantics delivered for a goal consists of the set of computed answer substitutions. Although classical, this semantics is however not well-suited for our composition purposes because the derivation of a Log goal depends, in general, on the contents of the blackboard. One way of circumventing this problem is to associate with each computed answer substitution, a trace listing the interactions occurring with the blackboard during the considered derivation. The semantics of the (parallel) composition of Log goals can then be obtained from the semantics of each goal by composing their traces and their computed answer substitutions. The answer substitutions computed for multigoals correspond to traces for which all the got and read information has been told previously.
Events and traces
The notion of trace is de ned as follows.
De nition 3 The set of blackboard events Sev is de ned as Sterm f+; ?; g: Each event is identi ed to a partial function mapping blackboards to blackboards and mimicking respectively the addition of a term on the blackboard, the removal of a term from the blackboard, and the check of a term on the blackboard depending upon whether the event is decorated by a +, ?
or symbol. A blackboard trace is a possibly empty sequence of blackboard events. The empty sequence is referred to as . The set of blackboard traces is referred to as Str. The operational semantics of section 2 can be easily rephrased in the trace context. This is achieved formally by the following derivation relation P`G tr] ] stating that for the program P, the goal G has a successful derivation which is associated with the computed answer substitution and which requires the blackboard events of tr in the order in which they appear in tr. Of Rule (E) states that the empty goal is derivable for any program with the empty substitution as computed answer substitution and with the empty trace as sequence of blackboard events. Rule (A) rephrases the usual reduction of an atom by a clause. Finally, rules (T) to (G) reformulate the reduction of tell, read and get primitives. Note that the term appearing on the blackboard is used in the trace. In particular, in rules (R) and (G), a guess of the current contents of the blackboard is actually made. For a given goal, it results in many guessed computational histories. The interesting ones for the computation of a multi-goal in which the goal under consideration participates are retained subsequently by means of the notion of validity. We are now in a position to de ne the operational semantics of a multigoal in terms of that of its goals. Although quite intuitive, the above way of combining the semantics of goals to get the semantics of mgoals lacks abstractness and conciseness. Indeed, one has to worry about all the possible traces of goals, merge them and retain the valid ones from them. This task is actually a formidable one, especially because guesses have to be made for read and get primitives and because no trace must be forgotten. A lighter approach is thus desirable. Moreover, as widely recognized in software engineering, reasoning on traces forces to care for irrelevant operational details. Some abstraction is thus needed as well. Instead of describing the behavior of goals in terms of operational traces we now propose to describe them by means of speci cations, which essentially consist of rst-order formulae of some temporal logic. The behavior of a multi-goal is then obtained by combining these speci cations as an application of Abadi and Lamport's principle ( 1]).
A programming logic
Temporal logics have proved to be well-suited for reasoning about concurrent systems. We shall adopt one of them, the Unity variant ( 7] ), for its simplicity and expressiveness. However, further research will analyze other proposals as well.
To be applied in our framework, the Unity logic has to be slightly modi ed. This is justi ed by the fact that to get abstractness, concern has to be made whether the goal itself or its environment, i.e., the other conjoined goals in the considered multi-goal, has modi ed the blackboard. For that purpose, we propose, following 1, 8] , to introduce the notion of agent and to rewrite the operational semantics of de nition 2 by focusing on the reduction of a single goal instead of that of a multi-goal and by distinguishing which agent has performed which transition. Actually, just two actors need to be distinguished: the goal under reduction and its environment. Since the environment is, in general, composed of several agents, it is technically convenient to consider the two actors as sets of agents. In the following, we shall assume a denumerably in nite set Sag of agents and denote by P ns (Sag) the set of non-empty and strict subsets of Sag. Such subsets are typically denoted by the letter , possibly subscripted, and their complement in Sag is denoted by~ .
The resulting transition system is as follows.
De nition 12 The transition relation is de ned as the smallest relation of (M(Sterm) Sgoal Ssubst) P ns (Sag) (M(Sterm) Sgoal Ssubst)
satisfying the rules of gure 3. As usual, the more suggestive notation C 1 ???! C 2 is employed instead of (C 1 ; ; C 2 ) 2!. It is also understood that (4; G), rewrites as G. Furthermore, a given program P and a given set of agents 2 P ns (Sag) (to be used for the reduction of the considered goal) are assumed.
Rules (A) to (G) rephrase the rules already exposed before under the same name. Rule (E) allows for describing the change of state due to the environment. Because of the renaming performed at each operation on the blackboard, the environment cannot further instantiate the current goal as well as the current contents of the blackboard. Consequently, a computing step from the environment can at most change the contents of the blackboard by the addition/deletion of one term or instantiate variables but provided they do not occur in the goal under reduction G or in the initial contents of the blackboard bt.
The transition relation induces an operational semantics in a very natural way. Before de ning it, we rst introduce the notion of state and computational histories. In words, a state consist of a pair representing the current contents of the blackboard and a history consists of a sequence of transitions from states to states including the responsible set of agents. These sequences are allowed to have gaps. A history without gap is called a coherent history. with ss i 1 ; ss o 1 ; ss i 2 ; ss o 2 ; : : : ; ss i n ; ss o n 2 Sstate, 1 ; 2 ; : : : ; n 2 P ns (Sag).
The rst state of each triplet is called the initial state of the triplet and its last state is called the nal state of the triplet. For any history h, we shall subsequently denote by i) h n], the pre x of h of length n; ii) length(h), the length of h; iii) h k;i , the initial state of the k th triplet of h; iv) h k;o , the nal state of the k th triplet of h; v) h k;a , the agent set of the k th triplet of h. ???! ; 1 ; ; n ; 2 f ;~ gg
As such, the operational semantics O g does not di er really from the operational semantics de ned in section 3 and therefore does not provide much abstractness. This is achieved in three further steps: i) rstly, by focusing not just on one history but on classes of histories; ii) secondly, by identifying some of these classes; iii) nally, by developing rules to reason on them.
Classes of coherent histories are de ned as properties. A goal is then said to satisfy a property if all the computational histories of its operational semantics are in the set corresponding to the property. Moreover, it is of usual practice in concurrency theory to de ne so-called safety and liveness properties. In informal terms, a safety property states that nothing bad can happen whereas a liveness property asserts that something good will happen. Equivalently, it is often said that safety and liveness properties respectively correspond to invariant and progression properties. This intuitive perception has been shown to correspond to closed and dense subsets in 2]. Using elementary topological reasonings, one can prove that any property is the intersection of a safety and a liveness property. The formal de nitions follow.
De nition 15
1) A property is a set of coherent histories. A property is a safety property if it is closed with respect to the topology induced by the distance d of de nition 13. It is a liveness property if it is dense with respect to this topology. 2) Although they are sets, we shall often abuse language and, for properties P and Q, write P^Q, P _ Q, P ) Q, :P, to actually mean P \ Q, P Q, (Schist ? P) Q, and Schist ? P, respectively. 3) Given a program P and a set of agents 2 P ns (Sag), a goal G satis es a property S i O g (P )( )(G) S holds. This is subsequently denoted by G sat S Before composing the e ect of goals to get that of multi-goals, one has rst to specify the behaviors of the former goals in a suitably abstract way. The above properties provide a nice way of grasping the behavior of a goal. However, as already said, this behavior depends, in general, on the behavior of the environment of the goal. We are thus naturally lead to characterize the behavior of a goal by means of a property, guaranteed to hold, provided its environment satis es another property. Stated in other terms, the behavior of a goal is best speci ed by a formula of the form E ) G, where E is the property to be satis ed by the environment of the goal and G is the property then veri ed by the goal.
A composition principle
The next natural step in the composition methodology consists of characterizing multi-goals by similar speci cations, of extending the notion of property satisfaction in a straightforward way to multi-goals, and then of applying the following composition principle.
Composition principle. Let gg = fG 1 ; ; G n g be a multi-goal and let E and G denote some properties. Assume that the following conditions hold.
1. For any i=1; : : : ; n, the goal G i is characterized by E i ) G i , that is, G i guarantees G i provided its environment satis es E i . 2. For any i=1; : : : ; n, the environment assumption E i is satis ed if the environment of gg satis es E and if every G j satis es G j 3. The multi-goal gg satis es G if each goal G i satis es G i . Then, gg is characterized by E ) G, that is, gg guarantees G provided its environment satis es E.
Unfortunately, this principle embodies a circular reasoning and therefore is not always valid. Indeed, to prove that E i holds, the principle assumes that every G j holds but G j holds only under the assumption that E j holds.
Abadi and Lamport have established the validity of the above composition principle when the environment assumptions E and E i 's are restricted to safety properties and when some additional technical conditions hold ( 1] ). Later, Collette has given a syntactic characterization ensuring these conditions ( 8] ). The following composition principle results therefrom as an application to our context. Proposition 17 (Composition principle) Let i) gg = fG 1 ; ; G n g be a multi-goal;
ii) E; E 1 ; : : : ; E n be safety properties whose unless properties are labeled bỹ ;~ 1 ; : : : ;~ n , respectively; iii) G; G 1 ; : : : ; G n be (general) properties, whose safety parts, G s ; G s 1 ; : : : ; G s n , embody no initially properties and have ; 1 ; : : : ; n as labels of their unless properties.
Then, the following inference rule is valid:
G i sat i (E i ) G i ) i=1; ; n E; G s 1 ; ; G s i?1 ; G s i+1 ; ; G s n j E i i=1; ; n E; G s 1 ; ; G s n j G s E; G 1 ; ; G n j G gg sat 1 n (E ) G) 5 
Conclusion
This paper has discussed two methodologies for combining concurrent programs in a modular way. The rst one, based on the composition of traces, is simple and natural but lacks abstractness and conciseness. The second | more abstract | one, based on the composition of speci cations written in a UNITY like temporal logic is more powerful and provides a more practical approach. The two proposed methodologies have been applied to Log, but can be extended to most parallel logic programming languages.
