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Использование потоковых процессоров графических ускорителей и плат-
формы CUDA позволяет добиться значительного прироста производительности 
по сравнению с расчетами на процессорах общего назначения при решении за-
дач в области компьютерного зрения, в частности для определения схожести 
изображений. В статье рассматриваются методы, применяемые для решения за-
дачи вычисления метрики схожести кадров трехмерного векторного видео. 
Приведены результаты исследования производительности GPGPU реализации 
расчетов значений метрики. 
Метрика схожести изображений 
Для воспроизведения видео в трехмерном векторном формате важной за-
дачей является определение типов параметров шейдерных программ, содержа-
щихся в видео потоке. Это может быть осуществлено на основе сравнения 
растровых представлений исходного кадра видео и кадра, модифицированного 
с использованием предположения о типе параметров. Исходный кадр и моди-
фицированный кадр проходят процесс растеризации, результатом которого яв-
ляются два изображения Io и Im соответственно. Они сравниваются с помощью 
метрики схожести изображений. 
Алгоритм вычисления метрики осуществляет обработку изображений в 
несколько шагов.  Из исходных изображений методом рассеивания рассчиты-
ваются цветовые гистограммы H(Io) и H(Im). Первичная оценка расстояния 
между изображениями выполняется с помощью расстояния Бхаттачарья DB(Ho, 
Hm). Метрика уточняется с помощью сравнения множеств контрольных точек 
на исходных изображениях [1]. Множества контрольных точек Po и Pm, получа-
емые из изображений Io и Im соответственно, используются для вычисления 
расстояния DS(Po, Pm). Для обнаружения точек используется метод SURF [2]. 
Вычисление гистограмм 
Вычисление компоненты метрики DB выполняется с помощью гисто-
грамм H(IO) и H(IS) соответствующих изображений. Расчет гистограмм на GPU 
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может быть выполнен как с использованием классических шейдерных про-
грамм, так и с использованием технологии CUDA для вычислений общего 
назначения на графическом процессоре. Использование технологии CUDA опи-
сано в работах Подложнюка [3] и Шамса [4]. Эти алгоритмы обеспечивают бо-
лее высокую производительность, чем те, что основаны на использовании 
обычных средств графических программных интерфейсов, как это показано в 
работе Нугтерена и соавторов.  
Так как основной задачей метода является ускорение расчета метрики, то 
наиболее подходящими являются методы на основе CUDA. В частности, метод 
Подложнюка реализован в CUDA SDK. Метод кэш-эффективен и не содержит 
этапов выгрузки данных в общую память, что позволяет его интегрировать в 
процесс вычисления компонент метрики. 
В этом методе исходные данные разделяются на блоки между исполняе-
мыми на GPU потоками. Результат обработки данных каждым потоком сохра-
няется в индивидуальной гистограмме. В финальном проходе все гистограммы, 
созданные разными потоками, объединяются в одну. Для эффективного ис-
пользования общей памяти потоков каждая индивидуальная гистограмма со-
здается для группы потоков, называемой тросом. Это позволяет хранить в па-
мяти гистограммы большего объема, вплоть до 6 килобайт на аппаратной архи-
тектуре G80.  
На основе полученных гистограмм вычисляется расстояние Бхаттачарья 
для двух статистических множеств. Вычисление суммы произведений элемен-
тов гистограмм реализуется с помощью свертки массивов исходных данных на 
GPU при использовании оптимизированного метода параллельной свертки на 
для CUDA. 
Поиск ключевых точек 
Вторая компонента метрики DS рассчитывается с использованием алго-
ритма SURF. С его помощью осуществляется поиск двух множеств ключевых 
точек P и P’, имеющихся на оригинальном и модифицированном кадрах соот-
ветственно (рисунок 1).  
 
Рис. 1. Сопоставление ключевых точек 
Обнаружение ключевых точек в SURF осуществляется с помощью ап-
проксимации определителя матрицы Гессе. Аппроксимация выполняется нало-
жением блочных фильтров на изображение. Это позволяет эффективно исполь-
зовать интегральное представление изображения. 
Вычисление интегрального представления на GPU является самым дли-
тельным этапом работы алгоритма SURF и может быть осуществлено с помо-
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щью алгоритма пирамиды моментов, как это описано в работе Террибери и со-
авторов [5]. 
Само построение интегрального изображения является задачей префикс-
ной суммы. Алгоритм пирамиды моментов предлагает решение этой задачи на 
GPU в два этапа. На первом этапе осуществляется проход снизу вверх, в ходе 
которого строится пирамида изображений, каждое из которых разбивается на 
четыре вдвое меньших по ширине и высоте, чем на предыдущем уровне. 
Используя интегральное изображение, ключевые точки определяются пу-
тем поиска экстремумов определителя матриц Гессе. Для этого применяются 
блочные фильтры, описанные в работе Бэя и соавторов [1]. Для их вычисления 
на GPU требуется всего 17 текстурных выборок на пиксель. Нахождения ло-
кального максимума Гессианы производится методом соседних точек 3х3х3.  
Исследование производительности 
Для определения выигрыша производительности GPGPU реализации по 
сравнению с реализацией для процессоров общего назначения, было проведено 
экспериментальное исследование с различными источниками графической ин-
формации. Источниками выступали приложения, выбранные по статистике 
сервисов потокового видео вещания. 
Первая серия опытов нацелена на оценку зависимости времени составле-
ния профиля от длительности записи. Результаты представлены на рисунке 2. 
Как видно, время работы системы возрастает незначительно, так как в более 
длительных записях почти не появляется новых шейдерных программ. Однако, 
происходит значительное сокращение времени выполнения при использовании 
GPU реализации в 8-12 раз.  
 
Рис. 2. Диаграмма зависимости времени от длительности записи 
Состав шейдерных программ в каждом приложении очень разнороден. 
Основным свойством, влияющим на сложность анализа конкретной шейдерной 
программы, является количество ее параметров, представляющих интерес для 
алгоритма. Для оценки влияния этого количества на время обработки каждой 
шейдерной программы проведена серия экспериментов над теми же источни-
ками графической информации, что и в предыдущем случае. 
Значения являются усредненными по всем шейдерным программам с за-
данным количеством параметров матричного типа в десятиминутной записи.  
Результаты представлены на рисунке 3.  
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Рис. 3. Диаграмма зависимости времени от количества параметров 
Число распознаваемых параметров экспоненциально влияет на длитель-
ность их распознавания. Скорость обработки данных методом сильно зависит 
от сложности системы рендеринга источника видеопотока. Однако вычисления 
с помощью GPGPU способны сократить затраты времени в 8-12 раз. Это позво-
ляет осуществлять сравнение кадров векторного видео и последующее состав-
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