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Tato práce se zabývá detekcí lidské postavy v obraze. Na úvod jsou zde popsány některé
metody použitelné pro tento typ detekce. Z nich byla zvolena metoda histogramů orien-
tovaných gradientů. Pro klasifikaci se používá SVM. Součástí této práce je také návrh a
implementace jednoduchého detektoru.
Abstract
This work deals with detection of person in image. At the beginning, there are described
some methods to be used for this type of detection. Of these we chose a method histograms
of oriented gradients. For classification we use SVM. Part of this work is the design and
implementation of a simple detector.
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Problematika detekce objektů v obraze je velice zajímavý, ale také velice složitý problém.
Je důležité objekt vhodně reprezentovat pro zpracování na počítači a také je potřeba zajis-
tit, aby detekce objektu proběhla rychle a pokud možno poskytovala co nejlepší výsledky.
Přestože dosažení těchto cílů není jednoduché, využití detekce různých objektů, například
chodců nebo vozidel, lze najít v celé řadě oblastí.
Jeden z příkladu uplatnění detekce postavy lze najít například v automobilovém průmyslu.
V dněšní době je osobní automobil schopný bez asistence řidiče zaparkovat. Proč by se tedy
nemohl bez dohledu pohybovat i po silnici? Je zde celá řada faktorů, které je nutné brát
v úvahu. Aby se mohl automobil pohybovat ve městě, je nutné, aby byl schopen včas vy-
hodnotit nečekanou situaci. Například chodce přecházejícího silnici mimo přechod. Proto je
nutné, aby vozidlo disponovalo technologií, která by umožnila rychle a spolehlivě detekovat
postavu a včas upozornit řidiče.
Náplní této bakalářské práce je implementace detektoru lidké postavy v obraze. Násle-
dující řádky ve stručnosti shrnují obsah této práce.
Kapitola druhá poskytuje teoretický základ pro studium problematiky detekce lidské po-
stavy. Systémy pro detekci postavy jsou zde rozděleny na základě její reprezentace. Jednot-
livé typy detektorů jsou ve stručnosti charakterizovány. Tento přehled je doplněn o některé
další metody, na které jsme narazili v literatuře při studiu této problematiky.
Velká část této kapitoly je věnována popisu námi zvolené metody. Krok za krokem je
zde popsána její implementace, tak jak ji uvedli její autoři v [3]. Pro větší přehlednost jsou
jednotlivé kroky doplněny obrázkem. V rámci tohoto popisu zde uvádíme příklad nastavení
metody na základě testů provedených jejími tvůrci.
Na závěr je zde popsán nástroj použitý pro klasifikaci, konkrétně SVM. Princip tohoto
nástroje je zde stručně vysvětlen a doplněn názorným obrázkem. Tato kapitola obsahuje
pouze stručný přehled metod, které se používají pro detekci lidské postavy. Není cílem
této práce poskytnout kompletní výčet metod a jejich detailní charakteristiku. Následující
kapitoly se již věnují samotné implementaci našeho systému.
Návrhem detektoru a na něm založenou implementací se zabývá následující třetí kapi-
tola. Čtenář zde nalezne informace o tom, jak jsme celý detektor koncipovali, z jakých částí
se skládá a jak jednotlivé části pracují. Návrh je doplněn o schéma systému.
Na základě tohoto návrhu je zde detailně popsána implementace detektoru. Jsou zde
mimo jiné diskutovány nástroje, kterých jsme při tvorbě využili. Jedná se o knihovnu pro
podporu práce s obrazem a také knihovny pro klasifikaci pomocí SVM. Také zde nechybí
detailní popis jednotlivých částí detektoru a příklad jejich spuštění.
Kapitola čtvrtá obsahuje informace o testování našeho systému. Jsou zde popsány testo-
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vací datové sady a trénování nástroje SVM. Velká část je věnována hodnocení dosažených
výsledků. Ve stručnosti jsou zde také diskutovány problémy, na které jsme při testování
narazili. Pro větší ilustraci jsou jednotlivé části doplněny o obrázky.
Závěrečná pátá kapitola poskytuje čtenáři stručný přehled o vývoji detektoru popsaného





Detekce lidské postavy, ale i detekce obličeje a jeho rozpoznání, je velice zajímavý příklad
detekce objektů. V současné době existuje celá řada metod, které lze pro tento problém
použít. Jednotlivé metody se od sebe liší jak principem, kterým popisují postavu v obraze,
tak i požadavky a výsledky. Cílem této práce však není poskytnout výčet metod, které
se pro detekci používají a detailně popsat jejich vlastnosti a využití. Cílem je, na základě
konkrétní metody, vytvořit detektor, který bude provádět detekci lidské postavy v obraze.
Nemusí se jednat pouze o statické snímky, ale lze tento detektor použít například i pro
detekci ve videu.
Následující odstavce by měli poskytnout stručný přehled v této problematice. Teoretická
část ve většině prací obsahuje přehled metod a jejich popis. Pro lepší orientaci je tato
část pojata poněkud odlišně. Nejprve jsou zde rozděleny detektory podle způsobu, jakým
reprezentují postavu. Ke každému typu je poté popsána jedna metoda. Nakonec jsou zde
ještě zmíněny některé další metody, na které je možné narazit při studiu.
2.1 Typy detektorů
Při studiu této problematiky je možné narazit na rozdílné přístupy detekce postavy v obraze.
Z hlediska detekce lze detektory postavy rozdělit do dvou skupin. Toto rozdělení je založena
na základě reprezentace postavy. Samozřejmě je možné jednotlivé metody rozdělit detailněji
a podle dalších kritérií, jak lze najít v různé literatuře. V této práci bylo pro názornost
zvoleno toto jednoduché rozdělení. Následující odstavce představí jenotlivé typy detektorů.
Poté následuje stručná charakteristika metod, které se používají v jednotlivých typech.
”Body-part”detektory
Tyto typy detektorů využívají metody, které při charakteristice lidské postavy používají
popis jednotlivých částí lidského těla. Postava je rozdělena na několik hlavních částí - trup,
hlavu, ruce a nohy. Ale není to předpis, záleží na konkrétní implementaci. Je však nutné
jednotlivé části těla detekovat, nestačí tedy pouze jedno detekční okno. Okno detekující
například nohu je jiné, než okno detekující hlavu. Příklad takovýchto metod můžeme najít
v [5] nebo [6].
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”Full-body”detektory
U tohoto typu detektorů je popsána celá postava, není tedy rozdělena na části. Tyto metody
používají pouze jedno detekční okno a v rámci něj detekují postavu. Detekční okno může
být například rozděleno do bloků, jak lze najít v [3], [1] nebo [8].
2.2 Příklady metod
Full-body detekce
Jako zástupce detekce celé lidské postavy byla zvolena metoda histogramů orientovaných
gradientů (Histograms of oriented gradients) [3]. Tato metoda byla zvolena i pro detektor,
jehož implementace je popsána v této práci. Zde je popsán její základní princip a slouží
především pro demonstaci přístupu k deteckci postavy. Detailním popisem této metody se
zabývá část 2.3.
V této metodě je postava popsána pomocí příznakového vektoru. Celý obraz je rozdělen
do bloků o stejné velikosti. Každý tento blok je reprezentován pomocí několika buněk. Tyto
buňky jsou kořenovými nositeli informace. Každá buňka zachycuje určitou oblast snímku,
například 8x8 pixelů. V rámci této oblasti se určí orientace gradientů (směrů růstu). Tyto
gradienty vymezují postavu v obraze. Pro detekci gradientů slouží některá z funkcí, která
dokáže detekovat významné hrany v obraze. Tohoto je možné využít, protože na rozhraní
postavy a pozadí dochází ke skokové změně jasu.
Detekci hran je třeba provést jak v horizontálním, tak i ve vertikálním směru. Nad takto
zpracovaným obrazem je rozvinuta síť buněk a v rámci každé buňky se určí směr gradientů.
Orientace významných hran je v rozsahu 0◦–360◦. Pokud by velikost buněk byla neúměrně
velká, je možné v nich detekovat velice velkou množinu směrů jednotlivých hran. Proto je
tento rozsah rozdělen do několika binů (košů). Například při počtu 9 binů, reprezentuje
každý rozsah 40◦. Tyto biny vytváří lokální histogram, který obsahuje informace o zastou-
pení jednotlivých směrů gradientů. Tento histogram má velikost odpovídající počtu binů.
Složením informací ze všech histogramů z jednotlivých buněk se vytvoří výsledný vektor,
který je použit pro detekci. Názornější vysvětlení principu této metody poskytne obrázek
2.1. Detailnější popis této metody je popsán v [3].
Body-part detekce
Práce [6] uvádí příklad detekce založené na detekci jednotlivých částí lidského těla. Pro popis
jednotlivých částí těla se zde používá Haar wavelets (Haarových vlnek). Velikost detekčního
okna je obvyklých 64×128 pixelů. Vychází se z předpokladu, že se postava skládá ze čtyř
základních částí – hlava, levá a pravá ruka a dolní část těla zahrnující oblast od břicha ke
kotníkům.
Na základě toho je obraz rozdělen do čtyř nezávislých oblastí. Jednotlivé oblasti mo-
hou obsahovat části jiných oblastí. Není to chyba, ale záměr. Pro detekci se vždy používá
větší oblast, než je velikost hledaného objektu. Každá oblast má definovánu minimální a
maximální velikost. Například oblast pro hlavu má maximální velikost 42×42 pixelů. Jako
minimum je zvolena oblast o velikosti 28×28 pixelů. Oblast také obsahuje středový bod,
který značí předpokládaný výskyt objektu. Pro detekci nad těmito okny se používá Haaro-
vých vlnek o velikosti 16×16 a 8×8 pixelů. Při tomto nastavení je zde 582 hodnot pro okno
32×32 pixelů reprezentující hlavu a 954 hodnot pro okno 48×32 reprezentující ruce a nohy.
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Obrázek 2.1: Názorná ukázka použití metody histogramů orientovaných gradientů. Zdrojový
obrázek (a), určení gradientů (b), orientace gradientů (c), rozdělení obrazu na buňky (d),
výpočet histogramů (e). Obrázek lze najít v [1].
Každá oblast je klasifikována pomocí SVM, přičemž pro každou část je použito speciál-
ního SVM. Tyto klasifikátory určí, zda se v dané oblasti nachází hledané objekty. Po iden-
tifikaci následuje proces kombinace jednotlivých částí. Tyto části se skombinují a výsledný
objekt je opět rozpoznán na základě lineárního SVM, který určí zda se jedná o postavu či
nikoli. Pro větší přehlednost je tento princip znázorněn na obrázku 2.2. Detailnější popis
této metody je obsažen v [6].
Další metody
Pro stručnost zde byly uvedeny pouze dvě metody, zastupující jeden určitý typ. Samozřejmě
tento výčet by mohl být obsáhlejší, ale pro stručnost jsou zde detailně popsány jen dvě
metody. Pro doplnění jsou zde ještě zmíněny některá rozšíření metody použité pro imple-
mentaci detektoru popsaného v této práci.
Jak se ukázalo, detekce lidské postavy pomocí histogramů orientovaných gradientů je
velice úspěšná. Při studiu je možné narazit na několik vylepšení této metody. Jedná se
například o využití kaskády histogramů, která je použita na rychlou detekci chodců jak je
uvedeno v [8]. Tato implementace používá také detekční okno o rozměrech 64×128 pixelů.
Velikost bloků v obraze však není stejná. Celý obraz je rozdělen do bloků jejichž rozměry
jsou od 12×12 až po 64×128 pixelů. Implementace v [3] používá bloky s poměrem stran
1:1, v této se navíc používají bloky s poměrem stran 1:2 a 2:1. Implementace [3] používá
pro popis celkem 105 bloků, kdežto zde je použito celkem 5031 bloků. Při detekci obrázku
o velikosti 320×240 pixelů původní metoda proskenuje obrázek pomocí asi 800 detekčních
oken. Tato modifikace stejně velký obraz skenuje 12 800 detekčními okny. V tabulce 2.1
jsou pro srovnání uvedeny detekční časy metody uvedené v [8] a původní implementace
metody popsané v [3]. V [7] se metoda histogramu orientovaných gradientů používá pro
detekci postavy v infračerveném obraze.
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Obrázek 2.2: Princip detektoru, který popisuje lidskou postavu po částech. Při tvorbě jsme
se inspirovali obrázkem v [6].
Tabulka 2.1: Tato tabulka zobrazuje detekční čas různých implementací metody histogramů
orientovaných gradientů. Výpočet probíhal na obrázku o rozměrech 320×240. Tato tabulka
vychází z tabulky uvedené v [8].
Metoda 800 detekčních oken 12800 detekčních oken
Dalal & Triggs HOG 500 7s
Vylepšení (L1-normalizace) 26 106ms
Vylepšení (L2-normalizace) 30 250ms
2.3 Histogramy orientovaných gradientů
V předchozí kapitole jsme rozdělili detektory lidské postavy na základě její reprezentace.
Z těchto metod jsme si zvolili jednu, kterou jsme použili pro implementaci našeho detek-
toru. Konkrétně se jedná o metodu histogramů orientovaných gradientů. Ta byla poprvé
prezentována v [3]. Její princip byl zmíněn v předchozí části, kde byla tato metoda pou-
žita pro demonstraci jednoho z typu detektorů. V této čísti se zaměříme na detailní popis
její implementace, tak jak jej uvedli autoři v článku [3]. Obrázek 2.3 ukazuje posloupnost
činností detektoru založeného na této metodě.
Předzpracování obrazu
U některých metod se vyžaduje, aby byl obraz před dalším zpracováním patřičně upra-
ven. Jedná se zejména o redukci barevného modelu RGB nebo použití filrů pro odstranění
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Obrázek 2.3: Schéma detektoru založeného na této metodě. Toto schéma vychází ze sché-
matu uvedeného v [3].
vlivu nerovnoměrného jasu a osvětlení. Při úpravě barevného modelu se používá redukce
do jednokanálové reprezentace pomocí odstínů šedi (grayscale). Pro odstranění ostatních
nežádoucích vlivů se používají filtry. Použití obrázku ve stupni šedi, stejně tak využití růz-
ných filtrů, bylo testováno a byl sledován vliv na celkový výkon systému. Na základě těchto
testů došli tvůrci k závěru, že tyto úpravy mají jen velice nepatrný vliv na celkový výkon.
Proto je zde možné použít obrázky v barevém modelu RGB.
Obrázek 2.4: Pro výpočet histogramů orientovaných gradientů lze použít jak barevný obraz,
tak i obraz v odstínech šedi.
Výpočet gradientů
Tato metoda je charakteristická tím, že postava je reprezentována pomocí vektoru. Aby však
bylo možné tento vektor určit, musí se nejprve nalézt významné hrany v obraze. Pomocí
nich se určí gradienty (směry růstu) a na základě nich se vypočítají jednotlivé vektory. Pro
výpočet gradientů otestovali autoři použití Gaussova vyhlazení s různými derivačními mas-
kami. Testy ukázali, že nejlepší se jeví použití jednoduché derivační masky
[−1, 0, 1]. Tato
maska se aplikuje samostatně v horizontálním a vertikálním směru. Použití komplexnějších
masek mělo za následek zhoršení celkového výkonu, využití Gaussova vyhlazení snížilo vý-
kon dokonce významně. Obrázek 2.5 znázorňuje příklad detekce hran v obraze. Při výpočtu
gradientů pro barevný obraz se zjišťují gradienty pro jednotlivé barevné kanály. Z těchto
dílčích gradientů se zvolí jeden, který je použit pro reprezentaci určitého pixelu.
Určení orientace gradientů
Každý pixel nese informaci o směru gradientu. Jednotlivé pixely jsou seskupeny do buněk,
které obsahují histogram zastoupení jednotlivých směrů gradientů. Buňky mohou být čtver-
cové nebo kruhové. Pro další využití se informace z každého pixelu buňky roztřídí podle
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Obrázek 2.5: Příklad určení významných hran v obraze. Vlevo originální obraz, detekce hran
pomocí Sobelova operátoru 1×1 (a), detekce hran pomocí stejného operátoru s maskou 3×3
(b). Detekce hran v ose x a y probíhá samostatně.
zvoleného rozsahu do binů (košů). Každý bin reprezentuje určitý rozsah od 0◦–180◦, eventu-
elně 0◦–360◦. Na základě testování různých nastavení rozsahů se jako optimální hodnota jeví
9 binů pro rozsah 0◦–180◦. Při rozsahu 0◦–360◦ a počtu 9 binů dochází ke snížení výkonu.
Tímto dostáváme rozsah 20◦. Při tomto rozsahu je buňka charakterizována histogramem
devíti hodnot, který poskytuje přehled o zastoupení jednotlivých směrů gradientů. Tyto
hodnoty slouží pro vytvoření jednoho z dílčích vektorů, ze kterých je složen celý obraz.
Každá buňka je odteď reprezentována pomocí vektoru. Příklad určení směru gradientů je
uveden na obrázku 2.6.
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Obrázek 2.6: Příklad určení orientace gradientů v obraze. Zdrojový obraz (a), oblast obsa-
hující několik buněk (b), určení gradientů v dané oblasti (c), určení směru gradientů v jedné
buňce (d), reprezentace obrazu pomocí hodnot jednotlivých buněk (e). Při tvorbě obrázku
jsme se inspirovali v [1].
Normalizace a rozdělení bloků
V rámci obrazu se hodnoty gradientů velice liší. To je způsobeno osvětlením nebo kontras-
tem popředí a pozadí. Proto je nutné pro dobrou detekci tyto nežádoucí vlivy odstranit.
Autoři testovali řadu nejrůznějších normalizačních schémat. Většina z nich je založena na
seskupení buňek do bloků a právě nad těmito bloky je provedena normalizace. Výsledný
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vektor je seskupen z buněk, reprezententovaných vektorem, které tyto normalizované bloky
obsahují. Při procházení obrazu se jednotlivé bloky překrývají a tak jsou některé buňky
zpracované vícekrát. Může se zdát, že jsou takto zpracovaná data redundantní, ale díky
dobré normalizaci takovéto překrývání má dobrý vliv na celkový výkon. Při normalizaci
byly testovány dva typy bloků, čtvercový a kruhový. Pro jednoduchost je zde popsán pouze
čtvercový typ. Tento typ bloku se sestává z n × n buňek, každá buňka se skládá z m ×m
pixelů a navíc každá buňka obsahuje p binů. Na základě řady testů došli tvůrci k závěru,
že pro detekci právě lidské postavy poskytuje nejlepší výsledky blok o velikosti 3×3 buněk.
Nejlepší výsledky podávají buňky o velikosti 6–8 pixelů. Při použití různých nastavení ve-
likostí bloků a buněk je možné dosáhnout nepatrně lepších výsledků, to je však vykoupeno
výrazným zvětšením výsledného vektoru. Obrázek 2.7 zobrazuje tvorbu příznakového vek-
toru.
b c d
0.6 0.4[ 0.7 0.3 0.2 0.1]...
a e
...
Obrázek 2.7: Názorná ukázka normalizace bloků v obraze. Oblast v obraze obsahující několik
buněk (a), zpracování hodnot obsažených v buňkách, které slouží pro výsledný příznakový
vektor (b, c, d), výsledný příznakový vektor (e).
Detekční okno
Velikost detekčního okna je 64×128 pixelů. Toto nastavení se jevilo jako nejlepší. Detekční
okno obsahuje okraj okolo postavy, který je 16 pixelů. V rámci testů byl tento okraj zmenšen
na polovinu, ale výkon systému se zhoršil. Stejně tak bylo testováno zvětšení oblasti s lidskou
postavou, ale se stejným výsledkem.
Klasifikátor
Pro klasifikaci na základě vypočtených hodnot bylo v [3] použito SVM nástroje. Tento klasi-
fikátor používal lineární jádro, které podávalo nejlepší výsledky. Stručný popis klasifikátoru
SVM se nachází v následujicí části.
Souhrn
Na základě řady testů dospěli tvůrci k nejvhodnějšímu nastavení. Vstupní obraz používá
barevný model RGB, není žádným způsobem upravován. Pro detekci hran je využito jed-
noduché derivační masky
[−1, 0, 1] bez vyhlazování. Pro orientaci gradientů se používá
rozdělení do 9 binů. Velikost jednoho bloku je 16×16 pixelů. Jednotlivé bloky obsahující
buňky o rozměrech 8×8 pixelů. Pro blokovou normalizaci se používá L2-Hys schématu.
Jednotlivé bloky se překrývají o polovinu velikosti jednohou bloku, tedy 8 pixelů. Detekční
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okno má velikost 64×128 pixelů. Pro klasifikaci se používá lineárního SVM. Při těchto pa-
rametrech je postava reprezentováná pomocí vektoru o velikosti 3780 hodnot. Informace
zde popsané jsou převzaté z [3]. Zde je možné najít detailnější popis.
2.4 Klasifikace
Pro klasifikaci bylo v [3] využito nástroje SVM. Tento nástroj slouží pro klasifikaci dat.
Mějme skupinu dat, která popisuje postavu. Na druhé straně máme data, která popisují
oblast, kde se postava nevyskytuje. Nástroj SVM tyto data vyhodnotí a určí hranici mezi
těmito odlišnými daty. Pokud nyní předložíme systému náhodný obraz, je schopen určit,
zda se v tom obraze vyskytuje postava.
Existuje celá řada knihoven pro podporu práce s SVM. Při práci na detektoru jsme
využili volně dostupných knihoven 3.2. Velice dobře je popsán nástroj SVM v tutoriálu zde
[2]. Nejedná se o detailní popis tohoto nástroje. Dokument 1, poskytuje návod pro práci
s SVM. Tento návod slouží především pro uživatele, kteří s tímto nástrojem nemají žádné
zkušenosti. Obrázek 2.8 zobrazuje příklad práce SVM.
Obrázek 2.8: Ukázka použití nástroje SVM. Tento obrázek pochází z tutoriálu ke knihovně
použité v naší implementaci [2]. Horní dvojice obrázků zobrazuje hranici mezi různými daty.
Obrázky níže uvádějí příklad nalezení lepší hranice mezi stejnými daty.





Při návrhu detektoru jsme vycházeli ze schématu 2.3, který je uveden v [3]. Poskytuje ori-
entační popis konstrukce detektoru. Přestože se jeví toto schéma triviálně, tvorba detektoru
není jednoduchou záležitostí. Vytvořený detektor je nutné řádně otestovat. Na základě vý-
sledků je nutné provést případnou změnu parametrů a systém znovu testovat. Aplikace
tohoto postupu je velice důležitá pro vytvoření spolehlivého a přesného detektoru. Proble-
matiku jeho konstrukce názorně ilustruje schéma na obrázku 3.1.
Obrázek 3.1: Schéma znázorňuje princip práce našeho detektoru. Nejprve se vytvoří model
na základě testovacích dat. Takto vytvořený model je potom otestován na testovací sadě
dat. Výsledný model potom slouží pro náš výsledný detektor.
Data pro trénování a testování obstaraly dvě datové sady 4.1. Pro výpočet příznako-
vého vektoru posloužila implementace z knihovny OpenCV 3.2. Klasifikaci nástrojem SVM
zajistily knihovny libSVM a libLinear 3.2.
Na základě schématu 3.1 jsme navrhli dva samostatné programy. První slouží pro tré-
nování a tvorbu modelu pro výsledný detektor. Druhý slouží výhradně pro otestování vy-
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tvořeného modelu. Výsledný detektor využívá modely, které jsou pomocí těchto programů
vytvořeny a optimalizovány. Tvorba grafického uživatelského rozhraní nebyla vyžadována,
a proto se celá aplikace ovládá přes příkazový řádek. Účelem programu je detekce lidské
postavy převážně ve statickém obraze, absence uživatelského rozhraní nepředstavuje ne-
dostatek. Výstupem testovacího programu je textová informace o nalezení postavy. Ta se
vypisuje a slouží pro vytvoření statistik. Výsledný detektor poskytuje grafickou informaci.
Ta je reprezentována obrázkem, který se uloží do pracovního adresáře.
3.2 Nástroje
Pro implementaci jsme zvolili jazyk C/C++. Detektor byl vyvíjen a otestován pod operač-
ním systémem Linux na 32 bitové architektuře. Původně měl být tento detektor spustitelný
i pro operační systém Windows. Po domluvě s vedoucím práce jsme detektor vyvinuli pouze
pro systém Linux. Částečnou přenositelnost mezi platformami zaručuje použití programo-
vacího jazyka C/C++. Program nemá grafické uživatelské rozhraní, jedná se o konzolovou
aplikaci.
Při vývoji jsme se snažili využívat volně dostupných nástrojů, které by nám usnadnili
práci. Pro podporu práce s obrázky, ale i videem, jsme použili knihovnu OpenCV. Tato
knihovna obsahuje celou řadu funkcí pro zpracování obrazu a videa. Pro podporu práce
s SVM jsme využili dvou knihoven. V původním návrhu probíhala klasifikace pomocí jed-
noho nástroje SVM. Detekční doba takto navrženého systému však byla i pro relativně malý
obraz neúnosná. Problém se ukázal ve velikosti vektoru, kterým je postava reprezentována.
Při procházení obrázku je nutné nad každým detekčním oknem provést porovnání asi 1400
vektorů o velikosti asi 4000 hodnot. Při počtu 800 detekčních oken nad obrázkem je detekce
velmi časově náročná. Z toho důvodu jsme se rozhodli pro využití kadskády SVM.
OpenCV
OpenCV1je volně šířitelná multiplatformní knihovna pro zpracování obrazu a videa. Vý-
vojovým programovacím jazykem bylo C, v současné době C++. Tuto knihovnu je však
možné využít i pro Python a Octave. V současné době je distribuována pod BSD licencí.
Vývoj této knihovny započal v roce 1999, kdy byl zahájen firmou Intel pro podporu
procesorově náročných aplikací. Verze 1.0 byla vydána v roce 2006. Verze 2.0 byla vydána
v roce 2009. Tato verze obsahuje významné změny v rozhraní pro C++. Obsahuje celou
řadu nových funkcí, optimalizaci stávajících a byla také přidána podpora pro zpracování
na systémech s více procesory. Aktuální verze je 2.1 a pochází z dubna letošního roku.
Tuto knihovnu jsme si zvolili proto, že její určení je právě pro počítačové vidění a zpra-
cování obrazu. Součástí knihovny jsou například funkce pro detekce a rozpoznávání. Od
verze 2.0 je součástí této knihovny funkce pro výpočet histogramů orientovaných gradientů.
Její implementace pochází přímo od jejího autora. Implementace této metody vychází z po-
pisu, který je uveden v [3]. Po dohodě s vedoucím práce jsme se rozhodli tuto implementaci
použít.
SVM
Pro klasifikaci využíváme v našem systému nástroje SVM. Knihovna OpenCV, kterou pou-
žíváme na zpracování obrazu, obsahuje také implementaci nástroje SVM. Po domluvě s ve-
1Dostupná na http://opencv.willowgarage.com
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doucím naší práce jsme se rozhodli pro využití jiné externí knihovny. Volba padla na kni-
hovnu libSVM. V průběhu tvorby detektoru jsme se potýkali s problémem velmi vysoké
detekční doby. Z toho důvodu jsme se uchýlili k řešení klasifikace pomocí dvouúrovňové
kaskády nástroje SVM. Druhou knihovnou pro práci s SVM byla knihovna libLinear, která
je rozšířením knihovny libSVM.
libSVM
Existuje celá řada knihoven pro podporu práce s SVM. My jsme si zvolili knihovnu libSVM
[2]. Jedná se o volně šiřitelnou knihovnu. Je psána v jazyce C a je platformě nezávislá, lze
ji použít jak pro Linux tak i pro Windows. Je ji možno použít jak ve zkompilované podobě,
tak je možné její funkce volat přímo z programu. Tato knihovna podporuje celou řadu
nastavení. Model vytvořený touto knihovnou využíváme pro upřesnění výskytu postavy
v obraze.
libLinear
Knihovna libLinear [4] je rozšířením ke knihovně libSVM. Jedná se o její upravenou verzi,
která se používá pro velkou sadu dat. Trénovací sada dat obsahuje asi 19 000 vzorků o ve-
likosti asi 4000 hodnot. Právě pro takovéto datové sady je tato knihovna určena. Stejně
jako při detekci pomocí libSVM používá tato lineárního SVM. Na rozdíl od knihovny lib-
SVM, vytváří tato knihovna kompaktní model. Vyhodnocení modelu vytvořeného touto
knihovnou je velice rychlé. Tento model používáme pro skenování obrázku a určení těch ob-
lastí, kde se postava nevyskytuje. Pokud model rozhodne, že se v oblasti může vyskytovat
postava, využije se modelu vytvořeného knihovnou libSVM. Ten rozhodne, zda se v dané
oblasti nachází postava.
3.3 Implementace
Jak je již patrné z návrhu systému v předešlé kapitole, celý systém se skládá z několika
programů. Prvním z nich je program train, který slouží k vytvoření modelu pro výsledný
detektor. Program test se využívá pouze pro testování. Program detect reprezentuje vý-
sledný detektor. Tento detektor detekuju postavu v libovolném obraze, fotografii nebo vi-
deu. Detekce ve videu nebyla požadována, ale přesto jsme se rozhodli tento příklad detekce
otestovat.
Program Train
Tento program vytváří model pro výsledný detektor. Program pracuje se soupisem pozi-
tivních a negativních vzorků dat. Tyto soupisy se musí nacházet ve stejném adresáři jako
program. Obsahem těchto soupisů jsou adresy, odkazující na trénovací obrázky. Dále je vy-
žadováno, aby v adresáři byl přítomen soubor config, který udává parametry pro výpočet
příznakového vektoru. Výstupem programu je anotovaná sada dat, přesně podle požadavků
knihovny libSVM.
Program na začátku na základě konfiguračního souboru nastaví odpovídající parametry
pro výpočet vektoru. Nejprve zpracuje seznam pozitivních vzorků. Jeden řádek tohoto se-
znamu reprezentuje jeden snímek. Program zpracovává obraz o rozměrech 64×128 pixelů.
Ten je pomocí funkcí knihovny OpenCV načten a pomocí příslušné funkce jsou vypočítány
vektory nad tímto obrázkem. Takto získané hodnoty jsou před zapsáním do výstupního
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seznamu zpracovány. Jelikož se jedná o pozitivní vzorek dat, je nutné tuto informaci sdělit
knihovně libSVM. Proto je nutné do výstupního souboru zapsat +1, krerý značí pozitivní
prvek. Dále pro usnadění trénování SVM odstraníme nulové hodnoty. Pokud naříklad druhá
a čtvrtá hodnota vektoru je rovna nule, jsou tyto hodnoty vynechány a tato informace je
opět sdělena knihovně libSVM. Příklad zápisu jednoho vektoru může vypadat následovně
+1 1:1.345 3:0.4546 5:-1.454 6:0.9455 ...
Obdobným způsobem se zpracují negativní vzorky. Zde je však nutné uvést -1, abychom
odlišili negativní data. Takto zpracované hodnoty se uloží do souboru train-model. Tento
soubor je zpracován pomocí programu svm-train, který je součástí knihovny libSVM. Tento
program se musí spustit samostatně. Není součástí programu train. Tento program posky-
tuje celou řadu nastavení. Z toho důvodu jsme se rozhodli vytvářet modely tímto způsobem.
Protože používáme kaskádu nástroje SVM, musíme vytvořit model i pro druhou knihovnu.
Tento model vytvoříme pomocí programu train z knihovny libLinear. Takto vytvořené mo-
dely je potřeba před použítím ve finálním dektektoru otestovat. Příklad spuštění pogramu
train je uveden níže.
Spuštění programu
./train - program nemá žádný parametr
Tvorba modelu
./libsvm/svm-train -t 0 train-model.txt (knihovna libSVM)
./liblinear/train -t 0 train-model.txt (knihovna libLinear)
Výsledek
train-model.txt.model - model, který slouží pro klasifikaci postavy
Program Test
Program test slouží pouze pro testovací účely. Pomocí něj jsou testovány modely vytvořené
programem train. Při spuštění se vyžaduje jeden povinný parametr určující model, pomocí
kterého se detekuje postava. V adresáři se také očekává soupis testovacích dat a konfigu-
rační soubor pro nastavení výpočtu vektoru nad obrazem. Výstupem programu je výpis
o výsledcích testování.
Pomocí konfiguračního souboru se nastaví parametry pro výpočet vektorů. Potom se
postupně zpracovávají jednotlivé obrázky obsažené v soupisu testovacích dat. Takto získané
hodnoty slouží k určení výskytu postavy v obraze. Při trénování jsme knihovny pro nástroj
SVM používali externě. Tady jsem se rozhodli volat tyto funkce přímo z našeho programu.
Externí použití by bylo značně neefektivní. Protože používáme více modelů, je nutné každý
otestovat. Výsledky detekce ukládáme a na konci programu vypíšeme detailní statistiku.
Na základě těchto výsledků případně upravíme nastavení detekce.
Spuštění programu
./test-svm train.model (knihovna libSVM)







* Hit rate 90.9011$\%$
* Miss rate 9.09894$\%$
**********************
Tento program opět zpracovává obrázky s rozměrem 64×128 pixelů.
Program Detect
Program detect reprezentuje náš výsledný detektor. Je schopen detekovat postavu jak ve
fotografii, tak i ve videu. Tento detektor využívá kaskádu SVM. Proto je třeba na vstupu
programu uvést dva parametry reflektující modely pro SVM. Detekce ve videu není součástí
výsledného detektoru. Tato detekce byla otestována pouze experimentálně. Na přiloženém
CD se nachází 2 verze detektoru. První detekuje postavu ve fotografii. Druhá slouží pouze
pro detekci ve videu.
Pro vstup dat se používá soupisu dat, podobně jako v ostatních programech. Program
zpracovává najednou jeden obrázek. Ten má ve většině příkladů rozlišení několikanásobně
větší, než je detekční okno. Proto je nutné obraz upravit a to tak, že se obraz zmenší. K tomu
slouží funkce knihovny OpenCV. Tato knihovna podporuje několik interpolačních metod.
Nejprve jsme používali lineární interpolaci, která je v OpenCV nastavená jako výchozí. Lepší
výsledky však podávala metoda interpolace nad okolím 8×8 pixelů. Pro změnu rozlišení
obrazu slouží proměnná scale, která určuje poměr změny velikosti obrazu. Názorná ukázka
je na obrázku 3.2.
Obrázek 3.2: Příklad změny rozlišení obrázku. Obraz vlevo má rozlišení 320×240 pixelů,
obraz vpravo má rozlišení 181×135 pixelů. Pro názornost je v obraze vyznačen rámeček
o rozměrech 64×128 pixelů, který reprezentuje detekční okno detektoru.
Každý takto nově vytvořený obrázek se skenuje pomocí detekčního okna, nad každou
oblastí se vypočítá příznakový vektor a výsledky zpracuje nástroj SVM. K rozhodnutí
o existenci postavy používáme model zpracovávaný knihovnou libLinear a to z důvodu jeho
rychlosti. Tento model poskytuje dobré výsledky při detekci oblastí, kde se postava nevy-
skytuje. Pokud však tento nástroj rozhodne, že se v dané oblasti vyskytuje postava, je tato
oblast klasifikována pomocí modelu knihovny libSVM. Tento model velmi dobře klasifikuje
postavy. Jeho použití nad celým obrazem je však nemožné, z důvodu velice dlouhé detekční
doby. Tento model obsahuje velké množstí dat a jejich porovnání s vypočítanými hodnotami
je časově velice náročné. Proto je aplikován pouze na oblasti, kde je předpokládán výskyt










Pro trénování a testování detektoru jsme využili dvou odlišných datových sad. Každá z nich
obsahuje celou řadu fotografií zachycující lidské postavy při různých činnostech. Pro otes-
tování našeho finálního detektoru jsme použili několika dalších externích fotografií, které
jsme sami pořídili a pečlivě vybrali z fotografií dostupných na internetu. Tato práce je za-
měřena na detekci lidské postavy především ve statickém obraze. Náš detektor jsme přesto
poupravili a otestovali i pro detekci ve videu.
Datová sada MIT
Datová sada MIT (MIT pedestrian dataset)1obsahuje celkem 924 obrázků, zachycujících
postavy v městských scenériích. Postavy na těchto obrázcích jsou zachyceny pouze zepředu
a zezadu. V rámci obrazu je postava umístěna ve střední části. Velikost jednotlivých vzorků
je 64×128 pixelů. Součástí této sady je pouze soubor pozitivních vzorků. Negativní vzorky
pro trénování a testování bylo nutné obstarat z jiných zdrojů. K tomu posloužila datová
sada INRIA, která obsahuje pozitivní i negativní vzorky. Ukázka několika vzorků z této
datové sady je zachycena na obrázku 4.1.
Obrázek 4.1: Ukázka několika vzorků z datové sady MIT.
Datová sada INRIA
Datovou sadu INRIA (INRIA pedestrian dataset)2vytvořili autoři v [3]. Ve své práci pro
testování a trénování používali MIT sadu. Počet vzorků v této sadě je však neuspokojil,
1Dostupné na http://cbcl.mit.edu/software-datasets/PedestrianData.html
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a proto vytvořili komplexnější sadu dat. Ta obsahuje data jak pro trénování, tak i pro
následné otestování. Navíc obsahuje pozitivní i negativní vzorky.
Pro trénování obsahuje sada přibližně 2400 pozitivních a 1800 negativních vzorků. Po-
zitvní vzorky mají velikost 64×128 pixelů. Negativní snímky mají ve většině případů velikost
daleko větší. Je tedy nutné tyto data vhodně zpracovat. Na základě poznatků právě z [3],
jsme z jednoho negativního obrázku vytvořili 10 nových vzorků. Výběr oblastí v původním
obraze byl náhodný.
Testovací sada obsahuje celou řadu pozitivních i negativních dat. Velikost obrazu pro
testování není nijak omezena. Negativní vzorky mají většinou velikost 320×240 pixelů. Roz-
lišení pozitivních vzorků je velice různorodé. Jsou zde totiž obsaženy vzorky o rozměrech
64×128 pixelů, které se velice hodí pro testování vytvořeného modelu. Jsou zde také ob-
sažena anotovaná data. Tyto snímky neobsahují pouze jednu postavu, ale většinou větší
skupinu. Tyto data jsou vhodné pro testování finálního detektoru. Příklad několika vzorků
z této sady se nachází na obrázku 4.2.
Obrázek 4.2: Příklad několika obrázků z datové sady INRIA.
2Dostupné na http://pascal.inrialpes.fr/data/human
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4.2 Testování a výsledky
Trénování aplikace a tvorbu modelu pro výsledný detektor obstaral modul train. Tréno-
vání, a s ním spojené testování, probíhalo na každé datové sadě samostatně. Datová sada
INRIA je pro tento případ vybavena vhodnými vzorky dat, ale sada MIT obsahuje pouze
pozitvní vzorky. Navíc tato sada obsahuje celkem malý počet obrázků a je tudíž vhodná
spíše pro demonstraci. Jak popisuje odstavec výše, obsahuje sada MIT 924 obrázků. Z těch
se extrahovala trénovací a testovací sada. Trénovací zahrnuje 700 obrázků, testovací sada
zbytek, tj. 224 obrázků. Negativní vzorky obsatarala sada INRIA. Jako negativní vzorek
dat se použilo všech 1800 obrázků.
Testování modelu pro datovou sadu MIT proběhlo pouze pomocí knihovny libSVM.
Tuto sadu jsme použili pouze pro testování. Tabulka 4.1 zobrazuje výsledky testování s na-
stavením, které je popsáno v kapitole 2.3 a vychází z [3]. Nejprve jsme vytvořili model
pomocí 700 pozitivních a 700 negativních vzorků. Pro vytvoření negativních vzorků po-
sloužili obrázky z datové sady INRIA. Pro otestování jsme použili 224 pozitivních a celkem
1218 negativních vzorků. Poté jsme vytvořili další model, u kterého jsme zvětšili počet ne-
gativních vzorků na 12180. Testovací sada zůstala stejná jako v prvním případě. Výsledky
testování ukazuje následující tabulka.
Tabulka 4.1: Tabulka zobrazující výsledky testování.
Test Pozitiv Detekované Úspěšnost Negativ Detekované Úspěšnost Celkem
1. 244 224 100% 1218 1152 94,5814% 95,43%
2. 224 224 100% 1218 1216 99,8358% 99,86%
V obou případech se podařilo detekovat bezchybně pozitivní vzorky. Tento výsledek je
však zavádějící. Důvodem proč se dosáhlo tak velké úspěšnosti je právě malá rozmanitost
této sady. Postavy zachycené na obrázcích se příliš neliší. Je tedy nutné brát tento výsledek
s rezervou. V prvním případě testování negativních dat bylo jako pozitivní označeno celkem
66 obrázků. V druhém případě byly jako pozitivní označeny pouze 2 obrázky. Zvýšení počtu
negativních vzorků při trénování modelu pomohlo zredukovat falešnou detekci.
Jako další jsme otestovali různé nastavení parametrů pro výpočet histogramů orien-
tovaných gradientů. Provedli jsme změnu nastavení velikosti buňek a bloků. Tabulka 4.2
zobrazuje vliv nastavení parametrů na úspěšnost detekce.
Tabulka 4.2: Tabulka zobrazující výsledky testování s různým nastavením velikostí buněk
a bloků.
Test Blok Buňka Úspěšnost
1. 8×8 8×8 95,908%
2. 16×16 8×8 97,85%
3. 24×24 8×8 98,40%
4. 32×32 8×8 98,474%
1. 8×8 4×4 97,087%
2. 16×16 4×4 97,92%
3. 24×24 4×4 97,92%
4. 32×32 4×4 98,058%
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Jak se ukázalo, úspěšnost detekce je velmi dobrá. Celkovou úspěšnost detekce ovlivnila
hlavně detekce negativních snímků. Při nastavení velikosti buňky 4×4 pixelů jsme dostali
podobné výsledky bez ohledu na nastavení velikosti bloku. Při nastavení buněk na 8×8
pixelů jsme dostali také velice dobré výsledky. Z hlediska nastavení je vhodné použít právě
velikosti buněk 8×8 pixelů. Modely vytvořené s tímto nastavením se zpracovávají mnohem
rychleji.
Stejným způsobem jsme trénovali a testovali na datové sadě INRIA. Pro tvorbu modelu
jsme použili 2416 pozitivních a 12180 negativních vzorků. Pro otestování jsme použili 1132
pozitivních a 1218 negativních vzorků. Nastavení velikosti buněk na 8×8 pixelů se ukázalo
jako dobrá volba. Proto jsme ponechali toto nastavení. Testovali jsme změnu velikosti bloků.
Jak ukazuje tabulka 4.3, úspěšnost detekce je velice dobrá. Nejlepší výsledek poskytuje
model při nastavení bloků na rozměry 16×16 a buněk o velikosti 8×8 pixelů.
Tabulka 4.3: Tabulka zobrazující výsledky testování na datové sadě INRIA.
Blok Pozitiv Detekované Negativ Detekované Úspěšnost
8×8 1132 1059 1218 1179 95,234%
16×16 1132 1112 1218 1197 98,255%
24×24 1132 1106 1218 1198 98,042%
32×32 1132 1098 1218 1194 97,53%
Takto vytvořený model jsme použili pro detekci postavy ve fotografii. Výsledky byly
velice uspokojivé, ale doba detekce byla velice dlouhá. To je způsobeno modelem, který
obsahuje velký počet hodnot. Porovnání při detekci je časově velice náročné. Proto jsme
hledali nějaký způsob, jak tuto dobu snížit na únosnou mez. Narazili jsme na knihovnu
libLinear. Pomocí této knihovny jsme vytvořili model a řádně jej otestovali. Výsledky testů
jsou zobrazené v tabulce 4.4.
Tabulka 4.4: Tabulka zobrazující výsledky testování modelu vytvořeného pomocí knihovny
libLinear.
Blok Pozitiv Detekované Negativ Detekované Úspěšnost
8×8 1132 1019 1218 1184 93,74%
16×16 1132 1080 1218 1209 97,40%
24×24 1132 1084 1218 1210 97,62%
32×32 1132 1073 1218 1210 97,15%
Výsledky testování jsou velmi dobré. Při testování negativních vzorků poskytoval tento
model výborné výsledky. Doba zpracování byla výrazně nižší. Otestovali jsme tento model
pro detekci ve fotografii. Výsledek však nebyl uspokojivý. Obrázek 4.3 zobrazuje výsledek
této detekce. Je zde vidět velký počet falešných detekcí.
Jak již bylo zmíněno v popisu implementace, použili jsme obě knihovny pro vytvoření
kaskády. Ukázka detekce postavy ve fotografi pomocí této kaskády je uvedena na obrázku
4.4. Aplikací tohoto postupu jsme dosáhli odstranění falešných detekcí a také velice výrazně
snížili dobu potřebnou pro detekci.
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Obrázek 4.3: Detekce postavy ve fotografii pomocí modelu knihovny libLinear.
4.3 Problémy detekce
Jak ukázaly výsledky výše, poskytuje náš detektor dobrou úspěšnost. Přesto jsou patrné
ještě některé nedostatky. Jednak detekční doba. V naší práci jsme se zaměřili na úspěšnost
detekce. Nevytvářeli jsme tento detektor pro zpracování v reálném čase. Přesto jsme se
snažili, aby detekce proběhla v rozumném čase. Dalším problémem jsou falešné detekce.
Tento problém je patrný na obrázku 4.4, kde v levé horní části je detekována postava. Ta
se tam však nevyskytuje.
Odstranění těchto problémů není jednoduché. Je možné použít detailnějšího nastavení
metody při výpočtu, například zmenšením velikosti bloků a buněk nebo zvětšením počtu
binů. Také lze zvětšit počet pozitivních vzorků při vytváření modelu. Těmito postupy zís-
káme podrobnější informace o obraze. Bohužel cena takto získaných informací je vykoupena
většími nároky na zpracování. Těmito postupy se zvětší velikost modelu a tím pádem se
zvýší počet hodnot, které je při detekci nutné porovnávat. Tím se celá detekce zpomalí,
při detailním nastavením i několikanásobně. Pro detekci postavy ve větším obraze se celý
systém stane prakticky nepoužitelným. Proto je nutné zvolit kompromis mezi úspěšností
detekce a dobou běhu programu.
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Na závěr jsme se rozhodli otestovat náš detektor pro detekci ve videu. Jak již bylo zmíněno,
nebylo cílem této práce vytvořit detektor, který pracuje v reálném čase. Přesto jsme použili
tento detektor na video. Toto video jsme získali z internetu a je umístěno na přiloženém
CD. Rozlišení videa je 480×360. Video běží rychlostí 10 snímků za vteřinu. Zpracování
jednoho snímku trvá asi 5 vteřin. Na přiloženém CD je také video, kde jsou vyznačené
detekované postavy. Na tomto videu jsou také velice dobře patrné některé falešné detekce.
Ukázka z videa je na obrázku 5.1.




Cílem této práce bylo vytvořit detektor lidské postavy v obraze. Na základě článku [3] jsme
si zvolili metodu histogramů orientovaných gradientů. Při dalším studiu této problematiky
jsme narazili na některá další rozšíření této metody. V naší práci jsme se zaměřili především
na úspěšnost detekce. Naším cílem nebyla detekce v reálném čase, přesto jsme se snažili ji
provést v rozumném čase.
Při tvorbě detektoru jsme se snažili využít volně dostupných nástrojů. které by nám
usnadnili práci. Pro zpracování obrazu jsme využili knihovny OpenCV. Ta poskytuje celou
řadu funkcí pro podporu práce s obrazem. Od verze 2.0 obsahuje tato knihovna modul, který
počítá histogramy orientovaných gradientů v obraze. Implementace tohoto modulu pochází
přímo od autorů této metody. Tento modul jsme využili v našem programu. Pro podporu
práce s SVM jsme využili knihoven libSVM a libLinear. Pro trénování a testování detektoru
jsme využili datové sady INRIA a MIT. Datovou sadu INRIA vytvořili autoři metody,
kterou jsme použili pro detekci postavy. Obsahuje celou řadu obrázků lidské postavy, ale
také obrázky, na kterých se postava nevyskytuje. Pomocí této datové sady jsme vytvořili
model pro náš výsledný detektor.
Během práce na detektoru jsme řešili několik problémů. Problém s výpočtem histogramů
orientovaných gradientů nám pomohla vyřešit implementace v OpenCV. Problém dlouhé
detekční doby nám pomohla vyřešit knihovna libLinear. Pomocí ní jsme vytvořili kaskádu
nástroje SVM. Tímto postupem jsme dosáhli rozumné detekční doby. Úspěšnost detekce
v obraze je velmi vysoká. Na základě těchto výsledků jsme se rozhodli otestovat tento
detektor i na videu. Výsledek nás velice potěšil a je dostupný ke shlédnutí na přiloženém
CD.
S výsledky naší práce jsme velice spokojeni. Přesto je zde stále prostor pro vylepšení
a optimalizaci. Řešení problémů vylepšení úspěšnosti detekce a zrychlení běhu programu
by mohlo posloužit jako námět diplomové práce rozvíjející toto téma. Bylo by vhodné
vytvořit vlastní implementaci metody histogramů orientovaných gradientů nebo některé
její modifikace. Hlavní oblast zájmu by však spočívala ve zpracování dat v reálném čase.
Toho by se dalo využít pro detekci postavy ve videu. Takto zkonstruovaný detektor by
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