BLOCK-SYMMETRIC MODELS AND METHODS: NEW CLASS OF DISCRETE PROGRAMMING TASKS by Kaziyev, Galim et al.
28
Введение. Большое число при-кладных задач в различных от-
раслях экономики сводится к зада-
чам дискретного программирования. 
Классические постановки и методы 
решения прикладных задач дискрет-
ного программирования успешно ис-
пользуются для решения многих прак-
тических задач в различных областях 
науки, техники и технологий.
Вместе с тем, задачи дискретного 
программирования весьма сложны и 
имеют существенные ограничения 
для широкого решения многочис-
ленных приложений. Прежде всего к 
таким ограничениям относятся экспо-
ненциальная вычислительная слож-
ность решения прикладных задач, 
точность решения, размерность реша-
емых задач и другие.
Попытки устранить эти трудности 
не всегда успешны и нет единого подхо-
да и теоретических основ преодоления 
этой ситуации в области дискретного 
программирования. Поэтому исследо-
ватели идут по пути разработки точных 
методов для модельных примеров не 
большой размерности, эвристических 
и приближенных методов постановки и 
решения дискретных задач. Каждый ре-
зультат, полученный в данной области 
требует пристального внимания.
В настоящей работе рассматривает-
ся постановка и решение нового класса 
задач дискретного программирования, 
который нашел применение при реше-
нии различных прикладных задач: блоч-
но-симметричные задачи дискретного 
программирования (БСЗ). 
1. Общая постановка задачи 
По мере развития моделей и мето-
дов дискретного  программирования, 
постановки новых задач и других при-
ложений появляется необходимость 
разработки новых подходов и методов 
решения задач. Одним из таких под-
ходов является блочно-симметричные 
модели и методы [1,2].
Рассмотрим общую постановку и 
решение блочно-симметричных задач 
дискрет ного программирования. 
Пусть задано множество объ-
ектов }{ IiaA i ,1; ==  и множество 
объектов }{ JjbB j ,1; ==  с элементами 
различных типов, а также взаимо связи 
между элементами этих множеств, ко-
торые определяются матрицей
,,1,,1, JjIiW ij === ω
элементы которой целочислены 
или булевы. Необходимо объединить 
элементы мно жества  А в непересека-
ющиеся подмножества ,nA Nn ,1= , а 
элементы множества В - в непересека-
ющиеся подмножества ,mB Mm ,1= , 
таким образом, чтобы доставить экс-
тремум целевой функции F ( ,nA ,mB ).
Для формализованной постановки 
задачи введем следующие перемен-
ные. Пусть NnIixX in ,1;,1, ===
– булева матрица, где  ,1=inx  если i-й 
элемент распределяется   в   n-ю   группу, 
0=inx ,   в  противном   случае.   Ана-
логично ,,1;,1, MmJjyY jm ===  
где ,1=jmy  если j-й элемент распре-
деляется в m-ю группу и 0=jmy , в 
противном случае. В общем случае 
матрицы переменных X и Y могут 
быть целочисленными.
Определим на множестве А х В 
функцию F(X.Y), зависящую от рас-
пределения элементов множеств А и 
В по подмножествам ,nA и mB . Со-
ответственно на множестве А – функ-
ции ( ) ,,1, KkXk =ϕ а на множестве В 
– функции ( ) ,,1, SsYs =ψ  опреде-
ляющие ограничения соответственно 
на множествах А и В.
Блочно-симметричная задача дис-
кретного программирования форму-
лируется следующим образом:
,),( extrYXF →             (1)
при ограничениях
  ,,1, KkX Kok  dMM               (2)
  ,,1, SsY sos  d\\                (3)
В множестве ограничений (2) и 
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(3) в зависимости от постановок задач 
знаки неравен ств могут меняться на 
противоположные.
В общем случае двухиндексные 
матрицы - переменные X и Y и задан-
ная мат рица W могут быть целочис-
ленными.
Рассмотрим задачу при условии, 
когда переменные X, Y и W-булевы 
матрицы. В качестве функций F(X,Y) 
часто используют функцию вида F(Z), 
где
XWYZ =                       (4)
Рассмотрим выражение (4), кото-
рое представляет собой произведение 
матриц переменных X и Y и заданной 
матрицы W, на которой определена це-
левая функция. В отличие от традици-
онных постановок задач дискретного 
программирования в данной постанов-
ке имеются два типа переменных X и Y, 
переменные X и Y симметричны отно-
сительно заданной матрицы W.
В задаче (1)-(3) можно выделить 
множество ограничений вида (2), ко-
торые за висят от переменной X, и 
множество ограничений вида (3), ко-
торые зависят от пере менной Y.
Таким образом, задачу вида (1)-(3) 
назовем блочно-симметричной зада-
чей дискрет ного программирования.
Рассмотрим выражение (4). Из 
него следует что переменные X и Y 
симметричны относительно заданной 
матрицы W и функция (4) может быть 
определена как слева направо, так и 
наоборот, т. е.
YWXXWYZ ==             (5)
На основе общей постановки 
определим основные свойства сфор-
мулированного класса задач, отличаю-
щие его от традиционных постановок 
задач дискретного програм мирования
Свойство 1. Наличие двух типов 
переменных X и Y различных типов, 
представленных в виде булевых ма-
триц, которые определены на задан-
ной матрице W.
Свойство 2. Блочность задачи за-
ключается в выделении в постановке 
отдель ных блоков функций вида (2) и 
(3), зависящие только от одной пере-
менной X и Y. 
Свойство 3. Симметричность зада-
чи заключается в возможности вычис-
ления (5) как в прямом так и обратном 
направлении.
2. Решение задачи. 
Анализ особенностей и свойств 
сформулированной задачи позволяет 
предложить эффективные алгорит-
мы решения данного класса задач. 
Рас смотрим решение блочно-симме-
тричных задач дискретного програм-
мирования при условии, что X, Y и 
W - булевы матрицы. Легко доказать 
следующее утверждение.
Утверждение. Распределение 
элементов множества А по непере-
секающим подмножествам nA  со-
ответствует логическому сложению 
строк матрицы aij ||,|| ω  распределение 
элементов множества B  по непересе-
кающимся подмножествам mB  -логи-
ческому сложению столбцов матрицы 
||| ijω .
 Результаты данного утверждения 
позволяют просто вычислить оценки 
и направления поиска решения для 
разработки эффективных алгоритмов.
Введем понятие базиса решения 
задачи. Под базисом понимается за-
данный состав элементов подмно-
жеств nA  и mB  на матрице W.
В матрице W базис находится как 
некоторая подматрица Z, элементы 
которой определены. Данную подма-
трицу путем перестановки номеров 
строки и столбцов матрицы W и их 
перенумеровки всегда можно опре-
делить в левом верхнем углу. Такое 
представление упрощает процедуру 
оценок и определения направления 
поиска решения.
Для решения блочно-симметрич-
ной задачи дискретного программи-
рования при условии, когда X, Y и 
W - булевы матрицы, разработан и 
предложен эффективный алгоритм 
итеративных отображений. Алгоритм 
состоит из следующих основных эта-
пов: [3].
1. В булевой матрице W выделим 
подматрицу MmNnzZ nm ,1;,1,    
и опре делим ее как базис решения за-
дачи.
2. Определим матрицу 
NnInidD ni ,1;,1,
1 =+== ′ направ-
ления поиска ре шения X путем логи-
ческого сложения небазисных строк 
матрицы W со строками базиса и вы-
числим значения оценок только по по-
зициям базиса.
3. В соответствии с полученными 
оценками осуществим распределение 
эле ментов множества А по подмноже-
ствам nA  В результате зафиксируем 
решение X и промежуточную матрицу 
.,1;,1, JjInɉ nj    S
4. Определим матрицу 
,,1;,1, 1 MmImjdD nj =+== ′   на-
правления поиска решения Y путем 
логического сложения небазисных 
столбцов промежуточной матрицы 
njɉ S  со столбцами базиса и вы-
числим значения оценок только по по-
зициям базиса матрицы П.
5. В соответствии с полученными 
оценками матрицы П распределим 
элементы множества В по подмноже-
ствам mB . В результате фиксируем 
решение Y и целевую матрицу Z, на 
которой определено значение целевой 
функции F (Z).
Следует отметить, что поиск ре-
шения задачи может осуществляться 
как в пря мом направлении по схеме 
,~YDDX  так и в обратном направле-
нии по схеме .~ DXYD
Рассмотрим пример постановки и 
решения задачи кластеризации функ-
циональных задач и используемых 
ими документов при проектировании 
автоматизированных информацион-
ных систем.
3. Пример постановки  приклад-
ной задачи
 Этап технического проектирова-
ния автоматизированных информа-
ционных систем является наиболее 
сложным и длительным. На данном 
этапе формируется общая функцио-
нальная структура, состав и после-
довательность решения прикладных 
задач, структура прикладного про-
граммного  обеспечения  структура 
базы данных, определяется общеси-
стемное программное обеспечение 
проектируемой системы. 
При большом числе прикладных 
задач и сложном документообороте 
возникает необходимость декомпози-
ции системы на кластеры.
Под кластером прикладных задач 
понимается объединение задач в под-
множества, а кластерами документов 
- объединение документов в подмно-
жества и  установление  взаимосвязей 
между соответствующими подмноже-
ствами. Взаимосвязи между ними от-
ражают интегрированные связи меж-
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ду кластерами. Опыт проектирования 
систем обработки данных и прове-
денные исследования показали не-
обходимость декомпозиции исходной 
системы, которая позволяет на этапе 
технического проектирования глубже 
проанализировать кластеры задач и 
документов, распараллелить объемы 
работ между проектировщиками, вы-
делить процедуры обработки данных 
и информационные элементы для раз-
работки прикладного программного 
обеспечения и базы данных автомати-
зированных информационных систем.
Поэтому в качестве критерия эф-
фективности процесса декомпозиции 
исходной системы используем мини-
мум информационных взаимосвязей 
между кластерами задач и докумен-
тов.
Для математической постановки 
задачи декомпозиции системы введём 
следующие переменные и обозначе-
ния.
Пусть, { }IiA i ,1, == α  и - мно-
жество прикладных задач обработки 
данных, подлежащие автоматизации; 
{ }JjbB j ,1, ==  - множество исход-
ных документов, используемое для 
решения прикладных задач. Задана, 
матрица ,,1,,1, JjIiW ij === ω  где 
,1=ijω  если j -й исходный документ 
используется для решения i -ой при-
кладной задачи системы и ,0=ijω в 
противном случае. Введем перемен-
ные IiMmxX mi ,1,,1,     - пере-
менная отражающая распределенные 
i -ой прикладной задачи в m-ой кла-
стер (группу) задач. В данном случае
¯
®
­ 
 
.,0
,,1
ɫɥɭɱɚɟɩɪɨɬɢɜɧɨɦɜ
ɤɥɚɫɬɟɪɣmɟɬɫɹɪɚɫɩɪɟɞɟɥɹɡɚɞɚɱɚɩɪɢɤɥɚɞɧɚɹɚɹiɟɫɥɢ
xmi
Аналогично введём переменную
,,1,,1, JjNnyY jn    где
¯
®
­ 
 
.,0
,,1
ɫɥɭɱɚɟɩɪɨɬɢɜɧɨɦɜ
ɞɨɤɭɦɟɧɬɨɜɤɥɚɫɬɟɪɣnɜɧɪɚɫɩɪɟɞɟɥɟɞɨɤɭɦɟɧɬɣjɟɫɥɢ
y jn

В ряде случаев на данном этапе 
определяются характеристики задач 
и документов. Введем it  - время раз-
работки i -ой задачи, jv  - объем j
-ого документа, ijc - общая стоимость 
разработки i -ой задачи и j -ого доку-
мента, jτ - время разработки и подго-
товки j -го документа, ic - стоимость 
разработки i -ой задачи, js - стоимость 
подготовки j-ого документа.
Необходимо разбить систему на 
подмножества прикладных задач и 
используемых ими документов таким 
образом, чтобы минимизировать вза-
имосвязи между кластерами приклад-
ных задач и документов в процессе 
проектирования автоматизированной 
системы. 
Определим дополнительные пере-
менные следующим образом:
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Данная переменная отражает ис-
пользование j -гo документа для ре-
шения задач m -го кластера.
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Переменная inE отражает исполь-
зование в процессе решения i -ой за-
дачи n -го кластера документов.
Взаимосвязи между кластерами 
прикладных задач и документов опре-
деляются из выражения:
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Задачу кластеризации проектиру-
емой автоматизированной системы 
сформулируем следующим образом. 
Необходимо минимизировать фун-
кцию вида
¦¦¦¦
    
M
m
I
i
J
j
N
n
jnijmi yx
1 1 1 1
min Z     (9)
При ограничениях на:
- включение каждой прикладной 
задачи только в один кластер
¦
 
  
M
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1
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- включение документа только в 
один кластер документов
¦
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1
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
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- время разработки каждого кла-
стера задач
¦ ¦
  
 d
I
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J
j
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1
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   (12)
- стоимость проектирования каж-
дого кластера задач
¦ ¦
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  (13)
- число прикладных задач в кла-
стере 
¦
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- число исходных документов в 
кластере
¦
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Поставленная задача (6-15) отно-
сится к блочно-симметричным зада-
чам дискретного программирования. 
Выводы
Разработан и предложен новый 
класс задач – блочно-симметричные 
задач дискретного программирования, 
отличающихся от традиционных по-
становок свойствами: наличием раз-
личных типов переменных, блочности 
и симметричности. 
Разработан новый алгоритм итера-
тивных отображений полиномиальной 
вычислительной сложности при задан-
ном базисе позволяющий решать прак-
тическое задачи большой размерности.
Предложенные блочно-симме-
тричные модели и методы использо-
ваны при постановке и  решении ряда 
прикладных задач.
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