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ANALYTIC P-ADIC CELL DECOMPOSITION AND INTEGRALS
RAF CLUCKERS∗
Abstract. We prove a conjecture of Denef on parameterized p-adic analytic
integrals using an analytic cell decomposition theorem, which we also prove in
this paper. This cell decomposition theorem describes piecewise the valuation
of analytic functions (and more generally of subanalytic functions), the pieces
being geometrically simple sets, called cells. We also classify subanalytic sets
up to subanalytic bijection.
1. Introduction
Let p denote a fixed prime number, Zp the ring of p-adic integers, Qp the field
of p-adic numbers, let | · | denote the p-adic norm and v(·) the p-adic valuation.
Let f = (f1, . . . , fr) be an r-tuple of restricted power series over Zp in the
variables (λ, x) = (λ1, . . . , λs, x1, . . . , xm), i.e., the fi are power series converging
on Zs+mp . To f we associate a parametrized p-adic integral
(1) I(λ) =
∫
Zmp
|f(λ, x)||dx|,
where |dx| is the Haar measure on Zmp normalized so that Z
m
p has measure 1.
A subanalytic constructible function on a subanalytic set X is by definition a
Q-linear combination of products of functions of the form v(h) and |h′|, where
h : X → Q×p and h
′ : X → Qp are subanalytic functions. (For the notion of
subanalytic functions and subanalytic sets we refer to the section Terminology and
Notation below.)
We prove the following conjecture of Denef [8]:
Theorem 1.1. The function I is a subanalytic constructible function on Zsp.
In the case that the functions fi are polynomials, the map I has been studied by
Igusa for r = 1, by Lichtin for r = 2, and by Denef for arbitrary r (see [16, 17, 18],
[19], and [8]). In the more general case that the |f(λ, x)| in (1) is replaced by
an arbitrary subanalytic constructible function, the conclusion of theorem 1.1 still
holds (see theorem 4.2 below), where now I takes the value zero whenever the
integrated function is not integrable.
The rationality of the analytic p-adic Serre - Poincare´ series was conjectured in
[26] and [27] and proven by Denef and van den Dries in [9]; the rationality can
immediately be obtained as a corollary of integration theorem 1.1. This is because
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it is well-known how to express the Poincare´ series as a p-adic integral (see [8],
section 1.6).
A second key result of the present paper is a cell decomposition theorem for sub-
analytic sets and subanalytic functions (theorem 2.3), in perfect analogogy to the
semialgebraic cell decomposition theorem of [4] and [6]. Roughly speaking, p-adic
cell decomposition theorems describe the norm of given functions after partitioning
the domain of the functions in finitely many basic sets, called cells. Cell decompo-
sitions are very useful to study parameterized p-adic integrals (see below and [8]),
and to prove the rationality of Igusa’s local zeta functions and of several Poincare´
series (see [4]). Many of the applications of cell decomposition (in for example [8]
and [5]) can, up to now, not be proven with other techniques.
The proof of the analytic cell decomposition is based on several results by van
den Dries, Haskell, and Macpherson [13] on the geometry of subanalytic p-adic sets
and subanalytic functions; we state some of these results in section 2.
We also extensively use the theory of p-adic subanalytic sets, developed by Denef
and van den Dries in [9] in analogy to the theory of real subanalytic sets; in partic-
ular, we use the dimension theory of [9]. In section 3 we apply cell decomposition
to obtain the following classification:
Theorem 1.2. Let X ⊂ Qmp and Y ⊂ Q
n
p be infinite subanalytic sets. Then there
exists a subanalytic bijection X → Y if and only if dim(X) = dim(Y ).
This classification of subanalytic sets is similar to the classification of semial-
gebraic sets in [2]. Note that in particular there exists a semialgebraic bijection
between Qp and Q
×
p ; this is the main result of [3].
The theory of p-adic integration has also served as an inspiring example for the
theory of motivic integration and there are many connections to it (see e.g. [11] and
[10]).
Many of the results of [9] and [13] are formulated for Qp and not for finite field
extensions of Qp, nevertheless, all results referred to in this paper, also hold for
finite field extensions of Qp (see the remark in (3.31) of [9]). All results of this
paper also hold in finite field extensions of Qp.
Acknowledgment. I would like to thank Denef for pointing out to me his con-
jecture on p-adic subanalytic integrals and for having stimulating conversations on
this and related subjects. I thank van den Dries, Haskell, and Mourgues for many
interesting discussions. I also thank the referee for his useful suggestions on the
presentation of the paper.
Terminology and Notation. Let p denote a fixed prime number, Qp the field of
p-adic numbers and K a fixed finite field extension of Qp with valuation ring R. For
x ∈ K× let v(x) ∈ Z denote the p-adic valuation of x and |x| = q−v(x) the p-adic
norm, with q the cardinality of the residue class field. We write Pn = {yn | y ∈ K×}
and µPn denotes {µx | x ∈ Pn} for µ ∈ K.
For x = (x1, . . . , xm) let K{x} be the ring of restricted power series over K in
the variables x; it is the ring of power series
∑
aix
i in K[[x]] such that |ai| tends
to 0 as |i| → ∞. (Here, we use the multi-index notation where i = (i1, . . . , im),
|i| = i1 + . . .+ im and xi = x
i1
1 . . . x
im
m .) For x0 ∈ R
m and f =
∑
aix
i in K{x} the
series
∑
aix
i
0 converges to a limit in K, thus, one can associate to f a restricted
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analytic function given by
f : Km → K : x 7→
{ ∑
i aix
i if x ∈ Rm,
0 else.
We extend the notion of D-functions of [9] to our setting1:
Definition 1.3. A D-function is a function Km → K for some m ≥ 0, obtained
by repeated application of the following rules:
(i) for each f ∈ K{x1, . . . , xm}, the associated restricted analytic function
x 7→ f(x) is a D-function;
(ii) for each polynomial f ∈ K[x1, . . . , xm], the polynomial map x 7→ f(x) is a
D-function;
(iii) the function x 7→ x−1, where 0−1 = 0 by convention, is a D-function;
(iv) for each D-function f in n variables and each D-functions g1, . . . , gn in m
variables, the function f(g1, . . . , gn) is a D-function.
A (globally) subanalytic subset of Km is a subset of the form
X =
r⋃
i=1
s⋂
j=1
Xij
where each Xij is of the form {x ∈ Km | fij(x) = 0} or {x ∈ Km | fij(x) ∈ Pnij},
where the functions fij are D-functions and nij > 0. We call a function g : A ⊂
Km → Kn subanalytic if its graph is a subanalytic set. We refer to [9], [8], and
[13] for the theory of subanalytic p-adic geometry and to [21] for the theory of rigid
subanalytic sets.
In section 2 we will use the framework of model theory. We let Lan be the first
order language consisting of the symbols
+, −, ·, −1, {Pn}n>0,
together with an extra function symbol f for each restricted analytic function as-
sociated to restricted power series in
⋃
mK{x1, . . . , xm}. We consider K as an
Lan-structure using the natural interpretations of the symbols of Lan.
We mention the following fundamental result in the theory of subanalytic sets.
Theorem 1.4 ([9], Corollary (1.6)). The collection of subanalytic sets is closed
under taking complements, finite unions, finite intersections, and images under
subanalytic maps.2
A semialgebraic subset of Km is a subset of the same form as X above but
with the fij polynomials over K, and a function is semialgebraic if its graph is a
semialgebraic set. It is well-known that also the collection of semialgebraic sets is
closed under taking complements, finite unions and intersections, and images under
semialgebraic maps (see [23], [6]).
1In [9], D-functions are functions from Rm to R for m > 0.
2I take the occasion to correct a small error in [13] with respect to quantifier elimination on
Qp. Namely, the division function D in [13] should either be replaced by the field inverse −1 or
by the function D given by D(x, y) = x/y if 0 < |x| ≤ |y| and D(x, y) = 0 otherwise.
4 RAF CLUCKERS∗
2. Analytic cell decomposition
To state cell decomposition one needs basic sets called (subanalytic) cells, which
we define inductively. Form, l > 0 write πm : K
m+l → Km for the linear projection
on the first m variables and, for A ⊂ Km+l and x ∈ πm(A), write Ax for the fiber
{t ∈ K l | (x, t) ∈ A}.
Definition 2.1. A cell A ⊂ K is a (nonempty) set of the form
(2) {t ∈ K | |α|1 |t− γ|2 |β|, t− γ ∈ µPn},
with constants n > 0, µ, γ ∈ K, α, β ∈ K×, and i either < or no condition. If
µ = 0 we call A a 0-cell and we call A a 1-cell otherwise.
A (subanalytic) cell A ⊂ Km+1, m ≥ 1, is a set of the form
(3)
{(x, t) ∈ Km+1 | x ∈ D, |α(x)|1 |t− γ(x)|2 |β(x)|,
t− γ(x) ∈ µPn},
with (x, t) = (x1, . . . , xm, t), n > 0, µ ∈ K, D = πm(A) a cell, subanalytic functions
α, β : Km → K×, γ : Km → K, and i either < or no condition. We call γ the
center and µPn the coset of the cell A. If D is a cell of type (i1, . . . , im) with
ij ∈ {0, 1}, we call A an (i1, . . . , im, 0)-cell if µ = 0 and we call A an (i1, . . . , im, 1)-
cell otherwise. If at each stage of this inductive definition the functions α, β, and
γ are analytic on the respective projections πi(A), i = 1, . . . ,m − 1, we call A an
analytic cell.
Remark 2.2.
(i) An (i1, . . . , im, 0)-cell A ⊂ K
m+1 is the graph of a subanalytic function defined
on πm(A), and, if A is an (i1, . . . , im, 1)-cell, then Ax is a nonempty open in K for
each x ∈ πm(A).
(ii) An analytic cell is a K-analytic manifold (in the obvious sense, see e.g. [1]).
Theorem 2.3 below is a subanalytic analogue of the semialgebraic cell decompo-
sition (see [4] and [6]); it is a perfect analogue of the reformulation [2, lemma 4].
In [8], an overview is given of applications of p-adic cell decomposition, going from
a description of local singular series to counting profinite p-groups (as in [14]).
Theorem 2.3 (Analytic Cell Decomposition). Let X ⊂ Km+1 be a subanalytic set,
m ≥ 0, and fj : X → K subanalytic functions for j = 1, . . . , r. Then there exists a
finite partition of X into cells A with center γ : Km → K and coset µPn such that
for each (x, t) ∈ A
(4) |fj(x, t)| = |δj(x)| |(t− γ(x))
ajµ−aj |
1
n , for each j = 1, . . . , r,
with (x, t) = (x1, . . . , xm, t), integers aj, and δj : K
m → K subanalytic functions.
If µ = 0, we use the conventions aj = 0 and 0
0 = 1. Moreover, the cells A can be
taken to be analytic cells such that the δj are analytic on πm(A).
Remark 2.4.
(i) Theorem 2.3 can be seen as a p-adic analogue of the preparation theorem [20]
for real subanalytic functions, or as an analogue of cell decomposition for real
subanalytic sets (see e.g. [12]).
(ii) Some of the analytic analogues of applications in [8] as well as some of the results
of [5], [13] and [9] can be obtained immediately using cell decomposition and the
integration theorems of this paper, for example: Cor. 1.8.2. of [5] on local singular
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series, Thm. 3.1 of [8], the p-adic Lojasiewicz inequalities (3.37), the subanalytic
selection theorem (3.6), the stratification theorem (3.29), and Thm. (3.2) of [9].
However, note that the presented proof of Thm. 2.3 relies on [9] and [13].
(iii) Partial results towards subanalytic cell decomposition have been obtained in
[22], [24], [25] and [28]. In [24] and [28], a partitioning of arbitrary subanalytic
sets into cells is obtained, but without the description of the norm of subanalytic
functions on these cells. However, the description of the norm of the subanalytic
functions in theorem 2.3 is used in the proof of the conjecture of Denef below.
For the proof of theorem 2.3 we use techniques from model theory, namely a
compactness argument. (For general notions of model theory we refer to [15].)
Let K1 be an Lan-elementary extension of K and let R1 be its valuation ring.
In view of theorem 1.4, we can call a set X ⊂ Km1 subanalytic if it is Lan-definable
(with parameters from K1) and analogously for subanalytic functions, cells, and
so on. Expressions of the form |x| < |y| for x, y ∈ K1 are abbreviations for the
corresponding Lan-formula’s expressing |x| < |y| for x, y ∈ K, as in lemma 2.1 of
[6]3. Cells in Km1 are defined just as in K
m by replacing everywhere K by K1
in the definition. By a D-function Km1 → K1 we mean a function given by an
Lan-term (with parameters from K1) in m variables. Similarly, one can speak of
semialgebraic subsets of Km1 (with parameters from K1)
4.
We recall one of the main results of [13]:
Theorem 2.5 (theorem B of [13]). Each subanalytic subset of K1 is semialgebraic.
The following two lemmas treat the one-dimensional part of theorem 2.3.
Lemma 2.6. Let f : R1 → K1 be a subanalytic function. Then there exists a
finite partition of R1 into semialgebraic sets A such that for each A there exist
polynomials p and q such that
|f(x)| = |p(x)/q(x)|1/e, for each x ∈ A,
where q has no zeros in A and e > 0 is an integer.
Proof. By theorem 3.6 of [7], there exists a finite partition of R1 into subanalytic
sets B such that
|f(x)| = |gB(x)/hB(x)|
1/e, for each x ∈ B,
where gB and hB are D-functions, hB(x) 6= 0 on B and e > 0. (In [7] this is proven
for subanalytic functions Zmp → Zp using quantifier elimination in an elementary
way; its proof can be repeated for our situation R1 → K1 or otherwise one can
instantiate parameters in the result of [7] to deduce this as a corollary.) By Theorem
B of [13], the sets B are semialgebraic.
In [13] it is proven that the norm of any D-function is piecewise equal to the
norm of a rational function, the pieces being semialgebraic sets. More precisely, by
proposition 4.1, corollary 3.4 and lemma 2.10 of [13], there exists for each function
gB a finite partition of R1 into semialgebraic sets C such that on each C
|gB(x)| = |gBC(x)/hBC(x)|, for each x ∈ C,
3For example, if K = Qp with p 6= 2, the property |x| < |y| is equivalent to y2 +
x
2
p
∈ P2.
4This can be done using the language of Macintyre, consisting of +,−, ·, 0, 1, and the collection
of predicates {Pn} for n > 0.
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where gBC and hBC are polynomials over K1 and hBC(x) 6= 0 on C. The same
holds for each function hB. Taking an appropriate partition using intersections of
these sets C and B the lemma follows. 
Lemma 2.7. Let X ⊂ R1 be a subanalytic set and f : X → K1 a subanalytic
function. Then there exists a finite partition P of X into cells, such that for each
cell A ∈ P with center γ ∈ K and coset µPn
|f(t)| = |δ| |(t− γ)aµ−a|
1
n for each t ∈ A,
with δ ∈ K1 and a an integer. We use the convention that a = 0 and 00 = 1 when
µ = 0.
Proof. We extend f to a function R1 → K1 by putting f(x) = 0 if x 6∈ X . By
theorem B of [13], the set X is semialgebraic. Apply lemma 2.6 to f to obtain a
partition P . Intersecting each set in P with X , we obtain a partition P ′ of X . Now
apply the semialgebraic cell decomposition (in the formulation of [2, Lem. 4]) to
the sets in P ′ and the respective polynomials occurring in the application of lemma
2.6. If we refine the obtained partition such that for each cell A ⊂ C with coset
µPn the number n is a multiple of e (for the occurring fractional powers 1/e), then
the lemma follows. 
We will use the previous lemma and a model-theoretical compactness argument
to prove the following variant of theorem 2.3.
Theorem 2.8. Let K1 be an arbitrary Lan-elementary extension of K with valua-
tion ring R1. Let X ⊂ K
m+1
1 be subanalytic and fj : X → K1 subanalytic functions
for j = 1, . . . , r. Then there exists a finite partition of X into subanalytic cells A
with center γ : Km1 → K1 and coset µPn such that for each (x, t) ∈ A
|fj(x, t)| = |δj(x)| |(t − γ(x))
ajµ−aj |
1
n ,
with (x, t) = (x1, . . . , xm, t), integers aj, and δj : K
m
1 → K1 subanalytic functions,
j = 1, . . . , r. Here we use the convention that aj = 0 and 0
0 = 1 when µ = 0.
Proof. The proof goes by induction on m ≥ 0. It is enough to prove the theorem
for r = 1 (the theorem then follows after a straightforward further partitioning, see
for example [6]).
When m = 0, the usual change of variables t′ = 1/t reduces the description of
what happens outside R1 to what happens on R1, and an application of lemma 2.7
gives the desired result.
Let X ⊂ Km+11 and f : X → K1 be subanalytic, m > 0. We write (x, t) =
(x1, . . . , xm, t) and know by the previous that for each fixed x ∈ Km1 we can de-
compose the fiber Xx and the function t 7→ f(x, t) on this fiber. We will measure
the complexity of given decompositions on which |f(x, ·)| has a nice description and
see that this must be uniformly bounded when x varies.
To do this, we define a countable set S = {µPn | µ ∈ K, n > 0} × Z× {<, ∅}2 and
S ′ = (K×1 )
2 ×K21 . To each d = (µPn, a,1,2) in S and ξ = (ξ1, ξ2, ξ3, ξ4) ∈ S
′
we associate a set Dom(d,ξ) as follows
Dom(d,ξ) = {t ∈ K1 | |ξ1|1 |t− ξ3|2 |ξ2|, t− ξ3 ∈ µPn}
The set Dom(d,ξ) is either empty or a cell and is independent of ξ4 and a. For fixed
k > 0 and tuple d = (d1, . . . , dk) ∈ S
k, let ϕ(d,k)(x, ξ) be an Lan-formula in the free
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variables x = (x1, . . . , xm) and ξ = (ξ1, . . . , ξk), with ξi = (ξi1, ξi2, ξi3, ξi4), such
that (x, ξ) ∈ Km+4k1 satisfies ϕ(d,k) if and only if the following are true:
(i) x ∈ πm(X) and ξ ∈ (S ′)k,
(ii) the collection of the sets Dom(di,ξi) for i = 1, . . . , k forms a partition of the
fiber Xx = {t ∈ K1 | (x, t) ∈ X},
(iii) |ξi4| |(t − ξi3)aiµ
−ai
i |
1
ni = |f(x, t)| for each t ∈ Dom(di,ξi) and each i =
1, . . . , k.
Now we define for each k > 0 and d ∈ Sk the set
Bd = {x ∈ K
m
1 | ∃ξ ϕd(x, ξ)}.
Each set Bd is subanalytic and the (countable) collection {Bd}k,d covers πm(X),
because each x ∈ πm(X) is in some Bd by the induction. Since K1 is an arbitrary
elementary extension of K, finitely many sets of the form Bd must already cover
πm(X) by model-theoretical compactness. Consequently, we can take subanalytic
setsD1, . . . , Ds such that {Di} forms a partition of πm(X) and each Di is contained
in a set Bd for some k > 0 and k-tuple d. For each i = 1, . . . , s, fix such a d with
Di ⊂ Bd, and let Γi be the subanalytic set
Γi = {(x, ξ) ∈ Di × (S
′)k | ϕd(x, ξ)}.
Then πm(Γi) = Di by construction (πm is the projection on the x-coordinates).
By theorem 3.6 [9] on definable Skolem functions, there is a subanalytic function
Di → K
4k
1 associating to x a tuple ξ(x) ∈ (S
′)k such that (x, ξ(x)) ∈ Γi for each
x ∈ Di. The theorem follows now by partitioning further with respect to the
x-variables and using the induction hypothesis. 
Proof of theorem 2.3. We only have to show that we can partition X using analytic
cells A in such a way that the functions δj are analytic on πm(A). In [9] one proves
that any subanalytic function is piecewise analytic. Theorem 2.3 then follows from
theorem 2.3 by partitioning further using this fact. 
3. Classification of Subanalytic Sets
For X ⊂ Km subanalytic and nonempty, the dimension dim(X) of X is defined
as the largest integer n such that there is a K-linear map π : Km → Kn and a
nonempty U ⊂ π(X), open in Kn (for alternative definitions, see [9]).
Theorem 3.1. For any subanalytic set X ⊂ Km and subanalytic functions fi :
X → K, i = 1, . . . , r, there is a semialgebraic set Y , a subanalytic bijection F :
X → Y and there are semialgebraic maps gi : Y → K such that
|gi(F (x))| = |fi(x)| for each x ∈ X.
Proof. We will give a proof by induction on m. Suppose that X ⊂ Km+1 is suban-
alytic and that fi : X → K are subanalytic functions, m ≥ 0. Apply cell decom-
position to X and the functions fi to obtain a finite partition P of X . For A ∈ P
and (x, t) ∈ A, suppose that |fi(x, t)| = |δi(x)| |(t−γ(x))aiµ−ai |
1
n , i = 1, . . . , r, and
suppose that A is a cell of the form
{(x, t) ∈ Km+1 | x ∈ D, |α(x)|1 |t− γ(x)|2 |β(x)|,
t− γ(x) ∈ µPn},
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like in (3). After the translation (x, t) 7→ (x, t−γ(x)) we may suppose that γ is zero
on D. Apply the induction hypotheses to the sets D and the subanalytic functions
α, β, and δi. Repeating this process for every A ∈ P , and noting that there is a
semialgebraic function h : Pn → K such that |h(t)| = |t|1/n, the proposition follows
after taking appropriate disjoint unions inside Km of the occurring semialgebraic
sets. 
We prove the following generalization of Theorem 1.2.
Theorem 3.2. Let X ⊂ Km and Y ⊂ Kn be infinite subanalytic sets. Then there
exists a subanalytic bijection X → Y if and only if dim(X) = dim(Y ).
Proof. By theorem 3.1 there are subanalytic bijections X → X ′ and Y → Y ′ with
X ′ and Y ′ semialgebraic, but then there exists a semialgebraic bijection X ′ → Y ′
if and only if dim(X ′) = dim(Y ′) by theorem 2 of [2]. Since the dimension of
a subanalytic set is invariant under subanalytic bijections (see [9]), the theorem
follows. 
4. Parametrized Analytic Integrals
We show that certain algebra’s of functions from Qmp to the rational numbers
Q are closed under p-adic integration. These functions are called subanalytic con-
structible functions and they come up naturally when one calculates parametrized
p-adic integrals like (1).
For x = (x1, . . . , xm) an m-tuple of variables, we will write |dx| to denote the
Haar measure on Km, so normalized that Rm has measure 1.
Definition 4.1. For each subanalytic set X , we let C(X) be the Q-algebra gen-
erated by the functions X → Q of the form x 7→ v(h(x)) and x 7→ |h′(x)| where
h : X → K× and h′ : X → K are subanalytic functions. We call f ∈ C(X) a
subanalytic constructible function on X .
To any function f in C(Km+n), m,n ≥ 0, we associate a function Im(f) : Km →
Q by putting
(5) Im(f)(λ) =
∫
Kn
f(λ, x)|dx|
if the function x 7→ f(λ, x) is absolutely integrable for all λ ∈ Km, and we put
Im(f)(λ) = 0 otherwise.
Theorem 4.2 (Basic Theorem on p-adic Analytic Integrals). For any function
f ∈ C(Km+n), the function Im(f) is in C(Km).
Proof. By induction and Fubini’s theorem it is enough to prove that for a function
f in C(Km+1) in the variables (λ1, . . . , λm, t) the function Im(f) is in C(Km).
Suppose that f is a Q-linear combination of products of functions |fi| and v(gj),
i = 1, . . . , r, j = 1, . . . , s where fi and gj are subanalytic functions K
m+1 → K and
gj(λ, t) 6= 0. Applying cell decomposition to Km+1 and the functions fi and gj , we
obtain a partition P of Km+1 into cells such that Im(f)(λ) is a sum of integrals
over Aλ = {t | (λ, t) ∈ A} for each cell A ∈ P , where the integrands on these pieces
Aλ have a very simple form. More precisely, on each piece Aλ the integrand is a
Q-linear combination of functions of the form
(6) δ(λ)|(t− γ)aµ−a|
1
n v(t− γ(λ))l
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where A is a cell with center γ : Km → K and coset µPn, and with integers
a and 0 ≤ l, and a function δ in C(Km). We may suppose that δ(λ) 6= 0 for
some λ ∈ πm(A). Regroup all such terms where the same exponents a and l
appear, possibly by replacing the functions δ(λ) by other functions in C(Km) (their
respective sums). One checks that the integrability of such an integrand then only
depends on the integers a, n, and l occurring in each of the terms as in (6) and on
the symbols i and µ occurring in the description of the cell A. By consequence,
we may suppose that the integrand is a single term of the form like in (6) and that
this term is absolutely integrable over A. It suffices to show that the integral
(7) δ(λ)
∫
t∈Aλ
|(t− γ(λ))aµ−a|
1
n v(t− γ(λ))l|dt|
is in C(Km). Write u = t− γ(λ); since A is a cell with center γ and coset µPn, the
set A is of the form
A = {(λ, u) ∈ Km+1 | λ ∈ D, |α(λ)|1 |u|2 |β(λ)|, u ∈ µPn},
with i either < or no condition, D a cell, and α, β : K
m → K× subanalytic
functions. Taking into account that the integral (7) is, by supposition, integrable,
only a few possibilities can occur (with respect to the integers a, n, and l, the
conditions i, and µ). If µ = 0, the set Aλ is a point for each λ ∈ D, thus the
statement is clear. Suppose µ 6= 0. In case that both 1 and 2 represent no
condition, the integrand has to be zero by the supposition of integrability, and the
above integral trivially is in C(Km). We suppose from now on that 1 is <; the
other cases can be treated similarly. The integral (7) can be rewritten as
δ(λ) ·
∫
u∈Aλ
|uaµ−a|
1
n v(u)l|du|
= δ(λ)
∑
k
(q−ak|µ−a|)
1
n kl ·Measure{u ∈ Aλ | v(u) = k}
= ǫδ(λ)
∑
k
(q−ak|µ−a|)
1
n klq−k
for ǫ = qs ·Measure{u ∈ Aλ | v(u) = s} (where s is any number such that ∅ 6= {u ∈
Aλ | v(u) = s}), and where the summation is over those integers k ≡ v(µ) mod n
satisfying
|α(λ)| < q−k2 |β(λ)|.
We may suppose that on A, the residue classes
v(α(λ)) (mod n) and v(β(λ)) (mod n)
are fixed (possibly after refining the partition P). Then this sum is equal to a
Q-linear combination of products of the functions δ, |α|, |β|, v(α) and v(β). For
example, if a/n = −1, 1 and 2 are necessarily < and one obtains a polynomial in
v(α) and v(β) of degree≤ l+1, multiplied with δ. For more examples of calculations
of sums of this kind, see [5], proof of lemma 3.2. Thus, the integral (7) is in C(Km)
as was to be shown. 
As a corollary we will formulate another version of the basic integration theorem,
conjectured in [8] in the remark following theorem 2.6.
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Definition 4.3. A set A ⊂ Zn ×Km is called simple if
{(λ, x) ∈ Kn+m | (v(λ1), . . . , v(λn), x) ∈ A &
∏
i=1...,n
λi 6= 0}
is a subanalytic set. A function h : A ⊂ Zn ×Qmp → Z is called simple if its graph
is simple. For a simple set X we let Csimple(X) be the Q-algebra generated by all
simple functions on X and all functions of the form qh where h is a simple function
on X .
For a function f in Csimple(Zk+l × Km+n), k, l,m, n integers ≥ 0, we define
Ik,m(f) : Z
k ×Km → Q as
Ik,m(f)(z, λ) =
∑
z′∈Zl
∫
Kn
f(z, z′, λ, x)|dx|
if the function (z′, x) 7→ f(z, z′, λ, x) is absolutely integrable for all (z, λ) ∈ Zk×Km
with respect to the Haar measure on Kn and the discrete measure on Zl, and we
define Ik,m(f)(z, λ) = 0 otherwise.
Theorem 4.4. For each f in Csimple(Zk+l × Km+n), the function Ik,m(f) is in
Csimple(Z
k ×K l).
Proof. It is enough to prove that for a function f in Csimple(Zk×Km) in the variables
(z1, . . . , zk, x1, . . . , xm) the function obtained by eliminating xm by integration,
resp. eliminating zk by summation, is in the respective algebra Csimple.
We first focus on integration with respect to xm. To f : Z
k ×Km → Q we can
associate a function g : Kk+m → Q by replacing the variables z running over Zk
by variables λ running over Kk in such a way that g(λ, x) = f(v(λ1), . . . , v(λk), x)
for each λ ∈ (K×)k and g(λ, x) = 0 if one of the λi is zero. By the definitions
it is immediate that g is in C(Kk+m) and the integral of f with respect to xm
corresponds to the integral of the function g with respect to xm. If we eliminate xm
by integration from g, then we get the function Ik+m−1(g) which is in C(Kk+m−1)
by theorem 4.2. This function only depends on (v(λ1), . . . , v(λk), x1, . . . , xm−1) and
thus corresponds to a function in Csimple(Kk+m−1) as one can check (for example
by using cell decomposition again).
If we want to eliminate zk by summation, we associate to f the subanalytic
constructible function g′ : Kk+m → Q determined by
g′(λ, x) = |λk|
−1 p
p− 1
f(v(λ1), . . . , v(λk), x)
if
∏
i=1...,n λi 6= 0 and g
′(λ, x) = 0 if
∏
i=1...,n λi = 0. Integrating with respect to
λk then corresponds to summing over zk, and the same argument as above can be
applied to complete the proof. 
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