We consider the task of classification in the high-dimensional setting where the number of features of the given data is significantly greater than the number of observations. To accomplish this task, we propose sparse zero-variance discriminant analysis (SZVD) as a method for simultaneously performing linear discriminant analysis and feature selection on high-dimensional data. This method combines classical zero-variance discriminant analysis, where discriminant vectors are identified in the null space of the sample within-class covariance matrix, with penalization applied to the discriminant vectors to induce sparse solutions. We propose a simple algorithm based on the alternating direction method of multipliers for approximately solving the resulting nonconvex optimization problem. Further, we show that this algorithm is applicable to a larger class of penalized generalized eigenvalue problems, including a particular relaxation of the sparse principal component analysis problem. Theoretical guarantees for convergence of our algorithm to stationary points of the original nonconvex problem and the results of numerical experiments evaluating performance of our classification heuristic on simulated data and data drawn from applications in time-series classification are also provided.
Introduction
In this paper, we consider penalized generalized eigenproblems of the form
where B and W are p × p positive semidefinite matrices, D is a p × p orthogonal matrix, · 1 is the 1 -norm on R p defined by y 1 = |y 1 | + |y 2 | + · · · + |y p |, and γ > 0 is a fixed regularization parameter. That is, we seek some sparse unit vector x ∈ R p , with respect to the orthogonal basis defined by the columns of D, maximizing the quadratic form x T Bx over the null space of W ; here the 1 -norm acts as a convex surrogate of vector cardinality. Such generalized eigenproblems commonly arise when performing dimensionality reduction of high-dimensional data, particularly in linear discriminant analysis (LDA) and its unsupervised analogue, principal component analysis (PCA). When unpenalized, LDA and PCA seek projections of high-dimensional data, i.e., p is much greater than the number of observations and the ranks of B and W , to a significantly lower dimensional space such that variance is maximized within the projected space, typically for the purpose of some statistical task such as classification or model fitting. If the data set is well-approximated by its low-dimensional projection, then significant improvement in computational complexity of the prediction task, as well as quality and interpretability of the predictions can be obtained. The use of an 1 -norm regularization term (or other sparsity inducing penalty) encourages sparse loading vectors for computing the low-dimensional representation, allowing further improvement in computational efficiency and interpretability, although often at a significant increase in cost of computing the loading vectors. This approach in itself is not novel; 1 -regularization and similar techniques have long been used in the statistics, machine learning, and signal processing communities to induce sparse solutions, most notably in the LASSO [37] and compressed sensing [8, 30] regimes. A brief review of 1 -regularization for highdimensional LDA and PCA can be found in Sect. 2.
The primary contributions of this paper are twofold. First, we propose a new heuristic for penalized classification, based on recasting 1 -penalized zero-variance discriminant analysis as a special case of penalized eigenproblems of the form (1.1); we provide a brief overview of zerovariance discriminant analysis in Sect. 2.2. Second, we propose a new algorithm for obtaining approximate solutions of penalized eigenproblems of the form (1.1), based on the alternating direction method of multipliers. Our algorithm essentially finds an approximate solution of (1.1) by alternately maximizing each term of the objective function until convergence. Although the problem (1.1) is nonconcave in general, we will see that it is easy to maximize each term of the objective, either x T Bx or − Dx 1 , with the other fixed. We develop this algorithm in Sect. 3, as motivated by its use as a heuristic for penalized zero-variance discriminant analysis. Further, we show that this algorithm converges to a stationary point of (1.1) under certain assumptions on the matrices W and D in Sect. 3.3 and empirically test performance of the resulting classification heuristic in Sect. 4.
Linear Discriminant Analysis

Fisher Linear Discriminant Analysis
Given a data set with each observation labeled as belonging to one of several classes, Fisher Linear Discriminant Analysis (LDA) [18] , [39] , [23, Chapter 4 ] seeks a low-dimensional representation of the data where the projected class-means are well separated, relative to the projections of the individual classes. Suppose that the data are given as the rows of the matrix X ∈ R n×p ; here, each row x i ∈ R p of X represents a single observation of a vector containing p features and the data set contains n such observations. Each observation is known to belong to exactly one of K classes, denoted C 1 , C 2 , . . . , C K . We assume that the data has been centered and normalized so that each feature has mean equal to 0 and variance equal to 1. Considered as a separate data set, the mean and covariance of each class C i may be approximated by the sample class-mean µ i and covariance matrix Σ i given by
respectively. On the other hand, we may approximate the within-class covariance matrix W , measuring variability within classes, by the sum of the sample class-covariance matrices
On the other hand, we define the sample between-class covariance matrix, measuring variability between the class means, as
It is important to note that the matrix B has rank bounded above by K − 1. Indeed, the column space of B is spanned by the K linearly dependent vectors {µ 1 , µ 2 , . . . , µ K } and, as such, B has rank at most K − 1.
As mentioned earlier, we would like to identify a projection of the rows of X to a lower dimensional space such that the projected class means are well separated, while observations within the same class are relatively close in the projected space. To do so, LDA yields a set of nontrivial loading vectors w 1 , w 2 , . . . , w K−1 , obtained by repeatedly maximizing the criterion
By the fact that B has rank at most K − 1, there must exist at most K − 1 orthogonal directions w 1 , w 2 , . . . , w K−1 such that the quadratic form w T i Bw i has nonzero value. To motivate the use of this criterion, we consider the case when K = 2. When K = 2, the sample between-class covariance matrix is often written as
T ; a straight-forward calculation shows that such a transformation results in a constant scaling of the value of the numerator of (2.2) from that given by (2.1) and, therefore, does not alter the set of maximizers of (2.2). For each w ∈ R p , we have
and so the numerator of (2.2) is exactly the squared distance separating the projected class means. On the other hand, the total within-class scatter in the one-dimensional space spanned by w is equal to
Therefore, (2.2) is exactly maximizing the ratio of the between-class scatter to the withinclass scatter in the projected space when K = 2. Extending this rationale to all choices of K yields the LDA criterion (2.2).
To perform dimensionality reduction using LDA, we identify the desired loading vectors w 1 , w 2 , . . . , w K−1 by sequentially solving the optimization problem
for all i = 1, 2, 3, . . . , K−1. That is, w i is the vector W -conjugate to the span of {w 1 , w 2 , . . . , w i−1 } maximizing the LDA criterion (2.2). Noting that the criterion J(w) is invariant to scaling, we may assume that w T W w ≤ 1 and rewrite (2.3) as
Thus, finding the K − 1 discriminant vectors is equivalent to solving the generalized eigenproblem (2.4). When the sample within-class covariance matrix W is nonsingular, we may solve (2.4) by performing the change of variables z = W 1/2 w. After this change of variables,
we have w i = W −1/2 z i , where
That is, we may find the desired set of discriminant vectors by finding the set of nontrivial unit eigenvectors of W −1/2 BW −1/2 and multiplying each eigenvector by W 1/2 .
High-Dimensional Linear Discriminant Analysis
Two significant obstacles arise when performing LDA in a high-dimensional setting, i.e., when p > n. First, the sample within-class covariance matrix W is singular. Indeed, W has rank at most n, as it is a linear combination of n rank-one matrices. If there exists some vector w in the null space of W not belonging to the null space of B, then the objectives of (2.3) and (2.4) can be made arbitrarily large. Therefore, both (2.3) and (2.4) are unbounded if p > n in general. Second, when p is very large, the discriminant vectors typically contain p nonzero entries with no discernible structure and, thus, are often difficult to interpret.
Several solutions for the singularity problem have been proposed in the literature. One such proposed solution is to replace W in (2.4) with a positive definite approximationW , e.g., the diagonal estimateW = Diag(diag(W )); see [19, 29, 15, 3, 43] . Here, Diag(x) denotes the p × p diagonal matrix with diagonal entries given by x ∈ R p and diag(X) denotes the vector in R p with entries equal to those on the diagonal of X ∈ R p×p . After replacing the population covariance with a positive definite approximationW , we obtain a set of discriminant vectors maximizing the modified LDA criterion by sequentially solving the generalized eigenproblems
as before. Unfortunately, it may often be difficult to obtain a good positive definite approximation of the population within-class scatter matrix. For example, the diagonal approximation ignores any correlation between features, while approximations based on perturbation of W may require some training to obtain a suitable choice ofW .
On the other hand, zero-variance discriminant analysis (ZVD), as proposed by Krzanowski et al. [29] , embraces the singularity of W by seeking a set of discriminant vectors belonging to the null space of W . If Null(W ) Null(B), we may obtain nontrivial discriminant vectors by solving the generalized eigenproblem
That is, in ZVD we seek orthogonal directions w belonging to Null(W ) maximizing betweenclass scatter; because we are restricting our search to Null(W ), we seek orthogonal directions, not W -conjugate directions as before. If the columns of N ∈ R p×d form an orthonormal basis for Null(W ), then ZVD is equivalent to the eigenproblem
where d denotes the dimension of Null(W ). Clearly, the dimension of Null(W )\Null(B) may be less than K − 1. In this case, N T BN has less than K − 1 nontrivial eigenvectors; a full set of K − 1 discriminant vectors can be obtained by searching for the remaining discriminant vectors in the complement of Null(W ) (see [16, pp. 8-9] ). Alternately, reduced rank LDA could be performed using only the nontrivial discriminant vectors found in Null(W ).
Penalized Linear Discriminant Analysis
While ZVD and the use of a positive definite approximation of the within-class covariance matrix each solves the singularity problem (to varying degrees), neither method addresses the interpretability problem. Indeed, these methods all reduce to generalized eigenvalue problems and there is no reason to expect the solutions of these eigenproblems to contain any meaningful structure. Ideally, one would like to simultaneously perform feature selection by obtaining a set of discriminant vectors containing relatively few nonzero entries (or some other special structure). In this case, one would be able to identify which features are truly important in the dimensionality reduction, while significantly improving computational efficiency through the use of sparse loading vectors.
The problem of identifying sparse solutions to eigenproblems has received significant attention, primarily in relation to sparse principal component analysis. In principal component analysis (PCA) [23, Section 14.5] , one seeks a dimensionality reduction maximizing variance in the lower dimensional space. Specifically, the first k principal components are the k orthogonal directions w 1 , w 2 , . . . , w k maximizing w T Σw, where Σ ∈ S p + is an approximation of the population covariance matrix (typically the sample covariance matrix); here S p + denotes the cone of p × p positive semidefinite matrices. Thus, principal component analysis reduces to identifying the k leading eigenvectors of the approximation of the covariance matrix Σ. It is known that the sample covariance is a consistent estimator of the population covariance, i.e., the sample covariance matrix converges to the true population covariance matrix with probability 1 as the sample size n tends to infinity for fixed number of features p. However, when p is larger than n, as it is in the high-dimensional setting, the sample covariance matrix may be a poor approximation of the population covariance; see [25, 2, 33] . One approach to addressing this issue, as well as to increase interpretability of the obtained loading vectors, is to add regularization in the form of the restriction that the principal component vectors be sparse. Many different methods for this task have been proposed, typically involving 0 or 1 -regularization, convex relaxation, thresholding, or combination of all three; see [26, 47, 14, 12, 42, 27, 31, 44, 13, 1, 34, 45, 32] and the references within.
Fewer approaches have been proposed for performing regularized LDA in the highdimensional setting. In [41] , Witten and Tibshirani propose a penalized version of LDA where the kth discriminant vector is the solution of the optimization problem
where ρ : R p → R + is either an 1 -norm or fused LASSO penalty function, andW is the diagonal estimate of the within-class covarianceW = Diag(diag(W )). The optimization problem (2.8) is nonconvex, because B is positive semidefinite, and cannot be solved as a generalized eigenproblem due to the presence of the regularization term ρ(w). Consequently, it is unclear if it is possible to solve (2.8) efficiently. Witten and Tibshirani propose a minorization algorithm for approximately solving (2.8); the use of the diagonal estimateW is partially motivated by its facilitation of the use of soft thresholding when solving the subproblems arising in this minorization scheme when using the 1 -penalty.
Clemmensen et al. [11] consider an iterative method for penalized regression to obtain sparse discriminant vectors. Specifically, Clemmensen et al. apply an elastic net penalty [46] to the optimal scoring formulation of the LDA classification rule discussed in [22] as follows. Suppose that the first k − 1 discriminant vectors w 1 , w 2 , . . . , w k−1 and scoring vectors θ 1 , θ 2 , . . . , θ k−1 have been computed. Then the kth discriminant vector w k and scoring vector θ k are the optimal solution pair of the problem
Here Y is the n × K partition matrix of the data set X, i.e., Y ij is the binary indicator variable for membership of the ith observation in the jth class, Ω is a positive definite matrix chosen to ensure that W + Ω is positive definite and to encourage smoothness of the obtained discriminant vectors, and λ 1 and λ 2 are nonnegative tuning parameters controlling the ridge regression and 1 -penalties, respectively. Clemmensen et al. propose the following iterative alternating direction method for solving (2.9) . Suppose that we have the approximate solutionsw i andθ i of (2.9) at the ith step. These approximations are updated by first solving (2.9) forw i+1 with θ fixed (and equal toθ i );θ i+1 is then updated by solving (2.9) with w fixed (and equal tow i+1 ). This process is repeated until the sequence of approximate solutions has converged or a maximum number of iterations has been performed. It is unclear if this algorithm is converging to a local minimizer because the criterion (2.9) is nonconvex; however, it can be shown that the solution of (2.8) is a stationary point of (2.9) under mild assumptions (see [41, Sect. 7.1] ). In addition to these penalized heuristics, several thresholding methods [38, 21, 35] for sparse LDA have also been proposed; a summary and numerical comparison of several of these cited methods can be found in [9] .
Penalized Zero-Variance Fisher Linear Discriminant Analysis
In this section, we propose a penalized version of the zero-variance discriminant analysis (ZVD) of Krazanowski et al. [29] . As in [41] and [11] , we add 1 -penalization to induce sparse loading vectors; here, to the generalized eigenproblem solved in zero-variance discriminant analysis. Specifically, we solve the problem
to obtain the first discriminant vector; if the discriminant vectors w 1 , . . . , w k−1 have been identified, w k can be found by appending {w is a scaling vector used to control emphasis of penalization; for example, the scaling vector σ may be taken to be the within-class standard deviations of the features σ = √ diag W to ensure that a greater penalty is imposed on features that vary the most within each class. As before, letting the columns of N ∈ R p×d form a basis for Null(W ) yields the equivalent formulation max
As in (2.8), (3.2) is the maximization of the sum of a convex function and a concave function over the unit ball; it is unknown if an efficient algorithm for solving (3.2) exists, although maximizing nonconcave functions is NP-hard in general. We next develop a heuristic based on the alternating direction method of multipliers to approximately solve (3.2) and use the obtained approximate solutions as our set of discriminant vectors.
Alternating Direction Method of Multipliers
Given problems of the form min x,y {f (x) + g(y) : Ax + By = c} the alternating direction method of multipliers (ADMM) attempts to the solve the problem by iteratively minimizing the augmented Lagrangian of the problem with respect to each primal decision variable, and then updating the dual variable using dual ascent; a recent survey on ADMM and related methods can be found in [4] . To transform (3.2) to a form appropriate for ADMM, we define an additional decision variable y ∈ R p such that DN x = y. After this splitting of variables and replacing the maximization with an appropriate minimization, (3.2) is equivalent to
This transformation has the additional benefit that ρ(y) is separable in y, while ρ(DN x) is not separable in x; this fact will play a significant role in the ADMM algorithm, as we will see shortly. We are now ready to apply ADMM to approximately solve (3.4).
The problem (3.4) has augmented Lagrangian
where β is a regularization parameter chosen to make L β strictly convex in each of x and y, and δ Bp : R p → {0, +∞} is the indicator function defined by δ Bp (y) = 0 if y T y ≤ 1 and is equal to +∞ otherwise; here B p denotes the unit ball in R p centered at the origin.
Suppose that after k iterations we have the iterates (
sequentially by the following steps:
That is, y and x are updated by minimizing the augmented Lagrangian with all other variables fixed in (3.5) and (3.6), respectively, and z is updated by taking a dual ascent step in (3.7).
We now describe the solution of (3.5) and (3.6). It is easy to see that (3.5) is equivalent to
Applying the Karush-Kuhn-Tucker conditions [5, Section 5.5.3] to (3.8), we see that y k+1 must satisfy
for some λ ≥ 0. By the form of the subdifferential of ρ (see [6, Section 3.4] ), each component of y k+1 must satisfy
. . , p}. Rearranging and solving for y k+1 i
shows that
for all i ∈ {1, . . . , p}. Letting s k+1 ∈ R p be the vector such that s
for all i ∈ {1, . . . , p} and applying the complementary slackness condition λ((y k+1 ) T y k+1 − 1) = 0 shows that
That is, we update y k+1 by applying soft thresholding to b with respect to γσ, and then normalizing the obtained solution if it has norm greater than 1.
On the other hand, (3.6) is equivalent to
For sufficiently large choice of β, (3.10) is an unconstrained convex program. Taking the derivative of the objective of (3.10) shows that x k+1 is the solution of the linear system
by the fact that x k+1 must be a critical point of the objective of (3.10). Putting everything together we have the following algorithm for identifying the set of K − 1 discriminant vectors w 1 , w 2 , . . . , w K−1 corresponding to the given data set:
0. Given K − 1 regularization parameters {γ 1 , γ 2 , . . . , γ k }, and sets of initial solutions
1. Compute basis N for the null space of W .
2. Approximately solve (3.4) with regularization parameter γ = γ i using the ADMM algorithm described by (3.5), (3.6), and (3.7) and the initial solution (x 0 , y 0 , z 0 ) i . to obtain (x * , y * , z * ). Take w i = DN x * as the ith zero variance discriminant vector. The ADMM algorithm in Step 2 is stopped when the primal and dual residuals of the current iterate (
, respectively, are sufficiently small. That is, we declare the algorithm to have converged when
for desired absolute and relative error tolerances tol abs and tol rel ; motivation for this choice of stopping tolerance is provided in [4, Sect. 3.3.1].
We conclude this section with a brief discussion of the per-iteration complexity of performing (3.5), (3.6), and (3. (3.11) shows that 
Connection to Sparse PCA and the General Problem
Recall that the leading principal component of a given data set can be identified by solving the optimization problem
where Σ ∈ S p + is the sample covariance matrix of the centered data. A frequently used approach to simultaneously perform feature selection and principal component analysis is to require the obtained principal component to be k-sparse, with respect to the orthonormal basis D ∈ O p , for some integer k:
Moving the cardinality constraint to the objective as a penalty and relaxing the 0 -norm with the 1 -norm yields the relaxation
Clearly, (3.13) is a special case of (3.2) with B = Σ, W = 0 (or equivalently, N = I), and σ = e. Therefore, the algorithm outlined in the previous section is also applicable to this relaxation of the sparse PCA problem (3.13). More generally, this algorithm is immediately applicable to all problems of the form given by (1.1).
Convergence Analysis
It is known that ADMM converges to the optimal solution of min x∈R n 1 ,y∈R n 2 {f (x) + g(y) : Ax + By = c} if both f and g are convex functions (see [17, Theorem 8] , [4, Section 3.2] , and [24] ). However, general convergence results for minimizing nonconvex separable functions, such as the objective of (3.4), are unknown. In this section, we establish that, under certain assumptions on the within-class covariance matrix W and the dictionary matrix D, the ADMM algorithm described by (3.5), (3.6), and (3.7) converges to a stationary point of (3.4). Let us define a new matrix M = DN . Clearly the columns of M are also orthogonal, as we have
We have the following theorem. 
for all k and
15)
where A denotes the square root of the largest singular value of A = N T BN , and λ 0 denotes the smallest nonzero eigenvalue of the matrix M M
converges to a stationary point of (3.4).
Although the assumption (3.14) that the successive difference of the multipliers lies in the null space of M may seem unrealistically restrictive, it is satisfied for two special classes of problems. We have the following corollary. for some vector a 0 ∈ R p with bounded norm. Then (3.14) is satisfied for all k and the
generated by (3.5), (3.6), and (3.7) converges to a stationary point of (3.4) if β satisfies (3.15).
Proof: If [M, C] forms the standard basis, then we can write y ∈ R p as y = M c + Cd for some c and d with appropriate dimensions. It follows that we may decompose the subdifferential of the 1 -norm at any y ∈ R p as
by the fact that ρ • M and ρ • C are separable functions of y. Substituting into the gradient condition of (3.9) we have
Therefore, we must have (β + λ)Cd 1 ∈ −γ∂ρ(Cd 1 ), which implies that Cd 1 = 0 by the structure of the subdifferential of the 1 -norm. Extending this argument inductively shows that Cd k = 0 for all k, or equivalently, C T y k = 0 for all k. Substituting into (3.7) shows that
This completes the proof.
Similarly, if N has both full row and column rank, as it would if W = 0, then our ADMM algorithm converges. In particular, the algorithm converges when applied to (3.13) to identify the leading sparse principal component.
Corollary 3.2 Suppose that N forms a basis for R
p . Then (3.14) is satisfied for all k and the sequence (x k , y k , z k ) generated by (3.5), (3.6), and (3.7) converges to a stationary point of (3.4) if β satisfies (3.15).
Proof: If N forms a basis for R p , then M also forms a basis of R p , so its null space is
The remainder of this section consists of a proof of Theorem 3.1. To establish Theorem 3.1, we will show that the value of the augmented Lagrangian of (3.4) decreases each iteration and the sequence of augmented Lagrangian values is bounded below. We will then exploit the fact that sequence of augmented Lagrangian values is convergent to show that the sequence of ADMM iterates is convergent. We conclude by establishing that a limit point of the sequence {(x k , y k , z k )} ∞ k=0 must be a stationary point of the original problem (3.4). We begin with the following lemma, which establishes that the augmented Lagrangian is decreasing provided the hypothesis of Theorem 3.1 is satisfied.
and the right-hand side of (3.17) is strictly negative if x k+1 = x k or y k+1 = y k .
Proof: We will obtain the necessary bound on the improvement in Lagrangian value given by
and bounding each summand in parentheses separately. We begin with the first summand
Multiplying (3.7) by M T , using the fact that M T M = I, and substituting the formula above yields
This implies that
Applying the assumption (3.14), we have
It follows immediately that
It remains to derive the necessary bound on
To do so, note that subproblem (3.10) is strongly convex with modulus (β − A )/2. Let
by the fact that x k+1 is a minimizer of f and, consequently, ∇f (x k+1 ) T (x k − x k+1 ) ≥ 0. Note that (3.18) and (3.19) in tandem imply that
which is strictly negative if x k+1 = x k , by the assumption that β > (λ 0 + 2) A /λ 0 . An identical argument yields the upper bound 20) because (3.8) is strongly convex with modulus β/2. Combining (3.18), (3.19) , and (3.20) gives the desired bound on the decrease of L.
Having established sufficient decrease of the augmented Lagrangian during each iteration, we next establish that the sequence of augmented Lagrangian values is bounded and, thus, is convergent. We have the following lemma.
of augmented Lagrangian values is bounded. As a bounded monotonic sequence,
Proof: Note that the fact that C T (z k+1 − z k ) = 0 implies that C T y k+1 = 0 for all k.
Indeed, in this case
because the columns of M are orthogonal to those of C. Thus, there exists {b
where (3.21) are bounded, we may conclude that the sequence
is lower bounded.
As an immediate consequence of Lemma 3.2, we see that each of the sequences x
, and z
is convergent. Indeed, we have the following corollary.
, and
are convergent, with (3.17) imply that
Thus, z k+1 − z k → 0 because the columns of [M, C] form an orthonormal basis for R p , which further implies that the constraint violation satisfies
It remains to establish the following lemma, which states that any limit point of the sequence generated by (3.5), (3.6), and (3.7) is a stationary point of (3.4). , and z k ∞ k=0 , respectively. Thenx
Therefore, is a (x,ȳ,z) stationary point of L 0 (x,ȳ,z), i.e., 0 ∈ ∂L 0 (x,ȳ,z).
Proof: That (3.25) holds is a consequence of the fact that M x k − y k → 0. The fact that 0 ∈ ∂L 0 (x,ȳ,z) if (3.23) and (3.24) hold is an immediate consequence of the optimality conditions for the subproblems for x and y applied at (x,ȳ,z). It remains to prove that (3.23) and (3.24) hold.
We begin with (3.23); (3.24) will follow by a similar argument. Fix k. Recall that x k+1 is a minimizer of the function f (x) = − 1 2
by (3.7) . This implies that x k+1 is also a minimizer of − 1 2
for all x ∈ R d . Taking the limit as k → ∞ shows that
for all x ∈ R d , which establishes (3.23).
By an identical argument, every iterate y k+1 satisfies
for all y ∈ R p . Taking the limit as k → ∞ shows that
as required. This completes the proof.
Numerical Results
We performed a series of numerical experiments to compare our proposed algorithm (SZVD) with two recently proposed heuristics for penalized discriminant analysis, namely the PLDA [41] and SDA [11] methods discussed in Section 2.3 implemented as the R packages penalizedLDA [40] and sparseLDA [10] respectively.
In each experiment, we learn sets of K − 1 discriminant vectors from given training data using each heuristic, and then test classification performance on a given test set. For each method, we apply validation to choose regularization parameters minimizing the validation criterion #misclassified #validation obs + 1 2 # nonzero features
that is, for each method, we choose regularization parameters minimizing a weighted sum of the fraction of misclassified observations in the validation set and fraction of nonzero features of the obtained discriminant vectors. For each data set and i = 1, . . . , K − 1, this validation, applied to our ADMM heuristic (SZVD), selects the regularization parameter γ i in (3.4) from a set of m evenly spaced values in the interval [0,γ i ], wherẽ
and (w 0 ) i is the ith unpenalized zero-variance discriminant vector; this choice ofγ i is made to ensure that the problem (3.4) has a nontrivial optimal solution by guaranteeing that at least one nontrivial solution with nonpositive objective value exists for each potential choice of γ i . Similarly, in PLDA we perform validation on the tuning parameter λ controlling sparsity of the discriminant vectors in (2.8). Finally, SDA employs two tuning parameters, λ 1 , which controls the ridge regression penalty, and λ 2 ("loads" in the R package), which controls the number of nonzero features; in each experiment we fix λ 1 and perform validation to choose λ 2 .
In all experiments, we use the dictionary matrix D = I, regularization parameter β = 2, and stopping tolerances tol abs = tol rel = 10 −4 in our ADMM heuristic SZVD. The initial primal iterates were set equal to the unpenalized zero-variance discriminant vectors given by (2.7) and the initial dual solution z 0 was set equal to 0. All features of discriminant vectors {w 1 , w 2 , . . . , w K−1 } found using SZVD with magnitude less than 0.025 were rounded to 0. Any obtained trivial discriminant vectors were discarded and dimensionality-reduction and classification was performed using the nontrivial discriminant vectors. All experiments were performed in R; R and Matlab code for SZVD and R code for generating the synthetic data sets can be found on the authors' webpages.
Simulated Data
Two sets of simulations were considered. For each K ∈ {2, 4} and p = 500, we generate 25K, 25K, and 250K training, validation, and test observations in R p , respectively. For each i ∈ {1, 2, . . . , K}, we sample 25, 25, and 250 Gaussian training, validation, and test observations belonging to class C i from the distribution N (µ i , Σ), where the mean vector µ i is defined by
and the covariance matrix Σ is chosen in one of two ways:
• In the first set of experiments, all features are correlated with
The experiment was repeated for each choice of r ∈ {0, 0.1, 0.5, 0.9}.
• In the second set of experiments, Σ is a block diagonal matrix with 100 × 100 diagonal blocks. For each (k, ) pair with k and belonging to the same block, we have
We let [Σ α ] k = 0 for all remaining (k, ) pairs. The experiment was repeated for all choices of α ∈ {0.1, 0.5, 0.9}.
For each (K, r) and (K, α) pair, we applied unpenalized zero-variance discriminant analysis (ZVD), our ADMM heuristic for penalized zero-variance discriminant analysis (SZVD), Witten and Tibshirani's penalized linear discriminant analysis with 1 -norm and fused lasso penalties (PL1 and PFL), and the SDA algorithm of Clemmensen et al. (SDA) to obtain sets of K − 1 discriminant vectors from the sampled training set. These discriminant vectors were then used to perform dimensionality reduction of the test data, and each observation in the test set was assigned to the class of the nearest projected training class centroid; an identical process was applied to the validation data to train any regularization parameters. by validation; the inner optimization of the SDA algorithm was stopped after a maximum of 5 iterations. This process was repeated 20 times for each (K, r) and (K, α) pair. Tables 4.1 and 4.2 report the average and standard deviation over all 20 trials for each set of (K, r) and (K, α) pairs, respectively, of the number of misclassification errors, number of nonzero features of discriminant vectors, and time (in seconds) required to obtain each set of discriminant vectors per validation step for each of the five heuristics. Comparison of performance for synthetic data in R 500 drawn from classes C 1 , . . . , C K ∼ N (µ i , Σ r ) where Σ r is matrix with diagonal equal to 1 and all other entries equal to r. All values reported in the format "mean (standard deviation)".
Time-Series Data
We performed similar experiments for three data sets drawn from the UCR time series data repository [28] , namely the Coffee, OliveOil, and ECGFiveDays data sets. The ECGFiveDays data set consists of 136-dimensional electrocardiogram measurements of a 67-year old male. Each observation corresponds to a measurement of the electrical signal of a single heartbeat of the patient. The data consists of two classes, 884 observations in total, corresponding to measurements taken on two dates, five days apart. We randomly divided the data into training, validation, and testing sets containing 25, 1000, and 759 observations, respectively. Comparison of performance for synthetic data in R 500 drawn from classes C 1 , . . . , C K ∼ N (µ i , Σ α ) where Σ α is a 500 × 500 diagonal block matrix with 100 × 100 diagonal blocks with (i, j) nonzero entry equal to α |i−j| .
We then applied each of our five heuristics to obtain discriminant vectors using each training and validation set pair and perform nearest centroid classification on each corresponding test set in the projected space. by validation when using SDA. As before, we stop the SDA inner optimization after 5 iterations. We repeated this process for 20 (training, validation, testing)-splits of the data and recorded the results in Table 4 .3.
The OliveOil and Coffee data sets comprise 60 and 56 food spectrogram observations of different kinds of olive oil and coffee, respectively. Here, mass spectroscopy is applied to generate signals (spectra) corresponding to the molecular composition of samples of each food. The goal is to distinguish between different varieties of olive oil and coffee from these spectral signals. The OliveOil data set [36] consists of 570-dimensional spectrograms corresponding to samples of extra virgin olive oil from one of four countries (Greece, Italy, Portugal, or Spain); 286-dimensional spectrograms of either Arabica or Robusta variants of instant coffee compose the Coffee data set [7] . As before, we divide the OliveOil data into training, validation, and testing sets containing (30, 10, 20 ) observations, respectively. We then applied each of our five heuristics to learn a classification rule from the training and validation data and classify the given test data. For each PLDA heuristic, we used the same range of tuning parameter λ as in the ECGFiveDays trials; we stopped the inner optimization step after 5 iterations, set λ 1 = 0.1, and used the same set of potential values of the tuning parameter "loads" as we did in ECGFiveDays trials for SDA. This process was repeated for 20 different data splits, and we then repeated the experiment for the Coffee data set using training, validation, test splits of size (25, 10, 21) . The results of these trials are summarized in Table 4 .3.
Commentary
As can be seen from the experiments of the previous section, our proposed algorithm, SZVD, compares favorably to the current state of the art. When compared to the zero-variance discriminant, adding penalization in the form of a 1 -penalty results in a modest degradation in classification performance, as may be expected. However, this penalization significantly increased sparsity of the obtained discriminant vectors from that of the zero-variance discriminants. Moreover, the average misclassification error for SZVD was smaller than (or comparable to) that for PLDA and SDA in almost all trials, while obtaining discriminant vectors with a similar number of nonzero features. In terms of computational complexity, SZVD was slower than PLDA, while representing a significant increase in classification per-formance for correlated data, but faster than SDA for most trials, which gave only a modest improvement in classification performance, if any. It should also be noted that, although we did not verify that the conditions guaranteeing convergence of our ADMM heuristic given by Theorem 3.1 are satisfied (and there is no reason to expect them to be), the ADMM heuristic converged in all trials after at most a few hundred iterations.
There were two notable exceptions. First, for uncorrelated data, i.e., the r = 0 case in Simulation 1, both variants of PLDA outperformed SZVD in terms of classification error. This is not surprising, as the implicit assumption that the data are uncorrelated made when using the diagonal approximation holds for this special case. However, the performance of PLDA degrades significantly as r is increased, while that of SZVD improves. Second, SZVD performs very poorly for highly correlated data in Simulation 2; roughly half of all test observations are misclassified in the α = 0.9 trials. It should be noted that SZVD performs only marginally worse than unpenalized zero-variance discriminant analysis (ZVD), which suggests that the classes may not be linearly separable in the null space of the within-class covariance matrix in this case. It should also be noted that none of the heuristics perform well for these particular synthetic data sets, with PLDA and SDA misclassifying at least one third of test observations on average.
The use of penalization, aside from encouraging sparsity of the discriminant vectors, also seems to increase interpretability of the discriminant vectors. For example, the nonzero entries of the discriminant vector used to classify the ECGFiveDays data align with features where data in different classes appear to differ significantly (on average). Specifically, both the zero-variance and SZVD discriminant vectors closely follow the trajectory of the difference of the class-means vectors µ 1 − µ 2 . However, most of the entries of the SZVD discriminant vector corresponding to small magnitude entries of the zero-variance discriminant are set equal to zero; the remaining nonzero entries of the SZVD discriminant vector correspond to features where the two class mean vectors differ the most significantly. This is most apparent when comparing the discriminant vectors to the class mean vectors of the data after centering and normalizing, although this phenomena is also weakly visible when comparing class means for the original data set. See Figure 4 .1 for more details.
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