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Abstract
We prove that under a = c (in particular, under Martin’s Axiom) there exists a regular σ -compact sequential space which is not
hereditarily weakly Whyburn. This gives a consistent solution to a question, first formulated by V.V. Tkachuk and I.V. Yashenko,
and then raised again by F. Obersnel.
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1. Introduction
A topological space X is said to be Whyburn if for every S ⊆ X and every x ∈ S \ S, there exists A ⊆ S such that
A \ S = {x}.
X is said to be weakly Whyburn if for every S ⊆ X with S \ S = ∅, there exists A ⊆ S such that |A \ S| = 1.
Whyburn and weakly Whyburn spaces were first introduced, respectively, in [7] and [3], with the names of accessi-
bility spaces and gs-spaces, and are often called AP and WAP spaces in the literature; under the Hausdorff separation
axiom they are clearly generalizations, respectively, of Fréchet–Urysohn and sequential spaces. The Whyburn prop-
erty, like that of Fréchet–Urysohn, is of course hereditary; however, while the notion of hereditarily sequential space
coincides with that of Fréchet–Urysohn space, the class of hereditarily weakly Whyburn spaces is strictly between
those of Whyburn and weakly Whyburn spaces (the first ZFC example of a weakly Whyburn, not hereditarily weakly
Whyburn space was provided by F. Obersnel in [4, Theorem 2.5], and is also compact).
In this spirit, the question of whether there exists a sequential space which is not hereditarily weakly Whyburn
appears quite natural, and was raised indeed in [6, Problem 4.2] (where we may assume that the Tychonoff property is
implicitly required). In [4, Theorem 2.7] Obersnel constructed a compact space which he claimed to have the above-
described characteristics; unfortunately, the argument used for the proof contained a mistake, and the author himself
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illustrates a rather natural example of a Hausdorff sequential space which is not hereditarily weakly Whyburn, and
emphasizes that the existence of a regular (or Tychonoff) such space stands as an open question.
In the present paper, we produce under the assumption a = c (which is a consequence of Martin’s Axiom) a
regular σ -compact—hence Lindelöff and paracompact—sequential space having a not weakly Whyburn subspace.
The construction shares with both Obersnel’s examples an essential use of almost disjoint families, which prove to be
a really valuable tool for this kind of problems. Actually, also our need of a supplementary set-theoretic assumption
is just in order to establish a combinatorial result about maximal almost disjoint families (namely, Proposition 2.2),
which turns out to be indispensable for the final space to have the desired properties.
The following two questions appear to be still open.
Question 1.1. Is there in ZFC a regular sequential space which is not hereditarily weakly Whyburn?
Question 1.2. Is it true (in ZFC, or at least consistently) that every compact sequential space is hereditarily weakly
Whyburn?
2. Some basic combinatorial facts
In this section we establish some combinatorial facts, which will play a momentous rôle for the construction of
our example. To this end, we are going to assume in a determined moment that a = c—as it is not clear whether the
above-mentioned results hold as well in ZFC.
Let us recall that a collection A of infinite subsets of an infinitely countable set D is said to be almost disjoint if
|A∩A′| <ω for any two distinct A,A′ ∈A. The almost disjoint family A is said to be maximal (on D) if there is no
almost disjoint family A′ of (infinite) subsets of D such that AA′. Observe that every finite almost disjoint family
on D, which covers D, is maximal: but we want to avoid such a trivial situation. Therefore in the following, whenever
we use the expression “maximal almost disjoint family” (abbreviately: “mad family”), we always mean an infinite
one.
For every D with |D| = ω and every collection A⊆ [D]ω, we let
JD(A) =
{





observe that, in the special case where A covers D, the collection JD(A) coincides with {A ∈ [D]ω | ∃F ∈
[A]<ω: A ⊆⋃F} (i.e., we may replace star-inclusion with simple inclusion in the definition of JD(A)). The collec-
tion JD(A) corresponds to the intersection between [D]ω and the ideal generated by A ∪ [D]<ω on ℘(D)(cf., for
example, [2, considerations before Proposition 2.2]).
The minimal cardinality of a mad (infinite) family on ω (hence on every set D with |D| = ω) is denoted by a
(cf. [1, §3]); it is easily seen that ω1  a c. Also, it is well-known that under MA the latter of the aboves inequalities
turns into the equality: a = c.
Lemma 2.1. Suppose A is a mad family on D, and let E ∈ [D]ω \ JD(A): then the collection B = {A∩E | A ∈A∧
|A∩E| = ω} is mad on E.
Proof. First of all, we prove that B is infinite. We will find by induction, for every n ∈ ω, an An ∈ A such that
|An ∩E| = ω and An′ = An for every n′ < n (hence also An′ ∩E = An ∩E). For n = 0 consider that, since A is mad
on D, there must exist an A0 ∈A such that |A0 ∩ E| = ω (otherwise A ∪ {E} would be an almost disjoint family on
D which strictly extends A). Suppose now to have for every n n¯ an An ∈A such that |An ∩E| = ω (and An′ = An
for n′ < n): then the set E′ = E \⋃n¯n=0 An is infinite (as otherwise E ∈ JD(A)), so that there exists An¯+1 ∈A with|An¯+1 ∩E′| = ω—hence also |An¯+1 ∩E| = ω. Clearly, An¯+1 is different from every An with 0 n n¯.
To prove that B is mad on E simply consider that if K ∈ [E]ω, then K ∈ [D]ω , too; hence there exists A ∈A with
|A∩K| = ω, so that A∩E ∈ B and |(A∩E)∩K| = |A∩K| = ω. 
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Then it is possible to assign to every L ∈ L \ C an infinite partition N˜ (L) of L into infinite sets, in such a way that:
∀E ∈ [C]ω \ JC(L): ∃L ∈ L \ C: ∀A ∈ N˜ (L): |A∩E| = ω. (2.1)
Proof. Let us list the collection [C]ω \ JC(L) as {Eα}α∈c (one could prove that [C]ω \ JC(L) has cardinality c, but
we do not need the assignment α → Eα to be one-to-one). Let also {Lβ}β∈c be a one-to-one indexing of L (notice
that |L| = c, because L is mad on C and we have assumed a = c), and let Γ = {β ∈ c | Lβ ∈ C}—so that |Γ | ω. We
will assign by transfinite induction to every α ∈ c a β(α) ∈ c \ Γ in the following way:
β(α) = min{β ′ ∈ c \ ({β(α′)|α′ < α} ∪ Γ ) | |Eα ∩Lβ ′ | = ω}. (2.2)
To realize that this definition is correct, suppose that β(α) has been defined for every α less than a given αˆ ∈ c.
Since the collection E = {Eαˆ ∩Lβ ′ | β ′ ∈ c ∧ |Eαˆ ∩Lβ ′ | = ω} is mad on Eαˆ by Lemma 2.1, and a = c, we obtain
the equality |E | = c; this implies that the set {β ′ ∈ c \ ({β(α′) | α′ < α} ∪ Γ ) | |Eα ∩Lβ ′ | = ω} is nonempty—hence
admits a minimum.
Observe that, as clearly follows from (2.2), the assignment α → β(α) is one-to-one.
Now, consider an arbitrary L ∈ L \ C: if L = Lβ(α) for every α ∈ c, then let N˜ (L) to be any infinite partition of
L into infinite sets. If there exists a (unique) α ∈ c such that L = Lβ(α), then the set Eα ∩ Lβ(α) is infinite by (2.2);
therefore, we may consider an infinite partition P of Eα ∩Lβ(α) into infinite sets, and then obtain N˜ (Lα) by adding to
an element of P the set Lβ(α) \ Eα (and leaving all the other sets unchanged). This way, it is apparent that condition
(2.1) is satisfied ( just choose, for every Eα ∈ [C]ω \ JC(L), L = Lβ(α)). 
Henceforth, we will assume a = c throughout the paper. (It is to be observed, however, that the only explicit use
we make of this equality is in Proposition 2.2 above; therefore, all the constructions we are going to carry out in this
section and in the next ones would work as well under any assumption which makes such a proposition to hold.)
Proposition 2.2 allows us to introduce, for every C ∈ [ω]ω , every mad family L on C and every countable subcol-
lection C of L, a function N˜C,L,C associating to every L ∈ L an infinite partition N˜C,L,C(L) of L into infinite sets,
for which property (2.1) is fulfilled (once we replace N˜ by N˜C,L,C ). Now we use this result to develop an inductive
construction, that will provide us with the basic ingredients for the example illustrated in the next sections.
We want to define, for every n ∈ ω, a subcollection Dn of [ω]ω and functions Nn,Mn from Dn to ℘([ω]ω), in
such a way that the following conditions are satisfied:
(a) D0 = {ω} and ∀n ∈ ω \ {0}: Dn = (⋃D∈Dn−1 Nn−1(D))∪ (⋃D∈Dn−1 Mn−1(D));(b) ∀n ∈ ω: Dn is an almost disjoint family on ω;
(c) ∀n ∈ ω: ∀D ∈Dn: Nn(D) is an infinite partition of D into infinite sets;
(d) ∀n ∈ ω: ∀D ∈Dn: (Mn(D) ⊆ [D]ω ∧Nn(D)∩Mn(D) = ∅ ∧Nn(D)∪Mn(D) is a mad family on D);
(e) ∀n ∈ ω \ {0}: ∀C ∈ Dn−1: ∀E ∈ [C]ω \ JC(Nn−1(C) ∪ Mn−1(C)): ∃D ∈Mn−1(C): ∀A ∈Nn(D): |A ∩
E| = ω.
For n = 0, we will put D0 = {ω}. Also, let N0(ω) be any infinite partition of ω into infinite sets, and then extend
N0(ω) to a mad family L on ω; set M0(ω) = L \ N0(ω). Thus it is clear that for n = 0 properties (a) to (e) are
satisfied (the last one in a trivial way).
Now, suppose to have defined Dn, Nn and Mn for every n not greater than a given n¯ ∈ ω, in such a way that
properties (a) to (e) hold for n n¯. We will put Dn¯+1 = (⋃D∈Dn¯Nn¯(D))∪ (⋃D∈Dn¯Mn¯(D)), so that (a) is satisfied
for n = n¯ + 1. To prove that Dn¯+1 is an almost disjoint family, let D1,D2 ∈ Dn¯+1 with D1 = D2: if there is a
D ∈Dn¯ such that D1,D2 ∈Nn¯(D)∪Mn¯(D), then since Nn¯(D)∪Mn¯(D) is mad on D by the inductive hypothesis
(d), we have the inequality |D1 ∩ D2| < ω. Otherwise, there will exist C1,C2 ∈ Dn¯ with C1 = C2 such that Di ∈
Nn¯(Ci) ∪Mn¯(Ci) for i = 1,2; since, using again the inductive hypothesis (d), we have the inclusion Di ⊆ Ci for
i = 1,2, and since |C1 ∩C2| <ω by the inductive hypothesis (b), we conclude that |D1 ∩D2| <ω. Thus (b) holds for
n = n¯+ 1.
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Mn¯(C) (the fact that C is unique follows again from the inductive hypotheses (b) and (d)): since Nn¯(C)∪Mn¯(C) is
a mad family on C and Nn¯(C) is a countable subcollection of it, we may put
Nn¯+1(D) = N˜C,Nn¯(C)∪Mn¯(C),Nn¯(C)(D). (2.3)
Then, taking into account (2.1) and our general definition of N˜C,L,C , it is easy to realize that (2.3) makes properties
(c) and (e) to hold for n = n¯+ 1.
Finally, to defineMn¯+1, we extend for every D ∈Dn¯+1 the collectionNn¯+1(D) to a mad family LD on D, and we
putMn¯+1(D) = LD \Nn¯+1(D). This way, (d) is satisfied for n = n¯+ 1, and the inductive construction is completed.
Let us now point out some more properties of the above collections Dn.
Lemma 2.3. If n′, n′′ ∈ ω with n′ < n′′ then
∀C ∈Dn′ : ∀D ∈Dn′′ :
(
D  C ∨ |D ∩C| <ω).
Proof. Given an arbitrary n′ ∈ ω, we will prove by induction on h that
∀h ∈ ω \ {0}: ∀C ∈Dn′ : ∀D ∈Dn′+h:
(
D  C ∨ |D ∩C| <ω). (2.4)
For h = 1, let C,D be arbitrary elements, respectively, of Dn′ and Dn′+1. Since Dn′+1 = ⋃C′∈Dn′ (Nn′(C′) ∪
Mn′(C′)), either D ∈Nn′(C)∪Mn′(C) or D ∈Nn′(C′)∪Mn′(C′) for some C′ ∈Dn′ \ {C}. In the former case, the
fact thatNn′(C)∪Mn′(C) is a mad (infinite) family on C clearly implies that D  C; in the latter, apply property (b)
to see that it follows from D ⊆ C′ and |C ∩C′| <ω that |C ∩D| <ω.
Suppose now (2.4) to hold for h = hˆ > 0, and let us prove it for h = hˆ + 1. Given arbitrary C ∈ Dn′ and D ∈
D
n′+hˆ+1, let C
∗ be the (unique) element ofD
n′+hˆ such that D ∈Nn′+h(C∗)∪Mn′+h(C∗). Then, according to whether
C∗  C or |C∗ ∩ C| < ω (such a dichotomy follows from the inductive hypothesis), we conclude that D  C or
|D ∩C| <ω. 
Corollary 2.4. The collections Dn are pairwise disjoint (in the sense that Dn ∩Dn′ = ∅ for n = n′).
We set D =⋃n∈ωDn. As a consequence of the last corollary, we may define on D two global functions N and M
such that:
∀n ∈ ω: ∀D ∈Dn:
(N (D) =Nn(D)∧M(D) =Mn(D)).
From now on, whenever we refer to properties (a) to (e) above, we will always think of them with the symbols Nn (or
Nn−1) and Mn (or Mn−1) replaced by N and M, respectively.
3. Construction of the space and separation properties
Let D (=⋃n∈ωDn), N and M be as in the previous section. We introduce the following two sets.
Y = {ϕ | ϕ is a function ∧ domϕ ∈ ω ∧ Imϕ ⊆D ∧ (0 ∈ domϕ ⇒ ϕ(0) ∈M(ω))
∧ ∀n ∈ ω: (n+ 1 ∈ domϕ ⇒ ϕ(n+ 1) ∈M(ϕ(n)))}.
Z = {ϕ〈A〉 | ϕ ∈ Y ∧ (ϕ = 〈〉 ⇒ A ∈N (ω))∧ (domϕ > 0 ⇒ A ∈N (ϕ(domϕ − 1)))}.
To better understand these definitions, we may think of Y as the set consisting of the empty sequence 〈 〉, plus all finite
sequences 〈A0,A1, . . . ,An−1〉, with n ∈ ω \ {0}, such that A0 ∈M(ω) and Ai+1 ∈M(Ai) for every i ∈ {0, . . . , n−2}
(if this set is not empty). On the other hand, Z may be envisaged as the set of all finite sequences 〈A0,A1, . . . ,An−1〉,
with n ∈ ω \ {0}, such that if n = 1 then A0 ∈ N (ω), and if n > 1 then A0 ∈ M(ω), Ai+1 ∈ M(Ai) for every
i ∈ {0, . . . , n− 3} (if this set is not empty), and An−1 ∈N (An−2).
Notice that it is apparent (and could easily be proved by induction) that for every ϕ ∈ Y ∪Z and every n ∈ domϕ,
ϕ(n) ∈Dn+1. It would also be plain to show, still by induction (on domϕ), that
∀ϕ ∈ Y ∪Z: ∀i < domϕ: ϕi ∈ Y (3.1)




ω if ϕ = 〈〉
ϕ(domϕ − 1) if domϕ > 0
(in other words, Lϕ is the last element of ϕ—unless ϕ is the empty sequence, in which case Lϕ = ω). Such a definition
is motivated by the fact that, if ψ ∈ Y ∪Z and ψ = ϕ〈A〉 for suitable ϕ and A (where, according to the above remarks,
ϕ must belong to Y ), then A ∈M(Lϕ) whenever ψ ∈ Y , and A ∈ N (Lϕ) whenever ψ ∈ Z (even in case ϕ = 〈〉);
also, observe that we always have the relation Lϕ ∈Ddomϕ . In particular, for every ϕ ∈ Y ∪Z we may apply property
(e) of the previous section, with n = domϕ + 1 and C = Lϕ , so that we obtain:
∀ϕ ∈ Y ∪Z: ∀E ∈ [Lϕ]ω \ JLϕ
(N (Lϕ)∪M(Lϕ)): ∃D ∈M(Lϕ): ∀A ∈N (D): |A∩E| = ω. (3.2)
Using this notation, it is easy to realize as well that Y and Z are disjoint: indeed, if ϕ ∈ Y and ψ ∈ Z are such
that domϕ = domψ = n¯(> 0), and ϕn¯−1 = ψn¯−1, then ϕ(n¯ − 1) ∈ M(Lϕn¯−1) and ψ(n¯ − 1) ∈ N (Lψn¯−1) =
N (Lϕn¯−1), hence by property (c) we infer that ϕ(n¯− 1) = ψ(n¯− 1). It follows from (3.1) that no element of Z may
have a proper extension in Y ∪Z. Finally, observe that for every ϕ ∈ Y ∪Z with domϕ = n¯ we have:
ϕ(0) ϕ(1) · · · ϕ(n¯− 1)(= Lϕ) (3.3)
(simply take into account the definitions of Y and Z).
Now, let us put X = Y ∪ Z ∪ ω. We will assign to every x ∈ X a subcollection V(x) of ℘(X), which will be a
fundamental system of (open) neighbourhoods for a topology on X.
• For every n ∈ ω, let V(n) = {{n}} (i.e., every element of ω is isolated).
• For every ϕ ∈ Z let V(ϕ) = {Wϕ,F | F ∈ [Lϕ]<ω}, where
Wϕ,F = {ϕ} ∪ (Lϕ \ F)
for every F ∈ [Lϕ]<ω .
• For every ϕ ∈ Y , let V(ϕ) = {Vϕ,F ,G |F ∈ [N (Lϕ)]<ω,G ∈ [M(Lϕ)]<ω}, where
Vϕ,F ,G = {ϕ} ∪
{
ϕ〈A〉 | A ∈N (Lϕ) \F
}
∪ {ψ ∈ Y ∪Z | ∃B ∈M(Lϕ) \ G: ϕ〈B〉 ⊆ ψ}∪ (Lϕ \ ((⋃F)∪ (⋃G))) (3.4)
for every F ∈ [N (Lϕ)
]<ω
and G ∈ [M(Lϕ)]<ω .
Notice that for every ϕ ∈ X, the intersection of two elements of V(ϕ) is still an element of V(ϕ). This is trivial if
ϕ ∈ ω, and immediate to prove if ϕ ∈ Z (as Wϕ,F ∩Wϕ,G = Wϕ,F∪G for every F,G ∈ [Lϕ]<ω). Thus, suppose ϕ ∈ Y ,




((⋃F ′)∪ (⋃G′)))= ∅





also, {ϕ〈A〉 | A ∈N (Lϕ) \F} ∩ {ψ ∈ Y ∪ Z | ∃B ∈M(Lϕ) \ G′: ϕ〈B〉 ⊆ ψ} = ∅ (as each η in the former set is
such that η(domϕ) ∈N (Lϕ), while each ψ in the latter set is such that ψ(domϕ) ∈M(Lϕ), andN (Lϕ)∩M(Lϕ) =
∅), and analogously {ϕ〈A〉 | A ∈N (Lϕ) \F ′} ∩ {ψ ∈ Y ∪Z | ∃B ∈M(Lϕ) \ G: ϕ〈B〉 ⊆ ψ} = ∅. Therefore,
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ϕ〈A〉 | A ∈N (Lϕ) \F
}∩ {ϕ〈A〉 | A ∈N (Lϕ) \F ′})
∪ ({ψ ∈ Y ∪Z | ∃B ∈M(Lϕ) \ G: ϕ〈B〉 ⊆ ψ}




((⋃F)∪ (⋃G)))∩ (Lϕ \ ((⋃F ′)∪ (⋃G′)))),
whence it easily follows that Vϕ,F ,G ∩ Vϕ,F ′,G′ = Vϕ,F∪F ′,G∪G′ .
Thus, it only remains to prove that
∀x ∈ X: ∀U ∈ V(x): ∀y ∈ U : ∃U ′ ∈ V(y): U ′ ⊆ U.
Since this is obvious for x ∈ ω and x ∈ Z, we may restrict ourselves to consider the case where x ∈ Y . We first need
two technical results.
Lemma 3.1. For any ϕ,ψ ∈ Y ∪Z, if ϕ ⊆ ψ then Lψ ⊆ Lϕ ; if ϕ and ψ are incomparable then |Lϕ ∩Lψ | <ω.
Proof. If ϕ ⊆ ψ , then either ϕ = 〈〉 (in which case Lϕ = ω ⊇ Lψ ), or domϕ = n¯ > 0, in which case letting m¯ =
domψ we have the equality Lϕ = ϕ(n¯− 1) = ψ(n¯− 1) ⊇ ψ(m¯− 1) = Lψ .
Suppose now ϕ,ψ to be incomparable, and let n¯ = min{n ∈ domϕ∩domψ |ϕ(n) = ψ(n)}. Then |ϕ(n¯)∩ψ(n¯)| <ω
(as such sets are distinct elements of Dn¯+1, so that we may use (b) of Section 2); since, by (3.3), ϕ(n¯) ⊇ Lϕ and
ψ(n¯) ⊇ Lψ , we conclude that |Lϕ ∩Lψ | <ω. 
Lemma 3.2. For any F ∈ [ω]<ω and ϕ ∈ X \ F , there exists V ∈ V(ϕ) such that V ∩ F = ∅.
Proof. The statement is trivial for ϕ ∈ ω and is obvious for ϕ ∈ Z—as we can choose V = Wϕ,Lϕ∩F = {ϕ} ∪ (Lϕ \
(Lϕ ∩ F)) = {ϕ} ∪ (Lϕ \ F). Finally, if ϕ ∈ Y , then since N (Lϕ) is a partition of Lϕ we can associate to every
n ∈ F ∩ Lϕ a Bn ∈N (Lϕ) such that n ∈ Bn. Letting F = {Bn | n ∈ Lϕ ∩ F }, we can easily see that F ∈ [N (Lϕ)]<ω
and Vϕ,F ,∅ ∩ F = Vϕ,F ,∅ ∩ (ω ∩ F) = (Vϕ,F ,∅ ∩ ω) ∩ F = (Lϕ \ (
⋃F)) ∩ F = (Lϕ \ (⋃F)) ∩ (Lϕ ∩ F) = ∅ (as⋃F ⊇ Lϕ ∩ F ). 
Now we can prove that for every ϕ ∈ Y , F ∈ [N (Lϕ)]<ω , G ∈ [M(Lϕ)]<ω and ψ ∈ Vϕ,F ,G , there exists a V ′ ∈
V(ψ) such that V ′ ⊆ Vϕ,F ,G . The cases ψ ∈ ω and ψ = ϕ are trivial. Thus, suppose ψ ∈ (Vϕ,F ,G \ {ϕ}) ∩ (Y ∪ Z):
then, taking (3.4) into account, we easily see that there must exist A ∈ (N (Lϕ) ∪ M(Lϕ)) \ (F ∪ G) such that
ϕ〈A〉 ⊆ ψ . Observe that, since the collectionN (Lϕ)∪M(Lϕ) is almost disjoint, we have the inequality |A∩B| <ω
for every B ∈ F ∪ G, so that |A ∩ ((⋃F) ∪ (⋃G))| < ω, too. Since Lψ ⊆ Lϕ〈A〉 = A by Lemma 3.1, we convince
ourselves that∣∣∣Lψ ∩ ((⋃F)∪ (⋃G))∣∣∣<ω.
Let, for the sake of simplicity, F = Lψ ∩((⋃F)∪(⋃G)). Now, if ψ ∈ Z, then by Lemma 3.2 there exists G ∈ [Lψ ]<ω
such that ({ψ} ∪ (Lψ \ G))∩F = ∅; this entails that Lψ \ G ⊆ Lψ \ ((⋃F)∪ (⋃G)), and since Lψ ⊆ Lϕ (again by
Lemma 3.1), we conclude that Lψ \ G ⊆ Lϕ \ ((⋃F) ∪ (⋃G)) ⊆ Vϕ,F ,G—hence also {ψ} ∪ (Lψ \ G) ⊆ Vϕ,F ,G .
Thus, suppose ψ ∈ Y : it follows, still by Lemma 3.2, that there exist F ′ ∈ [N (Lψ)]<ω and G′ ∈ [M(Lψ)]<ω such


















indeed, on the one hand, Lψ \ ((⋃F ′)∪ (⋃G′)) ⊆ Lψ ⊆ Lϕ , and on the other hand(
Lψ \








((⋃F ′)∪ (⋃G′)))∩ (Lψ ∩ ((⋃F)∪ (⋃G)))⊆ Vψ,F ′,G′ ∩ F = ∅.
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⋃F ′) ∪ (⋃G′)) ⊆ Lϕ \
((
⋃F)∪ (⋃G)) ⊆ Vϕ,F ,G ; therefore, it only remains to show that Vψ,F ′,G′ ∩ (Y ∪Z) ⊆ Vϕ,F ,G . Let η be an arbitrary
element of Vψ,F ′,G′ ∩ (Y ∪Z): then, in particular, ψ ⊆ η. Also, the fact that ψ ∈ Y ∩Vϕ,F ,G implies by (3.4) that there
exists A ∈M(Lϕ) \ G such that ϕ〈A〉 ⊆ ψ ; thus ϕ〈A〉 ⊆ η, whence (taking again (3.4) into account) η ∈ Vϕ,F ,G .
Therefore, we have proved that associating to every x ∈ X the fundamental system of neighborhoods V(x) actually
gives rise to a topology on X (for which any element of each V(x) is open). We will show now that the elements of
every V(x) are also closed (hence clopen).
We need another technical lemma.
Lemma 3.3. Let ϕ ∈ Y , F ∈ [N (Lϕ)]<ω and G ∈ [M(Lϕ)]<ω . Then Vϕ,F ,G ∩ Wϕ〈A〉,∅ = ∅ and Vϕ,F ,G ∩
Vϕ〈B〉,∅,∅ = ∅ for every A ∈F and B ∈ G.
Proof. Consider that, since Vϕ,F ,G ∩ω = Lϕ \ ((
⋃F)∪ (⋃G)), Wϕ〈A〉,∅ ∩ω = A and Vϕ〈B〉,∅,∅ ∩ω = B , we see
first of all that
(Vϕ,F ,G ∩Wϕ〈A〉,∅)∩ω = ∅ and (Vϕ,F ,G ∩ Vϕ〈B〉,∅,∅
)∩ω = ∅.
Since Wϕ〈A〉,∅ = {ϕ〈A〉} ∪ A and ϕ〈A〉 /∈ Vϕ,F ,G , the former equality implies that Vϕ,F ,G ∩ Wϕ〈A〉,∅ = ∅, too.
On the other hand, due to the latter displayed equality, to prove that Vϕ,F ,G ∩ Vϕ〈B〉,∅,∅ = ∅ it suffices to show that
(Vϕ,F ,G ∩ Vϕ〈B〉,∅,∅)∩ (Y ∪Z) = ∅, or equivalently that(
Vϕ,F ,G ∩ (Y ∪Z)
)∩ (Vϕ〈B〉,∅,∅ ∩ (Y ∪Z))= ∅. (3.6)
Now, if we let n¯ = domϕ then each ψ ∈ (Vϕ〈B〉,∅,∅ ∩ (Y ∪ Z)) is such that n¯ ∈ domψ and ψ(n¯) = B , while each
ψ ∈ (Vϕ,F ,G ∩ (Y ∪ Z)) with ψ = ϕ is such that n¯ ∈ domψ and ψ(n¯) ∈ (N (Lϕ) \ F) ∪ (M(Lϕ) \ G)—hence
ψ(n¯) = B . Since ϕ /∈ Vϕ〈B〉,∅,∅, we conclude that (3.6) holds. 
Proposition 3.4. For every ϕ ∈ X and every U ∈ V(ϕ) the set U is closed (hence clopen) in X.
Proof. If ϕ ∈ ω, then the result follows from Lemma 3.2. Therefore, we may assume that ϕ ∈ Y ∪ Z, and we prove
that for every ψ ∈ X \ U there exists a T ∈ V(ψ) such that T ∩U = ∅. Since the case ψ ∈ ω is trivial, we may assume
that ψ ∈ (Y ∪Z) \ U . We distinguish the following three possible cases.
1st case. ϕ and ψ are incomparable. By Lemma 3.1, |Lϕ ∩ Lψ | < ω; thus, letting F = Lϕ ∩ Lψ , we can apply
Lemma 3.2 to get a T ∈ V(ψ) such that T ∩ F = ∅. Since U ∩ ω ⊆ Lϕ (both if ϕ ∈ Z so that U = Wϕ,G for some
G ∈ [Lϕ]<ω , and if ϕ ∈ Y so that U = Vϕ,F ,G for some F ∈ [N (Lϕ)]<ω and G ∈ [M(Lϕ)]<ω), and T ∩ ω ⊆ Lψ
(again, independently of whether ψ ∈ Z or ψ ∈ Y ), we have the equalities (U ∩ T ) ∩ ω = (U ∩ ω) ∩ (T ∩ ω) =
(U ∩ω)∩ (T ∩ω)∩ T ⊆ Lϕ ∩Lψ ∩ T = F ∩ T = ∅. Thus, it remains to show that
(U ∩ T )∩ (Y ∪Z) = ∅,
too. Now, if either ϕ ∈ Z or ψ ∈ Z (or both), then this is easy to do, because it follows that U = Wϕ,G = {ϕ}∪(Lϕ \ G)
for some G ∈ [Lϕ]<ω, or T = Wψ,G′ = {ψ} ∪ (Lψ \ G′) for some G′ ∈ [Lψ ]<ω , so that U ∩ (Y ∪ Z) = {ϕ} or
T ∩ (Y ∪ Z) = {ψ}; and clearly ϕ /∈ T and ψ /∈ U (independently of whether each of ψ and ϕ belongs to Y or Z).
Thus, suppose ϕ,ψ ∈ Y , so that U = Vϕ,F ,G for some F ∈ [N (Lϕ)]<ω and G ∈ [M(Lϕ)]<ω , and T = Vψ,F ′,G′ for
some F ′ ∈ [N (Lψ)]<ω and G′ ∈ [M(Lψ)]<ω . Then we know that every element of Vϕ,F ,G ∩ (Y ∪Z) is an extension
of ϕ, and every element of Vψ,F ′,G′ ∩ (Y ∪Z) is an extension of ψ ; since ϕ and ψ are incomparable, they cannot have
common extensions, hence we conclude that (Vϕ,F ,G ∩ Vψ,F ′,G′)∩ (Y ∪Z) = ∅.
2nd case. ϕ ψ . The fact that ϕ has a proper extension in Y ∪Z implies first of all that ϕ ∈ Y , so that U = Vϕ,F ,G
for some F ∈ [N (ϕ)]<ω and G ∈ [M(ϕ)]<ω . Now, it is clear from (3.4) that ϕ  ψ and ψ /∈ Vϕ,F ,G imply that
either ψ = ϕ〈A〉 for some A ∈ F , or ψ ⊇ ϕ〈B〉 for some B ∈ G. In the former case, we may simply apply
Lemma 3.3 to see that Wϕ〈A〉,∅ is a neighbourhood of ϕ〈A〉 = ψ which misses Vϕ,F ,G . Thus, suppose to have a
B ∈ G such that ϕ〈B〉 ⊆ ψ : then, still by Lemma 3.3, it follows that Vϕ〈B〉,∅,∅ ∩ Vϕ,F ,G = ∅. Since ϕ〈B〉 ⊆ ψ
implies automatically that ψ ∈ Vϕ〈B〉,∅,∅ (cf. again (3.4)), and since Vϕ〈B〉,∅,∅ is open as an element of V(ϕ〈B〉),
such a set is a neighbourhood of ψ disjoint from Vϕ,F ,G .
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exists A ∈N (Lψ) such that ψ〈A〉 = ϕ, or there exists B ∈M(Lψ) such that ψ〈B〉 ⊆ ϕ. In the former case ϕ ∈ Z,
so that U = Wϕ,F = Wψ〈A〉,F for some F ∈ [Lϕ]<ω = [A]<ω; then, letting T = Vψ,{A},∅, we can apply Lemma 3.3
to see that Vψ,{A},∅ ∩ Wψ〈A〉,∅ = ∅—hence also Vψ,{A},∅ ∩ Wψ〈A〉,F = ∅. Now, suppose ψ〈B〉 ⊆ ϕ for a certain
B ∈M(Lψ), and consider the element Vψ,∅,{B} of V(ψ): still by Lemma 3.3, Vψ,∅,{B} ∩ Vψ〈B〉,∅,∅ = ∅. Therefore,
we are done if we can prove that U ⊆ Vψ〈B〉,∅,∅. Clearly, if ϕ ∈ Z and U = Wϕ,F = {ϕ} ∪ (Lϕ \ F) for some
F ∈ [Lϕ]<ω, then ϕ ∈ Vψ〈B〉,∅,∅ (as it follows from (3.4) that Vψ〈B〉,∅,∅ ∩ (Y ∪Z) is the set of all elements of Y ∪Z
which extend ψ〈B〉), and Lϕ \ F ⊆ Lϕ ⊆ Lψ〈B〉 = B = Vψ〈B〉,∅,∅ ∩ω (by Lemma 3.1); thus Wϕ,F ⊆ Vψ〈B〉,∅,∅.
If, on the contrary, ϕ ∈ Y and U = Vϕ,F ,G for some F ∈ [N (ϕ)]<ω and G ∈ [M(ϕ)]<ω , then on the one hand
Vϕ,F ,G ∩ ω = Lϕ \ ((
⋃F) ∪ (⋃G)) ⊆ Lϕ ⊆ Lψ〈B〉 = B = Vψ〈B〉,∅,∅ ∩ ω (we have used again Lemma 3.1). On
the other hand, every element of Vϕ,F ,G ∩ (Y ∪Z) is an extension of ϕ—hence also of ψ〈B〉; and we have already
pointed out that Vψ〈B〉,∅,∅ ∩ (Y ∪Z) = {η ∈ Y ∪Z | ψ〈B〉 ⊆ η}. 
Proposition 3.5. X is a regular σ -compact space.
Proof. First of all observe that, since every element of X has a fundamental system of neighbourhoods consisting of
clopen sets, if we can prove X to be T0 then it will turn out to be also Hausdorff—hence completely regular, too, by
Proposition 3.4. Thus, let ϕ,ψ be distinct elements of X: of course, to avoid trivialities we may assume that they both
belong to Y ∪ Z. Also, since each element of Z has a neighbourhood which does not contain any other element of
Y ∪ Z, we may further assume that ϕ,ψ ∈ Y . Clearly, the fact that ϕ = ψ implies that at least one of them is not an
extension of the other: then any basic neighbourhood of the latter cannot contain the former.
Now we prove that X is σ -compact (hence Lindelöff and paracompact). Since X = (Y ∪ Z) ∪ ω, it will suffice
to show σ -compactness for the subspace Y ∪ Z. Letting Sn = {ϕ ∈ Y ∪Z | domϕ  n} for every n ∈ ω, we have the
equality Y ∪Z =⋃n∈ω Sn; then we prove that each Sn is compact. For n = 0 this is trivial, as S0 = {〈 〉}. Suppose now
that Sn¯ is compact for a n¯ ∈ ω, and let us prove that Sn¯+1 must be compact, too; since
Bn¯+1 =
{
Wϕ,F ∩ Sn¯+1 | ϕ ∈ Sn¯+1 ∩Z,F ∈ [Lϕ]<ω
}
∪ {Vϕ,F ,G ∩ Sn¯+1 | ϕ ∈ Sn¯+1 ∩ Y,F ∈ [N (Lϕ)]<ω,G ∈ [M(Lϕ)]<ω}
= {{ϕ} | ϕ ∈ Sn¯+1 ∩Z}∪ {Vϕ,F ,G ∩ Sn¯+1 | ϕ ∈ Sn¯+1 ∩ Y,F ∈ [N (Lϕ)]<ω,G ∈ [M(Lϕ)]<ω}
is a base for Sn¯+1, to prove compactness it will be sufficient to show that given an arbitrary coverA of Sn¯+1 consisting
of elements of Bn¯+1, it admits a finite subcover. First of all, by the inductive hypothesis we know that there exists a
finiteH⊆A such that Sn¯ ⊆⋃H; of course, we will be done if we can prove that the set Sn¯+1 \⋃H (whose elements
have all domain equal to n¯+ 1) is finite. To this end, put
M = {ϕ ∈ Sn¯ ∩ Y | ∃F ∈ [N (Lϕ)]<ω: ∃G ∈ [M(Lϕ)]<ω: Vϕ,F ,G ∩ Sn¯+1 ∈H};
we claim that
∀ψ ∈ Sn¯+1 \
⋃
H: ψn¯ ∈ M. (3.7)
In order to prove (3.7), let ψˆ be an arbitrary element of Sn¯+1 \ ⋃H and put ϕˆ = ψˆn¯: since ϕˆ ∈ Sn¯ ⊆ ⋃H, there
exists H ∈H such that ϕˆ ∈ H . Now, H is an element of Bn¯+1 (as H ⊆ A ⊆ Bn¯+1); since ϕˆ belongs to Y and not
to Z (because ψˆ is a proper extension of ϕˆ in Y ∪ Z), H must be of the kind Vϕ,F ,G ∩ Sn¯+1, with ϕ ∈ Sn¯+1 ∩ Y ,
F ∈ [N (Lϕ)]<ω and G ∈ [M(Lϕ)]<ω . The relation ϕˆ ∈ Vϕ,F ,G implies in particular that ϕ ⊆ ϕˆ: we claim that in fact
we have ϕ = ϕˆ—which would entail (3.7), as ψˆn¯ = ϕˆ is an element of Sn¯ ∩Y . Suppose, towards a contradiction, that
ϕ  ϕˆ: then it follows from ϕˆ ∈ Vϕ,F ,G ∩ Y that there exists B ∈M(Lϕ) \ G with ϕ〈B〉 ⊆ ϕˆ, whence ϕ〈B〉 ⊆ ψˆ .
Clearly, this implies that ψˆ is in turn an element of Vϕ,F ,G , so that ψˆ ∈ Vϕ,F ,G ∩ Sn¯+1 = H ⊆
⋃H—a contradiction,
because ψˆ ∈ Sn¯+1 \⋃H.
Thus, we have proved (3.7); now we show how to deduce from this property that the set Sn¯+1 \⋃H is finite. First
of all notice that (3.7) and the definition of M allow us to associate to every ψ ∈ Sn¯+1 \⋃H an element Hψ of H for
which there exist F ∈ [N (Lψn¯ )]<ω and G ∈ [M(Lψn¯ )]<ω such that
Vψ ,F ,G ∩ Sn¯+1 = Hψ.n¯
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of H will imply that M is finite as well. Therefore, fix an arbitrary ψ˜ ∈ Sn¯+1 \ ⋃H, and let F˜ ∈ [N (Lψ˜n¯ )]<ω ,
G˜ ∈ [M(Lψ˜n¯ )]<ω be such that
Vψ˜n¯,F˜ ,G˜ ∩ Sn¯+1 = Hψ˜ ; (3.8)
we claim that {ψ ′ ∈ Sn¯+1 \⋃H | Hψ ′ = Hψ˜ } ⊆ {ψ˜n¯〈A〉 | A ∈ F˜ ∪ G˜}—where the latter set is clearly finite. Indeed,
let ψ ′ ∈ Sn¯+1 \ ⋃H be such that Hψ ′ = Hψ˜ ; by the definition of the sets Hψ , we know that there must exist F ′ ∈
[N (Lψ ′n¯ )]<ω and G′ ∈ [M(Lψ ′n¯ )]<ω such that Vψ ′n¯,F ′,G′ ∩ Sn¯+1 = Hψ ′ . From such an equality it easily follows
that ψ ′n¯ is the only element of Hψ ′ having domain equal to n¯, as well as from (3.8) it follows that ψ˜n¯ is the
only element of Hψ˜ having domain equal to n¯; since Hψ ′ = Hψ˜ , we infer that ψ ′n¯ = ψ˜n¯—hence ψ˜n¯ ⊆ ψ ′. Then
the fact that dom ψ˜n¯ = n¯ and domψ ′ = n¯ + 1 implies (by the definition of Y and Z) that there must exist A′ ∈
N (Lψ˜n¯ ) ∪M(Lψ˜n¯ ) such that ψ ′ = ψ˜n¯〈A′〉; thus, it remains to show that A′ ∈ F˜ ∪ G˜. Suppose this is not the
case—i.e., A′ ∈ (N (Lψ˜n¯ ) \ F˜) ∪ (M(Lψ˜n¯ ) \ G˜): then it easily follows from (3.4) and (3.8) that ψ ′ = ψ˜n¯〈A′〉 ∈
Vψ˜n¯,F˜ ,G˜ ∩ Sn¯+1 = Hψ˜ , which is impossible as Hψ˜ ⊆
⋃H while ψ ′ ∈ Sn¯+1 \⋃H. 
4. The relevant properties
Proposition 4.1. The space X is not hereditarily weakly Whyburn.
Proof. Consider the subset Y ∗ = Y ∪ ω of X: of course, ω is not closed in Y ∗ (actually, it is dense). Let M ⊆ ω
be such that there exists ϕˆ ∈ Y ∩ M : we will prove that there exists D ∈M(Lϕˆ) such that ϕˆ〈D〉 ∈ M . First of
all, from ϕˆ ∈ M it follows that ϕˆ ∈ (M ∩Lϕˆ) (every element of V(ϕˆ) does not contain any element of ω which is
outside Lϕˆ). Then M ∩Lϕˆ ∈ [Lϕˆ]ω, and M ∩Lϕˆ /∈ JLϕˆ (N (Lϕˆ)∪M(Lϕˆ))—otherwise, taking F ∈ [N (Lϕˆ)]<ω and
G ∈ [M(Lϕˆ)]<ω such that M ∩ Lϕˆ ⊆ (⋃F) ∪ (⋃G), the set Vϕˆ,F ,G would be an element of V(ϕˆ) disjoint from
M ∩Lϕˆ . Thus, it follows from (3.2) that there exists a Dˆ ∈M(Lϕˆ) such that
∀A ∈N (Dˆ): ∣∣A∩ (M ∩Lϕˆ)∣∣= ω; (4.1)
we claim that ϕˆ〈Dˆ〉 ∈ (M ∩Lϕˆ).































On the other hand, since |Aˆ ∩ A′| < ω for every A′ ∈ F ∪ G (as the collection N (Dˆ) ∪M(Dˆ) is almost disjoint), it
follows that |Aˆ∩ ((⋃F)∪ (⋃G))| <ω, which implies by (4.1) that(
Aˆ \ ((⋃F)∪ (⋃G)))∩ (M ∩Lϕˆ) = ∅.
Therefore, V
ϕˆ〈Dˆ〉,F ,G ∩ (M ∩Lϕˆ) = ∅. 
Proposition 4.2. X is a sequential space.
Proof. We consider an arbitrary S ⊆ X which is not closed in X, and we prove that S is not sequentially closed, either.
Fix a point ϕˆ ∈ S \ S: if ϕˆ ∈ Z, then it is elementary to observe that there must exist a sequence in S ∩ ω converging
to ϕˆ (as in this case V(ϕˆ) is a countable fundamental system of neighbourhoods for ϕˆ). Thus, we may assume that
ϕˆ ∈ Y , and consider the two sets
A= {A ∈N (Lϕˆ) | ϕˆ〈A〉 ∈ S}
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B = {B ∈M(Lϕˆ) | ∃ψ ∈ S ∩ (Y ∪Z): ϕˆ〈B〉 ⊆ ψ}.
If at least one of them is infinite, then it is easy to show that there is a sequence in S converging to ϕˆ. For example,
assume B is infinite (the other case is still simpler), and let {Bn | n ∈ ω} be a subcollection of B with n → Bn one-to-
one: then for every n ∈ ω there exists a ψn ∈ S∩ (Y ∪Z) such that ϕˆ〈Bn〉 ⊆ ψn. We claim that the sequence (ψn)n∈ω
converges to ϕˆ. Indeed, given any F ∈ [N (Lϕˆ)
]<ω
and G ∈ [M(Lϕˆ)]<ω , there will be a n¯ ∈ ω such that Bn /∈ G for
every n n¯; then it easily follows from (3.4) that ψn ∈ Vϕˆ,F ,G for every n n¯.
Therefore, we may focus our attention on the case where A and B are both finite—so that Vϕˆ,A,B is a neighbour-
hood of ϕˆ. Then it follows from our definition of A and B, and from the fact that ϕˆ /∈ S, that
Vϕˆ,A,B ∩ S ∩ (Y ∪Z) = ∅; (4.2)
since ϕˆ is adherent to S, the set





Notice that E /∈ JLϕˆ (N (Lϕˆ) ∪M(Lϕˆ)). Indeed, if there existed F ∈ [N (Lϕˆ)]<ω and G ∈ [M(Lϕˆ)]<ω such that
E ⊆ (⋃F) ∪ (⋃G) (as observed after the definition of JS(A) in Section 2, we may use simple inclusion because
N (Lϕˆ) ∪M(Lϕˆ) covers Lϕˆ), then Vϕˆ,A∪F ,B∪G would be a neighbourhood of ϕˆ, and Vϕˆ,A∪F ,B∪G ∩ S ∩ (Y ∪ Z) ⊆
Vϕˆ,A,B ∩ S ∩ (Y ∪Z) = ∅ by (4.2), while
Vϕˆ,A∪F ,B∪G ∩ S ∩ω =
(
Lϕˆ \









Thus, we would conclude that Vϕˆ,A∪F ,B∪G ∩ S = ∅, contradicting again the fact that ϕˆ ∈ S.
Therefore, we may apply (3.2) to see that there exists a Dˆ ∈M(Lϕˆ) such that |A ∩ E| = ω for every A ∈N (Dˆ).
Picking any Aˆ ∈ N (Dˆ), we will convince ourselves that every neighbourhood of ϕˆ〈Dˆ, Aˆ〉 intersects E—hence
S ∩ ω, too. Indeed, for every F ∈ [L
ϕˆ〈Dˆ,Aˆ〉]<ω = [Aˆ]<ω it turns out that Wϕˆ〈Dˆ,Aˆ〉,F ∩ E = ({ϕˆ〈Dˆ, Aˆ〉} ∪ (Aˆ \
F)) ∩ E = (Aˆ ∩ E) \ F = ∅ (as Aˆ ∩ E is infinite). This implies that ϕˆ〈Dˆ, Aˆ〉 is a point of Z adherent to S ∩ ω, so
that (as we have already observed) there must exist a sequence in S ∩ ω converging to ϕˆ〈Dˆ, Aˆ〉; thus, to prove that
S is not sequentially closed it only remains to show that ϕˆ〈Dˆ, Aˆ〉 is not in S. First of all, notice that Dˆ /∈ B, as it
follows from the definition of E that E ∩ (⋃B) = ∅, while we know that Dˆ ∩E ⊇ Aˆ∩E = ∅ (actually, the latter set
is infinite). Therefore, the relation Dˆ ∈M(Lϕˆ) \ B implies that
ϕˆ〈Dˆ, Aˆ〉 ∈ {ψ ∈ Y ∪Z | ∃D ∈M(Lϕˆ) \ B: ϕˆ〈D〉 ⊆ ψ}⊆ Vϕˆ,A,B;
thus ϕˆ〈Dˆ, Aˆ〉 /∈ S—otherwise ϕˆ〈Dˆ, Aˆ〉 would belong also to Vϕˆ,A,B ∩ S ∩ (Y ∪Z), contradicting (4.2). 
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