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Abstract. Oscillons are spatially localised strong fluctuations of a scalar field. They can e.g.
form after inflation when the scalar field potential is shallower than quadratic away from the
minimum. Although oscillons are not protected by topology, they can be remarkably stable
and have a significant impact on the (p)reheating phase. In this work we investigate the
properties of oscillons in hilltop-shaped potentials, in particular the typical energies, shapes
and lifetimes. In the first part of the paper, we simulate oscillon creation and stabilization
with (3+1)-dimensional classical lattice simulations, and extract the typical energies, radii
and amplitudes of the oscillons. In the second part we approximate the oscillons as spherically
symmetric, and simulate single oscillons until their decay. We find that typical oscillons live
up to about 4-5 e-folds, with the individual lifetime of the oscillons depending mainly on the
initial shape of the oscillon and the power-law coefficient characterising the particular hilltop
model. We also observe a breathing mode in the oscillon radii and amplitudes, and find that
stronger breathing implies shorter lifetimes.
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1 Introduction
The dynamics of scalar fields in the early universe often features spatially localised oscillatory
field configurations with large amplitude, called oscillons (see [1–26] for a partial list of ref-
erences). It has been shown that oscillons can form when the potential for the scalar field is
shallower than quadratic [18] in some region around the minimum of the potential. Although
oscillons are not protected by a topological invariant, they can be remarkably long lived, and
are sometimes referred to as quasi-solitons. In previous studies, the lifetime of oscillons has
been investigated e.g. in [27–43]. It has been emphasised that the lifetime is strongly depen-
dent on the form of the potential and the initial oscillon shape. In some papers it has been
conjectured that, under certain conditions and for specific initial configurations, they might
even live until today (see e.g. [38, 41]). It has also been discussed that oscillons can be a
strong source of gravitational waves (GWs) during their production and oscillation stage as
long as they are sufficiently asymmetric [44–52]. The GW signal is instead suppressed when
the oscillons get symmetric [44, 45, 49].
Oscillons can form efficiently in scalar field potentials of the hilltop type [21, 23, 45, 47],
as they appear in various particle physics models of the early universe, e.g. in hilltop inflation
[53–59], in the phase transition after Kähler-driven tribrid inflation [60], in flavon inflation
[61], or for string theory moduli (cf. [47]). One of the main production mechanisms is tachyonic
oscillations [62, 63] but they can also be produced via parametric self-resonance of the scalar
field [64, 65]. While the production phase and initial stage of the oscillon dynamics can be
studied well with 3-dimensional lattice simulations, it is typically not possible to continue these
simulations until the oscillons decay, given the high resolution needed for reliably simulating
the oscillons and limited numerical capabilities. It is therefore desirable to obtain estimates
for the oscillon lifetime from dedicated studies making simplifying assumptions.
In this paper we present a detailed study of some oscillon properties in hilltop-shaped
potentials, using different kinds of numerical techniques. In particular, we will focus on a
particular class of hilltop inflation models, and study the energies, shapes, and lifetimes of
oscillons in these models. We will divide our work in two parts. In the first part we perform
classical lattice simulations of the post-inflationary dynamics of the inflaton field in 3 spatial
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Figure 1. We show the hilltop potential [Eq. (2.1)] as a function of φ, for p = 4, 6, 8. We also indicate
with vertical dashed lines the field amplitudes φ(ti) at which the oscillatory behaviour of the inflaton
starts, as defined in the bulk text.
dimensions, and extract the oscillon shapes and energies from the lattice, well after the
oscillons have stabilized. In the second part we investigate the lifetime of oscillons in hilltop
potentials, using numerical simulations of single classical oscillons in the approximation of
spherical symmetry. We investigate the dependence of the oscillon lifetime on the parameters
of the hilltop potentials, in particular on the steepness of the potential.
The structure of this paper is as follows. In Section 2 we describe some relevant properties
of the inflationary hilltop models that we consider in this work, and review oscillon formation
after inflation. In Section 3 we present results from the (3+1)-dimensional lattice simulations,
and extract the shapes of the oscillons. In Section 4 we present results from the spherically
symmetric simulations of single oscillons, and provide estimates for the oscillon lifetime in
hilltop models. Finally, in Section 5 we summarize and discuss our results.
2 Hilltop models
As a specific example, we consider a real scalar field φ with the following hilltop-shaped
potential
V (φ) = V0
(
1− φ
p
vp
)2
, (2.1)
where v and V0 have dimensions of energy and (energy)4 respectively, and p is a positive even
integer with p ≥ 2. We show the shape of this potential as a function for φ in Fig. 1, for
p = 4, 6, 8. We observe that the potential features a plateau around φ ≈ 0, as well as two
minima at φ = ±v. The power-law coefficient p governs the flatness of the plateau, as well
as the steepness of the potential towards large field values, with larger p corresponding to a
more pronounced plateau and a steeper large field potential around the minimum.
Let us assume in this work that φ is an inflaton field. In this case, inflation takes place
when the inflaton field φ is placed close to the “top of the hill” at φ ' 0. During inflation, the
field slowly rolls down the potential towards any of the two minima at φ = ±v. Let us define
the time ti of end of inflation when the condition 3H(ti)φ˙(ti) = (∂V/∂φ)(ti) holds: this time
signals the onset of the oscillatory regime of the inflaton homogeneous mode, and it is when
we impose the initial conditions of our (3+1)-dimensional lattice simulations in Section 3. In
Table 2 we provide the model parameters that we consider in this work, as well as the initial
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p v (GeV) V0 (GeV
4) φ(ti) (GeV) φ˙(ti) (GeV
2)
4 2.44 · 1016 7.0 · 1051 2.9 · 1015 2.4 · 1024
6 2.44 · 1016 3.5 · 1054 6.3 · 1015 2.8 · 1024
8 2.44 · 1016 1.8 · 1055 8.9 · 1015 2.9 · 1024
Table 1. Numerical values for the parameters of the hilltop potential, used in the lattice simulations
of Sections 3 and 4. φ(ti) and φ˙(ti) are the values of the field amplitude and derivative for each case
at time t = ti, derived as explained in the bulk text.
values for the field amplitude and its derivative at time t = ti. The value of V0 is obtained
by fitting the amplitude of the CMB anisotropies, while we have chosen v = 0.01mp as an
example. The values of φ(ti) and φ˙(ti) are obtained by solving numerically the field and scale
factor equations, with initial conditions deep in slow-roll at φ ' 0, and assuming that the
inflaton decays towards the positive-amplitude vacuum.
While the scalar field rolls towards its minimum in the region of the scalar potential
where V ′′(φ(t)) < 0, fluctuations of the inflaton field grow, and there is an initial stage of
tachyonic preheating. As the field rolls through this tachyonic region, all the modes δφk with
k2/a2+∂2V/∂φ2 < 0 grow exponentially. In hilltop models, tachyonic preheating is generically
followed by another, even more efficient mechanism for the growth of perturbations: tachyonic
oscillations. The frequency of the field oscillations around the minimum of the potential is
governed by the mass mφ of the scalar field at the minimum,
m2φ ≡
∂2V
∂φ2
∣∣∣
φ=v
=
2p2V0
v2
. (2.2)
Tachyonic oscillations happen when the oscillating field crosses periodically the inflection
point ∂2V/∂φ2 = 0, entering the region where V ′′(φ(t)) < 0. For each oscillation, the field
perturbations grow in the tachyonic region as the field accelerates toward the minimum, and
they decrease as the field decelerates toward the plateau (i.e. when it moves uphill). This
behaviour, combined with the expansion of the Universe and the periodic crossing of the
inflection point, leads to a net growth of the field perturbations peaked at a characteristic
wavenumber kp . mφ, closely related to the frequency of the oscillations of the homogeneous
mode [21, 63].
It has been shown that these fluctuations can grow so strongly that the scalar field
can, at some localised regions, overshoot temporarily towards the “wrong vacuum”, creating
periodically expanding and collapsing bubbles [21]. Although this early phase of collapsing
bubbles typically lasts only a few oscillations, it can efficiently trigger the formation of oscillons
in hilltop models. The aim of this work is to understand better the properties of such oscillons.
In Section 3 we will focus on the oscillon energies and shapes, while in Section 4 we give a
first estimate on their typical lifetimes. With this aim, we have carried out two different kinds
of numerical simulations of the tachyonic oscillatory regime in hilltop models, which cover
different regimes of the oscillon dynamics:
• (3+1)-dimensional lattice simulations (Section 3): We present results from a set
of classical lattice simulations in (3+1)-dimensions, which start when the inflationary
slow-roll conditions break at t = ti, and capture the first O(103) oscillations of the
inflaton homogeneous mode. In these simulations, we observe the initial field perturba-
tion growth described above, as well as the corresponding formation and stabilization
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of oscillons. Well after the oscillons have stabilized, we extract the oscillon shapes and
energies by applying an appropriate extraction procedure, which is described in detail in
Section 3.1. We then fit the oscillon shapes to spherically symmetric Gaussian functions,
which are parametrized by their amplitude and radius. This way, we are able to give
estimates to the typical oscillon energies and shapes, for different power-law parameters
p of the hilltop potential.
• Spherically symmetric simulations (Section 4): Typical oscillons continuously
lose energy due to the emission of small-amplitude field waves [2], and they eventually
decay. However, the oscillons lifetime is very large in comparison with the inflaton oscil-
lation period, so the decay process cannot be typically observed with (3+1)-dimensional
lattice simulations. Moreover, the oscillon radius in the lattice decreases with time, so
there exists a lack of good enough spatial resolution at late times. For this reason, in
Section 4 we take an alternative approach: we simulate the dynamics of a single oscil-
lon, and make the approximation of spherical symmetry. This way, although we neglect
both possible oscillon asymmetries and oscillon-oscillon interactions, we reduce the com-
plexity of the system, and can solve numerically the equations of motion much faster.
These spherically symmetric simulations are initiated just when the (3+1)-dimensional
simulations end, and the initial conditions are provided by the fitted oscillon shapes
in Section 3. An appropriate truncation technique is implemented in order to avoid
unphysical interference effects due to boundary conditions. In these simulations we are
able to observe the oscillons decay, so we provide first estimates for the oscillon lifetime,
for different initial oscillon configurations and power-law coefficients p.
3 Oscillon shapes from lattice simulations in 3+1 dimensions
We present in this section results from (3+1)-dimensional lattice simulations of the hilltop
model. The tachyonic oscillatory regime in these models has already been studied with lattice
simulations in the past [21, 23, 45, 47], but these simulations mainly focused on the initial
oscillon formation regime. Our aim in this section is, instead, to extract the typical oscillon
energies and shapes, well after the oscillons have stabilized. These will constitute the initial
conditions for the spherically symmetric simulations in Section 4.
Let us begin by introducing the field and scale factor equations describing the post-
inflationary stage of the hilltop model in a FLRW spacetime. They are
φ¨− 1
a2
∇2φ+ 3H(t)φ˙+ ∂V
∂φ
= 0 , (3.1)
H2(t) ≡
(
a˙
a
)2
=
1
3m2p
(
1
2
φ˙2 +
1
2a2
|∇φ|2 + V (φ)
)
, (3.2)
where ˙≡ d/dt, and the potential function is given in Eq. (2.1). From now on we set the scale
factor initially as a(ti) = 1. It is convenient to define new dimensionless spacetime and field
variables as
t¯ ≡ mφt , x¯i ≡ mφxi , Φ ≡ φ
v
, (3.3)
where mφ is the inflaton effective mass at the minimum of the potential, defined in Eq. (2.2).
We will refer to this new set of variables as natural variables. This way, the negative/positive-
amplitude vacua of the inflaton field correspond to field amplitudes Φ = −1, 1 respectively.
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The equations of motion (3.1) and (3.2) can be then rewritten as
Φ′′ − 1
a2
∇2x¯Φ + 3HΦ′ +
1
p
Φp−1(Φp − 1) = 0 , (3.4)
H2 ≡ m−2φ H2 =
1
6
(
v
mp
)2(
Φ′2 +
1
a2
|∇x¯Φ|2 + 1
p2
(1− Φp)2
)
, (3.5)
where we have defined ′ ≡ ∂/∂t¯ and∇x¯ ≡ ∂/∂x¯. Note that for the model parameters displayed
in Table 2, there is a suppressing global factor ∼ (v/mpl)2 ∼ 10−4 on the right hand side of
Eq. (3.5), so the initial scale factor growth rate is much smaller than the inflaton oscillation
frequency, H(ti) mφ. Due to this, it takes O(103) oscillations of the inflaton homogeneous
mode for the scale factor to grow a factor 5. Finally, let us write the local energy density of
the system as
ρ ≡ 1
2
φ˙2 +
1
2a2
|∇φ|2 + V (φ)
= V0
(
p2Φ′2 +
p2
a2
|∇x¯Φ|2 + (1− Φp)2
)
, (3.6)
where in the second line we have written the expression in terms of natural variables.
As said, we have performed lattice simulations of the post-inflationary regime of the
hilltop model in 3+1 dimensions. Let us first provide some technical details about these
simulations. Our discretization technique, as well as the way in which the fields have been
initialized, are very similar to LatticeEasy [66]. We refer to its documentation for details.
However, there are two important differences in our lattice approach. First, LatticeEasy
approximates the continuum Laplacian in the field eom, with a discrete Laplacian that is
second-order accurate in space, while we use instead a fourth-order accurate one [67]. Let us
write the position vector of a point in the lattice as ~n = ∆x(niıˆ+nj ˆ+nkkˆ), where (ni, nj , nk)
are positive integers, ∆x is the step length of the box, and (ˆı, ˆ, kˆ) are vectors of length ∆x
in the (x, y, z) directions respectively. We use
∇2Φ(~n) ' 1
12∆x2
×
[
16(Φ(~n+ ıˆ) + Φ(~n+ ˆ) + Φ(~n+ kˆ) + Φ(~n− ıˆ)− Φ(~n− ˆ)− Φ(~n− kˆ))
−(Φ(~n+ 2ıˆ) + Φ(~n+ 2ˆ) + Φ(~n+ 2kˆ) + Φ(~n− 2ıˆ) + Φ(~n− 2ˆ) + Φ(~n− 2kˆ))
−90Φ(~n)] +O(∆x4) . (3.7)
This way we improve the spatial resolution of the oscillons, and hence the extraction and
fitting of their shapes. The second difference with respect to LatticeEasy, is that we
set the initial fluctuations for the scalar field and its derivative according to the following
expressions [φk ≡ φ(|~k| = k) in momentum space],
φk =
1√
2
(ake
iθ1 + bke
iθ2) , (3.8)
φ˙k =
1√
2
iωk(ake
iθ1 − bkeiθ2)−H(ti)φk , (3.9)
where ωk =
√
(k/a)2 +m2eff is the frequency of the field mode, and m
2
eff ≡ ∂2V/∂φ2|φ=φ(ti)
is the initial effective mass of the inflaton. Here, θ1 and θ2 are two random phases that vary
– 5 –
Figure 2. Left panel: We show a 3-dimensional slice of the inflaton amplitude distribution, for a
simulation with power-law coefficient p = 4, and a lattice with N3 = 2563 points and length side
L = 34.90mφ. The field values have been extracted at scale factor a ' ae ≡ 5. Red/purple surfaces
indicate where the field is in the left/right part of the vacuum (i.e. Φ < 1 and Φ > 1 respectively):
Φ = 0.75 (dark red), 0.85 (red), 0.95 (light red), 1.03 (light purple), 1.06 (purple), and 1.09 (dark
purple). Right panel: We depict the energy overdensity regions for the same lattice simulation. Dark
blue surfaces indicate where the overdensity is ∆ρ = 50, while light blue surfaces indicate where it is
∆ρ = 10. According to the criteria explained in the bulk text, we observe 10 oscillons within the box,
whose amplitudes and radii we parametrize.
randomly at all lattice points, and ak and bk are two real numbers that vary according to the
following Rayleigh distribution,
P (|ak|) = 2〈|ak|2〉 |ak|e
−|ak|2/〈|ak|2〉 , 〈|ak|2〉 = 1
2a3ωk
, (3.10)
and similarly for bk. This is similar to the initialization procedure of LatticeEasy, but with
one important change: in Eqs. (3.8)-(3.9) there are four random numbers for each lattice
point, while in LatticeEasy there are only three, because it imposes ak = bk. This ensures
that the initial spectrum of fluctuations is Gaussian [68].
We have carried out several lattice simulations for the power-law coefficients p = 4, 6, 8
in the hilltop potential (2.1). In Table 2 we give the model parameters and initial field
homogeneous modes used in the lattice simulations, for each value of p. The results we
present in this section have been obtained with lattices of N3 = 2563 points and infrared
cutoff pmin ≡ 2pi/L = 0.18mφ, with L the length side of the box. However, we have done
additional simulations with N3 = 5123 points and different box sizes, in order to check the
consistency of our results. We have simulated the system until the scale factor becomes
a ' ae ≡ 5, which corresponds to simulation times mφte ' 6870, 10450, 14290 for p = 4, 6, 8
respectively. It is at these times when we extract and fit the oscillon shapes, which will be
used as initial conditions for the spherically symmetric simulations in Section 4. The subindex
‘e’ in the quantities above means extraction, and we denote the time te as extraction time.
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3.1 Fitting procedure for oscillon shapes
Let us now explain the details of our extraction and fitting procedure for the oscillon shapes,
which we apply at time t = te. The first step is to identify all the oscillons that are present in a
lattice simulation. As we want to do many simulations, it is useful to find a generic criterium
that can be systematically applied, for all the three power-law coefficients p = 4, 6, 8. As
known, oscillons are characterized by a local energy density much larger than the average
energy present in the Universe. Hence, in our particular scenario, we have defined oscillon as
the set of all adjacent points in the lattice with local energy density ρ [defined in Eq. (3.6)]
10 times larger than the average energy density in the box, i.e.,
∆ρ(~n) ≡ ρ(~n)〈ρ〉
L3
& 10 , (3.11)
where 〈. . . 〉L3 means spatial average over the lattice. Note that, while the average energy den-
sity redshifts due to the expansion of the Universe, the oscillon energy remains approximately
constant, so the oscillon energy overdensity ∆ρ grows with time. The factor 10 in Eq. (3.11)
is just an appropriate choice to capture all oscillons within the box in all our simulations, at
the time t = te and for the power-law coefficients p = 4, 6, 8. It is also useful to require, for
at least one of the points in the oscillon, to have an energy overdensity larger than ∆ρ > 50.
This way, we rule out regions with exceptionally large vacuum fluctuations, but too small to
be considered as oscillons. With this definition, and for the lattice boxes indicated above, we
typically observe ∼ 10 oscillons in our simulations, which span approximately O(103) lattice
points. As an example let us focus on Fig. 2, where we show the field amplitude and energy
distributions in a lattice simulation with p = 4, plotted when the scale factor is a ' ae ≡ 5.
In the left panel we observe regions where the field is either on the left hand side of the
inflaton vacuum (Φ < 1) or on the right hand side (Φ > 1). Note that at this time, there
are no regions with Φ < 0. We can clearly observe several oscillons, which are in a local
extremum of their oscillations at the time when the slice is plotted. Correspondingly, as seen
in the right panel of Fig. 2, these regions present a very large energy overdensity ∆ρ & 10,
and are identified as oscillons. However, let us also remark that there are also other regions
with large energy overdensity, which do not have a counterpart in the left panel: these are
also oscillons, but they are in the middle of their oscillations (i.e. Φ ≈ 1) at the time when
the slice is plotted, so they cannot be observed in an amplitude distribution.
Having identified all oscillons within the box, we want to fit their shapes. For this,
let us focus on Fig. 3, where we show the time evolution of a particular oscillon, extracted
from a (3+1)-dimensional lattice simulation. The dashed line in the figure indicates the field
amplitude at the center of the oscillon. It oscillates with a period Tosc & 2pi in natural time
units. We also plot the upper and lower envelopes of these oscillations, which we denote as
Φ+ and Φ− respectively. From this, we can define the oscillon amplitude A− as
A−(t) ≡ 1− Φ−(t) . (3.12)
This quantity measures the deviation of the lower envelope with respect to the inflaton vacuum
at Φ = 1. The larger the amplitude of the oscillations, the larger A− is. Of course, we could
have also defined the oscillon amplitude in terms of the upper envelope as A+(t) ≡ Φ+(t)−1.
As the potential is not symmetric around the minimum, we have A+ 6= A−, and in fact,
A− > A+ due to the existence of a flat region of the potential in the left hand side of the
vacuum. In this work we present our results for the oscillon shapes in terms of A−. Note also
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Figure 3. We show the time-evolution of a single oscillon, extracted from a (3+1)-dimensional lattice
simulation with p = 4. The dashed blue line shows the field amplitude at the center of the oscillon,
during several oscillations at approximately a ' ae ≡ 5. The thick blue lines show the upper and
lower envelopes of the oscillations, Φ+(t) and Φ−(t) .
that both A− and A+ evolve with time: this is related to the existence of a breathing mode,
which we discuss in more detail in Section 3.2.
Let us define A(e)− ≡ A(te) as the oscillon amplitude when the scale factor is a ' ae ≡
5 [from now on, we will use the superscript “(e)” to indicate quantities evaluated at the
extraction time t = te]. We have been able to extract the numerical values of A
(e)
− for all the
oscillons observed in the (3+1)-dimensional lattice simulations. We can then fit the oscillons
to the following spherically symmetric Gaussian function,
Φ(r, te) = 1−A(e)− e−
1
2
(
r
R(e)
)2
, (3.13)
where r¯ is the radial distance to the center of the oscillon in natural units, and R(e) ≡ R(te)
is the oscillon radius at time t = te, obtained directly from the fit1. All lattice points at a
radial distance r < 5R(e) with respect to the center of the oscillon are used for the fitting.
We show in Fig. 4 two examples of this fitting procedure, for two different oscillons with
p = 4 and p = 8. We see that the Gaussian expression (3.13) fits remarkably well the real
oscillon solution. The small difference is due mainly to two reasons: first, the real oscillons
are not exactly Gaussian, and second, they are slightly asymmetric. Despite this caveat, we
are able to obtain estimates for A(e)− and R(e) for all oscillons, and to qualitatively describe
the oscillon shapes with just these two quantities. We present a simple statistical analysis of
these quantities in Section 3.2.
Before proceeding to the analysis of the oscillon shapes, let us define the physical radius
of an oscillon as Rp ≡ aR. The radius decreases approximately as R ∼ a−1, so as we shall
see in Section 4, Rp remains quite constant during the time evolution of the oscillon. For this
reason, in Section 3.2 we will quote our results for the oscillon shapes in terms of the physical
radius at time t = te, i.e. R
(e)
p ≡ aeR(e).
1More specifically, the fit is carried out at a time t = t∗(≥ te), when the field at the center of the oscillon is
in a local minimum of the oscillation. For example, in the case of the oscillon depicted in Fig. 3, the extraction
time is mφte = 6861, while the fitting time is mφt∗ = 6869.
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Figure 4. We show the profile of two typical oscillons for p = 4 (left) and p = 8 (right), extracted
when the scale factor is a ' ae ≡ 5. Each purple dot corresponds to a particular lattice point within
the oscillon: the horizontal axis shows the radial distance of that point from the center of the oscillon,
and the vertical axis shows the field amplitude at that point. We have fitted the oscillons to Eq. (3.13),
and show the fit with a red line in each of the two panels. For the oscillon in the left panel, the field
value at the center of the oscillon is Φ− ' 0.46, so the amplitude is A(e)− ≡ 1−Φ− ' 0.54. On the other
hand, from the fit we obtain R(e) ' 0.64, so the physical radius is R(e)p ≡ aeR(e) ' 3.2. For the oscillon
in the right panel, we have Φ− ' 0.75, A(e)− ≡ 1− Φ− ' 0.25, R(e) ' 0.7, and R(e)p ≡ aeR(e) ' 3.5.
3.2 Results for oscillon shapes and energies
Let us now present our results for the oscillon shapes in hilltop potentials. According to
the procedure described in Section 3.1, we have obtained the amplitude A(e)− and physical
radius R(e)p of all oscillons observed in the (3+1)-dimensional lattice simulations, for the three
power-law coefficients p = 4, 6, 8. As explained above, we extract the oscillon shapes when
the scale factor is a ' ae ≡ 5, which is well after the oscillons have formed and stabilized.
In our simulations we typically observe ∼10 oscillons in the lattice (see Fig. 2), which is not
enough to do a simple statistical analysis of the data. Therefore, in order to accumulate
enough results, we have decided to run five different simulations for each individual value of
p. The lattice and model parameters are the same for all five simulations, but the seeds that
generate the initial random fluctuations of the scalar field [see Eqs. (3.8)-(3.9)] are different.
As the initial field distribution is different in each simulation, so is the number and shape of
the oscillons.
Our results for the oscillon shapes are summarized in Fig. 5. There we plot a set of nine
histograms, which show the distribution of oscillon amplitudes A(e)− , physical radii R
(e)
p , and
energies E(e)osc [defined below in Eq. (3.15)], for the three power-law coefficients p = 4 (top
panels), 6 (middle panels), and 8 (bottom panels). The distributions show the accumulated
results, where each color in each panel indicates one of the five different lattice simulations.
We also indicate the median of each distribution with a vertical dashed line. From these
distributions, we can compute that 80% of the measured amplitudes and radii are within the
following intervals,
A
(e)
− ∈

[0.32, 0.59] , if p = 4 ,
[0.24, 0.40] , if p = 6 ,
[0.18, 0.29] , if p = 8 ,
R(e)p ∈

[3.1, 4.3] , if p = 4 ,
[3.1, 3.8] , if p = 6 ,
[3.1, 3.9] , if p = 8 ,
(3.14)
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where the values of R(e)p are in units of m−1φ . We observe that as we increase p, the amplitude
of the typical oscillons gets smaller. This is due to the shape of potential: as seen in Fig. 1,
for larger p the potential around the minimum is steeper, meaning that the field value which
separates positive-curvature and negative-curvature regions of the potential gets closer to the
minimum at Φ ≈ 1. On the other hand, the typical extracted values for the physical radius
Rp (middle panels) are quite independent of p, and in fact, the most observed outcome is
approximately Rp ∼ 3.2 for the three power-law coefficients. However, let us remark the range
of extracted radii is larger for p = 4 than for p = 6, 8. On the other hand, we show in Fig. 6
the correlation between the different amplitudes and radii of the oscillons, for p = 4, 6, 8. We
observe that these quantities are strongly anti-correlated: smaller oscillon radii imply larger
oscillon amplitudes.
Let us define the oscillon energy Eosc as the integral of the local energy density (3.6)
over the oscillon volume. Assuming spherical symmetry, it can be written as
E(e)osc ≡
∫
Vosc
dV ρ ' 4pia3V0m−3φ
∫ r¯=5R(e)
r¯=0
dr¯r¯2
(
p2Φ′2 +
p2
a2
(∂r¯Φ)
2 + (1− Φp)2
)
, (3.15)
where dV ≡ 4pia3m−3φ r¯2dr¯ is the volume differential, and the quantity has been evaluated at
time t = te. For the Gaussian solution Eq. (3.13), the energy density goes to ρ→ 0 as r¯ →∞,
so the upper limit of the integral r¯ = 5R(e) captures all the relevant energetic contributions.
In the lattice, the oscillon is computed by summing the local energies at all lattice points
within radial distance r¯ < 5R(e) with respect to the center of the oscillon.
We show in the right panels of Fig. 5 the distribution of oscillon energies, extracted from
the (3+1)-dimensional lattice simulations. Remarkably, we observe that the distribution of
energies [or more specifically, of the ratio E(e)osc/(V0m−3φ )] is quite similar for the three power-
law coefficients p = 4, 6, 8. In particular, we get that 80% of the oscillons have energies within
the ranges
E
(e)
osc
V0m
−3
φ
∈

[470, 580] , if p = 4 ,
[440, 600] , if p = 6 ,
[420, 610] , if p = 8 ,
(3.16)
and that all oscillons have energies between E(e)osc/(V0m−3φ ) ∈ [400, 700]. Let us recall that the
value of the potential energy at the plateau V0 and the effective mass mφ are different for each
value of p (see Table 2), so the oscillon energies do depend implicitly on these parameters
though. In Fig. 6 we have also depicted, with dashed lines, the combinations of amplitude
and radius that correspond to oscillon energies E(e)osc/(V0m−3φ ) = 375, 513, and 650. We
observe that remarkably, all extracted oscillons have relatively similar energies, and that the
distribution of observed oscillons arranges along these lines of equal energy2.
The results presented in Figs. 5 and 6 allow to qualitatively characterize some of the
most important properties of oscillons in hilltop potentials (amplitudes, radii, and energies).
We have measured such properties well after oscillons have stabilized, at a ' ae ≡ 5. However,
let us remark that such properties do not remain stable, but fluctuate in time. In particular,
2According to Fig. 5, there is a small number of oscillons that have energies between 650 < E(e)osc/(V0m−3φ ) <
700, but in Fig. 6 all oscillons have energies less than E(e)osc/(V0m−3φ ) < 650. The reason of this apparent
contradiction is that the energies in Fig. 6 are computed directly from the lattice (by summing the local
energies of all lattice points within the oscillon), where oscillons are slightly asymmetric, while the dashed
lines in Fig. 5 are computed with Eq. (3.15), which assumes spherical symmetry.
– 10 –
��� ��� ��� ��� ��� ����
�
��
��
��
�-(�)
� ��
�
p=4
��� ��� ��� ��� ��� ��� ����
�
��
��
��
��
��
��(�)
� ��
�
p=4
��� ��� ��� ��� ��� ��� ����
�
��
��
��
����(�) /(���ϕ-�)
� ��
�
p=4
���� ���� ���� ���� ���� ���� �����
�
��
��
��
�-(�)
� ��
�
p=6
��� ��� ��� ��� ��� ��� ��� ����
�
��
��
��(�)
� ��
�
p=6
��� ��� ��� ��� ��� ��� ����
�
�
�
�
��
��
����(�) /(���ϕ-�)
� ��
�
p=6
���� ���� ���� ���� ���� �����
�
��
��
�-(�)
� ��
�
p=8
��� ��� ��� ��� ��� ��� ����
�
�
�
�
��
��
��(�)
� ��
�
p=8
��� ��� ��� ��� ��� ��� ����
�
�
�
�
��
��
����(�) /(���ϕ-�)
� ��
�
p=8
Figure 5. These histograms show the distribution of oscillon amplitudes, radii, and energies, in
hilltop potentials with power-law coefficients p = 4 (top panels), p = 6 (middle panels), and p = 8
(bottom panels). Data has been extracted from the (3+1)-dimensional lattice simulations when the
scale factor is a ' ae ≡ 5. In order to have enough statistics, we have done five different lattice
simulations for each power-law coefficient, with different random initial conditions (see bulk text).
Each colour in each panel corresponds to a different lattice simulation. The dashed vertical lines show
the median of each distribution.
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Figure 6. We show the correlation between the amplitudes and radii of the oscillons extracted from
the (3+1)-dimensional lattice simulations, for p = 4 (left), p = 6 (middle), and p = 8 (right). The
data is the same as in Fig. 5. The dashed gray lines indicate the combinations of amplitude and radii
that give rise to oscillon energies E(e)osc/(V0m−3φ ) = 375 (lower line), 513 (middle line), and 650 (upper
line), defined in Eq. (3.15).
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Figure 7. We show the breathing mode for the same oscillon depicted in Fig. 3. Data has been
extracted from a lattice simulation in 3+1 dimensions with p = 4. The blue continuous line shows
the oscillon amplitude A−(t) as a function of time, defined in Eq. (3.12). The red dashed line
shows the oscillon radius R(t), measured by fitting the field solution to Eq. (3.13). We observe that
both quantities oscillate in an opposite manner: the oscillon contracts and expands alternately, and
correspondingly, the oscillon amplitude increases and decreases. This breathing mode is generically
observed in other oscillons, but the amplitude and frequency of the breathing changes.
we have observed that both the amplitude and the radius of the oscillons oscillate with time
in an opposite manner, which indicates the existence of a breathing mode. Let us show an
example of this in Fig. 7. There we compare, for a single oscillon, the evolution of the
oscillon amplitude A−(t) and radius R(t) as a function of time, for some tens of oscillations
of the inflaton homogeneous mode. We observe that during this time, the oscillon amplitude
changes within the interval 0.34 < A−(t) < 0.61, while the radius changes between the
range 0.59 < R(t) < 0.84. The key aspect is that both quantities oscillate in an opposite
manner: the larger the amplitude is, the smaller the radius becomes, and the other way
around. In other words, the oscillons expand and contract, with an oscillation period Tbth,
such that Tbth > Tosc & 2pi in natural units (in the case of the figure, Tbth ≈ 15Tosc). Despite
this breathing mode, the oscillon energy remains approximately constant, as we shall see in
Section 4.
We have observed a similar breathing mode in other oscillons, both in the (3+1)-
dimensional lattice simulations, as well as in the spherically symmetric simulations that we
present in Section 4. However, the amplitude of the breathing is very dependent on the
particular oscillon shape: for some the breathing is rather large, while for others it is almost
absent. Let us also emphasize that, due to this breathing mode, the oscillons shapes extracted
at a ' ae ≡ 5, and presented in Figs. 5 and 6 do not remain constant, but change in time.
Hence, if we had extracted the shapes at a later time, these Figs. would definitely be different.
However, as the data corresponds to a relatively large number of oscillons, we expect to have
captured qualitatively well the typical oscillon shapes.
4 Oscillon lifetimes from lattice simulations with spherical symmetry
The lifetime of oscillons may depend on diverse factors, like the form of the scalar potential
or the coupling of the field to secondary species. In this section, we study the lifetime of
oscillons in inflationary hilltop potentials, assuming that the inflaton is decoupled from (or
weakly coupled to) other species (see e.g. [23]). Moreover, we will focus only on the classical
– 12 –
dynamics of the inflaton field. Quantum effects can have a relevant impact on the longevity
of oscillons [32, 35, 69], but we ignore such effects in this work.
In this section we solve numerically the inflaton equation of motion for a single oscillon.
Oscillons evolve towards a more and more spherically symmetric shape as time goes on. Hence,
here we will assume that oscillons are exactly symmetric at time t = te, and ignore possible
contributions of the asymmetry to the oscillon lifetime. Moreover, we will approximate the
oscillons at this time by a Gaussian function with different amplitudes and radii. In hilltop
models, oscillons are generically found to be orders of magnitude smaller than the size of the
horizon, so we can neglect the friction term in Eq. (3.4). We can then write the field eom
(3.4) as
∂2Φ
∂t
2 −
1
a2
(
∂2Φ
∂r¯2
+
2
r¯
∂Φ
∂r¯
)
+
1
p
Φp−1(Φp − 1) = 0 , (4.1)
where Φ ≡ Φ(r¯). As we shall see below, the physical radius of the oscillon Rp ≡ aR does not
change much during the time evolution of the system. Hence, when solving numerically the
field equation, it is very useful to write it in terms of a new radial coordinate r¯p ≡ ar¯ = amφr,
so that we ensure that the relevant length scales are always captured in the lattice. The field
equation is then written as
∂2Φ
∂t
2 −
∂2Φ
∂r¯2p
− 2
r¯p
∂Φ
∂r¯p
+
1
p
Φp−1(Φp − 1) = 0 . (4.2)
Note also that, in these variables, the scale factor does not appear explicitly in the field
equation of motion3.
In this section we are interested in setting the initial conditions of the field at the
extraction time t = te, which was when we extracted the oscillon shapes from the (3+1)-
dimensional lattice simulations. At this time, we initiate the field and its derivative as
Φ(t = te, rp) = 1−A(e)− e−
1
2
(
rp/R
(e)
p
)2
, (4.4)
Φ′(t = te, rp) = 0 , (4.5)
where the values of A(e)− and R
(e)
p are typically within the intervals given in Eq. (3.14). We
have set the initial field derivative to zero, which is a reasonable assumption when the oscillon
is in a local minimum of its oscillations.
Here we solve the equation of motion (4.2) using (1+1)-dimensional lattice simulations,
with initial conditions given by Eqs. (4.4)-(4.5). We will refer to these as radial or spherically
symmetric simulations. We solve the equation of motion for power-law coefficients p = 4, 6, 8
and different initial oscillon shapes, and let the system evolve until the oscillon decays. In
Section 4.1 we explain the technical details of our numerical simulations, putting special
emphasis on how we deal with boundary conditions. We will then present our results on the
oscillon lifetimes in Section 4.2.
3The potential can be expanded around the minimum as V (φ) ∼ m2φφ2/2, so the Universe expands ap-
proximately as matter-dominated after the initial tachyonic oscillatory regime. From the (3+1)-dimensional
lattice simulations, we have been able to fit the scale factor to the function
a(t) ' (1 + a1mφt)2/3−δ , (4.3)
where the numerical values of coefficients a1 and δ( 2/3) are obtained from the fits. For p = (4, 6, 8), we
get a1 = (1.78 · 10−3, 1.19 · 10−3, 0.89 · 10−3) and δ = (0.043, 0.048, 0.052) respectively. These simulations end
when the scale factor is a ' ae ≡ 5, but we can reasonably extrapolate our fit to later times.
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4.1 Numerical technique for radial simulations
Let us explain now the details of our numerical technique. We have performed simulations for
a single spherically symmetric Gaussian oscillon centered at the origin (rp = 0), with initial
field distribution given by Eqs. (4.4)-(4.5). In particular, we solve a discrete version of the
field eom (4.2) in a (1+1)-dimensional lattice of finite size L and number of points N . All
the results we present in Section 4.2 are based on lattice simulations with
L = 100R(e)p , N = 5000 , and ∆x ≡
L
N
= 0.02R(e)p , (4.6)
where ∆x is the length step. This way, we adapt the size of the lattice to the initial physical
radius of the oscillon, such that we have always the same number of nodes capturing the
dynamics at scales within the oscillon. The oscillon eom is solved using a staggered Leapfrog
algorithm that is second-order accurate in time. In our simulations, the time step is chosen
to be ∆t = 0.5∆x. On the other hand, in order to discretize the spatial derivatives, we
have decided to follow the same approach as in the (3+1)-dimensional simulations: there we
approximated the continuous Laplacian by the central-scheme (3.7), which is fourth-order
accurate in space. Similarly, we substitute here the continuous spatial derivatives in the field
eom, by the following fourth-order accurate expressions [67],
∂Φ
∂rp
' Φ(rp − 2∆x)− 8Φ(rp −∆x) + 8Φ(rp + ∆x)− Φ(rp + 2∆x)
12 ∆x
, (4.7)
∂2Φ
∂r2p
' −Φ(rp + 2∆x) + 16Φ(rp + ∆x)− 30Φ(rp) + 16Φ(rp −∆x)− Φ(rp − 2∆x)
12 ∆x2
. (4.8)
Let us explain now how we deal with boundary conditions. According to Eq. (4.4), the
initial field distribution at time t = te decays exponentially as r¯p → ∞. Due to this, and
because of machine precision, the initial field amplitude in our simulations is exactly zero for
enough large radial distances r¯  R(e)p . As we have chosen the length of the box to be much
larger than the oscillon radius, L  R(e)p , the field amplitude is zero close to the boundary,
and there are not unphysical interference effects initially, despite the existence of periodic
boundary conditions in the lattice. However, oscillons continuously lose energy through the
emission of small-amplitude scalar waves, which radially propagate away from the oscillon
towards rp → ∞. As we perform simulations in a finite box, these waves eventually hit the
boundary at r¯p = L, thereby giving rise to unphysical reflections and interferences. In order
to avoid such effects, our code smoothly truncates the field distribution whenever scalar waves
come close to the boundary.
More specifically, our method is based on the definition of a truncation function G(rp; r∆)
as
G(rp; r∆) ≡
e−γ(rp−r∆ )
1 + e−γ(rp−r∆ )
, (4.9)
where γ is a free parameter, and r∆ is a length scale within the interval 0 < r∆ < L. This
function is antisymmetric around rp = r∆ , and goes as G(r¯p; r∆) → (1, 1/2, 0) in the limit
(r¯p − r∆) → (−∞, 0,∞). Each time the wave becomes closer to the boundary, the program
stops the computation, and reinitializes the field and its derivative according to
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Figure 8. We track energy conservation for a radial simulations with p = 4, initial amplitude
A
(e)
− = 0.62, and radius R
(e)
p = 2.90. The time step in the left panel is ∆t = 0.5∆x, while in the
right panel is ∆t = 0.2∆x, with ∆x = 0.02R(e)p . The blue lines show the total energy in the lattice as
a function of time, which decreases due to the continuous truncation of scalar waves at large radial
distances. The red lines show at first the initial energy in the box E(e)tot/(V0m
−3
φ ) ' 480, but as
time goes on, we subtract to it the lost energy due to the truncation technique. We can check energy
conservation by comparing both quantities. As expected, energy is better preserved in the right panel,
because the time step is smaller. The dashed vertical lines indicate the time when the oscillon decays,
which is identical in both panels.
Φ(t, rp) =

Φ(t, rp) for rp < r∆ −∆R ,
1 +
[
Φ(t, rp)− 1
]
G(rp; r∆) for r∆ −∆R ≤ rp ≤ r∆ + ∆R ,
1 for rp > r∆ + ∆R ,
(4.10)
and
Φ′(t, rp) =

Φ′(t, rp) for rp < r∆ −∆R ,
Φ′(t, rp)G(rp; r∆) for r∆ −∆R ≤ rp ≤ r∆ + ∆R ,
0 for rp > r∆ + ∆R ,
(4.11)
where ∆R is also a free length scale. The truncation function smoothly pushes the amplitude
of the field towards zero at r¯ > r∆ − ∆R, while keeping the field distribution intact for
r¯ < r∆ − ∆R. Roughly speaking, parameter γ controls how fast the transition is. For our
simulations with lattice parameters (4.6), we have checked that good choices are
∆R = 10R
(e)
p , γ = 10 , and r∆ = 60R
(e)
p . (4.12)
In order to check the robustness of our numerical method, we have performed additional
numerical simulations with different lattices, time steps, and truncation parameters. Typ-
ically, if the box is smaller, the scalar waves need less time to arrive at the boundary, so
the field is reinitialized many more times. However, we have checked that for the oscillon
dynamics and lifetimes, this is not relevant. As an additional test of our method, we have
also reproduced the results presented in Figure 3a of Ref. [4]. Note that there exist alter-
native techniques to avoid the boundary condition problem, such as the implementation of
absorbing boundary conditions (as in [33, 34]), or the addition of an artificial r-dependent
damping term, as proposed in [70]. With our procedure, we have been able to accurately
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track how much energy is lost due to the truncation of waves at large rp, which in turn al-
lows to accurately check energy conservation within the box during the simulation. Due to
the symplectic nature of the staggered leapfrog algorithm, energy is approximately conserved
during the whole time evolution. For ∆t = 0.5∆x, energy is conserved up to a factor ∼ 10−2,
but smaller time steps improve energy conservation, as seen in Fig. 8. We have done different
lattice simulations for different time steps, but the estimated values for the oscillon lifetimes
remain unchanged.
4.2 Results for oscillon lifetimes
In this section we present our results from the spherically symmetric simulations, as well as
give estimates for the typical oscillon lifetimes in hilltop models. To begin with, let us consider
Fig. 9, where we show three different examples of simulations with power-law coefficients
p = 4 (top panels), p = 6 (middle panels), and p = 8 (bottom panels). The initial shapes
of the oscillons (i.e. the values of A(e)− and R
(e)
p ) are chosen, in each case, to represent some
of the typical shapes extracted in Section 3.2. The left dashed vertical line in each panel
shows the initial time of the simulations, which correspond to the extraction times mφte ≈
6870, 10450, 14290, for p = 4, 6, 8, respectively.
Let us focus first on the left panels of Fig. 9. There we show the time evolution of the
lower and upper envelopes of the oscillations, i.e. Φ+(t) and Φ−(t), measured at the center of
the oscillon at r¯p = 0. Remember that according to our definition in Section 3.1, the oscillon
amplitude is defined as A−(t) = 1 − Φ−(t). First we observe that both envelopes oscillate
due to the existence of a breathing mode, in agreement with what we observed in the (3+1)-
dimensional lattice simulations. The breathing amplitude is significantly larger for p = 4 than
for p = 6, 8. As the oscillons continuously lose energy due to the emission of small-amplitude
scalar waves, the envelopes of the oscillons become increasingly closer to Φ = 1. Due to this,
the field amplitudes within the oscillon are, as time goes on, in the non-shallow region of the
inflationary potential for increasingly longer periods of time. Eventually, there is a time when
the oscillon is no longer stable and decays: the field amplitude becomes Φ ≈ 1 everywhere,
and the oscillon amplitude becomes A− ≈ 0. This process takes only mφ∆t ∼ 103 units of
time, which is very fast in comparison with the oscillon lifetime. Therefore, we can easily
define a new quantity to signal this moment: the oscillon decay time tdec.
Let us focus now on the middle panels of Fig. 9, which show, for the three simulations,
the oscillon physical radius Rp(t) as a function of time. The radius is is obtained by fitting the
field distribution at each time to the Gaussian function (3.13). We observe that in the three
cases, the physical radius slightly increases with time, albeit not much. For p = 4, it grows
from R(e)p = 3.2 at t = te, to Rp(t . tdec) ∼ 4.0 just before the oscillon decays. Similarly, for
p = 6 it goes from R(e)p = 3.3 to Rp(t . tdec) ∼ 4.4, and for p = 8 it goes from R(e)p = 3.3
to Rp(t . tdec) ∼ 4.5. Let us also note that the radius also shows a breathing mode, whose
amplitude increases as time goes on. The breathing mode is opposite to the one observed for
the amplitude, in compatibility with the results presented in Section 3.
Finally, let us consider the right panels of Fig. 9, where we show the energy of the
oscillons as a function of time, defined as
Eosc(t) = 4piV0m
−3
φ
∫ 5Rp
0
drp r
2
p
[
1
2
(
∂Φ
∂t
)2
+
1
2
(
∂Φ
∂rp
)2
+ V (Φ)
]
, (4.13)
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Figure 9. We show the time evolution of three typical oscillons, obtained from radial simulations
with p = 4 (top panels), p = 6 (middle panels), and p = 8 (bottom panels). The initial amplitude
and radius of the oscillons are given in Table 2. The left panels show, for each simulation, the upper
and lower envelops of the field oscillations Φ+ and Φ−, as measured at the center of the oscillon. The
oscillon amplitude is defined as A−(t) = 1−Φ−(t). The middle panels show the radius of the oscillon
R, obtained by fitting the field solution to the Gaussian function (3.13). The right panels show the
evolution of the oscillon energy, defined in Eq. (4.13). In each panel we indicate, with vertical dashed
lines, the extraction time mφte (when the simulations start), and the oscillon decay time mφtdec.
[recall Eq. (3.15)]. The oscillon energy changes with time due to two reasons. First, the field
amplitudes within the oscillon become closer to the vacuum of the potential, so the integrand
in Eq. (4.13) is smaller. And second, the (average of the) physical radius grows with time,
so the integral in Eq. (4.13) increasingly captures a larger volume. In Fig. 9 we observe that
the oscillon energies slowly decrease with time, so the first effect dominates over the second
one: just before their decay, the oscillons have lost ∼ 15%, ∼ 35% and ∼ 40% of their initial
energy, for p = 4, 6, 8, respectively.
In Fig. 9 we clearly see that the oscillon lifetimes depend very strongly on the power-law
coefficient p. We have displayed the numerical values for the observed decay times mφtdec in
Table 2. We get that, approximately,
(mφtdec)
[p=8] ≈ 2(mφtdec)[p=6] ≈ 20(mφtdec)[p=4] , (4.14)
so the larger p is, the larger the lifetime of the oscillons in natural units becomes. However,
let us remark that the inflaton effective mass mφ [defined in Eq. (2.2)] depends explicitly
on p, as well as on V0 (which is also different for each value of p). Therefore, we have
decided to translate these times to number of e-folds of expansion after inflation. Using the
– 17 –
p A
(e)
− R
(e)
p mφtdec N
4 0.5 3.2 1.47 · 105 3.5
6 0.35 3.3 1.32 · 106 4.6
8 0.27 3.3 2.34 · 106 4.7
Table 2. We show the lifetimes of three typical oscillons for p = 4, 6, 8, obtained from the spherically
symmetric simulations. The dynamics of these oscillons have been shown in Fig. 9. The last column
gives the decay times in terms of number of e-folds of expansion, computed using Eq. (4.3).
extrapolation for the scale factor given in Eq. (4.3), we get that typical oscillons in hilltop
models live N ∼ 3.5, 4.6, 4.7 e-folds for power-law coefficients p = 4, 6, 8 respectively.
Of course, the results we have just presented correspond to a particular choice for the
initial oscillon shape. However, as observed in Section 3.2, oscillons are seen to have a large
variety of shapes, which translate into a larger spectrum of possible A(e)− and R
(e)
p . We have
observed that, indeed, the oscillon decay time is very dependent on the initial oscillon shape.
Therefore, we have decided to study how this quantity changes for different reasonable initial
configurations. Our findings on this issue are summarized in Fig. 10, where we plot the decay
times extracted from our spherically symmetric simulations for p = 4, 6, 8, and for different
choices of A(e)− and R
(e)
p . We have chosen values that are in approximate agreement with the
ones extracted from the (3+1)-lattice simulations in Section 3. For each of the three power-
law coefficients p = 4, 6, 8, we can divide the A(e)− -R
(e)
p parameter space in two clear regions:
the instability region, depicted in gray, and the stability region, depicted in white. For oscillon
configurations within the instability region, the oscillon decay is seen to be immediate, so
mφtdec ≈ 0. On the other hand, for oscillons with initial shapes within the stability region,
the solution for the field distribution obtained from the radial simulations correspond to the
one of an oscillon. In these cases, the oscillon dynamics is qualitatively similar to the one
described above, and we can identify a non-zero decay time mφtdec > 0. We can parametrize
the line dividing the stability and instability regions for each of the power-law coefficients as
A
(st)
− ' 0.53(R(st)p /3)−2 , for p = 4 , (4.15)
A
(st)
− ' 0.34(R(st)p /3)−2 , for p = 6 , (4.16)
A
(st)
− ' 0.25(R(st)p /3)−2 , for p = 8 . (4.17)
We observe that the smaller the radius, the larger the amplitude must be for the oscillon to be
stable. Note also that in Fig. 10, we have also depicted the values for the oscillon shapes ex-
tracted from the (3+1)-dimensional lattice simulations: as expected, all the extracted shapes
are within the stability region, which is a good consistency check.
Let us focus on the distribution of decay times observed in the stability regions of
Fig. 10. As expected, oscillons with initial shapes closer to the instability region have shorter
lifetimes, while if the initial energy of the oscillon is large enough, the oscillons lifetime can be
significantly larger. The maximum lifetime observed in the spherically symmetric simulations
is,
for p = 4: mφt
(max)
dec ' 5.3 · 105 → N (max) ≈ 4.3 ,
for p = 6: mφt
(max)
dec ' 1.7 · 106 → N (max) ≈ 4.7 ,
for p = 8: mφt
(max)
dec ' 2.9 · 106 → N (max) ≈ 4.8 ,
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Figure 10. We show the decay time of the oscillons for p = 4 (top), p = 6 (middle), and p = 8
(bottom), obtained from the spherically symmetric simulations. Each circle corresponds to a single
simulation, where the initial shape of the oscillon is parametrized by the physical radius R(e)p (hori-
zontal axis) and amplitude A(e)− (vertical axis). The color of each circle indicates the measured decay
time, going from purple (shorter times) to red (larger times). The gray areas in each panel show
the regions in the (A(e)− ,R
(e)
p ) parameter space where the solution is unstable, i.e. when the initial
Gaussian oscillon in the spherically symmetric simulation immediately decays. The brown ‘x’ show
the amplitudes and radii of the oscillons observed in the (3+1)-dimensional simulations and extracted
at a ' ae ≡ 5, see Fig. 6. Finally, the dashed lines indicate the values of A(e)− and R(e) that corre-
spond to oscillon energies E(e)osc/(V0m−3φ ) = 375 (bottom line), 513 (middle line) and 650 (top line),
see Eq. (4.13).
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Figure 11. We show, for three different oscillons, the upper and lower envelopes Φ+,−(t) of the
oscillations as a function of time. The power-law coefficient is p = 4. The initial oscillon amplitude
is the same in the three panels, A(e)− = 0.46, but the radius is different: R
(e)
p = 3.25 (left), 3.65
(middle), 4.75 (right). We indicate, with vertical dashed lines, the extraction time mφte (i.e. when
the spherically symmetric simulations begin) and the oscillon decay time mφtdec. Depending on the
initial radius of the oscillon, both the lifetime and the breathing mode are different.
where we have also quoted the oscillon lifetime in number of efolds of expansion, using Eq (4.3).
We observe that oscillons do not live for more that 5 e-folds, for any of the considered power-
law coefficients and for reasonable oscillon shapes4.
As a final remark, let us comment that we have observed a strong correlation between
the amplitude of the breathing mode, and the oscillon decay time. To see this, let us focus on
Fig. 11, where we show the upper and lower envelopes of the field oscillations as a function of
time, for three different oscillons. The power-law coefficient is p = 4. The initial amplitude of
the oscillon is the same in the three cases (A(e)− = 0.46), but the physical radius differs. The
oscillon on the left panel has a initial radius R(e)p = 3.25, which puts it initially slightly above
the line separating the stability and instability regions of the amplitude-radius parameter
space, R(e)p & R(st)p ' 3.22 [see Eq. (4.15)]. Due to this, the lifetime of this oscillon is
remarkably short: only mφtdec ≈ 5 · 104. On the other hand, as observed in Fig. 11, the
amplitude of the breathing mode is very large. Let us write the oscillon amplitude as
A−(t) ' 〈A−(t)〉osc × (1 + ∆A−(t)) , (4.18)
where 〈. . . 〉osc means average over many oscillations. For this oscillon, we get approximately
∆A−(t) ∼ 0.1. Let us now focus on the oscillon in the middle panel, which has an initial
radius slightly larger: R(e)p = 3.65. Due to this, the oscillon lifetime is significantly larger,
mφtdec ' 5.2 · 105. On the other hand, it is clearly seen that the amplitude of the breathing
mode is much smaller than in the former case: ∆A−(t) ∼ 0.01. Finally, in the right panel we
show an oscillon with an exceptionally large initial radius R(e)p = 4.75. Note that this oscillon
configuration was not observed in the equivalent (3+1)-dimensional lattice simulations, but
we show it here for completeness. In this case, the oscillon lifetime is slightly shorter than
in the second case, mφtdec ' 3.1 · 105, but the amplitude of the breathing mode is larger,
∆A−(t) ∼ 0.01. Hence, we observe than oscillons which show a stronger breathing typically
have shorter lifetimes. This behaviour has also been observed for other amplitudes, as well
4For p = 4, our (3+1)-dimensional lattice simulations run until time mφte ' 6870, while the typical
lifetimes observed in the spherically symmetric simulations are mφtdec ' O(105). However, this does not
imply that, by simply increasing the simulated time in the (3+1)-dimensional simulation by a factor ∼ 10,
we would be able to observe the oscillon decay there. The reason is that, as time goes on, the volume of the
oscillon decreases in the lattice, so we would lack enough spatial resolution to resolve it accurately at late
times.
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as for other power-law coefficients. A more detailed study of the breathing mode and its
effect on the lifetime of the oscillons is beyond the scope of this work, but it would be worth
studying it elsewhere.
5 Summary and Discussion
Oscillons have attracted large interest in the cosmology community (see e.g. [1–43]). They
constitute a fascinating example of a non-perturbative out-of-equilibrium phenomenon in
the early Universe, where they can form e.g. after inflation when the potential sourcing the
expansion of the Universe is shallower than quadratic away from the minimum, at least for
some field amplitudes. It has been observed that oscillons can live for very long times, but
the lifetime depends strongly on several factors, such as the shape of the potential, the initial
shape of the oscillons, or the coupling of the scalar field to secondary species.
In this work, we have carried out an extensive analysis of the properties of oscillons in
hilltop-type potentials, focusing on the hilltop inflation models specified in Eq. (2.1). The
potentials feature a plateau at φ ≈ 0, where inflaton happens, but have their minimum at
non-zero vacuum expectation value φ = ±v 6= 0. They are also characterised by the power-
law coefficient p, and we considered for our analysis the cases p = 4, 6, 8. Larger p (for fixed
v) implies a flatter plateau, and a steeper decline towards the minimum of the potential. As
seen in [21, 23, 45, 47], the post-inflationary tachyonic oscillations of the inflaton field in these
models can efficiently induce the creation of oscillons, which may be very long-lived.
In Section 3 we have studied and parametrized the oscillon shapes and energies. Our
analysis has been based on a set of classical lattice simulations in (3+1) dimensions, which
capture the first O(103) oscillations of the inflaton. In hilltop models, oscillons tend to become
approximately spherically symmetric, and their profile can be approximated by a Gaussian
function. By using an appropriate algorithm to track the individual oscillons and monitor
their evolution, we have been able to extract the oscillon shapes (which are parametrized in
terms of the fitted amplitudes and radii) and their energies. Our results are summarized in
Figs. 5 and 6, as well as in Eqs. (3.14) and (3.16). We have observed that in hilltop models,
the oscillon amplitudes and radii are strongly anti-correlated, such that their combination give
rise to oscillons of similar energies. We have also observed that oscillons breathe: their radii
contract and expand as time goes on, while the maximal oscillon amplitude simultaneously
increases and decreases. The oscillation period of the breathing mode is significantly larger
than the oscillation period of the oscillons themselves.
In Section 4 we have studied and parametrized the oscillon lifetimes, using spherically
symmetric simulations for single oscillons. A truncation technique has been introduced, in
order to avoid unphysical boundary effects on the oscillon dynamics. This way, we have been
able to check energy conservation in our simulations. We have then simulated the oscillon
dynamics until their decay, for different initial oscillon configurations and different power-law
coefficients of the hilltop potential. We have observed that typical oscillons in these potentials
live up to about 4 - 5 e-folds, and that their lifetime tends to increase with the value of p (cf.
Fig. 10 and Table 2).
We would like to emphasize that our results are only a first step towards fully under-
standing and quantifying the properties of oscillons in hilltop potentials. Various aspects
could affect the oscillon shapes and lifetimes, that we have not taken into account or only
treated in some approximation. To start with, we have simulated the oscillons in an expanding
flat FLRW background, but neglected gravitational interactions as well as quantum effects.
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Also, our extraction procedure of the oscillon shapes from the (3+1)-dimensional simulations
assumes that oscillons are perfectly spherically symmetric. However, even at the compara-
tively late extraction time when the scale factor is a = 5, the oscillons were still somewhat
asymmetric, which is not captured in our subsequent spherically symmetric simulations. Fur-
thermore, although isolated oscillons are expected to become more and more spherical with
time, it is conceivable that they could develop an asymmetry again when the oscillons be-
come unstable and decay. Another effect that could affect the lifetime is the fact that the
spherically symmetric simulations do not allow to take the effects of neighbouring oscillons
into account, which can e.g. distort the oscillon shape via oscillon-oscillon interactions.
Understanding better the lifetime of oscillons is important for various reasons. Generally
speaking, since a significant part of the energy density after inflation can be concentrated in
oscillons, they can have a strong impact on the (p)reheating phase. The longer the lifetime
of the oscillons, the more pronounced the consequences can be. For example, they could have
an important effect on the post-inflationary equation of state (e.g. [17, 24, 36]) which could
affect the inflationary observables. Furthermore, oscillons not only produce a stochastic grav-
itational wave background when they are produced and during their asymmetric oscillations
[44–52], but potentially also when they decay. The resulting gravitational wave spectrum will
depend on the amount of asymmetry the oscillons develop during their decay, as well as on
the (distribution of) oscillon lifetimes.
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