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Resumo 
Neste trabalho estudamos questões relacionadas com a existência e regulari-
dade de soluções de problemas hiperbólicos e parabólicos, com condições de contorno 
mistas e descontínuas, e perturba.ções não-monótonas no caso parabólico. Aborda-
mos também a questão da continuidade dessas soluções com relação às condições 
iniciais e termo forçante, bem como o da existência de soluções periódicas forçadas. 
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Introdução 
Neste trabalho consideramos a questão da existência de soluções para duas 
classes de equações diferenciais parciais de evolução. 
A primeira, tratada no capítulo I, estuda o problema 
(I) Uu-Uxx-Utxx+q(t,x,ut)=D, iE]O,T[, xE]O,R[, 
com condições de contorno (2) colocadas adiante. 
Equações desse tipo têm sido tratadas por Massat [10], Webb [11] e Fitzgibbon 
[12]. 
A equação (1) serve de modelo, por exemplo, para a deformação longitudinal, 
a partir da posição de equilíbrio, de uma bana de comprimento R num determinado 
sistema mecânico. O termo q(t, x, ut) incorpora atritos do sistema, e as hipóteses que 
colocamos em q engloba. casos usualmente encontrados nas aplicações (veja Barreto 
[9]). No caso particular de sistemas de bombeio mecânico de petróleo ([7], [8], 
[9L [15]) a função u(t,x) deve satisfazer a equação (1) juntamente com condições de 
contorno que são não-lineares e descontínuas. Essa condição de contorno descontínua 
deve-se a um mecanismo de válvulas que imprime mudança.<; repentinas na tensão 
aplicada na extremidade da barra. Mais precisamente, denotando por H a função de 
Heaviside, consideramos em x =C a condição de contorno ux(t, R)+utx(t, C) = m.[l-
H(ut(t,f))], isto é, para um sistema de referências adequado, quando a velocidade 
Ut(t,f) é positiva então a tensão na extremidade :r = C da barra é nula, ao passo 
que quando ut(t,C) é negativa. então a tensão corresponde ao peso da coluna de 
óleo em elevaçâ.o. Na extremidade x = O pedimos que u(t,O) = fl(t), onde p(t) 
provém do movimento imposto a.o sistema por um motor na superfície (sem perda 
de generalidade veremos que podemos supor 11 = 0). Resumindo, consideramos as 
condições de contorno 
(2) u(t,O) =O, Ux(t,f) + Utx(t,f) = m.[l- H(u1(t,f))]. 
Para a existência de soluções fracas utilizamos a teoria dos operadores maxi-
mais monótonos (Brézis [1 ]). 
Mostramos que o problema (1 )-(2) gera um semigrupo não-linear num espaço 
adequado, sendo que a principal dificuldade foi a formulação adequada do domínio 
do gerador do semigrupo. 
A regularidade das soluções é conseguida pela observação de que z := u + 
u1 - u(t, f)(, onde u é solução fraca de (1 )-(2) e Ç é um certo elemento de L00 (0, R), 
satisfaz um problema de evoluçã.o do tipo: 
(Pn) z,- z"' + G(z) = h(t,x), z(t,O) =O, zx(t,f) = m[l- H(z(t,f))] 
onde G é uma certa aplicação de H1,0 em L2 (0,f). 
Este problema motivou o capítulo II, pois não encontramos na literatura re-
sultados que se aplicavam ao caso específico acima. Neste capítulo resolvemos (P11) 
para uma classe bastante ampla. de aplicações G, a qual inclui obviamente o caso 
proveniente do capítulo I. 
Em Hirano [4] e Ahmed-Xiang [5] encontramos resultados abstratos envolvendo 
perturbações não-monótonas G, entretanto as hipóteses que eles colocam em G não 
são satisfeitas para a classe que temos em mente. De fato, a nossa classe engloba 
casos que não cumprem a condição (Gv, v) .2: -c E IR feita em [4] e [5]. Mais ainda, 
estes autores pedem propriedades de continuidade de G mais restritas do que as 
nossas. 
Falemos um pouco das dificuldades envolvidas na resolução de (Pn ). A pri-
meira que ressaltamos é a. condição de contorno descontínua.. Só ela já torna o 
problema complicado, mesmo quando G =O. Uma outra dificuldade é o fato de G 
estar definida em H1 ,0 e tomando valores em L 2 (0, l'), dificultando o uso de técnicas 
de ponto fixo. 
Ressaltadas essas duas grandes dificuldades passamos agora a descrever, em 
poucas linhas, o procedimento para a resolução de (Pu). 
Inicialmente tratamos o caso G = O. Tratamo-lo como um problema de 
evolução i+ A(z) = h no espaço H = L2 (0,R). Para a formulação abstrata in~ 
troduzida provamos que A é maximal monótono em H, e mais ainda, que A é a 
subdiferencial de um funcional convexo, próprio e sei. 
Feito isto passamos a considerar o caso G =I= O. 
Optamos por utilizar o método de Galerkin para provarmos a. existência de 
solução z E L2 (0, T : H 1 ,0 ). Isso foi conseguido através de uma suavização da 
condição de fronteira em x = R e posterior passagem ao limite até chegarmos à 
solução do problema (Pn ). 
Tudo isto foi feito para condições iniciais z0 em H 1 ,0 • Entretanto, pedindo um 
pouco mais de G (veja pág. 48) estendemos estes resultados para condições iniciais 
z0 em L'(O, l). 
Agora, exigindo que G seja lipschitziana conseguimos também um teorema 
de dependência contínua das soluções com respeito às condições iniciais e termo 
forçante. 
Além disso, quando o termo forçante é T -periódico provamos que existe solução 
forte T-periódica usando técnicas de ponto fixo de Berestycki [6]. 
Capítulo 1 
1 Preliminares 
Esta seção será destinada à introdução de alguns conceitos e resultados ne-
cessários ao desenvolvimento do trabalho, tais como: espaços funcionais, conceitos 
de solução fraca., forte e generalizada, lema de Aubin-Lions, bem como alguns resul-
tados abstratos da teoria de operadores maximais monótonos. A única preocupa.çã.o 
neste ponto é facilitar a leitura do texto expondo os resultados já estabelecidos na 
literatura matemática que foram usados durante o trabalho. Por essa razão não colo-
caremos as demonstrações de tais resultados. Restringir-nos-emas a dar referências 
das mesmas para os leitores interessados. 
1.1 Espaços Funcionais: 
Sejam X um espaço de Bana.ch de norma I H lx, T um número real positivo e 
1 :s p :s 00. 
Definimos LP(O, T: X) como sendo o espaço de funções f :]0, T[......; X tais que: 
(i) f é mensurável, e 
(ii) 11/IIL'(o,TX) < oo, ondeo 
(J) llfi!L'(O,TX) = [{ llf(t)ll~dtr' se l 'Ô p < 00, e 
(2) llfi!L"(O,TX) = inf{ C E IR' ll.f(i)llx <:C, para quase todo tE [O,TJ} 
Observação: dt é a medida de Lebesgue em [O, T]. 
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É bem conhecido o fato de que LP(O, T: X) é Banach, para todo 1 :S. p :S. oo. 
Temos as seguintes propriedades: 
Proposição 1.1: Sejam X e Y espaços de Banach, u E L1 (0, T: X) e A E C( X, Y). 
Então A(foT u(t)dt) =for Au(t)dt. 
Em particular, se X' denota o dual topológico de X e { , ) denota o produto 
de dualidade entre X' e X, entâ.o: 
(3) (!,f u(t)dt) = fu,u(t))dt' 
quaisquer que sejam u E V (0, T :X) e f E X'. 
Um outro espaço de funções com o qual estaremos envolvidos é o seguinte: 
Sejam V e H espaços de Hilbert rea.is. 
Denotemos por ( ( , ) ) e li · li o produto interno e a norma em V, respectiva-
mente. Denotemos por ( , ) e I • I as quantidades correspondentes para o espaço H. 
Suponhamos ainda que a inclusão V '---+ H é contínua. 
Então, identificando H e H' via teorema. da. representaçã.o de Riesz, temos as 
seguintes inclusões contínuas: 
( 4) 
Definimos W(O, T : V, V') por: 
(5) W(O,T: V, V')= {v E L2 (0.T: V)] u E L2(0,T: V')), 
e munimos este conjunto da. seguinte norma: 
(6) [ ]
1/2 
]]u]]w(o.TVY'I = ]]u]]))(o.TV) + lluilho,T:V') · 
Proposição 1.2: W(O, T: V, V') é Hilbert com o produto interno 
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(7) [((u(t),v(t)))dt+ [((u(t),v(t)))v'.v'dt, 
onde ((, ))V'.V' é o produto interno de V' definido por ((f,g))v',V' ~ ((uJ,u9)), 
sendo ui e u9 os Únicos elementos de V que representam f e g, respectivamente. 
Demonstração: [2], página. 473. 
A proposiçâ.o abaixo dá. informa.ções sobre a. regularida.de dos elementos de 
W(O, T: V, V'). 
Proposição 1.3: A inclusão 
(8) W(O, T : V, V') '-' C([O, Tj: H) 
é contínua, onde em C([O, T] : H) consideramos a norma da convergência uniforme, 
isto é, [[u[[c([o,T]H) ~ sup [u(t)[. 
tE[O,Tj 
Demonstração: [2], página 473. 
Nos será útil a "fórmula de integraçã.o por partes". 
Proposição 1.4: Dados u, v E ·w(O, T :V, V') então 
(9) {(v(t),v(t))dt + [(v(t),u(t))dt ~ (u(T),v(T))- (u(O),v(O)). 
Demonstração: [2], pá.gina 477. 
Também nos será. útil a: 
Proposição 1.5: Dados u, v E W(O, T: V, V') e v E V temos que 
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a/u(t),v) = (u(t),v), no sentido de V'(]O, T[) isto é, 
{T . {T 
-lo (u(t),v)Ç(t)dt =lo (u(t),v)Ç(t)dt, VE, E V(]O,T[). 
Demonstração: [2], página 4 77. 
1.2 Conceitos de solução forte e fraca e resultados abstra-
tos: 
Sejam H um espaço de Hilbert, T E IR positivo, f E V(O, T: H) e A : H --t 
P(H), onde P(H) é o conjunto das pa.rtes de H. 
O domínio de A é, por definição, o conjunto D(A) := {u E H: A(u) # 0}, e a 
imagem de A é R( A):= U A(u). 
•EH 
Definição 1: Dizemos que u E C([O, T] : H) é uma soluçã.o forte do problema 
u(t) + A(u(t)) 3 f(t) se 
(i) u é absolutamente contínua em todo compacto J{ c]O, T[, e portanto 
existe u(t) quase semp.re em ]0, T[ (veja [1], pág. 145); 
(ii) u(t) E D(A), 'lt E]O, T]; 
(iii) it(t) + A(u(t)) 3 f(t), quase sempre em ]0, T[. 
Definição 2: u E C( [0, T] : H) é dita ser uma solução fraca de it( t) +A( u( I)) 3 f( t) 
se existirem sequências fn E V (0, T : H) e nn E C([O, T} : H) tais que un é soluçã.o 
forte de u,(t)+A(u,(t)) 3 f,(t), f,__, f em L'(O, T: H) eu,__, u em C([O, T]: H). 
Definição 3: Um operador A : H --t P(H) é dito ser monótono se, para to-
dos u1ou 2 E D(A), temos que (v1 - v 2 , u 1 - u2 ) ~ O quaisquer que sejam 
vi E A(ui) 1 i = 1,2. O operador A é dito ser estrita.m.ent.e monótono se existir 
constante o> O tal que (v1 - v2, u1 - 112) ~ a.lu1 - u2l2 para todos Ui E D(A) e 
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v; E A(u;), i= 1, 2. 
Podemos colocar a. seguinte relação de ordem no conjunto dos operadores 
multívoquos: 
(10) A :0: B-<=> A( v) c B(u) 'lu E H. 
Ou seja, :S é a relação de inclusão dos gráficos. 
Podemos ver que o conjunto dos operadores monótonos de H com a relação :S 
é indutivo. Logo podemos dar a: 
Definição 4: Um operador A : lJ ..---t P( H) é maxima1 monótono se ele for maximal 
(com respeito a :S) no conjunto dos operadores monótonos. 
Temos a seguinte ca.racterização: 
Proposição 1.6: Seja. A: D(A) C H~ P(H). São equivalentes: 
(i) A é maximal monótono; 
(ii) A é monótono e R(I +A)= H; 
(iii) Para. todo ). > O, (I+ .\A)-1 é uma contração unívoca definida em todo 
H. 
Demonstração: [1], pág. 23. 
Para a classe dos operadores maximais monótonos temos o: 
Teorema 1.7: Seja A maximal monótono em J-1. Então, dados u0 E D(A) e 
f E L1 (0, T : H), existe uma. única solução fra.ca. u para o problema ú( t) +A( u( t)) 3 
f(t), u(O) = u0 
Demonstração: [1], pág. 65. 
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Uma subclasse dos operadores maximais monótonos para os quais temos 
soluçã.o forte (veja. teorema 1.9) é a. dos operadores do tipo sub-diferencial, que 
passamos a definir agora.: 
Um funcional r.p : H --t IR U { +oo} é dito ser próprio se o conjunto D( r.p) := 
{u E H I <p(u) < oo} é não-vazio, ié, 'i' 'f- oo. 
Dizemos que r.p : H --t IR U { +oo} é convexa se: 
(11) <p(tu+(l-t)v)<:;t.<p(u)+(J-t).<p(v), VtEIO,l] e 'lu,vEH. 
Isto feito, colocamos a seguinte definição: 
Definição 5: Seja r.p : H --t IR U { +oo} convexo e próprio. A sub-diferencial de r.p 
é o operador 8~.p: H --t P(H) definido por: 
(12) vE8<p(u) 'enomentese <p(w)2<p(u)+(v,w-u), 'lwEH. 
Teorema 1.8: Seja. 'P :H --t IR U { +oo} convexo e próprio. Então 8.p é monótono 
em H. Se além disso 'P é semi-contínuo inferiormente (sei) então ai.P é maximal 
monótono em H. 
Demonstração: [1], páginas 21 e 25. 
Teorema 1.9: Seja A = 8r.p, onde tp : H -----+ IR U { +oo} é convexo, próprio e sei. Se 
f E L 2 (0, T : H) então toda solução fraca do problema u (f)+ A( u (f)) 3 f ( t), a gual 
existe pelos teoremas 1.7 e 1.8, é de fato soluçã.o forte. Mais ainda, temos que: 
(i) t >---+ Vfu(f) pertence a L2 (0, T: H); 
(ii) t >---+ <p(u(t)) pertence a L'(O,T); 
(iii) f>---+ <p(u(t)) é absolutamente coniÍnua (AC) em ló,TJ,Vó >O; 
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(iv) Se u(O) E D('P) então a função t ~ <p(u(t)) é AC em [0, T] e 
iJ E L2(0, T: H). 
Demonstração: [1], páginas 72 a 76. 
Nos será lÍtil também o: 
Lema 1.10: Sejam A : H __, P(H) monótono, f e g em L1(0,T : H), e 
u, v soluções fracas de it(t) + A(u(t)) 3 f(t) e v(t) + A(v(t)) 3 g(t). Então 
]u(t)- v(t)] :S ]u(.s)- v(s)] + J.'if(u)- g(u)]du, V O :S s :S t. :S T. 
Demonstração: [1], páginas 64 e 65. 
No que se refere a. perturbações de operadores monótonos maximais temos o: 
Teorema 1.11: Sejam A: H-----> P(H) maximal monótono e B: H ---t H monótono 
e lipschitziano. Então A+ B é maximal monótono. 
Demonstração: [1], página 34. 
Sobre existência. de soluções periódicas temos os dois resultados clássicos 
abaixo: 
Teorema 1.12: Se A é maximal monótono em H, w >O, e f E BV(O,T: H) (ié, 
f: [O, T] __,H é de variação limitada), então o problema u(t) + A(u(t)) + wu(t) 3 
f(t), u(O) = u(T), tem solução forte. 
Demonstração: [1], páginas 93 e 94. 




1m = +oo. 
1"1-oo ]u] 
~EA(u) 
E t - t d f E L1(0, T ·. n ao, para o a. H), existe uma solução fraca do problema 
u(t) + A(u.(t)) 3 f( I), u(O) = u(T). 
Demonstração: [1], página 95. 
Como consequência imediata dos teoremas 1.9 e 1.13 temos o 
Corolário 1.14: Seja r.p: H.......,. IR U {+oo} convexa, própria e sei. Suponha que 
8tp é coercivo. Então, para cada f E L2(0, T : H), existe solução forte do problema 
u(t) + otp(u(t)) 3 f(t), u(O) = u.(T), com u E L2(0, T: H). 
Outro resultado muito útil no desenvolvimento do trabalho é o: 
Teorema 1.15: Sejam dados A, e A operadores maximais monótonos, fn e 
f E L'(O,T: H), "'"E D(A") e u 0 E D(A). Sejam u.n e v E C([O,T]: H) as 
soh,tçÕes fracas de: 
Ún(t) + An(un(t)) 3 J"(i), u"(O) = "'"' e 
ú(t) + A(u(t)) 3 f(t), u(O) = u0, respectivamente. 
Se tl·on-----+ uo em H, fn-+ f em L 1(0, T: H), e se 
(I+ )d"J- 1(z)...!!..... (/ + .\AJ-1 (z) em H, V.\> O e Vz E H, 
entã.o u,., --t u em C([O, T] : H). Ou seja, é contínua a aplicaçào (u0 , f, A) J-------+ u, 
onde v é a única solução fraca de ú(l.) + A(u.(t)) 3 .f( I), u(O) = u.0 . 
Demonstração: [1], pá.gina 102. 
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Lema 1.16 (Aubin-Lions): Sejam B0 <........jo B <........jo B 1 espaços de Banach tais que: 
(i) a imersão Bo ~ B é compacta; 
(ii) Bk é reflexivo, k ::::O, 1. 
Sejam O< T < oo, 1 < po,PI < oo, e 
W :={v E L'"(O,T: B0 ) I v E L"(O,T: B 1 )), munido da norma 
Então (W, li • llw) é Banach, e está imerso compactamente em LPo (0, T : B). 
Demonstração: [3], página 58. 
2 O problema Utt - Uxx - Utn + q(t, x, Ut) = 0: for-
mulação abstrata e existência de solução fraca. 
Corno foi dito na introduçào, consideraremos o problema. 
(FI) 
{ 
Utt- Ux;r- UtJ:X + q(t, X 1Ut) = Ü 
u(t,O) = p(t), u,(t,C) + u1,(t,l) = m.[l- H(u,(t,C))] 
onde 
(i) onde p: JR+ __,IR é tal que ji E Lf""(JR+); 
(ii) f., m., T, sã.o constantes positiva.'>; 
(iii) para cada t E [0, T] fixado, a aplicação 
v E L 2(0,f) 1----t q(t,·,v(·)) E L2 (0,f) é lipschitziana, com constante de 
lipschitz independente de t E [0, T], isto é, existe constante ]{ > O tal que 
[q(t, ·,v)- q(t, •, v)[L'(O/) <: Ií.[u- v[L'(O,I)• Vt E [0, T] e Vu, v E L2(0,l). 
(iv) Para cada v E L 2 (0,f) fixado, a aplicação t t--t q(t, ·,v(·)) pertence ao espa.ço 
L2(0,T: L2(0,f)). 
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Casos importantes que aparecem nas aplicações (veja [9]) são: 
Utt -u,.,.r- Ut:r:.r + cu.1. = J(t,x) e 
Utt-Uxx-Utx:r+ foJ:ut(i,.s)d.s=J(t,x), 
onde c> O é constante e f E Lfoc(O, oo: L'(O,R)). 
Estes sã.o dois modelos distintos de atrito usualmente considerados nos sistemas 
de bombeio mecânico comentado na. introduçã.o, e ambos são casos particulares de 
(FI). 
Sem perda de generalidade podemos supor p(t) =O. 
De fato, colocando ii(t,x) = u.(t,x)- V(t,x), onde V(t,x) = 11(t).(x -C)'/e', 
obtemos a. seguinte equação para V:: 
onde q( t, x, v) = q( t, x, v+ V,) + [~( t)( x- C) 2 - 2(1'( t) + p(t) )]/ C2 satisfaz a condição 
(iii) graças a condiçào (i) em !'(i). 
Ma.s agora. a condição de contorno em x =O é zero, isto é, U(t, O)= O, enquanto 
não muda em x = R.. 
No que segue escrevemos u.(t,x) em vez de il(t,x), ou seja, estaremos conside-
rando o problema ( P1 ) com p = O. 
(14) 
(15) 
Vamos agora à formulação abstrata. Colocando v = Ut obtemos: 
(v, v,) + (-v, -(v+ V )xx) + (0, q(t, ·,V)) = (0, O) 
u(t,O) =O, (u + v)x(t,R) = m.[1- H(v(t,i))] 
ou seja, obtemos a. equaçã.o de evolução: 
(16) u•(t) + A(w(t)) + B(t,w(t)) =O 
no espaço de Hilbert 1i = H1 ,o x L2 (0,C), com o produto interno 
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( 17) B : [0, T] X 'H ~ 'H é dada por 
B(t,(u,v)) := (O,q(t,·,v)), e 
(18) A: D(A) C 'H~ 'H é definido por 
A(u,v) :=(-v, -(u +v)"), com 
D(A) := {(u, v) E H1 ,0 x H 1,0 ]v +v E H'(O, f) e (v( f), (v+ v)'(i)) E f) 
sendo H1 ,0 :={v E H 1(0,f)]u(O) =O} e r C IR' o gráfico abaixo: 
('1!.+11")'(() 
-----1'111. / -----+------ '11'(~) 
Neste ponto podemos provar a: 
Proposição 1.17: A é maximal monótono em H. 
Demonstração; Sejam (u,., v,) E D(A), i= 1, 2. Então: 
(A(ur,v1 ) - A(u,,v,),(vr,vr) - (u 2,v2 )) (v1 (C) - v2 (P)).[(u 2 + v,)'(C) -
-( u1 + vr)' (f)]+ ]]v1 - v2 ]]'. Como (v;( f), ( u;+v;)'( f)) E r para i = 1, 2 então ( vr(f)-
-v2(f)).[(u2 + v2)'(f)- (u1 + v1)'(f)] 2: O, donde segue que A é monótono. Vejamos 
agora a. questão da maxima.lidade. Seja entã.o (.f,g) E 1t = H1 ,0 xL2 (0, f). Queremos 
(v, v) E D(A) tal que (u,v)+A(u,v) = (f,g), i.é., u-v= f e v-(u+v)"=g. 
Obs.: Observe que não podemos esperar que u E H 2 e v E H 2 , pois u- v = f 
e f E H 1(0,P). 






(19) z(O) =O e w(O) = O 
z'(O) =a E IR w'(O) =O 
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Não é difícil ver que, para a E IR fixado, existem únicos z e w em H 2(0, f) 
satisfazendo (19). 
Agora, definindo u e v por: 
(20) u := z- z" + w e v:= z" + w 
temos que u- v= f, donde u- v E H1 ,0 • Também, como u +v= z + 2w então 
u +v E H 2 (0,f). Em particular u +v E H 1(0,f), o que nos dá, junto com o fato 
u- v E H 1,0 , que u e v pertencem a H 1(0,f) individualmente. Ou seja, temos 
(21) u, v E H1 (0, f) e u +v E H2 (0, f). 
Agora, usando (20) obtemos que v- (u +v)"= 9: graças à escolha (19). 
Veremos agora que é possível escolher a E IR tal que o par (u, v) definido em 
(20) satisfaça (v( f), ( u +v)'( f)) E r e u(O) = v(O) = O. De fato, usando as equações 
(19) e (20) podemos escrever: 
{22) u=(z+2w+fl/2 e v=(z+2w-f)f2, 
donde segue que u(O) =v( O) =O, pois f(O) = O. 
Ainda de (20) segue que: 
(v( f), (u + v)'(f)) E r{==;- ((z + 2w)(f), (z + 2w)'(f)) E f:= r+ (!(f), O). 
De (19) tiramos também que r.p := z + 2w satisfaz o problema: 
(23) <p- 2tp" =f- 2g, <p(O) =O, tp'(O) =a 
Colocando h:= f- 2g temos que o par (!f'(f),r.p'(f)) é dado, pela fórmula de 
variaçã.o de parâmetros, por: 
[ 
tp(f) ]- IM [ 0 ]- ~ {' (l-•)M [ 0 l 
tp'(f) - ae · 1 2· }
0 
e · h(s) ds, 
A equa.ção acima é uma reta. no plano para.metrizada por a E IR, com vetor 
[o] [d(l)] = i"+l =e" diretor e'M 1 = d1(f) , onde d1(f) =L ( k )' 1 e d,(f) =L ( k 1 1 , 2 1~12+1.2 1=02).2 
12 
e portanto interceptará o gráfico r em apenas um ponto, ou seja, existe um único 
valor a tal que (!fl(f),~i(f)) E f. Assim, escolhendo esse valor para a teremos 
(u,v) E D(A) e (I+ A)(u,v) = (J,g), o que prova ser A maximal. • 
Assim podemos enunciar o: 
Teorema 1.18: Para. cada w0 = (u0 , v0 ) E 1t e f E L 2(0, T: L 2(0, f)) existe uma. 
única solução fraca w E C([O, T]: H) para w(t) + A(w(t)) = (0, J(t)), w(O) = w0 • 
Na. próxima secção provaremos que essas soluções fracas são de fato soluções 
fortes. Depois completaremos provando a existência. de soluções fortes para o pro-
blema. original. 
3 Regularidade: 
Sejam w0 = (u0 , v0 ) E 1{ e f E L2 (0, T: H) dadas, e denotemos w = (u, v) E 
C([O, T]; Ji) a única solução fraca de w( t) +A( w( t)) = (0, f( t) ), com condição inicial 
w0 . Isto é, o par (u, v) satisfaz fracamente o problema: 
(24) 
(25) 
u,(t, ·) = v(t, ·), v,(t, ·)=(v+ v),x(t, ·) + f(t, ·) 
u(t,O) =O, (v+ v)x(t,R) = m.[l- H(v(t,C))] 
u(O,·)=uo, v(O,·)=vo 
Somando a.s duas primeiras equações obtemos: 
(v+ v),(t,·) =(v+ v)xx(t,·) +v( i,·)+ /(i,·) 




(26) z(t, •) = ( u. + v )(t, ·) - g(t, ·) 
e tentemos determinar g(t,x) de modo que a condição de contorno (u + v)x(t,R) = 
m[l- H(v(t,C))] transforme-se em z,(t,f) = m[l- H(z(t, C))], e a condição de con-
torno em x = O permaneça a mesma, isto é, z(t, O) =O. Para isso basta determinar 




zx(t,C) = (u. + v)x(t,f) ~ g,(t,f) =O 
z(t,f) = v(t,C) ~ g(t,t) = v(t,t) 
z(t,O) =O ~ g(t,O) =O 




g(t,x) = u.(t,f)Ç(x), onde Ç(x) = (2Cx- x 2)/f2 • 
Na variável z definida em (26)-(27) a equação (24) transforma-se em: 
z,(t, ·)- z,,(t, ·) + z(t,C)((·) = h(t, ·)E L2 (0,f), 
onde h( t, ·) := f( t, ·) + v( t, •) + u.( t,C)Ç"( · ). Além disso, z satisfaz as condições de 
contorno: 
(29) z(t,O) =O, zx(t,f) = m[l- H(z(t,f))J. 
No capítulo seguinte provaremos que o problema 
(P) { z,-z,,+G(z) = h(t,x) 
Il z(t,O) =O, zx(t,l) = m[l- H(z(t,f))] 
onde G é uma aplicação de H1,0 em L2 (0, C) satisfazendo certas propriedades, possui 
soluções fortes quaisquer que sejam as condições iniciais z0 em L2(0,f) e termo 
forçante h E L2 (0,T: L'(O,f)). 
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A classe de aplicações G para as quais faremos isso obviamente incluirá o 
caso em gue G(z) :~ z(R)~(·), donde seguirá gue z(t,·) E H2(0,R) para t >O. 
Mas sendo (u+v)(t,·) ~ z(t,·)+g(t,·) eg(t,•) E H'(O,f) então (u+v)(t,·) E 
H2(0,f). Em particular (u+v)(t,·) E H1(0,f), ecomojátemos u(t,·) E H1(0,R) 
então v(t,·) E H1(0,C) também. Agora, do modo que z foi definida obtemos que 
(u + v)x(t,R) ~ m[1- H(v(t,f))]. 
Resumindo, w(t) E D(A) para t >O. 
Além disso, substituindo a expressão z(t,•) ~ (u + v)(t,·)- u(t,C)Ç(·) 
na equaçâ.o (28) obtemos, após simplificação, que v1(t,·) - (u. + v)xx(t,·) 
f(t,·), ae JO,T[. 
Voltando ao problema original, podemos enunciar o: 
Teorema 1.19: Para cada w0 E H existe uma única soluçâ.o forte w E C([O, T] :H) 
para o problema w(t) + A(w(t)) + B(t, w(t)) ~o, w(O) ~ Wo. 
Demonstração: Seja { w" )"~' C C([O, T] : H) definida por 
(30) 
e para n?: 1, seja wn+l E C([O,T]: H) a única solução forte de 
(31) 
a qual existe graças à condiçào (i v) do início da secção, que implica ser de L2(0,T: 
H) a aplicação tE [O,T] ~ B(t,w"(t)). 
Agora, graças ao lema l .10 com s = O temos 
e devido a condição (iii) sobre a aplicação q conseguimos 
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que, junto com (32) nos dá: 
Consequentemente: 
(KT)" 
llwn+I(t)- wn(t)[[, <: 1 .[[w,- wo[[c([O,TJ•1i)• Vt E [O,T], n. 
(I\T)" 
[[wn+I- wn[[c([o,T)1i) <: 1 .[[w,- wo[[c([O,T),H)· n. 
Isso implica. que {wn)n~l é de Cauchy em C([O, T]: 'H). 
Assim Wn __, w em C([O,TJ: 'H), solução fraca do problema w(t) + A(w(t)) = 
-B(t, w(t)), w(O) = w0 . 
Mas como tE [O,T] ~ q(t,·,v(t,·)) pertence a L2 (0,T: H), segue que existe 
uma única w E C([O, T]: 'H) solução forte de ,T,(t) + A(w(t)) = -B(t, w(t)), w(O) = 
w0 . Em particular, w é solução fraca de ,T,(t) + A(w(t)) = -B(t,w(t)),w(O) = w0 . 
Por unicida.de de soluçã.o fraca temos que W = w, donde segue que w é solução forte 
de w(t) + A(w(t)) = -B(t, w(t)), w(O) = w 0 , como afirmado. • 
Obs.: Repetimos que a regularidade de soluções para (Pn) nâ.o será feita aqui, 
pois a. faremos no capítulo (II) para aplica.çôes G mais gerais do que G(z) := z(f)Ç(·). 
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Capítulo 2 
1 O problema (Pn) quando G 
regularidade. 
0: existência e 
Nesta seção vamos considerar o problema de achar uma função real z 
z(t,x), tE [O,T], x E]O,l[, satisfazendo 
{ 
z1 -:,, = h(t,x) 
z(t,O) =O, (z(t,R),z,(t,l)) E r 
z(O, ·) = z0 
onde ZoE L'(O,l) e h E L'(O,T: L'(O,f)) são dadas, e r c IR' é o gráfico: 
%:/*.~) 




Para simplificar a notação escreveremos H::::: L 2 (0,t). 
Vamos olhar o problema acima como uma equação de evolução no espaço H. 
Definamo:; então o operador A: D(A) C H---+ H por: 
A(z) := -z" 
D(A) := {z E H,,0 n H'(O,f) I (z(l), z'(l)) E r}. 
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A respeito do operador A podemos provar o: 
Lema 2.1: A é maximal monótono em H. 
Demonstração: Sejam u, v E D(A). Temos que: 
(Au- Av, u- v)~ -[u'(C)- v'(R)].[u(C)- v(C)] + 1' (u'- v') 2dx 2' O, 
pois os pontos (u(C) .. u'(R)) e (v(C),v'(C)) pertencem ao gráfico r, donde -[u'(R)-
v'(R)].[u(R)- v( R)] 2' O. Portanto A é monótono em H. 
Vejamos agora a questão da maximalida.de, isto é, devemos provar que R(I + 
A)= H. Para. isto, da.do g E H queremos u. E D(A) tal que u + A(u) = g, isto é: 
u(O) ~O e (v( f), u'(R)) E r. 
Colocando v = u 1 isto é equivalente a. resolver o problema: 
(3) [ ::] = M [:] + [ ~g ]. u(O) =O, [:i:!] E r, onde M = [ ~ ~ ]· 
Ora., mas a solução de (3) é dada por: 
[ 
u( 1') ] ~ exM [ O ] + f" ei•-•)M [ O ] ds 
v(x) v(O) lo -g(s) 
desde que 
( 4) [ u(/) l ~ v(O).e'M [ 0 l + {' ,1'-•)M [ 0 l ds v(f) I lo -g(s) 
pertença a. r. Como efM. [ ~ l = [ :::~~:],então (4) é a equação paramétrica 
(no parâmetro v(O) E IR) de uma reta. no plano, com inclinaç.âo cotgh R > O, e 
portanto int.erseccionará. r em um único ponto. Logo existe um único v( O) E IR tal 
que (u(f), v( f)) pertence a r, como queríamos. Isso conclui a demonstração do lema 
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2.1. • 
Observação: Na verdade o operador A é estritamente monótono e maximal, isto 
é, temos que: 
(Au- Av, v- v) 2: f' (v.'- v')'dx = llv- viil, , ~ 1,0 
e como a. inclusão H 1 ,0 <......J. H é contínua, mais precisamente, vale jwj 2 ~ 
para todo w E H1,0 , obtemos que: 
2 
(Av- Av,v- v) 2: f,.iu- vi', 'lu, v E D(A). 
Provaremos agora que A é do tipo sub-diferencial. 
Isto é feito no lema. abaixo. 
Sejam j :IR--> IR e 'P : H--> IR U { +oo} definidas por: 




se x >O 
e 
<p(w) := { j(w(f)) +~·lo' w'(.1)'d" = j(w(f)) + ~·llwllj,,", 
+oo , se w E H\ Ht.o 
se w E H1,o 
Lema 2.2: tp definida acima. é convexa, própria e semi-contínua inferiormente. 
Mais ainda, A = Ôip. 
Demonstração: É claro que tp é convexa e própria .. Mostremos que 'P é sei. Para 
isso seja {un}n;,:>:l C H tal que u 11 -----+ u em H. Devemos mostrar que r.p(u) :$_ 
liminfr.p(u,). Sem perda de generalidade podemos supor que Un E D(l.f') = H1,0 "-oo 
para todo n 2': 1. Chamando L= llminf~(u11 ), queremos mostrar que 1p(u):::; L. "-oo 
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Se L = +oo não temos nada a fazer. Suponhamos então que L E IR. Existe 
subsequência, ainda denotada por {u,},?_1 , tal que 'f'(u,) ---+ L quando n ---+ oo. 
Ou seja, j(u.,(f)) + 1/2.llunll~1 , 0 ---+L quando n---+ oo. Em particular, {u,}n?_l é 
limitada em H 1,0 . Logo existe subsequência, que denotaremos ainda por { u,},2': 1 , e 
existe v E H1•0 tal que u, converge fracamente para v em H1 ,0 . 
Agora, como a imersão H 1 ,0 ~ H é compacta, então u, converge para v 
fortemente em H. Consequentemente v= u, donde 
(5) u E Ht,o e u, _,_ u. em H1 ,o. 
Também, como o funcional w E H1,0 1--------t w{t) E IR é linear e contínuo, segue 
de (5) que u,(C)---+ u(f) quando n---+ oo. Da. continuidade de j: IR---+ IR concluímos 
então que: 
(6) j(u,(C)) ___, j(u(C)) quando n ___, oo. 
Agora, como a funçã.o norma é sei na. topologia fraca, segue de (5) que: 
(7) l/2.[[u[[J, <:: liminf l/2.[[u,[[j, . 
1.0 1"1--+0Cl 1.0 
De (6) e (7), mais o fato qne limx,., + limy, ::; lim(x, + Yn) obtemos que 
j(u(f)) + 1/2[[n[[j, <:: liminf[)(un(l)) + l/2.[[u,[[J,, L 
1,0 11--+00 .o 
ou seja, r.p( u) ::; lim in f r.p( u,) = L, como afirmado. n-= 
Resta provar que A = 8r.p. Como já sa.bemos que A é maximal monótono, é 
suficiente provar que A C 8r.p. Para isso seja. u E D(A), e provemos que A(u) E 
ai'( u). Devemos provar então que I'( v) :;> I'( u) + (Av, v - u ), para todo v E D( I') ~ 
H1,0 , pois quando v rf_ D(~.p) então r.p(v) = +oo, e a desigualdade fica trivialmente 
satisfeita. Agora para v E D(ip) temos que: 
(8) (Au,v- v)~ (-u",r•- v)~ -v'(C).[v(f)- v'( f)]+ (v', v') -[u'['. 
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Mas observe que sendo u E D(A) então (u(C),u'(C)) E r, e portanto 
(u(C), -u'(C)) E r= 8j, onde r c IR' é o gráfico 
-u.'(i.) 
-----.... -'11\. 
ou seja, -u.'(C) E 8j(u(f)), de onde segue que: 
j(Ç) 2: j(u(C))- u'(C).[Ç- u(C)], VÇ E IR. 
Em particular, quando Ç = v(f) obtemos: 
(9) j(v(C)) 2: j(u(C))- u'(C).[v(C)- u(f)]. 
Logo, de (8) e (9) podemos escrever: 
( 10) (Av, v- u) ~ j(v(f))- j(u(C)) + (u', v') -lu'\2 
e como (v'. v') -lu'\ 2 ~ 1/2.\v'\ 2 - 1/2.\u'\ 2 então (10) nos dá que (Av, v- u) ~ 
j(v(C))- j(u(C)) + 1/2.\v'\2 -l/2.\v'j2 , ou seja, (Av, v- u) ~I'( v) -I'( v), como 
desejado. A demonstra.çã.o do lema 2.2 está. completa.. • 
Podemos então enunciar o seguinte teorema., o qual resolve o problema Pn 
quando G :=: 0: 
Teorema 2.3: Se z0 E H e h E L2(0, T : H), existe uma. única solução forte do 
problema i( i)+ A(z(t)) = h( i), z(O) = z0 . Mais precisamente, existe uma única 
z E C([O, T] : H) satisfazendo as proprieda.des: 
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(i) z é AC em todo compacto]{ c]O,T[ (de onde existe Z(t) para quase 
todo t E]O, T[); 
(ii) z(t) E D(A),Vt E]O,T]; 
(iii) z(t) + A(z(t)) = h(t), ae ]O, T[; 
(iv) z(O,') = z0 • 
Mais ainda, t 1-t .fii(t) pertence ao espaço L 2 (0, T: H). 
Quando z0 E D(l') = H1 ,0 então z E L2(0,T: H), e a função t ~ l'(z(t,·)) é 
AC em [O,T]. 
Demonstração: Segue do Teorema 1.9 e Lema 2.2. • 
Com a finalidade de estabelecer existência de solução periódica para Pn no 
caso em que G _ O colocamos o: 
Lema 2.4: A é coercivo. 
Demonstração: É imediata, pois para u E D(A) temos que: 
(Au,u) = -u'(f).u(f)+[[u[[)J,0 , e como (u(R),u'(R)) E f então -u'(f).u(R) 2 
O, de onde segue que (Au,u) 2:: llull11 0 :2: (2/f2 ).1ul 2 • Consequentemente, 
(Au,u)fiul :2: (2/P).Iul ___,. oo quando lu I___,. oo, ou seja, A é coercivo. • 
Com isso podemos enuncia.r o: 
Teorema 2.5: Se h E L'(O, T : H), então existe solução forte z E C([O, T] : H) de 
z(t) + A(z(t)) = h(t) satisfazendo z(O) = z(T). 
Demonstração: Segue do Corolário 1.14 e Lemas 2.2 e 2.4. • 
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2 O problema Pn genérico. 
Nosso objetivo daqui para frente é provar resultados análogos aos apresentados 
acima no caso em que G nã.o é identicamente nula. A classe de aplicações G que 
temos em mente inclui, dentre outros, os seguintes casos: 
(i) G(v) =f( v'), onde f: IR__, IR é lipschitziana, e 
(ii) G(v) = a(·)v(f), onde a E L00 (0,f). 
Neste sentido trabalharemos com aplicações G definidas em H 1 ,0 e tomando 
valores em H= L2 (0, C). 
Os resultados que conhecemos na literatura. para. problemas do tipo Pn não se 
aplicam ao nosso caso específico. Veja por exemplo [lL [4] e [5]. 
Assim adotaremos o seguinte procedimento para o estudo de Pn: vamos in-
troduzir uma noção bem fraca de solução, a qual denominaremos de solução ge-
neralizada. Esta soluçií.o z de Pn será tal que a aplicação t 1-+ G(z(t)) fique bem 
definida e pertença ao espaçoL2 (0, T: H). Daí utilizaremos os resultados da secção 
I, olhando Pn na fmma w(t) + A(w(t)) = h(t)- G(z(t)),w(O) = z0 . 
Isto porém não será. feito diretamente para Pn, mas sim para um problema 
suavizado P,, onde 7 C IR2 é gráfico de uma. função não-crescente e lipschitziana 
p :IR ---> IR. Finalizamos justificando o processo de passagem ao limite. 
Para formalizar este plano trabalharemos com o operador A1 , definido de ma-
neira análoga ao operador A, isto é: 
( 11) A 1 : D(A,.) c H---+ H ,A1 (u.) := -u", com 
D(A0 ) := (u E H,,0 n H'(O,f)lu'(R) = p(u(f))), 
De modo inteiramente análogo ao que foi feito pa.ra A, temos os seguintes le-
mas relativos ao operador A...,.: 




Também, definindo j P : IR -t IR e <f "r : H -t IR U { +oo} por: 
j,(x) :=- [ p(s)ds ,e 
<p"(n) := { j,(u(R)) + ~.[[u[[~,,, seu E H1,0 
+oo, se u E H\ H1,o 
temos o: 
Lema 2.7: r..p"~ é convexo, próprio e sei: Além disso, A,= ôv;1 . 
Lema 2.8: A, é coercivo. 
Como a.s demonstrações são análogas às do caso A = Ôr..p, não as escreveremos 
aqm. 
Com os Lemas 2.6, 2. 7 e 2.8 obtemos resultados análogos aos teoremas 2.3 e 
2.5. Mais precisamente, temos os teoremas: 
Teorema 2.9: Se z0 E H, h E L2 (0, T: H) e p: IR -t IR é não-crescente, limitada 
e lipschitziana, então existe uma única. solução forte do problema Z(t) + A-y(z(t)) = 
h(t), z(O) = z0 . Mais precisamente, existe uma única z E C([O, T]: H) satisfazendo: 
(i) z é AC em todo compacto K c]O,T[; 
(ii) z(t) E D(~), 'ift E]O, T]; 
(iii) i(t) + A,(z(t)) = h(t), ae ]0, T[; 
(iv) z(O, ·) = z0 • 
Mais ainda, t ~ ..fiZ(t) pertence ao espaço L2 (0, T: H). 
Quando z0 E D(<p0 ) = H1,0 então i E L
2 (0, T: H), e a função t ~ <p0 (z(t)) é 
AC em [O,T]. 
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Teorema 2.10: Se h E L2(0, T : H) e p : IR ---+ IR é como no teorema acima, 
então exi,te solução forte z E C([O, T] :H) de i(t) + A,(z(t)) = h(t) satisfazendo 
z(O) = z(T). 
2.1 O problema aproximado P~. 
Nesta secçã.o vamos considerar o problema 
(P,) { z,- Zu + G(z) = h(t,x) 
z(t,O) =O, zx(t,C) = p(z(t,C)), z(O,·) = zo 
Hipóteses em G, h, p e z0 serão dadas adiante. 
Antes estabeleceremos mais algumas nota.çôes. 
Continuaremos a denotar H = L2(0,f), munido do produto interno ( , ) e 
norma 1·1 usuais, e denotaremos V= H 1 ,0 , o qual é Hilbert com o produto interno 
(14) 
(15) 
((u.,1•)) := l u'(x)v'(x)dx. 
A norma associada. a. este produto interno será denotada. por 11·11, 
Será de grande importâ.ncia. a desigualdade: 
[u(C)[R S v'f [[u.[[ , 'lu. E H,,o 
que pode ser justificada da seguinte maneira: 
[u(C)[R = 1[ u'(x)dx[n = ((!,u')[JR S (!(.(u'l = v'c.((u[[ 
Denotaremos C~sq(O, f) o seguinte conjunto de funções: 
(16) C~,.,,(O,R) :={I' E c~(O,f)['P(x) =O em [O, r[, para algum r E]O,f[}. 
Pode-se mostrar que 
2.5 
(17) C= (O.f)H'(o,c) =V , e que O,e~q , 
( 18) 
Mais do que isto 1 temos que: 
(19) 
Isto feito daremos a definição de soluç.ão generalizada para o problema (P,) 
baseado nas seguintes contas formais: 
Multiplicando a equação de (F-r) por <p E C~sq(O, C), integrando de O até l', e 
usando a condiçã.o de contorno zx(t, f)= p(z(t,f)) obtemos: 
la' z1(t,x)<p(x)h +i' zx(t,x)<p'(x)dx- <p(C)p(z(t,C)) +i' G(z(t,x))<p(x)dx = 
= 1' h(t,x)'P(x)dcL , V<p E CO::,,,(O, C). 
Agora1 como C~sq(O, l') é denso em V conclui mos que a igualdade acima vale 
para todo v E V, e usando as notações adotadas para os produtos de H e V ficamos 
com 
(20) (z,(t.·),v) + ((z(t, ·),v))- v(f)p(z(t,f)) + (Gz(t,·),v) = (h(t,·),v), 
para todo v E ·v. 
Sobre os dados G, h e p faremos as hipóteses: 
(Hl) G' V~ H satidaz 
(a) IG(u)i :ô o.llvll + b, Vv E V, onde a,b E IR são constantes; 
(b) G é sequencialment.e contínua de V forte em H fraco, i é, se Un ___,. u 
forte em V então G(u.,) ~ G(u) fraco em H; 
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(H2) h E L2(0, T : H); 
(H3) p : JF?.---+ IR é não-crescente, limita.da e lipschitziana. 
Definição 6: (Soluçã.o generalizada de P"~). 
Uma soluçã.o generalizada de P"~ é um elemento z tal que: 
(i) z E L2(0,T: V) e i E L2(0,T: V'); 
(ii) z(O) = zo; 
d 
(iii) dt(z(t,·),v) + ((z(t,·),v))- v(f)p(z(t,C)) + (Gz(t,·),v) = (h(t,·),v), 
no sentido de D'(]O, T[), Vv E V. 
OBS.l: A condição (i) implica que z E W(O,T: V, V'); logo z E C([O,T]: H), 
donde faz sentido a restrição z(O) da condição (ii). 
OBS.2: É fácil ver que se z E L2(0, T : V) e v E V, então as funções 
f; : [O,T] ..., IR, i= 1,2,3,4,5, definida." por: f,(t) = (z(t,·),v), J,(t) = 
((z(t,·),v)), J,(t) = p(z(t,l))v(C), f 4 (t) = (Gz(t,·),v) e f 5 (t) = (h(t,·),v), per-
tencem ao conjunto V(O, T\ graças a (Hl.a), (H2) e (H3) .. Sendo assim é lícito 
vê-las como elementos de 'D'(JO, T[), justificando o ítem (iii) da definição 6. Note 
então que (iii) significa que 
[:
1
(z(t,•),v),Çl + [((z(l,·),v)),Çl- [p(z(t,C))v(R),Çl + 
+[(Gz(t,·),v),ç] = [(h(t,·),v),Çl, VÇ E D(]O,T[), 
onde acima, dadas f E V (0, T) e f, E D(]O, T[), denotamos por [f, f,[ o número 
f f(t)Ç(t)dt. 
Agora., relemhrando o conceito de derivada de distribuição temos que se f E 
D'(]O, T[) então df /dt E D'(]O, T[) é a. distribuição que, a cada f, E D(]O, T[), associa 
o número real [df / dt, f,] := -[f, dE,/ dt]. Logo (iii) significa que: 
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{T . {T f 
(21) -lo (z(t, ·), v)Ç(t)dt +lo ((z(t, ·), v))Ç(t.)dt- lo p(z(t,t))v(f)Ç(t)dt + 
{(Gz(t,·),v)Ç(t)dt = {(h(t,·),v)f,(t)dt, W, E V(]O,T[) e Vv E V. 
Estamos agora em condição de enunciar o: 
Teorema 2.11: Se z0 E V e se G, h,p satisfazem (Hl)-(H3) então o problema (P'Y) 
tem solução generalizada z. Ma.is ainda, z E L 00 (0, T: V). 
Demonstração: 
A demonstração utiliza o método de Galerkin e será dividida em cinco etapas: 
Iª Etapa: Introduzimos problemas aproximados (P;') e demonstramos 
existência de solução zm para os mesmos. 
2ª Etapa: Estabelecemos estimativas para as soluções aproximadas zm, es-
timativas estas que nos permitem obter um candidato z E L2 (0, T : V) a solução 
generalizada. de (Pr). 
3ª Etapa; Provamos que o candida.t.o z acima satisfaz 
d 
dt(z(t,·),v) + ((z(t,·),v)) -v(C)p(z(t,C)) + (f3(t,·),v) = (h(t,·),v), 
no sentido de 'D'(]O, T[), para. todo v E V, e para um determinado {3 E L2 (0, T : H). 
4ª Etapa: Demonstramos que Z E L2 (0, T: V') e que z(O) = z0 . 
5ª Etapa: Finalmente, provamos que {3(t, ·) = G(z(t, ·)), a.e [0, T] concluindo 
a demonst.raçã.o. 
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Vamos então à demonstração de cada etapa: 
Etapa 1: Seja { e11 ez 1 ••• 1 em 1 ••• } uma base de Schauder de V. Vamos tomá-
la ortonormal em V. Sejam Vm = [e 11 ••• 1 em] o espaço gerado pelos m primeiros 
elementos da base acima1 e Zom E Vm tal que Zom --+ z 0 em V. Podemos então provar 
o: 
Lema 2.12: Existe zm [0 1 T] --+ Vm absolutamente contínua tal que 
z;" E L2 (01 T: Vm), e zm satisfaz o seguinte problema aproximado 
{ 
(z;"(i,·),e,) + ((zm(t,·),e,))- e,(R)p{z"'{t,R)) + {Gzm{t,·),e,) = {h{i,·),e,), 
{P:;') pa.ra.t.odo kE {1,2, ... ,m), VtE]O,T[; 
zm(Ü 1 ·) = Zom 
Dem. do Lema 2.12: Como queremos zm(t,·) E Vm, determinaremos m funções 
m 
Utm 1azm 1 ••• ,amm de [0 1T] em IR de sorte que, colocando zm(t,·) = Lajm(t)ej, 
j==l 
então (P:;') fique satisfeito. Substituindo a expressã.o de zm(t,·) nas m equações de 
(P:;') obtemos o seguinte sistema de equações diferenciais ordinárias: 
m [ Or~(i) J 
X {i)= : 
Omm{t) 
com bi{t) = {h(t,·),e,), 
A= (Aij)mxm com Aij = ( ei 1 cJ), e finalmente a parte não linear F = F1 + F2, sendo 
F1 : JRm -t IRm definida por 
(23) 
e F2 : JRm --+ IR"' dada por 
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(24) , onde F2k : lRm ---t IR por sua. vez é dada 
m 
por F2k(0 o= ( G(L (je;), e,), Vk E {I, 2, ... , m ). 
j::l 
OBS.l: Sendo p: IR --t IR lipschitziana então F1 : JR.m ----> IRm também é lipschit-
zia.na (e em particular contínua). 
OBS.2: A hipótese (Hl.b) em G garante que F2 : !Rm -----+ IRm é contínua. De fato, 
m m 
seja {Çi}i;:::t c IRm tal que Çi---+ e em IR:" quando i --t oo. Então Le}ej -2... Lejej 
j=l j=l 
forte em V, donde a(fç;ei) .2.. c(f>~·iei) fraco em H, e consequentemente 
J=l J=l 
(c(f(je5),e,) '="'! (c(f(,e,),e,) para todo k E {1,2, ... ,m}, ou seja, 
J=l J=l 
F"(ç')-'. F2k(Ç) \fk E {1,2, ... ,m), donde F2(ç')-'. F2 (() em JRm. 
Assim, ficamos com um sistema de e.d.o. 's da. forma (22), onde A é matriz 
inversível e F: IRm - IRm. é contínua, ou seja, obtemos uma e.d.o do tipo: 
(25) ±m(l) = g(t,xm(t)), xm(O) = Xom , 
onde 9 o [0, T] X JRm __, mm é dada por 
(26) g(t,x·) o= A-'(b(t.)- x- F(x)) 
Como g é de Ca.ratheodory, temos garantida existência local de pelo menos 
uma solução :rm(t). 
Adiante (veja observação 35) veremos que as soluções xm(t) podem ser esten-
didas a. todo intervalo [0, T], \fm ~ 1. 
Observe que a condiçào inicial Xom mencionada. acima, provém da condição ini-
cial Zom· Mais precisamente, Xom E JRm é o vetor de coordenadas .À~m,.\gm, ... , À~m' 
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onde estes são os coeficientes de z0711 com respeito à base { e1, e2 , ••• , em} de Vm, isto 
m 
é, Zom =L À~711 €j. 
j=l 
A demonstração do Lema. 2.12 está completa. • 
Etapa 2: Estimativas a. priori: 
Sobre a sequência de soluções aproximadas podemos provar o: 
Lema 2.13: { zm}m~l é limitada em L00 (0, T : H) e em L2(0, T: V). 
Dem. do Lema 2.13: Vimos na etapa 1 que existe, para cada m, zm(t, ·) E Vm 
satisfazendo: 
(z;"(t,·),e,) + ((zm(t,-),e1))- ek(C) · p(zm(t,C)) + (Gzm(t,·),e,) = 
= (h(t,·),e1 ),\fk E {1,2, ... ,m}.Vt E]O,T[. 
Assim, multiplicando a equação acima por akm (t) e somando em k E 
{1, 2, ... 1 m} obtemos que: 
e integrando de O a t, com t E [0 1 TL obtemos ainda: 
(27) l/2]zm( t, ·) ]2 + 1' ]]zm( s, ·) ]] 2ds = l/2]Zom ]2 + (I) + (I f) + (I I!), onde 
(I) 1' zm(s,C)p(zm(s,f))ds, (JJ) = -l(Gzm(s,·),z"'(s,·))ds e 
(III) l(h(.,,·),zm(s,·))ds. 
Vamos agora majorar cada um dos termos do segundo membro da equação 
acima de modo adequado: 
Em primeiro lugar 1 
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{28) lzoml :S ko, Vm ~ 1, pois Zom é convergente. 
Como p é limitada. temos, tomando E > O e usando (15) que: 
(I) < tV. lo' ]zm(s,f)]!Rds S tVvf. lo' ]]zm(s,·)]]ds 
< a:veJ[;" + ~llzm(s,·)ll']as s 
< tVvfT f2c + ( tVvfc/2).!,' llzm (s, · )]] 2ds, ou seja, 
(29) (I) S k1 /c + k2c 1' llzm(s, ·)]]2 ds , para certas constantes kz, k, E JR. 
Agora, usando a. hipótese (H La) em G temos que: 
e tomando E > O temos ainda que: 
Agora, como 
então ficamos com: 
(a
2
+ab)E 1' m 2 ] 1' m 2 (b'+ab)cT (JJ)<; . llz(s,•)]]rJ.s+-. ]z(s,·)]ds+ , 
2 o 2Eo 2 
ou, em notações mais convenientes: 
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(30) 1' I 1' (IJ) :S k,.E. [[zm(s,·)[[ 2ds + -. [zm(s,·)['ds + k,, 2f o 
para certas constantes k3 , k4 E JR. 
Finalmente, 
1t !1' E1' (III) :S [h(s,·)[.[zm(s,·)[ds :S-. [h(s,•)[ 2ds+ -. [zm(s,·)[ 2ds, o 2co 2o 
e como [v[ 2 :S ~-llvl[ 2 para todo v E V obtemos ainda que 
(III) :S 2-. f [h(s,·)[ 2ds +f' E {' [[zm(s, ·)[[2ds, ou seja, 
2c lo 4 lo 
(31) (lii) :" 2-.[[h[[L'(OT•H) + ksE. f' [[zm(s, ·)[['ds. 
2c ' lo 
Logo, da equação (27) e desigualdades (28) a (31) podemos escrever: 
1 1' 1' 1 1' -.[zm(t, ·)[2 + [[zm (s, ·)[['ds :S k, + k,c. [[z"'(s, ·)[['d.s + -. [zm(s, ·)['ds 2 o o 2co 
para certas constantes k6 , k7 E IR. 
Portanto: 
(32) 1' 1' 1 [zm(t,·)[' + (2- 2k,E). [[zm(s,·)[[ 2ds :S 2k,+ -.[zm(s,•)['ds o O E 
Tomando O < E < k:;-1 podemos escrever ainda: 
1' 1 [z"'(t,·)[ 2 :S2k,+ -.[z"'(s,·)[ 2 ds, VtE [O,T], Vm~ 1. o [ 
Pelo lema de Gronwall-Bellman conclui mos que: 
(33) [z"'(t,·)[' :S 2k6 cTI• =: k8 , 'lt E [O,TJ, Vm ~ 1. 
Portanto 
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(34) {zm}m>l é limitada em L 00 (0,T: H), e 
(35) zm(t,·) está definida para todo t ~O, qualquer que sejam~ 1. 
Agora, voltando a (32) e usando (33) temos que: 
(2 -2k,E).J,' [[zm(s,·)[['ds :S 2k6 + k8TC 1 ,\ft E [O,T], ou seJa, 
hT llzm(s, ·)[['ds :S (2k6 + k8TE-1).(2- 2k,Et1 =: k, , de onde sai que 
{zm}m>l é limitada em L2(0,T: V), concluindo o lema 2.13. • 
Corolário 2.14: Tomando subsequência se necessário, temos as seguintes con-
vergenCias: 
(i) zm ~ z em Lw(O, T: H) 
(ii) zm ~ z em L2(0, T: V). 
Demonstração: (i) e (ii) seguem imediatamente dos fatos bem conhecidos de que 
os conjuntos limitados de L=(o,T: H)= (V(O,T: H))• sã.o pré-compactos na 
topologia fraca-estrela, e os limitados de L 2 (0, T : V) são pré-compactos na topologia 
fraca. • 
Isso finaliza a etapa 2, e antes de começarmos a terceira etapa colocaremos o: 
Lema 2.15: {z;m}m;::t é limitada em L2(0,T : H}, e {zm}m?l é limitada em 
L00 (0,T: V). 
Dem. do lema 2.15: 
Pa.ra simplicar a nota.çã.o escreveremos zm(t) e zm(t) para indicar zm(t,·) e 
z;"( t, · ), respectivamente. Temos que: 
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m 
Como zm(t) = Lãjm(t)ej então zm(t) E Vm. Logo, colocando r.p = zm(t) em 
J=l 
(36) ficamos com: 





Integrando de O a f: com t E [0, T], obtemos: 
Agora, como Zom ---t z0 em V então: 
llzomll <;c,, Vm 2: I . 
Também, introduzindo p( x) := Jrf p( B )ds podemos escrever 
la' p(zm(s,R))im(s,C)d-5 <; ~-llzm(t)il' +c,· 
Agora, usando Cauchy-Schwa.rz e desigualdade de Young, 
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Finalmente, usando a hipótese (Hl.a) de crescimento em G, e o fato já provado 
que {zm}m>I é limitada em L 2 (0, T: V) obtemos que: 
( 41) - f'(azm(s),im(s))ds :S c3 +:é. f' ]im(s)]2ds. lo 2 lo 
Assim, da. equação (37) e desigualdades (38) a (41) segue que 
(42) 
onde c,= 1 +c,+ c,+;, ]]h]]I,(o,TR) 
Portanto, 
(43) (1-cJ.fo'izm(s)] 2ds + ~.(1-c).]]zm(t)]]' :S c4 , 'lt E [O,T]. 
Tomando O < c < I obtemos que ]]zm(t)]]' :S 2c,.(l- c)-1 , 'lt E [O,T] e 
Vm ~ 1, donde segue que {zm}m;::-:t é limitada em v:o(O,T: V). 
Voltando em ( 43) com t = T obtemos que: 
(1- t:). JJ' IZm(s)l 2ds ~ c4 , ou seja, IIZmlli2(o,T:H) :::; c4 (1- e)-\ para todo 
m 2:: 1, ou seja, { zm }m>l é limitada em L2(0, T : H), concluindo a demonstração do 
lema 2.15. • 
Etapa 3: O objetivo agora é mostrar a equação 
(44) - [(z(t),v)((t)dt + [((z(t),v))Ç(t)dt- [ v(l)p(z(t,C))Ç(t)dt + 
T T 
+ i ((3(t),v)Ç(t)dt =i (h(t),v)Ç(t)dt, 'IÇ E V(]O,T[), 'lv E V, e 
para um determinado (3 E L2 (0, T: H). 
Para isso fixemos Ç E V(]O,T[) e v E V. 
Sabemos que existe sequência. {vm}m>l tal que Vm E Vm e Vm---+ v forte em V. 
Coloquemos: 
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{45) 1/>m{t,•) := Ç{t)vm e 1/>{t,·) := Ç{t)v. 
É fácil ver que: 
(46) 1/>m ~ 1/> forte em L2{0, T: V), e ~m ~ ~ forte em L2 {0, T: H) 
Agora, sabemos que zm(t,·) E Vm satisfaz, "i/t E]O,T[, a. seguinte equação: 
Ta.m bém, como 
ao integrarmos de O a T obtemos que 
Assim, tomando r.p = '1/Jm(t) em (47) e integrando de O a T obtemos, graças à 
equação anterior, que: 
Agora vamos calcular o limite de cada termo dessa. expressão: 







m-.= lo lo lo 
pelo seguinte motivo: 
lf(zm{t),~•m(t))dt -f{z{t),~(t))dtl S Um)+ (11m), onde 
Um)= lf(zm(t)- z(t),~m(t))dtl e (11m)= [(z(t),~m(t)- ~(t))dt. 
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Mas (Im) ~O quando m ~ oo, pois zm- z-"' O em (L1 (0, T: H))' e >bm ~ ,j; 
forte em L 2(0, T: H), e em particular em Ll(O, T : H). 
Também temos que (11m) --l-O quando m--+ oo, pois 
O :0: (11m) :0: f lz(t)l.l>bm(l)- ~·(t)ldt :0: [f lz(t)l'df'. [f l>bm(t)- ,j;(t)l'df' :0: 
l . . 
:0: y'2·11zi1Pto.TY)·II1/•m -1/•IIPto.r,H) ~O, quando m ~ oo, o que 
conclui a igualdade ( 49). 
Agora, também é verdade que 
(50) J~IIJ, f ((zm(l), .Pm(t)))dt ~ [((z(t), ,P(t)))dt, pOIS 
zrn ---'- z em L2(0, T: V) e 'lj;rn --+ 'lj! forte em L2(0, T : V). 
É fácil ver também que 
(51) 
T T 
Ji_n:;,fo (h(t),,Pm(t))dt ~lo (h(t),,P(t))dt, pms 
[(h(t),</•m(t))dt- [(h(t),>/•(t))dt :0: ~·llhllulo.TH)·II</'m- <PIIP{o.Tv), o qual 
tende a zero quando m---+ oo. 
(52) 
(53) 
Resta provar que: 
lim {T .Pm(t,f).p(zm(t.,f))dt ~ {T 1/•(t,l).p(z(t,f))dt e 
m-+oo}o lo 
Jim {T(Gzm(t),,Pm(t))dt ~ {T(~(t),,P(t))dt, 
m~ooh h 
para algum~ E L'(O, T: H). 
Para isso vamos usar o lema de Aubin-Lions (veja lema 1.16) com B0 =V= 
H1,0 , B ~ H 3i'(O,t), B1 ~H~ L2 (0,l) e p0 ~ p, ~ 2. 
Ora, do lema 2.13 sabemos que {zm}m;?l é limitada em L2 (0,T: V), e do lema 
2.15 ternos que {zm}m;?:I é limitada em L2(0,T: H). Logo {zm}m;?:l é limitada em 
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W, e como a inclusão W <.......t L 2(0,T: H 314(0,R.)) é compacta concluimos que existe 
subsequência de zm, ainda denotada zm 1 tal que: 
(54) zm ___, z forte em L'(O,T: H'''(O,f)). 
De posse disso temos que: 
[ </Jm(t,f)p(zm(t,f))dt- [ <J;(t.,f)p(z(t,f))dt <: (I!Jm) + (IVm), onde 
(IIIm) - f 1</Jm(t,R)- <f;(t,f)IR·IP(zm(t,f))IRdt e 
(IVm) - [ 1</J(t,f)IR·IP(zm(t,f))- p(z(t,f))IRdt. 
Agora, 
(Jlfm) < IIPIIL~(R)· [ 1</Jm(t,f)- </J(i,f)IRdt <: vl.IIPIIL~(R)· [ 11</Jm(\)- </J(i)lld\ <: 
< v'Ef.IIPIIL~IIRJ·II~'m- </JIIv(o,r.vJ, donde (Illm) ___,O quando m ___, oo. 
Também temos que: 
(!Vm) = lv(f)IR· f IWJIR·Ip(zm(t,f))- p(z(t,f))IJRdt, 
e como Ç E V(] O, T[) então Ç é limitada (digamos por lf), donde 
(IVm) <: lf.lv(f)IR· f lp(zm(t,f))- p(z(t,f))IRdt. 
Usando o fa.to que p: IR---> IR é lipschitziana então 
(!Vm) < lf.lv(f)IJR· f lzm(t,f)- z(t,f)IRdt <: 
< lL'.Iv(f)IR· [T [ sup lzm(t,x)- z(t,x)IR] dt = 
lo O<;r<t 
- lL'.Iv(f)IIR· [ llzm(t)- z(t)llci[O,I])dt 
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e como a inclusào H 314(0, f) '-+ C([O, f]) é contínua obtemos ainda que: 
, {T 
(IV)m < <P.[v(C)[m. lo llz"'(t)- z(t)IIH'''Io.fldt <:: 
< v'T~.[v(C)[fR. [1T llz"'(t)- z(t)[[~'''(O,i)dt]
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,ou seJa, 
(!Vm) < ~Vr.[v(l)[m.[[z"'- z[[L'(O,TB'i'(o,l))• o qual tende a zero 
quando m---+ oo graças a (54), confirmando o limite em (52). 
Para finalizar a etapa 3 calculemos o limite (53). 
Do lema 2.15 temos que [[z"'(t,·)ll <; k, Vt E [O,TJ e Vm 2' 1, para uma certa 
constante k. Logo, da hipótese (H!.a) concluimos que [G(z"'(t,·))[ <; k, Vt E [O,T] 
e Vm ~ 1, ou seja, {Gzm}m>I é limitada em L00 (0,T: H), e em particular em 
L2(0, T : H). Portanto, tomando subsequência se necessário, existe j3 E L2(0, T : H) 
tal que 
(55) Gz"'~f3 fracoem L2 (0,T:H). 
Agora, do fato que '!fm - '1/J forte em L 2(0, T : V) temos em particular que 
'1/Jm --+ 'ljJ forte em L 2(0, T : H). Isto, juntamente com (55) nos dá o limite (53), 
concluindo a etapa 3. 
Etapa 4: i E L'(O, T: V') e z(O) = z0 . 
Definindo g; E L2 (0, T: V'), i E {I, 2, 3, 4}, por: 
(g1 (t),v) := ((z(t),v)), (g2(t),v) := p(z(t,C))v(f) , 
(g,(t),v) := (f3(t),v), e (g4 (t),v) :=(h(!), v), 
entã.o a equação ( 44) demonstrada na etapa anterior está dizendo que 
{T , {T 
(56) -lo (z(t),v)Ç(t)dt = Jo (g(t),v)Ç(t)dt, VÇ E D(]O,TI) e 
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Mudando a ordem de integraçã.o, temos que: 
- {(z(t),v)~(t)dt = (- { Út)z(t)dt,v) 
Corno lT Ç(t)g(t)dt E V', temos que o lado direito de (56) pode ser escrito 
[(Ç(t)g(t),v)dt =(f Ç(t)g(t)dt,v), Vv E V 
De (56), (57) e (58) concluimos que 
(- { ~(t)z(t)dt, v) = (f Ç(t)g(t)dt, v), Vv E V. 
Usando a identificação do produto interno com o produto de dualidade entre 
V e V', obtemos: 
{T . {T 
(-lo Ç(t)z(t)dt,v) = (}
0 
Ç(t)g(t)dt,v), Vv E V 
Portanto -lT ~(t)z(t)dt = J,T Ç(t)g(t)dt, e como Ç E V(]O,T[) é arbitrário 
concluimos que i= g E L2(0, T: V 1), como queríamos. 
Provaremos agora que z(O) = z0 . 
Para isso seja. I' E c= (lo, T]) tal que <p(O) # O e <p(t) = O para todo t E 
[T - li, T], e algum O < 8 < T. Seja também v E V. 
Temos que t H <p(t)v pertence a W(O, T: V, F'). Logo, integrando por partes 
(veja proposição 1.4) temos que: 
1' T J, (z(t), v)<p(t)dt = -1 (z(t),1•)1'>(t)dt- (z(O), v) <p(O) 
De maueira análoga temos: 
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Assim, se provarmos que lT(im(t),vm):P(i)dt. --> lT(i(t),v):p(t)dt quando 
m --t oo, não restará. mais nada a fazer, pois o lado direito da última equação 
tende para -lT(z(t),v),P(t)dt- (z0,v).:p(O), donde resultará que (z(O),v):p(O) ~ 
(z0,v).:p(O), e sendo :p(O) #O então (z(O),v) ~ (z0,v). Como v é arbitrário em V, e 
V~ H, então (z(O), v)~ (z0 , v) 'lv E H, donde z(O) ~ z0 . 
Provaremos então que lim fT(im(t),vm):p(t)dt ~ f(z(t),v):p(t)dt 




dt(z(t),v) + ((z(t),v))- v(C).p(z(t,C)) + (P(t),v) ~ (h(t),v) 
no sentido de D'(]O,T[), para todo v E V, e como ~(z(t),v) ~ (i(t),v) temos, 
multiplicando (59) por :p(t), que 
{60) (i( t), v):p( t )+( ( z(t), v) ):p( t)-v( f).p( z(t,C) ):p( 1)+(;3( t ), v ):p(t) ~ (h( t), v ):p( t). 
Agora, é fácil ver que f, : [0, T] --> IR, i E {1, 2, 3, 4, 5), onde 
f 1 (t) :~ (i(t),v), f,(t) :~ ((z(t),v)), f,(t) :~v(C)p(z(t,l)), f 4 (t) :~ (;J(t),v) 
e f 5 (t) :~ (h(t),v), pertencem ao espaço L'(O,T). Logo, como :p E L2(0,T), então 
fi.r.p E V(O, T) Vi E {1,2, 3,4, 5}, ou seja, podemos integrar (60) de O a T obtendo: 
T T T 
(61) l (i(t),v):p(t)dt ~ -1 ((z(t),v)):p(t)dt + l v(f)p(z(t,f)):p(t)dt + 
- [ca(t),v):p(t)dt + [(h(t),v):p(t)dt. 
De modo análogo temos para as aproximações zm a igualdade: 
(62) [(im(i),vm):p(t)dt ~- {((zm(t),vm)):p(i)dt + [ vm(C)p(zm(t,f)):p(t)dt 
- [(Gzm(t),vm)'!'(t)dt + [(h(t),vm)'!'(t)dt 
Assim obtemos por (62) que 
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'I UNIC .... P í' 
Sl8o.-IQ!~CA Ct:t<~~M. J 
---~·-·-·-
=- {((z(t),v))'P(t)dt + { v(C)p(z(t,C))'P(t)dt- {((3(t),v)'P(t)dt+ 
1T(h(t) 1 v)'P(t)dt, sendo que as convergências quando m---+ oo se justificam de modo 
análogo a convergências já estabelecidas anteriormente. 
Logo, da equaçà.o acima e de ( 61) tiramos que 
desejado. Isso completa. a quarta. etapa. 
Etapa 5: (3 = G(z). 
Para isso precisaremos do: 
Lema 2.16: zm.-+ z forte em L2 (0, T: V). 
Demonstração: Seja Xm (T) d.efinido por 
I lT Xm(T) := -.lz'"(T)- z(T)I2 + llz'"(t)- z(t)ll'dt 
2 o 
Podemos escrever: 
I l,T Xm(T) = -.lz'"(T)I2 + llz'"(t)ll'dt + Ym(T) , onde 
2 o 
I l,T l,T Ym (T) := -(z'"(T), z(T)) + -.lz(T)I'- 2. ((zm(t), z(t)))dt + llz(t)ll 2dt. 
2 o o 
Agora, como zm é limitada em U.:;,(O,T: H) então zm(T) é limitada em H, 
donde zm(T) ____,.e fraco em H: tomando subsequência. se necessário. Mas, tomando 
'P E C00 ([0, T]) tal que <p(T) # O e <p(t) = O 'lt E [0, ó] para algum O < ó < T, 
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obtemos que () = z(T) por um argumento análogo ao que foi feito na demonstração 
de que z(O) = z0 . Portanto zm(T) ~ z(T) em H, donde: 
(63) (zm(T), z(T)) ~ lz(T)I' quando m ~ oo. 
Recordando que zm ___. z em L2 (0, T : V) entã.o 
(64) {((zm(t),z(t)))dt ~ [ llz(t)ll'dt, quando m ~ oo. 
Logo, de (63) e (64) segue que 
( 65) lim Ym(T) = -~.lz(T)I'- {r llz(t)ll'dt 
m--+oo 2 Jo 
Agora, das aproximações sabemos que 
e integrando de O a T obtemos: 
1 f' 1 {T 
(66) 2·lzm(T)I2 +lo llzm(t)ll 2dt = 2·lz0ml2 +lo zm(t,R).p(zm(t,C))dt 
- [(Gzm(t),zm(t))dt + {(h(t),zm(t))dt. 
Agora vamos calcular o limite de cada termo do segundo membro de (66): 
Em primeiro lugar temos que 
lzo,.,l 2 ---+ lzol 2 , pots Zom --+ zo em V(e em particular em H). 
Também temos 
fT zm(l.,[)p(zm(t,f))di ~ {T z(t,f)p(z(t,t))dt, pOis 
~ Jl lf zm(t,C)p(zm(t,f))dt- [ z(t,C)p(z(t,R))d!IR S (Vm) +(VIm), onde 
(Vm) = [ lzm(i,f)- z(t,f)IR·IP(zm(t,f))IJRdl e 
(VIm)= [ lz(t,C)IJR·IP(zm(t,t))- p(z(t,t))IJRdt. 
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Agora., 
(Vm) < IPIL~(R)· [ lzm(t,f)- z(t,C)IJRdt e 
(VIm) < <V.VR { llz(t)ll-lzm(t,R)- z(t,R)IJRdt 
graças à desigualdade (15) e o fato de p ser lipschitziana. 
Também, graças a.o lema. 2.15 temos que z E LOG(O, T : V) de onde segue que 
Mas, do mesmo modo que estimamos o termo (JVm), temos que foT lzm(t,t')-
z(t,C)IJRdt :S a:. VT-IIzm- ziiL'(o,TH'i'(O,I))• de onde segue que (Vm) e (VIm) tendem 
a. zero quando m --). oo. 
Também é verda.de que 
foT(Gzm(t),zm(t))dt ~ foT(P(t),z(t))dt, pois sabemos que Gzm ~ P em 
L'(O,T ' H) poc (55), e que zm ~ z forte em L'(O,T ' H) graças a (54) e o 
fato H 3i4(0,f) <->H. 
Finalmente, 
(em particular fraco) em L2 (0, T: H). 
Assim, de (66) segue que: 
( 67) lim [-,
1 1zm(T)I2 + {T llzm(t)ll'dt] = ~-l=al' + {' z(t,C)p(z(t,C))dt + 
m-+co :.... Jo 2 Jo 
- {((3(t),z(t))dt+ [(h(t),z(t))dt. 
Agora, como 
(i(t),>•) + ((z(t),v))- v(C).p(z(t,t)) + ($(t),v) = (h(t),v) Vv E V, 
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então, fixando t e tomando v = z(t) obtemos 
1 d 
-.-d Jz(t)J 2 + JJz(t)JJ' = z(t,f).p(z(t,R))- (fl(t),z(t)) + (h(t), z(t)) , 
2 t 
e integrando de O a T obtemos 
1 f 1 {T {T {T 
2.Jz(T)J'+ lo Jjz(t)JJ'dt = 2.JzoJ'+ lo z(t,R)p(z(t,l))dt- lo (fl(t),z(t))dt+ lo (h(t),z(t))dt 
Disso e de (67) concluimos que 
lim [~.Jzm(T)J 2 + [T Jjz(t)JJ 2dt] = ~.Jz(T)J 2 + f Jjz(t)JJ'dt, o qual, 
.m--+oo 2 lo 2 lo 
juntamente com (65), nos dá. que lim Xm(T) =O, concluindo o lema 2.16. • 
m--+oc 
Voltando à etapa 5, provemos que {3 = G(z ). 
Ora, como lT Jjzm(t)-z(t)JJ 2dt ~O quando m ~ oo, então JJzm(t)-z(t)JJ ~O 
para. quase todo tE [O,T], tomando subsequência se necessário, ou seja, zm(t) ---r z(t) 
forte em V, a.e [0, T]. Da hipótese (Hl.b) em G concluimos que: 
(68) G(zm(t)) ~ G(z(t)) fraco em H, a.e [0, T]. 
Afirmaçã.o: 
(69) Gzm ~ Gz em L'(O,T: H). 
De fa.to, fixe r.p E L2 (0,T: H). Queremos provar que 
1T(G(zm(t)),cp(t))dt "'; f(G(z(t)),<p(i))dt. o ~ 
Mas, para cada tE [O, T] temos que <p(t) E H. Logo, de (68) segue que: 
(70) (G(zm(t)),cp(t)) "'; (G(z(t)),<p(t)), ae [O,T]. 
Agora, J(G(zm(t.)),<p(t))JF S JG(z"'(t))J.[<p(t)[, e como [G(zm(t))J <: k Vt E 
[O, T] e Vm ;> 1 então vem que 
(71) J(Gzm(t),cp(t))JR S i·.J<p(t)J. 
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Como t >-> k.[<p(t)[ é integrável, segue de (70), (71) e do teorema da con-
vergência dominada de Lebesgue que J,T(Gzm(t),<p(t))dt ~ J,T(Gz(t),<p(t))dt, o 
que prova (69). 
Agora, de (55) e (69) segue que (3 = Gz, como queríamos. 
A demonstração do teorema (2.11) está completa. • 
2o2 Regularidade para as soluções de (P., ): 
O objetivo deste parágrafo é mostrar o: 
Teorema 2.17: Se G, h, p satisfazem (H! )-(H3) e se z0 E V, então o problema (P.,) 
tem uma solução forte z. Mais ainda, i E L2(0, T: H). 
Demonstração: Seja z uma solução generalizada de (P..J, ié, 
(72) (i(t), v)+ ((z(t), v))- v(C).p(z(t, C))+ (Gz(t), v)= (h(t),v), 
no sentido de 'D'(]O, T[), Vv E V. 
Agora, graças à hipótese (H La) de crescimento de G, temos que t ~ h(t, •)-
G(z(t, o)) pertence ao espaço L'(O,T; H). Logo, existe uma única w E C([O,T]: H) 
soluçào forte do problema 
(73) w(t) + A,w(t) = h(t, o)- G(z(t, o)), w(O) = z0 • 
Assim, fixado v E V obtemos que 
(w(t),v)- (wxx(t,·),v) = (h(t,·),v)- (Gz(f,o),v). 
Integrando por partes vemos que ( wn( t, o), v) = v( C).p( w( t, C)) - ( ( w( t, o), v)), 
e identificando (W(t),v)= (W(t),v) obtemos ainda: 
(74) (w(t),v) + ((w(t,o),v))- v(C).p(w(t,f)) =(h( I)- Gz(t),v), 
para quase todo t E]O, T[ e todo v E V. 
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Também, como w(O) = z0 E V= D(<p0 ) então w E L2(0,T: H) graças ao 
\eo;ema (2.9) . 
Agora, subtraindo (72) e (74) ficamos com: 
(i(t)- w(t),v) + ((z(t)- w(t), v))- v(f).[p(z(t, f))- p(w(t,f))] =O 
Fixando te tomando v= z(t)- w(t) obtemos 
~.dd [z(t)- w(t)[ 2 + [[z(t)- w(t)[[ 2 = [z(t,f)- w(t,f)].[p(z(t,f))- p(w(t,l))]. 
2 t 
. Como p : IR --+ IR é decrescente então o segundo membro acima é não-positivo, 
ou seja, d/dt[z(t)- w(t)[ 2 <:O, donde z = w. 
Ou seja, z é de fato solução forte, como afirma.do. • 
2.3 O problema (P0 ) com condição inicial z0 E H. 
Para tratar dessf' problema colocaremos a seguinte hipótese na aplicação G: 
OBS.: É fácil ver que se G: V--+ H é lipschitzia.na então a hipótese (H4) é satis-
feita. Entretanto a recíproca. não vale em geral. 
Podemos então enunciar e provar o: 
Teorema 2.18: Se z0 E H e se G, h, p satisfazem (Hl)·(H4) então problema (P0 ) 
com condição inicial z0 tem uma única solução forte. 
Dem. do teorema 2.18: 
Unícidade: Sejam z, U.' E C([O, T] :H) soluções fortes de (P"') com condição inicial 
zo E H. Ou seja, 
i(t) + A0 (z(t)) + G(z(t)) = h(t), w(t) + A0 (w(t)) + G(w(t)) = h(t), 
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e z{O) = w{O). Então i(t)- u>(t) + A0 (z(t))- A,(w(t)) = -G(z(t)) + G(w(t)), e 
tomando o produto interno (de H) com z(t)- w(t) obtemos: 
(75) 
1 d 2· dt lz(t)- w(t)l' + (A,z(t)- A,w(t), z(t)- w(t)) S 
~-IGz(t)- Gw(t)l' + 
2
1
, .lz(t)- w(t)l 2 , 
e usando (H4) obtemos ainda: 
1 d [ Júl 1 2 -.-lz(t)- w(t)l' + 1-- .(A,z(t)- A,w(t),z(t)- w(t)) < -.lz(t)- w(t)l. 
2dt 2 -z, 
Assim, tomando O < E < 2/{-1 podemos escrever 
! lz( t) - w( t) I' S ~ .lz(t) - w( t) I', Vt E [O, T], e usando Gronwall concluimos 
que lz(t)- w(t)l' S O Vt E [O, T], ou seja, z = w. 
Existência de solução forte: 
Seja { zo}m;::t C V tal que Zom -----+ zo em H. 
Pelo teorema 2.17 sabemos que existe, para cada m 2:: 1, uma solução forte zm 
para o problema im(t) + A,(zm(t)) + G(zm(t)) = h(t, ·),zm(O, ·) = Züm· Subtraindo 
as equações pa.ra zm e z11 obtemos: 
e tomando o produto interno (em H) com zm(t)- Z 11 (t) vem: 
~-_<i_lzm(t)- zn(t)l' + (A0 zm(f)- A/(t),z"'(t)- zn(t)) < õ_ IGzm(t)-2 dt 2" 
Gzn(t)l' + J__lz"'(t)- zn(t)l'. Usando (H4) obtemos a.inda: 
2E 
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Integrando de O a t vem: 
(76) ~lzm(t)- z"(t)l 2 + [1- I~ E]. J,'(A0zm(s)- A0zn(s),zm(s)- zn(s))ds 
S ~ lzom - Zo" I'+ ;€ lo' lzm(s) - zn(s )l'ds. 
Como ant.es 1 escolhendo O < c < 21{-1 obtemos: 
Por Gronwall ficamos com: 
(77) 11 m ,nll
2 < I I' T/• z - "" C([O,T]:H) _ Zom - zo, .e . 
Portanto {zm }m>l é de Cauchy em C([O, T] : H), donde existe z E C([O, TJ : H) 
tal que zm ~ z em C([O, T]: H). 
Agora, voltando à equa.ção (76) com t = T podemos escrever: 
Desenvolvendo o primeiro membro da desigualdade acima ficamos com: 
t llzm(s)-z"(s)ll2ds S (2-K c)-'. [lzom- Zonl 2 + ~ llzm- z"ll~([o,T)H) + 9mn(T)], 
onde 9mn(T) := [izm(s,f)- z"(s,()].[p(zm(s,t))- p(zn(s,t))]ds. 
(78) 
Agora., sendo p : IR --t IR decrescente então 9mn(T) S. O, donde 
llzm- z"llf'(O.T•V) S (2- Jú)-'. [lzom- zonl 2 + 
~·llzm -znll~([o.T].H)l• ou seja, 
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{zm}m;?.l é de Cauchy em L2(0, T: V), donde existe Z E L2(0, T: V) tal que zm -1- Z 
em L2 (0, T : V). Agora, é fácil ver que Z = z, donde: 
(79) 
Afirmamos que: 
(80) Gzm ~ Gz forte em L2 (0, T: H). 
De fato, pois: 
[ IGzm(t)- Gz(t)] 2 dt :<:; K.hT(A0 zm(t)- A0 z(t),zm(t)- z(t))dt ~ 
K.]]zm- zllb{o,TY}- f{. f[p(zm(t,f))- p(z(t,C))].[zm(t,C)- z(t,C)]dt :<:; 
< K.]]zm- zlli'{o,TV} + 2I<IIP]ILMIRI· [ lzm(t,C)- z(t,C)]Rdt. 
Mas f ]zm(t, C) - z(t, f)]Rdt :<:; f llzm(t, ·)- z(t, • )]]c{[M}dt S 
< lf. [ ]]zm(t,•)- z(t,·)]]dt :<:; lfVT]]zm- z]]L'{o.TY}, 
onde a penúltima desigualdade se justifica pelo fato da imersão V ~ C([O, f]) ser 
contínua, e a última se justifica pela desigualdade de HOlder. 
Assim, 
de onde segue a afirmação graças a (79). 
Resumindo temos que: 
im(t) + A
0
(zm(t)) ~ h(t)- G(zm(t)), zm(O) ~ Zom, 
Zom -1- z 0 em H e h- Gzm -1- h- Gz em L2(0, T: H). 
Logo, pelo teorema 1.15 temos que z'"" -1- w em C([O,T] : H), onde w E 
C (lO, T] : H) é a única. solução fraca de th( t) + A0 ( w( t)) ~ h( t)- G( z(t) ), w(O) ~ zo. 
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Por unicidade do limite em C([O, T] : H) temos que z = w, ou seja, z é solução fraca 
do problema z(t) + A,(z(t)) = h(t)- G(z(t)), z(O) = z0 . Agora, sendo A, = Ô<p0 , 
como t 1----t h(t)- G(z(t)) pertence ao espaço L2(0, T: H), segue do teorema 1.9 que 
z é de fato solução forte do problema i(t) + A0 (z(t)) =h( I)- G(z(t)),z(O) = z0 , 
como queríamos. • 
2.4 Continuidade da solução com respeito às condições ini-
ciais e termo forçante. 
Sob as hipóteses (Hl) - (H4) vale o teorema 2.18 de existência. e unicidade de 
soluções para (P.J Logo fica bem definida. a aplicação: 
2 s, I 2 l (zo, h) E H x L (0, T : H) c---; z E C([O, T :H) n L (0, T : V , 
onde z é a. única. soluçã.o forte de ( P,) com condição inicial Zü e termo forçante h. 
Nessas condições podemos provar o: 
Teorema 2.19: Se p satisfaz (H3) e se G satisfaz (H!) e (H4) então a aplicação S00 
onde 1 = gráf(p), satisfaz: 
(81) IIS,(zo, h)- S,(Zo, h)llb([o,T]H) s M.[IZo- zol 2 +I Ih- hiiL(o,T.H)l e 
(82) IIS,(zo, h)- S,(Zo, h)IIL'(o,T.v) S M.[IZo- Enl' +I Ih- hiiL'(O,T•HI] 
para todos (z0 , h) e (.Z0 , h) em H x L2(0,T: H), e uma certa constante M E IR. 
Em particular, a aplicação 5"') é contínua. de H X L2(0,T: H) em C([O,T]: H), e 
também é contínua de H X L2(0, T: H) em L 2(0, T: V). 
Demonstração: Chamemos z = S,(z0 , h) e Z = S.JZ0 , h). Então 
z(t) + A,(z(t.)) + G(z(t)) = h(t), z(O) = Zo e 
I(t) + A,(z(t)) + G(z(t)) = h(t), i( O)= io-
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Subtraindo estas duas equações, tomando o produto interno com z(t)- Z(t), 
e usando (H4) conseguimos que: 
(83) 
d 
dt]z(t)- z(t)] 2 + [2- KE].(A,z(t)- A,z(t),z(t)- z(t)) S 
< ]h(t)- h(t)i' + (1 + c 1 ).]z(t)- .i(t)]'. 
Tomando O < t- < 2]{-1 obtemos, com contas análogas às anteriores, que: 
(84) llz- zll~([o,JlH) S [izo- zo]2 +I Ih- hjj~'(O,TB)]·e(l+<-')T 
e também: 
{85) llz- zlli•1o,r.v1 < {2- ]{,r' [u + e-')T]]z- zll~uo.nHJ + 
- 2 ·] I ih- hiiL'(O,ToH) + lzo- zol 
E, de (84) e (85) podemos escrever ainda: 
(86) ]]z- i]]f,(o,r.v) S M. [lzo- ia]'+ ]]h- h]]f•(o,TB)l , onde 
M ~ M(e) ~ [1 + (! + e-')T.eii+,-'ITJ/(2- Ke). 
Observe que ê depende apenas da constante f{ da hipótese {H4), e não depende 
dos elementos (z0 , h) e (20 , h). Ou seja, provamos que existe constante ME IR tal 
que (81) e (82) ocorrem. o 
Corolário 2.20: A aplicação 5"~ leva conjuntos limitados de H x L2(0, T: H) em 
conjunto' limitado' de C([O, TJ : H) e L'(O, T : V). 
OBS.: A constante M do teorema 2.19 independe de p. 
2.5 De volta a (Pn ): existência, unicidade e dependência 
contínua. 
Com o que já temos estabelecido podemos provar o: 
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Teorema 2.21: Se z0 E H, h E L2 (0, T : H) e G : V _, H é lipschitzi· 
ana, então o problema ( Pn) com condição inicial z0 tem uma única solução forte 
z E C([O, T]: H) n L2 (0, T: V). 
Demonstração: Suponhamos em princípio que z0 E V. 
Seja. {p,.,}n.?I uma sequência. de funções de IR em IR com as seguintes proprie-
dades: 
(i) Pn: IR-+ IR é não-crescente, \In 2: 1; 
(ii) p,., :IR-+ IR é lipschitziana, Vn 2: 1. 
(iii) r n := gráf(p,.,) -+r qua.ndo n-+ 00 no seguinte sentido: 
Dado é> o, existe no(E) E ffil tal que r,., c V(f; t.:) para todo n 2: no( c), onde 
V(f; r):~ {P E IR' i dist (P; r)< r}. 
'-r-·-·-·-·-·- é 
OBS.: Em particular, a. condição (iii) garante que {Pn}n2':l é uniformemente limi-
tada, ié, existe constante lf' E IR tal que IPn(:r)IR ~ <1', Vx E IR e Vn 2: N1 (sem 
perda de generalidade, podemos supor N1 = 1 ). 
Sejam A= Ar e A,.,= Arn. 
Já sabemos que A e A,., são maximais monótonos, Vn 2_ 1. 
Mais ainda, existem funcionais r.p: H ---+ IR U { +oo} e 'Pn : H ---+ IR U { oo} con-
vexos, próprios e semi-contínuos inferiormente tais que A ;::::: Oi.p e An ;::::: Oif'n, Vn ?: 1. 
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Sabemos também que, para cada n 2_ 1, existe uma única solução forte zn E 
C([O, T] :H) n L'(O, T : V) para o problema.: 
(P") { z:(t) + A"(z"(t)) + G(z"(t)) = h(t,,) 
z (O) = zo 
Mais ainda, zn E L2 (0, T: H) para todo n ~ 1. 
Assim, tomando o produto interno (em H) com zn(t) obtemos: 
(87) lz"(t)l' + (Anz"(t),z"(t)) + (Gz"(t),.i"(t)) = (h(t),z"(t)) 
Agora, como z"(O) = z0 E V= D('Pn) então a função tE [0, T] >--> 'Pn(z"(t)) E 
IR é absolutamente contínua em [O, T], donde derivável quase sempre em [0, T], e 
vale a fórmula (Anz"(t), i"(t)) = ~{'Pn(z"(t))}. Essa afirmação decorre da demons-
dt 
tração do teorema (1.9). 
(88) 
(89) 
Assim, a equação (87) fica: 
lz"(t)l' + ~{'Pn(z"(t))) = (h(t),.i"(t))- (Gz"(t),.i"(t)). 
dt 
Integrando de O a t, com t E [0, T], obtemos que: 
fo'iz"(s)i 2ds + 'Pn(z"(t)) = 'Pn(zo) +(I)+ (IJ), 
onde (J) = l(h(s),i"(s))ds e (JJ) = l(Gz"(s),i:"(s))ds. 
OBS.: (89) se justifica, pois sendo t 1---1 'Pn(zn(t)) absolutamente contínua, 
l
t d 
então -{<pn(z"(s)))ds = 'Pn(z"(t))- 'Pn(z"(O)), ou seja, a função é a integral de 
o ds 
sua derivada. 
Agora, para E > O arbitrário temos que: 
(J) S _I_ llhlli'(OT·H) + ~- f' li"(s)l'ds , e 2e: ,. 2lo 
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I i' E 1' (IJ) ~ -
2 
. IGz"(s)l'ds + -. li"(s)l'ds , e como G: V-> H é 
é o 2 o 
lipschitziana então existem constantes a, b 2 O tais que IG(u)l ::; a.ilull + b, Vu E V, 
donde segue que 
(I!) ~ c,. [' ~.llz"(s)ll'ds + "-. [' li"(.•)l'ds + Cz lo 2 2 lo 
onde c1 = c1 (c) = (o2 + 1)/r e c2 = c2(E) =(a'+ l)b
2T/2r. 
Logo, de (89) e das majorações conseguidas para (I) e (li) obtemos que: 
(90) ( 1-c ). f' li"(s )I% +l"n (z"(t)) S \'n(zo)+ 
2
1 llhiiL•(o T-H) +c,. [' ~llz"( s )(('ds+cz lo E ,. lo2 
f""l'l 1 
Agora, l'n(zo) = -lo Pn(s)ds + 2·llzoll', 
f'" (I) 
e como -lo Pn(s)ds ~ 






(['2 f 2 
l'n(zo) ~ 2 + llzoll · 
Assim, tomando O< E< 1, concluímos a partir de (90) e (91) que: 
(92) \'n(z"(i)) < lf''f + llzoll' +_I llhiiL•(HJ +c, f' ~llz"(s)ll'ds + Cz 
- 2 2e: lo 2 
Afirmação: Existem constantes c3 > O e c4 E IR tais que 
1'1 1' -llz"(s)ll'ds ~ C3 \'n(z"(s))ds +c, . o 2 o 
De fato, pois: 
e como 
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l'n(z"(s)) 2' -(J;vC[[z"(s)[[ + ~[[z"(s)[[ 2 = f([[z"(s)[[), onde 
f: IR--> IR. é a função quadrática J(x) = ~x2 - a:v'cx. 
Agora, tomando O< D < 1/2 e IE :S minxeR{(!- D).x 2 - a:Jiix), é fácil ver 
que f(x) ::> D.x 2 +/E, 'fx E IR. 
Logo, 'Pn(z"(s)) 2' D.[[z"(s)[[ 2 + IE, ou seja, 
llz"(s)[[ 2 :'ó D-I\'n(z"(s))- D-IJE , donde 
1'1 1 i' IET -[[zn(s)[[ 2 d.• <: -D. 'Pn(z"(s))ds- -D· , 'ft E [O,T] o 2 2 o 2 , provando a 
afirmação com c3 = 1/2D >O e c4 = -IET/2D. 
Portanto, de (92) e da afirmação tiramos que: 
'Pn(z"(t)) :S (J;'C + [[zo[[ 2 + ~[[h[[f,(H) +c, [c, [' 'i'n(z"(s))ds +c,]+ Cz, 
2 2e lo 
ou ainda, 
(93) 'Pn(z"(t)) :S [a:; c+ [[zo[[2 + ;, [[hllt'(H) + cs] + l Y5'Pn(z"(s))ds · 
Usando o lema. de Gronwall-Bellman c.oncluimos que: 
(94) 'Pn(z"(t)) :S [a:; e+ [[zo[[ 2 +:c [[h[[b(H) + cs].e"T , 'ft E [O,T], ié, 
(95) 'Pn(z"(t)) :S K, 'ft E [O,T]. 
Agora, para todo u E D(tpn) temos que: 
["1'1 1 1 
'i'n(u) =-lo Pn(Ç)dÇ + 2[[u[[ 2 2' -(J;vC[[u[[ + 2[[u[[ 2 2' K, com ]{ inde-
pendente de u e de n. Logo: 




[( :S- Jo Pn(!:)d( + 211zn(tJII' :S K, 'lt E [O,T]. 
Em particular, 
(98) llzn(t)ll :S k, 'lt E [O,T] (li independente de n E IN), 
pois do contrário existirá sequência {tiJiEN C [O,T) tal que llzn(tJ)II--+ oo quando 
j ~ oo, donde l'n(zn(tj)) ::> -IL'Jfllzn(tjJII + ~-llzn(t,)ll' __, oo quando j __, oo, 
contradizendo (96). 
Agora, de (90), (91) e (98) tiramo' que: 
(1- E) fo'ii"(s)i'ds + \'n(zn(t)) :S <1:
2
'{ + llzoll' + 
2
1
, llhllf'(O.TB) + ~CrT K' +C,, 
ou seja, chamando o segundo membro acima de c7(E) obtemos 
(1- c) la' lin(s)l 2ds :S c,(E) -l'n(zn(t)) :S c,( E)- K =: cs(E), 'lt E [0, T] 
e Vn ~ 1. 
Porta.nt.o: 
(1- s) lT lin(c<)l'ds :S c8 (s) , 'In E IN; ou 'eja. 
(99) 
Portanto, {in}n?:l é limitada em L 2 (0, T: H). 
Agora; é possível provar que {zn}n?:l é limitada em L2(0,T: V) com as mes-
mas contas do parágrafo 2.1. Ou, alternativamente, use o teorema 2.19 juntamente 
com a observação de que a constante Af daquele teorema independe da função p. 
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Ora, mas tendo {zm}m~I limitada em L2(0,T: V) e {zm}m~l limitada em 
L2(0,T: H), podemos usar o lema de Aubin-Lions como já feito antes e concluir 
que: 
(lOO}zm ---t:: forte em L2 (0, T: H3 / 4), tornando subsequência se necessário. 
Agora, de: 
{ 
i"(t) + Anz"(t) + Gz"(t) = h(t) 
z"(O) = zo 
e { 
im(t) + Amzm(t) + Gzm(t) = h(t) 
zm(O) = Zo 
obtemos, após subtrair e toma.r o produto com zn(t)- zm(t), a seguinte igualdade: 
I d 2 dt [z"(t)- zm(t)l' + [[z"(t)- zm(t)[[ 2 = 
= [Pn(z"(t,R))- Pm(zm(t,R))].[z"(t,R)- zm(t,f)] + 
-(Gz"(t)- Gzm(t),z"(t)- zm(t)). 
Assim. usando a. desigua.ldade de Young com E > O, o fato que {pn} é uni-
formemente limitada, por <r, e o fato de G : V ---+ H ser lipschitziana concluimos 
que: 
(101) ! ]zm(t)- z"(t)] 2 + (2- K 2c).]]zm(t)- z"(t)]]2 S 4!P.[zm(t,l)- z"(t,I)]R + 
+~.lzm(t)- z11 (tW. Após integração de O atE [O,T] obtemos 
E 
[zm(t)- z"(t)] 2 + (2- K 2E) .{ ]]zm(s)- z"(s)]]'ds S 
S 4<f. f' ]zm(s,l)- z"(s,I)[Rds + f' ~.]zm(s)- z"(s)] 2ds lo lo E 
~ 4d:v'r.llzm - zniiL2(o,T:H3/4) + 11 ~.lzm(s)- zn(s)F<lds, ou seja: 
(102) ]zm(t)- z"(t)] 2 + (2- K 2c) fo'iizm(s)- z"(s)]] 2ds S 
if.]]zm - z"]]p(o.r.H'i'J + l ~.]zm(s)- z"(s)] 2d.•, Vt E [O,TJ. 
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A partir daqui tomamos é > O suficientemente pequeno e agimos como em 
situações anteriores para obter que: 
(104) llzm- z"llho,T:V) :S (2- J<'e)-1 .ir[[zm- z"llv(o,T:H'i') + 
+(2- K2e)-1Té-1 [[=m- z"ll~([o,T]B) 
Ou seja, {z")n~l é de Cauchy em C([O,T] : H) e em L'(O,T: V), donde 
Z 11 ----+ z forte nesses dois espa.ços. 
Agora1 de zn----+ z forte em L2(0, T: V) e G lipschitziana então 
(105) Gz"--> Gz forte em L2 (0, T: H). 
Para concluir o teorema. no caso z0 E V precisamos do: 
Lema 2.22: (I+ .\An)-1 (u)-". (I+ .\A)-1 (u) em H, V.\> O e Vu E H. 
Demonstração do Lema: Sejam >. > O e u E H fixados. Denotemos Vn ·-
(I+ >.Ant1(u) e v:= (I+ >.A)-1(u). Queremos mostrar que Vn----+ v em H quando 
n ----+ oo. Ora, da. definição de V 11 e v temos que: 
(106) Vn(O) =O, (vn(f),v~(f)) E fn = graf (p,), e 
(107) v- .\v"= v, v( O)= O, (v( C), v'(C)) E f. 
Portanto (v,- v)- .\(v,- v)"= O, (v,- v)(O) =O. 
Tomando o produto interno (em H) com v11 - v ficamos com: 
[v,- v['- .\[v~(f)- v'(l)][v,(C)- v( f)]+ .\[[v,- v[['= O, ou ainda, 
(108) [v,- v[ 2 +.\[[v,- v[[ 2 = .\[v~(f)- v'(R)J[v,(C)- v( f)] 
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Assim, se provarmos que o lado direito de (108) tende a zero quando n -+ oo 
obteremos que v., -+ v em H (e até mesmo em V). E isto é verdade, conforme 
podemos ver no que segue: 
De Vn- À v~= u, vn(O) = 0 e (vn(f), v~(f)) E fn então 
[
vn(f)l , " v~(C) = Po+vn(O).d , d P. {' (l->)M [ 0 l d on e 0 =lo e -u.(s)/ À. s, 
00 [2k+1 00 
d, = L ~.::...,.--~ > o e a, = L 
k~o V.(2k + 1)' k~o )l'-(2k)! >o . 
Lembre que v~(O) é escolhido (de modo único) tal que [ :~-~~~ l pertença a f n· 
De modo análogo temos que: 
[ ~~(Cf) ] = P0 +v'(O).d; sendo P0 e d como acima, e v'(O) determinado (também 
de modo único) tal que [ :~.C]) l pertença a r. Veja ilustração abaixo: 
Assim, como fn ~f quando n ~ oo, então [~:i~\] ~ [ ~~fJ)] quando 
n -t oo, donde segue que [v~,(f)-v1 (C)].[v.,(f)-v(f)]-+ O quando n -t oo, concluindo 
a. demonstração do lema (2.22). 
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Resumindo, temos estabelecido que: 
i"(t) + Anz"(t) = h(t)- Gz"(t) , z"(O) = z0 , e também' 
o h- Gz" ~ h- Gz em L'(O, T' H) [em particular, em L'(O, T' H)]; 
o (1+.\Ant'(u)~(I+.\At'(u) em H quando n~oo,VÀ>O e VuEH. 
Logo, do teorema 1.15 segue que z" ~ w em C([O, T] ' H), onde w E C([O, T] ' 
H) é a única solução fraca do problema w(t) + Aw(t) = h(t)- Gz(t),w(O) = Zo. 
Agora, sendo A::::: 8;_p e h- Gz E L2 (0, T: H) então, pelo teorema 1.9, w é solução 
forte. Agora, da unicidade do limite em C([O, T] : H) tiramos que w ::::: z, donde z é 
solução forte de i(t) + Az(t) + Gz(t) = h(t),z(O) = z0 , o que conlcui o teorema no 
caso z0 E V. 
O ca.so em que z0 E H segue agora fácil. Tomamos sequência { z0,_},_~1 C V 
tal que z0 ,., ---7 z0 em H. 
Pelo que provamos acima, existe solução forte z,_ E C([O, T] : H) n L2 (0, T: V) 
para o problema: 
i"(t) + Az"(t) + Gz"(t) = h(t), z"(O) = Zon· 
Com argumentos análogos conseguimos provar que existe z E C([O, T] : H) n 
L2(0, T : V) tal que zn ____,. z forte nesses dois espaços. 
Agora, de zn --t z em L2(0,T: V) então Gz11 --t Gz em L2(0,T: H), e em 
particular em V(O, T: H). Portanto: 
{ 
i"(l) + Az"(t) = h(t)- Gz"(t.) 
z"(O) = Zon 
e além disso z011 ____,. z0 em H , e h- Gz" ____,.h- Gz em L1(0, T: H}. Logo, usando 
o teorema 1.9 novamente conclt1imos que z é solução forte de .i(t)+ Az(t) + Gz(t)::::: 
h(t), z(O}::::: z0 , corno queríamos. 
A unicidade segue fácil. • 
Gra.ças a.o teorema 2.21 fica bem definida a aplicação 
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Sr : H x L2 (0, T: H) --> C([O, T] : H) n L'(O, T : V) , que a cada par (z0 , h) 
associa a única solução forte z do problema i(t) + Arz(t) + Gz(t) = h(t), z(O) = z0 . 
De modo análogo ao que provamos no teorema 2.19 para S-r, onde I = gráf 
(p), temos a seguinte propriedade para Sr: 
Teorema 2.23: Se G : V ~ H é lipschtziana então existe constante M E IR tal 
que: 
(109) ]]Sr(zo,h)- Sr(zo)>)Jib([o,T].fl) <: M.[lzo- zo] 2 +]]h- h]]t'(O,TB)], e 
(110) ]]Sr(zo, h)- Sr(zo, h)]]f,(o,TV) <: M. [lzo- zo] 2 +]]h- h]]t>(o,TH)], 
para todos (z0 , h) e (z0 , h) em H x L'( O, T: H). 
Em particular, a solução de ( Pr) depende continuamente da condição inicial e 
do termo forçante. 
Dem.: Segue os mesmos passos do teorema 2.19. • 
. 1 + (1 + t.:- 1 )T.e(l+~-1 )T 




onde o <E < zx-2 e ]{ é a constante de lipschitz de G. 
3 Soluções periódicas forçadas. 
Dado h E L2(0, T; H) colocamos a seguinte pergunta: 
Existe z0 E H tal que a. única solução z = Sr(z0 , h) satisfaz z(T, ·) = zo? 
Inicialmente responderemos esta questã.o para. o problema (P,) 1 onde 1 
graf(p) 1 com p: IR---+ IR limitada., nào-crescent.e e lipschitziana. 
Para isto introduzimos a. aplica.ção (de Poinca.ré) 
(111) F}:H-->H, F}(z0):=z(T,·), onde z=S0 (z0 ,h). 
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Queremos entã.o saber se :F.} tem ponto fixo, e o teorema de Schaeffer abaixo 
será de grande utilidade: 
Teorema (Schaelfer): 
Sejam E Banach com norma 11.11 e F : E ~ E compacta (ié, leva limita-
dos em relativamente compactos). Suponhamos ainda que existe R > O tal que 
{u E E I u~!.F(u),!. E [0,1]} C BE(O;R), ondeBE(O;R)~{vE E: [[v[[< R). 
Então F tem ponto fixo u0 E BE(O; R). 
Demonstração. É consequência do teorema de Schauder, e está feita em textos 
clássicos (veja [6], por exemplo). • 
Começamos provando o: 
Lema 2.24: :Fj. : H ~ H é compacta. 
Demonstração: Seja BC H limitado. Provaremos que :F}(B) é limitado em V, 
donde seguirá o resultado, pois a inclusã.o V <-----+ H é compacta. 
Sem perda de generalidade podemos supor B = {v E H : I vi ::; RB}. 
Seja z0 E B, e provemos que existe constante ]f{ = II<(B} E IR tal que 
II.J't(zo)[[ :S If{ 
Para. isso tomemos {zo,}n;:;t C V tal que Zon --t z 0 em H. 
Novamente sem perder generahda.de suporemos Zon E {v E H I vi :S.: RB+l}, 
'In> I. 
Por simplicida.de escreveremos z11 = S.y{z0 ,, h), ou seja: 
(1!2) 
Tomando o produt.o interno (de H) com i 11 (t) obtemos: 
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Obs.: A equação acima faz sentido, pois como Zon E V então Zn E L2(0, T : 
H). Mais ainda, como ~ = 8~.p-y para um certo funcional I.P-r : H ---+ IR U { +oo} 
convexo, próprio e sei, e como zon E V= D(tp-y) então a função t 1---t '1'-r(zn(t,·)) é 
absolutamente contínua em [0, T], donde é derivável quase sempre em ]0, T[. Além 




Logo, multiplicando (113) portE [O,T] e usando (114) obtemos: 
tlin(t)l 2 + trJ_<p0 (zn(t)) =\(h( f), Zn(t))- t(Gzn(t),in(t)) dt 
Integrando de O a T ficamos com: 
{' tlin(t)l'dt + [T t<i_<p0(zn(t))dt = (J) + (II), onde lo lo dt 
(J)= f t(h(t),in(t))dt e (JJ) =- [ t(Gzn(t),in(t))dt. 
Agora, integrando por partes obtemos que 
1T d 1T t-<p0 (zn(t))dt = T<p0 (zn(T))- <p0 (zn(t))dt, o dt o 
de onde segue que (116) fica 
(117) [ t]zn(t)] 2dt + T<p0 (zn(T)) = (J) + (JJ) + (JIJ), onde 
(JJJ) =f <p.,(zn(t))dt. 
Tomando E > O é fácil ver que: 
e usando a condição (Hl.a) de crescimento em G: 
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onde c1 e c2 são constantes positivas dependendo de E,T, e das constantes a,b da 
condição (Hl.o). 
Também: 
f [ {'"(1,1) 1 l 
(!li)= lo -lo p(s)ds+2llzn(t)ll' dt, 
{'n(t,l) r, 
mas como- lo p(s)ds :Õ vfiiPIIL~(R)·IIzn(t)ll então 
Agora, usando a desigualdade de Young temos 
de onde segue finalmente que: 
Logo, de (117) e das majorações conseguidas para(!), (11) e (JJI) ficamos com: 
(I -E) [ lzn(t)l'dt + T<p0(Zn(T)) :Õ ~ llhllh(o,TB) + ~f IIPIIL~(R) + 
+ csll=niiL•(O,T•V) + Cz. 
Tomando O< E< 1, e escrevendo L2(X) para designar L2(0, T: X), obtemos 
da inequaçào anterior que: 
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1 2 1 2 f 2 2 r,.(T,l) 
(118) zliz"(T)]] :5 2, ]]h]]L'(H) + z]]p]]L~(R) + c,]]z,]]u(VI +c,+ Jo p(s)ds. 
Agora, como 
então (118) fica: 
(1- e) 11 2 I I z (I+ c')f 2 z 
2 · z"(T)II :Ô 2, I hiiL'(H) + 2 IIPIIL~(R) + Czllz"IIL'(V) +c, 
ou ainda, 
onde en, c7 e c8 são constantes positivas que dependem dos parâmetros 
E, h, R, p, T, a, b. Em notação mais conveniente ficamos com: 
(119) 
Agora, como lzonl::; Rs + l,Vn 2: 1, então o conjunto {(z0mh};n E .N} é 
limitado em H x L2 (0, T: H). Mas lembrando que S, leva limitados de H x L2 (0, T: 
H) em limitados de L 2(0, T : V), então existe constante f{ = K(R8 ) > O tal que 
IIS0 (zo"' h)IIL'(V) :ô K, Vn ::>I. 
De (119) segue então que 
(120) llzn(T)]] 2 :Ô cs]]hlli'(H) + c,]{(B)2 + Cs =: li\1 
Em particular, existe () E V tal que zn(T) ------'- (}fraco em V, tomando sub-
sequência se necessário. Por um argumento já utilizado anteriormente podemos 
provar que()= z(T), donde z11 (T) - z(T) fraco em V. Assim, como a norma é 
fracamente semi-contínua inferiormente obtemos que: 
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(121) llz(T)II' s; liminf 1\z.(Tlll'· 
n-oo 
Também, como (z0., h) ~ (z0 , h) em H x L'( O, T : H) então S0 (zo., h) ~ 
S0 (z0 , h) forte em L
2(0, T : V) (graças ao teorema 2.19), de onde segue de (119) 
que: 
De (121) e (122) concluimos que 
1\z(T)\\ 2 S c.;\\h\\I,(H) + cr\\S0 (zo, h)\II'(V) + cs S IK1, ou seja, 
1\Jt(zo)l\2 S JJ\1, qualquer que seja z0 E E. 
Isso mostra que :F}(B) é limitado em V, como queríamos. • 
Procedendo da mesma maneira obtemos o: 
Lema 2.25: Seja. G : V ---+ H lipschitziana. Então a aplicação de Poincaré :F~ 
associada ao problema (Pr) é compacta. 
Demonstração: Análoga. à. feita no lema 2.24. • 
(H5) 
Faremos agora a seguinte hipótese na aplicaçã.o G: 
{ 
Existem constantes O ~ a < 1 e f3 2: O tais que 
(Gv,v) ~ -a\\v\\2 - (3, Vv E V. 
Com isto podemos provar o: 
Lema 2.26: Seja G : V ---+ H lipschitziana satisfazendo (H5). Então a aplicação 
de Poincaré A satisfaz a condição do teorema de Schaeffer, isto é, existe R> O tal 
que {zo E H\zo = !.T,!(z0), À E [O, 1]} está contido na bola BH(O, R) = {v E H : 
lvl S R). 
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Demonstração: 
Temos que z0 = >.:F}(z0 ) <=> z0 = Àz(T), onde z = S0 (zo, h). 
Em particular .:0 E V, pois já provamos que z(t) E D(AI) para t > O, isto é, 
o semigrupo gerado por A"+ G regulariza os dados iniciais. 
Agora, z = S.,.( z0 , h) significa que: 
i(t) + A0 (z(t)) + G(z(t)) = h(t), z(O) = z0. 
Portanto, 
~ ~ lz(t)l' + llz(t)ll' = p(z(t,R))z(t,f) + (h(t), z(t))- (Gz(t), z(t)). 
Logo, usando a hipótese (H5) conduimos que: 
1 d 
2 dt lz(t)l' + (1- a)llz(t))ll' <:: p(z(t,R))z(t,f) + (h(t),z(t)) + (3. 
Agora, para E > O temos que: 
1 f 2r:; 
(h(t), z(t)) <:: 
2
, lh(t)l' + 4llz(t)ll2 , de onde segue que 
] d [ f'El ] 2dtlz(t)l 2 + 1-a- 4 .llz(t)ll' <:;p(z(t.,f))z(t,f)+ 
2
,1h(t)l2 +(3. 
Também é fácil ver que: 
f E 
p(z(t,f))z(t,C) <:; 2,11PIIi~ 1 R) + 211z(t)ll
2
, de onde concluimos que 
~_c1Nt)l 2 + [1 -o- p, - ~].llz(t)ll' <:: _t:_IIPIIi~IRI + _!_lh(t)l' + (3. 
2 dl 4 2 2E 2e 
Ch J• 
1 [ f' E '] I . . . o f fi . amemos 1 1 = -. 1-ü---- , o qua e posJbvo se é> or su CJen-
2 4 2 
temente pequeno (graças ao fato a< 1). Então: 
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Agora, como lul2 ~ (f' /2).11ull 2 para todo u E V entiW (2K,jl').lul' < 
K 1 llull', donde sai de (123) que: 
d 2[( 
dt lz(t)l' + -f,iz(t)l' <: 2(3 + ft:-'IIPIIioo<Rl + e-'lh(t)l2 
Denotando ]{2 = 2Kt/f2 obtemos que: 
e integrando de O a T obtemos 
Agora., lembrando que z0 = ..\z(T), e que podemos supor O< À:::; 1 sem perder 
generalida.de, ficamos com: 
e como À ::; 1 obtemos ainda: 
concluindo o lema. 2.26. a 
Do teorema de Schaeffer e dos lemas 2.24 e 2.26 podemos enunciar o: 
Teorema 2.27: Sejam: 
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(i) p: IR--+ IR decrescente, limitada e lipschitziana, 1 = graf(p); 
(ii) h E L'(O, T: H); 
(iii) G: V-+ H lipschitziana satisfazendo (H5). 
Então existe zo E H tal que a única solução forte z de (P')') com condição 
inicial z0 satisfaz z(T, •) = z0. 
Agora, da mesma forma que demonstramos o lema 2.26 podemos mostrar o: 
Lema 2.28: Seja G : V -+ H lipschitziana satisfazendo a hipótese (H5). Então 
a aplicação de Poincaré .Ff associada ao problema ( Pr) satisfaz a condição: existe 
R> O tal que o conjunto { z0 E Hlzo = .\Ff(z0), .\ E [0, !]) fica contido em Bn(O; R). 
Logo, dos lemas 2.25, 2.28 1 e teorema de Schaeffer concluimos o: 
Teorema 2.29: Sejam: 
(i) h E L'(O, T: H); 
(ii) G: V ---+ H lipschitziana satisfazendo (H5). 
Então existe z0 E H (na verdade, z0 E V) tal que a única solução forte z de 
(Pr) com condiçã-O inidial z0 satisfaz z(T,-) = z0 . 
Antes de terminarmos a dissertação vale lembrar que a regularidade das 
soluções do problema. estudado no capitulo I ficou dependendo da regularidade das 
soluções de i(t) + A(z(t)) + G(z(t)) = h(t) no caso em que G: H1 ,0 --+ L2(0,R) é 
dada por G(z) = z(C)Ç(·) para um certo Ç E L00 (0,C). Ora, mas isto segue do que 
fizemos no capítulo II, pois para tal G temos que: 
IG(u)- G(v)l = l(u(€)- v(f))Ç(·)I = 1<1-lu(€)- v( f) IR 'S I<IVcllu- vil, 
quaisquer que sejam u, v E V, ou seja, G : V ---+ H é lipschitziana. 
Vale a pena. também colocar exemplos de aplicações G que satisfazem a pro-
priedade (H5): 
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Exemplo 1: G: Hr,o ~ L2 (0,C), G(v) =v'. 
Neste caso temos: 
1' 11'd 1 (Gv,v) = v'(x)v(x)dx =- -d {v(x))'dx = -v2(C) 2 O, O 2 o X 2 
ou seja, G satisfaz (H5) com qualquer O :S o: < 1 e qualquer f3 2: O. 
Exemplo 2: G: Hr,o ~ L2(0,R), G(v) = v(C)Ç(·), com Ç ;:>O (ou seja, é o caso 
que originou o capítulo II). 
Aqui temos, para todo v E V, que: 
(Gv, v)= v( f) 1' Ç(x)v(x)dx, 
e considerando 1/:(x) :=la" Ç(s)ds (donde .jl = Ç) então 
(Gv,v) =v( f) la' <P'(.x)v(x)d.x, 
e integrando por partes obtemos ainda que 
(Gv, v)= ,P(f)v2(f)- v( C) la' ,P(x)v'(x)dx. 
Mas sendo v E V então v' E H = L2 (0J'), ou seja, d é integrável. Além disso 
como 'ljY 1 = Ç 2: O então 'ljJ é monotona .. Logo, usando a segunda fórmula da média 
(veja [14], página 99) sabemos que existe c E [O, R] tal que 
1' 1/•(x)v'(x)dx = ,P(C) [ v'(x)dx + >/•(0) 1' v'(x)dx, 
e como 1,&(0) =O então 
1' ,P(x)v'(x)dx = v•(f)v(f)- ,P(f)v(c), 
de onde segue que 
(Gv, v)= V•(f)v(f)v(c) 
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e como [v(s)[R :S Vf[[v[[ V O :S s :S R então [v(C)v(c)[R :S R[[v[[', ou seja 
(Gv,v) 2: -b/>(C)[[v[['. 
Assim, se e.jJ(C) <I temos (H5) satisfeita com a= bp(R) e (3 =O. 
Obs.: bj;(R) <I é equivalente a lo' Ç(s)ds <c-', ou seja, l Ç(s)ds tem que 
ser um número ~'pequeno'1 • Se notarmos na secção da regularidade no capítulo I 
veremos que a função auxiliar Ç pode ser tomada satisfazendo esta condição, sem 
perda de generalidade. 
i 
Observe que, a.pesa.r de restringirmos mais a classe de aplicações G impondo 
(H5) na busca de soluções periódicas, ainda pedimos muito menos do que a condição 
(Gv, v) 2: -c para todo v E V, feita em [4[ e [5]. 
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