Abstract. The inhomogeneous incompressible Navier-Stokes equations with fractional Laplacian dissipations in the multi-dimensional whole space are considered. The existence and uniqueness of global strong solution with vacuum are established for large initial data. The exponential decay-in-time of the strong solution is also obtained, which is different from the homogeneous case. The initial density may have vacuum and even compact support.
Introduction
In this paper, we are concerned with the Cauchy problem of the following fractional inhomogeneous incompressible Navier-Stokes equations:            ∂ t ρ + div(ρu) = 0, x ∈ R n , t > 0,
ρ(x, 0) = ρ 0 (x), u(x, 0) = u 0 (x), (1.1) where ρ = ρ(x, t) denotes the density, u = u(x, t) = (u 1 (x, t), u 2 (x, t), · · ·, u n (x, t)) denotes the fluid velocity, p(x, t) is the scalar pressure, and µ > 0 is the viscosity that is assumed to be one for simplicity; ρ 0 (x) and u 0 (x) are the prescribed initial data for the density and velocity with ∇ · u 0 = 0. The fractional Laplacian operator (−∆) α with α > 0 is defined via the Fourier transform as
where f is the Fourier transform of f . Recently there have been a lot of studies on the fractional Laplace-type problems, not only for mathematical interests but also for various applications in different fields. As a matter of fact, the application background of the fractional problems can be found in fractional quantum mechanics [26] , probability [4, 6] , overdriven detonations in gases [10] , anomalous diffusion in semiconductor growth [38] , physics and chemistry [31] , optimization and finance [11] and so on. When α = 1, the system (1.1) becomes the classical inhomogeneous incompressible Navier-Stokes equations, describing fluids inhomogeneous in density. Typical examples of such fluids include the mixture of incompressible and non-reactant flows, flows with complex structure (e.g. blood flows or rivers), fluids containing a melted substance, etc. We refer to [29] for the detailed derivation of this system. Because of its physical importance, complexity, rich phenomena and mathematical challenges, there is a notablly large literature on the mathematical studies on the well-posedness of solutions to the classical inhomogeneous incompressible Navier-Stokes equations. For example, when the initial density is strictly positive, Kazhikov [24] proved that the system has at least one global weak solution in the energy space, the local (global if n = 2) existence and uniqueness of strong solutions were first obtained in [3, 25] , and similar results were established recently in a series of works such as [1, 2, 7, 13-16, 32, 33] . For the initial data with vacuum, the problem becomes much more complicated due to the possible degeneracy near vacuum. Simon [35] first proved the global existence of weak solutions with finite energy, which was extended later by Lions [29] to the case of density-dependent viscosity. For the strong solution in dimensions three, Choe-Kim [9] proposed a compatibility condition and successfully established the local existence of strong solutions, which was improved by Craig-Huang-Wang [12] for global strong small solutions (see [19, 21, 40] for the case of density-dependent viscosity). In the case n = 2, it was shown in [20, 30] that the initialboundary value problem and the Cauchy problem of the inhomogeneous Navier-Stokes equations with vacuum admits a unique global strong solution for the general initial data. For n ≥ 3, the global existence of strong or smooth solutions with general initial data is a well-known open problem. One difficulty is that the Laplacian dissipation is insufficient to control the nonlinearity when applying the standard techniques to establish global a priori bounds. Hence it is natural to explore the problem via replacing the Laplacian operator by the fractional Laplacian operators as in (1.1), motivated by the applications aforementioned, in order to obtain the global strong solution for the general initial data, which is the aim of this paper.
When the density ρ is a constant, the system (1.1) becomes the classical fractional homogeneous incompressible Navier-Stokes equations, which admit a unique global smooth solution as long as α ≥ 1 2 + n 4 . This result dates back to J. Lions's book [28] in 1969, which is even true for some logarithmic corrections (see [5, 36] for details). These results were extended to the inhomogeneous system (1.1) in [17] for α ≥ 1 2 + n 4 and in [18] for the corresponding logarithmic case. It should be noted that both [17] and [18] require the initial density ρ 0 bounded away from zero, i.e., the flow has no vacuum. The goal of this paper is to relax this restriction. More precisely, we shall establish the global existence of strong solutions with vacuum to the system (1.1). Moreover, we shall also obtain the exponential decay-in-time of the strong solution. We recall that (ρ, u) is called a weak solution to the system (1.1) if it satisfies (1.1) in the sense of distributions, and a strong solution if the system (1.1) holds almost everywhere.
In this paper, we shall adopt the convention that C denotes a generic constant depending only on the initial data. For simplicity, we will frequently use the notation Λ := (−∆) 1 2 . For 1 ≤ r ≤ ∞ and integer k ≥ 0, we use the following notations for the standard homogeneous and inhomogeneous Sobolev spaces:
Now we state our main result of this paper as follows. 
then it has a unique global strong solution (ρ, u) such that, for any given T > 0 and for any 0 < τ < T ,
Moreover, there exists some positive constant γ depending only on ρ 0 L 2n n+2
such that, for all t ≥ 1,
Remark 1.1. For the exponential decay-in-time property of Theorem 1.1, the estimate of the density:
plays a crucial role. This estimate (1.2) does not hold for the homogeneous case (with constant density) in the whole space. In fact, only algebraic decay rate has been obtained for the homogeneous case in literature, e.g., [2, 8, 22, 23, 34, 37] . Remark 1.2. As a consequence of the proof of Theorem 1.1, the corresponding conclusions of the global existence and exponential decay of strong solutions are also valid for the system (1.1) with at least
We also remark that our arguments can be adopted to other similar systems with the same dissipations, such as the inhomogeneous incompressible magnetohydrodynamic equations. Remark 1.3. Under the assumption that the initial velocity is suitably small, the exponential decay-in-time of the strong solutions was obtained in [19] for the Cauchy problem of the three-dimensional classical inhomogeneous incompressible Navier-Stokes equations (i.e., the system (1.1) with α = 1) with density-dependent viscosity and vacuum, which of course is valid for the constant viscosity case. We remark that Theorem 1.1 is proved without any smallness on the initial data. Moreover, the initial density is allowed to have vacuum. We also point out that the regularity assumption on the initial density ∇ρ 0 ∈ L 4n n+6 is used only to guarantee the uniqueness of the solution. Remark 1.4. Finally, compared with the previous works [9, 12, 20, 21, 40] , the following corresponding compatibility condition on the initial data is dropped from Theorem 1.1:
However, without the compatibility condition, the price that we need to pay is that the parameter τ in Theorem 1.1 must be positive and can not be replaced by the initial time τ = 0.
We now outline the main idea and make some comments on the proof of this theorem. The local existence of strong solutions to the system (1.1) follows from the works in literature such as [9, 27] (see Lemma 2.1). Thus our efforts are devoted to establishing global a priori estimates on strong solutions to the system (1.1) in suitable higher-order norms. It should be pointed out that compared with the related works in literature, the proof of Theorem 1.1 is much more involved due to the absence of the positive lower bound for the initial density as well as the absence of the smallness and the compatibility conditions for the initial velocity. Consequently, some new ideas are needed to overcome these difficulties as explained below. First, taking the advantage of the estimate (1.2) on the density, we have the following key observation:
which implies that √ ρu(t) 2 L 2 decays with the rate of e −γt for some γ > 0 depending only on ρ 0 L 
L 2 decays at the same rate as e −γt (see Lemma 2.3 for details). The next step is to derive the bound of √ ρ∂ t u(t) 2 L 2 . However, it prevents us to achieve this goal due to the absence of the compatibility condition (1.3) for the initial velocity. To overcome this difficulty, we first derive the following crucial time-weighted estimate (see (2.13)):
where the positive constant C is independent of the initial data of √ ρ∂ t u. In fact, the time-weighted estimate is crucial in dropping the compatibility condition on the initial data (see [19, 27, 30, 33] for example). As a result, (1.4) allows us to derive the desired exponential decay-in-time rate (see (2.14)):
As a matter of fact, all these exponential decay-in-time rates and the time-weighted estimate (1.4) play an important role in obtaining the desired uniform-in-time bound of t 0 ∇u(τ ) L ∞ dτ (see (2.22) for details). Next, by means of these a priori estimates, we can establish the time independent estimates on the gradient of the density. This further allows us to derive the time-weighted estimate (see (2.31)):
Note that, thanks to the weighted factor t 2 , the constant C in the above estimate is independent of the initial data of Λ 
Therefore, the higher regularity of the velocity and the pressure follow directly. The uniqueness is quite subtle as we only have the estimate
This means that the uniqueness can not be proved by the standard Gronwall's inequality, instead we use a new Gronwall type inequality in [27] . With all these a priori estimates obtained, we can finally establish the global existence and uniqueness as well as the exponential decay of global strong solution to the system (1.1) in Theorem 1.1.
As a byproduct, using the similar arguments of the proof for Theorem 1.1, we can also obtain the exponential decay of strong solutions to the two-dimensional Navier-Stokes equations with damping. We remark that without damping, only algebraic decay rate was obtained in [30] .
The rest of the paper is organized as follows. In Section 2 we carry out the proof of Theorem 1.1. In the appendix, we present the byproduct on the exponential decay for the two-dimensional Navier-Stokes equations with damping and a sketch of the proof.
The proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. We shall prove Theorem 1.1 in several steps. In the first step, we state the local existence and uniqueness of strong solutions. The main part of the proof will focus on establishing a priori estimates for strong solutions. In the second step, we make use of the estimate on the density to derive the exponential decay-in-time: e γt √ ρu(t) 2 L 2 ≤ C for some γ > 0, which also allows us to further establish the same exponential decay-in-time:
In the third step, with the aid of the exponential decay estimates obtained above, we continue to derive the time-weighted estimates and the exponential decay of √ ρ∂ t u(t) 2 L 2 as well as some other quantities. With the above estimates at hand, the fourth step is devoted to obtaining the uniform-in-time bound of t 0 ∇u(τ ) L ∞ dτ and thus establishing the estimate of the gradient of ρ. In the fifth step, we establish the time-weighted estimates and the exponential decay of Λ
L 2 and some other quantities. Finally, combining all the above estimates, we prove Theorem 1.1. Now we present the details step by step.
2.1. Local well-posedness. Inspired by the works [9, 27] , one may construct the local existence and uniqueness of strong solutions. 
Proof. First, the non-negativeness of ρ is a direct consequence of the maximum principle and ρ 0 ≥ 0. We multiply the equation (1.1) 1 by |ρ| p−2 ρ, integrate it over R n and use
We
In order to show (2.2), we multiply equation (1.1) 2 by u, use the equation (1.1) 1 and integrate the resulting equation over R n to show
Now it is easy to check
where C ⋆ = C(n) is a constant. Thus, we conclude from (2.3) that
An application of the Gronwall inequality yields (2.2). This completes the proof of Lemma 2.2.
Based on the estimate (2.2), we now derive the same exponential decay estimate for Λ
Under the assumptions of Theorem 1.1, the solution (ρ, u) of the system (1.1) admits the following bound for any t ≥ 0,
where
Proof. First, multiplying the equation (1.1) 2 by ∂ t u, using ∇ · u = 0 and integrating by parts, we obtain 1 2
With the aid of the Gagliardo-Nirenberg inequality, one gets
We therefore conclude that
Integrating in time and using (2.2) yield
We thus get
By virtue of the Gronwall inequality and (2.2), one has
which along with (2.7) also implies
Now let us recall the Stokes equations
Applying the regularity properties of the Stokes system (2.10), it follows that
This allows us to show
where we have used (2.2), (2.8) and (2.9). We thus complete the proof of the lemma by combining (2.8), (2.9) and (2.12).
Time-weighted estimates and exponential decay of
and other quantities. The following lemma is crucial to derive the higher order estimates of the solutions. 
Moreover, for any t ≥ 1, the following estimates hold true
14)
Proof. First, applying the time derivative ∂ t to the equation (1.1) 2 gives
Multiplying (2.17) by ∂ t u and using the equation (1.1) 1 , we derive that
By means of the embedding inequalities, one shows
and
For the term N 3 , it can be bounded by
, where we have used the following fact due to (2.11)
Substituting the above estimates into (2.18) yields
From (2.2) and (2.5), and by the Gronwall inequality, one has
Moreover, we deduce from (2.20) that
Integrating it in time and making use of (2.5) as well as (2.21) lead to
By the same argument adopted in dealing with (2.8) and (2.9), we thus deduce
By means of (2.19), (2.14) and (2.5), we have
We thus obtain (2.15). It follows from the Stokes system (2.10) that
, where we have used the estimates in (2.6). Similarly, we obtain
As before, we therefore obtain for all t ≥ 1,
24)
Remark 2.1. We remark that the bound (2.23) will be used to show the uniqueness, while the bound (2.24) will be used to derive the exponential decay of Λ
Proof. First, it is easy to check that for any 2 < p <
where we have used the following fact u · ∇u
(2.27)
Combining the estimates (2.2), (2.5), (2.14) and (2.15) allows us to show that, for any 2 < p < 4n n−2 and for any t ≥ 0,
Applying the L p -estimate to (2.10) yields
which leads to
Thanks to (2.2), (2.28) and (2.29), we immediately obtain
Since ρ satisfies ∂ t ρ + u · ∇ρ = 0, direct computations yield
The Gronwall inequality and (2.30) ensure that
We thus complete the proof of Lemma 2.5.
2.5. Time-weighted estimates and exponential decay of Λ 1 2
Moreover, for any t ≥ 1, we have
Proof. Multiplying (2.17) by ∂ tt u and integrating by parts imply that 1 2
We first bound H 3 and H 4 as
We rewrite H 1 as follows
By the Hölder inequality and the embedding inequality, we have
. We obtain that
Thanks to ∂ t ρ = −div(ρu), one obtains
It follows from the Hölder inequality and the interpolation inequalities that
Similarly, we have
Therefore, H 2 admits the following bound
We finally get by collecting all the above estimates
Hence, in view of ∂ t ρ = −div(ρu) = −u · ∇ρ and the Hölder inequality along with the embedding inequality, we deduce
We first get from (2.36) that
By (2.2), (2.5) and (2.13), we conclude 39) where and in what follows, we use the following facts: for any σ 1 ≥ 0, σ 2 > 0,
Noticing the following estimate
and using the argument in dealing with (2.39), we show that
According to (2.2), (2.5) and (2.13) again, one deduces from (2.37) that
We get by integrating (2.38) in time and using (2.39) as well as (2.42)
Direct computations also yield
Inserting (2.44) into (2.43) implies
This along with the Gronwall inequality and (2.41) yields
which is (2.31). With the help of (2.31), we are in the position to derive the exponential decay of Λ
To this end, we multiply (2.36) by e γt to obtain
Now integrating (2.45) on the time interval [1, t] yields
According to the estimates (2.5), (2.14) and (2.15), it follows from (2.37) that
Appealing to the estimates (2.5), (2.14) and (2.15) again, we can also show
Inserting the above estimates (2.47)-(2.50) into (2.46) yields
Similarly, it follows from the estimates (2.5), (2.14) and (2.15) that
As a result, we have by the Gronwall inequality
Consequently, we complete the proof of Lemma 2.6.
With the estimates of Lemma 2.6 at hand, we can obtain the following estimate.
Lemma 2.7. Under the assumptions of Theorem 1.1, the solution (ρ, u) of the system (1.1) admits the following bound for any t ≥ 1,
Proof. Using the regularity properties of the Stokes system (2.10), we get
where we have used (2.27) in the last line. Recalling the estimates obtained in the previous lemmas, we see that for any t ≥ 1,
Similar argument also implies
Consequently, it gives that for any t ≥ 1,
Moreover, we also deduce that for any t ≤ 1,
Hence, we obtain the desired estimates and thus complete the proof of the lemma.
2.6. The proof of Theorem 1.1. We need the following Gronwall type inequality which will be used to guarantee the uniqueness of strong solutions (see [27, Lemma 2.5]).
Lemma 2.8. Let X 1 (t), X 2 (t), Y (t), β(t) and γ(t) be non-negative functions. In addition, β(t) and tγ(t) are two integrable functions over [0, T ]. Let X 1 (t) and X 2 (t) be absolutely continuous over [0, T ] and satisfy
where A is a positive constant. Then, the following estimates hold
In particular, if X 2 (0) = 0, we have
We continue to prove our theorem. The desired bounds of Theorem 1.1 follow directly by putting together all the estimates of the above Lemmas 2.2-2.7. Thus it remains to show the uniqueness. To this end, we make use of the following two momentum conservation equations
Now we deduce by multiplying the above identity by u − u and integrating it over R n , 1 2
The term J 2 can be bounded by
For the term J 1 , we have by (2.27),
.
We therefore obtain
Using the following two density equations
It implies that
We may conclude
. Now let us denote
Recalling (2.5), (2.14), (2.22) and (2.23), we know that
Due to u(x, 0) = u(x, 0), we have X 2 (0) = 0. Making use of the Gronwall type inequality in Lemma 2.8, we immediately have the uniqueness, namely, u(x, t) = u(x, t), ρ(x, t) = ρ(x, t).
This completes the proof of Theorem 1.1.
Appendix A. The case of dimension n = 2
As a byproduct of the approach in the proof of Theorem 1.1, we also obtain the exponential decay-in-time of the strong solution in dimension n = 2 provided that a damping term u is added in the momentum equation. More precisely, we have the following result.
Theorem A.1. Consider the following system
Assume that the initial data (ρ 0 , u 0 ) satisfies the following conditions:
Then the system (A.1) has a unique global strong solution (ρ, u) satisfying, for any given T > 0 and for any 0 < τ < T ,
for any m ∈ (2, ∞). Moreover, there exists some positive constant γ depending only on
Remark A.1. When the damping term u is absent from the system (A.1), it seems difficult to obtain the exponential decay of the strong solution as in Theorem A.1. The key obstacle is that the classical Sobolev embedding inequality is critical in dimension n = 2. However, if the initial density decays not too slowly at infinity, then it is proved in [30] that the corresponding system admits a unique global strong solution. Moreover, the following large-time decay rates were obtained:
As the proof of Theorem A.1 can be carried out as that of Theorem 1.1 with some suitable modifications, we only give a sketch of the proof in this appendix. First, the basic energy estimates read as follows. 
Proof. The first part of the estimate (A.2) and the non-negativeness of ρ can be deduced as in Lemma 2.2. To show the second part of (A.2), we multiply equation (A.1) 2 by u and integrate the resulting equation over R 2 to get
Fixing r ∈ (1, ∞), we see that
, which is crucial for the exponential decay estimate, but different from (2.4). It follows that
By the Gronwall inequality, one can prove
This completes the proof of Lemma A.1.
Lemma A.2. Under the assumptions of Theorem A.1, the solution (ρ, u) of the system (A.1) admits the following bound for any t ≥ 0,
whereu := ∂ t u + u · ∇u is the material derivatives of the velocity u, and
Proof. We first rewrite the equation (A.1) 2 as
Multiplying the equation (A.4) byu and integrating it over R 2 lead to
On the one hand, one has
where we have used the following fact due to ∇ · u = 0 (see [39, (3. 3)] for details):
On the other hand, we have
Due to [30, (3.8) ], the last term in (A.5) can be bounded by
We rewrite (A.4) as the Stokes system
Then, it gives
(A.9) Combining all the above estimates implies that
. By the estimate (A.2) and the Gronwall inequality, we get
It follows from the regularity properties of Stokes system (A.7) that
We can also verify, by (A.2) for ρ and
We thus complete the proof of the lemma.
Lemma A.3. Under the assumptions of Theorem A.1, the solution (ρ, u) of the system (A.1) admits the following bound for any t ≥ 0,
moreover, for any t 0 > 0 and any t ≥ t 0 , the following holds true
Proof. According to the proof of [30, Lemma 3.3] , we have
The following estimate is an easy consequence of (A.6) and (A.9)
According to (A.7) and (A.8), we have
where I is an identity operator. Therefore, one concludes
L 2 , which along with (A.14) gives
By (A.13) and the Gronwall inequality, one has
Multiplying (A.15) by e γt yields
We thus have by integrating (A.18) in time and using (A.3), (A.13) as well as (A.17),
This implies e γt √ ρu(t) 20) where
Proof. For any 2 < p < ∞, we get ρu L p ≤ C ρ L ∞ u H 1 ≤ C u H 1 . Applying the L p -estimate to (A.7) gives 
Recalling (2.34), we thus obtain
In view of (2.35), one has 
Now we may deduce that
H 21 ≤C ρ L ∞ ∂ t u L 4 ( ∇u 2 L 4 ∂ t u L 4 + u L ∞ ∆u L 2 ∂ t u L 4 + u L ∞ ∇u L 4 ∇∂ t u L 2 ) ≤C ρ 0 L ∞ ∂ t u H 1 ( u 2 H 2 ∂ t u H 1 + u 2 H 2 ∂ t u H 1 + u 2 H 2 ∇∂ t u L 2 ) ≤C u 2 H 2 ∂ t u 2 H 1 , H 22 ≤C u · ∇ρ L q ( u 2 L ∞ ∇u L 2q q−2 ∇∂ t u L 2 + u L ∞ ∇u 2 L 4 ∂ t u L 2q q−2 + u 2 L ∞ ∆u L 2 ∂ t u L 2q q−2 ) ≤C ∇ρ L q ( u 3 L ∞ ∇u L 2q q−2 ∇∂ t u L 2 + u 2 L ∞ ∇u 2 L 4 ∂ t u L 2q q−2 + u 3 L ∞ ∆u L 2 ∂ t u L 2q q−2 ) ≤C u 4 H 2 ∂ t u H 1 , H 23 ≤C u · ∇ρ L q ( ∂ t u 2 L 4 ∇u L 2q q−2 + u L ∞ ∇u L 2q q−2 ∇∂ t u L 2 ) ≤C ∇ρ L q ( u L ∞ ∂ t u 2 L 4 ∇u L 2q q−2 + u 2 L ∞ ∇u L 2q q−2 ∇∂ t u L 2 ) ≤C( u
