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Abstract
Let O be a local and complete noetherian k-algebra and let  : Autk(O)!Autk(GmO) be the
natural morphism between the group of automorphisms of O and the group of automorphisms
of its tangent space. The main result of this paper is to show that Ker is an inverse limit of
unipotent algebraic groups, that is, Ker= lim
 
Kj , j2N. As a consequence: (1) we can describe
the structure of the set of classes of representations  :G!Autk(O) in terms of the groups
H`(G; Ni), `=1; 2, where Ni are the additive factor groups of a natural resolution of Kj; (2)
theorems are obtained for classifying representations valid for any dimension, any characteristic
and even when O is not regular; (3) we obtain the complete classication of the representations
of Z=p on k[[z]] when p=char(k)>0; and (4) an algorithm  is obtained which allows us to
calculate successive approximations of the set of classes of representations of Z=p on k[[u; v]],
p=char(k)>0. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary: 20G05; 14L30; secondary: 14B05
0. Introduction
This paper is dedicated to the study and classication of the representations  :G!
Autk(O) of a nite group G on a local and complete noetherian k-algebra O. This
question is essentially related to the local classication of singularities with nite fun-
damental group (see, for example, [1, 2, 5]) and to the study of nite morphisms of
schemes; therefore, it is natural to ask this question in a general context.
Throughout this paper k will be an algebraically closed eld of characteristic p  0
and m will be the maximal ideal of O. The notations Oi, Autk(O) and T =m=m2 will
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be used to denote the quotient ring O=mi+1, the group of automorphisms of O and the
Zariski tangent space of O, respectively. In addition and for simplicity, we will assume
that the residual eld of O is isomorphic to k.
The paper is divided into ve sections as follows:
 In Sections 1 and 2 we establish the main theorems for classifying the repre-
sentations. Considering the natural morphism  : Autk(O)!Autk−lin(T ) between the
automorphisms of O and the automorphisms of T , we can summarize the results of
these sections as follows:
1. The kernel of  is equal to an inverse limit of unipotent algebraic groups. In fact,
there exist a natural sequence of additive groups fNigi2N and series Sj : 0Kj−1j 
Kj−2j    K1j satisfying Kj−r−1j =Kj−rj = Nj−r , and Ker= lim −K
1
j .
2. Every nite subgroup G of Autk(O) acts on T and the maximal subgroup of G
which acts trivially is a p-group. Moreover, this action denes a G-module structure
in Ni.
3. The class of a representation of a nite group G on O is determined by the
class of the representation which it induces on T and by elements i 2H 1(G;Ni),
i2N.
As a consequence, if the order of G is prime to p, then it holds that two represen-
tations of G on O are equivalent if and only if the linear representations which they
induce on T are equivalent. This result is a generalization of a theorem which Cartan
proves [3, p. 97] when O is regular and p=0.
 Sections 3{5 are dedicated to the study and classication of representations when
p=char(k)>0 and the order of G is a multiple of p. To be precise:
 In Section 3 we classify the representations of Z=p on k[[z]]. The method used
here generalizes the method of Artin and Schreier used in the study of the cyclic
extension elds k ,! K of degree p and in [1, examples].
 In Section 4 a theorem is obtained for classifying nite representations on k[[z]]
when p=char(k)>0.
 Let R1 and Ri be the set of classes of representations of the group Z=p on
O= k[[u; v]] and Oi=O=mi+1, respectively, and let Ri0 be the image of the natural
morphism ri+1 :Ri+1!Ri. Section 5 describes an algorithm  which allows us to
calculate Ri+10 when R
i
0 is known. The equality R
1= lim −R
i
0 implies that obtaining
 will provide us with an approximation to our nal purpose, i.e., the complete clas-
sication of representations of Z=p on k[[u; v]]. Note that this classication is only
known, and only partially, when p=2 (see [1]).
1. Structure of the Group Autk(O)
Oi=O=mi+1 is a nite-dimensional k-algebra. Consequently, the group of its auto-
morphisms, Autk(Oi), is an algebraic group since Autk(Oi) is a closed subset of the
algebraic group of the automorphisms of the vector k-space Oi.
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Note that the hypothesis O=m = k implies that O1 = k T and hence Autk(O1) =
Autk−lin(T ).
Notation. Let fRj;  ij :Rj!Rigi; j2N be an inverse system of objects in a category C
indexed by N. We denote by R1 and  i1 the objects in C, if they exist, given by
the equalities R1= lim −j2N Rj and  
i
1= lim −j2N  
i
j . Therefore, the natural inverse sys-
tems fOj; ij :Oj!Oig and fAutk(Oj); Qij : Autk(Oj)!Autk(Oi)g satisfy that O1=O
and Q11=, where  : Autk(O)!Autk−lin(T ) is the morphism given by  7! T , and
T is the automorphism naturally induced by 2Autk(O) on T .
Denitions. Using the previous notation, we consider the following objects: Gi the
subgroup of Autk(Oi) given by the equality Gi=
T
j>i ImQ
i
j (Gi is an algebraic group
because it is a closed subset of Autk(Oi)); qij :Gj!Gi the restriction morphism of
Qij to Gj; K
i
j and Nj the algebraic groups given by the equalities K
i
j =Ker q
i
j and
Nj =K
j−1
j ; and p
i
j :K
1
j !K1i the restriction morphism of qij to K1j . We can associate
the following objects with Autk(O) in a natural way:
(a) The sequences of homomorphisms of groups
q :    !Gj
q j−1j−!Gj−1!    !G2 q
1
2−!G1;
p :    !K1j
p j−1j−!K1j−1!    !K12
q12−!K11 = fIdg;
are called natural sequences of epimorphisms.
(b) The sequence fKijgi<j is called the natural sequence of kernels.
(c) The sequence fNjgj2N is called the natural sequence of additive kernels.
(d) The series Sj : 0Kj−1j Kj−2j    K1j is called the natural normal series
associated with K1j .
Theorem 1. Let K be the kernel of =Q11 :Autk(O)!Autk−lin(T ); fKijg and fNji g
the sequences of kernels associated with Autk(O) and G a nite subgroup of Autk(O).
Then:
1. Nj is an additive group; i.e., Nj is the nite direct sum of algebraic subgroups
of the additive group Ga=Spec k[x].
2. The series Sj has the properties that K
j−r−1
j =K
j−r
j
= Nj−r ; r<j; and that
Kj−r−1j =K
j−r
j is contained in the center of K
1
j =K
j−r
j . Consequently; K
1
j is a unipo-
tent algebraic group for every j and K = lim −K
1
j .
3. G1 is; in a natural way; a subgroup of Autk−lin(T ) and Nj has a natural structure
of G1-module for every j.
4. G \ K is a unipotent p-group. Consequently; if p=0 then G \ K =0.
Proof. (1) Let AutmjOj−1 (O) be the algebraic subgroup of Autk(Oj) consisting of the
automorphisms that induce the identity on Oj−1 and mj =mj=mj+1 and let Mj be the
kernel of Qj−1j . The equality Aut
mj
Oj−1 (O)=Mj holds: indeed, if an automorphism of Oj
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induces the identity on Oj−1 then it induces the identity on O1 = k m=m2 and hence
on mj.
Now, let Ej be the vector k-space of the k-derivations of Oj−1 into mj, Ej =
Derk(Oj−1;mj), and let VEj be the algebraic group given by the additive structure of
Ej. Point 1 will be demonstrated if we show that Aut
mj
Oj−1 (Oj) and VEj are isomorphic.
In fact, the morphism
 j :VEj!AutmjOj−1 (Oj)
given by D! Id+ D, is a natural isomorphism.
The equalities Autk(O)= lim −Autk(Oj) and Autk(O1)=Autk−lin(T ) imply that
= lim −Q
1
j and hence K = lim −K
1
j .
(2) Let M be the kernel of the natural morphism Khj !Khi , j>i>h. The following
diagram:
1 1 1x?? x?? x??
1 −! 1 −! Gh Id−! Gh −! 1x?? x?? x??
1 −! Kij −! Gj −! Gi −! 1x?? x?? x??
1 −! M −! Khj −! Khi −! 1x?? x?? x??
1 1 1
is commutative and its rows and columns are exact sequences. The snake lemma implies
that M=Kij . From this, we deduce the rst property of Sj. The second property is
equivalent to showing that N`, `= j − r, is contained in the center of K1` . Indeed,
let  :K1` !Aut(VE`) be the representation of K1` on VE` given by  7! , where
(D)=   D  −1 for every 2K1` and D2VE` , and let 0 :K1l !Aut(N`) be the
representation of K1` on N` given by the equality 
0
(n)= n
−1. Considering the natural
isomorphism  ` :VE`!AutmjOj−1 (O`), we can observe that 0 is equal to the restriction
of  to  −1` (N`) = N`. The equalities
E`=Derk(O`−1;m`)=Derk(O1;m`)=Homk−lin(T;m`=m`+1)
and the fact that K1j induces the identity on T =m=m
2 imply that = 0= Id, for
every 2K1` , and so N` is contained in the center of K1` .
(3) The fact that O1 = k m=m2 implies that Autk(O1) = Autk−lin(T ) and hence
G1 is a subgroup of Autk−lin(T ).
On the other hand, let 
j
:Gj!Aut (Nj) be the representation of Gj on Nj given by
g 7! jg , where 
j
g(n)= gng
−1 for every g2Gj and n2Nj.
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From the above point, we deduce that K1j Ker 
j
and hence 
j
induces a natural
morphism j :Gj=K1j =G1!Aut(Nj). This implies that Nj has the structure of a natural
G1-module.
(4) G \ K is a unipotent group because it is nite and K is the projective limit of
unipotent groups. We can conclude that G \ K is a p-group if we show that every
nite subgroup of Ga is a p-group. But this is well known.
2. Structure of the set of representations
Let G be a nite group and T :G!G1Autk−lin(T ) be a linear representation of
G on T which maps into G1. In this point we establish the structure of the pointed set
of representations  :G!Autk(O) which induce the xed repesentation T .
Remark. Let j :G1!Aut(Nj) be the structural morphism of the G1-module Nj. Note
that the group Nj endowed with the morphism j  T is a natural G-module which
we will denote by NTj .
Denition. Let ; 0 be two representations of G on Oj, j2N[f1g. We say that  and
0 are K -equivalent if there exists 2K satisfying 0= j−1j for j =pj1(). Sim-
ilarly, we say that  and 0 are pseudo-equivalent if there exist 2K and 2Aut(G)
satisfying 0  = j−1j .
Notations. Let R(G;Oj)=Hom(G;Gj) be the set of representions of G on Oj having
their image contained in Gj and let R(Oj; T ) be the subset of R(G;Oj) consisting of
the representations which induce T on T . We denote by RK (G;Oj), R(G;Oj) and
RK (Oj; T ), R(Oj; T ) the quotient sets of R(G;Oj) and R(Oj; T ) by the
K -equivalence and pseudo-equivalence relations, respectively.
By denition, R(Oj; T ) is equal to the inverse image of T 2Hom(G;G1) under the
natural morphism Hom(G;Gj)!Hom(G;G1). Consequently, from the natural sequence
q we can deduce a natural sequence:
RK (q):    !RK (Oi ; T ) ri−!RK (Oi−1; T ) ri−1−!    !RK (O3; T ) r2−!fTg:
Theorem 2. With the previous notations; let RK (Oi ; T )0 be the image of the mor-
phism ri+1 and Hj(G;Ni) the jth cohomology group of the G-module N
T
i . Then:
1. RK (O; T )= lim −RK (Oi ; T )0.
2. There exists a natural morphism  :RK (Oi ; T )!H 2(G;Ni+1) such that Ker 
=RK (Oi ; T )0.
3. ri :RK (Oi ; T )!RK (Oi−1; T )0 is a principal ber space whose group of opera-
tors is a subquotient of H 1(G;Ni).
164 T. Martn-Hernandez / Journal of Pure and Applied Algebra 147 (2000) 159{174
Proof. We proceed step by step:
(a) Denition of :
 Let E(G;Ni+1) be the group of classes of extensions of G by Ni+1. It is well
known that there exists a canonical isomorphism # :E(G;Ni+1)!H 2(G;Ni+1) (for
the details see [4, Ch. XIV, Section 4]).
 Consider the natural extension Fi+1 : 0!Ni+1 −!Gi+1
qii+1−!Gi! 1 and let  :
RK (Oi ; T )!E(G;Ni+1) be the morphism given by  7! (Fi+1), where (Fi+1)
is the extension characterized up to equivalence by the fact that it ts into a com-
mutative diagram
(Fi+1) : 0 −! Ni+1 
0
−! Gi+1 Gi G −! G −! 1∥∥∥ ??y ??y
Fi+1 : 0 −! Ni+1 −! Gi+1
qii+1−! Gi −! 1
With the previous notations, we dene  by writing =#  .
(b) Denition of the action :H 1(G;Ni)  RK (Oi ; T )!RK (Oi ; T ) which equips
ri with a structure of principal ber space: Let ! :G!Ni be a 1-cocycle and let
 :G!Gi be an element of R(Oi ; T ); by denition, (!) :G!Gi will be the rep-
resentation given by the equality (!)(g)=!(g)(g), for every g2G.
(c) Proof of the theorem: Given any i 2R(Oi ; T ) we may dene an action  :G
K1i !K1i by writing g= i(g)i(g)−1 for every g2G and 2K1i . If we now denote
by Z1(G;K1i ) and H
1
i (G;K
1
i ) the pointed set of the 1-cocycles and the 1-cohomology
classes of the noncommutative G-module (K1i ; ), respectively, then, it is easy to see
that the following maps are bijections:
i : Z1(G;K1i ) −! R(Oi ; T )
! 7! !  i ;
i :H 1(G;K1i ) −! RK (Oi ; T )
! 7! !  i:
From point 2 of Theorem 1 we know that the exact sequences
0!Ni+1!K1i+1
pii+1−!K1i ! 1;
are central. This implies that the sequence
0!H 0(G;Ni+1)!H 0(G;K1i+1)!H 0(G;K1i ) 1−!H 1(G;Ni+1)
!H 1(G;K1i+1)!H 1(G;K1i ) 2−!H 2(G;Ni+1)
is an exact sequence of pointed sets (for details see [8, p. 125]). Considering the
identications i+1 and i+1, we have that the sequence
0!H 1(G;Ni+1)=Im 1!RK (Oi+1; T ) ri−!RK (Oi ; T ) −!H 2(G;Ni+1)
is exact. This shows points 2 and 3. Finally, point 1 follows from the equality
RK (O; T )= lim −RK (Oi ; T ).
Corollary 3. Let G be a nite group whose order is not a multiple of p and let
T :G!G1 be a linear representation of G on T which satises the condition that
T. Martn-Hernandez / Journal of Pure and Applied Algebra 147 (2000) 159{174 165
Im T G1. Then; there exists a representation  :G!Autk(O) unique up to K -
equivalence inducing T .
Proof. Let n= jGj and let (n) :Hj(G;Ni)!Hj(G;Ni) be the endomorphism given by
(n)!= n!, j>0. (n) is an isomorphism because n is invertible in Z=p (in Q if p=0)
and Hj(G;Ni) is a vector space over Z=p (over Q if p=0). Moreover, it is well known
that jGj annihilates Hj(G;Ni). This implies that H 1(G;Ni)=H 2(G;Ni)= 0 and, by the
previous theorem, that the natural sequence :    !RK (Oi+1; T ) ri+1−!RK (Oi ; T )!   
!fTg is a sequence of isomorphisms which concludes the proof.
3. Wild representations of Z=p on k[[z]]
From this section on we will assume that char(k)=p>0.
Let k[t] be the nite k-algebra given by the equalities k[t] = k[T ]=Tp−T , t=T . We
can observe that the k-algebra k[t] with the morphisms
comultiplication m : k[[t]]! k[[t]]⊗ k[[t]]; m(t)= t⊗ 1 + 1⊗ t;
coinverse (antipode)  : k[[t]]! k[[t]]; (t)= − t;
counit (augmentation) 0 : k[[t]]! k; 0(t)= 0;
is a Hopf algebra and that the group Z=p can be viewed as an algebraic group by
writing Z=p=Spec k[[t]]. As a consequence, a representation of Z=p on O can be
viewed as an action, i.e., as a morphism of k-algebras t :O! k[[t]]⊗k O=O[t] = Op
which satises the conditions: (I) 0 = Id and (II) t+s= t  s.
Given b2O we denote by t(b)= b0 +b1t+   +bp−1tp−1 =
P
biti the image of b
by the action t (b0 = b by I) and deg(t(b)) the degree of the polynomial t(b) in t.
Condition (II) implies that
p−1X
i=0
bi(t + s)i= t+s(b)= t(s(b))= t
 p−1X
h=0
bhsh
!
:
From here we obtain the equality ([7, p. 3]):
t(bj)= bj +

j + 1
j

bj+1t +   +

p− 1
j

bp−1tp−1−j
which determines the action of the group on the coecients. Observe that the previous
equality implies that the leading coecient of t(b) is an invariant element for any
b2O and that deg(t(bj))= deg(t(b))− j.
Denition. An element b2O will be called an Artin{Schreier element of O if
deg(t(b))= 1. In addition, b will be called a normalized Artin{Schreier element of
O if t(b)= b+ t.
We observe that b2O is an Artin{Schreier element (resp. a normalized Artin{
Schreier element) if and only if b is not an invariant and it satises f(b)= 0, where
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f(x) is the polynomial over A=Ot given by f(x)= xp − cx − d (resp. f(x)=
xp − x − d).
Proposition 4. Let t be an action of Z=p on O dierent from the trivial action;
A=Ot the ring of invariants in O and  :A!O the natural immersion. Then; there
exist Artin{Schreier elements in O.
Proof. Consider d2O which is not an invariant under the action of Z=p and
h=deg(t(d)). Then we have 0 hp−1, t(d)=d+d1t+   +dhth and dh 6=0. If
h=1 then d is an Artin{Schreier element; otherwise, dh−1 satises t(dh−1)=dh−1 +
(hdh)t and hence dh−1 is an Artin{Schreier element. In addition, if O is a eld and
c is an Artin{Schreier element satisfying t(c)= c+ c1t, then b= c=c1 is a normalized
Artin{Schreier element of O.
In this point it is our intention to classify all the actions (= representations) t :
O!O[t] of Z=p on O= k[[z]].
Firstly, it is important to observe that A=Ot is a normal ring and, by Luroth’s
theorem, A= k[[x]] is satised for x2O an invariant of order p. Also note that
Autk k[[z]] = K  k, where K is the subgroup of Autk k[[z]] of the automorphisms
that induce the identity on T =(z)=(z)2 and k is the multiplicative group of k, i.e.,
k= k − f0g.
Hereafter, we denote by ordz(a) the order of the series a2 k[[z]].
Denition. Let a be a Artin{Schreier element of O with minimal order and let t(a)
= a+ a1t. The couple ord(t)= (ordz(a); ordz(a1)=p) will be called the order of t .
It is easy to see that: (1) ord(t) is well dened because if b2B is another Artin{
Schreier element of O with minimal order and t(b)= b + b1t, then b − b1(a=a1) is
invariant and hence ord(a1)= ord(b1); (2) the rst component of ord(t) is always less
than p: indeed, if b is an Artin{Schreier element with order s= p+r then b=x 2 k[[z]]
is also an Artin{Schreier element and its order is equal to r, where 0  r<p because
r is the remainder left after division by p.
Theorem 5. Let  be a primitive rth root of unity and let Pr; s(Z)=Zpr − x(p−1)sZ −
xr 2 k[[x]][Z]; where r and s are positive integers satisfying s 0 and p>r 1. Then;
there exists an irreducible polynomial pr; s(Z)2 k[[x]][Z] satisfying
Pr; s(Z)=pr; s(Z)pr; s(Z)   pr; s(r−1Z): ()
Therefore; if k[[x]]! k[[x]][z] is the ring extension dened by the irreducible equation
pr; s(Z)= 0. Then:
1. The immersion k[[z]]! k[[x]][z] is an isomorphism.
2. The group Autk[[x]]k[[z]] is isomorphic to Z=p.
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3. If we denote by [r; s]t : k[[z]]! k[[z]][t] the action associated with the repre-
sentation Z=p=Autk[[x]]k[[z]] ,!Autkk[[z]]; then [r; s]t is an action of Z=p on k[[z]]
whose order is (r; s).
Proof. We consider the following objects: k((x)) the quotient eld of k[[x]], k((x))!
k((x))[y] the cyclic extension eld of degree p dened by the irreducible equation
Yp − x(p−1) sY − xr =0, K!K[z] the extension eld of K = k((x))[y] dened by
the equation Zr − y=0 and pr; s(Z) the monic and minimal polynomial of z over
k((x)). If we prove the equality k((x))[y; z] = k((x))[y] we can deduce that () is a
true equality in k((x))[z] and that pr; s has content 1. Consequently, pr; s 2 k[[x]][z]
and hence we can conclude the rst part of the theorem. Next, let us prove that
k((x))[y; z] = k((x))[y] and, for this, that there exists z 2 k((x))[y] satisfying zr =y.
Indeed, r and p are relatively prime since 1 r<p and hence there exist integers 
and  satisfying p− r=1. Now, the element z0= x=y satises
z0r =
xr
yr
=
(yp − x(p−1)sy)
yp−1
=y

yp − x(p−1)sy
yp

=y(1− (xs=y)p−1)
And hence zr =y for z= z0v and v the element of k((x))[y] given by
v=(1− (x s=y)p−1)−=r =
X
i=0
(−1)i
−=r
i

(x s=y)(p−1)i :
We now prove the second part of the theorem: If pr; s(Z)=Zp + ap−1Zp−1 +   +
a1Z+a0 then, from (1), we deduce that a0 = x r
p
p− 1 and ordx(ai) 1 for every i 1.
Consequently, @pr; s=@x(0; 0) 6=0 and hence z is a regular parameter in k[[x]][z] and so
k[[x]][z] = k[[z]]. This shows 1.
By denition, k[[x]]! k[[x]][y] is a cyclic extension ring of order p and k[[x]][y] =
k[[x]][z] since k((x))[y] = k((x))[z] and z is an integral element over k[[x]]. This
implies 2.
Finally, we can observe that [r; s]t(y)=y + x st and hence ord([r; s]t)= (ordz(y);
ordz(x s)=p)= (r; s):
Theorem 6. Let t :O!O[t] be a nontrivial action of Z=p on O= k[[z]]. Then; t and
[r; s]t are pseudo-equivalent if and only if ord(t)= (r; s). As a consequence; there is
a bijection between the sets of pseudo-conjugacy classes of actions of Z=p on k[[z]]
and f0g[ (f1; 2; : : : ; p− 1gN); where 0 denotes the trivial action.
Proof. We will show that if ord(t)= (r; s) then t is pseudo-equivalent to [r; s]t . For
this, it will be sucient to show that there exist regular parameters z0 in k[[z]],
x0 in k[[x]] and an Artin{Schreier element y such that y= z0r , t(y)=y + x0st and
N (y)= 0(y)  1(y)      p−1(y)= x0r .
Now, let a be an Artin{Schereier element with minimal order. We have ordz(a)= r
and so N (a)= xr  v for v a unit of k[[x]]. a0= a=v1=r is an Artin{Schreier element
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which satises: its order is the smallest, N (a0)= xr and t(a0)= a0 + (x su)t, where u
is a unit of k[[x]]. Now, let u0= up=(ps−r); u00= ur=(ps−r), and y= a0u00; the element y
satises: 1) y= zr  w, where w is a unit in k[[z]]; 2) N (y)= xru00p=(xu0)r; and 3)
t(y)=y + (x suu00)t=y + (xu0)st. We can conclude the proof if we put x0= xu0 and
z0= r
p
y= z  w1=r .
Corollary 7. Let K be the subgroup of Autk(k[[z]]) of the automorphisms which
induce the identity morphism on (z)=(z)2;  :Z=pK!K the trivial action of Z=p on
K and H 1(Z=p;K) the cohomology set of the Z=p-module (K ; ). Then; H 1(Z=p;K)
is canonically identied with the set f0g[ (f1; 2; : : : ; p− 1g2N).
Proof. If () :Z=p!Z=p is the multiplication homomorphism by 2Z=p, then Aut
(Z=p)= f()=2f1; 2; : : : ; p−1gg. This fact and the equality R(Z=p; k[[z]])−f0g=
f[r; s]t =r 2f1; : : : ; p− 1g; s2Ng imply that
RK (Z=p; k[[z]])− f0g= f[r; s]t =; r 2f1; : : : ; p− 1g; s2Ng:
From Theorem 2, we have H 1(Z=p; k[[z]])=RK (Z=p; k[[z]]). The corollary will be
demonstrated if we prove that
f[r; s]t =; r 2f1; : : : ; p− 1g; s2Ng= f1; 2; : : : ; p− 1g2N:
The above isomorphism is equivalent to showing that [r; s]t and [r; s]0t are
K -equivalent if and only if = 0:
Consider the automorphism = [r; s] : k[[z]]
t−! k[[z]][t] (t=1)−! k[[z]]. Then it satis-
es the condition that = [r; s]0 for = =0. Given 2K we denote by i and i
the automorphisms that  and  induce on Oi, respectively. We have 1 = Id and, if
m is the greatest positive integer satisfying m= Id, then m+1 2Nm+1. Since it has
been assumed that [r; s]t and [r; s]0t are K -equivalent we deduce that there exists
2K satisfying [r; s]0t = [r; s]t−1 for every t 2f0; 1; : : : ; p − 1g. So = −1
and m+1 = m+1m+1
−1
m+1 too. Now, Nm+1 is in the center of K
1
m+1, which implies that
= 0==1.
Example 1. If p=3 then the polynomial p2;3(Z)=Z3 + aZ2 + bZ + c satises Z6 −
x6Z2 − x2 =p2;3(Z)p2;3(−Z). So p2;3(Z)=Z3 + aZ2 + 2a2Z +
p
2x where a is the
unique root of the equation a4 +
p
2xa=2x6.
Example 2. Let t denote the action of Z=p on k[[z]] given by t(z)= z=(1− tz). The
equality
t(z)= z +

z2
1− zp−1

t +   +

zp−1
1− zp−1

tp−2 +

zp
1− zp−1

tp−1
implies that ord(t)= (p− 1; 1).
T. Martn-Hernandez / Journal of Pure and Applied Algebra 147 (2000) 159{174 169
4. Classication of the nite representations on k[[z]]
Theorem 8. Let K be the subgroup of Autk k[[z]] consisting of the automorphisms
that induce the identity morphism on T =(z)=(z)2 and let G be a nite group such
that there exists an immersion  :G ,!Autk k[[z]]. Then:
1. G has a unique Sylow p-subgroup Q.
2. Q is a unipotent group; consequently; there exists a normal series S: 0=Q0Q1
   Qh−1Qh=Q such that all of its factors are isomorphic with Z=p and that
Qi=Qi−1 is contained in the center of Q=Qi−1.
3. G=Q= n and G=Q n; where n is prime to p and n is the group of the nth
roots of unity.
4. There exists an immersion q :Q ,!K and a positive integer m;m<n; prime
to n such that = qm :Q n ,!K  k; where m is the morphism given by
m()= m for every 2 n.
Proof. From Theorem 1 we deduce that G \ −1(K)=Q is a unipotent normal
p-subgroup of G and that G=Q is isomorphic with a nite subgroup of Gl1 = k.
As a consequence, Q is the unique Sylow p-subgroup of G and G=Q= n for some
positive integer n prime to p.
Denition. We consider m a positive integer prime to n and m<n; = qm :G ,!
Autk k[[z]] an immersion (=faithful representation) of G, qi :Qi ,!Autk k[[z]] the re-
striction of q to QiQ and qi :Qi=Qi−1!AutkOi the representation that q induces
on Oi= k[[z]]q
i−1
, 1 i h. We dene fqi; mg to be the sequence of representations
associated with  and S .
Theorem 9. Let 1; 2 :G ,!Autk k[[z]] be two immersions of G and fqi1; mg; fqi2;
m0g the sequences associated to S and 1; 2. Then, 1 and 2 are K -equivalent if
and only if fqi1; mg and fqi2; m0g are K -equivalent; i.e., if m=m0 and there exists
an isomorphism i : k[[z]]q
i−1
1 ! k[[z]]qi−12 satisfying qi2 = i qi1 −1i for every 1 i h.
Proof. It is clear that 1 = q1m and 2 = q2m0 are K -equivalent if and only
if the couples q1; q2 and m; m0 are K -equivalent. The second condition occurs when
m=m0 and we will prove that the rst occurs when there exist isomorphisms
i : k[[z]]q
i−1
1 ! k[[z]]qi−12 satisfying the conditions of the theorem.
By using induction on h= length(S), we can assume that S is equal to the central
series 0H =Q1Q=Q2. k((z))q1` ,! k((z)) is a Galois extension for `=1; 2. As
a consequence, there exists an isomorphism 2 : k((z))! k((z)) such that 2 = 2 in
k((z))q
1
1 . For every g2Q, we have q22(g)= 2 q21(g) −12 . This implies that the auto-
morphisms of k[[z]], q2(g) and 2 q1(g) −12 , are equal in k[[z]]
q22 . If we now con-
sider the equality Autk[[z]]H (k[[z]])=H , we deduce that there exists a unique hg 2H
such that q2(hg  g)= 2 q1(g) −12 . Moreover, the relation H Center(Q) implies that
hgg0 = hg  hg0 , for every g; g0 2G. As a consequence, the map  :Q!H; g 7! hg, is
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a homomorphism and the homomorphism  :Q!Q given by (g)=(g)  g satises
q2  = 2 q1 −12 .
The proof will be completed if we show that = Id or, equivalently, that  is the
trivial homomorphism: If we assume that  is not the trivial homomorphism, then
we have Q=H Q=H and =()  1, where () :Z=p!Z=p is the multiplication
homomorphism by 2Z=p − f0g and 1 :H Q=H!H is the morphism given by
1(h; q)= h. The equality q2  = 2 q1 −12 implies that q12  ((+1))= 2 q11 −12 and
so q12 and q
1
1  (( + 1)) are K -equivalent. Consequently, q11  (( + 1)) and q11 are
K -equivalent and, from Corollary 7, this implies that +1=1. Therefore =0 which
nishes the proof.
5. Wild representations of Z=p on k[[u; v]]
In this section O will denote the ring k[[u; v]] and x, y will denote the norms of the
elements u and v with respect to the action t . That is,
x= u  1(u)      p−1(u); y= v  1(v)      p−1(v):
From Lemma 1 of [1], we know that fujvkgj; k<p is a basis of the k[[x; y]]-module
O= k[[u; v]]. As a consequence, for every A2O there exists a unique p2-tuple (ajk)j; k 2
(k[[u; v]])p
2
satisfying A=
P
j; k<p ajku
jvk and, therefore, we can easily see:
1. For every A2Oi (resp. A2Oi[t]); i2N, there exists a unique p2-tuple (ajk)j; k<p
satisfying:
 ajk is a polynomial in the variables x; y of degree at most (i− j− k)=p and with
coecients in k (resp. in k[t]).
 A Pj; k<p ajkujvk (modmi+1):
With the previous notations and hypotheses, the expression
P
j; k<p ajku
jvk will be
called the decomposition of A2Oi (resp. of A2Oi[t]) and be denoted by Des(A).
2. Each morphism of k-algebras t :Oi!Oi[t] is determined by
t(u)=A0 + A1t +   + Ap−1tp−1; t(v)=B0 + B1t +   + Bp−1tp−1
and hence by the pair of sequences fa`jk; rg, fb`jk; rg where a`jk; r and b`jk; r are monomials
of degree r (i − j − k)=p characterized by
a`jk =
X
r
a`jk; r ; b
`
jk =
X
r
b`jk; r ;
A`
X
j; k<p
a`jku
jvk ; B`
X
j; k<p
b`jku
jvk (modmi+1):
With the previous notations and hypotheses, the sequences fa`jk; rg; fb`jk; rg will be called
sequences of coecients associated to t .
Moreover, if t :Oi!Oi[t], i2N, is an action of Z=p on Oi which induces T on
the Zariski tangent space, that is, t 2RK (Oi ; T ). Then, we have t 2RK (Oi ; T )0 only
when there exists a morphism of k-algebras t :Oi+1!Oi+1[t] satisfying:
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 t induces t on Oi.
 t is an action of Z=p on Oi+1. This is equivalent to saying that the following
conditions hold, for every `<p:
t(A`) = A` +

` + 1
`

A`+1t +   +

p− 1
`

Ap−1tp−1−j;
t(B`) = B` +

` + 1
`

B`+1t +   +

p− 1
`

Bp−1tp−1−j:
The previous conditions will be called lifting conditions of t .
Theorem 10. With the previous notations; the lifting conditions of t are computable
in a nite number of steps.
Proof. The algorithm  dened by steps 1, 2, 3 and 4 described below allows us to
calculate the lifting conditions of t .
1. INPUT DATA:
We introduce the data: (a) The positive number n= i. (b) The sequences fa`jk; rg;
fb`jk; rg of coecients of the action t ; fa`jk; rg and fb`jk; rg are monomials of degree
r (i − j − k)=p. And (c) the variables:
a`jk :=
X
r
a`jk; r ; b
`
jk :=
X
r
b`jk; r ;
A` :=
X
j; k<p
a`jku
jvk ; B` :=
X
j; k<p
b`jku
jvk :
2. CALCULATION OF t(A`) AND t(B`), `=1; : : : ; p− 1.
In this step we introduce the variables A`t= t(A`) and B`t= t(B`) which are ob-
tained when we substitute u, v for ut= u+ A1t +   + Ap−1tp−1; vt= v+ B1t +   +
Bp−1tp−1 in A`; B`, respectively.
3. CALCULATION OF THE DECOMPOSITION OF A`t AND B`t.
We calculate the decomposition of A`t and B`t and we denote the result by DA`t and
DB`t, respectively. The steps for decomposing A`t (those for B`t are similar) can be
described in the following way:
(a) Calculation of the residues of up and vp in Oi+1.
Let  be an element of k[[u; v]] and assume that  is equal to the nite
sum of the series faigi2 I , =
P
i2I ai. We denote by Truncn() the elementP
i2J ai where J is the subset of I dened by the equality J = fi2 I jordu; v
(ai) ng.
The process dened by Trunc will be called truncation process.
With the previous notations, it is our purpose in this step to obtain the variables:
up= x + Truncn+1(up − x) and vp=y + Truncn+1(vp − y).
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(b) Kernel of the process.
It consists of the following operations: (1) Assign to DA`t the value
Truncn+1(A`t), (2) Substitute up for up and vp for vp in DA`t, (3) Assign
to DA`t the value which we obtain when we truncate the result of (2), and (4)
Continue in (2) until DA`t satises: degreeu(DA`t)<p and degreev(DA`t)<p.
(c) Printout of DA`t.
4. CALCULATION OF LIFTING CONDITIONS.
We can write the lifting conditions as
CA`(0) = 0 ; : : : ; CA`(p− 1)=0; CB`(0) = 0 ; : : : ; CB`(p− 1)=0;
where CA`(h) and CB`(h) are the coecients in th of the polynomials:
CA`=DA`t − A` −

` + 1
1

A`+1t −    −

p− 1
`

Ap−1tp−1;
CB`=DB`t − B` −

` + 1
1

B`+1t −    −

p− 1
`

Bp−1tp−1:
In this step we calculate CA`, CB` and we print out the value of CA`(0);
: : : ; CA`(p− 1) and CB`(0); : : : ; CB`(p− 1).
Now, we shall study some applications of the algorithm :
Example 3. Calculation of RK (O2; Id)0 when p=2.
Each action  of RK (Oi ; Id)0 is determined by the sequences fajk; rg, fbjk; rg where
0 j; k<p; r (i − j − k)=p; ajk =
P
r ajk; r ; bjk =
P
r bjk; r and
(u) u+ At u+ (a0 + a11uv+ a10u+ a01v)t;
(v) v+ Bt u+ (b0 + b11uv+ b10u+ b01v)t:
By applying algorithm  for i=2 we get:
CA0=CB0=0;
CA1= (a11;0b0;2 + a211;0y)u+ (a11;0a0;2 + a11;0b11;0)v;
CB1= (b11;0b0;2 + a11;0b11;0 y)u+ (b11;0a0;2 + b211;0x)v:
This implies that RK (O2; Id)0 is composed of the following actions:
2 :
(
2(u)= u+ a0;2t;
2(v)= v;
2 :

2(u)= u+ uvt;
2(v)= v+ yt;
2 :
(
2(u) = u+ a0;2t;
2(v) = v+ b0;2t;
a0 and b0 are relatively prime.
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Example 4. Calculation of the successive liftings of 2
Let S=(fajk; rg; fajk; rg) be the coecients of a morphism t :Oi!Oi[t] and (2; 2)
the conditions: a0;2 = b11;0 = 0; a11;0 = 1; b0;2 =y.
When we apply the algorithm , n= i, to the sequences S which satisfy the con-
ditions (i − 1; 2); (i − 2; 2); : : : ; (2; 2) we obtain, successively, the conditions
(i; 2); (i − 1; 2); : : : ; (2; 2) which t satises only when t 2RK (Oi ; Id)0 and t
induces 2 on O2.
To be precise, we nd that the elements 8 2RK (O8; Id)0 which induce 2 on O2
are characterized by
8(u) u+ (a0 + a10u+ a01v+ a11uv) t (modm9);
8(v) u+ (b0 + b10u+ b01v+ b11uv) t (modm9);
where a10; a01; a11 and b11 are any polynomials in the variables x; y satisfying a11;0 = 1
and b11;0 = 0 and where
b10 a11;2b11;2a10;2 + b11a10 (modm9);
b01 a11;2b11;2a01;2 + b11a01 (modm9);
a0  a01;2b211;2x + a10;4b11;2x + a201;2b11;4 + b11;2a10;2x+a10;2b11;4x
+a11;2a10;4a01;2 + a11;4a10;2a01;2 + a211;2a10;2a01;2 + a11;2a10;2a01;4
+a201;2b11;2a10;2 + a11;2a10;2a01;2 + a
2
01;2b11;2 + a10a01
+b11x (modm9);
b0  a211;2a210;2 + b11;2a01;2a10;2y + a410;2 + a11;2a210;2 + a11;2a310;2
+a310;2y + a
2
10;2a10;4 + a11;2a10;4y + b11;2a
2
10;2a01;2
+a01;2b11;2a10;4 + a01;2b11;4a10;2 + a01;4b11;2y
+a01;2b11;4y + a01;4b11;2a10;2 + a11;2a210;2y
+a11;4a10;2y + a11;4a210;2 + a
3
10;2 + b11;2a01;2a10;2
+a11;2a10;2y + a01;2b11;2y + a210;2y + (a11 + a10)y
+a210 (modm
9):
Example 5. We calculate the lifting conditions when n=2 and p=3.
The elements 2 2RK (O2; Id)0 are determined by
2(u) = u+ At + Ct2;
2(v) = v+ Bt + Dt2;
where
A = a20;0u2 + a11;0uv+ a02;0v2;
B = b20;0u2 + b11;0uv+ b02;0v2;
C = c0;3 + c21;0u2v+ c12;0uv2;
D = d0;3 + d21;0u2v+ d12;0uv2:
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The conditions 2(A)−A=2Ct, 2(B)−B=2Dt imply that deg(C), deg(D)>2 and
hence we already assume that C and D satisfy these conditions.
By applying the algorithm  with n=2 we obtain
CA0 = CA2=CB0=CB2=CC0=CC1=CC2
= CD0=CD1=CD2=0;
CA1 = (c21;0 + a11;0b11;0 + 2a02;0b20;0) u2v
+(a11;0b02;0 + a211;0 + c12;0+2a20;0a02;0 + 2a02;0b11;0)uv
2
+c0;3 + (a11;0b20;0 + 2a220;0)x+(2a02;0b02;0 + a11;0a02;0)y;
CB1 = (d21;0 + 2b02;0b20;0 + b11;0a20;0 + b211;0 + 2a11;0b20;0)u
2v
+(d12;0 + a11;0b11;0 + 2a02;0b20;0)uv2 + d0;3 + (b11;0b20;0 + 2b20;0a20;0)x
+(2b202;0 + a02;0b11;0)y:
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