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Abstract
In this thesis, a novel adaptive methods for tracking moving surfaces is pre-
sented . Our methods are based on a framework for surface propagation, called
face offsetting, that moves the mesh faces independently, and reconstructs ver-
tex locations using an eigendecomposition of an error metric together with a
viscosity adjustment. Our methods prevent local self-intersections, which was
a significant roadblock in moving surface meshes. This new framework offers a
compelling alternative to level set methods for geometric processing of surface
meshes because of its convenience, higher efficiency, and volume conservation.
Utilizing the face-offsetting framework, we also develop a new technique for
surface smoothing that preserves volume locally (instead of globally) via keeping
track of a height function. Volume preservation is critical in many applications,
but typical preserving methods rely on a global perturbation to the surface and
hence suffer from undesirable side effects.
The level sets method propagates a surface represented as an isosurface of
a volume of scalar values that automatically accomodates the self-intersection
and topology changes that can occur during propagation. The level set method
propagates the isosurface in its normal direction according to a user-defined
speed function evaluated over it, by deriving and integrating a corresponding
time derivative of the voxel values.
We apply the power of the level set method to the propagation of an implicit
surface represented not as the interpolation of voxel values but more conven-
tionally through the conglomeration of simpler primitive shapes.
The proposed strategy retains topological benefits of the implicit represen-
tation of evolving surfaces while avoiding the drawbacks of a fixed resolution
voxel array. This propagation of course occurs within the limits of the im-
plicit’s parametrization, and our method creates a least-squares optimal fit of
the implicit to the shape specified by the geometric flow.
Morse theory reveals the topological structure of a shape based on the critical
points of a real function over the shape. This paper solves a relaxed form of
Laplace’s equation to find a “fair” Morse function with a user-controlled number
and configuration of critical points.
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1 Introduction
3D models are widely used in graphical applications. There are two main cat-
egories of representation of the 3D models, i.e., implicit representation and
explicit representation. The implicit representation uses an implicit scalar func-
tion F : R3 → R, the surface is then defined as the zero set F−1(0) of such
a function. The explicit representation uses a collection of piece-wise linear
patches known as the faces, to store the geometric and topological information.
Both representations have advantages and disadvantages, and have been the
main subjects of a majority of researchers.
Moving surfaces occur in different forms in computer graphics. They arise
as dynamic interfaces in simulations such as water and fire, where the so-called
“level sets method” [87] can propagate the surface by changing voxel values
appropriately in the simulation grid. However, the geometric flow is defined on
the 3D grids, which may easily reach the millions of voxels in modern graphical
applications. With the observation that implicit surfaces are controlled by a
few parameters, we proposed a formulation that projects the geometric motion
of the level sets of a real-value function onto its parametric representation.
The resulting method provides a set of new capabilities for implicit models,
including computation of geometric flows, such as motion by mean curvature
and fitting of implicitly represented surfaces to volumetric data. This method
can also be used in fine-tuning the Constructive Solid Geometry construction
of the implicit surface, where the motion of different CSG component is guided
by the parameter flow.
While level sets methods revolutionized the research in dynamic implicit sur-
face, its application in the explicitly represented surfaces, i.e., polygonal meshes,
is limited. We exploited some fundamental ideas used by level sets methods, to-
gether with other well-established numerical techniques, to deliver an accurate
and stable solution to surface propagation without requiring a 3D voxel grid,
known as “face offsetting”. A fundamental difference between face offsetting
and previous direct surface propagation methods is that our method solves an
equation of motion face by face, where continuity and smoothness hold, and
then reconstructs vertices by constrained minimization and viscosity adjust-
ment, instead of directly moving vertices along approximate normal directions.
As a result, our method prevents the development of local self-intersections,
overcoming this significant roadblock in explicit surface tracking. Surface fair-
ing is another important problem in computer graphics. One wants to remove
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noise while preserving features from surface models such as those obtained from
geometric scanners. Methods that diffuse the normal and fit the surface to the
new normals, e.g. [73; 98; 100] have distinct advantages over other easier-to-
implement methods based on positional diffusion such as Laplacian smoothing
and curvature flows [20; 48]. One of these advantages is volume preservation.
Some have sought to preserve the volume globally by rescaling the coordinates
of the faired mesh [20], but preserving volume in a local sense is more phys-
ically meaningful and visually satisfying. Even normal diffusion methods can
lose substantial (in particular, O(1)) volume over a large number of iterations
on a dense model. Our face-offsetting method, when accompanied by a height
function to keep track of the volume, achieves strict local volume preservation.
In 3D modeling, models with higher genus (number of torus holes) are often
of particular interests. Morse theory reveals the relation between the topologi-
cal structure of the 3D surface and the number of critical points of the function
defined on the surface. It has been a hot topic in the computational topology
community. However, due to the numerical perturbations and scanning errors,
real-world models can yield tens of thousands of critical points which became
a main hurdle for accurate analysis. Despite its novelty and validity, the scal-
ability of this method is O(N2). The running time grows dramatically when
the complexity of the surface mesh grows. We proposed a linear-time, multi-
grid algorithm that enables the fairing algorithm to run efficiently and scalably.
We can mathematically prove the efficiency of such a multi-grid algorithm, and
hence guarantee the linear-time complexity.
This thesis consists of three major parts. In chapter 2, face offsetting method
is introduced, with its application in volume preserving smoothing. In chapter
3, we will present the procedural level sets method, the main focus is its adapta-
tion to the CSG models, where a decoupling proposition is proved and applied.
With the decoupling proposition, one can break down a large linear system to
a number of smaller linear system and thus reduces the computation complex-
ity. A muti-stage surface propagation is also proposed to enable a wider range
of surface fitting applications. We conclude the chapter with comparisons to
similar methods, in particular, nonlinear least square fitting and direct fitting.
In chapter 4, morse fairing method is presented. An original multigrid solution
of the fairing is proposed, which gives rise to a linear-time solution for complex
meshes.
The thesis is based on the three projects done during my graduate study. As
the projects are collaborations with various people, it is necessary to state my
contribution to each of the projects. For Face Offsetting, I implemented the sys-
tem for both local-intersection-free surface propagation and volume preserving
surface smoothing and proposed the application of volume preserving surface
smoothing based on the principle of face offsetting. For Procedural Level Sets,
I contributed on the derivation of propagation speed function on CSG models,
and implemented the propagation application based on the publicly available
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Wickbert particle system. I also proposed the concept of localizable surface and
proved the decoupling proposition which eases the computation on CSG surface
propagation. With Morse Fairing, I helped design a multigrid fairing algorithm
which reduces the computation complexity from O(n2) to O(n). I also proved
the intermediate value propagation theorem, which relaxes the restriction that
the fair morse function should be the strict laplacian solution to the surface
function. I also implemented the whole system of Morse Fairing.
3
2 Face Offsetting
2.1 Introduction
Moving surfaces occur in different forms in a wide variety of graphical appli-
cations. They arise as dynamic interfaces in volumetric simulations such as
water [74] and fire [70], where the so-called “level sets method” [74; 87] can
propagate the surface by changing voxel values appropriately in the simulation
grid. They also arise in surface modeling tasks such as smoothing [98], fitting
[107], morphing [13] and sculpting [5], where a surface mesh must be artificially
embedded into a volumetric distance field to support the stable propagation of
the surface using the level sets method. This embedding causes the surface to
incur discretization artifacts (such as sigularities) and significantly increases the
time and space requirements. Some have sought to propagate a surface mesh
directly by imposing a motion on its vertices, e.g. [62; 54], but such methods
are prone to numerical problems that severely limit the kinds of surfaces the
application could handle.
Here, we present a novel numerical framework for tracking moving meshes,
called the face offsetting method. This method exploits some fundamental ideas
used by level sets methods, together with other well-established numerical tech-
niques, to deliver an accurate and stable solution to surface propagation with-
out requiring a 3D voxel grid. A fundamental difference between face offsetting
and previous direct surface propagation methods is that our method solves an
equation of motion face by face, where continuity and smoothness hold, and
then reconstructs vertices by constrained minimization and viscosity adjust-
ment, instead of directly moving vertices along approximate normal directions.
As a result, the proposed method “prevents” the development of local self-
intersections, overcoming this significant roadblock in explicit surface tracking.
A notable side product of our numerical framework is a vertex-based feature
detection technique for surface meshes.
Surface fairing is another important problem in computer graphics. One
wants to remove noise while preserving features from surface models such as
those obtained from geometric scanners. Methods that diffuse the normal and
fit the surface to the new normals, e.g. [73; 98; 100] have distinct advantages
over other easier-to-implement methods based on positional diffusion such as
Laplacian smoothing and curvature flows [20; 48]. One of these advantages
is volume preservation. Some have sought to preserve the volume globally by
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rescaling the coordinates of the faired mesh [20], but preserving volume in a
local sense is more physically meaningful and visually satisfying. Even normal
diffusion methods can lose substantial (in particular, O(1)) volume over a large
number of iterations on a dense model. Our face-offsetting method, when ac-
companied by a height function to keep track of the volume, achieves strict local
volume preservation.
This chapter is organized as follows. Section 2.2 surveys some related work
in the areas of general methodologies for moving surfaces as well as specific tech-
niques for surface fairing. Section 2.3 introduces the basic numerical framework
for face offsetting. Section 2.4 presents the use of face offsetting in volume-
preserving and feature-preserving fairing. Section 2.5 concludes the chapter
with a discussion on future directions.
2.2 Previous Work
2.2.1 Moving Curves and Surfaces
Implicit Surface Capturing Methods. The basic idea of level sets method
is to represent a surface with the zero set of a higher dimensional volumetric
function and update the function to capture the moving surface. The level
sets methods deliver powerful tools for surface propagation, especially at the
presence of complex topological changes, by circumventing mesh adaptivity. A
large body of research has been done on level sets methods. Comprehensive
overviews can be found in the books by Sethian [87] and by Osher and Fedkiw
[74]. However, it is difficult to accurately represent the volumetric function near
singularities, which limits the discretization accuracy of level sets methods. In
addition, these methods are expensive in terms of computation and storage
requirements, and they are tedious to set up for complex geometries defined
by surface meshes due to the need to convert between implicit and explicit
representations.
Besides level sets methods, there are also other implicit methods such as the
volume-of-fluid (VOF ) methods. A unique advantage of VOF methods is that
they are conservative by construction, which is highly desirable in multiphase
flow. Computationally, higher-order VOF schemes are comparable with level
sets methods in accuracy and cost, and share some similar limitations such as
smearing of the interface [81; 83; 84].
Explicit Surface Tracking Methods. Unlike implicit methods, explicit sur-
face tracking is far less understood. A large amount of work utilizes explicitly
moving surfaces. For example, Lawrence and Funkhouser painted a speed func-
tion onto an adaptive polygonal mesh to grow trees and other 3D shapes inter-
actively [54], and there are a number of moving-mesh PDE solvers [60]. Yet a
surprisingly small number of papers address the fundamental issues with this
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method.
One fundamental issue is the treatment of local self-intersections, or “swallw-
tails” [87, Chapter 4]. These self-intersections are sometimes addressed by trim-
ming (delooping) techniques in 2D [61; 76], but generalization of such techniques
to 3D are cumbersome and error-prone and had very limited success. In [47],
an entropy-satisfying Lagrangian method was developed to deliver a systematic
approach in 2D to prevent local self-intersections by preconditioning the curve
before propagating it. The geometric aspect of the face-offsetting method is a
natural 3D generalization of that in [47]. Global self-intersections, which corre-
spond to topological changes, pose another major challenge in explicit surface
tracking. An extensive survey of mesh surgery at topological changes can be
found in [102].
The foremost issue in explicit surface tracking is its potential numerical
instability [87, Chapter 4], which has led to doubts about the “tractability” of
explicit surface tracking. To the best of our knowledge, our proposed method
is among the first to deliver a systematic method that addresses the stability
issue of explicit surface tracking in 3D.
Hybrid Methods. To address the limitations of the traditional Lagrangian
and level sets methods, a number of hybrid or mixed methods have been pro-
posed in the literature. Some front-tracking methods amend explicit methods
with an implicit representation for better robustness [3; 40], which unfortu-
nately introduces smearing into the Lagrangian interface. Some extensions of
level sets methods have been proposed to improve their efficiency using narrow-
band methods and fast marching methods [87], and to improve conservation
using particle level sets methods [74], but the fundamental numerics remain the
same. In chapter 3, we will introduce a procedural level sets method that com-
bines the level sets equation with a time parametrization to track the interface
using only particles on the interface, which is one step closer to efficient and
accurate interface tracking.
2.2.2 Surface Fairing
Surface fairing has also been the subject of much prior work. Most surface-
mesh based approaches can be roughly grouped into positional diffusion and
normal difffusion. In the former category, Desbrun et al. [20] used an area-based
curvature normal, and employed an implicit method that takes advantage of the
unconditional stability of backward Euler time-integration scheme to allow large
time steps. Clarenz et al. proposed a modified MCF as an anisotropic diffusion
of the surface [17]. In the latter group, Taubin introduced a linear anisotropic
Laplacian operator for meshes based on a separate processing of the normals
[100], which share similarities with the work by Ohtake et al. [73]. A drastically
different approach was taken by Jones et al. [48], who used statistics and local
6
first-order predictors of the surface to deliver an efficient non-iterative scheme.
Surface fairing has also been previously performed using the level sets ap-
proach. The simplest approach is probably the mean curvature flow [87], which
has the side effect of shrinking the volume. Some level-sets based methods use
a weighted combination of principal curvatures [86]. Tasdizen et al. developed
a level sets method that filters normals of the surface and then manipulates the
level sets function to fit the processed normals using fourth-order partial dif-
ferential equations [98]. Numerically discretizing high-order PDEs is difficult.
These methods are applied on volumetric data and can be applied to surface
meshes after converting them into a volume, which may be expensive. These
methods in general take significantly more computation time and storage than
surface-mesh based methods.
Among the existing methods, strict global volume preservation is achieved
in [20] by a simple rescaling operation, which may skew the shape and cannot
recover changes in the aspect ratio of a model due to local loss of volume. Ap-
proximate global volume preservation is achieved in [87] by adjusting the speed
of the curvature flow by the average curvature over the whole surface, which
can lead to undesirable motion of perfectly flat regions. Local preservation is
more physically meaningful and is typically adopted by physics-based simula-
tions. However, to our best knowledge, it has not been previously realized in
surface fairing.
2.3 Face Offsetting
In this section, we introduce the basic face offsetting method, an accurate and
stable numerical framework for moving surface meshes. This method propagates
the faces, where smoothness and continuity hold, and then reconstructs vertices
using a vanishing viscosity solution. We will briefly describe the basic ideas of
the method and focus on only triangular surface meshes.
In the following description, we use u, v, or w to denote a vertex of a mesh,
use τ or two vertices (such as uv) to denote an edge, and σ or three vertices
(such as uvw) to denote a face (triangle). In numerical computations, upper-
case bolds denote matrices, lower-case bolds denote vectors, and regular italics
denote scalars. Bolds with hat (such as nˆ) denote unit vectors.
2.3.1 Offset Intersections
Throughout the whole document, a face offset refers to the new position of a
face in the mesh, after moving (offsetting) the face for a distance as dictated by
a given speed function and time step. For example, in a mean curvature flow,
the face offset may be obtained by moving the vertices along the face normal for
a distance equal to a negative factor of the mean curvature. In general, these
face offsets around a vertex do not intersect exactly. Our primary task now is
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to reconstruct the surface by determining new locations of the vertices so that
the face offsets can be best approximated.
Formulation. Consider a vertex v of the mesh. After moving the mesh faces,
we want to move this vertex to the new point x that best matches the surround-
ing face offsets. Let h(x) be a vector whose entries contain the signed distance
from the point x ∈ R3 to the face offset of each incident face of v. We seek the
point that minimizes the weighted squared distance to the face offsets, hTRh.
We call this optimal point, denoted by i(v) or i, the offset intersection of v. The
face-weighting matrix R is a diagonal matrix with positive entries.
We locally perform a coordinate transformation at vertex v such that the
current location of v becomes the origin. The position vector i is then equal
to the displacement from v to the offset intersection. The offset direction of v
is the unit vector of i, denoted by iˆ(v), or iˆ. We refer to the virtual surface
obtained by moving the vertices to their corresponding offset intersections as
the offset surface, as illustrated in Figure 2.1. We now develop techniques to
compute and analyze this offset surface.
Let γk be the set of planes passing through each face offset, δk denote their
signed distance from the origin, nˆ denote the unit outward normals of the face
offsets. Then
hk(x) = xT nˆ+ δk (2.1)
gives the signed distance from any point x ∈ R3.
Let R be a diagonal weight matrix whose kth diagonal element is rk, and
let h be the vector of signed distance from x to the k face offsets, then
hTRh =
∑
k
rkh
2
k(x) = x
TAx+ 2bTo x+ c (2.2)
gives the fundamental quadric error that measures the weighted deviation of a
point x to the k face offsets [39]. Note in equation (2.2), A =
∑
k rknˆknˆ
T
k ,bo =∑
k rkδknˆk and c =
∑
k rkδ
2
k. The fundamental quadric is minimized in R3 by
the solution of the 3× 3 linear system
Ax = −b (2.3)
Typically, δk = fk∆t, where fk is the speed at the kth face incident on v and
∆t is a given time step. In general A is symmetric and positive semi-definite,
and its eigenvalues are all real and nonnegative. Let λk be the eigenvalues of
A, with λ1 ≥ λ2 ≥ λ3, and eˆk be their corresponding orthonormal eigenvectors.
These eigenvalues and eigenvectors provide the key to the solution of offset
intersections.
Solution of Offset Intersection. If we just solve for the new vertex location
using the quadric equation 2.2, we get terrible results. Consider a nearly planar
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Figure 2.1: Illustration of offset surface around a vertex and the correlation
between its local flatness and the relative sizes of eigenvalues. Cyan (upper)
triangles depict face offsets of magenta (lower) triangles, which along with light
blue patches between them constitute offset surface. Green ellipsoids in the
figure are centered at offset intersections, and their axes are aligned along the
eigenvectors, with lengths propotional to their corresponding eigenvalues. Note
that the error ellipse (error function isosurface) has the same axes but with
lengths inversely proportional to the eigenvalues.
region of the mesh being swept forward. Around a vertex on the plane, the
face offsets are all nearly coplanar, so the offset intersection can be pushed
far across the plane by only a small perturbation of the faces. Hence with a
na¨ıve implementation of face offsetting, the mesh will become tangled in planar
regions – which is actually where we have the most freedom to move mesh
vertices around!
To robustly solve for offset intersections, we must treat smooth, ridge and
corner vertices differently. Figure 2.1 suggests a strong correlation between the
relative sizes of eigenvalues and local flatness at a vertex. Some authors have
previously used eigenvalues alone to detect ridges (creases) in a surface [75], but
such a scheme cannot distinguish a very sharp ridge (a near cusp) from a nearly
flat surface. We now present a more complete approach.
To classify a vertex v, consider the quadric obtained by setting δk = −1
so that the right-hand side of equation 2.3 becomes bm = −
∑
k rknˆk, which
implicitly uses a coordinate frame whose origin has approximately (in the least
square sense) the same distance to each face offset incident on v. We refer to
the vector space spanned by the eigenvectors corresponding to relatively large
eigenvalues of A (say ≥ λ1, where  isgarland97a small number such as 10−4)
as its primary space – this is the space along which the error function varies
most. Let dm be the dimension of the primary space. we then solve equation
2.3 with right-hand side bm, i.e., Ax = −bm, by forcing x to lie within the
primary space of A and then obtain x =
∑dm
k=1−eˆTk bmeˆk/λk. Its unit vector xˆ
is the mean normal at v in the offset surface.
Let rv be the sum of the weights over all incident faces of v. The average
angle between a face normal and the mean normal in the offset surface is then
θ = arccos
(− bTmxˆ/rv) (2.4)
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Figure 2.2: Illustration of rationale for feature detection. Left: Mean normal
forms approximately same angle with faces. Right: Ratio of eigenvalues is α2 for
quadric associated with minimizing squared distance to diagonals of rectangle
with aspect ratio α.
and the average dihedral angle at v is then approximately 2θ, as illustrated in
Figure 2.2 (left). Given a threshold ψ > 0 for dihedral angles (e.g., 35◦) and a
singularity tolerance µ ∈ (0, 1). As a rule of thumb, µ ≈ tan2(ψ/2) (such as 0.1
when ψ = 35◦) following a rectangle-diagonal argument outlined in Figure 2.2
(right).
After propagation, each vertex v is classified as follows:
• v is smooth if 2θ ≤ ψ and λ3/λ1 ≤ µ
• v is on a ridge if 2θ > ψ and λ3/λ1 ≤ µ
• v is at a corner if λ3/λ1 > µ
Let do be the codimension of the tangent space at iˆ. In general, do is no
greater than dm and is 1, 2 and 3 for a smooth, ridge, and corner point, respec-
tively. The last 3 − do eigenvectors constitute the tangent space of the offset
surface at v. After classifying v, the offset intersection iˆ is then computed as∑do
k=1−eˆTk boeˆk/λk, and the offset direction iˆ is then i/‖i‖.
2.3.2 Stability Constraint
For PDEs, the time step is restricted by the CFL (Courant-Friedrichs-Lewy)
condition, which requires that the computational domain of dependence must
contain the physical domain of dependence [45]. For the face offsetting method,
this stability condition is satisfied only if the offsets of disjoint faces do not
intersect (i.e., free of self-intersection) during a given time interval. There are
two types of self-intersections: local and global. Local self-intersections are
accompanied by inversion of triangles, whereas global ones are not. In general,
enforcing the CFL condition at the presence of global self-intersections may
require detecting the collision of face offsets and then updating the connectivity
of the surface. Assuming there are no global self-intersections, we require the
preimage of the offset intersection of each vertex v in each of its incident face to
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Figure 2.3: Safe regions (shaded areas) for preimages of offset vertices in the
original triangle.
be within a safe region, where the safe region is bounded by the lines that are
parallel to the incident edges of v and pass through the centroid of the face.
Figure 2.3 illustrates the safe regions of the three vertices of a triangle.
Given a face σ = uvw, let u,v and w be the physical coordinates of its three
vertices, d be a projection direction, and iv be the offset i ntersection of v. The
preimage of iv in σ is then p = iv − (iTv d)d. Let ξ and η be the barycentric
coordinates of p correspondign to the vertices u and w in σ, i.e.,
p = ξ(u− v)− η(w − v) (2.5)
If max{ξ, η} ≥ 1/3, then p falls outside of the safe region in σ. We compute
two pairs of ξ and η for each incident vertex-face pair by taking d to be the face
normal before and after propagation. Let α be the maximum value of computed
ξ and η for all incident vertex-face pairs. A safe (i.e., fold-over free) time step
is then a fraction (e.g., one half) of ∆t/(3α).
2.3.3 Vanishing Viscosity Solution
The offset intersection provides an approximate new position for each vertex.
This approximation is accurate if the physical motion of the surface preserves
singularities; however, it overshoots in a diffusive process that should smear
out singularities. In addition, the offset intersections of different vertices are
computed independently of each other, and this decoupled computation may
lead to growing oscillation under small perturbation. We now present techniques
to address the overshoot and decoupling issues.
Classification of Motion. We classify the motion of each face at a vertex
by comparing each face offset against the offset direction. Given a vertex v and
an incident face σ, let iu, iv and iw be the offset intersections of the vertices
u, v and w (in counter-clockwise order) of σ. For consistency, we transform iu
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and iw to use the local coordinate frame at v, i.e., iu = i(u) + u − v and iw =
i(w)+w−v, where u,v and w represents the physical coordinates of the three
vertices, respectively. Let t be the average tangent of the face offset pointing
away from v, computed as the unit vector orthogonal to the line segment iuiw,
i.e., t = iu − i(uT sˆ)sˆ, where sˆ = (iw − iu)/‖iw − iu‖. We say σ is contracting at
v if iTv t ≥ 0, and is exbanding otherwise. This is consistent with the traditional
classification for convex or concave interface, but has the advantage of embracing
saddle points. In addition, a user-input parameter further classifies expansion
into convective (convection) and diffusive (diffusion), where the former preserves
but the latter smears out singularities at expansion.
Overcoming Overshoot After classifying a face σ, we compute the contribu-
tion of σ to the displacement along the offset direction, denoted by lσ. If σ is un-
der contraction or convection at v, the intersection is at iv, and hence lσ = ‖iv‖
(Figure 2.4, Left). If σ is under diffusion at v, then lσ = iTv nˆ ≈ sign(iTv n)f∆t
(Figure 2.4, Right), where nˆ is the unit normal vector of the face offset pointing
away from v, i.e.,
nˆ =
(iw − iv)× (iu − iv)
‖(iw − iv)× (iu − iv)‖ (2.6)
contraction/convection diffusion
v
c
lσ
kσ
v
lσ
c
kσ
n
n
n
Figure 2.4: Facial contribution and base term for viscosity adjustment along
offset direction.
The displacement of v along the offset direction is then computed as a
weighted average of facial contributions, i.e.,
l =
∑
σ
βσlσ/
∑
σ
βσ (2.7)
We compute the weights βσ as
∣∣θiˆTv nˆ∣∣, where
θ = arccos
(iw − iv)T (iu − iv)
‖(iw − iv)‖‖(iu − iv)‖ (2.8)
is the edge angle of the face offset of σ at iv. If the speed is uniform, or
the codimension of v is 1, then
∣∣ˆiT nˆ∣∣ is approximately equal for all incident
faces of v and hence has no effect on l. For ridges or corners with a nouniform
speed function, this term controls potentially large errors in lσ when the offset
direction is nearly tangent to a face offset (e.g., when the speed function is zero
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at one side of a ridge but nonzero at the other side).
Viscosity Adjustment. The preceding weighted average solution resolves
the overshoot problem under diffusion, and tends to be exact for contraction
and convection. However, it can still be sensitive to perturbation, and may
suffer from growing oscillations after a large number of iterations. To stabilize
the solution, we must introduce a viscosity term into the method.
Given an incident face σ = uvw of v, let c be the coordinates of the centroid
of σ under the local coordinate frame centered at v, i.e., c = (u− v +w − v)/3.
We define kσ as (i − c)T nˆ/(ˆiT nˆ) if σ is under contraction or convection, or
(i − c)T nˆ under diffusion (Figure 2.4). In general, kσ = lσ + O(s) where s is
the distance bewteen c and v, and kσ = lσ if the speed function is uniform
and i is at the exact intersection of face offsets for every vertex. Depending
on whether σ is contracting or expanding, we compensate or penalize lσ based
on kσ. In particular, we take the linear combination ξlσ + (1 − ξ)kσ as the
contribution of σ if this value speeds up contraction or slows down expansion
at v, where ξ =
∣∣ˆiT nˆ∣∣ so that the viscosity is 0 (i.e., ξ = 1) at the boundary
between contraction and expansion. For smooth surfaces,
∣∣ˆiT nˆ∣∣ = 1 + O(s2),
and hence this viscosity adjustment is O(s3). Lower-order viscosity terms canb
e defined by choosing a different α such as ξ = 1 −
√
1− ∣∣ˆiT nˆ∣∣, which gives
an adjustment of O(s2). To avoid violating the CFL condition after viscosity
adjustment, we limit the adjusted vertex motion to be between 0 and c times
of i, where c ≥ 1 and c times the current time step must remain safe.
The viscosity introduced in this process can effectively help stabilize the
surface, especially when
∣∣ˆiT nˆ∣∣ is large,m as it synchronizes the propagation of
vertices and faces, analogous to the viscosity terms in the level sets methods.
However, for surfaces with sharp ridges, it is necessary to synchronize the propa-
gation of edges within ridges. If the ridge edges are known, it is straightforward
to revise the above procedure to compensate or penalize vertex motion based
on the motion of edge centers.
We now describe a simple procedure to identify ridge edges in the offset
surface based on vertex classification. If iv is on a ridge, then the eigenvector
eˆ3 is approximately tangent to the ridge, and its incident ridge edges are nearly
parallel to eˆ3. In addition, the other vertex of either of its incident ridge edges
is most likely also a ridge or corner vertex. Therefore, we identify ridge edges
as follows. Let tˆτ denote the unit tangent of an edge τ incident on iv, i.e.,
tˆτ = (iu − iv)/‖iu − iv‖. For each ridge vertex, compute the largest (positive)
and the smallest (negative) value ofmτ eˆT3 tˆτ , wheremτ is the number of incident
ridges or corner vertices of τ . An incident edge is on the ridge if it has either
extreme values of mτ eˆT3 tˆτ .
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2.4 Volume-Preserving Surface Fairing
The method presented in earlier sections delivers a new general framework for
moving surface meshes and is applicable to a large number of applications. To
demonstrate its use in applications, we now present a simple adaptation of our
method for surface fairing to remove rough features from irregularly triangulated
data. This problem is nontrivial as sharp features must be preserved during the
process. In addition, it is also highly desirable to preserve the volume of the
shape for long-term accuracy and stability. It is straightforward to achieve an
artificial global volume preservation by a trivial rescaling [20], but preserving
volume in a local sense is more physically meaningful, visually satisfying, but
decidedly nontrivial for explicit surfaces.
2.4.1 Diffusion of Normals
Given a vertex v, Equation (2.3) provides a numerical formula for evaluating the
mean normal at v when we take its incident faces as face offsets and bm as the
right-hand side. To diffuse the normal field, we compute the face normal of a
given triangle σ as a weighted average of those of its vertices. Taking a uniform
weights leads to isotropic diffusion. Thereafter, let the face offset of σ be the
plane passing through the face center with this computed normal, as illustrated
in Figure 2.5. We then invoke the face offsetting method. This process repeats
until the relative change in the face normal is below a given tolerance, or a
maximum number of iterations have been reached.
Intuitively, the above procedure performs a Laplacian smoothing on the
surface normal while using face offsetting to reconstruct a surface that accurately
approximate the faces. The flow used in the procedure is implicitly curvature
dependent, but has done so without requiring explicit evaluation of curvatures
– analogous to the secant method for nonlinear equations without requiring the
derivatives. This procedure is similar to the mean-filter approach of Ohtake
et al. [73]. The temporal and spatial adaptivity of face-offsetting collectively
ensures the stability of the process with reasonable efficiency.
n1
n2
n3
n=Σwini/||Σwini||
Figure 2.5: Face offset in normal diffusion passes face center with normal equal
to average of vertex normals.
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Figure 2.6: Loss of volume is slower asymptotically with normal diffusion than
with positional diffusion. Torus with noise (left) were smoothed effectively after
10 iterations for both Laplacian and face-offsetting based fairing (second and
third images). Laplacian smoothing leads to nearly 80% volume loss after 100
iterations (fourth) whereas face-offsetting preserved volume (fifth).
2.4.2 Volume Preserving
Besides its simplicity, the normal-diffusion procedure delivers excellent local
volume conservation. Let s be the longest edge length of a given mesh. For
smooth surfaces, the local change in volume associated with coordinate diffu-
sion is O(s2), where as that associated with normal diffusion is O(s3). Figure
2.6 shows a comparison in volume changes using positional diffusion and nor-
mal diffusion. This higher-order volume preservation suffices for fine meshes,
but may still leads to substantial loss of volume for coarse meshes.
To achieve strict conservation, we define a height h for each face and use it
to keep track of the volume error at the face. Let h(i) and A(i) denote the height
and areas of the face at the ith step, respectively, and h(0) is 0. Then h(i+1)A(i+1)
is computed as the sum of h(i)A(i) and the signed swept volume between the old
and new positions of the face. CConsider a virtual surface composed of (disjoint)
triangles obtained by moving each face along its normal for a distance equal to
its height, as illustrated in Figure 2.7. The sum of teh current volume plus the
signed swept volume between the virtual and the current surface is invariantly
equal to the original volume. To overcome potential instability, we smooth the
height function by performing a volume-preserving diffusion: We first transfer
the swept volume from each of its incident faces, i.e., 1/3
∑
k hkAk; then, we
redistribute the volume from vertices back onto each incident face with a ratio
proportional to facial areas.
h1A1
V
h2A2
h3A3(<0)
Figure 2.7: Volume preservation through aid of height function. Total volume
is V plus integral of height function over surface.
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Plugging back into surface fairing, at each step we require the face offset to
pass through the face centers of the average of the virtual and actual face (i.e.,
moving the face center along its facial normal by h/2), and then recalculate and
diffuse the height function after reconstructing the continuous representation.
This procedure delivers strict global conservation in terms of the virtual surface,
and the absolute error in the volume of the surface mesh is bounded by the
edge length times the total surface area for noise surface but reduces to O(s3)
for smooth surfaces as the process converges. Note that another subtlety in
strict volume preserving is edge contraction, where the new vertex must be
positioned at a point that loccally preserves the volume. This issue can be
ignored when therea are very few or no edge contractions. Figure 2.8 shows the
results of smoothing a coarse v-shaped noisy model with and without this height
function, where volume was los significantly (more than 10%) after 30 iterations
with regular normal diffusion, but is preserved strictly with the virtual surface
and consistently (less than 0.25%) with the physical surface. For a model that is
twice as fine, the error with normal diffusion was about 3.6% after 100 iterations
but is at 0.02% for the physical surface with the height-function extension.
Figure 2.8: After fairing noisy coarse model (left), volume is preserved strictly
in local sense using virtual surface extension of face offsetting (middle), whereas
more than 10% volume loss occured after 30 iterations with normal diffusion
(right).
2.5 Conclusion and Future Work
We have developed a novel framework for moving surface meshes and applied
it to volume-preserving and feature-preserving surface fairing. The face offset-
ting method follows a philosophy analogous to finite volume and discontinuous
finite element methods in numerical analysis. It first solves a piecewise continu-
ous solution on each face and then reconstructs a continuous approximation for
the surface. Vanishing viscosity was introduced to deliver accurate and stable
solutions with high efficiency. This method enables a simple discretization to
anormal diffusion approach for surface fairing. We also proposed a new tech-
nique to achieve local volume preservation in surface fairing, and this technique
can be applied and benefit other graphical applications, such as sculpting.
The method presented here achieves numerical stability by taking a safe
time step allowed by the given mesh and speed function. However, the safe
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time step may be unreasonably small for poor-shaped meshes and in turn limit
the efficiency of the algorithm. Another way to achieve stability is to coarsen
the mesh adaptively with a given time step.
Also, the method so far does not yet handle all types of topological changes
or topological control. Due to the nature of surface propagation, some kind
of topological change could be handled in adaptive face offsetting methods,
however, some topological changes (e.g., collision and surgery) are still yet to
be considered.
In conclusion, our method is robust in that it prevents local self-intersections,
given that the original method is free of self-intersection. Moving surfaces have
many applications in computer graphics and computational physica. Another
future direction is to iterate our methods to such applications.
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3 Procedural Level Sets
3.1 Introduction
The level set method has revolutionized the solution of evolving surface problems
in computational science. It propagates a surface represented as an isosurface of
a volume of scalar values that automatically accomodates the self-intersection
and topology changes that can occur during propagation. The level set method
propagates the isosurface in its normal direction according to a user-defined
speed function evaluated over it, by deriving and integrating a corresponding
time derivative of the voxel values.
With the construction of different speed function, level sets have solved a
wide variety of problems in shape modeling and computer graphics. A constant
speed function yields offset surfaces [50] and the medial axis transform [51]. Set-
ting the speed function to be the distance to a different object yields a morphing
algorithm [14]. More sophisticated speed functions lead to geometry processing
algorithm for feature-preserving surface smoothing [99] and scattered point in-
terpolation [71; 26]. Modeling systems have been constructed around level sets
where speed functions implement sculpting [6] and blending [69] operators, and
the speed function can even be painted on a surface [55].
In all of these examples, the level set method operates on a fixed-resolution
uniform rectilinear lattice of voxels. The integration of partial differential equa-
tions on a uniform Eulerian space-grid is well studied, and special techniques
have been developed to preserve features such as corners [87]. Visual simulations
based on computational fluid dynamics often operate on regular space grids, and
the level set method has contributed to convincing animations of water [37; 31]
and fire [71].
Whereas the voxel space-grid representation is a common choice for CFD-
based computer animation, its choice as a shape representation has benefits
and drawbacks. A voxel grid provides complete free-form control over shape
which has been useful in sculpting simulations, and can be stored efficiently us-
ing hierarchical methods [38], and propagated efficiently using the narrow-band
method [1]. Nevertheless, the voxel grid is resolution-dependent which restricts
its smoothness to the continuity of its interpolant and limits its application in
many shape modeling applications.
The goal of this chapter is to apply the power of the level set method to the
propagation of an implicit surface represented not as the interpolation of voxel
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values but more conventionally through the conglomeration of simpler primitive
shapes.
These problems could be avoided by the propagation of a surface mesh in-
stead of a space mesh. Section 3.2 describes previous attempts to propagate
surface meshes. While the propagation of mesh vertices is straightforward, the
management of mesh connectivity in the presence of self-intersection and topol-
ogy change become quite complicated.
The proposed computational strategy retains topological benefits of the im-
plicit representation of evolving surfaces while avoiding the drawbacks of a fixed
resolution voxel array. To this end, Section 3.3 shows how to propagate an
implicit surface (e.g., algebraic surfaces, blobs [11]) under an arbitrary speed
function. This propagation of course occurs within the limits of the implicit’s
parametrization, and our method creates a least-squares optimal fit of the im-
plicit to the shape specified by the geometric flow.
Constructive solid geometry allows the user to create complex surface or
object by using boolean operators to combine objects. A CSG model is com-
posed of several simpler shapes, called primitives. The propagation of the whole
CSG object can be determined by the propagation of the composing primitives.
Section 3.5 shows that a propagation of each primitive is independent of the
existence of other primitives, thus we can solve the propagation of the whole
object by solving the primitive’s propagation one by one.
3.2 Previous Work
The limitations of the voxel representation are well known and some techniques
for overcoming time and space complexity, and its fixed-resolution have been
investigated.
[87] describes two techniques for reducing the O(n3) time and space complex-
ity of processing voxel grids. The narrow band method restricts computation to
voxels near the isosurfaces, reducing computational complexity to O(n2). When
the speed function does not change sign, the entire propagation can occur in
place in amortized O(n2) time using the fast marching method, which solves for
each voxel the time when the surface propagation would pass through it.
A recent GPU implementation [59] accelerates computation and limits stor-
age of the narrow band method via a clever paging mechanism but adds a
significant amount of complexity to the implementation.
[87] makes strong arguments against the propagation of surface meshes, pre-
sumably through motion of the vertices. When vertices become close, numerical
error can cause instability. The local intersection that occurs when propagating
corners inward can cause swallowtails. the inside-out curve segments in 2D can
be removed by delooping methods [61; 76], but such methods are cumbersome,
error-prone and do not appear to extend to surfaces in 3D.
Semi-Lagrangian methods [96; 97] accelerate the propagation of curves in
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2D with higher precision by tracing the path of each point on the evolving
curve. These paths, called characteristics, are the integral curves of the global
speed function. The level set value of each space-grid point at time t are thus
found as the interpolated level set value at its position at time t − ∆t. Thus
the evolving interface moves its surface points along a Lagrangian path, but the
path is evaluated at its endpoints on an Eulerian voxel grid.
The entropy satisfying Lagrangian method [47] is able to propagate a closed
polyline in 2D. It uses simplification and subdivision to maintain a uniform dis-
tribution of curve vertices, and repositioned these vertices at corners to preserve
shocks. The method uses a geometric theorem to predict local self-intersections,
and locally resamples the curve to avoid the swallowtail before it occurs. The
method uses collision detection to detect topology changes, and resolves these
with a simple reconnection of the curve vertices. In Chapter 2, we have discussed
the extension of this method to 3D.
[55] painted a speed function onto polygonal mesh models to interactively
grow tres and other 3D shapes. They propagated a dynamic polygonal mesh
[62] but limited their demonstration to simple cases that avoided shocks and
topology changes.
The precision of the voxel representation is often limited to a fixed resolution.
Recent hierarchical integration methods have been developed that provide a
multiresolution space-mesh for evolving a curve in a 2D quadtree [95; 94] or
a surface in a 3D octree [79]. In physical simulation and animation, the lack
of precision of a space-grid can lead to the inaccurate computation of physical
quantities such as volume. When simulating water, the appearance of massive
evaporation was avoided by propagating air and water particles near the level
set, and adjusting the level set to divide the air and water particles after each
propagation step [31; 30].
We demonstrate our results, in part, by using the level set formulation to
fit algebraic surfaces to meshed surfaces. Algebraic curve and surface fitting
is a well studied area in geometric modeling, and for example Pratt [80] used
least squares to directly non-iteratively solve for the algebraic surface coeffi-
cients. Our implementation of procedural level sets too is based on least squares,
though in our case to minimize the change in surface parameters during surface
fitting iterations. Our methods can fit any implicit surface to data, inccluding
the blobby model. Procedural level sets provide an iterative alternative to the
hierarchical approach of [68].
3.3 Derivation
3.3.1 Problem Statement
Following [87] but in the notation of [104], let f(x,q) denote a scalar field func-
tion over the spatial variable x ∈ R3 controlled by a vector of scalar parameters
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q ∈ Rm, that implicitly defines the surface
S(q) = {x|F (x,q) = 0} (3.1)
We extend this formulation to an evolving surface using the shorthand no-
tation
S(t) = {x|F (x, t) ≡ F (x,q(t)) = 0} (3.2)
for some path of parameters defined by q(t).
The level set formulation evolves S(t) along its normals, governed by a real-
valued speed function s(x, t) of space, time, curvature, etc.. This surface motion
S(t) is implemented by integrating the corresponding change in the field F
F˙ (x, t) = −s(x, t)‖Fx(x, t)‖ (3.3)
where Fx(x, t) is the space gradient of F at x.
The level set method was developed for field functions interpolated from a
uniform grid of scalar values fijk, and the surface evolves by integration of (3.3)
evaluated at the grid lattice positions. Our goal instead is to determine the
corresponding change q˙ in the field parameters necessary to evolve the surface
at the rate specified by the speed function. In our notation, these voxel values
fijk are collected in the q parameter vector such that (3.3) directly yields the
desired change in the surface parameters q, but this is not true for arbitrary
field parameter formulations. In order to understand how parameter speed
correspond to surface speeds, we will re-derive both the level set equation (3.3)
and the implicit surface modeling equations of [104], and show the answer in
their combination. Also more generally, we specify the external force or velocity
field as a time-varying vector field v(x, t) defined at every point x ∈ R3, instead
of using a scalar field s(x, t) and assuming the external force (velocity field) is
always along the surface normal direction.
3.3.2 Level Set Derivation
Let xi(t) be the path of some particle i on the evolving surface S(t). Then
F i(t) ≡ F (xi(t), t) = 0 (3.4)
for all t in the surface evolution time interval. We can ensure the path of an
initial point x(t0) ∈ S(t0) remains on the evolving surface by ensuring the time
derivative of (3.4) is zero:
F˙ i(t) = F ix(t) · x˙i(t) + F˙ (xi(t), t) = 0 (3.5)
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which yield an expression for the change in the function value at a fixed position
F˙
(
xi(t), t)
)
= −F ix(t) · x˙i(t) (3.6)
in terms of the component of the particle’s velocity in the surface normal di-
rection. The particle is otherwise free to roam the surface tangentially as it
evolves, so when we restrict the particle to move only in the direction of maxi-
mum change to F and control its rate with the speed function si(t)
x˙i(t) = si(t)
F ix(t)
‖F ix(t)‖
(3.7)
Combining (3.6) and (3.7) yields the level set propagation equation (3.3).
3.3.3 Parametrized Derivation
Let q(t) represent the shape evolution S(t) as a path through the parameter
space of F . This parameter-space path for a level set method is the sequence
of grid lattice values produced by integrating (3.3). Here we generalize the
derivation to find the desired parameter space path q(t) for other implicit for-
mulations.
A particle moving along the evolving surface described by q(t) will satisfy
F i(t) = F
(
xi(t),q(t)
)
= 0 (3.8)
which is enforced by the dynamic constraint
F˙ i(t) = F ix(t) · x˙i(t) + F iq(t) · q˙(t) (3.9)
where the parametric gradient F iq indicates the effect of each parameter on the
value of F . Given a shape evolution q(t), one can thus solve for the paths
xi that keep particles on the surface. But more powerfully given a reasonable
number of particle paths xi(t) one can find a shape evolution in the form of a
parameter path q(t) such that at each time t the surface passes through the
particle positions.
Equation (3.9) yields:
F iq(t) · q˙(t) = −F ix(t) · v(xi, t) (3.10)
where v(xi, t) is the velocity vector at particle i.
This equation couples the change in parameters q˙ with the speed function.
However, because both sides of the equation are real, any number of solutions
q˙ can satisfy it. If there are n particles on the surface, and the length of the
parameter vector q˙ is m, (3.10) is thus a linear system of n equations and m
unknowns. Section 3.4 provides some analysis on this linear system.
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3.4 Solution and Analysis
3.4.1 Solve for Parameter Speed
Equation (3.10) is a linear system of n equations and m unknowns. However,
for common implicit surface parametrizations ranging from algebraics to blobs,
the number of parameters is less, often much less, than the number of particles
needed to interrogate the surface.
Subset Fitting. We are tempted to limit our solution to a subset of m floater
particles, to yield a full rank linear system. However, the role of the floater par-
ticles is to detect variation in the surface and the speed function. While reducing
the number of floater particles increases the solution efficiency, it reduces the
validity of the solution as important features in the surface or small spikes in
the speed function can be missed. The redundancy of the additional floater par-
ticles provides the user with an additional implementation variable controlling
the resolution of feature sensitivity.
Random Selection. An alternative is to choose a different randomized col-
lection of m particles to solve for the m parameters. One runs the risk of an
unlucky choice producign a single system, but such cases could simply trigger
the re-choosing of a different random collection of m particles.
Lagrange Multiplier Method. For n > m, the linear system (3.10) is over-
constrained. Thus, there is no accurate solution q˙ satisfying (3.10) for all the n
particles. Let A be the matrix on the left-hand side of (3.10), whose ith row is
given by the vector F iq(t), let b be the right-hand side vector, whose ith com-
ponent is −F ix(t) ·v(xi, t). The Lagrange multiplier method provides a solution
to such a problem by finding the “optimal” solution that minimizes the squared
error residual ‖Aq˙− b‖2.
The Lagrange multiplier method first expresses q˙(t) as a linear combination
of F jq(t)
q˙(t) =
∑
j
λjF jq(t) (3.11)
and then solves for the Lagrange multipliers λj by∑
j
(
F iq(t) · F jq(t)
)
λj = −F ix(t) · v(xi, t) (3.12)
Singular Value Decomposition. An equivalent solution to the Lagrange
multiplier method is the singular value decomposition. Generally, for linear
system Ax = b where A has more rows than columns (overconstrained), SVD
gives an optimal solution in the least square sense that minimizes the squared
residual ‖Ax− b‖2.
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We apply SVD to the matrix A in (3.10) to obtain a decomposition A =
USV T where U is an n×m orthogonal matrix, S is an m×m diagonal matrix
with nonascending singular values and V is an m×m orthogonal matrix.
The least square solution given by the singular value decomposition is then
q˙(t) = V S−1UT b (3.13)
3.4.2 “Controller” Particles
One might consider avoiding the derivations altogether, and instead implement
the standard Witkin-Heckbert control-point particle system [104]. Such con-
troller particles are used to evolve an implicit surface by computing the appro-
priate parametric velocity that causes the surface to best match the velocity
of the controller particles. The parametric motion due to control point motion
also occurs in the space spanned by Fq, and its Lagrange multiplier are com-
puted using (3.12) and propagate the controller particles, moving them in their
normal direction proportional to their speed function. The implicit surface,
constrained to interpolate the controller particles, would follow. However, as
mentioned before, this would either require a large number of controller parti-
cles, or placement of controller particles at key positions on the surface. The
floater particles are better suited for this task.
3.4.3 Rank Deficiency
We have observed an overflow in the solution of (3.13), caused by the attempt
to inverse the diagonal matrix S which contains one or more zero singular values
on the diagonal. The existence of zero singular value in (3.10) is not by accident,
it is caused by the fact that all particles we used for constructing (3.10) have
zero F value. Actually we have the following result:
Proposition 3.4.1. Let x = (x, y, z), then the A matrix of any polynomial
(algebraic) surface (in variables x, y, z) is rank-deficient hence induces one or
more zero singular values.
Proof. Since the A matrix has n rows and m columns with n > m, to say
A is rank-deficient is equivalent to say rank(A) < m, i.e., the m column vec-
tors are linear dependent. On the other hand, a polynomial surface has the
form
∑
j qjfj(x, y, z) = 0, where fj(x, y, z) is the product of powers of x, y
and z. The element Aij is given by Aij = ∂F (xi)/∂qj = fj(xi, yi, zi). Note∑
j qjfj(x
i, yi, zi) = 0 for the particle xi is on the zeroset of the implicit func-
tion. Thus for the column vectors A∗j , we have
∑
j qjA∗j = 0, which means the
column vectors are linearly dependent.
Obviously, the proposition follows for arbitrary implicit surface with the
form F (x, y, z) =
∑
j qjfj(x, y, z) where the subfunction fj does not contain
any q parameter.
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Thus for algebraic surfaces, the straightforward SVD solution is guaranteed
to overflow, hence produces bad numerical result. We handle this by introducing
a threshold  and ignoring any singular value si <  while taking the inverse
of the diagonal matrix S. One can also try adding some particles that have
non-zero isovalues.
3.4.4 Regularization
An implicit surface satisfies F = 0, but there are infinitely many functions
satisfying aF = 0 for nonzero real a that evaluate to zero on the implicit surface.
We have observed that implicit surface propagation has a tendency to inflate
the implicit surface parameters. Furthermore, as the surface nears its goal,
these parameters tend to oscillate and thrash as they strive to remove small
imperfections.
The least-square optimizations by Lagrange multiplier method should pre-
vent parameter inflation, finding the smallest change in implicit surface parame-
ter necessary to propagate the surface. However, as the evolving surface reaches
its target, the speed function f approaches zero.
Global vs. Local Representation. Implicit surface that depend on global
formulations, such as algebraics, exponential blobs and thin-plate radial basis
functions, create a dense matrix in (3.10), because the function value at each
surface point i depends on all parameters q. Local formulations, such as soft
object [105], metaballs [72] and compactly-supported radial basis functions [67],
whose individual primitives do not contribute outside a given radius, result in a
sparse matrix in (3.10), and generally faster solution. Furthermore, in Section
3.5, we will see that the constructive solid geometry model tends to give a block
matrix A, one block per CSG primitive, which enables us to solve for q˙ primitive
by primitive.
3.4.5 Results
We tested our implicit surface propagation derivations on algebraic surfaces.
Figure 3.1 performs surface fitting and, as a consequence of level set iteration,
morphing. We fit an degree-4 algebraic surface by using the target’s distance
function as the propagation guide. The target point set {pi} is obtained by
sampling the V-shaped model at every vertex. The velocity field is defined as
v(x, t) = α(argmini ‖pi−x‖−x), i.e., proportional to the vector from the query
point to the closest point in the target point cloud. Particles on the torus in
Figure 3.1 begin inside and outside of the V-shape, and eventually evolve to
form the shape of the target V-shape.
Zhao et al.’s use of level sets to approximate point sets propagated a first
order gradient fit using standard level set propagation, then switched at the end
to a second order curvature fit, where the time step is O(h2). If we instead
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Figure 3.1: A quartic surface propagates to approximate the V-shaped object.
Yellow points are the target point cloud sampled from the vertices of the V-
shaped triangle mesh. The red particles evolve using the distance vector as the
velocity field. The propagation morphs the initial general quartic surface, the
torus, into an approximation of the V-shaped object.
use procedural level sets on thin-plate RBF’s, then we get minimum curvature
automatically.
3.5 Constructive Solid Geometry
Constructive solid geometry allows the user to create complex surface or object
by using boolean operators to combine objects. A CSG model is composed of
several simpler shapes, called primitives. We will show that the propagation of
the combined object can be decomposed into the propagations of the underlying
primitives, hence induces an faster solution.
3.5.1 CSG Review
Instead of regarding the surface as the zero set of an implicit function F (x),
we can regard it as the boundary subset of a “solid” point set F (x) ≤ 0. Thus
by taking the pointset operation such as union, intersection or subtraction, one
can construct new solid point set from given ones, thus produce new boundary
surface.
Define int(F ) = {x|F (x) < 0} and ext(F ) = {x|F (x) > 0} to be the interior
and exterior of an implicit function F : R3 → R. Then the union, intersection
and subtraction of the interiors of two functions F and G can be computed as:
int(F ) ∪ int(G) = int(min{F,G}) (3.14)
int(F ) ∩ int(G) = int(max{F,G}) (3.15)
int(F ) \ int(G) = int(max{F,−G}) (3.16)
By recursively combining the primitive shapes using the boolean operators
above, one can construct fairly complicated shapes. The recursive construction
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procedure can be given a binary tree structure, whose leaves are primitives and
internal nodes are boolean operations.
3.5.2 Differentiability and R-Functions
Note the boolean operations above are not differentiable at the intersection curve
of the surfaces. The procedural level sets method and the Witkin-Heckbert
particle system both rely on the differentiability of the implicit function. For
approximation, at a point on the surface, we can use the derivative of the corre-
sponding primitive as the derivative of the whole surface. This is well-defined for
the point off the intersection curve, but discontinuity occurs at the intersection
curve. The theory of R-function was developed by Rvachev in the 1960s [53] for
constructing functions that exactly represent virtually any geometric shape of
interest in engineering. An R-function is a real-valued function characterized by
some property that is completely determined by the corresponding property of
its arguments, such as the sign. Shapiro and Tsukanov [88] applied the theory
of R-function to construct solid model with guaranteed differential properties.
In particular, for implicit function F,G : R3 → R, we use the R-function
Rm0 (F,G) = (F +G±
√
F 2 +G2)(F 2 +G2)m/2 (3.17)
This function is m times differentiable even at points with F (x) = G(x) = 0,
i.e., the intersection curve. The plus sign and minus sign correspond to the
intersection and union operation of the solid point sets.
Thus using (3.17), we can construct an implicit function, with arbitrary
differentiability, whose interior is the union or intersection of the interiors of the
given implicit functions F and G.
3.5.3 Propagation of the CSG Surface
We are interested how the CSG surface evolves given a velocity field guidance.
Such propagation is of interest because in engineering design, the user knows
what kind of primitive shapes to use for construction, but may not know the
exact size and relative position. Thus, the user can place the primitives in
an approximately correct position with approximate size or orientation, and
let the propagation algorithm find the accurate parameters of the composite
shape. Since the whole shape is composed with primitive shapes, it makes sense
that the propagation of the entire surface is related to the propagation of the
individual primitives. Actually, we will show that the propagation of individual
primitives are independent with each other, which enables us to decompose the
solution to a large linear system to a number of much smaller linear systems.
Localizable Surfaces. Consider a composite implicit function F (F1, · · · , Fk),
where Fi ∈ C1 is an implicit function for which we call the ith primitive. Let qi
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be the parameter vector for Fi and let q be the concatenated parameter vector
for F . A point x is said to be on the ith primitive if Fi(x) = F (x) = 0, but
Fj(x) 6= 0 for j 6= i. We say such a composite function F is localizable if it
satisfies the following conditions:
• Component condition: ∂F∂Fi |x exists and equals 0 for point x on primitives
other than fi, and
• Local infuluence condition: The derivative of Fi with respect to Fj ’s pa-
rameter qj is zero for j 6= i, i.e. Fiqj = 0.
Note the CSG operations satisfy the localizable condition. Take the example
of the union of two spheres, the compnent condition says if a point x is on the
first sphere, no matter how much it evaluates to the second sphere’s implicit
function, the entire composite value F (x) will not change (it will always be zero
because x is on one of its primitive component). The local influence condition
says the parameters of the second sphere will not affect the first sphere, or the
parameters has influence only on their own primitive function.
Constant-Augmented Least Square Solution. We are interested in solv-
ing a linear system (3.10) for which we abbreviate as Ax = b. With A having
more rows than columns, this becomes an overconstrained system. Instead of
finding an accurate solution, we try to find an optimal solution, denoted A\b,
minimizing the squared error residual ‖Ax − b‖2. However, if we multiply a
nonzero constant ci on both sides of (3.10), we have a constant-augmented ver-
sion of the linear system CAx = Cb, where C is a diagonal matrix with ci’s
on the diagonal. If (3.10) has full rank, the solution to the constant-augmented
system is the same as the original system. However, in the overconstrained case,
the optimal solution to the constant-augmented version is now CA\Cb, called
the constant-augmentation of A\b, which minimizes a different squared error
residual ‖CAx − Cb‖2. These two residuals are generally different since ci’s
can be considered as the weights of different components in the residual vector
Ax− b.
The following proposition shows that for a localizable surface, the prop-
agation solution to (3.10) of the whole surface can be decomposed into the
propagations of the individual primitives, up to a constant augmentation.
Proposition 3.5.1. Let F (F1, · · · , Fk) be a localizable function. Let q˙i be the
solution to (3.10) on the ith primitive Fi (using only the floater particles x on the
ith primitive, i.e., Fi(x) = F (x) = 0 and Fj 6=i(x) 6= 0). Then the concatenated
vector [q˙T1 , · · · , q˙Tk ]T is a constant augmentation of the solution to (3.10) of the
entire composite function F .
Proof. Note although the composite function F may not be differentiable every-
where, it is differentiable at the floater particle x such that Fi(x) = F (x) = 0
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and Fj 6=i(x) 6= 0. Now it is appropriate to apply the chain rule to the composite
function F at those points, (3.10) becomes
k∑
i=1
∂F
∂Fi
Fiq · q˙ = −
k∑
i=1
∂F
∂Fi
Fix · v(x, t) (3.18)
Note we have ignored the upper index for the particle and all derivatives in
(3.18) are evaluated at the corresponding particle’s position.
Consider a particle x on the ith primitive, due to the component condition
of localizable function, the sum in (3.18) is left with only one term, i.e.,
∂F
∂Fi
Fiq · q˙ = − ∂F
∂Fi
Fix · v(x, t) (3.19)
By the local influence condition, this further simplifies to
∂F
∂Fi
Fiqi · q˙i = −
∂F
∂Fi
Fix · v(x, t) (3.20)
This shows that solving (3.10) for the composite localized function F is equiv-
alent to solving the constant-augmented linear system for each of F ’s primitive
Fi.
Decoupling the Propagation. Experiments show that a constant-augmented
solution does not produce visible deviation from the original least square solu-
tion, thus we can solve the propagation of the entire CSG surface by solving the
primitives one by one. The only prerequisite condition is that we sample the
surface densly enough to guarantee that each primitive has enough particles. In
section 3.6, a curvature-dependent sampling scheme is used to guaranee the re-
quired sample density. Also, in order for the derivation from (3.18) to (3.19) to
be valid, we should avoid using particles straddling on two or more primitives.
3.5.4 Results
We constructed a CSG version of the mechanic part, using the union, intersec-
tion and subtraction of 11 leaf primitives. The target point set is obtained by
sampling the polygonal mesh. The initial positions and sizes of the composing
primitives are deliberately offsetted and biased. Again, we use the vector from
the query point to the closest point in the target set as the velocity field. The
propagation was solved primitive by primitive. The propagation was shown to
converge to the final target point set.
Figure 3.2 shows the sampling of the initial CSG surface. Particles are color
coded to indicate which primitive they belong. Figure 3.3 shows the ray-traced
renderings of the morphing process.
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Figure 3.2: The sampling of the initial CSG surface. The mechanic part surface
is composed using the union, intersection and subtraction of 11 leaf primitives.
The particles are color coded to indicate which primitive they belong.
Figure 3.3: The raytraced rendering of the morphing process from a initially
offsetted and biased surface to the target point set (not shown).
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3.6 Curvature-dependent Particle System
In this section, a curvature-dependent particle system is introduced. The clas-
sic Witkin-Heckbert particle system is best for sampling the implicit surface
uniformly. However, in the context of surface fitting and procedural level sets
propagation, a feature-sensitive, i.e., curvature-dependent sampling of the sur-
face is desired. We propose to modify the WH energy scheme and repulsion-
updating criteria to take into account the curvature information of the particles,
and achieve a curvature-dependent sampling of the implicit surface.
3.6.1 Review of Witkin-Heckbert System
In [104] Witkin and Heckbert proposed using homogeneous particles to sample
and control implicit surfaces. A simple constraint locks a set of particles onto a
surface while the particles and the surface moe. The constraint is used to make
surface follow particles and to make particles follow surfaces. Control points
were introduced for directly manipulating the surface by particle motions. Local
repulsion is used to make floaters spread evenly across the surface. Adaptive
repulsion radius, together with fissioning and removal of particles are introduced
to achieve a good sampling distributions rapidly.
3.6.2 Curvature-Dependent Energy Scheme
In the Witkin-Heckbert particle system, every particle maintains its own repul-
sion radius σ. The update of σ aims to driving σ to the global desired repulsion
radius σˆ, which is presubscribed. The ideal result of this update procedure
yields a hexagonal packing of particles across the implicit surface. The WH
particle system uses an energy term that exponentially decreases when the dis-
tance |rij | between particle i and j increases, i.e., Eij = αe
− |rij |
2
2σ2
i , where Eij is
the portion of particle i’s energy due to particle j’s contribution.
While this yields a uniform distribution of particles across the surface, we
may want the distribution to take into account the surface features, most impor-
tantly, the curvatures. This is desired since the more curved the surface is, the
more information it reveals for the shape of the surface and thus we may want
the sampling density to grow at high curvature positions of the surface. Meyer
et. al. [63] have proposed an adaptive sampling scheme by changing the energy
scheme and using Lavenberg-Marquardt method for fast convergence. However,
their method is not suitable in our context because we need to consider the
movement of the surface at the mean time, where a gradient descent method is
preferred to the LM method. Inspired by their method, we propose an adaptive
sampling scheme by a curvature-dependent factor which will affect the mutual
repulsion between particles. An analogy can be drawn between the curvature-
dependent sampling of particle system and the distribution of charged particles
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on a metal shape, where more particles are crowded at tips of the metal con-
ductor. An alternative interpretation of the adaptive sampling density is that,
the equilibrium distance between particles should be inversely correlated to the
curvature at the particle’s position. Consequently, the mutual energy between
adjacent particles should be inversely correlated to the curvature.
With this insight, we introduce for each particle i, a curvature factor si
which is inversely correlated to the curvature κi at xi, and modify the energy
scheme as:
Eij = αe
− |rij |
2
2(siσi)
2
The effective repulsion radius siσi gives rise to the curvature-dependent equi-
librium distance between particles. The curvature factor si should be a function
of κi and decreases when κi increases. In the implementation, we let:
si(κi) = b+ ae−c(κi−κmin)
2
where the constant a, b and c are determined to satisfy si(κmin) = smax, si(κmid) =
smid and si(∞) = smin. We adopt smin = 0.1, smid = 0.3, smax = 0.5 and
κmin = 0.5, κmid = 2.
Since κi is a function of xi, the repulsion force – the partial derivative of Eij
with respective to the distance |rij |, will have a very complex form, usually not
analytical. As an approximation, we treat κi, hence si as constant with respect
to rij , which yields a simpler approximate form of repulsion force:
Pi =
∑
j 6=i
rij
(
Eij +
s2iσ
2
i
sjσ2j
Eji
)
3.6.3 Curvature-Dependent Adaptive Repulsion
The updating of the particle’s repulsion radius is modified to meet the curvature
requirement too. We still want that at equilibrium, the arrangement of particles
is hexagonal packing, but with one modification that the equilibrium distance,
denoted σˆ, is curvature-dependent. We achieve this goal by mildly decrease
the ideal energy Eˆ(κ) for higher curvature κ. Experiment shows that if we let
Eˆ(κ) = 6αe−2/
√
s, where s(κ) is the curvature factor defined above, the particle
system can get to the equilibrium state quickly and correctly. Observe that
when s = 1, we have Eˆ = 6αe−2 which is the desired energy for a perfect
hexagonal packing on the plane.
The modified energy scheme adapts the effective distance between particles
by the curvature, and hence introduces an implicit form of scale-invariant energy
scheme. Actually since the energy is defined as exponentially decaying function
with respect to distance, it could not be scale-invariant, but the introduction
of curvature factor ensures that the energy can be approximately treated as
scale-invariant within reasonable curvature range. Thus, we no longer need to
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presubscribe a desired repulsion radius σˆ as in the WH system.
Figure 3.4: A scaled quartic cuboid was sampled adaptively using the curvature-
dependent adaptive repulsion.
3.7 Velocity-Field Driven Surface
Reconstruction
The problem of surface reconstruction has been of great interests in the com-
munity of computer graphics. Scientific data are often represented by scattered
individual points, while a closed-form, even algebraic surface is of great impor-
tance to further understand the data and provide insights into the relationship
bewteen the data points. Also, 3D models are often obtained from 3D scanners,
as a set of scattered points, or polygons. Fitting an implicit surface or a set
of implicit surfaces to the input data is nontrivial. Algorithms such as MLS
are well studied. In this section, we mainly focus on how to fit a set of rather
simple-formed implicit surfaces (usually algebraic surfaces of degree no more
than 4) to best represent the input point cloud.
3.7.1 Multi-stage Surface Propagation
In the previous sections, we saw the implicit surfaces start from a simple shape,
e.g., torus, evolve by the guidance of the attraction of the point cloud, and finally
fit the input data points. While this works for evolutions as in the Torus-Tick
example, the convergence for arbitrary input and arbitrary starting shapes will
fail to yield a satisfactory result. The failure are due to many aspects, for ex-
ample, the surface may stop evolving because the velocity field generated by
the nearby input data point is so strong that the surface is totally ignoring
the velocity field generated by far-away points. Thus the one-stage propagation
guided by the attraction of input points suffers from local equilibrium. Another
reason of the failure of such a velocity field is that due to the complexity of the
input points, the expected shape may be convex or concave or irregular. When
there are tens of thousands of input points, the velocity field generated by their
33
attractions is unstable, which means any small perturbation in the initial posi-
tion or initial velocity of the particles will generate considerably large deviations
in the result of the propagation, which has been observed in the experiments.
Thus, the so-called “target-attraction” velocity field (or “kd-field”, as the ve-
locity is calculated from the attractions of the closest points in the input, which
is queried using a kd-tree) is expected to give the reasonable resulting surface
only when:
1. The initial shape with which the propagation start is close enough to the
input point cloud.
2. The propagation of the implicit surface is only attracted by the points
with which we regard as the target of the surface propagation.
Input Segmentation
While human are capable of identifying the meaningful subsets of the input
point cloud, the propagating surface treats them equally. Thus, a primitive tar-
geting the arm of the teddy bear may be attracted to the points near the leg, or
even to the outlier points nearby. Therefore, in the first stage, the input point
cloud is segmented into meaningful subsets either manually or automatically.
In our context where CSG surface fittings are of interests, it is acceptable to
manually segment the input point cloud, See Figure 3.5. Here, “meaningful
subset” should mean the subset of the input point cloud that can be fairly re-
constructed using simple-formed primitive implicit surfaces, such as quadratic
or quartic surfaces. The segments are allowed to have overlaps, as some point
can be treated as straddling over two or more different meaningful components.
After the segmentation is done, each segment generates its own attraction veloc-
ity field which later gets used by the propagation of the corresponding primitive
surface.
Initial Approximate Fitting
In the second stage, each primitive particle system is associated with a segment
from the above segmentation. In addition, the particle system is constrained
to an implicit surface which we are going to propagate. The initial parameter
vector q of the implicit surface may be chosen to some predefined values. In our
implementation, we always initialize a quadratic surface as a unit sphere, and
we provide four different initial q for quartic surfaces, i.e., torus, cube, cuboid,
and a sphere (whose degree-3 and degree-4 terms are trivial). Certainly, this
list could be enriched as more interesting featured shapes are recognized and
their parameters saved. The more accurately the initial shape approximates
the input segment, the better convergence for later propagations. However, it
is impossible to list all possible q as initial choices, but notice that a general
ellipsoid can be obtained from a unit sphere by translating, rotating and scaling,
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Figure 3.5: Manual segmentation of the scanned teddy-bear model. Selection is
implemented fairly easily with OpenGL’s selection mode.
so can a cushion-shaped chair seat from a blobby cube. Therefore we allow user
to specify the transformation, linear or affine, to be applied to the initial shape
so that the shape can approximate the corresponding segment in a even greater
accuracy.
Transforming an implicit surface is not trivial, because the transformation
is not guaranteed to yield an implicit surface of the same type, even in the case
of linear transformation involving only translation, rotation and scaling. For
linear transformations, let M be the transformation matrix, then for implicit
surface F (x) = 0, points on the transformed surface should satisfy F (Mx) = 0.
It is easy to show that whenM is a linear transformation, and F is an algebraic
surface, the transformed surface F (Mx) = 0 has the same degree as F = 0.
However, when F is not an algebraic surface, e.g., RBF functions, it is hard to
write F (Mx) in the form G(q,x) = 0 whose partial derivative Gq is required
by the procedural level sets method.
Figure 3.6 shows the constituent component surfaces before and after the
approximate transformation after which a target attraction propagation will
lead to a more accurate fitting.
Target Attraction Propagation
In the first two stages, the particle system has been associated to a target group
and transformed so that it approximates the target points coarsely. Now we
apply the target attraction propagation as described in the previous sections by
introducing a velocity field v(x) = argmin|pi−x|−x, where a particle is always
attracted to the nearest point in the target group. The query of the nearest
point can be done efficiently by constructing a kd-tree from the target group. It
is easy to see that the particle’s desired velocity vanishes only when the particle
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Figure 3.6: Approximate initial transformation. Left: Constituent primitives in
their initial positions. Right: Constituent primitives after the initial tranforma-
tion.
takes position on one of the target points, but due to surface constraints, one
expects the surface to be a best-fit to the target point cloud. See Figure 3.7 for
results.
Figure 3.7: Results for surface fitting. Top row shows the surface fitting for the
scanned teddy-bear model. Bottom row shows the surface fitting for the chair
model. Left: Constituent primitives before fitting. Right: Fitting procedure at
equilibrium state.
Local Retouching
The target attraction propagation should have brought the surface to the target
point cloud by the end of stage 3. However, the user may still want to locally
modify the shape of the resulting surface. A local retouching velocity field is
36
introduced to meet this need. The retouching field is controled by the “anchor
particles”, which can be selected by user’s mouse click. Let ai be the anchor
particles for locally pulling the surface outward, and let bi be the anchor par-
ticles for locally pushing the surface inward. At each anchor ai or bi, a local
velocity field is defined as the following:
vai(x) =
{
nai(nai · nx)e−
|x−ai|2
2σ if nai · nx ≥ 0
0 if nai · nx < 0
vbi(x) =
{
−nbi(nbi · nx)e−
|x−bi|2
2σ if nbi · nx ≥ 0
0 if nbi · nx < 0
where n denotes the unit outward normal vector at the specified location. Note
the velocity contribution of an anchor deminishes exponentially with respect to
the squared distance from the anchor, and is forced to vanishes at places whose
normal is away from the anchor’s normal. The truncation behavior is desirable
because a floater particle may be very close to the anchor but is actually on
the opposite side of the surface when the surface is very thin. By using the
dot-product criterion, we rule out the point who is not local in the geodesic
sense.
3.8 Discussion and Comparison
In this section, we compare the procedural level sets method with its two near
cousins: Nonlinear Least Square Fitting [10] and Direct Fitting method [80].
3.8.1 Comparison with Nonlinear Least Square Fitting
The statement of a Least Square Fitting problem is the following:
Given m tagged points whose positions are xi, i = 1, 2, · · · ,m and whose
tagged values are yi, i = 1, 2, · · · ,m, and given an implicit function f(x, λ1, · · · , λn),
we want to determine parameters λ1, · · · , λn such that the fitting error
m∑
i=1
(yi − f(xi))2
is minimized.
The main equation for NLS fitting is:
n∑
j=1
∂f
∂λj
∣∣
xi,λ1,··· ,λndλj = yi − f(xi) (3.21)
Thus for m points and n parameters, the above yields an equivalent linear
system:
Aijdλj = yi − f(xi) (3.22)
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where the entry of matrix A is Aij = ∂f∂λj
∣∣
xi,λ1,···λn .
The statement for Procedural Level Sets is the following:
Given m floater particles whose positions are xi with the surface constraints
f(xi, λ1, · · · , λn) = 0, how will the surface evolve if the particles xi are subject
to the velocity influence v(x, t)?
Recall that our equation is
n∑
j=1
∂f
∂λj
∣∣
xi,λ1,···λn λ˙j = −f
i
x(t) · v(xi, t) (3.23)
where f ix is the gradient of particle xi.
Equation 3.23 can be equivalently written as the linear system:
Aij λ˙j = −f ix(t) · v(xi, t) (3.24)
Now compare 3.22 and 3.24, we can see the major difference between the
equations of NLS and PLS is that the right-hand-side vector. In NLS, the
right-hand-side denotes the fitting error of each tagged point, while in PLS, the
right-hand-side denotes the intention of motion of every particle that’s already
on the surface.
The idea of these two methods are both to solve the evolution of implicit
surface by some guidance. For NLS this guidance is the approximate fitting
error yi−f(xi), for PLS, the particle’s motion along the normal direction. Since
the form of the equations are identical, to some extent, these two methods are
equivalent, but as said above, the motivation and guidance are non-trivially
different.
3.8.2 Comparison with Direct Fitting
Direct fitting method tries to solve the problem of fitting degree-2 surfaces to
the input target points. By inserting the m input points’ coordinates into a
linear matrix, one obtains m × n matrix where n is the number of parameters
to be determined for the quadratic surface. Using Cholesky decomposition, and
deleting the last row of the matrix, one obtains a fully-ranked linear system for
which one can solve.
PLS method is suitable for a wider variety of surface fitting than algebraic
surfaces. However, in the realm of algebraic surface fitting, their method should
be more efficient than ours because Cholesky decomposition is more efficient
than the singular value decomposition. On the other hand, in the direct fitting
method, the row removed corresponds to the parameter one wished to hold
constant, which is hard to determine for complex functions.
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3.9 Conclusions and Future Work
We have derived the equations of motion for a general implicit surface evolving
under a velocity field sampled on its surface. This enables level set algorithms
to avoid a costly voxel representation and use more compact and efficient proce-
dural implicit surfaces instead. A general derivation relating the velocity field to
the implicit surface function parameters is stable, but requires a singular value
decomposition which can be especially expensive for global implicit surfaces.
We also propagate CSG surfaces by decomposing the solution of entire surface
to the solution of individual primitives. We have proved such decomposition is
differed from the brute-force solution by a constant augmentation, which does
not produce visible difference in the propagation process.
We implemented our results usign the publicly available Surface library [44],
which implements a generalized, programmable version of surface-constrained
particle system [104; 34] and provided an effective development environment for
this work.
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4 Morse Fairing
4.1 Introduction
Morse theory connects the differential geometry of a surface with its algebraic
topology. Given a real function over some shape, it describes the connectedness
of the shape from the configuration of the points where the function’s gradient
vanishes, its so-called critical points (e.g., minima, maxima or saddles). Morse
theory has been used in graphics and visualization to analyze different real
functions. Terrain data, e.g., is defined by an altitude function on the plane, and
Morse theory can identify topographical features, control their simplification [8],
and organize them into a multiresolution hierarchy [15]. The zeroset of a real
function over 3D space defines an isosurface, and Morse theory can determine its
topology for more accurate polygonization [92]. When given only a shape, the
critical points of almost all real functions are much better choices than others.
The Euler characteristic χ reveals the genus of a closed connected manifold mesh
by the formula
χ = vertices− edges + faces = 2− 2g (4.1)
with g the genus of the manifold.
The Euler characteristic can also be calculated from the critical points
χ = minima− saddles + maxima (4.2)
By combining these two equations we see that the smallest number of critical
points possible on a genus g closed oriented manifold is one minimum, one
maximum and 2g saddles. However, an arbitrarily chosen Morse function like
altitude can yield many more critical points, satisfying the Euler characteristic
with any number of additional extrema (minima or maxima) matched by the
same number of additional saddles. For example, the altitude function on the
genus-6 Buddha model, Figure (4.1) (left) yields 3,605 critical points. A better
choice of function (right) yields the minimum number of 14 Morse critical points
for this shape. This chapter describes how to find such a function and how to
use it to solve various problems in meshed geometry processing.
These extra critical points are caused by the altitude function’s sensitiv-
ity to surface undulation. A vertical wrinkle in the surface, no matter how
small, creates a pair of critical points. These undulations could be removed by
smoothing the surface, but it is easier and less destructive to smooth the func-
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Figure 4.1: An altitude function (left) yields a complicated arrangement of
3,605 critical points on the genus-6 Buddha. Our method yields a fair Morse
function (right) with the least number of critical points, in this case one blue
minimum, one red maximum and twelve green saddles. Cutting along the in-
dicated path separates the mesh into a shape topologically a disk suitable for
planar parametrization.
tion. We leave the surface unchanged, and instead apply Laplacian smoothing
to the function to remove its “wrinkles” until it converges to a smooth, in fact
harmonic, result that yields the least number of critical points. Because we
are removing unwanted function variation over the surface, we call this process
Morse fairing and the resulting function a fair Morse function. Given a fair
Morse function, one can trace gradient-descent flowlines down the edges of the
mesh from the saddle points to the minimum. These flowlines form a seam
that allows the mesh to be cut into a shape topologically equivalent to a disk.
Most other methods used in graphics to cut a surface into a disk are based on
a region-growing Dijkstra’s algorithm. Section 4.2 reveals that Dijkstra’s algo-
rithm is in fact an arbitrarily chosen Morse function which leads to extraneous
topological events that must be identified and removed. Section 4.3 reviews
Morse theory and the state of the art in its application to meshes. This section
offers new solutions that make Morse theory work more robustly on meshes,
including managing high-multiplicity saddles, the application of Conley index
theory to resolve degenerate “flat” regions, and “teflon” saddles that avoid a de-
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generate Morse structure. Section 4.4 describes the Morse fairing process, based
on solving a constrained Laplacian over the mesh. A proposition in this section
leads to a new “intermediate value propagation” multigrid solver that performs
Morse fairing in provably linear time, allowing it to be applied in-core to any
size mesh, and outruns an irregular-mesh multigrid Laplacian solver. Morse
fairing can also produce a real function with auser-specified number of critical
points, and can place its extrema in user specified positions. Section 4.3 re-
views how the gradient-descent paths of this function embed a graph, called the
Morse complex, in the meshed surface that contains a vertex for each minimum,
a face containing each maximum and the exact arrangement of edges needed to
ensure it matches the topology of the mesh. Section 4.5 describes applications
of the faired Morse complex for cutting a surface into a disk, constructing a
feature-sensitive topology-correct base domain, clustering faces toward devel-
opable charts and visualizing the topology of a complex surface. Section 4.6
concludes with a discussion of the limitations of Morse fairing and directions for
further research.
4.2 Previous Work
Cutting a Surface into a Disk. The problem of cutting a closed genus-g
mesh of n vertices into a single flattenable component has been investigated as
the polygonal schema problem in computational topology [103; 22]. Finding
optimal cuts is NP-hard, but cuts with O(log2 g) of optimal can be found in
O(g2n log n) time [32], and paths through a common base point can be optimized
in polynomial time [18]. Arbitrary cuts can be found in O(gn) time [56]. Morse
fairing finds the least number of non-optimal cuts through a base point in time
linear in the number of vertices, but with an approach that is significantly
easier to implement. Mesh topology methods in computer graphics, including
topological noise removal [42], geometry images [41], and feature detection [106],
find mesh cuts primarily with region growing [24]. In a closed manifold, a front
expanding from a base point will self-intersect, and these self-intersections flag
the presence of a handle. Front propagation is robust and works well even on
meshes with boundaries, and Dijkstra’s algorithm can be used when the length
of cuts is important. Front propagation generates a real function over the mesh,
when the mesh is sufficiently subdivided, the collision of these fronts form Morse
critical points [4]. The choice of distance-to-base-points as the Morse function
is arbitrary with respect to the surface topology which makes it unnecessarily
expensive and prone to generating more critical points than necessary. Morse
fairing provides a less expensive real function that generates the same topological
information as front propagation, but avoids the maintenance of an priority-
queued equidistant front and the expense of collision detection.
42
Morse Theory on Meshes. Morse fairing was originally devised fro smooth
functions on manifolds [64], though it extends elegantly to piecewise linear func-
tions on traingle meshes [9]. Edelsbrunner et al. [29] further refined the appli-
cation of Morse theory to meshes. They first define persistence as the difference
in value between a pair of critical points that would cancel each other after
the appropriate perturbation. Persistence prioritizes the cancellation of criti-
cal points, which allows one to control the simplification of features in terrain
data and general 2-manifolds [28; 15]. These methods can remove all unneces-
sary critical points, but do so in order of increasing persistence. Morse fairing
leapfrogs this persistence organization and removes unwanted critical points in
a single step. The Reeb graph has also been used in graphics to represent
shape topology, e.g. [91; 46]. The Reeb graph uses graph topology to represent
solid topology (e.g. a Reeb graph cycle represents a torus hole). Similar to
us, Steiner & Fischer [93] also used a mesh Laplacian to simplify topology, but
instead generated a simplified Reeb graph that lacked extraneous details from
non-topological features. The Morse complex represents topology in a surface
embeddable structure, and so makes it more amendable to the application of
surface processing.
Laplacian Smoothing. Bajaj et al. [7] observed that smoothing a Morse
function with a Gaussian filter cancelled many pairs of unnecessary critical
points, which simplified the critical point structure to aid in the visualization
of scientific data. Bremer et al. [15] perform iterative Laplacian smoothing
steps to cancel critical points in its multiresolution topology hierarchy (and
to smooth the jagged 1-cells of the Morse-Smale complex). Ray & Levy [82]
devise a multigrid Laplacian solver similar to ours to find a least-square optimal
conformal parametrization of a surface triangle mesh. The solution needed for
Morse fairing need not be an exact Laplacian, and Section 4.4.3 capitalizes on
this property to simplify the multigrid implementation.
4.3 Morse Theory on Meshes
Morse theory relates the homotopy type of a manifold M with its differen-
tial structure specified by the critical points of a Morse function f : M → R.
This section reviews Morse theory for smooth functions, then adapts it to the
piecewise-linear functions, defining, classfying and using critical points in the
absence of derivatives.
4.3.1 Critical Points
Milnor [64] provides a concise, deep but approachable description of Morse the-
ory. Let p(u) ∈ M ⊂ R3 be a point on a closed embedded 2-manifold M , in a
neighborhood continuously parametrized by u = (u1, u2). Let f : M → R be
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any real function on the manifold. A point is critical if its gradient [∂f/∂ui]
vanishes, otherwise it is regular. A critical point is Morse if its Hessian matrix
[∂2f/∂ui∂uj ] is non-singular otherwise it is degenerate. If and only if all its
critical points are Morse, then the function f is a Morse function. Degenerate
critical points are unstable; any non-Morse function can be perturbed into a
Morse function. The index of a Morse critical point is the number of nega-
tive eigenvalues of its Hessian V , indicating the number of “downhill” principal
directions (eigenvectors). A Morse critical point on a 2-manifold is either an
index-0 minimum, an index-1 saddle or an index-2 maximum. Banchoff [9]
showed not only that Morse theory extends to triangle meshes, but moreover
that its development there is even more elementary than the smooth case. Here
f is a piecewise-linear real function. Its values are defined on the vertices of
an oriented 2-manifold triangle mesh M , and extend by linear interpolation
across the edges and faces of the mesh. For the moment, we assume for each
edge 〈v1, v2〉 ∈M that f(v1) 6= f(v2). Hence the gradient is constant, non-zero
and well-defined across the interiors of faces and edges; critical points occur
at the vertices. Let Lk(v) denote the link of a vertex v, defined as the graph
of m vertices v1, v2, · · · , vm that share an edge with v, along with the edges
〈v1, v2〉, 〈v2, v3〉, · · · 〈vm, v1〉. We can decompose the link
Lk(v) = Lk+(v) unionsq Lk−(v) unionsq Lk±(v) (4.3)
where Lk+(v) is the upper link consisting of the vertices {vi ∈ Lk(v)|f(vi) >
f(v)} and the edges {〈vi, vj〉 ∈ Lk(v)|f(vi) > f(v), f(vj) > f(v)} the lower link
Lk−(v) (replacing > with <), and the mixed edges Lk±(v) = {〈v+, v−〉|f(v+) >
f(v) > f(v−)}. The number of mixed edges #Lk±(v), is always even. We hence
classify vertices as
m
M0
regular
(m=0) ind=2,m=1 ind=0,m=1 ind=1,m=1 ind=1,m=2
maximum minimum  Morse saddle  monkey sad.
m x 2
Figure 4.2: Examples of regular and critical vertices.
Lk−(v) = ∅ ⇒ v is a minimum with index 0,
Lk+(v) = ∅ ⇒ v is a maximum with index 2,
#Lk±(v) = 2 ⇒ v is regular,
#Lk±(v) = 2 + 2m ⇒ v is a saddle, with index 1
and multiplicity m ≥ 1.
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Assigning minima and maxima each a multiplicity m = 1 allows us to com-
pute the Euler characteristic as
χ(M) =
∑
v∈CritM
(−m)ind v (4.4)
as proven by Banchoff [9]. A saddle of multiplicity m = 1 is a Morse saddle, but
in the piecewise linear setting, we have no need for a neighborhood to be locally
quadratic, so saddles of any multiplicity (e.g m = 2 monkey and m = 3 dog
saddles) can be managed. Edelsbrunner et al. [29] demonstrate that the vertex
split of a monkey saddle perturbs it into two Morse saddles, but our application
can process non-Morse saddles directly.
4.3.2 The Morse Complex
A theorem of smooth Morse theory states thatM is homotopic to a cell complex
that contains a λ-cell corresponding to each critical points of index λ [64]. If f
is Morse-Smale [29] then this 2-complex can be instantiated geometrically as a
graph embedded in M . This graph contains a vertex (0-cell) at each minimum,
an edge (1-cell) passing through each saddle (with a minimum at each end), and
each face (2-cell) contains exactly one maximum. The 1-cells are constructed as
integral curves of −∇f extending from the two “downhill” sides of the saddle
points to the minima. We call this structure the Morse complex.
Figure 4.3: Altitude on a vertical torus (left) is Morse, but integral lins flow
from the upper saddle to the lower. Leaning the top of the torus forward
slightly (middle) yields a Morse-Smale function where integral lines flow from
both saddles to the minimum. The Morse complex (right) embeds a brown 0-cell
at the minimum, two orange 1-cells along the saddle-point integral lines and a
single tan 2-cell in the rest of the torus surface, which contains the maximum.
As before, the embedding of the Morse complex in a smooth manifold also
extends to a meshed manifold. For a graph G, let argmin(G) denote the vertex
v− such that f(v−) = minv∈G f(v). In the event G has multiple vertices that
share the same least value, assume argmin(G) returns only one of them, and
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always the same one. The function argmin(Lk(v)) will act as a discrete version
of ∇(−f(v)) since it returns the direction of steepest descent. The analog of
an integral curve on a mesh is the flow path. For a regular vertex v0, the flow
path, flow(v0) is the chain of vertices (v0, v1, · · · , vn) and edges 〈vi, vi+1〉 such
that vi = argmin(Lk(vi−1)) and vn is a minimum. Flow paths do not cross but
they can merge, and once merged, they never separate. We do not allow a flow
path to penetrate the link of a saddle (other than its origin). If a flow path
reaches a vertex v in the link of a saddle vs, the edge 〈v, vs〉 is not considered
when computing flow(v). Thus flow paths can approach a saddle but do not
reach it, and more importantly cannot cross other paths at the saddle. This
procedure consistently and robustly reroutes paths leading into the saddle to
paths leading away from the saddle, without requiring the careful ordering of
paths prescribed in [29]. These flow paths enable us to embed a 2D Morse
2
Figure 4.4: Teflon Saddles: Flow paths are not allowed to reach a saddle, and
must travel around the saddle’s link instead in its quest for a minimum.
complex X into a meshed manifold M . Let X0 be the set of 0-cells of X,
constructed by placing a 0-cell at each minimum in M . Then for each Morse
saddle v, decompose Lk−(v) into its two disjoint connected components A and
B, and let vA = argmin(A) and linkewise for vB . The 1-cell corresponding to
saddle v is then the union of flow(vA), 〈vA, v〉, 〈v, vB〉 and flow(vB) and its ends
(minima) are attached to the corresponding 0-cells. The remaining 2-cells, the
connected components ofM −X1, will each contain a single maximum. We can
extend the Morse complex to handle saddles of multiplicity m > 1 though it
requires the rather inelegant addition of 0-cells at these saddles 1. First place a
0-cell at each saddle v of multiplicity m. Then decompose Lk−(v) into its m+1
connected components {Ai} and let vi = argmin(Ai). For each of these, embed
a 1-cell in M corresponding to the flow path flow(vi), attaching one end to the
0-cell at v and the other to the 0-cell at the flow path’s terminating minimum.
The two flow paths visiting vertices (v1, v2, · · · vk) and (v′1, v′2, · · · , v′l) can merge
(vi = v′j for some minimal i < k and j < l). These merged paths invalidate
the embedding, as it becomes two-to-one on their pair of corresponding 1-cells,
and many-to-one on the 2-cell between. We can repair this degeneracy of the
resulting complex by inserting a 0-cell at the merge vertex vi and representing
the two merged flow paths by a single 1-cell attached to vi and the terminating
1These additional 0-cells do not affect the Euler characteristic because they separate a
single 1-cell passing through the saddle into two 1-cells extending from the saddle.
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Figure 4.5: The Morse complex of the x-coordinate of a closed-manifold version
of the Utal teapot (the handle-to-spout axis). All critical points lie in the xy-
plane: blue = minimum, green = saddle and red = maximum.
minimum. Since we have added a 0-cell and a 1-cell, the Euler characteristic
remains unchanged, though the resulting cell complex contains additional 0-cells
that do not correspond to any critical point.
4.3.3 Flat Regions
The flat edge limitation, an edge must have different values on two end points,
can be overcome by perturbation, but perturbation can introduce numerous
low-persistence additional critical points. A better solution for flat edges can
be drawn from Conley index theory [65; 66]. The Conley index simplifies the
classification of a complicated critical region in a vector field (more general than
the gradient field studied in this chapter) by analyzing the vector field along the
boundary of a neighborhood of the critical region, which effectively contracts
the critical region into a single point. Let F be a simplified connected maximal
collection of equal-valued vertices, as demonstrated in Figure 4.6. Then the
boundary of this neighborhood is Lk(F ), where the link is the boundary of the
star and in this case is the set of vertices not in F one edge away from a vertex
in F , and the cycle of edges connecting them. (Alternatively a flat edge can be
processed as a single vertex by an edge collapse, and simply-connected flat region
can be converted to a single vertex by a sequence of flat edge collapse.) Thus the
lower link can be evaluated and the flat region classified. Since a flat region will
have more edges incident on it than would a single vertex, they are more likely
to be saddles of high multiplicity, which we can process directly as previously
described. The altitude of the Buddha model in Figure 4.1 contains several
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F x
Figure 4.6: A flat region of vertices can be treated as a single vertex. Each of
the vertices in the flat region appears to be regular when ignoring flat edges,
but contraction of the flat region to a single vertex reveals it to be a saddle.
flat regions that were removed by flat edge collapse. Perturbation of these
edges would have resulted in 18 additional critical points. One may encounter a
nonsimply-connected flat region, especially in models designed or reconstructed
by sampling a rectilinear grid. For example the altitude of the Utal teapot from a
triangle mesh derived from its control points contains numerous flat edge cycles.
Even the x-coordinate function used in Figure 4.5 contains a single flat edge
cycle at its girth. Such cases require more sophisticated methods from Conley
index theory that deserve a separate and more in-depth treatment than possible
here. Such cases can nevertheless be overcome by perturbation techniques at
the risk of additional low-persistence critical points, and the teapot in Figure
4.5 has been rotated slightly. Such nonsimply-connected flat regions are far less
common in Morse-faired functions.
4.3.4 Boundaries
We can also extend Morse theory to meshed manifolds with boundary. Such
manifolds contain one or more boundaries each represented by a simple closed
loop of edges. In preparation for Morse function processing, we sew up each
boundary loop by inserting a temporary vertex and creating a face between it
and each edge of the boundary loop. The location of the temporary vertex is
irrelevant for topological processing, but for geometric concerns can be placed
at the centroid of the boundary loop vertices. Likewise the new faces may not
generate a valid embedding, but they are only used for combinatorial process-
ing and will be removed once a Morse function has been found. This is similar
to the scaffolding triangles of [106] which were used on the much different ap-
plication of individual patch layout and parametrization. We will assign an
extremal function value to each temporary vertex. If the temporary vertex is
not constrained to a global minimum or maximum, then one runs the risk of it
becoming a saddle. When the temporary vertex and its face neighborhood are
removed, the mesh will be missing a key piece of its critical point structure. For
cutting the surface into a disk, we make the vertex a minimum, which will con-
nect at least one gradient descent flow to the boundary. When the temporary
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vertex and its star are removed, any flow to it will terminate at, and include,
the boundary loop. Alternatively, assigning a maximum value to the temporary
vertex will encourage (but not guarantee) the flows to avoid the boundary loops,
thus isolating and preserving them in the resulting domain. The temporary ver-
tex increments the Euler characteristic by one (the additional edges and faces
cancel), as does the additional extremal point. The aggreement of Euler charac-
teristic means that Morse fairing will not introduce any new saddles in response
to the new extremum. If edges of a non-manifold mesh are shared by more
than two faces, then these edges can be made into a boundary of their incident
faces. This however affects the Euler characteristic, leading to an unexpected
critical point structure. In the polygon-soup limit where every face is a disjoint
component, all topology information is lost and the Euler characteristic reveals
no more than the number of faces.
4.4 Finding Fair Morse Functions
Morse fairing is based on the observation that low-pass filtering cancels critical
points, which leads to solutions of Laplace’s equation that preclude the existence
of extrema except at its boundary. This section reviews the Laplacian and its
solutions, concluding with a new scalable and very simple multigrid solver that
rapidly constructs fair Morse functions given the positions of extrema.
4.4.1 Harmonic Functions and Laplacians
Let fi denote the value of the real function at the vertex vi ∈ V . We assume
that we are provided with a set VC ⊂ V of k > 0 constrained points, where f
must take on a specified value. Our goal is to construct a suitable function f
that has no local extrema other than the constrained points VC . The lack of
local extrema, except at boundary points, is one of the primary properties of
emphharmonic functions, which are solutions of the Laplace equation. Thus,
our solution to finding a fair Morse function is to find a solution to the Laplace
equation ∆f = 0 subject to the Dirichlet boundary conditions imposed by the
constrained vertices VC . The resulting function will be harmonic, and will be
guaranteed to be free of extraneous local extrema. The standard definition of
the Laplacian operator on a piecewise-linear mesh M is the umbrella operator
∆fi =
∑
〈i, j〉∈M
wij(fj − fi) (4.5)
where wij is a scalar weight assigned to the directed edge 〈i, j〉. It is clear from
(4.5) that any vertex for which ∆fi = 0 has a value fi which is a weighted
combination of the function values at its neighboring vertices. Thus, we can
guarantee that fi is not a local extremum provided that (1)
∑
j wij = 1 and
(2) wij > 0 for all edges 〈i, j〉. These mirror the validity conditions for linear
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parametrization methods [36]. We assemble the vertices’ function values fi into
an n-vector f and write the Laplace equation in matrix form
Lf = 0 (4.6)
where the elements of the n× n matrix L are given by
Lij =

∑
〈i, k〉∈M wik if i = j,
−wij if edge 〈i, j〉 ∈M,
0 otherwise.
(4.7)
This matrix L is a weighted Laplacian matrix [16]. Note that (4.6) implies
∆fi = 0 everywhere, though we have subtly flipped a sign convention to ease the
remaining derivation. In order to enforce the specified boundary conditions, we
construct a constrained (aka “pegged”) Laplacian matrix Lˆ where the row for
each constrained vertex is replaced with the corresponding row of the identity
matrix:
Lˆij =

1 if i = j and vi ∈ VC ,
0 if vi ∈ VC , i 6= j,
Lij otherwise.
(4.8)
We then solve
Lˆf = b (4.9)
where
bi =
fi if vi ∈ VC ,0 otherwise, (4.10)
which is unique for |VC | ≥ 2. Note that this system of equations is entirely
equivalent in form to the systems used in linear parametrization methods [36;
19], with the exception that we are solving for a single scalar field. If we constrain
exactly two vertices vi, vj to field values fi, fj such that fi < fj , then the
function f will have a single minimum at vi, a single maximum at vj , and by the
Euler characteristic, two saddles for each handle in M . Constraining additional
vertex values beyond the first two does not always guarantee them to be minima
or maxima. For example, constraining three vertices to three different values
could yield a solution where the middle-valued vertex is a saddle. To control
the number of minima and maxima, it is best to constrain all maxima vertices
to the same global maximum value, and all minima vertices to the same global
minimum value (so long as no two maxima share an edge, and likewise for the
minima).
Selecting Weights. In the linear system (4.9), we have the freedom to choose
different schemes for assigning the edge weights wij . One natural choice are the
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Figure 4.7: Morse functions, both smooth and fair, computed with an irregular
multigrid Laplacian solver on a “zebrapus” (max: top, min: tentacle ends), a
“cazebramel” (max: nose, min: tail, feet) and a psychedelic skull (max: eyes,
min: top & bottom).
combinatorial weights
Combinatorial weights: wij = 1/deg(vi) (4.11)
which result in a standard graph Laplacian matrix. This system is purely com-
binatorial in nature, and these combinatorial weights ignore the geometry of
the surface. The graph Laplacian uncovers the topological structure of the sur-
face purely from the connectivity of its mesh. Some applications, such as base
domain construction, are sensitive to the geometric properties of the field, and
depend on a smooth and well-shaped function over the manifold. These appli-
cations are better served by geometry sensitive weight schemes, such as those
used in recent parametrization research. The mean value weights
Mean Value weights: wij =
tan(θ/2) + tan(φ/2)
‖vj − vi‖ , (4.12)
were developed by Floater [35] as a way to approximate harmonic maps while
maintaining the convex validity requirement. The values θ and φ are the angles
the edge 〈vi, vj〉 makes with its two immediate neighboring edges at vi.
These weights are non-negative which prevents the introduction of unex-
pected local extrema in the solution. They also produce exceptionally smooth
and well-graded scalar fields. Alternative weight schemes that minimize the
Dirichlet energy [77; 19] also produce very smooth fields, but can take on neg-
ative values in the presence of oblique triangles. This can introduce additional
unexpected local extrema in the solution, and makes them unsuitable for our
application.
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4.4.2 Iterative and Sparse Solutions
Depending on the application and mesh size, a variety of techniques exist to
produce a fair Morse function by solving (4.9) or a related system. The simplest
of these is the Jacobi iteration
f i+1 = D−1b−D−1W f i (4.13)
where Lˆ = D −W decomposes the pegged Laplacian Lˆ into a diagonal matrix
Dii =
∑
k wik (which inverts elementwise) and the weighted adjacency matrix
Wij = wij . For the combinatorial and mean-value weights, D = D−1 = I, and
(4.13) simply replaces each non-pegged vertex with the weighted average of its
neighbors while retaining the value of each pegged vertex. In this case one can
simply iterate
f i+1 = L¯f i (4.14)
where
L¯ij =
0 if i = j and vi 6∈ VC ,Lˆij otherwise. (4.15)
is a matrix whose diagonal is zeroed at unpegged rows. Iterating in-place per-
forms a faster Gauss-Seidel solve. However iterated Laplacians converge ex-
tremely slowly [43; 52]. For example, mesh noise is often filtered by an iterated
unpegged Laplacian on vertex position, e.g. [101; 21], but the limit of this it-
eration would map all vertices to the same position. Morse fairing is instead
interested in the solution of a pegged Laplacian.
Incremental Morse Fairing. When solving a pegged Laplacian, the initial
guess f0 is irrelevant. However, the iteration (4.14) can be used to smooth
an initial function. This smoothing reduces and eventually eliminates variation
while retaining the characteristics of the original function. This iteration has
the effect of cancelling critical point pairs in persistence order [29] though one
does not know a priori how many iterations are required for cancellation to
occur, and cancellations may occur between unexpected critical point pairs. We
use iterative Morse fairing later in Section 4.5 to cancel critical points for a
curvature-based function.
Sparse Solution. The Laplacian system is sparse, with only deg(vi) + 1 out
of n elements in each row i. This allows sparse solvers, such as SuperLU or
netlib’s “sparse” package, to be used which can save both space and time for
large meshes. Moreover, Morse fairing could be implemented on the GPU by
solving (4.9) using conjugant gradients [12].
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4.4.3 Multigrid Solutions
For large meshes, even very efficient sparse solution methods can be undesir-
ably slow. Fortunately, the structure of the fields we desire to compute lend
themselves very naturally to efficient hierarchical solution techniques. In order
to build a suitable mesh hierarchy, we repeatedly coarsen the mesh via edge
contraction. In a single pass, we greedily select a maximal independent set of
edges to contract. We do this by ranking all edges according to their cost of
contraction as determined by the quadric error metric [39]. We then process
edges in order of increasing costs, selecting all contractions vj → vi that meet
all of the following validity requirements: (1) the vertex vj is not a constrained
point, (2) Neither vj nor any of its neighbors are already marked for deletion,
and (3) The edge passes the link condition [23] (contracting it will not alter the
topology of the surface). The result of this coarsening phase is a sequence of
meshes M0,M1, · · · ,Mk, where M0 is the original mesh, and M i is the mesh
after the ith coarsening step. The simplest mesh, Mk, we refer to as the base
domain mesh.
Having produced a suitable base domain, we can solve a simplified con-
strained Laplacian system (4.9) on it. Note that by construction, all constrained
vertices must still be present in the base domain, and it must have the same
genus as the input. However, unless an unusually large number of vertices are
constrained, the base domain can have a very simple structure. For example,
the minimal base domain for a genus-0 mesh with 2 constrained points is a
tetrahedron. Even for the turbine blade model (Figure 4.13) with 295 separate
connected components and 165 handles, the minimal base domain has only 2,744
triangles and 1,632 vertices. Any reasonably efficient sparse matrix solver can
solve systems of this size in a small fraction of a second on modern hardware.
Irregular Multigrid
Having computed an approximate solution field on the base domain Mk, we
want to extend this solution back to the original mesh M0. We do this by a
standard irregular multigrid approach quite similar in form to those recently
developed independently by Aksoylu et al. [2] and Ray and Levy [82]. We
repeatedly refine the mesh, undoing the contractions performed during coars-
ening. During each refinement phase, we perform vertex splits corresponding
to all the contractions performed during the corresponding coarsening phase.
Our validity rules guarantee that, when a vertex vi is reintroduced into the
mesh during refinement, the approximate solution field already exists at all of
its neighbors. Our initial estimate for the field value fi at the new vertex vi is
simply formed by the linear combination of its neighbors fi =
∑
j wijfj . This
produces an approximate solution, which we must iteratively relax (§4.4.2) un-
til convergence. This multigrid algorithm produces the same solution field as a
full matrix solver (subject to the convergence tolerance used) as demonstrated
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in Figure 4.7. However, its running time is dependent on the quality of the
intermediate mesh approximations, and is not guaranteed to be O(n) if the
approximations are poor2.
Intermediate Value Propagation
Recall that no unpegged vertices of the base domain Mk are extremal. The
multigrid Laplacian solver performs a relaxation after each vertex split is to
ensure that the function value assigned to each re-introduced vertex creates
no new extrema. In fact our interest in the Laplacian is for its elimination
of extrema. The following theorem shows that we can avoid extrema during
refinement without constructing an expensive Laplacian solution, leading to the
intermediate value propagation algorithm.
vv*i jv i
Ml-1 Ml
A B C
Figure 4.8: Neighborhood of a vertex split.
Proposition 4.4.1. Let non-extremal vertex vi split into edge 〈v∗i , vj〉 and as-
sign f(v∗i ) = f(vi). Define the open intervals
U = (f(vi), min
v∈Lk+(vi)
f(v)), (4.16)
L = ( max
v∈Lk−(vi)
f(v), f(vi)), (4.17)
and let
A = Lk(vi) \ Lk(vj) (4.18)
B = Lk 〈v∗i , vj〉 (4.19)
C = Lk(vi) \ Lk(v∗i ) (4.20)
categorize the vertices sharing an edge with vi. Then setting the value of the new
2Poor approximations are in general unavoidable as no provably-good surface simplification
algorithms are yet known.
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vertex vj such that
f(vj) ∈

L if Lk−(vi) ⊂ C, (Case 1)
U if Lk+(vi) ⊂ C, (Case 2)
L if Lk+(vi) ⊂ A, (Case 3)
U if Lk−(vi) ⊂ A, (Case 4)
U ∪ L otherwise, (Case 5)
(4.21)
creates no new extrema.
Proof. Vertex vi is not extremal: Caser 1: ∃v ∈ Lk+(vi) ∩ (A ∪ B) such that
f(vj) < f(vi) < f(v). Case 2: ∃v ∈ Lk−(vi) ∩ (A ∪ B) such that f(v) <
f(vi) < f(vj). Cases 3–5: ∃v1 ∈ Lk−(vi) ∩ (A ∪ B), v2 ∈ Lk+(vi) ∩ (A ∪ B)
such that f(v1) < f(vi) < f(v2). Vertex vj is not extremal: Cases 1, 2 and 5:
∃v1 ∈ Lk−(vi)∩(B∪C), v2 ∈ Lk+(vi)∩(B∪C) such that f(v1) < f(vj) < f(v2).
Case 3: ∃v ∈ Lk−(vi) ∩ (B ∪ C) such that f(v) < f(vj) < f(vi). Case 4:
∃v ∈ Lk+(vi) ∩ (B ∪ C) such that f(vi) < f(vj) < f(v). Vertices in A do not
become extremal since their links do not change. Vertices in B do not become
extremal since vj is simply added to their links. Vertices in C do not become
extremal, for if vi was a lesser or a greater neighbor of any vertex in C, then for
all five cases setting f(vj) ∈ L ∪ U will continue that role.
For meshes with bounded valence, single vertex simplification and refinement
are constant-time operations. Therefore, a multigrid fairing algorithm using this
refinement operation runs in time linear in the number of vertices, making Morse
fairing a scalable procedure up to the size constraints of main memory. This
refinement results in a Morse function with the least number of critical points.
Figure 4.9: Combinatorial weights (left) ignore the geometry of the mesh, and
can produce undesirable field variation (though no new critical vertices). Mean
value weights (middle) produce a very smooth field. Our new intermediate value
propagation solution produces a very random field (right), but surprisingly (and
provably) no new critical points.
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4.4.4 Discussion
Properly accounting for the geometry of the surface has a substantial effect on
our resulting fields, as demonstrated in Figure 4.9. Using the purely combina-
torial weights wij = 1/deg(vi) produces a field with a great deal of unwanted
variation. In contrast, the mean value weights produce a very smooth, pleasingly
symmetric field. Intermediate value propagation picks an arbitrary value within
bounds during refinement which leads to wild fields that nevertheless avoid ex-
trema and by the Euler characteristic result in the least necessary number of
saddles.
Mean-Value Intermediate Value
Model Vertices Laplacian Multigrid (s) Propagation Multigrid (s)
Teapot 553 0.050
V2 1,923 1.36 0.220
3-torus 4,236 1.99 0.471
Camel (S) 11,225 4.8 1.48
Cranium 12,365 1.76
Octopus 16,554 11.9 2.43
Bunny 34,834 6.17
Camel (M) 44,897 25.9 6.85
Horse 48,485 7.51
Turbine 50,260 8.49
Camel (L) 179,585 110. 34.8
Table 4.1: Multigrid solver execution times (256MB 1.2GHz P3).
Table 4.1 compares the running times of the two multigrid approaches. Inter-
mediate value propagation avoids the relaxation step that a multigrid Laplacian
solution requires, resulting in at least a threefold speedup. Figure 4.10 shows
the scalability of both multigrid solvers.
4.5 Applications
Having derived a more robust Morse theory for meshes and a fast algorithm for
fair Morse function construction, we now turn to its application to problems
important in computer graphics.
4.5.1 Cutting a Surface into a Disk
Often a closed meshed surface needs to be cut into a single flattenable piece,
which can aid surface texturing, deformation, integration, navigation, sampling
and storage, and is a key ingredient of, for example, the recently popular geom-
etry images technique [41]. Once cut, the mesh can be flattened into a compact
subset of the plane using any number of existing techniques, e.g. [36; 78; 89].
We cut a surface into a disk by assigning a single minimum that will serve as the
base point, and a single maximum representing the single face in the Morse com-
plex. These choices can be made arbitrarily, e.g. as the vertices with the lowest
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Figure 4.10: Both the mean-value and propagation multigrid solvers scale lin-
early (slope of both log-log graphs is one) making them appropriate for in-core
processing of any size mesh.
and highest altitude. We then solve the constrained Laplacian, which yields a
Morse function with two saddle points for each handle. Each saddle will have a
cycle (pair of gradient descent paths) extending from it to the minimum. Each
handle will generate two non-separating cycles, one around the hole, and one
around the handle. Both of these paths will extend from the base point. Thus
cutting and straightening these paths yeilds a polygon with 2g sides [33]. (In
the event a multiple saddle occurs, the saddle is counted with multiplicity and
a gradient descent path is extended from each connected component of its lower
link.)
4.5.2 Constructing a Base Domain
The base domain of a polygonal mesh is a highly simplified representation. The
base domain is often constructed as the result of a long sequence of mesh simpli-
fication steps, and sits at the root of a surface’s multiresolution hierarchy. The
faces of a base domain correspond to clusters in the mesh, and mapping each
face into the plane leads to a multiple chart texture atlas. A combinatorial base
domain is an abstract 2D cell complex X and is often also a simplicial complex.
The MAPS method for surface parametrization [58] forms a combinatorial sim-
plicial base domain as the end result of repeated vertex removals [25]. Though
the base domain constructed by MAPS simplification matches the topology of
the refined mesh, the organization of the domain is rather arbitrary. The Morse
complex embedded in the mesh can be used to construct a combinatorial base
domain. The faces of the complex may not be triangular, but the Morse-Smale
complex [29] provides a method for their tessellation. We can trace gradient as-
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cent paths extending from the uphill sides of each saddle, and these uphill paths
will lead to a maxima. For a saddle, we construct an ordered list of alternating
minima and maxima that are the endpoints of paths extending from the alter-
nating uphill and downhill paths in counterclockwise order about the saddle.
We tessellate the 2-cells of the complex with these saddle-minimum-maximum
triangles3.
(a) (b)
(c) (d)
Figure 4.11: The greedy base domain (a) corresponding to face clusters (b)
constructed by MAPS. Morse fairing allows the user to specify base domain
vertices (minima) at feature tips (e.g. nose, feet) and faces (maxima) at feature
areas (e.g. shoulder, hip) to create a more geometrically representative base
domain (c) corresponding to face clusters (d).
The two steepest descent flows extending from the downhill sides of a saddle
can lead to the same minimum, and likewise the two steepest ascent flows can
lead to the same maximum, though both conditions cannot occur simultane-
ously for an individual Morse saddle. The geometry of the triangulated base
domain may self-intersect and may contain degenerate or inverted triangles,
but nonetheless serves as a viable combinatorial topological base domain for the
3A Morse saddle is surrounded by four such triangles, creating the “quad” structure used
for multires topology processing [15].
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purposes of supporting a parametrization. Moreover, as demonstrated in Figure
4.11, Morse fairing allows the user to pick extrema which can preserve features
in the base domain lost by otherwise local and greedy simplification steps. The
quality of some multiresolution algorithms depend directly on the quality of the
base domain. For example, multiresolution mesh morphing [57] relies on the
ability to construct meaningful correspondences between the base domains of
a source and target object. Using Morse fairing to preserve features in a base
domain makes it easier to find good source-target correspondences.
4.5.3 Clustering
When constructing an atlas, it is often desirable to form charts that approx-
imate developable patches. Multichart Geometry Images [85] are generated
from a rather expensive curvature clustering algorithm that formed clusters us-
ing Dijkstra’s algorithm, then repeatedly recenters these clusters using Lloyd’s
algorithm.
Figure 4.12: Morse complex of Laplacian-smoothed squared Gaussian curvature
yields a rapid clustering toward developable charts.
The Morse complex of Laplacian-smoothed negated squared Gaussian cur-
vature provides a more rapid clustering toward developable patches. Maxi-
mal regions will occur at developable regions whereas minima mark vertices of
maximal curvature. Sheffer & Hart [90] showed that forcing chart boundaries
through high curvature vertices helps minimize atlas distortion. The paths of
the Morse complex will likewise pass through the minima found at high cur-
vature regions. An iterated pegged Laplacian simplifies the Morse complex to
the more persistent critical vertices corresponding to curvature features in the
mesh, as demonstrated in Figure 4.12.
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4.5.4 Visualization
We conclude the applications with the fair Morse complex of the cooling tunnels
on a jet engine turbine shown in Figure 4.13. This polygonal mesh was recon-
structed from volume data and contained 294 extraneous small simply-connected
components most of which were tetrahedra that we were able to identify and
remove. What remained was a single genus-165 component. The 330 paths
of the fair Morse complex work their way around or through each of the 165
tunnels in the dataset and could be used for example as flythrough paths for
visual inspection.
Figure 4.13: The Morse complex of a genus-165 turbine.
4.6 Conclusion
Morse theory is an exciting and powerful mathematical tool for reasoning about
the global topological structure of a shape based only on local differential in-
formation. The unbounded number of critical points has thus far limited the
application of Morse theory to a wider variety of problems in computer graphics,
mesh processing and scientific computing. We have overcome this limitation
with the concept of a fair Morse function that minimizes its variation across
a manifold to produce the least possible number of critical points. Though
we have made Morse theory on meshes more robust by now handling simply-
connected flat regions, preventing gradient descent paths from reaching saddles
and temporarily patching boundaries, we still find it necessary to repair meshes
for the method to work properly. Though the critical points and paths can be
made to handle non-manifold cases, these special cases make it more difficult
to reason about the mesh geometry based on its Euler characteristic, and often
our implementation contains hard-coded dependencies based on this reasoning.
Stratified Morse theory provides insight into the application of Morse theory
to cell complexes and perhaps the key to extending these techniques beyond
manifolds.
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4.6.1 Future Work
The 1-cells of the Morse complex are simple gradient descent paths and are by
no means optimal. We believe that the gradient descent paths of a harmonic
Morse function are probably geodesic, but leave the precise formulation, analy-
sis and proof of such a statement for a future manuscript. Shortening the 1-cell
loops like rubberbands would lead to shorter cuts, but these cuts may still not
be the most basic cuts, as they can loop around any number of torus holes any
number of times. Computational homology provides a way to optimize these
cuts to avoid multiple loops and multiple holes [18], but we leave its integration
into Morse fairing for future study. It is natural to consider the extension of
these techniques to piecewise linear 3-manifolds and tetrahedral meshes. For
example, Kartasheva [49] investigated cutting a tetrahedral-mesh solid into a
topological 3-ball through the application of homology, and Edelsbrunner et al.
[27] applied their persistence-based topology simplification to 3-manifolds. Un-
fortunately, 3-manifolds contain two kinds of saddles and its Euler characteristic
is the difference between the minima plus one kind of saddle, and the maxima
plus the other kind of saddle. Thus one can have a restricted number of extrema
and an unbounded number of saddles and still satisfy the Euler charateristic.
(If this were not the case, then Morse fairing would have led to a very easy
algorithm for the classification of 3-manifolds.)
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