The paper shows that under some mild conditions n-dimensional spherical wavelets derived from approximate identities build semi-continuous frames. Moreover, for sufficiently dense grids Poisson wavelets on ndimensional spheres constitute a discrete frame. In the proof we only use the localization properties of the reproducing kernel and its gradient.
Introduction
In the recent years, an interest on n-dimensional spherical wavelet transform has been growing. Besides discrete approaches [29, 24] there are several continuous constructions [5] (being a generalization to n dimensions of spherical wavelets introduced in [4] ), [13, 14] . For an efficient usage of a continuous wavelet transform, a discretization algorithm is needed. Frames have been constructed for 2-dimensional spherical wavelets derived in [4] , cf. [1, 9] , however, the phasespace discretization is performed on an equiangular grid, a solution that can hardly be applied in a higher dimension. In this paper, we generalize the results obtained in [27] for 2-dimensional spherical wavelets. The construction of semi-continuous frames is similar to that in [1, 9] for the two-dimensional sphere. As a next step, for each scale we perform a discretization of the spherical parameter such that the sampling points are quite uniformly distributed over the sphere. Finally, the sampling point positions are perturbed in such a way that the density of the resulting grid is controlled with respect to the scale and space parameter simultaneously. If the density is big enough, the discrete set of wavelets is a frame for L 2 (S n ). The constraints on the wavelets are some estimations on their reproducing kernel and its gradient, which are satisfied by Poisson multipole wavelets.
After the present research had been completed, the author learnt about a similar frame construction for Mexican needlets [19] . Therefore, the present discussion focuses on the differences and similarities in the end of the paper. The paper is organized as follows: In Section 2 after a recapitulation of basic facts about the n-dimensional wavelet transform derived from approximate identities, and particularly Poisson multipole wavelets, we recall some information about frames in Hilbert spaces. Section 3 contains a discussion of a condition for semi-continuous frames. It is shown, that many popular wavelet families constitute semi-continuous frames. The main theorem of this paper about the phase-space discretization is to be found in Section 4, and a perturbation of this result to fully irregular frames controlled only by hyperbolic density is the topic of Section 5. It is shown in Section 6 that both discretization results apply to Poisson multipole wavelets. A comparison with the frame construction for Mexican needlets is presented in Section 7.
Preliminaries
By S n we denote the n-dimensional unit sphere in (n+1)-dimensional Euclidean space R n+1 with the rotation-invariant measure dσ normalized such that
where λ and n are related by
The surface element dσ is explicitly given by dσ = sin n−1 θ 1 sin n−2 θ 2 . . . sin θ n−1 dθ 1 dθ 2 . . . dθ n−1 dϕ, where (θ 1 , θ 2 , . . . , θ n−1 , ϕ) ∈ [0, π] n−1 × [0, 2π) are spherical coordinates satisfying x 1 = cos θ 1 , x 2 = sin θ 1 cos θ 2 , x 3 = sin θ 1 sin θ 2 cos θ 3 , . . . x n−1 = sin θ 1 sin θ 2 . . . sin θ n−2 cos θ n−1 , x n = sin θ 1 sin θ 2 . . . sin θ n−2 sin θ n−1 cos ϕ, x n+1 = sin θ 1 sin θ 2 . . . sin θ n−2 sin θ n−1 sin ϕ.
x, y or x · y stand for the scalar product of vectors with origin in O and endpoints on the sphere. As long as it does not lead to misunderstandings, we identify these vectors with points on the sphere. By ∠(x, y) we denote the geodesic distance between two points x, y ∈ S n , ∠(x, y) := arccos(x, y).
and by • we denote the induced L 2 -norm. Gegenbauer polynomials C λ l of order λ ∈ R and degree l ∈ N 0 , are defined in terms of their generating function Let Q l denote a polynomial on R n+1 homogeneous of degree l, i.e., such that Q l (az) = a l Q l (z) for all a ∈ R and z ∈ R n+1 , and harmonic in R n+1 , i.e., satisfying
n , is called a hyperspherical harmonic of degree l. The set of hyperspherical harmonics of degree l restricted to S n is denoted by H l = H l (S n ). H l -functions are eigenfunctions of the Laplace-Beltrami operator ∆ * := ∆| S n with eigenvalue −l(l + 2λ), further, hyperspherical harmonics of distinct degrees are orthogonal to each other. The number of linearly independent hyperspherical harmonics of degree l is equal to
The addition theorem states that
for any orthonormal set {Y κ l } κ=1,2,...,N (n,l) of hyperspherical harmonics of degree l on S n . In this paper, we will be working with the orthonormal basis for L 2 (S n ) = ∞ l=0 H l , consisting of hyperspherical harmonics given by
. . , ±k n−1 ) of integer numbers, and normalization constants A k l , compare [30, 7] . Every L 1 (S n )-function f can be expanded into Laplace series of hyperspherical harmonics by
where f l is given by
For zonal functions (i.e., those depending only on θ 1 = ê, x , whereê is the North Pole of the sphereê = (1, 0, . . . , 0)) we obtain the Gegenbauer expansion
with Gegenbauer coefficients
where c is a constant that depends on l and λ.
With this notation we have
i.e., the function K
for proof cf. [30] . In analogy to the two-dimensional case, we call a k l the Fourier coefficients of the function f . The Parseval identity has the form
We identify zonal functions with functions over the interval [−1, 1], i.e., whenever it does not lead to mistakes, we write
For further details on this topic we refer to the textbooks [30] and [6] .
Continuous wavelet transform on n-spheres
Spherical wavelet transform derived from singular integrals was introduced by Freeden and Windheuser in [17] and [16] (compare also [15] ) for two-dimensional spheres and by Bernstein in [8] for three-dimensional spheres. A generalization to non-zonal wavelets in n dimensions is to be found in [14] and in [23] , and we refer to these papers for more details. We present here the basic facts for zonal wavelets with respect to the weight function α(a) = 
is defined by
Examples of spherical wavelets are Abel-Poisson wavelets with Gegenbauer coefficients of the kernel
Gauss-Weierstrass wavelets given by
and Poisson multipole wavelets.
Poisson wavelets on n-spheres
Poisson multipole wavelets on two-dimensional spheres have proven to be very useful in applications [21, 10] . Therefore, the author of the present paper defined Poisson wavelets on n-spheres in [26] in a similar way as in [22] , i.e., as derivatives of Poisson kernel. Here, we recall the definition and some of their properties, which will be used for the proof of the main theorem. The statements come from [26] and their proofs are similar to those for the two-dimensional case, given in [27] .
Definition 2.2
The Poisson wavelet of order m, m ∈ N, at a scale a, a ∈ R + , is given recursively by
where
Lemma 2.3 The Gegenbauer expansion of Poisson wavelets is given by
Although a normalization constant is required for such wavelets to satisfy condition (2), we prefer to use formula (3) with g m a defined as above and include the factor in the reproducing formula: 
Further, the wavelets are space localized in the following way. 
uniformly in a. m + n is the largest possible exponent in this inequality.
Corollary 2.5
The functions (a, θ) → a n g m a (cos θ) are bounded by c · e −a uniformly in θ, and n is the smallest possible exponent in this estimation.
Frames in reproducing kernel Hilbert spaces
For our considerations we need the following characterization of general frames in reproducing kernel Hilbert spaces. The statements in this section come from [27] . Definition 2.6 A family of vectors {g x , x ∈ X} ⊂ H in a Hilbert space H indexed by a measure space X with a positive measure µ is called a frame with weight µ if the mapping x → g x is weakly measurable, i.e., x → g x , u is measurable, and if for some 0 ≤ ǫ < 1 we have
for all u ∈ H. Equivalently, the frame condition reads
If ǫ = 0, we call it a tight frame. The numbers A := 1 − ǫ and B := 1 + ǫ are called frame bounds.
Remark. Usually in the frame theory frame bounds are only supposed to be positive numbers, cf. e.g. [11] . In the case of weighted frames the weight can be scaled in such a way that the frame bounds satisfy additionally A < 1 < B. Let H = L 2 (X, dµ) be a Hilbert space of functions over X with the reproducing
The family of functions {g x = Π(x, ·)} with x ∈ X is a tight frame with weight µ. Conversely, a tight frame {g x , x ∈ X} and a measure µ in a Hilbert space H are naturally associated with a reproducing kernel Hilbert space of functions in L 2 (X, dµ), as shown by the next theorem.
Theorem 2.7 The mapping
is a partial isometry and the image U of this mapping is characterized by the reproducing kernel
The last integral is absolutely convergent since Π(x, ·) is in L 2 (X, dµ). In particular, we have: Proposition 2.8 Let {g x , x ∈ X}, be a tight frame with weight µ on H. A family {g y } with y ∈ Λ ⊂ X and a measure λ on Λ yield a frame for H if and only if {Π(y, ·), y ∈ Λ}, Π(ξ, η) = g ξ , g η , is a frame for F (H), with F given by (6) .
Frames of the form {Π(y, ·)} can be characterized as follows: Theorem 2.9 Let Λ ⊂ X and let λ be a measure on Λ, and µ be a measure on X. The family of functions {g y = Π(y, ·), y ∈ Λ} ⊂ L 2 (X, dµ), is a frame with weight λ for U = F (H) if and only if
is the kernel of a bounded operator F on U with F < 1.
Since Π(x, z) = X Π(x, y) Π(y, z) dµ(y), the theorem shows that the existence of frames is intimately linked to the existence of good quadrature rules for functions in U. This general principle will be used together with the following perturbation result.
Corollary 2.10 Suppose, for a set Λ the family {g y = Π(y, ·), y ∈ Λ}, is a weighted frame for U with weight λ. If now for another set Υ we have for {g y = Π(y, ·), y ∈ Υ} ⊂ U and a weight υ that
is the kernel of an operator G with operator norm G ≤ 1 − F , where the kernel of F is given by (7) , then {g y , y ∈ Υ} is a frame with weight υ.
More details on this topic can be found in [27] , [11] , and [12] .
Semi-continuous frames
In this section we prove the existence of semi-continuous wavelet frames, i.e., such that only the scale parameter is discretized.
Lemma 3.1 Let {Ψ a } be a wavelet family such that
for an arbitrary function τ , and let B = {b j } j∈N0 be a countable set of scales.
is a semi-continuous frame with weights ν j and bounds A, B if and only if
holds independently of l.
This lemma (and its proof which we write here for the convenience of the reader) is a slight modification of [25, Proposition 6 ] that has also been implicitly used in the proof of [27, Theorem 4] . Proof. Suppose, J is a semi-continuous frame with bounds A and B. Then the following holds
for any f ∈ L 2 (S n ). For the wavelet transform we have
hence, by the Parseval identity (1) we obtain
and since all the sums converge absolutely, we may change the order of summation with respect to j and with respect to l. Consequently, we may write (11) as
Now, for any l ∈ N 0 set f = Y (0,0,...,0) l , i.e., the zonal hyperspherical harmonic of degree l. If κ = 1 is the index of the sequence (0, 0, . . . , 0), then we have
and all the other coefficients α κ l vanish. Thus, (10) follows from (12) . On the other hand, suppose (10) holds, then by the Parseval identity and FunkHecke formula we obtain from (12) the inequality (11), and hence, the set (9) is a semi-frame. Note that this is in principle the same result as that obtained by Bogdanova et al. in [9] and by Antoine in [1] (for wavelets defined in [4] and not the ones we are working with; a relationship between the two wavelet definitions for the twodimensional sphere is discussed in [2] , in [3] , and in [23] ). In the case of wavelets derived from an approximate identity and satisfying (8), we can simplify the condition (10), as well as show that the frame (9) can be arbitrarily close to a tight one. 
, satisfying the frame condition (5) with the prescribed ǫ.
Proof. Analogous to the proof of [27, Theorem 5] .
It is easy to verify that Abel-Poisson wavelets with Gegenbauer coefficients of the kernel
and Gauss-Weierstrass wavelets given by
as well as Poisson multipole wavelets satisfy the conditions of the above theorem.
Discrete frames of spherical wavelets
In this section we present a general theorem which states that under certain conditions on the localization of the reproducing kernel of the wavelet transform and its surface gradient fully discrete frames exist. It is worth noting that the phase-space discretization is on the one hand irregular, while on the other hand the density of sampling point distribution is quite uniform. It is an advantage of our approach compared to the equiangular grid used for the 2-sphere in [1] and [9] . Although equiangular grids allow the use of the Fourier transform, a concentration of points around the poles is their big drawback, such that a generalization to higher dimension is not reasonable. The proof is based on the perturbation result from Corollary 2.10, and the existence of semi-continuous scale-discrete frames is assumed. The proof is analogous to that given in [27] for the two-dimensional case, but since a careful estimation of error estimating integrals is needed, we write here all the details. The discretization is performed as in the following definition. 
n } is a frame with respect to the weights {Cν j δ bj } with a constant C,
If in addition the reproducing kernel Π satisfies
for a, b ≤ b 0 and for some positive constants d, ω, ǫ andǫ < 1/2, where ∇ * is the surface gradient with respect to any of the variables x or y, then there exists a constant ρ, such that for any grid
The proof makes use of a convolution estimate for functions over the parameter space H = R + × S n . First we need a lemma, which is analogous to Young inequality for R n . It is proven in the same way as [27, Lemma 1].
Lemma 4.3
Denote by K the space R + × R + with the measure (da/a, θ n−1 dθ).
and T ∈ L p (H), p ≥ 1. Then the following holds
where the operation • is defined by
Proof. Let R be a non-negative function in L q (H) with p −1 + q −1 = 1. We may also suppose, that F and T are non-negative. Then
By the change of the variables a/b → a and exchanging the integrals (since all functions are positive, the integrals may only converge absolutely) we obtain
Consider the inner integral with respect to dσ(x), which for simplicity purposes we write as g(x · y) r(x) dσ(x). Let A = A y be an isometry of the sphere which maps y to the North Poleê andê to y. Then
we have A * y =ê and (14) yields
Now, Ax describes the position of the point x relative to the point y (depending also on the position of the North Pole). Let x be fixed; by R x we denote the function (y, a) → R(A y a, x) (= r(Ax)). Since A was an isometry, we have
Then we have (once again exchanging the integrals)
where θ = ∠(x,ê), and further, by Hölder inequality,
Now, the integral over S n may be estimated as follows:
and therefore, by Hölder inequality with respect to db/b,
Therefore, we have by Riesz representation theorem
Since by assumption all the norms are finite, the exchanges of integrals were justified.
Proof of Theorem 4.2. According to Lemma 4.3 and Corollary 2.10 it is enough to show that
for some f ∈ L 1 (K) with f = 1 Σn−1 and ∆ ∈ (0, 1 − ∆). For fixed (a, x), (c, z) and b ∈ B, set F (y) = Π(a, x; b, y) and G(y) = Π(c, z; b, y). Let K x denote the set of points, where F is 'large', i.e., K x = {y ∈ S n : ∠(x, y) ≤ ω(a + b)}. Similarly, denote by K z the set 'G large', i.e., K z = {y ∈ S n : ∠(y, z) ≤ ω(c + b)}. If the sets K x and K z are not disjoint, we split the error that one makes by exchanging integration over S n by summation over {y ∈ S n : (b, y) ∈ Λ} into two parts
In the other case, if the sets K x and K z have an empty intersection, we consider three parts: 
The set D is contained in K x ∪ K z and hence, the volume of D R is bounded by 2 · vol(K R ), where K is the larger of the balls K x and K z . This is given by c · ω
, we obtain from (16):
The second fraction is smaller than 1, and the last one ensures the summability over b, thus, we have the estimation
which we use for the error estimation for ϑ ≤ ω(α + 1). For large ϑ, ϑ > ω(α + 1), we need a sharper result. Since the sets K x and K z have a non-empty intersection only for b such that ω(α + 2β + 1) ≥ ϑ, i.e., 2(1 + β) ≥ ϑ/ω + 1 − α, we may enlarge the last fraction in the estimation (17) , and write
Consequently, we obtain
In the other case, α > 1, we get
For ϑ ≤ ω(1 + α) we then have
and for ϑ > ω(1 + α) we write
since for b we take into account the relation 2(α + β) ≥ ϑ/ω + α − 1. Part 2) In the second case, I 2 (b), we consider only the scales for which K x and K z have an empty intersection, i.e., b such that ϑ > ω(α + 2β + 1). For the error made in the whole set E we use the formula (15) with µ(b, y) replaced by the volume of E R (i.e., the volume of (K x ) R ) multiplied by ν(b). The supremum of the modules of G and ∇ * G is estimated by their values at the point nearest K z . Since we have to consider all the sets O (b) k that have a non-empty intersection with E, we choose the angular argument in (13) to be equal to θ − ω(a + b) − R. We have to assume that the maximum diameter of a partition set is less than c·ωb, with some c < 1/2. For the sake of simplicity, we set R ≤ ωb/3. Altogether we obtain
Further, in the considered range of scales we have ϑ/ω > α + 2β + 1, and this inequality implies ϑ−ω(α+4β/3) > [ϑ+ω(2−α)]/3 as well as ϑ−ω(α+4β/3) > c (1 + β).
For α ≤ 1, we write the estimation (18) in the form
and for α > 1 we have
Part 3) Similarly as in the previous case, we obtain from
the estimations
for α ≤ 1 and
for α > 1. Part 4) a) Consider large θ and small scales b, that is, those satisfying the condition θ > ω(a + 2b + c). For the points y on the sphere that lie closer to the spherical ball K x , i.e., elements of the set
and for one set
k , we estimate the error using formula (15); the terms sup η∈O |G(η)| and sup η∈O |∇ * G(η)| may be replaced by the largest possible value in the R-parallel extension of R x , i.e.
with
multiplied by ν(b). The bound we obtain for the error is larger if we sum up over all the partition sets having a non-empty intersection with the complement of K x (with sup η |G(η)| given by (19) , a property that does not hold in the whole (S n \K x ) R ). Since R ≤ ωb/3, we obtain
4 (b) means the error made in the set R x and S n x is the set {y ∈ S n : ∠(x, y) ≥ ω(a + 2b/3)}. Denote ∠(x, y) by χ, then the integral is given by 
and consequently
For α ≤ 1 we can write:
In the second case, α > 1, the inequality (20) yields
Analogously, for points closer to the other spherical ball, i.e., elements of
we obtain
where S n z = {y ∈ S n : ∠(z, y) ≥ ω(c + 2b/3)} and
is the error made in the set R z ). The right-hand-side of the inequality (23) may be enlarged so that we get
and we write it for α ≤ 1 as
If α > 1, we use the factorization
b) If θ > ω(a + c) and b is such that θ ≤ ω(a + 2b + c), we estimate the error in a similar way, but we set
We obtain again the estimations (21), (22), (24) and (25) . In the first two of them, the denominator of the third fraction is always larger than or equal to powered ω(1 + 2β/3), and hence it ensures the summability over b; the second fraction is not larger than a constant. In the inequalities (24) and (25), one can replace the second fraction by a constant, since ϑ x ≥ ω(α + 2β/3). Further, the estimations
and θ z ≥ θ + ω(2c − a) 3 are also valid for θ x and θ z defined by (26) if the range of scales is bounded by θ/ω ≤ a + 2b + c, which is the case here. Consequently, we obtain from (21) and (24) 
for α ≤ 1 and from (22) and (25) 
for α > 1. c) Now, for θ ≤ ω(a + c), the sets K x and K z have a non-empty intersection for all scales b.
yields an estimation of the error made in the whole set I 4 . For α ≤ 1 we write it as
and obtain for the sum over all scales:
In the opposite case, α > 1, one has
The following table sorts the obtained estimations:
Explicitly, we have
for α ≤ 1 and ϑ ≤ ω(α + 1),
for α ≤ 1 and ϑ > ω(α + 1),
for α > 1 and ϑ > ω(α + 1), and hence, f is an L 1 -integrable function over K. Since the value of the integral depends linearly on the constant Ξ, it can be arbitrarily small.
Remark. In [27] the estimation (D1) is not sufficient for the L 1 -convergence of function f .
Density results for wavelet frames
Wavelet frames described in Theorem 4.2 are semi-regular, i.e., for each scale a discretization of the position is performed. As a next step, we prove that discrete wavelet frames exist if only the set of sampling points is dense enough with respect to scale and position simultaneously. For a precise formulation we introduce the notion of hyperbolic density of a grid. 
for a, b ≤ b 0 and for some positive constants c, ω, ǫ, andǫ < 1/2. Then there exists a constant ρ such that for any grid Λ of hyperbolic density ρ the family {g b,y : (b, y) ∈ Λ} is a weighted frame for L 2 (S n ).
Proof. We show that the grid has the following property: There exist constants δ, and Ξ and a decreasing sequence of scales B = (b j ) j∈N0 such that b 0 ≥ − log ρ and the ratio b j /b j+1 is uniformly bounded from above by 1+ρ·δ. At each scale b = b j , there is a measurable partition of
. . , K b } into simply connected sets such that the diameter of each set (measured in geodesic distance) is not larger than ρ · Ξb. In any of the sets (
there is at least one point of the grid. The proof of this statement is analogous to the proof of [27, Lemma 8] , but the partition of the sphere which we have to choose for each radius r j has the property that each of the sets O jk has a diameter not larger than 2 n(n + 1) and inradius (i.e., the diameter of the inscribed spherical ball) larger than ρ.
The existence of such a partition is proven in Lemma 5.3. On the other hand, it is shown in Section 3 that for any ǫ > 0 and δ > 0 there exists a constant ρ such that for any sequence B = (b j ) j∈N0 with b 0 ≥ − log ρ and 1 < b j /b j+1 < 1 + ρ · δ the family {g bj,x , b j ∈ B, x ∈ S n } is a semi-continuous frame for L 2 (S n ), satisfying the frame condition (5) Proof. Consider a n + 1-dimensional cube inscribed in the n-sphere. Its side length is equal to
and the diameter of each of its 2(n + 1) facets equals 2 n n+1 . Suppose each of the facets is subdivided into 2 nk n-dimensional cubes and consider the central projection of these cubes onto the sphere. The diameter of each subset is not larger than arctan 2 2 k n n+1
The numerator in (27) is the diameter of each sub-cube, and the denominator is the closest distance of a cube from the origin of the axes. Further, each of these subsets contains a ball with a diameter equal to the side length of the original sub-cube, i.e.,
. Consequently, for each d small enough, we can find a k such that √ n
and for the k th -level partition the inradius of each subset is greater than or equal to
.
Remark. In the proof of [27, Lemma 7] another partition for the two-dimensional sphere is proposed and the quotient of the radii is estimated more generously.
Poisson wavelet frames
In this section we show that Poisson wavelets satisfy the conditions of Theorem 5.2, i.e., they yield discrete frames. In order to do it, we need to prove that the kernel Π m is localized according to (13) . Theorem 2.4 and Corollary 6.6 will be used to characterize the localization of the kernel. For its gradient, we utilize the fact that the wavelets are rotation invariant, and hence, the modulus of their surface gradient is equal to the modulus of their derivative with respect to the first spherical variable θ 1 . In a similar manner as in [27] , we derive estimations for |∇ * g m a |. The proofs are analogous and we omit them here. Remark. In the proof of [27, Lemma 5] , the factor θ k is missing in the definition of F (0, θ). 
Theorem 6.3 Let
uniformly in a, and m + n + 1 is the largest possible exponent.
Remark. In [27, Theorem 8] the argument of g d a should be equal to θ, and aθ is substituted after derivation. Having these estimations, we may now come to the main theorem of this section. Although the proof is analogous to the proof of [27, Corollary 4], we repeat its first part in order to clarify some inaccuracies.
Proof. The semi-frame condition for a Poisson wavelet family is verified in Section 3. It is to be checked that the estimations on the kernel and its gradient hold. The kernel Π m is given by
compare formula (4), and for the wavelet we have the estimation It is straightforward to verify that for a half-integer ν these functions satisfy the assumptions of Theorem 5.2 if ν > n. Hence, if the hyperbolic density of Λ is large enough, the set {g
Remark. The discretization method could be adapted to Mexican needlets, but the estimations appearing in the proof of Theorem 4.2 would need to be repeated. Another possibility is to investigate whether Mexican needlets satisfy the estimations (13); inequality (32) is a consequence of [18, Lemma 4.1] which is proved in a much more general setting and with quite sophisticated methods. On the other hand, the discretization method presented here could also be applied to other homogeneous manifolds if appropriate assumptions on the kernel are made. An example of its application to Gabor transform over R can be found in [27] . A frame construction for Mexican needlets is described in [19] . Here we want to discuss the similarities and differences in two approaches. In both cases, first, scale discretization and then position discretization of the image of the wavelet transform is performed. For the latter one writes S n as a disjoint union of measurable sets and picks a point from each of the sets in which a frame vector is evaluated. Further, in both cases one deals (in principle) with weighted frames; in [19] the weight (equal to the square root of the measure of the set) is included as a factor in each of the frame vectors. The essence of the proofs is an estimation of the error that occurs by replacing an integral over the sphere by its discretization. There are several advantages of the method presented in [19] . First, it is valid for any smooth compact oriented Riemannian manifold without a boundary. Second, a convergence speed to nearly tight frames is computed. Next, scales summation is truncated so that one obtains a finite sum in the frame inequality. On the other hand, the auxiliary function G j,k in the proof of [19, Theorem 2.4] contains a set measure in the numerator, hence, the sets in the partition of S n cannot be too small. Further, the present method relying on a comparison of discrete and continuous convolution of kernels is applicable also when the gradient of a single kernel is not bounded (although Theorem 4.2 would require a slight reformulation). An example of such a kernel (for the Gabor transform) can be found in [28, Section 4] . In our approach, scale discretization is more flexible, and scale perturbation (for single sampling points) after position discretization is studied.
