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Abstract—The functional relation between the fractional band-
width and the quality factor of a radiating system is investigated
in this note. Several widely used definitions of the quality factor
are compared on two examples of RLC circuits that serve as
a simplified model of a single resonant antenna tuned to its
resonance. It is demonstrated that for a first-order system, only
the quality factor based on differentiation of input impedance
has unique proportionality to the fractional bandwidth, whereas
e.g. the classical definition of the quality factor, i. e. the ratio
of the stored energy to the lost energy per one cycle, is not
uniquely proportional to the fractional bandwidth. In addition,
it is shown that for higher-order systems the quality factor based
on differentiation of the input impedance ceases to be uniquely
related to the fractional bandwidth.
Index Terms—Antenna theory, Electromagnetic theory, Q fac-
tor.
I. INTRODUCTION
THE fractional bandwidth (FBW) is a parameter of pri-mary importance in any oscillating system [1], since
it is a relative frequency band in which the system can be
effectively driven by an external source. In the case of an
antenna, a fractional bandwidth is a frequency band in which
the power incident upon the input port can be effectively
radiated [2].
Based on an analytical evaluation of the basic RLC circuits
in the time-harmonic domain [3], the FBW is believed to be
inversely proportional to the quality factor, which is commonly
defined as 2pi times the ratio of the cycle mean stored energy
and the lost energy, see e.g. IEEE Std. 145-1993, [4]. This
relation is known to be very precise for high values of Q,
and has been shown to be exact for Q tending to infinity, i.e.
a lossless oscillating system cannot be driven by an external
source, since its FBW is equal to zero. However, this inverse
proportionality is known to fail at low values of Q and, in
fact, it is not clear whether there exists any functional relation
of FBW and Q which would be valid in all ranges of Q. It
is however important to stress that if such a relation were to
exist, it would be of crucial importance, since there exists a
fundamental lower bound of Q of a lossless electromagnetic
radiator [5], [6], which would then imply a fundamental
upper bound of its FBW, an essential theoretical limitation
for electrically small radiators.
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This note serves two purposes. First, a proof is given of
the non-existence of a general functional relation between
traditionally defined Q and FBW. The proof is based on an
analytical evaluation of the functional relation for two distinct
RLC circuits. It is given by contradiction, and it also covers
some other commonly used prescriptions of Q. Second, it is
pointed out that the so-called QZ factor defined in [7] and
further generalized in [8] is inversely proportional to FBW
for first order systems, but ceases to have this behaviour for
higher order systems.
II. DEFINITION OF THE Q FACTOR
This Section defines several widely used prescriptions of
the Q factor that will be used later:
• classical Qcl, [4],
• modified Qrev, based on the concept of reversible energy,
[9],
• QX , based on differentiation of the input reactance, [10],
• QZ , based on differentiation of the input impedance, [7],
[8].
A. Classical definition of the Q factor
The classical Q factor is conventionally defined as [4]
Qcl =
ω0Wsto
Plost
, (1)
in which ω0 is the resonant frequency, Wsto is the cycle mean
stored energy, and Plost is the cycle mean power loss. This
prescription of the Q factor is traditionally encumbered with
difficulties in identifying of the stored energy of a general
electromagnetic radiator [11]. This problem is however left
aside in this note, as Wsto is used only for non-radiating cir-
cuits for which the concept of stored energy is well established
[3]. Namely, the cycle mean stored energy of a non-radiating
circuit can generally be written as
Wsto =
1
4
∑
n
(
Ln |ILn |2 + Cn |UCn |2
)
, (2)
and the cycle mean lost power can be written as
Plost =
1
2
∑
n
Rn |IRn |2 . (3)
In (2) and (3), L, C, R are the inductance, capaci-
tance, and resistance of the circuit, and IL, UC, IR are
the corresponding currents and voltages. The convention
F (t) = <{F (ω) exp(ωt)} for time-harmonic quantities has
been utilized.
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B. Qrev factor based on reversible energy
The original definition of Q (1) can be slightly modified to
Qrev =
ω0Wrev
Plost
, (4)
in which Wrev (so-called reversible energy) is that part of
the stored energy Wsto which can be recovered back from
the input port by a matched load. This reversible energy can
in essence be evaluated by bringing the system into a time-
harmonic steady state at frequency ω0 by a voltage source
with matched internal impedance, afterwards switching off the
source and capturing all the energy returned to the internal
impedance [9]. A detailed description of this method for a
general radiator can be found in [12].
C. Reactance QX factor
A different approach to defining Q is based on the assump-
tion that Foster’s reactance theorem [13] also holds for lossy
systems [14], [15]. In that case, Q can be defined by the
frequency derivative of the input reactance as
QX =
ω0
2<{Zin}
∣∣∣∣∂={Zin}∂ω
∣∣∣∣
ω=ω0
, (5)
where Zin is the input impedance of the circuits. This defi-
nition was proposed by Harrington [16], and was refined by
Rhodes [10], and it is commonly used even nowadays.
D. Impedance QZ factor
A prescription which is widely used in antenna practice
gives the Q factor in terms of the input impedance [7], [8].
The relation reads
QZ =
ω0
2<{Zin}
∣∣∣∣∂Zin∂ω
∣∣∣∣
ω=ω0
(6)
and it is known to correspond well to FBW [8].
III. FUNCTIONAL RELATION OF Q AND FBW
The major purpose of this note is to investigate the func-
tional relation
FBW = f (Q) , (7)
where f is an as yet unknown function and
FBW =
ω+ − ω−
ω0
, (8)
in which ω+ and ω− delimit the operational range of an
antenna.
A. First-order systems
Instead of directly analysing relationship (7) for a complex
system such as an antenna, we start with two single-resonant
RLC circuits, depicted in Fig. 1. If it is proved that a given
definition of Q is not uniquely proportional to FBW for the
simple circuits in Fig. 1, it can be concluded that this Q is not
proportional to FBW at all.
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Fig. 1. The studied RLC circuits connected to a voltage source with internal
resistance R0: (a) R, C, and L in series, (b) C in series with parallel L and
R.
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Fig. 2. The course of the reflectance in the vicinity of the circuit’s resonance
ω0. The circuit is assumed to be matched (Zin (ω0) = R0) at resonance
frequency ω0, so that |Γ (ω0)| = 0.
We utilize a simple consideration depicted in Fig. 2, which
assumes that the reflectance
|Γ| =
∣∣∣∣Zin − Z0Zin + Z0
∣∣∣∣ (9)
can be expanded to its Taylor series and only the first non-zero
term can be kept near the circuit’s resonance. Without loss of
generality, we also assume that the circuit is matched to the
input resistance (Zin (ω0) = R0). Under such conditions the
reflectance can be written as
|Γ| = |ω − ω0|
∣∣∣∣∂Γ∂ω
∣∣∣∣
ω=ω0
+O (ω2)
≈ |ω − ω0|
ω0
ω0
2<{Zin}
∣∣∣∣∂Zin∂ω
∣∣∣∣
ω=ω0
=
FBW
2
QZ ,
(10)
which for |Γβ | → 0 gives the required functional relation (7)
FBWβ = 2
|Γβ |
QZ
. (11)
This means that the QZ factor (6) is uniquely proportional to
the FBW (at least in this differential sense). Furthermore, if the
other Q factors are to follow relation (7) they must necessarily
be functionally dependent on QZ . This property is investigated
in the following.
The QZ factors of the two circuits under consideration can
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easily be calculated from the input impedances, which yields
Q
(a)
Z =
ω
(a)
0 L
R
, ω
(a)
0 =
1√
LC
, (12a)
Q
(b)
Z =
R
ω
(b)
0 L
1
ω0
√
LC
, ω
(b)
0 =
R
L
√
CR2
L
− 1
, (12b)
where superscripts (a) and (b) refer to the two circuits in Fig. 1.
The other Q factors can be evaluated in a straightforward
manner as
Q
(a)
cl = Q
(a)
Z , (13a)
Q
(a)
X = Q
(a)
Z , (13b)
Q(a)rev =
Q
(a)
Z
2
, (13c)
and
Q
(b)
cl = ξclQ
(b)
Z , (14a)
Q
(b)
X = ξX Q
(b)
Z , (14b)
Q(b)rev = ξrev
Q
(b)
Z
2
, (14c)
where
ξcl =
√
χ, (15a)
ξX =
√
χ
χ
χ+
(
Q
(b)
Z
)−2 , (15b)
ξrev =
√
χ
χ+
(
Q
(b)
Z
)−2
χ+ 2
(
Q
(b)
Z
)−2 , (15c)
χ =
1 +
√
1 + 4
(
Q
(b)
Z
)−2
2
. (15d)
The above results offer a simple interpretation. Since the
QZ factor has been shown to have a unique functional relation
to FBW, see (11), the other quality factors could have such
a unique functional relation only if the functional relations
corresponding to circuit (a) and circuit (b), see (13) and (14),
are the same, i.e. if the corresponding ξ coefficients in (15a),
(15b), (15c) are equal to unity. That this is not the case is clear
from their analytical prescription and also from their graphical
representation in Fig. 3. By means of contradiction, it must
then be stated that there is no general functional relation
between FBW and Qcl, QX , Qrev, the only exception being
Q→∞.
B. Higher-order systems
Section III-A has shown that, in the case of first-order
systems, only QZ is a potential candidate for having a general
functional relation to FBW. The purpose of this subsection is
to test this property on higher-order systems.
Higher-order systems offer more degrees of freedom. This
in general makes approximation (10) invalid. In fact, it can be
shown [17] that a circuit of order n can always be tuned so
Q
Z
ξ 
ξrev
ξX
0 1 2 3 4 5
0
0.5
1
1.5
2
ξcl
Fig. 3. The ξ factors of (15a)–(15c) as a function of QZ .
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Fig. 4. The quality factor QZ of a selected second-order RLC circuit.
that first n−1 terms of the Taylor expansion vanish (binomial
transformer).
An example of such a second order system [18], [19] is
depicted in Fig. 4, which for KP = KS results in QZ = 0.
Another example [20] is a thin-strip dipole of length L and
width w = L/100, see Fig. 5. If the dipole is fed by a voltage
gap placed at h ≈ 0.228L, we realize that QZ = 0 at ka ≈
6.171, in which k = ω/c0 is the wavenumber, c0 is the speed
of light, and a is the radius of the smallest circumscribing
sphere.
This awkward property of a possibly zero value of QZ in the
case of circuits with clearly finite FBW unfortunately exclude
QZ from prescriptions with a possibly unique relation to FBW.
IV. CONCLUSION
It has been shown that, contrary to common belief, the
classical quality factor defined by the stored and lost energy
is not related to the fractional bandwidth by a general and
unambiguous functional relation. This is also true for Q
factors resulting from reversible energy and input reactance.
Considering the first-order system, only the Q factor based
on differentiation of the input impedance has been shown
to be a possible candidate for such a general functional
relation. It has however been demonstrated that for higher-
order systems, including elementary radiators like dipoles,
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Fig. 5. The quality factor QZ of a thin-strip dipole as a function of electrical
size and as a function of feeding position.
no quality factor has in general exact proportionality to the
fractional bandwidth.
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