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The first committed steps of the Fatty Acid synthesis pathway involves the 
de/carboxylation reactions of biotin.  By understanding this step, potential novel antimicrobial 
agents could be discovered.  The current tools of drug iscovery can only help the research in 
finding and modifying potential hits.  Finding a lead candidate from these programs are often 
equated to finding a needle in a haystack, which is due to the many assumptions used in 
molecular docking.  The fundamental reaction kinetics can not be described by these techniques 
and a detailed study of the decarboxylation reaction is investigated using ab initio molecular 
dynamics.  In this particular study, Car-Parrinello m lecular dynamics is used and how the biotin 
model is protonated was found to play an important role in its reaction barrier.  Although stable 
in low acidic solutions, a crucial nitrogen protonation is shown to have the lowest free energy 
barrier which could play a pivotal role in the enzymatic mechanism.  The molecular docking 
knowledge of potential ligand inhibitors via a low level modeling technique connected to high 
level quantum mechanical reaction modeling provides a synergistic route in the search for 




Chapter 1. Introduction 
The theories of statistical mechanics, thermodynamics, and quantum mechanics are 
building blocks in the foundation of computational chemistry.  Science has been enriched by 
using computational resources.  At one end of the computational chemistry spectrum lays 
quantum mechanics describing the electronic structue of the atom or molecule.  In 1985, Car 
and Parrinello1 advanced this field to accurately describe aqueous pha e systems containing 
many molecules at the quantum level of theory.  Towards other end of the spectrum is the 
empirical modeling of molecules. Here, macroscopic properties can be determined.  Streamlining 
this technique for applications to protein-ligand binding leads to another achievement of 
computational chemistry, molecular docking.  Pharmaceutical science, organic chemistry, and 
biochemistry have benefited from this technique.  With these tools, complex problem can be 
addressed, such as carbamate decarboxylation reaction of biotin.    
An antibiotic is a substance that inhibits bacterial growth, either by directly killing them 
(bactericidal) or by hampering bacterial growth (bacteriostatic).  No antibiotic is completely 
effective and there may be remaining bacteria (which are have enough resistance to the drug to 
continue the growing).  This is natural selection and fter the antibiotic treatment, the original 
surviving bacteria will multiply to become a more resistant bacteria of the selected drug.  Due to 
the overuse of antibiotics, there has been an increase of antibiotic resistant bacteria, necessitating 
a search for new targets for antibiotics.  A potential route for inhibiting bacterial growth targets 
the enzymatic system of fatty acid synthesis (FAS).  FAS has been found to be essential to the 
survival of Escherichia coli2 because it is a crucial pathway in membrane lipid biogenesis.3    
The complete FAS pathway involves many other enzymes which add carbon units to the 
growing fatty acid molecule. The first regulated and committed step of the FAS pathway begins 
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with the enzyme acetyl-coenzyme A carboxylase (ACCase).  This is a multi-subunit enzyme 
(three domains), corresponding to the reactions (carboxylation and decarboxylation) and transfer 
(carrier protein) of the biotin substrate, shown in Figure 1.  The first part of the reaction involves 
the biotin carboxylase (BC) subunit and is an ATP-dependent phosphorylation of bicarbonate, 
forming a reactive carboxyphosphate intermediate4 which then is transferred to biotin.  The other 
products include inorganic phosphate (Pi) and ADP (top part of the curve in Figure 1.1).  Biotin 
is attached to the second domain, biotin carboxyl carrier domain (BCCP), which shuttles the 
carboxybiotin to the next domain.  The second-half reaction is catalyzed by the 
carboxyltransferase (CT) domain.  The CT process involves the transfer of the carboxyl group 
from carboxybiotin to acetyl-CoA to make malonyl-CoA.    
 
 





FAS occurs in all plants, bacteria, and animals.  More specifically, there are two 
classifications of FAS.  The first step in bacterial FAS (a.k.a FAS-II) is not performed by a single 
enzyme but rather involves three enzymes that correspond to the BC, BCCP, and CT domains.  
Mammalian FAS involves a single enzyme consisting of all three of these parts and is referred to 
as FAS-I.  The mammalian and bacterial active site residues of the biotin carboxylase and 
carboxyltransferase are strictly conserved suggesting that the catalytic mechanisms are the 
same.5  Inhibitors of FAS-I would prevent the synthesis of new fatty acids, which would be 
useful in the development of anti-obesity drugs.  Targeting FAS-II would produce an antibiotic.   
There are two available inhibitors of FAS-II on the market, isoniazid and triclosan.  Both 
of these target the enoyl-acyl carrier protein reductase6 which catalyzes a later step in the FAS 
pathway (not involving ACCases).  This particular enzyme is only present in FAS-II, making it 
an attractive target for antibiotics.  Isoniazid has two modes of action depending on the bacterial 
growth.  It is a bactericidal for rapidly growing bacteria and it becomes bacteriostatic for slower 
bacterial growth.  Triclosan is found in soaps, toothpastes, deodorants, and mouth washes.  
Finding other inhibitors of FAS-II pathway could introduce a whole new class of antibiotics.  For 
instance, BC and CT could both serve as an equally vi ble new target. 
Recently, these FAS-II targets have been brought under scrutiny.7, 8  Brinster et al.7 
investigated the inhibition of a gram-positive strain of S. agalactiae, where they performed a 
battery of in vivo and in vitro growth tests in which they knocked out a few key FAS-II enzymes 
and two known antimicrobial FAS-II drugs (triclosan d cerulenin) in growth medium (human 
serum and Todd Hewitt) containing long chain fatty cids.  They found no inhibition occurs as 
the bacteria can scavenge for lipids in the environme t.  Though, this is an interesting find, by no 
means does this suggest that the strategy of targeting the FAS-II pathway is a poor choice for an 
antibacterial target.  This study has a few shortcomings.  First, they only tested one organism and 
4 
 
it was a gram-positive bacteria.  Gram-positive cell walls lack the outer membrane, containing 
peptidoglycan, found in gram-negative bacteria.  Furthermore, their bacteria tested, is not known 
as a highly infectious ‘superbug’, such as MRSA (taphyloccus aureus) and tuberculosis.  Much 
more biochemical and pharmaceutical research is needed to see if this finding has a broader 
impact.       
1.1 Drug Discovery Overview 
The industrial drug discovery process involves the us  of high throughput screening 
(HTS), dose-response curves, assay tests, and virtual screening (VS) to identify a hit.  A hit is 
any molecule that responds to a particular target (e.g. enzyme).  Once a hit is found, a secondary 
test step known as a “hit explosion” is conducted; its goal is to modify and change the various 
substituent groups to determine the quantitative structure-activity relationships (QSAR).  Only 
from these experimental results a hit molecule can be elevated to lead status.  A lead compound 
has biological activity and its molecular scaffold is used for further modifications to enhance 
selectivity, potency, reduce off-target activity, and other metabolic properties.  After these 
biological activity tests and refinements of the lead, it is either abandoned or advanced to pre-
clinical trials.        
Computational chemistry has greatly aided and changed drug discovery.  Broadly 
speaking, VS is defined as any computational technique nvolving the binding of a small 
molecule to the target.  One such technique is molecular docking which tests a database of small 
molecule ligands against the target, in much the same manner as experimental HTS (a.k.a. virtual 
high throughput screening, VHTS).  The databases usd in molecular docking are divided into 
subsets based on the individual molecular descriptors (electrostatics, shapes, hydrophobicities, 
log P, number of hydrogen bond donors/acceptors) and c  span an extremely broad, yet 
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detailed, chemical space. Historically, drug discovery was done by trial and error testing.  Now, 
the rational drug design approach is used, focusing on specific three dimensional structures and 
interactions incorporated into the VS techniques.  
1.2 Non-enzymatic vs. Enzymatic Reactions 
 Enzymes catalyze reactions rapidly and selectively.  Knowledge of the fundamental rate 
increase between the non-enzymatic and enzymatic rections can provide insight into the 
enzymatic mechanism and the reaction conformation of the natural substrates.  For instance, 
scientists have extensively studied both the enzymatic and non-enzymatic (cleavage of the 
carbamate bond) processes of carboxyl transferase involved in FAS.9-21  The experimental non-
enzymatic studies changed the solvent medium (i.e. polar to non-polar) or the pH while 
recording the kinetics of the conversion.  One can allude to a possible enzyme reaction 
mechanism by knowing the reactivity patterns (i.e. solubilities, reaction rates, and chemical 
affinity) of the natural substrates and their analogues.  Theoretical studies have also examined 
various parts of this reaction, such as sulfur’s role in biotin, the binding of the biotin substrate, 
and solvent effects on the aqueous reaction.  These studies applied the full range of 

















Figure 1.2 Biotin Models.  Structures of N-carboxy-2-imidazolidinone (left) and carboxybiotin 
(right).      
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Other experimental non-enzymatic decarboxylation studies have examined this under 
various solvent and pH conditions.  This particular decarboxylation mechanism has postulated 
various model schemes for both acid catalysis18, 29-33 and fatty acid synthesis22, 23, 27, 34 (Figure 1) 
research.  N-carboxy-2-imidazolidinone (NC2I) is a common analogue for carboxybiotin (Figure 
2) used in these studies.  From the pH-dependency studie  of this reaction, they proposed both 
acid-dependent and acid-independent pathways.18, 30  At high pH, the unimolecular 
decarboxylation takes place via an anionic form compared to a protonated form below a pH of 8.  
It was found that the protonated form of NC2I is much more reactive with a first order rate 
constant 6000 times greater than that of the anion.18  Several low-pH routes18, 32, 35-38 were 
envisaged depending upon which of the two nitrogens, or three oxygens, are protonated.  
Experimentally, to differentiate which groups are potonated is difficult.  Computational 
chemistry is able to determine the more likely protonation sites and mechanism for the varying 
pH regimes. 
The reactions of ACCase, Figure 1.1, are the main focus of this thesis.  Both 
experimental and theoretical studies of proton’s influence of the decarboxylation mechanism will 
be presented in Chapter 3.  Changing the focus froma detailed mechanism to the larger scope of 
searching, development, and testing of new hits targe ing biotin carboxylase is the topic of 









Chapter 2. Computational Methods 
Ab initio molecular dynamics were performed with the Car-Parrinello Molecular 
Dynamics (CPMD) program version 3.4.139 and the docking study used the AutoDock version 3 
program.40  This work incorporated two different regimes of physical chemistry: quantum 
mechanical (CPMD) and empirical (AutoDock), thereby necessitating an assortment of High 
Performance Computing (HPC) configurations to efficiently operate these codes.  For example, 
HPC configurations which have the typical 1 Gigabyte (GB) of Random Access Memory (RAM) 
per Central Processing Unit (CPU) would be more beneficial for an empirical calculation as long 
as the amount of data in RAM remains below 1 GB.  Unlike quantum mechanical simulations, 
where the wave function and its associated two-electron integrals calculations require more 
storage space, HPC systems containing 2 GB or more per CPU would be able to handle this 
increased memory requirement.  Besides RAM requirements, the configuration of the HPC node 
is critical.  Each HPC resource is different- the amount of CPUs per node ranges between 2 and 
8.  By requesting multiple nodes one can speed up the calculation, yet this is not without a cost.  
Here, the cost is the interconnect speed between the odes.  These systems have a fast infiniband  
network to reduce the time which nodes communicate with each other.  However, the fastest 
communication between CPUs is if the CPU’s are on the same node.  One effective HPC 
configuration is to have many CPUs per node (Table 2.1).   These systems further benefit from 
an increase of RAM/CPU, making them able to efficiently run quantum mechanical calculations.  
The local supercomputering resources used are from Louisiana State University (LSU), the LSU 
Department of Information Technology Services , the Louisiana Optical Network Initiative 
(LONI).  National HPC resources from TeraGrid were us d and these systems include San Diego 
Supercomputer Center’s DataStar, Pittsburgh Supercomputing Center’s Pople, and University of 
Illinois’ National Center for Supercomputing Applications (NCSA) Cobalt. 
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Table 2.1  Summary of HPC resources. 
System No. CPU Login 
Tezpur 720* tezpur.hpc.lsu.edu 
Pelican 368*** pelican.lsu.edu 
Queen Bee 1360** queenbee.loni.org 
Eric 256* eric.loni.org 
Louie 256* louie.loni.org 
Oliver 256* oliver.loni.org 
Poseidon 256* poseidon.loni.org 
Bluedawg 104*** bluedawg.loni.org 
Ducky 104*** ducky.loni.org 
Neptune 104*** neptune.loni.org 
Zeke 104*** zeke.loni.org 
SuperMiked 1024 mike.cct.lsu.edu 
SuperHelixd 256 helix.bcvc.lsu.edu 
DataStar 2120v dslogin.sdsc.edu 
Cobalt 1024v login-co.ncsa.teragrid.org 
     * dual-core 
     ** qual-core 
     *** 2GB RAM/proc. (others have 1GB/proc.) 
       d  decommissioned 
       v  variety of architectures 
2.1 Ab initio Molecular Dynamics 
Molecular dynamics is a simulation technique where the time evolution of a system of 
interacting atoms is followed by integrating their quations of motion (EOM).  The Latin 
translation of ab initio is “from first principles”, wherein this case these principles are the 
established laws of physics.  Therefore, ab initio molecular dynamics (AIMD) integrates the 
EOM using electronic structure calculations to determine the interactions.  First, the modeling of 
the electronic wave function is discussed, followed by Car and Parrinello’s treatment of their 




2.1.1 Basis Sets, Plane Waves, and Pseudopotentials 
A set of functions (a basis set) is used to represent an individual molecular orbital.  The 








,ψ       (2.1) 
ψm is the m
th molecular orbital, ca,m are the linear combination coefficients, the Xa is the a
th 
atomic basis function, and na is the number of atomic orbitals.  There are two schools of thought 
on how to define Xa.  One idea is that the molecular wave functions are assemblies of the atomic 
wave functions; basis sets generated in this way are referred to as atomic orbital basis sets.  The 
most popular atomic orbital basis sets were proposed by Boys41 using Gaussian type functions 
(Eq. 2.2ab).  




























   (2.2b) 
Ng is a normalization constant.  When the sum of i, j, and k is 0, 1, and 2, the modeled 
representative orbital are s, p, d type, respectively.  α is a positive molecular orbital coefficient 
that describes the contribution of each basis functio  to a given molecular orbital. 
The second approach to choosing basis functions assumes that in the assembly of atoms 
the electrons can move about freely.  This assumption leads to plane wave (PW) basis sets which 
have the form in Eq. 2.3.   The plane wave formulism are a product of a wavelike part and a 
periodic part ( f (r) in Eq. 2.3a ).   





rGr) icf exp( G      (2.3b) 
( )G)rkr
G
Gkk +=∑ + (exp)( icψ      (2.3c) 
1=GRie      (2.3d) 
The periodic part (2.3b) is expressed by the expansion of a finite number of PW in which 
the wave vectors are reciprocal lattice vectors of the system.   Equation 2.3c is the full electronic 
wave function as a sum of PWs.  A reciprocal lattice is used, which uses real space lattice points, 
R, and reciprocal lattice vectors, G Eq. 2.3d.  Both approaches have had great success, however, 
PW basis sets are periodic, which makes them a goodch ice for condensed phase simulations 
using periodic boundary conditions. 
Since the core electrons are closer to the nucleus, they have a stronger attractive potential 
giving them a greater kinetic energy.  The core electron’s momentum will be very large and their 
associated de Broglie wave length will be very small.  Using plane waves would be an inferior 
approach to model the core electrons because one would need a great number of wave vectors in 
the plane wave basis set to represent the core.  In most cases, the core electrons and nucleus do 
not participate in any chemical reactions; therefor ne can replace them with an effective 
pseudopotential which fixes the core states.   The construction of the pseudopotential should 
mimic the real wave function beyond a certain cutoff, rc (Figure 2.1).   For the core states, the 
pseudopotential is fixed for distances less than rc d PWs are used to model the valence charge 
density.  The term “ions” as it pertains to AIMD is the nucleaus and pseudopotential (core 





Figure 2.1  Representations of the real (Ψ) and pseudo (Ψpseudo) wave functions.  The associated 
wave functions potential is denoted by V. 
2.1.2 Density Functional Theory 
All the information about a quantum mechanical system is contained in it’s wave 
function, Ψ.  The Born-Oppenheimer approximation states that the electronic and nuclear 
degrees of freedom can be separated because the motion of he electrons is much faster than the 
motion of the nuclei.  Within the Born-Oppenheimer approximation, the nuclear degrees of 
freedom will appear only as an external potential acting on the electrons and the electronic 
Hamiltonian, Ĥ, is 
































)(r        (2.5) 
The terms on the r.h.s. of Eq. 2.4a are the kinetic energy operator (T̂ ), the external 
potential ( elNucV −ˆ ), and the potential energy of repulsions between el ctrons ( elelV −ˆ ).  This are 
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terms are redefined in Eq. 2.4b.  Z is the atomic number of the nuclei, ΄ is the electron charge, 
and me is the electron rest mass.  The subscript indices for the nuclei and the electrons are 
capitalized and lower case respectively.  Note, the kin tic (T̂ ) and potential ( elelV −ˆ ) energy 
functions do not include any terms relating to the nuclear configuration, so they are independent 
of the external potential created by the nuclei.  Bold variables indicate a vector quantity.  In Eq. 













∂=∇           (2.6) 
If the number of electrons and the external potential are defined, the wave function, the 
allowed energies, and other observables (i.e., the electron probability density, ρ(r)) can be 
determined.  This relationship was inverted by Hohenberg and Kohn allowing the number of 
electrons (Eq. 2.7) and the external potential (Eq.2.8) to be determined from the ground state 
electron probability density, ρ(r) (Eq. 2.9).  
rr  d)ρ(n ∫=         (2.7) 
∫=− rrr d)vρ(V elNuc )(      (2.8) 
( ) nn dddn)ρ( rrrrrrr1 KKK 32
2
21 ,,∫ ∫= ψ      (2.9) 
Before moving to the details of Density Functional Theory (DFT), the computational 
importance of using the electron density as the central quantity should be illustrated.  The many-
body wave function (MBWF) has 3 spatial coordinates p r N electrons (Eq. 2.2a) but the 
electron density is only a function of 3 variables (Eq. 2.7).  For example, if the real-space Ψ is 
represented on a grid containing 20 mesh points; the MBWF would need 203N values.  On the 
other hand, the electron density only requires 203 values to describe the wave function.  For 
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water, which has 10 electrons, one would need to store 2030 coordinates for the MBWF versus 
203 for the density.  This equates to 1027 times more storage space required for the MBWF versus 
the electron density. 
From Hohenberg-Kohn42 DFT, the electronic ground state energy, E0 (zero subscript 
denotes the ground state), is a functional of the electron density.  Taking averages the kinetic and 
potential energy operators in Eq. 2.4b (the over-bars indicate averages) the ground state energy 
becomes 
][][][][ 00000 ρρρρ elelelNuc VVTEE −− ++==     (2.10) 
Hohenberg and Kohn’s second theorem states that for every trial density function the 
inequality below is true.      
][][][][0 trialeleltrialelNuctrialtrial VVTEE ρρρρ −− ++=≤    (2.11) 
This means the trial energy functional is at a minium when the trial density converges 
to the real ground state density.  This ground state density is calculated self-consistently.  Kohn 
and Sham43 devised a method based on a reference noninteracting system.  Each noninteracting 
electron experiences the same reference external potential.  The reference external potential is 
chosen to make the reference ground state density equal to that of the real ground state density.  
Since the electron’s kinetic and potential energy operators are independent of the external 
potential, they cannot be treated in the same manner.  Ignoring correlation and exchange energy 
for a moment, Kohn and Sham expressed ][ρT  and ][ρelelV −  as follows (subscript ref refers to 
the reference system), 














ddVVVV elelrefelelelelelel ∫∫−=−=∆ −−−−
ρρρρρρ     (2.13) 
The classical electrostatic interelectronic repulsion energy, the double integral quantity 
on the r.h.s. of Eq. 2.13, is taken for the reference potential.  The electrons are viewed if they 
were spread out in a continuous charge distribution having an electron density, ρ.  Since the 
difference between the reference and real system of the kinetic and potential energies are 
unknown, they are lumped into the exchange-correlation energy functional (Exc[ρ]); 
][][][ ρρρ elelxc VTE −∆+∆=              (2.14) 
Exchange-correlation energy describes the realistic motions of the electrons.  Not only 
does this term include the quantum mechanical exchange nd correlation energy, but the 
correction for the classical self interaction energy and the difference between the kinetic energy 
of the reference and real systems. 







ρρρρρ xcref Eddd)vρ(TE +++= ∫∫∫ 2121 rrr
rr
rrr   (2.15) 
The first three terms on the r.h.s. that can easily be evaluated from the electron density; 
however, it is the exchange and correlation energy, Exc[ρ], which can be problematic.  To 
understand this better, looking into the reference state is needed.  The reference kinetic energy 
can be described with Kohn-Sham spin-orbitals (KSiu ).   The spin-orbitals are a product of a 
spatial (φ) and spin (σ) functions.  For the reference wave function (ψref), 
nref uuu ,...,, 21=ψ      (2.16a) 
ii
KS










irefT ϕϕρ ∑∇−= 22
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][     (2.17) 
Recalling the Kohn and Sham43 method, the electron density of the non-interacting 











ϕρρ      (2.18) 
The dependence of Exc on the electron density can be expressed as an interaction between 
the electron density and an energy density, εxc.  
rrrr dE xcxc )]([)()]([ ρερρ ∫=     (2.19) 
The energy density is dependent on the electron density and is treated as a sum of 
exchange and correlation contributions.  The exchange plus correlation energy per electron is εxc. 
The most notable approximation is the Local Density Approximation (LDA) for which the value 
εxc at a position, r, can be calculated using the electron density at r (Eq. 2.19).  The εxc is 
determined from a hypothetical substance called jellium, a homogeneous electron gas.  Jellium is 
electrically neutral, infinite volume having infinite interacting electrons, where the number of 
electrons per unit volume is nonzero and constant, and has a continuous uniformly distributed 
positive charge.  To a good approximation, the LDA can represent Exc if the electron density 
varies slowly with position.  In these studies, LDA was used throughout.   
2.1.3 Car-Parrinello Molecular Dynamics 
The AIMD simulation method used here is Car-Parrinello molecular dynamics1 (CPMD).  
This is a computationally demanding method, so before carrying out these simulations, the 
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system needs to be equilibrated using other less expensive methods, such as empirical molecular 
dynamics (MD) or Monte Carlo (MC).  In this thesis, Monte Carlo was used to create the initial 
simulation configuration for CPMD.  The simulation was started by placing the atoms/ molecules 
in a crystal lattice.  The volume of the crystal lattice is choosen to give the correct liquid phase 
density.  Then, this crystal structure is melted to form a liquid.  The melting stage uses a 
simulation in the canonical (N,V,T) ensemble at an elevated temperature (T = 900K).  The goal 
of this stage is to create a disordered liquid in the simulation cell.  For this 64 water box, it took 
half a million Monte Carlo cycles to break the crystal lattice.  The target production simulation 
temperature is 300K and two additional intermediate lowered temperature (700K and 500K) 
simulations were conducted.  A final melting stage was conducted at 300K to relax the atomic 
displacements.  The next step is to equilibrate the volume of the system.  Here, the ensemble is 
changed to the isobaric-isothermal (N,P,T) ensemble, so that the simulation box is allowed to 
grow and shrink.  When the system volume converges to a relatively constant value, the energies 
and configurations are checked again with the volume fixed at this value.  Then, the liquid 
system is ready to use in CPMD.  An additional CPMD equilibrium run to converge the initial 
kinetic and potential energies of the system.   
MD is a type of computer simulation in which the atoms interact via physical laws over a 
period of time.  Between two points in time, the system configuration travels through a path; 
however there are many possible paths due to numerical integration.  To determine a reasonable 
path, the principle of stationary action44, 45 (a.k.a. principle of least action) is used.  Lagran i n 
mechanics can be used to find a path that minimizes the action (S).  Action is a particular 
quantity in a physical system which describes its operation.  Only two points, initial and final, of 
the system needs to be defined and the intermediate valu s of the physical variables can be 
determined by minimizing the action.   
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Since the Car-Parrinello Lagrangian, LCP, is the central equation, a brief discussion of 
Lagrangian mechanics is necessary.  The Lagrangian, L, is defined as  
  VTL −=       (2.20) 
 T and V are the kinetic and potential energies of the system, respectively.  The trajectory, 
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The variables x and x&  are generalized coordinates and velocities, respectively.  Which 


















     (2.22) 
Kinetic energy is defined as ½mx& 2 and the potential energy will be V, will be 
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This is commonly known as Newton’s Second Law of Motion, stating that the force, F, 
(Eq. 2.28) is equal to mass (m) times acceleration (x&& ). What sets ab initio molecular dynamics 
apart from other MD techniques is the calculation of the potential energy.  In AIMD, the forces 
are evaluated “from first principles”, unlike empirical force fields, where the potential energy is 
defined by a set of parameters.  This set of parameters is chosen to represent a real system state 
point without explicitly considering the electronic degrees of freedom.  From these descriptions 
of the potential energies, it is clear that an empirical MD system can contain thousands of atoms 
since electrons are implicitly included in the force field.  On the other hand, AIMD systems have 
an upper limit of hundreds of atoms.  This technique can describe bond breaking/ formations and 
polarization effects; however, empirical potentials can describes these effects, yet they come at a 
higher computational cost.   
Many AIMD techniques, such as Born-Oppenheimer Molecular Dynamics (BOMD), 
evaluate the system’s new electronic structure at each time step, which is more computationally 
demanding.  What sets CPMD apart from other AIMD techniques is that it exploits the time 
scale difference between the fast electron motion and the slow nuclear motion.  Car and 
Parrinello transformed the quantum electrons and classical ions problem onto a unified two 
component classical problem having two adiabatically separated energy scales. The electron 
dynamics evolve at a lower temperature and have a fictitious inertia parameter assigned to them 
(called the fictitious mass, µ) .  The dynamics of the ions have true physical meaning.  The 
fictitious electron system is only used as a tool t keep the wave function near the ground state 
via simulated annealing.  CPMD’s real advantage is this efficiently re-optimization of the basis 
functions from the previous time step.  The elctronic system is fictituous while the wave function 
is being minimized, and then the ionic forces are calculated.  It should be mentioned, since the 
wavefunction is on or near the BO surface; therefore, the motions of the ions are slightly 
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different than if it was completely minimized.  If the wavefunction at each MD step is 
completely recalculated and minimized is another AIMD technique, called Born-Oppenheimer 
molecular dynamics (BOMD).  In this case, the wavefunction minimization involves matrix 
multiplication techniques which typically incur a hig er computational cost.   
Commonly used fictitious masses for CPMD range from 400 to 800 a.u., allowing time 
steps from 5 – 10 a.u. (or 0.1 – 0.2 fs).  There is a “fictitious temperature” associated with the 
electronic degrees of freedom, porportional to 〉〈∑ ii ψψµ &&  (where the physical teperature is 
porportional to 2∑ xm& ).  If the electrons are kept cold (low electronic tenperature), the electronic 
subsystem would stay close to its intantaneous minimum energy (i.e., near the Born-
Oppenheimer  surface).  The electronic ground state, EKS, is found by graudally removing kinetic 
energy so that the coefficients will “freeze” to the ground state, this is called stimulated 
annealing.  Decreasing the fictitous mass would allow for a better adiabatic separation because 
the search for the minimum energy would be similar to the old configuration and the accelaration 
of the coefficients is slow enough so that the search for the ground state is more detailed.  On the 
other hand, a smaller fictitous mass means the times ep is shorter and requires a longer 
simulation to sample the same time length trajectory.  A larger fictitous mass may not allow the 
wave function to remain sufficiently close to the ground state, due to the iteration being too 
large.  Monitoring the fictituous kinetic energy is crucial to ensure this adiabatic separation. 
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(2.27) 
The kinetic energy of the ions, valence electrons, a d contraints, respectively, are the first 
three terms on the right hand side (r.h.s.).   EKS is the Kohn-Sham potential energy functional and 
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is expressed as a function of ion position (xI), a wavefunction (ψi), and other possible external 
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The fictitious mass paramerter, µ, is a crucial quantity in CPMD calculations.  Its effect 
can be shown more clearly via the Car-Parrinello equations of motion (EOM).  The force, F  
































∂−== &&          (2.29c) 
The forces on the ions are real (Eq. 2.29a), unlike the forces on the wavefunction and 
system constraints which are fictitiuous (Eq. 2.29bc).  To conserve orthrogonality (Eq. 2.28) 
Lagrange multipliers,Λij , are used in Eq. 2.29b.  Simulated annealing is used to find the ground 
state wavefunction by a varying the velocities of the wavefunction, ions, and contraints, as the 
temperature approaches zero (to remove kinetic energy associated with ψi).  Here, the minimum 
energy is achieved (equilibrium) and the acceleration of the wavefunction is zero.  At this point, 




Car and Parrinello mapped the quantum mechanical electrons onto a classical system.  
This is achieved through the EOM of wavefunction.  Once all the forces are computed, the next 
step is to advance the system in time.  To solve for the atomic positions for the next time step 
(t+∆t), a knowledge of the previous timestep (t-∆t), and accelaration (a) is used to integrate the 
EOM.  A common technique is the Verlet algorithm.46 
2∆∆2∆ ta(t)t)x(txt)x(t +−−=+      (2.30) 
The estimation of the new position has an error on the order of ∆t4.  Other algorithms 
have been designed to improve this calculation, such as sampling the velocities at half-integer 
timesteps (Leap Frog algorithm47) and saving multiple previous timestep information (velocity-
corrected Verlet, for which is implemented in CPMD).  Using the Verlet formulism, the EOM 








































11 )(2    (2.31b) 
Unlike BOMD, the new wave function is calculated “on the fly” from the position of the 
previous - this is the key to rapidly solving the el ctronic EOM making CPMD a prized 
technique.  With the knowledge of the previously optimized wave function, the next step’s wave 
function can be quickly evaluated.  
2.2 Virtual Screening 
The rapid improvement in computer resources over the past few decades has led to the 
development of disciplines such as cheminformatics that can be invaluable tools in chemistry, 
biology, and medicinal research.  Cheminformatics uses these computational resources to mine 
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data from chemical databases.  There are a variety of mining techniques and database designs.  In 
this study, a virtual ligand database is mined (screened) by a docking program to identify the 
more active members of the database.  Before computers became commonplace, developing a 
potential drug was a undirected repetitious process involving organic chemists modifying these 
compounds, biochemists testing these compounds, and m y meetings discussing their results 
and future work.  Although these processes have not changed, computers and cheminformatics 
have streamlined it.  Now, cheminformatics can help answer and direct the questions of the drug 
development.      
Cheminformatics can give possible docked conformations in an active site for a plethora 
of ligands. However, protein-ligand docking is a complex problem involving many degrees of 
freedom.  Attempting to solve such a problem computationally requires a number of 
simplifications and naturally has drawbacks.  These include false positives based on the scoring 
function, a lack of proper sampling of the ligand and/or enzyme degrees of freedom, a lack of 
thermal effects, and inadequacies in the force fields used in the simulation.  Due to these 
difficulties, the minimal goal is a reasonable ranking of the docked ligands.  A good lead 
candidate would show activity in the nanomolar (nM) concentration.  On the other hand, a weak 
binder for which further studies could be continued would need to show some inhibition in the 
high micromolar (µM) range.48  This large range corresponds to a free energy window of around 
5 kcal/mol.  In some of these studies using a database containing 9,300 ligands, the top 10% 
could fall within this free energy range.  Additionally, comparative studies of various docking 
programs have been performed,49-52 and from the previous drawbacks, none of the current 
docking programs are distinctly better than the rest.  On the other hand, VS does provide an 
invaluable de novo drug design tool - enrichment50 of ligands for the purpose of evaluating the 
ligands’ binding motifs, analogous substructures, and comparison to the lead’s properties. 
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2.2.1 Autodock Methodology 
In order to screen vast ligand libraries, certain approximations are needed in order to 
evaluate the library within a reasonable time of length.  To predict the ligands’ energy in the 
enzyme when docked, a three-dimensional interaction grid map is constructed.  Rapid energy 
assessment is accomplished using pre-calculated atomic affinity potentials at these specified grid 
points in and around the enzyme.  This technique originated from Goodford53 and has been 
utilized by many docking programs.  The total interaction energy is calculated during the 
docking simulation from these pre-calculated enzyme pot ntial grid points and the coordinates of 
the ligand.54  Since the enzyme’s potential is calculated beforehand, this method’s efficiency 
scales with the number of atoms in the ligands, not in the enzyme.  The next section is devoted to 
the pre-calculated grid method, evaluation of the fre  energy function, and then AutoDock’s 
conformational searching technique (that differentiates it from other docking programs). 
2.2.2 Grid Mapping Procedure 
A pre-calculated grid map is calculated for each atom ype in the ligand database (Figure 
2.2).  The atom types include aliphatic carbon, aromatic carbon, nitrogen, oxygen, and polar 
hydrogen.  If the enzyme contains a metal, these parameters can also be included in the grid 
calculation, but require special treatment because the metal could be shielded by some residues 
in which only certain d electrons participate in the biochemical reaction.  Moreover, if the metal 
takes an active role in the enzymatic reaction in which it becomes reduced/ oxidized, this could 
add unexpected errors to the VS.  For all the enzymes used in this study, there were no metals in 
the active site. The grid consists of regularly spaced points centered on some region of the 
enzyme (i.e., the active site).  AutoDock’s grid spacing is adjustable, and in these studies, the 
choice of 0.375Å was employed which is sufficient for a preliminary screen.  At each grid point, 
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a probe (corresponding to each atom type) is placed.  The interaction energy is summed over all 
of the enzyme’s atoms within a nonbonded cutoff radius of the probe.   
 
Figure 2.2  Illustration of AutoDock’s grid energy calculation.  The ligand is shown in the center 
of the enzyme with the grid completely surrounding the enzyme. 
The van der Waals potential, V(r), between the probe and enzyme atoms is calculated 























σσε4)(      (2.32) 
In the common LJ 12-6 potential, n = 12, m = 6.  The well-depth is ε, which would 
correspond to the minimum energy in the black curve of Figure 2.3.  The separation distance has 
the symbol, r.  The first and second term in the brackets are the repulsive and attractive energies 
between the two particles.  This is represented in graphical form in Figure 2.3.  The distance at 
which these two forces are balanced (V(r) = 0 ) is σ. AutoDock’s force field parameters, σ and ε, 




Figure 2.3  Potential curves.  The purely repulsive and attractive potentials are red and green 
respectively.  The LJ 12-6 potential is plotted with a solid black line and the dotted black line is 
the ‘smoothed’ LJ potential. 
To find the minimum well depth and equilibrium distance between unlike atom types (I ≠ 
J), the well known Lorentz-Berthelot mixing rules are used, 
( )JJIIIJ σσσ += 2
1
     (2.33) 
JJIIIJ εεε =       (2.34) 
In a typical Monte Carlo or molecular dynamics simulation, interaction energy 
calculations involve summations of pairs i and j.  The purpose of the grid mapped atomic affinity 
potential is to limit these pairs to grid points.  However, when implementing the LJ potential 
over a grid there are several concerns.  First, if the probe’s grid point happens to fall on the 
enzyme’s coordinates (r = 0), the potential due to this is infinity, which is inconvenient to 
program.  Secondly, since the potential is only calcul ted at certain points in and around the 
enzyme, only a few of these points would exhibit maxi um affinity (V(req) = ε).  The majority of 
the calculated potentials would either be too repulsive, or too weakly attractive.  One way to 
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circumvent this is by decreasing the grid spacing to better sample the potential, yet, this would 
increase the computational cost.  Another technique is to smooth the potential (dotted black 
curve, Figure 2.3).  A length of 0.5 Å around the req is set for maximum affinity.  In AutoDock’s 
development, the free energy function was calculated with this smoothed function.   
Electrostatic potential grid maps are also calculated in a similar manner.  Instead of an 
atom type as a probe, a proton’s charge (1.60219x10-19 C) and the Coulomb potential (Vcoulomb) is 
used (Eq. 2.35).  Since there is no distance cutoff sed for electrostatic interactions, a sigmoidal 













)(       (2.36) 
The charges on the probe and enzyme atoms are denote  by qprobe and qenzyme, 
respectively.  ε0 is the dielectric constant for bulk water (ε0 = 78.4) and εr is the dielectric value at 
the particular separation of r.  The Mehler constants are B = ε0 – A; A = -8.5525, λ = 0.003627, 
and k = 7.7839.  
2.2.3 Conformation Search Algorithm - Genetic Algorithm  
The purpose of the search algorithm is to find the most likely docked conformations of 
the ligand in the enzyme receptor site.  There are a variety of optimization and search techniques, 
but AutoDock uses an evolutionary algorithm.  As the name suggests, evolutionary biology 
concepts (e.g. mutation, crossover) are used in this family of algorithms.  Before getting into the 
details of AutoDock’s genetic algorithm (GA), a few definitions are required.  Three sets of 
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variables are used to describe the ligand’s conformation with respect to the enzyme.  These are 
translation (defined by the three Cartesian coordinates of the center of mass), orientation (four 
variables defining a quaternion), and torsion (one a gle per torsional degree of freedom of the 
ligand).  In the spirit of biology, each of these sets make up a gene and the set of three genes 
make a chromosome.  These genes define the ligand’s state that corresponds to the ligand’s 
genotype; whereas, the actual atomic coordinates of the ligand is the phenotype.  
The GA starts by creating a random population of individuals, where each individual is a 
replication of the ligand in the grid box (the indivi uals only interact with the enzyme, not 
between themselves).  Each of the individuals have translational, orientation, and torsion genes 
that are given a random value chosen from a uniform distribution.  The translational genes are 
given a random position between the grid box end points.  The orientation and torsion genes are 
given a uniformly distributed random value from    -180° to +180°. These various individuals are 
allowed to develop (e.g. search the binding pocket).  This is done in the following steps: 1) 
mapping and fitness evaluation, 2) selection, 3) crossover, 4) mutation, and 5) elitism.  A 
complete cycle of these steps is called a generation.   
For each of the individuals, the genotype is converted, or “mapped” to the phenotype. 
Once the atomic coordinates are known, the fitness of the individual is calculated.  The 
intramolecular interaction energy of the individual is added to the intermolecular energy between 
the enzyme and ligand and the total determines the fitness of the individual. In the selection step, 
it is determined which individuals are able to reproduce to form the next generation. Each 
individual is allowed at least one offspring, yet if the individual has a better than average fitness, 
< f >, it is given more offspring.  The fitness is defin d by the docking energy.  The number of 










O         〉〈≠ ffW     (2.37) 
The fitness for the Ith individual and the worst individual (highest in energy) are fI and fW, 
respectively.  In this step, the population increases due to the offspring.  The docking simulation 
is terminated when fW  = < f >; at this point the population has been converged.  
 
 
Figure 2.4  Crossover example. 
For a random portion of the population, crossover and mutation are performed. For 
crossover, two individuals are randomly selected an two of their genes are swapped.  This is 
illustrated in Fig. 4.   The new chromosome replaces th  old, keeping the total individual 
population constant. Mutation occurs on a chromosome by adding a random value, fC from the 
Cauchy distribution to a gene.  The Cauchy (Eq. 2.38) and Gaussian, fG, (Eq. 2.39) distributions 
are similar (Fig. 2.5), but the Cauchy distribution s biased towards larger changes relative to the 























Figure 2.5  Cauchy (blue) and Gaussian (red) distributions.  Both curves have α = 0 and β = 1. 
The variables which affect the mean and spread of the distribution are α and β, respectively. The 
limits of the Cauchy and Gaussian distribution variables are: α ≥ 0, β > 0. 
The last step is elitism.  Both the parents and their offspring are ranked.  The top 
individuals are selected to survive to the next generation.  The top number of individuals is based 
on the initial population of individuals.  The cycle is repeated until convergence of the fitness, 
and this ends the GA.   
AutoDock has an improved search algorithm, called the Lamarckian genetic algorithm 
(LGA), which preserves the GA described above.  This is named for Jean-Baptiste Lamarck, 
who organized evolutionary ideas into a cohesive theoretical framework. This algorithm follows 
his evolutionary theory. One topic of Lamarckian evolution is “soft inheritance” in that the 
adaptations of the parents are naturally passed onto the offspring.  In other words, the phenotype 
can encode its characteristics into the genotype (in modern genetics only the genotype 
determines the phenotype).  This is “soft inheritance” is implemented in LGA by a random 
selection of individuals from the population to undergo a local search (in phenotype space) based 
on molecular mechanics energy minimization of the individual to the local environment. Then it 





















perform a global search, whereas the Lamarckian extension optimizes the local search (by 
refining individual’s conformation with respect to the enzyme).  Both of these searches are more 
intensive than other docking programs and exploring chemical space more thoroughly.  
Naturally, this algorithm is computationally expensive (~40minutes/ ligand, versus DOCK’s < 1 
minute/ ligand). 
2.2.4 Scoring and Ranking 
The next step is to evaluate the docking energy of each conformation (individual).  Using 
Hess’s Law, the free energy difference between the bound and unbound conformations can be 
determined by calculating the three other terms (Figure 2.6 and Eq. 2.40). 
 
Figure 2.6  Diagram depicting Hess’s Law for protein-ligand docking. 
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The ligand-enzyme grid calculations are carried out as described in the grid section but 
instead of calculating the interactions between the enzyme atoms and a probe on the grid, the 



































































  (2.41) 
The electrostatic and van der Waals terms have been d scribed in the previous section.  
On the r.h.s. of Eq. 2.41, the five ∆G are empirical coefficients that were determined from a 
linear regression analysis of a set of known enzyme-ligand inhibitor complexes.40  The weighted 
∆G values are 0.1485, 0.1146, 0.1711, and 0.3113 kcal/mol for the van der Waals, electrostatic, 
solvation, and torsional free energies, respectively.  ∆GHbond is 0.0656 kcal/mol, and if no 
hydrogen bonds are formed for the complexed ligand nitrogen or oxygen atoms, there is a 
penalty of 0.2 kcal/mol.    E(θ) is the directional weight of the hydrogen bond, where θ is the 
angle of the donor - oxygen hydrogen – acceptor oxygen.  The strength is modulated by the 
cosine of the hydrogen bonding angle.  When θ decreases, the bond strength decreases, and there 
are no hydrogen bonds below θ = 90°.  EHbond is the estimated average energy of the hydrogen 
bonding between a polar atom and water.  The indices i and j refer to the pairwise interactions of 
ligand atoms and enzyme grid points, respectively.  Additionally for intermolecular ligand 
interactions, the summation is over atoms separated by three or more bonds.  From Figure 2.6, 
the in vacuo calculations include only the first four terms on the r.h.s. of Eq 2.41.  Ntor is the 
number of torsional angles of the ligand.   
The solvation term is determined from fragmental ligand atom volumes (predefined 
volumes).  The number of enzyme atoms found in these volume fragments are weighed by an 
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exponential function and summed.  This determines th  volume around the ligand that is 
occupied by the enzyme.  The solvation free energy term, the variables dg, Si and Vj are the 
Gaussian distance constant (3.5Å), solvation term for atom i, and the volume fragment of atom j, 
respectively.  The solvation term, Si is calculated in the following manner, 
iii qkaS +=       (2.42) 
Where, ai is the atomic solvation parameter for atom i, having a partial atomic charge of 
of qi, and the charge based atomic solvation constant, k.  These constants can be found in Morris 
et. al.40 and the AutoDock webpage (http://autodock.scripps.edu).  
Once the VS is completed, a rank ordering of all the ligands in the screened database is 
composed.  Ranking of ligands should not be taken lit ra ly, but used as a guide to direct drug 
design.  The individuals (conformations) obtained from the screen are clustered together based 
on the root mean squared distance between the individual’s atoms.  In order to find a good 
inhibitor, these docking conformations need to be visually inspected to make a reasonable 
decision based on its ability to bind in the active sit .  Note, there is a delicate interplay between 
the shape and electrostatics of the ligand - enzyme binding.  Although VS is a tool to explore 
this, it cannot accurately rank the ligand database.  In order to find a good inhibitor, these 
docking conformations need to be visually inspected to make a reasonable decision based on 
their ability to bind to the active site.  This leads to the true power of VS, enrichment, by which a 
comparison of binding motifs and ligand substructures is conducted to find probable inhibitors.   




Chapter 3. Decarboxylation Reaction Investigation Using ab initio Molecular Dynamics 
 
Carbamate formation and cleavage are the two basic chemical steps for biotin to function as a 
carrier of activated carbon dioxide (Figure 1.1), which is crucial for mammalian and avian fatty 
acid synthesis.4, 35, 57-59  The carbamate cleavage process is catalyzed by car oxyltransferase 
enzymes.  To probe the mechanistic details involved in this biochemical process experimentalists 
have studied model compounds in solution.  For example, the decarboxylation reaction of N-
carboxy-2-imidazolidinone (NC2I), a common analogue for carboxybiotin, has been the focus of 
both acid catalysis18, 29-33 and fatty acid synthesis22, 23, 27, 34 research.  Through extensive pH-
dependency studies of the NC2I and carboxybiotin decarboxylation process, both acid-dependent 
and acid-independent pathways were proposed.18, 30  At high pH, the unimolecular 
decarboxylation takes place via an anionic form (Scheme 1) compared to a protonated form 
(Schemes 2-4) below a pH of 8.  It was found that te protonated form of NC2I is much more 
reactive with a first order rate constant 6000 times greater than that of the anion.18  Several low-
pH routes18, 32, 35-38 were envisaged depending upon which of the two nitr gens, or three oxygens, 
are protonated.  Based on the pKa values, compared to the N-protonated forms, the O-protonated 
species would be more stable under mild acidic conditi s.36, 38 
In previous theoretical studies,  Gao and Pan23 used a Quantum Mechanical/ Molecular 
Mechanical (QM/MM) approach to model the decarboxylation reaction of the anion (Scheme 1) 
and a protonated form (Scheme 2).  The decarboxylation barrier heights were found to be close 
to those determined from the experiments,18 especially for high pH conditions.  However, Gao 
and Pan only examined Schemes 1 and 2, and their results do not completely rule out the other 
protonated decarboxylation pathways.   
Canepa and Bach27 investigated both the stability and the decarboxylation barrier for the 























































































calculations were included to address the solvent effects, these calculations were performed only 
on Scheme 2 using either an implicit solvent or a gas-phase cluster (where a few explicit solvent 
molecules were incorporated).  These techniques are insufficient to allow for any comprehensive 
treatment of solvent effects, let alone proton transfer.  Thus, there is a gap in our understanding 
of the decarboxylation mechanisms, especially those via Schemes 3 and 4.   
In this study, we applied constrained Car-Parrinello molecular dynamics (CPMD) to the 
study of the various decarboxylation pathways.  In our calculations, the solvent molecules were 
treated quantum mechanically at the level of Density Functional Theory (DFT), consistent with a 
reactive solute.  This not only allows us to take into account the many-body and polarization 
effects important for aqueous systems, but also enabl s a description of the solvent-mediated 
proton transfer process (particularly important in Schemes 3 and 4).  Constrained molecular 
dynamics was used to circumvent the sampling problems (or the long-time scale issues) posed by 
the large energy barriers present in the decarboxylation process by enforcing the dissociation 
along a reasonable reaction coordinate.   
3.1 Simulation Setup 
All simulations were started from equilibrated configurations containing one NC2I 
molecule and 64 water molecules obtained from classic l imulations, using the non-polarizable 
TIP4P60 water model.  The majority of the force field parameters to describe the intermolecular 
interactions between NC2I and water were obtained from CHARMM,61 while a few of them 
were taken from OPLS.62, 63 For example, the methylene groups were described by OPLS-UA (to 
reduce computational cost). The purpose of the classi l simulation is to obtain a good starting 
configuration for ab initio molecular dynamics.64 The geometry of the NC2I molecule (which 
was obtained through a gas-phase geometry optimization) was fixed throughout the classical 
simulations and Monte Carlo moves were carried out only on water molecules to find an optimal 
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water configuration surrounding the NC2I molecule. First, isobaric-isothermal ensemble 
simulations were carried out at 300 K and 1 atm, where the average cubic box length was 
obtained separately for the anion (12.45 Å) and the protonated forms (12.58 Å). Then the box 
length was fixed at this average value, followed by another simulation run in the canonical 
ensemble at 300 K. The final configuration from these classical simulations was used as a 
starting point for the CPMD investigation.  
All ab initio molecular dynamics simulations were performed with the CPMD program 
version 3.4.1.39  The gradient-corrected Hamprecht-Cohen-Tozer-Handy (HCTH)65, 66 functional 
was used because it provides a good structural description and improved energetics65 compared 
to the popular Becke-Lee-Yang-Parr (BLYP)67, 68 functional for aqueous systems. For all atoms, 
the valence-core interactions were described by normc nserving Troullier-Martins 
pseudopotentials.69  For heavy atoms, these have been transformed to a fully non-local form 
using the scheme of Kleinman and Bylander70 to accurately represent the combined effect of the 
nucleus and core electrons. The valence electronic wave functions were expanded in a plane 
wave basis set with an energy cutoff of 80 Ry. All hydrogen nuclei were treated as classical 
particles with the mass of deuterium. A fictitious mass of 800 au was used for the electronic 
degrees of freedom which is consistent with the recommended one fifth of the mass of 
deuterium,71, 72 and allows a time step of 6 au (0.145 fs).  Following a previous study,73 a short 
simulation was performed during which the temperature was controlled by uniformly scaling the 
velocities to the target simulation temperature of 300 K whenever a tolerance interval of 50 K 
was exceeded. The system was then equilibrated at 300 K for about 1.0 ps using a Nosé-Hoover 
chain thermostat74-77 having a chain length of four and frequency of 2400 cm-1. The production 
runs were at least 5.0 ps long and were carried out in the canonical ensemble using the same 
Nosé-Hoover chain thermostat. It has been shown previously that the application of this 
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thermostat allows the use of larger fictitious electronic masses (such as the 800 au used here),78 
and as consequence, larger time steps.  
Since chemical reactions are dominated by activated processes, the problem of long-time 
dynamics and rare events cannot be avoided. The time-scale challenge can be met by the method 
of constrained molecular dynamics.79-81  In this approach, the reaction is forced to take place 
using a constraint parameter ξ, which is typically chosen to resemble the reaction c ordinate. In 
each constrained molecular dynamics simulation, the value of this parameter is held constant. 
Within the CPMD framework, this constraint can be linearly added to the Car-Parrinello 
Lagrangian according to the blue moon ensemble method,80, 81 through which the average 
constraint force, f(ξ), can be conveniently evaluated. For example, in the case of a distance 
constraint, f(ξ) is equal to the ensemble average of the Lagrangian multiplier < λ >ξ. With 
knowledge of the constraint forces at consecutive ξ values (determined from multiple 
independent simulations at these separations), the relative Helmholtz free energy (∆A) between 






ξξ dfA       (3.1) 
For simplicity, linear constraints of the carbamate bond length were used.  This simple 
choice of reaction coordinate allows us to directly ompare to the results obtained from previous 
QM/MM studies on some of these decarboxylation pathw ys.23, 34  It has been shown by these 
QM/MM studies that the use of the N−CO2 distance as the reaction coordinate can lead to 
excellent interpretations of the decarboxylation barrier heights that are comparable to the 





3.2 Results and Discussion 
 
In the following discussion, the various reaction schemes that were examined here were 
named based on the starting configuration of the NC2I molecule.  For example, Scheme 1 
proceeds via an anionic form and was thus referred to as Anion.  A similar study is performed 
with the Anion and sodium counterion which was denot d as Anion+Na.  Protonation on the 
carboxylate group can occur at either one of the oxygens. In Scheme 2, the protonation occurs at 
the top oxygen (i.e., cis to the ureido oxygen); we ill refer to this as the TopOP model (top 
oxygen protonated).  Likewise, Scheme 3 having the bottom oxygen protonated for the starting 
structure will be referred to as BotOP.  The ureido oxygen can be protonated as well.  This 
proton is placed facing away from the carboxylate group, yielding a structure, which we call 
Ureido-OP.  The second nitrogen can also be protonated s shown in Scheme 4.  The first 
reactant structure in Scheme 4, is labeled as N2POP (second nitrogen protonated with an oxygen 
protonated).  The middle structure in Scheme 4, after the carboxylate oxygen loses its proton, 
will be called N2P.  Note that the TopOP, BotOP, Ureido-OP, N2P and Anion+Na models are all 
electrically neutral on their own. For the two charged models (Anion and N2POP), a neutralizing 
background charge is added to ensure the overall neutrality of the system. 
Only the TopOP and Anion models have been studied before in the solution phase.  The 
calculated constraining forces are presented in Figure 3.1.  The whole integration of the forces is 
shown in Figure 3.2.  However, the calculation of the barrier heights only include the 
constraining distances starting with the model’s equilibrium carbamate bond distance (having a 
zero force) to the transition state.  In this study, the decarboxylation barrier for the Anion is 23.8 
kcal/mol (Figure 3.2) with a critical distance of 2.17 Å. This is close to the previous 
experimental18, 29 result  of 23.2 kcal/mol obtained at a pH of 10.2 (where the NC2I molecule is 
expected to exist exclusively in the Anion form given an estimated18 pKa of 4.2 for the neutral 
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species).  The QM/MM study by Gao and Pan23 predicted a barrier of 22.7 kcal/ mol and a 
critical distance of 2.2 Å.  To better compare the Anion model to the other neutral protonated 
forms, another simulation was performed on the Anion+Na system.  The barrier height for 
Anion+Na was calculated to be 24.2 kcal/mol with a critical distance of 2.17 Å.   
These results are encouraging considering the statistic l uncertainties, finite size issue, 
and the accuracy of DFT.  For example, uncertainties in the constraining forces for a 5 ps 
trajectory, which are typically around 1 kcal/mol/Å, would contribute up to 1 kcal/mol to the 
statistical error for the barrier height.  However, this uncertainty is sufficiently small to 
differentiate the decarboxylation barrier heights obtained for the various forms.  Due to the 
computational expense of CPMD, system size effects were tested for only two models (Anion 
and Anion+Na) at a carbamate-bond distance where the constraint force has a large negative 
(attractive) value.  For these two simulations the number of water molecules was increased to 96 
with the results included in Figure 3.1.  The percent difference between these forces and their 64 
water counterparts is 3% with an absolute value of about 1.5 kcal/mol/Å; similar to the 
magnitude of the estimated statistical uncertainties.      
We found the TopOP barrier to be 20.3 kcal/mol with a critical distance of 2.07 Å, versus 
21 kcal/ mol and a critical distance of 2.04 Å from the QM/MM work.34  An experimental 
decarboxylation barrier of 20.7 kcal/ mol was estimated at a pH of 6.1, but it should be noted that 
this experimental pH value is about 2 units higher t an the pKa of the neutral species.  In fact, the 
experimental decarboxylation rate increases by about 2 orders of magnitude in going from a pH 
of 6.1 to 4.2, which parallels almost exactly with the expected increase in the concentration of 
the neutral species.  This was viewed as a manifestation of decarboxylation routes via such 






Figure 3.1  Average Force of Constraints of the models: Anion (black), Anion+Na (magenta), 
TopOP (red), BotOP (green), and N2P (blue).  These points were obtained for a system 
containing 64 water molecules. The curves are used a  a guide for the eye.  The magenta and 
black squares correspond to the results obtained using a larger system containing 96 water 
molecules for the Anion+Na  and Anion models, respectiv ly.  
 
Figure 3.2  Free Energy profiles of the various aqueous phase models: Anion (black), Anion+Na 
(magenta), TopOP (red), BotOP (green), and N2P (blue).  
 
 
Figure 3.3  Snapshot of the TopOP model at 
notations: oxygen (red), hydrogen (white), carbon (green), and nitrogen (blue).  The surrounding 
water is shown with a line representation. 
 
We also noticed the same two
reaction: a low-barrier proton transfer from the carboxyl group to the ure
the breakage of the carbamate bond.  In particular, at a carbamate bond length close to 1.6 Å (far 
prior to the breaking of the carbamate bond), our CPMD trajectory showed a frequent proton 
exchange between those two oxygens (see Fig
two protonated forms have similar stabilities.  At a carbamate bond length of 1.6 Å, the proton is 
continually transferred between these two oxygens (residence time attached to an oxygen is 
approximately 1 ps) and a complete proton transfer to the ureido oxygen was observed in the 
simulation at a carbamate bond length greater than t is distance. The TopOP production runs 
were lengthened to 8 ps to account for any fluctuations in the constraint force due to t
hopping.  Considering that this proton transfer happens on a short time scale (comparable to that 
of hydrogen bond formation/ breaking in aqueous solution) and our simulations were longer than 
this time scale, we would like to argue that meaningf
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degree of freedom can be obtained from these simulations.  Therefore, we did not bother to add 
another coordinate to deal explicitly with the proton ransfer process, which would be more 
expensive. 
The BotOP reaction, having the largest barrier, is clearly not the preferred protonated 
mechanism (Scheme 3).  This scheme was previously proposed by Rahil et. al.18 However, using 
only the carbamate separation as the reaction coordinate, the direct proton transfer to the nitrogen 
never occurred. It is likely that this type of internal hydrogen transfer would have to overcome a 
significantly larger barrier due to the change in hybridization of the nitrogen.  In the constrained 
BotOP simulations, it was found that at a carbamate separation of 1.6 Å, this proton leaves the 
carboxylate group and begins to transfer through the solvent.  An additional two constraint study 
was carried out, in which the constraining distances w re the extra proton (associated to a water 
molecule) to the N1 nitrogen and the carbamate bond were investigated.  From Figure 3.5, the 
proton combines with the N1 nitrogen at a carbamate distance of 1.65 Å, which agrees with the 
single N-C constraint BotOP simulation where the carbon dioxide is far enough from the N1 
nitrogen for the proton to leave.  Figure 3.5, illustrates a SN2 reaction, it is more likely a water 
would capture the release of the proton than the N1 nitrogen, based on the single constrained 
BotOP simulation and steric hinderance.   
For the BotOP reaction, the recombination of the solvated proton back to the NC2I anion 
should occur, but due to the limited simulation time, it was only observed in two cases, at N−C 
bond lengths of 1.77 and 2.37 Å, which created a TopOP-like species (see Figure 3.4c).  The 
statistical averages of the constraint forces are thus somewhat problematic as the recombination 
appears to happen on a similar or slightly longer time-scale than these molecular dynamics 
simulations (but definitely shorter than the decarboxylation process). Integration of these forces 
 
along the N−C bond yielded a barrier height of 25.2 kcal/mol and  critical distance of 2.11 Å.   
A significantly higher barrier height (compared to T pOP) is expected considering that most of 
the intermediates created by the lengthening of the N
but instead stay as a charge-separated ion pair in solution.  The presence of this intermolecular 
proton transfer (between the NC2I and solvent) illustrates the importance of using an explicit and 
quantum-mechanical treatment of the solvent.  Unlike the previous schemes, the solvent 
molecules are chemically involved as part of the reaction mechanism.  Figure 3.4 illustrates how 
the proton can transfer to the solvent and back to the NC2I molecule.
 
Figure 3.4  Snapshot of BotOP at an N
Panel a shows the leaving of the proton to a nearby water molecule, b the proton transfers 
through the solvent (lower right is the H
the ureido oxygen.  Panels a, b, and c approximately correspond to 2, 4, and 6 ps after 
equilibration, respectively, on a total 8 ps production length.  The transition from b to c involves 
the proton leaving through the botto
periodic boundary conditions. 
 
For short carbamate distances, N2POP was found to be unstable with one of the protons 
quickly leaving from the nitrogen atom to the solvent due to the basicity of the sol
even when this proton is off the molecule, the pH value of the solution (which would be close to 
zero) still remains higher than the pK
from Caplow’s pKa study
36 on similar molecules).  However, when the N
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-C distance of 2.37 Å (color notations as Figure 3.3).  
3O
+ ion), and c the H3O
+ ion is transferring the proton to 
m and entering from the top of the simulation box via 
 
a of this N2POP species (which is estimated to be around 
−
ution.  That is, 
-1 
C bond is slightly  
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Figure 3.5  Two distance constraint contour plot of the Helmholtz free energy landscape. 
 
stretched (larger than 1.45 Å), the two protons were found to be bound to the nitrogen atom  
throughout the simulation. Instead, the proton thatis initially atta3ched to the carboxylate group 
transfers to the solution. Thus, the decarboxylation for N2POP actually proceeds through an N2P 
type of intermediate.  Additional simulations for the N2P model were carried out on a system 
that contains only this zwitterionic NC2I form and 64 water molecules. 
N2P was found to have a decarboxylation barrier of 8.5 kcal/mol, which is substantially 
lower than the values estimated for the other models.  Additionally, this mechanism has the 
shortest critical distance, 1.97 Å.  This result needs to be put in perspective because N2P is 
significantly less stable27 than the O-protonated forms (such as TopOP).  If N2P is viewed as an 
intermediate in Scheme 4, additional kinetic factors for this decarboxylation route would come 
from the formation of N2POP and the conversion of N2POP to N2P. In particular, at conditions 
that are not very acidic, the former step is a bottleneck, which can be directly inferred from the 
rather low experimental pKa (of about -1) determined by Caplow for the positively-charged 
protonated form.  For example, using Caplow’s pKa value, the equilibrium concentration of the 
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positively-charged protonated species, would be about 7 orders of magnitude lower than that of 
the neutral form at pH = 6.2 (where one of the experim ntal decarboxylation barriers was 
interpreted). This factor alone would lead to a reduction of the observed rate constant by at least 
7 orders of magnitude, equivalent to a minimum barrier increase of 10 kcal/mol. In addition, 
N2POP may not necessarily be the most stable positively-charged form.  Caplow suggested that 
the ureido oxygen gets further protonated at strong acidic conditions,36 whereas the gas-phase 
study carried out by Canepa et al. found that N2POP is more stable.27   In addition, the 
conversion step from N2POP to N2P has a barrier of a few kcal/mol. For example, a 5 kcal/mol 
barrier was estimated from the deprotonation of a TopOP-like form. By considering these kinetic 
factors prior to decarboxylation, the overall barrier for Scheme 4 would exceed that determined 
for the TopOP form.  However, this mechanism may become important in strongly acidic 
solutions. 
Proton transfer is directed by electrostatic interactions.  By looking at the electrostatic 
potential during the course of the carbamate cleavage, the proton transfer mechanism can be 
sought. The electrostatic potential snapshots shown in Figure 3.7,  were choose because the 
potential appreciable changes (i.e. reduction of an electrostatic well due to lengthening the 
carbamate bond).  In Figure 3.7, the first row, is the anion’s electrostatic potential.  There is a 
large negative electrostatic potential which is smeared around the oxygens.  Since this model has 
an extra electron it does have the largest negative lob s.  This negative lobe prevents any direct 
hydrogen bonding to the N1 nitrogen which was not seen in anion simulations. Moreover, for all 
models studied the N1 nitrogens have a small negative electrostatic lobe, hidden inside the larger 
positive ring lobe and screened by the outside by the oxygen lobes, making the N1 nitrogen 
somewhat inaccessible to hydrogen bonding (which was seen for most distances studied).   
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When adding a proton to the lower oxygen (BotOP, the next row of Figure 3.7) on the 
carboxylate, the barrier height increases.  This proton disrupts the electron cloud around the 
carboxylate group.  Yet, the ureido oxygen and cis oxygen do maintain a smaller combined 
negative electrostatic isosurface (until a carbamate distance of 1.68 Å). After this carbamate 
distance, the proton leaves the carboxylate group and networks through the solvent.  This proton 
occasionally will form a hydrogen bond with the carbonyl oxygen (only after a carbamate 
distance of 1.77 Å).  In the last picture of the BotOP, shows the extra proton bonded to the 
carbonyl oxygen and a nitrogen coordinating water molecule, both are competing for the 
negative charge building on the nitrogen.  
From the BotOP case, the proton placement created a localized negative field around the 
oxygen it was attached to.  By placing the proton in a spot between the ring and carbon dioxide, 
one should be able to break the connecting bond more easily.  For this case, the proton is located 
between the carbonyl oxygen and the closest carbon dioxide oxygen, or also known as the 
TopOP model.  Even at short N-C bond lengths, this proton breaks up the favorable negative 
electrostatic interaction between the oxygens.  From the start, one can distinctly see the carbon 
dioxide.   
The zwitterion, N2P, electrostatic potential provides insight to the large positive N2 
nitrogen group charge counterbalanced by the negative carbon dioxide region.  Similar to the 
other model’s proton localizing the negative electrostatic potential onto the oxygens, the large 
positive lobe of the N2P molecule, somewhat localizes the negative charges (small electrostatic 
overlaps between the oxygens).  The extra proton cha ges role from disrupting the oxygen 
interactions (TopOP, BotOP) around the carbon dioxie to centralizing N2P’s charge; hence a 






Figure 3.6  Electrostatic potential isosurfaces of the various models.  The red isosurface refers to 
a charge density of -0.1 e/ Å3 and blue is 0.1 e/ Å3.  If showing, hydrogen atoms are white and 
the nitrogens are blue spheres.  The number labeled low each picture is the carbamate distance.   
The decarboxylation barriers obtained for the various decarboxylation pathways have 
clearly shown the effect of the protonation to this process. Among all the stable protonated 
species, the N2P form has the lowest decarboxylation barrier, about 15 kcal/mol lower than the 
Anion, which is in line with those observed for the d carboxylation of orotic acid and 
derivatives.82-85  Compared to the N2P form, the much larger barrier observed for the other 
protonated forms (i.e., TopOP and BotOP) remains to be analyzed.  At first glance, this has to do 
with their different molecular structures. In particular, for both TopOP and BotOP, the 
protonation position on the carboxylate group invokes the cleavage of the carboxylate O-H bond 
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followed by the transfer of this proton to the imidazolidinone during the decarboxylation process. 
To examine the effect of this proton transfer process, a model intermediate was created with the 
proton "manually pre-transferred" to the ureido oxygen (see Figure 3.8c).  By removing the need 
for proton transfer, the Ureido-OP model was shown to have a lower decarboxylation barrier 
than TopOP, which is in accord with our expectation. 
Figure 3.7  Electron density snapshots of the reactant and transition state structures of TopOP 
(panels a and b), Ureido-OP (c and d), and N2P (e and f).  Hydrogen and carbon atoms are 
colored white and cyan, respectively.  The electronic density isosurfaces are 0.27 for dark blue 
and 0.20 for the light blue.  For Ureido-OP, at the ground-state, the hydrogen is only weakly 
bound by the ureido oxygen with a bond distance of 1.2 Å; this distance decreases as the 
carbamate bond distance increases. 
 
However, the amount of barrier reduction observed there (2.3 kcal/mol) is much smaller 
compared to that found for N2P. Therefore, we would like to suggest that the electronic structure 
is the more important factor. As evident from the el ctron density maps shown in Figure 3.8, 
both TopOP and Ureido-OP models exhibit a clear redistribution of the electron density between 
the electronegative groups in going from the ground-state to the transition state.  In contrast, for 
N2P the electron density was found to barely change with the cleavage of the carbamate bond 
(see Figure 3.8e versus 3.8f).  Atomic charge calcul tions using Mulliken population analysis 
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were performed every 50 fs on the last few ps of the trajectory for each model depicted in Figure 
3.8.  The standard deviations for all charges are within 0.01 e. The atomic charges obtained for 
the CO2 group were taken out and compared between these thre models for both the reactant 
and the transition state (see Table 3.1). These results indicate a clear charge transfer from this 
CO2 group to the ring for both TopOP and Ureido-OP.  In contrast, for N2P the CO2 group stays 
close to neutral for both the reactant and the transitio  state. Thus, the strong resemblance 
between the reactant and transition state on both molecular and electronic structures is most 
likely the reason for the significantly lower barrier found for the N2P model.  This mechanism of 
lowering the reaction barrier (through both structural and electronic pre-organization), is also 
accompanied by a sacrifice of the stability of the reactant ground-state, which has been described 
as a fundamental theory for explaining the catalytic factors in an enzymatic system.86-92 
Table 3.1  Atomic charges of the CO2 group for both the reactant and the transition state (T.S.) of 
TopOP, Ureido-OP, and N2P.  The superscripts, Top and Bot, refer to the cis and trans oxygens 
to the ureido oxygen, respectively. 
 
 
3.3 Concluding Remarks 
Simulations using constrained Car-Parrinello molecular dynamics were carried out to 
examine the various decarboxylation mechanisms proposed for the model carbamate, N-carboxy-
2-imidazolidinone. In particular, the decarboxylation free energy profiles along the breaking 
carbamate bond were calculated and compared among these different reaction pathways. It 
becomes clear that protonation of the carbamate is an mportant catalytic factor for the carbamate 
cleavage process. For example, the reaction barrier for one of the neutral O-protonated pathways 
Model
Reactant T. S. Reactant T. S. Reactant T. S.
OTop -0.253 -0.300 -0.350 -0.301 -0.399 -0.301
OBot -0.400 -0.300 -0.350 -0.300 -0.401 -0.300
C 0.397 0.591 0.499 0.601 0.802 0.600
Total -0.256 -0.009 -0.201 0.000 0.002 -0.001
TopOP Ureido -OP N2P
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(20.3 kcal/mol for the TopOP model) was found to be significantly lower than that for the Anion 
form (23.8 kcal/mol). The barrier height decreases even more dramatically if the decarboxylation 
occurs via an N-protonated pathway (i.e., 8.5 kcal/mol for the N2P form), which opens up a 
possible new route in strongly acidic solutions where the N-protonated forms are likely to 
appear.  Analysis of the electronic densities reveals that N2P achieves such a significantly lower 
barrier than other protonated species through both structural and electronic pre-organization. In 
particular, there is strong resemblance between the reactant ground-state and the transition state 
for this N2P form. These findings may have important implications on the catalytic modes of the 
related enzymatic reactions.  
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Chapter 4. In the Search for FAS Inhibitors  
A growing concern in the health-care industry is noocomial infections, also known as 
hospital acquired infections (HAI).  These infections become evident between hours after 
admission to days after the patient’s discharge from the hospital.  HAI occur mainly in the 
elderly, children, and acute-care patients.  It has been estimated that 5% of acute-care patients 
will develop HAI.  This is more than 2 million cases a year, costing the health care industry 4.5 
billion dollars, and incurring 26,250 deaths.93  The causes of HAI range from contaminated air 
conditioning systems, pathogens entering the body via in asive medical procedures, and 
antibiotic resistant bacteria.  Cleanliness, improved medical equipment, and staffing disease 
control officers can help mitigate HAI.  However, antibiotic resistant bacteria remain a 
challenge.   
One of the most important antibiotic resistant pathogens is Pseudomonas aeruginosa.  It 
can easily develop antibiotic resistance, which leads to multidrug-resistant P. aeruginosa 
(MRPA).94  Inhibition of the first committed steps of bacterial FAS (Figure 1.1) could provide an 
invaluable target for antibiotics.  This study focuses on the search for inhibitors a key molecule 
in the second part of Fatty Acid Synthesis, carboxyl transferase.  From a biological point of 
view, both biotin carboxylase (BC) and carboxyl transferase (CT), are equally viable targets for 
antibiotics. Experimentally, the crystallization of BC with tight binding molecules is more facile 
than the crystallization of CT, so BC was chosen in th s docking study.  P. aeruginosa biotin 
carboxylase (PDB code: 2VQD) is screened against the ZINC database.95  The crystal structure 
is co-crystallized with aminophosphine carboxyphosphinite (AMPCP), Figure 4.1.  AMPCP is an 




Figure 4.1  Molecular structures of ATP (top) and AMPCP (bottom). 
The ZINC database95 was created by Dr. John Irwin and Dr. Brian Shoichet to provide a 
free comprehensive ligand database for the scientific community.  This database is divided into 
multiple subsets depending on the ligand’s properties (i.e. log P, hydrogen bond donors, 
molecular weight).  Furthermore, the subset parameters are different due to the possible drug 
discovery routes one may take in the search for an inhibitor.  For example, fragment-based lead 
discovery focuses on building a drug scaffold.  ZINC has a fragment-like database which 
contains very small, less functionalized ligands (molecular weight between 150 and 250).  
Although experimental HTS would need a higher concentration of these ligands to detect 
inhibition, it provides basic molecular shapes thatcan fit into the active site.  Another route, is 
the hit to lead drug discovery approach.  This method searches for basic molecular scaffolds and 
chemical moieties which shows activity towards the target.  Virtual screening is used to find 
potential lead molecules.  Our virtual screen used a database composed of lead-like ligands (See 
Table 4.1 for properties) that have drug like propeties.  The hits from this lead-like database are 
expected to produce weak inhibition for which further ligand modifications could be made to 






Table 4.1  ZINC lead-like database subset parameters.  The short hand notations for log of the 
octanol-water partition coefficient, molecular weight, hydrogen bond donors and acceptors are 
log P, mol. wt., HBD, and HBA, respectively. 
 
Property Min. Max. 
log P -3 3.5 
mol. wt. 150 350 
HBD 0 3 
HBA 0 6 
4.1 Virtual and Experimental Setup 
4.1.1 Virtual Screening Parameters 
The virtual screening protocol used the ZINC lead-like database95 (9279 ligands) with the 
program AutoDock version 3.40  The AMPCP ligand coordinates are removed from the co-
crystal structure prior to the docking study. The grid box (see Chapter 2.5) was centered at the 
tail of AMPCP; having dimensions of 30.375 Å x 26.625 Å x 26.625 Å (Figure 4.2).  This box 
size was chosen to include the regions outside of the active site so that the ligands can explore 
the enzyme surface and edges leading into the active site.  A grid spacing of 0.375 Å is a 
commonly used spacing, especially for an initial screen because it lessens the computational 
expenses.  The Lamarckian genetic algorithm (LGA) method was used and the total number of 
individuals for each ligand was 150. 
Each docking took approximately 30 minutes to complete on Tezpur.  From the 
individual (ligand replicates) population of 150, the 40 lowest in docking energy were saved.  
These individuals final configuration were clustered together based on similar atom’s root mean 
squared distances.  The overall ligand database was ranked according to their docking energies. 
The top ranked 1,000 ligands, corresponding to docking energies from -14.4 to -10.7 kcal/mol, 
were visually inspected.  The AutoDock scoring function was parameterized using a variety of 
known enzyme – ligand binding constants and has a standard error of 2.5 kcal/ mol.40  The 
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purpose of the visual inspection is to check on howwell the different conformations make 
chemical sense based on the active site’s chemical properties.  This active site has three specific 
regions, a hydrophobic pocket, a glycine-rich loop, and the reaction area (Figure 4.3).  The 
adenosine rings of ATP reside in the hydrophobic area.  The glycine-rich loop shields the 
reacting center from the aqueous environment and offers additional hydrogen bonding to the 
ligands.  Biotin resides in the reaction area where it r ceives a carboxylate group.96   
In order for a ligand to become a candidate for an experimental inhibition study, the 
visual inspection had to meet these heuristic criteria:  
1) Two or more electrostatic or hydrogen bonding contacts. 
2) Alignment of the ligand and active site’s hydrophobic regions. 
3) The fewer rotatable bonds, the better. 
4) The more similar ligand conformations, the better. 
5)  No hydrophobic regions should point directly towards the solvent. 
The ligands that met these criteria were chosen for the experimental study.  It should be 
mentioned that due to the diversity of the ligands, some are not able to meet all the criteria but 
were still selected.  For example, if the ligand only possesses one hydrogen bond donor, it cannot 
meet criterion 1, yet obeyed the others, it would be selected.  The first selection contained over 
50 compounds.  A second selection was employed due to budget expenses in which the ligand 
functional groups were more closely looked (i.e., if the ligand resembles any known inhibitor or 
natural ligands).   The ordered ligands are shown in the Appendix.From the top ranked 1,000 
binders three common molecular fragments were identifi d.  These fragments include a 6-
membered ring fused to a 5-membered ring, a chain linker containing various amino and 
carbonyl groups, and a 5-membered ring containing 2 to 4 nitrogens.  Not all top ranked 
 
 
Figure 4.2  Grid box illustration of the virtual screen
upper picture, the bottom row shows a rotation of 90º about the z
(R2), and 90º about the x-axis (R3).  The shaded red, blue, and green areas demark the grid box. 
 
 
Figure 4.3  Details of the active site
glycine-rich loop, and the reaction area, respectively.  The green molecule is AMPCP.  Panel 2 is 
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ligands had all of these fragments.  However, shown in Figure 4.4, the two leading binders did.  







Figure 4.4  Top two dockers found from the virtual screen of biotin carboxylase, Top1 (left) and 
Top2 (right). 
These results are encouraging since they resemble the structure of the natural ligands, 
ATP and biotin.  The hydrophobic adenine group of ATP is mimicked in these two binders (a 6-
membered ring fused to a 5-membered ring containing itrogens, Figure 4.1).  Biotin is imitated 
in these binders by the single 5-membered ring.  The linker chain between these two ring 
moieties can be equated to the sugar-phosphate tail of ATP.  The next step is to experimentally 
test these ligands.  An experimental inhibition study was conducted on the top 2 ranked 
compounds, others that were selected based on the modifications of these three common 
fragments, and other ligands that did not have these fragments yet meet the heuristic criteria.  
These compounds were ordered mainly through Specs.net and are presented in the Appendix.  In 
total, 21 compounds were experimentally tested. 
Approximately 20% of the viewed compounds that had either a fragment similar to one 
of the three common fragments, met the heuristic requi ments, and/ or had similarities with 
known FAS inhibitors were brought in to test.  Figure 4.5 shows other known inhibitory 

























toothpastes, mouth washes, and other cleaning supplies.  Compound scaffolds of Figure 4.5b and 
C were found from high-throughput screening programs nd further refined by chemical 
optimizations and hit explosion tactics at GlaxoSmithKline.97, 98  When these compounds were 
crystallized with the enzyme, they found an ordering of the active site glycine-rich loop, 
suggesting an inhibition mechanism.98  This led to a family of compounds based around Figure 
4.5 b and c and was further researched by Lu and Toge.99 They found that these compounds 
showed inhibition towards a later step of FAS, involving the elongation of the fatty acid.  These 
two structures do share the hydrophobic and linker chain fragments.      
 
 
Figure 4.5  Other known inhibitory compounds of FAS. 
 
4.1.2 Inhibition Experiment Procedure 
The inhibition test can either be conducted in dimethyl sulfoxide (DMSO) or water.  The 
first step is to determine which of these solvents should be used based on the compounds 
solubility.  A very small amount (micrograms) of the each compound was placed in a test tube 
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containing 5 mL of water or DMSO.  After shaking the test tube for a minute, a visual inspection 
was conducted to determine if all the material was dis olved.  It was found that these compounds 
are soluble in DMSO. 
The inhibition of biotin carboxylase is tested by a coupled enzyme assay (Figure 4.6), for 
which the production of ADP is measured by pyruvate kinase (PK) and lactate dehydrogenase 
(LDH).  The oxidation of NADH to NAD+  by LDH is monitored at 340 nm using a UV 
spectrophotometer (NADH absorbs strongly at 340 nm). These substrates will be held at 
subsaturating levels around their Km concentrations which allows the reaction to proceed at half 
of its maximum rate.  Compounds that decrease the initial velocity by 90% or more will be 
further characterized by determining the type of inhibition with respect to each substrate and 
more importantly the Ki (the inhibition constant).  Control reactions in which biotin carboxylase 





Figure 4.6  Biotin carboxylase coupled enzyme assay. 
4.2 Results and Discussion 
Of all the tested compounds, only two compounds showed any inhibition; these were 
Top1 and Top2 (Figure 4.4).  Both of these compounds i hibited weakly.  The experimentally 
calculated inhibition constant for Top1 was found to be between 100 and 150 µM.  AutoDock 
predicted inhibition in the nM range.  This discrepancy comes from the different predicted 
docking conformations.  For Top1, 20 out of 40 of the individual conformations shared a RSMD 
of less than 2 Ǻ, suggesting a stronger possible inhibitor.  Experim ntally, Top2 bound more 
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weakly than Top1.  Experimental results showed a 1,000 to 100,000 times weaker binding 
predicted from AutoDock.  For all the assumptions made in a docking VS (see VS method 
section), obtaining a weak novel inhibitor is the best one can obtain.  It should be mentioned that 
ranking the ligand database only organizes the results and has no meaning (because of the large 
standard deviation and error) - it was serendipitous that AutoDock predicted that the top two 
ranked compounds showed inhibition. 
  Top2 did not inhibit was well as Top1, which could be due to the number of rotatable 
bonds.  Top1 has only four rotatable bonds, compared to Top2’s seven.  Top2’s longer hydrogen 
bonding linker chain (more degrees of freedom) makes it more difficult to transfer from the 
solution to the interior of an enzyme.  Connecting his to the “lock and key” mechanism of 
enzyme ligand binding - Top2 is a key made out of rubber, which is difficult to insert into a key 
hole.  The main docking conformation of Top2, shown in Figure 4.7, has the adenine ring inside 
the hydrophobic pocket; however, the long linker chain points downward, next to two flexible 
glycine loops, for which many hydrogen bonds formed ( ach conformation had at least two to 
three).  The hydrophobic region cannot reach the top of that pocket due to these stronger 
hydrogen bonds on the linker chain. 
The main clustered formations of Top1 are shown in Figure 4.8.  It is striking that the 
adenine ring is nowhere near the hydrophobic pocket.  However, the biotin like ring overlaps 
quite well with the tail of AMPCP, where the active site region presides.  From the 40 saved 
conformations, 50% of these were in the same clustered RMSD result, shown in Figure 4.8.  All 
of Top1’s conformations (including the ones not shown in Figure 4.8) had between three and five 
hydrogen bonds, with four being most common.   
 
 
Figure 4.7  Top2’s primary predicted Autodock conformation.  The green molecul  is the co
crystallized position of AMPCP. 
 
Figure 4.8  The lowest clustered conformation of Top1
Finding two compounds that weakly inhibited (100 
that it found a novel structure for a potential 
Top2 are at a crossroads: one can continue and further modify the compounds, or drop the 
molecules and move on to another study.  At a pharmaceutical company, these two compounds 
would more than likely be set aside.  It should be mentioned that a goal is to f nd the protein
ligand crystal structures, yet this would be difficult to solve due to the low binding constant.  
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.  AMPCP is shown in green.
-150 µM) is considered a success in 








However, further computational modifications could be employed to refinement of the chemical 
moieties of the drug scaffold.  On the experimental side, only enough of these compounds were 
ordered to complete the initial inhibition study.  Top1 and Top2 have been discontinued by the 
supplier.  If more were available, a possible attempt at a ligand-enzyme crystal structure could be 
made.  Furthermore, organic synthesis modifications and inhibition studies of these compounds 





Chapter 5. Future Directions 
One direction is to improve the workup of VS result.  These docking programs simply 
output the binding energies and various conformations.  Then, it is up to the scientist to dig 
through hundreds, perhaps even thousands, of docked ligands and their many conformations.  
This becomes a long tedious task.  A post-docking pro ram with the ability to input different 
docked conformation search criteria would be rather us ful.  This program could incorporate the 
earlier heuristic selection criteria and a search function to find the conformations involved in 
hydrogen bonding with an important residue.  Then, one could select the various ligand, or 
functional groups, that are important over the entir  docked database.  From this, a better 
organization of the conformation data is possible, that can allow the construction of a new ligand 
(selected from the pieces of the already docked ones).  Finally, a representative ligand could be 
created, docked, experimentally tested, and further modified.              
Docking is charged with finding a needle in the proverbial haystack.  Inherent difficulties 
are involved in molecular docking.  These include th  accuracy of the docking algorithm and the 
chemical diversity of the ligand database.  A future direction is to change the VS approach to a 
multi-tier plan.  The first tier involves docking algorithms which are used to remove as many of 
the improbable ligands from the database.  From the leftover ligands, a more detailed all atom 
based approach can be used.  Here, greater flexibility s allowed for the ligand and the enzyme 
side chains.  Once a leading structure is found, a Monte Carlo move, called swatch, could be 
implemented.  In a swatch move, one fragment of the ligand would be switched out for another 
predefined one.  This is similar to the QSAR / hit explosion approach which creates a series of 
similar ligands based on the lead and compares their binding affinities.  Implementing this would 




Car-Parrinello molecular dynamics was the first successful approach that merged 
classical molecular dynamics with the quantum mechani al computation of the electronic 
structure.  This extended the typical quantum mechani al system containing on tens of atoms to 
hundreds.  In this study, the protonation effects of the decarboxylation reaction were 
investigated.   The neutral TopOP pathway had a barrier of 20.3 kcal/mol, which is significantly 
lower than that for the Anion form (23.8 kcal/mol). The N-protonated pathway had the lowest 
barrier of 8.5 kcal/ mol, suggesting that a new possible route is available in strongly acidic 
solutions where the N-protonated forms are likely to appear.  Electronic density analysis of the 
N2P pathway explains this lower barrier through both structural and electronic pre-organization. 
This lower N2P barrier is also explained using kinetic arguments in the forming that species 
from the more stable TopOP. This reaction pathway going from TopOP to N2P would provide a 
fundamental insight into the relationship of solvent cage structure, protonation, and proton 
transfer / diffusion.  This pathway cannot be simulated using the simple constrained dynamics 
approach.  However, Transition Path Sampling100 (TPS) can provide a possible mechanism and 
intermediates.  This approach only requires the initial and final configurations.  It enumerates on 
the possible intermediates and the ones that have lower energy path are the more likely transition 
path.  Currently, a major drawback of TPS is that sys em sizes are small, an upper limit 32 ab 
initio water.  A previous TPS study101 looked at the autoionization of a 32 water box, and found 
proton transfer occurs along hydrogen bond “wires”.  These hydrogen bond “wires” were 
approaching the same length as the simulation box, which would introduce some system effects.  
Although unable to increase the system larger, this approach gives a possible proton transfer 
mechanism.  With computer power ever increasing, using this approach with CPMD, one should 
be able to enumerate on the formation of all possible protonated species and their independent 
formation mechanisms.  
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A continued direction of computational chemistry is to increase the system size to 
investigate more complex systems.  CPMD has been usd to model active site reactions 
containing a few amino acid side chains.  This is still far from a dynamic full enzyme ligand 
binding simulation, yet the possibility exists in aother approach.  This other approach, Quantum 
Mechanical / Molecular Mechanical (QM/MM), could beused for a future direction.  QM/MM 
divides the system into three parts, a quantum mechani al (QM), molecular mechanical (MM), 
and region connecting the QM and MM (QM-MM).  Like the name suggests, atoms pertaining to 
the QM region are modeled using all atom basis sets and functions, while the MM region 
contains empirical atoms and force fields.  The QM-M  region contains the description of how 
the two regions interaction to smoothly divide the energy landscape of the system.  The QM 
regions are typically the reacting molecule or an amino acid residue.  However, incorporating 
CPMD for the QM description should allow for larger QM regions and more sophisticated and 
comprehensive enzymatic reactions (dynamic binding), especially ones involving proton 
transfer.   
Computational chemistry has produced the areas of protein-ligand docking and Virtual 
Screening which has enabled a more efficient drug design research.  In order to screen a large 
database in a reasonable time, assumptions have to be made.  It is in these assumptions that 
docking has many flaws.  These flaws add together, for instance, AutoDock scoring function 
error is 2.5 kcal/ mol and torsion energy penalties and conformation sampling inaccuracies ~ 10 
kcal /mol.  This results in a standard error in excess of 13 kcal/ mol.  Further developments and 
movements in the docking and VS communities are pushing towards more physically realistic 
models of the binding process which would lessen this error.  Advances in protein-ligand 
docking include enzyme side chain flexibility, all-tom modeling, improved scoring functions, 
and conformation searching.  However, when faced with the problem of virtual screening, this 
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progress is slowed, simply due to the large screening database.  A new direction for drug 
discovery lays in a multi-tier approach in which a coarse grain method (i.e. AutoDock’s grid) 
could be used to first screen a database and then to r duce the database’s size based on the 
heuristic criteria.  Once the database is reduced, th  more expensive all atom protein-ligand 
docking algorithms can be employed.  Ultimately, the goal is to reduce the possible ligand leads 
to a point where a detailed all atom conformational and identity swapping approach can be used.  
This technique would use the Configurational Bias Monte Carlo102, 103 (CBMC) to enumerate and 
find the best conformations.  CBMC would sample andweigh a large number of possible 
conformations, not only giving a better lower energy conformer, but the standard error associated 
with the method would be reduced.  The swapping (a.k.a. swatch move, in Monte Carlo) move 
would switch the identity of the user-defined variable R-groups to optimize.  Between the 
realistic all-atom CBMC approach and optimizing thevariable groups, the end results would 
produce a superior and more confident candidate for xperimental testing. 
Perhaps in the future both VS and CPMD would merge to produce the ultimate 
description of the dynamics of protein-ligand binding.  The ligand undergoes many 
conformations and energy changes as it travels fromthe solution to the binding pocket.  
Exploring this reaction path and concurrently searching the variable groups and their 
contributions would create an ultimate tool for drug discovery.  Of course, any model is only as 
good as how one describes it, yet comparing to the typical VS standard error, having a minimum 
of 10 kcal/ mol, would be a great improvement.  This concept may not be feasible with current 
technology.  However, computing power is always increasing.  These advances are in the form of 
microprocessor design (multi-core technology), larger input/output bandwidths (100 Gigabit 
Ethernet), cluster software improvements (i.e., better compilers and MPI routines), and the 
availability of a variety of High Performance Computing (HPC) cluster architectures (i.e., 
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dedicated vs. shared memory systems) to optimize the performance of the programming code.   
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Appendix A. Selected Screening Compounds  
This selection modifies the three common fragments: Adenine-like ring (ALR), hydrogen 
bonding linking chain (LC), and biotin-like ring (BLR) 
 




Contains: ALR, LC, BLR 
 
 











Catalog No. AK-968/37005073 
Name: 3-bromo-N'-(2-(5-nitro-2H-tetraazol-2-yl)-1-methylethylidene)benzohydrazide 
Contains: BLR, LC 
 
 
Catalog No. AG-690/11571558 
Name: 3-nitro-6-(4-nitro-1H-pyrazol-1-yl)pyrazolo[1,5-a]pyrimidine 
Contains: ALR, BLR 
 
 
Catalog No. AN-329/43211018 
Name: methyl 2-[([1,2,4]triazolo[1,5-a]pyrimidin-2-ylcarbonyl)amino]benzoate 




Catalog No. AN-329/43211020 
Name: N-(2,4-dimethoxyphenyl)[1,2,4]triazolo[1,5-a]pyrimidine-2-carboxamide 
Contains: ALR, LC 
 
 
Catalog No. AG-205/08036021 
Name: N'-(4-tert-butylbenzylidene)-2-(1H-indol-3-yl)acetohydrazide 
Contains: ALR, LC 
 
 
Catalog No. AG-690/36722055 
Name: N'-(3-bromobenzylidene)-2-(1H-indol-3-yl)acetohydrazide 






Catalog No. AF-399/40768863 




Catalog No. AO-801/41077540 
Name: 1-(1H-indol-2-yl)-1-pyridin-4-ylethanol 
Contains: ALR 
Additional screened compounds  
 
 
Supplier/ Catalog No. Sigma-Aldrich 76864-10MG-F  





Supplier/ Catalog No. Enamine T0513-1158  
Name: (Z)-N-(3-nitro-5,6,7,8-tetrahydroisothiazolo[2,3-a]azepin-2(4H)-
ylidene)benzamide 
Rank:  8 
 
Supplier/ Catalog No. Enamine T0503-2044  
Name: (E)-N-((Z)-3-(cyclohexylamino)-2-nitroallylidene)cyclohexanamine 
Rank:  10 
 


































Supplier/ Catalog No. Enamine T0504-5188  
Name: 1-[(3,4-dihydro-1(2H)-quinolinyl)methyl]-5,6,7,8-tetrahydro-4-methyl-2,2a,8a-
Triazacyclopent[cd]azulene 





Supplier/ Catalog No. Enamine T0501-9657  
Name: (E)-1-benzyl-5-((2-(4,6-dimethylpyrimidin-2-yl)hydrazono)methyl)-1,4-
dihydropyridine-3-carbonitrile 
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