Abstract-Cells in area TE of the inferotemporal cortex of the monkey brain selectively respond to various moderately complex object-features, and those responding to similar features cluster in a columnar region elongated vertical to the cortical surface. Although cells within a column respond to similar features, their selectivity is not identical. The data of optical imaging in TE have suggested that the borders between neighboring columns are not discrete but columns representing related features overlap one another. We have also found, by training adult monkeys for discrimination of a speci c set of shapes, that such a long-term training increases the proportion of TE cells responding to the shapes used in the training even in the adult. The data suggested that TE plays important roles in discrimination of complex shapes and in visual expert learning of discriminating a certain class of objects in the adult.
INTRODUCTION
Area TE of the monkey inferotemporal cortex represents the nal purely visual stage of the occipitotempora l pathway, which is thought to be essential for visual object recognition (Gross, 1994) . The recognition process is exible, tolerating marked changes in input images due to changes in illumination, viewing angle, and pose of the object (Ullman, 1996) . We have studied the functional architecture of TE to nd mechanisms underlying the exible properties of visual object recognition in the primate.
MODERATELY COMPLEX FEATURES
An obstacle in the study of neuronal mechanisms of object vision has been the dif culty in determining the stimulus selectivity of individual cells. There is a great variety of object features in the natural world, and it remains to be determined how the primate brain scales down the variety. There have been studies which used mathematically perfect sets of shapes (Schwartz et al., 1983; Richmond et al., 1987; Gallant et al., 1993 Gallant et al., , 1996 . However, the generality of these sets would hold only if the system was linear, which is hardly expected in higher visual centers.
We have developed a systematic reduction method that involves the use of a specially designed image-processing computer system (Fujita et al., 1992; Kobatake and Tanaka, 1994; Ito et al., 1994 Ito et al., , 1995 Wang et al., 1998) . After spike activities from a single cell were isolated, many three-dimensiona l animal and plant models were rst presented to nd the effective stimuli. Different aspects of the objects were presented in different orientations. Second, the images of the effective stimuli were taken with a video camera and displayed on a TV monitor by the computer to determine the most effective stimulus. Finally, the image of the most effective stimulus was simpli ed step by step to determine which feature or combination of features contained in the image was essential for maximal activation. The minimal requirement for maximal activation was determined as the critical feature for the cell. There are previous studies that used similar reduction methods (Desimone et al., 1984; Tanaka et al., 1991) , but the use of an image processing computer made our studies more ef cient and enabled new ndings.
Examples of the reduction are shown in Fig. 1 for 12 TE cells. The pictures to the left of the arrows are the original images of the most effective objects and those to the right are the critical features determined after the reduction process. It should be noted that, even for the same object image, the directions of reduction and the nal critical features were usually different from cell to cell. Some of the critical features were moderately complex shapes, while others were combinations of such shapes with color or texture. After determining the critical features for hundreds of cells in TE, we concluded that most cells in TE required moderately complex features for their activation. The critical features for TE cells were more complex than just the orientation, size, color or simple textures, which are known to be extracted and represented by cells in V1, but at the same time not complex enough to represent the image of a natural object through the activity of single cells. The combined activation of multiple cells, each of which represents a partial (either local or holistic ) feature of the object image, is necessary.
Although the critical features for the activation of TE cells are only moderately complex in general, there are cells that respond to faces and critically require nearly all the essential features of the face. Such cells were originally found deep in the superior temporal sulcus (Bruce et al., 1981; Perrett et al., 1992) , but they have also been found in TE. Thus, there is more convergence of information onto single cells for the representation of faces than for that of non-face objects. This difference may be because discriminatio n of faces from other objects is not the nal goal and further processing of facial images is needed to discriminate among individuals and expressions while distinguishin g a non-face object from other objects is close to the nal goal. 
INVARIANCE OF RESPONSES
Our ability for object recognition is retained even in the event of many different kinds of translation of the objects in space. These invariances can, in part, be explained by invariant properties of single cell responses in TE. By using a set of shape stimuli composed of the individuall y determined critical feature and several other shape stimuli obtained by modifying the critical feature, we have observed that the selectivity for shape is preserved over large receptive elds (Ito et al., 1995) . However, the magnitude of the response varies within the receptive eld.
The maximum response is usually obtained around the geometrical center of the receptive eld, and the magnitude of response decreases toward the edges of the receptive eld. The receptive elds of TE cells are larger than those of cells in areas in the earlier stages along the ventral visual pathway, but they are, in general, smaller than the largest receptive elds found in the dorsal visual pathway. The receptive elds of TE cells usually range from 10 degrees to 30 degrees in one-dimensiona l size.
The effects of changes in stimulus size, however, varied more among cells (Tanaka et al., 1991; Ito et al., 1995) . Twenty-one percent of the TE cells tested responded to a size range of >4 octaves of the critical features with >50% maximum responses, whereas 43% responded to a size range of <2 octaves. TE cells with considerable invariance for the location and size of stimuli have also been found by Lueschow et al. (1994) and Logothetis et al. (1995) . The tuned cells may be present only as interneurons on the procedure to make invariant cells: those responding to various sizes of the same shape may converge to yield the size-invariant responses. Alternatively, both size-dependent and -independent processing of images may occur in TE.
A de nite number of TE cells tolerated reversal of the contrast polarity of the shapes. Contrast reversal of the critical feature evoked >50% of the maximum response to the critical feature in 40% of tested cells (Ito et al., 1994) . Sary et al. (1993) found that some TE cells responded similarly to shapes de ned by difference in luminosity, direction of motion of texture components and the coarseness of texture, while maintaining their selectivity for shape.
Another kind of invariance of TE cells was found for the aspect ratio of shapes. The aspect ratio is the ratio of the size along one axis of the stimulus to that along the orthogonal axis. When an object rotates in the depth, the features contained in the image change their shapes. Unless occlusion occurs, changes occur in the aspect ratio. For individual TE cells, we rst determined the critical feature using the reduction method, and then tested the effects of changes in the aspect ratio of the critical feature (for example, those shown in Fig. 2 ). We observed that 51% of cells responded to an aspect ratio range of >3 octaves with >50% of the maximum responses (Esteky and Tanaka, 1998) .
Responses of TE cells are more selective for the orientation of stimuli in the frontoparallel plane (Tanaka et al., 1991) . Rotation of the critical feature by 90 degrees decreased the response by >50% for most cells.
COLUMNAR ORGANIZATION IN TE
We examined the spatial distribution of the cells responding to various critical features in TE. By recording two TE cells simultaneousl y with a single electrode, we have found that cells located close together in the cortex have similar stimulus selectivities (Fujita et al., 1992) . The critical feature of one isolated cell was determined by using the same procedure as described above, while the responses of another isolated cell, or nonisolated multiunits , were simultaneously recorded. In most cases, the second cell responded to the optimal and suboptimal stimuli of the rst cell. The selectivities of the two cells differed slightly, however, in that the maximal response was evoked by slightly different stimuli, or the mode of the decrease in response was different when the stimulus was changed from the optimal stimulus.
To determine the spatial extent of the clustering of cells with similar selectivities, we examined the responses of cells recorded successively along long penetrations made vertical or oblique to the cortical surface (Fujita et al., 1992) . The critical feature for a cell located at the middle of the penetration was rst determined. A set of stimuli, including the critical feature for the rst cell, its rotated versions and ineffective control stimuli, was constructed, and cells recorded at different positions along the penetration were tested with the xed set of stimuli. Cells recorded along the vertical penetrations commonly responded to the critical feature for the rst cell or some related stimuli. The span of the commonly responsive cells covered nearly the entire thickness from layers 2 to 6. The situation, however, was different in the penetrations made oblique to the cortical surface. The cells that were commonly responsive to the critical feature of the rst cell or related stimuli were limited to within a short span around the rst cell. The horizontal extent of the span was on an average 400 ¹m. The cells outside the span were not responsive to any of the stimuli included in the set, or responded to some stimuli that were not effective at activating the rst cell and included in the set as ineffective control stimuli. Based on these results, we proposed that TE is composed of columnar modules in which cells respond to similar features (Fig. 3) .
OPTICAL IMAGING OF THE COLUMNAR ORGANIZATION
To further study the spatial properties of the columnar organization in TE, we used the technique of optical imaging with intrinsic signals (Wang et al., 1996 (Wang et al., , 1998 . The cortical surface was exposed, illuminated with red light tuned to 605 nm, and the re ected light image was taken by a CCD video camera. The re ected images for different visual stimuli were compared.
At this wavelength, the differential components of signals mostly re ect the changes of the density of deoxidized hemoglobin in the capillaries. Activated neuronal tissue takes up more oxygen from hemoglobin, so that the density of deoxidized hemoglobin in the nearby capillaries increases. Because deoxidized hemoglobin absorbs more light than oxidized hemoglobin at the speci ed wavelength, the region of the cortex with elevated neuronal activities becomes darker in the re ected image.
We rst determined the critical features for 15 to 25 single cells in several unitrecording sessions, and then optical signals were imaged during visual stimulation with the critical features. The image during stimulation with a critical feature divided by that during stimulation with a control stimulus revealed a small dark spot covering the electrode penetration from which the critical feature was determined. The averaged diameter of the dark spot was 490 ¹m. Although the critical feature was determined for a single cell, a large proportion of cells in the region must be activated to produce observable metabolic change. Therefore, the localized and speci c occurrence of dark spots indicates a regional clustering of cells with similar stimulus selectivity.
However, when we observed a larger extent of the cortical surface, we found that the presentation of a single feature activated multiple spots. In Fig. 4 , the spots activated by 8 moderately complex features are indicated by different kinds of lines and superimposed, those by 4 features in the upper half and those by other 4 features in the lower half. For example, the feature 1 evoked 6 spots, and feature 2 evoked 2 spots. A single feature is processed in multiple columns in TE.
Another interesting observation here is the partial overlaps between the activation spots evoked by different features. Some of the overlapped regions, which were activated by many stimuli, likely represent columns with non-selective cells. But, others that were activated by only 2 of the stimuli may represent speci c overlaps. For many of these overlaps, we can nd similarity between the two features, although the judgment of similarity is only subjective.
The partial overlapping of columns responding to different but related features was most clearly observed for faces presented in different views (Fig. 5) . This experiment was also guided by a unit-recording experiment. We recorded 5 cells in one electrode penetration around the center of the imaged region, and all of them selectively responded to faces. Three of them responded maximally to the front view of the face, whereas the remaining two responded to the pro le, the lateral view of the face. In the optical imaging session, 5 different views of the same doll face were presented in combination with 14 non-face features. All of the faces evoked activation spots around the center of the illustrated 1:3 £ 1:3 mm region. But, their center positions were slightly different. The contours of the dark spots are superimposed at the bottom. The activation spot moved in one direction as the face was rotated from the left pro le to the right pro le through the front view of the face. Individual spots were 300 to 400 ¹m in diameter and the overall region was 800 ¹m. These regions were not activated by the 14 non-face features. Similar results, namely selective activation by faces and systematic shift of the activation spot with the rotation of the face, were obtained for 3 other monkeys.
The data for the non-face features are more limited, but I hypothesize that there are similar structures, and propose a modi ed model of the columnar organization in TE in Fig. 6 . The borders between neighboring columns are not necessarily distinctive . Instead, multiple columns that represent different but related features partially overlap with one another and as a whole compose a larger-scale unit. At least in some cases, some parameter of the features is continuousl y mapped along the cortical surface.
This systematic arrangement of related columns can be used for various kinds of computation necessary for object recognition. One simple possible computation is the generalization of activation by the horizontal excitatory connections to nearby columns representing related features. We may call it the selective blurring of activation. Another possible simple processing is the mutual inhibition among the nearby columns for the winner-takes-all type selection.
The continuous mapping of different views of faces cannot be generalized to non-face objects. Because the critical features of TE cells are only moderately complex except for faces, the image of a non-face object has to be represented by a combination of activations at multiple cortical sites. Rotation of a non-face object causes shifts of activation at multiple cortical sites, each of which corresponds to the partial change of a feature. The parameters along which the activation moves in non-face columns should be examined further to uncover the functional architecture in TE.
CHANGEABILITY OF THE SELECTIVITY IN THE ADULT
The selectivity of inferotemporal cells can be changed in adult animals by a longterm training. We found this by training two adult monkeys for the recognition of the 28 moderately complex shapes shown in Fig. 7 (left) and recording from inferotemporal cells after the training (Kobatake et al., 1998) . The training paradigm was a kind of delayed matching to sample (Fig. 7, right) . One stimulus that was randomly selected from the set of 28 stimuli appeared on a television display as a sample, the monkey touched it, and the sample disappeared. After a delay period, the sample appeared again on the display but this time together with 4 other stimuli that were randomly selected from the stimulus set. The monkey selected the sample and touched it to get a drop of juice as a reward. After an intertrial interval, the trial was repeated with a different sample. The monkey performed the task on a stand-alone apparatus placed in front of the home cage. The monkey came to the apparatus and practiced the task whenever it wanted. The training was started with a 1 s delay, and the delay was increased gradually to 16 s. At the end of the training, the monkey performed 500 successful trials with >80% performance.
After the training was completed, we prepared the monkeys for repeated recordings, and conducted recordings from TE under anesthesia, once a week for 3 to 4 months. The training was continued on the days when the recordings were not conducted. We determined for individual cells the most effective stimulus from the set of animal and plant models, and the response to this best object stimulus was compared with the responses of the same cell to the training stimuli. In this experiment, we did not conduct the reduction process, but just took the images of several most effective object stimuli with a video camera and presented them under computer control in combination with the training stimuli.
The cell illustrated in Fig. 8 responded maximally to the sight of a watermelon among the object stimuli. But, the cell responded more strongly to the cross shape, Figure 8 . Responses of one TE cell to the image of the most effective stimulus of the object stimulus set (top) and its responses to the 28 shape stimuli used for the training. This cell was recorded from a monkey that had been trained with the 28 stimuli. Statistically signi cant responses (p < 0:05) are labeled with their relative response magnitudes. Cited from Kobatake et al. (1998). which was one of the training stimuli. There were also responses to several other training stimuli. Many cells recorded from the trained monkeys responded more strongly to some of the training stimuli than to the best object stimulus, like in this example.
To quantitatively compare the results obtained from the 2 trained monkeys with those obtained from 3 untrained control monkeys, we calculated the ratio of the maximal response to the training stimuli to the cell's overall maximal response and compared its distributio n between the two groups (Fig. 9) . The x-axis in the gure is the ratio, and the y-axis the proportion of cells. The top histogram shows the distributio n among 131 cells recorded in the trained monkeys, and the bottom histogram shows the distribution for 130 cells recorded from the 3 control monkeys. One on the x-axis signi es that the cell was maximally activated by some of the training stimuli, and 0 signi es that the cell was not activated at all by any of the training stimuli. Twenty-ve percent of the cells recorded from the trained monkeys responded maximally to some of the training stimuli, but only 5% of the cells in the control monkeys responded maximally to some of the stimuli. These results indicate that the number of cells maximally responsive to training stimuli increased during the period of the discriminatio n training. Miyashita (1991, 1994) and Logothetis et al. (1995) trained adult monkeys to discriminate among fractal patterns or wire-frame objects and found that many TE cells responded to the learned stimuli after the training. A unique contributio n of our study is the demonstration that training increases the proportion of TE cells that respond to the learned stimuli as measured against untrained controls.
The responses to the training stimuli were not sharply tuned to a particular stimulus but rather distributed for several different training stimuli. It was not the case that detectors of particular training stimuli appeared. This character of the effects of training was also found in responses of the cells to the 8 stimuli shown in Fig. 10A . These stimuli were not used during the training, but were presented for the single-cell recordings under anesthesia. They were composed of the same primitives as those of the training stimuli, so they as a whole covered the feature space occupied by the set of training stimuli. These 8 stimuli are referred to as hidden stimuli. Cells recorded from the 2 trained monkeys responded to these hidden stimuli very well. The histogram at the middle of Fig. 10B shows the distributio n of the normalized magnitude of individual responses to the hidden stimuli of TE cells recorded from the trained monkeys. It was nearly the same as the distributio n of the normalized magnitude of the same cells to the training stimuli shown at the top of Fig. 10B . The difference between the two distribution s is plotted at the bottom, and was not signi cant. These results suggest that the changes induced in TE as a result of the training did not consist of individual cells becoming tuned to particular stimuli, but could be attributed to the feature space in which the training stimuli were distributed becoming more densely covered by TE cells.
We investigate d the properties of the distributed coding of the training stimuli, by examining the correlation between the responses of two cells. The cell pairs were not necessarily recorded simultaneousl y. They were recorded at different times, and in different penetrations. The correlations in 2 pairs are illustrated in the upper part of Fig. 11 . The x-axis is the normalized response of cell #1, the y-axis the normalized response of cell #2, and there are 28 dots corresponding to the 28 training stimuli. In many pairs, the two cells responded to different sets of stimuli. These pairs are not of interest for the purpose of analysis here. There were pairs, whose responses overlapped partially, namely, the same stimuli evoked strong responses in both cells (as the two pairs shown in the upper part of Fig. 11 ). In these pairs, a group of stimuli evoked strong responses in both cells, but there were always a second group of stimuli that evoked strong responses only in cell #1 and a third group that evoked strong responses only in cell #2. These results are consistent with the speculation that the responses of the cells were tuned to features contained in the stimuli, and not to the whole shape of the stimuli. Cell #1 responded to feature #1, while cell #2 responded to feature #2. Both cells responded to the rst group of stimuli because the stimuli had both feature #1 and feature #2. Only one cell responded to the second and third group of stimuli because they had only one of the features. The correlation coef cient between the responses of the two cells tended to be very small and distributed around 0, as shown at the bottom of Fig. 11 . Only a few pairs showed correlation coef cients larger than 0.5. To effectively discriminate shapes, the unit of neural circuitry may either code for the entire image of an exemplar, or features or aspects common to some of the exemplars. The former is more straightforward when the mechanism of the change is considered, whereas the latter makes it easier to generalize the training effect to novel but similar shapes. The task in which the monkeys were trained used a xed set of 28 shapes and thus did not require generalization. Nevertheless, Kobatake et al. (1998) . the ability to generalize must certainly hold selective advantage in nature and may therefore constitute a cortical operating principle that is always in effect. The results are more consistent with the hypothesis that inferotemporal cells develop responses to the learned stimuli by coding partial features, or aspects, common to multiple exemplars.
FUNCTIONS OF THE TE COLUMNS
The nding of columnar organization in TE has prompted investigation of the mechanism of object recognition on the bases of the anatomical structure and physiologica l properties of neurons and networks.
Representation by multiple cells in a columnar module, in which the selectivity varies from cell to cell while effective stimuli largely overlap, can satisfy two apparently con icting requirements in visual recognition: one is the ability to disregard subtle changes in input images, and the other, the preciseness of representation. While the image of an object projected onto the retina changes due to changes in illumination , viewing angle and pose of the object, the global organization of outputs from TE must change little. The clustering of cells having overlapping and slightly differing selectivities works as a buffer to absorb the changes. Although the responses of single cells in TE tolerate some changes in size, contrast polarity and aspect ratio, these invariant properties at the single cell level are not suf cient to explain the whole range of exibility of our object recognition. In particular, the responses of TE cells are generally selective for the orientation of the shape in the frontoparallel plane. Cells preferring different orientations and other parameters of the same three-dimensiona l shape may be packed in a column to provide invariant outputs. Whether signals from these selective cells converge to a group of single cells that show invariant responses is a matter for further discussion and investigation. A possibilit y is that outputs of the cells preferring different orientations , sizes, aspect ratios and contrast polarities of the same shape overlap in the target structure to evoke the same effects. Anatomical study with an injection of anterograde tracer into a focal site in TE suggested that the projections from TE to the ventrocaudal striatum of the basal ganglia have this property (Cheng et al., 1998) .
The representation by multiple cells with overlapping selectivities can be more precise than a mere summation of representations by individual cells. A subtle change in a particular feature, which does not markedly change the activity of individual cells, can be coded by the differences in the activities of cells with overlapping and slightly different selectivities. The projections from the ventroanterior part of TE to the perirhinal cortex have extensive divergence (Saleem and Tanaka, 1996) . The projection terminals from a single site of ventroanterior TE covers about 50% of the perirhinal cortex. This divergence in projections may distribute the subtle differences over a larger area of the perirhinal cortex so that objects recognized at individual levels can be distinctively associated with other kinds of information.
The function of the columnar organization in TE may go beyond the discrimination of input images. The results of the optical imaging experiments suggested that there is a continuous mapping of features within cortical units about 1 mm in length across the cortical surface. The continuous mapping may be the structural basis to conduct computations involving the mapped features based on the local neuronal connections between the cells representing the related but different features. The computations may serve to translate the image of an object for three-dimensiona l rotations, and produce the image under different illumination conditions or different articulation poses.
Thus, the columnar organization of TE may enable overlapping and continuous representation of object features, upon which various kinds of calculations can be performed.
