Abstract. Let T be a torus. We prove that all subsets of T with finitely many boundary components (none of them being points) embed properly into C 2 .
Introduction and main result
We prove the following theorem: Theorem 1. Let T be a torus, and let U ⊂ T be a domain such that T \ U consists of a finite number of connected components, none of them being points. Then U embeds properly into C 2 .
In [13] we proved that under the assumption that U can be embedded onto a Runge surface in C 2 , one can embed arbitrarily small perturbations of U properly into C 2 . Our task then is to (i) Embed U onto a Runge surface, (ii) Pass from small perturbations to U itself.
To achieve (i) we recall from [13] that for any one boundary component D 1 , we have that T \ D 1 embeds into C 2 by some map φ, and that the image is Runge. To embed the smaller domain U onto a Runge surface, we will perturb the image of U by flowing along a singular vector field -the singularities being placed inside each component of φ(T \ U ). This construction is the content of Section 3.
To achieve (ii) we will apply a technique known as the continuity principle. This method was invented by Koebe, and it was used by Globevnik and Stensønes in [6] to embed planar domains into C 2 . He and Schramm has shown [9] that any subset of T is biholomorphic to a circular subset U ′ of another torus T ′ , and this allows us to identify U with a point in R N . The point corresponds to the complex structure on T and the centers and the radii of the boundary components of U . Now small perturbations of U ′ embeds properly into C 2 , and the perturbation corresponds to some circled subset of some torus, i.e. some (other) point in R N . So if we identify all subsets of tori close to U with points in a ball B in R N , we may in this manner construct a map ψ : B → R N , such that all circled domains corresponding to points in the image ψ(B) embed properly into C 2 . Our goal is to construct the map ψ in such a way that it is continuous and close to the identity. In that case, the point corresponding to U will be contained in the image ψ(B), and the result follows.
Continuity in the setting of uniformization of subsets of tori is treated in Section 2, while continuity regarding the identification of circled subsets with properly embedable subsets is dealt with in Section 4.
Circled subsets of tori and uniformization
Let τ ∈ C be contained in the upper half plane H + . If we define the lattice L τ := {m · τ + n ∈ C; m, n ∈ Z}, we obtain a torus by considering the quotient C/ ∼ τ , where z ∼ τ w ⇔ z − w ∈ L τ . It is known that all tori are obtained in this way. For a given τ we let R(Ω(τ )) denote the quotient, i.e. the torus, and we let Ω(τ ) denote C regarded as its universal cover. We may choose τ with 0 < Re(τ ) ≤ 1. We are concerned with subsets of tori with finitely many boundary components. Let T be a torus, let K 1 , ..., K m be compact connected disjoint subsets of T, such thatT :
is a domain. Then T may be identified with its cover Ω(τ ) for some τ , andT with some subset U of Ω(τ ). It is clear that U is completely determined by τ and the boundary componentsK 1 , · · ·,K m of U that intersect the parallelepiped with vertices 0, 1, τ, τ + 1. This allows us to let Ω(τ,K 1 , · · ·,K m ) denote U , and we call such a set an m-domain.
We may now consider the set of all m-domains as a metric space. Let
where δ is the Hausdorff metric, and we let X m denote the obtained metric space (one needs to treat τ as never being contained in some K i ).
As a subset of X m we have all m-domains whose boundary components are all circles. We will let these m-domains be denoted Ω(τ, z 1 , r 1 , ···, z m , r m ), where (z i , r i ) corresponds to the center and the radius of the ith boundary component. From now on we will use boldface letters, such as x, to denote a 2m-tuple x = (z 1 , r 1 , ···, z m , r m ) to simplify notation to Ω(τ, x). We call such domains circled m-domains, and we denote the set of all such domains T m . Let Ω(τ, x) be a circled m-domain. If we consider circled m-domains close enough to Ω(τ, x), we have a natural ordering of all the boundary components, and we may identify all such sets Ω(λ, y) with points (λ, y) ∈ R 2+3m . So if ǫ is small enough, the points in B ǫ (τ, x) ⊂ R 2+3m are in 1-1 correspondence with all circled m-domains close to Ω(τ, x). We may thus give another metric to the (local) space of all circled m-domains, henceforth denoted T
where · is the euclidian distance on R 2+3m . We will now prove a lemma regarding conformal mappings of domains in C onto circular domains. He and Schramm have proved that all domains in C with countably many boundary components can be mapped onto circular domains, and they have proved similar results for Riemann Surfaces. From [9] we have the following:
• A circled domain is unique up to Möbius transformations,
We want to consider a small neighborhood N ǫ (Ω) of Ω in X m , and construct a continuous map
Choose ǫ small enough such that for all domains Ω ′ ∈ N ǫ (Ω) we have a natural ordering of all the boundary components according to Ω. For all Ω ′ ∈ N ǫ (Ω) there is a conformal equivalence
for some pair (λ, y). Now, because all circled domains are unique up to Möbius transformations, there is only one choice of map f Ω ′ , and the correspondence
gives us a well defined function ϕ : N ǫ (Ω) → T m . We need to establish that ϕ is continuous.
Lemma 1.
There is a map ϕ : N (Ω) ǫ → T m such that the following holds:
Proof. We have already defined ϕ and established (i) (see [9] , Theorem 3). To argue why ϕ is continuous, we will show how one can construct the maps f Ω ′ .
Without loss of generality we assume that 0, 1, τ / ∈ K i for any i, and we pick a t > 0 such that △ t ∩ K i = ∅ for i = 1, ..., m. Define the following map f : C → C:
. For any j ∈ N, by Theorem 2, page 237 in [7] , there exists a unique map with the following expansion near infinity
which is univalent onΩ, and has the property that g j (∂C i ) is an exact circle for all i = 1, ..., j. Let R > 1 t . By Lemma 2, page 211 in [7] , we have that g j (∂△ R ) ⊂ △ 2R for all j ∈ N, and it follows that {g j } is a normal family onΩ. So, by passing to a subsequence, we may assume that g j → g as j → ∞. Now, either g has to be univalent, or g has to be constant. Assume to get a contradiction that g ≡ c for some c ∈ C. Then |c| < 2 t , and we may choose a δ > 0 such that △ δ (c) ⊂⊂ △ 2 t . For any large R, consider the disc D R = {z ∈ C; |z| > R} centered at infinity. Choose a large j such that g j (∂D R ) ⊂ △ δ (c). It follows that g
This leads to a contradiction for large R because g ′ j (∞) = 1, hence g is univalent. Now consider Theorem 1, page 228 in [7] . By choosing an appropriate subsequence, we may assume that the images g j (Ω) converge to a circular domainΩ ′ , and it follows that g mapsΩ univalently ontoΩ ′ . Moreover, g has the expansion
near infinity. Since any map mappingΩ onto a circular domain is unique up to Möbius transformations, it follows that g is the unique map on the form ( * ).
For large j we may carry out the above construction with the same f and get maps g
For if not, since the sequence {g j } for the same reasons as above is a normal family, by applying Theorem 1, page 229 in [7] again, we could pass to a subsequence converging to some map g ′ = g that maps f (Ω(τ, K 1 , ..., K m )) onto some circular domain. This contradicts the uniqueness of the map g since all maps g j are on the form ( * ).
This follows from the fact that both maps map Ω onto circular domains, fixing 0, 1 and ∞.
We may now carry out the same construction for all Ω ′ in N ǫ (Ω), and the continuity of ϕ follows from the above considerations of the sequence Ω(λ j , K
namely that the maps g j converge to g uniformly on compacts (the same argument works for other convergent sequences as well).
Proof. This follows from the facts that ϕ| T m ∩N (Ω)ǫ = id, ϕ is continuous, and T m is complete. Theorem 1 will follow from the previous lemmas and the following proposition. The proof of the proposition will be given in sections 3 and 4.
m such that the following holds:
Proof of Theorem 1: By Lemma 1 all m-domains are biholomophic to some circled m-domain, so it is enough to proof the result for an arbitrary element Ω(τ, x) ∈ T m . Let ǫ > 0 be in accordance with Proposition 1. There exists a µ > 0 such that if F : B ǫ (τ, x) → R 2+3m is a continuous map satisfying
). Choose δ > 0 depending on µ as in Lemma 2, choose ψ as in Proposition 1 depending on δ, and consider the composition
We have that all circled m-domains corresponding to points in F (Ω(τ, x)) embed properly into C 2 , and we have made sure that (τ, x) ∈ F(B ǫ (τ, x)). Thus R(Ω(τ, x)) embeds properly into C 2 , and this completes the proof.
Perturbing surfaces in C 2
Let R be an open Riemann surface, and let U be an open subset of R. We say that U is Runge in R if every holomorphic function f ∈ O(U ) can be approximated uniformly on compacts in U by functions that are holomorphic on R. If φ(R) is an embedded surface in C 2 we will say that φ(R) is Runge (in C 2 ) if all functions f ∈ O(φ(R)) can be approximated uniformly on compacts in φ(R) by polynomials. Now let M be a complex manifold and let K ⊂ M be a compact subset of M. Recall the definition of the holomorphically convex hull of K with respect to M :
If M = C n we simplify to K = K C n , and we call K the polynomially convex hull of
For an open Riemann surface R, and a compact set K ⊂ R, we have that:
(1) K R is the union of K and all the relatively compact components of R \ K, (2) A subset U of R is Runge if and only of
These results can be found in [3] , [10] . We are going to prove Proposition 1 in two steps. First we are going to embed a family of surfaces into some C N , and then we are going to improve the embedding by composing with some automorphisms of C N . The way to construct these automorphisms, by using Andersen-Lempert techniques, presupposes working with polynomially convex sets, so first we need to perturb the initial embedding in such a way that the embedded surfaces are Runge. This will allow us to work with polynomially convex subsets of the surfaces. 
Proof. This follows from (1) above, and the fact that the polynomials are dense in 
. By the local maximum modulus principle we have that
, and since the polynomial hull of a set of smooth curves is a variety in the complement of the curves, the worst case is that there is a finite set of points P = {p 1 , ..., p k } such that 
2 be a small continuous perturbation onto another Riemann surface. By the argument in the proof of Lemma 3, it follows that
is polynomially convex if g is close enough to the identity. This will be used in the proof of Proposition 1.
Lemma 4. Let A = A(r 1 , r 2 ) = {z ∈ C; r 1 < |z| < r 2 , 0 < r 1 < r 2 < ∞}, and let Γ r = ∂△ r for r 1 < r < r 2 . Let f ∈ O(A) with a Laurent series expansion:
and let φ : A → C 2 be the map z → (z, f (z)). Then all φ(Γ r ) are polynomially convex if and only if a α = 0 for some α < 0.
Proof. If a α = 0 for all α < 0 then f is holomorphic on the disc △ r , and it is clear by the maximum principle that Γ r is not polynomially convex.
Assume now that a α = 0 for some α < 0, and assume to get a contradiction that Γ r is not polynomially convex for some r. We know by Theorem 20.2 in [2] that Γ r is the union of all holomorphic discs {(z, g(z)); z ∈ △ r }, where g is a bounded holomorphic function in △ r , and g(z) = f (z) almost everywhere on Γ r . Let ϕ : △ → C be a smoothly bounded disc D in the annulus A(r 1 , r), such that some segment L ⊂ ∂D is contained in φ(Γ r ). Letf = f • ϕ andg = g • ϕ.
Nowf −g extends to be zero on a dense set L ′ ⊂ ϕ −1 (L) of full measure. By Theorem 11.32 in [11] , there is another dense set V ∈ ϕ −1 (L) of full measure such that the radial extensiong * ofg to V exists. We have thatf −g * ≡ 0 on L ′ ∩ V which is a dense set of full measure, so by the same theorem we have thatf −g ≡ 0 on △. This is a contradiction, because it follows that f extends to a holomorphic function on △ r2 .
Proof of Proposition 2:
Let R 0 denote a neighborhood of R \ D 0 such that φ is defined on R 0 , and let M denote the embedded surface φ(R 0 ). We want to define an immersion ω on a neighborhood of φ(R \ D 0 ) in C 2 , and we are going to use this immersion to construct a vector field with nice local coordinates. By [8] there exists a non critical function ϕ which is holomorphic on M . We have that φ(R\D 0 ) is polynomially convex, so there is a Runge and Stein neighborhood basis {Ω j } of φ(R \ D 0 ). Let M j := M ∩ Ω j . For some N ∈ N we have that M N is a closed surface in Ω N , so there is an extension of ϕ to Ω N , which we denote by η. Let µ ∈ O(Ω N ) be a defining function for M N , and define the following map: ω(z, w) = (η(z, w), µ(z, w)).
For any point x ∈ M N there is a neighborhood U x of x such that ω is 1-1 one when restricted to U x , so we may increase N such that ω is locally 1-1 on Ω N .
We may now use ω to extend functions f ∈ O(M ) to Ω N . Let x ∈ φ(R 0 ), and letx = η(x) such that ω(x) = (x, 0). There exists an ǫ(x) > 0 such that if we define
there is a neighborhood U x of x such that
is a biholomorphism. Note that all ǫ(x) may be chosen as small as we like.
is holomorphic on ǫ(x)△ x , and obviously we have f = g • ω. Now g has an obvious extension to a functiong ∈ O(ǫ(x)△ 2 x ) by definingg(z, w) = g(z), and we may definef =g • ω, which is an extension of f on U x . Choose points {x 1 , ..., x m } ⊂ φ(R 0 ) such that V := ∪ m i=1 U xi covers φ(R 0 ). For each p k make sure that p k = x j for some j. The extensions defined on each U xi will agree on all non empty intersections U xi ∩ U xj , so we get an extension of f to V .
In this manner we may of course also extend singular functions on M . Let f be holomorphic on M \ {p 1 , ..., p m }, and for i = 1, ..., m let L i be the level set {η(z, w) = η(p i )} passing through p i . Then for large N , f extends to a functionf which is holomorphic on
By the Mittag-Leffler theorem [4] , there is a function f which is holomorphic on M \ {p 1 , ..., p m }, such that lim x→pj f (x) = ∞ for j = 1, ..., m. Letf be the above extension to Ω M \ ∪ m i=1 L i , and define the following vector field on
If we let A denote the matrix
we may also write this vector field as
where ▽f denotes the gradient off . Choose a δ > 0 small enough such that
is polynomially convex, (b) ω preserves polynomial convexity on each B δ (p i ), and assume that the neighborhoods U pi above were chosen small enough such that
2 }, and let It is of course enough to show this for i = 1. We want to examine each curve in local coordinates, and on U p1 \ L 1 we may push the vector field forward to get a holomorphic vector field on ǫ(p 1 )△ 2 p1 \ {z = 0} (we may assume thatp 1 = 0). Let G(λ, z, w) denote the flow of the vector field ω * (X). Then on U p1 \ P 1 we have that
Let α be small enough such that if |λ| < α, then ω(
for all r ∈ ( 1 2 , 1). We now write ω * (X) more explicitly. Recall that on U p1 \ L 1 , the functionf is given byf (z, w) =g • ω(z, w), whereg is a function on ǫ(p 1 )△ 2 p1 \ {z = 0} depending only on the first variable, i.e.g(z, w) = g(z). We then have that
and since we for all matrixes C have that CAC T = det(C)A, we get
So we may write
2 △ p1 ), and look at the flow G(λ, z, 0) = (z, σ(λ, z)) for some function σ ∈ O(Y ). We have
where each c δ is a holomorphic function in λ. Assume that there is a sequence λ j → 0 such that σ(λ j , ·) is holomorphic. This means that c δ (λ j ) = 0 for all j when α < 0, so the c δ 's are constantly zero, and σ(λ, z) is holomorphic on α△×ǫ(p 1 )△ p1 . But then we would have that
is holomorphic in z on ǫ(p 1 )△ p1 , which it is not by assumption. So we may decrease α such that for w = 0 the flow is given by
where σ λ is singular for all |λ| < α, λ = 0, and it follows from Lemma 4 that G λ (γ 
Continuous perturbation of families of tori -proof of Proposition 1
Fix an m-domain Ω(τ, x), and for any λ near τ , let Ω
2 ), where x is the 2m-tuple x = (z 1 , r 1 , ···, z m , r m ). For our purposes we may assume that z 1 = 0. For a domain Ω(λ, y) and a small enough δ > 0, we let Ω δ (λ, y) denote the larger domain Ω(λ, z 1 , r 1 − δ, · · ·, z m , r m − δ). We want to simultanously embed all domains close to Ω(τ, x) onto convenient submanifolds of C 2 , and for small ǫ > 0, we consider the following domains:
If δ is small enough, then for all sufficiently small ǫ we may also define
Let ρ < min{r 1 , ···, r m } (each r i from our fixed x), and define curves s λ, y, µ 1 ) . Finally, for a domain Ω(λ, y), we let
If ǫ is small enough there exists a δ 1 > 0 and an R ∈ R, such that for all ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 > 0, there exist µ 1 < ǫ 1 , µ 2 < ǫ 2 , ρ < ǫ 3 , δ < ǫ 4 , and a real analytic map
such that the following holds for all (λ, y) ∈ B ǫ (τ, x):
µ1,µ2 (λ, y))∩(λ, y)×∂△ R ×C = ∅, and the intersection is transversal at each intersection point.
Before giving the proof we need a lemma. Recall the Weierstrass p-function (depending on λ):
This a meromorphic function in z respecting the relation ∼ λ . For small ǫ > 0 and small enough p we define maps
Lemma 5. For sufficiently small ǫ and p we have that φ p is holomorphic in the variables (λ, z). For each fixed λ we have that
Moreover we may choose p such that the Jacobian J φ p (τ, z) is not identically zero in the z-variable.
Proof. If ǫ and p is chosen small enough we have that φ p (λ, z) is holomorphic in the z-variable for all fixed λ ∈ △ ǫ (τ ). To prove that φ is holomorphic in both variables we inspect the standard proof of the fact that ̺ λ (z) converges as a function in the z-variable. Following Ahlfors [1] we have for 2|z| ≤ |m + nτ |, that
So to prove that ̺ τ (z) converges it is enough to prove that
converges. This in turn is proved by observing that there exists a positive constant
for all m, n ∈ N, and then getting the estimate ( * )
But K may be chosen such that
for all λ close to τ , so the inequality ( * ) holds as we vary τ . This shows that the sum ̺ λ (z) converges uniformly on compacts in Y ǫ (τ ) in the variables (λ, z). And if the shift determined by p is small enough we have that φ p is holomorphic on Y ǫ (τ ).
In [13] we demonstrated that the map z → (̺ λ (z − p), ̺ λ (z)) is an embedding provided that 2p is not contained in the lattice determined by λ. So all φ p (λ, ·) are fiberwise embeddings as long as ǫ is small, and p is chosen close to the origin.
Further we have the partial derivatives
Note that ∂̺ ∂λ (τ, z) is a well defined function in the z-variable except for at points in the lattice determined by τ . It follows that 
for all p in some open set. This is a contradiction because ∂̺ ∂z blows up as p approaches z whilst ∂̺ ∂λ does not.
Proof of Proposition 3:
Choose a small enough ǫ, and let φ 1 denote the map φ p in the above lemma, where p is chosen such that the jacobian does not vanish identically.
Choose a small δ 1 > 0. In particular we have that φ 1 (τ, ·) embeds R(Ω δ1 (τ, x)) into C 2 , and we may choose R ∈ R such that the embedded image is relatively compact in △ 2 R . By Proposition 2 there is a neighborhood U ⊂ C 2 of S τ := φ 1 (τ, Ω δ1 (τ, x)) and a holomorphic map ψ : U → C 2 such that ψ| Sτ ≈ id, and such that ψ(S τ ) is Runge. Moreover, by the remark following the proof of Lemma 3, for all surfaces S λ close enough to S τ , we have that ψ(S λ ) is Runge. So if we decrease ǫ and extend ψ to a map ψ ′ :
is Runge (in the fiber) for all λ ∈ △ ǫ (τ ).
Note that (ii) implies that each φ 2 (λ, Ω(λ, x)) is polynomially convex. Next we choose a ρ > 0, such that if we look at all curves s ρ i regarded as curves in the fibers over each λ, each s ρ i is contained in Ω δ1 (λ, x). We may then define the following m surfaces in △ ǫ (τ ) × C 2 :
). Because of Lemma 5 and our choice of p we may now assume that the surfaces V i (ρ) are smoothly embedded submanifolds (possibly by having to decrease ǫ and choose slightly different s ∈ Ω(λ, y).
At this point we fix ǫ, δ 1 , ρ and R. For all i we now define τ, x) ).
Choose surjective diffeomorphisms G i : M i → B ǫ (τ, x)×[0, 1], such that in the fibers over all points (λ, y), the intersection point of M i with φ(X ǫ (τ, x)) gets mapped to (λ, y, 0), and such that each curve M i ∩((λ, y)×C 2 ) gets mapped onto (λ, y)×[0, 1]. We want to define isotopies of diffeomorhisms of the M i 's, and we may now do this by defining them on the G i (M i )'s. For a small t 0 > 0, let σ t0 (t, x) be an isotopy of diffeomorphisms of [0, 1] such that σ t0 (t, x) = id for all x ≤ t 0 and such that for all x > t 0 we have that σ t0 (t, x) → 1 as t → ∞. We now define
where σ t0 only acts on the last coordinate. Now we regard B ǫ (τ, x) as a the real coordinates of C 2+3m , i.e. B ǫ (τ, x) × C 2 ⊂ C 2+3m × C 2 . Because of (ii) above and the fact that B ǫ (τ, x) is totally real, we have that φ(X ǫ (τ, x)) ∪ (∪ m i=1 M i ) is polynomially convex. Choose a small neighborhood The domains Ω δ,µ µ1,µ2 (λ, y) certainly vary continuously as we vary (λ, y), and since F (λ, y, Ω δ,µ µ1,µ2 (λ, y)) intersects (λ, y) × ∂△ R × C transversally for all (λ, y), we have that F −1 (F (λ, y, Ω δ,µ µ1,µ2 (λ, y)) vary continuously. This shows (i). Let M denote F (ψ (Ω(λ, y) )) for a (λ, y), and let ∂ 1 , ..., ∂ m denote the boundary curves of M . If µ 2 was chosen small enough it follows from the transversality that we may locate points p 1 , ..., p m as in Theorem 1 in [13] , so the conditions in the theorem are satisfied except for the fact that the ∂ i 's need not be smooth. They are however piecewise smooth, and if one refers to [12] for the polynomial convexity claims regarding the curves in the proof of Theorem 1 in [13] , the theorem follows for piecewise smooth curves. In other words, M embeds properly into C 2 , and we have (iii).
