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Resumen
Dentro del campo de la Inteligencia Artificial, cuya finalidad es proporcionarle a los sis-
temas la capacidad de adquirir conocimientos por sí mismos para resolver problemas, nos
encontramos con un subcampo como es el Machine Learning. Este tipo de Aprendizaje Auto-
mático, aplicado a las redes, permite realizar una mejor gestión así como un análisis de estas.
Este proyecto se centra en el estudio de diversas técnicas de ML además de realizar una
comparativa de los resultados obtenidos por cada una. Todo esto sirve para encontrar solucio-
nes de optimización u operación de redes eficientes, como podría ser el retraso en el tráfico de
extremo a extremo. Estas técnicas de aprendizaje automático son capaces de crear modelos de
red ligeros con una buena precisión, por lo que facilitarían mucho el trabajo a los operadores
de red actuales.
Para ser capaces de conseguir esto, llevamos a cabo varias fases que incluyen la selección
y posterior análisis de un dataset público, así como el estudio, implementación y aplicación
de diferentes técnicas de machine learning (Random Forest, K-NN y Redes Neuronales)
A partir de diversas pruebas y una buena preparación previa de los datos, se consiguieron
los resultados óptimos para cada una de las técnicas mencionadas anteriormente. A partir de
estos hemos comprendido que el que mejor resultados arrojó fue K-NN seguido muy de cerca
por Random Forest. En cuanto a la Redes Neuronales, cabe decir que obtuvimos unos resul-
tados buenos pero, en comparación con las otras técnicas, todavía hay mucho que mejorar.
Abstract
In the field of the Artificial Intelligence, which main purpose is to make the sistems able
to adquire knowledge by themselves to solve problems, we find ourselves with the subfield
as machine learning. This kind of authomatic learning, applied to webs, let you make a better
management and analysis of them.
This project focus on studying several techniques of ML, moreover to make a compara-
tive of the results obtained by each one. All this is useful to find optimization or operation
solutions of efficient webs, as it could be the delay on the extreme-to-extreme traffic. These
techniques of authomatic learning are able to create models of light web with good accuracy,
which would make the job of the current web operators easier.
To be able to do this, we make several stages, that include the selection and the next
analysis of a public dataset, as the studying, implementation and application of the different
machine learning techniques. (Random forest, K-NN and neuronal networks.)
To start with several tries, and a good previous preparation of the data, there had been
optimal results for each of the techniques previously named. From this, we had understood
that the best of the results was of the K-NN, followed close by Random Forest. Speaking of
neuronal webs, we could say we had good results, but comparing with the other techniques
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El aprendizaje automático (AA), también conocido como machine learning (ML), consiste
en un conjunto de técnicas de la informática que se relacionan con la inteligencia artificial
(IA), y que sirven para crear sistemas que pueden resolver problemas por sí solos sin que las
personas tengan que intervenir. Cabe destacar que sobre estas, el aprendizaje automático pue-
de utilizarse para mejorar los análisis, la gestión y la seguridad, entre otros muchos factores,
de las redes [1].
Actualmente, es mucho mejor construir un sistema (nueva generación) que sea capaz de
conocer y manejar por sí mismo los problemas que los expertos en redes presentan que con-
tinuar con los antiguos sistemas basados en reglas. Estos problemas son el mantenimiento y
actualización en sistemas de administración de redes (antigua generación) que conlleva tener
a varios expertos al cargo. La clave radica en el mantenimiento, ya que a medida que se en-
cuentren nuevos problemas y soluciones, dicho sistema aprenderá los síntomas y las acciones
resultantes a tomar sin ser necesaria la intervención humana, lo cual conllevaría una gran
reducción del esfuerzo.
La aplicación de algoritmos de ML a la gestión del tráfico de las redes permite reducir con-
siderablemente el trabajo que tiene que llevar a cabo el personal de Tecnologías de la Infor-
mación (TI), a pesar de que dichos algoritmos no sean capaces de comprender la repercusión
sobre el negocio en sí. En los últimos años se han logrado muchos avances en el software de
administración de redes mediante la aplicación de técnicas de aprendizaje automático [2].
1.1 Objetivos
La finalidad del trabajo es construir modelos de red livianos para reducir considerable-
mente la carga que tienen los operadores de red mediante el uso de varias técnicas de ML
como son Random Forest, K-NN (k-nearest neighbors) y RNN (redes neuronales recurrentes).
Concretamente vamos a elegir un dataset público, realizar un análisis y tratamiento previo
1
1.2. Estructura de la memoria
de los datos, construir los modelos con cada una de las técnicas mencionadas y comparar re-
sultados para ver qué modelo es el que arroja una calidad superior frente al resto. Para ser
capaces de evaluar la calidad vamos a utilizar las métricas más usadas para realizar este tipo
de mediciones (MSE, RMSE, MAE y R²), las cuales serán explicadas en detalle en secciones
posteriores del trabajo.
1.2 Estructura de la memoria
La presente memoria ha sido estructurada en los siguientes capítulos:
• Capítulo 1. Introducción.
• Capítulo 2. Planificación del proyecto.
– Abarca las tareas realizadas en cada iteración.
• Capítulo 3. Metodología.
– Constituye la metodología empleada.
• Capítulo 4. Entender el negocio.
– Estudio de las técnicas de machine learning aplicadas al tráfico de red (Random
Forest, K-NN y Redes Neuronales)
• Capítulo 5. Fundamentos tecnológicos.
– Análisis de la herramienta y librerías empleadas.
• Capítulo 6. Comprensión de los datos.
– Elección y análisis del dataset público. También incluye la exploración de este para
conseguir una mejor comprensión de los datos y así poder obtener una calidad
mayor.
• Capítulo 7. Preparación de los datos.
– Incluye la limpieza, selección y transformación de los datos. Es una de las fases
más importantes del proyecto ya que los resultados que obtengamos dependen en
gran medida de la calidad de nuestro conjunto de datos.
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CAPÍTULO 1. INTRODUCCIÓN
• Capítulo 8. Modelado.
– Análisis de los parámetros más influyentes en cuanto a los resultados del modelo.
Además se llevará a cabo el entrenamiento del modelo, su validación y la experi-
mentación pertinente.
• Capítulo 9. Evaluación.
– Se evaluarán los modelos construidos con un conjunto de datos independiente
al de entrenamiento. Es aquí donde realizaremos la comparativa final entre las
técnicas utilizadas.
• Capítulo 10. Conclusiones.
– Objetivos alcanzados y lecciones aprendidas.
– Líneas futuras
3




Esta sección abarca la planificación del proyecto tomando como referencia la metodología
CRISP-DM [3]. Se ha decidido usar dicha metodología ya que especifica las tareas a realizar
en cada una de las fases del proyecto, asignando las tareas concretas y definiendo lo que es
deseable obtener en cada fase. En este caso no se ha seguido de una manera estricta pero si
se han tenido en cuenta las principales características de esta. En resumen, es un modelo de
desarrollo de software que se caracteriza por:
• No es una metodología propietaria, por lo que cualquiera puede usarla fácilmente.
• No es dependiente de tecnologías o herramientas.
• Proporciona una descripción normalizada del ciclo de vida del proyecto.
• Nos permite movernos entre diferentes fases del ciclo de vida si así fuera necesario.
A continuación vamos a tratar todas las iteraciones que se llevan a cabo en el proyecto,
así como especificar las tareas que engloba cada una y los perfiles necesarios para llevarla a
cabo. Dicho perfiles son los que se pueden observar a continuación:
• Product Manager: es el encargado de definir la estrategia que se va a llevar a cabo en el
proyecto, así como de planificar y ejecutar cada una de las etapas establecidas.
• Analista: se dedica a la obtención y diseño de los variados algoritmos. Tiene una amplia
visión del negocio.
• Desarrollador: va a dedicarse a construir los diversos modelos que serán usados.
• Ingeniero de datos: se dedica a transformar los datos crudos que serán usados por los
algoritmos de aprendizaje automático.
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Historias de usuario Tareas Perfil Estimaciones
Entender el negocio
Estudio de las técnicas de Machine Learning
aplicadas a las características de tráfico de red Analista 10
Estudio de Random Forest Analista 10
Estudio de K-NN Analista 10
Estudio de Redes Neuronales Analista 10
Total 40
Tabla 2.1: Tareas de la iteración 0.
Historias de usuario Tareas Perfil Estimaciones
Metodología y herramientas Análisis de la metodología Analista 10Estudio herramienta R Desarrollador 10
Total 20
Tabla 2.2: Tareas de la iteración 1.
Historias de usuario Tareas Perfil Estimaciones
Modelo Random Forest
Algoritmo en R Desarrollador 5
Preprocesado de datos Ingeniero de datos 15
Entender los datos Ingeniero de datos 10
Preparar los datos Ingeniero de datos 15
Modelar Desarrollador 15
Experimentación Desarrollador 10
Evaluación y comparativa entre modelos Random Forest Desarrollador 10
Total 80
Tabla 2.3: Tareas de la iteración 2.
Historias de usuario Tareas Perfil Estimaciones
Modelo K-NN
Algoritmo en R Desarrollador 5
Preprocesado de datos Ingeniero de datos 15
Entender los datos Ingeniero de datos 10
Preparar los datos Ingeniero de datos 15
Modelar Desarrollador 15
Experimentación Desarrollador 10
Evaluación y comparativa entre modelos K-NN Desarrollador 10
Total 80
Tabla 2.4: Tareas de la iteración 3.
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Historias de usuario Tareas Perfil Estimaciones
Modelo RouteNet
Estudio del modelo Analista 15
Preparación de los datos Ingeniero de datos 5
Evaluar y comparativa con Random Forest Desarrollador 5
Total 25
Tabla 2.5: Tareas de la iteración 4.
Historias de usuario Tareas Perfil Estimaciones
Elaboración de la documentación
Resumen Analista 2
Introducción Analista 6
Planificación del proyecto Product Manager 10
Metodología Analista 4
Entender el negocio Analista 8
Fundamentos tecnológicos Desarrollador 5
Comprensión de los datos Ingeniero de datos 5










Analista 22€/hora 90 2085€
Desarrollador 27€/hora 125 3375€
Ingeniero de datos 20€/hora 95 1900€
Product Manager 35€/hora 10 350€








A la hora de abordar un proyecto utilizando técnicas de ML, contamos con diversas me-
todologías para llevarlo a cabo con éxito. En general, todas tienen como objetivo definir las
fases necesarias para realizar un proyecto de manera eficaz y exitosa. En este caso concreto
nos hemos decantado por la utilización de CRISP-DM (Cross Industry Standard Process for
Data Mining) [4], ya que especifica concretamente las fases del proyecto, así como lo que es
requerido obtener en cada una de ellas.
Si lo vemos desde un punto de vista más global, CRISP-DM se acerca al concepto de un
proyecto real. Sabiendo todo esto y ya que todas sus fases se adecúan perfectamente a nuestro
proyecto, nos hemos decantado por utilizar esta metodología para el proyecto.





CRISP–DM es la guía de referencia más ampliamente utilizada en el desarrollo de proyec-
tos de minería de datos ya que permite mostrar el ciclo de vida de estos. Dicha metodología
es tan utilizada gracias a su carácter genérico, indistintamente del tipo de herramienta que se
utilice para la elaboración del proyecto y por ser distribuida de manera gratuita.[5]
Está dividido en 4 niveles de abstracción organizados de forma jerárquica (figura 3.2)
en tareas que van desde el nivel más general, hasta los casos más específicos y organiza el
desarrollo de un proyecto de DM (data mining), en una serie de seis fases (figura 3.3).
Figura 3.2: Niveles de abstracción en CRISP-DM
Fuente: ftp.software.ibm.com




Ahora se va a describir de una manera breve cada una de las fases:
• Entender el negocio: se trata de entender tanto los objetivos como los requisitos del
proyecto desde el punto de vista del negocio. Una vez entendido seremos capaces de
marcar los requisitos y poner objetivos claros de lo que se pretende alcanzar.
• Comprensión de los datos: abarca tanto la recopilación inicial de los datos como el
estudio de estos, de manera que seamos capaces de comprenderlos y de obtener cono-
cimiento a partir de dichos datos.
• Preparación de los datos: engloba todos los procesos necesarios para crear el conjunto
de datos utilizado para construir el modelo. Todo esto incluye la limpieza, transforma-
ción y selección de los datos en la herramienta de modelación.
• Modelado: es la etapa en la que se llevan a cabo las tareas necesarias para crear el
modelo, las cuales abarcan la hiperparametrización, el entrenamiento y la validación. El
objetivo de esta fase es conseguir unmodelo que cumpla con los requisitos del proyecto.
• Evaluación: una vez construido el modelo es importante saber lo bueno que es y para
ello hemos de evaluarlo, por lo que en esta fase se lleva a cabo esta tarea para saber si
el modelo alcanzó correctamente los objetivos establecidos.
• Despliegue: la fase de despliegue es en la que se pone en marcha el proyecto dentro de
la organización. Incluye la realización de una adecuada documentación, presentación
de los resultados y mantenimiento.
Por último, en este capítulo resalta el hecho de que las fases en CRISP-DM no son rígidas,
es decir, se puede saltar entre fases en cualquier momento. El resultado de cada fase determi-
na lo que hay que hacer a continuación. Al tratarse de un proceso iterativo, las flechas solo






Figura 4.1: CRISP-DM (1)
Fuente: ftp.software.ibm.com
El Machine Learning, en adelante ML, es una disciplina científica del ámbito de la Inteli-
gencia Artificial que crea sistemas que aprenden automáticamente para que sean capaces de
resolver problemas. Quien realmente aprende es un algoritmo que revisa los datos y es ca-
paz de predecir comportamientos futuros. Esto implica que los sistemas se mejoran de forma
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autónoma con el tiempo, sin intervención humana.
Si queremos que una máquina pueda adquirir la capacidad de aprender por sí misma, esta
debe ser entrenada para que a partir de los datos con los que se entrenó sea capaz de tomar sus
propias decisiones. Esta es la manera por la que es posible que los ordenadores den soluciones
a determinados problemas sin que el ser humano necesite intervenir.
Los algoritmos deML son capaces de extraer patrones de comportamiento de grandes con-
juntos de datos. Una vez hecho podrán generar un modelo capaz de encontrar las respuestas
adecuadas a un problema específico.
4.1 Tareas Machine Learning
En el aprendizaje automático nos encontramos con tareas cuya función es dividir un pro-
blemas complejo en tareas asequibles. Dependiendo del problema que estamos tratando de
resolver será mejor utilizar unas tareas u otras.
Las tareas más habituales que se suelen usar en ML y las más ligadas con nuestro proyecto
son las siguientes:
• Clasificación: su finalidad es predecir a qué clase pertenece un conjunto de datos.
• Regresión: predicen o estiman el valor numérico de alguna de sus variables.
• Clustering: identifican grupos de elementos en un conjunto de datos teniendo en cuen-
ta una medida de similitud.
4.2 Tipos de aprendizaje Machine Learning
Las diversas técnicas que hay de Machine Learning suelen dedicarse a la automatización
de la identificación de patrones a partir de los datos proporcionados. Con esto lo que se pre-
tende es ir generando y ajustando, a partir de los diferentes algoritmos existentes, un modelo
capaz de resolver un problema específico. El problema que se pretende resolver es lo que dic-
taminará el mejor algoritmo para este proceso [6].
Podemos abordar un problema desde diferentes puntos y por lo tanto se debe investigar
detenidamente cuál será la mejor estrategia. Podemos distinguir varias categorías de apren-
dizaje automático:
• Aprendizaje supervisado: en los algoritmos de aprendizaje supervisado se genera un
modelo predictivo, basado en datos de entrada y salida. La palabra clave “supervisado”
viene de la idea de tener un conjunto de datos previamente etiquetado y clasificado, es
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decir, tener un conjunto de muestra, el cual ya se sabe a qué grupo, valor o categoría
pertenecen los ejemplos. Con este grupo de datos que llamamos datos de entrenamiento,
se realiza el ajuste al modelo inicial planteado. De esta forma es como el algoritmo va
“aprendiendo” a clasificar las muestras de entrada comparando el resultado del modelo,
y la etiqueta real de la muestra, realizando las compensaciones respectivas al modelo de
acuerdo a cada error en la estimación del resultado. Por último una vez que el modelo
se considere ajustado se aplicará al conjunto de pruebas para ver la exactitud de la
predicción realizada por este.
Figura 4.2: Aprendizaje supervisado
Fuente: aspgems.com
• Aprendizaje no supervisado: los algoritmos de aprendizaje no supervisado trabajan
de forma muy similar a los supervisados, con la diferencia de que estos sólo ajustan
su modelo predictivo tomando en cuenta los datos de entrada, sin importar los de sali-
da. Es decir, a diferencia del supervisado, los datos de entrada no están clasificados ni
etiquetados y no son necesarias estas características para entrenar el modelo.
Figura 4.3: Aprendizaje no supervisado
Fuente: aspgems.com
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• Aprendizaje por refuerzo: los algoritmos de aprendizaje por refuerzo definen mo-
delos y funciones enfocadas en maximizar una medida de “recompensas”, basados en
“acciones” y al ambiente en el que el agente inteligente se desempeñará. Es decir, son
algoritmos que se basan en el modelo de prueba o error que les permite analizar y apren-
der del entorno en el que se encuentra realizando determinadas acciones mediante las
cuales será capaz de llegar al objetivo final. A lo largo de todo el proceso se recibirán re-
compensas o penalizaciones en función de la acción realizada hasta conseguir la mejor
puntuación posible y resolver el problema.
Figura 4.4: Aprendizaje por refuerzo
Fuente: es.wikipedia.org
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• Aprendizaje profundo: utiliza redes neuronales que replican el funcionamiento de las
neuronas del cerebro humano. Estas redes pueden estar formadas por miles o millones
de nodos de procesamiento interconectados. A todo esto se le llama aprendizaje pro-
fundo porque se lleva a cabo a través de un gran número de capas. En cada una de estas
se realizan continuos ajustes hasta alcanzar un determinado punto final. Lo normal es
que se use este tipo de aprendizaje en conjuntos de datos que no están ni estructurados
ni etiquetados. También cabe destacar que cuanta mayor sea la complejidad del pro-
blema mayor cantidad de capas ocultas necesitaremos en la red neuronal para poder
resolverlo.
Figura 4.5: Aprendizaje profundo
Fuente: www.researchgate.net
De manera general, el aprendizaje supervisado se utiliza en problemas de regresión y
predicción estadística mientras que el no supervisado lo normal es utilizarlo en clasificación
de variables.
4.3 Modelos de aprendizaje
En esta sección vamos a hablar sobre algunos modelos de aprendizaje, concretamente
sobre KNN, Random Forest y Redes Neuronales que son los que vamos a usar a lo largo del
desarrollo del proyecto.
4.3.1 K-NN
K nearest neighbours o en español, K vecinos más cercanos, es un algoritmo que se puede
usar tanto para clasificar como para predecir, no obstante, como en este trabajo lo utilizaremos
para predecir, vamos a centrar la explicación teniendo esto en cuenta. Su funcionamiento es
muy sencillo, ya que va a predecir el valor que nosotros deseemos según tenga k vecinos más
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cerca de uno de los valores de referencia. K-NN es un algoritmo de aprendizaje supervisado,
es decir, que a partir de un juego de datos inicial su objetivo será el de predecir correctamente
la variable objetivo. El juego de datos típico de este tipo de algoritmos está formado por varios
atributos descriptivos y un solo atributo objetivo. En otras palabras, lo que hace de manera
concreta es calcular las distancias del elemento que se quiere predecir a cada uno de los exis-
tentes, y ordena dichas distancias de menor a mayor para seleccionar el valor de la predicción.
Esta será, por tanto, la de mayor frecuencia con menores distancias.
En contraste con otros algoritmos de aprendizaje supervisado, K-NN no genera un modelo
fruto del aprendizaje con datos de entrenamiento, sino que el aprendizaje sucede en el mismo




• 1º: calcular la distancia entre la variable objetivo y el resto de items del dataset de en-
trenamiento.
• 2º: seleccionar los “k” elementos más cercanos (con menor distancia, según la función
que se use)
• 3º: realizar una “votación de mayoría” entre los k puntos. Los de una clase/etiqueta que
«dominen» decidirán la predicción final.
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Para decidir cual va a ser la predicción es muy importante el valor de k, pues este termina-
rá casi de definir cual será la variable objetivo. Otra cosa reseñable es elegir valores impares
de k para desempatar. No es lo mismo tomar para decidir 3 valores que 13. Esto no quiere
decir que necesariamente tomar más puntos implique mejorar la precisión. Lo que es seguro
es que cuantos más “puntos k”, más tardará nuestro algoritmo en procesar y darnos respuesta,
ya que a partir de cierto valor de k no se consigue mejorar la calidad de un modelo y el tiempo
computacional necesario es muy elevado.
Algunas de las formas más populares de medir la cercanía entre puntos son la distancia
Euclidiana, la distancia Coseno o la distancia Jaccard. Por último destacar que este algoritmo
funciona mejor con varias características de las que tomemos datos (las columnas de nuestro
dataset) [8].
4.3.2 Random Forest
Un Random Forest es un conjunto de árboles de decisión en los que cada árbol es depen-
diente de los valores de un vector aleatorio muestreado independientemente y con la misma
distribución para todos los árboles del bosque. Estos árboles son creados por un algoritmo, de
manera aleatoria, para que la correlación entre estos sea mucho menor. Por otro lado, conta-
mos con el error de generalización, el cual nos muestra cómo de bien ha aprendido nuestro
modelo de ML el patrón existente entre los datos de entrada y los resultados. Dicho error
en un bosque de árboles es totalmente dependiente de cada árbol individual y de la correla-
ción existente entre estos. Otra de las características destacables de random forest es que usa
bagging, es decir, que distintos árboles ven distintas porciones de los datos. Ningún árbol ve
todos los datos de entrenamiento. Esto hace que cada árbol se entrene con distintas muestras
de datos para un mismo problema. De esta forma, al combinar sus resultados, unos errores se
compensan con otros y tenemos una predicción que generaliza mejor [9].
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Creación de los árboles
En Random Forest los árboles son construidos de la siguiente manera: [10]
• Dado que el número de casos en el conjunto de entrenamiento es N, una muestra de
esos N casos se toma aleatoriamente pero con reemplazo. Esta muestra será el conjunto
de entrenamiento para construir el árbol i.
• Si existen M variables de entrada, un número m<M se especifica tal que para cada nodo,
m variables se seleccionan aleatoriamente de M. La mejor división de estos m atributos
es usada para ramificar el árbol. El valor m se mantiene constante durante la generación
de todo el bosque.
• Cada árbol crece hasta su máxima extensión posible y no hay proceso de poda.
• Nuevas instancias se predicen a partir de la agregación de las predicciones de los x
árboles.
Una cosa de gran importancia es reducir la correlación existente entre árboles, como bien
se ha comentado anteriormente. Si utilizamos muestras ligeramente distintas las unas de las
otras y además utilizamos diferentes variables para el proceso de ramificación vamos a con-
seguir una mayor aleatoriedad en la creación de los árboles (lo cual los hace diferentes entre
si), por lo que se consigue una menor correlación entre ellos.
En la siguiente figura podemos apreciar un ejemplo de bosque aleatorio. En este se llevan a
cabo un promedio de las predicciones que se obtienen en cada árbol del bosque. Este promedio
va a ser la variable objetivo.
Figura 4.8: Random Forest (2)
Fuente: towardsdatascience.com
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Algunos de los parámetros más reseñables de Random Forest son los siguientes:
• ntree: indica la cantidad de árboles que forman el bosque.
• mtry: indica la cantidad de variables candidatas que se utilizan en cada ramificación del
árbol. Cabe destacar que son seleccionadas de manera aleatoria por el algoritmo pero
siempre se usa el mismo número de ellas.
Para obtener resultados diferentes en cuanto al uso de Random Forest basta con cambiar
estos valores, ya que son los que más influyen en la elaboración del modelo. Por ejemplo, si
reducimos el valor de mtry vamos a tener menos variables para elegir (aunque sea de forma
aleatoria), por lo que las probabilidades de que algunas de estas se repita es mucho menor.
Como todo, esto tiene un punto medio ya que si reducimos demasiado el valor de mtry po-
demos no contar con la suficiente información dando lugar a una menor precisión en cada
árbol. Al conseguir el punto de equilibrio lo que lograremos es tener árboles diferentes y poco
correlacionados. En general para tareas de predicción, como es nuestro caso, se recomienda
un valor de mtry de M/3, aunque en la práctica todo dependerá del problema a resolver [11].
Por otra parte, el número de árboles también afecta a lo preciso que va a ser el modelo. Los
modelos de Random Forest no presentan problemas en generar árboles (se caracterizan por
su rapidez en la generación), por tanto tener un gran número de árboles no produce efec-
tos adversos, sino al contrario, son útiles ya que pueden proporcionar información auxiliar
(proximidad e importancia de variables entre otras). Lo normal sería pensar que cuantos más
árboles utilicemos la predicción obtenida será mejor, pero no es así. Llega un punto en el que a
pesar de incrementar los árboles de nuestro bosque no obtenemos mejora y es aquí donde nos
encontramos con el valor óptimo de ntree (si siguiéramos aumentado los árboles tendríamos
un mayor costo computacional sin ningún sentido) [12].
Out Of Bag Error
Por último, vamos a hablar sobre el Out of bag error (OOB). Se utiliza para medir el error
de predicción de diversas técnicas de ML. Para ello, se lleva a cabo la técnica de bootstrap que
submuestrea los datos utilizados para la construcción del modelo. Como ya comentamos, los
bosques aleatorios se construyen a partir de N observaciones con reemplazamiento y al usar
bootstraping, en promedio, cada árbol usa 2/3 de los datos. En conclusión, el OOB se encuentra
estrechamente relacionado con el número de árboles que conforman el bosque [13].
21
4.3. Modelos de aprendizaje
4.3.3 Redes de neuronas
Las Redes Neuronales Artificiales (ANN) son un modelo inspirado en el funcionamiento
del cerebro humano. Está formado por un conjunto de nodos conocidos como neuronas arti-
ficiales que están conectadas y transmiten señales entre sí. Estas señales se transmiten desde
la entrada hasta generar una salida [14].
El objetivo principal de este modelo es aprender modificándose automáticamente a sí mis-
mo de forma que puede llegar a realizar tareas complejas que no podrían ser realizadas me-
diante la clásica programación basada en reglas. De esta forma se pueden automatizar funcio-
nes que en un principio solo podrían ser realizadas por personas. Es decir, la parte importante
de una Red de Neuronas Artificiales es el aprendizaje, puesto que este va a ser el que determi-
ne los problemas que la red va a poder resolver. Las ANN basan su aprendizaje en ejemplos,
por lo que el que sean capaces de resolver un problema o no estará estrechamente relacionado
con los ejemplos de los que se disponen en el proceso de aprendizaje. Todo esto da a entender
que debemos de utilizar tanto suficientes ejemplos como muy variados, ya que si esto no se
cumple la red se especializará en un conjunto de datos específico y no se podrá usar de manera
general. [15].
Figura 4.9: Perceptrón simple
Fuente: pythonmachinelearning.pro
Funcionamiento de las ANN
La manera en que funcionan es muy sencilla, ya que lo único que hacen es leer los valores
de entrada, sumarlos en función de los pesos de estos e introducir los resultados en una fun-
ción de activación que genera el resultado final. El entrenamiento realizado se basa en calcular
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tanto el umbral que mejor adapte la entrada a la salida como los pesos sinápticos. Para que las
ANN sean capaces de calcular estos valores se lleva a cabo un proceso de acondicionamiento
en el que los valores parten de un estado inicial aleatorio y se modifican según los valores
calculados por la red, así como por los deseados.
En general estas redes constan de una capa de entrada, compuesta por neuronas a las que
se les asocia una de las variables del problema, una capa de salida, que es la encargada de dar-
nos el resultado obtenido una vez procesada toda la información y, como mínimo, una capa
oculta, que son las que sirven de unión entre las de entrada y salida además de auto-configurar
la función global esperada por las Redes Neuronales. A su vez, todas estas capas conforman
lo que se conoce como perceptrón multicapa. Este consta de dos fases diferentes: la de propa-
gación, en la cual se propagan hacia las capas siguiente los valores de entrada para conseguir
calcular el resultado final y por otro lado, la de aprendizaje, que es su antónimo, ya que los
resultados de salida se propagan hacia atrás para poder modificar los pesos de las conexiones
y así conseguir un resultado mucho más parejo al real.
Algunas de las ventajas que se obtienen al usar las Redes de Neuronas Artificiales son
[16]:
• Aprendizaje: tienen la habilidad de aprender mediante una etapa que se llama etapa
de aprendizaje. Esta consiste en proporcionar a las redes datos como entrada a su vez
que se le indica cuál es la salida esperada.
• Auto-organización: crean su propia representación de la información en su interior,
obviando al usuario de esto.
• Tolerancia a fallos: almacenan la información de forma redundante, por lo que pueden
seguir respondiendo de manera aceptable aun si se daña parcialmente.
• Flexibilidad: pueden manejar cambios no importantes en la información de entrada,
como señales con ruido u otros cambios en la entrada (ej. si la información de entrada
es la imagen de un objeto, la respuesta correspondiente no sufre cambios si la imagen
cambia un poco su brillo o el objeto cambia ligeramente)
• Tiempo real: su estructura es paralela, por lo que si esto es implementado con compu-
tadoras o en dispositivos electrónicos especiales, se pueden obtener respuestas en tiem-
po real.
También cabe mencionar algunas de las desventajas que tiene usar este tipo de redes:
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• Complejidad de aprendizaje: para grandes tareas, cuantas más cosas se necesite que
aprenda una red, mas complicado será enseñarle.
• Tiempo de aprendizaje elevado: el cual depende de dos factores. Primero, si se incre-
menta la cantidad de patrones a identificar o clasificar y segundo si se requiere mayor
flexibilidad o capacidad de adaptación de la red neuronal para reconocer patrones que
sean sumamente parecidos, se deberá invertir mas tiempo en lograr que la red converja
a valores de pesos que representen lo que se quiera enseñar.
• Elevada cantidad de datos: se necesitan muchos datos para el entrenamiento. Cuanto
más flexible se requiera que sea la red neuronal, mas información habrá que enseñarle
para que realice de forma adecuada la identificación.
4.4 Conclusiones
En este trabajo se van a tratar problemas de regresión cuyo objetivo es predecir el re-
traso extremo a extremo de una red. Para ello llevaremos a cabo un proceso de aprendizaje
automático supervisado utilizando las tres técnicas mencionadas anteriormente. En secciones





Actualmente, el incremento de software libre hace que el ML sea mucho más accesible
para cualquier usuario. La dificultad de implementación actual no tiene nada que ver con la
que existía hace años. Debido a esto nos encontramos con una gran variedad de herramientas
enfocadas al aprendizaje automático, por lo que hemos tenido que hacer un análisis en pro-
fundidad para saber cual elegir.
Estas herramientas utilizadas para el análisis de datos aumentan la precisión y la eficiencia
de la investigación en el ámbito de la ciencia de datos. En nuestro caso hemos tenido en cuenta
las siguientes herramientas:
• Azure Machine Learning Studio: esta opción de Microsoft cuenta con una interfaz
de arrastrar y soltar que no requiere experiencia en codificación. Pero se necesita un
enfoque aplicado al aprendizaje automático. Además nos permite integrar la tecnología
en el trabajo rápidamente. La interfaz visual también permite exportar datos relacio-
nados con el análisis predictivo. El principal problema es que solo se proporciona una
versión gratuita del programa y luego pasa a ser de pago mensual.
• AmazonMachine Learning: este servicio de aprendizaje automático de Amazon pre-
senta la misma tecnología utilizada internamente por sus científicos de datos. En este
momento se encuentra disponible para los clientes que se suscriben al servicio. Esta
tecnología ofrece tres capacidades de predicción de aprendizaje automático, por lo que
no es necesario conocer ningún método de aprendizaje automático antes de importar
datos. La herramienta analiza la información y elige la mejor. En este caso volvemos a
tener la restricción del precio por el uso de la tecnología, por lo que también descarta-
mos esta opción.
• RStudio: es un entorno de desarrollo integrado (IDE) open source para el lenguaje de
programación R, dedicado a la computación estadística y gráficos. Incluye una con-
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sola, editor de sintaxis que apoya la ejecución de código, así como herramientas para
el trazado, la depuración y la gestión del espacio de trabajo. Una cosa que nos pare-
ció interesante es que podemos encontrar la herramienta en casi cualquier plataforma
existente (Windows, Mac y Linux). Las características más reseñables son: el resaltado
de sintaxis, auto completado de código, poder ejecutar código R directamente desde el
editor de código fuente y salto rápido a las funciones definidas. Debemos resaltar que
este entorno cuenta con múltiples paquetes que refuerzan la capacidad de aprendiza-
je automático en R, ofreciendo un conjunto de funciones que aumentan la eficiencia y
creación de los modelos predictivos.
• Weka: es una plataforma de software para el aprendizaje automático y la minería de
datos escrito en Java y desarrollado en la Universidad deWaikato. Es una opción intere-
sante, ya que es open source y cubre todas las necesidades de un proyecto de Machine
Learning. Destaca por su portabilidad debido a su implementación sobre Java, además
de poder correr en casi cualquier plataforma. Por otro lado, contiene una extensa co-
lección de técnicas para preprocesamiento de datos y modelado y, por último, destacar
que es fácil de utilizar por un principiante gracias a su interfaz gráfica de usuario.
• Orange: es un programa informático para realizar minería de datos y análisis predicti-
vo. Consta de una serie de componentes desarrollados en C++ que implementan algorit-
mos de minería de datos, así como operaciones de preprocesamiento y representación
gráfica de datos. Sus características más reseñables son la visualización interactiva de
datos gracias a su inteligente visualización, la existencia de varios complementos para
extraer datos de fuentes de datos externas y que la interfaz gráfica de usuario permite
centrarse en el análisis exploratorio de datos en lugar de en la codificación.
Una vez que analizamos en profundidad estas herramientas, nos hemos decantado por el
uso de RStudio para llevar a cabo el proyecto. Esto fue decidido así gracias a la pequeña curva
de aprendizaje de la herramienta así como de la gran cantidad de documentación existente
para esta.
5.1 Librerías utilizadas en R
RStudio cuenta con una multitud de librerías orientadas a ML, por lo que en esta parte de
la memoria expondremos las más importantes que se han utilizado en las diferentes fases del
proyecto.
5.1.1 Librerías de procesado de datos:
• Caret: proporciona funciones precisas para poder particionar los datos.
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• Solitude: es una implementación de Isolation Forest que se utiliza para la limpieza de
los datos.
• Philentropy: nos permite utilizar las funciones cosinedist() y jaccard() para ser capaces
de cuantificar tanto las distancia como la similitud entre los vectores del conjunto de
datos.
• FSelector: nos proporciona varias funciones para seleccionar atributos de nuestro da-
taset. La selección de subconjuntos es el proceso de identificar y eliminar la mayor
cantidad de información irrelevante y redundante posible.
• Mltools: son una colección de funciones auxiliares de aprendizaje automático, que ayu-
dan particularmente en la fase de análisis de datos exploratorios.
• Dplyr: un paquete rápido y consistente para trabajar con data frames como objetos,
tanto en memoria como fuera de ella.
5.1.2 Librerías para la elaboración de informes:
• Rocr: librería que nos aporta la posibilidad de elaborar muchas de las gráficas relacio-
nadas con las técnicas de ML utilizadas en RStudio.
• Knitr: proporciona una herramienta de uso general para la generación de informes
dinámicos en R utilizando técnicas de programación alfabetizada.
5.1.3 Librerías para Random Forest:
• Random Forest: es la librería que se va a utilizar para crear el modelo con la función
randomForest(), así como llevar a cabo la obtención de resultados al usar esta técnica.
5.1.4 Librerías para K-NN:
• Class: incluye varias funciones dentro de las cuales destaca la de KNN.
• Fnn: nos da acceso a las utilidades de Kd-tree y Cover-tree, que son algoritmos de
búsqueda rápida de KNN. En general, se implementan en esta librería medidas de cla-
sificación, regresión e información KNN.
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Como hemos indicado anteriormente vamos a usar aprendizaje supervisado para predecir
la variable objetivo (delay) en el tráfico de extremo a extremo. Se utilizó un dataset público
etiquetado totalmente, formado por muestras creadas con OMNet++, el cual es un simulador
a medida. Dichas muestras que cuentan con varias configuraciones de enrutamiento, patrones
de tráfico y diferentes topologías. Cada una contiene mediciones exactas sobre las métricas
de rendimiento más relevantes en cuanto al tráfico de extremo a extremo, concretamente del
delay (retraso) y del jitter (fluctuación) [17].
6.2 Recolección
Esta etapa se centra en elegir el dataset que se empleará a lo largo del proyecto. Nos
hemos decantado por seleccionar el conjunto de datos mencionado anteriormente debido a
que se trata de un dataset que ya divide los datos en entrenamiento y pruebas además de estar
etiquetados. Otra de las cualidades que tiene y destaca en gran medida es el hecho de que haya
sido probado con Redes de Neuronas Artificiales, por lo que podremos comparar resultados
con los otros modelos que creemos.
6.3 Exploración
Uno de los problemas que surgieron en la exploración de los datos era que estaban en for-
mato .tfrecord, que es el formato que se utiliza en la herramienta de TensorFlow [18]. Debido
a que nos encontramos frente al problema mencionado, era necesario convertir el formato a
uno correcto para usarlo con nuestra herramienta, RStudio. Es por ello que se ha procedido a
la implementación de un código en Python capaz de convertir el mencionado formato a uno
más manejable como es csv.
El código que podemos ver a continuación es el encargado de convertir el formato .tfrecord
a .txt para que podamos acceder al contenido de los diferentes archivos que forman nuestro
dataset y ser capaces de analizarlos.
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4 import tensorflow as tf
5
6 d1 = "/home/tfg/CarpetaCompartidaMV/tfrecords/train"
7 d2 = "/home/tfg/CarpetaCompartidaMV/tfrecords/evaluate"




11 destD1 = os.listdir(d1)
12 destD2 = os.listdir(d2)
13
14 for file1 in destD1:
15 p1 = d1 + "/" + file1
16 r1 = None
17 for ex1 in tf.python_io.tf_record_iterator(p1):
18 r1 = tf.train.Example.FromString(ex1)
19 sys.stdout = open(d3 + file.replace(".tfrecords", ".txt"), "w")
20 print(r1)
21
22 for file2 in destD2:
23 p2 = d2 + "/" + file2
24 r2 = None
25 for ex2 in tf.python_io.tf_record_iterator(p2):
26 r2 = tf.train.Example.FromString(ex2)
27 sys.stdout = open(d4 + file2.replace(".tfrecords", ".txt"), "w")
28 print(r2)
Listing 6.1: Código que sirve para pasar de formato .tfrecord a .txt
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Una vez concluida la transformación, el siguiente paso es coger todos estos datos y crear
un dataframe de manera que pueda ser usado en nuestra herramienta. Esto se hizo de una
manera muy sencilla, ya que lo único que tenemos que hacer es recorrer los datos que están
en formato .txt, ir metiéndolos en un array y ya cuando se haya acabado, crear el datafra-
me correspondiente. El siguiente código muestra el fragmento final en el que se convierte a











11 'sequences' : array_elements[8][i],
12 'traffic': traffic})
13
14 data = pd.DataFrame(
15 array, index=None,
16 columns = ['delay', 'jitter', 'link_capacity', 'links',








21 index = False)
Listing 6.2: Código que sirve para pasar de formato .txt a .csv
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Terminada la conversión, toca enfocarse en la importación de los datos a la herramienta,
pero nos enfrentamos a un nuevo problema. El dataset que hemos elegido cuenta con aproxi-
madamente 331.800 muestras, por lo que la carga computacional es terriblemente grande. Al
comprender que no era viable usar todo el conjunto, se optó por seleccionar un subconjunto
representativo del total, compuesto por unas 38.664 muestras que se dividen en entrenamien-
to (70%) y pruebas (30%), manteniendo la proporción de valores de características .
Ya dándole fin a la sección, vamos a hablar sobre el análisis que se ha hecho sobre el data-
set para realizar un correcto tratamiento de los datos. Lo primero es hacernos una idea de la
cantidad de datos que tiene cada columna de nuestro conjunto de datos. En la siguiente figura
se puede apreciar en profundidad dichos valores:
Figura 6.2: Dataset Original
• delay: 13248 nlinks: 24 sequences: 38664
• jitter:13248 npaths: 24 traffic: 13248
• linkcapacity: 1.776 ntotal: 24
• links: 38664 path: 38664
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Si queremos evitar tanto problemas como errores en los algoritmos de Machine Learning
debemos realizar un correcto tratamiento de los valores que faltan en algunas columnas, los
cuales son nombrados como NA’s (valores nulos o que no existen). Contemplamos dos opcio-
nes: la primera, eliminar estas entradas y la segunda, completarlas.
En cuanto a las columnas de nlinks, npaths y ntotal podemos observar que prácticamente
no hay entradas. Esto ocurre porque simplemente indican el número total de enlaces y cami-
nos que tiene la topología de la red. Una vez que entendemos estos atributos, la mejor opción
es eliminarlos debido a la pequeña aportación de información. Además de los ya comentados,
contamos con el atributo linkcapacity, el cual nos muestra el bit rate de transmisión física de
un enlace. Podría ser un valor interesante pero debido a su escasez también consideramos su
eliminación, ya que no sería productivo dejar un atributo en el dataset con tan poca cantidad
de datos. En la siguiente figura podemos apreciar como van quedando los datos una vez rea-
lizadas las modificaciones pertinentes:
Figura 6.3: Dataset con la primera modificación
• delay: 13248 sequences: 38664
• jitter:13248 traffic: 13248
34
CAPÍTULO 6. COMPRENSIÓN DE LOS DATOS
• links: 38664 path: 38664
Por otro lado también tenemos que fijarnos en los valores NA’s de las columnas delay,
jitter y traffic. Estos valores tienen sentido ya que en determinados caminos y enlaces existe
la ausencia de tráfico. Ya que nuestro dataset es muy extenso y que solo estamos interesados
en tener en cuenta aquellas muestras en las cuales el delay (la que va a ser nuestra varia-
ble dependiente) tenga valor, nos decantamos por la eliminación de las muestras con valores
NA’s para estas columnas. A pesar de todos los valores afectados, se concluyó que no debería
afectar significativamente a los datos gracias a la gran extensión de estos, así como una vez
eliminados, nuestros algoritmos de ML podrán desenvolverse correctamente. En la siguiente
figura ya se puede ver como queda el dataset después de realizar todos los ajustes que consi-
deramos necesarios:
Figura 6.4: Dataset con la segunda modificación
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• delay: 13248 sequences: 13248
• jitter:13248 traffic: 13248
• links: 13248 path: 13248
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En esta etapa vamos a dedicarnos tanto a la limpieza de los datos como a su transformación
y posterior selección de las características que mejor encajan con estos. Cuando procesamos
datos tenemos que tener en cuenta la importancia de realizar una buena limpieza y análisis
previo de estos para que, posteriormente, puedan ser usados correctamente en los diversos
procesos de ML y sea posible conseguir resultados satisfactorios.
En cuanto a la fase de transformación de los datos, va a centrarse en elaborar nuevos
atributos a partir de los que ya tenemos. Para ser capaces de seleccionar las características
que más benefician al modelo, se llevará a cabo un análisis de los diversos métodos de cálculo
de similitud entre los vectores que componen el dataset.
7.1 Limpieza
Como ya hemos mencionado anteriormente, los datos pueden presentar irregularidades o
estar dañados por lo que comprometerían la calidad del conjunto de datos. Los problemas de
calidad de datos más habituales que podemos resolver en la etapa de limpieza son:
• Incompletos: en los datos no hay atributos o contienen valores que faltan.
• Con ruido: los datos contienen registros erróneos o valores atípicos.
• Incoherentes: los datos contienen discrepancias o registros en conflicto.
Los datos de calidad son un requisito previo para los modelos predictivos de Machine
Learning. Para mejorar la calidad de los datos y, por tanto, el rendimiento del modelo, es fun-
damental llevar a cabo dicha limpieza para así ser capaces de detectar problemas prematuros.
La presencia de datos atípicos en el conjunto de datos puede suponer que los modelos no
se adecúen a la realidad del problema a resolver, destacando el hecho de que no siempre es
necesaria su eliminación aunque siempre es aconsejable hacerlo porque se puede disminuir
considerablemente la carga computacional y el volumen del dataset que vayamos a utilizar.
Es muy común que los datos presenten inconsistencias relacionadas, como ya se vio an-
teriormente, con datos incompletos o inconsistentes que no encajan dentro de los valores
esperados, los llamados datos anómalos u ”outliers”.
Después de un análisis de diversas técnicas para la limpieza de datos, nos hemos decidido
por el uso de Isolation Forest [19].
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7.1.1 Isolation Forest
Isolation Forest es una método no supervisado para identificar anomalías (outliers). Su
funcionamiento está inspirado en el algoritmo de clasificación y regresión Random Forest. Al
igual que en Random Forest, un modelo Isolation Forest está formado por la combinación de
múltiples árboles llamados isolation trees, en los cuales la selección de los puntos de división se
hace de forma aleatoria. Aquellas observaciones con características distintas al resto, quedarán
aisladas en las divisiones iniciales, por lo que el número de nodos necesarios para llegar a
estas observación desde el inicio del árbol (profundidad) es menor que para el resto. Con
esto lo que se quiere decir es que las anomalías son más susceptibles al aislamiento. En las
siguientes imágenes nos podemos hacer una idea de como funciona esta técnica además de
su implementación en R y de los resultados que arrojó sobre el dataset seleccionado:










7 train$pred <- iforest$predict(train)
8 train$outlier <- as.factor(ifelse(train$pred$anomaly_score >=0.50,
"outlier", "normal"))
Listing 7.1: Código elaborado para realizar la técnica de Isolation Forest
Figura 7.3: Resultado de Isolation Forest sobre el dataset
Vamos a comentar un poco los datos que vemos en la última figura. El valor que nos permi-
te saber si hay datos anómalos es ”anomaly score”. Cuanto menores de 0.5 sean los valores, las
probabilidades de que sean considerados datos normales aumentan drásticamente, mientras
que si se superara dicho umbral ocurriría lo inverso, teniendo mayor probabilidad de consi-
derarse una anomalía cuanto más cerca de 1 se encuentren estos. Por lo tanto, los resultados
devueltos por Isolation Forest indican que no existen anomalías en nuestro conjunto de datos.
7.2 Transformación
En esta fase es donde vamos a crear los nuevos atributos a partir de los ya existentes,
calculando las distancias entre los diferentes vectores que forman nuestro conjunto de datos.
Concretamente utilizaremos la distancia coseno y el índice de jaccard, los cuales vamos a
explicar a continuación:
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• Índice de Jaccard: mide el grado de similitud entre dos conjuntos, sea cual sea el tipo
de elementos. Los resultados que arroja son 0 si los vectores seleccionados en la función
no tienen ninguna característica pareja y, en caso de tener muchas en común, tendería
a 1 [20].
• Distancia Coseno: es una medida de la similitud existente entre dos vectores en un
espacio que posee un producto interior con el que se evalúa el valor del coseno del
ángulo comprendido entre ellos. Esta función trigonométrica proporciona un valor igual
a 1 si el ángulo comprendido es cero, es decir si ambos vectores apuntan a un mismo
lugar [21].
Ya obtenidos los resultados (tarda bastante debido a la carga computacional generada por
tantos datos y al ordenador personal en el que se ejecuta), somos capaces de observar las
similitudes existentes entre los distintos vectores. Ahora toca calcular los estadísticos a partir
de los resultados que obtuvimos porque los usaremos en la generación de los modelos de
Machine Learning. En las siguientes imágenes podemos ver los estadísticos que se calcularon
a partir de los resultados arrojados por el índice jaccard y la distancia coseno:
Figura 7.4: Atributos generados mediante la distancia coseno
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Figura 7.5: Atributos generados mediante el índice Jaccard.
7.3 Selección
Esta va a ser la última fase que realizaremos en cuanto a la preparación de los datos de
nuestro conjunto. Va a consistir en determinar qué atributos del conjunto son los que aportan
una mayor cantidad de información. Una vez visto cuales son los mas importantes en cuanto
a ganancia de información, podríamos prescindir de los que menos aportan para así aumentar
la calidad de nuestros modelos de Machine Learning.
En este trabajo decidimos utilizar la técnica de ganancia de información que se basa en el
cálculo de la entropía de cada atributo con respecto a la variable dependiente (en nuestro caso
delay). Cuanto mas grandes sean los valores obtenidos, mayor será la información aportada
por el atributo pertinente [22].
En la siguiente figura se muestra la ganancia de información obtenida para nuestro con-
junto de datos inicial:
Figura 7.6: Ganancia de información del conjunto de datos inicial.
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Se ve que los atributos que más resaltan son el jitter y paths. Esto se debe a que ambos
están muy relacionados con el retraso de extremo a extremo. El jitter hace referencia al tiem-
po que ha transcurrido entre dos paquetes distintos recibidos, por lo que está directamente
relacionado con nuestra variable objetivo y paths es el número de caminos que hay entre ex-
tremos, por lo que cuantos más caminos se tengan menor será la probabilidad de que ocurra
un fallo en la red.
Como bien podemos ver, los atributos restantes aportan menos información, por lo que
podrían ser prescindibles en nuestro proyecto. Vamos a explicar en mayor profundidad lo que
es cada uno:
• Links: hace referencia al número de nodos intermedios entre extremos. Cabría pensar
que cuanto más nodos haya por el medio, mayor será el retraso obtenido.
• Sequences: es la cantidad de bits enviados por paquete. Podríamos pensar que si en-
viamos una mayor cantidad de información en cada paquete obtendremos un retraso
menor aunque a su vez depende de muchos otros factores.
• Traffic: se refiere al tráfico que tiene la red.
Hay que comentar que cuando se trata de temas de red no siempre los factores de esta ac-
túan como nosotros originalmente pensamos. Es por este motivo por lo que siempre es bueno
llevar a cabo técnicas de ganancia de información para hacernos una idea de qué atributos
tienen una mayor importancia aunque los resultados obtenidos no siempre están acertados.
En nuestro caso decidimos utilizar todos los atributos dado que los tiempos computacionales
obtenidos en la ejecución de Random Forest y K-NN son aceptables. Además como se va a
realizar una comparativa con las Redes Neuronales, se prefirió no eliminar ningún atributo
para mantener en igualdad de condiciones a los algoritmos anteriormente mencionados
.
Por último, mencionar que se ha llevado a cabo la técnica de ganancia de información
sobre los dataset que cuentan con los valores estadísticos calculados a partir del índice jaccard




Figura 7.7: Ganancia de información del conjunto de datos coseno.
Figura 7.8: Ganancia de información del conjunto de datos jaccard.
Vemos que estos nuevos valores aportan bastante información. Más adelante veremos los




Figura 8.1: CRISP-DM (4)
45
8.1. Métricas
En este capítulo se van a definir las métricas de rendimiento que serán usadas para evaluar
los modelos construidos y también se definirá la metodología de validación mediante la cual
seremos capaces de encontrar los valores óptimos para los hiperparámetros más importantes.
Todo esto nos vale para conseguir obtener la máxima calidad posible en nuestros modelos.
8.1 Métricas
Las métricas que normalmente se utilizan en cuanto a la resolución de problemas de re-
gresión y que sirven para ver el rendimiento de los modelos de machine learning son las
siguientes:
• Error Cuadrático Medio: esta métrica, también conocida como Mean Square Error
(MSE), mide el error que hay entre dos conjuntos de datos. En otras palabras, compara
un valor predicho y un valor observado o conocido. Cuanto mayor sea el valor obte-
nido, peor será el modelo. No se puede devolver valores negativos pero si el modelo







(yi − ŷi)2 (8.1)
• Raíz del Error Cuadrático Medio: también conocido como Root Mean Square Error
(RMSE), mide el error que hay entre dos conjuntos de datos. En otras palabras, compara
un valor predicho y un valor observado o conocido. La raíz cuadrada se introduce para
hacer que la escala de los errores sea igual a la escala de los objetivos. Como pasaba en
el MSE, nunca es negativo y cuanto mayor sea el resultado devuelto peor será la calidad
del modelo evaluado [24].
• Error Absoluto Medio: es una medida de la diferencia entre dos variables continuas.
Considerando dos series de datos (unos calculados y otros observados) relativos a un
mismo problema, el error absoluto medio sirve para cuantificar la precisión de una téc-
nica de predicción (en este caso se aplica a nuestros modelos) comparando los valores






|yi − ŷi| (8.2)
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• R²: es una medida estadística de cuan cerca están los datos de la línea de regresión.
También se conoce como coeficiente de determinación, o coeficiente de determinación
múltiple si se trata de regresión múltiple. Es decir, es el porcentaje de la variación en la
variable de respuesta que es explicado por un modelo lineal (R² = Variación explicada
/ variación total). Los valores suelen estar entre 0 y 1 y, en general, cuanto mayor es
resultado devuelto por R², mejor se ajusta el modelo a los datos [26]. Se define por la
siguiente ecuación:




Como punto de partida tenemos que hablar sobre algunas cosas a tener en cuenta para la
creación de los modelos con este algoritmo. Vamos a poder seleccionar los hiperparámetros
más importantes gracias al análisis realizado por el proceso de validación. Dicho proceso so-
lo es empleado para lo comentado anteriormente debido a que Random Forest valida por sí
mismo el modelo y no es necesario llevar a cabo validaciones externas.
8.2.1 Hiperparametrización
Los hiperparámetros son variables a las que les establecemos un valor antes de llevar a
cabo el proceso de entrenamiento para poder afinar la calidad final del modelo. Estos deben
tenerse en cuenta para la creación óptima de los árboles que forman el bosque, entre los cuales
destacan los que ya hemos mencionado anteriormente:
• Mtry: es el número de atributos seleccionados para cada división. Se recomienda esta-
blecer un valor estándar de M/3 pero teniendo en cuenta que, en función del problema
a resolver, debemos de ajustarlo. En este trabajo para ser capaces de identificar el valor
más adecuado, se realizó un análisis del error OOB (tercio restante de los datos utili-
zado para pruebas) en función de los atributos que se eligieron en cada división de los
árboles para cada uno de los datasets. Esto se aplicó sobre el dataset original (con su
preparación de datos previa), así como sobre los datasets que cuentan con los atributos
47
8.2. Random Forest
creados a partir del uso del índice jaccard y de la distancia coseno. A continuación po-
demos ver los resultados obtenidos mediante el uso de la técnica de validación cruzada
(la explicaremos en la sección de validación 8.2.2):
Figura 8.2: Mtry para el dataset original.
Figura 8.3: Mtry para el dataset coseno.
Figura 8.4: Mtry para el dataset jaccard.
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• Ntree: es el número de árboles que se utilizan para construir el bosque. En RStudio,
la función randomforest() contenida en la librería randomForest establece este hiper-
parámetro a 500 árboles. En las siguientes gráficas se puede ver como varía el mse en
función del número de árboles:
Figura 8.5: MSE en función del número de arboles para el dataset original.
Figura 8.6: MSE en función del número de arboles para el dataset coseno.
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Figura 8.7: MSE en función del número de arboles para el dataset jaccard.
Se observa en las gráficas anteriores que a partir de 100 árboles el mse queda estable.
Esto significa que el modelo no mejora de manera significativa su precisión, pero la
ventaja que aporta es la aleatoriedad en la creación de los árboles por parte de Random
Forest, lo que favorece la existencia de poca correlación entre ellos. Todo esto hace que
sea muy difícil que se produzca sobreentrenamiento, es decir, que dicho algoritmo sea
capaz de realizar predicciones satisfactorias con datos diferentes a los de entrenamiento.
Finalmente, destacar que el coste computacional aumenta a partir del número de árboles
mencionado, lo cual es otra característica a tener en cuenta de cara a la creación de los
modelos. Más adelante, en la etapa de entrenamiento y resultados, veremos los valores
de ntree óptimos seleccionados para la creación de cada uno de los modelos Random
Forest.
8.2.2 Validación
La validación del modelo es el proceso que busca la independencia entre el conjunto de
entrenamiento y el de prueba. Esto proporciona la capacidad de generalización de un modelo
entrenado. Como estamos utilizando Random Forest no necesitamos llevar a cabo por noso-
tros mismos la validación, debido a que el propio algoritmo se encarga de ello. Además, como
ya se comentó, Random Forest utiliza bootstraping para construir los árboles en función de
un número X de observaciones con reemplazamiento, por lo que cada árboles emplea 2/3 del
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dataset siendo el 1/3 restante utilizado para validar el modelo (OOB).
Se han analizado dos técnicas de validación muy comunes que son:
• Hold-out: se separa el conjunto de datos en dos para asegurarnos que el algoritmo de
machine learning aprende y no simplemente memoriza, lo que implica que el modelo
resultante no sufra un sobreajuste. Esta técnica destaca por la rapidez que proporciona
en cuanto a la ejecución. Como desventajas destaca el hecho de que se divide nuestro
conjunto de datos, por lo que en datasets pequeños podría afectar gravemente a la ca-
lidad del modelo construido y, por otra parte está la desventaja de que el porcentaje
de datos utilizado en cada parte influye notablemente en la obtención del resultado. Lo
normal es utilizar un 70% de los datos para entrenamiento y lo restante para pruebas.
Figura 8.8: Método Hold-out
• Cross-validation: debido a las carencias que tiene la técnica anterior se crea la vali-
dación cruzada, también conocida como k-fold cross-validation. Lo que hace es dividir
el dataset en K subconjuntos y realizar K iteraciones. En cada iteración se utiliza como
parte de entrenamiento K-1 subconjuntos siendo el restante utilizado para llevar a cabo
las pruebas. Todo esto hace que sea muy costoso desde el punto de vista computacional,
ya que hay que llevar a cabo el entrenamiento y la validación K veces. Como ya hemos
dicho en la sección de hiperparametrización, esta ha sido la técnica elegida para calcular
los mtry óptimos sobre los datasets correspondientes.
Figura 8.9: Método Cross-validation
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8.2.3 Calidad de los Modelos
Esta parte del trabajo va a tratar sobre los diversos modelos de Random Forest que hemos
construido, así como en el análisis de los resultados obtenidos para cada uno de los conjuntos
de datos construidos.
En primer lugar, vamos a proceder a visualizar los tres modelos construidos con sus hiper-
parámetros óptimos. En cuanto al número de árboles se han probado diversas combinaciones
hasta lograr obtener el mejor resultado:
Figura 8.10: Modelo construido a partir del dataset original.
Figura 8.11: Resultados de la construcción del modelo original.
Figura 8.12: Modelo construido a partir del dataset coseno.
Figura 8.13: Resultados de la construcción del modelo coseno.
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Figura 8.14: Modelo construido a partir del dataset jaccard.
Figura 8.15: Resultados de la construcción del modelo jaccard.
Una vez vistos los modelos construidos y algunos de los resultados arrojados por este,
podemos apreciar que el mejor MSE obtenido por los tres es para jaccard, ya que es el que ha
obtenido un valor más bajo frente al resto.
Por otro lado contamos con la gráfica que relacionaMSE frente a ntree, la cual hemos visto
anteriormente pero ahora se hizo con el número de árboles óptimo. A continuación podemos
ver como el modelo jaccard es el que más destaca sobre los otros a pesar de que la diferencia
tampoco es radical:
Figura 8.16: MSE en función del ntree óptimo.
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También tenemos que hablar sobre la métrica de R², la cual es una de las determinantes
de la calidad de un modelo. Su medición por lo normal se encuentra entre 0 y 1 mostrando
una mayor calidad cuanto más cerca de 1 esté. En la figura 8.17 se muestra una comparativa
de los valores de R² obtenidos para cada uno de los modelos, sobre los cuales destaca el que
utiliza las variables creadas a partir de los resultados del índice jaccard:
Figura 8.17: Métrica R² para cada modelo.
Ya para concluir con Random Forest vamos a ver las predicciones realizadas por cada uno




Figura 8.18: Predicciones del modelo original.
Figura 8.19: Resultados utilizadas para medir la calidad del modelo original.
Figura 8.20: Predicciones del modelo coseno.
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Figura 8.21: Resultados utilizadas para medir la calidad del modelo coseno.
Figura 8.22: Predicciones del modelo jaccard.
Figura 8.23: Resultados utilizadas para medir la calidad del modelo jaccard.
Como bien se puede ver en los resultados, el modelo creado a partir del dataset original es
el que peores resultados arroja, luego sigue el que se construyó a partir de los resultados ob-
tenidos por la distancia coseno, mejorando ligeramente los resultados obtenidos y por último,
siendo el mejor, el modelo jaccard. En este se aprecia una mejora considerable en la calidad




K-NN es un algoritmo de tipo supervisado que puede ser usado tanto para clasificar como
para predecir. En este caso vamos a utilizarlo para predecir una variable objetivo. Lo primero
que debemos hacer es elegir los hiperparámetros adecuados, así como hicimos con Random
Forest.
8.3.1 Hiperparametrización
Esta vez nos encontramos con que el único hiperparámetro que tenemos es la K. Para en-
tender lo que es, necesitamos saber cómo funciona K-NN. Lo que hace es que a partir de una
serie de variables dadas busca el valor más próximo calculado mediante alguna distancia (Eu-
clídea, etc) y una vez encontrado, esa será la predicción resultante. Este caso solo se da para
K=1 ya que cuando tenemos una K mayor se buscan los primeros K resultados más parejos al
dado y luego se elige por consenso entre todos el más adecuado.
En este trabajo para ser capaces de elegir una K óptima hemos realizado un proceso de
validación similar al que llevamos a cabo en Random Forest, el cual se basa en la validación
cruzada anteriormente explicada. También destaca que escalamos los valores de los datasets
mediante la función scale() de R para conseguir una estandarización de los valores de nuestros
conjuntos de datos, y para nuestro caso conseguimos mejores resultados [27]. Se han probado
con valores de K entre 1 y 200 como podemos ver en las siguientes figuras:
Figura 8.24: Gráfica del RMSE frente a las K para el modelo original.
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Figura 8.25: Mejor K para el modelo original.
Figura 8.26: Gráfica del RMSE frente a las K para el modelo coseno.
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Figura 8.27: Mejor K para el modelo coseno.
Figura 8.28: Gráfica del RMSE frente a las K para el modelo jaccard.
59
8.3. K-NN
Figura 8.29: Mejor K para el modelo jaccard.
8.3.2 Validación
En las gráficas anteriores hemos podido apreciar los resultados obtenidos para el análisis
de cuál es la K óptima. Todo esto ha sido posible gracias al uso de la técnica de validación
cruzada, tal y como se ha hecho en la sección de Random Forest.
Como ya hemos mencionado en apartados anteriores, no vamos a realizar una validación
propia debido a que el propio algoritmo de K-NN, implementado en la librería FNN de R,
utiliza validación cruzada por sí mismo como también ocurría con Random Forest.
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8.3.3 Calidad de los Modelos
En esta secciónmostramos los resultados de las diferentesmétricas obtenidas por cada uno
de los modelos construidos, que nos permiten validar la calidad de los mismos. Las siguientes
gráficas nos muestran cómo de buenas son las predicciones realizadas sobre el conjunto de
entrenamiento y los resultados de las métricas más relevantes para cada uno:
Figura 8.30: Predicciones realizas por el modelo original.
Figura 8.31: Resultados de las métricas para el modelo original.
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Figura 8.32: Predicciones realizas por el modelo coseno.
Figura 8.33: Resultados de las métricas para el modelo coseno.
Figura 8.34: Predicciones realizas por el modelo jaccard.
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Figura 8.35: Resultados de las métricas para el modelo jaccard.
Como bien se muestra en las figuras, el modelo que mejores resultados consiguió fue el
modelo original, seguido por el modelo coseno y el modelo jaccard. Esta vez no se ha conse-
guido unamejora mediante la utilización de los atributos construidos a partir de los resultados
arrojados por la distancia coseno y el índice jaccard. En secciones posteriores veremos que
tal son las predicciones de estos modelos frente a datos externos al conjunto de entrenamien-
to, para así poder saber si aprendió correctamente o solo memorizó, pero a priori obtenemos
unos resultados bastante buenos.
8.4 RouteNet
A día de hoy, los modelos de redes neuronales pueden usarse para construir modelos de
red con una buena precisión. Como ya sabemos, los operadores de redes siguen sin contar con
modelos de red que sean capaces de hacer predicciones de calidad por lo que hace no mucho
que se propuso un modelo de red neuronal gráfica (GNN) llamado RouteNet [28]. Esta es una
alternativa desarrollada por un equipo para resolver las carencias que estos operadores pre-
sentan y que demostró ser capaz de construir modelos a partir de los datos de enrutamiento,
tráfico, etc, de las topologías de las redes y además, arrojó buenos resultados sobre escenarios
de red totalmente diferentes a los vistos en los conjuntos de entrenamiento [29]. Este trabajo
se realizó para conseguir alternativas a este planteamiento y así también ser capaces de reali-
zar una comparativa entre las diversas técnicas empleadas. En la siguiente imagen podemos
ver como es la arquitectura de RouteNet:
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Figura 8.36: Arquitectura interna de RouteNet
Fuente: github.com/knowledgedefinednetworking/demo-routenet
Ahora vamos a comentar los tipos más importantes de redes neuronales de una forma
resumida y también a llevar a cabo un análisis de las características más destacadas. Los tipos
de redes neuronales según la topología de red son [30]:
• Redes neuronales Monocapa: se corresponde con la red neuronal más simple. Está
compuesta por una capa de neuronas que proyectan las entradas a una capa de neuronas
de salida donde se realizan los diferentes cálculos.
• Redes neuronales Multicapa: es una generalización de la red neuronal monocapa.
La diferencia reside en que mientras la red neuronal monocapa está compuesta por
una capa de neuronas de entrada y una capa de neuronas de salida, esta dispone de un
conjunto de capas intermedias (capas ocultas) entre la capa de entrada y la de salida.
• Redes neuronales Convolucionales: en este tipo de red, cada neurona no se une
con todas y cada una de las capas siguientes sino que solo con un subgrupo de ellas
(se especializa). Con esto se consigue reducir el número de neuronas necesarias y la
complejidad computacional necesaria para su ejecución.
• Redes neuronales Recurrentes: estas no tienen una estructura de capas, sino que
permiten conexiones arbitrarias entre las neuronas. Integran bucles de realimentación
para hacer posible que la información persista durante algunos ciclos ó épocas de entre-
namiento mediante la integración de los resultados de las capas de salida en las capas de
entrada. Básicamente son como una red formada por copias de sí misma, que se mandan
información a las copias sucesoras.
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Figura 8.37: Conexiones hacia delante (a) frente a conexiones recurrentes (b).
Fuente: researchgate.net
Las principales ventajas de las RNN frente a los otros tipos de redes neuronales son:
• Se tratan los datos secuenciales de una forma eficiente.
• No mezclan información entre ejecuciones sino que registran las salidas de la copia
anterior como entradas de la actual.
• Pueden tratar secuencias de datos muy largas elemento a elemento.
En este tipo de redes (RNN), si la secuencia es lo bastante larga, presentan problemas en
cuanto a trasladar la información de etapas anteriores a posteriores. Suele ocurrir en las capas
más tempranas [31].
Para solventar este problema de memoria a corto plazo se crearon dos tipos de redes neu-
ronales recurrentes de las cuales vamos a hablar a continuación [32]:
• LSTM: también conocidas como Long Short TermMemory, utilizan unmecanismo para
decidir que información se va a almacenar y cual no. Está compuesta por tres celdas de
memoria capaces de mantener dicha información por un lapso de tiempo largo o corto,
por lo que es capaz de recordar las cosas importantes. La primera es la puerta de entrada
que decide cuándo meter información nueva en memoria. La segunda es la puerta de
olvido que decide qué información existente en memoria se debe eliminar. La tercera es
la puerta de salida, encargada de determinar cuándo se utiliza la información contenida
en la propia celda.
• GRU: también conocidas como Gated Recurrent Unit, constituyen una simplificación
de las LSTM, ya que se compone de solo dos puertas. La puerta de actualización que
decide qué información nueva entra y cuál existente se elimina, y la puerta de reinicio
que decide qué información del estado anterior se reinicia. Todo esto provoca que se
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tengan que realizar menos operaciones, por lo que su eficiencia es mucho mayor con
respecto al entrenamiento y ejecución.
Analizamos las capas por las que está formada la red neuronal de RouteNet, siendo estas
las mostradas en la siguiente imagen:
Figura 8.38: Capas que forman RouteNet.
Podemos observar como se compone de dos capas GRU y una capa Sequential. Esta últi-
ma consta de capas Dense, que son básicamente capas ocultas que utilizan el mecanismo de
Dropout [33], una técnica para evitar el sobreajuste. Esta consiste en llevar a cero de forma
aleatoria diversos valores del vector de entrada en cada iteración del entrenamiento. De esta
manera se consigue que las neuronas no le den demasiada importancia a un conjunto peque-
ño de la salida de una capa anterior dejando de lado otros valores que pueden servir para
realizar una mejor predicción. En la imagen que vemos a continuación se ve claramente el
funcionamiento de dicho mecanismo:
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Figura 8.39: Mecanismo de Dropout.
Fuente: mc.ai
8.4.1 Hiperparametrización
Los hiperparámetros que han sido utilizados para la creación del modelo de RouteNet se
explican a continuación:
• Learning rate: es un parámetro de ajuste que determina el tamaño del paso en cada
iteración mientras se mueve hacia una función de pérdida mínima. Dado que influye
en la medida en que la información recién adquirida anula la información antigua, se
podría considerar como la velocidad a la que un modelo aprende. De manera general, el
mejor learning rate es el que va disminuyendo a medida que pasan los ciclos (epochs),
ya que así permite un aprendizaje rápido al inicio y a medida que avanza el proceso
se disminuye para conseguir que la función de perdida sea la menor posible [34]. En
RouteNet se utiliza la función que podemos ver a continuación para reducir progresi-





Listing 8.1: Función utilizada para el Learning Rate.
• Batch size: define el número de muestras que se propagarán a través de la red. Por
ejemplo, si tenemos 1000 muestras de entrenamiento y establecemos un tamaño de lote
igual a 100, el algoritmo toma las primeras 100 muestras del conjunto de datos de en-
trenamiento y entrena la red. Luego, toma las segundas 100 muestras y así hasta que
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las propague todas. En general se suelen utilizar tamaños de lote pequeños ya que re-
quieren menos memoria, aunque los resultados arrojados son menos precisos que para
lotes mayores [35]. En nuestro caso se utiliza un tamaño de lote de 32.
• Epochs: hace referencia a un ciclo, es decir, cuándo el dataset pasa por completo por la
red de neuronas. Se ha decidido emplear diversos valores para las épocas para así poder
realizar el entrenamiento de RouteNet y observar las diferencias en los resultados obte-
nidos. A continuación se contrastan algunasmétricas con el número de ciclos utilizados:
Figura 8.40: Pérdida en función del número de épocas utilizado.
Figura 8.41: MSE en función del número de épocas utilizado.
Figura 8.42: MAE en función del número de épocas utilizado.
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El número óptimo consideramos que está alrededor de unas 2700 épocas, ya que es ahí
donde se consiguen los mejores resultados. Por encima de las 5000 no se consiguieron mejo-
ras además de que la carga computacional aumenta considerablemente.
Finalmente comentar que la pérdida inicial es bastante elevada y, a medida que aumen-
tamos las épocas se reduce considerablemente, por lo que podemos considerar que el modelo
está entrenado.
8.5 Calidad del Modelo
Una vez ajustados los hiperparámetros vamos a ver como de buenas son las predicciones
realizadas por el modelo óptimo. En las siguiente figuras podemos ver los resultados obtenidos
por este:
Figura 8.43: Predicción obtenida por el modelo óptimo.
Figura 8.44: Resultados de las métricas más relevantes para el modelo óptimo.
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8.5.1 Conclusiones
Se han obtenido unos resultados bastante sólidos para todos los mecanismos de ML uti-
lizados. A partir de esto podemos considerar que el modelo generado por RouteNet podría
ser útil en cuanto a la creación de modelos con capacidad de aprendizaje para los operadores
de red, aunque su coste computacional es bastante grande. También hemos visto algoritmos
como K-NN y Random Forest que son capaces de obtener unos resultados superiores frente a
los arrojados por RouteNet. Además destaca que su coste computacional es mucho menor, por
lo que a priori se seleccionan como primera opción en cuanto a la construcción de modelos




Figura 9.1: CRISP-DM (5)
Una vez que hemos analizado la calidad de los modelos construidos para cada una de las
técnicas de machine learning que se utilizaron, vamos a proceder a probar con qué calidad
predicen dichos modelos sobre un conjunto de datos independiente a los de entrenamiento.
Nos basaremos en los resultados que arrojen las métricas utilizadas anteriormente, así como
en las gráficas de las predicciones.
En lo que respecta a los conjuntos de evaluación utilizados para los modelos coseno y
jaccard, debemos decir que se han construido los mismo atributos que en el conjunto de datos
de entrenamiento. Estos son valores estadísticos obtenidos a partir de los resultados dados




En las siguientes imágenes vamos a ver como han sido las predicciones obtenidas sobre el
conjunto de datos independiente al de entrenamiento, así como los resultados de las métricas
más relevantes:
Figura 9.2: Modelo construido a partir del dataset original.
Figura 9.3: Resultados del modelo original.
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Figura 9.4: Modelo construido a partir del dataset coseno.
Figura 9.5: Resultados del modelo coseno.
Figura 9.6: Modelo construido a partir del dataset jaccard.
Figura 9.7: Resultados del modelo jaccard.
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Como conclusión hemos visto que el modelo que peor predice sobre un conjunto de datos
independiente es el modelo original, seguido por el modelo jaccard y siendo el modelo coseno
el que mejores predicciones realizó. La diferencia existente entre modelo coseno y el jaccard
no es demasiado amplia pero con respecto al dataset original si que observamos un cambio
muy drástico gracias a los valores estadísticos aportados por la distancia coseno y el índice
jaccard.
9.2 K-NN
Vamos a realizar el mismo análisis que para Random Forest y así poder ver como de bue-
nas son las predicciones para los tres modelos construidos. A continuación podemos ver las
imágenes que contienen los resultados:
Figura 9.8: Predicciones realizas por el modelo original.
Figura 9.9: Resultados de las métricas para el modelo original.
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Figura 9.10: Predicciones realizas por el modelo coseno.
Figura 9.11: Resultados de las métricas para el modelo coseno.
Figura 9.12: Predicciones realizas por el modelo jaccard.
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Figura 9.13: Resultados de las métricas para el modelo jaccard.
De nuevo nos encontramos con que el modelo coseno arroja los mejores resultados así
como realiza las mejores predicciones. Es seguido por el modelo jaccard con el cuál anda muy
parejo, pero esta vez si que tenemos que el modelo original no dista tanto de ambos en cuanto
a resultados nos referimos.
9.3 Modelo RouteNet
Finalmente vamos a comprobar que tal se desenvuelve RouteNet sobre un conjunto de
datos independiente. En las siguientes figuras se pueden ver los resultados y predicciones
arrojados por este:
Figura 9.14: Pérdida en función del número de épocas utilizado.
Figura 9.15: MSE en función del número de épocas utilizado.
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Figura 9.16: MAE en función del número de épocas utilizado.
Figura 9.17: Predicción obtenida por el modelo óptimo.
Figura 9.18: Resultados de las métricas más relevantes para el modelo óptimo.
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Observamos que los resultados devueltos por RouteNet no son malos pero no están a la
altura de los que aportaron los mejores modelos para Random Forest (modelo coseno) y K-NN
(modelo coseno).
9.4 Comparativa
Como ya sabemos, para hacer esta comparativa entre los tres métodos de ML, hemos teni-
do en cuenta las métricas más importante desde nuestro punto de vista. El modelo quemejores
resultados ha aportado es el modelo coseno para K-NN seguido muy de cerca por el mismo
modelo pero utilizando Random Forest. Esto se debe a que sobre el conjunto de datos inde-
pendiente seleccionado K-NN consigue mejores resultados. Para asegurarnos de que K-NN
aporta mejores resultados que Random Forest tendríamos que seguir haciendo pruebas con
otros conjuntos independientes y así saber con absoluta certeza cuál es el que mejores pre-
dicciones realiza. En cuanto a RouteNet creemos que aporta soluciones óptimas al problema
pero hay una diferencia considerable con la calidad obtenida frente a los otros algoritmos de
machine learning. Esto seguramente se deba a que no se utilizan los atributos construidos a




Este proyecto se ha centrado en resolver el reto que tienen los operadores de red para
conseguir soluciones de optimización y operación de red, como es el tráfico extremo a extre-
mo. Se ha llevado a cabo el estudio y comparación de diferentes técnicas de ML con el fin de
aplicarlas para crear modelos de red livianos y conseguir una calidad óptima. Para conseguirlo
se analizaron los resultados de aplicar dichas técnicas sobre el conjunto de datos de tráfico
de red seleccionado, además de realizar una exploración y limpieza adecuada de los datos.
También, mediante el uso de técnicas como la validación cruzada, se ajustaron los valores de
los hiperparámetros más interesantes de cara a conseguir unas predicciones satisfactorias por
parte de los modelos construidos.
Con respecto a las técnicas mencionadas anteriormente, destaca el hecho de que todas
ellas han arrojado resultados más que satisfactorios, siendo las más efectivas Random Forest
y K-NN para los modelos que cuentan con atributos creados a partir de los estadísticos cal-
culados con la distancia coseno (K-NN fue el que mejor resultado obtuvo en la evaluación 9).
Por otro lado, hemos comprobado que RouteNet es bastante efectivo a la hora de construir
modelos de red pero obtuvimos diferencias considerables en la calidad frente a los mencio-
nados anteriormente. También comentar que la carga computacional necesaria para ejecutar
RouteNet y construir el modelo oportuno es mucho mayor que en las otras técnicas utilizadas.
Gracias a este trabajo he podido introducirme en un campo que me era desconocido pero
que ahora, una vez acabado, me aportó una gran cantidad de conocimiento sobre estas técni-
cas de Inteligencia Artificial (IA).
Finalmente este trabajo se podría ampliar utilizando otros algoritmos de ML (SVM entre
otros) para resolver este mismo problema y comparar los resultados frente a los ya obtenidos.
Llevar a cabo pruebas con otros conjuntos de datos aportaría una buena visión en cuanto a
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