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Music in the Real World:  Live Music Retrieval and the Limitations Thereof 
 
Music is everywhere around us.  Cliché, yes, but music has found a way to infiltrate 
nearly every field of study known to man.  Writers and authors include musical references to 
give context to novels and works of literature.  Physicists study frequencies of music and sound 
to determine their effects on animals and humans.  The field of Information Science is no 
different when it comes to its relationship with music.  Music Information Retrieval (MIR), a 
subset of Information and Library Science, was founded in 2000 to gain a better understanding of 
the information music contains and how this can best be extracted for human use (Byrd, 
Fingerhunt, 2002). MIR deals with both the metadata of music (band, lyrics, album name, etc.) 
and actual content of music (chord structure, melodic design, and rhythmic analysis).  As the title 
suggests, a large part of MIR deals with retrieval, which is done by both humans and machines.  
Examples of retrieval include the applications of SoundHound and Shazam, which make use of 
audio fingerprinting technology in order to query databases that contain songs in order for a user 
to identify a song quickly and efficiently.   
 
As stated above, the field of MIR is relatively new with respect to academia, with less 
than 15 years worth of research and information available.  Although the term itself was 
originally coined in a lecture in the late 1960s, the field itself did not receive formal recognition 
until a much later time.  Because of this, many areas of MIR have not been studied to their fullest 
extent.  One of these areas, content-based music retrieval in a live environment, has seen 
painfully little research. It is this area I wish to study more in-depth by posing the following 
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questions: How successful are current content-based music identification systems at identifying 
jazz songs performed live?  In cases where they fail, what are the possible causes of those 
failures? What can be done to improve the effectiveness of these applications and methods and 
what does this imply for future research?  As I stated before, the lack of research done for live 
music applications leads me to believe that more should be done. The need for identification of 
tracks occurs more often in live venues, like concerts, more so than studio recordings   How 
many times have you heard from friends or neighbors, “What song is this? Do you know this 
one?”  By looking at identification methods and their limitations, research can address these 
issues and hopefully design more efficient applications.     
 
The focus on the jazz genre for the research question is due to the fact that jazz has 
several unique features that separate it from other styles of music, including odd theoretical 
structure in some pieces, in addition to improvisation.  In studying jazz and any of its many 
subgenres, one will recognize that the cornerstone of jazz relies upon improvisation, or 
“improv.”  Improvisation refers to an artist making use of scales and motivic patterns to create 
their own music over a given period of time.  Most music in the western classical canon, which is 
the focus of this paper, is written out and the musician plays what is written on the page, down to 
the last note.  Western classical canon refers to the music notation and style as popularized and 
defined by Classical western composers in the 17
th
 and 18
th
 century. This is not the case for 
improvisation, as there is no music written in for the artist to play.  Instead, chords are present 
and based on these chords, the artist can choose what to play.  This poses a challenge for 
automatic recognition as improv often does not follow a specific structure, except for the chords 
themselves, and is unique to each individual and even for each performance.  For example, Miles 
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Davis was known for his simplistic, yet unique ideas when soloing, but a player like John 
Coltrane would rely on immense technical skill to create long, verbose scalar runs.  This, coupled 
with the addition of “blue notes,” notes that are out of tune within the piece but add “character” 
and “charm”, make jazz explicitly difficult to identify, even in prerecorded scenarios.  
Continuing on with the idea of unique performances, let’s consider the following piece; Ms. 
B.C., as recorded with Art Blakey and The Jazz Messengers.  During the studio recording of this 
piece Bobby Watson, an alto saxophone player performed, and made use of many runs before 
settling on a high note that sang over the sextet.  Years later, performing in his own big band, 
Bobby Watson soloed on this piece.  Although he pulled ideas from his previous performances, 
Bobby introduced new melodies and runs not present in his first solo.  Examples like this cause 
issues in retrieval as they technically are the same piece, but with different characteristics, 
individuals, and performance conditions.  Current music identification tools are primarily used 
for recorded popular songs. The purpose of this study to evaluate how well music identification 
tools can identify studio recorded jazz, as well as live popular and jazz music. 
 
Literature Review 
 
What is Music Information Retrieval? 
 
Music Information Retrieval refers to the process of extracting information and data from 
music.  Information can refer to many distinct concepts; however in the world of MIR, this is 
broken down to two main areas: Metadata and Content.  Metadata of music refers to information 
that is related to the track, but is non-musical in nature.  Examples of this include artist or 
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compose, song title, duration of the track, album name, track position on album and many other 
features.  Content refers to the sound or musical nature of the track, which would include the 
rhythm, bass, melody and percussion of a given piece music, lyrics that may exist on the piece of 
music and other features.  This distinction between content and metadata is necessary, as they are 
two distinct types of information which have their own unique methods of retrieval and analysis.   
 
History of Music Information Retrieval  
 
The concept of music retrieval and recall is by no means new in the musical world; 
however, a formal, academic approach to MIR has only recently begun to see growth and 
development, with this approach focusing mostly on the western classical canon.  Some of the 
earliest examples of music retrieval date to the introduction of thematic catalogues of popular 
and prominent composers.  Thematic catalogs are collections of a composer’s or artist’s main 
works, condensed down to the main melody or motif from a piece.  In addition to the single 
composer thematic catalogs, tune finders like Parson’s The Directory of Tunes and Musical 
Themes exist that contain a number of popular tunes from a given period; Parson’s contains 
nearly all excerpts of popular classic songs and pieces.  Thematic catalogs also often include 
information about the composer, the origination and development of the piece, premier date and 
other metadata.  As useful as these thematic catalogs are, they have several noticeable 
drawbacks.  A primary limitation is that they are only usable by those with some experience or 
background in working with and understanding music.  At a bare minimum, a user would need to 
be able to read and transpose music, in addition to being able to recognize a melody without aid 
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of an instrument.  Because of these limitations, thematic catalogs are often seen only in musical 
libraries and universities.   
 
In addition to the limitations of musical knowledge, thematic catalogs are also hindered 
greatly by their medium: paper.  Unless one had a thematic catalog on their person at a given 
time of the correct composer, they could not identify a piece of music in real-time without any 
prior knowledge.  It is this hard limitation of medium that has given rise to the fields of Music 
Information Retrieval and Content-Based Music Retrieval. 
   
The field of Music Information Retrieval does not have a specific start date, although first 
usage of the term music information retrieval dates back to the late 1960s, when Michael Kassler 
gave a presentation on an Intel project known as MIR, which was a computer program that was 
to assist with retrieving music from a database.  Since that period, the acronym has come to 
represent the music retrieval world as a whole.  In the early 2000s, two conferences began to 
recognize and incorporate music retrieval into talks, papers, and presentations: the International 
Society for Music Information Retrieval and the International Conference on Multimedia 
Retrieval.  The International Society for Music Information Retrieval (ISMIR) is the premier 
music retrieval conference, and since its inception, it has elevated the field towards formal 
recognition and has had a number of commercial and tangible successes, including the creation 
and innovations of Shazam and SoundHound (Kaminskas et al., 2012) 
 
Content-Based Music Retrieval is an off-shoot of Music Information Retrieval, with a 
greater focus on the content of a song or piece of music.  Although Content-Based Music 
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Retrieval is discussed at Music Information Retrieval conferences, most content discussions fall 
under the realm of technical and computer science-based conferences since content falls outside 
the realm of metadata (Veltkamp, 2008) 
 
Methods of Content Retrieval 
 
Content-Based Music Retrieval is a subfield of Music Information Retrieval that focuses 
on the retrieval of the “musical” aspect of music, as explained above.  In order to accomplish 
this, metadata of the music, like artist, album name, or year produced is discarded and instead a 
greater focus is placed on the content aspect of music: the changes in frequency, rhythm or chord 
structure that produce discernable changes to the human ear that we may or may not enjoy.  To 
analyze and retrieve these changes in frequency, content-based musical retrieval researchers 
focus on developing methods and tools that can accurately map, graph or imitate these pitches so 
that they may be stored on a database for future retrieval.  These methods include audio or 
acoustic fingerprinting, query by humming/query by singing, and music feature recognition 
among others (Veltkamp, 2008).   
 
Audio or Acoustic Fingerprinting 
 
Audio or Acoustic Fingerprinting is a popular method of music content retrieval because 
of its ease of use and creation and relative ease of retrieval.  In order to make use of audio or 
acoustic fingerprinting, a song is first “scanned” or analyzed for all relative frequency points.  
This results in thousands of individual frequencies that when combined as a whole act as a 
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representation of a piece of music.  The particular track is then coded with a unique ID as well as 
basic metadata about the track and then stored in a database (Muller et al, 2011) 
When a user attempts to identify a piece of music that has been audio fingerprinted the track is 
first analyzed for frequency points.  These frequency points are then compared to all frequency 
points of the songs in the database.  Whenever an exact match is found, the song is then 
successfully retrieved.  If an exact match does not occur, the program relaxes the exact match 
criterion and begins to look for frequency points that are similar to the original and are within an 
acceptable range, which is determined by the user (Cano et al, 2002).  In terms of performance, 
Audio Fingerprinting tends to reign supreme in terms of retrieval speed and accuracy.  As 
opposed to the contouring which is seen with Query by Humming/Query by Singing, the 
frequency points in Audio Fingerprinting can be indexed and read through at a much quicker 
rate, allowing for a faster retrieval (Muller et al, 2011).   
Audio Fingerprinting is seen as the de-facto choice for most commercial based music algorithms, 
because of its speed and lack of ambiguity when compared to Query by Humming/Query by 
Singing.   SoundHound, one of the most frequently used identifiers, uses Audio Fingerprinting 
for genera, studio-based recordings 
 
Downsides of Audio/Acoustic Fingerprinting 
 
As stated above, fingerprinting relies on an exact or extremely similar set of frequency 
points in order to make a quick or accurate retrieval.  This works well for pre-recorded or studio 
quality music, as it can be coded as is into the system and will always retrieve the exact same 
song.  Fingerprinting begins to fail when in a live music environment, simply due to the extra 
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variables that are not accounted for in a recording.  These can include: audience members 
clapping along with or otherwise interacting with the music, extra sounds present during the 
music playing or even the location, with differences being present in both indoor and outdoor 
settings in terms of acoustics.  However the most potent variable when it comes to causing a 
failure in audio or acoustic fingerprint retrieval is the differences that may occur between a 
recording and live performance of a song.  Music varies greatly depending on the time of day, 
location and musicians present.  One musician may interpret a rhythm or note idea differently in 
a live performance than he or she did during a previous recording sessionthan what is present on 
the recording.  If this occurs often enough, the retrieval will fail and the user will not be able to 
discern what song it is (Cano et al, 2002) 
 
Query by Humming/Query by Singing 
 
Query by Humming/Query by Singing is another popular retrieval method that is most 
notably known for being the retrieval method used in the commercial application SoundHound.  
Unlike audio fingerprinting in which different frequency points are used, Query by 
Humming/Query by Singing (QBS/QBH) utilizes, as the title suggests, the singing or humming 
of a user in order to successfully retrieve a given piece of music.  This is achieved by the 
algorithms being focused more on pattern and rhythm extraction, as opposed to listening and 
searching for melodic quips.  QBS/QBH can be designed using different retrieval methods, 
including contouring, lyrics and rhythmic evaluation.  Contouring refers to labeling music using 
three different letters: U for when in the music the pitch shifts upward, D for when in the music 
the pitch shifts downward or S when the pitch remains the same for a given period time.  
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Contouring is a very common method in searching for music and is utilized by music librarians 
when working with people who may not be musically inclined or have a limited musical 
knowledge.  Using lyrics is a fairly straightforward process in which the user sings the lyrics and 
the retrieval system begins to crawl through the database in order to find an approximate match 
of what lyrics were just sung.  The same can be true of rhythmic retrieval; the retrieval model 
codes lengths of notes using different symbols representing quarter, eighth, sixteenth notes, etc. 
(Wang et al., 2010). 
 
Downsides of Query by Humming/Query by Singing 
 
Unlike Audio Fingerprinting, Query by Humming/Query by Singing requires actual user 
interaction, which can cause retrieval to be less reliable compared to its frequency based 
brethren.  This degredation in quality is primarily due to different people's musical skills and 
knowledge.   Query by Humming/Query by Singing at a minimum require a user to either know 
the individual notes of a piece of music or the lyrics of it.  If a user knows lyrics, it would be 
easier for them to use a traditional search engine in order to find the piece of music.  Lyrics are 
one of the most commonly searched items on a given search engine, and because of this they 
often have a priority compared to other string based searches.  This leaves a user to know 
individual pitches and correctly singing the melodic contours.  Depending on the music 
knowledge and level of singing experience, this could be difficult for the user to sing or hum a 
song correctly enough for the retrieval to be accurate or even completed.  QBS/QBH systems are 
designed to compensate for off pitch notes, but this can only work to a certain degree; if a user is 
more than a half-step higher or lower than the target pitch, the system will believe they are trying 
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to sing a different pitch than the actual one present.  An example of this would be a user 
attempting to sing an “A” and instead singing an “A#”(Wang et al, 2010).   
Limitations also exist with contouring if a piece of music does not have a discernable melody.  
Must notably this can be seen with piano concertos that have a continuous idea or motivic 
structure behind it, but not a repeated melody or chorus.   
 
Audio Feature Recognition and Audio Similarity 
 
Although not strictly a retrieval model, Audio Feature Recognition (AFR) can play an 
important role in determining the structure of a piece of music, which can then be used as a 
comparison point with other music.  Audio Similarity works in a similar vein to Audio Feature 
Recognition (AFR) but has several differences which will be explained later. 
AFR works by isolating features of a particular piece of music.  Nearly any feature can be 
isolated, including: pitch, timbre, and length of note, rests, and rhythm.  However, one of the 
most useful applications of AFR is separating what humans refer to as the “main” attributes of a 
piece of music: melody, bass and rhythm.  Realistically, these attributes are made of many 
features, as a melody can contain more than one timbre or even rhythm as in the case of jazz.  
However, by utilizing AFR algorithms, one can combine multiple features in order to create 
these three distinct categories.  
 
Once these features are separated, an AFR system can employ music similarity in order 
to find songs that have a similar feature or even grouping of features.  For example, one could 
separate the high trumpet melody that defines early Maynard Ferguson pieces and employ a 
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music similarity algorithm to find pieces of music similar to this, which would lead to other 
artists like Wayne Bergeron and Arturo Sandoval (Umapathy et al, 2005).  
 
Disadvantages to Audio Feature Recognition/Audio Similarity 
 
Audio Feature Recognition is in the infancy of research; although it has the potential to 
be extremely powerful, it is limited in what it can do now.  One of these limitations is the 
inability for features to be retrieved in a given system.  It is of high cost to separate music into 
multiple features, as it increases the amount of time it will take a system to retrieve a particular 
piece of music.  An example of this would be a song being seperated into different features like 
bass, rhythm and lead guitar.  Multiple features cannot be isolated at once.  Unless you’re 
looking for a specific melody or motif, one would be better off using a traditional QBH/QBS/AF 
in order to determine what a given piece of music is (Zhu 2006).   
Comparison of Algorithims 
 
What are the limitations and what can be improved, especially in a live setting? 
 
Little research appears to exist in the world of live/real-time music extraction, which is 
ironic given how often commercial applications like Shazam and SoundHound are used in the 
“real world.”  This is often seen at concerts where people will attempt to pull out their 
smartphones and determine what song is playing, only to be disappointed in not being able to 
find it.  One of the few articles that goes into real-time discussion, “A real-time music-scene-
description system: predominant-F0 estimation for detecting melody and bass lines in real-world 
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audio signal” by Masataka Goto, describes using F0-based transformation algorithms in order to 
properly detect melody and bass.  These algorithms utilize frequency points in order to 
geometrically map and shape a piece of music, and then begin to utilize transformations in order 
to separate the different bass and melody lines.  However, this system appears to be limited by 
the fact that the under lying chord structure cannot change, i.e. if the song is keyed in C, it must 
remain in C for the entire time the algorithm used.  Of course, this is not common in a live 
setting; few songs exist in which the entire piece remains (Masataka, 2004) 
 
Research question concerns 
  
 Current systems are aimed mostly at popular music, little is known how well they work 
on other types of music such as jazz.  Current systems work well on recorded music, but people 
often need/use them in live settings.  As it stands, my research question is asking the following: 
“why do current content-based retrieval methods produce poor results in correctly identifying 
pieces of jazz music in a live or real-time setting?  What can be done to improve the 
effectiveness of these applications and methods and what does this imply for future research?”  
This question, however, has two inherent problems.  It immediately assumes that current 
retrieval methods fail to fulfill the needs of users and that current methods are not able to retrieve 
the majority of tracks.  In my own personal research, it has not proven up to snuff, however this 
does not mean it wouldn’t meet the needs of an average user.  The second issue present with this 
question is that it does not have a baseline comparison to other music or genres.  In order to 
compensate for this, I will do a comparison to live and pre-recorded popular music retrieval and 
identification, as commercial based applications specialize in this genre.  Two assumptions are 
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being made throughout this process: jazz is inherently different from pop music on a musical 
level, and live music is inherently different from their studio recorded counterparts.  This will 
result in differences that will be able to be recorded and analyzed against one another  
 
Methodology 
The purpose of this research is to determine the relative effectiveness of musical retrieval 
systems in correctly identifying and retrieving music of different genre (jazz and popular) and 
quality (studio and live recordings).  Content-based retrieval systems have made large gains in 
the 15 or years that they have been implemented; however, systems still struggle to correctly 
identify more musically rich or melodically complex pieces of audio.  In order to determine their 
effectiveness, four distinct categories involving music and type have been analyzed: popular 
music that has been studio recorded, popular music in a live setting, and jazz music in a studio 
recorded state, and jazz music in a live state.   
Many content based retrieval systems exist.  I will be tested the following:  Shazam 
(http://www.shazam.com/) and Soundhound (http://www.soundhound.com/).  The two most 
common types of content-based retrieval systems will be used in this study: audio fingerprinting 
and query by humming/query by singing.  Shazam is a popular commercial application that 
utilizes audio fingerprinting in order to determine the track in question.  SoundHound is another, 
less popular commercial application that makes use of both audio fingerprinting and query by 
humming/query by singing when the audio fingerprinting fails.  In an ideal scenario, it would be 
interesting to test algorithms like music feature separation and melody extraction; however, these 
systems are based on research prototypes whose databases may not be as up to date as the 
commercial models.  Shazam in itself is the more established of the algorithms, being in and out 
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of constant research since its introduction in 1999.  SoundHound on the otherhand was launched 
in 2007, but makes use of the more robust algorithim, Query by Humming/Query by Singing.  
Regardless of the algorithm, the ultimate limiting factor is songs or pieces of audio not existing 
within a database. 
   
Test Set 
In order to fairly and adequately determine the effectiveness of these systems, the choice 
of music must remain the same for every algorithm.  Because of this, I have decided to evaluate 
two different genres of music, based on their difficulty of style, and therefore difficulty of 
retrieval: popular and jazz.  Within these two genres, I will also be exploring live and studio 
recorded versions of the music chosen.  Live in this operational sense refers to music that was 
not recorded in a professional studio setting.  This ranges from homemade videos recorded at 
concerts to professionally made recordings in close to studio like setting. 
Ideally, in order to test the performance of these programs, the songs should have both a 
studio recorded and live version of a song with the same or nearly identical personnel.  This 
makes the selection of older jazz songs difficult, as many of the artists are not still living. 
Because of this, a focus on newer artists like Joshua Redman and his song “Hide and Seek”, 
Trombone Shorty with “Hurricane Season”, and Branford Marsalis’ “Blakzilla” will take the 
forefront in the music selection coming from jazz artists.  In addition to these newer artists, I will 
include several older standards, like “My Favorite Things” by John Coltrane and 
“Anthropology” by Charlie Parker.  The range of years of music for the jazz category will span 
50 years, with a greater emphasis on jazz of the last five years.  The list for jazz was selected 
based on my own domain knowledge of the subject, in addition to referencing and considering 
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several best of jazz lists between the years 2011-2015, as found on the site 
http://www.popmatters.com/. The music selection for the popular genre will be focused around 
the Billboard Top 40.  The Billboard Top 40 (http://www.billboard.com/biz/charts/mainstream-
40), specifically the “Hot 40” which will be used in this test, creates its list based upon an 
agglomeration of number of plays, and number of digital and physical purchases to determine 
which the top songs in America are.  The week used from the Billboard Top 40 will be the Hot 
40 chart of 2/15/2015.  In all cases, I will be testing 80 unique pieces of music: 20 studio 
recorded pieces of popular music, 20 live pieces of popular music, 20 studio recorded pieces of 
jazz music, and 20 live pieces of jazz music, as seen in the following table: 
 Popular Jazz 
Live 20 pieces of music 20 pieces of music 
Studio 20 pieces of music 20 pieces of music 
Total 40 pieces of music  40 pieces of music 
Total Times Identified 
Between Two Systems 
80 (1 x Shazam, 1 x 
SoundHound) 
80 (1 x Shazam, 1 x 
SoundHound) 
 
Ultimately, the studio and live recordings will be of the same title and artist for each 
genre.  The full list of music for both the jazz and popular and genres will be located in appendix 
A 
 
In order to determine the effectiveness of these algorithms in retrieving various genres of 
music, three distinct variables will be looked at and compared.  The first variable, “Identification 
of Track” represents the ability of the system to make any pull, regardless of correctness.  If a 
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song is identified, this category is coded as “1”, if not, “0”.  The second variable, “Correctly 
Identified”, determines if the song is identified correctly from the initial pull.  This will be coded 
using the numbers “1” and “0” again.  The final category “Time to Identify” is used to determine 
the approximate time it takes for the song to be identified, regardless of correctness.  
Identification of track is being chosen as a variable as if the system cannot retrieve any type of 
data, then this is a failure on the part of the application.  An incorrect identification on the other 
hand shows that similar results do exist within the database and that this “near miss” can still be 
helpful to user, even if it is not the correct track. The retrieval time variable is a massive 
consideration, as if an application takes too long to identify a result, the opportunity may have 
been missed completely 
 Identification of Track and Correctly Identified will be compared using contingency 
tables and chi-squared tests, while Time to Identify will compared by looking at the standard 
deviation between individual tracks, genres, and the test as a whole.  If a track cannot be 
identified, then its value for “Time to Identify” will be set at 0 seconds, and will not be included 
in the calculations in determining the average time of retrieval.   
In order to keep the test fair among all tracks and algorithms, the testing procedure will 
remain the same among all tracks and applications.  Algorithms will begin to be run once a 
particular track hits its main melody or tune.  Once the algorithm is started, it will be timed until 
it either does not work (~30 seconds) or it identifies a tune.  All tracks will be repeated for all 
algorithms and all results will be recorded.  The equipment used for the particular testing 
included a Lenovo W520 laptop with access to both Spotify and YouTube for all recordings, an 
HTC One M8 with access to both Shazam and SoundHound and a standard stopwatch to 
calculate time of retrieval, this will be measured to within a hundredth of a second. 
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Results 
 Overall, the results between the genres were much closer than hypothesized.  The 
following table shows the minimum and maximum time of retrieval, average time of retrieval, as 
well as the standard deviation between the genre, system, and type of recoding.  Probability of 
Chi-Square is also present, with significant values of the three comparison points being bolded. 
 Minimum 
Time of 
Retrieval (in 
seconds) 
Maximum 
Time of 
Retrieval (in 
seconds) 
Average Time 
of Retrieval 
(in seconds) 
Standard 
Deviation 
Probability 
of Chi-
Square 
(Bold 
Represents 
Significant 
Value) 
System     .0079 
SoundHound 3.14  22.30 9.82 3.95  
Shazam 2.24 13.27 7.69 3.79  
Genre     .0001 
Jazz 3.00 22.30 10.34 4.01  
Popular 2.24 14.09 7.28 3.48  
Type of 
Recording 
    .0792 
Live 3.44 14.6  9.81 3.86  
Studio 2.24 22.30 8.31 4.04  
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In addition to the table above, tables 2-7 show a breakdown of the data above, with all 
tables displaying differences between genre and algorithm, as compared to being able to be 
retrieved and being able to be retrieved correctly.  Using these tables, the following tables have 
been designed. 
 
Was the Song Able to Be Retrieved?  
Live Music (Table 2) 
Retrieved? Jazz (Number of Songs) Popular (Number of Songs) 
Yes 11 18 
No 28 22 
 
Studio Music (Table 3) 
Retrieved? Jazz (Number of Songs) Popular (Number of Songs) 
Yes 36 40 
No 4 0 
 
Was the Song Able to Be Retrieved Correctly? 
Live Music (Table 4) 
Retrieved Correctly? Jazz (Number of Songs) Popular (Number of Songs) 
Yes  11 14 
No 29 26 
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Studio Music (Table 5) 
Retrieved Correctly? Jazz (Number of Songs) Popular (Number of Songs) 
Yes 33 38 
No 7 2 
 
How Well Did the Retrieval Software Retrieve? 
SoundHound (Table 6) 
Retrieved? Jazz (Number of Songs) Popular (Number of Songs) 
Yes 24 27 
No 16 13 
 
Shazam (Table 7) 
Retrieved  Jazz (Number of Songs) Popular (Number of Songs) 
Yes 23 27 
No 17 13 
 
How Often Did the Retrieval Software Retrieve Correctly? 
SoundHound (Table 8) 
Retrieved? Jazz (Number of Songs) Popular (Number of Songs) 
Yes 22 26 
No 18 14 
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Shazam (Table 9) 
Retrieved  Jazz (Number of Songs) Popular (Number of Songs) 
Yes 21 25 
No 19 15 
 
The difference of overall retrieval between the two genres in terms of studio recordings was  
10%, as the music retrieval applications were able to retrieve studio-recorded popular songs 
100% of the time, compared to 90% of the time with studio-recorded jazz.  A similar result is 
present when correctly identifying the song: 95% of the time, studio pop recordings were 
identified correctly compared to the 82.5% of studio jazz recordings.  A significant difference 
exists between both live and studio recording of all genres retrieval and correct retrieval: Studio 
music was retrieved at a rate of 95% compared to 36.25% of live music, and studio music was 
retrieved correctly at a rate of 88.75%, compared to 32.5% for live music. All this information is 
expressed below in the following graphs (Figure 1, Figure 2)  This results in a difference of 
58.75% and 56.25% respectively between the two categories with the chi-square being reported 
at >.0001. 
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Figure 1 
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Figure 2 
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Differences between retrieval algorithms do not appear to be significant, in terms of items 
retrieved.  On average, the SoundHound algorithm retrieved and retrieved correctly five more 
songs than Shazam (54 vs. 51 songs retrieved; 51 vs. 46 songs retrieved correctly), but this 
increase in performance came at the cost of time:  the average time of a SoundHound retrieval 
took two more seconds than the Shazam recording (9.82 seconds vs. 7.69 seconds).  However, 
this time difference is significant, with a (Prob > |t|) <.0046 being reported.  (Figure 3, Figure 4, 
Figure 5) 
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Figure 5 
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The most significant difference exists between time of retrieval between genres.  On 
average, a studio recording of popular music took 6.5 seconds to be retrieved, regardless of 
whether or not it was retrieved correctly.  Studio recorded jazz music on the other hand took 
10.25 seconds.  The difference between these two is nearly double, with Prob > ChiSq <.0001 
(Figure 8).  The same did not hold true with live time of retrieval, with the difference being less 
than a second and Prob > ChiSq <.26 (Figure 6, 7, 8) 
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Figure 6 
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Figure 8 
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Discussion of Results 
 Three significant results stand out: difference of success rate of retrieval between live and 
studio recorded music, difference in time of retrieval between algorithms, and difference in time 
of retrieval between studio recorded jazz and popular music.  The difference in success rate of 
retrieval between live and jazz music is not surprising.  One of the retrieval tools, Shazam, states 
that it cannot detect humming or singing, which would lead to the assumption that it cannot 
detect live music.  This is because of the characteristics of live music.  Live music has many 
variations in melody, timing and rhythm that may change its profile as opposed to the version 
that is uploaded to its database.  As stated above, Shazam, uses Acoustic Fingerprinting as its 
algorithm.  If a song or piece of audio has not been recorded into the Shazam database, it will not 
be able to detect it.  Shazam was able to discern a few live tracks from the popular genre, 
however, these tracks had “live” printed next to their name showing that someone, be it an 
individual or record company, uploaded it to the Shazam database.  SoundHound does not make 
the claim that it cannot detect live music, as it incorporates a Query by Humming algorithm in 
the software.  However, the live results were just as poor as the Shazam live results.  This shows 
that although SoundHound can detect some singing, QBS/QBH as an algorithm does not work as 
well with live music.   
 The difference in retrieval time between algorithms is a bit surprising, considering that 
both pieces of software have been out on the market for a significant amount of time.  As stated 
above, Shazam purely uses Audio Fingerprinting, while SoundHound uses both Audio 
Fingerprinting and Query by Sound.  Hypothesizing, SoundHound must decide which algorithm 
to use based on what audio it is detecting, as opposed to Shazam, which will begin to detect and 
analyze immediately using only Audio Fingerprinting.  SoundHound does not boast noticeable 
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higher performance than Shazam in terms of retrievals.  Although it was able to on average five 
more tracks than Shazam, this was not found to be statistically significant for the data set.  
However, the lower performance of SoundHound in terms of retrieval times is considered 
significant, making SoundHound the “worst” application when trying to identify music, although 
one cannot go wrong overall if using one or the other. 
 The most significant difference in results was the time of retrieval difference between 
studio recordings of popular and jazz music.  As stated above, the difference between the results 
was nearly four seconds.  This is nearly double the time it takes for a studio popular recording to 
be retrieved as compared to a studio jazz recording.  Although the average user does not know 
the backside interface of Shazam or SoundHound, we can hypothesize several scenarios.  As 
stated in the introduction, the average jazz song is much more complex in terms of chords and 
instrumentation.  This makes it much more difficult for the algorithm to detect which song is 
being played at the time.  Compounding this issue is the fact that many artists will record the 
same jazz standard, which makes it difficult for SoundHound or Shazam to differentiate between 
these different versions.  Another possibility is the decline of popularity of jazz music over the 
past decades.  As reported by Jazztimes.com (http://thejazzline.com/news/2015/03/jazz-least-
popular-music-genre), Jazz is now the least popular form of popular American music.  Shazam 
and SoundHound are most likely optimized for popular music, as this most likely makes up the 
majority of their retrievals.  Therefore, it would make little sense for jazz music to share this 
optimization; therefore it will suffer in terms of retrieval time.  Note that this did not affect rate 
of retrieval or retrieval accuracy, as the differences in studio and jazz retrieval rates were non-
significant.   
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 One point that must be made and reemphasized in working with this material is that if the 
song does not exist in the database in any form, it will not be discoverable.  Until instant 
database updating can occur when any type of new information is created, there will always be a 
delay in retrieval, which can affect users.   
 
Conclusion 
There is a significant difference between popular and jazz music in terms of both retrieval 
and time of retrieval.  Popular music was retrieved at significantly faster rate than its jazz 
counterpart.  Studio music was retrieved at a much higher rate than a live recording of the same 
song.  Shazam itself is a much faster application than SoundHound without the expense of 
inaccurate results.   
In future works, I would like to explore a greater number of algorithms.  Although 
Shazam and SoundHound are the two most commercially available algorithms, many more exist, 
including those that are able to retrieve higher-level live recordings with much more speed and 
accuracy than the previous two listed.  In addition to looking at other algorithims, it would be 
interesting to look at music that exists outside of the western classical canon.  For example, 
musical canon based out of Eastern countries utilizes different tonal systems in order to achieve 
different sounds and affects.  In India, the use of quarter- and micro- tones is quite common in 
musical notations.  These are tones that most western classical canon artists would refer to as flat 
or sharp in relation the base pitch, as opposed to entirely other notes.    
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Appendix A: Artist and Song Selection 
Ariana Grande & The Weeknd Love Me Harder 
Art Blakey and The Jazz Messengers Ms. B.C.  
Ben Goldberg Parallelogram 
Beyonce "7/11" 
Big Sean Featuring E-40 I Don't Fuck With You 
Brad Meldau Trio We See 
Cannonball Adderly Work Song 
Charlie Parker Antropology 
Dave Holland The Watcher 
Ed Sheeran Thinking Out Loud 
Ellie Goulding  Love Me Like You Do 
Fall Out Boy Centuries 
Gregory Porter Liquid Spirit 
Hozier Take Me To Church 
James Newton Howard Featuring Jennifer 
Lawrence The Hanging Tree 
Joel Harrison 19 The Overwhelming Persistence of Possibility 
John Coltrane  My Favorite Things 
Joshua Redman Hide and Seek 
Keith Jarret Over The Rainbow 
Kurt Elling Samurai Cowboy 
Linda Oh Ultimate Persona 
Marc Ribot's Ceramic Dog Take Five  
Mark Ronson Featuring Bruno Mars Uptown Funk! 
Maroon 5 Animals 
Maroon 5 Sugar 
Meghan Trainor All About That Bass 
Meghan Trainor Lips Are Movin 
Nick Jonas Jealous 
Nick Jonas Jealous 
Nick Jonas Jealous 
Nick Jonas Jealous 
Nicki Minaj Featuring Drake, Lil Wayne, & 
Chris Brown Only 
Rudresh Mahanthappa Waiting is Forbidden 
Sam Smith I'm Not The Only One 
Selena Gomez The Heart Wants What it Wants 
Taylor Swift Blank Space 
Taylor Swift Shake It Off 
Tim Berne Railroaded 
Usher Featuring Juicy J I Don't Mind 
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Vijay Iyer Trio Human Nature  
Vince Guaraldi Autumn Leaves 
Wycliffe Gordon Caravan 
Wynton Marsalis Cherokee 
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Appendix B: List of Live Songs with YouTube Links 
Title  Link to Live Version  
"7/11" https://www.youtube.com/watch?v=NusX5et52Zc 
Love Me Harder https://www.youtube.com/watch?v=iiNDrKcUAsQ 
Ms. B.C.  
https://www.youtube.com/watch?v=e5RDNt52Dz8 
Parallelogram https://www.youtube.com/watch?v=I409EjDCkNg 
I Don't Fuck With You https://www.youtube.com/watch?v=oc-iAYSeRgs 
We See https://www.youtube.com/watch?v=3udQCpHFjGk 
Work Song 
https://www.youtube.com/watch?v=MmwsQ_dHrF
M 
Antropology https://www.youtube.com/watch?v=K3L5lB8hwcM 
The Watcher https://www.youtube.com/watch?v=LpXmpd4SINw 
Thinking Out Loud https://www.youtube.com/watch?v=7PaUCcIPeCM 
Love Me Like You Do 
https://www.youtube.com/watch?v=OULXCLrKD
N4 
Centuries https://www.youtube.com/watch?v=lYHqvn_90Pc 
Liquid Spirit https://www.youtube.com/watch?v=LyBu2aDPLsg 
Take Me To Church 
https://www.youtube.com/watch?v=Byeg1LMu5m
M 
The Hanging Tree 
https://www.youtube.com/watch?v=F3hTW9e20d8 
The Overwhelming Persistence of 
Possibility 
https://www.youtube.com/watch?v=DXmQCdAS_r
o 
My Favorite Things https://www.youtube.com/watch?v=zH3JpqhpkXg 
Hide and Seek https://www.youtube.com/watch?v=x5jNRDELc6U 
Over The Rainbow 
https://www.youtube.com/watch?v=vWf8NUUQv
Ws 
Samurai Cowboy https://www.youtube.com/watch?v=cL3VK9vXTh0 
Ultimate Persona https://www.youtube.com/watch?v=QYr_ZzMwFtY 
Take Five  https://www.youtube.com/watch?v=LyBu2aDPLsg 
Uptown Funk! 
https://www.youtube.com/watch?v=P-WdrMLLpPg 
Animals 
https://www.youtube.com/watch?v=DjjD6KOWAu
c 
Sugar https://www.youtube.com/watch?v=Xs82aN1F71g 
All About That Bass https://www.youtube.com/watch?v=jDbf4NH-h-I 
Lips Are Movin https://www.youtube.com/watch?v=vfeGLYGghr0 
Jealous 
https://www.youtube.com/watch?v=P4mKX10bTO
A 
Only 
https://www.youtube.com/watch?v=y9cZjRDsc_k 
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Waiting is Forbidden https://www.youtube.com/watch?v=lhkqyDek03E 
I'm Not The Only One 
https://www.youtube.com/watch?v=7NMhjmLGRa
k 
The Heart Wants What it Wants https://www.youtube.com/watch?v=zarftYtXH2o 
Shake It Off https://www.youtube.com/watch?v=9_sBxqyX_co 
Blank Space https://www.youtube.com/watch?v=PchNlQVK9lI 
Railroaded 
 I Don't Mind https://www.youtube.com/watch?v=XdasHClMTO4 
Human Nature  https://www.youtube.com/watch?v=NEVJRdo-eHc 
Autumn Leaves https://www.youtube.com/watch?v=XhFYtHqRLXs 
Caravan https://www.youtube.com/watch?v=3u5lW99YygU 
Cherokee https://www.youtube.com/watch?v=EnY-vPk3yH4 
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