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Abstract
Rounding error bounds of the Forsythe and the Clenshaw–Smith algorithm for the evaluation of -nite series of orthogonal
polynomials are presented. The forward error is studied by means of a direct approach that permits to obtain sharp bounds.
The bounds are illustrated with several numerical tests. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Finite series of orthogonal polynomials are often used in several -elds of pure and applied math-
ematics. In this paper we present an error analysis of the Forsythe [6] and the Clenshaw–Smith
algorithm [17] for their computation, hereafter F and CS algorithms, respectively. The CS algorithm
is an extension of the Clenshaw algorithm for the evaluation of Chebyshev series [3] and it is an
elegant and economic summation technique for -nite series of orthogonal polynomials.
The error analysis for the evaluation of polynomials has received much attention in the liter-
ature. Backward and forward error analysis for Horner’s rule was -rst given by Wilkinson [18].
The behaviour of the evaluation of Chebyshev representations of a polynomial is studied in [1,5,7,
12–14,16] where an error analysis is given for the evaluation of Chebyshev series by using the Clen-
shaw algorithm and variations of it. However, on the evaluation of -nite series of general orthogonal
polynomials there are very few references. A backward error analysis is given in [4,17].
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This paper is organized as follows. In Section 2 we present both algorithms and some classical
results on error analysis. In Section 3 we present forward error bounds obtained in a direct way
[13,14] and in Section 4 we give particular bounds for Chebyshev and Legendre series, two of
the most frequently used orthogonal polynomial series. Finally, in Section 5 we present a brief
application to the evaluation of the mth derivative of a Gegenbauer series and in Section 6 we show
some numerical tests to compare the theoretical bounds and the simulated rounding errors for the
evaluation of series of various families of orthogonal polynomials.
2. Preliminaries
In this section we summarize some classical results on error analysis [9]. In the paper we assume
that the computations are carried out in a Koating-point arithmetic that obeys the models
K(x opy) = (x opy) (1 + ); K(x opy) =
(x opy)
1 + 
; ||; ||6 u; (1)
where op ∈ {+;−;×;÷} and u is the unit roundoM. Also we assume the notations K(a) and aˆ for
the computed value of a.
First, we are going to analyze the CS algorithm. This algorithm permits the evaluation of -nite
series of polynomials {Pn(x)} which satisfy the three-term recurrence relation
P0(x) = 1; P1(x) = a1(x); Pk(x)− ak(x)Pk−1(x)− bkPk−2(x) = 0; k ¿ 2; (2)
with ak(x) a linear polynomial of x.
Let pn(x)=
∑n
i=0 ciPi(x) be a -nite series of such polynomials; then the CS algorithm to evaluate
pn(x) can be expressed as
qn+1 = qn+2 = 0
for k = n to 0 by −1
qk = ck + ak+1(x) qk+1 + bk+2qk+2
end
pn(x) = q0
This algorithm requires the evaluation of 2n+ 2 additions and multiplications (4n+ 4 Kops).
The F algorithm, that uses in a direct way the recurrence (2), can be expressed as
t0 = P0(x) = 1; f0 = c0;
t1 = P1(x) = a1(x); f1 = f0 + c1t1;
for k = 2 to n
ti = ai(x)ti−1 + biti−2,
fi = fi−1 + citi,
end
pn(x) = fn
This algorithm requires the evaluation of 3n − 2 additions and multiplications, that is to say,
6n− 4 Kops. Its computational complexity is nominally greater than for CS algorithm and, thus, CS
algorithm is often recommended.
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3. Rounding error bounds
In this section we obtain new bounds for the forward error of the algorithms in a direct way. The
analysis generalizes the study of Oliver [13,14] for Chebyshev polynomials to general orthogonal
polynomials. First we de-ne two matrices that we will use in the error bounds.
The CS algorithm can be formulated using the matrix notation. Let S ∈ R(n+1)×(n+1) be the matrix
S =


1 −a1(x) −b2
1 −a2(x) −b3 0
1 −a3(x) . . .
1 −a4(x) . . .
0
. . . . . . −bn
. . . −an(x)
1


; (3)
then the CS algorithm is equivalent to solving the tridiagonal upper triangular linear system Sq= c
where q; c ∈ Rn+1 are the vectors qT = (q0; q1; : : : ; qn) and cT = (c0; c1; : : : ; cn).
The F algorithm has two steps, the -rst one is the evaluation of the orthogonal polynomials
{Pi(x)} and the second one the evaluation of the sum. The evaluation of the polynomials can be
written in a matrix form in a similar way to the CS algorithm. Thus, to evaluate the orthogonal
polynomials is equivalent to solving the linear system
Fp= en+1; (4)
where F ∈ R(n+1)×(n+1) and p; en+1 ∈ Rn+1 are given by
F =


1 −an(x) −bn
. . . . . . . . .
. . . . . . −b2
. . . −a1(x)
1


; p=


Pn(x)
...
...
P1(x)
P0(x)

 ; en+1 =


0
...
...
0
1

 ; (5)
and then to perform the inner product
pn(x) = cT p=
n∑
i=0
ciPi(x): (6)
Lemma 1. The matrices S and F are invertible and the expressions of their inverses are given by
S−1 = (s−1ij ); s
−1
ij =


0; j ¡ i;
1; j = i;
ai(x); j = i + 1;
ai(x)s−1i+1; j + bi+1s
−1
i+2; j ; j ¿ i + 1;
(7)
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F−1 = (f−1ij ); f
−1
ij =


0; j ¡ i;
1; j = i;
an−i+1(x); j = i + 1;
an−i+1(x)f−1i+1; j + bn−i+1f
−1
i+2; j ; j ¿ i + 1:
(8)
Proof. Direct after some manipulations.
It is important to remark that using the matrix approach it is possible to use the forward error
bounds for banded triangular linear systems [8,9], that is, for the CS algorithm
‖q − qˆ‖∞
‖q‖∞ 6 2 cond(S) :=
2u
1− 2u cond(S); (9)
where cond(S) = ‖ |S−1| |S| ‖∞ is the Bauer–Skeel componentwise condition number. This bound
will give, in general, greater error bounds than the forthcoming analysis. Also, we may note that the
usual matrices S and F for the diMerent families of orthogonal polynomials are not M -matrices (for
example, in the case of Gegenbauer polynomials the elements si; i+2 and fi; i+2 are positive), and so
we cannot apply the results for this particular case [8].
3.1. Clenshaw’s algorithm
We begin with a technical lemma, that can be found implicitly in [13].
Lemma 2. Let n be such that nu; |r|u; |r|u1, then r , such that
n = 0
|r|6 u
(
r +
n∑
s=r
|s| |cs + s|
)
+ O(u2); r = n− 1; : : : ; 0; (10)
veries up to second order
|r|6 u
(
r +
n∑
s=r
|s| |cs|
)
+ O(u2) for r = n− 1; : : : ; 0: (11)
Proof. By induction and due to n = 0 and r = O(u).
Theorem 3. The error in the evaluation of an orthogonal series pn(x) =
∑n
k=0 ckPk(x) by means
of the Clenshaw–Smith algorithm veries
|pˆn(x)− pn(x)|6 u
n∑
s=0
s(x)|cs|+ O(u2); (12)
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where
0(x) = 4|P0(x)|= 4;
s(x) = 4|Ps(x)|+
s−1∑
k=0
k;s|Pk(x)| for s= 1; : : : ; n
(13)
and
k;s = 2|s−1k+1; s+1|+ 3|ak+1(x)| |s−1k+2; s+1| for k = 0; : : : ; s− 1; (14)
with s−1k; s being the elements of S
−1 (7).
Proof. The recurrence relation of the CS algorithm is
qk = ak+1(x)qk+1 + ck + bk+2qk+2
with pn(x) = q0. Thus, introducing the rounding errors in the relation we have
qˆk = [{ak+1(x)qˆk+1 (1 +  Ik) + ck}(1 +  IIk )
+ bk+2qˆk+2(1 +  
III
k )](1 +  
IV
k ); (15)
with | jk |6 u; j = I; : : : ; IV. This equation can also be written, for some r with n = 0, as
qˆk = ak+1(x)qˆk+1 + (ck + k) + bk+2qˆk+2; (16)
therefore, the rounding error may be expressed by
|pˆn(x)− pn(x)|= |qˆ0 − q0|6
n−1∑
k=0
|k | |Pk(x)|: (17)
Now, eliminating qˆk+2 between (15) and (16), we obtain
k = ck( IIk −  IIIk +  IIk  IVk −  IIIk  IVk )
+ q˜k( 
III
k +  
IV
k +  
III
k  
IV
k )
+ q˜k+1ak+1(x)( 
I
k +  
II
k −  IIIk +  Ik  IIk +  Ik IVk
+ IIk  
IV
k −  IIIk  IVk +  Ik IIk  IVk )=((1 +  IIIk )(1 +  IVk )): (18)
Therefore, up to second order in u, we obtain
|k |6 u{2|ck |+ 2|qˆk |+ 3|qˆk+1| |ak+1(x)|}+ O(u2): (19)
Now we use the fact that qˆk , k=0; : : : ; n, is the exact solution of the perturbed problem Sqˆ=(c+),
with T = (0; : : : ; n−1; 0); thus
qˆk =
n∑
s=k
(cs + s)s−1k+1; s+1; (20)
where s−1i; j are the elements of S−1 (7).
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Thus, from (19) and (20),
|k |6 u
{
2|ck |+ 2
∣∣∣∣∣
n∑
s=k
(cs + s)s−1k+1; s+1
∣∣∣∣∣
+ 3|ak+1(x)|
∣∣∣∣∣
n∑
s=k+1
(cs + s)s−1k+2; s+1
∣∣∣∣∣
}
+ O(u2)
6 u
{
4|ck |+ 2|k |+
n∑
s=k+1
k;s|cs + s|
}
+ O(u2); (21)
where k;s = 2|s−1k+1; s+1|+ 3|ak+1(x)| |s−1k+2; s+1|, for s= k + 1; : : : ; n.
Applying Lemma 2 we obtain
|k |6 u
{
4|ck |+
n∑
s=k+1
k;s|cs|
}
+ O(u2): (22)
Thus, the rounding error (17) will be bound by
|pˆn(x)− pn(x)|6 u
n−1∑
k=0
(
4|ck |+
n∑
s=k+1
k;s|cs|
)
|Pk(x)|+ O(u2)
6 u
{
4|c0| |P0(x)|+
n∑
s=1
(
4|Ps(x)|+
s−1∑
k=0
k;s|Pk(x)|
)
|cs|
}
+ O(u2); (23)
the expression that gives us the result.
We may remark that if we particularize the bound of Theorem 3 to the Chebyshev polynomials
of the -rst kind we can recover the bound given by Oliver [13,14].
3.2. Forsythe’s algorithm
Theorem 4. The error in the evaluation of an orthogonal series pn(x) =
∑n
k=0 ckPk(x) by means
of the Forsythe algorithm veries
|pˆn(x)− pn(x)|6 u
n∑
i=0
|ci|(|d∗i |+ 2(n− i)|Pi(x)|) + O(u2); (24)
where

|d∗0 |= 0; |d∗1 |= 0;
|d∗r |=
r−2∑
i=0
#∗r−i|Dri (x)|; r ¿ 2;
(25)
and
#∗k = 2(|f−1n+1−k;n+1|+ |ak(x)| |f−1n+2−k;n+1|); (26)
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being f−1r;n+1 are the elements of the last row of F
−1 (8) and where the evaluation of the orthogonal
polynomials Dri (x) is done by using the recurrence

Dr0(x) = 1;
Dr1(x) = ar−2(x);
Drs(x) = ar−s−1(x)D
r
s−1(x) + br−s−2D
r
s−2(x); s= 2; : : : ; r − 2;
(27)
with ai(x) and bi the coe;cients of the three-term recurrence relation (2) of the original family
of orthogonal polynomials {Pk(x)}.
Proof. The F algorithm has two parts: the -rst one is the evaluation of the orthogonal polynomials
and the second one is the evaluation of the series.
The evaluation of the orthogonal polynomials is done by using the three-term recurrence relation
Pr(x) = ar(x)Pr−1(x) + brPr−2(x): (28)
Thus, by introducing the rounding errors $jr ; j = I; : : : ; III, with |$jr|6 u,
Pˆr(x) = (ar(x)Pˆr−1(x)(1 + $Ir) + brPˆr−2(x) (1 + $
II
r ))(1 + $
III
r ) (29)
which can also be written as a perturbed recurrence
Pˆr(x) = ar(x)Pˆr−1(x) + brPˆr−2(x) + #r: (30)
Now, eliminating Pˆr−2(x) from (29) and (30) we obtain
#r =
ar(x)Pˆr−1(x)($Ir − $IIr + $Ir$IIIr − $IIr $IIIr ) + Pˆr(x)($IIr + $IIIr + $IIr $IIIr )
(1 + $IIr )(1 + $IIIr )
:
Then, up to second order in u we obtain
|#r|6 2u(|Pˆr(x)|+ |ar(x)| |Pˆr−1(x)|) + O(u2): (31)
Now we use the fact that Pˆr(x); r = n; : : : ; 0, is the exact solution of the perturbed problem F pˆ =
(en+1 + ), with T = (#n; : : : ; #2; 0; 0), that is
Pˆr(x) =
n−2∑
s=n−r
#n−s; f−1n+1−r; s+1 + f
−1
n+1−r;n+1; (32)
where f−1k; s are the elements of F
−1 (8). Therefore
|#r|6 2 u
{∣∣∣∣∣
n−2∑
s=n−r
#n−sf−1n+1−r; s+1 + f
−1
n+1−r;n+1
∣∣∣∣∣
+ |ar(x)|
∣∣∣∣∣
n−2∑
s=n+1−r
#n−s f−1n+2−r; s+1 + f
−1
n+2−r;n+1
∣∣∣∣∣
}
+ O(u2)
6 2u
{
|f−1n+1−r;n+1|+ |ar(x)| |f−1n+2−r;n+1|+ |#r|
+
n−2∑
s=n+1−r
∗r; s|#n−s|
}
+ O(u2);
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with
∗r; s = |f−1n+1−r; s+1|+ |ar(x)| |f−1n+2−r; s+1|: (33)
Thus, by applying Lemma 2 as u#k = O(u2) for nu	 1, and up to second order in u, we obtain
|#r|6 2u(|f−1n+1−r;n+1|+ |ar(x)| |f−1n+2−r;n+1|) + O(u2): (34)
Now, from (28) and (30) and calling Pˆr(x)− Pr(x) = dr , we obtain
d0 = 0; d1 = 0;
dr = ar(x)dr−1 + brdr−2 + #r:
(35)
The direct use of (35) gives the bound
|dr|6 |ar(x)dr−1|+ |brdr−2|+ |#r| (36)
that generates extremely pessimistic bounds. Instead, in order to obtain sharper bounds of dr , we
call Qrk = dr−k and thus we have
Qrr = 0;
Qrr−1 = 0;
Qrs = ar−s(x)Q
r
s+1 + br−sQ
r
s+2 + #r−s; s= r − 2; : : : ; 0;
(37)
and so Qr0=dr . These equations may be seen as the application of Clenshaw’s algorithm to a -nite se-
ries of degree r−2,∑r−2i=0 #r−i Dri (x), of a new family of orthogonal polynomials {Dr0(x); : : : ;Drr−2(x)}
that veri-es the three-term recurrence relation
Dr0(x) = 1;
Dr1(x) = ar−2(x);
Drs(x)− ar−s−1(x)Drs−1(x)− br−s−2Drs−2(x) = 0; s= 2; : : : ; r − 2:
(38)
Therefore, the rounding error in the evaluation of the original orthogonal polynomials Pr(x) may be
expressed as
|Pˆr(x)− Pr(x)|= |dr|6
r−2∑
i=0
|#r−i| |Dri (x)| for r ¿ 2; (39)
where the polynomials Drs(x) are evaluated from (38).
Afterwards, we may take into account the rounding errors of the addition process
pn(x) =
∑
ciPi(x);
p˜n(x) =
∑
ciPˆi(x) =
∑
ci K(Pi(x));
pˆn(x) = K
(∑
ciPˆi(x)
)
= K
(∑
ci K(Pi(x))
)
;
therefore
|pˆn(x)− pn(x)|6 |pˆn(x)− p˜n(x)|+ |p˜n(x)− pn(x)|;
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where
|p˜n(x)− pn(x)|=
∣∣∣∣∣
n∑
i=0
ci(Pˆi(x)− Pi(x))
∣∣∣∣∣6
n∑
i=0
|ci| |di|+ O(u2)
and (see [9])
|pˆn(x)− p˜n(x)|6 u
n∑
i=0
2(n− i)|ci| |Pˆi(x)|+ O(u2)
= u
n∑
i=0
2(n− i)|ci| |Pi(x)|+ O(u2):
Therefore
|pˆn(x)− pn(x)|6
n∑
i=0
|di| |ci|+ 2u
n∑
i=0
(n− i)|Pi(x)| |ci|+ O(u2): (40)
The result is obtained from (34), (39) and (40), by retaining the terms up to second order in u.
4. Particular cases
In this section we particularize the bounds for three important families of orthogonal polynomials.
4.1. Chebyshev series
The Chebyshev polynomials of the -rst (Tn(x)) and second kind (Un(x)) satisfy the recurrence
relations
T0(x) = 1; T1(x) = x; Tn(x) = 2xTn−1(x)− Tn−2;
U0(x) = 1; U1(x) = 2x; Un(x) = 2xUn−1(x)− Un−2:
(41)
These polynomials appear frequently in several -elds of mathematics and physics, as in the algorithms
for the evaluation of special functions and in collocation methods for ordinary and partial diMerential
equations.
By using diMerent properties of Chebyshev polynomials it is possible to obtain speci-c forward
error bounds based on the ones already obtained.
Theorem 5. The error in the evaluation of a series of Chebyshev polynomials of the rst kind,
pn(x) =
∑n
k=0 ckTk(x), by means of the CS algorithm veries
|pˆn(x)− pn(x)|6 u4
(
|c0|+
n∑
s=1
{1 + s(s+ 3=2)}|cs|
)
+ O(u2) ∀x ∈ [− 1; 1];
|pˆn(x)− pn(x)|6 u4
(
|c0|+
n∑
s=1
{
1 +
4s
1− x2
}
|cs|
)
+ O(u2) ∀x = −1; 1:
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Proof. Calculating for the Chebyshev polynomials of the -rst kind the terms s−1k; s (7),
s−1k; s =
{
Us−k(x); s¿ k;
0; s¡ k:
The -rst bound is obtained from Theorem 3 by using, in (13) and (14), the general bounds for the
Chebyshev polynomials
|Tk(x)|6 1; |Uk(x)|6 k + 1:
In the second bound, for values diMerent from −1 and 1, we use in (13) a formula for the product
of Chebyshev polynomials [11,15] that states that
Tm(x)Un(x) =
1
2
(Um+n(x)− Um−n−2(x))
=
1
2(1− x2) [x(Tm+n+1(x)− Tm−n−1(x)) + (Tm−n(x)− Tm+n+2(x))]
and thus, for x = −1; 1,
|Tm(x)Un(x)|6 21− x2 : (42)
From (42), (12) and (13) we obtain the second bound.
Theorem 6. The error in the evaluation of a series of Chebyshev polynomials of the second kind;
pn(x) =
∑n
k=0 ckUk(x); by means of the CS algorithm veries
|pˆn(x)− pn(x)|6 u
(
4|c0|+
n∑
s=1
1
3
(s+ 1)(12 + 11s+ 4s2)|cs|
)
+ O(u2) ∀x ∈ [− 1; 1];
|pˆn(x)− pn(x)|6 u4
(
|c0|+
n∑
s=1
{
(s+ 1) +
2s
1− x2
}
|cs|
)
+ O(u2) ∀x = −1; 1:
Proof. The proof of this theorem is similar to those of Theorem 5 but now we just use the bound
|Un(x)|6 n+ 1;
in the interval [− 1; 1], obtaining the -rst bound.
If x = −1; 1 we may use instead the expression [11,15]
Um(x)Un(x) =
1
2(1− x2)(T|m−n|(x)− Tm+n+2(x));
and thus
|Un(x)Um(x)|6 11− x2 ∀x = −1; 1:
Now, from (13) we obtain the second bound.
In a similar way, but now using Theorem 4, we obtain bounds for the Forsythe algorithm. We
only detail the case of Chebyshev polynomials of the -rst kind.
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Theorem 7. The error in the evaluation of a series of Chebyshev polynomials of the rst kind;
pn(x) =
∑n
k=0 ckTk(x); by means of the F algorithm veries
|pˆn(x)− pn(x)|6 u
(
2n|c0|+ 2(n− 1)|c1|+
n∑
s=2
{2(n− s) + (s− 1)s(s+ 5)}|cs|
)
+ O(u2)
∀x ∈ [− 1; 1];
|pˆn(x)− pn(x)|6 u
(
2n|c0|+ 2(n− 1)|c1|+
n∑
s=2
{
2(n− s) + 6 s− 1
1− x2
}
|cs|
)
+ O(u2)
∀x = −1; 1:
Theorems 5 and 7 explain the numerical tests that show an increment of the rounding errors near
the ends of the interval. In the middle of the interval the rounding error is O(n), whereas close
to −1; 1 is O(n2) for the CS algorithm and O(n3) for the F algorithm.
We remark that Theorem 6 presents in the middle of the interval a rounding error of the size
O(n), whereas close to −1; 1 is O(n3).
The bounds of the F algorithm, Theorem 7, has the term
∑n
i=0 2(n− i)|ci| and so, the bound will
be, in general, greater than the bounds of Theorems 5 and 6 for x = ±1 because in most cases the
coeQcients ci decrease in size with i. Therefore, it is advisable to take into account -rst the smallest
terms (last coeQcients) as the CS algorithm does.
4.2. Legendre series
The Legendre polynomials appear, as the Chebyshev polynomials, very frequently in several
applications. This family of orthogonal polynomials is a particular case of the Gegenbauer poly-
nomials ((= 1=2). The Legendre polynomials (Pn(x)) satisfy the recurrence relation
P0(x) = 1; P1(x) = x; Pn(x) =
2n− 1
n
xPn−1(x)− n− 1n Pn−2; (43)
and thus, in this case the coeQcients ai and bi verify |ai(x)|= |x|(2i−1)=i↗2|x| and |bi|=(i−1)=i↗
1. Therefore, the terms in S−1 and F−1 satisfy the bound (by comparison with the limit case,
Chebyshev polynomials of the second kind)
|s−1ks |; |f−1ks |6 ‖Us−k(x)‖∞ = s− k + 1: (44)
As a direct consequence of (44) and taking into account the general bound |Pi(x)| 6 1 we obtain
the -rst bound (∀x ∈ [− 1; 1]) of Theorem 5 for both CS and F algorithms.
For x = −1; 1 we may use the bound [11]
|Pi(x)|6 1(1− x2)1=4
1√
i
:
Thus,
|s−1ks Pi(x)|6
1
(1− x2)1=4
s− k + 1√
i
: (45)
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By introducing (45) in Theorem 3 (Eqs. (13) and (14)), we obtain a new bound for the evaluation
of Legendre series by means of the CS algorithm:
|pˆn(x)− pn(x)|6 u
(
4|c0|+
n∑
s=1
{
4 +
2
(1− x2)1=4
s−1∑
k=0
4(s− k) + 1√
k
}
|cs|
)
+ O(u2)
∀x = −1; 1; (46)
In the case of using the F algorithm we can obtain analogous bounds.
We may remark that these bounds are very conservative due to the general bounds (44) used, that
overestimate the true value. Much sharper bounds are provided by the general Theorems 3 and 4.
5. Evaluation of the derivatives
In the evaluation of the derivatives of an orthogonal polynomial series we can use diMerent
algorithms. One possibility is to take into account the expression of the derivative of each particular
polynomial in terms of a diMerent family of orthogonal polynomials. Thus, for example in the case
of the Gegenbauer polynomials we have [11]
dm
dxm
C(i (x) = 2
m(()mC(+mi−m (x) for i ¿ m; ( = 0;
where (()m = (((+ 1) · · · ((+ m− 1) stands for the Pochhammer symbol. Therefore
dm
dxm
(
n∑
i=0
ciC(i (x)
)
= 2m(()m
n−m∑
i=0
ci+mC(+mi (x): (47)
Thus, as a direct consequence of (47), the evaluation of the mth derivative of a Gegenbauer series
is again the evaluation of another Gegenbauer series. So, the bounds presented in this paper can also
be applied to the evaluation of the derivatives.
6. Numerical tests
In this section we compare the diMerent bounds presented for each algorithm. The numerical
tests have been performed for several classical families of orthogonal polynomials: Gegenbauer,
Chebyshev and Legendre polynomials.
For each family of orthogonal polynomials we have taken two kind of series, de-ned by two
diMerent sets of coeQcients: the -rst one (problem S1) of monotonically decreasing coeQcients
with ci = 1=(i + 1)2, and the second one (problem S2) of coeQcients that are random numbers
normally distributed with mean 0 and variance 1. The -rst situation, that is, with quickly convergent
coeQcients, is very frequent in the approximation of functions by means, for example, of Chebyshev
polynomials.
In order to be able to compare, we have done several numerical tests where the rounding errors
are “stimulated” by perturbing each elementary operation in the algorithm. To obtain it, we have
perturbed randomly the last bit of the result after each operation [2]. For each series, each set of
coeQcients and each point we have performed 100 simulations and we have taken the maximum
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Table 1
Theoretical rounding error bounds (C, the classical bound using the condition number and D, the new direct bound) in
the evaluation of Gegenbauer series of degree n= 200 by means of the CS algorithm
x = 0 0:3 0:7 0:9 0:99 1
( = 1
D : S1 5.6E−16 3.3E−13 2.3E−13 2.1E−13 2.0E−13 2.0E−13
D : S2 5.2E−13 8.2E−14 9.5E−14 9.8E−14 9.9E−14 9.9E−14
C 2.8E−14 4.9E−14 8.5E−14 1.6E−14 5.1E−14 1.0E−11
( = 5
D : S1 1.7E−14 3.3E−13 2.4E−13 2.1E−13 2.2E−13 2.2E−13
D : S2 4.3E−13 8.7E−14 1.0E−13 1.0E−13 1.0E−13 1.1E−13
C 6.8E−09 1.1E−08 5.9E−08 7.8E−07 2.3E−04 ∗
rounding error in the comparisons. All the tests have been done in double precision with a unit
roundoM u= 2−53  1:1× 10−16.
First we present a comparison between the direct rounding error bounds introduced in the paper for
the CS algorithm (Theorem 3) and the classical bounds for linear systems applied to this particular
kind of system (9). In Table 1 appear the values, for double precision, of both rounding error
bounds. As the classical error bound gives a relative bound we have divided by |pn(x)| the bounds
of Theorem 3. In the tests we have used several Gegenbauer series of degree n = 200 with both
sets of coeQcients, S1 and S2. From the tests done in Table 1 we observe that the classical bound
gives good results for well-conditioned matrices (small values of the parameter (), but when the
matrix increases its condition number the result is in some cases quite inaccurate, for example when
we evaluate near the ends of the interval and when the parameter ( increases. Besides, in some
cases we cannot apply the bound (9) because u cond(S)¿ 1 (denoted by ∗ in the table). In these
situations the bound (9) is so large that one can think that the evaluation process is not stable at all,
but it is on these numerical tests. On the contrary, the direct bounds, as they focus their attention on
the evaluation of polynomials and not on the matrix formulation, which can be badly conditioned,
permit to obtain sharper bounds than the classical bound.
It is important to remark that when the value of the parameter ( grows, the Gegenbauer poly-
nomials take very large maximum values placed at the ends of the interval (x =±1). Therefore, it
is only recommended to develop a function as a Gegenbauer series with (¿ 1 when the function
presents also a large increment of its value near x=±1. In the other case, the evaluation algorithms
will give high rounding errors, not only looking at the absolute error but also the relative one. This
is a clear example of a problem due to a bad selection of the polynomial basis in the development
of the function. In all our tests both sets of coeQcients (S1 and S2) give a polynomial that behaves
as the polynomial basis, with a great increment of the absolute value near the ends of the interval
and, so, although the absolute error in the tests will be large, the relative error will be acceptable
(see Fig. 2). This fact is reKected on the theoretical bounds given by Theorems 3 and 4, which give
absolute error bounds.
In Fig. 1 we present the theoretical rounding error bounds and numerical tests for the evaluation
of -nite series of Chebyshev polynomials of the -rst (Tn(x)) and second kind (Un(x)) and Leg-
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Fig. 1. Theoretical absolute rounding error bounds (subscript T) and numerical tests (subscript N) for Chebyshev and
Legendre series evaluation by means of the F and CS algorithms.
endre polynomials (Pn(x)). The series have degree n = 200 in all cases and we analyse both sets
of coeQcients (S1 and S2). The absolute theoretical bounds correspond to the bounds given by
Theorems 3 and 4. From the -gures we observe that, for these series, the CS algorithm presents
a lower rounding error than the F algorithm, the diMerence being larger for the problem S1. This
diMerence is easily explained by the terms 2(n − i)|ci| |Pi(x)| in the bound of the F algorithm and
because in this problem (S1) it is advisable to take into account -rst the last coeQcients as the CS
algorithm does. Another interesting feature is the increment of the rounding errors near the ends of
the interval x  −1; 1. This increment appears in both the theoretical and numerical tests. This fact
is a classical result in the evaluation of Chebyshev series [7,12–14,16]. In any case, the bounds and
the tests show the great stability of both algorithms in the evaluation of these kind of series.
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Table 2
Ratio between theoretical rounding error bounds and numerical tests in the evaluation of two Legendre series, S1 with
monotonically decreasing coeQcients and S2 with random coeQcients, by means of the CS and F algorithms
n x =−1 −0:9 −0:7 −0:3 0 0:3 0:7 0:9 1
CS : S1
100 65.1 5.0 3.1 2.2 1.0 1.8 2.5 2.1 10.8
500 394.4 5.4 3.2 2.3 1.3 2.8 4.0 2.7 23.4
1000 658.9 5.4 3.3 2.3 1.0 1.9 2.7 3.4 31.8
CS : S2
100 150.8 50.7 99.4 90.8 29.3 64.3 75.6 81.8 95.3
500 889.5 361.2 158.6 451.9 123.9 254.2 317.2 482.6 1112.2
1000 1618.8 351.7 335.3 753.3 136.1 659.1 695.3 326.0 4360.2
F : S1
100 3486.1 265.3 64.4 27.2 29.6 33.7 56.9 245.4 2711.5
500 3261.2 156.5 59.2 39.2 35.8 34.1 65.4 158.6 3350.4
1000 4546.1 110.3 71.8 55.2 43.4 39.6 58.4 123.2 4704.1
F : S2
100 285.1 39.2 76.6 84.6 17.6 48.3 72.0 64.7 213.8
500 1821.1 219.7 151.1 425.4 18.6 175.3 233.7 375.5 2222.8
1000 3319.6 283.7 339.4 796.5 25.6 304.3 447.8 316.8 7914.1
In Fig. 1 the theoretical bounds show a similar behaviour as the numerical tests, presenting a
similar -gure. Therefore, in these series the theoretical bounds seem to be a sharp result and permit
to illustrate the real performance of the algorithms.
In Table 2 we present the ratios between the theoretical bounds and the numerical tests for the
particular case of Legendre series. The tests have been done for series of degree n=100; 500; 1000.
As usual, the ratio increases with n, but the theoretical bounds permit to analyse the algorithms.
The ratios take their highest values at the ends of the interval, where the theoretical bounds and
numerical results also present their maximums. In one case, the CS algorithm in the problem S1,
the ratios are next to 1, making the theoretical bounds a very sharp bound of the rounding errors.
In Figs. 2–4 we present several tests for Gegenbauer polynomial series. The Gegenbauer or
ultraspherical polynomials, C(n (x), satisfy [11] the three-term recurrence relation (2)
C(n (x) =
2(n+ (− 1)
n
xC(n−1(x)−
n− 2(− 2
n
C(n−2(x): (48)
These polynomials are orthogonal polynomials over the interval [ − 1; 1] as the Chebyshev and
Legendre polynomials. As it is well known, the Chebyshev and Legendre polynomials are particular
cases of Gegenbauer polynomials.
In Fig. 2 we give the relative and absolute rounding errors in the evaluation of Gegenbauer series
with the set of coeQcients S1. If we use the set of coeQcients S2 we will obtain similar -gures
but with a smaller diMerence between the CS and F algorithms. The absolute theoretical bounds
correspond to the bounds given by Theorems 3 and 4 and the relative theoretical error bounds are
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Fig. 2. Absolute and relative theoretical rounding error bounds (T) and numerical tests (N) of the F and CS algorithms
for the evaluation of Gegenbauer series with monotonically decreasing coeQcients (problem S1).
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Fig. 3. Ratio between the rounding errors in the CS and F algorithms (CS=F) using theoretical and numerical tests.
Fig. 4. Ampli-cation factors d∗i (x) and i(x) for the F and CS algorithms, respectively.
obtained from the absolute bounds divided by the value given by the evaluation of the series. In both
-gures the theoretical bounds simulate the numerical tests, giving us a tool to analyse the rounding
errors. The relative error is signi-cantly lower than the absolute error, and it increases with the value
of the parameter (.
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Comparing both, CS and F algorithms, the theoretical and numerical tests show that the CS
algorithm is, in general, preferred, specially for low values of the parameter (. In some situations,
(¿ 1 for some problems, the F algorithm is the most suitable algorithm. We may point out the fact
that the existence of diMerent intervals where one algorithm is preferred to the other one. This is an
interesting result because “a priori” we expected to obtain always better results with the CS algorithm.
The reason for this preference is based on the tests done by the author and other researchers with
Chebyshev series, where the Clenshaw algorithm is more suitable than the Forsythe algorithm in
all the performed tests. The theoretical bounds, Theorems 3 and 4, permit us to analyse this fact,
giving the interval of preference of each algorithm. In both theorems the formal expression of the
error is similar, the coeQcients are multiplied by ampli-cation factors, i(x) and d∗i (x), in which
families of orthogonal polynomials and the elements of S−1 and F−1 appear. The existence of the
diMerent intervals where one algorithm is preferred to the other is explained in (13) and (25). In
(13) we use the original family of orthogonal polynomials {Pk(x)}, but in (25) we use modi-ed
families of orthogonal polynomials {Drk(x)}. For the Gegenbauer polynomials the absolute value of
the coeQcients of the three-term recurrence relation (2) satisfy
|ai(x)|↗2|x|; |bi|↗1 for (6 1;
|ai(x)|= 2|x|; |bi|= 1 for (= 1;
|ai(x)|↘ 2|x|; |bi|↘ 1 for (¿ 1:
Thus, for (6 1 the maximum value of the polynomials {Pk(x)} is smaller than the maximum value
of the modi-ed polynomials {Drk(x)} because in the recurrence (27) we begin with bigger terms
than in the original recurrence. This phenomena is inverted for (¿ 1. Thus, the value ( = 1 is the
limit in the behaviour of the diMerent orthogonal polynomials that appear in the bounds. We may
remark that other terms appear in the bounds, and thus the value (=1 will not be the de-nite limit,
but an approximation of the value where the behaviour of the methods changes.
In Fig. 3 we can appreciate that this value ( = 1 is not, in fact, the value that tells us when the
F algorithm begins to be the most suitable one. This value tells us that “near” it the behaviour of
the algorithms changes: sometimes the F algorithm becomes the most suitable one or simply the
diMerence between both algorithm decreases. These two options are due to the existence of more
terms than the orthogonal polynomials in the bounds and also to the terms 2(n− i)|Pi(x)| |ci| in the
bound of the F algorithm. These terms explain, for example, why the value where the F algorithm
begins to perform better appears later in the S1 problem. Besides, the point of evaluation, x, plays an
important role in the inKuence of the increment of ( because at the end of the interval the orthogonal
polynomials present their maxima ((¿ 0), and thus the diMerence between taking the original or
modi-ed orthogonal polynomials in the bounds will be larger at the ends. Nevertheless, both curves,
from theoretical and numerical tests, exhibit a similar behaviour.
In Fig. 4 we present, for two Gegenbauer series (two values of () of degree n = 200, the am-
pli-cation factors i(x) and d∗i (x) of the CS and F algorithms, respectively. The factors exhibit the
same behaviour as the previous -gures, that is, better performance of the CS algorithm for the case
of (=0:46 1 and a dramatic increment of the factors near −1 and 1. This fact is easily explained
by the values taken by the diMerent families of Gegenbauer polynomials: these polynomials present
a great increment of their absolute value near the end of the interval, −1 and 1, for (¿ 0 [11]. This
increment also appears in all the absolute errors but not in the relative ones if the function developed
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as a Gegenbauer series (as the functions taken on the tests do) presents also a big increment of
its value near x = ±1. In other case the orthogonal polynomial basis will not be suitable for the
approximation or series development of this function.
It is interesting to remark that there are special algorithms in the literature for the evaluation of
the series at points near both ends. In the particular case of Chebyshev series the algorithm was
given by Reinsch (see [7,13,14]), whereas in the general case the Reinsch algorithm was extended
by Levrie and Piessens [10]. The stability of the Reinsch algorithm is presented in [13,14] and we
leave for a near future the analysis of the extension of Levrie and Piessens to general orthogonal
polynomial series.
6.1. Conclusions
The direct bounds presented in the article permit to obtain sharp bounds of the evaluation algo-
rithms. From the analysis, the Clenshaw algorithm presents, in general, lower rounding error bounds,
specially when the size of the coeQcients in the -nite series decreases quickly as the degree n in-
creases, a situation that is typical in some approximations by orthogonal polynomials. On the other
hand, the Forsythe algorithm will be preferred when the family of orthogonal polynomials takes
larger absolute values, normally near the end of the interval (x=−1; 1) and for large values of the
parameters that de-ne the family (in the cases of Gegenbauer or Jacobi polynomials).
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