The paper establishes a rigorous probabilistic framework for the reconciliation of apparently conflicting data coming from various physical and chemical measurements, related to the key biological variables of the alcoholic fermentation: the ethanol and the residual sugar concentrations. The analysis is carried out on a database consisting of 15 beer fermentation experiments, for which off-line determinations of ethanol concentration, fermentable sugar concentration, wort density and refractive index are available, as well as on-line records of evolved CO 2 . The basic reconciliation method uses mass balance and monotonicity constraints derived from the biological knowledge of the fermentation process. In order to provide interpolated values and rate estimates, smoothness requirements are added. The reconciliation procedure gives more reliable estimates than any given measurement, detects outliers, helps fixing problems in the experimental setting and is also applicable on-line.
Introduction
In alcoholic fermentation, reliable determination of the key biological variables (ethanol and fermentable sugar concentrations), as well as of their rates of change, is important for monitoring, scheduling, fault detection, control and fundamental study of the process. To be truly useful, such estimations should be performed frequently enough, e.g. every hour. In practice, the accuracy of the various existing measurement techniques is relatively limited, and the measurements themselves are rather infrequent, typically every 24 hours.
Experimental data also contains inconsistencies, such as contradictory variations of stoichiometrically related quantities or monotonicity violations of thermodynamically irreversible reactions. It is demonstrated that all these techniques are also applicable on-line, when only part of the fermentation data is currently available. The computations involved require a basic PC computer and a standard numerical library. The usage of such a data reconciliation and robust rate estimation technique in real-time would be of great help in conducting industrial fermentations, based on at-line measurements only.
Materials and methods

Experimental
Data base
The experimental data base [1] consisted of a set of 15 lager beer fermentation runs, coded R01 to R15. The fermentation was carried out in 15 L stainless steel tanks (LSL Biolafitte, France), under "gentle" agitation at 100 rpm. The outlet gas was passed through a condenser 
Analytical methods
The ethanol concentration was determined using a Carlo Erba 5300 gas chromatograph equipped with a stainless steel column (200 mm, ∅0.3 mm) coated with Chromosorb 101 (SGE, USA). The concentration of fermentable sugar (the sum of the concentrations of fructose, glucose, maltose ant maltotriose) was determined using a High Performance Liquid Chromatography system (Waters, USA) with an Aminex HPX-87C column (300 mm, ∅7.8 mm, BioRad, USA) at 85°C. The density of the filtered and degasified wort was determined with a 10 mL pycnometer. The refractive index was measured with an ATAGO refractometer. The evolved CO 2 was recorded with a domestic gas meter, delivering a pulse for every liter of gas.
Data reconciliation
Mass balance in alcoholic fermentation
During alcoholic fermentation, the yeast grows and transforms the fermentable sugar and the amino acids into carbon dioxide, ethanol, glycerol, succinic acid and secondary metabolites, such as higher alcohols and esters which give the final product its characteristic flavor. An overall balanced equation of this process reads [2] The original equation in [2] was corrected for the actual fermentable sugar composition in the considered wort: 20% glucose C 6 H 12 O 6 and 80% maltose C 6 H 11 O 5.5 (by weight). As far as the mass balance is concerned, it can be seen that the pathway leading from sugar to carbon dioxide and ethanol is dominant. The biomass growth come next. The consumption of amino acids and the production of other metabolites is so low that it can be safely neglected in an experimental mass balance. Constant stoichiometric coefficients mean that the consumption and production of the compounds in Equation (1) are related linearly.
Method M 1 : Data reconciliation based on the mass balance
Assumptions
In wine and beer making, it is well known that the ethanol concentration, the amount of produced CO 2 , the variations in wort density, in sugar concentration and in the refractive index are roughly proportional to each other [3] . This can be easily explained based on Equation (1): Ethanol, carbon dioxide and sugar enter this equation with constant stoichiometric coefficients. The variation of wort density during fermentation is mainly due to mass loss because of the carbon dioxide evolution. The refractive index of the wort is a measure of the sugar concentration.
The measured variables are affected by noise and do not satisfy the linear relationships exactly. The following standard assumptions about the measurement noise were made:
A 1 All measurements are affected by white (independent), normally distributed, zero mean noise. These assumptions were verified a posteriori, based on the experimental data.
Constraints
The data reconciliation procedure consisted in finding the most probable values of the measured variables, based on the available measurements, and compatible with the consistency constraints derived from the fermentation process knowledge. The constraints considered in this work are:
In each experimental run, the variations of the ethanol concentration, fermentable sugar concentration, wort density and refractive index are proportional to each other.
C 2 The proportionality coefficients in constraint C 1 (the yield coefficients) are the same for all runs. This assumption is reasonable because the wort volume was shown to remain constant during the fermentation process (Appendix), and hence the density and the refractive index variations are proportional to the mass variations of the ethanol and of the fermentable sugar. In the range of operating conditions specified above, the stoichiometric coefficients in Equation (1) (mass balance) do not depend on temperature, top pressure, initial yeast concentration and initial sugar concentration [4] , which varied from one run to another.
C 3 In each experimental run, the initial ethanol concentration is zero.
C 4 In each experimental run, the final fermentable sugar concentration is zero.
C 5 In each experimental run, the ethanol concentration is monotonically increasing, while wort density, sugar concentration and refractive index are monotonically decreasing. This condition, fully confirmed experimentally, comes from the fact that, under anaerobic conditions, the ethanol can not be utilized further, and the reaction described by Equation (1) can not be reversed, due to thermodynamic restrictions.
Mathematical formulation
Mathematically, the problem can be stated as follows. (2) is constant, and can be neglected for minimization purposes.
The proportionality requirements C 1 and C 2 were introduced by expressing three of the measured variables in terms of the fourth one, using proportionality (yield) coefficients common to all runs:
The constraints C 3 and C 4 are straightforward:
Taking into account constraints C 1 and C 2 , the condition C 5 reduces to:
Eq. (8)
Numerical resolution
As stated, the data reconciliation problem requires the minimization of a quadratic function with a mixture of linear, nonlinear, equality and inequality constraints. The nonlinearity comes from the product terms Ye in Equations (3) (4) (5) . Furthermore, the dimension of the optimization problem, i.e. the number of unknowns, equal here to 4m + 3, is quite large, as indicated in Table 1 . The numerical resolution can be improved dramatically by breaking the original problem into:
• one nonlinear unconstrained minimization with 3 unknown yields, Y D , Y S , and Y R .
• n quadratic independent subproblems (for fixed yields) of dimension 4m i , with linear equality and inequality constraints. The dimension of the quadratic subproblems can be reduced further to m i + 1 by introducing the equality constraints (Eq. 3-7) into the cost function (Eq. 2), which is straightforward.
This decomposition is particularly useful because effective algorithms for optimizing quadratic functions with linear constraints exist [6] . The top-level nonlinear optimization was solved with a Levenberg-Marquardt algorithm for nonlinear least squares [6] .
Missing data and outliers
The fermentation data was accumulated over years, and, for some samples, not all four measurements could be performed, mainly due to equipment failures. Discarding those samples completely would result in unnecessary information loss. Samples with at least two available measurements were retained. The missing data was handled by deleting the appropriate terms in the likelihood function.
After the data reconciliation process was performed, it turned out that some measurements were clearly unrealistic. Measurements which disagreed with the estimated values by more than 3 standard deviations were considered outliers and systematically discarded, as if they were missing data.
A special case of missing data appeared in the runs R10 and R13, which, for technical reasons, were stopped before sugar exhaustion. The constraint C 4 was eliminated in these cases.
Method M 2 : Interpolation using a free-form model
Motivation
The data reconciliation method M 1 gives reliable estimations of the measured variables at the same sampling moments at which measurements were taken. In our case, the sampling interval was not constant, and roughly equal to 24 hours. However, in many applications, such as process monitoring and control, it is important to have much more frequent estimates of the Various regularisation functions have been proposed in the literature, such as maximum entropy, minimum average slope, minimum average curvature etc. [7] . The adequacy of a particular regularisation function depends on the application. In this work, the minimum average curvature criterion was selected, which is also used, for example, in interpolation by spline polynomials.
Mathematical formulation
Let τ = 1 h be the time interval at which interpolated values are desired. The coefficient σ G = 0.02 gL -1 h 2 is the weight of the regularization term in the likelihood function. It expresses the tradeoff between the smoothness requirement and the fit to experimental data. Clear theoretical guidelines for selecting its value are not available, and the choice is subjective to some extent, as well as the choice of the regularization function itself.
It was found, however, that the results are relatively insensitive to reasonable modifications of σ G , such as dividing or multiplying the given value by a factor of 2.
The constraints C 1 -C 5 are expressed similarly to method M 1 :
Eq. (15) Missing values and outliers were handled in the same way as in the method M 1 . For the numerical resolution, the same decomposition in a nonlinear unconstrained optimisation with quadratic linearly constrained subproblems was used.
Method M 3 : Interpolation using a free-form model with initial and final rate constraints
In the considered fermentation experiments, it is reasonable to assume that the initial fermentation rate is close to zero, since, after inoculation, the yeast needs at least a few tens of minutes to adapt to the new medium. The final fermentation rate is also zero, because the experiments were conducted until no CO 2 evolution was observed. The data reconciliation method M 3 is the same as method M 2 , except that two additional constraints were added:
The initial ethanol production rate is zero in all experimental runs.
C 7 The final ethanol production rate is zero in all experimental runs.
Mathematically, this is expressed as: 
In this formula, λ > 0 and µ > 0 are shape parameters. Their effect is illustrated in Figure 1 . In order to accommodate the experimental data, two scale parameters were added. Let The constraints C 1 and C 2 are expressed as before:
The constraint C 3 is always satisfied, since 0 The constraint C 5 is also satisfied, since the beta functions are monotonically increasing. The theory of the beta functions also implies that the rate constraints C 6 and C 7 are equivalent to:
The negative logarithm of the likelihood function, after omission of the constant term, is: 25) In the case of the parametric model, the number of unknowns is 5n + 3, that is considerably lower than in the previous cases (Table 1) . However, breaking the original problem into a toplevel optimization of the three yields and n independent calculations of five parameters for each experimental run, still saves some computation time and improves accuracy, even if the subproblems require nonlinear optimization.
Results
Data reconciliation at work
An example of the data reconciliation procedure, using method M 1 , is shown in Figure 2 . This particular experiment was selected because it illustrates, on a single run, most of the benefits expected from data reconciliation.
Firstly, an incompatibility is detected between the total ethanol production of 26.2 g/L and the total sugar consumption of 66.3 g/L. The yield coefficient Y S = 1.833 is determined reliably, based on the whole pool of 15 experiments, as discussed below, so the incompatibility must come from either ethanol concentration or sugar concentration measurement errors, or both.
The density and refractive index measurements help resolving the conflict, by indicating that the truth is probably somewhere in between: the most probable ethanol concentrations are higher than the measured ones, and sugar concentrations lower.
Secondly, the reconciliation procedure indicates that the last-but-one ethanol measurement is an outlier, and should not be included in calculations. If it was included, (i) the estimated density, sugar and refractive index at 116 h would be significantly higher than measured and
(ii) at 93 h the ethanol concentration would be lower and the other values higher than measured, because of the constraint C 5 . This is less probable than excluding a single ethanol measurement. Visual inspection of the curves suggests the same thing. The first refractive index measurement is also an outlier, because it goes completely against the evidence provided by the other three variables.
Thirdly, it can be seen that the monotonicity constraint C 5 is active (limiting) between the last two samples, at 93 h and 116 h. Without this constraint, the last estimated value would be lower for ethanol and higher for density, sugar and refractive index. This is in contradiction with the biological reality: sugar concentration can not increase, and ethanol concentration can non decrease. The reconciliation process finds a compromise that assumes small measurement errors while satisfying the biological constraint.
Yield coefficient determination
The effectiveness of the reconciliation process heavily relies on the assumption that the yield coefficients are the same for all runs, as imposed by the constraint C 2 . The estimated values of the yield coefficients are reported in Table 2 
Validity of the statistical assumptions
The data reconciliation methods were worked out based on standard statistical assumptions about the measurement errors, A 1 -A 3 . The computation of the confidence intervals for the estimated quantities is also based on these assumptions. As an example, the probability plot of the scaled residuals (difference between the most probable and the experimental values, divided by the assumed standard deviation of the measurement noise) is shown in Figure 3, for the reconciliation method M 2 . The plot indicates that the hypothesis of a zero mean, normally distributed measurement noise looks reasonable. The probability plots for the other methods are very similar. The assumed (a priori) and the estimated (a posteriori) standard deviations for the considered measurements (ethanol concentration, density, sugar concentration and refractive index) are reported in Table 3 . It can be seen that the assumed standard deviations, obtained from previous repetition experiments, were slightly overestimated. However, for any given method, the standard deviations were overestimated by roughly the same factor for all measurement types. This does not hamper the conclusions, since multiplying any of the L 1 -L 4 expressions by a constant factor does not change the optimization results. This claim is also supported by the probability plot in Figure 3 , where the scaled residuals from all measurement types were mixed, but there is no evidence of data coming from distinct probability distributions.
Interpolation and rate estimation
In many applications it is desired to have frequent (e.g. every hour) estimates of the variables that are measured only rarely (e.g. every day), as well as estimates of the corresponding rates.
The results of applying methods M 2 , M 3 and M 4 for interpolation and rate estimation are illustrated in Figure 4 , on the experimental run R07. All three methods perform a smooth interpolation between existing measurements. The main differences arise at the beginning of the fermentation, when the experimental data is scarce. Method M 2 minimizes the average curvature, and hence favors a constant production rate, unless the experimental evidence suggests otherwise. The resulting initial ethanol production rate is very high. The constraint C 6 embedded in methods M 3 (explicitly) and M 4 (implicitly) forces a zero initial production rate. The results produced by methods M 3 and M 4 are similar, with however a 10 % discrepancy for the maximum production rate.
A different situation is depicted in Figure 5 , for the experimental run R03. Here experimental data is available at the beginning of the curve, and all three methods produce similar results before 100 h. Differences in the estimated production rate arise between 100 and 200 h.
Methods M 2 and M 3 make no a priori assumption about the curve shape (hence the name of free-form interpolation) and detect two distinct phases, before and after 170 h, which might have biological significance. This is opposed to method M 4 , whose curve shape is imposed by the selected parametric model, namely the incomplete beta function. Method M 4 can not detect such fine structure in the data.
As a general rule, the estimated rate is much more sensitive to the interpolation method than the variable itself. In applications where rate estimation is important, the interpolation method and the underlying hypotheses must be considered very carefully.
On-line data processing
For process supervision and control purposes, experimental data must be processed on-line, as they arrive. Yield coefficients can not be estimated on-line, because available data is too limited. Rather, fixed values previously estimated on the whole data base should be used (Table 2 ). In Figure 6 , on-line processing, using 2/3 of the data available in experiment R13, is compared with off-line processing, on the whole data set. As far as the ethanol concentration is concerned, all four methods produce similar results, even when applied to limited experimental data. This is also true for density, sugar concentration and refractive index, because they are linearly related to the ethanol concentration. The rate estimations are also good for methods M 2 and M 3 , but not for method M 4 (method M 1 does not provide rate estimations). The mathematical form of the equations used in method M 4 was selected for its ability to describe sigmoid shapes, which correspond to finished fermentations, and appears to be less appropriate for running experiments.
Tests performed on the entire database, for various fractions of the available data, suggest that the most robust method for on-line processing is M 1 . If rate estimations are needed, M 3 should be preferred.
Detection of CO 2 leak
The measurement of CO 2 evolution is a convenient way for monitoring alcoholic fermentation using inexpensive on-line sensors [8, 9, 10] . According to Equation (1), the produced CO 2 is linearly related to the ethanol concentration. After the wort is saturated in CO 2 and the top pressure in the tank is established, the released CO 2 (which is actually measured) equals the produced one. This was verified for the considered database by computing, by ordinary linear regression, the experimental yield of the CO 2 versus ethanol, and the associated confidence limits. The results are presented in Figure 7 , together with the theoretical yield obtained from the Equation (1). The agreement is good for most experiments, as the confidence interval includes the theoretical value. In run R11 the CO 2 was not recorded. In run R06 the CO 2 measurement was affected by a known equipment failure. However, runs R04, R12 and R13 appeared to be affected by a subtle CO 2 leak, which was not at all obvious before reliable ethanol concentrations were determined by data reconciliation (here, method M 1 was used). CO 2 leak can also be detected in real time, as soon as enough measurements become available to make the confidence interval of the computed yield small enough.
Accuracy improvement
For all considered variables, data reconciliation provides more reliable estimates than any individual measurement. In order to illustrate the accuracy improvement, the standard errors associated with the estimates of the final ethanol concentration, the initial density, the initial sugar concentration and the initial refractive index are reported in Table 4 . The accuracy improvement is given in the 5 th column. This is to be compared with an accuracy improvement by a factor of 2 which would result if 4 repetitions of a single measurement were performed. The equivalent number of repetitions of a single measurement is reported in the last column. For example, in order to get a similar accuracy for the initial sugar concentration, 10 measurements should be performed instead of 4 (since the standard error of a mean value is proportional to the inverse of the square root of the number of repetitions).
Except for the ethanol, data reconciliation based on 4 measurements provides more reliable estimates than simple repetitions of any given measurement 4 times. This is due to the biological insight introduced into the problem formulation via the consistency constraints
Summary
Direct measurement of key biological variables in alcoholic fermentation (fermentable sugar and ethanol concentration in the medium) is often impractical, costly and unreliable.
However, related measurements are more readily available and are more accurate (density, refractive index, evolved CO 2 ). The paper illustrates how the biological insight (through mass balance, monotonicity constraints and smoothness requirements) can help improve the accuracy of either measurement, supply any missing one, provide interpolated values and rate estimates.
Apparently conflicting data are reconciled in a rigorous probabilistic framework, which also helps identifying outliers. Comparison of experimental yield coefficients with theoretical ones points out problems with the experimental setting, such as CO 2 leak and separation of fermentable and non fermentable sugars by HPLC. Accuracy improvement resulting from "intelligent" data reconciliation is shown to be higher than from simple repetitions of the measurements.
If interpolated values and rates of change of the variables are required, then either explicit smoothness requirements are added, or a family of smooth analytical functions is used to model the data. Analytical functions require much less parameters than free-form models, but
can not capture all specific features of the data. All the benefits of the basic data reconciliation are retained in either case. Amount of evolved carbon dioxide C 1 -C 7 Consistency constraints satisfied by the estimated variables
Measured wort density in sample
Most probable wort density in sample j of run i E ij g L Yield coefficient of the fermentable sugar versus ethanol 
Thus, a volume V 1 = 1.000 L of sugar solution weights:
After fermentation and CO 2 release, the remaining mass is:
and it occupies a volume of:
Hence, within 0.1% accuracy, the production of the two major compounds of the alcoholic fermentation (carbon dioxide and ethanol) does not change the fermentation volume. Other metabolites are produced in too small concentrations to change the wort volume by more than 0.1%. Figure 1 . Representation of incomplete beta functions for various combinations of the shape parameters λ and µ. Table 3 . The absence of significant departure from the straight line indicates that the assumption is reasonable. 
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