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FINE STRUCTURE OF CLASS GROUPS Cl(p)Q(ζn) AND THE
KERVAIRE-MURTHY CONJECTURES
OLA HELENIUS AND ALEXANDER STOLIN
Abstract. In 1977 Kervaire and Murthy presented three conjectures regard-
ing K0ZCpn , where Cpn is the cyclic group of order p
n and p is a semi-regular
prime that is p does not divide h+ (regular p does not divide the class number
h = h+h−). The Mayer-Vietoris exact sequence provides the following short
exact sequence
0→ Vn → PicZCpn → ClQ(ζn−1)× PicZCpn−1 → 0
Here ζn−1 is a primitive p
n-th root of unity. The group Vn that injects into
PicZCpn ∼= K˜0ZCpn , is a canonical quotient of an in some sense simpler group
Vn. Both groups split in a “positive” and “negative” part. While V
−
n is
well understood there is still no complete information on V +n . Kervaire and
Murthy showed that K0ZCpn and Vn are tightly connected to class groups of
cyclotomic fields. They also conjectured that V +n
∼= (Z/pnZ)r(p), where r(p)
is the index of regularity of the prime p and that V+n
∼= V +n , and moreover,
CharV+n
∼= Cl(p) Q(ζn−1), the p-part of the class group.
Under an extra assumption on the prime p, Ullom proved in 1978 that
V +n
∼= (Z/pnZ)r(p)⊕(Z/pn−1Z)λ−r(p), where λ is one of the Iwasawa invariants.
Hence Kervaire and Murthys first conjecture holds only when λ = r(p).
In the present paper we calculate V+n and prove that CharV
+
n
∼= Cl(p) Q(ζn−1)
for all semi-regular primes which also gives us the structure of Cl(p) Q(ζn−1)
as an abelian group. We also prove that under the same condition Ullom used,
conjecture two always holds, that is V+n
∼= V +n . Under the assumption λ = r(p)
we construct a special basis for a ring closely related to ZCpn , consisting of
units from a number field. This basis is used to prove that V+n
∼= V +n in this
case and it also follows that the Iwasawa invariant ν equals r(p). Moreover
we conclude that λ = r(p) is equivalent to that all three Kervaire and Murthy
conjectures hold.
1. Introduction
Let p be an odd prime, Cpn denote the cyclic group of order p
n and let ζn be a
primitive pn+1th root of unity. In this paper we work on the problem of finding
PicZCpn . Our methods also lead to the calculation of the p-part of the ideal
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class group of Z[ζn]. Calculating Picard groups for a group ring like the one
above is equivalent to calculating K0 groups. Finding K0ZG for various groups
G was mentioned by R.G. Swan at his talk at the International Congress of
Mathematicians in Nice 1970 as one of the important problems in algebraic K-
theory. Of course, the reasons for this is are applications in topology. However,
calculating K0(ZG) seems to be pretty hard and even to this date there are no
general results. Even when we restrict ourselves to G = Cpn no general explicit
formulas are known. Several people have worked on this, though. Kervaire and
Murthy presented in [K-M] an approach based on the pullback
(1.1) ZCpn+1 //

Z[ζn]

ZCpn // Fp[x]/(x
pn − 1) =: Rn
The (∗,Pic)-Mayer-Vietoris exact sequence associated to this pullback reads
(ZCpn)
∗ × Z[ζn]∗ j→ R∗n → PicZCpn+1 → PicZCpn × PicZ[ζn]→ PicRn
Following Kervaire and Murthy, we observe that Picard groups of local rings are
trivial, that the Picard group of a Dedekind ring equals the class group of the
same ring and then define Vn as the co-kernel of the map j in the sequence above.
Then we get
(1.2) 0→ Vn → PicZCpn+1 → PicZCpn × ClQ(ζn)→ 0.
Kervaire and Murthy set out to calculate Vn and their approach is based on
the fact that all rings involved can be acted upon by the Galois group Gn :=
Gal(Q(ζn)/Q). If s ∈ Gn, let s(ζn) = ζκ(s)n . If we represent the rings in the
pullback as residue class rings of polynomials in the indeterminate X , the action
is generated by s(X) = Xκ(s) for all involved rings. Gn becomes a group of auto-
morphisms of ZCpn+1, ZCpn and Rn. The maps in the pullback above commutes
with the action of Gn and the exact sequence becomes a sequence of Gn-modules.
In particular, complex conjugation, which we denote by c, belongs to Gn and
c(X) = X−1. When M is a multiplicative Gn-module, like the group of units
of one of the rings in the pullback, we let M+ denote the subgroup of elements
v ∈ M such that c(v) = v and M− denote the subgroup of elements such that
c(v) = v−1. Vn is a finite abelian group of odd order and hence we have that
Vn = V
+
n ×V −n . The main result in Kervaire and Murthy’s article is the following
theorem
Theorem 1.1 (Kervaire and Murthy).
V −n
∼=
n−1∏
ν=1
(Z/pνZ)
(p−1)2pn−ν−1
2
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and when p is semi-regular, there exists a canonical injection
Char V +n → Cl(p) Q(ζn−1),
where Cl(p)Q(ζn−1) is the p-primary component of the ideal class group of Q(ζn−1).
The calculation of V −n is straightforward. Finding the information on V
+
n turns
out to be much harder. Kervaire and Murthy instead proves the result above
with V +n replaced by the +-part of
Vn :=
R∗n
j(Z[ζn]∗)
,
that is, constructs a canonical injection
(1.3) CharV+n → Cl(p)Q(ζn−1)
Then, since V +n is a canonical quotient of V
+
n , 1.3 extends to an injection
Char V +n → Cl(p)Q(ζn−1)
via the canonical injection
Char V +n → CharV+n .
The injection 1.3 is actually a composition of the Artin map in class field theory
and a canonical injection from Iwasawa theory. The actual proof is mainly based
on class field theory.
Let r(p) be the index of regularity of p, that is the number of Bernoulli numbers
B2, B4, . . . , Bp−3 with numerators (in reduced form) divisible by p. Kervaire and
Murthy formulate the following conjectures. For semi-regular primes:
V +n = V
+
n(1.4)
CharV+n = Cl
(p)Q(ζn−1)(1.5)
Char V +n
∼= ( Z
pnZ
)r(p)
,(1.6)
When p is a regular prime it is known that Cl(p)Q(ζn−1) is trivial and hence
Vn = V
−
n is determined completely in [K-M].
In [U], Stephen Ullom uses Iwasawa theory and studies the action of AutCpn on
PicZCpn . He proves in that under a certain extra assumption on p, the first of
Kervaire and Murthy’s conjectures hold exactly when the Iwasawa invariant λ
associated to p equals r(p).
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In this paper we use a different approach. Instead of directly studying ZCpn we
study
An :=
Z[x](
xpn−1
x−1
)
One can prove that PicZCpn ∼= PicAn. We then construct a pull back similar
to Kervaire and Murthy’s, but based on the ring An instead of ZCpn . This
gives us a different description of the group Vn. We then construct an injection
α : Z[ζn−1]
∗ → A∗n and we show Kervaire and Murthy’s Vn is isomorphic to the
group
(An/pAn)
∗
α(Z[ζn−1]∗) mod p
.
In some sense this may be more natural since V+n which we want to calculate
is conjectured to be isomorphic to Cl(p)Q(ζn−1), not Cl
(p)Q(ζn). We proceed by
constructing a surjection V+n → V+n−1 and an injection V+n−1 → V+n and this allows
us to show that
V
+
n
∼= ( Z
pnZ
)r0 ⊕ ( Z
pn−1Z
)r1−r0 ⊕ . . .⊕ ( Z
pZ
)rn−1−rn−2
for all semi-regular primes. The sequence {rk} which we describe in section 2 is
related to the order of certain groups of units in Z[ζk].
In section 3 we then go on and prove a weak version of Kervaire and Murthys
conjecture 1.5. For a group A, let A(p) := {a ∈ A : ap = 1}. We prove
that for semi-regular primes, ClQ(ζn−1)(p) ∼= V+n /(V+n )p by using Kervaire and
Murthys injection CharV+n → Cl(p)Q(ζn−1) and constructing a new injection
ClQ(ζn−1)(p)→ CharV+n .
In section 4 we then use this weak version and results from section 2 to give
a proof of Kervaire and Murthys conjecture 1.5. The proof relies on class field
theory. Since we already have described the group V+n we of course also get a
description of Cl(p)Q(ζn−1).
In section 5 we give some applications of our results. When the Iwasawa invariant
λ equals r(p), the index of regularity, we show that all three of Kervaire and
Murthy’s conjectures hold and that the Iwasawa invariant ν also equals r(p). In
fact, λ = r(p) is equivalent to that all three conjectures hold.
We then move on and consider the same assumption Ullom used in [U]. We show
that this leads to that λ = r1 and prove that V
+
n = V
+
n in this case too.
Finally we use our results to give some information about the structure of the
group of units in Z[ζn].
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2. Preliminaries
We start this section by defining some rings that in some sense are close to ZCpn.
We discuss why we can and want to work with these rings instead of ZCpn and go
on get an exact Mayer-Vietoris sequence from a certain pullback of these rings.
Let for k ≥ 0 and l ≥ 1
Ak,l :=
Z[x](
xpk+l−1
xpk−1
)
and
Dk,l := Ak,l mod p.
We denote the class of x in Ak,l by xk,l and in Dk,l by x¯k,l. Sometimes we will,
by abuse of notation, just denote classes by x. Note that An,1 ∼= Z[ζn] and that
Dk,l ∼= Fp[x]
(x− 1)pk+l−pk .
By a generalization of Rim’s theorem (see for example [ST1]) PicZCpn ∼= PicA0,n
for all n ≥ 1 so for our purposes we can just as well work with A0,n instead of
directly with ZCpn . It is easy to see that there exists a pullback diagram
(2.1) Ak,l+1
ik,l+1
//
jk,l+1

Z[ζk+l]
Nk,l
{{ww
ww
ww
ww
ww
ww
ww
fk,l

Ak,l
gk,l
// Dk,l
where ik,l+1(xk,l+1) = ζk+l, jk,l+1(xk,l+1) = xk,l, fk,l(ζk+l) = x¯k,l and gk,l is just
taking classes modulo p. The norm-maps Nk,l will be constructed later in this
paper. These maps are really the key to our methods.
The pullback 2.1 induces a Mayer-Vietoris exact sequence
Z[ζn]
∗ ⊕ A∗0,n → D∗0,n → PicA0,n+1 → PicZ[ζn] ⊕ PicA0,n → PicD0,n,
Since D0,n is local, PicD0,n = 0 and since Z[ζn] is a Dedekind ring, PicZ[ζn] ∼=
ClQ(ζn). By letting Vn be the cokernel
Vn :=
D∗0,n
Im{Z[ζn]∗ × A∗0,n → D∗0,n}
we get an exact sequence
0→ Vn → PicA0,n+1 → ClQ(ζn)⊕ PicA0,n → 0.
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Note that definition of Vn is slightly different from the one from [K-M]. By abuse
of notation, let c denote the automorphisms on A∗k,l, Z[ζn]
∗ and D∗k,l induced by
c(t) = t−1 for t = xk,l, t = ζn and t = x¯k,l respectively. We also denote the maps
induced on Vn and Vn by c.
Before moving on we need to introduce the map Nk,l. An element a ∈ Ak,l+1 can
be uniquely represented as a pair (al, bl) ∈ Z[ζk+l]×Ak,l. Using a similar argument
on bl, and then repeating this, we find that a can also be uniquely represented as
an (l+1)-tuple (al, . . . , am, . . . , a0) where am ∈ Z[ζk+m]. In the rest of this paper
we will identify an element of Ak,l+1 with both its representations as a pair or an
(l + 1)-tuple.
For k ≥ 0 and l ≥ 1 let N˜k+l,l : Z[ζk+l]→ Z[ζk] denote the usual norm.
Proposition 2.1. For each k ≥ 0 and l ≥ 1 there exists a multiplicative map
Nk,l such that the diagram
Z[ζk+l]
fk,l

Nk,l
||yy
yy
yy
yy
yy
yy
y
Ak,l
gk,l
// Dk,l
is commutative. Moreover, if a ∈ Z[ζk+l], then
Nk,l(a) = (N˜k+l,1(a), Nk,l−1(N˜k+l,1(a))) = (N˜k+l,1(a), N˜k+l,2(a), . . . , N˜k+l,l(a)).
The construction of Nk,l can be found in [ST2]. Since it may not be well known
we will for completeness repeat it here. Before this we notice an immediate
consequence of the commutativity of the diagram in Proposition 2.1.
Corollary 2.2. Vn =
D∗0,n
Im{A∗0,n→D
∗
0,n}
Proof of Proposition 2.1. The maps Nk,l will be constructed inductively. If
i = 1 and k is arbitrary, we have Ak,1 ∼= Z[ζk] and we define Nk,1 as the usual
norm map N˜k+1,1. Since N˜k+1,1(ζk+1) = ζk we only need to prove that our map
is additive modulo p, which follows from the lemma below.
Lemma 2.3. For k ≥ 0 and l ≥ 1 we have
i) Ak+1,l is a free Ak,l-module under xk,l 7→ xpk+1,l.
ii) The norm map N : Ak+1,l → Ak,l, defined by taking the determinant of
the multiplication operator, is additive modulo p.
This is Lemma 2.1 and Lemma 2.2 in [ST2] and proofs can be found there.
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Now suppose Nk,j is constructed for all k and all j ≤ l − 1. Let ϕ = ϕk+1,l :
Z[ζk+l] → Ak+1,l be defined by ϕ(a) = (a,Nk+1,l−1(a)). It is clear that ϕ is
multiplicative. From the lemma above we have a norm map N : Ak+1,l → Ak,l.
Define Nk,l := N ◦ϕ. It is clear that Nk,l is multiplicative. Moreover, Nk,l(ζk+l) =
N(ζk+l, xk+1,l−1) = N(xk+1,l) = xk,l, where the latter equality follows by a direct
computation. To prove that our map makes the diagram in the proposition above
commute, we now only need to prove it is additive modulo p. This also follows
by a direct calculation once you notice that
ϕ(a + b)− ϕ(a)− ϕ(b) = x
pk+l+1
k+1,l − 1
xp
k+l
k+1,l − 1
· r,
for some r ∈ Ak+1,l.
Regarding the other two equalities in Proposition 2.1, it is clear that the second
one follows from the first. The first equality will follow from the lemma below.
Lemma 2.4. The diagram
Z[ζk+l]
N˜k+l,1
//
Nk,l

Z[ζk+l−1]
Nk−1,l

Ak,l
N
// Ak−1,l
is commutative
Proof of Proposition 2.1. Recall that the maps denotedN (without subscript)
are the usual norms defined by the determinant of the multiplication map. An
element in Ak,l can be represented as a pair (a, b) ∈ Z[ζk+l−1] × Ak,l−1 and an
element in Ak−1,l can be represented as a pair (c, d) ∈ Z[ζk+l−2] × Ak−1,l−1. If
(a, b) represents an element in Ak,l one can, directly from the definition, show that
N(a, b) = (N˜k+l−1,1(a), N(b)) ∈ Ak−1,l. We now use induction on l. If l = 1 the
statement is well known. Suppose the diagram corresponding to the one above,
but with l replaced by l − 1, is commutative for all k. If a ∈ Z[ζk+l] we have
N(Nk,l(a)) = N(N((a,Nk+1,l−1(a))) = (N˜k+l,2(a), N(N(Nk+1,l−1(a))))
and
Nk−1,l(N(a)) = (N˜k+l,2(a), N(Nk,l−1(N˜k+l,1(a)))).
By the induction hypothesis applied to (k + 1, l − 1) we get Nk,l−1 ◦ N˜k+l,1 =
N ◦Nk+1,l−1 and this proves the lemma. 
With the proof of this Lemma the proof of Proposition 2.1 is complete. 
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We will now use our the maps Nk,l to get an inclusion of Z[ζk+l−1]
∗ into A∗k,l.
Define ϕk,l : Z[ζk+l−1]
∗ → A∗k,l be the injective group homomorphism defined by
ǫ 7→ (ǫ, Nk,l(ǫ)). By Proposition 2.1, ϕk,l is well defined. For future use we record
this in a lemma.
Lemma 2.5. Let Bk,l be the subgroup of A
∗
k,l consisting of elements (1, b), b ∈
A∗k,l−1. Then A
∗
k,l
∼= Z[ζk+l−1]∗ ×Bk,l
In what follows, we identify Z[ζk+l−1]
∗ with its image in A∗k,l.
Before we move on we will state a technical lemma which is Theorem I.2.7 in
[ST3].
Lemma 2.6. Let a ∈ Z[ζk+l−1]. Then gk,l(a,Nk,l−1(a)) = 1 ∈ Dk,l if and only if
a ≡ 1 mod λpk+l−pkk+l−1 }. In particular,
ker(gk,l|Z[ζk+l−1]∗) = {ǫ ∈ Z[ζk+l−1]∗ : ǫ ≡ 1 mod λp
k+l−pk
k+l−1 }
We will not repeat the proof here, but since the technique used is interesting
we will indicate the main idea. If a ∈ Z[ζk+l−1]∗ and gk,l(a) = 1 we get that
a ≡ 1 mod p in Z[ζk+l−1], Nk,l−1(a) ≡ 1 mod p in Ak,l−1 and that fk,l−1
(
a−1
p
)
=
gk,l−1
(Nk,l−1(a)−1
p
)
. Since the norm map commutes with f and g this means that
Nk,l−1(
a−1
p
) ≡ Nk,l−1(a)−1
p
. The latter is a congruence in Ak,l−1 and by the same
method as above we deduce a congruence in Z[ζk+l−2] and a congruence in Ak,l−2.
This can be repeated l − 1 times until we get a congruence in Ak,1 ∼= Z[ζk]. The
last congruence in general looks pretty complex, but can be analyzed and gives
us the neccesary information.
If for example l = 2, we get after just one step a ≡ 1 mod p in Z[ζk+1], N(a) ≡
1 mod p and N(a−1
p
) ≡ N(a)−1
p
mod p in Ak,1 ∼= Z[ζk], where N is the usual norm.
By viewing N as a product of automorphisms, recalling that N is additive modulo
p and that the usual trace of any element of Z[ζk+1] is divisible by p, we get that
N(a) ≡ 1 mod p2 and hence that N(a−1
p
) ≡ 0 mod p. By analyzing how the
norm acts one can show that this means that a ≡ 1 mod λpk+2−pkk+1
In the rest of this paper we paper will only need the the rings Ak,l and Dk,l in the
case k = 0. Therefore we will simplify the notation a little by setting Al := A0,l,
Dl := D0,l, gl := g0,l, fl := f0,l, il := i0,l, jl := j0,l and Nl := N0,l.
Now define Vn as
Vn :=
D˜∗n
Im{Z˜[ζn−1]∗ → D˜∗n}
,
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where Z˜[ζn−1]
∗ are the group of all units ǫ such that ǫ ≡ 1 mod λn−1, where λn
denotes the ideal (ζn − 1), and D˜∗n are the units that are congruent to 1 modulo
the class of (x¯− 1) in D∗n. This definition is equivalent to the definition in [K-M]
by the following Proposition.
Proposition 2.7. The two definitions of Vn coincide.
Proof of Proposition 2.1. The kernel of the surjection (Fp[x]/(x − 1)pn)∗ →
(Fp[x]/(x − 1)pn−1)∗ = D∗n consists of units congruent to 1 mod (x− 1)pn−1. Let
η := ζ
pn+1+1
2
n . Then η2 = ζn and c(η) = η
−1. Let ǫ := η
pn+1−η−(p
n+1)
η−η−1
. One can
by a direct calculation show that ǫ = 1 + (ζn − 1)pn−1 + t(ζn − 1)pn for some
t ∈ Z[ζn]. If a = 1 + apn−1(xn − 1)pn−1 ∈ (Fp[x]/(x − 1)pn)∗, apn−1 ∈ F∗p, Then
it is just a matter of calculations to show that a = fn(ǫ)
apn−1. This shows that
(Fp[x]/(x− 1)pn)∗/f ′n(Z[ζn]∗) ∼= (Fp[x]/(x− 1)pn−1)∗/fn(Z[ζn]∗). Since
Z[ζn]
∗
N
{{vv
vv
vv
vv
vv
vv
vv
f

Z[ζn−1]
∗ g // D˜∗+n
is commutative and N (which is the restriction of the usual norm-map) surjective
when p is semi-regular (Lemma 2.10) the proposition follows. 
Let V+n := {v ∈ Vn : c(v) = v}. What we want to do is to find the structure of
V+n . For n ≥ 0 and k ≥ 0, define
Un,k := {real ǫ ∈ Z[ζn]∗ : ǫ ≡ 1 mod λkn}.
One of our main results is the following proposition.
Proposition 2.8. If p is semi-regular, |V+n | = |V+n−1| · |Un−1,pn−1/(Un−1,pn−1+1)p|.
Here Up denotes the group of p-th powers of elements of the group U . Note that
we in this paper sometimes use the notation Rn for n copies of the ring (or group)
R. The context will make it clear which one of these two things we mean.
For k = 0, 1, . . ., define rk by
|Uk,pk+1−1/(Uk,pk+1)p| = prk .
By Lemma 2 in [ST1] we get that Uk,pk+1−1 = Uk,pk+1 and since the the λn-adic
valuation of ǫ − 1, where ǫ is a real unit, is even, Uk,pk+1 = Uk,pk+1+1. We hence
have
Lemma 2.9. Uk,pk+1−1 = Uk,pk+1+1.
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One can prove that r0 = r(p), the index of irregularity, since if the λ0-adic
valuation of ǫ ∈ Z[ζ0]∗+ is less than p−1, then local considerations show that the
extension Q(ζ0) ⊆ Q(ζ0, p
√
ǫ) is ramified. The result then follows from the fact
that
U0,p−1
(U0,2)p
∼= S0
pS0
where S0 is the p-class group of Q(ζ0).
Before the proof of Proposition 2.8 we will state and a lemma, which is well-
known.
Lemma 2.10. If p is semi-regular Nn−1 : Z[ζn−1] → An−1 maps Un−1,1 surjec-
tively onto Un−2,1.
Proof of Proposition 2.8. In a similar way as the ideal λn := (ζn − 1) equal
the ideal (ζn − ζ−1n ) in Z[ζn] one can show that that (x¯− 1) = (x¯ − x¯−1) in Dn.
It is easy to show that D˜∗+n can be represented by elements 1 + a2(x¯ − x¯−1)2 +
a4(x¯ − x¯−1)4 + . . . + apn−3(x − x−1)pn−3, ai ∈ Fp. Hence |D˜∗+n | = p(pn−3)/2. We
want to evaluate
|D˜∗+n |/|gn(Un−1,1)|.
By Lemma 2.6 we have
gn(Un−1,1) ∼= Un−1,1
Un−1,pn−1
.
Since gn(Un−1,1) ⊆ gn(Z[ζn−1]∗+) ⊆ D˜∗+n the group Un−1,1/Un−1,pn−1 is finite.
Similarly Z[ζn−1]
∗+/Un−1,pn−1 is finite. This shows that Z[ζn−1]
∗+/Un−1,1 is finite
since ∣∣Z[ζn−1]∗+
Un−1,1
∣∣∣∣ Un−1,1
Un−1,pn−1
∣∣ = ∣∣Z[ζn−1]
∗+
Un−1,pn−1
∣∣.
We can write
∣∣ Un−1,1
Un−1,pn−1
∣∣ = ∣∣ Un−1,1
Un−1,pn−1−1
∣∣∣∣Un−1,pn−1−1
Un−1,pn−1+1
∣∣∣∣Un−1,pn−1+1
Un−1,pn−1
∣∣ =
=
∣∣ Un−1,1
Un−1,pn−1−1
∣∣∣∣Un−1,pn−1−1
Un−1,pn−1+1
∣∣∣∣Un−1,pn−1+1/(Un−1,pn−1+1)p
Un−1,pn−1/(Un−1,pn−1+1)p
∣∣ =
=
∣∣ Un−1,1
Un−1,pn−1−1
∣∣∣∣Un−1,pn−1−1
Un−1,pn−1+1
∣∣∣∣ Un−1,pn−1+1
(Un−1,pn−1+1)p
∣∣∣∣ Un−1,pn−1
(Un−1,pn−1+1)p
∣∣−1
(2.2)
By Dirichlet’s theorem on units we have (Z[ζn−1]
∗)+ ∼= Z p
n
−pn−1
2
−1 Since all quo-
tient groups involved are finite we get that Un−1,1, Un−1,pn−1, Un−1,pn−1−1 and
Un−1,pn−1+1 are all isomorphic to Z
pn−pn−1
2
−1. The rest of the proof is devoted to
the analysis of the four right hand factors of 2.2.
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Obviously,
Un−1,pn−1+1
(Un−1,pn−1+1)p
∼= Z
pn−pn−1
2
−1
(pZ)
pn−pn−1
2
−1
∼= C
pn−pn−1
2
−1
p .
This shows that ∣∣ Un−1,pn−1+1
(Un−1,pn−1+1)p
∣∣ = p p
n
−pn−1
2
−1.
We now turn to the second factor of the right hand side of 2.2. We will show
that this number is p by finding a unit ǫ 6∈ Upn−1+1 such that
< ǫ >=
Un−1,pn−1−1
Un−1,pn−1+1
.
Since the p-th power of any unit in Un−1,pn−1−1 belongs to Un−1,pn−1+1 this is
enough. Let ζ = ζn−1 and η := ζ
pn+1
2 . Then η2 = ζ and c(η) = η−1. Let
ǫ := η
pn−1+1−η−(p
n−1+1)
η−η−1
. Then c(ǫ) = ǫ and one can by direct calculations show
that ǫ is the unit we are looking for.
We now want to calculate ∣∣ Un−1,1
Un−1,pn−1−1
∣∣.
Consider the commutative diagram
Z[ζn−1]
∗
Nn−1
{{ww
ww
ww
ww
ww
ww
ww
fn−1

A∗n−1
gn−1
// D∗n−1
It is clear that fn−1(Un−1,1) ⊆ D˜∗+n−1 and that gn−2(Un−2,1) ⊆ D˜∗+n−1. By Lemma 2.10
we have a commutative diagram
Un−1,1
N
{{xx
xx
xx
xx
xx
xx
xx
f

Un−2,1
g
// D˜∗+n−1
where N is surjective. Clearly, f(Un−1,1) = g(Un−2,1).
It is easy to see that ker(f) = Un−1,pn−1−1 so by above
Un−1,1
Un−1,pn−1−1
∼= f(Un−1,1) = g(Un−2,1).
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Now recall that by definition V+n−1 = D˜
∗+
n−1/g(Un−2,1). Hence
∣∣ Un−1,1
Un−1,pn−1−1
∣∣ = |g(Un−2,1)| = |D˜∗+n−1||V+n−1|−1 = p
pn−1−3
2 |V+n−1|−1.
This finally gives
|V+n | = |D˜∗+n ||g(Un−1,1)|−1 =
= p
pn−3
2 · p− p
n−1
−3
2 · |V+n−1| · p−1 · p−
pn−pn−1
2
+1 · ∣∣ Un−1,pn−1
(Un−1,pn−1+1)p
∣∣ =
= |V+n−1| ·
∣∣ Un−1,pn−1
(Un−1,pn−1+1)p
∣∣
which is what we wanted to show.

Proposition 2.11. The sequence {rk} is non-decreasing, bounded by the Iwasawa
invariant λ and |V+n | = pr0+r1+...+rn−1.
Proof. Recall that (λk) = (λ
p
k+1) as ideals in Z[ζk+1]. By Lemma 2.9, the
inclusion of Z[ζk] in Z[ζk+1] induces an inclusion of Uk,pk+1−1 = Uk,pk+1+1 into
Uk+1,pk+2+p ⊆ Uk+1,pk+2−1. Since a p-th power in Z[ζk] obviously is a p-th power
in Z[ζk+1] we get an homomorphism of
(2.3)
Uk,pk+1−1
(Uk,pk+1)p
→ Uk+1,pk+2−1
(Uk+1,pk+1+1)p
.
If ǫ ∈ Uk,pk+1−1 is a not p-th power in Z[ζk] then one can show that Q(ζk) ⊆
Q(ζk, ǫ) is an unramified extension of degree p. If ǫ would be a p-th power
in Z[ζk+1] we would get Q(ζk+1) = Q(ζk, ǫ) which is impossible since Q(ζk) ⊆
Q(ζk+1) is ramified. Hence the homomorphism 2.3 is injective. This shows that
the sequence {rk} is non-decreasing.
Since it is known by for example [K-M] that |V+1 | = pr0 , by induction and Propo-
sition 2.8 we now immediately get: |V+n | = pr0+r1+...+rn−1 .
Assume now that rN > λ for some N . Then it follows that |V+n | grows faster than
pλn and this contradicts to that of |V+n | < |Cl(p)Q(ζn)| = pλn+ν . This observation
completes the proof. 
We now go on and prove the following proposition:
Proposition 2.12. There exists a surjection πn : V
+
n → V+n−1.
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Proof. The canonical surjection jn : An → An−1 can be considered mod (p) and
hence yields a surjection j¯n : Dn → Dn−1. Suppose that u¯ ∈ D∗+n−1, v¯ ∈ D∗+n ,
j¯n(v¯) = u¯ and that v¯ = gn(v), where v = (ǫ, Nn−1(ǫ)), ǫ ∈ Z[ζn−1]. Then jn(v) =
Nn−1(ǫ), and u¯ = j¯n(v¯) = j¯ngnNn−1(ǫ). ButNn−1(ǫ) = (N˜n−1,1(ǫ), Nn−2N˜n−1,1(ǫ))
by Proposition 2.1. In other words, if v¯ represents 1 in Vn, then j¯n(v¯) represents
1 in Vn−1 so the map j¯n induces a well defined surjection V
+
n → V+n−1. 
It is now not hard to find the kernal of πn.
Proposition 2.13. For any semi-regular prime p, ker πn ∼= (Z/pZ)rn−1.
Proof. Proposition 2.8 and the definition of rn clearly implies that | kerπn| =
prn−1 . We need to prove that any element in ker πn has order at most p. Suppose
that in the surjection D∗+n → D∗+n−1, the element u ∈ D∗+n−1 is the image of
v ∈ D∗+n and suppose u = gn−1((ǫ, Nn−2(ǫ))) for some ǫ ∈ Un−2,1 ⊂ Z[ζn−2]. For
some a ∈ An, v = gn(a) and (ǫ, Nn−2(ǫ)) = jn(a). Since p is semi-regular we
know from Lemma 2.10 that the norm map Nn−1 resticted to Un−1,1 is surjective
onto Un−2,1 and acts as the usual norm N˜n−1,1. Hence there exists ǫ
′ ∈ Un−1,1
such that Nn−1(ǫ
′) = (ǫ, Nn−2(ǫ)). This means that (ǫ
′, Nn−1(ǫ
′)) ∈ A∗+n maps to
(ǫ, Nn−2(ǫ)) under jn. Since fn−1(ǫ
′) = gn−1Nn−1(ǫ
′) = u and all the maps come
from a pullback we get that a = (ǫ′, Nn−1(ǫ
′)), that is, v is the image of a unit in
Un−1,1. Now define D˜
∗+
n,(k) := {a ∈ D˜∗+n : a ≡ 1 mod (x− 1)k}. Then
ker πn =
ker{D˜∗+n → D˜∗+n−1}
ker{D˜∗+n → D˜∗+n−1} ∩ gn(Z[ζn−1]∗+)
=
D˜∗+n,(pn−1−1)
gn(Un−1,pn−1−1)
.
Now note that if b ∈ D˜∗+n,(pn−1), then bp = 1 so such a unit clearly has order p. We
will show that any unit a ∈ D˜∗+n,(pn−1−1) can be written as a = bgn(ǫ)k for some b ∈
D˜∗+n,(pn−1), natural number k and ǫ ∈ Un−1,pn−1−1. Then ap = bpgn(ǫ)kp is clearly
trivial in ker πn ⊆ V+n . Let η := ζ
pn+1
2
n−1 . Then η
2 = ζn−1 and c(η) = η
−1. Let
ǫ := η
pn−1+1−η−(p
n−1+1)
η−η−1
. One can by a direct calculation show that ǫ ∈ Un−1,pn−1−1\
Un−1,pn−1+1. In fact, ǫ = 1+ epn−1−1(ζn−1 − ζ−1n−1)pn−1−1 + t(ζn−1 − ζ−1n−1)pn−1+1 for
some non-zero epn−1−1 ∈ Z[ζn−2], not divisible by λn−1, and some t ∈ Z. Suppose
a = 1 + apn−1−1(xn−1 − x−1n−1)pn−1−1 + . . . ∈ D˜∗+n,(pn−1−1), apn−1−1 ∈ F∗p. Since
epn−1−1 is not divisible by λn−1, gn(ǫ) ∈ F∗p Hence we can choose k such that
kgn(epn−1−1) ≡ apn−1−1 mod p. Then it is just a matter of calculations to show
that a = bgn(ǫ)
k, where b ∈ D˜∗+n,(pn−1), which concludes the proof 
One of our main theorems is the following:
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Theorem 2.14. For every semi-regular prime p
V
+
n
∼= ( Z
pnZ
)r0 ⊕ ( Z
pn−1Z
)r1−r0 ⊕ . . .⊕ ( Z
pZ
)rn−1−rn−2
.
To prove this we need to introduce some techniques from [K-M].
Let P0,n be the group of principal fractional ideals in Q(ζn) prime to λn. Let Hn
be the subgroup of fractional ideals congruent to 1 modulo λp
n
n . In [K-M], p. 431,
it is proved that there exists a canonical isomorphism
J :
P0,n
Hn
→ (Fp[x]/(x− 1)
pn)∗
f ′n(Z[ζn]
∗)
=: V′n.
Now consider the injection ι : Q(ζn−1)→ Q(ζn), ζn−1 7→ ζpn. It is clear we get an
induced map P0,n−1 → P0,n. Since ι map λn−1 to λpn it is easy to see that we get
an induced homomorphism
α′n :
P0,n−1
Hn−1
→ P0,n
Hn
.
Considered as a map α′n : V
′
n−1 → V′n this map acts as (Fp[x]/(x − 1)pn−1)∗ ∋
xn−1 7→ xpn ∈ (Fp[x]/(x − 1)pn)∗. Since V′n ∼= Vn (see Proposition 2.7) we can
consider this as a homomorphism αn : Vn−1 → Vn. Clearly we then get that
α is induced by xn−1 → xpn Note however, that xn−1 7→ xpn does not induce a
homomorphism D∗n−1 → D∗n.
Lemma 2.15. The map αn is injective on V
+
n−1.
Proof. In this proof, denote Q(ζn) by Fn. Let Ln be the p-part of the Hilbert
class field of Fn and let Kn/Fn be the p-part of the ray class field extension
associated with the ray group Hn. In other words we have the following Artin
map
ΦFn : I0(Fn)→ Gal(Kn/Fn),
which induces an isomorphism (I0(Fn)/Hn)p → Gal(Kn/Fn). Here I0(Fn) is the
group of ideals of Fn which are prime to λn, and (I0(Fn)/Hn)p is the p-component
of I0(Fn)/Hn.
The following facts were proved in [K-M]:
1) Gal+(Kn/Fn) ∼= Gal+(Kn/Ln) ∼= V+n
2) Kn−1 ∩ Fn = Fn−1 (lemma 4.4).
Obviously the field extension Fn/Fn−1 induces a natural homomorphism
Gal(Kn−1/Fn−1) ∼= (I0(Fn−1)/Hn−1)p → (I0(Fn)/Hn)p ∼= Gal(Kn/Fn)
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which we denote with some abuse of notations by αn. Therefore it is sufficient
to prove that the latter αn is injective. First we note that the natural map
F : Gal(Kn−1/Fn−1) → Gal(Kn−1Fn/Fn) is an isomorphism. Let us prove that
Kn−1Fn ⊂ Kn. Consider the Artin map Φ′Fn : I0(Fn) → Gal(Kn−1Fn/Fn) (of
course F is induced by the canonical embedding I0(Fn−1) → I0(Fn)). We have
to show that the kernel of Φ′Fn contains Hn.
To see this note that F−1(Φ′Fn(s)) = ΦFn−1(NFn/Fn−1(s)) for any s ∈ I0(Fn).
If s ∈ Hn then without loss of generality s = 1 + λpnn t, t ∈ Z[ζn], and thus,
NFn/Fn−1(s)) = 1 + pt1 for some t1 ∈ Z[ζn−1]. Now it is clear that Φ′Fn(s) = idKn
since ΦFn−1(1 + pt1) = idKn−1.
It follows that the identical map id : I0(Fn) → I0(Fn) induces the canonical
Galois surjection Gal(Kn/Fn) → Gal(Kn−1Fn/Fn) and we have the following
commutative diagram:
Gal(Kn−1/Fn−1)
αn
wwoo
oo
oo
oo
oo
oo
oo
oo
oo
o
F

Gal(Kn/Fn) // Gal(Kn−1Fn/Fn)
If αn(a) = id then F (a) = id and a = id because F is an isomorphism which
proves the lemma. 
Proof of Theorem 2.14. Induction with respect to n. If n = 1 the result is
known from for example [K-M]. Suppose the result holds with the index equal
to n− 1. Proposition 2.12 tells us that we have a surjection πn : V+n → V+n−1 and
Proposition 2.13 that ker πn isomorphic to (Z/pZ)
rn−1 . Suppose 1 + (xn−1 − 1)k
is non-trivial in V+n−1. Since
(2.4) Z[ζn−1]
∗+ //
N˜n,1

D∗+n

Z[ζn−2]
∗+ // D∗+n−1
is commutative, 1+(xn−1)k is non-trivial in V+n . Moreover, since αn is injective,
α(1 + (xn−1 − 1)k) = 1 + (xpn − 1)k = (1 + (xn − 1)k)p
is non-trivial in V+n . Now let 1+(xn−1−1)si generate V+n−1 and suppose πn(ai) =
1+(xn−1−1)si . Since πn(1+(xn−1)si) = 1+(xn−1−1)si we get ai = bi(1+(xn−
1)si) for some bi ∈ ker πn, which implies that bpi is trivial. Suppose 1+(xn−1−1)si
has exponent pk for some 1 ≤ k ≤ n− 1. To prove the theorem we need to prove
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that ai has exponent p
k+1. Since ker πn ∼= (Z/pZ)rn−1 , ai has exponent less than
or equal to pk+1. But (1 + (xn−1 − 1)si)pk = 1 + (xn−1 − 1)pksi is non-trivial in
V
+
n−1 so
ap
k+1
i = b
pk+1
i (1 + (xn − 1)si)p
k+1
= (1 + (xn − 1)si)pk+1
is non-trivial in V+n by above, which is what we needed to show 
3. A Weak Version of the Kervaire-Murthy Conjecture
In this section we will prove that ClQ(ζn−1)(p) ∼= V+n /(V+n )p. Here A(p) := {x ∈
A : xp = 1}. It follows from Theorem 2.14 that V+n /(V+n )p has rn−1 generators,
and it was proved in [K-M] that CharV+n can be embedded into Cl
(p)Q(ζn−1).
So, in order to prove the result we need, it suffices to prove the following
Theorem 3.1. There exists an embedding ClQ(ζn−1)(p)→ CharV+n .
Proof. First note that all our maps, gn, jn, Nn etc and rings An and can be
extended p-adically. Let An,(p) be defined by
An,(p) :=
Zp[x](
xpn−1
x−1
) ,
where Zp denotes the ring of p-adic integers. We have a commutative diagram
(3.1) An,(p)
in
//
jn

Zp[ζn−1]
Nn−1
zzuu
uu
uu
uu
uu
uu
uu
u
fn−1

An−1,(p)
gn−1
// Dn−1
Let Un,k,(p) := {real ǫ ∈ Zp[ζn]∗ : ǫ ≡ 1 mod λkn} Considering pairs (a,Nn−1(a)),
where a ∈ Zp[ζn−1], we can embed Zp[ζn−1]∗ into A∗n,(p). In [S2] it was proved
that D∗n is isomorphic to Zp[ζn−1]
∗/Un−1,pn−1,(p) (see also Lemma 2.6). We hence
have the following proposition
Proposition 3.2.
Vn
∼= Zp[ζn−1]
∗
Un−1,pn−1,(p) · gn(Z[ζn−1]∗) .
Now for any valuation ω of Fn−1 = Q(ζn−1) and any a, b ∈ Q(ζn−1)∗ we have the
norm residue symbol (a, b)ω with values in the group of p-th (not p
n) roots of
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unity. Let ω = λn−1 = (ζn−1 − ζ−1n−1) and let ηk = 1− λkn−1. Then
(ηi, ηj)λn−1 = (ηi, ηi+j)λn−1(ηi+j , ηj)λn−1(ηi+j , λn−1)
−j
λn−1
It follows that (a, b)λn−1 = 1 if a ∈ Un−1,k, b ∈ Un−1,s and k + s > pn. Further,
(ηpn, λn−1)λn−1 = ζ0 and therefore (ηi, ηj)λn−1 6= 1 if i+ j = pn, j is co-prime to p.
Let α be an ideal in Z[ζn−1] co-prime to λn−1 and such that α
p = (q), where
q = 1+λ2n−1t ∈ Z[ζn−1] (we can choose such q since ζn−1 = 1+λn−1ζn−1(1+ζn−1)−1
and ζn−1(1+ ζn−1)
−1 ∈ Z[ζn−1]∗). Define the following action of ClQ(ζn−1)(p) on
U+n−1,2,(p) :
τα(v) = (v, q)λn−1
Let us prove that this action is well-defined. First of all it is independent of the
choice of the representative α in ClQ(ζn−1)(p) because if we use rα instead of α
then (v, rpq)λn−1 = (v, q)λn−1.
The action is independent of the choice of q by the following reason: another
generator of αp, which is 1 modulo λ2n−1, differs from “the old” q by some unit
γ = 1 + λ2n−1t1, and it can be easily verified that γ is either real or γ = ζ
pk
n−1γ1
with a real unit γ1. Hence we must consider τγq(v) for real γ. In other words we
have to prove that (v, γ)λn−1 = 1. But if the latter is untrue, then (v, γ)λn−1 = ζ0,
which is not consistent with the action of the “complex conjugation” (v and γ
are real, while ζ0 is not real).
Clearly (Un−1,pn−1,(p), q)λn−1 = 1. It remains to prove that (γ, q)λn−1 = 1 for any
unit γ and we will obtain an action of ClQ(ζn−1)(p) on V
+
n . For this consider a
field extension Fn−1(q
1/p)/Fn−1. Since (q) = α
p, it can remify in the λn−1 only.
Then clearly (γ, q)ω = 1 for any ω 6= λn−1 and it follows from the product formula
that (γ, q)λn−1 = 1.
Therefore ClQ(ζn−1)(p) acts on V
+
n and obviously ταβ = τατβ.
The last stage is to prove that any α ∈ ClQ(ζn−1)(p) acts non-trivially on V+n .
Let (q) = αp and let q = 1 + λkn−1t with some k > 1 and t, co-prime to λn−1.
Let us prove that k < pn − 1. Assume that k > pn − 1. Then the field extension
Fn−1(q
1/p)/Fn−1 is unramified. It is well-known that if p is semi-regular, then
Fn−1(q
1/p) = Fn−1(γ
1/p) for some unit γ. Kummer’s theory says that q = γrp
and then obviously α = (r), i.e. α is a principal ideal. So, it remains to prove
that the case k = pn − 1 is impossible. For this consider ζn−1 and take into
account that ζn−1 = 1 + λn−1ζn−1(1 + ζn−1)
−1. Then clearly it follows from the
properties of the local norm residue symbol ( , )λn−1 that (ζn−1, q)λn−1 6= 1. On
the other hand (ζn−1, q)ω = 1 for any ω 6= λn−1 because ζn−1 is a unit and the
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extension Fn−1(q
1/p)/Fn−1 is unramified in ω. Therefore (ζn−1, q)λn−1 = 1 by the
product formula and the case k = pn − 1 is impossible and k < pn − 1.
Now let us consider the cyclic subgroup of ClQ(ζn−1)(p) generated by α and all
the qi which generate all α
ps for non-trivial αs (i.e. s is co-prime to p). Let us
choose that q ∈ Un−1,k,(p), which has the maximal value of k.
Then gcd(k, p) = 1 (otherwise consider q(1 − λk/pn−1)p). Next we prove that k
is odd. If untrue, consider the following element from our set of {qi}, namely
q/σ(q), where σ is the complex conjugation. Easy computations show that if k
is even for q, then q/σ(q) ∈ Un−1,s,(p) with s > k. On the other hand q/σ(q) is in
our chosen set of {qi} because it generates some ideal from the class of α2 since
ClQ(ζn−1)(p) = ClQ(ζn−1)(p)
−. Therefore we have proved that k is odd. Then
(ηpn−k, q) 6= 1 and this means that ηpn−k is a non-trivial element of V+n for which
τα(ηpn−k) 6= 1.
The theorem is proved.

One of the Kervaire-Murthy conjectures was that CharV+n
∼= Cl(p)Q(ζn−1). Now
we partially solve this conjecture.
Corollary 3.3. ClQ(ζn−1)(p) ∼= V+n /(V+n )p ∼= (Z/pZ)rn−1 (see Section 2 for the
definition of rn−1).
Proof. It remains to prove the second isomorphism only, which follows from
Theorem 2.14. 
Now it is clear that the Assumption 2 from [H-S], which we used there to describe
V+n , is valid for any semi-regular prime.
Corollary 3.4. Any unramified extension of Q(ζn−1) = Fn−1 of degree p is of
the form Fn−1(ǫ
1/p)/Fn−1, where ǫ is a unit satisfying ǫ ≡ 1 mod λp
n+1
n−1 .
Now let us consider the Iwasawa module Tp(Q) as a Zp-module. It is known
from the Iwasawa theory that Tp(Q) ∼= Zλp for semi-regular p, where λ is the
Iwasawa invariant for p (see [W, Corollary 13.29]) and consequently Cl(p)(FN)
has λ generators as an abelian group for big N Therefore we obtain the following
Corollary 3.5. There exists an integer N such that rk = λ for k > N . Moreover,
any unramified extension of Q(ζk) = Fk of degree p is of the form Fk(ǫ
1/p)/Fk,
where ǫ ∈ Z[ζN ]∗ is a unit satisfying ǫ ≡ 1 mod λpN+1+1N .
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Finally we obtain Kummer’s Lemma for semi-regular primes
Corollary 3.6. Let a unit ǫ ∈ Z[ζn−1]∗ satisfy ǫ ≡ rpmodλp
n−1
n−1 . Then ǫ = γ
pγ1
with units γ, γ1 and γ1 ≡ 1 mod λp
n+1
n−1 .
Proof. If ǫ ≡ rpmodλpn−1n−1 then r−pǫ ≡ 1modλp
n−1
n−1 and it follows from the proof
of the theorem that in fact r−pǫ ≡ 1modλpnn−1. Then the extension Fn−1(ǫ1/p)/Fn−1
is unramified and therefore by Corollary 3.4 ǫ = γpγ1, where γ1 ≡ 1modλpn+1n−1 .
Clearly, then γ is a unit. 
4. The Kervaire-Murthy Conjecture
This section is devoted to the proof the following theorem.
Theorem 4.1. Let p be a semi-regular prime. Then CharV+n
∼= Cl(p)Q(ζn−1).
We start by defening the ray group H ′n of Fn by
H ′n = {(a) ⊆ Fn : a ≡ 1 mod λp
n−1
n }.
Let I0(Fn) be the group of all ideals of Fn prime to λn and let P0,n be the group
of all principal fractional ideal of Fn prime to λn. Let K
′
n/Fn be the p-part of the
ray extension associated to H ′n. Then the Artin map gives us an isomorphism
Gal(K ′n/Fn)
∼= (In/H ′n)p.
Lemma 4.2. Let p be a semi-regular prime. Then Vn ∼= P0,n−1/H ′n−1 and
(P0,n−1/H
′
n−1)
+ = (I0(Fn−1)/H
′
n−1)
+
p .
Before the proof, again recall that we define Vn by
Vn :=
D∗n
γn(Z[ζn−1]∗)
,
where Z[ζn−1]
∗ is embedded in An using the map a 7→ (a,Nn(a)). Our definition
is equivalent to the one in [K-M] by Proposition 2.7.
Proof. First recall that by Lemma 2.6 (a,Nn(a)) ≡ 1 mod p in An if and only if
a ≡ 1 mod λpn−1n−1 in Z[ζn−1], that is, if and only if (a) ∈ H ′n−1. By just counting
elements it follows that for any b ∈ An, b ≡ 1 mod (x−1) there exists a ∈ Z[ζn−1]
such that b ≡ (a,Nn(a)) mod p. This shows that gn : Z[ζn−1] → Vn induces a
well defined, bijective homomorphism
G : P0,n/H
′
n → Vn.
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For the second equality note that if α represents an ideal in (I0(Fn−1)/H
′
n−1)
+
p
then ατ = α(˙a) for some (a) ∈ H ′n−1. Since αPN ∈ H ′n−1 for some N we also get
that αP
N
is principal. Hence α represents an element of (Cl(p)(Fn−1))
+ which is
trivial by the semi-regularity condition which means α is principal. 
Corollary 4.3. V+n
∼= Gal+(K ′n/Fn).
We will also use the following lemma.
Lemma 4.4. K ′n−1Fn ⊆ Kn ⊂ K ′n.
Proof. The second inclusion is trivial. For the first, consider the commutative
diagram
Z[ζn]
∗
Nn
}}zz
zz
zz
zz
zz
zz
z
fn

A∗n
gn
// D∗n
Recall that Z[ζn−1]
∗ is mapped into An and that Nn acts as the usual norm N˜n,1.
It follows that if b ∈ Hn, that is b ≡ 1 mod λpnn , then N˜n,1(b) ≡ 1 mod λp
n−1
n−1 ,
that is N˜n,1(b) ∈ H ′n−1. To show the inclusion we have to show that ΦFn(b) acts
trivially on K ′n−1Fn if b ∈ Hn. But since the restriction of the Artin map ΦFn to
K ′n−1 is ΦFn−1 ◦ N˜n,1 this follows from above. 
Now we want to extend some results of [K-M]. Let F =
⋃
Fn and let K be
the maximal abelian p-extension of F such that only the prime λ (the unique
extension of λn to F ) ramifies in K. Clearly Kn and K
′
n are subfields of K.
Let E =
⋃
Z[ζn]
∗ and Mn = F (E
1/pn). It was shown in [K-M] that Mn ⊂
K. Set M =
⋃
Mn. The group Gal(K/M) was described by Iwasawa, namely
CharGal(K/M) ∼= S, where S is the direct limit of Sn := Cl(p)Q(ζn) with respect
to the canonical embeddings Cl(p)Q(ζn)→ Cl(p)Q(ζn+1).
Now, since p is odd, Gal(K/F ) = Gal+(K/F )⊕Gal−(K/F ) and it was explained
in [K-M] that for the semi-regular primes
Gal(K/M) = Gal+(K/M) = Gal+(K/F ) = Char(S)
It follows that Gal(M/F ) = Gal−(K/F ) and if we define K+ to be the subfield of
K fixed by Gal−(K/F ) then we see that K = K+M and K+∩M = F . Moreover,
Gal(K+/F ) = Gal(K/M) = Gal+(K/M) = Gal+(K/F ) = Char(S) := G+
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We also need the subfields KSn of K
+ defined as follows: Sn is a subgroup of S
and the latter group is dual to G+. Let S⊥n ⊂ G+ be the subgroup annihilating
Sn and let KSn ⊂ K+ be fixed by S⊥n . Then obviously we have Gal(KSn/F ) =
Char(Sn), and since S is the direct limit of Sn it follows that K
+ =
⋃
KSn.
Similarly, starting from the extensions Fn ⊂ Kn and Fn ⊂ K ′n we can de-
fine extensions of Fn, namely K
+
n and K
′
n
+ such that Gal(K+n /Fn) = V
+
n and
Gal(K ′n
+/Fn) = V
+
n+1. Since Kn ∩ F = Fn (see [K-M]) we have Gal(KnF/F ) ∼=
Gal(Kn/Fn) and consequently
Gal(K+nM/M)
∼= Gal(K+n F/F ) ∼= Gal(K+n /Fn) = V+n
Lemma 4.5. K+n F ⊂ KSn−1
Proof. It was proved in [K-M] that the canonical surjection
Gal(K+/F ) = Gal+(K/F ) = Char(S)→ V+n
factors through Char(Sn−1) and hence KSn−1 contains K
+
n F . 
Theorem 4.6. K+ =
⋃
K+n F
Proof. It suffices to prove that KSn is contained in K
+
NF for some big N . Re-
sults of Section 3 imply that for big N both groups Char(SN) and V
+
N have λ
generators, where λ is the Iwasawa invariant. We also know that Char(SN) has
pλN+ν elements and V+N has p
λN+ν1 elements, where ν, ν1 do not depend on N .
Moreover, it follows from the structure of V+N that any cyclic component of V
+
N
has pN+νi elements where νi also do not depend on N . Therefore every cyclic
component of Char(SN) has more than p
N+νi elements.
Now we want to compare the kernels of two canonical surjections, Char(SN) →
V
+
N+1 and Char(SN) → Char(Sn). The first kernel has pν−ν1−p elements. Each
cyclic component of the second kernel has pN+νi−ni elements where Sn ∼=
⊕
Z/pniZ.
Therefore for big N the first kernel is contained in the second and we deduce that
KSn ⊂ K+N+1F . 
Let us construct a homomorphism r : Sn → CharV+n+1. Choose an element b ∈
Sn and its representative β, an ideal in Z[ζn] co-prime to p. Then β
pk = (q), where
q = 1+λ2nt ∈ Z[ζn] (see the proof of Proposition 3.2). Then we know from [K-M]
that F (q1/p
k
) ⊂ K and more exactly F (q1/pk) ⊂ K+NM for some N . Without loss
of generality we can assume that N ≥ n + 1. For any v ∈ V+N = Gal(K+NM/M)
define τb(v) = v(q
1/pk) · q−1/pk (Kummer’s pairing). Since by Lemma 2.15 V+n+1
is a subgroup of V+N , we can finally define r(b) ∈ CharV+n+1 as the corresponding
restriction of τb.
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Theorem 4.7. r is injective.
Proof. Before we start proving the theorem we need the following
Lemma 4.8. Let α be an ideal of Z[ζn] such that α
p = (q) with q ≡ 1 mod λ2n.
Then Fn(q
1/p) ⊂ K ′n.
Proof. We have to prove that ΦFn(a) = id on Fn(q
1/p) for any a ≡ 1 mod λpn+1−1n .
By the Reciprocity Law (see for instance [C-F], ch. VII) it is true if a is a local
norm from the λn-adic completion of Fn(q
1/p). The latter is equivalent to that
of (a, q)λn = 1 and this was established in the proof of Theorem 3.1, where the
corresponding local symbol was defined. 
We continue the proof of the theorem. It is sufficient to prove that r is injective
on the subgroup of elements of order p. So, let bp = (q) where we can assume
that q ≡ 1 mod λ2n. Then q ∈ K ′n ⊂ Kn+1. We have to find
v ∈ V+n+1 = Gal+(Kn+1/Fn+1) = (P0,n+1/Hn+1)+
such that v(q1/p)× q−1/p 6= 1. So, without loss of generality we can assume that
v ∈ Z[ζn+1] and v ≡ 1 mod λn+1. Further, v acts on Kn+1 as ΦFn+1(v). On
the other hand q1/p ∈ K ′n and therefore ΦFn+1(v)(q1/p) = ΦFn(NFn+1/Fn(v))(q1/p).
By Proposition 2.7 and Lemma 4.2, NFn+1/Fn induces an isomorphism between
P0,n+1/Hn+1 and P0,n/H
′
n. Thus we have to find w ∈ Z[ζn] such that ΦFn(w)(q1/p) 6=
q1/p. Again, by the Reciprocity Law we have that ΦFn(w)ψλn(w) = id, where ψλn
is the local Artin map. We get that
ΦFn(w)(q
1/p)× q−1/p = ψλn(w−1)(q1/p) · q−1/p = (q, w)λn
(the symbol ( , )λn was defined in the proof of Theorem 3.1) Then the required
w exists by Theorem 3.1. 
Corollary 4.9. Theorem 4.1 holds, i.e. Cl(p)(Fn) ∼= CharV+n+1
Corollary 4.10. For any semi-regular prime p
1) Cl(p)Q(ζ0) ∼= Pic(p) ZCp ∼= (Z/pZ)r(p)
2) Pic(p) ZCp2 ∼= (Z/pZ)
p−3
2
+r1−r(p) ⊕ (Z/p2Z)2r(p)
5. Applications
The case λ = r(p)
We now proceed by making an assumption under which we will prove all of the
Kervaire-Murthy conjectures.
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Assumption 1. λ = r(p)
Then it follows that Cl(p)Q(ζn) ∼= (Z/pn+1Z)r(p) for all n The assumption λ = r(p)
follows from certain congruence assumptions on Bernoulli numbers (see page 202
in [W]) known to hold for all primes less than 4.000.000. Of course all these
primes are semi-regular.
The following result follows directly from Theorem 2.14.
Theorem 5.1. If p is a semi-regular prime and r the index of irregularity and
Assumption 1 holds, then V+n
∼= (Z/pnZ)r.
We now proceed to show how we can directly show that V+n = V
+
n when V
+
n
∼=
(Z/pnZ)r. The proof of this relies of constructing a certain basis for D+n−1 con-
sisting of norms of elements from Z[ζn−1]
∗ considered mod p.
Let Φ : Un−1,pn−pn−1 → D+n−1 be defined by
Φ(ǫ) = Nn−1
(ǫ− 1
p
)− Nn−1(ǫ)− 1
p
mod p.
Since Nn−1 is additive mod p one can show with some simple calculations that
Φ is a group homomorphism. See Lemmas 5.6 and 5.12 for details.
Explicitly, what we want to prove is the following.
Theorem 5.2. If V+n
∼= (Z/pnZ)r, then Φ is a surjective group homomorphism.
As we can see by the following corollary, the theorem is what we need.
Corollary 5.3. If V+n
∼= (Z/pnZ)r, then V +n = V+n
Proof of the Corollary. We want to show that for any (1, γ) ∈ A∗n there exists
(ǫ, Nn−1(ǫ)) ∈ A∗n such that (1, γ) ≡ (ǫ, Nn−1(ǫ)) mod p, or more explicitly that
for all γ ∈ A∗+n−1, γ ≡ 1 mod p there exists ǫ ∈ Z[ζn−1]∗ such that (ǫ, N(ǫ)) ≡ (1, γ)
mod p in An. This is really equivalent to the following three statements in Z[ζn−1],
An−1 and Dn−1 respectively
ǫ ≡ 1 mod p
Nn−1(ǫ) ≡ γ mod p
Nn−1
(ǫ− 1
p
) ≡ Nn−1(ǫ)− γ
p
mod p
Note that (1, γ) ∈ An implies gn−1(γ) = fn−1(1) in Dn−1, or in other words, that
γ ≡ 1 mod p. Hence we only need to show that for any γ ∈ A∗+n−1 there exists
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ǫ ∈ Un−1,pn−pn−1 such that
Nn−1
(ǫ− 1
p
)− Nn−1(ǫ)− 1
p
≡ 1− γ
p
mod p.
But the left hand side is exactly Φ(ǫ) so the corollary really does follow from
Theorem 5.2 
We now proceed to start proving Theorem 5.2. Recall that r = r(p) are the
number of indexes i1, i2 . . . ir among 1, 2 . . . (p− 3)/2 such that the nominator of
the Bernoulli number Bik (in reduced form) is divisible by p.
Let E¯n : Dn → D∗n be the truncated exponantial map defined by
E¯n(y) = 1 + y +
y2
2!
+ . . .+
yp−1
(p− 1)!
and let L¯n : D
∗
n → Dn be the truncated logarithm map
L¯n(1 + y) = y − y
2
2
+ . . .− y
p−1
(p− 1) .
We also consider the usual λ-adic log-map defined by a power series as usual.
We denote the cyclytomic units of Z[ζ0]
∗+ by C+0 . Let M be the group of real
λ0-adic integers with zero trace. Any a ∈ M can be uniquely presented as a =∑m−1
i=1 biλ
2i
0 , m = (p−1)/2. Consider the homomorphism Ψ : Z[ζ0]∗ →M defined
by ǫ 7→ log(ǫp−1). Following [B-S], page 370-375, we see that there are exactly r
elements λ2i0 , namely λ
2ik
0 , such that λ
2i
0 6∈ Ψ(C+0 ). This implies that for exactly
the r indexes i1, i2 . . . ir we have (x¯1 − x¯−11 )2ik 6= g1(log(ǫp−1)) for any ǫ ∈ C+0 .
Suppose (x − x−1)2is = g1(log ǫ) for some ǫ ∈ Z[ζ0]∗+. It is well known that the
index of C+0 in Z[ζ0]
∗+ equals the classnumber h+ of Q(ζ0)
+. Since p is semi-
regular there exists s with (s, p) = 1 such that ǫs ∈ C+0 and by co-primality
of s(p − 1) and p we can find u, v such that 1 = s(p − 1)u + pv. Then ǫ =
ǫs(p−1)u+pv = (ǫs)p−1ǫpv so log((ǫsu)(p−1)u) = log ǫ− pv log ǫ ≡ log ǫ ≡ (x− x−1)2is ,
which is a contradiction. Hence (x − x−1)2is 6∈ g1(logZ[ζ0]∗+). Since formally,
exp(log(1 + y)) = 1 + y it is not hard to see that E1(L1(1 + y)) ≡ 1 + y mod p
and that we have a commutative diagram
Z˜[ζ0]
∗+
log

L1
""E
EE
EE
EE
EE
EE
EE
g1
((Q
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
M
mod p
// D+1
E¯1
//
D∗+1
L¯1
oo
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Recall that D∗+n,(s) := {y ∈ D∗+n : y ≡ 1 mod (x − x−1)s} and that we know that
V
+
1 := D
∗+
1 /g1(Z[ζ0]
∗+) has r := r(p) generators. If we now apply the map E1
and do some simple calculations we now get the following proposition.
Proposition 5.4. The r elements E¯1((x1 − x−11 )2ik) generate D∗+1 /g1(Z[ζ0]∗+)
and belong to D∗+1,(2) but do not belong to D
∗+
1,(p−2).
We now want to lift this result to D∗+n . From now on (exepting Lemma 4.11) we
will denote the generator x ∈ Dn by xn.
Proposition 5.5. If Assumption 1 holds, then the r elements E¯n((xn − x−1n )2ik)
generate the group V+n := D
∗+
n /gn(Z[ζn−1]
∗+). The elements E¯n((xn−x−1n )2ik)pn−1
are non-trivial in V+n , belong to D
∗+
n,(pn−1) but do not belong to D
∗+
n,(pn−2pn−1)
Proof. Induction on n. If n = 1 this is exactly Proposition 5.4. Suppose the
statement holds for the index equal to n− 1. The diagram
(5.1) Z[ζn−1]
∗+ //
N˜n,1

D∗+n

Z[ζn−2]
∗+ // D∗+n−1
is commutative. Hence, if zn ∈ D∗n is mapped to zn−1 ∈ D∗n−1 and zn−1 6∈
ImZ[ζn−2]
∗, then zn 6∈ ImZ[ζn−1]∗. Moreover, zpn 6∈ ImZ[ζn−1]∗ in this case.
This follows from the fact that V+m
∼= (Z/pmZ)r for all m. Hence, if an element
z ∈ V+n has order p, then the surjection V+n → V+n−1 maps z to the neutral
element in V+n−1. Now, the elements E¯n((xn − x−1n )2ik)pn−1 are not in the image
of Z[ζn−1]
∗ by Theorem 4.3 and since E¯n((xn − x−1n )2ik)pn−2 clearly map onto
E¯n−1((xn−1 − x−1n−1)2ik)pn−2 6∈ gn−1(Z[ζn−2]∗+) by induction. Finally, since 1 ≤
2ik ≤ p − 1 we get pn−1 ≤ 2pn−1ik ≤ pn − 2pn−1 and this means that all the
elements
E¯n((xn − x−1n )2ik)p
n−1
= (1 + (xn − x−1n )2ik + . . .)p
n−1
=
= 1 + (xn − x−1n )2p
n−1ik + . . .
fulfil our requirements. 
Recall that c : Dn → Dn is the map induced by x¯ 7→ x¯−1 and that D+n := {a ∈
Dn : c(a) = a} Define ϕ : U+n−1,pn−pn−1 → D+n−1 by ϕ(γ) = Nn−1
(
γ−1
p
)
mod p.
Lemma 5.6. ϕ is a homomorphism from the multiplicative group U+n−1,pn−pn−1
to the additive group D+n−1 and the kernel is U
+
n−1,pn−1 = U
+
n−1,pn+1.
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Proof. Let ǫ and γ belong to ∈ U+n−1,pn−pn−1. Then, since Nn−1 is additive mod
p and Nn−1(ǫ) ≡ 1 mod p,
Nn−1
(ǫγ − 1
p
) ≡ Nn−1
(ǫ(γ − 1) + (ǫ− 1)
p
) ≡
≡ Nn−1(ǫ)Nn−1
(γ − 1
p
)
+Nn−1
(ǫ− 1
p
) ≡
≡ Nn−1
(γ − 1
p
)
+Nn−1
(ǫ− 1
p
)
mod p
so ϕ is a homomorphism. Suppose Nn−1((γ − 1)/p) ≡ 0 mod p. Then, by
Proposition 2.1, fn−1((γ−1)/p) = 0 which means γ ∈ U+n−1,pn−1 = U+n−1,pn+1 (the
latter equality is due to Lemma 3.2). 
In this notation, what we want to prove is the following
Proposition 5.7. If Assumption 1 holds, then the map
ϕ˜ : (Un−1,pn−pn−1)/(Un−1,pn+1)→ D+n−1
induced by ϕ is an isomorphism.
Since ϕ˜ is obviously injective it is enough to prove the following proposition
Proposition 5.8. Suppose Assumption 1 holds. Then
|D+n−1| =
∣∣∣Un−1,pn−pn−1
Un−1,pn+1
∣∣∣.
Proof. Recall that |D+n−1| = p
pn−1−1
2 so we need to prove that
|(Un−1,pn−pn−1)/(Un−1,pn−1)| = p
pn−1−1
2 .
An element of V+n of the form b = 1+(xn−x−1n )2s1 , where pn−1 < 2s ≤ 2s1 < pn−1,
correspond to a non-trivial element of
D∗+n,(2s)
gn(Z[ζn−1]∗+) ∩D∗+n,(2s)
which is a canonical subgroup of V+n . If t2s is the number of independent such
elements b, then
D∗+n,(2s)
gn(Z[ζn−1]∗+) ∩D∗+n,(2s)
∼= (Z/pZ)t2s
By Proposition 5.5, t2s = 0 if 2s > p
n − 2pn−1. On the other hand
gn(Z[ζn−1]
∗+) ∩D∗+n,(2s) ∼= Un−1,2s/Un−1,pn−1
THE KERVAIRE-MURTHY CONJECTURES 27
since Un−1,pn−1 = ker(gn), and hence Un−1,2s/Un−1,pn−1 ∼= D∗+n,(2s) if 2s > pn −
2pn−1. The number of elements in D∗+n,(2s) is p
pn−1−2s
2 . Setting 2s = pn − pn−1
completes the proof. 
We now have to do carefull estimations of some congruences of our norm-maps.
Lemma 5.9. Let 2 ≤ n and 1 ≤ k < n. If ǫ ∈ Z[ζn−1] and If ǫ ≡ 1
mod ps+1λp
n−1−pk
n−1 , then (Nn−1(ǫ)−1)/p can be represented by a polynomial f(x) =
psf1(x) in An−1, where f1(x) ≡ 0 mod (x− 1)pn−1−pk−1 in Dn−1.
Before the proof, recall that the usual norm N˜n,1, 1 ≤ n, 1 ≤ k < n, can be
viewed as a product of automorphisms of Q(ζn) over Q(ζn−1). If tn ∈ Z[ζn] and
tn−1 ∈ Z[ζn−1] we immediately get N˜n,1(1 + tn−1tn) = 1+TrQ(ζn)/Q(ζn−1)(tn)tn−1t′
for some t′ ∈ Z[ζn−1]. Recall that the trace is always divisible by p. In the
proof below we will for convenience denote any generic element whose value is
not interesting for us by the letter t.
Proof. Induction on n. If n = 2 (which implies k = 1), Nn−1 = N˜1,1 : Z[ζ1] →
A1 ∼= Z[ζ0]. Let ǫ := 1 + tps+1 Then ǫ = 1 + tpsλp2−p1 = 1 + tpsλp−10 . By the note
above,
N˜1,1(ǫ)− 1
p
= tpsλp−10
which is represented by some f(x) = ps(x − 1)p−1f1(x) in A1 Suppose the
statement of the Lemma holds with the index equal to n − 2. Let ǫ := 1 +
tps+1λp
n−1−pk
n−1 . Note that ǫ = 1+tp
s+1λp
n−2−pk−1
n−2 and by the note before this proof,
N˜n−1,1(ǫ) = 1 + tp
s+2λp
n−2−pk−1
n−2 . Let (Nn−1(ǫ) − 1)/p be represented by a pair
(a, b) ∈ Z[ζn−2]×An−2. Then a = (N˜n−1,1(ǫ)− 1)/p = tps+1λp
n−2−pk−1
n−2 . In An−2,1
a hence can be represented by a polynomial a(x) = ps+1(x− 1)pn−2−pk−1a1(x) for
some a1(x). By the expression for N˜n−1,1(ǫ) and by the assumption, we get
b =
Nn−2(N˜n−1,1(ǫ))− 1
p
=
Nn−2(1 + tp
s+2λp
n−2−pk−1
n−2 )− 1
p
= ps+1b1(x)
where b1(x) ≡ (x − 1)pn−2−pk−2b2(x) mod p for some b2(x). Define b(x) :=
ps+1b1(x). We want to find a polynomial f(x) ∈ An−1 that represents (a, b),
that is, maps to a(x) and b(x) in An−2,1 and An−2 respectively. Note that
p =
xp
n−1 − 1
xpn−2 − 1 + t(x)
xp
n−2 − 1
x− 1
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for some polynomial t(x) ∈ Z[x]. Hence
a(x)− b(x) =
(xpn−1 − 1
xpn−2 − 1 + t(x)
xp
n−2 − 1
x− 1
)
ps((x− 1)pn−2−pk−1a1(x)− b1(x))
Then we can define a polynomial f(x) by
f(x) : = a(x) + ps((x− 1)pn−2−pk−1a1(x)− b1(x))x
pn−1 − 1
xpn−2 − 1 =
= b(x) + ps((x− 1)pn−2−pk−1a1(x)− b1(x))t(x)x
pn−2 − 1
x− 1 .
Clearly, f maps to a(x) and b(x) respectively. We now finish the proof by ob-
serving that
f(x)/ps = p(x− 1)pn−2−pk−1a1(x) + ((x− 1)pn−2−pk−1a1(x)− b1(x))x
pn−1 − 1
xpn−2 − 1 ≡
≡ ((x− 1)pn−2−pk−1a1(x)− (x− 1)pn−2−pk−2b2(x))(x− 1)pn−1−pn−2 =
= (a1(x)− (x− 1)pk−1−pk−2b2(x))(x− 1)pn−1−pk−1 mod p.

By setting s = 0 we in the lemma above we immediately get the following theo-
rem.
Theorem 5.10. Let 2 ≤ n and 1 ≤ k < n. Suppose ǫ ∈ Un−1,pn−pk . Then
gn−1((Nn−1(ǫ)− 1)/p) ≡ 0 mod (x− 1)pn−1−pk−1 in Dn−1
The following proposition is immediate by using that gn−1Nn−1 = fn−1.
Proposition 5.11. Let 2 ≤ n, 1 ≤ k < n and let ǫ ∈ Un−1,pn−pk \ Un−1,pn−pk−1.
Then gn−1((Nn−1((ǫ−1)/p))) ≡ 0 mod (x−1)pn−1−pk but gn−1((Nn−1((ǫ−1)/p))) 6≡
0 mod (x− 1)pn−1−pk−1 in Dn−1.
Let ω : Un−1,pn−pn−1 → D+n−1 be defined by ω(γ) := gn−1((Nn−1(γ)− 1)/p).
Lemma 5.12. ω is a homomorphism
Proof. Suppose ǫ and γ belong to Un−1,pn−pn−1. Then Nn−1(γ) ≡ 1 mod p in
An−1 because
Nn−1(γ) = (N˜n−1,1(γ), N˜n−1,2(γ), . . . , N˜n−1,n−1(γ))
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and N˜n−1,k(γ) ≡ 1 mod p2 for all k = 1, 2, . . . , n− 1. Hence
ω(ǫγ) ≡ Nn−1(ǫγ)− 1
p
=
Nn−1(γ)Nn−1(ǫ)−Nn−1(ǫ) +Nn−1(ǫ)− 1
p
≡
≡ Nn−1(γ)Nn−1(ǫ)− 1
p
+
Nn−1(γ)− 1
p
≡
≡ Nn−1(ǫ)− 1
p
+
Nn−1(γ)− 1
p
= ω(ǫ) + ω(γ) mod p

Note that if ǫ ∈ Un−1,pn−1 then ω(ǫ) = 0. This can be shown using similar, but
simpler, methods as we did in the proof of Lemma 5.9. We can hence define
ω˜ :
Un−1,pn−pn−1
Un−1,pn−1
→ D+n−1.
Now, if a ∈ D+n−1, let O(a) be the maximal power of (x− x−1) that devides a. In
this language we can combine Thereom 5.10 and Proposition 5.11 to the following
lemma.
Lemma 5.13. Let 2 ≤ n, 1 ≤ k < n and let ǫ ∈ Un−1,pn−pk \ Un−1,pn−pk−1. Then
pn−1 − pk ≤ O(ϕ˜(ǫ)) < pn−1 − pk−1 ≤ O(ω˜(ǫ)).
Proposition 5.14. The map Φ˜ := ϕ˜− ω˜ is an isomorphism.
Proof. By Proposition 5.7 ϕ˜ is an isomorphism. Hence there exists (classes of)
units ǫi, i = 1, 2, . . . , (p
n−1 − 1)/2 such that the set ϕ˜(ǫi) forms a basis for D+n−1.
If a ∈ D+n−1 there exist unique ai such that a =
∑(pn−1−1)/2
i=1 aiϕ˜(ǫi). To prove the
Proposition it is enough to show that the map
(pn−1−1)/2∑
i=1
aiϕ˜(ǫi) 7→
(pn−1−1)/2∑
i=1
ai(ϕ˜(ǫi)− ω˜(ǫi))
is invertible. Consider the matrix M for this map in the basis {(x − x−1)2j}.
Obviously this matrix can be written I − M ′, where I is the identity matrix
and M ′ is induced by ϕ˜(ǫi) 7→ ω˜(ǫi). By Lemma 5.13 the matrix M ′ is a lower
triangular matrix with zeros on the diagonal. This means M is lower triangular
with ones on the diagonal and hence invertible. 
Proof of Theorem 5.2. The map Φ˜ is obviously induced by Φ which hence
must be surjective by prop 5.14. 
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By Iwasawas theorem, there are numbers λ ≥ 0, µ ≥ 0 and ν such that
|Cl(p)Q(ζ−n−1| = pλ(n−1)+µp
n+ν
for all n big enough. It has later been proved that µ = 0, so for big n, |Cl(p)Q(ζn−1)−| =
pλ(n−1)+ν . We get the following result as a direct consequence of the results of
this part.
Proposition 5.15. Let p be a semi-regular prime. Then all three of the Kervaire-
Murthy conjectures hold if and only if λ = r(p). Moreover, if λ = r(p) then
ν = r(p).
The case λ = r1
In [U] Ullom uses the following somewhat technical assumption on p.
Assumption 2. The Iwasawa invariants λ1−i satisfy 1 ≤ λ1−i ≤ p− 1
We refer you to [I] for notation. S. Ullom proves that if Assumption 2 holds then,
for even i,
(5.2) eiVn ∼= Z
pnZ
⊕ ( Z
pn−1Z
)λ1−i−1.
This yields, under the same assumption, that
(5.3) V +n
∼= ( Z
pnZ
)r(p) ⊕ ( Z
pn−1Z
)λ−r(p),
where
λ =
r(p)∑
i=1, i even
λ1−i
Hence, when λ = r(p) we get that Vn = (Z/p
nZ)r(p) as predicted by Kervaire and
Murthy. Note however, that if λ > r(p), then Kervaire and Murthy’s conjecture
fails. We will discuss some consequenses of Assumption 2. Since V +n is a quotient
of V+n applying this to n = n0 + 1 yields
r0 + λn0 ≤ r0 + r1 + . . .+ rn0 ≤ r0 + n0rn0 ≤ r0 + n0λ.
This obviously implies that rk = λ for all k = 1, 2, . . . because {ri} is a non-
decreasing sequence bounded by λ by Proposition 2.11 and hence we get the
following
Lemma 5.16. When Assumtion 2 holds rk = λ for all k = 1, 2, . . ..
The following theorem is now immediate.
Theorem 5.17. If Assumtion 2 holds, then V+n = V
+
n .
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Keeping Theorem 4.1 in mind we immediately get the following corollary.
Corollary 5.18. When Assumtion 2 holds,
Cl(p) Q(ζn−1) ∼= (Z/pnZ)r(p) ⊕ (Z/pn−1Z)λ−r(p)
and λ = r1 and ν = r0 = r(p).
5.1. An application to units in Z[ζn].
The techniques we have developed also lead to some conclusions about the group
of units in Z[ζn]
∗. From the previous results we know that
V
+
n+1 =
D˜∗+n+1
gn+1(Un,1)
∼= D˜
∗+
n+1
Un,2
U
n,pn+1−1
Let sn,pn+1−1 = |Un,1/Un−1,pn+1−1|. A naive first guess would be that sn,pn+1−1 =
pn+1−1−2
2
= p
n+1−3
2
which is the maximal value of this number. Incidentally, this
maximal value equals |D˜∗+n+1|. In this case we say that Un,1/Un,pn+1−1 is full, but
this happens if and only if p is a regular prime. In other words V+n+1 is trivial
if and only if p is regular. This fact is by the way proved directly in [H]. For
non-regular (but as before semi-regular) primes what happens is that there are
“missed places” in Un,1/Un,pn+1−1. We define 2k as a missed place (at level n)
if Un,2k/Un,2k+2 is trivial. Lemma 2.9 reads Un,pn+1−1 = Un,pn+1+1 and hence
provides an instant example of a missed place, namely pn+1 − 1. It follows from
our theory that every missed place corresponds to a non-trivial element of V+n+1.
Recall that Z[ζn−1]
∗ is identified with its image in An. We will now prove that
the map gn : Z[ζn−1]
∗ → D∗n respects the filtrations λkn−1 and (x− 1)k.
Proposition 5.19. Let 1 ≤ s ≤ pn − 1 and ǫ ∈ Z[ζn−1]∗. Then ǫ ∈ Un−1,s if and
only if gn(ǫ) ∈ D∗n,(s).
Using this Proposition we see that an element of D∗+n+1,(2s) which is non-trivial in
V
+
n+1 corresponds to a missed place 2s at level n.
Proof. To show that gn(ǫ) ∈ D∗n,(s) implies ǫ ∈ Un−1,s we can use the same
technique as in the proof of Theorem I.2.7 in [ST3] (also see Lemma 2.6). For
the other direction, first note that is s ≤ pn− pn−1 the statement follows directly
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from the commutativity of the diagram
(5.4) A∗n //
mod p

Z[ζn−1]
∗+
mod p

D∗n
∼= ( Fp[x](x−1)pn−1
)∗
//
(
Fp[x]
(x−1)pn−pn−1
)∗
What is left to prove is that ǫ ∈ Un−1,s implies gn(ǫ) ∈ D∗n,(s) also for pn− pn−1 ≤
s ≤ pn−1. For technical reason we will prove that if ǫ ∈ Un−1,pn−pk+r for some 1 ≤
k ≤ n−1 and 0 ≤ r ≤ pk−pk−1 then gn(ǫ) ∈ D∗n,(pn−pk+r). Note that ǫ ∈ Un−1,pn−1
is equivalent to gn(ǫ) = 1 ∈ D∗n by Lemma 2.6. Suppose ǫ = 1 + tλp
n−pk+r
n−1 for
some t ∈ Z[ζn−1]. By Lemma 5.9 we get Nn−1(ǫ) = 1 + t′p(x − 1)pn−1−pk−1 for
some t′ ∈ An−1. In An,
p =
xp
n − 1
xpn−1 − 1 + t(x)
xp
n−1 − 1
x− 1
for some polynomial t(x). In An consider the element
p(t(x− 1)pn−1−pk+r − t′(x− 1)pn−1−pk−1) =
=
( xpn − 1
xpn−1 − 1 + t(x)
xp
n−1 − 1
x− 1
)
(t(x− 1)pn−1−pk+r − t′(x− 1)pn−1−pk−1).
By computing the right hand side and re-arrange the terms we get
f := tp(x− 1)pn−1−pk+r − (t(x− 1)pn−1−pk+r − t′(x− 1)pn−1−pk−1) x
pn − 1
xpn−1 − 1 =
= t′(x− 1)pn−1−pk−1 − b(x)x
pn−1 − 1
x− 1 .
Using the two representations of f we see that in(1 + f) = ǫ and jn(1 + f) =
Nn−1(ǫ) so 1 + f represents (ǫ, Nn−1(ǫ)) (which represents ǫ under our usual
identification) in An. Since ≤ pk − pk−1 we now get gn(1 + f) ≡ 1 mod (x −
1)p
n−1−pk+r in Dn as asserted. 
Theorem 2.14 and its proof now give us specific information about the missed
places which we will formulate in a Theorem below. We start with a simple
lemma.
Lemma 5.20. Let 1 ≤ s ≤ n+ 1 and 1 ≤ k < s. Then ps − pk is a missed place
at level n if and only if s = n+ 1 and k = 1.
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Proof. Let η := ζ
(pn+1+1)/2
n . Then η2 = ζn and c(η) = η
−1. Define
ǫ :=
ηp
s+pk − η−(ps+pk)
ηpk − η−(pk) .
Clearly, ǫ is real and since
ǫ = η−p
s ζp
s+pk
n − 1
ζp
k
n − 1
,
ǫ is a unit. By a calculation one can show that ǫ ∈ Un,ps−pk \ Un,ps−pk+2. 
Define for k = 0, 1, . . . the k-strip as the numbers pk + 1, pk + 3, . . . , pk+1 − 1.
Theorem 5.21. At level n we have the following
(1) Let 0 ≤ k ≤ n. In the k-strip there are exactly rk missed places.
(2) The missed places in the 0-strip are in one to one correspondence with
the numbers 2i1, . . . , 2ir0 such that the numerator of the Bernoulli-number
B2ik (in reduced form) is divisible by p.
(3) Suppose i1, . . . , irk are the missed places in the k-strip. Then pi1, . . . , pirk
are missed places in the k + 1 strip. The other rk+1− rk missed places in
the k + 1 strip are not divisible by p.
Proof. We know from Proposition 5.4 that we have r0 missed places in the 0-
strip at level 0 and that they correspond exactly to the indexes of the relevant
Bernoulli numbers. As in Proposition 5.5 an induction argument using the map
πn to lift the generators of V
+
n−1 to V
+
n show that we have r0 missed places in
the 0-strip at every level and that a missed place k at level n − 1 lift to missed
places k and pk at level n. What is left to prove is that the “new” missed
places we get when we go from level n − 1 to n all end up in the n-strip and
that no “new” missed places are divisible by p. First, pn − 1 can not be a
missed place (at level n) by the lemma above. It follows from our theory that
the “new” missed places correspond to the generators of V+n+1 of exponent p.
We need to show that each such generators al, l = 1, . . . , rn−1 − rn−2, belong
to D∗+n+1,(pn+1). Suppose for a contradiction that al = 1 + t(xn+1 − 1)s, t 6= 0,
s < pn − 1, is a “new” generator. Then πn+1(al) = 1 + t(xn − 1)s is neccesarily
trivial in V+n but not in D
∗+
n . Hence πn+1(al) = gn(ǫ) for some ǫ ∈ Z[ζn−1]∗.
Since the usual norm map N˜n,1 is surjective (when p is semi-regular) and by
commutativity of diagram 5.1 we then get algn+1(ǫ
′)−1 = b for some ǫ′ ∈ Z[ζn]∗
and b ∈ ker{D˜∗+n+1 → D˜∗+n } = D˜∗+n+1(pn − 1). Since pn − 1 is not a missed place,
b = gn+1(ǫ
′′) for some some ǫ′′ ∈ Z[ζn]∗. But this means al is trivial in V+n+1 which
is a contradiction. We conclude that al ∈ D∗+n+1,(pn+1).
34 OLA HELENIUS AND ALEXANDER STOLIN
To prove no “new” missed places are divisible by p we need to show that if
al ∈ D∗+n+1,(s) \ D∗+n+1,(s+2) is a “new” generator of V+n+1, then p does not divide
s. Now, a generator can always be chosen of the form 1 + (xn+1 − 1)s. Then an
element of the form 1+ (xn+1 − 1)pk, with k 6∈ {i1, . . . , irn−1} cannot be a missed
place. This follows from the fact that if k is not a missed place, then 1+(xn−1)k
is trivial in V+n and since αn is injective, 1 + (xn+1 − 1)pk = αn(1 + (xn − 1)k) is
also trivial in V+n+1. 
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