Abstract. Graphical Processing Units (GPUs) represent one of the most sophisticated and versatile parallel computing architectures that are currently entering the High Energy Physics field. GooFit is an open source tool interfacing ROOT/RooFit to the CUDA platform on nVidia GPUs that acts as an interface between the MINUIT minimization algorithm and a parallel processor which allows a Probability Density Function to be evaluated in parallel.
Introduction to GooFit
The word GPU-accelerated computing refers to an enhancement of application performances that can be obtained by offloading compute-intensive portions to the GPU, while the remaining code still runs on the CPUs. The computing capabilities are enhanced once a sequence of elementary arithmetic operations are performed in parallel on a huge amount of data. In the context of High Energy Physics (HEP) analysis applications, GooFit is an under development open source data analysis tool that is being optimized to allow the HEP analyst to perform complex fit tasks on GPUs or multithreaded CPU backends. Its description and details can be found elsewhere [1] ; it has been very recently updated to a version 2.0 [2] that is characterized by a set of new features. However the results shown here have been obtained by using the previous main version. GooFit is used in applications for parameter estimation, that interfaces ROOT [3] /RooFit [4] to the CUDA [5] parallel computing platform on nVidia's GPUs (it also supports OpenMP). Parameter estimation and interpolation are a crucial part of many physics analyses. The evaluation of Probability Density Function (PDF) on large datasets is usually the bottleneck in the MINUIT [6] algorithm. GooFit acts as an interface between the MINUIT minimization algorithm and a parallel processor which allows a PDF to be evaluated in parallel. Specifically the FitManager object [1] forms the interface between MINUIT (running on CPU) and a GPU which enables the evaluation in parallel of the PDF representing the physical model (GooPdf object). Fit parameters are estimated at each negative-log-likelihood (NLL) minimization step on the host side (CPU) while the PDF/NLL is evaluated on the device side (GPU) [7] until fit convergence and consequently a cyclical intense memory transfer takes place between CPU and GPU. The FitControl object [1] allows to switch between Maximum Likelihood (ML) and χ 2 fits, either unbinned or binned.
Preliminary tests performed with an unbinned ML fit, either by using a single CPU and by using an additional GPU, indicate amazing speed-up values of several hundreds when the involved number of events is greater than few thousands and the considered task is enough compute-intensive (a convolution of a Breit-Wigner and a Gaussian resolution function was considered in our tests). As expected, for a binned ML fit, the speed-up ranges from few units to few dozens (increasing with the number of bins). Applications using, even recursively, a series of several fits with complicated PDFs, can evidently take advantage of the GPU acceleration by using GooFit. Once implemented within GooFit, Monte Carlo pseudo-experiments represent a good example of an application with these characteristics, as discussed in the next section.
GooFit performances for Monte Carlo toys
Monte Carlo pseudo-experiments (MC toys) are used to estimate the probability (p-value) that background fluctuations would -alone -give rise to a signal as much significant as that seen in the data. To test the computing capabilities of GPUs with respect to CPU cores, a highstatistics MC toys technique was implemented both in ROOT/RooFit and GooFit frameworks [8] with the aim to estimate a p-value and specifically the local statistical significance of the structure observed by CMS close to the kinematical threshold of the J/ψφ invariant mass in the B + → J/ψφK + decay [9] .
The used hardware setup consists in two servers, one equipped with two nVidia TeslaK20 and 32 cores (16 + 16 by Hyper-Threading) and the other with one nVidia TeslaK40 and 40 (20 + 20) cores [10] . To efficiently run RooFit MC toys on the 72 CPUs available on the two servers hosting the GPUs, the PROOF-Lite [11] tool is used. On the other hand the nVidia Multi Process Service tool [12] allows the execution of -up to 16 -simultaneous processes on the same GPU acting as a scheduler and allowing a balanced full usage of the GPU. The optimized GooFit application running on GPUs has provided [8] striking speed-up performances with respect to the RooFit application parallelized on multiple CPUs by means of PROOF-Lite tool. In particular, from the point of view of the end-user analyst having at its own disposal all the 72 CPU cores and the three GPUs, it has been measured that 1M of MC toys can be produced in about 11days with RooFit/PROOF-Lite and in about 6 hours only with GooFit/MPS (Fig.1) .
The extension of this method when a new unexpected signal is reconstructed will be presented in the next section.
3. Clustering approach to address the LEE When a new unexpected signal is reconstructed in HEP, the global significance of the associated peak needs to be estimated and the Look Elsewhere Effect [13] must be taken into account. This implies to consider, within the same background-only fluctuation and everywhere in the relevant mass spectrum, any random peaking behaviour with respect to the expected background model. Thus a scanning technique based on a clustering approach has been developed.
Beforehand a pseudo-data invariant mass distribution of 15K candidates in a generic region of interest, namely [1, 18] GeV, has been generated according to a fictitious 7 th order polynomial background model on the top of which any desired amount of a significant signal, mimicked by a Voigtian model, can be artificially added close to 8GeV (as for instance in Fig.2 ). At this mass value a 60MeV mass resolution is considered. The fits to the pseudo-data distribution of 
where L H 0 (L H 1 ) is the likelihood evaluated for H 0 (H 1 ) hypothesis [14] . The MC toys method is configured as follows. As first step of each toy iteration, a distribution based on the background-only model is generated over the whole mass spectrum and the H 0 fit is performed. As a second step the clustering technique acts on each generated pseudo-experiment as follows: (i) search for a seed bin, namely for a bin whose content fluctuates more than xσ strictly above the value of the background function in the center of that bin (σ is the statistical error associated to the considered bin). (ii) Add any side bin to the seed bin if it holds a content that fluctuates more than zσ strictly above the value of the background function in the center of that bin, otherwise the seed bin forms a 1-bin cluster. (iii) Check also for light seeds, namely bins that fluctuate more than yσ with z < y < x and with at least a side bin fluctuating more than zσ. In case of positive result a cluster is formed.
In the third step, a series of independent H 1 fits is performed by cycling on the clusters collected in the clustering step. At the end of this step the fit with the best ∆N LL (the test statistic) is chosen. On the whole a ∆N LL distribution is obtained over all the processed MC toys. A set of baseline clustering parameters (x, y, z) = (2.25, 1.50, 1.00) has been chosen in order to satisfy two concurrent requirements: not missing any possible interesting fluctuation and avoiding selecting too many irrelevant fluctuations. This baseline configuration has been run on about 76M pseudo-experiments and the ∆N LL distribution is shown in Fig.3 , with the superimposed red line indicating the ∆N LL data value for the pseudo-data. Table 1 . Mean number of alternative hypothesis fits per toy (< f it H 1 >) and fraction of toys with no fit (f nof it ) for the three different clustering configurations described in the text.
Clustering configs.
< f it H 1 > f nof it Tight (3.00, 1.75, 1.00) 2.2 ∼10% Baseline (2.25,1.50, 1.00) 4.5 ∼1% Loose (2.00, 1.25, 1.00) 6.6 0.1%
The global p-value is then estimated by:
This corresponds to the global statistical significance Zσ = Φ −1 (1 − p)σ 4.22σ, through the inverse function of the cumulative distribution of the standard Gaussian. As expected by considering the LEE, the global significance is relevantly lower than the estimated local one.
Evaluation of the possible systematic uncertainty
In order to test the behavior of the method and to estimate the possible systematic uncertainty associated to the clustering technique, three sets of configuration parameters, i.e. three values for the (x, y, z) parameters, have been carefully considered. After some tests with different cuts two further configurations are chosen besides the baseline clustering cuts: a set of tighter values (3.00, 1.75, 1.00) and a set of looser values (2.00, 1.25, 1.00). The Tab.1 reports details about these three clustering configurations such as the average number of H 1 fits per toy and the fraction of toys with no fit.
These three configurations have been run on a same common set of 45M fluctuations and the three corresponding ∆N LL distributions are shown superimposed in Fig.4 . By focusing on the region of interest for the estimation of the statistical significance, i.e. the tail of the ∆N LL distribution (∆N LL > 20), it is evident that there is no relevant difference (Fig.5) among the three configurations. This can be appreciated by inspecting, in Figg.4, 5, the normalized deviations (x − y)/(x + y) of the other two distributions with respect to the baseline distribution. This is also confirmed by examining the estimated global significances for the p-values corresponding to different values of local significances, as reported in Tab.2. It can be concluded that the systematic uncertainty on the p-values associated to the method is negligible.
Conclusions
A high-statistics pseudo-experiment method, based on a scanning and clustering approach, has been implemented and tested within GooFit framework with the purpose to estimate the global statistical significance of an unexpected new signal. The presented results clearly indicate that the systematic uncertainty associated to the method is negligible and that the p-value estimation is not affected by the clustering configuration. This kind of validation studies has been performed by exploiting the high performance of an optimized GooFit application running on GPU-equipped servers. 
