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A B S T R A C T
Naturally Fractured Reservoirs (NFR) hold about half of the world’s remaining
oil reserves and are typically very heterogeneous. NFR are also important for
many other subsurface engineering applications including (nuclear) waste stor-
age, CO2 sequestration, groundwater aquifers, and geothermal energy extraction.
They contain faults, fracture corridors, large fractures but also many small-scale
fractures as well as a heterogeneous rock matrix. Multi-phase flow in NFR is
strongly influenced by this multi-scale heterogeneity. Therefore, accurate con-
ceptual models that reliably quantify fluid flow in NFR are needed.
In this thesis, three important contributions are made towards an improved
simulation of multi-phase flow processes in NFR. First, the Implicit Pressure Im-
plicit Saturation (IMPIS) method using unstructured grids was implemented to
numerically simulate two-phase flow in a Discrete Fracture and Matrix (DFM)
model. Second, a Multi-Rate Dual-Porosity (MRDP) model was developed includ-
ing fracture-matrix transfer functions that are based on analytical solutions for
spontaneous imbibition and gravity drainage. Finally, the two approaches were
combined to a DFM-MRDP model. This model represents the multi-scale hetero-
geneity inherent to NFR more accurately by resolving fluid-flow processes in
large-scale fractures directly using the DFM model while accounting for com-
plex matrix heterogeneities when modelling fluid exchange between small-scale
fractures and rock matrix using the MRDP model.
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I N T R O D U C T I O N
Fractures and faults are generated by large-scale tectonic events through folding,
faulting and uplift but also through subsidence of sediments, erosion, excess
fluid pressures, and thermal chemical action over geological time (Kazemi and
Gilman, 1993; Odling et al., 1999). They are ubiquitous in almost all outcrops
of geological formation highlighting their prevalence in many subsurface reser-
voirs (Fig. 1.1) (Nelson, 2001; Narr et al., 2006; Agar et al., 2010). Today, many
oil companies adopt the approach that a reservoir is assumed to be fractured
until proven otherwise. Fractures often comprise the main flow conduit for mi-
gration of hydrothermal fluids in geothermal systems, water and contaminants
in groundwater systems, radioactive and toxic industrial waste in subsurface
storage sites, and hydrocarbons in petroleum reservoirs. In contrast, the rock
matrix is the main storage for fluids (Berkowitz, 2002). If mass transfer between
fractures and the rock matrix is slow, fluids (e.g. oil, contaminants, brine) are left
behind in the matrix. The latter is particularly problematic in fractured carbonate
reservoirs, which host over 50% of the world’s remaining hydrocarbon reserves
but suffer from very low recovery factors (Montaron, 2008). A similar argument
can be made for shale gas reservoirs which revolutionised gas production in the
US (e.g., Warpinski et al., 2008; Dershowitz et al., 2011; Patzek et al., 2013). Here
production occurs mainly from the hydraulic fractures and gas is left behind in
the tight rock matrix.
Understanding multi-phase flow in fractured porous media is therefore im-
portant for many applications including but not limited to, CO2 storage, ground
water remediation and enhanced/improved oil recovery. For CO2 sequestration,
it is important to know how readily CO2 will enter the rock matrix and how
1
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Figure 1.1: Interpretation of fracture traces of a Jurassic Carbonate Ramp outcrop from
the High Atlas, Morocco. The horizontal lines represent the bed boundaries.
Fractures are represented by vertical lines. Thick red lines indicate the loca-
tions of fracture corridors (Agar et al., 2010).
much CO2 will be trapped in the matrix (e.g., Bond et al., 2013; Civile et al.,
2013; Oh et al., 2013). For groundwater contamination, it is more of interest to
understand how fast and efficient Non-Aqueous Phase Liquids (NAPL) can be
removed from the rock while injecting water, surfactants or steam (e.g., Meinar-
dus et al., 2002; Huyakorn et al., 1994; Ochs et al., 2010). Similarly, efficient and
economic hydrocarbon production from fractured reservoirs rely greatly on the
injection cycles of aqueous and gaseous phase fluids to exploit capillary and
gravitational forces to sweep oil towards the production wells (e.g., Denoyelle
et al., 1988; Christensen et al., 2001; Panda et al., 2009). For example, an early wa-
ter breakthrough has a negative influence on the oil recovery volumetric sweep
efficiency as water production competes directly with oil production (Sydansk
and Romero-Zeron, 2011). Selecting the appropriate injection strategy is there-
fore crucial to maximise the recovery of contaminants and hydrocarbons, and to
optimise CO2 storage. Injection strategies are typically evaluated using numer-
ical simulations, hence good conceptual models and fast numerical algorithms
are needed. This thesis focusses on oil recovery applications in Naturally Frac-
tured Reservoirs (NFR) but results are equally applicable to other scenarios in
NFR such as groundwater remediation or CO2 storage or multiphase flow in
hydraulically fractured formations.
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1.1 reservoir simulation models
Models for multi-phase flow simulations in fractured reservoirs can be classified
into three groups listed in order of their accuracy of fracture representation and
their numerical complexity:
1. Single Porosity Models
2. Multiple Continua Models
3. Discrete Fracture Models
These models are briefly described in the next sections.
1.1.1 Single-Porosity Models
The Single-Porosity (SP) model is characterised by its ’simplicity’ and is therefore
available in all simulators. The grid cells are populated with averaged properties
obtained by applying suitable upscaling techniques treating the fractures as an
equivalent porous medium (e.g., Dershowitz et al., 2000; Cosentino et al., 2001;
Matthai and Nick, 2009; Ahmed Elfeel et al., 2010; Lemonnier and Bourbiaux,
2010; Hui et al., 2013; Ahmed Elfeel et al., 2014). The simulation is then per-
formed on a model with spatially varying petrophysical properties but without
special treatment of the fractures, as they are represented by equivalent per-
meabilities and porosities (Fig. 1.2). Faults and large fractures are commonly
modelled through transmissibility multipliers. This approach is also often used
in the simulations of shale gas reservoirs (Fig. 1.3) (Warpinski et al., 2008).
1.1.2 Multiple Continua Models
The Multiple Continua (MC) models take into account that the flow in NFR occurs
on different time scales. MC models assume that the matrix comprises the main
storage of the fluids while the main flow capacity is contributed by the fractures.
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Figure 1.2: Structured grid representation of the Tensleep formation in the Teapot Dome
Field in Wyoming, USA. The field comprises a well connected fracture net-
work. Grid cells are populated with upscaled fracture permeabilities, ready
for Single-Porosity (SP) simulations. The values of the upscaled fracture per-
meabilities ranges over three order of magnitude (Ahmed Elfeel et al., 2013).
Figure 1.3: Single-Porosity (SP) simulation of pressure depletion in a hydraulically frac-
tured tight sandstone reservoir with matrix permeability of K = 1.0 µD
(left) and low permeability shale reservoir with K = 0.1 µD (centre) and
K = 0.01 µD (right). Fractures are modelled through their conductivity
K f w. After three months the tight sandstone reservoir provides an efficient
drainage whereas the shale reservoir simulations show a limited depletion
(Warpinski et al., 2008).
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Therefore, fractures and matrix are treated separately as overlapping continua
coupled via a mathematically derived or experimentally quantified transfer func-
tion. This transfer function describes the rate of fracture-matrix fluid transfer. A
general transfer function was introduced by Lu et al. (2008) which accounts for
the four principal drives for fracture-matrix fluid exchange, i.e. (1) spontaneous
counter-current imbibition, (2) gravity drainage, (3) fluid expansion and (4) diffu-
sion (Fig. 1.4). This thesis will mainly focus on the two most dominant oil recov-
ery mechanisms, spontaneous imbibition and gravity drainage, and will use a
slightly different formulation of the Lu et al. (2008) transfer function as proposed
by Di Donato et al. (2007). In this formulation, spontaneous counter-current im-
bibition and gravity drainage will be treated separately. Another difference is
that a new, general scaling group (Schmid and Geiger, 2012, 2013) that is based
on an analytical solution of spontaneous imbibition (Fig. 1.5) (McWhorter and
Sunada, 1990) is used for the evaluation of fluid exchange rate due to sponta-
neous counter-current imbibition (see Chapter 3).
(a) (b)
(c) (d)
Figure 1.4: Four principle recovery mechanism from rock matrix surrounded by frac-
tures after Lu et al. (2008): spontaneous counter-current imbibition (a), grav-
ity drainage (b), fluid expansion (c) and diffusion (d).
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(a) (b)
Figure 1.5: Scaling of over 40 published imbibition studies using the scaling group after
Ma et al. (1997) (a) and the general scaling group that is based on analytical
solution of spontaneous imbibition after Schmid and Geiger (2012). General
scaling group captures all physics and correlated experimental results fall
into one master curve. Scaling with the Ma scaling group does not result in
collapse of the experimental data into one curve and is therefore not applica-
ble for arbitrary rock and fluid properties.
1.1.2.1 Dual-Porosity Model
The Dual-Porosity (DP) model is the origin of the MC models. It was first intro-
duced for single phase flow by Barenblatt et al. (1960) and Warren and Root
(1963) and later extended to two phase flow by Mattax and Kyte (1962). Since
then, many authors contributed to the improvement of the model (e.g., Kazemi
et al., 1976; Gilman and Kazemi, 1983; Quandalle and Sabathier, 1989; Lu et al.,
2008) by introducing new transfer functions for two- and three-phase systems.
By using a transfer function, the rock matrix is only ’virtual’, by being modelled
as source/sink term that adds/removes fluids from the fractures. Fluid flow is
only simulated in the fractures. These transfer functions include new shape fac-
tors to account for fracture spacing and new transfer rate coefficients based on
the calculation of fluid potentials in the matrix blocks. The standard DP model as-
sumes uniform rock and fluid properties within one simulation grid cell, which
means all matrix blocks within a grid cell have the same size and the same petro-
physical properties. However, shape factor and matrix properties can vary from
grid cell to grid cell.
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Figure 1.6: Conceptual representation of one grid cell represented by a Dual-Porosity
(DP) model. The DP model assumes uniformly distributed matrix blocks. Frac-
ture - matrix fluid exchange is computed via a transfer function T.
1.1.2.2 Dual-Porosity-Dual-Permeability Model
The Dual-Porosity-Dual-Permeability (DPDP) model represents both the fracture-
matrix fluid exchange and also the interaction between two adjacent matrix
blocks in case of capillary continuity between them (Hill and Thomas, 1985;
Fung, 1991). In addition to the DP model, this model therefore includes a second
grid which simulates fluid flow in the rock matrix. As a consequence, the DPDP
model requires much more computational time than DP models (Gilman and
Kazemi, 1988). However, the matrix-matrix transfer is important for modelling
gravity drainage processes. Neglecting capillary continuity and reimbibition pro-
cesses would lead to significant over-predictions of recoveries (Fung, 1991).
Figure 1.7: Conceptual representation of one grid cell represented by a Dual-Porosity-
Dual-Permeability (DPDP) model. The DPDP model assumes uniformly dis-
tributed matrix blocks. Fracture - matrix fluid exchange is computed via a
transfer function T. Matrix - matrix fluid transfer is computed on a virtual
grid via a transfer function Tm.
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1.1.2.3 Multiple Interacting Continua Model
The Multiple Interacting Continua (MINC) model resolves pressure and satura-
tion gradients in the rock matrix blocks by discretising the matrix block using
concentric shells. Each shell can have its individual saturation and/or pressure
value and hence steep gradients in (S, p) can be observed, which is important
early on in the field life (Saidi, 1983; Pruess and Narasimhan, 1985; Gilman,
1986; Beckner et al., 1991). Flow across the shells is simulated using the SP model.
Fluid transfer between fracture and the outer matrix shell is again modelled with
a transfer function as in the DP model. The idea of the MINC approach was later
extended to the Multiple Sub-Region (MSR) model for Discrete Fracture Net-
work (DFN) upscaling (e.g., Gong and Durlofsky, 2006; Karimi-Fard et al., 2006;
Hui et al., 2007, 2008, 2013) (see Section 1.1.4).
Figure 1.8: Conceptual representation of one grid cell represented by a Multiple Interact-
ing Continua (MINC) model. The MINC model assumes uniformly distributed
matrix blocks which are discretised into concentric shells. Fracture - outer
shell fluid exchange is computed via a transfer function T. Flow across the
shells within the matrix block is simulated using the SP model (TS).
1.1.2.4 Multi-Rate Dual-Porosity Model
The Multi-Rate Dual-Porosity (MRDP) model incorporates the effect of small-
scale heterogeneities (e.g., matrix block sizes, permeability, porosity, wettabil-
ity) which are present below the size of a typical reservoir simulation grid cell
and nevertheless can impact the recovery. These small scale heterogeneities lead
to different rates at which the fracture and matrix exchange fluid. To resolve
this multi-rate behaviour a distribution of transfer rates, rather than one aver-
aged transfer rate, is applied. Haggerty and Gorelick (1995) pioneered the MRDP
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model by developing a Multiple Rate Mass Transfer (MRMT) model for single-
phase solute transport with mobile and immobile domains. The advantage of the
MRMT model was demonstrated by performing tracer tests in fractured dolomite
formations. The different transfer rates between the mobile fractures and im-
mobile matrix typically cannot be averaged in a straightforward manner. Fur-
thermore, predicted breakthrough curves can differ by orders of magnitude for
observed areas if only a single-rate model is assumed (Fig. 1.10) (Haggerty et al.,
2001). The MRDP model was introduced in the petroleum literature for multi-
phase flow simulations by Di Donato et al. (2007) and more recently by Geiger
et al. (2013) and Maier et al. (2014) (see Chapter 4).
Figure 1.9: Conceptual representation of one grid cell represented by a Multi-Rate Dual-
Porosity (MRDP) model. The MRDP model captures sub-grid heterogeneities
by not assuming uniform properties. Multiple transfer functions for fracture-
matrix fluid exchange computation, representing for example different shape
factors, can be present in a single grid cell.
1.1.3 Discrete Fracture Models
The Discrete Fracture (DF) models represent the fractures and faults explicitly
as geometrical bodies which is the main difference to the SP and the MC model.
Darcy flow is now computed in the fractures in a SP manner. This means that
each fracture has a permeability and porosity that is consistent with its aperture.
DF models can be divided into two groups, Discrete Fracture Network (DFN)
model and the Discrete Fracture and Matrix (DFM) model. Typically a DFN is
generated using observation data such as well logs, well tests, seismic data, and
outcrop analogues (e.g., Sabathier et al., 1998; Dershowitz et al., 2000; Berkowitz,
2002; Gauthier et al., 2002; Narr et al., 2006; Bourbiaux, 2010). DFNs can hence be
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(a) (b)
Figure 1.10: Recovery curves from single-well injection-withdrawal tests conducted in
a fractured dolomite simulated with the conventional Dual-Porosity (DP)
model (a) and with the Multiple Rate Mass Transfer (MRMT) model (b). The
multi-rate diffusion model predicts the recovery curves exceptionally well
whereas the DP model could not match the available data (Haggerty et al.,
2001).
used to compute effective permeabilities for the fractures in SP or DP simulations
or can be used in DFM simulations without upscaling where flow is simulated
explicitly in both, fractures and matrix. This will be discussed in the following
sections.
1.1.3.1 Discrete Fracture Network Model
The DFN model computes fluid flow in the fractures only, i.e. the surrounding
rock matrix is not accounted for explicitly. Only the fractures are discretised
usually using a 2D Finite Element (FE) mesh in a 3D space. The DFN model is
suitable for modelling fractured reservoirs with high connectivity and very low
rock matrix permeability. Another application of DFN models is the geometrical
or the flow based upscaling of fracture properties for further reservoir simulation
using SP or MC models (Dershowitz et al., 2000).
1.1.3.2 Discrete Fracture and Matrix Model
The DFM model computes fluid flow directly and simultaneously in fractures,
faults, and rock matrix. Fractures and faults can be discretised as volumetric
elements or as lower dimensional elements, i.e. 2D surfaces in 3D geometries
or 1D lines in 2D geometries. The matrix is discretised by volumetric finite el-
ements. Therefore, the DFM model is the most accurate approach to represent
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(a) (b)
Figure 1.11: Two Discrete Fracture Network (DFN) representations with different fracture
densities: P32 = 0.05 (a) and P32 = 0.10 (b) (Ahmed Elfeel et al., 2014). Con-
nected fracture clusters are shown in yellow. In the well connected DFN (b)
the fluid flow will preferentially occur in the fractures whereas in the DFN
with poorly connected clusters of fractures (a) flow has to bypass through
the rock matrix.
NFR as an upscaling of the fractures is not required. Fractures may have any
orientation and any connectivity in the DFM approach. For example, in contrast
to the DFM approach, flow through a NFR containing poorly connected clusters
of fractures cannot be simulated with the DFN approach because flow has to
bypass through the rock matrix (Fig. 1.11 a). However, fluid flow calculation in
the DFM approach typically requires a Finite Element Method (FEM) and/or
Finite Volume Method (FVM) (e.g., Durlofsky, 1999; Huber and Helmig, 1999;
Monteagudo and Firoozabadi, 2007b; Paluszny et al., 2007; Matthai et al., 2007;
Geiger et al., 2009b; Schmid et al., 2013; Reichenberger et al., 2006; Hoteit and
Firoozabadi, 2008b,c; Nick and Matthai, 2011). These are more computationally
intensive than the simple Finite Difference Method (FDM) (see Chapter 2). Over-
all, the DFM is computationally the most costly approach, because fractures are
resolved in the model which leads to high flow rates in the fractures and small
time step in the simulation model (see Chapter 2).
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1.1.4 Discrete Fracture Network Upscaling
As previously mentioned, the SP and MC models require average upscaled grid
properties (i.e. fracture porosity, fracture permeability and shape factor repre-
senting the matrix blocks size) for a flow computation. These properties can be
obtained by upscaling the DFN. One obtains the upscaled fracture porosity for
each grid cell by multiplying the fracture apertures a f with fracture intensity P32
as (Dershowitz et al., 2000)
φ f = P32a f . (1.1)
There are two types of fracture permeability upscaling methods, the geometri-
cally based upscaling of Oda (Oda, 1985) and the flow-based upscaling method.
The latter requires DFN or even DFM flow simulations.
1.1.4.1 Oda’s Upscaling Method
For a specific simulation grid cell for which an effective fracture permeability
should be computed from the DFN model, a fracture tensor Fij, which expresses
flow along a fractures unit normal η, can be calculated by summing over the
individual fractures f in the grid cell with known area A f and transmissivity Tf :
Fij =
1
V
N
∑
f =1
A f Tf ηi f ηj f . (1.2)
At this, N is the number of fractures, η is the unit normal to a fracture repre-
senting its direction and orientation, and V is the total fractures pore volume.
Rotating Fij into the planes of the permeability tensor by multiplication with the
dirac δij allows the approximation of the fracture permeability (Dershowitz et al.,
2000):
Kij =
1
12
(
Ff f δij − Fij
)
. (1.3)
As all parameters for evaluation of equation 1.2 in the DFN are known, Oda’s
method does not require flow simulations. However, the geometrically based
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upscaling method focusses primarily on fracture area and does not take into
account the connectivity of the DFN. A poorly connected DFN but with high
intensity P32 would therefore give high permeability values, even if the fractures
do not form a fully percolating cluster (Fig. 1.11).
1.1.4.2 Flow-Based Upscaling
For flow-based upscaling of fracture permeabilities from a DFN, boundary con-
ditions (e.g. fixed pressure and no flow boundary) are assigned to the edges of
a grid cell in the DFN model. A single-phase flow simulation is carried out to
obtain the pressure field and the total throughput q through the fractures in this
grid cell. Using Darcy’s law and solving for permeability results in the upscaled
effective permeability Ke f f as
Ke f f =
qµL
∆p
, (1.4)
for each grid cell containing fractures from the DFN. Note that this approach is
equally applicable to a DFM model (Matthai and Belayneh, 2004). In this case, the
effective permeability will represent the permeability not only of fractures but
also of the matrix. Again, in case of a poorly connected fracture network where
flow does not percolate through the fractures, the influence of the surrounding
matrix is important and the permeability using DFM simulations will give values
that can differ substantially from DFN based upscaling (Ahmed Elfeel et al., 2014).
In general, computing effective fracture permeabilities from DFNs is associated
with a high degree of uncertainty, that translates itself into a history matching
workflow (Ahmed Elfeel et al., 2013).
1.1.4.3 Upscaling Using Multiple Sub-Region Method
The DFM method can also be employed for upscaling in the MINC approach using
the MSR model (e.g., Gong and Durlofsky, 2006; Karimi-Fard et al., 2006; Hui
et al., 2007, 2008, 2013). After computing the pressure field in a fine-grid DFM
model, one chooses the pressure contour lines to divide the DFM in subregions -
into the shells of the MINC model. The transmissivity between two shells is then
determined using their local pressure values (Fig. 1.12).
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Figure 1.12: Iso-pressure curves at pseudo-steady state for different boundary condi-
tions. Left: Flow driven by fluid injection through fractures only. No fluid
flows out of the block through the matrix and gravity effects are neglected.
Middle: Flow driven by fluid injection through the matrix on top boundary
and fracture injection rate is set to zero. Hence, gravitational effects in ab-
sence of fractures are considered here. Right: Total flow into the matrix at
the top boundary and fracture injection rate are equal. This model accounts
for gravitational effects and flow through fractures as well. Different colours
represent different sub-regions which define the coarse grid (shells in MINC
model) for the Multiple Sub-Region (MSR) method (Gong and Durlofsky,
2006).
1.1.4.4 Limitations
The SP model is typically used in standard Finite Difference (FD) simulators.
Since fractures can intersect each other at non-orthogonal angles, the FD grid
needs to be deformed which leads to inaccuracies of the flux calculations (Aa-
vatsmark, 2002; Lie et al., 2012). Upscaling of flow functions like relative perme-
ability curves in a SP approach is still an open research area, although Matthai
and Nick (2009) presented first attempts to approach this problem, but have not
been able to demonstrate a universal solution.
The variety of the MC models gives a good portfolio for flow simulation ap-
proaches for NFR. The most advanced methods are the MINC and the MRDP model
as they do not use a single average transfer function but rather a set of transfer
functions for each grid cell. This allows the reservoir engineer to approximate
the multi-rate behaviour observed in the fracture-matrix transfer (MRDP) and to
capture the spatial distribution of saturation and pressure within the rock matrix
(MINC). However, both methods have in common that they are only applicable
if the underlying fracture network is well connected such that the MC model is
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valid, i.e. flow is dominated by the fractures.
Finally, the DFM allows the reservoir engineer to represent fractures and other
complex geological structures explicitly and is therefore the most accurate ap-
proach for NFR modelling. Its disadvantage is the high computational cost which
renders full field simulations computationally intractable. Also, the generation of
unstructured finite element grids that contain all fractures is extremely challeng-
ing and time consuming, which prevents probabilistic and stochastic approaches
to quantify uncertainty.
1.2 objectives and structure of the thesis
The DFM model can represent all fractures as well as the rock matrix explicitly.
The advantage of this model is an improved approximation of the flow behaviour.
However, this comes at the cost of extra computational time. Using the DFM ap-
proach for intensely fractured reservoirs with well connected fracture networks
becomes computationally intractable. But these reservoirs akin to DP systems as
flow is dominated by the fractures. DP model enables flow simulations at low
computational cost but lacks in accuracy if fractures are poorly connected. In
addition, average rock and fluid properties are assigned to each grid cell with
a typical size of 100 m × 100 m × 10 m. The DP approach assumes that the en-
tire matrix is uniform in terms of rock properties (e.g., permeability, porosity,
wettability) and fluid distribution. In reality, the rock matrix can be highly het-
erogeneous and fluid saturations vary locally. Another disadvantage of the DP
model is that transfer functions require tuning to represent the actual rate of
fracture-matrix transfer, if this is at all possible (Abushaikha and Gosselin, 2008).
The aim of this thesis is therefore to improve the simulation of NFR by combin-
ing and enhancing the DFM model and the DP model to extend a research-grade
reservoir simulator Complex Systems Modelling Platform (CSMP++) (Matthai
et al., 2007) which profits from the respective advantages of both, the DFM and
the DP approach. Specifically, the objectives of this thesis are
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• To improve the performance of the DFM approach by implementing an im-
plicit time stepping scheme for the saturation equation. Implicit schemes
allow for larger time steps than explicit time stepping but might differ
from the converged solution significantly if the time step is too large. A
safeguard algorithm is needed to ensure the global convergence of the im-
plicit solver.
• To improve the DP transfer function which describes the fracture-matrix
fluid exchange by implementing a recently developed analytical solution
for spontaneous imbibition. This analytical solution leads to a general scal-
ing group for arbitrary rock and fluid properties and can be readily incor-
porated into a DP model. This improvement should facilitate more accurate
predictions of the fracture-matrix transfer because it models spontaneous
imbibition using an exact analytical solution. Likewise, gravitational dis-
placement is modelled using an exact analytical solution for this process.
• To implement the so called MRDP model. This model represents sub-grid
rock matrix heterogeneities such as the block size, permeability, porosity
or other petro-physical properties through a set of transfer functions. Each
transfer function models the rate of fluid exchange between fractures and
the corresponding sub-domain of the matrix. This facilitates the modelling
of the multi-rate behaviour of fluid transfer between the flowing fractures
and stagnant matrix inherent to fractured porous media. In the MRDP ap-
proach, the aforementioned general scaling group is used.
• To combine the DFM and the MRDP approach in order to obtain a DFM-
MRDP simulator which represents large scale fractures and faults explicitly
with the DFM approach and models small-scale fractures using the MRDP
approach. This simulator will benefit from both approaches: it provides
a similar accuracy as the DFM model, requires less computational cost,
fracture-matrix transfer is modelled using analytical rather than empiri-
cal expressions, and the multi-rate behaviour of fracture-matrix transfer is
preserved.
This thesis is divided into three parts: The first part encompasses the first ob-
jective - the implementation of the implicit time stepping scheme for the DFM
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model. The second part concerns the implementation of the MRDP model and its
improvement using analytical solutions to model fracture-matrix transfer. This
refers to the second and the third objectives. Finally, the third part is focused on
the development of the DFM-MRDP simulator and its applications. This addresses
the last objective.
In total this thesis contains 6 chapters.
• Chapter 1 is the current chapter. It provides a brief overview about the
modelling of fractured reservoirs and states the objectives of the thesis.
• Chapter 2 introduces the governing two-phase flow equations and their nu-
merical solution using the Implicit Pressure Implicit Saturation (IMPIS) ap-
proach on Finite Element - Finite Volume (FEFV) mesh in a DFM model. For
the implicit solution of the saturation equation, a Newton iterative method
enhanced with a line search backtracking algorithm has been implemented.
The accuracy and performance of the IMPIS method is compared to a refer-
ence solution obtained by the Implicit Pressure Explicit Saturation (IMPES)
method, which is physically stable only for small time steps.
• Chapter 3 introduces the DP approach to simulate NFR, using transfer func-
tions based on analytical solutions for spontaneous imbibition and gravity
drainage. The accuracy of these transfer functions is shown by comparison
to laboratory experiments. Also, different shape factor formulations and
their effect on oil recovery prediction are studied using numerical simula-
tions. This chapter is based on Maier et al. (2013, 2014).
• Chapter 4 extends the DP model from Chapter 3 to the MRDP model. The
effect of a heterogeneous rock matrix on oil recovery predictions is stud-
ied by varying the matrix permeability and matrix block sizes. The MRDP
model results are compared to fine grid simulations. This chapter is based
on Maier et al. (2014).
• Chapter 5 presents the development of the DFM-MRDP simulator by com-
bining the models introduced in Chapter 2, Chapter 3 and Chapter 4. The
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effect of multi-scale heterogeneity of rock properties is studied by perform-
ing simulations on models including large fractures above the simulation
grid cell size and small scale fractures below the grid cell size. This chapter
is based on Maier et al. (2013) and Maier and Geiger (2013).
• Chapter 6 gives a summary of the key outcomes of the thesis and provides
the concluding remarks followed by recommendations for future work.
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2.1 introduction
The challenge when modelling Naturally Fractured Reservoirs (NFR) is that faults,
fracture corridors and fractures are commonly inclined and intersect each other
at non-orthogonal angles. Modelling these features with standard corner-point
grids is possible but at the expense of inaccurate numerical solutions arising
from the two-point flux approximation that is inherent to commercial simula-
tors which are based on finite difference methods (e.g., Aavatsmark, 2002; Lie
et al., 2012). A possibility to reduce numerical errors in NFR simulations are mul-
tipoint flux approximations (e.g., Wheeler and Yotov, 2006; Sandve et al., 2012).
Another possibility is to use unstructured Finite Element (FE) grids, for example
a tetrahedral grid (Fig. 2.1) (e.g., Jackson et al., 2013; Crutchley et al., 2013; Mil-
liotte and Matthai, 2014) or a mixture of different FE types (Fig. 2.2) (Paluszny
et al., 2007; Matthai et al., 2007) to represent complexly shaped geological struc-
tures.
Using unstructured FE grids allows the modelling of NFR using the so-called
Discrete Fracture and Matrix (DFM) approach. In the DFM approach, fluid flow is
computed directly and simultaneously in fractures, faults, and matrix. Fractures
and faults can be discretised as volumetric elements or as lower dimensional el-
ements, i.e. 2D surfaces in 3D geometries or 1D lines in 2D geometries (Fig. 2.2)
(Kim and Deo, 2000; Juanes et al., 2002; Paluszny et al., 2007; Matthai et al., 2007).
19
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(a)
(b)
(c)
Figure 2.1: Example of geological structures represented by tetrahedral FE grids: (a) A
schematic 3D model of channelised sandbodies in mudstone background
(Jackson et al., 2013), (b) a hydrocarbon reservoir located in the Vienna Basin,
Austria, containing stratigraphic layers and faults (Milliotte and Matthai,
2014) and (c) a model of the South Hydrate Ridge, a gas bearing sequence
of sediments offshore Oregon, USA, with several overlapping horizons ob-
tained from seismic data (Crutchley et al., 2013).
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Figure 2.2: Seven different FE types which can be used to describe complex structures
in Naturally Fractured Reservoirs (NFR) (a) and a simple 2D geometry and
FE mesh with a complementary FV grid (b). 1D line elements are used to
represent fractures as d-1 features in a 2D model. 1D line elements are also
used to represent wells in general. Triangles and quadrilaterals are used to
represent the rock matrix in a 2D model and fractures as d-1 features in a
3D model. In a 3D model, the rock matrix can be represented by tetrahedra,
pyramids, prisms and hexahedra.
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A number of subsurface flow problems can be simulated using the DFM ap-
proach including but not limited to multi-phase multi-component Black-Oil sim-
ulations (Geiger et al., 2009b), two-phase flow and simultaneous transport and
adsorption of viscosifying species (Schmid et al., 2013), capillary trapping of CO2
in fractured reservoirs (Annewandter et al., 2013), infiltration of Non-Aqueous
Phase Liquids (NAPL) and remediation of groundwater systems (Monteagudo
and Firoozabadi, 2004; Graf and Therrien, 2007; Hoteit and Firoozabadi, 2008a),
and others.
In this thesis immiscible, incompressible and isothermal two-phase flow in
the DFM simulations is considered for simplicity. This can be modelled with
following governing equations
φ
∂ραSα
∂t
+∇ · (ραvα)− ραqα = 0, (2.1)
where S is the saturation of the phase α = wetting, non− wetting and requires
Sw + Snw = 1, φ is the porosity and ρα the fluid density of phase α. qα denotes the
source and sink term.
Fluid velocities vα can be obtained from Darcy’s law
vα = −λαK (∇pα − ραg) , (2.2)
using the phase mobilities λα = krα/µα, i.e.,the fraction of relative permeabilities
krα and fluid viscosities µα and the permeability K. pα is the fluid pressure and
g is the gravitational acceleration.
After defining capillary pressure as Pc = pnw − pw and summing up Eqs. 2.1
and 2.2, the total velocity vt = vw + vnw can be obtained as
vt = −K (λt∇pw + λnw∇Pc − λwρwg− λnwρnwg) , (2.3)
where λt = (λw + λnw) is the total mobility. Eq.2.3 is referred to as the pressure
equation.
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The velocity for the non-wetting phase can now be rewritten in terms of the
total velocity as
vnw = fnwvt − λ¯K (∇Pc + ρwg− ρnwg) . (2.4)
Here, fnw = λnw/λt is the fractional flow for the non-wetting phase and
λ¯ =
λwλo
λt
(2.5)
is the fraction of the product of phase mobilities with the total mobility.
Since fluids are assumed to be incompressible and
∂Snw
∂t
= −∂Sw
∂t
, (2.6)
Eq. 2.1 for the non-wetting phase can be rewritten as
φ
∂Sw
∂t
−∇ · vnw + qnw = 0. (2.7)
Inserting Eq. 2.4 into Eq. 2.7 yields the so-called saturation equation in frac-
tional flow form
φ
∂Sw
∂t
+∇ · ( fwvt + λ¯ (∇Pc − ∆ρg))− qw = 0, (2.8)
with ∆ρ = ρnw − ρw.
The two-phase equations are of a mixed hyperbolic-parabolic type (Huber and
Helmig, 1999). The pressure equation (Eq. 2.3) is an elliptic Partial Differential
Equation (PDE) and is well suited to be solved by a Finite Element Method (FEM).
However, the saturation equation (Eq. 2.8) can change its type from parabolic
to hyperbolic if the capillary pressure gradient becomes small dPcdSw
∼= 0 (Helmig,
1997). In hyperbolic PDEs, the information (e.g., the saturation front) travels with
a finite speed. For parabolic PDEs, however, a small local change of the initial
value can instantaneously affect the full computational domain. Hence, the two
processes described by Eqs. 2.3 and 2.8 operate on two different time scales
and decoupling of the system is justified. To assure mass conservation, the Fi-
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nite Volume Method (FVM) should be used for solving equation 2.8. This results
in a Finite Element - Finite Volume (FEFV) method. Many FEFV schemes have
been developed in the DFM context in recent years (e.g., Durlofsky, 1999; Huber
and Helmig, 1999; Monteagudo and Firoozabadi, 2007b; Paluszny et al., 2007;
Matthai et al., 2007; Geiger et al., 2009b; Schmid et al., 2013; Reichenberger et al.,
2006; Hoteit and Firoozabadi, 2008b,c; Nick and Matthai, 2011). Their main dif-
ferences lie in the calculation of fluxes. For example, Durlofsky (1999) and Huber
and Helmig (1999) use a Mixed FE approach where the velocity and pressure are
computed simultaneously, while Matthai et al. (2007), Geiger et al. (2009b) or
Schmid et al. (2013) use a classical Galerkin FE method to compute the pressure
field. The velocity field is then determined via a post processing step. Other dif-
ferences are the use of higher order flux approximations (e.g., Geiger et al., 2009b;
Schmid et al., 2013) or the calculation of capillary forces at the fracture - matrix
interface (e.g., Niessner et al., 2005; Reichenberger et al., 2006; Monteagudo and
Firoozabadi, 2007b; Hoteit and Firoozabadi, 2008b,c; Nick and Matthai, 2011).
One commonality of all methods is that they are typically based on a so-called
Implicit Pressure Explicit Saturation (IMPES) method. In the IMPES approach, the
pressure equation is solved implicitly in time followed by the explicit solution in
time of the advection (i.e. saturation) equation (Chen, 2007). The implicit solution
of the pressure equation allows for bigger time steps ∆tPresEq, which avoids the
time step restrictions due to its parabolic nature. However, the time step for the
explicit solution of the saturation equation ∆tSatEq is restricted by the so-called
Courant-Friedrich-Lewy (CFL) condition. To ensure the stability of an explicit
method, the following condition must hold
∆tmax =
(
LFV
vt,max
)
, ∀FV, (2.9)
where LFV is the length of a finite volume sector in the direction of the maximum
pore velocity in the finite volume vt,max. The CFL condition ensures that the sat-
uration front is not transversing more than one finite volume within one time
step. Due to the non-linear flux function of the multi-phase flow (Fig. 2.4d) the
time step must be further constrained to guarantee the stability of the explicit
solution after each velocity values update, i.e. after each solution of the pressure
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equation. The discretization time step for the saturation equation is therefore
chosen as
∆tSatEq = c∆tmax, c ∈ (0, 1). (2.10)
In case the resulting time step ∆tSatEq is larger than the time step used for the
implicit solution of the pressure equation ∆tPresEq, it is set to ∆tSatEq = ∆tPresEq.
If ∆tSatEq < ∆tPresEq, the saturation equation is solved repeatedly n times with
n =
∆tPresEq
∆tSatEq
. (2.11)
This means that for one pressure equation computation there will be several for-
ward step computations of the saturation equation with smaller time steps. The
mass conservation might be violated if the time steps ∆tPresEq and ∆tSatEq differ
significantly, as the pressure field is calculated using the saturation values from
the previous time step and vice versa. Doster et al. (2013) proposed a relaxed vol-
ume approach that counteracts the violation of mass conservation and reduces
the error due to operator splitting by adding an additional source term to the
pressure equation based on the volume mismatch after the transport calculation.
However, the time step for the pressure equation can still not be chosen arbi-
trary large due to the physical coupling of the non-linear system (Eq. 2.1) and
no estimate of the possible time step is available yet. Thus, the time step for the
pressure equation strongly depends on the specific problem and has to be evalu-
ated empirically. This is a general problem for all operator splitting techniques.
The IMPES approach is problematic for NFR, where the velocity might vary lo-
cally and globally by many orders of magnitude. Typically, the largest velocities
are found in the fractures where the FVs are smallest, which leads to prohibitively
small time steps ∆tSatEq and high computational costs (Fig.2.3). One possibility
to solve this problem is to divide the computational domain into sub-domains
and use parallel computing such that flow and transport are calculated sepa-
rately in each sub-domain of the NFR (Geiger et al., 2009a).
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(a) (b)
Figure 2.3: Magnitude of the velocity field in log10 m2/s (a) and the corresponding CFL
time step ∆tmax (Eq. 2.9) distribution in log10 s (b) for a simulation of a frac-
tured limestone outcrop in Bristol Channel, UK (Belayneh, 2004; Geiger et al.,
2009a). Note that the fractures can be easily identified as the area with the
highest velocity and smallest time step. The matrix permeability is 0.1 Darcy
whereas the fractures have a permeability of 1000 Darcy. The velocity values
as well as the CFL time step vary over six orders of magnitude. The small-
est permissible time step ∆tmax given by the CFL condition is located in the
finite elements representing the fractures because of the small FEs and high
velocity values.
Another solution is to use implicit methods that are not subject to the CFL
condition and allow for larger time steps. Implicit methods are unconditionally
stable for convex (shock), concave (rarefaction wave) or linear (contact discon-
tinuity) flux functions. However, most multi-phase flow problems in reservoir
simulation are described by an S-shaped flux function (Fig. 2.4):
v = F (S) , S = F (v) . (2.12)
Here, the velocity field is a non-linear function of the saturation and the satu-
ration is a non-linear function of the velocity field. This coupling requires non-
linear iterations. A classical non-linear iterative method is the Newton method.
However, it does not converge for large time steps if the flux function is S-shaped
(Aziz and Settari, 1979; Jenny et al., 2009; Younis et al., 2010). In this case a com-
bination of the Newton method with global convergence strategies is necessary.
In this chapter, a DFM approach is presented that has been successfully imple-
mented and was modified in the Complex Systems Modelling Platform (CSMP++)
(Matthai et al., 2007). I use an Implicit Pressure Implicit Saturation (IMPIS) scheme
(Chen, 2007) for solving the decoupled two-phase equations, i.e. the pressure
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Figure 2.4: Linear (a), convex (b), concave (c) and S-shaped (d) flux functions represent-
ing shocks, rarefaction waves, contact discontinuities and multi-phase flow,
respectively (Jenny et al., 2009).
equation (Eq. 2.3) as well as the saturation equation (Eq. 2.8) are solved implic-
itly in time. For the former, the FEM is used. For the latter, the FVM is applied
together with a Newton iterative solver that was enhanced with a line search
backtracking algorithm.
Afterwards the implicit solver for the saturation equation is benchmarked solv-
ing a standard Buckley-Leverett problem. Then a two-phase flow simulation on
a simple quarter five spot model and two simulations on a complex fracture ge-
ometry are presented in order to compare the IMPES and IMPIS approaches, both
in terms of accuracy and speed.
2.2 numerical formulation
The computational domainΩ comprising the NFR is divided into two contiguous
sub-domains, the matrix domain Ωm and the fracture domain Ω f . Ωm is discre-
tised in space using tetrahedral elements in 3D and triangular elements for 2D
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models. High aspect ratio structures like fractures and geological boundaries can
be discretised by d-1 elements, i.e. as 2D planes in 3D and 1D line elements in 2D
models. Wells are always modelled as 1D lines. If the fractures are represented
as d-1 elements, the geological thickness, i.e. the fracture aperture a f , needs to
be accounted for when integrating the pressure and saturation equations:
∫
Ω
XdΩ =
∫
Ωm
XdΩm + a f
∫
Ω f
XdΩ f , (2.13)
where X is the unknown variable pα or Sα.
Fracture
Matrix
Figure 2.5: Two 2D finite elements (solid lines) with corresponding finite volume bound-
aries (dashed lines). The circles are nodes of the finite elements, the squares
are representing the integration points at finite volume facets across which
the flux is calculated between two neighbouring FVs. The white and grey
areas represent the sectors of the finite volumes, i.e. all sectors around one
node combine to form one finite volume (Fig. 2.2). The bold line in the centre
represents the 1D fracture (Geiger et al., 2009b).
The discretisation of Ω comprises both, the finite element grid and the comple-
mentary finite volume grid that is calculated through a barycentric tessellation
(Paluszny et al., 2007). The barycentre of each element is connected with the
midpoints of its edges and divides the element into sectors associated with the
neighbouring nodes (Fig. 2.5). All sectors around one node therefore combine to
form a finite volume. The permeability and porosity values (K, φ) are assigned
to the elements and are element-wise constant. Other material properties such
as (ρ, µ) and also the state variables (p, S) are assigned to the FV and constant
across each FV. They can be interpolated to the integration points (Fig. 2.5) to ap-
proximate kr and Pc when calculating the flux between adjacent FVs. The generic
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algorithm to compute equation 2.1 using the FEFV method with implicit time
stepping and time step ∆t is:
• Obtain pressure values pt+∆tw using fluid saturations Stα
• Compute fluid phase vt+∆tα and total velocity vt+∆tt using pt+∆t and St
• Obtain saturation values St+∆t using vt+∆tt
Each step is discussed in detail below.
2.2.1 Solving the Pressure Equation
The elliptic pressure equation (Eq. 2.3) is solved using a standard Galerkin FEM.
The finite elements span a finite element space Ψ in Ω containing fractures and
matrix (Eq. 2.13) of continuous linear polynomial functions {ψi}mi=1 ⊂ Ψ with the
basis functions
ψi
(
xj
)
=
 1, i = j0, otherwise . (2.14)
where xj ∈ N = {xi}mi=1 is the coordinate vector of Lagrange point j. The pres-
sure equation can now be written in its weak form after applying the Galerkin
projection onto Ψ as
∫
Ω
λtK∇pw∇ψidx =−
∫
Ω
λnK∇Pc∇ψidx
−
∫
Ω
∇ · ((ρnλn + ρwλw) g)ψidx
+
∫
Ω
qψidx. i = 1 . . . m
(2.15)
The pressure at point x can then be interpolated with the basis functions as
pw (x) = Σmi=1pw (xi)ψi (x) . (2.16)
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The resulting linear system of equation Ap = b with A ∈ Rm×m and b ∈ Rm
p_i =pw(xi),
A_ij =
∫
λt∇ψiK∇ψjdx,
b_i =−
∫
λnK∇Pc∇ψidx−
∫
∇ · ((ρwλw + ρnλn) g)ψidx
+
∫
qψidx.
(2.17)
can now be solved using an algebraic multi-grid solver (Stueben et al., 2007).
Algebraic multi-grid solvers are computationally efficient because the required
Central Processing Unit (CPU) time scales linearly with the size of A.
2.2.2 Computing the Velocity Field
Once the pressure field was computed, the velocity field can be calculated for
each finite element in a post processing step using Darcy’s law
vα = −Kλα (∇pα − ραg) . (2.18)
For each finite element velocity is obtained by element-wise differentiation of
the pressure field
vα,j =
n,d
∑
i,j
−Kijλα
(
pα,i∇ψij − ραg
)
, (2.19)
where i and j are are indices over the n nodes of a FE and d is its dimension. ∇ψ
is a d× n matrix holding the derivatives of ψi. The velocity values are therefore
element-wise constant but locally continuous across two adjacent finite volume
boundaries.
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
2.2 numerical formulation 31
2.2.3 Solving the Saturation Equation
This velocity field, which is continuous across two FVs, enables the solution of
the saturation equation (Eq. 2.8) using the mass conservative FVM after applying
the Gaussian divergence theorem
∫
FV
∇ · Xdx =
∫
ΓFV
Xη dΓ, (2.20)
where X is the saturation equation (Eq.2.8) and η the outward pointing unit
normal. Note that the saturation equation (Eq. 2.8) can be split further into an
advection and diffusion equation using Strang operator splitting (Strang, 1968)
where the former only contains the viscous and gravitational forces and the lat-
ter only the capillary forces. This splitting facilitates a numerical solution using
FVM for the advection part and FEM, in analogy to section 2.2.1, for the diffusive
part (e.g., Geiger et al., 2004, 2006; Schmid et al., 2013; Annewandter et al., 2013).
Equation (Eq.2.20) is discretised implicitly in time using the iterative Newton
method for each FV as
F′
(
St+∆tα
)
∆SNW = −F
(
St+∆tα
)
, (2.21)
on the residual function
F
(
St+∆tα
)
=
∫
FV
φ
∂Sα
∂t
dFV
+
∫
ΓFV
fw
(
St+∆tα
)
vtη − λ¯
(
St+∆tα
) (
∇Pc
(
St+∆tα
)
+∆ρg
)
η dΓ
− q.
(2.22)
The integral over the finite volume for the first term can be approximated as
∫
FV
φ
∂Sα
∂t
dFV ≈
(
St+∆tα − Stα
) φV
∆t
. (2.23)
Here φV is the pore volume of the finite volume.
F′
(
St+∆tα
)
=
dF
(
St+∆tα
)
dSα
(2.24)
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is the corresponding Jacobian that needs to be evaluated in each FV. For the
computation of the flux terms across the FV boundary ΓFV , upstream and down-
stream nodes are identified at each finite volume facet (Fig. 2.5) depending on
the velocity field orientation (vtη > 0 or vtη < 0). Fractional flow fw, mobilities
λα and capillary pressure Pc are then evaluated using the properties krα, µα and
the saturation values Sα at the upstream node. In case of capillary dominated
or counter-current flow one should consider to take into account the direction
of phase velocities (Doster et al., 2013). This results in a method that is first or-
der accurate in space and hence leads to dispersed saturation fronts. One can
obtain a second order method if the properties are interpolated directly to the
finite volume facets. However, it might result in non-physical values if the gradi-
ents between two finite volumes are steep. Application of a so-called flux limiter
scheme would then be necessary (Matthai et al., 2007).
Assembling equation 2.21 for each FV leads again to a vector matrix system
As = b that can be solved with algebraic multi-grid solver (Stueben et al., 2007).
The saturation values at the next time step for each FV can be computed as
St+∆tα = S
t
α +∆SNW . (2.25)
The standard Newton algorithm strongly depends on the initial guess for St+∆tα
and can deploy its locally quadratic convergence only if a good solution approx-
imation is available. Especially in NFR, such an estimate is hard to obtain and a
combination with global convergence strategies is necessary (Monteagudo and
Firoozabadi, 2007a).
Such a strategy includes the line search backtracking algorithm (Eq. 2.27) (No-
cedal and Wright, 1999), which is performed during each Newton iteration step.
It chooses a smaller step towards the solution until the convergence criteria is
satisfied.
St+∆t,n+1init = S
t+∆t,n +∆SNW2−m, (2.26)
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where n refers to the n-th Newton iteration and m to the m-th line search itera-
tion starting with m = 0. St+∆t,n+1init is the initial guess for the next Newton step. For
the first calculation of the iteration, the initial guess is the initial saturation dis-
tribution in the reservoir. Because of the non-linearity of the saturation equation
and/or the S-shaped flux function, reducing the saturation step can sometimes
lead to higher residual after a line search step. In this case, a safeguard step is
introduced such that the saturation from the previous line search step is used as
the initial guess for the next Newton iteration as it was closer to the solution:
St+∆t,n+1init = S
t+∆t,n +∆SNW2−(m−1), (2.27)
if
||F
(
St+∆t,n +∆SNW2−m
)
||2> ||F
(
St+∆t,n +∆SNW2−(m−1)
)
||2, (2.28)
for m > 1. If the initial guess is close to the solution, the convergence criteria
is already reached for m = 0, which would be a standard Newton step. In sum-
mary, the combination of the Newton algorithm and the line search backtracking
method benefits from both strategies and a good convergence can be expected
with nmax = 5 and mmax = 5 (see A.1.1).
The overall algorithm that combines the FEM and FVM results in a standard
IMPIS method for unstructured grids. It is independent from the CFL condition,
but it is still limited in the choice of the time-step size due to the strong physical
coupling of the pressure (Eq. 2.3) and the saturation equation (Eq. 2.8). However,
in comparison to an IMPES method, an acceleration of the two-phase flow simu-
lation is achieved, as shown in the following section.
2.3 simulation results
First the implicit solver of the saturation equation described above is bench-
marked using the analytical solution of the Buckley-Leverett problem in one-
dimensional space (Buckley and Leverett, 1942). Afterwards, one two-phase flow
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
2.3 simulation results 34
simulation on a 2D quarter five spot model is presented with an impermeable
barrier in the model centre and two two-phase flow simulations on a highly frac-
tured 2D geometry where the fluids have varying viscosity ratios. The fractured
geometry was mapped in a fractured limestone outcrop in the Bristol Channel,
UK (Belayneh, 2004). The fractures are highly conductive such that the velocity
in the matrix and fractures differs significantly, causing small time steps for the
IMPES method due to the CFL condition (Fig. 2.3). The two phases are assumed
to be oil and water. For simplicity, the gravitational forces were neglected with
ρo = ρw = 1000 kg/m3. Neglecting gravitational forces at the Bristol Channel ge-
ometry is reasonable because the fractures are bed-bound and the model geome-
try is plane (map view). Likewise capillary forces are neglected for simplicity as
they could always be modelled using an additional FEM step as discussed before
(see remark in Section 2.2.3).
These simulations enable to compare the performance of the IMPES and IMPIS
methods in terms of accuracy and speed. Both methods use volumetric FE grids
and the FEFV approach is applied as discussed previously. For better comparison
of the performance of the IMPES and the IMPIS method, the pressure equation is
solved only once at the beginning of each simulation. The resulting velocity field
remains then constant during the whole simulation. Although the pressure field
would differ during a reservoir simulation, this approach was chosen to study
the error of the implicit solver for the saturation equation avoiding interference
of the error due to operator splitting.
2.3.1 Buckley-Leverett Problem
The Buckley-Leverett problem describes incompressible two-phase flow in porous
media where the capillary and gravitational forces are neglected. This process
can be modelled as
φ
∂Sw
∂t
+ v
∂ f (Sw)
∂x
= 0. (2.29)
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The advantage of the Buckley-Leverett problem is that it has a simple analyti-
cal solution using the Welge tangent method (Welge, 1952) and hence provides
a well-known problem for validating numerical methods. To compare the accu-
racy of the implicit solution of the saturation equation described above to the
explicit solution, a one-dimensional homogeneous domain is considered with
rock and fluid properties listed in Table 2.1. The domain is initially filled by 100
% oil with a viscosity of µo = 5.0× 10−3 Pa · s. The invading fluid from the left
boundary is considered to be water with a viscosity of µw = 1.0× 10−3 Pa · s. The
standard Brooks-Corey relative permeabilities curves were used with the same
Brooks Corey exponent for both fluid phases and a capillary entry pressure that
is almost zero. The spatial discretization of the domain is ∆x = 0.5 m.
low velocity case
L [m] 100 φ [/] 0.25
K [mD] 10.0 µw [Pa · s] 1.0× 10−3
∆p [Pa] 2.0× 107 µo [Pa · s] 5.0× 10−3
Brooks− Corey exponent [/] 2.0 Swmc [/] 0.0
Entry pressure [Pa] 1.0× 10−20 Sor [/] 0.0
high velocity case
L [m] 1000 φ [/] 0.25
K [mD] 10000.0 µw [Pa · s] 1.0× 10−3
∆p [Pa] 2.0× 107 µo [Pa · s] 5.0× 10−3
Brooks− Corey exponent [/] 2.0 Swmc [/] 0.0
Entry pressure [Pa] 1.0× 10−20 Sor [/] 0.0
Table 2.1: Fluid and rock properties for the Buckley-Leverett problem simulations.
Two cases are studied. The first case considers a domain with a length of
L = 100 m and permeability of K = 10 mD. This results in low pore velocity of
v = 1.6× 10−4 m/s which is held constant during the simulation. The CFL time
step for saturation equation is then ∆tmax = 55803 sec. Fig. 2.6 shows the analyt-
ical solution of the water front propagation after 100 days compared to simula-
tion results obtained with explicit time stepping (a) and implicit time stepping
(b) for three different CFL time step multipliers. Here, CFL 1 corresponds to the
original time step ∆tSatEq = ∆tmax and CFL 50 corresponds to ∆tSatEq = 50∆tmax.
As expected, the first order explicit solution matches the analytical solution well
when the time step is smaller or equal to the CFL time step, but it does not give
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a reasonable solution if ∆tSatEq > ∆tmax because the CFL condition is violated
here. On the other hand, the implicit solver converges to the analytical solution
for time steps larger than the CFL time step, although the resulting water front is
dispersed. The dispersion of the water front increases with increasing time step
due to numerical dispersion, which is characteristic to implicit methods.
(a) (b)
Figure 2.6: Comparison of saturation profiles for the low velocity case for a model time
of 100 days. The analytical solution is compared to saturation profiles ob-
tained by the explicit method (a) and the implicit method (b) using different
CFL time step multipliers. CFL 1.0 corresponds to the time step which satisfies
the CFL condition, where CFL 0.5 is half of this time step. CFL 50 corresponds
to an overstepping factor of 50. The explicit solution matches the analytical
solution well for CFL multiplier ≤ 1, but it does not give a reasonable satura-
tion profile for higher multipliers. The implicit solution converges for higher
CFL multipliers, although it yields diffusive water fronts with increasing time
step.
The L2 relative error∥∥∥∥Sana(x)− Snum(x)Snum(x)
∥∥∥∥
2
, x ∈ [0, L] (2.30)
for different CFL time step multipliers where a convergence to the analytical so-
lution is achieved is shown in Fig. 2.7. The implicit solver converges for all CFL
time step multipliers ≤ 60, where the L2 relative error increases with increasing
time step due to the numerical dispersion and reaches 50% for CFL multiplier
= 50. The computational time for all simulations using an explicit or implicit
method was 1 sec. Therefore, for a low velocity case, the explicit solver would
have the advantage of lower relative error compared to the implicit solver using
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small time steps.
Figure 2.7: Relative error of the explicit and the implicit method for different CFL mul-
tipliers for the low velocity case in log10 scale. The explicit methods yields
the smallest error, but is constrained by the CFL condition. The implicit solver
converges to the analytical solution as the overstepping multipliers decreases
and the error increases with increasing time step due to numerical disper-
sion.
The domain for the second case is L = 1000 m long and has a 1000 times
higher permeability of K = 10 D, which yields higher fluid velocity of v = 1.6×
10−4 m/s. The CFL time step for saturation equation decreases to ∆tmax = 558 sec.
Fig. 2.8 shows the water saturation profile after 25 days obtained with the analyt-
ical solution of the Buckley-Leverett problem and the numerical solution using
the explicit method (a) and the implicit method (b). Here again, the explicit
solver matches the analytical solution, but yields a reasonable saturation profile
only for CFL multiplier ≤ 1. In contrast to the low velocity case, the numerical
dispersion using the implicit method is less prominent for all CFL multipliers
and its increase with increasing time step is significantly lower.
The lower numerical dispersion results in a relative error below 12% for all CFL
multipliers, where a convergence of the implicit solver to the analytical solution
is achieved (Fig. 2.9). The numerical error is reduced to 10% for CFL multiplier
of 50, compared to 50% for the low velocity case. A slight improvement in the
CPU time with higher CFL multipliers, i.e. larger simulation time steps, can be
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(a) (b)
Figure 2.8: Water saturation profiles for the high velocity case for a model time of 25
days. The analytical solution is compared to saturation profiles obtained by
the explicit method (a) and the implicit method (b) using different CFL time
step multipliers. CFL 1.0 corresponds to the time step which satisfies the CFL
condition, where CFL 0.5 is half of this time step. CFL 50 corresponds to an
overstepping factor of 50. Compared to the low velocity case, the numeri-
cal dispersion is significantly lower for both methods, the explicit and the
implicit method for solving the saturation equation.
observed (see Table 2.2) but this improvement comes at the expense of numerical
accuracy. The numerical error resulting from the IMPES method is again notably
lower.
CFL multiplier 0.5 1 10 20 30 40 50 60
explicit 6 sec 3 sec - - - - - -
implicit 18 sec 10 sec 3 sec 3 sec 2 sec 2 sec 2 sec 2 sec
Table 2.2: CPU time for the high velocity case simulations for a model time of 25 days.
The IMPES method is faster than the IMPIS method for CFL multiplier ≤ 1, but
CPU time for the IMPIS decreases for larger time steps (CFL multiplier ≥ 30) at
expense of accuracy (see Fig. 2.9).
The simple Buckley-Leverett problem shows that the IMPIS method has the
advantage of slightly faster solution for the saturation equation although the nu-
merical error is higher than the one obtained by the IMPES method. Nevertheless,
the numerical error decreases with higher fluid velocities and smaller CFL time
steps. In case of flow simulations in NFR, the velocities will vary greatly due
to highly heterogeneous permeability field. In the fractures, the combination of
high fluid velocities and small cells will dominate the determination of the CFL
time step, which will cause the IMPES method to become inefficient. In contrast,
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Figure 2.9: Relative error of the explicit and the implicit method for different CFL mul-
tipliers for the high velocity case in log10 scale. The relative error is half an
order of magnitude smaller compared to the low velocity case. Here, the rel-
ative error for the implicit method increases at a slower rate with increasing
time steps. The explicit method yields the lowest error when the CFL condi-
tion is satisfied, i.e. for a CFL timestep multiplier ≤ 1.
the IMPIS method benefits from the ability of overstepping the CFL condition
and hence is computationally more efficient. As the CFL time step is controlled
by the region with high fluid velocities, the overstepping the CFL condition in
the regions where fluid velocities are low, e.g. the rock matrix, will be small if
present at all. For example, the overstepping in the high velocity case above us-
ing a CFL multiplier of 50 leads to a global time step of ∆t = 27900 sec, which
corresponds to a CFL multiplier of 0.5 in the low velocity case.
2.3.2 Quarter Five Spot Model
The quarter five spot model has dimensions of 200 m× 80 m and is composed
of 2352 finite elements and 1256 nodes, i.e. finite volumes (Fig. 2.10). The imper-
meable barrier in the centre has a low permeability of 1.0× 10−3 mD whereas
the surrounding matrix has a permeability of Km = 1 D. The model was initially
saturated with 90% oil and 10% water. The standard Brooks Corey model was
used for computing relative permeabilities curves. The two fluids have the same
viscosity µw = µo = 1.0× 10−3 Pa · s, hence, viscosity ratio equals 1.0. Similar
to the Buckley-Leverett problem, the capillary diffusion effects were neglected
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here by setting the capillary diffusion constant to a value nearly zero (Table 2.3).
The pressure at the injector located at the lower left model corner was fixed at
2.0× 106 Pa. The producer was located at upper right model corner. Its pressure
is fixed at 0.0 Pa. This corresponds to a pressure gradient of 9.3 × 103 Pa/m
along the line connecting the corners. The pressure equation was solved once
at the beginning of the simulation and the resulting velocity field was held con-
stant during the whole simulation. This ensures a constant CFL time step (Eq. 2.9)
during the simulation such that the explicit and the implicit solutions of the sat-
uration equation are directly comparable to each other. The time step for the
IMPES method is then ∆tIMPES = ∆tCFL = 1.374× 103 sec. For the implicit solver,
the time step was set to ∆tIMPIS = ∆tCFL ∗ 50 = 6.87× 104 sec, an overstepping
factor of 50.
Figure 2.11 shows the simulation results obtained with IMPES and IMPIS meth-
ods after 32 days (a), 72 days (b) and 95 days (c). Water flows radially from the
lower left corner towards the producer until the impermeable barrier is reached,
where the water front has to circumvent the barrier.
Figure 2.10: A 2D unstructured mesh for the quarter five spot simulations with an in-
jector in the lower left and an producer in the upper right model corner.
The dimensions are 200 m× 80 m. An impermeable barrier is located in the
model centre. The mesh contains 2352 finite elements. The complementary
FV grid consists of 1256 finite volumes. The rock and fluid properties for the
simulation are listed in Table 2.3.
The water fronts obtained with the IMPIS scheme are at the same position as
the ones computed by the IMPES method at all times but are smeared due to nu-
merical dispersion inherent to implicit time stepping. This behaviour can be ob-
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(a)
(b)
(c)
Figure 2.11: Water distribution in a quarter five spot model with an impermeable bar-
rier (see Fig. 2.10) after 32 days (a), 72 days (b) and 95 days (c) comparing
the IMPES (left) and IMPIS scheme (right). The water fronts are located at
the same position although the fronts obtained with the IMPIS method are
slightly more diffuse because of the numerical dispersion inherent to im-
plicit time stepping schemes.
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(a)
(b)
(c)
Figure 2.12: Absolute error defined as |Sw,IMPES− Sw,IMPIS| for the IMPIS method after 32
days (a), 72 days (b) and 95 days (c). Note that the colour bar is in log10 scale.
The highest discrepancy to the IMPES reference solution occurs immediately
at the water front and is caused by numerical dispersion.
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Parameter Value Unit
matrix permeability Km 1000 mD
matrix porosity φm 0.25 [−]
fracture permeability K f 1.0× 10−3 mD
fracture porosity φ f 0.25 [−]
diffusivity D 1.0× 10−25 [m2/sec]
density water ρw 1000 kg/m3
density oil ρo 1000 kg/m3
initial water saturation Swi 0.1 [−]
initial oil saturation Soi 0.9 [−]
residual water saturation Swr 0.0 [−]
residual oil saturation Sor 0.0 [−]
Brooks Corey exponent λBC 3.0 [−]
viscosity water µw 1.0× 10−3 Pa · s
viscosity oil µo 1.0× 10−3 Pa · s
Table 2.3: Rock and fluid properties for the quarter five spot simulations (Fig. 2.10).
served in Fig. 2.12 which shows the difference in saturations between the IMPES
and IMPIS approaches. Taking the explicit solution as a reference, the absolute
error for the IMPIS approach is calculated as
error = |Sw,IMPES − Sw,IMPIS|. (2.31)
The highest difference in the saturation values can be observed immediately at
the water front where the error reaches values of nearly 10%. However, behind
the front, the error reduces to 1% and less. This is a satisfying result considering
that with the IMPIS method, the CPU time was around ten times less compared
to the IMPES approach (Tab. 2.4).
Simulation IMPES IMPIS speed-up factor
Quarter Five Spot 258 sec 27 sec 9.56
Table 2.4: CPU time for the quarter five spot two-phase flow simulation for a model time
of 95 days. The IMPIS method is approximately ten times faster than the IMPES
method with comparable accuracy of the simulation result (Fig. 2.11).
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2.3.3 Bristol Channel Model
To analyse the performance of IMPES and IMPIS methods using the DFM ap-
proach, two-phase flow in a model of a fractured limestone outcrop in the Bristol
Channel (Belayneh, 2004) (Fig. 2.13) was simulated. The model dimensions are
8 m× 5 m. The corresponding finite element mesh (Fig. 2.13 c) consists of 302061
elements and 151399 nodes. The rock matrix has a permeability of 100 mD and
the fractures are 100 times more permeable. A horizontal injector was located at
the left model boundary. Its pressure was fixed at 1.248× 107 Pa. A horizontal
producer was located at the right model boundary and its pressure was fixed
at 1.234× 107 Pa. For the first simulation, a viscosity ratio of 1 was considered
(µw = µo = 1.0× 10−3 Pa · s), for the second the viscosity of oil was increased
to µo = 5.0× 10−3 Pa · s such that µw/µo = 0.2 (Table 2.5). As in the previous
cases, capillary diffusion was neglected and the velocity field was held constant
throughout the simulation after the initial solution of the pressure equation.
For the first simulation with the viscosity ratio of 1.0, the time step given by
CFL condition is ∆tIMPES = 2.77 sec. This small time step was to be expected as
the elements representing the fractures are small but their velocity is high be-
cause the permeability is 100 times higher in the fractures than the rock matrix.
Again, the time step for the implicit solver of the advection equation is chosen
by multiplying it with a overstepping factor of 50 as ∆tIMPIS = 138.40 sec.
Figure 2.14 shows the water fronts after 0.5 day (a) and 1 day (b) of flow
simulation for the viscosity ratio of 1.0. Water propagates quickly through the
high permeable fractures and enters the rock matrix only at a later stage. The
highest absolute error for the IMPIS scheme compared to the IMPES method again
occurs immediately at the water front in the fractures (Fig. 2.15). The region of
highest absolute error increases during the simulation as numerical dispersion
increases with time, but the error remains at 1%− 3% compared to the IMPES
scheme, which is still acceptable. The speed-up factor for the IMPES scheme is
27.22 (Tab. 2.6). This speed-up is remarkable considering that a simulation can
now be performed within a single day with the IMPIS method compared to a
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(a)
(b)
(c)
Figure 2.13: A photograph of a fractured limestone outcrop in the Bristol Channel, UK
(a), its geometrical representation (map view) (b) and the corresponding
unstructured finite element mesh (c) (Geiger et al., 2009b). The properties for
the simulations are listed in Table 2.5. A horizontal injector and a producer
operating at fixed pressure were placed on the left hand side boundary and
the right hand side boundary, respectively. The mesh contains 302061 finite
elements and 151399 finite volumes. Note that many small elements are
needed to discretise the fractures which have an aperture of approximately
1 mm. The small FEs will affect the time step for the IMPES method via the
CFL condition.
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Parameter Value Unit
matrix permeability Km 100 mD
matrix porosity φm 0.2 [−]
fracture permeability K f 10 D
fracture porosity φ f 1.0 [−]
diffusivity D 1.0× 10−25 [m2/sec]
density water ρw 1000 kg/m3
density oil ρo 1000 kg/m3
initial water saturation Swi 0.3 [−]
initial oil saturation Soi 0.7 [−]
residual water saturation Swr 0.0 [−]
residual oil saturation Sor 0.0 [−]
Brooks Corey exponent λBC 3.0 [−]
Simulation 1
viscosity water µw 1.0× 10−3 Pa · s
viscosity oil µo 1.0× 10−3 Pa · s
Simulation 2
viscosity water µw 1.0× 10−3 Pa · s
viscosity oil µo 5.0× 10−3 Pa · s
Table 2.5: Rock and fluid properties used for two-phase flow simulations in the Bristol
Channel model (Fig. 2.13).
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(a)
(b)
Figure 2.14: Water distribution for the first two-phase flow simulation in the Bristol
Channel model with a viscosity ratio of 1.0 after 0.5 day (a) and 1 day
(b) using the IMPES method (left) and the IMPIS method (right). The water
fronts are located at the same position. The difference between the two time
stepping schemes is visually not observable.
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month with the IMPES scheme.
Figure 2.16 shows the water fronts after 0.5 day (a) and 1 day (b) of flow sim-
ulation for the viscosity ratio of 0.2. Compared to the previous Bristol Channel
simulation, the water front propagates notably slower because of the increased
oil viscosity. Note that this slower propagation of the water front compared to the
case with a viscosity ratio of 1.0 is due to the boundary conditions in this simula-
tion where pressures are kept constant at injector and producer. This behaviour
is also observed in the IMPES time step that satisfies the CFL condition, which is
now ∆tIMPES = 12.43 sec, i.e. four times higher than in the previous simulation.
The time step for the IMPIS method was chosen accordingly as ∆tIMPIS = 621.5 sec
(factor 50).
The absolute error for the IMPIS scheme compared to the IMPES reference so-
lution is nearly zero across the whole domain (Fig. 2.17). The CPU time for both
schemes decreased. It decreased by a factor of 4.4 in the IMPES method and by
a factor of 2.3 in the IMPIS method. Therefore, the speed-up factor of the IMPIS
method was only 14.64 (Tab. 2.6).
Simulation IMPES IMPIS speed-up factor
µw/µo = 1.0 458044 sec 16827 sec 27.22
µw/µo = 0.2 104725 sec 7154 sec 14.64
Table 2.6: CPU time for two-phase flow simulation in the Bristol Channel model for a
model time of 1 day. The IMPIS method is around 27 times faster than the
IMPES method for a viscosity ratio of 1.0 and 14 times faster for a viscosity
ratio of 0.2. In both cases, IMPES and IMPIS method have comparable accuracy.
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(a)
(b)
Figure 2.15: Absolute error defined as |Sw,IMPES − Sw,IMPIS| for the two-phase flow sim-
ulation using the IMPIS method after 0.5 day (a) and 1 day (c) in the Bristol
Channel model with a viscosity ratio of 1.0. Note that the colour bar is in
log10 scale. The highest discrepancy to the IMPES reference solution occurs
immediately at the water front in the fractures and is caused by numeri-
cal dispersion, inherent to implicit time stepping schemes. The maximum
absolute error is 3%.
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(a)
(b)
Figure 2.16: Water distribution for the second two-phase flow simulation in the Bristol
Channel model with viscosity ratio of 0.2 after 0.5 day (a) and 1 day (b) us-
ing the IMPES method (left) and the IMPIS method (right). The water fronts
are located at the same position. The difference between the two time step-
ping schemes is visually not observable.
(a) (b)
Figure 2.17: Absolute error defined as |Sw,IMPES − Sw,IMPIS| for the two-phase flow sim-
ulation using the IMPIS method after 0.5 day (a) and 1 day (c) in the Bristol
Channel model with a viscosity ratio of 0.2. Note that the colour bar is in
log10 scale. The error for IMPIS compared to the IMPES reference solution is
nearly zero across the entire model.
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2.4 summary
In this chapter, the DFM approach for modelling NFR was presented. It repre-
sents the fractures as well as the matrix explicitly using a hybrid finite element
finite volume grid, i.e. a grid where different types of elements with different di-
mensions are combined. Assuming incompressible, immiscible and isothermal
two-phase flow, the governing equations are solved sequentially, that is they
have been decoupled into a pressure and a saturation equation. The solution for
the pressure field is obtained by applying a standard Galerkin FEM scheme with
implicit time stepping. The saturation equation is solved on a complementary
FV grid using implicit time stepping and an iterative Newton method. The New-
ton method was enhanced with a line search backtracking algorithm as a global
convergence safeguard.
It was demonstrated that the resulting Implicit Pressure - Implicit Satura-
tion (IMPIS) has similar accuracy compared to the classical IMPES scheme which
served as a reference solution when applied to heterogeneous media. The ab-
solute error was between 1% and 10%. The largest error always occurred at
close proximity to the saturation fronts. The error was negligible away from the
front. This is because of the numerical dispersion inherent to implicit schemes.
A speed-up factor of at least ten was achieved for the presented examples. How-
ever, the speed up factor depends on the particular problem at hand and no
general statements can be given for a arbitrary models of a NFR. But it is ex-
pected that the IMPIS scheme will be increasingly more efficient compared to the
IMPES scheme when the contrast in fluid velocities, and hence range of permissi-
ble time-steps in the model, increases.
Although the IMPIS scheme is not restricted by the CFL time step, it is still not
unconditionally stable. The geometry of flow barrier and flow conduits seem
to affect the stability of the IMPIS scheme. For example, for the 2D simulations
presented here, an overstepping factor of > 60 for the CFL condition led to diver-
gence of the Newton method. Also, the strong physical coupling of the pressure
and the saturation equation requires frequent updates of the velocity field, and
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hence pressure values, such that the time step is physically limited. An auto-
matic calculation of the largest possible time step for which the implicit solver is
still stable could not be identified and is subject to future work. The numerical
error induced by the operator splitting will be studied later in Chapter 5.
A fully implicit scheme for solving two-phase equations (Eq. 2.1) would be
unconditionally stable for arbitrary time steps but requires a more challenging
treatment of the non-linear system and results in a more complex global solution
matrix, in particular if unstructured grids are used. Comparison of fully implicit
approach and the IMPIS method was not conducted for this thesis and is also
subject to future work.
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G E N E R A L D U A L - P O R O S I T Y M O D E L L I N G F O R C A P I L L A RY
A N D G R AV I T Y D R I V E N F R A C T U R E - M AT R I X F L U I D
E X C H A N G E
3.1 introduction
Naturally Fractured Reservoirs (NFR) can often be classified as multi-continua
media, comprising a flowing, high-permeable fracture domain and an immobile,
i.e. stagnant, low-permeable matrix domain. Viscous and gravitational forces
dominate in the fracture (flowing) domain while matrix domain (which pro-
vides the main storage) is dominated by capillary and gravitational forces. In
the previous chapter, the Discrete Fracture and Matrix (DFM) approach was in-
troduced to model fluid flow in both, fractures and matrix, simultaneously. If
the advective fluid flow in the matrix is negligibly small, flow calculations can
be restricted to the fractures only. The computational domain is then explicitly
parted into the flowing fracture domain and the stagnant matrix domain, which
is the so-called Dual-Porosity (DP) approach (Fig. 3.1).
Fractures-matrix fluid exchange is then modelled via the transfer function T,
which contributes an additional source term for the flowing domain. Equation
2.8 therefore changes to
φ
∂Sw
∂t
+∇ · ( fwvt − λ¯ (∇Pc +∆ρg))− q = T. (3.1)
The transfer function T = f (Lc, β) depends on the matrix block sizes, that is the
characteristic length of the matrix block Lc (i.e. σ = L−2c is the shape factor), and
the transfer rate coefficient β, which describes the speed of the fluid exchange
53
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between fractures and the matrix due to rock and fluid properties.
Figure 3.1: Conceptual representation of one simultaion grid block in Naturally Frac-
tured Reservoirs (NFR) represented by a Dual-Porosity (DP) model. The DP
model assumes uniformly distributed matrix blocks. Fracture - matrix fluid
exchange is computed via a transfer function T.
The concept of the DP model was first introduced for single phase flow by Baren-
blatt et al. (1960); Warren and Root (1963) and later extended to two phase flow
by Mattax and Kyte (1962). Since then, many more authors contributed to the
improvement of the model (e.g., Kazemi et al., 1976; Gilman and Kazemi, 1983;
Quandalle and Sabathier, 1989; Lu et al., 2008) by introducing new transfer func-
tions for two and three-phase systems. These transfer functions include new
shape factors to account for fracture spacing and new transfer rate coefficients
based on calculation of fluid potentials in the matrix blocks to account more ac-
curately for the two types of displacement of fluids in the rock matrix: Vertical
displacement due to gravitational forces and all-directional displacement caused
by capillary forces.
The ratio of capillary to gravitational forces
r =
L
L− H =
∆ρgL
σJ∗
√
Km
φm
(3.2)
indicates which process is dominating in the rock matrix (Di Donato et al., 2006).
Here, L is the height of the matrix block, H the amount of capillary rise of the
wetting fluid in presence of a non wetting fluid, σ is the interfacial tension and
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J∗ refers to the entry pressure of the dimensionless Leverett J-function.
If the fluids have significantly different densities, i.e. ∆ρ >> 0, and/or high
matrix blocks are present in the geological formation such that L is large, then
the capillary rise H is smaller than the height of the matrix block and one ob-
tains r >> 1. In this case, the non-wetting fluid enters the matrix blocks from the
top and replaces the wetting fluid due to gravitational forces downwards until
the capillary-gravity equilibrium is reached. The gravitational drainage process
takes place until the non-wetting fluid fills the upper sub-volume (L− H) Vm of
the matrix volume Vm.
On the other hand, if the capillary rise H is equal to or larger than the ma-
trix block height L and hence r ≤ 1, the transfer of the fluid between fracture
and matrix is controlled by capillary forces and the main driving force for fluid
exchange between fractures and matrix is spontaneous counter-current imbibi-
tion (e.g., Mattax and Kyte, 1962; Bourbiaux and Kalaydjian, 1990; Tavassoli et al.,
2005; Hatiboglu and Babadagli, 2007). Spontaneous counter-current imbibition
is induced by the difference of capillary pressure between the rock matrix and
the fracture, causing the wetting fluid to imbibe the porous medium and expel
the non-wetting fluid until the capillary equilibrium is reached, that is when the
capillary pressure in the matrix becomes zero.
While the fluid exchange between fractures and matrix due to gravitational
forces can be obtained by the analytical Buckley-Leverett solution for stable
downward displacement of fluids in a two-phase system (Hagoort, 1980), the
characterisation of fluid exchange between fractures and matrix due to sponta-
neous counter-current imbibition was based, until recently, on empirical models.
Therefore, many empirical so-called scaling groups were developed to quantify
and upscale the key parameters of the imbibition process. The principal idea of
a scaling group is to non-dimensionalise the time of recovery during the spon-
taneous counter-current imbibition. Using a scaling group, hence, enables to
simulate fracture matrix transfer in a DP model. The transfer can be quantified
directly if the matrix is heterogeneous as different transfer functions can be esti-
mated for the different scaling group. However, since these scaling groups were
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derived empirically, they were restricted to particular rock and fluid properties
and yielded poor predictions of fluid recovery if the rock-fluid system differed.
As a consequence, using scaling groups in transfer function of DP models can
lead to inaccurate recovery predictions if the scaling group is inadequate for the
chosen rock-fluid system.
Schmid and Geiger (2012, 2013) derived a scaling group based on an analytical
solution of spontaneous counter-current imbibition by McWhorter and Sunada
(1990). This scaling group does not imply any restrictive assumptions other than
that the two-phase Darcy’s law is valid. It is hence applicable to arbitrary rock
and fluid properties and can be used straightforwardly in a DP model.
This chapter is structured as follows. In the next two sections, the transfer
functions for spontaneous counter-current imbibition and for gravity drainage
modelling are introduced. The former is based on the general scaling group for
spontaneous imbibition and the later on the two-phase Buckley-Leverett solution.
Then the transfer functions are validated for one-dimensional fluid exchange
comparing the simulation results to published laboratory experiments on Berea
sandstone cores and artificial consolidated porous media. Finally, recent shape
factors and their ability to capture three-dimensional imbibition processes are
reviewed.
3.2 dual porosity transfer function for spontaneous imbibition
3.2.1 Analytical Solution for Spontaneous Counter-Current Imbibition
Schmid and Geiger (2012, 2013) derived a general scaling group for spontaneous
counter-current imbibition assuming that capillary forces dominate, i.e. if fluid
densities are similar and/or the matrix blocks are not high such that gravita-
tional forces could be neglected here. The detailed derivation is discussed in
Schmid et al. (2011) and Schmid and Geiger (2012, 2013). For brevity, only the
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salient features are discussed here. The mass balance for incompressible and
immiscible two-phase flow is given by
φ
∂Sα
∂t
= −∇qα (3.3)
where φ is the porosity, S is the saturation of phase α and q refers to the volu-
metric flow rate of phase α:
qα = −K krα
µα
∇pα. (3.4)
Combining Eqs. 3.3 and 3.4, capillary-driven diffusion of saturation in the rock
matrix can be modelled as
φ
∂Swm
∂t
= ∇ (D (Swm)∇Swm) . (3.5)
D (Swm) denotes the capillary dispersion coefficient of the fluid phases
D (Swm) = −Kλnw f (Swm) dpcdSwm , (3.6)
where pc is the capillary pressure. K refers to the matrix permeability while
λnw f (Swm) is the the mobility of the non-wetting fluid times fractional flow.
McWhorter and Sunada (1990) derived a solution for equation 3.6 assuming
specific boundary conditions
Swm (x = 0, t) = 1− Snwr
Swm (x, t = 0) = Swm (∞, t = 0) = Swmc,
(3.7)
with the residual non-wetting saturation Swnr and the connate wetting fluid sat-
uration Swmc. Schmid et al. (2011) showed that their solution is not specific but
a general solution for spontaneous counter-current imbibition: The cumulative
volume of water imbibed from the fracture into the matrix at a time t can be
calculated as
Qw (t) = 2At1/2 (3.8)
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with A being a parameter that is uniquely defined for any fluid and rock param-
eters (McWhorter and Sunada, 1990; Schmid et al., 2011)
A =
√
φ
2
∫ Smaxw f
Swmc
(Sw − Swmc) D (Sw)
F (Sw)
dSw. (3.9)
F(Sw) is the non-linear fractional flow function for the counter-current imbibi-
tion and can be seen as an analogue to the fractional flow function f (Sw) in the
Buckley-Leverett solution (Buckley and Leverett, 1942), but here includes capil-
larity
F (Sw) = 1−
[∫ Smaxw f
Sw
(β−Sw)D(β)
F(β) dβ
]
[∫ Smaxw f
Swmc
(β−Swmc)D(β)
F(β) dβ
] . (3.10)
Swmc is the initial or connate saturation of the wetting fluid in the matrix, where
Smaxw f is the wetting phase saturation in the adjacent fracture.
The parameter A can be computed using an iterative Newton method as
showed by Fucik et al. (2007). An alternative approach to calculate A was in-
troduced by Bjørnara and Mathias (2013) using a Chebyshev spectral collocation
method.
The cumulative volume of water imbibed, together with the corresponding
characteristic length Lc provides the universal scaling group for arbitrary petro-
physical and fluid properties:
tD =
(
Qw (t)
φLc
)2
= t
(
2A
φLc
)2
(3.11)
The transfer rate coefficient β, which is needed for our dual-porosity model, is
now given as
βSI =
(
2A
φLc
)2
. (3.12)
All parameters in Eq. 3.12 can be measured in the laboratory or estimated us-
ing pore-network modelling (Blunt, 2001; Blunt et al., 2002, 2013). Importantly,
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because the transfer function is based on an exact analytical solution, data from
laboratory experiments can be upscaled directly to the field scale, leaving the
characteristic length Lc (or the shape factor σ = L−2c ) as the only unknown be-
cause the fracture properties at reservoir conditions are difficult to establish.
3.2.2 Spontaneous Imbibition Transfer Function
The exact analytical solution is valid until time
t∗ =
(
φLc
2AF′(Sw)
)2
, (3.13)
that is the time when the imbibition front reaches the nearest no-flow boundary.
Nonetheless, a good approximation of the recovery beyond that point can be
obtained from the exponential model of Aronofsky et al. (1958),
R
R∞
=
(
1− eγβSI t
)
=
Swm − Swmc
1− Snwr − Swmc , (3.14)
where R is the recovery of the non wetting phase, R∞ the ultimate recovery and
βSI is the transfer rate coefficient (Eq. 3.12). γ is a fitting parameter and can be
determined by fitting R to experimental data. Schmid and Geiger (2013) showed
that setting γ ≈ 70 already covers spontaneous imbibition simulations for over
40 laboratory experiments. Using Eq. 3.14, I follow Di Donato et al. (2007) and
derive the transfer function TSI for spontaneous counter-current imbibition for
a matrix block surrounded by fractures
TSI =
 γβ
SIφm (1− Snwr − Swm) , Sw f > 0
0, Sw f = 0 .
(3.15)
Here, Sw f is the wetting fluid saturation in the fractures. If the surface area of
the matrix block is not in contact with the wetting fluid, spontaneous imbibition
cannot occur and the transfer is zero.
Note that Eq. 3.15 describes a first order mass transfer, which assumes uni-
form or averaged saturation in the matrix, i.e. a linear saturation gradient. For
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modelling the spatial distribution of the wetting fluid saturation, higher order
rate models should be considered (see e.g. Haggerty and Gorelick, 1995; Geiger
et al., 2013; Tecklenburg et al., 2013).
3.3 dual porosity transfer function for gravity drainage
The transfer function describing the gravity drainage process is based on the
Buckley-Leverett solution for stable downward displacement of the wetting fluid
(e.g. oil) due to injection of a non-wetting fluid (e.g. gas). Assuming that the gas
is incompressible, an assumption that is valid if the average pressure in the
reservoir is at least an order of magnitude higher than the pressure drop during
the field life, the two-phase Darcy flow for vertical displacement can be written
as (Di Donato et al., 2006)
φ
∂Sw
∂t
+
∂qw
∂z
, (3.16)
with qw being the wetting phase flow rate
qw =
λw
λt
qt +
Kλwλnw
λt
∂pc
∂z
+
Kλwλnw (ρw − ρnw) g
λt
. (3.17)
Here qt = qw + qnw is the total flow rate, pc = pnw − pw is the capillary pressure
and λt = λw + λnw is the total mobility.
Hagoort (1980) suggested that capillary forces during a gravitational drainage
process are negligible such that the capillary term can be omitted. He also as-
sumed that the non-wetting phase mobility is much higher than the wetting
phase mobility and the mobility ratio terms in Eq. 3.17 can be neglected as well.
He then non-dimensionalised Eq. 3.16 by introducing the reduced porosity
φ∗ = φ (1− Swr − Sim) , (3.18)
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Figure 3.2: Left: X-ray CT scans from a gravity drainage experiment obtained by Sahni
(1998). The gas enters the core that is initially saturated with oil and im-
mobile, connate water at the top. Oil drains freely under gravity until the
capillary gravity equilibrium is reached. Right: Oil saturation profile at cap-
illary gravity equilibrium. The height of the gas reached its final position at
the capillary rise H.
the effective wetting phase saturation
S∗w =
Sw − Swr
1− Sim − Swr , (3.19)
the dimensionless distance
zD =
z
L
, (3.20)
and the dimensionless time
tD =
K∆ρg
µwφ∗L
t. (3.21)
Now the Buckley Leverett solution can be readily applied to the reduced equa-
tion
∂S∗w
∂tD
+ k′rw
∂S∗w
∂zD
. (3.22)
With the wetting fluid saturation profile obtained from the Buckley-Leverett anal-
ysis, the average recovery at late time can then be calculated as (Hagoort, 1980;
Di Donato et al., 2006):
R
R∞
= 1−
(
βGDt
)− 1a−1
S∗nw
, (3.23)
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where S∗nw is the maximum possible non-wetting fluid saturation
S∗nw = R∞ = (1− Sim) L−
∫ L
0
P−1cwnw (∆ρgh) dh (3.24)
in the matrix block. P−1cwnw (∆ρgh) is the saturation profile of the wetting fluid af-
ter reaching the capillary gravity equilibrium. βGD is the transfer rate coefficient
for gravity drainage
βGD =
aaKmkmaxrwm∆ρg
(a− 1)a−1φmµwL . (3.25)
Here, the characteristic length L is the height of the matrix block and the expo-
nent a is defined such that
krw = kmaxrwm (Swm − Swrm)a (3.26)
holds for low wetting fluid saturations (Di Donato et al., 2007).
The gravity drainage transfer function TGD can now be written as
TGD =

βGDφm
a−1 ( S
∗
nw − Snwm)a , Snw f > 0
0, Snw f = 0 .
(3.27)
3.4 saturation update in the flowing domain
The update of the saturations in the fracture domain at time step n + 1 for the
cell j can now be computed using operator splitting as
Sn+1f j = S
n+1,int
f j −
φm
φ f
(
Sn+1mj − Snmj
)
, (3.28)
where Sn+1,intf j is the interim fracture saturation after the advection computation
in the flowing domain and φ f is the fracture porosity. Snmj is the previous rock
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matrix saturation in the virtual matrix cell j at time step n and Sn+1mj is the new
saturation at time n + 1 calculated as
Sn+1mj = S
n+1
wmj = S
∗
wj −
(
S∗wj − Snwmj
)
e−γβ
SI∆t, (3.29)
applying the transfer function TSI (Eq. 3.15) when r ≤ 1, or in case of gravity
driven fluid exchange (r > 1) using TGD (Eq. 3.27)
Sn+1mj = S
n+1
nwmj = S
∗
nwj −
((
S∗nwj − Snnwmj
)1−a
+ βGD∆t
)− 1a−1
. (3.30)
Here βSI and βGD are the transfer rate coefficients for spontaneous imbibition
(Eq. 3.12) and gravitational drainage (Eq. 3.25), respectively.
To ensure that not more fluid enters the matrix blocks than initially available
in the fracture domain, for all cells j with Sn+1,intf j < 0 the saturations in the rock
matrix sub-domain are recalculated as
Sn+1mj = S
n
mj +
φ f
φm
Sn+1,intf j , (3.31)
and fracture saturation is then set to zero (Sn+1f j = 0).
3.5 validation with experiments
I am now presenting a suite of DP simulations to validate the previously intro-
duced transfer functions for fracture-matrix fluid exchange due to capillary TSI
and gravitational forces TGD. These DP simulations are compared with published
data from laboratory experiments (Zhang et al., 1996; Babadagli and Hatiboglu,
2007; Pedrera et al., 2002). Further validations of the general scaling group for
spontaneous counter-current imbibition for water-wet and mixed-wet rocks can
be found in Schmid and Geiger (2012, 2013).
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3.5.1 Spontaneous Counter-Current Imbibition
The laboratory experiments were performed on Berea sandstone cores, which
were epoxy sealed, leaving one side open for imbibition Fig. 3.3a. The samples
were saturated with hydrocarbons or air as the non-wetting phase. The cores
were oriented horizontally when put in contact with the wetting fluid for imbi-
bition. The size of the cores and their horizontal position allow me to neglect
gravity effects. Table 3.1 gives the rock and fluid properties used in experiment
’BC13’ and ’17’ of Zhang et al. (1996) and Babadagli and Hatiboglu (2007), respec-
tively. For one-dimensional DP simulations, relative permeability and capillary
pressure curves derived from pore-network modelling (Valvatne and Blunt, 2004)
were used. These relative permeability and capillary pressure curves showed
good agreement with experimental data conducted by Oak (1990) on water-wet
Berea cores (Fig. 3.3 (b) and (c)). Thus, having accurate relative permeability and
capillary pressure curves can minimise errors related to the two-phase flow func-
tions and hence the accuracy of the universal transfer coefficient βSI (Eq. 3.12)
can be tested more thoroughly.
As mentioned earlier, many empirical derived scaling groups for spontaneous
imbibition exist to date (Morrow and Mason, 2001; Schmid and Geiger, 2012).
To demonstrate the performance of the universal transfer rate βSI (Eq. 3.12), it
is compared to simulations with two well-known empirical formulations for the
transfer rate coefficient β. These are the rate coefficient of Ma et al. (1997)
βMa =
√
K
φ
σ√
µwµnw
1
L2c
(3.32)
and the rate coefficient of Zhou et al. (2002)
βZhou =
√
K
φ
σ
L2c
√
λ∗rwλ∗rnw
1√
M∗ + 1√
M∗
, (3.33)
where σ is the interfacial tension. Ma et al. (1997) derived their empirical scaling
group, and hence β, by analysing and comparing the experimental data provided
by Mattax and Kyte (1962), Hamon and Vidal (1986) and Zhang et al. (1996). The
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(a)
(b)
(c)
Figure 3.3: Spontaneous counter-current imbibition experiments on Berea sandstones.
(a) Cores were epoxy sealed such that only one end was open for imbibi-
tion, grey area shows the seal (s. Tab 3.1 for core dimensions). The cores
were saturated with Soltrol220 (Zhang et al., 1996) or air (Babadagli and
Hatiboglu, 2007) as the non-wetting phase. They were placed horizontally
when immersed into the wetting phase. The wetting phase was a synthetic
reservoir brine or water, respectively. Relative permeability (b) and capillary
pressure (c) curves for modelling imbibition were taken from Oak (1990) and
Valvatne and Blunt (2004) for water-wet Berea core. Gravitational effects can
be neglected in both experiments.
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use of
√
µwµnw is empirical and correlates well with recovery observed for oil-
water systems, but fails to predict recovery in gas-water systems (Zhang et al.,
1996). Later Zhou et al. (2002) suggested that the transfer rate not only depends
on viscosities but rather on the phase mobilities and the total mobility of the
system. They derived an empirical scaling group which, in addition to the group
of Ma et al. (1997), depends on λ∗rα = k∗rα/µα, i.e. the characteristic mobility for
the phases and the characteristic mobility ratio M∗ = λ∗rw/λ∗rnw. For evaluation
of λ∗r and M∗ the end-point relative permeabilities k∗rα are used.
sample BC13 (Zhang et al., 1996)
Lc [cm] 4.998 µw [Pa · s] 9.67× 10−4
K [mD] 503.6 µo [Pa · s] 0.03782
φ [/] 0.209 ρw [g/cm3] 1.012
σ [mN/m] 47.38 ρo [g/cm3] 0.848
Swmi [/] 0.0 Sor [/] 0.45
sample 17 (Babadagli and Hatiboglu, 2007)
Lc [cm] 10.16 µw [Pa · s] 0.001
K [mD] 500.0 µg [Pa · s] 1.80× 10−4
φ [/] 0.21 ρw [g/cm3] 1.0
σ [mN/m] 72.9 ρg [g/cm3] 0.001
Swmi [/] 0.0 Sgr [/] 0.37
Table 3.1: Overview of the parameters used to simulate the one dimensional counter-
current imbibition experiments of Zhang et al. (1996) and Babadagli and Hati-
boglu (2007), respectively.
Fig. 3.4 compares the relative recovery R/R∞ of one dimensional DP simula-
tions with the actual experimental data. The fracture was constantly filled with
water, i.e. water saturation in the fracture cell was always held at Sw f = 1.
Simulations using βMa capture the early time behaviour in the first brine-oil
experiment of Zhang et al. (1996) well. This is not surprising because this partic-
ular experiment was used when Ma et al. (1997) derived βMa empirically. On the
other hand, βMa over-predicts the late time behaviour. It completely fails to pre-
dict the recovery in the water-air system in the second experiment of Babadagli
and Hatiboglu (2007). In comparison to the laboratory results, the simulation
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(a)
(b)
Figure 3.4: Simulation of counter-current imbibition using different transfer rate formu-
lations and comparing with experimental results (?) observed in the lab.
Blue is the predicted relative hydrocarbon recovery using the Ma coefficient
(Eq. 3.32), red denotes to the here presented βSI (Eq. 3.12) and green is the
recovery by using the Zhou transfer rate equation (Eq. 3.33). (a) Brine-oil
system. Experimental data from the BC13 sample in Zhang et al. (1996). (b)
Water-gas system. Spontaneous counter-current imbibition with core 17 pub-
lished in Babadagli and Hatiboglu (2007). t* indicates the time until the ana-
lytical solution for spontaneous imbibition is valid (Eq. 3.13).
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with βMa over-predicts the recovery by more than 60% at early time.
The simulations using βZhou under-predict the recovery in the brine-oil system.
Hence βZhou is not suitable for this set of rock and fluid properties. In contrast
to simulations with βMa, simulations with βZhou are able to model the late-time
behaviour of the water-gas experiment more accurately because here the impor-
tance of the gas mobility dominates.
Conversely, simulations using the universal transfer rate coefficient βSI of Schmid
and Geiger (2012, 2013) show very good agreement with data of both experi-
ments. This implies that once one has established the rock and fluid properties
for the matrix blocks, either using Special Core Analysis (SCAL) or pore-network
modelling, the transfer rate coefficient of Schmid and Geiger (2012, 2013) always
yields the correct transfer rates for spontaneous counter-current imbibition and
hence transfer function TSI (Eq. 3.15), regardless of the fluid-rock system. In
other words, with the new βSI there is no longer the risk that the wrong transfer
rate coefficient could be chosen for the given fluid and rock properties as this
would result in predictions of fracture-matrix fluid transfer that can be orders of
magnitude off.
3.5.2 Gravity Drainage
The gravity drainage transfer function TGD (Eq. 3.27) is validated by simulating
fracture-matrix transfer in a 1m long vertical oriented core. The core comprises
a strongly water-wet artificial consolidated porous media. It was epoxy sealed
but the top and bottom of the core were left open for injection and production
(Fig. 3.5 (a)). Table 3.2 gives the rock and fluid properties used in the experi-
ment. The core was initially saturated with CO2 and subsequently flooded with
brine. Afterwards, oil was injected until the brine reached its residual satura-
tion Sim, which remained immobile during the later oil drainage. Finally, oil was
drained due to gravity forces by injected air at the top. The relative permeabil-
ity curves and the capillary pressure curve were calculated using data obtained
from gamma-ray measurements (Pedrera et al., 2002). Fig. 3.5 (b) and Fig. 3.5 (c)
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show fitted Brooks-Corey models for the oil relative permeability and the cap-
illary pressure. These relative permeability and capillary pressure models were
used for the calculation of the transfer rate coefficient βGD (Eq. 3.25) when sim-
ulating oil drainage with the DP approach.
L [cm] 100 µo [Pa · s] 11.3× 10−3
K [D] 7.0 µg [Pa · s] 0.018× 10−3
φ [−] 0.41 ρo [kg/m3] 831
σ [mN/m] 21.5 ρg [kg/m3] 1.29
Swc [/] 0.21 Sor [/] 0.12
Table 3.2: Overview of the parameters used to simulate the gravity drainage process (Pe-
drera et al., 2002).
Fig. 5.10 compares the oil recovery from the DP simulations using TGD (Eq. 3.27)
with the experimental data. Excellent agreement is observed between the simu-
lated recovery and the experimental results at both, early and late time, without
requiring of tuning any parameters. This is a strong indication that the gravity
drainage transfer function (Eq. 3.27) is well suited to simulate gravity-driven
fluid exchange between flowing (fractures) and the stagnant (matrix) domain as
long the assumptions of incompressible gas and neglected capillary forces re-
main valid.
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
3.5 validation with experiments 70
(a)
(b)
(c)
Figure 3.5: Gravity drainage experiment. The core comprising artificially consolidated
porous media was placed vertically and saturated first by brine and after-
wards by oil. The inlet at top and the outlet at bottom were opened for grav-
ity drainage, grey area indicates the seal (s. Tab 3.2 for core dimensions) (a).
Relative permeabilities (b) and capillary pressure (c) data (black stars) were
measured during the experiment. These data were fitted using the Brooks-
Corey model (blue line) to calculate the transfer rate coefficient for gravity
drainage βGD.
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Figure 3.6: Comparison of a DP simulation for a gravity drainage process (blue) using the
gravity transfer function TGDk with recovery curves obtained experimentally
(black). Note that the gravity-dominated DP model does not require fitting or
tuning parameters (Table 3.2).
3.6 matrix - fractures shape factors
Another crucial parameter to quantify fracture matrix fluid exchange is the shape
factor σ. The analytical solution for spontaneous imbibition described earlier was
derived for one dimensional displacement where the shape factor corresponds
to the inverse squared characteristic length of a matrix block σ = L−2c , i.e. the
distance between inlet of the matrix block and the nearest no-flow boundary. If
one side of a uniform matrix block is open to imbibition, Lc is the length of
the matrix block. If two opposite ends of a uniform matrix block are open to
imbibition, Lc is half the length of a matrix block as the imbibition fronts meet
in the centre of the matrix block. In reality, however, it is more common that
all faces of the matrix block are surrounded by fractures filled with a wetting
fluid and thus imbibition can occur over all sides of the block. This leads to a
quasi-radial propagation of the imbibition front in the matrix block rather than
one-dimensional, piston-like displacement. To capture this multi-dimensional
behaviour, many shape factors were introduced in the literature (Warren and
Root, 1963; Kazemi et al., 1976; Coats, 1989; Lim and Aziz, 1995; Ma et al., 1999).
To analyse how different shape factors affect the non-wetting fluid recovery for
3D matrix block with the transfer function TSI , different fine-grid simulations
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of spontaneous counter-current imbibition are presented here for the following
conditions:
• one side of the matrix is open for imbibition (one-end-open, OEO),
• two opposite sides of the matrix are open for imbibition (two-ends-open,
TEO),
• all faces of the matrix block are open for imbibition (all-faces-open, AFO).
Note that the gravity drainage process is a one-dimensional vertical displace-
ment process and thus the characteristic length for transfer function TGD is al-
ways the height of the matrix block L. No sensitivity analysis of the shape factors
is necessary here.
The fine-grid single-porosity simulations solving the diffusion equation (Eq. 3.5)
were performed using two different simulators, a commercially available reser-
voir simulator (FD simulator) and the research grade C++ simulation platform
Complex Systems Modelling Platform (CSMP++) (Matthai et al., 2007). The for-
mer uses a finite difference discretization on structured grids for simulating two
phase flow. To ensure that only the diffusion part of two-phase flow is consid-
ered, the gravity constant GRAVCONS was set to zero (see A.3). CSMP++ em-
ploys a finite element method on tetrahedral unstructured grids and solves the
diffusion equation directly. For a better comparison of the fine-grid simulations
results, grids with approximately 1, 000, 000 elements were employed in both
simulators. The fluid and matrix properties used for the simulations are listed
in Table 3.3. The wetting fluid is assumed to be water and the non-wetting fluid
is assumed to be oil. Fig. 3.7 shows the relative permeability and capillary pres-
sure curves for a water-wet Berea sandstone core used for the simulation. The
matrix block dimensions are 10× 10× 10 metres. The fractures surrounding the
matrix block are assumed to be constantly filled with water i.e. Sw f = 1.0− Snwr
during the entire simulation. This scenario corresponds to instantaneously filled
fractures.
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matrix permeability Km 10.0 mD
matrix porosity φm 0.2
viscosity wetting µw 5.0× 10−4 Pa · s
viscosity non-wetting µnw 5.0× 10−3 Pa · s
interfacial tension ITF 35.0 mN/m
initial saturation wetting Swmc 0.4
residual non-wetting Snwr 0.422
Table 3.3: Properties used in the counter-current imbibition simulations, taken from Be-
hbahani et al. (2006).
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Figure 3.7: Relative permeability curves for a Berea sandstone (Oak, 1990) (a) and pore
network predicted dimensionless J-function (capillary pressure) from Val-
vatne and Blunt (2004) (b) used in the imbibition simulations.
3.6.1 One-Dimensional Fluid Exchange Between Fractures and Rock Matrix (OEO
and TEO case)
First, the simulated water front propagation is compared in the rock matrix with
the analytical solution. In contrast to laboratory experiments on cores, where
some uncertainty in the measurements of data is omnipresent, the fine-grid sim-
ulators solve the diffusion equation with the same input data as for the analyt-
ical solution. Thus, for one dimensional flow, the fine-grid simulations should
match the profiles until the no-flow boundary is reached. One dimensional flow
is given if one side or two opposite sides of a matrix block are exposed to the
wetting fluid while all remaining faces of the matrix block are sealed. In these
cases, Lc is the length of the matrix block, i.e. Lc = 10 m, respectively Lc = 5 m
if two opposite ends are open. Figure 3.8 shows the profiles of the wetting fluid
saturation for different times. Both fine-grid simulations match the analytical so-
lution well. We note that the FD simulator predicts a slightly faster advance of
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Figure 3.8: Imbibition fronts at different times for the one-dimensional flow experiment.
Profiles obtained with CSMP++ for the one-end-open (OEO) case (red) and
two-ends-open (TEO) case (black) match the position of the analytically com-
puted front (blue) well. The position of fluid fronts obtained with the FD
simulator (green) progress slightly faster at later times, but still agree well
with the analytical solution.
the saturation fronts but still agrees well with the analytical solution.
Figure 3.9 shows the oil recovery as a function of dimensionless time tD = tγβ.
The results from fine-grid simulations match that of the analytical solution. In
contrast, using the exponential DP model RR∞ = 1− e−γβt (Eq. 3.14) in conjunction
with the universal transfer rate coefficient β (Eq. 3.12), causes poor agreement in
the early time behaviour. However, recovery is matched at late time. This differ-
ence is due to initially steep saturation gradients within the matrix block, which
leads to a recovery rate decline proportional to 1/
√
t at early time (Patzek et al.,
2013). Later, after a so-called interference time, the recovery decays exponentially
such that the Aronofsky formulation (Eq. 3.14) yields good agreement of recov-
ery curves at late time. A possible remedy to describe the recovery for the entire
imbibition process, would be a transfer function which uses second derivatives
of the capillary potential to keep higher order terms as done by Zimmerman
et al. (1996).
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Figure 3.9: Oil recovery against dimensionless time for TEO experiment. The recovery
obtained with CSMP++ (red) and the FD simulator (green) matches the ana-
lytical solution (blue). The DP approach (dashed) under-predicts the recovery
at early time, but agrees with the analytical solution at late time.
3.6.2 Three-Dimensional Fluid Exchange Between Fractures and Rock Matrix
As mentioned earlier, the analytical solution is derived for one dimensional flow.
However, in nature, the imbibition of a wetting fluid into the rock matrix will
be three-dimensional, which must be modelled by the appropriate choice of a
shape factor. This is the AFO case. One of the first shape factors for simulating
fracture-matrix exchange in 3D was introduced by Kazemi et al. (1976) as
σ = L−2c = 4
(
1
L2x
+
1
L2y
+
1
L2z
)
, (3.34)
where Li is the side length of the matrix block in ith direction. In our case, we
have Lx = Ly = Lz = 10 m. This shape factor assumes a linear pressure gradient
between the fractures and the matrix block centre, that is the shape factor de-
pends only on the matrix geometry but the pressure gradient in the matrix block
is not accounted for. This is analogous to the first order DP model (Eq. 3.15)
where a linear saturation gradient is assumed. Later Kazemi et al. (1992) ex-
tended their formulation to
σ = L−2c = pi2
(
1
L2x
+
1
L2y
+
1
L2z
)
, (3.35)
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which describes a pseudo-steady state pressure gradient in the matrix block.
The same expression was independently derived for the case of isotropic matrix
permeability by Lim and Aziz (1995), who also developed a shape factor using
a cylindrical approximation of a matrix cube (Lx = Ly = Lz = L) to approximate
the shape factor as
σ = L−2c =
25.67
L2
. (3.36)
Similar shape factors for uniform matrix cubes were derived by Coats (1989) as
σ = L−2c =
24.0
L2
(3.37)
and Thomas et al. (1983) as
σ = L−2c =
25.0
L2
. (3.38)
Note that Thomas et al. (1983) assumed a mobility ratio of approximately 1
in their derivation. Fig. 3.10 shows recovery profiles from 3D simulations of
spontaneous imbibition for AFO. It compares the fine-grid simulation result to
the predicted non-wetting fluid recovery using the transfer function with the
different shape factors discussed in Eqs.(3.34), (3.35) and (3.36). Recall that the
FD simulator predicted a slightly faster advance of the water front compared
to the unstructured grid simulations (Fig. 3.8). The consequences are now more
pronounced in 3D as there is a noticeable difference in predicted recovery at
early time. The vertical line in Fig. 3.10 represents time t∗ (Eq. 3.13) until which
the analytical solution is valid. The recovery predicted by the exponential DP
approach (Eq. 3.14) agrees well with the analytical solution until t = t∗ but also
models the late time behaviour well. We observe that the analytical solution and
the dual porosity model using Kazemi’s original shape factor (Eq. 3.34) under-
predict the recovery at all times. This difference is because of the assumption
of a linear saturation gradient between the fracture and the matrix block centre,
which artificially enlarges the volume of the matrix block and slows down the
recovery. Better results, especially at early time, are obtained with the shape
factors of Kazemi and Gilman (1993) and Lim and Aziz (1995) (Eqs. 3.35 and
3.36). In these cases, the analytical solution yields a perfect match with the single
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Figure 3.10: Non-wetting fluid recovery as a function of time (left) and dimensionless
time (right) varying the shape factor σ for transfer rate coefficient computa-
tion. (a) σ after Kazemi et al. (1976), (b) σ after Kazemi and Gilman (1993)
and (c) σ after Lim and Aziz (1995).
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porosity simulations of CSMP++ at early time. The dual porosity simulations
slightly under-predict recovery at early times and slightly over-predict the late
time behaviour, but still give a reasonable approximation of the overall recovery.
3.7 summary
In this chapter, the general DP approach was presented. It models fluid exchange
between fractures and matrix due to capillary and gravity forces using analyti-
cally derived transfer functions:
The transfer function for spontaneous counter-current imbibition, TSI is based
on the first analytical solution of spontaneous imbibition (Eq. 3.15).
The transfer function for gravity drainage, TGD is based on the Buckley-Leverett
solution for downward displacement of the non-wetting fluid in a column (Eq. 3.27).
Both transfer functions matched the laboratory experiments well and are suf-
ficient for predicting one dimensional flow between fracture and matrix block.
While the gravitational drainage process is always one dimensional, it is a ver-
tical displacement from top to bottom, spontaneous counter-current imbibition
process, usually is a three dimensional process. Typically all faces of a matrix
block, surrounded by fractures, are in contact with the wetting fluid. This three
dimensional displacement was modelled using different shape factors. The im-
pact of these shape factors was analysed by comparing DP simulations with high-
resolution Finite Difference Method (FDM) and Finite Element Method (FEM) sim-
ulations. These results showed that pseudo steady-state shape factors, which
account for the quasi radial propagation of the saturation fronts due to the sat-
uration gradients, are more suitable to predict the three-dimensional fracture-
matrix mass transfer, especially at early time. Another approach to model the
three dimensional spontaneous imbibition could be a derivation of the analyti-
cal solution for spontaneous imbibition (Section 3.2) in radial coordinates using
the distance between the fracture-matrix exchange area and the centre of the
matrix volume as the characteristic length. To what extend a transfer function
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based on such analytical solution would model recovery from different matrix
block shapes appropriately, is subject to future work.
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4
M U LT I - R AT E D U A L - P O R O S I T Y M O D E L L I N G
4.1 introduction
The classical Dual-Porosity (DP) approach introduced in the previous chapter
(Ch. 3) assumes uniform rock and fluid properties (i.e. permeability, porosity,
wettability) and uniform fracture spacing within one simulation grid cell. The
rock matrix in the conventional DP model is hence often idealised as a series
of sugar cubes (Fig. 4.1 b). Fluid exchange between fractures and matrix is de-
scribed by one single transfer function T using properties, which are averaged
over the grid cell. Therefore, the DP models are also called Single-Rate Dual-
Porosity (SRDP) models. In the groundwater community SRDP models for va-
dose zone areas are referred to as mobile-immobile or multi-porosity models
(Šimu˚nek et al., 2003; Gerke, 2006). However, considering that simulation grid
cells are usually large, of the order of 100× 100× 10 m, the matrix block sizes
and the rock properties may vary significantly within one simulation grid block.
For Single-Porosity (SP) models, the rock properties are upscaled to obtain av-
erage porosity and permeability values (Christie, 1996; Budd and Vacher, 2004).
However, in DP models large (or less permeable) matrix blocks release oil at sig-
nificantly slower rates compared to smaller (or more permeable) matrix blocks.
This can lead to order of magnitude variations of transfer rates in a single grid
cell. Neglecting this matrix heterogeneity by using a single average transfer func-
tion as discussed in Chpater 3, inevitably leads to a loss of information. It does
not allow to capture the multi-rate behaviour of fracture-matrix transfer in frac-
tured porous media that emerge if the matrix is heterogeneous. Accounting for
heterogeneity of the rock matrix below the scale of a reservoir simulation grid
80
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cell therefore, aims to represent fractured geological formations more realisti-
cally.
(a) (b) (c)
Figure 4.1: (a): Fractured carbonate formation in Morocco with different matrix block
sizes (Image courtesy of Herman Boro, SGS Horizon). (b): Conceptual rep-
resentation of fractured porous media represented by the standard SRDP
model and a single transfer function. (c): More realistic MRDP model where
multiple transfer functions, representing for example different shape factors,
can be present in a single grid block.
A straight forward solution to solve this problem is to use an approach, which
models the multiple rates of fluid exchange within one grid cell. This is the so-
called Multi-Rate Dual-Porosity (MRDP) approach. Haggerty and Gorelick (1995)
pioneered the MRDP model by developing a Multiple Rate Mass Transfer (MRMT)
model for single-phase solute transport with mobile and immobile domains.
The MRMT model uses a distribution of transfer rates between the mobile and
immobile domain. The advantage of the MRMT model was demonstrated by
modelling tracer tests in fractured dolomite formations. Haggerty et al. (2001)
demonstrated that different transfer rates between the mobile fractures and im-
mobile matrix often cannot be averaged in a straightforward manner and pre-
dicted breakthrough curves can differ by orders of magnitude for observed ar-
eas if only single rate is assumed (see Fig. 1.10). More recently, the concept of
the MRMT model was introduced in the petroleum literature for multi-phase
flow simulations (Di Donato et al., 2007). Using streamline simulations, Di Do-
nato et al. (2007) showed that fundamentally different recovery predictions are
obtained if more than one transfer function is used in a single simulation grid
block (Fig. 4.2).
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Figure 4.2: Cumulative oil rate predictions from imbibition simulations of the Liu7 oil
field (China) using Single-Rate Dual-Porosity (SRDP) model and Multi-Rate
Dual-Porosity (MRDP) model with N = 2 and N = 3 (Di Donato et al., 2007).
Significantly different oil recoveries are obtained when employing more than
one transfer function.
In this chapter, the numerical formulation of the MRDP model is introduced as
proposed by the Di Donato et al. (2007). The multi-rate transfer function is based
on the transfer functions presented in Chapter 3. Then the effect of including
small-scale geological information is analysed on the overall recovery of the non-
wetting fluid. The results of the standard SRDP approach are compared with
fine-grid simulations and the MRDP model considering multiple scenarios where
fracture spacing and matrix permeabilities differ.
4.2 multi-rate dual-porosity transfer function
To capture the additional small-scale matrix heterogeneities, each simulation
grid cell Ω is assumed to be composed of N rock matrix sub-domains Ωk, each
with its own set of parameters (Fig. 4.1c) as
Ω =
⋃
Ωk k = 1 · · ·N. (4.1)
For the kth sub-domain Ωk, these are the matrix permeability Kmk, the matrix
porosity φmk, the wettability defined by the relative permeabilities krwk, krnwk
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and capillary prerssure Pck curves, and the characteristic length Lck of the rock
matrix blocks. I reiterate that the rock matrix is assumed to be occupied by
two immiscible and incompressible fluid phases, the wetting (Swm) and the non-
wetting phase (Snwm). However, modelling the presence of a third phase is pos-
sible under the assumption that this fluid is immobile at all times such that
1.0 = Swm + Snwm + Sim with Sim = const.
Di Donato et al. (2007) defined the matrix sub-domain porosities correlating
the pore volume of the sub-domain Ωk to the overall bulk volume of the simula-
tion grid cell Ωb as
φkm =
Ωk
Ωb
k = 1 · · ·N. (4.2)
However, for the application of the transfer function based on the analytical
solution for spontaneous imbibition TSI (Eq. 3.15) actual porosities of the rock
matrix are needed. Hence, the porosities of each rock matrix sub-domain are
defined in the conventional way as
φmk =
Ωk
Ωbk
k = 1 · · ·N, (4.3)
where Ωbk is the bulk volume of the rock matrix sub-domain. They sum up to
the overall matrix porosity in the simulation grid block as
φm =
∑Nk=1Ωk
Ωb
=
∑Nk=1 φmkΩbk
Ωb
. (4.4)
The wetting phase saturation of the rock matrix in the simulation grid block is
then defined as
φmSwm =
N
∑
k=1
φmkΩbkSwmk
Ωb
, (4.5)
and the multi-rate transfer function is consequently
T = φm
∂Swm
∂t
=
N
∑
k=1
φmkΩbk
Ωb
∂Swmk
∂t
=
N
∑
k=1
Tk. (4.6)
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The fluid transfer from matrix sub-domains to adjacent fractures is modelled
individually through the corresponding transfer function Tk, k = 1 . . . N which
can model either capillary driven fluid exchange (Eq. 3.15)
Tk =
Ωbk
Ωb
TSIk =
Ωbk
Ωb
γkβ
SI
k φmk (S
∗
wk − Swmk) , (4.7)
or gravity driven drainage of the non-wetting fluid (Eq. 3.27)
Tk =
Ωbk
Ωb
TGDk =
Ωbk
Ωb
βGDk φmk
ak − 1 ( S
∗
nwk − Snwmk)ak . (4.8)
Here γk and ak are fitting parameters (see Ch. 3) but it is noted that γk ≈ 70
already provides an excellent value for a wide range of experiment data (Fig.
1.5). S∗α is the maximum possible saturation of the wetting fluid phase α = w
S∗wk = (1.0− Snwmr − Sim) , (4.9)
or the non-wetting fluid α = nw
S∗nwk = (1− Sim) L−
∫ L
0
P−1c (∆ρgh) dh, (4.10)
where Snwmr is the residual non-wetting phase saturation and Sim is the third
immobile phase. L refers to the height of the matrix blocks, Pc is the capillary
pressure, ∆ρ is the density gradient and g the gravitational acceleration.
Each transfer term Tk hence models the rate at which a matrix sub-region k
releases the fluid, based on the properties (e.g. permeability, wettability, shape
factor) present in that sub-region. That means rather than using one transfer
function T with averaged properties, T is the sum of the N transfer functions Tk
(Di Donato et al., 2007).
The update of the saturations in the fracture domain at time step n + 1 for the
fracture cell j can now be computed as
Sn+1f j = S
n+1,int
f j −
N
∑
k=1
φmkΩbk
φ fΩb
(
Sn+1mkj − Snmkj
)
, (4.11)
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where Sn+1,intf j is the interim fracture saturation after the advection computation
in the fracture domain and φ f is the fracture porosity. Snmkj refers to the previous
rock matrix saturation of the sub-domain k in the virtual matrix cell j at time
step n and the Sn+1mkj is the new saturation at time n + 1 calculated as
Sn+1mkj = S
n+1
wmkj = S
∗
wkj −
(
S∗wkj − Snwmkj
)
e−γkβ
SI
k ∆t, (4.12)
applying the transfer function TSIk (Eq. 3.15), or in case of gravity driven fluid
exchange using TGDk (Eq. 3.27)
Sn+1mkj = S
n+1
nwmkj = S
∗
nwkj −
((
S∗nwkj − Snnwmkj
)1−ak
+ βGDk ∆t
)− 1ak−1
. (4.13)
βSIk and β
GD
k are the transfer rate coefficients for spontaneous imbibition (Eq. 3.12)
and gravitational drainage (Eq. 3.25), respectively.
To be consistent with mass balance, only as much fluid can enter the matrix
domain as initially available in the fracture domain, the fluid in the fracture
domain must be equally distributed between the N matrix sub-domains. To this
end, the total amount of fluid that is taken up by the matrix sub-domains are
calculated as
∆SmjT =
1
φ f
N
∑
k=1
φmkΩbk
Ωb
(
Sn+1mkj − Snmkj
)
, (4.14)
in order to obtain the fraction of required fluid volume in the matrix and present
fluid volume in the fracture domain
F =
∆SmjT
Sn+1,intf j
, (4.15)
for all cells where Sn+1,intf j 6= 0. There is sufficient amount of fluid provided in the
fracture domain when F ≤ 1. Otherwise, when F > 1 the saturations in the rock
matrix sub-domain are recalculated as follows:
Sn+1mkj = S
n
mkj +
(
Sn+1mkj − Snmkj
)
F
, (4.16)
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allocating equivalent portion of the available fluid to each sub-domain. The sat-
uration in the fracture domain is now set to zero (Sn+1f j = 0).
If N = 1, the model collapses to the standard SRDP approach. Assuming that
the rock and fluid properties are not changing significantly over the lifetime of
the field, the transfer rate coefficients βSIk and β
GD
k need to be computed only
once in the beginning of the reservoir simulation. Those values are stored in
the grid cells as additional parameters and allow us to update the matrix and
fracture saturations using the respective transfer functions. In case the rock and
fluid properties do greatly evolve over the lifetime of the reservoir due to, for
example chemical processes that dissolve the rock matrix or change its wettabil-
ity, the transfer rate coefficients must be recalculated with the new properties to
maintain realistic predictions of fracture-matrix fluid exchange. Alteration of the
rock and fluid properties usually does not occur abruptly such that a series of
large time intervals can be chosen where the transfer rates are assumed to be con-
stant. Therefore, the additional computational cost for the MRDP model mainly
consists of the summation of the transfer functions Tk and the calculation of the
saturation fraction F and is negligible for small N.
4.3 multi-rate dual-porosity simulations
In this section MRDP and SRDP simulations for six different matrix configura-
tions are compared. The matrix is heterogeneous and this heterogeneity must
be represented in a single grid cell in a dual-porosity simulation. To this end,
the effect of heterogeneity in matrix block sizes and matrix permeabilities on
recovery is studied. In the SRDP simulations, different means are used to average
these heterogeneities. In the MRDP model, averaging is not necessary since, in
contrast to SRDP model, each matrix sub-region has its own transfer function Tk
(Eq. 4.7). The SRDP and MRDP results are compared to fine-grid simulations for
validation purposes. The fine-grid simulations are performed solving the diffu-
sion equation (Eq. 3.5) on different geometries (Fig. 4.3) using the Finite Element
Method (FEM) of the Complex Systems Modelling Platform (CSMP++) suite. The
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meshes for the fine-grid simulations consist of approximately 900.000 elements
and 150.000 nodes.
Figure 4.3: Different geometries of a 1m3 cube
4.3.1 Different Matrix Block Size Distribution
Figure 4.3 shows six different geometries of a 1m3 cube, which consists of two
matrix block sizes with the side length of l1 = 0.5 m and l2 = 0.25 m, respectively.
For all but the first case, the volume of the cube is divided into two matrix sub
domains Ω = Ω1 ∪Ω2, where Ω1 = ∪Ml1 contains all the blocks with side length
l1. Ω2 = ∪Ml2 is composed of the smaller blocks. Case 1 has uniform matrix
block sizes and the volume of the cubes is equally distributed between Ω1 and
Ω2. For the characteristic length Lc = 1/
√
σ, Lc1 = 0.0919 m is obtained for Ω1
and Lc2 = 0.065 m for Ω2, respectively, when using the Kazemi and Gilman
(1993) shape factor σ (Eq. 3.35). The averaged characteristic length Lc for the
whole domain Ω is calculated using arithmetic, harmonic and geometric mean
of Lc1 and Lc2, weighted according to the volumes of Ω1 and Ω2 (Table 4.2). To
demonstrate the effect of the matrix block size distribution only, the fluid and
rock properties are assumed to be uniform (see Table 4.1 and Fig. 4.4 for more
information).
I concentrate only on the spontaneous counter-current imbibition process and
assume that all fractures are constantly filled with the wetting fluid Sw f = 1.0−
Snwr = 0.578. In other words, there is no advection in the flowing domain and
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matrix permeability Km 10.0 mD
matrix porosity φm 0.2
viscosity wetting µw 5.0× 10−4 Pa · s
viscosity non-wetting µnw 5.0× 10−3 Pa · s
interfacial tension ITF 35.0 mN/m
initial saturation wetting Swmc 0.4
residual non-wetting Snwr 0.422
Table 4.1: Properties used in the counter-current imbibition simulations, taken from Be-
hbahani et al. (2006).
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Figure 4.4: Relative permeability curves for a Berea sandstone (Oak, 1990) (a) and pore
network predicted dimensionless J-function (capillary pressure) from Val-
vatne and Blunt (2004) (b) used in the imbibition simulations.
gravitational forces are negligible due to the small height of the matrix blocks.
The ratio of capillary and gravitational forces is r < 1 (Eq. 3.2). The transfer rate
coefficients βSIk (Eq. 3.12) for the two sub-domains are then βΩ1 = 5.12× 10−6 and
βΩ2 = 1.02× 10−5. The SRDP transfer rate coefficients βΩ (Lc) using averaged
characteristic lengths Lc for the six cases are given in Table 4.3. Case 1 consists of
blocks of same size, thus one has Lc = Lc1 = Lc2 = 0.0919 m and consequentially
βΩ = βΩ1 = βΩ2 = 5.12× 10−6 sec−1.
Figure 4.5 shows the SRDP and MRDP simulation results for all geometries, us-
ing the arithmetic mean to average the characteristic length Lc. The overall oil re-
covery accelerates when increasing the number of smaller matrix blocks because
the fracture matrix surface area increases; fractures and matrix can exchange flu-
ids more efficiently. Case 1 serves as a benchmark for the MRDP approach. Here
the recovery curves coincide because one has TΩ(βΩ) = TΩ1(βΩ1) + TΩ2(βΩ2) for
uniform matrix properties. In cases 2 to 6, the SRDP model predicts higher recov-
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Lc [m] 1 2 3
arithmetic mean 0.0919 0.0775 0.0654
harmonic mean 0.0919 0.0753 0.0653
geometric mean 0.0919 0.0764 0.0654
Lc [m] 4 5 6
arithmetic mean 0.0723 0.0661 0.0680
harmonic mean 0.0706 0.0657 0.0672
geometric mean 0.0714 0.0659 0.0675
Table 4.2: Averaged characteristic lengths for the six models after Kazemi and Gilman
(1993) weighted with the corresponding volumes of Ω1 and Ω2
βΩ [sec−1] 1 2 3
arithmetic mean 5.11× 10−6 7.19× 10−6 1.01× 10−5
harmonic mean 5.11× 10−6 7.62× 10−6 1.01× 10−5
geometric mean 5.11× 10−6 7.40× 10−6 1.01× 10−5
βΩ [sec−1] 4 5 6
arithmetic mean 8.26× 10−6 9.89× 10−6 9.34× 10−6
harmonic mean 8.67× 10−6 1.00× 10−5 9.57× 10−6
geometric mean 8.47× 10−6 9.95× 10−6 9.48× 10−6
Table 4.3: Averaged transfer rate coefficients βΩ for the SRDP simulations using the av-
eraged characteristic length Lc.
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eries compared to the MRDP model. The difference between SRDP and MRDP
simulations is quantified as
∆R = (RSR − RMR) /RMR, (4.17)
where RSR is the recovery obtained with the SRDP simulations and RMR the
recovery predicted with the MRDP model. The largest difference is observed
in cases 2, 4 and 6 where the smaller matrix blocks occupy less or the same
volume as the bigger matrix blocks (Fig. 4.6). The smaller blocks release the non-
wetting phase faster, but the amount of non-wetting fluid produced is limited by
the volume Ω2 < Ω1. Through averaging, one assumes a sugar cube model with
equidistant fracture spacing which is significantly smaller than the spacing of the
dominant volume of Ω1. In fact, the averaged characteristic length Lc is closer to
Lc2 than to Lc1. Hence, faster recovery is predicted with the conventional SRDP
model. The difference in the SRDP and MRDP simulations is less if the mean
Lc is closer to the characteristic length of the dominant matrix volume. This is
the case in models 3 and 5, where Ω2 > Ω1 and Lc ≈ Lc2. In general, using the
arithmetic mean to average Lc yields results that are closest to the MRDP model,
although the difference to the harmonic and geometric mean is not significant.
The three cases (2, 4 and 6) where the discrepancy between the SRDP and
MRDP simulations is largest compared to the fine-grid single-porosity simula-
tions show that the MRDP model yields significantly better predictions of the
non-wetting fluid recovery (Fig. 4.7). The maximum relative error for MRDP
simulations lies at 50% at intermediate time, in contrast to 75% using the SRDP
approach and the arithmetic mean for Lc. Averaging Lc with the harmonic mean
leads to an error above 80% for the SRDP model at intermediate time. As stated
earlier in chapter 3, the pseudo-steady state shape factor (Eq. 3.35) yields bet-
ter approximations of the early time behaviour where the relative error of the
MRDP approach compared to fine-grid simulations is around 20%. Integrating
the relative error over time and normalising with the error from the MRDP simu-
lations shows that the error of the SRDP models, independently from the choice
of the averaging process (arithmetic, harmonic or geometric mean), is around
25% higher than the error from the MRDP model (Fig. 4.8). To reduce the er-
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Figure 4.5: Normalized non-wetting fluid recovery obtained with the SRDP (solid lines)
and the MRDP (diamonds) model as a function of time t (a) and dimen-
sionless time tD (b). Models with more smaller matrix blocks expel the non-
wetting fluid faster due to the increased fracture-matrix surface area. Recov-
ery curves obtained with SRDP and MRDP simulations for case 1 coincide
for uniform matrix block size distribution. For cases 2 to 6, the recovery pre-
dicted with the SRDP model is always faster than the recovery predicted with
the MRDP model.
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Figure 4.6: Relative discrepancy ∆R for SRDP and MRDP predictions. The solid lines
represent the discrepancy to SRDP simulations using the arithmetic mean
for averaging Lc, the dashed lines correspond to discrepancy for a geometric
mean and the dotted lines show the difference between recoveries obtained
with the MRDP model and the SRDP model using the harmonic mean. The
more heterogeneous the model is, the higher is the discrepancy: for case 1 the
difference between SRDP and MRDP simulations is zero because the matrix
has uniform properties. In general, arithmetic mean for averaging Lc in the
SRDP model leads to the smallest difference between the two DP models.
ror at intermediate times for both approaches, SRDP and MRDP, one should
consider applying a different shape factor formulation.
4.3.2 Different Matrix Permeability
In the previous section, It was assumed that the matrix permeability is uniform.
In most reservoirs, the matrix permeability will vary at the scale below a simu-
lation grid block. Such heterogeneities have subtle impacts on capillary driven
fracture matrix exchange: Blocks with higher permeability have orders of mag-
nitude different transfer rate coefficients β compared to low permeability matrix
blocks. To study the effect of heterogeneous permeability on fracture matrix
transfer, Km2 = 100 mD is assigned to the smaller sub-domain, that is Ω2 for
cases 1, 2, 4 and 6, and Ω1 for cases 3 and 5. The majority of the matrix volume
is still occupied by rocks with Km1 = 10 mD. The average permeability for SRDP
simulations, KΩ, is computed using arithmetic, harmonic or geometric mean
weighted with the volumes of Ω1 and Ω2 (Table 4.4). Table 4.5 and 4.6 show
the corresponding averaged transfer rate coefficients βΩ and the multi-rate coef-
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Figure 4.7: Relative error of SRDP and MRDP simulations for cases 2, 4, and 6 compared
to fine-grid simulation results as a function of time t (left) and dimensionless
time tD (right) using arithmetic mean (a), harmonic mean (b) and geometric
mean (c) for averaging Lc in the SRDP simulations. The MRDP model (dia-
monds) leads to better predictions of oil recovery than the SRDP model (solid
lines).
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Figure 4.8: Normalised cumulative error of SRDP and MRDP simulations for case 2, 4
and 6 compared to fine-grid simulations. The cumulative error of the SRDP
simulations is 25% higher than the cumulative error of the MRDP approach.
The smallest error is obtained using the arithmetic mean for averaging Lc.
Using harmonic or geometric mean results in the same cumulative error.
ficients βΩ1 and βΩ2 .
KΩ [mD] 1 2 3
arithmetic mean 55.0 21.25 21.25
harmonic mean 18.18 11.26 11.26
geometric mean 31.62 13.33 13.33
KΩ [mD] 4 5 6
arithmetic mean 32.50 32.50 55.0
harmonic mean 12.90 12.90 18.18
geometric mean 17.78 17.78 31.62
Table 4.4: Averaged matrix permeability KΩ for SRDP simulations.
Varying the matrix permeability and averaging it for the SRDP model yields
significantly different results for SRDP and MRDP simulations even for a very
modest permeability differences of one order of magnitude. The discrepancy in
predicted recovery between the SRDP and MRDP approaches is highest using
the arithmetic mean and smallest using the harmonic mean (Fig. 4.9). This is
exactly the opposite to the trend observed when only the shape factor varies
(Fig. 4.6).
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Figure 4.9: Relative discrepancy ∆R for SRDP and MRDP predictions of non-wetting
fluid recovery against tD, using arithmetic mean (a), harmonic mean (b) and
geometric mean (c) when computing the averaged permeability KΩ for SRDP
simulations. The arithmetic mean gives the highest discrepancy for all mod-
els.
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βΩ [sec−1] 1 2 3
arith. mean 1.20× 10−5 1.08× 10−5 1.47× 10−5
harm. mean 6.90× 10−6 7.85× 10−6 1.07× 10−5
geom. mean 9.09× 10−6 8.54× 10−6 1.17× 10−5
βΩ [sec−1] 4 5 6
arith. mean 1.53× 10−5 1.79× 10−5 2.22× 10−5
harm. mean 9.62× 10−6 1.13× 10−5 1.28× 10−5
geom. mean 1.13× 10−5 1.33× 10−5 1.69× 10−5
Table 4.5: Averaged transfer rate coefficients βΩ for SRDP simulations including matrix
heterogeneity.
1 2 3
βΩ1 [sec
−1] 5.12× 10−6 5.12× 10−6 1.62× 10−5
βΩ2 [sec
−1] 1.62× 10−5 3.23× 10−5 1.02× 10−5
4 5 6
βΩ1 [sec
−1] 5.12× 10−6 1.62× 10−5 5.12× 10−6
βΩ2 [sec
−1] 3.23× 10−5 1.02× 10−5 3.23× 10−5
Table 4.6: Multi rate transfer coefficients βΩ1 and βΩ2 for the MRDP simulations.
Increasing the permeability for the large matrix blocks in cases 3 and 5 dou-
bles the transfer rate between matrix and fractures in the sub-domain Ω1, which
leads to approximately the same transfer rate coefficient that is present in Ω2. In
other words, both domains are releasing the non-wetting fluid at similar rates,
hence little to no multi-rate characteristics are observed here. The SRDP with a
transfer rate coefficient βΩ ≈ βΩ1 ≈ βΩ2 will therefore lead to a good match of
recovery curves from the fine-grid simulations. On the other hand, increasing
the permeability to 100 mD in the smaller blocks (cases 1, 2, 4, and 6) triples
the transfer rate for the sub-domain Ω2. Therefore, fractures are filled with the
non-wetting fluid six times faster and multi-rate behaviour can be expected. Fig-
ure 4.10 shows the results of SRDP and MRDP simulations for cases 2, 4 and
6. The SRDP simulations scaled with the dimensionless time tD show the same
recovery regardless of the matrix heterogeneity and shape factor because they
were computed using one average transfer rate coefficient βΩ. In contrast, the
MRDP approach models the multi-rate behaviour observed in the fine-grid sim-
ulations. The small matrix blocks Ml2 ∈ Ω2 are releasing the the non-wetting
fluid faster than the bigger blocks but are limited by the volume of Ω2. Once
the smaller blocks are depleted, recovery slows down to the rate of the fluid ex-
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change between fractures and matrix blocks in the sub-domain Ω1. The recovery
curves map the same trend as the fine-grid simulations, but are slightly shifted
in time. The relative error for MRDP simulations confirms this: It remains nearly
constant at 40% until it drops to zero when the ultimate recovery is reached.
Small decrease of the fitting parameter γ in Eq. 3.14 could lead to a better match
between the fine-grid results and the MRDP results as it would slightly delay the
recovery. In Fig, 4.10, it can also be observed, that the multi-rate behaviour is
mostly prominent in case 6, where the two sub-domains Ω1 and Ω2 occupy the
same volume. Therefore the transfer rates βΩ1 and βΩ2 have a similar influence
on the recovery. In contrast, the multi-rate behaviour for cases 2 and 4 is less
noticeable as one finds that Ω1 > Ω2, such that the recovery is more controlled
by βΩ1 . The relative error for SRDP simulations ranges between 80% and 100%
using arithmetic mean, 40% and 70% using the harmonic mean and 40% and
80% for geometric mean, respectively (Fig. 4.11).
In general, one observes that the relative error for SRDP simulations using
different averaging techniques is at least twice as high at the maximal turning
point as the error for the MRDP model for very moderate matrix permeability
contrasts of a factor 10. However, geological reservoirs often have much stronger
permeability contrasts. Compared to similar cumulative error results obtained
for different mean types when only the matrix block size varied (Fig. 4.8), the cu-
mulative error for SRDP simulations here is more scattered and ranges between
15% and 40% above the MRDP cumulative error (Fig. 4.12). Here, using the arith-
metic mean for averaging Km leads to the highest error while the harmonic mean
leads to the lowest error. Again, the error for SRDP and MRDP simulations can
be reduced by choosing a different shape factor formulation.
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
4.3 multi-rate dual-porosity simulations 98
0 5 10 15 20 25 30 35 400
0.2
0.4
0.6
0.8
1
Time [days]
R
ec
ov
er
y 
[/]
 
 
Case 2 SRDP
Case 4 SRDP
Case 6 SRDP
Case 2 MRDP
Case 4 MRDP
Case 6 MRDP
Case 2 fine−grid
Case 4 fine−grid
Case 6 fine−grid
(a)
10−2 10−1 100 101 102 103
0
0.2
0.4
0.6
0.8
1
tD [−]
R
ec
ov
er
y 
[/]
 
 
Case 2 SRDP
Case 4 SRDP
Case 6 SRDP
Case 2 MRDP
Case 4 MRDP
Case 6 MRDP
Case 2 fine−grid
Case 4 fine−grid
Case 6 fine−grid
(b)
Figure 4.10: SRDP, MRDP and fine-grid simulations for cases 2, 4, and 6 but now in-
cluding heterogeneity in matrix permeability as well as a function of time
t (a) and dimensionless time tD (b). The MRDP approach (diamonds) leads
to better predictions of oil recovery than the SRDP model (solid lines). The
recovery curves show the same trend as the fine-grid simulations (dashed
line), but are shifted in time.
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Figure 4.11: Relative error for SRDP and MRDP simulations compared to fine-grid sim-
ulations for cases 2, 4, and 6, now including heterogeneity in the matrix
permeability as a function of time t (left) and dimensionless time tD (right).
The MRDP approach (diamonds) yields better predictions of non-wetting
fluid recovery than the SRDP model (solid lines) using the arithmetic (a),
harmonic (b) or geometric mean (c) averaging, except for case 6.
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Figure 4.12: Normalised cumulative error of the SRDP and MRDP simulations com-
pared to fine-grid simulations for variable matrix permeabilities.
4.4 summary
In this chapter the MRDP approach was presented. It allows for modelling sub-
grid heterogeneities in a dual continuum model. The heterogeneous rock ma-
trix in a simulation grid block is divided into N sub-domains defined by their
respective parameter sets (Kmk, φmk, krwk, krnwk, Pck, Lck, µw, µnw, ρrw, ρnw). Fluid
exchange between the kth matrix sub-domain and the fractures is defined indi-
vidually using transfer functions TSIk (Eq. 4.7) or T
GD
k (Eq. 4.8) when capillary
or gravitational forces dominate the process. The saturations in the flowing do-
main is then updated using the sum of the N transfer functions maintaining the
material balance between fractures and rock matrix.
I then examined the effect of different sub-grid heterogeneity, that is different
matrix block sizes and sub-domains with contrasting matrix permeability. MRDP
results compared to fine-grid simulations gave a reasonable prediction of the
recovery of the non-wetting fluid due to spontaneous imbibition. The multi-rate
behaviour observed for the fine-grid simulations was modelled adequately with
the MRDP approach, although recovery can be shifted in time. The MRDP predic-
tions can be further improved by using a different shape factor which accounts
for non-linear saturation gradients in a matrix block. Modelling multi-rate be-
haviour for SRDP simulations was attempted using different means to average
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characteristic lengths Lc and matrix permeabilities Km. The results in this chap-
ter indicate that it is very difficult to find a universal procedure that could be
used to average these properties. Here, the arithmetic mean yields better results
to average Lc, where the harmonic mean suited to average Km. Overall, the con-
ventional SRDP model yields faster non-wetting fluid recovery than the MRDP
model. Only on rare cases, that is when the matrix sub domains release the
non-wetting phase at a similar rate, the SRDP gives reasonable approximation
of recoveries. Such scenarios are very unlikely, considering that the small scale
heterogeneity prevail in geological formations.
Although the effect of sub-grid heterogeneity in only capillary dominated sys-
tems was studied in this chapter, the small-scale heterogeneity will somewhat
affect recovery in gravitational drainage processes. This effect is less prominent
as for spontaneous imbibition processes as the transfer rate coefficient βGD scales
with 1/L only in contrast to 1/L2 for βSI . This will be demonstrated in the next
chapter (Ch. 5).
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5
C O M B I N I N G U N S T R U C T U R E D G R I D S , D I S C R E T E
F R A C T U R E R E P R E S E N TAT I O N A N D D U A L - P O R O S I T Y
M O D E L S F O R I M P R O V E D S I M U L AT I O N O F N AT U R A L LY
F R A C T U R E D R E S E RV O I R S
5.1 introduction
Most Naturally Fractured Reservoirs (NFR) contain large faults, fracture corri-
dors, and fractures larger than a common reservoir simulation grid block, which
can act as conduits or barrier to fluid flow (Fig. 5.2). However, they also contain
regions with small-scale fractures that will affect the fluid flow at the scale below
a reservoir simulation grid cell (Odling, 1997; Aydin, 2000; Berkowitz et al., 2000;
Boro et al., 2013).
In Chapter 2, the Discrete Fracture and Matrix (DFM) approach was presented
where fractures (faults, fracture corridors, and small-scale fractures) and the rock
matrix can be modelled explicitly as discrete objects in the reservoir model. Al-
though this approach is well-suited to represent complexly shaped fractures, it is
intractable when modelling both, large- (above grid resolution) and small-scale
(below grid resolution) fractures at reservoir scale. Hence, some degree of up-
scaling for the small-scale fractures is still required.
The most common approach to model fractures in NFR is to compute averaged
rock properties for a given grid size and a given Discrete Fracture Network (DFN)
by applying suitable upscaling methods (e.g., Oda, 1985). The choice of the grid
size is a compromise between the reduction of the mesh size, which affects com-
102
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putational time, and the representation of the heterogeneities in the reservoir.
Once the fracture properties have been upscaled, the Dual-Porosity (DP) con-
cept can be applied in the reservoir simulation model (Dershowitz et al., 2000;
Cosentino et al., 2001; Ahmed Elfeel et al., 2010; Lemonnier and Bourbiaux, 2010;
Hui et al., 2013). The disadvantage of this DFN and DP modelling approach is
that sub-grid information can get lost when averaging fracture properties for
each simulation grid cell. Therefore, an enhanced DP method, the Multi-Rate
Dual-Porosity (MRDP) model was introduced in Chapter 4. In the MRDP model,
sub-grid heterogeneity is accounted for by modelling the fluid exchange between
fractures and matrix using a sum of transfer functions, one for each small-scale
heterogeneity, rather than one average transfer function as in standard Single-
Rate Dual-Porosity (SRDP) models. However, the MRDP model is only applicable
to regions in the reservoir that contain well connected fracture networks.
In this chapter, a novel combination of the two reservoir simulation approaches
are presented for NFR, i.e. a combination of the DFM and the MRDP approach.
The reservoir geometry is divided into regions where faults and other large-
scale fractures, as well as the rock matrix are modelled explicitly using the DFM
approach. The MRDP model is applied in other regions with well connected frac-
tures. Here, classical DFN upscaling can be used to obtain effective fracture per-
meabilities and shape factors in the reservoir (see Section 1.1.4). Upscaling is
required because there are too many small-scale fractures to be represented ex-
plicitly in the DFM approach. The multi-scale heterogeneities of the reservoir can
therefore be modelled more adequately by accounting explicitly for large faults
and fractures in the DFM regions and using the MRDP approach to upscale re-
gions where fractures are well connected.
5.2 definition of the dfm-mrdp model
To combine the DFM and MRDP approaches, the geological model is divided
into two regions, the DFM- and the MRDP-region prior to commencing a NFR
simulation (Fig. 5.1). The DFM region is defined as a region comprising faults
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and fractures above the size of a reservoir simulation grid cell. Here, fractures
are sparse and should be represented explicitly because advective flow through
the rock matrix may be equally important as flow through faults or fractures.
On the other hand, the MRDP region is defined as a region where fracturing
is intense such that flow occurs only in the fractures and the application of a
dual continuum model is justified. The MRDP region itself is partitioned in two
domains, the fracture (flowing) domain and the matrix (stagnant) domain as
discussed in Chapter 3.
Figure 5.1: Unstructured finite element mesh with large-scale faults represented explic-
itly using the DFM approach (note that matrix is not shown here). The model
also contains a single layer comprising a well-connected fracture network
which defines the MRDP region (Mesh courtesy Caroline Milliotte, NFR Stud-
ies).
Two domains can now be identified in the NFR model:
1. The flowing domain: This domain comprises the DFM region and the frac-
ture part of the MRDP region
2. The stagnant domain: This domain comprises the matrix part of the MRDP
region.
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The flowing domain is discretised using an unstructured hybrid element mesh
that utilises Finite Element Method (FEM) and Finite Volume Method (FVM) as
discussed in Chapter 2. The hybrid mesh enables to flexibly resolve the bound-
aries between the DFM and MRDP regions, but also to mesh the large-scale frac-
tures in the DFM region. These unstructured grids are not restricted to only mod-
elling fractures. As shown by Jackson et al. (2013) other sedimentary bodies
can also be meshed readily with the FEM/FVM method. Volumetric modelling of
large faults is possible but only required if the heterogeneity in the fault plane
(e.g. fault gauge) itself needs to be represented as a 3D volume. Large scale frac-
tures remain 2D surfaces because modelling them as 3D volumes increases the
computational time as the small elements decrease the time step due to the
Courant-Friedrich-Lewy (CFL) condition (Eq. 2.9).
Fig. 5.1 shows an example of a mesh that combines DFM and MRDP regions in a
fractured reservoir. Values in the DFM regions that are bounded by surfaces con-
tain uniform petrophysical properties. Likewise, each 2D fracture surface has
uniform properties. In the MRDP region, average grid-block properties for the
fractures can be computed for the flowing domain using, for example, Oda’s
method to compute effective fracture permeability and shape factors from the
underlying DFN (Oda, 1986; Dershowitz et al., 2000).
An important aspect of the meshing process is to maintain the validity of a DP
model assumption when selecting the size of the elements in the MRDP region. It
has to be ensured that the grid cell size is larger than the largest fracture spacing
in this region.
The stagnant domain is defined through a virtual grid that represents the ma-
trix and the corresponding transfer function T (Eq. 4.6) for each grid cell of the
MRDP region. In this context, additional variables need to be stored at each grid
cell, i.e the matrix rock properties permeability Km, porosity φm, relative per-
meability kr, capillary pressure Pc, and matrix block size, i.e. the characteristic
length Lc, and the residual saturations in the matrix (connate wetting phase sat-
uration Swmc and residual non-wetting phase saturation Snwmr), the saturation of
the third, immobile phase Sim and the actual fluid saturations (wetting phase sat-
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uration Swm and non-wetting phase saturation Snwm). Although the DFM model
can be combined with the SRDP approach, the general MRDP approach is em-
ployed here, i.e. a distribution of transfer functions is used in each grid cell. This
implies that N sets of matrix variables are stored at the nodes rather than just
one, according to the previously identified N matrix sub-domains in the MRDP
approach (Eq. 4.1). Therefore, at the cell j in the MRDP region, the additional
variables that represent the virtual matrix grid cells are:
(
K jmk φ
j
mk k
j
rk P
j
ck L
j
ck S
j
wmck S
j
nwmrk S
j
imk S
j
wmk S
j
nwmk
)
, k = 1 . . . N (5.1)
Using these matrix and fluid properties, the ratios of capillary forces to gravi-
tational forces rjk (Eq. 3.2) are computed in each grid cell of the MRDP region,
which yields the transfer rate coefficients at the cell j:
• βSI,jk if capillary forces dominate (Eq. 3.12) or
• βGD,jk if gravity forces dominate (Eq. 3.25).
Temporal discretisation uses the Implicit Pressure Implicit Saturation (IMPIS) al-
gorithm (Chapter 2) for the entire flowing domain, regardless if a reservoir re-
gion belongs to the DFM or to the MRDP region. It is reiterated that the IMPIS
method consists of sequential implicit solution of the pressure equation using
FEM and an implicit solution of the saturation equation using FVM. The latter
can be split further applying Strang operator splitting into an implicit solution
of the advection equation using FVM and an implicit solution of the capillary
diffusion equation using FEM. In the MRDP regions, an update of the saturations
in the fractures and matrix after each IMPIS step is necessary to account for the
fracture-matrix fluid exchange (Eq. 3.1).
The DFM region belongs entirely to the flowing domain, hence, further prop-
erties (Eq. 5.1)representing the virtual matrix are not needed. The additional
variables for the virtual grid cells can either be set to zero or are not defined in
first place to reduce the allocated memory. In both cases, the transfer rate coeffi-
cients are βSI = βGD = 0 and therefore, the transfer term is T = 0.
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In summary, the DFM-MRDP approach for simulating flow in a NFR can be
described as follows:
• Identify DFM and MRDP regions when modelling the reservoir and generat-
ing the finite element grid
• Upscale fracture properties in the MRDP regions and identify N matrix sub-
domains based on the heterogeneity of the rock properties and matrix vol-
umes
• Compute and store the transfer rate coefficients in the MRDP regions
• Solve the pressure equation in the flowing domain (i.e. DFM domain and
fractures in the MRDP domain) using FEM
• Compute the velocity field in the flowing domain
• Solve saturation equation in the flowing domain using FVM or apply Strang
splitting to solve the advection equation using FVM and solving the diffu-
sion equation using FEM
• Update saturation values of the flowing and stagnant domain of the MRDP
regions using stored transfer rate coefficients.
5.3 overview of reservoir simulation models and scenarios
This section provides an overview of the simulations using the DFM-MRDP ap-
proach. The simulations were performed to demonstrate the DFM-MRDP concept
by studying different two-phase flow scenarios including spontaneous imbibi-
tion and gravity drainage. Fig. 5.2 shows an outcrop of a fractured Jurassic car-
bonate rock which acts as the motivation for the proof-of-concept studies that
will be discussed in detail in the next sections.
In total, 6 flow scenarios are considered in the simulations. First, water flood-
ing simulations are presented in a model containing three highly fractured layers
(Section 5.4) which correspond to a scenario depicted in Fig. 5.2 (b). The three
layers are identified as MRDP regions. Recall that Chapter 4 discussed a study
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Figure 5.2: Above: Interpretation of fracture traces of a Jurassic Carbonate Ramp ana-
logue from the High Atlas, Morocco (Agar et al., 2010). Below: two outcrop
windows representing different multi-scale heterogeneity: several adjacent
layers containing many bed confined fractures and heterogeneous rock ma-
trix (b) and a less fractured layer between two highly fractured beds (c).
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of the fluid transfer from matrix to fractures which were constantly filled with
the wetting fluid. It was assumed that the the oil that was expelled due to spon-
taneous imbibition was immediately transported away in the fractures, that is
the wetting phase saturation in the fracture was held constant at 1− Snwr. Now
a more realistic scenario is studied where advection in the flowing domain is
considered and the saturations in the fracture can vary over time. Small-scale
heterogeneities in the MRDP regions are introduced in the simulations discussed
in Section 5.4 through different matrix block sizes, i.e. different characteristic
lengths. Large-scale heterogeneity is included by assigning different rock ma-
trix permeability to the individual layers. Whereas the same permeability is as-
signed to all three layers for simulation NFR1, higher permeability was chosen
for the middle layer compared to the permeability of the top and bottom layer
for the simulation NFR2 (Table 5.1). Strictly speaking these simulations do not
employ the DFM-MRDP approach but rather the MRDP approach because no DFM
regions are present. Nevertheless, the workflow discussed in Section 5.2 can be
equally applied in a situation where the flowing domain consists only of the frac-
tures in the MRDP domain and not the fractures and matrix in the DFM domain.
For simplicity gravity effects were neglected by assigning the same density of
ρ = 1000 kg/m3 to both fluids, oil and water. In this way the injected water did
not flow preferentially through the lower layers; in other words, fluid flow is
relatively evenly distributed in all three layers and therefore the impact of geo-
logical heterogeneity in each layer on fluid flow is more pronounced.
The complete DFM-MRDP approach is then demonstrated by simulating water
flooding and gravity drainage experiments in a model that contains DFM and
MRDP regions with two highly fractured layers connected by a sparsely frac-
tured layer (Section 5.5); this corresponds to a scenario similar to the fracture
geometries shown in Fig. 5.2 (c). Small-scale heterogeneity is again modelled by
introducing different matrix block sizes in the MRDP regions, i.e. the top and
bottom layers. Large-scale heterogeneity is represented by the fractures in the
DFM region, i.e. the middle layer. In contrast to the simulations NFR1 and NFR2,
gravity effects are also simulated by assigning different densities to the fluids. In
simulation NFR3, the fluids are assumed to be oil and water, in NFR4 gas and
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oil (Table 5.1).
Model
Name
Geometry Simulation Fracture-Matrix
Transfer
NFR1 Three highly fractured layers
(MRDP regions). All three lay-
ers have matrix permeability of
Km = 1 mD (Fig. 5.3).
Water flooding Spontaneous
counter-current
imbibition
NFR2 Three highly fractured layers
(MRDP regions). Top and bottom
layers have matrix permeability
of Km = 1 mD. Central layer has
a permeability of Km = 10 mD
(Fig. 5.3).
Water flooding Spontaneous
counter-current
imbibition
NFR3 Two highly fractured layers at
the top and at the bottom (MRDP
regions). One central layer with
few large-scale fractures (DFM
region) (Fig. 5.6a).
Water flooding Spontaneous
counter-current
imbibition
NFR4 Two highly fractured layers at
the top and at the bottom (MRDP
regions). One central layer with
few large-scale fractures (DFM
region) (Fig. 5.6b).
Gas injection Gas gravity
drainage
Table 5.1: Overview of simulation models using the DFM-MRDP approach
The model NFR3 is also used to study the numerical error arising from the
operator splitting, i.e. from sequentially solving the pressure and the advection
equation followed by the update of the saturation values due to fracture-matrix
transfer in the MRDP regions (Section 5.6). The numerical error is studied by tak-
ing successively smaller time-steps from 10 min (largest) to 5 sec (smallest).
To investigate the effect of the small-scale (sub-grid) heterogeneity in the MRDP
regions on the overall flow behaviour and the resulting oil recoveries, three dif-
ferent cases are considered for each simulation scenario listed in Table 5.1:
• MRDP case MR1: MRDP regions comprise two matrix sub-domains (N = 2)
where the second sub-domain contains smaller matrix blocks than the first
sub-domain
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• MRDP case MR2: MRDP regions comprise two matrix sub-domains (N = 2)
where the second sub-domain contains larger matrix blocks than the first
sub-domain
• SRDP case SR1: MRDP regions comprise one matrix domain (N = 1). The
characteristic length and the porosity are averaged such that they represent
the same matrix volume as in MR1 and MR2. This case is used to compare
the standard DP approach with the MRDP approach.
In contrast to SRDP and MRDP simulations in Chapter 4, a different formulation
of the characteristic length Lc is used here. Lc was defined according to Ma et al.
(1999):
Lc =
√
Vb
∑ni=1 Ai/lAi
, (5.2)
where Vb is the bulk volume of the matrix block, Ai the area open for imbibition
in the i-th direction, and lAi the distance to the nearest no-flow boundary. This
formulation was also used by Di Donato et al. (2007) for their experiments and
takes the volume and the surface areas of the matrix blocks into account. This
approach can be considered as a generalisation of the shape factor of Kazemi
et al. (1976). In fact, assuming that all matrix blocks have the shape of a cube
will lead to the same value for the characteristic length Lc, for both the shape
factor of Kazemi et al. (1976) and that of Ma et al. (1999).
In order to compare simulation results for SRDP and MRDP approaches, the
following relation
φmSRDP LcSRDP =
N
∑
k=1
φmkLck (5.3)
is used to scale the characteristic length of each matrix sub-domain, i.e. to ensure
that in all three cases (SR1, MR1 and MR2) the overall matrix volume remains
constant and the initial amount of oil in the matrix rock is the same, regardless
of the approach used (SRDP or MRDP).
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5.4 mrdp simulations
In Chapter 4, the effect of sub-grid heterogeneity on non-wetting phase recovery
was presented at the scale of a simulation grid cell size. In contrast, the univer-
sal transfer rate for spontaneous imbibition at inter-well scale is now used to
illustrate the difference between SRDP and MRDP models. For this, two reservoir
simulation models, NFR1 and NFR2, are considered (Table 5.1).
5.4.1 Water Flooding Simulations NFR1 and NFR2 - Model Setup
Simulations NFR1 and NFR2 are performed on a model containing three highly
fractured layers (MRDP regions) (Fig. 5.3). The model dimensions are 16m ×
10m × 7m, which can be scaled to a field-size reservoir without loss of gener-
ality. Due to the small model size, simulations were run for only 200 days. The
corresponding mesh contains 14k nodes (i.e. finite volumes) and 84k tetrahedral
elements. Two vertical wells are introduced, an injector on the left side and a
producer on the right side. The bottom hole pressure at the producer has been
held constant at 2.0× 107Pa whereas the injector operated at a constant injection
rate of 1m3/day.
Table 5.2 shows the rock and fluid properties which were held constant for
NFR1 and NFR2 simulation scenarios. To be consistent with the simulation re-
sults discussed in Chapter 4, the same pore-scale network relative permeabilities
and capillary pressure curves from Oak (1990) and Valvatne and Blunt (2004)
were used for a water-wet Berea sandstone (Fig. 3.7) when evaluating the univer-
sal transfer rate coefficient βSI (3.12).
The matrix blocks were initially saturated with 60% oil and the residual oil
saturation was set to 0.422. The residual saturations and the interfacial tension
of 35 mN/m were taken from Behbahani et al. (2006). In the flowing (fracture)
domain, the standard Brooks-Corey model with the quadratic relative perme-
abilities curves is applied. To avoid early water breakthrough, the fractures were
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initially completely filled with oil. A viscosity ratio of one is assumed such that
both, water and oil have a viscosity of 1.5× 10−3Pa · s.
Figure 5.3: Idealised 3D reservoir model (dimensions 16m× 10m× 7m) comprising three
fractured layers for simulations NFR1 and NFR2 (Table 5.1). The model con-
tains an injector on the left side and a producer on the right side. The left
image shows the model geometry constructed with a CAD software and the
right image shows the corresponding unstructured finite element grid (finite
volumes are not shown). Each layer is assumed to contain well connected
fracture networks. Matrix properties vary from layer to layer. Water is in-
jected into the reservoir at a constant rate (1m3/day), whereas the pressure is
fixed at the producer at 2.0× 107 Pa. The initial water saturation is Swmi = 0.4
in all layers but zero in the fractures. Table 5.2 shows the detailed model
parameters used in the simulations.
Parameter Value Unit
effective fracture permeability K f 105 mD
fracture porosity φ f 0.007 [−]
initial water saturation (flowing domain) Sw f i 0.0 [−]
residual oil saturation (flowing domain) So f r 0.0 [−]
initial water saturation (stagnant domain) Swmi 0.4 [−]
residual oil saturation (stagnant domain) Somr 0.422 [−]
interfacial tension IFT 35 mN/m
viscosity water µw 1.5× 10−3 Pa · s
viscosity oil µo 1.5× 10−3 Pa · s
Table 5.2: Fluid and rock properties for SRDP and MRDP simulations on NFR1 and NFR2
models.
SRDP simulations SR1NFR1 and SR1NFR2 are assumed to have an average char-
acteristic length of Lc = 0.25 and an average matrix porosity of φm = 0.25 as listed
in Table 5.3. The MRDP simulations MR1NFR1 and MR1NFR2 contain additional
smaller matrix blocks with Lc2 = 0.05. This would correspond to a geological
scenario where parts of the matrix are heavily fractured (see also the results for
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case 3 in section 4.3.1). In contrast, the MRDP simulations MR2NFR1 and MR2NFR2
contain additional large matrix blocks with Lc2 = 1.25. This corresponds to a sce-
nario where fracturing in parts of the matrix is less intense (see also the results
for case 2 in section 4.3.1). I reiterate the SRDP and MRDP simulation results from
Chapter 4: The SRDP model cannot account for the fact that parts of the rock ma-
trix might be more (MR1NFR1 and MR1NFR2) or less (MR2NFR1 and MR2NFR2)
fractured if the transfer rates of the corresponding sub-domains differ greatly.
The MRDP model captures this heterogeneity by using N transfer rates for the
different matrix sub-domains. The SRDP model employs only a single average
transfer function to model the average rate of fracture-matrix fluid exchange,
rather than the simultaneous occurrence of fast and slow transfer.
Simulation Lc1 Lc2 φm1 φm2
SR1NFR1/SR1NFR2 0.25 − 0.25 −
MR1NFR1/MR1NFR2 0.25 0.05 0.1 0.75
MR2NFR1/MR2NFR2 0.25 1.25 0.1 0.03
Table 5.3: Properties describing the matrix shape and volume in the SRDP and MRDP
simulations on the NFR1 and the NFR2 model (Table 5.1).
In the simulation NFR1, the matrix permeability is uniform at Km = 1 mD in
all three reservoir layers. For the simulation NFR2, the rock matrix permeability
of the middle layer is increased to Km2 = 10 mD. The permeability of the upper
and lower layers was not altered and remained at Km1 = 1 mD (Fig. 5.3).
5.4.2 Water Flooding Simulations NFR1 - Results
Fig. 5.4 shows the normalised oil recovery profiles for the simulation NFR1. If
the matrix contains additional smaller matrix blocks, i.e. for the MRDP simula-
tion MR1NFR1, more matrix surface area is exposed to the injected wetting fluid
through these smaller matrix blocks. Hence spontaneous imbibition occurs faster
compared to the SRDP case SR1NFR1 where the characteristic length Lc implies
that matrix blocks are uniform but have the same total volume as in the MRDP
case. If the matrix contains larger blocks, i.e. for the MRDP case MR2NFR1, oil re-
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covery at late time is slower compared to the SRDP case SR1NFR1 because transfer
from the large matrix blocks occurs at a much lower rate (compare transfer rate
coefficient βSI2 in Table 5.4). In this case, the overall fracture-matrix surface area
for fluid exchange has decreased. This is consistent with the results obtained for
the Lc sensitivity analysis in Section 4.3.1.
Simulation βSI1 [sec
−1] βSI2 [sec
−1]
SR1 2.43× 10−9 -
MR1 3.85× 10−9 3.51× 10−8
MR2 3.85× 10−9 2.81× 10−10
Table 5.4: Transfer rate coefficients βSI1 and β
SI
2 for the MRDP water flooding simulations
in NFR1 model.
Figure 5.4: Comparison of predicted recoveries using SRDP and MRDP approaches on
the NFR1 model. See Tables 5.2 and 5.3 for model parameters and Fig. 5.3
and Table 5.1 for model geometry. The matrix permeability is uniform at
Km = 1 mD for all three layers. Higher oil recovery is observed if the reservoir
is assumed to have more fractures (case MR1). Oil recovery is significantly
lower if the reservoir is assumed to have less fractures (case MR2). The SRDP
case SR1 predicts slightly higher recovery than case MR2 due to the averaging
of transfer rates.
In contrast to the studied cases in the previous chapter where flow in the
fractures was neglected (i.e. constant water saturation Sw f = const), these simu-
lations also account for the dynamic behaviour of flow in the fractures. Faster
transfer from the smaller matrix blocks in MRDP case MR1NFR1 leads to faster
oil recovery but also slows down the rate at which the water front moves in the
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flowing domain as more oil is transferred back into the fractures. This causes
water breakthrough to be delayed compared to the SRDP case SR1NFR1 or the
MRDP case MR2NFR1. Hence, the lowest final oil recovery is obtained if the reser-
voir is assumed to have less fractures and the highest recovery is obtained if the
reservoir is assumed to contain highly fractured regions.
5.4.3 Water Flooding Simulations NFR2 - Results
Fig. 5.5 shows the normalised oil recovery profiles for the simulation NFR2.
The higher matrix permeability results in increased transfer rates in the central
layer (Table 5.5) and therefore increased final oil recovery for all cases SR1NFR2,
MR1NFR2 and MR2NFR2, compared to SR1NFR1, MR1NFR1 and MR2NFR1. As
more oil is transferred from the matrix blocks to the flowing domain in the mid-
dle layer, the water front advances slower and water breakthrough is delayed.
Note that the recovery behaviour of SRDP simulations SR1NFR1 and SR1NFR2 ver-
sus MRDP cases MR2NFR1 and MR2NFR2 are qualitatively comparable: The SRDP
simulations predicted faster and higher recovery compared to the MRDP simula-
tions because larger matrix blocks cause oil to be released at a lower rate. This
slows down recovery at late time. In contrast, the predicted recoveries from SRDP
simulations SR1NFR1 and SR1NFR2 compared to the MRDP cases MR1NFR1 and
MR1NFR2 are strikingly different. This is because the transfer rates in the MRDP
simulation with uniform permeability for the entire model (case MR1NFR1) are
already high which delays water breakthrough and allows for more oil to be
recovered from the stagnant (matrix) domain. In this case, increasing the ma-
trix permeability of the central layer does not change this behaviour notably but
does increase the transfer rates in SRDP case SR1NFR2 and MRDP case MR2NFR2
significantly. This affects in particular the early time recovery until the water
breakthrough has occurred in the middle layer.
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Km1 = 1 mD (upper &
lower layer)
Simulation βSI1 [sec
−1] βSI2 [sec
−1]
SR1 2.43× 10−9 -
MR1 3.85× 10−9 3.51× 10−8
MR2 3.85× 10−9 2.81× 10−10
Km2 = 10 mD (central
layer)
Simulation βSI1 [sec
−1] βSI2 [sec
−1]
SR1 7.70× 10−9 -
MR1 1.21× 10−8 1.11× 10−7
MR2 1.21× 10−8 8.89× 10−10
Table 5.5: Transfer rate coefficients βSI1 and β
SI
2 for the MRDP water flooding simulations
in NFR2 model.
Figure 5.5: Comparison of predicted oil recoveries using SRDP and MRDP approaches in
NFR2 model. See Tables 5.2 and 5.3 for model parameters and Fig. 5.3 and
Table 5.1 for model geometry. A higher matrix permeability of Km2 = 10 mD is
assigned to the central layer. The matrix permeability for the upper and lower
layers remains at Km1 = 1 mD. The recovery for SRDP case MR1 and MRDP
case MR2 increased significantly in comparison to the NFR1 model. This is
due to the increased transfer rates in the central layer (see Tab. 5.5). The
transfer rates for MRDP case MR1 increased less, subsequently the predicted
oil recovery for MR1 is almost identical with the oil recovery obtain for NFR1.
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
5.5 dfm-mrdp simulations 118
5.4.4 Discussions of MRDP Simulation Results
Although these simulations are idealised, they still demonstrate that a MRDP
model is likely to predict oil recovery more accurately because it captures the
sub-grid variability of fracture density and matrix permeability more adequately.
The MRDP approach allows for fast and slow transfer rates to occur simultane-
ously in each grid block. Note that through the approach of averaging the charac-
teristic length LcSRDP and the matrix porosity φmSRDP (Eq. 5.3), the averaged SRDP
cases SR1NFR1 and SR1NFR2 are two possible representations of models described
by MRDP cases MR1NFR1/MR2NFR1 and MR1NFR2/MR2NFR2, respectively. How-
ever, the multi-rate behaviour cannot be captured by a single, averaged transfer
rate and the difference of expected oil recovery and rate of recovery between
SRDP and MRDP cases is large. Depending on the matrix block size distribution
(or permeability variations in the matrix), the SRDP can under- or over-predict
the oil recovery in a very significant way. To summarise, accounting for sub-grid
heterogeneities using the MRDP approach results in significantly different over-
all recoveries of hydrocarbons. The multi-rate transfer functions affect both the
early and late time behaviour.
5.5 dfm-mrdp simulations
In this section, simulations using the models NFR3 and the NFR4 (Table 5.1)
are presented using the DFM-MRDP approach. The simulations account for both,
capillary and gravitational forces, during fracture-matrix mass transfer. For this
purpose, three water flooding and three gas gravity drainage simulations were
carried out using the DFM-MRDP simulator on an idealised reservoir model (di-
mensions 10m× 2m× 10m). In the gas gravity drainage simulations, an imper-
meable layer has been included at the top to prevent gas leakage (Fig. 5.6). Note
that, as in the previous simulations (NFR1 and NFR2), the model can be scaled
to a field-size reservoir without any loss of generality.
Multi-scale heterogeneity was introduced by defining two highly fractured ar-
eas where the matrix blocks are surrounded by fractures that are assumed to be
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(a)
(b)
Figure 5.6: Simplified 3D fractured reservoir models (10m× 2m× 10m): NFR3 for water
flooding simulations (a) and NFR4 for gas drainage simulations (b). The top
and bottom layer of the reservoirs are considered to be highly fractured, con-
taining small scale variations in matrix block size below the size of a grid cell
and are identified as MRDP regions. The large scale fractures in the central
layer (DFM region) are modelled explicitly as 2D surfaces while the surround-
ing rock matrix is represented by volumetric elements (not shown here). Ver-
tical wells have been implemented for water flooding simulations whereas
horizontal wells were placed for the gas gravity drainage simulations. Water
was injected with a constant rate of 1 m3/day. The injection rate of gas for
the gravity drainage simulations has been set to 3 m3/day to overcome grav-
ity forces. In both cases, the bottom hole pressure has been held constant at
2.0× 107 Pa. See Table 5.6 and Table 5.9 for rock and fluid properties.
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smaller than the size of the grid cells at the top and the bottom of the model. A
central layer is included that contains three large scale fractures. The first two lay-
ers are identified as MRDP regions, the latter layer defines the DFM region where
fractures are modelled explicitly as 2D surfaces surrounded by the volumetric
finite elements that represent the matrix. The mesh consists of approximately
6900 finite elements and around 1400 finite volumes.
5.5.1 Water Flooding Simulations NFR3 - Model Setup
For the simulation of water flooding two vertical wells are used. The injector is
located in the upper left model area, penetrating the upper MRDP region and
slightly the DFM region. It operates at a constant injection rate of 1 m3/day. The
producer is located in the lower right model area, penetrating the lower MRDP
region and the DFM region. The producer operates at a constant bottom hole
pressure of 2.0× 107 Pa. As before, a two-rate model (N = 2) is considered for
the MRDP regions.
For the first MRDP case MR1, a characteristic length of Lc1 = 0.25 m and poros-
ity of φm1 = 0.15 is assigned to the first matrix sub-domain which comprises
with 75% the major part of the stagnant matrix volume. Few smaller matrix
blocks with a characteristic length of Lc2 = 0.15 m and porosity of φm2 = 0.23
were introduced as the second sub-domain. For the second MRDP case MR2, also
a characteristic length of Lc1 = 0.25 m and porosity of φm1 = 0.15 is assigned
to the first matrix sub-domain. The second sub-domain which represents 25%
of the stagnant matrix volume is assumed to be composed of few larger matrix
blocks with Lc2 = 1.25 m and φm2 = 4.0× 10−4. The averaged properties for the
SRDP case SR1 are Lc = 0.25 m and φm = 0.2 that represent an identical to the
MRDP cases matrix volume (Table 5.7).
The fluid and rock properties for simulation NFR3 are listed in Table 5.6. The
rock matrix in the MRDP regions is initially filled with 60% oil. The residual oil
saturation was set to 0.422. In the flowing domain of the model (DFM region
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and fracture part of MRDP regions), the initial water saturation and the resid-
ual oil saturation have been set to zero. The standard Brooks Corey model with
quadratic relative permeability curves has been applied here.
Parameter Value Unit
density oil ρo 850 kg/m3
density water ρw 1050 kg/m3
viscosity oil µo 5.0× 10−3 Pa · s
viscosity water µw 5.0× 10−4 Pa · s
MRDP region
effective fracture permeability K f ,MRDP 1.0 D
fracture porosity φ f ,MRDP 0.01 [−]
matrix permeability Km,MRDP 10.0 mD
initial water saturation (flowing domain) Sw f i 0.0 [−]
residual oil saturation (flowing domain) So f r 0.0 [−]
initial water saturation (stagnant domain) Swmi 0.4 [−]
residual oil saturation (stagnant domain) Somr 0.422 [−]
DFM region
fracture permeability K f 84.0 D
fracture porosity φ f 0.001 [−]
matrix permeability Km 10.0 mD
matrix porosity φm 0.25 [−]
initial water saturation Swi 0.0 [−]
residual oil saturation Sor 0.0 [−]
Table 5.6: Fluid and rock properties for water flooding simulations on the NFR3 model.
Simulation Lc1 Lc2 φm1 φm2
SR1 0.25 − 0.2 −
MR1 0.25 0.15 0.15 0.23
MR2 0.25 1.25 0.15 4.0× 10−4
Table 5.7: Properties describing the matrix shape and volume in the DFM-SRDP and DFM-
MRDP simulations on the NFR3 model (Table 5.1).
For simplicity, gravitational effects are considered in the flowing domain but
are neglected in the stagnant domain of the MRDP regions by setting the ratio
of capillary to gravitational forces r (Eq. 3.2) to zero such that TSI (Eq. 3.15)
is the transfer function during the simulation. Since ∆ρ = 200 kg/m3 and the
matrix blocks in the sub-domains of the MRDP regions are comparatively low,
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setting r = 0 is a valid assumption. The parameters listed in Tables 5.6 and 5.7
and pore-network derived capillary pressure and relative permeability curves
for Berea sandstones published in Oak (1990) and Valvatne and Blunt (2004)
(Fig. 3.7) were used again to compute βSI (Eq. 3.12). The resulting transfer rate
coefficients are listed in Table 5.8.
Simulation βSI1 [sec
−1] βSI2 [sec
−1]
SR1 7.62× 10−7 -
MR1 1.02× 10−6 1.52× 10−5
MR2 1.02× 10−6 6.09× 10−7
Table 5.8: Transfer rate coefficients βSI1 and β
SI
2 for the DFM-MRDP water flooding simula-
tions.
5.5.2 Water Flooding Simulations NFR3 - Results
Fig. 5.7 shows the propagation of water fronts through the flowing domain of
the reservoir for the SRDP case SR1 and the MRDP case MR1 after 5 hours (a), 10
hours (b), 20 hours (c) and 30 hours (d) of water flooding. At the beginning of
the simulation, for both cases SR1 and MR1, the water travels quickly through
the upper MRDP region until it reaches the first major fracture of the DFM region.
The flow is then conducted through this fracture, thereby connecting the lower
MRDP region to the flow. Hence, preferential water flow through the first fracture
and into the lower MRDP region causes early water breakthrough. Once both frac-
tures of the DFM region contain water and connect the two MRDP regions, oil is
left behind in the tight matrix of the DFM region. This trapped oil in the DFM
region is only slowly recovered due to low pressure gradient and therefore low
fluid velocities in these areas.
Prior to the water breakthrough, the flow behaviour in the SR1 and MR1 sim-
ulations does not differ significantly. The main difference is that the flowing do-
main of the MRDP regions in the case MR1 contains less water than the flowing
domain of the MRDP regions in the case SR1 because of the increased fracture-
matrix fluid exchange. Hence, more oil is released from the rock matrix in the
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(a)
(b)
(c)
(d)
Figure 5.7: Water saturation distribution in the flowing domain for the MRDP case MR1
after 5 hours (a), 10 hours (b), 20 hours (c) and 30 hours (d) for the wa-
ter flooding DFM-MRDP simulations. After early water breakthrough in the
MRDP regions, water propagates into the fractures in the DFM region such
that the oil in the DFM rock matrix becomes trapped. Some of this oil is later
recovered due to capillary diffusion.
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Figure 5.8: Water cut during the water flooding simulations using the DFM-MRDP ap-
proach. For rock and fluid properties see Table 5.6 and Table 5.7 and Fig. 5.6
and Table 5.1 for geometry information. The SRDP case SR1 and the MRDP
case MR2 show essentially the same water cut. The water cut is much lower
for the MRDP case MR1 where 25% of the matrix domain is assumed to con-
tain smaller matrix blocks. This causes faster fracture-matrix transfer which
reduces the water cut. The water cut is not monotonic because the conduct-
ing fractures deliver the water in pulses. The short term decline in water cut
is caused by an increase in oil recovery due to spontaneous imbibition.
Figure 5.9: Predicted oil recovery for water flooding experiments using the DFM-MRDP
approach. For rock and fluid properties see Table 5.6 and Table 5.7 and Fig.
5.6 and Table 5.1 for geometry information. MRDP case MR1 shows faster
recovery compared to the MRDP case MR2 because MR1 contains a small
value of smaller matrix blocks. The SRDP case SR1 predicts slightly higher
recovery than case MR2 due to the averaging of transfer rates.
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stagnant domain into the flowing domain in the case MR1.
In the case SR1, the quadratic relative water permeability and higher water
saturations cause an acceleration of water propagation in the flowing domain.
Water therefore reaches the second large fracture of the DFM region earlier than
in the case MR1. This causes additional water to flow into the lower MRDP region
and consequentially increases the water cut at the producer (Fig. 5.8). Water en-
tering the second DFM fracture is notably delayed for the case MR1 which leads,
additionally to the higher fracture-matrix transfer rates, to higher oil recovery
(Fig. 5.9). The observed flow behaviour for the MRDP case MR2 is similar to the
case SR1.
Water breakthrough occurs at the same time for all three cases MR1, MR2 and
SR1 (Fig. 5.8). The key difference is however, that notably less water is produced
for the MRDP case MR1. At this point, it should be noted that the water cut does
not represent the cumulative water production but rather the fraction of water
production with the total fluid production (water and oil) at a certain time. The
arrival of additional water volumes at the producer well causes peaks in the
water cut curves followed by a decline of water production for a short period
of time. This decline results from the start of spontaneous imbibition process in
the stagnant matrix domain which is caused by increase in water saturation in
the flowing domain such that T 6= 0. An increase in transfer rates causes more
oil to be transferred to the flowing domain and reduces the water production.
As discussed above, additional water volume reaches the producer connecting
the upper and lower MRDP region via the second DFM fracture. The arrival of
the second water front at the producer is retarded for the MRDP case MR1 in
comparison to the case SR1 and case MR2 because of higher transfer rate coef-
ficients (Table 5.8). In the latter two cases water from the first and the second
DFM fractures reached the producer almost simultaneously. Therefore only one
major increase in the water production can be observed for the SR1 and MR2
simulations while for MR1 two discrete impulses emerged.
Fig. 5.9 shows the predicted cumulative recoveries of oil for all three water
flooding simulations. A significantly higher recovery is observed for the sce-
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nario where 25% of the rock matrix in the MRDP regions is assumed to contain
smaller matrix blocks (case MR1). If the 25% of rock matrix are assumed to con-
tain larger blocks, a lower final recovery is observed because the larger blocks
release oil at a lower rate (case MR2). However, the flow pattern was comparable
to the SRDP case SR1. This is consistent with previous results comparing SRDP
and MRDP models for capillary driven fluid exchange between fractures and ma-
trix (see Section 5.4). In general, the sub-grid heterogeneity in the MRDP regions
affect the overall flow behaviour in the reservoir and, therefore, the production
in a way that should not be neglected.
5.5.3 Gas Gravity Drainage Simulations NFR4 - Model Setup
To simulate gas gravity drainage, two horizontal wells were used in the model.
The injector is located at the upper MRDP region and the producer is located at
the lower MRDP region. As in the previous simulations the bottom hole pressure
at the producer has been held constant at 2.0× 107 Pa. Initially, the reservoir
is fully saturated with oil. Gas is then injected at a constant rate of 3.0 m3/day
in order to overcome the gravitational forces. To ensure that gravity is the driv-
ing force during the simulation a high density difference is used with a density
of oil of 850 kg/m3 and a gas density of only 200 kg/m3. The viscosities are
5.0× 10−3 Pa · s and 5.0× 10−5 Pa · s for oil and gas, respectively (Table 5.9). An
impermeable layer is added to prevent the leakage of gas across the top bound-
ary of the model. This would correspond to a geological scenario of a cap rock.
Sub-grid heterogeneity in the MRDP regions was introduced by implementing
two matrix sub-domains (N = 2). Again, a SRDP case SR1 is compared to two
MRDP cases MR1 and MR2 with the same matrix volume. For case MR1, the
first sub-domain contains matrix blocks with L1 = 1 m and a porosity of φm1 =
0.15. The second sub-domain consists of smaller matrix blocks with L2 = 0.5 m
which have a porosity of φm2 = 0.1. The characteristic lengths for the MR2 case
are L1 = 1.0 m and L2 = 2.0 m with the matrix porosities of φm1 = 0.15 and
φm1 = 0.025, respectively. This corresponds to a scenario where the second sub-
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
5.5 dfm-mrdp simulations 127
domain consists of higher matrix blocks compared to the majority of the matrix
volume. For the SRDP case, the heights of the matrix blocks are averaged as well
as their porosities in the MRDP regions to L = 2.0 and φm = 0.1, ensuring that the
following relationship
φmSRDP LSRDP =
N
∑
k=1
φmkLk (5.4)
is maintained. This way, the initial oil volume in the matrix remains the same
and the simulation results for the oil recovery are comparable (Table 5.10).
Parameter Value Unit
density oil ρo 850 kg/m3
density gas ρg 200 kg/m3
viscosity oil µo 5.0× 10−3 Pa · s
viscosity gas µg 5.0× 10−5 Pa · s
MRDP region
effective fracture permeability K f ,MRDP 1.0 D
fracture porosity φ f ,MRDP 0.01 [−]
matrix permeability Km,MRDP 10.0 mD
initial gas saturation (fractures) Sg f i 0.0 [−]
residual oil saturation (fractures) So f r 0.0 [−]
initial gas saturation (matrix) Sgmi 0.0 [−]
residual oil saturation (matrix) Somr 0.12 [−]
DFM region
fracture permeability K f 84 D
fracture porosity φ f 0.001 [−]
matrix permeability Km 10.0 mD
matrix porosity φm 0.25 [−]
initial gas saturation Sgi 0.0 [−]
initial oil saturation Sor 0.0 [−]
Table 5.9: Fluid and rock properties for gravity drainage simulations
Using the capillary pressure curve from Pedrera et al. (2002) and properties
from Table 5.9, the ratio of capillary to gravitational forces is always larger
than 1.0 (Table 5.11). Hence, the fluid exchange between the stagnant and flow-
ing domain is gravity dominated and TGDk (Eq. 3.27) are the transfer functions
used during the simulation. Setting the constant a to 2.0 in Eq. 3.25 resulted in
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Simulation L1 L2 φm1 φm2
SR1 2.0 − 0.1 −
MR1 1.0 0.5 0.15 0.1
MR2 1.0 2.0 0.15 0.025
Table 5.10: Properties describing the matrix shape and volume in the DFM-SRDP and DFM-
MRDP simulations on the NFR4 model (Table 5.1).
Simulation r1 r2 S∗g1 S
∗
g2
SR1 2.47 - 0.47 -
MR1 2.47 1.23 0.46 0.07
MR2 2.47 4.93 0.46 0.67
Table 5.11: Capillary-gravity ratio and the maximum gas saturation for the MRDP regions
for gas gravity drainage simulations on the NFR4 model.
βGD = 1.78 × 10−7 sec−1 for the average transfer rate coefficient for the SRDP
case SR1. For the MRDP simulation MR1 one yield βGD1 = 2.38 × 10−7 sec−1
and βGD2 = 7.15× 10−7 sec−1 for the first and second matrix sub-domain. Note
that transfer rates for MR2 are the same as for MR1 although the height of
the matrix blocks is different (Table 5.12). This is because the gravity drainage
transfer rates βGD are scaling with (φL)−1 and for this particular case it is
φ2,MR1L2,MR1 = φ2,MR2L2,MR2. The difference in the recovery will therefore not
be controlled by the rate of the fluid exchange but rather by the maximum possi-
ble gas saturation S∗g in the matrix blocks. The capillary rise H will be the same
for all scenarios. The maximum gas saturation therefore depends on the height
of the matrix blocks. The larger the characteristic length L is, the more gas can
enter the matrix. Subsequently, more oil can be drained from the matrix. The
computed maximum gas saturations for the three simulations are listed in Ta-
ble 5.11.
Simulation βGD1 [sec
−1] βGD2 [sec
−1]
SR1 1.78× 10−7 -
MR1 2.38× 10−7 7.15× 10−7
MR2 2.38× 10−7 7.15× 10−7
Table 5.12: Transfer rate coefficients βGD1 and β
GD
2 for the DFM-MRDP gas gravity drainage
simulations.
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5.5.4 Gas Gravity Drainage Simulations NFR4 - Results
Fig. 5.10 shows the gas distribution in the flowing and the stagnant domains
of the reservoir after 10 hours (left), 15 hours (middle) and 20 hours (right) for
MR1 case. The gas moves downwards through the upper MRDP region in a stable
front until it reaches the DFM region. Here, gas flow is channelled through the
fractures in the DFM region, connecting the upper and the lower MRDP regions.
As soon as gas enters the second MRDP region, the transfer function TGD becomes
larger than zero in the gas saturated parts of the lower MRDP region such that
drainage of oil from the matrix blocks commences. After gas breakthrough has
occurred (Fig. 5.11), gravity forces cause gas to accumulate in higher regions of
the model. Thus, most oil is recovered from the upper MRDP region followed by
the lower MRDP region. The gas hardly enters the matrix in the DFM region as
the gas preferably flows through areas that are already saturated with gas and
hence have a high mobility. Thus the oil in the rock matrix of the DFM region is
trapped until majority of the oil is drained from the MRDP regions.
Fig. 5.12 shows the cumulative oil recovery due to gravity drainage for the
SRDP case SR1 and MRDP cases MR1 and MR2. Since gas breakthrough occurred
simultaneously in all three cases, recovery is the same at early time. The recovery
behaviour differs only slightly at late time where a different behaviour compared
to the water flooding simulations can be observed. The final recovery is higher
for the case MR2 where few higher matrix blocks were assumed to be present
in the MRDP regions. Recovery is lowest for the case MR1 where smaller matrix
blocks are assumed to be located in the MRDP regions. The rates at which the
gas drains the oil from the matrix blocks is similar in all cases such that only
the maximum gas saturation S∗g, i.e. the height of the matrix blocks, controls the
overall recovery. This observation is consistent with the results from Di Donato
et al. (2007), who found that the transfer rate coefficient βGD is less sensitive to
the sub-grid heterogeneities of the matrix shapes compared to the transfer rate
coefficient βSI .
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Figure 5.10: Gas saturation after 10 hours (left), 15 hours (middle) and 20 hours (right)
for DFM-MRDP gas gravity drainage simulation. The top row shows gas
saturation in the flowing domain for case MR1 (Table. 5.10). The middle
and bottom rows show the gas saturation in the first and second matrix
sub-domains of the MRDP regions, respectively. The injected gas propagates
downwards through the upper MRDP region until it reaches the fractures of
the DFM area. Here, the gas flows through the high permeable DFM fractures
and connects the lower MRDP region with the upper MRDP region. As soon
as the gas arrives in the lower MRDP region, the transfer function TGD is
larger zero and oil begins to drain from the stagnant matrix.
Figure 5.11: Gas cut at the producer. Note that the gas cut is identical for all three gas
gravity drainage experiments.
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
5.5 dfm-mrdp simulations 131
Figure 5.12: Cumulative oil recovery for SRDP (SR1) and MRDP (MR1,MR2) simulations
during gas gravity drainage in the NFR4. Recovery differs only at late time
after the gas breakthrough. The MRDP case MR2 predicts the highest recov-
ery because MR2 contains small volume of high matrix blocks from which
more oil can be drained.
5.5.5 Discussions of DFM-MRDP Simulation Results
Combining the DFM and MRDP approaches for flow simulation leads to funda-
mentally different simulation results compared to a classical SRDP approach
when modelling large-scale and small-scale heterogeneities in NFR. Complex
flow patterns developed that depend on the small-scale heterogeneity in the
MRDP regions, which affected the ultimate oil recovery. The oil recovery was
more affected when capillary forces dominated in the highly fractured MRDP
regions compared to the gas gravity drainage case where small-scale hetero-
geneities introduced by different matrix block sizes affect only oil recovery at
late time. This is because the transfer rate coefficient for spontaneous imbibition
is more sensitive to the characteristic length of the matrix block sizes as it scales
with βSI ≈ 1/L2c . In comparison, the transfer rate coefficient for gravity drainage
βGD scales with 1/L. The complex flow patterns also affected the water produc-
tion. Non-monotonic water cut curves including peaks and slight declines were
observed. This behaviour was only observed if imbibition in the MRDP regions
was fast enough to sufficiently delay the propagation of the water front in the
flowing domain. If the injected fluid (water or gas) propagates faster or more
stable in the flowing domain such that the fluid reaches the entire area of the
producer at the same time, production of the injected fluid increases rapidly
without occurrence of peaks.
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5.6 operator splitting error analysis
The operator splitting employed in the DFM-MRDP approach solves the pressure
and saturation equations sequentially using implicit time-stepping, followed by
the update of the saturation values due to fracture-matrix transfer in the MRDP
regions. Whereas the error due to numerical dispersion was discussed in Chap-
ter 2.3.1 for the Buckley-Leverett problem, this section concentrates on the nu-
merical error introduced by the operator splitting when it is applied to more
complex geometries and flow systems. For this purpose, water flooding simu-
lations in the model NFR3 (Fig. 5.9) are performed using different model time
steps ∆t = ∆tPresEq ∈ [5 sec, 15 sec, 30 sec, 45 sec, 1 min, 5 min, 10 min].
This implies that the pressure field, and thus the velocity field as well, but also
the saturation values in the stagnant domain and flowing domain due to the
fracture-matrix transfer in the MRDP regions were updated after each time step
∆tPresEq. The time step for implicit solving of the advection equation ∆tSatEq is
set such that it always satisfies the CFL condition (CFL multiplier = 1). Hence, the
numerical dispersion of the saturation front is constant and small, but the error
caused by the operator splitting may increase for larger model time steps because
multiple solutions at sub-timesteps are necessary for the saturation equation if
∆tSatEq < ∆tPresEq. In contrast to Chapter 2.3.1, an analytical solution cannot be
provided. Simulation results using a very small time step of ∆t = ∆tPresEq = 5 sec
are therefore used as a reference solution.
5.6.1 Model Setup
The same fluid and rock properties as in the simulations discussed in Section 5.5
were assigned to model NFR3 (Table 5.6 and 5.7). I emphasise that gravitational
effects are considered but capillary effects in the flowing domain of the MRDP
and DFM regions are neglected based on the assumptions that viscous and capil-
lary forces dominate here. The impact of capillary forces in the flowing domain
is subject to future work. In the stagnant domain of the MRDP regions capillary
forces are taken into account by the fracture-matrix transfer rate coefficients (see
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Chapter 3). Those are listed in Table 5.8 for different small-scale heterogeneities
cases SR1, MR1 and MR2.
Previously, non-monotonic water cut curves were observed in simulations
with comparatively low fluid velocities in the flowing domain, i.e. when the
injected fluid has enough time to interact with the rock matrix in the stagnant do-
main and therefore to affect the entire flow pattern before water breakthrough oc-
curs (Fig. 5.8). To analyse if this non-monotonic behaviour is physical or caused
by a numerical error introduced in the operator splitting, two cases are consid-
ered for model NFR3: One where the fluid velocities are high and one where
the velocities are low. To obtain high and low average fluid velocities, the pres-
sures at the injector and producer where set accordingly to obtain steep and low
pressure gradients in the reservoir. The pressure gradients were held constant
during the simulations.
For the low velocity case, the pressure at the injector was fixed to 2.005 ×
107 Pa and at the producer to 2.0 × 107 Pa. This results in an initial average
velocity of v = 4.64× 10−7 m/s and a CFL time step of 352 sec. During the sim-
ulation, when the injected water reaches the fractures in the DFM region, the
average fluid velocity increases to v = 1.39× 10−5 m/s, such that the CFL time
step decreases to 12 sec. The time step for the reference solution is with ∆t = 5 sec
below the smallest CFL time step, hence we always find ∆tPresEq = ∆tSatEq and
therefore the effective CFL multiplier is ≤ 0.42. For the simulations with time
step ∆t > 5 sec one finds that ∆tPresEq > ∆tSatEq holds for the majority of the
simulation time and therefore ∆t > CFL time step if the CFL multiplier equals 1.
For the high velocity case the pressure at the injector was fixed to 2.05× 107 Pa
and to the producer at 2.0× 107 Pa. This results in an initial average velocity of
v = 4.64× 10−6 m/s and a CFL time step of 35 sec; this CFL time step is a factor
10 smaller than the CFL time step for the low velocity case. The average fluid
velocity increases to v = 1.39× 10−4 m/s as soon as the water front reaches the
fractures in the DFM region. The CFL time step decreases then to 6 sec. However,
the time step for the reference solution at ∆t = 5 sec remains smaller than the CFL
time step during the entire simulation. Thus, one always has ∆tPresEq = ∆tSatEq
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and the effective CFL multiplier is ≤ 0.83. For the simulations with time step of
∆t > 5 sec one always finds that ∆tPresEq > ∆tSatEq and multiple solutions at
sub-timesteps are necessary for the saturation equation.
5.6.2 Simulations Results
Figure 5.13 shows the predicted oil production (a) and the water cut (b) for the
cases SR1, MR1 and MR2 using four different model time steps of ∆t = 5 sec,
30 sec, 1 min and 10 min. The oil recovery but also the water cut results are com-
parable to the water flooding results presented in Section 5.5, where the highest
oil recovery and the latest water breakthrough occurs when smaller matrix block
sizes are assumed to be present in the MRDP regions (i.e. case MR1). If part of
the MRDP regions is assumed to be less fractured (case MR2), the oil recovery
after a model time of 10 days is lower and the water cut is higher compared to
the case where all matrix block sizes are assumed to be uniform (case SR1). The
non-monotonic behaviour of the water cut appears for all selected time-steps,
which strongly indicates that this is a physical behaviour and not caused by a
numerical error due to the operator splitting.
Although, increasing the model time step did not lead to a distinguishable
difference between the simulation results because the recovery and water cut
curves coincide (Fig. 5.13), calculating the L2 error norm allows a further anal-
ysis of how the numerical error changes as the time-step is increased. Since an
analytical solution cannot be defined in this case, the L2 error is defined as fol-
lows:
‖F∆t>5s(t)− F∆t=5s(t)‖2 , t ∈ [0, 10 days] (5.5)
where F is the oil recovery or the water cut. Fig. 5.14 indicates that the L2 norm,
and hence the numerical error due to operating splitting, increases with increas-
ing time step. The error in the L2 norm for the oil recovery remains almost
constant around 1%− 4% for ∆t ≤ 60 sec. For such small time steps, an acceler-
ation in the Central Processing Unit (CPU) time of a factor 2 for the case SR1, of
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(a)
(b)
Figure 5.13: Predicted oil recovery (a) and water cut (b) for the low velocity case using
different time steps for a model time of 10 days. No recognizable differences
are noticeable in the recovery and water cut profiles and the simulation
results are comparable to the results shown in Section 5.5.
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(a)
(b)
Figure 5.14: Numerical error caused by operator splitting measured in the L2 norm for
the predicted oil recovery (a) and water cut (b) for different model time
steps ∆t for the low velocity case in log 10 scale. The error in L2 norm for
the predicted oil recovery describes a similar trend for cases SR1, MR1 and
MR2. The error remains nearly constant for small time steps of ∆t ≤ 5 CFL
time step but increases significantly for larger time steps. The error for the
water cut remains at the same order of magnitude for the cases SR1 and
MR2 for all time steps, but increases by one order of magnitude in case
MR1 if the time step is increased.
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a factor 10 for the case MR1 and of a factor 4 for the case MR2 can be observed
(Table 5.13). For larger time steps, the error in the L2 norm increases by one order
of magnitude to 5%− 15%. The error in L2 norm for the water cut remains under
10% for all time steps in model NFR3. It should be noted that for case MR1, i.e.
where water breakthrough occurs significantly later compared to cases SR1 and
MR2, the error in L2 norm is remarkably small for time steps of ∆t ≤ 30 sec;
the error remains below 1%. It then increases by one order of magnitude to ap-
proximately 3% but still remains lower than the error for the cases SR1 and MR2.
time step [sec] 5 15 30 45 60 300 600
SR1 23.56 h 10.76 h 7.01 h 5.82 h 10.70 h 3.55 h 3.61 h
MR1 51.23 h 10.95 h 7.18 h 5.57 h 5.25 h 3.85 h 3.75 h
MR2 23.97 h 11.14 h 7.26 h 5.95 h 5.36 h 3.56 h 3.59 h
Table 5.13: CPU time for the low velocity case simulations for a model time of 10 days.
In contrast to the low velocity case, a noticeable difference in predicted oil
recovery and water cut is observed for ∆t = 10 min compared to the reference
solution with ∆t = 5 sec. Larger time steps lead to higher oil recovery and higher
increase in the water cut (Fig. 5.15). Accordingly, the error in the L2 norm in-
creases as well, indicating that the numerical error that is introduced by the
operator splitting becomes more significant. The error for the predicted oil re-
covery reaches over 100% for case MR1 if ∆t ≥ 5 min. However, the error in the
oil recovery remains below 10% if ∆t ≤ 30 sec. For ∆t below 30 seconds, the CPU
time reduces by a factor of 5 for cases SR1 and MR1 and by a factor of 2 for the
case MR2. Although the CPU time generally decreases with increasing time step
(at the expense of a less accurate simulation), the exact measure as to how much
the CPU time decreases can be difficult to establish. If ∆tSatEq < ∆tPresEq, the
fraction n = ∆tPresEq∆tSatEq is not always an integer number. This implies that after bnc
iterative solutions of the advection equation one last solution has to be found
with ∆tSatEq = ∆tPresEq − bnc∆tSatEq. This time step might be very small, but will
still demand the CPU time for building and solving the linear equation system.
The previous two test cases used a fixed CFL multiplier of 1. To study the
effect of sub-time stepping during the solution of the advection equation on
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(a)
(b)
Figure 5.15: Predicted oil recovery (a) and water cut (b) for the high velocity case using
different time steps. High fluid velocities in the flowing domain cause earlier
water breakthrough and steeper water cuts compared to the low velocity
case. Noticeable numerical error occurs for time steps of ∆t ≥ 10 where the
oil recovery is slightly overpredicted.
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(a)
(b)
Figure 5.16: Numerical error due to operator splitting measured in L2 norm for the pre-
dicted oil recovery (a) and water cut (b) for different model time steps ∆t
for the high velocity case in log 10 scale. The error increases with increased
simulation time step but still remains low for small time steps ∆t ≤ 30.
time step [sec] 5 15 30 45 60 300 600
SR1 51.66 h 13.98 h 11.24 h 9.82 h 9.63 h 8.22 h 7.91 h
MR1 57.48 h 15.06 h 11.88 h 10.73 h 10.24 h 9.04 h 8.59 h
MR2 24.54 h 14.15 h 11.18 h 9.81 h 9.48 h 7.66 h 7.52 h
Table 5.14: CPU time for the high velocity case simulations for a model time of 10 days.
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the overall error that is caused by the operator splitting, a further study was
conducted where the CFL multiplier varied throughout the simulation. The CFL
multiplier was chosen during each time step to ensure that one always obtains
∆tPresEq = ∆tSatEq for the entire simulation.
Although the CFL multiplier is now ≥ 1, the error measured in L2 norm still
is of the same order of magnitude as the error for low velocity case where the
CFL multiplier was fixed to 1 (Fig. 5.17). This shows the advantage of using an
implicit solver for the advection equation: The solution still converges if the CFL
multiplier is larger than 1 because the overall error is dominated by the operator
splitting, not the numerical dispersion of the saturation front. Using the same
time steps for the solution of the pressure and saturation equations, i.e. avoiding
sub-time stepping, has the further advantage that the CPU time is reduced (see
Table 5.15) since just one iterative solution of the saturation equation is needed
during each update of the pressure field and therefore building and solving the
linear system of equations, and evaluating the Jacobian, for a large number of
small time-steps can be avoided.
time step [sec] 30 45 60
SR1 4.38 h 2.69 h 2.16 h
MR1 4.27 h 5.92 h 2.23 h
MR2 4.43 h 2.84 h 2.22 h
Table 5.15: CPU time for the low velocity case simulations for a model time of 10 days
where the CFL multiplier was variable such that one obtains ∆tPresEq = ∆tSatEq
for the entire simulation.
5.6.3 Discussions of Error Analysis
The analysis of the numerical error presented in this section extended the error
analysis for numerical dispersion in Section 2.3.1. It was shown, that by allow-
ing overstepping for the saturation equation, the overall error is dominated by
the error due to operator splitting. That is because the overstepping was com-
paratively small. For example, for a time step of ∆t = 60 sec, one obtains CFL
multiplier ≤ 5; in this case, the numerical error due to numerical dispersion was
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(a)
(b)
Figure 5.17: Numerical error due to operator splitting measured in L2 norm for the pre-
dicted oil recovery (a) and water cut (b) for different model time steps ∆t
for the low velocity case in log 10 scale. In contrast to the error analysis
shown in Fig. 5.14 and Fig. 5.16, the CFL multiplier was variable such that
one always obtains ∆tPresEq = ∆tSatEq for the emtire simulation.
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negligible (Fig. 2.7 and Fig. 2.9). It should be noted that the analysis of the nu-
merical error was performed on a particular model and may vary for different
geometries.
5.7 summary
In this chapter, the multi-scale heterogeneities inherent to naturally fractured
reservoirs are represented by the DFM-MRDP model. The division of the reservoir
model into Discrete Fracture and Matrix (DFM) and Multi-Rate Dual-Porosity
(MRDP) regions enables to combine two state of the art simulation approaches
in one reservoir simulator. Fluid flow in regions with faults, fracture corridors,
large faults or sparsely fractured regions is modelled using the DFM approach
such that flow in both, fractures/faults and matrix can be simulated explicitly.
This approach is physically more appropriate. On the other hand, regions with
intense fracturing and well-connected fracture networks are modelled by the
MRDP approach. Here, upscaled fracture properties are computed and fluid flow
is simulated only in the flowing fracture domain. Fluid exchange between frac-
tures and matrix is computed using the previously described MRDP approach
(Chapter 4). Allowing for multiple transfer rates to be present is crucial because
the rock matrix can rarely be considered homogeneous. Even small variations in
rock (or fluid properties) can lead to differences by orders-of-magnitude in trans-
fer rates and hence to fundamentally different recovery behaviours, especially if
capillary forces dominate.
Proof of concept simulations demonstrated that the DFM-MRDP approach can
model the complex behaviour of two-phase flow in naturally fractured reservoirs
well and significant differences compared to DFM-SRDP models can be observed.
It was studied how large fractures in the DFM region connect highly fractured
MRDP regions such that complex flow patterns develop, possibly leaving large
values of oil behind that is trapped in the rock matrix. The change of the main
flow paths over the field life can be analysed due to the interplay of complex
reservoir geometry and capillary or gravitational forces. An analysis of the nu-
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merical error due to the operator splitting showed that the overall solution error
is dominated by the operator splitting and not the numerical dispersion. How-
ever, this error leads to negligible variations in the water cut and oil production
curves because of the relatively weak coupling between the pressure and satura-
tion equation if viscous forces dominate. The numerical error can be controlled
by choosing an appropriate global time-step. Further work is needed to explore
if a predictor-corrector scheme or a global iteration (e.g. a Picard iteration) would
allow us to choose arbitrarily large global time steps despite using a sequential
solution of the pressure and saturation equation.
It is important to emphasise that the DFM-MRDP model presented here is not
restricted to unstructured grids and can be applied to any structured grid simu-
lator. The advantage of unstructured hybrid grid though is that large-scale frac-
tures and faults as well as other geometrically complex geological bodies can
be readily modelled. Attempting to model such geometries using corner point
grids with two-point flux approximation can result in significant numerical error
(Aavatsmark, 2002; Lie et al., 2012).
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6.1 summary and conclusions
Naturally Fractured Reservoirs (NFR) hold about half of the world’s remaining
oil reserves and are typically very heterogeneous. NFR are also important for
many other subsurface engineering applications, including (nuclear) waste stor-
age, CO2 sequestration, groundwater aquifers, and geothermal energy extrac-
tion. They contain faults, fracture corridors, large fractures but also many small-
scale fractures as well as heterogeneous rock matrix. Multi-phase flow in NFR is
strongly influenced by this multi-scale heterogeneity. Therefore, accurate concep-
tual models that reliably quantify fluid flow in the fracture and fluid exchange
between fracture and matrix are needed to forecast oil recovery and optimise
production in fracture-dominated and fracture-assisted reservoirs.
Discrete Fracture and Matrix (DFM) models provide an accurate approach for
NFR modelling as they use fully unstructured grids to resolve the fractures and
other complex geological structure explicitly and solve the underlying physics
of fluid flow in fractures and matrix simultaneously. However, the high compu-
tational cost of the DFM approach makes full field simulations intractable. On the
other hand, the classical Dual-Porosity (DP) model has low computational cost
but lacks accuracy when simulating multi-phase flow in NFR as they oversim-
plify the fracture network geometry and the key physics of fracture-matrix fluid
exchange. DP model application is also restricted to certain areas of a NFR, since
the model assumes that the underlying fracture network must be well connected.
The objective of this work was to improve the performance of the DFM approach
144
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in terms of computational cost and the performance of the DP model in terms
of physical accuracy when modelling fracture-matrix fluid exchange. Ultimately,
the improved DFM and DP models are combined to utilise the benefits of both
approaches when simulating multi-phase flow in NFR. All developments and
implementations were made in the research-grade reservoir simulator Complex
Systems Modelling Platform (CSMP++), which employs unstructured finite ele-
ment and finite volume methods. The key outcomes of this thesis are as follows:
• In Chapter 2, the Implicit Pressure Implicit Saturation (IMPIS) approach in a
DFM model was implemented. It was demonstrated that the IMPIS approach
compared to the Implicit Pressure Explicit Saturation (IMPES) approach ap-
plied to heterogeneous media has similar accuracy but is potentially faster
if the contrast in fluid velocities is large.
• In Chapter 3, I introduced the classical Single-Rate Dual-Porosity (SRDP)
model using transfer functions that are based on analytical solutions for
spontaneous imbibition and gravity drainage. It was shown that pseudo
steady-state shape factors, which account for the quasi radial propagation
of the saturation fronts due to the saturation gradients, gave the best pre-
dictions of fracture-matrix mass transfer due to spontaneous imbibition.
• The SRDP model was then extended in Chapter 4 to the Multi-Rate Dual-
Porosity (MRDP) model. The effect of small-scale heterogeneities in the rock
matrix on oil recovery predictions was studied by varying the matrix per-
meability and matrix block sizes. The multi-rate behaviour observed in the
fine-grid simulations was modelled adequately with the MRDP approach.
The SRDP model usually predicted significantly faster recoveries than the
MRDP model and yielded reasonable approximation of oil recoveries only
when the multiple transfer rates were similar.
• In Chapter 5, the research-grade reservoir simulator CSMP++ was extended
by combining the models introduced in Chapter 2, Chapter 3 and Chapter
4 to the DFM-MRDP model. The DFM-MRDP approach was tested using ide-
alised NFR models that contain large fractures above the simulation grid
cell size and small scale fractures below the grid cell size. It was demon-
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strated how the DFM-MRDP approach models the complex flow behaviour
caused by the multi-scale heterogeneity inherent to NFR.
6.2 future work
The key contribution of this thesis was the development and implementation of
the DFM-MRDP approach. However, there are many areas where this approach
should be improved in future work. Some of them are listed below.
• In this thesis, I considered only incompressible, immiscible and isothermal
two-phase flow in presence of a third, immobile phase. However, in reality
if three phases are present in a reservoir, they are likely to be all mobile and
can interact with each other (e.g. gas can dissolve in the oil and water phase
as the pressure increases). Modelling three phase flow is of a great impor-
tance for real hydrocarbon reservoirs, for example if they have a gas cap
or if Enhanced Oil Recovery (EOR) such as Water-Alternating-Gas (WAG)
injection should be simulated. Therefore, the DFM-MRDP model should be
extended to a BlackOil simulator in the first instance, including PVT look-
up tables. The first attempts to implement such a model in CSMP++ are
currently underway.
• The MRDP transfer functions, which were presented in this thesis, model
capillary and gravity driven fracture-matrix fluid exchange separately de-
pending on the ratio of capillary to gravitational forces. Two other pro-
cesses, i.e. fluid transfer due to fluid expansion and due to diffusion are
still neglected. These transfer functions can be extended to a general trans-
fer function as proposed by Lu et al. (2008) through substitution of their
spontaneous imbibition term
√
K
φ
σ√
µwµo
1
L2c
, (6.1)
with the transfer rate coefficient based on the analytical solution for spon-
taneous imbibtion
(
2A
φLc
)2
. (6.2)
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This transfer function would account for all four principal mechanism of
fracture-matrix mass transfer and would remain applicable to arbitrary
fluid and rock properties.
• In Chapter 3, it was shown that the exponential model of Aronofsky for
modelling spontaneous imbibition in a DP model (Eq. 3.14) slightly under-
predicts the recovery at early time but it provides a good approximation of
the late time behaviour (i.e. for t > t∗). On the other hand, the analytical
solution for spontaneous imbibition (Eq. 3.8) is valid only for t < t∗ where
it yields the exact result of oil recovery during spontaneous imbibition.
Therefore, a better prediction of oil recovery can be achieved by combining
the analytical solution with the Aronofsky model:
R =
 Ranalytical t ≤ t
∗,
RArono f sky t > t∗ .
(6.3)
In that way, the analytical solution would not only provide the transfer rate
coefficient for Eq. 3.14 but also predict the exact recovery R at early times.
• The MRDP model gives only an evolution of the average wetting fluid satu-
ration in the matrix block. If hysteresis effects should be considered during
a simulation, the knowledge of the spatial distribution of the wetting and
the non-wetting fluids is also important. Incorporating a Multiple Interact-
ing Continua (MINC) model, where each matrix block itself is divided into
different matrix-sub regions, each having its own pressure and saturation
value, could provide a solution to this problem. Such a DFM-MRDP-MINC
model would require additional transfer functions to compute the fluid
exchange between the fractures and the outer matrix domains and sub-
sequently the transfer between the outer and inner matrix domains. It is
expected that through the preservation of the gradients in the matrix sat-
urations the early time recoveries can be modelled since steep saturation
gradients accelerate recovery at early time.
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I M P L E M E N TAT I O N
a.1 impis on unstructured fe grid
Closed source code CSMP++, free for academics
Compilable with:
g++ (4.6.4 linux)
clang++ (3.4.1 linux)
icpc (13.1 Linux)
VS2012 (Visual Studio 11, Windows)
VS2013 (Visual Studio 12, Windows)
Managed repository at MU Leoben
Contact Julian Mindel (julian.mindel@gmail.com) for obtaining the license
a.1.1 Pseudocode for Implicit Solution for Transport Equation
148
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Listing 1: SolveTransportEquationImplicitly
NW_maxIt = 5;
LS_maxIt = 5;
NWiter = 1;
LSiter = 1;
NW_residual_target = 1.0× 10−3;
LS_residual_target = 0.99*NW_residual_target;
residual = 1.0;
residual_previous = 1.0;
//Newton loop
Sinit = Stα;
while(residual > NW_residual_target && NWiter < NWmaxIt)
{
for (each finite volume)
{
Calculate F (Sinit); // accumulate residual vector
Calculate F′ (Sinit); // accumulate Jacobian matrix
Add source term q
}
// Solve equation system with algebraic multi-grid solver
∆SNW = −F (Sinit) /F′ (Sinit);
//Line Search loop
LScontinue = true;
while(LScontinue && LSiter < LSmaxIt )
{
St+∆tα = Stα +∆SNW2−LSiter;
Calculate residual = ||F (St+∆tα ) ||2;
if (residual > residual_previous && LSiter > 1)
{
St+∆tα = Stα +∆SNW2−(LSiter−1);
Calculate residual = ||F (St+∆tα ) ||2;
LScontinue = false;
}
residual_previous = residual;
LSiter++;
}
Sinit = St+∆tα ;
NWiter++;
}
return St+∆tα ;
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a.2 analytical solution for spontaneous imbibition
Matlab code available upon request:
function SpontaneousImbibition( time )
%SPONTANEOUSIMBIBITION Summary
% Calculates the analytical solution for spontaneous imbibition for
% water-wet rocks and compares with experimental data
%
% INPUT: time [hours] (is converted to SI unit [s] later in script)
%
% The Eq numbers in the comments refer to
% Schmid, K. S., & Geiger, S. (2013). Universal scaling of spontaneous imbibition
% for arbitrary petrophysical properties: Water-wet and mixed-wet states and
% Handy’s conjecture. Journal of Petroleum Science and Engineering, 1-18.
% doi:10.1016/j.petrol.2012.11.015
%
% Calculates among others:
% the Dispersion coefficient D(Sw) (Eq. 6)
% the fractional flow including capillarity F(Sw) (Eq. 11)
% the constant A (Eq. 8)
% the volumetric inflow Q(t) (Eq 9)
% the water saturation profile (x,Sw) (Eq 12)
% the time t_star until the analytical solution is valid (Eq 15)
% the transfer rate coefficient tau_c which can be used for DP simulations(Eq 20)
% the exponential recovey function after Aronofsky(1958) (Eq 28)
% . . .
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a.3 eclipse code for spontaneous imbibition experiments
a.3.1 .data file
– Three Dimensional Counter-current Imbibition
– WATER-WET Barea sandstone
– BASE CASE (Kr & Pc from Bourbiaux, B., & Kalaydjian, F. (1990). doi:10.2118/18283-
PA)
– Matrix Swi = SWC = 40 %
– Matrix Snr = SNR = 42.2 %
– rock cubes surrounded by fractures(infinite volume)saturated with water, all
faces open for imbibition
–
–
DEBUG
0 0 0 1 0 0 1 0 0 1 /
RUNSPEC ==================================
TITLE
« Spontaneous Imbibition »
–
DIMENS
– NX NY NZ
102 102 102 /
– "ONLY OIL AND WATER PRESENT"
OIL
WATER
– "USING LAB UNITS"
LAB
– "ASSUME TWO REGIONS WITH THE SAME FLUID PROPERTIES"
EQLDIMS
2 /
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TABDIMS
2 1 15 15 2 /
START
18 ’FEB’ 2014 /
FMTOUT
FMTIN
UNIFOUT
UNIFIN
GRID ==================================
– Corner point grid imported from Petrel
– Increased fracture porevolume assigning MULTPV=1.0E+006 to the fracture re-
gion to approximate Sw f = 1.0 constant
INCLUDE
’includes/grid.inc’ /
– Isotropic permeability
COPY
PERMX PERMY /
PERMX PERMZ /
/
PSEUDOS
RPTGRID
COORD /
INIT
EDIT
PROPS ==================================
– "USE SIMILAR FLUID PROPERTIES FOR TWO REGIONS"
DENSITY
– Densities @ surface condition lb/ft
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– Oil Water GAS
0.788 1.012 7.0E-04 /
GRAVCONS
0.0/
– Rock compressibility
– P Cr
– —- —–
ROCK
– Pref, atma Cf, 1/atm
100.00 .30E-04 /
– PVT data for dead oil
– REF PRESS -BO -COMPRESSIBILITY -VISCOSITY -VISCOSIBILITY
– —- —- —–
PVCDO
100 1.0 0.0e-5 5.0 0.0 /
– PVT data for water
– P Bw Cw Vis
– —- —- —– —–
PVTW
100.0 1.00 0.00E-06 0.5 0.0 /
INCLUDE
’includes/satfunc_Oak.inc’ /
REGIONS ==================================
– " DEFINE TWO REGIONS FOR MATRIX (R-2) AND FRACTURE (R-1)"
INCLUDE
’includes/region.inc’ /
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RPTREGS
0 1 0 0 0 0 0 0 0 0 /
SOLUTION ==================================
INCLUDE
’includes/solution.inc’ /
RPTSOL
1 1 1 0 0 0 0 2 1 0 0 /
SUMMARY ==================================
– OUTPUT IN EXCEL FORMAT
EXCEL
– SHOW AVERAGE OIL SATURATION IN REGIONS
ROSAT
1 2 /
– SHOW AVERAGE WATER SATURATION IN REGIONS
RWSAT
1 2 /
– SHOW AVERAGE OIL PRESSURE IN REGIONS
RPR
1 2 /
– SHOW OIL EXCHANGE BETWEEN REGIONS
ROFTL
2 1 /
/
RPTONLY
SCHEDULE ==================================
TSTEP
600*120
/
END
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a.3.2 include files
The grid.inc, region.inc and solution.inc files are too large to be included in this
thesis and are available upon request.
a.3.2.1 satfunc_Oak.inc
SWOF
– fracture region: linear relperms & no capillary pressure
– Sw Krw Kro Pcw-o
0.0 0.0 1.0 0.0
1.0 1.0 0.0 0.0 /
– matrix region: Kr & Pc from Bourbiaux, B., & Kalaydjian, F. (1990). doi:10.2118/18283-
PA
0.4 0 1 3.4
0.41 1.49E-08 0.919545271 0.266999466
0.42 7.41E-07 0.853394333 0.189457853
0.44 3.91E-05 0.730508295 0.136760631
0.46 0.000397478 0.615225436 0.114510221
0.47 0.000960057 0.559439333 0.107347973
0.49 0.004042798 0.450627004 0.096980128
0.50 0.007386653 0.397362557 0.093070844
0.51 0.012742176 0.344743546 0.089738294
0.52 0.02096145 0.292704328 0.086855826
0.54 0.050629663 0.190157871 0.082100381
0.55 0.075130486 0.139566987 0.080108943
0.56 0.108682752 0.089385225 0.078318562
0.57 0.153737944 0.039583971 0.076698219
0.578 0.2 0.0 0.075507563
/
a.4 pseudocode for dfm-mrdp
[ November 10, 2014 at 22:49 – classicthesis by Christine Maier ]
A.4 pseudocode for dfm-mrdp 156
Listing 2: DFM-MRDP workflow for simulation of NFR: Part 1 preparing the reservoir
simulation model
// Identify DFM and MRDP regions
if (Large scale fractures and faults or sparse fractured areas)
DFM region;
else // areas of well connected fracture networks with small scale fractures
{
MRDP region;
}
// Upscaling and definition of sub-grid heterogeneities
Upscale fracture properties of the MRDP region;
Identify N matrix sub-domains of the MRDP region by its heterogeneity;
// Build geometry of the NFR, modelling different geological features using a CAD
software e.g. Rhinoceros R©
Model DFM regions with beds, fractures and faults;
Model MRDP regions including large-scale heterogeneity e.g. beds;
Place wells;
// Mesh computation
Generate an unstructured volumetric mesh with a mesh generation software e.g. ANSYS
ICEM CFD R©;
//Populate mesh with parameters (CSMP++ code)
for each node and element in DFM region
{
Store fracture/fault and matrix properties;
Set initial and boundary conditions;
}
for each node and element in MRDP region
{
Store upscaled fracture properties;
Store N sets of matrix rock properties (virtual matrix cells);
Set initial and boundary conditions;
}
//Definition of flowing and stagnant domains
Properties of flowing domain = DFM region properties + upscaled fracture properties
of MRDP region;
Properties of stagnant domain = N sets of matrix rock properties of MRDP region;
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Listing 3: DFM-MRDP workflow for simulation of NFR: Part 2 simulating fluid flow
for each node j in MRDP region
{
Compute and store ratio of capillary to gravitational forces rj;
if (rj > 1)
for k = 1 to N
Compute and store the transfer rate coefficients β
GD,j
k ;
else
for k = 1 to N
Compute and store the transfer rate coefficients β
SI,j
k ;
}
// Reservoir flow simulation
for each time step
{
if (rock or fluid properties in the MRDP region changed)
{
for each node j in MRDP region
{
Update ratio of capillary to gravitational forces rj;
if (rj > 1)
for k = 1 to N
Update transfer rate coefficients β
GD,j
k ;
else
for k = 1 to N
Update transfer rate coefficients β
SI,j
k ;
}
}
else
{
Solve pressure equation in flowing domain;
for each node i // entire model
{
Update pressure values pi;
}
Solve saturation equation implicitly in flowing domain;
for each node i // entire model
{
Update saturation values Siw; Sinw = 1.0− Siw;
}
for each node j of MRDP region
{
// Update saturations in flowing and stagnant domain using
transfer functions
if (rj > 1)
TGD,j = ∑ T
GD,j
k
(
β
GD,j
k , S
j
w, S
j
wm
)
;(
Sjw, S
j
wm
)
= F
(
TGD,j
)
;
else
TSI,j = ∑ T
SI,j
k
(
β
SI,j
k , S
j
w, S
j
wm
)
;(
Sjw, S
j
wm
)
= F
(
TSI,j
)
;
}
}
}
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