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TWIST-MINIMAL TRACE FORMULAS AND THE SELBERG
EIGENVALUE CONJECTURE
ANDREW R. BOOKER, MIN LEE AND ANDREAS STRO¨MBERGSSON
Abstract. We derive a fully explicit version of the Selberg trace formula for twist-
minimal Maass forms of weight 0 and arbitrary conductor and nebentypus character, and
apply it to prove two theorems. First, conditional on Artin’s conjecture, we classify the
even 2-dimensional Artin representations of small conductor; in particular, we show that
the even icosahedral representation of smallest conductor is the one found by Doud and
Moore [DM06], of conductor 1951. Second, we verify the Selberg eigenvalue conjecture
for groups of small level, improving on a result of Huxley [Hux85] from 1985.
1. Introduction
In [BS07], the first and third authors derived a fully explicit version of the Selberg
trace formula for cuspidal Maass newforms of squarefree conductor, and applied it to
obtain partial results toward the Selberg eigenvalue conjecture and the classification of
2-dimensional Artin representations of small conductor. In this paper we remove the
restriction to squarefree conductor, with the following applications:
Theorem 1.1. The Selberg eigenvalue conjecture is true for Γ1(N) for N ≤ 880, and for
Γ(N) for N ≤ 226.
Theorem 1.2. Assuming Artin’s conjecture, Table 1 is the complete list, up to twist, of
even, nondihedral, irreducible, 2-dimensional Artin representations of conductor ≤ 2862.
tetrahedral
163 277 349 397 547 549 607 679 703 709 711 763 853 937 949 995
1009 1073 1143 1147 1197 1267 1267 1333 1343 1368 1399 1413 1699 1773 1777 1789
1879 1899 1899 1935 1951 1953 1957 1984 2051 2077 2097 2131 2135 2169 2169 2223
2311 2353 2439 2456 2587 2639 2689 2709 2743 2763 2797 2803 2817
octahedral
785 1345 1940 2159 2279 2313 2364 2424 2440 2713 2777 2777 2777 2857
icosahedral
1951 1951 2141 2141 2804 2804
Table 1. Even, nondihedral Artin representations of conductor ≤ 2862,
up to twist. For each twist equivalence class we indicate the minimal Artin
conductor and link to the LMFDB page of a representation in the class, when
available.
Remarks 1.3.
• As we pointed out in [BS07], in the case of squarefree level the Selberg trace for-
mula becomes substantially cleaner if one sieves down to newforms, and that also
helps in numerical applications by thinning out the spectrum. For nonsquarefree
A. R. B. and M. L. were partially supported by EPSRC Grant EP/K034383/1. M. L. was partially
supported by Royal Society University Research Fellowship “Automorphic forms, L-functions and trace
formulas”. A. S. was supported by the Swedish Research Council Grant 2016-03360.
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level this is no longer the case, as the newform sieve results in more complicated
formulas in many cases.
Our main innovation in this paper is to introduce a further sieve down to
twist-minimal forms, i.e. those newforms whose conductor cannot be reduced by
twisting. Although there are many technical complications to overcome in the
intermediate stages, in the end we find that the twist-minimal trace formula is
again significantly cleaner and helps to improve the numerics.
A natural question to explore in further investigations is whether one can skip
the intermediate stages and derive the twist-minimal trace formula directly. In
particular, some of the most intricate parts of the present paper have to do with
explicitly describing the Eisenstein series in full generality, but it often turns out
that the corresponding terms of the trace formula are annihilated by the twist-
minimial sieve. A direct proof might shed light on why this is so and avoid messy
calculations.
• Theorem 1.1 for Γ(N) improves a 30-year-old result of Huxley [Hux85], who proved
the Selberg eigenvalue conjecture for groups of level N ≤ 18. Treating nonsquare-
free conductors is essential for this application, since a form of level N can have
conductor as large as N2. Moreover, the reduction to twist-minimal spaces yields
a substantial improvement in our numerical results by essentially halving the spec-
trum in the critical case of forms of prime level N and conductor N2 (see (1.3)
below). This partially explains why our result for Γ(N) is within a factor of 4 of
that for Γ1(N), despite the conductors being much larger.
• By the Langlands–Tunnell theorem, the Artin conjecture is true for tetrahedral
and octahedral representations, so the conclusion of Theorem 1.2 holds uncondi-
tionally for those types. In the icosahedral case, by [Boo03] it is enough to assume
the Artin conjecture for all representations in a given Galois conjugacy class; i.e.,
if there is a twist-minimal, even icosahedral representation of conductor ≤ 2862
that does not appear in Table 1, then Artin’s conjecture is false for at least one
of its Galois conjugates.
The entries of Table 1 were computed by Jones and Roberts [JR17] by a thor-
ough search of number fields with prescribed ramification behavior, and we verified
the completeness of the list via the trace formula. In principle the number field
search by Jones and Roberts [JR14] is exhaustive, so it should be possible to prove
Theorem 1.2 unconditionally with a further computation, but that has not yet
been carried out to our knowledge.
• Theorem 1.1 for Γ1(N) improves on the result from [BS07] by extending to non-
squarefree N and increasing the upper bound from 854 to 880. To accomplish
the latter, we computed a longer list of class numbers of the quadratic fields
Q(
√
t2 ± 4) using the algorithm from [BBJ18]. Nothing (other than limited pa-
tience of the user) prevents computing an even longer list and increasing the
bounds in Theorem 1.1 a bit more. However, as explained in [BS07, §6], our
method suffers from an exponential barrier to increasing the conductor, so that
by itself is likely to yield only marginal improvements. Some ideas for surmount-
ing this barrier are described in [BS07, §6]; in any case, as Theorem 1.2 shows,
the first even icosahedral representation occurs at conductor N = 1951,1 so the
bounds in Theorem 1.1 cannot be improved unconditionally beyond 1950.
1The existence of this representation was first shown by Doud and Moore [DM06], who also proved
that 1951 is minimal among prime conductors of even icosahedral representations.
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• All of our computations with real and complex numbers were carried out using
the interval arithmetic package Arb [Joh17]. Thus, modulo bugs in the software
and computer hardware, our results are rigorous. The reader is invited to inspect
our source code at [BLS18].
We conclude the introduction with a brief outline of the paper. In §1.1–1.2 we define
the space of twist-minimal Maass forms and state our version of the Selberg trace formula
for it. In §2 we state and prove the full trace formula in general terms, and then specialize
it to Γ0(N) with nebentypus character. In §3 we apply the sieving process to pass from
the full space to newforms, and then to twist-minimal forms. In §4, we describe some
details of the application of the trace formula to Γ(N) and to Artin representations.
Finally, in §5 we make a few remarks on numerical aspects of the proofs of Theorems 1.1
and 1.2.
Acknowledgements. We are grateful to Abhishek Saha for teaching us about twist-
minimal representations, in particular Lemma 1.4. We also thank John Jones and David
Roberts for their efforts to find Artin representations for all of the twist-equivalence
classes in Table 1 and sharing their data in the LMFDB.
1.1. Preliminaries on twist-minimal spaces of Maass forms. LetH = {z = x+iy ∈
C : y > 0} denote the hyperbolic plane. Given a real number λ > 0 and an even Dirichlet
character χ (mod N), let Aλ(χ) denote the vector space of Maass cusp forms of eigenvalue
λ, level N and nebentypus character χ, i.e. the set of smooth functions f : H → C
satisfying
(1) f(az+b
cz+d
) = χ(d)f(z) for all ( a bc d ) ∈ Γ0(N);
(2)
∫
Γ0(N)\H |f |2
dx dy
y2
<∞;
(3) −y2
(
∂2
∂x2
+ ∂
2
∂y2
)
f = λf .
We omit the level N from the notation Aλ(χ) since it is determined implicitly as the
modulus of χ (which might differ from its conductor, i.e. χ need not be primitive). Any
f ∈ Aλ(χ) has a Fourier expansion of the form
f(x+ iy) =
√
y
∑
n∈Z\{0}
af (n)K√ 1
4
−λ(2π|n|y)e2πinx,
for certain coefficients af (n) ∈ C, where Ks(y) = 12
∫
R
est−y cosh t dt is the K-Bessel func-
tion.
For any n ∈ Z \ {0} coprime to N , let Tn : Aλ(χ)→ Aλ(χ) denote the Hecke operator
defined by
(Tnf)(z) =
1√|n|
∑
a,d∈Z
d>0,ad=n
χ(a)
∑
b (mod d)
{
f
(
az+b
d
)
if n > 0,
f
(
az¯+b
d
)
if n < 0.
We say that f ∈ Aλ(χ) is a normalized Hecke eigenform if af(1) = 1 and f is a simulta-
neous eigenfunction of Tn for every n coprime to N . In this case, one has Tnf = af (n)f .
Let cond(χ) denote the conductor of χ. For any M ∈ Z>0 with cond(χ) | M , let
χ|M denote the unique character mod M such that χ|M(n) = χ(n) for all n coprime to
MN . Then for any M with cond(χ) | M | N and any d | N
M
, we have a linear map
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ℓM,d : Aλ(χ|M)→ Aλ(χ) defined by (ℓM,df)(z) = f(dz). Let
Aoldλ (χ) =
∑
M,d∈Z>0
cond(χ)|M |N,M<N
d| N
M
ℓM,dAλ(χ|M)
denote the span of the images of all lower level forms under these maps, and let Anewλ (χ) ⊆
Aλ(χ) denote the orthogonal complement of Aoldλ (χ) with respect to the Petersson inner
product
〈f, g〉 =
∫
Γ0(N)\H
f g¯
dx dy
y2
.
We call this the space of newforms of eigenvalue λ, conductor N and character χ.
By strong multiplicity one, we have Anewλ (χ) ∩ Anewλ (χ′) = {0} unless χ and χ′ have
the same modulus and satisfy χ(n) = χ′(n) for all n. In particular, any nonzero f ∈
Anewλ (χ) uniquely determines its conductor, which we denote by cond(f). Moreover, the
Hecke operators Tn map Anewλ (χ) to itself, and Anewλ (χ) has a unique basis consisting of
normalized Hecke eigenforms.
Suppose that f ∈ Anewλ (χ) is a normalized Hecke eigenform. Then for any Dirichlet
character ψ (mod q), there is a unique M ∈ Z>0 and a unique g ∈ Anewλ (χψ2|M) such
that ag(n) = af (n)ψ(n) for all n ∈ Z \ {0} coprime to q. We write f ⊗ ψ to denote the
corresponding g. We say that f is twist minimal if cond(f ⊗ ψ) ≥ cond(f) for every
Dirichlet character ψ.
Let Aminλ (χ) ⊆ Anewλ (χ) denote the subspace spanned by twist-minimal normalized
Hecke eigenforms. Clearly any normalized Hecke eigenform can be expressed as f ⊗ψ for
some twist-minimal form f . In turn, for any normalized Hecke eigenform f ∈ Aminλ (χ),
we have
cond(f ⊗ ψ) = lcm(cond(f), cond(ψ) cond(χψ)),
as implied by the following lemma.
Lemma 1.4 (cf. [CS18], Lemma 2.7). Let F be a nonarchimedean local field, π an irre-
ducible, admissible, generic representation of GL2(F ) with central character χ, and ψ a
character of F×. Let a(π) and a(ψ) denote the respective conductor exponents of π and
ψ (written additively). Then we have
(1.1) a(π ⊗ ψ) ≤ max{a(π), a(ψ) + a(χψ)},
with equality if π is twist minimal or a(π) 6= a(ψ) + a(χψ).
Proof. There are three cases to consider:
(1) π ∼= χ1 ⊞ χ2 is a principal series representation, in which case
a(π ⊗ ψ) = a(χ1ψ) + a(χ2ψ), a(π) = a(χ1) + a(χ2), and χ = χ1χ2.
(2) π ∼= St⊗χ1 is a twist of the Steinberg representation, in which case
a(π ⊗ ψ) = max{1, 2a(χ1ψ)}, a(π) = max{1, 2a(χ1)}, and χ = χ21.
(3) π is supercuspidal.
In the first two cases, we verify (1.1) by a straightforward case-by-case analysis using the
observation that, for any characters ξ1 and ξ2, a(ξ1ξ2) ≤ max{a(ξ1), a(ξ2)}, with equality
if a(ξ1) 6= a(ξ2). This also shows that equality holds in (1.1) when a(π) 6= a(ψ) + a(χψ).
In the third case, Tunnell [Tun78, Prop. 3.4] showed that a(π⊗ψ) ≤ max{a(π), 2a(ψ)},
with equality if a(ψ) 6= 1
2
a(π), and that a(χ) ≤ 1
2
a(π). It follows that max{a(π), 2a(ψ)} =
max{a(π), a(ψ) + a(χψ)}, so Tunnell’s theorem implies (1.1). If, in addition, we have
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a(π) 6= a(ψ) + a(χψ), then min{a(ψ), a(χψ)} < 1
2
a(π). Making use of the isomorphism
π ∼= π∨ ⊗ χ, we may replace (π, ψ) by (π∨, χψ) if necessary, so as to assume that a(ψ) <
1
2
a(π). Thus, Tunnell’s theorem implies that equality holds in (1.1) in this case.
Finally, if π is twist minimal then a(π ⊗ ψ) ≥ a(π), so equality holds in (1.1) even if
a(π) = a(ψ) + a(χψ). 
Thus, f 7→ f⊗ψ extends to an injective linear map from Aminλ (χ) to Anewλ (χψ2|M), where
M = lcm(N, cond(ψ) cond(χψ)).
In light of this, it is enough to consider the trace formula for twist-minimal spaces of
forms. In fact, since some twist-minimal spaces are trivial, and for others a given form
can have more than one representation as the twist of a twist-minimal form (i.e. it is
possible to have cond(f ⊗ ψ) = cond(f) and f ⊗ ψ 6= f), a further reduction of the
nebentypus character is possible, as follows.
Definition 1.5. Let χ =
∏
p|N χp be a Dirichlet character modulo N , and put ep =
ordpN , sp = ordp cond(χ). We say that χ is minimal if the following statement holds for
every prime p | N :
p > 2 and
[
sp ∈ {0, ep} or χp has order 2ord2(p−1)
]
or p = 2 and sp ∈ {⌊ep/2⌋, ep} ∪


{0} if ep ≤ 3,
{0, 2} if ep > 3 and 2 ∤ ep,
∅ if ep > 3 and 2 | ep.
Note that for an odd prime p, there are 2ord2(p−1)−1 choices of χp (mod pep) of order
2ord2(p−1), and for any such χp we have sp = 1 and χp(−1) = −1; in particular, when p ≡
3 (mod 4), the Legendre symbol
(
·
p
)
is the unique such character. (For p ≡ 1 (mod 4),
the spaces resulting from different choices of χp of order 2
ord2(p−1) are twist equivalent,
but there is no canonical choice. Similarly, for p = 2 the characters of conductor 2⌊e2/2⌋
and fixed parity yield twist-equivalent spaces.)
Lemma 1.6. Let χ (mod N) be a Dirichlet character, and suppose that Aminλ (χ) 6= {0}.
Then there exists ψ (mod N) such that χψ2 is minimal and Aminλ (χ) ⊗ψ−−→ Aminλ (χψ2) is
an isomorphism.
Proof. Since the map f 7→ f⊗ψ is injective, by Lemma 1.4 it suffices to show that there is
a ψ (mod N) such that χψ2 is minimal and cond(ψ) cond(χψ) | N . Writing ψ =∏p|N ψp,
this is equivalent to finding ψp (mod p
ordpN ) such that χpψ
2
p is minimal and
(1.2) ordp cond(ψp) + ordp cond(χpψp) ≤ ordpN
for each prime p | N .
Fix p | N and set e = ordpN , s = ordp cond(χp). If e ∈ {s, 1} then χp is minimal,
so we can take ψp equal to the trivial character mod p
e. Hence we may assume that
e > max{s, 1}. In this case, since Aminλ (χ) is nonzero, it follows from [AL78, Theorem 4.3′]
that s ≤ 1
2
e.
Suppose that p is odd, and let g be a primitive root mod pe. Then χp(g) = e(a/ϕ(p
e))
for a unique a ∈ Z ∩ [1, ϕ(pe)]. Set
b =
{
−a/2 if 2 | a,
[ϕ(pe)2− ord2(p−1) − a]/2 if 2 ∤ a,
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and let ψp be the character defined by ψp(g) = e(b/ϕ(p
e)). Then χpψ
2
p is minimal, and
since pordp a | b and e > 1, it follows that ordp cond(ψp) ≤ 12e, which implies the desired
inequality (1.2).
Suppose now that p = 2. Since s ≤ 1
2
e and there is no character of conductor 2, χ2 is
already minimal if e ≤ 3. Also, by the analogue of [AL78, Theorem 4.4(iii)] for Maass
forms, if e ≥ 4 is even then we must have s = e/2, so χ2 is again minimal. Hence, we
may assume that e is an odd number exceeding 3.
If s ∈ {0, 2, ⌊e/2⌋} then χ2 is minimal, so we may assume that 3 ≤ s ≤ (e − 3)/2.
Recalling that (Z/2eZ)× is generated by −1 and 5, we have χp(5) = e(a/2s−2) for a
unique odd number a ∈ [1, 2s−2). Let ψ2 be the character defined by ψ2(−1) = 1 and
ψ2(5) = e(−a/2s−1). Then χ2(5)ψ2(5)2 = 1, so χ2ψ22 has conductor at most 4. Moreover,
cond(ψ2) = cond(χ2ψ2) = 2
s+1, so that
ord2(ψ2) + ord2(χ2ψ2) = 2s+ 2 < e,
as desired. 
Thus, we may restrict our attention to the spaces Aminλ (χ) for minimal characters χ.
1.2. The twist-minimal trace formula. Let g : R → C be even, continuous and
absolutely integrable, with Fourier transform h(r) =
∫
R
g(u)eiru du. We say that the
pair (g, h) is of trace class if there exists δ > 0 such that h is analytic on the strip
Ω = {r ∈ C : |ℑ(r)| < 1
2
+ δ} and satisfies h(r)≪ (1 + |r|)−2−δ for all r ∈ Ω.
Let χ (mod N) be a Dirichlet character, and write χ =
∏
p|N χp, where each χp is a char-
acter modulo pordpN . The trace formula is an expression for
∑
λ>0 tr Tn|Aminλ (χ)h
(√
λ− 1
4
)
in terms of g and χ. Its terms are linear functionals of g with coefficients that are multi-
plicative functions of χ, i.e. functions F satisfying F (χ) =
∏
p|N F (χp).
In what follows we fix a prime p and a character χ (mod pe) of conductor ps, and define
the local factor at p for various terms appearing in the trace formula. As a notational
convenience, for any proposition P we write δP to denote the characteristic function of
P , i.e. δP = 1 if P is true and δP = 0 if P is false.
Identity term. Define
(1.3) M(χ) =


pe−1(p+ 1) if s = e,
p−χ(−1)
gcd(2,p−1,e)ϕ(p
e−1) if s < e ≤ 2,
p2−1
gcd(2,p−1,e)ϕ(p
e−2) if e > max{s, 2}.
Constant eigenfunction. Define
µ(χ) =
{
−1 if s < e = 1,
0 otherwise.
Parabolic terms. For m ≥ 1 and n ∈ {±1}, define
Φm,n(χ) =


χ(m) + χ(n)χ(m) if s = e,
−1 if s < e = 1 and m = pk for some k > 0,
0 otherwise
(1.4)
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and
Ψn(χ) =


1 + χ(n) if s = e or n = e = 1,
p−χ(−1)
gcd(2,p−1,e) if n = 1, s < e = 2,
p⌊
e−3
2 ⌋+p⌈
e−3
2 ⌉
gcd(2,p−1,e) (p− 1) if n = 1, e > max{s, 2},
3
2
if n = −1, p = 2, s < e = 1,
1
2
if n = −1, p = 2, s < e ∈ {2, 3},
1 if n = −1, p > 2, s < e = 1,
0 otherwise.
Elliptic and hyperbolic terms. Following the notation in [BL17, §1.1], let D denote the
set of discriminants, that is
D = {D ∈ Z : D ≡ 0 or 1 (mod 4)}.
Any nonzero D ∈ D may be expressed uniquely in the form dℓ2, where d is a fundamental
discriminant and ℓ > 0. We define ψD(n) =
(
d
n/ gcd(n,ℓ)
)
, where
( )
denotes the Kronecker
symbol. Note that ψD is periodic modulo D, and if D is fundamental then ψD is the
usual quadratic character mod D. Set
L(z, ψD) =
∞∑
n=1
ψD(n)
nz
for ℜ(z) > 1.
Then it is not hard to see that
L(z, ψD) = L(z, ψd)
∏
p|ℓ
[
1 +
(
1− ψd(p)
) ordp ℓ∑
j=1
p−jz
]
,
so that L(z, ψD) has analytic continuation to C, apart from a simple pole at z = 1 when
D is a square. In particular, if D is not a square then we have
L(1, ψD) = L(1, ψd) · 1
ℓ
∏
p|ℓ
[
1 +
(
p− ψd(p)
)pordp ℓ − 1
p− 1
]
.
Let t ∈ Z and n ∈ {±1} with D = t2−4n not a square. Then D ∈ D, so we may write
D = dℓ2 as above. Define r = ordp(D/2) + 1,
α =
ψd(p)− 1
1 + (p− ψd(p))pordp ℓ−1p−1
and ω =
{
1 if 2 ∤ t or p = 2 and r = 2s,
0 otherwise.
For s = e we set
(1.5) Ht,n(χ) =


χ
(
t+psω
2
)(
2 + α p
e+pe−1−2
p−1
)
if r ≥ 2e,
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
)
if r < 2e and ψd(p) = 1,
0 otherwise,
where
√
d denotes a square root of d modulo 4pe. For s < e we set
(1.6) Ht,n(χ) = δe=1 or (np )=1
· δr≥e−1 · α
gcd(2, e)
χ
(
t+ psω
2
)
pe−3
·
[
p
(
p− δe=2χ(−1)− δr=e−1(p+ δ2|e)
)− δe>2
]
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when p > 2, and
(1.7) Ht,n(χ) = αχ
(
t + 2r/2ω
2
)
2e−3


3 if e ≥ 3, r > e,
1 + 2(−1)e if e ≥ 3, r = e,
1− 2(−1)d if e ≥ 3, r = e− 1, 2 ∤ e,
2 if e = 2, r ≥ e,
−1 if e = 2, r < e,
4 if e = 1,
0 otherwise
when p = 2.
With the notation in place, we can now state the trace formula for Tn acting onAminλ (χ).
Theorem 1.7. Let χ (mod N) be a minimal character of conductor q, n ∈ {±1}, and
(g, h) a pair of test functions of trace class. Then∑
λ>0
trTn|Aminλ (χ)h
(√
λ− 1
4
)
= −δn=1
[
M(χ)
12
∫
R
g′(u)
sinh(u/2)
du+ µ(χ)
∫
R
g(u) cosh(u/2) du
]
+
∑
t∈Z
D=t2−4n√
D/∈Q
Ht,n(χ)L(1, ψD)


g
(
2 log |t|+
√
D
2
)
if D > 0,√
|D|
π
∫
R
g(u) cosh(u/2)
4 sinh2(u/2)+|D| du if D < 0
+ Φ1,n(χ)
{(
γ + log
2π
N
+
1
2
log
2
(2, N)
)
g(0)−
∫ ∞
0
log
(
sinh
u
2
)
g′(u) du
+ δn=1
[(
γ + log
2
N
+
1
2
log(2, N) +
1
2
∑
p|N
log p
)
g(0)−
∫ ∞
0
log
(
tanh
u
4
)
g′(u) du
]}
+ 2
∞∑
m=2
Λ(m)
m
Φm,n(χ)g(2 logm)− Λ(N/q)Ψn(χ)g(0)− δN=11
4
∫
R
g(u) du.
2. Statement and proof of the full Selberg trace formula
2.1. Selberg trace formula in general form from [BS07]. The group of all isometries
(orientation preserving or not) ofH can be identified with G = PGL2(R), where the action
is defined by
T (z) =
{
az+b
cz+d
if ad− bc > 0,
az¯+b
cz¯+d
if ad− bc < 0, for T =
(
a b
c d
)
∈ G .
The group of orientation preserving isometries, G+ = PSL2(R), is a subgroup of index 2
in G. We write G− = G \G+ for the other coset in G.
Let Γ be a discrete subgroup of G such that the surface Γ\H is noncompact but of
finite area, and let χ be a (unitary) character on Γ. We set Γ+ := Γ ∩ G+ and assume
Γ+ 6= Γ. We let L2(Γ\H, χ) be the Hilbert space of functions f : H → C satisfying the
automorphy relation
f(γz) = χ(γ)f(z), ∀γ ∈ Γ,
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and ∫
Γ\H
|f |2 dµ <∞.
We let {φj}j≥1 be any orthonormal basis of the discrete spectrum of the Laplace operator
∆ = −y2
(
∂2
∂x2
+ ∂
2
∂y2
)
on L2(Γ\H, χ), i.e. φj ∈ C∞(H)∩L2(Γ\H, χ) and ∆φj = λjφj , say
with increasing eigenvalues 0 ≤ λ1 ≤ λ2 ≤ · · · . We also let
rj =
√
λj − 14 ∈ R+ ∪ i
[−1
2
, 0
]
.
The trace formula from [BS07, Theorem 2 and (2.37)] reads as follows. The even
analytic function h and its Fourier transform g are given as in Section 1.2. The trace
formula for (Γ, χ) is∑
j≥1
h(rj) = I(Γ, χ) + NEll(Γ, χ) + Ell(Γ, χ) + C(Γ, χ) + Eis(Γ, χ),
where
(2.1) I(Γ, χ) =
Area(Γ\H)
4π
∫
R
h(r)r tanh(πr) dr,
(2.2) NEll(Γ, χ) =
∑
{T}⊂M, non-ell
logN(T0)
[ZΓ(T ) : [T0]]
χ(T )
N(T )
1
2 − sgn(det T )N(T )− 12 g(logN(T )),
(2.3) Ell(Γ, χ) =
∑
{T}⊂M, elliptic
χ(T )
2|ZΓ(T )| sin(θ(T ))
∫
R
e−2θ(T )r
1 + e−2πr
h(r) dr,
(2.4)
C(Γ, χ) =
( ∑
j∈CΓ,χ,k(j)=j
χ(Tj,0)
){
1
8
h(0) +
1
4π
∫
R
h(r)
(
Γ′
Γ
(
1
2
+ ir
)
− Γ
′
Γ
(1 + ir)
)
dr
}
+
g(0)
4
( ∑
1≤j≤κ,k(j)=j
∑
v∈{0,1}
χ(Tj,v) log cj,v − 2
∑
1≤j≤κ,j/∈CΓ,χ
log |1− χ(Tj)|
)
+
|CΓ,χ|
2
{
1
4
h(0)− g(0) log 2− 1
2π
∫
R
h(r)
Γ′
Γ
(1 + ir) dr
}
and
(2.5) Eis(Γ, χ) =
1
4π
∫
R
h(r)
(ϕΓ)′
ϕΓ
(
1
2
+ ir
)
dr − 1
4
h(0) trΦΓ
(
1
2
)
.
Note that all the sums and integrals are absolutely convergent (see [BS07, Proposi-
tion 2.2]). In the remainder of this section we explain the notation appearing in (2.1),
(2.2), (2.3), (2.4) and (2.5).
The set M in NEll(Γ, χ) and Ell(Γ, χ) is given as
M = {T ∈ Γ : T has no cusp of Γ+ as a fixpoint},
i.e. M is the set of all T ∈ Γ which do not fix any cusp of Γ+ and “{T} ⊂ M” denotes
that we add over a set of representatives for the Γ-conjugacy classes in M . We write
ZΓ(T ) for the centralizer of T in Γ. The sum in NEll(Γ, χ) in (2.2) is over all non-elliptic
conjugacy classes in M . Thus T is hyperbolic, reflection or a glide reflection, and let
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α ∈ (−∞,−1]∪ (1,∞) be the unique number such that T is conjugate within G to ( α 00 1 ).
Then we write
N(T ) = |α|.
We denote by T0 some hyperbolic element or a glide reflection in ZΓ(T ). Then the infinite
cyclic group
[T0] = {T n0 : n ∈ Z}
has finite index [ZΓ(T ) : [T0]] in ZΓ(T ) and the ratio
logN(T0)
[ZΓ(T ) : [T0]]
depends only on T and not on our choice of T0. The sum in Ell(Γ, χ) in (2.3) is over all
elliptic conjugate classes in M , and we write θ(T ) for the unique number θ ∈ (0, π
2
] such
that T is conjugate within G to
(
cos θ sin θ
− sin θ cos θ
)
.
Now we explain the notations appearing in C(Γ, χ) in (2.4). Let
η1, . . . , ηκ ∈ ∂H = R ∪ {∞}
be a set of representatives of the cusps of Γ+\H, one from each Γ+-equivalence class. For
each j ∈ {1, . . . , κ} we choose Nj ∈ G+ such that Nj(ηj) = ∞ and the stabalizer Γ+ηj is
[Tj ] where
Tj = N
−1
j
(
1 −1
0 1
)
Nj .
We write CΓ,χ for the set of open cusp representatives, viz.
CΓ,χ = {j ∈ {1, . . . , κ} : χ(Tj) = 1}.
We fix, once and for all, an element V ∈ Γ− Γ+. For each j ∈ {1, . . . , κ} there exists
k(j) ∈ {1, . . . , κ} and Uj ∈ Γ+ such that
V ηj = Ujηk(j).
Note that k(j) is uniquely determined by the condition that ηk(j) is the representative of
the cusp V ηj and then Uj is determined up to the right shifts with Tk(j). By [BS07, p.116
and (2.5)], Uj satisfies
(2.6) Uj = V N
−1
j
(−1 xj
0 1
)
Nk(j) ∈ Γ+, for some xj ∈ R.
We note in particular that k(k(j)) = j and that k(j) ∈ CΓ,χ if and only if j ∈ CΓ,χ. For
each j ∈ {1, . . . , κ} with k(j) = j, and each v ∈ Z, we set
(2.7) Tj,v = N
−1
j
(−1 xj + v
0 1
)
Nj = U
−1
j V T
v
j ∈ Γ.
The last identity follows from (2.6). Then Tj,v is a reflection fixing the point ηj . Also the
other fixpoint of Tj,v in ∂H must be a cusp; we write it as V2ηk for some V2 ∈ Γ+ and
k ∈ {1, . . . , κ}, and then define the number cj,v > 0 by the relation (cf. [BS07, (2.26)])
(2.8) NjV2N
−1
k =
( ∗ ∗
cj,v ∗
)
, where det(NjV2N
−1
k ) = 1.
It now remains to explain the notations ϕΓ and ΦΓ appearing in Eis(Γ, χ) in (2.5). For
j ∈ CΓ,χ, let Ej(z, s, χ) be the Eisenstein series for 〈Γ+, χ〉 associated to the cusp ηj :
(2.9) Ej(z, s, χ) =
∑
W∈[Tj ]\Γ+
χ(W−1)(ℑ(NjWz))s, for z ∈ H and ℜ(s) > 1,
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continued meromorphically to all s ∈ C. There is a natural Γ-analog of Ej(z, s, χ), which
for every j ∈ CΓ,χ is given by (cf. [BS07, (2.8)–(2.10)]):
(2.10) EΓj (z, s, χ) = Ej(z, s, χ) + χ(V
−1)Ej(V z, s, χ).
We fix, once and for all, a subset RΓ,χ ⊂ CΓ,χ such that
(2.11) ∀j ∈ CΓ,χ :
{
exactly one of j, k(j) ∈ RΓ,χ if k(j) 6= j,
j ∈ RΓ,χ ⇐⇒ χ(V −1Uj) = 1 if k(j) = j.
For each j ∈ CΓ,χ with k(j) = j, it holds that χ(V −1Uj) = ±1. Hence if j /∈ RΓ,χ
then EΓj (z, s, χ) ≡ 0. In [BS07, (2.32)], meromorphic functions ϕΓj,ℓ(s) for j, ℓ ∈ RΓ,χ are
constructed so that for each j ∈ RΓ,χ,
(2.12) EΓj (z, 1− s, χ) =
∑
ℓ∈RΓ,χ
ϕΓj,ℓ(1− s)EΓℓ (z, s, χ).
The relations (2.12) together determine the functions ϕΓj,ℓ(s) uniquely (cf. [BS07, p.125(bottom)]).
We also note that all ϕΓj,ℓ(s) are holomorphic along the line ℜ(s) = 12 . The |RΓ,χ|× |RΓ,χ|
matrix
ΦΓ(s) = (ϕΓj,ℓ(s))j,ℓ∈RΓ,χ
is called the scattering matrix for Γ and we write
ϕΓ(s) = det ΦΓ(s).
We point out that this determinant ϕΓ(s), as well as the trace of ΦΓ(s) which also
appears in (2.5) are independent of which ordering of RΓ,χ we chose when defining the
matrix ΦΓ(s).
2.2. Trace formula for Γ0(N), χ. Throughout this section we will use the convention
that all matrix representatives for elements in G = PGL2(R) are taken to have deter-
minant 1 or −1. Let N be an arbitrary positive integer and set Γ+ = Γ0(N) ⊂ G+.
Fix
V =
(−1 0
0 1
)
∈ G
and note that V 2 = 12, the identity matrix, and V Γ
+V −1 = Γ+. Hence Γ = Γ±0 (N) =
〈Γ+, V 〉 ⊂ G is a supergroup of Γ+ of index 2. We will use the standard notation ω(N)
for the number of primes dividing N .
Let χ be a Dirichlet character moduloN . For any divisor α | N satisfying gcd(α,N/α) =
1, we define
χα(x) = χ(y)
for y ≡α x and y ≡N/α 1. By the Chinese remainder theorem, such y is uniquely
determined modulo N and χα is a Dirichlet character modulo α. It follows that χ =
χαχN/α for all such divisors α. For any prime p, we set
χp = χgcd(N,p∞).
It follows that χ =
∏
p|N χp (identity of functions on Z); also χp ≡ 1 for all p ∤ N .
Let us agree to all χ pure if χp(−1) = 1 for every odd prime p. Note that if χ is even
then χ is pure if and only if χp(−1) = 1 for all primes p. From now on we fix χ to be an
11
even Dirichlet character modulo N , and we set q = cond(χ). We introduce two indicator
functions Iχ and Iq,4 through
Iχ = I(χ is pure);(2.13)
Iq,4 = I(p ≡4 1 for every prime p | q).(2.14)
We view χ as a character on Γ+ via
χ(( a bc d )) = χ(d) for (
a b
c d ) ∈ Γ+.
This character can be extended in two ways to a character of Γ: either by χ(V ) = 1 or
χ(V ) = −1. These extensions are explicitly given by
(2.15) χ(ε)(T ) = det(T )εχ(d), for T = ( a bc d ) ∈ Γ where ε ∈ {0, 1}.
Let Tr(G, χ(ε)) be the trace formula for (Γ±0 (N), χ
(ε)). For n ∈ {±1}, we have
(2.16)
∑
λ≥0
trTn|Aλ(χ)h
(√
λ− 1
4
)
= Tr(G, χ(0)) + nTr(G, χ(1)).
For each prime p | N , define
(2.17) Ψ1(p
ep, psp) =
{
2pep−sp if ep < 2sp,
p⌊ ep2 ⌋ + p⌊ ep−12 ⌋ if ep ≥ 2sp,
(2.18) Ψ2(p
ep, psp) =


1 if ep = 0,{
2ep if ep > 0 and sp = 0,
2(ep − 2sp + 1) if ep ≥ 2sp and sp > 0,
if p is odd,

ep + 1 if ep ∈ {1, 2} and sp = 0,
2(ep − 1) if ep ∈ {4, 3} and sp = 0,
4(ep − 3) if ep ≥ 5 and sp = 0,
4(ep − 2sp − 1) if ep ≥ 2sp + 1 and sp ≥ 3,
if p = 2,
0 otherwise,
(2.19) Ψ˜2(p
ep, χp) =


1 if ep = 0,
min{e2 + 1, 4} if p = 2 and s2 = 0,
2 if p ≡4 −1 and sp = 0,
χp(
√−1)Ψ2(pep, psp) if p ≡4 1 and χp even,
0 otherwise
(where
√−1 is a square root of −1 in Z/pZ), and
(2.20)
Ψ3(p
ep, psp) =


0 if ep = 0,
pep−sp(4sp − 1) if ep < 2sp,(
p⌊ ep2 ⌋ + p⌊ ep−12 ⌋
)(
ep − 1p−1
)
+ 2
p−1 + δsp>0
(
psp−1 + 2p
sp−1−1
p−1
)
if ep ≥ 2sp.
For j ∈ {1, 2}we set Ψj(N, q) =
∏
p|N Ψj(p
ep, psp). Similarly, Ψ˜2(N,χ) =
∏
p|N Ψ˜2(p
ep, χp).
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Let
(2.21) Ω1(N, q) =


1 if 0 ≤ e2 ≤ 1 or s2 = e2,
3
2
if e2 = 2 and s2 < e2,
2 if e2 ≥ 3 and s2 < e2,
(2.22) Ω2(N, q) =


1
2
− 3
4
e2 if 0 ≤ e2 ≤ 2,
−2 if e2 ≥ 3, s2 = 0,
−2s2 if e2 > s2 ≥ 3,
−e2 if e2 = s2 ≥ 3.
Finally we define
(2.23) Φ±(pep, m) = Ψ1(pep, pw±(m)) with w±(m) = max{sp, ep − ordp(±m2 − 1)}.
Theorem 2.1. For n ∈ {±1} we have
(2.24)∑
λ≥0
trTn|Aλ(χ)h
(√
λ− 1
4
)
= I(Γ, χ;n) + (NEll +Ell)(Γ, χ;n) + (C+Eis)(Γ, χ;n),
where
I(Γ, χ;n) =
1 + n
2
N
∏
p|N(1 + p
−1)
12
∫
R
rh(r) tanh(πr) dr,
(NEll +Ell)(Γ, χ;n) =
∑
t∈Z,t2−4n=dℓ2,√
t2−4n/∈Q
At,n[h]h
+(d)
∏
p
Sp(p
ep, χp; t, n),
where At,n[h] is defined in (2.28) and Sp(p
ep, χp; t, n) is given in (2.34) and Lemma 2.8,
(2.25) (C+Eis)(Γ, χ; 1)
= Ψ1(N, q)
{
1
4
h(0)− 1
2π
∫
R
h(r)
(
Γ′
Γ
(
1
2
+ ir
)
+
Γ′
Γ
(1 + ir)
)
dr
}
− 1
4
IχΨ2(N, q)h(0)
+
{
Ψ1(N, q) log
(π
2
)
−
∑
p|N
Ψ3(p
ep, psp)
∏
p′|N,p′ 6=p
Ψ1(p
′ep′ , p′sp′ ) log p
}
g(0)
+ 2
∑
m≥1,gcd(m,q)=1
Λ(m)
m
∏
p|N,p∤m
[
(ℜχp(m))Φ+(pep, m)
]
g(2 logm)
and
(2.26) (C+Eis)(Γ, χ;−1) = 1
4
Iχ
{
2ω(N)Ω1(N, q)− Iq,4Ψ˜2(N,χ)
}
h(0)
− Iχ2ω(N)Ω1(N, q) 1
2π
∫
R
h(r)
Γ′
Γ
(1 + ir) dr
+ Iχ2
ω(N)
{
Ω1(N, q)
(
log π −
∑
p|N,p>2
max{1
2
, sp} log p
)
+ Ω2(N, q) log 2
}
g(0)
+ 2
∑
m≥1,gcd(m,q)=1
Λ(m)
m
∏
p|N,p∤m
[
({ℜ/iℑ}χp(m))Φ−(pep, m)
]
g(2 logm),
where {ℜ/iℑ}χp(m) = 12
(
χp(m) + χp(−m)
)
.
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2.3. Identity I(Γ, χ).
Lemma 2.2. For n ∈ {±1}, we have
I(Γ, χ;n) =
1 + n
2
N
∏
p|N(1 + p
−1)
12
∫
R
rh(r) tanh(πr) dr.
Proof. It is well known that Area(Γ+\H) = π
3
N
∏
p|N(1+p
−1) (cf. [Miy89, Theorem 4.2.5(2)]),
and the area of Γ\H is half as large. By (2.1), we have
I(Γ, χ(ε)) =
N
∏
p|N(1 + p
−1)
24
∫
R
h(r)r tanh(πr) dr for ε = ±1.

2.4. Non-cuspidal contributions NEll +Ell(Γ, χ). The aim of this section is to prove
the following proposition.
Proposition 2.3. For n ∈ {±1}, we have
(2.27) NEll(Γ, χ;n) + Ell(Γ, χ;n) =
∑
t∈Z,t2−4n=dℓ2,√
t2−4n/∈Q
At,n[h]h
+(d)
∏
p
Sp(p
ep, χp; t, n),
where d is a fundamental discriminant and ℓ ∈ Z>0.
The method we use to enumerate the conjugacy classes appearing in these sums is well
known, cf., e.g., [Eic56], [Vig80] and [Miy89]. Here we will follow the setup in [Miy89]
fairly closely (as was done in [BS07] in the case of N squarefree).
We start by introducing some notations. Set
R =
{(
a b
c d
)
∈ M2(Z) : c ≡N 0
}
and
R1 = {T ∈ R : det(T ) = 1}.
Let
P =
{
〈n, t〉 ∈ {±1} × Z :
√
t2 − 4n /∈ Q, ∃Tn,t ∈ R, det(Tn,t) = n and tr(Tn,t) = t
}
.
For each 〈n, t〉 ∈ P , we fix one such element Tn,t ∈ R.
Given 〈n, t〉 ∈ P , we let d and ℓ be the unique integers such that t2 − 4n = dℓ2,
ℓ ∈ Z≥1 and d is a fundamental discriminant (that is d ≡4 1, is squarefree and d 6= 1
or else d ≡4 0, d/4 is squarefree and d/4 6≡4 1). Then the subalgebra Q[Tn,t] ⊂ M2(Q)
is isomorphic to the quadratic field Q(
√
d). For any positive integer f , we write r[f ]
for the order Z + f d+
√
d
2
Z in Q(
√
d). Using Q[Tn,t] ∼= Q(
√
d) (either of the two possible
isomorphisms), we let r[f ] denote also the corresponding order in Q[Tn,t]. For any order
r in Q[Tn,t] we set
C(Tn,t, r) = {δTn,tδ−1 : δ ∈ GL2(Z), Q[Tn,t] ∩ δ−1Rδ = r}.
Note that C(Tn,t, r) is closed under conjugation by elements in R
1. We denote by
C(Tn,t, r)//R
1 = R1\C(Tn,t, r)/R1
a set of representatives for the inequivalent R1-conjugacy classes in C(Tn,t, r). Also for
U = ( a bc d ) ∈ C(Tn,t, r), we write
χ(ε)(U) = det(U)εχ(d).
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For every f | ℓ, it holds that C(Tn,t, r[f ]) ⊂ R and using this one checks that χ(ε)(U) for
U ∈ C(Tn,t, r[f ]) only depends on the R1-conjugacy class of U .
Let h(r[f ]) be the narrow class number for r[f ]. We also define
(2.28) At,n[h] =


log ǫ1√
t2−4ng
(
log (|t|+
√
t2−4n)2
4
)
, if t2 − 4n > 0,
2
|r[1]1|√4n−t2
∫
R
e−2r·arccos(|t|/2)
1+e−2πr
h(r) dr, if t2 − 4n < 0,
where in the first case ǫ1 > 1 is the proper fundamental unit in Q(
√
d).
Following the discussion in [BS07, pp. 136-137], we see that NEll(Γ, χ(ε)) + Ell(Γ, χ(ε))
can be collected as
(2.29) NEll(Γ, χ(ε)) + Ell(Γ, χ(ε))
=
1
2
∑
〈n,t〉∈P
{∑
f |ℓ
[
r[1]1 : r[f ]1
]( ∑
U∈C(Tn,t,r[f ])//R1
χ(ε)(U)
)}
At,n[h]
{
1 if t2 − 4n > 0,
1
2
if t2 − 4n < 0.
Remark 2.4. The expression (2.29) would of course look slightly nicer if we did not include
the factor “2” in the definition of At,n[h] (2.28) in the case t
2 − 4n < 0. However our
definition makes the final expression slightly simpler.
The following lemma generalizes [Str00, Lemma 3.4].
Lemma 2.5. Let n, t be any integers satisfying
√
t2 − 4n /∈ Q, and let d, ℓ be the unique
integers such that t2 − 4n = dℓ2, ℓ > 0 and d is a fundamental discriminant. Then there
exists T ∈ R satisfying det(T ) = n and tr(T ) = t if and only if, for each prime p | N , we
have
(2.30) ordp(ℓ) ≥
⌈ep
2
⌉
or
(
d
p
)
= 1 or
[
2 ∤ ep, ordp(ℓ) ≥
⌊ep
2
⌋
and p | d
]
.
Here ep = ordp(N).
Proof. Such an element T ∈ R exists if and only if there is some a ∈ Z satisfying
a(t− a)− n ≡N 0, and this holds if and only if the same congruence equation is solvable
modulo pep for each prime p | N . The lemma now follows by completing the square in
the expression a(t−a)−n, and splitting into the classes 2 | ep and 2 ∤ ep, as well as p = 2
and p > 2. 
The R1-conjugacy classes in each C(Tn,t, r) can be enumerated using a local-to-global
principle. Let T = Tn,t and r = r[f ] for some f | ℓ. For each prime p, we set
Cp(T, r) =
{
xTx−1 : x ∈ GL2(Qp), Qp[T ] ∩ x−1Rpx = rp
}
,
where
Rp =
{(
a b
c d
)
∈ M2(Zp) : γ ≡N 0
}
is the closure of R in M2(Qp) and rp is the closure of r in Qp(
√
d) ∼= Qp[T ]. One checks
that Cp(T, r) is closed under R
×
p -conjugation. We also set
C∞(T, r) =
{
xTx−1 : x ∈ GL2(R)
}
,
which is closed under R×∞-conjugation, where we have set R
×
∞ = GL
+
2 (R). Let us now
mildly alter our previous definition of C(T, r)//R1 (a set of representatives), so as to
instead let C(T, r)//R1 denote the set of R1-conjugacy classes in C(T, r). Similarly for
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each place v of Q, we let Cv(T, r)//R
×
v be the set of R
×
v -conjugacy classes in Cv(T, r).
Clearly we have a natural map
(2.31) θ : C(T, r)//R1 →
∏
v
Cv(T, r)//R
×
v .
By [Miy89, Lemma 6.5.2] (trivially generalized as noted in [BS07]), the map θ is surjective,
and in fact θ is exactly h(r)-to-1, where h(r) is the (narrow) class number for r.
It remains to understand each factor in the right hand side of (2.31). For v = ∞, we
have, as in [Miy89, (6.6.1)],
∣∣C∞(T, r[f ])//R×∞∣∣ =
{
1 if d > 0,
2 if d < 0.
Also for primes p ∤ N , we have Rp ⊂ M2(Zp) ⊂ M2(Qp) and thus∣∣Cp(T, r)//R×p ∣∣ = 1
(cf., e.g., [Miy89, Theorem 6.6.7]).
Finally, if p | N , let e = ordp(N) and ρ = ordp(ℓ/f). For α ∈ Z≥1 let
Ω(pα;n, t) =
{
ξ ∈ Zp : ξ2 − tξ + n ≡pα 0
}
.
Then by [Miy89, Theorem 6.6.6] 2, a complete set of representatives for Cp(T, r)//R
×
p
(where T = Tn,t, r = r[f ] and f | ℓ) is given by
{(
ξ pρ
− ξ2−tξ+n
pρ
t− ξ
)
: ξ ∈ Ω(pe+2ρ;n, t)/pe+ρ
}
⋃

{(
t− ξ − t2−tξ+n
pe+ρ
pe+ρ ξ
)
: ξ ∈ Ω(pe+2ρ+1;n, t)/pe+ρ
}
if p2ρ+1 | ℓ2d,
∅ otherwise.
The sets Ω(pe+2ρ;n, t) and Ω(pe+2ρ+1;n, t) are both closed under addition with any ele-
ment from pe+ρZp, and Ω(p
e+2ρ;n, t)/pe+ρ and Ω(pe+2ρ+1;n, t)/pe+ρ denote complete sets
of representatives for Ω(pe+2ρ;n, t) mod pe+ρZp and Ω(p
e+2ρ+1;n, t) mod pe+ρZp, respec-
tively.
Using the above facts together with χ =
∏
p|N χp and the fact that ξ
2 − tξ + n =
ξ(ξ − t) + n is invariant under ξ 7→ t− ξ, it follows that, for any f | ℓ,
(2.32) ∑
U∈C(Tn,t,r[f ])//R1
χ(ε)(U) =
∏
p|N
( ∑
ξ∈Ω(ee+2ρ;n,t)/pe+ρ
χp(ξ)+δp2ρ+1|ℓ2d
∑
ξ∈Ω(pe+2ρ+1;n,t)/pe+ρ
χp(ξ)
)
× h(r[f ])nε
{
1 if d > 0,
2 if d < 0.
2We correct for a misprint in [Miy89, Theorem 6.6.6]: Ω′/pν+ρ+1 should be replaced by Ω′/pν+ρ
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For p | N with e = ordp(N) and f = ordp(ℓ), set
(2.33) Sp(p
e, χ; t, n) =
∑
ξ∈Ω(pe+2f ;n,t)/pe+f
χ(ξ) + δp|d
∑
ξ∈Ω(pe+2f+1;n,t)/pe+f
χ(ξ)
+
(
p−
(
d
p
)) ∑
β∈{0,1}
f∑
k=1
pk−1
∑
ξ∈Ω(pe+2f−2k+β ;n,t)/pe+f−k
χ(ξ).
Furthermore for p ∤ N , set
(2.34) Sp(1, 1; t, n) = 1 +
(
p−
(
d
p
))
pordp(ℓ) − 1
p− 1 .
Since
h(r[f ])
[
r[1]1 : r[f ]1
]
= h+(d)f
∏
p|f
p−1
(
p−
(
d
p
))
,
for each 〈n, t〉 ∈ P , we have
(2.35)∑
f |ℓ
[
r[1]1 : r[f ]1
] ∑
U∈C(Tn,t,r[f ])//R1
χ(ε)(U)

 = (∏
p
Sp(p
ep, χp; t, n)
)
nεh+(d)
{
1 if d > 0,
2 if d < 0.
Applying (2.35) to (2.29), then by (2.16),
(2.36) NEll(Γ, χ;n) + Ell(Γ, χ;n) =
∑
t∈Z
(〈n,t〉∈P )
At,n[h]h
+(d)
∏
p
Sp(p
ep, χp; t, n).
In the remainder of this section, we prove Lemma 2.8 and get an explicit formula
for Sp(p
e, χ; t, n). Let us first record the general solution to the congruence equation
ξ2 − tξ + n ≡ 0 modulo a prime power in the following lemma.
Lemma 2.6. Let p be a prime and α a positive integer. Then
(2.37) Ω(pα;n, t)
=


{
t+p⌈α2 ⌉ω
2
+ p⌈α2 ⌉u : u ∈ Zp
}
if ordp(t
2 − 4n) ≥ α +max{ordp(d)− 1, 0},{
t
2
±
√
dℓ
2
+ pα−ordp(ℓ)u : u ∈ Zp
}
if ordp(t
2 − 4n) < α and
(
d
p
)
= 1,
∅ otherwise,
where
ω =


1 if p = 2, α = ordp(t
2 − 4n)− 1 and 8 ∤ d,
or p = 2, α = ordp(t
2 − 4n) and 2 ∤ d,
or p and t odd,
0 otherwise.
and t2 − 4n = dℓ2 with d a fundamental discriminant and ℓ ∈ Z.
Proof. Suppose first that p is odd. For α ≥ 1, since ξ ∈ Ω(pα;n, t), we have
ξ2 − tξ + n ≡
(
ξ − t
2
)2
− t
2
4
+ n ≡ 0 (mod pα),
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so that
(2.38)
(
ξ − t
2
)2
≡ dℓ
2
4
(mod pα).
When ordp(dℓ
2) ≥ α this yields (ξ − t
2
)2 ≡ 0 (mod pα). For some u ∈ Zp, we have
ξ =
t
2
+ p⌈α2 ⌉u.
Next consider the case when ordp(dℓ
2) < α. We must have p ∤ d and ordp(dℓ
2) =
2 ordp(ℓ) < α for ξ to satisfy (2.38). In this case (2.38) has a solution only if
(
d
p
)
= 1,
and then ordp
(
ξ − t
2
)
= ordp(ℓ) =
ordp(dℓ2)
2
. Therefore, for some u ∈ Zp,
ξ =
t
2
±
√
dℓ
2
+ pα−ordp(ℓ)u.
Suppose now that p = 2. Since n ∈ {±1} and
ξ2 − tξ + n = ξ(ξ − t) + n ≡ 0 (mod 2α),
both ξ and ξ − t must be odd, so t is even. Note that when α = 1 and t is even,
Ω(2;n, t) = {1 + 2u : u ∈ Z2} .
From now on, we assume that α ≥ 2 and t is even. Then dℓ2 = t2 − 4n = 4
(
t2
4
− n
)
, so
4 | d or 2 | ℓ. Therefore
(2.39)
(
ξ − t
2
)2
≡ t
2 − 4n
4
≡ dℓ
2
4
(mod 2α).
If ord2(dℓ
2)− 2 ≥ α, we have (ξ − t
2
)2 ≡ 0 (mod 2α), so
Ω(2α;n, t) =
{
t
2
+ 2⌈α2 ⌉u : u ∈ Z2
}
.
Next consider the case when ord2(dℓ
2) − 2 < α. When 4 | d, we have (ord2(d)− 2) +
2 ord2(ℓ) < α. Dividing both sides of (2.39) by 2
2 ord2(ℓ), we get(
ξ − t
2
2ord2(ℓ)
)2
≡ d
4
(
ℓ
2ord2(ℓ)
)2
(mod 2α−2 ord2(ℓ)).
Note that d/4 ≡4 2 or 3, i.e. d/4 is not a square modulo 4, which implies that Ω(2α;n, t) =
∅ if α− 2 ord2(ℓ) ≥ 2. If α− 2 ord2(ℓ) = 1 then
ξ − t
2
2ord2(ℓ)
≡ d
4
(mod 2).
Thus, when α = 2 ord2(ℓ) + 1 and 4 | d, we get
Ω(2α;n, t) =
{
t
2
+ 2ord2(ℓ)
(
d
4
+ 2u
)
: u ∈ Z2
}
.
When d ≡ 1 (mod 4), we have 2 ord2(ℓ) − 2 < α. Dividing both sides of (2.39) by
22 ord2(ℓ)−2, we get (
ξ − t
2
2ord2(ℓ)−1
)2
≡ d
(
ℓ
2ord2(ℓ)
)2
(mod 2α−2 ord2(ℓ)+2).
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When α = 2 ord2(ℓ)− 1 or α = 2 ord2(ℓ), we have
Ω(2α;n, t) =
{
t
2
+ 2ord2(ℓ)−1(1 + 2u) : u ∈ Z2
}
.
For α > 2 ord2(ℓ), following a similar procedure to the case when p is odd, we get
Ω(2α;n, t) =
{
t
2
±
√
dℓ
2
+ 2α−ord2(ℓ)u : u ∈ Z2
}
.

Next, by Lemma 2.5, if 〈n, t〉 ∈ {±1} × Z satisfies √t2 − 4n /∈ Q and 〈n, t〉 /∈ P , then
there is a prime p | N such that either
•
(
d
p
)
= −1 and ep > 2 ordp(ℓ); or
• p | d and ep > 2 ordp(ℓ) + 1.
By inspection in (2.37), we see that the summation condition “〈n, t〉 ∈ P” in (2.36) may
be replaced by summation over all 〈n, t〉 ∈ {±1} × Z satisfying √t2 − 4n /∈ Q, as in
(2.27).
Lemma 2.7. Let p be a prime, s ∈ Z≥0 and ψ a primitive Dirichlet character of conductor
ps. For a, b ∈ Z≥0, a+ b ≥ s, we have
(2.40)
∑
u (mod pb)
ψ(x+ pau) =
{
pbψ(x) if s ≤ a,
0 otherwise.
Proof. Since ψ is primitive, τ(ψ) 6= 0 and we have
ψ(x+ pau) =
1
τ(ψ)
∑
α (mod ps)
ψ(α)e2πi(x+p
au) α
ps .
Then ∑
u (mod pb)
ψ(x+ pau) =
1
τ(ψ)
∑
α (mod ps)
ψ(α)e2πix
α
ps
{∑
u (mod pb) e
2πiα u
ps−a if s > a,
pb if s ≤ a.
Since a+ b ≥ s, if s > a,∑
u (mod pb)
e
2πiα u
ps−a =
∑
u (mod pb)
e
2πiαpa+b−s u
pb =
{
pb if ps−a | α,
0 otherwise.
Since ψ(α) = 0 when s > 0 and p | α, we get (2.40). 
Lemma 2.8. For t ∈ Z and n ∈ {±1}, let t2 − 4n = dℓ2 where d is a fundamental
discriminant and ℓ ∈ Z>0. For e = ordp(N) ≥ 1 and s = ordp(cond(χ)), let h =
max{2s− 1, e}, g = ordp(t2 − 4n) and f = g−ordp(d)2 = ordp(ℓ).
When p is odd, we have
(2.41) Sp(p
e, χ; t, n)
= δg≥h>0χ
(
t+ psδ2∤t
2
){
pe−1
(
pf−⌊h−12 ⌋+pf−⌊h2⌋)+(1− (d
p
))
pe−1
p− 1
(
pf−⌊h−12 ⌋+pf−⌊h2⌋−p−1)}
+ δg≤h−1,
( dp)=1
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−√dℓ
2
))
pf+min{e−s,f}.
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When p = 2 we have S2(2
e, χ; t, n) = 0 if t is odd, while if t is even then
(2.42) S2(2
e, χ; t, n)
= χ
(
t
2
)


δ2∤d2
e−1(2 g2−⌊h−12 ⌋ + 2 g2−⌊h2⌋)
+
(
1− (d
2
))
2e−1
(
2⌊ g2⌋−⌊h−12 ⌋ + 2⌊ g2⌋−⌊h2⌋ − 3) if g ≥ h+ 1 and 2 ∤ g,
or g ≥ max{h, 2s+ 2} and 2 | g,
−δ2∤d2e+1 −
(
1− (d
2
))
2e−1 if g = 2s ≥ e+ 1,
−3 · 2e−1 if g = 2s = e and 2 ∤ d,
0 otherwise
+ δg≤h−1,
( d2)=1
(
χ
(
t +
√
dℓ
2
)
+ χ
(
t−√dℓ
2
))
2f+min{e−s,f}.
Proof. By Lemma 2.6, setting α = e + 2(f − k) + β for β ∈ {0, 1} and 0 ≤ k ≤ f in
(2.37), we get
Ω(pe+2(f−k)+β ;n, t)/pe+f−k
=


{
t+p⌈ e+β2 ⌉+f−kω
2
+ p⌈ e+β2 ⌉+f−ku : u (mod p⌈ e+β2 ⌉−β)
}
if 2k + ordp(d) ≥ e+ β + δ,{
t±
√
dℓ
2
+ pe+β+f−2ku : u (mod pk−β)
}
if 2k ≤ e + β − 1 and
(
d
p
)
= 1,
∅ otherwise,
where δ = max{ordp(d)− 1, 0} and
ω =


1 if p = 2, 2 ∤ e + β, k = e+β+1
2
− ord2(d)
2
≤ f and 8 ∤ d,
or p = 2, 2 | e+ β, k = e+β
2
≤ f and 2 ∤ d,
or p 6= 2 and t odd,
0 otherwise.
When p is odd, applying Lemma 2.7,∑
ξ∈Ω(pe+2(f−k)+β;n,t)/pe+f−k
χ(ξ)
=


p⌊ e+β2 ⌋−βχ
(
t+δ2∤tp
s
2
)
if
⌈
e+β−ordp(d)
2
⌉
≤ k ≤ f + ⌈ e+β
2
⌉− ⌈h+β
2
⌉
,
pk−β
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
if k ≤ min{⌊ e+β+f−s
2
⌋
,
⌊
e−1+β
2
⌋
, f} and
(
d
p
)
= 1,
0 otherwise.
Recalling (2.33), we have
Sp(p
e, χ; t, n)
= δ( dp)=1
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−√dℓ
2
)){
1+
∑
β∈{0,1}
p−1−β(p−1)
⌊min{e+β+f−s,e−1+β,2f}2 ⌋∑
k−1
p2k
}
+ χ
(
t + δ2∤tp
s
2
)(
p−
(
d
p
)) ∑
β∈{0,1}
p⌊ e+β2 ⌋−β−1
f+⌈ e+β2 ⌉−⌈h+β2 ⌉∑
k=
⌈
e+β−ordp(d)
2
⌉ p
k.
20
Since
(2.43) 1 +
∑
β∈{0,1}
p−1−β(p− 1)
⌊min{e+β+f−s,e−1+β,2f}2 ⌋∑
k−1
p2k
= pmin{e+f−s,e−1,2f} =
{
pe−1 if g ≥ h,
pmin{e+f−s,2f} if g ≤ h− 1
and
∑
β∈{0,1}
p⌊ e+β2 ⌋−β−1
f+⌈ e+β2 ⌉−⌈h+β2 ⌉∑
k=
⌈
e+β−ordp(d)
2
⌉ p
k
= pe−1
pmax{0,⌊ g2⌋−⌈h2⌉+1} − 1
p− 1 + p
e−1−ordp(d)p
max{0,⌈ g2⌉−⌊h2⌋} − 1
p− 1
=

pe−1
p
⌊ g2 ⌋−⌈h2⌉+1−1
p−1 + p
e−1−ordp(d) p⌈
g
2 ⌉−⌊h2⌋−1
p−1 if g ≥ h,
0 if g ≤ h− 1,
we get (2.41).
Now assume p = 2. If t is odd then d ≡ 5 mod 8; thus (d
2
)
= −1, and Ω(pα;n, t) = ∅ for
all α ≥ 1 by Lemma 2.6; therefore all sums in (2.33) are empty, and so S2(2e, χ; t, n) = 0.
From now on we assume t is even. Applying Lemma 2.7, we get
∑
ξ∈Ω(2e+2(f−k)+β ;n,t)/2e+f−k
χ(ξ)
=


2⌊ e+β2 ⌋−βχ( t
2
)
if
⌈
e+β−δ4|d
2
⌉
≤ k ≤ f + ⌈ e+β
2
⌉− ⌈h+β
2
⌉
,
and
[
2 ∤ g or 2 | g and g
2
− 1] ,
2⌊ e+β2 ⌋−βχ( t
2
+ 2s−1
)
if g = 2s, k =
⌈
e+β
2
⌉ ≤ f and 2 ∤ d,
or g = 2s, 2 ∤ e+ β − 1, k = e+β−1
2
≤ f and 4 | d,
2k−β
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
if 2k ≤ min{e+ β + f − s, e+ β − 1, 2f} and (d
2
)
= 1,
0 otherwise.
Note that if 2 ∤ d then d ≡4 1. So for s = 2 and
(
d
2
)
= 1,
√
d (mod 4) is well defined.
Furthermore, for 2 ∤ d, since 4 | dℓ2, so f = ordp(ℓ) ≥ 1. Also note that since (x+2s−1)2 ≡
x2 (mod 2s) for s ≥ 2, we have χ(x+ 2s−1) = ±χ(x). Because χ is primitive, we get
χ(x+ 2s−1) = −χ(x).
21
By (2.33),
S2(2
e, χ; t, n)
= δ( d2)=1
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−√dℓ
2
)){
1 +
∑
β∈{0,1}
⌊min{e+β+f−s,e+β−1,2f}2 ⌋∑
k=1
22k−1−β
}
+ δ 2∤g
or 2|g and s≤ g
2
−1
(
2−
(
d
2
))
χ
(
t
2
) ∑
β∈{0,1}
2⌊ e+β2 ⌋−β
f+⌈ e+β2 ⌉−⌈h+β2 ⌉∑
k=
⌈
e+β−δ4|d
2
⌉ 2
k−1
− δg=2sχ
(
t
2
)(
2−
(
d
2
)) ∑
β∈{0,1}
2⌊ e+β2 ⌋−β


2⌈ e+β2 ⌉−1 if ⌈ e+β
2
⌉ ≤ f and 2 ∤ d,
2
e+β−1
2
−1 if e+β−1
2
≤ f and 4 | d,
0 otherwise.
Applying (2.43) and
∑
β∈{0,1}
2⌊ e+β2 ⌋−β−1
f+⌈ e+β2 ⌉−⌈h+β2 ⌉∑
k=
⌈
e+β−δ4|d
2
⌉ 2
k
=
{
2e−1−δ4|d
(
2⌊ g2⌋−⌊h−12 ⌋ + 2⌊ g2⌋−⌊h2⌋ − 2− δ4|d
)
if g ≥ h+ δ4|d,
0 otherwise,
we get (2.42). 
2.5. Cusps. One easily verifies that every cusp of Γ+ = Γ0(N) is equivalent to a cusp of
the form
(2.44) a
c
, a, c ∈ Z, c ≥ 1, c | N and gcd(c, a) = 1.
Any two such cusps a1
c1
and a2
c2
are Γ+-equivalent if and only if
c1 = c2 and a1 ≡gcd(c1,N/c1) a2
and we then write a1
c1
∼Γ+ a2c2 . We fix, once and for all, a set CΓ containing exactly one
representative a
c
satisfying (2.44) for each cusp class, i.e.
CΓ =
{
a
c
: a, c ∈ Z, c ≥ 1, c | N, gcd(a, c) = 1} / ∼Γ+ .
We make our choice of CΓ in such a way that
(2.45)
{
for every a
c
∈ CΓ with gcd(c, N/c) > 2, also −ac ∈ CΓ;
for every c | N with gcd(c, N/c) ≤ 2, 1
c
∈ CΓ.
This is possible since a
c
6∼Γ+ −ac whenever gcd(c, N/c) > 2. Note also that it follows from
our choice of CΓ that for every c | N with gcd(c, N/c) ≤ 2, 1c is the unique cusp in CΓ
with denominator c.
For each a
c
∈ CΓ, we fix a matrix
Wa/c =
(
a b
c d
)
∈ SL2(Z).
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We make these choices so that
W−a/c =
(−a b
c −d
)
for gcd(c, N/c) > 2 and W1/c =
(
1 0
c 1
)
for gcd(c, N/c) ≤ 2
holds for any a
c
∈ CΓ (cf. (2.45)). Note that Wa/c(∞) = ac , so W−1a/c(ac ) =∞. We also set
(2.46) Na/c =


√
gcd(c2,N)
N
0
0
√
N
gcd(c2,N)

W−1a/c
and
(2.47) Ta/c = N
−1
a/c
(
1 −1
0 1
)
Na/c ∈ Γ+.
We then verify that the fixator subgroup of a
c
in Γ+ is the cyclic subgroup generated by
Ta/c. That is, for the cusp ηj =
a
c
, Na/c and Ta/c correspond to Nj and Tj in §2.1.
Lemma 2.9. For any a
c
∈ CΓ,
Ta/c =
(
1 + ac N
gcd(c2,N)
−a2 N
gcd(c2,N)
N c
2
gcd(c2,N)
1− ac N
gcd(c2,N)
)
and
(2.48) χ(Ta/c) = χ
(
1− ac N
gcd(c2, N)
)
.
Proof. This lemma follows from the definition of Ta/c in (2.47). 
For later use, we prove the following lemma and then compute the set of open cusps.
From now on, for each prime p | N , set ep = ordp(N) and sp = ordp(q), where q =
cond(χ).
Lemma 2.10. For every x ∈ R,
(2.49)
∑
c|N,q| N
gcd(c,N/c)
ϕ(gcd(c, N/c))(gcd(c, N/c))x
=
∏
p|N
[
2 + (p− 1)pxp
min{⌊ ep2 ⌋,ep−sp}(x+1) + pmin{⌊ ep−12 ⌋,ep−sp}(x+1) − 2
px+1 − 1
]
.
Proof. By the multiplicativity of the Euler ϕ-function, the left hand side of (2.49) becomes
a product over primes dividing N :
∏
p|N

 ∑
j≥0,
ep−sp≥min{j,ep−j}
ϕ(pmin{j,ep−j})pxmin{j,ep−j}

 .
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For each prime p | N , the inner sum is
(2.50)
∑
j≥0,
ep−sp≥min{j,ep−j}
ϕ(pmin{j,ep−j})pxmin{j,ep−j}
=
min{⌊ ep2 ⌋,ep−sp}∑
j=0
ϕ(pj)pjx +
min{⌊ ep−12 ⌋,ep−sp}∑
j=0
ϕ(pj)pjx
= 2 + (p− 1)pxp
min{⌊ ep2 ⌋,ep−sp}(x+1) − 1
px+1 − 1 + (p− 1)p
xp
min{⌊ ep−12 ⌋,ep−sp}(x+1) − 1
px+1 − 1 .

Lemma 2.11. The set of open cusps is
(2.51) CΓ,χ =
{
a
c
∈ CΓ : q | N
gcd(c, N/c)
}
.
Its cardinality is
|CΓ,χ| =
∑
c|N,q| N
gcd(c,N/c)
ϕ(gcd(c, N/c)) = Ψ1(N, q).
Here q = cond(χ) and Ψ1(N, q) is given in (2.17).
Proof. Using (2.48) and cond(χ) = q we have
χ(Ta/c) = χ
(
1− a N
gcd(c,N/c)
)
= 1 ⇐⇒ q | N
gcd(c,N/c)
.
By Lemma 2.10, taking x = 0, we get
|CΓ,χ| =
∑
c|N,q| N
gcd(c,N/c)
ϕ(gcd(c, N/c)) =
∏
p|N
[
pmin{⌊ eps ⌋,ep−sp}+pmin{⌊ ep−12 ⌋,ep−sp}
]
= Ψ1(N, q).

Adapting the notation from §2.1 to our present explicit setting, for each a
c
∈ CΓ we
write k(a/c) for the representative in CΓ for the cusp V
a
c
= −a
c
. Then by (2.45),
(2.52) k(a/c) =
{
−a
c
if gcd(c, N/c) > 2,
1
c
if gcd(c, N/c) ≤ 2.
Furthermore, as in (2.6) we have fixed a choice of an element Ua/c ∈ Γ+ satisfying
(2.53) Ua/c = V N
−1
a/c
(−1 u
0 1
)
Nk(a/c)
for some u ∈ R (which may depend on a
c
).
Lemma 2.12. For a
c
∈ CΓ, when gcd(c, N/c) > 2 we have
Ua/c = V N
−1
a/c
(−1 u
0 1
)
N−a/c =
(
−1 + au N
gcd(c,N/c)
a2u N/c
gcd(c,N/c)
−Nu c
gcd(c,N/c)
−1 − au N
gcd(c,N/c)
)
,
for some u ∈ Z. When gcd(c, N/c) ≤ 2,
(2.54) U1/c = V N
−1
1/c
(−1 u1 gcd(c,N/c)N/c
0 1
)
N1/c
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for some u1 ∈ Z satisfying cu1 ≡N/c −2. Furthermore, for every ac ∈ CΓ,χ,
(2.55) χ(Ua/c) = χα(N,c)(−1),
where
(2.56) α(N, c) =


N if gcd(c, N/c) > 2,
N
c
if gcd(c, N/c) = 1,
N
2c
if gcd(c, N/c) = 2 and N
2c
is odd,
2N
c
if gcd(c, N/c) = 2 and N
2c
is even.
Proof. Given a
c
∈ CΓ, recalling (2.53),
Ua/c = V N
−1
a/c
(−1 u
0 1
)
Nk(a/c) ∈ Γ+,
for some u ∈ R, which is uniquely determined modulo one. If gcd(c, N/c) > 2, then
k(a/c) = −a/c and we get
Ua/c =
(
−1 + acu N
gcd(c2,N)
a2u N
gcd(c2,N)
−Nu c2
gcd(c2,N)
−1− acu N
gcd(c2,N)
)
.
One easily checks that Ua/c ∈ Γ+ = Γ0(N) if and only if u ∈ Z. If ac ∈ CΓ,χ, then
q | N
gcd(c,N/c)
. Because
−1− acu N
gcd(c2, N)
= −1− au N
gcd(c, N/c)
≡q −1
and χ is even, we get χ(Ua/c) = χ(−1) = 1.
If gcd(c, N/c) ≤ 2, then
U1/c =
(
1 + cu N
gcd(c2,N)
−u N
gcd(c2,N)
−2c− c2u N
gcd(c2,N)
1 + cu N
gcd(c2,N)
)
.
Let u1 = u
N
gcd(c2,N)
. Then U1/c ∈ Γ0(N) if and only if u1 ∈ Z and satisfying cu1 ≡N/c −2.
Then 1 + cu1 ≡N/c −1. Moreover,
χ(U1/c) = χ(1 + cu1).
If gcd(c, N/c) = 1, then χ = χcχN/c, so
χ(U1/c) = χN/c(1 + cu1) = χN/c(−1).
Assume that gcd(c, N/c) = 2 and 1
c
∈ CΓ,χ, so that q | N2 . If N2c is odd then gcd(2c, N2c) = 1
and χ = χ2cχN
2c
. Since q = cond(χ2c) cond(χN
2c
) divides N
2
and cond(χN
2c
) | N
2c
, we have
cond(χ2c) | c. Thus
χ(U1/c) = χ2c(1 + cu1)χN
2c
(1 + cu1) = χN
2c
(−1).
If N
2c
is even, then c
2
is odd, so gcd
(
2N
c
, c
2
)
= 1 and χ = χ 2N
c
χ c
2
. Since q = cond(χ 2N
c
) cond(χ c
2
)
divides N
2
, cond(χ 2N
c
) must divide N
c
, so we get
χ(U1/c) = χ c
2
(1 + cu1)χ 2N
c
(1 + cu1) = χ 2N
c
(−1).

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Note that in our present setting, (2.7) says that for each c | N with gcd(c, N/c) ≤ 2,
and each v ∈ Z, we set
(2.57) T1/c,v = U
−1
1/cV T
v
1/c.
Also, for any such c and v, we have a number c1/c,v > 0 defined by (2.8). The following
two lemmas evaluate χ(ε)(T1/c,v) and c1/c,v. Recall that χ
(ε)(V ) = (−1)ε.
Lemma 2.13. For c | N and gcd(c, N/c) ≤ 2, we have
(2.58) χ(ε)(T1/c,v) =
{
(−1)εχα(N,c)(−1) if 1c ∈ CΓ,χ,
(−1)ε+v+wc if 1
c
/∈ CΓ,χ,
where wc ∈ {0, 1} is a constant determined by (−1)wc = χ(U1/c). Here α(N, c) as in
(2.56).
Proof. It follows from (2.57) that χ(ε)(T1/c,v) = (−1)εχ(U1/c)χ(T1/c)v.
If 1
c
∈ CΓ,χ then χ(T1/c) = 1, and using (2.55) we have
χ(ε)(T1/c,v) = (−1)εχα(N,c)(−1),
for all v ∈ Z.
Now assume 1
c
/∈ CΓ,χ. Then gcd(c, N/c) = 2 and q ∤ N2 , and by Lemma 2.9 we have
χ(T1/c) = χ
(
1− N
2
)
= −1,
since
(
1− N
2
)2 ≡N 1 and q ∤ N2 . By Lemma 2.12, χ(U1/c) = χ(1 + cu1) for some u1 ∈ Z
satisfying cu1 ≡N/c −2. Then
(1 + cu1)
2 = 1 + 2cu1
(
1 + c
2
u1
) ≡N 1,
so χ(U1/c)
2 = 1 and χ(U1/c) ∈ {±1}. Choosing wc ∈ {0, 1} so that χ(U1/c) = (−1)wc , we
get
χ(ε)(T1/c,v) = (−1)ε+v+wc .

Lemma 2.14. Assume that c | N and gcd(c, N/c) ≤ 2. If 4 | N then c1/c,v =
√
N for all
v. On the other hand, if 4 ∤ N , then there is some s ∈ {0, 1} (which depends on c and
U1/c) such that for all v,
(2.59) c1/c,v =


√
N if v ≡2 s,√
2N if v 6≡2 s and 2 | N
2
√
N if v 6≡2 s and 2 ∤ N.
Proof. For given c and v, following the definition of c1/c,v in (2.8), we recall that T1/c,v is
a reflection fixing the point 1
c
, and that also the other fixpoint of T1/c,v in ∂H must be a
Γ+-cusp, which we call η. We choose V2 ∈ Γ+ and a′c′ ∈ CΓ so that η = V2(a
′
c′
). Then a
′
c′
is a fixpoint of V −12 T 1
c
,vV2 ∈ Γ+V , and this forces k(a
′
c′
) = a
′
c′
, i.e. gcd(c′, N/c′) ≤ 2 and
a′ = 1.
Set M = gcd(c, N/c) ≤ 2. From (2.54) and (2.57) we get
N1/cT1/c,vN
−1
1/c =
(−1 u1 MN/c + v
0 1
)
,(2.60)
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where u1 is an integer satisfying cu1 ≡N/c −2; and the two fixpoints in ∂H of the reflection
in (2.60) are ∞ and 1
2
(u1
M
N/c
+ v). Hence
η = N−11/c
(
1
2
(
u1
M
N/c
+ v
))
=
(
1 0
c 1
)
u2
2
=
u2
cu2 + 2
, with u2 := u1 + v
N/c
M
.
But we know from above that the CΓ-representative for the cusp η is
1
c′
, and one easily
verifies that the CΓ-representative of an arbitrary Γ
+-cusp α
γ
with α, γ ∈ Z has denom-
inator gcd
(
N, γ
gcd(α,γ)
)
. Hence, letting u3 := gcd(u2, cu2 + 2) = gcd(u2, 2) ∈ {1, 2}, we
have
c′ = gcd
(
N,
cu2 + 2
u3
)
=
1
u3
gcd
(
Nu3, cu2 + 2
)
=
N
cu3
gcd
(
cu3,
cu2 + 2
N/c
)
.
In the last equality we used the fact that N
c
| cu2 + 2, since cu1 ≡N/c −2. To make the
last expression more explicit, note that gcd(cu3,
cu2+2
N/c
) ∈ {1, 2}, since gcd(cu3, cu2+2) =
gcd(cu3, 2) ∈ {1, 2}. Therefore,
(2.61) c′ =


N/c if u2 ≡ cu2+2N/c (mod 2),
N/(2c) if 2 | u2 and 2 ∤ cu2+2N/c ,
2N/c if 2 ∤ u2 and 2 | cu2+2N/c .
Let us write W1/cV2W1/c′ =
(
α β
γ δ
) ∈ SL2(Z) with γ ≥ 0. Since αγ = W1/cV2W1/c′(∞) =
u2
2
, we get γ = 2
u3
. Using this in the definition of c1/c,v, (2.8), we get
(2.62) c1/c,v =
2
u3
√
N/c
gcd(c, N/c)
√
N/c′
gcd(c′, N/c′)
.
Let us set f = ord2(c) and g = ord2(N/c); then gcd(c, N/c) ≤ 2 implies min(f, g) ≤ 1.
Using (2.61), the formula (2.62) can be re-expressed as c1/c,v =
√
N · 2ρ/2, where
(2.63) ρ =


−2min(f, g) if 2 | u2 and 2 | cu2+2N/c ,
1−min(f, g)−min(f + 1, g − 1) if 2 | u2 and 2 ∤ cu2+2N/c ,
1−min(f, g)−min(f − 1, g + 1) if 2 ∤ u2 and 2 | cu2+2N/c ,
2− 2min(f, g) if 2 ∤ u2 and 2 ∤ cu2+2N/c .
Let us first assume min(f, g) = 1, i.e. both c and N
c
are even. In this case, if either 4 | c
or 2 | u2, then cu2 + 2 ≡4 2, which implies 2 ∤ cu2+2N/c and 4 ∤ Nc . Hence, the first case in
(2.63) cannot occur, and if f ≥ 2 (⇒ g = 1) then also the third case in (2.63) is excluded,
while if g ≥ 2 (⇒ f = 1) then the second case in (2.63) is excluded. By inspection, it
then follows that ρ = 0. Next assume min(f, g) = 0. Note that if f ≥ 1 (⇒ g = 0) then
2 | cu2+2
N/c
, and on the other hand if if g ≥ 1 (⇒ f = 0) then the condition cu1 ≡N/c −2
forces u1 to be even, and then also u2 = u1 + v
N/c
M
is even. If f ≥ 2 or g ≥ 2 then
these observations imply ρ = 0, by (2.63). We have thus proved the lemma in the case
4 | N , and it only remains to consider the three cases with f, g ≤ 1, not both 1. If f = 1
(⇒ g = 0) then (2.63) implies ρ = δ2∤u2 , and so, recalling u2 = u1 + vN/cM , it follows that
(2.59) holds with s ≡2 u1. If g = 1 (⇒ f = 0) then (2.63) implies ρ = δ2∤ cu2+2
N/c
= δ4|u2, and
so (2.59) holds with s ≡2 1+ u12 . Finally if f = g = 0, i.e. 2 ∤ c and 2 ∤ Nc , then u2 ≡2 cu2+2N/c ,
and thus (2.63) implies ρ = 2δ2∤u2 ; therefore (2.59) again holds with s ≡2 u1. 
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2.6. Cuspidal contributions C(Γ, χ). Recall that we write C(N,χ;n) for the cuspi-
dal contribution in the trace formula in Theorem 2.1; thus C(N,χ;n) = C(Γ, χ(0)) +
nC(Γ, χ(1)) where C(Γ, χ(ε)) is the cuspidal contribution (cf. (2.4)) in the trace formula
for (Γ±0 (N), χ
(ε)). Our aim in this section is to prove the following proposition, giving an
explicit formula for C(N,χ;n). Let
(2.64) εN =


1 if N is odd,
1
2
if 2 ‖ N,
0 otherwise,
and for each prime p | N , define
(2.65) Ψ4(p
ep, psp) = pep−sp max{2sp − ep − 1, 0}.
Proposition 2.15. We have
(2.66) C(N,χ; 1) = Ψ1(N, q)
{
1
4
h(0)− 1
2π
∫
R
h(r)
Γ′
Γ
(1 + ir) dr
}
−
{
Ψ1(N, q)
∑
p|N
Ψ4(p
ep, psp)
Ψ1(pep, psp)
log p+Ψ1(N, q) log 2
}
g(0)
and
(2.67)
C(N,χ;−1) = Iχ2ω(N)Ω1(N, q)
{
1
4
h(0) +
1
2π
∫
R
h(r)
(
Γ′
Γ
(
1
2
+ ir
)
− Γ
′
Γ
(1 + ir)
)
dr
}
+
{
Iχ2
ω(N)−1(Ω1(N, q) logN + εN log 2)
}
g(0).
Here Ψ1, Ψ4, Ω1 and εN are given in (2.17), (2.65), (2.21) and (2.64) respectively.
The proposition will be proved by evaluating the various sums appearing in (2.4) in
our explicit setting. By (2.51), we can write∑
j∈CΓ,χ,k(j)=j
χ(Tj,0) =
∑
c|N,gcd(c,N/c)≤2,q| N
gcd(c,N/c)
χ(ε)(T1/c,0);(2.68)
∑
1≤j≤κ,k(j)=j
∑
v∈{0,1}
χ(Tj,v) log cj,v =
∑
c|N,gcd(c,N/c)≤2
∑
v∈{0,1}
χ(ε)(T1/c,v) log c1/c,v;(2.69)
∑
1≤j≤κ,
j /∈CΓ,χ
log |1− χ(Tj)| =
∑
a
c
∈CΓ,
q∤ N
gcd(c,N/c)
log
∣∣1− χ(Ta/c)∣∣ .(2.70)
We get formulas for each of these sums in the following lemmas.
Lemma 2.16. ∑
c|N,gcd(c,N/c)≤2,q| N
gcd(c,N/c)
χ(ε)(T1/c,0) = (−1)εIχ2ω(N)Ω1(N, q),
where Ω1(N, q) is given in (2.21).
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Proof. By Lemma 2.13 and the definition of α(N, c) in (2.56), we have∑
c|N,gcd(c,N/c)≤2,q| N
gcd(c,N/c)
χ(ε)(T1/c,0) = (−1)ε
∑
c|N,gcd(c,N/c)≤2,q| N
gcd(c,N/c)
χα(N,c)(−1)
= (−1)ε
{ ∑
c|N,gcd(c,N/c)=1
χN/c(−1)+δ4|N,q|N
2
∑
c|N,gcd(c,N/c)=2
{
δ2∤N
2c
χN
2c
(−1)+δ2|N
2c
χ 2N
c
(−1)}}.
For gcd(c, N/c) = 1, we have
(2.71)
∑
c|N,gcd(c,N/c)=1
χN/c(−1) =
∏
p|N
(1 + χp(−1)) = Iχ2ω(N).
When 4 | N , q | N
2
and gcd(c, N/c) = 2, then either N
2c
is odd so 2e2−1 ‖ c or N
2c
is even,
8 | N and 2 ‖ c. For N
2c
odd, we have∑
c|N,gcd(c,N/c)=2,2∤N
2c
χN
2c
(−1) =
∏
p|N,p>2
(1 + χp(−1)) = Iχ2ω(N)−1.
For 8 | N , q | N
2
and N
2c
even, we have∑
c|N,gcd(c,N/c)=2,2|N
2c
χ 2N
c
(−1) = χ2(−1)
∏
p|N,p>2
(1 + χp(−1)) = Iχ2ω(N)−1.
Combining these, we obtain the formula stated in the lemma. 
Lemma 2.17.∑
c|N,gcd(c,N/c)≤2
∑
v∈{0,1}
χ(ε)(T1/c,v) log c1/c,v = (−1)εIχ2ω(N)
(
Ω1(N, q) logN + εN log 2
)
.
Here Ω1(N, q) and εN are given in (2.21) and (2.64) respectively.
Proof. Recalling (2.58) and (2.59), when 4 | N , we get∑
c|N,gcd(c,N/c)≤2
∑
v∈{0,1}
χ(ε)(T1/c,v) log c1/c,v
= (−1)ε logN


∑
c|N,gcd(c,N/c)=1
χα(N,c)(−1) + 1
2
∑
c|N,gcd(c,N/c)=2
{
2χα(N,c)(−1) if q | N2 ,∑
v∈{0,1}(−1)v+wc if q ∤ N2


= (−1)ε logN
∑
c|N,gcd(c,N/c)≤2,q| N
gcd(c,N/c)
χα(N,c)(−1) = (−1)εIχ2ω(N)Ω1(N, q) logN,
where the last equality holds by Lemma 2.16 (and its proof).
For 4 ∤ N , by (2.58) and (2.59), we have∑
c|N,gcd(c,N/c)≤2
∑
v∈{0,1}
χ(ε)(T1/c,v) log c1/c,v
= (−1)ε
∑
c|N,gcd(c,N/c)=1
χα(N,c)(−1)
(
logN +
1
gcd(2, N)
log 2
)
= (−1)εIχ2ω(N)Ω1(N, q)
(
logN +
1
gcd(2, N)
log 2
)
,
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where we again used Lemma 2.16. The desired formula follows if we also note that 4 ∤ N
implies Ω1(N, q) = 1. 
Lemma 2.18. ∑
a
c
∈CΓ,
q∤ N
gcd(c,N/c)
log
∣∣1− χ(Ta/c)∣∣ = Ψ1(N, q)∑
p|N
Ψ4(p
ep, psp)
Ψ1(pep, psp)
log p.
Here Ψ1 and Ψ4 are given in (2.17) and (2.65).
Proof. Recalling (2.48), and writing M = gcd(c, N/c), we have∑
a
c
∈CΓ,
q∤ N
M
log
∣∣1− χ(Ta/c)∣∣ = ∑
c|N,q∤N
M
∑
a∈(Z/MZ)×
log
∣∣1− χ(1− aN
M
)∣∣ .(2.72)
Now let c be fixed subject to the conditions c | N and q ∤ N
M
. Note that N | (N/M)2,
and therefore the map a 7→ 1 − aN/M is a homomorphism from the additive group
Z/MZ to the multiplicative group (Z/NZ)×. In particular there is some A ∈ Z (uniquely
determined modulo M) such that χ(1 − aN/M) = e(aA/M) for all a ∈ Z, and we have
M ∤ A since q ∤ N
M
. It follows that, with B =M/ gcd(A,M) > 1,∑
a∈(Z/MZ)×
log
∣∣1− χ(1− aN
M
)∣∣ = ϕ(M)
ϕ(B)
log
( ∏
y∈(Z/BZ)×
∣∣1− e ( y
B
)∣∣)
=
ϕ(M)
ϕ(B)
{
log p if B = pr for some prime p and r ≥ 1,
0 otherwise.
(cf., e.g., [Nag51, §46(7)]). Note that for a ∈ Z we have χ(1− aN/M) = e(aA/M) = 1 if
and only if B | a; hence in fact
B =
q
gcd(N/M, q)
.(2.73)
For any prime p | N , let fp = ordp(c). It follows from (2.73) that B = pr holds for some
prime p and some r ≥ 1 if and only if min{fp, ep−fp} > ep−sp while min{fp′, ep′−fp′} ≤
ep′ − sp′ for every prime p′ 6= p. Furthermore, when this holds, we have
ϕ(M)
ϕ(B)
= pep−sp
∏
p′|N,p′ 6=p
ϕ
(
p′min{ep′−fp′ ,fp′}
)
.
Hence the expression in (2.72) equals∑
p|N
[ ∏
p′|N,p′ 6=p
( ∑
0≤fp′≤ep′ ,
min{fp′ ,ep′−fp′}≤ep′−sp′
ϕ
(
p′min{ep′−fp′ ,fp′}
))]
pep−sp log p
∑
0≤fp≤ep
min{fp,ep−fp}>ep−sp
1.
Here the sum over fp equals max{2sp−ep−1, 0}, and each sum over fp′ can be evaluated
using (2.50) (with x = 0). This leads to the statement of the lemma. 
Proof of Proposition 2.15. The proposition follows from
C(N,χ;n) = C(Γ, χ(0)) + nC(Γ, χ(1))
by evaluating the various sums appearing in (2.4) using the above three lemmas and also
the formula |CΓ,χ| = Ψ1(N, q) (cf. Lemma 2.11). 
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2.7. Eisenstein series. Huxley [Hux84] gave explicit expressions (involving Dirichlet
L-functions) for the scattering matrix and its determinant for the congruence subgroups
Γ0(N), Γ1(N) and Γ(N) of the modular group, for arbitrary level N . Note that Γ0(N)
is conjugate to the group Γ0(N) which we consider here. The case of squarefree N had
previously been considered in [Hej83, Ch. 11].
In our setting, the Eisenstein series for 〈Γ+, χ〉 associated to an open cusp a
c
∈ CΓ,χ is
given by (cf. (2.9))
(2.74) Ea/c(z, s, χ) =
∑
U∈[Ta/c]\Γ+
χ(U)(ℑ(Na/cUz))s, for z ∈ H and ℜ(s) > 1.
Substituting U = Wa/c
(
α β
γ δ
)
, using (2.46) and (2.47), and writing z = x + iy and
Wa/c = ( a bc d ) ∈ SL2(Z), one sees that (2.74) can be rewritten as
(2.75) Ea/c(z, s, χ) =
gcd(c2, N)s
2N s
∑
〈γ,δ〉
χ(aα + bγ)
ys
|γz + δ|2s ,
where now the sum runs over all 〈γ, δ〉 ∈ Z2 satisfying gcd(γ, δ) = 1, gcd(γ,N) = c and
δ γ
c
≡gcd(c,N/c) −a. Also in (2.75), α = α(γ, δ) ∈ Z denotes any integer satisfying both
αδ ≡γ 1 and α ≡N/c −dγc . Such α exists for every relevant pair 〈γ, δ〉.
We wish to make the factor χ(aα + bγ) somewhat more explicit. For a prime p, from
now on we are using the following notations:
ep = ordp(N), sp = ordp(q) and fp = ordp(c).
Since a
c
∈ CΓ,χ, by Lemma 2.11, we have sp ≤ max{ep−fp, fp}. Also gcd(γ,N) = c implies
that ordp(γ) ≥ fp with equality unless fp = ep. Now the conditions on α = α(γ, δ) imply
aα + bγ ≡
{
aδ−1 mod pfp,
a(−dγ
c
) + bγ ≡ −γ
c
mod pep−fp.
Hence
(2.76) χp(aα + bγ) =
{
χp(a)χp(δ) if ep ≤ 2fp,
χp(−γ/c) if ep > 2fp.
Note that both relations are valid in the special case ep = 2fp.
As in [Hux84] we now introduce a family of sums similar to but simpler than (2.75). It
will turn out that these sums can be expressed as linear combinations of the Eisenstein
series Ea/c(z, s, χ) (cf. Lemma 2.19 below), and a key step in computing the scattering
matrix will be to invert these linear relations.
Throughout this and the next section, we let χ1 and χ2 denote primitive Dirichlet
characters satisfying χ1(−1) = χ2(−1). For j ∈ {1, 2}, we write qj = cond(χj) and
χj,p = (χj)p for any prime p. As in [Hux84, p.143], for ℜ(s) > 1 and z = x+ iy, we define
Bχ2χ1 (z, s) =
∑
(c,d)∈Z2−{(0,0)}
χ1(c)χ2(d)
ys
|cz + d|2s
and
Eχ2χ1 (z, s) =
∑
(c,d)∈Z2,gcd(c,d)=1
χ1(c)χ2(d)
ys
|cz + d|2s = L(2s, χ1χ2)
−1Bχ2χ1 (z, s).
As in [Hux84], we have
(2.77) Bχ2χ1 ((
A B
C D ) z, s) = χ1(D)χ2(A)B
χ2
χ1 (z, s),
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for all ( A BC D ) ∈ Γ0(1) with q1 | C and q2 | B. Similarly,
(2.78) Bχ2χ1 (V z, s) = χ1(−1)Bχ2χ1 (z, s).
The same transformation formulas also hold for Eχ2χ1 (z, s).
We let
(2.79) F = {(m,χ1, χ2) : m ∈ Z≥1, mq1 | N, q2 | m, cond(χχ2χ1) = 1} .
Note that cond(χχ2χ1) = 1 if and only if χχ2(x) = χ1(x) for all x ∈ (Z/NZ)×; however
this does not imply χχ2 = χ1 since the product χχ2 is not necessarily primitive. It
follows from (2.77) that for every (m,χ1, χ2) ∈ F , the function Eχ2χ1 (mz, s) is 〈Γ+, χ〉-
invariant, that is Eχ2χ1 (mTz, s) = χ(T )E
χ2
χ1
(mz, s) for all T ∈ Γ+. In fact, each such
function Eχ2χ1 (mz, s) may be expressed as a linear combination of the Eisenstein series for
〈Γ+, χ〉 as follows.
Lemma 2.19. For any (m,χ1, χ2) ∈ F , we have
Eχ2χ1 (mz, s) =
2N s
ms
∑
a
c
∈CΓ,χ
gcd(m, c)2s
gcd(c2, N)s
χ1
(
− c
gcd(m, c)
)
χ2
(
a
m
gcd(m, c)
)
Ea/c(z, s, χ).
Proof. For (m,χ1, χ2) ∈ F , by [Hux84, p.146(top)], Eχ2χ1 (mz, s) can be expressed as
(2.80)
∑
m=gh
∑
e (mod N/h),
gcd(e,g)=1
∑
f (mod N),
gcd(f,he,N)=1
χ2(g)χ1(e)χ2(f)
(h
g
)s ∑
γ∈he+NZ
∑
δ∈f+NZ,
gcd(γ,δ)=1
ys
|γz + δ|2s .
Given any g, h, e, f as in this sum, let a and c be the uniquely determined integers such
that
c = gcd(he,N), a ≡gcd(c,N/c) −f he
c
and a
c
∈ CΓ.
One easily checks that this transformation gives a bijection between the set of tuples
(g, h, e, f, γ, δ)
appearing in the sum, and the set{
(a, c, γ, δ) : a
c
∈ CΓ, γ, δ ∈ Z, gcd(γ, δ) = 1, gcd(γ,N) = c, δ ≡gcd(c,N/c) −a
(γ
c
)−1}
.
The inverse map is given by
h = gcd(m, c), g =
m
h
, e ≡N/h γ
h
and f ≡N δ.
Now let (a, c, γ, δ) be any tuple in the above set, with corresponding (g, h, e, f, γ, δ).
We then have, for each prime p | N ,
(2.81)
χ2,p(g)χ1,p(e)χ2,p(f) = χ2,p(g)χ2,p(a)χ1,p
(
− c
h
){χp(a)χp(δ) if ordp(N/c) ≤ ordp(c),
χp(−γ/c) if ordp(N/c) > ordp(c).
To prove this, first note that if ordp(q2) > ordp(c) then g =
m
gcd(c,m)
≡p 0, and thus
χ2,p(g) = 0 so (2.81) holds. Hence from now on we may assume ordp(q2) ≤ ordp(c).
Let us first assume that ordp(c) > ordp(m). Then p | e but p ∤ a, p ∤ δ (since
gcd(a, c) = 1 and gcd(γ, δ) = 1). If p | q1 then both sides of (2.81) are 0. On the other
hand, if p ∤ q1, viz. χ1,p ≡ 1 then cond(χpχ2,p) = 1 and so χ2,p(f) = χp(f) = χp(δ) and
χ2,p(a) = χp(a); and if ordp(N/c) > ordp(c) then also δ ≡gcd(c,p∞) −a
(
γ
c
)−1
; hence (2.81)
holds.
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It remains to consider the case ordp(c) ≤ ordp(m). Then since mq1 | N we have
ordp(q1) ≤ ordp(N/c) and hence χ1,p(e) = χ1,p(−γ/c)χ1,p(−c/ gcd(m, c)). Also, using
f ≡ δ ≡ −a
(γ
c
)−1
(mod gcd(c, N/c))
we get {
χ1,p(−γ/c) = χ1,p(a)χ1,p(δ) if ordp(N/c) ≤ ordp(c);
χ2,p(f) = χ2,p(a)χ2,p(−γ/c) if ordp(N/c) > ordp(c).
The second identity holds since we are assuming ordp(q2) ≤ ordp(c) from start. From this
(2.81) follows and so we have proved that (2.81) holds in all cases.
Next let us note that
(2.82) χ2(g)χ1(e) = 0 whenever
a
c
/∈ CΓ,χ.
To prove this, assume that a
c
/∈ CΓ,χ; then by Lemma 2.11, there is a prime p | N such
that
ordp(q) > ordp
(
N
gcd(c,N/c)
)
= max{ordp(N/c), ordp(c)}.
As noted above, if ordp(q2) > ordp(c) then χ2,p(g) = 0 and (2.82) holds. On the other
hand, if ordp(q2) ≤ ordp(c) then using cond(χχ2χ1) = 1 we get ordp(q1) = ordp(q) and
since mq1 | N we have
ordp(m) < ordp(gcd(c, N/c)) ≤ ordp(c),
hence p | e so χ1,p(e) = 0 and (2.82) holds.
This lemma is now a direct consequence of (2.80), the bijection between {(g, h, e, f, γ, δ)}
and {(a, c, γ, δ)} and (2.81), (2.82), (2.75) and (2.76). 
Next, recalling the definition of F in (2.79), for any m | N we now set
(2.83) Fm = {(χ1, χ2) : (m,χ1, χ2) ∈ F}.
The following lemma gives an explicit enumeration of the set Fm. For any c ∈ Z≥1, we
write
Xc = {ψ primitive Dirichlet character : cond(ψ) | c} .
This set is in one-to-one correspondence with the dual of the group (Z/cZ)×. In particular
|Xc| = ϕ(c). Recall that q = cond(χ). Let us write
GN,q =
{
m | N : q | N
gcd(m,N/m)
}
.
Lemma 2.20. Given m | N , the set Fm is nonempty if and only if m ∈ GN,q. When this
holds, the map
(2.84) (χ1, χ2) 7→
∏
p|N
{
χ1,p if ordp(q) ≤ ordp(m),
χ2,p if ordp(q) > ordp(m)
is a bijection from Fm onto Xgcd(m,N/m). In particular |Fm| = ϕ(gcd(m,N/m)).
Proof. By the definition of F , two primitive Dirichlet characters χ1 and χ2 satisfy (χ1, χ2) ∈
Fm if and only if, for every prime p | N ,
(2.85) s2 ≤ ordp(m), s1 ≤ ordp(N/m) and cond(χpχ1,pχ2,p) = 1,
Here sj = ordp(qj) for j ∈ {1, 2}. Let s = ordp(q). Note that cond(χpχ1,pχ2,p) = 1 implies
that s ≤ max{s1, s2}. Hence by (2.85),
s ≤ max{ordp(m), ordp(N/m)} = ordp
(
N
gcd(m,N/m)
)
.
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Since this must hold for every p | N , it follows that Fm can be nonempty only ifm ∈ GN,q.
From now on we assume m ∈ GN,q. We will prove that the map in (2.84) is a bijection
from Fm onto Xgcd(m,N/m). In particular this will imply that Fm is non-empty, with
|Fm| = ϕ(gcd(m,N/m)).
First consider any prime p | N satisfying s ≤ ordp(m) (with s = ordp(q)). For such p,
the first and third relations in (2.85) imply s1 ≤ ordp(m), which together with the second
relation in (2.85) implies s1 ≤ ordp(gcd(m,N/m)). Conversely if χ1,p is any primitive
character with conductor ps1 subject to s1 ≤ ordp(gcd(m,N/m)), and if χ2,p is the unique
primitive character satisfying cond(χpχ1,pχ2,p) = 1, then all the conditions in (2.85) are
fulfilled.
Next consider any p | N for which s > ordp(m). Recall that we are assuming m ∈ GN,q;
hence s ≤ max{ordp(m), ordp(N/m)} and so s ≤ ordp(N/m). Then the two last relations
in (2.85) together imply s2 ≤ ordp(N/m), and in combination with the first relation
this gives s2 ≤ ordp(gcd(m,N/m)). Conversely if χ2,p is any primitive character with
conductor ps2 subject to s2 ≤ ordp(gcd(m,N/m)), and if χ1,p is the unique primitive
character satisfying cond(χpχ1,pχ2,p) = 1, then all the conditions in (2.85) are fulfilled.
The above observations imply that the map in (2.84) is indeed a bijection as stated. 
We now turn to the full group Γ = Γ±0 (N). Let
a
c
∈ CΓ,χ be given. By Lemma 2.12
and [BS07, (2.8)], we have
(2.86) Ea/c(V z, s, χ) = χα(N,c)(−1)Ek(a/c)(z, s, χ),
where α(N, c) is as in (2.56) and k(a/c) as in (2.52). Hence (2.10) gives
(2.87) EΓa/c(z, s, χ
(ε)) =
{
Ea/c(z, s, χ) + (−1)εE−a/c(z, s, χ) if gcd(c, N/c) > 2,(
χα(N,c)(−1)(−1)ε + 1
)
E1/c(z, s, χ) if gcd(c, N/c) ≤ 2.
It is also natural to introduce, for any primitive Dirichlet characters χ1 and χ2 satisfying
χ1(−1) = χ2(−1) as before,
εBχ2χ1(z, s) = B
χ2
χ1
(z, s) + χ(ε)(V −1)Bχ2χ1 (V z, s) =
{
2Bχ2χ1 (z, s) if χ1(−1) = (−1)ε,
0 otherwise
(cf. (2.78)). This function is 〈Γ, χ〉-invariant, since one easily checks that it is 〈Γ+, χ〉-
invariant and also transforms correctly under V . We also set
(2.88) εEχ2χ1(z, s) = L(2s, χ1χ2)
−1 εBχ2χ1(z, s) =
{
2Eχ2χ1 (z, s) if χ1(−1) = (−1)ε,
0 otherwise.
Recall from (2.11) that we have fixed a subset RΓ,χ ⊂ CΓ,χ, which in our present
notation (cf. also (2.52) and Lemma 2.12) has the property that for every a
c
∈ CΓ,χ with
gcd(c, N/c) ≤ 2, a
c
lies in RΓ,χ if and only if χα(N,c)(−1) = (−1)ε. Set
F ε = {(m,χ1, χ2) ∈ F : χ1(−1) = (−1)ε}
= {(m,χ1, χ2) : m ∈ Z≥1, q2 | m, mq1 | N, cond(χχ2χ1) = 1, χ1(−1) = (−1)ε}.
We now have the following analogue of Lemma 2.19.
Lemma 2.21. For any (m,χ1, χ2) ∈ F ε,
εEχ2χ1(mz, s) =
2N s
ms
∑
a
c
∈RΓ,χ
gcd(m, c)2s
gcd(c2, N)s
χ1
(
− c
gcd(m, c)
)
χ2
( am
gcd(m, c)
)
IcE
Γ
a/c(z, s, χ
(ε)),
where Ic = 1 + δgcd(c,N/c)>2.
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Proof. Fix (m,χ1, χ2) ∈ F ε. Then εEχ2χ1(mz, s) = 2Eχ2χ1 (mz, s) 6≡ 0 and this is expressed
in Lemma 2.19 as a linear combination of Ea/c(z, s, χ) over all
a
c
∈ CΓ,χ. For ac ∈ CΓ,χ
with gcd(c, N/c) > 2, we see immediately that the combined contribution from a
c
∈ CΓ,χ
and −a
c
∈ CΓ,χ to the sum in Lemma 2.19 (doubled) is:
4N s
ms
gcd(m, c)2s
gcd(c2, N)s
χ1
(
− c
gcd(m, c)
)
χ2
(
a
m
gcd(m, c)
)
EΓa/c(z, s, χ
(ε)),
since χ2(−1) = χ1(−1) = (−1)ε.
Next take a
c
∈ CΓ,χ with gcd(c, N/c) ≤ 2 (thus a = 1). If χα(N,c)(−1) = −(−1)ε, then
as we will prove below
(2.89) χ1
(
− c
gcd(m, c)
)
χ2
(
m
gcd(m, c)
)
= 0,
so that the contribution from E1/c(z, s, χ) in Lemma 2.19 vanishes. If χα(N,c)(−1) =
(−1)ε, then the contribution to the doubled sum is
4N s
ms
gcd(c,m)2s
gcd(c2, N)s
χ1
(
− c
gcd(m, c)
)
χ2
(
m
gcd(m, c)
)
1
2
EΓ1/c(z, s, χ
(ε)),
since EΓ1/c(z, s, χ
(ε)) = 2E1/c(z, s, χ). Hence, adding up the contributions, we obtain
(2.88).
It remains to prove the claim (2.89) for every 1
c
∈ CΓ,χ satisfying gcd(c, N/c) ≤ 2 and
χα(N,c)(−1) = −(−1)ε. To do so, let us fix s > 1. Using (2.78) and χ1(−1) = (−1)ε,
we see that Eχ2χ1 (mV z, s) ≡ (−1)εEχ2χ1 (mz, s) and applying Lemma 2.19 and (2.86), this
leads to a linear relation between the functions z 7→ Ea/c(z, s, χ) for ac running through
CΓ,χ. However these functions are linearly independent, since Ea/c(z, s, χ) grows like
(ℑ(Na/c(z)))s when z approaches the cusp ac but is bounded by O((ℑ(Na′/c′(z)))1−s) as
z approaches any other cusp a
′
c′
∈ CΓ; cf. [Hej83, p.280 (Prop. 3.7)]. It follows that all
coefficients in the linear relation which we have obtained mush vanish. In particular for
1
c
∈ CΓ,χ with gcd(c, N/c) ≤ 2 this implies
(χα(N,c)(−1)− (−1)ε)χ1
(
− c
gcd(m, c)
)
χ2
(
m
gcd(m, c)
)
= 0,
and (2.89) follows. 
Remark 2.22. The claim (2.89) for every 1
c
∈ CΓ,χ satisfying gcd(c, N/c) ≤ 2 and
χα(N,c)(−1) = −(−1)ε may alternatively be proved directly from the definition of α(N, c),
using no facts about Eisenstein series. However we have not found any way of doing this
without going through a somewhat lengthy case-by-case analysis.
Mimicking now [Hux84, p.147], we let B(s) be the vector of the functions
B(s) = (εBχ2χ1(mz, s))(m,χ1,χ2)∈F ε.
So far our discussion has been for ℜ(s) > 1. However the functions Bχ2χ1 (z, s) can be
meromorphically continued to all s ∈ C; hence so can Eχ2χ1 (z, s), εBχ2χ1(z, s) and εEχ2χ1(z, s);
and we have the functional equation (cf. [Hux84, p.145])
B(s) = D(s)P B(1− s),
where P is a permutation which in each row (m,χ1, χ2) ∈ F ε has an entry one in column
(q1m/q2, χ2, χ1)) ∈ F ε and zeros elsewhere, and D(s) is a diagonal matrix with entries
q1−s1
qs2
π2s−1
τ(χ2)
τ(χ1)
Γ(1− s)
Γ(s)
.
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Using the fact that the map (m,χ1, χ2) 7→ (q1m/q2, χ2, χ1), which is the permutation
given by P , is an involution of the set F ε, we obtain
(2.90) det(P ) = (−1) |F
ε|−|Fε0 |
2 ,
where
(2.91) F ε0 = {(m,χ1, χ2) ∈ F ε : χ1 = χ2}
is the set of fixpoints of the involution. Making use of the same permutation we also see
that
(2.92) det(D(s)) =
(
π2s−1Γ(1− s)
Γ(s)
)|F ε| ∏
(m,χ1,χ2)∈F ε
q1−2s1 .
Let EΓ(s) be the vector of the functions EΓa/c(z, s, χ
(ε)) for all a
c
∈ RΓ,χ. By (2.88) and
Lemma 2.21, we have
(2.93) B(s) = L(s)M(s)EΓ(s),
where L(s) is the |F ε| × |F ε| diagonal matrix with entries L(2s, χ1χ2) and M(s) is an
|F ε| × |RΓ,χ| matrix, whose entry in row (m,χ1, χ2) ∈ F ε, column ac ∈ RΓ,χ is
(2.94)
2N s
ms
gcd(m, c)2s
gcd(c2, N)s
χ1
(
− c
gcd(m, c)
)
χ2
(
a
m
gcd(m, c)
)
Ic.
At first (2.93) holds for ℜ(s) > 1; however EΓ(s) can be meromorphically continued to all
s ∈ C (cf. (2.87) and [Hej83, Ch. 6.11 and Ch. 8.3]) and (2.93) remains valid for s ∈ C.
Let Q(s) be the |F ε| × |F ε| matrix whose entry in row (m,χ1, χ2) ∈ F ε and column
(m′, χ′1, χ
′
2) ∈ F ε is
(2.95)
{
µ
(
m
m′
)
χ2
(
m
m′
) (
m
m′
)−s
if m′ | m,χ′1 = χ1 and χ′2 = χ2,
0 otherwise.
Then the product matrix Q(s)M(s) has the following entry in row (m,χ1, χ2) ∈ F ε and
column a
c
∈ RΓ,χ:
(2.96)
Ic
∑
m′|m
µ
(m
m′
)
χ2
(m
m′
)(m
m′
)−s 2N s
m′s
gcd(c,m′)2s
gcd(c2, N)s
χ1
(
− c
gcd(c,m′)
)
χ2
(
a
m′
gcd(c,m′)
)
=
2N s
ms gcd(c2, N)s
Ic
∑
d|m
µ(d) gcd(m/d, c)2sχ1
(
− c
gcd(m/d, c)
)
χ2
(
a
m/d
gcd(m/d, c)
)
=
2N s
ms
gcd(c,m)2s
gcd(c2, N)s
Ic χ1
(
− c
gcd(c,m)
)
χ2
(
a
m
gcd(c,m)
)
×
∏
p|m
(
1−
{
1 if ordp(c) < ordp(m),
χ1(p)χ2(p)p
−2s if ordp(c) ≥ ordp(m)
)
=
{
0 if m ∤ c,
2Nsms
gcd(c2,N)s
Icχ1
(− c
m
)
χ2(a)
∏
p|m(1− χ1(p)χ2(p)p−2s) if m | c.
The following lemma is immediate from Lemma 2.11 and the definition of RΓ,χ in
(2.11).
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Lemma 2.23. For every c ∈ GN,q, we have
∣∣{a : a
c
∈ RΓ,χ
}∣∣ = 1
2
{
ϕ(gcd(c, N/c)) if gcd(c, N/c) > 2,
(−1)εχα(N,c)(−1) + 1 if gcd(c, N/c) ≤ 2.
Here χ(ε)(V ) = (−1)ε and α(N, c) is given in (2.56).
For any m | N , we set
F εm = {(χ1, χ2) : (m,χ1, χ2) ∈ F ε} = {(χ1, χ2) ∈ Fm : χ1(−1) = (−1)ε}.
Lemma 2.24. Assume m ∈ GN,q. Then for any (χ1, χ2) ∈ Fm, (χ1, χ2) ∈ F εm holds if
and only if
(2.97) ̟(−1)
∏
p|N,ordp(q)>ordp(m)
χp(−1) = (−1)ε,
where ̟ ∈ Xgcd(m,N/m) is the image of (χ1, χ2) under the map (2.84). It follows that
(2.98) |F εm| =
1
2
{
ϕ(gcd(m,N/m)) if gcd(m,N/m) > 2,
(−1)εχα(N,m)(−1) + 1 if gcd(m,N/m) ≤ 2,
Proof. Using (2.84) and χ1,p(−1) = χ2,p(−1)χp(−1), which holds for every prime p since
q(χχ2χ1) = 1, we see that for the left hand side of (2.97) equals to χ1(−1). This proves the
first statement of the lemma. It follows that |F εm| = 12ϕ(gcd(m,N/m)) if gcd(m,N/m) >
2 since then exactly half of the characters of the group (Z/ gcd(m,N/m)Z)× are even
and half are odd.
It remains to prove the statement (2.98) in the case gcd(m,N/m) ≤ 2. In this case
Xgcd(m,N/m) consists of the trivial character only, and we see that our task is to prove that∏
p|N,ordp(q)>ordp(m)
χp(−1) = χα(N,m)(−1).
But χp(−1) = 1 whenever p ∤ q. Hence we are done if we can show that for all primes p
ordp(α(N,m)) =
{
ordp(N) if ordp(q) > ordp(m),
0 if 1 ≤ ordp(q) ≤ ordp(m).
(2.99)
When p > 2 this claim is immediate from the definition of α(N,m) in (2.56), since it
follows from gcd(m,N/m) ≤ 2 that ordp(m) ∈ {0, ordp(N)} for every such prime p.
Similarly the claim is immediate also for p = 2 when gcd(m,N/m) = 1.
Finally assume p = 2 and gcd(m,N/m) = 2. Then ordp(N) ≥ 2, ordp(m) ∈ {1, ordp(N)−
1} and (2.56) implies that ordp(α) = 0 if ordp(m) = ordp(N) − 1, otherwise ordp(α) =
ordp(N). Also ordp(q) < ordp(N) since m ∈ GN,q; and recall that ordp(q) cannot equal
to 1 since there is no primitive character modulo 2. From these observations we see that
(2.99) holds also when p = 2 and gcd(m,N/m) = 2. 
It follows from Lemma 2.23 and Lemma 2.24 that
(2.100) |F ε| =
∑
m∈GN,q
|F εm| = |RΓ,χ|.
In particular M(s) is a square matrix.
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Lemma 2.25. We have det(Q(s)) = 1 and
(2.101)
det(M(s)) = c(N,χ)
∏
m∈GN,q
(
N
gcd(m,N/m)
)|F εv |s ∏
(m,χ1,χ2)∈F ε
∏
p|m
(1− χ1χ2(p)p−2s),
for some nonzero constant c(N,χ) ∈ C. Here Q(s) and M(s) are given as in (2.95) and
(2.94)
Proof. Let us fix an ordering F ε such that (m,χ1, χ2) comes before (m
′, χ′1, χ
′
2) whenever
m < m′. Giving both the rows and columns of Q(s) this ordering, then Q(s) is lower
triangular by definition, and has all diagonal entries equal to one. Therefore det(Q(s)) =
1.
It also follows that det(M(s)) = det(Q(s)M(s)). Now Q(s)M(s) is a square matrix
whose rows (respectively columns) are naturally indexed by (m,χ1, χ2) ∈ F ε (respectively
a
c
∈ RΓ,χ). Let us view Q(s)M(s) as a block matrix, with the blocks indexed by m
(row) and c (column). Note that Lemma 2.23 and Lemma 2.24 then show that each
diagonal block is a square matrix; furthermore, (2.96) implies that Q(s)M(s) is upper
block triangular. Hence, again using (2.96), we see that the determinant is given by the
expression in the right hand side of (2.101), for some constant C = c(N,χ) ∈ C.
It also follows that in order to prove C 6= 0, it suffices to check that for any c ∈ GN,q
for which
(2.102) Rc =
{
a : a
c
∈ RΓ,χ
}
is nonempty, the |Rc| × |Rc|-matrix (χ2(a)), with rows indexed by (χ1, χ2) ∈ Fc and
columns indexed by a ∈ Rc (recall |Fc| = |Rc|) has nonvanishing determinant. This is
trivial if gcd(c, N/c) ≤ 2 since then Rc = {1} (if Rc 6= ∅). Now assume that gcd(c, N/c) >
2, and set t = |Fc| = |Rc| = 12ϕ(gcd(c, N/c)). Using Lemma 2.20 and Lemma 2.24 we
find that by multiplying the columns with appropriate constants of absolute value one,
the determinant can be transformed into det(ψi(gj)) where g1, . . . , gt are the elements
and ψ1, . . . , ψt are the characters of the Abelian group (Z/ gcd(c, N/c)Z)
×/{±1}. Such
determinant is nonvanishing, since multiplying the matrix with its conjugate transpose
gives t times the t× t identity matrix (cf. [Hux84, p.149]). 
Now by (2.88) and (2.93) we have
EΓ(s) = M(s)−1L(s)−1D(s)PL(1− s)M(1 − s)EΓ(1− s)
and hence (by the same type of uniqueness argument as in [BS07, below (2.32)]) the
“Γ-scattering matrix” introduced in [BS07, (2.33)] is
ΦΓ(s) = M(s)−1L(s)−1D(s)PL(1− s)M(1 − s).
Hence by (2.90), (2.92) and Lemma 2.25,
(2.103)
det(ΦΓ(s)) = (−1) |F
ε|−|Fε0 |
2

 ∏
m∈GN,q
(
N
gcd(m,N/m)
)|F εm|
1−2s(
π2s−1Γ(1− s)
Γ(s)
)|F ε|
×
∏
(m,χ1,χ2)∈F ε
(
q1−2s1
L(2− 2s, χ1χ2ωm)
L(2s, χ1χ2ωm)
)
,
where ωm denotes the trivial Dirichlet character modulo m. We note that for each
(m,χ1, χ2) ∈ F ε, χ1χ2ωm is a Dirichlet character modulo mq1.
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Remark 2.26. By an entirely similar discussion one computes the determinant of the
scattering matrix Φ(s) for 〈Γ+, χ〉. We will not need this formula, but we state it here
for possible future reference:
(2.104)
det(Φ(s)) = (−1) |F |−|F0|2

 ∏
m∈GN,q
(
N
gcd(m,N/m)
)ϕ(gcd(m,N/m))
1−2s(
π2s−1Γ(1− s)
Γ(s)
)|F |
×
∏
(m,χ1,χ2)∈F
(
q1−2s1
L(2− 2s, χ1χ2ωm)
L(2s, χ1χ2ωm)
)
.
From (2.103) we obtain:
(2.105)
(ϕΓ)′
ϕΓ
(s) = −2
∑
m∈GN,q
|F εm| log
(
N
gcd(m,N/m)
)
+ |F ε|
(
2 log π − Γ
′
Γ
(1− s)− Γ
′
Γ
(s)
)
− 2
∑
(m,χ1,χ2)∈F ε
(
log q1 +
L′
L
(2− 2s, χ1χ2ωm) + L
′
L
(2s, χ1χ2ωm)
)
.
We can now evaluate the integral appearing in (2.5):
Lemma 2.27.
(2.106)
1
4π
∫
R
h(r)
(ϕΓ)′
ϕΓ
(
1
2
+ ir
)
dr
=

|F ε| log π − ∑
m∈GN,q
|F εm| log
(
N
gcd(m,N/m)
)
−
∑
(m,χ1,χ2)∈F ε
log q1

 g(0)
− |F
ε|
2π
∫
R
h(r)
Γ′
Γ
(
1
2
+ ir
)
dr − |F
ε
0 |
2
h(0) + 2
∞∑
r=1
Λ(r){χ}ε(r)
r
g(2 log r),
where
(2.107) {χ}ε(r) =
∑
(m,χ1,χ2)∈F ε
χ1χ2ωm(r).
Proof. This follows from (2.105) using
1
4π
∫
R
h(r)
(
L′
L
(1− 2ir, χ1χ2ωm) + L
′
L
(1 + 2ir, χ1χ2ωm)
)
dr
= −
∞∑
r=1
Λ(r)χ1χ2ωm(r)
r
g(2 log r) + δχ1=χ2
1
4
h(0)
which follows by imitating [Hux85, p.509] and (2.91). 
Remark 2.28. We stress that our {χ}ε(r) (cf. (2.107)) is not exactly a generalization of the
number which was denoted by that symbol in [BS07, (2.41)]. Rather, in the special case
when N is squarefree, “{χ}ε(r)” in [BS07] equals 21−ω(N/ gcd(r,N)){χ}ε(r) in our present
notation.
In order to evaluate (2.5), we also need to compute tr ΦΓ(1
2
).
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Lemma 2.29. We have
(2.108) tr ΦΓ
(
1
2
)
= −|F ε0 |.
Proof. We have
trΦΓ
(
1
2
)
= lim
s→ 1
2
tr(M(s)−1L(s)−1D(s)PL(1− s)M(1− s))
= lim
s→ 1
2
tr(L(s)−1D(s)PL(1− s)M(1− s)M(s)−1),
and using the definition of L(s), D(s) and P , we find that L(s)−1D(s)PL(1 − s) is the
|F ε| × |F ε| matrix which in row (m,χ1, χ2) ∈ F ε has all entries zero except in column
(q1m/q2, χ2, χ1), there the entry is
(2.109)
q1−s1
q2
π2s−1
τ(χ2)
τ(χ1)
Γ(1− s)
Γ(s)
L(2− 2s, χ1χ2)
L(2s, χ1χ2)
.
If χ1 6= χ2 then χ1χ2 is nontrivial Dirichlet character and thus L(s, χ1χ2) is holomorphic
at s = 1 with L(1, χ1χ2) 6= 0 (cf., e.g., [Coh80, §X.11]), and similarly L(1, χ1χ2) 6= 0.
However if χ1 = χ2, then
L(2s, χ1χ2) = L(2s, χ1χ2) = ζ(2s)
∏
p|q1
(1− p−2s) = (
∏
p|q1
(1− p−1))(2s− 1)−1 +O(1)
as s→ 1
2
. Hence when s→ 1
2
, then number in (2.109) tends to{−1 if χ1 = χ2,√
q1
q2
τ(χ2)
τ(χ1)
L(1,χ1χ2)
L(1,χ1χ2)
if χ1 6= χ2.
Also note that M(1 − s)M(s)−1 tends to the |F ε| × |F ε| identity matrix as s → 1
2
.
Indeed, M(s) is by definition a holomorphic function of s in the entire complex plane,
and Lemma 2.25 shows thatM(s)−1 is also holomorphic when ℜ(s) 6= 0. Hence we obtain
the stated formula. 
2.8. Continuous spectrum Eis(Γ, χ). Recall that we write Eis(N,χ;n) for the contri-
bution from the continuous spectrum in the trace formula in Theorem 2.1; thus Eis(N,χ;n) =
Eis(Γ, χ(0))+nEis(Γ, χ(1)) where Eis(Γ, χ(ε)) is the corresponding contribution (cf. (2.5))
in the trace formula for (Γ±0 (N), χ
(ε)). Our aim in this section is to prove the following
proposition, giving an explicit formula for Eis(N,χ;n). Let
(2.110) Ψ5(p
ep, psp) =
Ψ1(p
ep, psp)− 2
p− 1
+ max
{⌈ ep
2
⌉
, sp
}
pmin{⌊ ep2 ⌋,ep−sp} +max
{⌈
ep+1
2
⌉
, sp
}
pmin{⌊ ep−12 ⌋,ep−sp}.
Also let
Bp(x) =
{
xpx − 2px−1
p−1 if x ∈ Z≥0,
0 if x < 0.
and
(2.111) Ψ6(p
ep, psp) =
{
Bp(ep − sp) + sppep−sp if ep < 2sp,
Bp
(⌊ ep
2
⌋)
+Bp
(⌊
ep−1
2
⌋)
− Bp(sp − 1) + sppsp−1 if ep ≥ 2sp.
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Finally, let
(2.112) Ψ7(p
ep, psp) =


{
−ep + 1 if sp = 0,
−ep + 2sp if sp ≥ 1,
if p > 2,

−ep + 3 if sp = 0 and ep ≥ 3,
−ep + 2sp + 1 if ep > sp ≥ 2,
ep if ep = sp ≥ 2,
0 otherwise,
if p = 2.
Proposition 2.30.
(2.113)
Eis(Γ, χ; 1) =
{
Ψ1(N, q) log π −Ψ1(N, q)
∑
p|N
Ψ5(p
ep, psp) + Ψ6(p
ep, psp)
Ψ1(pep, psp)
log p
}
g(0)
−Ψ1(N, q) 1
2π
∫
R
h(r)
Γ′
Γ
(
1
2
+ ir
)
dr − 1
4
IχΨ2(N, q)h(0)
+ 2
∞∑
m=1
Λ(m)
m
∏
p|N
[
(ℜχp(m))Φ+(pep;m)
]
g(2 logm)
and
(2.114) Eis(Γ, χ;−1)
= −Iχ
{
2ω(N)
(
Ω1(N, q)(logN−log(2π))+log 2
)
+Ω1(N, q)2
ω(N)−1∑
p|N
Ψ7(p
ep, psp) log p
}
g(0)
− Iχ2ω(N)Ω1(N, q) 1
2π
∫
R
h(r)
Γ′
Γ
(
1
2
+ ir
)
dr
− 1
4
Iχ
{
Iq,4 χ(
√−1) min{e2 + 1, 4}
∏
p|N,p≡41
Ψ2(p
ep, psp)
∏
p|N,p≡4−1
2
}
h(0)
+ 2
∞∑
m=1
Λ(m)
m
∏
p|N
[
({ℜ/iℑ}χp(m))Φ−(pep;m)
]
g(2 logm).
Here Ψ1, Ψ5, Ψ6, Ψ7, Ψ2 and Φ± are given in (2.17), (2.110), (2.111), (2.112), (2.18)
and (2.23) respectively. Also
√−1 denotes a square root of −1 in Z/qZ (as exists when
Iq,4 = 1; and χ(
√−1) is independent of the choice of the square root when Iχ = 1).
The proposition will be proved by making the right hand sides in the formulas in
Lemma 2.27 and Lemma 2.29 more explicit. We will carry this out in a sequence of
lemmas.
Lemma 2.31. Recall that ε ∈ {0, 1} is given by χ(ε)(V ) = (−1)ε. We have
(2.115)
∑
m∈GN,q
|F εm| log
(
N
gcd(m,N/m)
)
=
1
2
Ψ1(N, q)
∑
p|N
Ψ5(p
ep, psp)
Ψ1(pep, psp)
log p
+
1
2
(−1)εIχ2ω(N)
{
Ω1(N, q) logN − (Ω1(N, q)− 1) log 2
}
.
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Here Ψ1, Ψ5 and Ω1 are given in (2.17), (2.110) and (2.21) respectively. Furthermore,
(2.116) |F ε| = 1
2
Ψ1(N, q) +
1
2
(−1)εIχ2ω(N)Ω1(N, q).
Proof. By (2.98), we have
∑
m∈GN,q
|F εm| log
(
N
gcd(m,N/m)
)
=
1
2
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m)) log
(
N
gcd(m,N/m)
)
+
1
2
(−1)ε
∑
m|N,gcd(m,N/m)≤2,
q| N
gcd(m,N/m)
χα(N,m)(−1) log
(
N
gcd(m,N/m)
)
.
For the first term, recalling Lemma 2.10, let
f(x) =
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m))(gcd(m,N/m))x.
Then we have
(2.117) f(0) =
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m)) = Ψ1(N, q)
and
f ′(0) =
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m)) log(gcd(m,N/m)).
By (2.49),
f ′(0) =
∑
p|N
( ∏
p′|N,p′ 6=p
Ψ1(p
′ep′ , p′sp′ )
)
log p
[−Ψ1(pep, psp) + 2
p− 1
+ min{⌊ ep
2
⌋
, ep − sp}pmin{⌊
ep
2 ⌋,ep−sp} +min{
⌊
ep−1
2
⌋
, ep − sp}pmin{⌊
ep−1
2 ⌋,ep−sp}
]
.
Note that by definition in (2.17), Ψ1(p
ep, psp) 6= 0. We have
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m)) log
(
N
gcd(m,N/m)
)
= logNf(0)− f ′(0)
= Ψ1(N, q)
∑
p|N
log p
Ψ1(pep, psp)
Ψ5(p
ep, psp).
For the second term, we get
∑
m|N,gcd(m,N/m)≤2,
q| N
gcd(m,N/m)
χα(N,m)(−1) log
(
N
gcd(m,N/m)
)
= logN
∑
m|N,gcd(m,N/m)≤2,
q| N
gcd(m,N/m)
χα(N,m)(−1)− log 2
∑
m|N,gcd(m,N/m)=2,
q| N
gcd(m,N/m)
χα(N,m)(−1).
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As in Lemma 2.16 and its proof, we have
(2.118)
∑
m|N,gcd(m,N/m)≤2,
q| N
gcd(m,N/m)
χα(N,m)(−1) = Iχ2ω(N)Ω1(N, q).
and ∑
m|N,gcd(m,N/m)=2,
q| N
gcd(m,N/m)
χα(N,m)(−1) = Iχ2ω(N)(Ω1(N, q)− 1).
Similarly, recalling (2.100) and (2.98),
|F ε| =
∑
m∈GN,q
|F εm| =
1
2
∑
m|N,q| N
gcd(m,N/m)
ϕ(gcd(m,N/m))+
1
2
(−1)ε
∑
m|N,gcd(m,N/m)≤2,
q| N
gcd(m,N/m)
χα(N,m)(−1),
so by (2.117) and (2.118), we get (2.116). 
For p | N , let
(2.119) Sp = {0 ≤ f ≤ ep : min{f, ep − f} ≤ ep − sp} .
Then note that
Sp = {0 ≤ f ≤ ep : f ≤ ep − sp or f ≥ sp} .
Lemma 2.32. Fix a prime p | N . For f ∈ Sp, if f ≥ sp,
Fpf =
{
(χ1, χ2) : χ1 ∈ Xpmin{f,ep−f} , χ2 primitive, determined by cond(χpχ2χ1) = 1
}
and if f < sp,
Fpf =
{
(χ1, χ2) : χ2 ∈ Xpmin{f,ep−f} , χ1 primitive, determined by cond(χpχ2χ1) = 1
}
.
Here Fpf is given in (2.83).
Proof. Similar to the proof of Lemma 2.20. 
Lemma 2.33.
|F ε0 | =
1
2
Iχ
{
Ψ2(N, q) + (−1)εIq,4 χ(
√−1)min{e2 + 1, 4}
∏
p|N,p≡41
Ψ2(p
ep, psp)
∏
p|N,p≡4−1
2
}
Here Ψ2 is given in (2.18), and
√−1 denotes a square root of −1 in Z/qZ (as exists when
Iq,4 = 1; and χ(
√−1) is independent of the choice of the square root when Iχ = 1).
Proof. Recalling (2.91), we can write
F ε0 =
{
(m,χ1) : m ∈ Z≥1, m | N, q1 | gcd(m,N/m), cond(χχ12) = 1, χ1(−1) = (−1)ε
}
.
Note that F ε0 = ∅ unless χ is square in the sense that there exists a primitive character
χ1 such that χχ1
2(n) = 1 for any n with gcd(n, q) = 1. There exists such a primitive
character if and only if for every prime p | N , χp(−1) = 1, i.e. χ is pure. From now on,
we assume that χ is pure.
Let
F0(N) =
{
(m,χ1) : m ∈ Z≥1, m | N, q1 | gcd(m,N/m), cond(χχ12) = 1
}
and
S±0 =
∑
(m,χ1)∈F0(N)
χ1(±1).
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Then
|F ε0 | =
1
2
(
S+0 + (−1)εS−0
)
.
Note that S±0 is multiplicative. One can write
S±0 =
∏
p|N
(∑
f∈Sp
∑
(pf ,χ1)∈F0(pep)
χ1(±1)
)
.
So for p | N , let
S±0,p =
∑
f∈Sp
∑
(pf ,χ1)∈F0(pep )
χ1(±1).
For every prime p | N , fix a primitive Dirichlet character ψp of minimal conductor
subject to cond(χpψp
2
) = 1. We further assume that
ordp(cond(ψp)) =


0 if p = 2 and sp = 0,
sp + 1 if p = 2 and sp ≥ 3,
sp if p > 2.
Note that s2 cannot be 1 or 2.
When p is odd, let ξp be the quadratic character modulo p. When p = 2 let ξ4 be the
quadratic character modulo 4 and ξ8 be the even quadratic character modulo 8. Then
ξ4ξ8 is another quadratic character, and ξ8, ξ4ξ8 are the only primitive characters modulo
8.
When χ1 is the primitive character such that cond(χpχ1
2) = 1, then
χ1 ∈ {ψpξupp : up ∈ {0, 1}},
when p is odd, and
χ1 ∈ {ψ2ξu24 ξv28 : u2, v2 ∈ {0, 1}},
when p = 2. Here ψp is as fixed above, so q(χχ1
2) = 1. Note that
ordp(q1) =


max{sp, up} if p odd ,
sp + 1 if p = 2 and sp ≥ 3,
max{2u2, 3v2} if p = 2 and sp = 0.
When p is odd, we have
S±0,p =
∑
up∈{0,1}
∑
max{sp,up}≤min{f,ep−f}
ψpξ
up
p (±1)
= ψp(±1)


(ep − 1)(1 + ξp(±1)) + 2 if sp = 0,
(ep − 2sp + 1)(1 + ξp(±1)) if sp ≥ 1 and 2sp ≤ ep,
0 if 2sp > ep.
Note that 1 + ξp(−1) = 0 if sp > 0 and p ≡4 −1. So
S+0,p = Ψ2(p
ep, psp)
and
S−0,p = ψp(−1)


2 if sp = 0 and p ≡4 −1,
Ψ2(p
ep, psp) if p ≡4 1,
0 if sp > 0 and p ≡4 −1.
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When p = 2, we have
S±0,p =
∑
u2,v2∈{0,1}
{∑
max{2u2,3v2}≤min{f,ep−f} ξ
u2
4 ξ
v2
8 (±1) if sp = 0,∑
sp+1≤min{f,ep−f} ψpξ
u2
4 ξ
v2
8 (±1) if sp ≥ 3.
So we get
S±0,p = ψp(±1)
{
ep + 1 +max{ep − 5, 0}(1 + ξ4(±1)) + max{ep − 3, 0}ξ4(±1) if sp = 0,
2max{ep − 2sp − 1, 0}ψp(±1)(1 + ψ4(±1)) if sp ≥ 3.
Hence
S+0,p = Ψ2(p
ep, psp)
and
S−0,p =


4 if ep ≥ 3 and sp = 0,
ep + 1 if ep ∈ {1, 2} and sp = 0,
0 otherwise.

Lemma 2.34.∑
(m,χ1,χ2)∈F ε
log q1 =
1
2
Ψ1(N, q)
∑
p|N
Ψ6(p
ep, psp)
Ψ1(pep, psp)
log p
+ (−1)εIχ2ω(N)−2Ω1(N, q)
∑
p|N
Ψ7(p
ep, psp) log p.
Here Ψ1, Ω1, Ψ6 and Ψ7 are given in (2.17), (2.21), (2.111) and (2.112).
Proof. Let
S± =
∑
(m,χ1,χ2)∈F
χ1(±1) log q1.
Then ∑
(m,χ1,χ2)∈F ε
log q1 =
1
2
(
S+ + (−1)εS−).
For n ∈ {±1}, let
fn(x) =
∑
(m,χ1,χ2)∈F
χ1(n)q
x
1 .
Then
f ′n(0) =
{
S+ if n = 1,
S− if n = −1.
Recalling (2.119),
fn(x) =
∏
p|N
(∑
f∈Sp
∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1
)
.
For each prime p | N ,
fn,p(x) =
∑
f∈Sp
∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1 .
Then
f ′n(0) =
∑
p|N
f ′n,p(0)
∏
p′|N,p′ 6=p
fn,p′(0).
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For each prime p | N and f ∈ Sp, by Lemma 2.32, we have
∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1 =


∑min{f,ep−f}
ℓ=0
(∑
ψ primitive
cond(ψ)=pℓ
ψ(n)
)
pℓx if f ≥ sp,∑min{f,ep−f}
ℓ=0
(∑
ψ primitive
cond(ψ)=pℓ
χpψ(n)
)
pspx if f < sp.
Note that
∑
ψ primitive
cond(ψ)=pℓ
ψ(n) =


1 if ℓ = 0,
pℓ−2(p− 1)2 if n = 1 and ℓ ≥ 2,
p− 2 if n = 1 and ℓ = 1,
−1 if p > 2, n = −1 and ℓ = 1,
or p = 2, n = −1 and ℓ = 2,
0 otherwise.
So when f ≥ sp,∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1
=


1 if min{f, ep − f} = 0,
or p = 2, n = −1 and min{f, ep − f} = 1,
(p−1)2pmin{f,ep−f}(x+1)+x−1−(px−1)2
px+1−1 if n = 1 and min{f, ep − f} ≥ 1,
1− px(1+δp=2) if n = −1 and min{f, ep − f} ≥ 1 + δp=2.
When f < sp, we have∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1
= χp(n)p
spx


1 if min{f, ep − f} = 0,
or p = 2, n = −1 and min{f, ep − f} = 1,
(p− 1)pmin{f,ep−f}−1 if n = 1 and min{f, ep − f} ≥ 1,
0 if n = −1 and min{f, ep − f} ≥ 1 + δp=2.
For n = 1 and sp >
⌊ ep
2
⌋
, we have
f1,p(x) =
∑
f∈Sp
∑
(χ1,χ2)∈Fpf
χ1(n)q
x
1
= pspx+ep−sp + 1 +
1
px+1 − 1
(
(p− 1)2p2xp
(ep−sp)(x+1) − 1
px+1 − 1 − (p
x − 1)2(ep − sp + 1)
)
.
For sp ≤
⌊ ep
2
⌋
, we have
f1,p(x) = p
sp(x+1)−1 + 1 +
(p− 1)2px−1
(px+1 − 1)2
(
p(⌊ ep2 ⌋+1)(x+1) + p⌈ ep2 ⌉(x+1) − psp(x+1) − px+1)
− (e− s)(p
x − 1)2
px+1 − 1 ,
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So we have
f1,p(0) =
{
2pep−sp if ep < 2sp,
p⌊ ep2 ⌋ + p⌊ ep−12 ⌋ if ep ≥ 2sp
= Ψ1(p
ep, psp)
and
f ′1,p(0) = log p
{
Bp(ep − sp) + sppep−sp if ep < 2sp,
Bp
(⌊ ep
2
⌋)
+Bp
(
ep−1
2
)
− Bp(sp − 1) + sppsp−1 if ep ≥ 2sp.
Hence
S+ = Ψ1(N, q)
∑
p|N
Ψ6(p
ep, psp)
Ψ1(pep, psp)
log p.
For n = −1 and p > 2, we have
f−1,p(x) =
{
2 + (ep − 1)(1− px) if sp = 0,
1 + χp(−1)pspx + (ep − sp)(1− px) if sp > 0.
So
f−1,p(0) = 1 + χp(−1)
and
f ′−1,p(0) = log p
{
−ep + 1 if sp = 0,
sp(1 + χp(−1))− ep if sp > 0.
For n = −1 and p = 2, we have
f−1,p(x) =


1 + χp(−1)pspx if ep = sp,
2(1 + χp(−1)pspx) + (ep − sp − 1)(1− p2x) if ep > sp ≥ 2,
2 if sp = 0 and ep = 1,
3 if sp = 0 and ep = 2,
4 + (ep − 3)(1− p2x) if sp = 0 and ep ≥ 3.
So we get
f−1,p(0) = (1 + χp(−1))


1 if ep = sp ≥ 2 or ep = 1,
2 if ep > sp and ep ≥ 3,
3
2
if sp = 0 and ep = 2,
and
f ′−1,p(0) = 2 log p


1
2
spχp(−1) if ep = sp ≥ 2,
spχp(−1)− ep + sp + 1 if ep > sp ≥ 2,
−ep + 3 if sp = 0 and ep ≥ 3,
0 otherwise.
Since 1 + χp(−1) = 0 unless χp is even, we can conclude that S− = 0 unless χ is pure.
Hence we get
S− =
∑
p|N
f ′−1,p(0)
∏
p′|N,p′ 6=p
f−1,p′(0) = Iχ2ω(N)−1Ω1(N, q)
∑
p|N
Ψ7(p
ep, psp) log p.

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Lemma 2.35. Let r ∈ Z. If gcd(r, q) > 1 then {χ}ε(r) = 0, while if gcd(r, q) = 1 then
{χ}ε(r) = 1
2
{ ∏
p|N,p∤r
(ℜχp(r))Φ+(pep, r) + (−1)ε
∏
p|N,p∤r
({ℜ/iℑ}χp(r))Φ−(pep, r)
}
,
where {ℜ/iℑ}χp(r) = 12(χp(r) + χp(−r)), and Φ+ and Φ− are given in (2.23).
Proof. Let
f±χ (r) =
∑
(m,χ1,χ2)∈F
χ1(±1)χ1χ2ωm(r).
Then, recalling (2.107),
{χ}ε(r) = 1
2
(
f+χ (r) + (−1)εf−χ (r)
)
.
Note that f±χ (r) is multiplicative. For a prime p | N , let
f±χ,p(r) =
∑
f∈Sp
ωpf (r)
∑
(χ1,χ2)∈Fp
χ1(±1)χ1χ2(r).
Then f±χ =
∏
p|N f
±
χ,p.
When p | r, since ωpf (r) = 0 unless f = 0, so f±χ,p(r) = 0 unless sp = 0. From now on,
assume that p ∤ r.
Recalling (2.119) and Lemma 2.32,
f±χ,p(r) =
∑
f∈Sp


χp(r)
∑
ψ∈X
pmin{f,ep−f}
ψ(±r2) if f ≥ sp,
χp(±r)
∑
ψ∈X
pmin{f,ep−f}
ψ(±r2) if f < sp.
Set ordp(0) =∞. Then∑
ψ∈X
pmin{f,ep−f}
ψ(±r2) =
{
ϕ(pmin{f,ep−f}) if min{f, ep − f} ≤ ordp(±r2 − 1),
0 otherwise.
Note that
∑k
f=0 ϕ(p
f ) = pk.
Let u± = ordp(±r2 − 1). When ep < 2sp, we have
f±χ,p(r) = (χp(±r) + χp(r))
min{ep−sp,u±}∑
f=0
ϕ(pf) = (χp(±r) + χp(r))pep−w±(r).
When ep ≥ 2sp, we have
f±χ,p(r) = χp(±r)
min{sp−1,u±}∑
f=0
ϕ(pf) + χp(r)
(min{⌊ ep2 ⌋,u±}∑
f=sp
ϕ(pf) +
min{u±,⌊ ep−12 ⌋}∑
f=0
ϕ(pf)
)
.
For the second term, we have two cases: sp > min{
⌊ ep
2
⌋
, u±} or sp ≤ min{
⌊ ep
2
⌋
, u±}.
When sp > min{
⌊ep
2
⌋
, u±}, since ep ≥ 2sp, we get u± ≤ sp − 1. So we have
f±χ,p(r) = (χp(±r) + χp(r))
u±∑
f=0
ϕ(pf) = (χp(±r) + χp(r))pu±.
When sp ≤ min{
⌊ep
2
⌋
, u±}, i.e. sp ≤ u±, we get
χp(±r2) = χp(±1)χp(r)2 = 1.
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We get
f±χ,p(r) = (χp(±r) + χp(r))
(
pmin{⌊ ep−12 ⌋,u±} + 1
2
δ2|ep, ep2 ≤u±ϕ(p
ep
2 )
)
So we have
f±χ,p(r) = (χp(±r) + χp(r))
{
1
2
(
p⌊ ep−12 ⌋ + p⌊ ep2 ⌋) if w±(r) ≤ ⌊ ep2 ⌋ ,
pep−w±(r) if w±(r) >
⌊ ep
2
⌋
.

Proof of Proposition 2.30. The proposition follows from
Eis(N,χ;n) = Eis(Γ, χ(0)) + nEis(Γ, χ(1)),
by evaluating Eis(Γ, χ(0)) and Eis(Γ, χ(1)) using Lemmas 2.27 and 2.29 from the previous
section together with Lemmas 2.31–2.35 in the present section. 
2.9. Cuspidal and Continuous contributions (C+Eis)(Γ, χ). Finally we conclude
the proof of Theorem 2.1 by computing the sum of C(N,χ;n) from Proposition 2.15 and
Eis(Γ, χ;n) from Proposition 2.30.
For n = 1, we combine (2.66) and (2.113), and note that
(Ψ4 +Ψ5 +Ψ6)(p
ep, psp)
= ep
(
p⌊ ep2 ⌋ + p⌊ ep−12 ⌋
)
− p
⌊ ep2 ⌋ + p⌊ ep−12 ⌋ − 2
p− 1 + p
sp−1 + 2
psp−1 − 1
p− 1 = Ψ3(p
ep, psp).
Here Ψ3 is given in (2.20). Hence we obtain (2.25).
For n = −1, we combine (2.67) and (2.114). Here one notes that, if Iχ = Iq,4 = 1,
χ(
√−1)min{e2 + 1, 4}
∏
p|N,p≡41
Ψ2(p
ep, psp)
∏
p|N,p≡4−1
2 = Ψ˜2(N,χ),
with Ψ˜2 as in (2.19). Recall also that if Iχ = 1, i.e. if χ is pure, then s2 = 0 or s2 ≥ 3.
Therefore,
Iχ2
ω(N)1
2
(
Ω1(N, q)(−e2 + 2) + εN − 2− Ω1(N, q)Ψ7(2e2, 2s2)
)
= Iχ2
ω(N)Ω2(N, q),
where Ω2 is given in (2.22). Finally for p | N odd, recalling (2.112),
1
2
(
Ψ7(p
ep, psp) + ep
)
= max
{
1
2
, sp
}
.
Hence we obtain (2.26).
Recall also that the formulas for I(Γ, χ;n) and (NEll +Ell)(Γ, χ;n) stated in Theorem
2.1 were proved in Lemma 2.2 and Proposition 2.3, respectively. Hence the proof of
Theorem 2.1 is now complete. 
3. Sieving
Our goal in this section is to prove Theorem 1.7, by sieving out the contribution from
the twist-minimal Hecke eigenforms in the trace formula in Theorem 2.1.
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The sieving is carried out in two steps: We first sieve for newforms, and then sieve for
twist-minimal forms among the newforms. The first step is as in [BS07, §2.3]: For any
Dirichlet character χ modulo N of conductor cond(χ), any λ > 0 and n ∈ {±1}, we have
Tr Tn|Anewλ (χ) =
∑
M | N
cond(χ)
β
(
N/ cond(χ)
M
)
Tr Tn|Aλ(χ|M cond(χ)),(3.1)
where β(m) is the multiplicative function given by ζ(s)−2 =
∑∞
m=1 β(m)m
−s.
For the second step, sieving down to Aminλ (χ), we assume that χ is minimal as in
Definition 1.5. Let Sχ be the set of pairs 〈M,ψ〉 where M is a (positive) divisor of
N and ψ is a primitive Dirichlet character such that lcm(M, cond(ψ) cond(χψ)) = N ,
cond(χψ2) | M and χψ2|M is minimal. Also let ∼ be the equivalence relation on Sχ
defined by 〈M,ψ〉 ∼ 〈M ′, ψ′〉 if and only ifM ′ = M and there is some Dirichlet character υ
satisfying cond(υ) cond(χψ2υ) |M and cond(ψυψ′) = 1. It then follows from Lemma 1.4
and Lemma 1.6 that, for any λ > 0 and n ∈ {±1}, we have the direct sum decomposition
Anewλ (χ) =
⊕
〈M,ψ〉∈Sχ/∼
(
Aminλ (χψ2|M)⊗ ψ
)
,(3.2)
where Sχ/∼ denotes any set of representatives for Sχ modulo ∼. Hence also, using
ψ(n) = ψ(n) ∈ {±1}:
TrTn|Anewλ (χ) =
∑
〈M,ψ〉∈Sχ/∼
ψ(n) Tr Tn|Aminλ (χψ2|M ).(3.3)
Note that the pairs 〈M,ψ〉 in Sχ with M = N form a single equivalence class, and this
class contributes via the term Tr Tn|Aminλ (χ) in the direct sum in (3.3).
In order to invert the formula (3.3), we first note that the set Sχ and the relation χ
can be fully described by local conditions: Writing χ =
∏
p|N χp as usual, and setting
Np = p
ep (ep = ordp(N)) and Mp = p
ordp(M), we have that a pair 〈M,ψ〉 lies in Sχ if and
only if 〈Mp, ψp〉 lies in Sχp for each prime p, and furthermore 〈M,ψ〉 ∼ 〈M ′, ψ′〉 holds if
and only if 〈Mp, ψp〉 ∼ 〈M ′p, ψ′p〉 for all primes p | N . Also the equivalence classes in Sχp
are easily classified: If p = 2 or ep ≤ 1 or 2 ∤ ep or sp > 1 then all elements in Sχp are
equivalent with 〈Np, 1〉. In the remaining case when p > 2, ep ≥ 2, 2 | ep and sp ∈ {0, 1},
then the set of elements in Sχp outside the equivalence class of 〈Np, 1〉 equals
{〈pep/2, ψp〉 : cond(ψp) = pep/2, ψp 6= χp} if ep ≥ 4 or sp = 1,(3.4)
and
{〈p, ψp〉 : cond(ψp) = p} ∪ {〈1, ( ·p)〉} if ep = 2 and sp = 0.(3.5)
In the case of (3.4), each ∼ equivalence class in that set has exactly two elements. In the
case of (3.5), the elements 〈p, ( ·
p
)〉 and 〈1, ( ·
p
)〉 form singleton equivalence classes, while
the remaining p − 3 elements group together into equivalence classes with exactly two
elements each.
In particular it follows from the above description that (3.3) can be rewritten as
Tr Tn|Anewλ (χ) =
∑
〈M,ψ〉∈S′χ
2−k(N,M,ψ) ψ(n) TrTn|Aminλ (χψ2|M ),
where S ′χ is the subset of all 〈M,ψ〉 ∈ Sχ satisfying [Mp < Np or ψp = 1] for each prime
p | N , and k(N,M,ψ) is the number of primes p | N for which Mp < Np and [sp = 1 or
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ψp 6= ( ·p)]. This formula can now be inverted as follows:
Tr Tn|Aminλ (χ) =
∑
〈M,ψ〉∈S′χ
(−1)k′(N,M)2−k(N,M,ψ) ψ(n) Tr Tn|Anewλ (χψ2|M ),(3.6)
where k′(N,M) is the number of primes p | N for which Mp < Np.
We will apply the sieving in (3.1) and then (3.6) to the trace formula in Theorem
2.1. Note that the right hand side of that formula is a sum of terms f(N,χ) each of
which is multiplicative with respect to χ, in the sense that f(N,χ) =
∏
p|N f(p
ep, χp) for
any Dirichlet character χ modulo N . One verifies that this multiplicativity property is
preserved by the sieving, i.e., for any multiplicative function f(N,χ), if we define fnew
and fmin via
fnew(N,χ) =
∑
M | N
cond(χ)
β
(
N/ cond(χ)
M
)
f(M cond(χ), χ)(3.7)
and
fmin(N,χ) =
∑
〈M,ψ〉∈S′χ
(−1)k′(N,M)2−k(N,M,ψ) ψ(n)f(M,χψ2),(3.8)
then also fnew and fmin are multiplicative. Hence our task is reduced to computing
fmin(pep, χp) for each term f(N,χ) appearing in the trace formula in Theorem 2.1. Writing
e = ep and s = sp, we note that (3.7) implies
fnew(pe, χp) =
e−s∑
j=0
β(pj)f(pe−j, χp),(3.9)
and we have, for each j ≥ 0,
β(pj) =


1 if j ∈ {0, 2},
−2 if j = 1,
0 otherwise.
Next assume again that χ =
∏
p χp is minimal as in Definition 1.5. It now follows from
(3.8) and the description of the equivalence classes of Sχp given around (3.4) and (3.5)
that, for each odd prime p | N :
(3.10) fmin(pe, χp) = f
new(pe, χp)− δe=2,s=0
(
n
p
)(
fnew(1, 1) + 1
2
fnew(p, 1)
)
− δ2|e,s≤1 · 1
2
∑
cond(ψ)=p
e
2
ψ 6=χp
ψ(n)fnew(p
e
2 , χpψ
2).
On the other hand for p = 2 we have simply
(3.11) fmin(2e, χ2) = f
new(2e, χ2).
3.1. I(Γ, χ). Recalling Lemma 2.2, by (3.10) and (3.11), we have
Imin(Γ, χ;n) =
1 + n
2
M(χ)
12
∫
R
rh(r) tanh(πr) dr.
Here M(χ) is given in (1.3). By [BS07, p.141],∫
R
rh(r) tanh(πr) dr = −
∫ ∞
−∞
g′(u)
sinh(u/2)
du,
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so we get
Imin(Γ, χ;n) = −1 + n
2
M(χ)
12
∫ ∞
−∞
g′(u)
sinh(u/2)
du.
3.2. Sp(p
e, χ; t, n). Using the Dirichlet class number formula and the formula for Sp(1, 1; t, n)
in (2.34), the elliptic and hyperbolic terms in Theorem 2.1 can be rewritten as
(NEll +Ell)(Γ, χ;n) =
∑
t∈Z
D=t2−4n√
D/∈Q
(∏
p|N
Sp(p
e, χp; t, n)
1 + (p− (d
p
))p
ordp ℓ−1
p−1
)
L(1, ψD)
·


g
(
2 log |t|+
√
D
2
)
if D > 0,√
|D|
π
∫
R
g(u) cosh(u/2)
4 sinh2(u/2)+|D| du if D < 0,
where the character ψD is as in Section 1.2 (cf. also [BL17, Sec. 2]). Hence to show that
we obtain the corresponding sum in Theorem 1.7, it remains to prove that for each prime
p with e = ep > 0,
Sminp (p
e, χp; t, n)
1 + (p− (d
p
))p
ordp ℓ−1
p−1
= Ht,n(χp).(3.12)
From now on until further notice, let us assume that p is odd. If e = s > 0 then
Sminp = S
new
p = Sp by (3.9) and (3.10), and one then verifies directly from (1.5) and (2.41)
(with h = max{2e− 1, e} = 2e− 1) that (3.12) holds.
Next assume s ∈ {0, 1} and e > 2. Then by (2.41) (where now h = max{2s−1, e} = e)
and (3.9), we get
(3.13) Snewp (p
e, χ; t, n) = Sp(p
e, χ; t, n)− 2Sp(pe−1, χ; t, n) + Sp(pe−2, χ; t, n)
= χ
(
t+ δ2∤tp
s
2
)
pe−3


(p− 1)
(
δ2|e
(
p−
(
d
p
))
pf−
e
2
+1 +
((
d
p
)
− 1
)
(p+ 1)
)
if g ≥ e,((
d
p
)
− 1
)
(p− 1)(1 + δ2∤ep), if g = e− 1,((
d
p
)
− 1
)
(p− 1) +
(
d
p
)
, if g = e− 2,
0 otherwise.
Note that for α ≥ 2,
∑
ψ primitive
cond(ψ)=pα
ψ(x) = ϕ(pα−1)


p− 1 if α ≤ ordp(x− 1),
−1 if α = ordp(x− 1) + 1,
0 otherwise.
To evaluate the last sum in (3.10), we need the following lemma.
Lemma 3.1. When
(
d
p
)
= 1, n
(
t
2
±
√
dℓ
2
)2
≡pα 1 if and only if ℓ ≡pα 0.
Proof. Set x ≡pα t2 ±
√
dℓ
2
and y ≡pα t2 ∓
√
dℓ
2
. Then since t2 − 4n = dℓ2, we get xy ≡pα n
and x2 ≡pα tx− n.
Assume that n(tx− n) = nx2 ≡pα 1. Then ntx ≡pα 2. Multiplying by y on both sides,
we get
t ≡ 2y ≡ t−
√
dℓ (mod pα).
So pα | ℓ.
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Conversely, assume that ℓ ≡pα 0. Then
nx2 ≡ ntx− 1 ≡ nt
2
2
− 1 = nt
2 − 4n
2
+ 1 ≡ 1 (mod pα).

By the above lemma, for e > 2, 2 | e, we have
∑
cond(ψ)=p
e
2
ψ(n)Snewp (p
e
2 , χψ2; t, n) = χ
(
t+δ2∤tp
s
2
)
(p− 1)pe−3
×


2(p− 1)pf− e2+1 +
((
d
p
)
− 1
) (− 2pf− e2+1 + p+ 1) if g ≥ e− 1,
−2 if g = e− 2 and
(
d
p
)
= 1,
0 otherwise.
By (3.10) and (3.13) we now obtain, when s ∈ {0, 1} and e > 2,
Sminp (p
e, χ; t, n) =
((
d
p
)
− 1
) 1 + δ2∤e
2
χ
(
t+δ2∤tp
s
2
)
pe−3


(p− 1)(p+ 1) if g ≥ e− 1,
−δ2|ep− 1 if g = e− 2,
0 otherwise.
Hence (3.12) again holds; cf. (1.6).
We next turn to the case e ∈ {1, 2}, s < e. By (3.10), when e = 1 and s = 0, we have
Sminp (p, 1; t, n) = S
new
p (p, 1; t, n) = Sp(p, 1; t, n)− 2Sp(1, 1; t, n) =
(
d
p
)
− 1.
For e = 2,
Snewp (p
2, χ; t, n)
= χ
(
t+δ2∤tp
s
2
)

pf (p− 2− s) +
((
d
p
)
− 1
)
−pf (p−2−s)+p2−p−1−s
p−1 if g ≥ 2,
−1 − s if g = 1,
0 if g = 0
+ δg=0
{
(1− s)
1−
(
d
p
)
2
− 1
2− s
1 +
(
d
p
)
2
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−√dℓ
2
))}
.
Assuming first s = 1, e = 2, we compute:
∑
ψ (mod p)
ψ/∈{χp,1}
Snewp (p, χψ
2; t, n)ψ(n)
=


χ
(
t+δ2∤tp
2
)
(p− 3)
(
2pf +
((
d
p
)− 1)−2pf+p+1
p−1
)
if g ≥ 1,
−2
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
if g = 0 and
(
d
p
)
= 1,
0 otherwise.
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Hence by (3.10),
Sminp (p
2, χ; t, n) = Snewp (p
2, χ; t, n)− 1
2
∑
ψ (mod p)
ψ/∈{χp,1}
Snewp (p
2, χψ2; t, n)ψ(n)
=
{
χ
(
t+δ2∤tp
s
2
)((
d
p
)
− 1
)
p+1
2
if g ≥ 1,
0 if g = 0.
Finally for s = 0, e = 2, we have(
n
p
) (
Sp(1, 1; t, n) +
1
2
Snewp (p, 1; t, n)
)
+
1
2
∑
ψ (mod p)
ψ 6=1
Snewp (p, ψ
2; t, n)ψ(n)
=


(p− 2)pf +
((
d
p
)
− 1
)
1
2
(p2−3)−pf (p−2)
p−1 if g ≥ 1,
−1 +
((
d
p
)
− 1
)
(np )−1
2
if g = 0,
0 otherwise,
and so, by (3.10),
Sminp (p
2, 1; t, n) =
(
d
p
)
− 1
2


p− 1 if g ≥ 1,
−
(
n
p
)
− 1 if g = 0,
0 otherwise.
In all these cases we again see that (3.12) holds; cf. (1.6).
Finally we turn to the case p = 2. Since χ is minimal, we have to consider the following
subcases (cf. Definition 1.5 and recall that s = 1 is impossible when p = 2):
s =


e if e ≥ 2,⌊
e
2
⌋
if e ≥ 4,
2 if e ≥ 5 and 2 ∤ e,
0 if 2 ∤ e or e = 2.
(3.14)
Recalling (2.42), for s ≥ 2 and s ≤ e ≤ 2s, we have
S2(2
e, χ; t, n)
= χ
(
t
2
)
2e−1


δ2∤d2
g
2
−s(4− δe=2s) +
((
d
2
)− 1) (3− 2⌊ g2⌋−s(4− δe=2s)) if g ≥ 2s+ 1,
−δ2∤d(4− δe=2s) + δe≤2s−1
((
d
2
)− 1) if g = 2s,
0 otherwise
+ δ( d2)=1,g≤2s−2
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
2f+min{e−s,f},
For e = 2s+ 1, we have
S2(2
e, χ; t, n) = χ
(
t
2
)
2e−1
{
δ2∤d2
g
2
−s+1 +
((
d
2
)− 1) (3− 2⌊ g2⌋−s+1) if g ≥ 2s+ 2,
0 otherwise
+ δ( d2)=1,g≤2s
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
22f .
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Here f = ord2(ℓ). Then by (3.11), for s =
⌊
e
2
⌋
, e ≥ 4, we have
Smin2 (2
e, χ; t, n) = Snew2 (2
e, χ; t, n) = χ
(
t
2
) ((
d
2
)− 1) 2e−3


3 if g ≥ e+ 1,
−1− δ2|e2 if g = e,
1− δ2∤d4 if g = e− 1, 2 ∤ e,
0 otherwise
− δ( d2)=1,g=e−2
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
2g−1.
For e = 2s and g = 2s − 2, we claim that χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
)
= 0. Note that g = 4
cannot occur, so s ≥ 4. Moreover, if a is odd, then
χ
(
t
2
+ a2s−2
)2
= χ
(
t2
4
+ a2s−1
)
= −χ
(
t2
4
)
= −χ(1) = −1,
since t2−4n = dℓ2 and g = ord2(dℓ2) = 2s−2 > 4, which forces n = 1. This implies that
χ
(
t
2
+ a2s−2
)
= ±i.
Since
(
t+
√
dℓ
2
)(
t−√dℓ
2
)
= 1, we get χ
(
t+
√
dℓ
2
)
χ
(
t−√dℓ
2
)
= 1, so χ
(
t+
√
dℓ
2
)
= χ
(
t−√dℓ
2
)
.
Then χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
)
= 0 as claimed.
Now consider the cases for s ∈ {0, 2}. For e ≥ max{1, 2s− 1}, we have
S2(2
e, χ; t, n)
= χ
(
t
2
)


δ2∤d2
g
2
+⌊ e2⌋(1 + 2⌈ e2⌉−⌊ e2⌋−1)
+
((
d
2
)− 1) (3 · 2e−1 − 2⌊ g2⌋+⌊ e2⌋(1 + 2⌈ e2⌉−⌊ e2⌋−1)) if g ≥ e+ 1 and 2 ∤ g,
or g ≥ max{e, 2s+ 2} and 2 | g,
0 otherwise
+ δ( d2)=1,g≤e−1
(
χ
(
t+
√
dℓ
2
)
+ χ
(
t−
√
dℓ
2
))
2g.
For e = s = 0, we have
S2(1, 1; t, n) = δ2∤d2
g
2 +
((
d
2
)− 1) (1− 2⌊ g2⌋).
For e = 4 and s = 2, we have
Smin2 (2
4, χ−4; t, n) = χ−4
(
t
2
) ((
d
2
)− 1)
{
6 if g ≥ 5,
0 otherwise.
For s = 0 and e ∈ {1, 2}, we have
Smin2 (2
e, 1; t, n) =


(
d
2
)− 1 if g ≥ 2,
−2 if e = 1 and g = 0,
1 if e = 2 and g = 0.
For s ∈ {0, 2} and e ≥ max{3, 2s+ 1} and 2 ∤ e, we have
Smin2 (2
e, χ; t, n) = χ
(
t
2
) ((
d
2
)− 1) 2e−3


3 if g ≥ e + 1,
δ2∤d4− 1 if g ∈ {e, e− 1},
0 otherwise.
In all these cases we again see that (3.12) holds; cf. (1.7).
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3.3. Ψ1, Ψ2, Ψ˜2 and Ψ3. Note that Ψ1 appears only when n = 1.
Lemma 3.2. We have
(3.15) Ψmin1 (p
e, ps) = δe=s2.
So
(3.16) Ψmin1 (N, q) = δN=q2
ω(N).
Proof. Recalling (2.17), when p is odd and e = s ≥ 1 or e ≥ max{1, 2s} for s ∈ {0, 1},
we have
Ψnew1 (p
e, ps) =


p
e
2
−2(p− 1)2 if e ≥ max{3, 2s+ 2} and 2 | e,
p− 2− s if e = 2 and s ∈ {0, 1},
2 if e = s ≥ 1,
0 otherwise.
Then by (3.10), we get (3.15). When p = 2 and s is as in (3.14), we have by (3.11)
Ψmin1 (2
e, 2s) = Ψnew1 (2
e, 2s) =
{
2 if e = s ≥ 2,
0 otherwise.

Recalling (2.18), let
Ψ2(p
e, χ) =
χ(−1) + 1
2
Ψ2(p
e, ps).
Note that Ψ2 appears only when n = 1. But it also occurs in the definition of Ψ˜2 when
n = −1.
Lemma 3.3. For p ≡4 1, we have
(3.17) Ψmin2 (p
e, χ) = 0,
so that Ψmin2 (N,χ) = δN=1.
Proof. Recall (2.18). When p is odd, e ≥ max{1, 2s}, s ∈ {0, 1} or e = s ≥ 1, we have
Ψnew2 (p
e, χ) = δe=2,s=0.
Then by (3.10) and (3.11), we get (3.17). 
Note that Ψ˜2 appears only when n = −1.
Lemma 3.4. We have
Ψ˜min2 (p
e, χ) = 0,
so that Ψ˜min2 (N,χ) = δN=1.
Proof. Recalling (2.19), for p 6≡4 1 and s = 0, we have
Ψ˜new2 (p
e, 1) =
{
−1 if p ≡4 −1 and e = 2,
0 otherwise.
For p ≡4 1, by (3.10), (3.11) and (3.17), we have Ψ˜min2 (pe, χ) = 0. 
Note that Ψ3 appears only for n = 1.
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Lemma 3.5. When p is odd, we have
Ψmin3 (p
e, ps) =


4e− 1 if e = s > 0,
2 if e = 1 and s = 0,
1
2
(p− 1 + 2s) if e = 2 and s ∈ {0, 1},
p⌊ e−32 ⌋(p− 1) δ2|ep+δ2∤e3+1
2
if e ≥ 3 and s ∈ {0, 1}.
For p = 2, we have
Ψmin3 (2
e, 2s) =


4e− 1 if e = s ≥ 2,
2 if e ∈ {1, 3} and s = 0,
1 if e = 2 and s = 0,
3 · 2 e2−2 if e = 2s ≥ 4,
2
e−1
2 if e ≥ 5, 2 ∤ e and s ∈ {0, 2, e−1
2
}.
Thus, combining with (3.15),
∑
p|N
Ψmin3 (p
ep, psp)
∏
p′|N,p′ 6=p
Ψmin1 (p
′ep′ , p′sp′ ) log p
=


2ω(N)
(
logN2 − 1
2
∑
p|N log p
)
if N = q,
2ω(N)−1Ψmin3 (p
ep, psp) log p if N
q
= pep−sp > 1,
0 otherwise.
Proof. Recalling (2.20), for e = s > 0 or e ≥ max{1, 2s} for s ∈ {0, 1, 2}, we have
Ψnew3 (p
e, ps) =


4e− 1 if e = s > 0,
p
e
2
−2(p− 1)(e(p− 1) + 1) if e ≥ max{3, 2s+ 2} and 2 | e,
2p
e−3
2 (p− 1) if e ≥ max{3, 2s+ 2} and 2 ∤ e,
2p− 3 if e = 2 and s = 0,
2 if e = 1 and s = 0,
2(p− 1) if e = 3 and s = 1,
2(p− 2) if e = 2 and s = 1,
e− 1 if p = 2, e ∈ {4, 5} and s = 2,
For n = 1, by applying (3.10) and (3.11), we prove the lemma. 
3.4. Φ±. Let us define
Φ±(pe, χ;m) =
{
1 if s = 0, p | m
1
2
(
χ(m) + χ(±m))Φ±(pe, m) otherwise.
Then in the trace formula in Theorem 2.1, the sums over m appearing in the last lines
of (2.25) (for n = 1) and (2.26) (for n = −1), can be expressed as
2
∞∑
m=2
Λ(m)
m
(∏
p|N
Φn(p
e, χp;m)
)
g(2 logm).
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Hence to show that we obtain the corresponding sum in Theorem 1.7, we have to prove
that for each prime p | N , writing now χ in place of χp,
Φminn (p
e, χ;m) = Φm,n(χ) =


χ(m) + χ(nm) if s = e,
−1 if p | m, e = 1 and s = 0,
0 otherwise
(3.18)
(cf. (1.4)).
By (2.23) we have, for e > 0,
Φ±(pe, χ;m) =


δs=0 if p | m,(
χ(m) + χ(±m)) pe−w± if p ∤ m, e < 2w±,(
χ(m) + χ(±m)) 1
2
(p⌊e/2⌋ + p⌊(e−1)/2⌋) if p ∤ m, e ≥ 2w±,
where w± = w±(m) = max{s, e− ordp(±m2 − 1)}. Let f± = ordp(±m2 − 1). For s = 0,
we compute
Φnew± (p
e, χ;m) =


−1 if p | m and e = 1,

−1 if e = 2 and f± = 0,
−pf± + pf±−1 if e = 2f± + 2 and f± ≥ 1,
p
e
2
−2(p− 1)2 if 3 ≤ e ≤ 2f± and 2 | e,
p− 2 if e = 2 and f± ≥ 1,
if p ∤ m,
0 otherwise.
For s = 1, p odd and e ≥ 2, and assuming p ∤ m, we compute
Φnew± (p
e, χ;m)
=
1
2
(
χ(m)+χ(±m))


−2 if e = 2 and f± = 0,

p− 3 if e = 2,
p
e
2
−2(p− 1)2 if 4 ≤ e ≤ 2f± and 2 | e,
−pf± + pf±−1 if e = 2f± + 2,
if f± ≥ 1,
0 otherwise.
For p odd, using the above formulas together with (3.10) and the fact that Φnew± = Φ±
when s = e > 0, the desired result (3.18) now follows by a direct computation in each
case.
Next assume p = 2. Recalling (3.11) and (3.14), we consider the following cases. For
e ≥ 5, 2 ∤ e and s ∈ {0, 2}, we get
Φmin± (2
e, χ;m) = 0,
and for s = e ≥ 2 we get
Φmin± (2
e, χ;m) = χ(m) + χ(nm).
For s ≥ 2 and e ∈ {2s, 2s+ 1}, we obtain
Φmin± (2
e, χ;m) =
1
2
(
χ(m) + χ(±m))
{
−2f± if 2 ∤ m, e = 2s and f± = s− 1,
0 otherwise.
For f± = s− 1, we have m2 = ±1 + a · 2s−1 for an odd integer a. Then
χ(m)2 = χ(±1 + a · 2s−1) = −χ(±1).
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For Φ+, we get χ(m) = ±i and χ(m) + χ(m) = 0. For Φ−, if χ is even then χ(m) = ±i.
If χ is odd then χ(m) = ±1. For either case we get χ(m) + χ(−m) = 0. So finally we
conclude that Φmin± (2
e, χ;m) = 0 for e ∈ {2s, 2s+ 1}.
For s = 0 and e ∈ {1, 2, 3}, we get
Φmin± (2
e, χ;m) =


−1 if 2 | m and e = 1,
or 2 ∤ m, e = 2 and f± = 0,
0 otherwise.
This formula agrees with (3.18), since in fact f± = ordp(±m2 − 1) ≥ 1 must hold when
p = 2 and 2 ∤ m.
Now (3.18) has been proved in all cases.
3.5. Ω1 and Ω2. For j ∈ {1, 2}, define
Ω˜j(p
e, χ) =


2Ωj(N, q) if p = 2, e ≥ 1 and χ even,
Ωj(N, q) if p = 2 and e = 0,
2 if p odd, e ≥ 1 and χ even,
1 if p odd and e = 0,
0 otherwise.
Here Ωj is given in (2.21) and (2.22). Then
Ω˜(N,χ) =
∏
p|N
Ω˜j(p
ep, χp) = Iχ2
ω(N)Ωj(N, q).
Lemma 3.6. When p is odd and n = −1, we have
(3.19) Ω˜minj (p
e, χ) = δe=s≥1(1 + χ(−1)).
When p = 2 and n = −1, we have
(3.20) Ω˜min1 (2
e, χ) = δe=s≥2(1 + χ(−1))
and
(3.21) Ω˜min2 (2
e, χ) =


1
2
if e = 0,
−2e if e = s ≥ 3 and χ even,
−3
2
if e = 1 and s = 0,
−1
2
if e ∈ {2, 3} and s = 0,
0 otherwise.
Proof. When p is odd, for e = s ≥ 1 or e ≥ max{1, 2s}, we have
Ω˜newj (p
e, χ) =


2 if e = s > 0 and χ even,
−2 if e = 2, s = 1 and χ even,
−1 if e = 2 and s = 0,
0 otherwise.
By (3.10), for j ∈ {1, 2} and n = −1, we get (3.19).
When p = 2, for j ∈ {1, 2}, by (3.11), since Ω˜minj (2e, χ) = Ω˜newj (2e, χ), we get (3.20)
and (3.21). 
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3.6. Concluding the proof of Theorem 1.7. It follows from (3.1) and (3.6) that for
any minimal character χ (mod N), any n ∈ {±1} and any pair of test functions of trace
class (g, h), we have∑
λ>0
tr Tn|Aminλ (χ)h
(√
λ− 1
4
)
=
∑
〈M,ψ〉∈S′χ
(−1)k′(N,M)2−k(N,M,ψ) ψ(n) Trnew(M,χψ2),(3.22)
where
Trnew(N ′, χ′) =
∑
M | N′
cond(χ′)
β
(
N ′/ cond(χ′)
M
)∑
λ>0
TrTn|Aλ(χ′|M cond(χ′))h
(√
λ− 1
4
)
.(3.23)
Now the inner sum in (3.23) can be evaluated by using Theorem 2.1 and compensating
for the possible contribution from the Laplace eigenvalue λ = 0. Specifically, we have
A0(χ) = C if χ is the trivial character, otherwiseA0(χ) = {0}; therefore λ = 0 contributes
with a term h( i
2
) in the left hand side of (2.24) if and only if n = 1 and χ is trivial. This
means that for n = 1 and χ′ trivial, when using the right hand side of (2.24) to evaluate
(3.23), we need to compensate by subtracting a term (
∑
M |N ′ β(M))h(
i
2
) = µ(N ′)h( i
2
)
from the resulting formula. This compensation has an effect in the right hand side of
(3.22) only if n = 1, χ is trivial and ordp(N) ≤ 2 for all p; and if ordp(N) = 2 for at least
one p then the compensations cancel each other out; hence it is only for N squarefree that
the net effect is nonzero. Using h( i
2
) =
∫
R
g(u) cosh(u/2) du we now see that the total
contribution from these compensations is exactly the term−δn=1µ(χ)
∫
R
g(u) cosh(u/2) du
appearing in the formula of Theorem 1.7.
Taking the results of Sections 3.1–3.5 into account, we now see that the formula in
Theorem 1.7 follows by using (3.23) and (2.24) to evaluate (3.22). Hence the proof of
Theorem 1.7 is now complete. 
4. Artin representations and Γ(N)
In this section we prove two lemmas that restrict the computations of twist-minimial
spaces needed to prove Theorem 1.1 for Γ(N) and Theorem 1.2.
Lemma 4.1. For any N ∈ Z>0, the Selberg eigenvalue conjecture holds for Γ(N) if and
only if Aminλ (χ) = {0} for all λ ∈ (0, 14) and χ (mod M) with lcm(M, cond(χ)2) | N2.
Proof. Given λ > 0, let Aλ(N) denote the space of Maass cusp forms of eigenvalue λ
that are invariant under the action of Γ(N). Then, by the same type of argument as in
[Miy89, Lemma 4.3.1], we have the isomorphism
Aλ(N) ∼=
⊕
χ (mod N)
Aλ(χ|N2),
where to a given f ∈ Aλ(χ|N2) we associate the function z 7→ f(N−1z), which is an
element of Aλ(N). In turn, for a given pair λ > 0 and χ (mod N), we have
Aλ(χ|N2) =
∑
M,d∈Z>0
cond(χ)|M |N2
d|N2
M
ℓM,dAnewλ (χ|M),
in the notation of §1.1.
By Lemma 1.4, the space Anewλ (χ|M) is spanned by the Hecke eigenforms f ⊗ψ, where
f is twist minimial and M = lcm(cond(f), cond(ψ) cond(χψ)). Put M ′ = cond(f) and
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χ′ = χψ
2|M ′, so that f ∈ Aminλ (χ′). Since M | N2 and cond(χ) | N , we have M ′ | N2 and
cond(χ′) | N .
Thus, if Aminλ (χ′) = {0} whenever λ < 14 and χ′ (mod M ′) satisfies M ′ | N2 and
cond(χ′) | N then the Selberg eigenvalue conjecture holds for Γ(N). Conversely, we have
Aminλ (χ′) ⊆ Anewλ (χ′) so the Selberg conjecture for Γ(N) implies that Aminλ (χ′) = {0} for
λ < 1
4
. 
Lemma 4.2. Let ρ : Gal(Q/Q) → GL2(C) be a nondihedral, irreducible Artin represen-
tation of conductor N , and let χ =
∏
p|N χp be the Dirichlet character associated to det ρ
via class field theory. If p | N is a prime such that ordpN ∈ {1, ordp cond(χ)}, then χp
has order 2, 3, 4 or 5. Further, if p and q are two such primes then χpχq cannot have
order 20.
Proof. Let ρp denote the restriction of ρ to Gal
(
Qp/Qp
)
. Then ρp factors through G =
Gal(L/Qp) for some finite extension L/Qp. Let Gi, i = 0, 1, 2, . . ., denote the ramification
subgroups of G, with G0 the inertia group. Then ρp and det ρp have conductor exponents
e =
1
#G0
∑
i≥0
∑
g∈Gi
(
2− tr ρp(g)
)
and s =
1
#G0
∑
i≥0
∑
g∈Gi
(
1− det ρp(g)
)
,
respectively. Note that the average of tr ρp over Gi is the number of copies of the trivial
representation in ρp|Gi. If this is nonzero then ρp|Gi ∼= det ρp|Gi⊕1, from which it follows
that the ith terms of the two sums above are the same. If ρp|Gi does not contain the
trivial representation then
1
#Gi
∑
g∈Gi
(
2− tr ρp(g)
)
= 2 > 1 ≥ 1
#Gi
∑
g∈Gi
(
1− det ρp(g)
)
.
Thus, the ith term of the formula for e is always ≥ the ith term of the formula for s,
with equality if and only if ρp|Gi contains the trivial representation. If e ∈ {1, s} then
equality must hold for every term; in particular, ρp|G0 contains the trivial representation,
so that ρp|G0 ∼= det ρp|G0 ⊕ 1. When e = 1, this in turn implies that s = 1, so det ρp|G0
is nontrivial.
Let ρ¯p denote the composition of ρp with the canonical projection GL(2,C)→ PGL(2,C).
Then when e ∈ {1, s}, the natural maps ρp(G0) → det ρp(G0) and ρp(G0) → ρ¯p(G0) are
isomorphisms. Since det ρp(G0) is a nontrivial cyclic subgroup of C
× and ρ¯p(G0) is a
subgroup of A4, S4 or A5, it follows that det ρp(G0) ∼= ρ¯p(G0) is cyclic of order 2, 3, 4 or
5. Since the Dirichlet character χp associated to det ρp is determined by det ρp|G0, they
have the same order, which implies the first claim.
Finally, order 4 (resp. 5) can only occur when ρ is octahedral (resp. icosahedral). These
possibilities are mutually exclusive, whence the second claim. 
In the A5 case, we may also take advantage of the fact that icosahedral represen-
tations occur in Galois-conjugate pairs that are not twist equivalent. Thus, assuming
Artin’s conjecture, we can still rule out the existence of an icosahedral representation
of a given conductor when our computation accommodates one representation (in total
over all characters, modulo twist equivalence) but not two. We used this trick to rule out
icosahedral representations with conductor N ∈ {2221, 2341, 2381, 2529, 2799}.
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5. Numerical remarks
To prove Theorems 1.1 and 1.2, we applied the numerical method described in [BS07,
§4]. Briefly, we consider test functions of the form
h(r) =
(
sinc2
(
δr
2
)M−1∑
j=0
xj cos(jδr)
)2
,
where
sinc r :=
{
sin(r)/r if r 6= 0,
1 if r = 0,
δ = X/2M for X,M ∈ Z>0 and x0, . . . , xM−1 ∈ R are arbitrary. For each χ (mod N) and
ǫ ∈ {0, 1}, set
mχ = #{ψ (mod N) : ψ(−1) = 1, ψ2 = 1, cond(ψ) cond(χψ) | N}
and let nχ,ǫ be a lower bound for the number of twist-minimal forms of character χ
and parity ǫ arising from Artin representations; we use PARI/GP [The17] to compute
the contribution from dihedral representations, as described in [BS07, §3.2] (see also the
source code at [BLS18]), and the data from Table 1 for the rest. Then the quantity
Qχ,ǫ(x0, . . . , xM−1) :=
1
mχ
[∑
λ>0
tr 1
2
(T1 + (−1)ǫT−1)|Aminλ (χ)h
(√
λ− 1
4
)
− nχ,ǫh(0)
]
,
is a positive-definite quadratic form in the xj . By standard trigonometric identities, the
matrix of Qχ,ǫ is determined from the traces of sinc
4(δr/2) cos(jδr) for 0 ≤ j ≤ 2M − 2.
We apply the trace formula to compute these, and then minimize Qχ,ǫ with respect to
the constraint
∑M−1
j=0 xj = 1.
In every case, it turned out that the criterion from [BS07, §4.3] applied, so that the
optimal test function h satisfied h(r) ≥ 1 for r ∈ iR. As explained in [BS07, §3.4],
every non-CM form occurs with multiplicity mχ. Thus, since the CM forms satisfy
Selberg’s conjecture,3 whenever the resulting minimal value of Qχ,ǫ is less than 1, we
deduce both the Selberg conjecture and the completeness of the list of nondihedral Artin
representations for twist-minimal forms of character χ.
To ensure the accuracy of our numerical computations, we used the interval arithmetic
library Arb [Joh17] throughout. To handle the integral terms of the trace formula, for
each basis function we first computed
∫∞
0
g′(u) log u du symbolically, which allowed us to
replace log(sinh(u/2)) and log(tanh(u/4)) by the real-analytic functions log(sinh(u/2)/u)
and log(tanh(u/4)/u), respectively. Thus, in every integral term, the integrand agrees
with an analytic function on each interval [jδ, (j + 1)δ]. After applying a suitable affine
transformation to replace the interval by [−1, 1], we use the following rigorous numerical
quadrature estimate of Molin [Mol10]:
Lemma 5.1 (Molin). Let f be an analytic function on an open neighborhood of D =
{z ∈ C : |z| ≤ 2}. Then for any n ≥ 1 we have∣∣∣∣∣
∫ 1
−1
f(x) dx−
n∑
k=−n
akf(xk)
∣∣∣∣∣ ≤ exp(4− 5/h) supz∈∂D |f(z)|,
3For squarefree N , we actually remove the contribution from CM forms, following [BS07, §3.3]. With
more work one could generalize that approach to arbitrary N , but it turns out not to be necessary for
our applications.
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where h = log(5n)/n, ak =
h cosh(kh)
cosh2(sinh(kh))
and xk = tanh(sinh(kh)).
Note that the error term decays exponentially in n/ logn. To obtain a bound for |f |
on ∂D, we write ∂D =
⋃n−1
j=0{2e(θ) : θ ∈ [j/n, (j + 1)/n)} and use interval arithmetic to
bound |f(2e(θ))| on each segment.
Using the algorithm from [BBJ18], we computed the class numbers of Q(
√
t2 ± 4) for
all t ≤ e20, which enables us to take X as large as 40 in the above. Taking M = 200,
various X ≤ 40 and χ as indicated by Lemmas 4.1 and 4.2 sufficed to prove Theorems 1.1
and 1.2.
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