3D object classification using deep neural networks has been extremely successful. As the problem of identifying 3D objects has many safety-critical applications, the neural networks have to be robust against adversarial changes to the input data set. We present a preliminary evaluation of adversarial attacks on 3D point cloud classifiers by evaluating adversarial attacks that were proposed for 2D images, and extending those attacks to reduce the perceptibility of the perturbations in 3D space. We also show the effectiveness of simple defenses against those attacks. Finally, we attempt to explain the effectiveness of the defenses through the intrinsic structures of both the point clouds and the neural networks. Overall, we find that 3D point cloud classifiers are weak to adversarial attacks, but they are also more easily defensible compared to 2D image classifiers. Our investigation will provide the groundwork for future studies on improving the robustness of deep neural networks that handle 3D data.
INTRODUCTION
Recent advances in 3D deep learning have made strides in tasks previously established by 2D baselines such as classification [1] , segmentation [2] , and detection [3] . Much of the research in 3D deep learning has been on processing various representations of 3D objects, like point clouds [4, 5, 1] , meshes [6] , and voxels [7] . However, 3D deep learning literature still lags behind its 2D counterpart on tasks that seek to better understand behavior of deep neural networks such as network interpretation [8] , few-shot learning [9] , and robustness to adversarial examples [10] . We provide a preliminary investigation into how deep 3D neural networks behave by examining the behavior of 3D point cloud classifiers on adversarial attacks that are extremely effective on 2D images.
Robustness against adversarial attacks has been subject to rigorous research due to its security implications in deep learning systems. Deep neural networks were shown to be extremely vulnerable against adversarial perturbations [11, 10, 12, 13, 14, 15, 16, 17, 18] , which suggests a fundamental limitation in neural networks. Also, there have been many techniques proposed for defense, including adversarial training [10] and defensive distillation [19] . However, so far, there are no universal defenses that are effective against all adversarial attacks. This indicates the difficulty of the challenge posed by adversarial attacks [20] . Furthermore, the perturbations generated by adversarial attacks are relatively imperceptible to humans, yet extremely effective in fooling neural networks. Only very recently has there been research on adversarial attacks and defenses for 3D point clouds [21, 22, 23] .
We seek to advance studies in both 3D point cloud classification and adversarial robustness by examining the robustness of point cloud classifiers, namely PointNet and PointNet++. We show that various white-box adversarial attacks are effective on undefended deep point cloud classifiers, and propose effective defenses against those attacks. We find that deep 3D point cloud classifiers are still susceptible to simple adversarial attacks, but they are also be more easily defensible than their 2D counterparts against some white-box attacks, due to intrinsic properties of the models and the point cloud data.
WHITE-BOX ADVERSARIAL ATTACKS
As a preliminary investigation on the robustness of 3D deep neural networks to adversarial examples, we explore untargeted (i.e., misclassify to any class other than correct label) variations of the fast gradient method introduced by Goodfellow et al. [10] , which, despite its simplicity, was shown to be highly effective on 2D images.
Fast gradient method
The fast gradient sign method (FGSM) introduced by Goodfellow et al. [10] generates adversarial examples against a deep neural network f (that is parameterized by θ and takes an input x) by increasing its cross entropy loss J between the network's output and the label y while constraining the L ∞ norm of the A preprint of this paper is available at this http url: https://arxiv. org/abs/1901.03006 perturbation of x:
The value is an adjustable hyperparameter that dictates the L ∞ norm of the difference between the original input and the adversarial example. The iterative fast gradient method [12] improves the fast gradient attack by repeating it multiple times to get a better estimate of the loss surface wrt to the input of the network.
Modifying the fast/iterative gradient method
We expand Goodfellow et al.'s [10] idea to several related categories of attacks. All of these cases constrain the magnitude of the perturbation onto the surface of an L 2 -ball, but in different dimensions.
• Constraining the perturbation for each dimension onto the surface of a 1D L 2 epsilon ball (essentially ||x adv − x|| ∞ ≤ ). This is just Goodfellow et al.'s FGSM [10] .
• Constraining the L 2 norm of the perturbation for each point onto the surface of a 3D L 2 epsilon ball (||p adv − p|| 2 ≤ , ∀p ∈ x, p adv ∈ x adv ). We refer to this as the "normalized gradient L 2 method".
• Constraining the L 2 norm between the entire clean point cloud and the entire adversarial point cloud [24, 25] (||x adv − x|| 2 ≤ ). This allows the individual perturbations to have diverse magnitudes and directions. We refer to this as the "gradient L 2 method".
Our preliminary tests have shown little difference between the iterative attack success rates of all three methods. However, we mainly consider the latter two attacks due to the severely limited number of directions of perturbations generated by fast gradient sign.
Other approaches
One main problem with using adversarial attacks in 3D space is that, unlike 2D space, the perturbations are more perceptible due to obvious outliers. As such, in addition to those basic attacks, we also propose methods that reduce the perceptibility of those attacks.
Gradient projection
In this method, perturbations are orthogonally projected onto the surface of an object's unperturbed shape, which is made up of a mesh of triangles. For each perturbed point p adv , we project it onto the plane of the triangle it was sampled from:
where n is the unit normal vector of the plane and t 1 is a vertex of the triangle. Then, we clip the point to the edges of the triangle if it leaves the triangle. This method shows that we can generate adversarial attacks of a point cloud by simply changing the sampling density, and it allows us to measure how the networks perform against changes to the distribution of points. Furthermore, it generates adversarial examples that are barely perceptible to humans. The drawback of this approach is that the triangular mesh of each object is needed, which is not available for point cloud data obtained in practice.
Clipping norms
A more practical way to lower the perceptibility of attacks is to clip the L 2 norms of the perturbation of each point in order to match the mean pairwise euclidean distances between nearby points in the clean sample. This limits large, outlying perturbations that may occur in one of the basic attacks.
DEFENSES
We evaluate the performance of several simple defensive techniques in response to the adversarial attacks. In addition to evaluating adversarial training, we also propose two different input restoration methods that try to remove perturbed points by making certain assumptions about clean input point clouds.
Adversarial training
The adversarial training algorithm was initially proposed by Goodfellow et al. [10] . We train each model from scratch by, generating adversarial examples at each iteration and averaging the loss from feeding in batches of clean and adversarial examples.
Input restoration

Removing outliers
Another way to defend against adversarial attacks is by removing outlying points that may be created due to adversarial perturbations. This is similar to ideas from [22] .
Outliers are identified by examining the mean euclidean distance of each point to its k-nearest neighbors. Points that have very high mean distances are assumed to be outliers and are discarded. This method assumes that since each point on a natural shape should be uniformly sampled along the surface, any outlier point must be the result of adversarial perturbations.
Removing salient points
We also explore a defensive technique supported by the crude assumption that perturbed points should have relatively large magnitudes of gradients. By assuming that this is true, an algorithm that discards salient points can be used. The saliency of each point p adv is given by:
where f i (·; θ) represents the value of the i-th output class of the model f .
EVALUATION
Models
We evaluate both PointNet [1] and PointNet++ [5] for their performance against the mentioned adversarial attacks and defenses. We directly use the default hyperparameters when training the networks, except for a slightly lower batch size for PointNet++ due to limited memory.
Datasets
We use shapes from the ModelNet-40 [26] dataset to train and evaluate the models. There are over 2400 total objects from 40 different classes in the dataset. We sample 1024 points from each object and we center and scale the data to match the settings used by Qi et al. [1, 5] for PointNet and PointNet++.
Since some of the classes in ModelNet-40 are quite indistinguishable even to humans (e.g.chair and stool), for most experiments, we use a subset of 16 hand-picked object classes that have more unique shapes, which allows us to measure the effectiveness of adversarial attacks that have to switch between very different classes. The 16 classes are: airplane, bed, bookshelf, car, chair, cone, cup, guitar, lamp, laptop, person, piano, plant, range hood, stairs, and table. We will refer to this dataset as ModelNet-Unique.
Implementation details
For all attacks that constrain the L 2 norm between the clean and adversarial point clouds, we use an value of 1. For normalized fast/iterative gradient attacks, we use an value of 0.05. We run all iterative attacks for 10 iterations.
For our evaluations of the defensive techniques, we adversarially train with perturbations generated by fast gradient L 2 using an value of 1. For the outlier removal method, we use the mean distance to the 10 closest neighbors of each point and we clip perturbations that exceed the mean by 1 standard deviation. We remove 100 of the most salient points when removing salient points.
RESULTS
Clean inputs
We perform all of our attacks on only the correctly classified point clouds. For PointNet and PointNet++ using the full 40 classes, around 90% of the point clouds are correctly classified. On ModelNet-Unique, around 96% of the point clouds are correctly classified. Table 3 : Success rates of untargeted attacks on PointNet++. The network is trained/evaluated on both ModelNet-40 (40) and ModelNet-Unique (Unique).
Effectiveness of white-box attacks and defenses
Adversarial attacks on undefended PointNet and Point-Net++ networks are extremely effective (>90% attack success rate with iterative gradient attacks on both networks trained with ModelNet-40). Furthermore, PointNet++ has higher error rates than PointNet for both the vanilla and the normalized versions of the iterative gradient L 2 attack, even though it is more complex, which suggests that higher architecture complexity does not lead to higher robustness against adversarial attacks.
The defenses we evaluate are also effective. For iterative gradient L 2 that has a success rate of 74.2% on PointNet trained with ModelNet-Unique, adversarial training lowers the success rate to 37.1%, removing salient points lowers it to 19.9%, and removing outliers performs even better by lowering it to 16.2%. However, adversarial training is much less effective against normalized iterative gradient L 2 compared to iterative gradient L 2 . This suggests that it does not transfer very well to perturbations that have different distributions.
Overall, the two input restoration defenses perform even better than adversarial training. We find that both removing outliers and removing salient points, which were constructed to defend against large perturbations, are also effective against attacks like L 2 norm clipping and gradient projection that generate small perturbations. Furthermore, directly removing salient points does not damage the classification of clean input point clouds by too much compared to other methods.
The iterative gradient L 2 attack with gradient projection is the least perceptible attack. However, It reaches over 20% success rate on both PointNet and PointNet++ with the ModelNet-40 dataset, even though there are barely any visible changes to the input point clouds. With higher epsilons, it attains over 30% to 40% success rate on both networks.
DISCUSSION
PointNet and PointNet++ have been shown to be robust against point clouds of varying densities and randomly perturbed point clouds [1, 5] . However, against our adversarial attacks that preserve the overall shape of the input point clouds by attempting to minimize human-perceptibility, the networks perform very poorly.
However, the last max-pooling layer in PointNet and Point-Net++ allows input restoration defenses to work well against adversarial attacks. It allows many redundant, "non-critical" points to not have any gradients since they are not selected by the max-pooling operation. This means that those points cannot be perturbed by white-box attacks that require gradients for each point. As outlier points or salient points are removed, those non-critical points are then able to represent the overall shape of the input point cloud and allow the networks to get accurate prediction. In a sense, the true shape of a point cloud is hidden inside the perturbed version of the point cloud. This can be empirically observed by looking at the blue points in Figure 1 , which have zero gradients and therefore, are not perturbed. This property allows 3D point cloud classifiers like PointNet and PointNet++ to be more easily defensible than 2D image classifiers against attacks that require gradients.
We think that our outlier removal method provides a necessary upper bound for future evaluations of adversarial attacks in 3D space, as unlike image pixels, each point can be perturbed by an arbitrary amount. Removing very obvious outliers is necessary to prevent attacks on 3D point clouds that may create effective, but unrealistic changes to the input data.
CONCLUSION
As deep neural networks are applied to various problems, the significance of adversarial examples grows. We hope that our work can provide a foundation for further research into improving the robustness of neural networks that handle 3D data in safety-critical applications.
