Abstract. Database middleware systems require the deployment of applicationspecific data types and query operators to the servers and clients in the system. Existing middleware solutions rely on developers and system administrators to port and manually install all this application-specific functionality to all sites in the system. This approach cannot scale to an environment in which there are hundreds of data sources, such as those accessed by the Web and even more customtailored applications, since the complexity and the cost involved in maintaining a code base system-wide are enormous. This paper describes a novel metadatadriven framework designed to automate the deployment of all application-specific functionality used by a middleware system. We used Java and XML to implement this framework in MOCHA, a middleware system developed at the University of Maryland. We first present the kind of services, metadata elements and software tools used in MOCHA to automate code deployment. Then, we describe how the features of MOCHA simplify the administration and reduce the management cost of a middleware system in a large scale environment.
Introduction
Database middleware systems [7] , such as database gateways and mediator systems, are used to integrate heterogeneous data sources dispersed over a computer network. To achieve data integration, the middleware layer imposes a global data schema on top of the individual schemas used by each source. With this mechanism, client applications serviced by the middleware system are provided with a uniform view and access interface to the data sets stored by each data source. The translation of the data items to the global schema is performed by either a wrapper or database gateway. Wrappers are used when integration is achieved through a mediator system, such as TSIMMIS [1] , DISCO [13] or Garlic [11] . On the other hand, gateways are used when integration is realized by importing the data into a commercial DBMS, such as Oracle [6] or Informix [5] .
A problem with the use of middleware systems is the deployment of the applicationspecific data types and operators necessary to implement the global schema used by the system. Since new applications and data sources are added to the system as time progresses, the global schema must be changed to reflect these new additions. And since the data in each source must be translated from its native format into the middlewarelevel format, new data types must be custom-built to represent these data in the latter format. Notice that these data types will be used by the middleware to hold the values been processed, and by the client application to present the result values to the user. Moreover, all query operators that cannot be evaluated by the data sources will have to be implemented at and evaluated by the middleware system. Therefore, the scalability of the middleware system depends on how efficiently it can ingest and deploy all this new application-specific functionality to the clients and servers which are part of the system.
In our view, existing middleware solutions fail to provide adequate mechanisms to deploy new or updated functionality to the existing middleware infrastructure. Most systems use either C or C++ as the implementation language for middleware data types and operators. With this approach, the functionality has to be ported to several different hardware and operating system platforms, which can be a very slow and expensive process. In addition, the new code has to be manually installed into every machine in which a client, mediator, wrapper or gateway application can be expected to be run. Clearly, as the system grows with new applications, data sources and users, it becomes increasingly difficult and expensive to maintain the software base used throughout the system.
The objective of this paper is to present a novel metadata-driven framework used to automate the deployment of application-specific functionality in a middleware system. We have implemented this framework in MOCHA 1 , a prototype database middleware system developed at the University of Maryland. MOCHA is based on the philosophy that all application-specific code should be automatically deployed by the middleware system itself. In MOCHA, this is realized by implementing the new functionality in Java classes, which are then shipped to the client applications and remote servers from which data will be extracted. With this feature of automatic code deployment, administrators are freed from having to perform system-wide installations of software. Instead, all the Java classes are stored into one or more code repositories from which MOCHA later retrieves and deploys them on a "need-to-do" basis.
MOCHA not only simplifies the administration effort needed to maintain the middleware software, but also provides efficient query services. In [9] we showed how MOCHA leverages its ability to ship Java classes implementing query operators to execute them near the data source or near the client in an effort to reduce data movement over the network. Data "reducing" operators which filter the data and produce smaller values are computed near the data source, while data "inflating" operators which expand their arguments are evaluated near the client. Using this query optimization framework, MOCHA provides substantial performance gains on both single-site and multi-site queries containing complex aggregates, predicates and projections.
In this paper, we describe the components in the architecture of MOCHA, and the main services, metadata elements and software tools necessary to support automatic code deployment. Since metadata and control must be exchanged between the components of MOCHA, we also present the exchange formats used for this purpose. These formats are based on the well-accepted XML standard for content exchange between networked applications. The remaining of this paper is organized as follows. Section 2 presents a brief description of XML and RDF, Internet standards used for metadata and control exchange <PhoneBook> <Address> <Name>John Smith</Name> <Phone>(301)-403-0500</Phone> </Address> <Address> <Name>Adams Morgan</Name> <Phone>(999)-201-8931</Phone> </Address> </PhoneBook> in MOCHA. The architecture of MOCHA is described in Sect. 3. In Sect. 4 we describe the metadata necessary to support automatic code deployment. Section 5 presents the code deployment process used by MOCHA. The implementation status and benefits of our approach are presented in Sect. 6. Finally, our conclusions are given in Sect. 7.
Overview of XML and RDF
In this section we briefly review XML and RDF, two technologies we used to build the framework for automatic deployment of application-specific code.
XML
The Extensible Markup Language (XML) [2] , is a standard for data exchange over the Internet. XML is a markup language derived from SGML, but with a much simpler structure, and it is designed to encode the content in a document, and make it "machinereadable". In this regard, XML is very different from HTML, which is designed to present the content in a document on a Web browser. Figure 1 depicts XML data encoding a personalized phone book. As we can observe from the figure, XML data is organized as a series of elements delimited by tags. In this example the tags are PhoneBook, Address, Name and Phone. Each XML element either encloses another XML element or a datum encoded as a string. Thus, in XML the schema information and the data are all integrated in the same document. This arrangement makes XML documents machine-readable, or self-describing, because applications can parse the XML document and find the tags enclosing the data they need to process. XML is also a fully extensible language, and the ability for programmers to add new tags to XML is one of its most important assets. XML can be customized with new tags that express the schema for many applications, and then provide a mechanism for data exchange specific to these applications. The structure of an XML document can be validated by the applications by using a Document Type Definition (DTD). These are grammars which describe the valid structure of a particular XML document. All of the above features in XML have caught the attention of major software vendors, which are now targeting XML as the standard for data interchange used by their products. 
RDF
The Resource Description Framework (RDF) [4] is an extension of XML designed to provide metadata interoperability between applications. RDF provides a standard mechanism to encode and exchange metadata about any entity of interest to any given application. Each object been described by the metadata is termed a resource and is uniquely identified by a Uniform Resource Identifier (URI) [8] . RDF metadata is organized as a set of properties types and values encoded in XML. Figure 2 shows an example in which a report with URI http : ==www:umd:edu=report:html is been described. The rdf and Description tags are introduced by RDF to identify the XML elements that contain metadata. The attributes xmlns and xmlns : DC are used to identify the namespaces for the tags used in the document. XML supports a namespace feature [3] which is used to give a specific context to the tags contained in XML documents. Each namespace used in an XML document is uniquely identified by a URI. In Fig. 2 , xmlns gives the namespace for the RDF tags (rdf and Description), and xmlns : DC gives the namespace for the Dublin Core tags, which are those that begin with the DC : prefix. The Dublin Core is a standard set of metadata identifiers used to describe electronic documents, such as those stored in digital libraries. The metadata shown in Fig. 2 indicates the title, author, creation date and general description of the annual report on the status of the University of Maryland. Clearly, RDF-encoded metadata can be readily used by an application to discover the information necessary to find documents of interest to the users, and such documents might reside on the Web, a database server or in the file system of a particular workstation.
MOCHA Architecture
In this section, we describe the principal components in the architecture of MOCHA. We have implemented a prototype system for MOCHA using Java, and we have built the system around two fundamental principles. First, all the code which implements data types and query operators is automatically and seamlessly deployed by MOCHA to the clients and servers in the system. Second, all query operators that are evaluated by the middleware layer are scheduled for execution at the site that results in minimum data movement over the network. The components in the architecture of MOCHA [9] are depicted in Fig. 3 . At the top of the architecture is the Client Application, which provides the user with the Graphical User Interface (GUI) to pose queries to the system and visualize their results. In most cases, we expect the client to be an applet loaded into a Web browser, but it is also possible to use a Java stand-alone application. The client connects to the Query Processing Coordinator (QPC) by means of an Uniform Resource Locator (URL), and sends to QPC all queries posed by the user. The QPC is an extensible server application which provides the basic query processing services in the system: a) query parsing, b) metadata management, c) query optimization, d) query execution and d) error management. QPC is designed to execute those query operators that produce results larger than their arguments. In addition, QPC is in charge of deploying all the application-specific code to the rest of the system. All the application-specific code is stored in one or more code repositories, and the QPC accesses these repositories to fetch the necessary code. The QPC also manages a catalog, which contains all the descriptions (encoded as XML documents) of the data sources, data types and query operators available in the system. In order to access the wealth of information stored in a particular data source, the QPC connects to the Data Access Provider (DAP) associated with the data source by means of an URL. The DAP is an extensible server application which extracts data from a source on behalf of the QPC. There are two essential services provided by a DAP: a) data translation, and b) query execution. The DAP extracts requested items from the data source, and translates them from the local schema used by the source into the global schema used by QPC. Also, the DAP is capable of executing query operators that generate new abstractions from the data. In particular, the DAP is designed to execute those operators that filter out the data sets (e.g. a predicate) to produce smaller values. For this reason, the DAP should be run at the data source site or in close proximity to it (e.g. on another host in the same LAN). The QPC delivers all the code for the data types and operators used by each DAP. Similarly, all results produced by each DAP are sent to QPC for further processing until the final answer to the query is fabricated and sent to the user.
The final component in the MOCHA architecture is the Data Server, which is the server application that provides storage for the data sets stored and manipulated by each data source. Each DAP in the system must be configured to run on top of a particular Data Server. MOCHA can support a wide variety of data servers, including database servers, XML repositories, Web servers and file servers. Clearly, the architecture of MOCHA provides the foundation for a very flexible, scalable and well-organized middleware solution to integrate a wide range of data sources.
Publishing Resources
In this section we use an example application to illustrate the capabilities incorporated in MOCHA to publish resources such as tables, query operators and data types. For simplicity, we assume that the system follows the relational model. The capabilities for publishing resources are built on top of RDF and therefore, each resource is identified by a URI. The exact structure of such URI must be chosen by the system administrator, and should follow the conventions specified in [8] . In this paper we will use two simple conventions. First, the URI for a relation will be of the form:
The keyword mocha specifies that the resource been published will be used by MOCHA. The host component specifies the domain name or IP address of the machine hosting the data source. Similarly, the database part gives the name of the targeted database space, and table gives the name of the table been published. The second convention is for data types and operators. For these resources, the URI is of the form : mocha : == < host > = < repository > = < object > In this instance, host is the domain name or IP address of the machine hosting the code repository containing the Java class for a type or operator. The repository component indicates what code repository must be accessed to find the Java class associated with the resource. Finally, the object part gives the user-specified name of the type or operator being published.
MOCHA uses the URI for a resource as search key into the catalog to find the metadata for that resource. The metadata is contained in a RDF text document, with a schema specific to MOCHA. In this schema, all tags contain the prefix mocha : , which identifies the MOCHA namespace 2 . To register each resource, the administrator uses an utility application program to add a metadata entry, in the form (U RI ; RDF F ile), into the catalog table specific to the type of resource (e.g. a data type). Each entry is sent to the QPC and then added to the catalog, as illustrated in Fig. 4. 
Motivating Application
Consider an Earth Science application used to manipulate satellite images from different regions of the United States. The data sets accessed by this application are maintained In this case, attribute week gives the week number in which the image was made, band represents the energy band measured, location gives the bounding box for the region under study and image is the AVHRR image itself. One of the tasks for our application is to compute the composite image of all AVHRR images for a given location within a specific time frame. The SQL query to accomplish this task is: We will identify this query throughout the rest of this paper as Q1. Function Composite() used in Q1 is an user-defined aggregate, which generates an image that is the composite of a set of AVHRR images. Similarly, function Overlap() is an user-defined predicate which determines if two rectangles overlap. Given this scenario, we now discuss how to configure MOCHA to provide support for our Earth Science application.
Tables
The first resources that must be made available to MOCHA are the tables to be used by the applications. For each table, metadata indicating its name, the database in which it is stored, the columns names and the middleware types needed to represent each of its columns must be added to the catalog. This information will enable MOCHA to access each table, retrieve its tuples, project one or more of its columns and translate each column value into a middleware data type. Figure 5 shows the RDF metadata for table Rasters of our example application. The URI for this table is specified by the about attribute in the RDF Description tag. Property mocha : Table gives the name of the relation, and property mocha : Owner gives the e-mail address of its owner. Connectivity information is provided by property mocha : Database. This element specifies the URL of the DAP associated with the data source (i.e. the Informix Server) and the name of the database space in which relation Rasters is stored. In this case, the DAP is located at URL cs1:umd:edu : 8000, and table Rasters is contained in the EarthSciDB database. Each of the columns in Rasters is described in the mocha : Columns property, which contains a sequence (specified by tag Seq) of column descriptions, each one delimited by the li tag. For each column, property mocha : Column indicates the column name, mocha : Type gives the name of the middleware type used to represent its values and the URI for this data type is specified by the mocha : URI property. Once this information is added to the catalog, table Rasters is ready to be used in the queries posed to the QPC.
User-Defined Operators
As mentioned in Sect. 3, query operators can be executed by the QPC or the DAP, and each of these two components contains a dynamically extensible query execution engine with an iterator-based machinery for data processing. Since each operator is dynamically imported into the execution engine, the metadata must provide enough information to instantiate the operator. In particular, the kind of operator, the number and type of arguments, and the expected result type must be thoroughly described for the execution engine module. In MOCHA, query operators are divided into two categories: complex functions and aggregates.
Complex Functions
In MOCHA, complex functions are used in complex predicates and projections contained in queries, and these are implemented as static methods in Java classes. We will not discuss here the specifics of the implementation of these operators due to lack of space. It suffices to say, however, that the execution engine in a QPC or DAP uses the name of the static method and the name of the Java class in which the method is contained in order to create a Java object that executes the body of the particular query operator. The interested reader is referred t o the full version of this paper [10] in order to get more implementation details. Figure 6 shows the metadata required for function Overlap(), which is used in query Q1 of our example application (see section 4.1). Property mocha : Function gives the name of the function and also identifies the metadata block as one for a complex function. Function Overlap() is defined in class Geometry:class and implemented by the static method Overlap, as indicated by the mocha : Class and mocha : Method properties, respectively. Property mocha : Repository contains the URL for the code repository containing class Geometry:class. This repository is named EarthScience and resides on host cs1:umd:edu. The arguments to function Overlap() are the two rectangles to be tested for overlap. The metadata for these arguments are contained in a mocha : Arguments property. Like in the case for the columns in a table, the arguments are specified using the sequence (Seq) construct. For each argument, the name of its type is given in property mocha : Type, and the mocha : URI property gives the corresponding URI for this type. In similar fashion, property mocha : Result is used to describe the return type of the function. In this case, the result is a boolean value, whose type name and type URI are described by properties mocha : Type and mocha : URI, respectively. Finally, the person who implemented this function is identified with his/her e-mail address in mocha : Creator.
Aggregates In MOCHA, an aggregate operator is implemented as an instance of a Java class. Such class must implement the Aggregate standard Java interface provided by MOCHA. This interface defines three methods which are used by the execution engine to evaluate the aggregate operator: Reset(), Update() and Summarize(). The execution engine will create an aggregate object for each of the different groups formed during the aggregation process, and each object is first initialized through a call to method Reset(). As tuples are read from the source, method Update() is repeatedly called to update the internal state in the aggregate. This update is done based on the existing internal state in the aggregate object and the argument attributes from the next tuple read. Once all tuples have been ingested, the result in the aggregate object is extracted by calling method Summarize(). The interested reader is referred to [9, 10] for more details.
The structure of the metadata for aggregate operators is essentially the same as that for the complex functions, with only two minor differences. First, the name of the aggregate is given by the property mocha : Aggregate instead of property mocha : Function. Secondly, property mocha : Method is not needed, since the aggregate will be manipulated through the three well-known methods defined in the Aggregate interface. We will not show here an example of RDF metadata for aggregates due to lack of space, but the interested reader is referred to [10] for an example using aggregate Composite() in query Q1.
User-Defined Data Types
From the previous sections, we have seen that most resources depend heavily on data types. In MOCHA, data types are implemented in Java classes, and are organized in a hierarchy of interfaces and base classes, as discussed in [9, 10] . Each of the interfaces specifies the methods that define the semantics of the data types, for example, whether a particular type is a BLOB (e.g. an image) or a simpler object like a real number or a rectangle.
Our example application handles AVHRR images, and Fig. 7 presents the metadata for the data type Raster used to represent them. The RDF property mocha : Type indicates that Raster is the name of the type for the images. This type is implemented in class Raster:class, as indicated by property mocha : Class. As in our previous examples, the information about the code repository, in this case EarthScience, is specified by the property mocha : Repository, and the developer by property mocha : Creator. Since QPC needs to optimize the queries posed by the user, the size (or at least an approximation) of the attributes accessed by the query must be available to the optimizer to estimate the cost of transferring such attributes over the network. This is provided with property mocha : Size, which indicates that the AVHRR images are 1MB in size. Clearly, the QPC will have enough information to use and deploy the Java class for a given data type. 
Automatic Code Deployment
In this section we describe how MOCHA automatically deploys application-specific code. A more detailed description of automatic code deployment in MOCHA can be found in [10] . When the QPC receives a query from an user, it first parses the query and generates a list with the names of the user-defined data types and operators that are needed. For query Q1, this list will contain the Rectangle and Raster types, and the Composite() and Overlap() operators. QPC then maps each name to the URI for each of these resources and accesses the catalog to extract the RDF metadata for each one of them, along with the metadata for the target table(s), which would be Rasters for query Q1. Then, the QPC determines the best plan P , to solve the query at hand. For query Q1, the query plan will specify that the entire query should be executed by the DAP associated with the Informix server, and the QPC should simply gather the results and forward them to the client application. The QPC will send this query plan P to the DAP, and it will be encode in XML. Due to lack of space we cannot show an example of this XML encoding, but the interested reader can find one in the full version of this paper [10] . Once the query plan is determined, QPC's next task is the automatic deployment of all the classes that implement each of the user-defined data types and operators used in the query. In MOCHA, this process is called the code deployment phase. As shown in Fig. 8 , QPC retrieves each Java class from its code repository and ships it to the other components in the system that require it. The client application and the DAPs will receive only those classes that each one requires, as specified in the operator schedule contained in the query plan P . Figure 9 presents the algorithm used by QPC to deploy all the Java classes. The algorithm receives three input parameters: 1) R -a list with the URIs for the operators and data types used in the query, 2) M -a structure containing all the metadata for the query, and 3) P -the execution plan for the query. The algorithm iterates over the list of resources R as follows. First, the entry with the metadata for the current URI i is fetched from M . Next, the name of the repository containing the Java class implementing resource i is found. In step (4), the name of the Java class for resource i is determined. With this information the algorithm uses step (5) to retrieve the Java class file for resource i from the code repository. Then, the set S of all sites which require the Java class for resource i is determined from the query plan P by calling function getT argetSites() in step (6). Having found the target sites, the algorithm iterates over S, and ships the metadata and Java class file for resource i to each site. Notice that in step (8) the metadata is converted to RDF format and then transmitted to the target site. Once the site receives the class file, it loads it into the Java Virtual Machine, and the resource becomes available for use. Notice that this entire process has been completely done by the QPC, and totally driven by the metadata retrieved from the catalog and the operator schedule in the query plan P . There is no human involvement of any kind, and therefore the functionality has been automatically deployed by MOCHA. To the best of our knowledge no other system uses this novel approach.
procedure MOCHA DeployCode: /* deploys classes for resources R */ 1) for each i 2 R do 2) entry = findEntry(i; M) 3) repository = getRepository(entry) 4) name = getClassName(entry) 5) class = getClassFile(name; repository) 6) S = getTargetSites(i; P)
7)
for each j 2 S do 8) shipRDF(entry; j) 9) shipClass(class; j) 
