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Abstract
Panel-based, kernel-split quadrature is currently one of the most efficient methods avail-
able for accurate evaluation of singular and nearly singular layer potentials in two dimen-
sions. However, it can fail completely for the layer potentials belonging to the modified
Helmholtz, biharmonic and Stokes equations. These equations depend on a parameter, de-
noted α, and kernel-split quadrature loses its accuracy rapidly when this parameter grows
beyond a certain threshold. The present report describes an algorithm that remedies this
problem, using per-target adaptive sampling of the source geometry. The refinement is
carried out through recursive bisection, with a carefully selected rule set. This maintains
accuracy for a wide range of α, at an increased cost that scales as logα. Using this algorithm
allows kernel-split quadrature to be both accurate and efficient for a much wider range of
problems than previously possible.
1 Introduction
This report presents an extension to the panel-based, kernel-split quadrature scheme by Helsing
and Ojala [9], for evaluating singular and nearly singular layer potentials in two dimensions. This
scheme represents one of the current state of the art methods for maintaining low errors when
solving elliptic partial differential equations (PDEs) in two dimensions using integral equation
methods [9, 7, 13]. However, there exists a set of problems for which this scheme can fail
completely. This includes the following PDEs in R2:
(∆u− α2)u = 0, modified Helmholtz, (1)
∆(∆u− α2)u = 0, modified biharmonic, (2)
(∆u− α2)u−∇p = 0, modified Stokes (subject to ∇ · u = 0), (3)
where α is real number. For brevity, we refer to them as the modified PDEs. Note that they
are not consistently named in the literature. For example, the modified Helmholtz equation
is also known as the screened Poisson equation, the Yukawa equation, the linearized Poisson-
Boltzmann equation, and the Debye-Hu¨ckel equation. Meanwhile, the modified Stokes equations
are also known as the Brinkman equations. These PDEs appear in many different applications:
electrostatic interactions in protein and related biological functions, macroscopic electrostatics
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and fluid flow on the micro scale, to mention a few [15, 14, 10, 11, 5, 8]. They also appear as a
result of applying implicit or semi-implicit time marching schemes to the heat equation and the
time-dependent Stokes and Navier-Stokes equations [4, 6].
A common trait of the modified PDEs is that their associated layer potentials have kernels
that either decay exponentially, or have components that decay exponentially, with a rate that is
proportional to α. This decay presents a problem for the abovementioned kernel-split quadrature.
In short, the quadrature method is based on writing the kernel on a form with smooth functions
multiplying explicit singularities, and then integrating each term separately. In order to be
accurate, these smooth functions have to be well approximated by piecewise polynomials, which
is no longer the case when α is large.
We have developed a robust quadrature scheme, based on adaptive refinement, that maintains
high accuracy for any α, without sacrificing effficiency. It applies for target points both on and
close to the boundary, where regular quadrature is insufficient. In this context, refinement refers
simply to an interpolation of known quantities to a locally refined discretization, as opposed to
increasing the number of degrees of freedom in the discretized integral equation.
This report presents a work in progress, as the guidelines for setting parameters are entirely
heuristic at the moment, even though they provide very satisfying result. We will at a later date
update this report with analysis that supports these parameter choices.
The remainder of this report is organized as follows. In section 2 we give an outline of the
kernel-split quadrature. Section 3 describes the problem that we are trying to solve, using the
modified Helmholtz equation as an example. The new algorithm we propose is presented in
section 4, followed by numerical results in section 5.
2 Background
Our goal is to evaluate layer potentials of the form
u(x) =
∫
∂Ω
G(x, y)σ(y) dS(y). (4)
The layer density σ(y) is assumed to be smooth, while the kernel G(x, y) is singular at x = y. It
can be expressed with explicit singularities as
G(x) = G0(x, y) +GL(x, y) log|x− y|+GC(x, y) (x− y) · nˆ(y)|x− y|2 , (5)
where G0, GL and GC are smooth functions. We refer to this decomposition as kernel-split.
The boundary ∂Ω is discretized using a composite Gauss-Legendre quadrature. It is subdi-
vided into intervals, denoted panels,
∂Ω =
⋃
i
Γi. (6)
Each panel Γi is described by a parametrization γi,
Γi =
{
γi(t) | t ∈ [−1, 1]
}
. (7)
Associated with the parametrization is a speed function si(t) =
∣∣γ′i(t)∣∣, a normal vector nˆi(t) and
the curvature κi(t). Introducing the convenience notation σi(t) = σ(γi(t)), the layer potential
from a panel Γi becomes∫
Γi
G(x, y)σ(y) dS(y) =
∫ 1
−1
G
(
x, γi(t)
)
σi(t)si(t) dt. (8)
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Each panel is discretized in the parametrization variable t using the nodes and weights
(tGj , λ
G
j ) of an n-point Gauss-Legendre quadrature rule, which is of order 2n, such that on each
panel we have the discrete quantities
yij = γi(t
G
j ), nˆij = nˆi(t
G
j ), σij = σ
(
γi(t
G
j )
)
, (9)
sij =
∣∣∣γ′i(tGj )∣∣∣ , κi = κ(tGi ). (10)
Omitting the panel index i, the layer potential contribution from a panel Γ is then computed
using the approximation ∫
Γ
G(x, y)σ(y) dS(y) ≈
n∑
j=1
G
(
x, yj
)
σjsjλ
G
j . (11)
Due to the singularities inG, the above formula requires x to be well-separated from Γ (this notion
will be clarified further). Otherwise, the scheme of [7] is used, known as product integration.
With that, target-specific quadrature weights of order n are computed for the known singularities
where needed, such that ∫
Γ
f(x, y) log|x− y|dS(y) ≈
n∑
j=1
f(x, yj)w
L
j (x), (12)∫
Γ
f(x, y)
(x− y) · nˆ(y)
|x− y|2 dS(y) ≈
n∑
j=1
f(x, yj)w
C
j (x). (13)
Substituting (5) into (4) and applying the above product integration gives the so called kernel-
split quadrature scheme. By formulating it as a correction, we only need to explicitly evaluate
G0 at x = y. Depending on the location of the target point x relative to the source panel Γ, the
evaluation can be divided up into three different cases:
1. Singular, with self-interaction. If x ∈ Γ is one of the quadrature nodes, x = yi, then
the term multiplying GC is smooth, with the limit
lim
x→y
x,y∈∂Ω
(x− y) · nˆ(y)
|x− y|2 = −
κ(y)
2
, (14)
where κ(y) is the curvature of ∂Ω at y. Applying product integration to the GL term, we
get ∫
Γ
G(yi, y)σ(y) dS(y) ≈
n∑
j=1
j 6=i
[
G(yi, yj)σjsjλ
G
j +GL(yi, yj)σj
(
wLj (x)− sjλGj
)]
+G0(yi, yi) +GL(yi, yi)σiw
L
i (x)−GC(yi, yi)
κ(yi)
2
.
(15)
2. Singular, without self-interaction. If x ∈ ∂Ω is either on the source panel Γ, or on a
neighboring panel, then the GC term is still smooth, but we do not have to take the limit
at x→ y into account. This lets us simplify the above to∫
Γ
G(x, y)σ(y) dS(y) ≈
n∑
j=1
[
G(x, yj)σjsjλ
G
j +GL(x, yj)σj
(
wLj (x)− sjλGj
)]
. (16)
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3. Nearly singular case. If x is close to Γ, but not on a neighboring panel, then we need to
deal with both the singularities in (5). This case occurs when either x ∈ Ω is close to ∂Ω,
or when x ∈ ∂Ω is on a section of the boundary that is distant in arc length or disjoint.
The layer potential is then evaluated as∫
Γ
G(x, y)σ(y) dS(y) ≈
n∑
j=1
[
G(x, yj)σjsjλ
G
j
+GL(x, yj)σj
(
wLj (x)− sjλGj
)
+GC(x, yj)σj
(
wCj (x)− sjλGj
)]
.
(17)
Given a target point x, the panels on ∂Ω are partitioned into two sets: far panels, that can
be evaluated directly using (11), and near panels, that must be evaluated (or corrected), using
either (15), (16), or (17).
3 Problem statement
The kernel-split quadrature scheme outlined above is both efficient and accurate when applied
to the single and double layer potentials of several PDEs, such as the Laplace, Helmholtz and
Stokes equations [9, 7, 13]. However, for the layer potentials of eqs. (1) to (3), the scheme
can fail completely. All of these equations have layer potential kernels including second-kind
modified Bessel functions, in the forms K0(α|x− y|) and/or K1(α|x− y|). As we shall see, this
is problematic for the kernel-split quadrature.
Figure 1: Relative error Erel = maxx |u(x) − u˜(x)|/|u(x)|, when evaluating the modified
Helmholtz single layer potential (23) over a flat panel of length h, using kernel-split quadrature.
The maximum is taken over 100 values of x randomly drawn from the box [−h/2, h/2]× [0, h/2].
The white lines are contours of the quantity αh, providing a heuristic motivation for why a
criterion of the form (30) is suitable.
As an illustrating example, we study the single layer kernel of the modified Helmholtz equa-
tion (1),
G(x, y) = K0(α|x− y|). (18)
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The split of this kernel is based on using a standard decomposition [12, §10.31] to explicitly write
out the singularities in K0,
K0(z) = K
S
0 (z) + I0(z) log z, (19)
where I0 is a modified Bessel function of the first kind, and K
S
0 is the smooth remainder. Inserting
this into the kernel (18), after also splitting the logarithm, we identify the terms in (5) as
G0(x, y) = K
S
0 (α|x− y|) + I0(α|x− y|) logα, (20)
GL(x, y) = I0(α|x− y|), (21)
GC(x, y) = 0. (22)
Even though G(x, y) goes to zero as |x− y| → ∞, the functions G0(x, y) and GL(x, y) actually
grow exponentially as eα|x−y|, following the asymptotic I0(z) ∼ ez/
√
2piz as z →∞ [12, §10.30].
As α gets larger, this makes GL an increasingly bad candidate for polynomial interpolation,
which is essential for product integration to be accurate. To illustrate this, we consider the
single layer potential with unit density, evaluated using kernel-split quadrature from a flat panel
of length h,
u(x) =
∫ h/2
−h/2
K0(x, y) dy, x /∈ [−h/2, h/2]. (23)
To evaluate this using the kernel-split correction (17), we first write
u(x) ≈
n∑
j=1
(
G(x, yj)−GL(x, yj)
)
λj +
∫ h/2
−h/2
I0(α|x− y|) log |x− y|dy. (24)
The remaining integral is evaluated by writing the integrand as a polynomial plus remainder,
I0(α|x− y|) =
n∑
k=1
ck(x)y
k−1 + r(x, y), (25)
and then computing that using product quadrature,∫ h/2
−h/2
I0(α|x− y|) log |x− y|dy =
n∑
k=1
ck(x)pk(x) +
∫ h/2
−h/2
r(x, y) log |x− y|dy, (26)
where
pk(x) =
∫ h/2
−h/2
yk−1 log |x− y|dy, (27)
are integrals that can be computed recursively, starting from exact formulas. The error in
the kernel-split quadrature is dominated by the integral in the right-hand side of (24), which
integrates the remainder of the polynomial interpolation. To help quantify this remainder, we
consider the case x = 0. From the power series expansion of I0, available at [12, §10.25], we then
have that
I0(α|y|) =
∞∑
k=0
(
αy
2
)2k
(k!)2
, (28)
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such that, on the interval y ∈ [−h/2, h/2], the remainder is bounded by
r(0, y) ≤
∞∑
k=n/2
(
αh
4
)2k
(k!)2
. (29)
This clearly grows monotonically with the quantity αh. Numerical results indicate that this is
the case also for general values of x near Γ, see fig. 1. To ensure that the kernel-split quadrature
error remains below some tolerance , we therefore suggest that α and h must satisfy a criterion
on the form
αh ≤ C, (30)
for some constant C, which can be determined using numerical experiments. Once determined,
we find that this criterion holds well also for general geometries.
The above criterion can also be reformulated as follows: In order to achieve a tolerance ,
panel lengths must satisfy
h ≤ hmax := C/α. (31)
The obvious way of achieving this, for a given α, is to discretize ∂Ω using sufficiently short panels.
However, this can result in a discretization with orders of magnitude more points than necessary
to resolve the geometry and the layer density.
4 Quadrature by recursive subdivision
To circumvent the problem described above, we here introduce an algorithm for local refinement,
based on panel subdivision. Given a single source panel Γ, we assume that it is sufficiently
short, relative to the quadrature order n, for both the geometry and the layer density to be
well-represented by a polynomial, interpolated at the n quadrature points. We say that it is
well-resolved. For a given target point x, we can then subdivide Γ into a set of M subpanels
{Γi}Mi=1, interpolate our known quantities from the quadrature nodes on Γ to the quadrature
nodes on those subpanels, and then evaluate the layer potential at x using the subpanels. To
ensure accuracy, this subdivision is formed in a way that guarantees that all subpanels either are
short enough to satisfy (30), or are sufficiently far away from x, relative to their own length, to
not need kernel-split quadrature.
Before we can state our algorithm, a number of preliminaries are needed:
Preimage of target Let γ(t) : R → C be the mapping from the standard interval [−1, 1] to
the panel Γ. Then z, such that γ(z) = x, is the preimage of the target point x. The preimage
z is real-valued if x ∈ ∂Ω, and complex-valued otherwise. We here assume that we know the
value of z, but γ(t) need not be a known function; see [2] for a discussion on how construct a
numerical representation.
Subpanels and subintervals A subdivision of Γ is defined by a set of edges in the parametriza-
tion, {−1 = t1, t2, . . . , tM+1 = 1}, such that a subpanel Γi is given by the mapping of the subin-
terval [ti, ti+1] under γ. We can, by a linear scaling, define the local mapping that maps the
standard interval [−1, 1] to Γi as
γi(t) = γ
(
ti +
∆ti
2
(t+ 1)
)
, (32)
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where ∆ti = ti+1− ti. Given the preimage z, the local preimage zi, such that γi(zi) = x, is given
by
zi =
2
∆ti
(z − ti)− 1. (33)
Near evaluation criterion Given the preimage z of a point x close to a panel (or subpanel)
Γ, it is possible to compute an accurate estimate of the quadrature error when evaluating the
layer potential using n-point Gauss-Legendre quadrature. Detailed discussions can be found in
[1, 2]. To leading order, the error is proportional ρ(z)−2n, where ρ is the elliptical radius of the
Bernstein ellipse on which z lies,
ρ(z) =
∣∣∣z +√z2 − 1∣∣∣ , (34)
where
√
z2 − 1 is defined as √z + 1√z − 1 with −pi < arg (z ± 1) ≤ pi. For a given kernel G
and error tolerance , it is then possible to introduce cutoff radius R, such that kernel-split
quadrature must be used for
ρ(z) < R, (35)
and Gauss-Legendre quadrature is sufficiently accurate otherwise. Later we will use that the
inverse of ρ has a particularly simple form in the special case when z lies on the imaginary axis,
z = ±ib, b > 0,
ρ(z) = b+
√
b2 + 1,
z(ρ) = ±i(ρ2 − 1)/2ρ.
(36)
Interpolation and upsampling To interpolate data from the n original Gauss-Legendre
nodes on [−1, 1], to m new Gauss-Legendre nodes on a subinterval [ti, ti+1] ⊂ [−1, 1], we use
barycentric Lagrange interpolation [3]. By upsampling we refer to the special case of interpolating
from n to 2n Gauss-Legedre nodes, both on [−1, 1].
Subinterval length criterion When a new subpanel Γi is formed on Γ, we need to check if
it satisfies the kernel-split accuracy criterion (30), which requires knowledge of the arc length of
the subpanel, denoted hi. Assuming that γ
′(t) does not vary rapidly on Γ, a good approximation
to hi is hi ≈ h∆ti/2, where h is the arc length of Γ. We can now combine this approximation
with (30), to get a an accuracy criterion formulated in subinterval size,
∆ti ≤ 2C
αh
. (37)
In particular, this allows us to write down the maximum length of subintervals on which product
integration can be used,
∆tmax =
2C
αh
. (38)
4.1 Algorithm
Our algorithm proceeds with creating a division of [−1, 1] into subintervals, which corresponds
to a division of Γ into subpanels.
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For a target point x with preimage z such that Re z ∈ (−1, 1), the first step is to create a
subinterval centered on Re z, with length set to satisfy both of the conditions (35) and (38).
The centering ensures that the subpanels will not introduce new edges or quadrature nodes that
are close enough to z to degrade precision. If this initial subinterval has length ∆tc, then the
preimage of x in that local frame will be zc = ibc, with bc = 2 Im z/∆tc and (36) is applicable.
If we wish the local preimage zc to be just beyond the limit where kernel-split quadrature
is needed, then we must set ∆tc such that ρ(zc) = R. From (36), we can derive that this is
satisfied when ∆tc = ∆tdirect,
∆tdirect = | Im z| 4R
R
2 − 1 . (39)
For the subinterval to be contained within [−1, 1], it may not be bigger than twice the distance
between Re z and the closest interval edge,
∆tedge = 2(1− |Re z|) (40)
Now we set the initial subpanel as large as possible, while still ensuring that the quadrature from
it is accurate, and that it falls within [−1, 1],
∆tc = min
(
∆tedge,max (∆tdirect,∆tmax)
)
. (41)
This gives us the initial subdivision {−1,Re z−∆tc/2,Re z+∆tc/2, 1}. The center subinterval is
now acceptable, and we proceed by recursively bisecting each remaining subinterval until either
its length satisfies (37), or the local preimage of x satisfies (35).
For target points such that Re z /∈ (−1, 1), we can skip the process of carefully selecting the
length of the nearest subinterval, and proceed immediately with recursive bisection of {−1, 1}.
This completes the algorithm, which we list in its entirety in algorithm 1.
5 Numerical results
To test the robustness of our method across a range of α values, we setup the following test
problem: We solve the modified Helmholtz equation (1) inside the annulus defined by a circle of
radius 0.3, and a circle of radius 0.6, with Dirichlet boundary conditions given by a fundamental
solution (18) located in the inner annulus,
(∆u− α2) = 0, x ∈ Ω, (42)
u = K0(α|x− x0|), x ∈ ∂Ω, (43)
x0 = (0.1, 0.1)
T . (44)
The exact solution to this problem is equal to the expression for the Dirichlet boundary condition,
evaluated in Ω. To solve this problem numerically, we represent the solution using the double
layer potential
u(x) =
∫
∂Ω
σ(y)G(x, y) dS(y), (45)
where G is the double layer kernel,
G(x, y) = −α
pi
K1(α|y − x|) (y − x) · nˆ(y)|y − x| . (46)
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Algorithm 1 Given a panel of length h and a nearby target point with preimage z, create a
subdivision of [−1, 1] that allows the the layer potential to be accurately evaluated, using either
direct Gauss-Legendre quadrature or kernel-split quadrature.
function create subdivision(z, h, α,C, R)
if |Re z| ≥ 1 then . Preimage outside interval, recursively bisect all of it.
return recursive bisection(−1, 1, R,∆tmax, z).
else
∆tmax ← 2C/αh
∆tdirect ← 4| Im z|R/(R2 − 1)
∆tedge = 2(1− |Re z|)
∆tc ← min
(
∆tedge,max (∆tdirect,∆tmax)
)
ta ← Re z −∆tc/2
tb ← Re z + ∆tc/2
. Center interval is now acceptable, recursively bisect remainder subintervals.
S1 ← recursive bisection(−1, ta, R,∆tmax, z)
S2 ← {ta, tb}
S3 ← recursive bisection(tb, 1, R,∆tmax, z)
return S1 ∪ S2 ∪ S3
end if
end function
function recursive bisection(t1, t2, R,∆tmax, z)
if t1 < t2 then
∆tsub ← t2 − t1
zsub ← 2(z − t1)/∆tsub − 1 . From (33).
if ρ(zsub) < R and ∆tsub > ∆tmax then . Using (34).
. Kernel-split must be used, but interval still too large. Continue bisection.
tmid ← t1 + ∆tsub/2
S1 ← recursive bisection(t1, tmid, R,∆tmax, z)
S2 ← recursive bisection(tmid, t2, R,∆tmax, z)
return S1 ∪ S2
end if
end if
return {t1, t2} . Subinterval passed.
end function
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Figure 2: Comparison of the original kernel-split algorithm, denoted “Original”, and our adaptive
algortihm, denoted “With subdivision”, when solving our test problem for a large range of α.
We test the solution up to α ≈ 2000; for larger values of α the solution is identically zero in the
entire domain.
Enforcing the boundary condition gives us a second kind integral equation in σ,
σ(x) +
∫
∂Ω
σ(y)G(x, y) dS(y) = K0(α|x− x0|), x ∈ ∂Ω. (47)
We solve this using the Nystro¨m method, discretizing the boundary using 16-point Gauss-
Legendre panels, with 15 panels on the inner circle, and 30 panels on the outer. For the bounds
(37) and (39) we use use C = 4 and R = 3 (empirically determined). Following the notation of
(5), the kernel-split of (46) is given by
GL(x, y) = −α
pi
I1(α|y − x|) (y − x) · nˆ(y)|y − x| , (48)
GC(x, y) = − 1
pi
. (49)
For a large range of α values, we solve the integral equation, and then evaluate the solution at 15
random points on a circle of radius 0.301 (very close to the inner boundary). The results, shown
in fig. 2 demonstrate that our subdivision algorithm is capable of avoiding the catastrophic loss
of accuracy otherwise present above a threshold α, and that the additional cost incurred from
it is proportional to logα. Around one digit of accuracy appears to be lost after the adaptive
quadrature is activated, presumably due to the additional interpolation steps involved.
The present test problem is somewhat difficult to work with, since the solution to the modified
Helmholtz equation decays exponentially fast. This limits the largest value of α that we can test,
as noted in the caption to fig. 2. To test larger ranges we can solve problems whose solutions do
not decay as fast, such as the modified Stokes equations or the modified biharmonic equation.
Such tests will be reported at a later date.
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6 Conclusions
We present a robust recursive algorithm that allows the method of Helsing et al. to be applied,
for any α, to the modified Helmholtz equation, modified biharmonic equation and modified
Stokes equations. Before, this was not possible for large α, which corresponds to small timesteps
with semi-implicit marching schemes for the heat equation and the time-dependent Stokes and
Navier-Stokes equations. Our algorithm is fully adaptive, and the additional computational
time it requires scales as logα. Our choice of the parameters C and R is based on numerical
observations and provide excellent results. We will at a later date expand this report by adding
an error analysis, together with error estimates that can be used for parameter selection.
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