Conductor galloping seriously threatens the safe operation of power systems and may lead to various damages such as wire fractures or tower collapses and large-scale grid breakdowns. Real-time galloping data are important in the mechanism and effect analysis of conductor dancing prevention; moreover, they are critical for verifying anti-galloping designs and developing galloping prevention plans. However, owing to the limitations of using sensors on cables, obtaining complete galloping data is an ill-posed and challenging problem. In this study, a novel curve reconstruction method using a conditional generative adversarial network (GAN), CR-CGAN, is proposed for fully synthesizing transmission line galloping curves. We use the modeling capabilities of the recently introduced GAN by imposing additional constraints to achieve full reconstruction of the galloping curves. Moreover, we introduce a novel design in the generator-discriminator pair for improved results and a new refined loss function to enhance details. The generator uses an autoencoder with skip connections, and the inception module is used to capture different scales of spatiotemporal correlation. The discriminator is designed to use global information to determine the reliability and smoothness of the reconstructed curve. The refined loss function is aimed at reducing artifacts introduced by the GAN and ensures better reconstruction quality. A single-degree-offreedom model is constructed to verify the effectiveness and feasibility of the proposed method. Simulation results demonstrate that the proposed method can accurately reconstruct galloping curves with limited use of sensors, thus meeting the energy efficiency demands of the monitoring system.
I. INTRODUCTION
Overhead power transmission line servers are the backbone of power grid frameworks and are vulnerable to environment conditions. Conductor galloping is caused by icing or strong winds and represents a major hazard, which may lead to various damages such as wire fractures or tower collapses and large-scale grid breakdowns. Hence, galloping prevention is imperative [1] , [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Oussama Habachi .
Since the famous theory of conduct galloping proposed by the Den Hartog (the vertical oscillation mechanism) [3] and Nigol (the torsional oscillation mechanism) [4] , [5] , there are some researches presented to explain the dancing phenomenon such as focusing on eccentrically iced conductor [6] , studying in linear, damping and nonlinear mathematical models [7] - [9] , using a two-parameter bifurcation analysis technique [10] . Moreover, the Finite Element Method (FEM) [11] as another effective approach has been used to study aerodynamic galloping problems, combining with various analytical tools such as ABAQUS and FLUENT software [12] , and the wind tunnel test [13] , [14] as the common verification means has been set up to test for dynamic responses of detail transmission lines under different aerodynamic coefficients. Although such researches have been performed theoretical and practical, there is still no universal theory to explain the galloping mechanism.
Unlike theoretical studies on the galloping mechanism, an increasing number of studies have been concerned with the operation-state monitoring of the transmission line. Conductor sag is an important parameter for investigating dancing. In [15] , a real-time measurement system was developed using the differential global positioning system (DGPS) to obtain the conductor position, and a direct method for monitoring the conductor sag information was provided. In [2] , a novel non-contact monitoring technology for current and sag estimation was presented. It uses a magnetic sensor array and utilizes the relationship between the magnetic-field variation and the electrical and spatial parameters of the transmission line. Traditional image processing or photography methods [16] are explored to determine the spatial parameters of the transmission line. However, they are easily affected by rough weather conditions. In [17] , a fiber Bragg grating sensor was designed to achieve dynamic tension monitoring for overhead transmission lines, and galloping amplitude could be calculated from the relationship between galloping amplitude and horizontal tension of a transmission line. In [18] , a wireless vibration meter for conductor vibration monitoring was designed. Moreover, a cable robot [19] and an unmanned aerial vehicle [20] were developed for transmission line inspection. This is a new effective method for safety inspection; however, it cannot provide galloping information of the transmission line.
Galloping data are important in the mechanism and effect analysis of conductor dancing prevention. They are critical for verifying anti-galloping designs, developing galloping prevention plans, and determining the galloping effect. In [21] , a full reconstruction method for transmission line galloping curves was presented based on attitude sensors. According to the Nyquist sampling theorem, to achieve high reconstruction performance, the sensors should be twice as many as the galloping loops. However, a large number of sensors will increase deployment and maintenance cost; moreover, it will increase the probability of insulation problems.
Generative adversarial network(GAN) as a novel data generative model was firstly proposed proposed by Goodfellow et al. [22] and have been widely used in various applications, such as scenario generation, image editing, super-resolution reconstruction, and computer vision [23] . In the present study, we aim to use the generative modeling capabilities of these networks to achieve the full reconstruction of the galloping curves. Existing CNN-based approaches minimize only the L1-norm or L2-norm error [24] and thus require additional regularization because the problem is ill-posed. In this study, the adversarial loss from a conditional GAN is used as an additional regularizer leading to superior results in terms of reconstruction quality and quantitative performance. The discriminator is used for differentiating between real or fake samples and provides additional feedback, thus enabling the generator to produce results that are similar to the ground-truth galloping curves (real samples). The generator G acts as a mapping for translating sensor data to a reconstructed curve so that it may deceive the discriminator, which is trained to distinguish reconstructions from the ground truth. However, the training of traditional GANs is not stable, resulting in artifacts and distortion. To address this, we introduce a new refined loss as an additional loss function to aid the proposed network in generating curve outputs. In summary, this paper makes the following contributions: 1) A conditional GAN-based framework is proposed to full-scale reconstruct transmission line galloping curves with a very few sensors. 2) A symmetric generator sub-network using autoencoder with skipping connection is designed to synthesize the galloping curves. Specifically, the inception module is induced to extract the different scale of spatio-temporal dependency of galloping features. 3) A hybrid discriminator is developed to judge whether the reconstructions meet the galloping and smoothing characteristics. 4) A galloping feature based sensor placement method is proposed to optimize installment.
This rest of the paper is organized as follows: Section II describes the formulation for the sensor sampling process and the reconstructions of galloping curves. The details of the proposed CR-CGAN method are given in Section III. Experimental results show the effectiveness of the proposed approach is presented in Section IV. Finally, the conclusion is presented in Section V.
II. PROBLEM FORMULATION
Integrates modern information and advanced communication technologies, such as big data, cloud computing [25] , wireless sensor network [26] , wide area measurement systems [27] , mobile Internet, and blockchain [28] , the ubiquitous power IoT (UPIoT) has grown rapidly in recent years in China, which significantly improves the operation-state monitoring system of the transmission line. Using ultra-wideband localization technology [29] or DGPS [15] , a tag can be accurately positioned in three-dimensional space. In the monitoring system, as shown in Fig.1 , sensors (Tags) are deployed on the transmission line to monitor the position periodically at a pre-defined rate and disseminate the acquired information in real-time/timing to the tower monitoring extension using the wireless network.
Let p i ∈ R N p denote the transmission galloping line consisting of N p points at the time slot i. N s sensors are deployed on the lines to obtain the position information, which is defined as where z i ∈ R N s represents the position information of the transmission line and contains only partial data of the galloping trajectory. is the sampling matrix; each row of , denoted by φ, is a 1 × N p vector whose elements equal zero except φ(n) = 1, where n is the index of the sensors on the index of points N p . The power supply for sensor nodes (particularly those on a high-voltage transmission line) is a challenging issue, and the main approach is to use current induction [30] . However, the installation and preventive maintenance of sensors are cumbersome processes. Using a fraction of sensors to capture the position information, namely, N s N p , is an energy-efficient way for galloping monitoring. Thus, there are fewer equations than unknowns, problem (1) is ill-posed, which has an infinite number of solutions.
In an attempt to obtain a certain solution, some additional information such as signal internal relations should be considered. As transmission line galloping is a type of self-excited vibration with low frequency and high amplitude, the galloping curves have strong spatiotemporal dependence [13] . We accumulate the transmission lines trajectory in the N t time slot:
Obviously, the column p i represents the transmission line trajectory, and the row p i denotes the galloping data of a certain position on the transmission line. Then, the sampled data z during the N t monitoring time can be described as
is the joint measurement matrix, and diag(·) denotes the diagonal matrix.
Then the spatiotemporal dependence of galloping curves can be extracted by the two-dimensional convolution module, which contains a convolution layer and a nonlinear activation. For the i-th output y i with input y i−1 can be expressed as
where w i denotes the convolutional filter, b i denotes the bias term, ⊗ indicates the convolution operation, and g(·) represents the nonlinear activation. In this work, the leaky rectified linear unit (ReLU) is used as the activation function, defined as
where α > 0 is a small positive value. Since conductor galloping is a high nonlinear vibration that varies according to the external environment [13] , it is difficult to use a single theory to establish the galloping model. After stacking several nonlinear modules together, the nonlinear mapping relationship between samples z and galloping curves x can be expressed as
where f (·) denotes the nonlinear operation, L is the layer number, and G(·) denotes the integrated neural networks with corresponding parameters (w, b). Hence, the original problem is transformed into how to design a good network architecture G. GAN is a novel variant of deep learning approaches which has a strong fitting ability. It learns the distribution characteristics of the galloping curves in an adversarial way. If the network is well trained, then a real-time galloping curve can be synthesized using x = G(z in ) with the sampled data z in .
III. PROPOSED METHOD
In this section, we aim to learn a mapping directly from a small amount of sensor reading data so that a galloping curve may be reconstructed by constructing a CGAN framework called CR-CGAN, which is mainly divided into two phases as shown in Fig.2. (1) Offline training process using the real samples pair (z and x) to train the generator G. (2) Online monitoring directly using the well trained G to reconstruct galloping curvex.
The proposed CR-CGAN consists of four important parts: generator G, discriminator D, refined loss function, and sensor placement optimization.
A. CONDITIONAL GENERATIVE ADVERSARIAL NETWORKS WITH WASSERSTEIN DISTANCE
A GAN is a new framework for data generation; it consists of two competing sub-networks. The generator G learns the distribution over the data x and maps samples from the sensors' reading z into the desired data space G(z). The discriminator D receives the real data x or the generated data G(z) and distinguishes them [22] . Arjovsky et al. proposed a more stable training model (WGAN), which uses the Wasserstein distance between the data and the generated distributions, as this distance is continuous and differentiable almost everywhere. The WGAN with gradient penalty [31] is
wherex where ∇(·) denotes the gradient operation. λ is a hyperparameter that is set to 10 according to various tests, andx is the data sampling along straight lines between the data distributions P r and P g . However, the generated data distribution still has a large number of degrees of freedom. A CGAN [32] is an extension of a GAN, where the generator and discriminator are constrained by some additional conditions c. In this study, the samples z will be input as auxiliary information c into the discriminator. Hence, the discriminator learns to distinguish between real and synthesized pairs rather than real and fake pairs. Thus, the problem (7) can be expressed with additional conditions as
The training procedure is shown in Fig. 2 . The generator G receives the position information z from the fraction sensors and is trained to produce outputs G(z) with all the missing galloping data synthesized. Furthermore, the sampled signals z will be input as an additional condition c into the discriminator D w , which is trained well to distinguish between the real pair (z and x) and the fake pair (z andx). The Wasserstein distance is used to measure the gap between the real and fake pairs. D s is trained to judge the smoothness of the reconstructed curves and also guide G to synthesize better one.
B. NETWORK ARCHITECTURES 1) GENERATOR
As the goal of the full-curve fitting is point-level reconstruction, the generator G should be able to synthesize all the missing points as accurately and reasonably as possible.
Hence, an effective structure should be designed to address this issue.
As a symmetric structure performs well in image-to-image translation [33] , image segmentation [34] , and seismic data reconstruction [35] , it is adopted to form the generator sub-network. The generator G directly learns an end-to-end mapping from input samples to the corresponding galloping curves. It consists of an autoencoder and skip connections, as shown in Fig. 3a . The autoencoder can extract joint spatiotemporal characteristics of the galloping data through adequate data training. Moreover, it has potential for noise reduction. However, feature details will be lost in the transfer process, particularly through the bottleneck layer. Skip connections are used to achieve contact between mirrored layers in the encoder and decoder layers, thereby carrying the feature information directly across the layers. Thus, a large amount of low-level information can be retained through the encoding process.
In relation to the above networks, several factors are considered in the structure design: 1) As galloping data exhibit a strong spatiotemporal relevance, an inception module is used to extract the features in different time-slots rather than traditional convolution operations. The inception module is developed by Google and consists of four branches, as shown in Fig. 4 . This setting is used so that the network may separately learn spatial and channel-by-channel features.
2) Conv2DTranspose is used as the up-sampling operation instead of UpSample2D [33] , as it can provide more details.
3) The BatchNormalization (BN) operation is removed from the networks because it may affect the representation of the primitive space. Moreover, it may increase computational complexity. 4) As the positions of the suspending ends are fixed, a Lambda (user-defined) layer is used to stitch the reconstructed data with the two endpoints.
Let IpMP(n) denotes the Inception module with n filters followed by a Maxpooling layer with stride 2; C(k-n-s), CT(k-n-s) and D(n) denote the Conv2D, Conv2DTranspose and Dense, respectively; k, n and s denote the kernel size, filter number and stride of the layer parameters, respectively; Cnt denotes the Concatenate layer; Lambda layer is used to realize some user-defined functions; Leaky ReLU with slope 0.2 is used in the network. The detailed network architectures are shown in Fig. 3 with follows corresponding parameters: 
2) DISCRIMINATOR
The discriminator D consists of two important networks, as shown in Fig. 3b : one (shown in blue) is used to determine whether the input pair is real or fake, and the other (shown in orange) is used to determine whether the reconstruction is smooth.
The blue networks receive a fake pair (z and G(z) ) or a real pair (z and x) using a concatenate layer, utilize a sequence of encoders (Conv2D-LeakyRelU) to extract the features, and then calculate the corresponding scores. As a sigmoid layer is used for classification and a dense layer is suited for regression, a dense layer is used as the last layer. Similarly, a BN layer is not used in the discriminator.
The orange networks are used to calculate the smooth loss (12) . The reconstructed curves are input into the Lambda layer to calculate the gradient information. The samples are input into the multilayer perceptron (formed using three dense layers) to calculate the margin m in (12) . Finally, both parts form the smooth loss using the Lambda layer.
C. REFINED LOSS FUNCTION
Reconstruction Loss: Despite the effectiveness of the conditional WGAN, some other loss functions can be added to enhance details. We used the mean squared error (MSE) to improve reconstruction performance by minimizing the element-wise error between the generated data and the ground truth:
Arc-length Loss: The MSE loss may cause detail deterioration or distortion. Thus, an arc-length loss function is designed to ensure that arc-length remains unchanged with full reconstruction. Moreover, the arc-length between adjacent points can be approximated as their direct distance, and further can be approximated as their corresponding gradients. Hence, the arc-length loss is defined as
where (M) r denotes the r row of the matrix M.
Smooth Loss: As the transmission line is a continuous and smooth curve, its gradient varies less compared with the generated noisy curve. The smooth loss from the discriminator for guiding the generator is defined as
where the margin m can be learned from the real pair (z and x). By combining Eqs. (9), (10), (11) , and ((12), the final joint refined loss function is expressed as
where λ i are hyperparameters that control the trade-off in optimizing different loss functions.
D. SENSOR PLACEMENT OPTIMIZATION
The number of sensors as well as their position will affect the galloping curve reconstruction performance. To obtain the full galloping curves, the sensors should be installed so that the galloping may be captured as accurately as possible. A simple and reasonable choice is that the sensors should be evenly placed along the span direction [21] , which can be in line with the suspension characteristics of the transmission line. However, the galloping status varies with factors such as wind angle, velocity, and icing thickness, and it will give rise to different galloping loops. There will be some stationary points on the transmission line, whose positions remain unchanged during the long galloping process, as shown in Fig. 5 . If the sensors happen to be placed at these stationary points, then the captured data remain unchanged or exhibit little variation in the monitoring time slots, thus further affecting the reconstruction. To capture more galloping information during monitoring, sensors should be installed where the position changes greatly. We propose another placement method according to the galloping information. For different galloping loops, the maximum galloping point can be estimated according to the transmission line configuration and an empirical formula as follows:
where N p denotes the number of points on the transmission line, and N l denotes the galloping loop. Finally, all potential positions will be fine-tuned to cover the entire transmission line as evenly as possible.
IV. SIMULATION AND ANALYSIS A. DATA DESCRIPTION
The mathematical galloping models can be roughly divided into single, two, three degrees-of-freedom models and the continuous system model. The single degree of freedom (SDOF) is often used to research the condition of conductor galloping [36] . In order to simplify the analysis, the SDOF model is used in this simulation, and the other galloping models can be analysis likewise. The overhead transmission line in the stationary state can be written as
where h (m) and l (m) are terrain height difference and span of the crossing tower, respectively. β = arctan(h/l) is the angle of elevation difference. γ (MPa/m) is the specific load, which is defined as the load in the unit length and cross-sectional area. σ o (Mpa) is the horizontal axial stress. Only considering the vertical vibration, the galloping part versus time [36] can be approximated expressed as
and where
where w (rad) denotes the galloping frequency, T 0 = σ 0 S (N) is the horizontal line tension, where γ 0 (MPa) is the horizontal stress and S is the section area of the conductor. ξ is infinitesimal. It is shown that galloping amplitude A 0 (m) is inverse proportional to the three times of galloping loop n. Combining equations (15) , and (16), we can express the galloping curves as
In this paper, the simulation data is generated according to the transmission line parameters of Great Span Project in Hubei province, China, the corresponding parameters are: l = 1055 m, h = 19.5 m, γ 0 = 4.26 × 10 −3 Mpa/m, σ = 101.45 Mpa, S = 633.6 mm 2 .
B. SIMULATION SETUP 1) EVALUATION INDICATOR
Measurement noise depends greatly on sensor characteristics. In this study, we assume that the noise follows the truncated Gaussian distribution with µ = 0, σ = 0.5, and all the noise is not more than 2σ .
The root mean squared error (RMSE) is used to estimate the performance of the proposed method. It is defined as
where N p = 64 denotes the number of points on the transmission line, N t = 64 is the number of observation time slots, and p t and p t denote the reconstruction and the actual data at the time slot t, respectively.
2) COMPARISON METHOD
We compare the performance of the proposed method with that of the following three baseline configurations:
• GEN: The generator G is trained using only the per-point MSE loss by setting λ a and λ s to zero in equation (13) . VOLUME 8, 2020 • CR-CGAN(EP): The proposed method with sensors evenly mounted. The generator G is trained using the refined loss in equation (13) by setting λ r = λ a = 100 and λ s = 1.
• CR-CGAN(GP): The proposed method with sensor placement optimization according to galloping information. Moreover, we compare the proposed method with the following:
• Bspline [37] : a fast and effective interpolation algorithm that has been widely used in engineering.
• Pix2Pix [33] : a widely and successfully used solution for image-to-image translation based on a conditional GAN.
• CRAI [21] : a curve reconstruction method based on attitude information.
3) MODEL DETAILS AND NETWORK PARAMETERS
The entire network is trained on an Nvidia 1080Ti GPU using the Keras framework [38] . We set the batch size to 4, and the number of training iterations to 2k. The Adam algorithm with α = 1e − 4, β 1 = 0.5, β 2 = 0.9, and = 1e − 4 is used in the simulation. Pix2Pix is set up using its default hyperparameters [33] . In the training process, we set λ r = λ a = 100 and λ s = 1. Zero padding is applied to all the convolutional and deconvolutional layers both in the generator and discriminator. Fig. 6 shows the reconstruction performance for different galloping loops n. In this simulation, Ns = 4 sensors are evenly placed along the span direction. (As the suspension ends are fixed and their positions are already known, there is no need to install sensors at the ends of the tower.) (1) B-spline can achieve perfect reconstruction for n = 1, but as n increases, the reconstruction performance worsens. For n = 2 and n = 3, there are large reconstruction errors near the suspension ends. When the galloping loop n increases to 4 or more, the reconstruction will lose some galloping waveforms. In particular, for n ≥ 5, the B-spline will be invalid, as the number of nodes (sensors) is insufficient.
C. EXPERIMENTAL RESULTS

1) EVALUATION IN TERMS OF GALLOPING LOOPS
(2) In all cases, Pix2Pix cannot provide an accurate estimation. It can only construct a rough curve contour with all the details lost.
(3) As in the case of B-spline, CRAI achieves superior reconstruction performance for n ≤ 2, but for larger n, the reconstruction performance worsens. However, there is a large reconstruction error near the central part because a few sensors cannot capture the inflection point of the galloping curve, leading to large fitting errors.
(4) GEN, which uses only the MSE loss in the generator G, fails in curve fitting for n = 1 but achieves a successful reconstruction in the other cases. The proposed method achieves accurate reconstruction, with the reconstruction curves exactly coinciding with the galloping curve. In contrast to the loss in GEN, the loss L a will promote the reconstruction precision, particularly when n = 1. The corresponding error for each time slot is shown in Fig. 7 . As the error of Pix2Pix is considerably larger than that of the other methods, the corresponding error curve is not provided.
2) EVALUATION IN TERMS OF SENSOR NUMBER N s
We varied the number of sensors N s form 2 to 8 with an increment of 1 to investigate the effect on reconstruction performance. The sensors are evenly placed along the span of the transmission tower for all methods except CR-CGAN(GP). As is clearly shown in Fig. 8 , for all methods, the RMSE curve decreases as N s increases because more nodes (sensors) will provide more information for curve fitting. Evidently, the proposed method has obvious advantages over the other methods, particularly when Ns ≤ 4. Moreover, the loss L a can further improve the reconstruction performance. The result demonstrates that by using only N s = 4 sensors, a relative acceptable performance may be achieved, thus meeting the energy efficiency demands.
3) EVALUATION IN TERMS OF SENSOR PLACEMENT
We studied the effect of sensor placement on reconstruction performance. To balance the energy efficiency requirements and reconstruction accuracy, N s = 4 sensors are set in this simulation using two different installations: galloping-based and even placement. The positions in the even placement are i = [13, 26, 38, 51] , and in the galloping-base placement, they are i = [17, 32, 40, 54] . The RMSE curves for each time slot are shown in Fig. 7 , and the detailed statistics are shown in Table 1 . It can be seen that CRAI can achieve superior reconstruction performance when n = 1. However, when n ≥ 2, the reconstruction performance worsens. A comparison of the results by the two placements clearly demonstrates that the galloping-based installation can improve the overall reconstruction accuracy. Specifically, the reconstruction accuracy was improved by approximately 21% on average compared with the that of the simple even installation method (CR-CGAN(EP)). 
V. CONCLUSION
In this study, a novel energy-efficient reconstruction method was developed for transmission line galloping monitoring, based on a conditional GAN. The transmission line galloping status during monitoring can be directly observed from the reconstruction curves using only a few sensors. First, we exploited the spatiotemporal dependency using an autoencoder with skip connections. Moreover, an inception module was used in the encoder layers to capture more galloping features with different filter scale. Then, to improve training stability and reconstruction performance, a new refined loss function was adopted in the GAN optimization framework. Subsequently, the galloping-based sensor installation method was introduced to improve reconstruction precision further. Finally, the generator and discriminator were alternately trained as an end-to-end GAN framework for curve reconstruction. Simulation results demonstrated that the proposed method can reconstruct the galloping curves using only four sensors to capture the position information. The proposed system can provide full galloping trace information for power transmission line monitoring; this will greatly facilitate state monitoring and thus improve the safety of power delivery systems. DIAN 
