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Resumo
Sistemas evolutivos sa˜o sistemas com alto n´ıvel de adaptac¸a˜o capazes de modificar
simultaneamente suas estruturas e paraˆmetros a partir de um fluxo de dados, recur-
sivamente. Aprendizagem a partir de fluxos de dados e´ um problema contemporaˆneo
e dif´ıcil devido a` taxa de aumento da dimensa˜o, tamanho e disponibilidade tempo-
ral de dados, criando dificuldades para me´todos tradicionais de aprendizado. Esta
dissertac¸a˜o, ale´m de apresentar uma revisa˜o da literatura de sistemas evolutivos e
redes neurais fuzzy, aborda uma estrutura e introduz um me´todo de aprendizagem
evolutivo para treinar redes neurais h´ıbridas baseadas em uninormas, usando concei-
tos de aprendizado extremo. Neuroˆnios baseados em uninormas fundamentados nas
normas e conormas triangulares, generalizam neuroˆnios fuzzy. Uninormas trazem
flexibilidade e generalidade a modelos neurais fuzzy pois elas podem se comportar
como normas triangulares, conormas triangulares, ou de forma intermedia´ria por
meio do ajuste de elementos identidade. Este recurso adiciona uma forma de plas-
ticidade em modelos de redes neurais. Um me´todo de agrupamento recursivo para
granularizar o espac¸o de entrada e um esquema baseado no aprendizado extremo
compo˜em um algoritmo para treinar a rede neural. E´ provado que uma versa˜o es-
ta´tica da rede neural fuzzy baseada em uninormas aproxima func¸o˜es cont´ınuas em
domı´nios compactos, ou seja, e´ um aproximador universal. Postula-se, e experi-
mentos computacionais endossam, que a rede neural fuzzy evolutiva compartilha
capacidade de aproximac¸a˜o equivalente ou melhor, em ambientes dinaˆmicos, do que
as suas equivalentes esta´ticas.
Palavras chave: redes neurais fuzzy ; neuroˆnios baseados em uninormas; sistemas
evolutivos; aprendizado incremental; aprendizado extremo.
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Abstract
Evolving systems are highly adaptive systems able to simultaneously modify their
structures and parameters from a stream of data, online. Learning from data stre-
ams is a contemporary and challenging issue due to the increasing rate of the size
and temporal availability of data, turning the application of traditional learning
methods limited. This dissertation, in addition to reviewing the literature of evol-
ving systems and neuro fuzzy networks, addresses a structure and introduces an
evolving learning approach to train uninorm-based hybrid neural networks using ex-
treme learning concepts. Uninorm-based neurons, rooted in triangular norms and
conorms, generalize fuzzy neurons. Uninorms bring flexibility and generality to fuzzy
neuron models as they can behave like triangular norms, triangular conorms, or in
between by adjusting identity elements. This feature adds a form of plasticity in
neural network modeling. An incremental clustering method is used to granulate
the input space, and a scheme based on extreme learning is developed to train the
neural network. It is proved that a static version of the uninorm-based neuro fuzzy
network approximate continuous functions in compact domains, i.e. it is a universal
approximator. It is postulated, and computational experiments endorse, that the
evolving neuro fuzzy network share equivalent or better approximation capability in
dynamic environments than their static counterparts.
Keywords: fuzzy neural networks; unineurons; uninorms; evolving systems; incre-
mental learning; extreme learning.
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Cap´ıtulo 1
Introduc¸a˜o
Sistemas fuzzy e redes neurais sa˜o aproximadores universais. Compartilham a habilidade de
trabalhar em ambientes incertos, imprecisos e ruidosos. Ambos aproximam func¸o˜es utilizando
exemplos de entrada e sa´ıda. Basicamente sistemas fuzzy aproximam func¸o˜es utilizando regras
fuzzy, enquanto redes neurais utilizam uma estrutura conexionista e dados com exemplos de
entradas e sa´ıdas para realizar seu treinamento.
Redes neurais artificiais do tipo MLP (perceptron de mu´ltiplas camadas) sa˜o sistemas na˜o
lineares com aprendizado, cuja habilidade de generalizac¸a˜o e toleraˆncia a ru´ıdo emergem a
partir de suas estruturas conexionistas e do processamento e representac¸a˜o distribu´ıda (Lin e
Lee, 1996, p. 479). Para utilizar uma rede neural e´ necessa´rio especificar sua estrutura e utilizar
um conjunto de dados de treinamento suficientemente representativo para obter os paraˆmetros
da rede, via ciclos repetidos de treinamento. Como as redes teˆm seu conhecimento distribu´ıdo
em unidades distintas de processamento, a interpretac¸a˜o direta do conhecimento codificado, em
geral, e´ dif´ıcil.
Sistemas fuzzy, por outro lado, sa˜o modelos granulares que podem processar dados im-
precisos. Estes sistemas representam o conhecimento em sua estrutura por meio de varia´veis
lingu´ısticas e de relac¸o˜es via regras fuzzy. O processamento e´ uma forma de racioc´ınio aproxi-
mado. Como a representac¸a˜o do conhecimento e´ favora´vel ao entendimento humano, as relac¸o˜es
entre as varia´veis, muitas vezes, tornam-se transparentes.
Sistemas evolutivos, no contexto desta dissertac¸a˜o, sa˜o aqueles em que tanto sua estrutura
quanto paraˆmetros sa˜o determinados simultaneamente e continuamente, sem provocar ruptura
do modelo do sistema. Eles se adaptam de maneira recursiva e gradual, ou seja, o aprendizado
acontece incrementalmente a medida em que exemplos de treinamento sa˜o disponibilizados. Este
tipo de sistema permite processar fluxo de dados, proporcionando assim um mecanismo para
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processamento online, para aplicac¸o˜es em tempo real e para o manuseio de grandes volumes de
dados.
Uma classe de sistemas evolutivos foi concebida a partir da combinac¸a˜o de redes neurais com
sistemas fuzzy. Esta classe e´ constitu´ıda de redes neurais fuzzy, isto e´, redes neurais dotadas
de mecanismos de aprendizagem simultaˆnea da estrutura e paraˆmetros, com processamento que
mimetiza o racioc´ınio aproximado.
1.1 Motivac¸a˜o e Relevaˆncia
Me´todos tradicionais de aprendizado esta˜o sendo revistos nos u´ltimos anos, visto que a
necessidade da capacidade de aprendizado online e o processamento de um volume grande
de dados tornou-se importante (Angelov e Zhou, 2006; Leite et al., 2011). Os computadores
esta˜o conectados em um n´ıvel sem precedentes, gerando enorme quantidade de dados e grande
interesse em entender e prever varia´veis econoˆmicas, te´cnicas e sociais.
A combinac¸a˜o de sistemas fuzzy com redes neurais visa aproveitar te´cnicas que sa˜o comple-
mentares, pois de modo geral redes neurais possuem habilidade de aprendizado e sistemas fuzzy
possuem interpretabilidade. Espera-se que um sistema h´ıbrido contenha caracter´ısticas dos dois
me´todos. Ale´m disso, essa combinac¸a˜o tambe´m facilita a concepc¸a˜o de sistemas evolutivos, pois
a estrutura se traduz diretamente em forma de regras que podem ser adicionadas, removidas ou
alteradas localmente. Estas regras representam uma combinac¸a˜o de sistemas locais simples que
resulta em um modelo altamente na˜o linear (Angelov; Filev e Kasabov, 2010).
Sistemas evolutivos sa˜o uma maneira inovadora e alternativa de adaptar, aprender e repre-
sentar conhecimento sobre ambientes em constante mudanc¸a (Angelov e Zhou, 2006). A teoria
de conjuntos fuzzy proveˆ me´todos so´lidos e mecanismos eficientes para conceber sistemas evo-
lutivos, como ja´ foi reportado em trabalhos iniciais em modelagem baseada em regras fuzzy
(Angelov, 1999) e modelos de infereˆncia fuzzy-neurais (Kasabov e Song, 2002). Exemplos in-
cluem uma abordagem mais geral chamada de sistemas evolutivos conexionistas, conhecido pela
sigla em ingleˆs ECOS (Kasabov, 2007); sistemas de infereˆncia fuzzy flex´ıveis (FLEXFIS) (Lugho-
fer, 2008 b); Takagi-Sugeno evolutivo (eTS) (Angelov e Filev, 2004) e suas verso˜es aperfeic¸oadas
(Angelov e Filev, 2005; Angelov, 2010). Esforc¸os recentes foram empregados em computac¸a˜o
granular e modelagem evolutiva baseada na teoria de conjuntos fuzzy (FBeM) (Leite et al.,
2011).
A partir da perspectiva de redes neurais, extenso˜es do neuroˆnio cla´ssico utilizando normas e
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conormas triangulares (t-normas e s-normas) foram estudadas extensivamente na literatura re-
cente (Pedrycz, 2006; Hell; Costa e Gomide, 2008; Hell et al., 2009; Lemos; Caminhas e Gomide,
2010; Lemos et al., 2011). Em particular, a noc¸a˜o de uninormas foi explorada para generalizar
os neuroˆnios cla´ssicos e sugerir neuroˆnios lo´gicos. Uninormas trazem flexibilidade para o projeto
de neuroˆnios e redes neurais, ale´m de naturalmente prover plasticidade neuronal por meio de um
paraˆmetro extra chamado elemento de identidade. O valor do elemento identidade determina
se uma uninorma se comporta como uma t-norma, s-norma ou um operador intermedia´rio.
1.2 Objetivo
O objetivo do presente trabalho e´ propor e analisar me´todos de aprendizado para redes neu-
rais fuzzy baseadas em uninormas. Como em outros modelos que utilizam uninormas, obte´m-se
maior flexibilidade, plasticidade e acura´cia comparado a propostas semelhantes (Lemos; Cami-
nhas e Gomide, 2010). Para obter um modelo evolutivo fuzzy, ale´m de manter a interpretabili-
dade do modelo, e´ necessa´rio desenvolver um algoritmo recursivo de aprendizagem para atender
os requisitos de processamento online, em tempo real e de grande volume de dados.
Para atingir o objetivo principal foram estipulados os seguintes objetivos intermedia´rios:
realizar uma revisa˜o bibliogra´fica da literatura envolvendo sistemas evolutivos e redes neurais
fuzzy ; definir o tipo de estrutura da rede neural baseada em uninormas; desenvolver um algo-
ritmo de treinamento que atenda os requisitos para um sistema evolutivo; verificar a capacidade
de aproximac¸a˜o universal de redes baseadas em uninormas; analisar o comportamento da rede
quanto a acura´cia, tempo de execuc¸a˜o e adaptabilidade do modelo.
Para validar o modelo proposto, foram feitos testes com conjunto de dados e problemas que
sa˜o refereˆncia na literatura, ale´m de testes estat´ısticos e comparac¸o˜es com me´todos neurais fuzzy
e evolutivos mais relevantes na literatura.
1.3 Organizac¸a˜o do Texto
Esta dissertac¸a˜o esta´ organizada da seguinte forma. O Cap´ıtulo 2 apresenta redes neurais
fuzzy cla´ssicas encontradas na literatura, define t-normas e s-normas e redes baseadas em neuroˆ-
nios fuzzy. O Cap´ıtulo 3 define o conceito de sistemas evolutivos, apresenta modelos evolutivos
mais importantes e o me´todo de aprendizado extremo.
O Cap´ıtulo 4 enfoca a principal contribuic¸a˜o desse trabalho: me´todos de aprendizado para
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modelos de redes neurais fuzzy baseadas em uninormas. Apresenta-se a definic¸a˜o de uninormas,
a estrutura da rede, o construtor da uninorma utilizada, os me´todos de agrupamento e o proce-
dimento para determinac¸a˜o dos pesos e paraˆmetros. Mostra-se que a versa˜o esta´tica do modelo
e´ um aproximador universal.
Resultados de experimentos computacionais realizados para analisar o desempenho do me´-
todo proposto, fazem parte do Cap´ıtulo 5, que tambe´m descreve os procedimentos adotados para
realizar os testes. Me´todos evolutivos alternativos, sugeridos na literatura, sa˜o utilizados para
resolver os mesmos problemas e comparados com os me´todos sugeridos nesta dissertac¸a˜o. Con-
cluso˜es, o resumo das contribuic¸o˜es da dissertac¸a˜o e sugesto˜es de temas para trabalhos futuros
constituem o Cap´ıtulo 6.
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Cap´ıtulo 2
Redes Neurais Fuzzy Adaptativas
2.1 Introduc¸a˜o
Neste cap´ıtulo sera˜o apresentadas redes neurais fuzzy predominantes na literatura que fazem
uso de neuroˆnios fuzzy do tipo OR e AND e de conceitos da teoria de conjuntos fuzzy. E´ definido
o conceito de normas triangulares, neuroˆnios baseados em t-normas e s-normas, e redes que fazem
uso destes neuroˆnios.
2.2 Redes Neurais Fuzzy
Redes neurais artificiais sa˜o modelos que emulam o poder computacional de processamento
das redes neurais biolo´gicas, com o objetivo de reproduzir as suas habilidades de adaptac¸a˜o
e aprendizado. No entanto, um dos problemas de se usar redes neurais artificiais e´ que seus
modelos, altamente conectados e em forma de caixa preta, dificultam a capacidade de explicar,
de maneira compreens´ıvel por humanos, como a rede produz seus resultados (Mitra e Hayashi,
2000).
Combinar teoria de conjuntos fuzzy com redes neurais visa amenizar esse problema, dotando
os sistemas conexionistas de atributos que permitam transpareˆncia e racioc´ınio aproximado.
Para realizar essa integrac¸a˜o, usualmente e´ utilizada uma estrutura que conte´m func¸o˜es de
pertineˆncia como neuroˆnios da camada de entrada e neuroˆnios que desempenham func¸o˜es de
agregac¸a˜o ou neuroˆnios tradicionais nas camadas seguintes. As variac¸o˜es nas conexo˜es, tipos
de neuroˆnios utilizados e me´todo de treinamento, definem os diferentes modelos presentes na
literatura.
Redes neurais fuzzy podem ser do tipo feedforward ou recorrentes. O ajuste dos paraˆmetros
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pode ser feito com mı´nimos quadrados recursivo e esta´tico, ou via backpropagation. O treina-
mento via gradiente pode ser feito utilizando todo o conjunto de dados ou via aproximac¸a˜o local
como em Hush e Horne (1993).
A rede neural fuzzy proposta em Lee e Lee (1975), utiliza um neuroˆnio que generaliza o
modelo cla´ssico de McCulloch-Pitts, onde todas as entradas, sa´ıdas e pesos sa˜o conjuntos fuzzy.
O treinamento e´ feito via generalizac¸a˜o fuzzy do backpropagation (Lin e Lee, 1996, p. 643).
Outros modelos utilizam um tipo de neuroˆnio artificial chamado de OWA (ordered weighted
averaging), que e´ basicamente a soma dos produtos dos pesos pelas entradas ordenadas. Esse
neuroˆnio foi empregado para realizar as func¸o˜es ba´sicas da lo´gica fuzzy, como AND, OR e NOT.
A partir de func¸o˜es de pertineˆncia na camada de entrada combinadas com os neuroˆnios OWA,
foram concebidas redes que ao final de seu treinamento poderiam ser parcialmente interpretadas.
Seguindo essa linha, Keller; Yager e Tahani (1992) utilizou redes neurais para implementar
infereˆncia fuzzy, onde certas propriedades como modus ponens foram provadas (Lin e Lee, 1996,
p. 501). Redes mais flex´ıveis foram introduzidas para permitir maior capacidade de treinamento,
pois as redes de infereˆncia citadas acima utilizavam operadores lo´gicos fixos. As redes de agre-
gac¸a˜o fuzzy (Keller; Krishnapuram e Rhee, 1992) possuem neuroˆnios que podem ser qualquer
operador de agregac¸a˜o fuzzy parametrizado. O treinamento e´ realizado com backpropagation.
Em Hayashi et al. (1992) foi implementado infereˆncia como na abordagem Takagi-Sugeno,
os paraˆmetros dos consequentes sa˜o otimizados utilizando um me´todo de busca por padro˜es.
Takagi et al. (1992) incorpora conhecimento na rede neural para facilitar ana´lise de desempenho.
Treinamento de redes neurais tambe´m foi empregado para resolver equac¸o˜es relacionais fuzzy
(Wang, 1993). Treinamento via aprendizado evoluciona´rio e´ introduzido por Machado e Rocha
(1992), com aplicac¸o˜es em recuperac¸a˜o de informac¸a˜o em base de dados de linguagem natural,
como arquivos me´dicos.
A fuzzy adaptive learning control network (FALCON) (Lin e Lee, 1991) consiste numa rede
multicamada de propagac¸a˜o feedforward. Suas entradas e sa´ıdas sa˜o func¸o˜es de pertineˆncia, a
camada intermedia´ria consiste em neuroˆnios do tipo AND que agregam as ativac¸o˜es da entrada
e ativam as func¸o˜es de pertineˆncia da sa´ıda, formando regras. O aprendizado da´-se em duas
etapas: a primeira e´ uma fase auto adaptativa baseada em mapas auto-organiza´veis (Kohonen,
1982), que define a estrutura do modelo, a segunda e´ baseada em um aprendizado supervisionado
via backpropagation, que ajusta os paraˆmetros das func¸o˜es de pertineˆncia e dos pesos entre as
camadas (Lin e Lee, 1996, p. 535-536).
Kasabov (1996) propoˆs o modelo FuNN - Fuzzy Neural Network que possui a seguinte estru-
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tura: camada de entrada representando as dimenso˜es da entrada e o bias ; camada dos termos
antecedentes com func¸o˜es de ativac¸a˜o fuzzy ; camada das regras, onde as conexo˜es representam
os antecedentes; camada de ac¸a˜o, que sa˜o os consequentes das regras; e agregac¸a˜o geral.
O autor tambe´m define que a rede pode trabalhar de modo puramente fuzzy, eliminando
as camadas das extremidades, 1 e 5, assim se trabalha com entradas e sa´ıdas como func¸o˜es
de pertineˆncia. O aprendizado ocorre de forma ana´loga a` redes neurais MLPs comuns, pois
dependendo da escolha das func¸o˜es, podemos obter um modelo bem pro´ximo da MLP, mas com
a vantagem de se poder explicar os resultados via regras fuzzy.
No modelo Adaptive-Network-Based Fuzzy Inference System, abreviado ANFIS (Shing e
Jang, 1993), a primeira camada consiste em func¸o˜es de pertineˆncia. A segunda camada realiza
a operac¸a˜o de uma t-norma. Na terceira camada faz-se uma normalizac¸a˜o. A u´ltima produz
a sa´ıda da rede como a me´dia ponderada das sa´ıdas dos neuroˆnios ativados, similarmente ao
modelo Takagi-Sugeno-Kang (TSK) (Lin e Lee, 1996, p. 156).
O aprendizado dos paraˆmetros se da´ em dois passos. O primeiro e´ um passo direto (forward),
que fixa os paraˆmetros dos antecedentes e utiliza mı´nimos quadrados para estimar os paraˆmetros
das func¸o˜es dos consequentes. O segundo passo fixa os paraˆmetros dos consequentes e utiliza o
me´todo do gradiente para ajustar os paraˆmetros dos antecedentes de forma a minimizar o erro.
2.3 Redes Baseadas em Neuroˆnios Fuzzy
Na teoria de conjuntos fuzzy, normas triangulares oferecem uma classe gene´rica de operadores
de intersecc¸a˜o e unia˜o. As t-normas generalizam a operac¸a˜o de intersecc¸a˜o entre conjuntos fuzzy.
S-norma e´ uma generalizac¸a˜o de unia˜o entre conjuntos fuzzy.
Formalmente t-normas sa˜o operadores bina´rios t : [0, 1] × [0, 1] → [0, 1] com as seguintes
propriedades:
1. Comutatividade: a t b = b t a
2. Associatividade: a t (b t c) = (a t b) t c
3. Monotonicidade: se b ≤ c, enta˜o a t b ≤ a t c
4. Fronteira: a t 1 = a ; a t 0=0
Escolhas comuns para t-normas sa˜o os operadores: min(a, b); produto ab; e Lukasiewicz
max(a+ b− 1, 0). As s-normas sa˜o operadores bina´rios s : [0, 1]× [0, 1]→ [0, 1] que sa˜o:
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1. Comutativas: a s b = b s a
2. Associativas: a s (b s c) = (a s b) s c
3. Monotoˆnicas: se b ≤ c, enta˜o a s b ≤ a s c
4. Limitadas na fronteira: a s 1 = 1 ; a s 0=a
Exemplos de s-normas incluem os seguintes: max(a, b); soma probabil´ıstica a + b − ab; e
Lukasiewicz min(a+ b, 1). Pedrycz e Rocha (1993) sugerem a utilizac¸a˜o de neuroˆnios baseados
em normas triangulares para criar redes neurais fuzzy. Visando dotar redes neurais com maior
interpretabilidade, principalmente, os neuroˆnios OR e AND foram propostos. Os neuroˆnios OR
e AND sa˜o caracterizados por:
y = OR(w,x) =
n
S
i=1
(wi t xi) (2.1)
y = AND(w,x) =
n
T
i=1
(wi s xi) (2.2)
A Figura 2.1(a) apresenta o esquema do neuroˆnio OR e a 2.1(b) o do neuroˆnio AND.
S y
w1
w2
wn
x1
x2
xn
(a) OR
T
w1
w2
wn
x1
x2
xn
y
(b) AND
Figura 2.1: Neuroˆnios fuzzy OR e AND.
Ale´m das entradas convencionais, o modelo faz uso da negac¸a˜o da entrada, utilizando uma
func¸a˜o de negac¸a˜o da lo´gica fuzzy para realizar esta operac¸a˜o. Esta func¸a˜o na˜o e´ mostrada na
estrutura da rede, pois o modelo simplesmente considera a negac¸a˜o como uma entrada a mais
do sistema.
Para realizar o aprendizado de uma rede composta por esses neuroˆnios via gradiente, e´
necessa´rio derivar as t-normas e s-normas. Se escolhidas func¸o˜es mais frequentemente utilizadas
como min e max para realizar as t-normas e s-normas, gera-se uma descontinuidade em suas
derivadas que podem penalizar o treinamento (Pedrycz e Rocha, 1993), como visto em (2.3) e
(2.4).
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∂∂x
min(a, x) =
{
1 se x < a
0 se x > a
(2.3)
∂
∂x
max(a, x) =
{
1 se x > a
0 se x < a
(2.4)
Para atacar o problema, os autores apontam que a utilizac¸a˜o de t-normas e s-normas pa-
rame´tricas suaves, que tendem a`s padro˜es min e max, tem grande diferenc¸a conceitual mas
apresentam um resultado similar no treinamento (Pedrycz e Rocha, 1993).
Tambe´m e´ discutido o aprendizado da estrutura via expansa˜o e reduc¸a˜o, ale´m de ser poss´ıvel
inicializar com conhecimento de especialistas, onde conexo˜es o´bvias sa˜o inseridas na rede para
facilitar a otimizac¸a˜o da estrutura. Os autores apontam aplicac¸o˜es para este tipo de rede com
bons resultados. Sa˜o elas: tomada de decisa˜o, problemas de diagno´stico e de controle. A Figura
2.2 exemplifica uma estrutura da rede baseada em neuroˆnios OR e AND. Este tipo de rede ja´
foi utilizado tambe´m para classificac¸a˜o em Caminhas et al. (1999), onde o aprendizado e´ feito
via competic¸a˜o.
AND
ORAND
AND
x1
x2
x3
y
Figura 2.2: Rede neural fuzzy com neuroˆnios AND e OR
Em Hell; Costa e Gomide (2008) sa˜o utilizados neuroˆnios lo´gicos do tipo OR para conceber
regras com as ativac¸o˜es da camada de entrada, suas sa´ıdas sa˜o agregadas diretamente por uma
camada cla´ssica de redes neurais. O me´todo FCM e´ utilizado para definir a estrutura da rede e
a soluc¸a˜o, via me´todos de otimizac¸a˜o, de uma equac¸a˜o relacional fuzzy e´ utilizada para ajustar
os pesos dos neuroˆnios fuzzy.
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2.4 Resumo
Este cap´ıtulo apresentou uma breve revisa˜o e conceitos de redes neurais fuzzy, destacando
modelos que utilizam t-normas e s-normas. O pro´ximo cap´ıtulo trata de modelos evolutivos, e
me´todos de aprendizado incremental.
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Cap´ıtulo 3
Sistemas Evolutivos e Aprendizado
Extremo
3.1 Introduc¸a˜o
Presentemente a quantidade de dados dispon´ıvel cresce de maneira sem precedentes. Dados
sa˜o produzidos e disponibilizados na˜o so´ em grande quantidade mas tambe´m sa˜o dinaˆmicos e
apresentados em forma de fluxo (Angelov; Filev e Kasabov, 2010). Em certos contextos, como
o da web, a quantidade gerada e´ ta˜o grande que o antigo modelo de aquisic¸a˜o e armazenamento
de todos os dados produzidos na˜o faz mais sentido, ou seja, o custo de obter novos dados e´
menor do que o custo de armazenamento. Portanto, e´ preciso extrair e armazenar informac¸a˜o
de forma compacta e ra´pida para poder descartar os dados irrelevantes.
Com este contexto em mente, novos me´todos de aprendizado de ma´quina foram desenvol-
vidos, com o objetivo de adaptar a` estas circunstaˆncias. Em particular, sistemas evolutivos
propo˜em um aprendizado de forma incremental e adaptativa, onde a estrutura do modelo e seus
paraˆmetros evoluem de forma gradual ao longo do tempo para acompanhar a dinaˆmica do fluxo
de dados (Kasabov, 1998).
O sistema a ser modelado pode apresentar comportamentos que caracterizam concept shifts e
concept drifts, isto e´, mudanc¸as repentinas ou graduais na dinaˆmica do sistema, respectivamente
(Wang; Schlobach e Klein, 2010). Com isso, e´ gerado um compromisso entre adaptabilidade a
curto prazo e sobreviveˆncia a longo prazo do modelo. Portanto, e´ necessa´rio que o modelo seja
suficientemente flex´ıvel para se adaptar a mudanc¸as abruptas do sistema, ao mesmo tempo em
que se evita deciso˜es de aprendizado catastro´ficas, evoluindo gradualmente. O modelo precisa
manter-se sempre u´til em qualquer instante.
11
Para tratar este novo problema de modelagem incremental de sistemas a partir de fluxos de
dados, me´todos com n´ıvel de adaptac¸a˜o maior, se comparados com os sistemas adaptativos con-
vencionais, foram desenvolvidos. Me´todos estes que tambe´m diferem da teoria de identificac¸a˜o
de sistemas e do aprendizado de ma´quina e estat´ıstico, onde usualmente assume-se que os pro-
cessos possuem distribuic¸a˜o Gaussiana e natureza aleato´ria (Angelov; Filev e Kasabov, 2010).
Na pro´xima sec¸a˜o sera˜o apresentados modelos mais importantes que possuem as caracter´ısticas
mencionadas.
3.2 Modelos Evolutivos Fuzzy
Sistemas evolutivos fuzzy (eFS, evolving Fuzzy Systems) sa˜o sistemas adaptativos que cons-
troem modelos a partir de fluxos de dados. Estes modelos podem ser vistos como uma com-
binac¸a˜o de modelos fuzzy, como um mecanismo evolutivo para representac¸a˜o e compactac¸a˜o
de informac¸a˜o, e me´todos recursivos de aprendizado de ma´quina (Lemos; Caminhas e Gomide,
2011).
Nas sec¸o˜es a seguir sera˜o apresentados detalhadamente os modelos: eTS (Angelov, 2002),
ePL (Lima; Gomide e Ballini, 2006), FBeM (Leite et al., 2011) e DENFIS (Kasabov e Song,
2002), pois esta˜o diretamente relacionados com o presente trabalho. Ale´m destes, outros mode-
los sa˜o proeminentes na literatura. A rede neural de infereˆncia fuzzy autoconstrutiva proposta
em Juang e Lin (1998), utiliza um me´todo baseado em agrupamento alinhado para particionar
o espac¸o de entrada recursivamente, definindo e eliminando conjuntos fuzzy de maneira incre-
mental. As regras sa˜o do tipo TSK modificadas e o aprendizado dos consequentes e´ realizado
via RLS.
O modelo FLEXFIS (flexible fuzzy inference system) (Lughofer, 2008 b), utiliza um algoritmo
recursivo baseado em quantizac¸a˜o vetorial chamado de eVQ (evolving Vector Quantization)
(Lughofer, 2008 a). A estimativa dos paraˆmetros dos consequentes e´ realizada utilizando uma
versa˜o ponderada do RLS. Em Rubio (2009) e´ proposto um modelo de mapa auto-organiza´vel
evolutivo utilizando conjuntos fuzzy tipo 2. Este modelo e´ baseado em um algoritmo de agru-
pamento evolutivo que utiliza um limiar para a distaˆncia entre as amostras de dados e o vizinho
mais pro´ximo, identificando quando adicionar um novo grupo. O modelo tambe´m faz uso de
um mecanismo de poda para identificar regras obsoletas.
Me´todos alternativos para adaptar a estrutura de modelos evolutivos fuzzy sa˜o explorados
na literatura. O sistema de infereˆncia fuzzy sequencial adaptativo (SAFIS) (Rong et al., 2006)
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utiliza um crite´rio baseado em distaˆncia, em conjunto com uma medida de influeˆncia de novas
regras para adaptar sua estrutura. A rede neural fuzzy auto-organiza´vel (Leng; McGinnity e
Prasad, 2005) emprega um crite´rio de erro para avaliar o desempenho da generalizac¸a˜o da rede
em conjunto com me´todos para adicionar e podar regras.
Modelos lingu´ısticos tambe´m sa˜o destacados, como em Angelov e Zhou (2008) que pro-
po˜e um classificador fuzzy utilizando o me´todo de agrupamento do modelo eTS e em Filev e
Angelov (2007) que utiliza modelagem lingu´ıstica evolutiva para detecc¸a˜o de falhas. Estudos
recentes concentram esforc¸os em computac¸a˜o granular e suas extenso˜es para modelagem, como
modelagem evolutiva baseada em intervalos e em conjuntos fuzzy (Leite et al., 2011). Outras
abordagens sa˜o baseadas em a´rvores fuzzy, como em Lemos; Caminhas e Gomide (2011), que
utiliza uma a´rvore de regressa˜o linear fuzzy, evoluindo a estrutura do modelo por meio de um
me´todo incremental baseado em testes estat´ısticos que avaliam a qualidade do modelo e de cada
operac¸a˜o construtiva candidata.
3.2.1 eTS
O modelo eTS (evolving Takagi-Sugeno) (Angelov, 2002), e´ um modelo funcional do tipo
Takagi-Sugeno, onde a base de regras e os paraˆmetros evoluem adicionando novas regras, modi-
ficando as regras existentes e ajustando os paraˆmetros para representar o conhecimento atual.
As regras em modelos eTS sa˜o da seguinte forma:
<i : IF x e´ Γi THEN zi = γi0 +
∑n
j=1 γijxj
i = 1, . . . , Lt
onde <i representa a i-e´sima regra fuzzy, Lt o nu´mero de regras em t; t = 1, . . . ; x ∈ [0, 1]n
e´ o vetor de entrada, zi a sa´ıda da i-e´sima regra; Γi o vetor de func¸o˜es de pertineˆncia e γij
os paraˆmetros dos consequentes. O modelo utiliza conjuntos dos antecedentes com func¸o˜es de
pertineˆncia Gaussianas e atualiza os paraˆmetros dos consequentes com mı´nimos quadrados. A
sa´ıda do modelo e´ determinada por uma me´dia ponderada e normalizada pelas ativac¸o˜es ai das
func¸o˜es de pertineˆncia:
yˆt =
∑Lt
i=1 aizi∑Lt
i=1 ai
(3.1)
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O procedimento recursivo para a evoluc¸a˜o baseada em regras e´ resumido no Algoritmo 3.1.
Algoritmo 3.1 Aprendizado do modelo eTS
inicializar estrutura e paraˆmetros;
ler novo dado de entrada;
calcular o potencial do novo dado;
atualizar o potencial dos agrupamentos;
modificar ou atualizar a estrutura da base de regras;
calcular os paraˆmetros dos consequentes das regras;
calcular a sa´ıda do modelo;
O procedimento para agrupamento dos dados de entrada afim de gerar os antecedentes e´ uma
variac¸a˜o do proposto por Yager e Filev (1994), onde a capacidade de um ponto se tornar um
centro de um agrupamento e´ avaliada por seu potencial. Os potenciais dos dados sa˜o calculados
por uma func¸a˜o de Cauchy. Basicamente se o potencial do novo dado e´ maior do que o potencial
de grupos ja´ existentes, e´ criado um novo grupo. Se um novo grupo esta´ pro´ximo de um grupo
ja´ existente, enta˜o o seu centro e´ o novo dado. Este procedimento e´ denominado eClustering+
e e´ abordado com mais detalhes na sec¸a˜o 4.4.2.
3.2.2 ePL
Outro paradigma de aprendizado evolutivo e´ o ePL (do ingleˆs evolving Participatory Lear-
ning) (Lima; Gomide e Ballini, 2006). A estrutura do modelo e´ a mesma do eTS. No ePL os
objetos de aprendizado sa˜o os centros dos agrupamentos vti, que sa˜o utilizados para as func¸o˜es de
pertineˆncia dos antecedentes das regras. Aprendizado participativo assume que o aprendizado
e o conhecimento sobre um sistema depende do que o mecanismo de aprendizado conhece sobre
o sistema em si. E´ utilizado um esquema com uma medida de compatibilidade ρ e um ı´ndice
de alerta γ. Se uma amostra de dados com alta compatibilidade e´ introduzida, o aprendizado
procede. Se na˜o, o algoritmo espera o ı´ndice de alerta ultrapassar um certo n´ıvel para reconhecer
uma amostra com baixa compatibilidade como novo conhecimento para o modelo.
A compatibilidade da entrada xt com cada grupo e´ calculada como segue:
ρti = 1−
||xt − vi||
n
(3.2)
onde || · || denota norma Euclidiana. O ı´ndice de alerta γ e´ atualizado utilizando:
γt+1i = γ
t
i + β(1− ρti − γti) (3.3)
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O valor de β ∈ [0, 1] controla a taxa de mudanc¸a do ı´ndice de alerta: quanto mais perto β
chega de um, mais ra´pido o sistema deve detectar variac¸o˜es de compatibilidade. Se o valor do
ı´ndice de alerta exceder um limiar τ ∈ [0, 1], enta˜o um novo grupo e´ criado com centro em xt.
Caso contra´rio, o grupo mais compat´ıvel, i.e. o grupo com o maior ρ, e´ atualizado utilizando:
vt+1i = v
t
i + α(ρ
t
i)
1−γt+1i (xt − vti) (3.4)
Compatibilidade entre os centros dos grupos tambe´m sa˜o computadas para verificar se existe
redundaˆncia:
ρtvi = 1−
Lt∑
j=1
||vi − vj|| (3.5)
Se ρtvi > λ , λ ∈ [0, 1], enta˜o o grupo e´ removido por ser considerado redundante. O
me´todo na˜o necessita de uma entrada direta indicando o nu´mero de grupos, mas τ influencia
diretamente no nu´mero final de grupos gerado. A estimativa dos paraˆmetros dos consequentes e´
feita via mı´nimos quadrados recursivo. Os passos principais do algoritmo de aprendizagem sa˜o
resumidos no Algoritmo 3.2. A Figura 3.1 mostra um diagrama do aprendizado participativo.
Algoritmo 3.2 Aprendizado participativo
ler novo dado;
calcular o ı´ndice de compatibilidade ρti;
calcular o ı´ndice de alerta γti ;
if γti ≥ τ then
xt e´ um novo centro;
else
atualizar centro mais pro´ximo;
end if
calcular o ı´ndice de compatibilidade entre agrupamentos ρtvi ;
if ρtvi ≥ λ then
excluir vi;
end if
atualizar estrutura da base de regras;
calcular paraˆmetros dos consequentes;
calcular sa´ıda dos antecedentes;
calcular a sa´ıda do modelo;
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Figura 3.1: Aprendizado participativo
3.2.3 DENFIS
O modelo DENFIS (dynamic evolving neural-fuzzy inference system) proposto por Kasabov
e Song (2002), tem estrutura similar a da EFuNN (Kasabov, 2001). Para particionar o espac¸o
de entrada, o modelo DENFIS utiliza o me´todo ECM (evolving clustering method), que resumi-
damente adiciona grupos se uma amostra de dado de treinamento apresentado esta´ distante o
suficiente dos grupos ja´ formados. Para isso e´ utilizado um valor de limiar que influencia direta-
mente no nu´mero final de grupos encontrados. Os passos principais do ECM sa˜o demonstrados
no Algoritmo 3.3, onde ci representa as coordenadas dos centros do grupo i, ri as disperso˜es das
func¸o˜es de ativac¸a˜o do grupo i, dj a distaˆncia Euclidiana entre cada componente i da entrada
para cada componente i do centro cj.
Algoritmo 3.3 ECM
iniciar o primeiro grupo c1 = x
1;
iniciar a dispersa˜o do grupo r1 = 0;
while existirem dados de entrada do
ler novo dado;
calcular distaˆncias dj entre x
t e os centros cj;
if ∃ dil > min(rij), ∀ l, j then
calcular os ı´ndices sj = dj + rj;
s∗ = min(sij) ∀ i, j;
if s∗ < 2×limiar then
criar novo grupo com centro cj+1 = x
t;
else
r∗ correspondente ao s∗ e´ dividido por 2;
c∗ correspondente ao s∗ e´ atualizado;
end if
end if
end while
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Este procedimento enta˜o e´ utilizado ao mesmo tempo em que os paraˆmetros dos consequentes
sa˜o atualizados, a sa´ıda da rede e´ calculada da seguinte forma:
y0 =
∑m
i=1wifi(x
0
1, x
0
2, . . . , x
0
n)∑m
i=1wi
(3.6)
onde wi e´ a distaˆncia entre o exemplo j e o seu respectivo centro. Alternativamente pode-se
utilizar ativac¸o˜es das func¸o˜es de pertineˆncia como wT = [w1, . . . , wm].
No caso de utilizar func¸o˜es do tipo fi = b0 + b1x1 + b2x2 + . . . + bnxn para construir um
modelo Takagi-Sugeno de primeira ordem, o aprendizado e´ realizado via mı´nimos quadrados
recursivo com fator de esquecimento λ, aqui reproduzido na sua forma ponderada por w:
bt+1 = bt + wt+1Pt+1at+1(y
T
t+1 − aTt+1bt) (3.7)
Pt+1 =
1
λ
[
Pt − wt+1Ptat+1a
T
t+1Pt
λ+ aTt+1Ptat+1
]
(3.8)
onde aT = [1, x1, . . . , xn] e b
T = [b0, b1, . . . , bn].
3.2.4 FBeM
O modelo FBeM (Fuzzy set Based granular evolving Model) (Leite et al., 2011) utiliza func¸o˜es
de pertineˆncia Gaussianas e respectivos graus de ativac¸a˜o ai, i = 1, . . . , Lt para particionar o
espac¸o de entrada e ponderar regras funcionais do tipo Takagi-Sugeno. Os consequentes sa˜o
calculados por:
pi = ri0 +
n∑
j=1
rijxj (3.9)
onde rij sa˜o os paraˆmetros do consequente e p
i e´ a sa´ıda da i-e´sima regra. A sa´ıda do modelo se
da´ por uma me´dia ponderada:
p =
∑Lt
i=1 min (a
i
1, . . . , a
i
n) p
i∑Lt
i=1 min (a
i
1, . . . , a
i
n)
(3.10)
A criac¸a˜o de regras e´ feita quando na˜o ha´ ativac¸a˜o superior a um determinado limiar, ou
seja, min (ai1, . . . , a
i
n) ≤ ρ ∀i onde ρ ∈ [0, 1]. A adaptac¸a˜o de regras consiste em contrair ou
expandir os graˆnulos representados pelos conjuntos fuzzy, via alterac¸a˜o do raio das func¸o˜es de
pertineˆncia baseada na frequeˆncia em que a func¸a˜o e´ ativada. Tambe´m e´ alterado seu valor
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modal com a me´dia das amostras que ativaram o graˆnulo. Os paraˆmetros dos consequentes sa˜o
atualizados com mı´nimos quadrados recursivo.
O autor tambe´m discute um me´todo para ajustar o limiar de criac¸a˜o dos graˆnulos baseado no
erro que o usua´rio deseja atingir. Ao longo do tempo e´ poss´ıvel aglutinar grupos para representar
melhor graˆnulos maiores e remover redundaˆncia. Os centros das func¸o˜es de pertineˆncia sa˜o
combinados proporcionalmente aos seus raios e o novo raio e´ determinado somando os dois
antigos. E´ feita uma me´dia dos paraˆmetros dos consequentes antigos para serem usados como
paraˆmetros do novo consequente. Neste me´todo tambe´m sa˜o removidos graˆnulos que na˜o foram
ativados por um determinado per´ıodo de tempo. A visa˜o geral do me´todo e´ apresentada no
Algoritmo 3.4.
Algoritmo 3.4 FBeM
iniciar o primeiro grupo;
while existirem dados de entrada do
ler novo dado;
if acomodar novas informac¸o˜es then
criar novo graˆnulo e regra;
adaptar regras e graˆnulos existentes;
else
descartar amostra;
end if
otimizar estrutura granular;
end while
3.3 Aprendizado Extremo
Aprendizado extremo foi proposto por Huang; Zhu e Siew (2004). A ideia consiste em
treinar redes neurais com uma u´nica camada intermedia´ria sem utilizar me´todos iterativos. O
autor argumenta (e prova matematicamente) que os pesos da camada escondida na˜o precisam
ser ajustados, e´ necessa´rio somente atribuir valores aleato´rios a esses pesos e ajustar os pesos
da camada de sa´ıda analiticamente. Aprendizado extremo apresenta vantagens sobre outros
me´todos para o aprendizado evolutivo e convencional em batelada, como: melhor generalizac¸a˜o
e procedimento na˜o iterativo e livre de derivadas. De forma geral, uma rede de u´nica camada
escondida realiza a seguinte func¸a˜o:
fj(x) =
L∑
i=1
βiG(x, ai, bi) (3.11)
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ondeG(x, ai, bi) denota a func¸a˜o de sa´ıda do neuroˆnio i da camada intermedia´ria com paraˆmetros
ai e bi, L e´ o nu´mero de neuroˆnios da camada intermedia´ria e βi e´ o peso entre o neuroˆnio i e o
neuroˆnio da sa´ıda.
Desta forma e´ poss´ıvel utilizar amostras de uma distribuic¸a˜o de probabilidades cont´ınua,
como a uniforme padra˜o U(0, 1), para inicializar os paraˆmetros ai. A seguir determina-se o
valor das func¸o˜es de sa´ıda G(·) dos neuroˆnios da camada escondida para todo o conjunto de
treinamento e utilizar o me´todo dos mı´nimos quadrados para estimar os paraˆmetros βi.
Huang e Chen (2007) prova que as extreme learning machines - ELMs, i.e. me´todos que
utilizam aprendizado extremo, sa˜o aproximadores universais contanto que o modelo tenha essa
capacidade. Em outras palavras, treinar um modelo com aprendizado extremo obte´m aproxi-
madores universais se a estrutura do modelo permitir aproximac¸a˜o universal.
O modelo geral apresentado na Equac¸a˜o (3.11) foi obtido apo´s a ana´lise isolada de modelos
como a rede de base radial (Huang e Siew, 2004) e modelos com regras fuzzy representando a
camada escondida (Huang et al., 2005). E´ poss´ıvel aplicar o me´todo em modelos com aprendi-
zado online, pois e´ poss´ıvel utilizar a versa˜o recursiva do me´todo dos mı´nimos quadrados para
ajustar os paraˆmetros da camada de sa´ıda. As equac¸o˜es dos me´todos de mı´nimos quadrados re-
cursivo e esta´tico esta˜o demonstradas nas Sec¸o˜es 4.6 e 4.7. Utilizando mı´nimos quadrados, ja´ foi
demonstrado que os pesos assumem os menores valores poss´ıveis, o que favorece na capacidade
de generalizac¸a˜o da rede (Huang; Zhu e Siew, 2004).
A literatura destaca diversos modelos que utilizam extreme learning. Diferentes modelos
utilizam variados tipos de neuroˆnios na camada escondida, como: relac¸o˜es fuzzy (Huang et al.,
2005) e neuroˆnios complexos (Huang et al., 2008). ELM tambe´m foi empregado em ma´quinas
de vetor suporte (SVM) (Liu; He e Shi, 2008) e aplicac¸o˜es como: avaliac¸a˜o de seguranc¸a em
sistemas de poteˆncia (Xu et al., 2012), preservac¸a˜o de privacidade (Samet e Miri, 2012), detecc¸a˜o
automa´tica de ataque epile´ptico em eletroencefalograma (Song; Crowcroft e Zhang, 2012) e
reconhecimento de ac¸o˜es humanas (Minhas; Mohammed e Wu, 2012).
Outra extensa˜o natural e´ o uso de aprendizado extremo para modelar sistemas evolutivos
fuzzy. Pelo fato de ser livre de derivadas, o me´todo pode ser utilizado em conjunto com neuroˆnios
que desempenham qualquer func¸a˜o na˜o linear. E´ poss´ıvel utiliza´-lo para treinar redes que usem,
por exemplo, uninormas em seus neuroˆnios da camada intermedia´ria. Devido a estes argumentos,
o aprendizado extremo foi escolhido para realizar o treinamento da rede apresentada no pro´ximo
cap´ıtulo.
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3.4 Resumo
Este cap´ıtulo discorreu sobre os modelos evolutivos predominantes na literatura, apresen-
tando uma breve visa˜o do estado da arte da a´rea. Tambe´m foi introduzido o me´todo para
treinamento de redes neurais conhecido como aprendizado extremo (extreme learning). No pro´-
ximo cap´ıtulo, sera˜o utilizados esses conceitos para desenvolver o treinamento para uma rede
neural baseada em uninormas.
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Cap´ıtulo 4
Redes Baseadas em Uninormas com
Aprendizado Extremo
4.1 Introduc¸a˜o
Este cap´ıtulo apresenta uma rede neural fuzzy evolutiva baseada em uninormas. O apren-
dizado envolve agrupamento para granularizar o espac¸o de entrada e aprendizado extremo para
ajustar os pesos e demais paraˆmetros da rede. Com o uso de aprendizado extremo, a comple-
xidade introduzida pelas uninormas e´ contornada, o que possibilita o uso desta em aplicac¸o˜es
online. Introduz-se os conceitos de uninormas, unineurons e uninetworks. Detalha-se a estru-
tura da rede adotada, os me´todos de agrupamento considerados e os me´todos de ajuste dos
paraˆmetros. O treinamento da versa˜o esta´tica da rede e´ resumido e a prova de aproximac¸a˜o
universal apresentada.
4.2 Unineurons e Uninetworks
Normas triangulares possuem elemento identidade 1 para t-normas e 0 para t-conormas,
tambe´m chamadas de s-normas. Uninormas as generalizam e unificam-as permitindo que o
elemento neutro tenha seu valor no intervalo unita´rio, i.e. e ∈ [0, 1]. Portanto, as uninormas
sa˜o t-normas para e = 1 e s-normas quando e = 0. Para os outros valores de e elas possuem
caracter´ısticas intermedia´rias. Formalmente uninorma e´ uma operac¸a˜o bina´ria u : [0, 1]×[0, 1]→
[0, 1] que possui as seguintes propriedades:
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1. Comutatividade: a u b = b u a
2. Associatividade: a u (b u c) = (a u b) u c
3. Monotonicidade: se b ≤ c, enta˜o a u b ≤ a u c
4. Identidade: a u e = a, ∀ a ∈ [0, 1]
Uninormas tambe´m possuem a propriedade da dominaˆncia, mostrada na Figura 4.1, que
define se a func¸a˜o nos intervalos a < e, b > e e a > e, b < e e´ mais pro´xima do operador min ou
max.
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max t-norma
s-norma max
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Ω
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min
dominância                 oudominância
Figura 4.1: Uninorma com dominaˆncia e e ou
Uninormas foram utilizadas em trabalhos relacionados com redes neuro-fuzzy como em Pe-
drycz (2006), que explora o neuroˆnio baseado em uninormas fazendo uma ana´lise do seu compor-
tamento, mas na˜o propo˜e formas de treinamento de redes baseadas nesse neuroˆnio. Hell et al.
(2009) propo˜em um aprendizado por reforc¸o para realizar o treinamento da camada intermedia´-
ria. Em Lemos; Caminhas e Gomide (2010) e´ utilizado um algoritmo gene´tico para ajustar os
paraˆmetros da rede uma vez que a proposta sugere uma nova estrutura de rede. Esses autores
sugerem que o uso de uninormas para o treinamento de redes neuro-fuzzy resulta em um modelo
mais flex´ıvel e geral enquanto mante´m certa transpareˆncia.
Neuroˆnios constru´ıdos com uninormas possuem n´ıveis de agregac¸a˜o local e global, pois um
neuroˆnio lo´gico possui uma formulac¸a˜o do tipo:
n
L
i=1
(wi Li xi), onde L e´ um operador global e
Li local. Assim uninormas podem ser aplicadas a um destes n´ıveis ou em ambos. O modelo de
um neuroˆnio baseado em uninormas adotado neste trabalho e´ mostrado na Figura 4.2. A sa´ıda
y e´ computada da seguinte forma:
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y = UU(w, a) =
n
U
i=1
(wi u ai) (4.1)
U
w1
w2
wn
a1
a2
an
y
Figura 4.2: Neuroˆnio baseado em uninorma
O aprendizado de redes utilizando este tipo de neuroˆnio foi, em trabalhos iniciais, executado
utilizando o me´todo do gradiente. Uma proposta de uninorma modificada e´ exposta em Lemos;
Caminhas e Gomide (2010). Nela a dominaˆncia da uninorma tambe´m e´ adicionada como paraˆ-
metro, provendo maior flexibilidade ao modelo. O aprendizado e´ feito via uma combinac¸a˜o do
me´todo de agrupamento FCM e um algoritmo gene´tico com codificac¸a˜o real.
A utilizac¸a˜o de uninormas traz maior flexibilidade ao custo de mais paraˆmetros para ajustar
em tempo de treinamento. Este fato levou autores dos trabalhos citados a buscarem me´todos
que possam lidar com a complexidade extra, como algoritmos gene´ticos. Apesar dos resultados
obtidos, esse tipo de treinamento e´ impratica´vel para uma aplicac¸a˜o em tempo real.
4.3 Topologia da Rede
O estrutura da rede neural fuzzy considerada neste trabalho foi estudada previamente em
Hell; Costa e Gomide (2008), apresentando resultados para aproximac¸a˜o de func¸o˜es. Este tipo
de estrutura facilita adic¸a˜o e remoc¸a˜o de neuroˆnios na camada intermedia´ria, caracter´ıstica que
possibilita a implementac¸a˜o de sistemas evolutivos. A rede e´ isomo´rfica a` uma base de regras
fuzzy e tem duas partes principais, uma correspondendo a um sistema de infereˆncia fuzzy e
outra correspondente a uma operac¸a˜o de agregac¸a˜o feita por uma rede neural. A Figura 4.3
exibe a estrutura da rede.
As primeiras duas camadas formam o sistema de infereˆncia. A primeira camada e´ composta
por func¸o˜es de pertineˆncia de conjuntos fuzzy que granularizam o espac¸o de entrada, caracteri-
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Sistema de Inferência Fuzzy Rede Neural de Agregação
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Figura 4.3: Estrutura da rede neural fuzzy baseada em uninormas
zando uma partic¸a˜o fuzzy. Foram utilizadas func¸o˜es de pertineˆncia Gaussianas centradas em cl
com dispersa˜o σ. O grau de pertineˆncia da entrada xi e´ computado utilizando a Equac¸a˜o (4.2).
Para cada componente xi de um vetor de entrada x n-dimensional existem L conjuntos fuzzy
Alii , li = 1, . . . , L. L corresponde ao nu´mero de regras do sistema.
ali = exp
(
−(xi − cli)
2
2σ2
)
(4.2)
onde l = 1, . . . , L, i = 1, . . . , n e cli e´ a i-e´sima componente do l-e´simo centro de grupo. A
dispersa˜o σ e´ definida a priori e mantida constante durante o processo evolutivo.
A segunda camada conte´m neuroˆnios do tipo UU para agregar as sa´ıdas da camada de entrada
ponderadas pelos pesos wli:
zl =
n
U
i=1
(ali u wli) (4.3)
aqui zl , l = 1, . . . , L e´ a sa´ıda do l-e´simo neuroˆnio da camada intermedia´ria; U sa˜o uninormas
definidas usando o construtor (4.4); wli sa˜o os pesos sina´pticos.
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u(a, w) =
 e+ (1− e)
(
(a−e)
(1−e) s
(w−e)
(1−e)
)
se a, w ∈ (e, 1]
e(a
e
t w
e
) caso contra´rio
(4.4)
onde a t-norma t e a s-norma s sa˜o, respectivamente, o produto alge´brico a tw = aw e a soma
probabil´ıstica a sw = a+w−aw. Esse tipo de construtor e´ sugerido em (Yager e Rybalov, 1996).
Essa escolha resulta em uma superf´ıcie mais suave para a func¸a˜o de transfereˆncia do neuroˆnio
fuzzy, ao contra´rio da combinac¸a˜o min-max que gera mudanc¸as abruptas nos extremos de (a, e)
e (e, w) Yager e Rybalov (1996). A Figura 4.4 mostra a superf´ıcie gerada pela construc¸a˜o de
uninorma utilizada neste trabalho.
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Figura 4.4: Superf´ıcie da uninorma utilizada
A terceira e u´ltima camada, que forma a segunda parte da rede, e´ uma camada cla´ssica de
neuroˆnios com func¸o˜es de ativac¸a˜o sigmoidal f(x) = 1/(1 + e−x), cujas sa´ıdas sa˜o:
yˆj = f
(
L∑
l=1
rjlzl
)
(4.5)
onde j = 1, . . . ,m, m e´ a dimensa˜o do espac¸o de sa´ıda e rjl e´ o peso associado a` conexa˜o entre
o l-e´simo neuroˆnio da camada intermedia´ria com a j-e´sima sa´ıda.
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4.4 Procedimentos de Agrupamento
A maioria das redes neurais fuzzy utilizam algum me´todo de agrupamento para granularizar
o espac¸o de entrada. O FCM (fuzzy c-means) e´ uma escolha frequente na literatura e foi utilizado
para particionar o espac¸o de entrada no caso esta´tico. Duas alternativas sa˜o apresentadas para
o agrupamento recursivo: eClustering+, do me´todo eTS+ (Angelov, 2010), e ePL, utilizando
aprendizado participativo (Lima; Gomide e Ballini, 2006).
O espac¸o de entrada pode ser particionado basicamente em treˆs formas (Jang e Sun, 1997,
p. 86): grade, a´rvore e por grupos, conforme ilustra a Figura 4.5 para espac¸os de entrada de
duas dimenso˜es.
(a) Partic¸a˜o em grade (b) Partic¸a˜o em a´rvore (c) Partic¸a˜o em grupos
Figura 4.5: Tipos de partic¸a˜o do espac¸o de entrada.
Utilizar o modo grade pode ser interessante para aproximar func¸o˜es onde se tem um hiper-
cubo bem definido para a regia˜o de trabalho do modelo. Utilizar uma partic¸a˜o em forma de
a´rvore e´ u´til quando o sistema apresenta caracter´ısticas hiera´rquicas. Particionar em grupos
pode economizar recursos e criar modelos mais compactos e interpreta´veis, de forma que podem
existir regio˜es do espac¸o de entrada que na˜o possuem amostras, ou na˜o representam regio˜es de
operac¸a˜o do sistema. Nas sec¸o˜es a seguir sa˜o apresentados os me´todos utilizados em conjunto
com os algoritmos de treinamento propostos.
4.4.1 FCM
Fuzzy C-Means (FCM) e´ um me´todo de agrupamento esta´tico onde uma amostra de dados
pode pertencer a um ou mais grupos com um certo grau de pertineˆncia (Bezdek; Ehrlich e Full,
1984). O objetivo do me´todo e´ minimizar a seguinte func¸a˜o:
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Jm =
N∑
i=1
L∑
j=1
µmij ||xi − cj||2 , m ≥ 1 (4.6)
onde µij e´ o grau de pertineˆncia de xi ao grupo cj.
A cada iterac¸a˜o µij e os centros cj sa˜o atualizados conforme:
µij =
(
L∑
k=1
(
xi − cj
xi − ck
) 2
m−1
)−1
(4.7)
cj =
∑N
i=1 µijxi∑N
i=1 µij
(4.8)
O procedimento e´ executado ate´ que na˜o haja modificac¸a˜o significativa na estrutura do
agrupamento, como por exemplo ate´ que max
{|µt+1ij − µtij|} < , onde  e´ um valor escolhido
previamente. A figura 4.6 mostra um exemplo de granularizac¸a˜o feita de acordo com o algoritmo
FCM.
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Figura 4.6: Exemplo de granularizac¸a˜o feita pelo algoritmo FCM
Os passos principais do FCM esta˜o listados no Algoritmo 4.1.
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Algoritmo 4.1 FCM
ler a primeira amostra de dados
inicializar os graus de pertineˆncia µij;
while condic¸a˜o de parada na˜o satisfeita do
atualizar centros com (4.8)
atualizar pertineˆncias com (4.7)
end while
GK-Clustering (Gustafson e Kessel, 1978) estende o FCM, pois possibilita a detecc¸a˜o de
grupos na˜o esfe´ricos via uso de matriz de covariaˆncia, modificando a norma utilizada como
distaˆncia. Desta forma o me´todo consegue identificar grupos elipsoidais. Recentemente foi
proposta uma versa˜o recursiva do GK-Clustering por Dovzan e Skrjanc (2011) a partir do GK-
Clustering esta´tico.
4.4.2 eClustering+
Uma abordagem para agrupamento recursivo consiste em estimar a densidade em cada ponto
utilizando a Equac¸a˜o (4.9):
Dt(ot) =
(
(t− 1)
(
n+m∑
j=1
o2tj + 1
)
+ bt − 2
n+m∑
j=1
otjhtj
)−1
(4.9)
com ot = [x
T ,yT ]T ; D1(o1) = 1; bt = bt−1 +
∑n+m
j=1 o
2
(t−1)j; b1 = 0; htj = h(t−1)j + o(t−1)j; h1j = 0;
j = 1, . . . , n+m.
Recursivamente, a densidade para cada centro de grupo e´ calculada utilizando a Equac¸a˜o
(4.10):
Dt(o
i∗) =
t− 1
t− 1 + (t− 2)
(
1
Dt−1(oi∗ )
− 1
)
+
∑n+m
j=1 (otj − o(t−1)j)
(4.10)
inicializando com D1(o
i∗) = 1.
Candidatos a centros de grupo sa˜o selecionados se a seguinte condic¸a˜o e´ verdadeira: condic¸a˜o
A: Dt(ot) > maxDt(o
i∗) ou Dt(ot) < minDt(o
i∗) onde i∗ sa˜o os ı´ndices dos centros dos grupos.
Para evitar sobreposic¸a˜o excessiva e redundaˆncia, o grupo e´ criado somente se na˜o satisfaz:
condic¸a˜o B: ∃l ∈ [1, Lt] | ali > e−1,∀i ∈ [1, n].
Outro ponto importante e´ o monitoramento da qualidade dos grupos. Segundo Angelov
(2010) a qualidade das regras pode ser monitorada via: suporte, que representa o nu´mero de
amostras de dados associado a` regra; idade, indicando idade relativa e acumulada das regras;
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utilidade, representando o acu´mulo relativo da ativac¸a˜o das regras; e densidade local, que re-
presenta uma medida de poder de generalizac¸a˜o.
Neste trabalho foi utilizada a medida de idade das regras para remover as que apresentarem
idade maior do que um desvio padra˜o acima da me´dias das idades. A idade I e´ calculada
utilizando o suporte S da seguinte forma:
Stl = S
t−1
l + 1 , se l =
Lt
arg max
l=1
n∑
i=1
ali (4.11)
onde al e´ a ativac¸a˜o como em (4.2) e a idade e´ computada com:
I tl = t−
∑Stl
i=1Ei
Stl
(4.12)
onde Ei denota o instante de tempo em que cada amostra pertencente ao grupo foi apresentada
ao sistema. As regras com idade maior que a me´dia mais um desvio padra˜o sa˜o removidas, ou
seja, se uma regra satisfaz: condic¸a˜o C: I tl > I
t + Î t, onde I t e´ a me´dia das idades em t e Î t o
desvio padra˜o.
O Algoritmo 4.2 sumariza os passos do algoritmo eClustering+.
Algoritmo 4.2 eClustering+
ler a primeira amostra de dados
inicializar o primeiro centro oi
∗ ← o1;
D1(o1)← 1; b1 ← 0; h1j ← 0; D1(oi∗)← 1;
while existirem dados de entrada do
ler o vetor entrada-sa´ıda ot
atualizar a densidade do ponto (4.9)
atualizar as densidades dos grupos (4.10)
if condic¸a˜o A e´ verdadeira then
formar um novo centro de grupo
Lt ← Lt + 1; oi∗ ← ot; D(oi∗)← 1;
end if
if condic¸a˜o B e´ verdadeira then
remover o grupo que ativou essa condic¸a˜o
end if
atualizar as idades dos grupos (4.10)
if condic¸a˜o C e´ verdadeira then
remover a regra que ativou essa condic¸a˜o
end if
end while
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4.4.3 Agrupamento ePL
A segunda alternativa para agrupamento recursivo e´ utilizar os procedimentos para agrupa-
mento do modelo ePL, apresentado na Sec¸a˜o 3.2.2. Como o me´todo ja´ foi apresentado, nesta
sec¸a˜o sera˜o enumeradas as equac¸o˜es utilizadas para implementar o me´todo. A compatibilidade
da entrada xt com cada grupo e´ calculada com:
ρti = 1−
||xt − vi||
n
(4.13)
onde || · || denota norma Euclidiana. O ı´ndice de alerta γ e´ atualizado:
γt+1i = γ
t
i + β(1− ρti − γti) (4.14)
Se o valor do ı´ndice de alerta exceder um limiar τ ∈ [0, 1], enta˜o um novo grupo e´ criado
com centro em xt. Caso contra´rio, o grupo mais compat´ıvel, i.e. o grupo com o maior ρ, e´
atualizado utilizando:
vt+1i = v
t
i + α(ρ
t
i)
1−γt+1i (xt − vti) (4.15)
A compatibilidade entre os centros dos grupos sa˜o computadas para verificar se existe re-
dundaˆncia:
ρtvi = 1−
Lt∑
j=1
||vi − vj|| (4.16)
Se ρtvi > λ , λ ∈ [0, 1], enta˜o o grupo e´ removido por ser considerado redundante. O
Algoritmo 4.3 resume os passos do agrupamento do ePL.
4.5 Ajuste de Paraˆmetros
Como apresentado na Sec¸a˜o 3.3, o aprendizado extremo e´ uma alternativa interessante para
treinar redes neurais com uma camada intermedia´ria. Os autores do me´todo demonstraram ser
poss´ıvel utiliza´-lo em conjunto com va´rios tipos de func¸o˜es de ativac¸a˜o na˜o lineares nos neuroˆnios
da camada escondida (Huang; Zhu e Siew, 2004). Outro ponto que viabiliza a utilizac¸a˜o de
aprendizado extremo no modelo proposto e´ a possibilidade de realizar o ajuste dos paraˆmetros
da u´ltima camada utilizando o me´todo de mı´nimos quadrados recursivo.
O treinamento e´ realizado de forma semelhante aos outros modelos que utilizam aprendizado
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Algoritmo 4.3 Agrupamento ePL
ler a primeira amostra de dados
inicializar o primeiro centro v11 ← x1; γ11 ← 0;
while existem dados de entrada do
ler o vetor entrada xt
for i = 1 ate´ Lt do
atualizar ρti com (4.13)
atualizar γti com (4.14)
end for
if γti > τ, ∀i ∈ [1, Lt] then
formar um novo grupo centrado em xt
else
atualizar o centro com maior ρ utilizando (4.15)
end if
computar ρtvi utilizando (4.16)
if ∃ ρtvi de forma que ρtvi > λ then
vti e´ redundante; remover o i-e´simo grupo
end if
end while
extremo. Primeiramente, valores aleato´rios em [0, 1] sa˜o atribu´ıdos aos pesos wli e elementos
identidade e dos neuroˆnios UU . Os paraˆmetros da u´ltima camada sa˜o atualizados via mı´nimos
quadrados para o caso esta´tico e mı´nimos quadrados recursivo para o caso evolutivo. Em Yen;
Wang e Gillespie (1998) sa˜o sugeridas dois tipos de aprendizado para determinar os paraˆmetros
de modelos fuzzy : local e global. No sentido do trabalho citado, o me´todo empregado nesta
dissertac¸a˜o realiza aprendizado global. Cada paraˆmetro dos consequentes contribui parcialmente
para estimar a sa´ıda do modelo.
4.6 XUninet
A versa˜o esta´tica do treinamento para a rede baseada em uninormas e´ denominada XUninet
(eXtreme learning Uninetwork). Para treinar a XUninet, a granularizac¸a˜o do espac¸o de en-
trada e´ feita utilizando o algoritmo fuzzy c-means (FCM) (Bezdek; Ehrlich e Full, 1984). FCM
e´ uma escolha comum para granularizar o espac¸o de entrada em trabalhos correlatos (Shing e
Jang, 1993; Ballini e Gomide, 2002; Lemos; Caminhas e Gomide, 2010). A distaˆncia Euclidiana
ate´ o centro do grupo mais pro´ximo foi utilizada como a dispersa˜o σ dos grupos. Os centros dos
grupos sa˜o projetados nos eixos correspondentes e sa˜o formados conjuntos fuzzy Gaussianos,
centrados nas projec¸o˜es dos respectivos valores modais (centros) e com dispersa˜o σ;
O ajuste dos paraˆmetros restantes e´ realizado da seguinte forma: utiliza-se amostras da
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distribuic¸a˜o uniforme padra˜o U(0, 1) para iniciar os pesos e elementos identidade dos neuroˆnios
UU , e a seguir o me´todo dos mı´nimos quadrados e´ aplicado para ajustar os pesos da camada de
sa´ıda RL×m:
R = (ZTZ)−1ZTf−1(Y) (4.17)
Onde f−1(Y) = log(Y)− log(1−Y) e´ a inversa da func¸a˜o de ativac¸a˜o da sa´ıda, e os valores
de YN×m sa˜o os N exemplos de dados esperados na sa´ıda para cada dimensa˜o m. ZN×L e´
uma matriz cujos valores sa˜o as sa´ıdas dos L neuroˆnios da segunda camada apo´s propagar os
N exemplos de treinamento atrave´s da rede. O Algoritmo 4.4 resume os principais passos do
treinamento da XUninet.
Algoritmo 4.4 Procedimento de aprendizado da XUninet
ler e normalizar os dados
executar o FCM para particionar o espac¸o de entrada
atribuir aleatoriamente os valores dos pesos e elementos identidade
propagar os exemplos de entrada atrave´s da rede
utilizar mı´nimos quadrados
4.6.1 Aproximac¸a˜o Universal
Provas de aproximac¸a˜o universal sa˜o utilizadas para demonstrar a capacidade de aproxima-
c¸a˜o funcional de redes neurais (Hornik; Stinchcombe e White, 1989; Park e Sandberg, 1991).
Essas provas tem o objetivo de mostrar que uma rede neural pode aproximar uma func¸a˜o con-
t´ınua com um erro arbitra´rio, dado um nu´mero suficiente de unidades de processamento. Esta
sec¸a˜o apresenta uma prova para a versa˜o batch da rede proposta, a XUninet. Espera-se que a
versa˜o evolutiva compartilhe das mesmas caracter´ısticas. Esta´ fora do escopo desta dissertac¸a˜o
provar que a versa˜o evolutiva e´ um aproximador universal.
Teorema 1. Seja uma rede XUninet, N pares de vetores entrada e sa´ıda correspondentes
(xt,yt) onde xt ∈ n e yt ∈ m, com N = L e func¸o˜es de pertineˆncia Al centradas em xt
quando l = t e raio tendendo a zero, i.e. σl → 0. Para qualquer w e elementos de identidade e
com valores em (0, 1) a matriz de sa´ıda da camada intermedia´ria Z e´ invers´ıvel e ||Zr−Y|| = 0
com probabilidade um.
Prova. Quando as func¸o˜es de pertineˆncia Al esta˜o centradas em xt quando l = t e teˆm
raio tendendo a zero, as sa´ıdas dos neuroˆnios al da camada de entrada sera˜o iguais a 1 somente
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quando l = t. Em outras palavras, as entradas do l-e´simo unineuron sera˜o iguais a 1 somente
quando l = t enquanto todos os outros neuroˆnios tera˜o 0 em suas entradas. Denote por zl(1)
a sa´ıda do l-e´simo unineuron quando todas as suas entradas sa˜o 1 e por zl(0) quando todas
as entradas sa˜o 0. A matriz ZN×N, cujas linhas correspondem a`s sa´ıdas dos N neuroˆnios da
camada intermedia´ria para cada um dos N dados de entrada, tera´ a seguinte forma:
Z =

z1(1) z2(0) · · · zN(0)
z1(0) z2(1) · · · zN(0)
...
...
. . .
...
z1(0) z2(0) · · · zN(1)

A matriz Z pode ser reescrita como Z = B + pqT , onde B e´
B =

z1(1)− z1(0) 0
z2(1)− z2(0)
. . .
0 zN(1)− zN(0)

e p e´ um vetor colunaN×1 com todas asN componentes iguais a 1 e q = [z1(0), z2(0), . . . , zN(0)].
Dado que uninormas sa˜o monotoˆnicas, e os pesos wli ∈ (0, 1), enta˜o zl(1) > zl(0). Conclui-se
que B e´ invers´ıvel pois zl(1)− zl(0) > 0, ∀ l, isto e´, seu determinante e´ positivo.
A fo´rmula de Sherman-Morrison (Sherman e Morrison, 1950) nos fornece um mecanismo
para obter a inversa de Z. Isto e´, Z−1 pode ser reescrita por:
Z−1 =
(
B + pqT
)−1
= B−1 − B
−1pqTB−1
1 + qTB−1p
(4.18)
Ja´ foi demonstrado que B−1 existe. Ale´m disso, os elementos da diagonal de B sa˜o positivos,
logo sua inversa B−1 tambe´m e´ diagonal com elementos positivos. Por construc¸a˜o p tem somente
elementos positivos e os elementos de q sa˜o na˜o negativos. Enta˜o qTB−1p ≥ 0 e o denominador
1 + qTB−1p ≥ 1, portanto Z e´ invers´ıvel.
Note que assume-se os pesos w ∈ (0, 1) para evitar os casos degenerados onde e = 1 e
w = 0 ou e = 0 e w = 1, o que pode resultar em zn(0) = zn(1). Na pra´tica essa questa˜o na˜o
e´ muito importante pois se forem utilizadas amostras da distribuic¸a˜o uniforme padra˜o U(0, 1)
para produzir os pesos e elementos de identidade, a probabilidade desses casos ocorrerem e´
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muito pro´xima a zero.
Teorema 2. Dado ε > 0 e o modelo XUninet, para N exemplos de treinamento distintos
(xt,yt) onde xt ∈ n e yt ∈ m, com L neuroˆnios na camada intermedia´ria onde L ≤ N , para
qualquer wli e elementos identidade e das uninormas escolhidos aleatoriamente em (0, 1), com
probabilidade um, ||Zr−Y|| < ε.
Prova. A validade do teorema e´ imediata, ou enta˜o podemos utilizar N = L e obter
||Zr−Y|| = 0 como resultado do Teorema 1.
Os teoremas apresentados comprovam a capacidade da rede de armazenar conhecimento, no
caso a aproximac¸a˜o de uma func¸a˜o. E´ esperado que quando temos menos neuroˆnios do que
amostras de dados, i.e. L << N , as regras sejam combinadas pela u´ltima camada de agregac¸a˜o.
Com isso, amostras que estejam entre dois centros de grupos pro´ximos, possuem um grau de
compatibilidade com cada regra e apresentem um comportamento que possa ser aproximado
pelas regras ativas. A u´ltima camada da rede agrega as contribuic¸o˜es das regras ativas.
4.7 eXUninet
A versa˜o evolutiva da rede foi denominada eXUninet (evolving eXtreme learning Uni-
network). O treinamento da eXUninet e´ efetuado utilizando agrupamento recursivo e apren-
dizado extremo. Os passos principais sa˜o: atualizar a estrutura de agrupamento, ajustar os
elementos identidade e das uninormas, os pesos dos neuroˆnios fuzzy wli e os pesos da camada de
sa´ıda rjl. Primeiramente sa˜o utilizadas amostras da distribuic¸a˜o uniforme padra˜o U(0, 1) para
inicializar os pesos wli e elementos identidade e dos neuroˆnios UU a seguir, utilizando o me´todo
de mı´nimos quadrados recursivo com fator de esquecimento λ, atualiza-se os pesos da camada
de sa´ıda rt = [rt11 . . . r
t
jl . . . r
t
mLt ] utilizando as Equac¸o˜es (4.19)-(4.21):
Jt = Qt−1zt{λ+ ztQt−1(zt)T}−1 (4.19)
Qt = (ILt − Jtzt)λ−1Qt−1 (4.20)
rt = rt−1 + (Jt)T (f−1(yˆt)− zt(rt−1)T ) (4.21)
onde f−1(yˆt) = log(yˆt) − log(1 − yˆt). A inicializac¸a˜o de Q usualmente e´ Iω , ω = 1000.
Apo´s esse ajuste, e´ utilizado um algoritmo de agrupamento recursivo, dentre os apresentados na
Sec¸a˜o 4.4, para atualizar a estrutura do modelo. O Algoritmo 4.5 resume os principais passos
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do treinamento da eXUninet.
Algoritmo 4.5 Aprendizado da eXUninet
ler a primeira amostra de dados x1
inicializar o primeiro centro de grupo em x1
inicializar a estrutura da rede e seus paraˆmetros
while existirem dados de entrada do
ler o pro´ximo vetor de entrada xt
estimar a sa´ıda yˆt
ler o vetor de sa´ıda yt
executar um passo do me´todo de agrupamento
atualizar a estrutura do modelo para corresponder ao agrupamento
atualizar os paraˆmetros da rede utilizando (4.19) - (4.21)
end while
4.8 Resumo
Este cap´ıtulo apresentou a rede neural fuzzy proposta neste trabalho. Esta rede neural
utiliza neuroˆnios baseados em uninormas e agrupamento recursivo com aprendizado extremo
Mostrou-se que, no caso particular em que a rede opera em modo esta´tico, ela e´ um aproximador
universal. No pro´ximo cap´ıtulo sera˜o apresentadas resultados computacionais com evideˆncias
emp´ıricas para mostrar o teorema de aproximac¸a˜o funcional e comprovar a aplicabilidade dos
modelos em problemas reais e benchmarks encontrados na literatura.
35
Cap´ıtulo 5
Resultados Computacionais
5.1 Introduc¸a˜o
Este cap´ıtulo apresenta os modelos e os respectivos resultados computacionais produzidos
pela rede neural fuzzy detalhada no cap´ıtulo anterior. Simulac¸o˜es foram realizadas utilizando um
computador pessoal com processador dual-core a 2.27GHz em ambiente MATLAB. A medida
de erro utilizada e´ o RMSE - raiz quadrada do erro me´dio quadra´tico:
RMSE =
√√√√1
t
t∑
j=1
(yj − yˆj)2 (5.1)
ou o erro quadra´tico me´dio MSE (mean squared error):
MSE =
1
N
N∑
j=1
(yj − yˆj)2 (5.2)
Os dados foram normalizados no intervalo [0.1, 0.9] para evitar problemas com a func¸a˜o de
ativac¸a˜o dos neuroˆnios da sa´ıda, pois a mesma na˜o possui inversa nos pontos 0 e 1. Os erros
foram computados para os dados normalizados.
Os me´todos utilizados nesta sec¸a˜o fazem uso de paraˆmetros para ajustar o nu´mero final de
neuroˆnios na camada intermedia´ria ou, equivalentemente, o nu´mero de regras fuzzy. Em al-
guns casos, e´ poss´ıvel obter erros menores otimizando estes paraˆmetros. Contudo, o objetivo foi
demonstrar que a rede neural fuzzy proveˆ resultados competitivos com um menor tempo de trei-
namento. Como a eXUninet+ na˜o usa nenhum paraˆmetro para realizar o agrupamento, quando
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poss´ıvel, os paraˆmetros dos outros me´todos foram ajustados para utilizar aproximadamente o
mesmo nu´mero de neuroˆnios.
5.2 Resultados da XUninet
A proposta de aprendizado extremo tem a vantagem de melhor generalizac¸a˜o e, por con-
sequeˆncia, tambe´m evita o overfitting ou sobretreino. E´ poss´ıvel enta˜o, utilizar todo o conjunto
de treinamento para realizar o aprendizado. Na˜o e´ preciso utilizar conjuntos de teste para
parada precoce, pois na˜o se trata de um procedimento iterativo (Huang; Zhu e Siew, 2004).
5.2.1 Forno a` Ga´s de Box-Jenkins
O problema do forno a` ga´s de Box e Jenkins (1970) e´ estudado extensivamente na literatura,
sendo um padra˜o para testar e avaliar algoritmos e me´todos de modelagem. A entrada do
sistema e´ o fluxo de ga´s oxigeˆnio-metano x e a e´ sa´ıda a concentrac¸a˜o de dio´xido de carbono
emitido y. Estudos anteriores sugerem o uso de um preditor da seguinte forma (Leite et al.,
2011):
yˆt = p(yt−1, xt−4) (5.3)
Este problema e´ um problema de identificac¸a˜o de sistemas, pois consiste em criar um modelo
que aproxime o forno a` ga´s. Para reproduzir as mesmas condic¸o˜es dos me´todos utilizados para
comparac¸a˜o, os primeiros 200 exemplos de treinamento foram utilizados para treinar a rede, e
os u´ltimos 90 para testar e computar o RMSE. A Tabela 5.1 resume os resultados.
Tabela 5.1: Desempenho da XUninet para o Forno de Box-Jenkins
Modelo Refereˆncia Regras/Neuroˆnios RMSE
Transformada Fuzzy Perfilieva (2006) - 0.0906
Rede com UNI Ballini e Gomide (2002) 6 0.0737
ANFIS Shing e Jang (1993) 6 0.0526
Baseada em uninorma Lemos; Caminhas e Gomide (2010) 6 0.0487
XUninet - 6 0.0429
Neste caso, a XUninet obteve melhor resultado do que os outros me´todos. A me´dia do
RMSE para as 100 execuc¸o˜es foi de 0.080848. O treinamento de uma u´nica rede levou 100ms,
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o processo de executar o me´todo 100 vezes levou menos de 20s, assumidamente mais ra´pido do
que Lemos; Caminhas e Gomide (2010) que utiliza um algoritmo gene´tico para treinamento. A
Figura 5.1 exibe os resultados da XUninet.
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Figura 5.1: Identificac¸a˜o do forno de Box-Jenkins pela XUninet
A Figura 5.2 mostra o histograma do RMSE para as 100 execuc¸o˜es realizadas, o valor mais
frequente no histograma foi de 0.06. O formato sugere uma concentrac¸a˜o do erro mais pro´ximo
aos mı´nimos erros obtidos.
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Figura 5.2: Histograma do RMSE da XUninet para Box-Jenkins
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5.2.2 Aproximac¸a˜o de Func¸a˜o com Ru´ıdo
Nesta sec¸a˜o mostra-se a capacidade de aproximac¸a˜o de func¸o˜es da XUninet quando os dados
de aprendizagem esta˜o contaminados por ruido. Para este propo´sito, utiliza-se a mesma func¸a˜o
adotada por Delgado; Zuben e Gomide (2004):
F1 : [0, 1]
2 → <, F1(x1, x2) = f1(x1, x2) +N [µ, σ] (5.4)
onde f1(x1, x2) = 1.9 (1.35 + exp(x1) sin(13(x1 − 0.6)2) exp(−x2) sin(7x2)), µ = 0 e σ = 0.3.
O objetivo e´ treinar um modelo com dados gerados utilizando a func¸a˜o F1 para obter um
aproximador da func¸a˜o f1.
O treinamento foi efetuado utilizando 15 pontos igualmente espac¸ados em [0, 1] × [0, 1],
gerando uma grade de 15× 15 pontos no universo das entradas. A Figura 5.3 mostra a func¸a˜o
f1 e os valores de F1 utilizados para treinamento.
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Figura 5.3: Func¸a˜o real f1 e dados de treinamento gerados por F1
Para avaliar a qualidade do modelo gerado utilizou-se neste caso, o MSE para comparar
com resultados ja´ existentes. O erro foi calculado utilizando as amostras de f1 e a sa´ıda do
modelo yˆ. O algoritmo de aprendizado foi executado 100 vezes e o melhor resultado escolhido.
Cada execuc¸a˜o durou em me´dia 237ms. Neste caso, a XUninet na˜o supera os outros me´todos
caso seja utilizado o mesmo nu´mero de neuroˆnios na sua camada intermedia´ria que o nu´mero
de neuroˆnios/regras dos me´todos alternativos. Com 20 neuroˆnios na camada intermedia´ria,
a XUninet supera os me´todos alternativos em termos do MSE. Contudo, em ambos casos a
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XUninet supera o todos os me´todos utilizados para comparac¸a˜o sob o ponto de vista de tempo
de processamento. A Tabela 5.2 exibe os resultados e o nu´mero de regras utilizado.
Tabela 5.2: Desempenho da XUninet para a func¸a˜o F1
Modelo Refereˆncia Neuroˆnios/Regras MSE
ANFIS (Shing e Jang, 1993) 9 0.21
CoevolGFS (Delgado; Zuben e Gomide, 2004) 8 0.13
XUninet - 9 0.26
XUninet - 20 0.12
A Figura 5.4 mostra a aproximac¸a˜o de f1 feita pela a XUninet. Nesta figura, os valores de
y correspondem aos valores reais de f1 nos pontos x1 e x2 correspondentes.
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Figura 5.4: Aproximac¸a˜o da func¸a˜o f1 pela XUninet
5.3 Resultados da eXUninet
Esta sec¸a˜o apresenta os resultados para a versa˜o evolutiva da rede proposta. As duas abor-
dagens para agrupamento sera˜o identificadas com eXUninet+ quando eClustering+ for utilizado
e eXUninet-ePL quando ePL for adotado. O fator de esquecimento λ foi fixado em 0.9. Esta
escolha e´ justificada na Sec¸a˜o 5.3.6. Aqui o conjunto de dados foi percorrido sequencialmente e a
sa´ıda da rede computada para a entrada correspondente. A seguir calcula-se o erro e atualiza-se
o modelo, nesta ordem.
Os resultados reportados foram obtidos executando a eXUninet 100 vezes para avaliar o
menor valor e a me´dia dos erros. Foi utilizada a implementac¸a˜o do me´todo DENFIS disponibi-
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lizada por um dos autores do me´todo, e a implementac¸a˜o do eTS de Dourado e Victor (2011)
para comparac¸a˜o.
5.3.1 Func¸a˜o Seno
O objetivo deste exemplo e´, atrave´s de um caso simples, testar e verificar as caracter´ısticas
da eXUninet. A func¸a˜o escolhida e´ a func¸a˜o seno:
y = sen(x) (5.5)
Foram gerados dados entre 0 e 10pi com intervalo de 0.02. O problema e´ aproximar a func¸a˜o
seno. Ou seja, construir um modelo do tipo yˆ = p(x). A Tabela 5.3 e a Figura 5.5 resumem os
resultados. O algoritmo de aprendizagem extrema necessitou de 1.41 segundos em me´dia.
Tabela 5.3: Desempenho da eXUninet na Aproximac¸a˜o da Func¸a˜o Seno
Modelo Refereˆncia Neuroˆnios RMSE mı´nimo RMSE me´dio
DENFIS Kasabov e Song (2002) 8 0.2530 0.2530
eXUninet+ - 6 0.0266 0.0405
eXUninet-ePL - 6 0.0475 0.0530
Verifica-se que a eXUninet aproxima a func¸a˜o seno de forma mais eficiente que o DENFIS.
Um teste-t para me´dia (Kreyszig, 1970, p. 206) conclui que a me´dia de erro da eXUninet e´
menor que o erro do DENFIS com 99% de confianc¸a.
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Figura 5.5: Aproximac¸a˜o da func¸a˜o seno pela eXUninet+
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5.3.2 Seno Como uma Se´rie Temporal
Se´ries temporais sa˜o sequeˆncias de amostras de dados que possuem um ordenamento tem-
poral natural, pois podem representar eventos ou sa´ıdas de um sistema que ocorrem ou sa˜o
amostrados num intervalo de tempo fixo. Este tipo de sequeˆncia necessita de uma ana´lise dife-
rente das aplicadas a problemas de aproximac¸a˜o de func¸o˜es com entradas e sa´ıdas bem definidas.
A ordem das amostras traz informac¸o˜es importantes dos eventos ou do sistema a ser modelado.
Por isso usualmente sa˜o utilizadas amostras passadas da varia´vel de sa´ıda para predic¸a˜o em
instantes futuros dos valores da mesma varia´vel.
E´ poss´ıvel modelar o problema de estimar o valor da func¸a˜o seno como uma se´rie temporal.
Supondo que na˜o e´ conhecida a relac¸a˜o entre o valor de sin(x) e x, e´ poss´ıvel utilizar somente
valores de sin(x) para a predic¸a˜o do valor da func¸a˜o em passos a frente. Para tanto pode ser
modelado um preditor p do tipo:
yˆt+4 = p(yt, yt−4, yt−8) (5.6)
sendo yt = sen(xt).
Amostras com intervalo de 0.02 entre 0 e 10pi foram utilizadas para a simulac¸a˜o. Os erros
obtidos esta˜o apresentados na Tabela 5.4 e a Figura 5.6 exibe o resultado da aproximac¸a˜o com
a eXUninet+.
Tabela 5.4: Desempenho da eXUninet na Previsa˜o da Func¸a˜o Seno como Se´rie Temporal
Modelo Refereˆncia Neuroˆnios RMSE mı´nimo RMSE me´dio
DENFIS Kasabov e Song (2002) 10 0.1002 0.1002
eXUninet+ - 8 0.0227 0.0428
eXUninet-ePL - 8 0.0154 0.0219
Verifica-se que a eXUninet obteve melhor desempenho comparado ao DENFIS. Nas pro´-
ximas sec¸o˜es sera˜o utilizados exemplos mais complexos e resultados de outros me´todos sera˜o
apresentados para comparac¸a˜o.
5.3.3 Se´rie Temporal de Mackey-Glass
A se´rie temporal de Mackey e Glass (1977) e´ um exemplo utilizado amplamente na literatura,
sendo uma refereˆncia para teste e avaliac¸a˜o de algoritmos e me´todos de previsa˜o de se´ries
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Figura 5.6: Resultado da eXUninet+ para a func¸a˜o seno como se´rie temporal
temporais. Os valores da se´rie sa˜o gerados utilizando:
dx
dt
=
Axt−τ
1 + (xt−τ )C
−Bxt , A,B,C > 0 (5.7)
Comportamentos semiperio´dicos ou cao´ticos dependem dos valores dos paraˆmetros escolhi-
dos. Estudos adotam: A = 0.2 , B = 0.1 , C = 10 e τ = 17 (Angelov e Zhou, 2006; Kasabov
e Song, 2002). Para estes valores, o sistema apresenta um comportamento semiperio´dico, o
que gera ciclos que nunca se repetem, ou seja, o comportamento e´ cao´tico. As principais se´ries
temporais de relevaˆncia pra´tica sa˜o de natureza cao´tica, elevando a importaˆncia do estudo desta
classe de problemas. Ale´m disso, comportamento complexo obtido na˜o e´ facilmente modelado
por me´todos cla´ssicos de identificac¸a˜o de sistemas.
Os dados utilizados nesta sec¸a˜o correspondem a 3200 amostras geradas via (5.7) com passo
de integrac¸a˜o igual a 0.1. As amostras no intervalo 201 ≤ t ≤ 3200 foram utilizadas para
treinamento e teste simultaneamente. O objetivo e´ prever o valor de xt+85 passos a frente, ou
seja:
xˆt+85 = p(xt, xt−6, xt−12, xt−18) (5.8)
Resultados comparando o melhor e a me´dia dos erros com abordagens alternativas sa˜o resu-
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midos na Tabela 5.5.
Tabela 5.5: Desempenho da eXUninet para a Previsa˜o da Se´rie de Mackey-Glass
Modelo Refereˆncia Neuroˆnios/Regras RMSE min. RMSE me´dio
eTS Angelov e Zhou (2006) 24 0.0779 0.0779
DENFIS Kasabov e Song (2002) 25 0.0730 0.0730
FBeM Leite et al. (2011) 26 0.0968 0.0968
eXUninet+ - 27 0.0442 0.0579
eXUninet-ePL - 27 0.0505 0.0597
Para este caso, o erro me´dio da eXUninet e´ menor que os outros me´todos com 99% de
confianc¸a utilizando o teste-t para a me´dia (Kreyszig, 1970, p. 206). O desvio padra˜o do erro
para a eXUninet+ foi de 0.0074 e de 0.0046 para a eXUninet-ePL. O treinamento de uma
instaˆncia da eXUninet+ requer em me´dia 6.87s, o que representa uma me´dia de 2.1ms por
amostra. Um tempo menor de processamento e´ importante de ser observado pois, em alguns
casos, sistemas evolutivos necessitam operar em tempo real. A Figura 5.7 exibe os resultados
da eXUninet+ para as primeiras 500 amostras de dados.
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Figura 5.7: Previsa˜o da se´rie de Mackey-Glass pela eXUninet+
5.3.4 Forno a` Ga´s de Box-Jenkins
O problema de identificac¸a˜o do forno a` ga´s de Box-Jenkins, apresentado na Sec¸a˜o 5.2.1,
tambe´m foi utilizado para avaliar o desempenho da eXUninet supondo um modelo da mesma
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forma:
yˆt = p(yt−1, xt−4) (5.9)
A Tabela 5.6 resume os resultados.
Tabela 5.6: Desempenho da eXUninet na Identificac¸a˜o do Forno de Box-Jenkins
Modelo Refereˆncia Neuroˆnios/Regras RMSE min. RMSE me´dio
eTS Angelov e Zhou (2006) 12 0.0796 0.0796
DENFIS Kasabov e Song (2002) 12 0.0190 0.0190
FBeM Leite et al. (2011) 3 0.0421 0.0421
eXUninet+ - 11 0.0588 0.0694
eXUninet-ePL - 12 0.0523 0.0612
Neste caso, a eXUninet obteve melhor resultado do que o eTS com 99% de confianc¸a para o
teste-t da me´dia, mas produz um erro maior do que os outros me´todos. O treinamento de uma
instaˆncia levou em me´dia 318ms, correspondendo a 1.1ms por amostra. A Figura 5.8 exibe os
resultados da eXUninet-ePL.
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Figura 5.8: Identificac¸a˜o do forno a` ga´s de Box-Jenkins pela eXUninet+
5.3.5 Se´rie Temporal com Concept Drift e Shift
Narendra e Parthasarathy (1990) propo˜e benchmarks para modelagem na˜o linear de proces-
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sos visando a verificac¸a˜o da capacidade de aproximac¸a˜o de redes neurais. Um dos problemas
propostos sugere gerar dados de aprendizagem seguindo:
yt+1 =
ayt
1 + b(yt)2
+ c(ut)3 (5.10)
onde ut = sen(2pit/25) + sen(2pit/10), a = b = c = 1 e y0 = 0.
Dados foram gerados para t = 0, . . . , 400. Para simular uma mudanc¸a abrupta no comporta-
mento do sistema, caracterizando um concept shift, o valor dos paraˆmetros a, b e c sa˜o alterados
no instante t = 200 para: a = 3.5, b = 0.8 e c = 1.5. A tarefa da rede consiste em modelar um
preditor p para realizar a previsa˜o um passo a frente dado 4 passos anteriores, como segue:
yˆt = p(yt−1, yt−2, yt−3, yt−4) (5.11)
A Tabela 5.7 exibe os erros obtidos pela eXUninet e modelos utilizados para comparac¸a˜o. A
Figura 5.9 mostra o comportamento da se´rie temporal e o efeito introduzido, juntamente com
o resultado da aproximac¸a˜o.
Tabela 5.7: Desempenho da eXUninet para a Se´rie Temporal com Concept Shift
Modelo Refereˆncia Neuroˆnios/Regras RMSE min. RMSE me´dio
eTS Angelov e Zhou (2006) 8 0.0993 0.0993
DENFIS Kasabov e Song (2002) 12 0.0562 0.0562
eXUninet+ - 21 0.0725 0.0913
eXUninet-ePL - 21 0.0781 0.0935
Nota-se que a eXUninet na˜o conseguiu resultados melhores que o DENFIS apesar de ter
utilizado um nu´mero maior de neuroˆnios. Contudo quando comparada com o eTS, foi obte´m-se
menor erro me´dio com 99% de confianc¸a do teste-t para a me´dia. O treinamento durou 513ms.
O segundo teste efetuado consiste em variar os paraˆmetros a, b e c da mesma forma descrita
no teste anterior, mas agora e´ somada uma forma de onda senoidal representando uma variac¸a˜o
gradual e sistema´tica no comportamento sistema, caracterizando concept drift. A variac¸a˜o dos
paraˆmetros e´ feita de acordo com as expresso˜es (5.12-5.15).
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Figura 5.9: Se´rie temporal com concept shift e previsa˜o da eXUninet+
s = 0.5sen(0.2t) (5.12)
a = s+
1 se t < 2003.5 caso contra´rio. (5.13)
b = s+
1 se t < 2000.8 caso contra´rio. (5.14)
c = s+
1 se t < 2001.5 caso contra´rio. (5.15)
Os valores e variac¸o˜es de cada paraˆmetro sa˜o demonstrados na Figura 5.10. Para este caso
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Figura 5.10: Variac¸a˜o dos paraˆmetros para teste com concept drift
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foram obtidos os resultados da Tabela 5.8. Aqui a eXUninet obteve erro pro´ximo ao eTS e
Tabela 5.8: Desempenho da eXUninet para a Se´rie Temporal com Concept Drift
Modelo Refereˆncia Regras RMSE min. RMSE me´dio
eTS Angelov e Zhou (2006) 11 0.0856 0.0856
DENFIS Kasabov e Song (2002) 16 0.0482 0.0482
eXUninet+ - 16 0.0752 0.0864
eXUninet-ePL - 15 0.0762 0.0868
na˜o houve diferenc¸a significativa do ponto de vista de um teste-t para a me´dia com 99% de
confianc¸a. Ja´ o DENFIS obteve melhor erro com o mesmo nu´mero de regras. A Figura 5.11
mostra as previso˜es feitas pela eXUninet+.
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Figura 5.11: Se´rie temporal com concept drift e previsa˜o da eXUninet+
5.3.6 Ana´lise de Adaptabilidade e Sobreviveˆncia
Uma questa˜o que surge na modelagem de sistemas evolutivos e´ o compromisso entre a adap-
tabilidade a curto prazo e a sobreviveˆncia a longo prazo. Idealmente o modelo deve se adaptar
rapidamente a mudanc¸as no ambiente, sem provocar a ruptura do modelo corrente. Ou seja,
detectar concept drifts e shifts e tomar ac¸o˜es para corrigir os seus paraˆmetros e estrutura,
alterando-os de forma gradual.
O algoritmo RLS com fator de esquecimento λ estipula por quanto tempo uma amostra de
dado contribui para a estimativa atual dos pesos da rede. Combinando a ideia do fator de esque-
cimento com a expansa˜o e contrac¸a˜o do nu´mero de regras, e´ poss´ıvel controlar a adaptabilidade
do modelo. Sistemas evolutivos necessitam de uma capacidade de adaptac¸a˜o para lidar com
ambientes em constante mudanc¸a e reduzindo o valor do fator de esquecimento, o modelo fica
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mais suscet´ıvel a detectar concept drifts e shifts. Portanto, e´ poss´ıvel avaliar o qua˜o adapta´vel e´
um modelo e quanto conhecimento sobre o sistema sobrevive quando a adaptabilidade e´ variada.
Para demonstrar o controle sobre a adaptabilidade, foi realizado um teste com a eXUninet-
ePL utilizando λ = 0.9, e com os paraˆmetros do agrupamento ePL ajustados para gerar 12
regras. Para comparac¸a˜o foi realizada outra simulac¸a˜o com λ = 0.995 e ajustes para gerar 27
regras. Ambos utilizaram o conjunto de dados Mackey-Glass como na Sec¸a˜o 5.3.3, mas utilizando
somente as 500 amostras iniciais. O ajuste de paraˆmetros dos modelos foi interrompido em
t = 250 e nos 250 instantes restantes foi utilizado o modelo somente para estimar a sa´ıda. Foi
calculado o RMSE-treino para os 250 primeiros e o RMSE-teste para os u´ltimos 250. Os erros
sa˜o comparados na Tabela 5.9.
Tabela 5.9: Teste de Adaptabilidade vs. Sobreviveˆncia
λ Regras RMSE-treino RMSE-teste
0.995 27 0.115 0.123
0.900 12 0.074 0.190
A Figura 5.12 ilustra o trade-off entre adaptabilidade e sobreviveˆncia no caso dos testes
realizados nesta sec¸a˜o. Na Figura 5.12(a) e´ observado o melhor desempenho da rede com
12 regras ate´ o instante 250. Apo´s esse instante, o modelo de 27 regras da Figura 5.12(b)
possui melhor desempenho pois possui mais regras e informac¸o˜es do sistema sobrevivem nos
seus paraˆmetros.
5.4 Resumo
Os resultados sugerem que o algoritmo de treinamento da rede neural fuzzy com aprendi-
zagem extrema proposto e´ simples, ra´pido e competitivo. O modelo representado pela rede
neural fuzzzy e´ capaz de adaptar-se a mudanc¸as de conceito sem ruptura, ou seja, o modelo
fornece sa´ıdas pro´ximas a`s do sistema real durante toda a sua execuc¸a˜o. O controle do n´ıvel
de adaptabilidade tambe´m se mostrou importante, pois e´ mais uma ferramenta de modelagem
para sistemas dinaˆmicos com concept drift.
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(a) λ = 0.900
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(b) λ = 0.995
Figura 5.12: Aprendizado terminado em t = 250 para valores de λ distintos.
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Cap´ıtulo 6
Conclusa˜o
A principal contribuic¸a˜o do presente trabalho e´ a proposta de algoritmos de aprendizado
baseados em agrupamento e aprendizagem extrema para redes neurais fuzzy baseadas em uni-
norma. Ale´m do aprendizado ser ra´pido e apresentar resultados competitivos, a interpretabi-
lidade do modelo e´ mantida. Outras contribuic¸o˜es foram: a prova de aproximac¸a˜o universal
da versa˜o esta´tica com treinamento em batelada da rede e discussa˜o da adaptabilidade versus
sobreviveˆncia dos modelos evolutivos.
Os resultados de simulac¸o˜es comprovaram que em certos casos a eXUninet tem um me-
lhor desempenho devido a flexibilidade que as uninormas oferecem. O aprendizado extremo
mostrou-se eficiente para o treinamento da eXUninet. Aliado aos algoritmos de agrupamento
dos modelos ePL e eTS, foi poss´ıvel realizar o treinamento de redes baseadas em uninormas,
de forma recursiva e com um controle da adaptabilidade. Esta combinac¸a˜o de me´todos proveˆ
a alta capacidade de adaptac¸a˜o da estrutura do modelo e o ajuste dos paraˆmetros utilizando
fluxo de dados, caracterizando um modelo evolutivo.
Trabalhos futuros devera˜o explorar a prova de aproximac¸a˜o universal para a rede na sua
versa˜o evolutiva. Outra contribuic¸a˜o interessante seria a utilizac¸a˜o de nullnormas para construir
os neuroˆnios da rede, pois nullnormas tambe´m fornecem alta flexibilidade e generalizam t-normas
e s-normas. Testes em conjuntos de dados que apresentam concept drifts precisam ser mais
explorados para avaliar melhor a capacidade de aprendizado do modelo, bem como a realizac¸a˜o
de testes estat´ısticos mais avanc¸ados considerando variac¸o˜es nos paraˆmetros dos modelos.
Outra possibilidade e´ a extensa˜o do modelo para tratar recorreˆncias nas conexo˜es dos neuroˆ-
nios. Utilizar me´todos de agrupamento recursivo como o GK recursivo (Dovzan e Skrjanc,
2011) pode ser interessante em comparac¸o˜es futuras de algoritmos evolutivos. Analisar a inter-
pretabilidade dos unineurons tambe´m e´ oportuno, pois o comportamento intermedia´rio desses
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neuroˆnios, quando os elementos neutros de suas uninormas esta˜o entre 0 e 1 ainda na˜o foi
detalhado na literatura.
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