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Розглянуто моделі випадкового кута на площині та його ймовірнісні характеристики. Проведено порів-
няльний аналіз характеристик випадкової величини і випадкового кута. Отримані результати знайшли 
застосування при розв’язку задач статистичної фазометрії. 
The models of a casual corner on a plane and its probability characteristics are considered. Comparative  
analysis of the casual data and casual corner characteristics at statistical measurements is executed. The  
received results are applied for the decision of statistical phase shifts measurements tasks. 
Постановка проблеми 
Кутові вимірювання є одним з основних науко-
во-технічних напрямів у теорії вимірювань. 
Створення сучасних інформаційних технологій 
зумовлюють актуальність і важливість задач ста-
тистичних кутових вимірювань у різних галузях 
науки і техніки [1; 2]. 
У цій роботі наведено основні моделі та характе-
ристики результатів статистичної обробки куто-
вих вимірювань, які знайшли використання у 
статистичній фазометрії [3–5].  
Зупинимося на моделі випадкового кута та його 
характеристиках як одного з основних понять 
теорії кутових вимірювань. 
Модель детермінованого кута  
Назва полярної системи координат пов’язана з 
полярним кутом   як з основною величиною 
цієї системи. У загальному випадку, базуючись 
на циклічній зміні кута  , припускають, що    ,R . 
Це дає змогу використати формулу 
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

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,                                                   (1) 
де Zk




2
 – ціла частина кута  ;   2,0  – 
дробова частина кута  . 
У більшості практичних задач вимірювань поляр- 
ного кута саме дробова частина   є основною 
величиною. Це пов’язано з тим фактом, що ви-
значення цілої частини 




2
 кута   у ряді  
випадків уважають його грубою оцінкою.  
Тому набули широке використання такі  
формули [1]:   2mod   для радіуса кола 1 ;              (2) 
  2mod   для радіуса кола 1 .            (3) 
Переважно використовують формулу (2), тому 
що з точки зору вимірювань розглядається нор-
мований типовий випадок. З потреби перехід від 
формули (2) до формули (3) можна зробити,  
базуючись на відомих співвідношеннях. 
Суттєвим моментом у використанні формули (1) 
є такі факти. 
У теорії кутових вимірювань розглядається вся 
зліченна множина Zk




2
, що дає можли-
вість використати теорію періодичних функцій, 
рядів Фур’є (Фур’є–Стілтьєса) для аналізу  
результатів кутових вимірювань [1]. Поява кож-
ного k  не залежить і не має переваги перед  
іншими k . При випадковій трактовці ця властивість 
зумовить рівну ймовірність появи кожного k . 
Усі практичні результати кутових вимірювань 
для конкретного k  або для скінченної множини  nkk ,...,1  розглядаються як  частинні випадки. 
Модель випадкового кута 
Випадковий кут    як випадкова величина 
вважається заданим на фіксованому ймовірніс-
ному просторі  P,,B , де   – простір елемен-
тарних подій  , B  – алгебра (-алгебра) 
підмножин  , а P – імовірність випадкових  
подій B . Конструктивне зображення полярного 
кута на площині у формулі (1) покладено в осно-
ву побудови моделі випадкового кута [1]. 
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Означення 1. Дійсна випадкова величина   
      



 2
2
,  ,  
де  




2
 – ціла частина випадкового кута 
  R  ,  
називається випадковим кутом    на  2,0 , 
якщо функція розподілу    
    xPxG  0 : ,   2,0x ,         (4) 
має такі властивості: 
1)  xG   монотонно неспадна на інтервалі 
  2,0x  і є неперервною справа; 
2)   12 G  і є неперервною в точці  2x ;  
3)   00 G ;  
4)     012  xGxG , якщо 12 xx  ,   2,0, 21 xx . 
Аналіз виразу (4) вказує на відмінність функції 
розподілу  xG   від традиційної функції розподі-
лу на числовій прямій R : функція  xG   задана 
на скінченному інтервалі аргументу   2,0x .  
Далі функцію  xG   будемо називати функцією 
розподілу ймовірностей випадкового кута    
на  2,0 . 
Аналіз характеристик випадкових кутів показує, 
що ймовірнісний аналіз таких кутів буде пере-
важно базуватися на використанні функції  
розподілу  xG   на  2,0 . 
Означення 2. Дійсна випадкова величина 
   2  
      



   ,2
2
                          (5) 
називається випадковим кутом    на R , якщо 
   є випадковим кутом на  2,0  з функцією 
розподілу  xG   на  2,0  за означенням 1, а ін-
тегральна функція розподілів сім’ї випадкових 
кутів    на R  для Zk  визначається за 
формулою 
     


 2,0  ,  ,2 xRxC
xxGxF .          (6) 
Для обґрунтування виразу (6) потрібне виконан-
ня двох умов: 
  1  ,
2
: 


 



 ZkkP ; 
     12,0: P . 
 
Закони розподілу  
одновимірного випадкового кута 
Згідно з означенням 2 довільний випадковий кут   R    набуває вигляду (5). 
Властивості функції (4) розподілу ймовірностей 
випадкового кута    на  2,0 , наведені в 
означенні 1, повністю збігаються з відомими 
властивостями традиційної функції розподілу 
ймовірностей випадкової величини, за винятком 
того факту, що функція  xG   задана на скінчен-
ному інтервалі   2,0x , але згідно з формулою 
(6) у різних точках R .  
При кутових вимірюваннях приймається ще одна 
статистична гіпотеза: для всіх різних точок R  
функція  xG   незмінна: 
    ZkxGxGk    , ,                                         (7) 
де  xGk   – функція розподілу  k  на  2,0  
для довільного, але конкретного Zk . 
Інтегральна функція розподілів сім’ї випадкових 
кутів    на R  для Zk   має вигляд  
формули (6). 
З першого погляду  xF  не може мати власти-
востей традиційної функції розподілу ймовірнос-
тей. З цих позицій порівняно з терміном «функ-
ція розподілу» [1] була замінена її назва, яка  
більшою мірою відображає її властивості. 
Згідно з працею [1] наведемо властивості функції  xF : 
1)  xF  – монотонно неспадна; 
2)  xF  – неперервна справа на Rx ; 
3)   F ; 
4)   F ; 
5)         2,0  ,_0 xxx FFF ; 
6)    2
xxF  є періодичною функцією з періо-
дом 2 ; 
7)     Rxxx    ,12 FF ; 
8) для  20 12 xx  
   21: xxP  
   






 ;
                    ;2  ,1
2 
                            ;  ,0
12
1212
12
xx
xxxx
xx
FF  
9) для 1212   ,122 xx
xx 





 ; 
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   21: xxP  
=    20 : xP     2 : 2xP , 
де   2mod11 xx ,   2mod22 xx ; 
10) стала складова С = 0, але залежно від поста-
новки задачі кутових вимірювань може мати й 
інші числові значення. 
Із наведених властивостей функції  xF , Rx  
випливає, що монотонно неспадна функція  xF  
має однакові прирости      1212  kxkx FF , Zk , 
що не суперечить властивостям нормованої ймо-
вірнісної міри.  
Таким чином, на кожному скінченному інтервалі   12 ,2  kk , Zk  числової прямої R  розпо-
діл імовірностей випадкового кута    у виразі 
(7) для конкретного k має розподіл ймовірностей  xG   випадкового кута на  2,0 . Це також підт-
верджує, що ймовірнісний аналіз довільних ви-
падкових кутів зводиться до ймовірнісного ана-
лізу його дробової частини [1]. 
Для уникнення подальших протиріч і непорозу-
мінь функцію  xF  будемо іменувати в подаль-
шому інтегральною функцією розподілів сім’ї 
випадкових кутів    на R  для Zk  . 
Функція  xp  для абсолютно неперервних зако-
нів розподілу на колі має деякі властивості, які 
збігаються з властивостями функції  xp  на пря-
мій, але має  і ряд відмінних від них . 
Для неперервних функцій  xG   і  xF  випадко-
вих кутів маємо 
         kxFkxFxGxG 22 1212  
    Zkxxdyypx
x
    ,2,0,  , 212
1
. 
Функція  xp  називається щільністю розподілу 
ймовірностей випадкового кута    на  2,0  і 
має такі властивості: 
1)      xpxpxp   ,2   є періодичною функ-
цією з періодом 2 ; 
2)     2,0  ,0 xxp ; 
3)      Zkdxxpdxxp k
k
 

  ,1
12
2
2
0



. 
Властивості функції  xp  наведено для кола з 
одиничним радіусом 1 .  
Для випадку 1  необхідно враховувати, що 
 20 x  при визначенні властивостей і самих 
характеристик випадкових кутів. 
Характеристична функція nf   
випадкового кута    на  2,0   
Характеристична функція законів розподілу на 
колі є періодичною з періодом 2  і визначається 
для цілих значень ... ,2 ,1 ,0 n , тобто  
для Zn .  
Для функції nf  маємо [1] 
    infn expM  
     ZkxdexdGe k
k
inxinx   
 

  ,
2
0
12
2
F .  
Таким чином, характеристична функція nf  зако-
ну розподілу ймовірностей випадкового кута      2mod   
є послідовністю тригонометричних моментів, а 
саме, послідовністю дійсних чисел  nn ba , , роз-
рахованих відносно нульового начального  
напрямку 
    2mod00 , nnn ibaf  ; 
     2
0
coscosM xnxdGnan ; 
     2
0
sinsinM xnxdGnbn . 
При цьому nn aa  , nn bb  . 
Якщо маємо фіксоване дійсне число d , то сума   d  є випадковим кутом, тому що 
     2modd  
       2mod2mod2mod d  
є випадковою величиною в півінтервалі значень  2,0 . При цьому характеристична функція 
     nind fedin expM . 
Характеристична функція nf  має такі властивості: 
1) 1nf ; 
2) 10 f ; 
3) *nn ff  , де *nf  – комплексно спряжена  
значенню nf ; 
4) для будь-якого дійсного d  
     indnefdin expM . 
Характеристична функція законів розподілу 
ймовірностей випадкових кутів на колі є послі-
довністю тригонометричних моментів.  
Це дає можливість однозначно визначити харак-
теристичну функцію такими моментами, на від-
міну від законів розподілів на прямій [1]. 
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Числові характеристики  
одновимірного випадкового кута 
Дійсні тригонометричні моменти визначаються 
за формулами: 
   nan cosM ; 
   nbn sinM ; 
 nnn if  exp , 
де 22 nnn ba  , nn Argf , ,...2 ,1 n . 
Усі наведені числові характеристики визначені 
для початкового нульового напрямку з полярним 
кутом   2mod0 .  
Для такого випадку, крім наведених позначень 
характеристичної функції і тригонометричних 
моментів, використовують такі           ,...,2 ,1  ,0  ,0  ,0  ,0  ,0  nbaf nnnnnn
що дають більш чітку інтерпретацію відносно 
напрямків на колі. 
Тригонометричні моменти випадкового кута    відносно довільно вибраного напрямку  
    R  ,2,0  ,2mod   
визначаються за формулами [1]:       infn expM  
        ninnn eia  ; 
         ;0  innn eff     0nn  ;       2mod0 nnn ;        nnaa nnn sin0cos0 ;        nnab nnn cos0sin0 . 
Таким чином, тригонометричні моменти визна-
чені відносно довільного напрямку з полярним 
кутом   2,0  для будь-якого   ,R . 
Центральні тригонометричні моменти визнача-
ються як тригонометричні моменти при   01   
відносно напрямку з полярним кутом   2mod11 . 
Центральні тригонометричні моменти визнача-
ються за формулами [1]: 
    101  innn eff ;                                               (8) 
     11 cos0  na nnn ;                                  (9) 
     11 sin0  nb nnn .                                 (10) 
Для 1n  маємо 
   0111 a ;                                                       (11)  
  011  .                                                            (12) 
У формулах (8)–(12) використано, як і раніше,   ,...2,1  ,0  nnn  
Круговим середнім значенням випадкового кута      2mod  називається “полярний кут” 
  2,0  , 111 ,  
де  
       10expM0 111  ieArgiArgArgf  
за умови, що    0expM i .  
Якщо ця умова не виконується, то кругове се-
реднє значення 1  у півінтервалі  2,0  не  
визначається однозначно [1]. 
Кругова дисперсія випадкового кута   . 
   0101 11 f  
вводиться як характеристика відхилення випад-
кового кута      2mod  від фіксованого 
кута   2,0 : 
       cos1M  
    iM expRe1 , 
якщо   001  , 
       11 cos01  
    2111 2sin0201 

  .                        (13) 
Вираз (13) набуває мінімального значення, коли 
1 .  
Таким чином, мінімальне значення     01 11    
кругова дисперсія випадкового кута      2mod   
набуває для 
1 ,  
де 1  – кругове середнє значення   . 
Кругова медіана випадкового кута      2mod   
для одновершинної щільності розподілу ймовір-
ностей  xp  однозначно визначається за умови  
      2,0  , xxpxp  
і дорівнює круговому середньому значенню 1 , 
тобто 11 m . 
Крім того, якщо  xp  одновершинна і симетрич-
на, то кругове середнє значення 1 , кругова ме-
діана 1m  і кругова мода 1  збігаються між со-
бою, тобто   2mod111 m . 
Коефіцієнт асиметрії випадкової величини   , 
  на прямій R  визначається за формулою 
   
3
3
3
3
1M

 maA , 
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де       2121 M  ,M aa   є характе-
ристикою зміщення (асиметрії) кривої щільності 
розподілу ймовірностей    від математичного 
сподівання 1a .  
Для симетричних одновершинних щільностей 
розподілу (наприклад, закон гауссового розподі-
лу) коефіцієнт асиметрії    дорівнює нулю. 
Коефіцієнт асиметрії для випадкового кута      2mod   
визначається за формулою [1]  
2/3
2
1 v
b  ,                                                           (14) 
де  2b  – центральний тригонометричний  
момент другого порядку   ; v  – кругова дис-
персія   .  
Обґрунтування виразу (14) базується на викорис-
танні характеристик симетричного намотаного 
гауссового розподілу.  
Для випадкової величини   ,   на прямій 
R  коефіцієнт ексцесу  
    33
4
4
4
4
1 
 maME  
є характеристикою сплющення або гостроти 
кривої щільності розподілу ймовірностей   .  
При обґрунтуванні коефіцієнта ексцесу випад-
кового кута      2mod  згідно з фор-
мулою [1] 
   
2
4
2
2
1

 a , 
де  2a  – центральний тригонометричний  
момент другого порядку ВК   ,  ; також 
використана ідея 02   для симетричного зако-
ну намотаного гауссового розподілу.  
Таким чином, числові характеристики випадко-
вого кута      2mod  на  2,0  розгля-
нуті порівняно з числовими характеристиками  
випадкової величини   ,   на прямій R . 
Приклади законів розподілу  
випадкового кута 
Щільність закону намотаного гауссового розпо-
ділу визначається виразом   ,/.н.г xp  
   
 






 k
kx
2
2
2
22modexp
2
1 ,   (15) 
де   – математичне сподівання;   – середньок-
вадратичне відхилення випадкового кута     2,0 . 
Характеристична функція закону намотаного 
гауссового розподілу ймовірностей має вигляд: 



 
2
exp
22ninf nn .  
З рис. 1 видно, що намотаний гауссів розподіл 
одновершинний і симетричний відносно значен-
ня   2modx . 
 
 а 
x
 б 
Рис. 1. Щільність намотаного гауссового ро-
зподілу випадкових кутів:  
а –  = 2 рад,  = (1; 2; 3; 4) рад;  
б –  = 0 рад,  = (0,5; 1) рад  
Інший важливий у статистичному аналізі куто-
вих величин – розподіл імовірності Мізеса. 
Щільність розподілу Мізеса для випадкового ку-
та    має вигляд [1]: 
       xkkIkxpM cosexp2
1,|
0
; 
 , 0k ,                                                       (16) 
де   – круговий середній напрямок випадкового 
кута; k – параметр концентрації випадкового ку-
та в околі  ;  kI0  – модифікована функція  
Бесселя першого роду і нульового порядку: 
   
2
0
0 cosexp2
1 dxxkkI . 
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Значення   є математичним сподіванням цього 
розподілу. Графіки функцій  xPM  для різних 
значень параметрів порівняно з намотаними  
гауссовими розподілами зображено на рис. 2.  
 
 
а) 
б) 
а) 
б) 
x
 
Рис. 2. Щільності ймовірності намотаного  
гауссового (а) та розподілу Мізеса (б):  
 = 4/3 рад;  = 1 рад і k = 1,3;  = 2 рад і  
k = 0,262 
 
 
 
Відповідний вибір параметрів намотаного гаус-
сового розподілу дозволяє задовільно апрокси-
мувати його розподілом Мізеса. 
Графіки на рис. 2 свідчать про задовільну збіж-
ність законів за відповідного вибору значень їх 
параметрів, причому зі зменшенням k  розбіж-
ність між законами зменшується. 
Розподіл (16) порівняно з намотаним гауссовим 
розподілом (15) має математичний запис, який 
призводить до найпростіших оцінок параметрів 
розподілу. 
Характеристична функція розподілу Мізеса  
дорівнює 
 
 kI
kIf nnn
0
 .  
Розподіл Мізеса має важливу властивість: най-
більш правдоподібною оцінкою параметра   є 
кругова середня напрямленість. 
Співвідношення для параметрів   і k  щільнос-
тей імовірності (15), (16), за якого ці розподіли 
мають однакову кругову дисперсію випадкових 
кутів, визначається з умови рівності модулів їх 
характеристичних функцій [1]: 
 
   VkI
kI  1ln2ln2
0
1 .  
Зазначені розподіли ймовірності мають відмінні 
властивості, які використовуються для статис-
тичного аналізу випадкового кута.  
Оскільки закони задовільно апроксимують один 
одного, їх подібність дозволяє сподіватися, що 
якоюсь мірою ці властивості властиві обом  
розподілам. 
Іншими розподілами неперервних випадкових 
кутів є рівномірний, кардіоїдний, трикутний та 
намотаний Коші розподіли [1]. 
Використання в статистичній фазометрії 
Основи статистичних кутових вимірювань є  
невід’ємною складовою статистичної фазо- 
метрії [3–5].  
Як характерний приклад використання результа-
тів досліджень кутових вимірювань в статистич-
ній фазометрії розглянемо таблицю, де наведено 
формули для статистичної обробки вибірки 
об’єму M  даних вимірювань випадкових фазо-
вих зсувів  M ,...,, 21 . 
Висновки  
1. Розглянуті моделі випадкових кутів є основою 
для створення статистичних методів обробки 
даних кутових вимірювань у різних галузях  
науки і техніки. 
2. Наведено основні закони розподілу (функція 
розподілу, щільність розподілу, характеристична 
функція) випадкових кутів і проведено порів-
няльний аналіз їх властивостей з властивостями 
законів розподілу випадкових величин.  
3. Числові характеристики випадкових кутів  
наведено з використанням результатів порівня-
льного аналізу з відповідними числовими харак-
теристиками випадкових величин. 
4. Розглянуто як приклади типові закони розпо-
ділу випадкових кутів – намотаний гауссів роз-
поділ і розподіл Мізеса. 
5. Важливим фактом при дослідженнях ряду ха-
рактеристик випадкових кутів є можливість ви-
користання теорії періодичних функцій, рядів 
Фур’є. 
6. Як характерний приклад використання 
результатів досліджень статистичних кутових 
вимірювань під час розв’язання задач 
статистичної фазометрії наведена таблиця фор-
мул для  
обчислення статистичних оцінок характеристик 
випадкових фазових зсувів за даними  
вимірювань. 
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Статистичні  оцінки  характеристик  випадкових  фазових  зсувів 
Найменування  характеристики Зміст 
Середній фазовий зсув 
 
 
 
 
 
 
Довжина результуючого вектора 
Дисперсія фазового зсуву 
Стандартне відхилення 
 
Медіана 
 
Мода 
 
Розмах 
 
 
 
 
 
Тригонометричний момент  
порядку n відносно напрямку α 
(n – ціле число) 
 
 
 
 
 
 
 
 
Характеристика асиметрії 
 
Характеристика ексцесу 
 







M
k
k
M
k
k
M
S
M
C
CS
S
C
1
1
c
sin1
cos1
]}sign1[sign2{
2
arctg{
 
22 SCr   
rV 1  
)5,0exp(1
ln2)1ln(2
2

V
rV
 
Фазовий зсув, якому відповідає точка кола А, якщо діаметр ВА ділить 
вибіркові значення навпіл, і в околі якої спостерігається їх максимальна 
концентрація 
Фазовий зсув, якому відповідає точка кола, в околі якої спостерігається 
максимальна концентрація значень вибірки 
Довжина найменшої дуги, що містить фазові зсуви: 
},...,max{2
2
1,1,
1
1
1
M
MM
kkk
TTW
T
MkT


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