We study fractional differential equations with causal operators. The existence of solutions is obtained by applying the successive approximate method. Some applications are discussed including also the case when causal operator Q is a linear operator. Examples illustrate some results.
Introduction

Let J = [, T], J  = (, T], E  = C(J  , R), E = C(J, R) and Q ∈ C(E  , E).
We shall say that Q is a causal operator, or nonanticipative, if the following property holds: for each couple of elements of E such that u(s) = v(s) for  ≤ s ≤ t, there are the results (Qu)(s) = (Qv)(s) for  ≤ s ≤ t with t < T arbitrary; for details, see [] .
In this paper, we investigate the existence of solutions to fractional differential problems with causal operators Q of the form D q x(t) = (Qx)(t), t ∈ J  ,
where D q x is the standard Riemann-Liouville derivative of x with q ∈ (, ] andx() = t -q x(t)| t= . We introduce the space C -q by C -q (J, R) = u ∈ C(, t] : t -q u ∈ C(J, R) , q ∈ (, ), and C  (J, R) = C(J, R) if q = . Two significant examples of causal operators are: the Niemytzki operator (Qu)(t) = f t, u (t) and the Volterra integral operator (Qu)(t) = g(t) + This paper is organized as follows. In Section , the existence of solution for problem () is investigated by the successive approximate method. We showed it under the assumption that operator Q satisfies a Lipschitz condition. The error estimation is also given using a Mittag-Leffler function (Theorem ). In Section , corresponding existence results are formulated for special cases of causal operators, using the main result of Section . The existence of a unique solution for the problem with a linear operator Q is also discussed and this solution is given by a corresponding formula with the Mittag-Leffler function (Theorem ). Examples are also given to demonstrate some results.
Existence of solutions by the successive approximate method
Let us introduce the following assumptions:
Fractional differential problem () is equivalent to
by [] . We can also write () in the form x(t) = kt q- + I q (Qx)(t).
To find a solution of () we use the method of successive approximations:
Moreover, in view of assumption H  , we obtain
Using the method of mathematical induction, we can show that
Now we have to show that the sequence {x n } is convergent. Note that
In view of (), we see that
where E q, is the Mittag-Leffler function defined by
Using the Weierstrass test, this shows that the series
is uniformly convergent. This asserts that the sequence {x n -x  } is uniformly convergent too. It proves that lim n→∞ x n (t) exists, so x(t) = lim n→∞ x n (t). Indeed, x -x  is a continuous function on J and x is a continuous function on J  . Taking the limit n → ∞ in (), we see that x ∈ C -q (J, R) is a solution of problem (), it is also a solution of problem (). Now we have to prove that x is a unique solution of (). Let v ∈ C -q (J, R) be another solution of (). Put
by assumption H  . This shows that
Repeating it, we can show that
This shows that x is the unique solution of (). This also proves that x is the unique solution of (). Now, we need to obtain the error estimation. Put Z n+ (t) = |x -x n+ | t , n = , , . . . . In view of () and (), we obtain
Because,
by assumption H  . Repeating it we obtain the result
by the mathematical induction method. In this way we proved the following theorem. 
3 Some applications
We introduce the following assumption:
. . , p, and there exist constants
Indeed, Q is a causal operator. Putᾱ(t) = max{α i (t) : i = , , . . . , p}, soᾱ(t) ≤ t, t ∈ J  . We see that 
It shows that assumption H  holds with L =
Theorem  Let assumption H  hold and let q ∈ (, ]. Assume that there exists a constant M ∈ R + such that condition () holds with operator Q defined by ().
Then the sequence {x n } converges to the unique solution x ∈ C -q (J, R) of problem () with Q defined by ().
Moreover, we have the error estimation
Indeed, Q is a causal operator. Put z(t) = |u(t) -v(t)|.
In this case, we have
Basing on Theorem , we have the following.
Theorem  Let assumption H  hold and let q ∈ (, ]. Assume that there exists a constant M ∈ R + such that condition () holds with operator Q defined by ().
Then the sequence {x n } converges to the unique solution x ∈ C -q (J, R) of problem () with Q defined by ().
Moreover, we have the error estimation
We see that Q is also a causal operator. Assume that
Under assumption H  we see that
. Basing on Theorem , we have the following.
Theorem  Let assumption H  hold and let q ∈ (, ]. Assume that there exists a constant M ∈ R + such that condition () holds with operator Q defined by ().
Then the sequence {x n } converges to the unique solution x ∈ C -q (J, R) of problem () with Q defined by ().
Moreover, we have the error estimation
. Now we consider the following linear problem:
Note that problem () is a special case of problem () with Q defined by (). Problem () has a unique solution, and we can write this solution by a corresponding formula. The next theorem concerns this fact.
. Then problem () has a unique solution given by the formula
is the Mittag-Leffler function.
Proof Indeed, problem () is equivalent in the space C -q (J, R) to the following fractional integral equation:
To find the solution of problem () we use the method of successive approximations. For n = , , . . . , we have
Hence,
using the relation I r I m x(t) = I r+m x(t), r, m > .
Thus, in general, we get by induction x n as follows:
Using the following formula
to (), we obtain
for n = , , . . . . Taking the limit as n → ∞, we obtain the unique solution x in terms of the Mittag-Leffler function given by formula ().
Example  Consider the following problem:
. In view of formula (), we have
It shows that x(t) = t -  + t is the unique solution of problem ().
has a unique solution given by
Proof Put u = x + y, v = x -y. Then from system () we have two following systems for solving D q u(t) = λ  u(t) + σ (t), σ (t) = σ  (t) + σ  (t), t ∈ (, T],
The solution of () is given by 
