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By constructing a multicanonical Monte Carlo simulation and using the multiple histogram
reweighting method, we obtain the full probability distribution ρN (r) of the degree assortativity
coefficient r on configuration networks of size N . We suggest that ρN(r) obeys a large deviation
principle, ρN (r − r
∗
N ) ≍ e
−N
ξ
I(r−r∗N), where the rate function I is convex and possesses its unique
minimum at r = r∗N , and ξ is an exponent that scales ρN ’s with N . We show that ξ = 1 for Poisson
random graphs, and ξ ≥ 1 for scale-free networks in which ξ is a decreasing function of the degree
distribution exponent γ. Our results reveal that the fluctuations of r exhibits an anomalous scaling
with N in highly heterogeneous networks.
I. INTRODUCTION
Over the past two decades, we have witnessed the suc-
cess of complex networks in describing the pattern dis-
covered ubiquitously in real world [1], such as community
structure and scale-free structure, and modellling many
dynamical processes in nature [2], such as synchroniza-
tion [3, 4], epidemic spreading [5], opinion formation [6],
etc [7]. Of particular, how to characterize the structural
features of complex networks is essential not only for un-
covering the organizational principles of real systems, but
also for understanding and controlling the dynamical pro-
cesses on them [8–10].
An important feature in complex networks is so-called
degree assortativity, which quantifies the tendency of
nodes to be connected to other nodes of similar degree.
A networks is called assortative if nodes with high de-
gree preferably connect to other nodes with high degree,
and dissortative if nodes with high degree are linked to
nodes with low degree. Technical and biological networks
have been found to be dissortatively mixed, while social
networks show assortative correlations [11–13]. It was
shown that, on the one hand, degree correlations are
key to many structural properties of networks, such as
percolation [12, 14], mean distance [14], and robustness
[13, 15]. On the other hand, degree correlations affect
the properties of dynamical processes taking place on
networks, such as epidemic spreading [16–18], stability
against stimuli and perturbation [19, 20], and synchro-
nization of oscillators [21].
In his seminal papers [12, 13], Newman introduced the
assortativity coefficient r to measure the the degree cor-
relation, which is defined as
r =
M−1
∑
i jiki −
[
M−1
∑
i
1
2 (ji + ki)
]2
M−1
∑
i
1
2 (j
2
i + k
2
i )−
[
M−1
∑
i
1
2 (ji + ki)
]2 , (1)
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where M is the number of edges, and ji, ki are the
degrees of the nodes at the ends of the ith edge, with
i = 1, · · · ,M . The assortativity coefficient r is actually
the Pearson’s correlation coefficient between the degrees
of neighboring nodes, which is supposed to have natural
bounds r ∈ [−1, 1]. A network is assortative when r > 0
and disassortative when r < 0.
Most of works on this subject were performed on
scale-free networks with power-law degree distributions
P (k) ∼ k−γ [22–29]. It has been shown that, on the one
hand, for degree distribution exponent 2 < γ < 4 the
assortativity coefficient r is usually negative in finite-size
networks. On the other hand, r always decreases in mag-
nitude as network size increases, and r equals to zero in
the infinite networks. Maslov et al. [22] have shown
by using computer simulations that the degree dissorta-
tivity results from the restriction of at most one edge
between any pair of nodes. Furthermore, Park and New-
man [23] verified this result in theory. They proposed
a grand canonical ensemble of graphs such that analyt-
ical calculation of degree correlations becomes feasible.
Johnson et al. [24] proposed an alternative explanation
for the phenomenon by information entropy, and they
showed that the Shannon entropy is maximized at some
negative value of assortativity coefficient r for highly het-
erogeneous scale-free networks. Menche et al. [25] an-
alyzed the maximally disassortative scale-free networks
and found that the lower bound of r approaches to zero as
network size increases in a power-law way. Dorogovtsev
et al. [26] also found the results in a specific class of recur-
sive trees with power-law degree distribution. Yang et al.
[27] derived analytically the lower bound of assortativity
coefficient in scale-free networks. Similar phenomenon
was also discussed in some related works [28, 29], al-
though the authors therein argued the availability of the
Pearson’s coefficient for measuring degree correlations in
large-size heavy-tailed networks, and alternatively they
proposed other measurements such as Kendall-Gibbons’
τb [28] and Spearman’s ρ [29].
Previous works mainly focused on either the typical be-
havior of r, such as how the expected value of r changes
2with network size and degree heterogeneity [22–24, 26],
or how to obtain a class of specific network with some
atypical value of r [14, 25, 27]. For an ensemble of ran-
dom networks with a given degree sequence (i.e. config-
uration model), it is known that the assortativity coef-
ficient r varies from one network realization to another.
An interesting question arises: what is the probability of
generating a configuration network whose assortativity
coefficient r falls in an interval [r, r + dr)? The question
is equivalent to finding the probability distribution func-
tion ρN of r with network size N . For the purpose, we
shall employ a statistical-mechanics inspired Monte Carlo
(MC) method, multiple histogram reweighting (MHR)
[30, 31], to fully sample ρN over a wide range of r. The
method is computatively efficient and enable us to cover
rare-event tails with very low probabilities of r. Recently,
the MHR method was applied to investigate the large
deviation properties of the largest connected [32] or bi-
connected component [33], the diameters [34] for random
graphs, and resilience of transportation networks [35] as
well as power grids [36]. Related algorithms [37], for ex-
ample, Wang-Landau algorithm [38], has been used to
efficiently sample large spectral gap [39] and prescribed
motif densities in networks [40], and rare trajectories in
chaotic systems [41, 42].
To the end, we first build a canonical ensemble MC
sampling by a random edge-swapping scheme [43] and
then collect a series of histograms of r at different in-
verse temperatures. Finally, ρN (r) is obtained by using
the MHR method. By implementing the method on the
configuration models with Poisson degree distributions
and power-law degree distributions, we find that for all
the cases under consideration ρN (r) is unimodal and its
width becomes narrower as N increases. The expected
value of r is negative and decays in magnitude as N in-
creases in a power-law way, as reported in previous lit-
eratures. The variance σ2r of r decreases in power-law
form, σ2r ∝ 1/N
ξ, with the increase of N as well. For
homogeneous networks such as Poisson random graphs,
ξ = 1 such that the fluctuation in r is standard. Strik-
ingly, for highly heterogeneous networks such as scale-
free networks with γ < 3, we have ξ > 1 and thus the
fluctuation scaling of r with N is abnormal. Moreover,
we suggest that ρN (r) obeys a large deviation principle
[44], ρN (r − r
∗
N ) ≍ e
−NξI(r−r∗N ), where I (r) is large de-
viation rate function, r∗N is the most probable value of r,
and ξ is just mentioned that is the exponent scaling the
σ2r ’s with N .
II. MULTI-CANONICAL ENSEMBLE MONTE
CARLO SAMPLING
The configuration model is an ensemble of random
graphs with a given degree sequence {k1, k2, · · · , kN},
where ki is the degree of node i and N is the number
of nodes. The model was formulated by Bolloba´s [45],
inspired by Ref.[46]. It was popularized by Newman,
Strogatz, and Watts [47], who realized that it is a useful
and simple model for real-world networks. The configu-
rations networks are generated as follows. Firstly, each
node i is assigned a given number of half-edges equal to
its observed degree ki, with
∑N
i=1 ki assumed to be even.
Each half-edge is then connected to a randomly chosen
other half-edge to form an edge in the graph. Finally,
all the self-loops and all the parallel edges between two
different nodes are removed by an algorithm to reshuffle
edges that ensures the degree distribution unchanged.
To obtain a family of randomized variants of the ini-
tial network configuration, we adopt an edge-swapping
procedure as just mentioned [43]. We first delete two
randomly chosen edges connecting four different vertices
AB and CD, and then try to add either the edges AC,
BD or the edges AD, BD with equal probabilities. In
this process, multiple edges between two different ver-
tices are forbidden. The edge-swapping trial is accepted
with the Metropolis probability [48]
Pacc = min
{
1, e−β∆r
}
, (2)
where β is the inverse temperature, and ∆r is the change
in the assortativity coefficient r due to the edge-swapping
trial. Note that such an edge-swapping scheme does not
change the degree of each node, and satisfies detailed bal-
ance and ergodic hypothesis as well. Similar procedure
was also used to study the relation between degree corre-
lations and other topological features such as clustering
coefficient [49] and percolation property [50]. For a given
inverse temperature βi, the probability density pi(r) of
generating a network with the assortativity coefficient r
follows the Boltzmann distribution [51–53],
pi (r) = ρN (r)
e−βir
Zi
, (3)
where ρN (r) is probability density function of r we want
to obtain, and Zi =
∫
ρN (r) e
−βirdr is the partition
function (normalized factor) at the inverse temperature
βi. In practice, pi can be obtained by performing MC
simulations at βi. To the end, we build a histogram
Ni(r) of the number of times out of ni that an interval
[r, r + dr) is observed, and thus we have
pi (r) dr =
Ni(r)
ni
. (4)
Using Eq. (4), Eq. (3) can be rewritten as
ρN (r) dr =
Ni(r)Zi
nie−βir
. (5)
The MHR method takes advantage of collecting a se-
ries of histograms at nearby temperature overlap. We
perform a series of R MC simulations in the canonical
ensemble corresponding to R different inverse tempera-
ture βi with i = 1, · · · , R, where βi is chosen uniformly
from the interval [βmin, βmax]. The improved estimate
for ρN (r) is given by [54]
ρN (r) dr =
∑R
i=1Ni (r)∑R
j=1 njZ
−1
j e
−βjr
, (6)
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FIG. 1. (color online). Logarithm of the probability distribu-
tion ρN (r) of the assortativity coefficient r on Poisson random
graphs for different network size N and a fixed average degree
〈k〉 = 6.
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FIG. 2. (color online). Log-log plot of the minus expected
value −〈r〉 (a) and the variance σ2r (b) of r as a function of N
on Poisson random graphs with the average degree 〈k〉 = 6.
The dotted lines show the linear fittings.
where the partition function Zj can be found self-
consistently by iterating the following equations,
Zk =
∑
r
ρN (r) e
−βkrdr =
∑
r
∑R
i=1Ni (r)∑R
j=1 njZ
−1
j e
(βk−βj)r
.(7)
Once the ρN (r) is obtained, we can compute the nth
moment of the assortativity coefficient r,
〈rn〉 =
∫
rnρ (r) dr∫
ρ (r) dr
. (8)
In particular, 〈r〉 is the expected value of r, and σ2r =〈
r2
〉
− 〈r〉
2
is the variance of r.
III. POISSON RANDOM GRAPHS
We first consider the Poisson random graphs whose de-
gree distribution follows P (k) = e−〈k〉〈k〉
k
/
k! with av-
erage degree 〈k〉 = 6. In Fig. 1, we show the logarithm
values of ρN (r) for several different N . Using the MHR
method, the probabilities as small as e−200 ≃ 10−87 are
easily accessible. As N increases, the width of the dis-
tribution of ρN (r) becomes narrower. The typical value
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FIG. 3. (color online). Large deviation rate function I(r−r∗N)
on Poisson random graphs with average degree 〈k〉 = 6.
r∗N of r, i.e. the most probable value of r corresponding
to the maximum in ρN(r), is very close to zero. To in-
vestigate the size effect of ρN (r) in more detail, we have
computed the expected value 〈r〉 and the variance of σ2r
of r as a function of N . We find that 〈r〉 is always neg-
ative for all the N ’s and decays in magnitude with N .
As shown in Fig. 2(a), the minus 〈r〉 can be well fitted
linearly with N in the log-log plot, −〈r〉 ∼ N−ν , with
the exponent ν = 0.77. In Fig. 2(b), we show that σ2r
decreases with N in a power-law way as well, σ2r ∼ N
−ξ,
with the exponent ξ = 0.99 that is very close to one.
This implies that the fluctuation of r on Poisson random
graphs is inversely proportional to the system size N , in
accordance with the central limit theorem.
Next, we want to check whether the ρN (r) obeys a
large deviation principle. To the end, we first make a
shift r∗N in r such that the locations of the maximum
in ρN (r − r
∗
N ) coincide for all the N ’s. We then scale
the logarithm of ρN (r − r
∗
N )’s with N
−ξ providing that
the ρN(r) obeys a Gaussian form around r = r
∗
N . Thus,
we suggest a form of ρ (r − r∗N ) ≍ e
−NξI(r−r∗N ), where
I is the large deviation rate function that is convex and
possesses its unique minimum at r = r∗N . This suggestion
is verified in Fig. 3, in which one can see that all the
curves for each N coincide not only near r∗N , but also far
from r∗N .
IV. SCALE-FREE NETWORKS
We now consider the case of scale-free networks whose
degree distribution follows a power-law function, P (k) ∼
k−γ . Here we focus on the range 2 < γ < 4. The max-
imal degree kmax is chosen by a natural cutoff, kmax =
min
(
k0N
1/(γ−1), N − 1
)
, where k0 is the minimal degree.
In Fig. 4, we shows the logarithm of ρN (r) for three dif-
ferent γ = 2.3 (a), 2.5 (b), 3.0 (c) and for five different
N ’s. It can easily seen that for all cases ρN (r) are al-
ways unimodal. All the expected value of r are negative,
〈r〉 < 0. This is especially obvious for smaller γ. With
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FIG. 4. (color online). Logarithm of the probability distri-
bution ρN(r) of the assortativity coefficient r on scale-free
networks with different network size N and a fixed minimal
degree k0 = 3. The power-law exponent of degree distribution
is γ = 2.3 (a), 2.5 (b), and 3.0 (c).
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FIG. 5. (color online). Log-log plot of the minus expected
value −〈r〉 (a) and the variance σ2r (b) of r as a function of N
on scale-free networks with the minimal degree k0 = 3. The
dotted lines show the linear fittings.
the increment of N , 〈r〉 moves to zero gradually. In Fig.
5(a), we show that 〈r〉 can be well fitted by the form of
−〈r〉 ∼ N−ν . The exponent ν is dependent on γ, which
is ν = 0.167, 0.214, and 0.443 for γ = 2.3, 2.5, and 3.0,
respectively. The fluctuations of r, σ2r , obey the scaling
law as well, σ2r ∼ N
−ξ, as shown in Fig. 5(b). The expo-
nent ξ decreases as γ increases, which is ξ = 1.59, 1.28,
and 0.99 for γ = 2.3, 2.5, and 3.0, respectively. That is
to say, for highly heterogeneous networks, they exhibit
anomalously small fluctuations in r, since ξ > 1 implies
that the fluctuations decay with N faster than the stan-
dard 1/N scaling.
In Fig. 6, we show the large deviation functions for
scale-free networks. As mentioned before, the large devi-
ation functions are obtained by I ≍ −eN
−ξ
ln ρ (r − r∗N ).
As expected, all the data coincide for different N .
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FIG. 6. (color online). Large deviation rate function I(r−r∗N)
on scale-free networks with the minimal degree k0 = 3. The
exponent of degree distribution is γ = 2.3 (a), 2.5 (b), and
3.0 (c).
V. CONFIGURATION NETWORK MODEL
WITH SOFT CONSTRAINTS
At last, we shall compare the scaling behavior of the
assortativity coefficient r between two different ensem-
bles of configuration model. The first one, as we stud-
ied before, is microcanonical, in which degree sequence
{k, · · · , kN} are fixed. The second one is grandcanonical
ensemble that is easier to handle mathematically [51–53].
In the grandcanonical ensemble, the hard constraints in
microcanonical ensemble are softened by enforcing only
as expected values, i.e. 〈ki〉 = k¯i for i = 1, · · · , N . The
grandcanonical probability of a graph G is write as [51–
53]
P (G) =
1
Z
e−H(G), (9)
where H is the graph Hamiltonian defined as
H (G) =
∑
i
θiki (G) =
∑
i<j
(θi + θj)Aij , (10)
and the normalizing quantity Z is partition function that
can be calculated exactly,
Z =
∑
G
e−H(G) =
∏
i<j
(
1 + e−θi−θj
)
. (11)
Substituting Eq. (10) and Eq. (11) into Eq. (9), P (G)
can be written as the mass probability function of a
Bernoulli-distributed binary random variable Aij (adja-
cency maxtrix),
P (G) =
∏
i<j
p
Aij
ij (1− pij)
1−Aij , (12)
with success probability
pij =
xixj
1 + xixj
, (13)
where xi = e
−θi is called fugacity that can obtained nu-
merically by solving constraint equations,
〈ki〉 =
∑
j 6=i
pij =
∑
j 6=i
xixj
1 + xixj
. (14)
In Fig. 7, we compare the results of grandcanonical
scale-free model with those of microcanonical scale-free
model for three different values of γ. For each γ, we gen-
erate at least 5000 realizations of grandcanonical con-
figuration networks according to Eq.(13), in which the
expected values of node degrees are the same as the de-
gree sequence in microcanonical configuration networks.
In grandcanonical model, one can see that both −〈r〉
and σ2r decay with power-law as N increases. On the one
hand, the values of 〈r〉 are almost independent of specific
ensemble and share the same scaling exponent ν. On the
other hand, the values of σ2r in grandcanonical model are
always larger than those in microcanonical model. This
is especially obvious for smaller values of γ. The result is
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FIG. 7. (color online). Comparison for the minus expected
value −〈r〉 (a) and the variance σ2r (b) of r as a function
of N between microcanonical ensemble and grandcanonical
ensemble. The solid lines and dotted lines show the linear
fittings for microcanonical ensemble and grandcanonical en-
semble, respectively.
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FIG. 8. (color online). Scaling exponents ν (a) and ξ (b)
as a function of degree distribution exponent γ in scale-free
networks. The dashed line in (b) is only for eye-guide purpose.
as expected because in grandcanonical model the degree
of each node is fluctuating from one network realization
to another. For γ = 2.5 and γ = 3, the scaling exponents
ξ are almost the same in the two ensembles. However,
for γ = 2.3, ξ ≃ 1.2 in grandcanonical model is less than
1.59 in microcanonical model.
In Fig. 8(a) and Fig. 8(b), we show the scaling ex-
ponents ν and ξ as a function of γ, respectively. In the
two ensembles ν increases monotonically as γ increases.
When γ < 3, ξ are almost the same, and when γ > 3, ξ
in grandcanonical ensemble is slightly larger. However, ξ
changes with γ in two different trends. When γ > 2.5, ξ
in the two ensembles are almost the same, and remains
constant around one when γ > 3. For γ < 2.5, ξ in
microcanonical model are obviously larger than those in
grandcanonical model. For example, for γ = 2.1 we have
ξ = 2.38 in microcanonical model and ξ = 1.22 in grand-
canonical model.
VI. CONCLUSIONS
In summary, we have used the MHR method to obtain
the probability distribution ρN of the assortativity coef-
ficient r on configuration networks. This method enable
us to obtain the rare-probability tails of ρN (r) within
the allowable computational time. We show that ρN (r)
satisfies a large deviation principle after a shift r∗N in r,
ρN (r − r
∗
N ) ≍ e
−NξI(r−r∗N ), in which I(r) is the large
deviation rate function that is convex and possesses its
unique minimum at r = r∗N . We find that ξ = 1 in Pois-
son random graphs and scale-free networks with γ > 3,
indicating a normal fluctuations scaling of r with N in
such networks, σ2r ∝ 1/N . Interestingly, ξ > 1 for γ < 3,
showing an anomalously fast decay in the fluctuation of
r as N increases. Such an anomalous phenomenon in
time-extensive observables have also been found in some
other systems [55–59]. Furthermore, we present the ex-
ponent ξ is slightly greater than one for γ < 2.5 but is
obviously less than those in microcanonical model. This
suggests that the abnormality in fluctuations of r is not
very significant in grandcanonical ensemble.
Recently, we have noticed that large deviation theory
has been used to uncover atypical structural and dy-
namical characteristics of complex networks, such as a
first-order percolation transition subject to a rare initial
damage [60, 61], a first-order phase transition in the con-
densation of node degrees [62], localization transitions of
dynamical observables in random walk model [63, 64],
and epidemic extinction [65–67] and spin model [67, 68].
In the future, we believe that large deviation theory and
related rare-event simulation methods may inspire more
research works in network science.
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