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Abstract—We present a method to reconstruct a dense spatio-
temporal depth map of a non-rigidly deformable object directly
from a video sequence. The estimation of depth is performed
locally on spatio-temporal patches of the video, and then the
full depth video of the entire shape is recovered by combining
them together. Since the geometric complexity of a local spatio-
temporal patch of a deforming non-rigid object is often simple
enough to be faithfully represented with a parametric model, we
artificially generate a database of small deforming rectangular
meshes rendered with different material properties and light
conditions, along with their corresponding depth videos, and use
such data to train a convolutional neural network. We tested our
method on both synthetic and Kinect data and experimentally
observed that the reconstruction error is significantly lower than
the one obtained using other approaches like conventional non-
rigid structure from motion.
I. INTRODUCTION
Fig. 1. Frames of a 256 × 256 × 16
video of a non-rigidly deforming ob-
ject and the corresponding depth maps
obtained directly from the video after
training a CNN with a synthetically
generated database.
The human visual sys-
tem has a remarkable abil-
ity of discerning the three-
dimensional shape of an
observed scene. Although
its internal mechanisms are
still not entirely clear, it is
known that our visual sys-
tem relies simultaneously
on several cues to per-
ceive shape [27], such as
the local changes in shad-
ing and texture of an ob-
ject, or the temporal change
in appearance of an object
while seen from different
angles. Researchers in the
last few decades have at-
tempted with varying de-
grees of success to formu-
late mathematical models
that would approximately
describe such mechanisms
in order to emulate them on
machines. Some of the most prominent outcomes of these
efforts are: algorithms for structure from motion (Sf M) [32],
photometric stereo (PS) [34], shape from shading [16], and
shape from texture [5], where the last two mainly focus on
the special case of inferring shape from a single image. Each
of these methods has a vast literature of its own. Interesting
surveys can be found found in [23], [1], [25]. All the afore-
mentioned methods have been typically approached under the
strong assumption that the observed scene is static. In recent
years, we have witnessed an increasing interest in extending
such techniques to the case of dynamic scenes made of rigidly
and non-rigidly moving objects. However, there are currently
still many challenges to be faced due to the ill-posedness
of the inverse problems related to the estimation of three-
dimensional shape of a dynamic scene from two-dimensional
images. In photometric stereo, one or more images of the
same subject need to be acquired under different illuminations
in order to estimate its 3D shape, and some authors have
addressed the problem of moving objects by using specialized
hardware [12], [17], [33]. In addition to that, the physical
surface of the observed object is assumed to have certain
reflectance properties (usually Lambertian). Similarly, in Sf M
it is assumed that the spatial coordinates in the image plane of
some interest points are acquired from several point of views,
and under the assumption of a static scene, the geometric
relationships between corresponding points can be utilized
to recover the original 3D structure of the scene. The more
general problem of non-rigid structure from motion (NRSf M)
considers the case where the scene itself can move non-rigidly,
hence such geometric relationships become more difficult to
exploit. Researchers have introduced priors on the camera
model [7], on the type of trajectories of points in space-time
[3], or on the shape of the object [7], [18], [11], [31], [35],
[19] in order to make the problem mathematically tractable.
Algorithms for NRSf M mainly differ from each other in terms
of the prior they impose on the shape and motion of the ob-
jects, however currently, most methods rely on the assumption
that the scene is observed through an orthographic camera (see
Chapter 5 of [26] for some exceptions using the perspective
camera model), and they are essentially generalizations of the
popular factorization method, which was originally employed
for traditional orthographic Sf M [30]. The same assumption
of orthographic camera model is made in most photometric
stereo algorithms as well. From a mathematical point of view,
dynamic PS and NRSf M aim at solving different problems:
the former relies on pixel intensities from the images under
different illuminations and returns normal maps representing
surfaces in 3D space, while the latter takes a set of trajectories
of tracked points in the image plane, and estimates their
corresponding representation in 3D space, as well as the
trajectory of the camera. Despite this fact, there exist some
aspects of overlap between these two methods which motivate
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Although both dynamic PS and NRSf M differ significantly
in terms of the inputs they rely on and of the outputs they
produce, we can nonetheless argue that NRSf M algorithms are
often preceded by tracking algorithms that in fact rely on in-
formation extracted from the pixel values of a video sequence.
Given the recent success of deep-learning algorithms in many
different settings, it is natural to investigate the feasibility
of a deep-learning based approach that operates directly on
a video sequence as its input, and that would automatically
yield a dense representation of the scene depth for each
frame. This has potentially the advantage of overcoming the
frequently imposed assumptions on the illumination conditions
of the scene and on the reflectance properties of the observed
object (as in PS), and that of avoiding to explicitly solve the
factorization problem, as in NRSf M.
The main challenge is clearly represented by the difficulty
of acquiring large scale training data in which each sample
would consist of a video sequence of an object (or a portion
of it), along with its corresponding 3D representation in space.
Although nowadays it is theoretically possible to acquire
RGB video sequences along with their corresponding depth
maps using inexpensive equipment, producing a sufficiently
large database involving non-rigid motion of many different
subjects, materials, textures, and light conditions would be a
daunting and time consuming process.
In this manuscript, we try to address this problem by
showing that it is possible to generate an artificial database
consisting of short rendered video sequences, each depicting
the movement of a small patch of a non-rigidly deforming
object, along with the corresponding depth video, and then
train a convolutional neural network to perform the direct
estimation of a depth video from the pixel intensities of a
video sequence.
The contributions of this paper are the following ones: first,
we propose a simple and computationally fast mathematical
model to generate the local spatio-temporal geometry of non-
rigidly deforming surfaces, which can be used to form a
database of rendered video clips along with their correspond-
ing depths. Secondly, we propose a network architecture to
estimate the depth map for each frame of a video sequence of
a deforming object; thirdly, since the rendered scenes with an
orthographic camera model are often ambiguous with respect
to stretches, shears and translations along the optical axis, we
derive a complete invariant for this family of transformations
that is used to formulate a loss function in the training stage
that implicitly operates on equivalence classes of depth maps
under such transformations.
The rest of this manuscript is organized as follows. Section
III describes the proposed method from a general point of
view and introduces the main assumptions that are invoked
in the next sections. In Section IV we provide the details
related to the generation of our artificial database of spatio-
temporal patches with their corresponding ground-truth depth
video. Sections V-VII contain the mathematical details related
to the estimation of the depth video, while the architecture of
the convolutional neural network (CNN) utilized for 3D shape
estimation is described in Section VI. Sections VIII and IX
respectively show the experimental results and give concluding
remarks.
II. RELATED WORK
There are some recent works in the literature that can
be considered related to ours. Kumar et el. [21] recently
proposed a method based on superpixels and motion con-
straints in order to produce animated depth maps for a video
sequence of moving subjects. Their method does not rely on
machine learning and the estimated depth maps are always
piecewise planar within the superpixel boundaries, affecting
the accuracy of the reconstruction. In [8] a deep-learning based
approach is presented to estimate the 3D scene flow from a
2D video. However the main application domain is road traffic
navigation, and the scene is assumed to be approximately
decomposable into flat planes, while the motion of the objects
is assumed to be rigid. Agudo et al. shows in [2] that it is
feasible to solve the NRSf M problem from video frames of
an orthographic monocular camera if one assumes that the
non-rigid motion can be accurately described by the equations
governing the motion of elastic bodies. After determining
the 3D locations of the tracked points, the authors propose
a scheme to construct a triangular mesh approximating the
global shape of the surface. Despite the promising results of
existing methods, to the best of our knowledge, there are still
no approaches entirely based on deep-learning that attempt
to reconstruct the deforming surface of a non-rigidly moving
object directly from a sequence of images.
III. OVERVIEW OF THE PROPOSED METHOD
We consider the problem of reconstructing the spatio-
temporal depth map (depth video) from the video sequence of
a non-rigidly moving object seen from a static orthographic
camera. Our approach relies on the following assumptions:
1) The scene/object is observed by a static orthographic
camera.
2) The deformation of the object observable within fixed
spatio-temporal windows of the video sequence is non-
negligible.
3) Locally, the 4D structure of the object (i.e. its 3D shape
evolving in time) can be approximated with a parametric
model controlled by a relatively small amount of param-
eters.
Note that these assumptions, despite being restrictive, are
analogous to the assumptions made by current state-of-the-art
NRSfM methods [20], [21]. The proposed method essentially
consists in estimating the depth video locally, within local
“patches” in the space-time domain, and then in reconstructing
the entire depth map of the scene by “stitching” together the
local depth videos. The estimation is done by training a neural
network to learn the animated depth map within small spatio-
temporal patches of a video that have size 64×64 pixels ×16
frames in our implementation. Given the practical difficulty of
acquiring a large amount of real data consisting of small video
clips of deforming subjects, along with their corresponding
depth videos, we generate a database of synthetic data, i.e.
deforming planar meshes rendered with variable textures,
3reflectance properties, and light conditions, and we obtain their
respective depth videos through ray casting [24]. The database
is utilized to train a CNN to directly estimate 64 × 64 × 16
depth videos from RGB video sequences of the same size. In
the final step, the depth videos of each patch are combined
together in order to reconstruct the entire depth video. The
reconstruction scheme that we utilize is inspired by the well-
known method of signal reconstruction using the constant
overlap-add (COLA) decomposition. Note that the assumption
of orthographic camera removes the need to train the network
with different camera parameters, however it introduces also
an ambiguity problem where same video sequences may
correspond to different depth maps. This issue is addressed
in detail in Section V.
IV. ARTIFICIAL DATASET GENERATION
Fig. 2. Graphical illustration of a
spatio-temporal patch f in (1)
Consider a smooth spatio-
temporal image patch f :
(−1, 1)2 × (0, 1)→ R3 having
the following form:
f(x, t) = Et (x+ d(x, t))
(1)
The quantity inside brackets
in (1) can be interpreted as
a 2D surface in R3 obtained
by applying a displacement to
each point of the domain of
f . This essentially models a
surface obtained by applying a vector displacement (i.e. a
displacement in each of the three directions) to each point
of the bi-unit square. Et are Euclidean transformations (roto-
translations) smoothly parametrized by t that change the
orientation and position of the patch. Let us denote GΣ(u) =
e−u
TΣu as the two-dimensional Gaussian function where Σ is
a 2×2 symmetric positive definite matrix, and a vector-valued
function ϕ(u, t) as:
ϕ(u, t) =
 cos (tφ1(u) + θ1(u))cos (tφ2(u) + θ2(u))
cos (tφ3(u) + θ3(u))
 (2)
d(x, t) = κGν(x) diag(ζ, ζ, 1)F−1 {w Gξ GΣ ϕ(·, t)} (x)
(3)
where F−1 is the inverse 2D Fourier transform operator
applied “channel-wise”, and w : (R≥0) 2 → [0, 1] is a 2-
dimensional circular symmetric function whose radial profile
is rapidly increasing, and such that w(0) = 0, which guar-
antees that the integral of d is zero. The scalar parameters κ
(intensity), ν (constraint), ζ (folding), ξ (flexibility), respec-
tively control the overall strength of the displacement, how
much the square patch remains anchored at its border, how
much it tends to create folds, and how much it behaves like a
soft or hard surface. The matrix Σ controls the distribution of
orientations of the displacements, while φ, θ : R2 → R3 are
functions that determine the speed by which each frequency
component changes in time and their initial phase angle
(Figure 3). Our approach of defining a moving surface by
Fig. 3. Illustration of the effect of the parameters of (3). From left to right,
top to bottom: a patch obtained by setting ν, ζ, ξ to very low values and
Σ = I . The same patch with increased constraint. With non-identity Σ. With
increased flexibility. With increased folding.
means of (3) can be seen as a computationally cheap way to
emulate the appearance of a planar surface with given physical
properties, animated by means of realistic cloth simulation.
We argue that in our application it is not strictly necessary to
obtain physical correctness of the movement, thus we adopt
the strategy of using colored noise to generate the geometry
of the patch and its movement. Analogous strategies are often
encountered in the literature of computer graphics, especially
in application related to realistic real-time rendering of fluids,
e.g. [29]. Note that in a practical scenario, the domain of
f would be obviously discretized into a 3D array. After the
geometry of a moving patch is defined, we render 153600
video clips of moving patches f by varying the parameters
in (3), the light source parameters, the texture of the surface,
its reflectance properties, and the variance of the noise that
is added after the render. For rendering, we adopt the Phong
reflectance model. More accurate reflectance models could be
used to increase realism, at the expenses of computational
speed and parameters to handle. The textures that we use in
our implementation are 256× 256 crops extracted at random
position from the images of the DTD database [10]. The render
pass produces for each clip a stack of 16 images of 64 × 64
pixels that we call frender. In addition to the render pass,
we use ray casting [24] to produce another 64 × 64 × 16
array fdepth of corresponding depth maps (Figure 4). A single
database entry is represented by a pair (frender, fdepth).
Fig. 4. Two examples of scenes rendered with our method. From left to right,
the 3D mesh, rendered object, and depth map are depicted.
4V. AMBIGUITY-INVARIANT REPRESENTATION OF DEPTH
MAPS
Adopting an orthographic camera model has the advantage
of avoiding the need to train the network with different cam-
era parameters, however scenes rendered with orthographic
projection are prone to ambiguities. In the particular case of
Lambertian surfaces illuminated by directional light sources,
the resulting ambiguity is the generalized bas-relief ambiguity
(GBR) [6], that has been studied extensively in the context of
shape from shading, and which is essentially a composition
of shears and stretches along z, the optical axis. Although
the rendered surfaces in our database are not always perfectly
Lambertian, the reflectance model adopted in the rendering
stage is not sufficient to resolve entirely the ambiguity, even
in presence of texture and specular highlights. Therefore, any
rendered scene in our database is virtually indistinguishable
from all the other hypothetical rendered scenes undergoing an
arbitrary GBR transformation. This issue would surely impair
the training stage, hence it is crucial to find a representation of
smooth depth map surface that is invariant to the GBR trans-
formation. Once, such an invariant representation is obtained,
it is possible to utilize it in the loss function of the training
stage of the network. This has the big advantage of letting the
network treat all the GBR-transformed versions of one depth
map as an entire equivalence class: in fact, the invariants of two
depth maps related by a GBR transformation will be exactly
the same, hence the loss function will yield always zero in
such cases.
Let us consider the space S of smooth surfaces (spatial
patches) f : R2 → R3 defined as follows, and denote with f˜
a GBR-transformed version of f :
f(x, y) =
 xy
z(x, y)

f˜ =
 x˜y˜
z˜
 =
 xy
αx+ βy + λz + τ

(4)
where z ∈ C∞(R2) is the corresponding depth map,
α, β, τ ∈ R, and λ ∈ R+. In order to find a representation
for an arbitrary f that is invariant to the group of GBR
transformations, we use the normalization construction [22],
which is a well-known technique in classical invariant theory
that enables us to algorithmically derive complete differential
invariants for the action of the GBR transformations on depth
maps. We thus make the following statement (its proof can be
found in the supplementary material):
Theorem 1. Given a surface f ∈ S, the quantity
ιf :=
∇2z
‖∇2z‖F
(5)
where ∇2 and ‖·‖F denote respectively the Hessian and the
Frobenius norm, is a complete differential invariant for f with
respect to the action of the GBR transformations.
In our application we consider also another complete in-
variant for the subgroup of the GBR transformations given
by scaling and translations along z, and obtained from (4) by
setting α = β = 0.
Theorem 2. Given a surface f ∈ S, the quantity
ηf :=
∥∥∇2z∥∥−1
F
(∇z,∇2z) (6)
where ∇,∇2 are respectively the gradient and Hessian oper-
ators, is a complete differential invariant for f with respect to
stretches and translations along z.
Note that in a practical implementation, the partial deriva-
tives of z in (5)-(6) would need to be estimated with first and
second derivative filters.
VI. NETWORK ARCHITECTURE
In order to estimate a depth video from its corresponding
sequence of grayscale video frames, we use an architecture
similar to the 3D U-net [9] (see Figure 5). The input for the
network is a 16 frames video and each frame size is 64× 64
pixels. The output of the network is the corresponding depth
video, which has size 32× 32× 16. To enlarge the receptive
field and get richer features, a context module [36] with Atrous
spatial pyramid pooling is introduced which performs parallel
dilated convolutions with different dilation rates. These feature
maps are then concatenated, and the output of the module is
the convolution of these feature maps. For the first two stages
in the network, three dilation rates are used (1, 2, 3). For the
following two stages, two dilation rates are used (1, 2) as the
feature maps dimensions get smaller. We use 3×3×3 kernels
for all convolutions. The leaky ReLU activation function is
used for all layers, except for the last one, which has a linear
activation function to predict the depths.
Fig. 5. The network architecture: the input is a grayscale video and the output
is the corresponding sequence of depth maps. Below each layer the number
of channels is reported.
VII. RECONSTRUCTION OF A DEPTH MAP FROM LOCAL
PATCHES
The proposed network architecture is designed to recover
only depth videos whose frames have dimension 64×64. When
the input video has larger dimensions, an additional step is
required in order to reconstruct the full-sized depth map from
the local patches. To address this issue we split a frame of the
input video into 64 × 64 squares with constant overlap and
run our algorithm to estimate the depth in each block. Since
the recovered depth maps are ambiguous with respect to a
GBR transformation, we also run our algorithm on a version
of the input video downsized along the spatial dimension
to 64 × 64. This yields depth maps that represent a coarse
representation of the full-sized depth map. We upscale the
5`tr+sc `GBR
align each frame 0.4258 ± 0.1384 0.3832 ± 0.1305
alignment from 1st frame 0.6657 ± 0.2718 0.6133 ± 0.259
TABLE I
AVERAGE AND STANDARD DEVIATION OF MAE-SN CALCULATED FROM
15360 VIDEO SEQUENCES FOR THE TWO LOSS FUNCTIONS CONSIDERED.
coarse depth map to the original size of the video frames, and
to each 64×64 patch we apply the best (in least square sense)
GBR transformation that aligns it with the corresponding patch
in the coarse level. The resulting patches are then multiplied
by a two-dimensional triangle function (i.e. the outer product
of a triangle function with itself) and added together. Note
that such a reconstruction scheme has strong analogies with
the well-known constant overlap-add (COLA) reconstruction
often seen in the context of reconstruction of signals from their
short-time Fourier transform [4]. The temporal dimension is
processed in an analogous way.
VIII. EXPERIMENTS
In order to validate our method we performed three ex-
periments. In the first one, we generated a database of
153600 entries as explained in Section IV. We split it
into three partitions: 80% for training, 10% for validation,
10% for testing, and use it to train a CNN with the ar-
chitecture described in Section VI. For training, we tried
two loss functions: `GBR = MSE(ιf , ιf∗) and `tr+sc =
MSE(ηf , ηf∗), where f, f∗ are respectively the estimated
and ground truth depth maps. Since both invariants can be
degenerate at some locations, we consider only those pixels
where the quantities are defined. To quantitatively evaluate
the performance we align the estimated depth maps with
the corresponding ground truth by a linear transformation
and calculate the mean absolute spatially-normalized er-
ror MAE− SN = T−1∑Tt=1 σ−1f∗(·,t)MAE(f(·, t), f∗(·, t)),
which is scale-invariant in the spatial dimensions. We also
repeat the same experiment by re-using the parameters for the
alignment of the first frame for all the other frames. The results
are summarized in Table I.
In the second experiment we synthetically generate 1000
samples (frender, fdepth) having size 256×256×16 using the
method in Section IV and use significantly different parameters
in Equation (3) than the ones used in the training stage. We
then automatically select 1089 points scattered uniformly on
the 3D mesh and track their xy−coordinates on the image
plane. We use these coordinates as inputs for two popular
state-of-the-art NRSfM methods: CSF2 [15] , and KSTA [14],
and obtain the z-coordinates of the tracked points for each
frame. To obtain a dense 256 × 256 depth map we use
scattered interpolation at each frame and then apply a linear
transformation to the estimated depth maps to align them with
the respective ground-truths and calculate the MAE-SN of
each depth video. We finally compare the results with the depth
videos obtained directly from the video sequences using our
method. Since the videos have larger dimensions than the ones
used in training, we apply the strategy described in Section VII
to obtain full-sized depth videos. The results are summarized
in Table II.
ours with `GBR CSF2 [15] KSTA [14]
0.5907 ± 0.4536 0.8746 ± 0.6372 0.8738 ± 0.6369
TABLE II
AVERAGE AND STANDARD DEVIATION OF MAE-SN CALCULATED FROM
1000 VIDEO SEQUENCES USING OUR METHOD AND TWO
STATE-OF-THE-ART NRSFM RECONSTRUCTION ALGORITHMS.
ours with `GBR CSF2 [13] KSTA [14]
3.7 4.6 4.3
TABLE III
AVERAGE AND STANDARD DEVIATION OF MAE (IN MILLIMETERS)
CALCULATED FROM A REAL VIDEO SEQUENCE USING OUR METHOD AND
TWO STATE-OF-THE-ART NRSFM RECONSTRUCTION ALGORITHMS.
In the third experiment we used real data, where 25 frames
of grayscale video and the corresponding depth maps were
acquired using Microsoft Kinect 1 pointed to the shirt of a
moving person in an indoor environment. A fixed region of
interest (64 × 64 pixels) was manually chosen, where details
were visible and depth pixels were defined, thus the whole
input video sequence has size 64× 64× 25. For our method,
we estimate the depth videos directly from the video sequence,
as done in the previous experiments (Figure 6). To obtain the
input for CSF2 and KSTA algorithms, we performed point
tracking on the two video sequences using the minimum
eigenvalue algorithm [28], which yielded the highest amount
of correctly tracked points (31) and manually calibrated their
parameters to obtain best results. The depth videos were
obtained as in the previous experiment. The results are given
in Table III.
IX. CONCLUSION
We presented a deep-learning based approach to recover a
depth video directly from a video sequence of a non-rigidly
deforming object. We addressed the problem of training the
network by synthetically generating a large database of short
videos depicting deforming 3D meshes rendered with realistic
textures, and paired with their corresponding depth videos.
We tested our method on both synthetic and real videos and
experimentally observed that the quality of the estimated depth
videos outperforms that of state-of-the-art NRSfM algorithms.
Fig. 6. First row: seven frames extracted from a video sequence depicting a
detail of a shirt on a moving person. Second row: ground truth depth maps
obtained with Kinect 1. Third row: depth maps recovered with KSTA [14]
(CSF2 [15] produced visually similar results). Last row: depth maps recovered
with our method. The contrast of the depth maps in the figure was enhanced
for visualization purposes.
6APPENDIX
In this Appendix we provide a proof of Theorem 1. Since
x˜ = x and y˜ = y, we can concentrate the discussion on z˜.
Consider the n-th order prolongation of z˜ at an arbitrary point
of R2:
z˜[n] =
[
z˜ z˜x z˜y z˜xx z˜xy z˜yy . . .
] ∈ R[n] (7)
where the rightmost term is an element of a real vector space
R[n] having as many dimensions as the number of partial
derivatives of z of order less than or equal to n. Consider
the following system of normalization equations:
z˜ = 0
z˜x = 0
z˜y = 0
z˜xx
2
+ z˜xy
2
+ z˜yx
2
+ z˜yy
2
= 1
(8)
By plugging the explicit formulas for the partial derivatives
in (7) into (8) and solving for the parameters α, β, λ, τ one
obtains:
α = − zx‖∇2z‖F
β = − zy‖∇2z‖F
λ =
∥∥∇2z∥∥−1
F
τ = − [ α β λ ] f
(9)
The equations in (9) are called moving frame and plugging
the parameter values of the moving frame into (7) yields a
differential invariant for the action of G:
If =
1
‖∇2z‖
[
0 0 0 zxx zxy zyx zyy . . .
]
(10)
It is possible to verify, that the entries of If that contain deriva-
tives of degree higher than 2 are obtainable from the firsts
three non-zero invariants in (10). Furthermore, we recognize
zxx, zxy , zyx, zyy as the entries of the 2 × 2 Hessian matrix
of z, therefore we can conclude that a complete differential
invariant for the action of G on S is given by:
ιf =
1
‖∇2z‖F
[
zxx zxy
zyx zyy
]
=
∇2z
‖∇2z‖F
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