Abstract To explore the mechanisms linking Arctic sea ice loss to changes in midlatitude surface temperatures, we conduct idealized modeling experiments using an intermediate general circulation model and with sea ice loss confined to the Atlantic or Pacific sectors of the Arctic (Barents-Kara or Chukchi-Bering Seas). Extending previous findings, there are opposite effects on the winter stratospheric polar vortex for both large-magnitude (late 21st century) and moderate-magnitude sea ice loss. Accordingly, there are opposite tropospheric Arctic Oscillation (AO) responses for moderate-magnitude sea ice loss. However, there are similar strength negative AO responses for large-magnitude sea ice loss, suggesting that tropospheric mechanisms become relatively more important than stratospheric mechanisms as the sea ice loss magnitude increases. The midlatitude surface temperature response for each loss region and magnitude can be understood as the combination of an "indirect" part induced by the large-scale circulation (AO) response, and a residual "direct" part that is local to the loss region.
Introduction
Since 1979, Arctic sea ice extent has declined in all months and, in particular, by more than 13% per decade in September (National Snow and Ice Data Center, 2016) . This has contributed to enhanced near-surface warming in the Arctic, which has occurred at double the rate of lower latitudes since 1989 (Screen & Simmonds, 2010) . In contrast, this decline has coincided with an apparent increase in severe winter weather across some midlatitude regions (Cohen et al., 2014) , including central Eurasia where average winter surface air temperatures have reduced by 1.25 ∘ C over the past 25 years (McCusker et al., 2016) . There have also been recent unusually cold and snowy winters observed in 2009-2010 and 2010-2011 across parts of Europe (Guirguis et al., 2011; Osborn, 2011) , and in 2013-2014 across parts of North America (Van Oldenborgh et al., 2015) .
The simultaneous occurrence of recent Arctic sea ice loss and apparent increases in severe midlatitude winters has led to much research into the mechanisms that could explain a link. It has been suggested that sea ice loss excites the negative phase of the Arctic Oscillation/North Atlantic Oscillation (AO/NAO) (which is linked to colder conditions in key regions of midlatitudes) through tropospheric eddy feedbacks (Deser et al., 2004; Honda et al., 2009; Seierstad & Bader, 2009) , or a weakening of the stratospheric polar vortex and the resulting effect on the troposphere (García-Serrano et al., 2015; Kim et al., 2014; King et al., 2016; Nakamura et al., 2015; Peings & Magnusdottir, 2014) , or a combination of both Wu and Smith, 2016) . It has also been suggested that sea ice loss modifies tropospheric stationary Rossby wave propagation, which leads to a stronger Siberian High and therefore stronger cold air advection over Eurasia (Honda et al., 2009; Mori et al., 2014; Petoukhov & Semenov, 2010) .
However, these mechanisms remain uncertain because it is difficult to disentangle the complex web of potential processes involved (Overland et al., 2016) , there are high levels of natural atmospheric variability (McCusker et al., 2016; Screen et al., 2013) , and model results are contrasting-for example, some studies find a positive AO/NAO response (Orsolini et al., 2012; Screen et al., 2014) , no significant AO/NAO response (Boland et al., 2016; Screen et al., 2013; Singarayer et al., 2006) , or a stronger polar vortex (Cai et al., 2012; Scinocca et al., 2009; Screen et al., 2013; Sun et al., 2014) . Here we make understanding these mechanisms more tractable by conducting idealized modeling experiments.
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To address the issues of complexity and statistical robustness, we use an intermediate general circulation model (GCM). Such models are useful because they are complex enough to simulate a variety of important processes, but are relatively simple and computationally fast compared to state-of-the-art GCMs. This helps to disentangle different processes from one another and allows for long simulations, making a statistically robust response more attainable.
In terms of understanding the contrasting results of previous studies, we first investigate whether the contrasting stratospheric responses can be explained by the different spatial patterns of sea ice loss that were assumed. This was examined previously by Sun et al. (2015) (hereafter SDT15), who found that when sea ice loss is mainly confined to the Atlantic sector of the Arctic (in their case the Barents-Kara, Greenland, and Labrador Seas), the polar vortex weakens in winter; if it is mainly confined to the Pacific sector (in their case the Bering and Okhotsk Seas), the vortex strengthens. Their explanation is that the anomalous stationary Rossby waves generated in the Atlantic (Pacific) case constructively (destructively) interfere with climatological stationary Rossby waves, which enhances (suppresses) upward wave propagation into the stratosphere and decelerates (accelerates) the stratospheric flow. This contrast in interference occurs because the climatological waves are fixed in phase-since they are generated by fixed orography and land-sea thermal contrasts-but the phase of the anomalous waves depends on the longitude of the sea ice loss. Smith et al. (2010) previously argued for similar effects of varying longitudinal positions of snow cover anomalies.
Two remaining questions that we address are whether different spatial patterns of sea ice loss can also explain the contrasting tropospheric responses in previous studies, and what effects different loss regions have on midlatitude surface temperatures. Since Baldwin and Dunkerton (2001) and many subsequent studies find that a weaker (stronger) polar vortex is often followed by a negative (positive) tropospheric AO/NAO, in studies with more Atlantic (Pacific) sector sea ice loss, we might expect a negative (positive) AO/NAO-indeed, this is the case in Kim et al. (2014) (Cai et al., 2012) -and colder (warmer) regions in midlatitudes. However, while SDT15 find that the zonal mean tropospheric eddy-driven jet shifts south (a negative AO) for their Atlantic experiment, they find no shift for their Pacific experiment. They also do not examine the surface temperature response in the separate Atlantic and Pacific cases. Therefore, we look in detail at stratosphere-troposphere interactions and the surface temperature response in each case. Other studies examine the tropospheric and surface temperature response to regional sea ice anomalies, but do not focus on the role of the stratosphere (Alexander et al., 2004; Koenigk et al., 2016; Pedersen et al., 2016; Screen, 2017a Joshi et al., 2015) , with a horizontal resolution of T42 (∼2.8 ∘ ) and 35 vertical sigma levels. These levels extend from the surface up to approximately 0.1 hPa (∼65 km), with 13 levels in the stratosphere. Since the model is atmosphere-only, climatological monthly mean surface temperatures (T s ) are prescribed over the ocean. There is no explicit sea ice field, but its important effects (e.g., albedo) are parameterized through the T s field. The T s over land is computed from the surface fluxes at each time step. All the main greenhouse gases are generally prescribed using climatological data, and moist processes are parameterized in a simplified manner.
The model's zonal mean zonal wind climatology compares well with ERA-40 reanalysis data in both the troposphere and stratosphere (Joshi et al., 2015) . O'Callaghan et al. (2014) show that stratospheric sudden warmings in IGCM4 are realistic in terms of frequency, type, and the strength of subsequent stratosphere-troposphere coupling. Climatological stationary waves that propagate into the stratosphere in winter (wave-1/2/3) are weaker in IGCM4 than in ERA-Interim reanalysis data, but are similar in phase. For further details on IGCM4, see Joshi et al. (2015) .
Experiments
Three main experiments-one control run and two perturbation runs-were conducted, each of which consists of a 1 year spin-up followed by another 200 years. The spin-up year is discarded in the results. In the control run (CTL) we prescribe an annually repeating cycle of historical monthly mean T s over the ocean using ERA-Interim reanalysis data (Dee et al., 2011 (Dee et al., ) averaged over 1979 (Dee et al., -2014 In the Atlantic/Pacific sector perturbation run (ATL/PAC), the same boundary conditions are used as in CTL, but with an annually repeating cycle of monthly mean T s anomalies added in the Barents-Kara/Chukchi-Bering Seas representing late 21st century sea ice retreat. Our anomalies are more regionally confined than SDT15's to allow a clean comparison of the effects of sea ice loss in the Atlantic versus Pacific sectors and the mechanisms involved. The Barents-Kara and Chukchi-Bering Seas were chosen because it is in these regions that projections of surface temperature appear most diverse across the CMIP5 (Coupled Model Intercomparison Project Phase 5; Taylor et al., 2012 ) models ( Figure S1 in the supporting information).
Figures S2a and S3a show the ocean T s in each run and T s anomalies for ATL and PAC (see Text S2 for details on how the anomalies were derived). The anomalies emerge in October, peak in December/January, then reduce going into spring. The resulting anomalous upward surface heat fluxes peak at ∼240 W/m 2 in winter (Figures S2b and S3b), while SDT15's peak at ∼250 W/m 2 , showing that our anomalous forcing is comparable in magnitude.
We examine the linearity of the key results in ATL and PAC by conducting two further perturbation runs (0.5ATL and 0.5PAC) with half the magnitude of imposed T s anomalies (Figures S4a and S5a) . This is important to understand because the CMIP5 models project different magnitudes of Arctic warming ( Figure S1 ), and only a few studies have compared the responses to different sea ice loss magnitudes (e.g., Petoukhov & Semenov, 2010; Peings & Magnusdottir, 2014) . The 0.5ATL and 0.5PAC runs were conducted for 300 years, since for a smaller forcing a longer run is required to achieve statistical significance. When analyzing these runs we used an extended 300 year long version of CTL.
Data Analysis
We define the response of any field by its difference between the perturbation run and control run (e.g., ATL-CTL). We show November-February for ATL/0.5ATL and November-January for PAC/0.5PAC, because this is when the large-scale atmospheric response is statistically significant (hereafter "significant") in each run. This reflects when the imposed T s anomalies and anomalous surface heat fluxes (Figures S2-S5) are strongest (these are quite weak in February in PAC/0.5PAC). In all figures stippling indicates a two-sided t test 95% confidence level, unless otherwise stated (see Text S3 for details).
Results

Stratospheric Response
In the ATL/PAC runs the stratospheric polar vortex is significantly weaker/stronger in November-February/ November-December than in CTL (Figure 1a) . Plots of the Eliassen-Palm (EP-flux) and its divergence (Figure S6a) show that this is consistent with an enhancement/suppression of upward Rossby wave propagation in November-December around the latitudinal range of the imposed T s anomalies (∼60 ∘ N-80 ∘ N). Decomposing the EP flux into its zonal wave-1/2/3 components shows that wave-1 waves explain most of these changes (not shown). Indeed, if we examine the wave-1 component of geopotential height (Z) averaged over 60 ∘ N-80 ∘ N and November-December, this enhancement/suppression appears to be due to constructive/destructive linear interference between anomalous and climatological wave-1 stationary waves ( Figure S6b ). The westward tilt of the waves with height indicates that they are vertically propagating, and the amplitude of the waves naturally increases with height because of decreasing density.
Note that the total anomalous vertical wave propagation is in fact composed of the previously described time-mean linear (TM LIN ) component as well as a time-mean nonlinear (TM NLIN ) component, and highfrequency wave fluctuation (FL) component (Smith et al. (2010) ; see Text S5 for details). However, we find that TM LIN does indeed dominate in both ATL and PAC (see Figure S7) . Sun et al. (2015) use a different decomposition method (Nishii et al., 2009 ), but the results of this method are more difficult to interpret since it mixes the FL component in with the other terms. As such, this method is more suitable for observational data records, which are often limited in time. Smith et al.'s (2010) method is more suitable for long model experiments, since they allow fluctuations about the time-mean to be more easily extracted. Regardless, we also found that the linear component dominated using the Nishii et al. (2009) decomposition, in agreement with Sun et al. (2015) .
Focusing now on 0.5ATL/0.5PAC, the polar vortex is weaker/stronger in November-February/NovemberJanuary than in CTL ( Figure S8a ) consistent with ATL/PAC. The responses are not significant, but the vortex is significantly stronger in 0.5PAC than in 0.5ATL ( Figure S9a ). The response is linear in 0.5PAC but nonlinear (too weak) in 0.5ATL, which may partly reflect the nonlinear surface heat flux anomalies in 0.5ATL (compare Figures S2b and S4b) . However, the heat flux anomalies in 0.5PAC are also nonlinear (Figures S3b and S5b ).
Further plots (not shown) are mostly consistent with ATL and PAC, but in both 0.5ATL and 0.5PAC there are limited regions of significance in the stratospheric EP flux divergence and 60 ∘ N-80 ∘ N wave-1 Z. As in ATL and PAC, the time-mean linear component of the zonal mean eddy heat flux response explains a large part of the anomalous vertical wave propagation in 0.5ATL and 0.5PAC.
Tropospheric Response
While there are opposite stratospheric responses in the ATL and PAC runs, the tropospheric responses both resemble a similar strength negative AO. This is shown in Figures 1a-1c by the response in zonal mean zonal wind (an equatorward shift of the zonal mean eddy-driven jet), the 500 hPa zonal wind (an equatorward shift of the Atlantic eddy-driven jet and strengthening of the Pacific eddy-driven jet as in Ambaum et al. (2001) ), and the 500 hPa geopotential height, Z500 (positive/negative heights at higher/lower latitudes). Indeed, projecting the November-February/November-January Z500 response in ATL/PAC onto the November-February AO from CTL (using linear least squares regression) shows that the AO explains 66%/75% of its spatial variance.
In 0.5ATL/0.5PAC, the tropospheric responses resemble a negative/positive AO ( Figures S8a-S8c) , which is consistent with the weaker/stronger polar vortex and agrees/disagrees with ATL/PAC. Figure S9 highlights that there are significant stratospheric differences between ATL and PAC, and between 0.5ATL and 0.5PAC, but only in the latter case are there corresponding significant differences in the tropospheric AO.
Surface Response
While the tropospheric circulation response resembles a negative AO in both the ATL and PAC runs, there are contrasts between ATL and PAC in the T s response (Figure 1d) . Specifically, while a negative AO is associated with Northern European cooling, this only occurs in PAC, and in ATL there is no evidence of this. Additionally, a negative AO is associated with cooling in eastern North America, but this does not occur in PAC, and in ATL cooling only occurs in western North America.
To understand this, we decompose the T s response into an "indirect" part and a "direct" part. This is done by extending the approach of Deser et al. (2004) , who decompose the circulation response into an indirect part and a direct part, where the former is defined as the part that projects onto the model's leading mode of internal variability (i.e., the large-scale AO-like part generated indirectly through tropospheric nonlinear eddy feedbacks), and the latter is defined as the residual (the full minus indirect circulation response).
Specifically, we define the indirect T s response as the part induced by the indirect circulation response (although further leading modes of variability are used here, as explained shortly). To compute this part, we first find the indirect circulation response by projecting the Z500 response onto the leading empirical orthogonal functions (EOFs) from CTL. The EOFs are defined at 500 hPa as in Deser et al. (2004) , since Z may be influenced by boundary layer and orographic effects near the surface, and we are interested in large-scale changes. We then extend Deser et al.'s (2004) approach and temporally regress the normalized principal components (PCs) associated with each EOF onto T s in CTL. This gives a map of the indirect T s response for each EOF for a PC value of 1. The maps are then scaled by the regression coefficients obtained for each EOF in the Z500 projections. To calculate the significance of the indirect T s response we use a two-sided 95% confidence interval obtained from the PC-T s regressions.
In terms of the direct T s response, we define this as the residual (the full minus indirect T s response), similar to Deser et al.'s (2004) definition of the direct circulation response. While the direct T s response is related to the direct circulation response, the former is also influenced by other factors (e.g., the interaction of climatological winds with the imposed T s anomalies). They should be similar, however, in terms of being local to the sea ice loss region. Hence, for the Z500 projections we use the first three EOFs, since only projecting onto EOF1 (the AO) gave a Z500 residual containing EOF2 (the Pacific-North American pattern) in ATL and PAC, and EOF3 (a dipole between the North Atlantic and North Pacific) in ATL. The significance of the direct T s response is calculated by finding the residual response in each year and applying a t test as described in Text S3. Figure 2 shows the indirect and direct parts of the T s and Z500 responses in ATL and PAC. Only the EOF1-induced indirect T s response is shown, since the EOF2-induced and EOF3-induced responses are small. Focusing first on the indirect T s response, notice it is large scale in both ATL and PAC, as expected from the large-scale nature of the AO. The most notable features are a cooling in eastern North America and Northern Europe, the latter of which explains a large part of the Northern European cooling in the full PAC response. Moving onto the direct T s response, notice that it and the related direct Z500 response are indeed relatively local to the loss region in both ATL and PAC. Furthermore, it is encouraging that the direct Z500 response becomes more anticyclonic with height above the forcing (cyclonic near the surface-not shown-to anticyclonic (less cyclonic) at 500 hPa in ATL (PAC)) as predicted by linear theory (Hoskins & Karoly, 1981) . In ATL, the anticyclone above the forcing is consistent with advection of anomalously warm air from the Barents-Kara Seas to Northern Europe and the counteraction of AO-induced cooling there. Additionally, the direct Z500 anomalies downstream of the forcing may induce the dipole in direct T s anomalies over North America, which counteract AO-induced eastern North American cooling and explain the western North American cooling in the full response. In PAC, the high over western North America and low north of Hudson Bay in the direct Z500 response are consistent with advection of anomalously warm air from the Chukchi-Bering Seas to eastern North America and the counteraction of AO-induced cooling there. However, note that there is residual cooling in Northern Europe. This may be associated with the residual low; indeed, the NAO low center appears eastward shifted in the full Z500 response (similar to the findings of Pedersen et al. (2016) )-a pattern not captured by the EOFs used in the projections.
The T s responses are not decomposed for 0.5ATL and 0.5PAC since they have limited significance. However, in November-February in 0.5ATL (December-January in 0.5PAC) there is cooling (significant warming) 10.1002/2017GL076433 in eastern North America and no cooling (nonsignificant warming) in Northern Europe, consistent with the negative (positive) AO and a direct warming effect local to the loss region ( Figure S8d ).
Discussion and Conclusions
The research questions from section 1 will now be addressed, which broadly aim to improve understanding of the mechanisms that may link Arctic sea ice loss to changes in midlatitude surface temperatures. A schematic summarizing the proposed key mechanisms is shown in Figure 3 .
With respect to the first research question (Do sea ice losses confined to the Atlantic or Pacific sector of the Arctic have opposite effects on the stratospheric polar vortex?), in our model experiments Atlantic sector (Barents-Kara Seas) and Pacific sector (Chukchi-Bering Seas) sea ice loss do have opposite effects on the stratospheric polar vortex. Specifically, in the Atlantic/Pacific case the vortex weakens/strengthens in November-February/November-January due to enhanced/suppressed upward Rossby wave propagation (indicated respectively in Figure 3 by the gray arrows and vortex thickness, and black wavy arrows). This enhancement/suppression is due to constructive/destructive linear interference between anomalous and climatological stationary Rossby waves (indicated in Figure 3 by the relative phase of the red and gray wavy arrows). These results hold for both large-magnitude (late 21st century) and moderate-magnitude sea ice loss and, therefore, our results extend the generality of SDT15's finding that different spatial patterns of (large-magnitude) sea ice loss can explain the contrasting stratospheric responses in previous studies. Now we address the second research question (Are there corresponding opposite effects on the tropospheric AO?). We find that Atlantic or Pacific sector sea ice loss of moderate magnitude leads respectively to a negative or positive AO response in the large-scale tropospheric circulation (indicated in Figures 3a and 3c by the dark blue features), consistent with the stratospheric responses. However, for large-magnitude sea ice loss we find a similar strength of negative AO response in both cases (Figures 3b and 3d) . This suggests that different spatial patterns of sea ice loss, when the loss is not too large in magnitude, can explain the contrasting tropospheric responses in previous studies. Furthermore, it implies that as the magnitude of sea ice loss increases, tropospheric mechanisms (which may tend to lead to a negative AO for both Atlantic and Pacific sector sea ice loss through, for example, reductions in meridional temperature gradient) become relatively more important than stratospheric mechanisms (which lead to oppositely signed AO responses)-compare the dotted arrows in Figures 3a and 3c with those in Figures 3b and 3d . This helps explain why different studies find tropospheric and stratospheric mechanisms to have different levels of importance (e.g., Nakamura, Yamazaki, Iwamoto, et al., 2016 , find that stratospheric mechanisms are crucial in the response to recent sea ice loss, while Wu and Smith (2016) find that tropospheric and stratospheric mechanisms are equally important for late 21st century sea ice loss). SDT15's Pacific experiment also suggests that tropospheric mechanisms are more important for large-magnitude sea ice loss, since they find a stronger polar vortex but no northward shift of the zonal mean tropospheric eddy-driven jet.
However, within the current experimental setup we cannot definitively quantify the role stratospheric and tropospheric mechanisms played in the tropospheric AO responses. In future work we hope to address this by conducting additional experiments designed to isolate the role of the stratosphere (e.g., Hitchcock & Simpson, 2014) . This will also help us understand sources of nonlinearity in the responses (e.g., the tropospheric AO response may reverse in sign for double the magnitude of Pacific sea ice loss because the tropospheric pathway strengthens at a greater rate than the stratospheric pathway, or because the stratosphere has relatively less effect on the troposphere).
In answer to the third research question (What are the effects on midlatitude surface temperatures?), we find that while there is a negative tropospheric AO in response to large magnitudes of both Atlantic and Pacific sector sea ice loss, there are contrasting effects on midlatitude surface temperatures (compare Figures 3b and 3d) . Specifically, in the Atlantic (Pacific) case AO-induced cooling is absent in Northern Europe (North America), and any cooling only occurs in North America (Northern Europe). We show that this can be understood by decomposing the temperature response into an indirect part induced by the large-scale indirect circulation (AO) response, and a residual direct part, which is demonstrated to be local to the loss region, and is partly explained by the direct circulation response. In the Atlantic (Pacific) case, the direct circulation response is consistent with warm advection over Northern Europe (North America), and the counteraction of AO-induced cooling there (indicated in Figures 3b and 3d by the warm advection symbol). Thus, in the Atlantic (Pacific) case any cooling only occurs in North America (Northern Europe). This decomposition of the temperature response into direct and indirect parts is a new approach, but is similar in concept to the "thermodynamic" versus "dynamic" decomposition described by Screen et al. (2015) and others. However, we use the direct versus indirect terminology, since the direct temperature response involves both thermodynamic and dynamic processes. It also is similar in concept to Deser, Terray, et al.'s (2016) decomposition of air temperature trends into dynamical internal and forced components, and thermodynamic internal and forced components. Due to a lack of significance, our decomposition was not performed for the moderate-magnitude sea ice loss experiments. However, the temperature changes for moderate-magnitude Atlantic or Pacific sea ice loss are consistent with the AO responses and a direct warming effect local to the loss region (Figures 3a and 3c ).
The temperature responses in the large-magnitude sea ice loss cases contrast with the observational study of Kug et al. (2015) , who find that warming in the Barents-Kara (East Siberian-Chukchi) Seas is connected to wintertime cooling in Eurasia (North America). However, their results are for past warming, which is much smaller in magnitude than our anomalies. Therefore, the direct warming effect is likely not large enough to counteract the indirect cooling effect. Recent papers (e.g., McCusker et al., 2016) also show that recent wintertime Eurasian cooling can be explained entirely by natural variability.
The wider relevance of these results will now be considered. Since the spatial pattern and magnitude of future sea ice loss-and associated surface warming-is uncertain across climate models ( Figure S1 ), they may indicate the range of potential atmospheric responses. For instance, for climate models with sea ice loss weighted toward the Atlantic sector (e.g., GISS), there could be a negative tropospheric AO and a cooler North America, regardless of the ice loss magnitude. However, for models with more Pacific sector sea ice loss and smaller/larger magnitudes of it (e.g., FIO-ESM/ACCESS), there could be a positive/negative AO and warmer 10.1002/2017GL076433 midlatitudes/a cooler Northern Europe. Regarding models with ice loss equally weighted toward both sectors (e.g., HadGEM2), an additional 200 year long experiment with large-magnitude T s anomalies imposed in the Atlantic and Pacific sectors simultaneously suggests that the sign of the response in the combined case is consistent with an addition of the responses in the separate cases ( Figure S10 ). The combined case response is generally weaker than this addition suggests, however, as also found by Screen (2017a) but for a greater number of sea ice loss regions. The above scenarios put into context, for example, Screen's (2017b) finding that Northern European cooling is absent in the response to Arctic sea ice loss; this was only for sea ice loss that is equally weighted toward the Atlantic and Pacific sectors.
