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Recently Hochstadt and Stephen [l] have considered the equation 
+psin$+jj=O (1) 
for small CL. By use of a fixed-point theorem on the perturbation expansion 
they show that (1) has an infinite number of limit cycles for / p 1 sufficiently 
small. We consider the problem of the limit cycles of (1) for p very large. 
In this case the limit cycles, if they exist, are relaxation oscillations. 
There have been several investigations of relaxation oscillations which bear 
on (I), notably those of LiCnard [2], LaSalle [3], Levinson and Smith [4], 
and MisEenko [5]. The first three of these have considered the equation 
EYP + BY, Y’> + l?(Y) = 0, (2) 
for small C, or variations thereof. However, an important hypothesis of all 
these papers is that f become monotone sufficiently far from the origin. Thus 
their results do not apply to (1). MiiEenko [5], on the other hand, worked 
with the system obtainable from (2), and constructed the periodic solution. 
However, one of the necessary hypotheses for his work is that the limit system 
(e = 0) of (2) have a well defined solution. We shall see this is not so for (l), 
and thus his results are not directly applicable. 
We shall show that (1) has solutions of the relaxation oscillation type, and 
that there are an infinite number of distinct solutions, one for each period of 
sin j. We shall do so by constructing the appropriate cycle to first order. In 
doing so we shall see that Eq. (I) constitutes the separatrix between equations 
which have an infinite number of relaxation oscillations and those which have 
only one. 
1. A HEURISTIC “PROOF” 
To convert our equation to the more usual form, we uniformly change 
variables 
9 =cLy, i = pt, (3) 
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so that we obtain the system 
dY * 
Ez=S1ny-x 
dx 
- =y, dt (4) 
where E = p-2. The x - y coordinate system is the usual phase-plane 
coordinate system. The time variable t is the “slow time” of Pontryagin [6] 
and MiSEenko [5]. If we follow the usual procedure the zero order case of 
(4) is 
O=siny-x 
The graph of (5) is shown as Fig. 1 where the direction of the arrows is that 
of increasing t, given by the second equation. Clearly the solutions are 
discontinuous at the peaks of the curve x = sin y. 
FIG. 1. The q = 0 limit solution. 
4o9126/1-9 
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The usual procedure is to change variables to a “fast time” system. Let 
(6) 
Then (4) becomes 
t 
r=-. 
E 
dY - = siny -x 
dr 
dx 
- = ey. 
dr 
(7) 
Now the zero order limit of (7) is 
4 -=siny -x 
dr 
dx 0 -= , dr 
(74 
so that the solution proceeds vertically. However, as seen from Fig. 1, the 
vertical line from one peak touches all the peaks. In addition the solutions 
to the first of (7a) become singular at each peak. Thus the fast time equations 
do not give a well-defined solution in the E = 0 limit. 
Y 
FIG. 2. The true solution for L # 0 
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We may heuristicly see the nature of the answer by looking at (7) directly. 
The second of these equations shows that the “vertical” curves are slightly 
convex. Due to the symmetry in y of this equation the almost vertical curve 
returns to the line x = f 1 at the value of y whence it started. However, due 
to the asymmetry of the curve x = sin y (the first of equations (5)) the solution 
continues to the next peak, where it reverts to the slow equations (5). These 
limit cycles are shown in Fig. 2. 
The above argument, while quite heuristic, turns out to be essentially 
correct. We shall prove this by actually constructing the limit cycles and 
showing that they do as we have described. 
2. CONSTRUCTION OF THE LIMIT CYCLES 
As shown by Pontryagin [6], and also by Carrier and Lewis [7] in a dif- 
ferent fashion, the solutions to the slow Eqs. (5) and the fast Eqs. (7) have 
no overlapping region of validity. We must therefore take an intermediate set 
of equations to accomplish the joining of these equations. We shall construct 
that set when we need it. 
We start, for convenience, withy > 0, and with the slow system. It is well 
known we may write, in this region, 
y(t) =YoW + ~YlV) + E2Y2(0 + -*- 
x(t) = x()(t) + ex1(t) + 3x2(t) + --a (8) 
so that (5) becomes 
EO + p2A + . . . dr d 
dt dt 
= sin(y, + ~yr + *se) - x0 - l xr - .*. . 
!3+.!%+ . . . =yo + q1+ *-* . 
Using the usual formulas for sin of a sum, we may sort out the sin term; 
to order c2 
sin y = sin y. + {cos ye sin qr} + {cos y. sin 8y2 + (cos eyl - 1) sin y,}. 
(10) 
Thus we obtain a hierarchy of equations which starts, 
(114 
sin y. = x0 ! ! dxo _ x -Yo 
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dY0 
YlcosYo=x,+~ 
dX -A- 
dt --l 
Y2 03s Yo = 
dY1 ~Y12sinyo+x,+-g- 
dx,- 
dt --’ 
(lib) 
Ulc) 
where we have linearized where appropriate. 
Actually we will only concern ourselves with (1 la) and (11 b). 
The solution to (1 la) has already been seen. 
sin y. = x0 (12) 
s 
‘aa dx t= 2, 
1 Yo 
(13) 
where the origin of t is chosen so that t = 0 at the peak of (12), so that (13) 
is basically negative. Unfortunately (13) can not be integrated explicitly. 
Near t = 0 we may expand the integrand. Let 
Yo = T+ yo, 1 - xs = x0, 
where a = 1, 5,9 ,... . Expanding (12) and solving for Y, we get, to first order, 
or 
We may use just the first two terms of (14) in (13) and integrate, obtaining, 
for either sign, 
,-Lx, 
a7r 
or 
x0=1 ++. (15) 
We will show that the intermediate solutions, at the peaks, or break points, 
as Pontryagin [6] calls them, match (14) and (15). 
THE LIMIT CYCLES 133 
We turn to (llb). We combine the equations to get 
dx, 1 -- 
dt - xl = (co~y,)~ 03s Yo 
(16) 
having used (lla). Note the right-hand side of (16) is strictly positive. We 
note what (16) tells about x1 , remembering x1 is the horizontal displacement 
of the true solution from the curve (12) (to first order). Approaching a peak 
from below cos y. is positive. At the peak x1 = 0. Thus from below we can 
not have x1 positive or else the left side of (16) would be strictly negative. 
Conversely, approaching from the top, we can not have x1 negative. Thus the 
true curves must be as shown in Fig. 3. We can solve (16) in the vicinity of 
the peaks, but shall not do so as we will not need those details. 
FIG. 3. Solid curve: sin y = x, the zero order “slow” path. Dashed curve: the 
true “slow” path. 
We turn now to the intermediate solution in the vicinity of the peak. 
The motivation for the governing equations is best obtained from Carrier 
and Lewis [7]. Since a change in the independent variable can only give the 
fast equations, and since in both the fast and slow system one side or the other 
of our two equations vanishes to zero order, we must change the independent 
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variables in such a way as to have neither side of either equation vanish. 
Thus the only change which fits these requirements is 
t = (s - so) 3’3 
where a is an odd integer and K = (u - 1)/2. Then the system (4) becomes 
.2/32 = (- 1)" cos(&35) - (- l)k - e2/3q 
4 - - “2” + P5‘. 
ds 
(18) 
We expand the cosine term in (18) for small E, and look for an expansion 
of 6 and r) in terms of E, 
where the U,(E) and C?,(C) are an asymptotic series of functions in the sense of 
ErdClyi [8]. It is known [see MGEenko [5]] that these functions are not just 
simple powers of E but eventually involve such terms as &c. The zero order 
expansion of (18) is 
d5o 
x=-Y0 
(- Ilk 
- 2 50”. (19) 
We consider first the case k even, which are the peaks - 3~12, ~12, k/2, etc. 
The solution to the first of (19) is 
7)(-j = y s, (20) 
where we have absorbed the initial condition into the sO in (17). Then the 
second of (19) becomes a simple Ricatti equation 
(21) 
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whose solution may be written in terms of the Airy functions 
&=2f$ 
f(s) = C,Ai [- (yy3 s] + cg3si [- (-g3 s] ) (22) 
For s-+ - co, &, must be nonnegative to match with y0 . Using the usual 
formulas we see that this means Ca = 0. Thus 
&I = 2 $ ]ln Ai (- (Tr” $)I , (23) 
so that, as s -+ - co 
&(s) N C-G-. (24) 
Thus, from (17) 
y++vGct 
xwz+%. 
(25) 
2 
We compare these with (14) and (15), obtained from the slow solution using 
the series expansion. There is an exact agreement with the + sign 
taken in (14). 
We may match with a solution approaching a peak from below (for y > 0) 
by taking C, E 0 in (22). The proof of this is exactly analogous to the above. 
Since these solutions do not enter into the stable limit cycles we shall not 
pursue this problem-although they would enter in any initial value problem, 
the subject of a later paper. As s becomes positive we rewrite (23) 
(26) 
which becomes infinite at the first zero of the Airy function 
(z = - (u7r/4)‘13 s). From standard tables this is at X, = - 2.34, at which 
point Ai’ = .701. Expanding (26) about that point we see 
where sr = (9.35/ur), the first zero of the Airy function. Thus, from (17), 
the intermediate solution can be carried to 
1 y - 7 - ‘&l/3 -. 
s, - s 
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The important equation is (28) which is the x value of the starting point for 
the fast solution. (If we had taken C, G 0 then si would be the first zero of 
BJz). This presents no problem.) 
We turn to the fast solution, governed by Eqs. (7). Expanding in terms of E 
we have 
dye -zz 
dr 
sin y, - x0 
(30) 
The solution to the first of (30) is 
xo = 1 + E2/3 a” s1 = c 
2 
(31) 
(32) 
to match with (28). Then the second of (30) becomes 
RI 
d7 = - dye or 
I 
dye 
c - siny, 
7=- 
o c-sinyO’ (33) 
where the zero of r has been chosen to hey, = 0. Since by (32) the denomina- 
tor of (33) is bounded above zero, (33) is well defined. We have drawn the 
integrand of (33) as Fig. 4. With the help of this figure we may construct 
a closed form expression for the integral in terms of the known expression for 
1 y. ) < 7r/2, given below 
s 
%I 
c -drin z = 4~2 ” 1 tan-1 
c tan y0/2 - 
I [ 
1 
2/c= - 1 11 * (34) 
We may then compute 
i 
r/2 dz 
-rj2 c - sin .a = z/P-T 
(35) 
and 
s 
w/2 
0 
c -drin z = d;f3 - -.z- f (- p)” {(c + 1)2fifl - 1). 
c+ In-02n+ 1 c+ 1 
(36) 
THE LIMIT CYCLES 137 
By using the above expressions and the obvious periodicity one may compute 
r for any point on the fast portion of the curve. 
There are two features of the above equations and Fig. 4 we wish to point 
out now for use shortly. 
FIG. 4. Graph of (c - sin y)-1. 
First the area under one complete cycle, which from (33) is the (fast) time 
for y0 to change by 2~7, is 
(37) 
which is of order •~1~. Second we note the asymmetry about the origin in the 
figure. The area under the curve from arr/2 to zero exceeds that from zero to 
- an/2 by an amount of order •-r/~ since 
AA = 
GT 
M - 4/3 - 2. 
as1 
We use these results to analyze the zero order fast solution. 
According to (32) and (33) the solution proceeds from the intermediate 
solution to a strictly vertical curve. This curve misses all the peaks of (12) by a 
distance O(e2i3), and appears to proceed indefinately. 
It is clear that one must consider the first order correction for x to see the 
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true motion of the solution. From the first of (31) we see, using y,, as the 
independent variable, 
dx,- dxl dye ---= 
dr dy,, dr ” ’ 
So we have 
s 
%I x dz 
x1 = - 
a?r,2 c - sin z ’ (39) 
No closed form evaluation for (39) is known; however a discussion of the 
values of x1 is possible. As the solution proceeds down the right side of Fig. 2, 
y. is first positive, and thus xi is increasing, reaching its peak at y. = 0. 
As y. becomes negative x, begins to decrease. The interesting situation is 
when xi becomes negative. In view of (37) the denominator of (39) dominates 
the integrand and we may temporarily ignore the numerator. In view of the 
asymmetry when y. reaches - aa/2 the integral is not yet zero, and from (38) 
x1 is still positive by an amount O(E-~/~). However, when y. reaches 
- (a + 2) r/2, x1 becomes negative. Fortunately this can be shown. Let 
h = (a + 1) n-/2. 
-(a+Z)n/2 x dz h x dz - = 
an/2 c - sin I I -j& c + cos x 
s 
n dz E---T 
0 c + cos x 
s 
h dz 
-h c + cos 2 
z - (a + 1) 7r2 (2 m) 
=- (u + l)n&.-l~3 11 + fp,an + . ..I .
1 
(9 
Thus xi is negative, of order ~-11~. So, at y = - (a + 2) ~12, 
x = x0 + ex, + 1 + F S1E2’3 + EX, 
= 1 - a” ,l,2/2 
2 [(l+&/-y]<I (41) 
to order ~~1s. Thus the solution intersects the slow solution at the peak 
y. = - (a + 2) 7r/2, at a point slightly less than the peak. 
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We now compute the solution in the vicinity of this intersection. We need 
again an intermediate type of expansion, except that we expand about a 
pointy = - a which is just off the peak of the curve x = sin y. The calcula- 
tion is slightly different because the point is just off the peak. Let t* be a time 
appropriate to the point reaching the intersection and 
t - t* = y&3 
y = - a + ,1/y 
x = sin 01 + GJ$ 
(the exact value of 01 is to be chosen later.) The system of equations becomes 
where we have used sin (Y = 1 + O(c2/*) and cos (Y = &Vr + O(E). The zero 
order equations are obvious. The solution for 7, is 
r], = - CXY (45) 
where we have thus taken Y = 0 at the point where the solution reaches the 
point x = sin 0~. The equation for &, can again be reduced to Airy’s equation, 
slightly modified, and the solution is 
&J(y) = 2 ($) 
f(y) = O(Y) exp ] - $1 
v(r)=ClAi[(~-‘3(r+~)]+CJ?i[(+-‘8(r+~)]. (46) 
We take C, = 0, which, from the usual properties of the Airy functions, 
yields, as r -+ co, 
53 - - v?s-TP 
or 
y w - 01 - d2a(t - t*) + co.9 01 
which is exactly the behavior of the limit curve (see (14)). As Y becomes 
negative f(r) = Ai[(o/2)1” (Y + hs/2ar)] exp[- hr/2] vanishes at the first 
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zero of the Airy function and thus 5, becomes positive and infinite, merging 
with the fast solution. The value of r at which this zero occurs, and thus 
through (45) the value of Q, is controlled by h, and thus the value of the 
expansion point 01. Clearly this can be chosen so that the zero of the Airy 
function is at the x value, given by (41) w h ere the fast solution tends to meet 
the slow solution. Thus this corner solution joins the fast solution to the 
slow solution, to zero order. We have thereby computed one half of a cycle, 
and by symmetry, a full cycle. 
3. DISCUSSION OF RESULTS 
We have computed the solution only to zero order. It is well known, 
however, (see MibEenko [5]) that in each of the regions one may obtain higher 
order corrections, that these corrections may be matched, and that these 
solutions are asymptotic. Thus we do not these calculations, as they are 
tedious. We have, however, shown the point which does not follow from 
MiEenko, namely that, whereas the cycles for the E = 0 case can not be 
decided, for E # 0 there is a unique cycle to each peak. It then follows that 
the system (4) has a countably infinite set of nested limit cycles as shown 
in Fig. 2. 
The interesting feature of this problem is not the nested set of limit 
cycles. This situation had been discussed by Ponzo and Wax [93, for example. 
The interesting feature is the now obvious answer to the question of what 
happens if the “damping term” sin j in (1) has a slightly varying amplitude 
of its peaks. If the limit solution x = sin y were to grow slightly in y then 
even the limit solution has an infinite number of cycles. However, if it were to 
decrease slightly in y it is clear that only one ‘stable cycle exists. Thus (1) 
constitutes the separatrix between an infinite number of cycles and one 
cycle of relaxation oscillations. 
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