The optical reflectance of a strong shock front in water increases continuously with pressure above 100 GPa and saturates at ϳ45% reflectance above 250 GPa. This is the first evidence of electronic conduction in high pressure water. In addition, the water Hugoniot equation of state up to 790 GPa ͑7.9 Mbar͒ is determined from shock velocity measurements made by detecting the Doppler shift of reflected light. From a fit to the reflectance data we find that an electronic mobility gap ϳ2.5 eV controls thermal activation of electronic carriers at pressures in the range of 100-150 GPa. This suggests that electronic conduction contributes significantly to the total conductivity along the Neptune isentrope above 150 GPa.
The optical reflectance of a strong shock front in water increases continuously with pressure above 100 GPa and saturates at ϳ45% reflectance above 250 GPa. This is the first evidence of electronic conduction in high pressure water. In addition, the water Hugoniot equation of state up to 790 GPa ͑7.9 Mbar͒ is determined from shock velocity measurements made by detecting the Doppler shift of reflected light. From a fit to the reflectance data we find that an electronic mobility gap ϳ2.5 eV controls thermal activation of electronic carriers at pressures in the range of 100-150 GPa. This suggests that electronic conduction contributes significantly to the total conductivity along the Neptune isentrope above 150 GPa. © 2004 American Institute of Physics. ͓DOI: 10.1063/1.1758944͔
Water is one of the most abundant molecules in the solar system, ubiquitous in biology, and a fundamental constituent of the giant planets Neptune and Uranus. In the center regions of the outer planets water exists at conditions distributed along an isentrope, at temperatures ranging from 2000 to 6000 K, and pressures ranging from 10 to 800 GPa.
1 Electrical conductivity at these conditions is important for understanding magnetic field generation in these planets.
2,3 Low temperature ͑295 K͒ water is insulating: the liquid at 0.1 MPa is an amorphous semiconductor with 6.5 eV gap energy; 4 solid phases are expected to remain insulating to pressures beyond 700 GPa with gap energies larger than 10 eV. 5 Shock compressed water becomes electrically conducting at rather low pressures: measurements of the dc conductivity, dc , along the principal Hugoniot revealed an exponentially increasing trend up to 10 GPa, 6, 7 followed by a much slower increase to a saturation level of ϳ20 (⍀ cm) Ϫ1 between 35 and 60 GPa. 8 This conductivity was attributed to dissociation into ionic species, possibly the bimolecular reaction 2H 2 O→OH Ϫ ϩH 3 O ϩ . The result motivated a single shock Raman scattering study which revealed that the concentration of intermolecular hydrogen bonds begins to decrease at 12 GPa and vanishes at 26 GPa, 9 and inferred that the conduction mechanism may involve free protons, H 2 O →OH Ϫ ϩH ϩ . Recent reverberating shock experiments achieved up to 180 GPa and 5400 K and found that dc increased slowly to 200 (⍀ cm) Ϫ1 , 10, 11 and remains ionic. Concurrent ab initio molecular dynamics investigations elucidated details of the ionic conduction mechanisms. 12, 13 Under strong shock compression one expects thermally activated electronic carriers to begin to dominate, however, no theoretical or experimental work to date has focused on electronically conducting phases of high pressure, high temperature water. In recent years large lasers have allowed access to pressures close to 1 TPa. Here we report on the equation of state ͑EOS͒ and optical reflectance of water compressed by a single strong shock wave spanning the pressure range of 100-790 GPa, a range for which no previous measurements exist. Several large lasers around the world were used, including the Phebus laser 14 and the LULI facility in France, the Omega laser in Rochester, NY, 15 and the Vulcan laser in the UK. 16 Previous dynamic measurements of the EOS of water have been carried out with explosive techniques [17] [18] [19] and with a two-stage light gas gun 8, 20 to determine the principal Hugoniot accurately to about 100 GPa. A single datum at 1.4 TPa ͑Ref. 21͒ from an underground nuclear experiment has never been repeated. Within experimental uncertainty the new laser-shock data are consistent with existing data, and also with a tabular EOS from the SESAME database. 22, 23 More important, we found a strong variation in optical reflectance along the Hugoniot: below 100 GPa water is opaque and low reflecting ͑a few %͒; above 100 GPa it transforms continuously into a metallic-like optical reflector that saturates at reflectivities near 40%-50%. The high reflectiv-ity is the first unambiguous evidence of electronic conduction in high pressure water.
Cylindrical 6 mm diam stainless steel containers held samples of de-ionized, distilled 99.9% pure H 2 O. One end of the container was sealed with a 500 m thick sapphire window which allowed optical access to the water and wateraluminum interface. The opposite end of the container was sealed with a stepped Al plate ͑pusher͒ with the step facing the water. The Al pusher was fabricated from rolled 99.999% pure Al stock by diamond machining to produce step heights between 15 and 25 m, measured to within 100 nm accuracy with a white light phase stepping interferometer. A thin polystyrene film, typically 15 m overcoated with 100 nm of Al, was attached to the flat side of the aluminum plate and served as the ablator. Irradiation of the ablator with one or several smoothed 24, 25 laser beams launched a strong shock which was transmitted into the Al plate and then into the water. Focal spot sizes 800 m in diameter were used for some experiments and 400 m for other experiments. For EOS measurements we used a 3.7 ns pulse to produce a steady shock wave, and for some reflectivity measurements we used a shorter 1 ns pulse to load the specimen impulsively and produce an attenuating shock wave to allow probing over a wide range of pressures.
A line-imaging velocity interferometer system for any reflector ͑VISAR͒ 26, 27 recorded light reflected from the sample cell. This instrument works by reflecting an injectionseeded, Q-switched Nd:YAG laser probe beam from the rear of the target, and relaying an image of the target through a velocity interferometer onto a streak camera slit. For strong shocks in water (Ͼ100 GPa) the probe light was reflected directly from the shock front. 28 The Doppler shift of reflected light is manifested as a shift in fringe phase at the output of the velocity interferometer. In most cases we used two interferometers operating at wavelength ϭ532 nm with different velocity sensitivities to resolve fringe shift ambiguities. For some experiments we used a 1064 nm wavelength operating in one interferometer simultaneously with a 532 nm probe in the other interferometer.
An example recording ͑inset in Fig. 1͒ shows initially stationary fringes produced by the reflection of the probe beam from the Al pusher. The shock emerged first out of the thin Al step, later out of the thick step and was then transmitted to the water. The shock front in the water is reflecting and imparts a Doppler shift to the reflected probe, manifested as a fringe shift in the data recorded. We extracted three observables from the VISAR recordings for each shot: the shock velocity versus time, given by the fringe shifts; the shock reflectivity versus time, given by the reflected intensity; and the average shock velocity in the Al pusher, given by the break-out times from the top and bottom steps. Statistical uncertainties in the shock velocity determined from fringe shifts are typically 0.3%-1%. Typical uncertainties for the average shock speed in Al were 1.5%-3% and they dominate errors in EOS determination.
To determine EOS points we used the impedancematching technique 29 which yields the pressure P and particle speed u p at the interface between the Al pusher and the water sample. Used in this analysis are the measured shock velocities u s for water and Al, and the known Hugoniot and release isentrope for the Al pusher. 22 The shock compression data shown in Fig. 1 include the early lower pressure experiments, 17,18 more recent higher pressure data, 8, 19 and the single ultrahigh pressure datum. 21 Our laser shock data span the unexplored range between 100 and 800 GPa. The Hugoniot calculated from a tabulated EOS for water generated by Ree, 23 available in the SESAME database, 22 agrees well with the new data within experimental uncertainty. To compare these data with SESAME, a linear fit to the u s vs u p data determined here and the datum reported by Podurets et al. 21 was made. Over this limited pressure range, one in which no phase transitions are expected, a linear form for u s vs u p is quite good. This fit was converted to the PϪ plane using the Hugoniot relations. The difference in density between this fit and SESAME at 100, 500, and 1000 GPa is 0%, 6%, and 4%, respectively. While these values are within the density uncertainties estimated in this work, the data are systematically shifted toward lower density compared to SESAME at pressures between 200 and 1400 GPa.
We measured the reflectance of the shock by comparing the probe intensity reflected from the shock to that from the bare Al surface which has a known reflectivity of 0.85 Ϯ0.05. These data are shown in Fig. 2 . The systematic error incurred in this process could be up to 10%. Relative uncertainties in the reflectance are typically about 20%. For some experiments we observed that an attenuating shock in the sample produces a continuous record of reflectance as a function of the shock velocity; the attenuating shock was generated by driving the Al pusher with a short ͑1 ns͒ high pressure pulse, which allowed rarefaction to overtake the shock propagating in the Al pusher before it reached the sample. In this case simultaneous recording of the Doppler shift ͑fringe phase͒ and intensity allowed us to extract shock reflectance over a wide range of shock states. Since the shock was not steady the compressed material behind it contained spatial density gradients along the propagation direction; however the gradient scale length is much larger than the skin depth of the reflected light, ϳ0.1 m.
Temperatures (T) predicted from the SESAME EOS model agree to better than 10% with measurements at lower pressures, 20 ,30 so we expect the EOS model to be reasonably accurate. For 100 GPaϽ PϽ300 GPa the model predicts 7000 KрTр30 000 K, and compression 2.7Ͻ/ 0 Ͻ3.5. While one would expect some increase in reflectivity from a compression-driven increase in the refractive index, 30 this can account for at most about 4% reflectivity assuming that the fluid remains an insulator; this is much smaller than the observed saturation levels of 40%-50%. Therefore we attribute rapidly increasing reflectivity above 100 GPa to free carriers generated by thermal activation across a mobility gap.
To model the reflectivity we use a standard semiconductor formalism to estimate the carrier density, 31 is the electron velocity computed by integrating over the Fermi distribution at a given temperature. Estimating the bound electron contribution ⑀ b is problematic because of the disruption of chemical bonding that occurs above 25 GPa. 9, 12, 13 In the absence of data or models we used ⑀ b ϭ1. ͑Variations in ⑀ b affect the calculated reflectivity mainly below 100 GPa, where we have no data with which to constrain a fit.͒ We calculate the reflectivity from the complex index of refraction, nϭͱ⑀, and the Fresnel formula, Rϭ͉(nϪn 0 )/(n ϩn 0 )͉ 2 , where n 0 ϭ1.33 is the index of unshocked water. Using this model to calculate the reflectivity we have fit the observed reflectance along the compression curve assuming a linear variation of E g along the Hugoniot with respect to the density and temperature: E g (eV)ϭ6.5Ϫa(/ 0 Ϫ1) Ϫb(T/T 0 Ϫ1), with 0 ϭ0.998 g cm Ϫ3 and T 0 ϭ295 K. This form is consistent with the known gap energy of 6.5 eV at the initial state, 4 and takes into account an expected variation in density and temperature of the gap energy. 12 The threeparameter best fit, aϭ1.32, bϭ0.043 and ␥ϭ1.05, produces a varying gap energy ranging from 3.3 to 2 eV within the range of 100-150 GPa, respectively. 33 The variation of E g along the Hugoniot is shown in Fig. 2͑b͒ . The predicted reflectivities compare well with the observations at both 532 and 1064 nm. Increasing E g tends to shift the predicted rising edge of the reflectance toward higher velocities ͑higher P and T), while the collisionality factor ␥ controls the reflectivity in the saturation limit at high P and T ͑larger ␥ leads to larger conductivity and higher reflectivity͒. The relaxation time is close to the Ioffe-Regel limit 32 ͑i.e., ␥ϳ1), indicative of strong scattering. This behavior has been found in shock compressed D 2 , 34 as well as in LiF and Al 2 O 3 . 35 When E g /2kTр1 the gap is effectively closed through temperature smearing of the Fermi distribution, and the fluid is better characterized as a dense plasma. For shockcompressed water this transition occurs for Pу170 GPa, and Tу15 000 K. While this simple model does match the initial increase in shock reflectance well, it does not reproduce the reflectance saturation observed in the data. The observed saturation can be accounted for by limiting the carrier density near 10 22 cm Ϫ3 at about 2300 K ͑250 GPa͒. This amounts to about 1 in 10 initial molecules contributing a free carrier, suggesting that even at these extreme temperatures and pressures, the chemistry is quite complex.
It is interesting to compare electrical conductivities estimated from this model with earlier measurements of dc , 8, 10, 11 which all point to an electronically insulating ionic conduction mechanism; in particular, observations of the galvanic potential between dissimilar electrodes 10 confirmed this. Using the reflectivity fit to determine N e (E g ), we estimate the electronic contribution to the dc conductivity using a Drude model, e ϭN e e 2 ␥ min /m*. Figure 3 shows a comparison of the estimated e that corresponds to the states FIG. 2. ͑a͒ Optical reflectance of the shock front as a function of the shock velocity and pressure along the principal Hugoniot at 532 nm ͑solid line with error bars͒ and at 1064 nm ͑dashed line with closed cirles and error bars͒. Fits to these data are shown for 532 nm ͑chain-dashed͒ and 1064 nm ͑dotted͒ curve for the semiconductor model described in the text. ͑b͒ Variation of the mobility gap energy along the Hugoniot, extracted from the reflectance curve fits. Below 100 GPa ͑dashed͒ the reflectance is low and there are no data with which to constrain the fit. Above ϳ170 GPa the curve is terminated where E g /2kTр1.
observed by Chau et al. In this comparison we find that e Ӷ dc except at the highest pressure observed, 180 GPa, where e / dc is about 1/3. Thus E g is high enough to prevent significant electronic conduction for the sample conditions observed in Refs. 10 and 11 consistent with the conclusions of those studies.
Above 5000 K ͑where the Chau et al. measurements stop͒ we estimate that e will begin to dominate. This has implications for conductivity estimates in the interior of Neptune and Uranus. We have computed e along the Neptune isentrope, also shown in Fig. 3 , and find that e contributes at least as much as the ionic contribution at temperatures above 5000 K. This may have significant bearing on planetary models that rely on conductivity data to understand generation of the magnetic field. Temperatures between 4500 and 6000 K correspond to a broad range of pressures, from 150 to 800 GPa along this isentrope; furthermore, details of this isentrope are model dependent and rather uncertain. Since the thermally activated nature of e depends exponentially on both T and E g , the electronic conductivity will depend strongly on precise details of how both E g and T vary along the isentrope. By comparing a variety of models that match the reflectance data, we estimate that the electron conductivity model presented here is accurate to within about a factor 4 at temperatures between 1000 and 23000 K and pressures between 15 and 250 GPa.
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