Cell death is a ubiquitous process whose immunological consequences can influence the course of infectious, autoimmune and inflammatory diseases. While cell death has long been dichotomised in terms of apoptosis and necrosis, other forms of death can occur and they vary in their capacity to stimulate as well as inhibit inflammation. The pro-inflammatory activity of dead cells results from a wide variety of intracellular molecules that are released as cell permeability increases during death. These molecules have been termed as DAMPs (damage associated molecular patterns) or alarmins. Among these DAMPs, HMGB1, a nonhistone nuclear protein, serves as the prototype. Although HMGB1 was originally thought to act alone as a cytokine, recent studies suggest that its immunological effects result from complexes of HMGB1 with either other DAMPs or with PAMPs (pathogen associated molecular patterns). Studies on the role of HMGB1 in pathogenesis suggest that the formation of extracellular complexes is an important mechanism for generating pro-inflammatory signals during cell death and therefore could be a potential target of new therapy.
Introduction
Cell death is a ubiquitous process that marks the course of many diseases and occurs in diverse forms varying in mechanism, pattern and consequence. Of these diseases, immune-mediated diseases, including infectious, autoimmune and inflammatory syndromes, dramatically exemplify the role of cell death in pathogenesis, not just as an outcome but as an integral part of the process [1, 2] . In these conditions, immune system activation is invariably present, with products of dead cells in the blood and tissue serving as biomarkers as well as mediators in immunopathogenesis.
To elucidate its impact on the organism, cell death has long been dichotomised into two forms: apoptosis and necrosis. In this simplified schema, apoptosis corresponds to a programmed death process in which enzyme cascades lead to nucleolytic and proteolytic cleavage events along with cell shrinkage and fragmentation. In contrast, necrosis represents a sudden and disorderly form of death in which physical and chemical trauma irreversibly injures the cell, even causing its lysis. Whereas apoptosis can be physiological, necrosis is essentially always pathological [3] [4] [5] [6] . While apoptosis and necrosis can be defined morphologically and biochemically, recent studies have added additional patterns to the repertoire of cellular extinction. The operation of these patterns may depend on the cell type, the inducing stimulus and downstream signalling pathways delivering the death blow to the cell [6] . In general, these patterns have been defined using in vitro systems; it is more difficult to identify patterns of cell death in vivo because of the advanced stages of pathological material as well as extensive clearance of dead cells by efferocytosis. Efferocytosis defines a process by which dead cells are removed by professional or non-professional phagocytes, of which macrophages are the most abundant and active [7, 8] . In general, apoptotic cells are rarely observed in clinical specimens although necrotic cells can be readily demonstrated in pathological specimens. Tumours, for example, are frequently filled with necrotic cells, making abnormal cell death in malignancy as much a feature of disease as abnormal cell growth [9, 10] . Among inflammatory diseases, leukocytoclastic vasculitis is defined by the presence of products of cell death (nuclear remnants or dust) from white cells that have undergone clasis (breaking apart). However, the pathway to that state of cellular destruction remains unknown, since biopsy can only reveal the endstage of the process.
Patterns of cell death
In the classification of cell death patterns, an important distinction concerns the impact of dead cells on the immune system: either positive or negative. Thus, studies have shown that cells dying by apoptosis are either devoid of immunological activity or may actually exert immunosuppressive properties. The paucity of immune reactivity of apoptotic cells may relate to the frequency with which apoptotic death occurs in physiological as well as in pathophysiological settings. Since apoptosis occurs during normal growth and development, its immunological "silence" may prevent the inadvertent generation of auto-reactivity to dead and dying cells which emerge by the billions each day [11, 12] . In contrast to the silent death of apoptosis, cell death by necrosis appears to be immunologically very noisy or, to use popular terms, dangerous or alarming. As shown in in vivo and in vitro systems, cells undergoing necrosis can be potent immune stimulators. This activity likely results from the exposure or extracellular release of molecules termed DAMPs (damage associated molecular patterns) by analogy with PAMPs (pathogen associated molecular patterns). The structural diversity of DAMPs is striking, ranging from small molecules as simple as ATP and uric acid to large macromolecules such as heat shock protein, DNA or RNA [13] . The key feature of DAMPs is their ability to translocate from cells and stimulate both toll-like receptor (TLR) and non-TLR sensors in cells of the innate immune system. Reflecting this property, DAMPs also fit into the categories of danger molecules or alarmins. Alarmins are defined functionally by their ability to activate innate immunity, promote chemotaxis and stimulate antigen specific responses. While DAMPs have alarmin activity, certain pre-formed cytokines can display similar functional activity and fit into this terminology [14, 15] . Among other forms of cell death, NETosis can also generate inflammatory activity, especially in the setting of infection [16] . NETosis refers to a dramatic response of neutrophils to certain forms of immune stimulation. In NETosis, the entire nucleus of the cell is extruded in a high molecular weight form to generate neutrophil extracellular traps (NETs); NETs can ensnare bacteria and promote their killing by virtue of attached anti-microbiol molecules. The NET structure, reflecting its content of DNA, can also stimulate immune reactivity. This pattern of cell death appears to be specific for neutrophils although nuclear release can also occur with certain forms of necrosis. Among recently defined processes, pyroptosis is a unique form of cell death which occurs in cells with metabolic and other forms of stress, and results from the activation of the inflammasome and generation of capase-1 activity. Since caspase-1 plays a key role in the maturation and secretion of IL-1β and IL-18, cells undergoing pyroptosis are a rich source of pro-inflammatory cytokines. IL-33, a molecule which has nuclear localisation, is also released in this form of death [17] . Interestingly, genetic abnormalities in the regulation of the inflammasome can give rise to autoinflammatory syndromes, such as Muckle-Wells syndrome in which IL-1β plays a key role in inducing disease manifestations [18] . Finally, autophagy is a form of regulated death in which the cell digests itself to counteract stress and provide additional sources of energy to withstand this event. Although it can be a protective measure in settings of prolonged or intense stress such as starvation or infection, autophagy may be associated with cell death; in this case, cells may die with autophagy rather than from autophagy [19] . Given the array of cell death mechanisms and evidence that even necrosis can be regulated, investigators have questioned the role of this process in homeostasis. Among its consequences, cell death can deprive microorganisms (either bacterial or viral) of a home and certainly cell suicide can prevent replication of infecting organisms. In this conceptualisation, cell death can be an intrinsic feature of host defence, triggering inflammation and containing infection by removing local sanctuaries for intracellular multiplication. As such, the specific pathway of death may be less important than its efficiency in eliminating and combating infecting organisms.
Clearance of dead cells
An important determinant of the immune activity of any dying death cell is, in essence, its lifespan as an agonal entity. Compelling evidence indicates that cells dying by apoptosis undergo rapid clearance because of their display of molecules called "eat me" signals that interact with humoral and cellular systems to promote phagocytosis and removal by efferocytosis [7, 8, [20] [21] [22] . Hypotheses to explain this very rapid clearance are based on the idea that the persistence of dead cells can be dangerous since an apoptotic cell can transition to a late stage with pro-inflammatory properties; cells undergoing this transition are termed secondarily necrotic cells although their relationship to primary necrotic cells is not fully known [5] . Since apoptosis can occur in many physiological situations, rapid clearance may provide a fail-safe mechanism to prevent inflammation and auto-reactivity by removing cells which could become pro-inflammatory if they underwent a transition to secondary necrosis. As such, the life span of apoptotic cells in the body is very short. Indeed, abnormalities in the clearance process (e.g., complement deficiency) may be associated with the autoimmunity. In both humans and mice, for example, deficiency of C1q, a protein that can bind apoptotic cells, is highly associated with systemic lupus erythematosus (SLE) suggesting that impaired clearance of dead cells can stimulate both inflammation as well as drive autoantibody production [23, 24] . In contrast to apoptosis, necrosis is essentially always pathological and signalling of danger is necessary. Since the necrotic cell provides the basis for this signalling, the clearance process appears much more constrained than that which occurs with apoptotic cells. In this conceptualisation, slow clearance preserves a source of danger molecules to promote inflammation and signal repair.
How necrotic cells signal
As these considerations suggest, cells dying by necrosis represent an important element in host defence, signalling danger and inducing inflammation whether death results from infectious or non-infectious events. This signalling results in part from the release of intracellular molecules which, once freed from the usual confines of cells, can stimulate immune responses by interacting with both TLR and non-TLR sensors [25, 26] . The release process appears passive and the consequence of disrupted cell membrane integrity or actual cell lysis. Once the permeability barriers are down, the intracellular contents can translocate extracellularly, presumably by mass action down concentration gradients. Once in an extracellular location, intracellular molecules can act as DAMPs, driving inflammation in the local vicinity as well as stimulating the influx of inflammatory cells. To understand endogenous stimulators of danger, investigators have characterised a variety of DAMPs or alarmins, focusing on their activity as isolated and purified entities on the assumption that they act as conventional cytokines or chemokines [13] [14] [15] . The results of these studies have been both interesting and puzzling since, in some instances, the activity of these molecules has been difficult to substantiate with highly purified products. Furthermore, the activity of these molecules has not been invariably correlated with their extracellular expression, suggesting that location is not sufficient to confer DAMP activity. A further complexity in analysing the activity of DAMPs relates to the potential presence of lipopolysaccharide (LPS) or endotoxin in many systems, especially in in vivo animal models unless animals are kept germ-free. Since many molecules can bind LPS, it can be difficult to exclude the contribution of a PAMP to the activity of a DAMP. Even in in vitro systems, LPS contamination can complicate the interpretation of experiments since foetal calf sera and other media components can contain LPS. Ridding a system entirely of LPS is very difficult, making LPS contamination a constant worry especially if the DAMP is a charged molecule that can bind LPS.
HMGB1 as a prototype alarmin
The situation with HMGB1 clearly illustrates the difficulties in delineating DAMP activity, although, rather than confounding issues, the variability of HMGB1 activity and its interactions with PAMPs and cytokines may point to a fundamental mechanism by which this molecule works [27, 28] . Indeed, I would like to posit that just as many events inside immune cells during activation and death involve the assembly of complexes, so too, in the extracellular space, may the generation of multi-component complexes be essential to DAMP activity and its regulation. As such, molecules with DAMP activity may have structural features (e.g., charge, hydrophobic regions) that facilitate interaction with other molecules (proteins or nucleic acids) to create new moieties that can trigger responses. HMGB1 is a non-histone nuclear protein that is comprised of 215 amino acids that are arranged in two box structures (A box and B box) as well as a C terminal tail ( fig. 1 ). HMGB1 can bind DNA, especially molecules with certain
Figure 1
The structure of HMGB1. The figure illustrates the molecular structure of HMGB1, demonstrating the presence of two boxes (A and B) and the C-terminal tail.
sequences or a bent structure, and can help organise chromosome architecture and regulate transcription. In the nucleus, HMGB1 is highly mobile since it is not tightly bound to chromatin; in some cells, HMGB1 can appear in the cytoplasm and shuttle back and forth between cellular compartments. Among factors governing its interactions and intracellular location, post-translational modifications of HMGB1 (i.e., acetylation) can modulate its properties [27] [28] [29] [30] [31] [32] . The alarmin activity of HMGB1 was originally discovered in studies to identify novel mediators that are induced by LPS and therefore could contribute to sepsis. In seminal experiments, Wang et al. showed that the stimulation of macrophages with LPS leads to the abundant expression of HMGB1 in the media of cultures and, furthermore, that HMGB1 has immunostimulatory activity in vitro [33] . Subsequent studies established a role of HMGB1 in inflammatory responses in vivo. Thus, HMGB1 is elevated in settings of sepsis, shock and inflammatory arthritis, with strategies to reduce HMGB1 activity using antibodies or a competitive A box structure effective therapeutically [27, 28] . In in vivo settings such as sepsis, the expression of HMGB1 differs from that of a conventional cytokine such as TNF-α, appearing much later and having a sustained expression over time. Table 1 indicates diseases in which a role of HMGB1 has been proposed on the basis of animal models or studies indicating increased HMGB1 in either involved tissue or blood. In the setting of immune stimulation, the extracellular expression of HMGB1 results from post-translational modifications including acetylation that influences its traffic from the nucleus to the cytoplasm [29] [30] [31] [32] . Once in the cytoplasm, HMGB1 can enter endosomal vesicles for eventual secretion by a non-conventional mechanism. The release of HMGB1 is not confined to immune activation, however, since, when cells die, HMGB1 also translocates to the extracellular milieu [34, 35] . As such, HMGB1 can behave as a DAMP even though its extracellular release can occur in the setting of cell activation. The release of HMGB1 during cell death is complicated since the extent of this process may depend on both cell type and the inducing stimulus. In original studies of the behaviour of HMGB1 during cell death, the release of this molecule, as assessed by Western blotting of the cell media and immunofluorescence microscopy, was demonstrated with necrotic cells but not with apoptotic cells. Furthermore, in cells undergoing apoptosis, the intracellular mobility of HMGB1 showed a dramatic change. As shown using FLIP (fluorescence loss in photobleaching) imaging, with apoptosis HMGB1 can become essentially immobile in the nucleus. Since treatment of apoptotic cells with trichostatin A (which blocks deacetylase activity) could allow HMGB1 release from apoptotic cells, these findings suggest that post-translational modifications (i.e., acetylation) can alter chromatin binding and nuclear retention [34] . The dichotomy in HMGB1 release during apoptosis and necrosis has a direct parallel with the immunological activity of apoptotic and necrotic cells, suggesting an important role of HMGB1 in determining the activity of dead cell phenotypes. Indeed, studies have indicated that HMGB1
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Swiss Med Wkly. 2011;141:w13256 expression could determine the immunological activity of dying cells. Thus, in in vitro culture systems, necrotic cells lacking HMGB1 (HMGB1 -/-cells) fail to stimulate murine monocytes to produce TNF-α under conditions in which cells expressing HMGB1 are active. These findings suggest that the disposition of HMGB1 can determine the immune activity of dead and dying cells. While this model had enormous appeal and reinforced the postulated dichotomy in immunological properties of death types, further experiments indicated a more nuanced situation. Thus, while original studies showed that apoptotic cells tightly retained HMGB1 in the nucleus, subsequent studies indicated that HMGB1 can translocate to the extracellular milieu as apoptosis proceeds [36] [37] [38] . While this stage may correspond to secondary necrosis, the release occurred readily. These finding raise questions about the extent and stability of an attachment of HMGB1 to chromatin during apoptosis. If HMGB1 is initially tightly bound in the nucleus during apoptosis, its subsequent release during secondary necrosis suggests a process of detachment as death proceeds or, alternatively, the presence of a more mobile pool, perhaps in the cytoplasm. Another issue that arises in evaluating the dynamics of extracellular HMGB1 expression concerns the most appropriate models to elucidate the behaviour of macromolecules during death. Systems to study apoptosis are well-defined since this is a highly regulated process whose progress can be monitored by morphological and biochemical markers (e.g., caspase activation, DNA laddering). In contrast, necrosis results from physical or chemical trauma that causes cell destruction and lysis, although some forms of necrotic death (as well as non-apoptotic cell death forms described above) are more gradual and regulated. In the absence of established and reliable models for necrosis, some investigators have used interventions such as freeze-thawing or even homogenisation to induce "necrosis." While these interventions unquestionably kill cells rapidly, they can produce what is essentially a cell lysate. The amounts of protein (and other molecules) in such preparations are very high although the relationship between the amounts released during other forms of necrosis is not known. Nevertheless, the use of extreme measures of cell disruption to cause necrosis may lead to exaggerated measures of the amount of HMGB1 released during necrosis than would ordinarily occur. While the relative amounts of HMBG1 released during apoptosis and necrosis remain a matter for future investigation, the immunological activity of HMGB1 in these death forms may differ nevertheless. Thus, HMGB1 released during apoptosis may have diminished immunological activity reflecting oxidation of key residues that can occur during redox disturbances in stressed cells [37] . In contrast, with necrosis, such residues may remain in their reduced form, maintaining activity. Among amino acids important in determining HMGB1, a cysteine at position 106 can influence interactions with TLR4 and create. Oxidation of this and other cysteines may affect the immunological activity of HMGB1 [39] . As these considerations suggest, the activity of HMGB1 may vary depending on whether it originates from activated, apoptotic or necrotic cells; these differences likely reflect the impact of post-translational modifications. The time course of the exposure of different forms of HMGB1 to the immune system may also vary, with trauma (depending on the inciting agent) potentially leading to more rapid HMGB1 release than immune activation. Perhaps the most striking findings of the immune activity of HMGB1 concern the activity of highly purified preparations of HMGB1. As shown in a number of insightful studies, these preparations can be essentially devoid of activity although when mixed with either a TLR ligand such as LPS or a cytokine like IL-1, activity is restored [40] [41] [42] [43] [44] [45] . Furthermore, complexing HMGB1 with DNA produces an immunologically active structure even though mammalian DNA itself lacks stimulatory properties. Together, these data suggest that HMGB1 itself is not a full-fledged alarmin but rather must act in partnership with another molecule. This molecule may or may not have immunological activity, with LPS and IL-1 partnering molecules whose activity can be boosted by association with HMGB1, while DNA partners molecules whose activity can be transformed by association. This array of interactions may account for the diversity of receptors implicated in HMGB1 activity. These receptors include TLR2, TLR4, TLR9 and RAGE (receptor for advanced glycation end-products) among others. Table 2 summarises the properties of HMGB1. The role of HMGB1 in complexing DAMPs and PAMPs As these considerations indicate, the immune properties of molecules like HMGB1 may be highly mutable and context-dependent, and as yet there is not an exact terminology to encompass their function. Indeed, the term dual function has been applied to molecules like HMGB1 that have both intracellular and extracellular activities. As now recognised, certain cytokines like IL-1α and IL-33 are also dual function molecules, binding to chromatin on the inside of the cell and stimulating immunity on the outside of the cell [46, 47] . HMGB1 is different from the nuclear cytokines, however, since it does not appear to have intrinsic immunological activity and requires another component to stimulate activity. As a way of understanding HMGB1's activity, I would like to posit that molecules like HMGB1 function as scaffolds or building blocks in the assembly of extracellular complexes which contain molecules that either have intrinsic immunology or can acquire such activity when in association with a binding molecule or as part of a large structure. This complex or nanostructure can be comprised of elements of both the blood proteome and the blood nucleome (the DNA and RNA in the circulation) that, in a concentration dependent fashion, aggregate to form structures that stimulate innate immunity [48] . In some instances, the components of the complexes may already be bound together on the inside of cells (e.g., HMGB1 and DNA) although these complexes may also form from these components on the outside of cells.
Figure 2
The formation of DAMP-PAMP complexes with HMGB1. The figure depicts a model by which HMGB1 can form complexes with DAMPs, PAMPs and cytokines following cell death. During necrosis in the setting of infection, both HMGB1 and DNA (illustrated by the double helix) can exit cells, alone or as a complex. Once in the extracellular milieu, HMGB1 can bind to molecules such as IL-1 and LPS and, depending on its interactions with DNA, can form complexes of varying structure and with a varying the number of components. The large complex illustrated is hypothetical although experimental data have demonstrated complexes of HMGB1 with DNA, IL-1 and LPS. This model allows the generation of many types of complexes that could vary depending on the components and the stoichiometry. For simplicity, the array of such complexes is not illustrated.
In this model, the binding of LPS is neither an artefact nor an experimental nuisance. Rather, it may be a key mechanism to accelerate events in innate immunity. During serious infection, time is of the essence to activate defensive measures. Thus, by binding circulating LPS or DNA, the immunological activity of the developing complex can rapidly increase, with the presence of the PAMP, even if in a low concentration, integral to the boost in immune potential. These complexes can be called DAMP-PAMP complexes. In addition to picking up circulating PAMPs to construct a DAMP-PAMP complex, HMGB1 can incorporate cytokines which, in initial stages of any response, are likely present in low concentration. With a complex decorated by PAMPs and cytokines, simultaneous interaction with a variety of receptor types can occur, acting synergistically to boost or amplify signals that would be much less powerful if delivered individually. Figure 2 illustrates this model. These considerations do not imply that HMGB1 is the nidus for the formation of the DAMP complex but rather that it is an essential component which may even catalyse its formation because of its ability to bind diverse molecules. Whether HMGB1 undergoes any post-translational modifications extracellularly is not known but, if it is does, there would be a strong resemblance to the inflammasome or apoptosome which form as intracellular molecules come into contact with each other, frequently following phosphorylation events. Over time, the size and composition of the complex can change. With effective host defence or antibiotic therapy, the levels of LPS may decline which in turn would lead to lower levels of cytokines. Similarly, as shock or ischemia abates the concentrations of HMGB1 would also fall and perhaps the complex or nanostructure would come apart. With the resolution of infection or the correction of metabolic imbalance, the system would return to the steady state with various components circulating in a monomeric form in insufficient amounts to interact or aggregate to generate the DAMP structure. While this model is speculative, it nevertheless provides a framework to understand the properties of molecules like HMGB1 and to explore their value as biomarkers as well as new targets of therapy.
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