ABSTRACT The implementation of parameter estimation of Hammerstein systems is much difficult due to the existing parameter products from the nonlinear block and the linear block. This paper directly decomposes the parameter coupling between the nonlinear part and the linear part in a Hammerstein system by using the estimated parameter polynomial of the coupled linear part to filter the Hammerstein system, transforms the Hammerstein system into two forms, and investigates two decoupled parameter estimation methods: the one-step decoupled least squares estimation method and the two-step decoupled least squares estimation method corresponding to the two forms. Furthermore, the computational complexity is compared between the proposed two estimation algorithms. The simulation results show the effectiveness of the proposed two estimation methods with a similar estimation accuracy.
I. INTRODUCTION
Nonlinear system identification has been widely used in diverse fields of science and engineering [1] - [6] . Blockoriented systems are one type of popular structures among various nonlinear models, and the Hammerstein system is the simplest block-oriented system. For decades, researchers have maintained a sustained enthusiasm on the identification of Hammerstein systems, and much work on Hammerstein systems has been produced in theoretical and practical analysis.
The traditional over-parameterization model based recursive methods have common estimation accuracy and large computational load [7] - [9] . To promote the parameter estimation accuracy, the iterative identification methods with high identification accuracy are studied [10] - [14] . To improve the computational efficiency, researchers in block-oriented system identification fields developed many identification methods, such as the decomposition based hierarchical identification methods [15] - [18] , the key-term separation principle based identification methods [19] - [21] , the maximum likelihood estimation methods [22] - [26] , the expectation maximization estimation methods [28] - [30] , the orthogonal matching pursuit based identification methods [31] - [34] , and the evolution identification methods [35] - [38] , etc.
In additional, there exist some assistant techniques combining with the above mentioned identification methods to improve their performance, two typical techniques are the multi-innovation technique and the filtering technique. The multi-innovation technique can promote the estimation accuracy of identification methods by extending the scalar innovation into the vector innovation [39] - [41] , e.g., the key-term separation principle based multi-innovation identification method [39] and the auxiliary model based multi-innovation identification method [40] .
Recently, the filtering technique aroused much attention in system identification fields. Various filtering techniques are used in parameter estimation of Hammerstein systems [43] - [47] , including input-output filtering based methods [42] - [44] , Kalman filtering based methods [45] , [46] , [48] - [50] , particle filtering based methods [51] - [54] . Usually, the filtering technique is used to filter the color noises into white noises to improve the estimation accuracy, some filtering methods decompose a system model into two identification models with the reduced dimensions, then the computational load of the identification algorithm decreases [42] - [44] . This paper decomposes the parameter coupling between the nonlinear part and the linear part by using the estimated parameter polynomial of the coupled linear part to filter the system model, transforms the filtered system model into two forms, and performs the two decoupled least squares parameter estimation algorithms to estimate parameters of the systems. The advantages of the two investigated decoupled least squares estimation methods lie in the following aspects:
• The two investigated decoupled least squares methods directly decompose the parameter coupling between the nonlinear part and the linear part in a Hammerstein system by using the filtering technique.
• The two decoupled least squares methods based on the filtering technique avoid the over-parameterization identification model, and reduce the computational load caused by redundant parameters in the overparameterization model. The paper is organized as follows. Section II describes the problem formulation for a Hammerstein CARMA system. Sections III derives two filtering based decoupled least squares identification methods to estimate the parameters of the Hammerstein CARMA system. Sections IV analyzes the computation complexity of the two investigated algorithms. Section V provides an illustrative example. Finally, concluding remarks are given in Section VI.
II. THE PROBLEM FORMULATION
For the narrative convenience, we define some notation. ''A =: B'' stands for ''A is defined as B''; the symbol I (I n ) stands for an identity matrix of appropriate size (n × n); z represents a unit forward shift operator: zx(t) = x(t + 1) and z −1 x(t) = x(t − 1);ẑ(t) stands for the estimate of z at time t; the superscript T denotes the matrix/vector transpose; the norm of the matrix X is defined by X 2 := tr[XX T ]. The input nonlinear and output linear functions of a Hammerstein CARMA system in Figure 1 are expressed as
where u(t) and y(t) are the system input and output, g(t)
is an internal variable, v(t) is stochastic white noise with zero mean; the input nonlinearity h is modeled as a linear combination of basis functions h k , n is the number of the basis functions; the linear block is a CARMA model, α(z), β(z) and γ (z) are polynomials in the unit backward shift operator z −1 (z −1 y(t) = y(t − 1)), and defined by
Assume the order n is known and y(t) = 0, u(t) = 0 and v(t) = 0 for t 0. For the above two system equations, if we directly substitute (1) into (2), then we obtain a system equation
Equation (6) contains the coupled term β(z)
between the coefficients ρ k (k = 1, 2, · · · , n) of the nonlinear part, and the coefficients
The coupled relation between the nonlinear block and the linear block causes the difficulty in the identification of the Hammerstein system. The innovation of this paper is to use the filtering technique to decouple the coefficient products
between the nonlinear part and the linear part.
III. THE FILTERING BASED TWO DECOMPOSED IDENTIFICATION METHODS
Using the function β(z) to filter both sides of the linear equation (6), we get
Remark 1: β(z) (i.e., β i ) and ρ k of the linear/nonlinear part in the above decoupled equation are separated from the prod- (6) , this facilitates the parameter identification.
Rewriting (7) into two different equation forms without the coefficient products between the nonlinear part and the linear part,
Define the internal variables s(t) and w(t), and the filtered output y f (t) and the filtered noise variable v f (t) as
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Then the above two forms (8) and (9) are transformed into
In the following subsections III-A and III-B, the corresponding two filtering based identification methods are investigated and compared based on the above two forms, respectively.
A. THE FILTERING BASED ONE-STEP DECOUPLED IDENTIFICATION METHOD
In this subsection, we analyze the filtering based one-step decoupled identification method corresponding to (14) (the reformulated Form I).
From (10) and (11), we can get
Substituting α(z), β(z) and γ (z) in (3), (4) and (5) into (16) or (17), we can get
Substituting s(t) and w(t) in (18) and (19) , and g(t) in (1) into (14) (the reformulated Form I) gives
Define the information vectors φ(t), φ αβ (t) and φ βγ (t) as
and the parameter vectors , θ αβ and θ βγ as
Then (20) can be written as
and (18) and (19) become
Define a cost function
For the unknown variables s(t), w(t) and v(t) in the information vector φ(t), φ αβ (t) and φ βγ (t), replace them with their estimatesŝ(t),ŵ(t) andv(t), and the estimatesφ(t),φ αβ (t) andφ βγ (t) of φ(t), φ αβ (t) and φ βγ (t) can be written aŝ
The estimatesv(t),ŝ(t) andŵ(t) can be computed by (24) , (25) and (26) with the unknown variables replaced by their estimatesv
According to the least squares principle, replacing φ(t) with its estimateφ(t) and minimizing the J ( ) in (27), we obtain the filtering based one-step decoupled least squares (One-
Step DLS) algorithm for generating the estimateˆ (t):
B. THE FILTERING BASED TWO-STEP DECOUPLED IDENTIFICATION METHOD
This subsection analyzes the filtering based two-step decoupled identification method corresponding to the reformulated Form II. Note that the reformulated Form II contains the filtered model (15) and the noise model (13) . Define
From (13), we have
Define
From (2), we have
From (15), we have
. (49) Substituting v f (t) in (43) into (49) gives
For two autoregressive identification models: the noise model in (44) and the filtered system model in (50), the filtered variables v f (t − i) and y f (t − i) in the information vectors ψ n (t) and ψ f (t) are unknown due to the unknown polynomial β(z), thus it is impossible to use the standard least squares algorithm to generate the estimatesβ(t) andθ f (t).
This paper uses the idea of replacing the unknown variables with their estimates. The system parameter estimates rely on the estimates of the unknown filtered variables, while the estimates of the unknown filtered variables are computed through the system parameter estimates and the noise parameters, implementing an interactive process. The details are as follows.
Replace the unknown variables y f (t − i) and v f (t − i) in the information vector ψ f (t) or ψ n (t) with their estimatesŷ f (t−i) andv f (t−i), and define the estimatesψ f (t) andψ n (t) of ψ f (t) and ψ n (t) aŝ
From (48), we have
Replacing the information vector ψ o (t) and the parameter vectors θ o in (51) with their estimatesψ o (t) andθ o (t), respectively, the estimatesv(t) can be computed bŷ
wherê
Using the parameter estimates of the noise model
to construct the estimate of β(z):
Filtering y(t) and v(t) with
obtains the estimates of y f (t) and v f (t) as follows:
which can be recursively computed bŷ
Replacing the unknown variables y f (t) and v f (t), and the vectors ψ f (t) and ψ n (t) with their estimatesŷ f (t) andv f (t), andψ f (t) andψ n (t), respectively, and minimizing the cost functions
we obtain the filtering based two-step decoupled least squares (Two-Step DLS) algorithm for generating the estimatesθ f (t) andβ(t) of θ f and β:
IV. THE COMPUTATION COMPLEXITY OF THE TWO ALGORITHMS
The common characteristic of the two investigated methods is that they adopt the same filtering function to decouple the parameter products between the nonlinear block and the linear block. The multiplication/division and addition/subtraction numbers (flops) of the One-Step DLS algorithm and the Two-Step DLS algorithm are shown in Tables 1 and 2 for each recursive step. When n = 2, the total flops of the one-step algorithm are 336; the total flops of the two-step algorithm are 229.
Remark 2: Compared Tables 1 with 2 , the computation load of the One-Step DLS algorithm is a little heavier than that of the Two-Step DLS algorithm.
Remark 3: The dimensions of the covariance matrix P(t) ∈ R 4n×4n in the One-Step DLS algorithm are a little larger than those of the covariance matrices P f (t) ∈ R 3n×3n and P n (t) ∈ R n×n in the Two-Step DLS algorithm, especially for large n.
V. EXAMPLE
Consider the following Hammerstein CARMA system, The input {u(t)} is taken as an uncorrelated persistent excitation signal sequence with zero mean and unit variance, and {v(t)} as a white noise sequence with zero mean and variances σ 2 = 0.20 2 and σ 2 = 0.50 2 , respectively. Applying the One-Step DLS algorithm and the Two-Step DLS algorithm to estimate the parameters of this system, the parameter estimates and their errors are shown in Tables 3 and 4 the parameters is
×100%.
From Tables 3 and 4 and Figures 2-5 , it is clear that:
1) The parameter estimation errors of the One-Step DLS algorithm and the Two-Step DLS algorithm become (generally) smaller and smaller with the data length t increasing; 2) The parameter estimates given by the One-Step DLS algorithm and the Two-Step DLS algorithm have similar estimation accuracy; 3) The computation load of the One-Step DLS algorithm is a little heavier than that of the Two-Step DLS algorithm, and they are on the same level.
VI. CONCLUSIONS
The filtering technique is usually used to filter the system noise to make the identification algorithm more accuracy, and decomposes the system into two identification models with reduced dimensions of the corresponding two covariance matrices. It can reduced computational load of the identification algorithm, but cannot decompose the parameter coupling between the nonlinear part and the linear part of the Hammerstein system. The main purpose in this paper is to decompose the parameter coupling between the nonlinear part and the linear part by using the estimated parameter polynomial of the coupled linear part to filter the Hammerstein system. Through the filtering, the Hammerstein system can be transformed into two forms, corresponding to two decoupled parameter estimation methods: the one-step decoupled identification method and the two-step decoupled identification method. Furthermore, the computational complexity is compared between the two proposed algorithms. The simulation results show the effectiveness of the two proposed methods with similar estimation accuracy. The proposed filtering based identification method can be extended to the multivariable systems [55] , [56] and missing data systems [57] , [58] .
