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ABSTRACT OF THESIS 
 
 
BOUNDARY INTEGRAL EQUATION METHOD FOR ELECTROSTATIC FIELD 
PREDICTION IN PIECEWISE-HOMOGENEOUS ELECTROLYTES 
 
 This thesis presents a method to predict electrostatic fields, potentials, and currents 
in regions containing piecewise-homogeneous electrolytes. Additionally, an efficient 
electric field calculation is presented. A boundary integral equation is formulated for the 
boundary potentials and currents and is discretized using the Locally Corrected Nyström 
method. Solution convergence with respect to the mesh discretization and basis order is 
investigated. The techniques are validated through analysis of problems with either analytic 
solutions, with published data, or with other solution methods.  
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CHAPTER 1. INTRODUCTION 
Modern engineering involving conductors surrounded by or immersed in 
electrolyte, such as the hull of a ship in seawater, is faced with the challenge of mitigating 
corrosion [1-4]. These conducting structures may be difficult to protect from corrosion 
over time due to the conditions the structure is exposed to. While the use of insulating 
paint can be used to prevent corrosion of conducting surfaces, this coating may be damaged 
during regular operation of the system. In other cases, insulating paint may not be an option 
for some surfaces.  
One preventative method for slowing corrosion is an impressed-current corrosion 
protection system. This system slows the corrosion process by injecting electric current 
into the electrolyte to adjust the structure’s surface potential. Impressed-current corrosion 
protection systems are complex to design and are often dependent on numerical modeling 
of the system to predict the corrosion-related currents and electromagnetic fields. 
Numerical modelling techniques include finite-difference methods [5], finite-element 
methods [6, 7], and boundary element methods (BEM) [8]. The BEM is a convenient 
method since the electric currents and fields can be solved using a surface integral equation 
without the need to mesh the surrounding electrolytic medium.  
In the analysis of a marine structure and buried pipes, the prediction of corrosion 
currents and fields in an electrolyte may assume the surrounding electrolyte to be 
homogeneous. In reality, the conductivity of electrolytes, e.g., seawater or soil, typically 
varies with location. This implies that the assumption of a constant conductivity may be a 
poor approximation in some cases. For a better approximation of inhomogeneous 
conductivity, a piecewise-constant conductivity model, referred to as zoning in this work, 
is discussed. Herein, each region with a homogeneous electrolyte is called a zone. The 
application of zoning will be applied with marine structures in mind, but these methods 
may be applicable to other systems with a surrounding inhomogeneous conductivity.  
In this thesis, a boundary integral equation is formulated for the analysis of 
piecewise-homogeneous electrolytes. The integral equation is discretized using the 
Locally Corrected Nyström method [9-11], and the solution convergence with respect to 
mesh discretization and basis order is investigated. An efficient electric field calculation 
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is presented as well and is verified through comparison to literature data [12, 13],  analytic 
solutions, and data for single electrolyte problems.  
3 
 
CHAPTER 2. PIECEWISE-HOMOGENEOUS ELECTROLYTE METHOD 
2.1 Boundary Integral Equation Method 
Consider a piecewise-homogeneous electrolyte model for I homogeneous regions 
iV where region iV  has homogeneous conductivity iσ  for i = 1… I. Let the region 0V  be 
the region outside the problem domain. Figure 2.1 illustrates an electrolyte with I 
homogeneous regions. The shared surface between regions iV  and jV  is denoted ij jiΓ = Γ  
with the unit surface normal ˆ ijn  pointing from region 
iV  into region jV . The exterior 
boundary of the total region is 0Γ , which may recede to infinity for unbounded problems, 
and  the total boundary of iV is iΓ .  
  
 
Figure 2.1: I regions with piecewise-homogeneous conductivity iσ . 
 
The potential iΦ within iV  is given by [12] 
 ( ) ( ) ( ) ( ) ( )ˆ ˆ, ,
i i
i i iG d G d
Γ Γ
′ ′ ′ ′ ′ ′ ′ ′ ′ ′Φ + Φ ⋅ Γ = ⋅ Φ Γ∫ ∫r r n r r r r n r ∇ ∇   (2.1) 
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where ˆ ′n  points out of region iV . The electrostatic Green’s function 
( ), 1/ 4G π′ ′= −r r r r  is assumed unless noted otherwise. For simplicity, it will be 
assumed all surfaces iΓ  are bounded except possibly for 0Γ  .  
To obtain a set of coupled integral equations with a unique solution, the shared 
surfaces between each region must have both the electric potential be continuous 
 ( ) ( )i jΦ = Φr r   (2.2) 
and the normal electric current density be continuous 
 ( ) ( )ˆ ˆi jij ij⋅ = ⋅n J r n J r   (2.3) 
for ij∈Γr where  
 ( ) ( ) ,i i ii Vσ= − ∇Φ ∈J r r r  . (2.4) 
The boundary condition on insulating surfaces ,insulatingi iΓ ⊂ Γ   is that the normal current 
density is zero  
 ( )ˆ 0i⋅ =n J r  (2.5) 
for ,insulatingi∈Γr . The excitations in the model are the boundary conditions over the 
electrodes ,electrodei iΓ ⊂ Γ   and are either a fixed potential  
 ( ) ( ),electrodei iΦ = Φr r   (2.6) 
or a fixed normal current density 
 ( ) ( ),electrodeˆ i ii J− ⋅ =n J r r   (2.7) 
for ,electrodei∈Γr  based on whether the boundary condition is Dirichlet or Neumann, 
respectively. 
For interior, linear Neumann problems, a one-dimensional null space corresponding 
to a constant potential offset is addressed by enforcing the average potential over some 





′ ′Φ Γ =∫ r   (2.8) 










′⋅ Γ =∫ n J

  (2.9) 
is satisfied over all electrode surfaces ,electrodeiΓ . Additionally, (2.9) must be a priori satisfied 
for linear Neumann problems but is not required to be enforced explicitly for linear, 
Dirichlet or linear, mixed boundary condition problems since these problems already have 
the potential fixed somewhere in the problem. Enforcing the conditions (2.2) - (2.9) 
produces a uniquely solvable system.  
The reference direction of the unit surface normal ˆ ijn  on a shared interface 
ijΓ  is 
always directed from i into j. On a shared interface ijΓ , let ( ) ( ) ( )ij i jΦ = Φ = Φr r r  and 
( ) ( ) ( )ˆ ˆ ˆij i jij ij ij⋅ = ⋅ = ⋅n J r n J r n J r  where   i j<  to fix the reference direction for the 
normal current density. In the following, i j<  is assumed unless otherwise noted. 
At ij∈Γr , if we approach along a path from outside the respective region, then 
 ( ) ( ) ( ) ( )lim 0    and    lim 0,
j i
i i j jA A
+ +→ →
= − Φ = = − Φ =
r r r r
r r r r   (2.10) 
where +r  indicates the limit is taken along a path outside the respective region. The 
limiting operation for a small surface S∆  [14] is 
 ( ) ( ) ( ) ( ) ( )
0
0
1ˆ ˆlim , P.V. ,
2S S
G ds G ds
±→
∆ ∆
′ ′ ′ ′ ′ ′ ′ ′ ′ ′Φ ⋅ = Φ ⋅ ± Φ∫ ∫r r r r r n r r r n r∇ ∇   (2.11) 








= ±r r n r  and the surface normal is n̂ . P.V. denotes a principal value 
integral and is suppressed throughout.  
To enforce (2.2) and (2.3) on a shared interface ijΓ , a linear combination of iA and 
jA  
 ( ) ( ) 0i i j jA Aα α+ =r r   (2.12) 






( ) ( ) ( ) ( )















G d G d





′ ′ ′ ′ ′ ′ ′ ′ ′ ′− Φ ⋅ Γ + Φ ⋅ Γ




r n r r r n r r
r r n J r r r n J r
∇ ∇   (2.13) 
and    
 
( )
( ) ( ) ( ) ( )















G d G d





′ ′ ′ ′ ′ ′ ′ ′ ′ ′− Φ ⋅ Γ − Φ ⋅ Γ




r n r r r n r r
r r n J r r r n J r
∇ ∇   (2.14) 
where in,ˆ ˆi i= −n n  is into the electrolyte of region 
iV  and in,ˆ ˆj j= −n n  is into the electrolyte 
of region jV . Here 1i jα α= =  is chosen to eliminate the strong singularity in the integral 
over Φ . Applying these constants gives 
( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( )
( ) ( )








































′ ′ ′ ′ ′+ = Φ − Φ ⋅ Γ
′ ′ ′ ′ ′− Φ ⋅ Γ
′ ′ ′ ′− ⋅ Γ
′ ′ ′ ′− ⋅ Γ








r r r r n r r
r n r r
r r n J r
r r n J r
r r n J r
∇
∇
  (2.15) 
for ij∈Γr . 
To enforce (2.2) and (2.3), a linear combination  
 ( ) ( ) 0i i j jB Bβ β+ =r r   (2.16) 
is taken where  
 ( ) ( )in, in,ˆ ˆlim 0  and  lim 0
j i
i i j j
i jB B+ +→ →= ⋅ = = ⋅ =r r r rn J r n J r   (2.17) 
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for ij∈Γr  and where the limits are taken along paths outside the respective regions. 
Separating these integrals gives 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( )









































′ ′ ′ ′ = = Φ ⋅ ⋅ Γ 
 Φ ′ ′ ′ ′ + Φ ⋅ ⋅ Γ +  
  
′ ′ ′ ′ ′ + ⋅ ⋅ Γ 




r r n n r r
r
r n n r r
n r r n J r
















  (2.18) 
and  
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( )










































′ ′ ′ ′ = = Φ ⋅ ⋅ Γ 
 Φ ′ ′ ′ ′ + Φ ⋅ ⋅ Γ +  
  
′ ′ ′ ′ ′ + ⋅ ⋅ Γ 




r r n n r r
r
r n n r r
n r r n J r
















  (2.19) 
The procedure for dealing with the ∇∇  term is taken from [15] where aS  is a 









= −  , which eliminates the terms over ijΓ  and the circular disk 





( ) ( ) ( ) ( )
( ) ( )
( ) ( )






































′ ′ ′ ′ − = Φ ⋅ ⋅ Γ 
′ ′ ′ ′ + Φ ⋅ ⋅ Γ 
′ ′ ′ ′ ′ + ⋅ ⋅ Γ 






r r r n n r r
r n n r r
n r r n J r






















 ′ ′ ′ ′ ′ ⋅ ⋅ Γ    
′⋅ − + 
 
=
∫ n r r n J r
n J r
∇
  (2.20) 
for ij∈Γr .  
For i∈Γr , such that r  is not on a surface between electrolytes, it is only necessary 






r  for 00 V∈r , giving the equation 
 ( ) ( ) ( ) ( ) ( )in, in,
1 1ˆ ˆ0 , , .
2 i i
i i i
i i i iiG d G dσ
Γ Γ
′ ′ ′ ′ ′ ′ ′ ′ ′= Φ − Φ ⋅ Γ − ⋅ Γ∫ ∫r r n r r r r n J r∇   (2.21) 
Finally, note that in (2.15), (2.20), and (2.21), whenever the source point ′r  is on a 
shared surface ikΓ , i.e., ik′∈Γr , then ( ) ( )i ikΦ = Φr r  and  
 ( ) ( )ˆ ˆ ,i iki ik i k⋅ = + ⋅ <n J r n J r   (2.22) 
and 
 ( ) ( )ˆ ˆ ,i kii ki i k⋅ = − ⋅ >n J r n J r .  (2.23) 
 Similarly, for terms in region jV .  
 
2.2 Locally Corrected Nyström Discretization 
 The integral equations are discretized using the Locally-Corrected Nyström method 
as described in  [9-11].  To illustrate the method, consider the integral equation 
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 ( ) ( ) ( ), ,      ,h G f ds
Ω
′ ′ ′= ∈Ω∫r r r r r   (2.24) 
where h  is the excitation, f  is the unknown, Ω  is the domain, and G  is the kernel. The 







, giving the 
equation  







h G f ds
= Ω
′ ′ ′= ∑ ∫r r r r  . (2.25) 
In the Nyström method, the integral in each subdomain is approximated using nQ -point 
quadrature rules { },n nq qωr  where nqr  are the quadrature points and nqω  are the quadrature 
weights. Then, (2.25) is enforced at the field points { }mqr  to obtain 
 ( ) ( )
1 1
( ) , ( )
s n
m m n n n n
n
N Q
q q q q q q
n q
h G f gω
= =
≈∑∑r r r r r  , (2.26) 
where ( )
nq
g r  is the cell Jacobian at the qth quadrature point on the cell n. The matrix 
equation formed from (2.26) is 
 [ ][ ] [ ].Z f h=   (2.27) 
The interaction between the quadrature point 
mq
r  of the field cell mΩ  and the quadrature 
point 
nq
r  on the source cell nΩ  is ,m nq qω such that  
 [ ] ,, m nm nmn q qq qZ ω=   , (2.28) 
where [ ]mnZ  is the sub-matrix of [ ]Z  for the field cell mΩ  and source cell nΩ  and { },m nq qω  
is the corresponding matrix element value.  
For a field cell mΩ  and source cell nΩ  separated such that the integrand in (2.26) is 
sufficiently smooth, the matrix entry ,m nq qω  is 
 ( ), , ( ).m n m n n nq q q q q qG gω ω= r r r   (2.29)  
10 
 
For field and source cell interactions close enough that standard integration rules begin to 
lose accuracy, a set of locally corrected quadrature weights may be utilized. The matrix 
entries { },m nq qω  are locally corrected weights calculated by solving 




n m n m
n n
Q
k q q q q k
q
f G f dsω
= Ω
′ ′ ′=∑ ∫r r r r   (2.30) 
for 1,..., nk K= , where ( ){ }kf r  is an appropriate set of nK  basis functions defined on the 
source cell nΩ . The weights { },m nq qω  can be solved from 
 [ ] ,m n m
n
n q q qL dω   =     , (2.31) 




d G f ds
Ω
  ′ ′ ′=  ∫ r r r .   
The basis functions ( ){ }kf r  are the set ( ) ( ){ }1 2m nP u P u  where  
mP  and nP  are Legendre polynomials of degree m and n, respectively, such that 
0 ,m n p< ≤  for quadrilateral cells with local coordinates ( )1 2,u u  and a representation of 
order p. Furthermore, for an order p representation on a quadrilateral cell, ( )21nK p= + .  
In discretizing (2.15), (2.20), and (2.21) using the Locally-Corrected Nyström 
method, the Nyström unknowns 
nq
f    are the sampled potential ( )n ni q qf ΦΦ =r  and the 
sampled normal current ( )ˆ n ni q qf⋅ = Jn J r  at the quadrature point nqr  subject to and 
continuity constraints and the sign convention given in (2.22) and (2.23) on shared 
surfaces. The excitation vector [ ]h  is determined from the known boundary conditions 
over the electrodes and the insulating surfaces. If the normal current ˆ ⋅n J  is known 
(Neumann boundary type) over an electrode, then the integrals over ˆ ⋅n J  from (2.15),  
(2.20), and (2.21) are part of the excitation vector [ ]h  while the integrals over Φ  are part 
of the system matrix [ ]Z . If the potential Φ  is known (Dirichlet boundary type) over the 
electrode, then the integrals over Φ  from (2.15),  (2.20), and (2.21) are part of [ ]h  while 
the integrals over ˆ ′ ⋅n J  are part of [ ]Z . Since insulating surfaces are known to have 
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( )ˆ 0⋅ =n J r , all integrals over ˆ ⋅n J  are 0 a priori satisfied. On the shared surfaces between 
the electrolytes, both Φ  and ˆ ⋅n J  are unknown.  
Interior, linear Neumann problems admit a one-dimensional null space which 
corresponds to a constant potential offset [16] that may be removed by enforcing the 
average potential over some surface avgΓ to a constant value C, as in (2.8). To enforce the 
average potential in our case, an additional row is added to [ ]Z  using (2.8) as the constraint. 
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CHAPTER 3. ELECTRIC FIELD CALCULATION 
Consider a region iV  of homogenous conductivity iσ . The potential Φ  within this 
region is 
( ) ( ) ( ) ( ) ( )1 ˆ, ,   
i i
i i i i
V
V
G dv G G ds Vρ
ε
Γ
′ ′ ′ ′ ′ ′ ′ ′ ′ Φ = − Φ − Φ ⋅ ∈ ∫ ∫r r r r r r n r ∇ ∇ ,  (3.1) 
where n̂  is the unit normal to iΓ  out of  iV , ε  is the permittivity of the material, and 
( ), 1/ 4G π′ ′= −r r r r  is electrostatic Green’s function. If there is no volume charge 
density Vρ  in 
iV , then 
 ( ) ( ) ( ) ˆ , .
i
i i i iG G ds V
Γ
′ ′ ′ ′ ′ ′ Φ = − Φ − Φ ⋅ ∈ ∫r r r n r ∇ ∇   (3.2) 
The electric field E in the region iV  is  
 
( ) ( )
( ) ( ) ( ) ( )ˆ ˆ, ,
i i
i i
i iG d G d
Γ Γ
= − Φ
′ ′ ′ ′ ′ ′ ′ ′ ′ Φ ⋅ Γ − ⋅ Γ       ∫ ∫
E r r
r r r n J r n r r
 
∇
= ∇ ∇ ∇   (3.3) 
where  





′−′ ′ ′= − = − = −
′−
r r ur r r r
r r u
∇ ∇   (3.4) 
with ( )′= −u r r  . From the identity [17] 
 ( ) ( ) ( ) ,⋅ = × × + × × + ⋅ + ⋅A B A B B A B A A B∇ ∇ ∇ ∇ ∇   (3.5) 
(3.3) becomes 
 ( ) ( )( ) ( ) ( ) ( )ˆ ˆ, , .
i i
i i iG d G d
Γ Γ
′ ′ ′ ′ ′ ′ ′ ′ ′ = Φ ⋅ Γ − ⋅ Γ       ∫ ∫E r r n r r J r n r r ∇ ∇ ∇   (3.6) 
Applying (3.4) to (3.6) and expanding the equation gives 
 


















  ′ ′ ′ ′= Φ − ⋅ Γ 
  
 
′ ′ ′ − ⋅ − Γ     
∫
∫






  (3.7) 









Ω ∈Γ Ω ∈Γ
= −∑ ∑ JE r  , (3.8) 
where 









  ′ ′ ′= Φ − ⋅ Γ 
  
∫r r n n u uu u   (3.9) 
and 







′ ′ = ⋅ − Γ     
∫J
ur J r n
u
 . (3.10) 
For field points sufficiently distant from the source cell nΩ , the integrals are approximated 
using nQ -point quadrature rules { },n nq qωr  to obtain 
 ( ) ( ) 3 2
1
1 3ˆ ˆ ( )
4
n












  ′ ′≈ Φ − ⋅  
  
∑r r n n u u r
u u
  (3.11) 
and nI
J  becomes 




















r J r n r
u
  (3.12) 
where ( )
nq
g r  is the Jacobian of the source cell nΩ , ( )ˆ ˆn nq q=n n r , and ( )n nq q= −u r r  .  
When the field point is close to the source cell nΩ , the quadrature rule approximation 
is not sufficiently accurate. Then, the original integrals are used with the potential 
approximated as  








Φ ≈∑r r   (3.13) 
and the normal current approximated as 









⋅ ≈ ∑n J r r  , (3.14) 
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where { }kγ  is a set of coefficients for the nK  set of basis functions ( ){ }nk qf r . For 
quadrilateral cells, the basis functions ( ){ }kf r  are the set of Legendre polynomials 
products defined in the previous section. The coefficients { }kγ  are solutions to  










Φ ≈∑r r   (3.15) 
and 











⋅ ≈ ∑n J r r   (3.16) 
for 1,...,n nq Q= . Here, ( )n ni q qf ΦΦ =r  and ( )ˆ n n niq q qf⋅ = Jn J r  are from the Locally-Corrected 




CHAPTER 4. RESULTS AND VALIDATION 
The problems presented in this section are for structures filled with piecewise-
homogeneous electrolytes to verify the accuracy and correctness of the method.  
 
4.1 Insulated box filled with two electrolytes. 
Consider a rectangular box structure centered vertically along the z-axis with a length 
of 2 m and side lengths of 1 m with a fictitious surface at the center of the structure, as 
shown in Figure 4.1. Electrodes are placed at the top of the structure 2 1 mz =  and bottom 
0 = 1 mz − , sourcing and sinking 1 A, respectively. The surfaces on the sides of the structure 
are insulating material.  The average potential over the bottom electrode is forced to be 
zero. The structure was analyzed using basis orders 0,1, 2p = .  
The analytic electric potential and electric field for I regions of homogeneous 
conductivity iσ  with the average potential on the bottom electrode enforce to be zero are  




1 ( ) ,     
T ii
i k k i
k i
k






Φ = − + ∈ 
 
∑r r   (4.1) 
and 






= − ∈E r z r  , (4.2) 
respectively, where TI  is the electrode current, S  is the cross-sectional area of the box, 
and iz  is the axial locations of the electrodes and surfaces in between regions. This analytic 
solution is relevant for the box problems presented in Sections 4.1 – 4.4. 
In Figure 4.2 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis. The electrolytes filling the boxes have a 
conductivity of 1 2 4σ σ= =  S/m. The gap seen in the data is a result of calculating the 
potential and electric field within each region of the structure. The results are in good 
agreement with the analytic solution. In Figure 4.3 (a) and (b), respectively, are the relative 
error of the computed potential and electric field versus the maximum mesh edge length 
for basis orders 0,1, 2,3p = . The potential and electric field for the relative error was 
calculated no closer than 5 cm to the surfaces between the regions. It can be seen that both 
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the potential and electric field begin the stagnate between 310−  and 410− , but the reason for 
this has yet to be determined.  
In Figure 4.4 (a) and (b) are plotted the computed and analytic electric potential and 
electric field calculated similarly but with different electrolytes in each box. The bottom 
electrolyte has a conductivity of 1 6σ =  S/m and the top electrolyte has a conductivity of 
2σ =  3 S/m. The results are consistent with the analytic solution provided in (4.1) and (4.2)
. In Figure 4.5 (a) and (b), respectively, are the relative error of the computed potential and 
electric field versus the maximum mesh edge length for basis orders 0,1, 2,3p = . The 
potential and electric field for the relative error was calculated no closer than 5 cm to the 
surfaces between the regions. Both the potential and electric field begin the stagnate 
between 310−  and 410− , but the reason for this has yet to be determined.  
 
 








Figure 4.2: (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity 1 2 4 S/mσ σ= =  and meshed using quadrilateral cells of 









Figure 4.3: Relative error vs. maximum mesh edge length for (a) the electric potential and 









Figure 4.4: (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity 1 6 S/mσ =  and 2 3 S/mσ =  and meshed using 









Figure 4.5: Relative error vs. maximum edge length for (a)  the electric potential and (b) 




4.2 Insulated Box with Split Electrolyte Interface 
Similar to the previous problem, the interior problem presented here is a rectangular 
box centered vertically along the z-axis with a length of 2 m and side lengths of 1 m with 
a fictitious surface at the center of the structure but this fictitious surface, shown in Figure 
4.6, is split along the y-axis. The surfaces of the fictitious surface have oppositely directed 
surface normals. Although this breaks the convention that the reference direction for the 
current ijJ  is defined as i j< , the equations may be modified to allow scenarios when the 
surface normal are not pointing in the appropriate direction. Electrodes are placed at the 
top of the structure 2 1 mz =  and bottom 0 1 mz = − , sourcing and sinking 1 A, 
respectively. The surfaces on the sides of the structure are insulating. The structure was 
analyzed using basis orders 0,1, 2p = . 
In Figure 4.7 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis. The electrolytes filling the boxes have a 
conductivity of 1 2 4 S/mσ σ= = . The results are in good agreement with the analytic 
solution. A comparison of the data shown in Figure 4.7 to the data in Figure 4.2 provides 
verification of the robustness of the method. 
In Figure 4.8 (a) and (b), respectively, are plotted the potential and electric field along 
the z-axis as well but with different electrolytes filling the structure. The bottom electrolyte 
has a conductivity 1 3 S/mσ =  and the top electrolyte has a conductivity 2 5 S/mσ = . The 


















Figure 4.6: A two-meter brick with two homogeneous electrolytes and a split electrolyte 













Figure 4.7: (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity 1 2 4 S/mσ σ= =  and meshed using quadrilateral cells of 








Figure 4.8 (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity  1 3 S/mσ =  and 2 5 S/mσ =  and meshed using 




4.3 Insulated Box with Multiple Electrolyte Interfaces 
Consider a rectangular box centered vertically along the z-axis with a length of 3 m 
and side lengths of 1 m with fictitious surfaces placed 0.5 m above and below the z-axis 
within the structure, as shown in Figure 4.9. Electrodes are placed at the top of the structure 
3 1.5 mz =  and bottom of the structure 0 1.5 mz = − , sourcing and sinking 1 A, 
respectively. The surfaces on the sides of the structure are insulating material. The structure 
was analyzed using basis orders 0,1, 2p = . 
In Figure 4.10 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis. The electrolytes filling the boxes have a 
conductivity of 1 2 3 4 S/mσ σ σ= = = . The results are in good agreement with the analytic 
solution. In Figure 4.11 (a) and (b), respectively, are the relative error of the computed 
potential and electric field versus the maximum mesh edge length for basis orders 
0,1, 2,3p = . The potential and electric field for the relative error was calculated no closer 
than 5 cm to the surfaces between the regions. Both the potential and electric field relative 
errors begin to stagnate around 410− , but the reason for this has yet to be determined. 
In Figure 4.12 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis when the box is filled with different 
electrolytes. The bottom electrolyte has a conductivity 1σ = 6 S/m, the middle electrolyte 
has a conductivity of 2σ =4 S/m, and the top electrolyte has a conductivity of 3σ = 2 S/m. 
The results show good agreement with the analytic solution provided in (4.1) and (4.2). In 
Figure 4.13 (a) and (b), respectively, are the relative error of the computed potential and 
electric field versus the maximum mesh edge length for basis orders 0,1, 2,3p = . The 
potential and electric field for the relative error was calculated no closer than 5 cm to the 
surfaces between the regions. Both the potential and electric field relative errors begin to 





















Figure 4.10 (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity 1 2 4 S/mσ σ= =  and meshed using quadrilateral cells of 









Figure 4.11: Relative error vs. maximum edge length for (a) the electric potential and (b) 








Figure 4.12 (a) Electric potential vs. position and (b) electric field vs. position for various 
basis orders p and conductivity 1 6 S/mσ = , 2 4 S/mσ = , and 3 2 S/mσ =  and meshed 








Figure 4.13: Relative error vs. maximum edge length for  (a) the electric potential and (b) 
the electric field for various basis orders p and conductivity 1 6 S/mσ = , 2 4 S/mσ = , 




4.4 Insulated Box containing Sphere Electrolyte Interface 
Consider a rectangular box centered vertically along the z-axis with a length of 2 m 
and side lengths of 1 m with a fictitious surface at the center of the structure, as shown in 
Figure 4.14. A spherical fictitious surface is centered in the structure with a radius of 0.25 
m. Electrodes are placed at the top 2 1 mz =  and bottom of the rectangular box 0 1 mz = −
, sourcing and sinking 1 A, respectively. The surfaces on the sides of the structure are 
insulating material. The structure was analyzed using basis orders 0,1, 2p = . 
 In Figure 4.15 (a) and (b) are plotted the computed and analytic electric potential 
and electric field, respectively, along the z-axis. The electrolyte filling the boxes has a 
conductivity of 1 2σ σ= = 4 S/m. The results match well with the analytic solution but have 
some error in the electric field when observing the fields closer to the fictious sphere. This 
may be because the field on the curved surfaces of the sphere varies more rapidly which 
makes the approximation more inaccurate as the field point approaches a surface of the 
sphere. The error decreases significantly as the basis order is increased. 
In Figure 4.16 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis. In this case, the bottom box and the bottom 
half of the sphere are filled with an electrolyte of conductivity 1σ = 2 S/m and the top box 
along with the top half of the sphere are filled with an electrolyte of conductivity 2σ =3 
S/m. The results are in good agreement with the analytic solution in (4.1) and (4.2). The 
results also show the same type of error as discussed in Figure 4.15 (a) and (b) with the 
electric field approximation losing accuracy as it approaches the curved surfaces of the 


























Figure 4.15: (a) Electric potential vs. position and (b) electric field vs. position for 
various basis orders p and conductivity 1 2 4 S/mσ σ= =  and meshed using quadrilateral 








Figure 4.16: (a) Electric potential vs. position and (b) electric field vs. position for 
various basis orders p and conductivity 1 2 S/mσ = , and 2 3 S/mσ =  and meshed using 




4.5 Box with Linearly Varying Conductivity 
Consider a cubic box aligned vertically with the z-axis and with sides of length 1 
m. The bottom of the box is at 0 mz =  and the top of the box is at 1 mz = . Electrodes 
are placed at the top of the box and the bottom of the box, sourcing and sinking, 
respectively, 1 A. The surfaces on the sides are insulating. The electrolyte has a linear 
conductivity profile ( ) ( )b t b zσ σ σ σ= + −r  where 1 S/mbσ =  and 2 S/mtσ = . The 
average potential over the bottom electrode is forced to be zero.  
The analytic electric potential and electric field inside the box are 











r   (4.3) 
and 




= −E r z  , (4.4) 
respectively, where TI  is the electrode current and S  is the cross-sectional area of the 
box.  
The cubic box is approximated by being divided evenly along z into N  boxes where 
n nz
N
=  for 0, ,n N=   locates the surfaces bounding the regions in z.  The conductivity 
of the nth box is ( )centern nσ σ= r  which is the average of the actual conductivity in the nth 
box and where center
nr  is the center of the nth box for 1, ,n N=  . A set of 5 models, 
illustrated in  Figure 4.17, was analyzed for 1, ,5N =  . 
In Figure 4.18 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis with 1N =  regions. The electrolyte filling the 
box has a conductivity of 1 1.5 S/mσ = . The results do not converge well to the analytic 
solution since a single, homogeneous electrolyte is a poor approximation of the linear 
conductivity profile. The electric field can only be piecewise-constant, thus it does not 
represent the analytic solution well. 
In Figure 4.19 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, with 2N =  regions. The electrolytes filling the boxes have 
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conductivities of 1 1.25 S/mσ =  and 2 1.75 S/mσ = . The results are converging to the 
analytic solution. The electric field can only be piecewise-constant, thus it does not 
represent the analytic solution well. 
In Figure 4.20 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis with 3N =  regions. The electrolytes filling the 
boxes have conductivities of 1 1.166 S/mσ = , 2 1.5 S/mσ = , and 3 1.833 S/mσ = . The 
results are converging nicely, but the electric field can only be piecewise-constant, thus it 
does not represent the analytic solution well. 
In Figure 4.21 (a) and (b) are plotted the computed and analytic electric potential and 
electric field, respectively, along the z-axis with 4N =  regions. The electrolytes filling the 
boxes have conductivities of 1 1.125 S/mσ = , 2 1.375 S/mσ = , 3 1.625 S/mσ = , and 
4 1.875 S/mσ = . The results are converging nicely, but the electric field can only be 
piecewise-constant, thus it does not represent the analytic solution well. 
Finally, in Figure 4.22 (a) and (b) are plotted the computed and analytic electric 
potential and electric field, respectively, along the z-axis with 5N =  regions. The 
electrolytes filling the boxes with conductivities of 1 1.1 S/mσ = , 2 1.3 S/mσ = , 
3 1.5 S/mσ = , 4 1.7 S/mσ = , and 5 1.9 S/mσ = . The results are converging nicely, but the 
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Figure 4.18: (a) Electric potential vs. position and (b) electric field vs. position for 1N =  










Figure 4.19: (a) Electric potential vs. position and (b) electric field vs. position for 2N =  










Figure 4.20: (a) Electric potential vs. position and (b) electric field vs. position for 3N =  
sub-boxes and various basis orders p and meshed using quadrilateral cells of maximum 









Figure 4.21: (a) Electric potential vs. position and (b) electric field vs. position for 4N =  
sub-boxes and various basis orders p and meshed using quadrilateral cells of maximum 









Figure 4.22: (a) Electric potential vs. position and (b) electric field vs. position for 5N =  
sub-boxes and various basis orders p and meshed using quadrilateral cells of maximum 




4.6 Box with Aperture  
Now, consider a box with side lengths of 0.5 m and a wall thickness of 7.5 mm. A 
square aperture of 0.1 m exists at the center of the top surface of the box. An exterior box 
with side lengths of 1.5 m encompasses the smaller box. Two cylindrical electrodes aligned 
vertically with the z-axis with a length of 10 cm and radius of 10 cm. The structure 
described is shown in Figure 4.23. One electrode is placed at the center of the box 0 mz =  
and the other is placed at 0.5 mz = − , sinking and sourcing 1 A, respectively. The sides of 
the smaller box with aperture and the exterior box are insulating. The electrolyte filling the 
interior box and exterior box has a conductivity 4σ =  S/m. The structure was analyzed 
using basis orders 0,1, 2p = . 
 For reference, the fields are calculated with and without zoning. In the zoning 
problem, the electrolytes are split at the top surface of the aperture. Figure 4.24 (a) and (b), 
respectively, provide the computed electric potential parallel to the x-axis at 0.1 mz = −
within the interior box without and with zoning. Figure 4.25 (a) and (b), respectively, 
provide the computed electric potential parallel to the x-axis  at 0.325 mz = − outside the 
interior box without and with the zoning capabilities. Comparing this to the data to with 
and without the zoning method applied shows the fields match up well but the convergence 
is slow. Now, consider the same problem but without the exterior box. It is seen in Figure 
4.26 (a) and (b) that convergence is still slow for the potential within the interior box but 





























Figure 4.24: Electrical potential vs. position within the interior box (a) without using 
zoning and (b) using zoning for various basis orders p and both boxes are meshed using 








Figure 4.25: Electric potential vs. position outside the interior box (a) without using 
zoning and (b) using zoning for various basis orders p and both boxes are meshed using 








Figure 4.26: (a) Electrical potential vs. position within the interior box and (b) electric 
potential vs. position outside interior box (b) for various basis orders p calculated with 
zoning but without the exterior box. The interior box is meshed using quadrilateral cells 




4.7 Insulated cylindrical tank filled with two electrolytes.  
A study of the model from [11] is conducted with a cylinderical tank centered 
vertically along the z-axis with a radius of 4.572 m and a height of 2.625m.  A fictious 
surface, shown in Figure 4.27, is added at x = 0 for the zoning analysis. Two electrodes 
are added within the tank, both of which are placed 0.75 m below top of the tank at 0 mz =  
and are placed at 1.25 mx =  and 1.25 mx = − , sinking and sourcing 4.69 mA, 
respectively. The walls of the tank are insulating and the electrolyte within the tank has a 
conductivity 0.135σ =  S/m. The structure was analyzed using basis orders 0,1, 2p = . 
In Figure 4.28 (a) and (b) are plotted the x-component of the computed electric field 
at a depth of 2.625 m within the tank taken parallel to the x-axis at 1.25 mz = −  with and 
without zoning. In Figure 4.29 (a) and (b) shows the z-component of the computed electric 
field within the tank parallel to the x-axis at 1.25 mz = −  with and without zoning. These 
results agree well with the calculation presented in [11]. Note [11] presents differential 
potential instead of the electric field, and those results must be appropriately scaled by the 
probe electrode spacing. 
 
 








Figure 4.28: Ex  vs. position (a) without using zoning and (b) using zoning for various 
basis orders p and the tank is meshed using quadrilateral cells of  maximum edge length 








Figure 4.29: zE  vs. position (a) without using zoning and (b) using zoning for various 
basis orders p and the tank is meshed using quadrilateral cells of maximum edge length 




4.8 Sphere encapsulating an electrode 
Consider a problem with a pair of cylindrical electrodes are placed at 0.4 mx =  and 
0.4 mx =  placed at 0.2 mz = − . The electrodes are both cylindrical with a radius of 10 
cm and a length of 10 cm. As depicted in Figure 4.30, a fictitious surface is placed around 
one of the electrodes with a radius of 0.1 m. The electrodes source and sink, respectively, 
10 mA. The electrodes are immersed in a homogeneous electrolyte of conductivity 
4 S/m.σ =  The structure was analyzed using basis orders 0,1, 2p = . 
In Figure 4.31 (a) and (b), respectively, are plotted the computed electric potential 
between the electrodes parallel to the x-axis at 0.2 mz = −  with and without zoning, 
respectively. In Figure 4.32 (a) and (b), respectively, are plotted the computed electric field 
along the same line with and without zoning. The results match well and exhibits good 












Figure 4.31: Electric potential vs. position (a) without using zoning and (b) using zoning 









Figure 4.32: Electric field vs. position (a) without using zoning and (b) using zoning for 





4.9 Sphere encapsulating a Brick 
Consider a problem with a rectangular box aligned vertically with the z-axis with a 
length of 2 m, sides of length 1 m and a fictious sphere with a radius of 1.5 m, encapsulating 
the structure. This is shown in Figure 4.33. Electrodes are placed at the top of the box 
100 cmz =  and bottom of the box 100 cmz = − , sourcing and sinking, respectively, 1 A. 
A homogeneous electrolyte fills the entire region outside the box and has a conductivity 
of σ =4 S/m. The surfaces on the sides of the box are insulating. The structure was 
analyzed using basis orders 0,1, 2p = . 
In Figure 4.34 (a) and (b), respectively, are plotted the computed electric potential 
along the z-axis for 100 cm 300 cmz< <  with and without using zoning. In Figure 4.35 
(a) and (b), respectively, are plotted the computed electric field along the same line with 












Figure 4.34: Electric potential vs. position (a) without using zoning and (b) using zoning 









Figure 4.35: Electric field vs. position (a) without using zoning and (b) using zoning for 




CHAPTER 5. CONCLUSION 
In this thesis, a method is presented is to accurately find electrostatic fields, 
potentials, and currents in zones with piecewise-homogeneous electrolytes. A surface 
integral equation is formulated in terms of the boundary potentials and normal currents. 
The surface integral equation is discretized using an arbitrary-order, locally corrected 
Nyström method in order to achieve a higher degree of accuracy.  The electric field 
calculation provides an accurate and efficient method for calculating electrostatic fields. 
This method is validated by the comparison of data computed utilizing the zoning 
capabilities to either analytic solutions or, when applicable, data for the same problem 
without the zoning analysis. The method is further verified through the comparison to 
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