Abstract--Intrusion detection system (IDS) is used to detect various kinds of attacks in interconnected network. Many machine learning methods have also been introduced by researcher recently to obtain high accuracy and detection rate. Unfortunately, a potential drawback of all those methods is the rate of false alarm. However, our proposed approach shows better results, by combining clustering (to identify groups of similarly behaved samples, i.e. malicious and non-malicious activity) and classification techniques (to classify all data into correct class categories). The approach, KM+1R, combines the k-means clustering with the OneR classification technique. The KDD Cup '99 set is used as a simulation dataset. The result shows that our proposed approach achieve a better accuracy and detection rate, particularly in reducing the false alarm.
INTRODUCTION
Securing information either in private or government sector has become an essential requirement. System vulnerabilities and valuable information attract most attackers' attention. The number of attacks through network has increased dramatically in recent years. Efficient intrusion detection is needed as a security layer against these malicious or suspicious activities. Thus, intrusion detection system (IDS) has been introduced as a security technique to detect various attacks [1] .
IDS can be identified by two techniques, namely misuse detection and anomaly detection [2] . Misuse detection techniques can detect known attacks by examining attack patterns, much like virus detection by an antivirus application. However they cannot detect unknown attacks and need to update their attack pattern signature whenever there are new attacks [3] . On the other hand, anomaly detection identifies any unusual activity pattern which deviates from the normal usage as intrusion. Although anomaly detection has the capability to detect unknown attacks which cannot be addressed by misuse detection, it suffers from high false alarm rate [4] .
In recent years, interest was given into machine learning techniques to overcome the constraint of traditional intrusion techniques by increasing accuracy and detection rates [5] [6] [7] [8] [9] . Unfortunately, a potential drawback of this technique is the rate of false alarms. Unresolved issues such as predicting an intrusion as normal instances and normal instances as attacks or intrusion become inevitable limit in building effective anomaly detection. To overcome these drawbacks, this paper proposes a combination of k-means clustering and OneR classification for intrusion detection and the techniques are more efficient as compared to previous approaches that are often associated with high false alarm rates. We compare the performance of our approach with single classifier and previous works. The performances of the proposed approach are better in terms of accuracy, detection rate and false alarms.
The rest of the paper is organized as follows: Section 2 discusses the related works. A brief introduction and structure of the proposed approach is described in Section 3. In section 4, we evaluate and compare our approach with single and other previous approaches. The conclusion and future work are given in Section 5.
II. RELATED WORK
Machine learning approaches become popular in recent years by providing flexibilities in detecting malicious traffic. The best possible accuracy and detection rate can be achieved using machine learning approaches [10] . In particular, when at least two learning techniques combined together, it becomes hybrid learning. The first technique is used to obtain an intermediate result which will be used as the input for the second technique in order to produce the final output [11] [12, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . The detection rate (DR), false positive (FP), false negative (FN), true positive (TP), false alarm (FA), and accuracy for each approach are also investigated. Each approach has distinctive strengths and weakness. Some approaches possess strength in detection but high in false alarm and vice versa. For instance, in [34] the author proposed a new three-level decision tree classification, which focuses on the detection rate. This model is more efficient in detecting known attacks but has serious shortcomings in its low detection rate for unknown attacks as well as the tendency to produce high false alarm. Author [24] model the IDS using a hierarchical hybrid intelligent system with the combination of decision tree and support vector machine (DT-SVM). While DT-SVM produces high detection rate, it lacks in the ability to differentiate attacks from normal behavior. More recently, approach as suggested by author [12] offers a high detection rate but comes with high false alarm rate as compared to others. In short, a number of hybrid techniques have been proposed in intrusion detection fields and related work; but there are still room to improve the accuracy and detection rate as well as the false alarm rate.
III. HYBRID LEARNING APPROACH
Anomaly learning approaches are able to detect attacks with high accuracy and to achieve high detection rates. However, the rate of false alarm using anomaly approach is equally high. In order to maintain the high accuracy and detection rate while at the same time to lower down the false alarm rate, we proposed a combination of two learning techniques.
For the first stage in the proposed hybrid learning approach, we grouped similar data instances based on their behaviors by utilizing a K-Means clustering as a preclassification component. Next, using OneR classifier we classified the resulting clusters into attack classes as a final classification task. We found that data that has been misclassified during the earlier stage may be correctly classified in the subsequent classification stage.
A. K-Means Clustering
Network intrusion class labels are divided into four main classes, which are DoS, Probe, U2R, and R2L [14] . The main goal to utilize K-Means clustering approach is to split and to group data into normal and attack instances. K-Means clustering methods partition the input dataset into k-clusters according to an initial value known as the seedpoints into each cluster's centroids or cluster centers. The mean value of numerical data contained within each cluster is called centroids. In our case, we choose k = 3 in order to cluster the data into three clusters (C1, C2, C3). Since U2R and R2L attack patterns are naturally quite similar with normal instances, one extra cluster is used to group U2R and R2L attacks.
Back to Fig. 1(b) , each input will be assigned to the closest centroid by squared distances between the input data points and the centroids. New centroids will then be generated for each cluster by calculating the mean values of the input set assigned to each cluster as shown in Fig. 1(c) .
Step in Fig. 1(b) and Fig. 1(c) are repeated until the result has reached convergence as shown in Fig. 1(d) .
The K-Means algorithm works as follows:
1. Select initial centers of the K clusters. Repeat step 2 through 3 until the cluster membership stabilizes. 2. Generate a new partition by assigning each data to its closest cluster centers. 3. Compute new clusters as the centroids of the clusters.
B. OneR Classifier
In this technique, a set of classification rules on particular tested attributes will be generates by One-R based on the value of only a single attribute. One-R algorithm choose attribute with lowest error rate as its "one rule". A proportion of instances that do not belong to the majority class of the corresponding attribute value will contribute to the error rate.
The OneR algorithm works as follows:
1. From clustered set, create a rule set for each value of each attribute predictor as in step i, ii, iii and iv.
i. Count how often each value of target class appears. ii.
Find the most frequent class. iii.
Make a rule set assign that class to this value of attribute predictor. iv.
Calculate the total error occurs in the rules set for each attribute predictor.
2. Pick the best attribute predictors which have a smallest total error and this as a classification rules. 2 shows OneR classifier that are applied to classifies all 3 clusters as illustrated in Fig. 1(d) into more specific categories, which are Probe, Normal, Dos, U2R, and R2L. Combination of these classifier with K-Means clustering technique showed an encouraging improvement as compared to previous approaches. The results are surprisingly better in term of accuracy, detection rate, and false alarm rate.
IV. EXPERIMENTS AND RESULTS

A. Dataset Description
In our experiments, apply 10-fold cross-validation against as suggested by [31] . The KDD Cup'99 benchmark dataset [32] is chosen for evaluation and comparison between the proposed approaches and the previous approaches. The entire KDD data set contains an approximately 500,000 instances with 41 features. The training dataset contains 24 types of attack, while the testing data contains more than 14 types of additional attack. Further description for the available features and intrusion instances can be found in [32] .
KDD dataset covered four major categories of attacks which is Probe, DoS, R2L and U2R. In order to demonstrate the abilities to detect different kinds of intrusions, the training and testing data covered all classes of intrusion categories as listed in the following as adopted from the [32] . Table I and Table II summarizes the distribution records for training dataset according to class type. In order to validate the overall hybrid learning approach overall, a testing dataset is also used. 
B. Evaluation Measurement
An Intrusion Detection System (IDS) requires high accuracy and detection rate as well as low false alarm rate. In general, the performance of IDS is evaluated in term of accuracy, detection rate, and false alarm rate as in the following formula:
Detetion Rate = (TP) / (TP+FP)
False Alarm = (FP) / (FP+TN) Table IV represent the results across all category classes obtained from OneR (1R) and proposed hybrid learning approach K-Means with OneR (KM+1R) using the training and testing sets. KM+1R performed better than the single classifier NB in detecting Normal, Probe, DoS and R2L instances. Since Normal, U2R and R2L instances are similar to each other, KM+1R only manage to get a comparable result for R2L instances except for U2R instances. Table VIIII shows the measuremen accuracy, detection rate, and false alarm usin and testing sets of both single classifiers and h approach. We can see that single classifie slightly higher accuracy and detection rate false alarm rates as well. Meanwhile, the hy recorded high accuracy and detection rate w alarm percentage. The clustering techniques classification component for grouping sim respective classes helped the KM+1R to p results as compared to 1R classifier. The hy also allows misclassified data during the fir classified again, hence improving the accuracy rate with acceptable false alarm. For instan learning approach enhances the accuracy and for single classifier especially for KM+1R which shows an increase of +1.92% and reducing the false alarm rate up to -4.56%. O 1R classifier only achieved 97.34%. 98.22 respectively. In short, 1R suffers in high false compared to KM+1R. Generally, an effe quality of anomaly detection depends on the alarm. The less the value of false alarm the the anomaly detection model. k-means-k-NN [12] 93.55
Hierarchical Clustering + SVM [33] 95.7
Hybrid Classifier [34] 96.78 ESC-IDS [35] 95.3 Table X show further comparisons made fo hybrid learning approach using the same K dataset as in previous researches in term of a detection rate (DR), false positive (FP) an (FA).
Author [12] proposed the Triangle Neighbor (TANN) and K-Means with K-Nea (KM-KNN) approach for better intrusion d approaches showed a reasonable detection ra our approach. Unfortunately, a potential dra technique is the rate of false alarms.
Intrusion detection system based on Clustering and Support Vector Machine proposed by author [33] recently. It can be n approach achieve the best accuracy rate com approach.
Moreover, unlike our approach, the system author [34] 
