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редложен новый способ представления структур насыщенных углеводородов в виде гипер-
графов специальной конструкции. Проведено сравнение  традиционной графовой модели и 
предложенной гиперграфовой модели. Для этой цели введен ряд количественных критериев, 
характеризующих эффективность применения той или иной модели при решении опре-
деленных задач компьютерной химии. Для исследований использована некоторая выборка угле-
водородов, представленных своими структурными формулами. Показано, что по всем рассмотренным 
критериям гиперграфовая модель превосходит графовую. Кроме того, на основе инвариантов 
предложенных гиперграфов для соединений заданной выборки построен ряд корреляций «структура–
свойство».  
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Введение 
Компьютерная химия – область науки, воз-
никшая на стыке химии, математики и инфор-
матики. К основным задачам компьютерной хи-
мии обычно относят следующие задачи: 1) соз-
дание баз данных, содержащих химическую ин-
формацию, и программных средств для работы 
с этими базами; 2) компьютерная генерация всех 
возможных реакций между заданными реагентами 
(«компьютерный синтез»); 3) построение моделей 
связи «структура-свойство» и прогнозирование 
свойств химических соединений при помощи 
этих моделей; 4) компьютерное конструиро-
вание химических структур с заданными 
свойствами («молекулярный дизайн»); 5) вы-
числение характеристик электронного и про-
странственного строения молекул квантово-хи-
мическими методами. Кроме этих основных 
задач, выделяют также и ряд узкоспециальных 
задач, связанных с построением математичес-
ких моделей химических соединений (как 
правило, в виде графов), исследованием этих 
моделей, разработкой различных комбинатор-
ных алгоритмов на графах и т.д. [1, 2].  
Исследования в области компьютерной хи-
мии являются одним из приоритетных направ-
лений развития современной химии. Об этом 
говорит, например, тот факт, что Нобелевская 
премия по химии за 2013 г. была присуждена 
именно за работу в этой области [3]. 
Важное место в компьютерной химии зани-
мают способы описания структуры молекулы. 
Один из наиболее распространенных подходов 
к этой проблеме основан на представлении 
молекулы в виде взвешенного графа, назы-
ваемого молекулярным. Вершины  такого графа 
соответствуют атомам молекулы, а ребра – свя-
зям. Веса вершин кодируют атомы различной 
химической природы, а веса ребер – связи 
разного типа. Такой граф задается своей мат-
рицей  ijxA , где iix  – вес i -ой вершины 
графа, ijx    ji   – вес ребра  ji, . Обычно 
предполагают, что 0ijx  для несмежных 
вершин i  и j . Для углеводородных молекул, 
как правило, используют простые графы, изо-
бражающие лишь углеродный скелет молекулы. 
В этом случае полагают 0iix , 1ijx  для 
смежных вершин i  и j , 0ijx  для не-
смежных вершин i  и j , а матрица A  – это 
матрица смежности соответствующего графа. 
Каждой молекулярной структуре могут 
быть поставлены в соответствие разнообразные 
инварианты ее молекулярного графа – числа, 
определяемые по графу (т.е. по его матрице), не 
зависящие от способа нумерации его вершин. 
Инварианты графов широко используются для 
построения математических моделей связи 
«структура–свойство» в качестве так называ-
емых молекулярных дескрипторов [4]. Однако 
инварианты используются не только в кор-
реляциях «структура–свойство». Они находят 
применение и при кодировании, упорядочи-
вании, поиске химических структур в базах дан-
ных. В связи с этим задача поиска инвариантов 
графов с наименьшей степенью вырождения 
является актуальной [5].  
При решении ряда задач компьютерной хи-
мии используются также и локальные вершин-
ные инварианты графа (ЛВИ) (например, при 
поиске канонической нумерации вершин моле-
кулярного графа [6] или при поиске группы 
симметрии графа [7]). Для эффективного ре-
шения подобных задач важно найти такие ЛВИ, 
которые могли бы количественно «различить» 
(иначе говоря, дифференцировать) топологи-
П 
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чески неэквивалентные вершины графа, т.е. 
вершины, принадлежащие разным орбитам 
группы симметрии графа.  В связи с этим задача 
поиска ЛВИ, обладающих максимальной спо-
собностью к дифференциации таких вершин, 
является актуальной. Другое возможное приме-
нение ЛВИ – построение по ним новых ин-
вариантов графов или кодов графов [4].  
Как известно, обобщением понятия «граф» 
является понятие «гиперграф» [8]. Гиперграф 
H  представляет собой некоторое множество 
вершин  nvvV ,...,1  и некоторое множество 
гиперребер  peeE ,...,1 , где гиперребро ie  – 
это некоторое непустое подмножество мно-
жества вершин V , которое может содержать 
любое число элементов. Таким образом, обыч-
ный граф G  – это частный случай гиперграфа 
H , когда любое гиперребро содержит ровно 2 
вершины и называется ребром. При изобра-
жении гиперграфа на плоскости его гиперребра 
обычно выделяют путем обведения соответ-
ствующих вершин замкнутой линией; если же 
гиперребро содержит 2 вершины, то их соеди-
няют между собой отрезком прямой. Гиперграф 
H  задается своей матрицей инциденций 
 ijbB  , где 1ijb , если вершина 1iv  
принадлежит ребру je , и 0ijb  в противном 
случае. Для H  может быть также определена 
матрица смежности  ijaA , где ija  (при 
ji  ) равно числу гиперребер, которым при-
надлежит пара вершин i  и j , и 0iia . 
Определение инварианта или ЛВИ гиперграфа 
такое же, как и для простого графа; в частности, 
инварианты и ЛВИ гиперграфов можно вы-
числять по каким-либо их матрицам по ал-
горитмам, разработанным для простых графов. 
Гиперграфы также находят применение в 
компьютерной химии. Это связано с тем, что 
обыкновенные графы не всегда позволяют адек-
ватно описывать химические соединения, име-
ющие неклассическое строение (например, 
молекулы с делокализованными многоцентро-
выми связями, к которым, в частности, от-
носятся элементоорганические соединения). В 
ряде работ для описания строения таких сое-
динений было предложено использовать гипер-
графы (см., например, [5, 9, 10]). В [10] были 
рассмотрены графовые и гиперграфовые моде-
ли для довольно большого набора соединений 
неклассического строения, для них были вычис-
лены некоторые известные инварианты и по-
казано, что инварианты гиперграфов сущест-
венно менее вырождены, чем аналогичные 
инварианты графов. Были отмечены и другие 
преимущества гиперграфового представления 
таких молекул. Однако, несмотря на перспек-
тивность использования инвариантов гипергра-
фов в моделях связи «структура–свойство» для 
таких соединений, в литературе подобные кор-
реляции отсутствуют. Следует отметить, что 
число работ, посвященных применению гипер-
графов в химии, очень невелико (по сравнению 
с числом работ, связанных с обычными графами 
в химии). При этом для описания структур 
классического строения гиперграфы не исполь-
зовались. Это связано, в основном, с тем, что 
структурная формула молекулы, являющаяся 
основой для построения каких-либо других 
молекулярных моделей, уже сама является гра-
фом. Отметим, что во всех графовых моделях 
молекулы две вершины соединяют ребром тог-
да и только тогда, когда между соответ-
ствующими атомами молекулы имеется хими-
ческая связь, указанная в структурной формуле. 
Однако некоторое взаимодействие имеется и 
между атомами, не связанными непосредст-
венно химической связью, причем чем ближе 
они друг к другу, тем сильнее это взаимо-
действие. Эти соображения приводят к идее 
считать «связанными» не два, а несколько близ-
ко расположенных друг к другу атомов (по 
какому-либо критерию) и использовать для 
описания молекулярной структуры классичес-
кого строения гиперграф. 
Цели настоящей работы: 1) предложить спо-
соб описания структур органических соедине-
ний классического строения, представляющих 
собой насыщенные углеводороды, в терминах 
гиперграфов; 2) сравнить эффективности ис-
пользования традиционной графовой модели и 
предложенной гиперграфовой модели таких со-
единений при решении ряда задач компью-
терной химии; 3) на основе инвариантов пред-
ложенных гиперграфов для выборки  соедине-
ний рассматриваемого класса построить ряд 
корреляций «структура–свойство». 
 
Гиперграфовые модели молекул 
насыщенных углеводородов 
Для исследований была использована вы-
борка, состоящая из 41 соединения, содержащая 
все насыщенные углеводороды (как ацикли-
ческие, так и циклосодержащие) с числом ато-
мов углерода 6 и 7, из работы [11]. На рис.1 
изображены молекулярные графы углеродных 
остовов этих соединений (вершины такого гра-
фа соответствуют атомам углерода в молекуле, 
а ребра – химическим связям между этими 
атомами). 
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Рис. 1. Соединения, использованные для построения гиперграфовых моделей. 
 
Опишем процедуру построения гиперграфо-
вых моделей вышеуказанных соединений.  
Пусть G  – граф с занумерованными верши-
нами, соответствующий углеродному остову 
такой молекулы. Пусть n  и q  – числа вершин 
и ребер графа G , соответственно.  
Как известно, граф можно задать матрицей 
смежности или матрицей инциденций, при этом 
предпочтение отдается матрице смежности. 
Матрица смежности     GaGA ij  графа G  
определяется так: элемент  Gaij  при ji   
равен числу ребер, соединяющих вершины i  и 
j , т.е. он равен 0 или 1;    GaGa ijji  , 
  0Gaii   nji ,...,1,  . Для построения матри-
цы инциденций     GbGB ij  графа G  необ-
ходимо занумеровать также и его ребра. Тогда 
по определению   1Gbij , если вершина i  и 
ребро j  инцидентны (иначе говоря, вершина i  
принадлежит ребру j ), и   0Gbij  в 
противном случае ),...,1;,...,1( qjni  . 
Построим гиперграф H  следующим обра-
зом: его множество вершин – это множество 
вершин графа G , гиперребро ie   ni ,...,1  
состоит из вершины i  и всех ее соседей, с 
которыми она соединена ребром в G . Как 
известно, гиперграф можно задать матрицей 
смежности или матрицей инциденций, при этом 
предпочтение отдается матрице инциденций. 
Матрица смежности     HaHA ij  гипер-
графа H  определяется так: элемент  Haij  при 
ji   равен числу гиперребер, к которым 
принадлежит пара вершин i  и j , 
   HaHa ijji  ,   0Haii . Для построения 
матрицы инциденций     HbHB ij  гипер-
графа необходимо занумеровать также и его 
гиперребра. Тогда по определению   1Hbij , 
если вершина i  и гиперребро j  инцидентны 
(иначе говоря, вершина i  принадлежит ги-
перребру j ), и   0Hbij  в противном случае 
 njni ,...,1;,...,1  . 
Для любого графа и любого гиперграфа 
справедлива общая формула: VBBA  * , где 
B  – матрица инциденций графа (гиперграфа), 
*B  – матрица, получаемая транспонированием 
матрицы B , а V  – диагональная матрица, у 
которой на диагонали стоят степени вершин 
графа (гиперграфа). Обозначим степень i -ой вер-
шины графа через iv ; тогда степень i -ой вершины 
построенного нами гиперграфа равна 1iv . 
Пример молекулярного графа G  и соот-
ветствующего ему гиперграфа H  дан на рис.2. 
Граф G  имеет множество вершин  6,5,4,3,2,1  
и множество ребер  2,11 h ,  4,22 h , 
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 5,43 h ,  6,44 h ,  4,35 h ,  3,26 h . 
Гиперграф H  имеет то же самое множество 
вершин и множество гиперребер   2,11 e , 
 4,3,2,12 e ,  4,3,23 e ,  6,5,4,3,24 e , 
 5,45 e ,  6,46e . Матрицы  GA ,  GB , 
 HA ,  HB  для G  и H  даны в табл. 
 
 
 
G  H  
Рис. 2. Пример графа G  и соответствующего ему гиперграфа H . 
 
Таблица 1. Матрицы  GA ,  GB ,  HA ,  HB  для графа G  и гиперграфа H , 
изображенных на рис. 2 
 
 1 2 3 4 5 6 
1 0 1 0 0 0 0 
2 1 0 1 1 0 0 
3 0 1 0 1 0 0 
4 0 1 1 0 1 1 
5 0 0 0 1 0 0 
6 0 0 0 1 0 0 
 
 h1 h2 h3 h4 h5 h6 
1 1 0 0 0 0 0 
2 1 1 0 0 0 1 
3 0 0 0 0 1 1 
4 0 1 1 1 1 0 
5 0 0 1 0 0 0 
6 0 0 0 1 0 0 
 GA   GB  
 
 1 2 3 4 5 6 
1 0 2 1 1 0 0 
2 2 0 3 3 1 1 
3 1 3 0 3 1 1 
4 1 3 3 0 2 2 
5 0 1 1 2 0 1 
6 0 1 1 2 1 0 
 
 e1 e2 e3 e4 e5 e6 
1 1 1 0 0 0 0 
2 1 1 1 1 0 0 
3 0 1 1 1 0 0 
4 0 1 1 1 1 1 
5 0 0 0 1 1 0 
6 0 0 0 1 0 1 
 HA   HB  
 
Некоторые локальные вершинные инварианты 
графа и гиперграфа и исследование 
их способности различать топологически 
неэквивалентные вершины графов 
 
Определим на основе матрицы смежности 
ряд простейших локальных вершинных инва-
риантов (ЛВИ) графа и гиперграфа. Пусть 
     GaGA ij 22   – квадрат матрицы смежнос-
ти графа G  (аналогично определяется матрица 
     HaHA ij 22  . Рассмотрим следующие ЛВИ: 
 
1)   
j
iji aw
1   (
 
ii vw 
1
  для графа G ); 
2)   
j
iji aw
2
3
2   (
   12
ii ww   для графа G ); 
3)    23
iii aw       (
   13
ii ww   для графа G ); 
4)    
j
iji aw
24 ; 
5)      435
iii www  . 
Исследуем способность этих ЛВИ графа и 
гиперграфа количественно различать топологи-
чески неэквивалентные вершины в графах G  
исходной выборки соединений, и сравним полу-
ченные результаты для графовой и гипергра-
фовой моделей. Введем следующие две коли-
чественные характеристики этой способности, 
1N  и 2N , позволяющие провести такое сравнение.  
Число 1N   - это число структур в выборке, в 
которых оказались неразличимые неэквива-
лентные вершины. Очевидно, что 410 1  N . 
При этом 01 N  для самой «хорошей» ситу-
ации, когда во всех структурах выборки про-
изошло различение всех неэквивалентных 
вершин, и 411 N  для самой «плохой» ситу-
ации, когда ни в одной из структур не про-
изошла дифференциация таких вершин.  
Для определения 2N  сначала в каждой 
структуре найдем все неэквивалентные верши-
ны, которые оказались неразличимы при 
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помощи данного ЛВИ (они будут принадлежать 
разным классам эквивалентности). Затем 
определим среди них минимальное количество 
вершин  таких, что при некотором изменении у 
них значений ЛВИ все неэквивалентные вер-
шины графа станут различимыми. Для примера 
рассмотрим граф на рис.2. Классы эквива-
лентности его вершин – {1}, {2}, {3}, {4}, {5,6}, 
а ЛВИ 
 1
iw , определяемые по графовой модели, 
равны степеням соответствующих вершин: 
  111 w , 
  312 w , 
  213 w , 
  414 w , 
    116
1
5  ww . 
Вершины двух разных классов {1} и {5,6} име-
ют одно и то же значение ЛВИ; следовательно, 
при помощи этого ЛВИ не удалось дифферен-
цировать все неэквивалентные вершины. Однако 
если вершине №1 приписать какое-либо другое 
число, отличное от уже имеющихся значений ЛВИ, 
то все неэквивалентные станут различимы. Таким 
образом, минимальное число вершин, о котором 
говорилось выше, для этого графа равно 1 (в случае 
использования графовой модели и ЛВИ 
 1
1w ). 
Определим 2N  как общее число таких вер-
шин во всех структурах изучаемой выборки. 
Так как общее число вершин во всех структурах 
равно 275, то 2340 2  N  (в самой «плохой» 
ситуации, когда в каждом графе значения ЛВИ 
всех вершин одинаковы, корректировка ЛВИ 
будет проводиться для 275-41=234 вершин). 
При этом в идеальной ситуации 02 N , а в 
самой «плохой», когда для каждого графа ЛВИ 
всех его вершин одинаковы, 2342 N . 
Естественно считать лучшей ту модель, для 
которой величина 1N  (или 2N ) меньше. 
В табл. 2 и 3 приведены полученные 
значения параметров 1N  и 2N  для всех 5 ва-
риантов ЛВИ. Из таблиц следует, что по этим 
показателям гиперграфовая модель превосходит 
графовую (т.е. значения 1N  и 2N  для гипер-
графовой модели меньше, чем для графовой), а 
для гиперграфовых ЛВИ 
 4
iw  и 
 5
iw ситуация 
близка к идеальной ( 1N1  ). 
Таблица 2. Значения параметра 1N   
для ЛВИ    51
ii ww   для H
G  
  1
iw  
 2
iw  
 3
iw  
 4
iw  
 5
iw  
N1 
для 
H
G  
37/13 37/5 37/5 29/1 15/1 
Таблица 3. Значения параметра 2N   
для ЛВИ 
   51
ii ww  для H
G  
  1
iw  
 2
iw  
 3
iw  
 4
iw  
 5
iw  
N2 
для 
H
G  
81/14 81/5 81/5 37/1 17/1 
 
Некоторые инварианты и коды графов 
и гиперграфов и исследование 
их вырождения 
 
Определим коды  GK j  и  HK j  
 5,...,1j  для графов и гиперграфов как 
упорядоченные по возрастанию последователь-
ности ЛВИ 
 j
iw   5,...,1j . Например, для 
графа G  и гиперграфа H , изображенных на 
рис. 2, коды  GK1  и  HK1  таковы: 
   4,3,2,1,1,11 GK ,    11,10,9,5,5,41 HK . 
Рассмотрим  следующие 10 инвариантов для 
H
G , определяемые по ЛВИ: 
   j
i
j
i ww max,min   5,4,3,1j ; 
  11 iwS ; 
  
21
2 iwS . 
Кроме того, рассмотрим следующие 4 инва-
рианта спектрального типа: min  – минималь-
ное собственное число матрицы смежности A , 
max  – максимальное собственное число мат-
рицы смежности A , minmax   , Adet  – 
определитель матрицы A . Напомним, что инва-
риант графа (гиперграфа) называется вырож-
денным на некотором множестве графов (ги-
перграфов), если в этом множестве имеются 
графы (гиперграфы) с одинаковыми значениями 
этого инварианта. 
Введем следующую количественную харак-
теристику степени вырождения кода (или инва-
рианта): 3N  – число различных значений кода 
(инварианта) на заданной выборке структур. 
Очевидно, что 411 3  N ; самая «хорошая» 
ситуация – когда 413 N , а самая «плохая» – 
когда 13 N . В табл. 4–6 приведены полу-
ченные значения параметра 3N . 
Из таблиц следует, что по этим показателям 
гиперграфовая модель превосходит графовую 
(т.е. значение 3N  для гиперграфовой модели 
больше, чем для графовой), и для гипер-
графовой модели в ряде случаев ситуация ока-
зывается идеальной или близкой к ней ( 413 N  
или 403 N ). 
Таблица 4. Значения параметра 3N   
для min , max ,  , Adet  
 
min  max    Adet  
3N    
для 
H
G  
32/38 36/40 39/41 7/40 
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Таблица 5. Значения параметра 3N  для кодов jK (j=1,…,5)  
и инвариантов 
 1S ,  2S для 
H
G  
 
1K  2K  3K  4K  5K  
 1S   2S  
3N  для H
G  27/40 27/41 27/41 39/40 39/41 6/20 18/40 
 
Таблица 6. Значения параметра 3N  для  инвариантов 
 j
iwmin  
 
и 
 j
iwmax
    5,4,3,1j  для 
H
G  
  j
iwmin
 1j  
 j
iwmin  
 3j  
 j
iwmin
 
 4j  
 j
iwmin  
 5j  
 j
iwmax
 
 1j  
 j
iwmax
 
 3j  
 j
iwmax  
 4j  
 j
iwmax
 
 5j  
3N    
для 
H
G  
2/6 2/9 5/27 6/28 3/8 3/14 7/33 8/39 
 
Инварианты гиперграфов в корреляциях 
«структура–свойство» 
 
Для соединений №№ 1–41, представленных 
на рис. 1, были рассмотрены значения их тем-
ператур кипения  Ctэксп 0. , взятые из работы [11] 
(см. табл. 7), а также значения их энергий E  (в эВ),  
рассчитанные нами при помощи стандартной 
компьютерной программы HyperChem (методом 
молекулярной механики; силовое поле – ММ
+
) 
[2]. В табл. 7 приведены значения EE 10 , 
округленные до второго знака после запятой.  
 
Таблица 7. Значения температур кипения и энергий углеводородов, представленных на рис. 1 
№  Ctэксп 0.   Ct расч 0.  E  .расчE  №  Ctэксп 0.   Ct расч 0.  E  .расчE  
1 68.7 68.24 818.14 824.91 22 81.5 81.98 880.09 881.07 
2 60.3 61.05 818.12 825.80 23 85.2  83.00 880.97 881.07 
3 49.7 50.00 817.99 825.47 24 78.0 76.04 881.80 880.82 
4 58.3 59.51 751.99 752.38 25 92.7 92.28 881.86 881.03 
5 63.0 60.10 752.86 752.38 26 89.5 92.64 882.54 880.68 
6 52.6 51.08 753.53 749.09 27 91.3 94.01 891.02 881.07 
7 70.7 71.11 754.47 752.38 28 95.6 93.14 891.10 880.82 
8 53.6 57.86 754.97 749.09 29 118.4 116.65 891.96 881.03 
9 71.8 71.37 763.44 749.09 30 102.0 109.09 813.31 819.06 
10 76.0 77.53 686.23 693.71 31 110.5 113.73 826.77 813.92 
11 83.0 77.85 687.92 688.07 32 116.0 111.24 825.75 815.66 
12 60.5 61.79 684.79 684.79 33 100.0 97.78 823.48 813.92 
13 98.5 98.01 945.56 944.89 34 103.0 97.27 824.47 815.66 
14 90.0 90.94 945.54 955.21 35 92.0 94.45 824.46 811.88 
15 80.5 83.35 945.52 949.55 36 78.0 82.81 809.47 813.92 
16 89.8 84.76 945.52 958.56 37 105.0 106.34 756.87 767.85 
17 80.9 76.89 945.40 959.79 38 107.0 105.86 748.77 755.59 
18 98.0 99.66 879.38 877.83 39 107.5 105.66 749.32 755.59 
19 90.0 90.58 880.28 879.08 40 108.5 106.45 679.50 702.39 
20 84.9 89.31 880.12 881.03 41 101.0 101.1 891.94 881.07 
21 88.6 89.31 880.13 881.03      
Для поиска корреляций «структура–свойст-
во» для этих двух свойств использовались такие 
структурные характеристики молекул, как n  и 
q , а также инварианты гиперграфов min , max  
minmax   , Adet , 1S , 2S , 
 j
iwmin , 
 j
iwmax   5,4,3,1j ,  Hn2  – число вершин 
степени 2 в гиперграфе H ,  HW  – индекс 
Винера гиперграфа H . Кроме того, наряду с 
вышеуказанными параметрами рассматрива-
лись и некоторые простейшие функции от них  
(     5.02 , xxfxxf  ), а также их попарные 
произведения. При этом инварианты обычных 
графов (кроме q ) не рассматривались.  
Опишем процедуру нахождения  HW . 
Первоначально строится     HdHD ij  – мат-
рица расстояний гиперграфа H , в которой 
элемент  Hd ij  равен длине кратчайшей цепи 
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из гиперребер, соединяющей вершины i  и j ; 
для пары вершин, принадлежащих одному 
гиперребру,   1Hdij . По определению 
    HdHW ij5.0 . Инвариант  HW  явля-
ется аналогом хорошо известного индекса Ви-
нера  GW для простых графов, который стро-
ится по матрице расстояний  GD  по такой же 
формуле [4]. Следует отметить, что при по-
строении  HD  вышеописанным способом 
происходит потеря информации о структуре 
гиперграфа, так как кратности гиперребер при 
этом не учитываются. Заметим также, что по 
матрице  GD  граф G  определяется одно-
значно, а по матрице  HD  – нет.  
Для температуры кипения .кипt  была полу-
чена следующая корреляция с 4 параметрами:
 
      22
1
2. 24165.0792.13542.3732.1487.30 qnHnHnqtкип    
 982.0,62.3,63.8max  Rs . 
 
Здесь max  – максимальная ошибка аппро-
ксимации, s  – среднеквадратичное отклонение,
R  – коэффициент корреляции. Эксперимен-
тальные и расчетные значения температур ки-
пения  Ctэксп 0.  и  Ct расч 0.  приведены в табл. 7. 
При добавлении пятого параметра 
  21min iw  
можно получить более точную корреляцию:  
 
         212212. min222.024153.0981.16295.3781.1091.36 iкип wqnHnHnqt    
 987.0,09.3,09.7max  Rs . 
Для величины E  была получена корреляция с тремя параметрами следующего вида: 
     HWHqWqnE 22 151.0179.124842.1164.407   
 994.0,70.8,89.22max  Rs , 
где статистические характеристики max , s , R  
имеют тот же смысл, что и выше. Значения 
энергий молекул E  и .расчE , рассчитанные 
при помощи программы HyperChem и при по-
мощи полученного корреляционного уравне-
ния, приведены в табл. 7. 
 
Заключение 
В настоящей работе: 1) предложен один из 
возможных вариантов построения гипергра-
фовых моделей структур насыщенных угле-
водородов, которые традиционно представляют 
графами; 2) проведено сравнение графовых и 
гиперграфовых моделей одних и тех же  
соединений по ряду количественных показа-
телей (всего рассмотрено 29 показателей); 
показано, что во всех случаях гиперграфовая 
модель превосходит графовую; кроме того, в 
ряде случаев результат для гиперграфовой 
модели – «идеальный» или близкий к 
«идеальному»; 4) на основе инвариантов 
гиперграфов построен ряд корреляций 
«структура–свойство»; при этом инварианты 
графов (кроме числа ребер в графе) для 
построения корреляций не использовались.  
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A new form of representing the structures of saturated hydrocarbons as hypergraphs of special kind is suggested. 
A vertex of such hypergraph corresponds to a carbon atom in the molecule, and a hyperedge is defined as a set 
of vertices corresponding to some fixed carbon atom and all carbon atoms bounded with it. The comparison of the 
traditional graph model and the suggested hypergraph model using definite quantitative criteria related to some 
tasks of computer chemistry is fulfilled. For these investigations some set of hydrocarbons presented by their 
structural formulae is used. In particular, different invariants and codes of graphs and hypergraphs were 
calculated and their degeneration on the given set of structures was studied and compared. Two models were 
also compared by the ability of some local vertex invariants derived from them to distinguish topologically 
nonequivalent vertices in the traditional graph model. It is shown that in all cases in accordance with the used 
criteria the hypergraph model is better than the graph model. Besides, a number of structure–property 
relationships on the base of invariants of the suggested hypergraphs was obtained. 
Keywords: hypergraph, graph invariants, hypergraph invariants, computer chemistry, structure–property 
relationships, saturated hydrocarbons. 
