Abstract-The optimum off-line energy management scheme for multi-user multi-relay networks employing energy harvesting and wireless energy transfer is studied. Specifically, the users are capable of harvesting and transferring energy to each other over consecutive transmissions, though they have no fixed energy supplies. Meanwhile, network coding for the users' messages is conducted at the relays to enable cooperative transmission with source nodes in independent but not necessarily identically distributed (i.n.i.d.) Nakagami-m fading channels. Therefore, a simultaneous two level cooperation, i.e., information-level and energy-level cooperation is conducted. The problem of energy efficiency (EE) maximization under constraints of the energy causality and a predefined outage probability threshold is formulated and shown to be non-convex. By exploiting fractional and geometric programming, a convex form-based iterative algorithm is developed to solve the problem efficiently. Close-tooptimal power allocation and energy cooperation policies across consecutive transmissions are found. Moreover, the effects of relay locations and wireless energy transmission efficiency are investigated and the performance comparison with the current state of solutions demonstrates that the proposed policies can manage the harvested energy more efficiently.
coordination of the source signals at the relays. One particularly effective way to coordinate source signals is to utilize physical layer network coding (NC) [9] , [20] [21] [22] , which inherently poses an information-level cooperation. In the presence of network coding, user messages are linearly combined over Galois field (GF) to enable sources to cooperate and transmit messages simultaneously. The published works [10] , [12] [13] [14] [15] [16] [17] considered the network coding that is operated in GF(2). Recent works illustrated that, if the linear combination is performed over a large finite field, benefits in terms of diversity order or even energy efficiency can be obtained [18] , [20] [21] [22] . Particularly, to achieve the full diversity order for a group of cooperative users, the concept of maximum diversity network coding (MDNC) was proposed in [21] and [22] . It was shown that an M -user Nrelay network based on MDNC can achieve the full diversity order (i.e., N + 1 and N − M + 1 in the presence or absence of the direct source node-destination channels, respectively). It was also proved in [21] that MDNC can provide the network with a larger outage capacity than the dynamic network coding and analog network coding in the high SNR region.
We consider Non.o.-IEHT in two-hop multi-user multi-relay systems, where network coding over high Galois field is also performed, thereby creating a simultaneous two level cooperation, i.e., information-and energy-level cooperation. In this way, the potential of energy efficiency (EE) and wireless resources are expected to be fully exploited. However, to the best of our knowledge, very few works studied energy flow management for such network settings. The authors of the published works [9] , [21] and [22] were mainly concerned about the diversity order (i.e., the exponent of SNR in the upper bound); however, the above policies may result in a degraded energy efficiency since they only considered the outage probability performance and energy cost was ignored. In our previous work [20] , we presented the energy efficient MDNC networks with Rayleigh fading environment, where power allocation and relay selection were jointly adopted. Nevertheless, the networks are consisted of conventional nodes that cannot harvest or transfer energy. The energy was not fully exploited in the sense that it can neither be shared among the users nor optimized across consecutive transmissions. Moreover, the algorithm is not applicable for the more general Nakagami-m fading environment. An important and pertinent work on energy harvesting coded networks is [9] , where the time-switching based energy transferring protocol has been applied and the time fraction (for harvesting energy or decoding information) was optimized to minimize the network outage probability over one single time slot. However, it assumed that the outage probability was the same for all inter-user channels and the energy-depletion policy was adopted that did not allow energy accumulation at the nodes. The algorithm in [9] is not feasible in the networks where the inter-channels are independent but not necessarily identically distributed (i.n.i.d.). On the other hand, as we will show in Section V-C, the energydepletion policy is not optimal for the consecutive transmission scenarios since the energy was not optimized along the time dimension. It is thus being observed that, for network-coded systems employing energy harvesting and transferring, the energy efficient energy flow management which allows extra harvested energy to be accumulated and stored in the batteries for its future usage is still an open problem.
B. Contributions
In this paper, we study the high Galois field network-coded relaying systems with Non.o.-IEHT techniques. For our considered network model, we focus on careful management of the energy flow and answering the following questions: 1) To maximize the energy efficiency, how much harvested energy at one specific user should be stored for future usage and how much energy should be transferred to/obtained from other users in every individual transmission period? and 2) How to allocate the data transmitting power among the cooperative users and relays such that the EE can be maximized? Specifically, our main contributions are listed as below:
(1) We respectively derive the outage probability, energy consumption and EE for the networks that are coded over Galois field. The EE maximizing problem satisfying the energy causality and the pre-defined outage probability threshold is exactly formulated. Different from the similar network coding scenario published in [9] , [20] [21] [22] , energy accumulation is allowed at the users rather than depleted over one transmission; meanwhile, PA and energy cooperation policies are jointly optimized across consecutive transmissions. That is, energy can flow in time from the past to the future, and in space from one user to the other users. Thus, as we will show later, energy causality constraints take a new form and the underline optimization problem will be completely new and different from the state of arts. (2) We consider the Nakagami-m channel, which well models various cellular environments, including the nonline-of-sight (NLOS) and line-of-sight (LOS) channels [23] . Moreover, for generality purposes, the channels are assumed to be i.n.i.d. and the path-loss related to the transmission distance is also incorporated.
The optimization problem is shown to be NP-hard. The Lagrange dual method widely adopted in [5] , [6] , [8] , [10] , [12] [13] [14] [15] [16] [17] , however, is not feasible in our network coding scheme. Instead, to efficiently obtain close-to-optimal solutions, the relaxation and approximation methods are exploited. Finally, a convex formbased iterative algorithm is developed by combining the geometric programming and non-linear fractional programming. (4) The tradeoff between the EE and outage probability is derived. Moreover, energy cooperation and power allocation policy results are illustrated. The EE gains from NC and energy transferring are also analysed. Additionally, the impacts of the relay locations and the wireless energy transmission efficiency are also investigated. The rest of the paper is organized as follows. In Section II, we present the system model. EE maximization problem formulation is given in Section III. Then, we reformulate the problem and propose an algorithm in Section IV. The analytical and simulation results are presented in Section V. Section VI concludes this paper.
II. SYSTEM MODEL
We consider a network with N relays and one destination. There are M users in the network which intend to transmit their independent messages to the destination with the assistance of N full-duplex relays, as depicted in Fig. 1 . All the nodes are all equipped with a single antenna. It is assumed that there is no direct connection between users and the destination due to the long communication distance or the presence of physical obstacles.
The destination and relays both have fixed power supplies, while the batteries at the users have to be refilled externally or by the energy transferred from other users. There are separate units for wireless energy transferring, energy harvesting and information transmitting such that they are performed independently and concurrently at one user [10] , [14] , [15] .
In what follows, we illustrate the channel model, information transmission, energy harvesting and cooperation models, respectively.
A. Channel Model
Slowly varying flat fading channels that follow Nakagami-m distribution are considered. We note that Nakagami-m fading is a general channel model in the sense that variations of the severity of any fading channel can be expressed as Nakagami-m distribution by changing the fading parameter, m, from 1/2 to +∞ [23]. Let Ui, i ∈ {1, 2, · · · , M }, and Rj, j ∈ {1, 2, · · · , N }, represent the ith user and jth relay, respectively. Then Ui-Rj channel coefficient is represented as
(1) where hij is the channel gain that combines the path-loss and Nakagami-m fading; |Υij | is the Nakagami-m fading envelope; ϕ h ij is the phase of the Ui-Rj channel that is assumed uniformly distributed over the range of [0, 2π); d −β ij ij denotes the path loss; dij is the distance and βij is the channel path loss exponent.
The probability distribution function (pdf) of |Υij| can be given as [24] 
where Γ(·) is the gamma function; Ω h ij is the average channel gain represented as
and E{·} is the expectation operator.
Similar to hij in (1), the Rj -destination channel coefficient, denoted as gj, also combines the path-loss and Nakagami-m channel fading, i.e.,
where |Υj |, ϕg j , dj and βj are parameters for the Rj-destination channel and denote the channel fading envelope, channel phase, distance and path loss exponent, respectively. |Υj| also follows the Nakagami-m distribution. The average channel gain is represented as
. We assume that perfect channel state information (CSI) is available at the receivers, while the transmitters only have the knowlege of Ω h ij and Ωg j (∀i, j). In the i.n.i.d. fading environment, Ω h ij and Ωg j (∀i, j) may differ from each other.
B. Information Transmission Scheme
All nodes operate in time division multiple access (TDMA), which is also adpoted in [9] and [18] . Thus, there is no interference among information transmissions.
As shown in Fig. 1 , the whole transmission consists of two hops.
1) The First Hop: User-relay Transmission
The message of Ui (∀i) is denoted as Si. Suppose that all user messages are of the same length 1 , denoted as |S|. Additionally, we assume that all users and relays transmit information with a fixed rate α0 bits per second 2 . Take Ui as an example. Si is first protected by channel coding and then modulated into a unit power-signal, denoted as X(Si). Then X(Si) is broadcast to all relays, which takes T = |X(Si)|/α0 seconds (| · | means the number of bits in X(Si)).
Rj receives the signal from Ui as follows:
where pi is the transmitting power for the channel codeword at Ui; zij ∼ N (0, N0,ij B) denotes the AWGN; N0,ij is the one-sided power spectral density and B is the bandwidth.
The achievable rate for the channel between Ui and Rj is
where |hij | is the amplitude of hij . An outage event occurs in the Ui-Rj channel when the fixed data transmission rate is larger than the Shannon capacity [21] , i.e., Cij < α0. (6) If no outage event happens in the Ui-Rj channel, Rj will decode Fij into Si. In this way, Rj tries to obtain all source messages, i.e., {S1, S2, · · · , SM }.
2
) The Second Hop: Relay-Destination Transmission
The following notations will be used in our following description.
Θ: the index set of all the relays. Φn: Suppose in the first hop, n relays succeed in receiving and decoding all the user messages. Their index set is Φn. Note that n = 0 means that no relay receives and decodes all the user messages.
ψτ : Suppose in the second hop, τ relays manage to forward messages to the destination. τ = 0 means no relay forwarding messages to the destination.
Clearly, τ ≤ n ≤ N and ψτ ⊆ Φn ⊆ Θ. If Rj fails to decode any user message, it will not forward messages. Otherwise, if it can decode all user messages, a network coding scheme based on pre-defined MDNC coding coefficients will be applied. A network codeword Wj is generated at Rj by the linear combination of S1, S2, · · · , SM over a finite field, i.e.,
where "⊞" is the addition operation in the finite field; γij is the global encoding kernel for Si at relay Rj . γij constitutes the transfer matrix GM×N corresponding to MDNC
GM×N is row full rank [21] . Before being forwarded to the destination, Wj (∀j ∈ Φn) is first protected by channel coding and then modulated into a unitpower signal, denoted as X(Wj). Note that with network coding, we have |Wj| = |S|. Correspondingly, every transmission in the second hop also takes T seconds.
At the destination, the signal from Rj is received as
where p ′ j is the transmitting power at relay Rj; zj ∼ N (0, N0,j B) is the noise term; N0,j is the power spectral density of noise and gj is the channel coefficient.
Finally, the destination obtains S1, S2, · · · , SM jointly from {F (Wj), j ∈ ψτ } by network decoding. In effect, the row full rank property of GM×N guarantees that {S1, S2, · · · , SM } can be recovered at the destination as long as τ ≥ M, (9) otherwise, none of the user messages can be obtained and we claim an outage event happens for all user message transmissions.
A transmission period is defined as the duration in which all the M users complete one cycle broadcasting in the TDMA scheme, which lasts M T seconds. In total, K consecutive transmission periods are considered. Let k (k = 0, 1, · · · , K) represent the index of the transmission period. Take U1 as an example, as illustrated in Fig. 2 , the kth transmission period corresponds to t ∈ [(k − 1)M T, kM T ). The second hop in the kth transmission period can simultaneously proceed with the first hop of the (k + 1)th transmission period. Thus, the duration for one cycle "first hop + second hop" transmission is equivalently calculated as M T seconds.
C. Energy Harvesting and Cooperation Model
As shown in Fig. 2 , in any transmission period, the incoming energy at one user is either harvested externally or obtained from other users via wireless energy transfer (e.g., in the 2nd transmission period, U1 obtains energy from other users). Correspondingly, the user can either consume energy for the data transmission or transfer energy to the other users (e.g., in the Kth transmission period, U1 transfers energy to other users). . Energy harvesting and transfer models for U 1 . The thin arrow marks that energy is harvested from the external environment while "×" means no harvested energy. The bold and upward arrow records that energy is transferred to other users during the corresponding transmission period, while the bold and downward arrow represents that energy is provided by other users.
In our energy harvesting model, we consider the off-line policy [15] , in the sense that the harvested energy amount and harvesting time are known (or can be precisely predicted) to all nodes in advance. We assume that Ui (∀i) harvests Eu i,k (∀k) joules of energy from the external environment when
Obviously, Eu i,k can be consumed in the kth and later transmission periods. Note the users do not necessarily harvest energy at the same time. That is, Eu i,k (∀i, ∀k) can be zero.
We further describe the energy transfer morel. Suppose that in the kth transmission period, Ui transfers E i→i ′ ,k joules energy to U i ′ . We define an energy transfer matrix E I→I ′ ,k (∀k), as
Note that all the diagonal elements of E I→I ′ ,k are zero, since one user does not transfer energy to itself. The set of E I→I ′ ,k (∀k) is denoted as E I→I ′ . The wireless energy transmission efficiency is denoted as η < 1. Then, Ui receives η 
must be zero. This is because if one user simultaneously obtains energy from other users and transfers energy to other users, unnecessary energy loss will happen due to the wireless energy transmission inefficiency.
The energy evolution process is depicted as below. Let Eu ava i,k denote the available energy for data transmission in the kth transmission period. The available energy for the 1st transmission period is described as
where Eui,0 stands for the initial energy storage, which is set as 0 without loss of generality; Eui,1 is the energy harvested externally before the first transmission period.
where 
III. EE MAXIMIZATION PROBLEM
In this section, we respectively formulate the expressions for the EE, total consumed energy and outage probability. Following that, the EE maximization problem is finally presented.
A. Energy Efficiency

EE is evaluated as the expected number of successfully transmitted information bits, E[L]
, divided by the total consumed energy Etot, i.e.,
As we have illustrated in (9) , the network decoder at the destination either recovers all source messages or cannot decode any of them, the outage probabilities of all users are the same. Let Pr out,k denote the outage probability for all the users in the kth transmission period. Thus, over K consecutive transmission periods, E[L] can be expressed as [20] 
In the following, we give the expressions for Pr out,k , Etot and their corresponding constraints in different transmission periods, respectively.
B. Total Consumed Energy
The total consumed energy includes the energy used for data transmission and wasted during the energy cooperation, which is denoted by
where the term ( (14) represents the overall energy loss incurred by the wireless energy transmission inefficiency during the wireless energy transfer.
In our model, an infinite-sized battery capacity at the user is assumed, which has also been adopted in [12] , [13] . Specifically, a super-capacitor can be implied to store the incoming energy. Since the energy that has not yet arrived cannot be consumed ahead of time due to the energy causality, it is required that the consumed energy amount cannot exceed the available amount. Correspondingly, we formulate the power control constraints as
where pmax is the maximum transmitting power.
C. Outage Probability
We first give the exact and approximated outage probability expression for one individual channel, based on which the outage probability of the whole network is derived.
1) Outage Probability of One Individual Channel
For the Nakagami-m fading channel, take the Ui-Rj channel as an example, the outage probability can be calculated according to (5) and (6) . Specifically, we have The outage probability of one individual channel in (18) is not tractable mathematically since p i,k is not isolated but contained in the gamma function. However, the incomplete gamma function can be well approximated as [25] Γ(a, b) ≈ (1/a)b a for small b. This approximation offers one method in isolating p i,k from the gamma function. Specifically, (18) can be approximated as
where
Similarly, the outage probability of the Rj -D channel can be given as
As can be seen from (20) and (22), cij and cj combine all the channel paramenters. Increasing cij or cj will lead to larger outage probability of one indiviual channel. Thus, larger cij and cj represent worse channel conditions.
2) Outage Probability of the Whole Network
As we illustrated in (9) , an outage event happens when τ ≤ M .
In the following, we focus on deriving the probability that τ ≤ M .
Suppose in the kth transmission period, n relays succeed in receiving all the source messages. An outage event happens in the following two cases in terms of n. In case A k , n < M . User messages cannot be recovered no matter how the second hop proceeds. In case B k , n ≥ M . An outage event happens when the number of relays forwarding the codewords to the BS in the second hop is smaller than M .
We denote the probability that case A k and B k repectively happening as Pr{A k } and Pr{B k }. Since cases A k and B k are independent, then the outage probability for the whole network can be calculated as
We have respectively formulated Pr{A k } and Pr{B k } as (24) and (25) in [20] , where the nodes are not capable of harvesting or transferring energy and the channels follow Rayleigh fading.
We note that (24) and (25) represents the sum of β when Φ n,k is in different cases. Φ n,k consists of n relays randomly chosen from N relays in the kth transmission period, including C n N cases. ψ τ,k consists of τ relays randomly chosen from n relays in the kth transmission period, including C τ n cases. In (23) and (24) , ρ j,k measures the probability that Rj manages to receive all the M user messages in the kth transmission period. It is evaluated by [20] 
For the energy harvesting and cooperation scenario, where the channels follow Nakagami-m fading distributions, we can obtain Pr out,k by substituting Pr e,ij,k and Pr e,j,k into (23)- (25) .
Our objective is to maximize the EE across K transmission periods by jointly optimizing p i,k , p ′ j,k and E i→i ′ ,k (∀i, j, k) according to the harvested energy and the channel parameters, including Eu i,k , dij, βij , Ω h ij , dj, βj and Ωg j (∀i, j, k). The optimization problem can be formulated as
where Prout,0 is the predefined outage probability threshold for every transmission period. We note that the outage probability threshold may vary in different transmission periods. To ease the notations, we set them as the same value, denoted as Prout,0.
IV. PROBLEM TRANSFORMATION AND SOLVING
The key challengings in solving P1 stem from the following facts.
Although Prout in P1 represents the exact outage probability, it consists of multiple exponential items. Note the coefficients of exponential items are positive and negative constants that alternately appear. This makes the outage probability constraint and the objective function in P1 neither in their concave nor convex forms.
On the other hand, the widely adopted Lagrange duality method [26] In the sequel, we exploit the relaxation and approximation methods, which alleviate the optimization difficulties substantially. First, the outage probability is converted into its geometric
programming form. Then, we covert the objective function and energy causality constraints into their convex forms, thereby finally converting the primal optimization problem into a standard convex one. The details are given in the following.
A. Transformation of the Outage Probability
In the case of low outage probability threshold Prout,0, both cij /p 
and ρ j,k
Moreover, since lim
(1 − Pr e,ij,k )
By substituting (28)-(30) into (24) and (25), we obtain the tight approximations for Pr{A k } and Pr{B k }, which are repectively given in (31) and (32).
Furthermore, we introduce two new variables, i.e.,p i,k and p ′ j,k as below
By substitutingp i,k andp ′ j,k into (31) and (32), we have (34) and (35).
As can be seen, both (31) and (32) are given in the geometric programming forms of p i,k and p 
B. Transformation of the Objective Function
In the sequel, we apply Dinkelbach's method [27] to transform the fractional problem into its subtractive form. The following proposition is provided. Proposition 1. The PA and energy cooperation policies can achieve the maximum energy efficiency q * = max{UEE}, if and only if
where q * is the maximum EE, E * I→I ′ is the optimal energy cooperation policy, P * is the set of optimum solutions of
* is the set of optimum solutions ofp i,k ,p ′ j,k (∀i, j, k). According to Proposition 1, we reformulate P1 as P2. Note that with given q in every iteration, we have
Correspondingly, P2 is equivalently transformed into P3 as shown below,
. (27), (38) − (40).
According to (36) and (42), the optimum solution of P3 must satisfy min{V
We first provide a proposition for P3.
Proposition 2. Given q, P3 is jointly convex with respect to (w.r.t)
p i,k ,p ′ j,k and E i→i ′ ,k , ∀i, i ′ , j, k
. Efficient interior-point method can be applied to obtain its optimum solution.
Proof: Proof is provided in the Appendix. We summarize the overall procedure to solve P1 in Algorithm 1.
Algorithm 1: Energy efficient PA and energy cooperation policies for coded networks 1 INPUT: M , N , the amount of harvested energy, the maximum tolerance ǫ, the maximal iterations εmax and channel parameters; 2 OUTPUT: q * , P * , E * I→I ′ ; 3 Initialization: Given the initial q = 0 and the iteration index of θ = 0; 4 while |V ′ (q,P, E I→I ′ ) − M Kα 0 T | > ǫ and θ = θ max do 5 θ = θ + 1;
with M , N and K. In contrast, with Dinkebach's method, the iteration time for q is limited [27] . Furthermore, with the interiorpoint method applied, the complexity will be O(C1C2), where C1 = (N umV ar + Z + 1) 1/2 , C2 = (N umV ar + 1)Z 2 + Z 3 + N um 3 V ar and Z is the total number of exponential terms in the objective and constraints [29] . It can be found that O(C1C2) is a polynomial in M , N , and K.
Model Extension: Our energy harvesting and transferring cooperative networks model can also be extended to more general scenarios. For example, relays may also be capable of harvesting energy externally and transferring energy to users or other relays. In this case, when formulate the EE maximization problem, we can regard the relays as users and let UM+j represent Rj. In other words, Ui denotes one relay rather than an user if i ∈ {M + 1, M + 2, · · · , M + N }. Specifically, the following two minor changes are needed. First, we rewrite (17), i.e., the power constraint at relay Rj as 
V. NUMERICAL RESULTS
In what follows, we will present numerical results. Energy arrivals are generated randomly and independently. Their specific values are shown in Fig. 3 . We simulate the process for 10 consecutive transmission periods. We assume that M = 2, N = 4, B = 125KHz, α0 = 10 5 bits per second and pmax = 20 watts. We normalize T as 1. The following randomly generated values are also assumed, 
A. Optimal Policy Illustration
We first take the scenario when m = 1 (i.e., Rayleigh fading channel), η = 0.6 and Prout,0 = 6 × 10 −7 as example. The cumulative harvested energy and the optimal power policies are depicted in Fig. 3 .
For the cumulative harvested energy curves, the rising height at the beginning of every transmission period represents the amount of newly harvested energy that can be consumed in that period. Zero-rising height implies that no energy is harvested. From Fig. 3 , we observe that U2 harvests sufficient energy from the external environment while U1 harvests small amount of energy and suffers from energy deficiency. Especially in the 2nd and 3rd transmission periods, as can be seen, no energy is harvested at U1. To compensate for U1 such that NC cooperative transmission can be carried out, the energy cooperation policy is adopted. Fig.  3 shows that U2 respectively transfers 1.8240, 1.0642 and 0.08 joules energy to U1 during the 2nd, 3rd and 4th transmission periods. Take the second transmission period as an example. Since U2 transfers energy to U1 during the 2nd transmission period, the available energy at U2 is smaller than the cumulative harvested amount. In contrast, due to the additional incoming energy from U2, the available energy at U1 exceeds the cumulative harvested amount.
For the optimal policy curve, the slope of one line segment represents the transmitting power in the corresponding transmission period. Zero-slope represents that no energy is consumed and no transmission proceeds. We can observe that due to the TDMA transmission scheme, the zero-slope line segments in the optimal policy curves of U1 and U2 alternately appear. Moreover, as can be seen, the optimal power policy curves of U1 and U2 in Fig. 3 are not higher than the available energy curves due to the energy causality constraint.
Additionally, in some transmission periods, the optimal consumed energy amount is not necessarily the same with the available amount. In other words, the energy is not depleted and some is saved and will be consumed later for the sake of maximizing the EE. Take U1 as an example, the available energies are not used up till the end of the 3rd and 9th transmission periods. Similar conclusions can be obtained for U2. Specially, though no harvested energy or cooperation energy from U1 in the 10th transmission period, data transmission still proceeds at U2 and the outage probability threshold is satisfied, which benefits from its cumulative harvested energy in the prior transmission periods, which is not achievable with the policy in [9] .
B. Impacts of the Relay Locations
To investigate the impact of relay locations on the EE, we fix the distance between the users and destinations but move the relays between the users and the destination. To be specific, the distance between Ui (∀i), and Rj (∀j), is changed into (dij + ∆) meters while the distance between Rj and the destination is reduced into (dj − ∆) meters, where ∆ is the shifting distance of one relay. In Fig. 4 and Fig. 5 , the tradeoff curves between UEE and the predefined outage threshold, Prout,0 for ∆ = 0, 150, 300 cases are depicted. The channels are assumed to be either LOS (e.g., m = 3) or NLOS (e.g., m = 1) ones. The numerical results are obtained by Algorithm 1, the Brute-force algorithm and simulations, respectively. The simulation results are obtained by respectively averaging the outage probability, total consumed energy and EE over 10 9 random realizations of the fading channels. As can be seen, for both NLOS and LOS channel scnearios, their analytical results obtained from Algorithm 1 closely match the results from the Brute-force algorithm and simulation, especially in the low Prout,0 region where higher SNR is needed. All these show that the analytical results obtained by Algorithm 1 are valid.
We can also observe that EE decreases with the pre-defined outage probability threshold, which implies that the decrease in the outage probability threshold can cost significant EE penalty.
In Fig. 4 , the gaps among the tradeoff curves demonstrate the EE loss resulting from increasing ∆ in the NLOS channel environment. It can be noticed that 12% and 25% EE losses are respectively generated for the cases when ∆ = 150 and 300 meters. Prout,0 = 6 × 10 −7 is even not achievable when ∆ = 300. Similar conclusions can also be obtained for the LOS scenario, as shown in Fig. 5 . It is because the first hop transmission is dominant in the two-hop transmission scheme. The increase in the transmission distance of the first hop deteriorates the outage probability performance, which needs more energy in the second hop to compensate and results in lower EE.
In Fig. 5 , we obtian the optimum EE when η = 0.6 in the LOS channel environment (e.g., m = 3). As can be observed, its EE is around 20 times that of NLOS scenarios. Additionally, in contrast to the NLOS scenarios, the LOS results show that, even for the strictest outage probability requirement (i.e., when Prout,0 = 6 × 10 −7 ), no energy cooperation is needed among the users. Thus, energy loss is avoided during the wireless energy transferring. This advocates the rationale since if m increases, the channels become more advantageous for data transmission. In other words, less power is needed to meet a specific target outage probability level, which is also clearly revealed in (35). Hereby, the increase of m results in a higher EE.
C. Impacts of the Energy Transmission Efficiency
In Fig. 6 , the EE curves for the scenario when ∆ = 150 and η = 0.2, 0.6 and 1 are plotted. It is clear that for the same Prout,0, more EE losses are caused when η takes a smaller value. Moreover, Prout,0 = 6 × 10 −7 is not achievable when η = 0.2 due to the significant energy losses during the energy cooperation. Note that three curves overlap when Prout,0 = 1 × 10 −4 due to the fact that no energy cooperation is needed to satisfy the outage probability threshold. Such numerical results give references on the system parameter settings.
D. Performance comparison of different transmission schemes
For comparison, in Fig. 7 , we provide close-to-optimal results obtained by our proposed algorithm for the scenario without network coding (NoNC) [28] . In the NoNC scenario, decodeand-forward (DF) relaying protocol is adopted at N relays. It is shown that the EE of the NC scenario is more than 30% higher than that of the NoNC scenario, which demonstrates that considerable EE gains can be achieved with NC.
Moreover, for the coded scenario, EE obtained with another three transmission strategies is also provided. Prout ≤ 6×10 −7 is even not achievable if no energy cooperation. Additionally, as can be seen, with the increase of Prout,0, the above EE gains decrease. This is because less energy from other users is needed if Prout,0 increases. Correspondingly, the energy cooperation advantages fade.
For "Depleted Energy" scheme adopted in [9] , the harvested energy at every user is used up within every transmission period. The EE gaps between "No Energy Transferring" and "Depleted Energy" schemes show the gains from energy scheduling among different transmission periods. Specifically, around 37%, 153%, 360% and 484% EE gains can be obtained when Prout,0 = 10 −6 , 10 −5 , 5 × 10 −5 , 10 −4 , respectively. It is clear that the gains increase with Prout,0 since in larger Prout,0 case, less energy is needed for data transmission and more energy shall be saved. Depleting energy will definitely lead to a lower EE.
On the other hand, in the "Uniform Power policy", all sources transmit with the same power obtained by averaging all the harvested energy in K = 10 transmission periods among the two users. Note for comparison, in the "Uniform Power policy", the power at relays refers to the results obtained with our proposed algorithm 1. Moreover, the outage probability threshold cannot be guaranteed. Thus the outage probability requirement is removed. It is shown that our algorithm outperforms the "Uniform Power policy" scheme.
To conclude, network coding, energy scheduling among different transmission periods and energy cooperation among different users can provide a notable EE improvement.
VI. CONCLUSIONS
We have studied the energy harvesting and wireless energy transferring networks that was coded over finite field. Energy management including determining the optimal power and energy cooperation policies was conducted over consecutive transmission periods and under the independent but not necessarily identically distributed (i.n.i.d.) Nakagami-m channel environment. The energy efficiency was maximized under the constraints of the energy causality and outage probability constraints. With the geometric and fractional programming, the optimization problem was converted into a convex one. The efficient interior-point method was applied to achieve close-tooptimal solutions. The gap between our optimal policy and the decode-and-forward relaying scenario showed the notable energy efficiency gains from the network coding. Additionally, for the network coding scenario, our suboptimal policy outperformed the "No Energy Transferring", "Depleted Energy" and "Uniform Power" policies. It was shown that the harvested energy was not necessarily depleted and part of the energy was saved for usage in the later transmission periods or transferred to its cooperative partners. Finally, it was revealed that both the increase of the transmission distance in the first hop and wireless power transmission inefficiency resulted in a degraded energy efficiency.
APPENDIX
We first prove the convexity of the objective function. In every iteration of q,
Pr out,k + qEtot + qKT
Pr out,k + q·
(45) The first item in (45) is the sum of multiple exponential terms multiplied by positive constants and thus convex [26] . Meanwhile, the second item is obvious convex. Then V ′ is convex. The proof of the convexity property of (27) follows the same approach.
For constraint (39), we separate it into two inequations, i.e.,
Eu i,l , (46)
(46) is convex w.r.t to P * and E I→I ′ ,k (∀k), due to the fact that the first item in the left side of (46) is convex and the other items are linear. It is obvious that (40) and (47) are convex.
The convexity of P3 is proved.
