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Abstract
I use the neoclassical growth model to identify the eﬀects of technology shocks on the
US business cycle. The model includes two sources of technology shocks: neutral, which
aﬀect the production of all goods homogeneously, and investment-speciﬁc. Investment-
speciﬁc shocks are the unique source of the secular trend in the real price of investment
goods, while both shocks are the only factors which aﬀect labor productivity in the
long run. Consistent with previous empirical work which considers only neutral shocks,
the results suggest these shocks account for little, about 6 percent, of the business cycle
v a r i a t i o ni nh o u r sw o r k e d .I nc o n t r a s t ,i n v e s t m e n t - s p e c i ﬁc shocks account for about 50
percent, a new ﬁnding which suggests that technology shocks are an important source
of the business cycle.
∗Thanks to Lisa Barrow, Jeﬀrey Campbell, Lawrence Christiano, Martin Eichenbaum, Charles Evans,
John Fernald, Jordi Galí, Martin Gervais and Lars Hansen for helpful conversations. Thanks also to Jason
Cummins and Gianluca Violante for their data. Any views expressed herein do not necessarily reﬂect the
views of the Federal Reserve Bank of Chicago or the Federal Reserve System.1. Introduction
This paper shows that investment-speciﬁc technology shocks account for a signiﬁcant fraction
of the business cycle. In doing so it overturns recent conclusions, based on research which
focuses on neutral technological change, that technology shocks are unimportant for the
business cycle.
Traditional estimates of the technology-driven business cycle are based on transitory neu-
tral technology shocks derived from Solow residuals. Many researchers view these estimates
to be implausibly large since Solow residuals are an error-ridden measure of neutral tech-
nology over short horizons. If transitory shocks are implausible, and one only considers
neutral technological change, then permanent neutral shocks are the remaining source for a
technology-driven business cycle. Permanent neutral shocks can be identiﬁed without rely-
ing on Solow residuals, under the assumption that they are the only source of permanent
shocks to labor productivity. Galí (1999) and a growing literature use this approach and
ﬁnd that technology shocks account for very little of the business cycle. The robustness of
this ﬁnding and the likely irrelevance of transitory shocks suggest that technology shocks are
unimportant for the business cycle.1
The contribution of this paper is to demonstrate that the data strongly suggest other-
wise. Permanent technology shocks matter after all, if one also considers investment-speciﬁc
technological change. The ﬁndings in Greenwood, Hercowitz and Krusell (1997) motivate
considering this additional source of technological change. Using evidence on the secular
decline in the real investment price, these authors show that investment-speciﬁc, not neu-
tral, technological change, is the major source of economic growth. From the real business
cycle perspective, if investment-speciﬁc technological change is important for growth, it could
also be important for the business cycle.
1For a recent examination of the diﬃculties involved with measuring transitory ﬂuctuations in neutral
technology, see Basu and Fernald (2001, 2002). Figure 6, p. 268 is the clearest statement of the ﬁnding that
technology shocks do not matter in Gali (1999). Recent papers by Francis and Ramey (2001) and Christiano,
Eichenbaum and Vigfusson (2002), Gali (2003) conﬁrm the ﬁnding. This research builds on Blanchard and
Quah (1989), King, Plosser, Stock and Watson (1991), and Shapiro and Watson (1988).
1To assess this possibility, I adapt the framework that has been used to estimate the con-
tribution of permanent neutral technology shocks to the business cycle. First, consistent with
the neoclassical growth model, I modify the standard assumption that neutral technological
change is the only source of long run changes in labor productivity to include the possibility
that investment-speciﬁc change also has an eﬀect. Second, I impose the additional restric-
tion, also implied by the growth model, that investment-speciﬁc technological change is the
unique source of the secular trend in the real price of investment goods. These assumptions
are suﬃcient to identify the business cycle eﬀects of both kinds of technological change.
When I impose these assumptions on US data I reproduce the standard result that neutral
technological change is relatively unimportant for explaining the business cycle, accounting
for less than 10 percent of business cycle variation in hours worked. In contrast, I also ﬁnd
that investment-speciﬁc technological change accounts for about 50 percent of this variation.
Therefore, in total, technology shocks account for a signiﬁcant fraction of the business cycle
variation in hours worked. I show that this basic ﬁnding is robust to many perturbations of
the analysis, including alternative empirical speciﬁcations and sample periods. In addition,
I show that the shocks I identify are unrelated to other variables, such as capital taxes, that
might have aﬀected labor productivity and the real investment price.
The remainder of the paper is as follows. In the next section I use the neoclassical growth
model to derive the identiﬁcation assumptions at the heart of the analysis and show how
they can be used to identify the aﬀects of technology shocks. After this I discuss the data
used in the analysis, present the main empirical ﬁndings and evaluate the robustness of these
ﬁndings. Finally, I summarize and suggest directions for future research.
2. Empirical Framework
In this section I describe how the identifying assumptions exploited in the empirical analysis
can be derived from a neoclassical growth model. The ﬁrst sub-section describes the economic
model. This model is deliberately stripped down to make the discussion as transparent as
possible. The second sub-section describes how the identifying assumptions derived from
2the model can be implemented econometrically. The econometric strategy is consistent with
a broad class of models which share the same balanced growth properties as the model
considered here.
2.1. Economic Model
The model is adapted from the competitive equilibrium growth model of Greenwood, et. al.
(1997). In this model the welfare theorems hold so it is suﬃcient to explain the problem of
the social planner. The planner chooses consumption, Ct, investment, Xt, hours worked, Ht











t , α ∈ (0,1) (2)
Kt+1 ≤ (1 − δ)Kt + VtXt, K0 given, δ ∈ (0,1) (3)
and
At =e x p ( γ + Ca(L)εat)At−1,γ ≥ 0
Vt =e x p ( ν + Cv(L)εvt)Vt−1,ν ≥ 0
[εat,εvt]0 ∼ N(0,D),Ddiagonal
(4)
Here E0 is the expectations operator conditional on time t =0information, U(·,·) is a utility
function consistent with balanced growth, β is the planner’s discount factor, At is the level
of neutral technology, Vt is the level of investment-speciﬁc technology and Ca(L) and Cv(L)
are square summable polynomials in the lag operator L.
The diﬀerences with Greenwood, et. al. (1997) are (i) there is only one capital good
and (ii) exogenous technology has a stochastic instead of a deterministic trend. The ﬁrst
diﬀerence is not crucial to the argument. Diﬀerence (ii) is substantial because it is the
reason why technology shocks have permanent eﬀects in this model. Many real business
cycle models assume a stochastic trend in technology, but much of the emphasis in this
3research is on persistent, but transitory technology shocks. The econometric identiﬁcation
used below, which follows the standard methodology, does not consider transitory technology
shocks.
Galí (1999) argues that the stochastic trend assumption is natural when thinking about
purely technological disturbances. More substantially Alvarez and Jermann (2002) present
compelling evidence that without a unit root, it is diﬃcult to resolve data on asset prices
with economic theory. Yet, a plausible interpretation regarding the neutral term is that
it represents “productivity” shocks, disturbances to production possibilities more generally
conceived and not necessarily due to technological change, such as taxes, regulation and
market structure. These disturbances may very well be transitory. By ignoring transitory
eﬀects I am presenting a lower bound on the contribution to business cycles of technology
shocks more generally conceived.
The long run implications of the model are found by considering its balanced growth
properties. The balanced growth path is derived from the unique transformation of the
endogenous variables which renders them stationary. It is straightforward to conﬁrm that
along a balanced growth path the following variables are stationary:
Yt/Zt Ct/Zt,X t/Zt,K t+1/(ZtVt), (Yt/Ht)/Zt and Ht, (5)




t . Therefore, along a balanced growth path,
output, consumption, investment and labor productivity (all measured in consumption units)
on average each grow at the rate (γ + αν)/(1 − α). In addition, the capital stock grows at
the rate (γ + ν)/(1 − α), and hours worked is stationary.
From (5) it is immediate that a positive innovation to neutral or investment-speciﬁc
technology leads to permanent increases in output, consumption, investment, the capital
stock, and labor productivity, but has no eﬀect on hours worked in the long run. Most
important for what follows is the fact that both sources of technological change inﬂuence
















This is diﬀerent from a model without investment-speciﬁc technological change or if investment-
speciﬁc shocks are stationary about a deterministic trend, because in such a model only
neutral technological change inﬂuences labor productivity in the long run.
Notice from (2) and (3) that the number of consumption units that must be given up
to get an additional unit of capital is 1/Vt. That is, in the competitive equilibrium of this
economy, the real price of investment, Pt, is 1/Vt. Obviously, the only shock in this economy
that has a permanent eﬀect on Pt is an innovation to Vt. Neutral technological change has no
impact on the technical rate of transformation between consumption goods and investment










The simple growth model implies that the real investment price is completely determined
by the level of investment-speciﬁc technology. In a more general (and realistic) model with
curvature in the transformation frontier of producing investment and consumption goods, for
example the two-sector model studied by Boldrin, Christiano and Fisher (2001), this would
n o tb et r u e .H o w e v e r ,s u c ham o d e l ,i fi ti sc o n s i s t e n tw i t hb a l a n c e dg r o w t h ,w o u l dc o n t i n u e
to have the property that the only factor inﬂuencing the real price in the long run would be
investment-speciﬁc technological change.2
It is straightforward to extend the simple growth model in other ways to incorporate many
alternative propagation mechanisms, including models with money and sticky prices and
2Greenwood, et. al. (1997) consider and reject several alternative mechanisms which in principle might
account for the secular trend in the real investment price instead of investment-speciﬁc technological change.
One important example they consider is diﬀerent factor shares for the investment and consumption good
sectors in a two-sector model. If these shares are of the right magnitude then there could be a secular trend
in the real price without one in investment-speciﬁc technology. Greenwood, et. al. (1997) argued that this
hypothesis requires assuming implausible parameter values.
5wages. These models can also have other exogenous shocks, as long as they have transitory










f o ra l lo t h e rs h o c k sx. In these alternative models there may be other endogenous variables,
but the balanced growth properties given in (5) will be the same, as long as technological
change is neutral and investment-speciﬁc.
At this stage of the analysis one could specify a parameterized theoretical model which
matched several interesting unconditional moments in the data and use this model to assess
the contribution of technology shocks to the business cycle. The earliest paper to do this
with investment-speciﬁc shocks was Greenwood, Hercowitz and Huﬀman (1988). Other
papers which have considered the business cycle implications of investment-speciﬁcs h o c k s
are Campbell (1998), Christiano and Fisher (1998), Fisher (1997), and Greenwood, Hercowitz
and Krusell (2000). As we have learned from the literature on neutral technology shocks, the
contribution of technology shocks to the business cycle derived from quantitative business
cycle models may not correspond with that derived from an econometric analysis which takes
a weaker stand on the nature of the propagation mechanism. This helps to motivate using
the method described in the next section to identify the importance of technology shocks for
the business cycle.
2.2. Econometric Strategy
Two basic assumptions summarize the class of models for which (6)-(8) hold. In words, these
assumptions are:
Assumption A1. Only shocks to exogenous investment-speciﬁc technology aﬀect the real
investment price in the long run;
Assumption A2. Only shocks to exogenous neutral or investment-speciﬁct e c h n o l o g ya ﬀect
labor productivity in the long run.
6In addition to these assumptions, I deﬁne a “shock” to be a statistically independent innova-
tion. I now describe how these assumptions can be used to identify the dynamic responses of
variables to exogenous neutral and investment-speciﬁc technology shocks within the standard
econometric framework.
The econometric identiﬁcation strategy in which I incorporate A1 and A2 is a simple
adaptation of Shapiro and Watson (1988).3 To begin, the equilibrium of the economic model
(and its admissible generalizations) has a moving average representation,
yt = Φ(L)εt (9)
where yt is an n × 1 vector of states and controls and εt is a vector of fundamental shocks
with εvt and εat as the ﬁrst two elements, Eεtε0
t = Ω,w h e r eΩ is a diagonal matrix, Φ(L)
is a matrix of polynomials in the lag operator L. The elements of yt are [∆pt,∆at,h t,q t]0,
where pt is the log of the real investment price, at is the log of labor productivity, ht is the
log of per capita hours worked, qt is a vector of other endogenous variables in the model,
and ∆ =1− L.
Under the assumption that Φ(L) is invertible (typically the case in real business cycle
models) we may recover the exogenous shocks εvt and εat with two instrumental variables
(IV) regressions. First, consider
∆pt = Γpp(L)∆pt−1 + Γpa(L)∆at + Γph(L)ht + Γpq(L)qt + εvt, (10)
where the Γxy(L)’s here and below are lag polynomials derived by inverting Φ(L).T h i s
equation relates changes in the real investment price to current and lagged values of the
endogenous variables. The contemporaneous eﬀects of all non-εvt shocks eﬀect the current
∆pt through ∆at, ht and qt. By assumption A1, it follows that the long run multipliers from
3See Basu and Fernald (1998) for a diﬀerent identiﬁcation strategy which does not rely on long run
restrictions. At this stage it is unclear what the implications of investment-speciﬁc technological change are
for their approach.
7these variables to the real price are zero. Imposing this restriction is the same as imposing
a unit root in each of the lag polynomials associated with ∆at, ht and qt.T h a ti s ,
Γpj(L)=˜ Γpj(L)(1 − L),j= a,h,q .
As long as ˜ Γpj(1) 6=0 ,j= a,h,q, it follows under assumption A1 that (10) becomes
∆pt = Γpp(L)∆pt−1 + ˜ Γpa(L)∆
2at + ˜ Γph(L)∆ht + ˜ Γpq(L)∆qt + εvt. (11)
Innovations to the real investment price may aﬀect the contemporaneous values of ∆at, ht
and qt. Consequently this equation cannot be estimated by ordinary least squares. However,
given that εvt is exogenous, this shock is orthogonal to all variables dated t − 1 and earlier.
H e n c ew ec a ne s t i m a t e( 11) by IV, using lagged values of yt as instruments. The residuals
of this estimation are my estimates of εvt, ˆ εvt.4
The equation used to identify the neutral shock is
∆at = Γap(L)∆pt−1 + Γaa(L)∆at−1 + Γah(L)ht + Γaq(L)qt + θεvt + εat. (12)
Here contemporaneous non-εat shocks inﬂuence ∆at indirectly through ht,q t and directly
through εvt. By a similar argument to before, assumption A2 implies the long run multipliers
from ht and qt to ∆at are zero, but that the long run multiplier from εvt is non-zero. When
these assumptions are incorporated into (12),
∆at = Γap(L)∆pt−1 + Γaa(L)∆at−1 + ˜ Γah(L)∆ht + ˜ Γpq(L)∆qt + θεvt + εat. (13)
Notice that (13) implies εvt c a nh a v eal o n gr u ni m p a c to nt h el e v e lo fat if neutral tech-
nological change has a long run impact. Similar to (11) this equation can be estimated by
IV using lagged values of yt as instruments. The residuals from (13), ˆ εat are my estimates
4Notice that the identiﬁcation of the investment-speciﬁc shock does not rely on the orthogonality of this
shock with the contemporaneous neutral shock.
8of εat. Including ˆ εvt in (13) ensures ˆ εat is orthogonal to the investment-speciﬁcs h o c kw i t h i n
t h es a m p l ep e r i o d .
These steps for estimating the neutral shock diﬀer from the existing literature because
the real price and the investment-speciﬁc shock are included in (13). This diﬀerence is
entirely due to the diﬀerence of assumption A2 from the usual identifying assumption that
only neutral technological change has a long run impact on labor productivity. By omitting
∆pt−1 and εvt from (13), estimates of the coeﬃcients on ∆at−1,∆ht and ∆qt are likely biased.
The ultimate impact of this bias on the estimates of εat and estimated dynamic responses
of variables to this shock is unclear at this stage. However, even if previous estimates of εat
are valid and therefore the ﬁnding that these shocks are unimportant for the business cycle
is correct, there is still scope for technology shocks to impact the business cycle through εvt.
Estimating (11)a n d( 13) by IV yields estimates of the shocks, ˆ εvt and ˆ εat.Ia mi n t e r e s t e d
in identifying the dynamic responses of the variables in yt to each shock and decomposing
t h es a m p l ep a t ho fa n ye l e m e n to fyt into parts due to the two shocks. This is done eﬃciently
by estimating the reduced form vector-autoregression,
yt = A(L)yt−1 + ut,E0utu
0
t = Σ, (14)
where A(L) is a square-summable matrix lag polynomial. The reduced form residuals are
linearly related to the fundamental shocks εt in the linear approximation to a given real
business cycle model through a matrix B,
ut = Bεt,BB
0 = Σ.
The ﬁrst two elements of εt are ˆ εvt and ˆ εat. Therefore, to derive the dynamic responses of
interest we need only estimate the ﬁrst two columns of B. Since the ﬁrst two elements of
εt are orthogonal to the other elements in the vector we can do this by applying ordinary
least squares to the n e q u a t i o n sw i t he a c hr e s i d u a lf r o m( 14) on the left hand side of the
equation and the two estimated shocks on the right hand side. Finally, to derive the response
9of any variable in yt to either of the two technology shocks we can simulate (14) using the
appropriate elements of B. We can also use these estimates to decompose the sample path
of any variable in yt into parts due to the two identiﬁed shocks.5
3. The Data
This section describes the data used in the empirical analysis. I begin by describing the
real investment price data, which is a crucial input into the empirical analysis. After this
Id i s c u s st h es p e c i ﬁc variables included in the application of the econometric model to US
data.
3.1. The Real Price of Investment
As is standard, I measure the real price of investment as the ratio of a suitably chosen
investment deﬂator and a deﬂator for consumption derived from the National Income and
Product Accounts (NIPA). The consumption deﬂator I use corresponds to nondurable and
service consumption, the service ﬂow from consumer durables and government consumption.
The NIPA investment deﬂators are well-known to be poorly measured, so ﬁnding a suitable
investment deﬂator is the main challenge to constructing a real investment price. In this
subsection I describe the choices underlying my chosen deﬂator and then I describe the
resulting real price.
Poor measurement is one reason why the importance of investment-speciﬁc technological
5This procedure yields identical results to the following adaptation of the methodology in Blanchard and
Quah (1989), as long as the number of lags in (10) and (12) are identical to the lags in (14). The long run
eﬀects of the system (14) are summarized by
yt =[ I − A(1)]
−1 Bεt = Φ(1)Bεt.
The preceding discussion implies that the ﬁrst two rows of Φ(1)B have zeros everywhere except in the
ﬁrst element of the ﬁrst row and ﬁrst two elements of the second row. It follows that to estimate B
we can follow four simple steps. First, estimate the unconstrained vector-autoregression (14). Second,
use the estimated coeﬃcients to compute A(1). Third, compute the lower triangular Choleski matrix, C,
so that CC0 = Φ(1)ΣΦ(1)0. Fourth, use the fact that Φ(1)B is a factor of Φ(1)−1ΣΦ(1)−10 to solve for
B = Φ(1)−1C.U s i n g t h e ﬁrst two columns of B one can compute the dynamic response functions and
historical decompositions of interest.
10change has taken so long to be recognized. Gordon (1989) argued forcefully that the NIPA
producer durable equipment deﬂator was seriously miss-measured because of its treatment of
quality change. Through exhaustive use of primary sources he formulated a quality adjusted
deﬂator. However, it was not until Greenwood, et. al. (1997) that the full import of these
adjustments were recognized. They showed that the real price of producer durable equipment
derived using Gordon’s deﬂator has a pronounced downward secular trend. Based on a model
similar to the one in section 2.1 they showed that the technological change implied by this
trend accounts for about 58 percent of output growth between 1954 and 1990.
To arrive at their estimates Greenwood, et. al. (1997) extended Gordon’s original sample,
which ends in 1983, with a rough bias adjustment to the NIPA data. Cummins and Violante
(2002) derived a more systematic update of the Gordon data. They estimated economet-
ric models of the bias adjustment implicit in the individual deﬂators underlying Gordon’s
equipment deﬂator and used these models to bias adjust the NIPA data for the period 1984-
2000. Their ﬁndings conﬁrm the Greenwood, et. al. (1997) result that investment-speciﬁc
technological change is a major source of growth.
I initially consider two investment deﬂators based on the Gordon-Cummins-Violante
(GCV) equipment deﬂator. The ﬁrst measure is “equipment” and is derived directly from
the GCV equipment deﬂator. The second is “total investment” which is a broader measure
but still includes the GCV deﬂator along with other NIPA deﬂators. This is designed to
correspond to the investment measures typically used in real business cycle studies.
To be used in the econometric analysis, these deﬂators need to be quarterly series.
Since the GCV series is an annual series it must be interpolated. There is no gener-
ally agreed on method of interpolation. Here I use the popular approach due to Denton
(1971). As shown by Fernandez (1981), this method ﬁts within the generalized least squares
interpolation-by-related-series class of interpolation schemes introduced by Chow and Lin
(1971). Interpolation-by-related-series uses information in a higher frequency indicator vari-
able to interpolate a better quality but lower frequency variable. Denton’s version of this
method minimizes the squared diﬀerences of successive ratios of the interpolated to the in-
11dicator series subject to the constraint that the sum or average of the interpolated series
equals the value in the annual series.6
My equipment-speciﬁcd e ﬂator is the annual GCV deﬂator interpolated with the NIPA
equipment deﬂator under the assumption that the average price for the year must equal the
GCV annual deﬂator. My total investment deﬂator is derived by using the appropriate chain-
weighting formula to combine my equipment-speciﬁcd e ﬂator with NIPA based deﬂators
for non-residential structures, residential structures, consumer durables, and government
investment.7 The Denton method retains the low frequency information in the higher quality
series and so any error in the interpolation underlying these deﬂators should have little
consequence for the identiﬁcation of the technology shocks, which relies on the low frequency
part of the data.
Figure 1 displays the two investment deﬂators and the associated real investment prices,
along with series based only on the NIPA accounts for the sample period 1955:I-2000:IV.8
In each plot the solid line corresponds to the GCV based measure and the dashed line
corresponds to the NIPA measures, both in logs. This ﬁgure is helpful for making three
basic points. First, the quality bias in the NIPA deﬂators is large making them unsuitable
for constructing real prices. Second, consistent with Cummins and Violante (2002) and
Greenwood, et. al. (1997), equipment-speciﬁc technological change has been substantial
since 1955. The data indicate a 200 percent drop in the real equipment price. Third, the
6Denton’s method is used by the IMF in their oﬃcial statistics. When the related series is a good indicator
the practical diﬀerences among the available methods are small. An extensive discussion of alternative
interpolation methods can be found in Handbook of Quarterly National Accounts Compliation.T h i sc a nb e
currently viewed at www.imf.org/external/pubs/ft/qna/2000/Textbook/index.htm
7Gordon estimates an annual quality adjusted consumer durables deﬂator which also indicates consider-
able quality bias in the corresponding NIPA deﬂator. For the consumer durable deﬂator used to construct
the total investment deﬂator I interpolate the annual Gordon consumer durable deﬂator using the NIPA
deﬂator as the related series for the period 1947-1983 and splice this to the NIPA deﬂator for the remaining
years of my sample.
8I exclude data before 1955 for three main reasons. First, it is common in the real business cycle literature
to focus on the post-Korean war era (see for example, Prescott 1986). Second, I am more concerned about
the quality of my interpolations before 1955 because I believe the quality bias in the NIPA data may be
stronger than later in the sample. Third, estimates of the magnitude of the impact of neutral technology
shocks on the business cycle appear to be sensitive to including variables associated with monetary policy.
For empirical studies associated with US monetary policy it is customary to select dates for the beginning
of the sample period of analysis that are several years after the Treasury Accord of 1951.
12real total investment price declines by much less, but still has a secular trend. The weaker
trend in this price may be due to a slower rate of quality change in non-equipment investment
or it may be due to the fact that the deﬂators for these investment goods have not been
quality adjusted.9
It is useful to brieﬂy consider why the dynamics of the real price and quantity data
strongly suggests investment-speciﬁc technological change is important for understanding
both business cycles and growth, even prior to any econometric analysis. Figure 2 shows the
long run and short run association between real investment prices and quantities (similar
ﬁgures appear in Greenwood, et. al. 1997). The left column reproduces the GCV based
real prices from ﬁgure 1 along with ratios of the quantity of investment to output with the
latter in consumption units. These plots show that the real price declines coincide with large
increases in the relative quantity of investment goods produced, illustrating the importance
of investment-speciﬁc technological change for capital accumulation and hence growth.
The derivation in section 2.1 is based on the balanced growth hypothesis. The consistency
of the two investment series for this hypothesis can be assessed by observing that the sum
of the real price and real share series must be stationary under balanced growth. By this
test equipment is not a good measure of the object called investment in the growth model,
because the sum of the two series in the top left column has an upward trend. The presence
of this trend can be rendered consistent with a neoclassical growth model if we extend the
notion of balanced growth as in Kongsamut, Rebelo and Xie (2001). Notice that while the
evidence on equipment investment is inconsistent with the growth model as written down in
section 2.1, total investment is consistent, since the sum of the two series in the lower left
column is stationary.
The right column displays the business cycle components of real investment prices and
quantities. These plots conﬁrm the observation of Greenwood, et. al. (1997, 2000) that, even
in the short run, investment-speciﬁc supply shocks seem to be closely related to investment.
9Gort, Greenwood, and Rupert (1999) estimate signiﬁcant quality bias in the NIPA deﬂators for non-
residential structures.
13In ﬁgure 2, the business cycle components are derived using the Baxter and King (1999)
band-pass ﬁlter which excludes frequencies higher than one and a half years and frequencies
lower than eight years.10 The top right plot shows a negative relationship between the
investment prices and quantities, strongly suggesting a role for cost-reducing technology
shocks. This negative relationship is apparent throughout the sample. The unconditional
correlation is -0.67. The relationship with total investment is not as strong (the correlation
is -0.41). Some of the diﬀerence may be due to measurement error, but the likelihood that
residential investment has a strong “demand”-driven component probably plays a role as
well. Still, overall the data suggest that investment-speciﬁc technology shocks play a key
role in the business cycle.
3.2. Variables in the Econometric Application
Figure 3 displays the variables underlying the main results presented in the next section.
Implementing the econometric model in section 2.2 requires only the growth rate of the real
investment price, the growth rate of average labor productivity, and per capita hours worked.
The variables used to measure these objects are plotted in the left column of ﬁgure 3. The
equipment price is my measure of the real price because it is presumed to be more precisely
measured than the total investment price.11 Results based on the total investment price are
similar. Labor productivity is the non-farm business measure published by the Bureau of
Labor Statistics (BLS). Per capita hours (in logs) is the BLS hours worked (not hours paid)
measure corresponding to the productivity measure, divided by the working age population.
To retain consistency with the growth model I express labor productivity in consumption
units per hour using my consumption deﬂator. The ﬁrst two variables, real price growth and
productivity growth are clearly stationary. However, the stationarity of per capita hours is
10To implement the Baxter and King ﬁlter I must select the number of lags (leads) in the ﬁlter. I use their
suggested value of 12q u a r t e r s .
11The sharp changes in the real equipment price in 1973-74 are an artifact of the impact of the Nixon wage
and price controls on the construction of the equipment deﬂator (see Cummins and Violante 2002). Since
this is a transitory phenomenon it should not aﬀect the identiﬁcation of the investment-speciﬁc technology
shocks.
14a matter of controversy in the literature and so some discussion of this is necessary.
Francis and Ramey (2001) argue that, since standard tests of the null hypothesis of a unit
root (e.g. Perron and Phillips 1988) in per capita hours are not rejected, per capita hours
should be ﬁrst diﬀerenced prior to the analysis. Consistent with Francis and Ramey (2001),
tests of a unit root in per capita hours as plotted in ﬁgure 3 are not rejected at conventional
signiﬁcance levels. Of course non-rejection of a null hypothesis does not mean the alternative
hypothesis, in this case level stationarity, is rejected. Indeed, the Kwiatkowski, Phillips,
Schmidt and Shin (1992) test of the null of level stationarity against the alternative of a unit
root is not rejected for this series at conventional signiﬁcance levels either.12 Therefore, as
in Christiano, et. al. (2002), neither level nor diﬀerence stationarity of per capita hours can
be rejected by classical statistical criteria. Christiano, et. al. (2002) use Bayesian methods
to argue that the preponderance of the evidence points toward level stationarity as the most
plausible assumption.13 Finally, the purpose of this paper is to examine the technology-
driven business cycle hypothesis and standard versions of this hypothesis imply per capita
hours are level stationary. These considerations suggest it is reasonable to work with per
capita hours in levels. I discuss alternative ways of incorporating per capita hours into the
analysis below.
In addition to considering the minimal set of variables needed for identiﬁcation, Galí
(1999) and Christiano, et. al. (2002) also consider adding variables to assess the robustness
12Kwiatkowski, et. al.( 1992) demonstrate that the asymptotic critical values of their test imply over
rejection of the null when the data is autocorrelated. For example, in their Table 2, p. 171 if the true
data generating process is an AR(1) with autoregressive coeﬃcient of 0.8 then the true size of a test with
nominal size of 5% is between 24% and 30%, depending on the sample size. Therefore, following Christiano,
et. al. (2002), I base my conclusions regarding level stationarity on small sample critical values derived
using Monte Carlo methods. I assumed the data generating mechanism was an AR(1), used 10,000 Monte
Carlo draws of sample sizes of length 188, and used the recommended lag truncation parameter (8) for the
test. The 5 percent critical values for autocorrelation coeﬃcients 0.85, 0.9 and 0.95 are 0.85, 1.03 and 1.40,
respectively. The corresponding test statistic for per capita hours worked is 0.47. Test statistics exceeding
the critical values lead to rejection of the null of level stationarity. Therefore the test is not rejected at the
5% signiﬁcance level. Note that the asymptotic 5% critical value from Table 1,p .166 of Kwiatkowski, et.
al. (1992) is 0.46.
13The debate over level versus diﬀerence stationarity is controversial because, as Christiano, et. al. (2002)
show, the sign of the estimated response of hours to a neutral technology shock depends on which is assumed.
Galí’s (1999) ﬁnding that neutral technology shocks are irrelevant to the business cycle is not sensitive to
the level versus diﬀerence stationarity choice.
15of their ﬁndings. Christiano, et. al. (2002) argue that the contribution to business cycles of
neutral technological change may be overstated by excluding certain key variables. Motivated
by their ﬁndings, I include the four variables plotted in the right column in the analysis as
well. As in that paper inﬂation is measured by the GDP deﬂator and the nominal interest
rate is the 3-month Treasury Bill rate. I also include the nominal ratios of consumption
and investment to output, in logs. These variables are suggested by the balanced growth
implications of the growth model and may be important for correctly identifying technology
shocks.
To retain consistency with the measure of labor productivity I use, my nominal output
measure is the corresponding BLS output measure. I use the consumption measure cor-
responding to the consumption deﬂator used to deﬂate the nominal equipment price. The
investment measure is total investment as deﬁned above. As in the case of the three variables
in the left column, one cannot reject the hypothesis of level stationarity using the test of
Kwiatkowski, et. al. (1992) for any of the four variables in the right column.14
4. Main Findings
The standard one-technology-shock identiﬁcation scheme can be implemented with just two
variables, productivity growth and hours. The two-technology-shock identiﬁcation scheme
proposed in this paper can be implemented with just three variables, productivity growth,
hours and real investment price growth. In the ﬁrst sub-section I describe my ﬁndings for
these minimal systems using the real equipment price as the measure of the real investment
price. In the second subsection I describe my ﬁndings for larger models which add variables
to the minimal systems. Regardless of the size of the empirical models estimated, the results
strongly suggest an important role for technology shocks in the business cycle with the largest
14See footnote 12 for details of how I conducted these tests. In addition to implying the nominal expen-
diture shares are stationary, the growth model implies the real price, labor productivity, consumption and
investment are integrated of order 1. Standard tests do not reject this hypothesis for each of these variables
at standard levels of signiﬁcance. Tests of the null hypothesis of trend stationarity are strongly rejected for
the price but not the other variables.
16contribution coming from investment-speciﬁc technology shocks.
4.1. Models with a Minimal Number of Variables
I estimated the minimal systems using four lags, which is consistent with the literature. The
complete estimated dynamic responses (out to 64 quarters) of the inverse real investment
price (1/P), labor productivity (Y/H),h o u r s(H) and output (Y ) are displayed in ﬁgure
4. The responses to investment-speciﬁc shocks are labelled “I-Shock Responses” and the
responses to neutral shocks are labelled “N-Shock Responses.” I use “one-shock model”
to describe the econometric model estimated under the one-technology-shock hypothesis
and “two-shock model” to describe the model estimated under the two-technology-shock
hypothesis. All responses are to one-standard deviation positive innovations to technology
and are plotted relative to the standard deviation of the shock.
Consider the N-shock responses in the one-shock model in the right-most plot. The
permanent and positive response of labor productivity was used to identify these responses
and the other responses are conditional on this outcome. With hours included in the model
in levels, hours responds positively about a quarter of a percent before declining slowly back
to zero. This dynamic response is consistent with the one reported recently by Christiano,
et. al. (2002) who include hours in the same way. Given the similarity of the productivity
responses as well, the response of output (the sum of labor-productivity and hours) is also
consistent with this other work.
Now consider the N-shock responses estimated using the two-shock model, in the middle
plot. The responses of productivity, hours and output are strikingly similar to the one-
shock model. The main diﬀerence is that the response of hours, and therefore also output,
is dampened slightly in the two-shock model. Including real investment price growth in
the one-shock model has little eﬀect on the estimated responses of the one-shock model
(not shown).15 It follows that the two identiﬁcation strategies are essentially identifying the
15This ﬁnding suggests the real equipment price does not add much new information for forecasting
productivity that is not already contained in productivity and hours.
17same shock. The two-shock identiﬁcation has the advantage of yielding the response of the
(inverse) equipment price to an N-shock. Interestingly the equipment price rises (its inverse
falls) after a positive N-shock. This is consistent with the predictions of real business cycle
models with a rising short-run supply price of capital, such as in the two-sector model in
Christiano and Fisher (1998). This latter ﬁnding adds support to the interpretation of the
N-shock responses as being genuine neutral technology shocks.
The I-shock responses in the left-most plot are conditional on the permanent and (pos-
itive) negative response of the (inverse) real equipment price. The peak response of hours
is a little more than one percent. This is four times greater than in the hours response to
an N-shock in the same model. The positive response of hours to an I-shock is consistent
with the real business cycle models studied by Christiano and Fisher (1998) and Greenwood,
Hercowitz and Krusell (2000). After an initial increase, the response of productivity declines
below zero before rising to it long run positive value. Note that while theory predicts the
productivity response to be positive in the long run, this is not imposed on the estimation.
The initial decline in productivity is also reasonable from the perspective of theory. This is
because investment takes time to have an impact on the capital stock and so productivity
can be driven by hours in the aftermath of an I-shock if hours worked responds strongly.
Given the relatively small movements in productivity, output responds similarly to hours.
Output’s response to an I-shock is similar to that for an N-shock in the short run, but it
declines more rapidly and converges to a lower long run value.
One’s conﬁdence in the interpretation of the identiﬁed shocks depends in part on whether
theory can explain the dynamic responses to them. It is also important to assess the degree
of sampling uncertainty in the estimates. Information about this is presented in ﬁgure 5
which displays the responses of hours, productivity and the equipment price to the identiﬁed
shocks over a shorter horizon (32 quarters) and with equal-tailed, point-by-point 95 percent
conﬁdence bands (dashed lines).16 Several points are worth noting here. First, the hours
16These bands are computed using a standard bootstrap procedure combined with the Hall (1992) method
of constructing conﬁdence intervals. See Killian (1999) for a discussion of bootstrap conﬁdence intervals in a
relevant context. He ﬁnds that Hall’s conﬁdence interval has relatively good classical coverage probabilities
18responses to neutral shocks in both models are not signiﬁcantly diﬀe r e n tf r o mz e r o ,b u tt h e
response to an I-shock is signiﬁcant. Second, the increase in the equipment price following
an N-shock in the two-shock model is signiﬁcant, at lease in the ﬁrst few periods after a
shock. Third, the productivity response to an I-shock is not statistically signiﬁcant.
The dynamic responses of hours worked are broadly consistent with theory, but are
they of the kind which can account for observed hours? The weak responses of hours to
N-shocks suggests these technology shocks are unimportant for this variable. On the other
hand, the strong and statistically signiﬁcant responses to an I-shock suggests these shocks are
important. This can be assessed by examining ﬁgure 6 which shows historical decompositions
of hours due to investment-speciﬁc, neutral and both technology shocks along with the actual
path of hours.17 The ﬁrst row shows the investment-speciﬁc shock accounts for a large part
of the variation in hours worked, particularly around recessions. In striking contrast, neutral
technology shocks seem almost unrelated to the business cycle (the decomposition for the
one-shock model, not shown, is similar). The combined eﬀe c t so ft h et w os h o c k st r a c ka c t u a l
hours quite closely.
Although it seems clear from ﬁgure 6 that the investment-speciﬁc technology-shocks
account for a large part of the business cycle and neutral shocks account for much less, hours
worked has some high and low frequency variation which may confound the interpretation of
such a ﬁgure. I now assess the contributions of the identiﬁed technology shocks to business
cycles more precisely using ﬁgure 7 and table 1.T h e ﬁgure shows plots of the business
cycle component of actual hours (solid lines) and hours as predicted by the empirical models
(dashed lines) where the business cycle components have been calculated using the same
compared to other bootstrap conﬁdence intervals. To the extent that a point estimate lies closer to the
lower (upper) bound of the conﬁdence interval then this is indicative of downward (upward) bias in the point
estimates. In ﬁgure 5 and below there is evidence of bias in the point estimates. This appears to be due
to non-linearity in the mapping from the regression coeﬃcients to the dynamic response functions, and not
due to biased coeﬃcient estimates. Consequently I do not employ the Killian (1998) “bias-correction” here.
A Baysesian analysis of the liklihood of diﬀerent responses, as suggested by Sims and Zha (1999), is left to
future research.
17The predicted time path of hours for a given model and shock is based on simulating the estimated
vector-autoregression underlying the dynamic responses in ﬁgures 4 and 5 using the estimated shocks and
the actual data in the ﬁrst four periods of the sample to initialize the simulation.
19procedure as in ﬁgure 2. The table shows summary statistics useful for quantifying the
extent to which technology shocks account for business cycle dynamics. The table includes
evidence for both hours and output and also a case (right-most column) where the one-shock
model is appended to include the linearly detrended real equipment price. This latter case
is discussed below.
The business cycle dynamics of hours worked derived from the N-shocks in the two models
is displayed in the lower row of ﬁgure 8, with the two-shock model on the left. Consistent
with the dynamic responses of hours shown in ﬁgures 4 and 5, the path of hours is similar
across the two identiﬁcations. In both cases, the variation in hours seems small, and the
predicted path does not seem to co-move strongly with actual hours. This is consistent with
Galí (1999) and Christiano, et. al. (2002) who have shown N-shocks to be unimportant
for the business cycle. In contrast, the I-shock in the minimal two-shock model seems to
generate volatility in hours near that of actual hours and there seems to be much closer
conformity with actual hours than for N-shocks. The overall eﬀect of technology shocks is
to generate ﬂuctuations in hours worked that are quite close to actual hours. If anything,
technology shocks seem to account for too much of the variation in hours. For example, the
recession in the early 1980s is widely believed to have been due in large part to monetary
policy, but here the recession is attributed almost entirely to I-shocks.
T h es e n s eo fI - s h o c k sg e n e r a t i n gas i g n i ﬁcant fraction of business cycle variation in hours
worked is conﬁrmed by the ﬁndings reported in table 1. Panel A of this table shows the
relative volatility of the technology components of the two models, σ2
Hm/σ2
Hd,a n dt h ec o r -
relation of these variables with actual hours, ρ(Hm,Hd). The numbers in parenthesis are
nominal equal-tailed 95 percent conﬁdence intervals. The nominal conﬁdence intervals for
the variance ratios sometimes include inadmissible values for this statistic (less than zero
or greater than 1). In these cases the bound of the interval is set to the nearest admissible
value for the statistic.
Consider the two-shock model ﬁrst. Consistent with ﬁgure 7 investment—speciﬁcs h o c k s
generate 54 percent of the business cycle volatility of hours and we have more than 95
20percent conﬁdence that this percentage exceeds 20. Furthermore the correlation coeﬃcient
is large, 0.79, and statistically signiﬁcant. These results strongly suggest a major role for
investment-speciﬁc shocks in generating the business cycle. On the other hand, the impact
of neutral shocks in the two-shock model is similar to the one-shock model, that is small.
The conﬁdence intervals suggest that it is unlikely that these shocks generate more than 8
percent of the hours worked variation of interest and are relatively weakly correlated with
actual hours. Finally, consistent with the strong impact of investment-speciﬁcs h o c k s ,t h e
combined eﬀect of the technology shocks in the two-shock model is strikingly large and highly
correlated with actual hours.18
Panel B of table 1 shows similar statistics for output, including the variance ratio
σ2
Y m/σ2
Y d and the correlation ρ(Y m,Yd).T h e s e c o n ﬁrm the impression that investment-
speciﬁc shocks are important for the business cycle. Consistent with the pattern of responses
of productivity to neutral shocks, these shocks are more important for explaining output.
Still, the investment—speciﬁc shocks are the most important of the two technology shocks.
4.2. Larger Models
We now consider the ﬁndings based on estimating the larger systems. As discussed in section
3.2, these systems consist of the variables in the minimal models plus the nominal ratios of
investment to output, consumption to output, inﬂation and a short-term nominal interest
r a t e . F i g u r e8d i s p l a y st h ec o m p l e t ed y n a m i cr e s p o n s e sf o rt h es a m ev a r i a b l e sc o n s i d e r e d
above in the top row and consumption (C), investment (X) and the ex post real interest
rate (R) in the bottom row. To facilitate comparisons across the two identiﬁcation schemes,
investment is plotted in consumption units for the N-shock cases. Investment is in units of
equipment in the I-shock case.
The N-shock responses in the right two columns are similar in magnitude to the compa-
18The total contribution of technology shocks would be exactly equal to the sum of the contributions of
the two shocks if the estimated shocks were exactly orthogonal to the each other at all leads and lags. The
estimation procedure only guarantees that the two shocks are orthogonal contemporaneously. In practice
there are slight correlations at various leads and lags of the shocks. Diﬀerences between the sum of the
contributions and entries in the ﬁrst column of table 1 (and table 2, below) reﬂect these slight correlations.
21rable responses in ﬁgure 4. The main diﬀerence is that output and hours rise more slowly
to their peaks and that output, hours and productivity all take longer to attain their long
run values. In the two-shock case, the response of the equipment price is somewhat stronger
than with the corresponding minimal system, but qualitatively quite similar. In the larger
systems we can assess the plausibility of the identiﬁcation schemes in terms of the responses
of consumption, investment and the real interest rate. Given the positive long run responses
of consumption and investment and the rise in the real interest rate, these responses are
broadly consistent with neoclassical theory. Finally, as with the minimal systems the two
identiﬁcation strategies seem to be identifying the same neutral shock.
Including the additional variables has more of an impact on the responses to I-shocks.
The responses that are comparable to those in ﬁg u r e4a r ed i s p l a y e di nt h et o pp l o to ft h e
left-most column. First, the initial response of the inverse equipment price is weaker - the
initial peak of the price response in ﬁgure 4 is nearly 1.5 percent, while here the response is
about half as large as that. However, the inverse price converges to a larger positive value
here (3 percent versus 1.8 percent). The initial response of hours is also somewhat smaller
than before (0.8 percent versus 1.1 percent before). More interestingly there is now a second
hump in the hours response. As with the comparable minimal system, the overall response
of hours is much stronger than in the N-shock case. Productivity is much more persistent
in its negative response compared to the minimal case. Now it takes over 150 quarters for
the productivity response to turn positive compare to about 20 before (not shown). The
behavior of productivity means that, after an initial burst, output declines, before turning
positive.19
Now consider the responses in the lower left-most plot. Notice that investment initially
rises quite strongly, then declines just as strongly, before sustained growth toward the new
long run level sets in. This response seems to correspond quite closely to the hours response.
In particular, the initial rise and fall of hours coincides with the boom and decline in invest-
19Recall that output is measured in consumption units. If it were measured in “output units,” that is
using a chain-weighting formula that accomodated changes in the consumption and investment deﬂators,
then the response would be mostly positive.
22ment, while the second hump in hours coincides with the resumption of positive investment
growth. Consumption’s response seems quite weak. However, while not clear from the ﬁgure,
it does converge to a positive value. Campbell (1998) describes an investment-speciﬁcs h o c k
driven vintage capital model which generates similar responses to these. Finally, the real
interest rate response is quite similar to the N-shock case. In sum, while somewhat diﬀerent
from the responses estimated in the minimal two-shock system, the I-shock responses in the
larger two-shock model are broadly consistent with each other and with theory.
Some indication of the sampling uncertainty underlying the responses in ﬁgure 8 are
shown in ﬁgures 9 and 10. Several observations are worth making here. First, as in the
minimal case, the response of hours to an I-shock is signiﬁcant. Interestingly, the responses
of hours in the N-shock cases are signiﬁcant after several quarters when in the minimal
systems they were not. Second, the positive response of the equipment price to an N-shock
continues to be signiﬁcant. Finally, the responses of consumption, investment, output and
the real interest rate in ﬁgure 10a r es i g n i ﬁcant for at least a couple of quarters.
We now consider how important the identiﬁed technology shocks are for the business
cycle in the larger systems. Figures 11 and 12 table 2, the analogues of ﬁgures 6 and 7 and
table 1,c o n ﬁrm the main ﬁndings from the minimal systems. Figure 11 is somewhat diﬀerent
from ﬁgure 6, with investment-speciﬁc hours less closely tracking actual hours and hours due
to neutral shocks more obviously cyclical. Still, the combined eﬀect of the shocks seems large
and investment-speciﬁc shocks seem much more important. One notable diﬀerence with the
minimal system is that here there seems more room for monetary policy during the Paul
Volker period. This impression is conﬁrmed in ﬁgure 12 where neutral shocks still seem to be
little related to the business cycle dynamics of hours, while investment-speciﬁcs h o c k ss e e m
to be a major part of these dynamics. As before, the two identiﬁcation strategies deliver
similar results for the neutral shocks.
Panel A of table 2 shows that the investment-speciﬁc shocks account for 48 percent of the
business cycle variation in hours and the implied path of hours is strongly correlated with
actual hours. Consistent with previous work, neutral shocks account for only 6 percent of
23t h ev a r i a t i o ni nh o u r si nt h et w o - s h o c km o d e la n d4p e r c e n ti nt h eo n e - s h o c km o d e l .I nb o t h
of these cases the correlation of the implied hours paths with actual hours is quite weak.
Overall, technology shocks account for 52 percent of the business cycle variation in hours.
Moreover, according to the indicated conﬁdence interval for this statistic, it is unlikely this
percentage is below 30. The path of hours generated by the combined eﬀects of the two
technology shocks is highly correlated with actual hours. In sum, when compared with the
results in table 1, including additional variables in the analysis has little impact on the
ﬁndings for hours. A similar conclusion holds for the eﬀect of technology shocks on output,
as shown in panel B of table 2. As before, technology shocks are important for explaining
the business cycle dynamics of output, and investment-speciﬁc shocks are more important
than neutral shocks.
5. Robustness
The previous section demonstrated that technology shocks account for a signiﬁcant fraction
of the business cycle variation in hours worked and that investment-speciﬁc technology shocks
are the most important of the two technology shocks considered. In this section I consider the
robustness of these ﬁndings to various perturbations of the analysis. In addition, I consider
the possibility that the shocks I have identiﬁed are not technology shocks, but reﬂect changes
to other variables. From this analysis I conclude that the main ﬁndings are robust and that
the shocks I have identiﬁed are unrelated to leading candidates for variables that may aﬀect
productivity and the real investment price in the long run.
5.1. Alternative Ways of Including Per Capita Hours in the Analysis
As I described in section 3.2, the appropriate way to include per capita hours worked into the
analysis is a matter of some controversy. Here I consider two often suggested alternatives,
ﬁrst diﬀerencing and quadratic detrending, and focus on the larger two shock model. These
alternative ways of including per capita hours imply somewhat smaller, but still large, eﬀects
of technology shocks on hours worked. Speciﬁcally, ﬁrst diﬀerencing implies technology
24shocks account for 30% of business cycle variation in hours worked and that the largest
contribution comes from I-shocks. Similarly, quadratic detrending per capita hours implies
technology shocks account for 36% of business cycle variation in hours worked with I-shocks
again the main contributor.20
While taken at face value these results do not seem to overturn the main ﬁndings, it
is unclear how they should be interpreted. This is because the response of productivity to
a positive I-shock is not consistent with theory under these alternative ways of including
per capita hours since in both cases productivity converges to a negative value. There are
other reasons to prefer the level speciﬁcation. Certainly, the arguments of Christiano, et.
al. (2002) point toward the level speciﬁcation. In addition, the quadratic trend assumption
seems questionable. First, when the hours series excludes farm hours, as it does here, the dip
down in per capita hours in the middle of the sample is much less pronounced. This suggests
that much of the downward trend in the early sample in the data which includes farm hours,
as used by Francis and Ramey (2001), is due to the secular decline in farm hours. Excluding
farm hours instead of quadratically detrending is a reasonable way of dealing with this trend.
Second, while non-farm per capita hours do dip somewhat in the middle part of the sample,
this period of relatively low hours worked coincides with higher inﬂation and nominal interest
rates in the middle of the sample. It is not obvious that quadratically detrending hours is
the best way to accommodate this co-movement. Indeed, it is possible that proceeding in
that way may lead to speciﬁcation error.
5.2. Assuming a Structural Break
Galí, López-Salido and Vallés (2001) have argued that the response of hours to neutral
technology shocks before Paul Volker’s chairmanship at the Federal Reserve was diﬀerent
from during and after that time. Using linearly detrended total hours worked, they estimate
20The impact of these changes on the responses of hours to the technology shocks is similar. For I-shocks
hours continue to respond positively over the ﬁrst 32 periods. The response of hours to an N-shock, however,
is negative over this horizon. That the response of hours is negative following an N-shock when per-capita
hours are ﬁrst-diﬀerenced is consistent with the ﬁndings of Christiano, et. al (2002) and Francis and Ramey
(2002).
25hours to fall in the short run after a neutral technology shock in the pre-Volker period,
before 1979:II, but to rise in the Volker-Greenspan period, after 1982:III. These ﬁndings are
interpreted as arising due to an increased emphasis on price stability by the Federal Open
Market Committee in the Volker-Greenspan period. Given the plausibility of the structural
break hypothesis, it seems reasonable to ask whether the main ﬁndings reported here are
somehow distorted by assuming structural stability throughout the sample period.
Unfortunately, the limited size of the two sub-samples suggested by Galí, et. al. (2002)
presents some problems with assessing the impact of a structural break. Since the Galí,
et. al. (2002) hypothesis is fundamentally about the conduct of monetary policy, it seems
sensible to assess its eﬀects by considering the larger two-shock model which includes the
nominal interest rate and inﬂation. However, the two sub-samples are just too short to
estimate this seven variable model with any reliability (Galí, et. al. (2002) estimated a
model with only four variables, productivity, hours, inﬂation and a nominal interest rate.) I
address this problem by studying a smaller ﬁve variable version of the larger two-shock model
which excludes the two nominal expenditure share variables and is essentially the system
estimated in Galí, et. al. (2002) appended to include the equipment price. The second
problem is that the method used to extract the business cycle component of per capita
hours becomes unreliable with short samples. I address this problem by considering forecast
error decompositions associated with the estimated models. By comparing these with those
derived from the larger model estimated over the full sample I can evaluate whether assuming
a structural break matters for the main ﬁndings.
In ﬁgure 13 I display estimates of the short-run responses of the real price, labor pro-
ductivity and hours for the two sub-samples. While not shown in the ﬁgure, the long run
responses of the real price and productivity for the two shocks over the two sub-samples are
consistent with theory. Diﬀerences in the short-run dynamics of these variables across the
two sub-samples as shown in the ﬁgure does suggest the possibility of a structural break.
Diﬀerences are also apparent across sub-samples for the response of hours. In contrast to the
ﬁndings of Galí, et. al. (2002) there is little to choose statistically between the response of
26hours to N-shocks across the two sub-samples. However, the diﬀerences in the shape of the
responses of hours to an I-shock are broadly consistent with the hypothesis of Galí, et. al.
(2002). In particular, hours fall in the immediate aftermath of an I-shock before eventually
rising, in the early period. In the later period the response of hours is uniformly positive.
Diﬀerences in the hours responses does not rule out the possibility that technology shocks
account for a large fraction of the variation in hours in both sub-samples. This issue is ad-
dressed in table 3 where I display forecast error decompositions for various forecast horizons
(in quarters) for the larger model estimated over the full sample (Panel A), and the smaller
two-shock model over the sub-samples 1955:I-1979:II (Panel B) and 1982:III-2000:IV (Panel
C). The results for the full sample conﬁrm the ﬁndings reported in Table 2 for hours: tech-
nology shocks account for a signiﬁcant fraction of the forecast error in hours over all the
horizons and the contribution of I-shocks is large compared to the N-shocks. The ﬁndings
for the two sub-samples are quite similar to the full sample results. The combined eﬀects
of the technology shocks is somewhat smaller in the sub-samples, especially at the shorter
horizons, but the eﬀects are still large. In addition the I-shocks continue to be the most
important of the two shocks. I conclude that if one takes seriously the structural-break
hypothesis then it leads to the same basic conclusions. Still, the evidence in favor of a struc-
tural break is not conclusive (e.g. Christiano, et. al. 2002 and Rudebusch 2002) and so
the full sample results based on the larger seven variable system may be preferred if the ﬁve
variable model has omitted variables and in fact there is sample period stability.
5.3. Trend Stationary Equipment Prices
In the model described in section 2.1 the standard one-shock identiﬁcation scheme is valid
if investment-speciﬁc technological change is deterministic. An obvious ﬁr s tt e s to fw h e t h e r
the deterministic growth assumption is plausible is to test for trend stationarity. In the
preliminary data analysis in section 3.2, standard statistical tests of the null of a unit root
in the equipment price against the alternative of trend stationarity do not reject a unit
root. Moreover, the Kwiatkowski, et. al. (1992) test of the null of trend stationarity
27versus the alternative of a unit root is strongly rejected. Questions of the veracity of the
available statistical tests aside, this evidence is supportive of the approach taken in this
paper. Nevertheless, the statistical tests are not perfect and it is worthwhile to examine the
implications of assuming a deterministic trend in the level of investment speciﬁc technology.
I do this by adding the linearly detrended equipment price to the minimal and larger
versions of the one-shock model, maintaining the one-shock assumption that only innovations
to neutral technology have a long run eﬀect on productivity. With these modiﬁed models
the identiﬁed eﬀects of technology shocks become a mixture of the responses to I-shocks and
N-shocks identiﬁed with the two-shock models (not shown). One indication of this is that
the contribution of technology shocks to the business cycle under the one-shock assumption
resembles that found with the two-shock models (see the right-most columns of tables 1 and
2).
This result has two possible interpretations. First, it may be the case that investment-
speciﬁc technological change is deterministic and that these modiﬁed one-shock models are
accurately capturing the eﬀects of neutral shocks. The diﬃculty with this interpretation is
that the real equipment price is strongly negatively related to movements in investment and
output in response to the estimated technology shock. That is, the real investment price
falls in a boom driven by the supposed neutral shocks. One way this could happen would
be if there are increasing returns to producing investment goods (see, for example, Murphy,
Shleifer and Vishny (1989)). While this may be true, the degree of increasing returns required
to reproduce the large price responses (they are similar to the price response to I-shocks over
the ﬁrst 32 quarters in ﬁgures 4 and 8) would seem to be implausibly large. The second,
and in my view, more plausible interpretation, is that the estimated responses under the
trend stationary assumption confound the eﬀects of the two shocks and are not an accurate
reﬂection of the true eﬀects of neutral technology shocks.
285.4. Other Variables in the Estimated Systems
Now consider the eﬀects of including additional variables in the estimated econometric mod-
els. There are any number of variables that might be considered. Here I consider the growth
rate of M2, the growth rate of a measure of commodity prices (this is the Conference Board’s
index of sensitive materials prices deﬂated by my consumption deﬂator), and manufacturing
capacity utilization. When these variables are added individually to the larger two-shock
model and the responses and historical decompositions recalculated, the ﬁndings are not
substantively altered. In all cases the contribution of technology shocks to hours variability
exceeds 40 percent and investment-speciﬁc shocks remain, by far, the most important of the
two technology shocks.
5.5. Are the Shocks “Technology”?
A common criticism of the identiﬁcation strategy I have used in this paper is that changes in
variables other than neutral and investment speciﬁct e c h n o l o g yh a v eh a dl o n gr u ne ﬀects on
productivity and the real investment price. If this is true, then one would need to broaden
the interpretation of the shocks beyond that which I have given in this paper. However, one
would still conclude that permanent shocks to the eﬃciency of producing consumption and
investment goods are important for the business cycle.
Still, the interpretation of the shocks may inﬂuence one’s view of the business cycle.
As such it is interesting to assess whether these shocks are related to other non-technology
variables that might inﬂuence the eﬃciency of producing consumption and investment goods.
Leading candidates include capital tax rates, capital depreciation rates, and labor union
membership.21 Measures of these variables have secular trends and, to the extent that these
21It is straightforward to show that permanent changes in capital income taxes and the rate of capital
depreciation aﬀect aggregate labor productivity in the model presented section 2. In a two-sector version
of this model with diﬀerent factor share across consumption and investment good sectors, then changes in
capital taxes and the rate of capital depreciation also aﬀect the real price of investment goods. It is less
clear how changes in unionization rates should aﬀect labor productivity and the real investment price. Still,
some authors, including Schmitz (2001), have argued that unions often bargain for work rules which have
the result of lowering labor productivity. To the extent that unionization rates have fallen over my sample
period and fallen by more in durable goods producing industries, it is reasonable to imagine that these have
29trends reﬂect stochastic permanent components, then the shocks I have identiﬁed could be
confounded with these other variables.22
Table 4 presents evidence which suggests that the shocks that I identify do not reﬂect
shocks to these other variables. This table reports correlations of the identiﬁed shocks from
the seven variable model with the growth rates of capital taxes, depreciation rates and
union membership as a fraction of the labor force. Since the variables are only available
on an annual basis the correlations are estimated using annual averages for the identiﬁed
technology shocks. As Table 4 indicates, in all cases the correlations are small and not
signiﬁcantly diﬀerent from zero. So, while in theory it is possible that the shocks I have
identiﬁed may confound other shocks, in practice this does not seem to be a problem.
6. Conclusion
In this paper I have shown that when a standard procedure for identifying the eﬀects of
technology shocks is modiﬁed to take into account investment-speciﬁc technological change,
then previous ﬁndings which suggest technology shocks are unimportant for business cycles
are overturned. Results based on the sample period 1955-2000 suggest investment-speciﬁc
technology shocks account for about 50 percent of the variation in hours worked and about
40 percent of the variation in output. At the same time, neutral technology shocks, the
focus of the real business cycle literature, account for less than 10 percent of either output
or hours variation.
Since these results are based on a procedure which abstracts from orthogonal transitory
technology shocks, the ﬁndings may be viewed as representing a lower bound on the overall
contribution of technology shocks to business cycles. Therefore, the results strongly suggest
that technology shocks, or more generally, shocks to the eﬃciency of producing goods, are
inﬂuenced labor productivity and the real equipment price.
22My sources are as follows. For the capital tax I use an updated version of the series used by McGrattan
(1994). For the depreciation rate I use the Bureau of Economic Analysis series on the rate of depreciation
of the net stock of ﬁxed assets and consumer durables. For union membership I use the series available from
the Bureau of Economic Analysis. These data are only available annually.
30important for understanding business cycles. Some investigation of the robustness of the
ﬁndings was presented here, but of course more needs to be done. Still it does seem that
business cycle research could beneﬁt from being directed toward studying investment-speciﬁc
technological change or other factors which inﬂuence the eﬃciency of producing investment
goods but not consumption goods. The vanguard of research cited in this paper is a good
foundation, but more work needs to be done here as well.
31References
[1] Alvarez, F. and U. Jermann, “Using Asset Prices to Measure the Persistence of the
Marginal Utility of Wealth,” Wharton School manuscript, 2002.
[2] Basu, S. and J. Fernald, “Are Productivity Shocks Contractionary?” Working paper,
1998.
[3] Basu, S. and J. Fernald, “Aggregate Productivity and Aggregate Technology,” European
Economic Review, June 2002, v. 46, iss. 6, pp. 963-91
[4] Basu, S. and J. Fernald, “Why Is Productivity Procyclical? Why Do We Care?” in
New developments in productivity analysis, 2001, pp. 225-96, NBER Studies in Income
and Wealth, vol. 63. Chicago and London: University of Chicago Press.
[5] Baxter, M., and R. King, “Measuring Business Cycles: Approximate Band-Pass Filters
for Economic Time Series,” Review of Economics and Statistics,8 1 (November 1999),
575-93.
[ 6 ]B l a n c h a r d ,O .a n dD .Q u a h ,“ T h eD y n a m i cE ﬀects of Aggregate Demand and Supply
Disturbances,” American Economic Review 79 (September 1989), 655-673.
[7] Boldrin, M., L. Christiano and J. Fisher, “Habit Persistence, Asset Returns and the
Business Cycle,” American Economic Review 91 (March 2001), 149-166.
[8] Campbell, J, “Entry, Exit, Embodied Technology, and Business Cycles,” Review of
Economic Dynamics, 1,A p r i l1998, 371-408.
[9] Christiano, L. and J. Fisher, “Stock Market and Investment Good Prices: Implications
for Macroeconomics,” Chicago Fed Working Paper 98-6, 1998.
[10] Christiano, L., M. Eichenbaum and R. Vigfussen. “What Happens After a Technology
Shock?”, Northwestern University manuscript, October, 2002.
[11] Chow, G. and A. Lin, “Best Linear Unbiased Interpolation, Distribution and Extrapo-
lation of Time Series by Related Series,” Review of Economics and Statistics, 53 (No-
vember 1971), 372-375.
[12] Cummins, J. and G. Violante, “Investment-Speciﬁc Technical Change in the United
States (1947-2000): Measurement and Macroeconomic Consequences,” Review of Eco-
nomic Dynamics, 5(2), April 2002, 243-284.
[13] Denton, F., “Adjustment of Monthly or Quarterly Series to Annual Totals: An Approach
B a s e do nQ u a d r a t i cM i n i m i z a t i o n , ”Journal of the American Statistical Association, 66,
March 1971,9 9 - 102.
[14] Fernandez, R., “A Methodological Note on the Estimation of Time Series,” Review of
Economics and Statistics,6 3( A u g u s t1981), 471-476.
32[15] Fisher, J, “Relative Prices, Complementarities and Co-movement Among Components
of Aggregate Expenditures,” Journal of Monetary Economics,3 9( A u g u s t1997), 449-74.
[16] Francis, N. and V. Ramey, “Is the Technology-Driven Real Business Cycle Hypothesis
Dead? Shocks and Aggregate Fluctuations Revisited,” UCSD working paper.
[17] Galí, J, “Technology, Employment, and the Business Cycle: Do Technology Shocks
Explain Aggregate Fluctuations?” American Economic Review,8 9( M a r c h1999), 249-
271.
[18] Galí, J, “On the Role of Technology Shocks as a Source of Business Cycles: Some New
Evidence” November 2003 working paper.
[19] Galí, J, J. David López-Salido, Javier Vallés, “Technology Shocks and Monetary Policy:
Assessing the Fed’s Performance.” Journal of Monetary Economics, 2002.
[20] Gort, M, Greenwood, J., P. Rupert, “Measuring the Rate of Technological Progress in
Structures,” Review of Economic Dynamics,2( J a n u a r y1999), 207-230.
[21] Gordon, R., The Measurement of Durable Goods Prices, Chicago: University of Chicago
Press, 1989.
[22] Greenwood, J., Z. Hercowitz and G. Huﬀman, “Investment, Capacity Utilization and
the Business Cycle,” American Economic Review,7 8( J u n e1998), 402-17.
[23] Greenwood, J., Z. Hercowitz and P. Krusell, “Long Run Implications of Investment-
Speciﬁc Technological Change,” American Economic Review,8 7( J u n e1997), 342-362.
[24] Greenwood, J., Z. Hercowitz and P. Krusell, “The Role of Investment-SpeciﬁcT e c h n o -
logical Change in the Business Cycle,” European Economic Review, 2000.
[25] Hall, P., The Bootstrap and Edgeworth Expansion, New York: Springer-Verlag, 1992.
[26] Killian, L., “Small-Sample Conﬁdence Intervals for Impulse Response Functions,” Re-
view of Economics and Statistics, 80(2), May 1998, 218-230.
[27] Killian, L., “Finite-Sample Properties of Percentile and Percentile-t Bootstrap Con-
ﬁdence Intervals for Impulse Responses,” Review of Economics and Statistics,8 1(4),
November 1999, 652-660.
[28] King, R. and S. Rebelo, “Resuscitating Real Business Cycles” in Handbook of Macro-
economics, Michael Woodfood and John Taylor (eds), North-Holland, 1999.
[29] King, R., C. Plosser, J. Stock and M. Watson, “Stochastic Trends and Economic Fluc-
tuations,” American Economic Review,8 1 (September 1991).
[30] Kongsamut, P, S. Rebelo and D. Xie, “Beyond Balanced Growth,” Review of Economic
Studies, October 2001.
33[31] Kwiatkowski, Denis, Peter C. B. Phillips, Peter Schmidt & Yongcheol Shin, “Testing
the Null Hypothesis of Stationary against the Alternative of a Unit Root,” Journal of
Econometrics,5 4 ,1992, 159-178.
[32] McGrattan, E., “The Macroeconomic Eﬀects of Distortionary Taxation,” Journal of
Monetary Economics, 33, June 1994, 573-601.
[33] Murphy, K., Shleifer, A., and R. Vishny, “Building Blocks of Market Clearing Business
Cycle Models,” in NBER Macroeconomics Annual 1989.
[34] Phillips, P.C.B. and P. Perron, “Testing for a Unit Root in Time Series Regression,”
Biometrika,7 5 ,1988, 335— 346.
[35] Prescott, E., “Theory Ahead of Business Cycle Measurement,” Minneapolis Fed Quar-
terly Review, 1986.
[36] Rudebusch, G. “Assessing the Lucas Critique in Monetary Policy Models.” San Fran-
cisco Fed working paper, 2002.
[37] Shapiro, M. and M. Watson, “Sources of Business Cycle Fluctuations,” NBER Macro-
economics Annual 1988, 111-148.
[38] Schmitz, J., “What Determines Labor Productivity?: Lessons From the Dramatic Re-
covery of the U.S. and Canadian Iron-ore Industries,”Minneapolis Fed Staﬀ Report
No.286, 2001.
[39] Sims, C. and T. Zha, “Error Bands for Impulse Responses,” Econometrica, 67 (Septem-
ber 1999), 1113-55.
34Table 1.T h eE ﬀects of Technology Shocks in the Minimal Models
Two-Shocks One-Shock
All w/o Price w Price
Statistic Technology Investment Neutral Neutral Neutral
P a n e lA :H o u r sW o r k e d
σ2
Hm/σ2
Hd 0.64 0.54 0.03 0.04 0.58
(0.35,1) (0.20,1) (0,0.04) (0,0.08) (0.33,1)
ρ(Hm,Hd)0 .80 0.79 0.34 0.32 0.80




Y d 0.76 0.44 0.22 0.28 0.61
(0.52,1) (0.12,0.86) (0,0.40) (0,0.55) (0.38,1)
ρ(Y m,Yd)0 .86 0.73 0.55 0.60 0.83
(0.34,0.97) (0.50,0.95) (0.04,0.80) (−0.40,0.86) (0.72,0.98)
Table 2. The Eﬀects of Technology Shocks in the Larger Models
Two-Shocks One-Shock
All w/o Price w Price




Hd 0.52 0.48 0.06 0.04 0.38
(0.31,0.95) (0.35,0.93) (0,0.11) (0,0.05) (0.28,0.75)
ρ(Hm,Hd)0 .82 0.74 0.31 0.11 0.61




Y d 0.40 0.34 0.09 0.09 0.33
(0.16,0.69) (0.17,0.64) (0,0.15) (0,0.15) (0.22,0.63)
ρ(Y m,Yd)0 .71 0.65 0.24 0.16 0.57
(0.60,0.90) (0.55,0.90) (−0.23,0.41) (−0.42,0.28) (0.42,0.85)
35Table 3: Forecast Error Decompositions for Hours
All
Horizon Technology Investment Neutral
Panel A: 1955:I-2000:IV
1 46.3 44.6 1.7
4 59.3 58.6 0.7
8 57.8 57.3 0.5
12 54.4 51.6 2.8
32 61.3 43.3 18.8
Panel B: 1955:1-1979:II
1 21.2 20.7 1.2
43 1.4 28.7 2.7
8 27.9 25.1 2.8
12 37.0 33.3 3.7
32 58.8 54.1 4.7
Panel C: 1982:III-2000:IV
11 9.11 4.1 5.1
4 20.5 18.8 1.7
8 42.6 40.2 2.4
12 57.9 56.0 1.9
32 58.6 57.3 1.3




Correlation 0.06 0.003 -0.02
Standard Error 0.140 . 140 . 18
P-value 0.66 0.98 0.91
Investment-Speciﬁc Technology Shocks
Correlation -0.20 -0.07 0.03
Standard Error 0.180 . 140 . 12
P-value 0.27 0.61 0.82
Note: The sample period for the capital tax correlations is 1955-1997 and for the other
correlations is 1955-2000.
36Figure 1: Nominal and Real Prices of Investment
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Figure 2: Investment Quantities and Prices
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37Figure 3: Variables in the Econometric Models
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Figure 4: Long Run Responses in the Minimal Systems
Two-Shock Model
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38Figure 5: Short Run Responses in the Minimal Systems
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Figure 6: Actual and Technology-Driven Hours in the Minimal Two-Shock Model
Actual and Investment-Specific Technology-Driven Hours
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39Figure 7: Eﬀect of Technology on Hours in the Minimal Systems
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Figure 8: Long Run Responses in the Larger Systems
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40Figure 9: Short Run Responses in the Larger Systems
Two-Shock Model Two-Shock Model One-Shock Model
Effect of I-Shock on H








Effect of I-Shock on Y/H










Effect of I-Shock on P











Effect of N-Shock on H








Effect of N-Shock on Y/H










Effect of N-Shock on P











Effect of N-Shock on H








Effect of N-Shock on Y/H










Figure 10: Short Run Responses in the Larger Systems
Two-Shock Model Two-Shock Model One-Shock Model
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41Figure 11: Actual and Technology-Driven Hours in the Larger Two-Shock Model
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Figure 12: Eﬀect of Technology on Hours in the Larger Systems
Effect of All Technology Shocks
in the Two-Shock Model
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42Figure 13: Responses to Technology Shocks 1955:1-1979:2 and 1982:2-2000:4
1955:1-1979:2 1955:1-1979:2 1982:3-2000:4 1982:3-2000:4
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