INTRODUCTION
The main aim of sampling theory is to obtain precise results about the parameters of study variable on the basis of random samples. One can use the parameters of auxiliary variable such as mean, median, variance, the coefficient of variation, correlation coefficient etc. are used to improve the efficiency of the estimators of study variable. Let in a finite population having N units { 1 , 2 , 3 … . }. Y be the study variable and X be the auxiliary variable which is correlated with Y. If = { 1 , 2 , 3 . . . . }, and = { 1 , 2 , 3 . . . . } be n sample values. When the population mean of the auxiliary variable is known, different estimators such as ratio, product and linear regression estimators are proposed in the literature. Among all these estimators the ratio estimator and its modifications are widely used for the estimation of the mean of the study variable. This work is focused on improving the efficiency of some ratio cum product estimators in the literature by obtaining the optimal value. Cochran (1940) , Singh, Tailor and Kakran (2004) , Cingi (2004, 2006) , Subramani (2013) , Subramani and Kumarapandiyan (2012a, 2012b) , Subramani and Master Ajith (2016a, 2016b) , Upadhyaya and Singh (1999) , Yan and Tian (2010) , Sisodia and Dwivedi (1981) , etc. suggested different class of estimators of the population mean with known parameters of the auxiliary variable.
Before discussing further the various estimators, the notations to be used in this article are listed here. 
Where ̅ = 1 ∑ ,
The auxiliary variable and study variable are positively correlated, ratio estimator and their modifications are used. The ratio estimator (Cochran, 1940 ) is given
the bias and mean squared error of ratio estimator up to first order approximations are
Where
The modified ratio estimator for the population mean ̅ with known median of the auxiliary variable is ̅ = ̅ ( ̅ +
̅ + )
The bias and mean squared error of modified ratio estimator are given by
where
The auxiliary variable and study variable are negatively correlated, the product estimator and its modifications are used. The product estimator (Murthy, 1964) is given by
The bias and mean squared error of the product estimator are given by
The modified product estimator with known median of the auxiliary variable is defined by 4 www.tucds.edu.np
The bias and mean squared error of the modified product estimator are given by
where = ̅ ̅ +
RESULTS
In this section, a ratio cum product estimator for the population mean by using the known median of an auxiliary variable is proposed and also derived the bias and the mean squared errors of the proposed estimators. Compare the mean squared error of the proposed estimator with the above mentioned estimators by algebraically and numerically with the help of three natural populations. The detailed expressions are given below
Proposed estimator
The proposed ratio cum product estimator for the population mean by using the known population median of the auxiliary variable is given by
where 1 = + 1 2 = + 2 where K1 and K2 are constants
The bias and mean squared error of the proposed estimator
To obtain the bias and mean squared error of the proposed estimator,
Substitute the values of 0 and 1 in equation (6) and neglecting the high order expressions, we get
The detailed derivation of the mean squared error is given in the appendix and the final expression is obtained with only first order approximation in the Taylor series expansion as
2 )} where 1 and 2 are as defined above. If we assume that 1 =0, 2 = 0 and = 1 then the proposed estimator are exactly equal to the existing modified ratio estimator and if 1 = 0 , 2 = 0 and = 0 then the proposed estimator is exactly equal to the existing modified product estimator we discussed above. If we assume that 1 = ( ̅ ) , 2 = ( ̅ ) then the proposed estimators are almost unbiased ratio cum product estimator under optimum values of . The optimal value of is determined by minimizing the MSE ( ̅ ) with respect to . For this differentiate MSE with respect to and equate to zero.
= 0, and we get the value of , as 
Efficiency comparison
To assess the efficiencies of the proposed estimator with that of the estimators we discussed above, the mean squared error under optimality condition of these estimators are used and it satisfies the following cases. The proposed estimator under optimality condition is more efficient than of existing estimators such as
, and it satisfying the following conditions.
Case ( 
Numerical study
In this section we consider four natural populations, the computed values of constants and parameters of these populations are given below These values are used to obtain the bias and mean squared error of proposed estimator and existing estimators under optimality conditions. The mean square error of the proposed estimator is used to compare the percentage relative efficiency with that of the existing estimators such as the simple random sample mean, ratio, product, modified ratio estimator and the modified product estimator. 
CONCLUSION
The performance of the proposed estimator for some known natural populations is also observed.
when 1 = ( ̅ ) , 2 = ( ̅ ) and α is optimum the proposed estimator is less bias (almost unbiased ) than the existing estimators and it is more efficient than all these existing estimators. In the fact the percentage relative efficiency is ranging from 
APPENDIX

Bias and MSE of Proposed Estimators
The proposed ratio cum product estimator is given by
here 1 = + 1 and 2 = + 2 , 1 , 2 are constants
Substitute these values in ̅ and neglecting the high order expressions, we get 
Theorem:
The proposed estimator under optimality condition is more efficient than of existing estimators such as
and it satisfying the following condition 
