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Közös ügynökség – A morális kockázat és az 
aszimmetrikusan informált megbízók esete 
Maier Norbert  
Összefoglaló  
Ez a dolgozat az egyensúlyi ösztönzőket vizsgálja egy olyan több megbízós ügynök 
modellben, ahol két megbízó eltérő és korrelált megfigyeléssel rendelkezik az ügynök egy 
dimenziós tevékenységével (erőfeszítésével) kapcsolatban. Az együttműködő és az egymással 
versengő ügynökök esete külön-külön kerül megvizsgálásra. Bebizonyítjuk, hogy az ügynök 
által viselt kockázat minimalizálása olyan helyzetet eredményezhet, ahol a nagyobb 
varianciájú megfigyeléshez negatív ösztönző társul. Ezen felül azt is megmutatjuk, hogy 
bizonyos körülmények mellett, a megbízók megfigyelésének korrelációs együtthatója és az 
ügynök egyensúlyi erőfeszítése közötti függvénykapcsolat nem-monoton. A két megbízó által 
az ügynöknek kínált ösztönzési séma erősségét összehasonlítva azt kapjuk, hogy az a 
megbízó, amelyiknek az ügynök erőfeszítése magasabb megtérülést eredményez, illetve 
amelyiknek kisebb varianciájú megfigyelése van, erősebb ösztönzőket kínál az ügynöknek. 
Végül bemutatunk egy olyan példát, amelyben az ügynök egyensúlyi erőfeszítése magasabb, 
ha a két megbízó versenyez egymással, mint akkor, ha a megbízók együttműködnének. Ez 
azonban az ügynök által viselt magasabb kockázattal párosul, ami az együttműködő 
megbízók eseténél alacsonyabb jóléthez vezet. 
Tárgyszavak: 
Közös ügynökség, morális kockázat 
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In this paper, we analyze the equilibrium incentive schemes o⁄ered to an
agent by two principals who can only observe correlated noisy signals of the
one-dimensional action taken by the agent. We look at both cases when the
two principals can or cannot cooperate in setting the terms of their incentive
schemes. We show that minimizing the risk imposed on the agent may result
in negative incentives being attached to the signal with the higher variation.
We also ￿nd that under some conditions, the equilibrium e⁄ort level is a non-
monotonic function of the correlation coe¢ cient of the two signals. When com-
paring the power of the incentive schemes o⁄ered by the two principals, we
show that the principal with the higher valuation of the agent￿ s e⁄ort or the one
observing a signal with smaller variance o⁄ers more powerful incentives to the
agent. Finally, we give an example of overprovision of e⁄ort in the equilibrium
with non-cooperating principals compared to the case of cooperating principals.
This comes at the price of higher risk and welfare in former case is lower.
Keywords: Common Agency, Moral Hazard
JEL Classi￿cation: C72, D62, D82
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11 Introduction
In this chapter we analyze a common agency game in which a risk-averse agent
with constant absolute risk-aversion takes a one-dimensional action (chooses an
e⁄ort level) that bene￿ts two principals. Each principal only observes a noisy
signal of the e⁄ort level chosen by the agent. The random components of these
signals are drawn from di⁄erent distributions and are correlated.
Many real-life examples ￿t this framework. An employee taking an economic
decision may be responsible both to the marketing director and the ￿nancial
director of the ￿rm. Both of these directors are interested in the employee
working hard, but they may observe di⁄erent signals of his or her performance.
Or, the e⁄ort level chosen by a property sales agent bene￿ts both the seller and
the potential buyers. However, the seller and the potential buyer may obtain
di⁄erent information about how hard the property sales agent works. A manager
of a ￿rm has to make both the owners and the creditors of the ￿rm happy. The
harder he or she works, the larger the bene￿t accrued by the other two.
A ￿nal example can be a retailer (agent) selling sport shoes on the behalf
of two sport brand manufacturers (principals). Clearly, the harder he or she
works, the larger the expected bene￿t of the two manufacturers. However, the
two manufacturers cannot observe the e⁄ort exerted by the retailer, they can
only observe the number of shoes sold as external shocks prevent a one-to-one
mapping from the retailer￿ s e⁄ort to the number of shoes sold. If the external
shock is a ￿ uctuation in the aggregate demand for sport shoes, the error terms
in the signals observed by the two manufacturers will be positively correlated,
as the number of shoes sold will tend to move together for any e⁄ort level of
the agent. However, if the external shock is a ￿ uctuation in the tastes for
di⁄erent brands, taking the aggregate demand ￿xed, an increase in the number
of shoes sold from one brand will cannibalize the numbers of shoes sold from
the other brand. In this case the error terms in the signals observed by the two
manufacturers will be negatively correlated, as the number of shoes sold from
the two brands move in opposite direction at ￿xed aggregate demand.
Some might argue that in these examples the activity of the agent can be de-
composed into multiple tasks and that applying a multitasking approach would
be more appropriate. We think that in many real life examples the truth lies
somewhere in between these two extreme cases. It is true that some units of
2the e⁄ort exerted by the agent can be allocated to one task or another in a
straightforward manner. However, other components of the agent￿ s e⁄ort ben-
e￿t both tasks. For example, in the retailing example above, longer opening
hours, a cleaner shop or an overall friendly attitude towards the visitors would
be hard to decompose into tasks bene￿ting particular principals exclusively.
Rather than exploring related multitasking issues, in this chapter we return
to the fundamentals of common agency models with moral hazard and analyze
how the structure of the principals￿information set a⁄ects the equilibrium out-
come of the common agency game. In particular, we are interested in how the
correlation between the principals￿signals about the agent￿ s behaviour a⁄ects
the optimal incentive schemes o⁄ered to the agent. To keep the analysis simple,
we look at the case where the agent has a constant absolute risk-aversion utility
function and focus on linear contracts in the spirit of Holmstrom and Milgrom
(1987).
We analyze both cases when the principals can or cannot cooperate in setting
the terms of their incentive schemes. Note that the case of cooperating principals
amounts to the standard principal-agent problem with moral hazard, the only
di⁄erence being that the principal can condition its optimal incentive scheme
on two signals.
The second-best equilibrium outcome for the case with cooperating princi-
pals provides the following insights. First, when the two signals are strongly
positively correlated, the principals can decrease the risk imposed on the agent
by attaching negative incentives to the signal with the higher variance and of-
fering incentives to work hard through the signal with the smaller variance. In
all other cases, the incentives attached to both signals are positive.
Second, the second-best e⁄ort level is a non-monotonic, U-shaped function of
the correlation coe¢ cient of the two signals. In particular, for low values of the
correlation coe¢ cient, when the incentives attached to the two signals are both
positive, an increase in the correlation coe¢ cient increases the risk imposed on
the agent, which in turn can be corrected by implementing a lower e⁄ort level
in equilibrium. When on the contrary, the incentives attached to the signal
with the higher variance are negative, which happens for large values of the
correlation coe¢ cient, an increase in the correlation coe¢ cient decreases the risk
imposed on the agent, which allows for a higher e⁄ort level to be implemented
3in equilibrium.
Third, balancing e¢ ciency and optimal risk sharing between the principals
and the agent leads to underprovision of e⁄ort in the second-best equilibrium
compared to the ￿rst-best. The only exception are the cases when the signals are
perfectly correlated and have di⁄erent variances in case of positive correlation
as in which case ￿rst-best can be implemented.
The analysis of the case when the principals do not cooperate o⁄ers further
interesting insights. First, in a similar way to the second-best case, the princi-
pals￿intention to minimize the agent￿ s compensation for the risk incurred can
lead to negative incentives in equilibrium.
Second, whenever the principals observe signals with the same variance, the
one with the higher valuation of the agent￿ s e⁄ort provides him with stronger
incentives. When the principals enjoy the same bene￿t from the agent￿ s e⁄ort,
the one observing a signal with the lower variance will o⁄er the agent stronger
incentives. In the more general case, these two forces can be combined. In
particular, the principal observing a signal with a slightly higher variance than
the other principal, but having a much higher valuation for the agent￿ s e⁄ort
will provide him with stronger incentives.
Third, the slope of the optimal incentive scheme and the equilibrium e⁄ort
level are a non-monotonic, U-shaped functions of the correlation of the signals
whenever one of the principals is su¢ ciently superior compared to the other
principal with respect to a combination of having higher valuation of the agent￿ s
e⁄ort and observing a signal with smaller variance. In all other cases, unlike in
the case of cooperating principals, the relationship is monotonically decreasing.
Finally, we show that there is not always underprovision of e⁄ort in the third-
best equilibrium compared to the second-best. In particular, with perfectly
negatively correlated signals, the third-best e⁄ort level may exceed the second-
best e⁄ort level, albeit at the cost of imposing higher risk on the agent. The
aggregate welfare is lower in the third-best than in the second-best equilibrium.
1.1 Literature Review
This chapter belongs to the literature on common agency games in which the
principals cannot observe the action taken by the agent. Bernheim and Whin-
ston (1986b) were the ￿rst to analyze this class of games and show that no
4e¢ cient equilibrium exists if the agent is risk averse. This is a similar result
to the one in the standard one principal - one agent case. However, in the
case of many principals, their lack of coordination results in additional losses
of e¢ ciency in equilibrium. The same authors show (see Bernheim and Whin-
ston (1986a)) that the lack of coordination alone would not lead to ine¢ ciencies
under complete information.
The information structure in Bernheim and Whinston (1986b) is di⁄erent
from ours. In particular, in their model, each principal observes each element
from a set of possible outcomes with some probability and the action chosen
by the agent a⁄ects these probabilities. The con￿ ict between principals arises
from the di⁄erences in their sets of possible outcomes. In terms of our model,
the principals in Bernheim and Whinston (1986b) observe uncorrelated signals
of the agent￿ s behaviour.
For a framework with correlated signals, one has to refer to the common
agency literature with multitasking. Holmstrom and Milgrom (1988) formulate
a model in which the agent has to perform two tasks that can be technologically
connected and each task only bene￿ts one of two principals. The agent￿ s be-
haviour cannot be perfectly observed with only a signal available for the e⁄ort
level chosen for each particular task. The error terms in these signals can be
correlated. The authors perform welfare analysis in two di⁄erent scenarios. In
the ￿rst scenario, with disjoint observations, each principal can only contract
on the signal related to the task she bene￿ts from. In the second scenario, with
joint observations, the two principals observe and can condition their contracts
on both signals.
Dixit (1996) extends the model corresponding to the second scenario in
Holmstrom and Milgrom (1988) to an arbitrary number of principals. In partic-
ular, by assuming that increasing the e⁄ort in one task causes substitution away
from other tasks, he ￿nds that in the non-cooperative equilibrium there is a loss
of e¢ ciency compared to the cooperative case. The reason for this is that the
principals set negative incentives for the other principals￿tasks in order to make
the agents to exert more e⁄ort in the task they bene￿t from. In equilibrium, this
causes a leakage of each principal￿ s money to the other principals, weakening
each principals incentives to o⁄er the agent a powerful incentive scheme. The
author also shows that if principals are only allowed to condition their incentive
5schemes on the signal related to their own task, the arising equilibrium incentive
schemes are more powerful than in the unrestricted case where principals will
compete with each other in providing incentives to the agent to work for them.
In the limit, where the di⁄erent components of the agent￿ s e⁄ort become perfect
substitutes, the resulting aggregate incentive scheme reproduces the ￿rst-best.
Note that even though the signals in these models are correlated, the authors
concentrate more on the technological link between the tasks than on the corre-
lation between the signals. Our focus is di⁄erent as we abandon the multitask
representation and rather analyze on informational externalities that arise in
the simpler case of one task.
The framework of common agency with moral hazard has wideranging prac-
tical applications. Tirole (2003) looks at whether and when countries borrow too
much or too little in the aggregate in a setting in which the government makes
a policy choice that a⁄ects the wellbeing of domestic entrepreneurs and foreign
investors. Bizer and De Marzo (1992) and Bisin and Guaitoli (2004) study
externalities among contracts when agents borrow from competing ￿nancial in-
termediaries. Calzolari and Pavan (2005) examine the exchange of information
between two sellers who contract sequentially with the same buyer. Finally,
Tirole (1994) explores the potential of common agency with moral hazard in
analyzing and designing e¢ cient governmental institutions.
The rest of the chapter proceeds as follows. We introduce our model and
brie￿ y present the ￿rst-best outcome in Section 2. We analyze the equilibrium
of the game with cooperating and non-cooperating principals in Section 3 and
4. Finally, Section 5 concludes. All the proofs are relegated to the Appendix.
2 The Model
An agent has the task to take a one-dimensional action (choose an e⁄ort level)
on behalf of two principals. He receives payment wi from principal i and it
costs him k
2￿2 (k > 0) to exert e⁄ort ￿.1 The agent is risk averse with constant
absolute risk-aversion parameter r > 0 and his utility function can be written
1In the rest of the paper, the pronoun "she" is used in reference to the principals and
pronoun "he" is used in reference for the agent.
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We set the reservation utility of the agent to zero.
Each principal can only observe a noisy signal of the e⁄ort level chosen by the
agent. In particular, if the agent exerts e⁄ort ￿, principal i (i = 1;2) observes
signal xi = ￿ + "i, where "i is a normally distributed error term with mean 0.









where ￿ is the correlation coe¢ cient of the error terms. In the rest of the chapter,
the term correlation refers to the correlation between the error terms "1 and "2.
Each principal o⁄ers a wage schedule to the agent conditional on the signal
observed. In particular, principal i o⁄ers wage schedule wi(xi) to the agent.
The principals are risk neutral and the payo⁄ of principal i can be written as
vi = bixi ￿ wi(xi) , i = 1;2 (3)
where bi > 0.
As the agent has a CARA utility function that is additively separable in
money and e⁄ort and the signals are drawn from a normal distribution, we
can follow the tradition of Holmstrom and Milgrom (1987) and look at linear
contracts of the form wi(xi) = ￿ixi + ￿i, or equivalently, wi(xi) = ￿i(￿+ "i) +





Observe that the agent receives an uncertain wage for any choice of e⁄ort.
It is without loss of generality to look at the certainty equivalent of the agent
upon choosing a given level of e⁄ort rather than work with the uncertain wage
stream.3 Technically, it is equal to payment Q such that 1 ￿ e￿rQ = 1 ￿
2Homstrom and Milgrom (1987) analyze a dynamic model in which the principal contracts
repeatedly with a risk-averse agent with CARA utility function. They show that the optimal
dynamic incentive scheme can be computed as if the agent were chosing the mean of a normal
distribution only once and the principal were restricted to o⁄ering a linear contract. They
show that in that setting the optimal contract o⁄ered to the agent is linear in the signal
observed by the principal.
3By de￿nition, the certainty equivalent is the certain payment, which makes the agent





2), which implies that his certainty equivalent
upon choosing action ￿ can be written as








1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2) (5)
where ￿ = ￿1 +￿2. This is a convenient shortcut as ￿1 and ￿2 are not uniquely
determined in equilibrium and the last term is the risk premium required by the
agent for the uncertainty of his payment stream. It can be shown that this risk
premium is always non-negative.
The interaction between the principals and the agent can be modelled as a
two-stage game. In the ￿rst stage, the principals simultaneously o⁄er a wage
schedule to the agent, while in the second stage, the agent chooses an e⁄ort level
taking the wage schedules o⁄ered by the principals as given.
To better understand our results in the subsequent sections, let us brie￿ y
review the ￿rst-best case of complete information and cooperating principals.
In this case the principals￿joint maximization problem can be written as
max
￿;w1(￿);w2(￿)
f[b1￿ ￿ ￿1￿] + [b2￿ ￿ ￿2￿]g
s:t: ￿1￿ + ￿2￿ + ￿ ￿
k
2
￿2 ￿ 0 (6)
By solving this optimization problem, one can derive that the ￿rst-best e⁄ort





First-best welfare can be obtained by substituting this formula into the aggre-
gate welfare function which can be written as









Note that individual incentive schemes are undetermined and the joint incentive
scheme has the slope ￿FB = ￿FB
1 + ￿FB
2 = b1 + b2.
We now introduce asymmetric information into the model and derive the
equilibrium of the game under the assumption of cooperating and non-cooperating
principals.
83 Cooperating Principals
In this section we analyze the case when principals cooperate in designing their
incentive schemes which means that they act as one principal
The joint optimization problem of the two principals, leading to the second-
best equilibrium outcome, can be written as
max
￿1;￿2;￿
f[b1￿ ￿ ￿1￿] + [b2￿ ￿ ￿2￿] ￿ ￿g
s:t: ￿ = argmax
e ￿









1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2)g








1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2) ￿ 0 (10)
The solution to this optimization problem is given by the following theorem.
Theorem 1 With cooperating principals, the common agency game has the fol-
lowing equilibrium outcome:
(i) When the two signals are perfectly positively correlated (￿ = 1) and have
the same variances (￿1 = ￿2 = ￿), then there is in fact only one signal. The





1 + rk￿2 (11)
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The associated second-best equilibrium e⁄ort level can be written as
￿SB =
￿2
1 ￿ 2￿￿1￿2 + ￿2
2
￿2
1 ￿ 2￿￿1￿2 + ￿2






Proof. We do not o⁄er a formal proof here. We only present an outline of it
to better understand how the model works.
Note that the principals￿joint optimization problem in (10) is in fact a stan-
dard representation of any principal-agent problem with moral hazard, where
the ￿rst constraint is the incentive compatibility constraint of the agent, and the
second constraint is his participation constraint. By solving the optimization
9problem of the agent, his optimal choice of e⁄ort is a function of the parameters





This shows that only the sum of ￿1 and ￿2 matters for the agent￿ s choice of
e⁄ort.
By looking at the program in (10), it can be seen that the principals can
extract all the surplus of the agent by setting ￿ at the appropriate level. How-
ever, there is no speci￿c rule for how they share the extracted surplus between
themselves. As it does not a⁄ect the incentives provided to the agent, we are
not interested in further details of this issue.
By eliminating the participation constraint of the agent, the principals￿op-




















After substituting the agent￿ s optimal e⁄ort choice into the principals￿ob-






















The ￿rst term in this expression stands for the joint bene￿t of the two
principals from the agent choosing the level of e⁄ort as in (14), the second term
is the cost of the agent associated to this e⁄ort level, while the third term is the
risk-premium required by him for the uncertainty in his payments.
The ￿rst order conditions associated to this optimization problem with re-







i ￿ r￿￿j￿1￿2 = 0 i = 1;2; i 6= j (17)
Observe that the sum of the ￿rst two terms of these equations are the same.
Therefore, the sum of third and fourth terms must also be the same. So we have
￿1(￿1 ￿ ￿￿2)￿1 = ￿2(￿2 ￿ ￿￿1)￿2 (18)
10One has to distinguish between two cases when looking at this equation. In
the ￿rst case, when ￿1 ￿ ￿￿2 = ￿2 ￿ ￿￿1 = 0, which holds for ￿1 = ￿2 and
￿ = 1, the two sides of equation (18) are zero and ￿1 and ￿2 are undetermined.
In this case the two signals are identical, therefore the optimal incentive scheme
is linked to one signal only and its slope ￿ is determined by equation (17).
In all the other cases, equation (18) can be used to determine the ratio of











This condition, together with (14), provides the following insights. First,
the agent￿ s optimal choice of e⁄ort only depends on the sum of ￿1 and ￿2.
Second, the relative magnitude of ￿1 and ￿2 are set as in (19) to minimize the
risk-premium to be paid to the agent for any e⁄ort level given by (14). This
suggests that the optimization process of the principals can be decomposed into
two steps. In the ￿rst step, the principals use the rule in (19) to determine the
ratio of ￿1 and ￿2 that minimizes the risk-premium required by the agent for
any given e⁄ort level in (14), and second, they choose the optimal level of e⁄ort,
taking into account the associated minimum risk-premium.
The equilibrium levels of ￿SB
1 , ￿SB
2 and ￿SB in Theorem 1 can be obtained
by solving the system of equations in (17).
A close examination of the results in Theorem 1 o⁄ers some interesting
insights. Our ￿rst corollary compares the slopes of the optimal incentive scheme
and determines their sign.
Corollary 1 The slopes ￿SB
i (i = 1;2) of the second-best equilibrium incentive
scheme o⁄ered by the two principals have the following features:
(i) ￿SB
j > ￿SB
i whenever ￿j < ￿i;
(ii) ￿SB
i < 0 whenever
￿j
￿i < ￿ ￿ 1.
Proof. By simple algebra.
The intuition behind these results is the following. Assume that the prin-
cipals link the same payment to both signals. As it can be seen from (5), the
payment linked to the signal with the higher variance imposes a higher risk on
11the agent. In this case, the principals can decrease the agent￿ s risk and still
implement the same e⁄ort level by decreasing the payment linked to the signal
with the higher variance by one unit and increase the payment linked to the
signal with the smaller variance by the same unit. Some more adjustments may
follow until the agent￿ s risk is minimized. This happens when the ratio of the
payments related to the two signals becomes equal to the expression in (19). As
a result, a higher payment is linked to the signal with the lower variance.4
Following the same logic, it can be seen that the larger the di⁄erence in the
variances of the two signals the larger the di⁄erence in the incentives linked to
the two signals. According to point (ii) of Corollary 1, it is possible that for
large values of the correlation between the two signals, the principals attach
negative incentives to the signal with the larger variance in order to balance
the strong incentives linked to the signal with the lower variance. In this case,
incentives to exert e⁄ort are provided through the payments linked to the signal
with the smaller variance, while the payments linked to the signal with the larger
variance, going from the agent to the principals, are used to hedge the agent￿ s
risk. The agent accepts this type of incentive scheme because she is willing to
give up some payments in exchange for lower risk.
The results in Theorem 1 can also be used for welfare analysis. The aggregate
welfare under asymmetric information and linear contracts can be written as








1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2) (20)
Note that the ￿rst best welfare level can be obtained by maximizing the
sum of the ￿rst three terms of this function with respect to ￿. Since the risk
premium required by the agent is always non-negative, a necessary condition
for the ￿rst-best welfare to be implemented is that the risk-premium required
by the agent is equal to zero. The following lemma identi￿es the necessary and
su¢ cient conditions for this.
Lemma 1 The risk premium required by the agent is zero if and only if one of
the following two conditions hold:
4Note that linking incentives only to the signal with the lower variance is not optimal
either, as the agent￿ s risk can be decreased by linking one unit of payment to the signal with
the higher variance and decreasing the payment linked to the signal with the lower variance
by the same unit.
12(i) ￿ = ￿1 and
￿1￿1 = ￿2￿2 (21)
(ii) ￿ = +1 and
￿1￿1 = ￿￿2￿2 (22)
Proof. See Appendix.
In these two cases the signals observed by the principals are perfectly corre-
lated and the contracts are set in such a way that they hedge all the risk imposed
on the agent. Note that the risk imposed on the agent can only be completely
reduced when the signals are perfectly correlated. The reason for this is that
with perfectly correlated signals, unless ￿ = +1 and ￿1 = ￿2 at the same time,
the principals can perfectly infer the e⁄ort level chosen by the agent and are
able to fully eliminate the agent￿ s uncertainty. This is not the case when the
signals are not perfectly correlated as in that case some uncertainty regarding
the agent￿ s e⁄ort choice always persists.
The following corollary of Theorem 1 compares aggregate welfare in the
￿rst-best and second-best cases.
Corollary 2 Unless ￿ = ￿1 or ￿ = 1 and ￿1 6= ￿2, when ￿rst-best is im-
plemented in equilibrium, there is underprovision of e⁄ort and lower aggregate
welfare in the second-best equilibrium compared to the ￿rst-best.
Proof. By simple algebra.
The results in Corollary 2 can be easier understood by the following argu-
ment. If ￿ = ￿1, equality (19) simpli￿es to condition (21). This proves that the
agent￿ s risk drops to zero and he does not require any risk premium. To show
that the ￿rst-best e⁄ort level can be implemented in equilibrium, note that if
￿ = ￿1, for any x1 = ￿ + ", we have x2 = ￿ + a", where a = ￿￿2=￿1. Clearly,
in this case ￿ = ax1￿x2
a￿1 can be determined exactly and therefore, the principals
implement the ￿rst-best e⁄ort level in equilibrium. With the ￿rst-best e⁄ort
level implemented in equilibrium and no risk premium required by the agent,
the ￿rst-best total welfare is achieved. The case of ￿ = 1 can be discussed along
similar lines, the only di⁄erence being that the variances of the two signals ob-
served by the two principals must be di⁄erent, otherwise we are in the special
case of Theorem 1.
13The economic intuition behind this result is that when the signals are per-
fectly correlated, unless ￿ = +1 and ￿1 = ￿2, the principals can infer exactly the
e⁄ort level chosen by the agent and, therefore, can design the incentive scheme
in such a way, that the agent￿ s risk is reduced to zero. Note, that with no risk
borne by the agent, the ￿rst-best e⁄ort level can be implemented.
In all the other cases, the two signals are not su¢ cient to perfectly identify
the e⁄ort level chosen by the agent and, therefore, his risk cannot be reduced to
zero. With positive risk on the agent, the principals have to give up productive
e¢ ciency in order to move towards e¢ cient risk sharing with the agent. As a
result, aggregate second-best welfare is lower than ￿rst-best welfare.
Theorem 1 can also be used to derive the e⁄ects of a change in the corre-
lation coe¢ cient ￿ on the second-best equilibrium e⁄ort level. The following
proposition summarizes our ￿ndings.
Proposition 1 The second-best equilibrium e⁄ort level chosen by the agent
is a non-monotonic function of the correlation coe¢ cient ￿. The second-best








Proof. We only present a short outline of the proof here (for formal proof
see Appendix) in order to o⁄er some support for our results. We ￿rst have to
refer to the two-step optimization technique of the principals described above,
according to which they ￿rst use equation (19) to determine the ratio of the
parameters ￿1 and ￿2 that minimizes the agent￿ s risk-premium for any given
e⁄ort level, and second, they determine the optimal e⁄ort level to be chosen by
the agent.
Assume ￿1 < ￿2 and look ￿rst at the case when ￿1 < ￿ < ￿1
￿2. It can be seen
from (12) that ￿SB
2 > 0 in this case. Take the value of the correlation coe¢ cient
to be equal to ￿ = ￿0. The second-best equilibrium variables of the model are
given by (12) and (13) with the value of ￿ set at ￿0. Let us now consider a change
in ￿, from the value of ￿0 to ￿1 (￿1 < ￿1
￿2). By using the Envelope Theorem
it can be shown that an increase in the value of ￿ increases the minimum risk-
premium associated with the e⁄ort level ￿SB
0 = ￿SBj￿=￿0. In this way, the
original balance between e¢ ciency and risk-sharing in the relationship between
the principals and the agent is no longer optimal as too much risk is borne by the
14agent. This imbalance can be corrected by making the agent exert less e⁄ort,
which means that in the new equilibrium we have ￿SB
1 = ￿SBj￿=￿1 < ￿SB
0 . This
is exactly the negative relationship between ￿SB and ￿ stated in Proposition 1.
The intuition behind the case when ￿1
￿2 < ￿ < 1 is identical, except that ￿SB
2 is
negative in this case and an increase in ￿ decreases the minimum risk-premium
required by the agent, and therefore, the optimal balance between e¢ ciency and
risk sharing is restored by a higher e⁄ort level.
To understand the economic intuition behind Proposition 1, consider the
case of strong negative correlation. The incentives attached to both signals
are positive in this case as stated by Corollary 1. The principals know , that
even though the signals contain certain errors, these errors tend to balance each
other and the incentives attached to the two signals only impose a small risk on
the agent. Because of opposite type of errors, the agent can use the payments
received from the two principals to hedge his risk. Clearly, the stronger the
negative correlation, the lower the risk and the higher the e⁄ort level that can be
implemented in equilibrium. In the extreme case of perfect negative correlation,
the risk imposed on the agent can be reduced to zero, which allows for the highest
e⁄ort level to be implemented (see Corollary 2).
When the correlation between the two signals is increased from the large
negative values, the errors in the two signals balance each other to a lesser
extent, increasing the agent￿ s risk. The increased risk imposed on the agent can
be handled by implementing a lower e⁄ort level in equilibrium. This negative
relationship between the correlation of the signals and the equilibrium e⁄ort
level persists as long as the principals attach positive incentives to both signals,







When the correlation between the signals is so high (and positive) that the
principals attach negative incentives to the signal with the higher variance, i.e.






, an increase in the correlation means that the errors in
the two signals are cumulative. However, the closer the correlation coe¢ cient to
+1, the greater the chance to hedge the risk through negative incentives linked
to the signal with the higher variance. However, the possibility of hedging the
risk imposed on the agent decreases, and therefore, a higher e⁄ort level can
be implemented in equilibrium. In fact, the higher the correlation between the
signals, the larger fraction of the risk imposed on the agent can be hedged by
15attaching negative incentives to the signal with the higher variance, and the
higher the e⁄ort level that can be implemented in equilibrium. In the extreme
case of perfect positive correlation, the risk imposed on the agent can be reduced
to zero, which allows for the highest e⁄ort level to be implemented (see Corollary
2). This positive relationship between the correlation of the signals and the
equilibrium e⁄ort level persists as long as the principals attach incentives of







This result completes our analysis of the case when principals are allowed to
cooperatively set the terms of their incentive schemes.
4 Non-Cooperating Principals
In this section we relax the assumption of cooperating principals and look at
the case where principals cannot cooperate in providing incentives to the agent.
The equilibrium of this common agency game can be de￿ned as follows. An
equilibrium is a triplet including the e⁄ort level chosen by the agent and the two
linear incentive schemes o⁄ered by the two principals, such that: (i) the e⁄ort
level chosen by the agent maximizes his expected utility taking the incentive
schemes o⁄ered by the two principals as given, and (ii) the incentive scheme
provided by each principal o⁄ers her the highest expected payo⁄ taking the
incentive scheme provided by the other principal and the agent￿ s optimal e⁄ort
choice rule as given.5
To solve for the equilibrium of the game, we solve each principal￿ s optimiza-
tion problem, taking the incentive scheme provided by the other principal as
given. So, for each i = 1;2 we have to solve the following optimization problem:
max
￿i;￿i
f(bi ￿ ￿i)￿ ￿ ￿ig
s:t: ￿ = argmax
e ￿
￿





















1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2) ￿ 0 (23)
where again, we used the certainty equivalent representation of the agent￿ s utility
and the shortcut ￿ for ￿1+￿2. As before, the ￿rst constraint in this optimization
5There might be other equilibria when principals do not o⁄er linear contracts. However,
Holmstrom and Milgrom (1988) prove that if one principal o⁄ers linear contracts, it is optimal
for the other principal to o⁄er linear contracts too.
16problem is the incentive compatibility constraint of the agent, while the second
constraint is his participation constraint. By looking at the program in (23),
it can be seen that the principals can extract all the surplus of the agent by
setting ￿ at the appropriate level. As before, there is no explicit rule of how
to share the extracted surplus between themselves. Clearly, this gives rise to
a multiplicity of equilibria with identical qualitative features that di⁄er only in
the sharing rule of the surplus between the two principals.6
The solution to the optimization problem (23) is given by the following
theorem.
Theorem 2 The slope of the equilibrium incentive scheme o⁄ered by principal
i is equal to
￿TB
i =







; i = 1;2; j 6= i . (24)
The e⁄ort level chosen by the agent in the equilibrium can be written as
￿TB =
















Proof. By solving the maximization problem in (23) using simple algebra.
To explore the formulas presented in Theorem 2, let us ￿rst simplify the op-
timization problem in (23) by solving the agent￿ s utility maximization problem
and making his participation constraint binding. The simpli￿ed optimization




















In particular, it can be seen from this formulation that the interaction
between principal j and the agent a⁄ects principal i￿ s optimization problem
through both the incentive compatibility and the participation constraints of
the agent. In particular, a higher ￿j increases - through the incentive compat-
ibility constraint of the agent - the marginal and total cost of each particular
6The reader interested in some possible characterization of the sharing of the rent extracted
from the agent between the two principals should refer to Grosman and Helpman (1994).
17unit of e⁄ort that principal i can implement by varying ￿i. A change in ￿j
has two e⁄ects on principal i￿ s optimization problem through the agent￿ s par-
ticipation constraint. First, an increase in ￿j increases the payment that the
agent receives for any given unit of e⁄ort, therefore the higher ￿j the lower the
amount of money that principal i has to pay the agent for any particular unit
of ￿. This decrease of the unit costs of each unit of e⁄ort for principal i is
equivalent to an increase in her marginal bene￿t for any unit of ￿.7 Second, by
looking at the optimization problem in (26), it can also be seen that a change in
￿j also a⁄ects the risk-premium required by the agent for his uncertain payment
stream. The sign of this e⁄ect is uncertain as the correlation coe¢ cient ￿ can
take both positive and negative values.
In other words, the interaction between principal j and the agent imposes
three externalities on principal i￿ s optimization problem. First, a positive ex-
ternality arises as it decreases principal i￿ s cost for every unit of e⁄ort. Second,
there is a negative externality as it increases the cost of implementing addi-
tional units of e⁄ort by varying ￿i, and third, there is an externality of ex-ante
unknown sign as it a⁄ects the risk-premium required by the agent.
To make the e⁄ect of these three externalities more transparent, substitute
the agent￿ s optimal e⁄ort into the maximand in (26). The associated ￿rst order






￿ r￿i(￿i￿i + ￿￿j￿j) = 0 i;j = 1;2; i 6= j (27)
It can be seen from equation (27) that the ￿rst two e⁄ects of the presence
of principal j cancel out and it is only the third externality that has a real
impact.8 In particular, when ￿j takes positive values, a positive correlation
increases the marginal cost of varying ￿i (negative externality), whereas a neg-
ative correlation decreases this marginal cost (positive externality). When, on
the contrary, ￿j takes negative values, a positive correlation decreases the mar-
ginal cost of varying ￿i (positive externality) whereas a negative correlation
increases it (negative externality).
7This formulation re￿ects the idea of Bernheim and Whinston (1986b) of how to look at
one particular principal￿ s optimization problem in a common agency setting: "a principal can
always compose his o⁄er in two steps: he ￿rst undoes the o⁄ers of the other principals, and
then decides upon some aggregate o⁄er" (pp. 927 ibid).
8Note that the fact that the ￿rst two e⁄ects cancel out is not a general feature. In fact, it
is a consequence of our choices of linear contracts and quadratic cost function.
18Understanding these externalities helps us to characterize the equilibrium
incentive schemes. Our ￿rst corollary looks at the determinants and the sign of
the slope of the third-best equilibrium incentive scheme.
Corollary 3 The slope ￿TB
i of the third-best equilibrium incentive scheme of-
fered by principal i has the following features:
(i) it is increasing in bi;
(ii) it is decreasing in bj for ￿ > 0 and increasing in bj for ￿ < 0;










< ￿ ￿ 1 (28)
Proof. By simple algebra.
The intuition behind this corollary is the following. An increase in bi in-
creases the marginal bene￿t of principal i from the e⁄ort exerted by the agent,
inducing her to implement a higher level of e⁄ort by increasing the optimal
value ￿TB
i . Clearly, she has to take into account the e⁄ect on the risk-premium
required by the agent when increasing the value of ￿TB
i .
Because of the same reason, an increase in bj increases the slope ￿TB
j of
the optimal incentive scheme provided by principal j. If ￿ > 0, this increases
the marginal cost of varying ￿i for principal i as the risk imposed on the agent
increases - the negative externality identi￿ed above comes into play. Principal
i￿ s optimal answer is to reduce ￿i. For ￿ < 0, an increase in ￿TB
j has exactly
the opposite e⁄ect on principal i￿ s optimal choice of ￿i.
Condition (28) in Corollary 3 corresponds to the feature identi￿ed in case
of cooperating principals in point (ii) of Corollary 1. The intuition behind this
result is the following. When the correlation between the signals is negative, the
two principals, even if they are not cooperating, can provide positive incentives
to the agent as the errors in the two signals balance each other to some extent,
and the risk imposed on the agent is of moderate concern. However, when the
signals are strongly positively correlated, the errors in the two signals amplify
each other and the risk imposed on the agent becomes of strong concern. In this
case the principal with a low valuation of the agent￿ s e⁄ort or with a signal with
high variance may be better o⁄ by providing negative incentives to the agent.
19She can do so, because she expects that the other principal provides the agent
with strong incentives and her negative incentives will decrease the agent￿ s risk.
This mechanism works in a similar way as in the case of cooperative prin-
cipals. However, unlike in the case of cooperative principals, it is possible that
none of the principals o⁄ers negative incentives to the agent for high positive
levels of the correlation coe¢ cient. This is the case for example, when b1 = b2,
rk = 1, ￿1 = 1 and ￿2 = 0:5.
Our next corollary compares the power of the incentive schemes provided by
the two principals.










1 + ￿rk￿1￿2 + ￿2
j
(29)
This likely to be the case whenever principal i￿ s valuation of the agent￿ s e⁄ort is
high and the variance of the signal she observes is low. In the special case, when
b1 = b2, ￿TB
i > ￿TB
j i⁄ ￿i < ￿j, while for ￿1 = ￿2, ￿TB
i > ￿TB
j i⁄ bi > bj.
Proof. By simple manipulation of equation (24).
The intuition behind this corollary can be better understood by looking ￿rst
at the two special cases. If the principals enjoy the same bene￿t from each
particular choice of e⁄ort by the agent, i.e. b1 = b2, the principal observing
a signal with lower variance has to worry less about the risk that she imposes
on the agent and can o⁄er him stronger incentives. Following similar logic, if
the principals observe signals with the same variance, i.e. ￿1 = ￿2, they worry
equally about the risk that they independently impose on the agent. In that
case, the principal with the higher valuation of the agent￿ s e⁄ort will provide
him with stronger incentives.
In more general cases, when principals di⁄er both in their valuations of
the e⁄ort level chosen by the agent and in the variance of their signal, the
two forces identi￿ed above work simultaneously. Clearly, when one principal
has higher valuation of the agent￿ s e⁄ort and observes a signal with smaller
variance, the two forces work in the same direction and this principal will o⁄er
stronger incentives to the agent than the other principal. The more interesting
20case is the one in which one of the two principals, say principal i, has smaller
valuation of the e⁄ort level chosen by the agent but observes a signal with
smaller variance. In this case, the two forces identi￿ed above work in opposite
directions and principal i will provide stronger incentives to the agent than
principal j whenever inequality (29) holds. The same reasoning can be applied
for the case when one of the principals enjoys a higher bene￿t from the agent￿ s
e⁄ort and observes a signal with the larger variance.
This result can be related to the comparison of the power of the incentives
schemes connected to the two signals in Corollary 1. However, note that in that
case it was only the joint bene￿t of the principals that mattered in equilibrium,
therefore, these valuations did not have to be included in the condition identi￿ed
in Corollary 1.
Next, we analyze how a change in the correlation coe¢ cient ￿ a⁄ects the
third-best equilibrium values of ￿1 and ￿2. The following proposition summa-
rizes our results.
Proposition 2 A change in ￿ has the following e⁄ect on the equilibrium value
of the third-best equilibrium choice ￿TB
i of principal i:
(i) for ￿ < 0, ￿TB
i is a decreasing function of ￿;












































and it is a decreasing function of ￿ otherwise;
(iii) if inequality (30) does not hold, ￿TB
i is a decreasing function of ￿ for
every ￿ > 0.
Proof. See Appendix.
A change in the correlation coe¢ cient a⁄ects the incentive schemes as well
as the externalities imposed on each other by the two principals. To better
understand the results in Proposition 2, we refer to the ￿rst order conditions in
21(27), which can be used to derive the optimal choice of ￿i as a function of the







Observe that this is principal i￿ s best response function for any value of
the variable ￿j chosen by principal j. In particular, for a positive correlation
between signals (￿ > 0), an increase in the value of ￿j by principal j induces
principal i to lower the value of ￿i. The reason for this is the following. An
increase in ￿j increases the risk premium required by the agent because ￿ > 0.
This destroys the optimal balance between e¢ ciency and risk sharing in the
relationship between principal i and the agent as the agent now has to bear
too much risk. Principal i can restore the optimal balance between e¢ ciency
and risk sharing by reducing the value of ￿i. In the case of negative correlation
between signals, these mechanisms work the other way around, and principal i
will increase the value of ￿i if principal j increases the value of ￿j.
It can be seen from equation (32) that a change in ￿ a⁄ects the equilibrium
value of ￿i in two ways. First, there is a direct e⁄ect through ￿, which depends
on the sign of ￿j, and second, there is an indirect strategic e⁄ect through ￿j,
coming from the response of principal j to the increase in ￿. Formally, these














where the ￿rst term stands for the direct e⁄ect, while the second term stands
for the strategic e⁄ect coming into play through principal j￿ s adjustment of ￿j
following a change in ￿.
Unfortunately, the term @￿j=@￿ in the indirect e⁄ect is an equilibrium vari-
able itself and therefore it cannot be used to provide intuition for the overall
e⁄ect of a change in ￿ on ￿i. Because of this, we, replace @￿j=@￿ in (33) with

























From this equation @￿i=@￿ can be determined as a function of ￿i and ￿j and












where A is a function of the parameters of the model and is strictly positive.9 It
can be seen from (35) that for ￿ < 0, @￿i=@￿ < 0 as we also have ￿i;￿j > 0 as
shown in Corollary 3. If, on the contrary, ￿ > 0, we have @￿i=@￿ > 0, whenever
B￿i > ￿j, where B = ￿rk￿i￿j=(1 + rk￿2
j) > 0. Note that this can never be
the case if ￿i < 0. Therefore, ￿i < 0 implies @￿i=@￿ < 0. As a result, the only
case when ￿i is increasing in ￿ is when ￿ > 0, ￿i > 0 and ￿i=￿j > 1=B which
reduces to inequality (31) if we substitute in for the equilibrium values of ￿i
and ￿j: This last condition means that the relative power ￿i=￿j of the incentive
schemes o⁄ered by principal i and principal j has to exceed a given threshold B.
Based on the intuition behind the results in Corollary 4, this is likely to be the
case when principal i￿ s valuation of the agent￿ s e⁄ort is high and the variance
of the signal she observes is low. Observe that these are exactly the conditions
for inequality (31) to hold.
To understand the intuition behind this result, note that in (34) we expressed
@￿i=@￿ as a sum of a direct and an indirect e⁄ect, which in turn is also a sum
of a direct and an indirect e⁄ect. However, this latter indirect e⁄ect is identical
up to a parameter to the overall e⁄ect that we are interested in the ￿rst place,
i.e. @￿i=@￿. Therefore, @￿i=@￿ can be rewritten as an additive function of
the two direct e⁄ects separately incurred by the two principals when there is
a small change in ￿. This argument is represented in equation (35). Note
that the second direct e⁄ect has an extra coe¢ cient as it comes in through the
reoptimization of the other principal following a small change in ￿.
As it can be seen in equation (33), each direct e⁄ect is proportional to the
slope of the other principal￿ s optimal incentive scheme. The explanation for this
is that the direct e⁄ects describe the change in the slope of a principal￿ s opti-
mal incentive scheme taking the slope of the other principal￿ s optimal incentive
scheme as ￿xed. This can also be seen from equation (32). For example, if ￿i
is high, the direct e⁄ect of a change in ￿ on ￿j will also be high in absolute
value but with negative sign (follow equation (33) for ￿j rather than ￿i) and it








, which is a strictly positive number less than
one.
23is likely to dominate the strategic e⁄ect for ￿j, leading to an overall negative
value for @￿j=@￿. However, a negative value for @￿j=@￿ generates a positive
strategic e⁄ect for @￿i=@￿, which can dominate the own direct e⁄ect of principal
i if ￿j is low, leading to a positive overall e⁄ect.
By taking into account our results in Corollary 4, which connects the rel-
ative magnitude of ￿i and ￿j with the parameters of the model, our previous
discussion suggests that ￿TB
i is likely to be increasing in ￿ whenever bi=bj takes
high values and ￿i=￿j takes low values.
Note that the reason for the possible U-shape relationship between the cor-
relation coe¢ cient between the signals and the slopes of the incentive schemes
is similar to that in case of cooperating principals. However, in case of non-
cooperating principals it might be the case that the slopes of the incentive
schemes never turn to become increasing functions of the correlation coe¢ cient.
Clearly, a change in the correlation coe¢ cient ￿ a⁄ects the equilibrium e⁄ort
level through its e⁄ect on the slope of the equilibrium incentive schemes. The
following proposition identi￿es the e⁄ect of a change in ￿ on the equilibrium
e⁄ort level.
Proposition 3 An increase in ￿ has the following e⁄ect on the third-best equi-
librium level of e⁄ort chosen by the agent:
(i) for ￿ < 0, ￿TB is a decreasing function of ￿;
































































(iii) if inequality (36) does not hold, ￿TB is a decreasing function of ￿ for
every ￿ > 0.
Proof. See Appendix.
According to (14), ￿TB is increasing in ￿ whenever ￿TB
1 +￿TB
2 is increasing
in ￿. However, this can only happen when ￿1 (assuming ￿1 ￿ ￿2) is increasing
24in ￿ and it is increasing so strongly that it more than o⁄sets the negative e⁄ect
of an increase in ￿ on ￿2. As the RHS of inequality (36) is symmetric in ￿1
and ￿2, this can only be the case when bi is larger (and much larger) than
bj for ￿i < ￿j. This is consistent with our ￿ndings in Proposition 2, where
we required bi=bj to be high and ￿i=￿j to be low. Note, that unlike in the
case of cooperating principals, for some sets of the parameters of the model,
no "U-turn" happens and the third-best equilibrium e⁄ort level is a decreasing
function of the correlation coe¢ cient for all values of ￿.
The ￿nal step of our analysis compares the second-best and third-best equi-
librium e⁄ort levels.
Proposition 4 When the error terms are negatively correlated, it might be the
case that the third-best equilibrium e⁄ort level chosen by the agent exceeds the
second-best equilibrium e⁄ort level. For example, this is the case is when ￿ = ￿1
and
(￿j ￿ ￿i)(bi￿i ￿ bj￿j) > 0 (38)
Proof. See Appendix.
The intuition behind this result is the following. By looking at equation
(27), it can be seen that the marginal cost of principal i for varying ￿i has
two components: one incorporating the costs associated with the agent￿ s cost
function to exert e⁄ort and another one associated with the risk imposed on
agent for the uncertainty of his payment stream. Observe that for ￿ = ￿1 and
￿i￿i < ￿j￿j the marginal cost component associated to the risk imposed on
the agent is actually negative. This can happen when the positive externality
imposed by the incentives provided by principal j is larger than principal i￿ s
own (when there is no other principal) marginal cost associated with the agent￿ s
risk. Inequality (38) identi￿es the condition for this to be the case. As a result,
in the optimum, the marginal cost component
￿i+￿j
k of principal i associated
to the e⁄ort function of the agent will be larger than her marginal bene￿t
bi+￿j
k from that e⁄ort level, which implies ￿TB
i > bi. Since ￿i￿i < ￿j￿j is
a necessary condition for this to happen, it is not possible for ￿TB
i > bi and
￿TB
j > bj to happen at the same time as that would also require ￿i￿i > ￿j￿j.
Therefore, if ￿TB
i > bi than ￿TB
j has to be lower than bj. However, Proposition
4 proves that whenever inequality (38) holds, the e⁄ect ￿TB
i > bi dominates
25the e⁄ect ￿TB
j < bj and as a result, we have ￿TB
i + ￿TB
j > bi + bj. Since
￿SB
i + ￿SB





j , or equivalently ￿TB > ￿SB. Clearly, in this
case the agent bears ine¢ ciently little risk and therefore total welfare is lower
in the third-best than in the second-best case.
Note that according to Corollary 2, ￿rst and second-best e⁄ort and welfare
are the same for ￿ = ￿1. If, in addition ￿1 = ￿2, in which case the inequality
in (38) holds with equality, the second and third-best e⁄ort levels are also the
same, which means that the third-best and ￿rst-best e⁄ort levels are identical
too. Finally, if we have b1 = b2 in addition, the ￿rst-best welfare level can be
implemented in the third-best equilibrium.
5 Conclusion
In this chapter we studied a common agency framework with moral hazard and
an agent with constant absolute risk-aversion and quadratic cost function of
e⁄ort. These assumptions allowed us to concentrate on linear contracts. We
analyzed the equilibrium outcome in the two cases when the principals can or
cannot cooperate in setting the terms of their incentive schemes.
In our analysis, we found that it is possible that one of the principals o⁄ers
negative incentives to the agent when the signal observed by her has a large
variance and the signals are strongly positively correlated. We also identi￿ed
conditions for a certain principal to provide stronger incentives to the agent
than the other principal.
By investigating the e⁄ects of a change in the correlation coe¢ cient between
the signals, we obtained that the relationship between the correlation of the
signals and the slopes of the equilibrium incentive schemes and output is not
necessarily monotonic. In particular, both the slopes of the incentive schemes
and the e⁄ort level are decreasing functions of the correlation coe¢ cient when it
takes negative or small positive values, and can switch to be increasing function
of it for large positive values of the correlation coe¢ cient.
We also compared the second-best and third-best equilibrium e⁄ort levels
and found that there is not always an underprovision of e⁄ort in the third-
best equilibrium. Instead, in case of strongly negatively correlated signals, the
26opposite may happen, and it can be an overprovision of e⁄ort in the third-best
equilibrium compared to the second-best. Note that this comes at the expense
of higher risk imposed on the agent and third-best total welfare stays lower than
second-best total welfare.
Appendix
27Proof of Lemma 1:




1 + 2￿￿1￿2￿1￿2 + ￿2
2￿2
2 (A.1)
By using the inequality between the arithmetic and geometric means, we have
R ￿ 2 ￿ j￿1j ￿ ￿1 ￿ j￿2j ￿ ￿2 + 2￿￿1￿2￿1￿2 (A.2)
The RHS of this equation is always non-negative as
j￿1j ￿ j￿2j ￿ ￿￿￿1￿2 (A.3)
for ￿ 2 [￿1;1]. Therefore, the only case when the risk premium required by
the agent is zero is when both inequalities above hold with equality. This is the
case if and only if (i) j￿1j ￿ ￿1 = j￿2j ￿ ￿2 and (iia) ￿ = ￿1 and ￿1￿2 ￿ 0 or
(iib) ￿ = +1 and ￿1￿2 ￿ 0. Rearranging these conditions give the conditions in
Lemma 1.
Proof of Proposition 1:
Denote by A and B the terms ￿2
1 ￿ 2￿￿1￿2 + ￿2
2 and rk(1 ￿ ￿2)￿2
1￿2
2 in
equation (13). By di⁄erentiating ￿SB with respect to ￿, it can be see that
@￿TB=@￿ ￿ 0, whenever
￿2￿1￿2(A + B) ￿ A(￿2￿1￿2 ￿ 2￿rk￿2
1￿2
2) ￿ 0 (A.4)
or, equivalently
A￿rk￿1￿2 ￿ B (A.5)
which can be rewritten as
(￿2
1 ￿ 2￿￿1￿2 + ￿2
2)￿ ￿ (1 ￿ ￿2)￿1￿2 (A.6)
or, equivalently, as
(￿￿2 ￿ ￿1)(￿2 ￿ ￿￿1) ￿ 0 (A.7)
Since we assumed that ￿1 ￿ ￿2, the above inequality holds if and only if
￿ > ￿1
￿2.
Proof of Proposition 2:
28Denote by F and G the numerator and the denominator of
￿TB
i =








By di⁄erentiating it with respect to ￿, it can be seen that @￿TB




2) > 0 (A.9)
or, equivalently, whenever
2￿rk￿1￿2F > bjG (A.10)
As ￿TB
i = F
G > 0 for ￿ < 0, this inequality can never hold for ￿ < 0, and
therefore ￿TB
i is a decreasing function of ￿ for ￿ < 0.
From (A.10) it can be seen that for ￿ > 0, we have @￿TB
i =@￿ ￿ 0 whenever
2￿rk￿1￿2[bi ￿ ￿rkbj￿1￿2 + rkbi￿2









2￿2 ￿ 2birk￿1￿2(1 + rk￿2
j)￿ + bj(1 + rk￿2
1)(1 + rk￿2
2) < 0 (A.12)







Our task is to determine the conditions under which this function has an inter-
section with the horizontal axis in the [0;1] interval.
A necessary condition is that the determinant of the function is positive,













This condition assures that f(￿) crosses the horizontal axis at least once.
We also have that
f0(￿ = 0) = ￿2birk￿1￿2(1 + rk￿2
j) < 0 (A.16)
29which means that function f(￿) crosses the vertical axis from above. In this
case, all intersection points with the horizontal axis must be at positive values.
A necessary condition for function f(￿) to cross the horizontal axis twice in
interval [0;1] is that
f0(￿ = 1) = 2bjr2k2￿2
1￿2
2 ￿ 2birk￿1￿2(1 + rk￿2



































2 > (1 + rk￿2
i)(1 + rk￿2
j) (A.21)
must hold. However, as this last inequality can never hold, function f(￿) can
never cross the horizontal axis twice in the interval [0;1]. Even if inequality
(A.15) holds, it can cross the horizontal axis at most once in the interval [0;1].
For f(￿) to cross the horizontal axis at all in the interval [0;1] we must have
f(￿ = 1) = bjr2k2￿2
1￿2
2 ￿ 2birk￿1￿2(1 + rk￿2





































































which can be never the case as it is equivalent to

















which is exactly the inequality in (30).
Inequality (31) can be derived directly form inequality (A.12).
Proof of Proposition 3:
Denote by F and G the numerator and the denominator of
￿TB =




















2) > 0 (A.31)
or, equivalently, whenever
2￿rk￿1￿2F > G (A.32)
As ￿TB = F
G > 0 for ￿ < 0, this inequality can never hold for ￿ < 0, and
therefore ￿TB is a decreasing function of ￿ for ￿ < 0.
From (A.32) it can be seen that for ￿ > 0, we have @￿TB=@￿ ￿ 0 whenever
2￿rk￿1￿2
￿











































Our task is to determine the conditions under which this function has an inter-
section with the horizontal axis in the [0;1] interval.
A necessary condition is that the determinant of the function is positive,
which is the case whenever
￿




> (b1 + b2)2(1 + rk￿2
1)(1 + rk￿2
2) (A.36)
This condition assures that f(￿) crosses the horizontal axis at least once.
We also have that
f0(￿ = 0) = ￿2rk￿1￿2
￿





which means that function f(￿) crosses the vertical axis from above. In this
case, all intersection points with the horizontal axis must be at positive values.
A necessary condition for function f(￿) to cross the horizontal axis twice in
interval [0;1] is that
f0(￿ = 1) = 2r2k2￿2
1￿2
2(b1 + b2) ￿ 2rk￿1￿2
￿







rk￿1￿2(b1 + b2) >
￿





By combining conditions (A.36) and (A.39), we must have
r2k2￿2
1￿2
2(b1 + b2)2 > (b1 + b2)2(1 + rk￿2
1)(1 + rk￿2
2) (A.40)
which can never be the case. Therefore, we have that even if inequality (A.36)
holds, the function f(￿) can cross the horizontal axis at most once in the interval
[0;1]. For f(￿) to cross the horizontal axis at all in the interval [0;1] we must
have












32which in turn holds whenever
2rk￿1￿2
￿































So, we have that f(￿) crosses at least once the horizontal axis in the interval
[0;1] whenever
￿




















































So we have that f(￿) changes sign in the interval [0;1] whenever
￿















































Inequality (37) can be derived directly from inequality (A.34).
33Proof of Proposition 4:
We have to investigate the following inequality:




1 ￿ 2￿￿1￿2 + ￿2
2
￿2
1 ￿ 2￿￿1￿2 + ￿2
























we are interested whether inequality















1 ￿ 2￿￿1￿2 + ￿2
2
￿2
1 ￿ 2￿￿1￿2 + ￿2




holds for any value of ￿ in the interval [￿1;1].
It can be seen that this is an inequality of degree 3 in ￿ and therefore it is
hard to evaluate. Therefore, we only prove that it may hold for the special case
when ￿ = ￿1.
For ￿ = ￿1, inequality (A.53) can be rewritten as













(￿2 ￿ ￿1)(b1￿1 ￿ b2￿2) ￿ 0 (A.55)
This is exactly the condition in inequality (38).
34 
Discussion Papers published since 1999  
 
2004 
Gergely CSORBA: Screening Contracts in the Presence of Positive Net-work Effects MT–DP. 
2004/14 
K. BOGNÁR – L. SMITH: We Can’t Argue Forever MT–DP. 2004/15 
JUHÁSZ A. – SERES A. – STAUDER M.: A kereskedelmi koncentráció módszertana MT–
DP. 2004/16 
Júlia LENDVAI:  Inflation Inertia and Monetary Policy Shocks MT–DP. 2004/17 
A. FREDERIKSEN –E. TAKÁTS: Optimal Incentive Mix of Performance Pay and Efficiency 
Wage MT–DP. 2004/18 
Péter KONDOR: The More We Know, the Less We Agree: Public Announcements and 
Higher-Order Expectations. MT–DP. 2004/19 
BARANYI B. –BALCSÓK I.: Határmenti együttműködés és a foglalkoztatás – kelet-
magyarországi helyzetkép. MT–DP. 2004/20 
L.Á. KÓCZY – L. LAUWERS: The Minimal Dominant Set is a Non-Empty Core-Extension. 
MT–DP. 2004/21 
Miklós KOREN: The Law of Two Prices: Trade Costs and Relative Price Variability MT–DP. 
2004/22 
A. AMBRUS – R. ARGENZIANO: Network Markets and Consumer Coordination. MT–DP. 
2004/23 
LŐCSEI Hajnalka: A vidéki városi agglomerációk fejlődési pályája. MT–DP. 2004/24 
J.D.BROWN – J.S. EARLE – Á. TELEGDY: Does Privatization Raise Productivity?. MT–DP. 
2004/25 
HÁRS Ágnes: A magyar munkaerő-migráció regionális sajátosságairól MT–DP. 2004/26 
 
2005 
GÁCS János: A lisszaboni folyamat: rejtélyek, elméleti problémák és gyakorlati nehézségek. 
MT–DP. 2005/1 
PÉTERI Gábor: Igazodás a piacgazdaság szabályaihoz és megfelelés a helyi elvárásoknak – A 
városi polgármesterek értékrendje, 2004. MT–DP. 2005/2 
SZALAI Ákos: Adóverseny az iparűzési adóban – Az 5000 fő fölötti települések adópolitikája 
a 2000-es években. MT–DP. 2005/3 
Gábor BÉKÉS – Balázs MURAKÖZY: Firm Behaviour and Public Infrastructure: The Case of 
Hungary. MT–DP. 2005/4 
Gusztav NEMES: The Politics of Rural Development in Europe. MT–DP. 2005/5 
Gusztav NEMES: Integrated Rural Development – the Concept and Its Operation. MT–DP. 
2005/6 
JUHÁSZ Anikó –SERES Antal –STAUDER Márta: A kereskedelmi koncentráció tendenciái 
MT–DP. 2005/7 
Hajnalka TARJÁNI: Estimating some Labour Market Implications of Skill Biased 
Technology Change and imports in Hungary. MT–DP. 2005/8 
L. HALPERN – M.KOREN.- Á. SZEIDL: Import and Productivity. MT–DP. 2005/9 
Szabolcs LŐRINCZ: Persistence Effects in a Dynamic Discrete Choice Model – Application to 
Low-End Computer Servers. MT-DP. 2005/10 
Péter VIDA: A Detail-free Mediator and the 3 Player Case. MT-DP. 2005/11 




Viktória KOCSIS: Network Asymmetries and Access Pricing in Cellular Telecommunications. 
MT-DP. 2005/13 
István KÓNYA: Economic Development, Exchange Rates, and the Structure of Trade. MT-
DP. 2005/14 
Gábor G. SZABÓ – Krisztina BÁRDOS: Vertical Coordination by Contracts in Agribusiness: 
An Empirical Research in the Hungarian Dairy Sector MT-DP. 2005/15 
Attila AMBRUS: Theories of Coalitional Rationality. MT-DP. 2005/16 
Jin-Chuan DUAN – András FÜLÖP: Estimating the Structural Credit Risk Model When 
Equity Prices Are Contaminated by Trading Noises. MT-DP. 2005/17 
Lawrence UREN – Gábor VIRÁG: Wage Inequality in a Burdett-Mortensen World. MT-DP. 
2005/18 
Berthold HERRENDORF – Ákos VALENTINYI: Which Sectors Make the Poor Countries so 
Unproductive? MT-DP. 2005/19 
János GÁCS: The Macroeconomic Conditions of EU-inspired Employment Policies. MT-DP. 
2005/20 
CSATÓ Katalin: Egy fiziokrata: Paul-Pierre Le Mercier de la Rivière. MT-DP. 2005/21 
 
2006 
Krisztina MOLNÁR – Sergio SANTORO: Optimal Monetary Policy When Agents Are 
Learning. MT-DP. 2006/1 
András SIMONOVITS: Social Security Reform in the US: Lessons from Hungary. MT-DP. 
2006/2 
Iván MAJOR - Why do (or do not) banks share customer information?. A comparison of 
mature private credit markets and markets in transition. MT-DP. 2006/3  
Mária LACKÓ: Tax Rates with Corruption: Labour-market Effects. Empirical Cross-country 
Comparisons on OECD Countries. MT-DP. 2006/4 
György MOLNÁR – Zsuzsa KAPITÁNY: Mobility, Uncertainty and Subjective Well-being in 
Hungary. MT-DP. 2006/5 
Rozália PÁL - Roman KOZHAN: Firms’ investment under financing constraints. A euro area 
investigation. MT-DP. 2006/6 
Anna IARA: Skill diffusion by temporary migration? Returns to Western European working 
experience in the EU accession countries. MT-DP. 2006/7 
György MOLNÁR - Zsuzsa KAPITÁNY: Uncertainty and the Demand for Redistribution.  
MT-DP. 2006/8 
Péter BENCZÚR - István KÓNYA: Nominal growth of a small open economy. MT-DP. 
2006/9 
Gábor VIRÁG: Outside offers and bidding costs. MT-DP. 2006/10 
Péter CSÓKA - P. Jean-Jacques HERINGS - László Á. KÓCZY: Coherent Measures of Risk 
from a General Equilibrium Perspective. MT-DP. 2006/11 
Discussion Papers are available at the website of Institute of Economics Hungarian Academy 
of Sciences: http://econ.core.hu 
 