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Artificial Intelligence (AI) has been a popular topic in different areas of the
current world. Thus, it is natural that its use is considered in the public sector.
AI brings many opportunities for public institutions and citizens, like more at-
tractive, accessible and flexible services. However, existing stories also show
that the unethical or opaque use of AI can reduce significantly citizens’ trust
in responsible public institutions. As it is important to maintain such trust,
trustworthy AI services are gaining more and more interest. This work aims
to answer the question of what needs to be taken into consideration while de-
signing trustworthy public sector AI services. The study was done in Finland.
The design process was used as a study method and it consisted of qualita-
tive interviews, design workshop and validation with user testing. Altogether
more than 30 Finnish residents participated in the study. Currently, there are
more positive than negative voices about the usage of AI in the public sector,
however, the number of the latter is significant. The most negative voices were
coming from older people of low education and from younger AI specialists.
Moreover, strong trust exists in the public sector. Nevertheless, citizens are
voicing multiple concerns, such as security or privacy. It is important to keep
the public sector services transparent, in order to keep trust in the public sec-
tor and build trust in AI. Citizens need to know when AI is used, how and
for what purpose, as well as, what data is used and why they receive specific
results. Citizens’ needs and concerns, as well as ethical requirements, ought
to be addressed in the design and development of trustworthy public sector
AI services. Those are, for example, mitigating discrimination risks, provid-
ing citizens with control over their data and having a person involved in AI
processes. Designers and developers of trustworthy public sector AI services
should aim to understand citizens and ensure them about their needs and con-
cerns being met, through the transparent service and the positive experience
of using the service.
Keywords: artificial intelligence, public sector, trust, trustworthy ser-
vices, transparency, guidelines, design process, citizens
Language: English
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Chapter 1
Introduction
This chapter introduces the reader to the topic of this master thesis. The first
section 1.1 presents the background work and motivation for choosing the
topic of this thesis. Next, the research questions that lead this work are pre-
sented in section 1.2. The scope of the thesis is described in section 1.3 and the
structure of it in section 1.4.
1.1 Background and motivation
Recent advances of Artificial Intelligence brought again more popularity to
this topic, after somewhat slow progress during AI winter [1, 2]. Despite this
recent focus on AI, there is no one definition yet that majority would agree on
[1, 3, 4]. As the context of this study is placed in the Finnish public sector, I will
provide here a definition from a Finnish document [5]:
[...] artificial intelligence refers to devices, software and systems
that are able to learn and to make decisions in almost the same man-
ner as people. Artificial intelligence allows machines, devices, soft-
ware, systems and services to function in a sensible way according
to the task and situation at hand.
The number of applications of AI is rapidly growing, therefore gaining also
the interest of governments and public organizations [6–8]. There are multiple
arguments provided, for why AI would be useful especially in the public sec-
tor context. Sun et al. [9] argue, that AI, being more flexible than previous
automation technologies, is better suited to the public sector, where environ-
mental settings are constantly changing. Other arguments are that without
modern technologies, the public sector is less satisfying than the private one
[10] or that AI can lower the administrative burden and take on mode complex
tasks, that would enable government workers to focus more on citizens needs
and lower the corruption [10, 11]. European Commission sees that AI could be
used for services that could serve citizens 24/7 in more agile, accessible and
faster way [7].
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There are already cases existing of AI usage in the public sector. In the USA
machine learning was used to recognize the handwriting on envelopes since
the late 1990s [10]. More generally, it has been used in education systems,
social policies or health inspections [9]. In Finland, the Aurora AI project is
under development, that would become a 24/7 available interface between the
citizen and many public services [5, 12]. In fact, Finland seems to be motivated
to create ”world’s best services” [5] with the use of AI. Their general vision
from the document from late 2017 document [5] is:
In another five years time, artificial intelligence will be an active
part of every Finn’s daily life. Finland will make use of artificial
intelligence boldly in all areas of society - from health care to the
manufacturing industry - ethically and openly. Finland will be a
safe and democratic society that produces the world’s best services
in the age of artificial intelligence. Finland will be a good place
for citizens to live and a rewarding place for companies to develop
and grow. Artificial intelligence will reform work as well as create
well-being through growth and productivity.
However, currently available services are not always beneficial for society.
AI Now report [6] mentions that multiple of deployed automated decision sys-
tems are untested or poorly designed, are therefore often redound to mislead-
ing results or illegal violations of civil rights. For example, the report mentions
cases of cancelling thousands of visas due to system error, unsafe and incorrect
cancer AI recommendations or automated decrease of social help allocation
without any explanation or possibility to contest it. Moreover, as one survey
from 2019 [13] shows, the majority of citizens are not aware of AI being used,
neither they are prepared for it. In 2019 AI Now Institute published another
report with all cases of automated decision systems used in US public adminis-
tration [14]. Most of those examples came as an unpleasant surprise to citizens
of New York, decreasing the trust of citizens [15].
All those cases show how important applied ethics are in the development
of such services. Experts agree that it would help in minimizing negative out-
comes [16]. In fact, when users perceive ethical standards of the service as
low, the image of the provider may be damaged [17]. Even when it would be
service developed by the third party, it is a public organization that would be
held responsible by their failings [6]. In summary, creating ethical AI services
is needed and it confers a dual advantage for the public sector: from one side it
enables to identify and leverage new socially acceptable opportunities, on the
other side it helps in preventing costly mistakes [1, 17, 18]. The need for ethical
AI is reflected also in the start of new organizations like AI Now Institute, or
big grants for this field of study from MIT [16].
Making AI services ethical, helps in building citizens trust to the provider,
here public sector [1, 3, 17].Trust can be defined as ”as the attitude that an
agent will help achieve an individual’s goals in a situation characterized by
uncertainty and vulnerability” [19]. Trust building to the automation is said to
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follow a similar process as to other humans, however, it is not totally alike [19].
Arnold et al. [20] states, that the level of public trust to AI is yet lower than
to other technologies, due to less knowledge available and bigger complexity
of it [3]. However, some say that it is not AI that should be trusted, but rather
the organizations and regulators who are responsible for it [21], specifically
the impersonal institution rather than people behind it [22]. Last but not least,
trust is said to be dynamic [23], non-binary and context-dependent [24]. For
example, a citizen can trust the organization but might not trust the system
they use, or vice versa. Talking about trust to institutions or systems, often the
adjective ”trustworthy” is used. It is used as a measure of how much factors
influencing the trust are met [25, 26].
Trust in digital services, therein those with AI is vital for citizens to use
them [3, 27] and for society to keep on developing and deploying AI systems
[28]. Moreover, trust in the system can also increase the productivity of using
it [29]. People are likely to resist technology which they do not trust, even if
it promises vast economical or social benefits [30]. Hence, current European
politics are focusing on scaling the trustworthy AI [28]. Specifically, they also
address the great opportunity of European public sector to play a significant
role in uptaking, adopting scaling trustworthy AI [7]. As motivation, they
mention that it can lead to new opportunities for research and entrepreneur-
ship, leading to responsible and welfare-enhancing innovations.
Furthermore, trust in the public sector is of the same value, as it is positive
for economic, social and psychological well-being [31]. Similarly to the trust in
AI, here also lack of it can make citizens resist usage of public sector services
or even actively oppose its regulations [22]. On the other side, trust to the pub-
lic service increases its efficiency and reduces complexity [22]. Nevertheless,
it is suggested that some level of distrust is healthy and needed to maintain
administrative accountability [32].
To ensure ethical and trustworthy public sector AI services there is a need
declared for principles and guidelines [16]. The absence of such can be re-
flected in the uncertainty of the technology [16]. There are already existing
initiatives, directives and guidelines that aim to help in creating trustworthy
AI systems [17], public sector e-services or usable digital interfaces [33]. How-
ever, as Rostlinger and Croholm hypothesise, design guidelines should be as
much context-based as possible, in order not to be perceived as too superficial
[33].
Moreover, existing guidelines and research about ethical AI systems are of-
ten the results of discussions with industry and academic expert stakeholders,
rarely including citizens needs and voices [17, 30]. In the research for explain-
able machine learning and AI the focus is on technology, rather on usability for
end-users [34]. Since the development of sociotechnical theory, we know that
efficient systems need to have both technology and users considered during
the design and development [35]. Therefore, there is a need stated for un-
derstanding public concerns and needs, as well as for including citizens in the
public sector AI services development [2, 10]. Last but not least, the final report
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of Finland’s Artificial Intelligence Programme 2019 [12] states that the already
existing trust towards the public sector obliges to them to actively understand
the prerequisites for trust and ensure human-centric operations.
This thesis aims to provide guidelines for the public sector that would help
them in providing trustworthy AI services, hence building the trust of citizens
to AI and the public sector. They are built based on the extensive literature
review and the empirical design process with the participation of Finnish res-
idents. The latter process was done as a part of ”Citizen Trust Through AI
Transparency” [36], organized by the company called Saidot, conducted to-
gether with three Finnish authorities: Siitra, Ministry of Justice, Kela; and two
Finnish cities representatives: Espoo and Helsinki.
1.2 Research questions
The main research question of this master thesis is as follow: What needs to
be taken in consideration while designing trustworthy public sector AI ser-
vices?.
This question is accompanied by four more detailed question, that will lead
the focus of this thesis:
RQ1: What are the current attitudes and concerns of citizens towards the use
of AI in public sector services?
RQ2: What information about public sector AI services is needed to be trans-
parent for citizens’ trust?
RQ3: What factors can affect citizens’ trust in AI services of the public sec-
tor?
RQ4: What should be included in guidelines for trustworthy public sector AI
services?
1.3 Scope of the thesis
The process of answering the research questions is set in the Finnish environ-
ment. To be more exact, the empirical work of this study is based purely on
interactions with over 30 residents of the Metropolitan Area of Finland. While
for quantitative studies 30 might seem a low number, in case of qualitative
studies present in this thesis, this is a sufficient number of participants. Re-
garding the literature review, only a part of it consists of studies done with
Finnish or Nordics recipients and Finnish documents, due to the scarcity of
those.
By the public sector AI services I mean services provided by public insti-
tutions for citizens, that are using AI systems. The examples of such services
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could be health-condition predictions, assistance and decision making in ap-
plications for social benefits, education or immigration impact assessment on
local society or economy. Nevertheless, due to the novelty of the topic, the
reviewed literature also includes different AI-related technologies, such as au-
tomatic decision systems or machine learning.
The empirical study presented in the thesis was a part of the ”Citizen Trust
Through AI Transparency” [36], organized by the company called Saidot. The
citizen interactions were planned, organized and conducted in collaboration
with the Finnish design lead from Kela and graphical designers consultants.
With the former, we organized and conducted interviews and user testing.
The help of the Finnish designer was especially needed when conducting the
interviews with people who were not comfortable speaking English. With the
graphical design consultants, we designed and produced the public sector AI
service prototype. The study participants were permanent residents of Fin-
land. In the following study, they are sometimes also called as citizens.
This thesis brings three main contributions. The first is the analysis of the
current attitudes and concerns of Finnish residents towards public sector AI
services. The second is the understanding of what transparency means for
citizens and how would they like it to be. The third is the set of guidelines on
what to include in the design and development of trustworthy public sector
AI services. Those guidelines are based on citizens needs and concerns, as
well as, on expert opinions. The practical outcome of the first contribution
is in the form of the personas (appendix D), while the practical outcome of
the second and third are grouped in guidelines document (appendix F) and
visually presented as a service prototype (appendix E).
1.4 Structure of the Thesis
The structure of the thesis is as follow. Firstly, the methods used for the litera-
ture review and empirical study are presented in chapter 2. Next two chapters
3 and 4 contain the results of this thesis. Table 1.1 presents which of the lit-
erature review and empirical study sections answer on which of the research
questions. During the each of empirical study parts, that is interviews, design
workshop and user testing, multiple research questions were tackled with dif-
ferent focus. Hence, there is no clear division between the section and research
question. Next, the answers to the research questions are discussed in chapter
5. Last, the conclusions are presented in the chapter 6.
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LR 3.1 LR 3.2 LR 3.3 LR 3.4 E: Int 4.1 E: DW 4.2 E: UT 4.3 E 4.4
RQ1 X X x x
RQ2 X X X x
RQ3 X X x x
RQ4 x x x X
Table 1.1: Which section of the thesis answer on which research question. Leg-
end: X - answers on the big part of the question; x - answers partially; LR -
Literature Review; E - Empirical study; Int - Interview; DW - Design work-
shop; UT - User testing
Chapter 2
Methods
This chapter presents the methods used in this study. Firstly, it introduces how
the literature review was performed in section 2.1. Next, it presents the process
of the empirical study in section 2.2, with its separate parts in according sub-
sections. The processes of literature review and empirical study started at the
same time, however, the former was finished after the empirical results were
produced.
2.1 Literature review
The literature review started with the beginning of the ”Citizen Trust Through
AI Transparency” project in 2019 and continued until May 2020. In the begin-
ning, the reviewed materials were the one suggested by people involved in
the ”Citizen Trust Through AI Transparency” project. They were actively shar-
ing not only scientific papers but also technical reports, online guidelines or
directives, such as ”Directive on Automated Decision-Making” [37], ”AI Now
Report 2018” [6] or ”Ethically Aligned Design: A Vision for Prioritizing Hu-
man Well-being with Autonomous and Intelligent Systems” from IEEE [38].
After the empirical study, the materials were searched for using the scien-
tific papers search engine, called Google Scholar. I used several different search
prompts, that was the combination of following keywords: Public Sector, AI,
Artificial Intelligence, Interface, Design, Guidelines, digital, systems, services, recom-
mendations, design guidelines, ethical, transparency, trustworthy. The delay with
the literature review was caused by time restrictions. On the bright side, mul-
tiple relevant new materials were published in the time of delay, such as ”De-
signing Explanation Interfaces for Transparency and Beyond” from 2020 [39]
or ”Ethical framework for a fair, human-centric data economy” report from
October 2019 [35].
Materials were chosen firstly based on their relevance from the title and the
abstract. Next, the conclusions were assessed to validate whether the material
can indeed be useful. Chosen texts were read and most important quotes and
notes from them were saved in the text document. Those quotes and notes
were grouped into four different sections relating to the research questions.
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When this step was over, the notes inside each group were analyzed and clus-
tered based on the topic they were stating.
2.2 Empirical study
This section presents the methods used in the empirical study. In the first sub-
section 2.2.1, a reader can see the overview of the design process of guide-
lines. The following sections presents accordingly how the interviews 2.2.2,
design workshop 2.2.3 and user testing 2.2.4 were organized, conducted and
analyzed.
2.2.1 Process
The process of the empirical study was inspired by the Double Diamond method
launched by the Design Council in 2004, right now being ”world-renowned
with millions of references to it on the web” [40]. Double Diamond consist of
four main parts: Discover, Define, Develop, Deliver [40]. Those are compared
below with the process used in this thesis, which is presented in the chart 2.1.
The Double Diamond method was, for instance, successfully used in designing
environmental sustainability strategies in 2014 [41].
Figure 2.1: The design process of guidelines.
The first iteration in the Double Diamond method is called: Discover. There,
it is suggested to research and understand the real problem [40]. Hence, the
empirical study started with a series of qualitative interviews with Finnish res-
idents, described in more detailed in subsection 2.2.2. The aim of those inter-
views was to understand the state of current knowledge, concerns and needs
of citizens towards the AI used in the public sector.
The next step in the Double Diamond is Define. During it, designers should
aim to define the challenge based on the results of the first step [40]. This
step was done through the interview analysis, described in detail in subsection
2.2.2. During that step, the direction on trustworthy AI services was taken. It
also resulted in creating personas.
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The third step of the Double Diamond is Develop. There it is suggested
to provide several different solutions to the defined challenge [40]. It is also
suggested to involve a range of different people in designing such solutions,
that is to co-design with them [40]. The time scope of the project didn’t allow us
to provide more than one solution to the challenge, unfortunately. However,
the step of co-design ideation with Finnish residents was performed, in the
form of a design workshop. This part is described in subsection 2.2.3. The
aim of the workshop was to brainstorm together on how trustworthy PS AI
services could look like. Based on the knowledge from there and interviews,
the first draft of the guidelines was created.
The last step of the Double Diamond is Deliver and it involves testing solu-
tions and developing the best one [40]. Since there was only one solution de-
veloped in the third step (guidelines), in this study in the last step we focused
on improving it with user testing. However, we realized that the document
with guidelines would not be a good material to test with citizens. Therefore,
we decided to develop a prototype of the AI public sector service based on
guidelines, which citizens could relate to. Hence, Deliver step was an itera-
tive process of following actions. Firstly, we created a public sector AI service
prototype based on the created guidelines. Next, we tested the prototype with
citizens. Based on the received feedback, we updated the guidelines and ac-
cordingly updated the prototype again. The process of updating the prototype
and testing it was repeated twice and is described in more detailed in subsec-
tion 2.2.4.
2.2.2 Interviews
The empirical study process was started with the series of qualitative inter-
views. Three goals of them were to:
• Check how much do people know (e.g. How their data is used? What is
AI?).
• Understand citizens attitude to AI, especially in regards to AI in the pub-
lic sector.
• Understand people needs in the cases where AI is used in the public
sector (e.g. If they want transparency? How much information?)
. For reaching those goals, we agreed to prepare semi-structured interviews,
which provide a structure (e.g. outline of questions or topic to ask) that doesn’t
need to be strictly followed [42]. Based on the researches [42, 43], we found that
semi-structured interviews can provide us a good balance between getting in-
depth answers and spending less time on them, comparing to those structured
or not structured interviews. The questions used in interviews are attached
in the appendix A. The interviews with citizens were prepared, piloted and
performed with the design lead from Kela.
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We aimed to have 20 interviews with as representative groups for future
users of AI public services. Therefore, we decided to interview four different
groups of people differentiating on two axes: education level (academic and
less) and age (under and above 30). Moreover, plans were to talk with people
educated in fields connected to AI and not. All of the participants needed to be
either Finnish citizens or live in Finland for 3 years or more. As I cannot speak
Finnish, I was conducting the interviews only with those participants who felt
comfortable with English (around half). The other part of interviews was led
by the designer from Kela in Finnish.
The structure of the interviews was as follows. Firstly, after basic demo-
graphic information, interviewees were asked about their general knowledge
of data and AI. Therein, we asked for their current attitudes to the private and
public sector data usage and how do they understand AI. The second section
was focused on the use cases. Every participant was given between 2 and 4
use cases and after each of them asked a few questions regarding their first
feelings, eventual concerns and need for clarifications. The third and the last
part was to ask a few closing questions focused on using AI in public services.
The interview was planned for 45 minutes and participants were offered one
movie ticket for participation. Interviews were audio-recorded.
The use cases are attached in the appendix C. They were chosen is such a
way to cover different sectors of AI usage like AI assistant, impact assessment,
decision making and future predictions. Those sectors were chosen based on
discussions with AI experts as well as Public Sector representatives. Moreover,
we aimed to make as easy as possible for interviewees to relate to the presented
situation. Therefore, for one of the use cases, where we talk about the predic-
tion of future social exclusion, we use two examples: either with grandmother
or grandchild. Those were given out to participants depending on their age,
so younger participants were given an example with the grandmother as they
might not have yet associations with having children in school. Furthermore,
those cases are on purpose very scarce in any information. They are often lack-
ing reasoning, purpose or information about the data source. The reason for
that was to nudge participants to say what is being missed the most. Men-
tioned use cases were given out to participants in the counterbalanced order,
to avoid the bias.
The interviews were analysed with the grounded theory approach, due to
the novelty of the researched topic of AI use in the public sector, as suggested
in a few studies [42, 44]. No hypotheses neither codes were stated prior. As a
first step, interviews recordings were transcribed and uploaded to the Atlas.ti
tool. Later, while reading the transcriptions, important citations were selected
and coded. The codes were being generated and updated during the whole
process. At the end, each code was consisting from two to four parts repre-
senting its location, type and meaning, such as: UC1 feeling positive excited.
Later on, codes were checked with the demographics of participants to under-
stand existing dependencies. They were also clustered by topics to understand
the repetitive patterns and summarize citizens attitudes, concerns and needs.
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2.2.3 Design workshop
Design workshop was a second step of the empirical study, after the inter-
views and its analysis. Its goal was to engage citizens in creating the interfaces
of trustworthy AI services by a co-design ideation session. The method for
the workshop was inspired by the ideation methods described in the book of
Michanek and Breiler [45].
For the workshop I invited eight Finnish citizens and residents. Six of them
also took part in the interview. The participants knew only the topic of the
workshop before coming, which was about trustworthy AI services of the pub-
lic sector. The workshop was planned to last two hours and participants were
offered two movie tickets for the participation. Some beverages and snacks
were served during the workshop.
The workshop started with a warming up and ice-breaking game. Partici-
pants were asked to line up in the given space from the lowest to the highest
level of how their day went, how much do they know about AI and how much
would they trust AI. Later, participants were put in groups of 2, 3 and 3 and
sat down in indicated places. Each group received one type of AI usage in the
public sector. In the groups, people were asked to acknowledge given materi-
als, discuss it and then save the results of the discussion in the writing, notes or
drawings. Each group was given blank A3 papers, post-its, pens and colourful
markers. The main area of the questions asked to each of the cases was how to
make the following case trustworthy.
After the first round of the ideation, participants were asked to cover their
results and change places. Both the case they worked on and groups were
changed. The motivation for performing those rotations was to increase the
opportunities for innovative and exploratory approach while discussing with
people of different perspectives, as well as to minimize bias and stagnation.
In the second and the third round, participants were firstly doing the same
actions as in the first one. After around 10 minutes though, they were asked
to uncover previous group(s) results. Then, they could either get inspired by
previous ideas or comment on those.
Used cases can be seen in appendix C. Each of them consists of short intro-
duction, information about possible input, process and output, example case
and questions. The first case is related to the decision making AI, for example
where a person looking for a student flat would be assigned one automatically
by AI. The second was about the impact assessment by AI, for example where
government would be willing to measure the impact of the education in Fin-
land on Finns’ well-being by tracking their data, like health or income. The
third use case was about predictions done by AI, where artificial intelligence
could be used to provide the prediction about possible disease risk for you,
based on your work and family health data.
The workshop was ended with the whole group discussion. Firstly, each of
the AI usages in public service was discussed. Specifically, participants were
asked for their most important insights from the brainstorming stage. Later,
CHAPTER 2. METHODS 17
we discussed the whole topic of AI use in the public sector and the workshop
itself.
Similarly to interviews, design workshop analysis was also done in the
grounded theory fashion. However, no digital tools were used for analysis
there, as the amount of collected materials from the interviews was smaller
than from the interviews. The main part of the analysis was affinity mapping
with use of post-its, where the post-its were grouped based on topic resem-
blance.
In the first step of the workshop results analysis, each use case was anal-
ysed separately. The topics that appeared there were relating to the questions
are post-its are answering on, like what should be included in the interface
or when and how should a person be informed. The clusters created based
on those topics were saved in the text document. As the next step, all post-
its from all use cases were mixed together and clustered based on the topic
of the context they consist, such as transparency, data sharing or human in-
volvement etc. Those clusters were also saved to the text document. At the
end, there were also comments from the discussion added to each of the sec-
tions. In summary, the results presented the information on how transparency
should be performed in different public sector AI services, as well as, what
needs to citizens have towards such services.
2.2.4 User testing
The user testing was the last step of the empirical study. It aimed to understand
whether the information and ideas gathered in interviews and design work-
shop are correctly understood by us and complete. For reaching this goal, I
first created the first draft of the guidelines for the design of trustworthy pub-
lic sector AI services, that addressed all needs, transparency vision and con-
cerns that were listed in the previous interactions with participants. However,
together with other project stakeholders, we realized that testing guidelines
with Finnish citizens might be not successful for our needs. It might have been
difficult for people, who are not designers, to understand, relate and check
such guidelines. Hence, the idea came for creating the AI public sector service
based on the guidelines.
We decided to create a digital prototype, that would be easily relatable to a
diverse group of Finish residents. In the fake service, coming from the public
sector, citizens would be offered predictions of their possible health issues in
the future. The visual, web-based prototype was created by the external part-
ner of the project and is presented in appendix E. It was designed following the
first draft of the guidelines. In the beginning, the prototype was divided into
three stages: application, where clients could choose which data they want to
share; waiting, when the data was being processed; and results with the pos-
sibility of sharing the results with other organizations. Later, the informative
stage was added.
The user testing was done in three iterations. The first one was piloting
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and is not used in the below results. That stage, however, helped us to find
some issues in the prototype, which upon fixing made the prototype more
relevant for citizens. The next two iterations started with the user testing of
the prototype with three to five participants per round. Next, the results of
the testing were analysed. The final step of the iterations was to update the
guidelines and prototype, based on the analyzed feedback from the testing. All
iterations led to the state, were a prototype, and therefore guidelines would be
approved by citizens.
Chapter 3
Literature Review
This chapter presents the results of the literature review. Its sections are rep-
resenting answers to four helper research questions. Section 3.1 tells about
current attitudes to and concerns about the public sector, artificial intelligence
and AI used in the public services. Next, the needed transparency, that is ser-
vice information that needs to be visible for citizens, is described in section
3.2. The factors needed for the development and operations of a trustworthy
public sector, AI and PS AI services are described in section 3.3. Finally, the
last section 3.4 presents the current state of reviewed knowledge about what is
needed in guidelines.
3.1 Attitudes to and concerns about the use of AI in
the public sector
This section presents the results of the literature review on the attitudes and
concerns about the use of AI in the public sector. It starts with the analysis of
attitudes separately to the public sector and AI. Due to the local dependency
of the citizens trust to public organizations, the first subsection 3.1.1 relates
only to the state of trust of Finnish citizens to its public sector. In the next two
subsections 3.1.2 and 3.1.3, the current attitudes and concerns towards solely
AI are presented. Finally, the attitude and concerns together to the AI used in
the public sector are grouped in subsection 3.1.4. All concerns are grouped in
the table 3.1.3.
3.1.1 Trust in Finnish public sector
When living in Finland one can see, that trust is an important factor for Finnish
citizens. In fact, the confidence in public organizations is what makes Finland
strong [32] and no other EU country ranks higher in the level of citizen trust
than Finland [12]. In 2008, Salminen and Ikola-Norrbacka [32] run a citizen
survey with almost 2000 respondents where they measured trust levels in dif-
ferent public and private organizations. As their analysis shows, especially
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trust in the public institutions is ranked high - on average 80 % of respondents
agreed that they have trust to the public sector and societal organizations.
When looked into details of the survey, especially police, education system
and military were highly ranked. The government and politico-administrative
institutions were ranked notably lower, however still positively [32].
Salminen and Ikola-Norrbacka [32] also researched on the current opinion
of different features of public administrations. They report about only two
features that were ranked positively: suitable behaviour of public servants and
accessible application forms. Close to the neutral point were statements about
the clarity of the language and processes. Ranked as the worst was a fact of
delays in the processes.
3.1.2 Current attitudes to AI
As to my knowledge, the most extensive study on the public attitude to the AI
was done by Fast and Horvitz in 2017 [2]. They looked for long term trends
in public perception of AI-based on articles published in the New York Times
between January 1986 and June 2016. One of the core findings was that there
were a two to three times more of optimistic articles than pessimistic, no matter
how much publicity AI had in general. However, it was also accented, that
concerns like the existential fear or worry about the jobs are as well growing in
popularity in the last years. Another study from the UK, however, mentions,
that citizens are yet not aware of AI being used [30]. Only one third would
say that AI is used in different decision making and around one-tenth that it is
being used in workplace and justice systems.
Three other studies focused on testing the adoption and perception of au-
tomated systems in real-life situations[46–48]. The first [46] tested how people
are adopting algorithms in tasks with possible collaboration between human
and AI. Their results indicate that people are more demanding to automated
systems than to humans. While we are able to forgive people for occasional
mistakes, even faltering of algorithms can make us less likely to use it, which
keeps being true, even when the system actually outperforms humans [46].
That was confirmed also in a study conducted by Dietvorst et al.[47]. They
found out that people believe that algorithms cannot learn from their mistakes
and therefore are easily becoming much less trustworthy after making errors.
The third study focused on the perception of management decision made
by AI in comparison to those made by the specialist [48]. The main outcome
of the study was that the trust in algorithms is task-dependent. In mechan-
ical tasks, like work assignment or scheduling, participants found decisions
made by algorithms and human specialist equally fair and trustworthy. Those
made by algorithms were described as efficient and objective. However, in hu-
man tasks, such as hiring or evaluation, decisions made by algorithms brought
more negative emotions, felt less fair and gained less trust. As a reason, partic-
ipants of the study mentioned algorithms’ perceived lack of intuition and sub-
jective judgement capabilities. Moreover, the experience of being evaluated
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by machine felt dehumanizing, in contrary to the feeling of being appreciated
when it is a human specialist performing the evaluation. Only a small group
of participants mentioned algorithms as fairer in making this type of decisions,
due to their lack of human bias or favouritism. That was partially contradicted
with the citizens’ jury conducted by RSA Forum of Ethical AI [30]. There, par-
ticipants also agreed that they are open for the use of mechanical tasks, but
as examples gave evaluative tasks, such as deciding about the raise or promo-
tion. As a reason, they started to be attracted by the unbiased assessment of
their performance.
The favourability of algorithms also depends on the context of the culture
one is a part of. Nitto et al. [49] reviewed a survey, which checked attitude
to various types of robots amongst residents of three different countries: the
USA, Japan and Germany. For example, the favorability for testing self-driving
cars on US roads is in general positive. In more detail, Japan has the least peo-
ple who do not like it (11 %), the USA has the most people who are extremely
favourable (26 %) and Germany has the most of those opposing (27 %). The
other system, AI phone operator, on the other hand, was scored mostly posi-
tively, especially in Japan.
Few studies yet mentioned which groups tend to trust algorithms more.
According to Lee and See [19] higher complacency makes people trust au-
tomation in a smart way, that means, the trust is more conditional, aware and
sensitive of possible failures that might happen. In the study of Alexander and
Blinder [46] it was discovered that the more educated participants were, the
better algorithm adoption was happening. They also found out that women
were trusting in algorithms more, but it might have been an artefact of women
having generally better education. In the other literature review, it was sum-
marized, that trust in automation is affected by human traits such as age, gen-
der, ethnicity or personality, however, more research is needed to state concrete
results [23].
3.1.3 Current concerns about AI
There are various concerns appearing in the researches about AI implementa-
tion, all of them are grouped in the table 3.1.3. Fast et al. list different worries
that were the topic of articles of New York times in the last 30 years [2]. The
most frequent and growing ones are worries of humans’ loss of control of AI,
absence of appropriate ethics for AI, and the negative impact of AI on work.
Another, frequently mentioned concern is lack of progress of AI (advancing
much more slowly than expected), however, it is descending in the popularity
in recent years.
Other studies mentioned concerns like: being tracked, not being able to
evaluate qualitative features, inability to accommodate exceptions (or treating
everyone homogeneously), potential errors, loss of human contact and em-
pathy, misuse, social injustice, bias or threat [2, 3, 30, 46, 48]. The last of the
concerns is specifically explained by Elkins et al. [50]. Feeling of threat seems
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to appear when expert users receive counter-attitudinal advice. Followingly,
that can generate a negative attitude towards the system. Moreover, in the
RSA jury [30], citizens also doubted whether making any decisions based only
on statistics can be morally acceptable.
Furthermore, Fast et al. [2] analyzed the hopes appearing in New York
Times articles. The most often repeated hopes were: a positive impact on work
(mechanical tasks are done by robots), decision making (help in making better
decisions with AI or expert systems) and entertainment (better games expe-
rience, recommender systems). Moreover, following hopes were mentioned
twice less but still on the significant level: improvement of education, trans-
portation, healthcare, merging of human and AI. There was no growing ten-
dency discovered in the frequency of articles containing hopes, but it stays on
a higher level than the frequency of the ones with concerns.
Two survey studies were found that checked Finnish citizens’ attitude to
Artificial Intelligence topics [21, 27]. The first focused on how citizens are using
different accessible services that use their personal data. The survey was con-
ducted in four different countries: Finland, Germany, Netherlands and France,
in each asking around 2000 inhabitants aged 18-65, below summary represents
only Finnish results. One of the questions asked was about terms and condi-
tions. There, 37 % admitted to reading those and 39 % said to understand them
fairly well. They also researched whether people change settings for two dif-
ferent reasons: personal needs and due to news about leaks. For the former, 33
% said to adjust settings and for latter 27 %. The reasons for that can be feeling
it is not important (30 %) or not knowing how to change those (20 %). In gen-
eral, Hyry [27] mentions that Finland has the lowest percentage of lowering
the use of services due to leaks.
Demographic wise, Hyry [27] found out that students read terms and con-
ditions the least often, in contrast to people of vocational or compulsory ed-
ucation level. Privacy settings changes were done most often amongst young
adults (18-24 y.o.) and were dropping with the age. It was also noticed that
the lack of trust to AI is greatest with senior and senior staff, lower-salaried
employees, entrepreneurs and respondents aged 25-34.
In Trust & AI report [21], 412 Finnish citizens were asked about topics like
emotions triggered by AI and trust to different usages of it. For the former
topic, there were three emotions on a lead in responses: optimism (57 %),
doubt (57 %) and excitement (52 %). Fear was mentioned by 18 % and joy by 12
%. When asked about trust to AI in general on a scale from 0 to 10, the average
response was 6.5. In the survey, participants were also asked about trust to AI
used for making decisions. There around half of the respondents would not
trust AI used in the job application process, whether from the perspective of
the employer or applicant.
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3.1.4 Current attitudes to and concerns about AI used in Pub-
lic Sector
In 2019 an international consulting company conducted a survey with more
than 14 000 internet users around a world to check their attitude to decisions
made by AI, especially in public services [13]. The results were optimistic. For
11 out of 13 cases they presented, participants were cautious positive. That is,
they were positive about using AI in those cases, however, they voiced vari-
ous concerns. Two cases that were not accepted by the public were decision
making as parole or judge.
On the other hand, research and healthcare seem to be the most supported
sectors for AI use [30, 51]. Especially in Finland, people are also content with
sharing their data for scientific research purposes [27]. In another study con-
ducted in Nordics, 69 % of participants would trust medical decisions made by
AI, 43 % of which only when human would be involved in the decision process
[51]. Furthermore, in the study conducted only in Finland, around 66% of re-
spondents would not trust medical advice if their doctors will not recommend
it or not tell how the decision was done [21].
The international survey also checked for a correlation between the demo-
graphics of participants and their attitude [13]. It found that younger people
are the more trust they have towards use of AI. Also, urban residents are on
general more supportive towards AI. Moreover, it was discovered, that the
support for AI use is bigger in countries of less developed economies, where
the level of corruption is higher. On the other hand, Carrasco et al. found out
that support for AI used in the public sector moderately correlates with the
trust in the government in countries of more stable economies.
In the survey, participants were also asked for their concerns related to AI
used in the public sector [13]. It listed worries such as ethical issues being not
yet resolved, lack of transparency in decision making, incapability of the public
sector to use AI, the potential for bias and discrimination and accuracy of the
results and analysis. Another concern was emphasised in the UK’s citizens’
jury [30]. There, participants were the most worried about data collected by
the public sector being used by other organizations, like for insurance claims.
Four other studies presented expert opinions on possible wrong scenarios
when AI would be used in public sector [4, 9, 11, 17]. Firstly, they voice the
worry of possible misuse of an AI tool and data it uses. Wirtz et al. [4] focuses
on possible misjudgements and AI discrimination bias, while Floridi et al. [17]
add the possibility of underusing AI tools, which can cause opportunity costs.
On the other hand, Sun and Medaglia [9] mentions that citizens who are not
convinced about AI use might lose their trust in public organizations. Smith
et al. [11] presents two other possible dysfunctions. First, focus on the out-
puts, where automated systems gain too big authority and therefore its results
are not questioned by specialists and the room for flexibility is limited. The
second, called blame the technology, drives from the first. There, the respon-
sibility for any actions and decisions is put only on the system, which leads to
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accountability dysfunctions.
We can learn about the Finnish-specific attitude to AI used in the public
sector from AI & trust report [21]. From one side, 46 % of study participants
voiced that they are concerned to use AI for decision making in the public sec-
tor (in comparison to 36 % for the private sector). They were most concerned
about using it in surveillance and security and the least in scientific researches.
On the other hand, when asked about an opinion about applying AI in the
public sector, 40 % of respondents actually stayed neutral, 29 % positive and
17 % negative. Asked for specific data that citizens are ready to share with
the public sector, the biggest group (37 %) would be good with sharing health
data, while the smallest (2 %) with sharing offline relationships.
3.2 Transparency of AI services for building citizens’
trust
This section is focusing on the information about the PS AI services that are
needed to be visible for citizens to trust it. In other words, it focuses on the
level of needed transparency. The term transparency, as well as motivation
for having it, is explained in the subsection 3.2.1. The next subsection 3.2.2 fo-
cuses on what information is needed from the public sector services in general,
whether or not they are using AI. From the other side, subsection 3.2.3 is intro-
ducing the transparency needed for AI systems in general. Finally, subsection
3.2.4 presents transparency requested for the public services that would use
AI. Grouped information needed for trustworthy of the public sector, AI or PS
AI services are presented in the table 3.2.2.
3.2.1 Definition of and motivation for transparency
The transparency has two meanings in the AI sector: first, the technical inter-
pretability of AI actions; and second, the justifiability of the AI processes and
outcomes, focused on the whole service that would use AI [52, 53]. In this
study, I am interested in the second meaning, that is more relevant from the
perspective of citizens, as it includes factors such as availability of the infor-
mation, conditions of its accessibility and relevance for the citizens [53].
There are multiples motives in the literature for having AI systems and ser-
vices transparent. Firstly, it allows citizens to better understand and AI actions,
which followingly leads to their more positive attitude to the system [3, 31]. It
also enables citizens to better evaluate AI actions, that helps in preventing risks
or misuses [16, 38, 54], encourage to the use of AI [17, 34] or help in remedy-
ing bias [55]. Moreover, Turilli and Floridi [53] argue that transparency is a
”proethical condition for enabling or impairing other ethical practices or prin-
ciples”.
Most importantly, transparency is needed for citizens to trust and accept
the services, as indirectly presented in the above points and directly in several
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other materials [3, 20, 23, 34]. Specifically, the public sector is requested to
keep great transparency [4, 6, 10, 55]. That is confirmed by studies with citizens
done in Finnish [21] and Nordics [32] environments. However, the information
presented has to be understandable by its users to avoid disinformation [52].
The research gap for accessible transparency is mentioned by Abdul et al. [34].
3.2.2 Transparency of public sector services
There are several aspects that are recommended for the public sector in the
general context in order to keep or grow citizens trust. Rostlinger and Croholm
focus on making sure that public sector services are perceivable, comprehensi-
ble and well-preparing for any next action [33]. They suggest to include clear
information about the purpose of the service (What is the offer? Who benefits
from it?) and the overview of the service process. Moreover, in any e-services,
the navigation should be clear, before taking any actions users should know
what will happen next and they should be receiving feedback from the system
about was they and system did. Additionally, Lee adds the need for informa-
tion about procedures used for any decision making [48].
3.2.3 Transparency of AI systems
Most of the literature about AI transparency are guidelines which are based
on expert knowledge. However, three studies were found, where potential
users were asked for their needs. Tsai and Brusilovsky performed a design
study, where they asked users for their needs in decision-making AI system,
with the focus on explanations [39]. First of all, they discovered that for users
to call the system transparent, they needed to see a personalized explanation,
data sources and process in an understandable manner. When asked for fac-
tors, that bring the trust, the answers were focused on clear information about
the benefits that service brings, process, explanation and factors used for the
decision. However, when asked to prioritize different system factors, users
brought slightly different results. As the most important, they chose beneficial
functionality, easiness to use and personalized information. The least impor-
tant factors turned out to be data sources, raw data and the detailed algorithm
used. In Finnish Trust & AI report [21] authors found that two factors increas-
ing trust towards AI are: being informed why and how AI is used (purpose
and process) and that the use of AI has been ethically certified. In the report of
RSA, it was mentioned that for transparency users need to know whenever an
automatic decision system was used and what criteria it took [30].
Amongst other studies and guidelines, an explanation was mentioned the
most often as the important factor of AI systems [3, 28, 34, 38, 56–59]. An ex-
planation can be defined as making clear why the AI system behaved like it
did (therein why it proposed specific decision) [56], moreover, they should in-
clude the reasons and criteria for specific outcomes. In the case of black-box
(where it is impossible to state exact reasons), it is suggested to communicate
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other explicability measures, such as system capabilities or traceability [28].
They should be timely and adapted to the user, they ”should take the same
form as the justification we would demand of a human” [62, 66]. For the mo-
tivation, accessible explanation enhance users’ satisfaction and increase their
trust in the system actions or adherence to its decisions [3, 34, 59]. Explana-
tions are specifically important in systems that may affect human well-being,
therein judicial systems [28, 38, 57].
Next three most-often mentioned transparency factors are, how Lee called
them, 3p: process, purpose and performance [19]. Process describes how the
system operates, therein what actions it takes based on given inputs and what
it can do [17, 19, 34, 38, 53, 56, 58]. Moreover, it is advised to include informa-
tion about algorithms used and give access to the code for relevant authorities
for verification [28, 62]. The transparent and understandable process can bring
trust and help in achieving users goals [19]. Purpose explains why the system
was developed, for what usage and who benefits from it [19, 28, 38, 56, 58].
Transparent purpose also helps in remedying bias in AI systems [55]. Last from
the three, performance states about system limitations, reliability, predictabil-
ity and ability, therein output confidence and accuracy [19, 28, 38, 57, 66].
Moreover, two guidelines recommend to include the information about po-
tential or perceived risks, that is about likelihood and impact of system errors
and fairness [28, 66].
Other factors of transparency are: statement when AI is used [28, 55, 62]; ac-
countability [17, 28, 66]; used data and its sources [28, 34, 58]; system feedback
[23] and navigation [56]. The first focuses on the principle, that AI systems
should never represent themselves as human, but they should be identifiable
as such. As part of the accountability, it should be clear who is responsible for
specific AI actions and whom to contact in case of the need to redress the out-
put. The third factor states that it should be clear to the user what data is used
and how was it accessed. The last two factors focus more on the transparent
usage of the system. At all times user should know what is happening in the
system and should be aware of the consequences of different actions.
Several guidelines are sharing their opinions on how to form transparency.
Most importantly, the language used in the service should be chosen for the
end-users, so it is easy to read, interpret, understand and act upon. That con-
cerns service parts such as terms, decisions or information about the system
[28, 38, 62]. Moreover, information shared with users should be relevant for
the user context and concrete [19, 56]. It should be provided ahead of time [23]
and cannot be false, misleading, partial or with inappropriate details [53].
3.2.4 Transparency of public sector services using AI systems
The biggest difference in transparency guidelines for the private and public
sector is that it is asked in the latter services to open source the code or algo-
rithms used. In UK service standards, the reason is stated as such: ”Public
services are built with public money. So unless there’s a good reason not to,
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the code they are based should be made available for people to reuse” [63]. As
other motivation it is stated, that open-sourced code improves public sector ac-
countability, through opening it for public scrutiny [6, 11, 64] and enables the
feedback [65]. However, it is noted that the code should not be open-sourced
when it presents a high risk if misused [37, 62].
Most of the other factors are mirrored from the private sector. Services
should inform about accountable personas [4], the process [52, 60], explana-
tion [4, 37, 52, 60], performance [52] and data [10, 61]. For the explanation in
Public Sector context, Grimsley and Meehan add that it is important to men-
tion why others are successful when the user is not [31]. Leslie adds that ex-
planations should be socially meaningful and demonstrating that the system
is ”ethically permissible, non-discriminatory/fair, and worthy of public trust”
[52]. Regarding data, it is important to inform what data is collected and where
it goes [4]. UK government adds information such as what personal informa-
tion is used for; types of data; what, to whom and why is shared; how long
data is used; legal background of having specific data [61].
The instructions on how to present system information are also similar to
the ones presented in the previous subsection. Firstly, it should be specific, as
otherwise it might be not noticed or negatively influence citizens’ perception.
It also should be easily visible, clear and memorable to increase trustworthi-
ness [22, 60]. Leslie focuses on easy language and advises adding user-friendly
explanations of any more complex terms [52]. Next, the public sector should
be proactive in initiating communication and sharing information about auto-
mated processes [31, 37]. Smith et al. add that effectiveness of transparency
depend on factors like completeness and timeliness of the information [11].
3.3 Factors that affect the citizens’ trust in AI ser-
vices
The following section is presenting the factors that are needed in design, de-
velopment or operations of public sector AI services. The first subsections 3.3.1
focuses on the factors that are requested from any public services. Next, factors
needed for trustworthy AI services are presented in subsection 3.3.1. Finally,
the factors requested specifically for the public sector AI services are presented
in subsection 3.3.3. All grouped factors are shown in the tables 3.3 and 3.3.
3.3.1 Trust building factors to Public Sector
Heintznman and Marson [67] in 2005 did a survey, where they researched on
factors influencing trust in the Public Sector. The results were as followed:
keeping of promises, word of mouth about services, staff interactions with the
clients, learning from mistakes, interest in citizens’ view and quality of leader-
ship in organizations. Salminen and Ikola-Norrbacka [32], on the other hand,
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mention more general public sector values that are shared between Nordic
countries: democracy, openness, service and efficiency. All those are linking
to below principles that can be found in different studies and governmental
guidelines.
First of all, public sector services should be easy to use and accessible to all
citizens [32, 63, 68]. They also should be provided with sufficient privacy. It is
also important for the trust of citizens, that services are bringing perceivable,
beneficial outcomes [31, 32]. The way that those outcomes are accomplished is
possibly even more important. Trust can be negatively affected by any unethi-
cal actions, as well as by ineffective or too distant administration. Therein, it is
important that the citizens’ freedom and procedures based on the constitution
are being abode [32, 48]. Last but not least, for building a trust culture it is
important to make citizens feel that they are part of the society and their needs
are being heard [12, 29].
3.3.2 Trust building factors to AI
In the UK Citizens’ jury on trust to Automated Decisions Systems, partici-
pants expressed the need to have agency over those systems, in particular,
they would like to have a possibility to opt-out from it. Moreover, they voiced
that they would trust results better upon them being monitored and assessed
by experts [30]. In the study based in Finland, 20 % of participants voted for
ethical certification as a way of increasing their trust towards AI, making it
second most common need after transparency of the system [21]. Similarly, in
the study conducted about personal data usage, 66 % of participants would
find a fair data label as an important factor in increasing the trust [27]. The
biggest, however, factor was that users should be able to control their data,
that is being able to delete it or decline to sell it to a third party. As a solution,
74 % of Finnish participants voted for giving consent to each service provider
separately. Other significant factors of building trust were the security and
reliability of the service.
In the expert reviews and guidelines, one of the most repeated needs in AI
systems is proactive prevention of system failures, therein biases. Most often
calls are for proper risk management measures, ensuring safety and reliability
of systems [1, 17, 20, 23, 28, 38, 57, 62]. In some sources, the focus is also laid
on the importance of ensuring the security of the data [1, 28, 62]. Another
important measure for risk prevention is ensuring the quality of data by using
only trusted repositories [20, 28]. However, even data of the high quality can
contain subconscious cultural biases [1]. Nevertheless, it is important to be
aware of potential discrimination and find a proper solution for mitigating
it [16, 28, 55, 56]. One of the ways of approaching that is to make sure that
decisions are not based on demographic data such as race or sex [23, 62, 66].
Another advice is to obey strictly nondiscrimination and data protection law or
to use one of self-regulatory structure such as FATML (Fairness, Accountability
and Transparency in Machine Learning) principles [64].
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In order to ensure high quality of systems and build trust it is advised to
enable their auditing, that is enabling testing and monitoring them [17, 62, 66].
Different frameworks and certifications are suggested for making the audition
process easier: standardized metrics for the AI products trustworthiness [17],
FactSheets [20], governance frameworks [38], full-stack supply chain [6] or So-
cial Impact Statement for Algorithms [66]. As an example of a highly regulated
environment that gained big trust is commercial aircraft. On the other hand, it
is important not to hold back scientific progress with law regime [1].
In section 3.2.3, I mention a need to have clear information about who is
accountable for the service. Before such a piece of information is published,
however, responsible organizations need to select accountable people for sys-
tem operations [1, 38, 39, 57, 62]. Moreover, it is important to provide an ac-
cessible avenue of redress [17, 28, 66]. As a solution, Floridi et al. suggest on
following: ”An AI ombudsman” to ensure the auditing of allegedly unfair or
inequitable uses of AI; A guided process for registering a complaint akin to
making a Freedom of Information request; and The development of liability
insurance mechanisms, which would be required as an obligatory accompani-
ment of specific classes of AI offerings in EU and other markets”.
Another way to mitigate the risks of automated systems is to monitor it
and keep control over it. In details, that could mean having human decide
on which decisions should be taken automatically and which by human [17,
38, 57], especially leaving decisions that can affect people’s lives to experts
[62]. Such a solution is being called human-in-command [28]. Another option
would be to have the human-on-the-loop approach, which contains monitor-
ing a system’s operations and intervening when needed [17, 28]. Not giving
too much autonomy for AI, can decrease risk perception and lead to improv-
ing users’ attitude to it [3]. Lastly, AI systems should respect and support
citizens in making better and more informed choices, rather than subverting it
[28, 57, 62].
Looking at the AI systems purely from the user perspective, it is advised
that they can be in control over the system and data. They should always
be able to invoke needed AI services, but also revert, change or disable them
[56, 62], or ask for human interaction instead of automated one [28]. Moreover,
users should be also be provided privacy [1, 23, 28, 66]. From the user perspec-
tive, they should have control of their own data and be always able to access
it [38, 56, 57, 62]. That is connected with the consent term, that is asking users
for allowance to use their data beforehand [17]. The other privacy measure
is from an organization perspective: it should be restricting the amount and
age of data held [38], do not sense data from personal spaces, neither gather
any intimate thoughts or emotions and make sure to anonymise personal pro-
files [62]. Related human-centred data economy, under the name MyData, is
currently quickly advancing in Finland and attracting international attention
[12].
Important, but often forgotten factor impacting user attitude to the AI tool
is its interface. Some of its features can be derived from the transparency and
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user control need, as Shneiderman et al. [69] mentioned, they should help
users to understand underlying algorithms and give the potential for to bet-
ter control the tool. Moreover, they cannot imitate human characteristics, like
voice or appearance, so it is always possible to distinguish interaction with hu-
man and AI [62]. On the other hand, designers should remember that higher
anthropomorphism enhances trust in complex systems, as well as aesthetic ap-
pearance [23]. Amershi et al. [56] add in their guidelines the need to enable
user feedback and keep on adapting and personalizing tool based on users’ ac-
tions and feedback. Lastly, predictable outcomes and behaviour can also help
in growing trust in the system [23].
Another important trustworthiness factor of AI systems is how users are
perceiving its benefit and efficiency in a specific task [23]. Different guidelines
mention different benefit subjects: well-being of as many people as possible
[17, 38, 57], well-being of all sentient beings [62] or societal and environmental
well-being [28]. Furthermore, it is important that any AI systems would follow
human rights [38], reduce social inequities and maintain bonds of solidarity
between people [62]. It also should be compatible with cultural diversity, social
norms and values; it cannot impose any lifestyle choices on society [56, 57, 62].
Last but not least, three more single factors were suggested. First, is that
the trustworthiness of service can be enhanced by giving it ”real world” feel,
that is timely responses and information about the organization, like a photo
or physical address [19]. Schaefer et al. [23] argues that for many trust builds
over time, therein over experiences with technology. Experience, education
and mental image influence by media are other significant factors mentioned
in the Trust&AI survey [21]. On the other side, Alexander et al. [46] found
that the social proof, that is the knowledge that other people are using specific
AI system is most effective in convincing others to use it as well. Lastly, in
the reviewed literature, many voiced the need for public dialogues and for
education, however, those will be discussed in the next subsection 3.3.3 as they
merge with Public Sector policies.
3.3.3 Trust building factors to AI in the Public Sector
Similarly as in Transparency section, here too there are points repetitive for the
public and private sector. One of the important trustworthiness cues there is
a feeling of efficiency of the service and benefit for citizens, rather than for the
government [8, 22]. It is also important that the power (or control) balance is
shifted more towards the citizens. Talking about personal data, citizens should
have full control over its use in AI systems [5, 10, 11]. Specifically, they should
be able to choose which of their data can be used, validate them, correct or
delete whenever needed. From the organization side, it data should be always
evaluated by the quality of its sources, necessity of it, age validity and storage
[10, 11].
Furthermore, citizens cannot feel discriminated or fear using AI systems in
order to trust them, the safety and privacy need to be provided [4, 52]. The
CHAPTER 3. LITERATURE REVIEW 35
risks must be mitigated, limitations examined and systems overseen, audited
and monitored [4, 6, 37], possibly by multidisciplinary and diverse teams [10].
However, different requirements (e.g. human-in-the-loop, monitoring) should
be adjusted to systems of different impact assessed levels [37]. Human rights,
democratic values and diversity should always be respected and human inter-
vention enabled where necessary [37, 54, 60]. Systems must not discriminate
any citizen [4, 52] and more support is needed for mechanisms and organiza-
tions that would help any harmed from AI system citizen [6]. There is also a
need for designating accountable people or organizations for AI systems and
its actions [4, 8, 11].
The need for education is very often mentioned across different guidelines
for trustworthy AI, therein AI systems in the public sector. Most are focused on
education of the general public via public awareness activities, expert lectures
or bringing easy access to different knowledge sources [4, 7, 17, 38]. The main
focus on such activities would be on potential consequences of using AI in so-
ciety and work, therein possibilities and risks that it brings. That would aim
to minimize fear to AI among citizens, empower them and achieve social ac-
ceptance of AI. Moreover, it is suggested to promote developing skills such as
critical thinking, digital and media literacy [62]. Another suggestion is to bring
better AI education to schools and universities [1, 6, 17]. It is both important to
educate experts in AI by good technical studies, as well as teach technical AI
basics to students in social sciences departments and schools. Moreover, expert
education in AI should also include ethical studies, therein possible hazards
with using AI. That can help in fostering the ethical AI development and facil-
itate social acceptance to AI. Lastly, it is important to teach employees inside
organizations that use AI, about risks connected with using it [38, 64]. That is
an important step in failures prevention.
Proper education ensures the flow from the government, organizations and
experts to citizens, however, it is also important to ensure the flow in the other
direction. That can be achieved by the ”citizen in the loop approach”, where
the public is invited to development, deployment and oversight of AI systems
[30, 62]. Therein, public debates or dialogues are encouraged, where citizens
could express their needs and help in creating the limits on AI development
and usage [1, 11, 28, 62]. It is also encouraged to support communities that
are helping in enabling public participation in AI decisions [6]. Specifically, to
the public sector, it is also advised, that any of the AI usages would be started
slowly with pilots, that would possibly involve citizens [4, 13]. Such pilots are
recommended to be broadly published.
3.4 Guidelines for trustworthy public sector AI ser-
vices and personas
The primary goal of guidelines is to support designers and developers in their
work, however, the ultimate aim is to support future users of developed with
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guidelines services [70]. As to my knowledge, there is no study telling what to
include in and how to design guidelines for the area of ethical technology. That
can be caused by the thesis, that design of guidelines is strongly dependent on
their context [33, 71]. Moreover, there is no study yet on what impact using
guidelines can have, despite them being used broadly in multiple areas [70].
Indeed, there exist multiple materials on ethical and trustworthy public
sector, AI and public sector AI services. There are principles developed by or-
ganizations such as The Organisation for Economic Co-operation and Devel-
opment [54], Finnish Ministry of Finance [68], AI4 People [17], FAT/ML [66],
Future of Life Institute [57]; guidelines provided by UK government [60, 61, 63,
65], European High-Level Expert Group on AI [28], IEEE [38] and by two other
studies [33, 56]; and finally national directives published by The Government
of Canada [37] or for the government of France [72]. The guidelines presented
in those documents were used in answering on research questions 2 and 3 in
above subsections.
Nevertheless, some recommendations on how to design good guidelines
can be inspired from materials on design, usability or clinical guidelines [56,
70, 71, 73]. Firstly, it is advised that before starting guidelines, thorough re-
search should be done by leading discussions and literature review, keep-
ing the multidisciplinary approach [71]. Secondly, the included descriptions
should be easily understandable by the future users of it [70]. Thirdly, guide-
lines should represent clear instructions on how to reach specific principles
[56, 73]. Moreover, from the background of this work, we can see that it is
advised to include the voice of citizens in the guidelines [17, 30].
An additional tool that can be helpful for designers and developers of the
service are personas [74–76]. They describe specific behaviours and attitudes
that can be distinguished among people using specific services, help in build-
ing understanding between users and creators and hence help in prioritizing
service requirements and design [75]. In the best version, personas should be
based on the real data about users, as it makes them more realistic and be-
lievable [74]. One of the successful cases of using personas is described in the
case study led by Randolph [76], where they helped in the design of the small
information system.
Chapter 4
Empirical study results
This chapter presents the results from the empirical study of this thesis. The
first section 4.1 displays the results from the interviews, the second 4.2 from
the design workshop and the third 4.3 from user testing. The last section 4.4
present results summarized in the form of guidelines and personas.
4.1 Interviews
This section displays the results from the interviews done for this study. The
first subsection 4.1.1 presents the demographics of participants that took part
in the study. The next ones introduce to the results grouped by accordingly
attitudes to AI use (4.1.2), needs and concerns (4.1.3) and what information
about services would be needed (4.1.4).
4.1.1 Demographics
23 people were interviewed. Two are not counted in, due to poor language
skills and being too shortly in Finland, therefore there are 21 people counted
in the results. The abbreviations in brackets, like (F), are later used in present-
ing the results.
Gender: 11 women (F), 10 men (M)
Age: 12 17-30 y.o., avg. 25 (<30); 9 33-67 y.o. avg. 48 (>30)
Education: 12 finished at least bachelor (HE); 9 with no higher education (LE);
Nationality: 12 Finnish; 9 immigrants staying in Finland for 3-20 years (avg. 9
years);
AI Level:
6 of no interest, no knowledge (AI1 - poor awareness)
8 of one of interest or similar background (AI2 - medium awareness)
2 of having interest and some background (AI3 - good awareness)
5 of having strong interest and broad knowledge (AI4 - great awareness)
37
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4.1.2 Attitudes of participants to AI in Public Sector
In different moments of the interview, interviewees were often expressing their
attitude towards Artificial Intelligence used in the public sector. The attitude
could be divided into their feelings, concerns and way of acting with services.
During interviews mainly first two factors were identified and they are de-
picted in this subsection and the following subsection, first feelings, next con-
cerns. Both topics are firstly presented in the summary from the whole inter-
view, later divided into feelings raised in specific interview moments.
To understand the general feeling of citizens towards using AI in the pub-
lic sector, I categorized all mentions of feelings from the whole interviews to
three categories: fine, mixed and negative. Later, I put the aggregated feelings
from all interviews to the chart 4.1. As seen, there were more positive feelings
mentioned when talking about using AI in PS.
Figure 4.1: Aggregated feelings towards AI used in the public sector from in-
terviews.
When looking at the demographic comparison in the table 4.1, we see that
there is a significantly higher number of positive feelings mentioned in a group
of female (3:2), high educated (4:3) and immigrants (3:2). When looking into
more detailed groups based on their AI awareness, educations level and age in
the table 4.2, we see different dependencies. The most negative or concerned
attitudes towards using AI in the Public Sector can be seen in the group of
highly educated and specialized in AI men around 30 y.o (1:2). Same educated
group, but older (avg. age 45) is definitely more positive towards AI(5:1). An-
other group of people who are highly educated, but with lower AI awareness,
around 27 y.o. is visibly more positive about the topic (2:1).
Table 4.3 represents distribution of feelings mentions per different inter-
view parts. The interview started with asking for an opinion on citizens per-
sonal data being used in the Public Sector. Nine participants, most of which
of lower AI awareness, said to be fine with the use of data in the public sector.
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AI1 AI2 AI3 AI4 F M HE LE Fin Imm
neg 6 16 5 15 19 23 27 15 27 15
pos 13 20 5 15 30 23 36 17 26 27
Table 4.1: Demographic distribution of positive and negative mentions of feel-
ings towards AI. Legend: neg - negative, pos - positive, AI1-4 - AI awareness
levels from lowest to highest, F - female, M - male, H/LE - High / Low educa-
tion, Fin - Finnish, Imm - immigrants.
AI34 HE 30 AI34 HE 45 HE AI12 27 LE AI12 22 LE AI12 55
neg 18 3 7 7 8
pos 10 15 16 11 6
Table 4.2: Distribution of positive and negative mentions of feelings towards
AI across different groups of participants. The groups naming is created from
following parts: AI12 and AI34 mean people of low (AI12) and high (AI34)
AI awareness, HE and LE mean people of low (LE) and high (HE) education
status, 30, 45, 27, 22 and 55 are representing the average age of people in the
group.
Part of them explicitly said that they are trustful: ”you’d be interested only if
you are doing negative things”. On the other hand, four participants, most of
which were immigrants mentioned that they are suspicious or worried about
the use of data in PS: ”I want to believe for good reasons”. Mixed feelings
were generated by the group of great awareness of AI. All of them admitted
to be fully trusting PS, however, there was always a ”but” in their answers fol-
lowed by worries and suspicions of possible failures. They use words such as
”comfortable” ”call me naive” to describe their feelings.
For comparison, similar questions were asked about using data and AI in
the private sector. There, most of the people of a good awareness of AI were
very negative. Words like ”helpless”, ”necessary evil” or ”hate it” were men-
tioned. Only one person from the group mentioned that is not scared, another,
of medium AI awareness, call themselves interested and yet another of a poor
AI awareness, that is not bothered until it goes to wrong hands. Five low edu-
cated people admitted that they feel like they are being observed. Another five
participants of higher education claimed to be active towards it by reviewing
terms or modifying data sharing options. Three younger participants said not
to be interested and trying not to think too much of it. One also said that AI
makes you: ”feel less of a person more like a customer”
Furthermore, citizens were asked about their attitude solely to Artificial
Intelligence. There, voices were very different: from being fairly keen on it
to not interested at all. A few participants who had longer experienced with
working with AI seen it as ”nothing magic” or that is already everywhere: ”we
cannot stop the train anymore”. Two lower educated participants mentioned
that they are scared of AI. One other said:
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I don’t think we can stop these (AI) from coming or influence things
and make these more human. Everything is happening too fast.
GK UC1 (13) UC2 (17) UC3 (16) UC4 (14) FU total
fine 8 8 11 6 6 10 49
mixed 1 2 3 2 8
negative 4 4 4 7 6 3 28
Table 4.3: Feelings voiced in different parts of the interview: GK - general
knowledge and attitude, UC1-4 - use cases 1 to 4, FU - Follow Up questions.
The numbers in the brackets by UC1-4 indicate how many times specific use
case was presented during interviews.
In the next part of the interview, each participant was asked to give opin-
ions on two or three use cases. The use cases were given in different orders to
avoid bias and missing answers to some of the cases. Therefore each case was
mentioned between 13 and 17 times.
The first case represented situation, where the online application to public
sector service is pre-filled with the personal data coming from either govern-
ment’s database or from other public sector organizations. 8 people viewing
the case were positive about it. Five of them explicitly liked the automated
decision process, reasoning that it makes the process faster and incorruptible.
5 of young and highly educated ones admired specifically autofill, as a way
of saving time. Moreover, two mentioned that there are happy about the data
flowing between different PS organizations. On the opposite side, four people
were negative about the case, three of those having low AI awareness and low
education. They saw the case as harsh and non-human process and did not
like having any influence over it.
In the second use case, AI was used to predict and inform about possi-
ble social health problems of relatives. There, 11 asked, of average medium
AI awareness, felt positive about it. They liked that with such a service, they
could help their relatives. Two other people felt split: ”I feel mixed emotions.
[...] seems like, they might take too much information” and two other uncom-
fortable: ”It would be strange for me to have information about other’s illness.
Scary, I would not want to know.”, ”it should be social care taking care of it”.
Finally, for two of asked the level of information that would need to be gath-
ered for such a prediction overweight positive effects of the case, thus they
expressed a negative attitude towards the case.
The third use case depicted the education impact on kids assessment, by
collecting the data from smart devices used by kids. Only this case gathered
more negative (seven) than positive (six) opinions, while three interviewees
weren’t sure about their feelings. Worth to mention, that it was mostly people
of low AI awareness who did not like the case, feeling that it would be too
much of surveillance: ”The first feeling is that now the border was broken.
Following my child 24/7. It’s disgusting to think”, ”(...) it sounds so weird.
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Like being a test rabbit.”. Out of positive voices, four were coming from highly
educated people.
Last, the fourth case presented the use of AI for discovering frauds con-
nected to public benefits. Here, the feelings were equal. Six recipients, mostly
highly educated and under 30 years old, felt bad about it. As reasons they
stated being uncomfortable with data coming from unknown sources, having
no human in process and with the message being not enough transparent. On
the contrary, six people, mostly lower educated, were fine with such a case.
They saw it as the right thing to do.
At the end of the interview, interviewees were asked a few follow up ques-
tions. Some of them were directly asking about their attitude for AI in the
public sector, after seeing interview cases. In an answer, 10 expressed good
feelings about it: ”It is good that artificial intelligence is being used and people
are becoming conscious.”, ”I see a lot of benefits in these, for example in terms
of the child or social welfare.”. Five people mentioned that it is inevitable to
come anyway. Three people of moderate AI awareness mentioned negative
emotions like being worried or feeling weird.
In summary, talking specifically about the trust, participants admitted hav-
ing more trust in the public sector handle their data than to the private sector.
As a reason, some mentioned: rules and regulations PS is obligated to abide,
its righteous history and no commercial interest. Nevertheless, people seem
to have even less knowledge of how data is used in the PS compared to the
private sector.
A few people, who have bigger awareness also noted a difference between
the trust to people handling the service and the AI itself: ”I don’t really have
mistrust towards the AI. But I do have mistrust towards people.”. What is
more trustable, however, would be debatable, as people can be biased and
corruptible, while AI can be erroneous: ”human might in some ways be worse,
because of the human error. [...] AI can do the same mistakes, because of
humans fed the data”, ”humans are biased. I think that’s okay, systems can
also be biased, but at least they’re fairly biased. But humans are biased in
ways that are very unpredictable.”, ”Because if machine is really accurate, then
it would be fine. But [...] machine can also make some mistakes.”.
4.1.3 Concerns about and needs for public sector AI services
voiced across the interview
Similarly as in the feelings, different needs and concerns were stimulated by
different interview parts. In general, the charts 4.2 and 4.3 shows how many
times different needs and concerns were mentioned by all interviewees during
the whole interview. Following tables 4.4 and 4.5 presents how much were
those needs and concerns repeated in specific parts of the interview. Specifi-
cally, interview-part-related ones are described more in the below paragraphs.
Looking at the demographics, the most concerns were brought up by the
group of AI specialists, while the least by a group of young, low educated par-
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ticipants. Specifically, surveillance was mostly mentioned amongst the former
group, while security was for the older high educated group. As for the needs,
the younger the participants were, statistically more of those they mentioned.
Especially the need for consent was raised very often by the younger than 30
years old group.
Figure 4.2: Distribution of mentions of needs from the whole interview.
GK UC1 (13) UC2 (17) UC3 (16) UC4 (14) FU total
consent 7 1 6 4 0 5 23
transparency 0 3 0 4 2 13 22
human involvement 0 4 4 2 3 9 22
data review 0 2 0 2 3 6 13
education 4 0 0 0 0 4 8
data control 0 0 0 0 0 7 7
recommendations 0 0 3 0 1 0 4
documentation 0 3 0 0 0 0 3
updates 0 0 0 2 0 0 2
Inv. in AI Policy 0 0 0 0 0 2 2
Table 4.4: Needs voiced in different parts of the interview: GK - general knowl-
edge and attitude, UC1-4 - use cases 1 to 4, FU - Follow Up questions. The
numbers in the brackets by UC1-4 indicate how many times specific use case
was presented during interviews.
At the start of the interviews, the most commonly repeated need was about
the consent for using data and that it is very important to trust PS: ”It’s ok for
the public sector to use and share my data as long as I can track the use if I
want to.”. Those were mostly people under 30 years old. Four other people
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Figure 4.3: Distribution of mentions of needs from the whole interview.
GK UC1 (13) UC2 (17) UC3 (16) UC4 (14) FU total
surveillance 0 0 6 4 6 0 16
security 3 3 0 3 0 6 15
privacy 0 0 2 5 2 0 9
error 0 2 0 0 0 5 7
no control 0 0 0 2 0 3 5
fraud 0 0 2 0 2 0 4
impact 0 0 0 4 0 0 4
wrong data 0 0 2 0 0 2 4
misuse 3 0 0 0 0 0 3
scoring 0 0 0 0 0 1 1
Table 4.5: Concerns voiced in different parts of the interview: GK - general
knowledge and attitude, UC1-4 - use cases 1 to 4, FU - Follow Up questions.
The numbers in the brackets by UC1-4 indicate how many times specific use
case was presented during interviews.
mentioned the need for education for themselves or others. Only concerns that
were heard then were about the security of data, for example, due to bad tech-
nology providers, and about the misuse of data. The latter one was, however,
only mentioned by immigrants. Moreover, the doubt whether PS is capable of
managing AI was mentioned:
The only thing that worries me in the public sector is that do we
have the best people to keep the data protected? That worries me
the most. [...] and then Google, Microsoft, and Facebook, they are
the best in protecting their day to day basis business, they make
money out of it. So they had their motivations.
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In the first case, the mainly repeated need was for having a human involved
in the decision: ”I’d rather be treated by someone. I think there would be a
better chance of getting an apartment then”. Next, it was for the proper doc-
umentation of the process: ”the first question that arises: is this documented
properly?”. A few participants, more knowledgeable in AI topic, suggested
that it would be interesting to see also algorithms or code used there, however
more because of their interest rather than to improve their trust. The other
need was to be able to check the data that was used for the decision, whether
it is not, for example, outdated. Moreover, two people added a comment that
such data sharing and auto-filling is ok in the public sector, but would never
be acceptable in the private sector.
In the second case, the most frequently repeated needs were for the con-
sent of the tracked person: ”I think they should first ask about the use of the
data.” and for being contacted by a person in such sensitive case: ”I’d rather
have someone tell me directly than email.”. The most common concern, men-
tioned mostly by highly educated and AI aware ones, was about surveillance:
”There is thin borderline before surveillance society. So it can provide a lot of
good things, but then the next philosophical question is, who is watching the
guards.”. Next, several people were feeling that it would be a privacy viola-
tion, fraud or that the data are wrong.
For the third use case, again consent was in top-repeated needs. This time,
however, it was also specifically mentioned that kids should be able to agree
to the following tracking. Other equally often raised requests were for the
transparency: ”If I’m convinced that they get the results with the use of these
two devices, then I can further take how bad it is. Then I can decide.” and
regular updates of the process. The case raised plenty of concerns, mainly
about privacy (whether children location or messages will also be tracked) and
impact on children (mentioned mainly by people above 30 y.o.). Moreover,
some did not like that children would be constantly tracked or that they would
have little control over the process.
In the fourth, fraud detection case, the needs were for the consent, clear
rules and laws that enable for such actions and having human involvement in
the process. The biggest concerns were about being under surveillance: ”Just
because it is like clear oversight, they have to be there monitoring, you know,
directly.”, ”There seems to be no privacy” and data being shared between dif-
ferent sectors: ”Identifying cash would be a little too much. Then there is too
much data in use.”. Those concerns were mostly mentioned by young native-
Fins of moderate AI knowledge.
During the follow-up questions, the need for transparency was raised thir-
teen times: ” It is very important that you see what information is and can
affect. And young people and children should be told about these. Maybe
classes will be held in schools and for seniors”. Half fewer mentions were
for being in control over data and service: ”we should be in more control of
switching it on and switching it off what we do and do not share.” or at least
for being able to review it: ”I think I should have the right to review the data.”
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Similarly to the first part, education: ”Maybe I should read some articles
myself. And Kela could provide more information and links to relevant arti-
cles”, ”I would like to see videos and learn what this all means. Visualizations,
no long writings.”; and consent were also brought up: ”You should always be
asked for permission to share [data] and would not automatically pass on.”.
Two participants also mentioned that they would be happy to participate in
the sessions for creating PS AI policy: ”I think most of these are in setting the
policy of what is okay and what is not. I think that the user can have a voice
into how they feel about things in general, in the same way how we vote to
pass legislators and pass laws like this is the set of information and it is okay
to use and this deceptive information that is not okay to use.”
Two of the most commonly repeated concerns were security and privacy,
mostly by over 30 years old, experienced highly educated and in AI part of
recipients: ”Security is really important in a lot of these, isn’t it?”. Mainly,
they worried that someone could steal a citizen’s identity if public sector has
a common database with all data of their citizens, which would be badly pro-
tected: ”So I think I think it is maybe that all the government sectors have a
shared database. [...] maybe it is too much information in one place. And if
it gets leaked, then people could full falsify your identity easily with all this
data”. Other worries were that the public sector does not have itself best-
experienced people to take care of data safety, neither the public sector technol-
ogy providers are best in this area: ”I am suspicious because I know that the
public sector contracts the private sector, for building applications, [...] And
every time you read about it, most companies just do a shitty job securing their
data when they just want to push out the product as possible. [...] So there’s
this gap between experience like, well-done software design versus what the
public sector is able to pay for”. The worries were added about AI is not yet ac-
curate enough to use in such cases and about using old and no longer relevant
data:
But at the same time, I also think that so many things happen over
the course of a person’s lifetime, that, in turn, enters a dangerous
territory where the data follows them around. I feel people should
be able to use more up to date data, or shed off certain parts, for
example, if they had financial troubles in the past, in no way should
that impact their financial situation 10 years later, because so much
can happen in 10 years. So it needs to be done in a way that’s a
bit ethical in the sense that, you don’t carry your data around with
you, from the whole lifetime, up until that point that you should be
able to phase out certain parts to like, rebuild your reputation.”
Regarding, where human should be in the process, there were several ap-
proaches across the interview. Firstly, many recipients mentioned that inter-
actions such as asking for consent, explaining the process, giving the results
and negotiating should be handled by human: ”[...] we can replace as many
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things as possible with machines. But at the end of the day, we still crave hu-
man interaction in some form or another. So I don’t think we’ll ever be able to
fully replace the human in this scenario”. The more personal the case (e.g. the
health prediction) the more it is important for the information being passed via
a person. When it should be the decision to pass, that is based on the specific
rules, it is more acceptable to get the information automatically: ”AI can’t be
trusted as much as humans. Data is in safer hands with humans. AI should be
used for low-level tasks only”. However, some contact to discuss it should be
provided. Secondly, part of interviewees preferred human to make decisions,
especially in critical situations. That means either human using AI as an as-
sisting tool or reviewing the data and the decision before accepting it: ”I guess
when the decision is very important, like, whether someone goes to prison for
a long time, or if someone has to take some dangerous drugs [...] the com-
puter should be an assistant for a human, but not the deciding component”.
Lastly, some mentioned that a person should be monitoring the whole process:
”Nothing should be automated, when it comes to analysis and evaluation, you
have to have someone who can verify that the system is working according to
rules and ethical guidelines, as demanded by society”.
4.1.4 Information about public sector AI services requested by
citizens
As presented in table 4.4, one of the most important needs for citizens is trans-
parency. To answer a question of what transparency means for citizens, we
presented cases during the interview that were very scarce in any informa-
tion about the service. That was intended to stimulate participants to express
what information about the service they miss. In the table 4.6 a reader can
find what type of information were requested by interviewees in different use
cases, sorted by the total number of mentions.
Explanation of a specific decision was the most repeated need across the
use cases, especially in the first use case, where applicants were automatically
rejected from receiving housing: ”[... I would] have to call somebody to try
to figure out why. Then they also have to figure out why. So, if it is smart
enough to decide immediately why I’m not going to get the house, it should
also be smart enough to tell me immediately why”. There, specific criteria for
a decision were also requested. In last (discovery of fraud) and the second
one (predicting illness of a relative) it was mentioned as well: ”I would like to
know what has happened, on which basis there is reason to doubt”. Moreover,
the fourth use case stimulated some responders to ask for specific rules and
laws behind the service.
The next top questions were connected to the data: where does the ser-
vice get the data from and what kind, and how much, of data they have: ”We
should be told everything about research and personal data use. It’s suspi-
cious if the information is not given. People get paranoid”. The data source
was especially important in the fourth use case, where interviewees were wor-
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UC1 (13) UC2 (17) UC3 (16) UC4 (14) total
Explanation 10 4 * 4 18
Data source 5 2 * 8 15
Data used * 4 6 5 15
Process 1 5 1 6 13
Purpose 2 2 6 7 13
Impact 0 0 4 0 4
Relevance 0 1 2 2 5
Data storage 0 0 4 0 4
Regulations 0 0 0 3 3
Service stakeholders 1 0 2 0 3
All personal data stored 0 2 0 0 2
Redress channel 1 0 0 0 1
Who can access data 0 1 0 0 1
Accuracy of results 0 1 0 0 1
Table 4.6: Information about the service that were mentioned in different parts
of the interview: UC1-4 - use cases 1 to 4. The numbers in the brackets by UC1-
4 indicate how many times specific use case was presented during interviews.
The star indicates that the information was included in the material or non-
relevance, thus there were no question for it.
ried that information might flow from private to the public sector. Related to
data, some people also asked for specifically all personal data service might
have and who has access to the data. People with IT background were also
interested in how and how long is it stored.
Next two pieces of information needed are process and the purpose of us-
ing AI in the service: ”So there should be transparency about purpose. So
what is the intended purpose? What is the reason this service exists?”. For the
former, interviewees were generally interested in easy words how the data is
collected, used and processed and whether there were people involved. Only
one person of high AI awareness additionally asked for the accuracy: ”And
then the performance? How confident are they?”. For the latter, the purpose
was requested mainly in the third use case (education impact analysis), while
no question about it was asked in the second one. Related to the topic, some
individuals also asked for the reason of using specific data, why does it matter
and benefit to the informed person and what’s the interest of the stakeholders
of having it:
There should be transparency about purpose. What is the intended
purpose? What is the reason this service exists? The process? How
do they do it? How did they use your data? And what kind of
conclusions are they trying to get out of it? And the performance?
So the results how confident are they?
Other questions that were mentioned were about the impact on the users,
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point of contact to make a complaint or inquiry, service stakeholders and the
owner. Regarding the former, that was mentioned only in the third use case,
where interviewees were worried about the impact of the service process and
results on the children. Two last ones were often mentioned in the messages,
however, still some asked for specific information about those.
4.2 Design Workshop Results
In the below sections, a reader can find results from the design workshop. Dur-
ing the workshop, people were asked to note down or draw what they would
like to see in 3 suggested services, that contained one of decision making, pre-
diction and impact assessment, all automated with AI. Results start with de-
mographic 4.2.1, after which results from each service are presented in sections
4.2.2, 4.2.3 and 4.2.4. All of those are summarized in subsection 4.2.5. In the
service-related subsections results are grouped by the touch-points with the
customer (e.g. before use), while in the summary, they are grouped by topics
(e.g. consent, data).
As participants were not restricted to one type of discussion presentation,
there were multiple different types of materials created, therein: post-its notes
with answers on questions; loose notes and answers written on the plain pa-
per; an interface design or a message design. During the analysis process, all
of those were used in the same form or were rewritten to post-its.
4.2.1 Demographics
For the design workshop there were eight people were invited, four women
and four men. Age of participants was between 22 and 38, where the aver-
age was 28. All of the participants finished at least the bachelor level of stud-
ies. Three of the participants were born in Finland, the other five stayed in
this country for an average 6.5 years. One person at the workshop had poor
knowledge of AI (AI1), three people had medium awareness (AI2), two had
good awareness (AI3), and two were working in the field of AI (AI4), so the
average in the 1-4 scale was 2.6.
4.2.2 Transparency and other factors needed in decision mak-
ing AI case
In the Decision-Making AI Case participants were deciding on what and when
to inform the users as follows. Before the decision is made, it is suggested that
the user should see:
• all the data that is submitted and what would be considered to the deci-
sion making
• where is data coming from (organisation name and to what other data
they have access)
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• where is the data stored and/or is it safe and secure there?
• what is the purpose of using specified data?
• how will the data be used?
After the decision is set, the following information was suggested to be
visible:
• decision,
• main factors and/or data used for the decision,
• reasoning on how the decision was made,
• clear steps on how to inquire or complain about the decision,
• where to get more information about the service,
• the principles of the specific process,
• visualisation showing demographics of rejected and accepted applica-
tions (for understanding if the system is any biased),
• if the data is shared with any other organisation (especially if with the
private sector),
• if data are public or private,
• if the data was used for something else,
• process of the service.
Moreover, participants mentioned that all of the information should be sim-
ple and visually comprehensible so that there is an easy way of understanding
it. There should not exist information overload, as that would be confusing.
Visualisations were suggested as one way of achieving good results and infor-
mation representation. It was suggested that the application and receiving the
message should be done digitally through online service. The final decision
should be easily accessible also any time after using the service. Alternatively,
it was also suggested that some decisions could come via phone calls.
While discussing the solution with the whole group, participants men-
tioned some of their concerns towards the case. One of the started topics
was about positive discrimination, that means the example situation where
one who applies would not get the flat because the system would choose peo-
ple who are more in the need. The worry was, whether such applicant would
still support such a decision. Another concern was about sharing and storing
data. People worried how secure would it be and whether it would not be
shared with a third party afterwards. Last big topic mentioned was about the
AI bias, even though at the beginning 3 people knew only what it is.
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For rising the trust of the service, participants suggested that users should
always be able to resign from sharing their data with other services and from
using AI for making the decisions. For the latter, the suggested solution was to
be able to ask for or even pay more for human handling the case instead of an
automatic process. Furthermore, it was said that human should oversight the
decision and that it should be possible to review and update the information
given. The additional trust would bring consent for using their data, infor-
mation that the data sources are reliable and that their data is not shared with
the private sector. The service should also have an easy way of appealing and
inquiry for more details. Lastly, the following was mentioned: ”[we must be
able] to trust that the data is being used for that purpose being told”.
Regarding the bias, participants suggested that it should be definitely tack-
led by the service owners, as well as owners should be transparent about it.
For example, they could mention in some article about the biases that are right
now discovered in the service and write what they do to handle them.
4.2.3 Transparency and other factors needed in predictions by
AI case
In the case of predictions made by AI, some groups designed the full message
(Fig. 4.4) of what the user should receive and others proposed an app interface
(Fig. 4.5). The text of the full message was proposed like this: ”Using XYZ
data, based on analysis of this data, your risk of getting X disease is higher
than the threshold level. Further information by this link: ....”, while in the
page accessible by the link it was suggested to include information about what
data exactly was used, how to access it and who else has the access, whether
the process was accomplished by human or fully automated, whether it was
public or private.
Apart from above, a few other information to be shown in such service
were mentioned:
• Advice, for example contact with the medical expert who could explain
the situation or any other recommendations on what to do with the in-
formation.
• Data, mainly what was used for the prediction, what was the source of
the data and who has access to it. Seeing data also allows the user to
understand the reasoning better and see whether all information used
are correct.
• Process, so what was the role of AI and human and what system was
used.
• Performance, so stating clearly that ”This is not a diagnosis and does not
replace medical professionals” and encouraging people to not taking the
prediction as something 100% sure and giving the level of accuracy of AI.
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Figure 4.4: A suggestion of the message received in the Public Sector service
predicting future diseases created by one group on the Design Workshop.
• Giving access to more detailed information.
• What was the reasoning behind the results.
• The purpose of the service.
• Where and when the user consented to the service.
It was suggested, that the first message should reach the user by the hu-
man personnel, email or post. The message should be as clear as possible.
More information should be only available in the secured mobile application
or website, alternatively by call or meeting with a medical or service expert.
Part of participants was arguing that the first or the biggest interaction should
be handled by a human, as the data is personal and might affect the user. Fur-
thermore, one should always agree on having such a service, possibly also
choose when they would like to be given predictions (e.g. on request or when
prediction confidence is above a specific level). Lastly, you should have an
option of quitting the service.
4.2.4 Transparency and other factors needed in impact assess-
ment by AI case
In the third case, participants were designing the interaction with the service,
where the impact (e.g. on education, well-being or economy) is assessed by AI.
Three touch-points were pointed out of the service with people, whose data
would be used. Before the start of the assessment, involved people should
be informed about the service and asked for permission to use their data. It
CHAPTER 4. EMPIRICAL STUDY RESULTS 52
Figure 4.5: An interface of the Public Sector service predicting future diseases
designed by one of the workshop participants.
should be known, who will have access to it. During the process, those in-
volved should be informed about stages of the assessment program and have
the option to quit it, eg: ”Here are the results, would you like to continue in the
data gathering process?”. After the project is finished, data providers should
be informed about the results, future privacy of their data. It would be good
to present the results in such a way, that makes people who gave the data un-
derstand their role in the process: ”based on the results you can predict certain
factors. Do you want to play with it?”.
Most important information should be handled by a letter or email, with
the indication on how to access e.g. portal with all other information. The ”be-
fore” message should be sent early enough, to give time for a decision to pos-
sibly involved people. Two groups stated that people should own their own
data and be able to give permission to use specific data sources and data pieces.
Moreover, they should always see what data is used. There was one discus-
sion about whether involved people should be informed about their data be-
ing used if it is used fully anonymously. Two groups were confident that the
person always should be informed, while the third stated that it might create
bias in results, as a person who knows that their data is being collected, might
behave abnormally.
In summary, such information was requested to be seen in the service:
• who has access to the data and results,
• where will the results be published,
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• what will happen with data after the study,
• data sources,
• what data is used,
• the purpose of getting data, what will it be used for,
• governmental policy on how the data will be processed,
• contact details to a person who can give more information,
• direct access to the project process (e.g. to the web portal).
Additionally, groups discussed the difference between public and private
sector using such data. While it would be ok to use it in the public sector
for improvement of public services or research, using AI and personal data
to capitalising in the private sector was not well seen. It was also said, that
data should be always anonymized. Moreover, if the group of data providing
people is too small, it might be still possible to identify specific data, while it is
very vital to make sure, that no data can be identified.
4.2.5 Grouped requests for transparency and other factors
After analysing workshop results separately for each case, they were all gath-
ered together and clustered based on topics. In the first cluster, I gathered
notes from participants from each group about transparency, as shown below:
• ”What information about me will be sent through/considered”
• ”Ability to look under the hood in an easy way”
• ”based on what data was the decision made and reasoning on how was
it made”
• p.p.p. - performance, process, purpose
• full disclosure
• as much info as possible + direct access to the project progress
In the next cluster about process it the most often mentioned information
was the reasoning for a specific decision, prediction or action. Next, in two
cases, the main factors for making a decision, prediction or assessment were
requested. The single time mentioned was principles used in the system, who
is behind the service, what was the role of AI and more information about the
system.
Definitely, most results gathered the data cluster. The first more important
request was for all the data used for decision, assessment or prediction. One
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additional voice was for seeing all the data that the service has about the per-
son. Next, often mentioned, was the data source - where was the data collected
from, if applicable, what is the organization name and what other data do they
have. It was also mentioned that data sources should be reliable. Safety was
another big topic. It should be provided for stored data to remove the risk of
data leaking or identification. Users should have the information and assur-
ance, as well as they should be informed about what will happen to their data
after the use. Lastly, many concerns were mentioned, especially about sharing
data with the private sector. Many times it was requested to know who has
access to data and whether it will be shared. Moreover, some asked for access
to the data.
The next big topic was about consent. Participants asked to be able to re-
view the used data and to update it. They want to be able to choose which data
and data sources can be used and to always be able to quit the service. If in
the service the data is shared with other organization or services, users should
always be able to reject such sharing. In general, they want to have control
over their data use and their own participation in different services.
The following cluster is all about the role of the human in the process. The
most often mentioned requests were for being able to communicate with a per-
son: both to get the information about the system, but also to appeal after the
results are published. Also, it was twice mentioned, that it should be possible
for service users to ask for human oversight of the process. Optionally, it was
also suggested, that a person could quit AI use completely. Lastly, participants
voiced their interest in general about what was the role of human and AI in
the process of decision, prediction or assessment making.
At the last contact from the service, such information was requested by par-
ticipants. Firstly, they asked for a contact to a person from whom they could
learn more or appeal, alternatively, a link to a place with more information
could be provided. Next, the results should be clearly and understandably
presented. Including recommendation or even clear steps of what to do af-
ter was also suggested. With the results, there should come both the level of
confidence as well as the general accuracy of the system. Consumers of the
service should be informed, that the prediction, decision or assessment might
be erroneous.
Last but not least, about how the message should be designed and trans-
ferred gathered following points. Firstly, it was emphasized that all the in-
formation should be easily accessible, and the message should be clear. It was
suggested that some visualisations can be used for help. The most groups were
suggesting to transfer the information via web portals. Some also suggested
app or being contacted via emails, phone calls or letter. The message should be
always given as soon as possible, early enough to have time for consideration,
before taking any next steps.
Regarding the trust, participants played a small game at the beginning of
the workshop. Firstly they stood in the line showing their awareness of AI,
from lowest to highest, next they were to create line showing their trust to AI,
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from lowest to highest. Interestingly, the line reverted: most of the people of
the highest AI awareness went to the beginning of the trust line (lowest trust
level) and vice versa.
4.3 User Testing Results
For the user testing, external partner created a web-based service prototype,
as described in section 2.2.4 and presented in appendix E. The prototype was
designed based on the guidelines basing on needs expressed in previous in-
teractions with citizens. In the fake service, coming from the public sector,
customers were offered predictions of their possible health issues in the fu-
ture. At the beginning it was divided into three stages: consent, where clients
could choose which data they want to share; during-phase when the data was
being processed; and results with the possibility of sharing the results with
other organizations.
The user testing was done in three iterations: pilot (not used in results), first
and second. In the following sections, I start demographics in subsection 4.3.1,
followed with results specific to the iteration in subsections 4.3.2 and 4.3.3. The
section finishes with presenting grouped results that repeated irrespectively of
the iteration in subsection 4.3.4.
4.3.1 Demographics
Twelve people participated in the user testing, four in the pilot testing that is
not counted into below results, four in the first round and four in the second
round. Among the latter eight participants, three were female and five were
male. Three had a high school education and five higher education. One per-
son had a great awareness of AI, two good one, three medium one and two
poor ones. Four participants were under thirty years old, with an average of
twenty-two; four others were thirty years old or more, with an average of fifty-
two.
4.3.2 Round 1 findings
In general, the service was considered easy to use with a proper amount of
text. However, some information about it was pointed out to be missing. Two
testers were feeling that for the data that they are sharing with the service, they
feel they receive too little - both in results and in general information about the
service. Despite service flaws, testers trusted the service enough to share their
information, mostly due to the trust in the Finnish public sector. Regarding
the interface itself, only one person had trouble immediately understanding
how to use the service. This might be caused by the changes appeared with
automatic translation of the website.
The information that was missing from the consent page were:
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• how was the data collected, data source
• purpose of the service, why is it done this way
• reason for sharing specific data
• example of the data
• clear explanation of the AI processes behind the system
• information about the service process, what are the steps, how long they
are
• what happens if a customer does not agree on sharing on some or all
data.
Moreover, one person suggested having an open field that would enable
customers to write comments about shared data, they said: ”Not good that
it is only online, human interaction would be preferred. I remember doing
a 40-year health-check online and that was an invitation from Helsinki City.
There were only multiple choices, no free text option to give personal input
and no human involvement. There were no real recommendations and it was
disappointing”. Furthermore, the privacy statement should be presented in
the very beginning, as it answers on questions that might appear while going
through data consent: ”Had I known that the detailed data is not shown to a
human just the results, then I would have trusted to give a lot of data”.
The information missing in the results section:
• more details in general
• explanation of the prediction, what factors were taken into consideration
• contact with a person to talk about those results
• guidance about how to understand the results, e.g. percentage of likeli-
hood of illness appearing could be not fully understood
• confidence (accuracy) of AI used
• whether results would be shared with other organisations anonymously
or not
• what happens if a customer does not agree on sharing on some or all data
Furthermore, 2 people would prefer having more information, e.g. about
the AI process or fighting against bias easily accessible from any point of the
service. From the interface perspective, the ”all data is now removed” at the
end of the results page felt strange that it is already removed when reading the
output.
CHAPTER 4. EMPIRICAL STUDY RESULTS 57
4.3.3 Round 2 findings
Before the second round of the user testing, the following changes were imple-
mented:
• the prediction accuracy was added to the results page,
• privacy statement about how the data is used was moved up in the con-
sent page,
• reason for giving the consent for specific data was added,
• information about how long will the data be stored was added,
• the introductory page with more information was added,
• subtle interface changes were done for increased usability and readabil-
ity.
Most of the implemented changes were met positively. Again, the message
that the service has a good level of information was heard. The first page with
more information was liked and suggested to be available from any point of
the service. The likelihood of specific health problems presented as risk-levels
(low, medium, high) was well adopted. The sentence about removing the data
in the last service page was still not understood.
This time, following requests for information, were mentioned:
• risks or impact of consenting for data use, using service, getting and shar-
ing results,
• reason for sharing results with other organisations and whether those are
shared anonymously,
• what the predictions are produced in the process,
• time period the data collected,
• sensitivity-levels of the data collected,
• who is the service provider, where it comes from and who is responsible
for the service.
Moreover, one person suggested adding explanation that data will not be
shared with anyone without the user’s agreement already at the consent stage.
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4.3.4 Gathered results from two rounds
Below we present what information was still missed in our prototype, that
participants asked throughout both user testing rounds. The number by the
item indicates how many people mentioned specific information to be missing.
In the consent part of the prototype, those were information missing:
• (4) well-explained process of the service, therein the roles of AI and hu-
man in it,
• (4) purpose, therein who is receiving the value from the service,
• (2) data period of data collection,
• (2) easy-to-understand description of Artificial Intelligence processes,
• (2) risks and impact of using the service,
• (1) who is the service provider,
• (1) who is responsible for the service.
Moreover, one person suggested having a data sensitivity marks, that would
help citizens in estimation which of the data is more or less risky to share. It
was also recommended not to use too old data.
In the results part of the prototype, those were concerns voiced:
• results can cause anxiety in the user, especially when they show personal
risks and issues (”What if someone finds out about incurable diseases?”)
• users need an explanation of why they get such results. That includes
general reasoning as well as the information of what factors influence
predictions.
• the presentation of results increased some concerns. Three people voiced
concerns that the percentage of likelihood might not be well understood
by users. Some suggested having visualisation (e.g. chart) over number.
When percentage was changed to descriptive words (e.g. low, high) it
was better adopted. Three other people also would prefer to have results
as bigger documents with all details.
At the end of the prototyped service, participants were asked for consent
to share their data with other organizations. Four participants explicitly ap-
preciated that the default is opt-out. Three participants said that the consent,
in general, feels natural now, as many services have it. Still, a few information
was missing at this stage:
• (3) reason for sharing results with specific organizations,
• (3) whether the results are shared anonymously,
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• (2) short information about the organization,
• (2) how results would be used by other organizations.
Furthermore, three people voiced the need for accessibility: ”If I was sitting
at my desk and really doing this I would read all these carefully, but with the
bigger font of course”. Moreover, we discovered that whenever the data or
organization to share data with were too briefly described (e.g. stating only
a name), they raised emotions of intrusiveness to at least two participants. In
general 3 people mentioned that they prefer a bit longer text. Nevertheless, a
few of the participants told that they find the level of information good. They
would not like to have more text on the page.
A few different attitudes to the service could be differentiated:
1. I am not interested in most of the text and information presented with some ex-
ceptions. Usually skips some parts and reads only interesting ones, which
are most usually for sharing some of the personal data or results. Agrees
to most of the things without much thinking. Is used to different services
where they share their data and consent to its use.
2. I am generally interested. Reads through the whole service. Clicks only
on a few specific interesting links to read more. Goes carefully through
the data to be shared. Is mostly interested in reasoning and the service
process.
3. I want to know everything. Opens everything that can be opened. Asks
questions before seeing the answer on it. Needs much information to be
satisfied with the service.
When talking about trust, I noticed that people are usually referring to two
different types of trust: one in the results and another in the service. The for-
mer makes users find the results reliable and take suggested actions. For en-
suring this trust following actions were mentioned:
• (3) more personal experience with the system, seeing that it works on
personal example,
• (2) heard or read statements from other users,
• (2) conversation with a doctor about the results,
• (2) review by a medical professional.
The latter trust, e.g. in the service provided, is strongly related to the trust
in the public sector. This trust makes people use the service, even if they will
not be able to trust the results or if they miss some information. Having said
that, the lack of transparency in services lessens and harms the trust in them.
Moreover, one of the youngest participants noticed that ”it is difficult to dif-
ferentiate fake from real those days”. The factors which were mentioned for
bringing trust during user testing were:
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• (6) previous experience and trust to the public sector,
• (4) standard look that resembles other public sector services (e.g. sterile,
neutral look that does not shape user feelings)
• (2) organization information.
Regarding the security of the data and service, one person mentioned that it
comes from the Public Sector organization and another that it comes from the
standard bank login.
4.4 Personas and guidelines: practical outcome of
the empirical study
In the following section, I present results of gathered knowledge through em-
pirical study and literature review: personas and guidelines. Personas repre-
sent future users of AI PS services. They can be used by designers and devel-
opers to understand citizens - users of future AI services. That, in the future,
can result in better and more relevant services. Guidelines are containing a set
of recommendations that aim to help public sector designers and developers
in creating trustworthy AI services.
Personas are based on the data gathered during the empirical part of the
study, that is interactions with around 30 Finnish residents. The first action for
creating the personas was dividing participants of interviews and user testing
into five groups, a few people each, based on age and education. For each
of the group, I looked for attitudes, needs, concerns or behaviours that were
characteristic only or mostly to that group. The quotations used in personas
are also based on what real participants said during interviews. All of those
data was later divided into different blocks, described in the table 4.7. Personas
can be viewed in appendix D.
It is suggested to use personas during the design stage of creating the new
AI service [75]. In the beginning, the bios of personas can help service design-
ers in understanding and relating to future users [74]. Moreover, the needs
and concerns parts can help in producing a list of requirements for the prod-
uct. During the whole design process, personas can keep designers focused
on the users’ goals and needs, and hence ensure that created service would be
user-centric [75]. Finally, personas can serve during the initial testing stage.
Before the real users are invited, designers can test their services from the per-
sonas viewpoints and find potential flaws [75].
Guidelines are a set of advice for creating trustworthy AI services of the
public sector. Firstly, they were created based on the input from participants
of the study. Specifically, they addressed citizens’ concerns and needs gathered
through interviews and design workshop. Moreover, they included citizens’
transparency vision from the design workshop. This vision includes ideas for
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Content Description
Hashtags Two adjectives representing the persona
Information Data about persona age, education, professionand AI awareness
Bio An introductory paragraph that aim for betterunderstanding and empathy to persona
Attitude towards
the use of AI in ps
Persona’s opinion on the potential AI services
of the public sector
About Human
in the loop
Persona’s opinion on what should be the role of
human in the AI public sector services
Needs and/or
concerns
A short list of needs and/or concerns, typical
for the persona
Using the service A way of interacting with the digital publicsector service
Table 4.7: Description of the personas format.
how to present the information needed for trust in a relevant and understand-
able manner. Those guidelines were next tested and adjusted in the iterative
process of user testing. Firstly, the prototype of the public sector AI service
was created based on initial guidelines. Then, the prototype was tested with
citizens of Finland. Last, the prototype and guidelines were corrected based
on the output and tested again. Last but not least, during the whole process of
creating guidelines, they were also being aligned with expert guidelines from
the literature review.
In the current form, guidelines are divided into two parts: Information
Transparency and Principles. The former presents the information needed on
different stages of the PS AI service and the priority of the information. It also
includes a recommendation on how such information should be presented.
The latter section is presenting recommendations to include during service
design, development and operation stages. The more detailed structure and
content example of the guidelines are presented in table 4.8.
The guidelines can be used in multiple stages of service creation. On the
very beginning stage of planning and designing the service, I would recom-
mend considering principles from the section Service Design. Then, when the
technical and architectural planning is started, the guidelines from Service de-
velopment and operations can be used. Next, when the interface of the service
is being designed, I would suggest using the whole Information Transparency
section as a pattern. Lastly, all guidelines in the document can be used as a
checklist after finishing the first service version, whether all points are covered
there. The full guidelines document can be viewed in the appendix F.
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Chapter 5
Discussion
In the following chapter I discuss the results of this work as well as the thesis
in general. The first four sections 5.1, 5.2, 5.3 and 5.4 present the discussion to
the research questions one to four accordingly. The last section 5.5 presents the
limitations of the work as well as suggestions for the future research.
5.1 Current attitudes towards and concerns about
AI use in public sector
In collective people were voicing almost twice more positive than negative
attitudes towards AI use in Public Sector. It can be viewed as a good starting
point, however, one shouldn’t disregard those one in three negative voices. On
the contrary, those would need a bigger attention and action taken. Specific at-
titudes could be divided into five types. Each of those types is also represented
in the persona (check appendix D). Those attitudes are:
1. demanding enthusiastic - mostly among young educated people of lower
AI awareness,
2. carefree neutral - mostly among young lower educated people,
3. suspicious negative - mostly among more senior lower educated people,
4. cautious calm - mostly among more senior educated people,
5. demanding anxious - only among younger, higher educated and having
high awareness of AI group.
The most negative attitudes are seen in groups 3 and 5. The distrust in
the AI of the third group might come from the lack of education in modern
technology, or from the image created by media. In fact, the only people who
admitted to being scared of AI, were of low education and AI awareness levels.
The fifth group are people who are young specialist in AI subjects. In their
case, the negative attitude might come from the distrust to people who are
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providing AI solutions. This group of specialists was aware of already existing
cases of unethical AI use, as well as, possible misuses that can happen with it.
The more detailed attitudes were dependent on the person’s experience
and the context of AI use. The participants were the most positive about the
health-related case. The automated decision case, where AI would decide on
whether an applicant receives the flat or not, was rated positive by higher edu-
cated people. As a reason, they said that AI decisions would be faster and not
human-biased. A few people of lower education were negative to this case,
feeling that the process is harsh and inhuman. Two cases that received the
most negative opinions, were the ones that would need to use data from the
private sector (case 4) or about children (case 3). Those cases can indicate what
is the privacy boundary for citizens’ data use.
One factor joining almost all participants in the empirical study was their
assurance of having trust in the public sector. For example, they would allow
the public sector to do more with their private data than they would allow the
private sector. Some mentioned that it is due to the rules and regulations that
the public sector is obligated to obey, its righteous history and no commercial
interest. Nevertheless, trust in the public sector does not guarantee trust in the
AI. Furthermore, very often every assurance of trust was followed by the list
of concerns appearing when talking about AI in the public sector.
Concerns mentioned by the participants were much depending on their ed-
ucation level or age. Still, for most participants of this study, one of the biggest
concern was security: whether the data will be safe, whether PS has capabil-
ities to build reliable systems or if technology providers are trustworthy. Cit-
izens were also worried about their privacy, especially when it comes to the
data about their relatives and relations. Leaving citizens no privacy could eas-
ily lead to becoming the surveillance country, which the participants were the
most concerned about. Moreover, they mentioned such as errors of the system
or having no control of the AI. Another concern, misuse of the AI or data, was
mentioned only by immigrants in Finland. They explained, that his concern
comes from their experience with other countries. Examples of such case can
be using data to control citizens or monetizing it by sharing with third parties.
Most of the results were alike with the literature study. The collective at-
titude agrees with the results of the study done on New York times articles
[2], where there were twice as many positive opinions about AI than nega-
tive ones . Talking specifically about AI used in the public sector, the collec-
tive approach would be cautiously positive, same as found in the survey from
2019 [13]. Moreover, similarly to the studies done by RSA[30] and a Nordic
company [51], the participants of this study were the most positive about the
health-related case.
On the other hand, some inconsistencies exist between results of this study
and literature review. The reason for those might be different naming, study
environment or used cases. For example, the case that uses children’s data for
impact assessment of the education system, can be labelled as a research case
and it was not accepted by most participants. In the research of Hyry [27],
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however, Finnish people are broadly supporting using AI for science. More-
over, concern about bias and discrimination was mentioned by multiple re-
search papers and reports. In the study it was discussed only once among
design workshop participants. It was also discovered, that most of the par-
ticipants are not aware of this problem. Last but not least, results from the
literature review adds the concept of underusing of AI [17] to the misuse one.
In summary, citizens keep the cautious positive approach to the idea of
public sector AI systems. Results of the empirical study showed that existing
trust in the Finnish government can make citizens more likely to use public
sector services. However, the concerns of privacy, security and loss of control
should be addressed. Moreover, the lower educated and aware of AI citizens
are, the more likely they would be careless of even fearful of it. This can make
such citizens not willing to use and obey AI services.
Moreover, personas (see appendix D) can be used as a way to relate to cit-
izens and understand needs and perspectives. This is an important stage of
the design process [74]. As mentioned in the first paragraph, personas are
representing five different attitudes to AI used in public sector, which were
distinguished during the study. Moreover, they include four more informa-
tion pieces. First, they mention the persona’s perspective on what should be
the role of human and AI in the public sector AI services. Next, they list the
persona’s most important concerns and needs towards the topic. Third, they
explain how that persona would be using the digital AI service provided by
the Public Sector. Last but not least, it includes the bio and basic information
about the persona, that can help the reader empathize better with them.
5.2 Information about the public sector AI services
needed for citizens’ trust
Information about the AI service is directly connected to the transparency
term: the more information is given, the more transparent the service is. How-
ever, not all information has the same importance for citizens. During the
study, participants were addressing transparency a lot, however, each of them
had a bit different perspective on what it is and what it should contain. In
general, they were mentioning that they need an easy access to all information
about the service that is relevant for them. The participants of the study men-
tioned that transparency is important to make more informed decisions or to
be less suspicious about the service. Moreover, they saw that transparency can
lessen customer service workload in the public sector. The more citizens will
know from service itself, the fewer questions they will be asking.
The need for an explanation of AI system actions or decisions was the
most often repeated one in the following study. The participants of this study
pointed out that they need to know why specific results were provided, be-
cause it can help them in understanding, accepting or redressing them. More-
over, they needed to know what criteria was used for a specific decision. Sec-
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ond most needed information was about the data used in the service. Partici-
pants were mentioning their need to know of which of their data is used, how
is it collected and from which source.
Next, often mentioned information group, is, as one of the participants
called, 3-p: process, purpose and performance. About the process, the partici-
pants wanted to learn in a concise way, how the data is used in the service and
what is the role of AI and human in it. Regarding the purpose, they wanted
to understand why should they use provided service, why was it created and
how it can benefit them or other people. Last of the three, performance, was
mentioned mostly by people of bigger AI knowledge. They mentioned, that
they find it important to inform how accurate are the results. According to the
participants, those pieces of information can in deciding whether they want to
use the service and how much should they trust it.
Pieces of information, that were less often mentioned by participants, were
following. First, a few participants pointed out that in a service it should be
clear what public institutions are providing the service. It also should be clear
how to contact it in case of redress. Next, the participants voiced their interest
in understanding the impact of the service. That was especially appearing
in cases involving relatives or automatic decision making. Last but not least,
some participants also pointed out that they would need recommendations on
what they should do with given results.
The importance of transparency is also visible in many studies used in
the literature review of this thesis [4, 10, 31, 55]. Even more, those studies
are mainly focusing on the same pieces of information that study participants
mentioned. Such repeated information is for example process, purpose, per-
formance, used data or the impact of the service.
The need for an explanation was also emphasized in the literature review. It
seems that it became an important topic in the research branch of AI. However,
it is important to mention, that explanations in AI have a double meaning in
those research materials. First, technical is more focused on algorithmic expla-
nations of the AI actions. Second, societal meaning focuses on the justification
of AI actions in an understandable for general users way [56, 58, 66]. It is the
latter that was chosen by both participants of the study and some experts as
the most important, when talking about trustworthy services [28, 57, 59].
The need for an open code or algorithms used in the service was a type
of information that was much more often mentioned in the literature review
[6, 11, 63, 64], than in the empirical study. It is important to add, that before
the code is published, it should be reviewed, whether sharing it would not
create risks of, for example, hacking the system [37, 62]. In the study, only a
few participants who are having good AI knowledge shared their interest in
getting to know the used algorithm, mostly out of curiosity motives.
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5.3 Factors that are needed for building citizens’ trust
towards Public Sector AI services
The needs voiced by citizens in the following study regarding public sector AI
services were alike the ones in the literature review. The service factors that
gathered all together the most interest are being in control over AI and data;
and having a human involved in the whole process of the service.
The former, the user control, was reflected in many different ways during
the study. One of examples were, when participants shared their feelings of
helplessness towards what is being done with their data. The citizens from
this study were requesting to always be asked for the consent before their data
is being used. They would want to be able to have full control of it and be
always able to access it, which was also supported by multiple existing papers
and guidelines [38, 56, 62]. They mentioned, that the access to data could also
help them to notice the situation when data stored is outdated. Moreover,
participants wouldn’t like data to be shared with other organizations without
their knowledge and acceptance. However, it is known that in some cases the
public sector might already have the right to use specific citizens data. In such
a situation, citizens should be still informed beforehand about the planned
data use and the law in use. Apart from data control, participants also voiced
the need to be in control of AI. They suggested, for example, that they want
to be able to not use AI or even ask for human work instead of AI, same as
advised in European guidelines [28].
The latter, about human involvement, can be divided into two sections that
are described in European guidelines [28] as human-on-the-loop and human-
in-command. The first approach explains the need of having human over-
looking the AI system behaviour. Possibly audits or certifications should be
enabled for informing about it. Next, human-in-command means that human
should be responsible for decisions, either by using the AI system as an ad-
visor or by reviewing the decision before handing it to the end-user. Many
participants were mentioning that the knowledge that an expert reviewed the
decision can help them trust it, especially in healthcare cases, which is also
confirmed in the studies done in Finland [27] and in Nordics [51]. On the other
hand, it was mentioned by a few participants of this study that decision mak-
ing by AI can be better than human-made due to lack of corruption, human
bias and human error, which was also confirmed by the study done by RSA
[30]. Lastly, human-in-command is about having interactive tasks handled by
a human [7]. The participants mentioned that tasks such as negotiating or
handing in the personal results, for example, healthcare-related are better to
be done with person, which can help in avoiding misunderstandings and the
feeling of being dehumanized.
The need for privacy, security and reliability of AI systems used in the
public sector services, was mentioned more as a concern during the empir-
ical study, while in literature review it was one of the most repetitive need
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[4, 37, 52]. Nevertheless, it all shows the importance of citizens being assured
of their safety. Any data leaking, unethical data sharing or unreliability of
services, especially those handling citizens personal information, can cause a
dramatic drop in trust towards the public sector. Therefore, it is important for
the public sector to proactively manage risks, be prepared for any failures and
openly speak about those [4, 28]. That also includes the risk of bias and dis-
crimination, broadly described in the review literature review [4, 6, 55, 64]. The
possible reason for those topics being hardly mentioned during the empirical
study, can be lack of education and being a part of less-likely to be discrimi-
nated groups. The only people who mentioned this problem were ones, who
are actively working with AI. Lastly, as mentioned in the multiple guidelines
[4, 11, 38, 57, 62], it is important that in case something happens, there is an
accountable person selected.
Participants in the study pointed out also a need to comprehend the ben-
efit of the service. That was especially noticeable when comparing results be-
tween two cases presented in the interview. The first was providing helpful
health prediction, while the second was mentioning about the education im-
pact assessment project based on tracked data from school pupils. The benefit
of the first case was much more understandable and tangible, therefore the case
gained much more positive opinions. Some participants explicitly mentioned,
that they need to know what is the benefit for them before they will want to
use it. A few guidelines [8, 17, 28, 62] add the need for providing the benefit
to the society or environment, as well as always respecting citizens right and
democratic values. Those were not explicitly mentioned in the study, possibly
thanks to the up-to-day positive experience with the public sector in Finland.
Another topic was broadly mentioned in the literature review and less often
in the empirical study, and yet it is an important factor specifically for public
sector services: services need to be accessible to all citizens [33, 63, 68]. In the
case of AI-using services, the interfaces have to be clear, easy and predictable
[56]. The language must be understandable by different citizens groups and
service possible to accessed from every places and community [62, 69]. More-
over, during the design workshop, participants were mentioning about the im-
portance that the public sector interfaces are clean and not manipulating any-
how its users. Moreover, they suggested, that public sector interfaces could
be similar between each other in appearance, to bring the feeling of familiarity
and therefore trust.
The last topic is about providing good education and including citizens in
the dialogue about AI. It is not a factor needed in the design of the services,
but rather something that the public sector could be responsible for as a side
action. The need for education can be seen from studying attitudes. There,
feelings like resistance, fear or helplessness appear out of the lack of knowl-
edge. Moreover, several participants were mentioning that they would gladly
learn more about the topic of AI. It is important to mention, that probably this
does not mean that everyone should receive a technical education in the topic
of AI. Rather, citizens could be taught about the basics of what AI is and what
CHAPTER 5. DISCUSSION 69
benefits and risks it can bring [6, 7, 17, 38]. This could help in clearing false
stereotypes. On the other hand, it is also important to provide social and eth-
ical studies for technical students [17]. That could help in future in avoiding
creating unethical AI products.
Finally, involving citizens in decisions related to AI use in the public sector
is recommended as an active AI awareness-building [4, 11, 13, 28]. Two of
the study participants were mentioning eagerness to be included in shaping
Finnish AI policy. That can be done by, for example, public debates. It can not
only satisfy the needs of citizens but also enable the public sector to do more
informed and publicly acceptable decisions.
Last but not least, it is important to mention the factors that are not under
the control of the public sector. Those are word of mouth, that is what friends,
family or media are saying [46, 67], and previous experience with AI or with
the public sector organization [23]. For example, existing good experience with
the public sector in Finland enabled user testing participants to use the proto-
typed service, even when they had some concerns about it. The trust to use
the services can also come from the knowledge that other citizens are also us-
ing the service. On the other hand, the participants mentioned that the trust
to the results from AI is more likely to increase when they see by themselves
or hear about cases where those results were correct. That can also be used
as an argument for public sector transparency for using AI: the more citizens
will hear about positive usage about AI, the more likely they will want to use
it themselves.
5.4 Guidelines for design and development of trust-
worthy AI services
Guidelines for the design and development of trustworthy AI services might
be considered as the main result of this work from the perspective of practice.
They are context-based, as advised by Rostlinger and Croholm [33], where
the context is of public sector organizations that would like to introduce AI to
their services. Moreover, those guidelines are based on thorough literature re-
search and discussion with people of different backgrounds, as recommended
by Thomson et al. [71]. Finally, they fill in the gap of lack of empirical studies
and citizen view on the AI usage in the public state [17, 30, 34]. In fact, the big
part of guidelines structure and content comes from multiple interactions with
citizens.
There were no clear instructions found on how to structure guidelines.
Therefore, its structure was decided by the iterative process of three steps.
First, gathering all needs, relevant principles, guidelines and concerns. Sec-
ond, clustering them with similar topics. Third, testing and improving, based
on results from the user testing. In the final step, I decided to divide the guide-
lines into two main sections: Information Transparency and Principles. The
sections are described below and the full guidelines document can be viewed
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in appendix F.
The first part of the guidelines is about Information Transparency. It was
structured with an aim to help designers to provide understandable and usable
information, the need pointed out by Abdul et al. [34]. The section is divided
into four parts, which represent different service stages: informative, applica-
tion, waiting and results. In each, it is suggested what information should be
visible there and of how big priority it is. The bigger priority, the more visible
the information should be. The lower - it should not grab immediate attention,
but they should still be accessible.
The informative stage of the service could be usually the first place that
citizens would interact with in the service. It can, for example, be a publicly
accessible web page. We suggested in our prototype, that such a web page
would contain a set of links to articles. The link titles would be presented
as questions, some of them both more general, introducing to the service and
other more detailed. Such links to articles could be grouped by topics to help
citizens finding the most relevant information quickly. Examples of topics that
should be included there are: process explained in better detail, therein exact
role of human; technical documentation, therein performance of AI system,
data quality, the security of the system and data storage; whether the system
is monitored, certified or audited; (If possible) open-sourced code or Impact
of the service on user and society, e.g. visualisations of demographic. The
informative stage of the service should be accessible from any other stages.
The next stage, application, represents the moment in the service where
a citizen is decided to start using the service. Here, it is important to repeat
the most important information about the service: process, whether AI will be
used and its purpose. Comparing to the information stage, here that informa-
tion should be presented in a shorter and more concise way, in order to increase
the chances of a user reading those. Moreover, in this stage, it was important
for the participants to understand what of their data will be used, what are its
sources and what are the privacy and security policies in short. If possible, cit-
izens would prefer to give consent on sharing specific data. Importantly, not
every citizen is interested in knowing all details about data, therefore in our
prototype we suggested drop-down lists, that would allow citizens to choose
how much they want to see.
The third stage is when citizens would need to wait for the results of their
participation in the service. Therefore, this stage would be not relevant in cases
such results would come immediately. In this stage, citizens wanted to be
informed about the current update on producing the results. They would also
want to be able to modify their data sharing consents or even opt-out from the
service.
The last stage we included in guidelines is the results stage. There, results
should be presented in an understandable way, such as decision information,
impact assessment results or predictions. It is most important to present the
explanation for why such results were created. Moreover, short information
reminder about the process and data that were used for this decision should be
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also highlighted. Several more pieces of information, such as a way of redress,
data safety or recommendations are also suggested to be included there.
The need for creating interfaces that are not overloaded, nor underloaded
with information came from interactions with citizens, mainly during user
testing. Most of them wouldn’t like to read the plain long text placed upon the
service page. It could make them feel overwhelmed or disinterested, which
could lead to not using or misusing the service. On the other hand, when the
information was too scarce, it was creating the feeling of intrusiveness. More-
over, the placement of when different information should be accessible came
from mainly design workshops and was confirmed or updated by user testing.
The next part of the guidelines is called principles. It is divided into two
sections which are representing different stages of producing the new service:
service design, development and operating. In each section, there are guide-
lines presented that should be considered during the specific stage. As sug-
gested by Amershi et al. [56], the guidelines are presented as short and action-
able instructions.
The service design stage happens when the idea for service appeared and is
turned into a more planned concept. Some of the most important recommen-
dations for this time would be about making sure to include some factors in
the service design. Such factors could be giving citizens control over their own
data and over AI actions, or making sure that the service would be beneficial
and respecting citizens rights.
The next stage tackles the period when the concept is being developed into
working service and sustained. There, it is important to ensure that areas
such as security, reliability or privacy of the service are meeting requirements.
Moreover, it is suggested to include human in the service processes, either as
auditor or part of the process. Other guidelines tackle such topics as provid-
ing a good interface, mitigating bias and ensuring data quality. As additional
activities, recommendations are added for supporting education and keeping
citizens in the loop.
Apart from the guidelines themselves, this work provides two other practi-
cal materials that can help service creators: personas and the service prototype.
The former can be used as a way to understand the users and make sure that
the service would satisfy them. The latter can serve as a tested example of
how to place different information on different service stages. Following those
materials together with guidelines, would help service creators to answer cit-
izens concerns and needs, as well as ensure that their service meets ethical
standards. Henceforth, it would ensure the trustworthiness of those services.
5.5 Limitations and future research
The first important limitation of this study is that it was done with a small rep-
resentative of Finnish residents. For a full understanding of the existing atti-
tude, concerns and needs in Finnish society, more groups should be included,
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for example, teenagers or elderly. Moreover, IEEE guidelines [38] suggest to
identify and include cultural minorities in served society, as they would also
be served with those new services.
Furthermore, I would not advice to directly apply the results of this study
in other cultures. More research would need to be done, as in this thesis it is
partially focused on the Finnish environment. Moreover, the findings would
need to be verified [19], by, for example, user testing the service prototype.
There are multiple reasons for those actions. In different parts of the globe, so-
cieties have different cultural biases and values, that can influence the mental
model of AI [23]. Furthermore, countries have different focuses on different
technologies and societies are differing in the use of different tools, which can
influence the adoption of the new AI services [49]. Even within Europe, the
cultures and social characteristics are different between each other [19, 35].
Last but not least, Finland is different comparing to other countries thanks to
its greater trust in the public sector [12]. Even during the interviews, a few par-
ticipants that had experiences with other countries mentioned that in Finland
they would accept more than in other places.
In this work, the main focus was on interacting with citizens. Therefore,
there were no resources left to test the guidelines with designers and develop-
ers. Such tests, however, are much needed to understand whether those guide-
lines are understandable. Some case studies could be done, where presented
guidelines would guide the full design and development of a new public sector
service. This would help in evaluating whether guidelines can indeed provide
help and good results.
Another limitation of this study is that there is no one clear definition of
AI that would be common between studies [4, 77]. Moreover, there are yet
little studies on societal needs towards AI applications in the public sector.
Therefore, materials that were used in the literature review were focusing on
slightly different technologies: automation systems, automated decision sys-
tems, machine learning, artificial intelligence. That could have brought results
that might not be relevant to all AI applications in the public sector.
Furthermore, the AI applications itself could have been more specified.
Only one case could be chosend out of, for example, automated decision, citi-
zen assistance or impact assessment. As this study showed, people are react-
ing differently to different AI-usage cases. Moreover, the context of the ap-
plication, how it can influence one life (for example whether it is used in the
healthcare or in the post services) also influences the level of information and
factors that should be applied there [20, 37]. Having focused on one type of the
AI application the final guidelines could be even more usable and relevant.
Moreover, via different studies, as well as empirical research it was dis-
covered that there are two different instances of trust relevant when talking
about trustworthy services: trust to the service provider and trust to the AI.
The former can help citizens in making the decision to use provided services,
for example, to share the data with it. The latter makes them accept the results
and follow the given recommendations. In this study, there was no focus on
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one of those trust instances. It could be valuable to research on the importance
and current state of each, as well as what factors are influencing which of those
instances.
The main goal of this work was to provide guidelines that would build
trust. However, the following question remains: how much of trust to the
public sector or AI is actually healthy? From one side, the trust can help citi-
zens accept and use tools that majority of us do not fully understand, like 4G
network [22]. On the other hand, it was seen in this research, that citizens have
much less knowledge about data being used in the public sector than what
they knew about the private sector, possibly thanks to the higher trust. Having
too much of trust can limit citizens’ ability for critical evaluation and learning
[46, 77]. Moreover, it builds our reliance on AI, which we might not even be
aware of [8]. Altogether, it could be worth to explore the proper balance of
trust and distrust.
Last but not least, this work focuses more on the factors that in the short
term would help in gaining trust. However, more research would be needed
to check the longer-term effects of introducing different AI applications in the
public sector. The examples of sectors with questions that such research should
include are: social - would AI application help in decreasing the social injustice
between communities?; economical - who is going to earn money from public
sector AI services, especially if such is provided by the third party?; global -
how are we affecting other countries by using such a tool?; and environmen-
tal - is the value that AI brings bigger than the environmental trace (energy,
minerals) that is left?
Chapter 6
Conclusions
This thesis aimed to answer the question of ”what needs to be taken into
consideration while designing trustworthy public sector AI services?”. As a
method, the design process was used, that consisted of three stages. In the
first stage, over 20 Finnish residents were interviewed about their attitudes,
concerns and needs regarding AI use in the public sector. During the next
stage, design workshop, Finnish residents brainstormed together about trust-
worthy public sector AI services. Last, during the user testing, the prototyped
public AI service was tested with Finnish residents. Altogether, over 30 resi-
dents of Finland participated in this qualitative process. Moreover, the results
of this study were enriched with perspectives from the broad literature review.
That included the newest scientific publications, technical reports, surveys and
existing guidelines. This thesis finishes with three main conclusions, written
below.
There are more positive than negative voices about the usage of AI in
the public sector, however, the number of the latter is significant. The most
negative voices came from senior people of low education and junior AI spe-
cialists. The trust in the public sector is strong in Finland, which made par-
ticipants more eager to use prototyped AI public sector service. Nevertheless,
partipants voiced multiple concerns, such as whether the public sector would
be able to provide secure services or whether the use of AI in the public sector
wouldn’t lead to the lack of privacy and surveillance. Based on the interactions
with citizens, personas were created (appendix D). Those can help service de-
signers in understanding citizens and relating to their needs.
It is important to keep the public sector services transparent, in order
to keep trust to the public sector and build the trust to AI. Citizens need to
know when AI is used, how and for what purpose. This way they can build
their understanding and experience of AI usage in the public sector. Further-
more, citizens need to know why AI services resulted in specific actions or
decisions, as well as, which of their data was used in the process. Such infor-
mation needs to be presented to them in an understandable and yet concise
way. Interfaces cannot be overloaded with information, however, more de-
tails should be available for those interested. Specific instructions on how to
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present different information about the service are grouped in the first part of
Guidelines (appendix F). The example of how such a service could look like is
presented in the service prototype (appendix E).
Citizens’ needs and concerns, as well as ethical requirements, ought to
be addressed in the design and development of trustworthy public sector
AI services. The specific recommendations are listed in the second part of the
attached guidelines (appendix F). Those are, for example, mitigating security
and discrimination risks, providing citizens with control over their data and
having a person involved in AI processes. In the end, citizens will be more
likely to build trust to the public sector, when they see that their needs and
concerns are addressed, through the transparent service, accessible informa-
tion and the positive experience.
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Interview  #____      Date  &  time  _______________________  
Demographics  
Gender:  
Age:  
Level  and  sector  of  studies/education  -  Koulutustausta:  
 
Current  Occupation  -  Nykyinen  ammatti  (asema):  
 
Nationality  +  how  long  in  Finland  if  not  Finnish:  
 
General  knowledge  -  Yleistiedot  
What  do  you  know  about  the  use  of  your  personal  information  in  the  private  sector?                              
Minkälainen  käsitys  sinulla  on  omien  tietojesi  käytöstä yksityisen  sektorin                  
palveluissa?  
(if  the  person  confused,  eg.  showing  recommendations  in  the  online  shop  based  on  your  shopping  history)  
 
 
 
How  do  you  feel  about  such  data  usage?  Why?  Mitä  ajattelet  tietojen  käytöstä?  Miksi  
 
 
What  sort  of  things  are  ok  and  what  are  not  ok?  Why?  Minkälaiset  asiat  ovat  mielestäsi  ok  ja                                    
mitkä  eivät  ole  ok?  
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What  do  you  think  about  the  use  of  your  personal  data  in  the  public  sector?  Minkälainen                                
käsitys  sinulla  on  omien  tietojesi  käytöstä  julkisen  sektorin  palveluissa?  
(if  the  person  is  confused,  eg.  sharing  your  basic  data  based  on  your  social  security  number)  
 
 
 
 
 
 
How  much  do  you  know  about  it?  Minkä  verran  luulet  tietäväsi?  
 
 
 
 
 
 
Where  and  how  could  you  find  out  how  it’s  used?  Mistä  ja  miten  saisit  selville,  miten  tietojasi                                  
käytetään?  
 
 
 
 
 
 
 
How  would  you  describe  Artificial  Intelligence?  Miten  kuvailisit  tekoälyä  -  mitä  se  on?   
What  would  be  your  definition?  Mikä  olisi  sinun  määritelmäsi?  
 
 
 
 
 
 
What  sort  of  things  are  AI  and  what  are  just  basic  IT?  Minkälaiset  asiat  ovat  tekoälyä  ja  mitkä                                    
perus  ATK:ta  
What  is  the  border  line  between  those?    
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The  user  stories  and  use  cases  we  present  to  you  are  fictional.  They  represent  a                              
possible  future  but  they  do  not  exist  at  the  moment  and  some  of  them  may  never  be                                  
implemented.   
Seuraavat  tilanteet  ja  käyttäjätarinat  ovat  täysin  fiktiivisiä.  Ne  kuvaavat                  
mahdollista  tulevaisuutta,  mutta  niitä  ei  ole  nyt  olemassa  eikä  niitä  välttämättä                      
koskaan  tällaisina  toteuteta.  
Case  #__________________________  
What  are  your  feelings  about  the  use  case?  Why?  Mitä  ajattelet  tästä  tarinasta  ja                            
tilanteesta?  Miksi?  
 
 
 
 
 
What  questions  does  it  raise?  Minkälaisia  kysymyksiä  se  herättää?  
 
 
 
 
 
What  do  you  think:  what  kind  of  data  was  used  there?  Minkälaista  dataa  tässä  on                              
käytetty?  
 
 
 
 
 
Where  did  it  come  from?   Mistä  ja  miten  se  on  saatu  käyttöön?  
 
 
 
What  would  you  like  to  know  about  processes  used  for  this  action?  Mitä  tietoja                            
kaipaisit  tällaisessa  tapauksessa?  Missä  ja  miten  tuo  tieto  pitäisi  olla  saatavilla?  
Eg.  How  was  the  decision  made,  level  of  AI  autonomy,  based  on  what  data...     
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Case  #__________________________  
 
What  are  your  feelings  about  the  use  case?  Why?  Mitä  ajattelet  tästä  tarinasta  ja                            
tilanteesta?  Miksi?  
 
 
 
 
 
What  questions  does  it  raise?  Minkälaisia  kysymyksiä  se  herättää?  
 
 
 
 
 
 
What  do  you  think:  what  kind  of  data  was  used  there?  Minkälaista  dataa  tässä  on                              
käytetty?  
 
 
 
 
 
 
Where  did  it  come  from?   Mistä  ja  miten  se  on  saatu  käyttöön?  
 
 
 
 
 
What  would  you  like  to  know  about  processes  used  for  this  action?  Mitä  tietoja                            
kaipaisit  tällaisessa  tapauksessa?  Missä  ja  miten  tuo  tieto  pitäisi  olla  saatavilla?  
Eg.  How  was  the  decision  made,  level  of  AI  autonomy,  based  on  what  data...   
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Case  #__________________________  
 
What  are  your  feelings  about  the  use  case?  Why?  Mitä  ajattelet  tästä  tarinasta  ja                            
tilanteesta?  Miksi?  
 
 
 
 
 
What  questions  does  it  raise?  Minkälaisia  kysymyksiä  se  herättää?  
 
 
 
 
 
 
What  do  you  think:  what  kind  of  data  was  used  there?  Minkälaista  dataa  tässä  on                              
käytetty?  
 
 
 
 
 
 
Where  did  it  come  from?   Mistä  ja  miten  se  on  saatu  käyttöön?  
 
 
 
 
 
What  would  you  like  to  know  about  processes  used  for  this  action?  Mitä  tietoja                            
kaipaisit  tällaisessa  tapauksessa?  Missä  ja  miten  tuo  tieto  pitäisi  olla  saatavilla?  
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Follow  -  up  questions  -  Loppukysymykset  
Kun  ajatellaan  näitä  esimerkkejä,  niin  millä  tavalla  haluaisit,  että  niistä  kerrotaan?  
 
 
 
 
 
Minkälainen  rooli  sinulla  pitäisi  olla  näissä  tapauksissa,  mitä  asioita  pitäisi  pystyä  seuraamaan                        
tai  kontrolloimaan?  Missä  vaiheessa?  Miksi?  (Suostumus,  tarkistus,  hyväksyntä  yms.)  
 
 
 
 
 
 
Mitä  näissä  käytetyistä  tiedoista  pitäisi  pystyä  sinulle  kertomaan?  Missä?  Miten?  Missä                      
muodosssa?  
 
 
 
 
Tuleeko  vielä  jotain  mieleen  tai  haluaisitko  vielä  lisätä  jotain?  
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In  all  these  examples,  the  personal  information  was  handled  by  artificial  intelligence.                        
What  do  you  think  about  this?  
What  be  a  difference  if  a  human  would  handle  those  information?  Why?  
Which  processes  should  be  handled  by  Artificial  Intelligence  in  such  processes  and  which  by  a                              
human?   How  much?  Why?  
Recently,  you  can  experience  more  and  more  situations  when  you  are  interacting  with                          
artificial  assistants,  e.g.  chatbots  or  automated  phone  calls.  Imagine,  those  are  using                        
language  natural  enough  to  be  indi erent  with  humans.  What  do  you  think  about                          
those?   
Now  imagine  that  you’re  calling  somewhere,  you  have  a  good  talk  and  you  manage  to  do  what                                  
intended,  eg.  book  a  visit.  Only  after  the  talk  you  get  to  know  from  a  friend,  that  you  were                                      
talking  with  AI.  How  would  you  feel?   
 
What  do  you  think  about  the  use  of  AI  to  predict  future  health  or  mental  problems,  or                                  
social  di culties,  like  exclusion?  
 
In  which  situations  is  this  ok  and  when  not  ok?  Why?  
 
What  would  you  like  to  or  need  to  know  about  use  cases  like  these?  
 
What  should  your  role  be  in  the  process  (give  consent,  approve,  review  data?)   
How  should  you  be  able  to  control?  Why?  
If  we  think  about  the  processes,  rules,  algorithms  and  decisions  made  in  those,  and  the                              
data  used,  what  are  the  things  you  would  need  to  or  like  to  know?  Why?  
How  should  all  that  information  be  presented  to  you?  (When,  where?)  
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#1
Case: Imagine that you’re looking for a new flat. 
Having scarce funds for the rent, you’re in need to 
apply for council housing in Helsinki. Below, you can 
see the application process.
1. You fill your social security number and click submit.
2. You go through the form which has auto-filled information 
about your current status of e.g. dwelling, income, family.
Welcome! 
Please provide your 
Social Security Number 
to enable our assistant 
fill the form for you:
ddmmyy-xxxx
CANCEL SUBMIT
Dear Alex Koskinen,
Please, review if the 
personal  information 
auto-filled for you is 
correct.
OK
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#1
Case: Imagine that you’re looking for a new flat. 
Having scarce funds for the rent, you’re in need to 
apply for council housing in Helsinki. Below, you can 
see the application process.
3. After reviewing the form, you submit the application and the 
decision is presented immediately on the screen.
Application: 234217y
Dear Alex Koskinen,
We are sorry to inform you, that 
your application is rejected. 
Please, contact us if you need 
more information. 
You can find contact details by 
clicking here.
OK
What are your feelings about this case? 
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#2 a)
Case: Let’s imagine this situation. We are some years 
into the future. You have a grandmother who lives 
quite a distance from you. There have been some 
difficulties in the family and your grandmother has 
been living alone for quite some time and you haven’t 
heard anything for a while.
Once, you receive a letter from “social care”. It says: 
Hello,
This letter concerns your grandmother. 
Based on the information we have gathered, we 
have reason to suspect a danger of social 
exclusion in the case of your grandmother. We are 
not allowed to intervene at this point but would 
like to make you aware of the situation, as a next 
of kin.
Kind regards,
Social Care
What are your feelings about this case? 
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#2 b)
Case: Let’s imagine this situation. We are some years 
into the future. You have a grandchild who lives quite 
a distance from you. There have been some difficulties 
in the family and your grandchild has been living alone 
for quite some time and you haven’t heard anything 
for a while.
Once, you receive a letter from “social care”. It says: 
What are your feelings about this case? 
Hello,
This letter concerns your grandchild. 
Based on the information we have gathered, we 
have reason to suspect a danger of social 
exclusion in the case of your grandchild. We are 
not allowed to intervene at this point but would 
like to make you aware of the situation, as a next 
of kin.
Kind regards,
Social Care
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#3
Case: Imagine that you have a 
child that just started primary 
school. One day, you got this 
message from the school director:
Hello,
We are taking part in the new three-years project 
with a goal to assess the impact of our education 
on children. For this purpose, we would like to 
track your child information in this time. Please, 
let us know whether you  are fine with your child 
contributing to the project. If so, please provide 
us the information whether your child use a 
mobile phone or a smartwatch, as we would use 
one of those for receiving information.
Thank you,
School Director.
What are your feelings about this case? 
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#4
Hello,
We have recently received information which 
indicates that there might be a reason to cancel 
your current benefits. We have reason to believe 
you have spent a considerable amount of money 
recently. You have 5 days to claim adjustments to 
the data before the benefits are cancelled.
You can review it here.
Thank you,
Kela
What are your feelings about this case? 
Case: Let’s imagine that you are currently in the basic 
social assistance scheme and receiving benefits from 
Kela. (This means you have no income and couldn’t 
cope without the benefits). You receive email from 
Kela which says:
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Decision Making AI
In some cases, public sector authorities might use AI 
to make decision - either by getting an advice or fully 
automating the decision process.
Input: Data provided by citizens and gathered from multiple public 
sector systems.
Process: Based on the given rules and learnings AI chooses the best 
decision for the inputted data and question.
Output: Yes or no answer (eg. whether or not to give social benefits 
OR number (eg. assets division during a divorce case) OR 
qualitative answer (eg. school assignment to student).
Example: Imagine applying for a student or social 
housing. You fill in the form of current preferences, 
while more data is received from your housing 
history, education status, income. Then, you wait a 
bit and you are assigned a flat, as said, tailored to 
your needs.
How would you like to be informed about the 
decision, so you trust it?
When should that happen? What would you want to see in the 
main message? What other information  should be available 
for you? How should you reach it?
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Impact Assessment by AI
If the any public sector authority wants to assess 
their services, one of promising solutions would be to 
use the help of AI. Multiple data can be gathered 
from chosen group of citizens and analysed with the 
use of AI on continuous basis. 
Input: Data from multiple public sector databases, eg. health, 
travels, social, employment etc.
Process: A few factors  are continously assessed and measured by AI. 
Output: Reports containing different measures, collerations etc.
Example: Finnish government wants to measure the 
impact of higher education in Finland on Finnish 
citizens’ wellbeing and employability. Throughout a 
few years they gather information about 
fresh-graduates from different universities, e.g. their 
health profile, income, employment. After first year 
of the project, first results are published online.
What actions would increase or maintain the 
trust in the government?
If you are one of monitored citizens, how should you be 
informed? When? What should be your role there? How much 
information would you like to know before, during the project 
and after it? 
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Predictions by AI
AI can be used for predicting our future health, either 
social, mental or physical. Right now it is getting 
increasingly better in the diagnosis and much 
research is being done on improving the predictive 
care with AI. 
Input: Person’s and their family health history, employment and 
social care history.
Process: The data is compared with patterns discovered by AI. If there 
is a match, AI creates a prediction..
Output: A prediction of future health, mental or social problem.
Example: There is a specific desease repeating in 
your family. Moreover, the type of work you are 
doiing might increase the risk of getting it. The AI 
recognizes this risk and outputs the prediction: with 
the current information about you, you are likely to 
get this disease. 
How would you like to be informed about this 
prediction, so you trust it?
When should that happen? What would you want to see in the 
main message? What other information should be available 
for you? How should you reach it?
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Laura
#enthusiastic #educated 
age: 27
education: MBa or MA
profession: junior marketer
AI awareness: medium
Bio:
Laura has just finished her Master Degree in the business school. She is 
interested in law and economy. She has no background in Artificial 
Intelligence, but with interests reads the articles about it. She sees AI more 
as an intelligent assistant. She is quite excited about it coming, as she 
believes it will help in making the world a better place. 
About Human in the loop:
She thinks all the interactions, such as 
process explanation, informing about 
personal issues, relationships or 
negotiations should be done with a 
human, not a machine. However, if 
bots would reach a level of speaking 
naturally, she would be fine with 
handling minor tasks with them, even 
when not knowing that they speak with 
a bot.
Needs:
1. Consent and control over her 
data.
2. Transparency
3. Human as a main interactor
Attitude towards use of AI in 
Public Sector:
She is fine with her data being shared 
between different PS organizations. 
She sees that as the improvement of 
processes, making them easier, faster 
and less costly. Moreover, she is fine 
with automated and fast decisions. She 
has express more of needs rather than 
concerns. 
“I would be super happy to have 
a decision right away, because 
then I can take action faster.”
“Obviously, some new research 
in AI is going on and it's for the 
betterment of the future.”
“If you're transparent about your service, then people 
will trust you in general. Even if they do not agree with 
your processes, then they can express their opinions on 
it, compared to if they didn't know your process. 
Using the service:
1. Reads terms and conditions.
2. Adjusts data sharing settings for 
her needs.
3. Is mostly curious about the data, 
not system itself.
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Annika
#young #carefree 
age: 22
education: vocational school
profession: customer service
AI awareness: low
Bio:
Annika is a young lady, who just finished her vocational education and 
started working in the customer service in the cosmetics store. She uses 
computer mainly for entertainment and is not interested in artificial 
intelligence. She is used to giving consent in different services and she tries 
not to think much about it. She feels that this topic is overwhelming to her.
About Human in the loop:
Annika would trust a human better 
than AI. She thinks that a person 
should contact her prior to the usage 
of the data, to explain the purpose, ask 
for the consent and later to inform 
about the results. She would be even 
more reassured, if she knows that a 
human was very involved during the 
whole process. She wants that 
information to be given in an easy way, 
not hidden in the privacy statements.
Needs:
1. Explanation and interaction by 
human.
2. Short and clear information on the 
process and purpose.  
Concern:
1. Surveillance.
Attitude towards use of AI in 
Public Sector:
She has mixed feelings about AI in PS. 
From one site, she is excited that AI is 
being used for good purposes. She 
sees that it can help in many sectors. 
On the other hand, she is concerned 
about how much information would AI 
know about her or her friends and 
relatives.
“I see a lot of benefits in these, 
for example in terms of the child 
or social welfare.”
“Monitoring our actions? Feels 
weird, like being a test rabbit.”
“If I always know what's going on, then I feel ok. 
Otherwise, I would fear of what data is being 
used and for what purposes.”
Using the service:
1. Skips most of the text. Could 
watch short  video if included.
2. Agrees easily to the service.
3. Is mostly interested in purpose.
APPENDIX D. PERSONAS 104
Matti & Sanna
#suspicious #senior
age: 58
education: high school
profession: factory/restaurant 
employer
AI awareness: mild
Bio:
Sanna is working at the restaurant and Matti works in a factory in the 
production maintenance team. They have a mild awareness of Artificial 
Intelligence, however they are not actively looking for information about it. 
They associate Artificial Intelligence mainly with robots. They feel not very 
comfortable about AI coming. They aware that nowadays all of their actions 
online are being tracked.
About Human in the loop:
Matti and Sanna think, that decisions 
made by AI would be cruel and unfair. 
They don’t believe that AI can fully 
understand an applicant’s situation. 
They think, that whenever there is a 
human in the process, it would give 
better chances for getting the positive 
outcome and be more trustworthy. 
Needs:
1. Human making a decision.
2. Privacy.
Concern:
1. AI and personal information 
going into wrong hands.
Attitude towards use of AI in 
Public Sector:
They have a great trust in Public Sector 
and they are not interested in checking 
on is being done with their data. They 
accept that their personal information 
are used for, for example, detecting 
frauds. On the contrary, they would not 
feel ok when AI is used between family 
members. They feel that one should 
not worry as long as is doing things 
legally. 
“This would be pretty cruel if 
automation, not a person familiar 
with the situation, rejected the 
application. 
“You’re either in or out of online 
world. Google knows 
everything.”
“It's such a strange concept this artificial 
intelligence, it's probably doing things I can't 
comprehend”
Using the service:
1. Carefully reads through the main 
points.
2. Are mostly interested in who 
else will see their data.
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Alex & Ville
#calm #experienced
age: 48
education: MSc in Computer 
Science
profession: IT specialist, manager
AI awareness: good
Bio:
Alex and Ville finished their master studies in computer science around 20 
years ago. Since that time they has been working in IT on different levels, 
sometimes in sectors related to Artificial Intelligence. Personally, they are 
very interested in the topic of AI and they have a broad knowledge of it. They 
are aware of the use of her data and understand that data is a big value 
nowadays, however they doesn’t feel very right about it. 
 About Human in the loop:
Alex and Ville are fine with automated 
decisions. In their opinion, it helps 
avoiding grey shadows and corruption. 
They see human role as eventual last 
mile, that would monitor the system 
and check the decision.
Need:
1. System documentation.
Concerns:
2. Failure of the system.
3. Data going in the wrong hands.
4. Bad impact on users.
Attitude towards use of AI in 
Public Sector:
Living in Finland made them fully trust 
the government, especially their good 
purposes. However, Alex’s and Ville’s 
trust is not blind. They see multiple 
possible pitfalls, thanks to their 
work&life experience and education. 
Moreover, being interested in 
technological field, they would be 
always interested to see the 
documentation of the service.
“The confidence comes from 
previous and general experience 
of government.”
“AI is nothing magic for me”
“Do we have the best people to keep the data 
protected in the public sector?”
Using the service:
1. Checks if the service is secure. 
2. Goes through the 
documentation with curiosity.
3. Is interested in system 
properties, security and impact. 
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Tommi
#anxious #specialist
age: 28
education: MSc in Computer Science
profession: data or AI specialist
AI awareness: great
Bio:
Tommi is working as a researcher at the university in the area of Artificial 
Intelligence. He actively reads news and scientific papers about AI. He has 
just got interested in the topics of ethical, fair and transparent AI and wants 
to help in achieving it. He also knows a lot about AI processes being used in 
the private sector. He tries to limit the data available online about him. 
About Human in the loop:
He needs to be informed when he is 
interacting with AI, even if the case is 
not significant. He also feels that 
human should always be involved in 
the AI loop, as someone who 
constantly check the system and give 
feedback to it. AI should not replace 
human in, so called, human tasks like 
education or nursing.
Needs:
1. Consent and control over his 
data.
2. Transparency
Concern:
1. Misuse of data by the 
government.
Attitude towards use of AI in 
Public Sector:
He trusts the intentions of the public 
sector, however he is anxious of the 
processes used there. He sees a lot of 
bad events connected to AI and data 
happening in the private sector and he 
would not want it to happen in the PS. 
He would be very much interested in 
participating in shaping a public sector 
policy towards AI. 
“You should always be asked for 
permission to share your data, 
so it would not be automatically 
passed forward”
“Using data and AI is a 
necessary evil”
“The expectation is that when you call a number and 
you talk to someone that sounds like you, it should be 
a human. If I discover that it was an automated process 
afterwards I would feel tricked.” 
Using the service:
1. Carefully checks or marks which 
of his data is to be share and 
with whom.
2. Is very impatient and hungry of 
more information.
3. Is mostly interested in his data 
and the ethical parameters of 
the system. 
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Teknologia Tiedot ja tietoturva Suostumus ja tietosuoja
Mitä tekoäly on? Mitä tietoja ennuste käyttää? Mistä tiedot saadaan?
Miten tekoälyä osaa ennustaa? Miten tietosi on turvattu? Kuka tietosi näkee?
Mitä algoritmeja käytämme? Miten vältämme biasoitumiset? Miten voit hallita tietojesi käyttöä?
Tervetuloa KAKSoten 
tuottamaan terveystarkastukseen!
Tarkastukseen sisältyy tekoälyyn perustuvan 
terveysennusteen laatiminen tuleville työvuosillesi.
Voit perehtyä terveyennusteen taustoihin tarkemmin 
valitsemalla alta aiheen.
KAKSote 
Alueellinen
terveydenhoito
KIRJAUDU PALVELUUN
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Appendix F
Guidelines for trustworthy PS AI ser-
vices
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Guidelines  for  trustworthiness  of        
public  sector  AI  services   
 
Below  document  contains  guidelines  for  designers,  developers  and  decision-makers  of  any                      
public  sector  (PS)  service  that  would  use  AI  systems.  Following  such  guidelines  would  build                            
citizens'  trust  to  the  AI  and  public  sector  itself.  Guidelines  are  the  results  of  the  empirical                                
study  done  with  Citizen  Transparency  project  with  Saidot  in  2019  and  extensive  literature                          1
review,  results  of  both  are  published  in  the Designing  guidelines  for  trustworthy  AI  public                            
sector  systems  Master  Thesis.   
Guidelines  are  divided  into  two  sections.  First  section  tells  about  how  to  achieve                          
transparency  of  PS  AI  services,  mainly  what  information,  when  and  how  to  present  for  a                              
citizen.  Second  one  groups  principles  that  should  be  included  in  design,  development  and                          
operations  of  the  service,  as  well  as  motivate  for  additional  activities.   
   
1  https://www.espoo.fi/en-US/A_Consortium_of_Finnish_organisations_se(167195)  
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Information  transparency  
How,  what  and  where  should  be  shared  in  AI  Public  Sector  services.  
In  the  following  section,  we  present  guidelines  for  enabling  transparency  in  Public  Sector                          
services  that  are  using  AI.  Not  only  we  present  what  information  should  be  available  for                              
citizens,  but  also  when  and  how  to  show  those.  We  suggest  that  there  are  four  different                                
stages  of  citizen  interactions  with  the  AI  PS  service:  
1. Informative  stage  
Where  a  citizen  can  get  informed  about  the  service,  its  purpose  and  any  details.  That                              
stage  should  be  accessible  at  any  point.  
2. Application  stage  
A  citizen  comes  to  the  stage,  when  they  decide  to  use  the  service.  That’s  where  the                                
user  can  fill  in  any  data,  preferences  or  give  consent.  
3. Waiting  stage  
In  case,  the  service  doesn’t  produce  immediate  results,  there  is  a  waiting  stage                          
where  the  user  is  unformed  about  the  current  state  of  the  process.  
4. Results  stage  
Where  the  user  is  given  results  of  the  service.  
At  each  stage,  there  is  different  information  needed.  Moreover,  those  information  should                        
be  placed  in  the  interface  according  to  its  priorities:  the  more  important  the  information  is,                              
the  earlier  and  more  visible  place  it  should  have.   
 
Information  stage  
● Process  explained  in  better  detail,  therein  exact  role  of  human  
● Technical  documentation,  therein  performance  of  AI  system,  data  quality,  security  of                      
the  system  and  data  storage  
● Whether  the  system  is  monitored,  certified  or  audited  
● (If  possible)  open  sourced  code  
● Accountable  person/organization  
● Way  of  mitigating  risks  and  bias  
● Impact  of  the  service  on  user  and  society,  eg.  visualisations  of  demographic  
● Privacy  statement  
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Application  stage  
Most  important  information  -  should  be  clearly  visible:  
● General  description  of  the  process,  that  AI  will  be  used  
● Basic  information  on  the  purpose  
● What  type  of  data  will  be  collected  about  the  person?  
● What  are  the  sources  of  these  data?  
● Security  and  privacy  policy  in  short  (what  will  happen  with  data,  eg.  whether  they                            
will  be  anonymized  and  shared  with  other  organizations).  
Important  information,  easily  reachable:  
● More  detailed  process,  the  role  of  AI  and  human  in  it  
● More  about  the  purpose  and  who  benefits  from  the  service  
● Reason  for  using  specific  data  
● Who  will  have  access  to  the  data?  
● Whether  data  will  be  shared  with  other  people/organisations?  
● Basic  information  on  the  organisation  involved  in  the  process  
● Basic  information  on  the  behaviour  of  the  application  
● A  contact  for  inquiries  
Where  and  how:  
● Some  suggest  a  person  (eg.  video  clip),  where  the  person  would  explain  the  process                            
and  the  motives,  in  that  case  information  should  be  also  accessible  by  clear  and                            
easy  text.  
● The  best  way  would  be  to  do  that  via  an  online  service  or  the  application.  From  a                                  
citizen  perspective,  also  contact  via  phone  would  be  good.   
Apart  from  the  information,  that  stage  should  consist  of  a  consent  part.  The  citizen  should                              
be  able  to  select  whether  they  want  to  participate  fully,  only  with  limited,  chosen  data  or                                
not  at  all.  If  the  data  is  planned  to  be  shared  with  other  organisations,  the  user  also  should                                    
consent  for  that.  If  possible,  that  could  also  involve  an  option  of  opting  out  from  AI  use  or                                    
asking  for  human  review.  
 
Waiting  stage  
● Citizens  should  be  able,  either  by  an  online  service,  or  by  a  person  of  contact,                              
change  the  permission  (eg.  participation)  given  at  the  consent.  Eg.  they  should  be                          
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able  to  stop  their  participation,  limit  or  increase  the  data  they  share.  Opt  out  from                              
ai,  data  sharing  etc.  
● If  relevant  (eg.  while  doing  a  longer  research  /  impact  assessment),  citizens  would                          
like  to  get  updates  of  the  results.  
● If  possible,  a  person  should  be  able  to  review  the  data  being  currently  collected  and                              
possibly  update  some  of  those.  
 
Results  stage  
By  results  we  mean  eg.  finished  prediction  or  decision.  
Most  important  information,  needed  to  be  clearly  visible:  
● General  description  of  the  process  
● Explanation  
● Data  that  was  used  for  the  decision  and  its  sources  
Important  information,  easily  reachable:  
● Procedures  or  laws  used  in  the  service  
● Performance  of  the  used  AI  system  (accuracy,  likelihood)  
● Data  safety  (what  will  happen  with  it  now,  if  shared  or  deleted  or  reused)  
● A  redress  contact  
● When  and  where  was  the  consent  given  
● If  possible,  link  to  review  one’s  data  
Increasing  the  experience:  
● recommendations  for  what  to  do  with  given  results  
● guidance  on  how  to  read  the  results  
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Principles  
What  factors  need  to  be  provided  by  PS  AI  service  for  the  citizen  trust.  
Below,  there  are  principles  presented  that  will  help  in  building  citizens'  trust  to  AI  and  PS.                                
They  are  divided  into  three  sections,  based  on  in  which  stage  they  should  be  addressed:                              
service  design,  service  development  and  operation  and  additional  activities.  Take  into                      
consideration  that  there  exist  also  trust-building  factors  that  are  not  controlled  by  project                          
stakeholders,  for  example:  already  existing  trust  to  the  public  sector,  public  opinion  (word                          
of  mouth)  and  citizen  personal  experience.   
Service  design  
Below  guidelines  suggest  actions  to  be  considered  on  the  level  of  planning  the  service  and                              
its  operations.  
Give  citizens  control  over  their  data  
● Before  any  data  is  used,  the  owner  of  it  should  be  asked  for  consent  for  using  it.   
● Citizens  need  to  be  given  control  of  their  personal  data,  that  is  they  should  be  able                                
to  view,  delete  or  change  it.   
Give  citizens  the  option  to  interact  with  human  
● In  every  service  there  should  be  an  accessible  way  of  contacting  the  human.  
● The  redress  channel  should  be  always  available  for  citizens.  
● Any  sensitive  or  impactful  results  of  the  service,  should  rather  be  shared  by  a                            
person.  
Provide  citizens  with  control  over  AI  actions  
● Citizens  should  have  agency  over  AI  systems,  they  should  be  able  to  revert  or                            
disable  it.   
● PS  AI  services  should  support  citizens  in  making  better  decisions,  rather  than                        
suverting  it.   
Make  PS  AI  service  e cient  and  beneficial  
● PS  AI  service  needs  to  bring  in  an  efficient  manner  the  benefit  not  only  to  the  user,                                  
but  also  to  the  society  and  possibly  the  planet.  
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Respect  citizens’  rights  
● PS  AI  service  needs  to  obey  citizens’  freedom  and  constitutional  procedures;  and  be                          
compatible  with  cultural  diversity,  social  norms  and  values.  
● PS  AI  service  cannot  impose  any  lifestyle  choices  on  citizens.   
Choose  accountable  person  
● There  need  to  be  people  selected  as  accountable  for  any  PS  AI  service  operations.  
 
Service  development  and  operations  
Below  guidelines  present  factors  needed  to  address  during  development  and  operation  of                        
the  service.  
Involve  human  in  the  process  
● A  human  should  be  involved  in  the  process  of  auditing,  testing  and  monitoring  of  an                              
AI  system.   
● A  balance  should  be  held  between  the  autonomy  of  a  human  and  AI.  A  human                              
should  be  always  in  control  of  which  decision  and  actions  are  done  automatically                          
and  which  manually.   
● Human  intervention  should  be  enabled  whenever  needed.  
Develop  secure  and  reliable  system  
● Perform  analysis  of  potential  system  failures,  negative  service  impact  and  any  other                        
risks.  
● Proactively  prevent  system  failures.   
● Ensure  safety  and  reliability  of  the  system,  as  well  as  security  of  data.  
Provide  privacy  for  citizens  
● Ensuring  the  privacy  of  the  citizen  data.  
● Do  not  use  intimate  or  too  old  data.  
● Storing  only  data  that  are  required  for  the  system,  delete  any  other.   
● Anonymize  used  data.  
Address  and  mitigate  possible  bias  
● Evaluate  possible  bias  and  discrimnation  in  the  service.  
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● Mitigate  biases,  and  if  not  possible,  publicly  share  the  information  about  those.  
● Do  not  use  demographic  data,  such  as  race  or  sex,  for  decisions.  
Create  accessible  and  good  interface  
● Make  sure  interfaces  are  following  the  accessibility  standards  and  every  citizen  can                        
use  and  understand  them.  
● Use  simple,  understandable  language.  
● Provide  informative  navigation  through  the  service,  make  sure  its  behaviour  is                      
predictable.   
● Make  sure  that  the  user  will  know  at  what  stage  of  the  process  they  and  system  are.  
● Provide  neutral,  public-sector  alike,  aesthetic  interface.   
Follow  other  existing  metrics  
● Use  frameworks  or  certification  to  facilitate  audition  or  to  ensure  quality.  
Ensure  data  quality  
● Use  only  data  from  good  and  trusted  sources.  
● Do  not  use  too  old  data.  
 
Additional  activities  
Provide  education  
● Support  educating  citizens  about  AI  via  public  events,  like  lectures,  or  accessible                        
courses.   
● Help  in  providing  proper  AI  education  in  schools  and  universities,  introducing  both                        
technical  but  also  social  aspects  of  AI.   
● Educate  people  involved  in  development  of  PS  AI  services  about  the  technology  and                          
connected  ethics.   
Keep  citizen  in  the  loop  
● Support  actions  that  help  in  providing  citizens  the  feel  that  they  are  part  of  the                              
society  and  their  needs  are  heard.   
● For  example,  organize  public  debates,  dialogues  or  involving  citizens  in  decision                      
making.  
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