Introduction
This paper demonstrates how a technique of Friedman and Skoruppa [8] can be generalized. Before proceeding to the generalization, we first review their paper. Friedman and Skoruppa proved lower bounds for the relative regulator Reg(L/K) associated to an extension L/K of number fields. A relative regulator was defined by Bergé and Martinet [3, 4, 5] . Friedman and Skoruppa considered a slightly different version, defined as follows.
Given a number field K, let O K denote the algebraic integers of K, with unit group O * K and roots of unity µ K ⊆ O * K . Let A K be the set of Reg(L) Reg(K) ≤ Reg(L) Reg(K) .
Hence a lower bound for Reg(L/K) is a lower bound for Reg(L)/ Reg(K) as well. Furthermore, Reg(L/Q) = Reg(L); of course, this was already clear from the definition of Reg(L/Q). Thus a lower bound for relative regulators includes a lower bound for the classical regulator as a special case.
To any subgroup E of O * L , we can associate a theta series Θ E . Let E tor = E ∩ µ L denote the torsion subgroup of E. Let E R = E ⊗ R, and fix a Haar measure µ on E R , so that µ(E R /E) is the volume of any fundamental domain for the action of E on E R .
There is an embedding of E R into R A L + given by
For a ∈ L and x ∈ E R , set
For any fractional ideal a of L and any t > 0, define
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Friedman and Skoruppa give a proof that Θ E is well-defined: it is independent of the choice of representatives a, and the sum is absolutely convergent. They also observe that t [L:Q]/2 Θ E (t; a) is an increasing function [ Since the definition of Θ E involves µ(E R /E) as a constant term, this inequality can be understood as a lower bound for µ(E R /E). In particular, if we take E = E L/K , then it is fairly natural to normalize µ by µ(E R /E) = Reg(L/K). Thus, by estimating the integrals in the definition of Θ E , we will obtain the desired lower bound for Reg(L/K). As a first step to understanding these integrals, Friedman and Skoruppa use the Mellin transform to prove the following (see [8, Proposition 3.1] ). Here c is any positive number, and p w and q w are respectively the number of real and complex places of L extending w ∈ A K .
This proposition puts the integrals into a more tractable form; instead of estimating the original integrals, it suffices to understand f w . More precisely, setting y = log t, inequality (1.3) becomes (1.4) Reg(L/K)
Once we have estimates for f w and f w /f w , we can substitute them into inequality (1.4) and we are essentially done. Since inequality (1.4) holds for any y ∈ R, it remains only to choose a y which gives a good bound. However, our estimates for f w and f w /f w depend on p w and q w . We would prefer to have lower bounds for Reg(L/K) that do not require such detailed information about the places of L. Hence we make some effort to transform the bounds in terms of the p w and q w into bounds depending only on [L : K] and r 1 (L).
In short, Friedman and Skoruppa's method consists of four main steps:
(1) Use the Mellin transform to replace the Θ E integrals with complex integrals. (2) Use the saddle-point method to estimate the complex integrals.
(3) Replace these estimates with estimates that do not depend on the p w and q w . (4) Substitute these estimates into inequality (1.3) to get lower bounds for the regulator.
In this paper, we apply these methods to a generalized regulator for a number field L containing two real quadratic fields K 1 and K 2 . Specifically, we consider the regulator associated to E = E L/K 1 ∩ E L/K 2 . Section 2 defines this regulator. Section 3 computes the necessary inverse Mellin transform; we find that we need to study a triple integral. (This is the main difficulty in generalizing Friedman and Skoruppa's technique. In their paper, the corresponding multiple integral splits into a product of single integrals; here, the saddle point method must be applied directly to the three-dimensional integral. That estimate is the technical heart of this paper.) Sections 4-5 carry out step 2. Section 4 summarizes some results in single-variable calculus which will be needed; many of these results are quite similar (or identical) to results from Friedman and Skoruppa's original paper. Then Section 5 applies these results to study the relevant triple integrals.
Step 3 is done in Sections 6 and 7. Once again, Section 6 provides some simple results, which are applied in Section 7. Finally, Section 8 completes the argument, proving that the generalized regulator Reg K 1 ,K 2 (L) grows exponentially in [L : Q]. For [L : Q] ≥ 4000,
The Generalized Regulator
Let K 1 and K 2 be distinct real quadratic fields, and L a number field containing the compositum K := K 1 K 2 . Let m = [L : K] = [L : Q]/4. Let A K 1 = {w 1 , w 2 } and A K 2 = {w 3 , w 4 } be the sets of archimedean places of K 1 and K 2 . Let A K = {w 13 , w 14 , w 23 , w 24 } denote the set of archimedean Lower bounds for generalized unit regulators 135 places of K, labeled so that w ij extends w i ∈ A K 1 and w j ∈ A K 2 . Note that for any i ∈ {1, 2} and j ∈ {3, 4},
For any w ∈ A K 1 K 2 , let p w and q w denote respectively the number of real and complex places of L extending w, so that p w + 2q w = m. Let E i denote the relative units of L/K i , and define E = E 1 ∩ E 2 . Let E tor denote the torsion subgroup of E.
We define a generalized regulator Reg K 1 ,K 2 (L) as follows. Let 1 , . . . , r (r = |A L | − 3) be free generators of E/E tor . LetÃ K be a set containing any three places of K, and select one place of L above each place inÃ K . Let A L denote A L with these three places removed. Define
Define similarly x 2 with respect to w 2 and x 3 with respect to w 3 . Let M denote the matrix with columns x 1 , x 2 , x 3 , λ( 1 ), . . . , λ( r ). Note that |det(M )| is the covolume of the lattice generated by x 1 , x 2 , x 3 , and λ(O * L ), so it is independent of our choice of the j . Row operations show that
.
(The precise row operations to be used depend onÃ K , but the result is the same.) Since |det(M )| = 4m 3 , this proves that Reg K 1 ,K 2 (L) = 1 4m 3 |det(M )|, so Reg K 1 ,K 2 (L) is well-defined.
Theta series
Let E ⊂ O * L be as in the previous section. Let G = R A L + and let H = R
Define µ H similarly. Let µ be the Haar measure on E R , normalized so that
Using the embedding E R → G from (1.1), we get an exact sequence 1 →
Consider E R , G, H, and R + as real vector spaces. Choose any v 13 , v 23 , v 14 ∈ A L such that v ij extends w i and w j . Define g 13 , g 23 , g 14 ∈ G by
Then δ(g 13 ), δ(g 23 ), δ(g 14 ) is a basis for H, so we can define the section σ : H → G by δ(g ij ) → g ij . As before, let 1 , . . . , r be a Z-basis for E/E tor . Then the x j = j ⊗ 1 form an R-basis of E R . Extend this to a basis for G by adjoining the three vectors g ij . It follows that
where [. . .] denotes convex hull. We have µ([x 1 , . . . , x r ]) = Reg K 1 ,K 2 (L) by the normalization of µ. The convex hull of the δ(g ij ) is the "unit cube", so it has volume 1. It is easily seen that µ G ([x 1 , . . . , x r , g 13 , g 23 , g 14 ]) = 2 −r 2 (L) Reg K 1 ,K 2 (L). Hence c = 2 r 2 (L) .
For a fractional ideal a of L and t > 0, recall the theta series Θ E (t; a) defined in (1.2). We will use the Mellin transform to study this function.
First, we define some notation. For any z ∈ C with Re(z) > 0 and any κ ∈ [0, 1], set
For i ∈ {1, 2} and j ∈ {3, 4}, let
Let R denote the region
For a given κ = (κ 13 , κ 14 , κ 23 , κ 24 ), we define a function α κ : R → C by
We want to evaluate Ψ(g); since Ψ(g) depends only on g modulo E R , it suffices to consider ψ = Ψ • σ. Now we compute the Mellin transform of ψ:
Next observe that
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It follows that
. Setting h = δ(g) and taking an inverse Mellin transform,
where the integral with respect to s j is taken from c j − i∞ to c j + i∞. Given a ∈ L * and t > 0, define g ∈ G by g v = √ t|a| v . Then for any x ∈ E R , t ax 2 = gx 2 , so
is the integral that appears in Θ E . For w ∈ A K i , Lower bounds for generalized unit regulators 139 The preceding work shows that Ψ(g) = Af (log t, a). Hence
Inequality (1.3) says that Θ E (t; a) + 1 2m tΘ E (t; a) ≥ 0. Using the above formula, and choosing t so that y = log(c a t), this proves that for any y ∈ R,
Next we want to choose y such that − f f (y, a) ≥ 2m for all a. Then we can drop terms for a = 1 to conclude that
This is done by the saddle-point method. In order to apply the saddlepoint method, we first need to know that there is a saddle point. That is, we would like to find a point (s 1 , s 2 , s 3 ) where ∂g y,a ∂s 1 = ∂g y,a ∂s 2 = ∂g y,a ∂s 3 = 0 .
This means we need to solve
Note that for any k ∈ (0, 1], α k : (0, ∞) → R is strictly increasing and surjective.
Lemma 3.2. This system has a unique solution in
Proof. The given system of equations is equivalent to
Note that equation (3.7) determines s 2 > 0 as a strictly decreasing function of s 1 > 0, and equation (3.8) determines s 2 + s 3 > 0 as a strictly increasing function of s 1 > 0. Therefore these two equations determine s 3 as a strictly increasing function of s 1 . Under this correspondence, s 3 → ∞ as s 1 → ∞. On the other hand, equation (3.9) determines s 3 as a strictly decreasing function of s 1 . Under this correspondence, s 3 → ∞ as s 1 → 0. Now we have two functions s 1 → s 3 , and the solutions of the system correspond to choices of s 1 at which these functions are equal. It follows from what we have said that there is exactly one solution.
Single-variable calculus
Before proceeding to the triple-integral estimates we need, we record some single-variable lemmas which will be useful. Throughout this section, we assume 1 2 ≤ κ ≤ 1, m > 0, and σ > 0 (sometimes adding an additional assumption on m where helpful). Recall the formula [1, 6.4 .10]: for n ≥ 1 and Re(s) > 0,
Of course, this Ψ is not the same as the Ψ in the previous section. This abuse of notation is committed for consistency with Friedman and Skoruppa's paper, and should cause no confusion. 
Proof. The first inequality is given in the proof of Friedman and Skoruppa's Lemma 5.5; as the other inequalities are proven in the same way, the proof is repeated here. Note that
where the last inequality follows from estimating the sum (4.1) by an integral. Thus we need to show that 
where [σ] denotes the greatest integer less than or equal to σ.
Proof. This is Friedman and Skoruppa's Lemma 5.3.
Proof. These inequalities can be found in Friedman and Skoruppa (see their proof of Lemma 5.4).
where [σ] again denotes the greatest integer less than or equal to σ. If m ≥ 1000, then
Proof. The first claim essentially comes from Lemma 5.4 of Friedman and Skoruppa, which estimates
for y = α κ (σ). However, that lemma has two extra terms which are not needed here. Friedman and Skoruppa bound the integral over |t| ≥ δ := D/(m 1/3 α κ (σ)) by replacing e m(ακ(σ+it)−iyt) with |e mακ(σ+it) |, so that part of the argument works in this case without any change. That is,
Note that
Therefore we can bound the last integral in the same way that Friedman and Skoruppa bounded the integral of (e mρ(t) − 1)e − 1 2 mα κ (σ)t 2 , except that we do not get a term coming from Im(ρ). We conclude that
Now suppose m ≥ 1000. Then
bounds for the first three terms are obvious, and the last term is addressed by Lemma 4.1. Thus
Set D = 1.76. The quantity in parentheses is decreasing in m for m > 0, so the claimed bound follows by substituting m = 1000.
Lower bounds for generalized unit regulators 143 Proof. This is immediate from Lemma 4.3 and inequality (4.2).
Lemma 4.6. Let C > 0 be given. Then
Proof. Make the substitution u = Ct 2 . For any n ≥ 0, we have
i.e., ρ is the error in the degree-2 Taylor approximation to α κ (σ + it). Then for any t ∈ R,
If |t| ≤ σ, then
Furthermore, Im(α κ (σ +it)) is odd and Re(α κ (σ +it)) is even as a function of t. Thus Im(ρ(t)) is an odd function and Re(ρ(t)) is an even function.
Proof. The odd/even statement is proven by Friedman and Skoruppa, as well as the fact that Re(ρ(t)) ≥ 0 for |t| ≤ σ. See the proof of their Lemma 5.1. From (4.1), we know that |α
we see that for any t ∈ R, there exists θ t between 0 and t such that
This proves (4.3) for the imaginary part; the proof for the real part is identical.
For any σ > 0, (4.1) shows that
It follows that σ 2 α
The same argument works for |t| ≤ σ
Proof. This is inequality (5.11) from Friedman and Skoruppa. 
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Lemma 4.11. For any m > 0,
Hence
Proof. The duplication formula for Ψ [1, 6.3.8] says that
Differentiating, α 1/2 (σ) = 2Ψ (2σ). Thus we must prove that 2Ψ ( √ 2σ) > Ψ (σ). Estimating the sum (4.1) by integrals, we find that
Estimation of f and f /f
Let m > 0 be given. (We will primarily be interested in m ≥ 1000, but we will note which lemmas hold for all m > 0 and which require m ≥ 1000.) Let 1 2 ≤ k ij ≤ 1 be given for i ∈ {1, 2} and j ∈ {3, 4}, and let α = α k as in (3.4) . Also let y = (y 1 , y 2 , y 3 
For a given a ∈ L * and y ∈ R, if we take y = (2(a w 1 + y), 2(a w 2 + y),
To simplify notation, define
(Without loss of generality, we will assume that A 23 = A min and A 24 ≤ A 13 wherever this helps. 1 ) Define
i.e., P = P 3 (A 13 , A 14 , A 23 , A 24 ), where P 3 is the degree-3 elementary symmetric polynomial.
Define
with its degree-two Taylor approximation (as a function of t ij ). The fact that σ is a critical point ensures that the linear terms cancel. The main term in our estimate for f comes from integrating H:
Proof. It is well-known (see, e.g., [6] , page 71) that if A = (a ij ) is an n × n positive-definite symmetric matrix, then
In this case,
As a simple consequence of this lemma, we can evaluate some other integrals which will be useful later:
so the first claim will follow once we check that
This is obvious; for example,
The second claim is proven identically.
As in Lemma 4.5, choose D such that 0
Recall that we want to prove that the integrals of G and H have the same asymptotic behavior. We will do so by showing that H is a good approximation to G inside of ∆, and that the contributions to the integrals outside of ∆ are (asymptotically) negligible.
Proof. Recall that
for any σ > 0 and t ∈ R.
Hence for any s ∈ R with Re(s 23 ) = σ 23 , we have
We can bound the triple integral of the right-hand side by splitting it into three single integrals. (We will use this strategy several more times in this section.) In order to do so, we will need to change variables from (t 1 , t 2 , t 3 ) to (t 14 , t 24 , t 13 ), so that the right-hand side of (5.4) becomes a product of three single-variable functions. The change-of-variable matrix   1 0 0 0 1 0 1 0 1   has determinant 1, so the substitution does not introduce a Jacobian factor. Using Lemmas 4.4 and 4.5 to bound the resulting single integrals, we find that
We get the same bound for ∞ −∞ |t 24 |>δ 24 ∞ −∞ and for ∞ −∞ ∞ −∞ |t 13 |>δ 13 . Note that 3 · 1.00205 2 < 3.013.
Lemma 5.4. We have
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Proof. Arguing as in the proof of Lemma 5.3, Lemmas 4.3 and 4.6 show that
We get the same bound for ∞ −∞ |t 24 |>δ 24 ∞ −∞ and for ∞ −∞ ∞ −∞ |t 13 |>δ 13 . The result follows.
Define ρ 13 (t) as in Lemma 4.7, i.e.,
define ρ 23 , ρ 14 , and ρ 24 similarly. Then define
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thus the previous inequalities and k ij ≥ 1 2 imply inequalities (5.5) and (5.6). When t ∈ ∆,
and similarly for A 2 14 t 4 14 and A 2 24 t 4 24 . By Jensen's inequality, we know that for any n ≥ 1 and any x, y, z ∈ R, |x + y + z| n ≤ 3 n−1 (|x| n + |y| n + |z| n ) .
In particular,
For A 23 = A min and t ∈ ∆, it follows that Then inequality (5.6) says that |Re(ρ(t ))| ≤ 42D 4 m −4/3 .
It follows from Lemma 4.7 that Re(ρ) is an even function and Im(ρ) is an odd function, in the sense that
Thus H(t ) Im(e mρ( t) − 1) = H(t )e m Re(ρ( t)) sin(m Im(ρ(t ))) is odd, so
Now we use this fact to bound the integral. Lemma 5.6. Assume A 23 = A min . Then
where R = 42D 4 m −1/3 . Proof. By Lemmas 5.5 and 4.8, 
Proof. Without loss of generality, assume A 23 = A min . We split up the integral as 
Since P/Π 23 = P/Π max ≤ 4, we have (5.7) m|ϕ| < 2 3.013 10 −76 + 2 3/2 m 5/6 exp(−m 1/3 D 2 /4) √ πD
Set D = 1.01; note that D < 1000 1/3 / √ 2, so this choice is valid. A simple derivative check shows that the right-hand side of (5.7) is decreasing for m ≥ 1000. Setting m = 1000 yields |ϕ| < 378.1/m.
Next we need to estimate f /f , where f = ∂f /∂y is given by
We want to show that
so we need to find an upper bound for the error term
Before attempting to bound the integral, we will need a few more lemmas. Recall that A ij was defined in (5.1), and σ ij was defined in (3.2). Lemma 5.8. Let i 0 , i 1 ∈ {1, 2} and j 0 , j 1 ∈ {3, 4} be given such that
Proof. Recall that α κ (σ) is increasing in κ and decreasing in σ. We have
where we have used Lemma 4.12 for the last inequality. It follows that σ i 0 j 0 > σ i 1 j 1 / √ 2, as claimed.
Corollary 5.9. For any i ∈ {1, 2} and j ∈ {3, 4},
Similarly, if A 24 ≤ A 13 , then
Proof. The first claim follows from σ 1 +σ 2 +σ 3 = σ 13 +σ 24 = σ 14 +σ 23 . The last two claims are proven identically; we prove the first using Lemma 5.8:
Corollary 5.10. Assume A 23 ≤ A 14 and A 24 ≤ A 13 . Then for any i ∈ {1, 2} and j ∈ {3, 4},
Proof. It follows from (4.1) that for any σ > 0 and any 1 2 ≤ κ ≤ 1,
Now use the previous corollary.
We will split the integral (5.9) into an integral over Σ and an integral over R 3 \ Σ.
Lemma 5.11. Assume that A 23 = A min and A 24 ≤ A 13 . Then, for m ≥ 1000,
Proof. Note that t 1 + t 2 + t 3 = t 13 + t 24 , so we consider separately the integrals
starting with the t 13 integral. As in the proof of Lemma 5. Combining these inequalities, we see that
Similarly 
Corollary 5.9 says that
Corollary 5.10 shows that
Now we use the same method to bound the t 24 integral. The argument used to prove (5.10) works equally well in this case; that is, the t 24 integral is bounded above by
Corollaries 5.9 and 5.10 show that
Since (2π) −3/2 · 2(0.002 + 0.0006) < 0.0004, this proves that
It remains to consider the integral over Σ. The following lemma describes the behavior of the integrand for t ∈ Σ. Lemma 5.12. Assume A 23 = A min . Let t ∈ Σ be given. Then
and for (i, j) = (2, 3), we have
Proof. It follows from Lemma 5.8 that |t 23 | < σ 23 :
Now use Lemma 4.7.
Recall that Re(ρ) is an even function and Im(ρ) is an odd function, so 
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Substituting these inequalities into (5.11), we find that 
Note thatH(t ) is obtained from H(t ) by replacing
Proof. We prove the first claim; the rest are proven similarly. Lemma 5.2 shows that
Now Corollary 5.10 shows that
Note that 15.7014 √ 2 < 22.206.
Lemma 5.15. We have
Proof. Recall from the proof of Lemma 5.2 that
Now inequality (5.2) shows that
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We conclude that 
Proof. Using "arithmetic mean ≥ geometric mean", the claims follow from the previous two lemmas; for the first claim, 
Proof. We prove the first claim; the rest are proven similarly. Note that 
Using A 24 A 14 A 13 ≥ P/4 and Corollary 5.10,
The second claim is proven identically. The third claim is proven similarly, except that Corollary 5.10 contributes a factor of (2 √ 2 − 2) instead of √ 2. Note that 3.975(2
Now we can use inequality (5.12) to estimate f /f ; recall the formula for f := ∂f /∂y in (5.8). Since t 1 + t 2 + t 3 = t 13 + t 24 = t 14 + t 23 , we have Combining this with Lemma 5.11, we conclude that, for m ≥ 1000,
Now equation (5.9) and Lemma 5.7 show that, for m ≥ 1000,
This proves the following lemma: ∂f /∂y f
where |β| < 25.971 m−378.1 .
Properties of Ψ
In this section, we prove some properties of the digamma function Ψ which will be needed when we study the saddle point σ in the next section.
Recall the Maclaurin series [1, 23.1.1-2]:
where B n denotes the n th Bernoulli number.
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is positive when N is even and negative when N is odd.
Proof. This follows from the fact that t e t −1 = t 2 coth( t 2 ) − t 2 , and z coth z is known to be enveloped by its Maclaurin series; see [9, Part I, #154] .
Recall the asymptotic series [1, 6.3.18, 6.4.11] :
As these series are directly related to the Maclaurin series for t/(e t − 1), the previous lemma lets us turn these series into inequalities.
Lemma 6.2.
For any x > 0, Ψ(x) − log(x) + 1 2x is strictly enveloped by the above asymptotic series; that is,
is positive when N is odd and negative when N is even. A similar result holds for each Ψ (k) (x).
Proof. Recall (from [2, p. 18]) that
It follows that 1) and the result follows from the previous lemma. Differentiating (6.1) proves the claim for Ψ (k) .
Recall (from [1, 6.3.5] ) that Ψ(x) = − 1 x + Ψ(x + 1); taking derivatives, we get recurrence formulas for the derivatives of Ψ as well. Combining these formulas with the previous lemma, we obtain bounds for Ψ and its derivatives: for any x > 0,
For any x > 0,
Proof. Note that λ(t) := log(1 + t) − t + 1 2 t 2 ≥ 0 for all t ≥ 0; this follows from λ(0) = 0 and λ (t) = t 2 /(t + 1) ≥ 0 for all t ≥ 0. Therefore log x + 3 2 − log(x + 1) = log 1 + 1 2(x + 1)
Now the first inequality follows immediately from inequalities (6.2) and (6.3). To prove the second inequality, combine terms; we get a rational function with positive coefficients. Lemma 6.4. For any x > 0,
Proof. Let ζ denote the Hurwitz zeta function. Recall from equation (4.1) that Ψ (n) (x) = (−1) n+1 n!ζ(n + 1, x) .
Thus the inequality is equivalent to ζ(3, x) 2 < ζ (2, x) ζ (4, x) , which follows from Cauchy-Schwarz. Lemma 6.5. For a given x > 0, the function κ → |α
so we want to prove that Ψ (x)Ψ (x + 1 2 ) − Ψ (x + 1 2 )Ψ (x) > 0. We do so by showing that Ψ /Ψ is an increasing function: by Lemma 6.4,
Lemma 6.6. For any x > 0 and any κ ∈
Proof. Thanks to Lemma 6.5, we may assume κ = 1 2 . Recall the duplication formula for Ψ, which says that α 1/2 (x) = Ψ(2x) − log 2. Thus we want to show that
> 0 for x > 0. By Lemma 6.3 and inequalities (6.4), (6.5), and (6.6), this function is bounded below by a rational function with positive coefficients.
Properties of the Saddle Point
Now we are prepared to consider the saddle point σ = (σ 1 , σ 2 , σ 3 ). If i ∈ {1, 2}, let i denote the other element of {1, 2}; define j similarly for j ∈ {3, 4}. Thus
for any i ∈ {1, 2} and j ∈ {3, 4}.
Recall from Lemma 3.2 that, for a nonzero a ∈ O L and y ∈ R, the corresponding saddle point is the unique σ ∈ R 3 with all σ ij > 0 which satisfies a w 1 + y = 1 2 α k 13 (σ 13 ) + 1 2 α k 14 (σ 14 ) , (7.1)
In order for our estimates to be useful, we need to choose a y which gives a good lower bound on σ 1 + σ 2 + σ 3 , independent of a and k. 
In particular, if y ≥ −1.18, then σ 1 + σ 2 + σ 3 ≥ 1.0572.
Proof. Using the fact that a is an algebraic integer, we add equations (7.1) and (7.2) to obtain
Thus we can choose j ∈ {3, 4} such that
Since α 1/2 is a concave function, it follows that y ≤ α 1/2 ((σ 1j + σ 2j )/2). Thus
Recall that, once we choose y such that − f f (y, a) ≥ 2m for all a, we can ignore all terms in inequality (3.5) except for the a = 1 term. It remains to understand the saddle point corresponding to a = 1. When a = 1, equations (7.1)-(7.3) say that the saddle point σ satisfies 2y = α k 13 (σ 13 ) + α k 14 (σ 14 ) = α k 23 (σ 23 ) + α k 24 (σ 24 ) = α k 13 (σ 13 ) + α k 23 (σ 23 ) , or equivalently, α k 24 (σ 24 ) + α k 14 (σ 14 ) = 2y , (7.4) α k 13 (σ 13 ) − α k 24 (σ 24 ) = 0 , (7.5) α k 14 (σ 14 ) − α k 23 (σ 23 ) = 0 . (7.6) Now we regard a = 1 and y ∈ R as fixed, and consider properties of σ ij as a function of k, defined by equations (7.4), (7.5), and (7.6). For any k ∈ [0, 1] 4 and any s ij > 0, define P k (s 13 , s 14 , s 23 , s 24 ) = P 3 (α k 13 (s 13 ), α k 14 (s 14 ), α k 23 (s 23 ), α k 24 (s 24 )) , Lower bounds for generalized unit regulators 167 where P 3 is the degree-3 elementary symmetric polynomial in four variables. Then we wish to find an upper bound for
. Essentially, we will prove this by showing that ∂P/∂k ij < 0. To simplify notation, define 
Proof. Applying the implicit function theorem to equations (7.4)-(7.6),
This proves the lemma for derivatives with respect to k 13 ; the rest follow by symmetry. 
Proof. By symmetry, it suffices to prove the case (i, j) = (1, 4 Summing these equalities and simplifying yields the desired result.
We now have formulas for ∂P/∂k ij . If we could prove that these derivatives are always negative, that would complete the proof that P is maximized when k = ( 1 2 , 1 2 , 1 2 , 1 2 ). But we are not able to prove that, so we proceed in two steps. First, the next lemma narrows down the possibilities for where the maximum could occur. Then it is feasible to check by brute force that the necessary derivatives are negative. 
Proof. First observe that P (κ 1 , 1 2 , 1 2 , κ 2 ) = P ( 1 2 , κ 1 , κ 2 , 1 2 ) is automatic, by symmetry. Now we prove that if P is maximized at k, then k has the form (κ 1 , 1 2 , 1 2 , κ 2 ) or ( 1 2 , κ 1 , κ 2 , 1 2 ). This is immediate from the following claim: for every k ∈ [ 1] into N equal subintervals of length 1 2N , thereby partitioning S into N 2 equal subsquares. By choosing N sufficiently large, we will see that ∂P/∂k 13 < 0.
In order to bound ∂P/∂k 13 on S , we will need upper/lower bounds for the σ ij . Proof. The inequalities are immediate from Lemma 7.2: ∂σ 13 /∂k 13 and ∂σ 24 /∂k 24 are positive, while ∂σ 13 /∂k 24 and ∂σ 24 /∂k 13 are negative. Also, σ 14 = σ 23 follows from α 1/2 (σ 14 ) = α 1/2 (σ 23 ), and then the last claim follows from σ 13 + σ 24 = σ 14 + σ 23 .
The lemma implies that, for k ∈ S as above,
A 13 ( k) ≤ α k max 13 (σ min 13 ) . (Recall that α κ (x) is strictly decreasing as a function of x, and strictly increasing as a function of κ.) Similarly, the A ij , the |A Proof. First observe that ∂g/∂k 13 is log Γ(σ 13 )−log Γ σ 13
Recall that σ 13 +σ 24 = σ 1 +σ 2 +σ 3 = σ 23 +σ 14 . Along with equations (7.4)-(7.6), this yields Thus we have ∂g/∂k 13 = log Γ(σ 13 ) − log Γ(σ 13 + 1 2 ). Identical arguments show that ∂g ∂k ij = log Γ(σ ij ) − log Γ σ ij + 1 2 for all i ∈ {1, 2} and j ∈ {3, 4}. It follows that, for any i 0 , i 1 ∈ {1, 2} and j 0 , j 1 ∈ {3, 4}, ∂ ∂k i 1 j 1 ∂g ∂k i 0 j 0 = −∆ i 0 j 0 ∂σ i 0 j 0 ∂k i 1 j 1 .
Recall that ∆ i 0 j 0 > 0. Hence, to prove that g is convex, we must prove that the matrix 
