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あらまし ObjectRank は，データベース内のオブジェクトをグラフのノードとみなすことでキーワード検索を実現
するグラフ分析手法である．しかしながら，ObjectRank は重要度評価の際にノード数に等しいサイズの行列ベク
トル積を繰り返し計算する必要があるため，大規模なグラフへの適用が難しいという問題がある．そこで本稿では，
ObjectRank の top-k 検索の高速化手法を提案する．提案手法は，繰り返し計算の過程で各ノードの重要度の上限値
と下限値を計算することで，逐次的に解になり得ないノードをグラフから枝刈りする．また，提案手法は一部のノー
ドの重要度の上限値を任意の回数だけ先読みすることにより，枝刈りのさらなる高速化を図る．本稿では実データを
用いた評価実験を行い，ObjectRank に対する提案手法の有効性を検証する．
キーワード ObjectRank，グラフマイニング
1. 序 論
ソーシャルメディアやモバイル機器の普及に伴い日々大量の
データが生成されており，データから新たに知識を獲得する
データ分析の需要が増加している．特に，データ間の関係性を
表現するグラフと呼ばれるデータ構造に着目したグラフ分析
は，データ間の関係性に隠れた知識を獲得できる分析技術であ
り，推薦システムや SNS(Social Networking Service) といっ
たサービスで幅広く用いられている [1], [9], [15]．
グラフ分析技術のひとつに，ObjectRank [2], [10] がある．
ObjectRank は，PageRank [3] を拡張することでデータベー
ス内のオブジェクトに対するキーワード検索を実現する手法で
ある．データベース内のオブジェクトをグラフに見立てること
によってランダムウォークに基づくリンク解析手法を適用し，
各オブジェクトの重要度を評価しランク付けする．PageRank
とは異なり，ObjectRank は複数の種類のノードとエッジから
なるグラフを扱うことができるため，多様なデータに対して適
用可能である [5], [8], [11], [12], [16]．
幅広いアプリケーションが存在する一方で，ObjectRank は
クエリが与えられると行列ベクトル積の繰り返し演算により
グラフ全体のノードの重要度を評価する必要があるため，計算
コストが膨大であるという問題がある．グラフ内のノード数を
N，エッジ数を M，演算の繰り返し回数を T とすると，重要
度評価の計算量は O((N +M)T ) となるため，ノード数に比例
して計算時間は増大する．一般的に，ObjectRank は応答時間
の高速化のために，事前にデータベース内に現れる全てのキー
ワードに対して各ノードの重要度を評価し索引付けする．しか
し，データベース内のキーワード数を K とすると索引構築の
計算量は O((N +M)TK) となり，大規模なグラフを対象とし
たとき K，N，M が爆発的に増加し，索引構築に膨大な時間
を必要とする．したがって，ObjectRank の高速化は重要な研
究課題となっている．
ObjectRank の重要度評価の高速化手法として，様々な手法
が提案されてきた [4], [13], [14]．これらの手法は，グラフから
一部のノードを取り除くことで計算対象のノード数を削減した
り，重要度評価の効率的な計算のために索引を事前計算するこ
とで高速な計算を実現した．しかしながら，依然として (1) 事
前計算に膨大な時間を要する，(2) 大規模なグラフを対象とし
た場合に計算時間がかかってしまうといった問題が存在する．
1. 1 本研究の貢献
本研究では，ObjectRank の Top-k 検索を高速化する手法
を提案する．提案手法では，繰り返し計算の各過程で従来の
ObjectRank により得られる重要度の上限値と下限値を推定
し，Top-k 検索の結果になり得ないノードをグラフから逐次
的に枝刈りする．この手法により重要度評価の繰り返し計算
を進めるにつれて計算対象のノードが減少するため，従来の
ObjectRank と比較して Top-k 検索を高速に行うことができ
る．提案手法はグラフからノードの枝刈りを行うが，上限値と
下限値は繰り返し計算を進めるにつれて従来の ObjectRank に
より得られる重要度に収束するため，得られる上位 k 件のノー
ドは従来の ObjectRank により得られる結果と一致すること
が保証される．
また，我々が行った予備実験により，提案手法は繰り返し計
算の序盤ではグラフに含まれるノード全体と比較して約 1 % の
ノードに対してのみ枝刈りが行われ，繰り返し計算の終盤の数
回で残りの大部分のノードが枝刈りされることが明らかとなっ
た．そこで提案手法は，一部のノードの上限値をユーザが指定
した任意の回数だけ先読みすることで，繰り返し計算の早い段
階においても枝刈りが行われることを可能にし，枝刈りのさら
なる高速化を目指す．
本研究の貢献は下記の通りである．
 高速性: 提案手法は従来のべき乗法を用いた ObjectRank
と比較して上位 k 件の結果を高速に計算することができる．
表 1 本稿が用いる記号の定義
記号 定義
G 計算対象のグラフ
V G に含まれるノードの集合
E G に含まれるエッジの集合
N グラフのノード数
M グラフのエッジ数
K データベース内のキーワード数
A N N の遷移行列
d ダンピングファクタ
rt キーワード t に対する各ノードの重要度を並べた N  1 のベクトル
qt キーワード t についてのクエリベクトル
BS(t) キーワード t をもつノードの集合
提案手法は 100 万のノードと 500 万のエッジを持つグラフ
に対し，約 2 秒で検索結果を得ることができる（ 4. 1 節）．
 正確性: 提案手法は ObjectRank の上位 k 件の結果を高
い近似精度で導出することができる．上限値の先読みを行
わない場合は正確な結果が得られる（ 4. 2 節）．
上述の通り，ObjectRank は行列ベクトルの繰り返し演算を
行うため計算コストが膨大であり，大規模グラフに適用するこ
とは難しい．しかし，提案手法は逐次的なノードの枝刈りを行
うことで計算対象のノード数を削減し，上位 k 件の結果を高速
に得ることができる．実データを用いた評価実験では，従来の
べき乗法を用いた ObjectRank と比較して約 5 倍高速に計算
できることを示した．
本稿の構成は次の通りである．まず， 2. 節で前提となる知
識について説明し， 3. 節で提案手法について述べる． 4. 節で
評価実験について説明し， 5. 節で関連研究を紹介する．そし
て最後に 6. 節でまとめを述べる．
2. 前提知識：ObjectRank
表 1 に本稿が用いる記号とその定義を示す．本節では，2. 1
節で ObjectRank の概要について，2. 2 節で ObjectRank の
重要度評価について，2. 3 節で ObjectRank の問題点について
それぞれ述べる．
2. 1 ObjectRank の概要
図 1 ObjectRank のシステム
ObjectRank のシステムの概要を図 1 に示す．ObjectRank
のシステムは (a) 事前計算部と (b) クエリ処理部の二つに分け
ることができる．(a) 事前計算部では，各種パラメータを引数
にとり ObjectRank 計算モジュールにおいてデータベース内の
各オブジェクトの重要度を計算し，結果を索引付けする．(b)
クエリ処理部ではユーザから与えられたクエリと索引に基づい
てオブジェクトのランキングを作成し，重要度が上位 k 件のオ
ブジェクトをユーザに返す．以降では ObjectRank の事前計算
部についてより詳細な説明を行う．
2. 2 ObjectRank の重要度評価
2. 2. 1 データモデル
ObjectRank はデータベース内のオブジェクトをラベル付き
有向グラフとして表現する．まず，グラフのノードとエッジの種
類，及びエッジの重みを定義した Authority Transfer Schema
Graph を作成する（以降，Schema Graph と呼ぶ）．各種ノー
ドとエッジはラベルが付与され，ラベルによって種類が区別さ
れる．各エッジの重みはそのエッジによって遷移する重要度の
割合を示す．ただし，重みは 0 以上 1 以下の値をとり，一つの
ノードから出るエッジの重みの総和は 1 以下に設定する必要が
ある．図 2 に文献データベースを表現した Schema Graph の
例を示す．図 2 の例では，\Conference" や \Year" といった
ラベルが付与された 4 種類のノードと，それらをつなぐ 8 種
類のエッジが存在する．
図 2 文献データベースの Schema Graph
図 3 図 2 に基づいて作成された Data Graph の例
次に，Schema Graph に基づいて対象の全データを実体化し
たグラフ Authority Transfer Data Graph を構築する（以降，
Data Graph と呼ぶ）．Data Graph の各ノードはデータベー
ス内の 1 つのオブジェクトに対応し，オブジェクトに含まれる
キーワード集合を保持する．Data Graph の各エッジの重みは，
Schema Graph で定義した重みをエッジの元ノードの出次数で
割った値となる．ただし，出自数は同じ種類のエッジの本数の
みを数えたものとする．図 3 に 図 2 に基づいて作成された文献
データベースの Data Graph の例を示す．図 3 では，\Balmin,
A." ノードから \ObjectRank" ノードには重みが 0.1 である
エッジが張られている．これは，Schema Graph の \Author"
から \Paper" へのエッジの重みである 0.2 を，\Balmin, A."
の出次数 2 で割った値である．
2. 2. 2 重要度の計算方法
ObjectRank は，上述の方法により構築された Data Graph
に対して重要度評価を行う．ノードとエッジの集合をそれぞれ
V，E，ノード数とエッジ数をそれぞれ N，M とする．ある
キーワード t と Data Graph G = (V;E) が与えられたとき，
ObjectRank はキーワード t に対する各ノードの重要度を並べ
たベクトル rt = [rt(v1); rt(v2); : : : ; rt(vN )] をランダムウォー
クモデル [3] に基づいて計算する．すなわち，キーワード t を
持つノード集合を BS(t) とすると，ランダムサーファは BS(t)
に含まれるランダムなノードを始点として (1) エッジの重みに
応じた確率で隣接ノードへと遷移，または (2) BS(t) のランダ
ムなノードへとジャンプする行動を繰り返す．ある時点でラン
ダムサーファが滞在している確率を，そのノードの重要度と見
なす．これらの処理は以下の式 (1) で定式化することができる．
rt = dArt + (1  d)qt (1)
ただし，A は N N の遷移行列であり，(i; j) 要素にはノード
vj から vi にエッジ eji が存在する場合は eji の重みを，それ
以外の場合は 0 を格納する．d (0 < d < 1) はダンピングファ
クタ，qt は n 次元のクエリベクトルであり，以下のように求
める．
qt(v) =
8<:1=jBS(t)j (v 2 BS(t))0 (otherwise)
ObjectRank は，べき乗法を用いて式 (1) を解く．すなわち，
任意の初期値を与えて以下の式を繰り返し計算する．
r
(i+1)
t  dAr(i)t + (1  d)qt (2)
r
(i)
t は i 回目の繰り返し計算によって求めた重要度のベクト
ルである．k r(i+1)t   r(i)t k が十分小さくなったとき，重要度
が収束したとして繰り返し計算を終了する．
2. 2. 3 索 引 構 築
ObjectRank はクエリ応答の効率化のために，クエリ処理
時に重要度評価を行う代わりに事前に索引構築を行う．まず
データベースに現れるキーワード t について各ノードの重
要度 rt を計算し，ノードの id id(u) と重要度 rt(u) のペア
< id(u); rt(u) > を rt(u) の降順で並べたリストを作成する．
次に，重要度 rt(u) が任意の閾値を下回るノードのペアをリス
トから取り除き，リストを索引に格納する．最後に，上述の処
理をデータベースに現れる全てのキーワードについて実行する
ことで索引を構築する．
2. 3 ObjectRank の問題点
ObjectRank は，べき乗法を用いて各ノードの重要度が収束
するまで式 (2) を繰り返し計算する必要があるため，重要度評
価の計算量は O((N +M)T ) となる．索引構築時にはこの計算
をデータベース内に現れる全てのキーワードに対して行う必要
があり，索引構築の計算量は O((N +M)TK) となる．大規模
なグラフを対象とした際には N，M，および K が増加するた
め，計算コストが爆発的に増大するという問題がある．
3. 提 案 手 法
3. 1 提案手法の概要
提案手法では，繰り返し計算の各過程で従来の ObjectRank
により得られる重要度の収束値の上限値と下限値を推定し，上
位 k 件になり得ないノードを発見しグラフから逐次的に枝刈り
する．この手法により繰り返し計算を進めるにつれてノードが
減少し，k 件の検索結果が得られた時点で計算を終えることが
できるため，従来の ObjectRank と比較して Top-k 検索を高
速に行うことができる．理論的な解析により，i 番目の繰り返
し計算における上限値 r(i)t (v) と下限値 r
(i)
t (v) は重要度の収束
値 rt(v) に対し r
(i)
t (v) <= rt(v) <= r
(i)
t (v) の性質を満たし，得
られる上位 k 件の検索結果は従来の ObjectRank により得ら
れる結果と一致することが保証される．
また我々が行った予備実験により，上述の提案手法は繰り返
し計算の序盤では全体のノードと比較して約 1 % のノードに
対してのみ枝刈りが行われ，繰り返し計算の終盤において残り
の大部分のノードが枝刈りされることが明らかとなった．そこ
で提案手法は，i 番目の繰り返し計算時に一部のノードの上限
値を任意の数 s だけ先読みし，r(i+s)t (v) を推定する．そして，
得られた推定値を用いることで繰り返し計算の序盤においても
ノードの枝刈りを可能とし，枝刈りのさらなる高速化を図る．
以降では， 3. 2 節において上限値と下限値の定義とその性質
の議論を行い， 3. 3 節で提案手法の基本的なアルゴリズムを説
明する．そして 3. 4 節において上限値の先読みを導入し， 3. 5
節で先読みを用いた場合のアルゴリズムを説明する．
3. 2 上限値と下限値の導出
p
(i)
t を長さ i のランダムウォークの確率を表す N 次元ベク
トルとする．p(i)t = A
iqt で計算し，i = 0 のとき pi = q であ
る．このとき，i 番目の繰り返し計算における ObjectRank ス
コアの下限値 r(i)t と上限値 r
(i)
t を以下に定義する．
定義 3.1 (下限値). i 番目の繰り返し計算におけるノード v の
下限値は次のように計算する．
r(i)t (v) = (1  d)
iX
j=0
djp
(j)
t (v) (3)
定義 3.2 (上限値). i 番目の繰り返し計算におけるノード v の
上限値は次のように計算する．
r
(i)
t (v) =(1  d)
iX
j=0
djp
(j)
t (v)
+ di+1p
(i)
t (v) +
di+1
1  d
(i)
t A(v) (4)
また，(i)t は次のように計算する．

(i)
t =
8<:1 (i = 1)P
u2V0 
(i)
t (u) (otherwise)
ただし，Gi を i 番目の繰り返し計算における部分グラフ，G0
を元のグラフとし，V0 は G0 のノード集合を表す．
(i)
t (v)
は (i)t (v) = maxfp(i)t (v)  p(i 1)t (v); 0g により計算する．A
はエッジの最大の重みを格納した N 次元ベクトルであり，
A(v) = maxfA(v; u) : u 2 Gig となる．
補題 3.1 (下限値の性質). i 番目の繰り返し計算において，下
限値 r(i)t (v) は次の性質を満たす．
r(i)t (v) <= rt(v) (5)
証明. 式 (2) より，
r
(i)
t = dAr
(i 1)
t + (1  d)qt
= d2A2r
(i 2)
t + (1  d)(dAqt + qt)
= diAir
(0)
t + (1  d)fdi 1Ai 1qt +   + qtg
= diAir
(0)
t + (1  d)
i 1X
j=0
djp
(j)
t
最終的な ObjectRank のスコアベクトルは r(i)t の収束値であ
るため，rt = r
(1)
t となる．0 < d < 1 かつ A
1 の各要素は 0
以上 1 以下の値をとるため，
rt=d
1A1r(0)t +(1  d)
1X
j=0
djp
(j)
t =(1  d)
1X
j=0
djp
(j)
t (6)
が成り立つ．したがって，
rt = (1  d)
1X
j=0
djp
(j)
t
>= (1  d)
iX
j=0
djp
(j)
t (7)
が成り立つため，補題 3.1 の式 (5) が成立する．
補題 3.2 (上限値の性質). i 番目の繰り返し計算において，上
限値 r(i)t (v) は次の性質を満たす．
r
(i)
t (v) >= rt(v) (8)
証明. スペースの都合上により，本稿では省略する．
また，上限値と下限値は繰り返し計算を進めると最終的に重
要度の収束値に一致することが保証される．
補題 3.3 (上限値と下限値の収束性). 上限値 r(i)t と下限値 r
(i)
t
は最終的に従来の ObjectRank によって得られる重要度の収束
値 rt(v) に一致する．すなわち，r
(1)
t (v) = rt(v) = r
(1)
t (v) を
満たす．
証明. 式 (3.1) より r(1)t (v) = (1   d)
P1
j=0 d
jp
(j)
t (v) とな
るため，明らかに r(1)t (v) = rt(v) が成り立つ．式 (3.2) より
r
(i)
t (v) = (1 d)
P1
j=0 d
jp
(j)
t (v)+d
1p(1)t (v)+
d1
1 d
(1)
t A(v)
となる．ここで，0 < d < 1 かつ 0 <= p
(1)
t (v) <= 1 である
ため，d1p(1)t (v) = 0 となる．同様に，0 <= 
(1)
t
<= 1 かつ
0 <= A(v) <= 1であるため，
d1
1 d
(1)
t A(v) = 0とある．ゆえに，
r
(1)
t (v) = (1 d)
P1
j=0 d
jp
(j)
t (v)となるため，rt(v) = r
(1)
t (v)
が成り立つ．したがって，r(1)t (v) = rt(v) = r
(1)
t (v) が成り
立つ．
Algorithm 1 Our basic proposed algorithm
Input: G, given graph; t, keyword; k, # of answer vertices
Output: Top-k vertices from nal subgraph Gi+1
1: i 0
2: Gi  G
3: repeat
4: for each v 2 Gi do
5: calculate r(i)t (v) and r
(i)
t (v) by equation (9) and (10)
6: end for
7: i  the k-th largest lower bound in Gi
8: construct Gi+1 by pruning vertices s.t fv 2 Vi : r(i)t (v) < ig from
Gi
9: i i + 1
10: until jVi+1j = k
11: return Vi+1
重要度評価の際の繰り返し計算において，下限値 r(i)t と上限
値 r(i)t は次のように逐次的に計算することができる．
補題 3.4 (下限値と上限値の逐次的な計算). i 番目の繰り返し
計算において，下限値 r(i)t (v) と上限値 r
(i)
t (v) は次式で計算す
る．また，次式は p(i)t (v) が計算済みであるとき O(1) で計算
可能である．
r(i)t (v) =
8<:(1  d)qt(v) (i = 0)r(i 1)t + (1  d)dip(i)t (v) (i j= 0) (9)
r
(i)
t (v)=
8<:qt(v)+
d
1 dA(v) (i = 0)
r
(i 1)
t +d
ip
(i)
t (v)+
di+1
1 d 
(i)
t A(v) (i j= 0)
(10)
証明. i = 0 のとき，定義 3.1 より r(i)t (v) = (1  
d)
Pi
j=0 d
jp
(j)
t (v) = (1   d)p(0)t (v) = (1   d)qt(v) が成り
立つ．また，定義 3.2 より r(i)t (v) = (1   d)qt(v) + dqt(v) +
d
(1 d)A(v) = qt(v) +
d
(1 d)A(v) が成り立つ．このとき，d，
qt(v)，A(v) は定数であるため，式 (9)，(10) は O(1) で計算
可能である．
次に，i j= 0 のとき，定義 3.1 より r(i)t (v)   r(i 1)t (v) =
(1  d)dip(i)t (v) となり，r(i)t (v) = r(i 1)t + (1  d)dip(i)t (v) が
成り立つ．また，定義 3.1，3.2 より r(i)t (v)   r(i 1)t (v) =
dip
(i)
t (v) +
di+1
(1 d)
(i)
t A(v) となり，r
(i)
t (v) = r
(i 1)
t (v) +
dip
(i)
t (v)+
di+1
(1 d)
(i)
t A(v)が成り立つ．r
(i 1)
t (v)は i 1番目の
繰り返し計算においてあらかじめ計算されており，d，p(i)t (v)，
A(v) は定数であるため，式 (9)，(10) は O(1) で計算でき
る．
3. 3 基本的なアルゴリズム
提案手法の基本的なアルゴリズムを Algorithm 1 に示す．
i (i = 0; 1; : : : ) 番目の繰り返し計算において，各ノードの重要
度の上限値 r(i)t (v)，下限値 r
(i)
t (v) を計算する（5 行目）．閾
値 i を i 番目の繰り返し計算における k 番目に大きい下限値
とする（7 行目）．このとき，上限値が i を下回ったノードを
グラフ Gi から取り除き，新たな部分グラフ Gi+1 を構築する
（8 行目）．Gi+1 に含まれるノード数 jVi+1j が k に達したと
き計算を終了し，k 件のノードを返す．
Algorithm 1 が従来の ObjectRank と同様の結果が得られ
ることを示すために，以下の補題を導入する．
補題 3.5 (アルゴリズムの正確性). 提案手法は，従来の Ob-
jectRank によって得られる上位 k 件のノードを正確に検索す
ることができる．
証明. 従来の ObjectRank によって計算される重要度の収束
値の k 番目に大きな値を  とする．すなわち，あるノード v
が上位 k 件の検索結果に含まれるとき，重要度の収束値 rt(v)
は必ず  <= rt(v) を満たす．i 番目の繰り返し計算における k
番目に大きな下限値を i とすると，補題 3.1 より i <=  が
成り立つ．提案手法は r(i)t (u) < i を満たすようなノード u
をグラフから枝刈りするが，補題 3.2 よりノード u について
rt(u) <= r
(i)
t (u) <  が成り立つ．これは検索結果に含まれる場
合の条件  <= rt(v) に矛盾するため，提案手法は上位 k 件にな
り得ないノードを必ず枝刈りする．
3. 4 上限値の先読み
上述のアルゴリズムに加えて，我々は上限値を先読みするこ
とで繰り返し計算の早い段階からノードの枝刈りを行い，Top-k
検索のさらなる高速化を図る．
提案手法が枝刈りするノードの数と上限値，下限値との間の
関係を調べるために，DBLP の文献データベース（詳細は 4.
節で述べる）に対して予備実験を行った．Algorithm 1 に示し
た基本的な提案手法を実行し，各繰り返し計算におけるある
ノードの上限値と下限値を図 4 に，部分グラフに含まれるノー
ド数の推移の様子を図 5 にそれぞれ示す． 図 4 より，上限値
図 4 上限値と下限値の推移
図 5 ノード数の推移
は重要度の収束値と比較して非常に大きな初期値をとり，繰り
返し計算が進むにつれて指数関数的に減少していく傾向が見ら
れた．一方で下限値は重要度の収束値と非常に近い初期値をと
り，繰り返し計算の早い段階で値が収束することがわかる．ま
た，図 5 より提案手法は繰り返し計算が進むにつれてノード数
を大幅に削減できているが，1  5 番目の繰り返し計算時には
約 1 % のノードに対してのみ枝刈りが行われていることがわか
る．これは，Algorithm 1 に示した提案手法の枝刈り判定の条
件（8 行目）に起因している．提案手法は i 番目の繰り返し計算
において k 番目に大きな下限値を i としたときに r
(i)
t (v) < i
を満たすノード v の枝刈りを行うが，図 4 の i = 0; 1; : : : ; 5 の
ときのように上限値が著しく大きい場合は条件を満たす可能性
が非常に低くなってしまうためである．
そこで我々は，上限値を先読み推定することで繰り返し計算
の早い段階からノードの枝刈りを行い，Top-k 検索のさらな
る高速化を図る．具体的には，i 番目の繰り返し計算において
ユーザが指定した任意の数 s について r(i+s)t (v) を推定する．
また，本稿では r(i+s)t (v) を上限値の予測値と呼ぶ．
任意の閾値  (>= 0) について，i 番目の繰り返し計算におい
て p(i)t (u) >  となるノードの集合を P
(i)
t ，P
(i)
t から s ホップ
以内に到達不可能であるノードの集合を R(i+s)t とする．この
とき，i 番目の繰り返し計算において v 2 R(i+s)t となるノード
v の上限値の予測値は以下の式で計算する．
定義 3.3 (上限値の予測値). i 番目の繰り返し計算において，
任意の自然数 s (> 0) について v 2 R(i+s)t を満たすノード v
の上限値の予測値 r(i+s)t (v) は以下の式で計算される．
r
(i+s)
t (v) = r
(i)
t +
di+s+1
1  d 
(i)
t A(v) (11)
式 (11) によって得られる上限値の予測値は以下の性質を満
たす．
補題 3.6 (上限値の予測値の性質). i 番目の繰り返し計算にお
いて r(i)t (v) と r
(i+s)
t (v) は次の性質を満たす．
 = 0 であるとき，
rt(v) <= r
(i+s)
t (v) <= r
(i)
t (v) (12)
 > 0 であるとき，
r
(i+s)
t (v) <= r
(i)
t (v) (13)
証明. 式 (10) より，r(i+s)t (v) = r
(i)
t + d
i+sp
(i+s)
t (v) +(1  
d)di+1fPs 1k=1 dk 1p(i+k)t (v)g+ di+s+11 d (i+s)t A(v)が得られる．
p
(i+s)
t = A
i+sqt より p
(i+s)
t = AA
i+s 1qt = Asp
(i)
t となる
ため，
 = 0 であるとき，R(i+s)t に含まれるノード v について
p
(i+1)
t (v); p
(i+2)
t (v); : : : ; p
(i+s)
t (v) はすべて 0 となる．ゆえに，
r
(i+s)
t (v) = r
(i)
t +
di+s+1
1 d 
(i+s)
t A(v) となる．したがって，補
題 3.2 と (i+s)t >= 
(i)
t より，r
(i)
t
<= r
(i+s)
t (v) <= r
(i)
t (v) が成
り立つ．
 > 0 であるとき，R(i+s)t に含まれるノード v について
p
(i+1)
t (v); p
(i+2)
t (v); : : : ; p
(i+s)
t (v) は非零の値を取りうる．ゆえ
に，式 (11) は従来の ObjectRank により得られる重要度の収
束値 rt(v) を下回る可能性があり，上限値としての性能を満た
さなくなる．
3. 5 先読みを用いたアルゴリズム
上限値の先読みを用いた提案手法のアルゴリズムを Algo-
rithm 2 に示す．基本的な流れは Algorithm 1 と同様であるが，
7  12 行目で上限値を先読みする点が異なる．また，入力とし
て先読みを行う回数 s，閾値 ，s ホップでの到達可能性を格
納した索引 R を与える．R は，グラフに含まれる各ノードに
ついて，s ホップ以内で到達可能なノード集合を計算し格納し
たものである．
i (i = 0; 1; : : : ) 番目の繰り返し計算において，各ノードの
重要度の上限値 r(i)t (v)，下限値 r
(i)
t (v) を計算する（4  6 行
目）．次に，p(i)t >  を満たすノード集合 P
(i)
t ，P
(i)
t から s ホッ
プ以内で到達不可能であるノード集合 R
(i+s)
t を計算する (7，
8行目）．R(i+s)t に含まれる各ノード v について，r
(i+s)
t (v) を
計算し枝刈り判定に用いる上限値に置き換える（9  12 行目）．
閾値 i を i 番目の繰り返し計算における k 番目に大きい下限
値とする（13 行目）．このとき，上限値が i を下回ったノー
ドをグラフ Gi から取り除き，新たな部分グラフ Gi+1 を構築
する（14 行目）．Gi+1 に含まれるノード数 jVi+1j が k に達し
たとき計算を終了し，k 件のノードを返す．
上限値の先読みを用いた場合の提案手法（Algorithm 2）の
正確性について，以下の補題が成り立つ．
補題 3.7 (アルゴリズムの正確性). Algorithm 2 は従来の Ob-
jectRank によって得られる上位 k 件のノードと比較して， > 0
であるときは近似解を， = 0 であるときは同一の解を導出
する．
証明. 従来の ObjectRank によって計算される重要度の収束
値の k 番目に大きな値を  とする．すなわち，あるノード v
が上位 k 件の検索結果に含まれるとき，重要度の収束値 rt(v)
は必ず  <= rt(v) を満たす．i 番目の繰り返し計算における k
番目に大きな下限値を i とすると，補題 3.1 より i <=  が成
り立つ．提案手法は r(i)t (u) < i を満たすようなノード u をグ
ラフから枝刈りするが，補題 3.2， 3.6 より， = 0 であると
きはノード u について rt(u) <= r
(i+s)
t (u) <= r
(i)
t (u) <  が成り
立つ．これは検索結果に含まれる場合の条件  <= rt(v) に矛盾
するため，提案手法は上位 k 件になり得ないノードを必ず枝刈
りする． > 0 であるとき，r(i+s)t (u) <  <= rt(v) を満たす可
能性があるため，上位 k 件に含まれるノードを枝刈りしてしま
う場合がある．
4. 評 価 実 験
本節では，提案手法，従来の ObjectRank および既存手法の
BinRank [13] を実行し，効率性と検索結果上位 k 件の近似精
度の観点で提案手法の有効性を検証する．
 提案手法: Algorithm 1 及び Algorithm 2 に示した提案
手法．
 ObjectRank: べき乗法を用いた従来の計算方法 [2]．
 BinRank: 全体のグラフと比較してノード数の少ない部分
グラフを構築することで高速化を図る手法 [13]．BinRank
Algorithm 2 Our advanced proposed algorithm
Input: G, given graph; t, keyword; k, # of answer vertices; s, the constant;
, threshold; R, reachability index
Output: Top-k vertices from nal subgraph Gi+1
1: i 0
2: Gi  G
3: repeat
4: for each v 2 Gi do
5: calculate r(i)t (v) and r
(i)
t (v) by equation (9) and (10)
6: end for
7: add vertices s.t. fv 2 Vi : p(i)t (v) > g to P
(i)
t
8: compute R(i+s)t from P
(i)
t and reachability table R
9: for each v 2 R(i+s)t do
10: calculate r(i+s)t (v) by Equaeion (11)
11: r(i)t (v) r
(i+s)
t (v)
12: end for
13: i  the k-th largest lower bound in Gi
14: construct Gi+1 by pruning vertices s.t. fv 2 Vi : r(i)t (v) < ig from
Gi
15: i i + 1
16: until jVi+1j = k
17: return Vi+1
表 2 DBLP データセットの詳細
総ノード数 1,238,266
総エッジ数 5,149,294
Conference ラベルのノード数 12,609
Year ラベルのノード数 67
Paper ラベルのノード数 629,814
Author ラベルのノード数 595,776
Conference，Year ノード間のエッジ数 48
Year，Paper ノード間のエッジ数 1,259,628
Paper，Paper ノード間のエッジ数 1,265,502
Paper，Author ノード間のエッジ数 2,624,116
は，データベースに含まれるキーワードをクラスタリング
し，クラスタに含まれるキーワードとの関連度が著しく低
いノードを取り除いた部分グラフを，クラスタごとに構築
し索引に格納する．クエリ処理時には，クエリキーワード
を含むクラスタから作成された部分グラフのみを対象に，
べき乗法による重要度評価を行う．
データセットは AMiner（注1）が公開している文献データベー
スを用いた．Schema Graph は図 2 に示した文献 [2] と同様
のものを使用し，Data Graph を構築した．Data Graph の
詳細は表 2 に示す．ダンピングファクタ d は文献 [2] と同様
に d = 0:85 とした．プログラムは C++ で実装し，計算機は
3.5GHz CPU，メモリが 128GB の Linux サーバを用いた．
4. 1 効 率 性
上述の 3 つの手法をそれぞれ実行し，実行時間を評価した．
提案手法は，Algorithm 1に示した基本的なアルゴリズム（Alg.
1）と Algorithm 2に示した先読みを用いたアルゴリズム（Alg.
2）の両方を実行し，Alg. 2 については s と  の値を変化さ
せて実行時間の計測を行った．結果を図 6 に示す．実験結果よ
り，逐次枝刈りによる提案手法（Alg. 1）は従来のべき乗法を
用いた ObjectRank と比較して，約 5 倍程度高速であること
が示された．ObjectRank はすべてのノードの重要度が収束す
るまで繰り返し計算を行う必要があるが，提案手法は解になり
得ないノードを逐次的に枝刈りし上位 k 件のノードが得られた
時点で計算を終了するため，高速な計算が可能となる．提案手
法（Alg. 1）既存手法である BinRank と比較してもより高速
（注1）：http://aminer.org
図 6 実 行 時 間 図 7 ノード数の遷移 ( = 1:0e  8) 図 8 BinRank の事前計算 図 9 近 似 精 度
に結果を導出できることが示された．先読みを行った場合の提
案手法（Alg. 2）は， の値を大きくするにつれて，実行時間
が減少することがわかった．これは， が大きくなるにつれて
P(i)t に含まれるノード数が減少することに起因する．先読みを
行う対象のノードは P(i)t に含まれるノードから s ホップ以内
に到達不可能なノード集合 R(i+s)t であるため，P
(i)
t のノード
数が減少するにつれて R(i+s)t のノード数が増加し，より多く
のノードに対して上限値の先読みを行うことができるようにな
る．また，s = 1 と比較して s = 2 の方が高速であることがわ
かった．これは，s の値が大きいほどより先の繰り返し計算時
における上限値を先読みできるため，枝刈りの条件に合致する
場合が増加するためである．
図 7 は，提案手法と ObjectRank の各イテレーションにお
けるノード数の遷移の様子を示している．実験結果より，Ob-
jectRank は各イテレーションですべてのノードの重要度を計
算する一方で，提案手法はイテレーション数が増えるにつれて
ノード数を大幅に削減できていることわかる．先読みを行った
場合（Alg. 2），先読みを行わない場合（Alg. 1）と比較して，
i = 3_6 番目の繰り返し計算時においてより多くのノードを枝刈
りすることが可能となる．
図 8 は BinRank の事前計算部の実行時間を示している．
maxBinSize はクラスタサイズを制御する内部パラメータで
あり，maxBinSize が大きくなるほどクラスタの数が減少し，
索引に格納される部分グラフの数も減少する．実験結果より，
BinRank は 10 時間以上もの事前計算を要することが示された．
表 3 R の計算時間
s Execution time（sec）
1 0.8
2 353442
3 dnf
上限値の先読みを行う場合，グラフに含まれる各ノードにつ
いて，s ホップ以内で到達可能なノード集合を事前計算し，索
引 R として保持する必要があった．表 3 に R の計算にかかる
実行時間を示す．s = 1 の場合は遷移行列を参照するだけで R
を構築できるため，高速に R を計算することができる．s = 2
の場合は各頂点を始点として幅優先探索を実行し s ホップ以内
で到達できるノードを探索するため，索引の構築には約 6 分の
時間を要する結果となった．s を大きくするにつれて R が密
になってしまうため，s = 3 以上の場合はメモリ不足により実
行不可能となってしまった．BinRank の索引構築と比較して
も事前計算にかかる時間は著しく小さいことが示されたが，R
の効率的な計算は今後の重要な課題として挙げられる．
4. 2 近 似 精 度
ObjectRank によって得られた結果を真値とし，提案手法と
BinRank の近似精度を計測した．近似精度の指標には式 (14)
を用いた．
Prec(t; k) =
jCompSet(t; k) \ORSet(t; k)j
k
(14)
CompSet(t; k) はキーワード t に対して提案手法または Bin-
Rank を，ORSet(t; k) は ObjectRank をそれぞれ実行した場
合に得られた上位 k のノードの集合を表す．
結果を図 9 に示す．実験結果より，提案手法は上限値の先読
みを行わない場合（Alg. 1），ObjectRank と全く同一の結果
が得られることが示された．補題 3.5 より明らかであるが，提
案手法は重要度の上限値と下限値を推定することで上位 k 件に
なり得ないノードを発見することができるためである．一方，
上限値の先読みを行う場合（Alg. 2）は得られる結果は近似解
となり， の値を大きくするにつれて近似精度が低下すること
がわかった．これは， の値が大きいほど式 (11) が i+ s 番目
の繰り返し計算時に本来計算される値から異なる値をとるよう
になってしまうためである．同様の理由から，s の値を大きく
するほど近似精度は低下してしまうことがわかる．
効率性と近似精度の実験より，上限値の先読みを用いた提案
手法は s と  の値を大きくするほど実行時間が減少し，近似
精度が低下することがわかった．実行時間と近似精度の間には
トレードオフの関係が存在するため，適切なパラメータの選択
方法は今後の課題として挙げられる．
5. 関 連 研 究
PageRank や ObjectRank といったランダムウォークモデル
に基づくグラフ分析技術の研究が近年盛んに行われている．既
存手法は (1) ノードの枝刈りに基づく手法と (2) 索引を用いた
手法の 2 つに分けることができる．
ノードの枝刈りに基づく手法: これらの手法は，グラフから不
必要なノードや他のノードの重要度に与える影響が少ないノー
ドを推定し，枝刈りすることで高速化を図る．Sakakura [14] ら
は，グラフ全体ではなく局所的なグラフを構築することで重要
度を推定する手法を提案した．ObjectRank はエッジごとに異
なる重みをもち，重みが小さいエッジをもつノードは他のノー
ドへと与える影響も小さい．坂倉らの手法は，エッジの重みを
考慮することで重要度推定に与える影響の小さいノードを推
定し，グラフから枝刈りすることで高速な重要度推定を実現し
た．Fujiwara [7] らは，繰り返し計算の過程で解になり得ない
ノードを逐次的に枝刈りし，PageRank の Top-k 検索を高速
化する手法 F-Rank を提案した．F-Rank では，繰り返し計算
の各ステップにおいて各ノードの重要度の上限値と下限値の推
定値を用いて解になり得ないノードを特定し，グラフから枝刈
りする．グラフからノードの枝刈りを行うが，検索結果は理論
的に正しいことが保障されている．しかし，F-Rank は遷移行
列の列が正規化される PageRank の特性を利用しているため，
ObjectRank には適用できない．
索引を用いた手法: クエリ応答の効率化のために，Chakrabarti
ら，Hwang らは索引を用いて高速化を図る手法 HubRank [4]，
BinRank [13] をそれぞれ提案した．これらの手法は索引を事前
に構築し，クエリ処理時には索引を参照することで検索結果を
近似することでクエリ処理時間を短縮する．HubRank は，hub
ノードと呼ばれるクエリログに基づいて選択された一部のノー
ドの random walk ngerprints [6] を事前計算し索引付けする．
クエリ処理時には，クエリキーワードを含むノードから幅優先
探索を開始し，hub ノードに到達するかクエリノードから一定
の距離が離れた時点で探索をやめ，得られた部分グラフについ
て索引に基づいた重要度推定を行う．BinRank は，データベー
スに含まれるキーワードをクラスタリングし，クラスタに含ま
れるキーワードとの関連度が著しく低いノードを取り除いた部
分グラフを，クラスタごとに構築し索引に格納する．クエリ処
理時には，クエリキーワードを含むクラスタから作成された部
分グラフのみを対象に，べき乗法による重要度評価を行う．
しかし，これらの手法は索引構築に膨大な時間を要するだけ
でなく，クエリ応答時にも重要度推定のための計算を行う必要
があるという問題がある．我々が行った評価実験では，BinRank
は索引構築に 10 時間以上かかることが示された（図 8）．
既存手法とは異なり，我々の提案手法は大規模なグラフを
対象とした場合でも高速な Top-k 検索が可能である．我々が
行った評価実験により，重要度先読みを行わない場合は従来
の ObjectRank と同様の結果を得ることができることに加え，
BinRank と同程度の時間で結果を得られることが示された．
6. 結 論
本稿では ObjectRank の Top-k 検索の高速化手法を提案し
た．提案手法では，繰り返し計算の過程で各ノードの重要度の
取り得る上限値と下限値を推定することで，上位 k 件になり得
ないノードをグラフから逐次的に枝刈りする．この手法により
重要度評価の繰り返し計算を進めるにつれてノードが減少する
ため，従来の ObjectRank と比較して Top-k 検索を高速に行
うことができる．また，提案手法は一部のノードの上限値を任
意の回数だけ先読みすることで，より高速な枝刈りを実現する．
実データを用いた評価実験では，提案手法は従来のべき乗法を
用いた ObectRank および既存手法である BinRank と比較し
て高速に検索結果が得られることを示した．
今後の課題として，アルゴリズムのチューニングが挙げられ
る．現在の実装では，s ホップでの到達可能性の計算がボトル
ネックとなってしまい，ノードの枝刈りを高速に行うことがで
きる一方で全体の実行時間にあまり変化しないことがわかった．
s ホップでの到達可能性の計算をより高速に行うことで，さら
なる高速化が期待できる．
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