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ABSTRACT

Automated pavement distress recognition is a key step in smart infrastructure assessment. Advances in deep learning and computer vision have improved the automated recognition of pavement distresses in road surface images. This task, however, remains challenging due to the high
variations in road objects and pavement types, variety of lighting condition, low contrast, and
background noises in pavement images. In this dissertation, we propose novel deep learning algorithms for image-based road condition assessment to tackle current challenges in detection, classification and segmentation of pavement images. Motivated by the need for classifying a wide
range of objects in road monitoring, this dissertation introduces a Multi-Scale Convolution Neural
Network (MCNN) for multi-class classification of pavement images. MCNN improves the classification performance by encoding contextual information through multi-scale input tiles. Then,
an Attention-Based Multi-Scale CNN (A+MCNN) is proposed to further improve the classification results through a novel mid-fusion strategy for combining multi-scale features extracted from
multi-scale input tiles. An attention module is designed as an adaptive fusion strategy to generate
importance scores and integrate multi-scale features based on how informative they are to the classification task. Finally, Dual Attention CNN (DACNN) is introduced to improve the performance
of multi-class classification using both intensity and range images collected with 3D laser imaging
devices. DACNN integrates information in intensity and range images to enhance distinct features
improving the objects classification in noisy images under various illumination conditions. The
standard road condition assessment includes determining not only the type of defects but also the
severity of detects. In this regard, a pavement crack segmentation algorithm, CrackSegmenter, is
proposed to detect crack at pixel level. The CrackSegmenter leverages residual blocks, attention
blocks, Atrous Spatial Pyramid Pooling (ASSP), and squeeze and excitation blocks to improve
segmentation performance in pavement crack images.
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CHAPTER 1: INTRODUCTION

Road infrastructure has a great contribution to economic development and growth and provides
significant social benefits. By providing access to hospitals, schools, and markets, roads are considered as one of the most important public assets. There are over four million miles of public
roadways in the United States that carry people and good to their destinations. Based on America’s Infrastructure Report Card 2021 [2], however, road infrastructure scores a D with 43% of
poor or mediocre condition. This highlights the importance of the repair and rehabilitation plannings for road networks. Aging roads force the nation’s motorists to spend over $1000 in wasted
fuel and time each year. Furthermore, deteriorating roads force the nation’s motorists to pay $130
billion on extra vehicle repairs and operating costs each year. Aging roadways also decrease the
ride quality and increase the risk of injuries and fatality.
Surveys show that adequately maintaining road infrastructure is essential to preserve and enhance
the safety and serviceability of networks. Therefore, an efficient pavement management system
is required to understand the condition of roads. Reconstruction of deteriorated roads resulting
from lack of proper maintenance costs three times more expensive than maintaining the roads
properly. A through road pavement evaluation provides necessary information required for the
right pavement maintenance treatments at the right time. In 1979, US Army Corps of Engineers
developed Pavement Condition Index (PCI) [3] as a rating method to assign a numerical value
between 0 to 100 describing the condition of a pavement section. Later in 1987, Long-Term
Pavement Performance Program (LTPP) got defined as a research project by Federal Highway
Administration (FHWA) to collect pavement performance data. This database is continuously
being developed as more data are collected and processed.
Surveying pavement distresses is a major task in every pavement management system. Using

1

pavement distress data, state and local transportation agencies evaluate and interpret the data to
determine the pavement condition and predict the long-term performance of pavement. Traditionally, pavement condition assessment was performed either by walking or windshield surveys. In
these surveys, the inspector walks or drives over the target segments of pavement and describes the
pavement condition. However, manual surveying is highly subjective, qualitative, and sometimes
inaccurate. Assessment results may vary due to the inspector’s judgment, distress type or severity.
Manual inspection can also prolong the evaluation process, cause traffic interruption and impose
safety issues especially in high-volume roadways.
Due to the limitations of manual road inspections, automated road condition assessment has been
developed and increasingly employed during the recent decades. An automated road condition
assessment is typically divided into three phases: (i) pavement distress data collection, (ii) distress
detection, and (iii) distress quantification. Advances in imaging technologies allow for a dense
pavement data acquisition from road surfaces with minimum sensitivity to vibration and lighting
conditions. Therefor, there has been an increased focus on image-based road condition assessment.
In the image collection phase (phase 1), raw road surface images can be collected with different
image collection equipment, such as a 2D digital camera system, 2D line-scanning system, 3Dstereovision imaging techniques, and 3D laser-based imaging system. Laser road imaging system
(LRIS) and laser crack measurement system (LCMS) are two major imaging techniques which are
commercially available and appropriate for different types of road distresses [4]. LRIS consists
of two line-scan cameras and two illuminating lasers allowing 2D image acquisition with lighting
assembly to reduce the influence of sunlight and shadows in day and night surveying. LRIS can
collect 2D images with 1-mm resolution at speeds up to 100 km/h. LCMS is a 3D vision technology
that uses laser line projectors to cover commonly 4 m-wide lanes, and high-resolution cameras to
acquire both intensity and range (depth) images. LCMS data is acquired with an increased visibility
of longitudinal and lateral cracks due to the angle between the camera and laser line. Images are
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collected with 1-mm resolution at survey speeds up to 60 to 100 km/h.
In the distress detection phase (phase 2), semi-automated and automated methods are commonly
used. Although the semi-automated method is often associated with limited features of computer vision techniques, it still heavily relies on human intervention that increases subjectivity
and human-induced errors. The automated method is usually utilized with advanced computer
vision-based detection, classification, and segmentation algorithms that can reduce human intervention. Most of existing automated methods in practice, however, still require post-survey quality
assurance to ensure that the results are coherent. A major technical challenge in this phase is to detect and classify various types of road distresses, such as cracks, crack seals, patches, and potholes,
whose shapes, sizes, directions and intensities are highly random.
In the distress assessment phase (phase 3), survey agencies must measure riding quality, rutting
depth and area percentages of distresses for standardized road rating [5]. Among them, the area
percentages of distresses are often the only subjective measurement from road surface images by
human inspectors. In many survey projects, collected images are sampled (usually for %30) for
the evaluation rather than total inspection due to a large amount of road images. There are two
road rating standards widely used in the U.S.A: Present Serviceability Rating (PSR) developed by
American Association of State Highway and Transportation Officials (AASHTO) in early 1960’s,
and Pavement Condition Rating (PCR) developed by U.S. Army Corps of Engineers in 1976. In
PSR, road conditions are rated from 0 to 5 based on the ride quality experienced by a surveyor while
driving. To provide objective pavement condition rating system, AASHTO developed Present Serviceability Index (PSI) based on the values of pavement smoothness, rutting cracking and patching.
From late 1960’s, more rating indices were developed by individual states as they developed their
own pavement condition survey programs. In PCR, Pavement Condition Index (PCI) is used to
quantify pavement conditions [3]. Severity and extent of each distress are used to calculate PCI
that ranges between 0 to 100 indicating the worst and best possible conditions, respectively [6]. A
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verbal description of pavement condition, varying from failed to good, can be obtained by the PCI
value. In many applications, PCI is used for county and city roads, while PSI is used for state and
interstate roads.
An important consideration required for standardized road rating is that road survey agencies must
employ image collection systems and distress detection algorithms that are compatible to pavement
condition rating standard used in survey project. For example, both PCI and PSI require multi-class
classification for different distress types and quantification of their extents to calculate their road
rating indices. For cracking, they evaluate crack severity based on crack width for different crack
types. Therefore, standardized road rating cannot be conducted if (i) road image does not have
enough spatial resolution to measure crack width, (ii) multi-class classification is not possible to
measure the extents of different distress and non-distress objects, and (iii) crack width cannot be
measured for cracking severity. Despite recent advances of computer vision techniques, these
technical considerations have been overlooked in the development of automated pavement rating
systems, and consequently a substantial amount of postprocessing and manual intervention are still
required in road rating systems developed in last decades.
In this dissertation, we focus on multi-class classification and of different distress and non-distress
objects in road surface images. An image-based pavement dataset, UCF-PAVE 2017, is newly
presented in this dissertation. The pavement images in the dataset are pixel-level annotated using
an in-house software and labeled into 11 different classes, including asphalt, concrete, crack, crack
seal, marker, manhole cover, pothole, curbing, unpaved shoulder, patch, and joint. These objects
are highly random in terms of their shapes, sizes, intensities and orientations. To the best of the
author’s knowledge, this is the first study which classifies a wide range of road surface objects
instead of focusing on limited number of objects or a binary classification. Due to the variety of
distresses, deep learning is a robust algorithm that can learn how to detect objects without explicitly defining any feature object. Among many deep learning algorithms, the convolutional neural
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network (CNN) has several advantages in multi-class classification applications. CNN shows an
end-to-end training for automatic learning of hierarchical feature representations. It removes the
need for defining hand-crafted features extracted from pavement images for each specific class. In
other words, a single learning algorithm generates desired outputs directly from input images without having hand-crafted intermediary algorithms. To generate high-level semantic features, CNNs
are composed of convolutional layers with non-linearities and down-sampling. Convolutional layers can be followed with several fully connected layers to make the model end-to-end trainable
and classify the data after feature extraction. Deep CNN approaches have another advantage of
effective feature generation and extracting rich information from various images. The approach is
fully supervised, which uses the labeled training images to learn assigning class to each pixel of
images in testing dataset.
Despite recent advances in developing computer vision algorithms, it is still challenging to analyze road images due to the low contrast, background noises, objects diversity, and variety of
lighting condition. In chapter 2, we first present a comprehensive experimental comparison of
state-of-the-art image classification models to evaluate their performances on multi-class classification of pavement images. Our experiments are conducted in different dimensions of comparison,
including deep classifier architecture, effects of network depth, and computational costs. Five convolutional neural network (CNN) classifiers widely used in transportation applications, including
VGG16, VGG19, ResNet50, DenseNet121, and a generic CNN (as the control model), are tested
with UCF-PAVE 2017 dataset, as a comprehensive pixel-level annotated dataset with 11 different
distress and non-distress classes (UCF-PAVE 2017). In addition, we investigate a simple yet effective approach of encoding contextual information with multi-scale input tiles to classify highly
random pavement objects in size, shape, intensity, texture, and direction.
A proper choice of deep learning models is key for successful pavement assessment applications. In chapter 3, we introduce an attention-based multi-scale convolutional neural network
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(A+MCNN) that improves the automated classification of common distress and non-distress objects in pavement images by (i) encoding contextual information through multi-scale input tiles and
(ii) employing a mid-fusion approach with an attention module for heterogeneous image contexts
from different input scales. A+MCNN provides an efficient integration of multi-scale features to
enhance feature representations utilized for the pavement image classification task. A+MCNN is
trained and tested with four distress classes (crack, crack seal, patch, pothole), five non-distress
classes (joint, marker, manhole cover, curbing, shoulder), and two pavement classes (asphalt, concrete) existing in UCF-PAVE 2017 dataset.
Motivated by the need for an improved pavement objects classification, we present Dual Attention Convolutional Neural Network (DACNN) in chapter 4 to further improve the performance of
multi-class classification using intensity and range (depth) images collected with 3D laser imaging
devices. DACNN fuses heterogeneous information in intensity and range images to enhance distinguishing foreground from background, as well as to improve objects classification in noisy images
under various illumination conditions. DACNN also leverages multi-scale input images by capturing contextual information for objects classification with different sizes and shapes. DACNN
contains an attention mechanism which (i) considers semantic interdependencies in spatial and
channel dimensions, and (ii) adaptively fuses scale-specific and mode-specific features so that each
feature has its own level of contribution to the final decision. As a practical engineering project,
the dataset is collected from road surfaces using 3D laser imaging to evaluate the performance of
DACNN.
Cracks, as one the most important distresses in pavement condition assessment, need to be measured in terms of extent and severity. Crack width is the representative of severity in pavement
distress measurements. To this end, cracks are required to be segmented in pavement images at
pixel level. Although many CNNs have been applied to identify cracks in pavement images, it
still remains a challenging task due to the complex topology of cracks, background noises, and
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intensity in-homogeneity. In chapter 5, we propose a U-Net-like architecture, CrackSegmenter,
to improve pavement crack detection at pixel level. The CrackSegmenter keeps the layout of UNet, but it introduces residual blocks, attention blocks, Atrous Spatial Pyramid Pooling (ASSP),
and squeeze and excitation blocks. The proposed CrackSegmenter is trained and evaluated on a
publicly available pavement crack dataset, named CRACK500.
Finally, a summary of this dissertation along with conclusions are provided in Chapter 6.
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CHAPTER 2: COMPARISON OF DEEP CONVOLUTIONAL NEURAL
NETWORK CLASSIFIERS AND THE EFFECT OF SCALE ENCODING
FOR AUTOMATED PAVEMENT ASSESSMENT

The results of this chapter have been published in the following paper:

• Eslami, E., Yun, H.B.: Comparison of deep convolutional neural network classifiers and
the effect of scale encoding for automated pavement assessment. Journal of Traffic and
Transportation Engineering (English Edition) (2022) [7].

2.1

Introduction

Detecting, classifying, and quantifying road pavement distresses are necessary to ensure safe and
serviceable road networks. Safety considerations are not only limited to urban roads, but it also
involves airport pavements to provide safe operation of aircrafts [8, 9]. Federal Highway Administration (FHWA) requires periodic survey of pavement distress to measure road performance [10].
According to 2017 Infrastructure Report Card by the American Society of Civil Engineers (ASCE),
pavement deterioration costs U.S. motorists 120.5 billion for extra vehicle repairs in a year [11].
Manual inspection of road surface, performed by skilled inspectors, is labor-intensive, costly, timeconsuming, and its performance measures are highly subjective. Windshield and walking surveys
could be dangerous for inspectors and road users. Computer vision-based pavement surface distress inspection combined with road image-collecting vehicles has been applied as a promising
method to improve the inspection accuracy, consistency, and reliability. The advent of advanced
technologies in collecting data equipment, computer hardware, and image processing techniques
provides a cost-efficient approach using computer-vision based methods for pavement distress as8

(a) Multi-scale tiles

(b) Spatial resolution

Figure 2.1: Effects of image tile selection on (a) capturing fields of view, and (b) spatial resolution
of tile-based segmented images using CNN.

sessment.
Many studies [12, 13, 14, 15] have been conducted to develop semi-automated and automated
methods for pavement distresses detection. Although the semi-automated method is often associated with limited features of automation, it still heavily relies on human intervention that increases
subjectivity and human-induced errors. The automated method is usually utilized with computer
vision-based detection and classification algorithms that could reduce human intervention. Most
of existing automated methods in practice, however, still require post-survey quality assurance to
ensure that the results are coherent. Furthermore, road condition assessment requires detection
and classification of different distress types and quantification of their extents to calculate their
road rating indices. Therefore, image-based standardized road rating cannot be conducted if i)
road image does not have enough spatial resolution to measure the severity of different distress
objects, and ii) multi-class segmentation is not possible to measure the extents of different distress
and non-distress objects. Despite recent advances of computer vision techniques, these technical
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considerations have been overlooked in the development of automated pavement rating systems,
and consequently substantial amount of post-processing and manual intervention are still required
in existing systems developed in last decades. End-to-end deep learning methods, though, eliminate the need for any pre- or post-processing in for pavement objects classification. Although many
studies have been conducted on detection of different pavement distresses using deep convolutional
neural networks (CNNs), there are barely any studies investigating thoroughly the performance of
different architecture choices.
In this study, we present a comprehensive comparison of the-state-of-the-art classifiers’ performance on different road objects. The comparison is not limited to how much accurate the classifiers predict each pavement object. It also includes the network’s depth effect, computational
costs, class separability ability, and qualitative visualizations. Although various pavement distress
and non-distress objects must be detected for reliable road assessment practices, most studies have
only focused on detecting limited types of pavement defects. High variations of pavement objects
in terms of size, shape, intensity, texture, and direction introduce challenges for visual recognition
tasks, which are barely addressed in the literature. In this study, we detect and classify 11 distress and non-distress objects in road surface images including crack, crack seal, marker, manhole
cover, pothole, curbing, unpaved shoulder, patch and, joint, with asphalt and concrete being treated
as background. Our study shows, to handle a high variety of objects in pavement images, contextual information is vital for the classification task. Therefore, we encode contextual information
through multi-scale input image tiles for multi-class classification of pavement objects. Fig. 2.1 illustrates that how a simple selection of different image sizes can encode information from multiple
scales and affects classification. Fig. 2.1a shows that a larger tile is advantageous for classifying
large objects, such as road patches which need bigger field of view, while a smaller tile more effectively captures small objects, such as cracks, which might be hard to find in the bigger tile.
Fig. 2.1b shows the original road image and patch-based classified images using three different tile
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sizes. Smaller tiles increase spatial resolution, while bigger tiles increase contextual information.
Therefore, a technical challenge in using CNNs for road rating applications is to capture the global
field of view without sacrificing the spatial resolution to best capture various range of objects.
To overcome this limitation of existing CNN-based techniques for pavement applications, we design and investigate a simple yet very effective solution. We feed multiple resized tiles of the input
images, encoding regions with increasing sizes and decreasing resolutions, to the network. Our
experiments show that this strategy dramatically improves the classification performance for all
11 pavement objects across all network architectures, while the additional computational costs are
very small. For performance evaluation, we compared the multi-scale algorithms with their singlescale counterparts of four widely used CNNs, including VGG16 [16], VGG19, ResNet50 [17],
DenseNet121 [18] as well as a generic CNN (GCNN). The generic CNN is designed and used for
our ablation studies, including effect of network depth on crack classification. A pixel-level annotated database, called UCF-PAVE 2017, is used to evaluate the performance of algorithms. The
findings of this study suggest how to improve the multi-class object classification for pavement
practices through a more accurate yet efficient framework. The main contributions of our study are
summarized as follows:

• We present a multi-scale paradigm that is crucial for improving the performance of the stateof-the-art CNNs on multi-class classification of pavement objects. We extract multi-scale
features using input tiles at three different scales to capture contextual information while
preserving high spatial resolution.
• UCF-PAVE 2017, a pixel-level annotated dataset, is presented which is consist of 11 different distress and non-distress pavement objects. Using the dataset, the classification task is
conducted in an end-to-end manner for a wide range of objects collected from two types of
pavements in various conditions.
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• Comprehensive quantitative and qualitative comparisons of the state-of-the-art classifiers in
terms of computational costs, class separability ability, depth effect, and the performance on
pavement objects classification are provided.

2.2

Related Works

Many studies [19, 20, 21, 22] have been conducted on automated pavement distresses detection,
especially crack detection [23, 24], over the past decades. Computer vision methods developed for
image-based crack detection can be divided into intensity-thresholding [25], edge detection [26],
wavelet transforms [27, 28], texture-analysis [29, 30], and machine learning techniques [31]. With
the availability of large amount of data and high parallel computing power, recent attentions have
been focused on the application of deep learning methods in pavement distresses detection. Among
deep learning methods, CNNs have shown promising results on distresses detection in pavement
images. An important advantage of using CNNs over non-deep leaning approaches in automated
pavement evaluation is that CNNs do not require defining features (or descriptors) of distresses.
One can imagine that how difficult it might be to define a crack precisely to teach a computer to
detect it.
Deep CNNs have been achieved the state-of-the-art performance in various vision tasks. Alex
Krizhevsky et al. [32] proposed AlexNet to employ a deep learning algorithm for a large-scale image classification task. Although AlexNet significantly improved the classification results over the
traditional image classification algorithms, it offers a relatively small receptive field. Simonyan
and Zisserman [16] proposed VGG to use filters with smaller kernel size and increased the network depth leading to a larger receptive field. VGG enhances the image classification with a
stronger multi-scale features and fewer parameters comparing to AlexNet. Although VGG showed
a deeper network significantly improves the quality of representations for the image classification
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task, gradient vanishing becomes a problem with deeper networks. ResNet by Zhang et al. [17]
introduced identity-based skip connections which alleviates the gradient vanishing problem while
acquiring deeper network architectures. DenseNet [18] extended the ResNet’s idea by introducing
skip connections from all previous layers. It enables the network to classify images in a wide range
of scales.
In pavement applications, deep CNNs have been successfully applied for object detection [20, 33,
34], classification [1, 35], and segmentation [36, 37, 38]. The great part of literature on pavement
condition assessment focuses on cracks. Zhang et al. [39] trained a deep CNN to classify 99×99pixel image patches to crack or non-crack classes. Gopalakrishnan et al. [40] applied VGG-16,
pre-trained on ImageNet, for binary classification of 224×224-pixel image patches to crack or noncrack. Beside binary classification of image patches, some studies are conducted on multi-class
classification of crack types. Li et al. [1] classified 256×256-pixel image patches to non-crack,
transverse crack, longitudinal crack, block crack, or alligator crack classes. Several methods are
developed for pixel-level segmentation of cracks. Zou et al. [41] presented the DeepCrack network
based on the encoder-decoder architecture of SegNet for pixel-level crack detection. Fei et al. [42]
introduced a deep CNN, called CrackNet-V, to achieve pixel-level crack detection on 3D pavement
images. Song et al. [43] proposed using dilated convolution module to segment pavement cracks
into transversal, longitudinal, block, and alligator categories. Object detection studies locate the
object by creating a bounding box and then predict the object class. Li et al. [44] used Faster
R-CNN [45] as the detection algorithm to detect different types of cracks and pothole in pavement
images. Anand et al. [46] proposed Crack-pot network in which texture and spatial features are
used for real-time crack and pothole detection. Finally, Du et al. [47] applied YOLOv3 [48] to
locate crack, patch, manhole, and pothole in pavement images.
Table 2.1 provides a summary of the literature reviewed in this section. In the second column,
the methods are categorized into two groups: deep learning-based (DL) and non-deep learning13

Table 2.1: Image processing algorithms for pavement object recognition.
References
Methods
Tasks
Objects
Pavement Types
[27, 28]
Wavelet transform (non-DL)
Segmentation
Crack Only
Not Specified
[29]
Local Binary Pattern (non-DL)
Segmentation
Crack Only
Asphalt
[36, 37, 38]
CNN (DL)
Segmentation
Crack Only
Asphalt + Concrete
[41]
CNN (DL)
Segmentation
Crack Only
Not Specified
[42]
CNN (DL)
Segmentation
Crack Only
Asphalt
[25]
Histogram-Based Thresholding (non-DL) Detection + Segmentation
Crack Only
Not Specified
[20]
CNN (DL)
Detection + Segmentation
Crack Only
Not Specified
[26]
BEMD Edge Detection (non-DL)
Detection
Crack Only
Asphalt + Concrete + Cement
[33]
CNN (DL)
Detection
Fatigue, Longitudinal, and Transverse Cracks
Asphalt
[34]
CNN (DL)
Detection
Crack, Patch
Not Specified
[44, 46]
CNN (DL)
Detection
Crack, Pothole
Asphalt
[47]
CNN (DL)
Detection
Crack, Patch, Pothole, Manhole
Asphalt
[43]
CNN (DL)
Detection + Classification Transversal, Longitudinal, Block, Alligator Cracks
Not Specified
[35, 40]
CNN (DL)
Classification
Crack Only
Asphalt + Concrete
[39]
CNN (DL)
Classification
Crack Only
Not Specified
[1]
CNN (DL)
Classification
Longitudinal, Traverse, Block, Alligator Cracks
Asphalt

based (non-DL) methods. In the automated recognition of road objects, DL is advantageous over
non-DL as deep learning-based methods do not require defining hand-crafted features, which is
not always straightforward due to the randomness of objects in their appearances. The existing
automatic detection, classification, and segmentation algorithms mainly focus on the recognition
of a limited set of pavement objects. We believe this gap is due to the unique challenges presented
by the complexity of the pavement surfaces and high variations in pavement objects. Given the
above problems, this study aims to (i) design a unified network that can classify various pavement
objects with high variations in appearances and (ii) provide a deeper insight into the performance
and computational cost of current CNN architectures for pavement condition assessment. We
exploit incorporating multi-scale features into the existing deep CNNs which plays a key role to
make a robust classification of 11 different objects including asphalt, concrete, crack, crack seal,
marker, manhole cover, pothole, curbing, unpaved shoulder, patch, and joint.
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2.3

Network Architecture and Multi-Scale Inputs

In image-based pavement condition assessment applications, the focal length between the road surface and camera lens is fixed without using zooming lenses, unlike other computer vision applications. Consequently, the angle of view and magnification are fixed for all distress and non-distress
pavement objects. Due to the high variation of pavement objects in size, shape, and direction, fixed
magnification leads to have dramatic changes between objects’ sizes in a single pavement image
(e.g., cracks’ sizes are very different from patches’ sizes). To handle this challenge (i.e., significant variety in objects’ sizes) in visual recognition, capturing contextual information is proved
being beneficial. A CNN captures contextual information through stacking the feature maps and
enlarging the receptive field, hierarchically. To further enhance this capability, we showed that
employing a set of input tiles covering three different areas with the same center can better encode
the contextual information of the smallest tile. In this way, three sets of neighboring coordinates
are considered for each spatial position. Consider the input tiles with the spatial resolution of
50×50. Each element in the input tiles x(w,h) is convolved with a 3×3 filter centered at (w, h). This
approach provides multiple coordinate sets containing neighboring coordinates of (w, h) at three
different scales. Having that leads to obtaining richer contextual information in an efficient way.
Fig. 2.2 clearly shows how providing multiple scales help the network to learn contextual information. Fig. 2.2 shows 50×50-, 250×250-, and 500×500-pixel manhole tiles, all resized to 50×50
with the same center. Let the red square be a filter with a center at (w, h) applied on three scales
of the input data. The filter captures the contexts in three different regions (sets of coordinates)
over the scales. It captures the information in a small local region at scale 1 (50×50-pixel tile)
while scale 2 (250×250-pixel tile) and scale 3 (500×500-pixel tile) provide contextual information
by having a wider view. While no clear visual pattern can be extracted from scale 1, global views
in scale 2 and 3 help the network to capture the pattern of the manhole and predict the class of the
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(a) Scale 1

(b) Scale 2

(c) Scale 3

Figure 2.2: Contextual information is captured by multi-scale input tiles: (a) 50×50-, (b) 250×250, (c) 500×500-pixel manhole tiles.

smallest tile more precisely.
A multi-scale generic CNN (M-GCNN) architecture is shown in Fig. 2.3. The inputs to the MGCNN are 3-channel 50×50-pixel image tiles. For those three input channels, the image tiles are
first cropped with the sizes of 50×50, 250×250 and 500×500 pixels, having the same center of
50×50-pixel tile from a raw pavement image. Then, those 250×250 and 500×500-pixel tiles are
rescaled to 50×50 pixels to be fed to the network. This rescaling enables us to feed the network
with three-channel images. Although it decreases the image resolution of image tiles, it preserves
the information of large objects. Since the spatial resolution of images is 1.0 mm/pixel, this study
conducts object classification with the spatial resolution of 50×50-mm, which is enough and acceptable in most road condition assessment applications. It enables the network to take a wide
context into account to make a local decision.
As shown in Fig. 2.3, the M-GCNN contains 11 learned layers—four convolution layers and seven
fully-connected layers. Each convolution layer consists of a set of filters with the size of 3×3
pixels followed by a rectified linear unit activation (ReLU). The convolution stride is fixed to one
pixel. A max-pooling layer with the filter size of 2×2 and a stride of two is used to perform
down-sampling after each convolution layer. The convolution layers are followed by seven fully
16

Figure 2.3: The M-GCNN as the reference algorithm.

connected layers. A batch normalization (BN) and a ReLU are applied to the output of first six
fully connected layers. The final linear fully connected layer generates 11 real numbers between
-∞ and ∞, each of which measures how likely the input tiles belong to one of 11 output classes of
asphalt, concrete, crack, crack seal, marker, manhole, pothole, curbing, shoulder, patch, and joint.
The higher the number is, more likely the tile belongs to that class.
The M-GCNN is designed to not only investigate the presented multi-scale paradigm, but also to
provide an ablation study on network’s depth effect and qualitative comparisons presented in Section 2.6. To verify the performance of the multi-scale paradigm on pavement objects classification,
the state-of-the-art classification models including VGG16, VGG19, ResNet50, and DenseNet121
are also trained with the same multi-scale tiles as the M-GCNN. As presented in Section 2.5, providing dense features which are extracted from multiple regions of increasing sizes and decreasing
resolutions, improves the classification results for all deep CNNs.

2.4

Preparation of Road Image Dataset

To evaluate the performance of CNNs in the more general case of dealing with a wide range of
objects in pavement images, we prepared an annotated image dataset, named UCF-PAVE 2017.

17

Figure 2.4: Examples of annotated pavement images using semi-automated software.

The database includes 719 road surface images of asphalt pavement, and 496 road surface images
of concrete pavement. Thus, there are a total of 1,215 images in the database. The images were
collected using four different high-speed line-scanning cameras to consider the variety of camera
properties and calibrations. The total images consist of 228 images for camera 1, 195 images for
camera 2, 496 images for camera 3, and 296 images for camera 4. The image spatial resolution
is 1.0 mm/pixel for all cameras. Each image is divided into image tiles with 50×50-pixel size.
Consequently, there are 6237 tiles in a camera-1 image, 6300 tiles in a camera-2 image, 6318 tiles
in a camera-3 image, and 14800 tiles in a camera-4 image.
To develop the pixel-level annotated road image database used in this study, we developed a semiautomated annotation software. The software produces annotated image tiles in three steps: i)
annotation for areal objects (e.g., road patches, manhole cover, lane markers) using superpixel
segmentation [49], ii) annotation for linear objects (e.g., cracks) using a morphological technique,
referred as MorphLink-C [50], and iii) generation of multi-scale image tiles. Each image tile was
labeled into 11 different classes including asphalt, concrete, crack, crack seal, marker, manhole,
pothole, curbing, shoulder, patch, and joint. The developed software expedites the annotation
process while keeping the accuracy of object annotation. Fig. 2.4 shows examples of pixel-level
annotated pavement images using the developed software. For better visualization, backgrounds
(asphalt and concrete) are transparent in Fig. 2.4.
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(a)

(b)

(c)

(d)

Figure 2.5: Generation of multi-scale image tiles with class annotations. (a) about one quarter of a
manhole cover at the top left corner of the image, (b) a small piece of patch near the right edge of
the image, (c) a small thin crack, (d) a part of a lane marker at bottom of the image.

After the image annotation, we prepared multi-scale image tiles to use for the MCNN models.
Three different image tile sizes were prepared, including 50×50 pixels (red), 250×250 pixels
(green) and 500×500 pixels (yellow) as shown in Fig. 2.5. The main idea behind selecting these
three scales is: (i) 50×50 mm2 spatial resolution is dense enough to localize distress and nondistress pavement objects; (ii) 50×50-pixel tile (scale 1) with high resolution is advantageous for
classifying small objects such as cracks; (iii) 500×500-pixel tile (scale 3), equivalent to 500×500
mm2 , is large enough for covering larger pavement objects such as patches. (iv) 250×250-pixel
tile (scale 2) is an intermediate scale that is good to detect pavement objects with middle forms
such as crack seals and the joints that are a middle form of cracks and patches. The multi-scale
tiles are taken having the same center for both original and annotated images. Because the tiles can
be taken from the corners or edges of the image, the edges of the original and annotated images
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Table 2.2: UCF-PAVE 2017 database.
Asphalt pavement
Concrete Pavement
All pavement
Avg. #
Std. #
Avg. #
Std. #
Avg. #
Std. #
# tiles
# tiles
Total # tiles
tile/img tile/img
tile/img tile/img
tile/img tile/img
Crack
383,637
73,325
456,962
533
723
147
288
376
616
(CRK)
(5.4%)
(2.3%)
(4.5%)
Crack seal
18,797
4,812
23,609
Distress objects
26
213
9
41
19
166
(CRS)
(0.3%)
(0.2%)
(0.2%)
Patch
229,021
33,955
262,976
318
960
68
246
216
765
(PAT)
(3.2%)
(1.1%)
(2.6%)
Pothole
16,912
11
16,923
23
208
0
0
13
160
(POT)
(0.2%)
(0.0%)
(0.2%)
Joint
0
96,684
96,684
0
0
194
147
79
134
(JNT)
(0.0%)
(3.1%)
(0.9%)
Marker
276,903
23,432
300,335
Non-distress objects
385
635
47
212
247
533
(MRK)
(3.9%)
(0.7%)
(2.9%)
Manhole Cover
26,104
5,186
31,290
36
119
10
36
25
95
(MAN)
(0.4%)
(0.2%)
(0.3%)
Curbing
257,835
4,284
262,119
358
394
8
67
215
351
(CUR)
(3.7%)
(0.1%)
(2.6%)
Shoulder
19,593
3,626
23,219
27
136
7
35
19
107
(SHO)
(0.3%)
(0.1%)
(0.2%)
Asphalt
5,820,803
0
5,820,803
8095
3791
0
0
4790
4933
(ASP)
(82.6%)
(0.0%)
(57.2%)
Backgrounds
Concrete
0
2,888,409
2,888,409
0
0
5823
414
2377
2874
(CON)
(0.0%)
(92.2%)
(28.4%)
7,049,605
3,133,724
10,183,329
All
9,801
6,313
8,376
(100%)
(100%)
(100%)
Types

Labels

are zero-padded as shown in Fig. 2.5. Then, those tiles are resized to 50×50 pixels to be fed to the
MCNNs. These three scales present local and global views of an object.
Table 4.1 summarizes the statistics of the UCFPAVE-2017 dataset. While the first column categorizes the objects into different types, including distress, non-distress, and backgrounds, the second
column provides the object labels (classes) in each of these categories. Table 2 summarizes the
statistics of 50×50 image tiles for each class in asphalt, concrete, and both pavements. The total
number of tiles, and the average and standard deviation of tiles per image for each class are also
presented for each pavement type. Finally, the last row of Table 2 shows the total number of tiles,
average and standard deviation of tiles per image for all classes. 20% of image tiles in each class
is used for the testing mode, and the remaining 80% is used for training mode from which 20% is
hold out for the validation.
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2.5

Results

2.5.1

Training

We trained all deep CNNs in an end-to-end and fully supervised learning approach. Cross Entropy
with softmax is employed as the loss function. It measures the similarity between the target and
softmax of predicted values:
f (si ) =

esi
∑Cj=1 esi

,

(2.1)

C

CE = − ∑ yi log f (si ),

(2.2)

i=1

where si is predicted value (network’s score) for each class i in C, C is the number of classes, f (si )
is the softmax of predicted value, yi is the target value (ground truth), and CE is Cross Entropy
loss. The networks are trained using Adam optimizer with a learning rate of α=0.0001, β1 =0.9,
β2 =0.999, ε = 10−8 , and a batch size of 1000 examples, where β1 and β2 are exponential decay
rates, and ε is a constant for numerical stability. The networks are trained for 800 epochs with
epoch size of 60000 through the training set of approximately six million tile images. To avoid
overfitting, the best model in terms of validation loss is used for the test mode. Fig. 2.6 shows the
accuracy and loss curves for the validation dataset during the training process of all SCNNs and
MCNNs. As we can see in Fig. 2.6c, GCNN’s validation loss starts increasing after epoch 322
while deeper networks need to be trained for more epochs.
To directly compare the effect of employing multi-scale paradigm on the classification performance
without having any architectural changes, single-scale CNNs (SCNNs) are trained with the same
architecture as multi-scale CNNs (MCNNs) (the only difference lies in the input tiles). While
SCNNs are trained with single-scale 50×50-pixel image tiles, MCNNs are trained with 3-channel
input tiles containing 50×50-, resized 250×250-, and resize 500×500-pixel images. Beside the
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(a)

(b)

(c)

(d)

Figure 2.6: The validation set curves for (a) accuracy of sing-scale networks, (b) accuracy of
multi-scale networks, (c) loss of single-scale networks, (d) loss of multi-scale networks during the
training.

generic CNN (GCNN) presented in Section 2.3, the state-of-the-art classification models including
VGG16, VGG19, ResNet50, and DenseNet121 are trained with the same setting to not only verify
the performance of the multi-scale paradigm, but also present a comprehensive comparison of their
performances on different pavement objects.
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2.5.2

Testing and Evaluation

To evaluate and compare the performance of CNNs, precision, recall, and F-score values are calculated for all networks:

Precision =
Recall =

TP
,
T P + FP

(2.3)

TP
= 1 − FNR,
T P + FN

(2.4)

2T P
,
2T P + FP + FN

(2.5)

F − Score =

where TP, FP, and FN are true positives, false positives, and false negatives, respectively.
Table 3.3 summarizes multi-class classification results of all networks on the UCF-PAVE 2017
dataset. Each column represents the performances of the networks on a specific pavement object
presented in Table Table 3.3. All networks are trained and tested on the same training, validation,
and test datasets. Incorporating multi-scale features in all investigated CNN models outperforms
the single-scale version of those CNNs in terms of precision, recall, and F-score: the averaged
precision of 0.752, averaged recall of 0.621, and averaged F-score of 0.663 for the single-scale
models, while the averaged precision of 0.883 (improved by 13.1%), averaged recall of 0.848 (improved by 22.7%), and averaged F-score of 0.863 (improved by 20%) for the multi-scale models.
In an automated pavement condition assessment, distress objects must not be missed by the algorithms as it directly hurts the reliability of the assessment. Therefore, we highly avoid false
negative predictions (low recall) for distress objects including patch, pothole, crack, and crack seal
in this study. MCNN models dramatically decrease the FN predictions for distress objects (recall is
improved by 38.9%) without increasing the FP predictions (precision is also improved by 19.6%).
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Table 2.3: Per-class results for multi-class classification on UCF-PAVE 2017 dataset.
Metric

Method
Asphalt Marker Manhole
VGG16
0.936
0.919
0.841
2-14
M-VGG16
0.969
0.954
0.932
VGG19
0.936
0.908
0.872
2-14
M-VGG19
0.969
0.965
0.934
ResNet50
0.936
0.917
0.737
Precision
2-14
M-ResNet50
0.961
0.955
0.934
DenseNet121
0.936
0.903
0.846
2-14
M-DenseNet121 0.962
0.949
0.896
GCNN
0.941
0.909
0.779
2-14
M-GCNN
0.966
0.956
0.930
Avg
0.951
0.934
0.870
VGG16
0.980
0.884
0.725
2-14
M-VGG16
0.980
0.953
0.938
VGG19
0.978
0.896
0.666
2-14
M-VGG19
0.980
0.940
0.941
ResNet50
0.975
0.857
0.698
Recall
2-14
M-ResNet50
0.977
0.933
0.834
DenseNet121
0.978
0.884
0.684
2-14
M-DenseNet121 0.979
0.946
0.893
GCNN
0.966
0.875
0.710
2-14
M-GCNN
0.979
0.952
0.914
Avg
0.977
0.912
0.800
VGG16
0.958
0.901
0.779
2-14
M-VGG16
0.974
0.953
0.935
VGG19
0.957
0.902
0.755
2-14
M-VGG19
0.974
0.952
0.937
ResNet50
0.955
0.886
0.717
F-Score
2-14
M-ResNet50
0.969
0.944
0.881
DenseNet121
0.957
0.894
0.756
2-14
M-DenseNet121 0.971
0.947
0.895
GCNN
0.953
0.892
0.743
2-14
M-GCNN
0.973
0.954
0.922
Avg
0.964
0.923
0.832

Patch Pothole Crack seal Shoulder Curbing Joint
0.857 0.579
0.423
0.546
0.929
0.739
0.943 0.850
0.765
0.906
0.983
0.824
0.797 0.474
0.366
0.553
0.930
0.771
0.935 0.835
0.727
0.908
0.972
0.837
0.767 0.480
0.344
0.571
0.909
0.711
0.862 0.767
0.732
0.883
0.967
0.793
0.815 0.523
0.490
0.636
0.926
0.753
0.888 0.806
0.769
0.922
0.955
0.824
0.714 0.588
0.518
0.562
0.927
0.715
0.917 0.798
0.740
0.893
0.971
0.815
0.850
0.67
0.587
0.738
0.947
0.778
0.529 0.253
0.123
0.493
0.925
0.670
0.849 0.850
0.687
0.906
0.960
0.853
0.559 0.283
0.095
0.440
0.923
0.634
0.865 0.856
0.748
0.919
0.975
0.842
0.568 0.217
0.081
0.393
0.943
0.679
0.808 0.688
0.444
0.848
0.962
0.809
0.573 0.294
0.092
0.413
0.932
0.654
0.813 0.725
0.503
0.829
0.975
0.813
0.608 0.166
0.064
0.378
0.923
0.684
0.821 0.811
0.656
0.889
0.974
0.842
0.699 0.514
0.349
0.651
0.949
0.748
0.654 0.353
0.191
0.518
0.927
0.703
0.893
0.85
0.724
0.906
0.971
0.838
0.657 0.355
0.150
0.490
0.926
0.696
0.899 0.846
0.738
0.913
0.974
0.839
0.653 0.299
0.132
0.466
0.926
0.694
0.834 0.725
0.553
0.865
0.965
0.801
0.673 0.376
0.154
0.501
0.929
0.700
0.849 0.764
0.608
0.873
0.965
0.819
0.657 0.259
0.114
0.452
0.925
0.699
0.866 0.804
0.695
0.891
0.972
0.828
0.764 0.563
0.406
0.688
0.948
0.762

Crack Concrete Avg
0.693
0.960
0.766
0.744
0.982
0.896
0.694
0.958
0.751
0.735
0.982
0.891
0.658
0.960
0.726
0.707
0.977
0.867
0.684
0.958
0.77
0.746
0.977
0.881
0.611
0.955
0.747
0.723
0.981
0.881
0.700
0.969
0.818
0.368
0.991
0.631
0.643
0.991
0.874
0.361
0.991
0.621
0.638
0.99
0.881
0.362
0.987
0.615
0.561
0.989
0.805
0.359
0.989
0.623
0.560
0.991
0.821
0.405
0.988
0.615
0.612
0.988
0.858
0.487
0.990
0.734
0.48
0.975
0.676
0.69
0.986
0.884
0.475
0.974
0.667
0.684
0.986
0.886
0.467
0.973
0.652
0.626
0.983
0.831
0.471
0.973
0.671
0.640
0.984
0.847
0.487
0.971
0.650
0.663
0.984
0.868
0.568
0.979
0.763

The multi-scale models’ (including M-GCNN, M-VGG16, M-VGG19, M-ResNet50, M-DenseNet121)
outperformance over single-scale models (including GCNN, VGG16, VGG19, ResNet50, DenseNet121)
becomes clearer in per-class comparison. Joint, manhole, shoulder, pothole, and crack seal have the
least number of samples (less than 0.4% from each class) in the UCF-PAVE 2017 dataset (Group
1). Patch, curbing, marker, and crack are the classes included between 2.4% and 1.6% (Group 2).
The asphalt and concrete as the background classes create 90.6% of the dataset (Group 3). The
results show that the networks’ performances decrease on classes with the limited number of samples: the averaged F-score of 0.650 for Group 1, 0.800 for Group 2, and 0.972 for Group 3. This
limitation is mitigated by employing multi-scale models: for Group 1 the F-score of 0.482 with
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the SCNNs, and 0.818 with the MCNNs; for Group 2 the F-score of 0.739 with the SCNNs, and
0.862 with the MCNNs; and for Group 3 the F-score of 0.964 with the SCNNs, and 0.978 with the
MCNNs. It should be noted that in highly imbalanced pavement datasets, distress objects which
are mostly in minority, are the objects of interest for visual recognition tasks. The above numbers
show that multi-scale models improve classification results significantly for classes in minority in
such imbalanced dataset.
The largest improvement is observed for crack seal (the average F-score is improved by 51.5%
with employing multi-scale strategy). Crack seal is very similar to road patch in terms of color and
texture, while its shape is very different from patch but more similar to crack. Thus, the shape of
crack seal is better descriptive on a larger scale, ideally capturing a crack seal network as a whole.
The poor performance of single-scale models is mostly due to their 50×50-pixels input tiles that
is not enough to distinguish between crack seal and patch. On the other hand, multi-scale models
capture color, texture, and local and global shapes of crack seal with three different scales. Thus,
multi-scale models significantly reduce FN of crack seal classification by correctly classifying it
(the average recall is improved by 51.7%).
Pothole, as an important distress class in pavement condition assessment, can be easily misclassified into patch, crack or asphalt because of having pixels with lower intensity and existence of
cracks around it. Multi-scale models dramatically decrease FN and FP predictions of pothole samples by having a global view of the object (the average precision and recall are improved by 28.2%
and 54.3%, respectively). Shoulder, patch, and crack also show dramatic improvement with encoding contextual information using multi-scale inputs. The analysis demonstrates the multi-scale
models improve the performance not only for small linear objects such as cracks but also for large
areal objects such as patches. By encoding contextual information using multi-scale tiles, the average F-score is improved by 12.7% for crack, 40.4% for shoulder, and 20.9% for patch. Due to
the importance of cracks in pavement assessment practices, there is an extended study on effect of
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(a) Patch

(b) Pothole

(c) Shoulder

(d) Crack Seal

(e) Joint

(f) Crack

Figure 2.7: The statistical distributions of the normalized GCNN and M-GCNN outputs.

network’s depth on crack classification which is presented in Section 2.6.
In an imbalanced dataset, the trade-off between the depth of the network and the amount of the
training data needed is very important. M-VGG16 and M-VGG19 outperform M-ResNet50, MDenseNet121, and M-GCNN in terms of precision, recall, and F-score. Such results reveal that
although ResNet50 and DenseNet121 are deeper networks, their complexity leads to overfitting.
On the other hand, shallower M-GCNN model leave capacity for an optimal training based on our
data. In this study, M-VGG19 is the best performing network for pavement practices because it
decreases the recall (FNs) while keeping the F-score (harmonic mean of the precision and recall) as
high as 88.6%. M-VGG19 outperforms all other networks in terms of F-score because of having
the proportional depth and hierarchical processing information based on the complexity of the
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Figure 2.8: Classification results of road distresses using different algorithms. Segmentation masks
are created by aggregating classification results of 50×50 pixels (50×50 mm2 ) tiles.

pavement dataset. On the other hand, ResNet50, with a small difference (5%), presents the lowest
F-score. It is also found that the networks perform better for areal objects (manhole, marker, patch,
curbing, shoulder) than linear objects (crack seal, joint, crack). For M-VGG19, however, accuracy
dispersion for different class types is reduced significantly.
Fig. 2.7 visualizes probability density function (pdf), a statistical expression that defines the likelihood of an outcome, for 6 classes. The statistical distributions of the GCNN and M-GCNN output
scores are normalized between 0 and 1 on X-axis. Here, 1 indicates more likely and 0 indicates less
likely the tile belongs to a specific class. The more samples get predicted with scores close to 1, the
stronger the classifier can distinguish between classes (better class separability). Density on Y-axis
provides the relative population distribution for a narrow range of X. Patch, pothole, and shoulder
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are areal objects. M-GCNN improves the classification accuracy for those classes as shown in
Fig. 2.7a to Fig. 2.7c. Crack seal is a combination of areal and linear objects in Fig. 2.7d, which
shows dramatic improvement with M-GCNN by reducing misclassification of GCNN. Crack and
joint are linear objects, and M-GCNN improves the classification accuracy for both classes. The
above results show that M-GCNN outperforms GCNN by improving the classification accuracy
in multi-class classification for all tested pavement objects. A deeper look to the Fig. 2.7 reveals
the class separation ability of the multi-scale model, which is an important factor in multi-class
classification. In other words, M-GCNN predicts the correct label with a strong class separation
(high probability). Fig. 2.8 visualizes multi-class patch-based classification results using the presented networks.

2.6

2.6.1

Discussion

Effects of Network Depth on Crack Classification

Among 11 output classes, the crack usually needs the highest image resolution due to its size,
i.e., crack width. Therefore, we evaluate the effects of the network depth on crack classification.
Table 4.4 shows four different single-scale CNN structures for crack classification. As shown in
Fig. 2.9, the deeper CNN outperforms shallower ones. The deeper CNN learns features from the
images at various levels of abstraction that enables the network to distinguish crack tiles from noncrack ones more accurately. As the network goes deeper, it learns higher-order features leading
to higher accuracy. However, the deeper the network is, the longer training time is required. In
addition, we should avoid overfitting cause by introducing so many parameters in deep networks.
The above results show that the 4-layer convolution with fully connected layers is good for crack
classification with the input image tile of 50×50 pixels. This finding is consistent with that of found
in Section 2.5. Deeper networks, to a certain extent, improve the object classification performance
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Figure 2.9: Comparison of crack classification results for different CNN structures.

for pavement images.

2.6.2

Qualitative Comparison of GCNN and M-GCNN

We present a qualitative comparison of GCNN and M-GCNN in this section. Fig. 2.10 and
Fig. 2.11 show the original pavement images, patch-based classified images, and heatmaps of
output scores measuring how likely the image tiles belong to different classes for GCNN and MGCNN, respectively. The heatmaps of different classes in Fig. 2.10 are shown in the same color
scale, and so are in Fig. 2.11. The original images in Fig. 2.10a and Fig. 2.11a includes a large
vivid road patch at the bottom, an obscure road path on the right side, and complicate fatigue
crack covering a large area of light-colored asphalt pavement. Fig. 2.10b and Fig. 2.11b show that
M-GCNN provides more accurate classification results for those two patches and the crack than
GCNN. The crack classification with GCNN misses many crack tiles, resulting in discontinued fatigue crack network. With M-GCNN, the crack classification is more continuous, and it accurately
classifies the complicated fatigue crack network. For the bottom patch, the M-GCNN classification
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(a) Original

(b) Result

(c) Asphalt

(d) Crack

(e) Marker

(f) Manhole

(g) Patch

(h) Pothole

Figure 2.10: Multi-class patch-based classification using GCNN.

outperforms the GCNN classification with less noise. The GCNN classification totally misses the
right patch, while the M-GCNN classification classifies most part of the patch.
In Fig. 2.10d and Fig. 2.10g, although GCNN seems to classify the crack and patch tiles, they
compete with the asphalt tiles shown in Fig. 2.10c. This is the relative difference between GCNN
outputs for crack, patch and asphalt is not very distinctive with single-scale input image tiles. On
the other hand, the relative difference between M-GCNN outputs is more distinctive, which results
in more accurate and constant classification results in multi-class classification. Having that, the
higher class separation ability of M-GCNN than GCNN is proved from a different angle of view
than Fig. 2.7.
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(a) Original

(b) Result

(c) Asphalt

(d) Crack

(e) Marker

(f) Manhole

(g) Patch

(h) Pothole

Figure 2.11: Multi-class patch-based classification using M-GCNN.Hotter colors mean a greater
probability that the pixels belong to the specified class. Hotter colors mean a greater probability
that the pixels belong to the specified class.

2.6.3

Computation Time Using GPU-powered Parallel Processing Techniques

There are many computer vision algorithms that have been developed to detect and segment pavement distresses from road images. However, gaining high accuracy comes at the cost of longer
computation time, which hinders the application of computer vision techniques for large-scale
road networks. The advances in parallel processing and graphics processing unit (GPU) computing can be adapted to boost the performance of vision-based pavement evaluation. Deep learning
techniques in conjunction with high performance computing (HPC) can boost the process of voluminous data in network-level road evaluation.
The SCNNs and MCNNs used in this study are implemented using open source TensorFlow framework in conjunction with GPU accelerated libraries. The training and inference time for all in-
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vestigated networks in this study are presented in Table 4.3. The training times per epoch for
SCNNs and MCNNs are 64.1s and 68.9s in average, respectively. Also, the inference times for
10 batches (10000 samples) are 1.8s and 1.9s for SCNNs and MCNNs in average. Comparing
these numbers reveals that only small fractions of extra computations are required for employing
multi-scale paradigm in the networks. The number of parameters for both SCNNs and MCNNs are
approximately 51M in average. Therefore, multi-scale networks not only improve the classification
performance for pavement applications, but also prevent imposing heavy computational costs.

2.6.4

Issues of Data Imbalances

An imbalanced data problem occurs when the number of examples in some classes are much
greater than others. As shown in Table 4.1, the pavement data is often imbalanced with major contents of the background classes: 82.6% for asphalt and 92.2% for concrete. However, the minor
classes are usually the objects which are more important in automated pavement condition assessment applications. It is well established that imbalanced data causes many problems in network
training. To minimize the imbalanced data effects, in this study we trained the networks by selecting 80% data from each class to ensure all minor-class objects are included in the training dataset.
However, a more fundamental solution is necessary. There are several methods proposed to deal
with imbalanced data. Up-sampling and down-sampling are among the most common methods
used for balancing the data through duplicating observations in minority classes and excluding the
majority class observations, respectively. More advanced methods are proposed to perform balancing data which are reviewed in [51]. Defining a weighted loss function is an alternative way
which can efficiently cope with imbalanced data. Balancing data would be a possible direction to
improve the results of this study which will be addressed in a separate comprehensive study.
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Table 2.4: Comparison of computational costs for different classification algorithms.
Computational times
VGG16 M-VGG16 VGG19 M-VGG19 ResNet50 M-ResNet50 DenseNet121 M-DenseNet121 GCNN M-GCNN
Training time/ epoch
59.1s
65.6s
68.0s
72.99s
59.1s
64.6s
59.5s
61.6s
73.9s
79.7s
Inference time/ 10 batches
1.8s
1.9s
2.1s
2.2s
1.8s
1.9s
1.6s
1.6s
1.9s
2.0s

2.7

Conclusions

In this study, we compared different deep learning algorithms often used to classify road objects.
We further, investigated the effect of encoding multi-scale contextual information into these architectures with a simple yet very effective solution to capture both local and global views for
each pavement object. Our experiments showed that the multi-scale approach consistently and
significantly improves the multi-class classification performance in all the settings by an average
of 13.1% in precision, 22.7% in recall, and 20% in F-score compared to single-scale over all the
network architectures with only 7% computational increase. The effect of encoding contextual
information is even more important when dealing with an imbalanced pavement dataset containing
objects with high variations in size, shape, intensity, texture, and direction.
Important findings from this comparative study include the followings: (i) M-VGG19 provided the
best classification performance among the compared deep classifiers on 11 pavement objects in Fscore; (ii) A deeper CNN model (containing 4 convolution and 7 fully-connected layers) performed
better than shallow networks (with 2-4 convolution and 1 fully-connected layer) for crack classification; (iii) Encoding contextual information improved classification performance of all compared
CNN models, in terms of precision, recall, F-score, and class separation ability, for all 11 pavement
classes, especially the classes with the least number of samples in the dataset (such as pothole, and
crack seal); (iv) The extra computational cost brought by encoding contextual information into
the networks through multi-scale input tiles was negligible (7% for the training mode and 5% for
the inference mode on average). We believe, our work provides important insights on deep neural
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network architectural choices/designs that can significantly affect information processing pipelines
for a more generic and reliable automated pavement condition assessment.
Although presented multi-scale networks achieve great performance in pavement objects classification, some limitations still exist that can be addressed in future studies. Firstly, pixel-level
segmentation is required for some pavement applications, such as crack width measurements. Secondly, quantifying the severity of pavement distresses is of necessity for road condition assessment,
but it cannot be obtained directly from our model. Thirdly, the collected data can be extended to
other pavement types such as airport pavements mostly built in cement and asphalt concrete.
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CHAPTER 3: ATTENTION-BASED MULTI-SCALE CONVOLUTIONAL
NEURAL NETWORK (A+MCNN) FOR MULTI-CLASS
CLASSIFICATION IN ROAD IMAGES

The results of this chapter have been published in the following paper:

• Eslami, E., Yun, H.B.: Attention-based multi-scale convolutional neural network (A+MCNN)
for multi-class classification in road images. Sensors 21(15), (2021) [22].

3.1

Introduction

According to the 2021 America’s Infrastructure Report Card by the American Society of Civil
Engineers (ASCE) [11], road infrastructures in the U.S.A. are graded D on average, showing poor
pavement conditions. The current practices of maintenance, repair, rehabilitation, and replacement
are not sustainable to restore aging road pavement. State and municipal departments of transportation (DOTs) conduct regular surveys to measure road conditions in terms of (i) cracking and
patching, (ii) ride quality, and (iii) rutting. Of these, the first is considered to be the only subjective
measure by human inspectors as the other two can be measured accurately using vehicle-mounted
accelerators and laser profilers, respectively. To measure cracking and patching, an image-based
survey method is often adopted using high-speed line-scanning cameras mounted on a vehicle.
The line-scanning cameras can easily collect high-density digital images at a spatial resolution of
about 1 mm at a highway speed of higher than 100 km/h. However, many technical challenges still
exist regarding the accurate, reliable, and rapid detection, classification, and quantification of various distress and non-distress objects from images collected from large road networks. The challenges are mainly due to (i) variations in image collection conditions, such as camera calibrations,
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lighting conditions, and image qualities; (ii) variations in the appearance of road distress and nondistress objects in terms of shapes, sizes, orientations, textures, colors, etc.; (iii) the existence of
grooving, oil or water stains, dirt or sand, skid marks, leaves, etc.; and (iv) the huge number of
images to process for large road networks.
Recent studies have shown remarkable improvements in road image analysis using various computer vision techniques in semi-automated and automated manners [12, 13, 14, 19]. The improvements were possible because of advances in computer hardware and software. On the hardware
side, graphics processing unit (GPU)-based parallel processing allows for high-performance computing to process a large amount of image data at a low cost. On the software side, deep learning
algorithms, as a data-driven approach, associated with GPUs, have made a significant improvement
to the accuracy of road object recognition. Another advantage of deep learning algorithms is that,
as a model-free approach, they do not require the explicit representation of the objects to be detected. This is particularly important in the applications of pavement distress recognition as road
distresses are highly random in their appearances. Therefore, it is not straightforward to define
the features required for traditional model-based approaches. Among the many variations of deep
learning algorithms, convolutional neural networks (CNNs) have demonstrated promising results
in the applications of pavement distress detection, classification, and segmentation [52, 43, 53, 54].
Although existing studies have shown promising progress on road image analysis, few studies have
succeeded in the detection of a wide range of objects using a single image processing algorithm.
For an efficient and consistent practice of pavement condition assessment, the development of a
single image processing algorithm that can detect various road objects is necessary. The presence of various pavement objects with different sizes and shapes and various surfaces and lighting
conditions pose difficulties for deep learning algorithms to classify objects.
To address those technical challenges, we present an attention-based multi-scale CNN (A+MCNN)
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Figure 3.1: An overview of the presented A+MCNN model. The feature maps are produced by the
CNN at each scale and fed to the shared attention module to generate the score maps. The attention
module learns to assign scores representing the importance of each feature map. The weighted
features are passed to the deep CNN classifier to label the object class.

as a novel deep learning algorithm to classify pavement images with 11 different classes, including
four distress classes (crack, crack seal, patch, pothole), five non-distress classes (joint, marker,
manhole cover, curbing, shoulder), and two pavement classes (asphalt, concrete). The images
are collected from both flexible and rigid pavement surfaces using four different high-speed linescanning cameras to consider variations in camera properties and lighting calibrations. To cope
with the variety of pavement objects, we design the A+MCNN to capture contextual information
through multi-scale input tiles, as shown in Figure 3.1. Early fusion, mid-fusion, and late fusion are
three approaches that are usually employed to fuse features extracted from multi-scale tiles. We
employ an attention module as a mid-fusion strategy to adaptively combine multi-scale features
based on their importance for the final prediction.
We present a comprehensive experimental comparison of the state-of-the-art image classifiers,
including VGG16, VGG19, ResNet50, DenseNet121, and A+MCNN, in terms of precision, recall,
F-score, class separation ability, and computational costs. These extensive comparisons reveal how
classifiers perform differently on different pavement objects and how an adaptive attention-based
fusion of information improves the classification performance. Furthermore, a parametric study of
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the A+MCNN is conducted, providing a deep understanding of the effect of architecture choices
on the multi-class classification of pavement objects. Our main contributions are summarized as
follows:

• We employ the A+MCNN with two unique features that are crucial for improving classification performance: (i) the extraction of multi-scale features using input tiles at three different
scales, and (ii) an attention-module for the mid-fusion to produce score maps as weight matrices determining the degree to which feature maps at different scales should contribute to
the final class label prediction.
• Using the UCF-PAVE 2017 dataset, the classification task is conducted for a wide range of
objects in images collected from two types of pavement in various conditions. Furthermore,
quantitative and qualitative comparisons of the state-of-the-art classifiers’ performance on
pavement objects are provided.
• The A+MCNN outperforms all compared classifiers by 1∼26% on average in terms of the
F-score.

3.2

3.2.1

Related Works

Deep Learning in Pavement Image Analysis

Image-based pavement distress detection has been studied for the past three decades and has traditionally been based on hand-crafted features such as shape and texture [29, 55, 27, 56, 50, 57].
In the past years, deep learning (DL) methods have been successfully applied to overcome the
limitations of the traditional image analysis methods. In deep learning models, features are automatically learned from images at many different levels of abstraction. Therefore, this elimi38

nates the need for human-defined features of distresses, which are often not straightforward for
pavement objects due to their highly random appearances. Deep CNNs, a kind of deep learning
models, have been applied in various computer vision applications, including image classification [58, 59, 32, 18], image segmentation [60, 61, 62, 63, 64], and object detection [65, 66, 67, 68].
Deep CNNs have been also applied to detect different pavement distresses, especially cracks.
Those crack detection studies can be divided into three categories: (i) binary or multi-class classification; (ii) semantic (or pixel-level) segmentation; and (iii) object detection.
In binary classification, an image tile, a portion of a pavement image, is classified as a crack or
not based on the presence of any crack pixel in the tile. Zhang et al. [39] classified 99 × 99
pixel image tiles, created form 3264 × 2448 pixel pavement images, using a deep CNN. Similarly,
Gopalakrishnan et al. [40] used a deep CNN with the transfer learning method to classify pavement
images for binary crack classification. They employed a pre-trained VGG-16 on the ImageNet
dataset to extract deep features from pavement images before the classifier predicted the labels.
For multi-class classification, Li et al. [1] proposed a deep CNN to classify pavement tiles into five
categories: longitudinal crack, transverse crack, block crack, alligator crack, and non-crack. They
trained deep CNNs with various receptive field sizes using 256 × 256-pixel 3D pavement tiles.
Pixel-wise segmentation assigns a label to each pixel in a pavement image. In the semantic segmentation studies, Zhang et al. [69] proposed CrackNet to segment pavement image pixels into
crack or background. CrackNet is a CNN-based model in which hand-crafted features, provided
by a feature generator, are fed to two convolution and two fully connected layers. Zhang et al. [70]
improved CrackNet’s performance by increasing its learning capability and performance speed in
CrackNet II. Comparing to CrackNet, CrackNet II uses a deeper architecture with no hand-crafted
features. Zou et al. [41] proposed DeepCrack, in which an encoder–decoder architecture is employed to segment pavement image pixels into crack or non-crack. The encoder extracts crack
features while the decoder localizes the cracks in the pavement image. Similarly, Bang et al. [52]
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applied a deep convolutional encoder–decoder network via transfer learning to segment cracks in
black-box images. Lau et al. [71] proposed a U-Net-based [72] network architecture in which the
encoder is a pretrained ResNet34 [17] to segment pavement cracks.
In object detection studies [73], objects are localized with a bounding box, and their classes are
predicted. Li et al. [44] applied Faster R-CNN [45] to detect cracks and potholes in pavement
images. Anand et al. [46] also proposed Crack-pot for real-time crack and pothole detection.
The Crack-pot tool is a deep CNN-based model combining texture and spatial features to generate
bounding-box candidates and then to predict the object class.
Table 3.1 provides a summary of the literature reviewed in this section. In the second column,
we categorize the methods into two groups: deep learning-based methods (DLs) and non-deep
learning-based methods (non-DLs). In the automated detection of road distresses such as cracking, DL is considered to be advantageous over non-DL as DL does not require human-defined
features of cracks, which are not always straightforward to define due to the randomness in their
appearances. The literature mostly focused on the recognition of a limited set of pavement objects.
We believe this gap is due to specific challenges introduced by the high variations in the appearance
of distressed and non-distressed objects. Thus, in this study we aim to (1) design a unified image
processing algorithm that can classify various pavement objects with high variations in shape and
size and (2) provide a deeper insight into the performance and computational cost of current CNN
architectures for pavement condition assessment.

3.2.2

Multi-Scale Features in Deep Learning

Multi-scale features that encode contextual information have demonstrated significant improvements in various computer vision applications, such as image classification and segmentation [74,
75]. Two approaches have often been employed to exploit contextual information from image
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Table 3.1: Image processing algorithms for pavement objects recognition.
References
Methods
[10]
Local Binary Pattern (Non-DL)
[11], [14]
MorphLink-C (Non-DL)
[12]
Wavelet Transform (Non-DL)
[32], [33]
CNN (DL)
[34], [35]
CNN (DL)
[15]
Superpixel (Non-DL)
[29]
CNN (DL)
[30]
CNN (DL)
[31]
CNN (DL)
[13]
Shape & Texture Features (Non-DL)
[38]
CNN (DL)
[39]
CNN (DL)
[41]
CNN (DL)

Tasks
Objects
Pavement Types
Segmentation
Crack Only
Asphalt
Segmentation
Crack Only
Asphalt
Segmentation
Crack Only
Not Specified
Segmentation
Crack Only
Asphalt
Segmentation
Crack Only
Not Specified
Segmentation
Marker, Patch, Manhole, Crack seal
Asphalt
Classification
Crack Only
Not Specified
Classification
Crack Only
Asphalt+Concrete
Classification
Longitudinal Crack, Traverse Crack, Block Crack, Alligator Crack
Asphalt
Detection
Pothole Only
Asphalt
Detection
Lateral Crack, Longitudinal Crack, Alligator Crack, Pothole, Well Cover
Asphalt
Detection
Crack, Pothole
Asphalt
Detection
Longitudinal Crack, Transverse Crack, Patch, Pothole
Asphalt

data: (i) multi-scale inputs (such as image pyramid) [76, 77, 78, 79] and (ii) multi-scale features,
extracted from different layers of a network, through skip connections [80, 81, 82, 64].
In the image pyramid methods, Farabet et al. [62] employed the Laplacian pyramid to generate
multi-scale inputs. Multi-scale features are extracted from a shared network, and features from all
scales are concatenated to predict pixel-level labels. Eigen and Fergus [76] fed images at three
different resolutions sequentially to a deep CNN to generate coarse to fine predictions. Pinheiro
and Collobert [83] applied multi-scale images at different stages of a recurrent convolutional neural network (RCNN). Lin et al. [77] resized each input image to three scales and fused the extracted feature maps to generate the unary and pairwise potentials of the conditional random field.
Chen et al. [79] used multiple resized input images and merged the extracted multi-scale features
using an attention model. It should be noted that our work is different from [79] in that we feed
multi-scale image tiles containing various contextual information to the A+MCNN, with the goal
of encoding information from neighboring areas for the better classification of a central image tile.
Chen et al. [79], on the other hand, resized the same image with different scales (the contextual
information was the same across all the scales and simply the size of objects changed).
In the skip connection-based approaches, features are combined in the intermediate layers of
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CNNs. These features are inherently multi-scale since the receptive field increases throughout
the layers. Hariharan et al. [84] defined hypercolumns at a pixel as the concatenation of all features from intermediate layers above that pixel to conduct segmentation and object detection for
input images simultaneously. Mostajabi et al. [85] concatenated features that were extracted from
zoomed-out regions around a superpixel and fed them to a multi-layer perceptron (MLP) to classify
the superpixel. Chen et al. [64] extracted multi-scale features by applying MLP to the input and
outputs of pooling layers. A major limitation of these methods is that the training process is not
ideal (feature extraction section is usually separated from classifier training) or the training takes a
long time.
In road pavement applications, some studies have employed multi-scale features to detect cracks.
Komori et al. [86] generated multi-scale images using a Gaussian filter and fused the resulting
probability maps based on the Bayesian theorem to detect cracks. Ai et al. [87] developed an
SVM-based method to generate the probability of each pixel containing a crack based on multiscale neighborhood information. Yang et al. [53] exploited context information using a pyramid
module in a CNN model for crack detection. Song et al. [43] captured contextual information by
using dilated convolution layers to improve crack detection. Sun et al. [88] defined an encoder–
decoder architecture with skip connections to combine multi-scale features at various levels for
crack segmentation. Konig et al. [89] used a fully convolutional, U-Net based [72] neural network
with a pooling function, called the gated scale pooling operation, to merge multi-scale features
from different layers of the model. These studies aimed to exploit multi-scale features through
skip connections in a CNN model. In other words, multi-scale features are extracted and merged
in intermediate layers of CNNs for crack segmentation. Although skip-nets improve segmentation
results by exploiting multi-scale features, the training process is not ideal [79]. Furthermore, these
studies are limited to applying a multi-scale paradigm for only crack detection.
To the best of our knowledge, no study in the transportation literature has exploited multi-scale
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feature encoding for multi-class pavement object classification, despite its advantages in classifying objects that are highly random in size and shape as compared to the commonly used singlescale counterparts.

3.2.3

Attention Models in Deep Learning

Attention models have been successfully applied in various deep learning applications, including
image classification [90, 91, 92], object detection [93, 94, 95], image captioning [96], visual question answering (VQA) [97], machine translation (MT) [98], and action recognition [99]. In image
captioning, Xu et al. [96] proposed an attention-based long short-term memory (LSTM) network to
caption images by generating one word at every time step related to a spatial region of the image.
In machine translation, Luong et al. [100] improved the translation task between German and English in both directions by employing an attention mechanism to align the source word or sentence
for each word in the target language sentence. Yang et al. [97] employed attention layers in image
question answering, generating high scores for regions in the image that were highly related to the
answer. In object detection, Caicedo and Lazebnik [94] used reinforcement learning (RL) with
a dynamic attention-action strategy to select the contents that required more attention and transform the bounding boxes accordingly, resulting in a more focused target object. Gregor et al. [91]
proposed the Deep Recurrent Attentive Writer (DRAW), employing an attention mechanism to
select where to look and write image regions for image generation. Mnih et al. [101] proposed
an attention-based recurrent neural network (RNN) that is capable of selecting specific regions in
images to be processed at high resolution. The presented attention model is not differentiable,
which is necessary for a standard backpropagation during the training. Xiao et al. [90] conducted
deep learning-based fine-grained image classification using two attention models: the first attention model was object-level attention to select the most relevant patches for the classification; the
second attention model was part-level attention to highlight discriminative parts that differenti43

ated various object classes. To the best of our knowledge, there is no study in the transportation
literature that applies the attention module for pavement object classification.

3.3

3.3.1

Method

Network Architecture

The goal of the A+MCNN framework is to classify a pavement image tile into 11 different object
classes including four distress classes (crack, crack seal, patch, pothole), five non-distress classes
(joint, marker, manhole cover, curbing, shoulder), and two pavement classes (asphalt, concrete).
The large and varying sizes of pavement images make it practically difficult or infeasible to feed
the full-size images to the deep networks. Thus, we use a patch-wise segmentation strategy with
a ≤ 50-mm spatial resolution that is satisfactory in most road survey applications. To accomplish
this goal, the A+MCNN framework consists of five main components as shown in Figure 3.2: (i)
generating input image tiles at three scales; (ii) scale-specific feature extraction; (iii) the mid-fusion
of feature maps using an attention module; (iv) multi-class classification; and (v) the aggregation
of tile labels to generate the image-level segmentation mask.
The original pavement image in Figure 3.2 is an 8 bit grayscale image with a 1.0 mm/pixel spatial
resolution. This type of image is usually available with commercial line-scanning cameras that are
adopted in most state and municipal-level road surveying projects.
Feeding multi-scale input tiles can significantly improve the performance of the A+MCNN compared to single-scale inputs since multi-scale inputs provide the network with more comprehensive
contextual information of road objects with various sizes (details in Section 3.3.2).
In the scale-specific feature extraction step, the CNNs process the input tiles to extract contextual
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Figure 3.2: The A+MCNN framework. Input image tiles are created at three scales to encode
contextual information. All image tiles are resized to 50 × 50. Scale-specific features are extracted
through separate branches of CNN for each image tile. Extracted features are passed through
the attention module to generate the score maps, reflecting the importance of features at different
positions and scales. Weighted features are concatenated to feed the classifier for the final class
prediction. The output labels are aggregated to generate the image-level segmentation mask.

information (i.e., features) at each scale. As a black-box technique, the CNN can extract important
features of the image tiles automatically, which is not straightforward to define with traditional
hand-crafted feature extraction techniques for road objects with irregular shapes. To obtain more
details, each input tile is first passed to the three convolution layers with convolution filter numbers
of 32, 64, and 64, respectively. The convolution filter size is 3 × 3 pixels for all three CNNs.
Each convolution layer is then followed by a batch normalization layer and a rectified linear unit
activation (ReLU), which are not shown in Figure 3.2 because of space limitations. The CNN
produces feature maps Fm , where m∈{1, 2, 3} is the scale number. A max-pooling layer is applied
to the feature maps with a size of 50 × 50 × 64. Applying a 2 × 2 max-pooling layer results
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in 25 × 25 × 64 feature maps, where 25×25 indicates the spatial resolution of feature maps and
64 indicates the number of filters, and each filter represents a visual pattern. It should be noted
that, up to this point, the extracted feature maps are processed independently at each scale. In the
mid-fusion of the feature maps, the attention module consists of three convolution layers of 1 ×
1 × 64, and one sigmoid layer is used to generate the score maps for each scale, Sm . The size of
m

the score map is 25 × 25 × 64. Then, the weighted feature maps F̃ can be obtained by the inner
product as
m

F̃ = Fm .Sm

(3.1)

m
m
f˜w,h,d
= sm
w,h,d . f w,h,d

(3.2)

or

where w and h are the x and y-coordinates of the 2D input tile; d is the number of convolution
m
filters; f˜w,h,d
is the weighted feature intensity at the spatial position (w, h) for the convolution filter

number d at the scale m; and sm
w,h,d is the score (or the weight of contribution to final class label
m . Then, the weighted feature maps at different scales
prediction) corresponding to the feature fw,h,d

are concatenated to produce the concatenated weighted feature map with a size of 25 × 25 × 192.
In the mid-fusion of the feature maps, the concatenated weighted feature map is passed to the deep
CNN classifier. The classifier consists of a total of six convolution layers and three max-pooling
layers. After the sixth convolution layer, no additional convolution process can be added since the
size of the processed feature map becomes 3 × 3 × 1024. Then, those six fully connected layers
are used to improve the classification performance. Two dropout layers with a rate of 0.2 are used
to prevent over-fitting.
In the step of the output class, the class label is determined for the input image tiles by selecting
the highest number among the 11 classes specified by the classifier. As the final step, the class
determined in the previous step is labeled to the scale-1 region in the original image. Once label
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predictions for all non-overlapping 50 × 50 tiles corresponding to an image are generated, they are
aggregated to create a segmentation mask with the same size and shape as the original image.
In summary, the A+MCNN is improved in two aspects compared with existing deep learning
techniques: (i) multi-scale inputs for random-size objects and (ii) an attention module for the midfusion of multi-scale feature maps. In the next two subsections, we discuss in detail how these
improvements are implemented in this study.

3.3.2

Multi-Scale Inputs

To segment pavement images with an appropriate spatial resolution, the A+MCNN assigns 1 of
the 11 classes to a 50 × 50 mm2 region at actual scale, which is equivalent to 50 × 50 pixels
in the original image. Although the 50 × 50 mm2 spatial resolution is usually dense enough to
localize those distress and non-distress objects, using a 50 × 50 mm2 tile as the input image is not
necessarily advantageous in classification.
Figure 3.3 shows sample image tiles at three scales for different pavement objects. Although a
small object, such as a crack, can be easily recognized in the scale-1 image, a large object, such as
a patch, is difficult to distinguish from an asphalt background at the same scale due to limited visual
scope. On the other hand, the patch can be easily recognized at scale 3, but the crack is difficult to
be recognized at scale 3, particularly when the crack is small and/or thin. Scale 2, the intermediate
scale between scales 1 and 3, is good to detect the crack seals and the joints that are a middle
form of the crack and the patch, but scale 2 is less advantageous than scale 1 for cracks and less
useful than scale 3 for patches. Figure 3.3 illustrates why the multi-scale input tiles are needed
for random road objects: (i) the line-scanning camera used in road image collection does not use
a zoomable lens, and (ii) the distance between the line-scanning camera and road surface is fixed.
Consequently, a single-scale tile with a constant focal length cannot capture enough contextual
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Figure 3.3: Scope of small, intermediate, and large scales for different objects. (a) 50×50-mm2
region in scale 1; (b) 250×250-mm2 region in scale 2; and (c) 500×500-mm2 region in scale 3.

image information for various objects in pavement condition assessment applications. Therefore,
in this study, we use image tiles at scales 1, 2, and 3, which are equivalent to the ROIs of 50 ×
50, 250 × 250, and 500 × 500 mm2 , respectively. Those tiles are taken from the original image
to ensure that the same center position is used. When tiles are taken near the corners and edges,
the larger-scale tiles (i.e., scales 2 and 3) can exceed the boundary of the original image. In that
case, the exceeded portions of scales 2 and 3 are “zero-padded” for the pixel sizes to make up 250
× 250 and 500 × 500 pixels, respectively. Then, the scale-2 and scale-3 tiles are re-scaled to 50 ×
50 pixels to obtain the triple input tiles at the same pixel size.

3.3.3

Mid-Level Fusion with an Attention Module

The fusion strategy of the multi-scale CNN (MCNN) features affects the classification performance
significantly. In the A+MCNN, we address the feature fusion issues in two aspects: “where” and
“how”. For the “where” aspect, three methods can be used for association with classifier models:
(i) early fusion, (ii) mid-fusion, and (iii) late fusion. The early fusion approach creates a joint
representation of multi-scale input tiles by merging the data at the input level. A shared model is
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involved in the training pipeline for all three scales, and the final class prediction is generated by
that single model. A limitation of this method is that when mixed multi-scale data are presented to
the network, the classifier treats all the scales blindly as equal with the same weights. For example,
in the early fusion, scales 1 and 3 are treated equally while they cover different regions. In late
fusion, each scale is trained in parallel in a separate branch, which provides the network with
more flexibility. Then, high-level features are fused at the class-decision level. A limitation of this
method is that a separate training process is required to train the weights for different scales, which
is not ideal in terms of trainable parameters and computational cost. Furthermore, data fusion
at the inference level neglects the inter-relations between scales. Mid-fusion, on the other hand,
processes each scale independently until the mid-level features and then merges them and passes
them to the rest of the network. However, the information from multiple scales is still treated
equally in the fusion.
For the “how” aspect, different feature maps represent different visual patterns. An ideal classification approach should be able to capture the variance in visual patterns and rely on more informative patterns in class prediction. To address this shortcoming, we introduce the attention module
to improve mid-fusion as an adaptively weighted aggregation method. After extracting low-level
features at three scales, each feature map is weighted through the attention module. The attention
module assigns a score between 0 to 1 to the feature maps of each scale in each channel and spatial
position. Therefore, each element in the feature map xw,h,d is revised to x̃w,h,d , in which scale,
channel, and spatial information is considered.
Figure 3.4 shows the sample score maps, sm
w,h,d , of a manhole cover at three different scales. We
can see that the attention module localizes the object by giving higher weights to the pixels containing the object class. As we expect, scales 2 and 3 have higher weights (>0.9) for localizing
the object comparing to scale 1 (<0.56) with a limited field of view for the manhole. Furthermore,
the attention module highlights the edges in some of the feature map channels, helping to discrim49

Figure 3.4: Samples of score maps generated by attention module for manhole tiles at three different scales. While some score maps give higher weights to the object pixels, others highlight
object’s edges or the background.

inate the object. The edges have high scores (>0.8) at scale 3, which is the most informative scale
for the manhole cover. The background is also discriminated from the object at scale 3 in some of
the feature map channels. As we expect, the weights assigned to highlight the background pixels
(<0.6) are lower than the weights generated to highlight the object (>0.9). This helps the network
to pay attention to the most informative features for classifying the object.
In summary, we use an attention-based model as a mid-fusion method to generate spatial and
channel-wise score maps for features extracted from different input scales. The main purpose of
using the attention module in this study is to fuse heterogeneous features of pavement objects that
are random in terms of their shape, size, and orientation at different scales. The generated score
maps make the network sensitive to unique contextual image features, improving the classification
performance for 11 pavement objects. In this way, for example, line-sensitive feature maps at scale
1 will gain higher weights for cracks, while area-sensitive feature maps at scale 3 will gain higher
weights for patches.
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3.4

Data Preparation for Evaluation

To evaluate the A+MCNN, a series of experiments was performed using the UCF-PAVE 2017
dataset. The dataset included 1215 pavement images, where 719 show asphalt pavement and
496 show concrete pavement. The images were collected with four different high-speed linescanning cameras with a spatial resolution of 1 mm/pixel. Different camera properties, calibrations, and lighting conditions were represented in the collected dataset.
We developed a software application for semi-automated pixel-level annotation for road objects in
two steps: (i) areal object annotation using a superpixel segmentation method [60] and (ii) linear
object annotation using the MorphLink-C technique [50]. For areal objects, the Entropy Rate
Superpixel Segmentation method [49] was used to divide a road image into small homogeneous
clusters, called superpixels, while preserving the edges of objects as shown in Figure 3.5a,b. Then,
an unsupervised mean shift clustering method was used to combine neighboring superpixels into
the same class as shown in Figure 3.5c. For errors in the mean shift clustering, a human annotator
could manually correct false clustering and annotate clusters with the correct class as shown in
Figure 3.5d; thus, our annotation approach was semi-automated.
Although superpixel segmentation is effective for areal objects, it is not effective for linear objects,
such as cracks and joints. Thus, after the areal object annotation was completed, we annotated
linear objects only for background segments (i.e., asphalt and concrete classes) using a series of
morphological operations, called the MorphLink. The segmentation procedures for linear objects
are shown in Figure 3.6. After the crack extraction using the bottom-hat operation for dark crack
pixels, as shown in Figure 3.6a,b, we applied the area filter to remove small noise clusters of less
than 25 pixels. In Figure 3.6c, one can notice that the crack pixels exhibit two problems: first,
unfiltered noise pixels may still exist since the noise pixel removal is only based on the pixel
size without sophisticated characterization of shape, orientation, intensity, etc.; second, the crack
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(a)

(b)

(c)

(d)

Figure 3.5: Annotation procedures for areal objects. (a) original image containing areal object
(manhole cover); (b) superpixel segmentation; (c) unsupervised mean shift clustering to obtain
bigger clusters; (d) human correction of false clustering and classification.

in Figure 3.6c is fragmented into many discontinued crack-pixel clusters. The fragmented crack
can be treated as many discontinued small cracks, which can be problematic in the further noise
removal process and the characterization of crack properties, such as the number and length of
cracks. To label the fragmented crack pixel as a single crack, we applied the dilation transformation
with the structuring element of 10 × 10 pixels. Then, the crack pixels within the highlighted
area in Figure 3.6d were considered as a continued single crack. As a semi-automated method,
a human annotator could select true continuous cracks for complicated cracks (e.g., block and
fatigue cracks) as well as for simple cracks (e.g., single and branched cracks). Using the developed
annotation software, we could calculate the averaged crack width according to the total area of the
crack pixels in Figure 3.6d divided by the length of the crack trace in Figure 3.6e. Determining
the crack width is important to measure crack severity in crack surveys and control practices for
concrete and asphalt structures.
With the above two-step process, we created a comprehensive image dataset, UCF-PAVE 2017,
with pixel-level annotation for four distress objects (crack, crack seal, patch, and pothole), five
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(a)

(b)

(c)

(d)

(e)

Figure 3.6: Crack segmentation generated by semi-automated annotation software. (a) original
image; (b) crack extraction after the bottom-hat transformation; (c) area filtering to remove smallpixel noise clusters; (d) fragment grouping using the dilation transform; and (e) centerline-crack
trace using the thinning transformation.

non-distress objects (joint, marker, manhole cover, curbing, shoulder), and two pavement backgrounds (asphalt, concrete) as shown in Table 4.1. In UCF-PAVE 2017, we created three-scale
input image tiles with the same center position, using the zero-padding method explained in Section 3.3.2. As the result, the dataset had a total of 10,184,369 input image tiles at each scale,
including 7,050,641 from asphalt pavement and 3,133,728 from concrete pavement.
The class of input tiles was determined by the following rules: (i) if the asphalt or concrete was the
only pixel type in a scale-1 tile, it was categorized into asphalt or concrete, respectively; and (ii) if
there were pixels other than the asphalt or concrete, whichever class except for those backgrounds
with the largest pixel-count represented the class of the scale-1 tile. Table 4.1 shows the statistics
of scale-1 tile classes in the UCF-PAVE 2017 dataset. Figure 3.7 shows the numbers of scale-1
pixels for different classes in the dataset. One can see that the dataset was highly imbalanced in
terms of class proportions. The background pixels were dominant, occupying 90.6% of the entire
dataset. Patch, curbing, marker, and crack pixels accounted for between 2.4% and 1.6% of the
dataset. Joint, manhole cover, shoulder, crack seal, and pothole pixels were rare, at less than 0.4%
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Figure 3.7: The numbers of pixels for different classes in UCF-PAVE 2017.

of the entire dataset. An imbalance of the class proportion is usually faced in pavement image
analysis. Although the backgrounds were dominant classes in number, the minor classes are more
important in pavement condition assessment. Therefore, a robust algorithm needs to be developed
for multi-class classification applications. To evaluate the classification algorithms, we used 20%
of each class of input tiles for testing, and the remaining 80% for training, from which 20% was
kept for validation.

3.5

Experiment Setup and Results

3.5.1

Training

We trained the A+MCNN in a fully supervised manner. The Adam optimizer with a learning rate
of α = 0.0001, β1 = 0.9, β2 = 0.999, and ε = 10−8 was used, where β1 and β2 are exponential
decay rates, and ε is a constant for numerical stability. The network was trained for 800 epochs
with a mini batch size of 200. In each epoch, the network used 60,000 random tiles out of more
than 6 million tiles in the training dataset. The model with the best performance regarding loss
for the validation dataset was selected as the model for use in the testing mode. The training was
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Table 3.2: UCF-PAVE 2017 database.
Asphalt pavement
Concrete Pavement
All pavement
Avg. #
Std. #
Avg. #
Std. #
Avg. #
Std. #
# tiles
# tiles
Total # tiles
tile/img tile/img
tile/img tile/img
tile/img tile/img
Crack
383,637
73,325
456,962
533
723
147
288
376
616
(CRK)
(5.4%)
(2.3%)
(4.5%)
Crack seal
18,797
4,812
23,609
Distress objects
26
213
9
41
19
166
(CRS)
(0.3%)
(0.2%)
(0.2%)
Patch
229,021
33,955
262,976
318
960
68
246
216
765
(PAT)
(3.2%)
(1.1%)
(2.6%)
Pothole
16,912
11
16,923
23
208
0
0
13
160
(POT)
(0.2%)
(0.0%)
(0.2%)
Joint
0
96,684
96,684
0
0
194
147
79
134
(JNT)
(0.0%)
(3.1%)
(0.9%)
Marker
276,903
23,432
300,335
Non-distress objects
385
635
47
212
247
533
(MRK)
(3.9%)
(0.7%)
(2.9%)
Manhole Cover
26,104
5,186
31,290
36
119
10
36
25
95
(MAN)
(0.4%)
(0.2%)
(0.3%)
Curbing
257,835
4,284
262,119
358
394
8
67
215
351
(CUR)
(3.7%)
(0.1%)
(2.6%)
Shoulder
19,593
3,626
23,219
27
136
7
35
19
107
(SHO)
(0.3%)
(0.1%)
(0.2%)
Asphalt
5,820,803
0
5,820,803
8095
3791
0
0
4790
4933
(ASP)
(82.6%)
(0.0%)
(57.2%)
Backgrounds
Concrete
0
2,888,409
2,888,409
0
0
5823
414
2377
2874
(CON)
(0.0%)
(92.2%)
(28.4%)
7,049,605
3,133,724
10,183,329
All
9,801
6,313
8,376
(100%)
(100%)
(100%)
Types

Labels

conducted on an NVIDIA TitanX GPU with a memory configuration of 12 GB. The code was
implemented in Python 3.7.3 and TensorFlow 1.14.0. Figure 3.8 shows the accuracy and loss of
validation over 800 epochs during the training of A+MCNN.

3.5.2

Baseline Models for Performance Comparison

To evaluate the performance of the A+MCNN, we compared it with different deep learning classifiers. The classifiers were divided into three categories to understand the effects of different
components of the A+MCNN. The first category included the widely used single-scale CNNs, including VGG16, VGG19, ResNet50, and DenseNet121, as shown in Figure 3.9a. By using the
single-scale input of scale 1, the models in this category did not involve the multi-scale fusion
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(a)

(b)

Figure 3.8: The accuracy and loss curves on the validation dataset during the training of the
A+MCNN. The accuracy and loss keep improving until they get saturated.

process explained in Sections 3.3.2 and 3.3.3. The second category included the CNNs using a
3D channel input image to fuse the three-scale inputs in an early-fusion manner as shown in Figure 3.9b. M-VGG16, M-VGG19, M-ResNet50, and M-DenseNet121 were the networks in this
category used to understand the difference of the early fusion and mid-fusion effects in multi-class
classification, where M denotes the models with multi-scale input tiles. For a more direct comparison, MCNN-EarlyFusion was trained with the same trainable layers in the A+MCNN, but it used
an early fusion paradigm with no attention module. The third category included the multi-scale
CNN model with a mid-fusion strategy and without the attention module (MCNN-MidFusion).
The MCNN-MidFusion and the A+MCNN have the same multi-scale inputs and the mid-fusion
process, but the MCNN-MidFusion does not have the attention module as shown in Figure 3.9c.
Thus, we were able to understand the effects of the attention module on the classification performance in the comparison of the MCNN-MidFusion and the A+MCNN.
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(a)

(b)

(c)

(d)

Figure 3.9: Network structures of: (a) single-scale CNN, (b) multi-scale CNN with early-fusion,
(c) multi-scale CNN with mid-fusion, and (d) attention-based multi-scale CNN (A+MCNN).

3.5.3

Experiment Results

We evaluated the multi-class classification performance of the algorithms in terms of the precision,
recall, and F-score:
Precision =
Recall =
F − score =

TP
,
T P + FP

TP
,
T P + FN

2T P
2 × Precision × Recall
=
2T P + FP + FN
Precision + Recall

(3.3)
(3.4)
(3.5)

where TP, FP, and FN are true positives, false positives, and false negatives, respectively. The precision determines how many of the positive predictions are truly positive, while the recall shows the
ability of the model to predict all relevant instances. The F-score is a harmonic mean of precision
and recall and is a useful measure to find the balance between these two metrics. The normalized
TPs, FPs, and FNs of each class using different algorithms are shown in Figure 3.10.
Table 3.3 summarizes the results of the A+MCNN and the baseline models using the UCF-PAVE
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(a) True positives (TPs)

(b) False positives (FPs)

(c) False negatives (FNs)

Figure 3.10: Normalized TP, FP, and FN of each class using different algorithms.

2017 dataset in training, validation, and testing. In Table 3.3, the last column shows the average
performance of each model on all 11 classes, and the best performance of each class is shown in
bold. The results show that the A+MCNN outperformed all baseline methods in terms of overall
precision, recall, and F-score.
In more detail, we compared the model performances for different classes. Worse performances
were observed with the single-scale models (S-CNNs including VGG16, VGG19, ResNet50, DenseNet121)
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Table 3.3: Precisions, recalls, and F-scores of different classification models using UCF-PAVE
2017.
Metric

Method
Asphalt Marker Manhole
VGG16
0.941
0.91
0.828
VGG19
0.938
0.917
0.878
ResNet50
0.94
0.897
0.887
DenseNet121
0.94
0.9
0.863
M-VGG16
0.969
0.953
0.841
Precision
M-VGG19
0.968
0.948
0.938
M-ResNet50
0.962
0.957
0.93
M-DenseNet121
0.967
0.947
0.911
MCNN-EarlyFusion 0.966
0.945
0.924
MCNN-MidFusion
0.982
0.948
0.944
A+MCNN (ours)
0.983
0.959
0.954
VGG16
0.971
0.896
0.74
VGG19
0.978
0.886
0.693
ResNet50
0.975
0.902
0.677
DenseNet121
0.976
0.898
0.709
M-VGG16
0.979
0.947
0.959
Recall
M-VGG19
0.981
0.953
0.941
M-ResNet50
0.983
0.931
0.911
M-DenseNet121
0.977
0.953
0.938
MCNN-EarlyFusion 0.982
0.962
0.934
MCNN-MidFusion
0.984
0.968
0.951
A+MCNN (ours)
0.987
0.969
0.953
VGG16
0.956
0.903
0.782
VGG19
0.958
0.901
0.774
ResNet50
0.957
0.9
0.768
DenseNet121
0.958
0.899
0.778
M-VGG16
0.974
0.95
0.896
F-Score
M-VGG19
0.974
0.95
0.939
M-ResNet50
0.972
0.943
0.92
M-DenseNet121
0.972
0.95
0.924
MCNN-EarlyFusion 0.974
0.953
0.929
MCNN-MidFusion
0.983
0.958
0.947
A+MCNN (ours)
0.985
0.964
0.953

Patch Pothole Crack seal Shoulder Curbing Joint
0.66
0.547
0.501
0.623
0.92
0.733
0.765 0.587
0.474
0.571
0.916
0.713
0.76
0.487
0.412
0.562
0.923
0.741
0.773 0.574
0.549
0.612
0.91
0.735
0.885 0.844
0.707
0.88
0.975
0.837
0.888 0.784
0.731
0.916
0.965
0.865
0.908 0.825
0.704
0.911
0.963
0.8
0.874 0.818
0.823
0.926
0.965
0.829
0.882 0.842
0.788
0.91
0.974
0.845
0.945 0.788
0.808
0.944
0.978
0.867
0.956 0.934
0.789
0.929
0.979
0.879
0.688 0.299
0.085
0.394
0.942
0.676
0.622 0.206
0.08
0.43
0.944
0.7
0.618 0.368
0.139
0.524
0.938
0.676
0.615 0.305
0.092
0.466
0.948
0.684
0.884 0.812
0.693
0.903
0.965
0.808
0.898 0.884
0.64
0.895
0.969
0.785
0.822
0.76
0.612
0.856
0.972
0.841
0.85
0.806
0.514
0.872
0.974
0.831
0.882 0.788
0.652
0.908
0.969
0.819
0.94
0.907
0.752
0.916
0.976
0.835
0.943 0.886
0.788
0.944
0.986
0.842
0.674 0.386
0.145
0.483
0.931
0.703
0.686 0.306
0.137
0.49
0.93
0.707
0.682 0.419
0.207
0.542
0.93
0.707
0.685 0.399
0.158
0.53
0.928
0.709
0.884 0.827
0.7
0.891
0.97
0.822
0.893 0.831
0.682
0.906
0.967
0.823
0.863 0.791
0.655
0.883
0.968
0.82
0.862 0.812
0.633
0.898
0.969
0.83
0.882 0.814
0.714
0.909
0.971
0.832
0.942 0.843
0.779
0.93
0.977
0.851
0.949 0.909
0.788
0.936
0.982
0.860

Crack Concrete Avg
0.709
0.963
0.758
0.726
0.96
0.768
0.67
0.964
0.749
0.691
0.963
0.774
0.742
0.98
0.874
0.776
0.979
0.887
0.756
0.981
0.881
0.733
0.98
0.889
0.786
0.98
0.895
0.812
0.983
0.909
0.839
0.987
0.926
0.352
0.989
0.639
0.345
0.99
0.625
0.379
0.986
0.653
0.376
0.988
0.642
0.611
0.989
0.868
0.586
0.991
0.866
0.567
0.988
0.84
0.614
0.99
0.847
0.574
0.991
0.86
0.752
0.991
0.906
0.761
0.991
0.914
0.471
0.976
0.674
0.468
0.975
0.667
0.484
0.975
0.688
0.487
0.975
0.682
0.67
0.984
0.87
0.667
0.985
0.874
0.648
0.984
0.859
0.668
0.985
0.864
0.663
0.986
0.875
0.781
0.987
0.907
0.798
0.989
0.920

compared to the multi-scale models (M-CNNs including M-VGG16, M-VGG19, M-ResNet50,
M-DenseNet121): the average precision was 0.762, the average recall was 0.640, and the average
F-score was 0.678 for the single-scale models, while an average precision of 0.883, average recall
of 0.855, and average F-score of 0.867 was found for the multi-scale models.
We also observe that the data imbalance affected the classification performance significantly.
Joints, manholes, shoulders, crack seals, and potholes were the classes that represented less than
0.4% of each class in the UCF-PAVE 2017 (Group 1), while patches, curbing, markers, and cracks
were the classes that made up between 2.4% and 1.6% (Group 2), as shown in Figure 3.7. The asphalt and concrete classes represented 90.6% of the dataset (Group 3). The analysis results show
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that the performance increased for the classes with a greater amount of data for all models: the
average F-score was 0.720 for Group 1, 0.832 for Group 2, and 0.976 for Group 3. The multiscale input and the mid-fusion process significantly improved the performance, especially for the
classes with a smaller amount of data: for Group 1, the F-score was 0.507 with the S-CNNs,
0.824 with the M-CNNs, 0.840 with the MCNN-EarlyFusion, 0.870 with the MCNN-MidFusion,
and 0.889 with the A+MCNN; for Group 2, the F-score was 0.747 with the S-CNNs, 0.864 with
the M-CNNs, 0.867 with the MCNN-EarlyFusion, 0.915 with the MCNN-MidFusion, and 0.923
with the A+MCNN; and for Group 3, the F-score was 0.966 with the S-CNNs, 0.979 with the
M-CNNs, 0.980 with the MCNN-EarlyFusion, 0.985 with the MCNN-MidFusion, and 0.987 with
the A+MCNN. The above results show that the multi-scale input improved the classification performance significantly when the dataset was imbalanced. Among the M-CNNs, the M-VGG16
and M-VGG19 outperformed the M-ResNet50 and M-DenseNet121 slightly for Group 1: the Fscore was 0.827 with the M-VGG16 and 0.836 with the M-VGG19, while it was 0.814 with the
M-ResNet50 and 0.819 with the M-DenseNet121. The reason for this was that the deeper networks
of the M-ResNet50 and M-DenseNet121 need more data to be properly trained. This limitation
was mitigated by using the designed networks for Group 1: an F-score of 0.840 was found with the
MCNN-EarlyFusion, 0.870 with the MCNN-MidFusion, and 0.889 with the A+MCNN. The results suggest that, with the given data, the customized network design worked better than the
state-of-the-art deep networks.
The crack is an important distress class in pavement condition assessment. We can see that
the A+MCNN outperformed the VGG16 and VGG19 by 41% for both, and it outperformed the
ResNet50 and DenseNet121 by 39% for both, in terms of the F-score. Furthermore, the A+MCNN
outperformed the M-VGG16 by 16%, M-VGG19 by 16%, M-ResNet50 by 19%, the M-DenseNet121
by 16%, and the MCNN-EarlyFusion by 13% in terms of the F-score. For the patch, another important distress class, the A+MCNN outperformed the VGG16 by 29%, VGG19 by 28%, ResNet50
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Figure 3.11: Sample segmentation results of road distresses using different algorithms. Segmentation masks are created by aggregating classification results of 50×50 tiles.

by 28%, and DenseNet121 by 28%, in terms of the F-score. For this class, the A+MCNN also
outperformed the M-VGG16 by 7%, M-VGG19 by 6%, M-ResNet50 by 9%, M-DenseNet121 by
9%, and the MCNN-EarlyFusion by 7% in terms of the F-score. The above results demonstrate
that the A+MCNN improved the classification performance significantly, not only for cracks with
small linear shapes but also for patches with large areal shapes. A dramatic performance improvement was observed with the crack seal. The crack seal represents a middle form of the crack and
the patch and can be easily misclassified into those two classes. The A+MCNN outperformed the
S-CNNs, including improvements on the VGG16 by 82%, VGG19 by 83%, ResNet50 by 74%,
and DenseNet121 by 80%. It also outperformed the M-CNNs, including improvements on the
M-VGG16 by 11%, M-VGG19 by 14%, M-ResNet50 by 17%, M-DenseNet121 by 20%, and the
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MCNN-EarlyFusion by 7%.
A pothole can be easily misclassified as a patch, crack, or asphalt because it has pixels with a
darker intensity and the existence of cracks around it. Since the A+MCNN calculates appropriate
scores for the feature maps at each scale, the pothole can be distinguished accurately from other
classes. The A+MCNN significantly outperformed both SCNNs and MCNNs, improving on the
VGG16 by 18%, VGG19 by 19%, ResNet50 by 19%, and DenseNet121 by 18%, while improving
on M-VGG16 by 6%, M-VGG19 by 2%, M-ResNet50 by 4%, M-DenseNet121 by 3%, and the
MCNN-EarlyFusion by 9%.
Finally, the A+MCNN outperformed MCNN-MidFusion in terms of precision by 2%, recall by
1%, and F-score by 1% on average. On closer inspection of the A+MCNN performance, it is
noteworthy that the precision was improved by 14% and F-score by 7% for the pothole class as
an important distress in pavement assessment, which had the minimum number of samples in the
dataset. This shows the contribution of the attention module in effectively attending to the most
discriminative information even in the presence of minimal data while consistently improving upon
the results of other classes in terms of the F-score. Figure 3.11 shows sample segmentation results
at the spatial resolution of 50 × 50 mm2 for different algorithms.
In summary, the introduced A+MCNN robustly classified 11 distress and non-distress objects in
both asphalt and concrete pavement images with an average of 92% in F-score on entire objects.
The A+MCNN outperformed all compared classifiers by consistently improving the classification
performance by an average of 1∼26% in terms of the F-score. The comprehensive quantitative and
qualitative comparisons in this study, which are barely present in the literature, offer new insights:
(1) compared to single-scale CNNs (S-CNNs), the A+MCNN improved the F-score by 24.2% by
using multi-scale image tiles to encode the contextual information, and (2) compared to multi-scale
CNNs (M-CNNs), the A+MCNN improved the F-score by 4.9% by adapting a mid-fusion strategy
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with an attention module to assign more importance to the more informative features.

3.6

3.6.1

Discussion

Effects of A+MCNN Parameters

In this section, we evaluate two A+MCNN parameters that could affect the classification performance: (i) the depth of CNNs and (ii) the format of the score maps. First, we conducted experiments with different numbers of CNN layers. As shown in Figure 3.2, the A+MCNN employs
(i) the CNNs for feature extraction with a depth of three layers and (ii) the deep CNN for multiclass classification with a depth of six layers. To understand the effects of the depths of those
CNNs, we measured the performances for two cases by doubling the feature-extraction CNNs to
6 layers and by doubling the classification CNN to 12 layers. In the first case, the performance of
the A+MCNN decreased by 3.9% in terms of the average precision and 4% in terms of the average F-score, and it increased by 0.5% in terms of average recall. In the second case, the average
precision and F-score decreased by 3.8% and 4%, respectively, and the averaged recall increased
by 0.9%. This shows the trade-off between the depth of the network and the amount of training
data needed. We showed that the originally designed network’s capacity is enough for an optimal
training based on our data by adding more layers before or after the attention module, negatively
affecting the performance. Since the number of false negatives for distress objects is important
in pavement condition assessment, we do not sacrifice the recall to gain higher precision if the
overall performance (F-score) does not improve. Therefore, we also investigated the effect of the
network depth on the classification of four types of distresses in the dataset: crack, crack seal,
pothole, and patch. By increasing the number of convolution layers before the attention module,
the performance of the A+MCNN on pavement distresses decreased by 8.2% in terms of the average precision and 8.7% in terms of the average F-score, and it increased by 2.9% for the average
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recall. By increasing the number of convolution layers after the attention module, the performance
of the A+MCNN on pavement distresses decreased by 6.9% for average precision and 6.2% for
the average F-score, and it increased by 3.1% for average recall. Therefore, the originally designed
network improved the overall performance without unreasonably sacrificing the false negative rate
for distress objects.
Second, we compared the performance of the A+MCNN with two different formats of score maps.
In Equation (2), the dimensions of the score map for each scale was w×h×d, where w and h are the
x and y-coordinates of the feature map and d is the number of convolution filters. The parameters
used in Section 3.5 are w = 25, h = 25, and d = 64. In this way, we applied channel-wise and
spatial attention to each scale. To understand the effects of the score map dimension, we compared
the performance with the reduced dimension of w × h × 1, in which the attention module only
generated spatial scores for each scale. In other words, all channels of the feature maps had a
shared weight in each scale. The comparison results show that the first setting outperformed the
second setting by 1.9% in terms of the average precision, 0.4% in terms of the average recall,
and 1.2% in terms of the average F-score. This improvement showed that giving the network
the flexibility to give weights to each feature (d = 64) improved the performance compared to
assigning a similar weight to all the channels corresponding to the same spatial location (d = 1).
We also compared the performances using the sigmoid and softmax functions to normalize the
score maps generated by the attention module. The sigmoid function used in this study increased
the average precision, recall, and F-score by 0.3%, 4.4%, and 2.1%. We believe that sigmoid
outperformed softmax due to the weighting of the features in each spatial location independently
rather than forcing the network to only assign high weights to a single spatial location (softmax).
This specifically is important as, for some of the classes in our dataset, the object of interest was
distributed over different spatial locations (e.g., crack, crack seal).
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3.6.2

Capability of Class Separation

The ability to perform class separation is an important factor that affects the performance of multiclass classification. Figure 3.12 illustrates the receiver operating characteristic (ROC) curves to
compare the performances of the A+MCNN and all baseline methods. The curves summarize
the trade-off between the true positive rate and false positive rate for the models. The area under
the curve (AUC) indicates the ability of the model to separate the classes. The higher the AUC,
the better the model distinguishes the classes. We observe that the MCNN-MidFusion and the
A+MCNN have the highest AUCs among the presented models.

Figure 3.12: Receiver Operating Characteristic (ROC) curves. Our method achieves the highest
area under the curve.

Figure 3.13 demonstrates the sample segmentation results generated by the A+MCNN model. Furthermore, the corresponding heatmaps for the pavement classes are plotted for qualitative comparison. A hotter color means a greater probability that the pixels belong to the corresponding class.
The heatmaps also show that the A+MCNN model predicts the outputs with a strong class separation.
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Figure 3.13: Segmentation results on UCF-PAVE 2017 using the A+MCNN. Hotter colors mean
more probable the pixels belong to the specified class.

3.6.3

Computational Costs

Table 4.4 summarizes the computational costs for different classification approaches used in this
study, in terms of the number of trainable variables, training time per epoch, and inference time
for 100 batches. While the first column presents the costs for single-scale baselines, including
VGG16, VGG19, ResNet50, and DenseNet121, the second column presents the costs for multiscale baselines including M-VGG16, M-VGG19, M-ResNet50, and M-DenseNet121. Comparing
these two columns reveals that the extra computational costs brought by the multi-scale strategy
were almost negligible. However, the average F-score increased by 18.9% for multi-scale baselines. Comparing fusion strategies in columns three and four shows that the mid-fusion strategy
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required more parameters as well as computations but led to a better classification performance
(F-score increased by 3.2% compared to the early-fusion approach). Moreover, a fraction of the
extra parameters and computations was needed to employ the attention module in A+MCNN to
achieve a 1.3% increase in F-score.
Table 3.4: Comparison of computational costs for different classification approaches.
Computational costs
Single-Scale baselines Multi-Scale baselines MCNN-EarlyFusion MCNN-MidFusion A+MCNN
Number of parameters
51M
51M
62M
88M
95M
Training time/ epoch
107.9s
110s
96.6s
181.7s
199.4s
Inference time/ 100 batches
4.0s
4.2s
5.5s
8.0s
8.7s

3.6.4

Comparison with a Pavement Classifier

In this study, the classification performance of A+MCNN was compared with the state-of-the-art
classifiers which are widely used not only in the computer science field but also the transportation
literature. Few studies exist addressing the multi-class classification of various distress and nondistress objects simultaneously from both asphalt and concrete pavement images. For a comparison
with an existing work on the multi-class classification of pavement objects, we applied the method
proposed in [1] to the UCF-PAVE 2017 dataset using both single-scale and multi-scale input tiles.
Li et al. [1] introduced a CNN composed of three convolution layers and three fully connected
layers to classify pavement image tiles into four different categories of cracks. The classification
results are presented in Table 4.3. The A+MCNN outperformed the CNN in [1] by 39.3% in terms
of the F-score. Although using multi-scale input tiles improved the performance of the CNN in [1]
by 9.3% in terms of the F-score, it still performed poorly on the classification of objects with a
limited number of samples (e.g., pothole and crack seal).
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Table 3.5: Classification results on UCF-PAVE 2017 dataset using the CNN presented in [1].
Metric

Method Asphalt
CNN
0.921
Precision
M-CNN 0.942
CNN
0.980
Recall
M-CNN 0.974
CNN
0.950
F-Score
M-CNN 0.958

Marker Manhole Patch
0.893
0.823
0.790
0.918
0.881
0.773
0.853
0.407
0.457
0.919
0.544
0.596
0.873
0.545
0.579
0.918
0.673
0.673

3.7

Pothole Crack seal Shoulder Curbing Joint Crack Concrete Avg
0.427
0.305
0.514
0.925
0.709 0.664
0.945
0.675
0.576
0.572
0.740
0.939
0.734 0.648
0.955
0.756
0.076
0.052
0.249
0.907
0.610 0.241
0.976
0.491
0.202
0.147
0.646
0.943
0.738 0.433
0.989
0.571
0.128
0.089
0.335
0.916
0.656 0.354
0.960
0.527
0.299
0.234
0.690
0.941
0.736 0.519
0.972
0.620

Conclusions

In this chapter, we presented a novel attention-based multi-scale convolutional neural network
(A+MCNN) to improve the multi-class classification of asphalt and concrete images in pavement
application. This novelty was achieved in two ways: (i) scale-specific features were extracted from
multi-scale tiles, covering 50 × 50, 250 × 250 and 500 × 500 pixel regions. Due to the high
variation of pavement objects in sizes and shapes, we thus aimed to capture both local and global
fields of view for each object; (ii) a mid-fusion strategy combined with an attention module was
designed to combine multi-scale features adaptively based on their contribution to classifying a
specific pavement object. Weighting original features by these importance factors improves the
robustness of classification.
The A+MCNN was evaluated with a comprehensive pixel-level annotated dataset (UCF-PAVE
2017) collected by four different line-scanning cameras. The ground-truth dataset included a total of 1215 annotated asphalt and concrete pavement images with 11 distress and non-distress
classes. The A+MCNN outperformed all compared CNN classifiers (VGG16, VGG19, ResNet50,
DenseNet121, and the generic CNN). We also investigated the effect of encoding multi-scale contextual information, fusion strategies, and the proposed attention module on the classification of
each pavement object.
Our experiments showed that a multi-scale paradigm in the A+MCNN significantly improved the
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classification performance by 24.2% in terms of the F-score compared to a single-scale approach.
The mid-fusion strategy used for combining multi-scale features in the A+MCNN further improved
the classification performance by 4.9% in terms of the F-score on average compared to the earlyfusion of multi-scale input tiles. Employing the attention module provided additional benefits.
For example, the classification performance was improved with the attention module as much as
7% in terms of the F-score for the pothole class, which had the least number of images in the
training data (only 0.2% of the training data). When a network does not have a large number
of samples during the training, it is extremely important to attend to the most informative parts
(scales in our case) of the data to learn the most information possible. This is exactly where the
attention module is beneficial to obtain a consistent improvement of classification performance for
all classes. The extra computation times incurred by the multi-scale paradigm, mid-fusion strategy,
and attention module for the inference mode were 5%, 45.5%, and 8.7% on average.
The parametric study of the A+MCNN provided deeper insights into the effect of the network
depth and the attention mechanism. Due to the trade-off between the depth of the network and the
complexity of the dataset, doubling the depth of the A+MCNN in scale-specific feature-extraction
layers and the deep classification layers decreased the performance by 3.8% and 4% in terms of the
F-score. Therefore, deeper networks improve the object classification performance for pavement
images only to a certain extent. Our investigation also showed that applying channel-wise and
spatial attention to each scale is more beneficial (F-score improved by 1.2%) than spatial attention.
This study makes a four-fold contribution. First, we show that encoding contextual information,
especially while dealing with pavement objects with high variations in shape and size, significantly improves the classifiers’ performance. Second, we show that investigating information
fusion strategies and showing a mid-fusion strategy is the most impactful strategy. Third, we propose an attention-based mid-fusion strategy to adaptively weight the features to increase robustness
and improve the performance even more. Fourth, we study and provide deeper insights into the
69

performance of different architectures, network depths, and computational costs of pavement object classification.
One limitation of this study is that our approach provides a patch-level segmentation mask for
pavement images. Although the 50 × 50 mm2 spatial resolution used in this study is acceptable
in most road surveys, a pixel-level segmentation mask is required for some pavement applications,
such as crack width measurements. Therefore, one research direction could be the semantic segmentation of images for various pavement objects. Furthermore, employing unsupervised learning
techniques for image-based pavement analysis, removing the need for annotated training data, is
another research direction that could be followed in future studies.
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CHAPTER 4: IMPROVEMENT OF MULTI-CLASS CLASSIFICATION
OF PAVEMENT OBJECTS USING INTENSITY AND RANGE IMAGES

The results of this chapter have been published in the following paper:

• Eslami, E., Yun, H.B.: Improvement of Multi-Class Classification of Pavement Objects Using Intensity and Range Images. Journal of advanced transportation, (2022) [102].

4.1

Introduction

Automation in road condition assessment is a crucial yet challenging task in smart transportation
management. The goal is to label various road objects in pavement images and to establish appropriate maintenance and repair strategies to ensure the road serviceability and safety. Manual road
assessment, however, is labor intensive, time consuming, and inconsistent. Automated road objects
detection is an alternative way for objective and scalable assessment of road networks. Fast and
accurate automated road assessment can be used as quantitative data for optimal maintenance and
rehabilitation practices to improve the road performance and decrease the overall life-cycle cost.
To automate the road condition assessment, data are usually collected by surveying vehicles equipped
with digital cameras that acquire images from pavement surfaces at high speed. There are two main
high resolution imaging techniques frequently used in road survey projects: (i) two-dimensional
(2D) imaging technology in which line-scanning cameras are used to generate 2D intensity images; (ii) three-dimensional (3D) imaging technology that provides additional range (depth) images
in addition to the intensity images. Recently, the 3D imaging technology has been increasingly
adopted by state and local transportation agencies for data collection of road networks [103, 104].
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Figure 4.1: 3D laser imaging system developed by Korea Institute of Civil Engineering and Building Technology (KICT); Sample of high-resolution intensity and range road surface images.

The 3D imaging equipment employs high-resolution laser imaging devices associated with a highprecision inertial measurement unit (IMU) to capture 3D pavement surface profile data at highway
speed. One of the main advantages of the 3D technology is that it is less sensitive to light effects
and less prone to noises coming from oil or water stains, dirt or sand, skid marks, etc. Furthermore, the combination of intensity and range images provides additional information to model
object boundaries and global layouts and to better recognize pavement defects.
Despite those advantages of new 3D imaging technology, existing literatures [4, 19, 14, 105] lack
investigations to quantify improved performance in road objects detection due to 3D technology
using additional range images, compared to traditional 2D technology relying on intensity images
only. Existing studies address recognition of pavement defects, mostly cracks, using intensity images by employing deep convolutional neural networks (CNNs) [106, 15, 12]. Although CNNs
have demonstrated good performance on pavement defects recognition using intensity images, the
performance tends to be degraded when detecting defects in complex scenes. The complexity
comes from intensity inhomogeneity, low contrast, background noises, objects diversity in terms
of shape and size, variety of lighting conditions, etc when using intensity images only. For example, when there exists low contrast between cracks (as the foreground) and asphalt (as the background) or when dealing with thin cracks, it is difficult to distinguish between background and
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foreground based on only intensity data. In case of objects with similar color and texture (such as
crack seal and patch), it is easy to misclassify those objects into the same categories. Moreover,
intensity-based features extracted from pavement 2D images are sensitive to illumination differences among images. The above limitations motivate the joint use of range and intensity images to
enhance classification of pavement objects. Figure 4.1 shows a surveying vehicle installed with a
3D laser imaging device developed by Korea Institute of Civil Engineering and Building Technology (KICT) used in this study, and sample of intensity and range images collected by the system.
We present the novel Dual Attention Convolutional Neural Network (DACNN) to utilize additional
range input images along with intensity images to improve pavement objects classification. In this
study, DACNN classifies pavement tiles into 8 classes, including crack, crack seal, patch, pothole,
marker, manhole, curbing, and asphalt. DACNN leverages multi-scale input tiles that capture
scale-sensitive information for multi-class classification of various road objects with different sizes
and shapes. Furthermore, DACNN adopts two attention modules to effectively fuse heterogeneous
features in terms of (i) scales (multi-scale input tiles), and (ii) modes (range and intensity tiles). The
scale and mode attention modules focus on spatial and channel-related informative features and
suppress the non-informative ones for performance improvement. The dual attention mechanism
is designed to identify semantic image regions relevant to specific pavement objects. Pruning
feature maps in both spatial and channel dimensions enhances the quality of feature representation,
contributing to a more accurate and efficient object classification.
We evaluate the effectiveness of the additional range data in 3D technology over 2D technology through quantitative comparison using different CNN models, including VGG16, VGG19,
ResNet50, DenseNet121, as well as the DACNN. The goal of the above comparisons is (i) to
understand the effects of the additional range data to improve object classification, (ii) to understand how the scale and mode attention modules can effectively fuse heterogeneous information
to improve objects classification, and (iii) to understand the effects of CNN model selection to the
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number of trainable variables, training time, inference time, and classification accuracy. Our main
contributions in this study are summarized as follows:

• We present the new DACNN framework to systematically utilize both intensity and range
images collected with 3D imaging devices for multi-class classification of pavement images. Considering the variety of pavement objects and surveying field conditions, DACNN
extracts scale-specific and mode-specific features from images robustly. The dual attention
mechanism used in DACNN is designed to adaptively fuse multi-scale multi-modal features,
helping the network to capture discriminative object-specific features related to their spatial
and channel information.
• The classification performance comparison is conducted for 8 different pavement objects
using CNN models. The results show that our DACNN outperforms other models for all road
object classes. We also present quantitative comparisons to understand how the additional
range images in 3D technology can improve objects classification performance for compared
CNN models.

4.2

4.2.1

Related Works

Deep Learning in Pavement Assessment

Conventional image processing and more recent deep learning methods are two main approaches
for automated pavement images analysis. The image processing methods can be considered as
feature engineering techniques in which images are represented with human-specified feature
vectors. They can be sorted into intensity-thresholding [25], edge detection [26], wavelet transforms [27, 28], and texture-analysis [29, 30]. A major problem with the conventional methods is
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that the prediction performance mainly relies on the validity of human-specified features. Extracting those features can be subjective, domain-specific, and inefficient which makes the detection
process ungeneralizable and tedious. Especially in pavement applications, hand-crafted features
are not robust enough to detect distresses in complex background with high variations. For instance, thresholding approaches for crack detection only achieve acceptable results under certain
scenarios. If there exists a complex backgrounds or the illumination changes, either the parameters
should be adjusted or the method is not applicable to the new scene.
Deep learning methods overcome the drawbacks of conventional image processing methods with
automatically capturing complex structures of data with multiple processing layers. CNNs are the
most studied deep learning models using vision-based input data in which the automated feature
learning is done at many different levels of abstraction to catch the topology of input images. Partial
connections, sharing weights, and pooling layers in CNNs not only decrease the computations, but
they also demonstrate state-of-the-art results in computer vision tasks [107, 108]. Detection, classification, and segmentation of pavement distresses, especially cracks, are the main three branches
of deep learning research in automated pavement assessment. Alfarrarjeh et al. [109] employed
YOLO [67] as the object detection method to detect distresses, including crack, pothole, and rutting, in pavement images. Maeda et al. [110] adopted SSD [66] as the training algorithm to detect
the same defects on pavement surfaces. Song et al. [111] utilized Faster R-CNN [45] algorithm to
detect pavement distresses including crack, pothole, and bleeding. Li et al. [1] presented a CNN
model to classify pavement tiles into different types of cracks including longitudinal, transverse,
alligator, and block cracks. Gopalakrishnan et al. [40] utilized a pre-trained VGG16 [16] on ImageNet and then fine tuned on a pavement dataset for a binary crack classification. Lau et al. [71]
proposed a U-Net [72] based model in which the encoder is a pretrained ResNet34 [17] to segment
pavement crack images. Inspiring by SegNet [112], Chen et al. [38] proposed a fully convolutional
neural network (FCNN) to detect pavement cracks at pixel-level.
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4.2.2

Attention in Deep Learning

The performance of deep learning based approaches have been constantly improving by developing new architectural designs, and attention mechanism is one of them. The main idea behind an
attention mechanism is to give higher weights to relevant features while minimizing the irrelevant
ones by giving lower weights. Focusing on the distinctive parts when processing large amounts of
information, the attention mechanism enhances the quality of feature representation, contributing
to a more accurate and efficient performance of the designed network. Attention was initially proposed by [113] for machine translation. Then, it was employed for various tasks, such as action
recognition [114, 115, 116], speech recognition [117, 118], image captioning [96, 119], recommendation [120, 121], etc. More specifically, attention mechanism is investigated in computer
vision community in three aspects: (i) spatial attention in which the network learns the locations
that should be focused on [101, 122]; (ii) channel attention in which the network adaptively recalibrates channel-wise features by modeling interdependencies between channels [58, 123]; (iii)
Self-attention in which long-range dependencies are captured by the network [124, 125]. In pavement applications, attention modules have been also applied for defects detection. Song et al. [43]
presented a channel attention to detect and classify different types of cracks in pavement images.
Wan et al. [126] proposed an encoder-decoder network, called CrackResAttentionNet, containing
spatial and channel attention modules after each block in the encoder to segment pavement cracks.
Similarly, Qiao et al. [127] proposed CrackDFANet in which a channel-spatial attention module
is designed to increase the generalization ability of the model in predicting cracks under different
conditions of roads. Wang et al. [128] proposed using DenseNet121 as an encoder and a spatial
attention module to combine multi-scale features. Eslami et. al [22] designed a channel-spatial
attention module to adaptively fuse multi-scale features for pavement images classification. Zhou
et al. [129] presented a VGG16 based network to predict crack maps, and employed spatial and
channel attention modules to further refine the model. Qu et al. [130] employed Res2Net [131]
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along with an attention module to capture global context and long-range dependency for a better pavement segmentation. Pan et al. [132] proposed SCHNet with VGG19 as the base net in
which a self-attention module is designed to global as well as semantic interdependencies in channel and spatial dimensions. Finally, Li et al. [133] proposed a self-attention module along with a
scale-attention module to enhance feature representation for pavement crack segmentation.
In this study, we propose a dual attention approach to capture semantic interdependencies in both
spatial and channel dimensions for scale and type of input images. The dual attention mechanism
achieves fast focus on more important features and enhances representativity of more relevant features for better classification performance. The dual attention approach enables modeling global
context as well as multi-modal features to improve classification performance for both small objects (e.g., cracks) and large objects (e.g., patches), which are in trade-off using other CNN models.

4.2.3

3D Image Data in Pavement Assessment

Most of existing deep learning studies were based on only intensity images using 2D imaging
devices in transportation applications. With 2D intensity input images, CNNs suffer from some
important limitations. Complexity of scenes, diversity of objects, background noises (stains, oil
spills, tire marks), and surrounding changes (light, shadow) make it difficult to distinguish foreground objects (defects) from background (asphalt) in 2D images. With the advances in sensor
technology, 3D imaging systems are available and increasingly employed by state and local transportation agencies for automated road condition assessment. A survey showed that 18 states in the
U.S. adopted 3D data collection system by 2017, and 17 states were intended to utilize this technology by 2019 [103]. Different approaches have been studied for transportation applications, such as
GPR, LiDAR, Microsoft Kinect, and laser profilers [4]. In pavement applications, laser profilers
are commonly used in surveying road roughness and megatexture (ASTM E950, ASTM E1926,

77

ISO 13473-5) [134, 135, 136]. Other techniques offer limitations such as relatively low resolution
(in case of LiDAR) or low frequency (in case of Microsoft Kinect) to collect road surface profiles.
3D laser imaging technique, such as Laser Crack Measurement System (LCMS) [137], is commercially available to collect high-resolution road surface profiles. This system utilizes surveying
vehicles equipped with two laser imaging devices (left and right) and IMU. Using the 3D imaging
system, intensity and range images can be acquired at speeds up to 100km/h, road lanes with 4m
width, under various lighting conditions. The 3D laser imaging technology has been used to evaluate crack [138, 139], pothole [140], raveling [141], rutting [142], joint [143], and texture [144].
Ghosh et al. [145] employed YOLO and Faster R-CNN to detect cracks in range images collected
by 3D imaging system. Yang et al. [146] utilized 3D laser technology to measure the growth of
crack lengths when they are sealed and non-sealed to quantify the crack sealing benefit. Li et
al. [1] proposed a CNN framework to classify range images into transverse cracks, longitudinal
cracks, block cracks, and alligator cracks. Lang et al. [139] proposed a clustering-based algorithm
to classify range images to the same categories of cracks as Li et al. [1]. Fei et al. [42] presented a
deep CNN, called CrackNet-V, to segment cracks on asphalt range images. Li et al. [147] applied
a filter-based method to segment cracks using 3D pavement images. Zhang et al. [42] proposed
a recurrent neural network (RNN), called CrackNet-R, to detect pavement cracks at pixel-level in
range images. Gui et al. [148] utilized aser-scanning 3D to detect pavement cracks through extracting hand-crafted features. Tsai et al. [140] proposed a threshold-based method to detect pavement
potholes in range images collected by 3D laser technology. Zhang et al. [69] proposed a CNNbased architecture, called CrackNet to segment crack in 3D pavement images. Zhang et al. [70]
improved the crack segmentation results on 3D pavement images by proposing a deeper network,
CrackNetII, in which the need for hand-crafted features is eliminated. Li et al. [149] presented a
frequency analysis to detect pavement cracks from background texture in range images.
While there are existing studies using 3D laser imaging technology, they are limited to use either

78

(a)

(b)

(c)

(d)

Figure 4.2: Annotation procedures for areal objects. (a) original image; (b) superpixel segmentation; (c) unsupervised mean shift clustering; (d) human correction of false clustering and classification.

range or intensity images. In this study, we show that extracting features from both intensity
and range (depth) images can significantly improve the CNN performance. We also show that by
fusing intensity-specific and depth-specific features systematically, one can robustly and accurately
classify not only cracks but also other pavement objects, including crack seal, patch, pothole,
marker, manhole, and curbing in multi-class classification.

4.3

4.3.1

Data Preparation

Ground-truth Labeling

The dataset used in this study contains 296 intensity images and the same number of range images
with the size of 3700×10000 pixels spatial resolution of 1mm/pixel. The gray-scale intensity and
range images are collected by the 3D laser imaging device developed by Korea Institute of Civil
Engineering and Building Technology (KICT) shown in Figure 4.1.
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(b)

(c)

Figure 4.3: Annotation procedures for linear objects. (a) original image; (b) automatic crack
detection by MorphLink technique; (c) human selection of true detected cracks.

We provide pixel-level annotations of road objects for 8 categories, including 4 distress classes
(crack, crack seal, patch, pothole), 3 non-distress classes (marker, manhole, curbing), and 1 pavement class (asphalt) as the background. We annotate the intensity images using an in-house developed semi-automated software which makes the annotation process fast yet accurate. The annotation procedure is performed in two steps: (i) labeling area objects (all classes except for cracks), (ii)
labeling linear objects (i.e., cracks). To label area objects, the original image, shown in Figure 4.2a,
is grouped into the homogeneous regions, called superpixels [49, 57]. As shown in Figure 4.2b,
superpixel segmentation preserves the edges and boundaries of objects. Therefore, a superpixellevel labeling, rather than pixel-level labeling, can be performed which reduces the labeling work
significantly. To further facilitate the annotation process, an unsupervised mean shift clustering is
applied which groups the neighboring superpixels into a bigger cluster. The result of the superpixel clustering procedure is shown in Figure 4.2c. Then, the human annotator can easily select
the clusters belong to the same object and label them. Also, the annotator is able to define new
segments which are missed by the clustering algorithm. Figure 4.2d demonstrates the final pixellevel labeling mask. Although the superpixel segmentation technique is beneficial for labeling area
objects in the dataset, it is not effective for linear objects labeling such as cracks. To label cracks,
a morphological technique, called MorphLink-C, is employed to extract crack pixels in original
images. MorphLink-C consists of a series of morphological operations which is proposed by Wu
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et al. [50]. The original image in Figure 4.3a is a zoomed-in pavement image for better visualization of the existing crack. The cracks detected by MorphLink are shown in Figure 4.3b with
the bounding boxes. Having the detected cracks, the human annotator can select the true detected
cracks within the image, as shown in Figure 4.3c.
Figure 4.4 demonstrates the contents of different objects in the dataset. We observe that the population of road objects pixels are highly imbalanced, for example, there are more than three millions
of asphalt pixels but only more than 4000 crack seal pixels in the dataset.

Figure 4.4: Number of pixels in our pavement classes.

4.3.2

Data Preprocessing

In road surveying projects, the depth information in range images is often used to measure the
macrostructure of pavement surface (ISO 13473-1) [136]. Although the depth resolution of the
laser device in absolute millimeter scale is important to determine the mean profile depth (MPD)
in macrotexture surveying, small variation in surface profile (e.g. crack depth) and low contrast
in range images could be disadvantage in road objects detection. To enhance the contrast, a histogram equalization (HE) can be applied to range images. HE enhances the contrast by effectively
spreading out the most frequent intensity values (stretching out the intensity range of the image).
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(a)

(b)

Figure 4.5: (a) Original range image, and (b) CLAHE enhanced range image with corresponding
histograms and cumulative histograms.

It allows for areas with lower local contrast to obtain a higher contrast. In this study, Contrast
Limited Adaptive Histogram Equalization (CLAHE) [150] is applied on range images. CLAHE
differs from ordinary HE algorithms in two ways: (i) An adaptive HE computes several histograms,
each corresponding to a small region of the image rather than computing the histogram for the entire image. Therefore, it improves the local contrast and edges in each region of the image. (ii)
CLAHE sets a threshold to limit the contrast in each small region. The contrast limitting procedure
prevents the over enhancement and amplification of noise in the image. Figure 4.5a shows a range
image with cracks spreading all over the image. Also, the intensity distribution of the image and
the cumulative distribution are presented for the range image as histogram and cdf, respectively.
Figure 4.5b demonstrates the range image after using CLAHE enhancement and its corresponding histogram and cdf. We can see that the visibility of cracks is improved by redistributing the
lightness values of the image without introducing noises to the image. Comparing the histograms
before and after applying CLAHE to the image, the intensity range of the road range image is
expanded by the redistribution of the values.
After the contrast enhancement of range images, we divide the original images into non-overlapping
50×50 tiles to conduct multi-class classification experiments on pavement images. Then, each im-
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age tile is assigned to one of 8 categories of road objects. When a 50×50 tile has more than one
class of pixels, the tile class is determined by a majority vote between the pixel number of nonbackground classes if exist, otherwise, the tile is classified as the background (asphalt). By aggregating the assigned classes for all tiles generated from an original image, a segmentation mask
with the resolution of 50×50 mm2 can be produced. The reason for 50×50 tile generation comes
from two sources: (i) Due to the large size of the original images (3700×10000), segmentation
task on the whole image is memory intensive and not practical; (ii) 50×50-pixel tiles, equivalent
to 50×50 mm2 , is small enough to contain only one pavement object for the classification task.
Therefore, assembling the classification results into the whole image produces a segmentation
mask with a high resolution which is satisfactory in pavement applications. Although having small
input tiles results in high-resolution segmentation masks, it sacrifices the contextual information
required from the deep networks to perform well. Due to the importance of contextual information
for the classification task, we generate 250×250 and 500×500 tiles surrounding each 50×50 tile
with the same center. Feeding multi-scale tiles into the deep networks improves the classification
performance on the smallest tile that will be explained in Section 4.4.1

4.4

4.4.1

Method

Dual Attention Convolutional Neural Network Architecture

The Dual Attention Convolutional Neural Network (DACNN), illustrated in Figure 4.6, is presented to classify pavement image tiles into one of the 8 existing classes in the dataset. The
DACNN provides a systematic way of data fusion for heterogeneous input images including (i)
intensity and range images (i.e., mode), and (ii) 50×50, 250×250, and 500×500 (i.e., scale), which
is more effective than a simple feature concatenation. For this, the DACNN consists of two main
streams of intensity and range modes, which are merged later by a mid-fusion strategy (i.e., mode83

Figure 4.6: An overview of the DACNN. Range and intensity image tiles are generated at three
scales to capture local and global information in each mode. The adaptive fusion of multi-scale
multi-modal features are performed through scale-level and mode-level attention modules. The
final class prediction for input tiles are assembled into the original image to create a mask.

level attention module). Each mode steam consists of three scale streams to extract multi-scale
features, which are combined later using a mid-fusion strategy (i.e., scale-level attention module).
The high-level architecture of the DACNN is shown in Figure 4.6.
Multi-Scale Input Tiles: Input tiles are extracted from the original intensity and range images at
three scales, 50×50, 250×250, and 500×500. All the input tiles are resized to 50×50 before they
are fed to the DACNN.
Feature Extraction (Scale): A conventional to combine multi-scale multi-modal input data is directly concatenating them at the input level. This approach has a disadvantage that only similar
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patterns will be captured across the scales and modes. Instead of concatenating heterogeneous
input data in an early fusion, we propose to feed input tiles to 6 separate CNNs to extract scalespecific and mode-specific features. Each CNN consists of three convolution layers with the filter
numbers of 32, 32, and 64, respectively. The filter size is 3×3 pixels for all convolution layers.
Each convolution layer is then followed by a BatchNormalization layer and a rectified linear unit
activation (ReLU), which are not shown in Figure 4.6 because of space limitation. It should be
noted that up to this point the extracted feature maps are processed independently at each scale and
mode level.
Mid-Fusion with Scale-Level Attention Module: The main idea of using multi-scale input tiles is to
allow features extracted from different levels of spatial context around the smallest tile (50×50) to
contribute to the classifying decision. The level of contribution at each scale for different objects
varies for different objects. For example, scale 1 is more informative for small objects (e.g., cracks)
while scale 3 is more informative for classifying large objects (e.g., patches). Therefore, we use
a scale-level attention module that decides how much attention to pay to scale-sensitive features.
Unlike simple concatenation of multi-scale features, the scale-level attention module weights the
features from different input scales at each mode. The scale-level attention module consists of three
convolution layers of 1×1×64, and one sigmoid layer to generate the weight scores for each scale.
The generated score maps reflect the importance of scale-specific features at a specific position and
scale for classifying the object in the tile.
Feature Extraction (Mode): After the mid-fusion with scale-level attention module, the weighted
feature maps get concatenated in intensity and range modes, separately. Then, they are pass
through three convolution layers with the filter number of 128 and a max-pooling layers. At
this stage, the network is expected to extract more complex multi-scale features in each mode.
Depth-specific patterns can complement intensity patterns and help the overall model with this
useful information.
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Figure 4.7: Illustration of pavement objects in intensity and range images: (a) markers, (b) marker,
patch, and cracks, (c) patch and cracks, and (d) marker and pothole.

Mid-Fusion with Mode-Level Attention Module: For the effective mid-fusion of complementary
information of intensity and range data, we use a mode-level attention module which weights the
mode-sensitive features extracted from intensity and range images, determining the contribution
level of mode-sensitive features to the final classification output. In this way, the feature maps can
be fused with different weights based on the contribution levels of road object classes, instead of
being treated uniformly.
Feature Extraction (Classification): For each mode, the mode-level attention module outputs
weight maps which are multiplied by the feature maps. The weighted feature maps get concatenated and passed through shared layers. Four convolution layers with the filter size of 256, 512,
512, and 1024 with two max-pooling layers are applied to extract higher-level multi-modal features. Then the feature maps are flattened and passed to six fully-connected layers with the size
2048, 1024, 512, 256, 128, and 8.
Classifier’s Output: The last fully-connected layer generates 8 numbers showing the probability
of the 50×50 tile belonging to the 8 existing classes in the dataset. The higher the number is, the
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more probable the tile belongs to that specific pavement class. By assembling the predicted labels
for the smallest tiles into the whole image, the segmentation mask with the spatial resolution of
50×50 mm2 is created.
Effects of Range and Intensity Input Image Tiles Range and intensity input images provide complementary information about road objects, which can improve objects classification performance
compared to intensity-only input images. Depth is a key feature for road objects classification,
such as cracks and potholes. These objects can be small or have a similar color and texture to the
clean asphalt, and it makes them difficult to detect in gray-scale intensity images. However, they
appear more clearly in range images due to their depth differences. Other pavement objects, such
as markers, that have a distinct color or texture or does not have a significant depth can be easier to
detect from intensity images. Figure 4.7 demonstrates the advantage of using intensity and range
images over intensity image only containing markers, patches, cracks, and patches.

4.4.2

Attention Modules

We design two types of attention modules as a mid-fusion strategy to adaptively aggregate multiscale multi-modal features extracted from intensity and range image tiles. The mechanism of an
attention module is to attend relevant part of input features, which is important for having a robust
classification. The scale-level and mode-level attention modules enable the deep network to focus
on visual representations which are more informative for the classification of the object in the input
tile. Scale-level and mode-level modules incorporate both spatial and channel-wise attentions into
the network.
As illustrated in Figure 4.8a, the scale-level attention module generates the score maps (Sm ) with
the dimension of C×H×W for each scale, where m ∈ {1, 2, 3} is the scale number, C is the number
of channels, W is the width, and H is the height of the input features (Fm ). The weighted feature
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(a)

(b)

Figure 4.8: The details of (a) scale-level attention module, and (b) mode-level attention module

m

maps, F̃ , are generated by inner product of:

m

F̃ = Fm .Sm

(4.1)

m
m
f˜w,h,c
= sm
w,h,c . f w,h,c

(4.2)

or

m
where f˜w,h,c
is the weighted feature at the spatial position (w, h) for the channel number c at the scale
m
m; and sw,h,c is the score corresponding to the input feature fw,h,c
at the spatial position (w, h) for the

channel number c at the scale m. The attention module assigns a score between 0 to 1 to the feature
maps of each scale in each channel and spatial position. Therefore, each element in the feature
map xw,h,c is revised to x̃w,h,c , in which scale, channel, and spatial information is considered. This
module not only localize the object spatially, but it also selects the most discriminative channel.
The mechanism of the mode-level attention module, shown in Figure 4.8b, is similar to the scalelevel one. In this module, the shared module among the modes generates the score maps for each
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mode to focus on the most discriminative part of visual representations. The attention module
assigns higher weights to the channel and regions of the mode features which are more relevant
and informative for the classification step of that particular object.

4.4.3

Implementation Details

We train the classifiers in a fully supervised manner. The Adam optimizer with a learning rate of
α = 0.0001, β1 = 0.9, β2 = 0.999, and ε = 108 is used, where β1 and β2 are exponential decay
rates, and is a constant for numerical stability. The networks are trained for 800 epochs with a
mini batch size of 200. In each epoch, the network uses 60,000 random tiles out of more than 6
million tiles in the training dataset. The model with the best performance on loss for the validation
dataset is selected as the model used in the testing mode. The training is conducted on an NVIDIA
TitanX GPU with a memory configuration of 12 GB. The codes are implemented in Python 3.7.3
and TensorFlow 1.14.0.

4.5

4.5.1

Experiments

Baseline Models with Single-scale Input Images and Results

Four different baseline classifiers, widely used in pavement applications, are trained to classify
pavement image tiles into one of the existing 8 classes in the dataset. The deep CNNs compared
in this study can be divided into three categories. (i) VGGNet proposed by Simonyan and Zisserman [16] for ImageNet challenge 2014. The main idea behind VGGNet is to use filters with a small
size (3×3), decreasing the number of parameters, and stack more of them to achieve the same receptive field as if a larger filter were used. VGG16 and VGG19 have the total number of 16 and 19
convolutional and fully-connected layers, respectively. The deep architecture of VGGs is proved
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beneficial for image classification task. However, the gradient vanishing problem is appeared with
the deeper architectures. (ii) ResNet proposed by He et al. [17] for ImageNet challenge 2015,
alleviates the gradient vanishing problem by introducing skip-connections so that the input in each
layer is passed to the next layer. Using identity skip-connections as well as batch normalization
allows for training deep networks. ResNet50 has the total number of 50 convolutional and fullyconnected layers. (iii) DenseNet proposed by Huang et al. [18] in 2017, extends the ResNet’s ides
by including skip-connections from all previous layers. The dense concatenation to all subsequent
layers preserves the features in preceding layers and allows for classification of images in a wide
range of scales. DenseNet121 has totally 121 convolutional and fully-connected.

Figure 4.9: An overview of baseline classifiers trained with single-scale (a) intensity images, and
(b) intensity and range images.

Figure 4.9 shows an overview of the deep networks used for pavement objects classification in
this study. The classifiers are trained with only intensity input tiles as well as intensity and range
input tiles to evaluate the effect of exploiting depth information along with intensity information.
As shown in 3.6a, 50×50 image tiles are generated to train the deep networks with only intensity
images. When training the networks with both intensity and range images, as shown in 3.6b,
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50×50 image tiles of each mode are concatenated at the input level as a 2-channel image (early
fusion) and fed to the network.
Table 4.1 summarizes the results for all classifiers using (i) only intensity, and (ii) intensity and
range input pavement tiles. The performance of each classifier is evaluated on each pavement
object and on average in terms of precision, recall, and F-score.

Precision =

Recall =
F − score =

TP
,
T P + FP

TP
,
T P + FN

2T P
2T P + FP + FN

(4.3)

(4.4)
(4.5)

where TP, FP, and FN are true positives, false positives, and false negatives, respectively. The
precision determines how many of positive predictions are really positive, while the recall shows
the ability of the network in predicting all the relevant instances. The F-score is a harmonic mean of
precision and recall which is a useful measure to find the balance between these two metrics. The
results show that using both range and intensity images improves the performance of all classifiers
in terms of overall precision, recall, and F-score.
In more detail, we compare the baseline models’ performances for different classes when they
are trained with intensity-only images and intensity-range images. To interpret the results, we
divide the classes into two categories: (i) the pavement objects having a height difference with
adjacent pixels including crack, crack seal, pothole, manhole, and patch; (ii) pavement objects
having no significant height difference with adjacent pixels including marker, curbing, and asphalt.
Using range-intensity input images improved the performance of VGG16, VGG19, ResNet50, and
DenseNet121 on the first category of objects by 18.8%, 20.6%, 11.9%, and 14.5% in terms of
F-score. The average improvement of the baseline models on crack, crack seal, patch, pothole, and
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Table 4.1: Comparison of deep CNNs for classification of pavement objects using single-scale
intensity and range input tiles.
Metric

Method

Input Image
Crack Crack seal
Intensity
0.660
0.533
Intensity+Range 0.732
0.684
Intensity
0.593
0.577
VGG19
Intensity+Range 0.670
0.707
Intensity
0.637
0.702
ResNet50
Intensity+Range 0.679
0.777
Precision
Intensity
0.647
0.529
DenseNet121
Intensity+Range 0.737
0.875
Intensity
0.864
0.897
DACNN (Ours)
Intensity+Range 0.887
0.942
Intensity
0.256
0.018
VGG16
Intensity+Range 0.438
0.241
Intensity
0.373
0.033
VGG19
Intensity+Range 0.480
0.209
Intensity
0.33
0.073
ResNet50
Intensity+Range 0.453
0.163
Recall
Intensity
0.324
0.100
DenseNet121
Intensity+Range 0.431
0.218
Intensity
0.780
0.837
DACNN (Ours)
Intensity+Range 0.805
0.947
Intensity
0.369
0.034
VGG16
Intensity+Range 0.548
0.356
Intensity
0.458
0.063
VGG19
Intensity+Range 0.560
0.323
Intensity
0.434
0.133
ResNet50
Intensity+Range 0.543
0.269
F-Score
Intensity
0.432
0.169
DenseNet121
Intensity+Range 0.544
0.349
Intensity
0.820
0.866
DACNN (Ours)
Intensity+Range 0.844
0.944
VGG16

Patch Pothole Marker Manhole
0.676 0.529
0.923
0.850
0.849 0.637
0.944
0.875
0.653 0.636
0.932
0.840
0.823 0.570
0.940
0.887
0.661 0.554
0.928
0.831
0.793 0.593
0.931
0.879
0.688 0.543
0.928
0.850
0.789 0.608
0.935
0.895
0.965 0.947
0.966
0.919
0.972 0.953
0.971
0.965
0.345 0.253
0.917
0.646
0.563 0.463
0.908
0.669
0.348 0.139
0.904
0.669
0.596 0.571
0.920
0.727
0.364 0.271
0.911
0.618
0.533 0.450
0.925
0.645
0.363 0.319
0.912
0.655
0.648 0.528
0.926
0.676
0.942 0.909
0.957
0.937
0.958 0.956
0.966
0.937
0.457 0.343
0.920
0.734
0.677 0.536
0.926
0.758
0.454 0.223
0.918
0.745
0.691 0.602
0.930
0.799
0.469 0.364
0.919
0.709
0.638 0.512
0.928
0.744
0.475 0.402
0.920
0.740
0.712 0.566
0.930
0.770
0.953 0.928
0.961
0.928
0.965 0.954
0.969
0.951

Curbing Asphalt Avg
0.947
0.945 0.758
0.956
0.959 0.830
0.944
0.95
0.766
0.955
0.963 0.814
0.945
0.949 0.776
0.954
0.959 0.821
0.946
0.949 0.760
0.952
0.961 0.844
0.983
0.986 0.941
0.993
0.987 0.959
0.985
0.988 0.551
0.988
0.985 0.657
0.991
0.981 0.555
0.986
0.983 0.684
0.990
0.984 0.568
0.988
0.984 0.643
0.990
0.984 0.581
0.992
0.985 0.676
0.990
0.991 0.918
0.990
0.993 0.944
0.966
0.966 0.599
0.972
0.972 0.718
0.967
0.965 0.599
0.970
0.973 0.731
0.967
0.966 0.620
0.971
0.971 0.697
0.967
0.966 0.634
0.971
0.973 0.727
0.986
0.988 0.929
0.992
0.990 0.951

manhole are 12.6%, 22.5%, 21.6%, 22.1%, and 3.6% in terms of F-score. The lower improvement
of manhole classification compared to other four objects comes from the fact that manholes have
distinct shape and texture in intensity images. Therefore, providing range data as a complementary
information to the network has a milder effect. Incorporating range images to the network barely
changes the performance of baseline models on classification of pavement objects in the second
category. In fact, the range image of marking, curbing, and asphalt provide no extra information to
the networks for the classification task.
Providing depth information to the DACNN improves the classification results on the first category
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Figure 4.10: Classification results of road cracks using different algorithms trained with intensityonly and intensity-range images. Segmentation masks are created by aggregating classification
results of 50×50 tiles.

of objects by 3.2% in terms of F-score. In more detail, utilizing range-intensity images increases
the performance of the DACNN on classification of crack, crack seal, patch, pothole, and manhole by 2.4%, 7.8%, 1.2%, 2.6%, and 2.3% in terms of F-score, respectively. The improvement
of DACNN performance by adding depth information is less than such improvement in baseline
models. This is because of the high performance of the trained DACNN with intensity-only images which creates less capacity for improvements. As shown in Table 4.1, the average F-score for
DACNN with intensity-only images is 92.9% while this number for VGG16, VGG19, ResNet50,
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and DenseNet121 is 59.9%, 59.9%, 62%, and 63.4%, respectively. The DACNN also outperforms
VGG16, VGG19, ResNet50, and DenseNet121 on average by 23.3%, 22%, 25.4%, and 22.4%,
respectively in terms of F-score when the networks are trained with range-intensity input data. The
significant improvement of DACNN classification performance over the baseline models comes
from encoding contextual information to the network and adaptively fuse the features through the
attention modules. In Section 4.5.2, we show that the performance of baseline models improves
by providing multi-scale input tiles to the networks. However, DACNN still outperforms those
models by having an effective fusion strategy for combining multi-scale multi-modal features.
Figure 4.10 demonstrates sample segmentation at spatial resolution of 50×50 mm2 for different
algorithms when trained with intensity-only and intensity-range pavement tiles. It can be seen
DACNN achieves the best results by extracting a robust representation of range and intensity images. In more details, we can see that cracks at the top left corner of the image are identified better
when the depth information is encoded into all the networks. Range data provides more distinctive
features helping the networks to distinguish between foreground and background when intensity
values are not distinctive.

4.5.2

Baseline Models with Multi-Scale Input Images and Results

Figure 4.11 shows an overview of the deep networks trained with multi-scale input tiles to classify
pavement objects. The multi-scale image tiles are generated at three scales, 50×50, 250×250,
and 500×500, for each mode of intensity and depth. As shown in 4.11a, multi-scale tiles are
concatenated as a 3-channel image to train the deep networks with only intensity images. When
training the networks with both intensity and range images, as shown in 4.11b, the 3-channel
image of each mode are merged at the input level (early fusion) and fed to the network.
Table 4.2 summarizes the performance of baseline models on classification of 8 pavement classes
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Figure 4.11: An overview of baseline classifiers trained with (a) multi-scale intensity images, and
(b) multi-scale intensity and range images.

in terms of precision, recall, and F-score. Comparing the results with the single-scale version
of the networks, incorporating the contextual information into the networks improves the average F-score of VGG16, VGG19, ResNet50, and DenseNet121 by 28.3%, 29.3%, 24.3%, and
24.4%, respectively when trained with intensity-only images. Furthermore, extracting depth features along with intensity features increases the average F-score of the VGG16, VGG19, ResNet50,
and DenseNet121 by 4.1%, 3.4%, 4%, and 5.1%, respectively.
Although encoding the contextual information and incorporating the depth data to the network significantly enhances the performance of the baseline models, the DACNN classifies the objects more
robustly by having an effective mid-fusion strategy. The DACNN outperforms VGG16, VGG19,
ResNet50, and DenseNet121 trained with multi-scale multi-modal features by 2.8%, 2.5%, 4.8%,
and 2.2%, respectively on average in terms of F-score. More specifically, the DACNN improves
the crack classification (as one of the most important distress types in pavement condition assessment) by 8.8%, 7.2%, 8.7%, and 7% in terms of F-score compared to VGG16, VGG19, ResNet50,
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Table 4.2: Comparison of deep CNNs for classification of pavement objects using multi-scale
intensity and range input tiles.
Metric

Method

Input Image
Crack Crack seal
Intensity
0.755
0.850
Intensity+Range 0.824
0.966
Intensity
0.775
0.883
M-VGG19
Intensity+Range 0.786
0.904
Intensity
0.772
0.894
M-ResNet50
Intensity+Range 0.781
0.940
Precision
Intensity
0.756
0.839
M-DenseNet121
Intensity+Range 0.811
0.889
Intensity
0.864
0.897
DACNN (Ours)
Intensity+Range 0.887
0.942
Intensity
0.640
0.771
M-VGG16
Intensity+Range 0.699
0.831
Intensity
0.632
0.773
M-VGG19
Intensity+Range 0.758
0.920
Intensity
0.606
0.617
M-ResNet50
Intensity+Range 0.735
0.693
Recall
Intensity
0.636
0.766
M-DenseNet121
Intensity+Range 0.741
0.929
Intensity
0.780
0.837
DACNN (Ours)
Intensity+Range 0.805
0.947
Intensity
0.693
0.808
M-VGG16
Intensity+Range 0.756
0.893
Intensity
0.696
0.824
M-VGG19
Intensity+Range 0.772
0.912
Intensity
0.679
0.730
M-ResNet50
Intensity+Range 0.757
0.797
F-Score
Intensity
0.691
0.801
M-DenseNet121
Intensity+Range 0.774
0.908
Intensity
0.820
0.866
DACNN (Ours)
Intensity+Range 0.844
0.944
M-VGG16

Patch Pothole Marker Manhole Curbing Asphalt
0.874 0.865
0.949
0.930
0.982
0.977
0.929 0.920
0.958
0.933
0.990
0.982
0.859 0.902
0.959
0.959
0.984
0.977
0.92
0.914
0.959
0.910
0.986
0.985
0.798 0.885
0.952
0.952
0.976
0.975
0.932 0.898
0.949
0.917
0.980
0.984
0.869 0.883
0.960
0.934
0.981
0.975
0.972 0.920
0.961
0.933
0.983
0.984
0.965 0.947
0.966
0.919
0.983
0.986
0.972 0.953
0.971
0.965
0.993
0.987
0.838 0.854
0.965
0.910
0.985
0.984
0.954 0.919
0.967
0.946
0.988
0.989
0.883 0.873
0.959
0.906
0.985
0.986
0.952 0.920
0.961
0.966
0.989
0.985
0.853 0.775
0.961
0.897
0.985
0.984
0.918 0.891
0.970
0.927
0.989
0.985
0.824 0.810
0.952
0.906
0.984
0.985
0.917 0.943
0.962
0.946
0.990
0.988
0.942 0.909
0.957
0.937
0.990
0.991
0.958 0.956
0.966
0.937
0.990
0.993
0.856 0.859
0.958
0.920
0.984
0.981
0.941 0.920
0.961
0.940
0.989
0.985
0.871 0.887
0.959
0.931
0.985
0.982
0.936 0.917
0.960
0.937
0.988
0.985
0.825 0.827
0.956
0.924
0.980
0.980
0.925 0.895
0.960
0.922
0.984
0.985
0.846 0.845
0.956
0.919
0.982
0.980
0.944 0.932
0.962
0.940
0.986
0.986
0.953 0.928
0.961
0.928
0.986
0.988
0.965 0.954
0.969
0.951
0.992
0.990

Avg
0.898
0.938
0.912
0.921
0.901
0.923
0.900
0.932
0.941
0.959
0.868
0.912
0.875
0.931
0.835
0.889
0.858
0.927
0.918
0.944
0.882
0.923
0.892
0.926
0.863
0.903
0.878
0.929
0.929
0.951

and DenseNet121, respectively. This demonstrates the effectiveness of attention modules for the
pavement object classification.

4.6

4.6.1

Discussion

Qualitative and Quantitative Analysis of DACNN

One of the most important comparison metrics to evaluate the performance of multi-class classification models is their capability to distinguish between classes. AUC (Area Under the Curve) of
96

Figure 4.12: Receiver Operating Characteristic (ROC) curves. The presented DACNN achieves
the highest area under the curve (AUC).

ROC (Receiver Operating Characteristics) is a measure of how strongly the classifier separate the
classes. Higher the AUC, the better the model is capable of prediction true classes. To evaluate the
DACNN performance, ROC curves for all investigated methods are plotted in Figure 4.12. Comparing the AUC values, DACNN demonstrates stronger ability to separate classes while predicting
the pavement objects.
Figure 4.13 shows segmentation samples of DACNN generated by integrating classified pavement
tiles. The corresponding heatmaps for the pavement classes are also demonstrated for qualitative
comparisons. A hotter color means a greater probability that the pixels belong to the corresponding
class. The heatmaps reveal that the DACNN predicts the pavement object robustly with a strong
separation from the rest of objects.
Figure 4.14 visualizes the performance of the classifiers in terms of TP, TN, FP, and FN. Having
the networks’ predictions, we are able to analyze their performance in more details. Especially in
pavement applications, we care about not only increasing TPs, but also decreasing FNs and FPs
simultaneously. The reason is coming from: (i) having a high FN means that positive distresses
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Figure 4.13: Classification results of the DACNN. Hotter colors mean a greater probability that the
pixels belong to the specified class.

are missed leading to an underestimation for road condition assessment which is dangerous for
safety considerations; (ii) having a high FP means that pavement tiles are misclassified as distresses leading to an overestimation which is not cost-efficient for road assessment. As we can see
in Figure 4.14, DACNN not only increases TPs, but it also significantly reduces FPs and FNs compared to all other methods. Other than DACNN which presents the best results, encoding depth
information into all other networks also increases TPs and reduces FPs and FNs. For the pavement
objects with more distinctive representation in range images, including crack, crack seal, patch,
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(a) True positives (TPs)

(b) False positives (FPs)

(c) False negatives (FNs)

Figure 4.14: Normalized (a) TP, (b) FP, and (c) FN of each class using different algorithms.

pothole, and manhole, the improvements are more significant after combining the range data with
intensity images.

4.6.2

Contrast Enhancement

As described in Section 4.3.2, a histogram equalization technique, CLAHE, is employed to adjust
the intensity values and improve the contrast in range images. CLAHE is a modified version of
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adaptive histogram equalization which limits the contrast to avoid overamplification and noises
in the images. Cliplimit value is the threshold defined to apply limit over the image contrast.
In this study, we conducted a grid search to optimize this hyperparameter for DACNN algorithm.
Table 4.3 summarizes the DACNN performance while using different cliplimit values. Considering
the F-score values, cliplimit = 4 is used as the threshold value for CLAHE.
Table 4.3: Effect of different threshold values for histogram equalization on DACNN results.

Metric
Cliplimit = 2 Cliplimit = 3 Cliplimit = 4 Cliplimit = 5
Precision
0.924
0.973
0.959
0.967
Recall
0.913
0.878
0.944
0.906
F-Score
0.918
0.923
0.951
0.936

4.6.3

Computational Cost

We compare the computational cost of investigated algorithms in this study in two cases: (i) The
networks are trained with only intensity input tiles; (ii) The networks are trained with both intensity and range input images. This way, we can examine how encoding depth information to
the networks affects the computational costs. To highlight the trade-off between performance and
speed, our proposed method, DACNN, is also compared to the baseline approaches. Table 4.4
summarizes the computational costs for different classification approaches used in this study, in
terms of the number of trainable variables, training time per epoch, and inference time for 100
batches. While the first column presents the costs for intensity-only trained networks, including
VGG16, VGG19, ResNet50, and DenseNet121, the second column presents the costs for the same
networks trained with both intensity and range images. Comparing the first two columns reveals
that the extra computational costs brought by encoding depth information to the baseline models
were almost negligible. However, the average F-score increased by 16.5% for objects with dis100

criminative features in range images (crack, crack seal, pothole, manhole,and patch). The third
column shows the computational costs for DACNN when the depth branch is removed, and the last
column shows the cost for DACNN trained with both intensity and range images. It can be concluded that by providing a limited extra source of computations, we can improve the classification
results. Training with intensity-only, DACNN enhances the classification results by capturing contextual information by 31.6% in F-score compared to the baseline methods (first vs. third column).
Training with both intensity and range, DACNN improves the classification results by an adaptive
fusion strategy by 23.3% in F-score compared to the baseline methods (second vs. fourth column).
It should be noted that DACNN is not developed with the goal of having a real-time classification.
In most practices, automated assessment of road conditions are performed offline where accuracy
and robustness are the most important factors.
Table 4.4: Comparison of computational costs for different classification approaches.
Computational costs
Baselines (intensity-only) Baselines (intensity-range) DACNN (intensity-only) DACNN (intensity-range)
Number of parameters
51 M
51 M
61 M
63 M
Training time/epoch
67.1 s
82.6 s
175.6 s
247.5 s
Inference time/100 batches
4.2 s
4.3 s
8.7 s
10.2 s

4.7

Conclusions

A deep learning based model termed DACNN is presented to improve the performance of multiclass classification for road objects. Both intensity and range images are fed to the DACNN to
enrich the image representation learned by the network. Discriminant feature representations obtained by encoding range images helps the network to capture complex topology and to handle
noises and illumination variances. Furthermore, feeding multi-scale input images into the DACNN
enables the network to catch both local and global fields of view, which is beneficial for classifying
pavement objects with various sizes and shapes. We designed dual attention modules as an effec101

tive way to fuse scale-specific and mode-specific features to model the semantic interdependencies
in spatial and channel dimensions. The position attention selectively aggregates the feature at each
position by a weighted sum of the features at all positions, and channel attention selectively emphasizes interdependent channel maps by integrating associated features among all channel maps.
This way, the network learns better the relevant content for each specific object at each scale and
mode contributing to more precise classification results.
The effectiveness and feasibility of the DACNN was compared with four baseline CNN models.
The comparison results showed that the DACNN outperforms all compared CNNs. The results
also showed that encoding depth information into the networks improves the classification results of VGG16, VGG19, ResNet50, DenseNet121, and the DACNN by 11.9%, 13.2%, 7.7%,
9.3%, and 2.2% in terms of averaged F-score, respectively, compared to when these models are
trained with intensity-only images. The classification improvements are even more significant for
pavement objects which are distinctive in range images by having height differences with neighboring pixels. For example, incorporating depth data with intensity information improves the
crack classification by 17.9%, 10.2%, 10.9%, 11.2%, and 2.4% in terms of averaged F-score in
VGG16, VGG19, ResNet50, DenseNet121, and the DACNN, respectively. In addition to encoding
depth data, DACNN yields more improvements by capturing global context through multi-scale
input tiles, as well as focusing on most important feature representations through attention modules. The DACNN outperforms VGG16, VGG19, ResNet50, and DenseNet121 by 23.3%, 22%,
25.4%, and 22.4%, respectively in terms of averaged F-score while they are all trained with rangeintensity tiles.
Although the developed DACNN achieves great performance in pavement objects classification,
some limitations still exist in our model. Therefore, an extra efforts is required to make our model
more practical and effective. Firstly, our model classifies 50×50 pavement tiles into different categories. Although 50×50 mm2 spatial resolution is acceptable in most road surveys, a pixel-level
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segmentation is required for some pavement applications, such as crack width measurements. Secondly, quantifying the severity of pavement distresses is of necessity for road condition assessment,
but it cannot be obtained directly from our model. Lastly, self-attention mechanisms capturing
long-range dependencies in the network can be explored for further improvements.
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CHAPTER 5: CRACKSEGMENTER: AN ADVANCED U-Net-BASED
ARCHITECTURE FOR ROBUST PAVEMENT CRACK
SEGMENTATION

The results of this chapter have been partially published in the following paper:

• Eslami, E., Yun, H.B.: CrackSegmenter: An Advanced U-Net-Based Architecture for Robust Pavement Crack Segmentation. 8th World Conference on Structural Control and Monitoring (2022) [151].

5.1

Introduction

Cracks are one of the most common defects in infrastructure. These defects cause damages in
various types of structures as well as road infrastructure so that the structural integrity, reliability,
and durability are negatively impacted. Based on ASCE’s 2021 report card [2], aging roads enforces million dollars of extra cost to the U.S. motorists and increases traffic injuries and fatality
rate. Therefore, it is essential to monitor, measure, and evaluate the road conditions regularly in
an accurate and efficient way [152, 153, 154, 155]. The traditional approach for road crack detection is human visual inspection, offering serious limitations. This manual road inspection is
subjective, labor-intensive, and time-consuming leading to inconsistent results with low accuracy.
For instance, it is challenging to detect superficial cracks visually, especially in a network-level
road condition assessment. To overcome these limitations, automated image-based road data collection is employed at transportation agencies that has made it possible to collect road surface
data more quickly, accurately, and with less impact on roadway users. Collecting the image-based
road surface data allows for automated detection of pavement cracks which is an important task
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in intelligent transportation systems. Based on the detected pavement cracks DoTs can plan for
establishing the most efficient preventive maintenance or repair treatments to ensure the safety and
serviceability of road networks at all times.
Computer vision methods introduce an automated yet accurate and consistent approach for identification of road cracks in pavement images [19, 22, 23, 7]. Classical computer vision techniques
applied for road crack detection mostly need feature engineering, pre- and post-processing [156,
157, 158, 159, 156]. Also, the results degrade significantly when the conditions under which
pavement images are collected change. On the other hand, deep learning methods, especially convolutional neural networks (CNNs), have demonstrated outstanding performance on image-based
road crack detection. Many studies have been conducted to developer deep learning-based frameworks for crack identification which are reviewed in [160, 106, 15]. The developed CNNs perform
one of the three main computer vision tasks including classification, detection, or segmentation on
road crack images. Some studies designed deep CNNs to classify pavement images to crack and
non-crack categories (binary classification) or classify each pavement image as a certain type of
cracks (multi-class classification). Although performing crack classification on pavement images
provides a general understanding of existing cracks but it cannot offer more detailed information about the severity or location of the cracks. Another cluster of studies proposed CNN-based
frameworks to locate pavement cracks using rectangular bounding boxes (detection). Detection
methods enables localizing the pavement cracks, however, it lacks information on shape, severity,
and extent of the cracks. The last group of studies are dedicated to the pavement crack segmentation in which cracks are classified at the pixel-level. Therefore, segmented images offers the
most detailed information on the shape, extent, shape, and region of cracks. Road condition evaluation requires not only localizing and classifying the cracks but also quantifying the extent and
severity of cracks. Therefore, crack segmentation is the most desirable results to be generated by
deep CNN frameworks using pavement images. Although many studies have been conducted on
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road crack segmentation, this is still and on-going research due to the complex topology of cracks,
background noises, intensity in-homogeneity, and varying lighting conditions.
Given the importance of crack segmentation for road condition assessments, the ideal case scenario
would be the highest accuracy on distinguishing between background (asphalt) and foreground
(cracks) at the pixel-level to avoid overestimation or underestimation of existing defects used for
repair and rehabilitation plannings. To this end, we investigate how to further improve the performance of pavement crack segmentation in this study. The state-of-the-art methods for crack
segmentation heavily rely on Fully Convolutional Networks (FCNs) [161], such as U-Net and its
variants. Therefore, we adopt U-Net architecture as the backbone for our network. Considering
the challenges in pavement crack segmentation, we propose CrackSegmenter with an advanced
architecture to enhance the feature representation for the defined task. CrackSegmenter leverages residual blocks, attention blocks, Atrous Spatial Pyramid Pooling (ASSP), and squeeze and
excitation (SE) blocks to improve the segmentation results compared to a regular U-Net-based architecture. Residual blocks help the network training with preventing degradation issues. Atrous
convolutions, integrated in the deepest part of the network, increase the receptive field and provide
contextual information to the network. SE blocks as well as attention modules enables the network to capture most relevant and informative features and remove the irrelevant ones to the task.
Finally, to validate the CrackSegmenter performance, we use a publicly available crack dataset,
called CRACK500. Comparing the CrackSegmenter performance with baseline methods, including U-Net and ResUNet, in terms of precision, recall, F-score, IoU, and AUC, the CrackSegmenter
outperforms the rest of the methods investigated in this study.
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5.2

Related Works

Deep learning methods, more specifically convolutional neural networks (CNNs), have been extensively applied for various computer vision tasks including image classification [162], object
detection [163], and semantic segmentation [164]. CNNs have achieved the state-of-the-art results in different domains such as health care [165], transportation [166], construction [167], and
manufacturing [168]. Image-based road condition assessment is one of the vital computer vision
research areas in the transportation domain that provides important insights on road defects, safety
and serviceability of roads. Crack as one of the major defects on road surfaces dedicates a distinct
sub-group of deep learning-based studies in pavement management to itself. Deep learning-based
pavement crack studies can be categorized into three groups: (i) pavement images are classified to
crack and non-crack classes (binary classification) or to different types of crack (multi-class classification), (ii) Cracks are localized with bounding boxes in pavement images (detection), and (iii)
Cracks are detected at pixel level in pavement images (segmentation).
Pavement Crack Classification: Various convolutional neural networks are proposed to classify
pavement crack images. Zhang et al. [39] proposed a CNN framework to classify 99×99 image
patches into crack and non-crack classes. Gopalakrishnan et al. [40] applied a pre-trained VGG16 [16] on the ImageNet dataset for binary classification of pavement images. Yang et al. [169]
also showed that the transfer learning improves classification of crack images. Inspired by AlexNet
framework [32], Li et al. [1] proposed a deep CNN to classify 256×256 pavement patches into longitudinal crack, transverse crack, block crack, alligator crack, and non-crack categories. Although
pavement image classification provides insight on the existence of cracks, it lacks information
about extent, severity, and localization of cracks.
Pavement Crack Detection: The detection pipeline is designed with the goal of localizing and classifying all crack instances in the pavement image with rectangular bounding boxes and confidence
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scores of existence. Deep learning-based crack detection methods can be divided into (i) two-stage
object detection algorithms [111], and (ii) one-stage object detection algorithms [110, 109]. The
former generates region proposals at first and then classifies each proposal into crack or background, while the latter provides a unified network to produce the final results (localization and
classification) directly. R-CNN [170], Spatial Pyramid Pooling Network (SPPNet) [171], Fast RCNN [172], Faster R-CNN [45], Mask R-CNN [173], and Feature Pyramid Network (FPN) [174]
are among the most important two-stage object detection methods. Although two-stage methods
achieve the highest accuracy in detection tasks, they are typically slower, especially for real-time
applications. On the other hand, one-stage detectors, including YOLO [67], SSD [66], and RetinaNet [175], performs faster with the expense of missing accurate detection of irregular-shaped
or a group of small objects. Although generating bounding boxes determines the crack regions
reasonably well, it does not provide information on crack’s width or shape.
Pavement Crack Segmentation: Pixel-level detection of cracks, provided by semantic segmentation
of pavement images, offers the most detailed information on crack’s shape, extent, and severity.
The state-of-the-art methods for crack segmentation heavily rely on Fully Convolutional Networks
(FCNs) [161], such as SegNet [112], U-Net [72], and their variants. FCNs do not contain any fully
connected layers and enable the networks to handle variable input image sizes. Zou et al. [41]
proposed DeepCrack, built on the encoder–decoder architecture of SegNet, to segment pavement
image pixels into crack or non-crack. Bang et al. [52] similarly employed an encoder–decoder
network via transfer learning to segment road cracks in black-box images. Lau et al. [71] proposed
a U-Net-based framework in which the encoder is a pretrained ResNet-34 [17] to segment pavement cracks. To further improve the crack segmentation performance, Pan et al. [132] introduced
attention modules to a deep FCN that enhance the feature representations. Liu et. [133] proposed
CrackFormer with a novel self-attention module to better capture the contextual information.
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Figure 5.1: An overview of the CrackSegmenter architecture.

5.3

Method

Aiming to improve the segmentation performance on pavement crack images, this study proposes
a new architectural design, named CrackSegmenter, based on U-Net and deep residual learning as
shown in Figure 5.1. To be more specific, U-Net is a fully convolutional network (FCN) that was
developed for biomedical image segmentation. U-Net consists of an encoder (downsampling path)
and a decoder (upsampling path), and it is designed to learn from fewer training samples. Today, U-
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Figure 5.2: Residual block in the CrackSegmenter model.

Net is the most popularly used FCNN in any semantic segmentation task. Having the U-Net as the
backbone architecture, the CrackSegmenter takes advantage of residual blocks, attention blocks,
Atrous Spatial Pyramid Pooling (ASSP), and squeeze and excitation blocks to further improve
crack detection at the pixel level in pavement images. Details of these blocks along with their
impact on the network’s performance are introduced as follows.

5.3.1

Residual Blocks

Deeper convolutional neural networks are proven beneficial for various computer vision tasks.
However, training deep networks is more difficult because an increasing depth can cause degradation issue. Degradation is referred to the issue when the accuracy gets saturated and degrades
rapidly with network depth increasing. To address this issue, He et al. [17] introduced a deep
residual learning framework. Residual blocks create identity mappings that propagate the information from the initial to the last layer of the block. These skip connections help with the training
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process, prevent the degradation issue, and address the problem of vanishing and exploding gradients. Residual blocks are proven to enhance the performance of semantic segmentation task
at no computation cost [176, 17]. Therefore, we exploit the residual learning as the CrackSegmenter framework.

5.3.2

Squeeze and Excitation Blocks

The convolutional filters generates the feature maps based on the learned weights within those filters. Feature maps channels capture different patterns, such as edges, corners, textures, etc., and
collectively they represent the class information within the image. Based on the features learned
in each channel, different feature maps have a different magnitude of importance. The CrackSegmenter employs squeeze and excitation (SE) block [58] to weight each feature map adaptively
based on how relevant and informative the channel is rather than treating all the feature maps
equally. SE block focuses on relevant features by scaling the more important channels by a higher
value and suppress the unnecessary features. This goal is achieved in three steps: (i) each channel
is squeezed to a single value by using a global average pooling layer (squeeze module). The dimension of input tensor with the size of C×W×H is reduced to C×1×1 after passing it through
the global average pooling layer. C, H, and W are the number of channels, height, and width of the
input feature maps, respectively. (ii) Adaptive scaling weights are learned by applying two fully
connected layers (excitation module). The first fully connected layer, followed by a ReLU, reduces
the input shape by a reduction factor r to C/r. Then, the second fully connected layer projects back
the output dimension to the initial input shape of C. (iii) A sigmoid layer is applied to normalize
the scaling weights between 0 and 1. Subsequently, each feature map in the input tensor is scaled
with with it’s corresponding learned weight by an element-wise multiplication. Squeeze and excitation block enhances the feature representations and improves the performance and generalization
capability of the network at a slight additional computation cost. Figure 5.2 shows the structure of
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Figure 5.3: Atrous convolutions applied on the feature maps at the bottom of the CrackSegmenter
model.

SE block. The reduction factor r is set to 8 in this study.

5.3.3

Atrous Spatial Pyramid Pooling Block

The Atrous Spatial Pyramid Pooling (ASPP) Block allows for processing the input features at
multiple scales along several parallel pathways. The ASPP block enlarges the field of view of
filters to incorporate larger context. This way, an efficient mechanism is provided to control the
field of view and finds the best trade-off between accurate localization (small field of view) and
contextual encoding (large field of view). The ASPP block and multi-scale information are proven
beneficial for various semantic segmentation tasks. Therefore, the CrackSegmentor uses ASPP as
a bridge between encoder and decoder to resample features at multiple scales and provide a broader
context. As shown in Figure 5.3, 1, 6, 12, and 18 are the sampling rates considered in this study.

5.3.4

Attention Blocks

Applications of attention module are extensively explored in the filed of natural language processing and computer vision. The attention mechanism in deep learning works similarly as the
selective visual attention mechanism of humans. The attention mechanism focuses on certain regions of feature maps which are more relevant and informative for the prediction task while paying
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less attention to irrelevant regions. Therefore, the CrackSegmenter utilizes attention blocks to enhance the learning of the target regions related to the crack segmentation task while suppressing
the regions irrelevant to the task. The attention block takes in two inputs, the parallel encoder
block (x) and the previous decoder block (g), where a single scalar attention value α is computed
for each pixel vector x. The input g is considered as a gating signal to enhance the feature learning
of the input x and determine the focus regions.The gating signal g attends more relevant encoded
features in x and send the output to the next decoder layer. The attention block can be formulated
in details as follows:

F = BN(σ [(WxT × x + bx ) + (WgT × g + bg )]),

(5.1)

α = BN(σ [WFT × F + bF ]),

(5.2)

out put = x × α,

(5.3)

where BN is the batch normalizing transform, σ is the ReLU activation function, WxT and WgT
are the convolutional channels, and bx and bg are the biases for inputs x and g, respectively. The
attention block enables the network to focus on the distinctive parts of feature maps extracted from
crack images. The attention block proposed in the CrackSegmenter improves the efficiency of
propagating semantic information through the skip connections, enhances the quality of features,
and boosts the results.

5.4

Experiments

To evaluate the CrackSegmenter performance, we train, validate, and test the model using a publicly available crack dataset, called CRACK500. We compare the performance of our CrackSegmenter model with U-Net and ResUNet, the state-of-the-art algorithms for image segmentation.
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5.4.1

Dataset

The public crack benchmark, CRACK500 dataset, contains 500 full images of size 2000×1500
pixels which are divided into 250 training images, 50 validation images, and 200 testing images.
The images are pixel-level annotated, and each crack image has a binary mask as the groundtruth.
Each crack image is cropped to smaller non-overlapping regions. Therefore, the final dataset
contains 1896 image crops of training, 348 image crops of validation, and 1124 image crops of
testing. In our experiments the input images are all resized to 256×250 pixel.

5.4.2

Implementation Details

All architectures are implemented using the Keras framework [177] with TensorFlow [178] as
backend. We performed our experiments on a single NVIDIA TitanX GPU with a memory configuration of 12 GB. The Adam optimizer with a learning rate of α = 0.0001, β1 = 0.9, β2 = 0.999, and
ε = 10−7 is used, where β1 and β2 are exponential decay rates, and is a constant for numerical stability. The Adam optimizer inherits the advantages of other optimization algorithms, including the
momentum feature of SGD and the adaptive learning feature of AdaDelta. The Adam optimizer
also provides faster computation time and requires fewer parameters for tuning. original implementation of ResUNet, which uses Mean Square Error (MSE) as the loss function, did not produce
satisfactory results with Kvasir-SEG and CVC-612 datasets. We replaced the Mean Square Error (MSE) as the loss function in the original implementation of networks with dice coefficient
loss. This modification improved the performance of the networks on CRACK500 dataset. Data
augmentation techniques including random flip, rotation, brightness, etc., are employed to prevent
overfitting during the training mode due to the limited number of training images. The networks
are trained for 500 epochs with a mini batch size of 5. The model with the best performance on
loss for the validation dataset is selected as the model used in the testing mode.
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5.4.3

Results

Table 5.1 shows the segmentation results of U-Net, ResUNet, and the CrackSegmenter on CRACK500
dataset. The networks’ performance are reported in terms of:

Precision =
Recall =
F − score =
IoU =

TP
,
T P + FP

TP
,
T P + FN

2T P
,
2T P + FP + FN

Area o f overlap
,
Area o f union

AUC = Area under the ROC Curve,

(5.4)
(5.5)
(5.6)
(5.7)
(5.8)

where TP, FP, and FN are true positives, false positives, and false negatives, respectively. The
recall determines the ability of networks in predicting all the relevant instances, while the precision
shows how many of positive predictions are really positive. The F-score is a harmonic mean of
precision and recall which is a useful measure to find the balance between these two metrics.
The IoU quantifies the overlap between the ground truth and the prediction mask generated by
the networks. AUC measure the area under ROC (Receiver Operator Characteristic) Curve that
represents how strongly the networks are capable of distinguishing between crack and non-crack
classes (separability ability).
As shown in Table 5.1, the proposed CrackSegmenter achieved the best performance in terms of
reported metrics. The CrackSegmenter outperforms U-Net and ResUNet by 5% and 12% in terms
of F-score, 6% and 5% in terms of AUC, and 2% and 13% in terms of IoU, respectively. Figure 5.4
shows the segmentation results of crack images predicted by U-Net, ResUNet, and CrackSeg-
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Figure 5.4: Crack segmentation results on CRACK500 dataset.

Table 5.1: Crack segmentation results of all models on CRACK500 dataset.
Method
Precision Recall F-Score AUC
U-Net
0.729
0.659
0.692 0.883
ResUNet
0.54
0.716
0.616 0.894
CrackSegmenter
0.758
0.72
0.739 0.943

IoU
0.558
0.446
0.574

menter. The qualitative results also demonstrate the superiority of the CrackSegmenter over the
baseline models. The generated mask by U-Net model contains FN predictions leading to a lower
recall while the generated mask by ResUNet contains FP predictions leading to a lower precision. On the other hand, the CrackSegmenter generates the segmentation mask with the highest
accuracy.

5.5

Conclusions

A novel deep convolutional neural network named CrackSegmenter is proposed for road pavement
crack image segmentation at the pixel level. It leveraged residual learning to propagates information over layers, allowing to build a deeper network with no degradation problem. It adopted
squeeze and excitation blocks to enhance the feature representations by highlighting feature channels more relevant to the crack segmentation task. The CrackSegmenter utilized atrous convo116

lutions as a bridge between encoder and decoder parts of the framework capturing multi-scale
information at different rates. Finally, the CrackSegmenter utilized attention blocks to adaptively
fuse features extracted in the encoder with the features in the decoder to improve semantic information propagation and enhance the quality of features. To evaluate the effectiveness and feasibility
of our proposed model, we used a public dataset of pavement cracks (CRACK500). Based on the
experimental results, the CrackSegmenter outperformed the baseline methods including U-Net and
ResUNet by 5% and 12% in terms of F-score, respectively. The results revealed the robustness of
the proposed CrackSegmenter in distinguishing between background and cracks in pavement images.
As a future study direction, we suggest to further improve the performance of the CrackSegmenter
by increasing the dataset size, applying more augmentation techniques, and by applying some
post-processing steps. Although we optimized the codes the designed experiments, conducting
hyperparameter studies is another direction for having a further improvement in the future studies. We believe that the CrackSegmenter model should not be only limited to the pavement image
application but it could also be expanded to other applications including autonomous driving, construction, and medical applications.
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CHAPTER 6: CONCLUSION

This dissertation proposed deep learning-based methodologies for image-based classification and
segmentation of road pavement distresses. Detected pavement distresses reveal essential information about road conditions. Despite manual road surveying, an automated computer vision-based
system for road condition assessment allows for a reliable, accurate, and fast evaluation of road
segments. Therefore, efficient repair and rehabilitation plannings can be developed to enhance
safety and serviceability of roads in a timely manner.
A Multi-Scale Convolutional Neural Network (MCNN) was proposed to perform multi-class classification of a wide range of pavement objects in road images which is necessary for an accurate
road condition assessment. Pavement objects existing on road surfaces present a high variety in
terms of sizes, shapes, texture, directions, etc. Due to the challenges that such high variety provides, we proposed a multi-scale paradigm to encode contextual information when training the
deep CNNs. Capturing both local and global fields of view through multi-scale input image tiles
enabled the deep CNNs to perform more robustly when classifying pavement images into 11 different distress and non-distress classes. The high-fidelity pixel-level annotated dataset, UCF-PAVE
2017, was newly developed to evaluate the performance of the algorithms for multi-class classification of pavement images. The road surface images in this dataset were collected by high-speed
line-scanning cameras, with 719 asphalt and 496 concrete images with the spatial resolution of 1
mm/pixel. A pixel-level annotation was prepared for all 1215 pavement surface images. A semiautomated image annotation software was developed to annotate areal and linear objects in pixel
level, and the annotated images were used as the ground truth data to evaluate the MCNN performance. The extensive experiments showed the superiority of multi-scale approach for multi-class
classification of pavement images over using single-scale features when there is a wide range of
objects with different sizes, shapes, textures, and directions.
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To further improve the performance on multi-class classification of pavement images, the novel
attention-based multi-scale convolutional neural network (A+MCNN) was introduced. A+MCNN
not only utilized multi-scale features, but it also employed a smart way to fuse extracted multi-scale
features from pavement image tiles. The A+MCNN presented a mid-fusion strategy combined
with an attention module to combine multi-scale features adaptively based on their contribution to
classifying a specific pavement object. The attention module helped the network to focus on more
relevant and informative features for the task at hand and removed redundant features. Conducting
comprehensive experiments, using UCF-PAVE 2017, showed that robustness of A+MCNN on
multi-class classification task is improved by weighting multi-scale features with their importance
factors and combining them in a mid-fusion manner.
To enrich the image representation learned by the deep CNNs, the novel Dual Attention Convolutional Neural Network (DACNN) was proposed. DANN integrated both intensity and range (depth)
images to perform multi-class classification on pavement images. Integrating depth information
along with the intensity data, helped the network to obtain discriminant feature representations,
especially for the objects having height differences with the surrounding image pixels.
Further, we proposed a novel architectural design for pavement crack segmentation. Our encodedecoder network, CrackSegmenter, leveraged residual blocks, attention blocks, Atrous Spatial
Pyramid Pooling (ASSP), and squeeze and excitation blocks to improve crack segmentation performance in pavement images. We experimentally validated the proposed network’s performance
both in terms of accuracy on publicly available CRACK500 data set, with extensive comparison
with the state of the art image segmentation methods.
In this dissertation, we propose deep learning-based frameworks for multi-class classification and
segmentation of pavement images. Other than road pavement application, Our designed frameworks can be used for AI related application including but not limited to autonomous driving,
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construction, manufacturing, and medical applications.
Our work has some limitations that should be noted. These limitations can be a good future direction for the research community. Quantifying pavement distresses in terms of type, extent, and
severity is an important step in road condition assessment. Our study can be extended to not only
detect the pavement distress types (as addressed in this dissertation), but also to measure their
extent and severity. Quantified pavement distresses allows for calculating road condition indices
designed by road standards. Furthermore, a network-level analysis can be performed to evaluate
the overall road condition in a county, city, or even state.
Another promising direction for road monitoring applications is to develop semi-supervised or unsupervised techniques to detect pavement objects. One can imagine how difficult it is to annotate all
the pavement images for a network-level analysis. Transfer learning techniques and domain adaptation algorithms can be also beneficial for road networks evaluations. Transfer learning improves
the learning task on a new road segment by the transferring the knowledge from a pre-trained
network. Domain adaptation algorithms aim to learn from a source data distribution and perform
on on a different (but related) target data distribution. This scenario matches with road monitoring applications because pavement images acquired from different road segments have different
distributions due to the various pavement types, lighting conditions, and environmental changes.
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