The characterization of pore structures is required for a broad range of applications, from 20 modelling flow dynamics to understanding petroleum reservoir performance. This research was based on 21 a theoretical framework proposed by Abou Najm and Atallah for improved characterization of pore 22 structures using Newtonian and non-Newtonian fluids. Here, we report the first experimental evidence of 23 the ability of non-Newtonian shear thinning fluids to predict the pore structure of three synthetic porous 24 media using only saturated infiltration experiments of water and guar gum solutions at different 25 concentrations. The method predicted multiple distinct representative pore sizes, depending on the 26 number of guar gum solutions used, optimized to mimic the functional behaviour of porous media in 27 terms of flow and porosity. Statistical analysis revealed satisfactory agreement between the predicted and 28 real pore structures in the three synthetic porous media. Hagen-Poiseuille), tortuosity, effective porosity, constriction and dead-end pores (Berg, 2014) .
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Introduction

40
Recent advances in imaging techniques have revealed the complexity of the pore 41 microstructure as reflected in its spatiotemporal heterogeneity, scale dependence and tortuous 42 interconnectivity (Bultreys et al., 2016) . Modelling flow at the pore scale can be achieved by 43 solving for the governing flow equations (such as Navier-Stokes, lattice Boltzmann, or smoothed 44 particle hydrodynamics) on the scanned complex geometry. However, as sample size increases, 45 technological limitations of imaging and heavy computational costs can deem these methods 46 inefficient. At such meso-scales, modellers can conceptualize complex pore structures into 47 simplified pore network models that maintain similarity in topological features with the modelled 48 porous media (Xiong et al., 2016; Yang et al. 2016) . Furthermore, as the scale of analysis 49 increases to core, plot, hillslope or beyond, macroscopic models dominate where slow viscous 50 flow is traditionally modelled by Darcy's law using effective material properties such as porosity 51 and permeability.
52
To cope with the complexity of the pore structure at the macroscopic scale, different 53 statistical or process-based concepts have developed mostly to account for pore-size distribution 54 (PSD) and connectivity of the pore structure. Those concepts included effective pore radius or 55 bundle of capillary tubes (used for the derivation of equations like the Kozeny-Carman or 56 Hagen-Poiseuille), tortuosity, effective porosity, constriction and dead-end pores (Berg, 2014) .
57
Those concepts developed further to account for pore-size variability through fractal models or 58 dual and multiple permeability models. They accounted for connectivity by models including 59 critical path analysis and percolation theory. However, and despite all those attempts, modelling 60 flow and transport processes continues to be a challenge, particularly for complex pore structures 61 or flows associated with non-uniform flow (Sederman et al., 1998; Šimůnek et al., 2003; 62 4 Sanders et al., 2012; Stewart et al., 2015) . 63 This means that improving the performance of flow and transport models requires the 64 theoretical and technological development of non-destructive and multiscale methods capable of 65 resolving pore structures. Current characterization methods include stereology, X-ray computer 66 tomography, mercury intrusion porosimetry and low-pressure gas adsorption methods. Each 67 method comes with its own limitations and challenges, leaving much to be desired in the field of 68 pore structure characterization. to Nfluids (note from this point on, N and Nfluids are used interchangeably). As long as the 76 complexity of the pore structure can be modelled by the bundle of capillary tubes model, the 77 structure obtained is optimized to mimic the functional behaviour of the real porous medium in 78 terms of flow and porosity. From that point, the PSD could be linked to capillary pressure and 79 hydraulic conductivity.
80
A similar study was done by Rodriguez de Castro et al. (2014, 2016) whereby the bundle 81 of straight parallel capillaries was also adopted to represent porous media. In their research, they 82 formulated a set of inequalities from which they were able to attain pore sizes and their Both methods adopted a simple pore structure model (bundle-of-tubes) for pore structure 96 characterization. We realize that there has been considerable criticism to the representation of In this paper, we present the first experimental evidence that validates the ability of a 104 non-Newtonian fluid at different concentrations to infer the pore structure of simple and 105 synthetic porous media using the ANA model. We apply infiltration tests using water and 
Materials and methods
117
The constant viscosity ( ) in Newtonian fluids makes flow (Q) proportional to the fourth 118 power of the tube radius (r 4 ) and hydraulic gradient (dP/dz) (the Hagen-Poiseuille law).
119
Therefore, testing with different Newtonian fluids on the same pore structure generates flows
120
proportional to the inverse of their corresponding viscosities (given same pressure gradient),
121
rendering no additional information regarding the pore structure. However, testing with non- lower bounds of the SPM (Figure 1a) . Capillary tubes were 100-mm long, and were carefully 136 placed into the disc perforations to create the pore structure of the three SPMs (Figure 1b) . A 137 combination of four, three and two radii (Table 1 ) were adopted to create SPM-1, SPM-2 and 138 SPM-3, respectively. This was followed by injection of liquid silicon around the insertion points Table 2 ). k is the time constant (s 1-n ) and n is the dimensionless exponent.
165
Theory and numerical modelling 166 The governing differential equation for modelling flow in round capillary tubes (neglecting 167 tortuosity) is: 
where Xi is the number of pores of radius Ri, j is the velocity for fluid Sj and Qj is the total flow 177 in the porous medium from fluid Sj, representing the output from infiltration experiments.
178
We note that it is sufficient for some liquid solutions to be tested at different concentrations equations (Equation (3), recall Nfluids = N) to form a system of N × N equations (Equation (6)).
185
They used Equation (3) for all fluids and Equation (5) for water flow after setting flow from 186 water as fluid 1 (Q1).
189
where AT is the total cross-sectional area of the porous medium sample, wi is the fraction of Note that this form of Equation (6) neglects tortuosity because all capillary tubes were straight (Table 3) .
222
Theoretical flows were obtained through numerical integration of Equations (1-3) using the 223 number of tubes and dimensions in Table 1 and the fluid characteristics in Table 2 . Experimental 224 flows were calculated from the N infiltration experiments for each SPM. Equation (7) was used 225 to calculate the relative error between the theoretical and experimental flows:
In general, the experimental and theoretical flows were in agreement as shown in Table 3 with 228 errors ranging between 2.17 and 2.44% for water and between 3.86 and 6.01% for the guar gum 
251
To quantify the performance of the predicted pores, various standard statistical tests were 252 adopted to compare the model's ability to mimic the functional behaviour of the SPMs tested.
253
Three standard statistical tests were used, namely: the absolute percent relative error (APRE), the 254 
Nash-Sutcliffe efficiency coefficient (NSE) and the percent bias (PBIAS).
255
The APRE measures the total relative error between the simulated (N=1 and proposed model) 256 and the real pores. The closer the APRE is to zero, the better the performance of the model. This 257 was calculated according to Equation (8): where K is the total number of subintervals over the entire domain, r k is the real quantity over 260 interval k, s k is the simulated quantity over interval k.
261
The Nash-Sutcliffe efficiency coefficient (NSE) is a standard statistic that assesses the model's 262 goodness-of-fit relative to the observed data by calculating the relative magnitude of the 263 residual variance (noise) compared to the observed data variance as expressed in Equation (9) 264 (Nash & Sutcliffe, 1970): The PBIAS is a measure of the tendency of the model to under-or over-predict the observed 269 data and is expressed as a percentage in Equation (10)
271
A positive PBIAS indicates a tendency for the model to overestimate the data whereas a negative 272 PBIAS is the exact opposite.
273
Results and discussion
274
The SPMs made with different sizes and numbers of capillary tubes were used to demonstrate 275 the ability of non-Newtonian fluids to characterize porous media. This is the first experimental 276 validation, which is necessary before extending the concept to more complex porous media such 277 as real soil or fractured rocks in order to make sure that the variation within common and (Table 4) .
305
The same conclusion can be inferred from Problem-Type 2, whereby the weights were fixed to 
317
Assessment of infiltration depth
318
The previous section validated the weights given the actual radii (Problem-Type 1) and radii
319
given the actual weights (Problem-Type 2) for all SPM. However, the ANA model does not Problem-Types 1 and 2, respectively. As for Problem-Type 3, it solves for radii and weights 323 simultaneously without the need for inputs from the user other than a starting point for the radii
324
(further discussions on Problem-Type 3 are included below).
325
We also changed the number of guar gum solutions from N to N-1 and N-2 (when applicable), (when applicable) are presented in Table S1 (Supporting Information).
330
The results in Table S1 were used to calculate the average velocities of the representative pores
331
(generated from the three problem-types) so that we can compare them with that of the real 332 pores (Figure 2) .The average velocity is given by Equation (11) and the cumulative pore area 333 was calculated by summing the cross-sectional area from the smallest radius to the largest.
335
For comparison, average velocities calculated using a single representative pore radius (N = 1 336 estimated from the Hagen-Poiseuille law using total flow) were also added to the plots in Figure   337 2 . For each of the plots in Figure 2 , the APRE, NSE and PBIAS statistics were calculated 338 relative to the pore volume (which is the variable of interest) and summarized in Table 5 . A 339 similar exercise was done by plotting the average velocity against cumulative percent flow 340 ( Figure S1 ) and whose APRE, NSE and PBIAS statistics are summarized Table S2 .
341
The results from Table 5 and Figure 2 showed the ability of the proposed model to predict flow, In terms of PBIAS, its value for both the N = 1 scenario and proposed models should be zero 
373
The closer agreement between real (Table 1) PSDs generated from Problem-Type 3 by the wide array of markers.
385
The four and three representative radii calculated from solving Problem-Type 3 for 386 SPM-1 and SPM-2, respectively were clustered around the radii of the actual pores. This Table 4 Summary results of the three problem-types with same radii and weights as in the 
