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Abstract
Macdonald processes are certain probability measures on two-dimensional arrays of in-
terlacing particles introduced by Borodin and Corwin in [7]. They are defined in terms of
nonnegative specializations of the Macdonald symmetric functions and depend on two pa-
rameters q, t ∈ [0; 1). Our main result is a classification of continuous time, nearest neighbor
Markov dynamics on the space of interlacing arrays that act nicely on Macdonald processes.
The classification unites known examples of such dynamics and also yields many new ones.
When t = 0, one dynamics leads to a new integrable interacting particle system on the
one-dimensional lattice, which is a q-deformation of the PushTASEP (= long-range TASEP).
When q = t, the Macdonald processes become the Schur processes of Okounkov and
Reshetikhin [45]. In this degeneration, we discover new Robinson–Schensted-type correspon-
dences between words and pairs of Young tableaux that govern some of our dynamics.
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1 Introduction
Since the end of 1990’s there has been a signficant progress in understanding the long time
nonequilibrium behavior of certain integrable (1+1)-dimensional interacting particle systems and
random growth models in the KPZ universality class. The miracle of integrability in most cases
(with the notable exception of the partially asymmetric simple exclusion process) can be traced
to an extension of the Markovian evolution to a suitable (2+1)-dimensional random growth model
whose remarkable properties yield the solvability.
So far there have been two sources of such extensions. The first one originated from a classi-
cal combinatorial bijection known as the Robinson–Schensted–Knuth correspondence (RSK, for
short). The RSK was first applied in this context by Johansson [26] and Baik–Deift–Johansson
[1], and the dynamical perspective has been substantially developed by O’Connell [38], [39], [40],
Biane–Bougerol–O’Connell [4] (see also Chhaibi [17]), Corwin–O’Connell–Seppa¨la¨inen–Zygouras
[18], O’Connell–Pei [41], see also O’Connell–Seppa¨la¨inen–Zygouras [42].
The second approach was introduced by Borodin–Ferrari [11], and it was based on an idea
of Diaconis–Fill [20] of extending interwined “univariate” Markov chains to a “bivariate” Markov
chains that projects to either of the initial ones. This approach was further developed in Borodin–
Gorin [12], Borodin–Gorin–Rains [15], Borodin [5], Betea [2], and Borodin–Corwin [7]. In what
follows we use the term push-block dynamics for the Markov chains constructed in this fashion
(the reason for such a term will become clear later).
While the two resulting (2+1)-dimensional Markov processes that extend the same (1+1)-
dimensional one share many properties — same fixed time marginals, same projections to many
(1+1)-dimensional sections — the relation between them have so far remained poorly understood.
The original goal of the project whose results are presented in this paper was to bridge this gap.
We start out in a fairly general setting of the ascending Macdonald processes introduced in
Borodin–Corwin [7], which can be thought of as a fixed time snapshot of a (2+1)-dimensional
random growth model. Our initial aim was to find all possible continuous time Markov chains that
have the same fixed time marginals and same trajectory measures on certain (1+1)-dimensional
sections as the push-block dynamics of [7] (these marginals and trajectory measures are fairly
natural in their own right, and they are, in a way, more basic than the push-block dynamics). Let
us note that in the Macdonald setting no analog of the RSK was known, so we really only had
one dynamics to start with.
It quickly became obvious that these assumptions are not restrictive enough to lead to a
meaningful answer, and we imposed an additional one — the interaction between the particles has
to be only via nearest neighbors (understood in a certain precise sense described below). Another
obstacle that we faced was that the problem is essentially algebraic, and imposing positivity on
transition probabilities is in a way unnatural; it is much easier to deal with formal Markov chains
(formality in the sense of absence of the positivity assumption) and a posteriori filter out those
that are not positive. To indicate the omission of this assumption we write probabilistic terms in
quotation marks below.
The main result of the present paper is a complete classification of the continuous time nearest
neighbor ‘Markov dynamics’ that have prescribed fixed time marginals and prescribed evolution
along certain one-dimensional sections.
To our surprize, in the resulting classification we find finitely many ‘dynamics’ of RSK-type,
two of which turn into those coming from the RSK in the specialization that turns the Macdonald
processes into the Schur processes (this corresponds to taking q = t, where q and t are two
parameters of the Macdonald polynomials and processes). If we denote by N the depth of the
ascending Macdonald process (this means that two-dimensional particle arrays live in strip of
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height N), then we observe N !− 2 new dynamics of RSK-type which in the Schur case give rise
to the same number of combinatorial bijections that are quite similar to the RSK. They appear
to be new, and their investigation is a promising new direction. Moreover, in the Schur case it
turns out that all the dynamics from our classification are positive, and thus define honest Markov
processes.
In the so-called q-Whittaker specialization, when we set the Macdonald parameter t to 0, one
of the RSK-type dynamics gives rise to a new integrable (1+1)-dimensional interacting particle
system in the KPZ universality class that we call q-PushTASEP. As q → 0, it degenerates to
the one-sided version of the PushASEP of Borodin–Ferrari [10]. A detailed analysis of this new
particle system is a subject of a forthcoming publication of Corwin–Petrov [19]. Let us also note
that another q-deformation of the RSK dynamics was previously found by O’Connell–Pei [41],
and we explain below how it relates to our work (that dynamics does not have nearest neighbor
interactions but its slight modification does).
In a certain q → 1 limit, cf. Borodin–Corwin [7], the q-Whittaker processes turn into the
so-called Whittaker processes that are closely related to random directed polymers in random
enviroment, see O’Connell–Yor [44], O’Connell [40], Corwin–O’Connell–Seppa¨la¨inen–Zygouras
[18]. We observe that in this limit two of our RSK-type dynamics degenerate to those of [40]
and (a continuous time limit of) [18], the push-block dynamics turns into the so-called symmetric
dynamics of [40], and (many) remaining dynamics from our classification are positive and new.
We hope to return to them in a future work.
Let us now describe the content of the paper in more detail.
Ascending Macdonald processes. The ascending Macdonald processes introduced in [7] are
certain probability measures on triangular arrays of nonnegative integers λ = {λ(k)j }1≤j≤k≤N (of
depth N) which satisfy interlacing constraints λ(k)j+1 ≤ λ(k−1)j ≤ λ(k)j (for all meaningful k and j),
see Fig. 1. We will represent such arrays as particle configurations, see Fig. 2. These arrays are
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Figure 1: An interlacing integer array of depth N .
in bijection with semistandard Young tableaux and also with certain stepped surfaces in three
dimensions (see §3.2 below for the former and, e.g., [11] for the latter).
The probability weight assigned to each array λ by the Macdonald process has the form
Prob(λ) =
Pλ(1)(a1)Pλ(2)/λ(1)(a2) · · ·Pλ(N)/λ(N−1)(aN )Qλ(N)(ρ)
Π(a1, . . . , aN ; ρ)
=: Masc(a1, . . . , aN ; ρ)(λ), (1.1)
where λ(k) = (λ(k)1 ≥ . . . ≥ λ(k)k ), k = 1, . . . , N , are rows of the array (they can be identified with
Young diagrams with ≤ k rows), Π(a1, . . . , aN ; ρ) is the normalizing constant, and P• and Q•
are the Macdonald symmetric functions. The above probability measure depends on arbitrary
3
positive parameters a1, . . . , aN and on a positive specialization ρ of the algebra of symmetric
functions. Moreover, all constructions implicitly depend on two parameters q, t ∈ [0, 1). We
review remarkable properties of the Macdonald symmetric functions and Macdonald processes in
Appendix A.
In the present paper we use the so-called Plancherel specializations ρτ indexed by one nonneg-
ative parameter τ which plays the role of time. These specializations are completely determined
by the generating series for the symmetric functions Q(n) indexed by the one-row Young diagrams:∑
n≥0
Q(n)(ρτ ) · un = eτu.
When τ = 0, the corresponding measure Masc(a1, . . . , aN ; ρ0) is concentrated on the zero config-
uration λ(k)j = 0, 1 ≤ j ≤ k ≤ N .
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Figure 2: Particle configuration λ and a visualization of the interlacing property.
When q = t, random interlacing arrays λ (with distribution (1.1) corresponding to special-
ization ρτ ) may be interpreted as images of random words with letters appended according to
independent Poisson processes of rates {aj}, under the Robinson–Schensted–Knuth correspon-
dence (RSK, for short), see [38], [39]. Moreover, for q = t, the distribution of each row λ(k) of the
array is deeply related to the classical Schur–Weyl duality [3], [36], [6, §2.3]. In general, for q = t
the Macdonald processes become the Schur processes introduced in [45].
For t = 0, in a scaling limit as q ↗ 1, the distribution of the array λ converges to the image of
the semi-discrete Brownian polymer under the geometric (tropical) RSK correspondence [40], [7].
In another scaling limit, namely, as t = qθ → 1, Macdonald processes lead to multilevel general β
Jacobi ensemble of random matrix theory [14].
Univariate dynamics. For each k, the distribution of the kth row λ(k) = (λ(k)1 ≥ . . . ≥ λ(k)k )
of the ascending Macdonald process (1.1) is given by the Macdonald measure
Prob(λ(k)) =
Pλ(k)(a1, . . . , ak)Qλ(k)(ρτ )
Π(a1, . . . , ak; ρ)
=: MM(a1, . . . , ak; ρτ )(λ
(k)).
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There exists a distinguished continuous-time Markov dynamics which provides a coupling of
the measures MM(a1, . . . , ak; ρτ ) for all τ ≥ 0. It is defined in terms of jump rates as follows:
rate (λ(k) → λ(k) + ej) =
Pλ(k)+ej (a1, . . . , ak)
Pλ(k)(a1, . . . , ak)
ψ′
λ(k)+ej/λ(k)
dτ, (1.2)
where ej = (0, . . . , 0, 1, 0, . . . , 0) (with “1” at the jth place). Here ψ′λ+ej/λ are the “Pieri coeffi-
cients”: (x1 + x2 + ...)Pλ(x) =
∑
j ψ
′
λ+ej/λ
Pλ+ej (x).
Let us denote by Pk(τ ;λ(k), µ(k)) the transition probability from λ(k) to µ(k) during time τ
corresponding to the jump rates (1.2). The coupling mentioned above is given by∑
λ(k)
MM(a1, . . . , ak; ρσ)(λ
(k)) · Pk(τ ;λ(k), µ(k)) = MM(a1, . . . , ak; ρσ+τ )(µ(k)), (1.3)
where σ ≥ 0. In matrix form, MM(a1, . . . , ak; ρσ)Pk(τ) = MM(a1, . . . , ak; ρσ+τ ).
The dynamics Pk can be viewed as a (q, t)-analogue of the k-particle Dyson Brownian motion
[21]. Moreover, it is possible to recover the latter process from Pk by setting q = t and taking a
diffusion limit as τ → +∞ (in the same limit, the Macdonald processes (1.1) turn into the GUE
eigenvalue corners distributions). In another scaling regime, namely, for t = 0 and as q ↗ 1, the
dynamics Pk becomes closely related to the quantum Toda lattice, see [40].
Push-block multivariate dynamics. We will refer to the above dynamics Pk as to the uni-
variate dynamics. Each Pk lives on the kth floor of the interlacing array λ (cf. Fig. 2). We
want to stitch the Pk’s into a multivariate continuous-time Markov dynamics living on interlacing
arrays λ. One such construction (inspired by an idea of Diaconis–Fill [20]) was introduced in [7,
§2.3.3]. In the present paper we call that multivariate dynamics the push-block dynamics, and
denote by P(N)PB (τ ;λ,ν) the corresponding transition probabilities.
The evolution P(N)PB is fairly simple and can be described as follows. Each particle λ
(k)
j ,
1 ≤ j ≤ k ≤ N , has an independent exponential clock with certain rate ak · Sj(λ(k−1), λ(k))
depending on the configuration of particles at levels k−1 and k (see (5.12) for an explicit formula
for Sj ; for q = t, one simply has Sj ≡ 1). When the clock of λ(k)j rings, this particle jumps to
the right by one if it is not blocked by a lower particle (i.e., if λ(k)j < λ
(k−1)
j−1 ). Otherwise, the
jump does not happen. Next, if a jump of λ(k)j violates the interlacing with particles above (i.e.,
if λ(k)j = λ
(k+1)
j ), then the jumping particle λ
(k)
j pushes λ
(k+1)
j (as well as all other particles with
λ
(m)
j = λ
(k)
j , m ≥ k + 2) to the right by one.
By the very construction, we see that during an infinitesimally small time interval, in P(N)PB
the transition λ(k) → ν(k) at each level k depends only on the previous and new states (λ(k−1)
and ν(k−1), respectively) at level k− 1. We will refer to this as to the sequential update property.
Before explaining how P(N)PB acts on Macdonald processes Masc (1.1), we need the fact that
Masc possess a certain Gibbs property. It means that for each k, given fixed λ(k), the conditional
distribution
Prob(λ(1), . . . , λ(k−1) | λ(k)) = Pλ(1)(a1)Pλ(2)/λ(1)(a2) . . . Pλ(k)/λ(k−1)(ak)
Pλ(k)(a1, . . . , ak)
(1.4)
is completely determined by λ(k) and does not depend on the specialization ρ. (This conditional
distribution also does not depend on λ(k+1), . . . , λ(N), which is a manifestation of the sequential
structure of Macdonald processes.) Thus, Macdonald processes are included in a larger class of
Gibbs measures on interlacing arrays, which, by definition, satisfy (1.4).
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Proposition 1.1 ([7]). 1. The push-block dynamics P(N)PB preserves the class of Gibbs measures
on interlacing arrays. In particular, the evolution of each sub-array λ(1), . . . , λ(k) is completely
determined by the dynamics of λ(k).
2. For a Gibbs initial condition, the evolution of λ(k) under P(N)PB coincides with the univariate
dynamics Pk.
Together with (1.3), this implies that the push-block dynamics provides the following coupling
of the Macdonald processes (1.1) corresponding to Plancherel specializations ρτ :
Masc(a1, . . . , aN ; ρσ)P
(N)
PB (τ) = Masc(a1, . . . , aN ; ρσ+τ ). (1.5)
For special Macdonald parameters, there are other known sequential update dynamics P(N)
on interlacing arrays satisfying the conditions of Proposition 1.1 (we will refer to them as to
multivariate dynamics, for short). Namely, for q = t, one can get another multivariate dynamics
(different from the q = t degeneration of P(N)PB ) by applying the classical RSK insertion to growing
random words, see [38], [39], and also [13]. In the case t = 0, in a recent paper by O’Connell–
Pei [41], a certain q-deformation of the RSK-driven dynamics was considered, which required a
randomization of the insertion algorithm. Applying this random insertion to the same random
input as for q = t, one gets a multivariate dynamics on interlacing arrays.
The present paper is devoted to a systematic classification of multivariate Markov dynamics.
Nearest neighbor dynamics. Let P(N) be a multivariate dynamics. It evolves as a Markov
jump process: during an infinitesimally small time interval, several particles in the array move
to the right by one (at most one particle at each level can move at most by one because of the
nature of the univariate dynamics). Due to the sequential structure of P(N), these moves can be
described inductively (level by level) in the following way:
• Each particle λ(m)i , 1 ≤ i ≤ m ≤ N , has an independent exponential clock with (possibly zero)
rate depending on λ(m−1) and λ(m). When the clock rings, λ(m)i jumps to the right by one.
• When any particle λ(k−1)j moves to the right by one (independently or due to a triggered
move), it has a chance (with some probabilities depending on λ(k−1) and λ(k)) to force one of
the particles λ(k)1 , . . . , λ
(k)
k to instantaneously move to the right by one as well. It is also possible
that (with some probability) the move of λ(k−1)j does not propagate to higher levels.
To obtain a meaningful classification, we restrict our attention to the following subclass of
multivariate dynamics:
Definition 1.2. A multivariate dynamics is called nearest neighbor if the move of any particle
λ
(k−1)
j can affect only its closest upper neighbors in the triangular array. By the upper right
neighbor of λ(k−1)j we mean the first particle λ
(k)
i at level k strictly to the right of λ
(k)
j+1 which
is not blocked, i.e., for which λ(k)i < λ
(k−1)
i−1 . The notion of the upper left neighbor is more
straightforward, this is always the particle λ(k)j+1 (the moved particle λ
(k−1)
j cannot block λ
(k)
j+1).
Note that these interactions (see Fig. 3) are long-range, i.e., they may happen regardless of the
distance between particles (but the probability of pushing or pulling can depend on this distance,
as well as on positions of other particles). These long-range interactions are to be compared with
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Figure 3: Nearest neighbor interactions: a moved particle (solid arrow) can long-range
pull its immediate left neighbor, or long-range push its leftmost free right neighbor
(dashed arrows).
the short-range pushing of the push-block dynamics, which happens when interlacing is violated.
The short-range pushing mechanism must in fact be present in any multivariate dynamics.
The push-block dynamics is nearest neighbor, as well as the RSK-driven dynamics for q = t.
O’Connell–Pei’s randomized (q-weighted) column insertion algorithm [41] is not nearest neighbor
(but can be modified to become one, see §8.2.3 below). Note also that in the latter two dynamics,
any move propagates to all higher levels with probability one. We call dynamics with such
obligatory move propagation the RSK-type dynamics.
We write down (Proposition 6.2) a system of linear equations for the rates of independent
jumps and probabilities of triggered moves in a nearest neighbor dynamics which is equivalent to
the conditions of Proposition 1.1. In this way, the problem of classification of nearest neighbor
dynamics becomes essentially algebraic. It is thus convenient not to impose positivity on transition
probabilities, and consider formal Markov ‘dynamics’ (quotation marks indicate the absence of
this positivity assumption).
The operation of taking linear combinations of solutions of the linear system translates into
a certain mixing of nearest-neighbor ‘dynamics’. Let us explain how this procedure works when
applied to two ‘dynamics’ P(N) and P′(N) yielding new ‘dynamics’ P˜(N). The result depends on
functions θ(k)(λ(k−1), λ(k)), k = 2, . . . , N , defined on consecutive “slices” of our triangular array λ.
The mixed ‘dynamics’ P˜(N) is described in the following way:
• The rate of independent jump of each particle λ(m)i is the linear combination of the cor-
responding rates in the ‘dynamics’ P(N) and P′(N) with coefficients θ(m)(λ(m−1), λ(m)) and
1− θ(m)(λ(m−1), λ(m)), respectively.
• Any moving particle λ(k−1)j with some probabilities affects one of its upper neighbors. For the
‘dynamics’, P˜(N), these probabilities are obtained as linear combinations of the corresponding
probabilities from P(N) and P′(N) with coefficients θ(k)(λ(k−1) + ej , λ(k)) and 1− θ(k)(λ(k−1) +
ej , λ
(k)), respectively.
Mixing of any finite number of ‘dynamics’ can be defined in a similar manner.
There is a lot of freedom in choosing arbitrary coefficients θ(k); hence one should expect that
any nearest neighbor ‘dynamics’ can be represented as the mixing of a finite number of certain
fundamental nearest neighbor ‘dynamics’; we describe them next. The choice of the fundamental
‘dynamics’ is not canonical, and we use the ones that seem the most natural to us.
Fundamental ‘dynamics’ and main result. There are N ! + 2(N − 1)! + 1 pairwise distinct
fundamental ‘dynamics’. They are divided into three families, plus the push-block dynamics
already described above:
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• RSK-type fundamental ‘dynamics’ are completely characterized by the requirement that at each
level k, 1 ≤ k ≤ N , only one particle can independently jump at rate ak. There are N ! such
‘dynamics’.
• Right-pushing fundamental ‘dynamics’ are characterized by the requirement that at each level
k ≤ N − 1, only one particle long-range pushes (with probability one) its upper right neighbor,
and there are no other long-range interactions. There are (N − 1)! such ‘dynamics’.
• In left-pulling fundamental ‘dynamics’, at each level k ≤ N − 1, only one particle pulls its
upper left neighbor (with probability one), and there are no other long-range interactions. The
number of left-pulling ‘dynamics’ is also (N − 1)!.
Theorem 1.3. Any nearest neighbor ‘dynamics’ can be obtained as a mixing of the fundamental
nearest neighbor ‘dynamics’.
We prove this theorem in §§5–6 (in particular, see Theorem 6.13). We also discuss possibilities of
making the mixing representation unique in §6.6 below.
RSK-type dynamics in the Schur case. In the case q = t, when Macdonald polynomials turn
into the Schur polynomials, all our fundamental nearest neighbor ‘dynamics’ have nonnegative
transition probabilities, and so become honest Markov processes.
Of particular combinatorial interest are the N ! RSK-type fundamental dynamics P(N)RSK[h] in-
dexed by N -tuples h = (h(1), . . . , h(N)) ∈ {1} × {1, 2} × . . . × {1, 2, . . . , N}. When q = t, the
evolution of P(N)RSK[h] can be interpreted as application of a deterministic insertion algorithm (we
call it h-insertion) to growing random words.
In terms of interlacing arrays (they are in a classical bijection with semistandard Young
tableaux, see §3.2 and also §7.2 for a “dictionary” between two “languages”), h-insertion means
that several particles in the array move to the right by one. These particles are selected in a
certain deterministic way which depends on h, the current state of the array, and the new letter
which appears in the growing random word. If this letter is k, then exactly one particle at each
of the levels k, k + 1, . . . , N moves. See §7.4 for a full description of h-insertions.
In particular cases, when h = (1, 1, . . . , 1) or h = (1, 2, . . . , N), the h-insertion becomes
the classical RSK row or column insertion, respectively. The other N ! − 2 RSK-type insertion
algorithms seem to be new.
q-Whittaker processes and q-PushTASEP. When t = 0 and 0 < q < 1, Macdonald pro-
cesses turn into q-Whittaker processes, see [7, §3.1] for properties specific to this case. In contrast
with the q = t case, for t = 0 almost none of the fundamental nearest neighbor ‘dynamics’ have
nonnegative transition probabilities (see Proposition 8.2 below for a detailed statement). A no-
table exception (along with the push-block dynamics) is the RSK-type fundamental dynamics in
which only the rightmost particles λ(1)1 , . . . , λ
(N)
1 can jump independently (with rates a1, . . . , aN ).
See Dynamics 8 in §8.2 for its complete description.
This new dynamics (denote it by P(N)q-row ) may be regarded as a q-deformation of the Schur case
dynamics driven by the classical row insertion RSK algorithm, in the same way as O’Connell–Pei’s
insertion algorithm [41] (and it nearest neighbor modification) serves as a q-deformation of the
column insertion RSK algorithm.
The q-row insertion dynamics has a remarkable property that the evolution of the rightmost
particles λ(1)1 ≤ . . . ≤ λ(N)1 of the interlacing array under P(N)q-row is Markovian: each particle λ(m)1
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jumps to the right independently of others at rate am; and any moved particle λ
(k−1)
1 long-range
pushes λ(k)1 with probability q
λ
(k)
1 −λ(k−1)1 (where λ(k−1)1 is the coordinate of the (k − 1)th particle
before the move). We call this (1+1)-dimensional interacting particle system the q-PushTASEP :
when q = 0, it becomes the PushTASEP considered in [10], [11].
Markov evolution of the rightmost particles that we observe complements the similar phe-
nomenon for the leftmost particles known earlier. Namely, under the push-block dynamics, as
well as under O’Connell–Pei’s insertion algorithm, the leftmost particles of the interlacing array
evolve according to q-TASEP [7], [9], [41]. The q-TASEP and q-PushTASEP seem to be the only
Markovian evolutions which can arise as restrictions of q-Whittaker nearest neighbor dynamics to
leftmost (resp. rightmost) particles of the interlacing array; see Propositions 8.4 and 8.6 in §8.3.
Whittaker limit and directed polymers. In a suitable scaling limit as q ↗ 1, see (8.11)
below, the q-Whittaker processes turn into the Whittaker processes. The latter are certain prob-
ability measures on R
N(N+1)
2 (the interlacing constraints disappear in the limit). See [7, §4]. Each
of our fundamental nearest neighbor ‘dynamics’ suggests a system of stochastic differential equa-
tions; the corresponding diffusion in R
N(N+1)
2 should couple the Whittaker processes in a way
similar to (1.5). Two of such systems of SDEs appeared in [40] (see also [7, §4.1 and §5.2]) in
connection with the O’Connell–Yor semi-discrete directed polymer [44].
For each k = 1, . . . , N , consider the partition function of the semi-discrete directed polymer
[44], [40]
Z(k)(τ) :=
∫
0<s1<...<sk−1<τ
eB1(s1)+
(
B2(s2)−B2(s1)
)
+...+
(
Bk(τ)−Bk(sk−1)
)
ds1 . . . dsk−1.
Here B1, . . . , BN are independent one-dimensional Brownian motions (possibly with drifts) which
start from zero. The Z(k) satisfy the following system of SDEs:
dZ(k) = Z(k−1)dτ + Z(k)dBk, k = 1, . . . , N
(by agreement, Z(0) ≡ 0); and the free energies F(k)(τ) := log(Z(k)(τ)) satisfy
dF(k) = dBk + e
F(k−1)−F(k)dτ, k = 1, . . . , N (1.6)
(with F(0) ≡ −∞). In §8.4.4 below we present an empiric argument why the position of the k-th
particle under the q-PushTASEP converges (as q ↗ 1 under the scaling (8.11)) to the free energy
F(k)(τ). The Brownian part in the right-hand side of (1.6) corresponds to independent jumps
of particles in the q-PushTASEP, and the coefficient of dτ represents the pushing. It is worth
noting that under the scaling (8.11), the evolution of q-TASEP is described by essentially the
same system of SDEs, see §8.4.6 below.
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2 Markov dynamics preserving Gibbs measures. General formal-
ism
2.1 Gibbs measures
Let S1, . . . ,SN be discrete countable sets, and assume that we have stochastic links ΛNN−1, . . . ,Λ21
between them:
Λkk−1 : Sk × Sk−1 → [0, 1],
∑
xk−1∈Sk−1
Λkk−1(xk, xk−1) = 1
for any xk ∈ Sk, where k = 2, . . . , N .
Define the state space
S(N) :=
{
XN = (x1, . . . , xN ) ∈ S1 × . . .× SN :
N∏
k=2
Λkk−1(xk, xk−1) 6= 0
}
. (2.1)
We will also use the notation Xk := (x1, . . . , xk), and, more generally, Xa;b := (xa, . . . , xb) for
any 1 ≤ a ≤ b ≤ N .
Definition 2.1. We say that a (nonnegative) probability measure m(N) on S(N) is Gibbs if it
can be written in the form
m(N)(XN ) = mN (xN )Λ
N
N−1(xN , xN−1) . . .Λ
2
1(x2, x1), XN ∈ S(N), (2.2)
where mN is some probability measure on the last set SN .
We emphasize that the definition of the Gibbs property relies on the stochastic links Λkk−1. A
Gibbs measure is completely determined by its projection mN onto the last space SN :∑
XN−1∈S(N−1)
m(N)(XN ) = mN (xN ). (2.3)
That is, according to (2.2), to obtain the measure m(N), one considers the stochastic evolution
the measure mN on SN under the sequence of stochastic links ΛNN−1, . . . ,Λ21.
Remark 2.2. For convenience, we will always assume thatm(N)(XN ) = 0 ifXN = (x1, . . . , xN ) ∈
S1 × . . .× SN \ S(N).
The conditional distribution of x1, . . . , xk given that xk+1, . . . , xN are fixed, is readily seen to
be
m(N)(Xk |Xk+1;N ) = m
(N)(XN )∑
Yk∈S(k) m
(N)(Yk,Xk+1;N )
=
mN (xN )Λ
N
N−1(xN , xN−1) . . .Λ
2
1(x2, x1)
mN (xN )ΛNN−1(xN , xN−1) . . .Λ
k+2
k+1(xk+2, xk+1)
(2.4)
= Λk+1k (xk+1, xk) . . .Λ
2
1(x2, x1).
In particular, the conditional distribution of x1, . . . , xN−1 given that xN is fixed, is simply
ΛNN−1(xN , xN−1) . . .Λ
2
1(x2, x1). That is, under any Gibbs measure m(N), the conditional dis-
tribution of several first components of XN ∈ S(N) given that the remaining components are
fixed, does not depend on the measure m(N).
In a certain group-theoretic context, Gibbs measures have also been called central, cf. [16, §8].
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2.2 Sequential update dynamics in discrete time
Our aim now is to define a certain class of (discrete-time) Markov chains on the state space S(N)
which act ‘naturally’ on Gibbs measures on this space.
Let P(N) be a S(N) × S(N) stochastic matrix:
P(N) : S(N) × S(N) → [0, 1],
∑
YN∈S(N)
P(N)(XN ,YN ) = 1 (2.5)
for any XN ∈ S(N). We will regard P(N) as a one-step transition matrix for a discrete-time
Markov chain on S(N). That is, P(N)(XN ,YN ) is the probability that the next state of the chain
is YN if its current state is XN .
Remark 2.3. It is convenient to set P(N)(XN ,YN ) = 0 if either XN or YN belongs to S1 ×
. . .SN \ S(N) (cf. Remark 2.2).
Let us give the main definition of the present subsection:
Definition 2.4. A Markov chain P(N) is called a sequential update dynamics (in discrete time)
if it satisfies the following conditions:
1. P(N)(XN ,YN ) can be factorized in the following way:1
P(N)(XN ,YN ) = U1(x1, y1)U2(x2, y2 |x1, y1) . . . UN (xN , yN |xN−1, yN−1), (2.6)
for any XN ,YN ∈ S(N). The functions Uk are assumed to be nonnegative and satisfy∑
yk∈Sk
Uk(xk, yk |xk−1, yk−1) = 1, (2.7)
for all xk ∈ Sk, xk−1, yk−1 ∈ Sk−1, where k = 1, . . . , N .
2. Define for every k = 1, . . . , N the following Sk × Sk matrix:
Pk(xk, yk) :=
∑
Xk−1,Yk−1∈S(k−1)
( k∏
i=1
Ui(xi, yi |xi−1, yi−1)Λii−1(xi, xi−1)
)
. (2.8)
It can be readily verified that Pk is a stochastic matrix, and thus defines a Markov chain on Sk.
We will refer to Pk as to the (kth) projection of P(N): it shows how dynamics P(N) looks in
restriction to Sk (when acting on Gibbs measures).
We require that these projections are compatible with the stochastic links Λkk−1 in the following
sense:∑
xk−1∈Sk−1
Uk(xk, yk |xk−1, yk−1)Λkk−1(xk, xk−1)Pk−1(xk−1, yk−1) = Pk(xk, yk)Λkk−1(yk, yk−1)
(2.9)
for every k = 1, . . . , N , yk−1 ∈ Sk−1, and xk, yk ∈ Sk subject to the condition Λkk−1(yk, yk−1) 6= 0.
This definition of course relies on our stochastic links Λkk−1, k = 2, . . . , N (which are assumed
to be fixed). Identity (2.9) is in fact a refinement of a natural commutation relation between the
projections Pk and the stochastic links, see (2.10) below.
1Here and below, by agreement, x0 and y0 will be empty arguments, i.e., we will sometimes write
U1(x1, y1 |x0, y0) = U1(x1, y1). We will also assume Λ10(x1, x0) := 1.
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Comment 2.5. Property 1 in Definition 2.4 can be interpreted in the following way. Starting
from XN = (x1, . . . , xN ), the chain P(N) first chooses y1 ∈ S1 at random according to the
distribution U1(x1, y1). Then, having determined x1 and y1, it samples random y2 ∈ S2 according
to the distribution U2(x2, y2 |x1, y1) (note that the choice of y2 depends on both the previous
state x1 and the new state y1 on the first level S1). And so on, up to the new Nth state yN ∈ SN .
The new state of the chain P(N) at the next discrete-time moment is YN = (y1, . . . , yN ).
We see that the function Uk(xk, yk |xk−1, yk−1) may be interpreted as the conditional proba-
bility distribution of the new state yk ∈ Sk given the old state xk and conditioned on the event
that on Sk−1 the chain P(N) took xk−1 to yk−1. Hence the name “sequential update” for P(N).
We see that under a sequential update dynamics P(N), the evolution at every level Sk is inde-
pendent of what happens at higher levels Sk+1, . . . ,SN . Thus, it is possible to define truncations
P(k) on S(k) × S(k) by
P(k)(Xk;Yk) :=
k∏
i=1
Ui(xi, yi |xi−1, yi−1),
where k = 1, . . . , N . Each P(k) is itself a sequential update Markov dynamics on the truncated
space S(k).
Proposition 2.6. Let P(N) be a sequential update dynamics.
1. Projections Pk of P(N) commute with the stochastic links in the following sense (written in
matrix product notation):
Λkk−1Pk−1 = PkΛ
k
k−1, k = 2, . . . , N. (2.10)
2. Each truncation P(k), k = 1, . . . , N , preserves the class of Gibbs measures on S(k). In more
detail, let mk be any probability measure on Sk, and m(k) be the corresponding Gibbs measure on
S(k) (see Definition 2.1). Let m′k = mkPk be the evolution of mk under one step of the kth
projection of P(N):
m′k(yk) :=
∑
xk∈Sk
mk(xk)Pk(xk, yk), yk ∈ Sk.
Let m′(k) be the Gibbs measure on S(k) corresponding to m′k. Then m′(k) coincides with the
evolution m(k)P(k) of m(k) under one step of the chain P(k).
3. Let P(N) be of the form (2.6). Then, modulo (2.10), the above condition (2.9) built into
Definition 2.4 is equivalent to the second claim.
Proof. 1. Sum (2.9) over yk ∈ Sk using (2.7).
2. We argue by induction on k. It suffices to let mk be the delta-measure on Sk supported
by some point xk ∈ Sk; the corresponding Gibbs measure on S(k) is given by the product
Λkk−1(xk, xk−1) . . .Λ
2
1(x2, x1). We then need to show that
∑
Xk−1∈S(k−1)
( k∏
i=1
Λii−1(xi, xi−1)Ui(xi, yi |xi−1, yi−1)
)
= Pk(xk, yk)Λ
k
k−1(yk, yk−1) . . .Λ
2
1(y2, y1).
By using the same property for k − 1, we can sum over x1, . . . , xk−2 in the left-hand side. The
fact that the result will be equal to the right-hand side is equivalent to condition (2.9).
3. The third claim readily follows from the previous computation.
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It is often convenient to specify projections Pk, k = 1, . . . , N , first (we will sometimes call
them univariate dynamics), and then construct multivariate dynamics P(N) with these given
projections. Proposition 2.6.1 shows that these pre-specified projections Pk must commute with
the stochastic links Λkk−1 in the sense of (2.10) in order for the problem of constructing P
(N) to
have a solution.
Next, recall that (2.9) may be viewed as a refinement of commutation relations (2.10) satisfied
by these fixed projections Pk. We note that different refinements of (2.10) correspond to different
dynamics P(N). All such matrices P(N) act on Gibbs measures on S(N) in the same way. In the
next subsection we consider a particular example of a sequential update dynamics which can be
defined on our abstract level.
2.3 Example: Diaconis–Fill type dynamics
Let Markov chains P1, . . . , PN on S1, . . . ,SN , respectively, be given. Suppose that commuta-
tion relations (2.10) hold. The simplest example of a sequential update dynamics P(N) hav-
ing projections P1, . . . , PN can be constructed by requiring that the conditional distributions
Uk(xk, yk |xk−1, yk−1) do not depend on the previous states xk−1. Then (2.9) immediately im-
plies that
Uk(xk, yk | yk−1) =
Pk(xk, yk)Λ
k
k−1(yk, yk−1)∑
xk−1∈Sk−1 Λ
k
k−1(xk, xk−1)Pk−1(xk−1, yk−1)
(2.11)
=
Pk(xk, yk)Λ
k
k−1(yk, yk−1)∑
y′k∈Sk Pk(xk, y
′
k)Λ
k
k−1(y
′
k, yk−1)
,
if the denominator
∑
xk−1 Λ
k
k−1(xk, xk−1)Pk−1(xk−1, yk−1) is nonzero, and 0 otherwise (the last
equality is due to (2.10)).
The definition and a few examples for N = 2 were given by Diaconis and Fill [20]. For general
N such chains in various settings were studied in, e.g., [11] (in particular, see §2), [5], and [7].
2.4 Sequential update dynamics in continuous time
Let us present continuous-time analogues of the previous constructions.
We will consider Markov semigroups (P(N)(τ))τ≥0 made of stochastic matrices P(N)(τ) sat-
isfying (2.5) (with conventions of Remark 2.3) for every fixed τ .2 The term “semigroup” means
that these matrices satisfy the Chapman-Kolmogorov equationsP(N)(τ1+τ2) = P(N)(τ1)P(N)(τ2).
Each matrix element P(N)(τ ;XN ,YN ) represents the probability that the Markov process is at
state YN after time τ if its current state is XN .
Assume that there exists a matrix of jump rates3 Q(N), so that for any XN ,YN ∈ S(N) one
has4
P(N)(τ ;XN ,YN ) = 1XN=YN +Q
(N)(XN ,YN ) · τ + o(τ), τ → 0. (2.12)
We will, moreover, assume that the diagonal elements of Q(N) satisfy
Q(N)(XN ,XN ) = −
∑
YN 6=XN
Q(N)(XN ,YN ), XN ∈ S(N). (2.13)
2To avoid confusion with the Macdonald parameter t, throughout the paper we will denote time variable by τ .
3In other words, a Markov generator of the semigroup (P(N)(τ))τ≥0.
4Here and below 1{···} denotes the indicator function of a set.
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Since P(N)(τ) is a Markov semigroup, the off-diagonal elements of Q(N) are nonnegative.
Condition 2.7. We suppose that for everyXN , only finitely many of the numbersQ(N)(XN ,YN )
are nonzero, and that they are all uniformly bounded over S(N). This implies that the operator
Q(N) is bounded in the Banach space of bounded functions on S(N) equipped with the supremum
norm. Thus, the matrix of jump ratesQ(N) uniquely defines a Feller Markov process (P(N)(τ))τ≥0
on S(N) that has Q(N) as its generator, cf. [34]: P(N)(τ) = exp(τ ·Q(N)) (convergence in operator
norm).
Now we are able to give the definition of a sequential update dynamics in the continuous-time
setting (cf. Definition 2.4):
Definition 2.8. AMarkov semigroup (P(N)(τ))τ≥0 as above is called a continuous-time sequential
update dynamics if it satisfies:
1. The off-diagonal matrix elements of Q(N) have the form (for some functions Vk and Wk,
k = 1, . . . , N):
Q(N)(XN ,YN ) = Wk(xk, yk |xk−1)
N∏
i=k+1
Vi(xi, yi |xi−1, yi−1) (2.14)
if xj = yj for all j ≤ k−1, and xk 6= yk (the diagonal elements are given by (2.13)). The functions
Vk and Wk are assumed to satisfy (for all k) the following:∑
yk∈Sk
Vk(xk, yk |xk−1, yk−1) = 1, (2.15)
Vk(xk, yk |xk−1, xk−1) = 1xk=yk , (2.16)∑
yk 6=xk
Wk(xk, yk |xk−1) = −Wk(xk, xk |xk−1). (2.17)
We assume that Vk(xk, yk |xk−1, yk−1) and Wk(xk, yk |xk−1) are uniformly bounded, and that
in both sums in (2.15) and (2.17) only finitely many summands are nonzero. This ensures
that Q(N) satisfies the finiteness Condition 2.7. Moreover, all Vk’s and off-diagonal Wk’s (i.e.,
Wk(xk, yk |xk−1) with xk 6= yk) must be nonnegative.
2. Define for every m = 1, . . . , N the truncations (we list only the off-diagonal elements)
Q(m)(Xm;Ym) := Wk(xk, yk |xk−1)
m∏
i=k+1
Vi(xi, yi |xi−1, yi−1) (2.18)
if xj = yj for all j ≤ k − 1, and xk 6= yk, and the projections to Sm (when acting on Gibbs
measures):
Qm(xm, ym) :=
∑
Xm−1,Ym−1∈S(m−1)
Q(m)(Xm;Ym)
m∏
i=1
Λii−1(xi, xi−1). (2.19)
We require that for any k = 1, . . . , N , xk, yk ∈ Sk, and yk−1 ∈ Sk−1 subject to the condition
Λkk−1(yk, yk−1) 6= 0, the following identity must hold:∑
xk−1∈Sk−1
Vk(xk, yk |xk−1, yk−1)Λkk−1(xk, xk−1)Qk−1(xk−1, yk−1) (2.20)
+Wk(xk, yk | yk−1)Λkk−1(xk, yk−1) = Qk(xk, yk)Λkk−1(yk, yk−1).
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Similarly to (2.9), identity (2.20) is also a refinement of certain natural commutation relations.
Namely, in our continuous-time case, summing (2.20) over yk, one gets commutation relations
between projections Qk (2.19) and our stochastic links, see (2.21) below.
Comment 2.9 (cf. Comment 2.5). The above definition can be interpreted as follows. Assume
that the sequential update dynamics P(N) is at state XN = (x1, . . . , xN ) ∈ S(N). At every
level Sk, we have an independent exponential clock with (nonnegative) rate −Wk(xk, xk |xk−1).
When the kth clock rings (during an infinitesimally small time interval, only one of the N clocks
can ring), the kth state xk changes to a random yk according to the probability distribution(−Wk(xk, yk |xk−1)/Wk(xk, xk |xk−1)) (cf. (2.17)). In short, the process jumps from xk to yk at
rate Wk(xk, yk |xk−1).
When an independent jump at some level k happens, it may trigger instantaneous further
moves xj → yj at all levels j = k + 1, . . . , N (while at levels 1, . . . , k − 1 the state of the process
remains unchanged). The probabilities of these further moves are determined by the product of
Vi, i ≥ k + 1, in (2.14).
These triggered moves may be described as follows. If at any level Sj , j = 1, . . . , N there is
a move xj → yj , yj 6= xj , then at the same moment there is a triggered move xj+1 → yj+1 at
the level Sj+1 with probability Vj+1(xj+1, yj+1 |xj , yj). This includes the possibility of the trivial
move xj+1 → xj+1, in which case (due to (2.16)) the triggered moves do not propagate to higher
levels j + 2, j + 3, . . . , N .
We will callWk’s the rates of independent jumps, and Vk’s will be referred to as the probabilities
of triggered moves. We will refer to independent jumps simply as to jumps. By a move we will
mean either a jump, or a triggered move.
Let us now discuss properties of projections Qk and truncations Q(k).
Condition 2.10. We suppose that for every xk, only finitely many of the numbers Qk(xk, yk)
are nonzero, and that they are all uniformly bounded over Sk (see also Remark 2.11 below).
Condition 2.10 implies that the matrix of jump rates Qk uniquely defines a Feller Markov
process (Pk(τ))τ≥0 on Sk that has Qk as its generator [34]: Pk(τ) = exp(τ ·Qk).
Remark 2.11. If for every xk ∈ Sk the number of tuples (x1, . . . , xk−1) such that (x1, . . . , xk) ∈
S(k) is finite, then Condition 2.10 follows from Condition 2.7 for Q(N).
Proposition 2.12. Let (P(N)(τ))τ≥0 be a sequential update continuous-time dynamics.
1. Projections Qk commute with the stochastic links:
Λkk−1Qk−1 = QkΛ
k
k−1, k = 2, . . . , N. (2.21)
For every τ ≥ 0, the transition matrices Pk(τ) commute with the links as well, i.e., they satisfy
(2.10).
2. Consider the kth truncation P(k)(τ) = exp(τ ·Q(k)), k = 1, . . . , N .5 For any τ ≥ 0, P(k)(τ)
preserves the class of (nonnegative) Gibbs measures on S(k) in the same sense as in Proposition
2.6 (part 2).
Proof. 1. One can get (2.21) by summing (2.20) over yk ∈ Sk. Hence, Λkk−1(Qk−1)m = (Qk)mΛkk−1
for everym = 0, 1, 2, . . .. Due to Condition 2.10, we have Pk(τ) = exp(τ ·Qk) = 1+τQk+τ2Q2k/2+
. . ., and the series converges in the operator norm corresponding to the Banach space of bounded
functions on Sk. This implies (2.10) for Pk(τ)’s.
5Here Q(k) is defined in (2.18). Its exponent P(k)(τ) exists due to Condition 2.7.
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2. We argue similarly to the proof of Proposition 2.6. We need to establish∑
Xk−1
Λkk−1(xk, xk−1) . . .Λ
2
1(x2, x1)P
(k)(τ ;Xk;Yk) = Pk(τ ;xk, yk)Λ
k
k−1(yk, yk−1) . . .Λ
2
1(y2, y1).
(2.22)
Let us first show (by induction on k) that an infinitesimal version of the above identity holds:∑
Xk−1
Λkk−1(xk, xk−1) . . .Λ
2
1(x2, x1)Q
(k)(Xk;Yk) = Qk(xk, yk)Λ
k
k−1(yk, yk−1) . . .Λ
2
1(y2, y1).
(2.23)
Using the definition of Q(k) (2.18), we can express it through Q(k−1) as
Q(k)(Xk;Yk) = Wk(xk, yk | yk−1)1Xk−1=Yk−1 +Q(k−1)(Xk−1;Yk−1)Vk(xk, yk |xk−1, yk−1).
(2.24)
Plugging this into (2.23) and summing over x1, . . . , xk−2 (using the statement for k− 1), one can
see that the resulting identity is equivalent to (2.20).
Now let us show that (2.23) holds also if we replace Q(k) and Qk by their powers, (Q(k))m
and (Qk)m, respectively, where m = 0, 1, 2, . . ..
Consider the case m = 2. Let Zk ∈ S(k), and let us multiply both sides of (2.23) by Qk(zk, xk)
and sum over xk ∈ Sk. In the right-hand side we would have the desired (Qk)2, and in the left-hand
side, using (2.23), we obtain:
∑
Xk∈S(k)
Qk(zk, xk)
k∏
i=1
Λii−1(xi, xi−1)Q
(k)(Xk;Yk)
=
∑
Zk−1∈S(k−1)
( k∏
i=1
Λii−1(zi, zi−1)
∑
Xk∈S(k)
Q(k)(Zk;Xk)Q
(k)(Xk;Yk)
)
,
which is the left-hand side of (2.23) with (Q(k))2. Similarly one shows that (2.23) holds for every
power m = 0, 1, 2, . . .. Now, using the fact that the exponential series for P(k)(τ) and Pk(τ)
converge, we may organize these identities for all powers m into appropriate exponential series,
and get (2.22). This concludes the proof.
Remark 2.13. Identity (2.22) above can be alternatively proved in the following way. Using the
backward Kolmogorov equation dPk(τ)/dt = QkPk(τ), and similarly for P(k), with the help of
(2.23) it is possible to show that both sides of (2.22) solve the same Cauchy problem of the form
d
dτ
F (τ) = AF (τ), τ > 0, F (0) = fixed vector.
Then it can be shown that such a Cauchy problem has a unique solution (e.g., see [28, IX.1.3]). For
such an argument in a similar (but more involved) situation see [16, §6.3 and proof of Prop. 8.3].
Let us now emphasize several aspects of the continuous-time formalism just presented. We will
employ this formalism by specifying univariate Markov jump processes Qk on Sk which commute
with the stochastic links in the sense of (2.21); then we will consider the problem of constructing
multivariate dynamics Q(N) on the state space S(N). Various multivariate dynamics correspond
to various refinements of commutation relations (2.21).
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Remark 2.14. Assume that projections Qk commuting with the stochastic links in the sense
of (2.21) are given. If condition (2.20) holds for every yk−1 and xk 6= yk, then it also holds for
xk = yk. Indeed, this follows from the fact that summing (2.20) over yk gives (2.21). On the
other hand, due to (2.16), in identity (2.20) for xk 6= yk the summation over xk−1 may be carried
over xk−1 6= yk−1, because the summand corresponding to xk−1 = yk−1 vanishes. Thus, under
(2.21) it is possible to rewrite (2.20) involving only the off-diagonal elements of Qk, Qk−1, as well
as of Wk(·, · | yk−1).
Remark 2.15. Starting from given projections Qk, it is also possible to introduce distinguished
continuous-time dynamics which is similar to the discrete-time Diaconis–Fill type process of §2.3.
For a general construction, which is more involved than in discrete time, we refer to [16, §8].
We will consider such dynamics in a more concrete situation (when S(N) consists of interlacing
integer arrays) later in §5.5.
In fact, all our considerations of §2.2 and §2.4 work in a slightly more general algebraic setting:
Remark 2.16. Observe that all definitions involving discrete-time objects P(k), Uk, Pk (§2.2),
as well as their continuous-time counterparts P(k)(τ), Q(k), Vk, Wk, Pk(τ), Qk (§2.4) have purely
linear-algebraic nature. Thus, for example, we may relax the condition that the matrix elements
of P(N) (2.5) are nonnegative, and formally speak about discrete-time multivariate ‘dynamics’,
meaning simply the corresponding matrixP(N). This is true in the continuous-time setting as well,
as all properties and results discussed in §2.4 do not require nonnegativity of the corresponding
matrix elements. However, one does need to assume that the denominators in the above definitions
do not vanish.
Though all univariate dynamics considered in the present paper are honest probabilistic ob-
jects, we will deal with more general multivariate ‘dynamics’ which do not satisfy the positivity
assumption.
2.5 From discrete to continuous time
Our Definition 2.8 of a continuous-time sequential update dynamics may be read off the discrete-
time case (Definition 2.4). This is similar to the classical fact that simple random walks in discrete
time converge (under a suitable scaling) to Markov jump processes.
Let P(N)ε be a sequential update discrete-time Markov dynamics as in Definition 2.4, and
assume that it depends on a small parameter ε in the following way (here XN ,YN ∈ S(N)):
P(N)ε (XN ,YN ) = 1XN=YN + ε ·Q(N)(XN ,YN ) + o(ε), ε→ 0. (2.25)
Here Q(N) is a jump rate matrix; we assume that is satisfies (2.13) and Condition 2.7. Then it is
possible to define Markov transition matrices corresponding to the continuous-time setting:
P(N)(τ) := lim
ε→0
(
P(N)ε
)[τ/ε]
.
Clearly, P(N)(τ) = exp(τ ·Q(N)) = 1+ τ ·Q(N) + o(τ), where 1 means the identity operator.
Moreover, assume that each Ui = U
(ε)
i in (2.6) is differentiable in ε:
U
(ε)
i (xi, yi |xi−1, yi−1) = Vi(xi, yi |xi−1, yi−1) + ε ·Wi(xi, yi |xi−1, yi−1) + o(ε), (2.26)
as ε→ 0.
17
Proposition 2.17. The object (P(N)(τ))τ≥0 defines a sequential update continuous-time Markov
dynamics (Definition 2.8) corresponding to the functions Vk and Wk as in (2.26).
Proof. Let us check the requirements of Definition 2.8.
Denote Wk(xk, yk |xk−1) := Wk(xk, yk |xk−1, xk−1). From (2.26) we see that the off-diagonal
elements of Q(N) look as (2.14), and the diagonal elements are given by (2.13). Indeed, identities
(2.15) and (2.16) are obtained from (2.7) and (2.9), respectively, by setting ε = 0. Identity (2.17)
may be obtained by induction on k from (2.13) and (2.14) by using (2.24). Equivalently, (2.17)
follows by considering the coefficient by ε in (2.7).
Finally, (2.20) is obtained by taking the coefficient by ε in (2.9). This concludes the proof.
Note that (2.16) implies that the functions Wk(xk, yk |xk−1, yk−1), where xk−1 6= yk−1 do not
affect the continuous-time dynamics P(N)(τ) constructed from P(N)ε .
3 Combinatorics of interlacing arrays and related objects
Let us start specializing the general constructions of §2 to our concrete situation. In this section
we briefly describe the state space of interlacing arrays, and give the necessary combinatorial
background.
3.1 Signatures, Young diagrams, and interlacing arrays
By a signature of length N we will mean a nonincreasing N -tuple of integers λ = (λ1 ≥ . . . ≥
λN ) ∈ ZN . Let GTN denote the set of all signatures of length N (‘GT’ stands for ‘Gelfand–
Tsetlin’, see (3.2)).6 By agreement, GT0 consists of a single empty signature ∅. We denote
|λ| := λ1 + λ2 + . . .+ λN .
By GT+N ⊂ GTN we mean the subset of nonnegative signatures, i.e., signatures for which
λN ≥ 0 (we assume that GT+0 = GT0 = {∅}). Nonnegative signatures are also called partitions
and are identified with Young diagrams [35, I.1].
Every nonnegative signature λ = (λ1, . . . , λN ) ∈ GT+N may be also viewed as an element
(λ1, . . . , λN , 0) ∈ GT+N+1. Thus, one may speak about nonnegative signatures without referring
explicitly to their length, and appending them by zeroes if necessary. Let GT+ :=
⋃
N≥0GT
+
N
be the set of all nonnegative signatures (= partitions). By `(λ) denote the number of strictly
positive parts in λ ∈ GT+.
Let µ ∈ GTN−1 and λ ∈ GTN . By µ ≺ λ we mean that µ and λ interlace:
λN ≤ µN−1 ≤ λN−1 ≤ . . . ≤ λ2 ≤ µ1 ≤ λ1. (3.1)
The main combinatorial objects in the present paper are sequences of interlacing signatures:
λ = (∅ ≺ λ(1) ≺ λ(2) ≺ . . . ≺ λ(N−1) ≺ λ(N)), λ(k) ∈ GTk. (3.2)
Such sequences are called Gelfand–Tsetlin schemes, they are conveniently visualized as arrays of
interlacing integers, see Fig. 1 in the Introduction. We call N the depth of a Gelfand–Tsetlin
scheme. We will mostly consider Gelfand–Tsetlin schemes of fixed finite depth N . Let GT(N)
denote the set of Gelfand–Tsetlin schemes of depth N , and GT+(N) be the set of Gelfand–Tsetlin
schemes made of nonnegative signatures: in (3.2), λ(k) ∈ GT+k , k = 1, . . . , N .
6The set GTN parametrizes irreducible representations of the unitary group U(N) [53], and in the literature
signatures are also referred to as highest weights.
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3.2 Semistandard Young tableaux
There is another classical point of view on Gelfand–Tsetlin schemes λ ∈ GT+(N) made of non-
negative signatures. Namely, such Gelfand–Tsetlin schemes correspond to semistandard Young
tableaux.
Definition 3.1. Let λ be a Young diagram. A semistandard (Young) tableau of shape λ over
the alphabet {1, . . . , N} is a filling of boxes of the diagram λ by letters from this alphabet (each
letter may be used several times) such that letters in a tableau weakly increase along rows and
strictly increase down columns.
Clearly, to consider semistandard tableaux of some shape λ over the alphabet {1, . . . , N}, the
number of rows in λ (of positive length) must be ≤ N ; that is, λ must belong to GT+N . Below is
an example of a semistandard Young tableau of shape λ = (4, 3, 1) over the alphabet {1, 2, 3, 4, 5}:
1 1 1 2 5
2 2 3 3
3 4 4
4 5 5
(3.3)
Proposition 3.2. Semistandard Young tableaux of shape λ ∈ GT+N over the alphabet {1, . . . , N}
are in one-to-one correspondence with Gelfand–Tsetlin schemes λ ∈ GT+(N) of depth N with top
row λ(N) = λ.
Proof. Indeed, each row λ(k), k = 1, . . . , N , in a Gelfand–Tsetlin scheme is identified with the
shape formed by boxes of a semistandard Young tableau consisting letters 1, . . . , k. For example,
semistandard tableau (3.3) corresponds to the Gelfand–Tsetlin scheme
∅ ≺ (3) ≺ (4, 2) ≺ (4, 4, 1) ≺ (4, 4, 3, 1) ≺ (5, 4, 3, 3, 0), (3.4)
which can be drawn as the following interlacing array (see also Fig. 1):
0 3 3 4 5
1 3 4 4
1 4 4
2 4
3
(3.5)
This concludes the proof.
Let us denote by DimN λ the number of semistandard Young tableaux of shape λ over the
alphabet {1, . . . , N}. In fact, DimN λ equals the dimension of an irreducible representation of the
unitary group U(N) corresponding to λ (e.g., see [53]).
Definition 3.3 (cf. Definition 3.1). Let λ be a Young diagram. A standard (Young) tableau of
shape λ is a filling of boxes of the diagram λ by letters 1, 2, . . . , |λ| (each letter is used only once)
such that letters in a tableau strictly increase both along rows and down columns.
Let dimλ denote the number of standard tableaux of shape λ. In fact, dimλ equals the
dimension of an irreducible representation of the symmetric group S(|λ|) corresponding to λ
(e.g., see [46]).
We employ the Young tableaux perspective in §7 where we will discuss Robinson–Schensted
correspondences.
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3.3 Visualizing interlacing arrays by particle configurations
The main topic of the present paper is stochastic dynamics on Gelfand–Tsetlin schemes. The
latter can be represented by interlacing arrays of integers as on Fig. 1 in the Introduction. An
elementary move in such a dynamics consists of increasing several coordinates λ(k)j in the Gelfand–
Tsetlin scheme by one.
It thus would be very convenient for us to employ the intuition of particle configurations. For
a Gelfand–Tsetlin scheme λ ∈ GT(N), place N(N + 1)/2 particles at points7{
(λ
(k)
j , k) : k = 1, . . . , N, j = 1, . . . , k
}
⊂ Z2,
see Fig. 2 in the Introduction. Then an elementary move in dynamics means that several particles
in a configuration jump to the right by one.
4 Ascending Macdonald processes and univariate dynamics on
signatures
Here we briefly discuss a special class of measures on interlacing arrays, namely, (ascending)
Macdonald processes, introduced in [7]. Detailed definitions and properties related to Macdonald
processes are given in Appendix A. We also describe univariate dynamics preserving Macdonald
measures (which are marginal distributions of Macdonald processes, see §4.2).
4.1 Stochastic links with Macdonald parameters
Let q, t ∈ [0, 1) be the Macdonald parameters (see §A.2), and a1, . . . , aN be some positive variables
(we assume that they are fixed throughout the paper). Let GTk play the role of the set Sk in
§2.1, and let us define stochastic links Λkk−1 : GTk ×GTk−1 → [0, 1] as follows (cf. (A.24))
Λkk−1(λ
(k), λ(k−1)) :=
Pλ(k−1)(a1, . . . , ak−1)
Pλ(k)(a1, . . . , ak)
Pλ(k)/λ(k−1)(ak) (4.1)
if λ(k−1) ≺ λ(k), and 0 otherwise (λ(j) ∈ GTj). Here Pλ = Pλ(·; q, t) and Pλ/µ = Pλ/µ(·; q, t) are
the ordinary and skew Macdonald polynomials, respectively (see §A.2 and §A.4).
Remark 4.1. To define Pλ(k) , Pλ(k−1) , and Pλ(k)/λ(k−1) for not necessarily nonnegative signatures,
we use Remarks A.2 and A.6, and, in particular, formula (A.7) for the skew (possibly Laurent)
polynomial Pλ(k)/λ(k−1)(ak).
One can readily deduce the translation invariance property of the links:
Λkk−1(λ
(k), λ(k−1)) = Λkk−1(λ
(k) + 1, λ(k−1) + 1)
(in the right-hand side we add 1 to every part of each signature).
The space GT(N) of interlacing arrays λ (see §3) is readily identified with the state space
S(N) as in (2.1). Thus, in this setting we can consider Gibbs measures on GT(N); one can refer
to them as Macdonald–Gibbs measures. In the next subsection we will discuss a useful subclass
of Macdonald–Gibbs measures, namely, the (ascending) Macdonald processes.
7Since the coordinates of each signature λ(k) are weakly decreasing, at some positions there could be more than
one particle.
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4.2 Ascending Macdonald processes
Let a1, . . . , aN be fixed positive parameters, and ρ be a Macdonald-nonnegative specialization of
the algebra of symmetric functions Sym (§A.5) corresponding to parameters (α, β; γ) as in (A.9).
We will always assume that aiαj < 1 for all possible i, j to ensure finiteness of the normalizing
constant in (4.2) below.
Definition 4.2. The ascending Macdonald process Masc(a1, . . . , aN ; ρ) is a probability measure
on the set GT(N) of interlacing arrays λ (3.2) of depth N (supported on the subset GT+(N) ⊂
GT(N) of nonnegative arrays) defined as
Masc(a1, . . . , aN ; ρ)(λ) =
Pλ(1)(a1)Pλ(2)/λ(1)(a2) · · ·Pλ(N)/λ(N−1)(aN )Qλ(N)(ρ)
Π(a1, . . . , aN ; ρ)
, (4.2)
where λ(j) ∈ GT+j . Here Qλ(N) is the Macdonald symmetric function (§A.2); it is a certain scalar
multiple of Pλ(N) . The normalizing constant Π(a1, . . . , aN ; ρ) is defined in §A.7.1, it is finite due
to our assumptions on ai and αj .
In fact, there exist more general Macdonald processes, see [7, §2.2.2], [8].
Projections of Macdonald processes to every fixed row λ(k) of a Gelfand–Tsetlin scheme (in
other words, their marginal distributions) have an explicit form. Namely, under the Macdonald
process Masc(a1, . . . , aN ; ρ) (4.2), the distribution of the row λ(k) ∈ GTk (cf. Fig. 1) is given by
the Macdonald measure (cf. (A.23))
MM(a1, . . . , ak; ρ)(λ
(k)) =
Pλ(k)(a1, . . . , ak)Qλ(k)(ρ)
Π(a1, . . . , ak; ρ)
. (4.3)
This fact can be readily deduced from identities of §A.7. Note that this Macdonald measure is
supported by partitions λ(k) ∈ GT+k , as it should be.
Proposition 4.3. Ascending Macdonald processes belong to the class of Macdonald–Gibbs mea-
sures on GT(N) (see §4.1 for the definition).
Proof. Clearly, one can write
Masc(a1, . . . , aN ; ρ)(λ) = MM(a1, . . . , aN ; ρ)(λ
(N)) ·
N∏
i=1
Λii−1(λ
(i), λ(i−1)),
with Λii−1 given by (4.1). This is exactly a specialization of the general Definition 2.1.
Note also that if one applies the stochastic link Λkk−1 to a Macdonald measure on GTk, one
will get a corresponding Macdonald measure on GTk−1, cf. (A.25).
4.3 Univariate continuous-time dynamics preserving the class of Macdonald
measures
Let us now discuss univariate continuous-time dynamics Qk living on each kth row, k = 1, . . . , N ,
of a Gelfand–Tsetlin scheme. One of the main goals of the present paper is to describe multivariate
dynamics Q(N) on Gelfand–Tsetlin schemes having these given univariate projections (cf. §2.4).
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The univariate dynamics Qk we are about to describe was introduced in [7, §2.3.1]. It is
defined in terms of jump rates as follows. For λ, ν ∈ GTk, λ 6= ν, set
Qk(λ, ν) :=

Pν(a1, . . . , ak)
Pλ(a1, . . . , ak)
ψ′ν/λ, if ν = λ+ ej for some j = 1, . . . , k;
0, otherwise.
(4.4)
Here the notation ν = λ + ej is explained in (A.13), and the quantity ψ′ν/λ is given by (A.14).
The diagonal elements of Qk are defined as
Qk(λ, λ) := −
∑
ν∈GTk : ν 6=λ
Qk(λ, ν) = −(a1 + . . .+ ak). (4.5)
The last equality follows from (A.18): one should take ρ2 = εˆ to be the specialization into one
dual variable ε (cf. §A.5), and then consider the coefficient by ε in (A.18).
Remark 4.4. Representing signatures λ ∈ GTk as particle configurations λ1 ≥ . . . ≥ λk on Z
according to §3.3 (see especially Fig. 2), we see that the jump λ → ν = λ + ej , j = 1, . . . , k, of
the univariate dynamics (4.4) means that the particle λj jumps to the right by one. If this jump
is not possible (i.e., if λj = λj−1), then we say that the jth particle λj is blocked by λj−1.
Proposition 4.5. Jump rates Qk (4.4), (4.5) satisfy finiteness Condition 2.10, and thus define
a Feller Markov jump process with semigroup (Pk(τ))τ≥0, where Pk(τ) = exp(τ ·Qk).
Proof. Clearly, for every fixed λ ∈ GTk, only finitely many of the numbers Qk(λ, ν), ν ∈ GTk,
are nonzero: they correspond either to ν = λ, or to ν = λ+ ej , j = 1, . . . , k.
All off-diagonal elements of Qk are nonnegative. To show that they are uniformly bounded,
note first that the jump rates Qk are translation-invariant, i.e., Qk(λ, ν) = Qk(λ+ 1, ν + 1) (see
Remarks A.2 and A.6). Thus, it suffices to assume that λ ∈ GT+k . Consider the sum∑
ν∈GTk : ν 6=λ
Qk(λ, ν) =
∑
ν∈GTk : ν = λ+ ej for some j
Pν(a1, . . . , ak)
Pλ(a1, . . . , ak)
ψ′ν/λ.
Let us add more (nonnegative) summands to the above sum: namely, the one with ν = λ (we
have ψ′λ/λ = 1), and also all other summands for which ψ
′
ν/λ 6= 0. The latter requirement implies
that ν/λ is a vertical strip, which in particular means that ν ∈ GT+ (see §A.3 and (A.11)). Thus,
we see that the above sum is not greater than∑
ν∈GT+
Pν(a1, . . . , ak)
Pλ(a1, . . . , ak)
ψ′ν/λ =
1
Pλ(a1, . . . , ak)
∑
ν∈GT+
Pν(a1, . . . , ak)Qν/λ(1ˆ)
= Π(a1, . . . , ak; 1ˆ) = (1 + a1) . . . (1 + ak).
Here 1ˆ means the specialization into one dual variable β1 = 1 (§A.5), and we have also used
identity (A.18). Thus, we get the desired uniform bound. This concludes the proof.
Thus, we can start the Markov jump process with generator Qk from any point and any
probability distribution on GTk. A particularly nice class of initial conditions is formed by the
Macdonald measures (4.3) which are supported on GT+k :
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Proposition 4.6. Let ρ be a Macdonald-nonnegative specialization (see §A.5),MM(a1, . . . , ak; ρ)
be the corresponding Macdonald measure on GT+k (4.3), and Pk(τ) = exp(τ ·Qk) be the GTk×GTk
transition matrix (during time interval τ ≥ 0) of the univariate dynamics, see (4.4). Then
MM(a1, . . . , ak; ρ)Pk(τ) = MM(a1, . . . , ak; ρ, ρτ ),
where ρτ is the Plancherel specialization with γ = τ ≥ 0 (§A.5), and (ρ, ρτ ) means the union of
specializations (§A.1).
In other words, if the dynamics Pk(τ) = exp(τ ·Qk) starts from a Macdonald measure, then
it is possible to explicitly write down the distribution of the Gelfand–Tsetlin scheme at any given
moment τ ≥ 0.
Proof. The argument is similar to [7, Prop. 2.3.6], and is in the spirit of §2.5. From (A.11) we
see that every off-diagonal matrix element Qk(λ, ν), λ 6= ν, coincides with the coefficient by ε in
p↑λν(a1, . . . , ak; εˆ), where p
↑ is defined in (A.26) and εˆ is the specialization into one dual variable
ε. Thus,
p↑λν(a1, . . . , ak; εˆ) = 1λ=ν + ε ·Qk(λ, ν) + o(ε), ε→ 0.
It follows that limε→0
(
p↑(a1, . . . , ak; εˆ)
)[τ/ε]
= Pk(τ). Moreover, from Proposition A.7.2 we know
that
MM(a1, . . . , ak; ρ)
(
p↑(a1, . . . , ak; εˆ)
)[τ/ε]
= MM(a1, . . . , ak; ρ, στ,ε),
where στ,ε is the specialization into [τ/ε] dual variables equal to ε. From §A.5 we see that
for any symmetric function f ∈ Sym, lim
ε→0
f(στ,ε) = f(ρτ ), and also lim
ε→0
Π(a1, . . . , ak; ρ, στ,ε) =
Π(a1, . . . , ak; ρ, ρτ ). Thus, taking the limit ε→ 0 in the above identity for the action of a power
of p↑ on Macdonald measures, we arrive at the claim of the proposition.
Proposition 4.7. Jump rate matrices (4.4) commute with the stochastic links (4.1) in the sense
of (2.21), i.e., Λkk−1Qk−1 = QkΛ
k
k−1.
Proof. Matrices p↑λν(a1, . . . , ak; εˆ) commute with the stochastic links (Proposition A.7.4); consid-
ering the coefficient by ε in the latter commutation relation (A.28) and using (4.5), we arrive at
the desired relation (2.21) for Qk.
Let us emphasize once again that the jump rates Qk (4.4) define univariate dynamics, i.e.,
processes on each row k of the particle array (see Fig. 2). The process Qk does not see what
is happening on other rows of the array. Our aim in the next section is to stitch all univariate
processes Qk into a multivariate continuous-time process on interlacing particle arrays (as on
Fig. 2). Such stitching is possible because the generators Qk commute with the stochastic links
(Proposition 4.7); but it is not unique, cf. §2.4.
5 Multivariate continuous-time dynamics on interlacing arrays
5.1 Definition
Let us specialize general definitions of §2.4 to our concrete situation involving interlacing particle
arrays. In particular, the notation will be XN = λ = (λ(1) ≺ . . . ≺ λ(N)), and xk = λ(k).
Moreover, Λkk−1 will denote stochastic links with Macdonald parameters defined in §4.1.
23
Definition 5.1. Let (P(N)(τ))τ≥0 be a Markov jump process on the space GT(N) of Gelfand–
Tsetlin schemes of depth N (equivalently, on the space of interlacing particle arrays of depth N
as on Fig. 2). We will call P(N) a multivariate dynamics on interlacing arrays (with Macdonald
parameters) if:
1. P(N) satisfies Definition 2.8 (of sequential update continuous-time dynamics) and all conven-
tions of §2.4.
2. Projections Qk of the dynamics P(N) defined by (2.19) coincide with the univariate dynamics
of §4.3.
Remark 5.2. We emphasize that a multivariate dynamics is not uniquely determined by Defini-
tion 5.1. However, the action of any multivariate dynamics P(N) on Macdonald processes is the
same:
Masc(a1, . . . , aN ; ρ)P
(N)(τ) = Masc(a1, . . . , aN ; ρ, ρτ ), (5.1)
where ρτ is the Plancherel specialization corresponding to τ ≥ 0 (cf. Proposition 4.6).
Observe that Definition 5.1 implies a natural restriction on possible jumps of a multivariate
dynamics. Namely, at each level k = 1, . . . , N , no more than one particle can jump (to the right by
one) at any given moment. Indeed, this follows (with the help of (2.19)) from the corresponding
property of the univariate dynamics Qk (§4.3): a jump λ(k) → ν(k), λ(k), ν(k) ∈ GTk, can occur
under Qk only if ν(k) = λ(k) + ej for some j = 1, . . . , k (see (A.13) for this notation).
5.2 Specialization of formulas from §2.4
As follows from Definition 5.1, a multivariate dynamics P(N)(τ) is completely determined (via its
jump rates expressed as (2.14)) by the rates of independent jumps Wk(λ(k), ν(k) |λ(k−1)) together
with the probabilities of triggered moves Vk(λ(k), ν(k) |λ(k−1), ν(k−1)), which must satisfy (2.15),
(2.16), and (2.17). In §§5.2, 5.3, and 5.4 we will write down certain necessary and sufficient
conditions on the Wk’s and the Vk’s under which they give rise to a multivariate dynamics with
Macdonald parameters.
Observe that the main identity (2.20) that we need to specialize to our situation involves only
two consecutive levels, k − 1 and k, of the interlacing array λ (see Fig. 1 and 2). Thus, let us
fix k = 1, . . . , N , and restrict our attention to GTk−1 and GTk. Moreover, to shorten formulas
below, we will introduce some additional notation. We will denote signatures λ(k), ν(k), . . . from
GTk simply by λ, ν, . . .; and signatures λ(k−1), ν(k−1), . . . ∈ GTk−1 will be denoted with with a
bar: λ¯, ν¯, . . .. Also, on GTk−1 we will use the notation ν¯ = λ¯ + e¯i (equivalently, λ¯ = ν¯ − e¯i)
if ν¯ is obtained from λ¯ by adding one to the coordinate λ¯i. At level k, we will write as before,
ν = λ+ ej , for a similar relation.
Now, assume that functions Wk(λ, ν | λ¯) and Vk(λ, ν | λ¯, ν¯) satisfy∑
ν∈GTk
Vk(λ, ν | λ¯, ν¯) = 1, Vk(λ, ν | λ¯, λ¯) = 1λ=ν , (5.2)∑
ν∈GTk : ν 6=λ
Wk(λ, ν | λ¯) = −Wk(λ, λ | λ¯). (5.3)
These identities are just specializations of the general conditions (2.15), (2.16), and (2.17).
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Proposition 5.3. For a fixed k = 1, . . . , N , consider functions Wk(λ, ν | λ¯) and Vk(λ, ν | λ¯, ν¯).
Under (5.2)–(5.3), the general condition (2.20) on Wk, Vk is equivalent to the following family of
identities (quantities ψ and ψ′ are given in §A.4 and §A.6):
k−1∑
i=1
Vk(λ, λ+ ej | ν¯ − e¯i, ν¯)ψλ/ν¯−e¯iψ′ν¯/ν¯−e¯i + a−1k Wk(λ, λ+ ej | ν¯)ψλ/ν¯ = ψ′λ+ej/λψλ+ej/ν¯ . (5.4)
These identities are written out for all λ ∈ GTk, all j = 1, . . . , k such that λj < λj−1 (so that
λ+ ej is also a signature ∈ GTk), and all ν¯ ∈ GTk−1. We also need to impose the condition that
ν¯ ≺ λ+ ej.
In the summation over i, we agree that if ν¯ − e¯i is not a signature (i.e., if ν¯i = ν¯i+1), then
ψ′ν¯/ν¯−e¯i = 0.
The summation in (5.4) can be informally understood as follows. Having any move λ→ ν =
λ + ej at the upper level GTk, and a fixed new state ν¯ ∈ GTk−1 at the lower level, the sum
is taken over all possible “histories” λ¯ = ν¯ − e¯i, i.e., over all moves λ¯ → ν¯ which could have
happened8 at GTk−1. Of course, it must be λ¯ ≺ λ and ν¯ ≺ ν. Note that we explicitly impose the
latter condition in the formulation, while the former condition is ensured by the presence of the
coefficient ψλ/ν¯−e¯i which vanishes unless λ¯ = ν¯ − e¯i ≺ λ.
Proof of Proposition 5.3. Fix λ, ν ∈ GTk and ν¯ ∈ GTk−1, and write identity (2.20) for xk = λ,
yk = ν, and yk−1 = ν¯. Due to Remark 2.14 and Proposition 4.7, we may assume that ν 6= λ; and
we also may run the summation over λ¯ 6= ν¯. We obtain:∑
λ¯∈GTk−1 : λ¯ 6=ν¯
Vk(λ, ν | λ¯, ν¯)Λkk−1(λ, λ¯)Qk−1(λ¯, ν¯) +Wk(λ, ν | ν¯)Λkk−1(λ, ν¯) = Qk(λ, ν)Λkk−1(ν, ν¯).
(5.5)
Then, plugging in the definitions of stochastic links (§4.1; we also use (A.7)) and univariate
dynamics (§4.3) and crossing out (nonzero) common factors involving Macdonald polynomials,
we obtain∑
λ¯∈GTk−1 : λ¯ 6=ν¯
Vk(λ, ν | λ¯, ν¯) · ψλ/λ¯a|λ|−|λ¯|k · ψ′ν¯/λ¯1ν¯ = λ¯+ e¯i for some i
+Wk(λ, ν | ν¯)ψλ/ν¯a|λ|−|ν¯|k = ψ′ν/λ1ν = λ+ ej for some j · ψν/ν¯a|ν|−|ν¯|k .
This clearly coincides with the desired claim of the proposition.
In fact, for k = 1 identity (5.4) (which then does not contain the summation over i) means that
W1 = a1Q1, where Q1 is the univariate jump rate matrix on the first level GT1 ∼= Z (see §4.3).
That is, the bottommost particle in the interlacing array (as on Fig. 2) performs the univariate
dynamics with speed scaled by a1.
Remark 5.4. As pointed out in Remark 2.14, identity similar to (5.5) but with ν = λ follows
automatically from (5.4) and commutation relations (Proposition 4.7). Using (4.5), we see that
this identity has the form:
k−1∑
i=1
Vk(λ, λ | ν¯ − e¯i, ν¯)ψλ/ν¯−e¯iψ′ν¯/ν¯−e¯i + (a−1k Wk(λ, λ | ν¯) + 1)ψλ/ν¯ = 0. (5.6)
8In our continuous-time jump dynamics, only one independent jump (cf. Comment 2.9) can happen during an
infinitesimally small time interval.
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Let us make one more natural remark about the functions Vk,Wk:
Remark 5.5. It will be sometimes convenient to extend the definition of Vk(λ, ν | λ¯, ν¯) and
Wk(λ, ν | ν¯) beyond our usual assumptions by setting them equal to zero if λ¯ 6≺ λ or ν¯ 6≺ ν
(cf. Remarks 2.2 and 2.3). Probabilistically this means that, for example, a jump at level k from
λ to ν with ν¯ 6≺ ν is impossible.
5.3 When a moving particle has to short-range push its immediate upper
right neighbor
It is convenient now to separate a special case of identities (5.4), namely, when ν¯ 6≺ λ. Since ν¯
is the new state of the dynamics at level GTk−1, it must differ as ν¯ = λ¯ + e¯i from a previous
state λ¯ for which λ¯ ≺ λ. This condition defines the signature λ¯ uniquely. Next, the interlacing
constraints (cf. Fig. 2) clearly imply that there exists a unique ν = λ+ ej such that ν¯ ≺ ν, and,
moreover, i = j (see also Fig. 4 below). Thus, we see that identity (5.4) for ν¯ 6≺ λ takes the form:
Vk(λ, λ+ ej | ν¯ − e¯j , ν¯)ψλ/ν¯−e¯jψ′ν¯/ν¯−e¯j = ψ′λ+ej/λψλ+ej/ν¯ . (5.7)
Therefore, the value of Vk(λ, λ+ej | ν¯−e¯j , ν¯) is completely determined, and we in fact can compute
it:
Proposition 5.6. For ν¯ 6≺ λ, ν¯ ≺ λ+ ej, and ν¯ − e¯j ≺ λ, one has
ψλ/ν¯−e¯jψ
′
ν¯/ν¯−e¯j = ψ
′
λ+ej/λ
ψλ+ej/ν¯ , (5.8)
and so in this case
Vk(λ, λ+ ej | ν¯ − e¯j , ν¯) = 1. (5.9)
Proof. This can be checked directly using explicit formulas for ψ,ψ′ (§A.4, §A.6). A more struc-
tured way to see this is to consider the skew Cauchy identity (A.17) with ρ1 = a (one usual
variable), and ρ2 = εˆ (one dual variable), and extract from this identity the coefficient by the first
power of ε.
This skew Cauchy identity reads (we rewrite it in terms of ψ,ψ′):
(1 + aε)
∑
µ∈GT+
ε|ν¯|−|µ|ψ′ν¯/µa
|λ|−|µ|ψλ/µ =
∑
κ∈GT+
a|κ|−|ν¯|ψκ/ν¯ε|κ|−|λ|ψ′κ/λ,
and considering the coefficient by ε leads to
k−1∑
i=1
ψ′ν¯/ν¯−e¯iψλ/ν¯−e¯i + ψλ/ν¯ =
k∑
j=1
ψλ+ej/ν¯ψ
′
λ+ej/λ
. (5.10)
Now one can readily see that under the assumptions of the proposition, identity (5.8) holds. To
obtain the second claim (from (5.7)), we note that under our assumptions both sides of (5.8) are
nonzero.
Remark 5.7. In fact, identity (5.10) is equivalent to the commutation relations between the
jump rate matrices Qk’s and the stochastic links (see Proposition 4.7).
Note also that if we sum (5.4) over all possible j = 1, . . . , k, and add (5.6), we get (5.10).
In other words, various multivariate dynamics correspond to various refinements of (5.10) (cf.
discussions after (2.9) and (2.20)).
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Remark 5.8. Note that the values Wk(λ, ν | ν¯) with ν¯ 6≺ λ do not formally enter identities (5.4),
see (5.7), and thus cannot be determined by them. However, these values are also not employed in
the definition of multivariate dynamics (see (2.14) or (5.13) below). Thus, when speaking about
Wk(λ, ν | ν¯), we will always assume that ν¯ ≺ λ.
Proposition 5.6 is equivalent to the following rule which holds for any multivariate continuous-
time dynamics on interlacing particle arrays (see Fig. 2):
Short-range Pushing Rule. If any particle λ(k−1)j moves to the right by one and λ
(k)
j = λ
(k)
j−1,
then the particle λ(k)j is forced to instantly move to the right by one, and there are no other
triggered moves at the kth row of the array.
In other words, the triggered move of the upper particle λ(k)j is necessary to immediately
restore the interlacing condition λ(k)j ≥ λ(k−1)j that was broken by the move of λ(k−1)j .
Here and below by a jump we mean an independent jump, and move means an independent
jump or a triggered move (cf. Comment 2.9).
The above rule in fact coincides with one of the rules for the “push-block” dynamics introduced
in [11] (in the Schur case), namely, with the “push” rule. See §5.5 for more discussion.
k - 1
k
Λj Λj-1Λj+1
Ν j+1 Ν j-1
Ν j
short-range pushing
Figure 4: The moved particle ν¯j violates the interlacing constraints and must instantly
short-range push λj . Dashed arrow represents this pushing interaction.
Observe that the interaction between particles described by the above rule happens only at
short distance (namely, when the particle λ(k−1)j is right under λ
(k)
j , cf. Fig. 2). We will call this
interaction the short-range pushing.
5.4 Characterization of multivariate dynamics
In the general situation, i.e., when ν¯ ≺ λ (in contrast with the development of §5.3), it turns
out to be convenient to divide (5.4) by ψλ/ν¯ , which is now nonzero. Indeed, then the resulting
quantities in the left-hand side of (5.4) are given explicitly by
Ti(ν¯, λ) :=
ψλ/ν¯−e¯i
ψλ/ν¯
ψ′ν¯/ν¯−e¯i =
(1− qλi−ν¯it)(1− qν¯i−λi+1)
(1− qλi−ν¯i+1)(1− qν¯i−1−λi+1t)
×
i−1∏
r=1
(1− qλr−ν¯iti−r+1)(1− qν¯r−ν¯i+1ti−r−1)
(1− qλr−ν¯i+1ti−r)(1− qν¯r−ν¯iti−r) (5.11)
×
k−1∏
s=i+1
(1− qν¯i−ν¯s−1ts−i+1)(1− qν¯i−λs+1ts−i)
(1− qν¯i−ν¯sts−i)(1− qν¯i−λs+1−1ts−i+1) ,
and in the right-hand side we get
Sj(ν¯, λ) :=
ψλ+ej/ν¯
ψλ/ν¯
ψ′λ+ej/λ =
j−1∏
r=1
(1− qν¯r−λj tj−r−1)(1− qλr−λj−1tj−r+1)
(1− qν¯r−λj−1tj−r)(1− qλr−λj tj−r)
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×
k−1∏
s=j
(1− qλj−λs+1+1ts−j)(1− qλj−ν¯sts−j+1)
(1− qλj−λs+1ts−j+1)(1− qλj−ν¯s+1ts−j) . (5.12)
The above explicit formulas for Ti and Sj follow from the formulas for the quantities ψ,ψ′, see
§A.4 and §A.6. The quantities Ti and Sj of course depend on k, as they are defined for ν¯ ∈ GTk−1
and λ ∈ GTk. However, we will not indicate this dependence on k explicitly.
Now we are in a position to summarize the development of §§5.1, 5.2, and 5.3 by giving a
general characterization of multivariate continuous-time dynamics (with Macdonald parameters)
living on the space of interlacing particle arrays (as on Fig. 2).
Assume that we are given functions
Wk(·, · | ·) : GTk ×GTk ×GTk−1 → R, k = 1, . . . , N ;
Vk(·, · | ·, ·) : GTk ×GTk ×GTk−1 ×GTk−1 → [0, 1], k = 2, . . . , N.
Set
Q(N)(λ,ν) := Wk(λ
(k), ν(k) |λ(k−1))
N∏
i=k+1
Vi(λ
(i), ν(i) |λ(i−1), ν(i−1)), (5.13)
for each pair λ 6= ν of Gelfand–Tsetlin schemes of depth N (see §3.1) such that λ(j) = ν(j)
for all j ≤ k − 1, and λ(k) 6= ν(k). Define the diagonal elements of Q(N) by Q(N)(λ,λ) :=
−∑ν∈GT(N) : ν 6=λQ(N)(λ,ν).
We further assume that the functions Wk, Vk, k = 1, . . . , N , satisfy (5.2)–(5.3), and that
Wk(λ
(k), ν(k) |λ(k−1)) ≥ 0 for λ(k) 6= ν(k).
Theorem 5.9. The functions Wk, Vk, k = 1, . . . , N , described right before the theorem define
a multivariate continuous-time Markov dynamics on interlacing arrays (cf. Definition 5.1) with
jump rates (= Markov generator) (5.13) if and only if:
1. For any k = 2, . . . , N , any λ ∈ GTk, ν¯ ∈ GTk−1 with ν¯ 6≺ λ, for which there exists (in fact,
unique) j = 1, . . . , k−1 such that ν¯ ≺ λ+ej and ν¯− e¯j ≺ λ, we have Vk(λ, λ+ej | ν¯− e¯j , ν¯) = 1.
2. For any k = 1, . . . , N , any λ ∈ GTk, ν¯ ∈ GTk−1 with ν¯ ≺ λ, and any j = 1, . . . , k such that
λj < ν¯j−1,9 we have
k−1∑
i=1
Vk(λ, λ+ ej | ν¯ − e¯i, ν¯)Ti(ν¯, λ) + a−1k Wk(λ, λ+ ej | ν¯) = Sj(ν¯, λ), (5.14)
where Ti and Sj are given by (5.11) and (5.12), respectively. By agreement, if in the summation
ν¯ − e¯i is not a signature, we set Ti(ν¯, λ) = 0.
Proof. The first claim is due to Proposition 5.6 (see also the short-range pushing rule in §5.3),
and the second claim follows from Proposition 5.3.
Remark 5.10. As we mentioned earlier, it is possible to solve our equations on the functions
Wm, Vm, m = 1, . . . , N (of Theorem 5.9) consecutively level by level. Then, “stacking” these
solutions as in (5.13) for m = 1, . . . , N , we obtain a multivariate dynamics on the whole space
GT(N).
9That is, λ + ej is a signature, and ν¯ ≺ λ + ej . In other words, this means that the particle λj is not blocked
and can move to the right.
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Therefore, it is possible (and often convenient) to restrict attention to a slice formed by rows
k − 1 and k of the interlacing array (see Fig. 2), where k = 2, . . . , N is fixed. Let us denote this
slice by GT(k−1;k) := {(ν¯, λ) ∈ GTk−1 ×GTk : ν¯ ≺ λ}. Let also, by agreement, GT(0;1) := GT1.
On each fixed slice GT(k−1;k) one can perform the following operation. Assume we are given
a multivariate dynamics defined by {(Wm, Vm)}Nm=1. Let also (W ′k, V ′k) for some fixed k be any
other solution of equations of Theorem 5.9 (this solution must also satisfy the assumptions before
the theorem).10 Then it is possible to mix the old quantities (Wk, Vk) with the solution (W ′k, V
′
k),
i.e., replace (Wk, Vk) by the following convex combination:
W˜k(λ, ν | ν¯) := θ(ν¯, λ)Wk(λ, ν | ν¯) +
(
1− θ(ν¯, λ))W ′k(λ, ν | ν¯),
V˜k(λ, ν | λ¯, ν¯) := θ(ν¯, λ)Vk(λ, ν | λ¯, ν¯) +
(
1− θ(ν¯, λ))V ′k(λ, ν | λ¯, ν¯), (5.15)
where, as usual, λ, ν ∈ GTk, λ¯, ν¯ ∈ GTk−1. Here θ(ν¯, λ) is any function on GT(k−1;k) (indeed,
due to claim 1 of Theorem 5.9, it suffices to define it for ν¯ ≺ λ) such that 0 ≤ θ(ν¯, λ) ≤ 1 for all
ν¯, λ. In particular, for θ(ν¯, λ) ≡ 1 one simply replaces (Wk, Vk) by (W ′k, V ′k) in the definition of
multivariate dynamics. All other quantities (Wm, Vm), m 6= k, remain unchanged.
One can take these rather general coefficients (i.e., depending on ν¯ and λ in an arbitrary way)
because equations (5.14) are written down for each fixed pair ν¯, λ, and so (W˜k, V˜k) again satisfies
Theorem 5.9. One can also readily check that conditions (5.2)–(5.3) hold for (W˜k, V˜k) as well.
Therefore, the result of mixing (5.15) is again a multivariate dynamics.
Remark 5.11. One can go even further and make the coefficient θ(ν¯, λ) in (5.15) depend also on
ν = λ + ej (j = 1, . . . , k), because for each ν¯, λ, and each j we have a separate equation (5.14).
Taking such coefficients θ(ν¯, λ, λ+ ej) in (5.15) also produces multivariate dynamics. However, in
our future treatment of nearest neighbor multivariate dynamics (§6) we do not need this generality
to establish the characterization (Theorem 6.13). This happens because of our parametrization
and linear equations for this type of dynamics (see §6.2).
5.5 Example: push-block dynamics on interlacing arrays
In this and the next subsection we discuss two previously known examples of multivariate dy-
namics on interlacing arrays which fall under the setting of our Theorem 5.9. The construction of
our first example works for general Macdonald parameters (q, t) and was introduced in [7, §2.3.3].
The second model (§5.6) was constructed in [41] in the q-Whittaker (i.e., t = 0) case.
A general construction of a continuous-time Diaconis–Fill type dynamics is explained in [16,
§8] (see [11, §2] and also §2.3 for a discrete-time version).
We will call the distinguished Diaconis–Fill type dynamics in continuous time the push-block
dynamics. In the setting with general Macdonald parameters, the push-block dynamics was
considered in [7, §2.3.3]. Let us present an independent characterization of this dynamics using
our formalism:
Definition 5.12. Let us call a multivariate dynamics on interlacing arrays (Definition 5.1) push-
block dynamics if Vk(λ, ν | λ¯, ν¯) = 1λ=ν for any k = 2, . . . , N , λ, ν ∈ GTk and λ¯, ν¯ ∈ GTk−1 such
that λ¯ ≺ λ, ν¯ ≺ ν, and, moreover, ν¯ ≺ λ.
In other words, we distinguish the push-block dynamics by requiring that it has minimal
possible triggered moves Vk (cf. Comment 2.9). Namely, if the move λ¯ → ν¯ at GTk−1 does not
10It must be k = 2, . . . , N because V1 makes no sense, and W1 = a1Q1 must be the same for any multivariate
dynamics.
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break the interlacing between rows k − 1 and k of the array, then this move does not propagate
to higher levels k, k + 1, . . .. However, one cannot completely eliminate the triggered moves, cf.
the obligatory short-range pushing rule in §5.3.
One easily checks that Definition 5.12 uniquely defines a multivariate dynamics. In particular,
this definition implies that the nonzero off-diagonal rates of independent jumpsWk, k = 1, . . . , N ,
are (here ν¯ ≺ λ, cf. Remark 5.8):
Wk(λ, λ+ ej | ν¯) = ak · Sj(ν¯, λ),
where Sj is given by (5.12). (The diagonal values of Wk are of course defined by (5.3).)
Moreover, one can also check that dynamics of Definition 5.12 coincides with the continuous-
time dynamics on interlacing arrays introduced in [7, §2.3.3]. In probabilistic terms, the process
on interlacing arrays is described as follows:
Dynamics 1 (push-block dynamics).
(1) (independent jumps) Each particle λ(k)j at each level k = 1, . . . , N has its own independent
exponential clock with rate akSj(λ(k−1), λ(k)). When the λ
(k)
j th clock rings, the particle λ
(k)
j
jumps to the right by one if it is not blocked by a lower particle, i.e., if λ(k)j < λ
(k−1)
j−1 . If the
particle λ(k)j is blocked, no jump occurs because then Sj(λ
(k−1), λ(k)) = 0.
(2) (triggered moves) When any particle λ(k−1)j , (k = 2, . . . , N , j = 1, . . . , k), moves to the right
by one, it short-range pushes λ(k)j according to the rule of §5.3. That is, if λ
(k−1)
j = λ
(k)
j , then
λ
(k)
j also jumps to the right by one. No other triggered moves occur.
One of the features of this dynamics is that in the q-Whittaker case (i.e., when t = 0), the
stochastic evolution of the leftmost particles λ(k)k , k = 1, . . . , N , of the interlacing array (cf. Fig. 2)
is Markovian. This dynamics is called q-TASEP. We briefly discuss it in §8.3 below.
In the Schur degeneration (q = t), one has Sj(ν¯, λ) = 1ν¯≺λ+ej1λ≺λ+ej , so each particle on level
k has an independent exponential clock with rate ak if it is not blocked. In this case the dynamics
of the rightmost particles λ(k)1 , k = 1, . . . , N , is also Markovian, it may be called PushTASEP (or
long-range TASEP). See §8.3 below and also [10], [11].
5.6 Example: O’Connell–Pei’s randomized insertion algorithm
Another multivariate dynamics on interlacing arrays was introduced recently in [41] in the q-
Whittaker (t = 0) case (we also discuss its modification in §8.2.3 below). Let us rewrite the
original definition (given in the language of semistandard Young tableaux, cf. §3.2) in terms of
interlacing arrays. See also §7.2 below for a “dictionary” between the two “languages”.
Denote for all ν¯ ∈ GTk−1 and λ ∈ GTk
Fi(ν¯, λ) :=
{
0, i = 1;
qν¯i−1−λi , 2 ≤ i ≤ k, (5.16)
fi(ν¯, λ) :=

1, i = 1
(1− qν¯i−1−λi)/(1− qν¯i−1−ν¯i+1), 2 ≤ i ≤ k − 1,
1− qν¯k−1−λk , i = k.
(5.17)
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Next, for all k = 1, . . . , N and all (ν¯, λ) ∈ GT(k−1;k), let the rates of independent jumps be
(j = 1, . . . , k)
Wk(λ, λ+ ej | ν¯) := ak
(
1− Fj(ν¯, λ)
) k∏
r=j+1
Fr(ν¯, λ), (5.18)
and the probabilities of triggered moves be (j = 1, . . . , k, i = 1, . . . , k − 1):
Vk(λ, λ+ ej | ν¯ − e¯i, ν¯) :=

fi(ν¯, λ), j = i;(
1− Fj(ν¯, λ)
)(
1− fi(ν¯, λ)
)∏i−1
r=j+1 Fr(ν¯, λ), j < i;
0, j > i,
(5.19)
Using the first relation in (5.2), one can readily see from (5.19) that the probability that a move
does not propagate to a higher level is zero, i.e., Vk(λ, λ | ν¯− e¯i, ν¯) = 0. We also impose the second
relation in (5.2) on the Vk’s. Moreover, we define the diagonal jump rates Wk(λ, λ | ν¯) by (5.3)
(in fact, they are equal to (−ak)). Finally, observe that if ν¯ 6≺ λ, formula (5.19) is equivalent to
(5.9) because in this case ν¯i = λi + 1 for a suitable i, and it must be j = i (cf. §5.3).
Proposition 5.13. Jump rates (5.18) and probabilities of triggered moves (5.19) define a multi-
variate continuous-time dynamics on interlacing arrays in the sense of Definition 5.1.
Proof. This proposition was proved (in another form) in [41]. However, let us redo the necessary
computations here in order to demonstrate the application of our general Theorem 5.9.
In the t = 0 case, the quantities Ti and Sj are given by (8.1)–(8.2) below. It suffices to check
(5.14). The fact that all other identities (5.2), (5.3), and (5.9) hold follows from the discussion
after (5.18)–(5.19).
Fix any (ν¯, λ) ∈ GT(k−1;k) any j = 1, . . . , k. Identity (5.14) for j = k reads
a−1k Wk(λ, λ+ ek | ν¯) = Sk(ν¯, λ),
which is obvious due to (5.18) and (8.2). For 1 ≤ j ≤ k − 1, we must show that (omitting the
notation (ν¯, λ)):
fjTj + (1− Fj)Fj+1 . . . Fk +
k−1∑
i=j+1
(1− Fj)Fj+1 . . . Fi−1(1− fi)Ti = Sj . (5.20)
It is straightforward to check that (1 − fm−1)Tm−1 = Fm−1(1 − Fm) for m = 2, . . . , k − 1. This
means in particular that the last summand in the above sum (corresponding to i = k − 1) turns
into (1− Fj)Fj+1 . . . Fk−1(1− Fk), and we get
(1− Fj)Fj+1 . . . Fk−1(1− Fk) + (1− Fj)Fj+1 . . . Fk = (1− Fj)Fj+1 . . . Fk−1.
Using a similar argument for summands corresponding to i = k − 2, . . . , j + 1, we reduce the
desired identity to
fjTj + (1− Fj)Fj+1 = Sj . (5.21)
To check that this holds for j = 1, . . . , k − 1 is also straightforward.
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The stochastic evolution introduced in [41] (see §5 of that paper) is defined in discrete time,
but at every discrete time moment only one independent jump is allowed. Equivalently, we may
define this model in continuous time by requiring that time moments of jumps follow a constant-
rate Poisson process. In this interpretation one can check that the dynamics of [41] coincides
with the multivariate dynamics of Proposition 5.13. Probabilistically this multivariate dynamics
is described as follows:
Dynamics 2 (Dynamics driven by O’Connell–Pei’s insertion algorithm).
(1) (independent jumps) Each particle λ(k)j has an independent exponential clock with rate (5.18).
When this clock rings, the particle jumps to the right by one if λ(k)j < λ
(k)
j−1. Note that the
blocking by λ(k−1)j−1 is implicitly present in (5.18), i.e., the jump rate is zero if λ
(k)
j = λ
(k−1)
j−1 .
(2) (triggered moves) When any particle λ(k−1)j , (k = 2, . . . , N , j = 1, . . . , k), moves to the right
by one, it instantly forces exactly one of its upper right neighbors λ(k)r , r ≤ j, to move to the
right as well. Which of these neighbors jumps is determined by probabilities (5.19), where
λ = λ(k) and ν¯ − e¯j = λ(k−1).
Note that when λ(k)r = λ
(k−1)
r−1 (that is, when the pushed particle λ
(k)
r is blocked and cannot
move to the right), the corresponding probability Vk vanishes, as it should be. Note also that
the short-range pushing mechanism (§5.3) is built into the definition of Vk (see the discussion
after (5.19)).
Let us point out a few differences between the two examples above, Dynamics 1 and 2.
In Dynamics 2 (in contrast with Dynamics 1) a moving particle λ(k)j always pushes some
particle at the level k. Thus, an independent jump happening at any level k = 1, . . . , N in the
interlacing array (see Fig. 2) always propagates to all higher levels k + 1, . . . , N .
As a consequence, the pushing mechanism in Dynamics 2 works at long distances (in contrast
with the short-range pushing of Dynamics 1). That is, in Dynamics 2 a moving particle λ(k−1)j
can push some particle λ(k)r on the upper level regardless of the distance |λ(k)r − λ(k−1)j | between
them. We will call this type of pushing the long-range pushing.
6 Nearest neighbor dynamics
From now on we will focus on a subclass of multivariate dynamics which we call nearest neighbor
dynamics. Generally speaking, in such dynamics a particle λ(k−1)j moving by one to the right can
affect only its immediate left or right neighbor at level k.
In §§6.1–6.4 we fix k = 2, . . . , N , and restrict our attention to the slice GT(k−1;k) formed by
rows k − 1 and k of the interlacing array (see Fig. 2), cf. Remark 5.10. We will discuss rates of
independent jumps Wk and probabilities of triggered moves Vk corresponding to the k-th slice of
a nearest neighbor dynamics. Then in §6.5 and especially in §6.6 we will “stack” the functions
(Wn, Vn) for different n, i.e., consider nearest neighbor multivariate dynamics on interlacing arrays
whose Markov generators are expressed through the (Wn, Vn)’s by (5.13).
6.1 Notation and definition
We will use our usual notation explained in the beginning of §5.2. In particular, ν¯ ∈ GTk−1 will
always denote the new state at level k − 1, and λ ∈ GTk will mean the old state at level k.
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Figure 5: Particles λj and λj−1 are blocked and cannot move to the right.
Consider a set of indices
F = F(ν¯, λ) := {j : 1 ≤ j ≤ k, and λj < ν¯j−1}. (6.1)
In words, F(ν¯, λ) represents indices of particles at level k that are free (not blocked by a particle
at level k − 1) and can move to the right by one. For example, on Fig. 5 we have j, j − 1 /∈ F,
and j + 1, j − 2 ∈ F. Equivalently, ν¯ ≺ λ + ej ⇔ ν¯ − e¯j−1 ≺ λ iff j ∈ F. Let us also denote by
κ = κ(ν¯, λ) ≤ k the cardinality of F(ν¯, λ).
For every i = 1, . . . , k, let
ξ(i) := max{j : j ≤ i and j ∈ F(ν¯, λ)} (6.2)
be the index of the first right neighbor of λi (including λi) at level k that is free. On Fig. 5 we
have ξ(j + 1) = j + 1, and ξ(j) = ξ(j − 1) = ξ(j − 2) = j − 2.
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Figure 6: The moved particle ν¯j can (long-range) pull its immediate left neighbor λj+1
or long-range push its first free right neighbor λξ(j).
Definition 6.1. A multivariate dynamics with Markov generator Q(N) which is determined (as
in §5) by functions (Wn, Vn), n = 1, . . . , N , will be called nearest neighbor if for all k = 2, . . . , N
and any fixed ν¯ ∈ GTk−1 and λ ∈ GTk with ν¯ ≺ λ the following condition holds:
For every j = 1, . . . , k− 1 such that λj+1 < ν¯j (equivalently, j + 1 ∈ F(ν¯, λ)), and for
all m = 1, . . . , k, we have Vk(λ, λ+ em | ν¯ − e¯j , ν¯) = 0 unless m = j + 1 or m = ξ(j).
In words (see also Fig. 6), let us assume that ν¯j represents the particle that has just moved11
at level k − 1 (independently or due to a triggered move). Then this particle has a possibility
(i.e., with some probabilities) to either (long-range) pull its immediate left neighbor λj+1 or,
alternatively, (long-range) push its first right neighbor λξ(j) that is not blocked. The pulled or
pushed particle will instantly move to the right by one.
Typically, when all particles at levels k−1 and k are “apart” (i.e., when κ(ν¯, λ) = k), this means
that a moved particle can affect only its immediate left or right neighbor, and this interaction
may happen at long range.
11We need the condition λj+1 < ν¯j in Definition 6.1 to ensure that ν¯j indeed can be the coordinate of a particle
that has just moved.
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6.2 Parametrization and linear equations
According to Definition 6.1, let us denote
lj = lj(ν¯, λ) := Vk(λ, λ+ ej+1 | ν¯ − e¯j , ν¯),
rj = rj(ν¯, λ) := Vk(λ, λ+ eξ(j) | ν¯ − e¯j , ν¯) (6.3)
for all j = 1, . . . , k − 1 such that j + 1 ∈ F(ν¯, λ).
That is, rj and lj are the probabilities that a moved particle ν¯j will long-range push (resp.
pull) its right (resp. left) neighbor. We also leave open the possibility that (with probability
1− rj − lj) this move at level k − 1 does not propagate to the next level k. We will call
cj = cj(ν¯, λ) := rj(ν¯, λ) + lj(ν¯, λ), j + 1 ∈ F, (6.4)
the probability of propagation of the corresponding move ν¯ − e¯j → ν¯ on level k − 1 to the next
level k.
Let us also introduce a shorthand for the rates of independent jumps (at level k) of the particles
that actually can jump:
wm = wm(ν¯, λ) := a
−1
k Wk(λ, λ+ em | ν¯), m ∈ F(ν¯, λ). (6.5)
With the help of the short-range pushing rule of §5.3 (see also Remark 5.8) which dictates
the values of Vk(λ, · | ·, ν¯) for ν¯ 6≺ λ, we see that a multivariate nearest neighbor dynamics is
completely determined (on the slice GT(k−1;k)) by the following parameters:{
rj(ν¯, λ), cj(ν¯, λ), wm(ν¯, λ) : (ν¯, λ) ∈ GT(k−1;k) and m, j + 1 ∈ F(ν¯, λ)
}
. (6.6)
For future convenience, let us enumerate the set F(ν¯, λ) as follows:
F(ν¯, λ) =: {j1 + 1 < j2 + 1 < . . . < jκ(ν¯,λ) + 1}. (6.7)
Note that always j1 = 0 because the first particle at level k cannot be blocked.
One can write down a system of linear equations for parameters (6.6):
Proposition 6.2. Parameters (6.6) on the slice GT(k−1;k) correspond to a multivariate dynamics
if and only if for any (ν¯, λ) ∈ GT(k−1;k) they satisfy the following system of linear equations (we
use enumeration (6.7), and omit the dependence on (ν¯, λ) in the notation):
rj2Tj2 + wj1+1 = Sj1+1;
rjm+1Tjm+1 + (cjm − rjm)Tjm + wjm+1 = Sjm+1, m = 2, . . . , κ− 1;
(cjκ − rjκ)Tjκ + wjκ+1 = Sjκ+1.
(6.8)
Here the coefficients Tjm(ν¯, λ) and Sjm+1(ν¯, λ) are defined in (5.11)–(5.12) (see also (8.1)–(8.2)
for the t = 0 specialization).12
Proof. Immediately follows from claim 2 of Theorem 5.9. The mth equation above (where m =
1, . . . , κ) corresponds to writing (5.14) for one of the κ allowed moves λ → λ + ejm+1 at level
k.
12Observe that all Tjm ’s and Sjm+1’s are strictly positive. See also (6.10) below.
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Remark 6.3. Due to the nature of Proposition 6.2, it is natural to work in a linear-algebraic
setting without assuming nonnegativity of probabilities or jump rates (cf. Remark 2.16). Namely,
we will say that arbitrary real parameters (6.6) define a multivariate ‘dynamics’ (in quotation
marks) on the slice GT(k−1;k) if they satisfy Proposition 6.2. If, in addition, one has wm ≥ 0 and
0 ≤ rj ≤ cj ≤ 1 for all possible j and m, then these parameters clearly correspond to an honest
multivariate continuous-time Markov dynamics on interlacing arrays.
However, to make the discussion more understandable, we will use probabilistic language even
when speaking about multivariate ‘dynamics’ which may have negative jump rates or probabilities
of triggered moves. In particular, we will speak about the jump rate matrix (= generator) Q(N)
of a multivariate ‘dynamics’ in the same sense as in Remark 2.16.
Thus, for each pair of signatures ν¯, λ with ν¯ ≺ λ, we have
2
(
κ(ν¯, λ)− 1)+ κ(ν¯, λ) = 3κ(ν¯, λ)− 2
real parameters (6.6) of our ‘dynamics’. These parameters must satisfy κ(ν¯, λ) linear equa-
tions corresponding to each free particle at level k (Proposition 6.2). Therefore, there should
be 2κ(ν¯, λ) − 2 independent parameters involved in the description of the solution of each such
system.
In the rest of the section we describe building blocks of solutions of (6.8), namely, the so-called
fundamental solutions (§6.4). An arbitrary solution of the linear system (6.8) will be a certain
linear combination of the fundamental solutions (§6.4.5).
After that we will show how to organize fundamental solutions corresponding to systems
(6.8) with various ν¯, λ into certain special multivariate ‘dynamics’ (fundamental ‘dynamics’, §6.5)
which in turn serve as building blocks for arbitrary nearest neighbor multivariate ‘dynamics’ on
interlacing arrays (§6.6).
6.3 General solution of the system
Observe that the sum of all equations (6.8) reads
κ∑
m=2
Tjmcjm +
κ∑
m=1
wjm+1 =
κ∑
m=1
Sjm+1. (6.9)
Next, note that by (5.11)–(5.12) one has
Sj(ν¯, λ) = Tj−1(ν¯, λ) = 0 if j /∈ F(ν¯, λ);
Sj(ν¯, λ), Tj−1(ν¯, λ) > 0 if j ∈ F(ν¯, λ). (6.10)
Thus, keeping only nonzero terms, we rewrite the commutation relation of Proposition 4.7 as
1 +
κ∑
m=2
Tjm =
κ∑
m=1
Sjm+1. (6.11)
Combining this with (6.9), we get the following relation between the wjm+1’s and the cjm ’s:
κ∑
m=1
wjm+1 = 1 +
κ∑
m=2
Tjm(1− cjm). (6.12)
This is equivalent to the identity in Remark 5.4, as it should be. Thus, we see that (6.12) follows
from our system of equations (6.8).
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Let us treat wj1+1, . . . , wjκ+1 and cj2 , . . . , cjκ as parameters of a solution of the system (6.8).
There is only one dependence between these parameters, namely, the above linear identity (6.12).
Then we have:
Proposition 6.4. Assume that (ν¯, λ) ∈ GT(k−1;k) are fixed. For any given collection of 2κ − 1
parameters wj1+1, . . . , wjκ+1 and cj2 , . . . , cjκ satisfying one linear relation (6.12), there exists a
unique solution rj2 , . . . , rjκ of the system (6.8) given by
rjm+1 =
1
Tjm+1
(
Sj1+1 + . . .+ Sjm+1 − wj1+1 − . . .− wjm+1 − cj1Tj1 − cj2Tj2 − . . .− cjmTjm
)
,
(6.13)
m = 1, . . . , κ− 1, with the agreement Tj1 = T0 ≡ 0.
Proof. This can be readily verified by solving equations (6.8) one by one, because the matrix of
the system (6.8) is two-diagonal. By (6.10), one can divide by the quantities Tjm because they are
strictly positive. The fact that κ equations in κ − 1 variables are consistent follows from (6.12).
The dimension of the linear space of solutions of (6.8) (in all 3κ − 2 variables) is 2κ − 2, as it
should be.
6.4 Fundamental solutions
In this subsection we will focus on one system (6.8) corresponding to some fixed pair of signatures
ν¯ ≺ λ, and will present certain distinguished fundamental solutions of this system.
6.4.1 The push-block solution
The first of our fundamental solutions has zero propagation probabilities, i.e., cPBj2 = . . . = c
PB
jκ
= 0.
In this case the only probabilistically meaningful solution must have rPBj2 = . . . = r
PB
jκ
= 0 as well
(otherwise there will be negative probabilities of triggered moves). Then from (6.8) we see that
it must be wPBj = Sj for all j ∈ F.
This corresponds to the observation made in §5.5 that there is a unique honest Markov mul-
tivariate dynamics with zero propagation probability,13 namely, the push-block process (Dynam-
ics 1) introduced in [7, §2.3.3] (hence the letters “PB” in the notation).
6.4.2 RSK-type fundamental solutions
In the next family of κ fundamental solutions all the propagation probabilities are equal to one.
Let us give the corresponding definition:
Definition 6.5. A multivariate ‘dynamics’ in which a move at any level n− 1 always (i.e., with
probability 1) propagates to the next level n (where n = 2, . . . , N), will be called a Robinson–
Schensted–Knuth–type (RSK-type) multivariate ‘dynamics’.14
This term is suggested by considering the Robinson–Schensted row insertion algorithm restated
in terms of interlacing arrays (cf. §3.2). This algorithm (see §7.1 below for more detail) starts
with an initial jump at some level of the interlacing array (as on Fig. 2), and then triggered moves
13Of course, if ν¯ 6≺ λ with ν¯ − e¯j ≺ λ, then (by the short-range pushing rule of §5.3) the move ν¯ − e¯j → ν¯ at
level k − 1 must propagate to the next level k with probability one (and not zero).
14See also the beginning of §7.6 for a discussion of the “RSK” terminology.
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always propagate to all upper levels of the array (thus changing the shape of the Young diagram
λ(N)). We discuss the row insertion, as well as other insertion algorithms in detail in §7 below.
Note also that Dynamics 2 discussed in §5.6 is an RSK-type dynamics. However, that dynamics
is not nearest neighbor.
By the above definition, RSK-type solutions of (6.8) must have
cRSKj2 = . . . = c
RSK
jκ = 1.
Then from (6.12) we conclude that
wRSKj1+1 + . . .+ w
RSK
jκ+1 = 1. (6.14)
The fundamental RSK-type solutions, by definition, correspond to setting one of the wjm+1’s above
to one, and all others to zero. That is, these fundamental solutions are indexed by h ∈ F, and
are defined by
w
RSK(h)
j := 1j=h for all j ∈ F. (6.15)
Then we have from Proposition 6.4:
r
RSK(h)
j = T
−1
j
(
S1 + . . .+ Sj − T1 − . . .− Tj−1 − 1h≤j
)
, j + 1 ∈ F. (6.16)
Here we used the fact that jm + 1 ∈ F, and jm + 2, . . . , jm+1 /∈ F, while jm+1 + 1 ∈ F (for any
m = 1, . . . , κ− 1), together with (6.10), to write rRSK(h)j in a nicer form.
6.4.3 Right-pushing fundamental solutions
In §6.4.1 and §6.4.2 we considered solutions which have constant propagation probability. Here
and in §6.4.4 we assume, on the contrary, that one of the propagation probabilities cj , j + 1 ∈ F,
is equal to one, and all the other cj ’s are zero.
Let us first consider such solutions which do not have the pulling mechanism (such as when ν¯j
pulls λj+1 on Fig. 6). We thus arrive at κ−1 solutions which we call the right-pushing fundamental
solutions. They are indexed by h ∈ {1, . . . , k − 1} with h+ 1 ∈ F, and are defined by setting
c
R(h)
j = r
R(h)
j := 1j=h for all j such that j + 1 ∈ F.
System (6.8) then implies that for the right-pushing fundamental solutions we have
w
R(h)
jm+1
= Sjm+1 − 1h=jm+1Tjm+1 for all m = 1, . . . , κ.
In other words, we have
w
R(h)
j = Sj if j ∈ F and j 6= ξ(h), wR(h)ξ(h) = Sξ(h) − Th.
Here ξ(h) is defined by (6.2). We can also write equivalently
w
R(h)
j = Sj − 1h=ξ−1(j)Th, j ∈ F,
with the understanding that ξ−1(j) denotes the unique index of a particle such that ξ−1(j)+1 ∈ F,
and ξ(ξ−1(j)) = j.
37
6.4.4 Left-pulling fundamental solutions
Let us now define left-pulling fundamental solutions which are similar to the right-pushing ones
(§6.4.3), but they do not allow (long-range) pushes. That is, the left-pulling fundamental solutions
are indexed by h ∈ {1, . . . , k − 1} such that h+ 1 ∈ F, and are determined by
c
L(h)
j := 1j=h and r
L(h)
j := 0 for all j such that j + 1 ∈ F.
Then system (6.8) implies that the jump rate variables have the following form:
w
L(h)
j = Sj − 1j=h+1Th, j ∈ F.
6.4.5 Arbitrary solutions as linear combinations of fundamental solutions
Above we have described 3κ − 1 = 1 + κ + (κ − 1) + (κ − 1) so-called fundamental solutions of
our linear system (6.8). The dimension of the space of solutions of this system is 2κ − 2 (see
Proposition 6.4). Our goal now is to explain how an arbitrary solution of (6.8) decomposes as a
linear combination of the fundamental ones. To make this decomposition unique (see also Remark
6.11 below), it suffices to take two of the three families of fundamental solutions (RSK-type, right-
pushing and left-pulling solutions). When taking the last two families (i.e., without RSK-type
solutions), one should also add the push-block solution to them.
Proposition 6.6 (RSK-type and right-pushing). For level number k ≥ 3, any solution (w, c, r)
of (6.8) can be uniquely decomposed in the following way:wc
r
 = k−1∑
i=1
θR(i)
wR(i)cR(i)
rR(i)
+ k∑
h=1
θRSK(h)
wRSK(h)cRSK(h)
rRSK(h)
 , (6.17)
where
k−1∑
i=1
θR(i) +
k∑
h=1
θRSK(h) = 1, (6.18)
and, by agreement15
θR(i) = 0 if i+ 1 /∈ F, θRSK(h) = 0 if h /∈ F.
Here and below we write identities like (6.17) as shorthands for three separate similar identities
for the cj ’s, rj ’s (where j + 1 ∈ F), and wm’s (where m ∈ F), respectively. These identities must
hold for all such j and m.
Proof. We need to find quantities θR(i), i+ 1 ∈ F, and θRSK(h), h ∈ F, from
cj = θR(j) +
k∑
h=1
θRSK(h), j + 1 ∈ F;
wm = θRSK(m) − θR(ξ−1(m))Tξ−1(m) + Sm
k−1∑
i=1
θR(i), m ∈ F.
(6.19)
15This agreement is used to simplify notation because fundamental solutions (wRSK(h), cRSK(h), rRSK(h)) do not
make sense if h /∈ F, and similarly for (wR(i), cR(i), rR(i)).
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Then due to Proposition 6.4, the r’s will also satisfy the linear relations (6.17).
To simplify the notation, let us consider the case κ = k (i.e., all particles at level k can move
to the right). The general case is similar.
First, summing the wm’s above and using (6.11)–(6.12), one can get (6.18). Moreover, (6.18)
is in fact equivalent to (6.12).
In view of this fact, it is clear that the above equations (6.19) on the θ’s have a unique solution.
Namely, we have cj = θR(j) + 1 −
∑k−1
i=1 θR(i) from (6.18) and from the first equation in (6.19).
This yields
θR(i) = ci +
1
k − 2(1− c1 − . . .− ck−1), i = 1, . . . , k − 1.
Then one can find the θRSK(h)’s from the second equation in (6.19). This concludes the proof.
The next two propositions are proved similarly to Proposition 6.6:
Proposition 6.7 (RSK-type and left-pulling). For level number k ≥ 3, any solution (w, c, r) of
(6.8) can be uniquely decomposed in the following way:wc
r
 = k−1∑
i=1
θL(i)
wL(i)cL(i)
rL(i)
+ k∑
h=1
θRSK(h)
wRSK(h)cRSK(h)
rRSK(h)
 , (6.20)
where
∑k−1
i=1 θL(i) +
∑k
h=1 θRSK(h) = 1, and, by agreement,
θL(i) = 0 if i+ 1 /∈ F, θRSK(h) = 0 if h /∈ F.
Proposition 6.8 (right-pushing and left-pulling). For a level k = 2, . . . , N , any solution (w, c, r)
of (6.8) can be uniquely decomposed as follows:wc
r
 = θPB
wPBcPB
rPB
+ k−1∑
i=1
θL(i)
wL(i)cL(i)
rL(i)
+ k−1∑
i=1
θR(i)
wR(i)cR(i)
rR(i)
 , (6.21)
where θPB +
∑k−1
i=1 θL(i) +
∑k−1
i=1 θR(i) = 1, and, by agreement, θL(i) = θR(i) = 0 if i+ 1 /∈ F.
Remark 6.9. In Propositions 6.6 and 6.7 we must assume that k ≥ 3 because if k = 2, then the
solutions R(1) and L(1) belong to the linear span of RSK-type fundamental solutions (and have
propagation probability c1 = 1). Thus, for k = 2 the linear combinations of Propositions 6.6 and
6.7 do not exhaust all possible solutions of (6.8).
Let us also consider a special case of solutions, namely, when the probability of propagation
cj (where j + 1 ∈ F) does not depend on the particle that has moved:
cj2 = cj3 = . . . = cjκ = C. (6.22)
In this case the natural fundamental solutions to choose are the push-block solution and the
RSK-type solutions which also have constant propagation probabilities (0 and 1, respectively).
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Proposition 6.10 (constant propagation probability). Any solution (w, r) of (6.8), where the
cj’s satisfy (6.22), can be uniquely expressed as a linear combination of RSK-type and push-block
fundamental solutions in the following way:(
w
r
)
= (1− C)
(
wPB
rPB
)
+
k∑
h=1
θRSK(h)
(
wRSK(h)
rRSK(h)
)
, (6.23)
where
∑k
h=1 θRSK(h) = C, and, by agreement, θRSK(h) = 0 if h /∈ F.
Proof. Similar to the proof of Proposition 6.6. In fact, θRSK(h) in (6.23) is equal to θRSK(h) =
wh − (1− C)Sh for every h ∈ F.
Remark 6.11. In each of Propositions 6.6, 6.7, 6.8, and 6.10 we have taken one more fundamental
solution than the dimension 2κ − 2 of the space of solutions. This is simply because our linear
system (6.8) is non-homogeneous, and its solutions form an affine subspace. This also results in
the constraint on the θ’s in each of the propositions (i.e., the sum of the corresponding coefficients
θ must be one).
6.5 Fundamental ‘dynamics’
6.5.1 Motivation: fundamental solutions
and arbitrary nearest neighbor ‘dynamics’
Before going into details, let us present a brief overview of what we did in §§6.2–6.4, and explain
our further steps.
Let (Wk, Vk) define a multivariate ‘dynamics’ on the slice GT(k−1;k) (we assume that k =
2, . . . , N is fixed). By the discussion in §6.2, these functions (Wk, Vk) are in one-to-one corre-
spondence with the parameters (w, c, r) as in (6.3)–(6.6). These parameters depend on a pair of
signatures (ν¯, λ) ∈ GT(k−1;k), and satisfy the linear system (6.8). As we saw in §6.4.5, for every
(ν¯, λ) the parameters (w, c, r) can be expressed as a linear combination of fundamental solutions
(in three ways, see Propositions 6.6, 6.7, and 6.8). In this sense, one can formulate the following
property:
An arbitrary nearest neighbor ‘dynamics’ on the slice GT(k−1;k) can be viewed as a
linear combination of fundamental solutions (in one of the three ways, see Propositions
6.6, 6.7, and 6.8) with coefficients θ···(ν¯, λ) of this linear combination which sum to
one and depend on a pair of signatures (ν¯, λ) ∈ GT(k−1;k).
In this and the next subsection our aim is to restate this property in a more convenient form
(i.e., in terms of multivariate ‘dynamics’ on interlacing arrays).
First, we organize the fundamental solutions into certain natural fundamental ‘dynamics’.
These ‘dynamics’ have nice ‘probabilistic’ descriptions, but conceptually they are nothing more
than unions of fundamental solutions described in §6.4. Then in §6.6 we show that the generator
of any nearest neighbor multivariate ‘dynamics’ can be expressed as a certain linear combination
of generators of these fundamental ‘dynamics’. See Theorem 6.13 for a final formulation.
6.5.2 Setup and push-block dynamics
Now let us start constructing the fundamental ‘dynamics’. In §6.4 we have discussed the push-
block fundamental solution (wPB, cPB, rPB), and also defined three distinguished families of fun-
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damental solutions:wRSK(h)cRSK(h)
rRSK(h)
 , h ∈ F(ν¯, λ);
wR(i)cR(i)
rR(i)
 ,
wL(i)cL(i)
rL(i)
 , i+ 1 ∈ F(ν¯, λ),
which are constructed for any fixed (ν¯, λ) ∈ GT(k−1;k).
Λ1Λ2Λ3Λ4
Λ1Λ2Λ3
akS1akS2akS4
Λ
Λ
1
Figure 7: Example of the behavior of the push-block fundamental dynamics (WPBk , V
PB
k )
for k = 4 (see Dynamics 1 for a detailed description). The particle λ3 is blocked and
has jump rate akS3(λ¯, λ) = 0. The jump rates of λ1, λ2, and λ4 are shown on the
picture. The dashed arrow from λ¯1 to λ1 denotes short-range pushing: if λ¯1 moves,
then it pushes λ1 with probability 1 (cf. Fig. 4 where the lower row is the new state ν¯
instead of the old state λ¯ here). No pushing occurs if λ¯2 or λ¯3 move.
Note that the push-block solutions already correspond to an existing multivariate Markov
dynamics discussed in §5.5 (see Fig. 7). This dynamics always has nonnegative jump rates V PBk
and probabilities of triggered moves WPBk . Let us denote by Q
(N)
PB the generator of the push-block
dynamics.
We will now focus on the three remaining families of fundamental solutions. We want to
naturally define for each pair ν¯ ≺ λ the rates of independent jumps and the probabilities of
triggered moves
W
RSK(h)
k (λ, λ+ em | ν¯), m ∈ F(ν¯, λ),
V
RSK(h)
k (λ, λ+ em | ν¯ − e¯j , ν¯), m, j + 1 ∈ F(ν¯, λ)
(indexed by all h ∈ {1, . . . , k}), and similarly for R(i) and L(i) (where i = 1, . . . , k − 1), cor-
responding to fundamental solutions.16 We have to make sure that these Wk’s and Vk’s satisfy
Theorem 5.9, and thus they will produce the desired fundamental multivariate ‘dynamics’ on the
slice GT(k−1;k). Unifying all the slices, one can obtain (via (5.13)) the corresponding fundamental
‘dynamics’ on interlacing arrays which serve as building blocks for all nearest neighbor ‘dynamics’
(§6.6).
6.5.3 RSK-type fundamental ‘dynamics’
The RSK-type fundamental solutions (§6.4.2) are indexed by h ∈ F(ν¯, λ) for each pair ν¯ ≺ λ.
Thus, we can define WRSK(h)k (λ, · | ν¯) and V RSK(h)k (λ, · | ·, ν¯) for h ∈ F(ν¯, λ) simply by (6.3)–(6.5).
It remains to extend the definition of WRSK(h)k , V
RSK(h)
k to the case h /∈ F(ν¯, λ).
16The quantities W RSK(h)k (λ, · | ν¯) and V RSK(h)k (λ, · | ·, ν¯) for ν¯ 6≺ λ are always dictated by the short-range pushing
rule (see §5.3), and similarly for R(i) and L(i).
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Remark 6.12. We would like to perform this extension (and a similar extension in §6.5.4) in
a “local” way. That is, for now the action of ‘dynamics’ RSK(h) on GT(k−1;k) is defined on
configurations in which the particle λh is not blocked (i.e., h ∈ F(ν¯, λ)). If this particle λh
becomes blocked, then this situation requires a special treatment in the “vicinity” of λh. But we
would like the particles that are far from λh to not “feel” that λh became blocked.
According to Remark 6.12, observe that the quantities rRSK(h)j , j + 1 ∈ F(ν¯, λ), are still well-
defined by (6.16) in the case h /∈ F (in particular, Tj is nonzero by (6.10)). Thus, in this case we
can put, as before,
V
RSK(h)
k (λ, λ+ em | ν¯ − e¯j , ν¯) = rRSK(h)j (ν¯, λ)1m=ξ(j) +
(
1− rRSK(h)j (ν¯, λ)
)
1m=j+1 (6.24)
for all meaningful m and j (the index ξ−1(m) is defined in §6.4.3).
Then one can readily check that condition (5.14) (or, equivalently, system (6.8)), yields for
m ∈ F(ν¯, λ):
W
RSK(h)
k (λ, λ+ em | ν¯) = ak
(
1h=m + 1h=m+1 + . . .+ 1h=ξ−1(m)
)
.
Clearly, the above definitions of V RSK(h)k and W
RSK(h)
k now work for any h ∈ {1, . . . , k}. Thus,
for each h we have constructed functions (WRSK(h)k , V
RSK(h)
k ) satisfying Theorem 5.9, and so we
get k different ‘dynamics’ on the slice GT(k−1;k).
The corresponding ‘dynamics’ on interlacing arrays which are obtained by “stacking” the
(W
RSK(h))
k , V
RSK(h))
k )’s for all k = 2, . . . , N using (5.13), are parametrized by integer sequences
h := (h(1), h(2) . . . , h(N)), 1 ≤ h(j) ≤ j. (6.25)
Let us denote by Q(N)RSK[h] the corresponding generator defined by (5.13) with Wk = W
RSK(h(k))
k
and Vk = V
RSK(h(k))
k , k = 2, . . . , N . We will refer to these N ! ‘dynamics’ Q
(N)
RSK[h] on interlacing
arrays as to the fundamental RSK-type ‘dynamics’. They can be ‘probabilistically’ described as
follows:
Dynamics 3 (RSK-type fundamental ‘dynamics’ Q(N)RSK[h]). Let k = 1, . . . , N . To shorten the
notation, denote h = h(k).
(1) (independent jumps) The only particle that can try to jump at level k is λ(k)h . It has the
independent jump rate ak. If this jump is blocked, i.e., if λ
(k)
h = λ
(k−1)
h−1 , then the first free
particle λ(k)ξ(h) to the right of λ
(k)
h jumps instead.
(2) (triggered moves) If any particle λ(k−1)j moves to the right by one and λ
(k−1)
j < λ
(k)
j , then
this particle long-range pushes λ(k)ξ(j) or pulls λ
(k)
j+1 with probabilities 1− rRSK(h)j (ν(k−1), λ(k))
and rRSK(h)j (ν
(k−1), λ(k)), respectively (see (6.16)), where ν(k−1) differs from λ(k−1) only by
ν
(k−1)
j = λ
(k−1)
j + 1. If λ
(k−1)
j = λ
(k)
j , then a short-range push happens according to §5.3.
One can say that in both cases above the blocking of a particle leads to donation of a jump
or a push. Let us formulate a corresponding rule for future reference:
Donation Rule. Assume that a particle λ(k)m at level k must move to the right by one (due to
an independent jump or a triggered move) but is blocked, i.e., λ(k)m = λ
(k−1)
m−1 . Then this particle
donates the move to the first free particle λ(k)ξ(m) to the right of itself (see Fig. 8 for an example).
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Figure 8: Example of the behavior of an RSK-type fundamental ‘dynamics’ on the slice
GT(3;4) with h = h(4) = 3. (see Dynamics 3). The only particle that can independently
jump on the upper level is λ2: because λ3 is blocked, it donates its jump rate to λ2.
If λ¯1 moves, it short-range pushes λ1 (the rule of §5.3). If λ¯2 moves, it pushes λ2 with
probability rRSK(3)2 (λ¯ + e¯2, λ) (which is well-defined), and pulls λ3 with the comple-
mentary probability 1 − rRSK(3)2 (λ¯ + e¯2, λ). If λ¯3 moves, it pushes λ2 with probability
r
RSK(3)
3 (λ¯ + e¯3, λ) (this push would have gone to λ3 if λ3 were not blocked), and pulls
λ4 with the complementary probability 1− rRSK(3)3 (λ¯+ e¯3, λ).
Using this rule, one can simplify descriptions of nearest neighbor multivariate ‘dynamics’ by
not explaining what happens when some of the particles of the interlacing array become blocked
(and the above donation rule will take care of blocking situations automatically). In fact, by the
general Theorem 6.13 below (and using Dynamics 1, 3, 4, and 5), one can always employ such a
simplified description of any nearest neighbor multivariate ‘dynamics’ (and, in particular, assign
nonzero jump rates to blocked particles). Below we use these simplified descriptions when it is
convenient.
6.5.4 Right-pushing and left-pulling fundamental ‘dynamics’
Similarly to §6.5.3, we will now define fundamental ‘dynamics’ corresponding to the right-pushing
and left-pulling fundamental solutions, respectively (see §6.4.3 and §6.4.4).
First, observe that we can define the jump ratesWR(h)k (λ, · | ν¯) and the probabilities of triggered
moves V R(h)k (λ, · | ·, ν¯), and similarly for L(h), in the case when h+ 1 belongs to F(ν¯, λ). That is,
by (6.3)–(6.5) with the help of the corresponding fundamental solutions we set:
V
R(h)
k (λ, λ+ em | ν¯ − e¯j , ν¯) = 1j=h1m=ξ(h),
W
R(h)
k (λ, λ+ em | ν¯) = ak(Sm − 1ξ−1(m)=hTh);
V
L(h)
k (λ, λ+ em | ν¯ − e¯j , ν¯) = 1j=h1m=h+1,
W
L(h)
k (λ, λ+ em | ν¯) = ak(Sm − 1m=h+1Th)
(6.26)
for all m ∈ F(ν¯, λ) and all j with j + 1 ∈ F(ν¯, λ), where ξ−1(m) is defined in §6.4.3.
Next, note that if h + 1 /∈ F(ν¯, λ), then ν¯h cannot be the particle that has just moved at
level k − 1, and it also cannot happen that j = h in the definitions of V R(h)k and V L(h)k in (6.26).
Still, in both ‘dynamics’ R(h) and L(h) we would like to let only the particle ν¯h at level k − 1 to
push (resp. pull) particles at level k (here we use the “locality” idea, cf. Remark 6.12). Thus, for
h+ 1 /∈ F(ν¯, λ) it is natural not to allow any pushing (resp. pulling) at all. Note that in this case
by (6.10) we have Th = 0 in (6.26).
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Thus, on the slice GT(k−1;k) we have completely defined the rates of independent jumpsW
R(h)
k
and W L(h)k and the probabilities of triggered moves V
R(h)
k and V
L(h)
k for each h = 1, . . . , k − 1.
To define the corresponding ‘dynamics’ on interlacing arrays, let us choose an integer sequence
h = (h(1), h(2), . . . , h(N−1)), 1 ≤ h(j) ≤ j, (6.27)
and denote by Q(N)R[h] the generator given by (5.13) with Wk = W
R(h(k−1))
k and Vk = V
R(h(k−1))
k
(note the difference with the RSK-type ‘dynamics’ in §6.5.3), k = 2, . . . , N , and similarly forQ(N)L[h].
We will call these ‘dynamics’ the right-pushing and left-pulling fundamental ‘dynamics’, respec-
tively. Both families consist of (N −1)! ‘dynamics’. Let us provide their equivalent ‘probabilistic’
description.
Dynamics 4 (Right-pushing fundamental ‘dynamics’ Q(N)R[h]). Let us take any k = 1, . . . , N , and
put h = h(k−1).
(1) (independent jumps) Each particle λ(k)m , m 6= h, has an independent exponential clock with
rate akSm(λ(k−1), λ(k)) (or simply a1 for k = 1). The clock of the particle λ
(k)
h has a different
rate
ak
(
Sh(λ
(k−1), λ(k))− Th(λ(k−1), λ(k))
)
(there is no such special particle if k = 1). When the clock of any λ(k)m , m = 1, . . . , k, rings,
this particle tries to jump to the right by one, using donation rule of §6.5.3 if it is blocked.
(2) (triggered moves) If the particle λ(k−1)h moves to the right by one and λ
(k−1)
h < λ
(k)
h , then
λ
(k−1)
h long-range pushes its first unblocked upper right neighbor λ
(k)
ξ(h) with probability 1. No
other long-range pushing or pulling is present.
When λ(k−1)h = λ
(k)
h , or a move of any other particle at level k−1 breaks the interlacing, then
short-range pushing takes place according to §5.3.
In the right-pushing fundamental ‘dynamics’ one sees the same mechanism of donation of
moves as in Dynamics 3 above. See also Fig. 9 for an example.
Dynamics 5 (Left-pulling fundamental ‘dynamics’ Q(N)L[h]). Take any k = 1, . . . , N , and put
h = h(k−1).
(1) (independent jumps) Each particle λ(k)m , m 6= h + 1, has an independent exponential clock
with rate akSm(λ(k−1), λ(k)) (or simply a1 for k = 1). The clock of the particle λ
(k)
h+1 has a
different rate
ak
(
Sh+1(λ
(k−1), λ(k))− Th(λ(k−1), λ(k))
)
(there is no such special particle if k = 1). When the clock of any λ(k)m , m = 1, . . . , k, rings,
this particle jumps to the right by one; the rate automatically vanishes if λ(k)m is blocked.
(2) (triggered moves) If the particle λ(k−1)h moves to the right by one and λ
(k−1)
h < λ
(k)
h , then
λ
(k−1)
h pulls its immediate upper left neighbor λ
(k)
h+1 with probability 1. No other long-range
pushes or pulls are present.
When λ(k−1)h = λ
(k)
h , or a move of any other particle at level k−1 breaks the interlacing, then
short-range pushing takes place according to §5.3.
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Figure 9: Example of the behavior of a right-pushing fundamental ‘dynamics’ on the
slice GT(3;4) with h = h(3) = 3 (see Dynamics 4). Rates of independent jumps of the
upper level particles are given. Since λ3 is blocked and S3(λ¯, λ) = 0, λ3 donates the
remaining nonzero jump rate −T3(λ¯, λ) to the first unblocked particle λξ(3) = λ2. On
the lower level, if λ¯1 moves, it short-range pushes λ1 (the rule of §5.3). If λ¯3 moves,
it long-range pushes λ2 with probability 1 (this push would have gone to λ3 if λ3 were
not blocked). No other pushes or pulls are possible on this picture. In particular, if λ¯2
moves, it affects no one at the upper level.
In contrast with Dynamics 3 and 4, we see that in the left-pulling fundamental ‘dynamics’ no
independent jumps or pulls need to be donated. See also Fig. 10 for an example of a left-pulling
fundamental ‘dynamics’.
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Figure 10: Example of the behavior of a left-pulling fundamental ‘dynamics’ on the slice
GT(3;4) with h = h(3) = 3 (see Dynamics 4). Rates of independent jumps of the upper
level particles are given. The particle λ3 is blocked and has jump rate akS3(λ¯, λ) = 0.
On the lower level, if λ¯1 moves, it short-range pushes λ1 (the rule of §5.3). If λ¯3 moves,
it (long-range) pulls λ4 with probability 1. No other pushes or pulls are possible on this
picture. In particular, if λ¯2 moves, it affects no one.
6.5.5 Conclusion
In this subsection we have introduced 1 +N ! + 2(N − 1)! fundamental ‘dynamics’ on interlacing
arrays (as on Fig. 2) by unifying fundamental solutions of the linear system (6.8) in a certain way.
The first fundamental ‘dynamics’, namely, the push-block process, already appeared in [7, §2.3.3].
This push-block dynamics can be characterized as having no long-range pushes or pulls (§5.5).
The right-pushing and left-pulling ‘dynamics’ may be viewed as having only one long-range
push (resp. pull) at each slice GT(k−1;k). These ‘dynamics’ are parametrized by sequences
(h(1), . . . , h(N−1)), 1 ≤ h(j) ≤ j, where h(j) is the index of the only particle at level j which
pushes (resp. pulls) someone at level j + 1.
Finally, the RSK-type fundamental ‘dynamics’ can be characterized as having the least possible
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number of independent jumps. They are parametrized by sequences (h(1), . . . , h(N)), 1 ≤ h(j) ≤ j,
and only the particle h(k) at each level k is allowed to jump. This of course leads to the presence
of many long-range pushes and pulls in an RSK-type ‘dynamics’.
Observe that all the fundamental ‘dynamics’ on interlacing arrays are pairwise distinct if
particles are “apart”. That is, for every k = 2, . . . , N the functions Wk(λ, · | ν¯), Vk(λ, · | ·, ν¯) cor-
responding to different ‘dynamics’ are different when no particles at level k are blocked. When
particles at level k − 1 and k get closer to each other in the sense that κ(ν¯, λ) < k, some of
these functions coincide. One can readily describe these coincidences in detail, but we will not
need pursue a description. Note that at the first level k = 1 of the interlacing array each of the
fundamental ‘dynamics’ behaves in the same way dictated by the univariate dynamics Q1 (see
the discussion before Remark 5.4).
Let us also emphasize that the fundamental ‘dynamics’ do not necessarily have nonnegative
jump rates or probabilities of triggered moves. We are guaranteed, however, that at least the push-
block dynamics (Dynamics 1) is always an honest Markov process because of (6.10). Moreover, we
will see in §7 that all the fundamental ‘dynamics’ have nonnegative jump rates and probabilities of
triggered moves in the Schur (q = t) case. In §8 we will also consider this problem of nonnegativity
in the q-Whittaker (i.e., t = 0) case. It turns out that in this case some of the fundamental
‘dynamics’ are also honest Markov processes.
6.6 Classification of nearest neighbor ‘dynamics’
on interlacing arrays
Now we are in a position to present the main result of the present section. Informally, we would
like to say that an arbitrary nearest neighbor multivariate ‘dynamics’ Q(N) on interlacing arrays
can be expressed as a linear combination of the fundamental ‘dynamics’ (§6.5) with coefficients
which sum to one (cf. the discussion in §6.5.1).
To be more precise, let us take any two nearest neighbor multivariate ‘dynamics’ with gen-
erators Q(N) and Q′(N), respectively. Recall that a generator Q(N) (or Q′(N)) as in (5.13) is a
matrix with row and columns indexed by Gelfand–Tsetlin schemes of depth N . Let Q(N) and
Q′(N) correspond to functions {Wk, Vk} and {W ′k, V ′k}, respectively. Let us define mixing Q˜(N)
(this generator corresponds to {W˜k, V˜k}) of the ‘dynamics’ Q(N) and Q′(N) as follows:
W˜k(λ
(k), ν(k) | ν(k−1)) := θ(k)(ν(k−1), λ(k))Wk(λ(k), ν(k) | ν(k−1))
+
(
1− θ(k)(ν(k−1), λ(k)))W ′k(λ(k), ν(k) | ν(k−1)),
V˜k(λ
(k), ν(k) |λ(k−1), ν(k−1)) := θ(k)(ν(k−1), λ(k))Vk(λ(k), ν(k) |λ(k−1), ν(k−1))
+
(
1− θ(k)(ν(k−1), λ(k)))V ′k(λ(k), ν(k) |λ(k−1), ν(k−1)),
(6.28)
for each k = 2, . . . , N , where λ = (λ(1) ≺ . . . λ(N)) and ν = (ν(1) ≺ . . . ν(N)) are our Gelfand–
Tsetlin schemes of depth N , and θ(k)(·, ·) is any function on the slice GT(k−1;k). Mixing (6.28)
of multivariate ‘dynamics’ is simply a composition of operations (5.15) performed on each slice.
Thus, we conclude that Q˜(N) is again a multivariate ‘dynamics’ (in the sense of §5.4). Moreover,
the ‘dynamics’ Q˜(N) is clearly nearest neighbor.
Operation (6.28) is more general than a linear combination of two ‘dynamics’ Q(N) and Q′(N)
with coefficients which sum to one, as it allows a lot of freedom in choosing the coefficients θ(k) for
each k = 2, . . . , N . Moreover, mixing (6.28) includes linear combinations of the generators with
constant coefficients (summing to one) as a particular case. Of course, one can define a similar
mixing of any finite number of multivariate ‘dynamics’.
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The next theorem (already formulated as Theorem 1.3 in the Introduction) summarizes the
development of the present section, and follows from all the above definitions together with
Propositions 6.6, 6.7, and 6.8:
Theorem 6.13. Any multivariate nearest neighbor ‘dynamics’ Q(N) on interlacing arrays of
depth N can be obtained as a mixing (6.28) of fundamental ‘dynamics’, which are:
• the push-block dynamics Q(N)PB ;
• N ! RSK-type fundamental ‘dynamics’
Q
(N)
RSK[h], h ∈ {1} × {1, 2} × . . .× {1, . . . , N};
• (N − 1)! right-pushing fundamental ‘dynamics’
Q
(N)
R[h], h ∈ {1} × {1, 2} × . . .× {1, . . . , N − 1};
• (N − 1)! left-pulling fundamental ‘dynamics’
Q
(N)
L[h], h ∈ {1} × {1, 2} × . . .× {1, . . . , N − 1}.
Moreover, to get all possible nearest neighbor ‘dynamics’, in the above theorem it is enough
to take either of the three combinations:
(RSK–R–PB) all RSK-type and all right-pushing ‘dynamics’ together with the push-block dynam-
ics;
(RSK–L–PB) all RSK-type and all left-pulling ‘dynamics’ together with the push-block dynamics;
(R–L–PB) all right-pushing and left-pulling ‘dynamics’ together with the push-block dynamics.
Each combination directly corresponds to one of Propositions 6.6, 6.7, and 6.8. We have added
the push-block dynamics to the first two families to resolve the issues for k = 2 described in
Remark 6.9.
The expression of a nearest neighbor ‘dynamics’Q(N) as a mixing of the fundamental ones is far
from being unique. Let us briefly indicate how one can formulate a precise uniqueness statement
(without going into further detail). It would require a separate treatment when particles of
interlacing arrays λ and ν are close to each other (cf. the discussion in §6.5.5). Moreover, to
get uniqueness with mixing (6.28), one would have to reduce the number of allowed fundamental
‘dynamics’ in Theorem 6.13 to linear in N . See also Remark 7.6 below for a related discussion
under q = t (Schur) degeneration.
Finally, we note that taking certain (not completely arbitrary) mixings (similarly to (6.28))
of the push-block dynamics with all RSK-type fundamental ‘dynamics’, one gets a subclass of
nearest neighbor ‘dynamics’ which have constant probability C of move propagation on every
slice (as in (6.22)). Namely, to get the propagation probability C, one must impose (for all k) the
constraint θ(k)PB(ν
(k−1), λ(k)) ≡ 1 − C on the push-block coefficients in the corresponding mixing.
This follows from Proposition 6.10. See also Proposition 7.5 below.
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7 Schur degeneration and Robinson–Schensted correspondences
In this section we discuss a q = t degenerate version of the formalism of multivariate dynamics on
interlacing arrays developed in §5 and §6. This degeneration turns the Macdonald polynomials
into much simpler Schur polynomials, see §A.9. In this case certain Schur-multivariate stochastic
dynamics (namely, the fundamental RSK-type dynamics, see §6.5.3) lead to many new determin-
istic insertion algorithms extending the usual row and column insertions. These considerations
lead to new Robinson–Schensted-type correspondences.
7.1 Row and column insertions
Here we recall the classical row and column insertion algorithms, and translate them into the
language of interlacing arrays.
7.1.1 Row insertion
The input of the row insertion algorithm is (P,m), where P is a semistandard Young tableau
over the alphabet {1, . . . , N} (see Definition 3.1), and m is a letter from 1 to N . The output is
a semistandard Young tableau which we will denote by Irowm P. The shape of Irowm P is obtained
from the shape of P by adding exactly one box.
The row insertion algorithm proceeds according to the following rules:
(R-start) Start by inserting the letter m into the first row. (That is, initialize x := m, and
R := the first row of the tableau.)
(R-step) Suppose a letter x is to be inserted into some row R of the tableau.
(a) Let y0 (if it exists) be the smallest letter in R which is strictly greater than x. In
this case, x replaces y0 in R. The letter y0 is bumped out of the row R, and we
insert y0 into the next row of the tableau. That is, set x := y0 and R := the next
row, and repeat (R-step).
(b) Otherwise, if x ≥ y for every letter y in R, then x is appended to the end of the
row R, and the insertion algorithm ends.
An example of the row insertion of the letter 2 is given below:
P =
1 1 2 3 5
2 3 5 5
3
4
Irow2 P =
1 1 2 2 5
2 3 3 5
3 5
4
(7.1)
The bold letters indicate how the insertion Irow2 proceeded: 2 bumps 3 from the first row, then 3
bumps 5 from the second row, and finally 5 settles in the third row.
7.1.2 Column insertion
The column insertion is another algorithm which transforms a pair (P,m) (P is a semistandard
Young tableau, m is a letter) into a new semistandard Young tableau which we denote by Icolm P.
The rules are the following:
(C-start) Start by inserting the letter m into the first column. (That is, initialize x := m, and
C := the first column of the tableau.)
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(C-step) Suppose a letter x is to be inserted into some column C of the tableau.
(a) Let y0 (if it exists) be the smallest letter in C which is greater than or equal to x.
In this case, x replaces y0 in C. The letter y0 is bumped out of the column C,
and we insert y0 into the next column of the tableau. That is, we set x := y0 and
C := the next column, and repeat (C-step).
(b) Otherwise, if x > y for every letter y in C, then x is appended to the bottom of
the column C, and the insertion algorithm ends.
The following example illustrates the column insertion of the letter 2 into a tableau P (same
as in (7.1)):
P =
1 1 2 3 5
2 3 5 5
3
4
Icol2 P =
1 1 2 3 5 5
2 2 3 5
3
4
(7.2)
Again, the letters in bold (including the circled ones) show how the column insertion proceeded.
Column insertion also admits a more “row-oriented” description. Let us discuss it in our
concrete example (7.2). One can say that the letter 2 is inserted into the second row of P (the
circled “2” in Icol2 P in (7.2)), and then shifts all the possible letters that were to the right of it.
Namely, these are the letters 2, 3, and 5, and they remain in the second row in (7.2). However,
the rightmost “5” in the second row of P cannot be shifted in a similar way, as this would violate
the definition of a semistandard tableau. This letter 5 then goes to the first row (and becomes
the circled “5” in Icol2 P), and shifts “5” that was already present in the first row of P.
7.1.3 Insertions in terms of interlacing arrays
Now we aim to translate the row and column insertions into the language of interlacing arrays
which are in a natural bijection with semistandard Young tableaux (Proposition 3.2).
Assume that one wants to row insert a letter m into a semistandard Young tableau P which
is represented by an interlacing array λ = (λ(1) ≺ . . . ≺ λ(N)). The row insertion works according
to the following rules (formulated in terms of particles of λ moving to the right by one):
(R-start) The process starts with the rightmost particle λ(m)1 at level m jumping to the right by
one.
(R-step) Suppose a particle λ(k−1)j (for some k = m+ 1, . . . , N and j = 1, . . . , k) has moved (to
the right by one). If λ(k)j = λ
(k−1)
j , then the upper right neighbor λ
(k)
j of λ
(k−1)
j moves.
Otherwise, the upper left neighbor λ(k)j+1 moves. When k = N , the insertion ends.
For example, insertion (7.1) of the letter 2 in terms of interlacing arrays looks as follows:
λ =
0 1 1 4 5
1 1 2 4
1 2 4
1 3
2
Irow2 λ =
0 1 2 4 5
1 1 3 4
1 3 4
1 4
2
Circled are the particle positions that changed during the row insertion.
The column insertion of a letter m into λ works as follows:
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(C-start) The process starts with the leftmost particle λ(m)m at level m trying to jump to the
right by one.
(C-donate) If a particle λ(k)j (for some k = m, . . . , N and j = 1, . . . , k) tries to move but is
blocked (i.e., if λ(k)j = λ
(k−1)
j−1 ), then it donates the move to its first unblocked right
neighbor λ(k)ξ(j) at level k (cf. the rule of §6.5.3). If λ
(k)
j is not blocked, then ξ(j) = j
by agreement (cf. (6.2)).
(C-step) Suppose a particle λ(k−1)j (for some k = m + 1, . . . , N and j = 1, . . . , k) has moved
(to the right by one). Then its upper right neighbor λ(k)j also moves to the right, or,
if it is blocked, donates this move with the help of (C-donate) rule. When k = N ,
the insertion ends.
Let us illustrate the column insertion (7.2) of the letter 2 using interlacing arrays. We have:
λ =
0 1 1 4 5
1 1 2 4
1 2 4
1 3
2
Icol2 λ =
0 1 1 4 6
1 1 3 4
1 3 4
2 3
2
Here we have also circled the particle positions that changed during the column insertion. Note
that when the move propagates from level 4 to level 5, the particle λ(5)2 = λ
(4)
1 = 4 is blocked and
thus the move is donated to λ(5)1 .
It is straightforward to check the equivalence of the two descriptions of row and column
insertions (in terms of interlacing arrays and semistandard tableaux). This equivalence also
follows from a more detailed discussion in §7.2 below.
7.2 From interlacing arrays to semistandard tableaux and back
Insertion algorithms which we introduce later in this section will be described in terms of inter-
lacing arrays. Here let us present a “dictionary” which would help one to restate these algorithms
in the language of semistandard Young tableaux.
Let P be a semistandard Young tableau corresponding to an interlacing array λ = (λ(1) ≺
. . . ≺ λ(N)) ∈ GT+(N) of depth N (as on Fig. 2):
(i) (P↔ λ) By the very construction of §3.2, the kth level λ(k)1 ≥ . . . ≥ λ(k)k of the array λ means
the shape occupied by the letters 1, . . . , k in the tableau P. In particular, the coordinate of
each rightmost particle λ(k)1 is the total number of letters 1, . . . , k in the first row of P; and
the coordinate of each leftmost particle λ(k)k is the number of letters k in the kth row of P.
Let us describe the start of an insertion algorithm:
(ii) (initial insert ↔ “independent jump”) Every insertion algorithm starts with some new letter
m, m = 1, . . . , N , which must be inserted into the tableau P. This means that the shape of
P occupied by the letters 1, . . . ,m− 1 does not change. Thus, the alteration of the array λ
begins with level λ(m), and after that affects all the higher levels λ(m+1), . . . , λ(N).
If the new letter m is to be inserted into some row j = 1, . . . ,m of the tableau P, this means
that the particle λ(m)j must jump to the right by one.
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(ii∗) (donation of initial jump) The jump of λ(m)j may be not possible, this happens if λ
(m)
j =
λ
(m−1)
j−1 . Equivalently, the number of letters 1, . . . ,m− 1 in the (j − 1)th row of the tableau
P is the same as the number of letters 1, . . . ,m in the jth row (in fact, this number of letters
can be zero).
In this case, the letter m tries to be inserted into the row j − 1. Equivalently, the particle
λ
(m)
j donates its jump with the help of the rule of §6.5.3.
Now let us discuss inductive rules with which an insertion algorithm can proceed after the initial
insertion of a letter. The row and column insertion algorithms (§§7.1.1–7.1.3) may be viewed as
examples of combinations of these rules.
Fix k = 2, . . . , N and j = 1, . . . , k − 1, and assume that the letter k − 1 was just inserted
into the row j of the tableau P. In terms of the interlacing array λ, this means that the particle
λ
(k−1)
j (call it a trigger) at level k − 1 of the array λ has just moved to the right by one (due to
an initial insert or following a move at level k − 2). This move at level k − 1 in λ must result in
exactly one of the following three moves at higher levels:
(iii) (“gap” in letters in P↔ short-range pushing) Assume that there are no letters k, k+1, . . . , k′−
1 in the jth row of P, but this row contains at least one letter k′ > k. This means that the
insertion of k− 1 into the jth row of P would next affect (i.e., bump or shift, see below) the
letter k′, skipping all the letters k, k+ 1, . . . , k′ − 1. In terms of the interlacing array λ, this
means that λ(k−1)j = λ
(k)
j = . . . = λ
(k′−1)
j . Thus, the particle λ
(k−1)
j moving to the right by
one will short-range push (§5.3) all the particles λ(k)j , . . . , λ
(k′−1)
j to the right by one.
The insertion algorithm then continues inductively at levels k′, k′+1, . . . , N , triggered by the
move of the last particle λ(k
′−1)
j . For the purposes of this inductive continuation of moves,
one can assume that the inserted letter was k′ − 1 and not k − 1, i.e., that the trigger now
is the particle λ(k
′−1)
j .
(iv) (bumping = row insertion↔ pulling) Assume now that the jth row of the tableau P contained
at least one letter k, and that the letter k − 1 inserted into the jth row bumps this letter k
out of this row. The bumped letter k will be inserted into the row j + 1. Observe that such
an insertion is always possible.
In terms of interlacing arrays, the bumping precisely means that the moved particle λ(k−1)j
pulls its immediate upper left neighbor λ(k)j+1 (see also §7.1.3). The trigger now is the particle
λ
(k)
j+1.
(v) (shifting = column insertion↔ long-range pushing) Suppose that the jth row of the tableau
P contained at least one letter k, and that the letter k − 1 inserted into the jth row must
now shift all the letters k (belonging to this row) to the right, cf. the end of §7.1.2.
In terms of insertions into columns, this means that the inserted letter k − 1 (arrived in
the jth row of P) bumps the letter k, and this bumped k must go to the next column
(= the column to the right). This column-bumping process continues until the bumped
letter becomes strictly greater than k; we understand this sequence of column-bumpings as
one step.
In the language of interlacing arrays λ, the shifting means that the moved particle λ(k−1)j
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long-range pushes its upper right neighbor λ(k)j (see also §7.1.3).
17
(v∗) (donation of moves) It can happen that the pushed particle λ(k)j is blocked and thus
cannot be pushed (when λ(k)j = λ
(k−1)
j−1 ). Then this push is donated to λ
(k)
ξ(j) using the rule of
§6.5.3. This situation is similar to the donation of the initial move, see above.
In terms of a sequence of column-bumpings of the letters k, this means that some of the
bumped letters k will be inserted not into the row j (because this would violate the definition
of a semistandard tableau), but into other row or rows which are above the jth row in the
semistandard tableau P.
For the purposes of the inductive continuation of moves, the trigger now is the particle λ(k)ξ(j).
Further developments in the present section (in particular, see §7.4) show how one can combine
inductive bumping and shifting steps (iv) and (v) in certain ways to get many new insertion
algorithms with properties similar to those of the row and column insertions of §7.1. We describe
a total of N ! such insertion algorithms which can be applied to words in the alphabet {1, . . . , N}.
7.3 Nearest neighbor RSK-type ‘dynamics’ as (possibly random) insertion
algorithms
In view of insertion algorithms (§§7.1–7.2), let us take a second look at the nearest neighbor
RSK-type multivariate ‘dynamics’ with Macdonald parameters q and t (see Definitions 6.1 and
6.5; we also follow the conventions of Remark 6.3).
Consider the following input of random letters from 1 to N :
Each letter m, 1 ≤ m ≤ N appears independently of other letters after exponen-
tially distributed time intervals of rate am.
(7.3)
Equivalently, one can say that we have N independent Poisson processes with rates a1, . . . , aN ,
and a new letter m appears precisely when the mth Poisson process makes an increment.
Let Q(N) be a nearest neighbor RSK-type ‘dynamics’ on interlacing arrays of depth N . Let
the current state of the ‘dynamics’ be represented by an interlacing array λ = (λ(1) ≺ . . . ≺
λ(N)) which corresponds to a semistandard Young tableau P. We will freely switch between the
languages of interlacing arrays and semistandard tableaux with the help of §7.2.
Due to (6.5) and (6.14), for an RSK-type ‘dynamics’ we must have for all k (see §5.4 and in
particular (5.13) for the notation):∑
ν∈GTk
Wk(λ, ν | λ¯) = ak, k = 1, . . . , N, λ = λ(k), λ¯ = λ(k−1), (7.4)
which means that an independent jump at each level k happens at rate ak.
This implies that an instantaneous transition λ → ν in the multivariate ‘dynamics’ Q(N)
occurs according to the following three steps:
(I) A new random letter m arrives from the random input (7.3). This letter must be inserted
into the tableau P (= array λ).
17In principle, this long-range push includes the short-range push described in (iii). However, we would like to
think that the short-range interaction is stronger than (it takes preference over) long-range pushes and pulls.
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(II) The new letter m randomly chooses to be inserted into one of the rows i = 1, . . . ,m of λ(m)
(equivalently, one of the particles λ(m)i jumps to the right by one) with probabilities (cf.
(7.4))
Prob(m is inserted into row i) = a−1m Wm(λ
(m), ν(m) |λ(m−1)),
where the Young diagram ν(m) differs from λ(m) by adding one box to the ith row.
(III) The initial insertion of m into the ith row of P triggers successive insertion steps which
ultimately result in a change of the shape of P (i.e., in adding a box to the Young diagram
λ(N)). This is because the ‘dynamics’Q(N) is RSK-type, and hence moves always propagate
to higher rows.
This insertion process is possibly random. Namely, if at level k − 1 (of the interlacing
array λ) some particle λ(k−1)j has moved to the right, then this move leads to one of
the following consequences at level k. First, if a short-range push is necessary (i.e., if
λ
(k−1)
j = λ
(k)
j ), then it occurs with probability one (§7.2.(iii)). If there is no need for a short-
range push, then a bumping (§7.2.(iv)) or a shifting (§7.2.(v)) happens with probabilities
Vk(λ, λ + ej+1 | λ¯, λ¯ + e¯j) and Vk(λ, λ + eξ(j) | λ¯, λ¯ + e¯j), respectively (where λ = λ(k), and
λ¯ = λ(k−1)), see §6.2 for notation. The sum of these bumping and shifting probabilities is
one because our ‘dynamics’ is RSK-type and nearest neighbor.
Thus, we see that any RSK-type nearest neighbor ‘dynamics’ corresponds to a possibly random
insertion algorithm (proceeding with bumps and shifts) which is applied to the random input (7.3).
7.4 RSK-type fundamental dynamics in the Schur case and deterministic in-
sertion algorithms
Now assume that we are in the Schur case, i.e., we have q = t, where q and t are the Macdonald
parameters. Consider the RSK-type fundamental ‘dynamics’ Q(N)RSK[h] introduced in §6.5.3. They
are indexed by N -tuples of integers h = (h(1), h(2) . . . , h(N)), where 1 ≤ h(j) ≤ j. Thus, there are
N ! such ‘dynamics’.
In the Schur case, the quantities Ti(ν¯, λ) and Sj(ν¯, λ) (5.11)–(5.12) (employed in the definition
of the RSK-type fundamental ‘dynamics’) clearly become
Ti(ν¯, λ) = 1ν¯−e¯i≺λ1ν¯−e¯i≺ν¯ , Sj(ν¯, λ) = 1ν¯≺λ+ej1λ≺λ+ej . (7.5)
Here we use the notational conventions of §5.2 (in particular, ν¯ ∈ GTk−1 and λ ∈ GTk for some
fixed k), and we also assume that ν¯ ≺ λ in (7.5). This implies the following:
Proposition 7.1. In the case q = t, for every h as above, the fundamental RSK-type ‘dynamics’
Q
(N)
RSK[h] has nonnegative jump rates and probabilities of triggered moves (and so it an honest
Markov process).18
Proof. Directly follows from (7.5) and definitions of §6.5.3 (see also (6.16)).
Dynamics 6 (RSK-type fundamental dynamics in the Schur case).
(1) (independent jumps) Under Q(N)RSK[h], at each level k only one particle, namely, λ
(k)
h(k)
, can
independently try to jump to the right (with jump rate ak).
18In the general Macdonald (and q-Whittaker) case this statement fails, see §8.2.1.
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(2) (triggered moves) If a particle λ(k−1)j moves at level k− 1, then this move propagates to level
k according to the probabilities of triggered moves (defined via (6.3) and (6.24)):
r
RSK(h(k))
j (ν
(k−1), λ(k)) = 1j<h(k) , j = 1, . . . , k − 1. (7.6)
Here ν(k−1) differs from λ(k−1) only by ν(k−1)j = λ
(k−1)
j + 1. Note that the propagation
probabilities cj = rj + lj (6.4) in any RSK-type dynamics are all equal to one.
Finally, Q(N)RSK[h] possesses our usual move donation mechanism of §6.5.3.
We see from (7.6) and (6.24) that the probabilities of triggered moves Vk are all equal to 0 or
1. This means that the insertion algorithm corresponding to Q(N)RSK[h] (steps (II)–(III) in §7.3) is
deterministic, so all the randomness in the dynamics Q(N)RSK[h] consists in the random choice (7.3)
of the new arriving letters (see §7.3.(I)).
Definition 7.2. We will call the insertion of a new letter corresponding to the dynamics Q(N)RSK[h]
the h-insertion. If the new inserted letter is m, we will denote this operation by Ihm.
Let us describe how an h-insertion works. Assume that one wants to h-insert a letter m into
a semistandard Young tableau P which is represented by an interlacing array λ = (λ(1) ≺ . . . ≺
λ(N)). The output is a semistandard Young tableau denoted by IhmP = Ihmλ, and the insertion
proceeds according to the following rules:
(h-start) The process starts with the particle λ(m)
h(m)
at level m trying to jump to the right by
one.
(h-donate) If a particle λ(k)j (for some k = m, . . . , N and j = 1, . . . , k) tries to move but is blocked
(i.e., if λ(k)j = λ
(k−1)
j−1 ), then it donates the move to its first unblocked right neighbor
according to the rule of §6.5.3.
(h-step) Suppose a particle λ(k−1)j (for some k = m + 1, . . . , N and j = 1, . . . , k) has moved
(to the right by one). If λ(k)j = λ
(k−1)
j or j < h
(k), then the upper right neighbor λ(k)j
of λ(k−1)j tries to move to the right by one. Otherwise, the upper left neighbor λ
(k)
j+1 of
λ
(k−1)
j moves to the right by one (note that λ
(k)
j+1 cannot be blocked). When k = N ,
the insertion ends.
Let us illustrate this by considering an h-insertion for N = 6 with h = (1, 2, 1, 4, 4, 1), see
Fig. 11. When particles are “apart”, the insertion trajectory in an interlacing array follows the
dashed arrows on Fig. 11. For example, the h-insertion of the letter 2 into the array
λ =
0 0 1 4 4 5
0 1 3 4 4
1 2 4 4
1 3 4
1 3
2
(7.7)
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Figure 11: Schematic picture of an h-insertion with N = 6 and h = (1, 2, 1, 4, 4, 1).
Arrows in front of each particle represent nonzero rates of independent jumps in Q(N)RSK[h]
where the h-insertion of a new letter starts (arrival of each letter k starts insertion at
level k of the array). Dashed arrows pointing to the right mean long-range pushes; when
dashed arrows point to the left, this corresponds to long-range pulling. This picture
of jump rates and pushes/pulls is valid when the particles are “apart”; otherwise, there
would be short-range pushes and/or donations of moves (see the rules of §5.3 and §6.5.3).
yields
Ih2 λ =
0 0 2 4 4 5
0 1 4 4 4
1 3 4 4
2 3 4
2 3
2
(7.8)
(circled are the positions of particles that changed).
However, when particles are close to each other, a short-range push or a donation of move can
happen. After that, the insertion trajectory continues along the dashed arrows on Fig. 11. Let
us illustrate this effect by inserting another letter 2 into the above array Ih2 λ (7.8), where λ is
given in (7.7). We get
Ih2 Ih2 λ =
0 0 2 4 5 5
0 1 4 4 5
1 3 4 5
2 4 4
2 4
2
(7.9)
Again, we have circled positions of particles that changed. Donations of moves happen at the
second level (during an initial insertion, cf. §7.2.(ii∗)), and also during the move propagation from
the third to the fourth level. In fact, one can say that the propagation of move from level 4 to
level 5 is governed by a short-range push, and this agrees with the long-range push (see dashed
arrows on Fig. 11).
One can readily translate the h-insertion algorithm into the language of semistandard tableaux
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using our “dictionary” in §7.2. The example (7.7)–(7.9) becomes
P =
1 1 2 3 6
2 3 3 4
3 4 5 6
4
Ih2 P =
1 1 2 3 6
2 2 3 4
3 3 4 5
4 6
Ih2 Ih2 P =
1 1 2 2 4
2 2 3 3 6
3 3 4 5
4 6
Bold letters indicate differences before and after each of the two h-insertions.
Proposition 7.3. The row and column insertions (§7.1) arise as particular cases of h-insertions
for h = (1, . . . , 1) and h = (1, 2, . . . , N), respectively (see Fig. 12).
Proof. Immediately follows from descriptions of insertions in terms of interlacing arrays.
(a) (b)
Figure 12: Schematic pictures of (a) row; (b) column insertion algorithms and the
corresponding multivariate dynamics (see Fig. 11 for more explaination).
Let us denote the row (resp. column) insertion Schur-multivariate dynamics Q(N)RSK[h] with
h = (1, . . . , 1) (resp. h = (1, 2, . . . , N)) by Q(N)row (resp. Q
(N)
col ). These dynamics have already
appeared in the literature. Application of Robinson–Schensted insertion algorithms to random
words can be traced back to [51]. The column insertion dynamics Q(N)col was introduced and
studied in [38], [39]. Questions related to application of insertion algorithms (including the general
Robinson–Schensted–Knuth correspondence) to random input were considered in, e.g., [1], [26],
[27, §5], and [23]. See [13, §6.3] for a discussion of the row insertion dynamics, and also [18] for a
“geometric” (Whittaker process) analogue (cf. §8.4 below).
Remark 7.4. A possibly interesting connection is that schematic pictures corresponding to h-
insertions (like Fig. 11 and 12) also appear in the description of simple vertices of Gelfand–Tsetlin
polytopes, e.g., see [32]. We thank Evgeny Smirnov for pointing out this appearance of the same
schematic pictures.
7.5 Fundamental nearest neighbor dynamics in the Schur case
One can completely characterize RSK-type nearest neighbor Markov dynamics on interlacing
arrays in the Schur (q = t) case:
Proposition 7.5. Let Q(N) be the generator of a Schur-multivariate RSK-type nearest-neighbor
dynamics (Definitions 6.1 and 6.5) which has nonnegative jump rates and probabilities of triggered
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moves. Then Q(N) can be expressed as a convex linear combination of generators of RSK-type
fundamental dynamics:
Q(N)(λ,ν) =
∑
h
θh(λ,ν)Q
(N)
RSK[h](λ,ν). (7.10)
Here λ,ν ∈ GT(N), the sums above are taken over h = (h(1), . . . , h(N)), 1 ≤ h(k) ≤ k, and the
coefficients θh have the form
θh(λ,ν) = θ
(2)
h(2)
(ν(1), λ(2)) . . . θ
(N)
h(N)
(ν(N−1), λ(N)), (7.11)
where one has (for any k = 2, . . . , N)
θ
(k)
h (ν
(k−1), λ(k)) ≥ 0, 1 ≤ h ≤ k,
k∑
h=1
θ
(k)
h (ν
(k−1), λ(k)) ≡ 1. (7.12)
Proof. The existence of decomposition essentially follows from Theorem 6.13, but one has to turn
the notion of mixing (6.28) into a convex combination (7.10).
Fix k and signatures (ν¯, λ) ∈ GT(k−1;k). The RSK-type dynamics Q(N) corresponds to quanti-
ties wj(ν¯, λ) ≥ 0 and rj(ν¯, λ) ≥ 0 (as explained in §6.2) which satisfy system (6.8) with cj(ν¯, λ) = 1
for all j. By Proposition 6.10 with C = 1, this solution (w, r) can be written as a linear combina-
tion (with coefficients summing to one) of k solutions corresponding to the RSK-type fundamental
dynamics. The coefficients of this linear combination are equal to wj and hence are nonnegative.
Combining these decompositions for all (ν¯, λ) and at all slices GT(k−1;k), we see that the coeffi-
cients in (7.10) may be written as (7.11)–(7.12). This concludes the proof.
Remark 7.6. For any coefficients θh(λ,ν) given by (7.11) and satisfying (7.12), the right-hand
side of (7.10) is an honest multivariate RSK-type dynamics.
The coefficients θ(k)h (ν¯, λ), k = 2, . . . , N , 1 ≤ h ≤ k, (which constitute the θh’s) are determined
uniquely by Q(N) if particles of the array λ are “apart” from each other. Using Proposition 6.10,
it is possible to formulate a precise uniqueness statement when particles become close. We do not
pursue this direction in the present paper.
(a) (b) (c)
Figure 13: Schematic pictures of (a) push-block; (b) right-pushing with h = (1, 1, 3, 2);
(c) left-pulling with h = (1, 2, 2, 1) insertion algorithms and the corresponding multi-
variate dynamics (see Fig. 11 for more explaination).
Let us now briefly look at all the remaining (non-RSK-type) fundamental ‘dynamics’ intro-
duced in §6.5. At the general Macdonald (or q-Whittaker) level we are not guaranteed that these
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‘dynamics’ have nonnegative jump rates and probabilities of triggered moves (cf. §8.2.1 below).
However, it can be readily checked that this nonnegativity holds under the Schur degeneration
(i.e., one has a statement similar to Proposition 7.1).
The push-block dynamics Q(N)PB in the Schur case was introduced and studied in [11]. Under
this dynamics, all particles at all levels jump to the right by one if not blocked (the jump rate at
level k is ak), and the only pushing mechanism is the short-range one (see §5.3).
The right-pushing and left-pulling dynamics Q(N)R[h] and Q
(N)
L[h] indexed by (N − 1)-tuples h
(6.27) may be viewed as certain “minimal perturbations” of Q(N)PB . Under the dynamics Q
(N)
R[h], on
each slice GT(k−1;k) the behavior of all the particles is the same as under Q
(N)
PB , except that the
particle λ(k)
ξ(h(k−1)) now has zero independent jump rate, but this is “compensated” by the long-
range pushing (with probability one) of λ(k)
ξ(h(k−1)) by λ
(k−1)
h(k−1) . Typically (when all particles are
“apart”), one has ξ(h(k−1)) = h(k−1) (see (6.2) for a general definition). The left-pulling dynamics
Q
(N)
L[h] can be described in a similar way, see also §6.5.5. See Fig. 13 for schematic pictures of
Q
(N)
PB , Q
(N)
R[h], and Q
(N)
L[h].
7.6 h-Robinson–Schensted correspondences
This subsection is devoted to new Robinson–Schensted-type correspondences between words and
pairs of Young tableaux which arise from our h-insertions introduced in §7.4.
Traditionally, the most general Robinson–Schensted–Knuth (RSK) correspondences associate
to a matrix with nonnegative integer entries a pair of semistandard Young tableaux (Definition
3.1) of the same shape.
We are working in a less general setting when this nonnegative integer matrix is in fact a
zero-one matrix having exactly one “1” in each column. If this matrix has N rows, then it may
be equivalently described as a word in the alphabet {1, . . . , N}: each ith letter of the word
corresponds to the row number of the entry 1 in the ith column of the matrix. The length of the
word is equal to the number of columns. A Robinson–Schensted (RS) correspondence associates
with such a word a pair of Young tableaux (P,Q) of the same shape, where P is a semistandard
tableau over the alphabet {1, . . . , N}, and Q is a standard tableau (§3.2).
For more detail on Robinson–Schensted(–Knuth) correspondences and insertion algorithms we
refer to [46], [49], [24], and [33].
7.6.1 Definition and invertibility of h-correspondences
We assume that an integer N and an N -tuple h as in (6.25) are fixed. Let w = w1 . . . wn be a
word of length n in the alphabet {1, . . . , N}. Start with an empty semistandard Young tableau
∅, and h-insert (§7.4) into it the letters w1, . . . , wn one by one. Thus, we get a semistandard
Young tableau
Phw := Ihwn . . . Ihw1∅
having n boxes.
The insertion of every letter wi changes the shape of the semistandard tableau by adding
exactly one box. Let us record this added box with the help of another (now standard) Young
tableau. Initially, the recording tableau is also empty. When each new letter wi is h-inserted into
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Ihwi−1 . . . Ihw1∅, one adds a box at the same position in the recording tableau Qhw1...wi−1 , and puts
the letter i into this new box of the tableau Qhw1...wi .
In this way, to every word w = w1 . . . wn over the alphabet {1, . . . , N} one associates a pair
(Phw,Q
h
w) of Young tableaux of the same shape, where Phw is a semistandard, and Qhw is a standard
tableau.
Theorem 7.7. For each h, we get a bijection
w = w1 . . . wn
h-RS−−−→ (Phw,Qhw) (7.13)
between the set of words of length n in the alphabet {1, . . . , N} and the set of pairs of Young
tableaux (P,Q) having the same shape (with n boxes), where P is semistandard and Q is standard.
We will call this bijection the h-Robinson–Schensted correspondence, and denote it by h-RS.
Proof. It suffices to observe that the correspondence in (7.13) admits an inverse. One can con-
struct such an inverse letter by letter.
Let us argue in terms of the interlacing arrays. The recording tableau Q provides information
where the insertion trajectory in the array (like the one in (7.8) or (7.9)) ends at level N . Indeed,
what happens at level N is responsible for the change of shape of the tableaux (P,Q).
It suffices then to reconstruct the insertion trajectory in the interlacing array ν, and thus
produce (in a unique way) the previous array λ and the letter m such that ν = Ihmλ. One can
do this consecutively on each slice, from the top level N down to level 1.
So now we can assume that on some slice GT(k−1;k), k = 2, . . . , N , the particle ν
(k)
j moved to
the right. Set λ(k)j := ν
(k)
j − 1. If λ(k)j < ν(k−1)j , then the short-range pushing (§5.3) took place,
and ν(k−1)j is the particle that moved at level k − 1. Proceed to the slice GT(k−2;k−1).
Otherwise, set ν = ν(k), λ = ν − ej , and ν¯ = ν(k−1) (i.e., we use the notational conventions of
§5.2). We have ν¯ ≺ λ. Let us write the equation of the linear system (6.8) that corresponds to
the move λ→ ν = λ+ ej . It has the form (cj−1 = 1 because this is an RSK-type dynamics)
Sj = wj + (1− rj−1)Tj−1 + rξ−1(j)Tξ−1(j), (7.14)
where ξ−1(j) is defined in the end of §6.4.3. If j = 1 or j = k, then the above equation will of
course contain fewer terms, cf. (6.8). All quantities in (7.14) depend on (ν¯, λ). Using (7.5) and
the fact that in our situation Sj 6= 0, we can rewrite (7.14) as
wj + (1− rj−1) + rξ−1(j) = 1. (7.15)
By the properties of the fundamental RSK-type dynamics (in particular, by (7.6)), we conclude
that exactly one of the summands wj , 1− rj−1, and rξ−1(j) in (7.15) is one, and the other two are
zero. Which of the summands is nonzero depends only on our sequence h.
Using this information, we can reconstruct the insertion trajectory as follows (cf. §7.3):
1. If wj = 1, then the particle ν
(k)
j performed an independent jump. Thus, the letter that was
inserted is m = k, and the insertion trajectory ends at level k.
2. If 1− rj−1 = 1, then ν(k)j was pulled by the particle ν(k−1)j−1 that moved at level k− 1. Proceed
to the lower slice GT(k−2;k−1).
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3. If rξ−1(j) = 1, then ν
(k)
j was long-range pushed (with a possible move donation) by the par-
ticle ν(k−1)
ξ−1(j) that moved at level k − 1. With this information, we proceed to the lower slice
GT(k−2;k−1).
Thus, one can reconstruct the insertion trajectory level by level in a unique way. Continuing this
procedure for each letter, it is possible to reconstruct the word w from the tableaux (Phw,Qhw).
Of course, this reconstruction depends on h. This concludes the proof.
Thus, for large enough n, we get N ! different bijections (indexed by h ∈ {1} × {1, 2} × . . .×
{1, . . . , N}) between words of length n in the alphabet {1, . . . , N}, and pairs of semistandard
Young tableaux. Two of these bijections are well-known, these are the row and column Robinson–
Schensted correspondences arising for h = (1, . . . , 1) and h = (1, 2, . . . , N), respectively (cf.
Proposition 7.3). For future convenience let us denote these two distinguished correspondences
by row-RS and col-RS.
All our h-Robinson–Schensted correspondences fall under the general formalism of Fomin [22].
They seem to form a relatively tractable subclass in the variety of general bijections constructed
in [22].
7.6.2 Action of h-RS on permutation words
Let us now present a few experimental observations about our N ! correspondences h-RS. For
simplicity, we reduce the set of allowed words w to permutation words w1 . . . wN of length N in
which each letter 1, . . . , N appears only once. These words may be identified with permutations of
{1, . . . , N} (the image of i is wi) and, equivalently, with permutation matrices (cf. the beginning
of §7.6). Denote by WN the set of all permutation words of length N . Under each of the h-RS,
such words correspond to pairs of standard Young tableaux of the same shape.
1. Our first observation is triggered by the connection of the two distinguished Robinson–
Schensted correspondences row-RS and col-RS with increasing and decreasing subsequences in
the word w, e.g., see [46, Ch. III]. In fact, this connection implies:
Proposition 7.8 ([47]). Take a word w = w1 . . . wN , and let w′ = wN . . . w1 be the same word
in reverse order. Then the application of row-RS to w gives the same pair of standard tableaux as
the application of col-RS to w′.
Moreover [47], the length of the first row of the tableau Proww is equal to the length of the
longest increasing subsequence in w, while the first row of Pcolw is equal to the length of the
longest decreasing (= increasing in another linear order 1  2  . . .  N) subsequence of w.
Thus, one can think that col-RS is somehow related to row-RS modulo another linear order on
the letters: 1  2  . . .  N instead of 1 < 2 < . . . < N .
However, all our N ! correspondences h-RS do not admit an interpretation in terms of different
linear orders on {1, . . . , N}, as one could suspect. One can see this by taking N = 4 and
considering the word w = 3241. All 24 = 4! correspondences h-RS applied to this word produce
Young tableaux (Phw,Qhw) whose first row has length at most 3. On the other hand, the length
of the longest increasing subsequence in w = 3241 in the linear order 3 ≺ 2 ≺ 4 ≺ 1 is of course
equal to 4.
2. For each h ∈ {1}× {1, 2}× . . .×{1, . . . , N}, let us consider the composition of h-RS with the
inverse of the usual row insertion correspondence row-RS. Thus, for each h we get a bijection of
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WN with itself defined by
WN
h-RS−−−→ {(P,Q)} (row-RS)
−1
−−−−−−−→WN , w 7→ fh(w),
where {(P,Q)} is the set of pairs of standard Young tableaux of the same shape.
Let us write down the maps fh for N = 3. We will list images of
W3 =

1 2 3
1 3 2
2 1 3
2 3 1
3 1 2
3 2 1

under each of the maps fh. We have
f(1,1,1)W3 =

1 2 3
1 3 2
2 1 3
2 3 1
3 1 2
3 2 1
, f(1,1,2)W3 =

1 3 2
3 1 2
2 1 3
3 2 1
1 2 3
2 3 1
, f(1,1,3)W3 =

1 3 2
3 1 2
3 2 1
2 1 3
1 2 3
2 3 1
,
f(1,2,1)W3 =

2 1 3
2 3 1
1 2 3
1 3 2
3 2 1
3 1 2
, f(1,2,2)W3 =

2 1 3
3 2 1
1 3 2
3 1 2
2 3 1
1 2 3
, f(1,2,3)W3 =

3 2 1
2 1 3
1 3 2
3 1 2
2 3 1
1 2 3
.
We see that the maps fh : WN → WN are pairwise distinct. Moreover, fh preserves the obvious
structure of the symmetric group on WN (when each permutation word is identified with the
corresponding permutation) only in the case h = (1, . . . , 1).
3. Instead of looking at the individual maps fh, it could be more natural to consider the subgroup
G(N) ⊂ S(N !) generated by all the maps fh. Here we understand S(N !) as the group of
permutations of the set WN .
The orders of the groups G(N) for small N can be computed using a computer algebra system.
They are as follows:
|G(2)| = 2, |G(3)| = 2 · (3!)2, |G(4)| = 2 · (12!)2, |G(5)| = 2 · (60!)2.
We conjecture that in general,
|G(N)| = 2 ·
((
1
2N !
)
!
)2
.
4. We conjecture that the group G(N) may be identified with a subgroup of permutations of
WN which have the following form. For each N , there should exist a representation of the set
WN as a disjoint union W′N unionsqW′′N such that |W′N | = |W′′N | = 12N !. Fix any one-to-one map
χ : W′N →W′′N . Then G(N) is generated by χ and by all the permutations of WN which permute
the parts W′N and W
′′
N separately.
For N = 3 and 4 we are able to explicitly write down the above splitting WN = W′N unionsqW′′N .
In the case N = 3 it looks as
W′3 =
{
1 2 3
1 3 2
3 1 2
}
, W′′3 =
{
3 2 1
2 3 1
2 1 3
}
.
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For N = 4, the splitting is given by
W′4 =

1 2 3 4
1 2 4 3
1 3 2 4
1 3 4 2
1 4 2 3
1 4 3 2
3 1 2 4
3 1 4 2
3 4 1 2
4 1 2 3
4 1 3 2
4 3 1 2

, W′′4 =

4 3 2 1
3 4 2 1
4 2 3 1
2 4 3 1
3 2 4 1
2 3 4 1
4 2 1 3
2 4 1 3
2 1 4 3
3 2 1 4
2 3 1 4
2 1 3 4

.
In both cases N = 3 and 4, one can choose a one-to-one map χ : W′N → W′′N which acts by
rewriting each word in the reverse order.
8 Multivariate dynamics in the q-Whittaker case
and q-PushTASEP
Here we will discuss multivariate dynamics on interlacing arrays in the q-Whittaker case (we will
sometimes refer to them as to q-Whittaker-multivariate dynamics). That is, throughout the whole
section we will assume that t = 0 and 0 < q < 1, where q and t are the Macdonald parameters.
In §8.4 we write down (formal) scaling limits as q ↗ 1 of our q-Whittaker-multivariate dy-
namics. This leads to diffusions on R
N(N+1)
2 , and we write down systems of stochastic differential
equations (SDEs) for them.
The multivariate dynamics in the q-Whittaker case (0 < q < 1) lead to discovery of a new one-
dimensional interacting particle system which we call q-PushTASEP (§8.3). We briefly indicate
its relevance to the O’Connell–Yor semi-discrete directed polymer [44], [40].
8.1 q-quantities
Before discussing q-Whittaker-multivariate dynamics, let us write down the quantities Ti and Sj
(5.11)–(5.12) specialized for t = 0. These quantities enter our linear conditions on multivariate
dynamics (Theorem 5.9 and system (6.8)). We have
Ti(ν¯, λ) =
(1− qν¯i−λi+1)(1− qν¯i−1−ν¯i+1)
1− qλi−ν¯i+1 ; Sj(ν¯, λ) =
(1− qν¯j−1−λj )(1− qλj−λj+1+1)
1− qλj−ν¯j+1 . (8.1)
Here as usual we assume that k = 2, . . . , N is fixed, and that λ ∈ GTk, ν¯ ∈ GTk−1. Moreover, we
must have ν¯ ≺ λ, see (5.11)–(5.12). In (8.1) one has i, j = 2, . . . , k − 1. The remaining cases are
resolved as follows:
T1(ν¯, λ) =
1− qν¯1−λ2
1− qλ1−ν¯1+1 , S1(ν¯, λ) =
1− qλ1−λ2+1
1− qλ1−ν¯1+1 , Sk(ν¯, λ) = 1− q
ν¯k−1−λk . (8.2)
That is, if a bracket of the from (1− q···) does not make sense, we set it equal to one. Note that
the quantity Tk also does not make sense; by agreement, we set it equal to zero.
Remark 8.1. Observe that Ti(ν¯, λ) given by (8.1)–(8.2) vanishes if the particle λi+1 is blocked
and cannot jump (i.e., if λi+1 = ν¯i). Similarly, Sj(ν¯, λ) given by (8.1)–(8.2) vanishes if λj is
blocked. This agrees with the definitions in the general Macdonald case (5.11)–(5.12). Thus, for
t = 0, 0 < q < 1 one does not need to insert any indicators in the definitions of Ti and Sj . Recall
that for q = t = 0 (Schur case) the situation was different, cf. (7.5).
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We will also use the quantities (cf. (5.16))
Fj(ν¯, λ) =

0, j = 1;
qν¯j−1−λj , 2 ≤ j ≤ k;
1, j = k + 1.
(8.3)
It can be readily checked that for any j = 1, . . . , k one has
Sj(ν¯, λ)− Tj(ν¯, λ) = Fj+1(ν¯, λ)− Fj(ν¯, λ). (8.4)
8.2 Nearest neighbor q-Whittaker-multivariate dynamics
Here we discuss various multivariate dynamics on interlacing arrays in the q-Whittaker case.
Probability measures on interlacing arrays on which these dynamics act nicely (see Remark 5.2)
are the Macdonald processes (§4.2) in which the Macdonald parameter t is specialized to zero.
They are called the q-Whittaker processes, see [7, Ch. 3] for a detailed discussion.
8.2.1 Fundamental ‘dynamics’
Almost none of the fundamental nearest neighbor ‘dynamics’ introduced in §6.5 have nonnegative
jump rates and probabilities of triggered moves in the q-Whittaker case (in contrast with the
Schur case, cf. §§7.4–7.5).
Proposition 8.2. Below is the complete list of fundamental nearest neighbor ‘dynamics’ which
are honest Markov processes on interlacing arrays:
• The push-block dynamics Q(N)PB ;
• The RSK-type dynamics Q(N)RSK[h] with h = (1, 1, . . . , 1) (N ones);
• The right-pushing dynamics Q(N)R[h] with h = (1, . . . , 1) (N − 1 ones).
Proof. For each of the fundamental ‘dynamics’ defined in §6.5, one has to check that wm ≥ 0 and
0 ≤ rj ≤ cj ≤ 1 for all possible m and j at each slice GT(k−1;k) (see §6.2 and (6.6) in particular
for the definition of the parameters (w, c, r)).
1. For the push-block dynamics Q(N)PB (Dynamics 1), one has rj = cj ≡ 0, and wm = Sm ≥ 0,
see (8.1)–(8.2). Thus, the push-block dynamics enters the desired list, which is not surprising, as
it is positive in the general (q, t)-setting as well, cf. §6.5.2.
2. Now consider the RSK-type fundamental ‘dynamics’ Q(N)RSK[h] (Dynamics 3). Let us argue
on a fixed slice GT(k−1;k). Denote h := h(k) ∈ {1, . . . , k}. Clearly, for an RSK-type fundamental
‘dynamics’ one has wm ≥ 0 and cj = 1 ≥ 0 for all possible m and j. By (6.16) and (8.4), we have
r
RSK(h)
j = T
−1
j
(
Sj + Fj − 1h≤j
)
= 1 +
Fj+1 − 1h≤j
Tj
. (8.5)
In the second equality we have used (8.4) again. One also has
1− rRSK(h)j =
1h≤j − Fj+1
Tj
. (8.6)
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From (8.3) we see that this quantity can be made negative unless h = 1. Therefore, of all
the RSK-type fundamental ‘dynamics’, only the one with h = (1, 1, . . . , 1) is an honest Markov
process.
3. Take a right-pushing fundamental ‘dynamics’ Q(N)R[h] (Dynamics 4) on the slice GT(k;k−1).
Denote h := h(k−1) ∈ {1, . . . , k − 1}. By the very definition of the ‘dynamics’, all the rj ’s and
cj ’s are nonnegative, and, moreover, rj ≤ cj . We also have wm = Sm for all possible m except
m = h. In the latter case
w
R(h)
h = Sh − Th = Fh+1 − Fh.
This quantity can be made negative unless h = 1. In the case h = 1 we obtain w1 = qν¯1−λ2 , which
is always nonnegative. Thus, the only honest Markov process among the right-pushing ‘dynamics’
is the one with h = (1, . . . , 1).
4. Finally, consider a left-pulling fundamental ‘dynamics’ Q(N)L[h] (Dynamics 5) on the slice
GT(k;k−1), and denote h := h(k−1) ∈ {1, . . . , k − 1}. We have (using (8.4))
w
L(h)
h+1 = Sh+1 − Th =
(
Fh+2 + Th+1
)− (Fh+1 + Th).
It is possible check that all these numbers can be made negative by an appropriate choice of ν¯
and λ. This concludes the proof.
Let us briefly describe the three dynamics of Proposition 8.2 for 0 < q < 1.
Dynamics 7 (q-Whittaker case of Dynamics 1). The push-block q-Whittaker-multivariate dy-
namics Q(N)PB was introduced and studied in [7, §3.3]. In this dynamics, every particle λ
(k)
j jumps
to the right at rate akSj(λ(k−1), λ(k)) which is given by (8.1)–(8.2). (If λ
(k)
j is blocked, then
Sj = 0, so this particle does not jump.) If a moved particle λ
(k)
j violates interlacing with λ
(k+1)
j ,
then a short-range push happens according to §5.3.
Dynamics 8 (q-Whittaker case of Dynamics 3 with h = (1, . . . , 1)).
(1) (independent jumps) Under the RSK-type dynamics of Proposition 8.2, each rightmost parti-
cle λ(k)1 jumps to the right at rate ak. There are no other independent jumps in this dynamics.
(2) (triggered moves) When a particle λ(k−1)j moves, it long-range pushes its first unblocked upper
right neighbor λ(k)ξ(j) with probability (see (8.5))
r
RSK(1)
j =

qλ
(k)
1 −λ(k−1)1 , j = 1;
qλ
(k)
j −λ(k−1)j 1− q
λ
(k−1)
j−1 −λ(k)j
1− qλ(k−1)j−1 −λ(k−1)j
, 2 ≤ j ≤ k − 1. (8.7)
Here λ(k−1)j is the coordinate of the jth particle at level k− 1 before its move. With the com-
plementary probability 1−rRSK(1)j , the moved particle λ(k−1)j (long-range) pulls its immediate
upper left neighbor λ(k)j+1.
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Note that the short-range pushing mechanism (§5.3) is built into the probabilities (8.7). In-
deed, for λ(k−1)j = λ
(k)
j , one has r
RSK(1)
j = 1, so the long-range push of λ
(k)
j happens with proba-
bility 1 and coincides with the short-range push.
Moreover, in this dynamics pushes and jumps are never donated (cf. the rule of §6.5.3).
Indeed, if λ(k)j = λ
(k−1)
j−1 , then r
RSK(1)
j = 0, so the moved particle λ
(k−1)
j will always pull λ
(k)
j+1
in this situation. Jumps cannot be donated as well because the only jumping particles are the
rightmost ones.
Dynamics 8 may be regarded as a natural q-Whittaker deformation of the row insertion Schur-
multivariate dynamics Q(N)row (e.g., see Fig. 12(a)), so let us denote the generator of the former
dynamics byQ(N)q-row . In particular, the rates of independent jumps ofQ
(N)
q-row coincide with those of
Q
(N)
row . However, in the q-Whittaker case, the dynamics Q
(N)
q-row has random long-range interactions
(i.e., pushes and pulls).
Dynamics 9 (q-Whittaker version of Dynamics 4 with h = (1, . . . , 1)). Under the right-pushing
dynamics of Proposition 8.2, all particles of the array λ behave in the same way as in Dynamics
7, except for the rightmost particles λ(k)1 , k = 1, . . . , N . These particles have jump rates
ak
(
S1(λ
(k−1), λ(k))− T1(λ(k−1), λ(k))
)
= akq
λ
(k−1)
1 −λ(k)2 , k = 2, . . . , N
(the bottommost particle λ(1)1 has jump rate a1). When a particle λ
(k)
1 moves, it long-range
pushes all its upper right neighbors λ(k+1)1 , . . . , λ
(N)
1 (with probability one). No other long-range
interactions are present. Of course, there are still short-range pushes, cf. §5.3.
8.2.2 q-Whittaker-multivariate ‘dynamics’ with deterministic long-range interac-
tions
Let us now consider another natural class of q-Whittaker-multivariate nearest neighbor ‘dynamics’
which are distinguished by having deterministic long-range interactions. This condition in fact
forces each particle in the interlacing array λ to have a nonzero jump rate. However, these
jump rates are not necessarily nonnegative (but we are still using probabilistic language, cf.
Remark 6.3).
Proposition 8.3. Fix h ∈ {1} × {1, 2} × . . . × {1, 2, . . . , N}, and consider a q-Whittaker-
multivariate ‘dynamics’ Q(N) with deterministic propagation of moves given by the h-insertion.19
Then on each slice GT(k−1;k) this ‘dynamics’ has the following rates of independent jumps:
Wk(λ, λ+ ej | ν¯) = ak
(
Sj(ν¯, λ)− 1j<h(k) · Tj(ν¯, λ)− 1j>h(k) · Tj−1(ν¯, λ)
)
, (8.8)
where ν¯ ∈ GTk−1 and λ ∈ GTk. We assume that the jump donation rule of §6.5.3 is applied to
(8.8).
Note that some of the jump rates (8.8) can be made negative (by a choice of ν¯ and λ); see
also the proof of Proposition 8.2.
Proof. This is evident if for each slice GT(k−1;k) one puts cj = 1 and rj = 1j<h(k) (for all j) in
(6.8).
19See §§7.3–7.4, and in particular (7.6) and Fig. 11.
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The above ‘dynamics’ with h-insertions is RSK-type (Definition 6.5). One can readily check
that its generator Q(N) can be represented as a linear combination of those of the fundamental
RSK-type ‘dynamics’ (cf. Proposition 7.5):
Q(N)(λ,ν) =
∑
h˜
θh˜(λ,ν)Q
(N)
RSK[h˜]
(λ,ν), (8.9)
where λ,ν ∈ GT(N) and the sum is taken over all h˜ = (h˜(1), . . . , h˜(N)) such that 1 ≤ h˜(k) ≤ k.
The coefficients θh˜ have the product form as in (7.11) with terms given by (the quantities below
depend on two signatures ν(k−1) and λ(k))
θ
(k)
h˜(k)
= Sh˜(k) − 1h˜(k)<h(k)Tj − 1h˜(k)>h(k)Tj−1,
where k = 2, . . . , N . This formula for the coefficients of course directly follows from (8.8).
It can be seen that for q = 0, the ‘dynamics’ Q(N) of Proposition 8.3 corresponding to
h ∈ {1} × {1, 2} × . . . × {1, 2, . . . , N} turns into the Schur-multivariate fundamental RSK-type
dynamics Q(N)RSK[h] (see §7.4 for a detailed discussion of the latter dynamics).
For h = (1, . . . , 1), the ‘dynamics’ of Proposition 8.3 has the property that any moving
particle (long-range) pulls its immediate upper left neighbor with probability one. Let us denote
this dynamics by Q(N)q-pull . The jump rates in this ‘dynamics’ are given by W
q-pull
k (λ, λ+ ej | ν¯) =
ak
(
Sj(ν¯, λ)− Tj−1(ν¯, λ)
)
(with the understanding that T0 ≡ 0). One can argue that Q(N)q-pull and
Q
(N)
q-row (see §8.2.1) provide two (very different) q-Whittaker deformations of the Schur-multivariate
row insertion dynamics Q(N)row . One of these deformations is an honest Markov process, and the
other is not.
Denote also by Q(N)q-push the generator of the ‘dynamics’ of Proposition 8.3 corresponding to
h = (1, 2, . . . , N). In this ‘dynamics’, any moving particle long-range pushes its first unblocked
upper right neighbor with probability one. The jump rates in Q(N)q-push have a rather simple form:
W q-pushk (λ, λ+ ej | ν¯) =

akq
ν¯1−λ2 j = 1;
ak
(
qν¯j−λj+1 − qν¯j−1−λj), 2 ≤ j ≤ k − 1;
ak
(
1− qν¯k−1−λk), j = k
(see (8.8) and (8.3)). These jump rates, however, are not always nonnegative. The dynamics
Q
(N)
q-push can be viewed as a q-Whittaker deformation of the column insertion dynamics Q
(N)
col
(§7.4).
8.2.3 Remark: a nearest neighbor Markov process inspired by Dynamics 2
Let us briefly mention one more nearest neighbor q-Whittaker-multivariate ‘dynamics’ which
can be “invented” by looking at the O’Connell–Pei’s insertion algorithm (see §5.6). The latter
dynamics is RSK-type but not nearest neighbor (see Definitions 6.1 and 6.5); we aim to turn it
into a nearest neighbor one, but the result will not be RSK-type. In order to do that, one should
look at identity (5.20) (it is equivalent to (5.14)) which governs Dynamics 2. This identity has
the form
fjTj +
( · · · ) = Sj ,
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where fj is given by (5.17), and dots mean all the remaining terms. Let us understand these
remaining terms (· · · ) as a−1k times the probability of an independent jump of the jth particle. In
fact, these terms “collapse”, and their sum is simply (1−Fj)Fj+1, see (5.21). In this way we arrive
at a new nearest neighbor dynamics governed by identity (5.21), which now should be understood
according to the linear system (6.8). To be more precise, the modified dynamics can be described
as follows:
Dynamics 10 (Nearest neighbor modification of Dynamics 2).
(1) (independent jumps) Every particle λ(k)j independently jumps to the right at rate
(
1 −
Fj(λ
(k−1), λ(k))
)
Fj+1(λ
(k−1), λ(k)).
(2) (triggered moves) When a particle λ(k−1)j moves, it long-range pushes its immediate upper
right neighbor with probability fj(ν(k−1), λ(k)) (see (5.17)), where ν(k−1) differs from λ(k−1)
only by ν(k−1)j = λ
(k−1)
j + 1. With the complementary probability 1 − fj(ν(k−1), λ(k)), the
move of λ(k−1)j does not propagate from level k − 1 to level k.
In this process there is no need to donate independent jumps or triggered moves (cf. the
donation rule in §6.5.3). Indeed, if a particle λ(k)j is blocked, (i.e., if λ
(k)
j = λ
(k−1)
j−1 ), then one
automatically has Fj = 1 and fj = 0.
It can be readily checked that the jump rates and probabilities of triggered moves in Dynamics
10 are nonnegative.
For q = 0, both Dynamics 2 and 10 turn into the column insertion Schur-multivariate dynamics
Q
(N)
col .
8.3 TASEPs
8.3.1 Left-Markov and right-Markov multivariate dynamics
In this subsection we examine nearest neighbor q-Whittaker-multivariate dynamics (0 < q < 1)
on interlacing arrays λ = (λ(1) ≺ . . . ≺ λ(N)) (see Fig. 2) with the property that the leftmost
particles {λ(k)k : k = 1, . . . , N} or the rightmost particles {λ(k)1 : k = 1, . . . , N} of the array evolve
according to a Markov process (in its own filtration).20 We formulate natural sufficient conditions
implying these left-Markov and right-Markov properties.
In this subsection we also briefly discuss one-dimensional Markov dynamics of interacting
particles on Z arising in this way. These dynamics (coming from either left- or right- Markov
property) can be viewed as versions of the TASEP (= totally asymmetric simple exclusion process).
Left-Markov multivariate dynamics induce q-TASEP [7, §3.3.2], [9] as the Markov evolution
of leftmost particles. The consideration of right-Markov q-Whittaker-multivariate dynamics gives
rise to a new interacting particle system on Z which we call q-PushTASEP.
For q = 0, q-TASEP and q-PushTASEP degenerate into TASEP and PushTASEP, respectively.
About these q = 0 exclusion processes, e.g., see [11] and references therein.
8.3.2 When the leftmost particles in the array evolve in a Markovian way
Let us now consider nearest neighbor q-Whittaker-multivariate ‘dynamics’ Q(N) in which the
leftmost particles {λ(k)k : k = 1, . . . , N} evolve in a Markovian way.
20Multivariate dynamics of the whole interacting array are of course Markov. The question is when these Markov
processes remain Markov when projected to a subset of particles.
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Natural sufficient conditions for the left-Markov property are the following (we use the notation
λ = λ(k), and ν¯ = ν(k−1) explained in §5.2):
(L1) For each k, the jump rate of the particle λ(k)k , i.e., Wk(λ, λ+ ek | ν¯), must not depend on the
coordinates of the remaining particles {λ(m)j : m = 1, . . . , N, j = 1, . . . , k − 1}.
(L2) For each k, the probability Vk(λ, λ+ ek | ν¯ − e¯k−1, ν¯) that λ(k−1)k−1 pulls λ(k)k must be zero.
Condition (L1) is rather obvious for the left-Markov property. As for (L2), note that the
(long-range) pulling interaction is weaker than the short-range pushing (cf. §5.3). Thus, when
λ
(k−1)
k−1 = λ
(k)
k−1, the moving particle λ
(k−1)
k−1 cannot pull λ
(k)
k . Since in a left-Markov situation the
pulling must not depend on the coordinate of λ(k)k−1, we conclude that the pulling probabilities in
(L2) must be zero.
Proposition 8.4. Let 0 < q < 1. Under any nearest neighbor q-Whittaker-multivariate ‘dynam-
ics’ satisfying (L1)–(L2), each of the leftmost particles λ(k)k , k = 1, . . . , N , jumps to the right by
one independently of others at rate
ak
(
1− qλ(k−1)k−1 −λ(k)k ) (8.10)
(with the agreement that this rate is equal to a1 for k = 1). Note that when λ
(k)
k is blocked (i.e.,
if λ(k)k = λ
(k−1)
k−1 ), then the rate vanishes.
The evolution of the leftmost particles described by the proposition it known as q-TASEP,
see [7, §3.3.2] and [9].
Proof. This is evident when looking at the last equation of (6.8) corresponding to each slice
GT(k−1;k). Because there is no pulling, this equation simply reads wk = Sk (where wj is defined
by (6.5)). Using (8.2), we see that the jump rate of each λ(k)k is given by (8.10).
Remark 8.5. There is no hope of obtaining an analogue of Proposition 8.4 in the general Mac-
donald setting (i.e., when t 6= 0) because in this case the quantity Sk(λ(k−1), λ(k)) depends on all
the particles at levels k − 1 and k, see (5.12).
Proposition 8.4 suggests that at the q-Whittaker level (in fact, one can include the Schur
degeneration, so 0 ≤ q < 1), the evolution of the leftmost particles can be Markovian in a unique
way which is dictated by the q-TASEP. However, this Markovian evolution of the leftmost particles
can be extended to a multivariate dynamics of the whole interlacing array λ in many ways. In
particular, the following q-Whittaker-multivariate ‘dynamics’ considered in the present paper are
left-Markov and lead to q-TASEP:
• The push-block dynamics (Dynamics 7);
• Dynamics driven by O’Connell–Pei’s insertion algorithm, and its modified version (Dynamics
2 and 10);
• Any right-pushing ‘dynamics’ (Dynamics 4);
• The “column” RSK-type ‘dynamics’ Q(N)RSK[h], i.e., the one with h = (1, 2, . . . , N);
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• The q-Whittaker-multivariate ‘dynamics’ with deterministic move propagation dictated by the
column insertion algorithm (i.e., the ‘dynamics’ of Proposition 8.3 with h = (1, 2, . . . , N)).
Using mixing of ‘dynamics’ (§6.6), it is possible to produce a variety of other left-Markov ‘dy-
namics’.
To conclude the discussion of left-Markov multivariate ‘dynamics’, we note that it is possible
to generalize the left-Markov property to, say, two leftmost particles at each level k. That is, one
could consider q-Whittaker-multivariate ‘dynamics’ under which the evolution of 2N −1 particles
λ
(1)
1 and λ
(k)
k , λ
(k)
k−1 (where k = 2, . . . , N) is Markovian. In this way one gets interacting particle
systems on ZunionsqZ (one copy of Z contains all the λ(k)k ’s, and the remaining N − 1 particles live on
the other copy of Z). This “two-diagonal” setting is not as rigid as in Proposition 8.4: one can
construct many different Markov evolutions of configurations of particles on Z unionsq Z which come
from various multivariate ‘dynamics’ on the whole interlacing array λ. Fixed-time distributions
of all these Markov processes on configurations on Z unionsq Z are the same if the processes start from
the same initial conditions.
8.3.3 When the rightmost particles in the array evolve in a Markovian way
We now aim to discuss right-Markov nearest neighbor q-Whittaker-multivariate ‘dynamics’, i.e.,
‘dynamics’ under which the rightmost particles λ(k)1 , k = 1, . . . , N of the array λ evolve in a
Markovian way. Thus, the remaining particles λ(k)j , 2 ≤ j ≤ k, must not influence the rightmost
ones. Since all the particles of the array λ jump to the right, the nature of this influence differs
from the one in §8.3.2.
We propose the following natural sufficient conditions for the right-Markov property:
(R1) The jump rate of each rightmost particle λ(k)1 , i.e., Wk(λ, λ + e1 | ν¯), must not depend on
the coordinates of the remaining particles {λ(m)j : m = 1, . . . , N, j = 2, . . . , k}.
(R2) The probability Vk(λ, λ + e1 | ν¯ − e¯1, ν¯) that λ(k−1)1 long-range pushes λ(k)1 (k = 2, . . . , N)
also must not depend on the coordinates of the remaining particles.
(R3) In the multivariate ‘dynamics’ of the whole interlacing array λ, there must be no donations
of jumps or pushes (cf. the rule of §6.5.3). That is, for each k = 2, . . . , N and j = 2, . . . , k,
the quantities Wk(λ, λ+ ej | ν¯) and Vk(λ, λ+ ej | ν¯ − e¯j , ν¯) must depend on ν¯ and λ in such
a way that they automatically become zero if λj = ν¯j−1 (i.e., if the particle λj = λ
(k)
j is
blocked).
Here we also used the notation λ = λ(k), and ν¯ = ν(k−1) explained in §5.2.
Let us briefly comment on condition (R3) (the two other conditions are rather obvious).
Assume that (R3) does not hold for, say, the particle λ(k)j . Consider the configuration in which
λ
(k)
j = λ
(k−1)
j−1 , λ
(k)
j−1 = λ
(k−1)
j−2 , etc., and λ
(k)
2 = λ
(k−1)
1 . Then, according to the rule of §6.5.3,
λ
(k)
j must donate its move (which could be an independent jump or a triggered move) to λ
(k)
1 ,
its first unblocked neighbor at the same level k. On the other hand, if, say, λ(k)2 < λ
(k−1)
1 , then
the donated move from λ(k)j goes to λ
(k)
2 . We see (at least informally) that the dynamics of
the rightmost particles depends on, e.g., the position of λ(k)2 . Thus, condition (R3) is also quite
natural.
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Proposition 8.6. Let 0 < q < 1. Under any nearest neighbor q-Whittaker-multivariate ‘dy-
namics’ satisfying (R1)–(R3), each rightmost particle λ(k)1 has jump rate ak. When any of the
rightmost particles λ(k−1)1 moves (due to an independent jump or a push), it long-range pushes
the next rightmost particle λ(k)1 with probability q
λ
(k)
1 −λ(k−1)1 (here λ(k−1)1 is the coordinate before
the move). Note that this interaction has the possibility to propagate to all the higher levels
k + 1, k + 2, . . . , N .
The evolution of the rightmost particles described by the proposition is called q-PushTASEP.
Proof. Let us take any slice GT(k−1;k), and look at the first equation of the system (6.8). It can
be rewritten in the following form (we use (8.2)):
w1 = S1(ν¯, λ)− r1T1(ν¯, λ) = 1− r1 + q
−λ2(r1qν¯1 − qλ1+1)
1− qλ1+1−ν¯1 ,
where w1 is a−1k times the rate of independent jump of the particle λ
(k)
1 , and r1 is the probability
with which λ(k−1)1 long-range pushes λ
(k)
1 . Note that here we have used (R3), because otherwise
the first equation of (6.8) could contain the term rjTj for some j ≥ 2.
By (R1)–(R2), both w1 and r1 must not depend on the coordinates of λ2, λ3, . . . , λk and
ν¯2, ν¯3, . . . , ν¯k−1. Next, observe that if the factor r1qν¯1 − qλ1+1 is not identically zero, then w1
depends on λ2. So, one should have r1 = qλ1+1−ν¯1 , and hence w1 = 1. This concludes the
proof.
Similarly to Remark 8.5, there is little hope of finding right-Markov multivariate ‘dynamics’
with the general Macdonald parameters.
Proposition 8.6 (in analogy with Proposition 8.4 above) suggests a certain rigidity of the q-
PushTASEP. One can, however, extend this Markov process from the rightmost particles to the
whole interlacing array λ in many ways: there are a lot of multivariate ‘dynamics’ satisfying
conditions (R1)–(R3).
However, in the subclass of RSK-type ‘dynamics’, such an extension of the q-PushTASEP is
unique (this can be readily checked), namely, this is the dynamics Q(N)q-row (Dynamics 8).
Similarly to the discussion of §8.3.2, one can also consider multivariate ‘dynamics’ on the
whole array which induce a Markov evolution of the particles on, say, two rightmost diagonals of
the array. This does not define an induced Markov evolution uniquely.
8.3.4 q-PushTASEP
Let us now represent q-PushTASEP (process of Proposition 8.6) as a system of interacting particles
on Z which do not collide. Set xn = λ
(n)
1 +n, n = 1, . . . , N , and treat the integers x1 < x2 < . . . <
xN as particle location on Z. The evolution of q-PushTASEP in continuous time is described as
follows. Each particle xn has an independent exponential clock with rate an. When the clock
rings (say, at some time τ), xn jumps to the right by one, so xn(τ + dτ) = xn(τ) + 1. Moreover,
every particle xk that has just moved, i.e., for which xk(τ + dτ) = xk(τ) + 1, long-range pushes
(= forces to immediately move to the right by one) its right neighbor xk+1 with probability
qxk+1(τ)−xk(τ)−1 = qxk+1(τ+dτ)−xk(τ+dτ).
Note that when xk(τ) = xk+1(τ)−1 (i.e., the destination of xk is in fact occupied), the probability
of push is one, so in this case xk+1 is always pushed and thus frees the destination for xk:
xk(τ + dτ) = xk(τ) + 1, xk+1(τ + dτ) = xk+1(τ) + 1 if xk(τ) = xk+1(τ)− 1.
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If the particle xk+1 was pushed, it can continue the pushing interaction and push xk+2, and so
on.
Let us write down the Markov generator Lq-PushTASEP of this process. It acts on functions
f(x1, . . . , xN ), where x1 < . . . < xN :
(Lq-PushTASEPf)(x1, . . . , xN )
=
N∑
i=1
ai
N∑
j=i
qxj−xi−(j−i)
(
1− qxj+1−xj−1)×
× (f(x1, . . . , xi−1, xi + 1, . . . , xj + 1, xj+1, . . . , xN )− f(x1, . . . , xN )).
Here qxj−xi−(j−i)
(
1 − qxj+1−xj−1) in the sum is the probability that the particle xi, if it jumps,
will push the particles xi+1, . . . , xj , and not xj+1. The study of q-PushTASEP is to be continued
in a subsequent work.
In §8.4.7 below we explain connections of the q-PushTASEP to the O’Connell–Yor semi-
discrete directed polymer. It turns out that q-PushTASEP is more directly related to the time
evolution of the polymer partition functions than the q-TASEP.
The q-PushTASEP is a natural q-deformation of the PushTASEP considered in [11] and first
introduced in [48] under the name of long-range TASEP. In PushTASEP, each particle xn jumps
to the right by one independently of others at rate an. If the destination of xn is occupied by
xn+1 (i.e., xn(τ) = xn+1(τ) − 1), then the jumping particle xn (short-range) pushes xn+1 to the
right by one. More generally, xn finds the block of particles to the right of itself (xn = xn+1−1 =
xn+2 − 2 = . . . = xn+j − j) and pushes the whole block to the right by one (note that the block
can be empty). See also [10] for an interacting particle system unifying TASEP and PushTASEP.
8.4 Formal scaling limits as q ↗ 1. Diffusions on Whittaker processes. Con-
nections to the O’Connell–Yor semi-discrete directed polymer
8.4.1 Setup
In this subsection we discuss a scaling limit of our q-Whittaker-multivariate ‘dynamics’ of §8.2 as
q ↗ 1. The limit transition we consider takes q-Whittaker processes to Whittaker processes. See
[7, Ch. 4] for definition and detailed discussion of Whittaker processes.
The scaling in question is defined as follows [7, Thm. 4.1.21]:
q = e−ε, τ = ε−2 · τ, ak = e−ε·ak , k = 1, . . . , N,
λ
(k)
j = τ · ε−2 − (k + 1− 2j)ε−1 log ε+ G(k)j ε−1, k = 1, . . . , N, j = 1, . . . , k.
(8.11)
Here τ > 0 is the scaled time, and (a1, . . . , aN ) ∈ RN are scaled values of the aj ’s. The q-Whittaker
processMasc,t=0(a1, . . . , aN ; ρτ ), where ρτ is the Plancherel specialization (defined as in §A.5 with
the second Macdonald parameter t being zero), leads (via (8.11)) to a probability measure on the
real numbers G = {G(k)j : k = 1, . . . , N, j = 1, . . . , k}. As ε ↓ 0, this probability measure on
R
N(N+1)
2 converges to the Whittaker process. Note that the quantities G(k)j are any real numbers,
i.e., they do not have to satisfy interlacing constraints.
In this section we aim to formally write systems of SDEs for diffusions on R
N(N+1)
2 which
correspond to various q-Whittaker-multivariate ‘dynamics’. These diffusions should act on Whit-
taker processes in a way similar to Remark 5.2: the application of the diffusion semigroup to a
Whittaker process changes its parameter τ (cf. [7, Def. 4.1.16]).
71
8.4.2 Expansion of Ti and Sj
Let us first consider the scaling (8.11) of the quantities Ti and Sj given by (8.1)–(8.2). They are
defined for a particular slice GT(k−1;k), so we assume that k = 2, . . . , N is fixed. Let λ(k−1) ∈
GTk−1 and λ(k) ∈ GTk depend on G(k−1) ∈ Rk−1 and G(k) ∈ Rk, respectively, as in (8.11).
Proposition 8.7. For λ(k−1) and λ(k) as above, expansions of Ti(λ(k−1), λ(k)) and Sj(λ(k−1), λ(k))
in ε (up to the first order) look as follows (i = 1, . . . , k − 1 and j = 2, . . . , k − 1):
Ti(λ
(k−1), λ(k)) = 1− εeG(k)i+1−G(k−1)i + εeG(k−1)i −G(k)i +O(ε2); (8.12)
Sj(λ
(k−1), λ(k)) = 1− εeG(k)j −G(k−1)j−1 + εeG(k−1)j −G(k)j +O(ε2). (8.13)
The remaining cases are
S1(λ
(k−1), λ(k)) = 1 + εeG
(k−1)
1 −G(k)1 ; (8.14)
Sk(λ
(k−1), λ(k)) = 1− εeG(k)k −G(k−1)k−1 . (8.15)
Proof. This is readily obtained using definitions (8.1)–(8.2) and scaling (8.11). Note that factors
of the form 1 − qλ(k)j −λ(k)j+1+1 (where both λ’s have the same upper index) do not contribute to
expansions (8.12)–(8.15) because they have order ε2.
We also clearly have, using (8.3),
Fj(λ
(k−1), λ(k)) = O(ε2) +

0, j = 1;
εeG
(k)
j −G(k−1)j−1 , 2 ≤ j ≤ k;
1, j = k + 1.
(8.16)
To shorten formulas below, let us introduce the following notation:
Rj = Rj(G
(k−1),G(k)) :=

0, j = 1;
exp
(
G
(k)
j − G(k−1)j−1
)
, 2 ≤ j ≤ k;
0, j = k + 1,
(8.17)
Lj = Lj(G
(k−1),G(k)) :=
{
exp
(
G
(k−1)
j − G(k)j
)
, 1 ≤ j ≤ k − 1;
0, j = k.
(8.18)
The Rj ’s will appear in the SDEs in connection with (long-range) pushing (of upper right neigh-
bors), and the Lj ’s will be related to pulling (of upper left neighbors).
It can be readily checked that (cf. (8.12)–(8.16))
Ti = 1− εRi+1 + εLi +O(ε2), i = 1, . . . , k − 1;
Sj = 1− εRj + εLj +O(ε2), j = 1, . . . , k;
Fj = 1j=k+1 + εRj +O(ε
2), j = 1, . . . , k + 1.
(8.19)
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8.4.3 Diffusions related to Whittaker processes
Here we will write down systems of SDEs for diffusions in R
N(N+1)
2 which correspond to our q-
Whittaker-multivariate ‘dynamics’ considered in §8.2. This correspondence is seen with the help
of expansions obtained in §8.4.2.
Remark 8.8. It seems likely that one can obtain convergence (like in [7, Thm. 4.1.27]) of q-
Whittaker-multivariate ‘dynamics’ to the corresponding diffusions. That is, it should be possible
to prove the actual convergence (under the scaling (8.11), as ε ↓ 0) of measures on trajectories,
even if the pre-limit q-Whittaker-multivariate ‘dynamics’ admits negative jump rates or proba-
bilities of triggered moves. However, we will not pursue this direction in the present paper, and
support the correspondence between q-Whittaker-multivariate ‘dynamics’ and systems of SDEs
only by informal computations as presented in §8.4.4 below.
First, note that in any q-Whittaker-multivariate ‘dynamics’, the bottommost particle λ(1)1
jumps to the right independently of other particles at rate a1. Thus, the corresponding equation
for G(1)1 has the following form (in particular, we have used the scaling (8.11) of drifts, a1 = e
−ε·a1):
dG
(1)
1 = dW
(1)
1 − a1dτ, (8.20)
where W (1)1 is the standard one-dimensional Brownian motion. In all systems of SDEs below we
will assume that k = 2, . . . , N , and that (8.20) is the equation corresponding to k = 1.
We will consider the usual four families of fundamental nearest neighbor ‘dynamics’ (cf. §6.5),
and write down systems of SDEs corresponding to them. Moreover, one can also consider various
mixings of the fundamental ‘dynamics’ (as defined in §6.6), and readily obtain a variety of other
diffusions.
(push-block dynamics) Scaling limit (8.11) of the push-block dynamics (Dynamics 7) was
considered in [7] (see Theorem 4.1.27). This leads to the following system of SDEs:
dG
(k)
j = dW
(k)
j +
(− ak + Lj(G(k−1),G(k))− Rj(G(k−1),G(k)))dτ, (8.21)
where k = 2, . . . , N , j = 1, . . . , k. Here and below {W (k)j }1≤j≤k≤N mean independent standard
one-dimensional Brownian motions. Diffusion (8.21) coincides with the “symmetric dynamics” of
[40, §9], and it degenerates in a certain limit to the Warren process [52].
(right-pushing ‘dynamics’) Each right-pushing fundamental ‘dynamics’ (Dynamics 4) depend-
ing on h ∈ {1}×{1, 2}× . . .×{1, 2, . . . , N − 1} is a “minimal perturbation” of the push-block dy-
namics (cf. §6.5.5). This leads to a change in the equation number j = h(k) for each k = 2, . . . , N .
Other equations stay the same as in (8.21). Thus, we get the following system corresponding to
the right-pushing ‘dynamics’:21
dG
(k)
j =
dW
(k)
j +
(− ak + Lj − Rj)dτ, j 6= h(k−1);
dG
(k−1)
j +
(
Rj+1 − Rj
)
dτ, j = h(k−1),
(8.22)
where k = 2, . . . , N , j = 1, . . . , k. Note that the SDEs (8.22) involve 1 + N(N−1)2 independent
Brownian motions W (k)j in contrast with
N(N+1)
2 for the push-block case (8.21).
21Here and below we will omit the dependence of the Lj ’s and the Rj ’s on (G(k−1),G(k)) which is the same as in
(8.21).
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The right-pushing dynamics of Proposition 8.2 corresponds to the system of SDEs (8.22) with
h = (1, . . . , 1) (N − 1 ones).
(left-pulling ‘dynamics’) The system corresponding to the left-pulling fundamental ‘dynamics’
(Dynamics 5) depending on h ∈ {1} × {1, 2} × . . .× {1, 2, . . . , N − 1} is similar to (8.22), and is
as follows:
dG
(k)
j =
dW
(k)
j +
(− ak + Lj − Rj)dτ, j 6= h(k−1) + 1;
dG
(k−1)
j−1 +
(
Lj − Lj−1
)
dτ, j = h(k−1) + 1,
(8.23)
k = 2, . . . , N , j = 1, . . . , k.
(RSK-type ‘dynamics’) The fundamental RSK-type ‘dynamics’ (Dynamics 3) depends on h ∈
{1} × {1, 2} × . . .× {1, 2, . . . , N}, and corresponds to the following system of SDEs:
dG
(k)
j =

dG
(k−1)
j +
(
Rj+1 − Rj
)
dτ, j < h(k);
dW
(k)
j +
(− ak + Lj − Rj)dτ, j = h(k);
dG
(k−1)
j−1 +
(
Lj − Lj−1
)
dτ, j > h(k),
(8.24)
where k = 2, . . . , N , and j = 1, . . . , k. Note that these SDEs use only N independent Brownian
motions, namely, W (k)
h(k)
, k = 1, . . . , N .
For a fixed h, one can also see that the system of SDEs (8.24) corresponds to the q-Whittaker-
multivariate ‘dynamics’ with deterministic move propagation dictated by the h-insertion (see
Proposition 8.3). Thus, for each h one has two q-Whittaker-multivariate ‘dynamics’ resulting in
the same SDEs (8.24).
Moreover, in the particular case h = (1, 2, . . . , N), along with the fundamental RSK-type
‘dynamics’ and the ‘dynamics’Q(N)q-push (which comes from Proposition 8.3), there is a third process
which corresponds to (8.24), namely, Dynamics 10.
Remark 8.9. Let k = 1, . . . , N . We note that under any of the systems of SDEs (8.21)–(8.24),
the coordinates G(k)1 , . . . ,G
(k)
k must evolve according to one and the same diffusion process in
Rk. This statement is parallel to the relation between multivariate and univariate dynamics on
Macdonald processes (cf. §4 and §5). The univariate diffusions are related to the quantum Toda
lattice Hamiltonian, cf. [40] and [7, §5.2].
8.4.4 Empiric argument for convergence
To illustrate how one can obtain SDEs from a q-Whittaker-multivariate ‘dynamics’, let us consider
one such ‘dynamics’, namely, Q(N)q-row (Dynamics 8). Take a small increment dτ of the scaled time
τ = ε2τ (see (8.11)). It corresponds to a large time ε−2dτ spent by the dynamics at the q-Whittaker
level. By (8.11), the increments of λ and G during this time are related as
λ
(k)
j (τ + ε
−2dτ)− λ(k)j (τ)︸ ︷︷ ︸
∆λ
(k)
j
= ε−2dτ + ε−1
(
G
(k)
j (τ + dτ)− G(k)j (τ)︸ ︷︷ ︸
∆G
(k)
j
)
. (8.25)
On the other hand, we know the Markov evolution of λ(k)j . If j = 1,
22 then during the time ε−2dτ
the independent jumps of λ(k)1 , will produce a Poisson increment with mean akε
−2dτ; under the
scaling (8.11), this Poisson increment will turn into a Brownian motion with drift.
22That is, we speak about the rightmost particle. Note that these rightmost particles under Q(N)q-row evolve in a
Markovian way as the q-PushTASEP, see §8.3.4.
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In addition to independent jumps, the particle λ(k)1 is pushed by λ
(k−1)
1 with the following
probability (see Dynamics 8):
1− 1− F2
T1
= 1− 1− εR2
1− εR2 + εL1 +O(ε
2) = εL1 +O(ε
2).
(here we used (8.19)). One has to multiply this probability by the increment of λ(k−1)1 which can
be expressed using (8.25):(
εL1 +O(ε
2)
)(
ε−2dτ + ε−1∆G(k−1)1
)
= ε−1L1dτ + L1 ·∆G(k−1)1 +O(ε).
The only term which is relevant is the leading one, ε−1L1dτ. Indeed, combining the Poisson term
with the above expression, we have
∆G
(k)
1 =
∆λ
(k)
1 − ε−2dτ
ε−1
=
Z − ε−2dτ
ε−1
+ L1dτ + o(1),
where Z is the Poisson random variable with mean akε−2dτ. The first summand clearly gives the
term dW (k)1 − akdτ, and the second one is equal to L1dτ = (L1 − R1)dτ (cf. (8.17)). In this way
we get the first equation of the desired system of SDEs (8.24) with h = (1, . . . , 1).
All other equations are obtained in a similar manner. Other particles do not perform inde-
pendent jumps, so only the equation for dG(k)1 contains the differential of a Brownian motion.
8.4.5 Schematic pictures again. Geometric (tropical) RSK
One can associate to any system of SDEs (8.21)–(8.24) a schematic picture as on Fig. 11, 12, and
13. Namely, if at some level k, a particle λ(k)j jumps independently (i.e., there are no dashed arrows
ending at λ(k)j ), then the corresponding equation looks as dG
(k)
j = dW
(k)
j +
( − ak + Lj − Rj)dτ.
If λ(k)j is at the end of a dashed arrow pointing to the right, then the equation has the form
dG
(k)
j = dG
(k−1)
j +
(
Rj+1−Rj
)
dτ. Finally, if an arrow points to the left and ends at λ(k)j , then the
equation is dG(k)j = dG
(k−1)
j−1 +
(
Lj − Lj−1
)
dτ.
This observation should be relevant to the geometric (sometimes called tropical) Robinson–
Schensted(–Knuth) correspondence [31], [37], [40], [18] (see, e.g., the beginning of §7.6 for the
explaination of RS/RSK terminology). In particular, it should be possible to define h-generalized
versions of the geometric correspondence with the help of the SDEs (8.24). This construction has
to be in some sense parallel (cf. [37]) to what was done in §7.6 for the usual RS correspondences.
8.4.6 Involution
Let us now discuss how the involution described in [40] and [7, §5.2.1] applies to our systems of
SDEs (8.21)–(8.24). This involution consists of two steps:
1. Change the sign of the standard Brownian motions and of the drifts:
W
(k)
j 7→ −W (k)j , ak 7→ −ak, 1 ≤ j ≤ k ≤ N.
2. Change the sign and order of the G(k)j ’s for fixed k:
G
(k)
j 7→ −G(k)k+1−j , 1 ≤ j ≤ k ≤ N.
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One can readily see (by definition (8.17)–(8.18)) that this involution results in the following
swapping of the Rj ’s and the Lj ’s:
Rj 7→ Lk+1−j , Lj 7→ Rk+1−j , 1 ≤ j ≤ k ≤ N.
Under this involution, the system of SDEs corresponding to the push-block multivariate dy-
namics (“symmetric dynamics” of [40, §9]) does not change.
The systems (8.22) and (8.23) swap. More precisely, if (8.22) corresponds to the parameters
h = (h(1), . . . , h(N−1)), then the involution takes this system to (8.23) with another h = (2 −
h(1), 3− h(2), . . . , k + 1− h(k), , . . . , N − h(N−1)).
An RSK-type systems of SDEs (8.24) stays RSK-type, but changes its parameter h in the
same way as above,
(h(1), . . . , h(N)) 7→ (2− h(1), . . . , k + 1− h(k), . . . , N + 1− h(N)).
In particular (as was implicitly observed in [7, §5.2]), the “row” system with h = (1, 1, . . . , 1) turns
into the “column” one with h = (1, 2, . . . , N).
In terms of schematic pictures (§8.4.5), the involution has a graphical interpretation: it simply
reflects the picture with respect to the vertical axis.
8.4.7 Connection of q-PushTASEP to the O’Connell–Yor semi-discrete
directed polymer
Let us first briefly recall the definition of the O’Connell–Yor polymer partition function [44], [40].
Let B1, . . . , BN be N independent standard Brownian motions such that Bi has drift bi. Let us
take some k = 1, . . . , N , and define for 0 < s1 < . . . < sk−1 < τ:
Es1,...,sk−1 := B1(s1) +
(
B2(s2)−B2(s1)
)
+ . . .+
(
Bk(τ)−Bk(sk−1)
)
.
This may be regarded as the energy of an up-right path in R×Z from (0, 1) to (τ, k) which either
proceeds to the right or jumps up by one unit. Here s1, . . . , sk−1 are moments of jumps.
The semi-discrete directed polymer partition function is given by
Z(k)(τ) :=
∫
0<s1<...<sk−1<τ
eEs1,...,sk−1ds1 . . . dsk−1,
where the integral is taken over the (k − 1)-dimensional simplex 0 < s1 < . . . < sk−1 < τ with
respect to the Lebesgue measure ds1 . . . dsk−1 on this simplex. In fact, for each k, one gets its
own partition function Z(k)(τ), so we have an hierarchy of N partition functions.
Remark 8.10. One can introduce even more partition functions (indexed by (k, j) with 1 ≤ j ≤
k ≤ N), cf. [43], [40], and [7, §5.2.1]. They correspond to taking several nonintersecting up-right
paths.
The free energies F(k)(τ) := log(Z(k)(τ)), k = 1, 2, . . . , N , satisfy a certain system of SDEs.
Let us explain how one can intuitively write down this system. The Z(k)’s can be written in the
following hierarchical form:
Z(k)(τ) =
∫ τ
sk−2
dsk−1 eBk(τ)−Bk(sk−1) Z(k−1)(sk−1).
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Formally taking the τ derivative, one gets
dZ(k) = Z(k−1)dτ + Z(k)dBk = Z(k)dWk +
(
bkZ
(k) + Z(k−1)
)
dτ,
where Wk is the standard one-dimensional driftless Brownian motion. Thus, the free energies
satisfy the following SDEs:
dF(k) = dWk +
(
bk + e
F(k−1)−F(k))dτ, k = 1, . . . , N. (8.26)
Clearly, these SDEs for the free energies arise as parts corresponding to G(k)1 , k = 1, . . . , N , of
some of the systems (8.21)–(8.24) (not all of them, in parallel to the fact that not all multivariate
‘dynamics’ are left- or right-Markov, cf. §8.3). Namely, one can find the SDEs (8.26) in the
push-block system (8.21), as well as in systems (8.22) and (8.24) for h consisting of all 1’s (in
both cases). One should also set bk := −ak.
The q-PushTASEP (§8.3.4) is a proper discretization of the system (8.26) in the sense that
under the scaling (8.11), the evolution of q-PushTASEP converges to the diffusions (8.26). This
may be seen from the argument in §8.4.4 for the rightmost particles.
To observe connections with q-TASEP, one should consider a larger hierarchy of free energies
(cf. Remark 8.10). We refer to [7, §5.2.1] for this connection.
A Macdonald polynomials and related objects
In the appendix, we recall the definitions of symmetric functions, Macdonald polynomials, and
other related objects. To make the presentation self-contained, we will list all the necessary facts
and formulas along the way. Our exposition is based on [35] (especially on Chapter VI); some
parts of it closely follow [7, §2].
A.1 Symmetric functions. Specializations
Let Sym denote the algebra of symmetric functions. The detailed definition and properties of
Sym may be found in [35, I.2]. Here we will list facts that are important for the present paper.
We understand Sym as a commutative algebra R[p1, p2, . . .] which is generated by 1 and by
the (algebraically independent) power sums
pk(x1, x2, . . .) =
∞∑
i=1
xki , k = 1, 2, . . . .
The products of power sums pλ := pλ1 . . . pλ`(λ), where λ runs over the set GT
+ of all partitions
(with the agreement p∅ = 1), form a linear basis in Sym. The algebra Sym possesses a natural
grading determined by setting deg pk = k, k = 1, 2, . . ..
By a specialization of the algebra Sym we mean an algebra homomorphism ρ : Sym→ R. Such
a map is completely determined by its values ρ(pk) on the power sums. The trivial specialization
∅ is defined as taking value 1 at the constant function 1 ∈ Sym and sending all the power sums
pk, k ≥ 1, to zero.
For two specializations ρ1 and ρ2 we define their union ρ = (ρ1, ρ2) as the specialization
defined on power sums as
pk(ρ1, ρ2) = pk(ρ1) + pk(ρ2), k ≥ 1.
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Important examples of specializations are the so-called finite length specializations. Fix N ≥ 1
and let y1, . . . , yN be real numbers (we may also treat yi’s as formal variables). Set
ρy1,...,yN (pk) = pk(y1, . . . , yN ) := y
k
1 + . . .+ y
k
N .
This specialization turns Sym into the algebra of symmetric polynomials inN variables y1, . . . , yN .
In fact, every symmetric function f ∈ Sym can be understood as a sequence of symmetric poly-
nomials fN (y1, . . . , yN ), N = 1, 2, . . ., in N variables of bounded degree (i.e., supN deg fN <∞),
which are compatible with the operation of setting the last variable to zero: fN+1(y1, . . . , yN , 0) =
fN (y1, . . . , yN ). We have fN (y1, . . . , yN ) = ρy1,...,yN (f).
The finite length specializations suggest the notation: for a symmetric function f ∈ Sym and
a specialization ρ we will often write f(ρ) instead of ρ(f).
A.2 Macdonald symmetric functions
Macdonald symmetric functions form a remarkable two-parameter family of symmetric functions
depending on parameters q, t ∈ [0, 1) (there parameters can also be considered formal). They are
indexed by all partitions λ ∈ GT+ and may be defined as follows [35, VI.4]. Define first the scalar
product 〈·, ·〉q,t on Sym by
〈pλ, pµ〉q,t = δλµzλ(q, t), zλ(q, t) :=
(∏
i≥1
imi(mi)!
)
·
( `(λ)∏
i=1
1− qλi
1− tλi
)
,
where λ = (1m12m2 . . .) means that λ has m1 parts equal to 1, m2 parts equal to 2, etc.
Definition A.1. The Macdonald symmetric functions Pλ(x; q, t), λ ∈ GT+, form a unique family
of homogeneous symmetric functions such that:
1. The functions are pairwise orthogonal with respect to the scalar product 〈·, ·〉q,t.
2. For every λ, we have
Pλ(x; q, t) = x
λ1
1 . . . x
λ`(λ)
`(λ) + lower monomials in lexicographic order.
The dependence on the parameters (q, t) is in coefficients of the lexicographically lower mono-
mials.23
Define
Qλ :=
Pλ
〈Pλ, Pλ〉q,t , λ ∈ GT
+,
so that the functions Pλ and Qµ are orthonormal. (We will sometimes omit the notation (q, t),
and simply write Pλ(x) or Pλ instead of Pλ(x; q, t); similarly for Qλ.)
The Macdonald polynomials are finite length specializations of the Macdonald symmetric func-
tions:
Pλ(x1, . . . , xN ) = ρx1,...,xN (Pλ), λ ∈ GT+. (A.1)
If N < `(λ), then Pλ(x1, . . . , xN ) = 0.
23Lexicographic order means that, for example, x21 is higher than const · x1x2 which is in turn higher than
const · x22.
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Remark A.2. The Macdonald polynomials possess the following index shift property :
(x1 · . . . · xN ) · Pλ(x1, . . . , xN ) = Pλ+1(x1, . . . , xN ),
where `(λ) = N , and λ + 1 is the partition (λ1 + 1, . . . , λN + 1). Using this property, we may
define the Macdonald symmetric polynomials Pλ in N variables x1, . . . , xN for every λ ∈ GTN
(i.e., for not necessarily nonnegative signatures). If the signature λ has negative parts, then Pλ
is a Laurent polynomial.
The q-Whittaker symmetric functions are simply the Macdonald symmetric functions with
t = 0. We will sometimes denote them by Pλ(x; q, t = 0). Their name comes from the fact that
the Macdonald polynomials in ` + 1 variables with t = 0 are the q-deformed gl`+1 Whittaker
functions [25].
When q = t, the Macdonald symmetric functions turn into the Schur symmetric functions sλ.
This is also true for the q-Whittaker functions: when q = 0, they become the Schur functions.
Other remarkable special cases of the Macdonald symmetric functions include the Hall-Little-
wood symmetric functions (q = 0) and the Jack symmetric functions (t = qθ and q → 1).
In the main part of the present paper we focus on the general Macdonald case (0 < q, t < 1)
and on its degenerations to the q-Whittaker case (t = 0), and further to the Schur (q = t = 0)
case.
Remark A.3. In the appendix in §§A.1–A.8 we will write formulas and give definitions for
the general Macdonald case only, i.e., with parameters (q, t). The corresponding definitions and
properties in the q-Whittaker case are obtained by taking the limits as t → 0, which exist and
are readily written out. See also [7, §3.1] for more references and for properties which are specific
to the q-Whittaker functions.
In §A.9 we discuss Schur functions and related objects.
A.3 Skew shapes and skew semistandard tableaux
For two Young diagrams λ, µ ∈ GT+ such that µ ⊆ λ, the skew shape λ/µ is defined as the set
difference λ \µ. If µ = ∅, one has λ/∅ = λ. There are two particular cases of skew shapes which
are of interest:
1. Horizontal strip is a skew shape having no more than one box in every column. The fact that
λ/µ is a horizontal strip means precisely that µ and λ interlace: µ ≺ λ.24
2. Vertical strip is a skew shape having no more than one box in every row. A skew shape λ/µ
is a vertical strip iff the transposed skew shape λ′/µ′ is a horizontal strip.25
Let us extend the definition of a semistandard Young tableau (§3.2) to skew shapes. We will
use the identification of semistandard tableaux with interlacing integer arrays (Proposition 3.2).
A semistandard Young tableau of skew shape λ/µ over the alphabet {1, . . . , k}, where µ, λ ∈ GT+
and k ≥ 1, can be defined as a sequence of interlacing nonnegative signatures
µ = ν(N−k) ≺ ν(N−k+1) ≺ . . . ≺ ν(N) = λ, (A.2)
24Here, by agreement, we choose N so large that µ ∈ GT+N−1 and λ ∈ GT+N (recall that we may append
nonnegative signatures by zeroes, see §3.1).
25The transposition λ 7→ λ′ is defined for any Young diagram λ ∈ GT+; it interchanges rows and columns of this
Young diagram.
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where N is so large that µ ∈ GT+N−k and λ ∈ GT+N , and ν(j) ∈ GT+j . Clearly, a semistandard
tableau of skew shape λ/µ can be also viewed as an interlacing integer array (as on Fig. 1) of
trapezoidal shape having depth k, top row λ, and bottom row µ. For µ = ∅ we return to the
situation described in §3.2.
To every skew semistandard Young tableau P as in (A.2) one can associate a monomial as
follows:
xP := x
|ν(N−k+1)|−|ν(N−k)|
1 x
|ν(N−k+2)|−|ν(N−k+1)|
2 . . . x
|ν(N)|−|ν(N−1)|
k . (A.3)
Remark A.4. The above definition of a semistandard tableau can be extended to the following
two cases allowing negative parts in signatures:
1. If µ ∈ GTN−k and λ ∈ GTN , then semistandard tableaux of depth k (i.e., over the alphabet
{1, . . . , k}) are well-defined as sequences of interlacing signatures (A.2) (now these signatures are
not necessarily nonnegative).
2. If µ, λ ∈ GT+N , then one readily sees that the skew shape (i.e., the set difference of
Young diagrams) λ/µ is the same as (λ + 1)/(µ + 1) (cf. Remark A.2). This allows to define
λ/µ for every λ, µ ∈ GTN such that µ ⊆ λ (i.e., µi ≤ λi for all i = 1, . . . , N). We can also
define the corresponding semistandard tableaux of shape λ/µ via definition (A.2) that worked for
nonnegative signatures.
In both these cases it is also clear how to assign a monomial (A.3) to each semistandard skew
tableau.
A.4 Skew Macdonald functions and polynomials
Definition A.5. A skew Macdonald symmetric function Qλ/µ indexed by µ, λ ∈ GT+ is defined
as the only symmetric function such that 〈Qλ/µ, Pν〉q,t = 〈Qλ, PµPν〉q,t for all ν ∈ GT+.
The P version is then defined through Qλ/µ as Pλ/µ :=
〈Pλ, Pλ〉q,t
〈Pµ, Pµ〉q,tQλ/µ.
The skew functions vanish unless µ ⊆ λ, i.e., unless µj ≤ λj for all j = 1, . . . , `(λ). One also
has Pλ/∅ = Pλ and Qλ/∅ = Qλ.
There are combinatorial formulas for the skew functions Pλ/µ and Qλ/µ expressing them as
sums over semistandard Young tableaux of skew shape λ/µ. Let us consider specializations
into finitely many variables x1, . . . , xk (which completely determine the corresponding symmetric
functions, cf. §A.1). We have [35, VI.7]
Pλ/µ(x1, . . . , xk) =
∑
P
ψPx
P, Qλ/µ(x1, . . . , xk) =
∑
P
ϕPx
P. (A.4)
Both sums are taken over all semistandard Young tableaux of shape λ/µ over the alphabet
{1, . . . , k} (A.2), and xP is defined in (A.3). If there are no such tableaux, then the corresponding
polynomials are zero. The coefficients ψP and ϕP are defined via the following two steps:
1. For interlacing partitions κ ≺ ν, κ, ν ∈ GT+, we set
ψν/κ = ψν/κ(q, t) =
∏
1≤i≤j≤`(κ)
f(qκi−κj tj−i)f(qνi−νj+1tj−i)
f(qνi−κj tj−i)f(qκi−νj+1tj−i)
, (A.5)
ϕν/κ = ϕν/κ(q, t) =
∏
1≤i≤j≤`(ν)
f(qνi−νj tj−i)f(qκi−κj+1tj−i)
f(qνi−κj tj−i)f(qκi−νj+1tj−i)
, (A.6)
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where f(u) := (tu; q)∞/(qu; q)∞, and the (infinite) q-Pochhammer symbol is defined as
(a; q)∞ :=
∞∏
i=0
(1− aqi) = (1− a)(1− aq)(1− aq2) . . . .
Recall that 0 ≤ q < 1, so the infinite product converges.
2. For a semistandard Young tableau (A.2) of shape λ/µ we set
ψP = ψν(N−k+1)/ν(N−k)ψν(N−k+2)/ν(N−k+1) . . . ψν(N)/ν(N−1) ,
and similarly for ϕP.
Remark A.6 (cf. Remarks A.2 and A.4). 1. If, say, κ ∈ GTm−1 and ν ∈ GTm (not necessarily
nonnegative signatures), then the quantities ψν/κ and ϕν/κ are still well-defined by (A.5)–(A.6);
one should simply replace `(κ) by m−1 and `(λ) by m. Moreover, ψν/κ and ϕν/κ are translation-
invariant: they do not change if one replaces κ and ν by κ + 1 and ν + 1, respectively.
Thus, if λ ∈ GTN and µ ∈ GTN−k, we may define the (in general, Laurent) polynomials
Pλ/µ(x1, . . . , xk) and Qλ/µ(x1, . . . , xk) by (A.4). (Note that Remark A.2 is a particular case of
this definition when µ = ∅.)
2. If µ, λ ∈ GT+N , we have Pλ/µ = Pλ+1/µ+1, and same for Qλ/µ. Thus, we may define
the skew (ordinary, not Laurent) polynomials Pλ/µ and Qλ/µ in any number of variables for not
necessarily nonnegative λ, µ ∈ GTN . They vanish unless µi ≤ λi for all i. This implies that the
symmetric functions Pλ/µ, Qλ/µ ∈ Sym are also well-defined in this case.
In particular, for any µ ∈ GTN−1 and λ ∈ GTN one has
Pλ/µ(x1) =
{
ψλ/µx
|λ|−|µ|
1 , λ/µ is a horizontal strip,
0, otherwise,
(A.7)
and
Qλ/µ(x1) =
{
ϕλ/µx
|λ|−|µ|
1 , λ/µ is a horizontal strip,
0, otherwise.
(A.8)
A.5 Macdonald-nonnegative specializations
A specialization ρ of the algebra of symmetric functions Sym (§A.1) is said to be Macdonald non-
negative if it takes nonnegative values on all skew Macdonald symmetric functions: Pλ/µ(ρ; q, t) ≥
0 for any partitions λ, µ ∈ GT+.
There is no known classification of Macdonald-nonnegative specializations.26 A wide class of
nonnegative specializations was considered by Kerov [29, II.9]. He conjectured that they exhaust
all possible nonnegative specializations.
These specializations depend on nonnegative parameters {αi}i≥1, {βi}i≥1 and γ such that∑∞
i=1(αi + βi) < ∞. They are defined on the power sums via the exponent of a generating
function (in the formal variable u) as follows:
exp
( ∞∑
n=1
1
n
1− tn
1− qn pn(ρ)u
n
)
= exp(γu)
∏
i≥1
(tαiu; q)∞
(αiu; q)∞
(1 + βiu) =: Π(u; ρ). (A.9)
26The answer for the q-Whittaker case is also unknown. On the other hand, specializations taking nonnegative
values on Jack (and, in particular, Schur) symmetric functions are completely described: see [30] and references
therein.
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In more detail, this means that
p1(ρ) =
∑
i≥1
αi +
(
γ +
∑
i≥1
βi
)
1− q
1− t , pk(ρ) =
∑
i≥1
αki + (−1)k−1
1− qk
1− tk
∑
i≥1
βki ,
where k = 2, 3, . . .. It can be verified that (A.9) defines a Macdonald-nonnegative specialization,
cf. [7, Prop. 2.2.2].
When γ = 0, all βi = 0, and only finitely many of the αi’s are nonzero, then the specialization
defined by (A.9) is reduced to a finite length specialization discussed in §A.1.
We will refer to βi as to dual variables. We will often denote by βˆ1 the specialization with a
singe nonzero dual variable β1 > 0 and with γ = 0, α1 = α2 = . . . = 0, β2 = β3 = . . . = 0.
The specialization with αj = βj = 0 for all j and γ ≥ 0 will be called Plancherel and denoted
by ργ .
A.6 Endomorphism ωq,t and dual specializations
There is an endomorphism of the algebra Sym of symmetric functions which is defined on the
power sums as [35, VI]
ωq,tpk := (−1)k−1 1− q
k
1− tk pk, k = 1, 2, . . . .
We have ωq,tωt,q = id, and
ωq,tPλ/µ(x; q, t) = Qλ′/µ′(x; t, q), ωq,tQλ/µ(x; q, t) = Pλ′/µ′(x; t, q),
where µ, λ ∈ GT+ and µ′ and λ′ are the transposed Young diagrams.
One readily sees that applying the endomorphism ωt,q : Sym → Sym and then a (q, t)-
Macdonald-nonnegative specialization Sym → C, one gets another specialization which is now
(t, q)-Macdonald-nonnegative:
ρ{α, β; γ | q, t} ◦ ωt,q = ρ{β, α; 1−q1−t γ | t, q}.
Here by ρ{α, β; γ | q, t} we have denoted the specialization defined by (A.9). This observation
implies that under the single beta specialization βˆ1 one has
Pλ/µ(βˆ1) =
{
ϕ′λ/µβ
|λ|−|µ|
1 , λ/µ is a vertical strip,
0, otherwise,
(A.10)
and
Qλ/µ(βˆ1) =
{
ψ′λ/µβ
|λ|−|µ|
1 , λ/µ is a vertical strip,
0, otherwise.
(A.11)
Here ϕ′λ/µ(q, t) := ϕλ′/µ′(t, q) and ψ
′
λ/µ(q, t) := ψλ′/µ′(t, q), and the quantities ψν/κ and ϕν/κ are
given in (A.5) and (A.6), respectively.
Thus defined “dual” quantities ϕ′λ/µ and ψ
′
λ/µ make sense if λ, µ ∈ GT+ are nonnegative
signatures. In particular, for λ/µ a vertical strip,
ψ′λ/µ =
∏
i<j
λi=µi,λj=µj+1
(1− qµi−µj tj−i−1)(1− qλi−λj tj−i+1)
(1− qµi−µj tj−i)(1− qλi−λj tj−i) . (A.12)
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Moreover, as in Remark A.6.2, using the obvious translation invariance ψ′λ/µ = ψ
′
λ+1/µ+1 (and
same for ϕ′λ/µ), one may define ψ
′
λ/µ and ϕ
′
λ/µ for λ, µ ∈ GTN (i.e., for not necessarily nonnegative
signatures, which, however, must have the same length).
Let us consider a special case when λ ∈ GTN differs from µ ∈ GTN as
λj = µj + 1 for some j = 1, . . . , N , and λi = µi for i 6= j. (A.13)
We will denote this relation by λ = µ+ ej . If λ, µ ∈ GT+N , then λ = µ+ ej means that the Young
diagram λ is obtained from µ by adding one box to the jth row.
For λ, µ ∈ GTN with λ = µ+ ej one can check that
ψ′λ/µ =
1− q
1− t ϕλ/µ =
j−1∏
i=1
(1− qµi−µj tj−i−1)(1− qλi−λj tj−i+1)
(1− qµi−µj tj−i)(1− qλi−λj tj−i) . (A.14)
A.7 Identities
Here we collect a number of useful formulas concerning skew and ordinary Macdonald symmetric
functions.
Let ρ1 and ρ2 be two Macdonald-nonnegative27 specializations of the algebra of symmetric
functions given by (A.9). We will assume that these specializations are such that all expressions
of the form Π(·; ·) (defined in (A.15)) in this subsection are finite.
A.7.1 Cauchy identity
We have the following identity [35, VI.2]:
∑
λ∈GT+
Pλ(ρ1)Qλ(ρ2) = exp
( ∞∑
n=1
1
n
1− tn
1− qn pn(ρ1)pn(ρ2)
)
:= Π(ρ1; ρ2). (A.15)
If one of the specializations, say, ρ1, is a finite length specialization at the variables a1, . . . , aN
(cf. §A.1), then one has∑
λ∈GT+
Pλ(a1, . . . , aN )Qλ(ρ2) = Π(a1; ρ2) . . .Π(aN ; ρ2). (A.16)
Here Π(u; ρ) is defined in (A.9).
It is clear from (A.15) that Π(ρ1; ρ2) = Π(ρ2; ρ1). Moreover, if ρ1 is a union of two specializa-
tions ρ′1 and ρ′′1 (see §A.1), then one has
Π(ρ′1, ρ
′′
1; ρ2) = Π(ρ
′
1; ρ2)Π(ρ
′′
1; ρ2).
Because of that, we will always write Π(a1, . . . , aN ; ρ) instead of the product Π(a1; ρ) . . .Π(aN ; ρ).
27Most formulas in this subsection work without assuming Macdonald nonnegativity: one could instead take
finite-length specializations at arbitrary variables.
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A.7.2 Skew Cauchy identity
We have [35, VI.7] for any fixed λ, ν ∈ GT+:∑
κ∈GT+
Pκ/λ(ρ1)Qκ/ν(ρ2) = Π(ρ1; ρ2)
∑
µ∈GT+
Qλ/µ(ρ2)Pν/µ(ρ1). (A.17)
Note that the sum in the left-hand side is infinite while in the right-hand side we have a finite
summation over diagrams µ which must be inside both λ and ν. In particular, for λ = ∅ the sum
over µ in the right-hand side consists of a single summand corresponding to µ = ∅, and one has∑
κ∈GT+
Pκ(ρ1)Qκ/ν(ρ2) = Π(ρ1; ρ2)Pν(ρ1). (A.18)
Similarly, ∑
κ∈GT+
Pκ/λ(ρ1)Qκ(ρ2) = Π(ρ1; ρ2)Qλ(ρ1). (A.19)
A.7.3 “Recurrence” of skew Macdonald functions
One has the following “recurrence” properties of the skew Macdonald functions [35, VI.7]:
Pν/µ(ρ1, ρ2) =
∑
λ∈GT+
Pν/λ(ρ1)Pλ/µ(ρ2), (A.20)
Qν/µ(ρ1, ρ2) =
∑
λ∈GT+
Qν/λ(ρ1)Qλ/µ(ρ2). (A.21)
Here µ, ν ∈ GT+ are fixed.
Moreover, according to Remark A.6.1, we have for any (not necessarily nonnegative) signatures
κ ∈ GTk and ν ∈ GTN :
Pν/κ(aN , aN−1, . . . , ak+1) =
∑
λ∈GTm
Pν/λ(aN , . . . , am+1)Pλ/µ(am, . . . , ak+1) (A.22)
for any fixed intermediate m, k < m < N (see also Fig. 1). A similar identity holds for the
Q-functions.
A.8 Commuting Markov operators and Macdonald measures
This part of the appendix recalls some definitions from [7, §2.3.1]. Our aim here is to describe
Markov operators preserving the class of Macdonald measures on partitions, and list certain
commutation relations which they satisfy.
We will consider Macdonald measures living on the set of nonnegative signatures of length k:
MM(a1, . . . , ak; ρ)(λ) =
Pλ(a1, . . . , ak)Qλ(ρ)
Π(a1, . . . , ak; ρ)
, λ ∈ GT+k . (A.23)
These measures depend on positive parameters a1, . . . , ak and on a Macdonald-nonnegative spe-
cialization ρ. We also assume that the normalizing constant Π(a1, . . . , ak; ρ) <∞.
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The stochastic links from GTk to GTk−1 (also depending on the parameters a1, . . . , ak) are
defined as
Λkk−1(κ, ν) :=
Pν(a1, . . . , ak−1)
Pκ(a1, . . . , ak)
Pκ/ν(ak), κ ∈ GTk, ν ∈ GTk−1. (A.24)
From (A.19) one readily gets (in matrix notation)
MM(a1, . . . , ak; ρ)Λ
k
k−1 = MM(a1, . . . , ak−1; ρ). (A.25)
That is, using a stochastic link Λkk−1, one can turn a Macdonald measure on GTk into the corre-
sponding Macdonald measure on GTk−1.
For any Macdonald-nonnegative specialization σ define the matrix (we follow the notation of
[7, §2.3.1])
p↑λµ(a1, . . . , ak;σ) :=
1
Π(a1, . . . , ak;σ)
Pµ(a1, . . . , ak)
Pλ(a1, . . . , ak)
Qµ/λ(σ) (A.26)
indexed by λ, µ ∈ GTk. We assume that here also Π(a1, . . . , ak;σ) < ∞. According to Remarks
A.2 and A.6, all the objects in (A.26) are well-defined for not necessarily nonnegative signatures
λ, µ. Moreover, the matrix elements p↑λµ are translation invariant, i.e., they do not change if one
replaces λ and µ by λ+ 1 and µ+ 1, respectively.
The next proposition summarizes the properties of p↑λµ:
Proposition A.7. 1. The matrix
p↑(a1, . . . , ak;σ) = [p
↑
λµ(a1, . . . , ak;σ)]λ,µ∈GTk
defines a Markov operator on GTk, i.e., it has nonnegative entries and∑
µ∈GTk
p↑λµ(a1, . . . , ak;σ) = 1 for any λ ∈ GTk. (A.27)
2. The action of the Markov operator p↑(a1, . . . , ak;σ) on Macdonald measures (A.23) is given
by
MM(a1, . . . , ak; ρ)p
↑(a1, . . . , ak;σ) = MM(a1, . . . , ak; ρ, σ).
(Here (ρ, σ) is the union of specializations, cf. §A.1.)
3. The operators p↑(a1, . . . , ak;σ) commute for various specializations σ:
p↑(a1, . . . , ak;σ1)p↑(a1, . . . , ak;σ2) = p↑(a1, . . . , ak;σ2)p↑(a1, . . . , ak;σ1).
In fact, both sides are equal to p↑(a1, . . . , ak;σ1, σ2).
4. The operators p↑ commute with the stochastic links Λkk−1 in the following sense:
p↑(a1, . . . , ak;σ)Λkk−1 = Λ
k
k−1p
↑(a1, . . . , ak−1;σ). (A.28)
85
A.9 Schur polynomials and related objects
A.9.1 Schur polynomials and Schur-nonnegative specializations
In the Schur case, i.e., for q = t, the P - and Q- Macdonald polynomials (A.1) coincide and become
the Schur polynomials, which are given by the following determinantal formula:
sλ(x1, . . . , xN ) =
det[x
λj+N−j
i ]
N
i,j=1
det[xN−ji ]
N
i,j=1
, λ ∈ GTN .
If λ contains negative parts, sλ(x1, . . . , xN ) becomes a symmetric Laurent polynomial in the
variables x1, . . . , xN (cf. Remark A.2). For λ ∈ GT+, Schur polynomials sλ in arbitrarily many
variables define the Schur symmetric functions (see §A.1 and §A.2).
Schur-nonnegative specializations of the algebra of symmetric functions (they are defined sim-
ilarly to §A.5) are completely described by the Thoma’s theorem [50], see also [30] and references
therein. Namely, these specializations depend on nonnegative parameters {αi}i≥1, {βi}i≥1, and
γ, and are defined using the generating series (cf. (A.9)):
exp
( ∞∑
n=1
pn(ρ)
n
un
)
= exp(γu)
∏
i≥1
1 + βiu
1− αiu =: Πq=t(u; ρ). (A.29)
Expanding Πq=t as a Taylor series, we have
Πq=t(u; ρ) =
∞∑
n=0
hn(ρ)u
n,
where hn = s(n), n = 0, 1, . . ., are the one-row Schur symmetric functions (also called complete ho-
mogeneous symmetric functions). Any Schur symmetric function can be written as a determinant
of the one-row functions (the Jacobi-Trudi formula):
sλ = det[hλi−i+j ]
N
i,j=1, λ ∈ GT+N ,
and thus one can in principle compute sλ(ρ) for any Schur-nonnegative specialization ρ. In
particular, see [35, Ex. I.3.5],
sλ(ργ) =
dimλ
|λ|! γ
|λ|, λ ∈ GT+, (A.30)
where ργ is the Plancherel specialization corresponding to a single nonzero parameter γ, and
dimλ is the number of standard Young tableaux of shape λ (Definition 3.3). See [35, I] for a
comprehensive treatment of Schur symmetric functions.
The skew Schur polynomials (and symmetric functions) are defined in parallel to §A.4, but
now all the nonzero coefficients ψ and ϕ are simply equal to one, see §A.4. In particular, the skew
Schur polynomials in one variable are given by (cf. (A.7)–(A.8))
sλ/µ(x1) = x
|λ|−|µ|
1 1µ≺λ, µ ∈ GTN−1, λ ∈ GTN . (A.31)
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A.9.2 Schur degeneration of stochastic links
In the Schur case the stochastic links (A.24) become (we have used (A.31))
Λkk−1(λ, λ¯) =
sλ¯(a1, . . . , ak−1)
sλ(a1, . . . , ak)
a
|λ|−|λ¯|
k · 1λ¯≺λ, λ¯ ∈ GTk−1, λ ∈ GTk. (A.32)
Here a1, . . . , aN are our usual positive variables. In particular, in the case a1 = . . . = aN = 1 the
links become
Λkk−1(λ, λ¯) =
DimN−1 λ¯
DimN λ
· 1λ¯≺λ, (A.33)
where DimN λ is the number of semistandard Young tableaux of shape λ over the alphabet
{1, . . . , N}, and similarly for DimN−1 λ¯ (see §3.2). The fact that DimN λ = sλ(1, . . . , 1) (N ones)
follows from the combinatorial formula for the Schur polynomials, cf. (A.4).
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