Given an n × n nilpotent matrix over an algebraically closed field K, we prove some properties of the set of all the n × n nilpotent matrices over K which commute with it. Then we give a proof of the irreducibility of the variety of all the pairs (A, B) of n × n nilpotent matrices over K such that [A, B] = 0 if either char K = 0 or char K ≥ n 2
Introduction
Let K be an algebraically closed field. T.S. Motzkin and O. Taussky in [9] and M. Gerstenhaber in [6] proved that for any n ∈ N the variety of all the pairs (A, B) of n × n matrices over K such that [A, B] = 0 is irreducible. R.W. Richardson in [12] extended this result by showing that if char K = 0 the variety of all the pairs of commuting elements of a reductive Lie algebra over K is irreducible. D.I. Panyushev in [11] studied this kind of varieties in a more general context and, besides other results, showed that if char K = 0 the variety of all the pairs of commuting elements of a symmetric space of maximal rank is normal (see also [3] ). Let H(n, K) be the variety of all the pairs (A, B) of n × n nilpotent matrices over K such that [A, B] = 0. Recently V. Baranovsky proved in [1] that H(n, K) is irreducible if either char K = 0 or char K > n. The proof uses the irreducibility of the local punctual Hilbert schemes of smooth algebraic surfaces. In fact, let X be an algebraic surface over K and let Hilb n X be the Hilbert scheme of n points in X . Let P be a nonsingular point of X and let Hilb n (O P ) be the fiber in nP of the Hilbert-Chow morphism from Hilb n X to Sym n (X ). It parametrizes the ideals of colenght n of O P . Let H(n, K) be the subvariety of H(n, K) × K n of all the triples (A, B, v) such that dim A i B j v : i, j = 0, . . . , n − 1 = n. H. Nakajima in [10] showed that there exists a morphism from H(n, K) onto Hilb n (O P ) whose fibers are the orbits of H(n, K) with respect to the action of GL(n, K). If x, y are local coordinates in P and we regard O P as a subset of K[ [x, y] ], it associates to (A, B, v) the ideal of all g ∈ O P such that g(A, B)v = 0. J. Briançon in [4] proved that Hilb n (O P ) is irreducible if char K = 0 (see also [7] ). In [8] this was extended by A.A. Iarrobino to the case char K > n. In this paper we give a more elementary proof of the irreducibility of H(n, K) if either char K = 0 or char K ≥ n 2 . It consists of showing that the subset of H(n, K) of all (A, B) such that B is regular, that is rank B = n − 1, is dense. For this purpose we fix an n × n nilpotent matrix B over K and study the Jordan canonical form of the n × n nilpotent matrices over K which commute with B. If A commutes with B we determine some properties of the Jordan canonical form of B + f (A) for some suitable f ∈ K [x] such that x | f . We use the form of the centralizer of B when B is in Jordan canonical form and the irreducibility of the variety of its nilpotent elements. The main step of the proof of the irreducibility of H(n, K) is the following result: if either char K = 0 or char K ≥ n 2 and m ∈ N is such that n 2 + 2 < m ≤ n the subvariety of H(n, K) of all the pairs (A, B) such that rank A ≥ n − 2 and n 2 + 1 < ind A ≤ m (where ind A is the index of nilpotency of A) is irreducible. In the proof of this result we use the same map introduced by Nakajima in [10] from an open subset of H(n, K) to the grassmannian of all the subspaces of K[x, y]/(x, y) n of codimension n. This result is not true for some n, p ∈ N such that p < n 2 and char K = p.
As a consequence we get a proof of the irreducibility of Hilb n (O P ) for algebraically closed fields K such that either char K = 0 or char K ≥ n 2 .
Preliminaries
If R is a ring and n ′ , n ′′ ∈ N let M(n ′ × n ′′ , R), M(n ′ , R) and N (n ′ , R) be the varieties of all the n ′ × n ′′ matrices, of all the n ′ × n ′ matrices and of all the n ′ × n ′ nilpotent matrices respectively over R. Let J n be the nilpotent Jordan block of order n over K. In this section we will not use the hypothesis that K is algebraically closed.
Proposition 2.1 N (n, K) is irreducible of dimension n 2 − n.
Proof. If N 1 (n, K) is the subspace of N (n, K) of the matrices whose entries of indices (i, j) such that j − i = 1 are 0, the morphism from GL(n, K) × N 1 (n, K) to N (n, K) defined by (G, A) → G −1 AG is surjective. Since the centralizer of J n has dimension n, the dimension of the orbit of J n is n 2 − n, which shows the claim.
Let B ∈ N (n, K) be fixed, let N B = {A ∈ N (n, K) : [A, B] = 0} and let u 1 ≥ . . . ≥ u t be the orders of the Jordan blocks of B. We choose a basis ∆ B = {v
. . , t} of K n with respect to which B is in Jordan canonical form. If F is an extension field of K and X ∈ M(n, F ) we regard the matrix which represents X with respect to ∆ B as a block matrix (X hk ), h, k = 1, . . . , t, where
. , m, and (X ll ′ ) is a block matrix, let X (l) and X (l) be respectively the l-th row and the l-th column of blocks of (X ll ′ ) for l = 1, . . . , m. 
where for u h = u k we omit the first u k − u h columns and the last u k − u h rows respectively.
Proof. See [14] , [5] , [2] .
Let q 0 = 0 and let q α ∈ {1, . . . , t}, α = 1, . . . ,t, be such that
. . , t, has the form of Lemma 2.2, for α, β = 1, . . . ,t let 
where
Then the matrix of L A,l with respect to the basis {v l h : h = 1, . . . , t, u h − 1 ≥ l} is the lower triangular block matrix (A αβ ), α, β = 1, . . . , γ l , which is nilpotent if and only if A αα is nilpotent for α = 1, . . . , γ l . This proves the first claim and, by Proposition 2.1, the second one.
Then the matrix of L A,α,l with respect to the basis {v l h : h = q α−1 + 1, . . . , q α } is A αα . Hence for α = 1, . . . ,t there exists {c(A, α) hk ∈ K : h, k = q α−1 + 1, . . . , q α } such that if we set
for h = q α−1 + 1, . . . , q α we have that the matrix of L A,α,l with respect to the basis {w l h : h = q α−1 + 1, . . . , q α } is upper triangular for l = 0, . . . , u qα − 1. Then the basis {w u h −1 h , . . . , w 0 h : h = 1, . . . , t} has the required property.
We denote by N B,∆ B the subspace of N B of all A such that A αα is upper triangular for α = 1, . . . ,t.
Let n i ∈ {1, . . . , t}, i = 1, . . . , r B , be such that
Proposition 2.4 There exists a non-empty open subset of N B such that if
A belongs to it we have rank A = n − r B .
Proof. By Lemma 2.3 it is sufficient to prove that there exists a non-empty open subset Z of N B,∆ B such that rank A = n − r B for A ∈ Z.
If r B = 1 there exists A ∈ N B regular such that B is a power of A and if A ∈ N B,∆ B is regular then for m = 1, . . . , u 1 − 1 we have
Let r B > 1. For i = 1, . . . , r B and A ∈ N B,∆ B we define V A,i to be the following subset of K n :
Then we have
Moreover the open subset Z of N B,∆ B of all A such that in this relation equal holds for i = 1, . . . , r B and rank A ≥ n − r B is non-empty. In fact, ifǍ ∈ N B,∆ B is such thatǍ hk = 0 if there doesn't exist i ∈ {1, . . . , r B } such that h, k ∈ {n i , . . . , n i+1 − 1} and for h ′ , k ′ ∈ {n i , . . . , n i+1 − 1} the nilpotent matrix (Ǎ h ′ k ′ ) is regular for i = 1, . . . , r B then we haveǍ ∈ Z.
If A ∈ Z we have
for i = 1, . . . , r B , which implies that Im A is contained in the following subspace of K n :
This shows that Z has the required property.
On some automorphisms of H(n, K)
The aim of this section is the proof of Proposition 3.5 and Proposition 3.7, from which we will get Corollary 3. 8 . For this purpose, we first prove some properties of the ranks of the matrices (A m ) hk for A ∈ N B , m ∈ N and h, k ∈ {1, . . . , t}. 
If X is a matrix and m ∈ Z is such that m ≤ 0 the claims rank X = m and rank X < m will mean rank X = 0. If X 1 ∈ M(p 1 × u, K) and X 2 ∈ M(u × p 2 , K) have the following form: 
Let N B be the subset of N B of all A such that if i, j ∈ {1, . . . , t} and
Let i, j ∈ {1, . . . , t} be such that i ≤ j. We associate to the pair (i, j) an
we define h(i, j) to be the unique element of N such that there exists {k l : l = 0, . . . , h(i, j)} ⊆ {1, . . . , t} with the following properties:
Proof. The claim is true if m = 1, hence we prove it by induction on m.
hence it is sufficient to prove that for l = 1, . . . , t we have
Let l ≤ j. Then we have rank A il ≤ u i and equal may hold only if u l −u i ≥ 2.
Moreover by the inductive hypothesis we have rank
where equal may hold only if u l − u i ≥ 2. Since we have u j + h(l, j) ≤ u l and equal may hold only if u j = u l we get the claim. Let j ≤ l ≤ i. Then as above we have rank A il ≤ u i and equal may hold only if u l − u i ≥ 2. By the inductive hypothesis we have rank(
where equal may hold only if u l − u i ≥ 2. Since h(j, l) ≤ h(j, i) and equal may hold only if u l − u i ≤ 1, we get the claim. Let i ≤ l. Then we have rank A il ≤ u l and equal may hold only if
By the inductive hypothesis we have rank(
where equal may hold only if
and hence we get the claim. If
Hence we get the claim.
If i ≤ j we can repeat the same argument as above by using
Let m ∈ N and let N m be the subset of M(n, K(x)) of all Y which commutes with B and such that
for i, j = 1, . . . , t. Let q 0 and q α , α = 1, . . . ,t, be as in Section 2 and let We claim that Y ′ ∈ N m . In fact, it is sufficient to prove that for i = q α−1 + 1, . . . , q α and l = q α + 1, . . . , t we have
We have
but not in both of these equal may hold. In fact, if 2h(q α , q β ) = u qα − u q β then there exists {k l ′ : . , q β which consists on applying the previous operation on the columns and then the corresponding operation on the rows for j = q β−1 + 1, . . . , q β . For α, β ∈ {1, . . . ,t} we define O(α, β, 0) to be the operation which doesn't change the given matrix. If α, β ∈ {1, . . . ,t} and u qα − u q β ≥ 2 then for l = q α + 1, . . . , t, i = q α−1 + 1, . . . , q α and r = 1, . . . , h(q α , q β ) we also have
such that it is possible to apply to Y the following operations in the order in which they are written:
Let φ m : W m → N m be the map which associates to Y ∈ W m the matrix obtained by applying to Y the previous operations in the given order. Then φ m has the required properties.
The previous lemma allows us to prove the main results of this section. Let F be a field and for
is open and nonempty.
Proof.
i) The claim is obvious if p 1 = 0 or p 2 = 0, hence we assume
If g 2 = 0 this happens if and only if there exists
ii) Let x, y be homogeneous coordinates of
. . , g r ) if and only if there doesn't exist [x, y] ∈ P 1 (F ) such that (g j ) 0 (x, y) = 0 for j = 1, . . . , r, which shows the claim. 
Proof. By Corollary 3. 
By 2) of Lemma 3.4 we have
(A) = 0 and
is non-empty. In fact, letǍ ∈ N B be such thatǍ 
and if i 1 > 1 we have
is non-empty. Hence by i) of Lemma 3.6 and Proposition 3.5 we get the second claim.
Corollary 3.8 Let
A be an open subset of H(n, K), let (A, B) ∈ A and let {i 1 , . . . , i s B } ⊆ {1, . . . , t} be such that 7 . Let A 2 ∈ U i 1 be such that (A 2 , B − a 1 (A 2 ) s 1 ) ∈ A and let a(A 2 ) be as in Proposition 3.7. We set a 2 = a(A 2 ) and s 2 = s B . We now set B to be the matrix B + a 2 (A 2 ) s 2 . If it is possible, let us repeat the previous argument, finding a suitable matrix
If we repeat this argument, by Proposition 2.4 at the end we get a matrix B ′ ∈ N (n, K) and a matrix A ′ ∈ N B ′ which have the required properties. 
let us denote it by h(A).
By i) of Lemma 3.6 it is sufficient to prove that the subset K of N B of all A such that h(A) = 0 and there exists a minor M of B + xA of order n − t such that det M ∈ (h(A)) is non-empty. If X ∈ M(n, K(x, y)) let (X 12 ) ′ be the submatrix of X 12 obtained by taking the first u 2 rows and let (X 21 ) ′ be the submatrix of X 21 obtained by taking the last u 2 columns. LetǍ ∈ N (n, K(y)) be such that (Ǎ 12 ) ′ , (Ǎ 21 ) ′ = I u 2 ,Ǎ 22 = yJ u 2 ,Ǎ ij = 0 if i, j ∈ {1, . . . , t} and (i, j) = (1, 2), (2, 1), (2, 2); then [Ǎ, B] = 0. Let us consider the following matrix of M(2, K(x, y)):
, 2} \ {i} and k = 1, . . . , u 1 − 1. For k = 1, . . . , u 1 − 1 and i, j = 1, 2 let us regard h k ij (x, 0) and h k ij (0, y) as polynomials over K(x) and K(y) respectively. By induction on k, we get that h k 11 (x, 0) is monic of degree k, h k 11 (0, y) is monic of degree k − 2, h k 12 (0, y) and h k 21 (0, y) are monic of degree k − 1, h k 22 (0, y) is monic of degree k for k = 2, . . . , u 1 − 1. If a, b ∈ K we have rank(Ǎ(b) + aB) < n − t if and only if either t > 2 and a = 0 or det H(a, b) = 0. We claim that there exists a non-empty open subset K ′ of K such that if b belongs to it we have
Since det H = x 2 + yx − 1 if char K = 2 this follows from the formula of the roots of det H as polynomial over K(y). Let char K = 2. By ii) of Lemma 3.6 it is sufficient to prove that
We have det H(x, 1) = x 2 + x + 1, hence the roots of det H(x, 1) are the 3-th roots of 1 different from 1. If, for k = 1, . . . , u 1 − 1, we denote by H k the matrix over K(x) obtained by substituting in H(x, 1) k the exponent of any power of x with the remainder of the division of it by 3, we have
Hence h k 11 (x, 1), for k = 1, . . . , u 1 − 1, hasn't a root which is a 3-th root of 1 different from 1, which proves the previous claim if char K = 2. Let K ′′ be the non-empty open subset of K of all b such that h
4 Proof of the irreducibility of H(n, K)
For m ∈ 3, . . . , n 2 let
and let
We first prove the irreducibility of the variety H m (n, K) for m = 3, . . . , n 2 under some conditions on the characteristic of K. For l ∈ 3, . . . , n 2 let
Lemma 4.1 Let A be an open subset of H(n, K), let (A, B) ∈ A and let
Proof. Since {A} × N A is irreducible, by Proposition 3.5 we may choose B such that A and B are conjugate. We denote by u 1 and u 2 , where u 1 −u 2 > 2, the orders of their Jordan blocks. Let ∆ A be a basis of K n such that A with respect to it is in Jordan canonical form and for X ∈ N A let (X (A) ij ), i, j = 1, 2 be the block matrix which represents X with respect to ∆ A , where X and c ∈ K \ {0} let
For l ∈ 2, . . . , n 2 let
which has cardinality n. We denote by {e 1 , . . . , e n } the canonical basis of K n . 
x 2 ∤ f and a basis of K n such that the matrices which represent A and J l,n with respect to it are A l,n (c) and f (J l,n ) respectively; . , e l , (A 0 ) n−l e l , . . . , A 0 e l } is linearly independent and there exists a A ∈ K \ {0} such that (A 0 ) n−l+1 e l = a A e 1 . Then {e l , Ae l , . . . , A n−l+1 e l , J l,n e l , . . . , (J l,n ) l−2 e l } is linearly independent. Since AJ l,n = g A (J l,n )J l,n and x 2 ∤ g A we get b). 
have the property required in a).
For l ∈ N ∪ {0} and l ′ ∈ N let
be the coefficients of x h and y h respectively in F (l, l ′ , k).
, hence by i) and induction on k we get ii). If l = 0 then iii) may be proved by induction on l ′ using the relation
If l = 0 then iii) may be proved by induction on l using the relation
Examples. We have that Φ(7, 3) ∈ M(6 × 7, Z[x 1 , . . . , x 5 ]) is the following matrix:
) is the following matrix:
be defined as follows: if i > n − l + 1 it is the zero matrix, otherwise it is the matrix obtained by putting i rows more of zeros on the top of the submatrix of Φ(n, l) obtained by taking the first n − l + 2 − i rows and the last n − i columns. 
let Υ ′′ (n, l) be the submatrix of Υ ′ (n, l) obtained by taking the first n rows and let Υ(n, l) ∈ M(n × N, Z[x 1 , . . . , x n−l+1 , y 1 , . . . , y l−1 , z]) be the matrix obtained by adding to the row of index n − l + 2 of Υ ′′ (n, l) the last row of
which has cardinality N , and let us consider in L n the lexicographic order. We will consider any subset of L n as an ordered subset. 
are the coordinates of (A l,n (c)) i B j v with respect to the basis
Proof. By the expression of B as linear combination of powers of A we get 1). We have A l,n (c)J l,n = (J l,n ) 2 and (J l,n ) l−1 = c −1 (A l,n (c)) n−l+1 . Hence by the expression of B as linear combination of powers of A l,n (c) and J l,n we get 2).
Let Π n (L n ) be the set of all the subsets of L n of cardinality n. If Ξ is an n × N matrix let L n be the set of the indices of the columns of Ξ and for I ∈ Π n (L n ) let µ(I, Ξ) be the minor of Ξ having I as set of the indices of the columns. 
. . , n − 2, hence ξ n−2 η = ξ n−2 η ′ and by reverse induction on i we may get an expression of ξ i η as linear combination over
is also an automorphism of H m (n, K). Hence we may assume B = J m,n . Let
It is sufficient to prove that
The group GL(n, K) acts on H m (n, K) by the relation
for (A, B, v) ∈ H m (n, K) and G ∈ GL(n, K). We may assume that A is stable with respect to this action. 
Let A V and B V be the matrices of α V and β V respectively with respect to the basis {V +x i y j : (i, j) ∈ Z m }, which has the vector V + 1 as n-th vector. Let
Let V ∈ F m (N −n, K) and let Θ be the matrix of the coefficients of a system of n linear homogeneous equations for V . Let (i ′ , j ′ ) ∈ L n and let Θ (i ′ ,j ′ ) be the column of Θ of index (i ′ , j ′ ). Then the n-tuple of the coordinates of V + x i ′ y j ′ with respect to the basis {V + x i y j : (i, j) ∈ Z m } is the solution of the Cramer system
where X is the column of the unknowns. Hence ζ m is a morphism. A, B, v) ) we have that A V , B V are the matrices which represent A, B respectively with respect to the basis {A i B j v : (i, j) ∈ Z m }, hence (A, B, v) and (A V , B V , e n ) belong to the same orbit. Then, since
such that either m = 3 and A is regular or m > 3 and there exists G ∈ GL(n, K), c ∈ K \{0} and α 1 , . . . , α n−2m+4 ∈ K such that G −1 AG = A m−1,n (c) and
We want to prove that Let I ∈ Π n (L n ). If l ∈ 2, . . . , n 2 we will say that I has the property P(l) if there exist h i ∈ {0, . . . , i − 1} for i = 1, . . . , l − 2 such that Now we can prove the result which is the aim of this paper. By Theorem 4.7 we get a proof of the following result and an extension of it to algebraically closed fields K such that char K ≥ n 2 .
Corollary 4.8 (J. Briançon, 1977) . If n ∈ N, X is an algebraic surface over an algebraically closed field K such that either char K = 0 or char K ≥ n 2 and P ∈ X is nonsingular then Hilb n (O P ) is irreducible of dimension n − 1.
Proof. By [10] the quotient of H(n, K) with respect to the action of GL(n, K) is a variety isomorphic to Hilb n (O P ). Since H(n, K) is an open subset of H(n, K) × K n by Theorem 4.7 it is irreducible of dimension n 2 − 1 + n. Since the stabilizer of any element of H(n, K) with respect to the action of GL(n, K) is trivial, we get the claim.
