In this paper new integral inequalities of Ostrowski type are developed for n-times differentiable mappings. Some well known inequalities become special cases of the inequalities obtained in this paper. With the help of obtained inequalities, we will derive new and efficient quadrature rules which are analyzed with the help of specific examples. We also give applications for cumulative distribution function.
Introduction
In 1938, Ostrowski [14] obtained an integral inequality: is the integral mean.
If we assume that f ∈ L ∞ [a, b] and f ∞ = ess t∈ [a,b] |f (t)| then M in (1.1) may be replaced by f ∞ .
The inequality of Ostrowski type is considered the most useful inequality in mathematical analysis. Some of the classical inequalities for means can be derived from [2] for particular choices of the function f. Many researchers have given considerable attention to the inequality (1.1) and its various generalizations, have appeared in the literature, to mention a few, see [1, 4, 5, 6, 8, 9, 10, 11, 13, 16, 20, 21] and the references cited therein.
In the recent year, many new inequalities similar to (1.1) have been established; see [7, 15, 17, 18, 19] . In this current work we will extend, subsume and generalize Ostrowski's inequality for n-times differentiable mappings by using a more generalized kernel. The generalized kernel is expected to reduce approximation errors.
Main Results
The following lemma is required to prove the main theorem.
Lemma 2.1. Let f : [a, b] → R be an n-time differentiable function such that f (n−1) (x) for n ∈ N is absolutely continuous on [a, b], then we have the identity
for all x ∈ [a, b], where α, β ∈ R are non negative and not both zero. Consider P (x, .): [a, b] → R, the peano kernel
2)
where,
Proof. The proof of (2.1) is established using mathematical induction. Take n = 1,
After integration by parts, we get
Equation (2.3) is identical to the R.H.S of (2.1) for n = 1.
Assume that (2.1) is true for n and let us prove it for n + 1. That is, we have to prove the equality
where
We integrate the left hand side of (2.4)
Multiplying both sides with (−1) n , we get
Hence (2.4) is proved.
where M (f ; a; b) is the integral mean as defined by (1.3), then
Proof. Taking the modulus of (2.1) and using (1.3), we have from (2.5)
Using (2.8) in (2.7), we get first inequality of (2.6). Using Hölder's integral inequality, from (2.7)
This completes the proof of second inequality. Finally, by using the definition of . 1 − norm, we get
Therefore, by using (2.7), we get last inequality. This completes the proof of Theorem 2.2.
Remark 2.3. If we put n = 1 and n = 2 in (2.6), we get the results of Cerone [4] and Qayyum et al [19] respectively.
Perturbed Results usingČebyŝev functional
In this section, we will establish some new results by using Grüss inequality and theČebyŝev functional. In 1882,Čebyŝev [3] gave the following inequality.
where f, g : [a, b] → R are absolutely continuous functions, which have bounded first derivatives, and
In 1935, Grüss [12] proved the following inequality:
provided that f and g are two integrable functions on [a, b] and satisfy the condition
The constant 1 4 is best possible. The perturbed version of the results of Theorem 3.1 can be obtained by using Grüss type results involving theČebyŝev functional
where M is the integral mean defined in (1.3) .
where τ (x; α, β) is as given by (2.5),
and
if n is odd.
Proof. Associating f (t) with P n (x, t) and g (t) with f (n) (t), we obtain
Now using identity (2.1),
where κ is the secant slope of f over [a, b] as given in (3.6). Now, from (2.1) and (3.2),
(3.9)
Now combining (3.9) with (3.7), the left hand side of (3.5) is obtained.
(3.10)
Also, note that
where γ ≤ f (t) ≤ Γ, t ∈ [a, b] . Now, for the bounds on (3.8), we have to determine T 1 2 (P n (x, .) , P n (x, .)) , and φ and Φ such that ϕ ≤ P n (x, .) ≤ Φ. Now from (2.2), the definition of P n (x, t), we have
From (3.9) we obtain
Thus, substituting the above results into (3.12) gives
which is given explicitly by (3.7). Combining (3.8), (3.11) and (3.12) gives from the first inequality in (3.10), the first inequality in (3.5). Now utilizing the inequality in (3.11) produces the second result in (3.5). Further, it may be noticed from the definition of P (x, t) in (2.2) that for α, β ≥ 0,
P n (x, t) and ϕ = inf
Remark 3.2. Similarly, If we put n = 1 and n = 2, in Theorem 3.1, we get the results proved in [4] and [19] respectively.
An Application to the Cumulative Distributive Function
Let X ∈ [a, b] be a random variable with the cumulative distributive function
where f is the probability density function. In particular,
The following theorem holds.
Theorem 4.1. Let X and F be as above, then
Proof. From (2.5) and by using the definition of probability density function, we have
.
Now using (2.6) and (4.2), we get our required result (4.1).
Putting α = β = 1 2 in Theorem 3.1 gives the following result. Corollary 4.2. Let X be a random variable with the cumulative distributive function F (x) and the probability density function f (x). Then
Remark 4.3. The above result allow the approximation of F (x) in terms of f (x). The approximation of
could also be obtained by a simple substitution. R (x) is of importance in reliability theory where f (x) is the probability density function of failure.
Remark 4.4. We put β = 0 in (4.1), assuming that α = 0 to obtain
Remark 4.5. By choosing n = 1 and n = 2 in (4.1)-(4.4), we can get results proved in [4] and [19] .
Some new Ostrowski Type Inequalities for
if n is even and
if n is odd, where
Proof. From (2.2) and using α = x − a and β = b − x and
we get
We suppose that Therefore, we can obtain (5.1) and (5.4) by using (5.5) to (5.14) taking C = γ and C = Γ in (5.10), respectively. 
