Let r: R -► jR be a diffeomorphism which leaves a compact set A invariant. Let B c A be such that x can map out of B . Assume that t has a hyperbolic fixed point p in B . Let f be a space of smooth curves in 5 . We define a normalized Frobenius-Perron operator on the vector bundle of Lipschitz continuous functions labelled by the curves in «F , and use it to prove the existence of a unique, smooth conditionally invariant measure ß on a segment Vu of the unstable manifold of p . A formula for the computation of /* , the density of ß , is derived, and ß(x~x V") is shown to be equal to the reciprocal of the maximal modulus eigenvalue of the Jacobian of t at p .
Introduction
An intensively developing area of modern ergodic theory concerns the understanding of deterministic dynamical systems t : Rn -► Rn , whose behavior is asymptotically very complex. The first approach to this problem was purely geometric, the crucial assumption being the existence of an invariant set A which is uniformly hyperbolic. Although Axiom A diffeomorphisms satisfy this condition, it is in general difficult to establish uniform hyperbolicity in examples and for some dynamical systems, such as the Henon map and the Duffing system, it has been shown that the condition fails to exist. The main geometric consequence of uniform hyperbolicity is the foliation of the stable manifold in a neighborhood of the hyperbolic attractor. In this setting, the existence of strange attractors can be proved. Plykin's attractor is a typical example.
The second approach in the study of strange attractors is probabilistic; it deemphasizes the geometry and is concerned with invariant measures on the hyperbolic attractor A. In [7] , the existence of a unique measure on A is proved. This measure 'displays' the time averages of points in sets of positive Lebesgue measure near the attractor, which can have Lebesgue measure 0 itself. Although this approach requires less than the purely geometric approach, it still needs the existence of a uniformly hyperbolic attractor. In this note, we shall use a probabilistic approach to the problem of strange attractors, but we shall not insist on the existence of a uniformly hyperbolic attractor.
We will work on spaces of curves in a neighborhood of a segment of the unstable manifold of a fixed point. Our intention is to study the dynamics of probability density functions on these curves. Whereas in the uniformly hyperbolic case, a neighborhood of A is the union of pieces of stable manifolds of points in A, the present approach has the potential to bestow 0 measure to points or arcs where the desired foliation fails to exist.
Let t: R" -» Rn be piecewise smooth, and let A c R" be a compact set which is invariant under t , i.e., x(A) c A . Let W denote a space of smooth curves in A. (A precise definition is given in §2.) Let p be a fixed point of t, which is assumed to be hyperbolic. Let Wu(p) be the unstable manifold of p . Let T be a curve in a neighborhood of Wu(p), which is transversal to Ws(p). Under t , Y is transformed to the curve x(T), which according to the A-lemma is uniformly close to IV"(p). Let / be a probability density function on T. Then x induces a probability density function fi on x(Y). Wedenote the operator transforming / into fi by PT. The operator which takes (Y, f) to (x(Y), fi) is called the Frobenius-Perron operator and is denoted by A?>T. It is an operator on a vector bundle of C spaces and will be discussed in detail in §3.
We shall restrict our attention to a segment of Wu(p). For example, in the Henon map, we restrict our attention to the first quadrant; there, the connected segment of Wu(p) passing through the fixed point is a strictly decreasing function which is concave [1] . We denote this curve by Vu(p).
With the foregoing example in mind, we let B be a subset of A, and we let W denote a space of curves in B which intersect Ws(p) only once in a neighborhood of Vu(p). At this point, a difficulty arises: since t is expanding in the direction of Vu(p), points in the neighborhood of V"(p) will eventually leave the set B . Therefore, if we start with a density function / on a curve r in B transversal to Ws(p) in a neighborhood of V"(p), some of the mass of the measure associated with / will be dispersed outside the set B. To retain a probability density function on the image curve x(Y) remaining in B, we must normalize PJ on x(T). We, therefore, define a new operator,
We remark that Px is not a Frobenius-Perron operator associated with a map. We shall refer to Px as the conditional Frobenius-Perron operator. It is a nonlinear Markov operator, i.e., PJ > 0 if / > 0, and ||PT||L (T(r)) = ||/||L (r). A measure p is called conditionally invariant if there exists a constant a, 0 < a < 1, such that p(x~xE) = ap(E) for all Borel sets E. It can be easily shown that Pj = fi* if and only if the measure fi* ds on Vu(p) is conditionally invariant with respect to x, where ds denotes the arclength differential on V"(p). The notion of conditionally invariant measures was used in [3, 4] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A conditionally invariant measure p on a set S can be interpreted as follows: we start with a very large number of points in S and iterate those points under x. After some time, the distribution of points remaining in S is given by p.
In §2, we fix the notation for Frobenius-Perron operators on spaces of curves. In §3, we use the notion of regularity of a function to prove the existence of a unique, smooth conditionally invariant measure p on a segment of the unstable manifold of a fixed point for the homeomorphism x. Furthermore, we show that a = l/\Xx \, where Xx is the eigenvalue of maximum modulus of the Jacobian matrix of x at the fixed point p . We also derive a formula for /*, the density of p, in terms of Xx.
In §3, we start with Lebesgue measure on a neighborhood of V" and show that the sequence of measures obtained by iterating it under PT converges weakly to p.
Remark. The idea of considering transformations on spaces of curves has applications. For example, in [6] , the motion of rotary drills is modelled by a transformation on a circle: everytime a tip of the circular drill strikes rock, it spins deterministically to a different point on the drill. The shape of the DNA molecule is the well-known double helix. In the course of division, each strand undergoes deformations, which can be viewed as a transformation from one curve to another. A third example is the human spine, which may be modelled by a curve. Each step is a dynamical process through a family of curves which are deformations of the original curve.
Notation
In this section, we fix our notation, present definitions, and auxiliary results. Without loss of generality, we shall work in R . We consider a transformation x : R -y R which has a hyperbolic fixed point p. The Henon map is an example. Let B be a bounded neighborhood of p. (For the Henon map, we consider the part of the trapping region that lies in the first quadrant.) Let V" = Wu(p) nfi bea connected segment of the unstable manifold of p which lies in B and contains p . For the Henon map, V" is described in [1] ; it is a strictly decreasing function which is concave and whose graph can be approximated by solutions of functional equations. Let Vs = Ws(p)nB be a connected piece of the stable manifold of p which lies in B and contains p . Let Y be a smooth curve in B which intersects Vs transversely and only once at the point x0.
See Figure 1 .
With the motivation of the preceding discussion, we present the following notation.
Let W be a family of smooth curves in R2 of finite length. For each Fef', let us distinguish a point aT £ int Y such that the arclengths from aT to both ends of Y are greater than the fixed positive numbers q and r. Let each Y £ W' be parametrized by its arclength, i.e., by y : [-qr, rr], where qr + rr is the total length of Y and y(0) = ar. Let W be the set of curves belonging We are now ready to state the main result, which will be proved in the subsequent lemmas. Proof. We know that r^ -> Vu in the C -topology as « -> oo. By Lemma 3, there exists an integer N such that for all « > N, the hypothesis of Lemma 2 holds for some «0 with Ca"° < 1. Let n = N + n0-k + r, 0 < r < «0 . Since Yn -> V" in the C2-topology, the constant M of Lemma 1 can be chosen for all r^'s at once. Let Mx be the analogous constant for the transformation x"°o n the curve Y with n > N. We can also find constants C, and C,, where
sup sup|(r_1)'(y"_1^)l =c, Moreover, we have ißniXTi)lßnifi))<lßnff, and, by Lemma 5, ||P"#II » \\p"Xt II > \\P"Xr II are uniformly bounded. By the A-lemma, (ß"(X\)IßniXr)) IS uniformly bounded and the bound depends only on the angle at which Yx and T2 intersect Vs.
Summing up we obtain the conclusion of the lemma with W depending only on the angle at which Yx and T2 intersect Vs and upper and lower bounds on / and g . D Lemma 9. The operator AÁP has a unique fixed point (Y*, fi*) with Y* = Vu and f* £Lip+(Vu).
Proof. Let us consider x = x^v« and PT = P^vu. Let Jf = j/eLip+(J/"), f>0, j* fdsv* = l\.
It is easy to see that PfJA) c AAAA . Using arguments analogous to those in the proof of Lemma 1, we can show that for f £3AA ,
Regv»PJ<ßRegyUf + M,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where 0 < ß < 1 and M > 0 is independent of ß . Let p = M/(l -ß) and H = {fi £ X: RegF*/ < p) . Then PXH C Hp . Since regularity is a convex function, H is convex. Also, H is compact in C (Vu). The proof of this follows from arguments analogous to those in Lemmas 5, 6, and 7.
Since PT is a normalization of a continuous operator, it is itself a continuous operator on H . By the Schauder-Tychonoff Theorem, PT has a fixed function f in//,.
We will now prove the uniqueness of /*. Let us assume that there exist two fixed functions fi and fi2 for Pr in H . Let ai be the constant such that Pxfi = ^Prfi'
i.e., ai = /T-i(K») / dsvu for i =1,2.
First we will prove that ax = a2. Assume ax ^ a2 and let a, > a2. We have P"ifi) = <P"ifi) = «"/,, PnT(f2) = an2P^(f2) = anf2. Since x~"x -> p as « -» oo and D xn is continuous, the only possible way that limn_tooa"\D t"(x~"x)\ can exist is that a= l/Dyx(p)\.
Recall that Dyx(p) = T'(y~xp). Since T(t) = y~x o x o y(t), T'(t) = J-\(xy(t))Jfxy(t))Jy(t),
where Jp is the Jacobian of the transformation p. Let i0 be the point in / such that y(tf) = p , the fixed point of x. Then T'(y'xp) = Jy-<(p)Jfp)Jy(y~xp).
Notice that Jy(t0) is a vector in the direction of the tangent line to V" at p . License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. We proved in Lemma 7 that the sequence {(Yn, fn)}f=x is precompact in SP. Let (Vu, g) be a limit point of the sequence, i.e., there exists a subsequence {(Y^, f )} such that irnk,f"k)Zivu,g).
We will prove that (PTlvu)"k+,~"kg -» g in Up+(VU). We have ||(V")"*+,"'*s-*H = ni&nM~nkivu,g)AV", g))
Thus, (P^p.)"*«-"**-» * in Lip+(Ftt).
There are two possibilities: (a) The sequence {ink+x-nk)}^=x is bounded. Then g is a periodic point of P. vu. Since the reasoning of Lemma 9 applies to x" as well as to x, g = fi*.
(b) The sequence [ink+x -nk)Y£=x is unbounded. Then g is a limit of some sequence {iP"'g)}°lx • Using the results of Proposition 6 and Theorem 3 of [3] applied to the space V" , the transformation x^u, and the operator P,yU, we again obtain g = fi*. D Remarks. (1) Lemma 10 does not necessarily hold if we start the sequence {(Yn, fn)}^x from a density function which is not positive or Lipschitz continuous. For example, in the case of the Henon mapping, if we start with a density /on V" , which is 0 on one side of the fixed point and positive on the other side, then there exist at least two limit densities for {/"}^lj.
(2) Using the methods in the appendix to [3] , we can prove that if x is C°° , then the conditionally invariant density /* is also C°° and that the convergence &n(Y,f)^(Vu,f*) takes place in any Cr-topology for both the curves and the densities on them. (3) Recall that V" = W"(p) DB . Hence V" and the conditionally invariant measure depend on B. We show this dependence explicitly by writing V# = W"(p) n B and pB = p. Corollary 3 proves that pB(x~xV£) = l/\Xx\, where Xx is the maximal eigenvalue of the Jacobian of x at p ; that is, pB(x~xVB) does not depend on B . This phenomenon exists in a simpler setting. Consider the map x: R -> R, defined by x(x) = sx, where s > I. Let B = [-ßx, ß2] be any interval containing the origin. It is easy to show that pB is Lebesgue measure on B . Hence pB(x~xB) = l/s, independent of B .
(4) The conditional Frobenius-Perron operator PT is defined by normalizing the Frobenius-Perron operator PT. Another normalized Frobenius-Perron operator can be obtained by defining P' = PT + (1 -a) , where a = p(x~xVu) and p is the conditional invariant measure obtained by using PT. P'x can be interpreted as follows: PJ causes 1 -a of the mass of the density / to be removed from the set B, and the number 1 -a reflects the insertion of this mass back into B. It is easy to see that Pj* = f*, where /* = PJ* is the density of the conditional invariant measure.
Convergence to the conditionally invariant measure
In this section, we consider the following problem. Let %/ be any neighborhood of the fixed point with %A c B. Let / be the normalized Lebesgue measure on ^, or any absolutely continuous measure on ÎA having a Lipschitz continuous density function. We consider the sequence of probability measure:
i « TJ\B Yn = x"J(B)
We will show that y/n->p in the weak topology, where p is the conditionally invariant measure on Vu, the existence of which was proved in the previous section. Let W be any C2 vector field on í¿ such that V" is an integral curve of W and W is transversal to Vs. Let the family {Yx}x€Vsn%, be the foliation of y into integral curves of W. We will need the following lemma in the sequel.
Lemma 11. The convergence of P"/r to fi* as « -+ oo proved in Theorem 1 is uniform in x £ Vs.
Proof. By Theorem 1, we know that P"fiT -> /* in the .SMopology, for any x £ Vs. From the A-lemma for families of curves transversal to Vs and depending continuously on x e Vs, we know that xn(Yx) n B -> Vu uniformly in the ¿-metric. The speed of convergence depends only on the angle of intersection of rx and Vs, and this angle can be made uniformly bounded away from zero by a proper choice of the vector field W. By definition W' \DT f(t-(«))| '
x Since {/r }x€Vs is a uniformly equicontinuous, uniformly bounded family of functions, x is at least a C2-transformation, and x"(Yx)nB -> Vu uniformly, the functions P"/r and P"/r are uniformly close for all xx and x2£Vs.
This implies that the numbers p(xnYx ) and p(t"Yx ) are uniformly close for xx, x2 £ Vs, where
PiT"Tx) = / P"fr (^WVrr )M- 
