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Abstract
Let k0 be a field, char k0 = 2, n  2, a, b1, . . . , bn ∈ k0∗ such that the elements a, b1, . . . , bn ∈
k0∗/k0∗2 are linearly independent. We show that there exists a field extension F/k0 and an
anisotropic 4-dimensional form ϕ over F such that d±(ϕ) = a, the form ϕF(√b1,...,√bn) is isotropic
and the form (ϕ
F(
√
b1,...,
√
bn)
)an is not defined over F .
 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries
Let F be a field of characteristic different from 2, and let n be a positive integer.
Recall that the field extension L/F is said to be excellent (respectively n-excellent) if
for any quadratic form (respectively for any quadratic form of dimension at most n) ϕ over
F the anisotropic part of the form ϕL is defined over F . It seems to be rather difficult
problem to establish whether the given field extension is excellent. However, it is well
known that any quadratic extension and any finite extension of odd degree are excellent
(see for example [6]). Also it is obvious that any field extension is 3-excellent. On the other
hand, examples of nonexcellent biquadratic (i.e., of the kind F(√a,√b )/F ) extensions of
characteristic 0 were given in [2]. Moreover, suppose that there is a central division algebra
over F of degree 8 which does not decompose into a tensor product of quaternion algebras.
Then one can show that it gives rise to a biquadratic field extension over F , which is not
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860 A.S. Sivatski / Journal of Algebra 275 (2004) 859–8664-excellent. (Indeed, if D is such an algebra, then by [5] there are a, b, c ∈ F ∗ such that
DF(
√
a,
√
b,
√
c ) is split. On the other hand, by [8] there exist u,v, x, y, z ∈ F ∗ such that
M2(D)  (a, x)⊗F (b, y)⊗F (c, z)⊗F (u, v). It is easy to see that the anisotropic part of
the form 〈uv,−u,−v, c〉F(√a,√b ) is not defined over F .) Examples of such algebras were
constructed in [1] (for charF = 0), and in [3] (for any charF ).
The purpose of this paper is to investigate multiquadratic extensions with respect to
the excellence property. We prove that any multiquadratic field extension is “stably”
nonexcellent. More precisely let k0 be a field, chark0 = 2, n 2, a, b1, . . . , bn ∈ k0∗ such
that the elements a, b1, . . . , bn ∈ k0∗/k0∗2 are linearly independent over Z/2Z. We show
that there exists a field extension F/k0 and an anisotropic 4-dimensional form ϕ over F
such that the following holds:
(1) The elements a, b1, . . . , bn remain linearly independent in F ∗/F ∗2.
(2) d±(ϕ) = a.
(3) The form ϕF(√b1,...,√bn ) is isotropic.
(4) The form ϕL is anisotropic for any L = F(√b1, . . . ,√bn ) such that F ⊂ L ⊂
F(
√
b1, . . . ,
√
bn ).
(5) The form (ϕF(√b1,...,√bn ))an is not defined over F .
To construct such a field extension we have to involve a bit of algebraic geometry
and K-theory. The notation used in the sequel is more or less standard. If F is a field,
then 2BrF stands for the 2-torsion of the Brauer group BrF . The symbol (u, v) denotes
the corresponding quaternion algebra. If C is a conic over a field k, and p is a closed
point of C, then k(C) is the function field of C and k(p) is the residue field at p. If
f ∈ k(C), then (f ) is the divisor of the function f . The abbreviations res, N , ind, deg
denote respectively restriction, norm, index and degree. If L/F is a field extension and A
is a central simple F -algebra, then AL = resL/F A = A ⊗F L. Slightly abusing notation
we shall also denote by A the corresponding element in 2BrF . The symbol d±(ϕ) stands
for the signed determinant of the form ϕ, which coincides with the usual determinant detϕ
if dimϕ = 4.
2. Nonexcellence of multiquadratic extensions
We begin with the following
Proposition 1. Let k0 be an arbitrary field of characteristic different from 2, let n  2
be an integer. Suppose that a, b1, . . . , bn ∈ k0∗ are such that a, b1, . . . , bn ∈ k0∗/k0∗2 are
linearly independent over Z/2Z. Then there exists a field extension F/k0 and D ∈ 2BrF
such that
(a) The elements a, b1, . . . , bn remain linearly independent in F ∗/F ∗2.
(b) indD = 2.
(c) DF(√a,√b ,...,√b ) = 0.1 n
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L = F (√a,√b1, . . . ,√bn ).
(e) D does not decompose into a sum D = A1 +A2 such that A1,A2 ∈ 2BrF , A1F(√a ) =
0 and A2F(√b1,...,
√
bn )
= 0.
Proof. To prove the proposition we need the following lemma which will be proved a bit
later.
Lemma 2. There exists a field extension k/k0 and some elements xi, yi ∈ k∗ such that the
following conditions hold.
(1) The elements a, b1, . . . , bn remain linearly independent in k∗/k∗2.
(2) indA = 2, where A =∑ni=1(bi, xi2 − ayi2) ∈ 2Brk.
(3) A
k(
√
a
∏
i∈I bi )
= 0, where I is any subset of {1,2, . . . , n}.
(4) indB = 2, where B =∑ni=1(bi, xi + yi√a ) ∈ 2Brk(√a ).
(5) If k(√a ) ⊂ l ⊂ k(√a,√b1, . . . ,√bn ) and Bl = 0, then l = k(√a,√b1, . . . ,√bn ).
Assume for a while that the lemma is true. Then we can construct the required field F
in the following way.
Let C be the projective conic over k corresponding to A. Set F = k(C). Then AF = 0.
Consider the exact sequence [4]
2BrF
res−−→ 2BrF
(√
a
) N−−→ 2BrF.
Since 0 = AF = NF(√a )/F (BF(√a )), we have that BF(√a ) = DF(√a ) for some D ∈ 2BrF .
Since indB = 2, we get that indD  4. Moreover, we may assume that indD  2, for
if indD = 4, then D = D1 + D2 for some D1,D2, such that indD1 = indD2 = 2 and
D2F(
√
a ) = 0, and we may change D for D1.
We claim that the field F and the algebra D satisfy all the conditions of the proposition.
Condition (a) is obvious. Let us check (b). We know that indD  2. If indD = 1, then
Bk(
√
a )(C) = 0, and so B is either zero or Ak(√a ). In both cases A = Nk(√a )/kB = 0,
a contradiction.
Condition (c) is obvious since
DF(
√
a ) =
n∑
i=1
(
bi, xi + yi
√
a
)
.
To show that (d) holds consider any
F
(√
a
)⊂ L ⊂ F (√a,√b1, . . . ,√bn )
862 A.S. Sivatski / Journal of Algebra 275 (2004) 859–866and let l be the corresponding intermediate field
k
(√
a
)⊂ l ⊂ k(√a,√b1, . . . ,√bn )
such that L = l(C). If DL = 0, then Bl(C) = 0, so Bl is either zero or Al . By
condition (5) of Lemma 2 the first case means that l = k(√a,√b1, . . . ,√bn ), hence
L = F(√a,√b1, . . . ,√bn ). The second case means that Bl = Al = Bl + σBl , where σ
is the natural conjugation of B with respect to √a. Therefore, we get σBl = 0, and so we
return to the first case.
Now check (e), the most difficult point. Assume the contrary, i.e., that D = A1 + A2,
A1F(
√
a ) = 0, A2F(√b1,...,√bn ) = 0. Then
BF(
√
a ) =
n∑
i=1
(
bi, xi + yi
√
a
)= DF(√a ) = A2F(√a ).
Consider the points z1, . . . , zk at which A2 has nonzero residues under the map
2BrF →∐p∈C1 k(p)∗/k(p)∗2. Since A2F(√a ) has no residues at all, we conclude that
the residues at the points z1, . . . , zk are all equal to a. Therefore, since
A2F(
√
b1,...,
√
bn )
= 0,
we have that
ak(z)(
√
b1,...,
√
bn )
∈ k(z)(√b1, . . . ,√bn )∗2
for any z = zj . This means that a ≡ ∏i∈I bi mod k(zj )∗2 for some I ⊂ {1,2, . . . , n}
depending on j . Hence
k
(√
a
∏
i∈I
bi
)
⊂ k(zj ).
Lemma 3. For any z = zj we have 4 | degzj .
Proof. Assume this is not the case. Consider the tower k ⊂ k(√c ) ⊂ k(z), where c =
a
∏
i∈I bi and I coresponds to the point zj . Since Ak(z) = 0 and [k(z) : k(
√
c )] is odd,
we conclude that Ak(√c ) = 0, which contradicts condition (3) of Lemma 2. The lemma is
proved. 
Now we use the fact that any divisor of degree zero on a conic is principal. Choose any
y ∈ C such that degy = 2. Let s =∑ki=1 degzj . Consider the divisor
a= − s
2
y +
k∑
zi .i=1
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has nonzero residues just at the points z1, . . . , zk since by Lemma 3 the number s/2
is even. Moreover, all these residues are equal to a. Therefore, the algebra Â2 = A2 +
(a, f ) has no residues at all, i.e., Â2 ∈ 2Br(C). By Merkurjev’s theorem [4] we can
identify K2k(C)/2K2k(C) and 2Brk(C). Then by [7, Lemma 5] we get that either
Â2 ∈ resF/k( 2Br k), or 2Br(C)/ resF/k( 2Brk) = Z/2Z and Â2 is nontrivial in this factor
group.
In the first case let Â2 = resF/k A˜. Then
(
A˜ + B)
k(
√
a )(C)
= (Â2 + B)k(√a )(C) = (A2 + B)k(√a )(C) = (D + B)k(√a )(C) = 0.
Hence (A˜ + B)k(√a ) is either zero or Ak(√a ). But then 0 = Nk(√a )/kB = A, a contradic-
tion.
In the second case, when Â2 /∈ resF/k( 2Brk) let A = (a1, a2). Then F is the quotient
field of the ring k[u1, u2]/a1u21 + a2u22 − 1, where u1, u2 are indeterminates. It is easy to
see that NF/k(u1)(Â2) = A. Consider the commutative diagram
2BrF
N
res
2BrF(
√
a )
N
2Br k(u1)
res
2Brk(
√
a )(u1)
So we have
resk(
√
a )(u1)/k(u1) A = resk(√a )(u1)/k(u1) ◦NF/k(u1)(Â2)
= NF(√a )/k(√a )(u1) ◦ resF(√a )/F (Â2)
= NF(√a )/k(√a )(u1)(B) = 0,
a contradiction to condition (3) of Lemma 2. Thus Proposition 1 is proved modulo
Lemma 2. 
Proof of Lemma 2. Let L be a field, charL = 2, a, b ∈ L∗, [L(√a,√b ) : L] = 4,
u1, v1, u2, v2 ∈ L, u1 + v1√a, u2 + v2√a = 0 so that α = (u1 + v1√a,u2 + v2√a ) is a
quaternion algebra over L(
√
a ), ε = resL(√a )/L ◦ NL(√a )/Lα. Assume that
εL(
√
a,
√
b ) = 0.
Let x, y be indeterminates, β = α + (b, x + y√a ). The algebra β is defined over
L(
√
a, x, y) and indβ = 4, for otherwise αL(√a,√b ) would be trivial, which would imply
triviality of the algebra ε √ √ , a contradiction.L( a, b )
864 A.S. Sivatski / Journal of Algebra 275 (2004) 859–866Let
ϕ = 〈u1 + v1√a,u2 + v2√a,
− (u1 + v1√a )(u2 + v2√a ),−b,−(x + y√a ), b(x + y√a )〉
be a corresponding Albert form for β . The element y is determined by the equation
ϕ(t1, . . . , t6) = 0, so
L
(√
a, x, y
)
(ϕ) = L(t1, . . . , t6, x,√a ).
Set E = L(t1, . . . , t6, x). Obviously, ind resE(√a )/L(√a,x,y) β = 2. To prove Lemma 2 we
need the following
Lemma 4. ind(resE(√a )/E ◦ NE(√a)/Eβ) = 4. In particular, we have
(resE(
√
a )/E ◦ NE(√a )/Eβ)E(√a,√c ) = 0 for any c ∈ E∗.
Proof. It is obvious that
resE(
√
a )/E ◦NE(√a )/Eβ = resE(√a )/E ◦NE(√a )/E
(
α + (b, x + y√a ))
= εE(√a ) +
(
b, x2 − ay2)
E(
√
a )
.
Since the extension E/L is purely transcendental, we get that εE(√a,√b) = 0. Since
indβE(√a ) = 2, it follows that indNE(√a )/Eβ  4, hence we have
ind(resE(√a )/E ◦NE(√a )/Eβ) 4.
Suppose that ind(resE(√a )/E ◦NE(√a )/Eβ) 2. Since E(
√
a ) = L(√a, x, y)(ϕ) and ϕ is
an Albert form corresponding to β , it is easy to see that
ind
(
ε + (b, x2 − ay2))
L(
√
a,x,y)
 2.
The element x2 −ay2 is a local parameter in L(√a, y)(x) with respect to the valuation over
L(
√
a, y) determined by x − √ay . By Tignol’s theorem [9, Proposition 2.4] this implies
that indεL(y,√a )  2 and εL(y,√a,√b ) = 0, hence εL(√a,√b ) = 0, a contradiction, which
proves the lemma. 
Now we return to the proof of Lemma 2. We set L1 = k0(x1, y1) and B1 = (b1, x1 +
y1
√
a ) ∈ 2BrL1(√a ), the variables x1, y1 being indeterminates. By the previous lemma
starting from the field L = L1, the algebra α = B1 and the elements b = b2, x = x2,
y = y2 we can produce step by step a chain of fields L1 ⊂ L2 ⊂ · · · ⊂ Ln and algebras
Bk (2 k  n), with the following properties:
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√
a ) = Lk−1(xk, yk,√a )(ϕk), where ϕk is some anisotropic Albert form over
Lk−1(xk, yk,
√
a ) and xk, yk are indeterminates.
(ii) For any 1 k  n the extension Lk/k0 is purely transcendental.
(iii) Bk =∑ki=1(bi, xi + yi√a ) ∈ 2BrLk(√a ).
(iv) indBk = 2 and indNLk(√a )/LkBk = 4.
Now let ψ be an Albert form corresponding to the algebra NLn(√a )/LnBn. Set
k = Ln(ψ), B = resk/Ln Bn, A = resk/Ln ◦ NLn(√a )/LnBn.
We claim that the field k, elements a, b1, . . . , bn ∈ k∗0 , the algebras A and B satisfy all the
properties (1)–(5) of Lemma 2. The properties (1), (2) and (4) are obvious. As for property
(3) we shall prove even more, namely, that for any c ∈ L∗n we have Ak(√c ) = 0. Indeed,
Ak(
√
c) = resk(√c )/Ln ◦NLn(√a )/LnBn
= resLn(√c,ψ)/Ln(√c ) ◦ resLn(√c )/Ln ◦ NLn(√a )/LnBn.
Since indNLn(√a )/LnBn = 4 we get that
resLn(
√
c )/Ln
◦NLn(√a )/LnBn = 0.
Therefore, since dimψ = 6, we conclude that Ak(√c) = 0.
Now we check property (5). Obviously it suffices to prove that if k0(
√
a ) ⊂ l0 ⊂
k0(
√
a,
√
b1, . . . ,
√
bn) and (Bi)l0Li = 0 then k0(
√
a,
√
b1, . . . ,
√
bi) ⊂ l0. We shall do
it by induction on i . The case i = 1 is obvious. Let us check the induction step i → i + 1.
Suppose that
(Bi+1)l0Li+1 =
(
Bi +
(
bi+1, xi+1 + yi+1√a
))
l0Li(xi+1,yi+1)(ϕi+1) = 0.
Then (
Bi +
(
bi+1, xi+1 + yi+1√a
))
l0Li(xi+1,yi+1) = 0,
which implies in turn by Tignol’s theorem that (Bi)l0Li = 0 and bi+1 ∈ (l0Li)∗2. Hence by
the induction hypothesis k0(
√
b1, . . . ,
√
bi ) ⊂ l0. Since Li/k0 is the purely transcendental
extension we get
√
bi+1 ∈ l0∗, hence property (5) follows and so Lemma 2 is proved. 
Keeping the previous notation we obtain the following corollary, which is the main
purpose of the paper.
Corollary 5. There exists a 4-dimensional quadratic form ϕ over F such that
(1) The form ϕF(√b1,...,√bn ) is isotropic.(2) The form (ϕF(√b ,...,√b ))an is not defined over F .1 n
866 A.S. Sivatski / Journal of Algebra 275 (2004) 859–866(3) If F ⊂ L ⊂ F(√b1, . . . ,√bn ) and the form ϕL is isotropic, then
L = F (√b1, . . . ,√bn ).
(4) d±(ϕ) = a.
Proof. Let D = (u, v). We claim that the form ϕ = 〈uv,−u,−v, a〉 satisfies all the
required conditions:
(1) Since DF(√a,√b1,...,√bn ) = 0, the form ϕF(√a,√b1,...,√bn ) is hyperbolic. Therefore,
since dimϕ = 4 and detϕ = a, the form ϕF(√b1,...,√bn ) is isotropic.(2) Assume that the form (ϕF(√b1,...,√bn ))an is defined over F . Then there is c ∈ F ∗
such that (ϕF(√b1,...,
√
bn )
)an  c〈1, −a〉, hence the form
〈uv,−u,−v, a,−c, ac〉F(√b1,...,√bn )
is hyperbolic. Therefore, ((u, v) + (a,−c))F (√b1,...,√bn ) = 0. Setting A1 = (a,−c), A2 =
(u, v) + (a,−c) we get a contradiction to condition (e) of Proposition 1.
(3) Suppose the form ϕL is isotropic and F ⊂ L ⊂ F(√b1, . . . ,√bn ). Then (u, v)L(√a )
= 0, so by condition (d) of Proposition 1, L(√a ) = F(√a,√b1, . . . ,√bn ). Since √a /∈
F(
√
b1, . . . ,
√
bn ), we conclude that L = F(√b1, . . . ,√bn ).
(4) Obvious. 
Remarks. (1) In Proposition 1 we can construct the field F satisfying the additional
condition cd2 F = 3. Indeed, since F = k(C), C being a conic, it suffices to provide
cd2 k = 2. To do this notice that if the field k and algebras A, B satisfy conditions (1)–(5)
of Lemma 2, then the same holds for the field l and the algebras Al , Bl , where either l/k
is an odd degree extension, or l = k(π), π being a 3-fold k-Pfister form.
(2) It is well known that if n = 1, conditions (c) and (e) of Proposition 1 cannot
hold simultaneously. The proof of Lemma 2 does not work because in this case A =
(b1, x21 − ay21) and so Ak(√ab1) = 0.
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