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Povzetek
Eksperimenti so pokazali, da se pri velikih gostotah sfericˇni polimerni nanokoloidni
delci samoorganizirajo v vrsto kristalnih struktur in kvazikristalov. Cˇeprav ne povsem
enaka, so fazna zaporedja suspenzij dendrimerov, zvezdastih polimerov in dvoblocˇnih
kopolimerov presenetljivo skladna; pogosto vsebujejo ploskovno in prostorsko centri-
rano kubicˇno mrezˇo (znani z anglesˇkima kraticama FCC oziroma BCC), mrezˇo A15,
heksagonalno mrezˇo (H), mrezˇo   in plastovite dodekagonalne kvazikristale (DQC).
Skupna mikromehanicˇna lastnost vseh omenjenih nanokoloidnih delcev in s tem
mozˇni vzrok za podobnost faznih diagramov je mehkost. Doslej so scenarij, v katerem
so opazˇeno fazno obnasˇanje pripisali mehkosti delcev, eksplicitno raziskali bodisi s
simulacijami z monomerno locˇljivostjo bodisi z efektivnimi parskimi interakcijami.
Cˇeprav te raziskave res potrjujejo stabilnost netesnih skladov, omenjenih zgoraj, je
mogocˇe iskati tudi razlage znotraj kontinuumskih teorij, v katerih ni vecˇine moleku-
larnih podrobnosti. V doktorskem delu obravnavamo tovrstne delce kot deformabilne
elasticˇne sfere, ki druga z drugo interagirajo ob stiku. Odbojni potencial med delci
opiˇsemo z dvema modeloma elasticˇne energije iz domene koncˇnih deformacij, in
sicer s Saint-Venant–Kirchho↵ovim in z Ogdenovim neo–Hookovim modelom. S
celicˇnim priblizˇkom izracˇunamo deformacijske proste energije za vecˇ Bravaisovih in
ne-Bravaisovih kristalnih skladov in na podlagi slednjih skonstruiramo fazni diagram
elasticˇnih sfer s pozitivnim Poissonovim sˇtevilom. Obenem dolocˇimo meje rezˇima
majhih deformacij, kjer velja Hertzova teorija stika dveh sfer, in meje rezˇima velikih
deformacij, kjer so dominantne vecˇdelcˇne interakcije. Pokazˇemo, da je veljavnost
obeh rezˇimov odvisna od koordinacijskega sˇtevila in od Poissonovega sˇtevila ter da
parska aditivnost kontaktnih interakcij tipicˇno velja le pri majhnih indentacijah tik
nad prehodom iz tekocˇe faze v mrezˇo FCC. Nadalje raziˇscˇemo elasticˇno obnasˇanje ene
same sfericˇne polimerne sˇcˇetke (SPB) ob diametralnem stisku pri vrsti funkcionalnosti
in razlicˇnih dolzˇinah verig. Opazˇeni univerzalni odziv SPB pojasnimo s skalirno
teorijo in interpretiramo z dvema razlicˇnima kontinuumskima modeloma, ki veljata
dalecˇ onstran rezˇima majhnih deformacij. Pri majhnih in zmernih stiskih lahko
deformacijo natancˇno opiˇsemo tako, da SPB obravnavamo kot kapljico, pri velikih
stiskih pa se SPB obnasˇa kot elasticˇna sfera. Ocenimo tudi efektivni prozˇnostni
modul in Poissonovo sˇtevilo SPB.
Kljucˇne besede: koloidi, mehanika kontinuov, elasticˇnost, koncˇne deformacije,
Hertzova teorija, parska aditivnost, vecˇdelcˇne interakcije, celicˇni priblizˇek, metoda
koncˇnih elementov, Poissonovo sˇtevilo, diametralni stisk, netesni kristalni skladi,
fazni diagram.

Abstract
Experiments have shown that at large densities, spherical polymeric nanocolloids
self-organize in a number of crystal structures and quasicrystals. Although not
identical, the phase sequences of suspensions of dendrimers, star polymers, and
block-copolymer micelles are remarkably consistent, often featuring the face- and
body-centered cubic lattices (FCC and BCC, respectively), A15, simple hexagonal
(H),   lattice and layered dodecagonal quasicrystals (DQC). The common microme-
chanical feature of all these nanocolloidal particles, and thus the possible origin of
the similarities of their phase diagrams, is softness. So far, the idea of attributing
the observed phase behavior to particle softness has been explored explicitly using
either simulations at a monomer-resolved level or using e↵ective pair interactions.
Although these studies confirm that the non-close-packed structures mentioned above
are indeed stable, a di↵erent type of argument may be sought within continuum
theories, which dispose of most molecular-level details. In this Thesis, we consider
the particles as deformable elastic spheres which interact with each other on contact.
We describe their repulsive potential using two strain energy density functions from
the finite deformation theory: The modified Saint-Venant–Kirchho↵ and the Ogden
neo–Hookean model. Using the cell approximation, we compute the deformation free
energy of a set of Bravais and non-Bravais lattices up to very large deformations
and we use these results to construct the phase diagram of elastic spheres with a
positive Poisson ratio. We also delimit the small deformation regime, where the
Hertz theory of sphere-sphere contact is valid, from the large deformation regime,
where non-pairwise interactions are dominant. We show that the validity of either
regime depends on the coordination number and on the Poisson ratio, and that the
pairwise additivity of contact interaction typically holds only at small indentations
just a little beyond the liquid–FCC transition. Furthermore, we study the elastic
behavior of a single spherical polymer brush (SPB) upon diametral compression for
a set of functionalities and chain lengths. We observe a universal response of the
SPBs, which is rationalized using scaling arguments and interpreted in terms of two
di↵erent coarse-grained models applicable far beyond the small-strain regime. At
small and intermediate compressions the deformation can be accurately reproduced
by modeling the brush as a liquid drop, whereas at large compressions the brush
behaves as a elastic sphere. We also estimate the e↵ective Young modulus and the
Poisson ratio of the SPB.
Keywords: colloids, elasticity, continuum mechanics, finite deformations, Hertz the-
ory, pairwise additivity, many-body interactions, cell approximation, finite-element
analysis, Poisson ratio, diametral compression, non-close-packed lattices, phase
diagram.
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.Notation
Scalar variables are typeset in italics , vectors in bold italics , and tensors in bold
font. Below we list the most important symbols that are used in this thesis.
symbol description
K bulk modulus
Y Young modulus
⌫ Poisson ratio
µ shear modulus
  first Lame´ coe cient
T temperature
⇢ density
  monomer size; sphere diameter
⇢ 3 reduced density
J volume change ratio
⌘ packing fraction
  Cauchy stress tensor
✏ Cauchy small deformation strain tensor
F deformation gradient tensor
E Green–Lagrange strain tensor
C right Cauchy–Green strain tensor
P first Piola–Kirchho↵ stress tensor
S second Piola–Kirchho↵ stress tensor
X material coordinate
x spatial coordinate
u displacement field
I1, I2, I3 strain tensor invariants
 1, 2, 3 principal stretch ratios

1
Introduction
Packing problems permeate physics in many contexts [1]. The structure of elemental
metals is often interpreted as a stacking of hard impenetrable spheres and likened to
packings of macroscopic bodies such as marbles or even cannonballs first examined
by Raleigh and then by Kepler [1]. If one instead focuses on soft, deformable spheres,
the problem of finding the optimal packing loses some of the geometric generality
but becomes relevant as a model for the structure of matter formed by patently
non-hard particles. Here we theoretically explore this question within the domain of
soft condensed matter, specifically within the colloidal domain.
1.1 What makes soft matter soft?
Colloidal suspensions or briefly colloids are heterogeneous mixtures of dispersed
insoluble particles of mesoscopic dimensions suspended within a continuous phase.
The suspended particles are large enough so that they can be considered as a distinct
phase but still small enough so that they do not sediment and that their thermal
motion is considerable. The diameter of the dispersed particles ranges between 1 nm
and 1 µm. A colloidal system is quite di↵erent from a molecular system as illustrated
by comparing two liquids from our everyday life: Perfume and milk. Perfume is a
homogeneous mixture of a solute and a solvent, so that it looks like a structureless
fluid down to the length scale of nanometers and water and alcohol can be detected
only at the molecular-resolution level (Fig. 1.1a). On the other hand, milk consists of
fat in the form of micelles, exhibiting a structure on a length scale of 10 µm (Fig. 1.1b).
So the length scale of the characteristic structure in these two cases is di↵erent,
namely the perfume is a molecular or simple liquid and milk is a colloidal liquid.
In general, colloidal suspensions are inhomogeneous at the mesoscopic length scale
whereas in simple liquids inhomogeneities exist at the molecular level. Depending
on whether the dispersed phase and the continuous medium are solid, liquid, or
gas, there exist eight di↵erent kinds of colloidal suspensions. Emulsions, foams, and
aerosols are examples of complex fluids that contain grains (solid), bubbles (gas) or
droplets (liquid), respectively. Typical examples of colloids are blood, urine, butter,
glue, ink, etc.
One of the central issues in colloidal suspensions is their stability. In order to
have a stable colloidal system as shown in Fig. 1.2a, there must exist an attractive
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Figure 1.1: Molecular fluid vs colloidal dispersion. A simple liquid is structureless down to
the length scale of nanometers (a). A colloidal system is inhomogeneous at the mesoscopic
length scale (b), with dispersed particles (gray) typically much larger than the solvent
molecules (blue).
force between the particles so the system will not expand, and there must be also
a repulsive force so the system will not collapse. Thus, the stability of a colloidal
system depends on the interplay between attractive and repulsive forces. Additionally,
stability depends on particle size and on particle concentration. For instance, dense
large particles tend to sediment, whereas mixtures in which the dispersed particles
are less dense than the continuous phase tend to phase separate. The smaller the
colloidal particle, the smaller the e↵ect of gravity. Particles in a colloidal suspension
undergo Brownian motion caused by collisions with the molecules of the continuous
medium. Even though the colloidal particles are large enough to be seen through an
optical microscope, they are small enough to be a↵ected by these random molecular
collisions. Therefore, particles that are su ciently small resist to sediment and
aggregate if they collide due to their Brownian motion. Overall, sedimentation and
aggregation are the main phenomena that destabilize a colloidal system (Fig. 1.2b).
In the context of colloidal systems, the order of magnitude of the bonds between
particles is comparable to the thermal energy kBT , and the generic attractive force
between the particles is the van der Waals force. Once the particles come in contact
with each other, the binding energy due to the van der Waals force is much larger than
the thermal energy kBT and mechanical work is needed to redisperse the particles.
The stability of a colloidal suspension thus relies on the repulsive forces between
the particles, which have to be stronger than the van der Waals force at separations
larger than particle diameter a (Fig. 1.2c). If such forces do stabilize the suspension,
then it behaves as a classical ergodic system with the typical energy scales of interest
comparable to the thermal energy. The Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory of colloidal stability relies on electrostatic repulsion as the stabilizing force.
Another common means of stabilizing the suspension is by dispersed polymers. The
nature of some of the forces between colloidal particles can be changed from repulsive
to attractive and vice versa by changing either the physiochemical properties of the
medium or the synthesis of the particles [2].
In addition to the thermal energy as the typical energy scale of interactions,
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Figure 1.1: Molecular fluid vs colloidal dispersion. A simple liquid is structureless down to
the length scale of nanometers (a). A colloidal system is inhomogeneous at the mesoscopic
length scale (b), with dispersed particles (gray) typically much larger than the solvent
molecules (blue).
force between the particles so the system will not expand, and there must be also
a repulsive force so the system will not collapse. Thus, the stability of a colloidal
system depends on the interplay between attractive and repulsive forces. Additionally,
stability depends on particle size and on particle concentration. For instance, dense
large particles tend to sediment, whereas mixtures in which the dispersed particles
are less dense than the continuous phase tend to phase separate. The smaller the
colloidal particle, the smaller the e↵ect of gravity. Particles in a colloidal suspension
undergo Brownian motion caused by collisions with the molecules of the continuous
medium. Even though the colloidal particles are large enough to be seen through an
optical microscope, they are small enough to be a↵ected by these random molecular
collisions. Therefore, particles that are su ciently small resist to sediment and
aggregate if they collide due to their Brownian motion. Overall, sedimentation and
aggregation are the main phenomena that destabilize a colloidal system (Fig. 1.2b).
In the context of colloidal systems, the order of magnitude of the bonds between
particles is comparable to the thermal energy kBT , and the generic attractive force
between the particles is the van der Waals force. Once the particles come in contact
with each other, the binding energy due to the van der Waals force is much larger than
the thermal energy kBT and mechanical work is needed to redisperse the particles.
The stability of a colloidal suspension thus relies on the repulsive forces between
the particles, which have to be stronger than the van der Waals force at separations
larger than particle diameter a (Fig. 1.2c). If such forces do stabilize the suspension,
then it behaves as a classical ergodic system with the typical energy scales of interest
comparable to the thermal energy. The Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory of colloidal stability relies on electrostatic repulsion as the stabilizing force.
Another common means of stabilizing the suspension is by dispersed polymers. The
nature of some of the forces between colloidal particles can be changed from repulsive
to attractive and vice versa by changing either the physiochemical properties of the
medium or the synthesis of the particles [2].
In addition to the thermal energy as the typical energy scale of interactions,
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Figure 1.2: Illustration of a stable colloidal suspension (a); electrostatic and steric
repulsive interactions prevent the particles from aggregation. Illustration of an unstable
suspension (b); aggregation is due to attraction between particles. If the attractive forces
(such as van der Waals forces) prevail over the repulsive ones (such as the electrostatic
ones) particles aggregate in clusters. Interaction potential energy as a function of the
intermolecular distance r, which combines the e↵ects of van der Waals attraction and
electrostatic repulsion. The height of the repulsive barrier "m controls the stability of the
system. The values of minima " and maxima "m as well as their position depend on the
solution; " is the binding energy and a is the core-core distance and the length of the
bond (c).
colloidal suspensions also qualify as a soft-matter system because of their small shear
and bulk moduli involved in their mechanical response. At high densities, colloidal
spheres self-organize in crystalline arrays after they undergo a freezing transition.
The elastic properties of such crystals are quite di↵erent from those of molecular
solids because of the di↵erent length scales. The lattice constant a of a colloidal
crystal is in the mesoscopic range, namely between 10 nm and 1 µm, whereas in a
molecular solid a ⇠ 0.1 nm. The response of the crystal to a shear or a compressive
force is quantified by the Young modulus Y , which scales as Y ⇠ "/a3, where " is
the binding energy. Since the typical energy scale for colloidal systems is the thermal
energy kBT , which at room temperature is ⇠ 10 21 J, and the largest length scale is
of the order of magnitude a ⇡ 10 6 m, the Young modulus is of the order of
Ycolloid ⇠ kBT
a3
⇡ 102 N/m2. (1.1)
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On the other hand, in an atomic crystal the energy scale " is around 10 19 J and the
lattice constant a is of the order of 10 10 m. Thus the Young modulus is
Yatom ⇠ 10
 19J
a3
⇡ 1011 N/m2. (1.2)
Hence the colloidal crystal has a Young modulus that is nine orders of magnitude
smaller than an atomic or molecular crystal. This implies that colloidal crystals are
very sensitive to mechanical forces [3].
Polymers are a well-known and a basic constituent of many complex fluids.
They can be synthesized into various simple and involved architectures, and they
may appear either as a component of the continuous phase or as colloidal particles
themselves. Typical examples of the more complex architectures include dendrimers,
i.e., branched polymers covalently bonded to a common center [4, 5], star polymers
consisting of several linear chains attached to a common center [6], and self-organized
non-covalently-bonded diblock-copolymer micelles. Self-organized micelles are also
found in suspensions of amphiphiles, i.e., molecules with a hydrophylic polar head
and a hydrophobic apolar tail such as surfactants. When surfactants are dispersed
in water, the water-insoluble hydrophobic group must be shielded from water, which
gives rise to a spontaneous formation of micelles as well as to an ordering of the
surfactants at a water surface where the heads remain in water and the tails extend
into the other phase such as air or oil [7].
One of the most spectacular properties of colloidal systems is their ability to
self-assemble on a hierarchy of length scales1; molecules arrange themselves into
supramolecular assemblies, i.e., complexes of molecules, and in turn these assemblies
pack in highly ordered structures such as crystals, even though the complexes are in
noncrystalline phase. The dimensions of the supramolecular assemblies range from
nm to µm.
The di↵erent length scales involved as well as the corresponding theoretical
frameworks and phenomena are illustrated in Fig. 1.3a using a suspension of star
polymers as an example. At the scales of single chain and stars, one can employ scaling
theories of polymers so as to understand, e.g., the structure of a star and its e↵ective
interaction with neighboring stars. The packing of stars and their deformation and
interpenetration can be interpreted in terms of these e↵ective interactions where
the microscopic structure is no longer explicitly present [8]; it is evident that these
involve many-body e↵ects that are currently still poorly understood. As such, the
concept of e↵ective pair potentials serves as a bridge between the monomer scale
and a mesoscopic scale spanning several star-star distances. At a macroscopic scale
of, say, 1 mm or 1 cm, the suspension acts as a continuous medium which can be
described as a classical solid or fluid depending on state.
If the forces between the colloidal particles are repulsive at all separations, the
suspension is stable. Its structure depends strongly on the concentration of the
1Some people distinguish molecular self-assembly as a process by which individual molecules
form an aggregate from self-organization where these aggregates create higher-order periodic
structures like crystal lattices.
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Figure 1.3: Various length scales of a star polymer solution, ranging from microscopic
to macroscopic and covering about eight orders of magnitude (a). Scaling theory and
coarse-grained theories describe the system at di↵erent scales; also indicated are the scales
of self-assembly and self-organization (b). Properties of a colloidal solution depend on its
concentration (c).
dispersed particles. If their concentration is high enough, the suspension undergoes a
transition from a disordered liquid-like arrangement to a crystalline or glassy packing
of particles. In Fig. 1.3c we illustrate one of the possible scenarios of the phase
behavior of a suspension at a mesoscopic scale as a function of the concentration
of the particles. At low densities the suspension is dilute and the particles are in
a disordered fluid phase. As the concentration increases, the particles are closer to
each other and their motion is severely constrained, which leads to formation of
crystal lattices. Depending on the shape and the elastic properties of particles they
may deform and interpenetrate at high concentrations. This type of behavior is
prohibited in hard particles.
Using an argument from the scaling theory based on the osmotic pressure of
macromolecular suspensions, we can show that these solutions behave analogously
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to classical monatomic gases [9]. This analogy can be extended further to argue that
the phase behavior of atomic fluids and crystals can be studied using suspensions
of macromolecules as a scaled-up model. J. H. van’t Ho↵ found that the osmotic
pressure ⇧ of dilute solutions depends on the concentration of the solute molecules
the same way as the pressure of gas depends on the concentration of the gas molecules.
Since this holds for arbitrary densities [10, 11], it implies that by increasing osmotic
pressure one can induce phase transitions in a macromolecular suspension much like
one can induce gas-fluid and fluid-solid transition in an atomic or molecular gas by
increasing pressure. Like in an atomic or molecular gas, the nature of transitions
and the structure of condensed phases of a colloidal suspension depend on the
interactions between the particles. In colloidal suspensions, these interactions can
be tuned, often in a tabletop experiment, and this provides us with an opportunity
to study the structure of matter in great detail–including fundamental problems in
phase transitions [12], crystallization [13], and crystal nucleation and growth [14].
1.2 Phase behavior of soft colloidal systems
After having summarized the properties of colloidal suspensions and particles we
now turn to the bulk phase behavior of such systems. In hard colloidal particles
one observes only close-packed structures, such as face-centered cubic (FCC) and
hexagonal-close-packed (HCP), whereas soft particles form a variety of non-close-
packed lattices (also briefly referred to as open lattices) and quasicrystalline phases.
As long as the particles are spherical aggregates of macromolecular building blocks,
their phase behavior shows a universality which is independent of the type of building
block. Although the range of structures formed by soft particles is more diverse than
that seen in hard spheres, the most frequently observed phases often include just a
handful of lattices: FCC, body-centered cubic (BCC), A15, and   lattice [15, 16, 17].
Also often seen are dodecagonal quasicrystalline (DQC) structures [18, 19]. Although
theory and experiment were developed simultaneously, we begin with theoretical
contributions and proceed with the experimental advances in order to highlight the
open questions for the theory to answer.
The simplest yet nontrivial model to study and understand the colloidal crystal-
lization is the hard-sphere model. In this model, colloids are considered as perfect
spheres that interact via a pair potential, which is infinite if spheres overlap and zero
otherwise (Fig. 1.4a). It can be proven that for monodisperse structures the most
dense arrangement of spheres has a packing fraction of about 0.74 and corresponds
to FCC crystal. For a random close packing, the packing fraction is around 0.63 [20].
However, colloidal crystals appear at much lower volume fractions than of hard
spheres—freezing of a hard-sphere fluid starts at a packing fraction of about 0.494
and melting takes place at a packing fraction of about 0.545 (Fig. 1.5) [20, 21]. The
freezing point is the volume fraction at which the colloidal liquid starts turning into
a solid, whereas melting point is the volume fraction below which the crystal starts
liquifying. At 0.494 <   < 0.545 the equilibrium state is a coexistence of crystal and
liquid.
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Figure 1.4: Model pair potentials frequently used in theoretical studies of colloidal sus-
pensions: Hard-core potential (a), hard-core/square-well potential (b), three core-softened
potentials (Yukawa, hard-core/square-shoulder, hard-core/linear-ramp; c), and an example
of an e↵ective dendrimer-dendrimer potential (d).
In an attempt to understand solid–solid transitions in colloidal systems, Bolhuis
and Frenkel [22] studied an ensemble of hard spherical colloids with a short-range
attractive interaction described by a square-well model (Fig. 1.4b). At low densities
and temperatures there is a fluid-solid transition and at high densities there is an
isostructural solid-solid transition to an expanded phase of the same structure. The
phase transition curves depend on the width of the square-well potential.
One of the first repulsive pair potentials that allow particles to interpenetrate is the
Yukawa (or screened Coulomb) potential (Fig. 1.4c) characterized by an exponential
tail, often combined with hard-core repulsion. Kremer et al. [23] computed the
phase diagram of a system of point-like Yukawa particles and they found BCC
and FCC lattices. The novelty here is that the soft rather than the hard pair
repulsion induces lattices other than FCC. Following this work, di↵erent types of
soft repulsive potentials were studied, like the hard-core/square-shoulder [24] and
the hard-core/linear ramp potential [25] (Fig. 1.4c).
The hard-core/square-shoulder short-range repulsive potential was introduced as
a model for the experimentally observed non-monotonic melting lines in elemental
Cs and Ce [24]. Figure 1.6a shows the phase diagram of hard-core/square-shoulder
ensemble which reproduces qualitatively this feature and also predicts a solid-solid
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Figure 1.5: Phase diagram of the hard-sphere model reproduced from Ref. [21].
transition. The key parameter of the model is the ratio of shoulder and core diameters
referred to as the shoulder-to-core ratio. The role of this ratio was first studied
systematically in two dimensions and at T = 0 in Ref. [25]. The minimal-energy
structures of such systems are quite diverse despite the simplicity of the pair potential,
(a) (b)
a = 1.5
Figure 1.6: Pressure-temperature and pressure-shoulder-to-core ratio phase diagrams of
the hard-core/square-shoulder potential for a shoulder-to-core ratio a = 1.5 (a) and of the
hard-core/linear-ramp potential at T = 0 (b); here a is the ramp-to-core ratio. Reproduced
from Refs. [24] and [25], respectively.
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and they include both expanded and dense hexagonal lattice with shoulder-to-shoulder
and core-to-core packed particles, respectively, as well as oblique, square, stripe,
and a few more complex lattices (Fig. 1.6b). Interestingly, Monte-Carlo simulations
showed that this simple system also forms a decagonal quasicrystal. We mention here
that in all these soft potential systems the liquid–gas coexistence curve disappears
and instead solid–solid transition takes place in both two and three dimensional
systems for attractive potential well widths less than 7% of the hard-core diameter
of the colloidal sphere [22].
A very interesting real system in the context of soft colloids are star polymers
which are characterized by an ultrasoft repulsion with a logarithmic dependence on
center-to-center distance at small distances and an exponential tail (Fig. 1.4d). The
potential depends on the number of arms in a star also referred to as functionality f ;
functionality sets the magnitude of the repulsion and hence the characteristic energy
scale. The theoretical phase diagram of a suspension of star polymers has been
studied in considerable detail [26] and it includes a range of open lattices in addition
to the FCC lattice immediately beyond the low-density fluid phase. In Fig. 1.7a, the
phase diagram is plotted in the (⌘, f 1) plane; here ⌘ is the packing fraction and
f is the functionality so that f 1 is proportional to temperature, showing that the
high-density regime is dominated by several body-centered orthorhombic lattices
and the diamond lattice—both rather unusual—as well as by the A15 lattice. Also
present is the reentrant FCC lattice. We note that in this study the phase sequence
seems to end with the A15 lattice at large densities (Fig. 1.7b).
In an attempt to explain why micellar aggregates of dendrimers, hyper-branched
polymers, and block copolymers pack on lattices other than FCC and HCP, Ziherl
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Figure 1.7: Theoretical zero-temperature phase diagram of star polymer solutions, re-
produced from Ref. [26] (a). The conventional unit cell of the A15 lattice, showing two
inequivalent types of lattice sites (b).
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and Kamien proposed a heuristic theory where these complex spherical particles
are approximated by hard cores with soft coronas and the e↵ective free energy
consists of a bulk and a surface term [27, 28]. The latter is proportional to the
total area of partition of a lattice into cells occupied by individual micelles. As a
result, the minimal-energy structures are related to the Kelvin problem of finding the
space-filling arrangement of cells of equal volume that minimizes the total cell area.
By minimizing the cell area, the overlap and interpenetration of neighboring micelles
is minimized, and thus the entropy associated with the conformational degrees of
freedom of the chains is maximized. The surface term favors the A15 lattice whereas
the bulk term associated with the translational motion of micelles favors the FCC
lattice. By changing the relative weight of the two terms, which can be done either
by changing the number of chains in the shell of the micelles or by changing the
relative shoulder-to-core diameter, one finds that this theory can predict the FCC,
the BCC, or the A15 lattice depending on the parameters. Generally, FCC lattice is
expected in micelles with a thin shell whereas the BCC or the A15 lattice are stable
for thick shells. These ideas are an important step towards the understanding of
colloidal crystals because they relate the stability of a given lattice with its geometry
and because they include many-body e↵ects as the area of a partition of space is not
a pairwise additive quantity.
A very interesting approach to study the e↵ects of deformation in colloidal
particles is to treat them as incompressible yet deformable droplets, with a certain
energy penalty associated with any departure from the spherical shape [29]. In
droplets, this penalty comes from increased surface area due to deformation. This
idea was explored using numerical simulations where the droplets were allowed to
vary in shape, with the range of shapes restricted to prolate and oblate axisymmetric
shapes. Conceptually, this approach is similar to the heuristic theory of Refs. [27, 28]
except that when restricted to the axisymmetric shapes, it does not allow one to
investigate the complete-faceting regime where the droplets fill out all of the volume.
The main prediction of this model is that incompressible droplets form a stable
FCC/HCP lattice of spheres immediately beyond the fluid phase (S1 in Fig. 1.8)
but then at a high density they undergo a transition to a dense lattice of ellipsoids
arranged in layers with the droplets’ long axes pointing along two perpendicular
directions (S2 in Fig. 1.8). Interestingly, the maximal packing fraction of phase S2 is
about 0.77.
The aforementioned work can be extended by assuming that the spheres are
deformable as well as interpenetrable [30]. If viewed as elastic bodies, the repulsive
pair potential between two particles of radius a pressed against each other is the
Hertz potential that is zero for any separation larger than the sphere diameter r > a
and depends on the indentation as U ⇠ r5/2 for separations r  a. The Hertz
theory is universal in the sense that it applies to all isotropic elastic bodies but
it is valid only for small deformations [30, 32]. The numerically obtained finite-
temperature phase diagram for Hertzian spheres is a breakthrough since it predicts
not only the fluid-FCC transition but it gives a series of solid-solid transitions of open
lattices in the high-density regime as shown in Fig. 1.9b. These lattices include the
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fluid FCC/HCP
S1
dense fluid dense solid
S2
Figure 1.8: Phase diagram of incompressible droplets allowed to change their shape within
the class of axisymmetric ellipsoids so as to avoid overlap. The y axis is proportional to
temperature. This model predicts a stable FCC lattice of spheres beyond the fluid phase as
well as a layered lattice of ellipsoids at large packing fractions. Reproduced from Ref. [29].
BCC, simple hexagonal (H), simple cubic (SC), body-centered-tetragonal (BCT), and
rhombohedral (R) phase, all of which are generally stable at low enough temperatures.
The zero-temperature limit of Hertzian spheres was also studied using a broader set
of trial lattices; here the phase diagram is computed based on lattice sums [31]. In
Figs. 1.9b and c we compare the T = 0 phase sequences of Hertzian spheres from
Refs. [30] and [31], which agree at low densities but not at high densities.
In the above models, the nanocolloidal particles are viewed as single entities.
A more detailed description also involving their constituents is also possible but
only within a computational framework. For example, Iacovella et al. [19] studied
the packings of monodisperse and polydisperse micellar systems using molecular
dynamics simulations where the micelles were modeled as beads attached to a rigid
core with a spring. The key parameter of this model is the spring sti↵ness, which
controls the e↵ective surface tension of each micelle. At very low sti↵ness, BCC and
A15 lattices as well as the dodecagonal quasicrystal approximants were found to be
stable, which resonates with the predictions of Ref. [27].
Yet another approach where the very existence of micelles is not assumed in
advance is the self-consistent field theory of diblock copolymers. This commonplace
method was used, e.g., to explore the phase diagram of branched diblock copolymers
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Figure 1.9: Hertz potential (a) and the phase diagram of Hertzian spheres in the 
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plane (b; reproduced from Ref. [30]). Panels (c) and (d) show the solid–
solid transitions at zero temperature for the Hertzian spheres, adapted from Refs. [30]
and [31], respectively. See text for explanation of most abbreviations.
sketched in Fig. 1.10a [33] The phase diagram in the ( , N)-plane (where   is
concentration,   is the Flory-Huggings interaction parameter, and N is the degree
of polymerization) contains the FCC, BCC, and A15 lattices of spheres as well
a hexagonal lattice of cylindrical micelles, a gyroid phase, and a lamellar phase
(Fig. 1.10c). Qualitatively similar results were obtained in miktoarm block copolymers
where n B-type chains are attached to a single A-type chain (Fig. 1.10b). In another
self-consistent-field-theory study of asymmetric block copolymers of ABn type, the  
lattice was found sandwiched between the BCC and the A15 lattice [34].
The main motivation for the theoretical work on structure formation in complex
colloids and the many computational studies in the field (see, e.g, Refs. [20, 35, 36, 37])
were—and still are—experimental results. Over the past three decades, we witnessed
tremendous advances in the field of colloidal suspensions including the synthesis of
macromolecules and their controlled self-assembly in superlattices. Below we present
selected studies that illustrate these developments.
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Figure 1.10: Branched AB diblock copolymer (a) and a miktoarm ABn copolymer (b).
Phase diagram of branched AB copolymers computed using self-consistent field theory in
the plane spanned by concentration   and interaction parameter  N , showing regions of
spherical-micelle lattices (FCC, BCC, and A15), cylindrical lattices (Hex), and gyroid and
lamellar phases (Gyr and Lam). Reproduced from Ref. [33].
The most celebrated experiment involving monodisperse suspensions of spherical
colloidal particles in a liquid [38] showed a rich phase behavior which mimics that
of the atomic liquids and solids. With increasing the particle concentration  c, a
progressive transition from colloidal fluid, to fluid and crystal phases in coexistence,
and finally to fully crystallized samples was observed. A glassy state was obtained
at the highest concentration. Overall, the particle concentration ranges between
0.393   c  0.5. The phase behavior of the nearly hard spherical particles is
summarized in Fig. 1.11. For the case of the most diluted sample  c = 0.393 the
particles are arranged like atoms in a dense liquid and exhibit short-range positional
order. The particles are able to di↵use through the solvent executing a Brownian
motion partially hindered by the neighboring particles. At concentration   = 0.407,
freezing starts with the coexistence of colloidal fluid and crystal phases, which is
analogous to the coexistence of a simple liquid and a solid. Beyond the freezing point
the colloidal crystal grows due to the particle di↵usion from a metastable phase to
an ordered stable one. The spheres are assumed to interact via a steep repulsive
potential since they are nearly hard. For higher concentrations 0.44 .  c . 0.48 the
crystallization is completed and the colloidal particles are packed in a FCC lattice,
and the particle motion is limited to local Brownian excursions centered at sites in
the regular crystalline array. Some crystal heterogeneities emerge in a form of large
irregular crystals for 0.48 .  c . 0.5. At this high concentration, the motion of
particles is restricted and thus only the growth of heterogeneous crystals is possible.
At the highest concentrations  c & 0.5, any kind of di↵usion is impossible and
particles are packed randomly in the form of a colloidal glass. It is worth mentioning
that in Ref. [38], the glassy state was observed for the first time in a monodisperse
system; until then it was known only in polydisperse systems. These experimental
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Figure 1.11: Experimental phase diagram of a suspension of colloidal polymethylmethacry-
late (PMMA) particles in decal in and carbon disulphide solvent [38]. Top panel shows the
volume fraction occupied by the crystalline phase; also indicated is the domain belonging to
the heterogeneous crystal and the glassy phase. Reproduced from Ref. [38].
results can be compared to the phase diagram of hard colloidal particles which is
illustrated in Fig. 1.5.
Among the early investigations of soft colloidal particles, we mention a study of
micelle-forming diblock copolymers characterized by a core-shell architecture [39].
Here both FCC and BCC lattice were observed at high enough concentrations, the
former in systems with a thin shell (that is, with a short block compatible with
the solvent) and the latter in systems with a thick shell. In Fig. 1.12 we show the
experimental phase diagram of such a system. Qualitatively similar results were
obtained in more explicit core-shell particles, namely in aurothiol colloids formed by
a small gold nanocrystal with a grafted brush of short hydrocarbons (Fig. 1.13a) [40].
Here too the FCC lattice was seen at small shell-to-core thicknesses (Fig. 1.13b)
whereas BCC and BCT lattices were seen at large shell-to-core thicknesses.
Dendrimers that self-assemble into spherical micelles provided a yet di↵erent
insight. By mid 1990s, cylindrical dendrimers assembled from flat monodendrons
(Fig. 1.14a) were well known, but their spherical counterparts based on cone-shaped
monodendrons were not. In a landmark study [41], Balagurusamy et al. reported
the synthesis of such a macromolecule and the analysis of the self-organized A15
lattice (Fig. 1.17b). This was probably the first report of this unusual lattice in a
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Figure 1.12: Phase diagram of diblock copolymer micelles as a function of concentration
and architecture. Reproduced from Ref. [39].
soft-matter system. The A15 lattice is a cubic lattice and consists of two types of
sites (black and white in Fig. 1.14b) in proportion 1:3. The minority sites form the
BCC lattice whereas the majority sites lie in pair at the bisectors of the faces of the
unit cell. The space group of the A15 lattice is Pm3¯n, and an A15 lattice of hard
spheres has a rather small packing fraction of about 0.52.
A few years later we witnessed another breakthrough in this field when dendrimer
micelles were found to form a dodecagonal quasicrystalline structure in addition to
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Figure 1.13: Schematic of a gold nanocrystal and a hydrocarbon chains used in
Ref. [40] (a), and the phase diagram showing FCC, BCC, and BCT lattices (b). Re-
produced from Ref. [40].
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A15
(a)
(b)
Figure 1.14: Schematic representation of self-assembled monodendrons with a tapered fan
shape which form cylindrical monomers that in turn self-organize in a hexagonal lattice (a),
and of cone-shaped monodendrons which form spherical dendrimers that self-organize in
the A15 lattice (b). Reproduced from Ref. [41].
BCC
A15
ı-phase
DQC
monodendron
Figure 1.15: Sketch of the micellar self-assembly from monodendrons, the chemical
structure of a monodendron, and the observed ordered phases reported in Ref. [18]: BCC,
A15, and   phase. Also shown is the x-ray di↵raction pattern of the dodecagonal quasicrystal.
Reproduced from Ref. [18].
1.2 Phase behavior of soft colloidal systems 37
the BCC, A15, and   lattice [18]. The master phase sequences observed obtained on
heating were either liquid – A15 –   – BCC or liquid – dodecagonal quasicrystal –
  (Fig. 1.15). A richer variety of phase sequences involving these and a few other
lattices such as the simple hexagonal (H) (HEX in Fig. 1.16), HCP, and BCC
lattice as well as a rhombohedral lattice and a disordered, liquid-like packing (LLP
in Fig. 1.16) was observed in micelles based on tetrablock terpolymers of type
ABA’C depending on composition and temperature [42]. Recently, more examples
ABAC-type composition
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Figure 1.16: Semi-quantitative phase diagram of micelles formed by ABAC-type triblock
terpolymers for four di↵erent compositions; temperature is schematically plotted on the
vertical axis. Double arrows indicate rapid heating. Reproduced from Ref. [42].
of A15,  , and quasicrystalline phases constructed by nano- and micrometer size
deformable spheres, micelles, and colloids were reported in many systems including
spherical dendrimers [43], ABC star-triblock copolymers [44], micelles of linear
diblock or tetrablock copolymers [45, 17, 46, 47], binary nanoparticle lattices [48],
and mesoporous silica produced from surfactant micelles [49]. Furthermore, similar
ordered phases can be constructed using building blocks functionalized by tunable
hydrophobic or hydrophilic parts [50].
These studies illustrate that neither the precise chemical composition of the
polymers nor their architecture are essential, and it suggests that the formation
of these diverse phases probably relies on a generic property of the micelles. This
conclusion is in agreement with the predictions of the physical models discussed in
the first half of this Section.
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1.3 Thesis statement
The guiding principle of this Thesis is that the soft interparticle potentials between the
colloids promote the formation of open lattices, which is a considerable departure from
the hard-sphere phase diagram. Our central hypothesis is that the micromechanics of
deformable colloids can be described by the classical theory of elasticity and that the
phase diagram of an ensemble of colloids can be interpreted by treating the particles
as elastic bodies in contact. Although classical theory of elasticity is only defined on
length scales where matter can be treated as a continuous medium, we will extend it
to supramolecular micelles.
The idea that the deformability of colloids can be described by classical elasticity
is not new, but so far it has only been explored within the so-called Hertz theory
which describes the infinitesimal deformation of elastic bodies in contact [51]. As such,
it neglects the non-local nature of elastic deformation and the ensuing many-body
e↵ects. The predictions obtained within the Hertzian approximation are summarized
in Refs. [30, 31], where the phase diagram shows first-order transitions between
crystals with cubic, trigonal, tetragonal and hexagonal symmetries. The emergence
of open lattices is seen at large deformations where the Hertz theory is not applicable,
hence the validity and relevance of these results is ambiguous. The applicability
of such studies is limited due to the restriction of the Hertzian potential to small
deformations. Although there is no clear criterion separating small (or infinitesimal)
deformations from large (or finite) deformations, one can safely assume that the
finite deformations start at indentations where the interaction between the elastic
bodies is no longer pairwise-additive but many-body instead; this, in turn, depends
on a suitable predefined tolerance. Furthermore, the many-body e↵ects become more
important as the coordination number increases [52]. Additionally, experimental
work on packing of deformable spheres at di↵erent packing fractions has shown that
the coordination number changes at large packing fractions, indicating deformation
and faceting of the spheres [53].
Our interest lies in studying the many-body contact interactions beyond the
Hertz theory, where more complicated and nonlinear models have been proposed [54].
These models o↵er a continuum description of the body through a stress–strain
function also referred to as a constitutive model, and its relation to the elastic energy
stored in a deformed body. The most used constitutive model is Hookean elasticity
which applies to all materials in the small-deformation regime. Most soft polymeric
materials sustain deformation well beyond the small-deformation regime where the
simple Hookean elasticity is no longer su cient. To describe these materials, many
finite-deformation models were developed (Fig. 1.17).
The constitutive models that we use here are natural extensions of the small-
deformation theory, and form the domain of so-called neo-Hookean elasticity. This
type of elasticity is used to describe large deformations and is consistent with the
elastic behavior of polymer chains and rubber-like materials. The polymer elasticity
was developed mainly by Wall [55, 56, 57], Flory [58], Treloar [59, 60, 61], Mooney [62]
and others through the statistical description of a macromolecule. Specifically, we use
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Figure 1.17: Scheme relating Hookean and non-Hookean elasticity.
the modified Saint-Venant–Kirchho↵ model which is an extension of the nonlinear
Hookean model to finite deformations and the Ogden model from the neo-Hookean
elasticity. Each constitutive model is based on the elastic energy density consisting
of an isochoric and a volumetric part pertaining to changes of body volume and
shape, respectively [63]. The main di↵erence between the Hookean and non-Hookean
elasticity is that the former is applicable only to deformations involving small changes
in volume, whereas the latter also apply to deformations where the volume change is
considerable.
In this Thesis we theoretically study the role of the deformability of soft spherical
colloids in their packing behavior. Thus, we need to switch o↵ any kind of interactions
among the spheres other than the elastic forces, which are exerted when the spheres
are compressed against each other. We describe the deformation of the spheres
using the finite-deformation theory so as to include all many-body e↵ects, which
are absent in the Hertz theory. Our first task is to investigate the phase diagram
of identical elastic spheres. To this end, we arrange them in a set of trial lattices
and we compute their deformation energy at various densities. As the lattices are
compressed, the spheres become increasingly more faceted, and the corresponding
elastic free energy depends on the symmetry of the lattice in question. Based on the
computed elastic free energies, we then construct the phase diagram, which depends
on the Poisson ratio and well as on the elastic model. The aim of this analysis
is to provide a consistent theoretical description of the experimentally observed
solid-solid transitions described in Sec. 1.2, thereby testing the hypothesis that the
many observed lattices are stabilized by the softness of the nanocolloidal micelles.
Our method involves an a priori selection of candidate lattices for which the
elastic energy is computed. Guided by experimental observations, we focus on SC,
BCC, FCC, the diamond cubic (DC), HCP, H, BCT, the simple tetragonal (ST), and
the A15 lattice. The behavior of spheres in contact strongly depends on the Poisson
ratio, which controls the degree of dilation and indentation. A qualitative comparison
between the theoretical predictions and the observed nanocolloidal structures is made
in an attempt to estimate the e↵ective Poisson ratio of experimental systems such as
dendrimer micelles.
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Our second task is to establish whether nanocolloids can indeed be treated as
elastic bodies. To this end, we compare the behavior of a diametrally compressed
elastic sphere with monomer-resolved numerical simulations of a polymer brush
grafted on a small colloidal particle. By comparing the ratio of the transverse
dilation and the indentation obtained within the two models we estimate the e↵ective
Poisson ratio of the nanocolloid. In a cuboidal object the ratio of the transverse
and longitudinal strain at large deformations is exactly equal to the Poisson ratio at
small deformations, which is not the case for bodies with non-conformal surfaces,
like a sphere. Another test of the hypothesis is the comparison of the elastic energy
and the mechanical energy obtained during the diametral compression of the brush,
through which we determine the e↵ective Young modulus and compare it with the
experimental values.
In order to solve the contact problem, one needs to determine the displacement
field and the stored elastic energy in bodies in question. In this thesis, we resort
to the finite-element analysis (FEA) and the cell approximation, where the e↵ect
of neighboring spheres is mimicked by constraints represented by energy penal-
ties. The finite-element analysis is implemented within the open-source software
FreeFEM++ [64].
The purpose of this Thesis is to provide an insight into the symmetry and the
macroscopic material properties of condensed phases formed by nanocolloidal systems.
On the theoretical side, our results help to better distinguish between the types
of colloid-colloid interactions usually referred to as soft. Moreover, they suggest
that the formation of the open lattices is due to the softness of the particles and
emphasize that many of the observed non-close-packed lattices fall in the regime
dominated by many-body colloid-colloid interactions.
1.4 Overview of thesis
The structure of the Thesis is as follows: We begin by presenting the theoretical
background of elasticity and finite deformations used (Ch. 2). We discuss the
fundamentals of the theory of elasticity and their extension to large deformations.
In Ch. 3 we describe the theory of crystal structures and we define the concepts of
packing fraction and Wigner–Seitz cell. Additionally, we give a detailed geometric
description of the lattices that we use in this Thesis. After this overview of well-
established theoretical concepts and methodologies, we turn to our results. In Ch. 4
we present the theoretical study of the diametral compression test of a sphere.
We also present the Hertz theory and an analytical theory for large deformations
known as the Tatara theory. In order to extract the elastic constants of a soft
spherical nanoparticle, specifically a spherical polymer brush (SPB), we model it as
an elastic sphere and we compare the diametral compression of an elastic sphere and
an SPB obtained using finite element analysis and molecular dynamics simulation,
respectively. The core of this Thesis is Ch. 5, where we define the infinitesimal
deformation regime where the Hertz theory is applicable and then we compute the
phase diagram of elastic spheres using the modified Saint-Venant–Kirchho↵ and the
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Ogden neo–Hookean models. In Ch. 6 we summarize the main conclusions and we
outline the main outstanding questions for further work. The work presented in this
Thesis has been published in Refs. [65, 66].
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2
Theory of elasticity in a nutshell
In this Chapter we briefly review the basic concepts and mathematical framework of
the theory of elasticity, since deformations of soft spheres due to contact interactions
are the main focus in the Thesis. In physics, deformation generally refers to a process
where the volume and the shape of the body change under the action of external forces,
change in temperature, chemical reactions, etc. The theory described here refers to
perfectly elastic materials, namely materials that return to their initial state after the
external forces disappear. In order to study deformations, we need to consider two
basic concepts: (i) the strain tensor which describes the change of shape and size in
terms of relative displacements of the body, and (ii) the stress tensor which describes
the state of internal forces at a point in the deformed body that are exerted by the
neighboring material particles as a result of external forces. The elastic behavior of
any material is encoded by a stress-strain relation called the constitutive equation,
and is the main topic of research in the theory of elasticity since the di↵erent elastic
behaviors of materials cannot be described by a single constitutive equation. Unless
we consider infinitesimal deformations, we use nonlinear elastic models. The models
where the constitutive equation is derived from a strain energy density (also referred
to as the strain energy function) are known as hyperelastic models. Hyperelastic
models were mainly developed so as to capture the behavior of complex polymeric
materials, such as rubber, biological tissues, elastomers, membranes, and foams, in
a form of a strain energy functional that depends on the strain tensor. The stored
strain energy in a deformed body corresponds to the mechanical free energy of the
system.
This Chapter draws mainly from Refs. [54, 67, 68, 69, 70, 71], where the interested
reader can find more detailed description of the theoretical background presented
here.
2.1 Historical note: Creators of theory of elasticity
This section o↵ers a panorama of the theory of elasticity through a historical overview
from Galilei’s beam experiment to modern finite deformation theory through the
concepts of the classical theory of elasticity. It is mainly inspired by the book of
A. E. H. Love [67] and the wish to fully understand the roots of the theory of elasticity,
the range of problems that it describes, and the distinction between problems with
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an exact solution and those with an approximate solution. Furthermore, we want to
appreciate deeper the limitations of the theory of elasticity and eventually comprehend
the finite deformations and the mathematical formalism, before dealing with the
topic in the Thesis. A historical perspective is an e cient way to highlight the
central ideas of the theory, set the main questions and problems of the theory of
elasticity, as it prepares the ground for the non-linear deformations and acts as pole
star for the structure of the theory that follows. Love’s book is the main source
regarding the development of the classical theory of elasticity as it is the first book
to provide a historical retrospection on the topic. Also instructive are the volumes
by Maugin [72] and Bucciarelli and Dworsky [73].
The first scientist to be linked with the history of the theory of elasticity is Galileo
Galilei (1564-1642) because the beam experiment that he performed and the questions
raised (Fig. 2.1) triggered the first developments in the field of mechanical sciences.
The beam experiment was the first static study aiming at understanding how forces
are transmitted via the structural members of a body and how the strength of a
bent bar depends on its cross–sectional dimensions. Despite the apparent simplicity,
it established the beginning of a new science: The study of the strength of materials,
which measures the ability of a material to withstand an applied load without
any failure or plastic deformation. The robustness of a body depends both on the
geometry (meaning size and shape) and the material structure. Galilei performed
experiments using di↵erent beams and loads to discover how the strength of the
beam decreases as its length increases unless the thickness is increased. He also
Figure 2.1: With his cantilever beam experiment (1638), Galilei discovered that as the
length of a beam increases, its strength decreases and then it breaks. Reproduced from his
book De potentia restitutiva [74].
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found that the load the beam can carry is not proportional to the dimensions of
the beam. Galilei’s observations introduced the scaling problem concerned with the
limits of the geometry and natural size of an animal or object before they break
under their own weight.
In Galilei’s time the concepts of bending moment, stresses, strains and a general
theory of elasticity did not exist. For more than one century many mathematicians
and engineers worked on the development of a theory of elasticity, the best–known
being Christiaan Huygens (1629-1695), Isaac Newton (1643–1727), Robert Hooke
(1635–1703), Jacob Bernoulli (1655–1705), Leonhard Euler (1707–1783), Joseph-Louis
Lagrange (1736–1813) and Charles Augustin Coulomb (1736–1806); for a detailed
account see Ref. [67] and references in the chapter Historical Introduction. At that
time, attention was drawn to the investigation of the motion of a material particle
and later on the observations were extended to bodies with a spatial dimension.
A significant number of elastomechanical problems were solved, including torsion
and vibration of beams and plates as well as the problem of column stability. The
mechanics of rigid bodies is followed by an important discovery which was based
on Hooke’s experiments on steel springs in 1678, whose results formulated the first
material law1. This law forms the basis for the static and dynamic theory of elasticity
because it describes the proportionality between the tension and the extension in
springs. Despite the fact that the theory of elasticity is a generalization of Hooke’s
law, this law was included in the theory much later.
The concepts of stress and strain in the field of elasticity were introduced by
the engineer Claude Louis Marie Henri Navier (1785–1836). These concepts set the
groundwork for a di↵erent approach to the study of elastic bodies together with the
following four developments: (i) Young modulus (1807) which relates the pressure
(stress) in a body to its associated relative length change (strain) (Thomas Young,
1773–1829) [75], (ii) use of di↵erential calculus to describe the displacements of
elastic materials, (iii) Newton’s concept of a rigid body as a collection of smaller
parts which interact with each other via central forces, and (iv) generalization of the
principle of virtual work to study the mechanics of deformable bodies.
Navier’s contribution to the theory of elasticity gave rise to the field of continuum
mechanics built on mathematics, materials science, and mechanics. Navier formu-
lated the general theory of elasticity in a mathematically convenient form, making
it available to the engineering practice with su cient accuracy. By modeling the
discretely structured matter in a body as a distribution of matter, which is referred
to as the continuum, he treated a deformable body as a collection of elementary
particles—the molecules2. Navier’s molecules are small but finite and their inter-
actions determine the mechanical behavior of the material. Any kind of external
load on the body causes the elastic activity of the body, namely the development
1Hooke first described this discovery in the anagram “ceiiinosssttuv”, whose solution he published
in 1678 as “Ut tensio, sic vis” meaning “As the extension, so the force.”
2Navier’s definition views molecules as material particles that can develop mutual forces of
attraction and repulsion at a state of equilibrium and change their relative positions in response to
external forces. Although Navier was familiar with the concept of molecules from thermodynamics,
his molecules serve a di↵erent purpose.
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of internal forces between the molecules which leads to their relative displacement
and eventually to the deformation of the body. Furthermore, Navier showed that
the distance between two material constituents after the deformation is a function of
the initial distance. By combining these findings, Navier formulated the kinematic
equations of motion for an elastic body and he used the Young modulus as an elastic
constant in the equation of equilibrium. He formed a boundary-value problem with
boundary conditions that apply on the surface of the body and he used the calculus
of variations to solve it. His memoir on the general equations of equilibrium and
vibration of elastic solids was read to the French Academy of Sciences in 1821 [76]
and received audience’s attention. A year later Cauchy presented a sophisticated
mathematical formulation of the theory of elasticity. Navier’s main contribution in
elastic theory was the use of the analysis of forces between the constituents and their
displacements as preliminary quantities in the theory of elasticity, a concept that
was incorporated and established in elasticity by Cauchy in the form of the stress
and the strain tensors.
Augustin-Louis Cauchy (1789–1857) proposed the stress and strain tensors as
the main measures for the description of an elastic body and he connected the stress
tensor with the forces which determine the equations of motion. Cauchy’s stress
tensor [77] is a linear map with nine components that defines entirely the state of
stress at a point inside a material in the deformed configuration. Consequently,
tensor calculus was established as the most suitable mathematical tool for continuum
mechanics. Furthermore, Cauchy worked on the relations between stress and strain
and derived the equations of equilibrium in terms of displacements. By assuming
that the stress-strain relation is linear, he obtained the first stress-strain relation for
isotropic materials [78, 79, 80]. Unlike Navier who used one material constant to
describe the elastic behavior of the body, Cauchy used two elastic constants which
are now known as the Lame´ coe cients (Gabriel Lame´, 1795–1870). Today we know
that the experimental verification of Cauchy’s elastostatic equations is considered to
be Hooke’s law but Cauchy himself did not make the connection.
Some years later, in 1837, George Green (1793–1841) proposed a new method of
obtaining the equations of elasticity starting from the principle of conservation of
energy [81]. Instead of postulating a given stress-strain relation, he derived the stress
tensor from an elastic energy function. This remarkable treatment set the stage for
studying more complex models describing viscoelastic, viscoplastic, elastoplastic, and
anisotropic materials [82].
Although Cauchy’s strain tensor consists of the linear and the nonlinear part, the
latter was forgotten or ignored mainly because the focus was in small strains where
linear elasticity applies very well. An additional reason was that the considered
materials were mainly metals, namely solid materials with strong interatomic forces.
In such systems, deformations larger than 10% are uncommon and their stress-strain
curve is linear up to the fracture point. In Fig. 2.2a we show a typical example of
the elastic behavior of a hard solid material. The linear regime where Hooke’s law
applies extends up to the elastic limit at point A, beyond which the material exhibits
a nonlinear behavior up to the yield stress point B. After that point any stress leads
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to permanent plastic deformation until it reaches the lower yield stress point C. The
stress increases up to the ultimate stress point D, where the material can handle the
maximum load, beyond which the material inevitably breaks at point E. Di↵erent
solid materials exhibit quantitatively di↵erent elastic behaviors, but in each of these
behaviors one can identify these five points.
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Figure 2.2: Typical stress-strain curve of an elastic material: Point A is the elastic limit,
B is the yield stress point, C is the lower yield stress point, D is the ultimate stress point,
and E is the breaking point (a). Typical force-extension curve for a vulcanized rubber with
an extensibility of more than 600% (b; reproduced from Ref. [83]).
Besides solids there exist other materials with a small Young modulus of the order
of 10 N/mm2 that exhibit a highly nonlinear behavior so that Hooke’s law does not
apply, as shown in Fig. 2.2b with a maximum extension reaching 500 or even 1000%.
This behavior is contrasted with the properties of a typical solid shown in Fig. 2.2a,
which have a Young modulus of the order of 105 N/mm2 and extend by about 10%.
We need to clarify that any advance in theory of elasticity is associated with the
materials science and its applications directly serve engineering purposes. Hence,
the development of complex materials with novel or improved elastic properties gave
rise to new theories which allowed one to understand the behavior of these materials.
Here, we must single out natural rubber as the first widespread material exhibiting a
non-classical elastic behavior shown in Fig. 2.2b. The motivation to study rubber
mainly comes from its outstanding position in the global market at the end of 19th
century3. The term rubber is not restricted only to natural rubber, but it is used
for all polymers and materials that share mechanical properties similar to those
of natural rubber [83]. The modern term elastomer describes the class of rubber
materials, including natural rubber (used for gaskets, shoe heels, etc.), polyurethanes
(used in the textile industry for elastic clothing such as lycra, then as foam, wheels,
3Originally, natural rubber or caoutchouc became a known material in the West in 16th century
but the first use was as an eraser in the last decades of 18th century. During the first decade of the
20th century ,“rubber fever” led to the discovery that rubber is a isoprene polymer.
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etc.), polybutadiene (used for wheels or tires of vehicles, given its extraordinary wear
resistance), neoprene (used primarily for wetsuits, in wire insulation, in industrial
belts, etc.) and silicone (a component in a wide range of materials and areas due its
excellent thermal and chemical resistance; silicones are used for pacifiers, medical
prostheses, lubricants, molds, etc.).
This new family of rubber-like materials exhibits a completely new elastic behavior
characterized by large deformations under the action of comparatively small stresses.
A typical stress-strain curve of a vulcanized rubber is shown in Fig. 2.2b. Due to the
nonlinear trend of the curve, Hooke’s law is not applicable beyond small strains and
new theories were developed using two di↵erent phenomenological approaches. The
first one starts from the viewpoint of continuum mechanics and includes the works of
Mooney (1940) [62], Rivlin (1948) [63], Reiner (1948) [84], Truesdell (1952) [85] and
Blatz and Ko (1962) [86] who formulated the finite-deformation theory of continuum
bodies. The second approach is based in the kinetic theory and statistical mechanics
which models the rubbery materials as network of long molecules. We mention here
the exceptional work of Wall (1942) [55, 56], Treloar (1943) [59], and Flory and
Rehner (1943) [58] who developed the statistical thermodynamics of elastomers and
derived their elastic properties which agree with the finite-deformation theory. In
Sec. 2.8 a more elaborated description is given for both aforementioned approaches.
Above we mentioned the key findings that contributed to the classical theory of
elasticity from Galileo’s problem and Hooke’s law to Navier’s idea of a continuum
deformable body and Cauchy’s mathematical formulation. The discovery of polymers
as the main constituent for many new materials with a di↵erent elastic behavior and
mechanical properties was essential for the extension of the existing elastic theories
to finite deformations. In this Thesis, we are interested in the elastic behaviors of
rubber-like materials that deform far beyond their linear limit and need to be treated
using finite deformation theories. It may be straightforward that finite deformations
can only belong to the domain of nonlinear elasticity, but nonlinearity in elasticity is
not only registered as a large-strain deformation—it is strictly associated with the
nature of the elastic problem.
2.2 Nonlinearity in theory of elasticity
There exist two types of nonlinear behavior: Material nonlinearity and geometric
nonlinearity. The source of material nonlinearity is a nonlinear stress-strain relation.
The elastic behavior of such mechanical systems depends on the current and the
reference configuration which are connected via a deformation gradient tensor,
and is the central concept of finite deformations. On the other hand, geometric
nonlinearity originates in the change of the geometry of the material as it deforms.
This nonlinearity is incorporated in the strain-displacement equations and it models
problems of (i) large strains and of (ii) small strains but finite deformations/rotations.
The first case is characteristic of rubber structures or metal constructions and
the second case includes slender structures such as cables, springs, bars, and thin
membranes. Geometric nonlinearities involve nonlinear boundary forces (surface
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tractions or body forces) which depend on deformation and nonlinear boundary
displacements as well. One nonlinear elastic problem with extensive applications is
the contact problem of two elastic bodies with curved surfaces. The nonlinear nature
of this problem is associated with the curved surfaces, so during deformation their
contact changes from a point to a contact zone of radius a (Fig. 2.3). There exists no
exact formula which describes the pressure distribution on the contact zone between
the two curved bodies, and there exists no formula that relates the indentation h
with the area of the contact zone created during the deformation. Heinrich Rudolf
Hertz (1857–1894) was the first who solved the problem for two spheres in contact
(Fig. 2.3). By applying a nonlinear semi-spherical pressure distribution P (x, y)
sketched by the arrows at the bottom of Fig. 2.3, he derived a relation between the
indentation and the radius of the contact h(a), and his results were accurate for
small deformations [51, 87]. The problem of elastic interactions between two spheres
belongs to the general class of free boundary problems and is a central topic in this
Thesis and a detailed description of the Hertz problem is provided in Sec. 4.1.1.
Nonlinearities are usually considered when the linear solution of a problem is either
non-physical or meaningless. The following example of the torsion of a cantilever
illustrates this point and demonstrates the importance and necessity of a nonlinear
analysis and it applies to all rigid bodies which undergo large deformations at a
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Figure 2.3: Sketch of the Hertz problem of two spheres of radii R1 and R2, Young moduli
Y1 and Y2, and di↵erent Poisson ratios ⌫1 and ⌫2. By applying a nonlinear pressure field
P (x, y) on the ends of both spheres (sketched using arrows below) a contact zone of radius a
is formed and the spheres are indented by h1 and h2, respectively.
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small or no strain. To meet the purposes of this example, we make use of the linear
and nonlinear strain tensor for small strains which are analyzed later in Sec. 2.4.
We use the spring model to study the torsion of a massless rigid bar [69] shown
in Fig. 2.4, where K is the torsional sti↵ness of the spring, L is the cantilever length,
✓ is the rotation angle, and F is the applied force at the free end of the cantilever.
The moment of the force about the moving joint is
F
K
L
ș
Figure 2.4: Sketch of the torsional displacement of a cantilever of length L which is
attached to a spring of torsional sti↵ness K. The cantilever rotates around the joint by an
angle ✓ after a force F is applied. Redrawn from Ref. [69].
M = FLcos ✓. (2.1)
This torque is balanced by the torque produced by the spring that reads K✓. Thus,
the equation connecting the applied force and the angle reads
FL
K
=
✓
cos ✓
. (2.2)
For small angles where ✓ ! 0 this equation can be linearized
F =
K
L
✓, (2.3)
but in the case of large deflections the exact solution is nonlinear. In Fig. 2.5 we plot
the linearized solution together with the nonlinear solution to show that only up to
rotations of ✓ ⇡ 5  the linear and the nonlinear solution are in a good agreement.
Using this example we want to stress out that nonlinear physical systems can be
approximated by the linear solution only within a narrow range of small deformations,
and that range depends on the problem at hand. According to theory of elasticity
the problem of a torsion of the rod is a simple rotation and no strains take place.
For a rotation of a rigid body by ✓ in the xy plane, as shown in Fig. 2.6, one can
calculate the deformation using the Cauchy strain tensor. Consider a body in an
initial coordinate system {X, Y, Z} and a material particle P0 with a position vector
r0 = {X0, Y0, Z0}. After the rotation of the body, the point is at position P and the
current position vector is r0 = {x, y, z} in the current coordinate system {x, y, z}.
The displacement of point P is given by u = {ux, uy, uz} and is expressed using the
position vectors as
u = r0   r. (2.4)
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Figure 2.5: Force F applied at the free end of the cantilever versus the angle ✓. The
nonlinear and the linear solutions are plotted with solid and dashed line, respectively; at
small angles they agree.
After a clockwise rotation of a rigid body, the current position of the deformed points
can be calculated using the transpose rotation matrix RT24 XY
Z
35 =
24 cos ✓ sin ✓ 0  sin ✓ cos ✓ 0
0 0 1
35
| {z }
RT
24 xy
z
35 . (2.5)
Using Eqs. (2.4) and (2.5) we calculate the displacement vector24 uxuy
uz
35 =
24cos ✓   1 sin ✓ 0  sin ✓ cos ✓   1 0
0 0 0
3524 xy
z
35 . (2.6)
The general form of the Cauchy strain tensor can be calculated directly from the
displacement field4:
✏ij =
1
2
✓
@ui
@xj
+
@uj
@xi
+
@uk
@xi
@uk
@xj
◆
. (2.7)
The first component of the strain tensor ✏xx is the axial strain along the x axis
✏xx =
1
2
✓
@ux
@x
+
@ux
@x
+
@ux
@x
@ux
@x
+
@uy
@x
@uy
@x
◆
, (2.8)
4We use the Einstein summation convention according to which a repeated index in a single
term implies summation of that term over all values of the index. Since the underlying space is R3,
the values of the index are {1, 2, 3} (see Appendix A).
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Figure 2.6: Clockwise rotation of a body in the xy plane. The dotted abstract shape
represents the initial configuration in the coordinate system {X,Y, Z} and the solid line
represents the current configuration in the current coordinate system {x, y, z}. A point P0
of the initial configuration goes to the position P after the rotation.
which vanishes for a pure rotation. Similarly, the axial strains along the y and z axes
are ✏yy = ✏zz = 0. However, if we consider only the linear terms in Eq. (2.7) then the
axial strains read ✏xx = cos ✓  1, ✏yy = cos ✓  1 and ✏zz = 0. These axial strains are
incorrect since there is no strain associated with the rotation of a rigid body.
The rotation of a body belongs to the class of geometrically nonlinear problems
with no strains but with finite displacements. Here, it is used as a convincing example
to point out the importance of the nonlinear terms in the strain tensor in order
to obtain the correct solutions. The main topic of this Thesis deals with large
compressions where material and geometrical nonlinearities are involved, and hence
it involves the elaborate mathematical formulation of the finite-deformation theory.
2.3 Continuum description of body and motion
A physical object can be modeled by the mathematical entity called the body. The
body is a set of points B 2 E and it spatial limitations are drawn by the surface
boundary. Any body consists of an infinite number of material particles, i.e., very
small portions of continuous matter; in a homogeneous body these are distributed
continuously in the entire space occupied by the body [70]. Figure 2.7a shows a body
B with a material particle P and panel b of the same figure shows a point X in
the Euclidean space E. A configuration of the body is the mapping of the material
particles P to the points X in space:
X = ⇠(P ). (2.9)
A configuration is a mathematical set which contains the positions of all points in the
body. The motion of a continuum body is a family of configurations parametrized by
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Figure 2.7: Material particle P in body B (a). Point X in Euclidean space E (b).
Configuration of body B in space E (c). Redrawn from Ref. [70].
time t. At any time t, the following equation gives the configuration of the material
particles in space:
X = ⇠(P, t). (2.10)
Any kind of motion of a continuum body leads to a displacement, either a rigid body
displacement or a deformation. A rigid body displacement includes rotations or
translations of the body without any change in the relative positions of the material
particles, whereas a deformation is a change of the relative positions of the particles
which is followed by a change in the shape and in the size of the body (Fig. 2.8).
P
p
t1
t2
tn
Figure 2.8: Motion of a body is a family of configurations, during which a material
particle at point P translates to point p. Adapted from Ref. [70].
2.3.1 Measurements of motion
Generally, in order to measure the deformation, we choose a reference configuration
and we measure the motion relative to this configuration (Fig. 2.9). In continua, the
reference configuration of a body may be the configuration occupied by the material
points at time t = 0, which coincides with the initial configuration. The motion of a
continuum body consists of translation, rotation, and deformation from an initial
configuration 0 (B) at t = 0 to the deformed one t (B) at the current time t.
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Figure 2.9: Motion of a body includes the displacement of a rigid body and the deformation
from the reference configuration 0 (B) to the deformed configuration t (B). Any point
P0 in the initial state is described by the position vector X in the initial coordinate
system {X1, X2, X3} and the same point p0 is described by the position vector x in the
spatial coordinate system. The dotted curve which joins the two configurations represents
the sequence of configurations between the initial and the final state of the body. The
displacement vector u(X) joins the point p0 in space with the reference point P0. E1, E2,
and E3 and e1, e2, and e3 are the basis vectors of the referential and spatial coordinate
system, respectively. x = ⇠(X) is the functional that describes the motion of the body.
Adapted from Ref. [88].
Any material particle in the initial configuration can be described by a unique
position vector X = XiEi relative to the origin. The coordinates X1, X2, and X3 of
the particle are called material (also Lagrangian or referential) coordinates and the
coordinate system is called material, Lagrangian, or referential. At some time t later
the material occupies a di↵erent configuration, which is called the current or the
deformed configuration. The current position vector x = xiei of the particle p0 in
the current configuration is taken with respect to the spatial (or Eulerian) coordinate
system and the coordinates (x1, x2, x3) are called spatial (or Eulerian) coordinates.
Consequently, there exist two descriptions of a deformation of a continuum body,
the Lagrangian or material description and the Eulerian or spatial description which
depends on the choice of the coordinate system for the analysis. The particle’s
material coordinates stay with it throughout its motion, whereas the particle’s
spatial coordinates change as it moves. For a fluid system the Eulerian description is
preferred because the interest in the flow is in the position and not in the material.
The Lagrangian description is preferred for the deformation analysis of solids since
the constitutive equations describe the response of the material.
In terms of positions vectors, the motion of a body [Eq. (2.10)] can be described
mathematically as a mapping ⇠ between the initial and current particle positions X
and x, respectively:
x = ⇠ (X, t) . (2.11)
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For a fixed t the equation of motion [Eq. (2.11)] represents the mapping between
the previous and the current state of the body. But for a material particle P0 with
a fixed position vector X the equation of motion describes the trajectory of the
particle as a function of time.
2.4 Deformation and strain
In this section we define the necessary measures to describe and quantify the deforma-
tion of a body. These measures depend on the reference and current configurations
since in the finite deformations the intermediate configurations are of no importance;
hence any deformation can be considered independent of time. We refer to the
reference configuration as the “undeformed” body and to the current configuration
as the “deformed” body [69].
2.4.1 Displacement vector
Displacement is the central quantity used to measure deformations and in the
kinematic theory the displacement of a body can be studied without considering the
cause of the motion. For the description of the motion of a continuum body like
that in Fig. 2.9, we assign a displacement vector u(X, t) to each material particle
such that u(X, t) specifies its position with respect to the undeformed state. The
set of displacement vectors assigned to each material particle of the body forms a
vector field referred to as the displacement field. The displacement field completely
characterizes the deformation of a body and it is given by
u (X, t) = b (X, t) + x X. (2.12)
Here b is the position of the origin of the current coordinate system at a time t
expressed in the reference coordinate system. The relation between the material
and spatial coordinate systems with unit vectors {E1,E2,E3} and {e1, e2, e3},
respectively, is given by the direction cosines defined by
Ej · ei = aji. (2.13)
Usually the referential and current coordinate system are superimposed, meaning the
corresponding coordinate axes are parallel to each other and b = 0, and the direction
cosines are
Ej · ei =  ji. (2.14)
In this case the displacement field in the reference coordinate system reads
u (X, t) = x (X, t) X. (2.15)
We speak of finite deformations if the displacements are comparable to the body size
and there is no space for any kind of approximations regarding the magnitude of
deformation. On the other hand, infinitesimal deformations refer to cases where the
displacements are small and the geometrical changes in the body can be ignored.
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2.4.2 Displacement gradients
The derivative of the displacement vector with respect to the material coordinates
yields the material displacement gradient tensor rXu, which is related to the
deformation gradient tensor F:
rXu = @u
@X
=
@(x X)
@X
=
@x
@X
  @X
@X
= F  I = rXx  I, (2.16)
where F = @x/@X. In the index notation, the deformation gradient tensor is
Fij = @xi/@Xj and the displacement gradient tensor is:
Fij =
@ui
@Xj
=
@xi
@Xj
   ij. (2.17)
In terms of rXu,
dx = dX + du(X) = dX +rX [u (X)] dX. (2.18)
2.4.3 Deformation gradient tensor
The fundamental quantity used to describe deformations is the deformation gradient
tensor F which measures the local deformation at a material particle atX (Fig. 2.10).
The deformation gradient tensor encodes the relative spatial position of two neigh-
boring points after the deformation in terms of their relative material position in
the undeformed state. This can be visualized by transforming the line element that
connects two neighboring points in the reference (undeformed) configuration dX onto
the line elements in the current (deformed) configuration dx as shown in Fig. 2.10.
X2, x2 
O 
X x
X3, x3 
X1, x1 
ț0(B)
țt(B)
dx
dX
Q
q
P 
p 
x = ȟ(X,t)
Figure 2.10: Deformation of the material particle Q relative to the material particle P .
The position vector X describes the particle P in the initial configuration and the position
vector x describes the material particle p in deformed state. dX is the position vector
of Q relative to P and dx is the position vector of the deformed particle q relative to the
material particle p. Adapted from Ref. [69].
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We consider a material particle Q in the neighborhood of the material particle P
(Fig. 2.10), whose position is given by vector dX defined by
dX =XQ  XP . (2.19)
After deformation, the material particles P and Q have moved to their current spatial
positions p and q given by the mapping:
dxp = ⇠(XP , t) (2.20)
and
dxq = ⇠(XQ, t), (2.21)
respectively. Thus the corresponding line element vector is
dx = xq   xp = ⇠(X + dX, t)  ⇠(X, t). (2.22)
We define the deformation gradient tensor F by
dx =
@⇠
@X
dX
= r⇠(X, t)dX
= FdX. (2.23)
Hence, the deformation gradient tensor F is a material gradient @⇠/@X which
transforms vectors from the undeformed configuration into vectors in the deformed
configuration as illustrated in Fig. 2.11. The deformation of a line element via the
deformation gradient tensor can be expressed in index notation as follows:
dxi =
@xi
@Xj
dXj
= Fij dXj. (2.24)
Below we list some basic properties of the deformation gradient tensor.
O 
X x
dX
dx
F
Figure 2.11: Deformation gradient tensor F acts on a line element dX.
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• The deformation gradient tensor can be decomposed into a product of two
second-order tensors as
F = RU = VR, (2.25)
where U is the right stretch tensor and R is the tensor that describes the
rigid rotation. Any deformation can be decomposed either into a stretching
U followed by rotation R, so that F = RU or into rotation R followed by
stretchingV so that F = VR. U andV have the same eigenvalues but di↵erent
eigenvectors. An example of polar decomposition is sketched in Fig. 2.12.
ț0(B) țt(B)
R
V
F
RU
O
X2, x2
X3, x3
X1, x1
Figure 2.12: Polar decomposition of the deformation gradient tensor F. Adapted from
Ref. [89].
• The deformation gradient tensor does not contain rigid body translations, i.e.,
for a rigid body translation c, the motion is described by x =X + c and the
action of the deformation gradient tensor is F = r(X + c) = rX = I. Note
that F defines only the deformation and not the position of the particle in the
space. If no motion takes place, F = I and x =X.
• The deformation gradient tensor is not invariant under a rigid body rotation.
For example, for a rigid rotation of ✓ about the X2 axis
F =
24sin ✓ 0 cos ✓0 1 0
cos ✓ 0   sin ✓
35 .
2.4.4 Cauchy–Green strain tensor
The deformation gradient tensor provides information concerning deformation and
rigid translations but rigid body rotations. In order to describe deformations, we
need to construct rotation-independent measures of strain since pure rotations do
2.4 Deformation and strain 59
not lead to any internal stresses in the body. The most common strain tensor
in the finite-deformations theory and one that we use in this Thesis is the right
Cauchy-Green strain tensor C, which is given in terms of deformation gradient tensor
by
C = FTF. (2.26)
The Cauchy-Green strain tensor excludes any rotation R that takes place by multi-
plying by its inverse rotation RT:
C = FTF = (RU)T (RU) = UTRTRU = UTIU = U2. (2.27)
In the index notation, the Cauchy–Green strain tensor reads
Cij = Fik
TFkj = FkiFkj =
@xk
@Xi
@xk
@Xj
. (2.28)
Physically, the Cauchy–Green strain tensor gives the square of the local change in
distances and thus measures how the lengths of two line elements and the angle
between these two line elements change between configurations. To see this, we
calculate the scalar product of any two line elements dx1 and dx2 in the deformed
state:
dx1 · dx2 = (FdX1) · (FdX2)
= dX1 ·
⇥ 
FTF
 
dX2
⇤
= dX1 · (C dX2) . (2.29)
The Cauchy–Green strain tensor is a 3⇥ 3 symmetric tensor and its invariants
read (see Appendix A for details on tensor properties)
I1 = tr C = C : I = Cii =  1
2 +  2
2 +  3
2 (2.30)
I2 =
1
2
⇥
(tr C)2   tr C2⇤ = C : C = 1
2
⇥
C2ii   CikCki
⇤
=  1
2 2
2 +  2
2 3
2 +  3
2 1
2 (2.31)
and
I3 = detC = J
2 =  1
2 2
2 3
2. (2.32)
The parameters  1, 2 and  3 are the principal stretch ratios of the volume element
in the direction of the principal axis of the orthogonal material coordinate system5.
The invariants of the Cauchy-Green strain tensor are used in the evaluation of the
deformation energy as a function of the strain tensor.
5The stretch ratio   is defined as the ratio of the length of a deformed line element to the length
of the corresponding undeformed line element.
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2.4.5 Green–Lagrange strain tensor
Another strain measure of large deformations is the Green-Lagrange strain tensor E
which evaluates the di↵erence of a given displacement from a rigid body translation
and is defined by
E =
1
2
(C  I) = 1
2
 
FTF  I  . (2.33)
In index notation,
Eij =
1
2
(Cij    ij) . (2.34)
Physically, E gives information about the change in the square length of the line
elements. When the Green-Lagrange strain E operates on a line element dX in
the undeformed change, it gives the change in the squares of the undeformed and
deformed lengths as follows:
|dx|2   |dX|2
2
=
1
2
⇥
dX · (C dX)  dX · dX⇤ = 1
2
dX · ⇥ (C  I) dX⇤
⌘ dX · (E dX) . (2.35)
Below we mention two features of E:
• The Green-Lagrange strain in terms of displacement gradient reads
E =
1
2
 
FTF  I 
=
1
2
n⇥rXu(X) + I⇤T⇥rXu(X) + I⇤  Io
=
1
2
n⇥rXu(X)⇤T +rXu(X) + ⇥rXu(X)⇤T · ⇥rXu(X)⇤o(2.36)
and in the index notation
Eij =
1
2
✓
@ui
@Xj
+
@uj
@Xi
+
@uk
@Xi
@uk
@Xj
◆
. (2.37)
• For small displacement gradients, the quadratic terms and their products are
small relative to the gradients and thus they can be neglected. Thus for small
deformations
@uk
@Xi
@uk
@Xj
⌧ 1 (2.38)
and the Green-Lagrange strain tensor reduces to the small-strain form of the
Cauchy strain tensor [Eq. (2.7)]
✏ij =
1
2
✓
@ui
@Xj
+
@uj
@Xi
◆
. (2.39)
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2.4.6 Volume change
We consider an infinitesimal cuboidal element with edges along the three coordinate
axes (Fig. 2.13). Its volume is given by
dV = dX1dX2dX3. (2.40)
After the deformation the corresponding deformed volume dv in the current config-
O
dx1
dx3
dx2
dX1
dX2
dX3
P
p
ȟ
X2, x2
X3, x3
X1, x1 ț0(B)
țt(B)
Figure 2.13: Volume change of an infinitesimal volume element dV in the material
configuration into the deformed volume element dv. Adapted from Ref. [69].
uration is spanned by
dx1 = FdX1 =
@⇠
@X1
dX1,
dx2 = FdX2 =
@⇠
@X2
dX2,
and
dx3 = FdX3 =
@⇠
@X3
dX3. (2.41)
The deformed volume dv is the triple product of these vectors,
dv = dx1 · (dx2 ⇥ dx3)
=
@⇠
@X1
·
✓
@⇠
@X2
⇥ @⇠
@X3
◆
dX1dX2dX3
= detF = JdV. (2.42)
The scalar J measures the volume change of a deformed body and is defined as
the ratio of the deformed volume element to the corresponding undeformed volume
element. For pure stretch where the body does not rotate the volume change can be
62 Chapter 2. Theory of elasticity in a nutshell
expressed in terms of principal stretches6 :
dv =  1 2 3dV. (2.43)
Thus
dv   dV
dV
=
 1 2 3dV   dV
dV
=  1 2 3   1. (2.44)
In incompressible materials J = 1. The volume change [Eq. (4.37)] can be expressed
using the principal displacements as
 V
V0
= (1 + u11) (1 + u22) (1 + u33)  1
= u11 + u22 + u33 + u11u22 + u22u33 + u11u33 + u11u22u33. (2.45)
For infinitesimal deformations,
1  uii   uiiujj   uiiujjukk, (2.46)
and thus Eq. (2.45) can be approximated by
 V
V0
⇡ u11 + u22 + u33 = trF  3 = tr✏ = divu. (2.47)
We need to keep in mind that only infinitesimal volume changes are described by
the trace of the strain tensor whereas for finite deformations the volume change is
important and it is measured by the volume change parameter J .
2.4.7 Area change
In order to measure the change of an element of area dA = dA N in the initial
configuration that becomes da = da n in the deformed configuration, we need to
introduce an arbitrary element of length dL in the initial configuration that deforms
to dl (Fig. 2.14). We have already shown that dl = FdL and that dv = JdV . As
shown in Fig. 2.14, the element of volume in the deformed and in the undeformed
state can be expressed as dv = dl · da and dV = dL · dA, respectively. Then
dl · da = FdL · da and we find that da = JF TdA.
2.5 Stress tensors
2.5.1 Cauchy stress tensor
Stress is a fundamental physical quantity and it is defined in an infinitesimal volume
as force per unit area across each boundary of the volume as shown in Fig. 2.15.
Stress is expressed by the stress vector T which is the force  f between adjacent
6Rotations do not alter the volume so the volume is completely measured by the stretching
tensor U. For a pure stretch,
F =
24 1 0 00  2 0
0 0  3.
35 .
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Figure 2.14: Area change of an infinitesimal area element dA = dA N in the initial
configuration into the deformed area element da = da n. dL and dl are arbitrary length
elements in the initial and current configuration, respectively.
parts of a material over an imaginary separating surface S, divided by the area  a
of the surface S:
T (n) = lim
 a!0
 f
 a
. (2.48)
Between the adjacent regions the relationship between T and n must satisfy Newton’s
law of action and reaction. The combined stresses over a body cannot be described
by a single vector since they depend on the orientation of the surface. In order
to introduce the concept of stress tensor, we consider three traction vectors T (ei)
x2 
O 
x3 
x1 
p 
n 
ǻf 
ǻa 
n 
T 
-T -n 
R1
R2
S
țt(B)
Figure 2.15: Stress vector T is defined in the current configuration of a material body
t(B) as the force  f across the surface S between the adjacent regions R1 and R2 of the
material, divided by the element area  A of the surface S normal to n in the neighborhood
of the point p.
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associated with the three orthogonal directions ✏1, ✏2, and ✏3. The stress vectors are
a linear function of the normal vector of the surface,
T (n) =   · n, (2.49)
and hence the stress state of the stressed body can be described by the Cauchy stress
tensor   (Fig. 2.16)
  =
24 11  12  13 21  22  23
 31  32  33
35 .
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Figure 2.16: Components of the stress tensor   on a volume element.
Usually stress is not distributed over the material body uniformly and it also
varies with time. Therefore, the stress tensor must be defined for each point and
each moment, by considering an infinitesimal volume element in the neighborhood
of a point p of the material body. The Cauchy stress tensor expresses the force per
unit area in the current configuration and it is used for stress analysis of material
bodies that undergo small deformations. For large deformations other measures are
required, such as Piola–Kirchho↵ stress tensor that is defined as the force per unit
area of the undeformed body. However, when the deformations are small, there
is no distinction between the current (deformed) and the reference (undeformed)
configuration, and thus the Cauchy and Piola–Kirchho↵ stress tensors coincide. Yet
for large deformations we need to refer to the reference configuration in order to
describe the forces that are applied on the deformed body and to calculate the stress
tensor. The first and second Piola–Kirchho↵ stress tensors are used in theory of
finite deformations.
2.5.2 First and second Piola–Kirchho↵ stress tensor
The first Piola–Kirchho↵ stress tensor P relates forces in the current configuration
with areas in the reference configuration as shown in Fig. 2.17. By transforming an
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Figure 2.17: Element of force dp in spatial configuration is interpreted in terms of an
element of force in the material configuration dP . Adapted from Ref. [69].
element of force in the spatial configuration dp =  da into the material configuration,
dp = J F TdA = PdA, we find that P reads
P = J  · F T. (2.50)
In the index notation, P is expressed as
Pij = J ikF
 T
jk = J ik
@Xj
@xk
. (2.51)
The first Piola–Kirchho↵ stress tensor depends on the rotation of the material, and
since the deformations that we are interested in should be independent of the material
rotations we define the second Piola–Kirchho↵ stress tensor S. The second Piola–
Kirchho↵ stress tensor S is being used more extensively in finite deformations since
it relates forces in the reference configuration to areas in the reference configurations.
An element of force in the material configuration is related to the element of force
in the spatial configuration by dP = F 1dp = F 1J F TdA. This means that the
final form of the second Piola–Kirchho↵ stress tensor is as follows:
S = JF 1 ·   · F T. (2.52)
In the index notation,
Sij = JFik
 1 kmFjm 1 = J
@Xi
@xk
 km
@Xj
@xm
. (2.53)
For rigid rotations the components of the second Piola–Kirchho↵ stress are constant,
meaning that the tensor is invariant under rotations.
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2.6 Equilibrium equation of state
When forces act on a deformable body, internal tractions develop in it and the body
deforms until it reaches the equilibrium. In Fig. 2.18 we illustrate a deformable body
which is under the action of body forces f per unit volume V and surface forces T
per unit area acting on the boundary @v.
ȟ
ȣ
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time = 0 time = t
ȣ
ț0Ǻ
țtǺ
f
n
T
X2, x2
X3, x3
X1, x1 
O
Figure 2.18: Spatial configuration of a deformable body defined by a volume v with a
boundary @v in equilibrium. The body is under the action of the body forces f on the
volume and traction forces on the boundary @v of the body.
In the state of equilibrium the sum of all forces acting on the body vanishes and
the equation of equilibrium readsZ
@v
Tda+
Z
v
fdv = 0 (2.54)
or Z
@v
  · nda+
Z
v
fdv = 0, (2.55)
where we used Eq. (2.49). Using Gauss theorem, this can be recast asZ
V
(r ·   + f) dv = 0 (2.56)
(Appendix A). Since the above equation can be applied to any arbitrary enclosed
region dv, we find that
r ·   + f = 0. (2.57)
In the case of Hookean elasticity, the stress tensor can be expressed as a function of
strain tensor ✏ = ✏(u) via the constitutive stress-strain equation
  = µ✏+   tr✏ I, (2.58)
where µ and   are the material parameters. Then the equilibrium equation [Eq. (2.57)]
can be expressed as
 r · (µ✏+   tr✏ I) = f (2.59)
2.6 Equilibrium equation of state 67
or
 
✓
µ
@✏ij
@xj
+  
@✏kk
@xi
◆
= fi. (2.60)
Here ✏ is the Hookean strain tensor [Eq. (2.7)]. Since the strain tensor consists of
derivatives of displacements u at each point x of the body, Eq. (2.59) has the form
of a nonlinear second-order di↵erential equation. The nonlinearity arises with respect
to the displacements and to the geometry of the domain, since often the domain
changes as a function of deformation. Finding an exact solution is di cult or even
impossible, and thus it is very common to transform the complex di↵erential equation
to a weak form and seek approximate solutions using the calculus of variations by
minimizing the energy functional. The first step is to transform the initial complex
elliptic problem [Eq. (2.59)] in a variational problem of minimization of the energy
functional. Since the stresses and their associated displacements are conjugate
variables, an arbitrary displacement  d in a mechanical elastic system leads to a
small increment in the energy  w. Before the elastic body reaches its equilibrium
state there exists an imbalance between the internal stresses and external forces. The
residual force r = r ·   + f leads the system to the equilibrium while it expends an
amount of work  w. We refer to  w as the virtual work per unit volume that is done
by the residual force during the virtual displacement  d and in the equilibrium state,
 w = r ·  d = 0. (2.61)
Hence, the total elastic energy that is stored in the body can be expressed as the
sum of the dot product of the total forces that act on the system when they are out
of equilibrium with the displacements that they cause. The total virtual work  W of
the residual force r for any virtual displacement  d is given by
 W =
Z
v
(r ·   + f) ·  d dv
=
Z
@v
n ·   d da 
Z
v
  : r d dv +
Z
v
f ·  d dv (2.62)
and it must vanish in equilibrium. ThusZ
v
  :  d dv| {z }
 Wint
=
Z
v
f ·  d dv +
Z
@v
T ·  d da| {z }
 Wext
. (2.63)
Here we have decomposed the total work into the internal work  Wint of the
Cauchy stress tensor and the external work of the total forces  Wext acting on the
body. This is the fundamental energy functional that describes the equilibrium of a
deformed body after the action of the volume and boundary forces. We transformed
the problem from a nonlinear di↵erential equation which has an exact solution u
to an energy functional which we can minimize in order to find the equilibrium
state un. The principle of virtual work is the main concept to solve the di↵erential
equations that emerge from the finite deformation problems under consideration.
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The equilibrium equation of state [Eq. (2.63)] describes infinitesimal deformations
because the Cauchy stress tensor that is used there depends on the final configuration
(spatial coordinates) of the deformed body. In the analysis of finite deformations
we need to use the first and second Piola–Kirchho↵ stress tensors to formulate the
equation of equilibrium.
2.7 Equation of equilibrium for finite deformations
In this paragraph we describe the equation of equilibrium of a deformed body for finite
deformations [69, 71]. The equation of equilibrium [Eq. (2.63)] alone is insu cient
since it uses the spatial description instead of the material description of the deformed
body. In order to do so, we use the first and the second Piola-Kirchho↵ stress tensors
that relate the current stress state of the deformed body with its initial configuration.
We start the transformation by changing the element of volume change and the
element of the area change so that they refer to the initial undeformed volume of
the body. To this end, we replace  v in Eq. (2.63) by J V and  a by JF 1 A:Z
V
  :  d J dV =
Z
V
f ·  d J dV +
Z
@V
T ·  d J F 1dA (2.64)
and then introduce the Kirchho↵ stress tensor associated with the initial volume and
defined by ⌧ = J  :Z
V
⌧ :  d dV =
Z
V
fV ·  d dV +
Z
@V
T A ·  d dA. (2.65)
Here fV = J f is the volume force per initial volume of the body and T A = J F
 TT
is the surface force per unit of initial area. Calculating the internal work using the
first term of Eq. (2.65) is not convenient because the virtual displacement  d is
defined in the spatial coordinates. Thus, it takes some more algebra to include the
first and the second Piola–Kirchho↵ stresses in the equilibrium equation which are
the work conjugated7 to the virtual increment of the deformation tensors F and FTF,
respectively. The virtual increment of the displacement in the material configuration
is given by  d =  FF 1 and the equation of equilibrium reads
 Wint =
Z
V
J   :  d dV =
Z
V
J   :
 
 FF 1
 
dV
=
Z
V
tr
 
J    FF 1
 
dV =
Z
V
 
J    FF 1
 
ii
dV
=
Z
V
 
J F 1ij  jk  Fki
 
dV =
Z
V
 
J  F T
 
ki
  Fki dV
=
Z
V
 
J  F T
 
:  F dV =
Z
V
P :  F dV , (2.66)
7Here a pair of conjugate variables expresses the elastic energy stored in the deformed system,
i.e., force and displacement.
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where P is the first Piola–Kirchho↵ stress tensor. The stress equilibrium becomes
rV = r ·P+fV = 0. Using the second Piola–Kirchho↵ stress tensor S = F 1J F T,
Eq. (2.66) becomes
 Wint =
Z
V
J  :  d dV =
Z
V
J  :
 
F TFT  FF 1
 
dV
=
Z
V
J  :
 
F T  EF 1
 
dV =
Z
V
tr
 
F 1J F T  E
 
dV
=
Z
V
 
F 1J F T
 
:  E dV =
Z
V
S :  E dV =
Z
V
1
2
S :  C dV , (2.67)
where the increment of the Lagrange strain tensor E = (C  I) /2 is
 E =
 
 FTF+ FT  F
 
/2 = FT  F. (2.68)
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In the previous Section we expressed the equilibrium equations and the total work
associated with the deformation of an elastic body in terms of stresses inside the
body. Using the constitutive equations, stresses can be expressed in terms of the
strain tensor. When the stress-strain behavior of a material is a function of the
current state of deformation the material is referred to as elastic, where   = K✏. On
the other hand, when the stress-strain relationship is a function of measures that
connect the initial configuration of the body with the current stress condition of
it the material is called hyperelastic. For example, the first Piola–Kirchho↵ stress
tensor P can be expressed by its conjugate deformation gradient tensor F for a
particle at initial configuration X as
P = P
⇣
F (X) ,X
⌘
. (2.69)
A more strict definition states that in a hyperelastic material the work done by the
stresses during a deformation is path-independent, meaning that it depends on the
initial and on the final configuration:Z
 0
PdF =
Z
 00
PdF (2.70)
for any paths of deformation  0 and  00 (Fig. 2.19). Like in all conservative systems,
for all closed paths of motion the total work of the stresses is zero. Additionally, for
any deformation path   starting at a fixed reference configuration and terminating
at F the strain energy W is of the form
W =
Z
 
PdF, (2.71)
since P is work conjugate with the deformation gradient tensor F. Thus, for
hyperelastic materials the stress tensor is the gradient of the strain energy function,
Pij(F) =
@W (F)
@Fij
(2.72)
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Figure 2.19: Deformation of an infinitesimal material neighborhood around P along the
paths  0 and  00.
or
P
⇣
F (X),X
⌘
=
@W
⇣
F (X),X
⌘
@F
. (2.73)
The strain energy function W of hyperelastic materials needs to be invariant when
the current configuration undergoes rigid rotations. This implies that W should
depend only on the stretch component of F and so usually is expressed as a function
of the invariant of the right Cauchy–Green strain tensor C = FTF:
W (C) = W (FTF) = W (I1, I2, I3) = W ( 1, 2, 3), (2.74)
where I1, I2 and I3 are defined by Eqs. (2.30), (2.31), and (2.32), respectively, and
 1, 2, and  3 are the principal stretches.
One more aspect is that the strain energy function of a hyperelastic material is
equal to the Helmholtz free energy density A defined by
A = U   TS (2.75)
where U is the internal mechanical energy per unit volume, T is the temperature
of the surroundings and S is the entropy per unit volume. The mechanical energy
balance states that the internal energy of an elastic body coincides with the stored
strain energy.
The basic mechanical framework used in the description of the hyperelastic
materials is the strain energy function. There exist many models for hyperelastic
materials; a few of them are mentioned in Sec. 2.8.2. Before reviewing them, we need
to refer the special requirements that must be satisfied by any hyperelastic model.
2.8.1 General conditions for strain energy function
Hyperelastic models are usually phenomenological and the strain energy function
needs to satisfy some physical conditions. Below we list four of them:
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• The strain energy function is a scalar function of the deformation gradient
tensor F. For a stress-free configuration the body remains in the reference
state and the strain energy vanishes:
W (F) = 0 for F = I. (2.76)
In stress-free configurations the strain energy reaches its global minimum, since
the development of a stress field in the body leads to monotonic increase in
the strain energy:
W (F) > 0 for F 6= I. (2.77)
• For compressible materials it is required an infinite amount of energy either to
compress the body to zero volume or to expand it indefinitely,
lim
detF!0
W (F)!1 and lim
detF!1
W (F)!1 (2.78)
• In the limit of infinitesimal strains, the strain energy function should reduce
to the classical linear elasticity. As an example, we examine the neo–Hookean
strain energy function given by
WNH(C) =
µ
2
(I1   3  2 ln J) +  
2
(ln J)2 (2.79)
in the limit of small strains where the deformation gradient tensor is expressed
in terms of its principal stretches:
F =
24 1 0 00  2 0
0 0  3
35 =
241 + u11 0 00 1 + u22 0
0 0 1 + u33.
35
By examining each term of the strain energy function separately in the limit of
infinitesimal strains we see that
lnJ = ln( 1 2 3)
= ln
⇣
(1 + u11) (1 + u22) (1 + u33)
⌘
= ln(1 + u11) + ln(1 + u22) + ln(1 + u33)
⇡ u11   u
2
11
2
+
u311
3
  ...+ u22   u
2
22
2
+
u322
3
  ...+ u33   u
2
33
2
+
u333
3
  ...
⇡ u11 + u22 + u33 (2.80)
reduces to the first invariant of the Cauchy strain tensor tr ✏ and the isochoric
term
trC  3  2lnJ =  21 +  22 +  23   3  2ln( 1 2 3)
= (1 + u11)
2(1 + u22)
2(1 + u33)
2   3
 2ln
⇣
(1 + u11)(1 + u22)(1 + u33)
⌘
⇡ 1 + 2u11 + u211 + 1 + 2u22 + u222 + 1 + 2u33 + u233
 3  2u11   2u22   2u33
= u211 + u
2
22 + u
2
33 (2.81)
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reduces to tr(✏2). For small strains the neo–Hookean strain energy function
Eqs. (2.80) and (2.81), reduces to the Hookean elastic energy density
WNH (u11 ⌧ 1, u22 ⌧ 1, u33 ⌧ 1) = µ
2
tr(✏2) +
 
2
(tr✏)2 = WHookean. (2.82)
• Another issue is the existence of a (unique) solution of a given constitutive
model. The local existence and uniqueness theorems in elasticity are based
on ellipticity, which states that an energy function W (F) leads to an elliptic
system if and only if the convexity condition holds
@2W (F)
@F@F
  0. (2.83)
If the inequality holds then W is strongly elliptic of uniform rank-1 convex and
there exists a unique solution.
• The strain energy density function is independent of rigid rotations. For a rigid
rotation Q the elastic strain energy density becomes
W (FQ) = W (F). (2.84)
2.8.2 Hyperelastic models
Most hyperelastic models are needed for the description of organic materials which
usually exhibit a nonlinear stress-strain behavior even at small strains. There is a
wide range of polymers and biological tissues that are elastic up to large strains.
These materials show a complex nonlinear stress-strain behavior and specific strain
energy functions are designed to account for these phenomena. Rubber is a typical
example of a natural material undergoing large strains. Similarly, many polymers
exhibit a rubber-like behavior; for instance polymers with a heavily cross-linked
molecular architecture and certain biological tissues. Hyperelastic models can be
divided into two classes. The first one consists of phenomenological models that have
been developed so as to capture the overall behavior of a particular set of polymers, for
instance elastomers that soften on compression and under tension. Typical examples
of such hyperelastic materials are the Mooney–Rivlin rubber, the Saint-Venant–
Kirchho↵ rubber, the Blatz–Ko foam and the Ogden rubber [54, 69, 68]. The second
class consists of micro-mechanical models that are derived using arguments pertaining
to the structure of the materials, with the neo–Hookean and the Arruda–Boyce models
being the most used ones. Below we mention the Saint-Venant–Kirchho↵ and the
neo–Hookean models that we use in this Thesis and some others because of their
importance in the materials science.
Saint-Venant–Kirchho↵ model
The Saint-Venant–Kirchho↵ model is the simplest hyperelastic model which is a
direct extension of the linear elastic model to the finite deformation regime by using
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the Green–Lagrange strain tensor E instead of the infinitesimal Cauchy strain tensor
✏. It has the following form
fWSVK(E) = µ trE2 + 1
2
 
h
tr(E)
i2
, (2.85)
where   and µ are material coe cients. The constitutive equation can be derived
from the relation
S =
@fWSVK
@E
= 2µE+  trE I. (2.86)
The Saint-Venant–Kirchho↵ model has been found of little use beyond the small
strain regime since it gives an unphysical limit on compression because as detF! 0,
E!  I/2.
Modified Saint-Venant–Kirchho↵
The Saint-Venant–Kirchho↵ model fails to measure properly the volumetric strain
energy since it uses the small-strain approximation for the volume change as shown
in Eq. (2.47). Thus, we modified the strain energy function by replacing the small
strain volumetric term trE by lnJ :
WSVK = µ trE
2 +
 
2
(lnJ)2 . (2.87)
This model overcomes the problems arising in the classical Saint-Venant–Kirchho↵
model [Eq. (2.85)] when it is used at large compressive strains [68]. In this Thesis
this model is used as the simplest model to describe the nonlinear behavior.
Neo–Hookean model
The neo–Hookean elasticity was introduced by Rivlin in 1948 [63] and it is a micro-
mechanical model that was first used by Treloar [59]. This type of hyperelastic
material is described by
WNH(C) =
µ
2
(I1   3  2 lnJ) +  
2
(lnJ)2 , (2.88)
where the constants   and µ are material coe cients and J2 = I3. In vulcanized
rubber, the value of the coe cient µ was originally determined using an elementary
statistical-mechanical treatment predicting that µ = N kBT/2, where N is the
number of the polymer chains per unit volume, kB is the Boltzmann constant, and
T is the temperature [59, 60].
For C = I the stored energy function vanishes as expected. The second Piola–
Kirchho↵ stress tensor reads
S =
@WNH
@C
= µ
 
I C T +   (lnJ)C T. (2.89)
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Incompressible and nearly incompressible hyperelastic materials
Incompressibility is a typical feature of a rubbery material, namely a material
that strongly resists volume changes. In the incompressible limit and in a nearly
incompressible hyperelastic material the neo–Hookean material is described by
W incNH =
1
2
µ (I1   3) + 1
2
pL (J   1)2 , (2.90)
where pL is the Lagrange multiplier with typical values in the range of 103   104
force/volume, which acts as a penalization to the volume change and represents the
bulk modulus of the material.
Modified neo-Hookean model
The deformation gradient tensor F of a nearly incompressible materials can usually
be separated into the volumetric and the distortional component of deformation, the
latter being denoted by Fˆ. Then condition that must be satisfied is
detFˆ = 1. (2.91)
This condition can be satisfied by choosing Fˆ as
Fˆ = J 1/3 F. (2.92)
The right Cauchy-Green tensor C is defined by its distortional component Cˆ:
Cˆ = FˆT Fˆ (2.93)
= J 1/3FT J 1/3F
= J 2/3FTF
= J 2/3C. (2.94)
Then the strain energy density function of a modified neo–Hookean material can be
written in the following form
fWNH = µ
2
 
I¯1   3
 
+
 
2
(J   1)2 , (2.95)
where I¯1 = J 2/3C.
Mooney–Rivlin model
The general form of the strain energy function of compressible rubbers that are
described by the Mooney-Rivlin model [54, 62, 63] reads
WMR(C) =
X
r,s 0
µrs (IC   3)r (II⇤C   3)s +
X
n 1
Dn (J   1)2n, (2.96)
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where the second invariant II⇤C of C given by
II⇤C =
1
2
 
I2C   IIC
 
, (2.97)
where IIC = C : C. The µrs are the material coe cients related to the distortional
response and Dn are the material coe cients related to the volumetric response. The
most extensively used function of this family has only three nonzero coe cients: µ01,
µ10, and D1. For consistency with the infinitesimal strains and linear elasticity these
material parameters are defined by
D1 =
K
2
and µ01 + µ10 =
µ
2
, (2.98)
where K and µ are the bulk and the shear modulus, respectively. The Mooney–Rivlin
model describes the response of a rubber-like material but it is often applied to
biological tissues [90, 91, 92] and the material constants µrs and Dn are determined
by fitting the function to experimental data.
Ogden model
The Ogden hyperelastic model [93] captures the behavior of rubber-like materials,
polymers, and biological tissues. The strain energy has the following form:
WOG
⇣
C ( 1, 2, 3)
⌘
=
NX
n 1
µn
↵n
( ↵n1 +  
↵n
2 +  
↵n
3   3), (2.99)
where N , µn and ↵n are the material coe cients. The shear modulus is expressed as
2µ =
NX
n 1
µn↵n. (2.100)
For incompressible materials, where J =  1 2 3 = 1, and for N = 1and↵1 = 2
the Ogden model reduces to the neo–Hookean model and for N = 2,↵1 = 2, and
↵2 =  2 it reduces to the Mooney–Rivlin model.
Arruda–Boyce model
Another micro-mechanically inspired model for carbon filled rubber is the Arruda–
Boyce model [94, 95]. The strain energy of this model is given by
WAB(F) = µ0
X
n 1
an
 2n 2lock
h
(I1)
n   3n
i
. (2.101)
Here µ0 is the initial shear modulus, an are the constants deriving from the statistical-
mechanical theory, and  lock and N are material coe cients of the chain model,
namely the limiting chain extensibility and the number of rigid links between the
chains [68]. This model reflects the dependence of the shear modulus on the defor-
mation.
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Blatz–Ko model
This model was developed for porous or foamed elastomers which can only be
treated as compressible materials, and it is based on the theoretical arguments and
experimental data of polyurethane rubbers [86]. The strain energy density function
reads
WBK =
µ
2
f

I1   1  1
⌫
+
1  2⌫
⌫
I ⌫/(1 2⌫)3
 
+
µ
2
(1  f)

I2
I3
  1  1
⌫
+
1  2⌫
⌫
I⌫/(1 2⌫)3
 
, (2.102)
where µ, ⌫, and f are the shear modulus, Poisson ratio, and the volume fraction of
voids in the foam-rubber material, respectively. In the special case when f = 0, the
strain energy function reduces to
WBK(f = 0) =
µ
2

I2
I3
  1  1
⌫
+
1  2⌫
⌫
I⌫/(1 2⌫)3
 
, (2.103)
whereas for f = 1 it reduces to
WBK(f = 1) =
µ
2

I1   1  1
⌫
+
1  2⌫
⌫
I ⌫/(1 2⌫)3
 
. (2.104)
Equation (2.103) characterizes the class of foamed polyurethane elastomers and
Eq. (2.104) characterizes the class of solid polyurethane rubbers that were investigated
experimentally. In the incompressible limit, the model reduces to the incompressible
neo–Hookean model. The model can also be seen as a neo–Hookean model extended
to the compressible range and it is applicable to biological tissues as well [96].
2.8.3 Volumetric energy strain functions
The isochoric-volumetric decoupling of the strain energy function in the nonlinear
elastic systems is very common, as seen from the examples of the strain energy
functions described earlier in this Section. By adding a volumetric term one can
extend the isochoric energy functions to compressible materials, where J = detF 6= 1:
W (F) = Wisoch(F) +Wvol(F). (2.105)
Below we mention the most extensively used volumetric strain energy functions [97]
that we use:
W 1vol(F) =
K
2
(lnJ)2, (2.106)
W 2vol(F) =
K
2
(J   1)2, (2.107)
and
W 3vol(F) =
K
4
(J2   1  2lnJ). (2.108)
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The restrictions for the volumetric strain energy function are the same as discussed
before, namely the volumetric term should vanish for small strains J ⇡ 1 and result
in infinite amount of energy when the body is compressed to zero volume, i.e., for
J = 0.
2.8.4 Elastic coe cients
Motion, deformation, and stress equilibrium are general concepts of the mechanics
that apply to any body. Using only these concepts to study the motion of a body
is insu cient since they do not distinguish one material from another. The elastic
coe cients are unique for each material, and they describe the elastic response of
the materials and are measured experimentally for strains close to the reference
state. The hyperelastic constitutive equations describe the mechanical response of a
body as a function of strain and use the elastic parameters as arbitrary constants
(Sec. 2.8.2). Since any deformation can be decomposed into a shear strain and a
volume change, the elastic moduli measure the ability of each material to respond
to each of these changes. The most important elastic moduli that are found in the
literature and are used in this Thesis are the following:
• The Young modulus Y describes the resistance of the material to change its
length when it is under tensile tension. It is equal to the longitudinal stress
divided by the strain in the same direction and it is defined in the elastic region
of the deformation of the body by
Y =
tensile stress
tensile strain
. (2.109)
Since strain is dimensionless, the Young modulus has units of N/m2.
• The Poisson ratio ⌫ measures the tendency of an elastic body to expand or
contract in directions perpendicular to the direction of the uniaxial compression
and it is defined for small deformations as
⌫ =  transverse strain
axial strain
. (2.110)
An extensive description of the Poisson ratio is given in Sec. 4.1.3.
• The shear modulus µ measures the resistance of a body to shear stress. It has
units of N/m2 and is defined by
µ =
shear stress
shear strain
. (2.111)
In isotropic solids, the shear modulus is related to Young modulus and Poisson
ratio by
µ =
Y
2(1 + ⌫)
, (2.112)
where we assume that all three coe cients are defined at small strains.
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• The bulk modulus K measures the resistance of a material to volume changes
when compressed isotropically. It has units of N/m2 and it is defined as
K =
volumetric (or uniform) stress
volumetric strain
. (2.113)
The bulk modulus is related to Young modulus and Poisson ratio by
µ =
Y
3(1  2⌫) . (2.114)
• The first Lame´ parameter   is defined by
  = K   2
3
µ =
Y ⌫
(1 + ⌫)(1  2⌫) . (2.115)
The material parameters that appear in the strain energy density function in the
hyperelastic constitutive models are obtained experimentally. Their relation with
the aforementioned elastic moduli is studied in the limit of small deformations.
2.9 Calculus of variations
Finite-deformation problems that we have to solve are formulated as nonlinear valued
functionals, where the deformed equilibrium state and hence the solution of the
problem is obtained by minimization of the functional over a certain domain ⌦. A
general problem in finite-deformation theory can be formulated as follows: Find the
displacement vector field u = (u1, u2, u3) that minimizes the strain energy J stored
in the body of domain ⌦ with external forces Pext applied to it:
min J
⇥
F(u)
⇤
=
Z
⌦
W
 eF  d⌦  Z
⌦
Pintf1(u) d⌦ 
Z
 
Pextf2(u1, u2) d , (2.116)
where ⌦ is the domain of the body and   is the boundary of the domain, eF (u) is a
function of the strain tensor C = FTF that should be positive definite with respect
to the strain tensor C, and f1 and f2 are scalar functions of the volume and boundary
forces applied to the domain, respectively. The scalar-valued functional W
 eF  is the
strain energy stored in the body after the deformation and is the nonlinear part of
the total energy that we need to minimize. The standard treatment of the problem
is first to linearize it and then use an iterative method to find the minimum solution.
In order to do so, we need the mathematical framework of calculus of variations
together with a quasi-Newton iterative method to find the function that minimizes
the functional.
The calculus of variations uses the theory of first and second variations to
minimize the functional of the total energy. The total energy is a mapping from a
set of functions, namely the strain tensor, to a real number which is the total energy:
J = J
⇥
F (u)
⇤
. (2.117)
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When external forces act on the body, the ensuing internal stresses produce dis-
placements that lead to the deformation of the body, and the work of these forces is
stored as elastic energy. When we try to solve a complicated problem such as the
deformation of a continuous body, the state of the body F (u) is often described as
an element of an appropriate function space, that is the displacement vector space.
Each state carries a certain energy and the system tends to develop from the state of
a higher energy to that of a lower energy. Thus, the local minimum of this functional
is usually connected with the equilibrium or a metastable state. If F (un) is the state
that minimizes the energy functional, then
min J
⇥
F (un)
⇤  J⇥F (u) ⇤, (2.118)
where F is the deformation gradient tensor as function of displacement field F(u).
Below we use the variational method as a standard procedure to linearize second-
order nonlinear di↵erential equations. We consider an initial guess u0 and a general
variation of increment  u that will generate a new displacement u = u0 +  u that is
closer to the solution that minimizes the energy. We introduce a small parameter
✏ which tunes the increment of the displacement field. We need to estimate how a
small variation of the displacement field ✏ u around the initial guess influences the
strain energy J (u0 + ✏ u). To this end, we need to find how the values of ✏ change
the function J in the direction of  u. To answer this question we use the directional
derivative, which relates the change in the functional to a change in the function
on which the functional depends. Thus we are able to relate any small change in
the energy with a small change in the displacement field. Our nonlinear equation
needs to be linearized using Taylor expansion around the estimated solution, which
depends on ✏:
J (u0 + ✏ u) = J (u0) + ✏
d
d✏
    
✏=0
J (u0 + ✏ u)
+
✏2
2
d2
d✏2
    
✏=0
J (u0 + ✏ u) + . . . (2.119)
so that
J (u0 + ✏ u)  J (u0) ⇡ ✏ d
d✏
    
✏=0
J (u0 + ✏ u) +
✏2
2
d2
d✏2
    
✏=0
J (u0 + ✏ u)
⇡ DJ (u0)
⇥
 u
⇤
+
d
d✏
DJ (u0 + ✏  u)
    
✏=0
⇥
 u
⇤
= DJ (u0)
⇥
 u
⇤
+D2J (u0)
⇥
 u
⇤⇥
  u
⇤
, (2.120)
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where DJ (u0)
⇥
 u
⇤
is the directional derivative at a point u0 in the direction of  u
DJ (u0)
⇥
 u
⇤
=
d
d✏
    
✏=0
J (u0 + ✏ u)
=
@J
@ui
    
ui=u0,i
d (u0,i + ✏ ui)
d✏
    
✏=0
=  ui
@J
@ ui
    
ui=u0,i
= J (u0)  u. (2.121)
DJ (u0) and D2J (u0) in Eq. (2.120) correspond to the Jacobian J and Hessian H
matrix, respectively (Appendix A.3.2). The linearized form of J (u) reads
J (u0 + ✏ u)  J (u0) = J (u0)
⇥
 u
⇤
+H (u0)
⇥
 u
⇤⇥
  u
⇤
(2.122)
or more specifically
J
⇥
F (u0 + ✏ u)
⇤  J⇥F (u0) ⇤ = J⇥F (u0) ⇤⇥ u⇤+H⇥F (u0) ⇤⇥ u⇤⇥  u⇤. (2.123)
2.10 Quasi-Newton method
Quasi-Newton methods are methods used to find either zeroes or local extrema of a
function and they work with the Jacobian or Hessian matrices, respectively [71, 98].
In optimization, quasi-Newton methods are based on the Newton method to find
the stationary point xn of a function F (x) where its gradient is zero, rF (xn) =
0. The Newton method assumes that F (x) can be locally approximated as a
quadratic function in the region around the solution, and uses the first and second
derivatives to find the stationary point. In our numerical work, these derivatives
correspond to approximations of the Jacobian and Hessian matrices, respectively. As
a generalization of the Newton method, the quasi-Newton method uses the second-
order approximation to find the minimum of a function. A (local) minimum solution
F(un) exists where the first derivative of the functional at that point is zero rJ (un)
and the corresponding second derivative is positive. Equation (2.122) gives
rJ (un + ✏ u) = J (un) +H (un)
⇥
  u
⇤
, (2.124)
which is called the secant approximation. In optimization problems, the gradient is
set to zero for any current n-th guess rJ (un + ✏ u) = 0, and the correction to n-th
guess is
  un ⇡  J (un)H 1un , (2.125)
where H 1un is the Hessian matrix of the un-th iteration and hence the un+1-th
approximate solution becomes
un+1 = un +   un, (2.126)
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The iteration solution is terminated when two consecutive solutions di↵er by less
than some specified tolerance "
kun+1k   kunk  ". (2.127)
In complicated nonlinear problems like those in finite-deformation elasticity it is
necessary to set a step length ↵n < 1 2 R, in order to decrease the possibility of a
solution will be far from the real solution. Thus, the n-th correction becomes
  un ⇡  ↵nJ (un)H 1un , (2.128)
and the (n+ 1)-th approximate solution reads
un+1 = un + ↵n  un. (2.129)
2.11 Linearization of three strain energy functions
This Section deals with the general procedure of linearization of the strain-energy
hyperelastic functionals using the first and second variational methods, which is a
necessary step in order to use the quasi-Newton iterative procedure. For a given
material and loading conditions, the general form of the problem is given by Eq. (2.67):
 W =  Wint +  Wext
=
Z
V
S :  C dV| {z }
 Wint
+
Z
V
f ·  d dV +
Z
@V
T A ·  d da| {z }
 Wext
=
Z
V
1
2
S :  C dV +
Z
V
f ·  d dV +
Z
@V
pn ·  d da, (2.130)
where T A = pn when normal pressure p acts on the boundary of the body. The
linearized form of the internal work  Wint is
D Wint
 
C(u),u
 ⇥
 u
⇤
=
Z
V
D
✓
1
2
S :  C
◆⇥
 u
⇤
dV
=
Z
V
1
2
DS
⇥
 u
⇤
:  C dV +
Z
V
1
2
S : D C
⇥
 u
⇤
dV
=
Z
V
1
2
DC
⇥
u
⇤
: K : DC[ u
⇤
dV +
Z
V
S : F(u)F( u)dV,
(2.131)
where a small perturbation of the strain tensor  C around the displacement vector
u is written as DC
⇥
u
⇤
. The body forces do not depend on the displacement and
thus the first variation of the work of the external forces equals zero:
D Wext
 
C(u),u
 ⇥
 u
⇤
= 0. (2.132)
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As per the surface pressure energy term, we note that the pressure does not depend
on the displacement, yet the normal vector and the area do depend on it [69]. A
standard treatment to consider this dependence is to parametrize these two quantities
using the two tangential vectors on the area @x/@⇠ and @x/@⌘ as shown in Fig. 2.20
such that
da =
    @x@⇠ ⇥ @x@⌘
     and n =
@x
@⇠
⇥ @x
@⌘    @x@⇠ ⇥ @x@⌘
    d⇠d⌘. (2.133)
The surface energy term can thus be rewritten as
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Figure 2.20: Uniform pressure p acts on the area a in the direction of the normal vector
n. The surface and the normal vector can be parametrized in terms of the tangent vectors,
x⇠ = @x/@⇠ and x⌘ = @x/@⌘.
 Wsurf (F,  d) =
Z
A⇤
p
@x
@⇠
⇥ @x
@⌘
·  d d⇠d⌘, (2.134)
and the first variation  u around u becomes
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⇥
 u
⇤
=
Z
A⇤
p u ·
✓
@x
@⇠
⇥ @x
@⌘
◆
[ u] d⇠d⌘
=
Z
A⇤
p

u ·
✓
@ u
@⌘
⇥ @x
@⇠
◆
+ u ·
✓
@x
@⌘
⇥ @ u
 ⇠
◆ 
d⇠d⌘
=
Z
A⇤
p

@x
@⇠
·
✓
@u
@⌘
⇥  u
◆
  @x
@⌘
·
✓
@u
@⇠
⇥  u
◆ 
d⇠d⌘.
(2.135)
If the total potential energy functional is
W (C,u) =
Z
V
Wint (C) dV  
Z
V
f · u dV  
Z
@V
tA · u dA, (2.136)
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then its first variation is
DW (C,u)
⇥
 u
⇤
=
Z
V
1
2
S : DC
⇥
 u
⇤
dV  
Z
V
f ·  u dV  
Z
@V
tA · @ u dA (2.137)
and its second variation is
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Thus
 W (C,  u) = DW (C,u)
⇥
 u
⇤
, (2.139)
and
D W (C,  u)
⇥
  u
⇤
= D2W (C,u)
⇥
 u
⇤⇥
  u
⇤
. (2.140)
In Appendix B we derive the first and the second variational formulation of the two
hyperelastic problems that we use in the Thesis together with the treatment of the
incompressible limit. In our numerical work we use the formulas from Appendix B.
2.12 Glossary
Here we summarize the basic notions of the theory of elasticity by showing in Fig. 2.21
the range of the small strain and finite strain regime that are the topics of linear
elasticity and hyper elasticity, respectively. Additionally, in Table 2.2 we list the
physical quantities of strain and stress that we use in deformation problems according
to the strain regime, where they apply and we mention the basic elastic models.
st
re
ss
strain
0.01 1 100.1
hyperelasticity
linear
elasticity
Figure 2.21: Sketch of a stress-strain curve for the linear(dashed) and the hyperelastic
materials (solid line). For small strains all the materials exhibit same behavior, whereas
for finite deformations they do not.
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infinitesimal deformations finite deformations
elasticity linear non–linear and hyperelasticity
strain Cauchy strain tensor ✏
deformation gradient tensor F,
Cauchy-Green strain tensor C,
Green-Lagrange strain tensor E
stress Cauchy stress tensor  
Kirchho↵ stress tensor ⌧ , first
Piola-Kirchho↵ stress tensor P,
second Piola-Kirchho↵ stress
tensor S
volume tr ✏ detF
elastic
models
Hookean elasticity
neo–Hookean model,
Saint-Venant–Kirchho↵ model,
Blatz–Ko model, Ogden model,
· · ·
material
coe cients
⌫, Y,K, µ,  K,µ, . . .
coordinate
system
Lagrangian description equals
Eulerian description
Lagrangian description, Eulerian
description
invariants I1, I2, I3 I1, I2, I3
principal
stretch
ratios
 1, 2, 3  1, 2, 3
Table 2.2: Basic concepts of the theory of elasticity used in the infinitesimal- and finite-
deformation regimes.
3
From lattices to cell approximation
Chapter 2 focuses on the theory of elasticity, with most of the attention paid to the
treatment of the finite-deformation problems. Specifically, it discusses the elastic
energy that is stored in a deformed body and corresponds to the minimal free energy
at given boundary conditions. The main purpose of the present Chapter is to describe
the methodology of applying this theory to a system of identical elastic spheres that
we use in this Thesis. Our task is to identify the periodic, crystalline lowest-energy
arrangements of such spheres packed within a given volume, and this is done within
the cell approximation where the contact interaction between the neighboring spheres
is modeled by confining the sphere in a cage formed by its neighbors as described in
Sec. 3.7. Naturally, there exist many possible crystal lattices and we only compare a
few selected trial lattices chosen based on prior insight. These lattices are described
in detail in Secs. 3.3 – 3.5. Before doing so, we first recall the basics of crystals and
crystal systems in Secs. 3.1 and 3.2, respectively.
The general concepts presented here are drawn from Refs. [99, 100, 101] where
the interested reader can find additional information. However, we have extended
this Chapter with additional calculations and figures.
3.1 Basics: Lattice, Bravais lattice and crystal
The basic concept that we discuss in this study is the crystal lattice, i.e., a periodic
spatial arrangement of physical entities. Di↵erent arrangements are represented by
di↵erent crystal lattices whose properties and symmetries depend on the way that
these entities are arranged in space. It is these symmetries that we use in order
to make our numerical work more e cient. Hence, this section is devoted to the
definitions, the terms, and the concepts of the theory of crystals and it establishes
the necessary vocabulary referring to crystal lattices.
A lattice is a infinite arrangement of discrete points (also known as lattice sites)
in a vector space. Any crystalline solid is described mainly by a specific category
of lattices; the Bravais lattice, which is an array with units that are arranged
periodically. A Bravais lattice is characterized by a discrete translational symmetry
in the three-dimensional vector space R3. This happens when a translation of the
lattice by a translation vector T klm
T klm = ka1 + la2 +ma3, where k, l,m 2 Z, and a1,a2,a3 2 R3, (3.1)
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does not change the configuration lattice sites. In a Bravais lattice, all lattice points
are equivalent, which means that an observer at a given lattice point sees the same
environment irrespective of the choice of the lattice point. Lattice points with
di↵erent environments cannot form a Bravais lattice. However, a Bravais lattice
can be generated by more than one linear combinations of the primitive vectors, as
shown in Fig. 3.1. For the oblique lattice and the rhombic lattice (or diagonal square
centered lattice) shown in Figs. 3.1a and b, respectively, besides the primitive vectors
a1 and a2 there exist the primitive vectors b1 = a2 and b2 = a2   a1.
a1
a2
b1b2
a2
a1b2
b1
a2
(a) (b)
Figure 3.1: Several possible choices for the pair of primitive vectors in two examples of
a two-dimensional crystal. Oblique lattice (a), and rhombic or diagonal square centered
lattice (b). In a Bravais lattice, every point can be reached by a sum of integer multiples of
two primitive vectors a1 and a2. The choice of the primitive vectors is not unique.
Figure 3.2 shows the honeycomb lattice as typical example of a non-Bravais
lattice. Although the vectors b1 and b2 do not generate the hexagonal Bravais lattice
formed by the black sites, a1 and a2 do so. Thus, the honeycomb lattice can been
considered as a superposition of two hexagonal lattices formed by the black and
red sites in Fig. 3.2. A crystal lattice is an ideal perfect infinite arrangement of
basis particles at the positions of lattice sites as illustrated in Fig. 3.3. In physics, a
crystal lattice is a stable physical state of a many-body system where the particles
are arranged in a lattice. The basis usually consists of single atoms, groups of atoms,
molecules, ions, or more complex particles. The size and type of basis determine the
interactions, the energy scale, and the physical phenomena involved in the formation
of the crystal. In soft condensed matter physics, the basis particles may include star
polymers, polymer-grafted colloids, microgels, micelles, as well as the more classical
hard colloidal particles as shown in Fig. 3.3a [102], with the typical energy scales on
the order of kBT .
The key structural features of a crystal, that is its symmetry and its building
blocks, are represented by the unit cell. A unit cell of a crystal is a volume element
that when is repeated in all directions to build up the whole crystal and fills the
vector space without overlapping or leaving voids. An example of a unit cell in a
two-dimensional lattice is shown in Fig. 3.4 and below we list the properties of a unit
3.1 Basics: Lattice, Bravais lattice and crystal 87
(a) (b)
a1
a2
b1
b2 a2
a1
Figure 3.2: Honeycomb lattice is a non-Bravais lattice and the vectors b1 and b2 connecting
the nearest neighbors are not primitive vectors (a). The Bravais lattice of the honeycomb
lattice is the hexagonal lattice with a1 and a2 being primitive vectors (b); the honeycomb
lattice consists of two hexagonal sublattices (red and black sites in panel a).
cell valid for any n-dimensional Euclidean space:
• A pure translation of the unit cell can generate the whole crystal without
overlaps.
• There exists no further partition of a unit cell that it could itself be used as a
unit cell.
hard
particles
soft
particles
(a) (b) (c)
basis lattice crystal lattice+ =
Figure 3.3: A crystal lattice is a lattice with a basis positioned at each lattice site (a)-(c).
The basis can be a single atom, a group of atoms, a molecule, or a group of molecules; in
soft matter physics, the basis may consists of complex objects from soft polymeric coils to
hard colloids (a). Part of panel a is reproduced from Ref. [102].
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• For a given crystal there are always a few possible choices of the unit cells.
• Depending on the crystal, the unit cell contains one or more lattice points.
(a) (b) (c)
Figure 3.4: For a given lattice there are many possible choices of unit cells; here we show
examples of three unit cells for the same two-dimensional lattice. Adapted from Ref. [99].
Wigner–Seitz primitive cell
As shown in Fig. 3.4 there are many possibilities to define a primitive cell in a lattice.
Among the di↵erent primitive cells we can define the one with the highest level of
inner symmetry, which contains exactly one lattice site like in Fig. 3.5. If a lattice
point is located at the face of the unit cell it counts as half a site in each unit cell of
the two neighbors, and in general if a lattice site is shared by n neighbors, it counts
Figure 3.5: Example of a two-dimensional construction of a Wigner–Seitz cell. We choose
any lattice point and draw the connecting lines to its closest neighbors (dashed lines). Then
we draw the perpendicular bisectors of the connecting lines (red lines). The area enclosed
by the bisectors is the Wigner–Seitz cell, which can be used to tile or cover the whole lattice
without gaps and overlaps.
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as 1/n in each of the neighboring unit cells. A Wigner–Seitz cell is a particular type
of a primitive cell which consists of one lattice point in its center, and it is defined
as the volume about a lattice point that is closer to this particular lattice point than
to any other point [99]. Figure 3.5 illustrates the construction of the Wigner–Seitz
cell of a two-dimensional hexagonal lattice. The Wigner–Seitz cell can be used to
generate the whole lattice without any gaps.
Sphere packing fraction
Sphere packing is the arrangement of non-overlapping spheres in space. A typical
sphere packing problem is to find the arrangement where the spheres fill as large a
proportion of the given space as possible. The packing problem can be generalized
to spheres of di↵erent sizes in n-dimensional Euclidean or non-Euclidean space, a
problem which is beyond the scope of this study.
The packing density also known as the packing fraction is the quantity that
measures the proportion of the space filled by the spheres and is defined by
⌘ =
volume occupied by spheres
volume containing spheres
. (3.2)
In a three-dimensional packing of N spheres of radius R in a space of volume Vs the
packing fraction is
⌘ =
N4⇡R3/3
Vs
, (3.3)
and for a two-dimensional system of N disks of radius R in a plane of area Ad the
packing fraction is
⌘ =
N⇡R2
Ad
. (3.4)
For identical spheres in three dimensions the densest packing has a packing fraction
of about 74% attained by the close-packed structures, whereas a random packing
has a packing fraction of around 64% [103].
A lattice arrangement is a regular periodic arrangement with a high degree of
symmetry whose packing fraction can be expressed in terms of the volume of the
Wigner–Seitz cell:
⌘3D =
N4⇡R3/3
Vc
=
4⇡R3/3
Vc/N
=
4⇡R3/3
VWS
, (3.5)
where now N is the number of the sites in the unit cell of volume Vc and VWS is the
Wigner–Seitz volume. Similarly in two dimensions
⌘2D =
N⇡R2
Ac
=
⇡R2
Ac/N
=
⇡R2
AWS
, (3.6)
where Ac is the area of the unit cell and AWS is the area of the Wigner–Seitz cell. We
refer to crystals with the densest packing fraction as close-packed crystals. Figure 3.6
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shows that the densest packing in a two-dimensional monodisperse system is the
hexagonal lattice where a sphere has six equidistant neighbors with
⌘2D =
3 ⇡R2
6
p
3R2
=
p
3⇡
6
⇡ 0.906. (3.7)
Similarly, in a three-dimensional monodisperse system the densest packing is achieved
when a sphere has twelve equidistant neighbors in the FCC and HCP lattices, with
⌘3D ⇡ 0.7405 (Sec. 3.3.3). Any other lattices with packing fraction smaller than
0.906 and 0.7405 in two and three dimensions, respectively, are called non-close
packed or open lattices. Each lattice is generally associated with a di↵erent value of
packing fraction for monodisperse three-dimensional crystals as shown in Table 3.1
on page 112 and it holds that the larger the value of the packing fraction, the denser
the arrangement of spheres or disks.
O
h
2R
1/3As
As
AWS
a
Figure 3.6: In two-dimensions the hexagonal packing arrangement is the densest lattice
of monodisperse disks. The Wigner–Seitz cell is a regular hexagon of a lattice constant
a = 2R and the number of lattice sites in it is N = 3 and hence ⌘2D = 0.906.
3.2 Crystal systems and Bravais-lattice types
There exists many lattices that satisfy the conditions defining crystals and occur in
nature. Some of these lattices share certain properties that arise from their symmetry,
and hence crystal structures are often classified according to their symmetry. Besides
the translational symmetry it is helpful to also make use of the point symmetries, that
are groups of symmetry operations that leave at least one lattice point unchanged.
These transformations include rotations, reflections, inversions, or any combination of
these operations, and they constitute the basis for crystal classification. Two crystals
are said to belong to the same crystal system if the point groups of their Bravais
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lattices are identical, hence the three-dimensional crystals can be grouped into seven
crystal systems. Triclinic, monoclinic, orthorhombic, tetragonal, hexagonal, and
cubic. Although there exist 32 three-dimensional point groups under the symmetry
operations of translation and rotation, not all of them occur as the point group of a
Bravais lattice. This is because a Bravais lattice is a strictly defined object, where
some restrictions in symmetry operations have been introduced that transform a
Bravais lattice into itself [100, 101].
In this Thesis we consider the Bravais lattices that belong to the cubic, the
tetragonal, and the hexagonal crystal system, and three non-Bravais lattices, the
hexagonal close-packed (HCP) lattice, which belongs to the hexagonal crystal system,
the diamond (DC) and the A15 lattice, which both belong to the cubic system. The
non-Bravais lattices have some of the properties of the systems that they belong to
but they are of lower symmetry than the Bravais ones. In Secs. 3.3 – 3.5 we present
the characteristics of the lattices that we study in more detail.
3.3 Cubic crystal structures
The cubic crystal system (or isometric or tesseral) is a common system in crystallogra-
phy and describes crystals with a unit cell in the shape of a cube. The Pearson symbol
of the cubic crystal system is c and the point group of the crystal’s Bravais lattice
is m3¯m and Oh in the international and Schoenflies notation, respectively. There
are three di↵erent Bravais-lattice types in the cubic crystal system: (i) the primitive
cubic (or simple cubic), (ii) the body-centered cubic, and (iii) the face-centered cubic.
Figure 3.7 shows the three di↵erent lattice unit cells with their respective particle
arrangements. In the simple cubic structure, the primitive unit cell coincides with
the unit cell but in the other two cases the primitive cell is more complex since the
number of the lattice sites per unit cell is more than one.
(i)
a
a
a
(ii) (iii)
Figure 3.7: Three types of cubic Bravais lattices: (i) primitive cubic, (ii) body-centered
cubic and (iii) face-centered cubic lattice. The lattice constant of the unit cell is denoted
by a.
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3.3.1 Simple cubic lattice
The simple cubic (SC) structure is the primitive Bravais lattice of the cubic crystal
structures. The crystallographic international symbol is Pm3¯m and the Pearson
symbol is cP . It is called primitive since it consists of one lattice point at each corner
of the cube. Each particle at a lattice point is divided equally between the eight unit
cells around it as shown in Fig. 3.8. Therefore in every unit cell of a simple cubic
lattice there are eight lattice points where each one contributes 1/8 of the particle.
Summing up the contributions (8⇥ 1/8), every unit cell contains one particle and
hence the unit cell coincides with the primitive unit cell. Thus the particles are
arranged exactly on the lattice points.
a
1
a
2
a
3
a
x
y
z
Figure 3.8: Simple cubic Bravais lattice of lattice constant a, with the primitive vectors
a1,a2, and a3. The shaded cube is the primitive unit cell or Wigner-Seitz cell around a
chosen lattice point, which is colored red.
Since the simple cubic lattice is a primitive lattice, the primitive vectors are
parallel to the three perpendicular axes of the cube and their length equals the lattice
constant, a. The primitive vectors are
a1 = ax, a2 = ay, and a3 = a z. (3.8)
In general the size of the unit cell and consequently the length of the lattice constant
depend on the radius of the particles. In a crystal formed by spheres of equal radius R
the length of the lattice constant is
a = 2R. (3.9)
The coordination number is z = 6 and the volume of the primitive cell and thus
the volume of the Wigner-Seitz cell coincides with the volume of the unit cell in
the primitive simple cubic structure and is V SCWS = a
3. The packing fraction of hard
spheres in a cubic lattice is
⌘SC =
4⇡R3/3
8R3
=
⇡
6
⇡ 0.524. (3.10)
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The simple cubic lattice with one particle per unit cell is rare among the metallic
elements and the sole known element which crystallizes in this structure is polonium.
On the other hand, there are compounds which form simple cubic crystals with
up to seven particles in their primitive unit cells. The most common simple cubic
compound with two components (AB chemical composition) and two-point basis is
the cesium chloride (CsCl) [104]. The structure consists of the Cl anion at point
(0, 0, 0) of the cube and the Cs cations at the centre (1/2, 1/2, 1/2). Such compounds
are denoted by cP2 in Pearson notation and the coordination number of each particle
in such structures is eight instead of six. Simple cubic crystals with four-point basis
are found in compounds with chemical composition AB3 and Pearson symbol cP4.
A typical example is the alloy Cu3Au where the Cu cations are arranged at the
vertices (0, 1/2, 1/2), (1/2, 0, 1/2), and (1/2, 1/2, 0) and the Au anions at (0, 0, 0).
The coordination number is 12. The symmetry of the basis is preserved in the cases
of two- and four-point basis and belongs to the space group Pm3¯m.
Among the complex structures with four-, five-, and seven-point basis which
have the same symmetry we distinguish two compounds with a lower symmetry:
The A15 structure and the C3 structure. The former has a chemical composi-
tion AB3 but the Pearson symbol is cP8, whereas the chemical composition of
the latter is A2B and its Pearson symbol cP because their unit cells contains
two molecules. The A15 type of structure is described in detail in Sec. 3.3.5.
The most important class of C3 structure are the cuprites, with Cu2O being the
most typical compound. The O2 anions are positioned at the vertices and the
body centre of the primitive cell whereas the Cu cations are positioned at points
(1/4, 1/4, 1/4), (1/4, 3/4, 3/4), (3/4, 1/4, 3/4), and (3/4, 3/4, 1/4). In both cases
the symmetry of four-fold rotations does not hold any longer and they belong to the
Pn3¯m or Oh
4 space group.
3.3.2 Body-centered cubic lattice
The body-centered cubic (BCC) lattice is another type of the cubic Bravais lattices.
It is sometimes called A2 type structure, it belongs to the Im3¯m space group and its
Pearson symbol is cI2. The arrangement of the sites in a BCC unit cell is described
by one particle at each vertex of the cube and one particle in the body centre. There
are two particles per unit cell, one in the center and one from the contribution
of particles at each of the eight vertices by 1/8. Although the BCC structure is
reminiscent of the SC structure of the two-component compounds, the main di↵erence
is that the particles in the BCC structure are equivalent. The BCC lattice can be
formed by two interpenetrating SC lattices that are displaced by half of the body
diagonal of the cubic cell with respect to one another as shown in Fig. 3.9. The
unit cell is a cube of edge length a but since the number of lattice points is two, the
primitive cell is rhombohedral with one lattice point. The primitive vectors a1, a2,
and a3 are rotated by 45  degrees around the axes of the unit cell, they connect
the central particle with the vertices of the unit cell, and they are perpendicular to
each other. If we consider the origin of the coordinate system in the position of the
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Figure 3.9: Body-centered cubic lattice: The red and black particles belong to di↵erent
simple cubic sublattices translated by a/2 along the body diagonal of the cubic cell AG.
The two sublattices form the BCC lattice. The rotated cube is the primitive cell of the
BCC lattice and (a1,a2,a3) are the primitive vectors (a). The truncated octahedron is the
Wigner–Seitz cell of the BCC structure (b).
central particle of the unit cell then the primitive vectors for the BCC lattice are
a1 =
a
2
(x+y+z), a2 =
a
2
(x y x) and a3 = a
2
( x y+z). (3.11)
The Wigner–Seitz cell depends on the coordination number of each particle and on
the lattice structure. In the BCC structure the coordination number is z = 8 but
there are contributions from the central lattice sites of the six neighboring unit cells
and thus the Wigner–Seitz cell is a polyhedron with fourteen faces (Fig. 3.9b). Since
the BCC structure has eight nearest and six next-nearest neighbors (black and red
circles in Fig. 3.9b) the faces of the polyhedron are of two kinds. The first neighbors
are at the vertices of the unit cell and form an octahedron around the central particle
and the second neighbors are in the centers of the adjacent cubes and truncate the
vertices of the octahedron to squares. As a result, the total number of faces is eight
regular hexagonal faces from the nearest neighbors and six square faces from the
next-nearest neighbors. The volume of the unit cell is VBCC = a3 since it is cubic
and the volume of the Wigner–Seitz cell by which each lattice point is bounded
equals to V BCCWS = a
3/2. The tessellation of the space by these truncated octahedra
is illustrated in Fig. 3.10.
In a dense BCC structure of hard spheres of radius R like the dotted spheres in
Fig. 3.9a, the spheres along the central diagonal touch with each other and the total
length of the diagonal is 4R. Then the lattice constant a expressed in terms of the
radius of the spheres reads
a =
4Rp
3
. (3.12)
The packing fraction for a dense monodisperse system of a Bravais BCC struc-
ture is
⌘BCC =
2⇥ 4⇡R3/3
(4R/
p
3)3
=
p
3
8
⇡ ⇡ 0.680. (3.13)
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Figure 3.10: Arrangement of truncated-octahedron Wigner-Seitz cells of the BCC lattice.
Since atoms in a solid attract each other, the more close packed arrangements of
atoms tend to be more common in nature. The BCC structure has a higher packing
fraction that the SC structure and it is a stable structure in many metals. Examples
of metals with a BCC structure are the lithium (Li), sodium (Na), potassium (K),
chromium (Cr), barium (Ba), and iron (Fe). The BCC structure can be considered
as an alternating stack of layers A and B (Fig. 3.11). Each layer is a square lattice
of lattice constant a and the distance between the layers is a/2. The whole structure
consists of two similar sub-layers (red and black spheres in Fig. 3.11) which are
translated by half a body diagonal
p
3a/2 with respect to each other. The BCC
structure is more robust than the SC lattice since the planes of particles slip over
a
A
B
A
B
A
√3a/2
Figure 3.11: Side view of a close-packed BCC structure of identical spherical particles
colored so as to emphasize the layer structure. Each of the two sublayers has a simple cubic
structure with lattice constant a. The two sublayers form the BCC structure when they
are translated with respect to each other by a distance
p
3a/2, which is half of the body
diagonal of the unit cell.
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each other with more di culty. The central particle between the two layers blocks
any kind of sliding and thus the deformation of the crystal. More complicated
particles such as the bushy stunt virus [105] and other soft particles like spherical
micelles [18, 19] were also found to crystallize in a BCC lattice.
3.3.3 Face-centered cubic lattice
The face-centered cubic (FCC) lattice belongs to the Bravais lattices and the crys-
tallographic international symbol of the space group is Fm3¯m. It is a A1 type of
structure with Pearson symbol cF4. The conventional one-particle basis FCC unit
cell has eight particles at each vertex of the cube, each of them contributing 1/8
of a particle, and six particles in the center of each face diagonal, each of which
contributes 1/2 of a particle. In total there are 8⇥ 1/8 + 6⇥ 1/2 = 4 particles per
unit cell. Each particle is surrounded by twelve equal and equidistant particles so
the coordination number is z = 12.
The FCC lattice can be divided into four equivalent interpenetrating SC sublat-
tices, one main SC lattice and three others, each of them is translated by a/2 along
one of the three perpendicular face diagonals. In Fig. 3.12a we see that the primitive
cell is rhombohedral and does not have any of the cubic symmetries. The primitive
a
1
a
2
a
3
(a) x
y
z (b)
A B
G
a
aR
Figure 3.12: Face-centered cubic lattice: The red and black particles are equivalent but
belong to di↵erent simple cubic sublattices that are translated by a/2 along the face diagonal
of the cubic cell AG. The four SC sublattices form the FCC lattice. (a) The rotated
rhombohedron is the primitive cell of the FCC lattice and a1,a2, and a3 are the primitive
vectors. (b) The rhombic dodecahedron is the Wigner–Seitz cell of the FCC structure.
vectors a1,a2, and a3 have their origin on a point of the Bravais lattice towards the
face diagonals
a1 =
a
2
(x+ y), a2 =
a
2
(x+ z), and a3 =
a
2
(y + z). (3.14)
The cubic unit cell of the FCC lattice is often more convenient than the primitive
cell although it consists of four lattice points. The lattice constant of the FCC unit
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cell is a, and for a dense FCC structure formed by spheres of radius R the lattice
constant a reads
a =
4Rp
2
. (3.15)
The volume of the unit cell is VFCC = a3 and the volume of the Wigner-Seitz cell
is V FCCWS = VFCC/4. The construction of the Wigner–Seitz cell of the face-centered
cubic lattice is shown in Fig. 3.12b and has twelve congruent rhombic faces, each
for one of the twelve equidistant nearest neighbors. The Wigner–Seitz cell of the
face-centered cubic structure is a rhombic dodecahedron.
The tessellation of space in FCC Voronoi cells is shown in Fig. 3.13. The packing
fraction of touching monodisperse spheres of radius R in the FCC lattice is
⌘FCC =
4⇥ 4⇡R3/3 
4R/
p
2
  3 = ⇡
3
p
2
⇡ 0.7405. (3.16)
This is the densest packing of identical spheres, and this is why the FCC lattice
x
y
z
Figure 3.13: Arrangement of the rhombic-dodecahedral Wigner-Seitz cells of the FCC
lattice.
is sometimes referred to as the cubic close-packed (CCP) structure. We note that
the packing fraction of the hexagonal close-packed lattice described in Sec. 3.4 is the
same as that of the FCC lattice.
Because the FCC lattice is the optimal arrangement of spheres in the space it
is worth analyzing it a bit further. The FCC structure can be decomposed into
hexagonal layers, which are formed by identical spheres and are stacked on one
another in an ABCABCABC. . . pattern. The first layer (A) on the bottom and the
second (B) one on the top of the first layer and nestles in the right- (or left-) pointing
holes. The third (C) layer atop of the second one sits at the left- (or right-) pointing
holes in second layer. Figure 3.14 illustrates the FCC structure of the conventional
face-centered cubic unit cell divided into these three layers. The layers are shown in
Fig. 3.14a and in Fig. 3.14b we show the e cient packing of the hexagonal layers
of spheres to form the FCC lattice. This close-packed structure is very common
98 Chapter 3. From lattices to cell approximation
(b)(a)
A
C
B
x
y
z
İ
İ
Figure 3.14: Layer structure of the FCC lattice consisting of are three hexagonal layers
A, B, and C sitting atop of each other such that the stack forms an ABCABCABC. . .
pattern (a). The FCC lattice arrangement of spheres divided into these three equivalent
layers (b).
among metallic elements because it maximizes the nearest neighbor interactions
(z = 12). Among other metals, calcium (Ca), copper (Cu), nickel (Ni), and gold
(Au) prefer the FCC close-packed structure. Most of the noble gases, such as argon
(Ar), neon (Ne), krypton (Kr) and xenon (Xe), crystallize in the FCC structure in
their low-temperature solid phase [104]. Even hard nanocolloidal particles can form
a very well ordered face-centered cubic structure [23].
3.3.4 Diamond cubic lattice
The diamond cubic (DC) structure is a non-Bravais lattice with a similar structure
to FCC with a diatomic basis (Fig. 3.15a) and therefore its Pearson symbol is cF8.
The DC structure can be considered as an FCC lattice with half of the tetrahedral
holes filled by interstitial particles as shown in Fig. 3.15b. The structure can be
visualized as an FCC lattice with a two-particle basis of the same kind. It has a
special geometry that is produced by local tetrahedral bonding of each particle. The
Bravais cell contains eight particles, eight at the vertices which are shared by the
eight neighboring unit cells, six on the faces that contribute by 1/2, and four particles
in half of the tetrahedral sites, in total 8⇥ 1/8 + 6⇥ 1/2 + 4 = 8.
Alternatively, the DC structure may be thought of as two interpenetrating FCC
lattices, with a basis of two identical particles associated with each lattice point one
displaced relative to the other by 1/4 along the body diagonal. The origins of the
two FCC sublattices in Fig. 3.15a lie at (0, 0, 0) and at (a/4)(x+ y + z) shown with
black and red dots, respectively. The DC lattice is not a Bravais lattice. Although it
consists of a single kind of particle, it is impossible to find a primitive cell that can
generate the whole crystal. The diamond structure belongs to the space group Fd3¯m
because the crystal coincides with itself when translated along the space diagonal by
one quarter of its length.
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Figure 3.15: (a) Diamond cubic unit cell of lattice constant a in the lattice and the basis
vectors a1,a2, and a3, with the nearest-neighbor bonds drawn. The black spheres are the
particles in the FCC arrangement and the red spheres are at the tetrahedral sites. Each
sphere (e.g., the gray sphere) interacts with sixteen other neighboring spheres, some of
which belong to adjacent cells. These spheres are depicted in black with red contour for the
nearest neighbors and in red with black contours for the next-nearest neighbors. (b) The
diamond cubic unit cell with the nearest-neighbor bonds. All particles are equivalent, the
color coding separating the particles that belong to the conventional FCC unit cell (black)
with the interstitial tetrahedral ones (red). Each particle in the tetrahedral site is surrounded
by four neighbors in the tetrahedral arrangement. (c) The Wigner-Seitz cell of the diamond
cubic structure is a triakis truncated tetrahedron. Each particle interacts with four nearest
neighbors (black spheres) and twelve next-nearest neighbors (red spheres).
The primitive vectors of the diamond lattice are the same as for the FCC lattice:
a1 =
a
2
(y + z), a2 =
a
2
(x+ z), and a3 =
a
2
(x+ y). (3.17)
In a dense DC structure of hard spheres of radius R like the dotted spheres in
Fig. 3.15a, the spheres along the central diagonal touch each other and the total
length of the diagonal is 8R. Then the dependence of the lattice constant a on the
radius of the spheres reads
a =
8Rp
3
. (3.18)
The packing fraction for a dense DC structure is much lower than in any close-
packed lattice and is
⌘DC =
8⇥ 4⇡R3/3 
8R/
p
3
 3 = p316 ⇡ ⇡ 0.340. (3.19)
The Wigner–Seitz cell is a triakis truncated tetrahedron (Figs. 3.15c and 3.16) with
the tetrahedron created by the four nearest neighbors
p
3a/8 away from the reference
particle, and the vertices of the tetrahedron are truncated by the twelve next-nearest
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zy
x
Figure 3.16: Wigner-Seitz structure of the diamond lattice is the triakis truncated
tetrahedron, here colored gray and blue in an alternating fashion for clarity.
neighbors separated from the reference particles by
p
2a/4. The diamond unit cell
is adopted by carbon (C; diamond), silicon (Si), germanium (Ge), and tin (Sn).
It is formed by elements which have a strong covalent bonding tendency. The
directionality of these covalent bonds favors structures other than close-packed.
3.3.5 Complex cubic structure: A15 lattice
The A15 lattice belongs to a class of lattices known as Frank-Kasper (FK) phases,
which belong to the class of tetrahedrally-close-packed (TCP) structures derived
from the {3, 3, 5} polytope as the densest packing of identical spheres; this polytope
is a finite curved 3D structure embedded in 4D space and best described as a 4D
analog of the icosahedron [106]. The A15 structure is a non-Bravais lattice and its
unit cell is shown in Fig. 3.17a. Frank–Kasper lattices were originally proposed as
models of metal alloys as they are based on a set of building blocks including di↵erent
combinations of pentagonal and hexagonal faces at varying stoichiometry [16]. The
A15 lattice is a typical structure for a class of intermetallic compounds of chemical
type A3B where A is a transition metal and B is any element. The discovery of the
A15 structure dates back to 1931 when it was found in  -tungsten ( W) structure;
this is a rare example of A15 lattice in an elemental metal. The first intermetallic
compound with this structure—the Cr3Si phase—was discovered two years later by
Boren [107] and since then, several other A3B compounds with an A15 structure
were found. A historical survey and explanatory review can be found in Ref. [108].
Many of these compounds are important because of their superconducting properties
at comparatively high transition temperatures.
The A15 lattice possesses two inequivalent sites, as illustrated in Fig. 3.17a. Type
B sites are located at the vertices and the body center of the cell, and type A sites
are located on the faces of the cubic unit cell. Each type B site is surrounded by
twelve type A sites in an icosahedral arrangement (Fig. 3.17c). The A15 lattice is a
simple cubic structure of lattice constant a = 4R where R is the radius of the sphere.
The Pearson symbol is cP8 since it consists of a four-point basis and has two types
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Figure 3.17: The cubic unit cell of the A15 structure. The A (along the faces—red) and
B sites (BCC structure—black) are particles of di↵erent type and they form a structure of
A3B type. The particles of type A form a set of three orthogonal chains. a is the lattice
constant and it equals 4R, where R is the radius of the atom of type A (panels a and
b). The cubic unit cell consists of two types of lattice sites which correspond of two types
of polyhedra, the irregular dodecahedron and the decatetrahedron, which have twelve and
fourteen neighbors respectively (c).
of sites in the primitive unit cell so that the unit cell contains eight particles. The
four-fold rotational symmetry is replaced by screw axes and the lattice belongs to
the space group Pn3¯m. The primitive vectors for the A15 unit cell are a1 = ax,
a2 = ay, and a3 = az. In case the origin is at the center of the unit cell, the basis
vectors for the A15 lattice read
b1 = 0, b2 =
1
2a1 +
1
2a2 +
1
2a3, b3 =
1
4a1 +
1
2a3,
b4 =
1
2a1 +
1
4a2, b5 =
1
2a2 +
1
4a3, b6 =
3
4a1 +
1
2a3,
b7 =
1
2a1 +
3
4a2, and b8 =
1
2a2 +
3
4a3. (3.20)
The coordination number of type B sites (black in Fig. 3.17b) is z = 12. These
twelve neighbors are of type A (red) at a distance
p
5a/4. Type A sites have a
coordination number z = 14; the decatetrahedral cage around each type A site
consists of two type A sites at a distance a/2, four type B sites at a distance
p
5a/4,
and eight type A sites at a distance
p
6a/4. Thus the cage around type A sites has
three types of faces. The Wigner–Seitz cells of the two types of sites are the irregular
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dodecahedron and the irregular decatetrahedron (also known as truncated hexagonal
trapezohedron; Fig. 3.18).
irregular
dodecahedron decatetrahedron
Figure 3.18: Irregular dodecahedron (left) and the decatetrahedron (right), the two types
of Wigner–Seitz cells found in the A15 structure and fill space in ratio of 1 : 3.
The partition of space based on these two polyhedra has the least surface area
among all the known partitions of the three-dimensional Euclidean space into cells of
equal volume and this kind of structure is called the Weaire–Phelan structure [106].
This space-filling structure is shown in Fig. 3.19. The volumes of the two cells are
similar when the A and B sites are of the same kind, or when particles occupying
type A and type B sites have similar sizes [109]. Since the volume of the unit
B
B
A
A
A
AA
A
z
y
x
Figure 3.19: Arrangement of almost completely faceted elastic spheres in A15 lattice
illustrating the Weaire–Phelan structure, with labels A and B indicating particles of the
two types.
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cell is VA15 = a3 the volume of the Wigner–Seitz cell for a monodisperse system is
V A15WS = a
3/8. In a dense A15 structure of hard spheres of radius R, the dependence
of the lattice constant on the radius of the spheres is a = 4R. For such system the
packing fraction is
⌘A15 =
8⇥ 4⇡R3/3
(4R)3
=
⇡
6
⇡ 0.524. (3.21)
As it can be seen in Fig. 3.17, the so-called major skeleton of the A15 structure
consists of three rows of chains of type A sites along the three axes, with sites in
each row bisecting a face of the cube. One can imagine that along the chains lie
the decatetrahedra and the interstitial sites are filled by the irregular dodecahedra.
The A15 structure is found in complex soft nanoparticles such as micelles [18]
and tetrablock copolymers [42], as well as in models where particles interact with
hard-core and soft-shoulder potential [19, 27, 28].
3.4 Hexagonal structures
The hexagonal structures that we study here are the simple hexagonal (H) and the
hexagonal close-packed (HCP) lattices (Fig. 3.20).
(a) (b)
Figure 3.20: Simple hexagonal (a) and hexagonal close-packed lattice (b).
Simple hexagonal lattice
The most dense planar arrangement of equal-size spheres is hexagonal. The simple
hexagonal lattice is formed when such hexagonally close-packed planes are stacked
directly on of the top of one another as shown in Fig. 3.21. The primitive unit cell is
outlined in red in Fig. 3.21 with base edges ka1k = ka2k = a and height ka3k = b.
The ratio c of these lengths c = b/a is a parameter that controls the aspect ratio of
the unit cell and thus the lattice: For c > 1 the unit cell is elongated and for c < 1 it
is flattened. When packing hard spheres into a hexagonal lattice, we distinguish two
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Figure 3.21: Simple hexagonal lattice with the primitive unit cell outlined in red with
primitive translation vectors a1,a2, and a3. The lattice constant is |AG| = a = 2R, where
R is the radius of the sphere (a). The Wigner–Seitz cell is a hexagon and in the unit cell
there are three sites (b).
cases: When c > 1 and thus a < b, a = 2R, and when c < 1 and thus a > b, b = 2R.
The packing fraction at a given value of c is
⌘H =
3⇥ 4⇡R3/3 
3
p
3a2b/2
  =
8>>>><>>>>:
⇡
3
p
3c
, c > 1,
⇡c2
3
p
3
, c < 1.
(3.22)
The densest packing of hard spheres in the simple hexagonal lattice corresponds to
c = 1, with packing fraction ⌘H = ⇡/3
p
3 ⇡ 0.604. If we denote the lattice constant
in the hexagonal plane by ka1k = ka2k = a and in the vertical direction by ka3k = b
(Fig. 3.22), a possible choice for the primitive vectors in the Cartesian coordinates is
a1 = ax, a2 =  1
2
x 
p
3
2
y, and a3 = bz. (3.23)
There are three lattice points in the unit cell and thus the Pearson symbol of the
lattice is hP3. The Wigner–Seitz is a regular hexagonal prism as shown in Fig. 3.21b
and the space-filling structure is shown in Fig. 3.22. Hydrogen (H), carbon (C),
and nitrogen (N) are typical examples of elements which crystallize in the simple
hexagonal structure [104] and recent studies have shown that diblock terpolymers
also form hexagonal structures [42].
Hexagonal close-packed lattice
The hexagonal close-packed lattice (HCP) is shown in Fig. 3.23a and it is a non-
Bravais lattice since it contains inequivalent lattice sites.
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Figure 3.22: Space-filling tessellation for the simple hexagonal lattice with c = b/a = 1.
The polyhedra drawn are the numerical obtained shapes of soft spheres compressed in the
Wigner–Seitz cell of this lattice.
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Figure 3.23: Hexagonal close-packed lattice is a non-Bravais arrangement with six sites
per unit cell, unit cell vectors a1,a2, and a3, and lattice constant |AG| = a = 2R (a).
Each site has twelve neighbors (b), and the Wigner–Seitz cell is a rhombo-trapezoidal
dodecahedron. Panel d shows the Wigner–Seitz cell represented by completely faceted elastic
spheres under large compression (d).
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It is formed by two nested hexagonal lattices that are shifted by a vector
(2/3, 1/3, 1/2) expressed in the conventional unit cell basis a1,a2, and a3. It can be
regarded as a hexagonal Bravais lattice with a two-atom basis with the atoms sitting
at the positions (0, 0, 0) and (2/3, 1/3, 1/2). The lengths of the unit-cell vectors are
ka1k = ka2k = a = 2R and ka3k = b with the ratio between them b/a =
p
8/3. Each
unit cell consists of six sites and each one of them has twelve neighbors (Fig. 3.23b).
The Wigner–Seitz unit cell is a rhombic-trapezoidal dodecahedron shown in Fig. 3.23c.
The packing fraction of spheres in the hexagonal close-packed lattice is
⌘HCP =
6⇥ 4⇡R3/3
3
p
2(2R)3
=
⇡
3
p
2
⇡ 0.7405, (3.24)
so that in the face-centered cubic and in the hexagonal close-packed lattices atoms
pack equally tightly. Thus, this close-packed structure is very common among metallic
elements like magnesium (Mg), and zinc (Zn) but it is also found in a dense phase of
binary metal alloys [104] as well as in colloidal systems and soft nanoparticles [42]. It
has a coordination number z = 12 and the Wigner–Seitz cell is a rhombic-trapezoidal
dodecahedron that tessellates space as shown in Fig. 3.23d.
The HCP structure can be decomposed in two hexagonal planes positioned one
on the top of another, with the sites in the top plane nestled in the the right- (or left-)
pointing holes of the bottom plane as shown in Figs. 3.24a and b. In the HCP crystal
structure, these planes are stacked in a repeating ABAB. . . pattern such that the
planes stack vertically. A conventional representation of the hexagonal close-packed
structure is shown in Fig. 3.24b, with a hexagon formed by sites on the top and on
the bottom face of the cell and a triangle formed by three A sites in between the B
hexagons.
(a) (c)(b)
A
A
B
Figure 3.24: Layer structure of the HCP lattice. There are two hexagonal layers, A
and B (a) translated relative to each other by half of the diagonal of the unit cell. The
hexagonally packed spheres are stacked in a repeating ABAB. . . pattern (b). The unit cell
of the HCP lattice arrangement is a hexagonal prism where a triangle formed by three A
sites is sandwiched between two hexagons formed by seven B sites (c).
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3.5 Tetragonal structures
There exist two tetragonal Bravais lattices, the simple tetragonal and the body-
centered tetragonal with Pearson symbol tP and tI, respectively. They share some
symmetries with the simple cubic and body-centered cubic lattices, respectively,
since the primitive translation vectors are mutually perpendicular to each other and
two of them have equal length ka1k = ka2k = a and the length of the third is a
free parameter ka3k = b = ac, where c = b/a. For c 6= 1 the primitive unit cell can
vary from a flattened to a tall parallelepiped, and for c = 1 the tetragonal lattice
structures reduce to cubic structures (Fig. 3.25).
a
b
(a) (c)(b)
a
a1
a3
a2
Figure 3.25: Examples of tetragonal crystal system illustrated by the simple tetragonal
lattice. The lengths of base of the square cuboid are ka1k = ka2k = a, whereas its height
ka3k = b is a parameter. For b > a the unit cell is tall (a), for b = a it is a cube (b), and
for b < a it is flattened (c).
Simple tetragonal lattice
The simple tetragonal (ST) Bravais lattice is generated by three primitive translation
vectors a1 = (a, 0, 0), a2 = (0, a, 0), and a3 = (0, 0, b). The primitive unit cell
consists of one lattice site and each site has six neighbors of two types, that is the
nearest and the next-nearest neighbors. The aspect ratio c = b/a is a free parameter
that tunes the shape of the unit cell. In a ST packing of the spheres the vector
lengths are constrained by the particle radius so that a, b   2R. The unit cell is a
square prism of volume Vunit cell = a2b = a3c which equals the volume of Wigner–Seitz
cell (Fig. 3.26). The packing fraction of spheres of radius R in a simple tetragonal
arrangement is
⌘ST =
4⇡R3/3
a2 b
=
8>>><>>>:
⇡
6c
, c > 1,
⇡c2
6
, c < 1.
(3.25)
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Figure 3.26: Unit cell of the simple tetragonal lattice with its three mutually perpendicular
primitive vectors ka1k = ka2k = |AG| = a = 2R, and ka3k = b = ac = 2Rc. Each unit cell
has one lattice site (red circle) and each one of them has six neighbors (a); the Wigner–Seitz
cell is a square cuboid (b).
Body-centered tetragonal lattice
The body-centered tetragonal (BCT) lattice is built up of two interpenetrating simple
tetragonal lattices with lattice parameter c = b/a. Their relative displacement vector
points along the body diagonal with its magnitude being half of the diagonal. In
Fig. 3.27a we show the BCT unit cell with the red and black dots denoting the
particles of the two di↵erent interpenetrating sublattices.
The body-centered tetragonal lattice (tI) has the same point group and transla-
tional symmetry as the simple tetragonal system. The three primitive translation
vectors a1,a2, and a3 are shown in Fig. 3.27a and read
a1 =  a
2
x+
a
2
y +
b
2
z,
a2 =
a
2
x  a
2
y +
b
2
z,
and
a3 =
a
2
x+
a
2
y   b
2
z. (3.26)
Each unit cell of the BCT lattice which has two lattice sites that are positioned at
(0, 0, 0) and (a/2, a/2, b/2). The first one is at the corner of the unit cell and it is
shared by the eight neighboring unit cells and the other is positioned at the centre
of the unit cell. Each lattice site has eight nearest neighbors and six next nearest
neighbors, as shown in Fig. 3.27b for a particle (gray dot) at the center of the unit cell.
The Wigner–Seitz cell is a distorted truncated octahedron (Fig. 3.27c). Depending
on the aspect ratio c = b/a it can be either flattened for c < 1 or elongated for
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Figure 3.27: Body-centered tetragonal lattice consists of two sublattices, where the particles
are denoted by red and black dots with primitive translation vector a1,a2, and a3 with
lengths ka1k = ka2k = a, and ka3k = b = ca, a, b < 2R. For spheres of radius R, the
body diagonal and the edge lengths a and b are constrained by condition kAGk   4R,
kAHk   2R, and kAKk   2R (a). Each lattice site has eight nearest neighbors and six
next-nearest neighbors (b) and the Wigner–Seitz cell is a distorted truncated octahedron (c),
which can be either flattened or elongated. For c = 1 the BCT lattice reduces to the BCC
lattice and for c =
p
2 to the FCC lattice as illustrated by the Wigner-Seitz cells in panel
d (d).
1 < c <
p
2. In the special case of c =
p
2 where the particle interacts only with
twelve equidistant neighbors, the lattice is transformed into the FCC lattice and
for c = 1 the BCT transforms into the BCC lattice. In Fig. 3.27d we show a few
examples of Wigner–Seitz cells for di↵erent values of c and in Fig. 3.28 we show the
space-filling tessellation for c = 1.1. Depending on the lattice parameters the shape,
the size, and the number of neighbors of a lattice site change. The BCT unit cell
depends on the chosen lattice constants whose values are constrained by the particle
size. For monodisperse spheres a, b   2R and kAGk   4R, where R is the radius of
the sphere. The lengths of the edges of the unit cell are
a =
4Rp
2 + c2
and b = ac. (3.27)
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Figure 3.28: Stack of BCT Wigner–Seitz cells. These are numerical results of a soft
spherical particle which is 0.7R compressed in the Wigner-Seitz cell of a BCT lattice of
c = 1.1.
The conditions a, b   2R and kAGk = 4R are satisfied when the ratio c ranges
between
p
(2/3)  c  p2. Since kAGk = 4R this means that the distance between
the central particle and the eight neighbors at the corners of the unit cell is R, so the
coordination number is z = 8. When kAGk > 4R, z = 4 when a = 2R, and z = 2
when b = 2R. The volume of the unit cell is
Vunit cell = a
2b =
8>>>>>>>><>>>>>>>>:
a3c =
✓
4Rp
2 + c2
◆3
c,
p
2/3  c  p2, kAGk > 4R,
a3c = (2R)3c, c >
p
2, kAGk > 4R, a = 2R, b > 2p2R,
b3/c2 = (2R)3/c2, c <
p
2/3, kAGk > 4R, a > p6R, b = 2R.
(3.28)
Thus the packing fraction of a BCT arrangement of spheres of radius R is
⌘BCT =
2⇥ 4⇡R3/3
a2b
=
8>>>>>>>>><>>>>>>>>>:
⇡
24
r
2 + c2
c2
,
p
(2/3)  c  p2, kAGk > 4R,
⇡
3c
, c >
p
2, kAGk > 4R, a = 2R, b > 2p2R,
⇡c2
3
, c <
p
2/3, kAGk > 4R, a > p6R, b = 2R.
(3.29)
Summary of lattice properties
Here we summarize the main properties of the lattices that we have described above
(Table 3.1). For each crystal lattice we list the lattice parameters a, b, and c = b/a,
the coordination number z, the Wigner-Seitz volume VWS, the number of the sites
3.5 Tetragonal structures 111
per unit cell, and the packing fraction ⌘ of each lattice for a dense packing of spheres
of radius R.
crystal a, b, c z VWS
lattice
sites
⌘
Bravais lattices
SC a = b = 2R 6 a3 1 ⇡/6
BCC a = b =
4Rp
3
14 a3/2 2
p
3⇡/8
FCC a = b =
4Rp
2
12 a3/4 4 ⇡/6
H a = 2R, c = 1 8
p
3a3/2 3 ⇡/3
p
3
elongated a = 2R, c   1 8 p3a3c/2 3 ⇡/3p3c
flattened a > 2R, c < 1 8
p
3(2R)3/2c2 3
⇡/3
p
3c2
ST a = 2R, c = 1 6 a3 1 ⇡/6
elongated a = 2R, c   1 6 a3c 1 ⇡c/6
flattened a > 2R, c < 1 6 (8R)3c2 1 ⇡c2/6
BCT
p
2/3  c  p2 14(12)
✓
4R
2
p
2 + c2
◆3
c 2 ⇡
24
r
2 + c2
c2
BCT a = 2R, c >
p
2 12 a3c/2 2 ⇡/3c
BCT b = 2R, c <
r
2
3
14 b3/2c2 2 ⇡c2/3
non-Bravais lattices
DC a = b =
8Rp
3
16 a3/8 8
p
3⇡/16
A15 a = b = 4R
14
a3/8 8 ⇡/6
12
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HCP a = 2R, c =
r
8
3
12 3
p
2a3/6 6 ⇡/3
p
2
Table 3.1: Summary of geometric features of the six Bravais and three non-Bravais lattices
considered in this Thesis. From left to right: Abbreviation of the lattice, lattice parameters,
coordination number, volume of Wigner–Seitz cell, number of lattice sites per unit cell, and
packing fraction.
3.6 Observations of non-close-packed lattices in soft-
sphere systems
The lattices that we have described in more detail were found either experimentally
or numerically as stable phases in systems of soft sphere-like complex nanoparticles,
with the most characteristic examples being experiments with dendrimers [18] and
diblock terpolymers [42]. Reference [18] reports soft dendrimers in solutions self-
assemble into supramolecular globular µm-size micelles. By adjusting the volume
of the system, the micelles form stable BCC, A15, and   phases1. Reference [42]
reports a study of diblock terpolymers solutions, which after altering the lengths of
the chains and their sti↵ness self-assemble in sphere-like soft micelles. In turn, the
micelles crystallize in the dense FCC and HCP crystals but also in the open BCC,
A15, and   phases as well as in the H phase.
The packing behavior of these soft spherical objects has been studied numerically
in order to understand their idiosyncrasy of forming open lattices. Starting from
simulations of star-polymer solutions over a wide range of di↵erent degrees of
polymerization and number of arms, Ref. [110] addresses the bulk behavior of star
polymers which interact via an ultrasoft logarithmic pair potential. The full phase
diagram of star polymers of di↵erent functionality at di↵erent densities features
a large variety of stable crystals, including FCC, BCC, BCO with aspect ratios
b/a ' 2.70 and c/a ' 1.57, and DC lattice [110]. The telechelic star polymers were
shown to self-assemble in FCC, BCC, DC, and SC lattices [36]. Micellar systems have
been studied using molecular dynamics simulations and has been found that they
prefer to form open rather than close-packed lattices. In Ref. [19] the micelles are
modeled as bead-and-spring chains attached to a hard-core. The full phase diagram
depends on spring sti↵ness. At large values of sti↵ness, the micelles resembles hard
spheres and form close-packed lattices, i.e., FCC and HCP. At small spring constants
the monomers can move freely and they form open lattices such as BCC, A15 as
well as quasicrystal approximants. On the other hand, when the spheres interact
via the elastic Hertz potential to form close-packed as well as open lattices such as
BCC, SC, H, and BCT [30]. Evidently, each one of these studies captures some of
the thermodynamics of polymeric solutions.
Based on this results, we chose to include in our study the FCC, BCC, BCT, H,
1The   phase is one of the Frank Kasper phases and it is not studied in this Thesis.
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SC, and ST Bravais lattices and the HCP, DC, and A15 non-Bravais lattices.
3.7 Cell approximation
In this Thesis, we investigate the mechanical stability of a system of identical elastic
spheres at large densities where they form crystalline phases, and we focus on the role
of softness and deformability of the spheres in the solid-solid transitions that take
place at these densities. Moreover, we focus on the interactions between the spheres
and we do so within the cell approximation [111] originally developed to describe
the critical behavior of gases at high densities. More precisely, it was employed in an
attempt to relate the critical temperature to the forces which the atoms or molecules
exert on each other so as to derive the condensation. The central idea of the cell
approximation is that most of the time an atom in a dense gas is confined in its cell,
which depends on its average environment much like in a liquid or a crystal. This
rough approximation neglects the possibility of migration and di↵usion of atoms from
one cell to another, but it allows one to evaluate the force field that two neighboring
atoms or molecules exert on each other.
In order to obtain theoretical insight into the possible stable structures of the soft
polymeric spherical nanocolloids we study the stable crystalline phases beyond the
liquid–solid transition density ⇢c. Beyond ⇢c, the spheres pack into a crystal lattice,
ideally occupying all the lattice sites. Figures 3.29a and c show two monodisperse
crystalline phases. Each sphere is confined in its cell which is defined by the geometry
of the crystal under consideration (panels b and d). Consequently, the total volume
of crystalline phase is divided into non-overlapping space-filling cells, and since we
examine perfect crystals, the geometric properties of the cells are well defined. Each
particle is independent of its distant neighbors and interacts only with its nearest
neighbors; any kind of long-range interaction is neglected. In this approximation, the
total energy of the spheres in the volume is the sum of the energies of the individual
spheres.
The essence of the cell approximation can be best illustrated by considering
hard rather than soft spheres. In hard spheres, the free energy consists solely of
the entropic term associated with the translational motion of the spheres. In the
cell approximation this entropy depends on the so-called free volume, that is the
volume of the domain that the center of mass of each sphere can explore (Fig. 3.30).
This volume is computed by mimicking nearest-neighbor interactions by confining
the reference sphere in its Wigner–Seitz cell; in this sense, the cell approximation
is a model of Einstein crystal type, i.e., a solid of noninteracting particles that are
all coupled to their respective sites by harmonic springs [112]. Here we consider
spheres with a fixed center of mass. It is rather evident that the cell approximation
disregards the collective motion of the spheres and thus the entropy associated with
this motion. On the other hand, this type of motion is increasingly less prominent
at large densities, and in the close-packing limit the cell approximation becomes
exact. We modify the cell approximation to suit our needs by including only elastic
contact interactions between neighboring spheres. Therefore, the total energy of the
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(a) (b)
(c) (d)
Figure 3.29: Cell approximation: Schematics of two lattices formed by identical spherical
particles (a and c) and the corresponding partitions of volume into cells each containing a
single particle (b and d).
many-body system Utot equals the sum of the energies Ui of individual spheres i. For
N spheres
Utot =
NX
i=1
N Ui. (3.30)
(a) (b)
ȡ2!!ȡ0
(a) (b)
ri
i 1
3
2
Figure 3.30: At high densities close to contact density ⇢ ' ⇢t each particle can move
freely in its Wigner–Seitz cell (a). At close packing, each particle is immobilized by its
neighbors (b).
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Our working hypothesis is that the stability of the di↵erent ordered structures formed
by deformable polymeric nanoparticles is associated with their elastic energy, and
this energy is relevant at densities beyond the contact density ⇢t where the particles
in a given lattice touch but do not press on each other. Beyond this density, the
translational motion of the particles is clearly strongly suppressed, and thus the cell
approximation is expected to work well.
The nature of the elastic contact force is repulsive and it is exerted as soon as
the density exceeds the contact density ⇢t. Beyond this density, the neighboring
elastic spheres representing the above nanoparticles are compressed against each
other, and as a result they change their shape and their volume. Figures 3.31a and
c show that when two neighboring disks are pressed against each other they can
only deform by changing their shape and volume but cannot penetrate into each
other. An example of a disk in the honeycomb lattice where each disk has three
neighbors is shown in Fig. 3.31d. Initially the center-to-center distance of the nearest
neighbors is 2R and after compression it decreases to 2R(1 h/R), where h/R is the
relative indentation (Fig. 3.31b). The reference disk is deformed by its three nearest
neighbors while the Wigner–Seitz cell becomes smaller like in Fig. 3.31f, hence the
compression of a lattice of disks can be modeled by studying a single disk confined
to a given Wigner–Seitz cell (Fig. 3.31g).
The work expended during deformation is stored as an elastic energy W and
depends on the material parameters as well as on the strain energy model that we use.
At T = 0, the elastic energy of the system can be viewed as its free energy. Starting
at the contact density, where undeformed spheres just touch in a given lattice, and
then gradually increasing the density, we evaluate numerically the deformation energy
of the sphere confined to the Wigner–Seitz cell. The elastic energy is increased as
the volume of the cell is decreased, mimicking the compression of the sphere by its
neighbors. In the two crystalline phases in Figs. 3.29b and d each sphere interacts
with three nearest neighbors, although the Wigner–Seitz cells of the lattices are
di↵erent. Upon compression, the shape of the sphere is increasingly more faceted
and eventually takes the shape of the cell as shown in Fig. 3.32.
In the complete-faceting regime the packing fraction is ⌘ = 1. Here any further
compression resembles isotropic compression. We find the stable phase at di↵erent
densities by comparing the deformation energies of di↵erent lattices at the same
density. The stable lattice is the one with the lowest energy, and phase coexistence
is determined using the Maxwell double-tangent construction.
Although in the example shown in Figs. 3.29 and 3.32 we described a two-
dimensional case with only nearest neighbors, each crystal lattice has a specific
number of lattice sites at di↵erent positions relative to the reference sphere that
may be either nearest neighbors or next-nearest neighbors, or even next-next-nearest
neighbors. The positions of the neighbors define the Wigner–Seitz cell, as summarized
in Table 3.1, which is a polyhedron with as many faces as the number of neighbors
of the lattice site. In Appendix C we describe in detail the construction of the
Wigner–Seitz cell of the diamond cubic (DC) lattice which has two types of neighbors.
There we calculate the planes containing the faces of the Voronoi polyhedron that
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(a)
(d)
(g)
(f)
(c)
2h
2R(1 - h/R)
(e)
(b)
2R(1 - h/R)
Figure 3.31: Two identical elastic disks pressed against each other (a) deform so as to
form a flat contact zone (c). Indentation h pertains to the di↵erence between the radius
of the undeformed disk and the distance between the contact zone and the disk center (b).
In a honeycomb lattice, each disk has three neighbors (d) and it forms three contact zones
when the lattice is compressed (e and f; here compression is only shown in the central
reference disk). The contact zones can be mimicked by the cell formed by neighbors, in
case of honeycomb lattice the triangle, and the compressed lattice can then be viewed as an
array of cells each containing one deformed disk (g).
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confines the sphere in the DC lattice.
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Figure 3.32: Sketch of the trend of the elastic energy of the two crystalline phases used
as examples in Fig 3.29. The energy of the crystalline phases 1 and 2 (panels a and b,
respectively) together with the sketches of the deformed spheres compressed in their Wigner–
Seitz cells at di↵erent densities. By comparing the energies of the di↵erent crystalline
phases, we find a solid-solid transition, with the coexistence region determined by the
Maxwell double-tangent construction (red line) (c).
Example of numerical results
In order to describe the elastic interactions between the sphere and its neighbors
we use hyperelastic models from the finite-deformation theory that are described in
Chapter 2. The sphere is modeled as a homogeneous elastic continuous body and
therefore the solutions we obtain for the displacement field, the strain energy and the
energy density are distributed over a continuum domain (Fig. 3.33). By minimizing
the total strain energy we determine the displacement field as the primary quantity
of interest. Using the displacement field, we post-compute the elastic2, shear, and
2Throughout this Thesis we use the terms elastic energy, deformation energy, and strain energy
interchangeably as they refer to the same quantity.
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Figure 3.33: Sketch of the deformed elastic disk in its Wigner–Seitz cell of the 2D
hexagonal lattice at di↵erent degrees of compression (a). For di↵erent compressions there
exist a corresponding displacement field (b), which is associated with an energy density
field (c). The total elastic energy is computed from the energy density field at di↵erent
densities (d). The colored bar shows the range of values, where the blue corresponds to the
minimum value and the red to the maximum value.
volumetric energy, the pressure distribution, the surface energy and the geometric
properties such as shape, area and volume of the deformed body. In Fig. 3.33 we
illustrate this procedure using a simple 2D example. As the body in the hexagonal
lattice is compressed it changes its shape and volume, and in Fig. 3.33a we show its
contour within the Wigner–Seitz cell at a few compressions that we have already
used as an example in Fig 3.29c. At each degree of compression, the state of the
body is enclosed by the displacement field; the color-coded magnitude of this vector
is shown in Fig. 3.33b. Figure 3.33c shows the corresponding energy density. By
integrating the energy density over the body we compute the total elastic energy
and this is plotted against the Wigner–Seitz volume in Fig. 3.33d.
The purpose of the above review of the main features of the lattices studied and of
the cell approximation is to lay the ground for Chapters 4 and 5 as the core elements
of the Thesis, allowing us to present the main new results in a more transparent
fashion.
4
Elastic behavior of a single polymeric
nanocolloidal particle
The mechanical properties of both synthetic and natural nanoparticles are often
among their most attractive aspects. In some cases, nanoparticles stand out because
of extraordinary sti↵ness and strength, and in others elasticity controls their shape,
interactions, and self-assembly. Much of the observed behavior is consistent with
macroscopic continuum elasticity despite the small particle size. In this Chapter
we study the mechanical properties of a polymer grafted colloid or a star polymer
brush (SPB) by performing a numerical diametral compression test using the theory
of elasticity. We choose to investigate SPBs not only because they constitute a
well-studied class of nanoparticles but also because of their spherical shape, which
makes them ideal “samples” for the diametral compression test.
We start with a short review of the diametral compression of an elastic spherical
particle and describe the Hertz theory, which solves analytically the contact problem
of two elastic spheres that are compressed against each other. Since the Hertz theory
is restricted to compressions in the small strain regime (where the relative indentation
2h/  ⇡ 10%), we also mention the Tatara theory which is an extension of the Hertz
theory to large deformations and is applicable up to relative indentation 2h/  ⇡ 30%.
Later on, we turn to the Poisson ratio ⌫ as the main parameter that measures the
degree of deformability of bodies, hence controlling their mechanical behavior which
in turn depends both on the material parameters and on the reference shape of a
body.
After theoretical preliminaries in Sec. 4.2, we describe the elastic behavior of an
SPB under diametral compression, studied numerically using molecular dynamics
simulations. The observed universal response of the SPB is rationalized using scaling
arguments and interpreted in terms of two coarse-grained models (Secs. 4.3 and 4.4).
The overall elastic behavior of a SPB can be accurately reproduced by the liquid-drop
model at small and intermediate compressions, whereas at large compressions the
brush behaves as a soft ball (Sec. 4.5). Applicable far beyond the pairwise-additive
small-strain regime, these two models may be used to describe microelasticity of
nanocolloids in severe confinement including dense disordered and crystalline phases.
The work presented in Secs. 4.2 – 4.6 is collaboration with the group of C. N.
Likos at the Faculty of Physics, University of Vienna; specifically, the molecular
dynamics simulations were performed by Jonas Riest. Our common work is published
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in Ref. [65].
4.1 Diametral compression test
Diametral compression is a standard mechanical method to study the elastic behavior
of a single particle. The deformation of a soft particle refers to the change of its shape,
the change of its mechanical properties, or the change of its volume. Based on volume
change, soft particles can be categorized into two types: (i) compressible when there
is a volume variation during deformation and (ii) incompressible when they maintain
a constant volume during deformation. Sponge and rubber are common examples of
compressible and incompressible materials, respectively. A diametral compression
test can be viewed as a generalization of the Hooke-law experiment, since it relates
the load with the displacement of a body.
A basic diametral-compression experimental setup shown in Fig. 4.1 allows one
to readily measure the load–displacement curve. The setup consists of two parallel
plates, one on either side of the particle. In the setup (Fig. 4.2), load P is controlled
and indentation h is measured by a displacement gauge or is controlled by an indenter.
A camera is used to measure the contour of the deformed particle and hence the
radius of contact zone a as well as the lateral expansion u. The size of soft particles
that are studied with the described setup cannot be smaller than a few millimeters.
In order to conduct a diametral compression test at smaller scales, more sophisticated
experiments are needed such that in Ref. [114] where the diametral compression
test of a nanowire was performed in a scanning electron microscope using a flat
soft particle
digital camera
thread
bottom press surface
top press surface
load
load
Figure 4.1: Sketch of the experimental setup of a diametral compression test. Reproduced
from Ref. [113].
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nanoindenter.
During the diametral compression, the shape of a soft sphere changes and so
does the volume if the sphere is compressible. As the total load P increases, the
indentation becomes larger and a circular contact area of radius a is formed between
the sphere and either plate. In Figs. 4.2a-f we show the numerically obtained shape
of a single elastic sphere of diameter  , which is pressed between two rigid plates
under a constant loading. We use the modified neo–Hookean hyperelastic model for
the numerical calculations and for the sphere we choose the Poisson ratio of ⌫ = 0.46,
the Young modulus of Y = 185 N/cm2, and R = 1 cm like in Ref. [115]. Due to the
diametral deformation, the free surface expands laterally, the radial displacement in
the transverse plane being given by u(z, R), and the radius of the contact zone a(h)
increases with the degree of compression. The snapshots correspond to the front and
top view of the sphere at three di↵erent relative indentations of 2h/  = 0, 0.4, and
0.8.
(e) (f)(d)
a aa0 = 0
h
h
ı
h
h
u(0,R)
a
R
(b) (c)(a)
P
P P
P
a
P = 0
O
O’
2h/ı= 0 2h/ı= 0.4 2h/ı= 0.6
Figure 4.2: Front- (a-c) and top-view (d-f) snapshots of numerical results of a diametrally
compressed soft sphere with ⌫ = 0.46 at relative indentations 2h/  = 0, 0.4, and 0.8.
Initially load P = 0 and as it is increased the indentation h becomes bigger. A circular
contact zone is formed between the sphere and the plates. During compression, the sphere
expands laterally with the radial displacement at the equator being u(0, R).
So far there exists no comprehensive theoretical model that would predict the
elastic behavior of two bodies in contact. When two elastic spheres of radii R1 and
R2 come in contact, the total load generates a pressure field on their contact zone and
the bodies are indented by h. The classical solution of the problem corresponds to a
stress-strain or load-indentation relation of a form P (C, h), where P is the total load,
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C are the material elastic parameters, and h is the indentation. Presently no such
solution is available at all h. The finite size of the elastic bodies plays an important
role in the nonlinear nature of the problem since the boundaries of the bodies are
influenced by the deformation of the body and thus a↵ect the total stress field. In
Fig. 4.2a the total stress at a point in the sphere is the contribution of the pressure
profile at the contact zones, and it depends on the shape and displacement of the
free surface of the sphere. However, in the small deformation regime the diametral
compression data can be analyzed using the Hertz theory.
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Figure 4.3: Elastic deformation of two spheres for relative indentation 2h/  = 0.06 (a).
Using the modified neo–Hookean elastic model we show that for small indentations the
stress field is concentrated around the contact zone and its magnitude falls o↵ with distance
from contact zone. Blue color corresponds to zero stress and red is the maximum value (b).
Elastic half-space approximation of the contact of two non-conforming elastic bodies. P
is the uniaxial total load, a is the radius of the contact zone and h is the indentation (c).
The Hertz pressure profile p(r) along the contact zone r, with the maximum value p0 (d).
Total load and relative radius of contact zone plotted versus relative indentation (e and
f, respectively) of two equal elastic spheres in contact according to the Hertz model. The
parameters are Y = 185 N/cm2 and ⌫ = 0.1, 0.3, and 0.49.
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4.1.1 Hertz theory
The first theory of the contact mechanics of elastic spheres was proposed by Hertz in
1882 [87, 51]. He developed a theory that describes the geometrical changes of an
elastic sphere under a diametral compression. The main assumptions of his theory
are that strains are small (2h/  ⌧ 1) and that the material is linear elastic. The
contact force must be uniaxial acting on non-conforming1 and frictionless surfaces.
Hence, pressure distribution on the contact surface is assumed to be axisymmetric
and semi-spherical as shown in Fig. 4.3d. When two non-conforming elastic bodies
are in contact and their mutual deformation is su ciently small, then certainly
the dimension of the contact zone is small compared to the radii of curvature of
the undeformed surfaces, i.e., a ⌧ R1, R2. Moreover, in non-conforming surfaces
the contact stresses are highly concentrated at the contact zone and their intensity
decreases with distance from the contact point, so that practically all stresses are
located at the contact zone and do not penetrate into the body. In this case, the
deformation of the body at the contact zone is independent of the shape of the body
and can be approximated by considering each body as a semi-infinite elastic solid
bounded by a plane.
In Fig. 4.3 we show an example of two spheres in contact to describe and we
explain the aforementioned approximations. The snapshots are numerical solutions
of two identical spheres pushing against each other using the modified neo–Hookean
elastic model described in Sec. 4.3. Panel a shows the compression of two identical
spheres by relative indentation 2h/  = 0.06. Fig. 4.3b shows the distribution of
stress within the sphere, where the red color corresponds to the maximum stress
whereas the blue color corresponds to zero stress. This plot shows that spheres are
stressed only in the vicinity of contact zones.
For low compressions the stresses and deformation around point O at one contact
zone are independent the stresses and deformation at the other contact zone around
the point O0. As shown in Fig. 4.3b, the stress field is localized in a restricted area S
around contact zone O and in on area S 0 around point O0; here “localization” is meant
from a practical perspective evident from Fig. 4.3b rather than in a mathematically
exact sense because there exists no penetration depth characterizing the stress field.
Thus, at small deformations we can approximate the elastic behavior of two spheres
by considering the stresses and deformation produced in an elastic half-space, as
shown in Fig. 4.3c. Outside the loaded area the external forces are zero. Therefore,
the problem of small strains in elasticity is reduced to one in which the forces are
specified in the surface z = 0 and all the stress components are zero far enough
from the origin. The loading is axisymmetric about the z axis, namely in cylindrical
coordinates (r, ✓, z) the normal pressure p(r) is independent of ✓ and acts in the z
direction (Fig. 4.3d). The pressure profile p(r) of the Hertz approximation for a
1A contact is referred to as conforming when the surfaces of the two bodies fit exactly or even
closely together without deformation. On the other hand, bodies that do not fit together are
non-conforming. When they are brought to contact without deformation they touch first either at
a point (e.g., two spheres) or along a line (e.g., two parallel cylinders).
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non-conforming curved surface against an elastic half-space is assumed to be
p(r) = p0
q
1  (r/aH)2, (4.1)
where p0 is the maximum pressure and aH is radius of the contact zone. Furthermore,
since the surfaces of the spheres are considered frictionless no tangential forces are
considered.
Hertz obtained a nonlinear stress-strain formula which is applicable in the small-
strain regime and can be summarized in three results that provide the absolute
values for the mutual approach of the two sphere centers  H, the radius of the
contact zone aH, and the maximum pressure p0, which all depend on the material
parameters Y ⇤(Y, ⌫):
aH =
✓
3PR⇤
4Y ⇤
◆1/3
, (4.2)
 H =
✓
3P
4
p
R⇤Y ⇤
◆2/3
(4.3)
and
p0 =
3P
2⇡aH2
=
✓
6PY ⇤2
⇡R⇤2
◆1/3
. (4.4)
Here P is the total load compressing the spheres, R⇤ is the e↵ective curvature defined
by
1
R⇤
=
1
R1
+
1
R2
, (4.5)
where R1 and R2 are the radii of the spheres, and Y ⇤ is the e↵ective Young modulus
1
Y ⇤
=
1  ⌫12
Y1
+
1  ⌫22
Y2
, (4.6)
where Y1 and Y2 and ⌫1 and ⌫2 are the Young moduli and the Poisson ratios of the
spheres, respectively. Here, we need to mention that Hertz theory does not account
for lateral expansion and that for a small indentation h we can write (Fig. 4.3c)
(R  h)2 = R2   aH2 (4.7)
so that
 H = 2h =
aH2
R
. (4.8)
In Figs. 4.3e and f, we plot the total load P and the relative radius of the contact zone
2a/  for the static compression of two identical spheres with material parameters
Y = 185 N/cm2 and ⌫ = 0.1, 0.3, and 0.49, as predicted by the Hertz. Figure 4.3e
shows that the load–displacement curve depends on the elastic characteristics of
each material. On the other hand, the radius of the contact zone at di↵erent
compressions is independent the material parameters as seen from Eq. (4.2). An
insightful discussion of the Hertz theory is available in Ref. [116].
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Although the Hertz theory is the keystone model of contact mechanics, its validity
is limited. In reality, soft materials can sustain large compressions and during a
diametral compression test the particles can be deformed strongly. To describe these
large deformations new non-Hertzian theories should be developed.
4.1.2 Non-Hertzian contact theories
Although the Hertz theory is not accurate at large deformations it is often used for
convenience both in macroscopic and in nanoscale studies [117, 118, 119, 114, 120].
The inaccuracies that might arise form the Hertz theory when it is applied beyond
its region of validity are discussed in Ref. [121], which also provides a first-order
correction of the theory. Any advances in contact mechanics are associated with
the extension of the Hertz theory by reducing the number of its restrictions, such
as the normal load, small strains, frictionless surfaces, and considering each solid
as an elastic half-space. Any theory that tackles the problem of the contact of
two non-conforming bodies by reducing the number of these restrictions is called
a non-Hertzian theory. For example, Boussinesq solved the contact problem of a
concentrated normal load P on a 3D elastic half-space using the linear elasticity
tensor and derived a strain tensor that predicts the same solution as the Hertz theory
for the mutual approach   [32, 122].
Two other famous non-Hertzian theories are the Johnson-Kendall-Roberts (JKR)
model [123] and the Derjaguin-Muller-Toporov (DMT) model [124, 125], which
include adhesive forces. In both models the surfaces are smooth and take into
account the van der Waals forces between the elastic surfaces when are brought
close to each other. Additionally, the sphere-sphere adhesion is described by an
extra surface term and in the absence of attractive forces the size of the contact area
reduces to the one predicted by Hertz. In 1975, Spence [126] considered tangential
forces between a sphere pushed against an elastic half-space. Specifically, he solved
the Hertz contact problem by considering a finite friction between the two surfaces
in a form of a Coulomb friction. Since then, several models that consider both
adhesion and friction between soft surfaces were developed [127]. Reference [128] is
a very good review on the existing adhesive elastic contact models. All available
non-Hertzian theories, including the Tatara theory described below, are developed
within the approximation of linear elasticity and they capture very well the elastic
behavior in the small indentation regime. Here we present the Tatara theory because
it is the first attempt to include large deformations.
In a series of studies [115, 129, 130, 131], Tatara extended the Hertz theory to the
large displacement regime. Instead of treating the deformed region below the contact
zone as an elastic half-space with a distributed load, the Tatara theory considers the
diametral compression of a sphere by superposing the displacements due to the load
P at the origin O (0, 0) and to the reaction load ( P ) at the point O’ (2R, 0) as seen
in Fig. 4.4. Thus, any displacement at a point A(z, r) results from these two point
loads. Tatara derived an extensive load–indentation relation as a generalization the
Hertz theory that is applicable at compressions beyond  /R   0.1. Moreover, his
theory accounts for the expansion of the free boundary at large compressions that is
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absent in the Hertz theory.
The Tatara theory expands the Boussinesq solution of the vertical and radial
displacements w(z, r) and u(z, r), respectively, of any point A(z, r) within an elastic
half-space when a concentrated force P acts along the z axis on its boundary surface
(Fig. 4.5a). Hence, the total vertical displacement W (z, r) and the total radial
displacement U(z, r) of the point A(z, r) in the sphere due to the concentrated force
P and the reaction force  P are represented by
W (z, r) = w(z, r)  w(2R  z, r) (4.9)
and
U(z, r) = u(z, r)  u(2R  z, r), (4.10)
respectively. These ansa¨tze enforce a symmetrical solution with respect to the
xy-plane at z = R. The Boussinesq solution reads
w(z, r) =
P
2⇡Y

(1 + ⌫)z2
(r2 + z2)3/2
+
2(1  ⌫2)
(r2 + z2)1/2
 
(4.11)
and
u(z, r) =
(1 + ⌫)P
2⇡Y R
⇢
r2z
(r2 + z2)3/2
  (1  2⌫)

1  z
(r2 + z2)1/2
  
. (4.12)
At z = 0, the vertical compression reduces to
w(0, r) =
(1  ⌫2)P
2⇡Y r
, (4.13)
showing that the product wr is constant at the boundary surface and that at the
origin r = 0 the displacement becomes infinite. In order to eliminate the singularity
P
-P
O(0,0)
z
U(R)
O’(2R,0)
A(z,r)
z > 2R
z = 0
A(z,r)
A’(z’,r’)
U(z,r)
ı
O’
O
Figure 4.4: Diametral compression of an elastic sphere for large displacements. The
total compression of any point A (z, r) depends on the point load P at point O (0, 0) and
its reaction load  P from the z > 2R half-space at the diametral point O’ (2R, 0). U (z, r)
is the lateral expansion of point A on the free surface and U(R) is the central lateral
expansion.
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Figure 4.5: The Boussinesq solution: Stress  ⇤ and displacement w(z, r) of a point A(z, r)
within the elastic half-space produced by a concentrated point load P at the origin O that is
normal to the surface (a). A loaded area S at the plane z = 0 on the elastic half-space,
where the pressure is distributed. The origin O has been moved such that at the point
C(⇠, ⌘) the pressure value p⇠⌘ is P and the displacement of the projection B(x, y) of the
point A(x, y, z) at the surface of the elastic half-space is w(x, y) (b).
due to the concentrated load P we assume an area S on the surface z = 0 where a
pressure profile p(⇠, ⌘) is distributed and its origin O has been shifted such that the
pressure value at C(⇠, ⌘) is p⇠⌘ = P (Fig. 4.5b) [122, 51]. The displacement at the
contact surface at z = 0 is given by W (0, r) = w(0, r)  w(2R, r). The compressive
displacement W (z, r) of a point within the sphere due to an infinitesimal pressure
dP on the surface of the sphere is
W (z, r) = w(z, r)  w(2R  z, r) (4.14)
At z = 0 the maximal displacement  T(r) of the point A(0, r) at a distance r from
the center of the contact zone is
W (0, r) =  T(r) =  T  
⇣
R pR2   r2
⌘
=
Z
w(0, r)  w(2R, r)
P
dP ⇠=
Z
w(0, r)  w(2R, a)
P
dP.
We calculate this integral by considering only two cases: (i) r = 0 and (ii) r = a.
The first case leads to the over-estimation and the second to the under-estimation of
the extensive displacement w(2R, r) due to the reaction force:
w(2R, a)  w(2R, r)  w(2R, 0). (4.15)
128 Chapter 4. Elastic behavior of a single polymeric nanocolloidal particle
Then, the maximal displacement at the center of the contact zone can be divided
into the Hertzian term  H and the Tatara extensive term  ext as follows:
 T =  H    ext. (4.16)
From Eqs. (4.11) and (4.15) we get
 T =
3(1  ⌫2)P
4Y aH
  f(aH)P
⇡Y
, (4.17)
where aH is the radius of the contact zone derived by Hertz and
f(aH) =
2(1 + ⌫)R2
(aH2 + 4R2)3/2
+
1  ⌫2
(aH2 + 4R2)1/2
. (4.18)
For r = 0,
 T =
3(1  ⌫2)P
4Y aH
  f(0)P
⇡Y
, (4.19)
and
 ext =
f(0)P
⇡Y
, (4.20)
where
f(0) =
2(1 + ⌫)(3  2⌫)
4R
. (4.21)
In the case of small indentations where a ⌧ R, the extensive term  ext is very
small and can be neglected but at large deformations this is not the case. In Fig. 4.6
we plot the total compressive force vs. relative indentation for the Hertz theory and
for the Tatara theory [Eqs. (4.3) and (4.19), respectively]. For concreteness, we use
Y = 185 N/cm2 and ⌫ = 0.46 corresponding to rubber [115]. We notice that the
Hertz theory overestimates the indentation at any load value and that the importance
of the extensive term increases as we go from small deformations to large ones: The
discrepancy is considerable at 2h/  > 0.1. The rationale behind the outcome is
2h/ı
P[
N
]
0 10.80.60.40.2
100
600
500
400
300
200
0
Tatara
Hertz
Figure 4.6: Comparison of the Tatara and the Hertz theory of load vs. relative indentation
[Eqs. (4.3) and (4.19)], respectively, for Y = 185 N/cm2 and ⌫ = 0.46.
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that the reaction force  P at distance z = 2R produces an extensive displacement
wext of opposite direction to the displacement produced by force P , hence the total
displacement at any distance r is less than the one predicted by the Hertz theory.
We also stress that Fig. 4.6 covers the complete range of indentations from 2h/  = 0
to 2h/  = 1 and that the Hertz theory is expected to work only at small indentations
2h/  ⌧ 1.
In order to account for the lateral displacements at large deformations, Tatara
expressed the nonlinearity that large displacements introduce to the system by
using a nonlinear Young modulus that depends on the radial distance r as Y (r) =
Y0/
⇥
A(1 +Br2/2R2)
⇤
where Y0 is Young modulus at r = 0 and
A =
1   
1    +  2/3 , B =
1   /3
1    +  2/3 , and   =
 T
R
, (4.22)
In the case of constant Young modulus, A = 1 and B = 0. Then, he derived the
following equation for the radial expansive displacement of any point A(z, r) on the
surface of the sphere (Fig. 4.4):
U(z) =
A(1 + ⌫)P
2⇡Y
(
1 +
Ba02
5R2
⇥
1 + U(z, a)/a
⇤2
)
⇥
"p
z +
p
2R  z
2R
p
2R
  1  2⌫p
2Rz(2R  z)
⇣
2
p
2R pz  p2R  z
⌘#
. (4.23)
Given that a point A(z, r) on the surface of the sphere before the deformation is
shifted to the point A’(z, r) on the contact surface after the deformation (Fig. 4.4),
we may write the length of radial displacement vector as
r0 = r + U(z, r), (4.24)
and thus the radius of the contact zone can be expressed as
a0 = aH + U(z, aH). (4.25)
Here aH is the Hertz radius of contact zone [Eq. (4.3)]. The radius of the contact
zone which lies on the boundary of the contact zone r = a for any vertical position
of the contact surface z =   defined before compression is
a0( ) =
p
 R +
A(1 + ⌫)P
2⇡Y
p
  +
p
2R   
2R
p
2R
  1  2⌫p
 (1   )
⇣
2
p
2R 
p
   p2R   
⌘ 
.
(4.26)
Here we assume that the Young modulus is constant and we use the Eqs. (4.3),
and (4.23). In Fig. 4.7a we plot the radius of contact zone vs. the relative displacement
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for the Hertz and Tatara theories. As P we use the Hertz pressure profile which is
proportional to  3/2. The Hertz theory underestimates the radius of the contact zone
which is anticipated since the Hertz theory does not address the lateral deformation
of the free boundary. Additionally, the Tatara theory predicts for the central lateral
expansion U(R) at z = R [Eq. (4.23)]:
U(R) =
A (1 + ⌫)
⇡Y0R
✓
1 +
Ba2
5R2
◆
⇥

1
2
p
2
  (1  2⌫)
✓
1  1p
2
◆ 
P, (4.27)
and in the case of a constant Young modulus the central lateral expansion is reduced
to
U(R) =
1 + ⌫
⇡Y R
⇥

1
2
p
2
  (1  2⌫)
✓
1  1p
2
◆ 
P. (4.28)
In Fig. 4.7b we plot the central lateral expansion during the diametral compression
of the sphere according to Eq. (4.28).
The Hertz theory was examined experimentally using rubber spheres and its
validity extends to relative indentations no larger than 10%. On the other hand,
the experimental results are in good agreement with the Tatara theory for relative
indentation up to 30% [115, 130]. Both theories have been verified experimentally
by di↵erent groups [117, 118].
Much work has been done to understand the geometric and mechanical properties
of soft compressible and incompressible systems with non-conforming surfaces under
uniaxial mechanical compression and new models have been developed as well as
experimental techniques (Refs. [119, 132] and references therein). The relation
between the central lateral extension and indentation reflects the deformability of
the di↵erent materials. In the above discussion, we used Poisson ratio ⌫ as the
geometric parameter characterizing the deformation. In a typical introductory-
physics textbook, ⌫ is defined in the small-deformation regime. On the other hand,
diametral compression tests usually go beyond this regime and thus is worthwhile
pausing at the kinematics of deformation at finite compressions.
4.1.3 Poisson ratio
In 1811, Poisson published his book on the mechanics of materials [133], which among
other things describes the way materials respond to external forces. For instance, if
we stretch an elastic band, it will become thinner in the transverse direction. Poisson
conducted experiments where he compressed metallic rods and he noticed that the
ratio of the relative change of the diameter in the transverse direction and the relative
change of rod length is characteristic for each material. This quantity is known as
the Poisson ratio and is defined as
⌫ =  d✏trans
d✏axial
=  d✏x
d✏z
=  d✏y
d✏z
, (4.29)
where ✏trans is the transverse strain in the direction perpendicular to the applied
force and ✏axial is the uniaxial strain parallel to the force. The admissible values of
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Figure 4.7: Radius of the contact zone (a) and central lateral expansion (b) of an elastic
sphere in units of  /2 as a function of relative indentation, respectively, predicted by the
Tatara theory; the curve corresponds to Y = 185N/cm2 and ⌫ = 0.46.
Poisson ratio lie between  1 and 0.5, with  1 corresponding to materials where
shear modulus is much larger than the bulk modulus and 0.5 corresponding to
incompressible materials. Materials with ⌫ < 0 are referred to as auxetic and are
rare: These materials expand rather than contract in the transverse direction when
stretched. Such behavior is seen in certain polymer foams [134] but generally is
uncommon. Table 4.1 shows the values of Poisson ratio of some common materials.
Since Poisson ratio is connected with the change of the proportions of a body upon
material Poisson ratio material Poisson ratio
gold 0.42-0.44 titanium 0.265-0.34
copper 0.33 aluminium 0.32
steel 0.27-0.3 iron 0.21-0.26
sand 0.20-0.45 concrete 0.1-0.2
rubber 0.4999
polystyrene
0.33
clay 0.30-0.45 glass 0.18-0.3
foam 0.10-0.50 cork 0.0
Table 4.1: Poisson ratio of some common materials.
deformation, it also controls its volume change. Positive but small Poisson ratios
correspond to compressible materials and materials with ⌫ > 0.44 are called nearly
incompressible. In Fig. 4.8 we show the diametral compression of an isotropic elastic
cube of volume V0 which is subjected to uniaxial force P . The cube is compressed
by an infinitesimal amount dLz = Lz   L0 in the direction of the force and as a
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Figure 4.8: Two views of a diametral compression of a cube of edge length L0, which is
subjected to uniaxial load P . After the compression by dLz the cube edge lengths in x and y
directions are stretched and given by Lx and Ly, respectively.
result, it expands in the transverse directions, that is along the x and y directions, by
equal amounts dLx = Lx   L0 and dLy = Ly   L0, respectively. The corresponding
infinitesimal strains are given by
d✏x =
dLx
L0
, d✏y =
dLy
L0
, and d✏z =
dLz
L0
. (4.30)
The finite-deformation relation between changes of cube dimensions is obtained by
integrating the relations
d✏x =  ⌫d✏z (4.31)
and
d✏y =  ⌫d✏z. (4.32)
For a constant Poisson ratio ⌫ during the compression we get
  ⌫
L0  L0Z
L0
dLz
Lz
=
L0+ LZ
L0
dLy
Ly
=
L0+ LZ
L0
dLx
Lx
(4.33)
so that
  ⌫ ln
✓
L0   L0
L0
◆
= ln
✓
L0 + L
L0
◆
(4.34)
and ✓
1   L
0
L0
◆ ⌫
=
✓
1 +
 L
L0
◆
. (4.35)
Here  L0 is the change of height of the body whereas  L is the change of the edge
of its base. For small deformations, Poisson ratio is defined by
⌫ ⇡  L
 L0
, (4.36)
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which is consistent with Eq. (4.29). Due to the deformation of the body, there is
a change of its volume which depends on the deformability of the material. For
instance, the cube in Fig. 4.8 has an initial volume of V0 = L0
3 and after compression,
its volume changes to V = (L0   L0)(L0 + L)2 since it depends on the length of
each side of the deformed cube. Using Eq. (4.35) we find that the relative change of
volume reads
 V
V0
=
✓
1   L
0
L0
◆1 2⌫
  1. (4.37)
For very small deformations this result reduces to
 V
V0
⇡ (1  2⌫)  L
0
L0
. (4.38)
Equation (4.35) shows that for a constant Poisson ratio the transverse strain
 L/L0 is proportional to the axial strain  L0/L0, but this is only true for small
deformations. In the large-deformation regime the transverse strain is a nonlinear
function of the axial strain:
 L
L0
=
✓
1   L
0
L0
◆ ⌫
  1. (4.39)
We can generalize our conclusions in the case of the cylinder of length L0 and
radius R. Here the quantities of interest are the axial strain and the radial transverse
strain. Starting from the definition of Poisson ratio we find that the radial strain in
a compressed cylinder is
 R
R
=
✓
1   L
0
L0
◆ ⌫
  1, (4.40)
which is formally identical to Eq. (4.39).
In Fig. 4.9 we plot the transverse strain of a cube [or a cylinder as shown by
Eq. (4.40)] at di↵erent degrees of deformation for Poisson ratios ⌫ = 0.1, 0.3, and
0.49. The transverse strain can be approximated by Eq. (4.36) only for very small
deformations, whereas for large deformation the linear relation between the transverse
and the axial strain is no longer valid. We observe that the range of the strains
where the linear relation is valid becomes narrower as the Poisson ratio is increased.
The study of Poisson ratio of di↵erent materials is an active area of research
since it is directly connected to their microscopic structure. The field is particularly
interesting within the context of elastic metamaterials where the Poisson ratio can
be engineered to a large extent [135]. In Sec. 4.2, we study the elastic properties
of spherical polymer brush SPB by extracting the Poisson ratio from a diametral
compression test performed using molecular-dynamics (MD) simulations. We use the
neo–Hookean finite-deformation model in an attempt to explain the elastic behavior
of these complex nanoparticles.
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Figure 4.9: Transverse strain in a uniaxially compressed cube or a cylinder as a function
of the axial strain for Poisson ratios ⌫ = 0.1, 0.3, and 0.49 as predicted by Eq. (4.39) (a).
In panel b we plot the same quantities obtained numerically for the diametral compression
of a cube using the modified neo–Hookean model with the same Poisson ratios. The inset is
a snapshot of the compressed cube of ⌫ = 0.49 at  L
0
/L0 = 0.18. In both panels the dashed
lines correspond to the linear length change which is valid only at small deformations.
4.2 Diametral compression of spherical polymer brush
A spherical polymer brush (SPB) (Fig. 4.10a) is a complex macromolecular entity
that consists of f polymeric chains called the arms, which are grafted to a core.
The size of the core particle is smaller than the length of the grafted polymeric
brushes. The anchor points are uniformly distributed on the surface of the core.
The number of arms is referred to as functionality f of the SPB and each arm has
a degree of polymerization Nc. In this Thesis we focus on regular SPBs, where
the degree of polymerization Nc is the same for all arms. Figure 4.10a illustrates
a regular SPB with functionality f = 50 and degree of polyerization of each arm
Nc = 50. SPBs with a very small core and a small number of arms (f = 1 or 2)
core
core
(b)(a)
Figure 4.10: Snapshots of an SPB with f = 50 (a) and f = 2 (b). In both cases the
degree of polymerization of each arm is Nc = 50.
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resemble linear polymers as shown in Fig. 4.10b but with increasing functionality
the asphericity of the SPB decreases considerably so that the SPBs are increasingly
more spherical. Overall, the shape of an SPB is determined by its synthesis as well
as by the collective and the single-chain dynamics of the system. The structural and
the dynamical properties of SPBs have been studied extensively and are reviewed in
Refs. [20] and [8].
We use molecular-dynamics (MD) simulations results to theoretically study
the diametral compression of a SPB. Simulations were performed in an isokinetic
ensemble so as to ensure that the temperature is constant. Thus the thermostat
that was chosen (to ensure a constant temperature of the system) was implemented
by rescaling of the average kinetic energy, with a fixed temperature at T = ✏LJ/kB,
where ✏LJ is the monomer-monomer energy scale.
In the MD protocol, the first step is to determine the equilibrium properties of a
single isolated SPB. The chains of the SPB are described using a monomer-resolved
bead-spring model, common in simulations of polymer chains. The diameter of each
monomer is  LJ and the radius of the central colloid is Dc = 8 LJ . Here all distances
are measured in units of  LJ . The total number of particles that constitute the
SPB of f and Nc is N = fNc + 1, and the interactions between them include steric
interactions between any two particles and elastic interactions between any successive
monomers and between the first monomer and the core. The steric interactions are
described by the repulsive Weeks-Chandler-Andersen potential [136] which is given
by
v0 (r) =
(
4✏LJ
⇥
 LJ/ (r   r↵ )
⇤12   ⇥ LJ/ (r   r↵ ) ⇤6 + 1/4, r  21/6 LJ + r↵ 
0, r > 21/6 LJ + r↵ .
(4.41)
The monomer-monomer and monomer-colloid interactions depend on the reduced
distance r↵  = r↵ + r     LJ . The parameter ✏LJ controls the strength of the steric
interaction. The elastic bonds are described by the finite extensible nonlinear elastic
(FENE) potential which reads
vch (r) =
(
 12kFENE (R0/ LJ)2 , r  R0
1, r > R0.
(4.42)
The parameter R0 controls the maximum length of the bond where the potential
diverges, and the elastic parameter kFENE controls the strength of the elastic bond
between the successive monomers [137, 138]. The values of the parameters are chosen
to be R0 = 1.5 LJ and kFENE = 30✏LJ which prevents the polymer chains from
crossing. The minimum of the pair potential corresponds to an interparticle distance
of  ¯ = 0.97 LJ [138]. The size of a force-free SPB is given by the radius of gyration,
which depends on the distribution of the monomers around the central colloidal core
and is defined as
R0g =
1
N
 NX
i=1
(ri   r¯)2
 1/2
, (4.43)
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where ri is the position of the monomer i and r¯ is the mean position of the monomers.
Table 4.2 lists the radii of gyration for the set of force-free SPBs used in the simulations.
We use the radius of gyration later in this Chapter so as to normalize the size of the
SPBs.
Nf \Nc 10 20 30 40 50 60
10 6.254 7.855 9.264 10.477 11.710 12.803
20 6.477 8.289 9.879 11.282 12.623 13.922
30 6.620 8.598 10.300 11.856 13.272 14.609
40 6.747 8.841 10.659 12.292 13.789 15.206
50 6.863 9.054 10.950 12.657 14.229 15.677
60 6.967 9.252 11.211 12.983 14.603 16.090
Table 4.2: Radius of gyration of isolated SPB in units of  LJ measured in units of  LJ
for various functionalities f and numbers of monomers per arm Nc.
In the numerical diametral-compression experiment, the SPB was confined to a
slit formed by parallel immobile walls lying in the xy-plane at z = ±L/2, with the
origin of the coordinate system being located halfway between them. In Fig. 4.11a
we see a snapshot of a SPB compressed by the walls. The initial slit width was such
that the brush was not a↵ected by their presence. For each slit width the SPB was
let to fully equilibrate, and then the walls were moved towards each other by a step
 L = 0.4 LJ . The wall-particle interaction was represented by an external Yukawa
potential [139] and has the following form
VYW(r) = 10

exp [  (L/2  z)]
L/2  z +
exp [  (L/2 + z)]
L/2 + z
 
,  L
2
< z <
L
2
.
(4.44)
Here  is the screening length. The deformation of the SPB is quantified by the
ratio of central lateral extension and indentation denoted by ⇣. Since the surface of a
SPB is not well defined, its dimensions were computed based on monomer densities
projected on the axes of the coordinate system centered at the SPB and oriented
such that the z axis is perpendicular to the walls; note that the projected densities
cx, cy, and cz are measured in units of 1/length rather than in units of 1/volume as
the usual monomer density c. SPB half-thickness is given by the transverse semiaxis
`z defined by `2z =
R
cz(z)z2dz and the in-plane semiaxes `x and `y corresponding to
the waist radius are introduced analogously. The reduced central lateral extension
then reads
⇣ =  (`x + `y) /2  `0
`z   `0 , (4.45)
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Figure 4.11: Universal deformation behavior of SPBs. Molecular-dynamic simulation
snapshot of an SPB illustrating the geometry; monomers are plotted to scale for clarity (a).
Reduced central lateral extension ⇣ vs. reduced slit width L/2R0g for thin (Nc = 30, black
circles) and thick (Nc = 50, red circles) SPBs of functionalities f = 30, 40, 50, and 60 (b).
The scaling-theory ⇣ of a linear chain [Eq. (4.46)] is plotted with the dotted line faded at
L/2R0g & 1.5 to emphasize that it is valid only in narrow slits. Also plotted is ⇣ for a cube
with ⌫ = 0.3 (dashed line faded at L/2R0g & 1.4) to show that a very compressed SPB shows
the same behavior as an elastic solid.
where `0 is the radius of an isolated SPB defined by `20 = (4⇡/3)
R
c(r)r4dr [c(r) is
measured in units of 1/volume] evaluated in absence of walls. We found that ⇣ is
more meaningful than its analog based on the eigenvalues of the radius of gyration
tensor, which carries a larger numerical error at small compressions.
Figure 4.11b shows the reduced central lateral extension ⇣ for thin (Nc = 30)
and thick (Nc = 50) SPBs with functionalities f = 30, 40, 50, and 60; the screening
length  1 of the Yukawa wall potential is a small fraction of the radius of gyration
of an isolated SPB R0g (0.05R
0
g in the thin and 0.04R
0
g in the thick SPB). The eight
datasets plotted against reduced slit width L/2R0g collapse surprisingly well despite
considerable variation of chain length Nc and functionality f , and they reveal three
distinct deformation regimes. At small compressions the MD results are rather
scattered due to small values of both numerator and denominator in Eq. (4.45) but
they still reveal a knee-like increase of ⇣ clearly visible in the two f = 60 datasets
replotted later in Fig. 4.18a. The narrow small-compression regime is followed by
a broad, virtually linear variation of ⇣ extending from reduced slit width L/2R0g of
about 1.6 down to about 0.7. At L/2R0g ⇠= 0.5, the SPBs undergo a transition to the
large-compression regime characterized by a steep increase of ⇣ upon compression.
The e↵ective SPB diameter can be defined by the onset of deformation where the
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slit serves as a vernier caliper. The MD data in Fig. 4.11b show that ⇣ is nonzero
at L/2R0g < 1.7 so that the e↵ective diameter is D⇤ ⇠= 3.4R0g. These values are
consistent with experiments on linear polymers such as DNA. A single DNA molecule
is a↵ected by confinement [140] at L ⇠= 4.7R0g as big as its e↵ective diameter. Since a
linear polymer is more anisometric than an SPB, it must have a larger ratio D⇤/R0g
so that our estimates are reasonable. Finally, the auxiliary Yukawa potential used in
simulations introduces an e↵ective slit width smaller than the nominal L by about
2/. Thus, the true diameters of the Nc = 30 and the Nc = 50 SPB are smaller than
the above D⇤ by about 0.10R0g and 0.08R
0
g, respectively.
The remarkable universality of the SPB deformation must stem from a basic
structural feature of polymers, and it is instructive to begin understanding it by a
scaling-theory estimate of ⇣ for a single linear chain. In severe confinement [141],
the in-plane diameter of the chain is Dk ⇠ L 1/4N3/4 whereas its transverse size is
D? ⇠ L, which gives
⇣ ⇠=  (L/2R
0
g)
 1/4   1
L/2R0g   1
(4.46)
irrespective of chain length. The dotted line in Fig. 4.11b shows that this result
is in good semiquantitative agreement with the MD data although it relies on the
blob picture of a linear chain with excluded-volume interactions rather than on
the geometrically more involved blob analysis of the deformation of a multiarm
brush [142]. The numerical results can also be interpreted using continuum theory
of elasticity and by considering a uniaxial deformation of a cube. Starting from
Eq. (4.39) we find that the reduced lateral extension for a cube is
⇣ =
(1  L0/L0) ⌫   1
 L0/L0
, (4.47)
and by comparing Eqs. (4.46) and (4.47) we find a geometrical analogy between a
linear polymer and a cube in confinement
1   L
0
L0
=
L
2R0g
i.e.,
 L0
L0
= 1  L
2R0g
. (4.48)
Since the SPB comes in contact with the walls at L/2R0g = 1.7 we scale the reduced
central lateral extension for a cube confined in a slit of size L/D⇤
⇣ =  (L/2R
0
g)
 ⌫   1
L/2R0g   1
. (4.49)
By comparing Eqs. (4.49) and (4.46) we conclude that the deformation behavior
of a polymer chain in a confinement is similar to the diametral compression of an
elastic isotropic cube with Poisson ratio value ⌫ = 0.25. Moreover, for a diametrally
compressed cube of ⌫ = 0.3 [Eq. (4.49)] the agreement is remarkable (dashed line in
Fig. 4.11b), meaning that the intermediate and large deformations of the diametrally
compressed SPB can be explained by the compression of an elastic cube of ⌫ = 0.3.
This agreement suggests that it is worthwhile seeking a coarse-grained interpretation
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that does not depend on the details of the macromolecular architecture. Since the
Hertz and the Tatara theory do not describe the microelasticity well, we try to
capture the behavior in the small-deformation regime using the neo–Hookean elastic
model from the finite-deformation theory modeling the SPB as an elastic sphere,
which is called the soft-ball model.
4.3 Soft-ball model
The agreement of the molecular-dynamics results with the deformation of an elastic
cube (which is evidently a rather coarse approximation because the resting shape of
the cube does not agree with the spherical resting shape of the SPB) is restricted to
large deformations, that is to narrow slits. In this regime, the SPB is rather flattened
and resembles a pancake. On the other hand, the small-deformation regime where
the molecular-dynamics simulations results predict a knee-like onset of central lateral
extension (see Fig. 4.18a) is inconsistent with the elastic theory. This is witnessed,
e.g., by the Tatara theory which shows that the central lateral extension of a sphere
is a power-law function of indentation with an exponent of 3/2 (Fig. 4.7b). The
smooth, gradual increase of the central lateral extension and thus ⇣ is in qualitative
disagreement with the knee-like dependence of ⇣ on slit width, which prompts us to
seek an alternative explanation.
In this Section, we first elaborate the soft-ball model where the SPB is viewed
as a homogeneous elastic sphere of Young modulus Y and Poisson ratio ⌫ and then
we turn to the liquid-drop model where the SPB is represented as a liquid object
carrying a phenomenological bulk energy and a surface energy. Two facts contributed
to the search in this direction, the first one being that a linear polymer chain, which
can be considered as a SPB of f = 2, shows a similar elastic behavior to that of an
elastic cube and the second one being that the shape of a SPB with a functionality
of f = 50or60 is more spherical. In Fig. 4.12 we illustrate that the geometry of
a multiarm SPB brush is comparable to that of the soft-ball model. The SPB in
panel a has f = 50 and Nc = 50, and is modeled as an elastic homogeneous sphere
of radius 1.7R0g. We perform diametral compression analysis of a soft sphere and
compare its elastic behavior with that of the diametral compression of a single SPB.
The neo–Hookean (NH) model originates in the statistical thermodynamics of a
three-dimensional polymer network [59, 60, 55] and the corresponding free energy
density reads [143]
fdefSB =
Y
4(1 + ⌫)
 
I¯1   3
 
+
Y
6(1  2⌫) (J   1)
2 , (4.50)
where I¯1 is the first invariant of the isochoric part of the Green deformation tensor
FTF, F being the deformation gradient, and J = detF. We use D⇤ as a unit length
and we express all energies in units of Y D3⇤, which leaves the Poisson ratio ⌫ as the
only material parameter.
The deformation energy and the equilibrium shape of the diametrally compressed
soft ball at a given slit width L is computed by minimizing its elastic energy. In
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Figure 4.12: Schematic representation of the soft-ball model. A multiarm SPB (a), here
with f = 50 and Nc = 50, is modeled as a homogeneous elastic sphere with diameter
D⇤ = 3.4 R0g (b).
order to do so, we performed a finite element analysis using the FreeFEM++ package.
Like in the diametral compression of a SPB, we use the Yukawa potential to describe
the interaction between the soft ball and the walls [Eq. (4.44)].
In Fig. 4.13a we illustrate the main steps of the algorithm for the minimization of
deformation energy at each indentation. Starting from an undeformed ball we set the
indentation h by applying the boundary conditions in the form of a Yukawa potential
[Eq. (4.44)] between the ball and the wall (Fig. 4.13b). The deformation of the ball
is independent of the magnitude of the Yukawa potential. For each indentation we
use the Newton-Raphson routine to find the displacement field ui that minimizes
the deformation energy and gives the final shape of the deformed soft ball. Then we
use the final shape as the initial guess for the minimization at indentation h+ h,
where  h = 0.01h is the indentation increment. Using this procedure we compute
the deformation energy for a broad range of indentations at several values of Poisson
ratio ⌫ > 0; since there is no indication that the SPB may be auxetic we exclude the
negative values of Poisson ratio.
The diametral compression test is one of the standard methods to study the
elasticity of materials. By monitoring the reduced central lateral extension ⇣ as a
function of slit width (or, equivalently, indentation), we can distinguish between
the more and the less deformable solids. As anticipated, the nearly incompressible
materials, namely materials with Poisson ratio ⌫ > 0.4, show a larger lateral extension
of the ball due to the larger tendency of volume conservation. This can been seen in
Fig. 4.14a, where we plot the reduced central lateral extension as a function of the
reduced slit width2 for ⌫ = 0.1, 0.3, and 0.49, so that we cover the whole range of
positive Poisson ratios. In the same figure we plot ⇣ of a diametrally compressed
2In some plots we encode the deformation using the reduced indentation 2h/  and in others we
use the reduced slit width L/2R0g. These quantities are related: 2h/  = 0 corresponds to slit width
equal to the resting diameter of the soft ball D⇤.
4.3 Soft-ball model 141
D
*  - 2h
VYW
increase indentation
h      hǻh
boundary 
conditions
energy minimization
convergence
ui - ui-1< 10-6
Newton-Raphson
   output: displacement field, x(h)
elastic energy
final shape
grid generator,
initial shape, h = 0
(a)
(b)
Figure 4.13: Schematic of the numerical algorithm that we used for the analysis of the
soft-ball model. The ball is tessellated using a grid generator. For each indentation h, the
solution of the energy-minimization problem is obtained using the Newton-Raphson method
after applying a larger indentation. The solution at a given h is used as the initial guess
for the solution at h+ h (a). The external Yukawa potential represents the walls (b).
cube for the same values of ⌫ using dashed lines, where we observe a di↵erent elastic
behavior than that of a diametrally compressed ball.
This shows that apart from the elastic coe cients, the geometry of the body
plays an important role in its elastic behavior. The discrepancy between ⇣ of a
ball and that of a cube primarily stems from the di↵erent curvatures of the contact
surfaces. In particular, when the elastic bodies touch initially in one point (which
happens in bodies with non-conforming surfaces) the pressure developed during
compression shows a non-uniform profile, similar to the one in Fig. 4.14b. On the
other hand, bodies whose facets are in full contact, like the cube and a half-space
in Fig. 4.14c, are characterized by a uniform pressure profile. Overall, a di↵erent
pressure distribution within the body results in a di↵erent elastic behavior, which
is defined for bodies with conforming surfaces (Eq. 4.39), whereas for bodies with
curved surfaces can only be approximated for small contact zones.
The compression of elastic balls is usually dealt with using approximate linear
continuum-elastic theory applicable only at small radii of contact zones and thus at
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Figure 4.14: Reduced central lateral extension ⇣ of a diametrally compressed modified-NH
soft ball (solid lines) and a modified-NH cube (dashed lines) plotted against reduced slit
width for ⌫ = 0.1, 0.3, and 0.49 (a). Illustration of the pressure profile within the contact
zone in a ball (b) and a cube (c) pressed against a wall, here represented by an elastic
half-space. In the former, the pressure is distributed across the contact zone whereas in the
latter it is uniform (c).
small indentations. According to the Hertz theory, the reduced contact-zone radius
a/  scales as (2h/ )1/2 [32]. In Fig. 4.15a we plot the radius of the contact zone for
the diametral compression of a soft ball using the modified NH model for ⌫ = 0.1, 0.3,
and 0.49. The contact-zone radii for di↵erent ⌫ coincide within 5% until the relative
indentation reaches 2h/  ⇡ 0.4. The Hertz prediction for the values of the contact
zone is valid up to relative indentation of 2h/  ⇡ 0.3 for ⌫ = 0.1, 0.3 and up to
2h/  = 0.25 for ⌫ = 0.49 with a tolerance of 5%.
The Hertz theory considers contacts zones so small that the pressure is concen-
trated around the contact zones and thus the central lateral extension of the ball is
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Figure 4.15: Radius of the contact zone a of a diametrally compressed modified-NH ball
(solid lines) vs. reduced indentation for ⌫ = 0.1, 0.3, and 0.49 (a). The black line is the
Hertz approximation [Eq. (4.3)]. Reduced central lateral extension U(R, 0)/  of the ball
vs. reduced indentation (solid lines) for ⌫ = 0.1, 0.3, and 0.49 (b). Dashed lines show the
Tatara approximation [Eq. (4.28)] for each Poisson ratio.
zero. Using the Tatara theory (Sec. 4.1.2), the central lateral extension of the ball
can be approximated by Eq. (4.28) for small indentations. As shown in Fig. 4.15b
the lateral extension of the ball that was computed using the modified-NH model
(solid lines) can be reproduced within the 5% tolerance using the Tatara theory up
to 2h/  = 0.19, 0.17 and 0.15 for ⌫ = 0.1, 0.3 and 0.49, respectively. Here, we remind
the reader that in the Tatara theory the radius of the contact zone radius is similar
to that of the Hertz theory.
The Hertz theory is extensively used because it gives a pairwise additive elastic
potential for the compression of an elastic ball that scales as (2h/ )5/2. This potential
can be extracted from the total load [Eq. (4.3)]:
FH =
Z h
0
4Y
p
R
6 (1  ⌫2)  H
3/2d  H =
8
p
2
15
Y
p
 
(1  ⌫2) h
5/2. (4.51)
In Fig. 4.16 we plot the elastic energy of a diametrally compressed sphere using the
modified NH model together with the Hertz approximation for di↵erent values of
Poisson ratio ⌫ = 0.1, 0.3, and 0.49. The numerical results are plotted using solid
lines and the theoretical approximation is shown using dashed lines. At a tolerance
of 5% the agreement extends to reduced indentations of 2h/  = 0.25, 0.12, and 0.06
for the values ⌫ = 0.1, 0.3, and 0.49, respectively.
We compare the central lateral extension ⇣ of a diametrally compressed modified-
NH ball with the numerically obtained ones for the SPB so as to find as optimal
agreement as possible, and we conclude that the best-fit value of ⌫ is 0.3: At large
indentations, this ⌫ describes the simulation results best (Fig. 4.17a). The failure of
the soft-ball model, especially at the onset of deformation at L/2R0g ⇠= 1.7, can be
rationalized by visualizing the distribution of the stresses in a slightly compressed
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Figure 4.16: Deformation energy of a diametrally compressed sphere using the modified
NH model for Poisson ratios ⌫ = 0.1, 0.3, and 0.49. The Hertz elastic energy for these
values of ⌫ is plotted using dashed lines.
ball, which are localized right at the contact zones as shown in Fig. 4.17b. Thus, the
waist diameter is barely increased since the displacement fields at the contact zones
do not reach into the bulk nor they propagate along the surface, since our model lacks
of any surface energy term. To account for the appearance of the waist extension
at small indentations, one should use a model where any increase of pressure upon
compression is communicated across all of the volume uniformly, that is without
attenuation, and thus the waist extension relative to compression is considerable
even at small compressions. The liquid-drop model meets these requirements and it
is described in detail in the Sec. 4.4.
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Figure 4.17: Comparison of the reduced central lateral extension ⇣ of Nc = 30 and
Nc = 50 f = 60 SPB obtained using molecular-dynamics simulations with the soft-ball
model for ⌫ = 0.27, 0.3 and 0.33 (a). Stress distribution in the cross-section of the ball
of ⌫ = 0.3 and relative indentation 2h/  = 0.1. Stress is color-coded, with dark blue
corresponding to the minimum value 0 and dark red to maximal stress value Smax (b).
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4.4 Liquid-drop model
The small- and the intermediate-compression regimes are captured very well by a
model where the SPB is viewed as a liquid drop of volume V and area A characterized
by a phenomenological free energy consisting of a bulk and surface term
FLD =  
 1
T
✓
V   V0   V0 ln V
V0
◆
| {z }
bulk term
+  A|{z}
surface term
. (4.52)
Here   is the surface tension and V0 is the reference volume where the pressure
within the drop given by the Murnaghan equation of state p =   1T (V0/V   1) [144]
vanishes in absence of surface tension so that  T is the isothermal compressibility
of the drop at p = 0 and   = 0. First proposed for hydrostatic compression of
elemental substances [144] and previously considered in models of compressible
rubber [61], this equation of state captures the essential physics of simple liquids.
The ideal-gas-like term ensures that the pressure diverges at small volumes, thereby
phenomenologically accounting for the repulsive interparticle forces, whereas the
negative, volume-independent term represents the e↵ect of the cohesive interactions.
Equation (4.52) contains a single surface term although it could be split into two
contributions, one corresponding to the free surface of the SPB and the other to the
SPB-wall contact zone. Such a generalization is justified even in inert walls studied
here, yet we stick to the more transparent single-surface-tension variant of the model
because it already o↵ers a very accurate interpretation of the shape of the confined
SPB as shown below. Within this model, the deformation of the drop is controlled
by a single dimensionless parameter
 =
2  T
R0
(4.53)
equal to twice the ratio of the Egelsta↵-Widom length [145] `EW ⌘   T and the
reference drop radius R0 = (3V0/4⇡)1/3.
The reference volume V0 can be thought of as a spherical region of the liquid
of radius R0 far from any confining walls, which is surrounded by a mathematical
surface without tension. Once this sphere is endowed with surface tension  , its
radius shrinks from R0 to a new value R⇤ = D⇤/2, giving rise to a Laplace pressure
di↵erence across the surface. From Eq. (4.52), it is straightforward to evaluate the
shrinking factor   ⌘ R⇤/R0 by minimizing FLD for spherical shapes, which yields
 2  
1
  
+   = 0. (4.54)
For an incompressible fluid where  = 0, the drop does not shrink at all and   = 1.
It follows that  =   (2 /R⇤) T , the term in brackets representing the Laplace
pressure. Unlike in ordinary liquids where the drop size R⇤ can be arbitrarily large,
in spherical polymer brushes R⇤ is determined by the brush architecture, f , and Nc.
Accordingly, it is physically meaningful to treat  rather than `EW as an intrinsic
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material parameter, and we refer to it as the reduced Egelsta↵-Widom length. It is
also convenient to define the deformation free energy, F defLD , as the di↵erence between
the liquid-drop free energy of a confined drop and that of a free drop of radius R⇤.
From Eq. (4.52) we obtain
F defLD
U
=
V
V⇤
  1  1
 3 
ln
✓
V
V⇤
◆
+
3
2
 
  
✓
A
A⇤
  1
◆
, (4.55)
where V⇤ and A⇤ are the volume and surface area of the drop of radius R⇤, respectively,
and the energy scale U is given by
U =
4⇡R3⇤
3 T
. (4.56)
Note that in this way, the reference length scale R0 has completely dropped out as it
should. The model is fully described by two parameters, the reduced Egelsta↵-Widom
length  which sets the shape of the deformation and U which sets the overall scale
of the energy penalty to compress the drop.
4.5 Combined liquid-drop/soft-ball model
In Fig. 4.18a we compare the f = 60 molecular-dynamics data to the  = 0.6 liquid-
drop ⇣ computed from the semiaxes of the drop which were obtained numerically
using the Surface Evolver package [146]. The model reproduces very well the small-
and the intermediate-compression regimes at slit widths ranging from 100% down to
about 30% of the e↵ective diameter D⇤. Note that  is essentially the sole fitting
parameter as the MD data are consistent only with very limited variations of D⇤;
here we used D⇤ = 3.42R0g.
In the large-compression regime the liquid-drop model is no longer suitable. This
is shown by the continuation of the best-fit  = 0.6 liquid-drop ⇣ at small slit widths
L/2R0g < 0.5 plotted in Fig. 4.18b, which underestimates waist extension increasingly
more as L is decreased and leads us to conclude that in this regime the behavior of
the SPB is qualitatively di↵erent. Figure 4.18b also demonstrates that the small
spread of the eight molecular-dynamics datasets in Fig. 4.11b in the small- and
intermediate-deformation regime can be associated with slight variations of  —an
order of magnitude smaller than those shown in Fig. 4.18b.
The coarse-grained picture is completed by comparing the molecular-dynamics
deformation energy to those of the two models. To this end, the e↵ect of the Yukawa
wall potential is taken into account by recognizing that at small slit widths L⌧ 2R0g
the Yukawa potential penetrates across the whole slit. The corresponding energy
increase can be estimated by the magnitude of the potential in the center which is
proportional to exp( L/2)/L. Figure 4.19 shows the molecular-dynamics energy
for the Nc = 30 and the Nc = 50 f = 60 SPBs as well as the fits obtained by
combining the liquid-drop and the soft-ball energies with the above Yukawa term.
The agreement is very good over a range spanning almost three orders of
magnitude, the only systematic but insignificant deviation being the behavior at
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Figure 4.18: Reduced central lateral extension of Nc = 30 and Nc = 50 f = 60 SPB
(circles) obtained using molecular-dynamics simulations and the best fit combining the
 = 0.6 liquid-drop model at L/2R0g > 0.5 (blue line) with ⌫ = 0.3 soft-ball model at
L/2R0g < 0.5 (green line) (a). Liquid-drop ⇣ for  = 0.4, 0.6, and 0.8 (blue lines) and the
soft-ball ⇣ for ⌫ = 0.27, 0.3, and 0.3 (green lines) (b). The former does not reproduce the
molecular-dynamics results at small L/2R0g . 0.5 even if  departs from the best-fit value
of 0.6, and the latter predicts too small a central lateral extension in the small- and the
intermediate-deformation regime irrespective of the value of ⌫. Each sets of curves is faded
at reduced slit widths where the respective model does not apply.
L > D⇤ ⇠= 3.42R0g where the liquid-drop and the soft-ball energies vanish whereas
the molecular-dynamics energy remains finite. A close inspection reveals a minute
discontinuity in the deformation energy at the liquid-drop/soft-ball transition, which
may be due to the approximate treatment of the Yukawa potential.
The best fits of deformation free energy in Fig. 4.19 fix the characteristic energy
scales of the two models, U [Eq. (4.56)] and Y D3⇤. Together with the already known
values of the kinematic parameters  = 0.6 and ⌫ = 0.3 and an estimated SPB size,
the energy scales can then be used to determine the liquid-drop compressibility and
surface tension as well as the soft-ball Young modulus. Assuming that D⇤ = 20 nm,
we obtain  T ⇠= 1.5 ⇥ 10 6 Pa 1,   ⇠= 2mJ/m2, and Y ⇠= 1MPa consistent with
microindentation experiments on polymer nanodroplets [147]. The liquid-drop
 T is just a little larger than the soft-ball compressibility K 1 = 3(1   2⌫)/Y =
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Figure 4.19: Deformation energy of the Nc = 30 and the Nc = 50 f = 60 SPB (black and
red circles, respectively) obtained using molecular-dynamics simulations and the liquid-drop
and soft-ball fits (blue and green line, respectively) plotted vs. reduced slit width.
1.2⇥10 6 Pa 1 in agreement with the expectation that upon the soft-ball/liquid-drop
transition, the compressibility of the SPB should not change very dramatically.
Like in the liquid-drop model, it would be reasonable to complement the soft-ball
elastic energy by a surface energy. The underlying rationale is that in the large-
compression regime, chain fluctuations are reduced considerably by a combination of
topological restrictions due to grafting and confinement, implying that the brush
may well behave e↵ectively as a solid rather than as a liquid.
Our theoretical description of the molecular-dynamics shape-deformation data
combines the predictions of the two models, the liquid-drop/soft-ball transition being
at L/2R0g ⇠= 0.5. A more detailed insight into the transition as well as the SPB
structure itself is provided by the monomer density profiles in Fig. 4.20 which shows
the f = 60, Nc = 50 SPB in slits of width of 20%, 40%, 60%, 80%, and 100% of the
e↵ective diameter. At each slit width, we plot the density isolines at 50%, 10%, and
1% of the maximal density at that slit width as well as the density profile in the
midplane. Compared to the MD density isolines are the surfaces of the soft-ball and
the liquid-drop model below (the L/D⇤ = 20% case) and above the transition (the
L/D⇤ = 40%, 60%, 80%, and 100% cases), respectively.
The rightmost panel in Fig. 4.20 shows the SPB at the onset of deformation at
L/2R0g ⇠= 1.7. The location of the transition from the inner, dense region of the SPB
and the outer dilute shell with an approximately exponential density profile coincides
with the theoretical surface; on the linear scale of Fig. 4.20, the small-magnitude
exponential tail is seen as an almost straight vertical segment of the red curves. Also
visible is the e↵ect of the auxiliary Yukawa potential used in molecular dynamics
simulations which produces a depleted subsurface layer close to either wall. The
molecular dynamics midplane profiles show that the boundary of the inner dense
region of the SPB correlates with the theoretical soft-ball/liquid-drop surface. Also
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Figure 4.20: Shape of deformed SPB. Gray lines show the monomer density isolines
corresponding to 50%, 10%, and 1% of the maximal density of the thick Nc = 50, f = 60
SPB at five relative slit widths, and red curves are midplane radial profiles. Also plotted
are the theoretical SPB contours of the combined soft-ball/liquid-drop model (solid black
lines); the transition is at L/D⇤ ⇡ 29%.
notable is the development of the shoulder-like density profile in very compressed
SPBs signaling a qualitatively di↵erent behavior compared to small and intermediate
compressions, which is consistent with the soft-ball/liquid-drop transition.
4.6 Scaling theory
Our numerical analysis revealed a remarkable collapse of SPB deformation data. The
eight datasets shown in Fig. 4.11b cover a broad range of experimentally relevant SPB
functionalities and two chain lengths large enough so as to ensure that the reported
behaviour is not a↵ected by the monomer size. Here we provide a scaling-theory
interpretation of the data collapse, which suggests that our observations are universal.
Our starting point is the des Cloizeaux formula for the osmotic pressure ⇧ of
semidilute polymer solutions ⇧ ⇠ kBTa15/4 9/4, where   is the monomer concen-
tration and a is the monomer size [148]. This result can be used to calculate the
reduced Egelsta↵-Widom length [Eq. (4.53)] recast as  =   ⇧ T ⇠= ⇧ T so as to
emphasize that the SPB surface tension is related to the osmotic pressure by the
Young-Laplace equation; here we note that for  = 0.6, Eq. (4.54) yields   = 0.835,
a factor of order unity which plays no role in the scaling theory. Since the colloid
in the center of our SPB is small at all Nc and f studied, we can approximate the
brush by a star polymer so that   = fNc/V⇤, V⇤ being the star volume corresponding
precisely to the volume of unconfined spherical liquid drop of radius R⇤. Thus the
osmotic pressure scales as
⇧ ⇠ kBTa15/4(fNc)9/4V  9/4⇤ , (4.57)
and
 T =  V  1⇤
✓
@⇧
@V⇤
◆ 1
T
⇠ (kBT ) 1a 15/4(fNc) 9/4V 9/4⇤ . (4.58)
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This implies that  T ⇠ 1/⇧ and thus the reduced Egelsta↵-Widom length is a
quantity of order unity that does not depend on functionality nor on chain length:
 ⇠ f 0N0c . (4.59)
This finding is in very good agreement with the data in Fig. 4.11b and it establishes
a universality for the shapes of starlike spherical polymer brushes under compression,
independently of their functionality and chain length. Note that this prediction
is valid for any power-law equation of state rather than just for the des Cloizeaux
formula, and it can be attributed to the self-similar chain structure. The small
deviations from the perfect data collapse may be due to the presence of the colloid
because its size is the same in all SPBs studied here whereas the radius of SPB
diameter varies with Nc and f .
Within the same theory, we can further extract the dependence of the energy
scale U [Eq. (4.56)] on the brush parameters. Since U ⇠ R3⇤/ T , using the scaling of
brush radius as [149] R⇤ ⇠ af 1/5N3/5c and Eq. (4.58) we readily obtain
U ⇠ kBTf 3/2. (4.60)
This is a very rewarding result, as it coincides with the scaling of both the pairwise
e↵ective interaction potential between star polymers [150] and between a star and a
single wall [35]. Indeed, in the limit of weak compressions, the overall deformation
energy penalty paid by the brush should be pairwise additive; accordingly, the elastic
theory put forward should reproduce the dependence of the interaction on f , as
it does. Moreover, and once more in agreement with the aforementioned e↵ective
potential, there is no dependence of the energy scale on Nc. This finding is also
confirmed in our simulations: As can be seen in Fig. 4.18b, the deformation energy
curves for the two brushes of the same f but di↵erent Nc run very close to one
another for a broad range of deformations in which the liquid drop model is valid.
The small deviations seen are of order 10% and can be attributed to the rigid core
which makes the thinner brush e↵ectively less compressible.
Finally, we can now provide an independent estimate of the surface tension and
compressibility, based on purely theoretical arguments, and compare with the values
obtained by the fit. From Eqs. (4.53), (4.56), (4.59), and (4.60), we readily obtain
the scaling laws
 T ⇠ R
3
⇤
kBT
f 3/2 and   ⇠ kBT
R2⇤
f 3/2. (4.61)
Using typical values R⇤ = 10 nm and f = 50, we find, at room temperature,
 T ⇠= 10 6 Pa 1 and   ⇠= 10mJ/m2, in excellent agreement with results from fits of
the deformation energy.
The goal of this Chapter was to interpret the mechanical properties of a single
SPB within the scope of the theory of elasticity. After obtaining correct definitions
for the Poisson ratio and diametral compression, and adapting the Hertz and Tatara
theories of elasticity, we compared molecular dynamics simulation data with the
liquid-drop model and the neo–Hookean soft-ball model, and found that there is a
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transition between the two. This transition occurs because for small deformations the
SPB can be thought of a sparse collection of monomers whose behavior changes close
to the contact zone. For larger compression, the monomers start interacting with
each other across the entire SPB and hence the response is similar to the non-linear
continuum description. We learned that the mechanical properties of a single SPB
are independent the functionality and that they follow a complex behavior, the
details of which depend crucially upon the shape of the nanocolloid in question. We
established that the soft-ball model of spherical polymer brushes, based on classical
theory of elasticity, provides a reasonable interpretation of the deformation of soft
nanoparticles represented by monomer-resolved computer models. This encouraging
finding substantiates the relevance of the using this approach in order to theoretically
study the phase diagram of soft nanoparticles in Chapter 5.
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5
Phase diagram of elastic spheres
In this Chapter we explore the possibility that the observed phase sequences of
complex nanoparticles mentioned in Chapter 1 can be reproduced by only considering
their softness. Through the use of continuum-mechanics models, the particles are
coarse-grained into elastic spheres that interact with each other upon contact. By
comparing the relative strain energies of various trial lattices, we compute the phase
diagram of spheres. In Sec. 5.1, a brief introduction of classical Hertzian contact-
interaction analysis is presented. In Sec. 5.2 these ideas are developed beyond the
Hertz theory with the introduction of two distinct finite-deformation theories of
elasticity, the modified Saint-Venant–Kirchho↵ (SVK) and the neo-Hookean (NH)
model. In Sec. 5.3, a quantitative analysis of the Hookean elasticity and the non-linear
models is performed in order to determine the range of indentations where pairwise
additivity and thus the Hertz theory is valid. After having properly introduced
and explored the elastic models, we use the cell method in Sec. 5.4 to compute the
phase diagram of elastic spheres far beyond the Hertzian regime. The stable phases
include the face- and body-centered cubic lattices as well as the A15 lattice and the
simple hexagonal lattice. These results shed light on the structure of crystals of soft
nanocolloidal particles.
5.1 Limitations of Hertz theory
The predictions of the Hertz theory are based on assumption that indentations
are much smaller than the reference radius of the sphere and that the neighboring
contact zones do not overlap. On contact with another sphere, the reference sphere
is transformed into a truncated sphere and the size of the circular contact zones
increases with indentation. A schematic representation of spheres in contact shows
that for small compressions the contact zones of neighboring spheres do not overlap
(Fig. 5.1), but at large compressions this is inevitable. Beyond the point at which
the neighboring contact zones touch they can no longer be treated independently,
and the regime where they merge is referred to as advanced faceting.
We distinguish between three regimes that reflect degrees of compression that
depend on the correlation of the neighboring contact zones. The first regime is the
Hertz regime, which is valid from the density in which spheres just touch up to at
most the density at which the contact zones of nearest neighbors begin to touch.
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h
h
(a)
h’
h’
(b)
Figure 5.1: Formation of contact zone (dotted line) as the two neighbors are pushed
against the reference sphere. For small indentations h the contact zones are independent (a)
but as the indentation increases to h0 the contact zones touch each other (b).
From here on we speak of the advanced-faceting regime, which ends at the point
where the sphere takes on the shape of the Wigner–Seitz cell for a given lattice.
The complete-faceting regime refers to large compressions for which the sphere has
the shape of the Wigner–Seitz cell and extends to zero volume. In the state where
spheres in a given lattice just touch the volume of the Wigner–Seitz cell and the
corresponding density of the lattice are referred to as the contact volume and contact
density, respectively. In Table 5.1, we list the contact volume and the contact density
of the FCC, BCC, H, SC, and DC lattices and in Fig. 5.2 we show the representative
shapes of deformed spheres at di↵erent stages of the Hertz, advanced-faceting, and
complete-faceting regimes.
lattice
contact
volume
[ 3]
contact
density
[1/ 3]
face-centered cubic (FCC) 5.656
p
2
body-centered cubic (BCC) 6.158 1.299
simple hexagonal (H), c = 1 6.928 1.155
simple cubic (SC) 8 1
diamond cubic (DC) 12.317 0.649
Table 5.1: Contact volumes and contact densities of the FCC, BCC, H, SC and DC
lattices.
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spheres
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Figure 5.2: Hertzian, advanced-faceting, and complete-faceting regimes of the FCC, BCC,
H for c=1, SC, and DC lattices defined using geometric arguments; the frame and the
transparent sphere illustrate the Wigner–Seitz cell at contact and the reference sphere at
the onset of complete faceting, respectively. The shaded faces on the truncated sphere of
the FCC lattice show the contact zones. The colored banners below the snapshots show the
corresponding density ranges for the five lattices.
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The onsets of the advanced-faceting and full-faceting regimes depend on the
coordination number z and on the position of nearest and next-nearest neighbors.
The banners at the bottom Fig. 5.2 show the three regimes for the five lattices. The
onset densities of the Hertz, advanced-faceting and complete-faceting regimes can
be estimated analytically based on the geometrical considerations. For instance
in the FCC and BCC lattices, the onset of advanced faceting, and thus the end
of the geometric Hertzian range, is at reduced indentations 2h/  ⇡ 0.13 and 0.22,
respectively, where   is the reference sphere diameter1.
More realistically, the physical criteria for the validity of the Hertz theory are
even more stringent than the aforementioned geometrical arguments. This theory is
applicable when the displacement fields emerging from the neighbor contact zones
do not overlap (Fig. 5.3). The indentation at which this occurs depends on the
h
h
(a)
h’
h’
(b)
Figure 5.3: Formation of the displacement field as the two neighbors are compressed
against the reference sphere. For small indentations h the displacement fields are indepen-
dent (a) but as the indentation increases to h0 the displacement fields interfere with each
other (b).
material properties such as the Poisson ratio ⌫. The spheres depicted in Fig. 5.3
are pushed against the reference sphere and the displacement field is created. At
small indentations h the displacement fields of the neighboring contact zones are
independent and the total displacement field of the compression is a superposition of
each individual displacement field. For large indentations h0 the displacement fields
of the contact zones interpenetrate and the elastic deformation loses its linearity such
that the predictions of Hertz theory no longer apply. The geometrical upper limit
for the validity of the Hertz theory can be estimated by the indentation where the
contact zones overlap: From this point on, the displacement fields at each contact
zone certainly do interfere with each other, and thus the basic premises of Hertz
theory are not justified anymore. In Sec. 5.3 this scenario will be justified using
a detailed analysis of our numerical results. More precisely, the physical criteria
predict a considerably more narrow Hertzian range than the geometric arguments.
Despite these limitations, it is instructive to sketch the phase diagram of Hertzian
spheres at T = 0 because it illustrates several aspects of the physics involved. For
clarity, we only compare the FCC with the BCC lattice previously identified as stable
1The standard symbol used for the reference sphere diameter   is not to be confused with the
name of the   lattice [18], a 30-site lattice of space group P42/mnm.
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at densities just beyond the fluid-solid transition [30, 31]. The Hertzian energy of
each contact zone is
FH =
8
p
2Y
p
 
15(1  ⌫2)h
5/2, (5.1)
where Y is the Young modulus, ⌫ is the Poisson ratio,   is the reference sphere
diameter, and h is the indentation of the contact zone. At any density, the indentation
of a contact zone of each lattice depends on the number and the configuration of
nearest and next-nearest neighbors pushing against the reference sphere (Fig. 5.2).
As shown in Fig. 5.4, the deformation energies of the two lattices have similar values
across a broad range of reduced number densities ⇢ 3. At ⇢ 3 . 2.154 the FCC
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Figure 5.4: Elastic energies of FCC and BCC lattices of Hertzian spheres vs. reduced
density. The blue and red banners show the corresponding density ranges for the FCC
and BCC lattice, respectively. The phase sequence is indicated by the inset in the center,
the black stripes indicating phase coexistence; the fluid-FCC transition obtained using
simulations is reproduced from Ref. [30].
lattice has a lower energy, because it is more isotropic than the BCC lattice. The
BCC lattice has just eight nearest neighbors as opposed to twelve in the FCC lattice
and this makes it stable at ⇢ 3 > 2.301. Since the phase-coexistence densities fall
within the geometrical Hertzian ranges of both lattices (Fig. 5.4), this theory of the
transition appears to be self-consistent2.
The FCC and BCC lattice enter the advanced-faceting regimes slightly beyond
the transition at ⇢ 3 ⇡ 2.178 and at 2.703, respectively. As a result, any further
solid-solid transitions based on Eq. (5.1) are without proper grounds: For example,
the BCC-FCC transition at ⇢ 3 ⇡ 4.5 (also indicated in Fig. 5.4 for completeness)
occurs well within the advanced- and complete-faceting regimes, in which the linear
additivity of displacement fields is unlikely to be valid. In Ref. [30] the finite-T phase
diagram is computed using Monte Carlo simulations and in Ref. [31] the T = 0 phase
diagram is calculated using lattice sums, and none of the additional trial lattices
2In Sec. 5.3 we show that the physical Hertzian range is narrower than the geometrical range,
which renders the Hertz description of the FCC-BCC transition inconsistent.
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Figure 5.5: The T = 0 phase diagrams of Hertzian spheres reproduced from Ref. [30] (a)
and Ref. [31] (b). The di↵erence between the phase diagrams is due to the di↵erent
methodologies. The location of the fluid-FCC transition dashed line in panel b is reproduced
from panel a.
that were included in these analyses prevails in the Hertzian regime. Figure 5.5
shows the T = 0 phase diagrams of Refs. [30] and [31] (also included in Fig. 1.9 and
replotted here for convenience) and it is clear that only the FCC-BCC transition
occurs earlier than the advanced-faceting regime, whereas the rest of the solid-solid
transitions take place in the advanced-faceting and complete-faceting regimes. To
treat the solid-solid transitions in the advanced- and complete-faceting regime more
realistically, we will use finite-deformation theory of elasticity.
5.2 The model
The deformation behavior of an elastic material depends on its stress-strain relation,
which is determined by the strain energy density function. For isotropic materials,
there exist a number of energy density functions which all reduce to the standard
Hookean energy at small deformations [54, 95]. Here we study two finite-deformation
energy density functions known as the modified Saint-Venant–Kirchho↵ (SVK) and
the neo-Hookean (NH) model (Chapter 2). In the former, the strain energy density
is given by
WSVK(F) = µ tr
 
E2
 
+
1
2
  (ln J)2 , (5.2)
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where E =
 
FTF  I  /2 is the Green strain tensor, F is the deformation gradient
tensor with J = detF being the volume ratio of the current to the initial volume,
and I is the unit tensor. As can be seen in Eq. (5.2), the SVK model is a simple
generalization of the Hookean small-deformation energy density, and the moduli are
the usual Lame´ coe cients. In the SVK model, the volumetric term is proportional
to (ln J)2 and diverges at large compressions as the Jacobian J ! 0.
The NH model is derived using statistical-mechanical arguments and is associated
with polymer elasticity [59, 60, 63]. In this model,
WNH(F) =
1
2
µ (IC   3  2 ln J) + 1
2
  (J   1)2 , (5.3)
where IC = trC and C = FTF is the right Cauchy–Green deformation tensor. As
shown qualitatively in Fig. 5.6, this strain energy density di↵ers from Eq. (5.2)
primarily in the volumetric term, which remains finite at J ! 0, and in the shear
term which includes ln J and thus diverges at J ! 0. In both models the Lame´
constants can be expressed in terms of the Young modulus and Poisson ratio, and
are defined in the small-deformation regime:
µ =
Y
2(1 + ⌫)
, (5.4)
and
  =
Y ⌫
(1 + ⌫)(1  2⌫) . (5.5)
For our purposes, the (Y, ⌫) representation is more convenient because it allows us to
readily eliminate the energy scale and parametrize the models by a single intuitive
quantity—the Poisson ratio ⌫.
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Figure 5.6: Behavior of the volumetric strain energy in NH and in SVK models plotted
vs. Jacobian J . The models coincide for small compressions (i.e., at J ! 1) and disagree
for large ones (i.e., at J ! 0).
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5.2.1 Cell approximation
In this Thesis, the elastic energy of a given lattice is computed using the cell
approximation, where the contact zones between the reference sphere and its neighbors
lie on the faces of the Wigner–Seitz cell represented by a set of planar constraints
(Sec. 3.7).
We use the cell approximation to compare nine di↵erent lattices selected based
on existing theoretical insight [30, 31] (Table 5.2). As shown in Table 5.2, all trial
lattices with the exception of the A15 lattice have a single type of lattice site and
thus the implementation of the cellular model is straightforward. The A15 lattice
discussed in Sec. 3.3.5 contains two inequivalent sites, which may be referred to as
interstitial and columnar [27], with their high-density coordination numbers being 14
and 12, respectively. This lattice is represented by two types of cells, and the force
balance at the contact zones between the 12- and 14-coordinated sites is not ensured
by symmetry as in the single-site lattices. The force balance is approximated by
slightly adjusting the distance of cell faces from lattice sites such that the volumes
of the inequivalent cell types are identical. At large compressions the energy density
within the deformed sphere does not vary much from point to point, and this makes
the average hydrostatic pressures in the 12- and the 14-coordinated sites essentially
identical. Such a scheme is computationally considerably more convenient than the
full model. The energy of the A15 lattice is the average energy per sphere which is
1:3 weighted average of the two sites so as to reflect their relative frequency.
The cell model is implemented within the FreeFEM++ finite-element-method
environment [151]. Figure 5.7 shows the routine used to solve the minimization
problem. The domain representing the elastic sphere is tesselated by tetrahedra, and
the finite-element meshes are generated by the Gmsh grid generator [152]. After
we apply the boundary conditions that set the size of the Wigner–Seitz cell and
thus the degree of compression, the problem is solved by obtaining the shape of the
compressed sphere with the minimal energy. The reference sphere is compressed to
zero volume, using the solution obtained at indentation h as the initial guess for the
solution at indentation h+ h.
The meshes used are essentially uniform and the number of nodes is typically
between 4.5⇥ 104 and 5⇥ 104. In our experience, this resolution is su cient for a
Table 5.2 (following page): Nine trial lattices considered in this Chapter with their
corresponding space groups, number of sites per unit cell, coordination number, and an
image of the deformed sphere with well-developed facets illustrating the shape of the Wigner–
Seitz cell. Here the coordination number z is the number of contacts with nearest and
next-nearest neighbors. In lattices where it varies with density we list a sequence of z’s
corresponding to the di↵erent regimes from small to large density. In the H, ST, and BCT
lattice, this sequence depends on the ratio of lattice parameters c/a. The shapes in the
rightmost column are computed within the SVK model with Poisson ratio of ⌫ = 0.1 and a
relative indentation of nearest-neighbor contact zones of 2h/  = 0.5; in H, ST, and BCT
lattice c/a = 1, 0.7, and 0.85, respectively.
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lattice
space
group
coordination number z
Wigner–Seitz
cell
simple cubic
(SC)
Pm3¯m 6
body-centered
cubic (BCC)
Im3¯m 8, 14
face-centered
cubic (FCC)
Fm3¯m 12
hexagonal
close-packed
(HCP)
P63/mmc 12
diamond cubic
(DC)
Fd3m 4, 16
A15 Pm3n 2, 6, 14; columnar sites
0, 12, 12; interstitial sites
hexagonal
(H)[c/a]
P6/mmm
2, 8; c/a < 1
8; c/a = 1(H)
6, 8; c/a > 1
simple
tetragonal
(ST)[c/a]
P4/mmm
2, 6; c/a < 1
6; c/a = 1
4, 6; c/a > 1
body-centered
tetragonal
(BCT)[c/a]
I4/mmm
2, 8; c/a < 1/2
2, 10, 14; 1/2  c/a <p2/3
8, 10, 14;
p
2/3  c/a < 1
8, 14; c/a = 1
8, 12, 14; 1 < c/a <
p
2
12; c/a =
p
2
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Figure 5.7: Schematic representation of our numerical procedure. The sphere is tessellated
using the grid generator. For each indentation h the solution of the energy-minimization
problem is obtained using the Newton-Raphson method after applying the boundary condi-
tions. The solution at a given h is used as the initial guess for the solution at h+ h.
relative numerical accuracy of the displacement field between 10 5 and 10 4 and is
computationally manageable. The constraints are represented by steep harmonic
auxiliary potentials which penalize any part of the sphere that extends beyond cell
boundaries. Since the strain energy densities studied here are not harmonic, the
problem of finding the equilibrium, minimal-energy state is non-linear. In each run,
we compress the sphere from small to large indentations in steps of  (2h/ ) = 0.01.
The equilibrium state is found iteratively using the weighted Newton–Raphson
method and we employ the UMFPACK solver [153] to compute the displacement
field in each iteration. Two conditions must be met to define the convergence of the
Newton–Raphson routine: (i) The relative increment of each of the displacement
fields is below 10 6 and (ii) the maximal and the nominal indentations of each contact
zones di↵er by less than 10 3. Condition (ii) is needed because our constraints are
implemented using auxiliary external potentials which do not necessarily enforce
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perfectly flat contact zones, and it ensures that the auxiliary potential energy is less
than 10 8 of the total strain energy and is thus negligible.
5.3 Beyond Hertz theory
As shown in Sec. 5.1, the validity of the Hertz theory is restricted to small indentations
and the geometrical arguments may be viewed as rule-of-thumb estimates of the
density ranges where the theory is applicable. For a more detailed insight one must
turn to quantitative criteria involving physical arguments. Here we examine two such
criteria, one based on the total energy of the sphere in a given lattice (Secs. 5.3.1 and
5.3.2) and the other based on the distribution of the strain energy density across the
sphere (Sec. 5.3.3). The purpose of analyzing the validity of the Hertz theory in more
detail is twofold. First, we expect that the Hertzian range depends on the Poisson
ratio as well as on the strain energy function used, and we wish to understand this
dependence comprehensively. Second, by reproducing the Hertzian behavior we also
verify our numerical scheme.
5.3.1 Diametral compression
In Fig. 5.8, we plot the reduced SVK and NH elastic energies of a diametrally
compressed sphere for ⌫ = 0, 0.24, and 0.48 so as to cover the whole range of non-
auxetic materials from those with a vanishing Poisson ratio to virtually incompressible
solids. The reduced energy is rescaled by 1   ⌫2, which is proportional to the
Hertzian interaction [Eq. (5.1)] and makes the curves collapse at small indentations.
Furthermore, by choosing a log-linear scale, we emphasize how well both models
reproduce the Hertzian behavior.
Figure 5.8a shows that in the SVK model, the Hertzian range varies considerably
with ⌫. For small ⌫, Eq. (5.1) describes the deformation energy rather well up to
fairly large indentations. Using a 5% relative di↵erence as a cuto↵ of the computed
and Hertzian energy, the Hertzian range for ⌫ = 0, 0.24, and 0.48 terminate at
2h/  ⇡ 0.4, 0.2, and 0.14, respectively. The NH model (Fig. 5.8b) has a narrower
Hertzian range which ends at reduced indentations of 2h/  ⇡ 0.14, 0.12, and 0.05
for ⌫ = 0, 0.24, and 0.48, respectively. The di↵erence between the two models can
be associated with the role of terms in Eqs. (5.2) and (5.3) that contain ln J , which
diverges as 2h/  ! 0. In the SVK model, ln J appears in the volumetric term and
since its modulus   diverges as ⌫ ! 0.5, the total SVK energy also varies strongly
with ⌫ as seen in Fig. 5.8a. On the other hand, in the NH model the prefactor of the
ln J term is the shear modulus µ, which varies much less with the Poisson ratio ⌫
and this explains the behavior in Fig. 5.8b.
5.3.2 Regular lattices
Figure 5.8 shows that for diametral compression, the Hertzian range depends on
the finite-deformation strain energy density and on the Poisson ratio. At the same
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Figure 5.8: Free energy of a diametrally compressed elastic sphere vs. reduced indentation
for the SVK and the NH model (a and b, respectively) and Poisson ratios of 0, 0.24, and
0.48. The free energy is scaled by Y  3/(1  ⌫2) so as to eliminate the Hertzian dependence
on ⌫ [Eq. (5.1)]. Inset in panel a shows a diametrally compressed SVK sphere for ⌫ = 0.24
and 2h/  = 0.4.
time, geometric arguments in Fig. 5.2 suggest that for each lattice, the boundary of
the Hertzian range depends on the number of neighbors and their location relative
to the reference sphere. In particular, we expect that the width of the Hertzian
range decreases with the coordination number z because a large z implies that the
(average) distance between the neighboring contact zones is small. As a result,
the displacement fields of the contact zones interfere with each other at smaller
indentations. The combination of these two e↵ects is compared in Fig. 5.9, where we
plot the reduced elastic energy per contact zone as a function of indentation for a
diametrally compressed sphere (z = 2), DC (z = 4)3, SC (z = 6), and FCC (z = 12)
lattice. Here we refer to these lattices as regular because the angles between the
adjacent contact zones are all the same.
We confine ourselves to the SVK model where the variation of the elastic energy
with ⌫ is more pronounced than in the NH model (Fig. 5.8). Figure 5.9 shows that at
a small Poisson ratio (⌫ = 0.1; panel a), the Hertzian range is generally broader than
at a large Poisson ratio (⌫ = 0.4; panel b). The ⌫ = 0.4 results also demonstrate
3Using geometrical reasoning analogous to that in Sec. 5.1, we estimate that the DC lattice is
4-coordinated at relative indentations 2h/  up to ⇡ 0.36 and 16-coordinated beyond this point.
Physical arguments push the onset of the 16-coordinated regime to a lower 2h/  depending on ⌫,
but it is still above the upper limit of the range covered in Fig. 5.9, which is 2h/  = 0.2.
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Figure 5.9: Free energy per neighbor obtained from the SVK model for diametral compres-
sion (z = 2) and DC, SC, and FCC lattice (z = 4, 6, and 12, respectively) as a function of
relative indentation for two di↵erent values of Poisson ratio of ⌫ = 0.1 (a) and ⌫ = 0.4 (b).
Black line is the Hertz law / h5/2.
that the Hertzian range decreases with the coordination number as expected. At
⌫ = 0.1, the dependence of the energy per contact zone on z is much weaker than at
⌫ = 0.4. We also observe that at ⌫ = 0.1 the SC energy exceeds the FCC energy
although it has a smaller z, which is a little bit unexpected. A far more striking
feature of the ⌫ = 0.1 plot is that the energies per contact zone in the DC, SC, and
FCC lattice are quite similar even well-beyond the Hertzian range.
Figure 5.9 can be used to trace the limits of the Hertz theory. As earlier, this
theory is considered applicable if the energy per contact departs from Eq. (5.1) by
less than 5%. Using this threshold, the Hertzian range ends in a range of 2h/ 
between 0.08 (z = 6 and z = 12) and 0.35 (z = 2) at ⌫ = 0.1 and 2h/  between 0.04
(for z = 6 and z = 12) and 0.13 (z = 2) at ⌫ = 0.4. As expected, the estimates of
the z = 12 Hertzian range are smaller than those based on the geometric arguments
presented in Sec. 5.1, with the di↵erence increasing with Poisson ratio. For large-z
lattices, the z = 12 value may be viewed as a rule-of-thumb upper bound of the
Hertzian range applicable to most of these lattices.
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5.3.3 Strain energy density criterion: Hertzian vs. uniform-stress
regime
The strain energy distribution within the sphere as a function of compression provides
a deeper insight into the di↵erent deformation regimes and exposes the degree of
pairwise additivity of interactions more precisely than the total energy per contact
analyzed in Sec. 5.3.2. We will primarily discuss the energy distributions of a sphere
in the FCC lattice obtained from both the SVK and the NH models; the qualitative
conclusions reached apply to all lattices in both models. We consider the energy
distribution of cross-sections of the sphere at di↵erent values of relative indentations
and Poisson ratios. The cross-section of the SVK sphere in a FCC lattice at relative
deformation 2h/  = 0.2 for ⌫ = 0.2 is plotted in Fig. 5.10. The cross-sectional cuts
through the centers of the neighboring pairs of opposed contact zones A,B,C and D
are indicated with the red lines. The cross-section plane in Fig. 5.10 contains two
4-fold axes that correspond to the vertical and the horizontal axis in the figure. Panel
Fig. 5.10c shows a typical strain energy distribution. The shape of the sphere and
the energy density distribution in the sphere depends on the degree of compression.
(a) (c)(b)
xz-plane B
D
C
A
min
max
Figure 5.10: SVK spheres in FCC lattice at 2h/  = 0.2 and ⌫ = 0.2 illustrating
the location of the xz-plane cross-section used to study the distribution of strain energy
density (a). The cross-section contains two 4-fold axes and cuts through the centers of 4
contact zones (panel b; red lines labeled by A, B, C, and D). The color-coded distribution
of the strain energy is shown in panel c.
In Figs. 5.11a and 5.12a we show the energy distributions of the cross-sections of
an FCC lattice for three Poisson ratios at ⌫ = 0.48, 0.24, and 0, respectively, and
for five di↵erent values of the relative indentation 2h/  from 0.04 to 0.2. The strain
energy distribution is color-coded such that blue corresponds to energy density equal
to 0 and red corresponds to the maximum energy density, which is normalized at
2h/  = 0.16, the latter being di↵erent at each Poisson ratio. The values of ⌫ and
2h/  are representative of the di↵erent energy distribution patterns that are analyzed
below.
The cross-sections in Figs. 5.11a and 5.12a illustrate two well-defined deformation
regimes using the SVK and NH model, respectively. At small indentations, where the
e↵ective penetration depth is small compared to the diameter, the energy density is
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Figure 5.11: Strain energy distribution in the SVK sphere in FCC lattice for ⌫ = 0, 0.24,
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localized at the contact zones. Faint patterns are visible in all three 2h/  = 0.04 cross-
sections which become more pronounced when the indentation goes to 2h/  = 0.08
cross-section at ⌫ = 0 and 0.24. The ⌫ = 0.48, 2h/  = 0.08 energy density forms
a ring connecting neighboring contact zones, which is qualitatively di↵erent from
the previous cases. The ring shows that the total displacement field is not a simple
superposition of individual indentations. This e↵ect is even more prominent in
the ⌫ = 0.48, 2h/  = 0.12 cross-sections where the energy density no longer peaks
immediately below the contact zones. Instead, the highest energy density is located
in the subsurface regions bridging the contact zones. These patterns suggest that at
⌫ = 0.48 the Hertzian range must end at an indentation smaller than 2h/  = 0.08.
As indentation is increased, the displacement field gradually penetrates deeper
into the bulk, and the distribution of the strain energy density across the sphere is
increasingly more uniform. This behavior is best illustrated by the nearly incompress-
ible ⌫ = 0.48 sphere at 2h/  = 0.2 where the energy density is essentially uniform.
As proposed earlier [52], a deformed sphere in the uniform-energy-density regime
may be viewed as a hard-core body in that stresses are transmitted across it within
significant attenuation. In other words, in this regime the stress penetration depth is
much larger than the reference sphere diameter.
By comparing the snapshots in Figs. 5.11a and 5.12a at the same indentation,
we also observe that the onset of the uniform-stress regime depends on the Poisson
ratio. As seen in the cross-section at ⌫ = 0.24, 2h/  = 0.16 in Figs. 5.11a and 5.12a,
the energy density pattern is characterized by uniform stress too but the pattern
in the ⌫ = 0, 2h/  = 0.16 cross-section is not. In order to introduce a quantitative
criterion defining this regime, we compare the energy density in the center of the
sphere   with the maximal energy density at the center of the contact zone N. Once
their ratio exceeds 50%, we deem the sphere to be in the uniform-stress regime4. In a
similar fashion, we consider the sphere to be within the Hertzian regime if the energy
density at the midpoint m of the line connecting the centers of the neighboring
contact zones is less than 20% of the maximal energy density at the center of the
contact zone N. In Figs. 5.11b and 5.12b we plot the energy density across the
lines  N, Nm and m  for ⌫ = 0.24 and 0.48 at the five di↵erent relative indentation
values shown in Figs. 5.11a and 5.12a and we indicate the 20% and 50% quantitative
criteria with red and black dashed lines, respectively. For both models the Hertzian
and the uniform-stress regimes depend on the Poisson ratio since for small Poisson
ratio the Hertzian regime extends to 2h/  = 0.08 and as the Poisson ratio increases
the Hertz regime is restricted to 2h/  < 0.04. As the Poisson ratio approaches the
nearly incompressible regime the uniform-stress regime begins at lower compressions.
From the comparison of Figs. 5.11b and 5.12b we see that the SVK and NH Hertzian
regimes are similar, whereas the uniform-stress regime is model-dependent since it
starts at smaller indentations in the SVK model.
In Fig. 5.13a we plot the Hertzian range and the boundary of the uniform-stress
4For practical purposes, the notion of the uniform-stress regime defined based on stress distri-
bution is not too di↵erent from that of complete faceting regime defined based on packing fraction.
Still, these two concepts are not completely identical as is demonstrated in Figs. 5.13a and b.
5.3 Beyond Hertz theory 169
(b) ī N m ī
0.002
0.006
0
0
0.005
0.04
0.015
0.02
0.06
0
0.01
0.004
0
0.05
0.1
0.15
0
0.1
0.2
0.3
0.4
0.5
0.2
0.16
0.12
0.08
0.04
relative indentation 2Kı
uniform-stress 
uniform-stress 
Hertz 
v = 0.48v = 0.24
ī N m ī
0.004
0.008
0
0
0.01
0
0.01
0
0.02
0.04
0
0.03
0.09
en
er
gy
 d
en
si
ty
 
uniform-stress 
Hertz 
0.02
0.03
0.02
0.06
(a) relative indentation 2h/ı
0.24
0.05
0.0
0.04 0.08 0.12 0.16 0.2
0.48
0.3
0.0
0
0.03
0.0
Po
is
so
n 
ra
tio
 v
NH
ī
N
m
Hertz 
50%
20%
20%
20%
20%
20%
50%
50%
50%
50%
50%
50%
Figure 5.12: Strain energy distribution in the NH sphere in FCC lattice for ⌫ = 0, 0.24,
and 0.48 and five relative indentations 2h/  (a). Strain energy density along the N mN
line; the 20% and 50% criteria of the Hertzian and the uniform-stress regimes, respectively,
are shown with dashed lines (b).
170 Chapter 5. Phase diagram of elastic spheres
0
0.1
0.2
0.3
0.4
0.5
0.75
0.8
0.85
0.9
0.95
1
1.5 2 2.5 3
ȡı3
Ȟ Ș
0.75 0.960.93
0.9
0.85
0.8
1
0.99
0
0.1
0.2
0.3
0.4
0.5
0.75
0.8
0.85
0.9
0.95
1
1.5 2 2.5 3
ȡı3
0.75 0.960.93
0.9
0.85
0.8
1
0.99
Ȟ Ș
0
0.1
0.2
0.3
0.4
0.5
. 2 2.5 3
ȡı3
0.75 0.960.93
0.9
0.85
0.8
1
0.99
Ȟ
1.6 1.8 2 2.4 2.6
ȡı3
Hertzian
un
ifo
rm
-s
tre
ss
2.2
2h/ı
0 0.04 0.08 0.12 0.16
Hertzian
un
ifo
rm
-s
tre
ss
SVK
NH
0.1
0.2
0.3
0.4
0.5
Ȟ
0.75
0.8
0.85
0.9
0.95
1
Ș
0.75
0.96
0.93
0.9
0.85
0.8
1
0.99
0.75
0.96
0.93
0.9
0.85
0.8
1
0.99
1.5 32.52
ȡı3
0
0.1
0.2
0.3
0.4
0.5
Ȟ
2h/ı = 0.08 2h/ı = 0.2
(a) (b)
(c)
Figure 5.13: Hertzian range and the boundary of the uniform-stress regime in FCC
lattice of SVK and NH spheres plotted in the (2h/ , ⌫)-plane (a). Panel b shows the
color-coded packing fraction in the (⇢ 3, ⌫)-plane together with isolines. The lowest value
of the color bar is at 0.74, the packing fraction of FCC lattice at contact volume. The
degree of compression is illustrated by the SVK spheres at ⌫ = 0.3 and 2h/  = 0.08 and
0.2 (c); the location of these cases in panels a and b is indicated by filled and open circles,
respectively.
regime for SVK and NH spheres in FCC lattice in the (2h/ , ⌫)-plane. The boundaries
of the Hertzian and the uniform-stress regimes show that in both models the FCC
Hertzian range depends very much on Poisson ratio, decreasing from 2h/  = 0.08
at small ⌫ to 2h/  = 0.04 at ⌫ ! 0.5. This is primarily due to the (ln J)2-type
volumetric term in Eq. (5.2). This knee-shaped boundary of the Hertzian range,
with two distinct regimes at ⌫ . 0.30 and at ⌫ & 0.35 is unexpected, and we cannot
o↵er a simple explanation of the sharpness of the transition. On the other hand,
the onset of the uniform-stress regime varies more smoothly with ⌫, except close
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to 0.5 where the material becomes incompressible. At ⌫ = 0.5 where the sphere is
incompressible meaning that at any relative indentation the volume is preserved and
only the shape changes, we can resort to geometric arguments to understand these
results; in this case, the uniform-stress regime starts below but close to the point
where the volume of the Wigner–Seitz cell equals the reference volume of the sphere,
which is at ⇢ 3 = 6/⇡ ⇡ 1.909, and agrees very well with our numerical results.
In Fig. 5.13c we show the deformed sphere for 2h/  = 0.08 and 0.2 in order to
visualize the shape change and volume at di↵erent degrees of compression. The ratio
of the volume of the deformed sphere and of the Wigner–Seitz cell is the packing
fraction ⌘ and a color-coded map together with the contour plot for the FCC lattice
are shown in Fig. 5.13b for the SVK (top panel) and the NH model (bottom panel).
The contour plots of both models suggest that the uniform-stress regime starts before
the complete-faceting regime ⌘ = 1.
The Hertzian regime depends on the coordination number z and becomes narrower
as z increases. In Fig. 5.14a we plot the Hertzian range and the uniform stress
regime of the SVK sphere of four regular lattices, DC (z = 4), SC (z = 6), H (z = 8),
and FCC (z = 12). This is expected since a low coordination number implies that
neighbors are more distant, which in turn tends to result in less cross-talk between
them. In Fig. 5.14b we plot the packing fraction of SVK sphere vs. reduced density.
The color scale is based on the DC lattice, since it has the broadest packing fraction
range, and it is clear that as the coordination number is increased the sphere reaches
the complete-faceting regime at smaller densities. In the H lattice, the Hertzian
range varies with the ratio of lattice parameters c/a. For c/a   1, where the six
in-plane neighbors are closer to the reference sphere than those in adjacent planes, the
cross-talk between the neighboring contact zones happens at a smaller indentation
than in the FCC lattice. The reason for this is that the six in-plane contact zones
are more closely than in the FCC lattice, thereby enhancing the cross-talk between
them as shown in Fig. 5.14b.
For the other large-z lattices, the boundaries of the two regimes are quantitatively
similar to the FCC lattice. Although the symmetry of each lattice does matter, the
main features defining the Hertzian and the uniform-stress regimes—the cross-talk of
neighboring contact zones and the uniformly stressed deformed sphere, respectively—
are present in all lattices. In the BCC lattice, the Hertzian range is somewhat
broader than in the FCC lattice. Since the indentation of the six next-nearest-
neighbor contact zones is smaller than that of the eight nearest-neighbor contact
zones, the Hertzian range depends primarily on the cross-talk between the latter. As
the nearest-neighbor contact zones in the BCC lattice are farther apart from each
Figure 5.14 (following page): Comparison of Hertzian ranges and boundaries of the
uniform-stress regime in SVK spheres in DC, SC, isometric c/a = 1 H, and FCC lattice in
the (2h/ , ⌫)-plane (a). Note that the Hertzian ranges and the onsets of the uniform-stress
regimes decrease with coordination number z. Color-coded packing fraction in the (⇢ 3, ⌫)-
plane is shown in panel b, where we also re-plot the Hertzian ranges and the boundaries of
the uniform-stress regime.
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other than the contact zones in the FCC lattice, the BCC Hertzian range extends to
larger indentations than in the FCC lattice.
As expected, the above estimate of the physical Hertzian range is considerably
narrower than the estimate based on geometric arguments discussed in Sec. 5.1.
Although data was shown for the SVK model only (Fig. 5.14), the estimate of the
Hertzian range can be regarded as rather generic because it pertains to the regime
in which all elastic models reduce to standard small-deformation theory. Thus we
can conclude that the FCC Hertzian range ends at a reduced density ⇢ 3 between
1.6 and 1.8 depending on Poisson ratio. This reduced density range is close to the
FCC–BCC coexistence region obtained using the Hertz theory [30, 31] (actually, it
is slightly below it), implying that the only robust result of Hertz theory, as far as
the phase diagram is concerned, is the fluid–FCC transition.
5.4 Phase diagram
Here we present our results for the strain energy of the nine trial lattices in Table 5.2,
which will be eventually used to compare their phase diagrams for both the SVK
and the NH model, in the form of their phase diagrams. Figure 5.15 shows the strain
energy of the compressed SVK spheres of the nine trial lattices that are compressed
to zero volume for Poisson ratio of ⌫ = 0.2. Next to the deformation energy plots we
show snapshots of the corresponding lattices for Poisson ratio ⌫ = 0.2 and relative
indentation 2h/  = 0.3. In Fig. 5.15a we plot the strain energy of the regular lattices
with fixed lattice parameters, whereas in Figs. 5.15b, c and d we plot the strain
energies for the BCT, H and ST lattices at various ratios of lattice parameters c/a.
For the H, ST, and BCT lattice, we varied the ratio of lattice parameters c/a from
0.4 to 1, from 0.3 to 1.4, and from 0.3 to
p
2, respectively. In the tetragonal lattices
the range of c/a was centered around 1 so as to explore moderate distortions of the
corresponding reference cubic lattices—and to see whether such distortions lower the
free energy or not. Neither ST nor BCT are stable at any c/a in both the SVK and
the NH model. For the H lattice, c/a < 1 were considered because this lattice was
found to be stable at c/a ⇡ 0.84 in earlier studies of Hertzian interactions [30, 31].
In the snapshots next to the plots we show how the shape of the deformed spheres
depends on the ratio of the lattice parameters c/a.
The contact volumes of the spheres in ST lattices with c/a 6= 1 are bigger than
that of the SC lattice and thus when we compare their deformation energies at
same Wigner–Seitz volumes V STWS = V
SC
WS, the energy values of the ST lattices are
larger than the one of the SC lattice (Fig. 5.15d). This argument can be generalized
to the H lattices in Fig. 5.15c, but not for Wigner–Seitz volumes close to 0 since
the H0.95 lattice is stable at very large compressions in the phase diagram of NH
model (Fig. 5.16b). Similarly, the contact volumes in BCT lattices with c/a > 1
are smaller than that of the BCC lattice and therefore for these BCT lattices the
deformation energies are lower than that of the BCC lattice at same volumes, as
plotted in Fig. 5.15b. The larger the ratio of the lattice parameter, the smaller the
contact volume and the more likely the lattice is stable at small compressions. Since
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Figure 5.15: Deformation energy of SVK spheres in seven trial lattices with fixed lattice
parameters of SVK spheres as they compressed to zero volume at ⌫ = 0.24 (a). Deformation
strain energy of the BCT (b), H (c) and ST (d) lattices for di↵erent values of the lattice
parameter c/a. The right column shows snapshots of the lattices at ⌫ = 0.24 and 2h/  = 0.3
labeled by VWS.
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the BCT (c/a =
p
2) lattice equals the FCC lattice, the latter is stable at small
compressions.
Given that the contact density is largest for the FCC/HCP lattice, its stability at
⇢ 3 .
p
2 is self-evident since its deformation energy is zero, whereas the energy of
the other lattices is finite. The energy of lattices with a very poor packing e ciency
(such as DC and SC as well as BCT and ST with c/a considerably di↵erent from 1),
is generally much larger than that of the FCC/HCP lattice of the same density. For
example, in the SC lattice the spheres are in contact with each other from a reduced
density of ⇢ 3 = 1 on and thus at ⇢ 3 the contact zones are well-developed, implying
a finite deformation energy. In addition, the small coordination number of z = 6 of
the SC lattice means that at a given ⇢ 3, the indentation of faces is larger than in
the FCC and other large-z lattices which also contributes to a large energy.
The main result of this Chapter are the SVK and the NH phase diagrams in
the (⇢ 3, ⌫) plane presented in Figs. 5.16a and b, respectively. Compared to their
Hertzian counterparts [30, 31], the diagrams in Figs. 5.16a and b are rather simple in
the sense that they feature only four of the nine trial lattices; actually five, because
the deformation energies of FCC and HCP lattices are identical within numerical
error in both models at all values of ⇢ 3 and ⌫. As anticipated, both the SVK
and the NH model predict a stable FCC lattice immediately beyond the fluid–solid
transition, and in both models the width of the FCC range narrows as ⌫ is increased.
Although the FCC lattice is present in the phase diagram at small densities, we find
that some non-close-packed lattices are stable at densities as small as ⇢ 3 . 2.3.
The other phase that is stable in both models and at all ⌫ is the A15 lattice,
whereas the BCC lattice is less generic since it intervenes between FCC and A15
only for a range of ⌫. In the SVK model, the BCC pocket extends from ⌫ ⇡ 0.39 to
⌫ ⇡ 0.49 whereas in the NH model it extends up to ⌫ ⇡ 0.32. The last stable lattice
present in the phase diagram is the H lattice, which in the SVK model is stable at
virtually any ⌫, whereas in the NH model it is restricted to ⌫ > 0.42. By scanning
the ratio of lattice parameters c/a in steps of 0.05, we found that H lattice is stable
at c/a = 1 in the SVK model and at c/a = 0.95 in the NH model; we expect that in
both models there exists a range of ratios rather than a single value, but the window
of stability must be rather narrow—certainly no wider than twice the step.
Despite the di↵erences between the SVK and the NH model, their qualitative
predictions are remarkably similar. Within the density range studied here, both
models single out the same four lattices as the stable phases. This may suggest that
the BCC, A15, and H lattice could well be present in the phase diagrams obtained by
other finite-deformation models. At the same time, we note that any further study
of the problem considering a broader range of trial lattices could, in principle, yield
a more elaborate phase diagram.
Depending on the Poisson ratio, the SVK model predicts two sequences of phases
upon compression—FCC–A15–H and FCC–BCC–A15–H. In the NH model there exist
three phase sequences: FCC–BCC–A15, FCC–A15, and FCC–A15–H. A comparison
of Fig. 5.16a with the phase diagram of Hertzian spheres is meaningful only at small
reduced densities, and even here in a rather limited sense. The reason for this is that
176 Chapter 5. Phase diagram of elastic spheres
0
0.1
0.2
0.3
0.4
0.5
Ȟ
H1
A15F
CC
BCC
flu
id
(a)
(b)
ȡı3
Ȟ A15
FC
C
BCC
flu
id
H0.95
0
0.1
0.2
0.3
0.4
0 2 4 6 8
2h/Ʊ = 0.02 2h/Ʊ = 0.34 2h/Ʊ = 0.46
v =
 0.
24
0 2 4 6 8 10
⇢ 3
0
0.1
0.2
0.3
0.4
0.5
⌫
1
0.99
0.960.93
0.90.85
0 5 10 15 20
⇢ 3
0
0.1
0.2
0.3
0.4
0.5
⌫
¥ 10864
0.75 0.8 0.85 0.9 0.95 1
Ș
(d)
(c)
ȡı3
(e)
1
0.990.96
0.93
0.9
0.85
Figure 5.16: Phase diagram of elastic spheres in the (⇢ 3, ⌫)-plane within the SVK and
the NH model (panels a and b, respectively); the subscript in the H lattices denotes the
ratio of lattice parameters c/a. Panels c and d show the color-coded representation of the
packing fraction of the phase transitions for the SVK and NH model respectively. The
dark color dominates in both models and shows that the phase transitions happen deep
in uniform-stress regime. The snapshots of the FCC lattice of ⌫ = 0.24 SVK spheres at
⇢ 3 ⇡ 1.46, 4.92, and 8.98 (e) illustrate the degree of compression covered by the density
range where solid-solid transitions take place.
in both the SVK and the NH model, the Hertzian regime ends within the region
of stability of the FCC lattice and the FCC–BCC and FCC–A15 transition are not
too far from the onset of the uniform-stress regime (Fig. 5.16c). This implies that
they cannot be rationalized within the pairwise-additive Hertz theory. Still these
two phase transitions do not depend as strongly on the Poisson ratio as the others.
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This behavior may be associated with the proximity of the Hertzian range where the
Poisson ratio only controls the magnitude of the sphere-sphere interaction but not
its dependence on indentation [Eq. (5.1)]. As a result, the Hertzian phase diagram is
independent of the Poisson ratio.
5.4.1 Transitions in uniform-stress regime
Most of the density range covered in Figs. 5.16a and b falls in the uniform-stress
regime. Figures 5.16c and d show the heat map of the packing fraction of the phase
diagram together with the isolines, which can be used to quantify the degree of
faceting. This diagram emphasizes that in both the SVK and the NH model, the
H and the A15 region as well as a sizable part of the BCC region are beyond the
boundary of the uniform-stress regime where the packing fraction is very close to 1.
The surprising fact about the phase diagram is the presence of the BCC–A15 and
A15–H transitions at densities so large that the packing fraction is ⌘ = 1, which is
clearly at odds with the hard-particle view of associating the stability of a lattice
with its packing e ciency. If this were true, then there should be no phase transitions
at large reduced densities.
To visualize the degree of compression covered by Figs. 5.16a and b, we convert
the reduced densities to the linear size of the spheres. Elastic spheres arranged in the
FCC lattice such that they just touch have a packing fraction of ⌘ = ⇡⇢ 3/6 ⇡ 0.74,
which corresponds to ⇢ 3 ⇡ p2. Now imagine increasing the density by decreasing
the lattice constant and the diameter of the spheres without changing their shape:
Then ⇢ 3 = 10 corresponds to a compression to about 52% of the reference diameter.
In reality, compressions as substantial as these bring the spheres deep into the
complete faceting regime where the shape of each sphere almost completely conforms
to the Wigner–Seitz cell and the packing fraction is essentially ⌘ = 1 in all lattices.
This is illustrated by the snapshots of the deformed spheres in the FCC lattice at
three typical reduced densities in Fig. 5.16e. Similarly, in Fig. 5.17 we show snapshots
of the lattices at densities around the solid-solid transitions at ⌫ = 0.24 and 0.4
for the SVK and the NH models, Figs. 5.17b, a, and Figs. 5.17d, c, respectively.
The figure clearly shows that most of the transitions occur in the complete faceting
regime, which is unexpected due to the geometrical saturation.
In the uniform-stress regime, the strain energy density is dominated by terms
containing the Jacobian J , which gives the ratio of an infinitesimal volume element
in a deformed body to its reference undeformed volume. At large reduced densities
these terms are virtually identical in all lattices. Thus, our results suggest that the
subtle di↵erences between the energy terms that do not contain J may vary with
density and Poisson ratio to a su ciently large extent as to drive the BCC–A15 and
the A15–H transition.
The uniform-stress regime is dominated by many-body e↵ects and one cannot
hope for a simple interpretation of the stability of the BCC, A15, and H lattices
in their respective regions. One possibility is to develop a heuristic model, say by
further elaborating the approach based on the separation of the free energy into bulk
and surface terms [27]. The strain energy density distributions in Fig. 5.11a and
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Figure 5.17: Snapshots of lattices around the transition densities for the SVK spheres at
⌫ = 0.4 (a) and 0.1 (b), and for the NH spheres at ⌫ = 0.4 (c) and 0.24 (d). Tick marks of
the corresponding color indicate the exact densities where the shown lattices are observed.
5.12a suggest that one could view the localized deformation energy at the contact
zones as an excess surface energy, but they also show that the edges of the spheres
in the complete faceting regime should carry a negative line tension. Within such a
framework, the FCC-BCC-A15 sequence can be associated with an e↵ective positive
surface tension [27] but the H lattice must be stabilized by a di↵erent mechanism.
The main remaining challenge is to determine the dependencies of the bulk, surface,
and line energy densities on ⇢ 3 and ⌫, which could be extracted from the numerical
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results. The development and analysis of such a heuristic theory is beyond the scope
of this work.
5.4.2 Robustness
The construction of the phase diagram is challenging primarily because the deforma-
tion energies of most competing lattices are quite similar, typically not di↵ering by
more than a few percent much like in the Hertz theory of the FCC-BCC transition
in Fig. 5.4. In Figs. 5.18a and 5.19a we plot the deformation energies of the stable
lattices at ⌫ = 0.24 and 0.41 for the SVK and the NH model, respectively. Since the
deformation energies of the di↵erent lattices are quite similar it is helpful to plot
them relative to the energy of the FCC lattice in order to locate the phase transitions
that take place. In Figs. 5.18c and d and 5.19c and d we show the energies of the
stable lattices relative to the FCC lattice at ⌫ = 0.24 and ⌫ = 0.41.
In the SVK model at ⌫ = 0.24 and 0.48 we find two phase transitions (FCC–
A15 and A15–H), and three phase transitions (FCC–BCC, BCC–A15, and A15–H),
respectively. Similarly, in the NH model at ⌫ = 0.24 and 0.48 we find two phase
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Figure 5.18: Deformation energy of an SVK and a NH sphere in FCC, A15, BCC and
H lattices at ⌫ = 0.24 and 0.41 (panels a and c, respectively). Deformation energies of
the A15 and H, and BCC, A15 and H lattices relative to the energy of the FCC lattice at
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Figure 5.19: Deformation energy of a NH sphere in FCC, A15, BCC and H0.95 lattices
at ⌫ = 0.24 and 0.41 (panels a and c, respectively). Deformation energies of the BCC and
A15 lattices (b), and BCC, A15 and H0.95 lattices (d) relative to the energy of the FCC
lattice at ⌫ = 0.24 and 0.41, respectively.
transitions (FCC–BCC and BCC–A15), and three phase transitions (FCC–BCC,
BCC–A15, and A15–H0.95), respectively. These plots show the order of phases and
roughly indicate the densities corresponding to phase coexistence. The intersections
of the energy plots are evidence of phase transitions and in Fig. 5.18c the gray stripes
indicate the phase coexistence of the two lattices, determined using the Maxwell
double-tangent line in the energy-volume plots (Fig. 5.20b). In Fig. 5.20a the dotted
line is the double-tangent of phase 1 and phase 2 energy plots and (V1, V2) is the phase
coexistence volume range. The physical meaning of the double-tangent construction
is that at phase coexistence, the pressures of the two phases must be equal:
Pcoex. =  
✓
@Fphase1
@V
◆
T
=  
✓
@Fphase2
@V
◆
T
= const. (5.6)
In order to find V1 and V2, we compute the common tangent to Fphase1 (V1) and
Fphase2 (V2). In Fig. 5.19a, phase 1 is stable for V > V1 and phase 2 is stable for
V < V2; for V between V1 and V2 the two phases are in coexistence with each other.
In Fig. 5.20b, we apply the scheme presented in Fig. 5.20a to the FCC-A15 transition
in ⌫ = 0.24 SVK spheres. According to Eq. (5.6), the pressure of the system at the
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Figure 5.20: Schematic representation of the double-tangent construction (dotted line)
and the phase coexistence of the phase 1 and phase 2 in the energy-volume plot; the
banner shows the ranges of volume where the phases 1 and 2 are stable as well as of phase
coexistence (a). The deformation energy of an SVK sphere at ⌫ = 0.24 in the FCC, A15,
and H lattices vs. the volume of Wigner–Seitz cell. The dotted line is the double-tangent
and the banner shows the volume regions where the FCC and A15 lattices are stable and
coexist (b).
coexistence phase is constant. Figure 5.21 shows the isotherms of the system (black
solid line) and for the lattices (dotted lines) for the FCC–A15 (a) and A15–H (b)
transitions of the SVK spheres at ⌫ = 0.24. As the system is compressed to small
volumes, the pressure of the system is increased following the isotherm of the stable
lattice. At the coexistence the system is compressed from the FCC to A15 lattice
(Fig. 5.21a) and from the A15 to H lattice (Fig. 5.21b).
The small energy di↵erences between the lattices are a general feature, just like
in many if not all solid–solid transitions, and they imply that the analysis must be
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Figure 5.21: Pressure (black solid line) with the volume of the Wigner–Seitz cell for the
phase transitions FCC–A15 (a) and A15–H (b) of the SVK spheres at ⌫ = 0.24. Panels
a and b the dotted lines are the FCC and A15, and the A15 and H lattice pressures,
respectively. The boxes show the solid-solid transition and the coexistence phases, where
the bulk pressure is constant.
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done with care. A moderate numerical inaccuracy when computing the deformation
free energy may alter the phase diagram considerably by shifting the coexistence
densities obtained using the Maxwell double-tangent construction. For example,
most of the phase coexistence densities in Figs. 5.16a and b are not as smooth as one
would anticipate, and we believe that the wiggles are a numerical artifact rather than
a physical e↵ect. In an extreme case, the inaccuracy may also result in an incorrect
phase sequence.
To estimate the numerical inaccuracy, we recompute the diagram using several
finite grid and extrapolate to infinity based on the extrapolated lattice energies
corresponding to an infinitely fine grid. At each ⇢ 3 and ⌫, we fit the energies of
a given lattice obtained using five meshes with di↵erent number of nodes, N from
⇡ 2⇥ 103 to ⇡ 8⇥ 104; we use the formula aN b + c with b < 0 so that c represents
the extrapolated energy at N ! 1. The boundaries in the thus obtained phase
diagram are shifted with the variation of reduced densities rarely exceeding 10%.
The topology of both SVK and the NH phase diagram, however, remain unaltered.
This is illustrated in Fig. 5.22 which zooms in on the BCC region in the NH model,
comparing the large but finite N results with those based on extrapolated energies.
The large features of the BCC region—a broad range at small ⌫, instability above
⌫ ⇡ 0.3—are robust, and this also holds for the rest of the SVK and the NH phase
diagrams.
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Figure 5.22: Comparison of regions in the NH phase diagram centered around the BCC
lattice computed using the N ⇡ 4⇥ 104 node energies (black) and the extrapolated N !1
energies (gray).
5.4.3 Bulk modulus
The bulk modulus K of a material describes its resistivity to compression and
measures of the ability of a system to withstand changes in volume. It is defined by
K =  V
✓
@2F
@V 2
◆
T
=  V
✓
@P
@V
◆
T
. (5.7)
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We can compute the bulk modulus of an elastic sphere in any lattice configuration
during its compression. In Figs. 5.23a and b we show for the SVK and the NH
spheres in the FCC lattice, respectively, the change of the bulk modulus relative to
the volume change at Poisson ratios of ⌫ = 0.05, 0.1, 0.24, 0.33, and 0.4. The bulk
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Figure 5.23: Bulk modulus K behavior for the SVK and NH model at ⌫ =
0.05, 0.1, 0.24, 0.33 and 0.4 (a). Deformation energy F (black solid line), packing fraction
⌘ (blue dotted line) and bulk modulus K (red dashed line) for the FCC lattice at ⌫ = 0.33
for the SVK and the NH model (b).
moduli increase monotonically in both compression and Poisson ratio. In the SVK
model, the trend of the bulk modulus is the same for di↵erent Poisson ratios. On the
other hand, in the NH model the bulk modulus values increase with the Poisson ratio
only at small and intermediate compressions and converge at large. By comparing
the plots of the SVK and NH models, we use that the behavior of the bulk modulus
depends strongly on the model. In Figs. 5.23c and d we plot the bulk modulus
together with the deformation energy and the packing fraction at ⌫ = 0.33 for the
SVK and the NH model, respectively. The bulk modulus values of both models
are comparable at large and small volumes but the behavior di↵ers at intermediate
volumes with most apparent di↵erence the formation of a plateau in the NH case.
The energy density functions of the SVK and NH models [Eqs. (5.2) and (5.3)]
reflect the behavior of the bulk modulus. In the SVK model the volume change J
appears only in the volumetric term of the energy density function as  (lnJ)2 and
thus depends strongly on the Poisson ratio since the Lame´ coe cient   diverges when
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⌫ ! 0.5. So the dependance of the bulk modulus on the Poisson ratio is expected.
On the contrary, the volumetric change J in the NH model appears both in the shear
term and the volumetric term as µ( lnJ) +  (J   1)2. The fact that the logarithmic
term is weighted by the shear modulus, which depends only weakly on the Poisson
ratio, explains the deformation energy change with the Poisson ratio. In Figs. 5.24a
and b we plot the dependance of deformation energies on the volumetric change J at
Poisson ratios ⌫ = 0.1, 0.2, 0.3 and 0.4 for the SVK and the NH models, respectively.
A comparison of Fig. 5.23a with the Fig. 5.24a rationalizes the similar dependance
of the volumetric energy and of the bulk modulus on Poisson ratio. Figure 5.24b
shows that the volumetric energy in NH model depends slightly on the Poisson ratio.
Since the behavior depends on the interplay of these two nonlinear terms and results
in the formation of the plateau in the bulk modulus plots in Fig. 5.23b.
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Figure 5.24: Dependence of the energy density on the volume change for the SVK model
 (lnJ)2 (a) and the NH model µ( lnJ) +  (J   1)2 (b). The plots correspond to Poisson
ratios ⌫ = 0.1, 0.2, 0.3 and 0.4.
The SVK and NH elastic spheres that we study undergo configurational phase
transitions with decreasing the volume of the system. In Fig. 5.25 we show the bulk
modulus behavior of the system around the phase transitions FCC–A15 (a) and
A15–H (b) of the SVK spheres at ⌫ = 0.24. The bulk modulus of the system follows
the modulus of the stable lattice and only at the coexistence phases K = 0. For
instance, in Fig. 5.25a the bulk modulus begins on the FCC branch, becomes 0 at
the phase coexistence, and follows the A15 branch after the FCC–A15 transition
until the VWS = 1.333, where is K = 0 at the coexistence phase before the A15–H
transition (Fig. 5.25b). In Fig. 5.26, we plot the heat map of the bulk modulus of
NH-sphere system and on the same plot we indicate the stable lattices. The bulk
modulus increases smoothly across the (⇢ 3, ⌫)-plane except at the phase coexistence
where K = 0.
5.4.4 Comparison to experiments
The main motivation for this study were the many experimental reports of crystalline
structures seen in suspensions of soft polymeric nanocolloidal particles [18, 42].
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Verifying that our phase diagram features the A15 lattice as one of the non-close-
packed lattices observed in these systems is therefore gratifying; even more rewarding
would be the revised phase diagram obtained by also considering the   lattice, which
is left for future work because of its complexity. In some materials, the   lattice is
sandwiched between the BCC and A15 lattice [18] and in others it may appear either
immediately after the fluid phase or between BCC and A15 [42]. Also consistent
with experimental data is the presence of the H lattice [42].
Of course, one must be careful when drawing the analogy between soft nanocolloids
and elastic spheres. While it is well-known that nanocolloidal particles are deformable,
it is hardly obvious that one can describe them using macroscopic notions of strain
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and stress, which cannot be easily defined at such a small scale. Alternatively,
one could opt for the liquid drop model [65] where the nanoparticle is viewed as a
compressible droplet carrying a surface tension. Neither the soft-ball nor the liquid-
drop model cover all aspects of interaction between nanoparticles—for example,
interpenetration is simply beyond any theory relying on a macroscopic notion of a
deformable body. Despite these limitations, it is still possible to resort to the classical
concepts of elasticity as a basis of a tentative phenomenological model capable of
describing the many-body e↵ects due to contact. This approach may then be justified
using monomer-resolved simulations such as in the recent study of the deformation of
a spherical polymer brush [65] where the soft-ball model was found very suitable at
large diametral compressions. Given that the novel part of our phase diagram falls in
or close to the complete faceting regime, we may thus expect that the phase diagram
itself could well capture the behavior of ordered suspensions of nanoparticles.
A potentially persuasive way of testing our results experimentally would be to
construct a scaled-up physical model made of macroscopic millimeter-to-centimeter-
size spheres arranged in unit cells of the trial lattices considered. So far such models
have been used mainly to study diametral compression of single spheres [113, 53] but
it is conceivable that lattices of spheres of variable density can too be investigated.
Instead of varying the volume of the unit cell, one could also work at fixed physical
size and increase the size of spheres either by heating (provided that the material
used is thermoresponsive) or by swelling. The measured equations of state for all
trial lattices can then be used to compute the phase diagram for a single Poisson
ratio at a time.
6
Concluding remarks
The main objective of this Thesis was to shed light on the bulk behavior of the soft
nanocolloidal systems using concepts from the theory of finite deformations, which
was used to model the elasticity of a single nanoparticle and its contact mechanics.
In Chapter 4 we studied the elastic properties of a single star polymer brush (SPB)
as a common type of a soft nanoparticle. To this end, we used a numerical variant of
the diametral compression as a standard protocol for the measurement of the Poisson
ratio and Young modulus of homogeneous isotropic materials. We first confirmed
that the small-deformation regime is indeed described by the well-known Hertz theory
and that the Tatara theory, which is a large-deformation extension of the Hertz
theory applied to diametral compression, also holds. This model was employed to
interpret molecular-dynamics simulations of the diametral compression of a spherical
polymer brush, which was found to agree with the neo-Hookean elastic soft-ball
model at large compressions but not at small compressions where the so-called
liquid-drop model turned out to be far more adequate. This comparison allowed
us to estimate the e↵ective Poisson ratio and Young modulus of the brush in the
large-deformation regime, which are consistent with micro-indentation experiments
on polymeric nano-droplets.
In Chapter 5 we used our theoretical framework to explore the crystal structures
formed by elastic spheres as models for soft nanocolloids. Our first key result here
is that we have found the limits of applicability of the Hertz theory, which are also
the limits of the pairwise-additive regime of elastic contact repulsion. We first used
geometrical arguments to estimate the degree of compression up to which the Hertz
theory is valid. To this end, we introduced the concepts of small-deformation Hertz
regime, the advanced-faceting regime where the Hertz theory no longer applies and
the neighboring contact zones intersect, and the complete-faceting regime where
the sphere has the shape of a Wigner–Seitz cell for a given lattice and the packing
fraction of the bulk is essentially unity. Based on these geometrical estimates, we
showed that all of the previously predicted solid-solid phase transitions take place
beyond the Hertzian regime so that they cannot be consistently described by the
Hertz theory. We introduced quantitative criteria to delimit the Hertzian and the
uniform-stress regimes, where the deformation of a body is dominated by isotropic
compression.
The central objective of this project was to compute the phase diagram of elastic
spheres described by two distinct strain energy density functions, the neo-Hookean
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model and the Saint-Venant–Kirchho↵ model. We compared the deformation free
energies of a number of trial Bravais and non-Bravais lattices. Qualitatively, the most
interesting conclusion of this analysis is that in the complete-faceting regime, the
stable lattices do not include the FCC and the HCP lattice. Instead, in this regime
the deformation free energy is minimized by BCC, A15, and H lattice depending on
density, on the Poisson ratio, and, naturally, on the strain energy density function.
The obtained phase sequences are consistent with those found in several experimental
and theoretical works. Given that for the most part, the phase diagrams for the two
strain energy functions include the same phase sequences, we conjecture that the
diagram for another strain energy density function not considered here would be
similar to phase diagrams presented in this Thesis. Another important qualitative
conclusion reached is that solid-solid transitions in elastic spheres can be induced by
compression even deep in the complete faceting regime, which may seem somewhat
surprising at first sight.
Outlook
The work presented in this Thesis opens several new topics where the theory of
elasticity can be applied to study the micromechanics of colloidal particles, some of
which are listed below.
Elaborating phase diagram
The phase diagram presented in Fig. 5.16 can be further elaborated by extending the
set of trial structures so as to include several more complex lattices such as the  
lattice and quasicrystalline phases, say the layered dodecagonal quasicrystal. In the
past decade, these once exotic but now fairly commonplace structures were observed
in many experimental studies of soft nanocolloids [18, 47, 42] and their stability was
also examined theoretically [19, 154]. Unlike the BCC and A15 lattice which are
cubic, the   phase is tetragonal and features a large unit cell that consists of thirty
particles occupying five distinct types of lattice sites (color-coded in Fig. 6.1a). The
  lattice is one of the Frank-Kasper phases and it can be viewed as an approximant of
the dodecagonal quasicrystal, which is best appreciated when observing its projection
on the xy-plane characterized by square and triangular motifs (Fig. 6.1b) which are
also seen in the dodecagonal quasicrystal (Fig. 6.1c). Interestingly, the A15 and
  lattice are often seen in the same system as the dodecagonal quasicrystal [18].
Thus we conjecture that the physical rationale for the stability of these structures
may be the same, and we expect that the soft-ball model discussed in Chapter 5
may well support both the   lattice and the dodecagonal quasicrystal. Analyzing
the latter will be a challenge because of its random-tiling structure but we note that
our cell approximation is well-suited for this purpose.
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(a) (b) (c)
Figure 6.1: Illustration of the   lattice with a tetragonal unit cell which consists of five
color-coded lattice sites (a). Projection of the   lattice onto the xy-plane, with unit cell
outlined using dashed line (b). The di↵erent circles (large and small open as well as filled)
correspond to sites at di↵erent heights. Panel c shows a part of the dodecagonal quasicrystal
based on two triangular-prism motifs and a square-prism motifs also present in the   lattice.
Including re-entrant point in phase diagram
One can argue that the current soft-ball phase diagram (Fig. 5.16) is not too realistic
because it allows the spheres to be compressed down to zero volume. In a real
nanocolloidal particle, say a dendrimer, a micelle, or a star polymer, the degree of
compression is restricted due to the finite size of the monomers. We can account
for this by considering, e.g., soft spheres with an incompressible core as the simplest
model which does not permit arbitrarily large compressions. Based on existing
insight, we expect that the phase diagram of such particles should be very similar
to Fig. 5.16 at small densities whereas at densities corresponding to the (almost)
close-packed FCC lattice of the cores it should feature a re-entrant FCC/HCP lattice,
simply because no other lattice is possible in this regime.
In Fig. 6.2 we outline the main features of the phase diagram for hard-core/soft-
ball particles with  hc = 0.55 . First note that the reduced density for a close-packed
FCC/HCP structure of particles of diameter   is ⇢cp 3 = 6⌘cp/⇡ ⇡ 1.41 where
⌘cp = ⇡/3
p
2 ⇡ 0.74. If we adapt this result to particles with an external diameter of
  and a hard core with a diameter of  hc, we find that the close-packed FCC/HCP
lattice of cores has a density of
⇢cp,hc 
3 =
6
⇡
✓
 
 hc
◆3
⌘cp ⇡ 1.41
✓
 
 hc
◆3
(6.1)
Thus for a particle with a hard core of diameter  hc = 0.55 , the largest possible
reduced density is ⇢cp,hc 3 ⇡ 8.47. So it is expected that in particles with such a
hard core, the re-entrant FCC phase should appear in the phase diagram at reduced
densities smaller than ⇢cp,hc 3 as sketched in Fig. 6.2. We also expect that the onset
of the high-density FCC lattice should decrease with the Poisson ratio ⌫, simply
because at ⌫ ! 1/2 the elastic shell of the particles is incompressible whereas at
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Figure 6.2: Sketch of the phase diagram of a system of hard-core/soft-ball neo-Hookean
particles with hard-core diameter  hc = 0.55 . The location of the dashed line shows the
onset of the re-entrant high-density FCC lattice is merely qualitative; the hatched region is
inaccessible because of the hard core.
small ⌫ it is compressible. Naturally, it is likely that some other lattices may also
appear in the phase diagram due to the e↵ect of a hard core.
Developing more accurate elastic-sphere model
The deformation strain energy density models that were used in this Thesis depend
only on the Poisson ratio, since our interest lies in studying the role of soft-sphere
deformability in their packing behavior. However, these models can be enriched by
taking into account some other features that are outlined below.
Surface tension
Any finite body carries a surface tension, and solids are no exception. In this Thesis,
surface tension was not taken into account because we wanted to understand the e↵ect
of finite-deformation elasticity as transparently as possible. It is easy to show that
in deformation of small particles besides the volume deformation the role of surface
tension is important. The bulk deformation free energy scales as Fbulk ⇠ K V ⇠
KR3, where K,  V , and R are the bulk modulus, the volume change, and sphere
radius, respectively, whereas the surface energy scales as Fsurface ⇠   A ⇠  R2,
where   is the surface tension, and A the change of the surface area. The ratio of
these energy scales is given by
Fsurface
Fbulk
⇠  /K
R
=
Rc
R
(6.2)
where Rc =  /K is a characteristic size below which the surface term is dominant
(Fig. 6.3). In steel K = 1.7⇥ 1011 N/m2 and   = 1.8 N/m, respectively [155, 156],
and Rc ⇠ 10 11 m which suggests that the surface term is important at scale smaller
than the size of atoms. On the other hand, in polyethylene K = 0.339 N/m2 and
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  = 3.35 ⇥ 10 5 N/m [157] so that Rc ⇠ 10 4 m = 0.1 mm. At this point, we are
unable to precisely estimate the critical radius for the various nanocolloidal micelles
but it would be worthwhile re-assessing the elastic-sphere model so as to include the
surface tension.
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Figure 6.3: Schematic representation of the onset of the surface-tension-dominated regime
at small spheres as opposed to the bulk-energy-dominated regime in large spheres (a). Ratio
of surface and bulk energies vs. sphere size for steel and polyethylene (black and blue lines).
Shaded regions indicate the corresponding regimes where surface energy is dominant (b).
Anisotropic and inhomogeneous materials
The applied theory of elasticity accounts for homogeneous isotropic materials, and
polymeric macromolecular micelles that we describe using the elastic-sphere model
are neither homogeneous nor isotropic. At the mesoscopic length scales, where the
interesting packing and phase transition phenomena take place, particle inhomogene-
ity and anisotropy can play an important role. For example, it is easy to see that
in a diblock copolymer micelle any mechanical property along the radial direction
could easily be di↵erent from those in the polar direction, i.e., the local Young
modulus should depend on distance from the center since in a spherical micelle the
monomer density is position-dependent. Their anisotropy and inhomogeneity on
the microscopic level could considerably change the deformation state at mesoscopic
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length scales [158]. Accounting for these e↵ects could well be another future direction
of research.
Extending deformation model
In Chapter 2 we mentioned that the constitutive equations for finite deformations
are based on the statistical-mechanical description of rubber elaborated, e.g., in
Refs. [65, 58, 59, 66] which discuss deformation of a stretched polymer network. This
model could be re-examined by taking into account the spherical geometry and even
the topology of the macromolecules that we are interested in. It is conceivable that
such a generalization could yield an e↵ective position-dependent Young modulus of
the nanocolloidal particle.
Monomer-resolved simulations
The phase behavior of soft polymeric colloids was studied by performing simulations
using a coarse-grained description [26]. One could resort to monomer-resolved
simulations to study the non-pairwise additivity of the interaction between such
polymeric particles and their phase diagram. This would be an interesting and
challenging project both because of the computational load and the description of
physics involved. The importance of this project lies in the verification of the results
of this Thesis and their extension to finite temperatures.
Bulk behavior of soft cylindrical colloids
This project could involve the study of the optimal packings of soft cylinder-like
colloids, a problem which can be approximated by studying the packing behavior or
soft disks. In this case the set of trial lattices could include all 2D regular lattices that
cover a plane: Hexagonal, square, honeycomb, rectangular, oblique, etc. In addition,
one could consider lattices based on uniform tilings, some of which are shown in
Fig. 6.4. This project would be relevant in the context of cylindrical self-assembled
micelles [159, 160].
Experiments to test theoretical predictions
Our numerical results point to the importance of many-body e↵ects in the contact
interactions between elastic bodies. It would be interesting to check these predictions
experimentally with single-particle microindentation measurements where the particle
would be subjected to di↵erent confinements including diametral compression as well
as various other geometries with more than two confining planes at an angle with
respect to each other. These experiments could be performed in particles that are
large enough such as microgels.
In addition, one could use also the modern technology of 3D-printing to fabricate
di↵erent arrangements of rubber-like spheres similar to the lattices that studied in
this Thesis, producing a scaled-up experimental model. By isotropically compressing
hexagonal square honeycomb
trihexagonalsnub square
rectangular
truncated square
Figure 6.4: Examples of circle packings illustrating some possible trial lattice for packings
of soft cylinders. The top row contains four regular lattices and the bottom row contains
lattices based on three uniform tilings.
these models in a tabletop experiment, one could measure the equation of state, i.e.,
the pressure–volume curve, and then integrate it so as to obtain the deformation free
energy for each lattice. These free energies could then be used as a starting point for
the construction of the phase diagram, much like what we did in this Thesis using
numerical results. This is another way to verify our phase diagrams.
* * *
In this Thesis, we managed to relate the phase sequences observed in nanocolloidal
soft matter systems to the elastic properties of the particles, thereby providing further
support for the notion that structure formation in these systems is controlled by the
particles deformability. Our results opened new questions which led to interesting
ideas on how to extend and generalize the insight into the bulk behavior of suspensions
of soft nanocolloids using the finite-deformation theory of elasticity. An obvious next
step would be to go beyond the domain of continuum mechanics and re-examine
the finite-deformation theory using statistical mechanics in order to develop more
detailed and more elegant models. We hope that our future work will answer some
of these questions.
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A
Mathematical preliminaries
Here we introduce the main mathematical concepts that are used in Chapter 2. Most
quantities that are used in continuum mechanics are described using vectors (e.g.,
displacement field) and tensors (e.g., stress and strain tensors). Here we summarize
the fundamentals of tensor calculus as well as the definition and properties of the
directional derivatives of functionals. Throughout this Appendix, we use Cartesian
coordinates.
A.1 Tensor algebra
Tensors describe linear transformations between vectors, scalars and other tensors.
They are objects containing a number of components, whose values depend on the
coordinate system. They are defined by their order or rank which represents the
dimensionality of the array needed to represent them, or equivalently the number
of indices needed to label a component of that array. For example, any scalar is a
tensor of zero order and any vector is a tensor of order one. A stress   is a tensor
of order two, the Levi–Civita tensor in three dimensions ✏ijk is a third-order tensor
and it is called the volume form tensor, since it is used to calculate the volume
of a parallelepiped. As an example of a fourth order tensor, consider the sti↵ness
tensor in Hooke’s law, which characterizes the material and relates the stresses in
the medium to the deformations. We start the description of the tensor algebra with
the vectors and continue gradually to tensors of higher order.
A.1.1 Orthonormality and Kronecker delta function
We begin with the three-dimensional space R3 and we define three basis vectors
eˆ1, eˆ2, and eˆ3 that define the coordinate system. The vectors are orthogonal and
normalized, namely their dot product is expressed as
eˆ1 · eˆ2 = eˆ2 · eˆ1 = eˆ1 · eˆ3 = eˆ3 · eˆ1 = eˆ2 · eˆ3 = eˆ3 · eˆ2 = 0 (orthogonality) (A.1)
and
eˆ1 · eˆ1 = eˆ2 · eˆ2 = eˆ3 · eˆ3 = 1 (normalization). (A.2)
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We can rewrite these equations using dummy indices and the Kronecker delta
function:
eˆi · eˆj =  ij, (A.3)
where i = 1, 2, 3 and j = 1, 2, 3.
Let us consider a di↵erent set basis vectors {Eˆ1, Eˆ2, Eˆ3} 2 R3. We can express
the dot product of the basis vectors of the two spaces as
Qij = eˆi · Eˆj, (A.4)
which is the cosine angle between the two vectors eˆi and Eˆj for i = 1, 2, 3 and
j = 1, 2, 3. We can also express a basis vector of the space base eˆi, i = 1, 2, 3, in
terms of the basis vectors of the second space Eˆj, j = 1, 2, 3, as follows
eˆi =
3X
j=1
QijEˆj and Eˆj =
3X
i=1
Qijeˆi. (A.5)
A.1.2 Vectors and dummy indices
Consider a vector u = {u1, u2, u3} 2 R3, which can be expressed as linear combination
of the basis vectors eˆi
u = u1eˆ1 + u2eˆ2 + u3eˆ3 =
3X
i=1
uieˆi. (A.6)
Additionally, a component of a vector can be written as
ui = u · eˆi =
 
3X
j=1
ujeˆj
!
· eˆi =
3X
j=1
uj (eˆj · eˆi) =
3X
j=1
uj ij = ui, i = 1, 2, 3.
(A.7)
We consider a vector v = {v1, v2, v3} 2 R3. The dot product between the two vectors
u and v is
u ·v =
 
3X
i=1
uieˆi
!
·
 
3X
j=1
vjeˆj
!
=
3X
i,j=1
uivj (eˆi · eˆj) =
3X
i,j=1
uivj  ij =
3X
i=1
uivi = uivi.
(A.8)
We can express the components of vector u in the new coordinate system as shown
in Fig. A.1:
ui = u · eˆi = u ·
3X
j=1
Qij Eˆj =
3X
j=1
Qij
⇣
u · Eˆj
⌘
=
3X
j=1
Qiju
0
j. (A.9)
In the transformation in Cartesian coordinates, we can express the same vector
with new components if it refers to a new coordinate system, as shown in Fig. A.1b.
In that case we write
u =
3X
i=1
uieˆi =
3X
i=1
u0iEˆi. (A.10)
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Figure A.1: Transformation of vector u = {u1, u2} from the system spanned by {eˆ2, eˆ2}
to the new coordinate system spanned by {Eˆ2, Eˆ2}.
Using Fig. A.1 as an example in the two-dimensional space we have
u = u1eˆ1 + u2eˆ2 = u
0 = u01Eˆ1 + u
0
2Eˆ2. (A.11)
By taking the dot products we find
u01 = u · Eˆ1 = u1(eˆ1 · Eˆ1) + u2(eˆ2 · Eˆ1) (A.12)
u02 = u · Eˆ2 = u2(eˆ1 · Eˆ2) + u2(eˆ2 · Eˆ2) (A.13)
or more concisely 
u01
u02
 
=

eˆ1 · Eˆ1 eˆ2 · Eˆ1
eˆ1 · Eˆ2 eˆ2 · Eˆ2
  
u1
u2
 
. (A.14)
This can be written as
u0i =
X
j
Qij uj, (A.15)
with
Qij =

cos✓  sin✓
sin✓ cos✓
 
, (A.16)
where the vector u is rotated into the new vector u0 with components u01 and u
0
2 in
the old coordinate system.
A.1.3 Outer and triple product
In addition to the dot product where a scalar is formed from two vectors, we define
the outer product which is the way of forming a vector out of two vectors. For two
arbitrary vectors a = {a1, a2, a3} 2 R3 and b = {b1, b2, b3} 2 R3, a cross product is
defined by
a⇥ b =
      
eˆ1 eˆ2 eˆ3
a1 a2 a3
b1 b2 b3
      
= (a2b3   a3b2) eˆ1 + (a1b3   a3b1) eˆ2 + (a1b2   a2b1) eˆ3
= c1eˆ1 + c2eˆ2 + c3eˆ3
= c. (A.17)
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The direction of the new vector c points orthogonally to the plane that is spanned
by the two vectors a and b in the direction that is given by the right hand rule (see
Fig. A.2b).
a
b
ș
x
z
y
a
b
c
ș
ĳ
e1
e2
e3
(a) (b)
Figure A.2: Geometric interpretation of the outer product of two vectors a and b (a),
and the triple product of the vectors a, b, and c (b).
The geometric interpretation of the length of the outer product of vectors a and
b is the area of the parallelogram formed by these vectors as shown in Fig. A.2a:
|a⇥ b| = ab sin✓. (A.18)
Another important property is the combination of the inner and outer product,
namely the triple product of the three vectors c · (a⇥ b), which equals the volume
of the parallelogram formed by the three vectors as shown in Fig. A.2b. Suppose
that vector c lies in the xz-plane and it is inclined at an angle   to the z-axis and
that vectors a and b lie in the xy-plane and are separated by an angle ✓. Then the
triple product is
c · (a⇥ b) = (c1eˆ1 + c2eˆ2 + c3eˆ3)
·

(a2b3   a3b2) eˆ1 + (a3b1   a1b3) eˆ2 + (a1b2   a2b1) eˆ3
 
= c1 (a2b3   a3b2) + c2 (a3b1   a1b3) + c3 (a1b2   a2b1)
=
      
c1 c2 c3
a1 a2 a3
b1 b2 b3
       . (A.19)
Similarly, if
c = c (cos eˆ3 + sin eˆ2) , (A.20)
then
c · (a⇥ b) = c (cos eˆ3 + sin eˆ2) · absin✓
= abc sin✓cos , (A.21)
which is just the volume of the parallelepiped.
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A.1.4 Einstein summation convention
In this Thesis we use the Einstein summation in order to make the formulas more
compact. The Einstein summation convention is a notational convention for sim-
plifying expressions including summations of vectors, matrices, and general tensors.
According to this convention, in any expression containing subscribed variables
appearing twice in any term, the subscribed variables are assumed to be summed
over. Below we mention few examples in N dimensions so the summation is assumed
to be i = 1, 2, . . . , n. For example, the dot product
u · v =
nX
i=1
uivi = u1v1 + u2v2 + · · ·+ unvn (A.22)
can be written as the summation convention
u · v = (uieˆi) · (vjeˆj) = uivj (eˆi · eˆj) = uivj  ij = uivi. (A.23)
The total di↵erential of a scalar function reads
df =
@f
@x1
dx1 +
@f
@x2
dx2 + · · ·+ @f
@xN
dxN
=
NX
i=1
@f
@xi
dxi
=
@f
@xi
dxi. (A.24)
Matrix multiplication C = AB can be written as
Ckl =
X
j
AkjBjl ⌘ AkiBil. (A.25)
The trace of a matrix A can be written as
tr A = A11 +A22 + · · · = Aii. (A.26)
A special case is the trace of the unitary matrix I:
tr I = I11 + I22 + I33 =  ii = 3. (A.27)
Similarly, another very useful identity is
 ikak = ai. (A.28)
A.2 Tensor calculus
A.2.1 Second order tensors
A second order tensor S is a linear mapping that associates a vector u with another
vector v as shown in Fig. A.3:
u = Sv. (A.29)
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Figure A.3: A second order tensor S acts on a vector u which is transformed into a
vector v.
For the description of the second order tensors we use boldface letters, like in our
example S. The symbol S is not to be confused with the second Piola–Kirchho↵
tensor introduced in Sec. 2.5.2. Since S is a linear transformation,
S (↵u+  v) = ↵Su+  Sv. (A.30)
A tensor has di↵erent components in di↵erent bases but a tensor itself remains
unchanged, just like a vector. Some of the basic properties are the following:
• We define the identity tensor I, which maps a vector to itself:
u = Iu. (A.31)
• For two second order tensors S1 and S2 we define the operations of sum and
product by
(S1 + S2)u = S1u+ S2u (A.32)
and
(S1S2)u = S1 (S2u) , (A.33)
respectively.
• The inverse S 1 is defined by
S 1S = I. (A.34)
• The transpose ST of a tensor S acts for any two vectors u and v as
u · Sv = v · STu. (A.35)
• The transpose tensor Q = Qij rotates a base eˆ to a new base Eˆ as we saw in
Eq. (A.5). It is an orthogonal tensor and thus the following holds:
QTEˆ = eˆ, (A.36)
Qeˆ = Eˆ, (A.37)
and
QTQ = I. (A.38)
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A.2.1.1 Dyadic or tensor product
A second order tensor S is a product of the dyadic or tensor product of two vectors
u and v denoted by
S = u⌦ v = uvT (A.39)
or
Sij = uivj, (A.40)
and to any third vector w assigns the following vector:
(u⌦ v)w = (w · v)u. (A.41)
The tensor product satisfies the following properties:
u⌦ v = (v ⌦ u)T , (A.42)
S (u⌦ v) = (Su⌦ v) , (A.43)
(u⌦ v)S =  u⌦ STv  , (A.44)
u⌦ (v +w) = u⌦ v + u⌦w, (A.45)
and
S (u⌦ v)w = Su (v ·w) = (Su⌦ v)w. (A.46)
Additionally, the identity tensor can be written as
I =
3X
i=1
eˆi ⌦ eˆi and I =
3X
i,j=1
 ij eˆi ⌦ eˆj, (A.47)
and for any tensor
S =
3X
i,j=1
Sij eˆi ⌦ eˆj and eˆi · Seˆj = Sij. (A.48)
The proof is shown below as an exercise to be familiar with the indices,
eˆi · Seˆj = eˆi ·
 
3X
k,l=1
Skleˆk ⌦ eˆl
!
eˆj = eˆi ·
 
3X
k,l=1
Skl (eˆj · eˆl) eˆk
!
= eˆi ·
 
3X
k,l=1
Skl jleˆk
!
=
3X
k,l=1
Skl jl (eˆi · eˆk)
=
3X
k,l=1
Skl jl ik = Sij. (A.49)
Similarly, the rotation tensor can be expressed as
Q =
3X
i,j=1
Qijeˆi ⌦ eˆj and Qij = eˆi ·Qeˆj = eˆi · eˆ0j. (A.50)
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A.2.1.2 Basic rotations
A rotation tensor Q is a second order tensor that describes the change of a coordinate
system after its rotation as shown in Fig. A.4. Here we show the simple case of
rotations by an angle ✓. The total rotational transformation tensor can be decomposed
E2
E1
E3
e = QE
e3
e2
e1
ș
Figure A.4: A rotation tensor Q is a second order tensor that acts on the basis E and it
is rotated by an angle ✓ in the new basis e.
into three basic rotation matrices that rotate the basis vectors by an angle ✓ around
the x-, y- and z-axis and read
Qx (✓) =
241 0 00 cos✓  sin✓
0 sin✓ cos✓
35 , (A.51)
Qy (✓) =
24 cos✓ 0 sin✓0 1 0
 sin✓ 0 cos✓
35 , (A.52)
and
Qz (✓) =
24cos✓  sin✓ 0sin✓ cos✓ 0
0 0 1
35 , (A.53)
respectively. The signs are found using the right hand rule. Using the basic rotation
tensors, a general rotation by angles ✓, , and  around the x-, y- and z-axis,
respectively, is given by
Q = Qx (✓)Qy ( )Qz ( ) . (A.54)
A.2.1.3 Second order tensor as matrix
The components of any second order tensor S—and only of a second order tensor—can
be written in a form of square matrix
⇥
Sij
⇤
3⇥3 as
1
⇥
S
⇤
=
24S11 S12 S13S21 S22 S23
S31 S32 S33
35 , (A.55)
1Keep in mind that tensors are not matrices because di↵erent types of tensors can correspond
to the same matrix. By definition, matrices are objects described by two indices whereas the tensors
can have any rank.
A.2 Tensor calculus 203
and thus the following properties hold⇥
u
⇤
=
⇥
S
⇤⇥
v
⇤
, (A.56)⇥
S1 + S2
⇤
=
⇥
S1
⇤
+
⇥
S2
⇤
, (A.57)⇥
S1S1
⇤
=
⇥
S1
⇤⇥
S1
⇤
, (A.58)⇥
ST
⇤
=
⇥
S
⇤T
, (A.59)
and ⇥
u⌦ v⇤ = ⇥u⇤⇥v⇤T. (A.60)
A.2.1.4 General transformations of tensors
Regarding transformations, a tensor can be expressed by the components Sij in the
eˆi ⌦ eˆj basis or by components S0ij in the basis Eˆi ⌦ Eˆj:
S =
3X
i,j=1
Sij eˆi ⌦ eˆj =
3X
i,j=1
S0ij Eˆi ⌦ Eˆj. (A.61)
For a second order tensor S the transformation,⇥
S
⇤0
=
⇥
Q
⇤T⇥
S
⇤⇥
Q
⇤
= Qji (Sijeˆi ⌦ eˆj)Qij
= Sij (Qjieˆi ⌦ eˆjQij)
= Sij (Qjieˆi ⌦Qijeˆj)
= Sij
⇣
Eˆi ⌦ Eˆj
⌘
= S0ij = S
0 (A.62)
results in a new tensor S0 which has the same components with respect to a new
coordinate system Eˆ as S has with respect to eˆ. The components Sij can be written
in a matrix form although after acting on di↵erent coordinate system form two
di↵erent tensors, S0 and S. One can consider this operation as an explanation of
the di↵erence of a matrix and a tensor. A tensor is a multivariable function which
has direction and depends on the coordination system and the matrix is an array of
components.
A.2.1.5 Double contraction
Double contraction also referred to as the double product of two tensors is similar to
the dot product of two vectors. For two second order tensors S and B we define the
double contraction in terms of the trace:
S : B = tr
 
STB
 
= (SjiBij) = (SB)ii, (A.63)
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and using the properties of the trace the following expressions are equal:
S : B = tr
 
STB
 
= tr
 
SBT
 
= tr
 
BST
 
= tr
 
BTS
 
=
3X
i,j=1
SijBij = SijBij.
(A.64)
Some main properties of the trace are listed below
tr S = Sii, (A.65)
tr (u⌦ v) = (u⌦ v)ii = uivi = uvii = u · v, (A.66)
tr ST = tr S, (A.67)
and
tr (SB) = tr (BS). (A.68)
Hence the following properties for the double contraction hold:
I : S = tr S, (A.69)
S : (u⌦ v) = tr (u · Sv) = (u · Sv) , (A.70)
and
(u⌦ v) : (w ⌦ z) = (w · u)(v · z). (A.71)
The trace of a tensor is the first invariant:
tr S0 = S0ii = tr (QilSikQkl) = SikQilQkl = Sik ik = Sii. (A.72)
The second invariant of a tensor is defined by
S0 : S0 = tr
⇣
S0TS0
⌘
= tr
⇣ 
QTSQ
 T  
QTSQ
 ⌘
= tr
 
QTSTQQTSQ
 
= tr
 
QTSTISQ
 
= tr
 
SQQTST
 
= tr
 
SIST
 
= tr
 
SST
 
= S : S.
(A.73)
The third invariant of the tensor is the determinant:
det
⇥
S0
⇤
= det
 ⇥
QT
⇤⇥
S
⇤⇥
Q
⇤ 
= det
⇥
QT
⇤
det
⇥
S
⇤
det
⇥
Q
⇤
= det
⇥
QTQ
⇤
det
⇥
S
⇤
= det
⇥
S
⇤
. (A.74)
The eigenvalues  1, 2, and  3 of a tensor S are a set of invariants since they are
independent of the coordinate system. So, the invariants of the tensors can be
rewritten as
tr S =  1 +  2 +  3, (A.75)
tr
 
STS
 
=  1
2 +  2
2 +  3
2, (A.76)
and
det S =  1 2 3. (A.77)
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A.2.2 Third and fourth order tensors
The third order tensor A is a linear map from a vector u to a second order tensor S:
Au = S (A.78)
and
(v ⌦w ⌦ z)u = (u · z) (v ⌦w) . (A.79)
The following properties hold:
(S⌦ v)u = (u · v)S (A.80)
and
(v ⌦ S)u = v ⌦ (Su) , (A.81)
and if
A =
3X
i,j,k=1
Aijkeˆ1 ⌦ eˆ2 ⌦ eˆ3 (A.82)
then
Aijk = (eˆi ⌦ eˆj) : Aeˆk, (A.83)
A : (u⌦ v) = (Av)u, (A.84)
A : S =
3X
i,j,k
AijkSjkeˆi, (double contraction) (A.85)
(u⌦ v ⌦w) : (x⌦ y) = (x · v) (y ·w)u, (A.86)
(u⌦ S) : T = (S : T)u, (A.87)
and
(S⌦ u) : T = STu. (A.88)
A.2.2.1 Levi–Civita tensor
The Levi–Civita tensor ✏i1i2...in is a permutation tensor of order n that represents a
collection of numbers that depends on the size of permutations in the indices of the
tensor. In particular, for odd number of permutations the symbol changes sign
✏...ik...il...in =  ✏...il...ik...in , (A.89)
whereas for even number of permutations the sign is the same
✏...ik...il...im...in = ✏...im...ik...il...in . (A.90)
If any two indices are equal the symbol is zero
✏...ik...il...il...in = 0. (A.91)
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The order of the Levi–Civita tensor is the same as the dimensionality of the vector
space in question and the values are independent of the metric of the tensor and
the coordinate system. We are interested in the three-dimensional permutation
tensor because it allows the determinant of a square matrix and the outer product
of two vectors to be expressed in index notation. When the Levi–Civita symbols are
expressed in three-dimensions,
✏ijk =
8><>:
+1 if (i, j, k) = (1, 2, 3), (3, 1, 2), (2, 3, 1)
 1 if (i, j, k) = (1, 3, 2), (3, 2, 1), (2, 1, 3)
0 if i = j or j = k or k = i
, (A.92)
then the determinant of a matrix A3⇥3 =
⇥
↵ij
⇤
, where i, j = 1, 2, 3 can be expressed
as
det A =
3X
i=1
3X
j=1
3X
k=1
✏ijk↵1i↵2j↵3k (A.93)
or
det A =
1
n!
✏ijk✏lmn↵il↵jm↵kn, (A.94)
where i, j, k, l,m, n = 1, 2, 3.
The outer product can be expressed as
a⇥ b =
      
eˆ1 eˆ2 eˆ3
a1 a2 a3
b1 b2 b3
       =
3X
i=1
3X
j=1
3X
k=1
✏ijkeˆiajbk. (A.95)
There exist the following simple relation between the permutation tensor and the
Kronecker delta:
✏ijk✏ilm =  jl km    jm kl (A.96)
Through the following example one understands the importance of the previous
relation: ⇥
a⇥ (b)⇥ c⇤
i
= a⇥ (✏klmeˆkblcm)
= ✏ijkaj✏klmblcm
= ✏kij✏klmajblcm
= ( il jm    im lj)ajblcm
=  il jm(ajblcm)   im ljajblcm
(for l = i, and j = m,m = i, and j = l)
= ambicm   alblci
= amcmbi   alblci
=
⇥
(a · c)b  (a · b)c⇤
i
. (A.97)
The fourth order tensor C is a linear map between an arbitrary vector u and a
third order tensor A:
Cu = A. (A.98)
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The following properties hold:
(u1 ⌦ u2 ⌦ u3 ⌦ u4)u = (u · u4) (u1 ⌦ u2 ⌦ u3) , (A.99)
(A⌦ u)v = (u · v)A, (A.100)
(u⌦A)v = u (Av) , (A.101)
(T⌦ S)v = T⌦ (Sv) , (A.102)
(u1 ⌦ u2 ⌦ u3 ⌦ u4) : (u⌦ v) = (u · u3) (v · u4) (u1 ⌦ u2) , (A.103)
(S1 ⌦ S2) : T = (S2 : T)S1 (A.104)
and
S : C : T = T : C : S. (A.105)
The contraction of a fourth order tensor C with a second order tensor S is a
second order tensor T:
C : S = T, (A.106)
but the most used equation is
  = C : ✏, (A.107)
where   is the stress tensor, C the elasticity tensor, and ✏ the strain tensor.
A.3 Tensor analysis
Continuum mechanics deals with scalar (e.g., energy density), vector (e.g., displace-
ment field) and tensor functions (e.g., strain tensor) that change from point to
point within a domain. In order to solve problems in elasticity the operations of
di↵erentiation and integration of such quantities is necessary.
A.3.1 Gradient and divergence
The gradient r of a scalar field function f (x), where x = {x1, x2, . . . , xn} in the
Euclidean space Rn ! R is defined as the partial derivative of a scalar function f at
a point x0 = (x10 , x20 , . . . , xn0) and it reads
rf = @f
@x1
eˆx1 +
@f
@x2
eˆx2 + · · ·+
@f
@xn
eˆxn =
@f
@xi
eˆxi . (A.108)
Here r is the operator that act on a multivariable function as follows:
r =
✓
@
@x1
eˆx1 +
@
@x2
eˆx2 + · · ·+
@
@xn
eˆxn
◆
(A.109)
=
@
@xi
eˆxi . (A.110)
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The partial derivative @f/@x of a vector function f = {f1 (x) , f2 (x) , . . . , fn (x)} of
a scalar variable is a vector which is implicitly defined by
df =
@f1eˆ1
@x
dx+
@f2eˆ2
@x
dx+ · · ·+ @fneˆn
@x
dx
=
@fi
@x
eˆi dx. (A.111)
The gradient of a vector field F = {F1 (x) , F2 (x) , . . . , Fm (x)}, with x = {x1, x2, . . . ,
xn} is a second order tensor and defined by
rF =
266664
@F1
@x1
eˆx1 ⌦ eˆx1
@F1
@x2
eˆx1 ⌦ eˆx2 . . .
@F1
@xn
eˆx1 ⌦ eˆxn
...
... . . .
...
@Fm
@x1
eˆxn ⌦ eˆx1
@Fm
@x2
eˆxn ⌦ eˆx2 . . .
@Fm
@xn
eˆxn ⌦ eˆxn
377775
=
@Fi
@xj
eˆi ⌦ eˆj. (A.112)
Additionally, the gradient of a second order tensor S = Sijeˆi ⌦ eˆj, where i, j =
1, 2, . . . , n, is a third order tensor rS which is written in index notation as
rS = @Sij
@xk
eˆi ⌦ eˆj ⌦ eˆk. (A.113)
Another useful quantity is the divergence of a vector field F = {F1 (x) , F2 (x) , . . . ,
Fn (x)}, where x = {x1, x2, . . . , xn}:
divF = r · F = @F1
@x1
+
@F2
@x2
+ · · ·+ @Fn
@xn
=
@Fi
@xi
= tr (rF )
= rF : I. (A.114)
The divergence of a vector field can be defined as the trace of the gradient of the
vector field. As a consequence, the divergence of a second order tensor is a vector
which results from the trace of the gradient rS:
divS = tr (rS) = rS : I = @Sij
@xj
eˆi. (A.115)
Below are listed the most important properties of the gradient and divergence for
any scalar field function f , any vector field functions F and G, and any tensor field
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function S:
r (fF ) = frF + F ⌦rf, (A.116)
div (fF ) = fdivF + F ·rf, (A.117)
r (F ·G) = (rF )TG+ (rG)T F , (A.118)
div (F ⌦G) = F divG+ (rF )G, (A.119)
div
 
STF
 
= S : rF + F · S, (A.120)
div (fS) = fdivS+ Srf, (A.121)
(A.122)
and
r (fS) = frS+ S⌦rf. (A.123)
A.3.2 Jacobian and Hessian matrices
The derivative of the vector field function is called the Jacobian matrix J defined by
J =
@F
@x
Jij =
@Fi
@xj
, (A.124)
and its determinant det J is called the Jacobian. If the Jacobian is positive then the
function preserves its orientation near the point x0 2 Rn and otherwise it reverses
orientation. The absolute value of the Jacobian gives the ratio of volume change
around that point.
The gradient of the Jacobian of a scalar or vector field function is called a Hessian
matrix H, which is the second derivative of a function in question:
H = Hij =
266664
@2f
@x12
@2f
@x1@x2
. . .
@2f
@x1@xn
...
... . . .
...
@2f
@xn@x1
@2f
@xn@x2
. . .
@2f
@xn2
377775
=
@2f
@xi@xj
. (A.125)
We use the Hessian matrix in the minimization of the strain energy density by using
the second derivative test. If the Hessian is positive-definite at a point x0 2 Rn,
then the function f has an isolated local minimum at that point. If the Hessian
matrix is negative-definite at that point then the function f attains a local maximum
at that point. If the Hessian has both negative and positive eigenvalues then the
point x0 2 Rn is a saddle point for f . A matrix M is positive definite if the scalar
yTMy is positive for any non-zero column vector y, and it is negative definite is
when yTMy < 0. As matrix is positive and negative semi-definite when yTMy   0
and yTMy  0, respectively.
210 Appendix A. Mathematical preliminaries
A.3.3 Directional derivative
If f is a multivariable scalar function f = f(x1, x2, . . . , xn) on Rn, then the partial
derivatives of f measure its variation in the direction of the coordinate axes. Partial
derivatives do not measure the variation in f in any other direction. For that,
one needs the directional derivative. For instance, the directional derivative of a
multivariable scalar function along a given direction v = {v1, v2, . . . , vn} at a given
point x0 = {x01 , x02 , . . . , x0n} is a generalization of the partial derivative, which
shows the rate of change of the function along a given vector v. Its general expression
for a scalar field function f = f(x1, x2, . . . , xn) at the point x0 is
rvf (x) = lim
✏!1
f (x+ ✏v)  f (x)
✏
. (A.126)
If the directional derivative exists along any vector v then
rvf (x) |x0 = rf (x0) · v. (A.127)
If all the partial derivatives of function f exist, namely if f is di↵erentiable and
continuous in any point x, then the directional derivative of a such function in any
direction v is determined by
Dvf (x) =

d
d✏
f (x+ ✏v)
 
✏=0
= Df (x)
⇥
v
⇤
= rf (x) · v = @f
@xi
vi. (A.128)
The properties of the directional derivatives are:
• If f (x) = f1 (x) + f2 (x) , then @f
@x
· v =
✓
@f1
@x
+
@f2
@x
◆
· v. (A.129)
• If f (x) = f1 (x) f2 (x) , then @f
@x
· v =
✓
@f1
@x
· v
◆
f2(x) + f1(x)
✓
@f2
@x
· v
◆
.
(A.130)
• If f (x) = f1
 
f2 (x)
 
, then
@f
@x
· v = @f1
@f2
@f2
@x
· v. (A.131)
For a vector field function F = {F1 (x) , F2 (x) , . . . , Fn (x)}, where x = {x1, x2,
. . . , xn}, then the directional derivative for any v involves the Jacobian matrix:
DvF (x) =

d
d✏
F (x+ ✏v)
 
✏=0
= DF (x)
⇥
v
⇤
= rF (x) ·v = @Fi
@xj
vj = Jijvj = J ·v.
(A.132)
The properties of such a directional derivative are:
• If F (x) = F 1 (x) + F 2 (x) , then @F
@x
· v =
✓
@F 1
@x
+
@F 2
@x
◆
· v. (A.133)
• If F (x) = F 1 (x)⇥ F 2 (x) , then
@F
@x
· v =
✓
@F 1
@x
· v
◆
⇥ F 2(x) + F 1(x)⇥
✓
@F 2
@x
· v
◆
. (A.134)
• If F (x) = F 1 (F 2(x)) , then @F
@x
· v = @F 1
@F 2
@F 2
@x
· v. (A.135)
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The directional derivative of scalar function of a second order tensor f = (S) is given
in the direction of a tensor T and is a second order tensor which is defined for any
T as:
DTf (S) =

d
d✏
f (S+ ✏T)
 
✏=0
= Df (S)
⇥
T
⇤
=
@f
@S
: T
= tr
 ✓
@f
@S
◆T
T
!
=
✓
@f
@S
◆
ij
Tij. (A.136)
The properties of this derivative are:
• If f (S) = f1 (S) + f2 (S) , then @f
@S
: T =
✓
@f1
@S
+
@f2
@S
◆
: T. (A.137)
• If f (S) = f1 (S) f2 (S) , then @f
@S
: T =
✓
@f1
@S
: T
◆
f2(S) + f1(S)
✓
@f2
@S
: T
◆
.
(A.138)
• If f (S) = f1 (f2(S)) , then @f
@S
: T =
@f1
@f2
✓
@f2
@S
: T
◆
. (A.139)
The directional derivative of a second order tensor field function F = F (S) in the
direction of T is a fourth order tensor for any T:
DTF (S) =

d
d✏
F (S+ ✏T)
 
✏=0
= DF (S)
⇥
T
⇤
=
@F
@S
: T =
✓
@f
@S
◆
klij
Tij. (A.140)
Its properties are:
• If F (S) = F1 (S) + F2 (S) , then @F
@S
: T =
✓
@F1
@S
+
@F2
@S
◆
: T. (A.141)
• If F (S) = F1 · (S)F2 (S) , then
@F
@S
: T =
✓
@F1
@S
: T
◆
· F2(S) + F1(S) ·
✓
@F2
@S
: T
◆
. (A.142)
• If f (S) = f1 (F2(S)) , then @f
@S
: T =
@f1
@F2
:
✓
@F2
@S
: T
◆
. (A.143)
Below we show some examples of the directional derivatives of the trace, determi-
nant and the inverse of a second order tensor on the direction  F↵  using the index
notation since it simplifies the calculations. We start from some basic examples
that we use in order to calculate the aforementioned derivatives. The directional
derivative of the second-order identity tensor I in the direction of any increment
 F is
@I
@F
:  F = 0 :  F = 0, (A.144)
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and the directional derivative of the second order tensor F with respect to itself in
the direction of any increment  F is
@F
@F
:  F = I :  F, (A.145)
but this shows better using index notation,
@ Fij
@ Fkl
  Fkl =  ik jl  Fkl = Ikl  Fkl = tr (I  F) = I :  F. (A.146)
Below we derive the directional derivatives of the trace and determinant with respect
to itself in the direction of any increment  F, respectively:
•
✓
@ (tr F)
@F
◆
 F =
✓
@ Fii
@ F↵ 
◆
  F↵  =  ↵i  i  F↵  =   Fii . (A.147)
•
✓
@ (det F)
@F
◆
 F =
1
3!
✏abc✏ijk
@(Fai Fbj Fck)
@ F↵ 
  Fxy
=
1
3!
✏abc✏ijk3 ax iy Fbj Fck   Fxy
=
1
2!
✏xbc✏yjk Fbj Fck   Fxy = (adjF)
T
xy   Fxy
= det F
 
F 1yx
 
 Fxy det F tr
 
F 1 F
 
, (A.148)
Let us also consider the directional derivative of the inverse of a second-order tensor
F defined by
FF 1 = I,
so that  
FF 1
 
ab
=  ab.
To calculate it, note that
F 1axFxb =  ab,
and thus
@
@Fkl
 
F 1axFxb
 
= 0.
In turn,
@
@ Fkl
 
F 1ax
 
Fxb =  
 
F 1ax
  @
@ Fkl
(Fxb)
and
@
@ Fkl
 
F 1ax
 
Fxb
 
F 1by
 
=    F 1ax    xk bl  F 1by  
such that
@
@ Fkl
 
F 1ay
 
=    F 1ak    F 1ly   . (A.149)
A.3 Tensor analysis 213
Finally, the directional derivative reads
@
@ Fkl
 
F 1ay
 
  Fkl =  
 
F 1ak
   
F 1ly
 
  Fkl
=    F 1ak   (  Fkl)  F 1ly  
=  ⇥F 1 FF 1⇤
ay
. (A.150)
A.3.4 Integration theorems
Since we are dealing with domains ⌦ of volume V , we need to integrate a function
over the volume; for instance, we integrate the strain energy density over the volume
in order to calculate the whole strain energy. We denote the domain boundary as
@V and let nˆ be the unit vector normal to the surface A containing the volume of
interest. In continuum mechanics and hence in deformation theory is very important
to connect the forces acting on a boundary with the stresses that develop in the
body. For a scalar field f this relation is expressed asZ
V
rfdV =
Z
@V
f nˆdA, (A.151)
and for any vector field function F it readsZ
V
rFdV =
Z
@V
F ⌦ nˆdA. (A.152)
A more familiar expression is the divergence theorem or the Gauss theorem of a
vector field F : Z
V
divFdV =
Z
@V
F · nˆdA. (A.153)
For a second order tensor field function S the same theorem readsZ
V
divSdV =
Z
@V
SnˆdA, (A.154)
since (S⌦ nˆ) : I = Snˆ.
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B
Variational formulation
B.1 Variational form of Saint-Venant–Kirchho↵model
The modified Saint-Venant–Kirchho↵ strain energy density is formulated as follows:
 (E) =
1
2
K (ln J)2 + µ tr
 
E2
 
, (B.1)
where J = detF and E = 12
 
FTF  I . Hence, the functional can be expressed in
terms of the deformation gradient tensor as
 (F) =
1
2
K
⇥
ln (detF)
⇤2
+ µ tr
✓
1
2
 
FTF  I  1
2
 
FTF  I ◆
=
1
2
K
⇥
ln (detF)
⇤2
+
1
4
µ tr
⇣  
FTF  I 2 ⌘ (B.2)
The first variation of the functional is derived starting from the calculation of the
derivative⇥
D (F)
⇤
↵ 
=
@ 
@ F↵ 
=
@
⇢
K
h
ln(detF)
i2
/2 + µ tr
⇣  
FTF  I 2 ⌘/4 
@ F↵ 
=
1
2
K
@
h
ln (det F)
i2
@ F↵ 
+
1
4
µ
@ tr
⇣  
FTF  I 2 ⌘
@ F↵ 
=
K
2
2 ln (det F)
@ ln (det F)
@ F↵ 
+
µ
4
@
⇥
(Fki Fkj   ij) (Fli Flj   ij)
⇤
@ F↵ 
= K ln (det F) (det F) 1 (adjF) T↵ 
+
µ
4
2 ( k↵ i  Fkj +Fki  k↵ j ) (Fli Flj   ij)
= K ln (det F) (det F) 1 (det F) F  T↵  +
+
µ
2
(Fli Flj F↵j  i  + Fli Flj F↵i  j    F↵j  i  ij   F↵i  j  ij)
= K ln (det F) F  T↵  +
µ
2
(Fl  Flj F↵j +Fli Fl  F↵i 2F↵ )
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= K ln (det F) F  T↵  +
µ
2
 
F↵j F
T
jl Fl  +F↵i F
T
il Fl   2F↵ 
 
= K ln (det F) F  T↵  + µ
h  
FFTF
 
↵ 
  F↵ 
i
=
n
K ln (det F)F T + µ
h  
FFTF
   F⇤o
↵ 
. (B.3)
After we found the derivative of the energy density we can easily calculate the first
variation:
D (F)[ F] =
@ 
@ F↵ 
  F↵ 
=
n
K ln(det F)F  T↵  + µ
⇥
(FFTF)↵    F↵ 
⇤o
  F↵ 
= K ln(det F)F T↵    F↵  +µ(FF
TF)↵   F↵    µF↵    F↵ 
= K ln(det F)F 1 ↵  F↵  +µ(FF
TF)T ↵  F↵    µF T ↵  F↵ 
= K ln(det F) tr(F 1 F) + µ tr(FTFFT F)  µ tr(F F).
(B.4)
The second derivative of the functional is⇥
D2 (F)
⇤
↵   
=
@2 (F)
@ F   @ F↵ 
=
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⇥
K ln(det F)F T
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   F⇤
↵ 
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FFTF
 
↵ 
  F↵ 
⇤
@ F  
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@ (ln (det F))
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 
F 1
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@ F  1 ↵
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+µ
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 
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ij Fj  +F↵i   j  i Fj  +F↵i F
T
ij  j        ↵   
 
= K
det F(F 1)T  
det F
(F 1)T↵   K ln(det F)(F  1   )(F  1 ↵ )
+µ(  ↵ F
T
 j Fj  +F↵  F   +F↵i F
T
i         ↵   )
= K
h  
F 1
 
T
  
 
F 1
 
T
↵    ln (det F)
 
F  1  
   
F  1 ↵
  i
+µ
 
  ↵ F
T
 j Fj  +F↵  F   +F↵i F
T
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 
. (B.5)
The second variational form is
D2 (F)[ F][ F] =
@2 
@ F   @ F↵ 
  F↵  F  
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= K
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 
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h
tr(FTF  FT F) + tr(F FTF  FT) + tr
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i
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i
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 
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(B.6)
The equilibrium equation we need to solve takes the following form:
D2 (F)[ F][ F] +D (F)[ F] = 0 (B.7)
i.e.,
K
h
tr(F 1 F) tr(F 1 F)  ln(det F) tr(F 1 F F 1 F)
i
+µ
h
2 tr(FTF  FT F) + tr(F FTF  FT)  tr( FT F)
i
+K ln(det F) tr(F 1 F) + µ tr(FTF FT F)  µ tr(F  F) = 0. (B.8)
B.2 Variational formulation of neo–Hookean model
The strain energy of the neo–Hookean model is
W (F) =
1
2
µ (IC   3  2 ln J) + 1
2
K (J   1)2, (B.9)
where J = detF , IC = trC and C = FTF. The functional takes the form
W (F) =
1
2
µ
h
tr(FTF)  3  2 ln(detF)
i
+
1
2
K (J   1)2 (B.10)
and the first derivative is
[DW (F)]↵  =
@W
@ F↵ 
=
@
⇢
µ
h
tr
 
FTF
   3  2 ln (det F) i/2 +K (J   1)2 /2 
@ F↵ 
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The first variation writes
DW (F) [ F] =
@ 
@ F↵ 
  F↵ 
=
⇢
µ
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(B.12)
The second derivative is⇥
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and the second variational form is
D2W(F) [ F] [ F] =
@2W
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The linearized equilibrium equation in the context of the Newton-Raphson method is
D2W(F) [ F] [ F] + DW (F) [ F] = 0 (B.15)
i.e.,
µ
h
tr
 
 FT F
 
+ tr
 
F 1  F F 1 F
  i
+K(det F)2 tr
 
F 1 F
 
tr
 
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+ µ
 
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 
FT F
   tr  F 1 F  +K (J   1) det F tr  F 1 F  = 0. (B.16)
B.3 Incompressibility
In incompressible materials the volume does not change, thus it is necessary to
enforce that J = 1 in the hyperelastic models that we use. For that reason we add a
(J   1) term containing a Lagrange multiplier pL to the elastic energy potential so
that the total potential reads
W (F,u, pL) =
Z
V
Wint (C) dV  
Z
V
f · u dV  
Z
@V
tA · u dA+
Z
V
pL (J   1) dV.
(B.17)
The variational form of the energy functionals changes by adding the first and second
variational forms of the Lagrangian term as follows:
DWL (F,u, pL)
⇥
 u,  pL
⇤
=
Z
V
 pL (J   1) dV +
Z
V
pLDJ
⇥
 u
⇤
dV (B.18)
and for the second variational we have
D2WL (F,u, pL)
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  u,   pL
⇤
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  u
⇤
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⇥
 u
⇤
dV
+
Z
V
pLD
2J
⇥
 u
⇤⇥
  u
⇤
dV (B.19)
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It is wise to keep only the isochoric part of the strain energy functional since the
volumetric term does not contribute to the total energy. Computationally, a material
is considered incompressible for Poisson ratio ⌫   0.45. Then, we need to use a
Lagrange multiplier in order to avoid the locking e↵ect, namely a numerical instability
which is created because of the product of the bulk modulus of a large value with a
term of a small change in the volume. For ⌫ > 0.45, the bulk modulus has a large
value K   1 and the relative volume change is small, thus J   1! 0. The product
K (J   1) creates the locking e↵ect.
C
Voronoi cell construction:
Diamond cubic case
The diamond cubic lattice is an open lattice which consists of an FCC Bravais
lattice with two identical atoms per lattice site. The distance between the two atoms
equals one quarter of the body diagonal of the cube (Fig. C.1). The diamond lattice
represents the crystal structure of the diamond, germanium (Ge), and silicon (Si). It
contains four lattice points per unit cell but eight atoms per unit cell. The maximum
packing density occurs when the atoms have a radius of 1/8 or the body diagonal of
the unit cell and then the atomic packing fraction is about 0.34.
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Figure C.1: Diamond cubic structure. The red and blue spheres represent the atoms of
the FCC lattice at the vertices and on the faces, respectively, whereas the yellow spheres
the extra four atoms that belong to the diamond lattice. a is the lattice constant.
We can calculate the minimum lattice constant at maximum packing density for
atoms with radius of R. Starting from the body diagonal we find that
a =
8Rp
3
. (C.1)
The unit cell volume and the Wigner–Seitz cell volume are Vunit cell = a3 and
VWS = a3/8, respectively.
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C.1 Geometrical properties
We model the atoms as homogeneous elastic spheres and we compute the elastic
energy stored in a sphere while interacting with the neighboring spheres as we
decrease the lattice constant to zero. In order to model this process nearest we need
to calculate the geometrical properties of a diamond lattice and its Wigner–Seitz
cell.
Since the system is monodisperse, the following study applies to each sphere
of the diamond cubic lattice. Here we choose the sphere “3” in the Fig. C.1 as
the reference sphere and we study its interactions with the neighbors. In order to
better visualize the geometry of the DC lattice, let us spell out the coordinates of
the nearest and next-nearest neighbors of a given site. We choose site 3 in Fig. C.1
as the reference located in the origin of the coordinate system O. Its four nearest
neighbors are sites 9, 11, 17, and 18 with coordinates
site 9: (14 , 14 , 14)a,
site 11: (14 ,
1
4 , 14)a,
site 17: ( 14 , 14 , 14)a,
site 18: ( 14 , 14 , 14)a,
Its 12 next-nearest neighbors include sites 1, 2, and 4 in the same unit cell,
site 1: ( 12 , 12 , 0)a,
site 2: (0, 12 , 12)a,
site 4: ( 12 , 0, 12)a,
and 9 sites from the neighboring unit cells (shown in Fig. C.2):
site a:(0, 12 ,
1
2)a, site d:(
1
2 , 0,
1
2)a, site g:( 12 , 0, 12)a,
site b:( 12 , 12 , 0)a, site e:(12 , 12 , 0)a, site h:(0, 12 , 12)a,
site c:(12 ,
1
2 , 0)a, site f:(0, 12 , 12)a, site i:(12 , 0, 12)a.
The center-to-center distance between the origin and the nearest neighbors is
D1st = k !O9k = k  !O11k = k  !O17k = k  !O18k =
p
(±1/4)2 + (±1/4)2 + (±1/4)2 =
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Figure C.2: DC unit cell with reference site 3 and six adjacent unit cells containing
next-nearest neighbors of the reference site.
p
3a/4. Similarly the center-to-center distance between the origin and the next-
nearest neighbors is D2nd = k !O1k = k !O2k = k !O4k = k !Oak = k !Obk = k !Ock =
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k !Odk = k !Oek = k !Ofk = k !Ogk = k !Ohk = k !Oik =p(±1/2)2 + (±1/2)2 = p2a/2. If
the sites of the DC lattice are populated by identical spheres, the centers of their
contact zones lie at a midpoint of all center-to-center distances separated by
D1 =
D1st
2
=
p
3
8
a (C.2)
and
D2 =
D2nd
2
=
p
2
4
a, (C.3)
as shown in Fig. C.3. The coordinates of the sixteen endpoints are:
A*:(1, 1, 1)a/8, E*:( 1, 1, 0a/4, I*:( 1, 1, 0)a/4, M*:(0, 1, 1)a/4,
B*:(1, 1, 1)a/8, F*:(0, 1, 1)a/4, J*:(1, 1, 0)a/4, N*:( 1, 0, 1)a/4,
C*:( 1, 1, 1)a/8, G*:( 1, 0, 1)a/4, K*:(1, 0, 1)a/4, P*:(0, 1, 1)a/4,
D*:( 1, 1, 1)a/8, H*:(0, 1, 1)a/4, L*:(1, 1, 0)a/4, Q*:(1, 0, 1)a/4.
D
1st
D
2nd
1
3
Figure C.3: Distances between site 3 and its nearest and next-nearest neighbors: The
centers of the contact zones lie at midpoints of center-to-center lines.
C.2 Planes of contact: Wigner–Seitz cell
We find the equations of the contact planes by calculating first the normal vector
ni, which connects the central sphere O(0, 0, 0) with the neighboring sphere Pi =
(xi, yi, zi) in contact:
ni =
  !
OPi
k  !OPik
(C.4)
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and then we calculate the plane which is perpendicular to the normal vector ni and
is described as the set of all points r such that
ni · (r  ri) = 0. (C.5)
Table C.1 lists the normals ni and the equations of planes of contact for all sixteen
neighbors of the reference site.
i ni equation of plane
A* (1, 1, 1)/p3 x+ y   z   3a/8 = 0
B* (1, 1, 1)/p3 x  y + z   3a/8 = 0
C* ( 1, 1, 1)/p3  x+ y+ z  3a/8 = 0
D* ( 1, 1, 1)/p3  x  y  z  3a/8 = 0
E* ( 1, 1, 0)/p2  x  y   a/2 = 0
F* (0, 1, 1)/p2  y + z   a/2 = 0
G* ( 1, 0, 1)/p2  x+ z   a/2 = 0
H* (0, 1, 1)/
p
2 y + z   a/2 = 0
I* ( 1, 1, 0)/p2  x+ y   a/2 = 0
J* (1, 1, 0)/
p
2 x+ y   a/2 = 0
K* (1, 0, 1)/
p
2 x+ z   a/2 = 0
L* (1, 1, 0)/p2 x  y   a/2 = 0
M* (0, 1, 1)/p2  y   z   a/2 = 0
N* ( 1, 0, 1)/p2  x  z   a/2 = 0
P* (0, 1, 1)/p2 y   z   a/2 = 0
Q* (1, 0, 1)/p2 x  z   a/2 = 0
Table C.1: Normal vectors and equations of contact planes.
The Wigner–Seitz cell of the diamond lattice is the volume confined by the
polyhedron whose faces lie on planes listed in Table C.1. Depending on the size of
sphere located at a sites of the DC lattice, the Wigner–Seitz cell is either a tetrahedron
(for 0 < R <
p
2a/4) of a triakis truncated tetrahedron (for R >
p
2a/4).
The Wigner–Seitz cell is a triakis truncated tetrahedron shown in Fig. C.4. This
polyhedron consists of four hexagonal faces, where the particle at a reference site is
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in contact with nearest neighbors, and twelve triangular faces, where it is in contact
with next-nearest neighbors. Depending on the ratio of sphere diameter and lattice
constant, the sphere at the reference site may be in contact with nearest neighbors
or with both nearest and next-nearest neighbors (Fig. 5.2).
C*
G*
H*
I*
Figure C.4: Wigner–Seitz cell for the DC lattice is the triakis truncated tetrahedron, with
four hexagonal and twelve triangular faces. C⇤, G⇤, H⇤, and I⇤ are the four contact planes
(Table C.1).
Bibliography
[1] D. Weaire and T. Aste, The pursuit of perfect packing. Institute of Physics
Publishing, Bristol, 2000.
[2] J. P. Hansen and H. Lo¨wen, “E↵ective interactions between electric double
layers,” Annu. Rev. Phys. Chem. 51 (2000) 209.
[3] R. A. L. Jones, Soft condensed matter. Oxford University Press, Oxford, 2002.
[4] M. Ballauf and C. N. Likos, “Dendrimers in solution: Insight from theory and
simulation,” Angew. Chem., Int. Ed. 43 (2004) 2998.
[5] D. Astruc, E. Boisselier, and C. Ornelas, “Dendrimers designed for functions:
From physical, photophysical, and supramolecular properties to applications
in sensing, catalysis, molecular electronics, photonics, and nanomedicine,”
Chem. Rev. 110 (2010) 1857.
[6] M. Ballauf, “Spherical polyelectrolyte brushes,” Prog. Polym. Sci. 32 (2007)
1135.
[7] I. W. Hamley, Block copolymers in solution: Fundamentals and applications.
John Wiley & Sons, England, 2005.
[8] C. N. Likos, “Soft matter with soft particles,” Soft Matter 2 (2006) 478.
[9] D. Frenkel, “Playing tricks with designer “Atoms”,” Science 296 (2002) 65.
[10] L. Onsager, “Theories of concentrated electrolytes,” Chem. Rev. 13 (1933) 73.
[11] L. Onsager, “The e↵ects of shape on the interaction of colloidal particles,”
Ann. N. Y. Acad. Sci. 51 (1949) 627.
[12] A. P. Gast and W. B. Russel, “Simple ordering in complex fluids,” Phys.
Today 51 (1998) 24.
[13] S. Auer and D. Frenkel, “Prediction of absolute crystal nucleation rate in
hard-sphere colloids,” Nature 409 (2001) 1020.
[14] U. Gasser, E. R. Weeks, A. Schofield, P. N. Pusey, and D. A. Weitz,
“Real-space imaging of nucleation and growth in colloidal crystallization,”
Science 292 (2001) 258.
[15] F. Frank and J. Kasper, “Complex alloy structures regarded as sphere
packings: I. definitions and basic principles,” Acta Cryst. 11 (1958) 184.
[16] F. Frank and J. Kasper, “Complex alloy structures regarded as sphere
packings: II. analysis and classification of representative structures,” Acta
Cryst. 12 (1959) 483.
227
228 BIBLIOGRAPHY
[17] S. Lee, M. J. Bluemle, and F. S. Bates, “Discovery of a Frank–Kasper   phase
in sphere-forming block copolymer melts,” Science 330 (2010) 349.
[18] X. Zeng, G. Ungar, Y. Liu, V. Percec, A. E. Dulcey, and J. K. Hobbs,
“Supramolecular dendritic liquid quasicrystals,” Nature 428 (2004) 157.
[19] C. R. Iacovella, A. S. Keys, and S. C. Glotzer, “Self-assembly of soft-matter
quasicrystals and their approximants,” Proc. Natl. Acad. Sci. USA 108 (2011)
20935.
[20] C. N. Likos, “E↵ective interactions in soft condensed matter physics,” Phys.
Rep. 348 (2001) 267.
[21] B. Li, D. Zhou, and Y. Han, “Assembly and phase transitions of colloidal
crystals,” Nat. Rev. 1 (2016) 1.
[22] P. Bolhuis and D. Frenkel, “Prediction of an expanded-to-condensed transition
in colloidal crystals,” Phys. Rev. Lett. 72 (1994) 2211.
[23] K. Kremer, M. O. Robbins, and G. S. Grest, “Phase diagram of Yukawa
systems: Model for charge-stabilized colloids,” Phys. Rev. Lett. 57 (1986)
2694.
[24] D. A. Young and B. J. Alder, “Melting-curve extrema from a repulsive “step”
potential,” Phys. Rev. Lett. 38 (1977) 1213.
[25] E. A. Jagla, “Phase behavior of a system of particles with core collapse,” Phys.
Rev. E 58 (1998) 1478.
[26] C. N. Likos, N. Ho↵mann, H. Lo¨wen, and A. A. Louis, “Exotic fluids and
crystals of soft polymeric colloids,” J. Phys.: Condens. Matter 14 (2002) 7681.
[27] P. Ziherl and R. D. Kamien, “Soap froths and crystal structures,” Phys. Rev.
Lett. 85 (2000) 3528.
[28] P. Ziherl and R. D. Kamien, “Maximizing entropy by minimizing area:
Towards a new principle of self-organization,” J. Phys. Chem. B 105 (2001)
10147.
[29] V. M. O. Batista and M. A. Miller, “Crystallization of deformable spherical
colloids,” Phys. Rev. Lett. 105 (2010) 088305.
[30] J. C. Pa`mies, A. Cacciuto, and D. Frenkel, “Phase diagram of Hertzian
spheres,” J. Chem. Phys. 131 (2009) 044514.
[31] S. Prestipino, F. Saija, and G. G. Malescio, “The zero-temperature phase
diagram of soft-repulsive particle fluids,” Soft Matter 5 (2009) 2795.
[32] L. D. Landau and E. M. Lifshitz, Theory of elasticity, 3rd ed.
Butterworth-Heinemann, Oxford, 1986.
BIBLIOGRAPHY 229
[33] G. M. Grason, B. A. DiDonna, and R. D. Kamien, “Geometric theory of
diblock copolymer phases,” Phys. Rev. Lett. 91 (2003) 058304.
[34] N. Xie, W. Li, F. Qui, and A.-C. Shi, “  phase formed in conformationally
asymmetric AB-type block copolymers,” ACS Macro Lett. 3 (2014) 906.
[35] A. Jusufi, J. Dzubiella, C. N. Likos, C. von Ferber, and H. Lo¨wen, “E↵ective
interactions between star polymers and colloidal particles,” J. Phys. Condens.
Matter. 13 (2001) 6177.
[36] B. Capone, I. Coluzza, F. LoVerso, C. Likos, and R. Blaak, “Telecheric star
polymers as self-assembling units from the molecular to the macroscopic scale,”
Phys. Rev. Lett. 109 (2012) 238301.
[37] J. Paturej, A. Milchev, S. A. Egorov, and K. Binder, “Star polymers confined
in a nanoslit: A simulation test of scaling and self-consistent field theories,”
Soft Matter 9 (2013) 10522.
[38] P. N. Pussey and W. van Megen, “Phase behavior of concentrated suspensions
of nearly hard colloidal spheres,” Nature 320 (1986) 340.
[39] G. A. McConnell, A. P. Gast, J. S. Huang, and S. D. Smith, “Disordered-order
transitions in soft sphere polymer micelles,” Phys. Rev. Lett. 71 (1993) 2102.
[40] R. L. Whetten, M. N. Shafigullin, J. T. Khoury, T. G. Schaa↵, I. Vezmar,
M. M. Alvarez, and A. Wilkinson, “Crystal structures of molecular gold
nanocrystal arrays,” Acc. Chem. Res 32 (1996) 397.
[41] V. S. K. Balagurusamy, G. Ungar, V. Percec, and G. Johansson, “Rational
design of the first spherical supramolecular dendrimers self-organized in a
novel thermotropic cubic liquid-crystalline phase and the determination of
their shape by X-ray analysis,” J. Am. Chem. Soc. 119 (1997) 1539.
[42] S. Chanpuriya, K. Kim, J. Zhang, S. Lee, A. Arora, K. D. Dorfman, K. T.
Delaney, G. H. Fredrickson, and F. S. Bates, “Cornucopia of nanoscale ordered
phases in sphere-forming tetrablock terpolymers,” ACS Nano 10 (2016) 4961.
[43] S. D. Hudson, H.-T. Jung, V. Percec, W.-D. Cho, G. Jihansson, G. Ungar,
and V. S. K. Balagurusamy, “Direct visualization of individual cylindrical and
spherical supramolecular dendrimers,” Science 278 (1997) 449.
[44] K. Hayashida, T. Dotera, A. Takano, and Y. Matsushita, “Polymeric
quasicrystal: Mesoscopic quasicrystalline tiling in ABC star polymers,” Phys.
Rev. Lett. 98 (2007) 195502.
[45] J. Zhang and F. S. Bates, “Dodecagonal quasicrystalline morphology in a
poly(styrene-b-isoprene-b-styrene-b-ethylene oxide) tetrablock terpolymer,”
J. Am. Chem. Soc. 134 (2012) 7636.
230 BIBLIOGRAPHY
[46] S. Lee, C. Leighton, and F. S. Bates, “Sphericity and symmetry breaking in
the formation of Frank–Kasper phases from one component materials,” Proc.
Natl. Acad. Sci. USA 111 (2014) 17723.
[47] S. Fisher, A. Exner, K. Zielske, J. Perlich, S. Deloudi, W. Steurer, P. Lindner,
and S. Fo¨rster, “Colloidal quasicrystals with 12-fold and 18-fold di↵raction
symmetry,” Proc. Natl. Acad. Sci. USA 108 (2011) 1810.
[48] D. V. Talapin, E. V. Shevchenko, M. I. Bodnarchuk, X. Ye, J. Chen, and C. B.
Murray, “Quasicrystalline order in self-assembly binary nanoparticle
superlattices,” Nature 461 (2009) 964.
[49] C. Xiao, N. Fujita, Y. Sakamoto, and O. Terasaki, “Dodecagonal tiling in
mesoporous silica,” Nature 487 (2012) 349.
[50] M. Huang, C.-H., J. Wang, S. Mei, X. Dong, Y. Li, M. Li, H. Liu, W. Zhang,
T. Aida, W. B. Zhang, K. Yue, and S. Z. D. Cheng, “Selective assemblies of
giant tetrahedra via precisely controlled positional interactions,” Science 348
(2015) 6233.
[51] K. L. Johnson, Contact Mechanics. Cambridge University Press, Cambridge,
1985.
[52] A. Sˇiber and P. Ziherl, “Many-body contact repulsion of deformable disks,”
Phys. Rev. Lett. 110 (2013) 214301.
[53] S. Mukhopadhyay and J. Peixinho, “Packings of deformable spheres,” Phys.
Rev. E 84 (2011) 011302.
[54] R. W. Ogden, Nonlinear elastic deformations. Dover Publications, New York,
1997.
[55] F. T. Wall, “Statistical thermodynamics of rubber,” J. Chem. Phys. 10 (1942)
132.
[56] F. T. Wall, “Statistical thermodynamics of rubber. II,” J. Chem. Phys. 10
(1942) 485.
[57] F. T. Wall, “Statistical thermodynamics of rubber. III,” J. Chem. Phys. 11
(1943) 527.
[58] P. J. Flory and J. J. Rehner, “Statistical mechanics of cross-linked polymer
networks I. Rubberlike elasticity,” J. Chem. Phys. 11 (1943) 512.
[59] L. R. G. Treloar, “The elasticity of a network of long-chain molecules–II,”
Trans. Faraday Soc. 39 (1943) 241.
[60] L. R. G. Treloar, “The elasticity of a network of long-chain molecules–III,”
Trans. Faraday Soc. 42 (1946) 83.
BIBLIOGRAPHY 231
[61] L. R. G. Treloar, “Volume changes and mechanical anisotropy of strained
rubbers,” Polymer 10 (1969) 279.
[62] M. Mooney, “A theory of large elastic deformation,” J. Appl. Phys. 11 (1940)
582.
[63] R. S. Rivlin, “Large elastic deformations of isotropic materials. I.
Fundamental concepts,” Phil. Trans. R. Soc. Lond. A 240 (1948) 459.
[64] F. Hecht, “FreeFEM++, version 3.40.” http://www.freefem.org/ff++.
[65] J. Riest, L. Athanasopoulou, S. A. Egorov, C. N. Likos, and P. Ziherl,
“Elasticity of polymeric nanocolloidal particles,” Sci. Rep. 5 (2015) 15854.
[66] L. Athanasopoulou and P. Ziherl, “Phase diagram of elastic spheres,” Soft
matter 13 (2017) 1463.
[67] A. Love, A treatise on the mathematical theory of elasticity. Cambridge
University Press, Cambridge, 1892.
[68] G. A. Holzapfel, Nonlinear solid mechanics, a continuum approach for
engineering. John Wiley & Sons, Chichester, 2000.
[69] J. Bonet and R. D. Wood, Nonlinear continuum mechanics for finite element
analysis, 2nd ed. Cambridge University Press, Cambridge, 2008.
[70] P. A. Kelly, “An introduction to solid mechanics.” Mechanics lecture notes,
”http://aiweb.techfak.uni-bielefeld.de/content/
bworld-robot-control-software/”, 2011.
[71] P. Wriggers, Computational contact mechanics, 2nd ed. Springer, Wien, 2006.
[72] G. A. Maugin, Continuum mechanics through the ages—from the Renaissance
to the twentieth century. Springer, Dordrecht, 2016.
[73] L. Bucciarelli and N. Dworsky, Sophie Germain: An essay in the history of the
theory of elasticity. D. Reidel Publishing, Dordrecht, 1980.
[74] R. Hooke, Lectures de potentia restitutiva, or, Of spring: Explaining the power
of springing bodies: To which are added some collections. Printed for J.
Martyn, London, 1678.
[75] T. Young, A course of lectures on natural philosophy and the mechanical arts.
Taylor & Walton, London, 1846.
[76] C. L. M. H. Navier, “Me´moire sur les lois de l’e´quilibre et du mouvement des
corps solides e´lastiques,” Me´m. Acad. Sci. Inst. France 2 (1821) 375.
[77] A. L. Cauchy, “Recherches sur l’e´quilibre et le mouvement inte´rieur des corps
solides ou fluides, e´lastiques ou non e´lastiques,” Bull. Soc. Filomat Paris 1
(1823) 9.
232 BIBLIOGRAPHY
[78] A. L. Cauchy, “Sur les e´quations qui expriment l’e´quilibre ou les lois du
mouvement inte´rieur d’un corps solide e´lastique ou non e´lastique,” Exercices
de mathe´matiques 2 (1828) 160.
[79] A. L. Cauchy, “De la pression ou tension dans un syste`me de points mate´riels,”
Exercices de mathe´matiques 3 (1828) 213.
[80] A. L. Cauchy, “Sur l’e´quilibre et le mouvement d’un syste`me de points
mate´riels sollicites par de forces d’attraction ou de re´pulsion mutuelle,”
Exercices de mathe´matiques 3 (1828) 227.
[81] G. Green, An essay on the application of mathematical analysis to the theories
of electricity and magnetism. T. Wheelhouse, Nottingham, 1828.
[82] G. Green, “On the laws of reflexion and refraction of light at the common
surface of two non-crystallized media,” Camb. Phil. Soc. Trans. 7 (1837) .
[83] L. R. G. Treloar, The physics of rubber elasticity, 3rd ed. Clarendon Press,
Oxford, 1975.
[84] M. Reiner, “Elasticity beyond the elastic limit,” Am. J. Math. 70 (1948) 433.
[85] C. Truesdell, “General and exact theory of waves in finite elastic strain,” Arch.
Rat. Mech. Analysis 8 (1961) 263.
[86] P. J. Blatz and W. L. Ko, “Application of finite elastic theory to the
deformation of rubbery materials,” Trans. Soc. Rheol. 6 (1962) 223.
[87] H. Hertz, “U¨ber die Beru¨rhung fester elastischer Ko¨rper,” J. reine angew.
Math. 92 (1881) 156.
[88] Wikimedia Commons, “Motion of a continuum body,” 2011.
https://en.wikipedia.org/wiki/Finite_strain_theory#/media/File:
Displacement_of_a_continuum.svg. File:Displacement of a continuum.svg.
[89] Wikimedia Commons, “Representation of the polar decomposition of the
deformation gradient,” 2008.
https://en.wikipedia.org/wiki/Finite_strain_theory#/media/File:
Polar_decomposition_of_F.png. File:Polar decomposition of F.png.
[90] R. E. Miller and V. B. Shenoy, “Size-dependent elastic properties of nanosized
structural elements,” Nanotechnology 11 (2000) 139.
[91] K. Miller, “How to test very soft biological tissue in extension?,” J. Biomech.
34 (2001) 651.
[92] S. Nasseri, L. E. Bilston, and N. Phan-Thien, “Viscoelastic properties of pig
kidney in shear, experimental results and modeling,” Rheol. Acta. 15 (1998)
127.
BIBLIOGRAPHY 233
[93] R. W. Ogden, “Large deformation isotropic elasticity—on the correlation of
theory and experiment for incompressible rubberlike solids,” Proc. R. Soc.
Lond. A 326 (1972) 565.
[94] E. M. Arruda and M. C. Boyce, “A three-dimensional constitutive model for
the large stretch behavior of rubber elastic materials,” J. Mechan. Phys.
Solids 41 (1993) 389.
[95] M. C. Boyce and E. M. Arruda, “Constitutive models of rubber elasticity: A
review,” Rubber Chem. Technol. 73 (2000) 504.
[96] Y. C. Fung, Biomechanics, mechanical properties of living tissues. Springer
Verlag, New York, 1993.
[97] C. O. Horgan and J. G. Murphy, “On the volumetric part of strain-energy
functions used in the constitutive modeling of slightly compressible solid
rubbers,” Int. J. Solids Struct. 46 (2009) 3078.
[98] D. P. Bertsekas, Constrained optimization and Lagrange multiplier methods.
Academic press, New York, 1982.
[99] N. W. Ashcroft and N. D. Mermin, Solid state physics. Hartcourt college
publishers, USA, 1976.
[100] E. D. Sands, Introduction to crystallography. Dover, New York, 1975.
[101] J. So´lyom, Fundamentals of the physics of solids: Volume 1 – Structure and
dynamics. Springer, Berlin, 2007.
[102] V. D. and M. Cloitre, “Tunable rheology of dense deformable colloids,” Curr.
Opin. Colloid Interface Sci. 19 (2014) 561.
[103] G. D. Scott and D. M. Kilgour, “The density of random close packing of
spheres,” J. Phys. D: Appl. Phys. 2 (1969) 863.
[104] Wolfram Research, Inc., “Crystal structure of the elements.”
http://periodictable.com/Properties/A/CrystalStructure.html.
[105] H. Kroto, J. Fischer, and D. Cox, The fullerenes. Pergamon press, New York,
2012.
[106] D. Weaire, The Kelvin problem: Foam structures of minimal surface area.
Taylor & Francis, London, 1996.
[107] B. Boren, “X-ray investigation of alloys of silicon with Chromium, Manganese,
Cobalt and Nickel,” Ark. Kem. Min. Geol. 11A (1933) 2.
[108] K. A. Sinha, “Topologically close-packed structures of transition metal alloys,”
Prog. Mat. Sci. 15 (1973) 81.
234 BIBLIOGRAPHY
[109] L. D. Hartsough, “Stability of A15 type phases,” J. Phys. Chem. Solids 35
(1974) 1691.
[110] M. Watzlawek, C. N. Likos, and H. Lo¨wen, “Phase diagram fo star polymer
solution,” Phys. Rev. Lett. 82 (1999) 5289.
[111] J. E. Lennard-Jones and A. F. Devonshire, “Critical phenomena in gases–I,”
Proc. Roy. Soc. A 163 (1937) 53.
[112] D. Frenkel and B. Smit, Understanding molecular simulation, 2nd ed.
Academic press, California, 2002.
[113] Y.-L. Lin, D.-M. Wang, W.-M. Lu, Y.-S. Lin, and K.-L. Tung, “Compression
and deformation of soft spherical particles,” Chem. Eng. Sci. 63 (2008) 195.
[114] Z. Wang, W. M. Mook, C. Niederberger, R. Ghisleni, L. Philippe, and
J. Michler, “Compression of nanowires using a flat indenter: Diametrical
elasticity measurement,” Nano Lett. 12 (2012) 2289.
[115] Y. Tatara, “Extensive theory of force-approach relations of elastic spheres in
compression and in impact,” ASME J Eng. Mater. Technol. 111 (1989) 163.
[116] K. L. Johnson, “One hundred years of Hertz contact,” Proc. Instn. Mech.
Engrs. 196 (1982) 363.
[117] K.-K. Liu, D. R. Williams, and B. Briscoe, “Compressive deformation of a
single microcapsule,” Phys. Rev. E 54 (1996) 6673.
[118] K.-K. Liu, D. R. Williams, and B. Briscoe, “The large deformation of a single
microelastomeric sphere,” J. Phys. D: Appl. Phys 31 (1998) 294.
[119] K.-K. Liu, “Deformation behaviour of soft particles: A review,” J. Phys. D:
Appl. Phys. 39 (2006) R189.
[120] S. Ahualli, A. Mart`ın-Molina, J. A. Maroto-Centeno, and M. Quesada-Pe´rez,
“Interaction between ideal neutral nano gels: A Monte Carlo simulation study,”
Macromolecules 50 (2017) 2229.
[121] E. H. Yo↵e, “Modified Hertz theory for spherical indentation,” Philos. Mag. A
50 (1984) 813.
[122] S. Timoshenko and J. N. Goodier, Theory of elasticity, 2nd ed. McGraw-Hill,
New York, 1951.
[123] K. Johnson, K. Kendall, and A. D. Roberts, “Surface energy and the contact
of elastic solids,” Proc. R. Soc. London A 324 (1971) 301.
[124] B. V. Derjaguin, V. M. Muller, and Y. P. Toporov, “E↵ect of contact
deformations on the adhesion of particles,” J. Colloid Interface Sci. 53 (1975)
314.
BIBLIOGRAPHY 235
[125] V. M. Muller, B. V. Derjaguin, and Y. P. Toporov, “On two methods of
calculation of the force of striking of an elastic sphere to a rigid plane,”
Colloids Surf. 7 (1983) 251.
[126] D. A. Spence, “The Hertz contact problem with finite friction,” J. Elasticity 5
(1975) 297.
[127] K. L. Johnson, “Adhesion and friction between a smooth elastic spherical
asperity and a plane surface,” Proc. R. Soc. London A 453 (1997) 163.
[128] E. Barthel, “Adhesive elastic contacts - JKR and more,” J. Phys. D: Appl.
Phys. 41 (2008) 163001.
[129] Y. Tatara, “On compression of rubber elastic sphere over a large range of
displacements-Part 1: Theoretical study,” ASME J Eng. Mater. Technol. 113
(1991) 285.
[130] Y. Tatara, S. Shima, and J. Lucero, “On compression of rubber elastic sphere
over a large range of displacements-Part 2: Theoretical study,” ASME J Eng.
Mater. Technol. 113 (1991) 292.
[131] Y. Tatara, “Large deformations of a rubber sphere under diametral
compression,” JSME Int. J. Ser. A 36 (1993) 109.
[132] Y.-L. Lin, D.-M. Wang, W.-M. Lu, Y.-S. Lin, and K.-L. Tung, “Compression
and deformation of soft spherical particles,” Chem. Eng. Sci. 63 (2008) 195.
[133] S.-D. Poisson, Traite de mecanique. Courcier, Paris, 1811.
[134] G. N. Greaves, A. L. Greer, R. Lakes, and T. Rouxel, “Poisson’s ratio and
modern materials,” Nat. Mater. 10 (2011) 823.
[135] D. Mousanezhad, S. Babaee, H. Ebrahimi, R. Ghosh, A. S. Hamouda,
K. Bertoldi, and A. Vaziri, “Hierarchical honeycomb auxetic metamaterials,”
Sci. Rep. 5 (2015) 18306.
[136] J. D. Weeks, D. Chandler, and H. C. Andersen, “Role of repulsive forces in
determining the equilibrium structure of simple liquids,” J. Chem. Phys. 54
(1971) 5237.
[137] G. S. Grest and K. Kremer, “Molecular dynamics simulation for polymers in
the presence of a heat bath,” Phys. Rev. A 33 (1986) 3628.
[138] K. Kremer and G. S. Grest, “Dynamics of entangled linear polymer melts: A
molecular-dynamics simulation,” J. Chem. Phys. 92 (1990) 5057.
[139] S. van Tee↵elen, A. J. Moreno, and C. N. Likos, “Cluster crystals in
confinement,” Soft Matter 5 (2009) 1024.
236 BIBLIOGRAPHY
[140] J. Tang, S. L. Levy, D. W. Trahan, J. J. Jones, H. G. Craighead, and P. S.
Doyle, “Revisiting the conformation and dynamics of DNA in slitlike
confinement,” Macromolecules 43 (2010) 7368.
[141] M. Daoud and P.-G. de Gennes, “Statistics of macromolecular solutions
trapped in small pores,” J. Phys. (France) 38 (1977) 85.
[142] A. Halperin and S. Alexander, “Confined star polymers,” Macromolecules 20
(1987) 1146.
[143] I. Doghri, Mechanics of deformable solids: Linear, nonlinear, analytical, and
computational aspects. Springer, Berlin, 2000.
[144] F. D. Murnaghan, “The compressibility of media under extreme pressures,”
Proc. Natl. Acad. Sci. USA 30 (1944) 244.
[145] P. A. Egelsta↵ and B. Widom, “Liquid surface tension near the triple point,”
J. Chem. Phys. 53 (1970) 2667.
[146] K. Brakke, “The Surface Evolver,” Exp. Math. 1 (1992) 141.
[147] A. E. Evangelopoulos, E. Glynos, F. Madani-Grasset, and V. Koutsos,
“Elastic modulus of a polymer nanodroplet: Theory and experiment,”
Langmuir 28 (2012) 4754.
[148] J. des Cloizeaux, “The lagrangian theory of polymer solutions at intermediate
concentrations,” J. Phys. (Paris) 36 (1975) 281.
[149] M. Daoud and J. P. Cotton, “Star shaped polymers: A model for the
conformation and its concentration dependence,” J. Phys. (Paris) 43 (1982)
531.
[150] C. N. Likos, H. Lo¨wen, M. Watzlawek, B. Abbas, O. Jucknischke, J. Allgaier,
and D. Richter, “Star polymers viewed as ultrasoft colloidal particles,” Phys.
Rev. Lett 80 (1998) 4450.
[151] F. Hecht, “New development in freefem++,” J. Numer. Math. 20 (2012) 251.
[152] C. Geuzaine and J.-F. Remacle, “Gmsh: A 3–D finite element mesh generator
with built-in pre- and post-processing facilities,” Int. J. Numer. Meth. Eng.
79 (2009) 109.
[153] T. Davis, “Algorithm 832: UMFPACK V4.3—an unsymmetric-pattern
multifrontal method,” ACM Trans.Math. Softw. 30 (2004) 196.
[154] M. Schulze, R. M. Lewis, J. H. Lettow, R. J. Hickey, T. M. Gillard, M. A.
Hillmyer, and F. S. Bates, “Conformational asymmetry and quasicrystal
approximants in linear diblock copolymers,” Phys. Rev. Lett. 118 (2017)
207801.
BIBLIOGRAPHY 237
[155] Wolfram Research, Inc., “Bulk modulus of the elements.”
http://periodictable.com/Properties/A/BulkModulus.al.html.
[156] B. J. Keene, “Review of data for the surface tension of pure metals,” Int. Mat.
Rev. 38 (1993) 157.
[157] R. W. Warfield and F. R. Barnet, “Elastic constants of bulk polymers,”
Angew. Makromol. Chem. 27 (1972) 215.
[158] P. Sharma, S. Ganti, and N. Bhate, “E↵ect of surfaces on the size-dependent
elastic state of nano-inhomogeneities,” Appl. Phys. Lett. 82 (2003) 535.
[159] C. R. Safinya, K. Ewert, A. Ahmad, H. M. Evans, U. Raviv, D. J. Needleman,
A. J. Lin, N. L. Slack, C. George, and C. E. Samuel, “Cationic liposome–DNA
complexes: From liquid crystal science to gene delivery applications,” Phil.
Trans. R. Soc. A 364 (2006) 2573.
[160] H. Dou, M. Li, Y. Qiao, R. Harniman, X. Li, C. E. Boott, S. Mann, and
I. Manners, “Higher-order assembly of crystalline cylindrical micelles into
membrane-extendable colloidosomes,” Nat. Commun. 8 (2017) 426.
238 BIBLIOGRAPHY
Razsˇirjeni povzetek v slovenskem
jeziku
Uvod
Zˇe dolgo je znano, da pri dovolj velikih gostotah suspenzije sfericˇnih polimernih
nanokoloidnih delcev, kot so zvezdasti polimeri ter micele iz dendrimerov in blocˇnih
kopolimerov, spontano tvorijo raznovrstne kristalne strukture in celo kvazikristale.
Cˇeravno niso povsem enaka, so fazna zaporedja, ki jih opazimo v tovrstnih suspenzijah,
dokaj konsistentna in pogosto vsebujejo telesno in ploskovno centrirani kubicˇni mrezˇi
(znanima pod anglesˇkima kraticama FCC oziroma BCC), mrezˇo A15, heksagonalno
mrezˇo (na kratko oznacˇno z anglesˇko kratico H), mrezˇo   in slojevite dodekagonalne
kvazikristale [41, 18, 42]. Slika 1 prikazuje samosestavo dendrimerov v sfericˇne micele,
osnovne celice nekaterih omenjenih kristalov ter uklonsko sliko, ki dokazuje obstoj
dodekagonalnega kvazikristala v suspenziji dendrimerov.
Obstoj tesnih skladov, kot sta mrezˇa FCC in heksagonalni tesni sklad (z anglesˇko
kratico HCP), je znotraj klasicˇne statisticˇne fizike najlazˇje pojasniti z modelom
trdih sfer. Za netesne sklade pa je potreben drugacˇen meddelcˇni potencial in
zanimanje teoretikov za to podrocˇje ter s tem za snovi, v katerih se pojavljajo fazni
prehodi med trdnimi fazami in ki ne tvorijo le tesnih kristalnih skladov, je zˇe dolgo
veliko [19, 23, 24, 25, 26, 27, 28, 29, 30, 31, 33, 34]. Fazno obnasˇanje omenjenih
suspenzij micel je odvisno predvsem od koncentracije micel. Pri majhnih gostotah
micele ne izkazujejo prostorskega reda. A ko se koncentracija delcev vecˇa, so razdalje
med njimi vse manjˇse, kar omejuje njihovo gibanje in vodi do nastanka kristalnih
mrezˇ. Ko postane povprecˇna razdalja manjˇsa od velikosti micel, se te deformirajo ob
stiku s sosedami; lahko pride tudi do prepleta polimernih verig sosednih micel, torej
do interpenetracije. Pri trdih delcih taksˇnega obnasˇanja ne opazimo. Deformabilnost
imamo torej lahko za skupno lastnost mnogih vrst polimernih micel.
Mehki meddelcˇni potenciali med polimernimi nanokoloidi, kakrsˇne so omenjene
micele, so osnova za tvorbo netesnih kristalnih skladov ter s tem za fazni diagram, ki
bistveno odstopa od faznega diagrama trdih sfer. Osrednja hipoteza te disertacije
je, da lahko mikromehaniko deformabilnih nanokoloidnih delcev opiˇsemo s klasicˇno
teorijo elasticˇnosti in da lahko fazni diagram nanokoloidne suspenzije interpretiramo
tako, da delce obravnavamo kot elasticˇna telesa v stiku. Cˇeprav je klasicˇna teorija
elasticˇnosti definirana zgolj na skalah, kjer lahko snov obravnavamo kot zvezno
sredstvo, jo bomo uporabili za opis deformacije supramolekularnih micel.
Ta zamisel ni nova, vendar je bila do sedaj uporabljena le v okviru Hertzove
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teorije, ki opisuje elasticˇno energijo dveh osnosimetricˇnih teles v stiku pri majhnih
indentacijah (slika 2a). Hertzova elasticˇna energija se glasi
FH =
8
p
2Y
p
 
15 (1  ⌫2)h
5/2, (1)
kjer je Y Youngov modul, ⌫ Poissonovo sˇtevilo,   referencˇni premer sfer in h
indentacija sticˇne ploskve [32]. Hertzova teorija zanemari nelokalno naravo elasticˇne
deformacije in iz nje izhajajocˇe vecˇdelcˇne pojave. Teoreticˇni fazni diagram sistema
mehkih sfer, dobljen v okviru Hertzovega priblizˇka, opisujeta deli [30] in [31]. Ta
fazni diagram vsebuje fazne prehode prvega reda med kristali s kubicˇno, trigonalno,
tetragonalno in heksagonalno simetrijo (slike 2b-d); sliki 2c in d se nanasˇata na fazno
zaporedje pri absolutni nicˇli. Najzanimivejˇsi del teh faznih diagramov, dobljenih z
nekoliko razlicˇnimi pristopi (odtod neenaki rezultati), je stabilnost netesnih skladov.
A ti se pojavijo pri velikih reduciranih gostotah (⇢ 3 > 2.5), kjer Hertzova teorija ni
vecˇ veljavna, zato je pomen teh rezultatov vprasˇljiv. Relevantnost raziskav, slonecˇih
na Hertzovi teoriji, je omejena zaradi omejenosti te teorije na majhne indentacije.
Cˇeprav ni kriterija, ki bi jasno locˇil majhne (infinitezimalne) deformacije od velikih
(koncˇnih), lahko predpostavimo, da se koncˇne deformacije pricˇno pri indentacijah,
kjer ima deformacija globalen vpliv na telo. Pri velikih indentacijah je deformacija
elasticˇnih teles nelokalna, interakcije med elasticˇnimi telesi pa niso parsko aditivne.
V tej disertaciji se zanimamo za vlogo deformabilnosti mehkih sfericˇnih koloidnih
delcev pri njihovem zlaganju v kristalne sklade. Zato zanemarimo vpliv kakrsˇne
BCC
A15
ı
dodekagonalni
kvazikristal
monodendron
(a)
(b)
(d)
(c)
Slika 1: Shematski prikaz samosestave micel v suspenziji dendrimerov (a), kemijske
strukture monodendrona iz dela [18] (b), urejenih kristalnih faz, opazˇenih v tem delu (c),
ter rentgenskega uklonskega vzorca z dvanajstˇstevno simetrijo, ki ga da dodekagonalni
kvazikristal suspenzije dendrimerov (d). Povzeto po delu [18].
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Slika 2: Hertzov potencial (a) in fazni diagram sfer s Hertzovim potencialom v ravnini 
⇢ 3, kBT/"
 
(b; povzeto po delu [30]). Fazna diagrama sfer s Hertzovim potencialom pri
absolutni nicˇli (c in d; povzeto po delih [30] oziroma [31]). Kratice so razlozˇene v glavnem
delu besedila.
koli druge interakcije med sferami razen elasticˇnih sil, ki nastopijo, ko sosednje sfere
pritiskajo ena na drugo. Elasticˇne interakcije med sferami in njihovo deformacijo bomo
opisali s teorijo koncˇnih deformacij in tako vkljucˇili tudi vecˇdelcˇne pojave, ki jih v
Hertzovi teoriji ni. Uporabili bomo modificirani Saint-Venant–Kirchho↵ov model, ki je
razsˇiritev nelinearnega Hookovega modela na koncˇne deformacije, ter Ogdenov model,
ki opisuje velike deformacije in je skladen z elasticˇnim obnasˇanjem polimernih verig
in gumi podobnih materialov. Nasˇ pristop vkljucˇuje sˇe vnaprejˇsnji izbor kristalnih
mrezˇ, za katere bomo izracˇunali elasticˇno energijo v okviru celicˇnega priblizˇka.
Tu privzamemo, da so sticˇne ploskve ravne, in vpliv sosednih sfer uposˇtevamo
z geometrijsko ograditvijo referencˇne sfere na Wigner–Seitzovo celico. Glede na
izsledke eksperimentov se bomo omejili na devet kristalnih mrezˇ, in sicer na preprosto
kubicˇno (SC), BCC, FCC, HCP, diamantno kubicˇno (DC), heksagonalno (H), telesno
centrirano tetragonalno (BCT), preprosto tetragonalno (ST) in A15; zopet smo
uporabili ustaljene anglesˇke kratice.
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Deformacije sfer ob stiku je mocˇno odvisno od njihovega Poissonovega sˇtevila,
ki dolocˇa stopnjo dilatacije in indentacije. Da bi resˇili kontaktni problem, moramo
dolocˇiti ravnovesno polje vektorja premika in elasticˇno energijo teles v stiku. V
tej disertaciji to nalogo resˇimo numericˇno, in sicer z metodo koncˇnih elementov v
zgoraj omenjenem celicˇnem priblizˇku. Metodo koncˇnih elementov implementiramo v
odprtokodnem programu FreeFEM++ [64].
Diametralni stisk: Hertzova teorija
Prvo teorijo stika elasticˇnih sfer (ali natancˇneje osnosimetricˇnih elipsoidov) je pred-
stavil Hertz leta 1882 [51, 87] ter izpeljal odvisnost sile med sferama od indentacije:
ko se sila P povecˇuje, se povecˇuje tudi indentacija. Isti rezultat lahko uporabimo
tudi za opis diametralnega stiska sfere s polmerom R, Youngovim modulom Y in
Poissonovim sˇtevilom ⌫, kjer velja
P =
8 Y
p
 
3
p
2 (1  ⌫2)h
3/2. (2)
Slike 3a-c prikazujejo numericˇno izracˇunano obliko elasticˇne sfere s premerom  ,
ki je stisnjena med togima plosˇcˇama s konstantno obremenitvijo P . Za numericˇni
izracˇun smo uporabili modificirani neo–Hookov hiperelasticˇni model, za sfero pa smo
izbrali polmer R = 1 cm, Youngov modul Y = 185 N/cm2 in Poissonovo sˇtevilo
⌫ = 0.46 kot v delu [115]. Zaradi stiska se prosta povrsˇina sfere razsˇiri v precˇni smeri
— odmik v precˇni ravnini podamo z u(z, R) — in polmer sticˇne ploskve a(h) se vecˇa
z indentacijo h. Na slikah 3d in e sta prikazani Hertzovi napovedi celotne sile P
in relativnega polmera sticˇne povrsˇine 2a/  za diametralni stisk sfere z Y = 185
N/cm2 in ⌫ = 0.1, 0.3 in 0.49. Slika 3d kazˇe, da na odvisnost odmika od sile mocˇno
vpliva Poissonovo sˇtevilo. Slika 3e pa po drugi strani izpostavlja, da je polmer sticˇne
ploskve pri razlicˇnih indentacijah neodvisen od snovnih lastnosti, saj namrecˇ velja
a =
p
2hR.
Diametralni stisk je ena od uveljavljenih metod za preucˇevanje elasticˇnih snovnih
parametrov, kot je denimo Poissonovo sˇtevilo ⌫, ki predstavlja razmerje relativne
spremembe precˇne razsezˇnosti telesa ( L/L0) in relativne spremembe vzdolzˇne
razsezˇnosti ( L0/L0). Poissonovo sˇtevilo je povezano z deformabilnostjo materialov:
stisljivim z ⌫ < 0.5 se zaradi deformacije prostornina spremeni, nestisljivim z ⌫ = 0.5
pa ne. S spremljanjem reduciranega centralnega lateralnega raztezka
⇣ =   L
 L0
(3)
kot funkcije sˇirine rezˇe ali indentacije lahko razlikujemo med bolj in manj stisljivimi
snovmi. Kot je pricˇakovati, imajo skoraj nestisljivi materiali s Poissonovim sˇtevilom
⌫ > 0.4 vecˇji lateralni raztezek (slika 4a). Poissonovo sˇtevilo je definirano v obmocˇju
majhnih indentacij, kjer ga lahko imamo za konstanto. Cˇe privzamemo, da je
⌫ = konst. pri vseh indentacijah, lahko za telesa preprostih oblik izracˇunamo odvisnost
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Slika 3: Numericˇno dobljena oblika diametralno stisnjene mehke sfere z ⌫ = 0.46 pri
relativnih indentacijah 2h/  = 0, 0.4 in 0.8 (a–c). Med sfero in plosˇcˇama je okrogla sticˇna
ploskev s polmerom a (rdecˇa cˇrta). Med stiskanjem se sfera razsˇiri v lateralni smeri, radialni
odmik na ekvatorju pa znasˇa u(0, R). Celotna sila (d) in relativni polmer sticˇne povrsˇine (e)
kot funkciji relativne indentacije 2h/  diametralni stisk, kot napoveduje Hertzov model z
Y = 185 N/cm2 ter ⌫ = 0.1, 0.3 in 0.49.
 L/L0 od  L0/L0. Za kocko dobimo
 L
L0
=
✓
1   L
0
L0
◆ ⌫
  1, (4)
tako da je reducirani centralni lateralni raztezek ⇣ enak
⇣ =
(1  L0/L0) ⌫   1
 L0/L0
. (5)
Tocˇkaste cˇrte na sliki 4a prikazujejo relativni precˇni raztezek diametralno stisnjene
kocke s Poissonovimi sˇtevili ⌫ = 0.1, 0.3 in 0.49 pri razlicˇnih stopnjah stiska, kakrsˇnega
napoveduje enacˇba (5). Vidimo, da je razmerje  L/L0 in  L0/L0 konstantno le
pri majhnih deformacijah, medtem ko pri vecˇjih deformacijah linearna zveza med
transverzalno in aksialno obremenitvijo ne velja vecˇ. To ponazarjajo cˇrtkane cˇrte, ki
predstavljajo linearno zvezo. Opazimo lahko, da se obmocˇje deformacij, kjer linearna
zveza velja, ozˇi s Poissonovim sˇtevilom. Na isti sliki neprekinjene cˇrte prikazujejo
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Slika 4: Precˇni raztezek enoosno stisnjene kocke kot funkcija vzdolˇznega stiska za Pois-
sonova sˇtevila ⌫ = 0.1, 0.3 in 0.49, kot ga napoveduje enacˇba (5) (a; tocˇkaste cˇrte) in kot ga
da numericˇna resˇitev neo-Hookovega modela (neprekinjene cˇrte); cˇrtkane cˇrte prikazujejo
linearno zvezo med precˇnim raztezkom in vzdolcˇnim stiskom, ki velja zgolj pri majhnih
deformacijah. Dodali smo sˇe sliko stisnjene kocke pri ⌫ = 0.49 in  L
0
/L0 = 0.18. Na sliki b
je reducirani centralni lateralni raztezek ⇣ diametralno stisnjene modificirane neo–Hookove
sfere (neprekinjene cˇrte) in modificirane neo–Hookove kocke (cˇrtkane cˇrte) kot funkcija
reducirane sˇirine rezˇe za ⌫ = 0.1, 0.3 in 0.49. Sliki c in d shematsko ilustrirata profila
mehanske napetosti na sticˇnih ploskvah kocke oziroma sfere z elasticˇnim polprostorom. Pri
kocki je profil enakomeren, pri sferi ne.
numericˇne rezultate za diametralno stisnjeno kocko, katere elasticˇno energijo opisuje
modificirani neo–Hookov model. Neprekinjene cˇrte na sliki 4b kazˇejo reducirani
centralni lateralni raztezek ⇣ diametralno stisnjene mehke sfere z ⌫ = 0.1, 0.3 in 0.49
kot funkcijo relativne spremembe vzdolzˇne razsezˇnosti. Na isti sliki smo s cˇrtkanimi
cˇrtami narisali tudi ⇣ diametralno stisnjene kocke za iste vrednosti ⌫, ki je precej
drugacˇna od tiste za sfero. S tem smo ilustrirali, kako na ⇣ vpliva oblika telesa.
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Pri telesih, podobnih kocki, je razmerje transverzalne in vzdolzˇne deformacije pri
majhnih deformacijah natanko enako Poissonovemu sˇtevilu, pri sferi in drugih telesih
z nekonformnimi povrsˇinami pa ne.
Razlika med ⇣ za sfero in kocko izhaja prvenstveno iz razlicˇnih ukrivljenosti sticˇnih
povrsˇin. Ko se elasticˇni telesi dotakneta v tocˇki (kar se zgodi pri telesih z nekonform-
nimi povrsˇinami), je profil mehanske napetosti na sticˇni ploskvi neenakomeren in
podoben tistemu na sliki 4d. Po drugi strani je za telesa, katerih ploskve so v polnem
stiku (kot sta kocka in polprostor na sliki 4c), znacˇilen enakomeren profil napetosti.
Razlicˇni profili napetosti znotraj teles vodijo do razlicˇnih elasticˇnih obnasˇanj, torej
tudi do razlicˇnih ⇣. Tega za telesa s konformnimi povrsˇinami podaja enacˇba (5), za
telesa z ukrivljenimi povrsˇinami pa nimamo kaksˇnega podobnega splosˇnega izraza.
Elasticˇnost sfericˇne polimerne sˇcˇetke
Nasˇa naslednja naloga je ugotoviti, ali lahko mehke polimerne nanokoloidne delce
obravnavamo kot elasticˇna telesa. V ta namen bomo primerjali obnasˇanje diametralno
stisnjene elasticˇne sfere z numericˇnimi simulacijami molekularne dinamike polimerne
sˇcˇetke, pritrjene na majhen koloiden delec (slika 5a). Pri tem se bomo oprli na
primerjavo reduciranega centralnega lateralnega raztezka ⇣, kakrsˇnega dasta oba
modela, in s tem ocenili efektivno Poissonovo sˇtevilo nanokoloidnega delca. Slika 5b
prikazuje reduciran centralni lateralni raztezek ⇣ za tanko (Nc = 30) in debelo
(Nc = 50) sˇcˇetko s funkcionalnostmi f = 30, 40, 50 in 60. Najprej opazimo, da so ⇣
pri dani sˇirini rezˇe za vsako od vrednosti Nc v zelo dobrem priblizˇku univerzalni, torej
neodvisni od funkcionalnosti; zato smo jih tudi narisali z istimi simboli. Tudi razlike
med nabori podatkov za Nc = 30 in Nc = 50 se zelo malo razlikujejo, tako da lahko
sklenemo, da je obnasˇanje dokaj univerzalno. Nadalje vidimo, da so pri majhnih
stiskih rezultati simulacij sicer res dokaj raztreseni, a vseeno jasno razkrivajo kolenast
porast ⇣ pri majhnih stiskih. Ta je viden v dveh naborih podatkov pri f = 60, ki
sta dodatno narisana tudi na sliki 6b. Ozkemu obmocˇju majhnih stiskov sledi sˇirsˇe
obmocˇje prakticˇno linearne odvisnosti ⇣ od sˇirine rezˇe, ki se pricˇne pri L/2R0g ⇡ 1.6
in sega do okvirno 0.7. Pri L/2R0g ⇠= 0.5 nastopi prehod v rezˇim velikih stiskov, ki
ga karakterizira strmejˇsa odvisnost ⇣ od sˇirine rezˇe.
Efektivni premer sˇcˇetke lahko definiramo z nastopom deformacije, kjer rezˇa sluzˇi
kot kljunasto merilo. Cˇe odmislimo ocˇitno numericˇno nenatancˇnost, rezultati simulacij
na sliki 5b kazˇejo, da je ⇣ nenicˇeln pri L/2R0g < 1.7, tako da je efektivni premer
D⇤ ⇠= 3.4R0g. Izrazita univerzalnost deformacije polimernih sˇcˇetk mora biti posledica
temeljnih strukturnih lastnosti polimerov in poucˇen zacˇetni pristop k njihovem
razumevanju nudi teorija skaliranja. Numericˇne rezultate lahko interpretiramo tudi s
kontinuumsko teorijo elasticˇnosti, recimo kar z enoosno deformacijo kocke; ujemanje
z diametralno stisnjeno kocko z ⌫ = 0.3 [enacˇba (5); bela cˇrtkana cˇrta na sliki 5b]
je namrecˇ zelo dobro povsod razen pri zelo majhnih stiskih. To pomeni, da lahko
srednje in velike deformacije sˇcˇetke razmeroma dobro pojasnimo s stiskom elasticˇne
kocke z ⌫ = 0.3. Sˇe boljˇse ujemanje torej pricˇakujemo pri geometrijsko ustreznejˇsem
modelu elasticˇne sfere, saj je prosta sˇcˇetka okrogla (slika 5c).
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Slika 5: Univerzalno obnasˇanje deformacije sfericˇnih polimernih sˇcˇetk: slika simulirane
sˇcˇetke med vzporednima stenama (a) ter reducirani centralni lateralni raztezek ⇣ kot
funkcija sˇirine rezˇe L/2R0g za tanko (Nc = 30, cˇrni krogi) in debelo sˇcˇetko (Nc = 50,
rdecˇi krogi) s funkcionalnostmi f = 30, 40, 50 in 60 (b). Bela cˇrtkana cˇrta, zasencˇena
pri L/2R0g & 1.4, predstavlja ⇣ za kocko z ⌫ = 0.3. Vidimo, da mocˇno stisnjena sˇcˇetka
izkazuje enako obnasˇanje kot elasticˇno telo. Shematski prikaz modela mehke sfere, v katerem
sfericˇno polimerno sˇcˇetko (c) lahko obravnavamo kot homogeno elasticˇno sfero s premerom
D⇤ = 3.4 R0g (d).
Opravili smo analizo diametralnega stiska mehke sfere in ga primerjali s simulacijo
sfericˇne polimerne sˇcˇetke. Mehko sfero smo opisali z neo–Hookovim modelom, ki
izhaja iz statisticˇne termodinamike trirazsezˇne polimerne mrezˇe [59, 60, 55]. Tu se
prostorninska gostota proste energije glasi [143]
fdefSB =
Y
4(1 + ⌫)
 
I¯1   3
 
+
Y
6(1  2⌫) (J   1)
2 , (6)
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kjer je I¯1 prva invarianta izohornega dela Greenovega deformacijskega tenzorja F
TF,
F je gradient deformacije in J = detF. Cˇe za enoto dolzˇine izberemo D⇤ in energijo
izrazimo v enotah Y D3⇤, ostane Poissonovo sˇtevilo ⌫ edini snovni parameter. S
primerjavo centralnega lateralnega raztezka ⇣ diametralno stisnjene modificirane neo–
Hookove sfere pri razlicˇnih ⌫ z numericˇnimi rezultati smo poiskali optimalno ujemanje
pri znatnih stiskih, ki nastopi pri ⌫ = 0.3 (slika 6a). V rezˇimu majhnih in zmernih
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Slika 6: Primerjava reduciranega centralnega lateralnega raztezka ⇣ sfericˇne polimerne
sˇcˇetke z Nc = 30 in Nc = 50 ter f = 60 SPB, dobljenega s simulacijami, z napovedmi
modela mehke sfere z ⌫ = 0.27, 0.3 in 0.33 (a). Slika b prikazuje iste numericˇne rezultate
skupaj s kombinacijo modela mehke sfere z ⌫ = 0.3 pri L/2R0g < 0.5 (zelena cˇrta) in s
kapljicˇnim modelom s  = 0.6 pri L/2R0g > 0.5 (modra cˇrta). Na sliki c je ⇣, izracˇunan
s kapljicˇnim modelom za  = 0.4, 0.6 in 0.8 (modre cˇrte) in z modelom mehke sfere za
⌫ = 0.27, 0.3 in 0.3 (zelene cˇrte). Vsak od modelov je narisan s polno cˇrto v obmocˇju, kjer
dobro velja, in s cˇrtkano cˇrto izven tega obmocˇja.
stiskov nasˇ model ne opiˇse dobro numericˇnih rezultatov ne glede na Poissonovo
sˇtevilo; kolenasto obnasˇanje pri majhnih stiskih pa lahko zajame t.i. kapljicˇni model,
v katerem sfericˇno polimerno sˇcˇetko opiˇsemo kot stisljivo kapljico s primerno enacˇbo
stanja in s povrsˇinsko energijo. Kapljicˇni model zelo dobro napove ⇣ v obmocˇju
majhnih in zmernih stiskov pri sˇirinah rezˇ, ki segajo od 100% do priblizˇno 30%
efektivnega premera D⇤ (sliki 6b in c). V tem modelu deformacijo polimerne sˇcˇetke
nadzoruje en sam brezdimenzijski parameter
 =
2  T
R0
, (7)
ki je enak dvakratniku razmerja Egelsta↵–Widomove dolzˇine `EW =   T [145] in
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referencˇnega polmera kapljice R0 = (3V0/4⇡)1/3; tu je V0 prostornina kapljice pri
tlaku 0.
Ugotovili smo, da v rezˇimu velikih deformacij sfericˇne polimerne sˇcˇetke lahko
obravnavamo kot mehke elasticˇne sfere in jih opiˇsemo s klasicˇno teorijo elasticˇnosti. Ta
vzpodbudna ugotovitev utemeljuje uporabo tega pristopa za teoreticˇno interpretacijo
faznega diagrama mehkih nanodelcev.
Omejitve Hertzove teorije
Napovedi Hertzove teorije temeljijo na predpostavki, da je indentacija mnogo manjˇsa
od polmera referencˇne sfere in da se sosednje sticˇne ploskve ne prekrivajo. Ob stiku
z drugo sfero se referencˇna sfera deformira v prisekano sfero, velikost krozˇnih sticˇnih
ploskev pa se z indentacijo povecˇuje. Shematski prikaz sfer v stiku ilustrira, da se pri
majhnih indentacijah sosednje sticˇne ploskve ne prekrivajo (slika 7), a da ob vecˇjih
indentacijah to postane neizogibno. Po tocˇki, ko se sosednje sticˇne ploskve staknejo,
jih ni vecˇ mocˇ obravnavati neodvisno; temu rezˇimu pravimo izrazito fasetiranje. V
sistemu deformabilnih delcev je (povprecˇna) indentacija posameznega stika med
sosedoma in s tem stopnja fasetiranja seveda odvisna od gostote.
h
h
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Slika 7: Shematski prikaz nastanka sticˇnih ploskev (tocˇkaste cˇrte) na referencˇni spodnji
sferi v rezˇimu majhnih indentacij, kjer sta sosedni sticˇni ploskvi geometrijsko neodvisni (a)
in v rezˇimu izrazitega fasetiranja, kjer se sosedni sticˇni ploskvi stakneta (b).
Geometrijsko lahko razlikujemo med tremi obmocˇji, ki odsevajo razlicˇne stopnje
indentacije in so odvisne od razdalj med sosednimi sticˇnimi ploskvami. Pri majhnih
indentacijah imamo Hertzov rezˇim, v katerem je deformacijska energija parsko
aditivna in je torej odboj referencˇne sfere z vsakim od sosedov neodvisen od drugih
sosedov. Ta rezˇim sega od gostote, pri kateri se sfere zgolj dotikajo, pa kvecˇjemu
do gostote, pri kateri se dotikajo sosednje sticˇne ploskve; fizikalni argumenti namrecˇ
Hertzov rezˇim omejijo bolj kot geometrijski. Od zlitja sosednih sticˇnih ploskev naprej
sledi obmocˇje izrazitega fasetiranja, ki velja vse do gostote, pri kateri se sfera zaradi
deformacije preoblikuje v polieder; tu se zacˇne rezˇim popolnega fasetiranja.
Tako se, denimo, rezˇim izrazitega fasetiranja — in s tem definitivni konec Hert-
zovega obmocˇja — pri mrezˇah FCC in BCC pricˇne pri reduciranih indentacijah
2h/  ⇡ 0.13 oziroma 0.22 (slika 8); tu je   premer referencˇne sfere. Mrezˇi FCC
in BCC vstopita v obmocˇje izrazitega fasetiranja pri ⇢ 3 ⇡ 2.178 oziroma 2.703.
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Slika 8: Elasticˇni energiji Hertzovih sfer v mrezˇah FCC in BCC v odvisnosti od reducirane
gostote. Zaporedje oblik nad diagramom ilustrira Hertzov rezˇim ter rezˇima izrazitega in
popolnega fasetiranja za mehko sfero v mrezˇi FCC, definirane z geometrijskimi argumenti.
Okvir prikazuje Wigner–Seitzovo celico pri gostoti, kjer se sosednje sfere ravno dotikajo,
prosojna sfera pa referencˇno sfero ob pricˇetku rezˇima popolnega fasetiranja. Modri in rdecˇi
trak prikazujeta ustrezajocˇa obmocˇja gostot za mrezˇi FCC in BCC. Fazno zaporedje je
nakazano v sredini diagrama; tu so s cˇrno narisana obmocˇja fazne koeksistence. Prehod
med tekocˇo fazo (tek.) in mrezˇo FCC, dobljen s simulacijami, smo povzeli po delu [30].
Analiza faznega diagrama sfer s Hertzovim potencialom napoveduje prehod med
tema dvema fazama. A ker znasˇata reducirani gostoti v koeksistenci ⇢ 3 = 2.211 in
2.287 [31] (slika 2b-d), sklepamo, da je od vseh rezultatov, slonecˇih na tem poten-
cialu, konsistenten edinole fazni prehod FCC–BCC. Preostali del faznih diagramov na
slikah 2b-d namrecˇ zagotovo pade v rezˇima izrazitega oziroma popolnega fasetiranja,
kjer linearna aditivnost polja odmikov in s tem Hertzov potencial ne veljata vecˇ.
Na sliki 8 smo oznacˇili geometrijsko dolocˇeni Hertzov rezˇim ter rezˇima izrazitega in
popolnega fasetiranja mrezˇe FCC.
Veljavnost Hertzove teorije, omejene na majhne indentacije, je odvisna od Pois-
sonovega sˇtevila, od koordinacijskega sˇtevila z in od modela, s katerim opiˇsemo
odvisnost gostote elasticˇne energije od deformacijskega tenzorja. Za izotropne mate-
riale obstaja kopica tovrstnih modelov, ki se pri majhnih deformacijah vsi prevedejo
na standardno Hookovo elasticˇno energijo [54, 95]. Tu bomo preucˇili dva modela,
in sicer modificirani Saint-Venant–Kirchho↵ov (SVK) model in neo-Hookov (NH)
model. V prvem je prostorninska gostota elasticˇne energije podana z
WSVK(F) = µ tr
 
E2
 
+
1
2
  (ln J)2 , (8)
kjer je E =
 
FTF  I  /2 Greenov deformacijski tenzor, F je gradient deformacije
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in J = detF razmerje trenutne in zacˇetne prostornine, I pa je enotski tenzor.
SVK model je preprosta posplosˇitev Hookove gostote elasticˇne energije za majhne
deformacije, njegova modula pa sta obicˇajna Lame´jeva koeficienta. V SVK modelu je
volumetricˇni cˇlen sorazmeren z (ln J)2 in divergira pri velikih stiskih, ko gre J ! 0.
NH model sloni na argumentih iz statisticˇne mehanike in je povezan z elasticˇnostjo
polimerov [59, 60, 63]. Tu je
WNH(F) =
1
2
µ (IC   3  2 ln J) + 1
2
  (J   1)2 , (9)
kjer je IC = trC, C = FTF pa desni Cauchy–Greenov deformacijski tenzor.
Na slikah 9a in b sta prikazani reducirani elasticˇni energiji diametralno stisnjene
sfere v SVK oziroma NH modelu s Poissonovim sˇtevilom ⌫ = 0, 0.24 in 0.48. Ker smo
reducirani energiji pomnozˇili s faktorjem 1 ⌫2, znacˇilnim za Hertzovo teorijo [51, 32],
krivulje sovpadajo pri majhnih indentacijah, kjer ta teorija velja. Cˇe vzamemo, da je
pogoj za veljavnost Hertzove teorije kvecˇjemu 5% relativno odstopanje deformacijske
energije od izraza (1), se Hertzov rezˇim SVK modela z ⌫ = 0, 0.24 in 0.48 koncˇa pri
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     Hertzova teorija
(b)
10
10-5
1
10-4
10-3
10-2
10-1
F(
1-
Ȟ2
)/Y
ı3
10-5
1
10-4
10-3
10-2
10-1
F(
1-
Ȟ2
)/Y
ı3
2h/ı
0 0.2 0.4 0.6 0.8 1
(a)
NH model
SVK model
ı
h
h
0.01
0
F/
Yı
3 z
F/
Yı
3 z
0
0.002
0.004
0.006
0.008
0.002
0.004
0.006
0.008
2h/ı
diametralni stisk, z = 2
DC, z = 4
SC, z = 6
FCC, z = 12
Hertzova teorija
v = 0.1
v = 0.4
0 0.05 0.1 0.15 0.2
(c)
(d)
SVK model
SVK model
Slika 9: Elasticˇna energija diametralno stisnjene SVK in NH sfere (sliki a oziroma b) kot
funkcija reducirane indentacije pri Poissonovih sˇtevilih 0, 0.24 in 0.48. Prosto energijo
smo delili z Y  3/(1  ⌫2) in s tem izlocˇili odvisnost Hertzove teorije od ⌫ [enacˇba (1)]. V
sliki a smo diametralni stisk ilustrirali s SVK sfero z ⌫ = 0.24 in 2h/  = 0.4. Sliki c in
d prikazujeta elasticˇno energijo SVK sfere pri diametralnem stisku (z = 2) ter v mrezˇah
DC, SC in FCC (z = 4, 6 in 12) na soseda kot funkcijo relativne indentacije za Poissonovi
sˇtevili ⌫ = 0.1 oziroma 0.4. V obeh primerih cˇrna cˇrta ponazarja Hertzovo teorijo, kjer je
F / h5/2.
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2h/  ⇡ 0.4, 0.2 oziroma 0.14. NH model (slika 9b) ima ozˇji Hertzov rezˇim, ki se pri
⌫ = 0, 0.24 in 0.48 koncˇa pri reduciranih indentacijah 2h/  ⇡ 0.14, 0.12 oziroma
0.05. Razpon indentacij, kjer velja Hertzov rezˇim, je torej odvisen od modela, s
katerim opiˇsemo gostoto elasticˇne energije, ter od Poissonovega sˇtevila. Sliki 9c in d
kazˇeta, da na mejo Hertzovega rezˇima prav tako vpliva sˇtevilo sosedov in njihove
lege glede na referencˇno sfero. Smiselno je pricˇakovati, da se ta meja zmanjˇsuje
s koordinacijskim sˇtevilom z, saj z z upada (povprecˇna) razdalja med sosednimi
kontaktnimi povrsˇinami, in sliki 9c in d to potrjujeta.
Globji uvid v razlicˇne deformacijske rezˇime omogocˇi analiza porazdelitev elasticˇne
energije znotraj sfere, ki hkrati razkrije stopnjo parske aditivnosti interakcij natancˇneje
kot celotna energija sfere, preracˇunana na soseda. Slika 10a prikazuje porazdelitve
energije znotraj sfere v mrezˇi FCC za Poissonova sˇtevila ⌫ = 0.48 0.24 in 0 ter za
pet relativnih indentacij 2h/  med 0.04 do 0.2; osredotocˇimo se na presek, ki je
pravkoten na sˇtiriˇstevno os mrezˇe in gre skozi srediˇscˇe sfere. Porazdelitev energije
je predstavljena z barvno lestvico, tako da modra barva ustreza vrednosti 0, rdecˇa
pa maksimalni gostoti energije pri 2h/  = 0.2, ki je pri vsakem Poissonovem sˇtevilu
drugacˇna.
Pri majhnih indentacijah, kjer je penetracijska globina deformacije ob vsaki
od sticˇnih ploskev majhna v primerjavi z referencˇnim polmerom sfere, je gostota
energije lokalizirana ob sticˇnih ploskvah. Na vseh treh presekih s 2h/  = 0.04
opazimo neizrazit vzorec s sˇtirimi vrhovi ob sticˇnih ploskvah, ki postane jasnejˇsi pri
2h/  = 0.08, posebej pri ⌫ = 0 in 0.24. Po drugi strani pa ima pri tej indentaciji
porazdelitev energije pri ⌫ = 0.48 zˇe obrocˇast profil, ki povezuje sosednje sticˇne
ploskve in se kvalitativno razlikuje od vzorca za obe manjˇsi vrednosti ⌫. Obrocˇ kazˇe,
da skupno polje vektorja premika ni enostavna superpozicija prispevkov posameznih
stikov med sosedi.
Ta pojav je sˇe bolj izrazit pri preseku pri 2h/  = 0.12 in ⌫ = 0.48, kjer gostota
elasticˇne energije sploh ne dosezˇe vrha pod sredinami sticˇnih ploskev, ampak pod
njihovim robovi, kjer so si sosednje sticˇne ploskve najblizˇje. Ti vzorci namigujejo, da
se mora pri ⌫ = 0.48 Hertzov rezˇim v mrezˇi FCC koncˇati pri indentacijah, manjˇsih
od 2h/  = 0.08. Slika 10 jasno kazˇe, da pri velikih indentacijah nastopi rezˇim
uniformne deformacije, kjer se gostota elasticˇne energije le malo spreminja znotraj
sfere. Opazimo tudi, da je nastop tega rezˇima odvisen od Poissonovega sˇtevila;
Slika 10 : (Naslednja stran) Porazdelitev elasticˇne energije v SVK sferi v mrezˇi FCC pri
⌫ = 0, 0.24 in 0.48 ter petih razlicˇnih relativnih indentacijah 2h/ ; prikazana je porazdelitev
znotraj presek, ki gre skozi srediˇscˇe in je pravokoten na sˇtiriˇstevno os mrezˇe. Slika b kazˇe
Hertzov rezˇim in mejo rezˇima uniformne deformacije SVK in NH sfer v mrezˇi FCC v
ravnini (2h/ , ⌫). Na sliki c smo barvno kodirano prikazali polnilno razmerje v isti ravnini
skupaj z izbranimi izolinijami. Najniˇzja vrednost na barvni lestvici je 0.74, kar ustreza
polnilnemu razmerju mrezˇe FCC pri gostoti, kjer se sfere ravno dotikajo. Slika d vsebuje
dve SVK sferi z ⌫ = 0.3 ter 2h/  = 0.08 in 0.2 kot ilustraciji oblike sfer pri zmernih
gostotah; legi teh primerov na slikah b in c sta oznacˇeni s polnima oziroma s praznima
krozˇcema.
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pri skoraj nestisljivi sferi z ⌫ ! 0.5 nastopi pri manjˇsi relativni indentaciji kot pri
stisljivi.
Slika 10b prikazuje Hertzov rezˇim in mejo rezˇima uniformne deformacije za SVK in
NH sferi v mrezˇi FCC v ravnini (2h/ , ⌫). Ocˇitno je v obeh modelih meja Hertzovega
rezˇima mocˇno odvisna od Poissonovega sˇtevila. Enako analizo smo opravili za sˇtiri
mrezˇe, v katerih so vse sticˇne ploskve enakovredne in enakomerno razporejene v
prostoru: za DC (z = 4), SC (z = 6), H (z = 8) in FCC (z = 12). Enako kot z
analizo celotne elasticˇne energije na slikah 9c in d smo ugotovili, da je Hertzov rezˇim
odvisen od koordinacijskega sˇtevila z in postane ozˇji, ko se z povecˇa.
Fazni diagram
Nasˇa zadnja naloga je skonstruirati fazni diagram SVK in NH sfer, tako da bomo
primerjali elasticˇne energije izbranega nabora kristalnih mrezˇ. Fazna diagrama za
SVK in NH model prikazujeta sliki 11a oziroma b. Kljub razlikam med modeloma so
njune kvalitativne napovedi presentljivo podobne. Znotraj obmocˇja gostot, ki smo
ga preucˇevali, so pri obeh modelih stabilne iste sˇtiri mrezˇe, in sicer FCC, BCC, A15
in H. To nakazuje, da bi te faze lahko bile prisotne tudi v faznih diagramih, dobljenih
z drugimi modeli. Izpostavimo naj, da v podrobnejˇsih sˇtudijah tega problema, v
katerih bi obravnavali sˇirsˇi nabor mrezˇ, seveda nacˇeloma lahko pricˇakujemo pestrejˇse
fazne diagrame.
Glede na vrednost Poissonovega sˇtevila SVK model napoveduje dve zaporedji
trdnih faz, kakrsˇni pricˇakujemo ob stiskanju, in sicer FCC–A15–H pri majhnih in
zmernih ⌫ in FCC–BCC–A15–H pri ⌫ blizu 0.5. V NH modelu obstajajo tri fazna
zaporedja: FCC–BCC–A15, FCC–A15 in FCC–A15–H. Primerjava slik 11a in b s
faznim diagramom Hertzovih sfer je smiselna zgolj pri majhnih reduciranih gostotah
in sˇe to le v dokaj omejenem pomenu. Razlog za to je, da se tako v SVK kot v
NH modelu Hertzov rezˇim koncˇa znotraj obmocˇja stabilnosti faze FCC, prehoda
FCC–BCC in FCC–A15, ki v obeh modelih koncˇata obmocˇje stabilnosti faze FCC,
sta razmeroma blizu rezˇima uniformne deformacije (sliki 10b). To pomeni, da ju ne
moremo pojasniti v okviru parsko aditivne Hertzove teorije.
Vecˇina obmocˇja gostot, ki ga pokrivata sliki 11a in b, pripada rezˇimu uniformne
deformacije. Sliki 11c in d prikazujeta polnilno razmerje v obmocˇjih gostot in
Poissonovega sˇtevila na slikah 11a in b skupaj z izolinijami, s katerimi lahko dolocˇimo
stopnjo fasetiranja. Ta diagrama poudarjata, da sta tako v SVK kot v NH modelu
obmocˇji mrezˇ H in A15 ter vecˇji del obmocˇja mrezˇe BCC znotraj rezˇima uniformne
deformacije, kjer je polnilno razmerje zelo blizu 1. V tem rezˇimu so vecˇdelcˇni pojavi
dominantni, tako da je nestvarno pricˇakovati, da je razlaga stabilnosti mrezˇ BCC,
A15 in H enostavna.
Zakljucˇek
Glavni cilj disertacije je osvetliti obnasˇanje mehkih nanokoloidnih sistemov z uporabo
konceptov iz teorije koncˇnih deformacij, s katero smo modelirali elasticˇnost posame-
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Slika 11: Fazni diagram SVK in NH mehkih sfer v ravnini (⇢ 3, ⌫) (a oziroma b). Indeks
v mrezˇah H oznacˇuje razmerje mrezˇnih parametrov c/a. Sliki c in d sta barvno kodirano
polnilno razmerje v faznih diagramih na slikah a oziroma b. Prevladujocˇa temna barva
nakazuje, da pride do faznih prehodov globoko v rezˇimu uniformne deformacije. Na sliki e
so deli mrezˇe FCC SVK sfer pri ⌫ = 0.24 in ⇢ 3 ⇡ 1.46, 4.92 in 8.98, s katerimi ilustriramo
stopnjo deformacij v obmocˇju gostot, v katerem pride do faznih prehodov.
znega nanodelca v stiku s sosedi. Dognali smo, da so mehanske lastnosti sfericˇne
polimerne sˇcˇetke neodvisne od funkcionalnosti. Ugotovili smo, da nudi pri velikih
deformacijah model mehke sfere, temeljecˇ na klasicˇni teoriji elasticˇnosti, dobro
interpretacijo diametralnega stiska sfericˇnih polimernih sˇcˇetk, kakrsˇnega dobimo z
numericˇnimi simulacijami.
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Nasˇ prvi kljucˇni rezultat je bilo zacˇrtanje meja veljavnosti Hertzove teorije stika
med elasticˇnima telesoma, ki so hkrati tudi meje parsko aditivnega odboja ob stiku.
V ta namen smo Hertzov rezˇim majhnih deformacij locˇili od rezˇima izrazitega
fasetiranja, kjer Hertzova teorija zagotovo ne velja vecˇ, sosednje sticˇne ploskve pa se
prekrivajo, ter od rezˇima popolnega fasetiranja, kjer je oblika sfere zˇe popolnoma
poliedricˇna, polnilno razmerje ⌘ pa je domala enako 1.
V okviru glavnega cilja projekta smo izracˇunali fazni diagram elasticˇnih sfer,
opisanih z dvema gostotama elasticˇne energije, in sicer z neo–Hookovim modelom
ter s Saint-Venant–Kirchho↵ovim modelom. Primerjali smo elasticˇne proste energije
sfer v vrsti kristalnih mrezˇ. Kvalitativno najbolj zanimiv zakljucˇek nasˇe analize
je, da v rezˇimu popolnega fasetiranja stabilne mrezˇe ne vkljucˇujejo mrezˇ FCC in
HCP. Namesto teh dveh v omenjenem rezˇimu prosto energijo minimizirajo mrezˇe
BCC, A15 in H — vsaka v svojem obmocˇju gostote in Poissonovega sˇtevila, ki je
seveda odvisno od modela. Dobljena fazna zaporedja so skladna s tistimi, ki so jih
opazili v eksperimentalnih in teoreticˇnih delih. Glede na to, da fazni diagrami obeh
modelov elasticˇne energije, ki sta dokaj razlicˇna, vecˇinoma vkljucˇujejo podobne fazne
sekvence, lahko sklepamo, da bi bili diagrami pri kakem tretjem modelu podobni.
Sˇe en pomemben zakljucˇek dela je, da se prehodi med razlicˇnimi trdnimi fazami
elasticˇnih sfer zgodijo tudi globoko v rezˇimu popolnega fasetiranja, kar je na prvi
pogled dokaj presenetljivo.
* * *
Rezultati te disertacije prinasˇajo nov teoreticˇni pogled na elasticˇnost mehkih
polimernih nanodelcev in na strukturo urejenih faz, ki jih ti delci tvorijo pri dovolj
velikih gostotah. Obenem nas opozarjajo, da krovni pojem mehkega meddelcˇnega
odboja zajema vrsto razlicˇnih interakcij in da je stabilnost netesnih kristalnih faz
odvisna od vecˇdelcˇnih efektov. Med najbolj privlacˇnimi vprasˇanji, ki so se odprla ob
tem delu, naj izpostavimo fazni diagram mehkih delcev s trdo sredico, za katerega
pricˇakujemo, da bi lahko bil sˇe pestrejˇsi od tu opisanih in bi se lahko sˇe bolj priblizˇal
eksperimentalnim dejstvom.
.IZJAVA O AVTORSTVU
Izjavljam, da sem v pricˇujocˇi disertaciji predstavila rezultate svojega samostojnega
raziskovalnega dela.
Ljubljana, 7. 6. 2018 Labrini Athanasopoulou
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Figure 1.3: Various length scales of a star polymer solution, ranging from microscopic
to macroscopic and covering about eight orders of magnitude (a). Scaling theory and
coarse-grained theories describe the system at di↵erent scales; also indicated are the scales
of self-assembly and self-organization (b). Properties of a colloidal solution depend on its
concentration (c).
dispersed particles. If their concentration is high enough, the suspension undergoes a
transition from a disordered liquid-like arrangement to a crystalline or glassy packing
of particles. In Fig. 1.3c we illustrate one of the possible scenarios of the phase
behavior of a suspension at a mesoscopic scale as a function of the concentration
of the particles. At low densities the suspension is dilute and the particles are in
a disordered fluid phase. As the concentration increases, the particles are closer to
each other and their motion is severely constrained, which leads to formation of
crystal lattices. Depending on the shape and the elastic properties of particles they
may deform and interpenetrate at high concentrations. This type of behavior is
prohibited in hard particles.
Using an argument from the scaling theory based on the osmotic pressure of
macromolecular suspensions, we can show that these solutions behave analogously
1.2 Phase behavior of soft colloidal systems 27
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Figure 1.4: Model pair potentials frequently used in theoretical studies of colloidal sus-
pensions: Hard-core potential (a), hard-core/square-well potential (b), three core-softened
potentials (Yukawa, hard-core/square-shoulder, hard-core/linear-ramp; c), and an example
of an e↵ective dendrimer-dendrimer potential (d).
In an attempt to understand solid–solid transitions in colloidal systems, Bolhuis
and Frenkel [22] studied an ensemble of hard spherical colloids with a short-range
attractive interaction described by a square-well model (Fig. 1.4b). At low densities
and temperatures there is a fluid-solid transition and at high densities there is an
isostructural solid-solid transition to an expanded phase of the same structure. The
phase transition curves depend on the width of the square-well potential.
One of the first repulsive pair potentials that allow particles to interpenetrate is the
Yukawa (or screened Coulomb) potential (Fig. 1.4c) characterized by an exponential
tail, often combined with hard-core repulsion. Kremer et al. [23] computed the
phase diagram of a system of point-like Yukawa particles and they found BCC
and FCC lattices. The novelty here is that the soft rather than the hard pair
repulsion induces lattices other than FCC. Following this work, di↵erent types of
soft repulsive potentials were studied, like the hard-core/square-shoulder [24] and
the hard-core/linear ramp potential [25] (Fig. 1.4c).
The hard-core/square-shoulder short-range repulsive potential was introduced as
a model for the experimentally observed non-monotonic melting lines in elemental
Cs and Ce [24]. Figure 1.6a shows the phase diagram of hard-core/square-shoulder
ensemble which reproduces qualitatively this feature and also predicts a solid-solid
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and they include both expanded and dense hexagonal lattice with shoulder-to-shoulder
and core-to-core packed particles, respectively, as well as oblique, square, stripe,
and a few more complex lattices (Fig. 1.6b). Interestingly, Monte-Carlo simulations
showed that this simple system also forms a decagonal quasicrystal. We mention here
that in all these soft potential systems the liquid–gas coexistence curve disappears
and instead solid–solid transition takes place in both two and three dimensional
systems for attractive potential well widths less than 7% of the hard-core diameter
of the colloidal sphere [22].
A very interesting real system in the context of soft colloids are star polymers
which are characterized by an ultrasoft repulsion with a logarithmic dependence on
center-to-center distance at small distances and an exponential tail (Fig. 1.4d). The
potential depends on the number of arms in a star also referred to as functionality f ;
functionality sets the magnitude of the repulsion and hence the characteristic energy
scale. The theoretical phase diagram of a suspension of star polymers has been
studied in considerable detail [26] and it includes a range of open lattices in addition
to the FCC lattice immediately beyond the low-density fluid phase. In Fig. 1.7a, the
phase diagram is plotted in the (⌘, f 1) plane; here ⌘ is the packing fraction and
f is the functionality so that f 1 is proportional to temperature, showing that the
high-density regime is dominated by several body-centered orthorhombic lattices
and the diamond lattice—both rather unusual—as well as by the A15 lattice. Also
present is the reentrant FCC lattice. We note that in this study the phase sequence
seems to end with the A15 lattice at large densities (Fig. 1.7b).
In an attempt to explain why micellar aggregates of dendrimers, hyper-branched
polymers, and block copolymers pack on lattices other than FCC and HCP, Ziherl
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Figure 1.7: Theoretical zero-temperature phase diagram of star polymer solutions, re-
produced from Ref. [26] (a). The conventional unit cell of the A15 lattice, showing two
inequivalent types of lattice sites (b).
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an exact solution and those with an approximate solution. Furthermore, we want to
appreciate deeper the limitations of the theory of elasticity and eventually comprehend
the finite deformations and the mathematical formalism, before dealing with the
topic in the Thesis. A historical perspective is an e cient way to highlight the
central ideas of the theory, set the main questions and problems of the theory of
elasticity, as it prepares the ground for the non-linear deformations and acts as pole
star for the structure of the theory that follows. Love’s book is the main source
regarding the development of the classical theory of elasticity as it is the first book
to provide a historical retrospection on the topic. Also instructive are the volumes
by Maugin [72] and Bucciarelli and Dworsky [73].
The first scientist to be linked with the history of the theory of elasticity is Galileo
Galilei (1564-1642) because the beam experiment that he performed and the questions
raised (Fig. 2.1) triggered the first developments in the field of mechanical sciences.
The beam experiment was the first static study aiming at understanding how forces
are transmitted via the structural members of a body and how the strength of a
bent bar depends on its cross–sectional dimensions. Despite the apparent simplicity,
it established the beginning of a new science: The study of the strength of materials,
which measures the ability of a material to withstand an applied load without
any failure or plastic deformation. The robustness of a body depends both on the
geometry (meaning size and shape) and the material structure. Galilei performed
experiments using di↵erent beams and loads to discover how the strength of the
beam decreases as its length increases unless the thickness is increased. He also
Figure 2.1: With his cantilever beam experiment (1638), Galilei discovered that as the
length of a beam increases, its strength decreases and then it breaks. Reproduced from his
book De potentia restitutiva [74].
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to permanent plastic deformation until it reaches the lower yield stress point C. The
stress increases up to the ultimate stress point D, where the material can handle the
maximum load, beyond which the material inevitably breaks at point E. Di↵erent
solid materials exhibit quantitatively di↵erent elastic behaviors, but in each of these
behaviors one can identify these five points.
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Figure 2.2: Typical stress-strain curve of an elastic material: Point A is the elastic limit,
B is the yield stress point, C is the lower yield stress point, D is the ultimate stress point,
and E is the breaking point (a). Typical force-extension curve for a vulcanized rubber with
an extensibility of more than 600% (b; reproduced from Ref. [83]).
Besides solids there exist other materials with a small Young modulus of the order
of 10 N/mm2 that exhibit a highly nonlinear behavior so that Hooke’s law does not
apply, as shown in Fig. 2.2b with a maximum extension reaching 500 or even 1000%.
This behavior is contrasted with the properties of a typical solid shown in Fig. 2.2a,
which have a Young modulus of the order of 105 N/mm2 and extend by about 10%.
We need to clarify that any advance in theory of elasticity is associated with the
materials science and its applications directly serve engineering purposes. Hence,
the development of complex materials with novel or improved elastic properties gave
rise to new theories which allowed one to understand the behavior of these materials.
Here, we must single out natural rubber as the first widespread material exhibiting a
non-classical elastic behavior shown in Fig. 2.2b. The motivation to study rubber
mainly comes from its outstanding position in the global market at the end of 19th
century3. The term rubber is not restricted only to natural rubber, but it is used
for all polymers and materials that share mechanical properties similar to those
of natural rubber [83]. The modern term elastomer describes the class of rubber
materials, including natural rubber (used for gaskets, shoe heels, etc.), polyurethanes
(used in the textile industry for elastic clothing such as lycra, then as foam, wheels,
3Originally, natural rubber or caoutchouc became a known material in the West in 16th century
but the first use was as an eraser in the last decades of 18th century. During the first decade of the
20th century ,“rubber fever” led to the discovery that rubber is a isoprene polymer.
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associated with the three orthogonal directions ✏1, ✏2, and ✏3. The stress vectors are
a linear function of the normal vector of the surface,
T (n) =   · n, (2.49)
and hence the stress state of the stressed body can be described by the Cauchy stress
tensor   (Fig. 2.16)
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Figure 2.16: Components of the stress tensor   on a volume element.
Usually stress is not distributed over the material body uniformly and it also
varies with time. Therefore, the stress tensor must be defined for each point and
each moment, by considering an infinitesimal volume element in the neighborhood
of a point p of the material body. The Cauchy stress tensor expresses the force per
unit area in the current configuration and it is used for stress analysis of material
bodies that undergo small deformations. For large deformations other measures are
required, such as Piola–Kirchho↵ stress tensor that is defined as the force per unit
area of the undeformed body. However, when the deformations are small, there
is no distinction between the current (deformed) and the reference (undeformed)
configuration, and thus the Cauchy and Piola–Kirchho↵ stress tensors coincide. Yet
for large deformations we need to refer to the reference configuration in order to
describe the forces that are applied on the deformed body and to calculate the stress
tensor. The first and second Piola–Kirchho↵ stress tensors are used in theory of
finite deformations.
2.5.2 First and second Piola–Kirchho↵ stress tensor
The first Piola–Kirchho↵ stress tensor P relates forces in the current configuration
with areas in the reference configuration as shown in Fig. 2.17. By transforming an
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Figure 3.2: Honeycomb lattice is a non-Bravais lattice and the vectors b1 and b2 connecting
the nearest neighbors are not primitive vectors (a). The Bravais lattice of the honeycomb
lattice is the hexagonal lattice with a1 and a2 being primitive vectors (b); the honeycomb
lattice consists of two hexagonal sublattices (red and black sites in panel a).
cell valid for any n-dimensional Euclidean space:
• A pure translation of the unit cell can generate the whole crystal without
overlaps.
• There exists no further partition of a unit cell that it could itself be used as a
unit cell.
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Figure 3.3: A crystal lattice is a lattice with a basis positioned at each lattice site (a)-(c).
The basis can be a single atom, a group of atoms, a molecule, or a group of molecules; in
soft matter physics, the basis may consists of complex objects from soft polymeric coils to
hard colloids (a). Part of panel a is reproduced from Ref. [102].
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Figure 3.14: Layer structure of the FCC lattice consisting of are three hexagonal layers
A, B, and C sitting atop of each other such that the stack forms an ABCABCABC. . .
pattern (a). The FCC lattice arrangement of spheres divided into these three equivalent
layers (b).
among metallic elements because it maximizes the nearest neighbor interactions
(z = 12). Among other metals, calcium (Ca), copper (Cu), nickel (Ni), and gold
(Au) prefer the FCC close-packed structure. Most of the noble gases, such as argon
(Ar), neon (Ne), krypton (Kr) and xenon (Xe), crystallize in the FCC structure in
their low-temperature solid phase [104]. Even hard nanocolloidal particles can form
a very well ordered face-centered cubic structure [23].
3.3.4 Diamond cubic lattice
The diamond cubic (DC) structure is a non-Bravais lattice with a similar structure
to FCC with a diatomic basis (Fig. 3.15a) and therefore its Pearson symbol is cF8.
The DC structure can be considered as an FCC lattice with half of the tetrahedral
holes filled by interstitial particles as shown in Fig. 3.15b. The structure can be
visualized as an FCC lattice with a two-particle basis of the same kind. It has a
special geometry that is produced by local tetrahedral bonding of each particle. The
Bravais cell contains eight particles, eight at the vertices which are shared by the
eight neighboring unit cells, six on the faces that contribute by 1/2, and four particles
in half of the tetrahedral sites, in total 8⇥ 1/8 + 6⇥ 1/2 + 4 = 8.
Alternatively, the DC structure may be thought of as two interpenetrating FCC
lattices, with a basis of two identical particles associated with each lattice point one
displaced relative to the other by 1/4 along the body diagonal. The origins of the
two FCC sublattices in Fig. 3.15a lie at (0, 0, 0) and at (a/4)(x+ y + z) shown with
black and red dots, respectively. The DC lattice is not a Bravais lattice. Although it
consists of a single kind of particle, it is impossible to find a primitive cell that can
generate the whole crystal. The diamond structure belongs to the space group Fd3¯m
because the crystal coincides with itself when translated along the space diagonal by
one quarter of its length.
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Figure 3.21: Simple hexagonal lattice with the primitive unit cell outlined in red with
primitive translation vectors a1,a2, and a3. The lattice constant is |AG| = a = 2R, where
R is the radius of the sphere (a). The Wigner–Seitz cell is a hexagon and in the unit cell
there are three sites (b).
cases: When c > 1 and thus a < b, a = 2R, and when c < 1 and thus a > b, b = 2R.
The packing fraction at a given value of c is
⌘H =
3⇥ 4⇡R3/3 
3
p
3a2b/2
  =
8>>>><>>>>:
⇡
3
p
3c
, c > 1,
⇡c2
3
p
3
, c < 1.
(3.22)
The densest packing of hard spheres in the simple hexagonal lattice corresponds to
c = 1, with packing fraction ⌘H = ⇡/3
p
3 ⇡ 0.604. If we denote the lattice constant
in the hexagonal plane by ka1k = ka2k = a and in the vertical direction by ka3k = b
(Fig. 3.22), a possible choice for the primitive vectors in the Cartesian coordinates is
a1 = ax, a2 =  1
2
x 
p
3
2
y, and a3 = bz. (3.23)
There are three lattice points in the unit cell and thus the Pearson symbol of the
lattice is hP3. The Wigner–Seitz is a regular hexagonal prism as shown in Fig. 3.21b
and the space-filling structure is shown in Fig. 3.22. Hydrogen (H), carbon (C),
and nitrogen (N) are typical examples of elements which crystallize in the simple
hexagonal structure [104] and recent studies have shown that diblock terpolymers
also form hexagonal structures [42].
Hexagonal close-packed lattice
The hexagonal close-packed lattice (HCP) is shown in Fig. 3.23a and it is a non-
Bravais lattice since it contains inequivalent lattice sites.
106 Chapter 3. From lattices to cell approximation
It is formed by two nested hexagonal lattices that are shifted by a vector
(2/3, 1/3, 1/2) expressed in the conventional unit cell basis a1,a2, and a3. It can be
regarded as a hexagonal Bravais lattice with a two-atom basis with the atoms sitting
at the positions (0, 0, 0) and (2/3, 1/3, 1/2). The lengths of the unit-cell vectors are
ka1k = ka2k = a = 2R and ka3k = b with the ratio between them b/a =
p
8/3. Each
unit cell consists of six sites and each one of them has twelve neighbors (Fig. 3.23b).
The Wigner–Seitz unit cell is a rhombic-trapezoidal dodecahedron shown in Fig. 3.23c.
The packing fraction of spheres in the hexagonal close-packed lattice is
⌘HCP =
6⇥ 4⇡R3/3
3
p
2(2R)3
=
⇡
3
p
2
⇡ 0.7405, (3.24)
so that in the face-centered cubic and in the hexagonal close-packed lattices atoms
pack equally tightly. Thus, this close-packed structure is very common among metallic
elements like magnesium (Mg), and zinc (Zn) but it is also found in a dense phase of
binary metal alloys [104] as well as in colloidal systems and soft nanoparticles [42]. It
has a coordination number z = 12 and the Wigner–Seitz cell is a rhombic-trapezoidal
dodecahedron that tessellates space as shown in Fig. 3.23d.
The HCP structure can be decomposed in two hexagonal planes positioned one
on the top of another, with the sites in the top plane nestled in the the right- (or left-)
pointing holes of the bottom plane as shown in Figs. 3.24a and b. In the HCP crystal
structure, these planes are stacked in a repeating ABAB. . . pattern such that the
planes stack vertically. A conventional representation of the hexagonal close-packed
structure is shown in Fig. 3.24b, with a hexagon formed by sites on the top and on
the bottom face of the cell and a triangle formed by three A sites in between the B
hexagons.
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Figure 3.24: Layer structure of the HCP lattice. There are two hexagonal layers, A
and B (a) translated relative to each other by half of the diagonal of the unit cell. The
hexagonally packed spheres are stacked in a repeating ABAB. . . pattern (b). The unit cell
of the HCP lattice arrangement is a hexagonal prism where a triangle formed by three A
sites is sandwiched between two hexagons formed by seven B sites (c).
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Figure 3.26: Unit cell of the simple tetragonal lattice with its three mutually perpendicular
primitive vectors ka1k = ka2k = |AG| = a = 2R, and ka3k = b = ac = 2Rc. Each unit cell
has one lattice site (red circle) and each one of them has six neighbors (a); the Wigner–Seitz
cell is a square cuboid (b).
Body-centered tetragonal lattice
The body-centered tetragonal (BCT) lattice is built up of two interpenetrating simple
tetragonal lattices with lattice parameter c = b/a. Their relative displacement vector
points along the body diagonal with its magnitude being half of the diagonal. In
Fig. 3.27a we show the BCT unit cell with the red and black dots denoting the
particles of the two di↵erent interpenetrating sublattices.
The body-centered tetragonal lattice (tI) has the same point group and transla-
tional symmetry as the simple tetragonal system. The three primitive translation
vectors a1,a2, and a3 are shown in Fig. 3.27a and read
a1 =  a
2
x+
a
2
y +
b
2
z,
a2 =
a
2
x  a
2
y +
b
2
z,
and
a3 =
a
2
x+
a
2
y   b
2
z. (3.26)
Each unit cell of the BCT lattice which has two lattice sites that are positioned at
(0, 0, 0) and (a/2, a/2, b/2). The first one is at the corner of the unit cell and it is
shared by the eight neighboring unit cells and the other is positioned at the centre
of the unit cell. Each lattice site has eight nearest neighbors and six next nearest
neighbors, as shown in Fig. 3.27b for a particle (gray dot) at the center of the unit cell.
The Wigner–Seitz cell is a distorted truncated octahedron (Fig. 3.27c). Depending
on the aspect ratio c = b/a it can be either flattened for c < 1 or elongated for
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Figure 3.31: Two identical elastic disks pressed against each other (a) deform so as to
form a flat contact zone (c). Indentation h pertains to the di↵erence between the radius
of the undeformed disk and the distance between the contact zone and the disk center (b).
In a honeycomb lattice, each disk has three neighbors (d) and it forms three contact zones
when the lattice is compressed (e and f; here compression is only shown in the central
reference disk). The contact zones can be mimicked by the cell formed by neighbors, in
case of honeycomb lattice the triangle, and the compressed lattice can then be viewed as an
array of cells each containing one deformed disk (g).
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nanoindenter.
During the diametral compression, the shape of a soft sphere changes and so
does the volume if the sphere is compressible. As the total load P increases, the
indentation becomes larger and a circular contact area of radius a is formed between
the sphere and either plate. In Figs. 4.2a-f we show the numerically obtained shape
of a single elastic sphere of diameter  , which is pressed between two rigid plates
under a constant loading. We use the modified neo–Hookean hyperelastic model for
the numerical calculations and for the sphere we choose the Poisson ratio of ⌫ = 0.46,
the Young modulus of Y = 185 N/cm2, and R = 1 cm like in Ref. [115]. Due to the
diametral deformation, the free surface expands laterally, the radial displacement in
the transverse plane being given by u(z, R), and the radius of the contact zone a(h)
increases with the degree of compression. The snapshots correspond to the front and
top view of the sphere at three di↵erent relative indentations of 2h/  = 0, 0.4, and
0.8.
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Figure 4.2: Front- (a-c) and top-view (d-f) snapshots of numerical results of a diametrally
compressed soft sphere with ⌫ = 0.46 at relative indentations 2h/  = 0, 0.4, and 0.8.
Initially load P = 0 and as it is increased the indentation h becomes bigger. A circular
contact zone is formed between the sphere and the plates. During compression, the sphere
expands laterally with the radial displacement at the equator being u(0, R).
So far there exists no comprehensive theoretical model that would predict the
elastic behavior of two bodies in contact. When two elastic spheres of radii R1 and
R2 come in contact, the total load generates a pressure field on their contact zone and
the bodies are indented by h. The classical solution of the problem corresponds to a
stress-strain or load-indentation relation of a form P (C, h), where P is the total load,
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Figure 4.11: Universal deformation behavior of SPBs. Molecular-dynamic simulation
snapshot of an SPB illustrating the geometry; monomers are plotted to scale for clarity (a).
Reduced central lateral extension ⇣ vs. reduced slit width L/2R0g for thin (Nc = 30, black
circles) and thick (Nc = 50, red circles) SPBs of functionalities f = 30, 40, 50, and 60 (b).
The scaling-theory ⇣ of a linear chain [Eq. (4.46)] is plotted with the dotted line faded at
L/2R0g & 1.5 to emphasize that it is valid only in narrow slits. Also plotted is ⇣ for a cube
with ⌫ = 0.3 (dashed line faded at L/2R0g & 1.4) to show that a very compressed SPB shows
the same behavior as an elastic solid.
where `0 is the radius of an isolated SPB defined by `20 = (4⇡/3)
R
c(r)r4dr [c(r) is
measured in units of 1/volume] evaluated in absence of walls. We found that ⇣ is
more meaningful than its analog based on the eigenvalues of the radius of gyration
tensor, which carries a larger numerical error at small compressions.
Figure 4.11b shows the reduced central lateral extension ⇣ for thin (Nc = 30)
and thick (Nc = 50) SPBs with functionalities f = 30, 40, 50, and 60; the screening
length  1 of the Yukawa wall potential is a small fraction of the radius of gyration
of an isolated SPB R0g (0.05R
0
g in the thin and 0.04R
0
g in the thick SPB). The eight
datasets plotted against reduced slit width L/2R0g collapse surprisingly well despite
considerable variation of chain length Nc and functionality f , and they reveal three
distinct deformation regimes. At small compressions the MD results are rather
scattered due to small values of both numerator and denominator in Eq. (4.45) but
they still reveal a knee-like increase of ⇣ clearly visible in the two f = 60 datasets
replotted later in Fig. 4.18a. The narrow small-compression regime is followed by
a broad, virtually linear variation of ⇣ extending from reduced slit width L/2R0g of
about 1.6 down to about 0.7. At L/2R0g ⇠= 0.5, the SPBs undergo a transition to the
large-compression regime characterized by a steep increase of ⇣ upon compression.
The e↵ective SPB diameter can be defined by the onset of deformation where the
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Figure 4.18: Reduced central lateral extension of Nc = 30 and Nc = 50 f = 60 SPB
(circles) obtained using molecular-dynamics simulations and the best fit combining the
 = 0.6 liquid-drop model at L/2R0g > 0.5 (blue line) with ⌫ = 0.3 soft-ball model at
L/2R0g < 0.5 (green line) (a). Liquid-drop ⇣ for  = 0.4, 0.6, and 0.8 (blue lines) and the
soft-ball ⇣ for ⌫ = 0.27, 0.3, and 0.3 (green lines) (b). The former does not reproduce the
molecular-dynamics results at small L/2R0g . 0.5 even if  departs from the best-fit value
of 0.6, and the latter predicts too small a central lateral extension in the small- and the
intermediate-deformation regime irrespective of the value of ⌫. Each sets of curves is faded
at reduced slit widths where the respective model does not apply.
L > D⇤ ⇠= 3.42R0g where the liquid-drop and the soft-ball energies vanish whereas
the molecular-dynamics energy remains finite. A close inspection reveals a minute
discontinuity in the deformation energy at the liquid-drop/soft-ball transition, which
may be due to the approximate treatment of the Yukawa potential.
The best fits of deformation free energy in Fig. 4.19 fix the characteristic energy
scales of the two models, U [Eq. (4.56)] and Y D3⇤. Together with the already known
values of the kinematic parameters  = 0.6 and ⌫ = 0.3 and an estimated SPB size,
the energy scales can then be used to determine the liquid-drop compressibility and
surface tension as well as the soft-ball Young modulus. Assuming that D⇤ = 20 nm,
we obtain  T ⇠= 1.5 ⇥ 10 6 Pa 1,   ⇠= 2mJ/m2, and Y ⇠= 1MPa consistent with
microindentation experiments on polymer nanodroplets [147]. The liquid-drop
 T is just a little larger than the soft-ball compressibility K 1 = 3(1   2⌫)/Y =
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Figure 4.20: Shape of deformed SPB. Gray lines show the monomer density isolines
corresponding to 50%, 10%, and 1% of the maximal density of the thick Nc = 50, f = 60
SPB at five relative slit widths, and red curves are midplane radial profiles. Also plotted
are the theoretical SPB contours of the combined soft-ball/liquid-drop model (solid black
lines); the transition is at L/D⇤ ⇡ 29%.
notable is the development of the shoulder-like density profile in very compressed
SPBs signaling a qualitatively di↵erent behavior compared to small and intermediate
compressions, which is consistent with the soft-ball/liquid-drop transition.
4.6 Scaling theory
Our numerical analysis revealed a remarkable collapse of SPB deformation data. The
eight datasets shown in Fig. 4.11b cover a broad range of experimentally relevant SPB
functionalities and two chain lengths large enough so as to ensure that the reported
behaviour is not a↵ected by the monomer size. Here we provide a scaling-theory
interpretation of the data collapse, which suggests that our observations are universal.
Our starting point is the des Cloizeaux formula for the osmotic pressure ⇧ of
semidilute polymer solutions ⇧ ⇠ kBTa15/4 9/4, where   is the monomer concen-
tration and a is the monomer size [148]. This result can be used to calculate the
reduced Egelsta↵-Widom length [Eq. (4.53)] recast as  =   ⇧ T ⇠= ⇧ T so as to
emphasize that the SPB surface tension is related to the osmotic pressure by the
Young-Laplace equation; here we note that for  = 0.6, Eq. (4.54) yields   = 0.835,
a factor of order unity which plays no role in the scaling theory. Since the colloid
in the center of our SPB is small at all Nc and f studied, we can approximate the
brush by a star polymer so that   = fNc/V⇤, V⇤ being the star volume corresponding
precisely to the volume of unconfined spherical liquid drop of radius R⇤. Thus the
osmotic pressure scales as
⇧ ⇠ kBTa15/4(fNc)9/4V  9/4⇤ , (4.57)
and
 T =  V  1⇤
✓
@⇧
@V⇤
◆ 1
T
⇠ (kBT ) 1a 15/4(fNc) 9/4V 9/4⇤ . (4.58)
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Figure 5.2: Hertzian, advanced-faceting, and complete-faceting regimes of the FCC, BCC,
H for c=1, SC, and DC lattices defined using geometric arguments; the frame and the
transparent sphere illustrate the Wigner–Seitz cell at contact and the reference sphere at
the onset of complete faceting, respectively. The shaded faces on the truncated sphere of
the FCC lattice show the contact zones. The colored banners below the snapshots show the
corresponding density ranges for the five lattices.
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at densities just beyond the fluid-solid transition [30, 31]. The Hertzian energy of
each contact zone is
FH =
8
p
2Y
p
 
15(1  ⌫2)h
5/2, (5.1)
where Y is the Young modulus, ⌫ is the Poisson ratio,   is the reference sphere
diameter, and h is the indentation of the contact zone. At any density, the indentation
of a contact zone of each lattice depends on the number and the configuration of
nearest and next-nearest neighbors pushing against the reference sphere (Fig. 5.2).
As shown in Fig. 5.4, the deformation energies of the two lattices have similar values
across a broad range of reduced number densities ⇢ 3. At ⇢ 3 . 2.154 the FCC
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Figure 5.4: Elastic energies of FCC and BCC lattices of Hertzian spheres vs. reduced
density. The blue and red banners show the corresponding density ranges for the FCC
and BCC lattice, respectively. The phase sequence is indicated by the inset in the center,
the black stripes indicating phase coexistence; the fluid-FCC transition obtained using
simulations is reproduced from Ref. [30].
lattice has a lower energy, because it is more isotropic than the BCC lattice. The
BCC lattice has just eight nearest neighbors as opposed to twelve in the FCC lattice
and this makes it stable at ⇢ 3 > 2.301. Since the phase-coexistence densities fall
within the geometrical Hertzian ranges of both lattices (Fig. 5.4), this theory of the
transition appears to be self-consistent2.
The FCC and BCC lattice enter the advanced-faceting regimes slightly beyond
the transition at ⇢ 3 ⇡ 2.178 and at 2.703, respectively. As a result, any further
solid-solid transitions based on Eq. (5.1) are without proper grounds: For example,
the BCC-FCC transition at ⇢ 3 ⇡ 4.5 (also indicated in Fig. 5.4 for completeness)
occurs well within the advanced- and complete-faceting regimes, in which the linear
additivity of displacement fields is unlikely to be valid. In Ref. [30] the finite-T phase
diagram is computed using Monte Carlo simulations and in Ref. [31] the T = 0 phase
diagram is calculated using lattice sums, and none of the additional trial lattices
2In Sec. 5.3 we show that the physical Hertzian range is narrower than the geometrical range,
which renders the Hertz description of the FCC-BCC transition inconsistent.
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lattice
space
group
coordination number z
Wigner–Seitz
cell
simple cubic
(SC)
Pm3¯m 6
body-centered
cubic (BCC)
Im3¯m 8, 14
face-centered
cubic (FCC)
Fm3¯m 12
hexagonal
close-packed
(HCP)
P63/mmc 12
diamond cubic
(DC)
Fd3m 4, 16
A15 Pm3n 2, 6, 14; columnar sites
0, 12, 12; interstitial sites
hexagonal
(H)[c/a]
P6/mmm
2, 8; c/a < 1
8; c/a = 1(H)
6, 8; c/a > 1
simple
tetragonal
(ST)[c/a]
P4/mmm
2, 6; c/a < 1
6; c/a = 1
4, 6; c/a > 1
body-centered
tetragonal
(BCT)[c/a]
I4/mmm
2, 8; c/a < 1/2
2, 10, 14; 1/2  c/a <p2/3
8, 10, 14;
p
2/3  c/a < 1
8, 14; c/a = 1
8, 12, 14; 1 < c/a <
p
2
12; c/a =
p
2
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5.3.3 Strain energy density criterion: Hertzian vs. uniform-stress
regime
The strain energy distribution within the sphere as a function of compression provides
a deeper insight into the di↵erent deformation regimes and exposes the degree of
pairwise additivity of interactions more precisely than the total energy per contact
analyzed in Sec. 5.3.2. We will primarily discuss the energy distributions of a sphere
in the FCC lattice obtained from both the SVK and the NH models; the qualitative
conclusions reached apply to all lattices in both models. We consider the energy
distribution of cross-sections of the sphere at di↵erent values of relative indentations
and Poisson ratios. The cross-section of the SVK sphere in a FCC lattice at relative
deformation 2h/  = 0.2 for ⌫ = 0.2 is plotted in Fig. 5.10. The cross-sectional cuts
through the centers of the neighboring pairs of opposed contact zones A,B,C and D
are indicated with the red lines. The cross-section plane in Fig. 5.10 contains two
4-fold axes that correspond to the vertical and the horizontal axis in the figure. Panel
Fig. 5.10c shows a typical strain energy distribution. The shape of the sphere and
the energy density distribution in the sphere depends on the degree of compression.
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Figure 5.10: SVK spheres in FCC lattice at 2h/  = 0.2 and ⌫ = 0.2 illustrating
the location of the xz-plane cross-section used to study the distribution of strain energy
density (a). The cross-section contains two 4-fold axes and cuts through the centers of 4
contact zones (panel b; red lines labeled by A, B, C, and D). The color-coded distribution
of the strain energy is shown in panel c.
In Figs. 5.11a and 5.12a we show the energy distributions of the cross-sections of
an FCC lattice for three Poisson ratios at ⌫ = 0.48, 0.24, and 0, respectively, and
for five di↵erent values of the relative indentation 2h/  from 0.04 to 0.2. The strain
energy distribution is color-coded such that blue corresponds to energy density equal
to 0 and red corresponds to the maximum energy density, which is normalized at
2h/  = 0.16, the latter being di↵erent at each Poisson ratio. The values of ⌫ and
2h/  are representative of the di↵erent energy distribution patterns that are analyzed
below.
The cross-sections in Figs. 5.11a and 5.12a illustrate two well-defined deformation
regimes using the SVK and NH model, respectively. At small indentations, where the
e↵ective penetration depth is small compared to the diameter, the energy density is
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Figure 5.11: Strain energy distribution in the SVK sphere in FCC lattice for ⌫ = 0, 0.24,
and 0.48 and five relative indentations 2h/  (a). Strain energy density along the N mN
line; the 20% and 50% criteria of the Hertzian and the uniform-stress regimes, respectively,
are shown with dashed lines (b).
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Figure 6.2: Sketch of the phase diagram of a system of hard-core/soft-ball neo-Hookean
particles with hard-core diameter  hc = 0.55 . The location of the dashed line shows the
onset of the re-entrant high-density FCC lattice is merely qualitative; the hatched region is
inaccessible because of the hard core.
small ⌫ it is compressible. Naturally, it is likely that some other lattices may also
appear in the phase diagram due to the e↵ect of a hard core.
Developing more accurate elastic-sphere model
The deformation strain energy density models that were used in this Thesis depend
only on the Poisson ratio, since our interest lies in studying the role of soft-sphere
deformability in their packing behavior. However, these models can be enriched by
taking into account some other features that are outlined below.
Surface tension
Any finite body carries a surface tension, and solids are no exception. In this Thesis,
surface tension was not taken into account because we wanted to understand the e↵ect
of finite-deformation elasticity as transparently as possible. It is easy to show that
in deformation of small particles besides the volume deformation the role of surface
tension is important. The bulk deformation free energy scales as Fbulk ⇠ K V ⇠
KR3, where K,  V , and R are the bulk modulus, the volume change, and sphere
radius, respectively, whereas the surface energy scales as Fsurface ⇠   A ⇠  R2,
where   is the surface tension, and A the change of the surface area. The ratio of
these energy scales is given by
Fsurface
Fbulk
⇠  /K
R
=
Rc
R
(6.2)
where Rc =  /K is a characteristic size below which the surface term is dominant
(Fig. 6.3). In steel K = 1.7⇥ 1011 N/m2 and   = 1.8 N/m, respectively [155, 156],
and Rc ⇠ 10 11 m which suggests that the surface term is important at scale smaller
than the size of atoms. On the other hand, in polyethylene K = 0.339 N/m2 and
191
  = 3.35 ⇥ 10 5 N/m [157] so that Rc ⇠ 10 4 m = 0.1 mm. At this point, we are
unable to precisely estimate the critical radius for the various nanocolloidal micelles
but it would be worthwhile re-assessing the elastic-sphere model so as to include the
surface tension.
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Figure 6.3: Schematic representation of the onset of the surface-tension-dominated regime
at small spheres as opposed to the bulk-energy-dominated regime in large spheres (a). Ratio
of surface and bulk energies vs. sphere size for steel and polyethylene (black and blue lines).
Shaded regions indicate the corresponding regimes where surface energy is dominant (b).
Anisotropic and inhomogeneous materials
The applied theory of elasticity accounts for homogeneous isotropic materials, and
polymeric macromolecular micelles that we describe using the elastic-sphere model
are neither homogeneous nor isotropic. At the mesoscopic length scales, where the
interesting packing and phase transition phenomena take place, particle inhomogene-
ity and anisotropy can play an important role. For example, it is easy to see that
in a diblock copolymer micelle any mechanical property along the radial direction
could easily be di↵erent from those in the polar direction, i.e., the local Young
modulus should depend on distance from the center since in a spherical micelle the
monomer density is position-dependent. Their anisotropy and inhomogeneity on
the microscopic level could considerably change the deformation state at mesoscopic
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Slika 5: Univerzalno obnasˇanje deformacije sfericˇnih polimernih sˇcˇetk: slika simulirane
sˇcˇetke med vzporednima stenama (a) ter reducirani centralni lateralni raztezek ⇣ kot
funkcija sˇirine rezˇe L/2R0g za tanko (Nc = 30, cˇrni krogi) in debelo sˇcˇetko (Nc = 50,
rdecˇi krogi) s funkcionalnostmi f = 30, 40, 50 in 60 (b). Bela cˇrtkana cˇrta, zasencˇena
pri L/2R0g & 1.4, predstavlja ⇣ za kocko z ⌫ = 0.3. Vidimo, da mocˇno stisnjena sˇcˇetka
izkazuje enako obnasˇanje kot elasticˇno telo. Shematski prikaz modela mehke sfere, v katerem
sfericˇno polimerno sˇcˇetko (c) lahko obravnavamo kot homogeno elasticˇno sfero s premerom
D⇤ = 3.4 R0g (d).
Opravili smo analizo diametralnega stiska mehke sfere in ga primerjali s simulacijo
sfericˇne polimerne sˇcˇetke. Mehko sfero smo opisali z neo–Hookovim modelom, ki
izhaja iz statisticˇne termodinamike trirazsezˇne polimerne mrezˇe [59, 60, 55]. Tu se
prostorninska gostota proste energije glasi [143]
fdefSB =
Y
4(1 + ⌫)
 
I¯1   3
 
+
Y
6(1  2⌫) (J   1)
2 , (6)
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kjer je I¯1 prva invarianta izohornega dela Greenovega deformacijskega tenzorja F
TF,
F je gradient deformacije in J = detF. Cˇe za enoto dolzˇine izberemo D⇤ in energijo
izrazimo v enotah Y D3⇤, ostane Poissonovo sˇtevilo ⌫ edini snovni parameter. S
primerjavo centralnega lateralnega raztezka ⇣ diametralno stisnjene modificirane neo–
Hookove sfere pri razlicˇnih ⌫ z numericˇnimi rezultati smo poiskali optimalno ujemanje
pri znatnih stiskih, ki nastopi pri ⌫ = 0.3 (slika 6a). V rezˇimu majhnih in zmernih
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Slika 6: Primerjava reduciranega centralnega lateralnega raztezka ⇣ sfericˇne polimerne
sˇcˇetke z Nc = 30 in Nc = 50 ter f = 60 SPB, dobljenega s simulacijami, z napovedmi
modela mehke sfere z ⌫ = 0.27, 0.3 in 0.33 (a). Slika b prikazuje iste numericˇne rezultate
skupaj s kombinacijo modela mehke sfere z ⌫ = 0.3 pri L/2R0g < 0.5 (zelena cˇrta) in s
kapljicˇnim modelom s  = 0.6 pri L/2R0g > 0.5 (modra cˇrta). Na sliki c je ⇣, izracˇunan
s kapljicˇnim modelom za  = 0.4, 0.6 in 0.8 (modre cˇrte) in z modelom mehke sfere za
⌫ = 0.27, 0.3 in 0.3 (zelene cˇrte). Vsak od modelov je narisan s polno cˇrto v obmocˇju, kjer
dobro velja, in s cˇrtkano cˇrto izven tega obmocˇja.
stiskov nasˇ model ne opiˇse dobro numericˇnih rezultatov ne glede na Poissonovo
sˇtevilo; kolenasto obnasˇanje pri majhnih stiskih pa lahko zajame t.i. kapljicˇni model,
v katerem sfericˇno polimerno sˇcˇetko opiˇsemo kot stisljivo kapljico s primerno enacˇbo
stanja in s povrsˇinsko energijo. Kapljicˇni model zelo dobro napove ⇣ v obmocˇju
majhnih in zmernih stiskov pri sˇirinah rezˇ, ki segajo od 100% do priblizˇno 30%
efektivnega premera D⇤ (sliki 6b in c). V tem modelu deformacijo polimerne sˇcˇetke
nadzoruje en sam brezdimenzijski parameter
 =
2  T
R0
, (7)
ki je enak dvakratniku razmerja Egelsta↵–Widomove dolzˇine `EW =   T [145] in
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Slika 8: Elasticˇni energiji Hertzovih sfer v mrezˇah FCC in BCC v odvisnosti od reducirane
gostote. Zaporedje oblik nad diagramom ilustrira Hertzov rezˇim ter rezˇima izrazitega in
popolnega fasetiranja za mehko sfero v mrezˇi FCC, definirane z geometrijskimi argumenti.
Okvir prikazuje Wigner–Seitzovo celico pri gostoti, kjer se sosednje sfere ravno dotikajo,
prosojna sfera pa referencˇno sfero ob pricˇetku rezˇima popolnega fasetiranja. Modri in rdecˇi
trak prikazujeta ustrezajocˇa obmocˇja gostot za mrezˇi FCC in BCC. Fazno zaporedje je
nakazano v sredini diagrama; tu so s cˇrno narisana obmocˇja fazne koeksistence. Prehod
med tekocˇo fazo (tek.) in mrezˇo FCC, dobljen s simulacijami, smo povzeli po delu [30].
Analiza faznega diagrama sfer s Hertzovim potencialom napoveduje prehod med
tema dvema fazama. A ker znasˇata reducirani gostoti v koeksistenci ⇢ 3 = 2.211 in
2.287 [31] (slika 2b-d), sklepamo, da je od vseh rezultatov, slonecˇih na tem poten-
cialu, konsistenten edinole fazni prehod FCC–BCC. Preostali del faznih diagramov na
slikah 2b-d namrecˇ zagotovo pade v rezˇima izrazitega oziroma popolnega fasetiranja,
kjer linearna aditivnost polja odmikov in s tem Hertzov potencial ne veljata vecˇ.
Na sliki 8 smo oznacˇili geometrijsko dolocˇeni Hertzov rezˇim ter rezˇima izrazitega in
popolnega fasetiranja mrezˇe FCC.
Veljavnost Hertzove teorije, omejene na majhne indentacije, je odvisna od Pois-
sonovega sˇtevila, od koordinacijskega sˇtevila z in od modela, s katerim opiˇsemo
odvisnost gostote elasticˇne energije od deformacijskega tenzorja. Za izotropne mate-
riale obstaja kopica tovrstnih modelov, ki se pri majhnih deformacijah vsi prevedejo
na standardno Hookovo elasticˇno energijo [54, 95]. Tu bomo preucˇili dva modela,
in sicer modificirani Saint-Venant–Kirchho↵ov (SVK) model in neo-Hookov (NH)
model. V prvem je prostorninska gostota elasticˇne energije podana z
WSVK(F) = µ tr
 
E2
 
+
1
2
  (ln J)2 , (8)
kjer je E =
 
FTF  I  /2 Greenov deformacijski tenzor, F je gradient deformacije
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