We study the structure of the space of diametrically complete sets in a finite dimensional normed space. In contrast to the Euclidean case, this space is in general not convex. We show that its starshapedness is equivalent to the completeness of the parallel bodies of complete sets, a property studied in [13] , which is generically not satisfied. The space in question is, however, always contractible. Our main result states that in the case of a polyhedral norm, the space of translation classes of diametrically complete sets of given diameter is a finite polytopal complex. The proof makes use of a diagram technique, due to P. McMullen, for the representation of translation classes of polytopes with given normal vectors. The paper concludes with a study of the extreme diametrically complete sets.
Introduction
A compact convex set in a finite dimensional real normed vector space (briefly, a Minkowski space) is said be of constant width if any two parallel supporting hyperplanes of the set have the same distance. A bounded set is called diametrically complete (briefly, complete) if it is not properly contained in a set of the same diameter. Clearly, a complete set is convex and compact. In Euclidean space, the two notions, constant width and diametrically complete, are equivalent, and bodies of constant width have a long and rich history. We refer the reader to the survey articles [2] and [6] . The survey by Martini and Swanepoel [9] contains a longer section on bodies of constant width in Minkowski spaces. In an arbitrary Minkowski space, every convex body of constant width is complete, but not conversely (except in dimension two); this was first shown by Eggleston [3] . It is not difficult to find Minkowski spaces where the only bodies of constant width are the balls of the space, whereas in every Minkowski space there are so many complete sets that every bounded set is contained in a complete set of the same diameter (not a ball, in general). For this reason, in general Minkowski spaces the study of complete sets should replace the study of bodies of constant width in Euclidean space. In the following, we initiate a study of the space of all complete sets in a Minkowski space. It is considerably more intricate than the space of bodies of constant width in a Euclidean space.
An n-dimensional Minkowski space (we assume n ≥ 2) can be represented as X = (R n , · ) with a norm · . The set B := {x ∈ R n : x ≤ 1} is the unit ball of X, and all sets λB + t with λ > 0 and t ∈ R n are called balls.
The complete sets have a useful characterization in terms of supporting slabs. A supporting slab of the convex body K ∈ K n is any closed set Σ ⊃ K that is bounded by two parallel supporting hyperplanes H, H of K. The distance between H and H is denoted by w(Σ) and called the width of Σ. If M is another convex body, we say that the supporting slab Σ of K is M -regular if the supporting slab of M that is parallel to Σ has the property that at least one of its bounding hyperplanes contains a smooth boundary point of M (that is, a boundary point through which passes only one supporting hyperplane of M ). We use this terminology only in the cases where M is one of the bodies K, B, K + αB (α > 0). It is not difficult to show that the diameter of the convex body K is the supremum of the widths of all B-regular supporting slabs of K (see the Remark before Theorem 1 in [13] ). Hence, K has diameter d if and only if all B-regular supporting slabs Σ of K have width w(Σ) ≤ d and at least one supporting slab of K has width d. For a convex body K (with interior points) of diameter d, it is stated in [13] , Theorem 1, that K is complete if and only if every K-regular supporting slab of K has width d. We collect these results in the following lemma. Lemma 1. Let d > 0. The n-dimensional convex body K ∈ K n is a complete set of diameter d if and only if the following properties hold:
(a) Every B-regular supporting slab of K has width ≤ d.
(b) Every K-regular supporting slab of K has width d.
Back to X, we recall further that a completion of the convex body K ∈ K n is a complete set that contains K and has the same diameter as K. Every convex body K ∈ K n has a completion; this is in general not unique. We denote the set of all completions of K by γ(K). This defines a mapping γ : K n → C(K n ), the diametric completion mapping (see [12] ). Here C(K n ) denotes the set of nonempty compact subsets of K n . In [12] , the set K n was metrized by the Hausdorff metric ρ induced by the norm, and C(K n ) was metrized by the Hausdorff metric induced by the metric ρ. Then it was shown that the diametric completion mapping is locally Lipschitz continuous. This was used to show that in spaces X with a strictly convex norm the diametric completion mapping has a continuous selection. Without the assumption of strict convexity, we can show that there is a continuous mapping τ : K n → K n such that some translate of τ (K) is a completion of K, for all K ∈ K n . This is part of the proof of Theorem 2 below.
Starshapedness and connectedness
Let Z ∈ D 2 . By definition, the set D 2 is starshaped with respect to Z if for any convex body K ∈ D 2 the segment {(1 − λ)K + λZ : 0 ≤ λ ≤ 1} belongs to D 2 . The set D 2 is said to be starshaped if there exists some Z ∈ D 2 with respect to which it is starshaped. Lemma 2. If D 2 is starshaped, then D 2 is also starshaped with respect to the ball B.
Proof. Let D 2 be starshaped with respect to Z ∈ D 2 . Then D 2 is also starshaped with respect to −Z,
Since D 2 is starshaped with respect to Z, the segment joining −Z to Z belongs to D 2 , in particular, (1/2)Z + (1/2)(−Z) ∈ D 2 . Since the body (1/2)Z + (1/2)(−Z) is complete (of diameter 2) and o-symmetric, it is the ball B, as is well known and easy to see. Now let K ∈ D 2 be given and let C = (1 − λ)K + λB with λ ∈ [0, 1]. We put
Since D 2 is starshaped with respect to −Z, we have M ∈ D 2 . Using (1/2)Z +(1/2)(−Z) = B, we compute that C = (1−α)Z + αM , which shows that C ∈ D 2 . We have proved that
It is convenient in the following to use, as an auxiliary tool, also the Euclidean structure induced by the standard scalar product of R n . In this way, we can talk of normal cones and of the Steiner point, for example, and also use the Euclidean volume.
Lemma 3. Let K ∈ K n be a convex body of diameter d > 0. For any α > 0, the following assertions are equivalent:
(b) Every (K + B)-regular supporting slab of K has width d.
Proof. Clearly, diam (K + αB) ≤ d + 2α. The body K has a supporting slab of width d. Since the widths of parallel supporting slabs are additive under Minkowski addition, and every supporting slab of αB has width 2α, it follows that K + αB has some supporting slab of width d + 2α and hence has diameter d + 2α.
Suppose that (a) holds. By Lemma 1, every (K + αB)-regular supporting slab of K + αB has width d + 2α. It follows that every (K + αB)-regular supporting slab of K has width d.
Let Σ be a (K + B)-regular supporting slab of K. Then there is a supporting hyperplane H of K + B that is parallel to Σ and contains a smooth boundary point z of K + B. The normal cone N (K + B, z) is of dimension one. We have z = x + y with suitable points x ∈ K and y ∈ B, lying in supporting hyperplanes of K and B, respectively, parallel to H. By Theorem 2.2.1(a) of [14] ,
Since N (αB, αy) = N (B, y), we get
which is of dimension one. It follows that x+αy is a smooth boundary point of K +αB. Thus, the supporting slab Σ is (K + αB)-regular and hence has width d. This proves (b).
Suppose that (b) holds. Let Σ be a (K + αB)-regular supporting slab of K + αB. By a similar argument as used above, Σ is also (K + B)-regular, hence the parallel supporting slab of K has width d, by (b). Therefore, Σ has width d + 2α. By Lemma 1, K + αB is complete.
The essential point of Lemma 3 is that condition (b) is independent of α. Therefore, the completeness of K + αB for one positive number α > 0 implies the completeness of K + αB for all positive numbers α > 0 (and hence also the completeness of K).
We recall from [13] that the space X is said to have property (F) if, for any complete set K, also the Minkowski sum K + B is complete. Proof. If X has property (F), then it follows from Lemma 3 that, for any K ∈ D 2 and any λ ∈ [0, 1], the set (1 − λ)K + λB is complete. By Lemma 1, it has diameter 2. Thus, D 2 is starshaped with respect to B.
If D 2 is starshaped, then it is starshaped with respect to B, by Lemma 2. Any complete set K of positive diameter has a homothet K ∈ D 2 , and then (1/2)K +(1/2)B is in D 2 and hence complete. Using Lemma 3, we conclude that K + B is complete. Thus, X has property (F).
Theorem 2. The space D 2 is contractible.
Proof. As in [12] , we use an idea of Groemer [5] . He called a set M ∈ K n a tight cover of K ∈ K n if K ⊂ M and diam M = diam K. He proved that among all tight covers of K there is at least one which has maximal volume and that this is a completion of K. We call any such completion a maximal volume completion, briefly mv-completion, of K and denote by γ mv (K) the set of all mv-completions of K. For strictly convex norms, Groemer has shown that there is only one mv-completion of K, but without that assumption, we must work with the set γ mv (K). (The simplest example for non-unique mv-completions is provided by the space 2 ∞ and a segment K which is not parallel to one of the diagonals of the unit ball, a parallelogram).
Let K ∈ K n . As shown by Groemer with the aid of the Brunn-Minkowski theorem, any two elements of γ mv (K) are translates of each other. Hence, if we choose any M ∈ γ mv (K) and put
where s(M ) denotes the Steiner point of M (with respect to the auxiliary Euclidean structure), then τ (K) does not depend on the choice of M . (The Steiner point mapping could be replaced by any continuous mapping from K n to R n .) This defines a mapping τ : K n → K n . To prove the continuity of τ , we modify the proof of Theorem 2.1 in [12] .
Denoting by V the volume we define, for K ∈ K n ,
by showing that every subsequence of (τ (K i )) i∈N has a further subsequence that converges to τ (K). There is no loss of generality if we assume, to simplify the notation, that the first subsequence is the original sequence (τ (K i )) i∈N . For each i ∈ N, let M i ∈ γ mv (K i ). The sequence (M i ) i∈N is bounded and hence, by the Blaschke selection theorem, has a subsequence (M i j ) j∈N that converges to a convex body M . Since M i j is a completion (and therefore a tight cover) of K i j , the body M is a tight cover of K. It was shown in the proof of Theorem 2.1 in [12] that ψ (which was called ϕ • γ in that proof) is continuous. It follows that
whenever L is a tight cover of K. Using now that the Steiner point mapping is continuous, we deduce that
Finally, for K ∈ D 2 and λ ∈ [0, 1], let K λ := (1 − λ)K + λB and
This defines a mapping F :
, which satisfies F (K, 0) = K and F (K, 1) = B, since K and B are complete and of diameter 2. By the continuity of the mapping (K, λ) → K λ , of τ and of diameter and Steiner point, the mapping F is continuous. Hence, the space D 2 is contractible.
Polyhedral norms
In this section, we consider complete sets only up to translations. For K ∈ K n , the set of all translates K + t of K, where t ∈ R n , is denoted by [K] , and [K n ] is the space of all these translation classes, with the quotient topology. The Minkowski operations of addition and nonnegative scalar multiplication carry over from
Therefore, the usual convexity notions, like segment, starshaped, convex combination, convex set, extreme point, convex hull, polytope, etc., make sense in
We denote by D X the set of translation classes of the bodies in D 2 . Then D X is a compact subset of [K n ]. It need not be convex, but it still makes sense to consider its extreme points.
The set D X is our object of study in the present section, for the case where the space X = (R n , · ) is polyhedral, that is, the unit ball B is a polytope. This is assumed from now on.
The following lemma leads to an intuitive description of D X in simple cases.
Lemma 4. Let Σ 1 , . . . , Σ k be the B-regular supporting slabs of the polytopal unit ball
Proof. Let ±u 1 , . . . , ±u k be the outer unit normal vectors of the facets of B, and denote by H − (K, u) the supporting halfspace of K with outer normal vector u.
The bounding hyperplanes
If their distance is less than 2, then by Lemma 1 none of the hyperplanes H i , H i contains a facet of the polytope K, and in (2) we can replace
for a suitable vector t i , without changing the intersection. Thus, K can be represented in the form (1). Conversely, let K = ∅ be given by (1) . Then each B-regular supporting slab of K has width at most 2, and each K-regular supporting slab of K is parallel to one of the slabs Σ 1 , . . . , Σ k . The assertion now follows from Lemma 1.
To obtain representatives of the classes in D X , that is, elements of D 2 up to translations, we may fix n of the B-regular supporting slabs of B with linearly independent normal vectors and translate only the remaining ones, to obtain representations of the form (1).
1 , that is, R n with the norm with unit ball given by the convex hull of the points ±(1, 0, 0), ±(0, 1, 0), ±(0, 0, 1). Its supporting slabs are Σ 1 with outer normal vectors ±(1, 1, 1), Σ 2 with outer normal vectors ±(−1, 1, 1), Σ 3 with outer normal vectors ±(1, −1, 1), Σ 4 with outer normal vectors ±(−1, −1, 1). We fix Σ 2 , Σ 3 , Σ 4 , then each translation class of D X has a representative of the form
with suitable α ∈ R. Precisely for |α| ≤ 2/3 the condition of Lemma 4 is satisfied, that is, P α is an element of D 2 . Moreover, the mapping α → [P ( [B]
We see that, in this simple example, D X is not convex, but is still starshaped. It has got three extreme points, namely [B], [P (
The following is perhaps the simplest example where D X is not starshaped, and it gives a hint what to expect of D X in the case of a general polyhedral norm.
Example 2. Let X = (R 3 , · ) with the norm determined by the following unit ball B. Let B be obtained from the octahedron with vertices ±(1, 0, 0), ±(0, 1, 0), ±(0, 0, 1), by cutting off the vertices ±(0, 0, 1) by the planes orthogonal to (0, 0, 1) and at (Euclidean) distance 3/4 from the origin (see Figure 3) . The supporting slabs of B are Σ 1 , . . . , Σ 4 from Example 1 and Σ 5 , with normal vectors ±(0, 0, 1).
Again we fix Σ 2 , Σ 3 , Σ 4 , then each translation class of D X has a representative of the form
with suitable numbers α, β ∈ R. In this case we find that D X has precisely the six extreme points [
) and E 3 = P (0, 1 4 ) (see Figure 4) . As indicated in the right part of Figure 3 , the set D X consists of the following four convex polytopes of translation classes: The main purpose of this section is to show that for a polyhedral Minkowski space, the set D X is always the union set of a finite polytopal complex. In particular, D X is the union of finitely many convex sets, and it has only finitely many extreme points.
Recall that a polyhedral complex in some R d is a family C of convex polyhedral sets in R d with the property that the intersection of any two polyhedra in C is either empty or a polyhedron of C and that any face of a polyhedron in C belongs to C. A polytopal complex is a polyhedral complex all of whose polyhedra are bounded. We call a family F of sets in [K n ] a polytopal complex if there are a polytopal complex C in some R d and a mapping ϕ : R d → [K n ] such that F = {ϕ(P ) : P ∈ C} and the restriction of ϕ to any polytope of C is Minkowski linear.
In Example 2, we can take d = 2 and for C the complex consisting of the polytopes Q 1 , Q 2 , Q 3 in R 2 given by The proof of the theorem requires a number of preparations. As already mentioned, it is convenient to use the standard Euclidean scalar product ·, · as an auxiliary tool. This allows us to use Euclidean normal vectors of hyperplanes and, later, to employ the support function h K of K ∈ K n , as a function on R n . In particular, a closed halfspace can be written in the form
with u ∈ R n \ {o} and η ∈ R.
We shall deduce Theorem 3 from a result of McMullen [10] , which is based on the technique of diagrams and representations of polyhedra. We refer to [10] for this technique, but we must explain McMullen's approach with the necessary details that we need to apply his result.
Let ±u 1 , . . . , ±u N be the outer unit normal vectors of the facets of the unit ball B. We write U for the k-tuple (u 1 , . . . , u k ), k = 2N , with u i+N := −u i for i = 1, . . . , N . Let σ be a representation associated with U , that is, a linear mapping from R k into R k−n with kernel
We refer to [10] for the construction of such a mapping by means of a 'linear representation'. If (e 1 , . . . , e k ) is the standard basis of R k , we define u i := σ(e i ) for i = 1, . . . , k and denote by U the k-tuple (u 1 , . . . , u k ). The k-tuple U is called a representation of U .
For given (η 1 , . . . , η k ) ∈ R k , the set
is either empty or a polytope whose facets have only normal vectors from {u 1 , . . . , u k }.
The set of all polytopes of the form (4) is denoted by P(U ). If P = ∅, the point
is said to be associated with P . In virtue of (3), the point p is associated precisely with the polytopes of the translation class [P].
The following results are proved in [10] . Let P ∈ P(U ). Then p ∈ pos U , and int P = ∅ if and only if p ∈ int pos U . The vector u i is the normal vector of some facet of P if and only if p ∈ int pos (U \ {u i }).
For a given P ∈ P(U ), the numbers η i in (4) are in general not uniquely determined by P , but we can always assume that
for i = 1, . . . , k; here h(P, ·) is the support function of P . The point p(P ) = k i=1 h(P, u i )u i is called the representative of P . All translates of P have the same representative. A point p associated with P is its representative if and only if it belongs to the closed inner region, which is defined by
The continuous, surjective mapping : P(U ) → clir U , P → p(P ), which associates with each polytope of P(U ) its representative, has the property that −1 (p) ∈ P T (U ) for p ∈ clir U , where P T (U ) (using McMullen's notation) denotes the set of translation classes of polytopes from P(U ) (as a subspace of [K n ], hence with the quotient topology).
As defined by McMullen [10] , a type-cone is any subset of clir U which is a nonempty intersection of sets of the form relint pos V with V ⊆ U . Thus, clir U is partitioned into the type-cones. The bijective mapping
has the following properties. It is continuous. Restricted to the closure of any typecone, it is Minkowski linear. And, most important: points p and q of clir U belong to the same type-cone if and only if their images under −1 are translation classes of strongly isomorphic polytopes. The polytopes P 1 , P 2 are strongly isomorphic (see [14] , pp. 100 ff) if dim
for all vectors u = o; here F (P, u) denotes the support set of P with outer normal vecstor u. This is an equivalence relation, and the equivalence class of a polytope P is called its a-type. (The 'a' comes from 'analogous', which is used synonymously for 'strongly isomorphic.) Theorem 6 of [10] characterizes the type-cones as the maximal relatively open convex subsets of clir U on which −1 is Minkowski linear. Finally, Theorem 8 of [10] states that the closures of the type-cones in clir U form a polyhedral complex. Now we proceed to the proof of Theorem 3.
Lemma 5. For each type-cone K, the intersection K ∩ (D 2 ) is convex.
Proof. Let K be a type-cone, and suppose that p, p ∈ K ∩ (D 2 ). Choose polytopes P ∈ −1 (p) and P ∈ −1 (p ). Then
Let λ ∈ [0, 1] and put Q := (1 − λ)P + λP . Then q = (1 − λ)p + λp is the representative of Q.
We may assume, after renumbering, that ±u 1 , . . . , ±u m (for some m ≤ N ) are precisely the normal vectors of the P -regular supporting slabs of P . Recall that the supporting slab of P with normal vector u is P -regular if and only if max{dim F (P, u), dim F (P, −u)} = n − 1. Since p and q lie in the same type-cone K, the polytopes P and Q are strongly isomorphic, hence dim F (Q, u i ) = dim F (P, u i ), for i = 1, . . . , k. Therefore, ±u 1 , . . . , ±u p are precisely the normal vectors of the Qregular supporting slabs of Q and, of course, also of P .
Since p, p ∈ (D 2 ), the polytopes P, P are complete and have diameter 2. Therefore, Lemma 1 gives
for i = 1, . . . , N and
for i = 1, . . . , m. From (6) and (7) it follows that
We conclude that each B-regular supporting slab of Q has width at most 2 and that each Q-regular supporting slab of Q has width 2. By Lemma 1, Q has diameter 2 and is complete. Therefore, q ∈ (D 2 ). Thus, K ∩ (D 2 ) is convex.
Let i ∈ {1, . . . , N }. The set
is a hyperplane. Therefore, the set σ(H i ) is a hyperplane in R k−n (it is not the whole space, since H i ∩ ker σ = ∅). Let S By a type-cell we understand any nonempty intersection of a type-cone and a cell. Since the closures of the type-cones form a polyhedral complex, by McMullen's result, and clearly also the closures of the cells form a polyhedral complex, we deduce that the closures of all type-cells form a polyhedral complex.
Lemma 6. Let T be a type-cell, and suppose that C := T ∩ (D 2 ) contains more than one point. Then relbd C ⊂ relbd T.
Proof. By Lemma 5, the set C is convex. Suppose, contrary to the assertion, that there exists a point p ∈ relbd C with p ∈ relint T . Since C contains more than one point, we can choose a point p ∈ relint C with p = p. We can further choose a number > 0 such that q := p + (p − p ) ∈ T , which is possible since p ∈ relint T and p ∈ T . Let P ∈ −1 (p), P ∈ −1 (p ) and Q ∈ −1 (q ). Since p, p , q ∈ clir U , we have
This implies
Therefore, there exists a vector b ∈ R n with
which means that
Since P, P , Q belong to the same type-cell, they belong to the same type-cone and hence are strongly isomorphic. As in the proof of Lemma 5, we may assume, after renumbering, that ±u 1 , . . . , ±u m are precisely the normal vectors of the P -regular supporting slabs of P ; then ±u 1 , . . . , ±u m have the same meaning for P and Q . Since p, p ∈ (D 2 ), relations (6) and (7) are valid, and we deduce from (8) that
Suppose that for some j > m we have
We have P ∈ D 2 and hence h(P, u j ) + h(P, −u j ) ≤ 2h(B, u j ). If equality holds here, then p ∈ σ(H j ). Since p, q ∈ T , the points p and q are in the same type-cell and hence belong to the same of the hyperplanes σ(H 1 ), . . . , σ(H N ), in particular q ∈ σ(H j ), which implies that h(Q , u j ) + h(Q , −u j ) = 2h(B, u j ), a contradiction. Therefore, h(P, u j ) + h(P, −u j ) < 2h(B, u j ). By continuity, there exists with 0 ≤ ≤ and h(Q , u j ) + h(Q , −u j ) = 2h(B, u j ). This means that q ∈ σ(H j ), again a contradiction, for the same reason. Thus, the assumption was false, and we have h(Q , u j ) + h(Q , −u j ) ≤ 2h(B, u j ) for j = 1, . . . , k. This completes the proof of the fact that Q ∈ D 2 and hence q ∈ (D 2 ). From q ∈ C and p ∈ relint C and the convexity of C it now follows that p ∈ relint C, a contradiction. This completes the proof of Lemma 6.
By Lemma 6, the following holds. If T ∩ (D 2 ) = ∅ for some type-cell T , then
It is now easy to see that the closures of the nonempty intersections T ∩ (D 2 ), where T is a type-cell, form a polyhedral complex. It is, in fact, a polytopal complex, since D X is compact and the inverse of the mapping −1 is continuous. Since the mapping −1 is Minkowski linear on each type-cone, and thus on each type-cell intersected with (D 2 ), we have proved Theorem 3.
Extreme points
In order to gather some more information about the space D X , we study its extreme points. First, we give an example in which any neighbourhood of [B] in D X contains convex subsets of a given finite dimension, but [B] itself is an extreme point.
The example is the space X = (R n , · ), where the unit ball B of the norm is a polyhedral spindle, that is, a polytope with a vertex p such that each facet of B contains either p or −p. Let u 1 , . . . , u N be the outer unit normal vectors of the facets of B containing p, then −u 1 , . . . , −u N are the normal vectors of the facets containing q := −p. Suppose that
For any vector v = o with F (B, v) = {p} it follows from (9) that
and hence w(K 0 , u i ) = 2. Therefore, p 0 , u i + q 0 , −u i = 2 p, u i , which gives
we now deduce that B = K 0 − To show the second announced property of this example, let Σ i denote the B-regular supporting slab of B with normal vectors ±u i , i = 1, . . . , N . We assume, without loss of generality, that u N −n+1 , . . . , u N are linearly independent and consider the polytopes
There is a neighbourhood U of (0, . . . , 0) ∈ R N −n such that for (α 1 , . . . , α N −n ) ∈ U the polytope P (α 1 , . . . , α N −n ) has the same number of facets as B and belongs to D 2 . Further, we can find (α 0 1 , . . . , α 0 N −n ) ∈ U such that the polytope P (α 0 1 , . . . , α 0 N −n ) is simple. By Lemma 2.4.12 of [14] , there exists a neighbourhood V of (α 0 1 , . . . , α 0 N −n ) in U such that for (α 1 , . . . , α N −n ) ∈ V the polytopes P (α 1 , . . . , α N −n ) belong to the same equivalence class of strongly isomorphic polytopes. If P 1 , . . . , P k are strongly isomorphic polytopes in D 2 , then the polytope
belongs to D 2 (as used in the proofs of Lemmas 5 and 6). We conclude that there is an (N − n)-dimensional convex subset C of V such that for (α 1 , . . . , α N −n ) ∈ C the polytopes P (α 1 , . . . , α N −n ) belong to D 2 . It follows that any neighbourhood of [B] in D X contains a convex subset of dimension N − n.
As mentioned, Theorem 3 implies that for a polyhedral Minkowski space X, the set D X has only finitely many extreme points. One may conjecture that polyhedral Minkowski spaces are characterized by this fact, but we have only been able to prove this in the two-dimensional case. In higher dimensions, we can show that in Minkowski spaces with a strictly convex norm, the set D X has infinitely many extreme points. This requires to deal with two tasks: to construct extreme complete sets of given diameter, and for different ones to show that they are not equivalent by translation. First we consider strictly convex norms.
Lemma 7. Let X be a Minkowski space with a strictly convex norm. Let ∅ = S ⊂ X be a set of vectors of norm 2 with diam S ≤ 2, and let C be a completion of minimal volume of S o := S ∪ {o}. Then [C] is an extreme element of D X .
Proof. Since the set γ(S o ) of completions of S o is compact, it is clear that a completion C ∈ γ(S o ) of minimal volume exists. We assert that C is extreme, in the set of complete sets of diameter 2 (notice that diam C = diam S o = 2). For the proof, let K, M ⊂ X be two complete sets of diameter 2 such that
for some λ ∈ (0, 1). For x ∈ S o , there exist points x K ∈ K and x M ∈ M such that x = (1 − λ)x K + λx M . We assume, without loss of generality, that o K = o M = o, since this can be achieved by applying suitable translations to K and M without destroying the relation (10) . From diam K = diam M = 2 it then follows that x K ≤ 2 and x M ≤ 2. For x ∈ S we obtain
Since equality holds and the norm is strictly convex, we deduce that
. From (10) and the Brunn-Minkowski theorem it follows that
Since equality holds here, the bodies K and M are homothetic and hence, having the same diameter, are translates of each other. This entails that [C] is an extreme element of D X .
The proof of Lemma 7 leads us to the following side-remark on the so-called Meissner bodies in Euclidean three-space 3 2 . To obtain them, one starts with a regular tetrahedron T of edge length d, forms the intersection of the balls of radius d with centers at the vertices of T , and then rounds off one edge from each opposite pair of curved edges to obtain a body of constant width d. These bodies were introduced by Meissner [11] , their construction is described in Bonnesen-Fenchel [1] , p. 136; a photograph of a plaster model can be found in Fischer [4] , p. 98. They are famous due to the fact that they have been conjectured (Bonnesen-Fenchel, loc. cit.) to be the bodies of constant width d of minimal volume; this is still undecided. The problem, its history and some recent developments are neatly presented in the article by Kawohl and Weber [8] . The conjecture would be disproved if it could be shown that a Meissner body does not define an extreme class in D 3 2 ; however, this approach fails. There are two types of Meissner bodies, according to which three curved edges have been rounded: three that have a common vertex or three that form a triangle. First we consider the case of a common vertex. Let B be the unit ball of 3 2 . Without loss of generality, we take the plane H := {(x 1 , x 2 , x 3 ) ∈ R 3 : x 3 = −2 2/3} and let {a 1 , a 2 , a 3 } ∈ H ∩ ∂2B be three points forming with o an equilateral set of diameter 2. If we consider the sets In order to deal with the second type of Meissner bodies, consider the halfspace H + := {(x 1 , x 2 , x 3 ) ∈ R 3 : x 3 ≥ −2 2/3} and define the new sets
Then M 1 is the only completion of M 0 and is a Meissner body of the second type, with the rounded edges forming a triangle. We state that M 1 is extreme, up to translations, in the family of complete sets of diameter 2. In fact, suppose that M 1 is a convex combination of complete sets A and B of diameter 2. Then these two sets contain translates of M 0 (as follows from fact (ii) above), which implies that
.
After this digression, we return to the extreme points of D X in general.
Theorem 4. Let X be a Minkowski space with a strictly convex norm. Then the set D X has continuum many extreme points.
Proof. In the following proof, the notions of unit normal vector and spherical image refer again to an auxiliary Euclidean metric on X.
Let H be a two-dimensional plane through o and let J := H ∩ ∂2B, where B is the unit ball of X. We choose a point x 1 ∈ J and let y 1 be one of the two points in J ∩(J +x 1 ). Then x 1 −y 1 = 2 (this is the known argument to construct an equilateral triangle in a Minkowski plane; see Thompson [15] , Theorem 4.1.1). Let z = x 1 , y 1 be a point of the arc of J between x 1 and y 1 . Then z − x 1 < 2 and z − y 1 < 2. Let x 2 be a point of the open arc of J between x 1 and z, and determine y 2 ∈ J such that y 2 − x 2 = 2 and y 1 belongs to the open arc of J between z and y 2 . We can choose x 2 so close to x 1 that still z − y 2 < 2; of course,
There is a neighbourhood N of z in X such that w − x i < 2 and w − y i < 2 for all w ∈ N and for i = 1, 2. Now we choose n points w 1 , . . . , w n ∈ N ∩ ∂2B such that there are outer unit normal vectors u i of 2B at w i , i = 1, . . . , n, which are linearly independent. That this is possible follows from the fact that 2B is strictly convex. (If K is a strictly convex body, then the spherical image of a relatively open subset of ∂K is a relatively open subset of the unit sphere.)
We define S i := {o, x i , y i , w 1 , . . . , w n } for i = 1, 2, then diam S i = 2. Let C i be a minimal volume completion of S i . By Lemma 7, [C i ] is an extreme point of D X . Suppose that C 1 and C 2 were translates of each other. For j ∈ {1, . . . , n} we have C i ⊂ 2B + w j , hence o ∈ ∂C i , and −u j is an outer normal vector to C i at o. The point o is the only point of C i at which the normal cone contains the linearly independent vectors −u 1 , . . . , −u n . It follows that C 1 and C 2 , which are translates, must be identical. But then x 1 , y 2 ∈ C i , which is a contradiction, since x 1 − y 2 > 2. This proves that C 1 and C 2 are not translates of each other. By varying the points x 1 and x 2 in suitable neighbourhoods, we obtain continuum many different extreme points of D X .
Theorem 5. In a two-dimensional Minkowski space, there are infinitely many extreme translation classes of bodies of given constant width if and only if the unit ball of the space is not a polygon.
Proof. Recall that in a two-dimensional Minkowski space, the notions of body of constant width and of diametrically complete set are equivalent. It follows from Theorem 3 that in a polyhedral Minkowski plane there are only finitely many extreme translation classes of bodies of given constant width. To prove the converse, we may restrict ourselves to convex bodies of constant width one. Similarly as in the previous proof, we choose a point x ∈ ∂B (which we call the 'starting point') and let y be a point in ∂B ∩ (∂B + x). Then x = y = x − y = 1. We remark that ∂B ∩ (∂B + x) contains precisely two points except if ∂B contains a segment parallel to x and of length larger than one. Let C := B ∩ (B + x) ∩ (B + y).
Of any two parallel supporting lines of C, at least one passes through one of the points o, x, y, and it follows that the lines are distance one apart. Thus, C is a body of constant width one. The bodies obtained in this way, and their translates, are called Minkowski Reuleaux triangles (although they can have more than three vertices).
Suppose that
for some K, M ∈ K 2 of constant width one and for some λ ∈ (0, 1). As in the proof of Lemma 7, there are points
Moreover, since y ∈ ∂C, we have y K ∈ ∂K, y M ∈ ∂M , and the outer unit normal vectors (with respect to some scalar product) of C at y, of K at y K and of M at y M are the same. After applying suitable translations we may assume that
we have equality. Equality in the second inequality yields x K = x M = 1, hence x K , x M ∈ ∂B. Similarly, we obtain that y K = y M = 1. Equality in the first inequality of (12) implies that the segment with endpoints x K , x M lies in the boundary of B. Now we introduce a first additional assumption, namely that x was chosen as an extreme point of B; then we can conclude that x K = x M = x. From
we obtain x − y K = 1 = x − y M . Since also y K = y M = 1, we deduce that y K , y M ∈ ∂B ∩ (∂B + x). As a second assumption, we assume now that ∂B does not contain a segment parallel to x and of length larger than one. Then ∂B ∩ (∂B + x) consists of precisely two points, one of which is y. Since the outer unit normal vectors of C at y, of K at y K and of M at y M are the same (and o, x ∈ K, M ), we conclude that y K = y M = y. Thus, o, x, y ∈ K, and since K is of constant width one, we must have K ⊂ B ∩ (B + x) ∩ (B + y) = C. In fact, equality must hold here, since any proper closed convex subset of B ∩ (B + x) ∩ (B + y) is not of constant width one. Similarly, we have M = C. Thus, C is extreme.
Now we assume that the unit ball B of X is not a polygon; then it has infinitely many extreme points. We say that an extreme point x is suitable if ∂B does not contain a segment of length at least one that is parallel to x. Clearly, at most finitely many of the extreme points are not suitable. Let x 0 be an accumulation point of extreme points. There is a point z ∈ ∂B ∩ int(B + x 0 ) such the arc of ∂B between x 0 and z contains infinitely many extreme points. We choose a cyclic order on ∂B, and we take two different suitable extreme points x 1 and x 2 from the open arc between x 0 and z such that x 0 , x 1 , x 2 , z follow each other in cyclic order. We choose y 1 as the first point in ∂B ∩ (∂B + x 1 ) after z in cyclic order, and y 2 is defined similarly, for the starting point x 2 . Let C i be the completion of {o, x i , y i }, i = 1, 2, as constructed above, with starting point x i . As shown, C 1 and C 2 are extreme bodies of constant width one. Suppose that C 2 is a translate of C 1 , say C 2 + t = C 1 with t ∈ R 2 . Clearly, t = o. Since x 2 + t ∈ C 2 + t = C 1 ⊂ B and x 2 − t ∈ C 1 − t = C 2 ⊂ B, the point x 2 is not an extreme point of B, which is a contradiction. Thus, C 1 and C 2 are not translates of each other. It follows that there are infinitely many translation classes of extreme bodies of constant width one. Remark. Kallay [7] has proved a necessary and sufficient condition for a convex body of constant width in a two-dimensional Minkowski space to be extreme in the set of all convex bodies of the same constant width. We found the proof given above more direct than an application of this criterion. (Note also that in [7] , Theorem 2, the condition θ ∈ [0, 2π) has to be replaced by θ ∈ [0, π), as shown by the example of the space 2 ∞ , and also by the proof given in [7] ).
