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Modern-day radiotherapy relies on highly sophisticated forms of image guidance in order to imple-
ment increasingly conformal treatment plans and achieve precise dose delivery. One of the most
important goals of such image guidance is to delineate the clinical target volume from surrounding
normal tissue during patient setup and dose delivery, thereby avoiding dependence on surrogates
such as bony landmarks. In order to achieve this goal, it is necessary to integrate highly efficient
imaging technology, capable of resolving soft-tissue contrast at very low doses, within the treatment
setup. In this paper we report on the development of one such modality, which comprises a non-
optimized, prototype electronic portal imaging device EPID based on a 40 mm thick, segmented
crystalline CsITl detector incorporated into an indirect-detection active matrix flat panel imager
AMFPI. The segmented detector consists of a matrix of 160160 optically isolated, crystalline
CsITl elements spaced at 1016 m pitch. The detector was coupled to an indirect detection-based
active matrix array having a pixel pitch of 508 m, with each detector element registered to 2
2 array pixels. The performance of the prototype imager was evaluated under very low-dose
radiotherapy conditions and compared to that of a conventional megavoltage AMFPI based on a
Lanex Fast-B phosphor screen. Detailed quantitative measurements were performed in order to
determine the x-ray sensitivity, modulation transfer function, noise power spectrum, and detective
quantum efficiency DQE. In addition, images of a contrast-detail phantom and an anthropomor-
phic head phantom were also acquired. The prototype imager exhibited approximately 22 times
higher zero-frequency DQE 22%  compared to that of the conventional AMFPI 1% . The
measured zero-frequency DQE was found to be lower than theoretical upper limits 27%  cal-
culated from Monte Carlo simulations, which were based solely on the x-ray energy absorbed in the
detector—indicating the presence of optical Swank noise. Moreover, due to the nonoptimized
nature of this prototype, the spatial resolution was observed to be significantly lower than theoret-
ical expectations. Nevertheless, due to its high quantum efficiency 55% , the prototype imager
exhibited significantly higher DQE than that of the conventional AMFPI across all spatial frequen-
cies. In addition, the frequency-dependent DQE was observed to be relatively invariant with respect
to the amount of incident radiation, indicating x-ray quantum limited behavior. Images of the
contrast-detail phantom and the head phantom obtained using the prototype system exhibit good
visualization of relatively large, low-contrast features, and appear significantly less noisy compared
to similar images from a conventional AMFPI. Finally, Monte Carlo-based theoretical calculations
indicate that, with proper optimization, further, significant improvements in the DQE performance
of such imagers could be achieved. It is strongly anticipated that the realization of optimized
versions of such very high-DQE EPIDs would enable megavoltage projection imaging at very low
doses, and tomographic imaging from a “beam’s eye view” at clinically acceptable doses. © 2006
American Association of Physicists in Medicine. DOI: 10.1118/1.2178452
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guided radiotherapyI. INTRODUCTION
Recent advances such as three-dimensional 3D conformal
radiotherapy and intensity-modulated radiotherapy have
made it possible to better achieve the central goal of
radiotherapy—delivering maximum dose to the tumor vol-
1053 Med. Phys. 33 „4…, April 2006 0094-2405/2006/33„4…/ume while sparing normal tissue and critical organs, through
the use of significantly reduced treatment margins and
steeper dose gradients. The successful realization of such
techniques has been greatly facilitated by increasingly so-
phisticated forms of image guidance for target localization
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and geometric verification of dose delivery. A significant
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tumor volume in the treatment room itself.2–11 Such effort is
largely motivated by a strong desire within the community to
reduce dependence on surrogates such as bony landmarks,
thereby avoiding errors in dose delivery due to organ
motion.12 One such strategy is to acquire diagnostic-quality
tomographic images with the patient in the treatment posi-
tion. Typically, this arrangement involves a kilovoltage kV
x-ray tube and an active matrix flat panel imager AMFPI
mounted on the linear accelerator linac gantry, both ori-
ented orthogonally to the beam axis.6,7,13 Such kV imaging
systems integrated into the linac are becoming of increasing
clinical interest due to their ability to provide high-quality
images with soft-tissue contrast at relatively low doses
2 cGy.8
A parallel approach to that described above is to make use
of the treatment beam itself to obtain megavoltage computed
tomographic MVCT images.14,15 In this regard, numerous
strategies employing AMFPI16–21 and non-AMFPI Refs.
22–26 technologies have been reported. Although anatomi-
cal structures have inherently lower contrast at MV energies
compared to kV, it has been demonstrated by various groups
that soft-tissue contrast is nonetheless achievable through
MVCT using conventional as well as investigational elec-
tronic portal imaging devices EPIDs.8,16,20,25 In particular,
obtaining MVCT images that are reconstructed from “beam’s
eye view” projection data using AMFPI EPIDs which have
become a standard add-on to modern linacs is of tremen-
dous interest since it eliminates the need for additional
equipment and minimizes geometric uncertainties that can
possibly occur in an orthogonally mounted kV imaging sys-
tem. In addition, megavoltage CT numbers can potentially
yield more accurate information for radiotherapy dose calcu-
lations and inhomogeneity corrections.14,15,27,28 Moreover,
MVCT images are less subject to x-ray scatter due to the
fact that Compton scatter at MV energies is largely forward
directed29 and are less affected by the presence of metal
objects such as dental implants, hip prostheses, etc., present
in the imaged volume—factors that can cause significant ar-
tifacts in kVCT images.16,30–33
The primary hurdle that prevents megavoltage cone-beam
CT from being clinically feasible is the relatively low x-ray
quantum efficiency QE of the detectors used in current
AMFPI EPIDs.8 As a result of this low QE, the dose required
to achieve a reasonable level of soft-tissue delineation is pro-
hibitively high and, thus, clinically impractical.8,20 Recent
studies have demonstrated that MVCT images exhibiting
soft-tissue contrast can be obtained at greatly reduced doses
that are comparable to those used for diagnostic CT through
the use of high-QE detectors.16–18,25 In addition, the incorpo-
ration of high-QE detectors in EPIDs is also likely to greatly
benefit projection MV, i.e., portal, imaging. For example,
such imagers would enable the acquisition of high-quality
portal images at a fraction of a centigray cGy, enabling
more frequent imaging in order to reduce set-up errors. Fur-
thermore, obtaining a continuous sequence of such high-
quality, low-dose images during treatment opens up the pos-
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radiotherapy. It should be noted that, alternative strategies to
achieve dose reduction in megavoltage tomographic and pro-
jection imaging, using relatively low-QE detectors, are also
being investigated.16,18,34 The incorporation of high-QE de-
tectors, coupled with such strategies, is likely to result in
further improvement in the overall imaging performance.16,34
In a recent study, we reported on the theoretical perfor-
mance of high-QE, segmented crystalline scintillator-based
EPIDs.35 Previous empirical investigations of megavoltage
imagers based on such thick, segmented crystalline detectors
have been reported by Mosleh-Shirazi et al., using a TV-
camera-based EPID Refs. 23 and 36 and, more recently, by
Seppi et al., using an AMFPI EPID.17 However, due to limi-
tations in fabrication techniques, such detectors were subject
to a significant tradeoff between size and uniformity of the
element pitch i.e., center-to-center spacing of the elements
and, therefore, could only be fabricated so as to have regu-
larly spaced elements with a relatively coarse pitch
3000 m Ref. 36 or elements with a finer pitch
380 m but significantly nonuniform center-to-center
spacing.17 Ongoing improvements in engineering and fabri-
cation technology are helping to progressively mitigate this
tradeoff. Recently, such improvements have enabled the fab-
rication of an initial, nonoptimized version of a 40 mm thick,
segmented CsITl detector with a 1016 m element pitch.
In this work we report empirical and theoretical results on
the performance of a megavoltage imager based on this “en-
gineering test prototype,” coupled to an indirect-detection
active matrix flat panel array. Measurements of x-ray sensi-
tivity, modulation transfer function MTF, noise power
spectrum NPS, and the detective quantum efficiency
DQE are reported at 6 MV. Images of a contrast-detail
phantom and a head phantom are shown along with similar
images acquired using a conventional AMFPI. Measure-
ments are compared with theoretical upper limits obtained
from Monte Carlo calculations for an optimized version of
the prototype detector.35 Finally, the implications of the real-
ization of such very high-DQE EPIDs for MVCT are dis-
cussed.
II. METHODS AND MATERIALS
A. Prototype EPID design
Current megavoltage EPIDs use phosphor screen-based
detectors which face a severe tradeoff between x-ray quan-
tum efficiency and spatial resolution due to the spread of
optical photons, which in turn limits the DQE. A segmented
detector circumvents this tradeoff by ensuring that the light
generated within a cell as a result of x-ray interactions re-
mains confined within that cell.37 Based on various design
considerations, described in a previous publication,35 a pro-
totype, nonoptimized, 16164 cm3 CsITl segmented
detector was fabricated at St. Gobain Crystals and Detectors,
OH.
The detector Fig. 1a consisted of 16 small-area 4
4 cm2 single-crystal blocks, which were obtained from a
single CsITl ingot in order to ensure that all of the blocks
thogo
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chining techniques, each small-area block was diced at regu-
larly spaced intervals 1016 m, first along the X and, sub-
sequently, along the Y dimension, to form a two-dimensional
matrix of 40 mm tall CsITl elements separated by 100 m
thick, 40 mm deep gaps. An optically opaque and reflective
polymer was introduced within the gaps in order to create a
submatrix of 4040 optically isolated CsITl elements with
a center-to-center spacing of 1016 m Fig. 1b. With this
technique, the individual CsITl elements exhibited highly
regular center-to-center spacing along one direction i.e., be-
tween the columns in Fig. 1b, while the spacing in the
orthogonal direction was slightly nonuniform. Sixteen such
submatrices were arranged such that the well-aligned ele-
ments of all sub-matrices were oriented in the same direc-
tion, and precisely aligned under a microscope in order to
form a larger-area 16.2516.25 cm2 segmented detector
matrix shown in Fig. 1a. The top x-ray side and bottom
array side surfaces of the entire detector were slightly
roughened by polishing them with fine-grain sand paper in
order to make them optically diffuse. Such surface treatment
helps to reduce optical glare that may arise due to multiple
reflections of light rays between interfaces e.g., the detector
and the array.38
The segmented CsITl detector was coupled to an indi-
rect detection active matrix array 508 m pitch, previously
developed for radiotherapy applications.39 The detector and
the array were housed in a custom-built, precision alignment
jig Fig. 2, which allowed horizontal, vertical, and rotational
FIG. 1. a Prototype segmented CsITl detector. The detector matrix is com
other under a microscope. The bars attached to the sides of the detector matr
detector on the alignment jig. b Magnified view of a submatrix. It can be se
spacing in one direction i.e., between columns while the spacing in the oradjustment of the CsITl matrix with respect to the underly-
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under the array in order to provide upward pressure so as to
ensure good optical coupling with the segmented detector.
The detector was aligned with respect to the active matrix
array such that the columns of the detector Fig. 1 were
perpendicular to the direction of the gate lines of the array
and the CsITl elements were registered to 22 underlying
array pixels. Registration was performed through iterative
positioning of the CsITl matrix with respect to the array.
of a 44 array of smaller submatrices which are precisely aligned to each
made of PVC in order to minimize x-ray scatter, and are used to mount the
t in this early prototype, the elements exhibit highly regular center-to-center
nal direction i.e., between rows shows small nonuniformities.
FIG. 2. Segmented detector+active matrix array placed in a precision align-
ment jig which enables horizontal, vertical, and rotational adjustment of the
CsITl matrix with respect to the underlying array. The outer framework of
the jig is composed of Al in order to provide adequate strength and rigidity,
while the inner framework is composed of polymer-based materials in orderposed
ix are
en thato minimize the effect of x-ray scatter from the jig.
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x-ray beam in the following manner. An open-field image
was acquired corresponding to a given alignment and the
degree of variation between adjacent array pixels along each
gate and data line was recorded. A smaller amount of varia-
tion in signal values indicated that the scintillator part of the
detector elements was overlying the array photodiodes. In
contrast, the appearance of a band-like pattern in the image
indicated that one or more septal walls were overlying the
array photodiodes. The alignment corresponding to the least
signal variation along each line was chosen as the configu-
ration representing the best element-to-array registration. As
expected, the registration was observed to be slightly better
along the gate line direction compared to the data line direc-
tion.
B. Measurements
The signal and noise performance of the prototype EPID
was examined under radiotherapy imaging conditions 6 MV
photon beam from a Varian linear accelerator. A 1.2 mm
thick steel plate, similar to the 1 mm thick Cu plate used in
conventional AMFPI EPIDs,40 was placed on top in order to
provide buildup and filtration of low-energy scattered radia-
tion. One side of the steel plate was polished to a “mirror-
like” finish. Measurements were performed using three dif-
ferent optical layers on the top i.e., x-ray side of the CsITl
detector—a diffuse or lambertian reflective layer formed by a
white sheet of photo-quality paper placed between the steel
plate and the CsITl detector, a specular reflective layer,
formed by coupling the mirrorlike surface of the steel plate
directly to the detector, and an optically absorptive layer
formed by a black paper placed between the steel plate and
the detector. For convenience, we shall refer to these three
layers as “white,” “mirror,” and “black,” respectively. Mea-
surements of signal, noise, and spatial resolution were per-
formed for each of the three configurations as a function of
the irradiation time of the linac in monitor units MU. For
the calibration used on this linac, 1 MU corresponds to
0.8 cGy deposited in water at a source-to-detector distance
SDD equal to 100 cm, with 10 cm overlying water, for a
field size of 1010 cm2 at the linac isocenter i.e., source-
to-axis distance=100 cm. The data obtained from these
measurements were used to determine the x-ray sensitivity,
NPS and MTF of the prototype imager. For the aforemen-
tioned signal and noise measurements, the AMFPI was oper-
ated in fluoroscopic mode and the radiation was delivered at
a rate of 100 MU/min, while the MTF measurements were
performed in radiographic mode, at 600 MU/min. The fluo-
roscopic mode of operation involves continuous image frame
acquisition in synchronization with the beam pulses from the
linac. In the radiographic mode, a single image frame is ac-
quired after the linac delivers a programmed amount of ra-
diation. Further details of the fluoroscopic and radiographic
operation of this array may be found elsewhere.41–43 In each
case, appropriate offset and gain corrections were applied to
individual image frames and the corrected pixel data in each
frame were binned in groups of 22 pixels in order to
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that of the segmented detector elements 1016 m. In addi-
tion, measurements were also performed using a Lanex
Fast-B phosphor screen 133 mg/cm2 Gd2O2S:Tb, East-
man Kodak, Rochester, NY +1 mm Cu plate coupled to the
same active matrix array as that used for the prototype EPID.
The Fast-B-based data were also binned in groups of 2
2 pixels and were processed in a manner similar to that
used for the data acquired from the prototype imager, in or-
der to facilitate direct comparisons.
1. X-ray sensitivity
The signal response of the prototype AMFPI was mea-
sured as a function of x-ray irradiation. The imager was
placed at a SDD of 130 cm, and a field size of 1010 cm2 at
the isocenter was used. Image frames were acquired in syn-
chronization with the beam pulses. Frame acquisition was
synchronized with the beam pulses using the “Target I” out-
put from the linac control logic. The acquisition system, pre-
viously developed for research involving such active matrix
arrays,44 allowed the reading of up to 100 gate lines of the
array between consecutive beam pulses delivered at
100 MU/min corresponding to a pulse frequency of 60 Hz.
For images corresponding to multiple beam pulses, the sys-
tem software was programmed so as to trigger the data ac-
quisition after the delivery of the desired number of pulses.
Note that the actual frame readout in this case still occurred
between beam pulses. The number of monitor units per
pulse, approximately 0.027, was determined by counting the
number of pulses from the “Target I” output for a pro-
grammed MU setting. For each data sequence, 800 dark and
800 flood data frames i.e., frames in the absence and pres-
ence of radiation, respectively were acquired. For each data
set, the average of the 800 dark frames was subtracted from
the average of the 800 flood frames to yield the signal. The
signal values were converted from analog-to-digital con-
verter ADC units to electrons using a measured calibration
factor of 1 ADC7480 e. The calibration was performed
through a separate measurement involving the injection of a
known amount of charge into the acquisition system pream-
plifiers and recording the corresponding ADC values. The
slope of the x-ray signal response plotted as a function of the
irradiation time yielded the x-ray sensitivity in units of
e/MU.
2. Modulation transfer function „MTF…
MTF for the prototype detector was measured, using the
angled slit technique45—a method widely employed for char-
acterizing the spatial resolution of kV as well as MV digital
imaging systems.37,43,46–48 Two tungsten blocks with preci-
sion machined and polished opposing faces, having dimen-
sions of 198.54.25 cm3, were separated by 0.01 cm
shims to form a long, narrow slit of dimensions 198.5
0.01 cm3. The longest dimension of the blocks 19 cm
was positioned along the beam central axis, so as to consti-
tute the “thickness” of the slit. The slit was centered with
respect to the radiation source in order to maximize the sig-
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almost in contact with the detector, which was placed at a
SDD of 138 cm. In addition, the slit was oriented at an angle
of 3° with respect to the data line direction of the active
matrix array i.e., the direction parallel to the “columns” of
the detector as seen in Fig. 1a. The field size was adjusted
to 6.56.5 cm2 at the exit surface of the slit. Image frames
were acquired by operating the imager in radiographic mode.
A total of ten images, each at 0.5 MU, were acquired. Owing
to the fact that the x-ray source of the linac gives a divergent
beam, it is possible that the small amount of radiation that
penetrates through the tungsten blocks creates a non-uniform
radiation profile that is superimposed on the slit images.
Such an effect can potentially cause distortion in the baseline
of the line spread function LSF calculated from these im-
ages. In order to minimize this effect, images of the radiation
profile were acquired by displacing the slit 0.5 cm away
from the center of the beam. Gain and offset corrections
were applied to all image data sets and the radiation profile
images were subtracted from the slit images. For each pro-
totype detector, the final, corrected images were averaged,
binned 22, and used to estimate the LSF. The absolute
value of the Fourier transform of the LSF yielded the one-
dimensional MTF.
3. Noise power spectrum
Dark and flood image frames acquired for the sensitivity
measurements described above, were used to estimate noise
power spectra NPS of the system. The NPS was determined
as a function of spatial frequency for irradiation times of
0.027 and 0.054 MU—corresponding to one and two beam
pulses, respectively, from the linac. Offset and gain correc-
tions were applied to each flood frame. A selective 33
median filter was applied in order to correct for defective
array pixels, affecting less than 0.2% of the total number of
pixels per frame. The pixel ADC values were converted into
units of electrons and the image frames were binned as de-
scribed in the previous section. One-dimensional noise
power spectra were determined from these images using the
synthesized slit technique, which is described in detail
elsewhere,43,49 and is briefly summarized as follows. From
the acquired data, and after binning, 800 independent, non-
overlapping blocks i.e., slits, each with 9045 pixels,
were selected such that the longer dimension of the blocks
was parallel to the gate lines of the array. Each slit was
summed along the narrow direction to form a 90-point real-
ization. Low frequency background trends were subtracted
and a Hanning window was applied to each realization. A 1D
Fourier transform was applied to each of the 800 realizations
and the resulting power spectra, were appropriately normal-
ized and averaged to yield a 1D NPS. The NPS data were
subsequently corrected in order to compensate for the noise-
reduction effect caused by frame-to-frame charge carry-over,
i.e., lag. First frame lag was determined through indepen-
dent measurements to be 5% under radiotherapy condi-
tions. Details of the correction technique may be found
50,51
elsewhere.
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The measured MTF and NPS with lag correction were
used to determine the frequency-dependent DQE for the pro-
totype imager. DQE was calculated using the relation
DQEu = A
2Tsys
2 u
q0Ssysu
, 1
where u represents the independent spatial frequency vari-
able along one axis, A is the average signal per binned pixel
obtained from the flood frames used to calculate the NPS,
q0 is the incident x-ray fluence, obtained from published
data,52,53 while Tsysu and Ssysu represent the 1D MTF and
NPS of the system, respectively.
5. Lubberts effect
As detector thickness increases, there occurs a corre-
spondingly higher degree of variation in the shape of the
point spread function PSF observed at the output, for signal
generated at various depths within an x-ray detector. Due to
this variation, the observed MTF of the entire detector is
proportional to the weighted sum of the MTFs at each depth,
while the observed NPS is proportional to the sum of the
squares of these individual MTFs. As a result of this dissimi-
lar integration across the various “layers” of the detector,
Tsys
2 u falls off faster with respect to spatial frequency than
Ssysu, thereby contributing to a falloff in DQE values at
higher spatial frequencies Eq. 1. This phenomenon was
first investigated by Lubberts54 and has thereafter been re-
ferred to as the Lubberts effect.
In the case of megavoltage imaging detectors based on
conventional powdered phosphor screens that are a few hun-
dred microns thick, energy deposition is relatively uniform
as a function of screen thickness. Therefore, the Lubberts
effect occurs primarily due to the depth-dependent nature of
optical transport within the phosphor screen. In the case of
much thicker detectors such as the segmented CsITl proto-
type, there is significant variation in energy deposition as
well as in the optical transport along the thickness dimension
i.e., depth. Thus, for such detectors, DQE degradation in-
duced by the Lubberts effect occurs due to the depth depen-
dence of energy deposition as well as the depth dependence
of the optical transport.
The degree of DQE degradation due to the Lubberts effect
can be quantified by calculating a factor Ru, previously
defined by Nishikawa et al.,55 and hereafter referred to as the
Lubberts fraction. This factor is determined from the MTF
and the NPS as
Ru =
Tsys
2 u
Sprofileu
, 2where Sprofileu gives the shape of the system NPS
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Ssysu
Ssys0
. 3
In this study, the Lubberts fraction for the prototype imager
was calculated as a function of spatial frequency from the
empirically determined MTF and NPS.
C. Monte Carlo simulations
The inherent signal, spatial resolution and noise properties
of the prototype detector were examined through Monte
Carlo simulations of the x-ray energy absorbed in the detec-
tor. The results of these simulations were used to calculate
the intrinsic MTF, NPS, and DQE. For a given detector, these
values represent theoretical upper limits of performance of
any imaging system incorporating that detector.35 Note that,
in order to completely characterize the performance of a seg-
mented detector, it is also necessary to perform detailed
modeling of the optical transport within the scintillator ele-
ments. However, such optical modeling is beyond the scope
of the present study. The methodology used for these calcu-
lations has been explained in detail in an earlier
publication,35 and is briefly summarized as follows. An ide-
alized version of the prototype detector coupled to a 1 mm
thick Cu plate, which assumed perfect cell-to-cell alignment
between the detector elements, was defined within the DOSX-
YZNRC Monte Carlo user code.56 A 6 MV photon spectrum
corresponding to that from a Varian linac was used.53 The
one-dimensional 1D MTF and NPS corresponding to the
energy absorbed within the detector were determined by
simulating the angled slit technique to estimate the LSF
and the synthesized slit technique, respectively, and the DQE
was calculated from Eq. 1. In addition, the Lubberts frac-
tion corresponding to the depth-dependent energy deposition
within the prototype detector was calculated from Eq. 2,
using the Monte Carlo-based MTF and NPS.
D. Images
In order to qualitatively assess the performance of the
prototype EPID, a contrast detail phantom and a anthropo-
morphic head phantom were imaged at very low doses. Im-
ages were acquired fluoroscopically, at 130 cm SDD with a
field size of 1515 cm2 at the isocenter. As is the case for
the signal and noise measurements described above, the two
phantoms were also imaged using a Lanex Fast-B phosphor
screen+1 mm Cu plate coupled to the active matrix array,
and the Fast-B images were binned 22 in order to match
the effective pixel pitch 1016 m of the prototype imager.
1. Contrast-detail phantom
The phantom consisted of an 8 mm thick, aluminum slab
with three rows of holes of diameters 1.3, 0.8, and 0.5 cm.
The holes in each row had depths ranging from
4.6 to 0.3 mm, corresponding to progressively decreasing
contrast levels from 1.91 to 0.12 %, which were determined
as follows. The inherent contrast of each hole with respect to
the background was calculated through Monte Carlo simula-
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sisted of a pencil beam 20 million histories, derived from
the same 6 MV photon spectrum as that used in the Monte
Carlo calculations described above, incident on 100 mm di-
ameter slabs of varying thicknesses of aluminum correspond-
ing to the background 8 mm and the holes in the contrast-
detail phantom. The contrast C for each hole was calculated
from
C = 200
I2 − I1
I2 + I1
% , 4
where I2 and I1 represent the total number of photons at the
exit surface of the slabs corresponding to the hole and the
background, respectively. It should be noted that, in a previ-
ous publication by our group,39 the inherent contrast was
calculated for a similar phantom using Eq. 4, considering
solely the attenuation coefficient of Al with respect to a
2 MeV monoenergetic photon beam. These earlier values
therefore indicate upper limits of the contrast while the
present values derived from the Monte Carlo simulations
represent more refined estimates, which account for the pho-
ton energy spectrum, the effect of transmitted primary pho-
tons, as well as Compton scattered photons and low-energy
brehmsstrahlung, all of which can potentially contribute to
the image formation process in megavoltage imaging.
Images of the contrast-detail phantom were acquired with
the prototype detector with the white top layer. Images were
obtained using one and three beam pulses, corresponding to
0.027 and 0.081 MU, respectively. Image processing con-
sisted of offset and gain corrections, filtering of nonfunc-
tional pixels, and appropriate window and level adjustments
so as to best display the contrast.
2. Head phantom
The head phantom Model 76-018DT, Nuclear Associates,
Long Island, NY consisted of a human skull encased in a
tissue-equivalent polymer material. Images were acquired
with the prototype detector incorporating a white top layer
and a 1 mm thick Cu build-up plate similar to that used in
most commercially available AMFPI EPIDs Refs. 40 and
58. The phantom was imaged using two beam pulses for a
total of 0.054 MU. Image processing similar to that em-
ployed for the contrast-detail phantom images was used.
III. RESULTS
A. X-ray sensitivity
Figure 3 shows the signal response for three configura-
tions of the prototype imager consisting of the segmented
CsITl detector coupled with a white, mirror, and black top
layer on the x-ray entrance side. The signal is reported in
units of electrons as a function of the irradiation time in MU.
For comparison, the signal from a conventional megavoltage
imager, based on a Lanex Fast-B screen, is also shown.
It can be seen that the signal response of the prototype
imager is highly linear for all three configurations. The con-
figuration with the black top layer exhibits only slightly
1059 Sawant et al.: High quantum efficiency segmented CsI„Tl… 1059lower x-ray sensitivity 14255106 e /MU compared to the
configurations using the mirror 14438106 e /MU and the
white 14592106 e /MU top layers, indicating that the na-
ture of the optical properties of the top layer does not sig-
nificantly affect the signal response.
Such relatively small differences in the sensitivity values
for the three configurations suggest that a significant fraction
of the light photons generated near the top of the scintillator
element is absorbed within the element. This high degree of
optical attenuation can be attributed to the high aspect-ratio
i.e., the ratio of element height to cross-sectional area of
the CsITl elements, along with the non-ideal reflective and
transmissive properties of the septal walls and the scintilla-
tor, respectively. Under such conditions, light photons gener-
ated near the top of the element are likely to undergo a large
number of interactions with the septal walls, resulting in a
correspondingly higher degree of absorption within the
walls, compared to the light photons generated nearer to the
bottom of the element. In addition, due to the greater number
of reflections undergone by the light photons generated near
the top, these photons traverse a longer optical path in order
to reach the bottom surface of the scintillator element. This
effect results in further signal reduction due to increased ab-
sorption within the scintillator material.
Nonetheless, in all three configurations, the prototype im-
ager exhibits over ten times higher x-ray sensitivity than that
measured from the conventional imager 1372106 e /MU.
Such high sensitivity is a result of the significantly higher
x-ray quantum efficiency of the prototype detector, estimated
from Monte Carlo calculations59 to be 55% for a 6 MV
photon spectrum,53 compared to that of a conventional phos-
phor screen-based detector, which exhibits a quantum effi-
43
FIG. 3. Signal response of the three different configurations of the seg-
mented detector-based prototype imager as a function of irradiation time in
monitor units. The signal value corresponding to 0.081 MU for the configu-
ration with the white top layer was not measured. For comparison, the signal
response from a conventional EPID design based on a Lanex-Fast-B phos-
phor screen, acquired under similar measurement conditions is also shown.ciency of 2%.
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Figure 4 shows the spatial resolution of the prototype im-
ager as quantified by the one-dimensional presampled MTF.
The plotted points represent the measured MTF for the three
configurations of the prototype imager, while the solid line
indicates the theoretical maximum MTF estimated from
Monte Carlo simulations Sec. II C. For comparison, the
MTF measured from a conventional imager using a Lanex
Fast-B screen, normalized to a pixel size of 1016 m, is also
shown. While the MTF of the prototype detector with the
black, optically absorptive, top layer appears to be slightly
higher than that of the other two configurations, overall,
there is little variation in the spatial resolution with respect to
the top layer. Thus, the optical properties of the top layer do
not exhibit any significant effect on the resolution. This re-
sult appears to be consistent with the relatively low variation
in x-ray sensitivity with respect to changes in the reflectivity
of the top layer. In all three cases, at high spatial frequencies,
the measured MTF is significantly lower than the theoretical
maximum. This difference is likely due to two resolution-
degrading mechanisms that are present in this early, nonop-
timized prototype — non-ideal optical isolation between the
scintillator elements, which causes optical crosstalk, and the
slight misalignment of the CsITl elements along one direc-
tion see Fig. 1b, which causes misregistration of the ele-
ments with the array pixels. Finally, it is interesting to note
that the Monte Carlo-based calculations suggest that an im-
ager using a properly optimized version of the prototype de-
tector could exhibit spatial resolution that is dependent solely
on the lateral spread of the absorbed energy and would be
only slightly lower than that of a phosphor screen-based
system—while gaining over an order of magnitude increase
FIG. 4. Presampled MTF for three different configurations of the prototype
imager. The solid line represents the upper limit of the MTF for this con-
figuration, calculated from Monte Carlo simulations. For comparison, the
measured MTF from a conventional AMFPI, based on a Lanex Fast-B
screen and a 1016 m pixel pitch, is also shown.in x-ray quantum efficiency.
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Figure 5 shows noise power spectra corrected for lag for
the prototype imager with the three different optical top lay-
ers. Spectra are shown at doses corresponding to one and two
beam pulses. The NPS data scale in proportion to dose and
exhibit a significant fall-off at higher spatial frequencies.
D. DQE
DQE values, calculated from the measured MTF and
FIG. 5. Noise power spectra measured from the prototype imager with a a
white, b mirror, and c black top layer. For each configuration, NPS data
are shown at 0.027 and 0.054 MU, corresponding to 1 and 2 linac pulses,
respectively.NPS, are shown in Fig. 6. The solid line represents a theo-
Medical Physics, Vol. 33, No. 4, April 2006retical upper limit for the DQE, calculated from Monte Carlo
simulations Sec. II C. For comparison, previously pub-
lished DQE values for a conventional Lanex Fast-B phos-
phor screen-based AMFPI with a 508 m pixel pitch under
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FIG. 6. Detective quantum efficiency of the prototype imager corresponding
to a a white, b mirror, and c black top layer. For each configuration, the
measured DQE using irradiations of 0.027 and 0.054 MU, is shown. The
solid line indicates the theoretical maximum values of DQE calculated from
Monte Carlo simulations. For comparison, previously published DQE values
Ref. 41 measured from a conventional Lanex Fast-B phosphor screen-
based AMFPI with a 508 m pitch at 6 MV, 1 MU, are also shown.radiotherapy conditions 6 MV, 1MU, are also shown. In
1061 Sawant et al.: High quantum efficiency segmented CsI„Tl… 1061all three configurations, the prototype imager exhibits very
high DQE, approaching 22% at zero spatial frequency—to
our knowledge, the highest measured DQE thus far reported
for an AMFPI EPID. As is the case for the sensitivity and the
MTF measurements, the empirically determined DQE values
do not appear to exhibit significant dependence on the optical
properties of the top layer. Of particular note is the fact that
the DQE is practically independent of the dose, indicating
that, even at such low doses, the system is x-ray quantum
limited.47
An important consideration in the design of high-aspect-
ratio segmented detectors is that light photons generated on
the x-ray side of the detector are likely to undergo signifi-
cantly more reflection and absorption before reaching the
pixel photodiode, compared to those generated nearer to the
active matrix array—as indicated by the relatively small
changes in x-ray sensitivity with respect to changes in the
optical reflectivity of the top layer. This effect gives rise to a
depth-dependent optical gain and, consequently, increased
optical Swank noise,60 which can significantly degrade the
DQE.37 Swank noise is quantified by the Swank factor
which ranges from zero to unity. High Swank factor indicates
low noise and vice versa. It can be seen that measured DQE
values near zero spatial frequency for the prototype imager
are lower than the calculated theoretical upper limit
27% , the latter of which is based solely on the x-ray
energy absorbed within the detector. This difference between
the theoretical and measured DQE values near zero fre-
quency is indicative of the presence of optical Swank noise.
This is deduced from the fact that the zero frequency DQE
can be considered to be the product of the x-ray quantum
efficiency of the detector, the Swank factor corresponding to
the noise in the absorbed energy distribution both of which
are accounted for in the theoretical DQE calculation and, the
Swank factor corresponding to the noise in the optical pulse
distribution.60,61 Thus, the optical Swank factor for the pro-
totype can be estimated to be 0.8. The presence of non-
negligible but relatively small amount of optical Swank
noise suggests that the CsITl elements of the prototype
detector do exhibit some depth dependence in the optical
gain.
The measured DQE exhibits a sharp falloff at higher spa-
tial frequencies, exhibiting significantly lower values than
those predicted by the Monte Carlo-based calculation. None-
theless, due to the much higher x-ray quantum efficiency of
the segmented CsITl detector compared to that of a Lanex
Fast-B phosphor screen, the prototype imager exhibits sig-
nificantly higher DQE performance than the conventional
system across all spatial frequencies. Finally, the theoretical
calculation indicates that, for a properly optimized version of
the current detector design, even further DQE improvements
may be achievable.
E. Lubberts fraction
Figure 7 shows the empirically and theoretically deter-
mined Lubberts fraction, as a function of spatial frequency,
for the prototype imager. Empirical results are shown for the
Medical Physics, Vol. 33, No. 4, April 2006configuration using the white top layer, at 0.027 MU. The
results from the other two configurations are similar and are
not shown for clarity. Also shown for comparison is the
empirically determined Lubberts fraction also at 0.027 MU
from a conventional megavoltage AMFPI 1016 m pixel
pitch based on a Lanex Fast-B screen.
The empirically determined Lubberts fraction for the pro-
totype imager is observed to be lower than that observed for
the conventional imager, suggesting that the DQE response
of the prototype undergoes significantly more degradation at
higher spatial frequencies due to Lubberts effect. As dis-
cussed in Sec. II B 5, such degradation occurs due to depth-
dependent variations in the PSFs and therefore, in the
MTFs of the absorbed energy as well as the optical quanta.
Interestingly, the theoretically calculated Lubberts fraction
for the prototype imager indicates that the falloff in DQE due
to Lubberts effect corresponding to the absorbed energy is
comparable or less than the DQE fall-off occurring in a con-
ventional phosphor screen-based megavoltage imager, the
latter of which is due, largely, to optical effects.
These results are indicative of the presence of imperfect
optical isolation between adjacent elements of the segmented
detector, which in turn is responsible for a significant amount
of DQE falloff at higher spatial frequencies. This can be
deduced as follows. The optical PSF is determined by the
degree of lateral spread of the optical photons. If the septal
walls were perfectly opaque, the lateral spreading of these
photons into adjacent elements would be prevented. Due to
the fact that CsITl exhibits relatively high transmissivity,
with an optical attenuation length ranging from
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FIG. 7. Lubberts fraction, Ru, calculated from MTF and NPS, using Eq.
2. Ru is shown for the prototype imager incorporating the white top
layer calculated from the measured NPS at 0.027 MU and the measured
MTF  symbols. For comparison, the empirically determined Lubberts
fraction also at 0.027 MU for a conventional AMFPI based on a Lanex
Fast-B screen and a pixel pitch of 1016 m, is also shown  symbols. The
solid line represents an upper limit for Ru for the segmented detector and
is determined from Monte Carlo-based calculations of the MTF and NPS
corresponding to the energy absorbed within the detector.100 to 1000 mm, it is reasonable to assume that the lateral
1062 Sawant et al.: High quantum efficiency segmented CsI„Tl… 1062spread of the light photons within an element having a pitch
of 1.016 mm will be sufficiently large so that the optical
PSF will be equal to the two-dimensional aperture function
i.e., the 2D rect function corresponding to the X-Y dimen-
sions of the detector element. Note that this effect does not
depend on the depth at which the photons are generated. In
other words, due to complete confinement of the light pho-
tons generated within an element, the shape of the optical
PSF at any depth will be solely determined by the element
aperture. In the absence of any depth-dependent variations in
the optical PSFs and, provided that there are no significant
sources of uncorrelated noise a reasonable assumption for
systems such as the prototype imager, which exhibits very
high optical gain and no secondary quantum sink, the opti-
cal component of the Lubberts fraction would be unity. In
such a situation, DQE degradation due to Lubberts effect
would occur solely due to the depth-dependent PSF varia-
tions in the absorbed energy and thus, the theoretically and
empirically determined values of the Lubberts fraction would
be equal. The difference observed in these values Fig. 7
therefore suggests that a non-negligible fraction of optical
photons generated in one element manages to cross over to
adjacent elements. Consequently, the optical PSF exhibits
significant depth dependence, which ultimately results in a
DQE falloff at higher spatial frequencies.
It should be noted that the results presented above, which
were performed using a 1.2 mm thick steel build-up plate,
closely match within 1.5% the x-ray sensitivity, MTF and
DQE values obtained with a 1 mm thick Cu build-up plate
and white and black top layers. The results with the Cu plate
FIG. 8. Images of a contrast-detail phantom acquired using the prototype
corresponding to 1 and 3 linac pulses, respectively. The phantom consists of
to bottom 1.3, 0.8, and 0.5 cm and hole depths ranging from left to righ
inherent contrast see Sec. II D 1 corresponding to each hole depth. For com
based on a Lanex Fast-B screen at c 0.027 MU and d 1 MU, are also share not shown for the sake of conciseness. The steel plate
Medical Physics, Vol. 33, No. 4, April 2006was used for the results reported in this study because the
mirror top layer could not be implemented using copper.
F. Images
The superior DQE enables the prototype imager to
achieve very good contrast resolution for relatively large
objects at extremely low doses. This can be seen from Figs.
8a and 8b, which show images of the contrast detail phan-
tom acquired using one 0.027 MU and three 0.081 MU
linac pulses respectively. For comparison, Figs. 8c and 8d
show images of the same phantom acquired under similar
conditions, using a conventional Lanex Fast-B screen-based
system at doses corresponding to one and 36 linac pulses
0.027 and 1 MU, respectively.
The boundaries of the holes appear slightly blurred in the
case of images acquired using the prototype system—a result
likely due to the relatively poor spatial resolution of the pro-
totype. Nevertheless, at the lowest dose, the image acquired
using the prototype system Fig. 7a appears less noisy and
exhibits significantly superior visualization of low-contrast
objects compared to the corresponding image acquired using
the conventional system Fig. 7c. Finally, using only
0.081 MU, the prototype imager achieves contrast resolution
comparable to that achieved by the conventional system at
one MU which corresponds to 12 times higher dose than
that used by the prototype system.
Figure 9 shows images of a humanoid head phantom ac-
quired using the prototype and a conventional system at
0.054 MU. The image obtained from the prototype is less
r incorporating the white top layer at a 0.027 MU and b 0.081 MU,
mm thick, aluminum slab with three rows of holes, having diameters of top
to 0.3 mm. The numerical values shown above a and b represent the
n, images of the same phantom acquired using a conventional AMFPI EPIDimage
an 8
t 4.6
pariso
own.noisy and appears to better resolve low-contrast features
1063 Sawant et al.: High quantum efficiency segmented CsI„Tl… 1063such as the one indicated by the arrow compared to the
image obtained from the conventional system.
IV. DISCUSSION AND CONCLUSION
One of the most desirable goals of modern image-guided
radiotherapy is to clearly delineate the clinical target volume
i.e., the visible tumor volume along with an estimated mar-
gin to include microscopic extensions of the tumor from
surrounding normal tissue, with the patient in the treatment
position, immediately prior to, and, even during dose
delivery.1 Such capability would allow the implementation of
increasingly conformal treatment plans, while avoiding er-
rors due to intrafraction and interfraction organ motion with
respect to surrogates such as bony landmarks. The realization
of this goal would be significantly aided by imaging modali-
ties capable of resolving soft-tissue contrast at clinically ac-
ceptable doses, along with the seamless integration of such
modalities within the treatment setup. In this work, we have
demonstrated that high-DQE megavoltage imagers based on
thick, segmented, crystalline detectors show great potential
for low-dose soft-tissue contrast resolution from a “beam’s
eye view.” As seen from the results, the prototype segmented
crystal-based imager is capable of resolving low-contrast ob-
jects using extremely small amounts of radiation—a conse-
quence of its order of magnitude higher DQE compared to
that of current commercially available EPIDs.
The ability of the prototype system to acquire high quality
images using only a few beam pulses has important implica-
tions for projection as well as tomographic imaging. In the
FIG. 9. Images of a humanoid skull phantom acquired at 0.054 MU using 
plate b a conventional EPID. The arrows indicate the location of a low-co
images.case of projection imaging, such an EPID could perform
Medical Physics, Vol. 33, No. 4, April 2006image-guided localization and verification using over an or-
der of magnitude less radiation 0.027 to 0.081 MU than
currently used 3 to 4 MU per image at our institution. It
would also become possible to acquire a sequence of image
frames in fluoroscopic mode, using only one or two linac
pulses per frame, in order to record and, potentially, correct
for patient movement during treatment.
In the case of megavoltage tomographic imaging, where
current EPIDs face a severe tradeoff between dose and the
contrast to noise ratio CNR, defined as the ratio of the
image contrast to the voxel noise,8,20 an increase in DQE can
lead to a proportional reduction in dose. This is illustrated by
the following relationship, derived by Barrett et al.,63 be-
tween the voxel noise vox in a reconstructed slice, the dose
and the DQE
vox
2 
1
Dcenter
, 5
where Dcenter is the dose to the center of the phantom and 
is interpreted as the zero frequency DQE of the system.31
Thus, in order to achieve the same CNR as a conventional,
phosphor screen-based EPID DQE01% , the prototype
system DQE022% , would ideally require only 1/22
times the dose. Therefore, the present DQE results strongly
suggest that MVCT could be performed using a high-DQE
system such as the prototype imager at clinically acceptable
doses. For example, a set of 100 MVCT projections, each
using a single pulse 0.027 MU, could be acquired using
comparable, or, even less radiation 2.7 MU than that used
prototype detector incorporating the white top layer and a 1 mm thick Cu
feature, and are included in order to facilitate comparison between the twoa the
ntrastby current commercial EPIDs to acquire a single projection
1064 Sawant et al.: High quantum efficiency segmented CsI„Tl… 1064image 3 to 4 MU. Equally important is the fact that the
corresponding dose 2 cGy at the isocenter, as explained in
Sec. II B. would be comparable to those encountered in ki-
lovoltage cone-beam CT scans.64
Notwithstanding these highly promising possibilities, it
can be seen from the results that in order to incorporate a
segmented detector based on the prototype examined in the
present study into a clinical EPID, a number of practical
issues will have to be addressed. First, fabrication techniques
need to be refined in order to achieve uniform center-to-
center spacing between the scintillator elements in both
directions—a requirement for accurate registration of the
scintillator elements to the underlying array pixels. Such im-
provements are required in two areas—achieving pitch uni-
formity within a single segmented detector module and
achieving uniformity between adjacent modules. In order to
achieve uniformity of element pitch along both directions
within a single module, the precision with which the seg-
mented elements are formed needs to be improved. More-
over, it is necessary to ensure that the thickness and the uni-
formity of the boundaries of each small-area module are
carefully controlled so that the element pitch is maintained
when the individual blocks are joined together to form a
large-area detector. Finally, improvements are required in the
techniques used to perform the “block-to-block” alignment
so as to maintain the element pitch across the entire imaging
area of the detector along both directions. As fabrication
techniques improve, it is expected that higher spatial resolu-
tion can be achieved through the creation of segmented de-
tectors with finer and highly regular element pitch so that
each segmented detector element is registered to a single
pixel of the underlying active matrix array such as the
508 m pitch array used in these studies.
Second, the optical properties of the septal walls need to
be optimized so as to minimize DQE loss due to the Lubberts
effect and Swank noise. As explained in Sec. III E, the loss
in DQE due to the optical component of the Lubberts effect
can be minimized by fabricating highly opaque septal walls.
The DQE degradation due to optical Swank noise as quan-
tified by the optical Swank factor, 0.8 is relatively small in
the present prototype, considering the 40 mm long optical
path. By comparison, the optical Swank factor for a 2 mm
thick powdered phosphor-based detector is estimated to be
0.2.37 However, it is likely that, for segmented detector
elements with higher aspect ratios i.e., taller cells and/or
finer pitch, there will be greater depth dependence in the
optical gain due to increased absorption of the optical pho-
tons along the septa, thereby resulting in higher levels of
Swank noise. In order to minimize the effect of this noise
source, septal walls with very high reflectivity and scintilla-
tor materials which exhibit very high light transmission, such
as bismuth germanate BGO,65,66 could be incorporated. The
use of such materials would ensure that most of the light
generated at the x-ray side of the detector reaches the under-
lying active matrix array. Another, more complex strategy
would involve the fabrication of septal walls with “graded
reflectivity.” Such septal walls would be more reflective
Medical Physics, Vol. 33, No. 4, April 2006nearer to the top, i.e., the x-ray side, of the detector com-
pared to the bottom, i.e., the array side. Such an arrange-
ment, possibly in combination with highly transparent scin-
tillators such as BGO, could also reduce the depth
dependence of the optical gain.
In the case of thick greater than 10 mm, large-area
4040 cm2 segmented detectors, there is likely to be
significant loss of MTF and consequent DQE degradation at
the peripheral regions of the detector due to the diverging
trajectories of x-rays from the source. Different strategies
can be used to mitigate this effect, depending upon the im-
aging requirements. For example, the segmented detector el-
ements could be fabricated so that they are “focused” toward
the x-ray source.35 Ideally, such a focused detector would not
exhibit any loss in DQE at the periphery due to off-axis x
rays, independent of detector thickness. Of course, it is likely
that more sophisticated fabrication techniques will be needed
in order to create such focused detectors. An alternative ap-
proach would be to reduce the detector thickness by making
use of higher-density scintillator and septal wall materials in
order to achieve DQE performance comparable to a thicker,
lower-density configuration. For example, theoretical calcu-
lations indicate that DQE performance equal or superior to
that of the prototype system, which is based on a 40 mm
thick, CsITl detector with polystyrene septa, may be
achieved using a 10 mm thick, BGO detector incorporating
tungsten septa.35
Finally, it is anticipated that, with further optimization of
the segmented detector design, involving the incorporation
of thick, higher-density scintillator and septal wall materials
such as BGO and tungsten, respectively, it may be possible
to achieve further increases in the DQE up to 50%.35 The
relationship shown in Eq. 5 suggests that, for such configu-
rations, the CNR for tomographic images will correspond-
ingly improve, potentially enabling even better resolution of
soft-tissue contrast at low doses.
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