Abstract. We obtain a complete description of anisotropic scaling limits and the existence of 
1 Introduction [30] introduced the notion of scaling transition for stationary random field (RF) X = {X(t, s); (t, s) ∈ Z 2 } on where D λ,γ → ∞ is normalization and K [λx,λ γ y] := {(t, s) ∈ Z 2 : 1 ≤ t ≤ λx, 1 ≤ s ≤ λ γ y} is a family of rectangles whose sides grow at possibly different rate O(λ) and O(λ γ ) and γ > 0 is arbitrary. See the end of this section for all unexplained notation. RF X is said to exhibit scaling transition at γ 0 > 0 if the limit RFs V γ ≡ V X γ in (1.1) do not depend on γ for γ > γ 0 and γ < γ 0 and are different up to a multiplicative constant, viz., In such case, RF V X γ 0 is called the well-balanced while RFs V X + and V X − the unbalanced scaling limits of X. It appears that scaling transition is a new and general feature of spatial dependence which occurs for many isotropic and anisotropic RF on Z 2 with long-range dependence (LRD). It was established for a class of aggregated α-stable autoregressive models [30] , a class of Gaussian LRD RFs [31] , and some RFs arising by aggregation of network traffic and random-coefficient time series models in telecommunications and economics; see [11] , [22] , [26] , [27] , also ([30] , Remark 2.3). The unbalanced limits V ± in the these studies have a very special dependence structure (either independent or invariant rectangular increments along one of the coordinate axes) and coincide in the Gaussian case with a fractional Brownian sheet (FBS) B H 1 ,H 2 with one of the two parameters H 1 , H 2 ∈ (0, 1] equal to 1/2 or 1.
The above mentioned works deal with linear RF models written as sums (stochastic integrals) w.r.t. i.i.d.
'noise'. It is well-known that nonlinear RFs can display quite complicated nongaussian scaling behavior. See Dobrushin and Major [9] , also [1] , [2] , [13] , [14] , [16] , [19] , [21] , [33] , [34] and the references therein.
The present paper establishes the existence of scaling transition for a class of nonlinear subordinated RFs: In Theorems 3.1-3.5 below, the moving-average coefficients a(t, s) may take a more general form in (2.1) including an 'angular function'. Condition Q < 2 guarantees that (t,s)∈Z a(t, s) 2 < ∞ or Y in (1.4) is well-defined, while Q > 1 implies that (t,s)∈Z |a(t, s)| = ∞ (in other words, that RF Y is LRD). Note a(t, 0) = O(|t| −q 1 ), a(0, s) = O(|s| −q 2 ) decay at a different rate when q 1 = q 2 in which case Y exhibits strong anisotropy. The form of moving-average coefficients in (1.5) implies a similar behavior of the covariance function r Y (t, s) := EY (0, 0)Y (t, s) = (u,v)∈Z 2 a(u, v)a(t + u, s + v), namely r Y (t, s) ∼ const (|t| 2 + |s| 2p 2 /p 1 ) −p 1 /2 , |t| + |s| → ∞, (
where p i := q i (2 − Q), i = 1, 2.
(1.8)
Note p 1 /p 2 = q 1 /q 2 and the 1-1 correspondence between (q 1 , q 2 ) and (p 1 , p 2 ):
(1 + P ), i = 1, 2, where P :
(1.9) (1.7) implies that for any integer k ≥ 1 and P ∈ N The following summary describes the main results of this paper.
(R1) Subordinated RFs X = A k (Y ), 1 ≤ k < P exhibit scaling transition at the same point γ 0 := p 1 /p 2 = q 1 /q 2 independent of k.
(R2) The well-balanced scaling limit V X γ 0 of X = A k (Y ) is non-gaussian unless k = 1 and is given by a k-tuple Itô-Wiener integral. the terminology in (R3)). Similarly as in the case of linear models (see [30] , [31] ), unbalanced limits in (R3) have either independent or completely dependent increments along one of the coordinate axes. According to (R3), the sample mean of nonlinear LRD RF X = A k (Y ), 1 < k < P on rectangles K [λ,λ γ ] , γ = γ 0 may have gaussian or nongaussian limit distribution depending on k, γ and parameters p 1 , p 2 , moreover, in both cases the variance of the sum (t,s)∈K [λ,λ γ ] X(t, s) grows faster than λ 1+γ , or the number of summands. The dichotomy of the limit distribution in (R3) is related to the presence or absence of the vertical/horizontal LRD property of X, see Remark 6.1. We also note that our proofs of the central limit results in (R3) and (R4) use rather simple approximation by m-dependent r.v.'s and do not require a combinatorial argument or Malliavin's calculus as in [6] , [24] and other papers.
The paper is organized as follows. Sec. 2 provides the precise assumptions on RFs Y and X and some known properties of Appell polynomials. Sec. 3 contains formulations of the main results (Theorems 3.1-3.5) as described in (R1)-(R5) above. Sec. 4 provides two examples of linear fractionally integrated RFs satisfying the assumptions in Sec. 2. Sec. 5 discusses some properties of generalized homogeneous functions and their convolutions used to prove the results. Sec. 6 discusses the asymptotic form of the covariance function and the asymptotics of the variance of anisotropic partial sums of subordinated RF X = A k (Y ). All proofs are collected in Sec. 7 and 8.
Notation. In this paper,
= denote the weak convergence and equality of (finite dimensional) distributions. C stands for a generic positive constant which may assume different values at various locations and whose precise value has no importance.
Assumptions and preliminaries
where
We refer to L 0 in (2.1) as the angular function. Particularly, for q 1 = q 2 , ρ = (|t| 2 + |s| 2 ) 1/2 and arccos(t/ρ) are the polar coordinates of (t, s) ∈ R 2 . Assumptions (A1)-(A2) imply EY (0, 0) 2 = (t,s)∈Z 2 a(t, s) 2 < ∞ and hence RF Y in (1.4) is well-defined and stationary, with zero mean EY (t, s) = 0. Moreover, if E|ε| α < ∞ for some α > 2 then E|Y (t, s)| α < ∞ follows by Rosenthal's inequality; see e.g. ([14] , Corollary 2.5.1).
Given a r.v. ξ with E|ξ| k < ∞, k ∈ Z + , the kth Appell polynomial A k (x) relative to the distribution of ξ is
. See [2] , [14] for various properties of Appell polynomials.
In as follows, A k (ξ) stands for the r.v. obtained by substituting x = ξ in the Appell polynomial A k (x) relative to the distribution of ξ. Particularly, if Eξ = 0 then
agree with the Hermite polynomials.
Assumption (A3) k For k ∈ N + , E|ε| 2k < ∞ and
where A k is the kth Appell polynomial relative to the (marginal) distribution of Y (t, s) in (1.4).
We also use the representation of (2.2) via Wick products of noise variables (see [14] , Ch. 14):
3) leads to the decomposition of (2.2) into the 'off-diagonal' and 'diagonal' parts:
and the sum
given by the r.h.s. of (2.3)
. In most of our limit results,
is the main term which is easier to handle compared to A k (Y (t, s)) in (2.4).
We also note that limit distributions of partial sums of 'off-diagonal' polynomial forms in i.i.d. r.v.'s were studied in [33] , [14] , [3] and other works.
and 
(u, v) ∈ R 2 } denote a real-valued Gaussian white noise with zero mean and variance EW (du, dv) 2 
Main results
Recall the definitions p i , P in (1.8), (1.9) 
2) is well-defined for 1 ≤ k < P as Itô-Wiener stochastic integral and has zero mean EV k,γ 0 (x, y) = 0 and finite variance EV 2 k,γ 0 (x, y) = k! h(x, y; ·) 2 k . Moreover, RF V k,γ 0 has stationary rectangular increments and satisfies the OSRF property:
(ii) Let RFs Y and
and
Next, we discuss the case k < P, γ = γ 0 . This case is split into four subcases: (c1):
are more delicate and omitted, see Remark 3.2 below). Cases (c3) and (c4) are symmetric to (c1) and (c2) and essentially follow by exchanging the coordinates t and s. Introduce random processes Z + k and Z − k with one-dimensional time:
and a ∞ (t, s) is defined in (3.3). 
where H(γ) := 1 + γH
Remark 3.1 Processes Z ± k in (3.7) have a similar structure and properties to generalized Hermite processes discussed in [3] except that (3.7) are defined as k-tuple Itô-Wiener integrals with respect to white noise in R 2
and not in R as in [3] . Following the terminology in [28] , RFs xZ 
+ } with parameters 0 < H 1 , H 2 ≤ 1 is a Gaussian process with zero mean and covariance function
Then for any γ > γ 0
where H(γ) := γH The next theorem discusses the case k > P . 
Our last theorem extends the above results to general function G having Hermite rank k and Gaussian underlying RF Y .
Then RF X satisfies all statements of Theorems 3.1-3.3.
(ii) Let k > P . Then RF X satisfies the statements of Theorem 3.4.
According to Theorems 3.2-3.3, the unbalanced scaling limits
where c ± ≡ c(γ) > 0 are given constants. The covariance functions of RFs V X ± in (3.20) agree (modulus a constant) with the covariance of FBS B H 1 ,H 2 where at least one of the two parameters H 1 , H 2 equals 1 or 1/2,
− . These facts and the explicit form of the covariance of FBS, see (3.13) , imply that V + fdd = aV − (∀a > 0), for any k, p 1 , p 2 in Theorems 3.2-3.3, yielding the following corollary.
Then X exhibits scaling transition at γ 0 = p 1 /p 2 .
Examples: fractionally integrated RFs
In this section we present two examples of linear fractionally integrated random fields Y in Z 2 satisfying Assumptions (A1) and (A2). Example 1. Isotropic fractionally integrated random field. Introduce the (discrete) Laplace operator
) and a lattice isotropic fractionally integrated random field satisfying the equation:
where {ε(t, s), (t, s) ∈ Z 2 } are standard i.i.d. r.v.'s, 0 < d < 1/2 is the order of fractional integration,
and therefore the l.h.s. of (4.2) is well-defined for any stationary random field {Y (t, s)} with E|Y (0, 0)| < ∞. As shown in [18] , for 0 < d < 1/2 a stationary solution of (4.2) with zero-mean and finite variance can be defined as a moving-average random field:
with coefficients
According to ([18] , Proposition 5.1), the moving-average coefficients in (4.4) satisfy the isotropic asymptotics:
Example 2. Anisotropic fractionally integrated random field. Consider the 'discrete heat operator'
, 0 < θ < 1 and a fractionally integrated random field satisfying
where {ε(t, s)} are as in (4.1). Similarly to (4.3), a stationary solution of (4.5) can be written as a movingaverage random field:
where q u (v) are u-step transition probabilities of a random walk {W u , u = 0, 1, · · · } on Z with 1-step proba-
As shown in [20] , (u,v)∈Z 2 a(t, s) 2 < ∞ and the RF in (4.6) is well-defined for any 0 < d < 3/4, θ ∈ [0, 1); moreover, the spectral density f (x, y) of (4 .6) is singular at the origin:
Proposition 4.1 For any 0 < d < 3/4, 0 < θ < 1 the coefficients in (4.7) satisfy Assumption (A2) with
Remark 4.1 [7] , [12] discussed fractionally integrated RFs satisfying the equation
are difference operators and
. Following the proof of Theorem 3.1 one can show that for any γ > 0 the (normalized) partial sums process of RF Y in (4.9) tends to
and c(d i ) > 0 are some constants. See ( [31] , Proposition 3.2) for related result. We conclude that the fractionally integrated RF in (4.9) featuring a 'separation of LRD along coordinate axes' does not exhibit scaling transition in contrast to models in (4.1) and (4.5).
Properties of convolutions of generalized homogeneous functions
For a given ̟ > 0 denote
is an arbitrary measurable function, then f (t, s) satisfies the scaling property:
Such functions are called generalized homogeneous functions (see [15] ).
We use the notation [
is a bounded continuous function on the interval
where 6 Covariance structure of subordinated anisotropic RFs
In this section from Proposition 5.1 with ̟ = γ 0 we obtain the asymptotic form of the covariance function of r X (t, s) := EX(0, 0)X(t, s) and the asymptotics of the variance of anisotropic partial sums S X λ,γ of subordinated RF X = A k (Y ).
is a strictly positive continuous function and a ∞ is defined in (3.3) . Moreover, X(t, s) = Y •k (t, s) + Z(t, s), where Z(t, s) is defined in (2.5) and
The last fact together with Proposition 5.1 (i) implies the following corollary.
Corollary 6.1 Let X = A k (Y ), 1 ≤ k < P be the subordinated RF defined in Proposition 6.1 and satisfying the conditions therein.
Remark 6.1 Following the terminology in [28] , we say that a covariance stationary RF X = {X(t, s), (t, s) ∈ Z 2 } has vertical LRD property (respectively, horizontal LRD property) if s∈Z |r X (0, s)| = ∞ (respectively, t∈Z |r X (t, 0)| = ∞). From Corollary 6.1 we see the dichotomy of the limit distribution in Theorems 3.2 -3.3 at points kp 2 = 1 at kp 1 = 1 is related to the change of vertical and horizontal LRD properties of the
, 1 ≤ k < P be the subordinated RF defined in Proposition 6.1 and satisfying the conditions therein. Then for any γ > 0
where H(γ) ∈ ((1 + γ)/2, 1 + γ) and c(γ) are defined in Theorems 3.1-3.3.
7 Proofs of Theorems 3.1-3.5
We use the criterion in Proposition 7.1 for the convergence in distribution of off-diagonal polygonal forms towards Itô-Wiener integral which is a straightforward extension of ( [14] , Proposition 14.3.2).
Let L 2 (Z 2k ) be the class of all real functions
Proof of Theorem 3.1. Let ρ(t, s) :
is defined in (3.3). It suffices to consider the case
The self-similarity property in (3.4) follows by scaling properties a ∞ (λt, (ii) Relation (3.5) is proved in Proposition 6.2. Let us prove (3.6). Recall the decomposition X(t, s) =
Using Proposition 7.1 and Cramér-Wold device, relation (7.2) follows from
for any m ≥ 1 and any θ i ∈ R, (x i , y i ) ∈ R 2 + , 1 ≤ i ≤ m, where the limit function h(x, y; (u, v) k ) is given in (3.3) . We restrict the subsequent proof of (7.4) to the case m = θ 1 = 1, (x 1 , y 1 ) = (x, y) since the general case of (7.4) follows analogously. Using (2.1), (7.3), (7.1) and notation a λ (t, s) := (λ −1 ρ(t, s)) −q 1 L 0 (t/λ −1 ∨ ρ(t, s)) + o(1) , λ → ∞ and λ ′ := λ γ 0 similarly to (8.24) we get
We use a similar bound to (8.20), viz.,
implying the dominated bound
with ḡ(x, y; ·) k < ∞ so that (7.4) follows from (7.5) and Proposition 5.1 by the dominated convergence theorem. Theorem 3.1 is proved.
Proof of Theorem 3.2. As noted in Sec. 3, part (iii) follows by the same argument as part (ii) by exchanging the coordinates t and s and we omit the details.
(i) Let us show that the stochastic integral in (3.7) is well-defined or h + (y; ·) k < ∞, where (ii) Relation (3.9) is proved in Corollary 6.2. Similarly to the proof of (3.6), the weak convergence in (3.10) follows from
Again, we restrict the proof of (7.7) to one-dimensional convergence at (x, y) ∈ R 2 + . By Proposition 7.1 this follows from lim λ→∞ g λ,γ (x, y; ·) − xh + (y; ·) k = 0, (7.9) where, with
The dominating convergence argument to prove (7.9) from (7.10) uses Pratt's lemma [29] , as follows.
Similarly to (7.6) note that
and hence 
Proof. W.l.g., we can assume N n = n in the subsequent proof. We use the CLT due to Orey [25] . Accordingly, let ξ τ ni := ξ ni 1(|ξ ni | ≤ τ n 1/2 ), α τ ni := Eξ τ ni , σ τ nij := Cov(ξ τ ni , ξ τ nj ). It suffices to show that for any τ > 0 the following conditions in [25] are satisfied:
. We have 0 = n 1/2 Eξ n = n 1/2 α τ n +κ n , where |κ n | := n 1/2 |Eξ n 1(|ξ n | > τ n 1/2 )| ≤ τ −1 Eξ 2 n 1(|ξ n | > τ n 1/2 ). Therefore, (O1) follows from
Using the Skorohod representation theorem [32] w.l.g. we can assume that r.v.s ξ, ξ n , n ≥ 1 are defined on the same probability space and ξ n → ξ almost surely. The latter fact together with (L2) and Pratt's lemma [29] implies that E|ξ 2 n − ξ 2 | → 0 and hence (7.11) follows due to P(|ξ n | > τ n 1/2 ) → 0, see ([23] , Ch.2, Prop.5.3). The above argument also implies (O4) since P(|ξ n | > τ n 1/2 ) ≤ τ −1 n −1 Eξ 2 n 1(|ξ n | > τ n 1/2 ) by Markov's inequality. (O3) is immediate from (L1) and (L2). Finally, (O2) follows from (L3), (O1) and
, relation (7.12) follows from (7.11). Lemma 7.1 is proved.
Proof of Theorem 3.3. Again, we prove part (i) only since part (ii) follows similarly by exchanging the coordinates t and s.
Relation (3.11) is proved in Proposition 6.2. Let us prove (3.12) . Similarly as in the case of the previous theorems, we shall restrict ourselves with the proof of one-dimensional convergence at (x, y) ∈ R 2 + . For m ≥ 1, λ > 0 define stationary RFs
where 13) and where A k stands for the Appell polynomial of degree k relative to the distribution of Y m (t, s). Note (7.14) where
Note U λ,m (i) and U λ,m (j) are independent provided |i − j| > 2m hence (7.14) is a sum of 2m-dependent r.v.'s.
The one-dimensional convergence in (3.12) follows from standard Slutsky's argument (see e.g. 
where σ 2 m (x, y) is defined in (7.19) below. Moreover,
Proof. By adapting the argument in the proof of (3.11) and Proposition 5.1 (iv), Case (III), we can show the
where s) ) k and G m (t, s) vanishes with m → ∞ for any fixed (t, s) = (0, 0), (7.18) follows from (7.20) by the dominated convergence theorem.
The proof of (7.17) 
follows similarly as in Theorem 3.1 with the limit r.v. ξ given by the k-tuple Itô-Wiener integral:
and a ∞,m (t, s) defined in (7.21) . This proves (7.17) and Lemma 7.2, too. Similarly to Lemma 7.2 it suffices to prove for any γ > 0, m = 1, 2, · · ·
where σ 2 Xm := (t,s)∈Z 2 r Xm (t, s) and r Xm (t, s) := Cov(X m (0, 0), X m (t, s)). Note X m (t 1 , s 1 ) and X m (t 2 , s 2 ) are independent if |t 1 − t 2 | + |s 1 − s 2 | > 2m. Therefore (t,s)∈Z 2 |r Xm (t, s)| < ∞ and (7.24) follows the CLT for m-dependent RFs, see [5] Consider (7.25), where we can put x = y = 1 w.l.g. We have λ −(1+γ) Var(S X λ,γ − S Xm λ,γ ) ≤ (t,s)∈Z 2 |φ m (t, s)|, where φ m (t, s) := Cov X(0, 0)−X m (0, 0), X(t, s)−X m (t, s)). From (8.26), (8.27) and (8.29) we conclude that
as in (6.3), with C > 0 independent of m. Therefore, |φ m (t, s)| ≤ Cρ(t, s) −(kp 1 )∧(2q 1 ) =: φ(t, s), where (t,s)∈Z 2 φ(t, s) < ∞, see Proposition 5.1(i), also Corollary 6.1(ii). Thus, (7.25) follows by the dominated convergence theorem and the fact that lim m→∞ φ m (t, s) = 0 for any (t, s) ∈ Z 2 . Theorem 3.4 is proved. , s) ). Since all statements of Theorems 3.1-3.3 hold for RF
Proof of Theorem 3.5. (i) Split
for H(γ) defined in Theorems 3.1-3.3. By well-known properties of Hermite polynomials, Var(S
) follows by Proposition 5.1. This proves (7.26) and part (i).
(
j /j! can be made arbitrary small by choosing K large enough. On the other hand, by Theorem 3.
for any j ≥ k and the last result extends to finite sums of Hermite polynomials, viz., 
Similarly to ( [18] , proof of Prop.4.1) we shall use the following version of the Moivre-Laplace theorem (Feller [10] , ch.7, §2, Thm.1): There exists a constant C such when j → ∞ and k → ∞ vary in such a way that
Let us first explain the idea of the proof. Using (8.1) and replacing the binomial probabilities by Gaussian densities according to (8. 3) leads to
with L 0 (z) defined in (4.8). Here, factor 1/2 in front of the sum in the first line appears since bin((v + j)/2, j; 1/2) = 0 whenever v + j is odd, in other words, by using Gaussian approximation for all (even and odd) j we double the sum and therefore must divide it by 2. Note also that in the third line, the Gaussian
Let us turn to a rigorous proof of the above asymptotics.
By definition (see (4.7), (4.8)), (8.4) holds for u ≤ 0, z ≤ 0 hence we can assume u ≥ 1, z > 0 in as follows.
Moreover, for any ǫ > 0 there exists K > 0 such that
The second relation in (8.5) is immediate by lim z→0 L 0 (z) = L 0 (0) = 0 and z = u/̺ ≤ ̺ 9/10 /̺ → 0 (̺ → ∞).
To prove the first relation we use Hoeffding's inequality [17] . Let bin(j, k; p) be the binomial distribution.
Then for any τ > 0
. Using these facts and (8.1) with u j=0 bin(u − j, u; θ) = 1 for any 1 ≤ u < v 8/5 we obtain
proving (8.5). Hence, it suffices to prove (8.4) for u → ∞, 0 ≤ v ≤ u 5/9 . Below, we give the proof for v even, the proof for v odd being similar. Denote
Using c − u < j < c + u, j ∈ D + (u, v) for some c ± > 0, and elementary inequalities we obtain that | for all j ∈ D + (u, v) and all u > 0 large enough. Therefore since j∈D + (u,v) bin(u − 2j, u; θ) ≤ 1 we obtain
] is a bounded function. As a consequence, it suffices to prove the first relation in (8.7) with a + (u, v) replaced by a * (u, v). This in turn follows from relations The proof of the second relation in (8.7) uses Hoeffding's inequality in (8.6 ) in a similar way. We have 
] is a 1-1 mapping. Particularly, if ̟ = 1 then (̺, arccos(t/̺)) are the polar coordinates of (t, s) ∈ R 2 , s ≥ 0. We use the inequality: 10) which follows from ρ( (ii) After the change of variables: u → ̺u, v → ̺ ̟ v, ̺ := ρ(t, s), we get
where 
, where I 2 < C, I 12 < C are the same as in (8.11), whereas
Note that if given small enough δ > 0, then (8.10) 
for all (u, v) ∈ B δ (0, 0), and hence
as |t| + |s| → ∞, the proof of (5.5) is complete.
Finally, consider (5.6). We follow the proof of (5.5) and get (ρ
) with the same I ′ 1 < C, I 12 < C, whereas
For small enough δ > 0, we have ρ(u, v) 
The proof of (8.14) mimics the proof of (8.13) and is omitted. To prove (8.13), write
After the same change of variables u → ̺u, v → ̺ ̟ v, ̺ := ρ(t, s) as in the proof of (ii) we obtain
and where 
Then with a i∞ (u, v), i = 1, 2 defined by the statement of Prop. 5.1 (iii) we get that
Let us prove that
and every sequence {z ̺ } ⊂ [−1, 1] tending to z: lim ̺→∞ z ̺ = z. Choose δ > 0 and split the difference
, where
with the notation z ′ := (1 − z 2 ) ̟/2 . Note that ρ(z, z ′ ) = 1 and δ > 0 is chosen small enough so that
Let us first check that |I i |, i = 1, 2 can be made arbitrary small by taking sufficiently small δ. Towards this end, we need the bound
, where |u −ũ| ≤ ̺ −1 , |v −ṽ| ≤ ̺ −̟ and hence 1] and part (iii). (iv) Rewrite the l.h.s. of (5.9) as
Case (I): γ = ̟. By changing the variables in (8.23) as
follows by the same arguments as (8.20) . These facts and the dominated convergence theorem justify the limit ≥ Cρ(0, s 1 − s 2 ), which follows by the same arguments as (8.20 
(8.28)
Since 2q 1 − 1 − γ 0 < q 1 < 2q 1 , we have that, for max 1≤ℓ≤i d ℓ ≥ 2, max 1≤ℓ≤i d ′ ℓ ≥ 2, the exponents w ℓ in (8.28) satisfy 
