1. Introduction {#sec0001}
===============

The timing of infectiousness relative to symptom onset has been identified as a key factor in ability to control an outbreak ([@bib0012]). The explanation is intuitive: if symptoms appear before infectiousness, then contact tracing and isolation strategies will be effective, whereas for post-infectiousness symptom presentation, broader, non-symptom based strategies must be adopted. Consequently, identifying the relative timing as early as possible in an outbreak is imperative to assessing potential for control and selecting a measured response.

Severe acute respiratory syndrome (SARS) is a prime example of a disease in which symptoms foreshadow significant levels of infectiousness ([@bib0002]). This played a critical role in limiting mortality and morbidity in outbreaks during 2003, via simple public health measures such as isolation and quarantining ([@bib0018], [@bib0020], [@bib0012], [@bib0002], [@bib0015], [@bib0009]). Smallpox is most similar to SARS in this respect, but must be contrasted with HIV, where a large proportion of secondary infections occur before symptoms ([@bib0012]). For influenza, the relationship is less clear, with symptoms and infectiousness likely coinciding closely, with some transmission possible before symptom onset ([@bib0023], [@bib0019]). For established diseases, experimental evidence ([@bib0007]) or large-scale detailed case information ([@bib0016]) can provide insight into the relative timing of symptom onset and infectiousness; however, this relationship will not be known in an outbreak of an emerging pathogen. Therefore, one must turn to early outbreak surveillance data for insights.

Many jurisdictions organize their emerging disease monitoring policies around households. As an example, First Few Hundred studies are proposed as a first response surveillance scheme following the identification of a novel disease and/or strain as part of national pandemic plans ([@bib0021], [@bib0032], [@bib0003]). Following the observation of a first symptomatic individual, their household is enrolled in an intensive surveillance program, so that day of symptom onset for subsequent cases within that household are recorded. Studies of this form were developed for pandemic influenza in 2009 in both the United Kingdom ([@bib0021]) and the Netherlands ([@bib0032]); and have been instituted in response to a lack of methods for determining disease epidemiology as required for determining a proportionate response to novel outbreaks. In the Australian Health Management Plan for Pandemic Influenza (AHMPPI), First Few Hundred studies are proposed to be implemented following the first case of a novel influenza strain, with households being tracked nationally (but managed at the state/territory level) ([@bib0003]). Methods have recently been developed to characterise transmissibility and severity of a novel pathogen -- other factors influencing ability to control an outbreak ([@bib0012]) -- based on such data ([@bib0005], [@bib0033]). Currently lacking is a method for accurate determination of relative timing of infectiousness and symptom onset using this data.

Here we introduce, and demonstrate through a simulation study, a method for identifying with high accuracy the timing of infectiousness relative to symptom onset from household-stratified symptom surveillance data (generated via simulation). Remarkably, we show this is achievable with observations taken on only a few specific days, chosen optimally, within each household. Our approach to determining the optimal surveillance scheme is based on an efficient heuristic. This heuristic provides a general, computationally-efficient approach to optimal design for Bayesian model discrimination.

2. Bayesian model discrimination for outbreak control {#sec0002}
=====================================================

We model disease dynamics within each household as a continuous-time Markov chain ([@bib0017]), that counts the number of household members that are susceptible (S), exposed (*E* ~1~ and *E* ~2~), infectious (*I* ~1~ and *I* ~2~), or recovered (and immune; R). Two compartments for exposed and infectious individuals allows for a broad range outbreak observation dynamics, and allows Erlang-distributed exposed and infectious periods. Under this model, the timing of symptom onset relative to infectiousness is mapped to which transition is observed: symptoms appear either upon infection, between infection and infectiousness, coincident with infectiousness, between infectiousness and recovery, or upon recovery. The challenge is to determine which of these five (observation) models best describes the household-stratified symptom-onset data ([Fig. 1](#fig0001){ref-type="fig"} a).Fig. 1(a) Model schematic describing: transitions between states within each household continuous-time Markov chain; the five observation models being discriminated between; and, the way that these household-level data are observed. The data observed in each model are the number of observations of the relevant transition each day, within each household: data from four illustrative sample households are shown here. (b) Random forest feature importance for the full 14-day design, used to construct the heuristic for smaller designs. Each bar represents a feature, so within each day there are (in this case, for households of size 5) 6 features, corresponding to the proportion of households with each incidence count, each day. (c) Resulting random forest accuracy (proportion of test simulations assigned to the correct model) as design size increases, for the true optimal design (solid lines) and heuristic solution (crosses with dashed line). In this case, random assignment would produce accuracy 0.2. (d) Two-class accuracy of random forest model discrimination: this measures the accuracy of discrimination between models with symptoms before or coincident with infectiousness, versus models with symptoms beginning after infectiousness. In this case, random assignment would produce accuracy 0.52 (red dashed line). These results correspond to households of size 5, with 10,000 training samples from each model, each with parameters drawn from the distributions displayed in Supplemental Figure S1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 1

There is a relatively rich literature on Bayesian model discrimination ([@bib0008], [@bib0011], [@bib0001], [@bib0031]), and optimal design for such ([@bib0006], [@bib0030]), which are the most appropriate tools and framework to address this question. A general difficulty with this theory is that practical implementation is at best difficult, and often infeasible. This has led to methods based on approximate Bayesian computation (ABC), which requires only simulation of realisations from each model, and is computationally feasible for a wide range of models. Unfortunately, there exists 'a fundamental difficulty' in establishing robust methods based upon summary statistics ([@bib0027], [@bib0028]); however, see the recent work of Dehideniya et al. ([@bib0010]).

Another approach to model discrimination in an ABC framework has been proposed by Pudlo et al. ([@bib0025]). They treat model discrimination as a classification problem, for which machine learning methods are ideal, and in particular propose the use of random forests to perform this task. This approach provides a highly-efficient, and importantly, robust method for model discrimination. Hainy et al. ([@bib0013]) expand on this approach as specifically applied to optimal design for model discrimination.

We apply random-forest based Bayesian model discrimination, first for accurate, robust characterisation of relative timing of symptoms and infectiousness, and second, for optimal design of early outbreak surveillance for accurate model discrimination. Specifically, the aim of the latter is to select an optimal surveillance scheme, consisting of a fixed number of observations, in order to discriminate five different timings of symptom onset relative to infectiousness, within a household-stratified epidemic model. We evaluate, using simulated data, the impact of assumptions and summary statistics. Additionally, we propose a new, computationally-efficient and highly-accurate heuristic for optimal design choice, which in this application determines the optimal days upon which to perform surveillance in households.

3. Methods {#sec0003}
==========

3.1. Epidemic model {#sec0004}
-------------------

We demonstrate using an example system of a novel infectious disease, spreading in a population structured into households. We assume that the population is large and mixing between households is random, such that after a household is initially infected, the remaining transmission within the household is independent of transmission outside the household ([@bib0029], [@bib0004]). Therefore, transmission dynamics within households can be modelled independently ([@bib0005]), i.e., with infection only occurring between individuals within a household, rather than between households. Note that this is an assumption which simplifies the simulation process, but it could be modified if necessary. Given this novel etiological agent, we wish to determine if symptom onset occurs at the time of infection, between infection and infectiousness, coincident with infectiousness, after infectiousness, or coincident with recovery (i.e., these are the five candidate models we wish to discriminate). The model behaviours are otherwise assumed identical. To be emphatic, the underlying disease dynamics is identical in all five models, each differing only in when observations are made, corresponding to different timings of symptom onset ([Fig. 1](#fig0001){ref-type="fig"}a). We focus on selecting between these observation models as the relative timing of infectiousness and symptom onset is critical to effective outbreak management: quarantine can be applied effectively if symptoms occur before (or possibly coincident to) infectiousness.

We model the epidemic dynamics in households as a continuous-time Markov chain (Figure 1a) ([@bib0017]). Individuals transition from susceptible (S) to exposed (*E* ~1~, and subsequently *E* ~2~), then to infectious (*I* ~1~, and subsequently *I* ~2~), and finally to recovered (R), with rates as described in [Table 1](#tbl0001){ref-type="table"} . The model dynamics are general, but explicitly resemble the dynamics of a respiratory virus such as influenza, as potential future pandemic influenza is of substantial concern globally. The collection of First Few Hundred data is included in the Australian Health Management Plan for Pandemic Influenza ([@bib0003]), along with similar pandemic preparedness plans in other jurisdictions, so demonstrating the ability to discriminate models using these data for diseases resembling influenza is highly relevant. As such, prior parameter choices and the overall duration of the observation process (i.e., 14 days) also reflect influenza dynamics.Table 1Events, transitions and rates within a household. *N* is the (fixed) household size, *β, γ* and *σ* are the rates of infection, gaining infectiousness and recovery, respectively.Table 1DescriptionTransitionRateInfection$\left. \left( S,E_{1} \right)\rightarrow\left( S - 1,E_{1} + 1 \right) \right.$$\beta S\left( I_{1} + I_{2} \right)/\left( N - 1 \right)$$\left. \left( E_{1},E_{2} \right)\rightarrow\left( E_{1} - 1,E_{2} + 1 \right) \right.$2*σE*~1~Infectiousness$\left. \left( E_{2},I_{1} \right)\rightarrow\left( E_{2} - 1,I_{1} + 1 \right) \right.$2*σE*~2~$\left. \left( I_{1},I_{2} \right)\rightarrow\left( I_{1} - 1,I_{2} + 1 \right) \right.$2*γI*~1~Recovery$\left. \left( I_{2},R \right)\rightarrow\left( I_{2} - 1,R + 1 \right) \right.$2*γI*~2~

We assign a prior distribution to each parameter (Supplemental Figure S1), based on physical quantities to reflect the assumed prior knowledge of the etiological agent:•$\frac{1}{\sigma} \sim \text{Gamma}\left( 6,1/2 \right),$ representing a mean exposed duration of 3 days (mode at approximately 2.5 days);•$\frac{1}{\gamma} \sim \text{Gamma}\left( 6,1/2 \right),$ representing a mean infectious duration of 3 days (mode at approximately 2.5 days); and,•$R_{0} \sim 1 + \text{Gamma}\left( 2,1/2 \right),$ representing a mean *R* ~0~ (the expected number of secondary cases caused by an infectious individual in a fully susceptible population) of 2 (mode at approximately 1.5).

These distributions are sampled per-simulation, i.e., sampled parameters are kept constant across all households within a given epidemic. We note that these priors are relatively broad, reflecting uncertainty around disease transmission dynamics, but within a range resembling the dynamics of a respiratory virus such as influenza. Prior distributions should be chosen to reflect what is known about the disease of interest.

Following the first symptomatic case in a household, the number of symptomatic cases within the household is observed daily (i.e., the unit of time considered is one day). The instant that the first individual in a household shows symptoms is time zero. Then, the number of cases seen before time 1 constitutes the first observation, between time 1 and 2 the next observation, and so on. This proceeds for 14 days, with any symptoms occurring after time 14 not observed. The 14 day duration allows time for the index case and subsequent infections to likely progress through the stages of infection given the transmission model and parameters chosen, resulting in most household transmission being observed within this time. If the disease progressed on a different timescale, the duration and frequency of observation should be varied appropriately, e.g., an infection with slower outbreak dynamics might be observed weekly rather than daily.

When testing the effect of asymptomatic infections on model discrimination, we sample an additional parameter, *p* ~obs~, the probability that an individual shows symptoms (implemented as an independent Bernoulli trial for each individual at the time of symptom onset). Note that *p* ~obs~ is held constant within each simulation, i.e., it varies by outbreak, but not by infected individual. We explored two scenarios: (1) *p* ~obs~ \~ Beta(5, 5) (i.e., a mean *p* ~obs~ of 0.5), and (2) *p* ~obs~ \~ Beta(7.5, 2.5) (i.e., a mean *p* ~obs~ of 0.75). Figure S1 includes a visualisation of these distributions. We emphasise that in the asymptomatic infection scenario, data collection from a household begins with the first *observed* symptomatic case in that household; the index case may be asymptomatic or symptomatic.

In preliminary studies (not reported) we estimated the accuracy of model discrimination with fixed, known parameters -- the resulting accuracy was higher than with parameters sampled from the prior distribution. However, we report only the results with parameters sampled from a prior distribution here, as in an ongoing outbreak exact parameter values are likely to be unknown.

3.2. Random forest model selection {#sec0005}
----------------------------------

To attempt to discriminate models, we use the approximate Bayesian random forest approach of Pudlo et al. ([@bib0025]). A random forest is a popular machine learning classifier, that operates by aggregating many classification trees, each constructed on a random subset of predictors and a bootstrap sample of the training data ([@bib0014]). When making a prediction the classification from each tree is determined, with the label predicted by the highest number of trees being the prediction of the random forest. Implementations of the random forest algorithm are available in most commonly-used software packages.

The process of Bayesian model discrimination using random forests proceeds as follows:•Select a number of simulations, *N~s~*, and a number of households, *N~h~*.•For each model:--Sample a set of parameters $\theta = \left( R_{0},\sigma,\gamma \right)$ from the (prior) distributions.--Simulate *N~h~* households given these parameters.--Repeat this process *N~s~* times.•Given the *N~s~* simulations from each model, extract the data corresponding to the considered design.•Construct a random forest that predicts the model label, given the simulations.•Assess the accuracy of the process on a left-out test set.

Infections within each household are simulated using a standard Doob-Gillespie algorithm for simulating continuous-time Markov chain dynamics.

Random forests were constructed using the Python scikit-learn RandomForestClassifier algorithm ([@bib0024]), with 200 trees. Note that we use a completely separate set of test simulations to determine accuracy (of the same size as the training data), rather than out-of-bag error. Out-of-bag error is an error metric commonly used with random forests, that is calculated using the training data, rather than a separate test set. It relies on the structure of the random forest: in a random forest, only a (randomly sampled) proportion of training data (i.e., simulations) are used to construct each tree, so the remaining training data may be used to test the accuracy of that tree. Aggregating the result across all trees gives the out-of-bag error. In some cases out-of-bag error is prone to bias, so to ensure we are correctly assessing accuracy we instead use a left-out test set. We report accuracy as the proportion of all test samples that are correctly assigned to their generating model. I.e., we test 10,000 left-out training simulations from each model, and count those assigned the correct label. We also count the number that were assigned correctly to pre-infectious or coincident with infectious symptoms, versus symptom onset after infectiousness has begun: we call this the *two-class accuracy*. This was tested as it is the most relevant set of models to discriminate for determining the effectiveness of quarantine for disease control.

All code necessary to produce the simulated data and perform model discrimination will be made available publicly (upon publication).

To operationalise this process during an outbreak, the observed household data (on the days corresponding to the chosen design) would be input into a pre-trained random forest model, which would result in a predicted model label. That prediction indicates which observation model the outbreak most closely resembles.

3.3. Optimal sampling design {#sec0006}
----------------------------

Conducting a First Few Hundred-style study can be extremely labour intensive. Consequently, we wish to assess the potential for model discrimination when sampling is only performed on a subset of days, rather than every day. If we choose to only sample on *D* \< 14 days, within the first 14 days following the first symptomatic case in each household, we must necessarily also choose the optimal days on which to sample. We call the number of days *D* being sampled the design size. We choose those days that produce the highest classification accuracy on a left-out test set. This design problem is small, with only $\binom{14}{D}$ designs of size *D* (or $2^{14} = 16,384$ total designs) to evaluate, so we apply exhaustive search in this case; however a combinatorial optimisation algorithm could be applied and would likely be necessary in a more complex design problem to search for the optimal design.

Potentially symptom onset data could be made complete for this style of study by, for example, asking each household on which day all individuals with symptoms first presented with them (rather than just the individuals who presented symptoms on the sampling days); although some loss in quality of data might be expected. In other cases it might be necessary to perform a test (e.g., virological testing) as part of the sampling program, in which case choosing optimal designs that are as small as possible can save substantial resources. Our study provides an example of the model discrimination and optimal sampling design process, that could be generalised to reflect the appropriate sampling scheme where necessary.

3.4. Summary statistics {#sec0007}
-----------------------

To more effectively use the household data in training the random forest, we summarize the raw household data to produce daily distributions of counts. That is, we count the proportion of households that, on day *d*, observed an incidence of *i*, and then use the resultant (design size)  ×  (household size + 1) data vector as the new random forest predictors. For example, with designs of size 5, households of size 5, and 200 households, the raw data would consist of $5 \times 200 = 1000$ predictors, whereas the daily summaries would consist of $5 \times 6 = 30$ predictors.

3.5. Heuristic solution {#sec0008}
-----------------------

Rather than evaluating the full set of possible designs, or applying an optimisation algorithm, we propose a heuristic for efficiently finding high-quality designs of a given size. This heuristic is to perform random forest model selection on the largest possible design, extract the random forest feature importance ([Fig. 1](#fig0001){ref-type="fig"}b), and use this random forest feature importance to rank design points. Specifically, days are ranked on their maximum feature importance (i.e., decrease in Gini impurity, see below); the sum of the importance of features from a day was also tested, but had inferior performance. A design of size *d* uses the highest-ranked *d* design points. The random forest feature importance metric we use is the mean decrease in Gini impurity ([@bib0026]) of a feature across the trees in the random forest. The Gini impurity at a node is the probability that a new element at that node would be assigned an incorrect label, if it was assigned a random label from the distribution of training labels at that node. This metric is calculated using the python scikit-learn random forest algorithm ([@bib0024]).

4. Results {#sec0009}
==========

Random forest-based Bayesian model discrimination was able to discriminate relative timing of symptoms and infectiousness for simulated household-stratified symptom-onset data. With 200 households of size 5, accuracy was 0.6974 for discriminating the five observation models (with random parameters, and 10,000 training simulations per model). When selecting solely between pre-infectiousness and coincident symptoms versus post-infectiousness symptoms, accuracy was 0.9796 (we call this the two-class accuracy); suggesting that most model discrimination error was between similar models to which the same management decisions might be applied. Accuracy was reduced with fewer households: to 0.608 with 100 households, and 0.518 with only 50 households ([Fig. 1](#fig0001){ref-type="fig"}d); these had two-class accuracy of 0.95 and 0.894, respectively. These results were robust with respect to variation in household size (Figure S2), with accuracy ranging from 0.648 with 200 households of size 3 to 0.703 with 200 households of size 7. We report results for households of size 5 for the remainder of this section.

Remarkably, model discrimination remained accurate when only a small subset of daily household data were observed, when the observations were from an optimal design: a design of size 5 with 200 households was sufficient to produce a classification accuracy of 0.662 and a two-class accuracy of 0.975 ([Figs. 1](#fig0001){ref-type="fig"}d and [2](#fig0002){ref-type="fig"} a), only marginally below the accuracy of the full design (Figure S3). Accuracy increased as the design size (i.e., number of days of surveillance) and the number of households increased. The heuristic produced an effectively indistinguishable level of accuracy compared to the optimal across design sizes, both for overall accuracy ([Fig. 1](#fig0001){ref-type="fig"}c) and two-class accuracy ([Fig. 1](#fig0001){ref-type="fig"}d). The heuristic ensured a substantial reduction in computation time: to produce [Fig. 1](#fig0001){ref-type="fig"}c, 39 random forests were required when using the heuristic, compared to 49,107 random forests to produce the optimal results.Fig. 2(a) Accuracy of model discrimination in designs of size 5, as the number of households increases, and under partial observation. Note that *p*~obs~ is not a fixed parameter but is sampled from a distribution: The Beta(5,5) distribution has mean 0.5, and the Beta(7.5,2.5) distribution has mean 0.75. Figure S3 shows the equivalent result with a design of size 14. (b) Difference between heuristic designs (coloured points) and optimal designs (black boxes) as the design size increases. Note that we do not evaluate optimal designs of size 1 or 2, and so there are no optimal designs in these columns. (c) Distribution of training sample observations (under each model and number of households) for the most important feature under the heuristic: the proportion of households with 1 case observed on day 2. Each coloured point represents an observation in the training sample. These results correspond to households of size 5, with 10,000 training samples from each model, each with parameters drawn from the distributions that appear in Supplemental Figure S1.Fig. 2

The key design points (i.e., sampling days) for optimal designs were consistently the second day ([Fig. 2](#fig0002){ref-type="fig"}b), followed by other days early in the outbreak (i.e., days 3--6, and day 1). Days 7--14 typically had little impact on model discrimination accuracy (i.e., optimal accuracy and two-class accuracy consistently levelled off as design size increased beyond 5; [Fig. 1](#fig0001){ref-type="fig"}c/d), and the optimal combination of these days varied due to stochasticity in both training and test data. This is consistent with the feature importance used to develop the heuristic ([Fig. 1](#fig0001){ref-type="fig"}b), i.e., those days that were consistently optimal were those with highest feature importance. When the most important design point is visualised ([Fig. 2](#fig0002){ref-type="fig"}c) it shows a subtle but clear difference between distributions of observations from the different models; this provides intuition as to how decision trees constructed from many predictors of this form can accurately discriminate models.

To assess the impact of asymptomatic infections on model discrimination, we repeated the analysis, except with each individual only being symptomatic (at the point symptoms would otherwise appear) with probability *p* ~obs~ (again, sampled from a prior distribution). This partial observation made model discrimination substantially more challenging: with designs of size 5 and 200 households ([Fig. 2](#fig0002){ref-type="fig"}a), accuracy was 0.522 and two-class accuracty was 0.863 when *p* ~obs~ \~ Beta(7.5, 2.5) (i.e., a mean of 0.75), and accuracy was 0.400 and two-class accuracy was 0.736 when *p* ~obs~ \~ Beta(5, 5) (i.e., a mean of 0.5) (compared to 0.622 and 0.975 with complete observation).

5. Discussion {#sec0010}
=============

Identifying the relative timing of symptom onset and infectiousness in an emerging epidemic is critical to outbreak control. We have demonstrated, on simulated data, a method for identifying the relative timing based upon household-stratified data available early in an outbreak. This method produces reasonable accuracy for discriminating between five observation models, and very high accuracy for determining pre- or coincident with infectiousness symptom onset versus post-infectiousness symptom onset (i.e., two-class accuracy). This can be done without observing each household every day. Moreover, we can use random forest feature importance to inform a heuristic that vastly reduces the computation necessary to choose high-accuracy designs.

It is remarkable that it is possible to discriminate models so accurately, given that they share identical epidemic dynamics, and only differ in observation. The non-parametric nature of the random forest is able to use small but clear differences between models (e.g., [Fig. 2](#fig0002){ref-type="fig"}c) to extract sufficient information to discriminate them. Combining the raw household data to form summary statistics is critical to this: if the raw household data is used rather than the summary statistics, accuracy is substantially lower. While it can be difficult to interpret the classifications made by a random forest-classifier, interrogating key individual predictors (as in [Fig. 2](#fig0002){ref-type="fig"}c) provides clarity, and elucidates why feature importance provides a useful heuristic for choosing optimal designs ([@bib0022]).

The accuracy of model discrimination decreases substantially as the proportion of cases that are asymptomatic increases. This can be compensated by increasing the number of households ([Fig. 2](#fig0002){ref-type="fig"}a). The outbreaks in which early control is most critical are likely to be those in which most individuals are symptomatic, due to symptoms being strongly correlated with severity, for example hospitalisations and deaths. However, there also exists diseases for which outbreak control is critical, even when the proportion of symptomatic individuals is very low (e.g., poliovirus).

In some situations it may be necessary to consider more complicated surveillance schemes, in which case it may not be possible to evaluate the exact optimal design by exhaustive search. However, the heuristic proposed here should remain effective in more complicated design spaces, provided they have a similar form, i.e., designs of a given size are a subset of designs of larger sizes upon which the random forest can be trained to extract feature importance.

Assumptions impact any model-based study. Most critically, this model discrimination process assumes that the dynamics of the simulated epidemic model and observation models reflect the actual disease and observation dynamics. It is possible to use this method to select between models that differ in dynamics in addition to the observation process; however any increase in the number of models to classify will likely result in increased computation and potentially decreased accuracy. We have chosen to focus on the timing of symptom onset and infectiousness in one general disease process as an example, resembling influenza in both transmission dynamics and prior distributions on parameters. Useful future work could be to perform similar experiments on diverse disease processes, with different life histories. It would also be valuable to assess the robustness of the method for discriminating timing of symptom onset versus infectiousness when the underlying disease transmission model is misspecified. We note that selection between different transmission models (rather than observation models) for disease outbreaks has been considered in other studies, for example, assessing models of transmissibility over time for Norovirus from household data ([@bib0034]).

In addition, the simulation study we present is a simplification of realistic disease dynamics. The model assumes homogeneous within-household mixing, Erlang-distributed latent and infectious durations, and constant transmission rates over the infectious period. Independence between households is also assumed (i.e., that once a household is infected, all subsequent infection events are due to transmission within that household); this is only potentially valid in the case of a large population of households and the early stages of an outbreak. Household size is uniform across households within the simulation; if household size were allowed to vary, data from each household size would need to be evaluated separately, and more households may need to be observed to obtain suitable accuracy. Assessing optimal design for model discrimination given a range of household sizes would be a valuable direction for future work.

Finally, we treat the interaction between symptom onset and infectiousness as a discrete process (i.e., symptom onset coincides exactly with transitions between states), whereas this process may be more general in practice. This paper demonstrates an example of the process of Bayesian model discrimination for outbreak control, and could be adapted to more complex disease models as desired.

In the future, the aim is to combine Bayesian model discrimination and parameter estimation in an online manner. Improving estimates of parameters improves the ability to discriminate models, and, more certainty regarding the model likely reduces variance in parameter estimates. This would allow for unified characterisation of all factors influencing the ability to control an outbreak.
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