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a b s t r a c t
The Bounded Adjusted Measure (BAM), initially deﬁned for the additive model, which is a variable
returns to scale (VRS) model, was extended to the constant returns to scale (CRS) case [7]. The added
range-bounds, which maintain unaltered the production possibility set (PPS) under VRS, showed an
inﬂuential effect under CRS, reducing the corresponding PPS, as well as a negative effect, excluding some
of the original CRS projections. Here we propose an enhanced extension that, by considering a different
set of less restrictive bounds, eliminates the negative effect. Moreover, we customize this new extension
for the family of partially bounded CRS additive models, i.e., models where at least one variable is
naturally bounded from below, if it is an input, or from above, if it is an output.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
The Bounded Adjusted Measure (BAM) of efﬁciency was intro-
duced in Data Envelopment Analysis (DEA) literature by Cooper et al.
[7] for the additive model, with the aim of enhancing the discrimi-
natory power of the previously deﬁned Range Adjusted Measure
(RAM) by Cooper et al. [6]. Being a DEA model, it is designed to
evaluate the relative technical efﬁciency of a given set of n units.
Technically, the BAM model is a speciﬁc weighted additive model
where the weights are data dependent. More in detail, the weights
depend on the unit being rated as well as on a set of bounds
associated to the set of units being rated. The bounds associated to
the variable returns to scale (VRS) BAM model, known as “range-
bounds”, are easy to obtain. Assuming that each unit is identiﬁed
through a vector of m inputs or resources that produces a vector of s
outputs or goods, the BAM considers a lower range-bound for each
input and an upper range-bound for each output as follows. For a
given input, its lower range-bound is the minimum of that input
over the sample of n units, while for each output, its upper range-
bound is the maximum of that output over the same sample. One of
the features of these range-bounds is that they do not affect the
production possibility set (PPS) under VRS. In other words, the
original projection of any unit obtained through the VRS weighted
additive model satisﬁes all the range-bounds, as a direct conse-
quence of their deﬁnition.
As it is well known, the additive model [4] is a variable returns to
scale model. While the RAM was exclusively deﬁned for technolo-
gies under VRS, the BAM may be used under any returns to scale, as
reported in Cooper et al. [7]. For instance, the latter paper introduces
the constant returns to scale (CRS) range-bounded additive model,
which is nothing more than a CRS additive model with added range-
bounds. These bounds reduce the set of points deﬁning the
corresponding CRS technology. The new resulting PPS presents a
truncated CRS strong efﬁcient frontier and allows computation of
the BAM efﬁciency for any point belonging to the reduced technol-
ogy, something that is not possible with the usual CRS technology
because it is unbounded. The truncation of the production possibility
set is obviously due to the presence of the range-bounds (see
Figure 1(a) in [7]). There are a few cases where the range-bounds
are worth consideration, even under CRS. The most notable case is
when the sample under scrutiny corresponds to a whole population.
Additionally, they can also be of interest when the sample does not
correspond to the whole population, but the corresponding range-
bounds are meaningful for the considered sample (see Pastor et al.
[15] for a speciﬁc example). Nonetheless, in a general situation, the
range-bounds may be all too restrictive because the resulting PPS
may not include the original CRS projections of the inefﬁcient units.
In these cases, we propose to consider looser bounds that do not
leave out any of the aforementioned projections. This interesting
approach maintains the original CRS efﬁcient projections of the
given sample within a “comprehensive” bounded production possi-
bility set. Hence, the main purpose of this paper is to introduce a
sensible lower or upper bound for each unbounded input or output
for the CRS case. In addition, we are going to deal with CRS models
where some of the variables have their own natural bounds such as
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an output expressed as a percentage that is naturally bounded from
above. Pastor et al. [15] called them CRS partially-bounded additive
models. As we will show later on, the corresponding enhanced BAM
incorporates the natural bounds for the bounded variables and the
aforementioned comprehensive bounds for the unbounded vari-
ables. The relevance of these models is that they are able to combine
naturally bounded variables with a CRS model, something that is
needed for solving several well-known real data problems (see [15])
and that remained as an open problem until 2013.
It is worth mentioning why we have sorted out weighted additive
models instead of considering other types of well-known non-radial
models such as the Enhanced Russell Graph model, ERM [17] or the
Slacks-Based Measure, SBM [18]. Although the SBM and ERM models
have the same restrictions as the additive model, they do not share
the same philosophy as the BAM model with respect to the objective
function. Besides the fact that ERM and SBM are just the same model
with different but closely related variables (see [17]), we will focus our
comments on SBM because it uses exactly the same variables as BAM.
Let us highlight two basic differences between the SBM and the BAM
model. First, while the objective function in SBM is fractional, that
corresponding in BAM is linear. As a consequence, the linear dual of
BAM is easy to formulate, while the corresponding SBM dual requires
the linearization of SBM and is more complicated (see [18]). In other
words, it is easier to deal with shadow prices – the variables of the
dual program – in BAM than in SBM. Second, the objective function in
SBM is deﬁned in such a way that it satisﬁes the ﬁrst condition for
being considered a true efﬁciency measure, that is, SBM delivers a
score for each unit between 0 and 1 (see [6]). This result is achieved
by considering only the input and output values of the point being
rated and the slack values associated to that point obtained through
the SBMmodel. In other words, no added bounds are required. On the
other hand, the deﬁnition of BAM requires the addition of bounds in
order to get, for each unit being rated, a BAM score that belongs to the
interval [0,1]. There is still another difference that moves BAM further
apart from SBM. While SBM requires strict positive inputs and
outputs for all the units being rated, BAM does not. In a general
production context, data are assumed only to be non-negative and,
for each unit, at least one input and at least one output are assumed
to be positive (see [5]). Therefore the BAM measure can be applied to
a much broader class of datasets. Moreover, under VRS, BAM is
translation invariant, which means that it can process datasets with
negative data, while SBM is not. In fact, a new SBM related measure
was proposed by Sharp et al. [19] so as to achieve translation
invariance. As a summary, BAM is easier to deal with and can handle
a much broader class of datasets then SBM or ERM.
The new model we are going to introduce, the enhanced BAM
model (EBAM), is closely related to BAM. Both have the same set of
restrictions and both have as objective function 1 minus a weighted
sum of input and output slacks, being the only difference the value of
the weights. As a consequence, EBAM has the same interesting
properties as BAM and, as explained above, it offers the same
advantages as BAM with respect to SBM or ERG. Moreover, and since
the objective function of BAM or EBAM measures efﬁciency, in a
range between 0 and 1, both models represent different ways of
measuring efﬁciency. As we will explain later on and show through a
numerical example, EBAM detects higher efﬁciency than BAM does,
or, in other words, the units under scrutiny are better rated. Based on
our previous ﬁndings (see [7]), the efﬁciency score of EBAM is closer
to the efﬁciency score of the corresponding radial input-oriented
model than the efﬁciency score of BAM.
The paper unfolds as follows: In Section 2, we introduce ﬁrst
the formulation of the BAM model under CRS. Second, we deﬁne a
new set of lower (upper) bounds for each input (output) that
allows us to introduce a new enhanced BAM for the CRS bounded
additive model. In Section 3, we consider CRS partially bounded
additive models with natural bounds in certain bounded variables
and deﬁne the corresponding enhanced BAM, combining the
natural bounds of the bounded variables with added bounds for
the unbounded variables. Section 4 presents a numerical example
and Section 5 concludes.
2. The BAMmodel and an enhanced BAM – EBAM – for the CRS
unbounded additive model
2.1. The BAM model
Let us introduce some additional requirements for our sample of n
units. As said before, each DMU (Decision Making Unit) is identiﬁed by
a speciﬁc subvector of m inputs and a speciﬁc subvector of s outputs.
Under CRS and for each unit, we further require both the subvector of
m inputs and the subvector of s outputs to be non-negative. In order to
reduce computational burden, a typical pre-processing procedure
allows us to identify the subset E of Pareto-Koopmans efﬁcient units
with the basic (unbounded) CRS additive model (see [1]). Since any
linear combination of points of E does not necessarily belongs to the
new range-bounded production possibility set, a new set of slacks is
required in order to identify the new efﬁcient points (see [15]).
Let us now introduce the formulation of the range-bound.
For any input i its lower range-bound is deﬁned as xRi ¼
min xij; j¼ 1;…;n
 
, while for each output r its upper range-bound
is deﬁned as yRr ¼ maxfyrj; j¼ 1;…;ng. These bounds are essential
for deﬁning the CRS BAM model, a member of the family of
weighted additive models [14]. Its formulation follows:
BAM¼ Max 1 1mþ s
Xm
i ¼ 1
sik
xikxRi
þ
Xs
r ¼ 1
sþrk
yRr yrk
 !
s:t:X
jAE
λjxijþτik ¼ xiksik ; i¼ 1;…;m
X
jAE
λjyrjτþrk ¼ yrkþsþrk ; r¼ 1;…; sX
jAE
λjxijþτik ZxRi ; i¼ 1;…;mX
jAE
λjyrjτþrkryRr ; r¼ 1;…; s
λjZ0; jAE
sik Z0; i¼ 1;…;m; τik Z0; i¼ 1;…;m
sþrkZ0; r¼ 1;…; s; τþrkZ0; r¼ 1;…; s ð1Þ
The two added inequality restrictions guarantee that the efﬁ-
ciency projection of point xk; yk
 
, as given by ðP
jAE
λnj xjþτnk ;P
jAE
λnj yjτþnk Þ, belongs to the range-bounded production possibility
set.1 Let us make some interesting additional comments. The optimal
objective function value is a measure of efﬁciency for unit xk; yk
 
,
with a value between 0 and 1, that satisﬁes interesting properties
(see [7]).2 If it happens that xik ¼ xR, then the corresponding slack
value sik must be 0, and the associated fraction in the objective
function is set to 0. A similar treatment applies to the outputs. If it
happens that all the optimal slacks are 0, it is obvious that the BAM
value is 1, which signals that the unit being rated is strongly efﬁcient.
On the other hand, if the BAM value is less than 1, the corresponding
unit is inefﬁcient and does not belong to the strong efﬁcient frontier.
1 As explained in Pastor et al. [15], the added second set of slacks are necessary
for describing the projections of the inefﬁcient units in terms of the original CRS
efﬁcient subset of points and for guaranteeing that these projections belong to the
range-bounded PPS.
2 The properties are listed at the end of Section 2. Moreover, the deﬁnition of
the associated inefﬁciency measure is simply 1-BAM.
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Finally, let us observe that the BAM value is dimensionless, which
means that each efﬁciency score is a scalar, as should be expected.
2.2. An enhanced BAM for the CRS unbounded additive model
Let us now focus our attention on a particular input
i0A 1;…;mf g. Our aim is to deﬁne a lower bound for input i0 that
is valid for any CRS weighted additive model in the following
sense: the lower bound is satisﬁed by any of the projections of the
corresponding CRS unbounded model. We propose to solve, for
each DMUk, k¼ 1;…;n, the next weighted CRS additive model.3
Max si0k
s:t:X
jAE
λjxi0 j ¼ xi0ksi0k;X
jAE
λjxijrxik; ia i0; i¼ 1;…;m
X
jAE
λjyrjZyrk; r¼ 1;…; s
λjZ0; jAE
si0kZ0: ð2Þ
We denote its optimal value as sni0k ; k¼ 1;…;n. Since any
weighted additive model [14] considers a weighted sum of input
and output slacks as its objective function, it is clear that sni0k , the
optimal value of (2), is greater than or equal to the corresponding
optimal slack of any CRS weighted additive model that evaluates
DMUk. Now we are ready to deﬁne a comprehensive lower bound
for input i0, valid for any CRS weighted additive model, as follows:
xCi0 ¼ mink ¼ 1;…;n xi0ks
n
i0k
n o
: ð3Þ
In a similar way, for output r0A 1;…; sf g, let us deﬁne an upper
bound after solving the next CRS weighted additive model n times.
Max sþr0k
s:t:X
jAE
λjyr0 j ¼ yr0kþsþr0k;X
jAE
λjxijrxik; i¼ 1;…;m
X
jAE
λjyrjZyrk; rar0; r¼ 1;…; s
λjZ0; jAE
sþr0kZ0: ð4Þ
We denote its optimal value as sþnr0k ; k¼ 1;…;n. With the same
reasoning as before, it is clear that sþnr0k is greater than or equal to
the corresponding optimal output slack in any CRS weighted
additive model that evaluates DMUk. Now, we are afoot to deﬁne
a comprehensive upper bound for output r0, valid for any CRS
weighted additive model, as follows:
yCr0 ¼ maxj ¼ 1;…;n yr0jþs
þn
r0j
n o
: ð5Þ
Summarizing, we have calculated a lower bound for each input
and an upper bound for each output that are satisﬁed by all the
efﬁcient projections of any CRS weighted additive model. Conse-
quently, we are ready to consider a particular CRS bounded
additive model and refer to it as the “CRS comprehensive bounded
additive model”, simply because the added bounds do not exclude
any projection of any CRS weighted additive model. We denote the
corresponding enhanced BAM efﬁciency measure as EBAMC. As
mentioned earlier, Pastor et al. [15] have already proposed a linear
program that deﬁnes the BAM for any CRS bounded additive
model. In our case, the program we have to consider is easier to
formulate because the comprehensive bounds used do not exclude
any of the units in the sample or their projections from the new
bounded possibility set and, consequently, the bound restrictions
that require that each projection belongs to the bounded produc-
tion possibility set as well as the second set of slacks can be
skipped. The program, a typical weighted CRS additive model
whose optimal value is precisely EBAMC , is formulated as follows:
EBAMC : ¼ Min 1 1mþ s
Xm
i ¼ 1
sik
xikxCi
þ
Xs
r ¼ 1
sþrk
yCr yrk
 !
s:t:X
jAE
λjxij ¼ xiksik ; i¼ 1;…;m
X
jAE
λjyrj ¼ yrkþsþrk ; r¼ 1;…; s
λjZ0; jAE
sik Z0; i¼ 1;…;m
sþrkZ0; r¼ 1;…; s ð6Þ
This program that rates DMUk through EBAM
C under CRS has
almost the same mathematical structure as the one associated to
the BAM for the VRS case (see [7]). Nonetheless, there are two
relevant differences: the deﬁnition of the bounds and the absence
of the convexity constraint.
From a managerial point of view, model (6) deﬁnes a true
efﬁciency score that allows not only classifying each unit as
efﬁcient – when EBAMC ¼ 1 – or inefﬁcient – when EBAMCo1
–, but also measuring the degree of inefﬁciency and to identify a
role model as given by its projection
P
jAE
λjxij;
P
jAE
λjyrj
 !
. Moreover,
the considered bounds guarantee that each projection matches
with the projection obtained through the unbounded additive
model. Showing that this new enhanced BAM satisﬁes exactly the
same interesting properties as does the BAM is straightforward.
Once more, we must be aware that CRS excludes the translation
invariant property.4 We list the remaining properties below (see,
for a detailed discussion, [7]). We would like to highlight that P1 is
the property that cannot be achieved unless a proper set of bounds
are considered in order to deﬁne the corresponding enhanced
BAM.
(P1) 0rEBAMC xk; yk
 
r1.5#
(P2) EBAMC xk; yk
 ¼ 13DMUk is fully efficient
03DMUk is fully inefficient:
(
#
(P3) EBAMC xk; yk
 
is invariant to alternative optima.
(P4) EBAMC xk; yk
 
is weakly monotonic.
(P5) EBAMC xk; yk
 
is units invariant.
3. An enhanced BAM for the partially bounded CRS additive
model
Here we are again considering a CRS additive model together
with a ﬁnite sample of points that are identiﬁed, as usual, by a ﬁnite
set of inputs and outputs. The novelty is that some of the inputs are
bounded from below and some of the outputs are bounded from
above. We assume that these “natural” bounds, denoted either as
xPBi or y
PB
r , are satisﬁed by all the units in the sample. Being more
3 Observe that the weights attached to the slacks in the objective function are
all 0 except for one, namely the weight equal to 1 attached to si0k .
4 As it is well known, the translation invariance property cannot be achieved by
any CRS model, simply because the CRS frontier depends on the location of the
origin of coordinates that is obviously altered after making any translation in the
input-output space (for a detailed discussion see, e.g., [16]).
5 Implicitly, (P1) means that the new deﬁned efﬁciency measure is a (dimen-
sionless) scalar.
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precise, let us assume that the set of input-subindexes 1;…;mf g is
partitioned into two disjoint subsets, subset 1;…; p1 , which
represents the indexes of lower bounded inputs, and subset
p;…;m
 
, which represents the indexes of unbounded inputs. Let
us also assume that the set of output-subindexes, 1;…; sf g, is
partitioned into two subsets, 1;…; q1 , which represents the
indexes of upper bounded outputs, and q;…; s
 
, which represents
the indexes of unbounded outputs. Due to the presence of “natural”
lower bounds for inputs and upper bounds for outputs, the
associated production possibility set under CRS is a strict subset
of the production possibility set associated to an unbounded CRS
model. In order to deﬁne the corresponding enhanced BAM, we
need to calculate sensible bounds for both the unbounded inputs
and outputs. The exercise is similar to the one performed in Section
2. Let us ﬁrst consider input i0A p;…;m
 
. Since we are dealing
with CRS additive models, we solve, for each DMUk, k¼ 1;…;n, the
next partially bounded weighted additive model:
Max si0k
s:t:X
jAE
λjxijþτik rxik; i¼ 1;…; p1
X
jAE
λjxi0 j ¼ xi0ksi0k;X
jAE
λjxijrxik; ia i0; i¼ p;…;m
X
jAE
λjyrjτþrkZyrk; r¼ 1;…; q1X
jAE
λjyrjZyrk; r¼ q; :::; s
X
jAE
λjxijþτik ZxPBi ; i¼ 1;…; p1X
jAE
λjyrjτþrkryPBr ; r¼ 1;…; q1
λjZ0; jAE
si0kZ0;
τik Z0; i¼ 1;…; p1
τþrkZ0; r¼ 1;…; q1: ð7Þ
The peculiarity of this model is that a double set of slacks is
needed as in model (1). The ﬁrst set of slacks, as given in this case
by the single slack si0k, is the usual one; it is called model-slack.
The second set of slacks, the taus, are called point-slacks and their
job is simply to guarantee that the projection onto the efﬁcient
frontier satisﬁes the considered bounds as shown by the two last
sets of restrictions in (7).6
Now let us denote its optimal value as snni0k ; k¼ 1;…;n. Since
any weighted partially bounded additive model that incorporates
the given pþq2 natural bounds considers a weighted sum of
input and output slacks as the objective function, it is clear that
snni0k , the optimal value of (7), is greater than or equal to the
corresponding optimal slack in any of the possible CRS partially
bounded weighted additive models.7 Now we are able to deﬁne a
lower bound for input i0, valid for any of the considered CRS
partially bounded weighted additive models.8
xPBi0 ¼ mink ¼ 1;…;n xi0ks
nn
i0k
n o
ð8Þ
The next proposition shows an unexpected result. In some
sense, it tells us that the natural bounds attached to several
variables of the model do not inﬂuence the behavior of any
of its unbounded inputs when searching for a reasonable lower
bound.
Proposition 1. Let sni0k be the optimal value of model (2) and s
nn
i0k
the optimal value of model (7). Then sni0k ¼s
nn
i0k
.
Proof. See Appendix.□
As a straightforward consequence and according to (3) and (8),
we can state the next result.
Corollary 1.1. The next set of equalities holds:
xPBi0 ¼ x
C
i0
; i0 ¼ p;…;m: ð9Þ
Using a completely similar exercise, we would like to point out
that for each of the unbounded outputs, r0A q;…; s
 
, the asso-
ciated upper bound can be obtained directly by formula (5) after
solving model (4) n times. Again, the next set of equalities holds:
yPBr0 ¼ y
C ; r0 ¼ q;…; s: ð10Þ
As a summary, the bounds that we have to add to each
unbounded variable of a CRS partially bounded additive model
are simply the comprehensive bounds associated to the CRS
unbounded additive model. In the case of an unbounded input,
they are evaluated by formula (3) based on model (2), and in the
case of an unbounded output, they are evaluated by formula (5)
based on model (4). These added bounds are satisﬁed by all the
efﬁcient projections of any of the considered CRS partially bounded
weighted additive models related to the same sample of data.
Consequently, we are ready to consider a speciﬁc CRS bounded
weighted additive model in order to deﬁne the corresponding
enhanced BAM efﬁciency measure, shortly EBAMPB. We call it the
“CRS bounded additive model with partial bounds”. Pastor et al. [15]
have already proposed a linear program that deﬁnes a BAM for any
CRS bounded or partially bounded additive model. In our improved
proposal,9 the program is formulated as follows:
EBAMPB ¼ Max 1 1mþ s
Xm
i ¼ 1
sik
xikxPBi
þ
Xs
r ¼ 1
sþrk
yPBr yrk
 !
s:t:X
jAE
λjxijþτik ¼ xiksik ; i¼ 1;…; p1
X
jAE
λjxij ¼ xiksik ; i¼ p;…;m
X
jAE
λjyrjτþrk ¼ yrkþsþrk ; r¼ 1;…; q1
X
jAE
λjyrj ¼ yrkþsþrk ; r¼ q;…; s
X
jAE
λjxijþτik ZxPBi ; i¼ 1;…; p1
X
jAE
λjyrjτþrkryPBr ; r¼ 1;…; q1
λjZ0; jAE
6 As explained in Pastor et al. [15], only the variables that are bounded require
the presence of the taus.
7 The possible models are all the CRS partially bounded weighted additive
models with the same initial set of partial bounds.
8 Although the lower bounds obtained for the unbounded CRS additive model
are valid for any partially bounded case, we prefer to search for tighter bounds so as
to increase the discriminatory power of the corresponding enhanced BAM (see
(footnote continued)
Cooper et al., [7,8]). Nevertheless, Corollary 1.1 shows that, in this case, our effort is
ineffective.
9 Our actual proposal improves the former one (see [15]) because, as men-
tioned earlier, it considers a new set of added lower bounds for inputs and upper
bounds for outputs that do not exclude any of the CRS projections of the original
partially bounded model instead of added range bounds. As a consequence, no
added slacks are needed for the unbounded variables.
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sik Z0; i¼ 1;…;m; τik Z0; i¼ 1;…; p1
sþrkZ0; r¼ 1;…; s; τþrkZ0; r¼ 1;…; q1 ð11Þ
It is worth mentioning that the same interesting properties
listed for EBAMC at the end of Section 2 are also valid for EBAMPB.
Several straightforward extensions can be considered. The
easiest one assumes VRS. Since we can always transform a CRS
partially bounded additive model into a partially bounded additive
model just by adding the convexity constraint –
P
jAE
λj ¼ 1 –, we can
use the associated efﬁciency scores for measuring scale efﬁciency.
The same comment holds for unbounded models. It is also inter-
esting to realize that, in the VRS case, the natural bounds attached
to the subset of bounded variables are relevant in the deﬁnition of
the objective function but may be irrelevant in identifying the
projections unless the natural bounds are smaller for inputs and
larger for outputs than the corresponding range-bounds.
Finally, we would like to mention that the design procedure can
also be applied, with minor changes, to partially-bounded additive
models under any other returns to scale assumption. In greater
detail, we may consider non-increasing returns to scale (NIRS) or
non-decreasing returns to scale (NDRS) models. In the former case,
only lower bounds for unbounded inputs have to be deﬁned
because the outputs are upper bounded by the range-bounds.
These lower bounds are, once again, the comprehensive bounds. In
the latter case, under NDRS, the opposite situation arises. In any
case, the identiﬁcation of bounds to be added follows the same
steps as proposed above without forgetting to add, in each case,
the corresponding binding restriction for the lambdas.10
4. Numerical example
In order to compare the different introduced models, let us
consider a database comprising 29 OECD (Organization for Eco-
nomic Cooperation and Development) country health systems. The
data were gathered from the WHO database and correspond to
2009. The data, summarized in Table 1, consider 3 inputs and
2 outputs. The two inputs, Beds and Physicians, stand for the
number of beds and number of physicians per 10,000 inhabitants.
The third input, Expenses, denotes the millions of dollars spent by
each country's health system per year. The Adult survival rate and
Life expectancy at birth outputs denote, respectively, the probability
of surviving between 15 and 60 years per 10,000 population and
the life expectancy at birth in years. Our preprocessing procedure
identiﬁes 7 efﬁcient units by the CRS additive model (Canada,
Poland, Portugal, Republic of Korea, Spain, United Kingdom, and
United States). All the linear programs were solved using Lingo
(version 14–64 bits) with Windows 7.
Table 2 shows a summary of the three Bounded Adjusted Mea
sures considered. EBAMC has an average efﬁciency value of 0.775
and a minimum value of 0.534. On the other hand, both EBAMPB
and BAM show quite similar smaller values (0.586 and 0.528 as
average, and 0.201 and 0.154 as minimum values).
Table 3 shows the optimal value of the CRS additive model for
the health systems of 29 countries, as well as their classiﬁcation as
either efﬁcient or inefﬁcient. As explained and proved in Pastor
et al. [15], the 7 basic efﬁcient units detected by the CRS additive
model are also efﬁcient in any bounded or partially bounded CRS
additive model, and are able to generate any efﬁcient unit of the
corresponding strong efﬁcient frontier as the sum of a positive
linear combination of a subset of the basic efﬁcient units and an
(mþs)-vector of non-negative slacks, known as “point slacks”.
In what follows, all the considered models are CRS bounded
models. In Table 4, we present a comparison of the three different
types of bounds (comprehensive, partial bounds, and range-
bounds). As mentioned earlier, the bounds associated with the
three inputs are lower bounds while the bounds associated with
the two outputs are upper bounds. As explained before, the
comprehensive bounds listed in column 2 are satisﬁed not only
by all the DMUs in the sample but also by all their efﬁcient
projections associated to any CRS weighted additive model. In the
last column, we report the range-bounds that are the minimum
over the sample for each input and the maximum over the
sample for each output. In between, in column 3, we report the
partial bounds. In this case, natural partial bounds are only
considered for the two outputs. The Adult survival rate has
1000 as the real natural upper bound, because it is a survival
rate per 1000 inhabitants. For the second output, Life expectancy,
the world's best health systems achieve a value of 83. Conse-
quently, and after revising the projections of the unbounded
model (see next paragraph), we decided that the comprehensive
upper bound assigned to the second output was not tight enough.
Our choice was to consider a new upper bound for the second
output that offers an improvement slot similar to the ﬁrst output,
and ultimately it was assigned a “sensible natural” upper bound
of 87. As explained earlier, the partial bounds assigned to the
unbounded variables – in our case, the three inputs – are exactly
the comprehensive bounds (compare columns 1 and 2). As a
summary, there are small differences between the three lower
bounds for inputs and large differences between the two upper
bounds for outputs. Since, in the output variables, the partial
bounds and range-bounds are similar and quite different from
the comprehensive bounds, the results in Table 4 seem
reasonable.
Table 5 shows the results of EBAMC for the CRS unbounded
additive model. We report the EBAMC and the model-slacks for the
ﬁve variables. The worst rated country is Luxembourg (EBAMC¼
0.534), and 13 countries are above the average efﬁciency score
(0.775). Following the seven efﬁcient countries are, in descending
order, Australia, Israel, Japan, Italy, New Zealand, and Sweden. Only
two of the ﬁve comprehensive bounds are reached. The lower
comprehensive bound for Beds, equal to 31, is only reached by the
efﬁcient unit USA. Additionally, the lower comprehensive bound
for Expenses, equal to 1322.76, is only reached by the projection of
the inefﬁcient unit Hungary. The taus – or point slacks – are not
reported because, as explained before, all of them are at level 0.
The projection of Austria achieves the highest value in the two
outputs (not reported). While the highest Adult survival value
equals 1375.84, that corresponding to Life expectancy is 119.70.
These two target values for the outputs of Austria are unaccep-
table. The ﬁrst one is so because, as already said, the natural upper
bound for adult survival is 1000, and the second is because life
expectancy in the healthiest countries achieves a value of 83, and
the gap with respect to 119.70 is too big even for making medium
term predictions. These considerations justify evaluating EBAMPB
and considering it more reliable than EBAMC .
Table 6 reports the EBAMPB results for the CRS partially
bounded model. The worst rated country is again Luxembourg
(EBAMPB¼0.201), and 13 countries are above the average efﬁ-
ciency score (0.586). Following the seven efﬁcient countries are, in
descending order, Australia, Israel, Japan, Slovakia, Italy, and
Hungary. Only the partial bound associated to input 2 is not
reached. The lower partial bound for inputs 1 and 3 are reached,
as reported before, by the efﬁcient unit USA and by the projection
of the inefﬁcient unit Hungary. The upper bounds of both outputs
are reached many times, always by the projections of inefﬁcient
units: 16 times for output 1 and 15 for output 2 (see Table 6,
columns 8 and 11).
10 Under NIRS, the restriction to be added is
P
jAE
λjr1, and under
NDRS,
P
jAE
λjZ1.
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Table 7 reports the BAM results for the CRS range bounded
model. Once again Luxembourg is the worst rated country
(EBAMPB¼0.154), and just 10 countries are above the average
efﬁciency score (0.528). Following the six efﬁcient countries are, in
descending order, Japan, Australia, and Iceland. All the range-
bounds are reached. The lower range bound for input 1 is reached,
as before, by the efﬁcient unit USA and for input 2 by the efﬁcient
unit Canada, while that corresponding to input 3 is reached, as
before, by the projection of the inefﬁcient unit Hungary. The upper
bounds of both outputs are reached as many as 21 times for output
1 and 20 for output 2, always through projections of inefﬁcient
units (see Table 7, columns 8 and 10). Comparing the last comment
of Tables 6 and 7, we conclude that tighter bounds increase the
number of projections able to reach them.
Our last, Table 8, shows a comparison of the three considered
bounded adjusted measures at the country level. The data appear
in descending order with respect to EBAMC . The results exhibit
nice regularity. Besides the seven efﬁcient countries, the remain-
ing 22 inefﬁcient countries have EBAMCoEBAMPBoBAM with
Iceland as the only exception. The weights attached to the slacks
in the objective function are responsible for this monotony,
which was detected earlier revising the average behavior (see
Table 2). The differences between the efﬁciency scores when
resorting to either comprehensive or partial bounds show that
natural bounds play an important role and must be taken into
account. Moreover, the low scores associated to the BAM also
show that range-bounds, completely appropriate under VRS, are
too tight for CRS models.
5. Conclusions
In this paper, we have enhanced the BAM for CRS additive
models, deﬁned initially for range bounded additive models by
Table 1
Summary of the variables corresponding to the 2009 OECD database.
Health
system
Inputs Outputs
Beds Physicians Expenses Adult
survival
Life
expectancy
Min 31 19 1359 836 73
Max 138 60 7410 946 93
Average 58.0 33.2 3532.9 918.3 79.5
St. Dev. 26.3 8.8 1407.1 25.2 2.3
Table 2
Summary comparison of the three Bounded Adjusted Measures.
Efﬁciency measures Average Min
EBAMC 0.775 0.534
EBAMPB 0.586 0.201
BAM 0.528 0.154
Table 3
Optimal value of the CRS additive model for the health systems of 29 countries,
classiﬁed as efﬁcient or non-efﬁcient.
Health system Opt. value Efﬁcient
Australia 169.10 NO
Austria 2819.09 NO
Belgium 2648.88 NO
Canada 0.00 YES
Czech Rep. 526.81 NO
Denmark 1291.02 NO
Finland 1766.98 NO
France 2485.52 NO
Germany 2698.09 NO
Greece 854.35 NO
Hungary 150.55 NO
Iceland 1107.58 NO
Ireland 1894.16 NO
Israel 115.64 NO
Italy 310.22 NO
Japan 804.61 NO
Luxembourg 4551.46 NO
Netherlands 1915.34 NO
New Zealand 741.02 NO
Norway 2640.50 NO
Poland 0.00 YES
Portugal 0.00 YES
Rep. of Korea 0.00 YES
Slovakia 519.20 NO
Spain 0.00 YES
Sweden 792.59 NO
Switzerland 2912.91 NO
UK 0.00 YES
USA 0.00 YES
Table 4
Comparison of comprehensive, partial and range bounds.
Comprehensive bounds Partial bounds Range bounds
Beds 31.00 31.00 31.00
Phys. 18.68 18.68 19.00
Exp. 1322.76 1322.76 1359.00
Ad. surv. 1526.55 1000.00 946.00
Life. exp. 131.75 87.00 83.00
Table 5
EBAMC for the CRS additive model.
Health
system
EBAMC Slack
Input 1
Slack
Input 2
Slack
Input 3
Slack
Output 1
Slack
Output 2
Australia 0.926 2.38 0.00 0.00 17.90 0.00
Austria 0.582 0.00 16.28 0.00 451.84 39.70
Belgium 0.606 32.44 11.25 95.14 0.00 0.95
Canada 1.000 0.00 0.00 0.00 0.00 0.00
Czech Rep. 0.648 3.25 14.12 508.31 0.00 1.13
Denmark 0.695 2.60 15.23 0.00 0.00 0.61
Finland 0.693 21.65 7.44 0.00 0.00 0.12
France 0.636 33.42 15.65 0.00 15.20 0.00
Germany 0.610 11.33 12.52 2673.94 0.00 0.30
Greece 0.697 13.55 21.50 346.43 0.00 0.04
Hungary 0.598 5.76 10.56 130.24 3.99 0.00
Iceland 0.761 7.47 18.11 0.00 0.00 1.32
Ireland 0.651 16.09 12.93 0.00 0.00 0.38
Israel 0.888 0.00 7.10 108.12 0.00 0.42
Italy 0.844 3.60 3.91 0.00 0.00 0.68
Japan 0.878 0.17 0.00 771.89 32.55 0.00
Luxembourg 0.534 22.22 10.12 2357.07 0.00 0.48
Netherlands 0.640 8.85 19.92 174.95 0.00 1.35
New
Zealand
0.830 0.00 2.30 540.58 0.00 0.69
Norway 0.696 0.89 21.94 1185.46 0.00 1.26
Poland 1.000 0.00 0.00 0.00 0.00 0.00
Portugal 1.000 0.00 0.00 0.00 0.00 0.00
Rep. of
Korea
1.000 0.00 0.00 0.00 0.00 0.00
Slovakia 0.666 0.00 8.59 509.01 0.00 1.60
Spain 1.000 0.00 0.00 0.00 0.00 0.00
Sweden 0.801 2.75 7.49 0.00 0.00 0.69
Switzerland 0.592 18.56 21.75 821.86 0.00 0.05
UK 1.000 0.00 0.00 0.00 0.00 0.00
USA 1.000 0.00 0.00 0.00 0.00 0.00
Average 0.775
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Cooper et al. [7], and extended for partially bounded CRS additive
models by Pastor et al. [15]. For the CRS additive model, the new
introduced measure, EBAMC , relies on a new set of lower bounds for
inputs and upper bounds for outputs, identiﬁed as “comprehensive
bounds”, that have the property of including all the CRS projections
of the units being rated – associated to any CRS weighted additive
model – in the resulting bounded production possibility set. As
shown numerically through Table 8, the efﬁciency scores associated
Table 6
EBAMPB for the CRS partially bounded additive model.
Health
system
EBAMPB Slack Input
1
Slack Input
2
Slack Input
3
Slack Output
1
Tau Output
1
Proj.¼UPB
Output 1
Slack Output
2
Tau Output
2
Proj.¼UPB
Output 2
Australia 0.815 0.00 0.00 0.00 36.89 0.00 1.65 0.00
Austria 0.255 20.18 24.59 1222.18 76.00 0.00 Yes 7.00 0.00 Yes
Belgium 0.291 25.71 9.20 0.00 82.00 0.00 Yes 8.00 0.08 Yes
Canada 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Czech Rep. 0.427 0.00 9.69 190.59 101.00 0.00 Yes 9.87 0.00
Denmark 0.502 0.23 6.89 0.00 85.63 0.00 8.00 0.00 Yes
Finland 0.404 12.75 5.04 0.00 91.00 0.00 Yes 8.00 0.02 Yes
France 0.298 26.59 13.80 0.00 85.00 0.00 Yes 6.00 0.06 Yes
Germany 0.266 5.44 10.64 2552.56 76.00 1.08 Yes 7.00 0.00 Yes
Greece 0.376 10.56 18.15 108.28 76.00 4.35 Yes 7.00 0.00 Yes
Hungary 0.594 5.76 10.56 130.24 3.99 0.00 0.00 0.00
Iceland 0.420 2.22 16.66 0.00 54.00 0.00 Yes 6.00 0.00 Yes
Ireland 0.355 8.55 10.90 0.00 77.00 0.00 Yes 7.00 0.06 Yes
Israel 0.767 0.00 5.63 0.00 25.23 0.00 2.60 0.00
Italy 0.599 0.00 0.47 0.00 59.00 2.83 Yes 5.91 0.00
Japan 0.698 28.87 0.00 0.00 49.54 0.00 1.87 0.00
Luxembourg 0.201 19.44 8.57 2014.17 76.00 0.00 Yes 7.00 0.10 Yes
Netherlands 0.325 6.58 16.77 0.00 66.00 0.00 Yes 7.00 0.00 Yes
New Zealand 0.557 0.00 1.08 20.01 72.00 0.28 Yes 7.00 0.00 Yes
Norway 0.455 0.00 6.93 1680.85 67.00 0.41 Yes 7.00 0.00 Yes
Poland 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Portugal 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Rep. of Korea 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Slovakia 0.605 0.00 1.69 0.00 118.79 0.00 11.86 0.00
Spain 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Sweden 0.541 1.05 1.51 0.00 61.00 0.45 Yes 6.00 0.00 Yes
Switzerland 0.236 16.44 20.57 560.17 58.00 0.00 Yes 5.00 0.10 Yes
UK 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
USA 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Average 0.586
Table 7
BAM for the CRS range bounded additive model.
Health system BAM SlackInput 1 SlackInput 2 SlackInput 3 SlackOutput 1 TauOutput 1 Proj.¼UPBOutput 1 SlackOutput 2 Proj.¼UPBOutput 2
Australia 0.573 0.94 0.00 0.00 8.00 21.39 Yes 1.00 Yes
Austria 0.223 3.96 23.76 2739.04 22.00 9.05 Yes 3.00 Yes
Belgium 0.237 30.31 10.45 0.00 28.00 7.01 Yes 4.00 Yes
Canada 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Czech Rep. 0.320 0.00 12.30 382.81 47.00 9.14 Yes 6.00 Yes
Denmark 0.388 1.51 11.40 0.00 32.00 7.31 Yes 4.00 Yes
Finland 0.342 17.28 6.26 0.00 37.00 7.67 Yes 4.00 Yes
France 0.256 31.16 15.04 0.00 31.00 7.24 Yes 2.00 Yes
Germany 0.228 8.96 11.76 2625.04 22.00 9.05 Yes 3.00 Yes
Greece 0.329 12.28 20.08 245.14 22.00 12.18 Yes 3.00 Yes
Hungary 0.524 4.00 10.00 94.00 27.00 0.00 2.00
Iceland 0.571 0.00 17.24 490.36 0.00 8.23 Yes 2.00 Yes
Ireland 0.288 13.13 12.13 0.00 23.00 7.18 Yes 3.00 Yes
Israel 0.521 0.00 6.04 29.65 8.00 10.31 Yes 2.00 Yes
Italy 0.484 2.69 3.04 0.00 5.00 10.66 Yes 2.00 Yes
Japan 0.686 0.17 0.00 771.89 10.00 22.55 Yes 0.00 Yes
Luxembourg 0.154 21.16 9.53 2226.40 22.00 6.96 Yes 3.00 Yes
Netherlands 0.263 8.16 19.53 89.40 12.00 6.96 Yes 3.00 Yes
New Zealand 0.472 0.00 1.85 350.09 18.00 8.45 Yes 3.00 Yes
Norway 0.342 0.16 21.53 1095.40 13.00 6.96 Yes 3.00 Yes
Poland 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Portugal 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Rep. of Korea 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Slovakia 0.475 0.00 4.17 183.35 76.00 0.00 Yes 8.17
Spain 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Sweden 0.436 2.33 6.02 0.00 7.00 8.13 Yes 2.00 Yes
Switzerland 0.198 18.16 21.53 772.40 4.00 6.96 Yes 1.00 Yes
UK 1.000 0.00 0.00 0.00 0.00 0.00 0.00
USA 1.000 0.00 0.00 0.00 0.00 0.00 0.00
Average 0.528
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to EBAM are usually greater than or equal to the corresponding
BAM scores. For partially bounded CRS additive models, where
some of their variables are naturally bounded, additional bounds
are calculated for the unbounded variables in order to deﬁne the
corresponding enhanced BAM. Curiously enough, these added
bounds are again the comprehensive bounds introduced earlier.
An accurate comparison of units with bounded variables may
require a CRS model, as already pointed out by Pastor et al. [15].
The introduction of partially bounded CRS additive models is a
proper response to this requirement. Moreover, the considered
numerical example allows us to compare the two new enhanced
measures with the original BAM. The results clearly show that
comprehensive bounds are better suited to CRS models than range-
bounds, and that we always need to incorporate natural bounds
into our CRS models in order to get better adjusted efﬁciency scores.
One ﬁnal remark is worth mentioning. If natural bounds are
present, we directly solve EBAMPB. After checking the projections
of all the DMUs, it could be necessary to add a “sensible natural”
bound(s) to one (or several) unbounded variable(s), and compute
EBAMPB again with tighter bounds.
Since the EBAMmodel is a particular case of a weighted additive
model, the economical descriptions that apply to any weighted
additive model are valid for the EBAM model. Being more precise,
let us consider our speciﬁc model, where CRS is assumed, and let us
focus our attention on the proﬁt function. It is worth mentioning
that under the usual CRS technology the proﬁt function is either
zero or unbounded and, consequently, from an entrepreneur's point
of view, CRS could be seen as a negligible assumption (see [11], page
218). The addition of bounds to the CRS technology has a remark-
able effect on the proﬁt function since now it can reach any
numerical value, not necessarily zero, with a clear economical
meaning. The last assertion is obviously valid for the simplest one
input – one output case with the additional advantage of allowing
an intuitive graphical representation. Moreover, the deﬁnition of
proﬁt inefﬁciency and its decomposition as technical and allocative
inefﬁciency by Cooper et al. [8] applies to EBAM.
We would like to ﬁnish these concluding remarks mentioning
some additional topics for further research on the models con-
sidered in this paper: (1) the assessment of technical efﬁciency of
DMUs with different specializations [3], (2) centralized resource
allocation [10], (3) the determination of closest Pareto-efﬁcient
targets [2], (4) network DEA [12], (5) cross-efﬁciency evaluation
[13] and, ﬁnally, (6) super-efﬁciency, as an alternative to the
slacks-based measure of super-efﬁciency [9].
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Appendix A
Proof of Proposition 1. Let us consider, without loss of generality,
a CRS partially bounded model with three inputs, two unbounded
and one bounded, and two outputs, one unbounded and one
bounded. We transcribe models (2) and (7) as follows:
Max s2k
s:t:X
jAE
λjx1jrx1k;
X
jAE
λjx2j ¼ x2ks2k;
X
jAE
λjx3jrx3k;
X
jAE
λjy1jZy1k;
X
jAE
λjy2jZy2k;
λjZ0; jAE
s2kZ0: ð20Þ
Max s2k
s:t:X
jAE
λjx1jþτ1krx1k;
X
jAE
λjx2j ¼ x2ks2k;
X
jAE
λjx3jrx3k;
X
jAE
λjy1jτþ1kZy1k;X
jAE
λjy2jZy2k;
X
jAE
λjx1jþτ1kZxPB1 ;X
jAE
λjy1jτþ1kryPB1 ;
λjZ0; jAE
s2kZ0;
τ1kZ0;
τþ1kZ0 ð70Þ
Let us simply denote as λ the vector of lambdas associated to the
subset E of efﬁcient units. Let us further denote as λn; sn2k
 
an
Table 8
A comparison of the three Bounded Adjusted Measures at the country level.
Health System EBAMC EBAMPB BAM
Canada 1.000 1.000 1.000
Poland 1.000 1.000 1.000
Rep. of Korea 1.000 1.000 1.000
Spain 1.000 1.000 1.000
Portugal 1.000 1.000 1.000
UK 1.000 1.000 1.000
USA 1.000 1.000 1.000
Australia 0.926 0.815 0.573
Israel 0.888 0.767 0.521
Japan 0.878 0.698 0.686
Italy 0.844 0.599 0.484
New Zealand 0.830 0.557 0.472
Sweden 0.801 0.541 0.436
Iceland 0.761 0.420 0.571
Greece 0.697 0.376 0.329
Norway 0.696 0.455 0.342
Denmark 0.695 0.502 0.388
Finland 0.693 0.404 0.342
Slovakia 0.666 0.605 0.475
Ireland 0.651 0.355 0.288
Czech Rep. 0.648 0.427 0.320
Netherlands 0.640 0.325 0.263
France 0.636 0.298 0.256
Germany 0.610 0.266 0.228
Belgium 0.606 0.291 0.237
Hungary 0.598 0.594 0.524
Switzerland 0.592 0.236 0.198
Austria 0.582 0.255 0.223
Luxembourg 0.534 0.201 0.154
Average 0.775 0.586 0.528
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optimal solution of (20) and as λnn; snn2k ; τ
nn
1k ; τ
þnn
1k
 
an optimal
solution of (70).
The subvector λnn; snn2k
 
of the optimal solution of (70) is a
feasible solution for model (20) because its ﬁve restrictions appear
as the ﬁve initial restrictions of model (70) or are subsumed by
them. To give but one example, the restriction associated to the
ﬁrst input in (20) is subsumed by the corresponding restriction in
(70) because, with τ1kZ0,
P
jAE
λjx1jr
P
jAE
λjx1jþτ1krx1k. Con-
sequently,snn2k rsn2k . Once we demonstrate that the reverse
inequality holds, the proof will be completed.
Let us now consider the optimal solution of (20), λn; sn2k
 
, and
show that we can deﬁne, under any circumstance, appropriate
values for the taus so as to get a feasible solution for (70). Being
snn2k optimal, it would be obvious that s
n
2k rsnn2k , which ﬁnishes
our proof.
Let us focus our attention on the two last restrictions of (70), the
only ones that are not included or subsumed in (20). If it happens
that
P
jAE
λnj x1jZx
PB
1 , we just take τ
n
1k ¼ 0. Additionally, if it also
happens that
P
jAE
λnj y1jryPB1 , we select τþn1k ¼ 0: Then λ
n
;

sn2k ; τ
n
1k ;
τþn1k Þ is feasible for (70) and the proof is completed. The other
possibilities that we need to consider are
(1)
P
jAE
λnj x1joxPB1 and/or#
(2)
P
jAE
λnj y1j4y
PB
1 .
Let us ﬁrst revise (1). Again, we have to focus our attention on
the two last restrictions of (70). The easiest way to satisfy the sixth
restriction is to deﬁne τn1k ¼ xPB1 
P
jAE
λnj x1j40 so as to get equality.
Now, we have to verify that the ﬁrst restriction of (70) is also
satisﬁed. We getP
jAE
λnj x1jþτn1k ¼
P
jAE
λnj x1jþxPB1 
P
jAE
λnj x1j ¼ xPB1 rx1k because we
know that the partial bounds are satisﬁed by any DMU in the
sample.
(2) is solved in a similar way as (1). We left it to the reader to
verify that choosing τþn1k ¼
P
jAE
λnj y1jyPB1 40 guarantees that
λn; sn2k ; τ
n
1k ; τ
þn
1k
 
satisﬁes the last restriction of model (70) as
well as its fourth restriction, resorting to the same arguments as
before. This concludes the proof.
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