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Modeling of compressive strength of masonry structure using relevance  
vector machine and minimax probability machine regression 
 
Abstract: Compressive Strength (f) of masonry structure is a key parameter for designing masonry struc-
ture. This article employs Relevance Vector Machine (RVM) and Minimax Probability Machine Regres-
sion (MPMR) for estimation of compressive strength (f) of a masonry structure. RVM is a Bayesian mod-
el. MPMR is constructed based on the concept of Minimax Probability Machine Classification. Mortar 
compressive strength (fm), and brick compression strength (fb) are used as inputs of the RVM and MPMR. 
The output of RVM and MPMR is f. The results of  RVM and MPMR have been compared with the other 
models. The results show that the developed RVM and MPMR are useful tools for estimation of f of ma-
sonry structure. 
Key words: compressive strength, masonry structure, relevance vector machine, minimax probability ma-
chine regression. 
 
Compressive strength (f) of a masonry structure is a key parameter for designing masonry struc-
ture. Researchers gave different analytical models for estimation of f [2, 3, 8, 10, 13]. The available ana-
lytical models are not so reliable [20]. Different empirical models are also available for determination of f 
[1, 5, 7, 16]. Artificial Neural Network (ANN) and fuzzy logic were examined for prediction of f of  
a masonry structure [9]. However, ANN is not a perfect model [12, 18]. 
This article adopts Relevance Vector Machine (RVM) and Minimax Probability Machine Regres-
sion (MPMR) have used for estimation of f of a masonry structure. RVM was developed based on Bayes-
ian concept [22, 23]. Many problems have been solved by RVM [24–26].  MPMR was developed based 
on the kernel formulation [14, 17, 19]. The predicted output from the MPMR will be within some bound 
of the true regression function. RVM and MPMR use the database of Roca et al. [9]. The dataset consist 
the value of mortar compressive strength (fm), brick compression strength (fb) and f. The results of RVM 
and MPMR have been compared with the ANN and fuzzy logic models. In RVM, the basic equation is 
given below for estimation of output(y): 
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where N represents the number of samples, wi is weight, x denotes input variable and K(xi,x) is kernel 
function.  This article uses fm and fb as inputs of the RVM. The output of RVM is f.  
So,  bm ffx ,  and  fy  .  
In RVM, a Gaussian prior is assumed on wi. The Gaussian prior has zero mean and hyperparameters 
( 1
i ) variance. RVM uses iterative formulae for hyperparameter estimation [15]. In RVM, nonzero weights 
are called relevant vectors. The details of RVM have been obtained from Tipping (2000, 2001) [22, 23].  
To develop the above mentioned RVM, 76 out of 96 dataset have been taken as training dataset. 
The remaining 20 datasets have been used to examine the capability of model. These datasets are called 
testing dataset. This article adopts normalization between 0 and 1. This study employs Radial basis func-
tion (  
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xxK ,  is the width of radial basis function) as kernel function. Dif-
ferent kernel functions (radial basis function, polynomial and spline) have been examined to get best per-
formance.  However, radial basis function gives best performance.  The program of RVM has been im-
plemented in MATLAB.   
A brief description of MPMR for prediction of f of a masonry structure. In MPMR model, the 
basic formulation is given below  
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where y denotes output, x denotes input, K(xi,x) represents  kernel function, N represents  number of data, 
i and b are output of the MPMR algorithm. MPMR uses fm and fb as inputs. f is the output of MPMR.  
Hence,  bm ffx ,  and  fy  .  
Strohmann and Grudic [20] gave the   procedure for estimation of i and b. In MPMR, it deter-
mines a bound on the probability that the regression model is within   of the true regression function. 
MPMR has been developed based on mean and covariance matrix statistics of the regression data.  
MPMR employs the same training dataset, testing dataset, normalization technique and kernel function as 
adopted by RVM. The implementation of MPMR model has done by using MATLAB.  
For RVM, the best performance is obtained at the design value of  is 0.7. The value of f  of train-
ing and testing dataset has been determined by using the design value of . Fig. 1 shows the plot between 
actual f and predicted f for the training dataset. 
 
 
Fig. 1. Plot between Actual f and predicted f for training dataset. 
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The value of Coefficient of Correlation (R) has been determined to assess the performance of 
RVM and MPMR. For a good model, the value of R is close to one. Fig. 2 depicts the performance of 
testing dataset. 
 
 
Fig. 2. Plot between Actual f and predicted f  for testing dataset. 
It is observed from fig. 1 and 2 that the value of R is close to 1 for training as well as testing da-
taset. The constructed RVM employs the following equation for estimation of f. 
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where xi is the inputs of training dataset, x is the inputs of unknown output dataset and T is transpose.  
User can obtain the values of w from fig. 3. The value of w will be obtained based on the serial 
number of training datasets. For example, the value of w will be zero for serial number 1 of training da-
taset. There are 10 training datasets of non zero w in the training dataset (see fig. 3). Hence, the developed 
RVM produces 10 relevance vectors for estimation of f.   
 
 
Fig. 3. Variation of w with the training dataset. 
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For MPMR, the best performance is obtained at = 0.45 and = 0.002 . The value of f of training 
and testing datasets has been determined by using = 0.45 and =0.002.  Fig. 1 illustrates plot between 
actual f and predicted f for training dataset. Fig. 2 shows the plot between actual f and predicted f for test-
ing dataset. It is clear from figures 1 and 2 that the developed MPMR predicts f reasonable well for train-
ing as well as testing datasets. Therefore, the developed MPMR shows his ability for estimation of f.  
The results of constructed RVM, MPMR have been compared with the other models [7–9, 13,  
24–26]. Table depicts the value of mean and standard deviation of the 
real
proposed
f
f
. The performance of de-
veloped MPMR and RVM is almost identical with the ANN. However, the developed MPMR and RVM 
outperform the other methods.  ANN uses many design parameters compare to the RVM (design parame-
ter = ) and MPMR (design parameter =  and ). RVM has no control on the predicted f for future da-
tasets. However, the developed MPMR has control on the predicted f for future datasets. RVM uses only 
some parts of training data (called relevance vector) for estimation of f. However, ANN and MPMR 
adopt all training dataset for determination of f.  
 
Values of mean and standard deviation of  the different models 
 
Method Mean Standard Deviation 
Mann (1982) 1.19 0.22 
Dayaratnam (1987) 0.32 0.22 
Kaushik et al. (2007) 0.48 0.34 
Dymiotis et al. (2007) 0.79 0.37 
Eurocode 6 (1998) 0.57 0.34 
ACI 530.99 (1999) 0.29 0.32 
ANN (Roca et al., 2013) 1.02 0.35 
Fuzzy Logic(Roca et al., 2013) 1.09 0.34 
Linear Regression (Roca et al., 2013) 1.22 1.52 
RVM 1.03 0.37 
MPMR 1.01 0.40 
 
This study describes RVM and MPMR models for estimation of f of a masonry structure. The de-
veloped RVM and MPMR give reasonable performance. MPMR employs convex optimization for pre-
diction of f. Advantage of RVM is that it produces sparse solution.  The results of the developed models 
(RVM and MPMR) have been compared with the other models. In summary, it can be concluded that the 
developed RVM and MPMR are new reliable tools for estimation of f of a masonry structure.  
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Моделирование прочности на сжатие структуры каменной кладки  
с использованием методов релевантных векторов  
и минимакса вероятности регрессии 
 
Аннотация: Прочность на сжатие (f) структуры каменной кладки является ключевым параметром 
для ее проектирования. В данной статье используется метод релевантных векторов (RVM) и метод 
минимакса вероятности регрессии (MPMR) для оценки прочности на сжатие (f) структуры камен-
ной кладки. RVM – байесовская модель, MPMR построен на основе концепции классификации 
минимаксных вероятностей. Прочность на сжатие раствора (fm) и прочность на сжатие кирпича 
(fb) используются в качестве входов RVM и MPMR моделей, выход RVM и MPMR равен f. Резуль-
таты RVM и MPMR были сопоставлены с другими моделями. Результаты показывают, что разра-
ботанные RVM и MPMR модели являются полезными инструментами для оценки структуры ка-
менной кладки. 
Ключевые слова: прочность на сжатие, каменная кладка, метод релевантных векторов, метод ми-
нимакса вероятности регрессии. 
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