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a b s t r a c t
We consider the problem of optimally scheduling the restoration of edges of a transporta-
tion network destroyed/damaged by a disaster. The restoration is performed by service
units (servers) which have fixed restoration speeds. If several servers work simultaneously
at the same point of the network, their collective restoration speed is the sum of their indi-
vidual restoration speeds. The servers are initially located at some nodes. Each server can
travel within the already restored part of the network with infinite speed, that is, at any
time can immediately relocate to another point of the same connected component of the
already restored part of the network. It is required to minimize a scheduling objective that
can be expressed as the maximum or the sum of nondecreasing functions of the recovery
times of the nodes, where the recovery time of a node is the timewhen the node is reached
for the first time by a server. We present polynomial-time algorithms on path networks
for problemswith fixed initial locations of the servers. For problemswith flexible locations
that should also be optimized, we present polynomial-time algorithms for the case of equal
restoration speeds of the servers, and prove that the problems are strongly NP-hard if the
restoration speeds of the servers can be different.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Suppose that there is a transportation network whose edges have been destroyed by a disaster and have to be restored.
There are several servers (e.g. construction crews) that will work on re-building the network. The servers are initially
located at some nodes of the network (depots). All servers start working simultaneously at time 0, and have the same
unit restoration speed, that is, each server can restore one unit of length of the network per one unit of time. When k
servers are simultaneously working at the same point, their restoration speeds combine additively, that is, their collective
restoration speed is k units of length per one unit of time. The servers can travel only in already restored parts of the network,
with a travel speed which we assume infinite; that is, at any time a server can relocate to any point within the already
restored connected part of the network that contains its current position, with a negligible relocation time. This simplifying
assumption reflects a typical situation where the restoration speed is incomparably slower than the travel speed in already
restored parts of the network.
The instantwhen a node is reached for the first time by a server is called the recovery time for this node. The interpretation
is that people may be trapped there, and they should be reached as soon as possible to provide life support and evacuation.
Alternatively, nodes may represent workshops or plants that had to stop operation because of destruction of the supporting
network, and that can resume operation only after being connected to at least one of the depots. Thus, it is important to
optimize the order of restoring the edges using some scheduling objective, and perhaps taking into account some deadlines
on recovery times of particular nodes, so that people/equipment are recovered in time and/or the losses from interruption
of operations are minimized.
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In [1], the problem of minimizing the total recovery time of all nodes using a single server was considered; for this
problemwhich is strongly NP-hard on general networks [1], mixed-integer linear programming formulations and a branch-
and-bound algorithm were developed in [1]. The purpose of this note is to introduce multi-server problems and to present
low-order polynomial algorithms for two very broad classes of multi-server problems on networks of the simplest but
practically important topology – path networks. A path network may represent an underground tunnel of a mine, a subway
line, a railroad, a pipeline, etc.; routing-scheduling problems on paths received significant attention (see, e.g., [2–9]). We
consider objectives that can be expressed as the sum or the maximum of nondecreasing functions of the recovery times
of the nodes. These classes include as special cases many natural problems, for example, minimizing the total weighted
recovery timeof nodes subject to deadline constraints,minimizing themaximumweighted lateness or tardiness,minimizing
the total weighted number of nodes recovered after the deadlines. We call our problems emergency path restoration (EPR)
problems. We present polynomial algorithms both for the cases of fixed and flexible initial locations of the servers. We note
that we can handle so general classes of objective functions only because of our focus on path networks; this will be further
discussed in Section 6.
Typically, polynomial algorithms for routing-scheduling problems on paths (if they exist) are based on dynamic
programming ideas (see, e.g., [2,3,6,4]). Our algorithms are also based on dynamic programming. We would like to point
out, however, three properties of EPR problems that distinguish them from most routing-scheduling problems that are
known to be polynomially solvable on paths.
First, for multiple server routing-scheduling problems on paths, typically a polynomial algorithm is based on the
existence of an optimal solution where the service areas of different servers do not overlap (see, e.g., [3]). This is not the
case for EPR problems: the service areas of different servers may overlap in all optimal solutions (although there always
exists an optimal solution where the service tours do not cross, that is, the initial order of the servers on the path is
never violated). Second, a server’s rate of traversing an edge while restoring it depends on how many other servers are
simultaneously working at the same point. Third, the metric space is changing; a restored edge essentially contracts to
a point as the servers can traverse it in zero time. However, there is a property of the EPR problems that simplifies the
situation. Namely, if we know at some instant a connected component of the already restored part of the network, then
we know precisely the time that was needed to restore this component — it is the length of the component divided by
the sum of the restoration speeds of the servers with initial locations in this component, and this does not depend on the
details of the servers’ tours. This property turns out to be crucial and leads to the EPR problems often being easier than their
routing-scheduling counterparts on paths. For example, our results provide a polynomial algorithm for the EPR problem
with p servers where the objective is to minimize the total weighted recovery time of nodes subject to deadline constraints
on recovery times. The routing–scheduling counterpart of this problem (the Traveling Repairman Problem with deadlines)
is known to be NP-hard on paths even in the case of one server [8].
We also consider an extension to the case of unequal restoration speeds of the servers. For problems with fixed initial
locations of the servers, our algorithms remain valid, with a straightforward adjustment. However, the problems with
flexible initial locations become strongly NP-hard if the restoration speeds of the servers can be different. As we discuss
in Section 6, the results of the note are fully applicable to the case where the network is only partially destroyed.
2. Problem formulation
Let G be a path network with n nodes that are represented by points a1, . . . , an on the real line, a1 < a2 < · · · < an, and
n − 1 edges (ai, ai+1), i = 1, . . . , n − 1, that are identified with the corresponding segments of the real line. The metric of
the network is the metric of the real line, so the network distance between nodes ai and aj is |aj − ai|. For any integer k, r ,
let [k : r] = {k, k+ 1, . . . , r} if k ≤ r , and [k : r] = ∅ if k > r . For any i, j ∈ [1 : n], let [ai, aj] denote the segment of the real
line between ai and aj including ai and aj. A weightwi > 0 and a deadline di ≥ 0 are associated with each node ai. There are
p ≥ 1 servers located at some nodes of the network (depots). Locations of some servers may coincide. Terminologically, we
will differentiate between location and position of a server: position is the point where the server is at a specific instant of
time and is changing over time, whereas location is the depot where the server is at time 0 before the work starts. For any
i, j ∈ [1 : n], let p(i, j) denote the number of servers located in [ai, aj].
The network is assumed to be destroyed, and at time 0 the servers start working on its restoration. The restoration
speed of each server is 1; it can be interpreted as the speed of the server traversing an unrestored part of the network
if it is working alone. The restoration speeds of servers working at the same point combine additively. That is, k servers
working simultaneously at the same point have the collective restoration speed k; in other words, they together traverse
the unrestored part of the network with speed k. The points of the network that have been visited by a server are called
restored. At any time, a server can relocate to any point connected to its current position by an already restored path, with
zero relocation time. The rationale for this assumption was discussed in the Introduction. A restoration schedule can be
described by means of feasible trajectories for the servers. Let Ci denote the recovery time of node ai, which was defined in
the Introduction.
For any i ∈ [1 : n], let Hi(t) be amonotone nondecreasing function defined on [0,+∞)with values in [0,+∞)∪{+∞}.
Consider the following problems.
SUM. Find a restoration schedule that minimizes
n
i=1 Hi(Ci).
MAX. Find a restoration schedule that minimizes maxni=1 Hi(Ci).
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These generic problems capture many important problems as special cases. For example, if
Hi(t) =

wit if t ≤ di;
+∞ if t > di, (1)
then SUM is the problem of minimizing the total weighted recovery time of the nodes subject to the deadline constraints on
the recovery times. If Hi(t) = wi ·max{0, t−di} (respectively, Hi(t) = wi · (t−di)), thenMAX is the problem of minimizing
the maximumweighted tardiness (respectively, weighted lateness) of the nodes. Clearly, many other natural problems can
be obtained as special cases of SUM and MAX.
Also, wewill consider these problemswith flexible locations of the servers, i.e. where the locations of the p servers are not
given in advance and also have to be optimized. The corresponding problems with flexible locations will be called SUM-L(p)
andMAX-L(p) (p is explicitly present in the notation for convenience of presenting algorithms).
To illustrate the problems, consider an instance of SUM with four nodes at points 0, 2, 3, 9, and two servers located at
2 and 3 which will be called s1 and s2, respectively. Node 0 has weight 2 and other nodes have weight 1. All deadlines are
equal to 5. Functions Hi(t) are defined as in (1). Let τ denote time. An optimal solution will be as follows: when 0 ≤ τ ≤ 1,
s1 restores [1, 2] and s2 restores [2, 3]; when 1 ≤ τ ≤ 1.5, they jointly restore [0, 1]; when 1.5 ≤ τ ≤ 4.5, they jointly
restore [3, 9]. The optimal objective value is 7.5. Note that each server visits the whole interval [0,9], and this is the case for
any optimal solution. If the deadline of node 9 becomes 4, then an optimal solution will be: when 0 ≤ τ ≤ 1, s1 restores
[2,3] and s2 restores [3,4]; when 1 ≤ τ ≤ 3.5, they jointly restore [4,9]; when 3.5 ≤ τ ≤ 4.5, they jointly restore [0,2]. The
optimal objective value is 12.5.
For any i, j ∈ [1 : n], i ≤ j, let G(i, j) be the subnetwork of G on the interval [ai, aj] (with nodes ai, ai+1, . . . , aj and edges
(ak, ak+1), k ∈ [i : j− 1]).
3. Problems with fixed locations
Let Γ be the set of pairs (i, j), 1 ≤ i ≤ j ≤ n, such that [ai, aj] contains a server’s location (p(i, j) > 0), and let
K(i, j) = {k ∈ [i : j − 1] | (i, k) ∈ Γ and (k + 1, j) ∈ Γ }. For any (i, j) ∈ Γ , let F(i, j) (respectively, Q (i, j)) be the
optimal objective value of SUM (respectively,MAX) defined on the subnetworkG(i, j), assuming that the servers’ locations in
G(i, j) are the same as for the original problem on network Gwithin the interval [ai, aj]. In other words, F(i, j) (respectively,
Q (i, j)) is the minimum value of

k∈[i:j] Hk(Ck) (respectively, maxk∈[i:j] Hk(Ck)) that is sufficient to recover all nodes from{ai, ai+1, . . . , aj} using only the servers located in [ai, aj]. We assume that
F(i, j) = Q (i, j) = +∞ for any (i, j) ∉ Γ . (2)
Clearly, for any i ∈ [1 : n],
F(i, i) = Q (i, i) =

Hi(0) if p(i, i) > 0;
+∞ if p(i, i) = 0. (3)
Theorem 1 below provides recursive relations that express values F(i, j) and Q (i, j) through the corresponding values
for proper subpaths of G(i, j). This allows to compute these values for all subpaths of G, starting with the smallest ones and
consecutively increasing their size, until we obtain values F(1, n) and Q (1, n) which are the optimal objective values for
SUM and MAX, respectively.
Theorem 1. For any (i, j) ∈ Γ such that i < j,
F(i, j) = min

F(i+ 1, j)+ Hi

aj − ai
p(i, j)

, F(i, j− 1)+ Hj

aj − ai
p(i, j)

, min
k∈K(i,j)
(F(i, k)+ F(k+ 1, j))

; (4)
Q (i, j) = min

max

Q (i+ 1, j),Hi

aj − ai
p(i, j)

,max

Q (i, j− 1),Hj

aj − ai
p(i, j)

,
min
k∈K(i,j)
max{Q (i, k),Q (k+ 1, j)}

. (5)
Proof. Consider an optimal restoration schedule for SUM (respectively,MAX) defined onG(i, j). Let Cmax(i, j) = maxjk=i Ck be
the instant when the last node from {ai, . . . , aj} is recovered in this schedule. If at the instant Cmax(i, j) some edge (ak, ak+1),
i ≤ k < j is not fully restored,wehave F(i, j) = F(i, k)+F(k+1, j) (respectively,Q (i, j) = max{Q (i, k),Q (k+1, j)}). Suppose
now that all edges of G(i, j) are fully restored by the instant Cmax(i, j). Then Cmax(i, j) = aj−aip(i,j) , because it is never beneficial
for any server to be idle since functions Hi(·) are nondecreasing. Suppose that ak, k ∈ [i : j] is the last recovered node (with
ties broken arbitrarily). If k = i, then Ci = (aj − ai)/p(i, j), and we have F(i, j) = F(i + 1, j) + Hi( aj−aip(i,j) ) (respectively,
Q (i, j) = max{Q (i + 1, j),Hi( aj−aip(i,j) )}). If k = j, then Cj = (aj − ai)/p(i, j), and we have F(i, j) = F(i, j − 1) + Hj( aj−aip(i,j) )
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(respectively, Q (i, j) = max{Q (i, j−1),Hj( aj−aip(i,j) )}). If k ∉ {i, j}, thenwe have that the restoration of both edge (ak−1, ak) and
edge (ak, ak+1) is finished simultaneously at the instant Ck. Thismeans that F(i, j) = F(i, k)+F(k+1, j) = F(i, k−1)+F(k, j)
(respectively, Q (i, j) = max{Q (i, k),Q (k+ 1, j)} = max{Q (i, k− 1),Q (k, j)}). 
Using Theorem 1, SUM and MAX can be solved by the following algorithm.
Algorithm 1. 1. For any i ∈ [1 : n], set F(i, i) and Q (i, i) according to (3).
2. For any i, j ∈ [1 : n], i < j, (i, j) ∉ Γ , set F(i, j) and Q (i, j) according to (2).
3. For k = 1, 2, . . . , n− 1, compute F(i, j) and Q (i, j) for all (i, j) ∈ Γ such that j− i = k, according to (4) and (5).
4. F(1, n) and Q (1, n) are the optimal objective values for SUM and MAX, respectively. Restore the optimal solutions by
backtracking.
Stage 3 is the most time-consuming. Note that finding the minimum in (4) and (5) takes O(1+ |K(i, j)|) time. We obtain
Observation 1. Algorithm 1 can be implemented in O(
n
i=1
n
j=i(1+ |K(i, j)|)) time.
Corollary 1. Algorithm 1 can be implemented in O(n3) time.
In a number of cases the bound in Observation 1 is stronger than the bound in Corollary 1. For example, if all servers are
located at the same node, we have |K(i, j)| = 0 for any i, j, and therefore Algorithm 1 takes O(n2) time in this case. We can
make a somewhat more general statement as follows.
Corollary 2. If all servers are located within an interval [ai, aj] such that j− i ≤ c for some constant c which is not a part of the
input, then Algorithm 1 takes O(n2) time.
Proof. It is sufficient to observe that |K(i, j)| ≤ c for any i, j, and use Observation 1. 
4. Problems with flexible locations
For any i, j ∈ [1 : n], i ≤ j, and an integer p ≥ 1, let F(i, j, p) (respectively, Q (i, j, p)) be the optimal objective value of
SUM-L(p) (respectively, MAX-L(p)) defined on the subnetwork G(i, j). Clearly, for any i ∈ [1 : n] and an integer p ≥ 1,
F(i, i, p) = Q (i, i, p) = Hi(0). (6)
Theorem 2. For any i, j ∈ [1 : n] such that i < j, and an integer p > 0,
1.
F(i, j, p) = min

F(i+ 1, j, p)+ Hi

aj − ai
p

, F(i, j− 1, p)+ Hj

aj − ai
p

,
min
k∈[i,j−1] minp′∈[1:p−1]
[F(i, k, p′)+ F(k+ 1, j, p− p′)]

(7)
(note that if p = 1 then [1 : p− 1] = ∅ and thusminp′∈[1:p−1][F(i, k, p′)+ F(k+ 1, j, p− p′)] = +∞);
2.
Q (i, j, p) = min

max

Q (i+ 1, j, p),Hi

aj − ai
p

, max

Q (i, j− 1, p),Hj

aj − ai
p

,
min
k∈[i,j−1] minp′∈[1:p−1]
[max{Q (i, k, p′),Q (k+ 1, j, p− p′)}]

. (8)
Proof. Let us prove part 2; the proof of part 1 is analogous. Consider an optimal solution for MAX-L(p) defined on
G(i, j). Let Cmax(i, j) = maxjk=i Ck be the instant when the last node from {ai, . . . , aj} is recovered in the corresponding
schedule. If at the instant Cmax(i, j) some edge (ak, ak+1), i ≤ k < j is not fully restored, we have Q (i, j, p) =
minp′∈[1:p−1]{max{Q (i, k, p′),Q (k + 1, j, p − p′)}}. Suppose now that all edges of G(i, j) are fully restored by the instant
Cmax(i, j). Then Cmax(i, j) = aj−aip , because there is an optimal solution where no server is ever idle between the instants
0 and Cmax(i, j), since functions Hi(·) are nondecreasing. Suppose that ak, k ∈ [i : j] is the last recovered node (with
ties broken arbitrarily). If k = i, then Ci = (aj − ai)/p, and we have Q (i, j, p) = max{Q (i + 1, j, p),Hi( aj−aip )}. If
k = j, then Cj = (aj − ai)/p, and we have Q (i, j, p) = max{Q (i, j − 1, p),Hj( aj−aip )}. If k ∉ {i, j}, then we have that
the restoration of both edge (ak−1, ak) and edge (ak, ak+1) is finished simultaneously at the instant Ck. This means that
Q (i, j, p) = minp′∈[1:p−1]max{Q (i, k, p′),Q (k+ 1, j, p− p′)} = minp′∈[1:p−1]max{Q (i, k− 1, p′),Q (k, j, p− p′)}. 
Using Theorem 2, SUM-L(p) and MAX-L(p) can be solved by the following algorithm.
62 I. Averbakh / Discrete Optimization 9 (2012) 58–64
Algorithm 2. 1. For any i ∈ [1 : n] and p′′ ∈ [1 : p], set F(i, i, p′′) and Q (i, i, p′′) according to (6).
2. For k = 1, 2, . . . , n− 1, for all i, j ∈ [1 : n] such that j− i = k and for all p′′ ∈ [1 : p], compute F(i, j, p′′) and Q (i, j, p′′)
according to (7) and (8).
3. F(1, n, p) and Q (1, n, p) are the optimal objective values for SUM-L(p) and MAX-L(p), respectively. Restore the optimal
solutions by backtracking.
Stage 2 is the most time-consuming. Note that finding the minimum in (7) and (8) takes O((j − i)p) = O(np) time, and
in Algorithm 2 these computations are done for all triples (i, j, p′′) such that p′′ ∈ [1 : p], i, j ∈ [1 : n], i < j. We get
Observation 2. Algorithm 2 can be implemented in O(p2n3) time.
5. An extension: the case of unequal restoration speeds of servers
In this section, we suppose that the servers may have unequal restoration speeds. If servers s1, . . . , sk with restoration
speeds b1, . . . , bk are simultaneously working at the same point, their collective restoration speed is b1 + · · · + bk.
Problems SUM,MAX, SUM-L(p), MAX-L(p) with general (unequal) restoration speeds of serverswill be called SUM-S,MAX-S,
SUM-SL(p), MAX-SL(p), respectively. In problems with flexible locations, given the restoration speeds of p servers, it is
required to choose optimally their locations and restoration schedule.
For problemswith fixed locations, all results of Section 3 and their proofs remain valid for the case of unequal restoration
speeds. The only change is that for any i, j ∈ [1 : n], the value p(i, j) should be re-defined as the sumof the restoration speeds
of the servers located in [ai, aj]. However, for problems with flexible locations, the situation is completely different. These
problems turn out to be strongly NP-hard if restoration speeds may be different.
Theorem 3. SUM-SL(p) is strongly NP-hard even if the objective is to minimize the sum of the weighted recovery times of the
nodes and the deadlines are ignored, i.e. Hi(t) = wit, i ∈ [1 : n].
Proof. We use a reduction from the following problem which is strongly NP-complete [10].
3-PARTITION. Given are 3N (N > 1 and integer) positive integer numbers b1, . . . , b3N such that for some integer K > 1,3N
i=1 bi = NK , and
0.25K < bi < 0.5K , i ∈ [1 : 3N]. (9)
Question: Is there a partition of the set [1 : 3N] into N disjoint subsets S1, . . . , SN such that |Sj| = 3 andi∈Sj bi = K for
any j ∈ [1 : N]?
Given an instance {b1, . . . , b3N} of 3-PARTITIONwith an integer K = 1N
3N
i=1 bi > 1, N > 1, where values bi obey (9), we
create the corresponding instance of SUM-SL(p) as follows. The instance will have 3N servers s1, . . . , s3N , with restoration
speeds b1, . . . , b3N , respectively, that need to be located, and N groups of nodes. Group j, j ∈ [1 : N], consists of four nodes:
three nodes of weightM at pointsM(j− 1),M(j− 1)+ 0.1,M(j− 1)+ 0.2, respectively, and one node of weight 1 at point
M(j − 1) + K , where M = 100K 2N2. (M is chosen to be ‘‘sufficiently large’’.) The objective is to minimize the sum of the
weighted recovery times of all nodes, as defined in the statement of the theorem. For completeness, we set all deadlines to
0, although they are ignored.
Main claim. The optimal objective value Z∗ for the obtained instance of SUM-SL(p) isN if and only if the answer to the original
instance of 3-PARTITION is ‘‘Yes’’.
Clearly, to prove the theorem, it is sufficient to prove the main claim.
Due to the large weight of the 3N nodes atM(j−1),M(j−1)+0.1,M(j−1)+0.2, j ∈ [1 : N], in any optimal solution to
the obtained instance of SUM-SL(p) all 3N servers will be located at these nodes (thus, exactly 3 servers for each group). Due
to the large distance between the groups, each of the remaining N nodes will be recovered by the servers located within its
group. Let S ′j be the set of indices of the three servers located within group j, and let Bj =

i∈S′j bi. Then, the recovery time
of the node at M(j − 1) + K will be K · 1Bj , and Z∗ = K(
N
j=1
1
Bj
). Since
N
j=1 Bj = KN , strict convexity of the function 1x
over x > 0 implies that Z∗ = N if Bj = K for all j ∈ [1 : N], and Z∗ > N otherwise, which implies the main claim and thus
completes the proof. 
Theorem 4. Problem MAX-SL(p) is strongly NP-hard even if the objective is to minimize the maximum of the recovery times of
the nodes (the makespan) and the deadlines are ignored, i.e. Hi(t) = t, i ∈ [1 : n].
Proof. We use again a reduction from 3-PARTITION. Given an instance {b1, . . . , b3N} of 3-PARTITION with an integer
K = 1N
3N
i=1 bi > 1, N > 1, where values bi obey (9), we create the corresponding instance of MAX-SL(p) as follows.
The instance will have 3N servers s1, s2, . . . , s3N with restoration speeds b1, . . . , b3N , respectively, that need to be located,
and N groups of nodes. Each group includes 6N + 2 nodes. Group 1 has nodes at points 0, K , bi + 0.25, K − bi − 0.25 for all
i ∈ [1 : 3N]. Group j, j ∈ [2 : N] is obtained from group j−1 by shifting all nodes of group j−1 to the right byM = 100K 2N2.
Thus, group j is located in [M(j− 1),M(j− 1)+ K ]. The objective is to minimize the maximum of the recovery times of the
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nodes, as defined in the statement of the theorem. For completeness, we set all deadlines to 0 and all weights to 1, although
they are ignored. Let Z∗ be the optimum objective value of the obtained instance of MAX-SL(p).
Main claim. Z∗ ≤ 1 if and only if the answer to the original instance of 3-PARTITION is ‘‘Yes’’.
To prove the theorem, it is sufficient to prove the main claim.
Consider an optimal solution to the obtained instance of MAX-SL(p). Due to the large distance between the groups, all
nodes of a group must be recovered only by servers located within the group. Let S ′j be the set of indices of the servers
located within group j, and let Bj =i∈S′j bi. Let Z∗j be the maximum of the recovery times of the nodes of the group j. Then,
Z∗ = maxj∈[1:N] Z∗j .
Auxiliary claim. If for some j ∈ [1 : N], Bj < K , then Z∗j > 1.
Let us prove the auxiliary claim.Without loss of generality, assume j = 1.Wewill identify all nodeswith their coordinates
on the real line. The length of any interval I will be denoted |I|. Suppose that B1 < K . Then
B1 ≤ K − 1, (10)
since all bi are integers and K is an integer. Also, taking into account (9), we get |S ′1| ≤ 3. At time Z∗1 , all nodes of group 1, that
is, all nodes in [0, K ], are recovered. If the whole interval [0, K ] is fully restored at time Z∗1 , then we immediately get Z∗1 > 1
because B1 < K . Thus, we need to consider only the case where at time Z∗1 still there are unrestored points in [0, K ]. Since|S ′1| ≤ 3 and since 0 and K are nodes and therefore are recovered by the time Z∗1 , this implies that at time Z∗1 the restored
part of [0, K ] consists of 2 or 3 disjoint closed intervals, and at least one of these intervals has been restored entirely by one
server and contains an endpoint of [0, K ]. Let I ′ ⊂ [0, K ] be such an interval. Suppose 0 ∈ I ′; the case K ∈ I ′ is considered
symmetrically. Suppose that I ′ was restored by a server s′ with restoration speed b′. If b′ + 0.25 ∈ I ′, then the server s′
restored the whole interval [0, b′ + 0.25] by time Z∗1 , and Z∗1 > 1 follows immediately. Therefore, we need to consider only
the case b′ + 0.25 ∉ I ′. Since b′ + 0.25 is a node, it is recovered by time Z∗1 . If the whole interval [b′ + 0.25, K ] is restored
at time Z∗1 , then Z
∗
1 > 1 because |[b′ + 0.25, K ]| = K − b′ − 0.25 and (10) implies that B1 − b′ ≤ K − 1− b′, and therefore
B1 − b′ < |[b′ + 0.25, K ]|. Thus, we need to consider only the case where there are unrestored points in (b′ + 0.25, K) at
time Z∗1 . This implies that the restored part of [0, K ] consists of three disjoint closed intervals I ′, I ′′, I ′′′, each of these intervals
is restored by a single server, and 0 ∈ I ′, b′ + 0.25 ∈ I ′′, K ∈ I ′′′. Suppose that I ′′ and I ′′′ are restored by servers s′′ and s′′′
with restoration speeds b′′ and b′′′, respectively. Then, B1 = b′+ b′′+ b′′′. If K − b′′′− 0.25 ∈ I ′′′, then |I ′′′| ≥ b′′′+ 0.25, and
we immediately get Z∗1 > 1. Therefore, we need to consider only the case K − b′′′ − 0.25 ∉ I ′′′. Then, K − b′′′ − 0.25 ∈ I ′′
since K − b′′′ − 0.25 is a node and is recovered by time Z∗1 . We have that [b′ + 0.25, K − b′′′ − 0.25] ⊂ I ′′ and therefore|I ′′| ≥ K − b′′′− b′−0.5 = K −B1+ b′′−0.5. Taking into account (10), we get |I ′′| ≥ b′′+0.5 which immediately implies
Z∗1 > 1. The auxiliary claim is proven.
Now we can prove the main claim. If the answer to the original instance of 3-PARTITION is ‘‘No’’, then it is not possible
that Bj = K for all j ∈ [1 : N]. Sincej∈[1:N] Bj = NK , we get that for some j ∈ [1 : N], Bj < K . Thus, according to the
auxiliary claim, Z∗j > 1 and therefore Z∗ > 1.
If the answer to the original instance of 3-PARTITION is ‘‘Yes’’, then there is a partition of the set [1 : 3N] of indices of the
servers into N subsets S1, . . . , SN such that

i∈Sj bi = K for all j ∈ [1 : N]. Then, locating all three servers that correspond
to the subset Sj at the nodeM(j− 1) of group j andmaking them restore jointly the interval [M(j− 1),M(j− 1)+K ] results
in makespan 1. Therefore, Z∗ ≤ 1. The main claim and the theorem are proven. 
6. Other extensions and discussion
The results of the note are fully applicable to situations where only some edges of the network have been destroyed
rather than the whole network. Then, each connected component of the survived network would be represented by a single
node because transportation times are negligible in comparison with restoration times, and the servers located within the
component would be considered as located at the node that represents the component. The destroyed edges would be the
edges of the instance.
As happens for many dynamic programming algorithms for routing–scheduling problems on paths, the approach of
Sections 3 and 4 can be extended to tree networks, but the resulting algorithms will not be polynomial. Our approach is
based on recursive relations in Theorems 1 and 2 that express the optimal objective value of a problemon a pathwith k edges
via the optimal objective values of the problem on subpaths with less than k edges. These relations are straightforwardly
extended to trees, expressing the optimal objective value of a problem on a treewith k edges via the optimal objective values
of the problem on subtrees with less than k edges. Our approach works by obtaining the optimal objective values for the
problem on all connected subnetworks, starting with the smallest ones and consecutively increasing their size. A tree may
have an exponential number of subtrees, thus this strategy will inevitably have an exponential number of steps in the worst
case. However, if we consider only trees with the number of leaves bounded by a fixed constant L, we obtain polynomial
algorithms since the number of subtrees of a tree with n nodes and at most L leaves is O(nL). Algorithm 1 for SUM andMAX,
extended to treeswith the number of leaves bounded by a constant L, would have complexityO(nL+1). Similarly, Algorithm2
for SUM-L(p) and MAX-L(p) would have complexity O(p2nL+1).
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We note that the generic objectives of problems SUM and MAX comprise a very broad class of objective functions. Thus,
the dynamic programming approach of Sections 3 and 4 provides polynomial algorithms for a very broad class of problems
onpaths, including thosewith firmdeadlines. This is unusual for routing–scheduling problems, and is due to the combination
of the way how the metric space is changing in our problems (mentioned in the Introduction), the cycle-free topology, and
the property that path networks have a polynomial (quadratic) number of connected subnetworks. A natural direction for
future research is to study the problems on more general networks (e.g, trees as a first step). It appears unlikely that results
of similar generality can be obtained for trees or more general networks, and we believe that progress in this direction can
be achieved only by studying various specific objectives separately, as done in [1] for the total recovery time objective in
the single-server case.
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