Single-photon detection with high efficiency, high timing resolution, low dark counts and high photon detection-rates is crucial for a wide range of optical measurements. Although efficient detectors have been reported before, combining all performance parameters in a single device remains a challenge. Here, we show a broadband NbTiN superconducting nanowire detector with an efficiency exceeding 92 %, over 150 MHz photon detection-rate, a dark count-rate below 130 Hz, operated in a Gifford-McMahon cryostat. Furthermore, with careful optimization of the detector design and readout electronics, we reach an ultra-low system timing jitter of 14.80 ps (13.95 ps decoupled) while maintaining high detection efficiencies. However, for achieving high system detection efficiency, the devices must be directly fiber coupled. The need for fiber coupling of the detectors, imposes stringent requirements on the geometry of the device and exposes the detector to the blackbody radiation which is coupled to the guided modes of the fiber, increasing the dark count-rates in the devices. In a recent work 11 high efficiency NbN detectors in conjunction with low jitter and low dark count rate has been shown. Unfortunately, no high count-rate performance for this detector is reported. Furthermore, this detector requires the use of lensed fibers which makes the optical alignment of the device more complicated.
performance of the devices.
Using 3D FDTD simulations, we calculated the optical absorption of a NbTiN detector on a cavity optimized for the wavelength of 1550 nm, as shown in Figure 1a . The results indicates that film thicknesses between 10-12 nm will provide maximum optical absorption in the detector. However, for those thicknesses it is hard to achieve saturation of the internal detection. To guarantee high absorption while achieving a reasonable saturation of internal efficiency and good timing response, as will be discussed further in this paper, we chose a film thickness of 8.4 nm.
After sputtering the NbTiN film, metal contacts were first formed using optical lithography and Cr/Au evaporation. The nanowires are fabricated on gold mirrors separated by a layer of SiO 2 serving as a cavity. The cavity is designed to maximize the detector absorption at the desired wavelengths range of 1310-1625 nm. We optimized the nanowire width, 50 nm, the filling factor, 0.42, and the diameter of the detector to be 14 µm. The nanowires were patterned using hydrogen silsesquioxane ebeam resist and were transferred to the NbTiN layer by dry etching in a SF 6 and O 2 chemistry. Figure 1b presents an SEM image of a fabricated device. The top inset in Figure 1b shows a magnified view of the detector and the bottom inset provides an optical microscope picture, showing the device fabricated on gold mirror. For fiber coupling of the detectors, using a Bosch process similar to 13, 14 , the devices were formed in a keyhole shape and then fixed in FC-mating sleeves. For electrical bias and readout, the detectors were glued and bonded to PCBs, as shown in Figure 1(c) . Finally, the devices were mounted in a compact Gifford-McMahon cryostat with antireflection coated fibers and coaxial feedthroughs as shown in Figure 1d .
To evaluate the efficiency of the detectors, a fiber-coupled laser was attenuated to the levels equivalent with 100-150 Kphotons per second and then connected to the detectors using a standard FC-FC connector. We used NIST traceable attenuators and powermeters, and the laser power was stable within 1-1.5 % during the measurements. The measurement setup is shown in Figure 2a . We estimate the total measurement errors to be better than ±4 %. More details on the setup and contribution of each equipment to the measurement error is provided in supplementary materials.
For telecom detectors, to reach the lowest dark count rates at high efficiencies, we spool the fiber around a mandrel 15 with a diameter of 23 mm. The spooling of the fiber filters the longer wavelength blackbody radiation, coupled into the fiber modes, and hence, the dark counts are reduced. However, it also limits the bandwidth of the detector.
The result of the efficiency measurement at 1310 nm is shown in Figure 2b . Each point in Figure 2b is an average over four measurements each integrated for 100 ms. The efficiency curve saturates at values between 91.5% -93.3 %. The dark-count rate at > 90 % efficiency level is below 150 Hz. It must be noted that to measure the true system detection efficiency, avoiding over-estimations, we subtract the dark counts and consider the fact that the power measurement was done on an uncoated fiber while the detector is connected to an antireflected coated fiber. The mentioned contribution accounts for ∼ 3.6 % which has been deducted from each measurement point (the not-corrected measured peak efficiency is ∼ 97 %). The inset in Figure 2b , shows a detection pulse from the SNSPD with a recovery time constant of 20.31 ± 0.17 ns.
Before spooling fibers, we characterized the bandwidth of our detector as shown in with red filled circles. However, the normalized efficiency at 1550 nm is lower. The latter is not an artifact of the measurement as confirmed by repeating the experiment and checking the setup with measuring other detectors (with different wavelength dependence behavior).
One explanation, not excluding other possibilities, is air-gap between the facet of the fiber and the chip 13 (also see supplementary material).
For applications in optical communication 16, 17 and quantum information processing 18 , efficient detectors at high detection-rates are required. It has been shown that the recovery time of the detectors is mainly caused by the kinetic inductance of the nanowire 19 . It has also been shown that the maximum count-rate is not only set by the recovery time of the detector 20 but also by the readout circuitry. The reason for this is that the readout components can store energy that is released at a timescale much longer than the dead time. At high count-rates this persistent bias current leads to higher effective bias and extra Joule heating. To this end a DC coupled circuit 20 and a resistive network 21 have been proposed.
In this work, a resistive network has been combined with the high efficiency detector to improve the quantum efficiency at higher detection-rates. This is done by letting the extra charge, stored in the readout capacitor, to dissipate through a resistor at the price of reduced output signal. To improve signal to noise ratio, the pulses from detector were first amplified by a liquid nitrogen cooled amplifier followed by a second stage room temperature amplification (more information about amplifiers can be found in the supplementary materials). Figure 2d represents the results of timing jitter measurement, the fitted data yields a jitter of FWHM = 48.83 ± 0.22 ps.
We conduct measurements on the detection-rate dependence of the efficiency, both for case of a continuous field (see supplementary information) and a pulsed laser. Figure 3a shows examples of optical pulses, captured with a fast photo-diode, and their corresponding SNSPD detection events. Clearly, even at high detection-rates, for every optical pulse there is only one detection event. Figure 3b presents the efficiency versus detector count-rate measured at three different wavelengths. At high excitation rates, some photons arrive before the detector bias current has fully recovered, resulting in reduced detection probability. This reduction in efficiency depends on bias current and deadtime of the detector and also on the excitation wavelength as shown in Figure 3c . For the case of 50 MHz pulsed excitation, photons are well separated and the efficiency is relatively insensitive to the count-rate of the detector.
In Figure 3b , a small dip for the cases of excitation at 878 nm and 1310 nm (pulsed at 50 MHz) can be observed. We ascribe this dip to the transition from detecting photons in every second or third pulse, which induces strong baseline fluctuations, to detecting each and every consecutive pulse. This effect can be understood by comparing the insets of Figure 3c .
At low detection-rates (region 1), the pulses are well separated and so the detector is biased normally. As the count-rate approaches the repetition-rates of the laser (region 3), almost all optical pulses are detected so it gives a "constant" DC shift to the detector current.
This DC shift can be partially compensated by readjusting the bias current so that the effective device bias remains similar. However, when the detection-rate is for example at half of the laser repetition rate, this DC shift depends on the temporal distance between detection pulses and hence becomes random and cannot be compensated. To avoid latching, the detector has to be underbiased. This underbiasing reduces the internal efficiency of the detector.
At medium detection-rates, the stored charge on the readout capacitor can also play a role in reducing the efficiency. To better explain this effect, we simulated the readout capacitor voltage using an electrothermal model similar to 22 . Figure 3d provides the simulation results for two examples: case 1, when only one optical pulse is detected. The capacitor charges up to a constant value. Case 2, three consecutive optical pulses are detected. The capacitor charges to a higher value in this case. For both cases the capacitor, partially (thanks to our resistive network), discharges into the detector over a much longer time scale defined by the characteristic time constant of its discharge circuit. Similarly, only when this charging and discharging is regular, i.e. very low or detection-rates very close to laser repetitionrate, the SNSPD can be biased efficiently. It should be noted that the detector used in this simulation is a hypothetical one with fast recovery time (∼ 1 ns, purely for the sake of reducing simulation time) and also may have slightly different thermal parameters (we used the values in 22 ) in comparison with our real devices. As we only use this simulation to explain the qualitative behavior of the readout capacitor, the exact model of the system is not of a major concern.
For many applications such as laser ranging and quantum computing with non-idealistic photons, improving timing resolution of single-photon detectors are of prime importance.
To achieve the best timing resolution, we optimized our custom readout electronics (see supplementary) and fixed it to a 30 K stage inside the cryostat. Furthermore, we optimized the critical current of our detectors and the front-edge risetime of its pulses. The detector critical current and its optical absorption increases by increasing the film thickness, however, this leads to a decrease in the saturation of internal efficiency. Figure 4a shows histograms of critical currents for different film thicknesses. For the case of 8.4 nm film, fabrication of narrower nanowires were required to reach a reasonable saturation. While we used 50 nm wide nanowires and higher filling factors for the highest efficiency, we could reach higher critical currents and faster pulse risetime by increasing nanowire width to 70 nm and slightly reducing the filling factor (to about 0.4). After aforementioned improvements, we achieved a record low timing jitter of FWHM = 14.80 ± 0.05 ps as shown in Figure 4b . It should be added that the reported timing jitter includes the measurement instruments contribution (Intrinsic jitter is < 14 ps, see supplementary). Remarkably, this timing jitter is achieved with our standard design, optimized for fiber-coupling, as reported in Figure 1b and this detector shows high efficiencies in the O-Band (>75% , see Supplementary material). This is the first demonstration of a realistic high efficiency single-photon detector with an ultra-low timing jitter.
In conclusion, we have demonstrated a single-photon detector combining very high efficiency, low dark-count rate, low timing jitter and high detection-rates. Moreover, our detectors operate in a Gifford-McMahon cryostat. Optimized devices provided unprecedented timing resolution. The technology presented in this paper opens the way for the realization of efficient and high throughput optical communication and demanding quantum optical experiments.
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Supplementary Information
I. EFFICIENCY MEASUREMENTS
To conduct the efficiency measurements for the detector presented in the main text, we used a "918D-IR-OD3R" Germanium detector with a NIST traceable calibration certificate.
According to the specifications provided by the calibration data, the detector has an accuracy of 2% within the range of 800-1700 nm. To attenuate the laser field, we used "JDS Uniphase HA9" attenuators with an accuracy better than 2.5%. Our laser was stable within 1-1.5%, and it was measured many times before and after each experiment. Moreover, since the fluctuation of the laser is random, its contribution to the total error, scales down with the square root of number of the measurements.
Even by considering maximum fluctuation for the laser, assuming all the contributions are Gaussian, we can calculate the total errors to be:
T otal error = error 
A. Dependence of efficiency on the fiber-detector separation
As discussed in the main text, the cavity is designed to achieve the highest possible absorption efficiency at the desired wavelength range. However, it was observed in some experiments that despite the fact that detectors were saturated for all wavelengths, for example see Figure S5 (a), the detector showed lower efficiency for some specific measurement points. A possible explanation is due to an airgap between the fiber and the detector. Any particle on the chip can cause a non-zero spacing between the fiber and the device, slightly altering the absorption efficiency.
As a first-order approximation, we model the active part of the device with a sheet of metal, with an effective thickness/index depending on the filling factor, and solve numerically for the effect of airgap (through transfer matrix method). Figure S5 show that the absorption oscillates with wavelength and fiber-detector spacing.
in the fabrication process) by a flat thin layer of glass on top of the NbTiN layer. Figure S5(c) shows the solution to the model, the airgap modifies the relation between absorption and the wavelength.
We also would like to acknowledge that this effect may not be the only contribution to the deviation of our device from the expected wavelength-dependent efficiency.
To make sure that this is not a systematic problem caused by our powermeters or attenuators, we checked the detector with different powermeters and attenuators and we studied other detectors which show different behaviours. Some minor differences are expected from the cavity response due to measurement errors. However, in some case detector shows η 1550nm > η 1310nm by >20%. This proves that for the measurement in the main text where (η 1550nm < η 1310nm ) the deviation from expected efficiency at 1550 nm is not an artifact of our measurement instruments.
II. HIGH COUNT-RATE MEASUREMENTS
For each pulsed laser, taking a similar approach as 
Where SN SP D counts is the measured count-rate on detector, f rep is the repetition rate of the laser, and µ is the average number of photons in each pulse given by:
with P opt the input optical power, λ the wavelength, h the Plank's constant, and c the speed of light. Figure S6a represents the detector current versus normalized count-rate at the wavelength of 1550 nm. As studied in [2] , the stored energy in the readout capacitor can discharge into SNSPD and increase the "effective bias current". This increase in effective current is evident in Figure S6a where the critical current appears to be reduced with increase in the photon flux.
c For lower count-rates up to around half of the repetition-rate of the laser, the detection events are well separated and the detector can recover properly, however, the contribution of the tail of preceding pulses and also the discharge of the readout capacitor give a random shift to the current.
Once detector count-rate reaches about half of the repetition-rate of the laser, the number of possibilities, for temporal distance of photon-containing optical pulses (for attenuated laser, some of pulses contain no photon), become limited and consequently the dc level shift of the bias will become more "constant" which in turn results in closer to "effective critical current" bias and so more efficient detection. This behaviour can be clearly observed in Figure S6b .
The insets in Figure S6a show zoomed plots of three selected measurements. For the current-countrate curve of 11 MHz, for the region indicated by "1", due to varying "effective bias current" the detector undergoes relaxation oscillation. It can also be observed that due to the similar effects, the detector reaches less pronounced saturations as the count-rate increases but this situation changes when the detector count-rate is close to the repetitionrate of the laser. It is interesting to note that for the highest count-rates, two distinct saturation regions can be observed. The first saturation is when detector fires for every second pulse (so the count-rate is half of the repetition-rate). This is evident in the top inset of Figure S6a and is marked by "2". The second saturation is reached when the SNSPD detects every optical pulse.
It should be noted that the discussed effects will be washed out by the reduced detection probability when the photon energy is lower or in the higher repetition-rates (because the events are too close and the current is far from a complete recovery). The latter can be observed in Figure S6b of the main manuscript when exciting the detector with 100 MHz pulsed laser at 1310 nm. As expected, for the case of continuous wave excitation, shown in Figure S6c , also the dip in the efficiency is absent.
III. CRYOGENIC AMPLIFICATION
To achieve the best signal to noise ratio and hence the lowest timing jitter, we used a custom made amplifier, performing both in room and cryogenic temperatures. amplifier is enclosed in a housing and mounted to the 30K stage of our cryostat. A cryogenic amplifier and its gain-bandwidth curve is shown in Figure S7 .
IV. JITTER MEASUREMENTS
To measure the jitter, we used a pulsed laser (4.2 ps pulse width) and a Lecroy Waverunner 640Zi 4 GHz, 40 GS/s oscilloscope as correlator. The timing jitter of a detector depends on its signal to noise ratio (also including the noise of the amplifier) as well as its front-edge pulse shape. When the risetime of front-edge pulse is short the low frequency noise does not contribute much to the jitter. For fast detectors, an amplifier with large bandwidth is preferred to maintain the fast risetime of the pulses.
However, when the front-edge of the pulse has slow slope, higher bandwidth amplifier is not required and it only adds to the noise bandwidth. For the detectors with narrow meanders and high filling factor, both signal level to noise and the risetime are limited. So limiting the bandwidth improves the timing jitter as shown Figure S8 (a) and (b). To further reduce the jitter, the noise level has to be reduced. We achieve this by immersing the first stage amplifier in the liquid nitrogen. The measured jitter in this case is 48.83 ± 0.22 ps as shown in Figure S8 (c).
As we discussed in the main text, we improved the detector design and our electronics to reach the lowest jitter. The jitter for the complete system (detector plus photo-diode plus laser plus correlator) and "the photo-diode plus oscilloscope" are shown in Figure S9 
