We present a new general formalism for investigating the second-order optical response of solids, and illustrate it by deriving expressions for the second-order susceptibility tensor 2 (Ϫ ⌺ ; ␤ , ␥ ), where ⌺ ϭ ␤ ϩ ␥ , for clean, cold semiconductors in the independent particle approximation. Based on the identification of a polarization operator P that would be valid even in a more complicated many-body treatment, the approach avoids apparent, unphysical divergences of the nonlinear optical response at zero frequency that sometimes plague such calculations. As a result, it allows for a careful examination of actual divergences associated with physical phenomena that have been studied before, but not in the context of nonlinear optics. These are ͑i͒ a coherent current control effect called ''injection current,'' or ''circular photocurrent,'' and ͑ii͒ photocurrent due to the shift of the center of electron charge in noncentrosymmetric materials in the process of optical excitation, called ''shift current.'' The expressions we present are amenable for numerical calculations, and we demonstrate this by performing a full band-structure calculation of the shift current coefficient for GaAs.
I. INTRODUCTION
The optical response of atoms, molecules, and condensed matter is often described by a series of optical susceptibilities, characterizing the linear and nonlinear response of the material to the electromagnetic field. 1 At intensities that are not too high this approach is both successful and physically meaningful, in that different physical processes of interestsuch as second-harmonic generation, the electro-optic effect, optical rectification, and the linear and nonlinear contributions to the index of refraction-can be identified with different frequency components of the various susceptibilities.
Yet the calculation of the susceptibilities of semiconductors has been plagued with difficulties of two sorts. The first has to do with the level of approximation in treating the electron-electron interaction. The simplest approach, sometimes called the ''independent particle approximation,'' 2 neglects the electron-electron interaction except insofar as it is included in the calculation of the band structure of the solid, and insofar as it is described by using the Maxwell macroscopic fields, rather than simply the incident fields, in the usual interaction Hamiltonian. Clearly, quasiparticle corrections and exciton effects associated with the creation of electron-hole pairs, as well as local field corrections, are neglected in this approach. If density-functional theory 3 is used for the calculation of ground-state properties, the wellknown ''band-gap problem'' in the Kohn-Sham energies results; it has been suggested that a modified densityfunctional theory is necessary to treat crystals in which a polarization is induced, at least at zero frequency. 4 Turning to optical response, it is only recently that full many-particle calculations have had success in describing the linear optical response of even silicon, surely one of the most-studied elements. 5 A second difficulty is associated with the formalism for calculating the nonlinear susceptibilities, and survives even in the independent particle approximation. Early bandstructure calculations of the second harmonic response of semiconductors employed the minimal coupling Hamiltonian, and seemed to exhibit an unphysical divergences at zero frequency. 6 For cubic crystals it was immediately shown that this divergence was only apparent; a sum rule eliminated the supposedly divergent term. Years later this was confirmed for arbitrary crystal class. 7 Such sum rules exhibit the fact that, in a clean, cold semiconductor with all bands either full ͑valence͒ or empty ͑conduction͒ before a perturbation is applied, the intraband motion of the electrons cannot display the low frequency divergence that is expected, in the absence of scattering, in metals where the bands are only partly filled. 8 The sum rules are not always obvious because they connect quantities associated with intraband motion to quantities associated with interband motion. 9 Other approaches that do not require the explicit identification of sum rules for each susceptibility calculation have been developed. One, pioneered by Genkin and Mednis, 10 involves the use of adiabatic eigenstates within the minimal coupling Hamiltonian to carefully separate the intraband and interband motion in the formalism. 11 A second, relying on Blount's discussion 12 of the use of the position operator in periodic systems, involves the use of the dipole Hamiltonian rather than the minimal coupling Hamiltonian. 9 Another, introduced by Levine and coworkers, 13 employs an electric field that is formally longitudinal and position dependent, but at the end of the calculation takes the limit to a uniform field. Calculations based on these approaches have generally been implemented in Brillouin zone calculations. A fourth approach, due to Dal Corso et al., 14 rests on the use of Wannier functions to identify the polarization. It can be implemented in real-space calculations, even beyond the independent particle approximation, and makes use of the ''2nϩ1'' theorem to simplify the perturbation calculations that must be made. All of these have been employed to calculate 2 (Ϫ2;,), the nonlinear response coefficient for second harmonic generation, in a host of semiconductors. coefficients, 2 (Ϫ ⌺ ; ␤ , ␥ ), where ⌺ ϭ ␤ ϩ ␥ , have not been presented. This is of course in part because the expressions for such coefficients are necessarily more complicated than those for 2 (Ϫ2;,). But a more fundamental difficulty arises, in that 2 (0;,Ϫ) is in fact divergent. This divergence is not an ''apparent'' one, as that mentioned above, that can be shown to disappear if appropriate sum rules are used. The divergence is real, 16 and is associated with two physical effects that have been known for some time, 17 an ''injection current'' ͑sometimes called ''circular photocurrent,''͒ and a ''shift current.'' In the absence of scattering, these effects lead to dc values of dJ/dt and J, where J is the current density, in the presence of a beam at such that ប is above the band gap. Since the polarization P is related to J by JϭdP/dt, and it is the relation of P to the electric field components that is specified by 2 (0;,Ϫ), that response coefficient must be infinite.
In this paper we present a very general formalism for calculating of 2 (Ϫ ⌺ ; ␤ , ␥ ) within the independent particle approximation, and identify how the injection and shift currents, usually not discussed in the context of nonlinear optics, are described by this susceptibility. We neglect scattering effects. While of course these will be an essential part of a complete description of injection and shift currents, for many frequency mixing experiments their corrections to 2 (Ϫ ⌺ ; ␤ , ␥ ) can probably be neglected. And we feel it is useful to clarify how injection and shift currents naturally appear in a susceptibility description before scattering effects are included, either phenomenologically or at the level of a more fundamental calculation.
Our description is formulated so that the resulting expressions are amenable for numerical evaluations in a Brillouin zone calculation. We feel this is appropriate for two reasons. First, even aside from the injection and shift currents, when one of the frequencies in 2 (Ϫ ⌺ ; ␤ , ␥ ) is above the band-gap specific regions of the Brillouin zone make the primary contribution to that response coefficient. This suggests that, in actual numerical evaluations at such frequencies ''above the band gap,'' a Brillouin-zone approach is likely to be more effective than an evaluation in real space such as that developed by Dal Corso et al.
14 But at a more basic level, an approach such as theirs that focuses on the calculation of the polarization directly is likely not appropriate when injection and shift currents are involved and the polarization really diverges. Nonetheless, our approach certainly follows in the spirit of modern investigations of the polarization of solids, 18 which emphasize that the fundamental underlying quantity is the current density; it is precisely that current density that we calculate. In the course of our derivation, we present an expression for the polarization operator of a crystal that is valid even if electron-electron and electron-phonon interactions are included; it appears not to have been given before in the literature.
The outline of the rest of the paper is as follows. In the next section, we move from the minimal coupling Hamiltonian to a dipole Hamiltonian that is invariant under a change of the phases of the Bloch functions, using the prescription for the position operator in an infinite crystal found by Blount. 12 In Sec. III, we use this Hamiltonian to introduce intraband and interband polarization operators, and show that the current density operator is the time derivative of the sum of these. In Sec. IV, we develop a perturbation expansion in the case where scattering effects can be neglected. We recover the usual first-order response in Sec. V, and then move on to second order response in Sec. VI, where we look in detail at the static limit, second harmonic generation, and the electro-optic effect. Expressions for the injection and shift currents are extracted in Sec. VII; the results are compared with earlier calculations, and the role of crystal symmetry is discussed. In Sec. VIII, we present a sample full bandstructure calculation of the shift current coefficient for GaAs. To our knowledge, full band-structure calculations of shift and injection current coefficients have never been presented for any material. We conclude in Sec. IX. A derivation of the dipole Hamiltonian that leads to the prescription of Blount 12 is given in Appendix A, and some of the more tedious steps in the derivation of the components of the susceptibility are sketched in Appendix B.
II. THE DIPOLE HAMILTONIAN
In this section, we present the dipole Hamiltonian in a form that will be useful for our calculations. We start with the full many-particle Hamiltonian
where (x,t) is the electron field operator in the Heisenberg picture, satisfying the anticommutation relations ͕͑x,t͒, † ͑ xЈ,t ͖͒ϭ␦͑ xÀxЈ͒. ͑2͒
where V(x) is the periodic potential, 19 V(x…ÄV(xϩa), where a is any lattice vector, and A(t) is a vector potential that describes the ͑macroscopic Maxwell͒ electric field, E(t)ϭc Ϫ1 Ȧ (t); H rest includes the remaining electronelectron interaction and ͑say͒ any phonon Hamiltonian and electron-phonon interaction being taken into account in the problem. In the Heisenberg picture the field operator evolves according to the equations of motion
We define a new field operator ͑ x,t ͒ϵ͑ x,t ͒e
and it is easy to verify that it formally satisfies the dynamical equation
where
͑6͒
and
To this point the transformation is as one would proceed with a finite system. The problem occurs when one then expands
in the usual way, where the fermion operators a n (k) satisfy ͕a n ͑ k͒,a m † ͑ kЈ͖͒ϭ␦ nm ␦͑kÀkЈ͒, and the n (k;x) are eigenstates of H o ,
From Bloch's theorem they can be chosen to be of the form
, with band index n and crystal momentum k, where u n (k;x) is the periodic part of the Bloch function, u n (k;xϩa)ϭu n (k;x). Then, to proceed with Eq. ͑6͒, one must identify an expression for the matrix elements ͗nk͉x͉mkЈ͘ϵ ͵ n *͑k;x͒x m ͑ k;x͒dx. 
where the velocity matrix elements v mn (k) are given by
͑12͒
and m is the free electron mass; it is convenient to put
At degeneracy points and along degeneracy lines, the derivation we present in Appendix A, which justifies the use of Eq. ͑9͒, shows that the labeling of the bands n should be identified such that E(t)•v nm (k)ϭ0 for n m ͓cf. Eq. ͑A2͔͒. Then, writing H e f f (t) in an explicitly Hermitian form, we have
͑14͒
where we have put
and used the fact that nn (k) is real. 20 At the end of Appendix A we confirm the form invariance of H e f f (t) under a change in the phases of the Bloch functions.
III. CURRENT DENSITY OPERATOR
We introduce a reference volume ⍀ in the usual way by considering the ground state ͉⌿͘ of
where the Fermi factor f n ϭ(1,0) for ͑valence, conduction͒ bands, and D(kϪkЈ)ϭ(1,0) if (kϭkЈ,k kЈ). 21 Then the current density operator in the Heisenberg picture is given by
where we leave the time dependence of operators such as a m (k) implicit. The form ͑14͒ leads us to introduce interband and intraband polarization operators P inter (t) and P intra (t) according to
We then expect the operator relation
to follow from the Heisenberg equations of motion. This is indeed confirmed, as long as
Since it is easy to show that
the condition ͑21͒ holds as long as H rest depends on electron degrees of freedom only through the positions of the electrons. This one expects for most models of the electronphonon interaction and, in any case, if it were not true then Eq. ͑17͒ would not be the correct expression for the current density and we would not expect Eq. ͑19͒ to hold. To confirm the expressions ͑19͒ and ͑22͒ one employs the sum rules 22 ‫ץ‬ nn a ͑ k͒
͑23͒
that relate interband and intraband components of the effective position operator of Blount. 12 Superscripts here refer to Cartesian components, and here and below we do not explicitly indicate the k dependence. The ''generalized derivatives'' 9,11 of matrix elements such as r nm a (k),
are quantities that will appear in our expressions below for the optical response, as will combinations of the form In the special case where H rest ϭ0, another expression for J(t) can be derived from the Heisenberg equations and the sum rules ͑23͒ and ͑24͒ that allows a direct physical interpretation and will be a good starting point for our calculations. By using the Heisenberg equations of motion to evaluate dP inter /dt and comparing with the expression ͑17͒ for J(t), it is easy to confirm that in this special case
is an effective energy matrix involving bands n and m, taking into account the modification of the dispersion relation of the bands in the presence of the interband interaction. 11 It is the ͑generalized͒ gradient of this effective energy matrix that yields the effective velocity matrix elements v nm (k,t) for the intraband motion in Eq. ͑29͒, a physically transparent generalization of the usual result in the absence of a field E(t).
IV. PERTURBATION EXPANSION
We begin by developing the equations of motion for the quantities ͗a n † (k)a m (k)͘, in the special case where H rest ϭ0; i.e., we take
from the Heisenberg equations of motion for a m (k) and a n † (k) we find the c mn satisfy the dynamical equation
where we keep the k dependence implicit and ͓cf. Eq. ͑25͔͒
and repeated Cartesian components are summed over. Equation ͑30͒ is essentially semiconductor Bloch equations, 23 within the simple independent particle approximation (H rest ϭ0) we consider here. Of course, in many applications of the semiconductor Bloch equations it is a good approximation to neglect intraband motion, and the term involving c mn;b is dropped. Less justifiable is the neglect of the ( mm b Ϫ nn b ) term in c mn;b if intraband motion is to be included, although this is often done. Its neglect results from dropping ͑or never including from the start͒ the nn (k) term in ͓a n † ‫ץ‬a n ͔ Eq. ͑15͒; if this is done then the Hamiltonian H e f f (t) no longer is invariant under a phase transformation of the Bloch functions ͑see Appendix A͒, and calculated results will change, in an obviously unphysical manner, if such a phase transformation is applied. In very special cases, 24 it is possible to choose a phase convention n (k) such that the resulting nn (k) vanish for all k and a set of bands n of interest; then equations such as Eq. ͑30͒, with c mn;b replaced by ‫ץ‬c mn /‫ץ‬k b , are at least correct for that special ''gauge'' and for calculations involving a subset of the bands. Even such a choice of gauge is not generally possible for lattices without center of inversion symmetry; 20 in any case, in calculations where the phase of the Bloch functions are set more-or-less randomly by the diagonalization procedure in a numerical code, such a special gauge cannot be assumed. Clearly it is best to keep the full c mn;b in the semiconductor Bloch equations, and we do that here. As a result, terms such as Eq. ͑25͒ will appear in our expression for 2 (Ϫ ⌺ ; ␤ , ␥ ), guaranteeing the invariance of that quantity under a phase transformation ͑A5͒. We discuss the numerical evaluation of these generalized derivatives in Sec. VIII.
Our approach to solving Eq. ͑30͒ in this paper is a perturbative one. We begin with the ground state expression for c mn , c mn (0) ϭ f n ␦ mn . In this case, of an unperturbed crystal we
where we have used expressions ͑16͒, ͑18͒, and ͑20͒. This is in agreement with the expression for the polarization that follows, in the independent particle approximation, from Berry's phase arguments; 18 it is clearly invariant under a phase transformation ͑A5͒ and, since it is independent of time, ͗J(t)͘ (0) ϭd͗P(t)͘ (0) /dtϭ0 as expected. Proceeding with the perturbative approach, we now construct the expressions for corrections to c mn that are first order (c mn (1) ) and second order (c mn (2) ) in the electric field. Putting
where the label of the frequencies ␤ is to be summed over, with c mn (0) in the right-hand side of Eq. ͑30͒ we can integrate to find c mn (1) ,
where b and ␤ are summed over,
and we understand each ␤ to have a small positive imaginary part associated with turning on the electric field; here f nm ϭ f n Ϫ f m , and mn ϭ m Ϫ n . There is only a contribution to c mn (1) from the interband coupling ͓the second term on the right-hand side of Eq. ͑30͔͒ because c mn;b (0) ϭ0. Then putting Eq. ͑32͒ in the right-hand side of Eq. ͑30͒, we integrate to find c mn (2) ϭ e
where ⌺ ϭ ␤ ϩ ␥ .
V. FIRST-ORDER RESPONSE
We can immediately recover the usual first-order response. From Eq. ͑32͒ we see that c nn (1) ϭ0, so from Eq. ͑28͒
͗J intra (t)͘
(1) ϭ0, and
where the linear susceptibility
and we have explicitly added a positive imaginary part (i) to . Here and below, we often leave the k dependence of quantities such as r nm a (k) implicit for simplicity, and repeated Cartesian and frequency components are to be summed over. Using the standard expression for ( mn Ϫ Ϫi) Ϫ1 ϭP( mn Ϫ) Ϫ1 ϩi␦( mn Ϫ), where P indicates principal part, we recover the usual expressions for the real and imaginary parts of 1 ab ϭRe͓ 1 ab ͔ϩiIm͓ 1 ab ͔,
It can be confirmed that both these expressions are indeed real, and that 1 ab (Ϫ;)ϭ 1 ba (Ϫ;), using the relations
the first of which follows from Eq. ͑11͒, and the second from the symmetry of the Brillouin zone. 25 In Eq. ͑34͒, and in such sums below, the sum over the separate spin states is included in the sums over n and m.
VI. SECOND-ORDER RESPONSE
To second order, the optical response is more complicated. A qualitative difference with linear response is that the intraband component ͗J intra (t)͘ (2) is nonvanishing. After a PRB 61 5341 SECOND-ORDER OPTICAL RESPONSE IN SEMICONDUCTORS certain amount of algebra, which is outlined in Appendix B, we find 
The notation (bc␤␥⇔cb␥␤) is an instruction to interchange the indices as indicated in the previous expression to generate a second term. Using the relations ͑35͒ it is easy to confirm that 2 is purely imaginary, while 2R , 2I , and 2I are all purely real; clearly 2 abc (Ϫ ⌺ ; ␤ , ␥ ) and 2R abc (Ϫ ⌺ ; ␤ , ␥ ) vanish if both ͉ ␤ ͉ and ͉ ␥ ͉ correspond to energies below the band gap, but the ''virtual'' terms 2I abc (Ϫ ⌺ ; ␤ , ␥ ) and 2I abc (Ϫ ⌺ ; ␤ , ␥ ) survive down to lower frequencies.
We now turn to the interband current ͗J inter (t)͘ (2) , which we can describe by establishing the expression for ͗P inter (t)͘ (2) ͓see Eqs. ͑18͒ and ͑28͔͒. From the expression ͑33͒ for c mn (2) we see that there will be contributions that would survive if only the interband polarization were present in the interaction Hamiltonian, and contributions due to a combination of the interband and the intraband polarization operator. After a certain amount of algebra, which is sketched in Appendix B, we find that these contributions to ͗P inter (t)͘ (2) can be characterized by the tensors 2ter and 2tra , respectively,
where 
͑44͒
In these expressions, we have put ␤ ϭ ␤ / ⌺ , etc., and
Both 2ter and 2tra generally have both real and imaginary parts; for ͉ ␤ ͉, ͉ ␥ ͉, and ͉ ⌺ ͉ all corresponding to energies below the band gap, the imaginary parts vanish. We can now combine our results. Putting
While 2ter describes purely interband effects, 2tra is the contribution to the total effective 2 that contains intraband contributions. The presence of the denominators involving powers of (Ϫi ⌺ ) indicate that in certain cases 2tra will diverge as ⌺ →0, and therefore so will 2 ; we will consider this in detail below. Nonetheless, for the many cases where 2 is nondivergent, it is useful to have an expression for 2tra that, like the expression ͑43͒ for 2ter , is in a form that simplifies numerical computation. For these purposes the expression ͑47͒ is not the most convenient; a better expression results from returning to the original expressions that led to those for 2 and 2 . We then find that we can write 2tra as the sum of three terms, 2tra ϭ 2tra(I) ϩ 2tra(II) ϩ 2tra(III) , ͑48͒
and give expressions for them in Appendix B. We now consider some special limits of 2 .
A. Static limit
We begin with the static limit of all frequencies approaching zero. That is, for fixed numbers n ␤ and n ␥ such that n ␤ ϩn ␥ ϭ1, we consider the limit of 2 abc (Ϫ ⌺ ;n ␤ ⌺ ,n ␥ ⌺ ) as ⌺ →0; we denote this by 2 abc (0;0,0 an expression that is obviously symmetric under exchange of b and c. Using the relations ͑35͒ it is easy to confirm that 2ter abc (0;0,0) is purely real and also symmetric under exchange of a with either b or c. This is not surprising: the susceptibility 2ter , describing purely interband motion, is formally what would be expected from an inhomogeneously broadened collection of atoms, with the quantities r nm (k) and band difference energies ប nm (k) at different k playing the role of the dipole matrix elements and energy differences of the different atoms. Thus, at zero frequency this susceptibility should indeed be real and display full permutation symmetry.
Considering now 2tra , we find that in the limit of interest the terms 2tra(I) and 2tra(II) ͑see Appendix B͒ sum to zero, when the terms in 2tra (I) Again using Eq. ͑35͒ it is easy to show that 2tra abc (0;0,0) is purely real and totally symmetric under any exchange of the Cartesian components a, b, and c. Thus, the full 2 abc (0;0,0), which is the sum of 2ter abc (0;0,0) and 2tra abc (0;0,0), also satisfies these properties. Our result for 2 abc (0;0,0) agrees with that found earlier from the specific expression 2 abc (Ϫ2;,) in the limit →0, 26 as would be expected.
B. Second harmonic generation
The expression ͑46͒, with 2tra given by Eq. ͑48͒, can be used to evaluate 2 abc (Ϫ ⌺ ; ␤ , ␥ ) for the general frequency mixing cases where none of ␤ , ␥ , and ⌺ vanish; it is easy to confirm that 2 is purely real as long as the magnitude of all frequencies lie below E g /ប, where E g is the band-gap energy. The degenerate case of second harmonic generation, described by the response coefficient 2 abc (Ϫ2;,), is a special case of interest. The expression for this response coefficient that follows from Eqs. ͑46͒ and ͑47͒ agrees with those presented in the literature. But because we here have expressions for more general 2 abc (Ϫ ⌺ ; ␤ , ␥ ), we can gain more insight into the nature of the mixing of a fundamental with its second harmonic.
As ͉͉ is increased from zero, the response coefficient is real until 2ប͉͉ reaches the band gap energy. In the region 2ប͉͉ϾE g Ͼប͉͉ one-photon absorption of light at 2 can occur, as well as two-photon absorption of light at . It is straightforward to confirm from the expressions above that ͓ 2 abc ͑ Ϫ2;, ͔͒*ϭ 2 bac ͑ ;Ϫ2, ͒,
In fact, this relation holds separately for the terms 2ter and 2tra . In this frequency range we find the terms in the imaginary parts of 2ter and 2tra can be combined to give simply This is an important quantity in characterizing the energy absorption of the system. Writing
E͑t ͒ϭE͑ ͒e Ϫit ϩE͑2 ͒e Ϫ2it ϩc.c.,
with here Ͼ0, the polarization in the medium due to 2 is given by
where now only repeated Cartesian components are summed over. The rate at which the electromagnetic field does work on the material medium, per unit volume, is given by J•E ϭṖ •E, and the time average of the contribution to this due to the 2 of the medium is
where we have used Eq. ͑52͒. Thus, while both the real and imaginary parts of 2 can be important for the gain and loss of energy density in the electromagnetic field at a particular frequency, only the imaginary part of 2 is responsible for the transfer of energy into or out of the total electromagnetic field. The magnitude and sign of Eq. ͑53͒ can be coherently controlled by adjusting the relative phase of E(2) and E(); a simple Fermi's Golden Rule calculation 27 shows that it can be identified with an interference between oneand two-photon absorption processes. To construct the total dE/dt, of course, the pure one-and two-photon absorption terms must be added to Eq. ͑53͒; for the perturbative treatment of a crystal initially in its ground state, this total dE/dt is always non-negative.
If we move to higher frequencies where បϾE gap , we find that ''double resonances'' can occur in 2ter Eq. ͑43͒. For example if at a given k we have mn Ӎ2 and mp Ӎ, then 2ter abc (Ϫ2;,) acquires a resonance character both because F ϩ ( mn ,2) is resonant and because mp Ϫ mn /2Ӎ0. Strictly speaking, the existence of such double resonances ͑see Fig. 1͒ obviates our perturbation approach, since real population can accumulate in the intermediate state p. Although a proper study of these double resonances has not been undertaken, in practice they do not seem to present a problem in the numerical evaluation of 2 abc (Ϫ2;,), as evidenced by two results: The first is that typical calculations reveal very few, if any k points at which such double resonances occur. 28 The second result arises if, when numerically evaluating Im͓ 2 abc (Ϫ2;,)͔, any such k points that are found are discarded in the sum over the Brillouin zone. A KramersKronig transformation on the thus obtained function is then numerically performed to yield a putative Re͓ 2 abc (Ϫ2;,)͔. At ϭ0 this function is found to agree within numerical errors with a direct numerical evaluation of 2 abc (0;0,0) using expressions ͑49͒ and ͑51͒; 29 these latter expressions are clearly free of any double resonance problems. This consistency indicates that any effect of these double resonances is small. Nonetheless, further investigation of this issue is certainly warranted.
C. Electro-optic effect
Another special case of interest is the electro-optic coefficient, 2 abc (Ϫ;,0). This particular coefficient can be evaluated most easily by using expressions ͑43͒ and ͑47͒ in Eq. ͑46͒. The results agree with those presented earlier in the literature. 30 Here a double resonance problem arises whenever បϾE gap ; the combination of a resonance interband transition at ប followed by a ͑necessarily͒ resonance intraband transition at zero energy leads to the multiple resonance structure in 2tra ͑B3͒ as ␥ →0 and ␤ , ⌺ →. A correct treatment of the electro-optic effect for បϾE gap would require a realistic description of injected carriers in the presence of a dc field; applications of the expression for 2 abc (Ϫ;,0) derived here have been and should be restricted to បϽE gap . At these frequencies 2 abc (Ϫ;,0) ϭ 2R abc (Ϫ;,0)ϭ0, expressions ͑40͒ and ͑39͒ can be used in their present form to determine (Ϫi) Ϫ1 2 abc (Ϫ;,0), after symmetrization we can use Eq. ͑B3͒ to find 2tra abc ͑ Ϫ;,0͒ϭ ie 
VII. INJECTION AND SHIFT CURRENTS
We now turn to the nonlinear response associated with 2 abc (0;,Ϫ). From Eqs. ͑46͒ and ͑47͒ it is clear that there will be three qualitatively different kinds of contributions to this term. The first is that from 2ter abc (0;,Ϫ) and 2tra abc (0;,Ϫ), due to the interband polarization. From the expressions for these terms it is clear that they are finite for ប either above or below the band-gap energy. They describe the dc polarization that arises due to the interband polarization induced by the nonlinear mixing of the field amplitudes at and Ϫ. The other two terms are those associated with 2 abc (0;,Ϫ) and 2 abc (0;,Ϫ). At frequencies for which they are nonzero, they are associated with divergences in 2 abc (0;,Ϫ). To examine the physics associated with these terms, we first write the expectation value of the intraband current density as the sum of two terms,
In the particular case of interest where we consider a field with only frequency components at and Ϫ,
the terms involving the mixing of these two components give, for the injection current,
where the only summation on the right-hand sides is now over the Cartesian components b and c, the expression abc (0;,Ϫ) describes the injection of current due to the presence of a monochromatic laser field. As one would expect, it vanishes if ប is below the band-gap energy. While the expression for d͗J in jection ͘ (2) /dt was here derived in the context of a full susceptibility calculation, a simple Fermi's Golden Rule calculation 31, 32 identifies this current injection as arising from the interference of one-photon absorption processes associated with different linear polarizations of light. This effect has recently been seen experimentally in hexagonal CdSe. 32 Injection current has been discussed earlier in the literature under the name of ''circular photocurrent,'' 17 the name deriving from the fact that linearly polarized light cannot lead to such current injection. But its interpretation in terms of an interference process appears not to have been realized, nor has its role in nonlinear optics as one contribution to the general susceptibility 2 abc (Ϫ ⌺ ; ␤ , ␥ ) ever been identified. For the third rank tensor 2 abc (Ϫ ⌺ ; ␤ , ␥ ) to survive we require, of course, a crystal without center of inversion symmetry. Of the 32 crystal classes, 21 lack center of inversion symmetry. But 2 abc is a particular third rank tensor in that it is asymmetric in the last two Cartesian components. Of 21 crystal classes that lack center of inversion symmetry, for 18 of these the tensor 2 abc survives;
33 the exceptions are 6 m2, 6 , and 4 3 m. Since the last is the crystal class of GaAs and other zinc-blende semiconductors, injection current is forbidden in these crystals.
Turning now to the shift current, we see that in general 2 abc (Ϫ ⌺ ; ␤ , ␥ ) has both a real and an imaginary part, 2 ϭ 2R ϩi 2I . While it is clear that 2R abc (Ϫ ⌺ ; ␤ , ␥ ) ͑38͒ vanishes if both ͉ ␤ ͉ and ͉ ␥ ͉ correspond to energies below the bandgap, that is not generally true for 2I ϭ 2I ϩ 2I ͑40͒ and ͑39͒. But the case of ␥ ϭϪ ␤ is a special one, which we investigate by putting ␤ ϭϩn ␤ ⌺ and ␥ ϭϪϩn ␥ ⌺ , where n ␤ and n ␥ are fixed numbers such that n ␤ ϩn ␥ ϭ1, and letting ⌺ →0. For 2I we find, using Eq. ͑40͒ and L'Hospital's rule,
where we have used relations ͑35͒ and the derivative expression ͑50͒. Turning then to the expression ͑39͒ for 2I , we write each term as half itself plus half the result of a partial integration with respect to k a and, using the relations ͑35͒ again, we find
From this form the limit to 2I abc (0;,Ϫ) can be taken immediately; we find
PRB 61 5345 SECOND-ORDER OPTICAL RESPONSE IN SEMICONDUCTORS Thus, in this limit 2 only has a real part, 2 abc (0;,Ϫ) ϭ 2R abc (0;,Ϫ), and it vanishes if ͉͉ corresponds to an energy below the band gap. Hence, for the particular case of a monochromatic field ͑54͒, the term of interest involving the mixing of the frequency components and Ϫ gives
where summation is now only over Cartesian components; we have used the fact that 2 abc (0;,Ϫ), given from Eq. ͑38͒ by is symmetric with respect to the interchange of ͑only͒ the last two Cartesian components. As in the case of the injection current, the shift current has been discussed previously in the literature, 17, 34 although never to our knowledge in the context of the susceptibility framework of nonlinear optics. It arises because the real-space center of charge for the valence bands differs from that for the conduction bands. Typically, then, for បϾE gap as light is absorbed and electrons move from valence to conduction bands there will be a motion of charge associated with the absorption. If the crystal has low enough symmetry, a net current can result due to a ''shift'' of the center of charge. Earlier discussions were restricted to linearly polarized light, in which case a component 2 abb (0;,Ϫ) ͑no summation on b) is the term of interest, if light is polarized in the b direction. We write
and, using the expression ͑25͒ for the generalized derivative r nm;a b , we find
in agreement with earlier work, where the ''shift vector''
describes the change in position that occurs as an electron absorbs a photon; it is invariant under a phase transformation ͑see Appendix A͒ of the Bloch functions. Our expression ͑57͒ provides a generalization of Eq. ͑58͒ to describe the response of the medium to arbitrarily polarized light, and as well is amenable to numerical evaluation, as we discuss in Sec. VIII. Because of the abovementioned symmetry of 2 abc (0;, Ϫ) with respect to the exchange of its last two Cartesian components, of the 21 crystal classes lacking center of inversion symmetry the shift current is forbidden only in crystal class 432. 35 It thus survives for GaAs and other semiconductors in the zinc-blende (4 3 m) crystal class.
VIII. NUMERICAL EVALUATION
The expressions for the response coefficients we have presented above have been written in such a way that one can proceed directly to numerical evaluation from full bandstructure calculations. The expressions either involve Dirac delta functions or principal parts; terms of the latter sort can generally be obtained from terms of the former sort from usual Kramers-Kronig transformations. To numerically evaluate the integrals over the Brillouin zone, we need values for terms such as ⌬ mn (k)ϭv mm (k)Ϫv nn (k), which can be found immediately from the velocity matrix elements ͑12͒ once one replaces the integral over the Brillouin zone by the usual sum. From these velocity matrix elements the quantities r nm (k) follow immediately from Eq. ͑13͒. Were r nm a (k) required at points where bands are degenerate, the prescription following from Eq. ͑A4͒ below would lead to the particular choice of bands at that point such that v nm a (k)ϭ0 for n m; this would lead to a vanishing r nm a (k) for n m at such a point. This problem does not arise in practice, because in our expressions such an r nm a (k) always appears in combination with an f nm , which vanishes if bands n and m are degenerate.
The other type of term that is required is r nm;b a (k). This term cannot be conveniently evaluated from its defining expression ͑25͒, because the phases of the Bloch functions as they are returned from a typical diagonalization routine vary essentially randomly through the Brillouin zone. Here it is better to use a sum rule result for this generalized derivative 9, 11 
The only ambiguity that arises with the use of this expression is when a band p in the sum is degenerate with either band n or m. Again, the ambiguity is resolved recalling the prescription ͑A4͒. The bands at such a degeneracy point should be chosen such that the v ps b "k)ϭ0 for p s at that point; then the r ps b (k) vanish at such a point for p s. With this prescription the r nm;b a can be evaluated at all points k where they are needed, subject only to the numerical limitation of replacing the infinite sum over p with a finite sum over a restricted, but large, number of bands.
The expressions for the injection and shift current coefficients, 2 abc (0;,Ϫ) ͑56͒ and 2 abc (0;,Ϫ) ͑57͒, respectively, have to our knowledge never been calculated at the full band structure level. Here we present a calculation of the shift current coefficient for GaAs. The injection current coefficient vanishes for materials with this zinc-blende structure; in a later communication we plan to present calculations of the injection current coefficient for materials of other crystal structures. In our calculation here we evaluated the velocity matrix elements ͑12͒ and electron energies within density-functional theory ͑DFT͒, 3 and from them determined the terms r nm a (k) and r nm;b a (k). To sum over the Brillouin zone, a homogeneous grid of 1365 k points in the irreducible part was used with a hybrid tetrahedron-random sampling method. 15 We used both pseudopotential plane wave ͑PPW͒ and allelectron full-potential linearized augmented plane-wave ͑FLAPW͒ methods. Theoretical curves presented here have been calculated with PPW, using an exchange-correlation potential within the generalized gradient approximation ͑GGA͒. 36 To solve the Kohn-Sham equation within the PPW we have used a modified molecular-dynamics program. 37 A 20 Ry energy cutoff provided fully-converged electronic energies and wave functions. To correct for the GGA band gap, self-energy corrections are included at the level of the ''scissors'' approximation, rigidly shifting the valence states up and modifying the velocity matrix elements appropriately. 38 As is well known, such modification of the velocity matrix elements produces a spurious decrease of the effective mass, especially near ⌫ point. That was the reason why we preferred to use the PPW approach with GGA rather than FLAPW with local-density approximation ͑LDA͒: the GGA scissor correction ͑0.66 eV͒ is less then half of the direct gap at ⌫. When applying the scissors correction, we adjust the theoretical gap at ⌫ point to the experimental values. A modern pseudopotential with a nonlinear core correction 39 produced energy separations between the main optical peaks (E 1 , E 2 , and E 1 Ј) in good agreement with experiment.
In Fig. 2͑a͒ , we show the calculated result for 2 xyz (0;,Ϫ) of GaAs; this is equal to 2 abc (0;,Ϫ), where (abc) is any permutation of (xyz), and these are the only nonvanishing components of any third rank tensor for a zinc-blende crystal. In Fig. 2͑b͒ , we show the calculated imaginary part of the linear dielectric constant, 2 (), of GaAs. As has often been noted for the frequency dependence of 2 (Ϫ2;,), many of the peaks in the nonlinear optical response spectrum are associated with peaks in the linear response spectrum. Yet 2 xyz (0;,Ϫ) exhibits structure not seen in 2 (), especially between E 0 and E 1 , and at energies higher than E 2 . This is not unexpected here, because 2 xyz (0;,Ϫ) is associated with changes in the center of charge during absorption, and hence should be more sensitive to the wave-function symmetry and how it changes through the Brillouin zone than is 2 (), the frequency dependence of which can be generally understood simply in terms of the joint density of states. Particularly noteworthy is the large peak in 2 xyz (0;,Ϫ) associated with the small E 0 Ј shoulder in 2 (). The matrix elements here involve states of p and d symmetry; obviously the charge movement associated with this relatively weak absorption feature is large. We plan to return to a more detailed analysis of the charge motion during absorption in a later communication; we note here, however, that the calculated size of 2 xyz (0;,Ϫ) over a wide frequency range is such that experiments to study it should be undertaken.
IX. CONCLUSIONS
We have derived an expression for the general secondorder susceptibility tensor 2 (Ϫ ⌺ ; ␤ , ␥ ) of a clean, cold semiconductor in the independent particle approximation. Intraband and interband effects are fully taken into account; to our knowledge, this is the first time such a derivation has been presented. The result reduces to the well-known expressions for 2 (Ϫ2;,), 2 (Ϫ;,0), and 2 (0;0,0) already in the literature. As well, it exhibits real, physical divergences in 2 (0;,Ϫ) when ប is above the band gap energy. These are associated with injection current ͑circular photocurrent͒ and shift current, two processes that have been studied previously but not in the context of nonlinear optics. In the approach, we present here these phenomena are ''embedded'' in the susceptibility formalism of nonlinear optics, which thus provides a general framework and phenomenology for studying these processes not only in the CW regime, where they have been investigated previously, but also when the response of a material to short optical pulses is considered. As well, we have established the connection between components of 2 (Ϫ ⌺ ; ␤ , ␥ ) and various quantum interference phenomena. Coherent carrier control is associated with the imaginary part of 2 (Ϫ2;,), and coherent current control ͑injection current͒ is associated with the more strongly divergent part of 2 (0;,Ϫ). Hence, a connection between quantum interference and the susceptibility formalism of nonlinear optics is also established. We have presented the full band-structure calculation of the shift current coefficient 2 (0;,Ϫ).
In a real experimental geometry, the nondivergent component of 2 (0;,Ϫ) will be present at energies above the band gap, as well as the divergent parts. This we have yet to calculate. As well, scattering effects will of course be important. Although these are currently under investigation, 40, 41 they are neglected here. Nonetheless, a main element of this analysis survives into that more general regime where transport phenomena and nonlinear optics become interconnected. The ''gauge invariant'' operator ͑18͒ we have established for the macroscopic polarization, 
is indeed a polarization potential in the sense that the macroscopic current density operator J(t)ϭdP(t)/dt, even in the presence of electron-electron and electron-phonon interactions. This, and many other elements of the analysis we have presented here, can be expected to play a role in future, more accurate calculations of nonlinear optical response.
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APPENDIX A
In this Appendix, we give a derivation leading to the dipole Hamiltonian ͑14͒ that in its course justifies the use of Blount's expression ͑9͒. First, it is useful to compare the use of the dipole Hamiltonian with an earlier approach to setting up a description of the optical response of solids that is manifestly free of ''apparent'' divergences. Genkin and Mednis, 10 working with the minimal coupling Hamiltonian, appear to be the first to have argued that this could be done by carefully separating the description of the interband and intraband motion. Their way of doing this involves choosing a new set of basis states. Instead of using the usual Bloch states n (k;x) ͑8͒, one chooses the states that would adiabatically evolve from the n (k;x) under the Hamiltonian ͑3͒. First written down many years ago for one-dimensional systems, 42 these can be taken to describe to all orders the intraband motion, leaving the interband motion to be described by a following perturbation calculation. 11 These adiabatic states are 
͑A1͒
where K(t)ϵϪeA(t)/(បc) appears only in the periodic part of ͑A1͒, and not in the e ik•x term, essentially because it is the canonical momentum, rather than the mechanical momentum, that is associated with Ϫiប". The n (k;t) is a Berry phase and given by n ͑ k;t ͒ϭϪ ͵ Since the dipole moment of the Wannier function associated with band n is given by the integral over k of nn (k), 43, 44 ប n (k;t) can be identified as the accumulated energy of the dipole interaction of the part of that dipole moment associated with the adiabatic state as it moves through the Brillouin zone. Finally, since Eq. ͑10͒ and the definition of a ''band'' itself only holds at points in the Brillouin zone where there are no degeneracies, the prescription ͑A1͒ needs to be supplemented for points k(t)ϭkϩK(t) where such degeneracies exist. The correct extension 11 is that the identification of the band of the electron should be chosen so that the evolution from k(t) to kϩK(tϩdt) should occur as if one were at k(t) and doing usual k•p perturbation theory for the u n (k(t);x) as k(t) evolved. 45 That is, the band identification as an electron moves through a degeneracy should be chosen so that E͑t ͒•v mn ͓k͑ t ͔͒ϭ0 ͑A2͒
for all m and n m such that mn ͓k(t)͔ϭ0, where the velocity matrix elements v mn (k) are given by Eq. ͑12͒. Using these adiabatic states as a basis, an expression for the response coefficient for second harmonic generation, 2 (Ϫ2;,), has been derived 11 within the independent particle approximation that is both finite as →0 and allows for straightforward numerical evaluation even at 2ប above the band gap.
Nonetheless, an approach based on Eq. ͑A1͒ is essentially a Lagrangian one, following the electrons as they move through their bands under the influence of the electric field. In contrast, an approach based on the usual Bloch states ͑8͒ is inevitably an Eulerian one, where the electrons move past each fixed point in the Brillouin zone. Such an Eulerian approach should be more suitable for extensions that incorporate transport phenomena as well as optical excitation. 41 To derive the dipole Hamiltonian ͑6͒ without simply accepting the prescription ͑9͒ of Blount, we begin with the minimal coupling Hamiltonian ͑1͒ and employ the functions n ͑ k;x͒ϭ n ͑ k;x͒e ϪiK(t)•x , where K(t)ϵϪeA(t)/(បc). These functions n (k;x) are obviously time dependent. Note that a differentiation with respect to time brings down a ''dangerous'' factor of x, which can be canceled if we add to that time derivative a derivative with respect to k, since n (k;x) ϭu n (k;x)e An ambiguity arises at points k where there are at least two degenerate bands. There, to make ‫ץ‬ n (k)/‫ץ‬k finite and well defined, we label the bands so that this derivative follows the usual condition that would appear if, in a k•p analysis, we moved away from the point k in the direction indicated by E(t). That is, we label our bands at such a degeneracy point so that
Once this is done, the term involving ⌬ mn a ( mn Ϫ ␤ ) Ϫ2 can be partially integrated back using Eq. ͑50͒, so in the end we have terms involving only one resonance denominator. Then, after frequency symmetrizing and symmetrizing with respect to (␤b⇔␥c), we finally find Eq. ͑44͒.
Finally, we return to the expressions for 2 
