On the concept of point value in the infinite-dimensional realization theory  by Immonen, Eero
J. Math. Anal. Appl. 300 (2004) 79–101
www.elsevier.com/locate/jmaa
On the concept of point value in the
infinite-dimensional realization theory
Eero Immonen
Institute of Mathematics, Tampere University of Technology, PL 553, 33101 Tampere, Finland
Received 20 August 2003
Available online 16 September 2004
Submitted by R.M. Aron
Abstract
In this article, we study the effect of the chosen representation of a point value (and point eval-
uation) on the class of periodic signals realizable using a certain type of infinite-dimensional linear
system. By suitably representing the point evaluation at the origin in a Hilbert space, we are able
to give a complete characterization of its extensions. These extensions involve a new concept called
δ-sequence, the use of which as an observation operator of an infinite-dimensional linear system is
studied in this article. In particular, we consider their use in the realization of periodic signals. We
also investigate how the use of δ-sequences affects the convergence properties of such realizations;
we consider the rate and character of convergence and the removal of the Gibbs phenomenon. As still
a further demonstration of the significance of the chosen concept of a point value, we discuss the use
of distributional point values in the realization of periodic distributions. The possible applications
of this work lie in regulator problems of infinite-dimensional control theory, as is indicated by the
well-known internal model principle.
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The use of alternative notions of a pointwise value of a function is implicitly becoming
standard practice in infinite-dimensional linear systems theory. For example, in the book
of Curtain and Zwart [3], the average value of a function in a neighborhood of a point is
commonly used instead of the actual point value. This is chiefly done in order to avoid
mathematical difficulties involved in the unboundedness of the point evaluation operation.
Besides the unboundedness issues, one is also faced with the fact that ordinary point values
are not even defined for the (equivalence classes of) functions in the Lp spaces.
There are, however, several ways to provide a reasonable alternative definition for the
point value of a real function if it has some intrinsic structure and smoothness. Consider,
for example, an alternative definition of f (0), the value of a real function f at the origin.
If etf (t) ∈L1[0,∞) for some  < 0, then the classical Initial Value Theorem for Laplace
transformations states that lims→∞ sL(f )(s) = limt→0+ f (t) (here L denotes the Laplace
transformation) provided limt→0+ f (t) exists. Nevertheless, the limit lims→∞ sL(f )(s)
may exist even if limt→0+ f (t) does not [4], and so it can be used to define f (0). On the
other hand, if f is periodic and integrable over its period, then f (0) can be defined via
the (possible) convergence of the corresponding Fourier series at the origin. It is evident
that these alternative point values coincide with the ordinary point values if f is smooth
enough. The purpose of use and context obviously determine the most suitable notion of a
point value.
In this article, we consider the concept of a point value in the context of realization
of periodic signals using infinite-dimensional linear systems. Such realizations play a
central role in some regulator problems of modern control theory [8]. The realizations—
occasionally also called state space realizations—that we consider are of the form
x˙(t) = Ax(t), x(0)= x0, (1.1a)
y(t) = Cx(t), t  0. (1.1b)
Here x(t) is the state of the system (which lies in some Hilbert space H ) while y(t) is
the output of the system. The system operator A and the observation operator C are linear
operators on specific Hilbert spaces. It is generally assumed that A generates a strongly
continuous semigroup (C0-semigroup for short). This being the case, the system (1.1) is
a realization for the periodic function z(t) if z(t) = CT (t)x0, t  0, where T (t) is the
semigroup generated by A. System (1.1) is denoted Σ(A,−,C,−) [3].
One possible approach to constructing an infinite-dimensional realization for a given
2π -periodic function y ∈ C1[0,2π] is as follows [8]. Choose the state space H to be
L2[0,2π], select the C0-semigroup T (·) to be the 2π -periodic left shift on H (such that
T (τ)f = f (· + τ − 2π ·+τ2π ) for each f ∈ H ), select x0 = y and finally set the ob-
servation operator C to be the (ordinary) point evaluation operator at the origin. Then
CT (t)x0 = y(ξ + t − 2π ξ+t2π )|ξ=0 = y(t) for t  0 as is required, and based on this
information, a system (1.1) is easy to construct. It turns out that by only altering the ob-
servation operator—and, in the process, the concept of a point value—we can enlarge the
class of functions which are realizable by the system in question [8].
The purpose of this article is two-fold. First, our aim is to study some observation op-
erators related to the pointwise evaluation which arise from the problem of constructing a
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that it is possible to construct realizations even for certain periodic singular distributions
by merely selecting a suitable notion of a pointwise value. Throughout the article, we em-
phasize the effect of the chosen way to represent point values (and evaluations) on the class
of realizable signals. In the following, a brief presentation of the main results of the paper
is given. Their relation to the existing results in the field of study is discussed thereafter.
By suitably representing the pointwise evaluation operator at the origin in an abstract
Hilbert space, we are able to give a complete characterization of its extensions. This will
be done in Section 2 with the aid of a new concept called δ-sequence. The characterization
is obtained via the Toeplitz–Schur conditions of the classical summability theory [7]. The
key impact of the result is that, in a sense, it singles out those limit operators of δ-sequences
which can be used as the observation operator (in lieu of the ordinary pointwise evaluation)
in the realization of a periodic function.
Section 3 is devoted to the study of the realization of periodic functions with the aid of
δ-sequences (in particular their certain limit operators) that extend the pointwise evaluation
operator at the origin in the sense of Section 2. We first present the actual realization by
somewhat refining the construction in [8]; in the construction of this paper, the observation
operator C is a certain of limit of any suitable δ-sequence, and the state space topology
is different. After this, the convergence properties of these realizations are investigated. In
particular, we seek an answer to the question as to whether the use of such extensions in the
observation operator in fact improves the performance of the realization in some sense. We
will show that in the so-called homogeneous Banach spaces, the realizations using certain
δ-sequences as their observation operators converge in norm. This is not always the case
with the ordinary point evaluation operator, as will be pointed out. However, we will also
show that the use of δ-sequences does not, in general, speed up the rate of convergence of
the realization. Finally, Section 3 also contains discussion on the removal of the notorious
Gibbs phenomenon with the aid of δ-sequences.
Lastly, in Section 4 our aim is to demonstrate how the concept of a distributional point-
wise value due to Łojasiewicz [6,14] could be harnessed to provide state space realizations
for certain periodic singular distributions. The key task in the realization turns out to be
finding a suitable observation operator, since otherwise the realization constructed in Sec-
tion 3 suits this setting well. To accomplish this task, we will establish a theorem which
extends the classical Initial Value Theorem from the Laplace transformation theory to the
realm of distributions. Besides its independent interest as a mathematical result, it provides
a means to build the observation operator for a system to realize periodic distributions.
Another candidate for a suitable observation operator is, by the application of a theorem of
Walter [14], obtained directly from a certain δ-sequence. In this way, we are also able to
connect our study to the results of Sections 2 and 3.
In the article of Immonen et al. [8] the emphasis was on constructing different realiza-
tions for a given periodic function, comparing them and characterizing some of them by
the smoothness of the function. In this paper, we refine one of their constructions somewhat
and analyze the properties of such realizations more thoroughly. In [8] the observation op-
erator of the realization is fixed, while in this paper, the observation operator is the certain
limit operator of any suitable δ-sequence. Furthermore, by only altering the state space
topology, we demonstrate that any periodic function (or distribution) with Fourier coef-
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observation operator is found. This was not possible in the realizations of [8]. Even though
our results concerning the performance of the realizations harness the theory of Fourier
series extensively, their presentation in the context of infinite-dimensional systems (and in
particular their observation operators) is new. In fact, to the author’s best knowledge, no
analysis related to the Gibbs phenomenon in the context of infinite-dimensional realiza-
tions has been done before.
Even though there exist several particular extensions to the pointwise evaluation op-
erator [8,12] and constructions similar to our δ-sequences [9,10] in the literature, our
characterization of operators extending the point evaluation—which connects these two
things in an abstract space—is believed to be the first of its kind. The idea behind our ap-
proach is to cast the pointwise evaluation operator into an abstract Hilbert space, and it is
also novel. The use of the Łojasiewicz (distributional) point value in an observation opera-
tor of an infinite-dimensional linear system seems to be a new idea too. Finally, despite the
fact that the concept of a distributional point value has been around for some 50 years now,
so far no one seems to have considered its connection to the Initial Value Theorem in the
theory of Laplace transformations. The theorem itself has been generalized to the realm of
distributions in [16], but with a different approach than ours.
The possible applications of this work lie in infinite-dimensional control theory, where it
is a common task to be able to (asymptotically) track or reject periodic signals. According
to the well-known internal model principle, this goal can only be achieved if the control
system encapsulates a realization of the signal to be tracked or rejected. However, in these
problems, coping with an unlimited number of frequencies in periodic signals seems to
be notoriously difficult. In general, this difficulty is overcome by either considering only
signals given as truncated Fourier series or by considering signals obtained as convolutions
with special kernels that damp high order oscillations [2]. Our approach via δ-sequences
could provide an alternative way to tackle this problem.
1.1. Definitions and notation
(xn) denotes a sequence, the indices of which may run between −∞ . . .∞ or 0 . . .∞
(this will be explicitly stated unless it is evident from the context). · denotes the floor
function. Cp(E), p  0, denotes the space of p times continuously differentiable func-
tions on E. D denotes the space of compactly supported functions in C∞(R) and D′
denotes the space of Schwartz distributions. P ′ denotes the space of periodic distribu-
tions. S denotes the space of rapidly decreasing sequences (i.e., sequences (αn)n∈Z for
which supn∈Z |αn||n|j < ∞ for each j ∈ N). In Hilbert spaces, the inner product is denoted
by 〈· , ·〉 or (·|·). For a distribution f and a testing function φ, 〈f,φ〉 denotes f (φ). Dp ,
p ∈ N ∪ {0}, denotes the operation of differentiation (on either functions or distributions).
In some instances, the derivative of a function x(t) is denoted by x˙(t). For a real function f
and a point x0 ∈ R, f (x+0 ) and f (x−0 ) denote the right- and left-hand sided limits (respec-
tively) at x0. supp(·) denotes the support of a function or a distribution. For a function f ,
the operation of translation is defined by Tξf = f (· − ξ). If g is a distribution, then by
definition 〈Tξg,φ〉 = 〈g,T−ξ φ〉 for each testing function φ. For a distribution g, the oper-
ation of dilation by α is defined by 〈Dilαg,φ〉 = 1 〈g,φ( · )〉 for each testing function φ.α α
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(s) denotes the real part of a complex number s, and s¯ denotes its complex conjugate.
H(t) denotes the Heaviside function. R+ denotes the set of nonnegative real numbers. If
E is a set, then E¯ denotes its closure. D(A) denotes the domain of an operator A.
2. The point evaluation operator and its extensions in a Hilbert space
In this section, we will show how the point evaluation operation, connected to observa-
tion in the realization of periodic functions, can be cast in an abstract Hilbert space. This
allows us to derive a complete characterization of its extensions. Suppose that we wish to
realize a 2π -periodic function y ∈ C2(R+) given by the Fourier series
y(t) =
∞∑
n=−∞
ane
int , t  0, (2.1)
using a system (1.1). A suitable choice for such a system Σ(A,−,C,−) in an arbitrary
Hilbert space H with an orthonormal basis (φn)n∈Z is
A =
∞∑
n=−∞
in〈·, φn〉φn, D(A) =
{
x ∈H
∣∣∣∣∣
∞∑
n=−∞
∣∣n〈x,φn〉∣∣2 < ∞
}
, (2.2a)
x0 =
∞∑
n=−∞
anφn, (2.2b)
C = lim
N→∞
N∑
n=−N
〈·, φn〉, D(C) =
{
x ∈H
∣∣∣∣∣ limN→∞
N∑
n=−N
〈x,φn〉 exists
}
. (2.2c)
It is easy to see [3] that A generates the C0-semigroup
T (t) =
∞∑
n=−∞
eint 〈·, φn〉φn, t  0. (2.3)
By the smoothness of y (which is reflected in the properties of the sequence (an)), we have
that x0 ∈ D(A) and so T (t)x0 ∈ D(C) for each t  0. The output of the above system is
then seen to be CT (t)x0 = y(t) for each t  0.
It is somewhat less elementary to see that the functional C above is in fact a rep-
resentation of the pointwise evaluation operator at the origin in the Hilbert space H .
A justification of this claim is as follows. Consider the above realization in the Hilbert
space H = L2[0,2π] with the orthonormal basis (φn) = (einξ ). Then in this space,
(T (t)x0)(ξ) =∑∞n=−∞ anein(t+ξ) so that y(t) = CT (t)x0 = T (t)x0|ξ=0.
With only minor modifications to the observation operator, we can use an analogue of
the system (2.2) to provide realizations for more general periodic functions than those in
C2(R+) [8]. Suppose that, instead of C, we select the observation operator of the system
to be
Cc = lim
N→∞
N∑ (
1 − |n|
N + 1
)
〈·, φn〉, (2.4a)n=−N
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{
x ∈H ∣∣ the limit (2.4a) exists}. (2.4b)
With A and x0 as in (2.2), the output of the system Σ(A,−,Cc,−) is then
CcT (t)x0 = lim
N→∞
∑
|n|N
(
1 − |n|
N + 1
)
ane
int , (2.5)
which is precisely the limit of Cesáro sums of the Fourier series of y . By the general
properties of Cesáro sums, the functional Cc is an extension of C. In other words if x ∈
D(C) and Cx = γ , then x ∈ D(Cc) and Ccx = γ . Moreover, the classical summability
theorems concerning Fourier series guarantee that Σ(A,−,Cc,−) is capable of providing
(almost everywhere) realizations for 2π -periodic functions in L2[0,2π] [8]. The operator
Cc actually corresponds, in a way, to the Lebesgue extension of the pointwise evaluation
operator [8].
2.1. δ-sequences and the extension of C in an abstract Hilbert space
It is evident that Cc in (2.4) is not the only extension of the pointwise evaluation operator
C in H (see (2.2c)). In fact, the other classical summation methods (e.g., Poisson–Abel
[17]) can also be used to give extensions for C in H . Our aim in this subsection is to give
a complete characterization of the extensions of C in H , also with the aid of summability
theory. To this end, we will now introduce the so-called δ-sequences. As will be seen
shortly, such a sequence (or its certain limit operator to be more precise) is intimately
connected with the 2π -periodic Dirac delta distribution.
Definition 2.1. Let H be a Hilbert space and let (φn)n∈Z be an orthogonal basis in H . We
say that (φn) is polynomially bounded if ‖φn‖ M|n|p for some p ∈ Z, M ∈ R and all
n ∈ Z \ {0}.
Definition 2.2. Let H be a Hilbert space and let (φn)n∈Z be a polynomially bounded
orthogonal basis in H . The sequence (δn)∞n=0 of bounded linear functionals on H is a
δ-sequence of type (H,φn) if the following conditions are satisfied:
(1) (δn(φk))k∈Z ∈ S for all n 0.
(2) limn→∞ δn(φk) = 1 for all k ∈ Z.
(3) δn(φk) = δn(φ−k) for all k ∈ Z, n 0.
Here S is the space of all rapidly decreasing sequences [9]. If H and (φn) are clear from
the context, we will omit the “of type (H,φn)” and just talk about a δ-sequence. By the
boundedness of δn, we can write
δn(x) = lim
N→∞
∑
|k|N
〈x,φk〉
〈φk,φk〉δn(φk) ∀x ∈H, (2.6)
so that the limit can be calculated as the Cauchy principal value.
Definition 2.3. Let (δn)∞n=0 be a δ-sequence of type (H,φn). We associate to this δ-
sequence an operator Cδ as follows:
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n→∞ δn(x) = limn→∞ limN→∞
∑
|k|N
〈x,φk〉
〈φk,φk〉δn(φk), (2.7a)
D(Cδ) =
{
x ∈ H ∣∣ the limit in (2.7a) exists}, (2.7b)
Cδ is referred to as the limit (operator) of the δ-sequence.
It is clear that both C and Cc above are the limits of certain δ-sequences in H . The next
theorem characterizes those functionals Cδ , which extend C in H . In other words, it tells us
precisely when a functional, given as a limit of a δ-sequence in the sense of Definition 2.3,
extends the pointwise evaluation operator (interpreted as a certain functional on an abstract
Hilbert space).
Theorem 2.4. Let H be a Hilbert space with a polynomially bounded orthogonal basis
(φn)n∈Z. Let (δn)n0 be a δ-sequence. Then Cδ is an extension of C defined by
C = lim
N→∞
N∑
k=−N
〈·, φk〉
〈φk,φk〉 ,
D(C) =
{
x ∈ H
∣∣∣∣∣ limN→∞
N∑
k=−N
〈x,φk〉
〈φk,φk〉 exists
}
(2.8)
if and only if
sup
n0
∞∑
k=0
∣∣δn(φk)− δn(φk+1)∣∣< ∞. (2.9)
Proof. We have to show that the validity of the implication[
x ∈D(C) and Cx = γ ] ⇒ [x ∈D(Cδ) and Cδ(x) = γ ] (2.10)
is equivalent to (2.9). Let x ∈ H ∩ D(C) and denote it by x = ∑∞k=−∞ xkφk . Define
S−1 = 0, SN = ∑Nk=−N xk for N  0. By definition, Cx = limN→∞ SN , and it is clear
that the validity of implication (2.10) is equivalent to the validity of the implication
lim
N→∞SN = γ ∈ C ⇒ Cδ(x) = γ. (2.11)
Now for a fixed n 0, by the properties of δ-sequences,
δn(x) = lim
N→∞
∑
|k|N
xkδn(φk)
= lim
N→∞
[
x0δn(φ0)+
N∑
k=1
(
xkδn(φk)+ x−kδn(φ−k)
)] (2.12)
= lim
N→∞
[
N∑
δn(φk)(xk + x−k)+ x0δn(φ0)
]k=1
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N→∞
[
N∑
k=0
δn(φk)(Sk − Sk−1)
]
(2.13)
= lim
N→∞
[
N∑
k=0
(
δn(φk)− δn(φk+1)
)
Sk
]
=
∞∑
k=0
(
δn(φk)− δn(φk+1)
)
Sk. (2.14)
The validity of (2.11) is thus seen to be equivalent to the regularity (in the sense of
Toeplitz and Schur [7]) of the summability transformation SN → δn(x). By the properties
of δ-sequences, the Toeplitz–Schur conditions, which characterize this regularity, reduce
to (2.9). 
Note that the use of an orthonormal basis in (2.2c) was due to its connection to the
realization. Had we only required (φn)n∈Z to be an orthogonal basis in H , the family of
operators T (t) in (2.3) would no longer have been a semigroup. In the setting of Theo-
rem 2.4, there is no connection to the theory of realization, and we are free to consider
orthogonal bases.
We remark that if (δn)n0 is a δ-sequence, then although δn is bounded for each n 0,
Cδ may not be bounded, even if (δn)n0 satisfies the condition (2.9). This fact is deeply
connected to the inability of the so-called regular summation methods to sum all bounded
sequences; from one point of view a δ-sequence satisfying (2.9) introduces a regular sum-
mation method. The reader should consult [15] for further information.
Having obtained a complete characterization in terms of δ-sequences of those function-
als which extend the (abstract) pointwise evaluation operator at the origin, we conclude
this section with an example to illustrate the nature of the δ-sequences. It should justify the
used terminology and also further demonstrate the connection between the δ-sequences
and the point evaluation operation. We will also make use of the example in the proof of a
result later in this article.
Example 2.5. Consider the Hilbert space H = L2[0,2π] with the orthonormal basis
(φn) = eint . Let (δn)n0 be a δ-sequence of type (H,φn) that satisfies (2.9). Then by the
properties of δ-sequences, the functions
dn(t) = lim
N→∞
N∑
k=−N
δn(φk)φk(t) = lim
N→∞
N∑
k=−N
δn(φk)e
int , n 0, t ∈ R, (2.15)
which are completely determined by the δ-sequence (δn)n0, are in the space P of in-
finitely smooth functions which satisfy f (·) = f (· + 2π). Moreover, (δn(φk))k∈Z con-
stitute the Fourier coefficients of dn for each n  0. If we regard the functions dn as
periodic distributions [9] (i.e., distributions in P ′), we see that as n tends to infinity, dn
tends to 2πδ, where δ is the 2π -periodic Dirac delta distribution, in the sense of P ′.
In fact, δ(t) = ∑∞k=−∞ 12π eikt in P ′ [9]. Now, if ψ ∈ P is a testing function such that
ψ(t) =∑∞k=−∞ akeikt , then
〈δ,ψ〉 = 2π
∞∑ ak
2π
=
∞∑
ak lim
n→∞ δn(φk) = limn→∞
∞∑
akδn(φk)k=−∞ k=−∞ k=−∞
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lim
n→∞〈dn,ψ〉, (2.16)
because limn→∞ δn(φk) = 1, δn(φk) = δn(φ−k) and all series are considered as Cauchy
principal values. In other words, dn(t) → 2πδ(t) in P ′. Since for each n  0, 〈dn,ψ〉 =
2πδn(ψ), we also have that limn→∞ δn(ψ) = 〈δ,ψ〉 = ψ(0) for each ψ ∈ P . Hence
δn → δ in the sense of periodic distributions, and so in a way Cδ corresponds to the point
evaluation at the origin.
3. The limit of a δ-sequence as an observation operator
It was shown in Section 2 that the limit (in the sense of Definition 2.3) Cδ of a
δ-sequence extends the pointwise evaluation operator C if and only if (2.9) holds. How-
ever, the obtained characterization tells us effectively nothing about the behavior of the
limit of such a δ-sequence as an observation operator in the realization (1.1) of a given
periodic function. From the practical point of view, this behavior is what one is ultimately
most interested in; for example, one clearly wants to know what kind of a δ-sequence to
choose to ensure the best convergence properties for the realization.
In this section, we first describe the role of δ-sequences in the realization of periodic
functions. After this, we investigate some convergence properties of such realizations.
Finally, we discuss the possibility of removing the Gibbs phenomenon [17]—which in-
evitably exists in the realization (2.2) if one uses the ordinary point evaluation operator
C—using certain δ-sequences.
3.1. The δ-sequence realizations of periodic functions
As in Section 2, in this section we will assume that the function y ∈ L1[0,2π] to be
realized is 2π -periodic and that it is represented as the Fourier series (2.1) with Fourier
coefficients an. In what follows, we describe how a realization, which makes use of
δ-sequences, can be constructed for y . This construction is new, but it is closely related
to the Riesz spectral systems of [8] and in fact it involves a slight generalization of the
Sobolev spaces of periodic distributions. We need it essentially to overcome the trouble
caused by the possibility that (an) /∈ 2. Note that if (an) /∈ 2, we cannot select x0 as in
(2.2b) in the realization of y . Consequently, the realizations of Section 2 are inevitably
limited to 2π -periodic functions in L2[0,2π] by the Riesz–Fischer Theorem.
Consider an arbitrary Hilbert space H (with the inner product 〈·, ·〉) having an ortho-
normal basis (φn)n∈Z. For a fixed real number s define the linear subspace H˜ s of H so
that
H˜ s =
{
x ∈ H
∣∣∣∣∣
∞∑
k=−∞
(
1 + |k|2)s∣∣〈x,φk〉∣∣2 < ∞
}
. (3.1)
It is straightforward to show that (f |g)s = ∑∞k=−∞(1 + |k|2)s〈f,φk〉〈φk, g〉 defines
an inner product on H˜ s . Moreover, this inner product induces the norm ‖ · ‖s =√∑∞
k=−∞(1 + |k|2)s |〈·, φk〉|2. Define Hs to be the completion of H˜ s with respect to the
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with ‖φn‖2s = (1+|n|2)s and x =
∑∞
k=−∞ akφk ∈ Hs if and only if
∑∞
k=−∞ |ak|2‖φk‖2s =∑∞
k=−∞(1 + |k|2)s |ak|2 < ∞.
Define ψn = φn‖φn‖s for n ∈ Z. Then (ψn) is an orthonormal basis in the Hilbert space Hs .
For the purpose of realization, let (δn) be any δ-sequence of type (H s,φn) which satisfies
(2.9) and define
A =
∞∑
n=−∞
in(·|ψn)sψn, D(A) =
{
x ∈ Hs
∣∣∣∣∣
∞∑
n=−∞
∣∣n(x|ψn)s∣∣2 < ∞
}
, (3.2a)
x0 =
∞∑
n=−∞
anφn =
∞∑
n=−∞
an‖φn‖sψn, (3.2b)
C = Cδ, D(C) =
{
x ∈Hs
∣∣∣∣∣ limn→∞ limM→∞
M∑
k=−M
(x|φk)s
(φk|φk)s δn(φk) < ∞
}
. (3.2c)
Note that the only freedom of choice in the realization lies in the observation operator.
That A is fixed as such is related to the requirement to be able to realize periodic signals.
In this case then, x0 is also uniquely determined by the Fourier coefficients of y . As a
consequence of the Riemann–Lebesgue lemma, (an) ∈ ∞ for each y ∈ L1[0,2π], so that
if we choose, say, s = −1, then x0 ∈ Hs in the above. Moreover it is easy to see that the
C0-semigroup T (t) generated by A is the “2π -periodic left shift on Hs” given by
T (t) =
∞∑
k=−∞
eikt (·|ψk)sψk, t  0. (3.3)
Then T (t)x0 = ∑∞k=−∞ eikt (x0|ψk)sψk = ∑∞k=−∞ eiktak‖φk‖sψk = ∑∞k=−∞ akeiktφk .
Hence by the properties of δ-sequences, δnT (t)x0 = limM→∞∑Mk=−M δn(φk)akeikt . Con-
sidering the above as a system of the form (1.1), its output is CT (t)x0 = CδT (t)x0 =
limn→∞ δnT (t)x0 whenever the limit exists. In the next subsection, we will show that in
several occasions, CT (·)x0 indeed represents y in some sense. This realization for y will
be called a δ-sequence realization in the sequel.
We remark that in the construction above, the sequence (an) is not limited to be
bounded. In fact, by a suitable choice of s, (an) can even be polynomially increasing
in |n|. This has applications in Section 4, where we consider the realization of periodic
distributions.
In the remainder of this section, we mainly consider the properties of
lim
M→∞
M∑
k=−M
δn(φk)ake
ikt
(as a function of t which should represent a given periodic function y as n → ∞) without
much regard to how this function has been obtained.
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In this subsection, we will investigate how CδT (·)x0 = limn→∞ δnT (·)x0 represents
the 2π -periodic function y as the output of a δ-sequence realization of y . Suppose that
y ∈ L1[0,2π] is represented as the Fourier series (2.1). By the discussion in Section 2, if∑∞
k=−∞ akeikξ = γ ∈ C, then CδT (ξ)x0 = γ . In addition to this local result, we would
like to obtain some global information on how δnT (·)x0 converges to y as n→ ∞. To this
end, we define the so-called homogeneous Banach spaces [10].
Definition 3.1. A homogeneous Banach space B is a linear subspace of L1[0,2π] having a
norm M‖ · ‖B  ‖ · ‖L1 , M > 0, under which it is a Banach space and having the following
properties:
(1) If f ∈B and τ ∈ [0,2π), then f (· − τ ) ∈B and ‖f (· − τ )‖B = ‖f ‖B .
(2) For all f ∈ B , and τ, τ0 ∈ [0,2π), limτ→τ0 ‖f (· − τ )− f (· − τ0)‖B = 0.
Here the shift operation f (· − τ ) is understood to be 2π -periodic.
Elementary examples of homogeneous Banach spaces are the spaces C[0,2π] and
Lp[0,2π], 1 p < ∞, endowed with their standard norms [10]. In what follows, we show
that with some additional assumptions for the δ-sequence in question, the output CδT (·)x0
of a δ-sequence realization of a given member y of a homogeneous Banach space B con-
verges to y with respect to the norm in B; i.e., δnT (·)x0 → y in B as n → ∞.
Definition 3.2. A sequence (λn)n0 of real numbers is said to be convex if ∆2λn  0 for
n= 0,1, . . . , where ∆λn = λn − λn+1 and ∆2λn = ∆λn −∆λn+1 [17].
Theorem 3.3. Let B be a homogeneous Banach space and let y ∈B be a given 2π -periodic
function represented (uniquely but not necessarily pointwise) as the Fourier series (2.1).
Let CδT (·)x0 be the output of a δ-sequence realization of y in some Hilbert space H
with a polynomially bounded orthogonal basis (φn)n∈Z. If (δn) satisfies (besides (2.9)) the
following conditions:
(1) the sequence (δn(φk))∞k=0 is convex for each n 0,
(2) δn(φ0) = 1 for each n 0,
then limn→∞ ‖δnT (·)x0 − y‖B = 0.
Proof. Suppose that (δn)n0 satisfies the conditions (1) and (2). For a fixed n 0, define
the function
dn(t) = lim
N→∞
N∑
k=−N
δn(φk)e
ikt , t ∈ R. (3.4)
Evidently, dn ∈ C[0,2π] for each n  0 by the properties of the δ-sequence (δn). Since
δn(φk) = δn(φ−k), it is also clear that dn(t) = δn(φ0)+ 2∑∞k=1 δn(φk) cos(kt).
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odic functions, we have
δnT (t)x0 = lim
N→∞
N∑
k=−N
δn(φk)ake
ikt = 1
2π
2π∫
0
dn(t − x)y(x) dx
= (dn ∗ y)(t), (3.5)
where ∗ denotes the operation of convolution. It is sufficient to show that the sequence of
functions (dn)n0 defines a so-called positive summability kernel [10]. If this indeed is the
case, then [10]
‖y − dn ∗ y‖B → 0, as n → ∞. (3.6)
Now 12π
∫ 2π
0 dn(t) dt = δn(φ0) = 1 for each n 0 by the assumption (2) above. Addition-
ally, by the convexity assumption (1) and a result of Young and Kolmogorov (see [17,
p. 109]), dn(t) is a nonnegative function for each n 0. Finally, let 0 <  < π be arbitrary.
Then there exists a function f ∈ C∞[0,2π] such that f (t)  0 for each t ∈ [0,2π] and
such that
f (t) =
{1, t ∈ [,2π − ],
0, 0 t  12 and 2π  t  2π − 12.
(3.7)
Let fper denote the 2π -periodic extension to R of f so that fper ∈ P (see Example 2.5).
Since dn(t)  0, we have that 0 
∫ 2π−

|dn(t)|dt =
∫ 2π−

dn(t) dt 
∫ 2π
0 f (t)dn(t) dt .
Hence
0 lim
n→∞
2π−∫

dn(t) dt  lim
n→∞
2π∫
0
f (t)dn(t) dt = lim
n→∞
2π∫
0
fper(t)dn(t) dt
= 2πfper(0) = 0, (3.8)
because according to Example 2.5, dn → 2πδ (δ being the 2π -periodic Dirac delta dis-
tribution) in the sense of distributions of P ′. In conclusion, (dn(t))n0 defines a positive
summability kernel. The result now follows immediately by (3.5). 
We remark that the δ-sequence corresponding to the pointwise evaluation operator at the
origin in a Hilbert space (see, e.g., (2.8)) does not satisfy the conditions of Theorem 3.3.
This reflects a fundamental fact in Fourier analysis: the Fourier series of a function y ∈ B
does not necessarily converge to y in B , when B is a homogeneous Banach space [10].
3.3. On the rate of convergence of limn δnT (·)x0
We now present a negative result, which states that the general estimate of convergence
(established in the previous subsection)∥∥δnT (·)x0 − y∥∥= o(1) as n → ∞ (3.9)
with respect to certain widely used norms in function spaces cannot be improved. This
result is a somewhat direct corollary to a now classical result in Fourier analysis.
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positive real numbers such that lim infn→∞ n = 0 and∥∥y − δnT (·)x0∥∥Lp = O(n) for some 1 p < ∞ and each y ∈ Lp[0,2π], (3.10)
where CδT (·)x0 = limn→∞ δnT (·)x0 is the output of a δ-sequence realization for y in some
Hilbert space H . The same is true if in (3.10) ‖ · ‖Lp is replaced by ‖ · ‖∞ and Lp[0,2π]
is replaced by C[0,2π].
Proof. Suppose that we can indeed find such sequences (δn) and (n). Let y ∈Lp[0,2π],
1  p < ∞ be represented as the Fourier series ∑∞k=−∞ akeikt . Define the sequence of
functions (dn) ⊂ C[0,2π] as in (3.4). Then by the same line of reasoning as in the proof
of Theorem 3.3, we have that δnT (t)x0 = (dn ∗ y)(t) where ∗ denotes the operation of
convolution. But this would imply that ‖y − dn ∗ y‖Lp = O(n) for some 1  p < ∞
and each y ∈ Lp[0,2π]. However, no such sequence (dn) of integrable functions exists
[5, p. 89]; a contradiction. 
Numerous convergence estimates can, however, be derived for some special δ-sequences
using their counterparts in Fourier analysis. For example, if Cδ represents the limit of
Cesáro sums (see (2.4)), then with respect to the ‖ · ‖∞-norm, the estimate (3.9) can be
improved for functions y with certain continuity assumptions. See [5,13] for more informa-
tion. We conclude this subsection with a remark of Edwards [5]: for a sufficiently smooth
periodic function, the ordinary sums of its Fourier series give better approximations than
the Cesáro sums even in the ‖ · ‖∞-norm. In other words, the use of δ-sequences in the re-
alization of periodic functions seems worthwhile—in terms of rate of convergence—only
if the function to be realized has very little smoothness.
3.4. Suppressing the Gibbs phenomenon in the realization using δ-sequences
We will finish this section with a discussion on how the use of certain δ-sequences
can suppress the Gibbs phenomenon, which may occur if one uses the ordinary pointwise
evaluation operator C in the realization (2.2) of a periodic function. Recall that in the
realization (2.2), CT (t)x0 =∑∞n=−∞ aneint which may not converge uniformly.
We know, by the standard results in the theory of Fourier series, that we can overcome
the Gibbs overshoot by using Cesáro sums of Fourier series [17]. On the other hand, by the
discussion in Section 2, in terms of our realizations, Cesáro sums correspond to a special
case of δ-sequences. This leads us to investigate, which δ-sequence realizations of a given
periodic function y ∈ L1[0,2π] remove the Gibbs phenomenon totally or at least do not
make it worse.
Alas, there seems to be no universally accepted view on what constitutes the Gibbs
phenomenon. Zygmund [17] defines this phenomenon in the following way. Let a sequence
(fn)
∞
n=0 converge to a function f for x0 < x  x0 + h, say. If for n and 1x−x0 tending to
+∞ independently of each other, lim supfn(x) > f (x+0 ) or if lim inffn(x) < f (x+0 ), then
fn presents Gibbs’s phenomenon in the right-hand neighborhood of x0. The definition is
similar for the left-hand neighborhood. But, for example, in the book of Bachman et al. [1],
the Gibbs phenomenon is merely characterized by the overshoot in the partial sums of
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definitions, Zygmund’s is obviously the more general. However, the one of Bachman et al.
is likely to be sufficiently general in terms of applications. In presenting our results, we
will try to clearly indicate which type of Gibbs phenomenon they are related to.
Theorem 3.5. Let y ∈ L1[0,2π] be a bounded 2π -periodic function, and let CδT (·)x0 be
the output of a δ-sequence realization of y in some Hilbert space H with a polynomially
bounded orthogonal basis (φn)n∈Z. If (δn)n0 satisfies the conditions of Theorem 3.3 then
the Zygmund-type Gibbs phenomenon does not occur for this δ-sequence realization.
Proof. Consider an arbitrary open set (a, b) ⊂ R+. Assume that m  y(t)M for each
t ∈ (a, b). We will show that for each 0 < γ < π , such that the interval (a + γ, b − γ )
is well-defined, there exists an n0 = n0(γ ) ∈ N such that m − γ  δnT (t)x0 M + γ for
each n n0 and t ∈ Iγ , where Iγ = (a+γ, b−γ ). This guarantees that the Zygmund-type
Gibbs phenomenon does not occur [17].
Let 0 < γ < π be such that (a + γ, b − γ ) is well-defined and let t ∈ Iγ . Set
dn(t) = lim
N→∞
N∑
k=−N
δn(φk)e
ikt , t ∈ R. (3.11)
Now, by periodicity and the proof of Theorem 3.3
δnT (t)x0 = 12π
[ γ∫
−γ
dn(τ )y(t − τ ) dτ +
2π−γ∫
γ
dn(τ )y(t − τ ) dτ
]
. (3.12)
If τ ∈ (−γ, γ ), then t − τ ∈ (a, b) and so
m
2π
γ∫
−γ
dn(τ ) dτ 
1
2π
γ∫
−γ
dn(τ )y(t − τ ) dτ  M2π
γ∫
−γ
dn(τ ) dτ (3.13)
because dn(t) is a nonnegative function for each n (see the proof of Theorem 3.3). Addi-
tionally, by periodicity and the proof of Theorem 3.3,
lim
n→∞
1
2π
γ∫
−γ
dn(τ ) dτ = lim
n→∞
1
2π
γ∫
−γ
dn(τ ) dτ + 0 (3.14)
= lim
n→∞
1
2π
γ∫
−γ
dn(τ ) dτ + lim
n→∞
1
2π
2π−γ∫
γ
dn(τ ) dτ (3.15)
= lim
n→∞
1
2π
2π∫
dn(τ ) dτ = 1. (3.16)0
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negative constant P we have that
0 lim
n→∞
∣∣∣∣∣ 12π
2π−γ∫
γ
dn(τ )y(t − τ ) dτ
∣∣∣∣∣ P limn→∞ 12π
2π−γ∫
γ
dn(τ ) dτ = 0. (3.17)
In conclusion,
∀1 > 0 ∃n1 ∈ N such that n n1
⇒ −1 < 12π
2π−γ∫
γ
dn(τ )y(t − τ ) dτ < 1, (3.18)
∀2 > 0 ∃n2 ∈ N such that n n2 ⇒ 12π
γ∫
−γ
dn(τ ) dτ < 1 + 2, (3.19)
∀3 > 0 ∃n3 ∈ N such that n n3 ⇒ 12π
γ∫
−γ
dn(τ ) dτ > 1 − 3, (3.20)
and so for any sufficiently large n ∈ N, m − 3m − 1  δnT (t)x0 M + 2M + 1 for
t ∈ Iγ . The result now follows by a suitable choice of 1, 2, and 3. 
In some cases, it may be sufficient to know that the output of a δ-sequence realization
of a periodic function does not present a worse Gibbs phenomenon than the partial sums
of its ordinary Fourier series would do. In what follows, we give a sufficient condition for
this. To be able to do this, we need two lemmas.
Lemma 3.6. Let H be a Hilbert space with a polynomially bounded orthogonal basis
(φn)n∈Z. If (δn)n0 is a δ-sequence of type (H,φn) that satisfies the condition (2.9), then
supn0,k∈Z |δn(φk)| < ∞.
Proof. Since δn(φk) = δn(φ−k) for each k ∈ Z, it suffices to consider the case k  0.
Then for each p ∈ N and n  0 we have that |δn(φk)|  [∑k+pr=k |δn(φr) − δn(φr+1)|] +|δn(φk+p+1)|. Hence by the properties of δ-sequences, |δn(φk)|  ∑∞r=k |δn(φr) −
δn(φr+1)|∑∞r=0 |δn(φr)−δn(φr+1)|. But this and (2.9) imply that supn0,k∈Z |δn(φk)| <∞. 
Lemma 3.7. Let y ∈ L1[0,2π] be a 2π -periodic function represented as the Fourier se-
ries (2.1), with (an) ∈ 1. Let CδT (·)x0 be the output of a δ-sequence realization of y
in some Hilbert space H (with a polynomially bounded orthogonal basis (φn)n∈Z). Then
δnT (t)x0 → y(t) uniformly for t  0 as n → ∞.
Proof. Let supn,k |δn(φk)|  M < ∞ (cf. Lemma 3.6). Denote the partial sums of the
Fourier series of y by SNy , so that SNy(t) =∑Nk=−N aneikt . Since (an) ∈ 1, we have that
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be so large a number that
sup
t0
∣∣SNy(t)− y(t)∣∣< 3 and
∑
|k|>N
|ak| < 3M . (3.21)
By the properties of δ-sequences, limn→∞ δn(φk) = 1 for each k ∈ Z. Hence there exists a
nˆ ∈ N such that
sup
t0
∣∣∣∣ ∑
|k|N
ake
ikt
[
δn(φk)− 1
]∣∣∣∣ ∑
|k|N
|ak|
∣∣δn(φk)− 1∣∣< 3 ∀n nˆ. (3.22)
Then since δnT (t)x0 = limM→∞∑Mk=−M δn(φk)akeikt ,∣∣δnT (t)x0 − y(t)∣∣

∣∣δnT (t)x0 − SNy(t)∣∣+ ∣∣SNy(t)− y(t)∣∣ (3.23)

∣∣∣∣ ∑
|k|N
ake
ikt
[
δn(φk)− 1
]+ ∑
|k|>N
δn(φk)ake
ikt
∣∣∣∣+ ∣∣SNy(t)− y(t)∣∣ (3.24)
<
∣∣∣∣ ∑
|k|N
ake
ikt
[
δn(φk)− 1
]∣∣∣∣+ ∑
|k|>N
|ak|
∣∣δn(φk)∣∣+ 3 (3.25)
<

3
+
∑
|k|>N
M|ak| + 3 <  (3.26)
for n nˆ. In conclusion, δnT (t)x0 → y(t) uniformly for t  0 as n → ∞. 
Theorem 3.8. Let y be a 2π -periodic piecewise C1 function with precisely one jump dis-
continuity over its period, say, at the point t = t0 ∈ [0,2π). Let CδT (·)x0 be the output
of a δ-sequence realization of y in some Hilbert space H (with a polynomially bounded
orthogonal basis (φn)n∈Z). If (δn)n0 satisfies
sup
nN
∞∑
k=0
∣∣δn(φk)− δn(φk+1)∣∣ 1 (3.27)
for some N ∈ N, then the Gibbs overshoot of Bachman et al. present in this δ-sequence
realization is not worse than it would be if Cδ = C, the ordinary pointwise evaluation
operator in H (see (2.8)).
Proof. Denote J = 12 [y(t+0 )− y(t−0 )], and set
f (t) =
{
J, t ∈ [0,π),
−J, t ∈ [π,2π), (3.28)
extended 2π -periodically to the whole R. It is readily verified that the function
v(t) =
{
y(t)− f (t − t0), t = t0,
1[y(t+)+ y(t−)], t = t , (3.29)2 0 0 0
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of v, it is clear by the standard results in Fourier analysis [1], that (cn) ∈ 1. Then by
linearity and Lemma 3.7, the function f is solely responsible for causing the (possible)
Gibbs overshoot in limn→∞ δnT (·)x0 near t = t0. More precisely, if limn→∞ δnT (·)x1 is
the output of the corresponding δ-sequence realization of f , then the Gibbs phenomenon in
limn→∞ δnT (·)x0 near t = t0 is precisely the same as that in limn→∞ δnT (·)x1 near t = t0.
Let SNf denote the partial sums of the Fourier series of f such that SNf (t) =∑N
k=−N bkeikt where bk are the Fourier coefficients of f . Now suppose that for a given
interval (0, a), a > 0, and a given  > 0 there is a kˆ ∈ N such that |Skf (t)| < |J | +  for
k  kˆ and t ∈ (0, a). We will show that for any γ > 0, |δnT (t)x1| < |J | +  + γ for every
sufficiently large n and every t ∈ (0, a).
By the proof of Theorem 2.4, we know that
δnT (t)x1 =
kˆ∑
k=0
[
δn(φk)− δn(φk+1)
]
Skf (t) +
∞∑
k=kˆ+1
[
δn(φk)− δn(φk+1)
]
Skf (t).
(3.30)
Now, by the same line of reasoning as in the proof of Lemma 3.7, for each γ > 0 there
exists an n0 ∈ N such that |∑kˆk=0[δn(φk) − δn(φk+1)]Skf (t)| < γ for n  n0 and each
t ∈ (0, a). Additionally, for each t ∈ (0, a),∣∣∣∣∣
∞∑
k=kˆ+1
[
δn(φk)− δn(φk+1)
]
Skf (t)
∣∣∣∣∣

∞∑
k=kˆ+1
∣∣δn(φk)− δn(φk+1)∣∣∣∣Skf (t)∣∣ (3.31)
<
(|J | + ) ∞∑
k=kˆ+1
∣∣δn(φk)− δn(φk+1)∣∣ |J | +  (3.32)
for nN by the assumption (3.27). Hence for nmax{n0,N}, we have that |δnT (t)x1| <
|J | +  + γ for t ∈ (0, a) and so the Gibbs overshoot of Bachman et al. in the δ-sequence
realization of f in the right-hand neighborhood of the origin is not worse than it would be
if Cδ = C. The left-hand neighborhood is dealt in a similar way. 
Note that the condition (3.27) of the previous theorem is easily verified, since the use
of δ-sequences in the process of realization altogether requires the condition (2.9) to be
satisfied. We also remark that the result can clearly be generalized for functions with a
finite number of jump discontinuities over the period.
4. Remarks on the realization of periodic distributions
It was pointed out in Section 3.1 that the realization construction we have used in this
paper in fact allows the periodic signal to be realized to have polynomially increasing
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quences of Fourier coefficients, we are no longer constructing realizations for periodic
functions but for periodic distributions. Since any 2π -periodic distribution in P ′ (see, e.g.,
[9]) has a Fourier series representation ∑∞n=−∞ aneint in which |an| M|n|p for some
p ∈ N, M > 0 and any n ∈ Z \ {0}, our framework of realization fits this scene well—apart
from the observation process.
It is well known that distributions do not generally possess point values in the same
sense as functions do. However, thus far we have only used either the point evaluation at
the origin or its extension as the observation operator of a realization (1.1). In this section
our aim is to construct observation operators which resemble the point evaluation at the
origin so that the results of Section 3.1 together with such an observation operator could
be used to provide a realization for a given periodic distribution in P ′. In this context, a
realization for a periodic distribution is to be understood as a system (1.1), in which the
output function represents the distribution to be realized in some sense. Essentially we
want a “function approximation for a given distribution.” By the above discussion, we are
done once we can, in some sensible way, assign point values to distributions.
The reader is advised that in this section our aim is not to conduct a throughout study of
the realization of periodic distributions. Instead, in the spirit of the rest of this article, we
want to demonstrate the effect of the chosen way to represent point evaluation on the class
of signals we can realize.
4.1. The concept of a distributional pointwise value
In this subsection, we present the definition of a pointwise value for a (Schwartz) dis-
tribution due to Łojasiewicz [6,14]. After doing this, we state a result quoted in [6] that
provides a useful characterization for these pointwise values.
Definition 4.1. Let f ∈D′ be a distribution and t0 ∈ R. We say that f has the distributional
value γ at t = t0, and write f (t0) = γ in D′ if
lim
→0
〈
f (t0 + ·),φ(·)
〉= γ
∞∫
−∞
φ(t) dt ∀φ ∈D, (4.1)
where f (· + t0) and f (·) are obviously defined via the operations of translation and dila-
tion.
Theorem 4.2. f (t0) = γ in D′ if and only if there exists a distribution F continuous in the
neighborhood of t0 for which DkF = f (k is a nonnegative integer) and for which
lim
t→t0
k!F(t)
(t − t0)k = γ. (4.2)
It is clear that if f is a continuous function (more precisely, a distribution determined
by a continuous function), then f has distributional values everywhere and these values
coincide with the ordinary values of f . Furthermore, by Theorem 4.2, if f ∈ L1[0,2π]
and if t0 ∈ (0,2π) is a Lebesgue point [8] of f such that limt→0+ 1
∫ t+t0 f (σ) dσ =
t t0
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∫ t+t0
t0
f (σ) dσ = γ , we have that f (t0) = γ in D′ also. In general, the distri-
butional value of an f ∈ D′ at t = t0 represents, in a sense, the average value of f in the
vicinity of the point t0.
Even though we now have a concept of a distributional point value at our disposal,
neither Definition 4.1 nor Theorem 4.2 provides a ready means to construct an observation
operator for a system (1.1). The former involves operations on testing functions, which are
cumbersome—if not impossible—to incorporate in the observation. On the other hand, in
the latter there is the generally unknown constant k.
In the following two subsections, we present concrete linear operators C from some
space of periodic distributions (to be fixed in the realization) to the complex numbers such
that Cf = γ ∈ C if f (0) = γ in D′. However, we first conclude this subsection with an
example to illustrate the fact that the above concept of a distributional point value in fact
allows the realization of certain singular distributions.
Example 4.3. Consider the distribution Tf defined by the real function f (t) = |t|−α ×
sin |t|−β for β > 0 and α ∈ R arbitrary. It has been shown by Łojasiewicz [11] that even
though f is not locally integrable in the neighborhood of t = 0 (Tf is a singular distribu-
tion), f can be written in terms of distributional derivatives of a locally integrable function,
and that Tf (0) = 0 in D′.
Now define g(t) = f ( t−π
π
) for 0  t < 2π and extend it to the whole of R+ 2π -
periodically. Then g is continuous except at the points (2n + 1)π , n  0, about which
it is not even locally integrable. Hence g does not have a Fourier series representation
in the classical sense. However, by the above comments, there is a p ∈ N and such that
g = DpG (in the sense of distributions) for some periodic and continuous function G.
So g has a Fourier series representation
∑∞
k=−∞ akeikt in the sense of distributions, with
|an|Q|n|p for some constants Q> 0, p ∈ N and each n ∈ Z \ {0}.
By the continuity of g at points t = (2n + 1)π , n  0, and the above discussion, g(t)
exists as a distributional point value for every t  0. Hence, if we are able to construct
an observation operator C such that Cf = γ whenever f (0) = γ in D′, the results of
Section 3.1 yield a realization (1.1) for g.
4.2. A generalization of the Initial Value Theorem for Laplace transformations of
distributions
The first candidate for an observation operator is obtained by generalizing the well-
known Initial Value Theorem for Laplace transformations [4] to the realm of distributions.
The generalization will be made in terms of the pointwise values of distributions, and the
essential content of our result is that if a Laplace transformable distribution [16] f has a
value γ at the origin, i.e., f (0) = γ in D′, then lims→∞ sL(f )(s) = γ , where L denotes
the (distributional) Laplace transformation. To prove this result, we need a lemma, which
trivially yields the classical Initial Value Theorem (see, for example, [4, p. 226]).
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sical) Laplace transformation L(f )(s) exists for all 
(s) > β , for some β ∈ R. If
lim
t→0+
f (t)
tλ
= A (4.3)
with A an arbitrary complex constant and λ ∈ C such that 
(λ) > −1, then
lim
s→∞ s
λ+1L(f )(s) = AΓ (λ+ 1), (4.4)
where Γ denotes the Gamma-function.
We now proceed to the main result of this subsection. Besides its connection to the
realization theory, we believe it is also of independent interest.
Theorem 4.5. Let f ∈D′ be a Laplace transformable distribution with supp(f ) ⊂ [0,∞).
If f (0) = γ in D′ then lims→∞ sL(f )(s) = γ .
Proof. According to Theorem 4.2, there exists a distribution F continuous in the neigh-
borhood of the origin for which DmF = f in the sense of D′ (m is a nonnegative integer)
and for which
lim
t→0
m!F(t)
tm
= γ. (4.5)
Now, F is a distribution defined by a continuous function in some interval (−a, a). Let
0 < d < a. Then in [0,∞), F can be decomposed as F = F1 + F2 such that supp(F1) ⊂
[0, d] and supp(F2) ⊂ [d,∞). In (−∞,0), DmF = 0, because supp(f ) ⊂ [0,∞).
Since F1 is a distribution defined by a compactly supported continuous function, it is
Laplace transformable (also in the classical sense). Moreover, its distributional and classi-
cal Laplace transformations coincide [16]. By the results concerning distributional Laplace
transformations [16], we have that L(DmF1)(s) = smL(F1) for each sufficiently large

(s). Finally, since
lim
t→0
m!F(t)
tm
= lim
t→0+
m!F1(t)
tm
= γ. (4.6)
Lemma 4.4 implies that lims→∞ sm+1L(F1)(s) = γ .
Since supp(F2) ⊂ [d,∞), we also have that supp(DmF2) ⊂ [d,∞). The Laplace trans-
formability of f implies the Laplace transformability of DmF2, because f = DmF =
DmF1 + DmF2. Now, for each Laplace transformable distribution g with support in
T  t < ∞ (T > −∞), there exists a half plane 
(s)  c and a polynomial P for
which |L(g)(s)| e−
(s)T P (|s|) for 
(s) c [16]. The combination of these facts yields
|L(DmF2)(s)| e−
(s)dQ(|s|), where Q is a polynomial and 
(s) is sufficiently large.
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lim
s→∞ sL(f )(s) = lims→∞ s
[L(DmF1)(s)+L(DmF2)(s)]
= lim
s→∞ s
m+1L(F1)(s) = γ.  (4.7)
We remark that if supp(f ) is compact, then f is Laplace transformable [16, p. 227] and
for b > 0,
L
[ ∞∑
n=0
f (· − nb)
]
(s) = L(f )(s)
1 − e−bs , 
(s) > 0. (4.8)
Hence at least in the case of periodic distributions defined by functions (as in, e.g., Exam-
ple 4.3), the observation operator in the realization could be
C = lim
s→∞ sL(H·)(s) (4.9)
with a suitable domain of definition. Here H is the Heaviside function, which is needed
only to ensure that the support condition of Theorem 4.5 is always satisfied. We remark that
in this case the realization (cf. Section 3.1) must be constructed in some Sobolev space of
periodic distributions because Laplace transformation is obviously not defined in general
Hilbert spaces. This, however, does not cause any difficulties, as the Sobolev space Hsper
[9] can be obtained as a special case of our space Hs .
4.3. Distributional point values and the limits of δ-sequences
In Sections 2 and 3, the limit operators (in the sense of Definition 2.3) of certain
δ-sequences were used to extend the pointwise evaluation operator in an abstract Hilbert
space. It is a peculiar fact that some of such δ-sequences—in particular, their limits—can
be used to yield distributional pointwise values too. In this subsection, we briefly show
how this is done and consequently obtain another possible candidate for an observation
operator for a system which should realize a given periodic distribution.
Let (rn)n0 ⊂ [0,1) be a sequence such that rn → 1− as n → ∞. Then in a Hilbert
space H , with a polynomially bounded orthogonal basis (φk)k∈Z, the sequence (δn)n0
of bounded linear functionals, with δn = limM→∞∑Mk=−M r |k|n 〈·,φk〉〈φk,φk〉 , is a δ-sequence. It
is evident that if we use the limit Cδ of this δ-sequence as the observation operator of a
δ-sequence realization, we are essentially dealing with Poisson–Abel sums. In fact, follow-
ing the notation of Section 3, if y ∈L1[0,2π] is given by the Fourier series (2.1), the output
of its δ-sequence realization is CδT (t)x0 where δnT (t)x0 = limM→∞∑Mk=−M r |k|n akeikt .
The next theorem of Walter [14] connects the Poisson–Abel summability and the distribu-
tional pointwise values.
Theorem 4.6. Let f be a periodic distribution represented by the Fourier series∑
k∈Z akeikt . If f (t0) = γ in D′ then the Fourier series is Poisson–Abel summable to
γ at the point t = t0.
100 E. Immonen / J. Math. Anal. Appl. 300 (2004) 79–101This result indicates that the observation operator C in (1.1b), which should—in anal-
ogy to the previous sections—correspond to the (distributional) point evaluation, could be
chosen to be C = Cδ , (δn)n0 being the above Poisson–Abel type δ-sequence. The domain
of definition of C would then be a suitable subspace of the space of periodic distributions.
5. Conclusions
In this article, we have studied the effect of the chosen representation of a point value
(and point evaluation) on the class of periodic signals realizable using a certain type of
infinite-dimensional system. By appropriately representing the point evaluation at the ori-
gin in an abstract Hilbert space, we have been able to give a complete characterization of
its extensions via certain limit operators of suitable δ-sequences. The use of these limit
operators of δ-sequences in the realization of periodic signals has also been studied in this
article. We have also investigated how their use affects the convergence properties of the
realizations; in particular, we have considered the rate and character of convergence and
the removal of the Gibbs phenomenon. As still a further demonstration of the significance
of the chosen concept of a point value, we have discussed the use of distributional point
values in the realization of periodic distributions.
The possible applications of this work lie in modern control theory, where it is a com-
mon task to be able to (asymptotically) track or reject periodic signals. According to the
well-known internal model principle this goal can only be achieved if the control system
encapsulates a realization of the signal to be tracked or rejected.
Further research on the topic could concentrate on creating a concise theory of re-
alization for periodic distributions. Also some finite-dimensional approximations for the
realizations constructed in this paper would be feasible, since in the end, this would reveal
whether for example δ-sequences give any advantages in the real world applications.
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