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Abstract. The collection, storage, management, and anticipation of contextual 
information about the user to support decision-making constitute some of the key 
operations in most Ambient Intelligent (AmI) systems. When the instructor has a 
computer-based class it is often difficult to confirm if the students are working in 
the proposed activities. In order to mitigate problems that might occur in an 
environment with learning technologies we suggest an AmI system aimed at 
capturing, measuring, and supervising the students’ level of attentiveness in real 
scenarios and dynamically provide recommendations to the instructor. With this 
system it is possible to assess both individual and group attention, in real-time, 
providing a measure of the level of engagement of each student in the proposed 
activities and allowing the instructor to better steer teaching methodologies. 
Keywords. Ambient Intelligence, Learning Styles, Innovative Scenarios, and 
Attentiveness. 
Introduction 
We live in a global and hyper connected world where technology is present in all 
spheres of life and is the backbone for the transformation of our society, which is in 
permanent change and requires continuous adaptation of the human being to the 
surrounding environment. 
The development of new learning environments, supported by technology, may 
allow improving the learning process but it is also necessary to mitigate problems that 
may occur in an environment with learning technologies. Learning theories provide 
insights into the very complex processes and factors that influence learning and give 
precious information to be used in designing instruction that will produce optimum 
results. The learning models are designed in order to supply to the students with 
practice, evaluation and improvement procedures which will adjust the model [1].  
The teaching process first requires that the instructor creates a pedagogical design 
of the objectives and determines the content to be taught. Second, a pre-assessment is 
used to determine learning abilities. Third, pedagogical procedures are used when 
teaching is initiated. Finally, assessment is applied to determine what learners have 
achieved, and, according to the assessment results, instructors should use feedback to 
determine the cause of ineffective instruction [1, 2]. 
However, for various reasons, students may not be predisposed to learning. 
Moreover, each student has its own particular way of assimilating knowledge, that is, 
his/her learning style. In this sense, and in bigger classes, it is important that the 
instructor has instruments to point out potential distractions (namely in what concerns 
the applications being used by the students) that may indicate a lack of predisposition 
to learning.  
The concept of “big class” may however differ according to the context. In Europe, 
for example, a class with 100 students could be considered big class. However, in 
China, big classes might have 650 students. In classes with these dimensions, the 
instructor has difficulties in assessing the student’s commitment to the tasks during the 
class. 
The goal of this paper is to propose an AmI system, directed at the instructor that 
indicates the level of attention of the students in the class when it requires the use of the 
computer. This AmI system captures, measures, and supervises the interaction of each 
student with the computer (or laptop) and indicates the level of engagement of students 
in the activities proposed by the instructor. When the instructor has big class, he/she 
can visualize in real time the level of engagement of the students in the proposed 
activities and act accordingly when necessary. 
1. State of Art 
There is no universally accepted definition of attention because there is a diversity 
of disciplines that study it. While in the past only psychologists studied attention, it is 
nowadays highly important for other fields like philosophy, chemistry, anatomy, and 
even computational science [3]. With the existence of these multiple sets of disciplines 
that study attention, its definition diverges depending on the field of study. For example, 
we can differentiate the concept of attention in human beings and machines. In humans, 
attention is processed in the brain, while in the machines there is a processor unit with a 
certain memory capacity that will process data. As with the brain, computers should 
analyze more and more data, but unlike the brain they do not or do rarely, “pay 
attention” [3] to the data. That is why an AmI system is proposed: not to replace the 
human being, but to complement it. Attention provides the brain with the capacity of 
selecting the main information and building priority tasks [3]. 
1.1. Attention Concept 
As stated previously, the concept of attention diverges according to the field of study. 
In the psychological field, the first definition of attention was taking possession by the 
mind, in clear and vivid form, of one out of what seem several simultaneously possible 
objects or trains of thought. Its essence is the consciousness of focalization and 
concentration [4]. Most recently, the concept of attention is commonly used either to 
describe the active selection of information from the environment or the processing of 
information from internal sources [5, 6].  
Attention also reduces information by transforming it into a meaningful structure. 
Attention means focusing one thought clearly among one of several subjects or objects 
that may occupy the mind simultaneously. In other words, attention implicitly means to 
cut things to deal effectively with other things [4]. 
1.2. Ambient Intelligence  
The collection, storage, management, and anticipation of contextual information about 
the user to support decision-making constitute some of the key operations in most AmI 
systems.  
An AmI system is an environment in which technology is embedded, hidden in the 
background, sensitive, adaptive and responsive to the presence of people and objects. 
This system also preserves security and privacy while using information when needed 
and with an appropriate context [7].  
In the case of this work, adaptive systems aim at supporting and enhancing a 
student’s learning process [8]. In their supply of adaptability, adaptive systems 
generally consider the student’s knowledge, background, interest, goals, targets and/or 
choices [9].  
2. Architecture 
When students are affected by positive or negative states, they produce different kinds 
of thinking and this might hold important implications on the educational and training 
perspective. When this occurs it would be important to notify and advise the instructor, 
so he/she can be able to dynamically modify the teaching style according to students’ 
feedback signals which include cognitive, emotional and motivational aspects.  
While the student conscientiously interacts with the system and takes his/her 
decisions and actions, a parallel and transparent process takes place in which the AmI 
system uses the information. The architecture of the proposed AmI system, presented 
in Figure 1, depicts the process through which the system operates. It is possible to 
divide it into three major parts: data generating devices, cloud, and client. 
 
Figure 1.Architecture of the system.  
The devices where students work have software that generates raw data. These 
devices store the raw data locally until it is synchronized with the web server in the 
cloud, which occurs at regular intervals (normally 5 minutes). 
The cloud is composed of three layers: storage, analytics, and profile classification. 
In the storage layer the raw data received from the data generating devices is stored in a 
data store engine. The analytic layer provides powerful tools for performing analytics 
and statically analysis in real-time. This layer simplifies the code and limits resources 
requirements. It is important that in this process some values are filtered to eliminate 
possible negative effects on the analysis. The system calculates, at regular intervals, an 
estimation of the general level of performance and attention of each student. 
The profile classification layer is where the indicators are interpreted. For example, 
interpreting data from the attentiveness indicators and build the meta-data, that will 
support decision-making. When the system has a sufficiently large dataset that allows 
making classifications with precision, it will classify the inputs received into different 
attention levels in real-time. 
This layer has access to the current and historical state of the group from a global 
perspective, but it can also refer to each student individually, creating each student 
learning profile.  
Profile classification is also a very important aspect to have control of since it 
allows carrying out analyses within longer time frames. This information will be used 
by another sub-module, the affective adaptive agent, to provide relevant information to 
the platform and to the mentioned personalization module. 
Finally, the Client layer is developed as a web app with intuitive and visual 
representation (diagrams and other graphical tools) of the attentiveness states of the 
group and each student, abstracting from the complexity of the data level where they 
are positioned. At this point, the system can start to be used by the people involved, 
especially the instructor, who can better adapt and personalize teaching strategies. With 
a focus on individual and group performance and using real time analytics, the intuitive 
visual tools suggest and facilitate decision-making and student management. The actual 
quantification of the students’ attention is displayed in the visualization layer, and can 
be used to personalize instruction according to the specific student, enabling the 
instructor to act differently with different students, and also to act differently with the 
same student, according to his/her past and present level of attention. 
2.1. Data Acquision 
The first stage in the life cycle of the proposed system takes place in the data 
generating devices, which was designed and implemented using a logger application 
developed in previous work [9]. The data collected by the logger application 
characterizing the students’ interaction patterns is aggregated in a server to which the 
logger application connects after the student logs in.  
The privacy of the students is ensured, since the necessary data that is collected in 
the registration process are an ID that does not identify the student, password, and 
gender. Furthermore, the privacy issues of the system are assured, since the instructor 
will only have access to the final results on the level of attention. 
This application runs in the background, which makes the data acquisition process, 
a completely transparent one from the point of view of the student. It collects data from 
the students’ interaction with the mouse and the keyboard, which act as sensors.  
The Mouse and Keyboard Sensing layers are responsible for capturing information 
describing the behavioral patterns of the students while interacting with the peripherals. 
Table 1 describes the features extracted from the use of the mouse and the keyword.  
These data are further processed, stored and then used to calculate the values of the 
behavioral biometrics. Mouse movements and keyboard usage patterns can also help 
predict the state of mind of the user [11, 12].  
Table 1. Data acquisition features. 
Symbol Feature Description 
Mouse Events 
mv Mouse Velocity The distance travelled by the mouse (in pixels) over the time (in milliseconds). 
ma Mouse Aceleration The velocity of the mouse (in pixels/milliseconds) over the time (in milliseconds). 
cd Click Duration the timespan between MOUSE_UP events, whenever this timespan is inferior to 200 milliseconds. 
tbc Time Between Clicks 
the timespan between two consecutive MOUSE_UP and 
MOUSE_DOWN events, i.e., how long did it took the individual to 
perform another click. 
dbc Distance Between Click 
represents the total distance travelled by the mouse between two 
consecutive clicks, i.e., between each two consecutive MOUSE_UP 
and MOUSE_DOWN events. 
ddc Duration Distance Clicks the time  between  consecutive MOUSE_UP and MOUSE_DOWN events. 
edbc Excess Distance Between Clicks 
represents the excess total distance travelled by the mouse between 
two consecutive clicks, i.e., between each two consecutive 
MOUSE_UP and MOUSE_DOWN events. 
aedbc Absolute Excess Distance Between Click 
this feature measures the average distance of  the excess total 
distance travelled by the mouse between two consecutive clicks, i.e., 
between each two consecutive MOUSE_UP and MOUSE_DOWN 
events. 
asdbc Absolute Sum Distance Between Clicks 
this feature measures the average sum of distance that the 
mouse travelled between each two consecutive MOUSE_UP and 
MOUSE_DOWN events. 
dplbc Distance Point to Line Between Clicks 
this feature will compute the distance between two consecutive 
MOUSE_UP and 
MOUSE_DOWN events. 
adpbc Absolute Distance Point Between Clicks 
this feature will compute the average distance between two 
consecutive MOUSE_UP and MOUSE_DOWN events. 
Keyword Events 
kdt Key Down Time the timespan between two consecutive KEY_DOWN and KEY_UP events. 
tbk Time Between Keys the timespan between two consecutive KEY_UP and KEY_DOWN events 
kdtv Key Down Time Velocity The times that two consecutive keys are press 
Asides from this information, which describe the interaction of the student with the 
computer, the system also registers the application usage by recording the timestamp in 
which each student switched to a specific application, by recording a tuple in the form 
(Id, Username, Timestamp, [AppName, Timestamp]). 
Once information about the individual’s attention exists in these terms, it is 
possible to start monitoring attentiveness in real-time and without the need for any 
explicit or conscious interaction. This makes this approach especially suited to be used 
in learning activities in which students use computers, as it requires no change in their 
working routines. This is the main advantage of this work, especially when compared 
to more traditional approaches that still rely on questionnaires (with issues concerning 
wording or question construction), special hardware (that has additional costs and is 
frequently intrusive) or the availability of human experts. 
The Analytic layer detailed in Figure 1 is responsible for processing the data 
received from the storage layer in order to transform this data into the metrics presented. 
It is important to state that in this process some values representing outliers are filtered 
to eliminate possible negative effects on the analysis (e.g. a key pressed for more than a 
certain amount of time). The system receives this information in real-time and 
calculates, at regular intervals, an estimation of the general level of performance and 
attention of each student. 
3. Results 
The collected data were analyzed in two different ways.  First, a general analysis is 
carried out with the aim of searching for group trends, i.e., behaviors common to a 
significantly large slice of students. Secondly, an individual analysis is made, in order 
to compare the different moments. 
In the first step, the AmI system counts the number of interactions with the 
keyboard and the mouse in order to determine each data length student in each class. In 
this step it is possible to verify the mouse and keyboard activity of each student in the 
class which depends on the subjects that are applied in the class.  
In the second step, the AmI system goes through the list of pairs and measures the 
time during which a window was active. Often there are cases in which the student 
doesn’t change applications for a large extended period of time. In this case, which are 
represented by a pair with an empty AppName, the time is added to the last known 
AppName (since this means that the student is still interacting with it).  
The level of attention of each student is quantified in step 3. However, in the 
beginning it is necessary that the instructor defines the task-related applications that the 
students will use during the class. The team administrator uses a graphical interface to 
set rules such as “starts with Google” or “Contains the word Code” which are then 
translated to regular expressions that are used by the algorithm to determine which 
applications are and are not work-related. In this sense it is necessary to measure the 
amount of time in each interval, that the student spent interacting with task-related 
applications. By default, applications that are not considered task-related are marked as 
“others” and count negatively towards the quantification of attention. When the student 
uses an application that does not match any of the known rules for a specific task, the 
application name is saved so that the instructor can later decide if a new rule should be 
created for it. The instructor may also determine the regular intervals at which attention 
is calculated.  
Several interesting functionalities can be implemented with this approach, which 
provides valuable information to improve the instructor’s decision-making process. 
Figure 2 shows the output of the evaluation of attention of a specific student, which 
allows the instructor to assess the temporal evolution of attention. These results 
consider the entire length of a class and give the percentage of time spent in task-
related or other applications, for each student.  
A system with these characteristics is a powerful tool in very different spheres, 
including administrative, academics or any environment in which people operate with 
computers.  
In order to validate the proposed system, we have implemented it for the last past 
months in Caldas das Taipas High School, located in northern Portugal. In the 
Portuguese academic context, this system gains increased importance as current 
policies move towards the creations or larger classes, which make it increasingly 
difficult for the instructor to individually address each student. In this section we show 
tools supported by this system that, when at the disposal of the instructors, may allow 
to: 
• Identify in real time oscillations in attention level, improving decision-making 
concerning aspects like breaks or when the student leaves the class; 
• Decide in real time in which student to focus, according to their level of 
attention; 
• Evaluate, a posteriori which contents are more likely for the students and 
which contents are predisposed to create distractions, providing a change for 
improvement.  
 
Figure 2.Detail of evaluation of attention for a specific student. 
All these data collection processes will allow us to assess the influence on attention 
of aspects such as the time of the day, breaks, class contents, class objectives, among 
others. 
As an example, we briefly analyzed the data collected for two different classes. In 
the first class a bells-letters class (12F) and in the second class a vocational class (12I). 
The subject of both classes was the same: a game programming application to teach 
algorithms. The conditions for both classes were the same and the task required the use 
of an application named “code.org” and Microsoft Word. 
Figure 3 allows the instructor to analyze at the end of the class, the amount of time 
that each student spent at the computer (Task Duration) as well as the amount (and 
percentage) of time that each student devoted to work and to other activities. This is 
important for the instructor to perform a self-evaluation of how the class took place. 
The students of the belles-letters class have IDs between T2230001 and T2230014 
while the students of the vocational class have IDs between T2210001 and T2210012. 
 
Figure 3.The task duration and the amount of time that each student in the class spent interacting with the 
computer and the amount of actual work versus the amount spent interacting with other applications. 
If necessary, the instructor may also click on a student in order to analyze the 
temporal evolution of his/hers attention. Figure 4 shows the evolution of attention for 
two specific students of each class described previously. 
 
Figure 4. Temporal evolution of attention in two different students in different class. 
The instructor may also find it very important to assess in real time or a posteriori, 
the evolution of attention of the whole class. In order to obtain this visual 
representation, the instructor may select which group of students to compare. Figure 5 
shows the global evolution of attention in the vocational class (a) and bells-letters class 
(b). This graphical representation is built combining data from the students in each 
class and computing a running average.  
 
Figure 5.Temporal evolution in two class in the same situations. (a) vocational class 12I and (b) belles-letters 
class 12F. 
4. Discussion and Future Work 
The work developed so far resulted in a very useful system for the instructors to 
monitor, in real-time, the level of attention of their students. However, a limitation was 
also identified that happens whenever a student opens an application that is not task-
related and does not interact with the computer anymore until the end of the task. In 
such a case, and according to the collected data, the student’s attention during the class 
is quantified at 0%. Similarly, if the student opens a task-related application and does 
not interact with the computer after that, the user's attention will be classified as 100% 
when he is most likely not even at the computer. These cases must, evidently, be 
pointed out. In order to address this issue, the system must not only consider the 
amount of time that each student devoted to the task and to other activities, but also the 
amount of interaction with the mouse and the keyword.  
To address this limitation, in future work we will implement a tighter integration 
between the quantification of attention and the analysis of interaction patterns. These 
interaction patterns allow knowing all the actions that each user performed with the 
mouse or the keyboard, and at what time. We will thus define a new feature that will 
quantify the level of activity of each user throughout time. This new feature will allow 
a more contextualized analysis of attention, improving the performance of its 
classification and quantification. 
The door is thus open to allow a better analysis of the students’ profile, taking into 
account their individual characteristics, and to propose new strategies and actions. By 
providing instructors with access to this information, we will allow them to better 
manage their interactions with the students, namely by pointing out the most 
problematic cases of inattention in real-time. 
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