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Abstract
We consider space discretizations of the matrix Zakharov-Shabat AKNS scheme,
in particular the discrete matrix non-linear Scrhro¨dinger (DNLS) model, and the
matrix generalization of the Ablowitz-Ladik (AL) model, which is the more widely
acknowledged discretization. We focus on the derivation of solutions via local
Darboux transforms for both discretizations, and we derive novel solutions via
generic solutions of the associated discrete linear equations. The continuum ana-
logue is also discussed, and as an example we identify solutions of the matrix NLS
equation in terms of the heat kernel. In this frame we also derive a discretization
of the Burgers equation via the analogue of the Cole-Hopf transform. Using the
basic Darboux transforms for each scheme we identify both matrix DNLS-like and
AL hierarchies, i.e. we extract the associated Lax pairs, via the dressing process.
We also discuss the global Darboux transform, which is the discrete analogue of
the integral transform, through the discrete Gelfand-Levitan-Marchenko (GLM)
equation. The derivation of the discrete matrix GLM equation and associated
solutions are also presented together with explicit linearizations. Particular em-
phasis is given in the discretization schemes, i.e. forward/backward in the discrete
matrix DNLS scheme versus symmetric in the discrete matrix AL model.
1 Introduction
Non-linear Schro¨dinger-type systems (AKNS scheme) are the most well studied inte-
grable hierarchies (see for instance [1]–[10] and references therein). Both continuum
and discrete versions [11]–[14] have been widely studied from the point of view of the
inverse scattering method or the Darboux and Zakharov-Shabat (ZS) dressing meth-
ods [2]–[10], [15]–[20], yielding solutions of hierarchies of integrable non-linear PDEs
(ODEs) as well as hierarchies of associated Lax pairs. In this investigation we are fo-
cusing on space discretizations of the NLS-type hierarchy. Specifically we consider two
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versions of the generalized semi-discrete NLS-type hierarchies: 1) the discrete system
introduced in [13, 14] (DNLS), which is the natural discretization of the NLS model
(AKNS more generally), as will be transparent below. 2) The generalized AL model
(see e.g. [4, 11, 12]), which is the widely studied version, although not the most natural
discretization from the algebraic point of view.
More precisely, our main aim is the study of the Gr(N|N +M) Grassmannian
extension of the DNLS hierarchy and the AL model (see [13, 14] and [11, 12], [15]–
[20], see also [4] for a detailed list of references on NLS and AL models as well as
their multi-component generalizations). Generalized local [5] and global Darboux type
[2, 4] transformations are employed in order to identify solutions of the associated
hierarchies of the nonlinear ODEs as well as produce the semi-discrete hierarchies,
(regarding the continuous generalizations we refer the interested reader to [4, 7, 10]).
The proposed DNLS-type hierarchy, we are most interested in in this study, provides in
fact a discretization scheme of the matrix AKNS scheme [1]; indeed discrete generalized
versions of the mKdV and mKP naturally arise in this frame. It is also worth noting
that to our knowledge this is the first time that generic solutions for the DNLS hierarchy
are systematically derived, as the majority of the studies on the discretization of AKNS
refer to the AL model. Note also that the DNLS hierarchy (see [14] and references
therein) is a natural integrable version of the discrete-self-trapping (DST) equation
introduced and studied in [21] to model the nonlinear dynamics of small molecules,
such as ammonia, acetylene, benzene, as well as large molecules, such as acetanilide.
It is also related to various physical problems such as arrays of coupled nonlinear
wave-guides in nonlinear optics and quasi-particle motion on a dimer among others.
The fundamental object in our approach is the Lax operator, i.e. given the Lax
operator and implementing the dressing method we will be able to identify all the mem-
bers of the two distinct discrete hierarchies. We should note that numerous studies
from the Hamiltonian point of view [22] in the case of periodic as well as generic inte-
grable boundary conditions (see for instance [23, 24]) exist. The algebraic description
allows the computation of the time components of the Lax pairs of the hierarchy via the
fundamental Semenov-Tian-Shansky formula [25], that involves the r and L matrices.
This universal formula has been extended in the case of open boundary conditions [26],
as well as at the quantum level [27]. Algebraically speaking the Lax operators of the
two schemes, DNLS and AL, are representations of two distinct deformed algebras: the
DNLS model is associated to the classical Yangian (rational) r-matrix similarly to the
continuous NLS model, while the AL model is associated to a trigonometric r-matrix.
Similarly, at the quantum level DNLS corresponds to coupled quantum harmonic oscil-
lators and is a representation of the Yangian [14], whereas the quantum AL or q-boson
model [12, 28] corresponds to deformed harmonic oscillators and is associated to the
Uq(sl2) R matrix [29].
Let us focus here on the classical case, and discuss in more detail the Hamilto-
nian/algebraic description for both the scalar DNLS and AL models, and illustrate
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how the DNLS scheme is the more natural discretization from the algebraic viewpoint
compared to the AL one. The Lax operator for both models satisfies Sklyanin’s bracket
[22]: {
L(λ)⊗
,
L(µ)
}
=
[
r(λ − µ), L(λ)⊗ L(µ)
]
, (1.1)
λ, µ are spectral parameters, r is the classical matrix that satisfies the classical Yang-
Baxter equation. The r-matrix for the classical scalar DNLS model is the sl2 Yangian
matrix. In general, the glk Yangian r-matrix [30] is given as
r(λ) =
1
λ
k∑
i,j=1
eij ⊗ eji (1.2)
where eij are k× k matrices with entries: (eij)kl = δikδjl. The r-matrix for AL model
on the other hand is a trigonometric matrix, a variation of the classical sine Gordon
r-matrix [12, 22]:
r(λ) =
1
sinh (λ)
(
cosh (λ)
2∑
j=1
ejj ⊗ ejj +sinh (λ)
2∑
i6=j=1
eij ⊗ eji+
2∑
i6=j=1
(−1)j−ieii⊗ ejj
)
.
(1.3)
We also recall that the classical Lax operators for the scalar DNLS and AL models are
given by (see e.g. [11, 14, 31])
DNLS model: Ln(λ) =
(
λ+ 1 + xnyn xn
yn 1
)
(1.4)
AL model: Ln(z) =
(
z βˆn
βn z
−1
)
, (1.5)
where z = eλ is the multiplicative spectral parameter.
The Poisson structure (1.1) leads to two distinct algebras at the classical level
[14, 32]:
DNLS:
{
xn, ym
}
= −δnm,
{
xn, xm
}
=
{
yn, ym
}
= 0 (1.6)
AL:
{
βn, βˆm
}
= δnm
(
1− βnβˆm
)
,
{
βn, βm
}
=
{
βˆn, βˆm
}
= 0. (1.7)
The AL model is thus associated to a deformed harmonic oscillator classical algebra
(q-bosons at the quantum level). The generalized DNLS-type hierarchy is associated
to a canonical algebra i.e. the harmonic oscillator model and is immediately associated
to the NLS model for which the corresponding exchange relations satisfied by the
continuous fields uˆ, u are the continuous analogues of (1.6):
{
uˆ(x), u(y)
}
= −δ(x, y).
It is worth noting that the Hamiltonian/algebraic description offers the strongest
statement of integrability at both classical and quantum level, given that it naturally
provides all the charges in involution. However, when deriving solutions of the associ-
ated integrable PDEs (ODEs) it is more efficient to consider the Lax pair picture and
the dressing schemes, and this is precisely the formulation that we are adopting here.
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Let us briefly outline what is achieved in the article:
• In section 2 we introduce the Grassmannian DNLS Lax operator as well as two
fundamental Darboux matrices. Given the L-matrix and the local Darboux trans-
forms [5], we compute the associated integrals of motion, and we also derive cer-
tain solution of the corresponding non-linear ODEs given the specific choice of
the Darboux transform. Employing one of the fundamental Darboux matrices
we also perform the dressing process and we identify the Lax pairs of the hi-
erarchy; explicit expressions for the first few members are presented (up to the
Hamiltonian and the Lax pair for the generalized matrix mKdV equation). In the
Appendix the recursion formula for the conserved quantities is presented together
with the details on the Lax pair of the generalized mKdV equation. Also, the
Poisson structure for the associated fields is extracted by comparing the equations
of motion emerging from the zero curvature condition and from the Hamiltoni-
ans. We derive two types of solitonic solutions, and we also produce explicit
analytic expressions for the two-soliton solution using Bianchi’s permutability
theorem. More importantly, with the use of a Toda type Darboux matrix we
identify generic new solutions (i.e. not only solitonic) of the non-linear ODEs in
terms of solutions of the associated linear equations. Such general solutions are
also discussed in the continuous case, and for the NLS case in particular we show
that they are expressed in terms of the heat kernel. In this context we also derive
a discrete version of the viscous Burgers equation via the discrete analogue of the
Cole-Hopf transform.
• In section 3 we implement the dressing scheme for the Grassmannian AL model
and we extract the Lax pairs for the discretization of NLS as well as solutions via
certain local Darboux transforms (see also e.g. [19] and references therein). We
basically review some already known results, especially regarding the form of the
local Darboux transforms, but also compare with the discretization scheme and
the results of section 2. However, in this case too, we are able to derive general
solutions of the non-linear ODEs in terms of solutions of the associated linear
equations, via a local Darboux transform, and this is the most interesting new
result in this section. We also derive the matrix generalization of the non-linear
network equations (see e.g. [5]).
• In section 4 we introduce the discrete Gelfand-Levitan-Marchenko equation (see
also [4, 5]) emerging from the upper/lower Borel matrix decomposition. We also
introduce the linearizations of both DNLS and AL systems via a forward/backward
discretization scheme associated to DNLS, and a symmetric scheme associated
to AL. In the AL case in the symmetric discretization scheme, analogous results
can be found in [4] via the Inverse Scattering Transform, however the DNLS
scheme we propose in this section i.e. the forward/backward discretization and
linearization scheme is new as far as we know. The corresponding discrete cal-
culus and dispersion relations are also derived. General solutions of the discrete
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GLM equation in terms of solutions of the corresponding linear equations are
then easily extracted.
• In the last section a general discussion about the main findings of this investi-
gation is presented and some open fundamental questions for future studies are
also addressed.
2 The discrete Gr(N|N +M) NLS-type hierarchy
The main aims in this section are: 1) the construction of the integrals of motion
for the semi-discrete DNLS type hierarchy from the power series expansion of the
monodromymatrix; 2) the derivation of the associated Lax pairs for the whole hierarchy
via the dressing Darboux-Ba¨cklund scheme and 3) the identification of solutions of the
emerging integrable non-linear ODEs via suitable choices of Darboux transformations.
In addition to solitonic and multi-solitonic solutions we provide general solutions of
the non-linear ODEs in terms of solutions of the associated linear equations, expressed
as Fourier transforms. Such general solutions are also discussed in the continuous
case, and for the NLS case in particular we show that they are expressed in terms of
the heat kernel. Also, the Poisson structure for the associated fields is extracted by
comparing the equations of motion from the zero curvature condition and the associated
Hamiltonians.
2.1 The Lax pair & the Darboux-Ba¨cklund transform
The Lax pair in semi-discrete models (L, V ) depends on the fields (classical or quan-
tum) and some spectral parameter and satisfies the auxiliary linear problem relations
Ψn+1 = LnΨn (2.1)
∂tΨn = VnΨn, (2.2)
which lead to the discrete equations of motion:
∂tαLn = V
(α)
n+1Ln − LnV (α)n , (2.3)
where the notation above denotes that the Lax pair (L, V (α)) corresponds to the tα
flow.
Our main input is the L-operator for the non-commutative version of the discrete
NLS model (1.4),
Ln(λ) =
(
λI(N ) + Nn Xn
Yn I
(M)
)
, (2.4)
where X is an N ×M matrix, Y an M× N matrix, and N = θI(N ) + XY is an
N ×N matrix, θ is an arbitrary constant. Our aim now is to identify solutions for the
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generalized discrete NLS model by means of suitable Darboux transformations. Let
Mn be the local Darboux transform such that
Ψn = MnΨˆn, (2.5)
both Ψ, Ψˆ satisfy the auxiliary linear problem (2.1), (2.2) with (L, V ) and (Lˆ, Vˆ )
respectively, then it follows:
Mn+1(λ) Lˆn(λ) = Ln(λ) Mn(λ), (2.6)
where Lˆ is of the same form as L but with fields Xˆ, Yˆ . Equation (2.6) can also be
interpreted as a zero curvature condition in the frame of discrete space-time systems
where L can be thought of as the function at some discrete time α and Lˆ as the
function at α+ 1, so the latter represents a discrete time map. Similarly, for the time
components of the Lax pair the transformation (2.5) leads to
∂tαMn = V
(α)
n Mn −MnVˆ (α)n . (2.7)
Having at our disposal the two fundamental Darboux-BT equations we can solve them
and explicitly derive the hierarchy as well as solutions of the associated integrable
non-linear ODEs provided that the form of the transform M is given.
We consider below two types of Darboux transforms:
1. Basic Darboux transform
Mn(λ) =
(
λI(N ) +An Bn
Cn λI
(M) +Dn
)
= λI+Kn. (2.8)
The above will be used to provide the Darboux-BT relations and hence we can
derive in straightforward manner the hierarchy as well as associated solutions.
2. NLS/Toda type Darboux
Mn(λ) =
(
λI(N ) +An Bn
Cn ρI
(M)
)
, (2.9)
where ρ is a constant and for our proposes here will be set equal to zero (Toda-
type Darboux).
The entries of the matrices above are as follows: B is an N ×M matrix, C isM×N ,
A is N ×N and D is M×M.
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2.2 Conserved quantities
We first focus on the derivation of the associated conserved quantities, which are gen-
erated by the transfer matrix defines as
t(λ) = tr
(
T (λ)
)
, T (λ) = LN (λ) . . . L1(λ). (2.10)
It is straightforward to show using also the discrete zero curvature condition:
t˙(λ) = tr
( N∑
n=1
LN . . . L˙n . . . L1
)
= . . . = tr
(
VN+1(λ)T (λ) − T (λ)V1(λ)
)
. (2.11)
The latter expression is zero if we impose periodic boundary conditions VN+1 = V1.
Thus t(λ) =
∑N
k=0
I(k)
λk
is the generating function of the integrals of motion. In partic-
ular, by expanding ln (t) =
∑N
k=0
H(k)
λk
we find the local conserved quantities. We keep
here terms up to fourth order in the expansion of ln (t) and obtain the first few local
integrals of motion of the DNLS model:
H1 = tr
N∑
n=1
Nn
H2 = tr
N∑
n=1
(
XnYn−1 − 1
2
N
2
n
)
H3 = tr
N∑
n=1
(
XnYn−2 − (Nn + Nn−1)XnYn−1 + 1
3
N
3
n
)
H4 = tr
N∑
n=1
(
XnYn−3 −
(
Nn−2 + Nn−1 + Nn
)
XnYn−2 + Nn−1NnXnYn−1
+
(
N
2
n−1 + N
2
n
)
XnYn−1 − 1
2
X2nY
2
n−1 −XnYn−1Xn−1Yn−2 −
1
4
N
4
n
)
. . . (2.12)
The general recursion relation for the charges in involution is presented in the appendix.
Recall Xn, Yn are matrices with entries X
ij
n , Y
ij
n respectively. Requiring Poisson
commutativity for the conserved quantities leads to a glN+M generalization of the
canonical commutation relations of the scalar DNLS model (see also [10]):{
X ijn , Y
kl
m
}
= −δilδjkδnm. (2.13)
The above Poisson structure is further verified when the equations of motion are com-
puted via the Lax pair representation. Indeed, comparison between the Hamiltonian
approach i.e. the equations of motions obtained via Φ˙ = {H, Φ} (Φ ∈ {X ij, Y ij}) and
the Lax pair description, which will be discussed later in the text, leads to agreement,
provided that (2.13) are considered.
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2.3 Dressing: Lax pairs and solutions
In this subsection we derive the “dressed” quantities V (α) of the hierarchy1, and also
identify solutions of the tower of the emerging non-linear ODEs.
2.3.1 Basic Darboux
We focus now on the basic Darboux matrix (2.8) and on the time independent part
of the transform (2.6) and obtain stationary solutions (solitons, traveling waves); the
time dependence is dictated by (2.7). From (2.6) we obtain the following fundamental
constraints:
Bn = Xˆn −Xn, Cn+1 = Yn − Yˆn
Bn+1 −Bn = XnYnBn +XnDn −An+1Xˆn
Cn+1 − Cn = −Cn+1XˆnYˆn + YnAn −Dn+1Yˆn
An+1 −An = XnYn − XˆnYˆn Dn+1 −Dn = −YnXn + YˆnXˆn. (2.14)
We moreover require that the Darboux matrix for λ = 0 satisfies the generic quadratic
relation, M2n = ξˆMn + ζI, which leads to:
A2n +BnCn = ξˆAn + ζ, D
2
n + CnBn = ξˆDn + ζ. (2.15)
This is a fundamental case to consider, and although simple it fully describes the
dressing process for the construction of the Lax pairs. From the basic relations (2.14)
we obtain (Xˆ = Yˆ = 0):
Bn = −Xn, Cn+1 = Yn, Bn+1 −Bn = XnYnBn +XnDn,
Cn+1 − Cn = YnAn, An+1 −An = XnYn, Dn+1 −Dn = −YnXn.(2.16)
Note that time dependence for the fields is always implied.
We now focus on the dressing process in order to derive the time components of
the Lax pairs. Let L0, V (α),0 be the “bare” Lax pairs:
L0(λ) = I+
λ
2
(
Σ + I
)
, V (α),0(λ) =
λα
2
Σ, (2.17)
where we define, I = I(N+M) and
Σ =
(
I
(N ) 0
0 −I(M)
)
. (2.18)
Also, the “dressed” time components of the Lax pairs can be expressed as formal series
expansions
V (α)n (λ, t) =
λα
2
Σ +
α−1∑
k=0
λkw
(α)
n,k(t), (2.19)
1We consider here for simplicity, but without really losing generality θ = 1 in N = θ +XY .
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where the quantities w
(α)
k will be identified via the dressing transform. From the time
part (2.7) we obtain a set of recursion relations, i.e.
w
(α)
α−1 =
1
2
[K, Σ],
w
(α)
k−1 = −w(α)k K, k ∈ {1, 2, . . . , α− 1}
∂tαK = w(α)0 K. (2.20)
We solve the latter recursion relations, and identify the first few time components of
the Lax pairs: V (α) operator is identified as V (α) = λV (α−1) + w
(α)
0 . Moreover, the
recursion relations (2.20) lead to
w
(α)
k = w
(α−1)
k−1 , w
(α)
0 = (−1)α−1w(1)0 Kα−1, (2.21)
where the latter relations together with the constraints (2.16) suffice to provide w
(α)
0
at each order.
We present below the first few members of the discrete hierarchy:
1. Discrete matrix DST-like equation
V (1)n =
(
λ
2 I
(N ) Xn
Yn−1 −λ2 I(M)
)
. (2.22)
The zero curvature conditions for t1 leads to the equations of motion:
∂t1Xn = Xn+1 −Xn −XnYnXn (2.23)
∂t1Yn = Yn − Yn−1 + YnXnYn. (2.24)
2. Discrete matrix NLS equation
V (2)n =
(
λ2
2 I
(N ) −XnYn−1 λXn +Xn+1 − NnXn
λYn−1 + Yn−2 − Yn−1Nn−1 −λ22 I(M) + Yn−1Xn
)
, (2.25)
and the zero curvature condition for t2 leads to:
∂t2Xn = −Xn+1YnXn − (Nn + Nn+1)Xn+1 + N2nXn −XnYn−1Xn +Xn+2
(2.26)
∂t2Yn = YnXnYn−1 + Yn−1 (Nn + Nn−1)− YnN2n + YnXn+1Yn − Yn−2.
(2.27)
3. Discrete matrix generalized mKdV equation
V (3)n =
(
λ3
2 I
(N ) − λXnYn−1 λ2Xn + λXn+1 − λNnXn
λ2Yn−1 + λYn−2 − λYn−1Nn−1 −λ32 I(M) + λYn−1Xn
)
+ w
(3)
n,0,
(2.28)
w
(3)
n,0 is given by a rather lengthy expression in the appendix.
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It is worth noting that the generalized zero curvature condition: ∂t3V
(1)
n − ∂t1V (3)n =[
V
(3)
n , V
(1)
n
]
, provides the matrix discrete mKP-like equation. This significant issue
will be discussed in detail elsewhere together with the continuous case [10].
Solutions: 1-soliton
In order to obtain solutions of the non-linear ODEs emerging from the DNLS hierarchy
we focus on the case where Xˆn = Yˆn = 0. Then the basic relations (2.14) reduce to
∆Xn = −XnDn+1, ∆Yn−1 = YnAn (2.29)
∆Dn = −YnXn, ∆An = XnYn, (2.30)
where we define ∆Fn = Fn+1 − Fn. And the constraints (2.15) become
D2n+1 − YnXn+1 = ξˆDn+1 + ζ, A2n −XnYn−1 = ξˆAn + ζ. (2.31)
We distinguish two cases below, which provide two types of solitons:
1. Let us solve the equations involving Dn, Xn, we first solve the equation for Dn,
and we consider ζ = 0,
∆Dn = −YnXnDn+1 −D2n+1 + ξˆDn+1 ⇒ Dn =
(
ξ +Dn
)
Dn+1, (2.32)
where ξ = 1 − ξˆ. Before we proceed with the solution we consider also the
following ansatz for the matrix fields:
Xn = xnBˆ, Yn = ynB, An = anBˆB, Dn = dnBBˆ, (2.33)
where Bˆ and B are N ×M and M×N matrices respectively that obey:
BˆBBˆ = κBˆ, BBˆB = κB. (2.34)
Indeed, from (2.32) and (2.33), (2.34) we conclude:
dn+1 =
dn
ξ + κdn
⇒ dn = (ξ − 1)d1
ξn−1(ξ − 1) + (ξn−1 − 1)κd1 , (2.35)
and periodic conditions are ensured provided that ξN = 1. Then from (2.29) and
(2.33) and knowing the solutions for dn (2.35) we conclude
xn =
n∏
m=2
(1− κdm)x1 ⇒ xn = ξ
n−1(ξ − 1)x1
ξn−1(ξ − 1 + κd1)− κd1 . (2.36)
Similarly, for Yn, An we first identify the solution for An and then we derive the
one soliton solution for Yn. Focus on relations (2.29)–(2.31) for the pair An, Yn:
an+1 − an = κan+1an − ξˆan ⇒ an+1 = an
κ˜an + ξ˜
, (2.37)
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where ξ˜ = ξ−1 and κ˜ = −κξ−1. The latter leads to the following solution:
an =
(ξ − 1)a1
ξ−n+1(ξ − 1) + κa1(ξ−n+1 − 1) . (2.38)
From (2.29), (2.38) we conclude
yn =
n∏
m=2
(
1− κam
)−1
y1 ⇒ yn = ξ
−n(ξ − 1)(1− κa1)y1
ξ−n(ξ − 1 + κa1)− κa1 . (2.39)
Periodic boundary conditions are valid for all the associated fields and this can
be easily checked by inspection provided that ξN = 1. Note that in the sta-
tionary solutions above the time dependence, for each time flow, is naturally
introduced: ξn → ξneΛ(α)tα , where Λ(α) = Cα(ξ − 1)α, (see also next subsection
and last section where a detailed discussion on the related dispersion relations is
presented).
2. We now consider ξˆ = 0 and ζ 6= 0 in (2.31). We define Dˆn = Dn + cI(M), Aˆn =
An+ cI
(N ), where ζ = c2. We consider the ansatz (2.33) for Xn and Yn, and also
Aˆn = aˆnBˆB, Dˆn = dˆnBBˆ. (2.40)
The matrices B, Bˆ satisfy: BˆB = κI(N ), BBˆ = κI(M), and we also set Dn =
dnI
(M), An = anI
(N ). We then conclude (2.29)–(2.31), ξˆ = 0, ζ 6= 0:
dˆn+1 =
dˆn
κ¯dˆn + ξ¯
, aˆn+1 =
aˆn
κ˜aˆn + ξ˜
(2.41)
where ξ¯ = ǫη−1, κ¯ = κη−1, η = 1 + c, ǫ = 1− c, and ξ˜ = ξ¯−1, κ˜ = −κ¯ξ¯−1, and
clearly dˆn = κ
−1(dn+ c), aˆn = κ
−1(an+ c), are given by (2.35), (2.38), but with
ξ → ξ¯, κ→ κ¯. From the general expressions (2.35), (2.36), (2.37)-(2.39):
xn =
(ξ¯ − 1)x1
(ξ¯ − 1 + κ¯dˆ1)η−n+1 − κ¯dˆ1ǫ−n+1
,
yn =
η(ξ˜ − 1)(1− κ˜aˆ1)y1
(ξ¯ − 1 + κ¯aˆ1)ηn − κ¯aˆ1ǫn . (2.42)
As in the previous case the time dependence is easily implemented: ηn →
ηneΛ
(α)tα , ǫn → ǫneΛˆ(α)tα , Λˆ(α) = cˆα(ǫ − 1)α, Λ(α) = cα(η − 1)α (see also next
subsection).
2.3.2 Toda type Darboux
We now present the Darboux-BT relations associated to the Toda type transform (2.9).
After solving the set of equations provided by (2.6) for (2.9) we conclude
Bn = Xˆn, Cn+1 = Yn, An+1Xˆn +Bn+1 = NnBn
Cn+1Nˆn = YnAn + Cn, An+1 −An = Nn − Nˆn. (2.43)
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To obtain solutions we focus on the special case where Yˆn = 0, we then observe that
Xˆn automatically satisfies the linearizations of the non-linear integrable ODEs (2.23),
(2.26) and so on (for Yn = 0). We also consider the ansatz (2.33), (2.34) for the fields
as well as: Xˆn = xˆnBˆ, where xˆn then satisfies
∂t1 xˆn = xˆn+1 − xˆn, (2.44)
∂t2 xˆn = xˆn+2 − 2xˆn+1 + xˆn, (2.45)
. . .
∂tα xˆn =
α∑
k=0
(−1)α−k
(
α
k
)
xˆn+k. (2.46)
The first of the equations above is the discrete transport equation, the second one is
the discrete heat equation and so on. The solutions of the linear equations have the
generic form
xˆn =
S∑
s=1
csξ
n−1
s e
∑
α Λ
(α)
s tα , and/or xˆn =
∫
|ξ|=1
dξ c(ξ)ξn−1e
∑
α
Λ
(α)
ξ
tα , (2.47)
and the associated dispersion relations are easily extracted in this setting and read as
Λ(α)s = (ξs − 1)α. (2.48)
The set of equations (2.43) reduce to
yn − yn−1 = κynan, (2.49)
xˆn+1xˆ
−1
n − 1 = κ(xnyn − an+1) (2.50)
an+1 − an = xnyn. (2.51)
Via (2.49)–(2.51) we obtain
yn =
n∏
m=2
(
1− κam
)−1
y1, xn = (an+1 − an)
n∏
m=2
(
1− κam
)
y−11 . (2.52)
Having the solution xˆn at our disposal we can immediately solve for
1− κan = xˆn+1xˆ−1n ⇒
n∏
m=2
(
1− κam
)
=
xˆn+1
xˆ2
, (2.53)
and hence obtain the explicit expressions for both fields:
yn =
xˆ2
xˆn+1
y1, xn = −κ−1xˆ−12 y−11
xˆn+2xˆn − xˆ2n+1
xˆn
. (2.54)
Periodic boundary conditions (xN+1 = x1, yN+1 = y1) are valid provided that xˆN+1 =
xˆ1. Also, xˆ2 (boundary term) in the expressions above is treated as a constant i.e.
∂txˆ2 = 0. Expressions (2.54) are general new solutions of the non-linear ODEs for the
DNLS hierarchy in terms of solutions of the associated linear equations. We describe
below two simple solutions of the type (2.54), which reproduce the two types of solitons
discussed in the previous subsection.
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• Simple solutions
We consider the following simple linear solutions:
1. We first choose:
xˆn = c1 + c2ξ
n−1eΛ
(α)tα (2.55)
Λ(α) = (ξ − 1)α (2.56)
see also (2.48). We substitute (2.55) in (2.54), and we recover solution (2.36),
(2.39):
xn = −κ
−1xˆ−12 y
−1
1 c1c2(ξ − 1)2
c2 + c1ξ−n+1e−Λ
(α)tα
, yn =
xˆ2y1
c1 + c2ξneΛ
(α)tα
. (2.57)
2. The second simple choice is:
xˆn = c1η
n−1eΛ
(α)tα + c2ǫ
n−1eΛˆ
(α)tα (2.58)
Λ(α) = (η − 1)α, Λˆ(α) = (ǫ− 1)α, (2.59)
see also (2.48). After substituting the above in (2.54) we recover (2.42):
xn = − κ
−1xˆ−12 y
−1
1 c1c2(η − ǫ)2
c1ǫ−n+1e−Λˆ
(α)tα + c2η−n+1e−Λ
(α)tα
yn =
xˆ2y1
c1ηneΛ
(α)tα + c2ǫneΛˆ
(α)tα
. (2.60)
Notice that we easily recover here the solutions of the previous subsection with
a different, rather more convenient parametrization. We have not assumed any
extra constraints for the fields contrary to the previous case, it is thus clear that
the computation in this case is more straightforward, provided that the form of
Fourier transform is available. The Fourier coefficients, and in turn the solutions
of the non-linear ODEs, can be expressed in terms of some given initial profile,
and different choices of initial profiles will provide distinct general solutions (for
relevant discussion in the continuous case see the following Remark and also
[33, 2, 34] and references therein). This is a very interesting problem, especially
in the discrete case, and will be fully investigated elsewhere.
Remark 1: the continuous case.
Let us briefly discuss the continuous case using the Toda type Darboux transformation
(2.9). Recall the U -operator (see also [10]) of the continuous Lax pair (U, V )
U(x, λ) =
(
λ
2 I
(N ) Vˆ
V −λ2 I(M)
)
(2.61)
We also consider the ansatz: Vˆ = uˆBˆ, V = uB and as in the discrete case B, Bˆ satisfy
(2.34). The Darboux matrix is the Toda type matrix (2.9) parametrized now by the
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continuous x-variable (time dependence is always implicit):
M(x, λ) =
(
λI(N ) +A(x) B(x)
C(x) ρI(M)
)
. (2.62)
The x-part of the Darboux transform (see e.g [10] and references therein) gives:
∂xM(x, λ) = U(x, λ)M(x, λ) −M(x, λ)U0(x, λ), (2.63)
where U0 is also given by (2.61), but V → V0, Vˆ → Vˆ0. If V0 = 0, and also Vˆ0 = uˆ0Bˆ,
then uˆ0 satisfies the linear equations (we will consider below the example of the NLS-
like equations. For details on the V -operators for the hierarchy we refer the interested
reader in [10]):
∂tα uˆ0 = ∂
α
x uˆ0, (2.64)
for each time flow tα. Consequently, uˆ0 can be expressed as
uˆ0 =
S∑
s=1
cse
−ksx+
∑
α
Λ(α)s tα , and/or uˆ0 =
∫
R
dλc(λ)eiλx+
∑
α
Λ
(α)
λ
tα (2.65)
with dispersion relations given as
Λ(α)s = (−ks)α, Λ(α)λ = (iλ)α. (2.66)
From the Darboux relations (2.63), and assuming A = aBˆB, we obtain:
∂xuˆ0 = −κauˆ0, ∂xu = κau, ∂xa = uuˆ. (2.67)
Solving the equations above leads to:
u =
g
uˆ0
and uˆ = −κ−1g−1 uˆ0∂
2
x(uˆ0)− (∂xuˆ0)2
uˆ0
, (2.68)
which are the continuous analogues of (2.54). Choosing for instance the simple linear
solutions: uˆ0 = c1 + c2e
−kx+Λ(α)tα or uˆ0 = c1e
−k1x+Λ
(α)
1 tα + c2e
−k2x+Λ
(α)
2 tα we obtain
one soliton solutions, i.e. the continuous analogues of (2.57), (2.60).
Let us also consider examples of more general solutions. For instance in the NLS
case the fields satisfy:
∂tu+ ∂
2
xu− 2κuˆu2 = 0, (2.69)
and similarly, for uˆ with t→ −t. uˆ0 is a solution of the heat equation, α = 2 in (2.64).
The general solution of the heat equation is expressed as in (2.65) with dispersion
relation Λ
(2)
λ = −λ2. Let f0 be any initial profile for the linear solution, then c(λ) =
1
2pi
∫
R
dξe−iλξf0(ξ), substituting c(λ) in (2.65) and performing the Gaussian integral,
due to the quadratic dispersion relation, we obtain:
uˆ0 =
1√
4πt
∫
R
dξe−
(x−ξ)2
4t f0(ξ). (2.70)
14
Let us for instance consider the simple, although singular, initial profile f0(ξ) = δ(ξ),
then from (2.67) and (2.70) it follows that
u = gt
1
2 e
x2
4t and uˆ = κ−1g−1
e−
x2
4t
2t
3
2
, (2.71)
where g is an integration constant. Substituting u, uˆ above in (2.69) confirms that
these are indeed solutions of the NLS-type equations (2.69). However, note that for the
solution (2.71), u→∞ as x→∞, and also the behavior at t = 0 is singular. Different
choices of initial profiles of the linear solution will naturally provide distinct solutions
of the non-linear PDEs.
As in the discrete case this is a significant result, that allows the derivation of
generic solutions of the non-linear PDEs in terms of linear solutions in a straightforward
manner. Similarly, due to the cubic dispersion relation for the generalized mKdV
equation solutions of the linear problem can be expressed in terms of Airy functions
(see also e.g [33, 10]). 
Remark 2: discrete Burgers equation.
The discrete version of the viscous Burgers equation can be obtained from the discrete
heat equation through the analogue of the Cole-Hopf transformation. Indeed, we set
xˆn = e
yn , in the discrete heat equation (2.70), then:
∂tyn = e
∆yn
(
e∆yn+1 − 1
)
−
(
e∆yn − 1
)
, (2.72)
where we define ∆fn = fn+1− fn, ∆2fn = fn+2− 2fn+1+ fn. We also set un = ∆yn,
and we obtain a discrete version of the Burgers equation
∂tun = e
un+1
(
eun+2 − eun
)
− 2
(
eun+1 − eun
)
. (2.73)
Assuming the scaling ∆yn ∼ δ, we expand the exponentials and keep up to second
order terms in (2.72), (2.73):
∂tyn = ∆
2yn +
(
∆yn
)2
+O(δ3) (2.74)
∂tun = ∆
2un +∆u
2
n +O(δ3). (2.75)
The second of the equations above provides a good approximation for the discrete
viscous Burgers equation in the thermodynamic limit. 
2.4 Multiparticle-like solutions
The aim now is to identify more general solutions e.g. multi-solitons or bound states of
two solitons i.e. breathers. This can be achieved through various paths, but we focus
here on two distinct scenarios:
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1. The general Darboux transform
The fundamental Darboux transforms introduced above provide easily the one
soliton solution, however to obtain more general solutions of the non-linear ODEs
above we implement the general Darboux expressed as a formal λ-series expan-
sion, in the typical loop group expansion fashion [35],
Mn(λ) = λ
m
I+
m−1∑
k=0
λkg(k)n , (2.76)
where gk are (N +M) × (N +M) matrices to be identified via the Darboux
transformation relations (2.6). We focus on the fundamental relations arising
from the discrete space part of the Darboux transform (2.6), where Lˆn = λΣ
++I,
Ln = λΣ
+ + I+ Un (2.4), and we define
Σ+ =
(
I
(N ) 0
0 0
)
, Un =
(
XnYn Xn
Yn 0
)
. (2.77)
Then the following set of recursion relations emerge
g
(m−1)
n+1 Σ
+ − Σ+g(m−1)n = Un (2.78)
g
(k)
n+1 − g(k)n = Σ+g(k−1)n − g(k−1)n+1 Σ+ + Ung(k)n (2.79)
g
(0)
n+1 − g(0)n = Ung(0)n . (2.80)
Specifically, the m = 2 case provides for instance the two soliton solutions or the
breather solution. Solving the above recursion relations provides all gk as well
as solutions of the associated non-linear ODEs. Extra constraints are required
in order to be able to solve explicitly the algebraic relations involved. This is
particularly demanding computationally, therefore we focus below on a different,
more practical methodology to obtain for instance the two-soliton solution.
2. Bianchi’s permutability and the soliton lattice
It is practically convenient to derive the two soliton or breather solution via
Bianchi’s permutatbility theorem, i.e. from the commutativity of Darboux trans-
forms. Let us consider the following two families of Darboux transforms:
(a) M
(i0)
n , i ∈ {1, 2}, which provides the one soliton solution: F (i)n , (Fn ∈
{Xn, Yn}), with parameter ξi (see (2.31) ζ = 0) when considering trivial
initial solutions F
(0)
n = 0.
(b) M
(ij)
n i, j ∈ {1, 2}, which provides the two-soliton solution: F (ij)n with
parameters ξi, ξj (2.31), when considering the one-soliton as initial solution:
F
(j)
n , with parameter ξj .
Commutativity of the Darboux transforms requires: F
(ij)
n = F
(ji)
n = Fn, more
precisely:
M
(21)
n (λ, ξ2) M
(10)
n (λ, ξ1) = M
(12)
n (λ, ξ1) M
(20)
n (λ, ξ2), (2.81)
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where we consider the fundamental Darboux transform (2.8), i.e.
M
(kl)
n (λ, ξk) = λ+K
(kl)
n (ξk), K
(kl)
n (ξk) =
(
A
(kl)
n B
(kl)
n
C
(kl)
n D
(kl)
n
)
. (2.82)
Via the fundamental relations (2.81) we then obtain:
K(12)n = K
(21)
n +K
(1)
n −K(2)n
K(21)n K
(1)
n = K
(12)
n K
(2)
n ⇒ K(21)n ∆ˆKn = ∆ˆKn K(2)n , (2.83)
where we define in general, ∆ˆfn = f
(1)
n − f (2)n .
Now it is straightforward to solve the above algebraic relations and obtain the
associated fields, i.e. the two-soliton solution. Indeed, from (2.83) and recall-
ing (2.14) as well as the form of all solutions (2.33) we obtain explicit analytic
expressions for the two-soliton solution:
xn = x
(1)
n +
κx
(2)
n (∆ˆan)
2 + y
(2)
n−1(∆ˆxn)
2 − κ(a(2)n − d(2)n )∆ˆan∆ˆxn
∆ˆxn∆ˆyn−1 + κ∆ˆan∆ˆdn
yn−1 = y
(1)
n−1 +
κy
(2)
n−1(∆ˆdn)
2 + x
(2)
n (∆ˆyn−1)
2 + κ(a
(2)
n − d(2)n )∆ˆdn∆ˆyn−1
∆ˆxn∆ˆyn−1 + κ∆ˆan∆ˆdn
,
(2.84)
where the one soliton solutions x
(i)
n , y
(i)
n are given in (2.36), (2.39) and dn, an
are given in (2.35), (2.38) with corresponding parameters ξi. The second type of
solitons are given in (2.42) and dn = κdˆn − c, an = κaˆn − c, with parameters
ηi, ǫi, see also (2.41) and definitions below.
The same Darboux transform Mn → M(x) was also employed in the continuum
case [10], thus the discussion above, and in particular relations (2.83), (2.84) are
valid in the continuous case as well, given that:
xn → uˆ(x), yn → u(x), an → a(x), dn → d(x) (2.85)
where uˆ, u are the matrix AKNS fields (following the notation of [10]). The two
soliton solutions are given by (2.84) in terms of one soliton solutions uˆ(i)(x), u(i)(x)
(a(i)(x), d(i)(x)) reported in [10], subject to the “dictionary” (2.85).
3 The matrix AL model
We come now to the study of the matrix AL model. As in the analysis presented in
the previous section the main input is the L-operator, which for the matrix AL model
is of the form
Ln(z) =
(
zI(N ) bˆn
bn z
−1
I
(M)
)
, (3.1)
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where z is the multiplicative spectral parameter and bˆ, b are N ×M and M× N
matrices respectively. The conserved quantities can be obtained by expanding the
monodromy matrix at z → ∞ or z → 0. By adding the first non trivial contributions
in the z and z−1 powers series expansion we get the associated Hamiltonian as a linear
combination of the z and z−1 expansion
H = H+ + cH− =
N∑
n=1
(
bˆn+1bn + cbn+1bˆn
)
, (3.2)
c is an arbitrary constant, and will be considered henceforth to be one.
We consider here, as in the previous section, two types of Darboux transforms (see
aslo [17]–[20]):
• The fundamental Darboux
To construct the Lax pair as well as solitonic solutions we consider the funda-
mental Darboux matrix:
Mn(z) =
(
QzI(N ) −Q−1z−1An Bn
Cn QzDn −Q−1z−1I(M)
)
(3.3)
where Q = eΘ is an arbitrary constant, A, D are N ×N and M×M matrices
respectively, and B, C are N ×M and M×N matrices respectively.
• The deformed oscillator-type Darboux
A different Darboux that has been more widely used both at classical and quan-
tum level [17, 28, 27] is given by
Mn(z) =
(
QzI(N ) −Q−1z−1An Bn
Cn −Q−1z−1I(M)
)
, (3.4)
A is an N ×N matrix, and B, C are N ×M andM×N matrices respectively.
3.1 Dressing: the Lax pairs
Our aim is to construct the Lax pair via the dressing scheme. To achieve this we
consider the fundamental Darboux transform (3.3). Assuming specific forms for the
linear time components (zero fields) of the Lax pairs of the hierarchy leads to two
distinct models: 1) the matrix AL model, 2) a generalization of the non-linear network
equations [5].
Before we proceed with the dressing it would be useful to obtain the associated
Darboux-BT relations. From relations (2.6) for (3.1) and (3.3) we obtain the set of
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constraints:
Bn+1 = Q
−1
(− bˆn +An+1bˆ(0)n ), Bn = Q(bˆ(0)n − bˆnDn)
Cn+1 = Q
(
bn −Dn+1b(0)n
)
, Cn = Q
−1
(
− b(0)n + bnAn
)
An+1 −An = Q
(
Bn+1b
(0)
n − bˆnCn
)
Dn+1 −Dn = Q−1
(
bnBn − Cn+1bˆ(0)n
)
. (3.5)
The relations above will be used below for bˆ(0) = b(0) = 0 to obtain the hierarchy via
dressing, and also in the next subsection to derive solutions.
Let us consider the following general form for the V (α),0 operators:
V (α),0 = zαΣ+ − z−αΣ−, Σ+ =
(
I
(N ) 0
0 0
)
, Σ− =
(
0 0
0 I(M)
)
, (3.6)
we could have considered in general V (α),0 = zαΣ+− κz−αΣ−. Let the dressed opera-
tors be of the form
V (α)n = z
αΣ+ − z−αΣ− +
α−1∑
k=−(α−1)
zkW
(α)
n,k . (3.7)
We focus on the derivation of the first few members of the hierarchy. The first observa-
tion emerging from our calculations is that the even powers in the spectral parameter
expansion provide inconsistent results, i.e the only pairs that exist are the ones for odd
powers. This remark is in agreement with the conserved quantities emerging from the
transfer matrix, indeed from the expansion we only have conserved quantities for even
powers of z or z−1. For the first two members of the hierarchy in particular we obtain
V (0) =
(
I
(N ) 0
0 −I(M)
)
V (2)n =
(
z2I(N ) − bˆnbn−1 zbˆn − z−1bˆn−1
zbn−1 − z−1bn −z−2I(M) + bnbˆn−1
)
. (3.8)
It is convenient to define Vˆ (2) = V (2)−V (0); this corresponds to the addition of a term∑
n log(1− bnbˆn) in the Hamiltonian (3.2). The semi-discrete zero curvature condition
for the pair
(
L, Vˆ (2)
)
lead to the equations of motion for the generalized AL model in
a matrix form:
˙ˆ
bn = bˆn+1 + bˆn−1 − 2bˆn − bˆnbnbˆn−1 − bˆn+1bnbˆn
b˙n = −bn+1 − bn−1 + 2bn + bn+1bˆnbn + bnbˆnbn−1. (3.9)
Remark 3.
By assuming the following forms for the V -operators:
V (α),0 = zαΣ+ + z−αΣ−+, V (α)n = z
αΣ+ + z−αΣ− +
α−1∑
k=−(α−1)
zkW
(α)
n,k , (3.10)
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we arrive at a variation of the AL model, the matrix non-linear network equations [5].
Indeed, we find that V (0) = Σ+ +Σ−, and
V (2)n =
(
z2I(N ) − bˆnbn−1 zbˆn + z−1bˆn−1
zbn−1 + z
−1bn z
−2
I
(M) − bnbˆn−1
)
(3.11)
and the corresponding equations of motion read as:
˙ˆ
bn = bˆn+1 − bˆn−1 + bˆnbnbˆn−1 − bˆn+1bnbˆn
b˙n = bn+1 − bn−1 − bn+1bˆnbn + bnbˆnbn−1, (3.12)
which allows the cases bˆ = b (N =M) ; bˆ = 1, then the latter can be thought of as a
discretization of the generalized (m)KdV equation. 
3.2 Solutions
To find the one-soliton solution we consider the b
(0)
n = bˆ
(0)
n = 0, also recall Cn =
Qbn−1, Bn = −Q−1bˆn−1 then the Ba¨cklund transformation (BT) relations (3.5) reduce
to
bˆn−1 = Q
2bˆnDn, bn−1 = Q
−2bnAn (3.13)
An+1 −An = −Q2bˆnbn−1, Dn+1 −Dn = −Q−2bnbˆn−1. (3.14)
Suitably combining (3.13), (3.14):
An+1 −An = −bˆnbnAn, Dn+1 −Dn = −bnbˆnDn. (3.15)
To solve the matrix relations above we implement, as in the preceding section, the
following ansatz for the fields:
bˆn = bˆnBˆ, bn = bnB, An = I+ anBˆB, Dn = I+ dnBBˆ, (3.16)
where Bˆ, B are N ×M and M×N matrices respectively that obey (2.34).
Then (3.13), (3.16) lead to:
bˆn = (Q
2)−(n−1)
n∏
m=2
(1 + κdm)
−1 bˆ1, bn = (Q
2)n−1
n∏
m=2
(1 + κam)
−1 b1. (3.17)
The knowledge of an, dn allows then the explicit computation of bn, bˆn.
3.3 The deformed oscillator-type Darboux
From the fundamental relation (2.6) we obtain the corresponding Darboux-BT relations
for (3.4)
Bn = Qbˆ
(0)
n , Bn+1 −Q−1An+1bˆ(0)n = −Q−1bˆn
Cn+1 = Qbn, Cn −Q−1bnAn = −Q−1b(0)n
An+1 −An = Q
(
Bn+1b
(0)
n − bˆnCn
)
. (3.18)
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We choose to consider the following, b
(0)
n = 0, then from (3.9) it is clear that bˆ
(0)
n
satisfies the discrete heat equation
˙ˆ
b(0)n = bˆ
(0)
n+1 − 2bˆ(0)n + bˆ(0)n−1. (3.19)
Notice that this is a symmetric discretization as opposed to the forward discretization
in the previous section (2.46). The general solution of symmetric discrete heat equation
(3.19) is given by
bˆ(0)n =
S∑
s=1
csξ
n−1
s e
Λst, and/or bˆ(0)n =
∫
|ξ|=1
dξ c(ξ)ξn−1eΛξt (3.20)
and the dispersion relation is obtained via (3.19):
Λs = (ξ
1
2
s − ξ−
1
2
s )
2. (3.21)
Setting b
(0)
n = 0 in (3.18) we end up to a set of simple equations
Qbˆ
(0)
n+1 −Q−1An+1bˆ(0)n = −Q−1bˆn
Qbn−1 = Q
−1bnAn
An+1 −An = −Q2bˆnbn−1. (3.22)
By imposing the extra constraint: An = κbˆ
(0)
n bn−1+ζ (κ, ζ constants, see also [27])
we can explicitly solve equations (3.22) and express the fields in terms of the solutions
bˆ
(0)
n of the discrete heat equation as in subsection 2.3.2. However, the solution of these
equations is not as straightforward as the ones in subsection 2.3.2.
Multi-soliton solutions can be also obtained via Bianchi’s permutability theorem
as in the previous section, however the computation is technically more demanding in
this case. In general, the derivation of explicit expressions of solitonic as well as more
general solutions via the fundamental Darboux transforms is more involved in this case
compared to the derivation of the previous section for the generalized DNLS model.
This is in fact one of the advantages of the DNLS model compared to the AL. In the
subsequent section we are deriving a unifying frame by means of the discrete version
of the Gelfand-Levian-Marchenko equation and appropriate linearizations in order to
identify general solutions for both discretization schemes.
4 The discrete GLM equation
The main objective in this section is to construct and solve the discrete GLM equation
and derive general solutions for the discrete ZS-AKNS hierarchy [2, 4]. We consider
below two discretization schemes, the forward/backward corresponding to the DNLS
hierarchy, and the symmetric corresponding to the AL model (see also [4] on solutions
of the generalized AL model via the inverse scattering transform).
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Let us define
D =
N∑
j=−N
(
ejj+1 − ejj
)
, D∗ =
N∑
j=−N
(
ej+1j − ejj
)
, (4.1)
where eij are (2N + 1) × (2N + 1) matrices with entries: (eij)kl = δikδjl, and also
introduce the linear operators associated to the two distinct discretization schemes:
1. Forward/backward scheme
D
(α) = ∂tα −Dα, α ≥ 1, (4.2)
where we define: D =
(
I
(N )D 0
0 wI(M)D∗
)
.
2. Symmetric scheme
D
(α) = ∂tα − Dˆ2α, α ≥ 1, (4.3)
where Dˆ2 = −DD∗
(
I
(N ) 0
0 wI(M)
)
.
Let also
I+ F = I+
(
0 fˆN×M
fM×N 0
)
(4.4)
be a solution of the linear problem i.e.:
D
(α)F = 0, (4.5)
and in addition require that f ∈ {f, fˆ} are Hankel operators, i.e. fij = fi+j . Moreover,
the upper lower Borel decomposition for F is imposed:
(
I+K+
)(
I+ F
)
=
(
I+K−
)
(4.6)
where K+, K− are upper, lower triangular matrices respectively. The factorization
condition (4.6) leads to the discrete GLM equation. We drop henceforth the + in K+
for simplicity, and via the factorization condition we obtain the discrete GLM equation,
in the component form:
Kij + Fij +
N∑
l≥i
KilFlj = 0, j ≥ i, (4.7)
where
Kij =
(
(Aij)N×N (Bij)N×M
(Cij)M×N (Dij)M×M
)
, Fij =
(
0 (fˆij)N×M
(fij)M×N 0
)
(4.8)
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and also K−ij = Fij +
∑N
l≥iKilFlj , j ≤ i.
From the discrete GLM equation two independent sets of algebraic equations are
obtained, in analogy to the continuous case [10]:
Aij +
∑
l≥i
Bilflj = 0, Bij + fˆij +
∑
l≥i
Ailfˆlj = 0 (4.9)
Dij +
∑
l≥i
Cilfˆlj = 0, Cij + fij +
∑
l≥i
Dilflj = 0. (4.10)
The solution of the sets of equations above leads to the simple formulas for the fields
expressed solely in terms of the solutions of the linear problem:
Bij + fˆij −
∑
l≥i
∑
l′≥i
Bil′fl′lfˆlj = 0, Cij + fij −
∑
l≥i
∑
l′≥i
Cil′ fˆl′lflj = 0, (4.11)
and in a compact form (see also e.g. [10] for the continuous analogue)
B = −fˆ · (id− f · fˆ)−1, C = −f · (id− fˆ · f)−1. (4.12)
where · denotes matrix multiplication according to (4.9)–(4.11).
4.1 Discrete Calculus & Solutions
Before we discuss the solutions of the GLM equation (4.12), we should first focus on the
solution of the linear problem (4.5), which also provides the corresponding dispersion
relations for each time flow. Let us first derive some preliminary results necessary for
the solution of the linear problem. First, the powers of the difference operators D, D∗
(4.1) are expressed in a compact form as:
Dα =
N∑
j=−N
α∑
k=0
(−1)α−k
(
α
k
)
ejj+k, D
∗α =
N∑
j=−N
α∑
k=0
(−1)α−k
(
α
k
)
ej+kj . (4.13)
Then one immediately obtains for any matrix f =
∑
i,j fijeij :
(
Dαf
)
ij
=
α∑
k=0
(−1)α−k
(
α
k
)
fi+kj ,
(
fD∗α
)
ij
=
α∑
k=0
(−1)α−k
(
α
k
)
fij+k
(
D∗αf
)
ij
=
α∑
k=0
(−1)α−k
(
α
k
)
fi−kj ,
(
fDα
)
ij
=
α∑
k=0
(−1)α−k
(
α
k
)
fij−k.
(4.14)
From the linear problem (4.5) and (4.2) , (4.3) we obtain the following fundamental
relations:
1. Forward/backward
∂tα fˆ = D
αfˆ , ∂tαf = w
αD∗αf, (4.15)
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which lead to:
∂tα fˆi+j =
α∑
k=0
(−1)α−k
(
α
k
)
fˆi+k+j
∂tαfi+j =
α∑
k=0
(−1)α−k
(
α
k
)
wαfi+j−k. (4.16)
Note that the equations above are basically linearizations of the discetere NLS-
type hierarchy (see for instance (2.23), (2.24), (2.26), (2.27)), up to a time rescal-
ing.
2. Symmetric
Focus on the a = 1 case associated to the AL model:
∂tfˆ = −DD∗fˆ , ∂tf = −wDD∗f, (4.17)
where the latter equations lead to
∂tfˆi+j = fˆi+j+1 − 2fˆi+j + fˆi+j−1
∂tfi+j = w
(
fi+j+1 − 2fi+j + fi+j−1
)
. (4.18)
Note that we have assumed N to be large enough so that the fields at ±N
essentially vanish.
The general form of the solutions of the linear problem (4.16) are given as
fˆkj(t) =
S∑
s=1
bˆse
−λˆs(k+j)+Λˆ
(α)
s tα +
∫
dλˆ bˆ(λˆ)eiλˆ(k+j)+Λˆ
(α)tα
fkj(t) =
S∑
s=1
bse
−λs(j+k)+Λ
(α)
s tα +
∫
dλ b(λ)eiλ(j+k)+Λ
(α) tα , (4.19)
where S is an integer, the number of solitons. From expressions (4.19) and (4.5) we
obtain the dispersion relations (for the discrete part):
1. Forward/backward
From equations (4.16) and (4.19) we conclude
Λˆ(α)s =
(
e−λˆs − 1)α, Λ(α)s = wα(eλs − 1)α, (4.20)
see also (2.56), (2.59).
2. Symmetric
From equations (4.18), (4.19) we obtain
Λˆ(1)s =
(
e
−λˆs
2 − e λˆs2 )2, Λ(1)s = w(eλs2 − e−λs2 )2, (4.21)
see also (3.21).
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Similarly, for the continuous part: os → −io, o ∈ {λ, λˆ}. This is in fact the scheme
employed in [4] for the discrete matrix AL model.
Let us now focus on deriving the one soliton solution, i.e. we only keep the discrete
part of the solutions (4.19) for S = 1, i.e.
fˆkj(t) = bˆe
−λˆ(j+k)+Λˆ(α)tα , fkj(t) = be
−λ(j+k)+Λ(α)tα . (4.22)
Due to the form of the solutions (4.22) as well as (4.11) we consider the following ansatz
for the matrix fields:
Bkj = Lˆk(tα)e
−λˆj , Ckj = Lk(tα)e
−λj (4.23)
Substituting (4.22) and (4.23) into (4.11) we conclude, after having assumed the typical
relations: bˆbbˆ = κbˆ, bbˆb = κb,
Bkj(t) = −e
−λˆ(k+j)+Λˆαtα
1− κhk(t) bˆ, Ckj(t) = −
e−λ(k+j)+Λ
αtα
1− κhk(t) b, (4.24)
where hk(t) =
e−2(λ+λˆ)ke(Λ
α+Λˆα)tα
(e−(λ+λˆ)−1)2
, having assumed vanishing boundary conditions at
k = N . In the scaling limit N → ∞, δ ∼ 1
N
→ 0: λ → δλ and eλk → eλx and
eλ → 1 + λ. Comparison between “local” elements of B, C (4.24) and (2.42) shows
coincidence of the corresponding expressions.
5 Comments
Solutions of the non-linear integrable ODEs of the hierarchies under study can be
expressed in terms of suitable local elements of B, C (4.11) (see also [4]). The latter
statement is naturally the discrete analogue of the continuum case, where solutions of
the non-linear integrable PDEs turn out to be “diagonal” solutions of the continuous
GLM equation (see e.g. [2, 33, 10, 36]). In this context the pertinent issue, which will
be fully addressed elsewhere, is the systematic derivation of solutions of the non-linear
integrable ODEs in terms of local elements of B, C via the discrete analogue of the
“dressing” scheme as described in [33] and [36] (see also recent generalizations on local
and non-local PDEs in [34, 37]). The derivation of general solutions of the non-linear
ODEs given any initial profile for the linear solutions is then possible.
The same applies to the simple, but surprisingly general novel expressions (2.44)-
(2.54) (see also comments below, and the simple solutions presented as examples)
emerging from the local Darboux transform (2.9). We obtain similar results in sub-
section 3.3 for the AL scheme (3.19)-(3.22). We also extend this generic result in the
continuum NLS case in Remark 1 (see in particular equations (2.68) and (2.70) in terms
of e.g. the heat kernel, as well as comments below). An interesting consequence of that
is the discretization of the Burgers equation presented in Remark 2. We should once
more emphasize that these expressions provide part of the most significant findings of
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this investigation together with the forward/backwrard linearization and discretization
schemes and the discrete calculus introduced in section 4 for the DNLS model via the
use of the underlying Grassmannian structure, and are very much in the spirit of the
dual description presented in [14]. These are all novel expressions even in the scalar
case as far as we know.
We have only considered here periodic or vanishing boundary conditions for the
solutions of the integrable ODEs. The significant point then is the implementation of
integrable space and time integrable boundary conditions [23, 24, 38] in the discrete
systems, and the effect of these boundary conditions on the behavior of the solutions.
Having systematically studied the semi discrete version of the AKNS scheme the next
natural step is to consider the full discrete space and time picture [39, 40], along the
lines described in [41], but also from the algebraic/Hamiltonian perspective. The fully
discrete case represents various technical and conceptual difficulties, that are primarily
associated with the consistent simultaneous discretizations of both space and time
directions in such a way that integrabilty is ensured. These are all intriguing open
questions, that will be systematically addressed in future works.
Finally a very interesting direction to pursue is the use of finite set theoretic solu-
tions of the Yang–Baxter equation (YBE), or Yang-Baxter maps [42, 43] in the context
of multi soliton interactions when constructing the soliton lattice via Bianchi’s per-
mutability (see also relevant explicit results in subsection 2.4 particularly part 2), but
also the use of infinite set theoretic solutions in relation to global transforms (integral
transforms in the continuous case) of section 4 and the GLM equation. These are
particularly significant questions, especially in view of recent findings on connections
between set theoretic solutions of the YBE and quantum integrability [44].
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A Higher conserved quantities
Expansion of the transfer matrix (2.10) in powers of λ−1 provides non-local conserved
quantities
t(λ) =
∑
k
τk
λk
. (A.1)
To obtain local integrals of motion we consider the expansion of the ln(t(λ)). After
some tedious but straightforward algebra we conclude that the general relation that
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provides the local integrals of motion is given as:
Hk = τk −
∑
j1+2j2+...+(k−1)jk−1=k
1
max(j1!j2!...jk−1!)
H
j1
1 H
j2
2 . . .H
jk−1
k−1 . (A.2)
The first few local integrals of motion up to H4 are reported in section 2 (2.12). Indeed,
from (A.2) we obtain for instance:
H2 = τ2 − 1
2
H21 ,
H3 = τ3 −H1H2 − 1
6
H31 ,
H4 = τ4 −H1H3 − 1
2
H22 −
1
2
H21H2 −
1
24
H41 ,
. . . (A.3)
which lead to (2.12).
The V -operator associated to the 4th integral of motion H4 is given in (2.28), and
in particular w
(3)
n,0 is given by the following expressions (we provide the entries of the
matrix):
(w
(3)
n,0)11 = XnYn−1Nn−1 + NnXnYn−1 −XnYn−2 −Xn+1Yn−1
(w
(3)
n,0)12 = Xn+2 −XnYn−1Xn − Nn+1Xn+1 −Xn+1YnXn − NnXn+1 + N2nXn
(w
(3)
n,0)21 = Yn−3 − Yn−2Nn−2 − Yn−2Nn−1 − Yn−1Xn−1Yn−2 + Yn−1N2n−1 − Yn−1XnYn−1
(w
(3)
n,0)22 = Yn−2Xn − Yn−1Nn−1Xn + Yn−1Xn+1 − Yn−1NnXn. (A.4)
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