Given a complete graph with non-negative costs on the edges, the 2-Edge Connected Subgraph Problem consists in nding the minimum cost spanning 2-edge connected subgraph (where multiedges are allowed in the solution). A lower bound for the minimum cost 2-edge connected subgraph is obtained by solving the fractional linear programming relaxation for this problem, which coincides with the subtour relaxation of the traveling salesman problem when the costs satisfy the triangle inequality.
Introduction
The 2-Edge Connected Subgraph Problem is a fundamental problem in Survivable Network Design. This problem arises in the design of communication networks that are resilient to single-link failures and is an important special case in the design of survivable networks 7, 8, 10].
Formulation
An integer programming formulation for the 2-Edge Connected Subgraph Problem is as follows. Let K n = (V; E) be the complete graph of feasible links on which the 2-Edge Connected Subgraph Problem is formulated. We denote an edge of this graph whose endpoints are i 2 V and j 2 V by ij. For each vertex v 2 V , let (v) E denote the set of edges incident to v. For each subset of vertices S V , let (S) E denote the set of edges in the cut which has S as one of the shores, i.e. the set of edges having exactly one endpoint in S. Denote the edge variable for e 2 E by x e , which is 0,1, or 2 depending on whether e is absent or occurs singly or doubly in the 2-edge connected subgraph. For A E, let x(A) Sandia National Laboratories, Albuquerque. Email:bobcarr@cs.sandia.gov. Supported by NSF grant DMS9509581 and DOE contract AC04-94AL85000.
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denote the sum P e2A x e . We have the following integer programming formulation. minimize c x subject to x( (v)) 2 for all v 2 V; x( (S)) 2 for all S V; x e 0 for all e 2 E; x e integral.
(1)
The fractional LP relaxation is obtained by dropping the integrality constraint in this formulation. This fractional LP relaxation is almost the same as the subtour relaxation for the Traveling Salesman Problem (TSP). The Traveling Salesman Problem consists in nding the minimum cost Hamilton cycle in a graph (a Hamilton cycle is a cycle which goes through all the vertices). The subtour relaxation for the TSP is as follows.
minimize c x subject to x( (v)) = 2 for all v 2 V; x( (S)) 2 for all S V; x e 0 for all e 2 E:
The constraints of the subtour relaxation are called the degree constraints, the subtour elimination constraints, and the non-negativity constraints respectively. If one has the relationship c ij c ik +c jk for all distinct i; j; k 2 V , then c is said to satisfy the triangle inequality. An interesting known result is that if the costs satisfy the triangle inequality, then there is an optimal solution to (1) which is also feasible and hence optimal for (2). This is called the Parsimonious Property, and was proved by Goemans and Bertsimas in 5].
Our result and its signi cance
We prove that the minimum cost 2-edge connected subgraph is within 4 3 times the cost of the optimal half-integral solution to (1) . When the costs satisfy the triangle inequality, then by the Parsimonious Property, this is equivalent to showing that the minimum cost 2-edge connected subgraph is within 4 3 times the cost of the optimal hanf-integral subtour solution of the TSP. We can show that this equivalence holds even when the costs do not satisfy the triangle inequality. In the latter case, we replace the given graph by its metric completion, namely, for every edge ij such that c ij is greater than the cost of the shortest path between i and j in the given graph, we reset the cost to that of this shortest path. The intent is that if this edge is chosen in the solution, we may replace it by the shortest cost path connecting i and j. Since multiedges are allowed in the 2-edge connected graph this transformation is valid. Hence without loss of generality, we can assume that the costs satisfy the triangle inequality.
Our main result is the following.
Theorem 1 The minimum cost 2-edge connected subgraph is within 4 3 times the cost of the optimal half-integral subtour solution for the TSP.
This result is a rst step towards proving the following conjecture we o er.
Conjecture 2 The minimum cost 2-edge connected subgraph is within 4 3 times the cost of the optimal subtour solution for the TSP.
We formulated the above conjecture as an intermediate step in proving the following stronger \four-thirds conjecture" on the subtour relaxation for the TSP, which would directly imply our conjecture.
Conjecture 3 If the costs satisfy the triangle inequality, then the minimum cost Hamilton cycle is within 4 3 times the cost of the optimal subtour solution for the TSP.
Note that Conjecture 2 implies a similar relation between the fractional optima of the subtour relaxation and a minimum-cost 2-vertex connected subgraph when the costs obey the triangle inequality. In particular, Conjecture 2 implies that when the costs satisfy the triangle inequality, the minimum cost 2-vertex connected spanning subgraph is within 4 3 times the cost of the optimal subtour solution for the TSP. This follows from the simple observation that from the minimum-cost 2-edge connected graph, we can shortcut \over" any cut vertices without increasing the cost by using the triangle inequality. Thus, Theorem 1 implies that when the costs satisfy the triangle inequality, the minimum cost 2-vertex connected spanning subgraph is within 4 3 times the cost of the optimal half-integral subtour solution for the TSP.
Related work
An analysis of the TSP heuristic for nding a low cost Hamilton cycle developed by Christo des in 1976, see 2]. As a consequence, it was shown that the approximation ratio is no worse than 3 2 in both Conjecture 3 and Conjecture 2. This analysis was done by Wolsey in 12] and by Shmoys and Williamson in 11] . A modi cation of the Christo des heuristic to nds a low cost 2-vertex connected subgraph was done by Fredrickson and Ja Ja in 3]. The performance ratio for this heuristic to nd a 2-vertex connected subgraph is 3 2 . There has also been a spate of work on approximation algorithms for the survivable network design problem even for the case of 2-edge connected networks generalizing the 2-edge connected subgraphs 5, 9, 6, 13]; However, the performance guarantee for the 2-edge connected subgraph problem from these methods is at best 
Strategy for Proving Conjecture 2
Let an arbitrary point x of the subtour polytope for K n be given. Multiply this by 4 3 to obtain the vector If we could establish (5) for any subtour point x , then it would in particular be valid for the optimal subtour point, which would prove Conjecture 2.
In an attempt at proving Conjecture 2, we aim at contradicting the idea of a minimal counterexample, that is, a subtour point x having the fewest number of vertices n 0 such that (3) can not hold for any set of 2-edge connected subgraphs. First we have the following observation.
Theorem 4 At least one of the minimal counterexamples x to (3) holding (for some set of 2-edge connected subgraphs) is an extreme point of the subtour polytope.
Proof: Suppose x = P l l x l , where each x l is an extreme point which is not a minimal counterexample, and the l 's satisfy the usual constraints for a set of convex multipliers. Thus, for each l, we can nd a set of 2-edge connected subgraphs H l i such that 4
where the l i 's satisfy the usual constraints for a set of convex multipliers. Then 4
Since we have that
equation (6) shows that 4 3 x can be expressed as a convex combination of 2-edge connected subgraphs as well, from which this theorem follows.
2 Thus we need to only focus on an extreme point x in K n 0 which is a minimal counterexample. To carry out the proof, we wish to nd a non-trivial tight cut (H) for x , i.e. an H V such that 3 jHj n 0 ? 3 and x ( (H)) = 2: We can then split x into 2 smaller subtour solutions x are not counterexamples to our conjecture, we would be able to decompose them into combinations of 2-edge connected subgraphs, which we may then attempt to glue together to form a similar combination for x , thereby showing that x is not a counterexample. This led us to focus on 1/2-integral solutions x and we were able to complete the proof for this special case. In the next section, we show our main result that if x is a 1/2-integer subtour solution, then (3) can always be satis ed.
3 The Proof of Theorem 1 Let x be a 1/2-integer subtour solution on K n = (V; E). Denote the edges of the support graph of x (the set of edges e 2 E such that x e > 0) byÊ(x ). Construct the multigraph G(x ) = (V; E(x )), where E(x ) Ê (x ) and di ers fromÊ(x ) only in that there are two copies in E(x ) of every edge e 2Ê(x ) for which x e = 1. Note that the parsimonious property 5] implies that there are no edges e with x e > 1 in the optimal fractional solution.
Because of the constraints of the subtour relaxation, it follows that G(x ) is a 4-regular 4-edge connected multigraph. Similarly, corresponding to every 4-regular 4-edge connected multigraph is a 1/2-integer subtour solution, although this solution may not be an extreme point.
Showing (3) for some choice of 2-edge connected subgraphs H i for every 1/2-integer subtour solution x would prove Conjecture 2 whenever the optimal subtour solution was 1/2-integer, as was discussed in the last section. So, equivalently to showing (3) for some choice of 2-edge connected subgraphs H i for every 1/2-integer subtour solution x , we could show
where this expression is a convex combination of some chosen set of 2-edge connected subgraphs H i for every 4-regular 4-edge connected multigraph G = (V; E(G)). These are equivalent because of the remarks in the previous paragraph and the observation that G(x ) behaves like 2x .
It turns out that (7) is very di cult to show directly, but the following slight strengthening of it makes the task easier. Consider any 4-regular 4-edge connected multigraph G = (V; E(G)) and any edge e 2 E(G). Then, we prove instead that
where this expression is a convex combination of some chosen set of 2-edge connected subgraphs H i .
For technical reasons, we will prove (8) with the additional restriction that none of the H i 's may use more than one copy of any edge in E(G). Note however that G may itself have multiedges so H may also have multiedges. In the latter case, we think of two parallel multiedges in H as being copies of two distinct multiedges in G.
For any 4-regular 4-edge connected graph G and any edge e 2 E(G), we de ne P(G; e) to be the following statement.
Statement 6 P(G; e) , For some nite set of 2-edge connected subgraphs H i , we have (8) , where i 0 for all i and P i i = 1, and none of the H i 's may use more than one copy of any edge in E(G). As noted above, Statement 6 does not rule out the possibility of multiedges in the H i 's because there are doubled edges in G.
We de ne a tight cut for a 4-edge connected graph G to be a cut which has exactly 4-edges in it. We de ne a non-trivial cut for such a graph to be a cut where both shores have at least 2 vertices each. We have the following lemma.
Lemma 7 Let G = (V; E) be a 4-regular 4-edge connected graph which has no tight non-trivial cut which includes an edge e = uv 2 E. Let Proof: As remarked in the discussion before this theorem, it is su cient to prove P(G; e) for all 4-regular 4-edge connected multigraphs G and for all e 2 E(G). To prove this, we show that a minimal counterexample to P(G; e) can not happen. Let G = (V; E(G)) be a 4-regular 4-edge connected multigraph and e 2 E(G) which has the minimum number of vertices such that P(G; e) does not hold. Since by inspection, we can verify that P(G; e) holds when G has 3 vertices, we can assume that jV j > 3. We now consider the cases where G has a tight non-trivial cut which includes edge e and where G has no tight non-trivial cut which includes e.
Case 1: G has a tight non-trivial cut which includes edge e.
Choose such a tight non-trivial cut and denote the edges other than e in this cut by a; b; and c. As before, consider contracting one of the shores of this cut to a single vertex v 1 . Denote the edges incident to v 1 , which corresponded to e; a; b; and c, by e 1 ; a 1 ; b 1 ; and c 1 respectively. This resulting graph G 1 = (V 1 ; E 1 ) can be seen to be 4-regular and 4-edge connected. (To see this, suppose there was a cut of cardinality less than four in G 1 and let H 1 be the shore of this cut not containing v 1 . Then the cut (H 1 ) in G shows that G is not 4-edge-connected, a contradiction.) Since (G; e) was a minimal counterexample to P(G; e), we have P(G 1 ; e 1 ). By contracting the other shore, we can get a 4-regular 4-edge connected graph G 2 , and we know that P(G 2 ; e 2 ) also holds.
By P(G 1 ; e 1 ) we have
and by P(G 2 ; e 2 ) we have
In (9) Call the three types of 2-edge connected graphs H j i as ab-graphs, ac-graphs, and bc-graphs. Our strategy is to combine say each ab-graph H 
In light of (12) 
We have a similar identity when f is in G 2 ? v 2 and we also have that edges a; b; and c each occur in (14) with a weight of 2 3 as well. Therefore we have 
which contradicts (G; e) being a minimal counterexample.
Case 2: G has no tight non-trivial cut which includes edge e. Denote the endpoints of e by u 2 V and v 2 V , and denote the other 3 not necessarily distinct neighbors of v in G by x; y; z 2 V . Because e is in no tight non-trivial cut, we have that x 6 = y 6 = z. (If any two of the neighbors x; y and z are the same, the cut around the pair will be a tight non-trivial cut).
Thus, without loss of generality, if any two neighbors are the same vertex, we can assume that they are u and z. Hence, u 6 = x and u 6 = y.
De ne the graph G 1 = (V 1 ; E 1 ) by G 1 = G ? v + ux + yz;
