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vAbstract
Monitored Natural Attenuation (MNA) has emerged as a well recognized approach
for the remediation of BTEX contaminated aquifers. In order to deem MNA as an
adequate remediation scheme, their must exist proof of the occurrence of biodegrada-
tion processes at the site of interest. Furthermore, a comprehensive understanding of
the coupled physical (e.g., advective transport, diffusion, and sorption) and biological
(microbially-catalyzed contaminant degradation) processes, acting on the compound(s)
of interest, is required to judge the natural attenuation potential of a certain site. This
thesis is organized in two main parts. The first part focuses on the effects of trans-
verse dispersion and sorption on the stable-carbon isotope signature of organic con-
taminants, and its potential interference with the assessment of in-situ biodegradation
by compound-specific isotope analysis (CSIA). I performed scenario simulations for
fringe-controlled ethylbenzene degradation in steady-state contaminant plumes, and an-
alyzed a toluene-pulse experiment performed in an indoor model aquifer via reactive-
transport modeling. The results of these two studies indicate that physical processes
may affect the isotope signature of organic contaminants in groundwater systems, by
either acting as rate-limiting step for biodegradation (e.g., transverse mixing in fringe-
controlled biodegradation) or fractionating themselves between isotopically light and
heavy contaminant molecules (e.g., transverse dispersion and sorption). The second
part of this thesis addresses the influence of transient environmental conditions, such as
the temporal absence of electron donors and/or acceptors (which might arise, e.g., due
to changing hydraulic conditions) on in-situ biodegradation. I analyzed toluene degra-
dation experiments, performed under aerobic conditions in one and two-dimensional
bench-scale porous flow-through systems, by reactive-transport modeling. The analysis
indicated that temporal periods of starvation of up to four months, which were induced
in the experiments by interrupting the injection of the growth-substrate toluene, did not
drastically reduce the biodegradation potential. To capture the dynamics of the system,
the numerical modeling approach necessitated the inclusion of microbial dormancy, i.e.,
the switch to an ’inactive’ state of low metabolic activity under unfavorable conditions,
as well as peak cell detachment during growth of sessile bacteria.
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Kurzfassung
Natürliche Schadstoffminderungsprozesse (Natural Attenuation - NA) rücken bei der
Sanierung von BTEX-Altlasten zunehmend in den Fokus. Um auf MNA (Monitored
Natural Attenuation) als Sanierungsverfahren zurückgreifen zu können, muss der natür-
liche Schadstoffabbau am Standort sichergestellt und kontinuierlich überwacht werden.
Weiter ist zur Bewertung des MNA-Potentials eines Standortes ein umfassendes Ver-
ständnis der physikalischen (z.B. advektiver Transport, Diffusion und Sorption) und
biologischen (mikrobieller Schadstoffabbau) Prozesse, welche in natürlichen Systemen
immer gleichzeitig auf den Schadstoff einwirken, nötig. Die vorliegende Dissertations-
schrift ist in zwei Teile gegliedert. Der erste Teil beschäftigt sich mit dem Effekt
von transversaler Dispersion und Sorption auf das Verhältnis der stabilen Kohlenstoff-
Isotope 12C und 13C in organischen Schadstoffen. Ziel der Studien war es die Auswirkun-
gen physikalisch induzierter Isotopenfraktionierung auf die Abschätzung des biologis-
chen In-Situ Abbaus durch die Methode der substanzspezifischen Isotopen-Analyse
(CSIA) zu untersuchen. Hierzu simulierte ich Szenarien des durchmischungskontrol-
lierten Ethylbenzol-Abbaus in stationären Schadstofffahnen und analysierte ein Toluol
Puls-Experiment mittels Reaktiver Transportmodellierung. Die Ergebnisse dieser bei-
den Studien zeigen, dass physikalische Prozesse das Isotopensignal organischer Schad-
stoffe auf zweierlei Weise beeinflussen können; (1) indem sie den geschwindigkeits-
bestimmenden Schritt für den biologischen Abbau darstellen (z.B. transversale Disper-
sion in durchmischungskontrolliertem Schadstoffabbau) und (2) indem sie selbst zwis-
chen leichten und schweren Isotopen fraktionieren (z.B. transversale Dispersion und
Sorption). Der zweite Teil der vorliegenden Dissertationsschrift behandelt den Ein-
fluss schwankender Umweltbedingungen, wie zum Beispiel die durch Änderungen im
Fließregime bedingte räumliche Verlagerung einer Schadstofffahne, auf den biologis-
chen In-Situ Abbau. Hierzu analysierte ich den Toluol-Abbau in ein- und zweidimen-
sionalen Durchflussexperimenten unter aeroben Bedingungen mit numerischen Mod-
ellen. Die Ergebnisse dieser Analyse deuten darauf hin, dass temporäre Hungerphasen,
welche in den Experimenten durch das Abstellen der Toluol-Zufuhr induziert wurden,
bis zu einer Dauer von vier Monaten keinen gravierenden Einfluss auf das biologische
Abbaupotential aerober Systeme haben. Damit das numerische Modell die Dynamik
der Systeme abbilden konnte musste dieses explizit eine aktive, eine inaktive, sowie
eine mobile Zellfraktion berücksichtigen.
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Chapter 1
Introduction
1.1 Motivation
Human activity has resulted in the contamination of soils and groundwater with toxic
chemicals worldwide. The European Soil Data Center of the European Commission es-
timated that approximately 350.000 contaminated sites in Europe are in need of remedi-
ation, one third of which has been identified and only about 15% have been remediated
so far (Panagos et al., 2013).
Monitored natural attenuation (MNA) is a promising, minimal invasive, and cost effec-
tive alternative for in-situ remediation of contaminated sites (e.g., Wiedemeier et al.,
1999; US-EPA, 1999; Röling et al., 2001; Scow and Hicks, 2005; LABO, 2009). Ac-
cording to the US Environmental Protection Agency (EPA), natural attenuation refers
to "the reliance on natural attenuation processes to achieve site-specific remediation ob-
jectives within a time frame that is reasonable compared to that offered by more active
methods" (US-EPA, 1999). In general, the term natural attenuation can refer to a va-
riety of naturally occurring physical (e.g., sorption, dilution, volatilization), chemical,
and biological processes that lead to a reduction in contaminant mass, toxicity, mobility
or concentration without human intervention (US-EPA, 1999; Wiedemeier et al., 1999).
Among the processes that contribute to the natural attenuation potential, those which
lead to an irreversible reduction in contaminant mass are the most desirable ones. Con-
sidering organic contaminants such as petroleum hydrocarbons (e.g., BTEX, PAH) and
chlorinated solvents, biodegradation, i.e. the break down and/or transformation of or-
ganic contaminants by intrinsic microorganisms, is the dominant process leading to a
1
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natural reduction in contaminant mass (e.g. Wiedemeier et al., 1999; Meckenstock et al.,
2004). A crucial step on the way to adopt MNA as adequate means of contaminated site
management, is to show that contaminant degradation by intrinsic microorganisms is
actually occurring at the site of interest (Smets and Pritchard, 2003). Furthermore, con-
tinuous monitoring is necessary to evaluate the performance of contaminant removal
due to intrinsic biodegradation and to check if the remediation goals are achieved (US-
EPA, 1999; LABO, 2009).
Monitoring of contaminant concentrations alone is not sufficient to proof the occur-
rence of biodegradation, since a reduction in concentration might also be caused by non
destructive processes, such as dilution (US-EPA, 1999; LABO, 2009). Among other
methods, such as monitoring of geochemical parameters (e.g., electron acceptor concen-
trations), metabolite analysis or microbiological methods (e.g., detection of functional
genes), compound-specific isotope analysis (CSIA) has emerged as a valuable tool for
the assessment of in-situ biodegradation (e.g., Schmidt et al., 2004; Meckenstock et al.,
2004; Scow and Hicks, 2005; Elsner et al., 2005; Hofstetter et al., 2008; US-EPA, 2008;
Bombach et al., 2010; Braeckevelt et al., 2012).
If naturally occurring degradation of organic contaminants by intrinsic microorganisms
is not sufficient to meet the remediation goals at a certain site, biodegradation might be
stimulated/enhanced by the addition of electron acceptors, electron donors, nutrients,
and/or specific contaminant degraders (e.g. US-EPA, 2006; Cunningham et al., 2001;
Scow and Hicks, 2005).
A number of studies has pointed out that, besides the actual microbially catalyzed
degradation process, also physical mass-transfer processes, such as diffusion/disper-
sion, sorption or NAPL dissolution, might limit the potential for contaminant mass re-
moval by in-situ biodegradation at contaminated field sites (e.g. Sturman et al., 1995;
Ghoshal et al., 1996; Bosma et al., 1997; Brusseau et al., 1999; Prommer et al., 2006;
Anneser et al., 2008). In order to identify the bottlenecks of in-situ biodegradation,
a thorough understanding of the coupled biological and physical processes, acting on
the contaminant of interest, is necessary. While the complexity and inaccessibility of
groundwater systems, however, make it difficult to gain detailed processes understand-
ing by groundwater monitoring at contaminated sites alone, reactive-transport modeling
(e.g., Schäfer et al., 1998; Schirmer et al., 2000; Mayer et al., 2001; Maier and Grath-
wohl, 2006; Prommer et al., 2006, 2009) as well as flow-through experiments under well
controlled conditions (e.g., von Gunten and Zobrist, 1993; Hunkeler et al., 1998; Huang
et al., 2003; Rees et al., 2007; Bauer et al., 2008; Herzyk et al., 2014) have proven to
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be valuable tools for the delineation of the individual effects of coupled physical and
biological processes on in-situ biodegradation.
1.2 Background information
This study deals with the degradation of organic contaminants by chemoheterotrophic
bacteria, which gain energy by catalyzing redox reactions of the type:
C7H8+9O2→ 7CO2+4H2O, (1.1)
where the organic contaminant (here toluene C7H8 ) serves as electron donor and is
mineralized/oxidized to carbon dioxide, and a dissolved compound (e.g., O2, NO−3 ,
SO2−4 ) serves as terminal electron acceptor.
A specifically important group of organic groundwater contaminants are the mono-
aromatic BTEX-hydrocarbons: benzene, toluene, ethylbenzene, and xylenes, which
present a significant health risk due to their relatively high solubility and toxicity (Chakraborty
and Coates, 2004). BTEX-hydrocarbons are constituents of petroleum fuels and precur-
sors for various petrochemical products. They are among the most important ground-
water contaminants in Germany, and have entered the subsurface mainly by improper
storage and/or transport of fuels such as gasoline and diesel. Fuel-hydrocarbon NAPLs
are less dense than water and tend to form a thin, pancake like layer, which acts as a
continuous source of dissolved BTEX-hydrocarbons, once they reach the groundwater
water table (Wiedemeier et al., 1999).
Even though aromatic compounds are abundant in nature, e.g. in form of the struc-
tural aromatic polymer lignin, plants and animals have limited capacity for metaboliz-
ing them and degradation of aromatics is dominated by microorganisms (Fuchs et al.,
2011). Due to the limited chemical reactivity arising from the aromaticity, the BTEX-
hydrocarbons were long thought to be only biodegradable under aerobic conditions,
where oxygen does not only serve as terminal electron acceptor but also as co-substrate
for the activation of the aromatic structure for oxidative ring cleavage by oxygenase
enzymes (e.g. Fuchs et al., 2011; Díaz et al., 2013). In the last decades, however, it was
shown that the BTEX-hydrocarbons can also be degraded in the absence of oxygen, by
reductive ring cleavage (e.g. Lovely, 2001; Chakraborty and Coates, 2004; Fuchs et al.,
2011).
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The ability of microorganisms to degrade aromatic compounds under anaerobic con-
ditions is of special importance for contaminated aquifers, where oxygen, owing to
its low solubility and rapid consumption by abiotic and biotic reactions, is often only
present in trace amounts. Based on concentration measurements of electron accep-
tors for BTEX-degradation, Wiedemeier et al. (1999) estimated the relative importance
of aerobic BTEX-degradation for 38 BTEX-contaminated sites to be as small as 3%,
whereas sulfate reduction was estimated to be the dominant electron accepting process,
accounting for 70% of intrinsic biodegradation.
1.2.1 Fringe-controlled biodegradation
The continuous release of organic contaminants from a source zone will result in a
plume of dissolved organic contaminants. Here, intrinsic biodegradation depending on
the presence of dissolved electron acceptors such as oxygen, nitrate, or sulfate, was
shown to be most pronounced at the plume fringe, the contact zone between contam-
inated and ambient groundwater (Thornton et al., 2001; Tuxen et al., 2006; Prommer
et al., 2006; Takahata et al., 2006; Anneser et al., 2008; Prommer et al., 2009). Due to
continuous contaminant release and ongoing microbial activity, the plume core becomes
depleted in dissolved electron acceptors over time. Microbial activity is then focused
in the narrow mixing zone along the plume fringe (Anneser et al., 2010), where trans-
verse dispersion mixes contaminated water and ambient groundwater carrying ’fresh’
dissolved electron acceptors.
Figure 1.1 shows vertical profiles of toluene, sulfate and sulfide concentration, measured
by a multilevel sampling well with a spatial resolution up to 2.5 cm across a BTEX
plume at a former gasworks site (Anneser et al., 2007; Anneser, 2008). The toluene
plume has a vertical extension of less than one meter and could only be captured due
to the high spatial resolution of the multilevel sampling well. The profiles indicate
steep vertical gradients in toluene, sulfate (predominant electron acceptor at the site)
and sulfide concentrations at the plume fringe. Sulfate is completely depleted in the
plume center and the reaction product sulfide is enriched at the plume fringe.
Under steady-state conditions, the only process causing mixing of contaminated wa-
ter and ambient groundwater, carrying fresh electron acceptors, is transverse dispersion
(Cirpka et al., 1999b), which is governed to a large extent by molecular diffusion. Due
to the slow nature of molecular diffusion in the aqueous phase, theoretical and numerical
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Figure 1.1: Vertical profiles of toluene, sulfate (electron acceptor) and dis-
solved sulfide (reaction product) concentrations across a BTEX
plume at a former gasworks site. The gray area indicates the lower
plume fringe. Measurements were taken by a high-resolution multi-
level well (HR-MLW; white triangles) and a conventional multi-
level well (C-MLW; black diamonds). The Figure is taken from
Anneser et al. (2007).
studies suggested that the overall rate of contaminant removal in steady-state contami-
nant plumes might be controlled by transverse dispersion rather than actual biodegrada-
tion kinetics (e.g., Cirpka et al., 1999b; Chu et al., 2005; Maier and Grathwohl, 2006).
Recent laboratory-scale experiments and model based analysis confirmed this finding
for biodegradation under aerobic as well as denitrifying conditions, and showed that
microbial activity in these mixing-controlled systems is indeed most pronounced in the
narrow mixing zone along the plume fringe (Thullner et al., 2002; Huang et al., 2003;
Rees et al., 2007; Bauer et al., 2008, 2009a).
Transverse mixing, and thus mixing-controlled biodegradation, was shown to be en-
hanced by aquifer heterogeneity (e.g., Werth et al., 2006; Rolle et al., 2009; Bauer
et al., 2009a). In heterogeneous media, water flow is focused in high-permeability
zones, which reduces both the transverse dispersion lengths and the time for mixing
and reactions to take place. Werth et al. (2006) showed that the first effect outweighs
the second one, and that mixing-controlled biodegradation is enhanced if the plume
fringe is focused in a high-permeability zone.
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1.2.2 Assessment of biodegradation by compound-specific
isotope analysis
Compound-specific isotope analysis (CSIA) of organic contaminants (e.g. BTEX, chlo-
rinated ethenes) has been identified as a powerful tool in studying fate and behavior of
contaminants in groundwater systems (e.g. Meckenstock et al., 2004; Schmidt et al.,
2004; Elsner et al., 2005; Hofstetter et al., 2008; US-EPA, 2008) and has been increas-
ingly applied at contaminated field sites (e.g. Sherwood Lollar et al., 2001; Peter et al.,
2004; Fischer et al., 2007; Pooley et al., 2009). Reaction-induced isotope fractionation
during microbial degradation of organic contaminants generally leads to the enrichment
of isotopically heavy molecules in the remaining contaminant fraction (Elsner et al.,
2005), which can potentially serve as a proxy for biodegradation.
The standard approach is to analyze the carbon (12C and 13C) isotope composition of the
contaminant. The bulk enrichment of 13C for a given compound can be determined by
gas chromatography-isotope ratio mass spectrometry (GC-IRMS) (e.g., Schmidt et al.,
2004; Elsner et al., 2005). Observed 13C/13C-ratios are conventionally reported as rela-
tive difference with respect to the international reference standard ’Pee Dee Belemnite’
in the δ 13C-notation:
δ 13C =
13C/12C− (13C/12C)re f(
13C/12C
)
re f
. (1.2)
A major challenge on the way to the implementation of monitored natural attenuation
as means of contaminated site management is to proof that in-situ biodegradation is
occurring. While a decrease in contaminant concentration might be caused by either
biodegradation or dilution, isotope ratios, by contrast, are not affected by dilution and
observed isotope enrichment at a contaminated site might be used as indicator for the
occurrence of biodegradation.
In the limit that only biodegradation affects the isotope signal, the degree of isotope
enrichment, i.e. enrichment of 13C in the remaining contaminant fraction, can even
serve as a measure for the extent of biodegradation. This is commonly done by applying
the Rayleigh equation, which relates the reaction-induced isotope shift to the remaining
contaminant fraction. For carbon isotopes at natural abundance the Rayleigh equation
can be written as:
Rt
R0
= f (α
kin
r −1)
t , (1.3)
Chapter 1. Introduction 7
in which Rt [-] is the ratio of heavy (13C) over light (12C) carbon isotopes at time t [T],
R0 is the original isotope ratio, ft [-] is the remaining contaminant fraction at time t and
αkinr [-] is the bulk kinetic isotope fractionation factor for biodegradation. The Rayleigh
equation postulates a power-law dependence of the isotope ratio on the remaining frac-
tion of the contaminant. If the Rayleigh equation holds, the measured values follow
a straight line with a constant slope (αkinr − 1) in a double logarithmic plot of the iso-
tope ratio vs. the remaining contaminant fraction, which was shown by numerous batch
experiments (e.g. Meckenstock et al., 2004; Elsner et al., 2005, and references cited
herein).
The Rayleigh equation is based on several underlying assumptions such as: the (bio)-
chemical transformation is the only fractionating process, it is irreversible and repre-
sents the rate-limiting step; the reaction product does not further interact with the reac-
tant; the reaction takes place in a well-mixed closed system and the pseudo-first order
rate coefficients of the heavy and light isotopologues are in a constant ratio that does
not depend on the concentration. If one or more of these assumptions are violated, the
Rayleigh equation is no more strictly valid.
Several studies have pointed out the limitations of the Rayleigh equation when applied
to groundwater systems (e.g., Abe and Hunkeler, 2006; Green et al., 2010; Thullner
et al., 2012) and proposed methodologies to extend its validity to open systems (e.g.,
Mak et al., 2006; van Breukelen, 2007; Fischer et al., 2007) or alternative approaches to
describe isotope fractionation in the presence of complex reaction networks (e.g., van
Breukelen et al., 2005). An extensive review on short-comings of the Rayleigh approach
to quantify biodegradation in groundwater systems is given by Thullner et al. (2012).
Isotope fractionation by physical processes
Recent experimental studies have shown that, besides (bio)chemical reactions, also
physical mass-transfer processes can significantly affect the isotopic composition of
organic contaminants in groundwater systems. Mass-transfer processes were shown to
affect the isotope signal in two ways: (1) the extend of isotope fractionation is decreased
if not the reaction itself, but transport of the contaminant to the reactive site, is limiting
the overall rate of contaminant removal; (2) it may be increased if the physical transport
step is fractionating between heavy and light isotopes in addition to biodegradation.
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Kopinke et al. (2005) showed that sorption of organic contaminants to humic com-
pounds can lead to significant isotope fractionation. Thullner et al. (2008) and Kam-
para et al. (2008) studied the effect of bioavailability restrictions on the observed iso-
tope fractionation associated with biodegradation and came to the conclusion that lim-
ited bioavailability reduces isotope fractionation upon biodegradation. Bouchard et al.
(2008) observed C-isotope fractionation due to gas-phase diffusion of petroleum hydro-
carbons. Aeppli et al. (2009) showed that the limitation of biodegradation by inter-phase
mass transfer may mask isotope fractionation. Rolle et al. (2010) found that transverse
dispersion significantly fractionates between labeled and non-labeled ethylbenzene in
two-dimensional flow-through microcosm experiments. Jin et al. (2014) observed Cl-
isotope fractionation due to aqueous-phase diffusion of PCE and TCE
Isotopes and reactive-transport modeling
In contrast to simple analytical tools like the Rayleigh equation, reactive-transport mod-
els can account for the complex interaction of physical and microbial processes during
contaminant transport in the subsurface. They have been proven as a useful tool in
the interpretation of complex isotope patterns, resulting from the combined effects of
microbial and physical processes on the isotope signal of organic contaminants (Rolle
et al., 2010; Bouchard et al., 2008; van Breukelen and Prommer, 2008; Prommer et al.,
2009; Thullner et al., 2012; van Breukelen and Rolle, 2012).
By means of reactive-transport modeling, Bouchard et al. (2008) quantified the com-
bined effect of biodegradation and gas-phase diffusion on the measured isotope signal
of petroleum hydrocarbons in the unsaturated zone, LaBolle et al. (2008) pointed out
that diffusive exchange of contaminants between high and low permeability zones can
lead to similar isotope ratio patterns as biodegradation does, Prommer et al. (2009) in-
terpreted biogeochemical and isotopic gradients observed across a contaminant plume
of various aromatic hydrocarbons, whereas Rolle et al. (2010) as well as van Breukelen
and Rolle (2012) separated the effects of reaction- and transverse-dispersion-induced
isotope fractionation on observed δ 13C-patterns in mixing-controlled biodegradation.
While reactive transport modeling is highly useful for the interpretation of complex
isotope signals, the availability of isotope data has also been able to give important,
new constraints for the calibration of complex reactive transport models providing the
key to an improved process understanding (e.g., Atteia et al., 2008; D’Affonseca et al.,
2011; Prommer et al., 2008), which would not be obtained from concentration data
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alone. Specifically, the additional experimental observable provides the opportunity to
test additional model parameters reflecting additional processes.
1.3 Objectives and structure of the thesis
In this thesis I apply reactive-transport modeling to delineate the effects of coupled
physical and biological processes on organic contaminants in groundwater systems. To
this end, I performed scenario simulations, and analyzed laboratory-scale flow-through
experiments at different scales. The thesis is divided into two main parts.
The focus of the first part, which comprises chapters 3 and 4, lies on the coupled effect
of biodegradation, transverse dispersion and sorption on the stable-carbon isotope sig-
nature of BTEX-hydrocarbons, in steady-state as well as transient contaminant plumes.
Special emphasize is put on possible implications for the assessment of in-situ biodegra-
dation by compound specific isotope analysis (CSIA).
• Chapter 3 - Isotope fractionation in steady-state contaminant plumes:
The focus of the parameter study presented in chapter 3 lies on the effect of
transverse dispersion, if acting as degradation-rate limiting step, on observed
isotope signals, which has not been addressed in previous studies on the cou-
pled effect of transverse dispersion and biodegradation on isotope fractionation
(Rolle et al., 2010; van Breukelen and Rolle, 2012). Furthermore, the effect of
depth-integrated sampling by fully-screened monitoring wells, on the interpreta-
tion of spatial isotope enrichment patterns in fringe-controlled biodegradation, is
assessed.
• Chapter 4 - Isotope fractionation in a toluene-pulse experiment:
Kopinke et al. (2005) and Hoehener and Yu (2012) have shown that sorption of
hydrophobic organic contaminants can cause isotope fractionation. This chapter
addresses the coupled effect of sorption, transverse dispersion, and biodegrada-
tion on the stable-carbon isotope signature of toluene, in a pulse experiment un-
der field-like conditions. The effect of individual processes on overall isotope
fractionation is quantified by reactive-transport modeling, the model complexity
needed to adequately describe the system is identified, and the value of isotope
data for model calibration is assessed.
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The second part (chapters 5, 6 and 7) addresses the influence of transient plume con-
ditions, e.g., spatial plume relocation due to changing hydraulic conditions, on in-situ
biodegradation.
• Chapter 5 - Fringe-controlled biodegradation under dynamic conditions:
While fringe-controlled biodegradation has been extensively studied for steady-
state contaminant plumes (e.g., Prommer et al., 2006; Cirpka and Valocchi, 2007;
Anneser et al., 2008; Bauer et al., 2008), so far little is known on the effects of
dynamic plume conditions, which might arise due to changing hydraulics. In
this chapter, laboratory-scale flow-through experiments are analyzed by reactive-
transport modeling to assess the effect of the spatial relocation of a toluene plume
on fringe-controlled biodegradation. Special emphasize is put on the behavior of
the toluene-degrading bacteria during periods of toluene(substrate)-starvation.
• Chapter 6 - Effect of heterogeneity on biodegradation in dynamic plumes:
Aquifer heterogeneity has been shown to increase the rate of biodegradation, if
it is controlled by transverse mixing of ’fresh’ electron acceptors from the am-
bient groundwater into the plume (e.g., Werth et al., 2006; Bauer et al., 2009a).
This chapter addresses the effect of aquifer heterogeneity on biodegradation in
dynamic contaminant plumes. If the plume fringe is focused in the same high-
conductivity zone before and after a shift in plume position, the effect of plume
dynamics on biodegradation might also be reduced.
• Chapter 7 - Microbial dynamics in flow-through systems:
While biodegradation at the plume fringe is mainly controlled by physical mixing
in steady-state plumes (e.g., Cirpka et al., 1999b; Bauer et al., 2008), microbial
processes such as growth, decay, and attachment/detachment might become im-
portant under dynamic conditions. Multiple column experiments were analyzed
by reactive-transport modeling to study the coupling between microbial growth,
decay and transport in porous media, as well as the ability of bacteria to cope with
periods of substrate starvation.
Chapter 2
Methods
2.1 Governing equations
2.1.1 Groundwater flow and conservative transport
As basis for the reactive-transport simulations, I consider two-dimensional steady-state
flow fields in fully water-saturated porous media under confined conditions. Fixed-head
boundary conditions are applied to the in- and outflow-boundary of the two-dimensional
domain whereas the remaining two boundaries are assumed to be impermeable. Hy-
draulic conductivity is considered to be isotropic but spatially variable. Under the above
mentioned conditions the spatial distributions of hydraulic head h [L] and stream func-
tion value ψ [L2T−1] are given by:
−∇ · (K∇h) = 0 (2.1)
−∇ · ( 1
K
∇ψ) = 0, (2.2)
with the hydraulic conductivity K [LT−1]. The specific discharge vector q [LT−1] at
each point in the domain is given by Darcy’s law:
q =−K∇h. (2.3)
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In the case of isotropic hydraulic conductivity, the isopotential lines of hydraulic head
φ and stream-function value ψ are perpendicular to each other, which is used later on
for the construction of streamline-oriented transport grids.
Conservative transport of a dissolved compound can be described by the advection-
dispersion equation:
∂c
∂ t
+∇ · (vc)−∇ · (D∇c) = 0, (2.4)
in which c [ML−3] is the concentration of the compound, v [LT−1] is the seepage ve-
locity, given by the ratio of the specific discharge q and the flow effective porosity n [−]
and D [L2T−1] is the local dispersion tensor.
The longitudinal component of D is parameterized using the standard linear model
(Scheidegger, 1961):
Dl =
Daq
τ
+ vαL, (2.5)
where Daq [L2T−1] is the aqueous diffusion coefficient, τ [−] is the tortuosity, which is
usually approximated by 1/n, and αL [L] is the longitudinal dispersivity. The transverse
component of D is parameterized by a non-linear model recently proposed by Chiogna
et al. (2010). The latter parameterization shows compound dependence of transverse
dispersion not only in the pore diffusion term Daq/τ but also in the mechanical disper-
sion term:
Dt =
Daq
τ
+ v
d√
vd
Daq
+123
, (2.6)
in which d [L] is the median grain size of the porous medium.
2.1.2 Reactive transport
Standard bioreactive-transport model
Transport of oxidizable organic contaminants (electron donors) in porous media cou-
pled to microbially-mediated degradation and consumption of dissolved electron ac-
ceptors can be mathematically described by a system of advection-dispersion-reaction
equations:
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∂csub
∂ t
=−v∇csub+∇ · (Dsub∇csub)− rsub (2.7)
∂cea
∂ t
=−v∇cea+∇ · (Dea∇cea)− rea, (2.8)
in which csub and cea [ML−3] are the concentrations of the dissolved contaminant (sub-
strate) and electron acceptor, respectively, rsub [ML−3T−1] is the rate of the contaminant
(substrate) oxidation, and rea [ML−3T−1] is the rate of electron-acceptor consumption.
The rate of contaminant degradation due to microbially catalyzed oxidation can be de-
scribed by Michaelis-Menten kinetics:
rsub = rmaxsub
csub
csub+Ksub
, (2.9)
with the maximum degradation rate rmaxsub [ML
−3T−1] and the half-saturation concentra-
tion (Michaelis-Menten coefficient) of the contaminant Ksub [ML−3].
The Michaelis-Menten kinetic expression was originally developed for single enzyme
kinetics but is frequently applied to describe contaminant degradation by microorgan-
isms. It approaches a zero-order reaction rate law with the maximum degradation rate
rmaxsub at high substrate concentrations (csub >> Ksub) and first order kinetics, with the
first order rate coefficient rmaxsub /Ksub, at low substrate concentration (csub << Ksub).
Considering the dependence of contaminant degradation on the presence of an electron
acceptor, the reaction rate law can be extended to dual Michaelis-Menten kinetics:
rsub = rmaxsub
csub
csub+Ksub
cea
cea+Kea
(2.10)
rea = fearmaxsub
csub
csub+Ksub
cea
cea+Kea
, (2.11)
with the half saturation concentration of the electron acceptor Kea [ML−3], the rate of
electron acceptor consumption rea [ML−3T−1] and the stoichiometric coefficient fea
[−] for electron acceptor consumption due to contaminant degradation.
Model assumptions
Reactive transport is simulated on the continuum (Darcy) scale. This implies that only
volume averages of concentration are considered and concentration gradients that might
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occur on the pore scale (e.g. Meile and Tuncay, 2006; Rolle et al., 2012) are not explic-
itly accounted for in the model. As done in most standard reactive-transport models
(e.g. Barry et al., 2002; Cirpka and Valocchi, 2007; Prommer et al., 2006, 2009), the
biomass is considered as immobile species, which can be justified by the fact that the
vast majority of microorganisms in natural aquifers was found to live attached to the
sediment surface (e.g. Hazen et al., 1991; Griebler et al., 2002; Anneser et al., 2010).
Furthermore, the model is based on the simplifying assumptions that the microorgan-
isms are equally distributed on the sediment surface and that electron donor/acceptor
dissolved in the aqueous phase are readily available to the attached bacteria. While re-
duced substrate availability due to diffusive mass transfer on the pore scale to the cells,
or diffusion-controlled uptake by the cells may result in a reduced macroscopic (con-
tinuum scale) degradation rate (e.g., Dykaar and Kitanidis, 1996; Knutson et al., 2007;
Hesse et al., 2009), these effects are neglected in the present studies.
Microbial growth and decay
Considering growth of attached bacteria Xatt [MM−1] due to contaminant degradation,
we have to add an ordinary differential equation describing the temporal evolution of
bacterial concentration to the governing reactive-transport equations:
∂Xatt
∂ t
= rgr− rdec, (2.12)
where rgr [MM−1T−1] is the microbial growth rate, and rdec [MM−1T−1] is the biomass
’decay’ rate.
Accounting for the dependence of microbial growth on the simultaneous presence of
substrate (electron donor and carbon source) and electron acceptor, we can describe the
growth rate rgr by the empirical dual Monod growth rate law :
rgr = µmax
csub
csub+Ksub
cea
cea+Kea
Xatt , (2.13)
where µmax [T−1] is the maximum specific growth rate, and Ksub and Kea [ML−3] are
the half-saturation concentrations (Monod coefficients) of the substrate and the electron
acceptor, respectively.
Equation 2.13 considers the concentrations of the electron acceptor and donor to be
the only growth limiting factors. It does not account for other factors that might limit
microbial growth, such as the availability of nutrients or diffusion-controlled transport
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of solutes to the bacteria, which are attached to the sediment surface. As done frequently
in reactive-transport modeling I account for additional growth limiting factors by the
introduction of a maximum capacity Xmaxatt for attached bacteria (e.g., Zysset et al., 1994;
Schirmer et al., 2000; Rolle et al., 2010):
rgr = µmax
csub
csub+Ksub
cea
cea+Kea
Xatt
(
1− Xatt
Xmaxatt
)
. (2.14)
The major drawback of this approach is that Xmaxatt is a purely empirical fitting factor and
so far it can not be determined a priori.
The rates of substrate degradation rsub [ML−3T−1] and electron acceptor consumption
rea [ML−3T−1] can be related to the microbial growth rate by:
rsub =−(1−n)ρsn
1
Y
rgr (2.15)
rea =−(1−n)ρsn
fgr
Y
rgr, (2.16)
in which Y [MM−1] is the growth yield, relating the synthesis of new biomass to sub-
strate consumption, fgr [−] is the stoichiometric coefficient for electron acceptor con-
sumption due to microbial growth, and (1− n)/nρs [M−1L−3] is the ratio of mass of
solids to water volume in the porous medium with n [-] denoting porosity and ρs [ML−3]
the mass density of the solids. When bacteria use a contaminant as electron donor and
carbon source, they transfer a fraction of the electrons to a terminal electron acceptor
to gain energy, while the other fraction is used to build up new biomass (Rittmann and
McCarty, 2001). The partial incorporation of reduced carbon from the substrate into
new biomass leads to smaller values for fgr than expected for complete mineralization.
A non-mechanistic lumped decay term of the form:
rdec = kdecXatt , (2.17)
with a first order decay coefficient kdec [T−1], is applied in standard reactive transport
models to account for any kind of biomass loss over time (e.g., Barry et al., 2002; Cirpka
and Valocchi, 2007; Prommer et al., 2009).
Microbial transport
While microbial transport is neglected in most reactive-transport models in contaminant
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hydrology, it is a crucial factor in groundwater transport of pathogens or bioaugmenta-
tion to enhance intrinsic biodegradation and has therefore been studied extensively (e.g.,
Clement et al., 1997; Murphy and Ginn, 2000; Ginn et al., 2002; Tufenkji, 2007). Trans-
port of suspended bacteria Xmob can be described by an advection-dispersion equation,
considering attachment to and detachment from the soil matrix:
∂Xmob
∂ t
=−v∇Xmob+∇ · (DX∇Xmob)− ratt + (1−n)ρsn rdet (2.18)
∂Xatt
∂ t
=+
n
(1−n)ρs ratt− rdet , (2.19)
where ratt [ML−3T−1] and rdet [MM−1T−1] are the rates of attachment/detachment for
mobile and attached microorganisms, respectively. The rates of microbial attachment
ratt and detachment rdet are commonly described by first-order rate laws:
ratt = kattXmob (2.20)
rdet = kdetXmob, (2.21)
with the first-order attachment and detachment coefficients katt and kdet [T−1] respec-
tively. Commonly katt is estimated based on colloid filtration theory (e.g., Harvey and
Garabedian, 1991; Clement et al., 1997; Murphy and Ginn, 2000; Ginn et al., 2002),
which predicts a linear dependence of katt on the flow velocity:
katt =
3(1−n)qηα
2d
, (2.22)
in which n is the porosity, q is the specific discharge, d is the average grain diameter, η
is the collector efficiency and α is the sticking efficiency. While η can be estimated a
priori based on colloid filtration theory, α is a fitting factor. This approach to describe
bacterial attachment accounts only for attachment of bacteria due to physical filtration
and does not consider any active attachment processes of bacteria.
Sorption
Sorption of the contaminant to soil organic mater leads to an additional storage capac-
ity for the contaminant per volume porous media. Provided that sorption is locally in
equilibrium, it can be accounted for by the introduction of the retardation factor R [−]
into equation 2.7:
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R
∂csub
∂ t
=−∇ · (vcsub)+∇ · (Dsub∇csub)− rsub, (2.23)
in which the retardation factor R is given by:
R = 1+
1−n
n
ρs
∂cssub
∂csub
, (2.24)
with the concentration of sorbed contaminant cssub [MM
−1]. For the case of linear sorp-
tion, which is considered in this study, ∂c
s
sub
∂csub
is given by the constant soil water partition-
ing Kd [L3M−1].
2.1.3 Isotope fractionation
Carbon-isotope fractionation due to biodegradation of organic contaminants is imple-
mented in the reactive-transport model by considering the two most abundant isotopo-
logues 12csub (molecule contains only light carbon isotopes) and 13csub (one light carbon
isotope is substituted by a heavy one) as separate species. Due to the low natural abun-
dance of 13C, cases with two or more 13C inside a single molecule can be neglected and
fractionation by Monod kinetics can be described by a constant fractionation factor, in
the same way as for first order reactions. Further, an operational “bulk” isotope frac-
tionation factor can be defined (Elsner et al., 2005) reflecting the average behavior of the
different 13csub isotopomers (i.e., molecules with the heavy isotope in different molec-
ular positions) so that a more complicated treatment as done, e.g., in Maggi and Riley
(2010) and Jin et al. (2013) is not necessary and also prior knowledge of the reaction
mechanism is not required (Elsner et al., 2005).
Degradation rates for the light (12csub) and heavy (13csub) isotopologues under growth
conditions, considering competitive enzyme inhibition, are given by:
12rsub =−12kmaxX
12csub
12Ksub
(
1+ 12csub/12Ksub+ 13csub/13Ksub
) cea
cea+Kea
(2.25)
13rsub =−13kmaxX
13csub
13Ksub
(
1+ 12csub/12Ksub+ 13csub/13Ksub
) cea
cea+Kea
, (2.26)
in which the maximum specific degradation rate kmax [T−1] is given by the ratio of the
maximum specific growth rate µmax and the microbial growth yield Y . The kinetic bulk
isotope fractionation factor for biodegradation following Monod kinetics αkinr is given
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by the ratio of kmax/Ktol for 13csub and 12csub [19]:
αkinr =
13r/13csub
12r/12csub
=
13kmax/13Ksub
12kmax/12Ksub
. (2.27)
To derive the reaction rates for 12csub and 13csub from the overall degradation rate rsub,
the half saturation coefficient Ksub is assumed to be identical for both isotopologues, as
done in previous studies (van Breukelen and Prommer, 2008; Rolle et al., 2010):
12rsub = rsub
12csub
12csub+13 csub
(2.28)
13rsub = rsubαkinr
13csub
12csub+13 csub
. (2.29)
Recent laboratory and theoretical studies (Kopinke et al., 2005; Hoehener and Yu, 2012)
suggest that sorption to organic matter is slightly stronger for the light isotopologues
(12Kd >13 Kd), which leads to a faster breakthrough of the heavy isotopologues. This
effect on the observed isotope signal is implemented in the reactive transport model
by considering different retardation factors R for 12csub and 13csub (13R <12 R). Iso-
tope fractionation due to equilibrium sorption can be described by the sorption-related
equilibrium isotope fractionation factor αequs [−] (Kopinke et al., 2005):
αequs =
13R−1
12R−1 =
13Kd
12Kd
. (2.30)
Also, transverse dispersion has been shown to affect the isotope signal of organic con-
taminants in recent laboratory and field studies (Rolle et al., 2010; van Breukelen and
Rolle, 2012). The mass difference between 12C and 13C results in isotopologue-specific
diffusion coefficients. Unlike longitudinal dispersion, which mainly depends on spatial
velocity fluctuations due to subsurface heterogeneity, transverse dispersion is governed
to a large extent by diffusion. Hence different diffusion properties of 12csub and 13csub
directly result in different transverse dispersion coefficients of the different isotopo-
logues. Isotope fractionation due to transverse dispersion can thus be described by
the dispersion-related kinetic isotope fractionation factor αkinD [−] (Elsner, 2010; Rolle
et al., 2010):
αkinD =
13Dt
12Dt
. (2.31)
In this thesis, all isotope fractionation factors are reported as isotopic enrichment factors
ε = α−1 inh.
Considering isotopologue-specific degradation rates, retardation factors and transverse
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dispersion coefficients in the reactive transport model yields the following governing
equations for the light 12csub and heavy 13csub contaminant isotopologues:
12Rsub
∂ 12csub
∂ t
=−v ·∇12csub+∇ ·
(12Dsub∇12csub)−12 rsub (2.32)
13Rsub
∂ 13csub
∂ t
=−v ·∇13csub+∇ ·
(13Dsub∇13csub)−13 rsub. (2.33)
Since we are interested in the enrichment of 13C relative to a reference value rather than
the absolute value of the isotope ratio 13C/12C:
δ 13C =
(
13C/12C
)− (13C/12C)re f(
13C/12C
)
re f
, (2.34)
we can directly calculate δ 13C from the simulated ratio of heavy and light isotopologues
13csub/12csub, without explicitly considering the actual abundance of 12csub and 13csub, if
we set the initial ratio of heavy and light isotopologues to
(
13C/12C
)
re f .
2.2 Numerical methods
2.2.1 Flow and conservative transport
Spatial discretization
The schemes for spatial discretization of the two-dimensional flow and transport equa-
tions applied in this thesis were developed by Cirpka (1997). The main principles are
summarized in this section.
The two-dimensional steady-state groundwater flow equation for a confined system is
spatially discretized by the Finite Element Method on a rectangular grid adopting bilin-
ear quadrilateral elements. The resulting system of linear algebraic equations is solved
with the UMFPACK solver implemented in Matlab (Davis and Duff, 1997).
The cell-centered finite volume method is adopted for spatial discretization of the two-
dimensional transport equation. Streamline-oriented grids, with quadrilateral elements
oriented into the direction of flow (see Fig. 2.2), are constructed as outlined in Cirpka
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Figure 2.1: Streamlines and isopotential lines of hydraulic head for flow in a
two-dimensional heterogeneous domain. Streamlines (black lines)
are focused in high conductivity zones.
et al. (1999c). Along the flow direction, the domain is discretized by the isopotential
lines of hydraulic head. Parallel to the flow direction, the domain is split into stream
tubes of equal discharge Qtube [L2T−1]. This leads to narrower elements in high velocity
zones and wider ones in low velocity regions (see Fig. 2.2). Advection in each stream
tube is one-dimensional and neighboring stream tubes solely interact by transverse dis-
persion. While a perfect streamline-oriented grid, which is discretized by streamlines
and isopotential lines of hydraulic head, would yield curvilinear quadrilateral elements
with orthogonal edges for isotropic conductivity fields, the elements for the construction
of the finite volume grid are approximated by quadrilaterals (Cirpka et al., 1999a,c).
Aligning the grid with the flow direction restricts numerical diffusion arising from the
approximation of advective fluxes to the longitudinal direction (Cirpka et al., 1999b) and
reduces the dispersion tensor to a diagonal matrix. The accurate calculation of trans-
verse dispersive fluxes is of special importance for the simulation of fringe-controlled
biodegradation, in which the reaction rate is controlled by mixing of contaminant and
electron acceptor due to transverse dispersion.
Advective fluxes between neighboring cells within each stream tube are approximated
by upwind differentiation. Upwind differentiation combined with explicit Euler inte-
gration in time yields the exact solution for advective transport if the grid spacing ∆x
and time step size ∆t are chosen to yield a Courant number (Cr = v∆t/∆x) of one. For
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Figure 2.2: Extract from the streamline-oriented grid with quadrilateral cells,
which was constructed based on the flow field depicted in figure
2.1.
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Figure 2.3: Construction of fluxes between neighboring cells of the cell-
centered finite volume grid.
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Courant numbers smaller than one, however, the upwind scheme causes numerical dif-
fusion into the direction of flow and it is not stable for Cr > 1 if explicit integration
in time is adopted, since only connections between neighboring cells are considered.
For a detailed discussion of numerical schemes that are available for the solution of
advection-dominated transport the reader is refered to Cirpka (1997).
The calculation of dispersive fluxes between adjacent cells requires the determination
of spatial gradients and hence effective distances between adjacent cells. The distance
between neighboring cells is calculated by connecting the center of gravity (C), which
divides each cell into four parts of equal area, with the midpoint of the cell interface and
the center of gravity of the adjacent cell. Following this procedure, the effective distance
between cell i, j and cell i+ 1, j is given by the sum of lrighti, j and l
le f t
i+1, j (see Figure
2.3). Non-orthogonality of dispersive fluxes and element boundaries, that occurs due to
the approximation of curvilinear elements by quadrilaterals is neglected and fluxes are
assumed to be orthogonal to element boundaries.
The rate of change in compound mass for cell i, j due to advection (upwind differentia-
tion) and dispersion is given by (Cirpka et al., 1999a):
nAi
∂ci
∂ t
= Qtube · ci−1, j−Qtube · ci, j
=+nwle f ti D
le f t
l
ci−1, j− ci, j
lrighti−1, j + l
le f t
i, j
−nwrighti Drightl
ci, j− ci+1, j
lrighti, j + l
le f t
i+1, j
=−nwboti Dbott
ci, j− ci, j−1
lboti, j + l
top
i, j−1
−nwtopi Dtopt
ci, j− ci, j+1
ltopi, j + l
bot
i, j+1
.
(2.35)
The longitudinal dispersion coefficients Dle f tl and D
right
l are calculated with the spe-
cific discharge q at the left Qtube/w
le f t
i and right Qtube/w
right
i interface of element i, j.
The specific discharge at the element interfaces parallel to the flow direction, which
is needed for the calculation of the transverse dispersion coefficients Dbott and D
top
t , is
approximated by the arithmetic mean of Qtube/w
le f t
i and Qtube/w
right
i . The longitudinal
dispersivity αl and the porosity n are assumed to be constant within the entire domain.
The effective grain diameter d, which is needed for the calculation of Dt (see Eq. 2.6)
is estimated for each cell, following the procedure outlined in Chiogna et al. (2011a),
from the hydraulic conductivity by the empirical correlation of Hazen (1893):
d ≈
√
K
100
. (2.36)
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The transverse dispersion coefficient at the cell interfaces is then calculated by the
weighted harmonic mean of the Dt values for the two cells. For Dt at the interface
between cell i, j and cell i, j+1 this leads to:
D(i, j)→(i, j+1)t =
ltopi, j + l
bot
i, j+1
ltopi, j /Di, jt + l
bot
i, j+1/Di, j+1t
. (2.37)
For transport simulations on heterogeneous conductivity fields, where a Courant number
of one cannot be achieved for all cells of the finite volume grid, the Van Leer slope
limiter (van Leer, 1973) is applied to reduce the amount of numerical diffusion which
arises from the approximation of advective fluxes for cells with Cr < 1. The advective
flux between cell i, j and cell i+1, j is then calculated by:
F(i, j)→(i+1, j)adv = Qtube
(
ci, j + s · lrighti
)
, (2.38)
with the slope s given by:
s = 0oooooooooooooiifoooosdown · sup < 0
s =
2
1/sup+ 1/sdown
ooooifoooosdown · sup ≥ 0,
(2.39)
in which the concentration gradients between cell i, j and the upstream cell sup and
concentration gradient between cell i, j and the downstream cell sdown are given by:
sup =
ci−1, j− ci, j
lrighti−1, j + l
le f t
i, j
(2.40)
sdown =
ci, j− ci+1, j
lrighti, j + l
le f t
i+1, j
. (2.41)
The implementation of van Leer’s slope limiter scheme leads to advective fluxes enter-
ing and leaving cell i, j that depend non-linearly on the concentration in cell i, j.
Spatial discretization of the conservative-transport equation for the entire two-dimensional
domain with upwind differentiation for the advection term, under consideration of a
constant flux boundary condition for the inflow, results in the following system of linear
oridnary differential equations:
Mstore
∂c
∂ t
+Mmobc = rin, (2.42)
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where Mstore is the ncells× ncells storage matrix, containing the pore area of each cell
along the main diagonal, c is the ncells× 1 vector of concentrations and, Mmob is the
ncells×ncells mobility matrix, containing the transport connections between neighboring
cells, and rin = Qtube · cin is the vector of incoming mass flux.
Temporal discretization
Depending on the question of interest, temporal discretization of the transport equation
is either performed by the implicit Euler Method, yielding the following system of linear
algebraic equations for each time step:
(Mstore+∆tMmob)cnew = ∆trin+Mstorecold, (2.43)
or an operator splitting approach is adopted to separate the calculation of advective and
dispersive transport. This way explicit Euler integration in time could be performed for
advective transport:
cadvnew = cold +∆tM
−1
store
(
rin−Madvmobcold
)
, (2.44)
and implicit Euler integration for the dispersive fluxes:
cdispnew =
(
Mstore+∆tMdispmob
)−1
Mstorecadvnew. (2.45)
The separation of advective and dispersive fluxes is chosen for transient simulations
in homogeneous conductivity fields (chapter 4), for which the streamline-oriented grid
converges to a regular grid, a Courant number of one can be achieved for all cells and
explicit Euler integration in time of the advection term combined with upwind differ-
entiation yields the exact solution. Depending on the velocity and cell length, however,
rather small time steps have to be chosen in order to meet the Courant criterion, which
might be computationally time consuming for long-time simulations.
While ∆t is fixed for the whole simulation time in the explicit scheme, it can be adapted
during the simulation if implict Euler integration in time is applied. This is beneficial for
simulations with long phases of stable conditions, where larger time steps can be chosen
(see chapter 5). Applying implicit integration in time, however, introduces additional
numerical diffusion that scales linearly with the time step size.
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For heterogeneous conductivity fields, the Courant criterion cannot be satisfied for all
cells and upwind differentiation causes numerical diffusion which can be reduced by
the implementation of van Leer’s slope limiter scheme. While the implementation is
straightforward for explicit Euler integration in time, the slope limiter scheme leads to
systems of non-linear equations for the implicit Euler method, which have to be solved
iteratively. Chapter 2.2.2 explains how this can be done for the non-linear reactive
transport equation.
2.2.2 Coupling of transport and reaction processes
Reactive transport of a contaminant coupled to the consumption of an electron acceptor
and growth of immobile bacteria can be described by the following system of non-linear
partial differential equations:
∂csub
∂ t
=−v∇csub+∇ · (Dsub∇csub)− rsub (2.46)
∂cea
∂ t
=−v∇cea+∇ · (Dea∇cea)− rea (2.47)
∂Xatt
∂ t
= rgr− rdec. (2.48)
Spatial discretization is performed as outlined in the chapter on conservative transport
(2.2.1). Differences in the diffusion coefficient for substrate and electron acceptor result
in a different mobility matrix Mmob for each species. Discretization in space leads to
the following system of non-linear ordinary differential equations:
MSTORE
∂c
∂ t
+MMOBc = rin+MSTORErREAC, (2.49)
where MMOB and MSTORE are the ncellsncomp×ncellsncomp global mobility and storage
matrices (with ne number of compounds ncomp), respectively:
MMOB =

Msubmob 0 0
0 Meamob 0
0 0 0
 (2.50) MSTORE =

Msubstore 0 0
0 Meastore 0
0 0 MXattstore
 , (2.51)
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and c, rREAC and rIN are column vectors of concentration, reaction rate, and incoming
mass flux for the substrate, the electron acceptor and the biomass for all cells with the
length ncellsncomp:
c =

csub
cea
Xatt
 (2.52) rREAC =

−rsub
−rea
rgr− rdec
 (2.53) rIN =

rsubin
reain
0
 . (2.54)
Depending on the question of interest, the coupled system of reactive-transport equa-
tions was either solved jointly by the global implicit method or the transport and reaction
terms were integrated in time consecutively by an operator split approach.
Adopting the operator split approach, transport and reactive processes, which occur
simultaneously in nature, are artificially separated in the numerical scheme. This intro-
duces a splitting error, the magnitude of which depends on the time-step size and the
speed of the reaction (Herzer and Kinzelbach, 1989; Valocchi and Malmstead, 1992;
Morshed and Kaluarachchi, 1995). The splitting error can be minimized by iterating
between transport and reaction step (Schäfer et al., 1998). Advantages of the operator-
split approach are its straight-forward implementation, the possibility to couple existing
transport and biogeochemical codes, and the fact that different, individually optimized
numerical schemes can be applied to the transport and the reaction term (Herzer and
Kinzelbach, 1989; Valocchi and Malmstead, 1992; Morshed and Kaluarachchi, 1995).
Adopting the global implicit method does not produce a splitting error but can be com-
putationally expensive, since large systems of non-linear equations have to be solved
(Herzer and Kinzelbach, 1989). Implicit integration in time of the advection term pro-
duces numerical diffusion in the direction of flow, the magnitude of which depends on
the time step size.
Global implicit method
Integration in time of the full system of reactive transport equations by the implicit Euler
method yields the following system on non-linear algebraic equations:
(MSTORE +∆tMMOB−∆tMSTORErREAC(cnew))cnew = ∆trIN +MSTOREcold, (2.55)
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Figure 2.4: Illustration of the Newton method.
in which the non-linearity steams from the Monod kinetic expression used to simulate
microbial growth (Eq. 2.13).
The Newton method, which is an iterative numerical scheme to find the root of a non-
linear function, is used to solve the non-linear system of equations. For a non-linear
function with a single variable Netwon’s method consist of the following steps (see
illustration in Fig. 2.4):
1. The basic principle is to approximate the non-linear function f (x) by its tangent
t(x) at an starting point xn and to find the root of the tangent xn+1.
t(x) = f (xn)+ f ′(xn)(xn+1− xn) = 0 (2.56)
xn+1 = xn− f (xn)f ′(xn) (2.57)
2. The root of the tangent xn+1 is taken as first approximation for the root of the
non-linear function f (x) and the deviation of f (xn+1) from zero (the residual) is
calculated.
3. Steps 1 and 2 are repeated with the tangent to point xn+1, the current approxima-
tion for the root of f (x), until the deviation of f (xn+1) from zero is smaller than
a specified tolerance.
Newton’s method can be extended from a single equation with one variable to a system
of equations with multiple variables, which is denoted Newton-Raphson Method. The
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non-linear system of reactive-transport equations given in equation 2.55 has to be solved
for each time step. Therefore it is linearized by the Newton-Raphson method at each
time step, which is identical to finding the the roots of the system:
(MSTORE +∆tMMOB)cnew−∆trIN−∆tMSTORErREAC(cnew)−MSTOREcold = 0.
(2.58)
The Newton-Raphson method is an iterative numerical scheme that will only give an
approximation of the roots. This implies that we have to define a stopping criteria for
the algorithm. Therefor the vector of residuals ε:
ε = (MSTORE +∆tMMOB)cnew−∆trIN−∆tMSTORErREAC(cnew)−MSTOREcold,
(2.59)
is calculated at each iteration step and the iteration is stopped when a norm of the resid-
uals is smaller than a specified value. Linearization of equation 2.59 about the current
estimate of vector cnnew at each iteration step leads to the vector of roots cn+1new to the
linearized system of equations:
cn+1new = c
n
new−J−1ε (cnnew)ε(cnnew), (2.60)
with the ncellsncomp×ncellsncomp Jacobian matrix Jε :
Jε = MSTORE +∆tMMOB−∆tMSTOREJREAC. (2.61)
with the Jacobian matrix for the non-linear reaction rates JREAC given by:
JREAC =

−∂rsub∂csub −
∂rsub
∂cea −
∂rsub
∂Xatt
− ∂rea∂csub −
∂rea
∂cea −
∂rea
∂Xatt
∂ (rgr−rdec)
∂csub
∂ (rgr−rdec)
∂cea
∂ (rgr−rdec)
∂Xatt
 (2.62)
in which each entry ∂ri∂c j is a ncells×ncells diagonal matrix, containing the partial deriva-
tive of reaction rate i for each grid cell with respect to the concentration of compound
j.
The partial derivatives of the reaction rates with respect to substrate, electron acceptor
and biomass concentration are approximated by direct numerical differentiation. For
the first entry of JREAC this leads to:
∂rsub
∂csub
≈ rsub(csub+∆csub)− rsub(csub)
∆csub
, (2.63)
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in which ∆csub is an increment in substrate concentration by 1%. At the end of each
iteration step the vector of residuals ε (Eq. 2.59) is updated and the iteration is stopped
when the maximum residual is smaller than a specified value. As initial guess cnew is
set to cold , which would be the result under steady state conditions.
The Newton-Raphson method converges quadratically, which is fast once cnew is close
to the solution. However, since it is only locally convergent, convergence might not
be achieved at all if the initial guess of cnew is far away from the solution. To ensure
convergence and hence the reduction of the residual for each Newton step the relaxation
factor λ , which can range from zero to one, is implemented:
cn+1new = c
n
new−λ
(
J−1ε (c
n
new)ε(c
n
new)
)
. (2.64)
If the residual is not reduced within a Newton step, the step size is decreased by taking
a smaller λ and the Newton step is repeated.
A major benefit of the global implicit method is that the time step size ∆t can be adapted
during the calculation. Small time steps can be chosen at times of rapid changes and
larger time steps once the system has stabilized. Adaptive time stepping helps to find a
good balance between numerical accuracy and computational costs. The time step size
is continuously updated based on the number of iterations needed to solve the system of
non-linear equations for the current time point. If the Newton-Raphson method does not
converge within a specified maximum number of iterations, ∆t is reduced by a factor of
two and the Newton iteration for the current time point is repeated with the new value of
∆t. If convergence, however, is achieved within less than a specified minimum number
of iterations, ∆t is doubled. To minimize the effect of numerical diffusion on the model
outcome, ∆t is artificially fixed to small values for periods when concentration fronts
move through the system.
Operator split approach
Integration in time of the transport terms is performed as outlined for conservative trans-
port at the end of chapter 2.2.1. The result from the transport step is taken as input for
the reaction step and the implicit Euler method is applied for integration in time of
the reaction term, using the Newton-Raphson method to solve the non-linear system of
equations for each time step.

Chapter 3
Isotope fractionation in steady-state
contaminant plumes1
This chapter deals with the coupled effect of transverse dispersion and fringe-controlled
biodegradation on overall isotope fractionation of BTEX-hydrocarbons. Since the re-
action depends on transverse mixing of the reaction partners, the coupled effects of
mixing and degradation on isotope fractionation have to be assessed. We hypothe-
size that transverse dispersion, if acting as rate-limiting step, decreases the extent of
overall isotope fractionation similarly to inter-phase mass-transfer processes in batch
systems of biodegradation (Thullner et al., 2008; Kampara et al., 2008; Aeppli et al.,
2009; Thullner et al., 2013). The masking of reaction-induced isotope fractionation by
a preceding (non-fractionating) process, such as transport to the reactive site, is well
known as ’commitment to catalysis’ in the isotope literature. Observable isotope frac-
tionation corresponds only to reaction-induced isotope fractionation, if the actual bond
conversion, causing the isotope effect, represents the rate-limiting step (Elsner et al.,
2005). Masking of reaction-induced isotope fractionation by a preceding rate-limiting,
but non-fractionating process, results in a reduced observable (apparent) extent of iso-
tope fractionation.
1The content presented in this chapter is modified from D. Eckert, M. Rolle, O.A. Cirpka (2012). Nu-
merical simulation of isotope fractionation in steady-state bioreactive transport controlled by transverse
mixing. Journal of Contaminant Hydrology, 140, pp 95-106 (Eckert et al., 2012).
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Assuming first-order processes, the apparent fractionation factor (αapp) can be related
to the intrinsic fractionation factor (αi) for the reactive step by (Northrop, 1981):
αapp =
1+ kreac/ktr
1/αi+ kreac/ktr
, (3.1)
in which kreac and ktr are the first-order rate coefficients of the fractionating reactive, and
the preceding non-fractionating mass-transfer step, respectively. Another complication
in the interpretation of the isotope signals may arise from dispersion itself leading to
fractionation between the heavy and light isotopologues of the contaminant (Rolle et al.,
2010; van Breukelen and Rolle, 2012).
The complex effects of coupled physical and (bio)chemical processes on isotope frac-
tionation are resolved by reactive-transport simulations using ethylbenzene as model
compound. The focus lies on local-scale transverse mixing which is typically very
small and can limit (bio)chemical reactions relying on mixing of substrates (e.g., elec-
tron donors and electron acceptors) and nutrients at the fringe of contaminant plumes.
Two-dimensional simulations at the laboratory scale, where the flow field is assumed to
be uniform, and at a larger field scale considering heterogeneous hydraulic conductiv-
ity fields, are performed. In the latter case, solute transport is influenced by the spatial
variability of groundwater flow which determines local transverse mixing. For both, the
homogeneous local scale and the heterogeneous field scale scenarios, an interpretation
of the isotopic signals based on depth-integrated sampling, which represents the most
common setup in the assessment of contaminated field sites, is provided.
3.1 Model description
Laboratory-scale simulations
The rates of the microbially-mediated ethylbenzene degradation and consumption of the
electron acceptor nitrate are described by dual-Monod kinetics. Biomass is assumed to
be attached to the sediment matrix and thus immobile. Its dynamics are governed by
microbial growth (see Eq. 2.14) and linear decay of the biomass under consumption of
the oxidizing agent nitrate.
The purpose of the laboratory-scale simulations is to study the interplay of transverse
dispersion and biodegradation and its effect on isotope fractionation along the length of
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Figure 3.1: General setup of the bioreactive transport model.
a steady-state plume in a uniform groundwater flow field. Here, we mimic quasi two-
dimensional setups used in recently performed flow-through microcosm experiments
(e.g., Bauer et al., 2009a,b; Rolle et al., 2010). Figure 3.1 schematically illustrates the
setup for the two-dimensional bioreactive transport model.
Ethylbenzene is continuously introduced with a constant inflow concentration of cinS =
12cinS +
13cinS = 110 µM in the center of the inflow boundary through a line source with
a width of 0.6 cm, whereas nitrate is introduced above and below the ethylbenzene line
source with an inflow concentration of cinNO3 = 360 µM. The flow field is assumed uni-
form, which can only be achieved in laboratory experiments. At the outflow boundary,
the flux of ethylbenzene and nitrate is restricted to the advective contribution. The re-
maining part of the boundary is assumed to be a no-flow boundary. The transport and
reaction parameters listed in Table 3.1 are adapted from Rolle et al. (2010).
With the selected geometry, inflow concentrations, and kinetic parameters, 99% of the
injected ethylbenzene mass flux is degraded before reaching the outflow of the model
domain. The isotope ratio of ethylbenzene at the inlet is set to the ratio of the stan-
dard for carbon isotope measurements (Pee Dee Belemnite, 13C/12C = 0.011237). As-
suming an electron-transfer fraction of 0.5 from ethylbenzene to the synthesis of new
cellular material and conceptualizing the biomass as chemical species C5H7O2N, the
stoichiometry for ethylbenzene degradation under nitrate reducing conditions, includ-
ing biomass growth, reads as:
C8H10+4.2NO−3 +1.05NH
+
4 +0.4H
+ → 1.05C5H7O2N
+2.1N2+2.75HCO−3 +2.25H2O. (3.2)
The empirical correlation of Worch (1993) is applied to calculate the aqueous diffusion
coefficients Daq of the light and the heavy ethylbenzene isotopologues. The correlation
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Table 3.1: Transport and reaction parameters in the base case of the uniform
laboratory-scale simulations.
Geometric Parameters
domain dimensions (L×H) [m] 1 × 0.1
number of cells [−] 200 × 200
Transport Parameters
seepage velocity, v [m/s] 1.39 ·10−5
porosity, n [−] 0.4
tortuosity, τ [−] 2.5
grain size, d [m] 2 ·10−4a
longitudinal dispersivity, αl [m] 2 ·10−4
D
12C
aq at 10
◦C [m2/s] 6.5679 ·10−10b
D
13C
aq at 10
◦C [m2/s] 6.5354 ·10−10b
D
NO−3
aq at 10◦C [m2/s] 1.24 ·10−9
εkinDi f f [-] -5h
Inflow Concentrations
source width [m] 0.006
cins [µM] 110
cin
NO−3
[µM] 360
Biokinetic Parameters
kmax [1/d] 3.1
Ks [µM] 11.4
KNO3 [µM] 70
kdec [1/d] 0.02
Ys [µMbio/µMs] 1.05
fdeg [µMNO3/µMs] 4.2
fdec [µMNO3/µMbio] 4.2
Xmax [µM] 250
εkinr [-] -2.2h
c
a Reconstructed from hydraulic conductivity using the relation
of Hazen (1893).
b Calculated with empirical correlation of Worch (1993).
c Value from Meckenstock et al. (2004).
of Worch (1993) predicts a dependence of the aqueous diffusion coefficient Daq on the
molecular mass M of the diffusing compound close to 1/
√
M:
Daq = 3.595 ·10−14 TηM0.53 , (3.3)
in which T [K] is the absolute temperature and η [Pa · s] is the dynamic viscosity of the
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fluid. The calculated values are in agreement with the experimental values for deuter-
ated species reported by Mills (1976) and Jin et al. (2014) and with the outcomes of
the flow-through experiments of Rolle et al. (2010). Eq. 3.3 yields a slight difference
in the aqueous diffusion coefficients between the two ethylbenzene isotopologues, thus
leading to isotope fractionation by diffusion. In analogy to isotope fractionation by
biodegradation, fractionation by diffusion can be described by the fractionation factor
αkinDi f f [−]:
αkinDi f f =
13Daq
12Daq
=
(
M12C
M13C
)0.53
. (3.4)
The isotopologue-specific transverse dispersion coefficients 12Dt and 13Dt are calcu-
lated from the diffusion coefficient obtained from Eq. 3.3 according to Eq. 2.6.
Field-scale simulations
Few recent contributions have attempted to assess the isotope fractionation behavior
in complex heterogeneous porous media (e.g. LaBolle et al., 2008; Green et al., 2010;
van Breukelen and Rolle, 2012), whereas the vast majority of scenario and/or applied
modeling studies relied upon homogeneous equivalent representations of the aquifer
system and upscaled macroscopic transport parameters. The nonuniform flow fields in
heterogeneous aquifers govern solute transport and lead to significant enhancement and
uncertainty of transverse mixing (Cirpka et al., 2011).
In the field-scale simulations, we consider an explicitly resolved representation of aquifer
heterogeneity which leads to direct upscaling of transverse mixing. This is useful to gain
insights into the interaction between physical mixing processes (not relying on upscal-
ing) and (bio)chemical reactions and to improve our capability to interpret observed
isotopic signatures in complex heterogeneous environments. To test how heterogeneity
affects the overall isotope fractionation of the contaminants, we consider a setup similar
to the laboratory-scale simulations with identical boundary conditions but larger dimen-
sions (40 m × 2 m, 1000 × 100 cells) and heterogeneous conductivity fields. The latter
are binary, representing a low-conductivity matrix with high-permeability inclusions
(Werth et al., 2006). The typical length scale for the inclusions is 1 m in the horizon-
tal direction and 10 cm in the vertical direction. Three binary fields are considered,
differing in the conductivity contrast between the matrix and the inclusions. The con-
ductivity of the matrix is set to the same value used for the laboratory-scale simulations
described above and remains identical in the three binary fields. The conductivity of the
high-permeability inclusions is chosen to obtain conductivity ratios Kinclusions/Kmatrix
of 2, 10, and 50, respectively.
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The reaction and transport parameters are identical to the ones used for the laboratory-
scale simulations. Ethylbenzene is introduced over 5 % of the total incoming water flux
in all K-field scenarios, implying a case-dependent width of the source. The porosity
is kept constant throughout the domain and the grain size is evaluated from local con-
ductivity values using the empirical correlation of Hazen (1893) (see Chiogna et al.,
2011a).
Numerical methods
All simulations are performed in two-dimensional domains, discretized by the cell-
centered Finite Volume Method using streamline oriented grids (Cirpka et al., 1999a,c).
Advective fluxes are approximated by upwind differentiation. Temporal discretization
is performed by the implicit Euler method. The resulting system of coupled non-linear
algebraic equations is linearized by the Newton-Raphson method, and the UMFPACK
solver, implemented in Matlab (Davis and Duff, 1997), is used to solve the linear sys-
tem of equations. To obtain the steady-state concentration distributions, the system of
equations is solved for the transient case until steady-state conditions are reached. An
adaptive time-stepping scheme is applied to accelerate the rate at which the steady state
is reached. The code was written as a Matlab program.
3.2 Results and discussion
3.2.1 Homogeneous laboratory scale
3.2.1.1 Effect of mixing control on isotope fractionation
Recent studies on biodegradation of organic contaminants in laboratory batch systems
showed that kinetic mass-transfer processes affect isotope fractionation, if they repre-
sent the rate-limiting step in overall biodegradation (Thullner et al., 2008; Kampara
et al., 2008; Aeppli et al., 2009). In this study we analyze mixing-controlled biodegra-
dation in flow-through systems, which may be conceptualized as the sequence of a phys-
ical process, namely transverse mixing, and a reactive process, namely the bioreaction
of the contaminant with the electron acceptor. The process exhibiting the larger char-
acteristic time scale limits the overall degradation and dominates the observable overall
isotope fractionation. Therefore, the physical mixing process, even if not fractionat-
ing per se, may lead to a significant modulation of isotope fractionation. If transverse
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mixing represents the rate-limiting step, a significant impact on the observed isotope
ratios is expected, even in the absence of any inter-phase mass-transfer process, such as
sorption or NAPL dissolution.
We perform simulations using different specific rates of ethylbenzene degradation to
assess the impact of the interplay between transverse mixing and different reaction ki-
netics on the simulated isotope ratios. As base-case scenario, we consider the kinetic
parameters (kmax = 3.1 d−1 and kdec = 0.02 d−1) determined for the microbial strain
Aromatoleum aromaticum EbN1, an anaerobic degrader using nitrate as electron accep-
tor (Rolle et al., 2010). Successively, the maximum specific degradation rate constant
kmax is increased and decreased by a factor of ten. The respective increase or decrease of
this parameter may be representative of the activity of a more or less efficient degrader
and of the effect of different environmental conditions, such as the presence of dissolved
oxygen or sulfate as principal terminal electron acceptor, that can favor or slow down
the kinetics of contaminant degradation. We calculate the remaining fraction f (x) [-]
of ethylbenzene at different longitudinal travel distances as the ratio of the contaminant
mass flux m˙s(x) at location x and the injected mass flux at the source m˙ins :
f (x) =
m˙s(x)
m˙ins
. (3.5)
The computed length profile of f (x) is plotted in Figure 3.2. Reducing kmax from
3.1 d−1 to 0.31 d−1 affects the remaining mass-flux fraction of ethylbenzene strongly,
whereas the effect of increasing kmax by a factor of ten is less noticeable. This suggests
that the experimental value (kmax = 3.1 d−1) used in the base-case scenario is already
representative of a regime where mixing is the main controlling factor. As a conse-
quence, further increasing the reaction-rate constant has little impact on the overall
degradation of the contaminant. On the contrary, decreasing the specific rate coefficient
of degradation results in considerable changes of the remaining fraction of ethylben-
zene, therefore indicating that the microbial reaction becomes the limiting step to the
overall degradation. The insert on the upper right corner of Figure 3.2 represents the
results in a semilogarithmic scale: it is interesting to observe that towards the end of
the plume the results for the cases with kmax = 3.1 d−1 and kmax = 31 d−1, which ap-
pear to merge in the linear representation, show distinct patterns. This indicates that the
rate-limiting effect of transverse mixing vanishes towards the end of the plume. In this
regime of low contaminant concentrations the electron acceptor is present throughout
the entire width of the plume at concentration levels that don’t limit biodegradation.
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Figure 3.2: Remaining fraction of injected ethylbenzene mass flux in the uni-
form laboratory-scale simulations; blue dash-dotted line: kmax =
0.31 d−1; black dashed line: kmax = 3.1 d−1; red dotted line:
kmax = 31 d−1.
Interpretation of Isotope Ratios
In mixing-controlled biodegradation, reaction rates vary strongly in the vertical direc-
tion with the highest rates encountered at the plume fringe. Consequently, also the
isotope signals of the contaminants show steep gradients, with the heavy isotopologues
being typically enriched at the plume fringes (Prommer et al., 2009; Rolle et al., 2010).
Depth-resolved isotope measurements are highly desirable, since averaging over steep
isotopic gradients by sampling long-screen monitoring wells leads to apparent isotope
ratios that are dominated by zones of high contaminant concentrations and low micro-
bial activity (e.g. Kopinke et al., 2005; Abe and Hunkeler, 2006; van Breukelen and
Prommer, 2008; Thullner et al., 2012). Unfortunately, high-resolution monitoring de-
vices, that allow resolving steep concentration and isotope gradients at the fringes of
organic contaminant plumes, are currently installed only at few contaminated sites (e.g.
Hunkeler et al., 2004; Anneser et al., 2008). Thus, in most practical applications, iso-
tope signatures of contaminants are measured from samples collected in fully-screened
monitoring wells. The following interpretation is, therefore, given for depth-integrated
sampling.
As discussed in the introduction, isotope data are conventionally analyzed using the
Rayleigh equation, eq. (1.3). In the given steady-state setup, the time dependence of the
isotope ratio and the remaining fraction of the contaminant appearing in eq. (1.3) have
to be replaced by the dependence on travel distance x. Also, we consider the remaining
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fraction of the depth integrated mass flux rather than the concentration. The Rayleigh
equation postulates a power-law dependence of the isotope ratio on the remaining frac-
tion of the contaminant. If the Rayleigh equation holds, the measured values follow a
straight line with a constant slope εkinr in a double logarithmic plot of the isotope ratio
vs. the remaining contaminant fraction (denoted as Rayleigh plot).
Figure 3.3 shows the simulated dependence of log10(R(x)/R0) on log10( f ) for the given
setup using different values of the maximum specific reaction rate coefficient kmax. The
isotope ratios are computed for the total mass flux of the contaminant. The solid line
in Figure 3.3 represents the linear relationship as expected by the Rayleigh equation
for the given enrichment factor εkinr = −2.2 h. When the degradation rate is small
(kmax = 0.31 d−1, squares in Figure 3.3), the simulation results are well described by the
Rayleigh approach. By contrast, the profiles for higher values, kmax = 3.1 d−1 (dashed
line) and kmax = 31 d−1 (dotted line), respectively, do not follow the linear trend. In fact,
for identical isotope ratios, the simulated remaining fraction of ethylbenzene mass flux
is much smaller than the one predicted by the Rayleigh equation. That is, the Rayleigh
equation gives conservative estimates regarding the degree of biodegradation.
The deviation from the linear Rayleigh trend increases with increasing kmax due to in-
creasing limitation of the overall degradation by transverse mixing. Interestingly, the in-
creasing limitation by transverse mixing from kmax = 3.1 d−1 to kmax = 31 d−1 shows a
strong effect on isotope fractionation, whereas it has only a minor effect on the remain-
ing ethylbenzene fraction (Figure 3.2). For the limiting scenario of an instantaneous
reaction, no more isotope fractionation could be observed at all, because all ethylben-
zene molecules would immediately react upon mixing with nitrate, regardless of their
isotopic composition. The latter behavior would lead to a straight horizontal line in the
Rayleigh plot. That is, while the overall remaining fraction of contaminant mass flux
hardly differs between the reference case, kmax = 3.1 d−1, and the limit kmax→ ∞, the
isotope fractionation dramatically changes from some fractionation (even though not as
strong as predicted by the microbial reaction alone) to no fractionation at all, since in
the latter case there is no more isotope selection in the reaction.
The results for kmax = 3.1 d−1 and kmax = 31 d−1 show nonlinear patterns for small
to intermediate log( f ) values (i.e., large remaining ethylbenzene fraction) that consid-
erably deviate from the linear Rayleigh behavior. For large log( f ) values (i.e., low
remaining ethylbenzene fraction) simulation results show a linear dependence between
log( f ) and log(Rx/R0).
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Figure 3.3: Rayleigh plot of depth-averaged samples in the uniform
laboratory-scale setup; solid line: linear Rayleigh model; blue
squares: kmax = 0.31 d−1; black dashed line: kmax = 3.1 d−1;
red dotted line: kmax = 31 d−1.
Directly at the inflow boundary, the transverse concentration gradients are practically
infinite so that transverse dispersion is not yet rate-limiting. However, already at small
distances from the inlet, the transverse concentration gradients decrease, and the plume
becomes wider, so that overall degradation is increasingly controlled by physical mix-
ing rather than microbial activity. This results in the increasing deviation from the linear
Rayleigh line in Figure 3.3. With decreasing plume width and decreasing ethylbenzene
concentration, transverse mixing lengths and reaction rates decrease. The overall degra-
dation becomes less controlled by physical mixing and the slope in the Rayleigh plot
slowly tends towards εkinr . Finally, towards the end of the plume, the concentrations
of ethylbenzene and the biomass become so small that mixing with nitrate is no more
limiting at all and hence the remaining degradation shows a linear Rayleigh plot.
Additional simulations (results not shown), in which we changed the width of the con-
taminant source, resulted in substantial deviations from the linear trend in the Rayleigh
plot when the source width was increased, implying even stronger limitation by trans-
verse mixing.
In practical applications, the Rayleigh equation is often used to estimate the extent of
biodegradation, here denoted BRayleigh:
BRayleigh =
(
1−
(
Rx
R0
) 1
εkinr
)
, (3.6)
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Figure 3.4: Left subplot: Comparison of the extent of biodegradation B esti-
mated by the Rayleigh equation and the extent of biodegradation
obtained from the model (solid lines) as function of travel distance;
blue: kmax = 0.31 d−1; black: kmax = 3.1 d−1; red: kmax = 31 d−1;
right subplot: Extent of over-/underestimation of the actual extent
of biodegradation by the Rayleigh equation.
In Figure 3.4, the extent of biodegradation BRayleigh, estimated by the Rayleigh equation,
is compared to the true extent of biodegradation Btrue (solid lines), calculated from the
remaining fraction f of ethylbenzene mass flux:
Btrue = (1− f ). (3.7)
Btrue is strongly underestimated by the Rayleigh equation for kmax = 3.1 d−1 (dashed
lines) and kmax = 31 d−1 (dotted lines) for the largest part of the ethylbenzene plume.
The underestimation decreases only near the end of the plume where the microbial
reaction becomes rate-limiting. However, a slight underestimation remains due to the
offset to the linear Rayleigh line as shown in Figure 3.3.
3.2.1.2 Effect of isotope fractionation by dispersion
Recently, Rolle et al. (2010) showed that transverse dispersion significantly fractionates
between labeled (perdeuterated) and non-labeled ethylbenzene molecules in conserva-
tive and mixing-controlled bioreactive transport experiments. Fractionation by trans-
verse dispersion caused an enrichment of labeled ethylbenzene molecules in the plume
core and their depletion at the plume fringes. In fact, dispersive mass-transfer is faster
for the lighter (non-labeled) ethylbenzene molecules than for the heavier (labeled) ones.
Biodegradation, in contrast, led to the enrichment of the heavier ethylbenzene molecules
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at the plume fringes, where the reaction predominantly takes place. For weakly frac-
tionating reactions it was shown that fractionation by transverse dispersion dominates
the overall fractionation pattern. For more strongly fractionating reactions, the effects of
both transverse dispersion and biodegradation had to be taken into account to reproduce
the observed vertical isotope profiles .
In the current study, the fractionating effect of isotopologue-specific transverse disper-
sion is investigated for ethylbenzene at natural isotopic abundance. Isotope fractionation
by dispersion is assumed to be weaker for ethylbenzene at natural abundance than for
labeled (perdeuterated) ethylbenzene due to the smaller mass difference between light
and heavy ethylbenzene molecules. The simulations are performed for ethylbenzene
degradation under nitrate reducing conditions applying the reactive parameters of the
base case discussed above (kmax = 3.1 d−1, εkinr =−2.2h).
Spatial distribution of simulated isotope ratios
Figure 3.5 shows the simulated spatial distribution of isotope ratios in the model do-
main, thus illustrating the coupled effects of dispersion and microbially-mediated reac-
tions on isotope fractionation. The computed distribution of isotope ratios (Rx) is given
as enrichment/depletion in the heavy isotopologue relative to the source zone (R0) in
the δ 13C notation.
∆13C =
(
Rx
R0
−1
)
. (3.8)
The ∆13C-values are only calculated for regions where the ethylbenzene concentration
is above the detection limit for standard GC-MS measurements (1µg/L). Figure 3.5A
shows results for conservative transport of ethylbenzene, considering isotopologue-
specific dispersion, Figure 3.5B shows results for bioreactive transport of ethylbenzene,
neglecting isotopologue-specific dispersion, and Figure 3.5C shows results for bioreac-
tive transport of ethylbenzene, considering isotopologue-specific dispersion.
As experimentally observed for labeled ethylbenzene, transverse dispersion leads to a
distinct spatial isotope pattern also for ethylbenzene at natural abundance (Figure 3.5A).
The heavy isotopologue is slightly enriched along the plume centerline and strongly
depleted at the fringe. The spatial distribution of δ 13C in Figure 3.5B (bioreactive
transport, no isotopologue-specific dispersion) shows distinct maxima of δ 13C along
the plume fringes. The δ 13C-distribution in Figure 3.5C (bioreactive transport with
isotopologue-specific dispersion), by contrast, does not show these maxima of δ 13C-
values at the fringes and has the largest enrichment of the heavy isotopologue in the
plume core.
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Figure 3.5: Spatial distribution of ∆13C [h] in the laboratory-scale model do-
main; A: conservative transport considering isotopologue-specific
dispersion, B: bioreactive transport neglecting isotopologue-
specific dispersion, C: bioreactive transport considering
isotopologue-specific dispersion.
Interpretation of isotope ratios
Figure 3.6 shows longitudinal profiles of isotope ratios for samples averaged over the
entire height of the domain. The ∆13C-profile for conservative transport (solid line)
remains constant at a value of zero, indicating the absence of net isotope fractionation.
This is expected, because isotopologue-specific transverse dispersion makes the heavy
and light ethylbenzene plumes spread differently only in the direction perpendicular to
flow while the total longitudinal mass flux remains constant. Since it is the latter that is
measured by depth-integrated sampling no net isotope fractionation is observed.
The longitudinal ∆13C-profile for bioreactive transport considering isotopologue-specific
dispersion (dash-dotted line) and the one neglecting it (dashed line) do not match. ∆13C-
values are larger for the case where isotopologue-specific dispersion is considered than
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Figure 3.6: Longitudinal profiles of ∆13C-values obtained from depth-
averaged concentrations in the uniform laboratory-scale simula-
tions; solid line: conservative transport, isotopologue specific dis-
persion; dashed line: bioreactive transport, non isotopologue spe-
cific dispersion; dash-dotted line: bioreactive transport, isotopo-
logue specific dispersion.
for the case where it is neglected. In contrast to conservative transport, isotope fraction-
ation by dispersion thus has an effect on isotope ratios in depth-averaged samples for
bioreactive transport. This observation can be explained by the fact, that transverse dis-
persion and biodegradation act in series: in order to react, ethylbenzene and nitrate have
to mix. The biomass in the reactive zone along the plume fringe samples ratios of heavy
and light ethylbenzene isotopologues that have already been altered (prefractionated) by
transverse dispersion. Since transverse dispersion is slightly faster for the light isotopo-
logue, accounting for isotopologue specific dispersion leads to the increased removal
of light ethylbenzene and consequently to increased ∆13C-values. Towards the end of
the domain the slopes of the ∆13C- profiles decrease substantially, to finally approach
a constant value. Ethylbenzene concentration in this regime are too low to support
biomass and consequently no more isotope fractionation can be observed. Furthermore,
a decrease in ∆13C-values can be observed for the dash-dotted line (isotopologue spe-
cific dispersion) close to the right boundary of the domain (starting at about 0.8 m).
This effect stems from the very low concentration levels in this portion of the domain,
which cause biodegradation to occur predominantly in the plume core, where the heavy
ethylbenzene isotopologue has been enriched by transverse dispersion.
Figure 3.7 shows a Rayleigh plot for bioreactive transport with isotope fractionation
by both dispersion and the microbial reaction, considering three different values of the
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Figure 3.7: Rayleigh plot of depth-averaged samples in the uniform
laboratory-scale setup accounting for isotopologue specific disper-
sion coefficients; solid line: linear Rayleigh model; blue squares:
kmax = 0.31 d−1; black dashed line: kmax = 3.1 d−1; red dotted
line: kmax = 31 d−1.
maximum specific rate coefficient. It can be observed that in the case of slow degra-
dation kinetics (kmax = 0.31 d−1) the results are still captured by the linear trend of
the Rayleigh line, although the agreement is less satisfying compared to the same case
for the scenario reported in Figure 3.3. For faster reaction kinetics, the overall isotope
signal is dominated by the prefractionating effect of transverse dispersion. While for
isotopologue-independent transverse dispersion the Rayleigh model always underesti-
mates the extent of biodegradation, the current results show that this can no more be the
case if isotopologue-specific transverse dispersion is considered.
The effect of isotope fractionation by transverse dispersion strongly depends on the
groundwater flow velocity (see Eq. 2.6). Figure 3.8 shows the isotope enrichment
factor for transverse dispersion εDkint as function of the seepage velocity using the non-
linear parameterization of Dt proposed by Chiogna et al. (2010) (solid line), and for the
classical linear parameterization (dashed line). In both cases, we consider isotopologue-
specific diffusion coefficients, but in the parameterization of Chiogna et al. (2010) the
effects of diffusion do not vanish at high flow velocities. Independently of the Dt-
parameterization, a fractionation effect can be observed at low velocities, where the
contribution of pore diffusion to Dt is dominant. Considering the classical parameteri-
zation of Dt , isotope fractionation by transverse dispersion continuously decreases with
increasing velocity to finally vanish at high velocities (limv→∞ εDt = 0). Considering
the Dt-parameterization of Chiogna et al. (2010), isotope fractionation by transverse
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Figure 3.8: Enrichment factor for isotope fractionation by transverse disper-
sion (εDt ) as function of velocity with the classical linear (dashed
line) and a non linear compound-specific Dt-parameterization
(solid line).
dispersion does not vanish at high velocities. It decreases with increasing flow velocity
up to a minimum, after which the fractionating effect of transverse dispersion increases
reflecting the progressively more significant effect of incomplete mixing in the void
space of the porous medium (e.g., Klenk and Grathwohl, 2002; Rolle et al., 2012).
3.2.2 Heterogeneous field scale
In order to assess the effect of heterogeneous flow fields on mixing-controlled biore-
active transport and on the spatial patterns of isotopic signals, we perform field-scale
simulations using different hydraulic conductivity fields. Figure 3.9 shows the stream-
lines (gray lines) and the simulated outline of a steady-state plume resulting from the
continuous release of ethylbenzene (black line) for a single realization of a random
binary conductivity field for a K-ratio of 10.
In Figure 3.10, the remaining fraction of the injected ethylbenzene mass flux is plotted
for individual K-fields with three different conductivity ratios between the inclusions
and the matrix of 2, 10, and 50. Mixing enhancement in the high-permeability in-
clusions leads to a step-like profile of the remaining contaminant fraction f : a steep
decrease of f occurs in zones of the domain where biodegradation is enhanced by ef-
fective mixing due to flow-focusing of the plume fringe in high-permeability inclusions.
As shown in Figure 3.10, increasing the permeability contrast between the matrix and
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Figure 3.9: Simulation results for a heterogeneous field-scale simulation with
binary conductivity field (Kratio=10); gray lines: streamlines;
black line: outline of the ethylbenzene plume, defined as contour-
line for 1 % of the source zone concentration.
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Figure 3.10: Remaining fraction of injected ethylbenzene mass flux as function
of distance from inflow boundary in the heterogeneous field-scale
simulations; blue dash-dotted line: Kratio = 2; black dashed line:
Kratio = 10; red dotted line: Kratio = 50.
the high-permeability zones increases transverse mixing and reduces the length of the
ethylbenzene plume.
Effect of heterogeneity on isotope fractionation
Focusing of the plume fringe in high-permeability zones also affects the spatial pattern
of the isotopic signature. In analogy to the analysis performed at the laboratory scale, we
present two different scenarios considering no fractionating effects of the physical pro-
cesses and including isotopologue-specific transverse dispersion. We consider different
degrees of heterogeneity, generating the binary conductivity fields using K-ratios of 2,
10, and 50 between the matrix and the high-permeability inclusions. Reactive-transport
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Figure 3.11: ∆13C-distribution [h] in the heterogeneous field-scale model
domain for Kratio = 10. A: bioreactive transport neglecting
isotopologue-specific dispersion, B: bioreactive transport consid-
ering isotopologue-specific dispersion.
simulations are performed with the same kinetic parameters used in the laboratory-scale
simulations.
Figure 3.11 shows the spatial distribution of ∆13C-values in the heterogeneous domain
with a K-ratio of 10, neglecting (panel A) and considering (panel B) isotopologue-
specific transverse dispersion. Flow focusing and de-focusing in the heterogeneous flow
field determine a vertical squeezing and stretching of the ∆13C-distribution. The two
scenarios considered still have a distinct pattern, but in contrast to the laboratory-scale
simulations in a homogeneous medium, these results show that the largest ∆13C-values
are found at the plume fringe, where the reaction predominantly takes place, also in
the case of isotopologue-specific dispersion. In fact, the repeated flow-focusing events
in the high-permeability inclusions have the effect of enhancing transverse mixing (i.e.
limiting its controlling role on the overall degradation) and of reducing the fractionating
effect of transverse dispersion, which strongly depends on the groundwater flow veloc-
ity (see Fig. 3.8). Therefore, the fractionating effect of the bioreaction can prevail over
the physical effect of dispersion. A similar pattern would have been obtained consid-
ering a smaller degree of mixing enhancement but a higher fractionation factor of the
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Figure 3.12: Rayleigh plots of depth-averaged samples in the heterogeneous
field-scale setup. A1 & A2: base-case seepage velocity vmatrix =
1.2 m/d; B1 & B2: decreased seepage velocity vmatrix =
0.12 m/d; A1 & B1: isotopologue-independent transverse dis-
persion; A2 & B2: isotopologue-specific transverse dispersion;
blue dash-dotted line/squares: Kratio = 2; black dashed line:
Kratio = 10; red dotted line: Kratio = 50.
bioreactive process.
Since the fractionating effect of transverse dispersion depends on the groundwater flow
velocity, we performed simulations for a velocity of 0.12 m/d in the matrix and three de-
grees of heterogeneity (K-ratio of 2, 10, and 50) in addition to the base case velocity of
1.2 m/d. In analogy to the laboratory-scale simulations, we present the isotope ratios of
the flux-averaged ethylbenzene concentration in Rayleigh plots and compare the results
to the linear Rayleigh behavior. Results for a matrix velocity of 1.2 m/d (base case) are
presented in Figure 3.12A1 (no fractionation by dispersion) and 3.12A2 (isotopologue-
specific dispersion). Results for a matrix velocity of 0.12 m/d are presented in Figure
3.12B1 (no fractionation by dispersion) and 3.12B2 (isotopologue specific dispersion).
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The results are illustrated for a single realization. However, Rayleigh plots for multi-
ple realizations (not shown) do not qualitatively differ from the individual realizations
shown in Figure 3.12.
As observed in the uniform laboratory-scale setup, non-fractionating transverse mixing
causes a modulation of the isotope ratios which depart from the linear Rayleigh behav-
ior (Figure 3.12A1 & 3.12B1) also in the heterogeneous field-scale simulations. As dis-
cussed before, this behavior can be explained by transverse mixing being rate limiting
to the overall degradation of ethylbenzene. The deviation can be observed for both sce-
narios of the matrix velocity, but it seems to be slightly stronger for vmatrix = 0.12 m/d
than for vmatrix = 1.2 m/d. Increasing the degree of heterogeneity of the hydraulic
conductivity fields (i.e., the contrast between the permeability of the matrix and the
inclusions) increases the enhancement of mixing and therefore reduces the limiting ef-
fects of mixing on the overall contaminant degradation. As a consequence, the resulting
isotope patterns show a reduced deviation from the linear Rayleigh trend. In the sim-
ulations with the smallest conductivity contrast (K-ratio of 2), biodegradation is not
complete for vmatrix = 1.2 m/d, whereas it can be considered complete (i.e., the ethyl-
benzene plume delimited by the 1% concentration contour does not leave the domain)
for vmatrix = 0.12 m/d. This can be attributed to the longer contact time between the
reactants at slower velocities.
Figures 3.12A2 (vmatrix = 1.2 m/d) and 3.12B2 (vmatrix = 0.12 m/d) illustrate the effect
of isotopologue-specific dispersion on the Rayleigh plot for the two different matrix ve-
locities. As already observed in the uniform laboratory-scale setup, the profiles consid-
ering isotopologue-specific dispersion show higher values than the ones neglecting the
fractionating effect of dispersion. This implies that the extent of biodegradation, calcu-
lated by equation (3.6) is always larger if isotopologue-specific dispersion is accounted
for. For the seepage velocity used in the laboratory-scale simulations (v= 1.2 m/d), the
application of the Rayleigh equation resulted only in slight overestimation of the true
extent of biodegradation (Figure 3.7). The field-scale results, however, indicate that the
application of the Rayleigh equation can potentially lead to a much stronger overestima-
tion of biodegradation if the seepage velocity is small and the flow field is only slightly
heterogeneous (dash dotted line in Figure 3.12B2).
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3.3 Chapter summary and conclusions
The aim of this study was to investigate the coupled effect of biodegradation and trans-
verse dispersion on the behavior and evolution of isotope ratios in steady-state contami-
nant plumes. The analysis focused on fringe-controlled biodegradation of continuously
emitted, oxidizable organic contaminants. The results were interpreted based on depth-
integrated sampling, since standard groundwater sampling is conducted by the means
of fully-screened monitoring wells.
Effect of degradation-rate limitation by mixing
The results presented in this chapter show that, similarly to other physical processes,
transverse mixing can significantly bias the interpretation of observed isotope ratios.
Even if transverse dispersion is considered a non-fractionating process, it can have
important effects in the analysis of isotope signatures. In particular, when transverse
mixing acts as rate-limiting step in contaminant degradation, applying the widely used
Rayleigh equation to interpret the observed isotope ratios results in significant under-
estimation of biodegradation. The investigated scenarios show that these effects are
more important when the rate of the reaction is relatively fast (e.g., in the presence
of a readily degradable organic compound, a well-established and well-adapted micro-
bial community, suitable environmental conditions, and thermodynamically favorable
electron acceptors such as dissolved oxygen and nitrate) compared to the characteristic
rate of transverse mixing. This is not uncommon, since the characteristic rate of diffu-
sive/dispersive processes is typically very small in porous media. In particular, recent
studies have pointed out the important role of diffusion for transverse mixing from the
pore to the field scale (e.g. Knutson et al., 2007; Willingham et al., 2008; Chiogna et al.,
2011b,a; Cirpka et al., 2011; Rolle et al., 2012). On the other hand, when the reaction
can be identified as the slowest process, the limiting effect of mixing vanishes, fraction-
ation is governed by biodegradation, and the Rayleigh equation might be applied.
We also show that the interplay between mixing and degradation varies along the length
of a contaminant plume, therefore also the location where isotope ratios are measured
(e.g., close to the contaminant source or farther down gradient) has an important influ-
ence on the quality of their interpretation.
For mixing-controlled reactive transport in heterogeneous conductivity fields, the spa-
tial variability of the velocity fields leads to an enhancement of transverse mixing which
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tends to attenuate the limiting effect of mass-transfer limitations by transverse disper-
sion to the overall degradation.
Isotope fractionation by transverse dispersion
While the rate-limiting effect of mixing alone always leads to conservative estimates
of the extent of biodegradation by the Rayleigh equation, this is not necessarily the
case if the fractionating effect of transverse dispersion is considered. The results of
the reactive transport scenarios considering isotopologue-specific transverse dispersion
point out that the effect of isotope fractionation due to the physical process depends on
the fractionation strength of the reaction, on the seepage velocity and, as in the previous
cases, on the interplay between mixing and biodegradation. In contrast to conservative
transport, the effect of isotopologue-specific transverse dispersion is not eliminated for
mixing-controlled biodegradation if isotope ratios are obtained from depth-integrated
samples (fully-screened wells).
Simulations were based on aqueous diffusion coefficients for 12- and 13-ethylbenzene
calculated by the empirical correlation for the diffusion coefficients of organic com-
pounds of Worch (1993). This correlation was shown to accurately predict fractiona-
tion by diffusion/dispersion of deuterated and non-deuterated toluene and ethylbenzene
(Rolle et al., 2010; Jin et al., 2014). The diffusion experiments of Jin et al. (2014), how-
ever, also showed a much smaller degree of Cl isotope fractionation for PCE and TCE
than predicted by the correlation of Worch (1993). Therefore diffusion/dispersion ex-
periments for BTEX compounds at natural isotope abundance are needed to ultimately
constraint the strength of diffusive 13C/12C isotope fractionation for these contaminants.
Chapter 4
Isotope fractionation in a toluene-pulse
experiment 1
This chapter deals with the model-based analysis of a toluene-pulse experiment, per-
formed in an indoor aquifer model at the Institute of Groundwater Ecology in Munich
(Qiu et al., 2013). The goal of the experiment was to investigate the coupled effects
of biodegradation, transverse dispersion, and sorption on the isotope signal of toluene
under transient conditions. To this end, a two-dimensional reactive-transport model ac-
counting for isotope fractionation by biodegradation, sorption, and transverse dispersion
was developed, to aid in the interpretation of the high-resolution data set of toluene con-
centration and toluene-specific δ 13C obtained from the experiment (Qiu et al., 2013).
In a first step, the effects of individual attenuating and fractionating processes on the
toluene pulse and its isotope signal were quantified by fitting the model jointly to the
toluene concentration and δ 13C data. Based on the model fit, parameter values for
individual processes were derived, and the uncertainty of these parameter values was
quantified. In a consecutive step, the data were refitted with four successively simplified
models, to investigate the error introduced in the interpretation of the data if individual
processes (e.g., fractionation by physical processes or Michaelis-Menten kinetics) are
1The content presented in this chapter is adapted from from D. Eckert, S. Qiu, M. Elsner, O.A.
Cirpka (2013). Model Complexity Needed for Quantitative Analysis of High Resolution Isotope and
Concentration Data from a Toluene-Pulse Experiment. Environmental Science & Technology, 47 (13),
pp 6900–6907 (Eckert et al., 2013) and S. Qiu, D. Eckert, O.A. Cirpka, M. Huenniger, P. Knappett, P.
Maloszewski, R.U. Meckenstock, C. Griebler, M. Elsner (2013). Direct Experimental Evidence on Non-
first Order Degradation Kinetics and Sorption-Induced Isotope Fractionation in a Mesoscale Aquifer:
13C/12C Analysis of a Transient Toluene Pulse. Environmental Science & Technology, 47 (13), pp
6892–6899 (Qiu et al., 2013). Copyright 2013 American Chemical Society.
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neglected. Furthermore the the model complexity needed for the adequate description
of the system was identified.
4.1 Experimental setup
The experiment was performed in a large-scale indoor aquifer model (4.83 × 0.8 × 0.7
m), filled with pristine aquifer material and flushed with natural groundwater at a rate of
240 L d−1. Detailed information on the indoor aquifer model can be found in Hünniger
(2011) and Herzyk (2013). A pulse of toluene and deuterated water was injected over a
period of 30 h with an injection rate of 0.78 L d−1 by a horizontal injection well.
Even though performed in a three-dimensional tank, the pulse experiment was effec-
tively two-dimensional. Breakthrough curves of toluene concentration and toluene-
specific δ 13C were measured at two different observation ports of a multilevel sampling
well, denoted F2-8 and F2-9, with a vertical distance of 4 cm at 4.2 m distance from the
injection point. In addition, the concentration of dissolved oxygen, which is considered
to be the predominant electron acceptor for microbial respiration under the experimen-
tal conditions (i.e. pulse injection into an aerobic system) was measured at port F2-8.
Compared to the inflow, significantly reduced toluene concentrations, enriched δ 13 val-
ues and a slight depletion in dissolved oxygen could be observed at the two observation
points.
The experiment was performed by Dr. Shiran Qiu under the supervision of Dr. Martin
Elsner at the Institute of Groundwater Ecology at the Helmholtz Center for Environmen-
tal Health in Munich. Further information on the experiments and the measurements can
be found in Qiu et al. (2013).
4.2 Model description
The toluene-pulse experiment in the indoor aquifer model was simulated along a two-
dimensional vertical transect. In the model, toluene was injected with a concentration
of 500 mgL−1 over an injection height of 2.4 mm for 30 h to simulate the experimental
boundary conditions. Due to the short duration of the experiment microbial growth
was neglected and toluene degradation was simulated by Michaelis-Menten kinetics.
Oxygen was not explicitly considered in the model, since oxygen measurements showed
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Figure 4.1: Two dimensional illustration of the experimental setup. (1) hori-
zontal groundwater flow, (2) pulse injection of toluene and D2O,
(3) multilevel sampling well at 4.2 m distance from the injection
point, (4) observation ports F2-8 and F2-9 with spacing of 4 cm..
that oxygen was not a limiting factor. The simulated velocity was strictly horizontal, and
all model parameters were assumed spatially uniform.
Numerical methods
The domain was discretized by the cell-centered Finite Volume Method with a spatial
discretization of 1 cm in the horizontal and 0.12 cm in the vertical direction. Transport
and reaction were decoupled by an operator splitting approach. Integration in time
was performed by the explicit Euler method for advective fluxes and the reactive sink
term and by the implicit Euler method for dispersive fluxes. A time step size of 537 s
was chosen to achieve a Courant number of unity. The code was written as a Matlab
program and the system of linear equations for the dispersive fluxes was solved with the
UMFPACK solver, implemented in Matlab (Davis and Duff, 1997).
4.3 Parameter estimation
4.3.1 Estimation of conservative transport parameters
Basic parameters describing conservative transport through the indoor aquifer model
(e.g. seepage velocity, dispersion coefficients) were determined by D2O and Br− tracer
tests performed by Qiu et al. (2013). Parameter values are presented in Table 4.1.
The seepage velocity v was chosen manually in order to match the arrival time of the
D2O peak concentration at F2-8 and F2-9 (see Fig. 4.2). The estimated velocity was
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Figure 4.2: Measured D2O breakthrough curves for F2-8 and F2-9 and corre-
sponding model fits.
slightly different for F2-8 (v = 1.61md−1) and F2-9 (v = 1.67md−1), which indicates
the presence of small-scale heterogeneity in the system (see Fig. 4.2). For the further
analysis this was neglected, and a homogeneous transport velocity of v= 1.61md−1 was
assumed.
Subsequently, the longitudinal dispersion coefficient DL was obtained by fitting the
measured D2O breakthrough curve at F2-8, which is located at a distance of x=4.2m
from the horizontal injection well, with the one-dimensional analytical solution for the
given injection time tin of 30 hrs:
c(x, t) =
csteady
2
(
er f c
(
x− vt
2
√
DLt
)
− er f c
(
x− v(t− tin)
2
√
DL(t− tin)
))
, (4.1)
in which csteady is the concentration at F2-8 that would be obtained for a continuous
injection of D2O at a sufficiently long time and DL is the longitudinal dispersion coeffi-
cient. Both csteady and DL were fitting parameters. Fitting csteady was needed to account
for (1) the mass loss due to transverse dispersion and (2) the possibility that the pulse
center may not necessarily hit sampling port F2-8. We estimated the flow-effective
porosity ne based on the measured groundwater flow rate Q and the fitted seepage ve-
locity.
The transverse dispersion coefficient Dt was evaluated by fitting a bromide tracer test
performed by Qiu et al. (2013), where bromide was continuously injected and vertical
concentration profiles were measured (Fig. 4.3). Fitting the data with the 2-D steady-
state analytical solution for continuous solute injection (with inflow concentration cin)
from a line source of width w, we could estimate the transverse dispersion coefficient
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Figure 4.3: Measured vertical profile of Br− concentration for well F2 under
steady state transport conditions during a long term injection ex-
periment and corresponding model fit.
of bromide:
c(x,z) =
cin
2
(
er f
(
z+ w2
2
√
DT xv
)
− er f
(
z− w2
2
√
DT xv
))
, (4.2)
The Dt-value determined for bromide was transferred to the transverse dispersion coeffi-
cients of D2O and toluene based on the differences in the aqueous diffusion coefficients
as reported in Table 4.1, using a non-linear parameterization of Dt that accounts for
compound-dependent mechanical dispersion (Chiogna et al., 2010):
Dt = neDaq+ v
de f f√
vde f f
Daq
+123
, (4.3)
in which ne is the effective porosity, Daq is the aqueous diffusion coefficient, and de f f is
the effective grain size of the natural sediment used to fill the indoor aquifer model. The
vertical offset zo f f of sampling ports F2-8 and F2-9 to the pulse center was subsequently
obtained by solving equation 4.2 for z, applying c(zo f f ) = csteady, the steady-state con-
centrations for F2-8/F2-9 estimated by equation 4.1.
4.3.2 Parameter estimation strategy for reactive transport
Reactive-transport parameters (i.e., biokinetic parameters rmax and Ktol , the retarda-
tion factor R, isotopic enrichment factors εkinr , ε
equ
s and εkinD ) and the corresponding
uncertainties of the estimated parameters, were obtained by simultaneously fitting the
reactive-transport model described above to the measured toluene concentration and
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Table 4.1: Fitted parameters for conservative transport.
Transport Parameters
v [ms−1] 1.86×10−5
ne [−] 0.268
DL [m2s−1] 5.2×10−7
e
DT [m2s−1] D2O 5.7×10−9
toluene 4.9×10−9
Intermediate Parameters
Daq at 15◦C [m2s−1] Br− 1.6×10−9
a
D2O 1.7×10−9
b
toluene 0.8×10−9c
Dt [m2s−1] Br− 5.7×10−9
de f f [m] 3.7×10−3
cin [mgL−1] D2O 2.1×105
toluene 500
csteady [mgL−1] F2−8 1.56×103
F2−9 1.13×103
zo f f [m] F2−8 0.068
F2−9 0.079
a Cussler (2009).
b Daq of D2O approximated by value for HTO
reported in Mills (1973).
c Calculated by empirical correlation of Worch
(1993).
toluene-specific δ 13C breakthrough curves at the two sampling ports F2-8 and F2-9 at
4.2 m distance from the horizontal injection well.
The model was fitted to the data by minimizing the sum of normalized squared errors
(SNSE) between measured and simulated concentration and δ 13C breakthrough curves
at both sampling ports:
SNSE = SNSEtol +SNSEδ 13C (4.4)
SNSEtol =
nc
∑
i=1
(
cmeasi − csimi
)2
σ2c
(4.5)
SNSEδ 13C =
nδ
∑
i=1
(
δ 13Cmeasi −δ 13Csimi
)2
σ2δ 13C
, (4.6)
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in which σ2c is the variance in the observed toluene concentrations and σ2δ 13C the vari-
ance in the isotope ratio data, nc is the total number of concentration measurements (i.e.,
at both sampling ports) and nδ the total number of isotope ratio measurements.
The corresponding uncertainty in the fitted parameters was estimated based on lin-
earized error propagation Press et al. (1997):
Cpp = f ×
(
JTC−1measJ
)−1
, (4.7)
in which Cpp is the covariance matrix of the parameter uncertainties, J is the Jacobian
matrix, containing the partial derivatives of the model outcome with respect to each
reactive transport parameter, Cmeas is a diagonal matrix containing the variance in the
concentration (σ2c ) and isotope ratio (σ2δ 13C) measurements along the main diagonal, and
f = SNSE/(nobs−np) is a scaling factor to achieve the expected value of the objective
function for an accepted model, in which nobs is the number of observations and np is
the number of parameters.
4.4 Results and discussion
4.4.1 Experimental data and model fit
Figure 4.4 shows measured and simulated breakthrough curves (BTCs) of D2O (green
crosses, green dashed line), toluene (black circles, black solid line) and the toluene-
specific stable-carbon isotope ratio (red squares, red solid line) at the two sampling
ports F2-8 and F2-9. Simulated isotope ratios are only plotted for toluene concentra-
tions above the detection limit for standard GC-IRMS measurements (5µgL−1). The
toluene peak arrives approximately 20 hrs later than the D2O peak and the normalized
peak concentration is much lower for toluene than for the conservative tracer D2O. We
interpret these observations by toluene undergoing sorption and biodegradation while
being transported through the indoor aquifer model.
Based on a comparison of the zeroth temporal moments of the toluene BTC (black
solid line) and the D2O BTC (green dashed line), the extent of biodegradation (B) was
quantified for sampling ports F2-8 (B = 37%) and F2-9 (B = 44%). Similar to the
Rayleigh-equation-based quantification of biodegradation from local isotope ratio mea-
surements, this approach yields location dependent values for B. The small difference
60 Chapter 4. Isotope fractionation in a toluene-pulse experiment
0
2
4
6
x 10−3
c/
c in
 
[−]
F2−8
40 60 80 100 120 140
−28
−27
−26
t [h]
δ1
3 C
 [‰
]
F2−9
40 60 80 100 120 140
t [h]
Figure 4.4: Measured breakthrough curves of D2O (green crosses), toluene
(black circles) and toluene-specific δ 13C (red squares) at the two
sampling ports F2-8 and F2-9 at x=4.2m, toluene-specific δ 13C
(blue triangles) at the inflow, corresponding model fits (lines) and
model prediction for conservative toluene transport (black dotted
line).
in B for the two sampling ports likely arises from the fact that in relative terms degra-
dation is stronger for the lower toluene concentration encountered at F2-9, which is in
accordance with Michaelis-Menten kinetics. Performing a mass balance on the model
results, in which we compared the simulated toluene mass passing through transect F
to the injected toluene mass, we estimated that 26 % of the injected toluene mass was
degraded at transect F. This indicates that estimates of B, which are based on point ob-
servations (i.e. isotope measurements at individual ports of a multilevel sampling well),
are not necessarily representative of the overall extent of biodegradation.
Our model is able to reproduce the asymmetric U-shape of the δ 13C BTCs observed
at F2-8 and F2-9 (figure 4.4). The U-shape arises from the fact that in relative terms
stronger degradation, and hence isotopic enrichment, is taking place at the fringes of
the toluene pulse. The asymmetry of the δ 13C BTCs results from sorption-induced
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Figure 4.5: Experimentally observed carbon isotope trends, and simulated
trends resulting from the various fractionation processes. The gray
horizontal line indicates the initial δ 13C value.
isotope fractionation. As expected, slightly stronger sorption of the light isotopologues
(Kopinke et al., 2005) increases the enrichment in δ 13C values due to biodegradation
at the front end of the toluene pulse (early times) and reduces the enrichment at the
back end (late times). The effect of transverse dispersion on the isotope signal, which
is less obvious than the effect of sorption, is manifested in the fact that the general
isotopic enrichment is slightly larger for F2-8 than for F2-9, which is further away from
the pulse center. Due to the slightly larger aqueous diffusion coefficient of the light
isotopologues (Rolle et al., 2010), transverse dispersion is leading to progressively less
enriched δ 13C-values away from the center of the toluene pulse.
Effect of individual fractionation processes
In order to visualize the effect of each individual process on the observed δ 13C break-
through, additional simulations were run, in which isotope fractionation by individual
processes was switched on and off. Results are shown in Figure 4.5. Except for the
front end of the pulse, the effect of sorption and transverse dispersion reduces the iso-
tope enrichment that would be expected due to biodegradation alone. At the front end
of the pulse, however, the model predicts that sorption alone would almost cause the
same isotope enrichment as the coupled processes do. Isotope enrichment at the invad-
ing front of a contaminant plume by sorption might, therefore, wrongly be interpreted
as evidence for the occurrence of biodegradation.
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Table 4.2: Fitted reactive-transport parameters, corresponding relative uncer-
tainties (σ/p) and correlation between individual parameter uncer-
tainties.
Parameter Rel. Correlation matrix
value σ
rmax Ktol Rtol εkinr ε
equ
s εkinD
rmax [mgL−1s−1] 1.2×10−5 8% 1 0.71 0.07 -0.17 -0.22 -0.58
Ktol [mgL−1] 2.2 12% 1 0.07 -0.75 -0.29 -0.74
Rtol [−] 1.25 1% 1 0.04 0.62 -0.04
εkinr [h] −2.15 10% 1 0.52 0.77
εequs [h] −0.31 7% 1 0.62
εkinD [h] −0.82 12% 1
Calibrated model parameters
Calibrated reactive-transport parameters and their relative uncertainties (σp/p) are pre-
sented in Table 4.2. The estimated isotope enrichment factor for toluene degradation
with a value of −2.15h is in agreement with the range of values (−0.4 to −3.3h)
reported in the literature (Vogt et al., 2008). The isotope effect due to equilibrium sorp-
tion of −0.31h, estimated by fitting the model to the data, qualitatively agrees with
the values reported by Kopinke et al. (2005) and Hoehener and Yu (2012). The enrich-
ment factor of −0.82h estimated for transverse dispersion is qualitatively consistent
but smaller than the value of −1.4h calculated based on the empirical correlation for
the aqueous diffusion coefficients of organic compounds of Worch (1993). As already
mentioned in the last chapter, experiments of toluene diffusion/dispersion in aqueous
solution without biodegradation and sorption will be necessary to further constraint this
number. The relative uncertainties for the calibrated biokinetic parameters rmax and Ktol
and for the isotope enrichment factors for biodegradation, equilibrium sorption, and
transverse dispersion fall in the range of 7-12 %, indicating that all parameters can be
determined quite uniquely based on the joint model fit to the concentration and δ 13C
measurements.
Performance of the Rayleigh equation
To check the performance of the Rayleigh equation, I applied it with the fitted enrich-
ment factor for biodegradation εkinr =−2.15h . The extent of biodegradation estimated
by the Rayleigh equation BRayleigh and the actual extent of biodegradation Btrue are cal-
culated according to equations 3.6 and 3.7 and their ratio is plotted in Fig. 4.6.
The Rayleigh equation overestimates the real extent of biodegradation by almost 50%
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Figure 4.6: Comparison of the extent of biodegradation estimated by the
Rayleigh equation BRayleigh to the actual extent of biodegradation
Btrue for point measurements (pulse center and port F2-8) and
depth-integrated sampling.
if the invading front of the pulse is sampled at port F2-8, whereas biodegradation is
underestimated at the tail of the pulse. Due to isotope enrichment by transverse disper-
sion, overestimation of biodegradation by the Rayleigh equation is stronger if samples
are taken from the center of the pulse, than for depth integrated (fully-screened well)
samples and samples taken at the fringes of the pulse (e.g., port F2-8).
4.4.2 Consistency check with oxygen data
Under the conditions of the toluene-pulse experiment, i.e., a pulse injection into an
aerobic aquifer, oxygen is considered to be the predominant electron acceptor for mi-
crobial respiration. The fact that 26 % of the incoming toluene mass flux was degraded
at transect F should therefore be reflected in the consumption of dissolved oxygen.
Dissolved oxygen concentrations recorded at sampling port F2-8 show a slight deple-
tion during the course of the experiment (Figure 4.7, red squares). In order to test
whether this depletion in dissolved oxygen concentrations is sufficient to explain the
observed extent of toluene degradation, oxygen was included as an additional species
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in the reactive-transport model. The rate of oxygen consumption due to toluene degra-
dation, rox [MT−1L−3], was calculated by:
rox = fox× r. (4.8)
Measured (red squares) and simulated oxygen profiles (red lines) at the sampling port
F2-8 are presented in figure 4.7. The measured depletion in oxygen is significantly
retarded compared to the toluene pulse (black crosses). If the model does not account
for the retardation of oxygen (red dashed line), the maximum depletion in dissolved
oxygen observed at sampling port F2-8 is strongly over predicted. Oxygen retardation
is most likely caused by entrapped gas in the indoor aquifer model. Due to the high
tendency of oxygen to partition into the gas phase, a small amount of entrapped gas can
lead to significant retardation. Retardation of oxygen due to water-gas partitioning can
be described by the retardation factor Rox (Fry et al., 1995):
Rox = 1+
SgH
1−Sg , (4.9)
in which Sg [-] is the residual gas saturation in the pore space and H [-] is the dimen-
sionless Henry’s Law constant (H = cg/cw) with a value of 28 for oxygen at 15◦C (Fry
et al., 1995). It turned out that a retardation factor of approximately 4 is needed in or-
der to match the arrival time of the oxygen depletion in sampling port F2-8 (red solid
curve in 4.7). This retardation factor implies a residual gas saturation of 10 % in the
indoor aquifer model, which compares well with literature values for gas entrapment
due to water level fluctuations and when filling porous media (Fry et al., 1997). Retar-
dation of toluene due to gas-water partitioning (Htol = 0.163 [-] at 15◦C) was found to
be insignificant for a gas saturation of 10 %.
Even when oxygen retardation is accounted for in the model (red dash-dotted line
in figure 4.7), the observed depletion in dissolved oxygen at sampling port F2-8 is
slightly overestimated if the stoichiometric coefficient for complete toluene mineral-
ization ( f ox = 3.1 mgO2/mgtol) is assumed. A good fit is achieved with fox = 1.5,
suggesting that toluene might have been not completely mineralized to carbon dioxide
and water during the course of the pulse experiment. In Appendix B, we speculate on
possible metabolites and the degree of incomplete degradation.
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Figure 4.7: Measured and simulated breakthrough curves of toluene and oxy-
gen at port F2-8. Black circles: measured toluene; black solid line:
simulated toluene; red squares: measured oxygen; red dashed line:
simulated oxygen assuming no oxygen retardation (Rox = 1) and
complete toluene mineralization ( fox = 3.1); red dash-dotted line:
simulated oxygen assuming oxygen retardation (Rox = 4) and com-
plete toluene mineralization ( fox = 3.1); red dotted line: simu-
lated oxygen assuming oxygen retardation (Rox = 4) and incom-
plete toluene mineralization ( fox = 1.5).
4.4.3 Which model complexity is needed?
The high-resolution data set of toluene concentrations and isotope ratios (δ 13C) from the
toluene pulse experiment enabled us to develop and calibrate a reactive-transport model
representing a certain degree of complexity. With this model we could uniquely quantify
toluene degradation and sorption and separate the effects of degradation-, sorption- and
transverse-dispersion-induced isotope fractionation on the isotopic signal of toluene.
For field-scale contaminant plumes, however, concentration and especially isotope-ratio
data with a high temporal and/or spatial resolution are only available for a very limited
number of research sites (Anneser et al., 2008; Hunkeler et al., 2004). Quantifying in-
trinsic biodegradation at contaminated sites by CSIA is commonly performed by apply-
ing the Rayleigh equation to individual δ 13C point measurements (Richnow et al., 2003;
Sherwood Lollar et al., 2001). The lack in highly resolved data for most contaminated
sites might make it impossible to calibrate reactive-transport models accounting for the
same complexity as outlined here. Too simplistic reactive-transport models and/or ana-
lytical tools such as the Rayleigh equation, however, might in turn fail in giving reliable
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predictions if they do not at least capture the dominant processes.
In this section, we systematically investigate the error introduced in the interpretation
of the toluene-pulse experiment if individual processes are neglected or simplified in
our model. Therefore, we refit the experimental data of Qiu et al. (2013) with four
successively simplified reactive-transport models, and compare the results to the full
model. Table 4.4 shows the fitted toluene concentration and δ 13C BTCs, estimated
parameter values and relative parameter uncertainties of the full model A and the four
simplified models B-E together with the sum of normalized squared errors (SNSE) as
measure for the goodness of fit for each model. The SNSE measures are split into the
part representing the fit of the concentration BTC and the isotope ratios, respectively.
The full model (model A) accounts for Michaelis-Menten reaction kinetics and equilib-
rium sorption as well as reaction-, sorption- and transverse- dispersion-induced isotope
fractionation. In the following description of the four successively simplified models,
only additional simplifications introduced in the current model are mentioned. In model
B, isotope fractionation is neglected at all and the model was fitted solely to the toluene
concentration data. This scenario is representative for most field applications of reac-
tive transport modeling. Isotope measurements are only available for a limited number
of sites and hence commonly the quantification of biodegradation is based on concen-
tration measurements only. In model C, biodegradation and sorption but not transverse
dispersion are considered to fractionate between light and heavy toluene isotopologues.
In Model D, biodegradation is assumed to be the only fractionating process as it is
frequently assumed in Rayleigh-based analysis of isotopic signatures (Richnow et al.,
2003; Sherwood Lollar et al., 2001; Fischer et al., 2007). In model E, the concentration-
dependence of biodegradation kinetics is neglected and biodegradation is described as
first-order process.
The strong correlation between the biokinetic parameters rmax and Ktol makes it gener-
ally difficult to obtain a unique and reliable set of parameter values from concentration
measurements alone. This is manifested in the large uncertainties for the estimates of
rmax (33%) and Ktol (51%) by model B. In batch biodegradation experiments, this prob-
lem may be overcome by performing experiments with different initial contaminant
concentration (Schirmer et al., 1999), which is not possible for the calibration of field-
scale models. However, using isotope data in addition to concentration data for model
calibration (model A) has a similar effect and leads to more reliable parameter values.
This is reflected in significantly reduced parameter uncertainties (rmax : 8%, Ktol : 12%).
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The U-shape of the δ 13C BTCs results from the transition between zero-order degra-
dation kinetics in the pulse center (high toluene concentration) and first-order kinetics
at the fringes (low toluene concentration) of the pulse, and hence is very sensitive to
the actual parameter values of rmax and Ktol . Note that the goodness of fitting the con-
centration BTC is somewhat better for model B, neglecting the isotope data (SNSE for
toluene 0.63), than for model A (SNSE for toluene 0.8), indicating trade-off effects in
fitting both concentrations and isotope ratios.
Assuming transverse dispersion to be insensitive to the isotopic composition of toluene
(model C), the asymmetric U-shape of the δ 13C BTCs can still be reproduced, while the
observed overall isotopic enrichment at sampling port F2-9 is slightly overestimated.
With a total SNSE value of 14.2, the goodness of fit is less satisfying than for model
A (total SNSE: 9), in which isotopologue-specific transverse dispersion is accounted
for. The decline in model performance is mainly attributed to fitting the δ 13C BTCs
less accurately (SNSE for δ 13C of 13.1 rather than 8.2). Even though the effect of iso-
tope fractionation by transverse dispersion is not directly visible from the δ 13C BTCs at
F2-8 and F2-9, it has a strong effect on the estimated value of the enrichment factor for
biodegradation (εkinr ), whose value for model A (−2.15h) is more than two times larger
than for model C (εkinr =−1h). While having no effect on the shape of the individual
δ 13C BTCs at sampling ports F2-8 and F2-9, isotope fractionation by transverse disper-
sion is shifting the profiles towards smaller δ 13C values with increasing distance to the
pulse center. Due to the small effective distance of 1.1 cm between the two sampling
ports F2-8 and F-9 the shift in δ 13C BTCs between F2-8 and F2-9 is small.
Neglecting the fractionating effect of sorption in addition to the one of transverse disper-
sion (model D), the observed asymmetry in the δ 13C BTCs can no more be reproduced,
and the overall goodness of the fit is poor (value of 56.4 for the total SNSE, mainly at-
tributed by a bad fit of the δ 13C BTCs). In contrast to the data, simulated δ 13C-profiles
show a minimum at the toluene peak concentration. The simulated isotopic enrichment
at the front end of the pulse is strongly underestimating the measured extent of isotopic
enrichment, which clearly shows that sorption-induced isotope fractionation has to be
considered in the model to adequately describe the system. The inability of model D to
capture the shape of the observed δ 13C BTCs is also reflected in the overestimation of
toluene retardation by the model.
Finally, model E describes biodegradation as a first-order process. This model can no
more reproduce the observed U-shape of the δ 13C BTC. By neglecting the non-linear
dependence of the degradation rate on concentration, model E cannot reproduce the
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observed difference in isotopic enrichment between the pulse center and the fringes.
Consequently, the simulated isotopic enrichment increases linearly with the time that
toluene has stayed in the system and undergone degradation with constant isotope frac-
tionation. In contrast to the δ 13C BTCs (SNSE for δ 13C of 62), the toluene concentra-
tion BTCs are matched even slightly better by the first-order model E than by the full
model (SNSE for toluene of 0.7 versus 0.8). Therefore, it might be sufficient to use first-
order kinetics to describe the reduction in contaminant concentration by biodegradation
if the total loss of toluene is the primary target of the model.
4.4.4 Continuous toluene injection
After completion of the pulse experiment, a second experiment, in which toluene was
continuously introduced into the indoor aquifer model, was performed at the Institute
of Groundwater Ecology in Munich. In this second experiment, toluene was injected
at a concentration of 500 mgL−1 over a period of 133 days. On the last day, 200 ml of
pure phase toluene were introduced within six hours and toluene injection was switched
of afterwards. Four days after injection of the pure-phase toluene, vertical profiles of
toluene and oxygen concentrations as well as the toluene-specific δ 13C signature were
measured at four different transects of the indoor aquifer, at a vertical spatial resolution
of 4 cm. Further information on the indoor aquifer model can be found in Hünniger
(2011). The continuous toluene-injection experiment was performed and analyzed in
detail by Dr. Agnieszka Monika Herzyk as part of her PhD thesis (Herzyk, 2013).
In contrast to the toluene-pulse experiment, oxygen was a limiting factor for toluene
degradation during the continuous-injection experiment and biodegradation activity was
focused at the fringe of the toluene plume. Toluene degradation was simulated by dual
Michaelis-Menten kinetics to account for the presence of oxygen as limiting factor.
The presence and the dissolution of pure-phase toluene was not explicitly considered
in the model. To obtain the correct toluene mass flux leaving the source zone, the
effective source width was increased in the model from 2.4 (pulse experiment) to 7 mm,
in order to match the toluene concentration profile at the first transect (A) at a distance
of x = 0.2m.
Figure 4.8 depicts the measured and simulated depth-profiles of toluene and oxygen
concentrations (upper and mid panel) and toluene-specific 13C enrichment (lower panel)
for four different distances from the inflow. Simulations were performed with the iso-
tope enrichment factors for biodegradation (εkinr =−2.15h) and transverse dispersion
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(εkinD =−0.82h) obtained from the pulse experiment. Sine the toluene plume could be
expected to have reached a steady state after toluene injection for 133 days, sorption
was not expected to affect the toluene concentration and δ 13C distributions. Parameter
values applied in the model are listed in Table 4.3. The maximum reaction rate rmax had
to be increased by a factor of 20, as compared to the pulse experiment, in order to match
the toluene, oxygen and δ 13C profiles.
Simulations were run for three different scenarios: isotope fractionation by biodegrada-
tion and transverse dispersion (solid black line), isotope fractionation by biodegradation
only (blue dotted line) and isotope fractionation by dispersion only (green dashed line).
The maximum observed isotope enrichment was around 1h. The simulation results
predict steep isotope-ratio profiles at the plume fringe. This suggests that even for the
high spatial sampling resolution (port spacing of 4 cm), observed isotope ratios might
be strongly effected by dilution due to non-point sampling.
Comparing the simulation results for toluene and a hypothetical conservative tracer with
the same physical properties as toluene (upper panel of figure 4.8), it is clear that toluene
concentration measurements alone do not give any indication for the occurrence of
biodegradation. The strong oxygen depletion in the plume core (mid panel) and the
observed isotope enrichment at the fringe (lower panel), in contrast, show strong evi-
dence for the occurrence of fringe-controlled toluene degradation.
A visual comparison of observed and simulated isotope ratios indicates that isotope
fractionation in the indoor aquifer model was mainly dominated by fringe-controlled
biodegradation, which leads to isotope enrichment at the plume fringe, rather than trans-
verse dispersion, which would lead to the depletion of 13C at the plume fringe. Similar
isotope ratio profiles for toluene, i.e. isotopic enrichment at the plume fringe of around
3 to 4h and almost no enrichment in the plume core, were observed at a BTEX con-
taminated field site (Prommer et al., 2009). While overall isotope fractionation might
be dominated by transverse dispersion close to the inflow (transect A), as suggested by
the simulation results, its effect on the isotope signal of toluene decreases with travel
distance.
Figure 4.9 shows a comparison of the extent of biodegradation estimated by the Rayleigh
approach and the extent of biodegradation obtained from the model (left subplot) as
well as the extent of over-/underestimation of biodegradation by the Rayleigh approach
(right subplot). Results are given for depth-integrated sampling by a fully screened
monitoring well. The model predicts that about 20% of the toluene mass flux leaving
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Figure 4.8: Measured and simulated depth profiles of toluene concentration
(upper panel), oxygen concentration (mid panel) and toluene-
specific 13C enrichment (∆13C) at different distances from the in-
flow (lower panel).
the source zone is degraded withing a travel distance of 4.2m. The extent of biodegra-
dation is overestimated by the Rayleigh equation between 15 and 30%, depending on
the distance from the source zone. The overestimation decreases with increasing travel
distance. Simulation results for the scenario where isotopologue independent transverse
dispersion was considered (right subplot) indicate that the overestimating effect due to
isotope fractionation by transverse dispersion is balanced to a large extent by the effect
of mass-transfer limitations in fringe-controlled biodegradation on the isotope signal, so
that the Rayleigh equation in the end gives a reasonable prediction. For a detailed analy-
sis on the effect of mass-transfer limitations on isotope fractionation in fringe-controlled
biodegradation please see chapter 3.
Table 4.3: Parameters used to simulate the continuous toluene-injection exper-
iment.
rmax [mgL−1s−1] Ktol [mgL−1] Kox [mgL−1] εkinr [h] εkinD [h]
2.4×10−4 2.2 0.32a −2.15 −0.82
a Bauer et al. (2009a)
Chapter 4. Isotope fractionation in a toluene-pulse experiment 71
0 1 2 3 4
0
5
10
15
20
25
x [m]
B 
[%
]
 
 
Btrue
BRayleigh
0 1 2 3 4
0.4
0.6
0.8
1
1.2
1.4
x [m]
B R
ay
le
ig
h/B
tu
re
 
[−]
 
 
fractionation by reaction and dispersion
fractionation by reaction only
Figure 4.9: Left subplot: comparison of the extent of biodegradation B es-
timated by the Rayleigh equation (BRayleigh) and the extent of
biodegradation (Btrue) obtained from the model; right subplot: ex-
tent of over-/underestimation of the actual extent of biodegradation
by the Rayleigh equation.
4.5 Chapter summary and conclusions
Isotope fractionation by sorption and transverse dispersion
A number of studies has shown that not only biodegradation, but also physical processes
such as sorption and diffusion can affect the isotope signature of organic contaminants in
groundwater systems (e.g., Kopinke et al., 2005; Rolle et al., 2010; Jin et al., 2014). The
vast majority of studies, however, was conducted as laboratory-scale experiments and
the influence of physical processes on isotope fractionation on the field scale, and hence
the bias in the estimation of biodegradation by the Rayleigh equation, remains unclear.
The experiments in the intermediate-scale indoor aquifer model and the model-based
analysis of the data were conducted to bridge this gap.
Sorption (R = 1.25 [−]) significantly affected the isotope signature of toluene under
transient conditions, and led to the overestimation of the extent of biodegradation by
the Rayleigh equation at the invading front the toluene pulse of almost 50% at sampling
point F2-8 and of almost 100% in the pulse center (model prediction). The increased
overestimation in the pulse center arises from the fractionating effect of transverse dis-
persion and should be treated with caution, since the effect of transverse dispersion
could not be determined accurately by the current experimental design (see results of
Model C in table 4.4). To ultimately constraint the effect of transverse dispersion on the
13C/12C isotope signature of toluene, diffusion/dispersion experiments, as conducted
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for deuterated BTEX compounds and Cl isotope fractionation of PCE and TCE (Rolle
et al., 2010; Jin et al., 2014), should be conducted.
While sorption can affect the isotope signature under transient conditions this effect van-
ishes for steady-state contaminant plumes (Kopinke et al., 2005). The experiment and
the reactive-transport simulations for a steady-state toluene plume (continuous toluene
injection) suggest that isotope fractionation by transverse dispersion can lead to an over-
estimation of biodegradation by the Rayleigh equation of up to 30% close to the source
zone and that the effect of transverse dispersion on the isotope signal is decreasing with
travel distance (15% overestimation at x = 4.2m).
Isotopes and reactive-transport modeling
In recent years, reactive-transport modeling has proven to be a helpful tool for the in-
terpretation of complex isotope signatures, resulting from coupled biogeochemical and
physical processes, which can no more be analyzed with simple analytical tools like
the Rayleigh equation (e.g., Rolle et al., 2010; Bouchard et al., 2008; van Breukelen
and Rolle, 2012), and isotope data have been shown to provide useful information
in addition to concentration measurements for model calibration (Atteia et al., 2008;
D’Affonseca et al., 2011; Prommer et al., 2008).
This study emphasizes that individual snapshots of concentrations and isotope signals in
time and/or individual point measurements in space are not sufficient for process identi-
fication. Concentration and isotope ratio data with high temporal and/or spatial resolu-
tion are needed for detailed system understanding, model calibration and hence reliable
predictive simulations. Furthermore, using isotope data as additional constraints for
model calibration demands more complex reactive transport models, which explicitly
account for both reactive and physical processes affecting the isotope signal of organic
contaminants in groundwater systems.
This study also exemplifies that isotope data facilitate the simultaneous identification
of the maximum reaction rate rmax and the half-saturation concentration Ktol of the
Michaelis-Menten rate law for toluene degradation. However, accounting for CSIA
data also demands this more complex rate law over simple first-order decay, which may
describe concentration time series or profiles sufficiently well. Thus, adding isotope
data to better constrain parameter values of simple models (assuming first-order decay
and fractionation only by the reaction) will likely not work out.
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Chapter 5
Fringe-controlled biodegradation
under dynamic conditions1
While fringe-controlled biodegradation has been extensively studied for steady-state
flow and transport, so far little is known on the effects of changing hydraulics. Schirmer
et al. (2001) and Prommer et al. (2002) studied the effect of transient flow conditions on
fringe-controlled biodegradation. Both authors came to the conclusion that biodegra-
dation is enhanced by transient flow conditions, due to enhanced effective transverse
mixing of contaminants and dissolved electron acceptors. Cirpka (2005) showed that
a large contribution of transverse-mixing enhancement by transient flow is related to
sorption differences, which lead to a single enhancement event in the first fluctuation
cycle, whereas Cirpka and Attinger (2003) performed a rigorous analysis of mixing en-
hancement by transient flow in heterogeneous media using first-order theory. However,
none of these studies considered beneficial or adverse effects of flow dynamics on mi-
crobial degradation linked to initial acclimatization or periods of starvation caused by
spatial relocation of the plume fringe.
Anneser et al. (2008) recorded vertical bio-geochemical profiles across a BTEX plume
at a former gasworks in Düsseldorf-Flingern (Germany) with a spatial resolution of 2.5
cm at time intervals of three to five months over many years. In addition to the finding
that microbial activity is most pronounced at the fringe zone of the BTEX plume (An-
neser et al., 2008, 2010; Jobelius et al., 2011), the authors observed vertical expansion
1The content presented in this chapter is modified from D. Eckert, P. Kürzinger, R. Bauer, C. Griebler
and O. A. Cirpka (2015). Fringe-controlled biodegradation under dynamic conditions: Quasi 2-D flow-
through experiments and reactive-transport modeling. Journal of Contaminant Hydrology, 172, pp 100-
111 (Eckert et al., 2015).
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Figure 5.1: Vertical profiles of BTEX, sulfate (major electron acceptor at the
site) and sulfide (reaction product) concentration across a BTEX
plume at a former gasworks in Düsseldorf-Flingern. This figure is
taken from Anneser (2008).
and shrinkage of the plume between individual sampling campaigns for time periods of
constant groundwater table and a vertical relocation of the entire BTEX plume in the
decimeter range accompanied by a falling groundwater table (see Fig. 5.1) (Anneser
et al., 2007).
Thus, even though transient flow and transport conditions might increase the potential
for biodegradation due to increased transverse mixing of the contaminant and the elec-
tron acceptor, the findings of Anneser et al. (2007) and the fact that 99% of the microbial
biomass lives attached to the sediment surfaces (Anneser et al., 2010) rise the question
how these dynamics affect the microbial activity in the narrow mixing zone along the
plume fringe.
In this study, I quantitatively investigated the effects of temporal dynamics in ground-
water systems, e.g., the spatial alteration of a contaminant plume due to fluctuating
groundwater levels, on in situ biodegradation in contaminated aquifers. Towards this
end, quasi two-dimensional flow-through microcosm experiments were performed by
Kürzinger (2007), in which she introduced toluene and the aerobic toluene degrader
Pseudomonas putida F1. The toluene plume was alternated in its vertical position sev-
eral times. The geochemical and microbial data were analyzed by reactive-transport
modeling.
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Figure 5.2: Experimental set up.
5.1 Experimental setup
The experiment was performed in a quasi two-dimensional flow-through microcosm
with inner dimensions (length × width × height) of 78.5× 1.1× 14cm. The flow-
through microcosm was homogeneously filled with sterile medium-sized quartz sand
with a grain diameter of 212-300 µm. The system was equipped with eleven in- and
outflow ports each, where the spacing between neighboring ports was 1.2 cm. Flow
rates at individual ports were adjusted to obtain a uniform seepage velocity of 1.2
md−1. A detailed description of the flow-through microcosm set up can be found in
Bauer et al. (2008). Nine inlet ports were continuously supplied with an oxygen sat-
urated, bicarbonate-buffered freshwater medium (Widdel and Bak, 1992). Depending
on the experimental phase, either port five or port eight was fed by an anoxic fresh-
water medium containing toluene (carbon source and electron donor) and bromide as
conservative tracer at concentrations of 24 ± 2.1 mgL−1 and 56 ± 2.7 mgL−1, respec-
tively (see Figure 5.2). During the course of the experiment the synchronous injection
of toluene and bromide was switched between injection ports five and eight three times.
For a detailed description of the different experimental phases see Table 5.1.
Toluene and bromide concentrations were measured by GC-MS (DSQ, Thermo Elec-
tron, Dreieich, Germany) and ion chromatography (Dionex AS3500, Idstein, Germany),
respectively, at the inlet and all outlet ports to obtain a mass balance. Oxygen concen-
trations were monitored via a non-invasive optode-array technique (Microx 1/FIBOX,
PreSens, Regensburg, Germany) along a vertical cross-section at a distance of 74 cm
from the inlet (Bauer et al., 2009a; Haberer et al., 2011).
After establishment of steady-state abiotic transport, the flow-through microcosm was
inoculated with the aerobic toluene degrader Pseudomonas putida F1 at day 16 of the
experiment with a cell density of approximately 7× 107 cells/ml for a period of four
78 Chapter 5. Fringe-controlled biodegradation under dynamic conditions
Table 5.1: Experimental phases
Phase I day 1-26 toluene injected at port 5
day 16 inoculation of P. putida F1
at ports 4 and 6
Phase II day 26-39 toluene injected at port 8
Phase III day 39-59 toluene injected at port 5
Phase IV day 59-88 toluene injected at port 8
hours. Inoculation was performed via inlet ports four and six, which, were at that time
adjacent to the inlet port of the toluene medium (port five).
Cell abundance in pore water was measured at specified time points at the outlet ports
and additionally sediment samples were taken at distances of 14.5, 36.5 and 58 cm
from the inlet to quantify the amount of attached cells at the end of the experiment. Cell
numbers were measured by an LSR II flow cytometer (Becton Dickinson, NJ, USA).
The experiment was performed by Petra Kürzinger and Dr. Robert Bauer under the
supervision of Dr. Christian Griebler at the Institute of Groundwater Ecology at the
Helmholtz Center Munich. Further information on the experiment and the microbial
and chemical analysis can be found in Bauer et al. (2008) and Kürzinger (2007).
5.2 Model description
Microbial dynamics in the flow-through system were descried by the following set of
equations:
∂Xmob
∂ t
=−v ·∇Xmob+∇ · (DX∇Xmob)− ratt , (5.1)
∂Xactatt
∂ t
= rgr− rdec+ n
(1−n)ρs ratt− rdeac+ rreac, (5.2)
∂X inactatt
∂ t
= rdeac− rreac, (5.3)
in which Xmob [ML−3] is the concentration of mobile microorganisms, Xactatt [MM−1] is
the concentration of attached active microorganisms, X inactatt [MM
−1] is the concentra-
tion of attached inactive microorganisms, v [LT−1] is the seepage velocity, DX [L2T−1]
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is the local dispersion tensors for mobile microorganisms, ratt [ML−1T−1] is the rate
of microbial attachment, n/((1− n)ρs) [L3M−1] is the ratio of water volume to mass
of solids in the porous medium with n [-] denoting porosity and ρs [ML−3] the mass
density of the solids, rgr [MM−1T−1] is the growth rate, rdec [MM−1T−1] is the rate of
biomass loss due to endogenous respiration, rdeac [MM−1T−1] is the deactivation rate
for active microorganisms and rreac [MM−1T−1] is the reactivation rate for dormant
microorganisms.
Irreversible attachment of mobile bacteria Xmob was considered to simulate the inocu-
lation of the flow-through microcosm with Pseudomonas putida F1 on day 16 of the
experiment. Microbial attachment is described as a first-order process under considera-
tion of a maximum carrying capacity for attached cells Xmaxatt [MM
−1] (Ding, 2010):
ratt = kattXmob
(
1− X
act
att +X
inact
att
Xmaxatt
)
, (5.4)
in which katt [T−1] is the the first-order attachment rate coefficient. Since the majority
of bacterial cells, and therefore biodegradation capacity, in porous media were shown
to be attached to the sediments (e.g., Anneser et al., 2010; Holm et al., 1992; Griebler
et al., 2002), detachment and further transport of cells was neglected in the model.
Microbial growth was simulated by dual Monod kinetics, under consideration of a max-
imum biomass carrying capacity (see Eq. 2.14).
While a non-mechanistic lumped decay term (see Eq. 2.17) is applied in standard
reactive-transport models to account for any kind of biomass loss over time (e.g., Barry
et al., 2002; Cirpka and Valocchi, 2007; Prommer et al., 2009) we hypothesize that the
dominant contribution to loss in cellular material in the flow-through microcosm was
endogenous respiration, i.e., the oxidation of cell reserves in the absence of external
substrates (Mason et al., 1986; Murphy and Ginn, 2000). The rate of biomass loss due
to endogenous respiration rdec was described by a linear reaction rate law and a Monod
term to account for the presence of oxygen as a limiting factor:
rdec = kdec
(
cox
cox+Kox
)
Xactatt , (5.5)
with the maximum endogenous-respiration rate coefficient kdec [T−1].
Dormancy, i.e., the ability to switch between an active and inactive state of low metabolic
activity was shown by numerous studies to be an effective strategy for microorganisms
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Table 5.2: Basic transport and reaction parameters. All parameter values
listed in this table are similar for model 1 and model 2.
Geometric Parameters
domain dimensions (L×H) [m] 0.78 × 0.14
number of cells [−] 78 × 140
Transport Parameters
v [ms−1] 1.39×10−5
n [−] 0.48a
ρs [KgL−1] 2.65
d [m] 2.5×10−4
Dl [m2s−1] 1.95×10−8
a
Dtolaq at 20
◦C [m2s−1] 0.96×10−9b
DO2aq at 20◦C [m2s−1] 2.1×10−9
DXaq at 20
◦C [m2s−1] 2.0×10−9c
katt [s−1] 2.2×10−4
d
Inflow Conditions
source width [m] 0.012
cintol [mgL
−1] 24
cinO2 [mgL
−1] 8
X inmob [cells/L] 7×1010
inoculation time [h] 4
Biokinetic Parameters
Ktol [mgL−1] 1.3
a
Kox [mgL−1] 0.3
a
Y [cells/mgtol] 2.9×109
e
Xmaxatt [cells/gsed] 3×109
f
fgr [mgox/mgtol] 2
g
fdec [mgox/mgtol] 1.1
g
a Bauer et al. (2009a)
b Calculated by empirical correlation of Worch (1993).
c Estimated from DT given in Strobel et al. (2011).
d Chrysikopoulos et al. (2012)
e Obtained from batch experiments.
f Maximum cell abundance observed in experiment.
g Assuming an electron transfer fraction of 0.35 from
toluene to biomass synthesis (see Appendix A).
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to survive unfavorable environmental conditions (Mason et al., 1986; Roszak and Col-
well, 1987; Kaprelyants et al., 1993; Lennon and Jones, 2011). Deactivation of active
microorganisms under unfavorable conditions, i.e., in the absence of toluene as carbon
and energy source, was implemented in the model as a first-order kinetic process as
outlined in Stolpovsky et al. (2011):
rdeac = (1−θ)kdeacXactatt , (5.6)
in which kdeac [T−1] is the first-order deactivation rate coefficient and θ [−] is a switch
function describing the transition between the active and the dormant state of the mi-
croorganisms. The switch function θ [-] is adapted from Stolpovsky et al. (2011):
θ =
1
exp((−rgr + rdec)/(0.1 · rgr))+1 . (5.7)
θ is approaching a value of 1 under favorable conditions, when the growth rate has been
larger than the decay rate for some time, and a value of 0 under long-lasting unfavorable
conditions. Reactivation of dormant microorganisms was described by:
rreac = θkreacX inactatt , (5.8)
with the reactivation rate coefficient kreac [T−1].
The rate of toluene degradation rtol [ML−3T−1] is related to microbial growth by the
cell yield Y [MM−1]:
rtol =−(1−n)n ρs
rgrowth
Y
. (5.9)
The rate of oxygen consumption rox [ML−3T−1] is given by:
rox =− fgrrtol− fdec (1−n)n ρs
rdec
Y
, (5.10)
in which fgr and fdec are the stoichiometric coefficients for oxygen consumption due
to microbial growth and endogenous respiration, respectively. The parameter values
applied in the model are listed in Table 5.2.
Numerical methods
The coupled system of two-dimensional reactive transport equations was discretized by
the cell-centered Finite Volume Method with upwind differentiation of the advective
term and the global-implicit approach was adopted for the coupling of transport and
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reaction terms. The resulting system of coupled non-linear algebraic equations was
linearized by the Newton-Raphson method, and the UMFPACK solver, implemented in
Matlab (Davis and Duff, 1997), was used to solve the linear system of equations. An
adaptive time-stepping scheme, with small time steps when a front moves through the
system and large time steps when steady state is approached, was applied in order to
keep the balance between computational costs and numerical accuracy. The code was
written as a Matlab program.
The model was verified by comparison to the measured vertical concentration distribu-
tion of the conservative tracer bromide at the outflow of the flow-through microcosm
under stable plume conditions (see Fig. 5.3). We also compared the simulation re-
sults for a simplified version of the reactive-transport model, in which dormancy and
endogenous respiration were neglected, to the analytical solution of Cirpka and Valoc-
chi (2009) for steady-state plumes, which showed a perfect agreement for toluene and
oxygen concentrations and a good agreement for the concentration of attached bacteria
(data not shown).
−5 −4 −3 −2 −1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
z [cm]
c/
c in
 
[−]
 
 
Br− data
Br− model
Figure 5.3: Vertical concentration profile of the conservative tracer bromide at
the outlet of the flow-through microcosm, averaged over all phases
of stable plume conditions, and simulated profile with the trans-
verse dispersion coefficient calculated by Eq. 2.6
5.3 Results and discussion
5.3.1 Mass balance of toluene and bromide
Figure 5.4 depicts the mass flux of toluene and the conservative tracer bromide leaving
the flow-through chamber via all eleven outlet ports in % of the incoming mass flux.
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Figure 5.4: Observed mass balance for toluene (black bars) and the conserva-
tive tracer bromide (gray bars), vertical dashed lines indicate the
time points of plume alteration.
The mean mass recovery for the conservative tracer bromide and toluene (abiotic phase
of experiment) at the outflow of the flow-through chamber was 84 ± 12 % and 71 ± 8
% respectively. The incomplete mass recovery for the tracer most likely arises from the
difficulty to maintain equal flow rates at all outflow ports. The somewhat lower mass
recovery for toluene during the abiotic phase is pointing towards some additional loss
of toluene mass during the sampling procedure.
In comparison to bromide, the mass balance for toluene shows a clear temporal trend.
Two days after inoculation of the flow-through chamber with the aerobic toluene de-
grader Pseudomonas putida F1 (day 16) the mass flux of toluene at the outlet leveled
at approximately half the value observed under abiotic conditions (day 1 to 16). This
indicates that, taking into account the inoculation with a comparably high density of
fully active cells, the system achieved its full biodegradation potential already two days
after inoculation.
When the toluene plume was relocated for the first time from port five to port eight
on day 26, the mass flux of toluene leaving the flow-through chamber increased to
reach values similar to those observed under abiotic conditions (day 1-16). It took
approximately one week until the system recovered its full biodegradation potential on
day 33. The observed lag phase in toluene degradation after the first plume alteration
was most likely determined by the time the bacteria in the ’new’ fringe region needed
to grow to a cell density large enough to substantially affect the toluene concentration.
Since bacteria were inoculated via ports four and six, adjacent to the initial port of
toluene injection, the initial abundance of Pseudomonas putida F1 at the ’new’ fringe
region was very low.
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When toluene injection was switched back from port eight to port five on day 39, the
system recovered its full degradation potential within less than three days, which is ap-
proximately twice as fast as after the first plume shift. This most likely can be explained
by bacteria having remained on the sediment from experimental phase I were now again
located at the plume fringe where toluene and oxygen mixed.
Following the last plume relocation of the experiment on day 59 no increase in toluene
mass flux could be observed. A short-term failure of the ceramic piston pump main-
taining the supply of the toluene medium, and therefore the disappearance of the con-
taminant plume during the night between day 61 and 62, however, led to an increase in
the mass flux of toluene and bromide on day 63. After this technical disturbance of the
system, toluene degradation stabilized again on day 68.
5.3.2 Vertical oxygen and toluene profiles
Figure 5.5 shows vertical profiles of dissolved oxygen (upper panel) measured at a dis-
tance of 74 cm from the inflow boundary and vertical profiles of toluene concentration
(lower panel), measured at the outlet ports of the flow-through chamber and normalized
by the toluene concentration at the inlet.
The strong decrease in the toluene degradation capacity after relocating the toluene
plume for the first time (day 26), is manifested in the oxygen profiles. The total extent
of depletion in dissolved oxygen was much smaller for day 28 (green squares) and day
31 (blue ”+” symbols), two and five days after plume alteration, respectively, than it was
at day 26 (black ”×” symbols), the day of the plume relocation. Only at day 35 (red
circles) full depletion in dissolved oxygen at the current plume position had developed.
The oxygen profile for day 28 (green squares) indicates that microbial activity started
earlier at the upper fringe of the plume than at the lower fringe at that time, which
suggests that the upper fringe of the plume being injected at port eight and the lower
fringe of the plume being injected at port five might have partially overlapped.
Interestingly, the measured oxygen profile for day 28 showed a slight depletion in dis-
solved oxygen (25%) at the ’old’ location of the toluene plume, even though the toluene
plume had already disappeared at this location on day 28 (see corresponding toluene
profile in lower panel of Figure 5.5), two days after injection at port five had been
stopped. This suggests that the attached microbial population was still actively respir-
ing, even in the absence of fresh toluene as external substrate. The consumption of
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Figure 5.5: Vertical profiles of oxygen saturation (x=74cm) and normalized
toluene concentration (x=78.5cm) for selected days of the exper-
iment. Oxygen profiles are given in the upper panel and toluene
profiles in the lower panel. The separate columns of sub-plots in-
dicate the development of concentration profiles following each of
the three plume shifts. Numbers next to the profiles indicate the day
of the experiment.
oxygen in the absence of an external energy source has been observed in previous flow-
through experiments (Murphy et al., 1997b) and might be attributed to the respiration of
endogenous carbon storage products, i.e., cell reserves produced under favorable con-
ditions, or even the oxidation of an excess of macromolecules (such as RNA) (Mason
et al., 1986).
The oxygen profiles for the second plume relocation (back from port eight to port five)
show a similar picture than those of the first plume shift. This time, however, complete
depletion in dissolved oxygen at the new plume position (port five) was achieved more
than twice as fast. This observation is in agreement with the toluene mass balance and
indicates that bacteria stayed attached to the sand matrix for two weeks, even though
there was no toluene present, and regained activity within two days.
Oxygen profiles for the third plume shift show a similar pattern to the first two shifts.
Due to the pump failure in the night between day 61 and 62, however, it took until day
67 to reach stable oxygen profiles.
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Figure 5.6: Vertical profiles of attached cells at the end of the experiment for
different distances from the inlet.
5.3.3 Cell counts
Figure 5.6 depicts the vertical distribution of attached microbial cells for three different
distances from the inflow boundary at the end of the experiment (day 88). Each profile
shows two distinct peaks at the fringes of the toluene plume, which was supplied at
port eight during the last experimental phase. The highest cell abundance (3× 109
cells/gsed) was found at the vertical profile closest to the inlet (x=14.5cm, red squares)
and maximum abundance decreased with increasing distance from the inlet. This is in
accordance with previous findings under steady-state injection conditions (Bauer et al.,
2009b).
Another distinct but smaller peak in cell abundance was present at z = 3 cm, with a
maximum value of 1× 109 cells/gsed . This peak indicates the position of the upper
plume fringe during experimental phases I and III, when toluene was injected at port
five.
Assuming the same maximum cell abundance for the fringes of the previous plume
position (port five) as for the plume position at the end of the experiment (port eight),
the total number of attached cells would have decreased by a factor of three during a
period of 29 days (time between last plume alteration and end of experiment). Further
assuming exponential decay of microbial cells over time (Xatt/X0att = e
−kdect = 1/3), as
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it is done in standard reactive-transport models (e.g., Barry et al., 2002; Prommer et al.,
2009) , a first-order decay coefficient kdec of ≈ 0.04 d−1 is obtained.
Figure 5.7 shows the total amount of cells flushed out of the flow-through microcosm
(upper panel) and the cell density observed at individual outflow ports for the time of
the second plume shift (lower panel). Due to technical problems during the first phase
of the experiment, cell counts could only be performed from day 35 onwards.
An increase in the total amount of cells washed out can be observed after the second (day
39) as well as the third plume shift (day 59), indicating that the microbial community
in the flow-through chamber is adapting to the altered conditions. In both cases it takes
≈10 days until the amount of cells flushed out decreases to the same level as before
the plume shift. The number of cells flushed out at individual outlet ports (Figure 5.7,
lower panel) shows an increase in washed out cells for the time after the 2nd plume
shift (day 41, 42 and 43) at the ports adjacent to port five, the toluene injection port
during experimental phase III (day 39 to 59) and a general increase in the number of
cells washed out for day 45.
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Figure 5.7: Upper panel: cumulative flux of cells per day at the outflow; lower
panel: cell densities at individual outlet ports.
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5.3.4 Reactive-transport modeling
The finding that the number of cells attached to the sediment was reduced only by a
factor of three during a starvation period of almost one month (Fig. 5.6), indicates
that microbial biomass did neither decay nor detach in large amounts but mainly stayed
attached to the sediment, even in the absence of toluene as the sole carbon and energy
source. While microbial growth is most likely the factor governing the observed lag in
toluene degradation after the first shift of the plume to a location where it has not been
present before (day 26), factors other than cell growth have to be responsible for the
observed lag in toluene degradation after the 2nd plume relocation on day 39, when the
plume was shifted to a position where it had already been before.
To quantitatively analyze the experimental data, we set up and calibrated a reactive-
transport model, and compared the model outcome to the toluene and oxygen data.
Simulation runs were performed under two different assumptions. Model 1 accounts for
microbial growth, endogenous respiration of active bacteria, and the ability of bacteria
to switch to an inactive (dormant) state of minimum metabolic activity in order to sur-
vive unfavorable conditions (e.g., Bär et al., 2002; Wirtz, 2003; Stolpovsky et al., 2011).
Model 2 assumes that the bacteria are always active, and accounts only for microbial
growth and a non-mechanistic, lumped decay term, as it is done in standard bioreactive
transport models (e.g., Barry et al., 2002; Cirpka and Valocchi, 2007; Prommer et al.,
2009).
In order to compare the observed and simulated recovery of toluene mass for the bi-
otic phase of the experiment, the measured toluene mass recovery was corrected for
variations in flow rates between individual ports and toluene loss during sampling by
normalizing it to the measured mass recovery for the conservative tracer bromide and
the measured mass recovery for toluene under abiotic conditions.
Figure 5.8 shows the measured and simulated (model 1) toluene mass balance in the
upper panel and the measured and simulated (model 1) oxygen profiles for the 1st and
2nd plume relocation in the mid and lower panel, respectively. The observed extent of
toluene degradation at the outflow under stable conditions (e.g., from day 20 to 26) of
30-50 %, which is controlled by transverse mixing, is well reproduced by the simulated
removal of 35 % of the incoming toluene mass flux.
While the main characteristics of the dynamic phases, i.e. after switching the plume
injection port, are also captured by the model, the length of the observed lag phase in
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Figure 5.8: Comparison of experimental data for the toluene mass balance
(upper panel) and profiles of dissolved oxygen at x=74 cm (mid
and lower panel) to the model outcome of model 1, in which the mi-
croorganisms switch between an active and an inactive (dormant)
state, and consume oxygen in the absence of toluene by endoge-
nous respiration.
90 Chapter 5. Fringe-controlled biodegradation under dynamic conditions
0 1 2 3
x 109
2
4
6
8
10
z 
[cm
]
cells/g
sed
Model 1                  
0 1 2 3
x 109
2
4
6
8
10
cells/g
sed
Model 2       
 
 
x = 14.5 cm
x = 38.5 cm
x = 56 cm
Figure 5.9: Simulated distribution of attached microorganisms at the end of
the experiment (day 88). Left figure: model 1, which considers mi-
crobial growth, endogenous respiration and microbial dormancy.
Right figure: model 2, which considers only microbial growth and
a lumped decay term.
toluene degradation after the first plume relocation is underestimated, which might sug-
gest that the initial microbial density at the ’new’ fringe location, when the plume was
injected at port eight, was lower than predicted by the model. In addition to the dynam-
ics in toluene mass recovery at the outflow, the temporal dynamics in oxygen consump-
tion are also matched reasonably well by the model accounting for microbial dormancy
and endogenous respiration. The vertical expansion of the anoxic plume core, and con-
sequently the degree of overlap between the anoxic zones resulting from the alternating
toluene injection at ports five and eight, however, is systematically underestimated by
the model. The same discrepancy between measured and simulated oxygen concentra-
tion profiles was reported by Ballarini et al. (2014), who simulated fringe-controlled
toluene/ethylbenzene degradation under alternating aerobic and nitrate-reducing condi-
tions. Ballarini et al. (2014) saw a possible explanation for the mismatch in observed
and simulated oxygen profiles in the distortion of the optical oxygen measurements by
the formation of N2 gas bubbles. While the formation of N2 gas bubbles can be defi-
nitely ruled out for the current purely aerobic system, we can currently not provide an
explanation for the discrepancy between the observed and the simulated expansion of
the anoxic zone.
The experimentally observed and simulated depletion in dissolved oxygen for regions
where toluene had already been washed out support the finding of Murphy et al. (1997b)
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that attached bacteria may affect groundwater redox conditions even after the disappear-
ance of external substrates by endogenous respiration. Furthermore, observed and simu-
lated oxygen profiles indicate a decrease in oxygen consumption and hence endogenous
respiration rates with ongoing toluene starvation.
Model 1 and model 2 (results for model 2 are shown in Appendix C) reproduce the
observed toluene mass balance equally well. Model 2, which neglects endogenous res-
piration as well as microbial dormancy, however, is neither able to capture the time lag
between disappearance of the toluene plume and stop of oxygen consumption, nor the
observed profiles of attached bacteria at the end of the experiment at all.
A comparison of the simulated distribution of attached bacteria for both models is given
in Figure 5.9. Considering the calibrated decay coefficient kdec of 0.5 d−1 for model 2
(fitted biokinetic parameters are listed in Table 5.3), which was necessary to reproduce
the observed toluene mass balance with a model that fully attributes any lag in toluene
degradation to microbial growth, the amount of attached cells would be expected to
decrease by more than six orders of magnitude within 29 days (Xatt/X0att = e
−kdect =
5× 10−7). Obviously this was not the case in the experiment (Fig. 5.6). Model 1,
which accounts for microbial dormancy, in contrast, captures the distribution of attached
bacteria at the end of the experiment reasonably well.
The simulation results for model 1 show four distinct, rather narrow peaks in the abun-
dance of attached cells at the fringes of the toluene plume, which was injected at port
eight during the last phase of the experiment, and the fringe region of the ’previous’
plume, which was injected at port five during experimental phase three (Fig. 5.9). In
the experiment, in contrast, only three but somewhat wider peaks in bacterial abundance
were observed. Partially this discrepancy might be attributed to the spatial resolution of
the sediment sampling. Another possible explanation for the discrepancy between ex-
perimentally observed and simulated depth profiles of cell abundance might be chemo-
tactic migration of P. Putida F1 cells (e.g., Strobel et al., 2011) between the adjacent
plume fringes of the toluene plumes injected at ports five and eight, which was not
considered in the model.
The estimated first-order rate coefficient for reactivation of dormant bacteria (model
1) with a value of 0.01 d−1 is much smaller than the value of 24 d−1 estimated by
Stolpovsky et al. (2011) for a batch toluene degradation experiment. In the batch exper-
iment simulated by Stolpovsky et al. (2011) a Pseudomonas putida culture was amended
with toluene and pulses of oxygen, leading to a temporal depletion of oxygen in the
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Table 5.3: Fitted biokinetic parameters for the reactive-transport model ac-
counting for microbial growth, dormancy as well as endogenous res-
piration (model 1), and the model considering only microbial growth
and a lumped decay term (model 2).
Parameter Model 1 Model 2
µmax [d−1] 2.9 2.9
kdec [d−1] 0.2 0.5
kdeac [d−1] 0.4 -
kreac [d−1] 0.01 -
batch system for around 12 hours. Even though it is difficult to directly compare the
two values, because of the different experimental setups (e.g., flow-through vs batch
experiment, toluene vs oxygen starvation), and a slightly different model formulation
in both studies, the comparison of the reactivation rate parameters indicates that the
time dormant Pseudomonas putida cells needed to become metabolically active again
increased with increasing starvation time. An increase in time needed for reactivation
of dormant cells with starvation time has also been reported by Kaprelyants and Kell
(1993), who performed batch scale starvation experiments with the bacterial strain Mi-
crococcus luteus.
5.4 Chapter summary and conclusions
The key objective of the present study was to quantify the effects of changing hydraulic
conditions on the efficiency of fringe-controlled biodegradation. Towards this end, the
position of a toluene plume was altered in flow-through microcosm experiments in a
steady-state flow field. This caused alternating periods of good and bad growth con-
ditions at the fringe locations of the two plumes. The hypothesis was that intermittent
starvation reduces the overall efficiency of biodegradation. However, the short- term
plume dynamics applied in the experiments ( f requency ≈ 2/month) did not lead to a
drastic reduction in the biodegradation potential of the system. Once a stable degrad-
ing community had been established at a plume fringe, the majority of cells stayed
attached to the sediment even in the subsequent absence of toluene as carbon and en-
ergy source. Attached bacteria regained their full biodegradation potential within two
days after reappearance of the toluene plume.
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The comparison between model simulations and experimental data indicated that this
behavior can be explained by dormancy of the bacteria, i.e. the ability of bacteria to
switch to a state of low metabolic activity (dormant state), in order to survive periods
of unfavorable environmental conditions, such as the temporary lack of growth sub-
strates (e.g., Mason et al., 1986; Roszak and Colwell, 1987; Kaprelyants et al., 1993;
Lennon and Jones, 2011). The results of Kaprelyants and Kell (1993) indicated that
the time dormant microorganisms need for reactivation is increasing with the length of
the starvation period. Therefore longer lag phases in contaminant degradation might be
expected for plume dynamics with lower frequencies, such as in the case of seasonal
fluctuations. Performing well-controlled flow-through experiments on longer-term star-
vation and its effects on the capability of biomass to be reactivated, however, may be
very difficult as the probability of some kind of experimental failure increases with the
duration of the experiment.
A second insight from reactive-transport modeling was that endogenous respiration is
needed to explain the time lag between toluene disappearance and stop of oxygen con-
sumption. In the experiment, apparently, oxygen consumption continued even after the
electron donor toluene had already been flushed out. This effect, most likely, is less
relevant in most field applications because it only lasts for a short period of time.
Overall, spatial plume shifts will definitely change the prevailing geochemical condi-
tions for microbes attached to the sediment matrix, and thus transiently impair biodegra-
dation activity. However, the results of the current study suggest that aerobic biodegra-
dation systems fairly quickly regain their full degradation capacity after disturbance.

Chapter 6
Effect of heterogeneity on
biodegradation in dynamic plumes
Aquifer heterogeneity was shown to enhance fringe-controlled biodegradation if the
plume fringe is focused in high conductivity zones, since mixing of contaminated and
ambient groundwater, carrying ’fresh’ dissolved electron acceptors, is enhanced (e.g.,
Werth et al., 2006; Rolle et al., 2009; Bauer et al., 2009a; Chiogna et al., 2011b; Cirpka
et al., 2011, 2012). As pointed out in chapter 5, in-situ biodegradation in porous aquifers
might be hampered by fluctuations in plume position, since the vast majority of contam-
inant degraders was found to reside attached to the sediment matrix (e.g. Hazen et al.,
1991; Griebler et al., 2002; Anneser et al., 2010). In addition to mixing and hence
biodegradation enhancement, flow-focusing might also reduce the effect of plume fluc-
tuations on biodegradation performance, if the plume fringe is focused in the same
high-conductivity zone before and after the fluctuation. To test this hypothesis, a further
experiment in the quasi two-dimensional flow-through microcosm, with heterogeneous
sand filling, was performed by Kürzinger (2007).
6.1 Laboratory-scale experiments
Experimental set up
Two rectangular high conductivity inclusions of a length of 20 cm and a height of 1.2
cm were introduced into the flow-through microcosms. The inclusions were placed
exactly at the height of port five, at which the toluene plume had initially been injected
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initially. The hydraulic conductivity of the inclusions was 20 times larger than the
conductivity of the matrix. Except for the inclusions, the experimental setup is the same
as describe in section 5.1. The experiment was performed by the former master student
Petra Kürzinger and the former PhD student Dr. Robert Bauer under the supervision of
Dr. Christian Griebler at the Institute of Groundwater Ecology at the Helmholtz Center
Munich. Further details on the experimental set up can be found in Kürzinger (2007).
Experimental observations
Figure 6.1 depicts the observed mass balance for toluene (black bars) and the conserva-
tive tracer bromide (gray bars) during the experiment with two high-conductivity inclu-
sions. The toluene data indicate an immediate start in biodegradation after inoculation
of the flow-through microcosm with P. putida F1 on day 17 of the experiment. After an
initial drop to almost zero, the toluene mass flux at the outlet leveled at approximately
25% of the incoming mass flux for the rest of the experiment. In contrast to the exper-
iment in the homogeneous tank (see Fig. 5.4), the plume shift at day 30 did not affect
the biodegradation performance of the heterogeneous system.
Conservative-transport modeling
Figure 6.2 depicts simulated plumes for the conservative tracer, injected at port five
(solid line) and port eight (dotted line), for the experimental setup with a homoge-
neous quartz-sand filling (left subplot) and the one with two high-conductivity inclu-
sions (right subplot). The conservative transport simulations show that both plumes are
focused in the high conductivity inclusions, which are indicated by the focused stream-
lines (horizontal gray lines) in the right subplot.
The degree of mixing of contaminated and ambient groundwater can be quantified by
the mixing ratio X (Cirpka and Valocchi, 2007), i.e., the ratio of contaminated water
and ambient groundwater at a certain location. X is given by the concentration of a
hypothetical conservative tracer, introduced with the contaminated water, normalized
by the injected concentration. X equals one in regions where all water stems from
the contaminant plume and zero where the contribution of contaminated water is zero.
Figure 6.3A shows the vertical distribution of the mixing ratio X across a contaminant
plume in a homogeneous domain.
If contaminant degradation depends on the presence of dissolved electron acceptors,
biodegradation can be expected to take place predominantly in a narrow region where
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Figure 6.1: Mass balance for toluene (black bars) and the conservative
tracer bromide (gray bars) for the degradation experiment in the
quasi two-dimensional flow-through microcosm with two high-
conductivity inclusions.
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Figure 6.2: Simulated contour lines (c/cin = 0.1) for the plume injected at port
five (solid line) and port eight (dotted line) of the flow-through mi-
crocosm depicted in figure 5.2 for the homogeneous and heteroge-
neous tank filling. The horizontal gray lines represent the stream
lines.
the product S [−]:
S(x,z) = X(x,z)◦ (1−X(x,z)) ·4, (6.1)
and hence the product of contaminant and electron acceptor concentrations, has its max-
imum (see Fig. 6.3A). The ’◦’ in Eq. 6.1 indicates an element-wise matrix multiplica-
tion. The values of S can range from zero to one. It has to be noted here, that this
approach to localize the reactive fringe-zone of a contaminant plume assumes a 1 : 1
reaction stoichiometry and similar concentrations of electron donor and acceptor.
Since the vast majority of contaminant degraders in porous media can be found attached
to the sediment surface rather than freely floating in the aqueous phase (e.g., Anneser
et al., 2010; Holm et al., 1992; Griebler et al., 2002), a shift in the spatial position of the
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Figure 6.3: A: Vertical profile of the mixing ratio X [-] across a plume; B:
Simulated spatial evolution of S∗ in the flow-through microcosm
experiments with homogeneous and heterogeneous filling.
plume fringes, i.e. the zones of favorable conditions for microbial activity, might tem-
porally impair biodegradation. While the relocation of the source zone will definitely
result in a spatial shift of the reactive plume fringe zones in a homogeneous domain,
flow focusing in heterogeneous domains, however, can potentially enforce the plume
fringes to stay at the same location (see Fig. 6.2).
To quantify if the plume-fringe zones overlap before and after a shift in source zone
position, the depth-integrated measure S∗ [−] is defined:
S∗(x) =
z∫
0
(Sold(x,z)◦Snew(x,z))dz
z∫
0
(Sold(x,z)◦Sold(x,z))dz
, (6.2)
in which ’old’ refers to the time before the plume shift and ’new’ to the time afterwards.
The values of S∗ can range from zero to one. While a value of zero implies that the
reactive fringe-zones do not overlap at all before and after source zone relocation, a
value of one would be obtained if both fringes stay at exactly the same location.
To illustrate the meaning of S∗, this measure is applied to the laboratory experiment
described above. Figure 6.3B depicts the evolution of S∗ with increasing distance from
the inflow. For the homogeneous setup, S∗ slightly increases with travel distance. How-
ever, it stays well below 0.1. This means that the reactive zones are at different vertical
locations before and after toluene injection is switched from port five to port eight (see
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Fig. 6.2). For the setup with the two high-conductivity inclusions, S∗ strongly increases
with travel distance and reaches a value of 0.8 already at the distance of the first high-
conductivity inclusion. This implies that the plume fringes are located at more or less
the same location, before and after changing the port of toluene injection from five to
eight.
6.2 Extrapolation to the field scale
In the flow-through microcosm experiment, two well defined high-conductivity inclu-
sions were placed into an otherwise homogeneous sand filling. Patterns of heterogeneity
in hydraulic conductivity encountered in real aquifers, however, are much more com-
plex (e.g., Heinz et al., 2003; Bayer et al., 2011) and therefore difficult to mimic with
laboratory-scale experiments. In order to explore possible effects of aquifer heterogene-
ity on biodegradation in fluctuating contaminant plumes, Monte Carlo simulations of
heterogeneous domains were performed for the steady-state distribution of the mixing
ratio X in a two-dimensional domain.
Model setup
Random binary conductivity fields, consisting of a low-conductivity matrix and high-
permeability inclusions, which make up ≈ 20% of the domain, were constructed as
outlined in Werth et al. (2006). Simulations were performed for conductivity contrasts
between the matrix and the inclusions of ten and fifty. Figure 3.9 shows the streamlines
for a binary conductivity field with a Kratio of 10 and the contour line of an ethylbenzene
plume.
The relatively homogeneous sandy aquifer at the BTEX/PAH contaminated site in Düs-
seldorf-Flingern (e.g. Anneser, 2008; Prommer et al., 2009) was considered as homo-
geneous reference scenario. Anneser et al. (2007) observed vertical expansion, shrink-
age and relocation of the BTEX plume between individual sampling campaigns in the
decimeter range (see Fig. 5.1). The source zone is located at the height of the water
table and its thickness was estimated to be approximately 30 cm in the two-dimensional
reactive transport simulations of Prommer et al. (2009). The average hydraulic gradient
at the site is 6h, the mean hydraulic conductivity 1×10−3 ms−1 and the mean seepage
velocity 1.5 md−1 (Anneser, 2008).
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Two-dimensional simulations for 100 conductivity-field realizations were performed
for a constant hydraulic gradient of 6h. The source zone was approximated by a
line source of 30 cm thickness. The mass flux of contaminants emitted from the line
source was kept constant between the homogeneous reference scenario and all hetero-
geneous realizations. This led to a smaller source thickness, for realizations in which
the line source was located in a high-conductivity inclusion, as compared to the ho-
mogeneous reference scenario. The 25× 5m two-dimensional domain was discretized
by 500 cells in flow direction, and 500 cells perpendicular to the flow direction by a
streamline-oriented grid. The linear system of algebraic equations resulting from spa-
tial discretization of the steady-state transport equation was solved by the UMFPACK
solver implemented in Matlab (Davis and Duff, 1997).
Simulation results
Figure 6.4 depicts the evolution of S∗ with increasing distance from the line source
for the homogeneous reference scenario (upper panel), as well as the median and the
10th and 90th percentile of 100 simulations on random binary conductivity fields (lower
panel) with a conductivity contrast of 10 (left subplot) and 50 (right subplot) between
the matrix and the inclusions. Simulations were performed for vertical shifts of the
line source ranging from 5 to 50 cm in the homogeneous scenario. For each individual
heterogeneous realization, the line source was shifted over the same water flux, which
resulted in a mean spatial displacement for all realizations comparable to the one in the
homogeneous reference scenario, but differing spatial displacements of the source zone
for individual realizations.
Fort the smallest source zone displacement considered (5cm), S∗ approaches values of
0.8 and larger for the homogeneous as well as for both heterogeneous scenarios. Flow
focusing in high-conductivity zones, however, leads to a much faster increase of S∗ with
travel distance in the heterogeneous domains. The increasing trend of S∗ with travel
distances arises from increasing mixing by transverse dispersion, and the increasing
probability for the fringe to get focused in the same high-K inclusions, before and after
source zone displacement, in the heterogeneous domains. Even though the increase in
conductivity contrast between the matrix and the inclusions from 10 to 50 leads to a
more rapid increase in S∗, the overall effect on the overlap of the plume fringe zones,
before and after line source displacement, seems to be small.
While the shift in line source position by 10cm leads to a drastic reduction of S∗ for
the homogeneous domain, flow focusing in the heterogeneous domains still buffers the
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Figure 6.4: Simulated spatial evolution of S∗ for a homogeneous domain (up-
per panel) with the properties of the BTEX/PAH contaminated
aquifer at Düsseldorf Flingern (Anneser, 2008), and binary con-
ductivity fields (lower panel) with conductivity contrasts of 10 and
50. The solid lines indicate the median, and the dotted lines the
10th and the 90th percentiles, for 100 simulations on random bi-
nary K-fields. Simulations were performed for different magni-
tudes of vertical source zone displacement between 5 and 50 cm.
effect of source zone displacement by 10cm to a large extent.
A constant value for S∗ of 0.5 in the homogeneous domain is achieved, if the line source
is shifted exactly by its height of 30cm, and one plume fringe is located at the same
position before and after the perturbation. In this case the effect of heterogeneity is
much less pronounced and leads only to a slight increase of S∗ with travel distance.
While the effect of source zone displacement seems to be compensated to a large extent
for small scale fluctuations of about 10 cm, a relocation in the vertical position of the
line source by 50cm leads to much smaller S∗-values, suggesting that this magnitude in
vertical line source displacement can no more be compensated for by flow focusing in
heterogeneous domains.
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6.3 Chapter summary and conclsuions
Based on the finding of Kürzinger (2007) that mixing-controlled biodegradation is not
hampered by fluctuations in source zone position, if the plume fringe is effectively fo-
cused in the same high-conductivity inclusions beforehand and afterwards, I performed
scenario simulations on an ensemble of 100 binary conductivity fields. These fields are
constructed to resemble patterns of aquifer heterogeneity encountered in the field more
closely than rectangular high-K lenses do. The simulation results suggest that aquifer
heterogeneity buffers the effect of fluctuations in source zone position by 10 to 20 cm
on in-situ biodegradation, which is in the range of the fluctuations in vertical plume
position observed by Anneser (2008) at a BTEX/PAH contaminated site in Düsseldorf
Flingern.
Chapter 7
Microbial dynamics in flow-through
systems under growth and starvation
conditions 1
This chapter deals with the detailed analysis of microbial dynamics and contaminant
degradation in aerobic porous flow-through systems under growth and starvation con-
ditions. While batch systems are perfectly mixed and contain only suspended bacteria,
natural aquifers are flow-through systems, where bacteria suspended in the mobile aque-
ous phase and attached to the sediment surface coexist. In aquifers, in fact, the majority
of bacteria was found to live attached to the sediment surface rather than freely float-
ing in the aqueous phase (e.g., Hazen et al., 1991; Röling et al., 2001; Griebler et al.,
2002; Anneser et al., 2010). Furthermore, a number of studies put forward that diffusive
mass-transfer of dissolved compounds to attached cells might be a limiting factor for
biodegradation in porous media (e.g., Dykaar and Kitanidis, 1996; Simoni et al., 2001;
Hesse et al., 2009). The discrepancy in conditions between flow-through and batch sys-
tems rises the question, how representative batch derived degradation and growth rate
parameters are for the description of biodegradation in porous media.
Experimental findings regarding the comparability of biodegradation in batch and flow-
through systems are ambiguous. While some studies reported that batch derived bioki-
netic parameters adequately described biodegradation in flow-through systems (e.g.,
1The content presented in this chapter is currently prepared for submission to Journal of Contami-
nant Hydrology (M. Grösbacher, D. Eckert, O.A. Cirpka and C. Griebler. On the interaction of microbial
growth and transport in porous flow-through systems) and Environmental Science & Technology (A. Mel-
lage, D. Eckert, M. Grösbacher, O.A. Cirpka and C. Griebler. Microbial dynamics during contaminant
degradation in aerobic flow-through systems under growth and starvation conditions)
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Kelly et al., 1996; Schirmer et al., 2000), others observed differences in biodegradation
rates between the two different systems (e.g., Simoni et al., 2001; Ballarini et al., 2014).
Based on the finding that the majority of bacteria in aquifers is attached to the soil ma-
trix, the biomass catalyzing the breakdown of organic contaminants is usually treated as
immobile species in reactive transport models, and the presence of bacteria suspended
in the mobile aqueous phase is neglected (e.g., Barry et al., 2002; Schirmer et al., 2000;
Prommer et al., 2006). By contrast, it is well known that bacteria can be transported in
porous media, and that they partition between the mobile aqueous phase and the sedi-
ment surface (e.g., Ginn et al., 2002; Tufenkji, 2007; Scheibe et al., 2011). The majority
of microbial transport studies was conducted under non-growth conditions and aimed
to get a better understanding of the physical processes (e.g., straining and filtration)
that govern microbial transport in porous media, which is important to understand and
predict the spread of pathogens in groundwater.
A few studies, which investigated the effect of biological processes on microbial trans-
port in porous media, indicated that microbial growth strongly affects the partitioning
of bacteria between the aqueous phase and the sediment surface in addition to physi-
cal processes (e.g., Clement et al., 1997; Murphy et al., 1997a,b; Yolcubal et al., 2002;
Jordan et al., 2004). In all of these studies, an increase in microbial detachment, and
hence the number of suspended bacteria, was observed after the addition of a growth
substrate to the system. Murphy et al. (1997b) suggested that this response might be
cell-division mediated transport (Murphy and Ginn, 2000, and references cited herein),
i.e. mother cells that are attached to the sediment release the daughter cells to the mo-
bile aqueous phase while they themselves remain attached. Clement et al. (1997) ob-
served an increase in microbial detachment with increasing maximum specific growth
rate. Yolcubal et al. (2002) found that the majority of new-grown cells in their col-
umn experiments (68− 90%) was flushed out of the column under growth conditions,
and concluded that suspended bacteria could significantly contribute to biodegradation
under appropriate conditions.
In this chapter, I analyze a data set from multiple growth experiments in flow-through
columns and batch systems by means of reactive-transport modeling. The experiments
were performed by the PhD candidate Michael Grösbacher under the supervision of
Dr. Christian Griebler at the Institute of Groundwater Ecology at the Helmholtz Center
Munich. Toluene was used as model contaminant and the aerobic toluene degrader P.
putida F1 was chosen as model organism. Experiments were conducted under growth
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as well as substrate-starvation conditions to investigate differences in microbial detach-
ment between these two scenarios. The novelty of this study is that not only growth of
suspended cells, but also attached cells at three different locations in the column, were
recorded over time. The detailed tracking of suspended as well as attached cells dur-
ing the course of the experiment enabled the development of a model, which explicitly
accounts for cell-division mediated transport.
7.1 Experimental setup
Batch experiments
Batch experiments of aerobic toluene degradation by Pseudomonas putida F1 were per-
formed at different initial toluene concentrations, ranging from 10 to 1000 µM, to obtain
values for the maximum specific growth rate µmax and the toluene half-saturation con-
centration Ktol that are representative over a wide range of toluene concentrations. In
previous studies it was shown that it is impossible to obtain unique values for µmax and
Ktol from a single growth curve, and that the degree of parameter uncertainty depends
on the initial conditions (Schirmer et al., 1999; Liu and Zachara, 2001). Bottles were
shaken at 120 rpm to ensure mixing of oxygen into the solution.
Column experiments
Growth experiments with the aerobic toluene degrader Pseudomonas putida F1 were
performed in short sediment columns with inner dimensions (length × diameter) of
1.6×1.34 cm (see Fig. 7.1). The columns were filled with natural sediment. Grain sizes
ranged from 200 to 630 µm and the porosity was 30%. Experiments were performed at
four different seepage velocities: 0.6, 1.8, 3.7 and 9.1 md−1. A multi-channel peristaltic
pump (Ismatech, Wertheim, Germany) was used to achieve the desired flow rate. Flow
in the column system was from the bottom to the top.
The columns were inoculated with 104 to 105 cells/ml, which is a bacterial concen-
tration frequently encountered in natural aquifers. A bicarbonate-buffered freshwater
medium was injected as growth medium (Widdel and Bak, 1992). After inoculation,
toluene was injected at concentrations ranging from 30 to 100 µM. To prevent micro-
bial growth in the inlet tubing, toluene and oxygen (electron acceptor) were injected
from separate reservoirs. The two solutions joined shortly before the column inlet via
tee-connectors.
106 Chapter 7. Microbial dynamics in flow-through systems
Water samples were taken at the column in- and outlet to follow toluene degradation
and transport of bacteria out of the system. Toluene concentrations were measured by
GC-MS analysis and cell numbers were quantified by flow cytometry.
Each experiment was run with several columns in parallel. Two columns were disas-
sembled at specified time points, to measure the bacterial abundance on the sediment.
The sediment was partitioned into three layers (bottom, middle and top), and each sed-
iment layer was separately analyzed for attached cells.
Oxygen concentration in the column was measured non-invasively by the optode tech-
nique described by Haberer et al. (2011). To this end, oxygen-sensitive foils were glued
to the inner column wall at three different locations (bottom, middle and top).
The experiments were performed by the PhD candidate Michael Grösbacher under the
supervision of Dr. Christian Griebler at the Institute of Groundwater Ecology at the
Helmholtz Center Munich.
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Figure 7.1: Schematic of a flow-through column.
7.2 Model description
7.2.1 Batch experiments
Microbially catalyzed toluene (C7H8) mineralization to carbon dioxide and water is
normally treated as a one-step reaction in reactive transport models:
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C7H8+9O2→ 7CO2+4H2O. (7.1)
In reality, however, toluene oxidation proceeds via several intermediates (e.g., Parales
et al., 2008). For the aerobic degradation of toluene by P. putida F1 in batch experi-
ments, Yu et al. (2001a,b) observed and simulated the buildup and further breakdown of
3-methylcatechol, which is formed during initial dioxygenation of the aromatic ring by
P. putida F1. While the intermediate 3-methylcatechol had to be considered explicitly
in the model of Yu et al. (2001b) to jointly match the temporal evolution of toluene con-
centrations and cell densities, no significant buildup of intermediates could be observed
for toluene degradation by P. putida F1 in the study of Reardon et al. (2000).
Degradation of toluene via the intermediate 3-methylcatechol, coupled to biomass growth,
can be described by the following set of ordinary differential equations:
∂ctol
∂ t
=− ktolmax
ctol
ctol +Ktol
X (7.2)
∂cmc
∂ t
=+ fmcktolmax
ctol
ctol +Ktol
X− 1
Ymc
µmax
cmc
cmc+Kmc
X (7.3)
∂X
∂ t
=µmax
cmc
cmc+Kmc
X (7.4)
in which cmc [mg/L] is the concentration of 3-methylcatechol, fmc [mgmc/mgtol] is a
stoichiometric factor for the conversion of toluene to 3-methylcatechol, ktolmax [1/d] is
the maximum specific toluene degradation rate and Ymc [cells/mgmc] is the cell yield
for microbial growth on 3-methylcatechol. Since toluene and 3-methylcatechol contain
the same number of carbon atoms, the transformation from toluene to 3-methylcatechol
does not lead to cell growth.
7.2.2 Column experiments
The one-dimensional reactive transport model for growth of P. putida F1 in the col-
umn experiments considers the three mobile species: toluene (electron donor and car-
bon source), oxygen (electron acceptor) and mobile bacteria, and the immobile species:
attached bacteria. Microbial growth was simulated by standard dual Monod kinetics
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(see Eq. 2.13). In contrast to the batch experiment, toluene degradation could be ad-
equately described as one-step reaction, and the formation and further degradation of
3-methylcatechol did not have to be considered in the model.
The rate of change of immobile Xatt [cells/mlSed] and mobile Xmob [cells/ml] bacteria
is described by:
∂Xatt
∂ t
= rattgr +nratt− rdet (7.5)
∂Xmob
∂ t
=−v∂Xmob
∂x
+Dl
∂ 2Xmob
∂x2
+ rmobgr − ratt +
1
n
rdet (7.6)
in which n [−] is the porosity, rattgr [cells/mlsed/s] and rmobgr [cells/ml/s] are the growth
rates for attached and suspended cells, respectively , ratt [cells/ml/s] is the rate of
attachment and rdet [cells/mlsed/s] is the detachment rate.
The results from the column experiments indicated, that attached bacteria grew to a
maximum density, i.e., that there is a maximum carrying capacity of the system for
attached bacteria Xmaxatt . Once X
max
att was reached, attached bacteria still continued to
grow. All new-grown cells, however, were released to the mobile aqueous phase and
finally flushed out of the column. This release of new-grown cells to the mobile aqueous
phase, i.e., cell-division mediated transport (Murphy and Ginn, 2000), was implemented
in the model by the dynamic detachment rate rdet :
rdet = rattgr
Xatt
Xmaxatt
. (7.7)
As long as Xmaxatt is not reached, new-grown cells partially stay attached and partially are
released to the mobile aqueous phase. When the carrying capacity is approached, the
term Xatt/Xmaxatt approaches unity. Attached bacteria, however, continue to grow at the
same rate, releasing all new-grown cells to the aqueous phase.
Attachment of suspended bacteria to the sediment surface is described by a modified
first-order rate law (see Eq. 2.20):
ratt = kattXmob
(
1− Xatt
Xmaxatt
)
, (7.8)
to account for the maximum carrying capacity of the system for attached bacteria (Ding,
2010).
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In order to match the base-level washout of cells observed in the column experiments,
a constant base inflow needed to be considered. The inclusion of a continuous baseline
injection of background cells was confirmed by three separate cell number measure-
ments in the inflowing solution during the course of the toluene-starvation experiment
(see Fig. 7.8). The source of this background contamination of cells is unknown and
inference on it can only be speculative.
Numerical methods
The coupled system of one-dimensional reactive-transport equations was discretized by
the cell-centered Finite Volume Method with a spatial discretization of ∆x = 0.5 mm.
Upwind differentiation was applied to the advective term and dispersion was neglected.
The global-implicit approach, with adaptive time stepping and a maximum time step
size of 600s, was adopted for the coupling of advection and reaction terms. The re-
sulting system of coupled non-linear algebraic equations was linearized by the Newton-
Raphson method, and the UMFPACK solver implemented in Matlab (Davis and Duff,
1997) was used to solve the linear system of equations. Due to the short residence time
of mobile compounds in the column, numerical diffusion, arising from upwind differ-
entiation and implicit integration of the advective fluxes in time, was of no practical
relevance in this study.
7.3 Results and discussion
7.3.1 Batch experiments
Batch experiments with four different initial toluene concentrations were analyzed to
determine the maximum specific growth rate µmax [1/d], the half-saturation concentra-
tions of toluene Ktol [mg/L] and 3-methylcatechol Kmc [mg/L] and the growth yield
Y [cells/mg]. The measured and simulated temporal evolution of toluene concentra-
tions and cell densities is presented in figure 7.2. As previously described by Yu et al.
(2001a,b), the buildup and further breakdown of 3-methylcatechol had to be explic-
itly accounted for in the model, in order to jointly match toluene concentrations and
cell densities. 3-methylcatechol, however, has not been part of the chemical analysis
so far. The model parameters µmax, Ktol and Y were manually adjusted to match all
four experiments simultaneously. The half-saturation concentrations for toluene and
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3-methylcatechol were assumed to be identical, to reduce the number of fitting param-
eters. Estimated parameter values are given in Table 7.1. While toluene degradation
and microbial growth is well described by the model for high initial toluene concentra-
tions, growth is over estimated by the model for low initial toluene concentrations. This
might indicate that microbial growth efficiency is decreasing with decreasing substrate
concentration.
Table 7.1: Kinetic parameters for growth of P. putida F1 on toluene as sole
carbon source under aerobic conditions in the batch system.
Parameter 1-step reaction 2-step reaction
µmax [d−1] 4.5 4.5
ktolmax [d
−1] − 50
Ktol [mgL−1] 0.1 0.1
Kmc [mgL−1] − 0.1
fmc [mgmc/mgtol] − 1.35
Ymc [cells/mg] − 2.2×109
Ytol [cells/mg] 3.0×109 −
7.3.2 Column experiments
Column experiments were performed at four different flow velocities (0.6, 1.8, 3.7 and
9.1 md−1) and three different toluene concentrations (30, 70 and 100 µM) for the flow
velocity of 1.8 md−1. Results of the individual experiments, regarding toluene degra-
dation, oxygen consumption and microbial growth, are listed in Table 7.2.
Experimental results are exemplary presented for experiment two (v= 1.8 md−1, ctol =
70 µM) at this point. Figure 7.3 depicts the measured toluene concentrations and P.
putida F1 cell densities at the outlet of the column, as well as the concentrations of
oxygen and attached cells measured at three different locations (bottom, middle, top)
within the 1.6 cm long column. Since flow in the columns was from bottom to top, the
location ’bottom’ is the one closest to the inlet.
Toluene and oxygen concentrations started to decline immediately after the start of the
experiment, and reached stable values of approximately 0.5 and 2 mgL−1, respectively,
after one day. The temporal evolution of dissolved oxygen concentrations measured in
the bottom, middle and top part of the column looked almost identical. This indicates
that oxygen consumption, and hence microbial activity, was restricted to the bottom
(inflow) part of the column. The same pattern could be observed in the other five column
experiments (data not shown).
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Figure 7.2: Results of the batch experiments with different initial toluene con-
centrations and corresponding model fit. Toluene profiles are given
in the upper row and the evolution of cell density is shown in the
middle (linear scale) and lower row (log scale).
The number of attached cells per volume of porous media increased by two orders
of magnitude between the start of the experiment and the third time-point of sedi-
ment sampling at hour 72, whereas it stayed constant for the remaining time of the
experiment. The maximum density of attached cells in the bottom part of the column
(2.0×108±3.8×107 cells/mlsed) was approximately two times larger than in the mid-
dle (9.9×107±2.0×107) and top part (9.9×107±2.4×107).
The density of suspended cells in the outflowing water increased by two orders of mag-
nitude and reached a stable value of 2.1×106±2.7×105 cells/ml after 48 hours. The
continuous wash-out of 2.1× 106 cells/ml indicated that attached cells, even though
their number stayed constant, were still replicating, releasing the daughter cells to the
mobile aqueous phase.
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Figure 7.3: Experimental results for experiment two (v = 1.8 md−1, cintol = 70
µM).
Table 7.2: Comparison of the different column experiments.
Exp cintol v Tol O2 fox New Cells Yield Cells
[µM] [m/d] deg. deg. [mgox/ cells flush. [×108 atta-
[mg] [mg] [cells [×108 out cells/ ched
cells] [%] mgtol] [%]
1 70 0.6 1.1 1.0 0.9 4.4 70 4 99
2 70 1.8 3.2 4.0 1.3 14 76 4.4 99
3 70 3.7 4.9 6.7 1.4 28 79 5.7 99
4 70 9.1 14.8 n.a. n.a. 71 60 4.8 99
5 30 1.8 1.0 1.9 1.9 6.6 72 6.6 99
6 100 1.8 4.2 4.9 1.2 53 93 13 98
Batch - - - - - - - 30 -
Microbial growth in the different column experiments
Results from all six column experiments are listed in Table 7.2. The mass of toluene and
oxygen that could be degraded/consumed and the amount of new-grown cells showed
an increasing trend with increasing toluene mass flux, i.e., with increasing flow rate as
well as with increasing toluene concentration.
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Figure 7.4: Cell yield for column experiments 1-6 in % of the yield observed in
the batch experiments.
The microbial growth yield Y [cells/mgtol] was calculated for each column experiment
by dividing the total amount of new-grown cells (sediment and outflow) by the toluene
mass degraded. The values obtained for the different flow-through experiments ranged
between 14 % (Exp 1) and 43 % (Exp 6) of the yield observed in the batch experiments
(see Fig. 7.4). In contrast to the amount of new-grown cells, the growth yield did not
show a clear trend with the flow rate.
Comparing the amount of cells attached to the sediment in the top part of the column
(close to the outlet) and the amount of cells in the outflowing water, the distribution
of bacteria between water and sediment was estimated . While most of the new-grown
cells (60 to 93%) were flushed out of the column over time, the vast majority of cells,
and hence biodegradation activity, per volume of porous media (≥ 98%) were found to
be attached to the sediment surface in all experiments.
Figure 7.5 depicts the temporal evolution of the amount of attached cells in the indi-
vidual column experiments, given as mean value of the measured cell densities in the
bottom, middle and top part of each column. The mean density of attached cells in the
columns under stable conditions ranged between 8.6× 107 cells/mlsed for experiment
one and 9.3×108 for experiment four and showed an increasing trend with the toluene
mass degraded in the individual experiments. This finding suggests that the mass flux of
substrate and electron acceptor might be a control on the biomass carrying capacity of
the system, i.e., the amount of attached biomass that can be sustained. For experiment
four, the experiment with the highest flow rate, the amount of attached cells under stable
conditions in the bottom part of the column was found to be with 2.0×109±5.8×108
cells/mlsed approximately five times larger than in the middle (4.0× 108± 1.9× 108)
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Figure 7.5: Average amount of attached cells per ml of sediment for the six
different column experiments (Exp 1-6). Results for experiments
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and top part (3.6× 108± 0.9× 108). While a gradient in the number of attached cells
along the column could also be observed for experiment two, no significant differences
in cell numbers between bottom, middle and top were observed in the other experi-
ments.
Oxygen/toluene stoichiometry
Based on a mass balance of toluene and oxygen for each experiment, the stoichiometric
ratio fox [mgox/mgtol] for oxygen consumption due to growth of P. putida F1 on toluene
was calculated. The fox-values obtained for the different column experiments ranged
between 0.9 and 1.9 mgox/mgtol . These values are much smaller than the value of
3.1, which is anticipated for the complete mineralization of toluene to carbon dioxide
and water. Interestingly, the estimated oxygen/toluene stoichiometry for the toluene-
pulse experiment of 1.5 mgox/mgtol falls in the same range as the values for the column
experiments (see Chapter 4.4.2).
Under growth conditions, bacteria oxidize part of the substrate to carbon dioxide to gain
energy, while they assimilate the other part of the reduced substrate-carbon into new
biomass (Rittmann and McCarty, 2001). This reduces the amount of oxygen needed to
degrade one unit of toluene under growth conditions (see Appendix A). In chapter 5, I
estimated the stoichiometric coefficient for oxygen consumption under growth condi-
tions fgr to be 2 mgox/mgtol . This estimate was based on the growth yield obtained from
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the batch experiments (3.0× 109 cells/mgtol). Considering the substantially smaller
yield values obtained from the column experiments (see Table 7.2), however, results
in values for fgr between 2.7 and 3.0 mgox/mgtol , which is close to the stoichiometry
anticipated for complete toluene mineralization. The reason for the small observed oxy-
gen demand in the column experiments can therefore, most likely, not be found in the
assimilation of reduced toluene-carbon into biomass.
In the analysis of the toluene-pulse experiment we speculated on incomplete toluene
degradation as potential reason for the small observed oxygen demand. The fact that
the column data could be reproduced by the one-step reaction model, however, strongly
suggests that there is no substantial buildup of intermediates in the column experiments.
In the end, the reason for the small oxygen demand for toluene degradation observed
in the toluene-pulse as well as in the column experiments remains unclear. It might be
helpful to conduct column experiments under nitrate reducing conditions in the future,
to see if the nitrate demand for toluene degradation in the column system shows the
same pattern.
Reactive transport modeling
Figure 7.6 depicts the results for column experiments two, three and four, and the results
of the corresponding reactive-transport simulations. The model parameters are given in
Table 7.3. The maximum specific growth rate µmax, the stoichiometric coefficient for
oxygen consumption fox, and the attachment rate coefficient katt were fitting parameters.
All remaining parameters were calculated from the batch and column data a priori.
The model reproduces the observed breakthrough curves of toluene and suspended cells
at the column outlet, as well as the temporal evolution of the number of attached cells in
the bottom, middle and top part of the column very well. The observed and simulated
oxygen depletion curves, however, show some mismatch. During the course of experi-
ment four, the observed oxygen concentration at the inlet changed from 4 to 8 and back
to 4 mg/L, which is also considered in the model. In contrast to the batch experiments,
toluene and cell data could be fitted jointly with the one-step reaction model, and the
buildup and further breakdown of intermediates did not have to be considered.
The maximum density of attached cells is approximately one order of magnitude higher
for experiment four than for experiments two and three, whereas the density of sus-
pended cells at the outflow is in the same range for all three experiments. The mass
flux of cells leaving the column, however, increases with the flow rate from experiment
two to experiments three and four. The leveling off of the number of attached cells at
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Figure 7.6: Experimental data and simulation results for experiments two,
three and four.
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Table 7.3: Kinetic parameters for growth of P. putida F1 on toluene in the flow-
through columns. Bold parameters are fitted to the column data.
Parameter Exp 2 Exp 3 Exp 4
µmax [d−1] 4.5 3 2.5
Ktol [mg/L] 0.1 0.1 0.1
Kox [mg/L] 0.3
a
0.3
a
0.3
a
fox [mgox/mgtol] 1.4 1.7 1.1
katt [d−1] 50 50 100
Xmaxatt [cells/mlsed] 2.0×108 2.7×108 2.7×109
Y [cells/mgtol] 4.4×108 5.7×108 4.8×108
a Bauer et al. (2009a)
a maximum value, as well as the continuous outflow of 2 to 4× 106 cells/ml in all
experiments, is well captured by the model, which accounts for cell-division mediated
transport, i.e., the release of new-grown cells from the sediment to the mobile aqueous
phase. The good fit between the data and the model confirms that attached bacteria
in the column system continuously replicate, even though the density of attached cells
stays constant after an initial growth phase. While the new-grown cells stay attached to
the sediment until the biomass carrying capacity of the system Xmaxatt is approached, all
new-grown cells are mobilized and finally flushed out of the column later on.
Due to the short residence time of suspended bacteria in the columns, and the fact that
the vast majority of bacteria, and hence biodegradation activity, per volume of porous
medium were attached to the sediment, toluene degradation in the column system could
be fully attributed to the attached bacteria. Therefore, the profiles of toluene, oxygen,
and attached cells could also be reproduced without explicit consideration of mobile
cells, if a logistic growth-term of the form (1−Xatt/Xmaxatt ) is applied to the microbial
growth rate, but not to the rates of toluene and oxygen consumption (e.g., Schirmer
et al., 2000; Rolle et al., 2010). While suspended bacteria were found to be unimportant
for toluene degradation in the column experiments, the majority of new-grown cells (60
to 93%) was flushed out of the columns over time (see Table 7.2). This implies that
bacteria have an increased ability to spread and colonize new sediment surfaces under
growth conditions.
The remaining toluene concentration at the outlet of the column increases with the flow
rate, and the initial drop in concentration is faster for experiment two than for exper-
iments three and four. This is captured by the fitted values of µmax. While the same
value was applicable for experiment two and the batch experiment, an almost two-times
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Figure 7.7: Simulated spatial profiles for toluene, oxygen and attached cells
for experiments two, three, and four for t=200h.
smaller one had to be chosen to match the results of experiment four, the experiment
with the highest flow velocity (see Table 7.3). A potential explanation for the observed
decrease in the specific growth rate with increasing flow velocity might be a decrease
in the bioavailability of toluene and oxygen to the attached bacteria, due to increasing
limitations by diffusive mass-transfer on the pore scale at higher flow velocities. Mass-
transfer limitations were put forward as explanation for decreased degradation rates in
porous media, as compared to batch systems, by numerous studies (e.g., Dykaar and Ki-
tanidis, 1996; Simoni et al., 2001; Hesse et al., 2009). However, the fact that the same
value of µmax was obtained for experiment two and the batch experiment, suggests, that
diffusive transport of the contaminant and the electron acceptor to, and uptake by the
attached bacteria, is not a degradation-rate limiting process at a seepage velocity of 1.8
md−1.
Figure 7.7 depicts simulated spatial profiles of toluene, oxygen, and attached cell con-
centrations for steady-state conditions (t = 200h). The model predicts a rapid decrease
in toluene concentrations with travel distance, and the complete consumption of oxygen
within the first 5mm for all three experiments. This matches the fact that no differences
in oxygen profiles could be observed between the three measurement locations, and in-
dicates that microbial activity, and hence toluene degradation, is restricted to a narrow
zone at the column inlet.
While microbial attachment is considered in the model, katt is not a very sensitive pa-
rameter. The observed increase in the number of attached cells in the middle and top
part of the column can be explained to a large extent by microbial growth during the
initial phase of the experiment, when oxygen was still available along the entire column.
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Starvation experiment
Figure 7.8 shows experimental and modeling results for a modification of experiment
two, in which toluene injection was halted for a period of 130 days from day three on-
wards, to study the behavior of attached and suspended bacteria under conditions of
substrate starvation. While toluene injection was switched off for 130 days at day three,
the oxygen containing growth medium was continuously injected during the whole ex-
periment.
Except for the growth yield Y , parameters used to simulate experiment two were appli-
cable to match the results of the starvation experiment. To match the observed profiles
of attached cells, the yield had to be increased by a factor of two, as compared to exper-
iment two. This resulted in a yield for the starvation experiment which is approximately
30% of the value observed in the batch experiment.
For the simulation of the starvation experiment an inactive fraction of attached bacteria
was considered as additional species. The transition between the active and inactive
(dormant) state of attached bacteria was mathematically described as outlined in chap-
ter 5.2, with the only difference that the ’switch function’ was parameterized with a
toluene threshold concentration for microbial activity in this case (Mellage, 2014). A
value of 1 µg/L for the toluene threshold concentration was merely chosen in order to
facilitate a switch in conditions. The actual value was not significant, since the change
between good and bad conditions was so abrupt in the experiment. The coefficients for
deactivation of attached bacteria during phases of toluene-starvation and reactivation
after the resumption of toluene injection were both fitted to a value of 2 d−1.
The number of attached cells increased by a factor of 15 during the first three days and
stayed constant for the remaining time of the experiment in the bottom (inflow) part
of the column, while cell numbers decreased by approximately 30 to 70% in the mid-
dle and top part. The results strongly indicate that no substantial amount of attached
cells is lost due to detachment or biomass decay within four months of toluene star-
vation. While a constant wash-out of about 2× 105 cells/ml could be observed under
toluene-starvation conditions (after day three), the detection of similar cell densities at
the column inlet (see Fig. 7.8) indicated that these cells originated to the largest extent
from the injection media and did not result from detachment of attached cells.
Upon the resumption of toluene injection into the column at day 133, toluene was read-
ily degraded, and the full biodegradation potential of the system was regained within a
quarter of a day.
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Figure 7.8: Experimental results and corresponding model fit for the toluene-
starvation experiment, in which toluene injection was halted for
130 days at day three and resumed on day 133. The area shaded
in grey indicates the toluene-starvation period of 130 days
The model, which considers a detachment rate of zero under starvation conditions, re-
produces the temporal evolution of attached cells in the bottom part of the column well.
The slight decrease in the number of attached cells in the middle and top part, however,
could not be matched at the same time. Due to the parameterization of the attachment
rate (see Eq. 7.8), the model predicts a slight increase in attached cells over time for
these locations, which was obviously not observed in the experiment.
7.4 Chapter summary and conclusions
The detailed model-based analysis of multiple column experiments revealed that at-
tached cells were continuously replicating in the presence of the growth substrate toluene.
While the vast majority of toluene degrading P. putida F1 cells per volume of porous
medium (≥ 98%) were attached to the sediment surface, most of the new-grown cells
(60−93%) were washed-out of the columns over time. Even when the carrying capac-
ity of the system for attached cells was reached, they continued to replicate at the same
rate. All new-grown cells, however, were released to the mobile aqueous phase and
Chapter 7. Microbial dynamics in flow-through systems 121
finally flushed out of the column. This is of special importance for scenarios where the
continuous supply with ’fresh’ electron donors and acceptors as well as nutrients gives
attached bacteria the ability to continuously replicate, e.g., at the fringe of contami-
nant plumes. Continuous growth results in a larger contaminant turnover, as the pure
fulfillment of maintenance requirements under non-growth conditions does. The carry-
ing capacity of the column systems for attached cells showed an increasing trend with
increasing amount of toluene degraded in the individual experiments. This indicates
that the utilizable mass flux of substrate might be a control on the carrying capacity for
attached bacteria.
Furthermore, the reactive-transport simulations revealed that suspended cells were ir-
relevant for toluene degradation in the column experiments. Even though the fluid res-
idence time in the columns was very short (2.5 to 39 min), a similar behavior can be
expected for longer flow distances, since the vast majority of cells, i.e., biodegradation
capacity, is attached to the sediment surface. While suspended cells did not contribute
to the biodegradation capacity of the system, the continuous release of new-grown cells
from the sediment to the mobile aqueous phase strongly increases the ability of bacteria
to spread and colonize new sediment surfaces.
The results of the toluene-starvation experiment and the corresponding reactive-transport
simulation indicated that no substantial loss in the number of attached cells due to de-
tachment and/or cell decay occurred withing a starvation period of four months, and
that the attached bacteria regained their full biodegradation potential within less than a
quarter of a day upon the resumption of toluene injection on day 133. In chapter 5 we
hypothesized that the time needed for reactivation of the full biodegradation potential
might increase with the time of starvation. The results of the column experiments, how-
ever, strongly suggest that aerobic contaminant degradation is not drastically hampered
by periods of unfavorable conditions of up to four months, which is in the time frame
of plume dynamics induced by seasonal fluctuations in hydraulic conditions.

Chapter 8
General conclusions and open
questions
8.1 Assessment of in-situ biodegradation by CSIA
Conclusions
In addition to a number of previous studies (e.g., Kopinke et al., 2005; LaBolle et al.,
2008; Kampara et al., 2008; Aeppli et al., 2009; Kuder et al., 2009; Rolle et al., 2010;
Hoehener and Yu, 2012; van Breukelen and Rolle, 2012; Jin et al., 2014), the results
presented in chapters 3 and 4 show that physical processes, such as diffusion/dispersion
and sorption, may effect the isotope signature of organic contaminants in groundwa-
ter systems, by either acting as rate-limiting step for biodegradation (e.g., inter-phase
mass transfer, transverse mixing in fringe-controlled biodegradation) or fractionating
themselves between isotopically light and heavy contaminant molecules (e.g., diffusion,
transverse dispersion, sorption).
While the extent of isotope enrichment due to biodegradation is always reduced by the
rate-limiting effect of physical processes (commitment to catalysis), isotope fractiona-
tion by diffusion, transverse dispersion, and sorption can lead to additional isotope en-
richment, which might be mistaken for biodegradation. Sorption enhances degradation-
induced isotope enrichment at the invading front of a contaminant plume or pulse.
Transverse dispersion leads to increased isotope enrichment in the plume center as well
as in depth-integrated water samples, withdrawn by fully-screened monitoring wells,
if biodegradation is restricted to the plume fringe. Additional isotope enrichment due
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to transverse dispersion for depth-integrated water samples, however, seems to be bal-
anced to a large extent by the reducing effect of mixing, if acting as rate-limiting step,
in most scenarios investigated.
Considering the adverse effects of physical processes on the isotope signatures of or-
ganic contaminants, as well as the difficulties arising from aquifer heterogeneity (Abe
and Hunkeler, 2006; van Breukelen and Prommer, 2008; Green et al., 2010), depth-
integrated sampling by fully-screened monitoring wells (Kopinke et al., 2005; Thullner
et al., 2012), and point sampling by multi-level sampling wells, due to contaminant mass
loss by transverse dispersion from individual flow paths (Fischer et al., 2007; Thullner
et al., 2012), the quantification of in-situ biodegradation by the Rayleigh equation has
to be seen very critical. Nonetheless, CSIA represents a powerful tool to qualitatively
assess in-situ biodegradation, since degradation-induced isotope fractionation tends to
be reduced or only slightly enriched for most scenarios investigated so far. Isotope
enrichment without the occurrence of biodegradation could only be observed, if the in-
vading front of a contaminant plume (sorption), or the plume center (transverse disper-
sion) is sampled. To ultimately proof the occurrence of in-situ biodegradation, however,
CSIA should be applied in conjunction with other methods, such as geochemical mea-
surements, metabolite analysis, or microbiological methods, since "there is no single
universally reliable method to asses in-situ biodegradation processes" (Bombach et al.,
2010).
Open questions
So far the study presented in chapter 4 represents the only experimental evidence for
stable-carbon isotope fractionation of BTEX-hydrocarbons by transverse dispersion.
To ultimately constraint the extent of isotope fractionation for these compounds, diffu-
sion/dispersion experiments under abiotic conditions, as performed for deuterated ethyl-
benzene and Cl-isotope fractionation of PCE (Rolle et al., 2010; Jin et al., 2014), have
to be performed in the future.
Another point of interest for future research, which has gained only little attention so
far, might be the effect of physical processes on the interpretation of dual-isotope data.
In recent years, the analysis of stable isotopes of multiple elements within a molecule,
e.g. carbon and chlorine, has been identified as promising tool for the assessment of
transformation pathways in natural systems (e.g., Hofstetter et al., 2008; Centler et al.,
2013). While the rate-limiting effect of physical processes on isotope fractionation
cancels out in 2-D isotope analysis, the fractionating effect of, e.g., diffusion/dispersion
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might potentially affect 2-D isotope analysis, if the mass difference between heavy and
light isotopes is different for the two elements of interest, such as in the case of stable
carbon (13C/12C) and chlorine isotopes (37Cl/35Cl).
8.2 Effect of dynamic conditions on in-situ biodegrada-
tion
Conclusions
While the effect of plume dynamics, such as a shift in plume position due to changing
hydraulic conditions, on fringe-controlled biodegradation has only been addressed in a
few studies (e.g. Schirmer et al., 2001; Prommer et al., 2002), the results of Anneser
(2008) indicate that temporal fluctuations in plume position might not be uncommon.
Microbial activity was shown to be focused in the narrow mixing zone along the fringe
of contaminant plumes by a number of recent studies (e.g., Thornton et al., 2001; Tuxen
et al., 2006; Takahata et al., 2006; Anneser et al., 2008), and the vast majority of contam-
inant degraders was found to live attached to the sediments (e.g., Anneser et al., 2010;
Holm et al., 1992; Griebler et al., 2002). Therefore, a shift in plume position might
transiently impair biodegradation. The experimental and modeling results for aerobic
toluene degradation by P. putida F1 presented in this thesis, however, suggest that plume
dynamics in the order of two weeks to four months do not significantly hamper in-situ
biodegradation under aerobic conditions. Four months of toluene-starvation did not
lead to a drastic loss of attached P. putida F1 cells, and full biodegradation capacity
could be regained within a quarter of a day, after four months of toluene-starvation, in
the column experiments (chapter 7), and within less than two days, after two weeks of
toluene-starvation, in the two-dimensional flow-through microcosm experiments (chap-
ter 5).
The results of additional flow-through microcosm experiments conducted by Kürzinger
(2007) with heterogeneous sand fillings, and the field-scale conservative-transport sim-
ulations presented in chapter 6, indicate that aquifer heterogeneity buffers the effect of
plume dynamics on in situ biodegradation, if the plume fringe is focused in the same
high-conductivity zones before and after plume fluctuation. Especially small scale fluc-
tuations in the position of the plume source in the order of 10 to 20 cm could be shown
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to be almost completely compensated by the effect of flow focusing in heterogeneous
media.
Open questions
So far experiments were only performed for toluene degradation by the specific toluene
degrader P. putida F1 under aerobic conditions. Further experiments with natural mi-
crobial communities might be conducted to see if the findings can be generalized. Fur-
thermore, oxygen is only present in trace amounts at many contaminated sites, and
contaminant degradation in the field is, therefore, dominated by anaerobic processes
(e.g., Wiedemeier et al., 1999; Lovely, 2001; Fischer et al., 2007; Anneser et al., 2008).
Comparing intrinsic biodegradation at 38 BTEX-contaminated sites, Wiedemeier et al.
(1999) found that sulfate reduction is the dominant electron accepting process, account-
ing for 70% of intrinsic biodegradation, whereas aerobic respiration was estimated to
account only for 3% of intrinsic biodegradation. So far, it is not clear if the results from
the aerobic laboratory-scale systems can be transfered to biodegradation under sulfate
reducing conditions, which is energetically way less favorable than aerobic biodegra-
dation, and where microbial growth and hence contaminant degradation rates are much
smaller (Rittmann and McCarty, 2001).
In the indoor aquifer model experiment (see chapter 4) as well as in the column exper-
iments (see chapter 7), we observed less oxygen consumption for toluene degradation
than anticipated for complete toluene oxidation. So far this finding could not be finally
resolved. It might be helpful to conduct column experiments under nitrate reducing con-
ditions in the future, to see if the nitrate demand for toluene degradation in the column
system shows the same pattern.
8.3 What did/can reactive-transport modeling contribute?
In this thesis I applied reactive-transport modeling to quantify the effects of coupled
(bio)geochemical and physical processes on organic contaminants an their stable-carbon
isotope ratio under steady-state as well as under transient environmental conditions. In
the following I list the contributions to the individual studies, I see in the quantitative
model-based data analysis.
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• The model-based analysis of the toluene-pulse experiment enabled the separa-
tion of the individual contributions of biodegradation, sorption and transverse dis-
persion on the stable-carbon isotope signature of toluene (see chapter 4), which
would have been impossible to do solely experimentally with the experimental
setup, which was aimed to represent in-situ field conditions as close as possible.
• By means of reactive-transport simulations the ambivalent effect of transverse dis-
persion on isotope fractionation in fringe-controlled biodegradation, i.e., the at-
tenuating effect on reaction-induced isotope fractionation by mixing limitations,
and the enhancing effect by dispersion-induced isotope fractionation, could be
elaborated (see chapter 3). In reality both effects act inevitable together and can-
not be separated experimentally.
• Different conceptual models for the behavior of bacteria under toluene-starvation
conditions were tested in chapter 5. By the comparison of experimental and sim-
ulation results it could be ruled out that microbial growth and decay are respon-
sible for the observed lag phases in toluene degradation after the toluene plume
was shifted back to its previous position.
• Based on the high-resolution dataset of attached and suspended P. putida F1 cell
numbers for the column experiments presented in chapter 7, a quantitative model
for microbial growth in porous media, explicitly accounting for peak cell detach-
ment under growth conditions, could be developed.
While the examples listed above show the great potential for reactive-transport model-
ing as tool to separate the individual effects of coupled biological and physical processes
on contaminant fate and transport, the misfit between the observed and simulated δ 13C
breakthrough in the toluene-pulse experiment (see Fig. 4.4), as well as the underesti-
mation of the lag phase in toluene degradation after the first plume displacement in the
flow-through microcosm experiment (see Fig. 5.8), however, also indicate that the full
complexity of the biologically controlled systems investigated in this thesis could not be
captured by the models. Therefore, predictive simulations should be treated with cau-
tion, especially when models, which were calibrated to laboratory-scale experiments,
are applied to predict contaminant fate and transport on the field scale, the ultimate goal
of any model development.

Appendix A
Relationship between reaction
stoichiometry and specific yield
The redox half reactions for toluene oxidation Rtol and oxygen reduction Rox, written
for one electron equivalent, read as:
1
36
C7H8+
14
36
H2O−→ 736CO2+H
++ e− (A.1)
9
36
O2+ e−+H+ −→ 1836H2O (A.2)
Conceptualizing the biomass as chemical species C5H7O2N and considering ammo-
nium as sole nitrogen source for growth (Rittmann and McCarty, 2001) the chemical
equation for biomass synthesis Rbio reads as:
1
5
CO2+
1
20
HCO−3 +
1
20
NH+4 +H
++ e− −→ 1
20
C5H7O2N+
9
20
H2O (A.3)
Combining the three half reactions Rtol , Rox Rbio yields the overall chemical equation
for toluene oxidation coupled to biomass growth:
Roverall = Rtol + fe×Rox+ fs×Rbio (A.4)
in which fe [−] and fs [−] are the fraction of electrons transferred to oxygen and used
for synthesis of new cellular material, respectively.
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Considering the cell yield Y , an average carbon content of one cell of Mcell = 130
f g/cell obtained in batch experiments, the molar mass of toluene (Mtol = 92.15mg/mmol)
and the mass of carbon in one mole C5H7O2N (Mbio−C = 60 mg/mmol) the fraction of
electrons incorporated into biomass fs can be calculated by:
fs = Y ×Mcell× MtolMbio−C ×
20
36
(A.5)
While a fraction of electrons of fs = 0.35 is incorporated into the biomass the majority
of electrons ( fe = 0.65) are transferred to the electron acceptor O2 to gain energy for
cell synthesis.
The stoichiometric coefficients for oxygen consumption due to growth fgr = 2 mgox/mgtol
and endogeneous respiration fdec = 1.1 mgox/mgtol are obtained by multiplying the
oxygen demand for the complete mineralization of one mg toluene fox = 3.1 mgox/mgtol
with fe and fs, respectively.
Appendix B
Incomplete toluene mineralization
Complete mineralization of toluene to carbon dioxide and water yields a stoichiometry
of 9 mol oxygen per mol of toluene:
C7H8+9O2→ 7CO2+4H2O, (B.1)
which corresponds to 3.1 mg oxygen per mg of toluene. The inferred stoichiometry
of the reaction, however, was 1.5 mg oxygen per mg of toluene, which might indicate
incomplete degradation of toluene (Figure 4.7). One potential central metabolite in
aerobic toluene degradation pathways is catechol (C6H6O2) (e.g., Fuchs et al., 2011).
Partial oxidation of toluene to catechol requires 2.5 mol oxygen per mol of toluene:
C7H8+2.5O2→C6H6O2+CO2+H2O, (B.2)
which corresponds to 0.86 mg oxygen per mg toluene. To match the observed con-
sumption of approximately 1.5 mgO2/mgtol , 30% of the toluene have to be oxidized to
carbon dioxide and 70 % to the intermediate product catechol.
Catechol is chosen here as potential product of incomplete toluene oxidation. Chemical
analysis of the water samples, however, did not include concentrations of metabolites.
An alternative explanation would be the utilization of toluene as a growth-substrate.
However, in a continuous toluene-injection experiment performed after the pulse exper-
iment (Herzyk, 2013), no significant biomass growth was observed. During the pulse
experiment itself, no samples for the quantification of biomass were taken.
131

Appendix C
Simulation results of model 2
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Figure C.1: Comparison of experimental data for the toluene mass balance
(upper panel) and profiles of dissolved oxygen at x=74 cm (mid
and lower panel) to the model outcome of model 2, in which en-
dogenous respiration, as well as the ability of microorganisms to
switch between an active and an inactive (dormant) state, is ne-
glected.
Figure C.1 shows the simulation results for model 2, which neglects endogenous respi-
ration of microorganisms in the absence of toluene and the ability of microorganisms to
switch between an active and an inactive (dormant) state. The two major model param-
eters, the maximum specific growth rate µmax and the non-mechanistic, lumped decay
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coefficient kdec (see Table 5.3) were calibrated to match the observed toluene mass bal-
ance and the vertical oxygen profiles as well as possible, which resulted in the rather
large value for the decay coefficient of 0.5 d−1. Since endogenous respiration is not
considered in the model, the observed oxygen depletion for regions where the toluene
plume has already been washed out, can not be reproduced.
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