Abstract. Let I ⊂ R = F[x 1 , x 2 ] be a height two ideal minimally generated by three homogeneous polynomials of the same degree d, where F is a field of characteristic zero. We use the theory of D-modules to deduce information about the defining equations of the Rees algebra of I. Let K be the kernel of the canonical map α : Sym(I) → Rees(I) from the symmetric algebra of I onto the Rees algebra of I. We prove that K can be described as the solution set of a system of differential equations, that the whole bigraded structure of K is characterized by the integral roots of certain b-functions, and that certain de Rham cohomology groups can give partial information about K.
Introduction
Let F be a field of characteristic zero, R = F[x 1 , x 2 ] a polynomial ring in two variables, and I = (f 1 , f 2 , f 3 ) ⊂ R be a height two ideal minimally generated by three homogeneous polynomials of the same degree Of particular interest are the defining equations of the Rees algebra Rees(I), that is, the kernel I = Ker(ψ) of this map ψ. A large number of works have been done to determine the equations of the Rees algebra, and the problem has been studied by algebraic geometers and commutative algebraists under various conditions (see e.g. [25] and the references therein). In recent years, a lot of attention has been given to find the minimal generators of the equations of the Rees algebra for an ideal in a polynomial ring (see e.g. [4-7, 9, 10, 12, 14-16] ), partly inspired by new connections with geometric modelling. Despite this extensive effort, even in the "simple" case studied in this paper, the problem of finding the minimal generators of I remains open. By the Hilbert-Burch theorem we know that the presentation of I is of the form and I is generated by the 2 × 2-minors of ϕ; we may assume that 0 < µ ≤ d − µ. The symmetric algebra of I can easily be described as a quotient of S by using the presentation of I . We define the equations of the symmetric algebra as Here we have K = I/(g 1 , g 2 ), which allows us to take K as the object of study. We introduce the polynomial ring U = F[T 1 , T 2 , T 3 ] and we give a bigraded structure to S = R ⊗ F U , where bideg(T i ) = (1, 0) and bideg(x i ) = (0, 1); then we denote by S p,q the F-vector space spanned by the monomials x with γ 1 +γ 2 +γ 3 = p and α 1 +α 2 = q. The map ψ from (1) becomes bihomogeneous when we declare bideg(t) = (1, −d), and also from the fact that bideg(g 1 ) = (1, µ) and bideg(g 2 ) = (1, d − µ), then we get that Rees(I), Sym(I), I and K have natural structures as bigraded S-modules. where N p, * is a graded R-module and N * ,q is a graded U -module.
The main feature of this paper is the use of the theory of D-modules in the problem of finding the equations of Rees(I). For this we need to introduce the Weyl algebra A 2 (F) (Definition 3.1) and a polynomial ring T = A 2 (F)[T 1 , T 2 , T 3 ] (Definition 3.2) over the Weyl algebra; also we define two differential operators L 1 = F (g 1 ) and L 2 = F (g 2 ) by applying the Fourier transform (Definition 3.7) to g 1 and g 2 from (3).
Our first main result claims that K can be described by solving a system of differential equations.
Theorem A. (Theorem 3.11) Let I ⊂ R = F[x 1 , x 2 ] be a height two ideal minimally generated by three homogeneous polynomials of the same degree d, and let L 1 = F (g 1 ) and L 2 = F (g 2 ) be the Fourier transform of g 1 and g 2 from (3). Then we have the following isomorphism of bigraded S-modules
where Sol(L 1 , L 2 ; S) = {h ∈ S | L 1 • h = 0 and L 2 • h = 0} and the subscript-F denotes the twisting by the Fourier transform (Lemma 3.9).
Since g 1 and g 2 generate all the linear part of I (the syzygies of I) and K = I/(g 1 , g 2 ), then we have K p, * = 0 for all p < 2. As an application of Theorem A we give a complete characterization of the graded structure of each R-module K p, * (p ≥ 2) in terms of the integral roots of certain b-functions (Definition 4.6).
Theorem B. (Theorem 4.11) Let
be as in Theorem A. Then for each integer p ≥ 2 there exists a nonzero b-function b p (s), and we have a relation between the graded structure of K p, * and the integral roots of b p (s) given in the following equivalence
Even more, we have that these are the only possible roots of b p (s), that is
This Theorem B is interesting for us in the sense that gives a tool for deducing information about K, but on the other hand, from a D-module point of view it is worthy to note that describes the b-function of a family of holonomic D-modules like those in Notation 4.1.
In our last main result we change the role of L 1 and L 2 , more specifically, instead of having them as operators we place them in a quotient. We make this change by means of a duality proven in Theorem 5.1, and it allows us to establish an isomorphism of graded U -modules between K and a certain de Rham cohomology group. In particular, this isomorphism could give an alternative way to compute or estimate the dimension dim F (K p, * ) of each K p, * regarded as finite dimensional F-vector space (see Corollary 2.5).
, L 1 and L 2 be as in Theorem A, and let Q be the left T -module Q = T /T (L 1 , L 2 ). Then we have the following isomorphism of graded U -modules
In particular, for any integer p we have an isomorphism of F-vector spaces
Our next theorem works over an arbitrary field K. We remark that this result it is already known (see e.g. [10, Lemma 2.4] or [15, Theorem 2.4] ), but we present a different proof. The rest of our work will depend on it.
be a height two ideal minimally generated by three homogeneous polynomials of the same degree d, and let g 1 and g 2 be as in (3). Then we have the following isomorphism of bigraded S-modules
The basic outline of this paper is as follows. In Section 2 we give a proof of Theorem D. In Section 3 we make a translation of our problem into the theory of D-modules and we prove Theorem A. In Section 4 we prove Theorem B. In Section 5 we prove Theorem C. In Section 6 we present a script in Macaulay2 [11] that can compute each b-function b p (s) from Theorem B, and using it we effectively recover the bigraded structure of K for a couple of examples.
An "explicit" description of the equations
In this section we shall use the following data. Data I. Let K be an arbitrary field, and R = K[x 1 , x 2 ] be the polynomial ring in two variables. Let I ⊂ R be a height two ideal minimally generated by three homogeneous polynomials {f 1 , f 2 , f 3 } of the same degree d. From Hilbert-Burch theorem we have a presentation
where the elements of the first column of ϕ are homogeneous of degree µ, and the elements of the second column are homogeneous of degree d − µ. Let U and S be the polynomial rings
We regard S as a bigraded K-algebra, where bideg(T i ) = (1, 0) and bideg(x i ) = (0, 1). The equations of the symmetric algebra are given by
We are interested in the kernel K of the surjective map α : Sym(I) → Rees(I).
By the pioneering work of [18] , we can compute K as the torsion in Sym(I) with respect to the maximal ideal m = (x 1 , x 2 ) ⊂ R, that is (ii) The shifting on the T i 's follows from the construction (4) and so we are left
For this, we use [2, Theorem 13.4.5] and any of the remarks in page 273 of [2] , for instance using the construction as a direct limit of Ext's we have
(see e.g. [3, Section 1.5] for graded dual * Hom R and its derived functors * Ext j R in the category of graded modules).
The "philosophy" that we follow in this section is similar to the one used in [16] . Explicitly, we shall try to find information by deleting the columns of ϕ and hopefully work with "simpler" modules. Let ϕ 1 be the matrix given by the first column of ϕ, then we we are interested in the module E = Coker(ϕ 1 ) with presentation 0
Proof. (i) Follows from the presentation of E.
(ii) Since I 1 (ϕ 1 ) ⊃ I 2 (ϕ), we have that ht(I 1 (ϕ 1 )) = 2. Then, by [23, Theorem 3.4] we get that Sym(E) is an integral domain. Now we can find explicit relations between the local cohomology modules of Sym(I) and Sym(E) from the important fact that Sym(E) is an integral domain. Lemma 2.3. We have the following exact sequences of bigraded S-modules
Proof. Since Sym(E) ∼ = S/(g 1 ) is an integral domain we have a short exact sequence
Using the corresponding long exact sequence in local cohomology and the fact that H 0 m (Sym(E)) = 0, we get the required exact sequence
, where ∂ is the induced connecting homomorphism.
Similarly, from the short exact sequence
and the fact that
we can follow the same long exact sequence argument and obtain (6).
The next theorem contains the main result of this section, where we find an "explicit" way of computing the equations of the Rees algebra of I.
Theorem 2.4. Adopt Data I. Then we have the following isomorphism of bigraded S-modules
can be extended to the following commutative diagram with exact rows (each row is as in (7))
, and so it follows that
(ii) It follows from the fact that S · 1 x1x2
In this previous corollary we have seen that the maximal x-degree of every graded part K p, * is the same and equal to d − 2, but for the minimal x-degree of K p, * there is no such nice characterization. In Section 4 under the assumption of working over a field of characteristic zero, we shall relate the minimal x-degree with the integral roots of certain b-functions.
Translation into D-modules
The core of this section is to translate our problem into D-modules. A good introduction to the theory of D-modules can be found in [1] or [8] . The section is divided into two subsections, a first one containing some notations and definitions regarding D-modules that we shall use for the rest of this paper, and a second one containing our translation.
3.1. Notations. For the rest of this paper we shall work over a field F of characteristic zero, and from now on we shall use the following data.
Data II. Adopt Data I and change the arbitrary field K for a field F of characteristic zero.
We introduce the ring of F-linear differential operators over R = F[x 1 , x 2 ], which in our characteristic zero case coincides with the Weyl algebra.
Definition 3.1. The Weyl algebra D = A 2 (F) is defined as a quotient of the free algebra F<x 1 , x 2 , ∂ 1 , ∂ 2 > by the two sided ideal generated by the relations
The D-module structure of R is given by: for any f ∈ R, the operator x i is the usual multiplication x i • f = x i f and the operator ∂ i is the differentiation
We shall always stress the action of the Weyl algebra by using the symbol " •". Thus, for instance, if we regard x 1 ∈ R then we have
Of All the modules in theČech complex are localizations of R, thus by defining the D-module structure of any localization R f of R, the local cohomology modules obtain a natural structure as D-modules (see e.g. [13, Lecture 23] ). For any localization R f the D-module structure is defined by
Due to the non-commutativity of D, we need to take some care with the maps of left or right D-modules. Let A ∈ D r×s be an r × s matrix with entries in D. Multiplying with A gives us a map of left D-modules,
where we regard D r and D s as row vectors. The matrix A ∈ D r×s also defines a map of right D-modules in the opposite direction, .
T of right D-modules. We have an equivalence between the category of left D-modules and the category of right D-modules, given by the algebra involution
The map τ is called the standard transposition. For instance, given a left
See [20] for more details on the standard transposition τ . Finally, to describe all the graded parts K p, * together, we need to define a larger algebra to work in. Definition 3.2. We define T as a polynomial ring in the three variables
We extend the standard transposition τ over T by making τ (T i ) = T i . This algebra T is naturally a graded U -module with grading on the T i 's, and by T p we denote the free D-module spanned by the monomials T γ with |γ| = p, that is,
. Also, for technical purposes we shall need to introduce the subcategory M l U (T ) of left T -modules with an underlying structure of graded U -module. The subcategory M r U (T ) of U -graded right T -modules can be defined in a completely similar way. We essentially follow the exposition of [3, Section 1.5].
Definition 3.3. We say that a left T -module M has an underlying structure of graded U -module (or simply that it is U -graded) when it has a decomposition M = i∈Z M i , where each M i is a left D-module and
, has as objects the left T -modules with an underlying structure of graded U -module. A morphism ϕ : Let M ∈ M r U (T ) be a U -graded right T -module and N ∈ M l U (T ) be a Ugraded left T -module. Then from the non-commutativity of D follows that the tensor product M ⊗ T N has only a structure of graded U -module; its homogeneous component (M ⊗ T N ) n is generated (as an F-vector space) by the elements u ⊗ T v with u ∈ M i , v ∈ N j and i + j = n. Using that each module in N ) has a natural structure of graded U -module for any i ≥ 0. We shall use the notation * Tor T i (M, N ) to stress its graded structure as a U -module.
We denote by Hom i (M, N ) the F-vector space of homogeneous homomorphisms of degree i. The F-vector subspaces Hom i (M, N ) of Hom T (M, N ) form a direct sum, and we have that
is naturally a graded U -module. Also, when M is finitely generated we have that
for all i ≥ 0. A particular and important case is when N = T , since T can be seen as a bimodule then we have that 
(ii) The left T -module S is cyclic with generator 1 and presentation 
On the other hand, the annihilator of From this previous proposition we get the isomorphisms of left T -modules 
]).
Definition 3.7. By F we denote the automorphism on T defined by
Notation 3.8. For the rest of this paper we shall use the notations
has a structure of S-module given by the twisting of the Fourier transform:
Also it has a bigraded structure induced from S, that is,
, therefore it follows that Sol(L 1 , L 2 ; S) has a structure of S-module given by (8) .
The bigraded decomposition of (9) comes from the fact L 1 and L 2 are bihomogeneous, both with degree 1 on the T i 's, and degree µ and d − µ respectively on the ∂ i 's. We need to index with non-positive integers j ≤ 0 on the x-degree to satisfy the condition
Notation 3.10. From now on we shall use the notation S = Sol(L 1 , L 2 ; S) F to stress the bigraded S-module structure induced on Sol(L 1 , L 2 ; S) by the twisting of the Fourier transform F . Proof. We shall prove that this isomorphism is induced by the Fourier transform F . We divide the proof into three short steps.
Step 1. We define the following two canonical maps
. For any z ∈ T we have the equivalence
therefore we get an induced isomorphism F : H 2 m (S) → S F of left T -modules, where S F denotes S twisted by F . This isomorphism satisfies
Step 2. For any z ∈ T we have the following equivalences
Therefore F induces an isomorphism of S-modules
Step 3. From the definition of F we have that F is homogeneous of degree 0 on the T i 's. On the other hand, we have that F makes a shift degree of 2 in the x i 's since it sends
Then adding the shift degrees (0, 2) to Theorem 2.4 we obtain the result.
Notation 3.12. Since both L 1 and L 2 are linear on the T i 's, then we get that
T ). We shall denote this last quotient by
Before finishing this section we present an isomorphism of graded U -modules that will be the starting point of Section 5. Proposition 3.13. Adopt Data II. We have the following isomorphism of graded U -modules
Proof. The following isomorphism of F-vector spaces
follows in the same way as in [8, Chapter 6, Theorem 1.2]. From the discussions of Subsection 3.1, we actually have an isomorphism * Hom T (Q, S) ∼ = Sol(L 1 , L 2 ; S) of graded U -modules. The shifting of degree follows from Theorem 3.11.
The bigraded structure of K and its relation with b-functions
For organizational purposes we have divided this section into two subsections. In the first one, we use the theory of D-modules (specifically, the existence of b-functions) to bound from above the degree of the polynomial solutions of the system of differential equations Sol(L 1 , L 2 ; S), then from Theorem 3.11 follows a lower bound in the possible x-degree. In the second subsection, using the local duality theorem for graded modules we prove that this bound it is always strict. 4.1. Polynomial solutions. Our treatment in this subsection will follow [20, Section 2], but we need to make some variations since the algorithm given there is restricted to holonomic ideals inside the Weyl algebra. We shall use [22] 2 . The graded part S p−2, * is given as the solution set of the system of differential equations
where
n×m is an n × m matrix with entries in D and induced by restricting L i to the monomials T γ of degree |γ| = p − 2. We join both matrices in a single matrix H ∈ D 2n×m defined by
then equivalently we can write Example 4.2. We give the explicit form of the system of differential equations (11) in the cases p = 2 and p = 3. Suppose that
and in this case we have that N is actually the left ideal
, and sorting the monomials T γ in lexicographical order we get that the equations L 1 • h = 0 and L 2 • h = 0 can be expressed as
Proof. From the exact sequence (18) of Proposition 5.4 we take the graded part p in the T i 's, which gives the following exact sequence of left D-modules We recall the notion of Gröbner deformations (see [22, Section 1.1]) . For a given generic weight w = (w 1 , w 2 ) and an element ℓ = α,β c α,β x α ∂ β ∈ D, we denote by in (−w,w) (ℓ) the initial form of ℓ with respect to w and it is defined as (14) in ( 
is principal in the univariate polynomial ring 
Then the b-function of M ′ is given as the least common multiple of the b-functions of the D-ideals J i 's, that is,
. In this previous definition for each i = 1, . . . , r, the canonical injection D/J i ֒→ D r /N ′ implies that each ideal J i is holonomic, and so we get that the b-function of a holonomic module is a non-zero polynomial. Before proving the main result of this subsection, we recall an easy but important lemma.
Lemma 4.7. Let P (s) ∈ F[s] be a polynomial in s = −x 1 ∂ 1 −x 2 ∂ 2 and let f ∈ R be a homogeneous polynomial of degree deg(f ) = k, then we have P (s)
Proof. It follows from Euler's formula ( Corollary 4.9. Adopt Data II. Let q be the lowest possible x-degree for an element in the graded part K p, * , that is, K p,q = 0 and K p,q−1 = 0. Then the polynomial
Proof. Follows from the contrapositive of the previous theorem.
4.2. The equality. In this subsection we shall prove that the approximation given above it is actually strict.
Lemma 4.10. For any k ≥ 0 we have that the identity
Thus, we have that
Proof. We proceed by induction on k. For k = 0 it is clear since s = −x 1 ∂ 1 − x 2 ∂ 2 .
First we proof the identity
using induction on β i . For β i = 0 it is vacuous, thus we assume that β i > 0 and that the statement holds for any non-negative integer smaller than β i . Hence, we have the equalities
Then we can obtain that
, and using k+1 j
the proof of the lemma follows similarly to the usual binomial theorem.
From Notation 4.1 we can define the matrix
, that is, the m × n matrix with entries in R obtained after applying the Fourier transform to each entry of the matrix H. In a similar way to Notation 4.1, we define the graded R-module L = R m /(R 2n · F ) (all the rows of F are homogeneous of degree µ or degree d − µ).
Since {g 1 , g 2 } is a regular sequence in S (see the proof of Proposition 5.4), by restricting the Koszul complex K • (g 1 , g 2 ) to the graded part p, the module Sym p (I) gets the graded free resolution
Similarly to Proposition 4.3, when we apply Hom R (−, R) we get a complex (17) 0
where the cokernel of the map on the right is the graded R-module * Ext 2 R (Sym p (I), R). Making a shift degree of −d on the modules of (17) gives us a complex that has the module L as the cokernel of the map on the right. Therefore, we have an isomorphism L(d) ∼ = * Ext R (Sym p (I), R) of graded R-modules. Now, as an application of the local duality theorem in the graded case (see e.g. [2, Section 14.4] or [3, Section 3.6]) we can prove our sought equality. 
Proof. From Corollary 4.9 we already know that s(s + 1)
, then it will be enough for us to prove that for each i = 1, . . . , m we have 
for each i = 1, . . . , m. From the local duality theorem in the graded case, we get the following isomorphisms of graded R-modules
Since the grading of
we have that a = d − 2 − q, and so the statement of theorem follows.
Computing Hom with duality
The aim of this section is to compute * Hom T Q, S (where
) by means of some duality that was previously exploited in [24] . In the general Weyl algebra A n (F), for two holonomic left A n (F)-modules M and N we have the following duality (see e.g. [1, Proposition 4.14, page 58] or [24, Theorem 2.1])
which is one of the main tools used in [24] . Unfortunately we want to work over our previously defined algebra T and for this we will have to make some variations. Nevertheless, we can achieve the following duality in our case. Definition-Proposition 5.2. For any i ≥ 0 we define the F-vector space F i which is generated by the set of monomials {x
With this filtration we induce the associated graded ring gr(T ) = i≥0 F i /F i−1 , which is isomorphic to a polynomial of 7 variables with coefficients F. We shall use the notation
, where we get a canonical map σ : T → T given by σ( We shall denote by q 1 = σ(L 1 ) and q 2 = σ(L 2 ) the elements in T corresponding to L 1 and L 2 . Here we have, that q 1 and q 2 are bihomogeneous polynomials which are linear on the T i 's, and have degree µ and d−µ on the δ i 's respectively. But from the graded structure of T , we only see them as homogeneous polynomials having degree µ + 1 and d − µ + 1 respectively.
A filtration on a left T -module M consists of an increasing sequence of finite dimensional F-subspaces 0 = Γ −1 ⊂ Γ 0 ⊂ Γ 1 ⊂ Γ 2 ⊂ · · · satisfying Γ i = M and the inclusions F i · Γ j ⊂ Γ i+j for all i and j. With a filtration we get the associated graded T (= gr(T ))-module gr Γ (M ) = i≥0 Γ i /Γ i−1 . We say that Γ = {Γ i } is a good filtration if gr Γ (M ) is a finitely generated T -module. Using a good filtration we can define a Hilbert-Samuel function, and so we can get a notion of dimension for left T -modules. (
Proof. (i) The module Q being a quotient of T automatically gets a natural good filtration given by
) and then we get gr(Q) = i≥0 F i /(
, and let h i be the polynomials in B obtained from f i by making the substitution x i → δ i , i.e., h i = σ(F (f i )). By the Hilbert-Burch theorem we have that J = (h 1 , h 2 , h 3 ) ⊂ B is a perfect ideal of height two, and making the substitution x i → δ i in the resolution (2) of I we get a resolution 0 → B (ii) The shifting of degrees in (18) are clear since L 1 and L 2 are both linear on the T i 's, then it will be enough to prove exactness of (18) just in the category T (i.e., forgetting the graded structures induced in Subsection 3.1). So, inside this proof, to avoid confusions the only additional structure that we assume on T is the Bernstein filtration and the induced graded ring T .
Since T is non-commutative we should check that (18) is even a complex, but fortunately L 1 and L 2 are only defined in the ∂ i and T i variables, and so
The complex (18) induces the following graded Koszul complex in T
Using that dim(T /(q 1 , q 2 )) = 5 we get that (q 1 , q 2 ) is a T -regular sequence (see e.g. Thanks to our construction of M l U (T ) and M r U (T ), we have that this double complex fits naturally in the category of graded U -modules, that is, all its elements are graded U -modules and all its maps are homogeneous homomorphisms of graded U -modules.
Since each * Hom T (A j , T ) ∈ M r U (T ) is a free module then by computing homology on each column we get that the only row that does not vanish is the last one. On the other hand, from Corollary 5.5 we have that when we compute homology on each row the only column that does not vanish is the leftmost one.
Therefore the spectral sequence determined by the first filtration is given by We will carry out a couple of examples to show how we can use Theorem 4.11 to deduce the bigraded structure of K. We can save the previous code in a file that we will call "bFunctionRees.m2" Example 6.1. Let I = (x 5 , x 2 y 3 , y 5 ) ⊂ Q[x, y], then from [7] we know that a minimal set of generators of I is given by We can make an interesting session with ideals of this form created randomly, we take the particular case µ = 1 and d = 7:
i1 : R = QQ[x,y] o1 = R o1 : PolynomialRing i2 : load "bFunctionRees.m2" i3 : A = matrix{{random(1,R),random(6,R)},{random(1,R),random(6,R)}, {random(1,R),random(6,R)}}; 3 2 o3 : Matrix R <---R i4 : I = minors(2, A); o4 : Ideal of R i5 : assert(codim I == 2); i6 : for p from 2 to 7 do << factorBFunction bFunctionRees(I, p) << endl; (s) (s)(s + 1) (s)(s + 1)(s + 2) (s)(s + 1)(s + 2)(s + 3) (s)(s + 1)(s + 2)(s + 3)(s + 4) (s)(s + 1)(s + 2)(s + 3)(s + 4)(s + 5)
Here we need to check ( assert(codim I == 2);) that the created ideal I has height 2, although it is extremely improbable that this is not the case.
