Abstract. We give an action of the Hecke category on the principal block Rep 0 (G 1 T ) of G 1 T -modules where G is a connected reductive group over an algebraically closed field of characteristic p > 0, T a maximal torus of G and G 1 the Frobenius kernel of G. To give it, we define a new category with a Hecke action which is equivalent to the combinatorial category of Andersen-Jantzen-Soergel, hence it is also equivalent to the category of projective modules in Rep 0 (G 1 T ). We also prove that this new category gives a categorification of the periodic Hecke module.
Introduction
Let G be a connected reductive group over an algebraically closed field K of characteristic p > 0. One of the most important problem in representation theory is to describe the characters of irreducible representations. In the case of algebraic representations of G, Lusztig gave a conjectural formula on the characters of irreducible representations in terms of Kazhdan-Lusztig polynomials of the affine Weyl group when p > h where h is the Coxeter number. Thanks to the works of Kazhdan-Lusztig [KL93, KL94a, KL94b] , Kashiwara-Tanisaki [KT95, KT96] and Andersen-Jantzen-Soergel [AJS94] , this is proved if p is large enough. Unfortunately, the formula itself is not true. The counterexample was given by Williamson [Wil17] .
Let Rep 0 (G) be the principal block of the category of algebraic representations of G. For each affine simple reflection s, we have the wall-crossing functor θ s : Rep 0 (G) → Rep 0 (G). The Grothendieck group of Rep 0 (G) is isomorphic to the anti-spherical quotient of the group algebra of the affine Weyl group. Here the structure of a representation of the affine Weyl group is given by [M ] (s + 1) = [θ s (M )] for M ∈ Rep 0 (G). conjectured the existence of the categorification of this antispherical quotient. More precisely, they conjectured that there is an action of SBimod on Rep 0 (G) where SBimod is the category defined by Elias-Williamson [EW16] . Assuming this conjecture, they proved that the category of tilting modules in Rep 0 (G) is equivalent to the anti-spherical quotient of SBimod. In particular, it gives a character formula on tilting modules for any p. Recently this character formula is proved by Achar-Makisumi-Riche-Williamson [AMRW19] when p > h and it implies the irreducible character formula for p ≥ 2h − 2 which describes irreducible characters in terms of pKazhdan-Lusztig polynomials. In the case of G = GL n , the original conjecture is proved by Riche-Williamson [RW18] . However, for the other types, the conjecture is still open.
In this paper, we consider the G 1 T -version of this conjecture where T ⊂ G is a maximal torus and G 1 is the Frobenius kernel of G. By classical results, the problem on characters of irreducible representations deduced to the same problems for G 1 T . In fact, the Lusztig conjecture for large p was proved by proving the same problem for G 1 T . The G 1 T -version of Lusztig conjecture was also formulated by Lusztig [Lus80] using the periodic Hecke module. We give a categorification of the periodic Hecke module.
We state our main theorem. Let Rep 0 (G 1 T ) be the principal block of G 1 T -modules and Proj(Rep 0 (G 1 T )) the projective modules in Rep 0 (G 1 T ). The following is the main theorem of this paper. 
9).
Kaneda (private communication) proved this theorem for GL n using the argument of Riche-Williamson [RW18] .
Let X be the character group of T and set X K = X ⊗ Z K. Put S = S(X K ). Andersen-Jantzen-Soergel defined a combinatorial category K AJS . This category is an S-linear category with a grading. We define a category K ⊗ S K AJS with the same objects as K AJS , however the space of morphisms is defined as Hom K⊗ S K AJS (M, N ) = K ⊗ S i∈Z Hom K AJS (M, N (i)) where N (i) denotes the grading shift. Andersen-JantzenSoergel constructed a functor V : Proj(Rep 0 (G 1 T )) → K ⊗ S K AJS and proved that this is fully-faithful. They also determines the essential image of V and using this functor they proved the Lusztig conjecture for large p.
We can replace Rep 0 (G 1 T ) with Proj(Rep 0 (G 1 T )) in the main theorem. (Here the Grothendieck group is replaced with the split Grothendieck group.) Therefore it is sufficient to construct the action of SBimod on K AJS . The main obstructions to do it is the following.
(1) Elias-Williamson defined SBimod via generators and relations. Since relations are very complicated, it is hard to check that the action is well-defined. (2) The category K AJS contains only 'local' information. Hence it is difficult to construct the action directly.
1.1. The category SBimod. We use another definition of Soergel bimodules introduced in [Abe19] . We recall the definition. An object we consider is an S-bimodule with the decomposition Frac(S) for any x ∈ W aff . We fix an alcove A 0 and let S aff be the reflections with respect to the walls of A 0 . Then (W aff , S aff ) is a Coxeter system. For each s ∈ S aff , put S s = {f ∈ S | s(f ) = f }. Then the S-bimodule S ⊗ S s S has a natural structure of the above objects. Now SBimod consists of the objects M which is a direct summand of a direct sum of objects of a form B s 1 ⊗ · · · ⊗ B s l (n) where s 1 , . . . , s l ∈ S aff and n ∈ Z. The category SBimod is equivalent to the category defined by Elias-Williamson [Abe19] .
1.2. Another combinatorial category. We also give another realization of the category of Andersen-Jantzen-Soergel [AJS94] which we denote K AJS . As in [Lus80] , to define the category, we use a combinatorics of alcoves. Let A be the set of alcoves. We fix a positive system ∆ + of the root system ∆ of G. Then this defines an order on A [Lus80] . We say that a subset I ⊂ A is closed if A ∈ I, A ∈ A, A ≥ A implies A ∈ I. This gives a topology on A. Recall that we have fixed A 0 ∈ A. Then w → w(A 0 ) gives a bijection W aff → A.
Set
where ∆ is the set of roots. We define the category K as follows: An object of K is a graded S-bimodule M with a decomposition
We also defines some subcategories of K . Especially, the category denoted by K P gives an important role in our construction. Since it is technical, we do not say about the definitions in the introduction. We only note that for each A ∈ A the module
We define an action B ∈ SBimod on K as follows. Note that we have a submodule [Lus80] .)
The category K is related to the category defined by Fiebig-Lanini [FL15] . In fact, many ideas for the definitions in Section 2 is coming from the theory in [FL15] . Logically our results are independent from the theory of Fiebig-Lanini. The author believes that there is more direct relations between two theories.
1.3. Relations with the representation theory. The category K P is not the category we really need. We modify this category as follows. Objects of K P is the same as those of K P and the space of homomorphisms is defined by
We can prove that the action of B ∈ SBimod on K P is well-defined. Theorem 1.3 (Proposition 3.3, Theorem 3.9). We have the following.
(1) The object Q(A) is also indecomposable as an object of
We also define a functor F : K P → K AJS . Recall that we have the wall-crossing functor
Verma module with the highest weight µ and (P (λ) : Z(µ)) the multiplicity of Z(µ) in a Verma flag of P (λ). By the constructions, we have the following.
Theorem 1.5 (Corollary 3.32). The multiplicity (P (λ
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Our combinatorial category
We use a slightly different notation from the introduction. In particular, we do not fix the alcove A 0 . So we distinguished two actions (from the right and left) of W aff on A.
2.1. Notation. Let (X, ∆, X ∨ , ∆ ∨ ) be a root datum. We assume that there exist fundamental weights of simple roots for some (or equivalently any) positive system. Equivalently, the derived group of the corresponding reductive group is simply connected. Let A the set of alcoves, namely the set of connected components of X R \ α∈∆,n∈Z {λ ∈ X R | λ, α ∨ = n} where X R = X ⊗ Z R. Let W f be the finite Weyl group and W aff the affine Weyl group with the natural surjective homomorphism W aff → W f . For each α ∈ ∆ and n ∈ Z, let s α,n : X → X be the reflection with respect to {λ ∈ X R | λ, α ∨ = n}. As in [Lus80] , let S aff be the set of W aff -orbits in the set of faces. Then for each s ∈ S aff and A ∈ A, we set As as the alcove = A which has a common face of type s with A. The subgroup of Aut(A) (permutations of elements in A) generated by S aff is denoted by W aff . Then (W aff , S aff ) is a Coxeter system isomorphic to the affine Weyl group. The Bruhat order on W aff is denoted by ≥. The group W aff acts on A from the right.
We give related notation and also some facts. If we fix an alcove A 0 , then W aff A via w → wA 0 and W aff acts on A by (w(A 0 ))x = wx(A 0 ). This gives an isomorphism W aff W aff . The facts in the below is obvious from this description.
Set Λ = {λ : A → X | λ(xA) = xλ(A) (x ∈ W aff , A ∈ A)} where x ∈ W f is the image of x. We write λ A = λ(A) for λ ∈ Λ and A ∈ A. For each A ∈ A, λ → λ A gives an isomorphism Λ ∼ − → X and the inverse of this isomorphism is denoted by ν → ν A . The group W aff acts on Λ by (x(λ))(A) = λ(Ax).
Set Λ aff = {λ ∈ Λ | λ A ∈ Z∆ (A ∈ A)}. The condition does not depend on A. For λ ∈ Λ aff and A ∈ A, we define Aλ
gives an action of Λ aff on A. Therefore we get Λ aff → Aut(A) and the image is contained in W aff . We regard Λ aff ⊂ W aff .
Let λ ∈ Λ and A, A ∈ A and assume that A, A are in the same Λ aff -orbit. Namely there exists µ ∈ Λ aff such that A = A µ = A +µ A . Since the translation in W aff is trivial in W f , we get λ A = λ A . Namely the isomorphism λ → λ A only depends on Λ aff -orbit in A. Hence we also denote the isomorphism by λ → λ Ω where Ω ∈ A/Λ aff . The inverse is denoted by λ → λ Ω . The Λ aff -orbit through A is equal to {A + λ | λ ∈ Z∆}. We denote this by A + Z∆.
The following lemma is obvious from the definitions.
Fix a positive system ∆ + ⊂ ∆. Let α ∈ ∆ + and n ∈ Z. We say A ≤ s α,n (A) if for any λ ∈ A we have λ, α ∨ < n. The generic Bruhat order ≤ on A is the partial order generated by the relations A ≤ s α,n (A). The following lemma is obvious from the definition.
Lemma 2.2. Let
Proof. We assume λ ∈ Z ≥0 ∆ + and prove that A ≤ A . We may assume
On the other hand, assume that A ≤ A . Take ν ∈ A. Then by Lemma 2.2, we have
This defines a topology on A. The following lemma is an immediate consequence of the previous lemma. This lemma plays an important role throughout this paper.
Lemma 2.4. For each
where v is the indeterminate.
The categories. Fix a noetherian integral domain
. We assume that ∆ + → X K is injective and we denote the image of α ∈ ∆ by the same letter α. We also put S = S(X K ) and let S 0 be a commutative flat S-algebra.
• M is a graded (S 0 , R)-bimodule which is finitely generated torsion-free as a left
A . We will often use this fact. For each closed subset I ⊂ A, we define
By the following lemma,
Lemma 2.6. The module M I is a submodule of M and we have
We also have
Proof. The first part is obvious and for the second part, the left hand side is contained in the right hand side. Take m from the right hand side and let f ∈ S such that f m ∈ M . Then we have f m ∈ M I and m is in the left hand side. The last assertion is obvious.
and satisfies the following two conditions.
(
Proof. Set Ω = W α,aff A and let I 1 , I 2 ⊂ A be closed subsets. We have
. . } and this is totally ordered subset of A. Since Ω is totally ordered,
We can take I 1 and I 2 such that
Hence we may assume I 1 = I 1 and I 2 = I 2 . In this case (S) obviously holds.
Let K ⊂ A be a locally closed subset, namely K is the intersection of a closed subset I with an open subset J. We define
. It is easy to see that this does not depend on I, J by (S). By Lemma 2.6, we have
This defines an object M K of K (S 0 ). The following lemma is obvious.
Lemma 2.8. We have supp
Proof. The proof is divided into several steps.
(1) Assume that both K 1 , K 2 are closed. Then the lemma follows from the definitions.
(2) Assume that K 1 is open and K 2 is closed. Set I 1 = A \ K 1 . Then we have
There is a canonical embedding from 
(4) Now we prove the lemma in general. Let I i be a closed subset and J i be an open subset such that
, we get the lemma.
Proof. Take a closed subset I and an open subset
We prove M K satisfies (S). Let I 1 , I 2 be closed subsets.
2.3. Standard filtration. Note that {A} = {A ∈ A | A ≥ A} ∩ {A ∈ A | A ≤ A} is locally closed. We say that an object M of K(S 0 ) admits a standard filtration if M {A} is a graded free S 0 -module for any A ∈ A. Let K ∆ (S 0 ) be a full subcategory of K(S 0 ) consisting of an object M which admits a standard filtration and supp
Then it is easy to see that I i = I 0 ∪{A 1 , . . . , A i } is closed and satisfies the conditions of the lemma.
Finally we define the category K P (S 0 ) which plays an important role later. Definition 2.13. We say a sequence
We define the category 
follows from the induction on j and a standard diagram argument.
The lemma follows from Lemma 2.9.
Base change. Let
2.5. The categories over S ∅ . For A ∈ A, we define S A ∈ K as follows.
• S A = S as a left S-module and mf = f A m for m ∈ S A and f ∈ R.
• We have
A is isomorphic to M {A} and since this is graded free,
Therefore we get the following.
2.6. Hecke action. Let s ∈ S aff . Fix A ∈ A and take α ∈ ∆ + such that s α,n A = As for some n ∈ Z. Set α s = α A ∈ Λ K and α
Since we assumed an existence of fundamental weights, the assumptions in [Abe19] is satisfies. Let SBimod be the category defined in [Abe19] for (W aff , S aff ) and the
It is easy to see that this does not depend on A. We put
Recall that we have an object
is the Frac(R)-bimodule as in the definition of SBimod.
Proof. We may assume B = B s and the lemma follows from the formula before the lemma.
• We put (M * B)
x is free as a left R-module. Hence the following lemma is obvious.
Lemma 2.19. We have supp
The isomorphism is given by m ⊗ f → (mf, ms(f )). Note that the last isomorphism is an isomorphism as left 
On the other hand, we have m ⊗ 1 = α
On the other hand, assume that ψ is a morphism in K (S 0 ). Consider the map Φ :
(Ω) is invertible and we have
In the second direct sum, we can replace As with A since Ωs = Ω. Therefore
Assume that Ωs = Ω and take A ∈ Ω. Set β = α A . Then the assumption Ωs = Ω tells that β = ±α. Hence β is invertible in S α . The element s α (β) is also invertible.
By calculations using this, we have
Hence the right action of α s is invertible. Therefore, we have (M * B s )
(Ω) implies (2). (2) Let {Ω 1 , . . . , Ω r } be a complete representatives of {Ω ∈ W α,aff \A | Ωs = Ω}/{e, s}. Then we have
The argument of the proof of (1)(b), we have
Hence M * B s satisfies (LE).
2.7. Hecke actions preserve K ∆ . The aim of this subsection is to prove the following proposition.
Proposition 2.22. We have
We fix M ∈ K ∆ and s ∈ S aff in this subsection and prove M * B s ∈ K ∆ . Since M * B s satisfies (LE) by Lemma 2.21, (M * B s ) α satisfies (S) by Lemma 2.7.
Proof. We have (M * B s ) ( 
By replacing A i with A i s in the second and fourth sum, we have
Since
Hence the embedding has to be a bijection. Proof. We can take a sequence of closed subsets
Then by Lemma 2.25,
is as in the proof of Lemma 2.25. In particular this is graded free and hence M I 1 /M I 2 = M I r /M I 0 is also graded free.
Proof of Proposition 2.22. Set N = M * B s . We prove that N satisfies (S). Let I 1 , I 2 are closed subset and we prove the surjectivity of N I 1 /N I 1 ∩I 2 → N I 1 ∪I 2 /N I 2 . For each ν ∈ X K , let S (ν) be the localization at the prime ideal (ν). Then N (ν) = S (ν) ⊗ S N satisfies (S). Hence this embedding is surjective after applying S (ν) ⊗ S . We denote
We get the surjectivity. Now N {A} is well-defined and isomorphic to M {A,As} (ε(A)) where ε(A) ∈ {±1} is as in the proof of Lemma 2.25. Hence N {A} is graded free, namely N admits a standard filtration.
As a consequence of Lemma 2.25, we get the following corollary.
Corollary 2.27. If M ∈ K ∆ , then we have
Therefore we have
for each A ∈ A and s ∈ S aff .
The action of SBimod also preserves K P .
Proposition 2.28. We have K P * SBimod ⊂ K P .
Proof. Let M ∈ K P and s ∈ S aff . We prove M * B s ∈ K P . We have already proved that
Indecomposable objects. Assume that K is a complete local noetherian ring. For M, N ∈ K , Hom
• S (M, N ) is finitely generated as an S-module since M, N are finitely generated and S is noetherian. Hence Hom N ) is also finitely generated. Therefore, Hom K (M, N ) is finitely generated K-module. Hence K has KrullSchmidt property. This is also true for K P .
For λ ∈ X, let Π λ be alcoves A such that λ, α ∨ − 1 < a, α ∨ < λ, α ∨ for any a ∈ A and simple root α. The set Π λ is called a box and each A ∈ A is contained in a box. Each Π λ has the unique maximal element A − λ . We define Q λ ∈ K as follows. Let W λ = Stab W aff (λ) be the stabilizer. The natural
As an (S, R)-bimodule, it is given by
λ and 0 otherwise. Lemma 2.29. Let S 0 be a commutative flat S-algebra. We have Hom
We recall some facts. The action of W aff on A/Λ aff factors through W aff → W f . Hence there is an action of W f on A/Λ aff . Note that this action is simply transitive since W aff acts on A simply transitive and
for Ω ∈ A/Λ aff and α ∈ ∆}. This is an S 0 -algebra and we
Therefore M can be regarded as an Z-module.
Since W f acts on A/Λ aff simply transitive and W λ W f , we have W λ A λ − A/Λ aff . Therefore the Z-module Q λ is free of rank one with a basis q. Hence for given m ∈ M , there exists the unique (S 0 , R)-bimodule homomorphism ϕ : Q λ → M such that ϕ(q) = m. Therefore we have Hom
A . Therefore the lemma follows from the following lemma. 
Lemma 2.30. Let
Let A ∈ Π λ and take w ∈ W aff such that A = A Fix s 1 , . . . , s l as in the above. By Lemma 2.31, there is the unique indecomposable module Q(A) such that Q(A) {A} S and Q(A)(l) is a direct summand of Q λ * B s 1 * · · · * B s l . It is sufficient to prove that any object M ∈ K P is a direct sum of Q(A)(n)'s. By induction on the rank of M , it is sufficient to prove that Q(A)(n) is a direct sum of M for some A ∈ A and n ∈ Z.
Proof.
Let M ∈ K P and let A ∈ supp A (M ) be a minimal element. Then M {A} = 0. Since M admits a standard filtration, M {A} is graded free. Hence there exists n such that S(n) {A} ) be the embedding from (resp. projection to) the direct summand.
Let I be a closed subset which contains supp A (M ) and I \ {A} is closed. Then I ⊃ {A ∈ A | A ≥ A} ⊃ supp A (Q(A)). Therefore we have two sequences Proof. This is obvious from Theorem 2.32.
which satisfy (ES). Consider the homomorphism Q(A)(n) → Q(A)(n)
{A} i − → M {A} . Since Q(A)(n) ∈ K P ,Corollary 2.34. Let M, N ∈ K P . Then Hom • K P (M, N ) is
graded free of finite rank as an S-module.
Proof. We may assume M = Q λ * B s 1 * · · · * B s l (n) for some λ ∈ Z∆, n ∈ Z and s 1 , . . . , s l ∈ S aff . Hence, by Proposition 2.20, we may assume M = Q λ . Then Hom
} and this is graded free since N admits a standard filtration. 2.9. The categorification. We follow notation of Soergel [Soe97] for the Hecke algebra and the periodic module. The Z[v, v −1 ]-algebra H is generated by {H w | w ∈ W aff } and defined by the following relations.
Corollary 2.35. Let M, N ∈ K P . Then for any flat commutative S-algebra S 0 , we have
•
−1 ]A and we define a right action of H [Soe97, Lemma 4.1] by 
Let (z x ) ∈ Z and assume that z x = 0 for any
To prove the reverse inclusion, first we remark that the composition
By considering the graded rank, the inclusions are the equality.
Theorem 2.37. We have ch :
, the image of ch is contained in P 0 and it surjects to P 0 . The H-module
Hence ch is injective.
3. The category of Andersen-Jantzen-Soergel 3.1. Our combinatorial category. In this subsection we introduced some categories using the categories introduced in the previous section. The categories will be related to the combinatorial category of Andersen-Jantzen-Soergel.
Let S 0 be a flat commutative S-algebra. Let K (S 0 ) be the category whose objects are the same as those of K (S 0 ) and the spaces of morphisms are defined by
We also define K(S 0 ) and K ∆ (S 0 ) by the same way.
Proof. Recall that we have (M * B) 
For the definition of K P (S 0 ), we use the same condition to define
Note that this definition is not the same as that in the introduction. We will prove that two definitions coincide with each other later.
Proposition 3.3. An indecomposable object in
is finite, this is nilpotent. Therefore the idempotent lifting property implies the proposition. (
Proof. We may assume B = B s where s ∈ S aff . Let f : M 1 → M 2 and g : M 2 → M 3 be morphisms in K(S 0 ) which gives the above sequence. As in Corollary 2.27, we have
where ε(A) is as in the proof of Lemma 2.25. By the previous lemma, 0
Combining Proposition 3.2, we have
is locally closed and we have a natural isomorphism Hom
Then by Lemma 2.30, we have A 2 ≥ A 3 . Take x ∈ W λ and µ ∈ Z∆ such that A 1 = x(A 3 ) and
We have Hom
M I where I = {A ∈ A | A ≥ A − λ } and, under this correspondence, {ϕ ∈ Hom
Proposition 3.7. The set of objects of K P is the same as that of K P .
Proof. First we prove that any M ∈ K P belongs to K P . By Theorem 2.32, we may assume M = Q λ * B s 1 * · · · * B s l (n) for some λ ∈ X, s 1 , . . . , s l ∈ S aff and n ∈ Z By Proposition 3.2 and Lemma 3.5, we may assume
The object Q(A) is indecomposable by Proposition 3.3. Using the argument in the proof of Theorem 2.32, any object in K P is a direct sum of Q(A)(n). Hence the proposition is proved.
Hence our K P is the same as that in the introduction. (1) The natural map S 0 ⊗ S Hom
Proof. We may assume M = Q λ * B s 1 * · · · * B s l (n) for some λ ∈ X, s 1 , . . . , s l ∈ S aff and n ∈ Z.
(1) By Proposition 3.2, we may assume M = Q λ . In this case, the corollary is equiv-
. This is clear.
(2) By Lemma 3.5, we may assume M = Q λ . Then S 0 ⊗ S Q λ ∈ K P (S 0 ) by Lemma 3.4 and 3.6.
We can define ch : [K P ] → P 0 by the same formula as ch :
K is a complete local noetherian ring. By the previous proposition with Theorem 2.37, we get the following. 
Therefore it is sufficient to prove the following:
We can apply a similar argument of the proof of Proposition 3.7.
We can apply the argument in the proof of Theorem 2.32 and get the following proposition.
Proposition 3.11. Any object in K α P is a direct sum of Q α A,α (n) where A ∈ A and n ∈ Z. 3.3. The comibinatorial category of Andersen-Jantzen-Soergel. We recall the comibinatorial category of Andersen-Jantzen-Soergel [AJS94] . We use a version of Fiebig's [Fie11] . We denote the category by K AJS .
Let S 0 be a flat commutative S-algebra and we define the category which we denote
We define F(S 0 ) : 
Next assume that As = α ↑ A. Finally we assume that As = α ↓ A. Note that
We describe the image of (N * B s ) [A,α↑A] 
. This is given by 
The image of . Take a lift m 1 ∈ N I (resp. m 2 ∈ M I ) of m 1 (resp. m 2 ) where
A m 1 ⊗ 1). Then since m 2 ∈ M I , m 2,A = 0, m 2,As = 0. Now it is straightforward to see n ∈ (M * B s ) I and the image of n is (αm 1,A , αm 1,As , m 2,α↑A , m 2,(α↑A)s ). We get the proposition.
3.4. Some calculations of homomorphisms. In this subsection we fix a flat commutative S-algebra S 0 . We define some morphisms as follows. These will be used only in this subsection. Let A ∈ A and α ∈ ∆ + .
It is straightforward to see that these are morphisms in K. We also denote the images of these morphisms in K by the same letters.
Lemma 3.13. We have End Lemma 3.14. We have Hom Lemma 3.15. We have Hom
For any f ∈ S 0 we can take g ∈ S 0 such that (f, g) ∈ M and we have ϕ(f, g) = (0, ϕ 1 (f )) ∈ N . Hence ϕ 1 (f ) ∈ αS 0 . Therefore
Proof. It follows from supp
Next we calculate homomorphisms in K AJS . Set Q A,α = F(Q A,α ). We prove that F is surjective. For ν ∈ X K and let S (ν) be the localization at the prime ideal (ν) ⊂ S. Since Hom Set Q λ = F(Q λ ). Let K AJS,P be the full-subcategory of K AJS consisting of direct summands of direct sums of objects of the form (ϑ s 1 •· · ·•ϑ s l )(Q λ )(n) for s 1 , . . . , s l ∈ S aff , λ ∈ X and n ∈ Z. By Proposition 3.12 and 3.24, we get the following theorem.
Theorem 3.25. We have K P K AJS,P . In particular, the category SBimod acts on K AJS,P .
3.6. Representation Theory. Assume that K is an algebraically closed field of characteristic p > h where h is the Coxeter number. Let G be a connected reductive group over K and T a maximal torus of G with a root datum (X, ∆, X ∨ , ∆ ∨ ). The Lie algebra g of G has a structure of p-Lie algebra. Let U [p] (g) be the restricted enveloping algebra. For S 0 = S or K, let C S 0 be the category defined in [AJS94] . The category C K is equivalent to the category of G 1 T -module where G 1 is the kernel of the Frobenius morphism.
Let Z S (λ) ∈ C S be the Verma module with the highest weight λ and P S (λ) ∈ C S the indecomposable projective module such that K ⊗ S P S (λ) is the projective cover of the irreducible module with the highest weight λ. Such objects exists by [AJS94, 4.19 Theorem].
We fix an alcove A 0 ∈ A and λ 0 ∈ X ∩ (pA 0 − ρ) where ρ is the half sum of positive roots and pA 0 = {pa | a ∈ A 0 }. For S 0 = S or K, let C S 0 ,0 be the full subcategory of C S 0 consisting of quotients of modules of a form w∈W aff P S 0 (w · p λ 0 ) nw where w · p λ 0 = pw((λ 0 + ρ)/p) − ρ and n w ∈ Z ≥0 . Then this is a direct summand of C S 0 . Let Proj(C S 0 ,0 ) = {P ∈ C S 0 ,0 | P is projective}.
Let K f AJS,P be the category with the same objects of K AJS,P and the homomorphisms are defined by Hom K f AJS,P = Hom 
