Let k, t and m be positive integers. A k-multiset of [m] is a collection of k integers from the set {1, . . . , m} in which the integers can appear more than once. We use graph homomorphisms and existing theorems for intersecting and t-intersecting k-set systems to prove new results for intersecting and t-intersecting families of k-multisets. These results include a multiset version of the Hilton-Milner theorem and a theorem giving the size and structure of the largest t-intersecting family of k-multisets of an m-set when m ≥ 2k − t.
Introduction
In this paper, we show that the method used in [13] to prove a natural extension of the famous Erdős-Ko-Rado theorem to multisets can be used to prove additional intersection theorems for multisets.
We prove a multiset version of the Hilton-Milner theorem; this result gives the largest family of intersecting multisets satisfying the condition that the intersection of all of the multisets in the family is empty. We determine the largest family of k-multisets having the property that no more than s of the multisets from the family can be pairwise disjoint. A related question that we answer is, what is the largest family of multisets that can be partitioned into two intersecting families? We also consider multisets that have intersection of size at least t, so are t-intersecting. We prove a theorem giving the size and structure of the largest t-intersecting family of k-multisets of an m-set when m ≥ 2k − t. Finally, we prove a version of the Hilton-Milner theorem for t-intersecting multisets.
In Section 1, we introduce notation and provide some background information on the Erdős-Ko-Rado theorem and the known results for intersecting families of multisets. Additional known results for intersecting set systems are stated in Section 2. In Section 3, we extend the results from Section 2 to families of multisets. Section 4 contains our results concerning t-intersecting families of multisets. In Section 5, we discuss some open problem for multisets.
Notation and definitions
Throughout this paper, small letters are used to denote integers, capital letters are used for sets (and multisets) of integers, and script capital letters are used for collections of objects. The set of integers from x to y inclusive is represented by [x, y] . If x = 1, this is simplified to [y] .
A k-set (or k-subset) is a set of cardinality k and the collection of all k-subsets of [n] is denoted by [n] k . We say that a collection of sets is intersecting if every pair of sets in the collection is intersecting and that it is t-intersecting if every pair has at least t elements in common. Collections are said to be isomorphic if one can be obtained from the other by a permutation of the underlying set.
Background
The Erdős-Ko-Rado theorem is an important result in extremal set theory that gives the size and structure of the largest intersecting ksubset system from [n] . It appeared in a paper published in 1961 [5] which contains two main theorems. The first of these is commonly stated as follows:
1.1 Theorem (Erdős, Ko and Rado [5] ). Let k and n be positive integers with n ≥ 2k. If F is a collection of intersecting k-subsets of
Moreover, if n > 2k, equality holds if and only if F is a collection of all the k-subsets from [n] that contain a fixed element from [n] .
A Kneser graph, denoted by K(n, k), is a graph whose vertices are the k-subsets of [n] . Two vertices are adjacent if and only if the corresponding k-subsets are disjoint. Thus an independent set of vertices is an intersecting set system and the cardinality of the largest independent set is equal to n−1 k−1 . (It is assumed that n ≥ 2k since otherwise the graph would be the empty graph.)
A second theorem in [5] gives the size and structure of the largest t-intersecting k-subset system provided that n is sufficiently large relative to k and t. A later theorem due to Ahlswede and Khachatrian extends this result to all values of n, k and t. In virtually all cases, the families attaining maximum size are isomorphic to F (r) , where F (r) is defined as follows. For t, k, n ∈ N, let
In the following statement of the theorem, it is assumed that n > 2k − t since for n ≤ 2k − t, the collection of all k-subsets of [n] is t-intersecting. [1] ). Let t, k and n be positive integers with t ≤ k ≤ n and let r be a non-negative integer such that r ≤ k − t.
Theorem (Ahlswede and Khachatrian

If
is the unique (up to isomorphism) t-intersecting k-set system with maximum size. (By convention,
and a system of maximum size will equal (up to isomorphism) F (r) or F (r+1) .
In this paper, we present intersection theorems for multisets. A multiset is a generalization of a set in which an element may appear more than once. We define the cardinality of a multiset as the total number of elements in the multiset including repetitions. A k-multiset is a multiset of cardinality k and the collection of all k-multisets containing elements from [m] is denoted by This definition can be applied to the intersection of a multiset and a set by considering the set to be a multiset where each element has multiplicity one. For a multiset, A, the support of A, denoted S A , is the set of distinct elements of A.
A collection of k-multisets from [m] is intersecting if every pair of multisets from the collection is intersecting and it is t-intersecting if the intersection of every pair of multisets is a multiset with cardinality at least equal to t. A graph homomorphism was used in [13] to prove the next theorem which extends a previous result of Brockman and Kay [4] . This graph homomorphism is used in Section 3 to prove additional theorems concerning intersecting collections of multisets.
Theorem (Meagher and Purdy [13]). Let k and m be positive integers with
m ≥ k + 1. If G is a collection of intersecting k-multisets of [m], then |G| ≤ m + k − 2 k − 1 .
Moreover, if m > k + 1, equality holds if and only if G is a collection of all the k-multisets of [m] that contain a fixed element from [m].
A result concerning the size of the largest t-intersecting families of k-multisets from [m] was recently proved by Füredi, Gerbner and Vizer [9] using an operation which they call down-compression. In the following theorem, AK(m + k − 1, k, t) represents the size of the largest t-intersecting collection of k-subsets from [m+k −1] given by Theorem 1.2.
1.4 Theorem (Füredi, Gerbner and Vizer [9] ). Let 1 ≤ t ≤ k and let 2k − t ≤ m. If G is a t-intersecting family of k-multisets containing elements from [m] , then |G| ≤ AK(m+k−1, k, t) .
Since m ≥ 2k − t ensures that m ≥ t + 2r where r is given by Theorem 1.2 for n = m + k − 1, this size can be attained by a family of multisets of the form
In Section 4, we use the down-compression operation from [9] and a graph homomorphism to add the structure of the families that attain this size.
Theorems for set systems
In this section, we state some additional known results inspired by the Erdős-Ko-Rado theorem. These theorems are used in Section 3 to prove analagous results for multisets.
Define an intersecting family of k-sets as follows: counts the k-subsets containing 1 that do not intersect with [2, k+1] . In [11] , Hilton and Milner considered the size of the largest intersecting family of k-subsets of [n] where there is no element common to all subsets. They proved the following theorem which disproves a conjecture in [5] . [11] ). Let k and n be positive integers with 2 ≤ k ≤ n/2. Let F be an intersecting family of k-subsets
Theorem (Hilton and Milner
For 3 < k < n/2, only families isomorphic to F will attain this size.
Hilton and Milner observed that | F| = |F (1) | when k = 2, k = 3 or n = 2k. If k = 2, then F = F (1) . However, F and F (1) are not isomorphic if k = 3 or m = 2k.
In [10] , Hajnal and Rothschild generalize the Erdős-Ko-Rado theorem to families of k-subsets of [n] that are not completely pairwise t-intersecting. These families are defined as having the property that, for s, t ≥ 1, no more than s of the k-subsets have pairwise fewer than t elements in common. We denote this property by P (s, t). A family with property P (s, t) can be constructed by choosing s disjoint t-subsets of [n] and taking all of the k-subsets that contain at least one of these t-subsets. Such a family is said to be fixed by the t-subsets. [10] ). Let F be a family of ksubsets of [n] . Suppose F satisfies P (s, t). Then there is a function n(k, s, t) such that if n > n(k, s, t),
Theorem (Hajnal and Rothschild
|F| ≤ s j=1 (−1) j+1 s j n − jt k − jt .
Equality holds if only if F is the family of all
When t = 1, the number of k-sets of [n] fixed by s disjoint 1-subsets of [n] is equal to the number of k-sets that intersect a given s-set. Thus
If t = s = 1, a family satisfying P (s, t) is an intersecting family of ksubsets and the theorem is equivalent to the Erdős-Ko-Rado theorem. For t = 1 and s ≥ 1, a family with property P (s, t) corresponds to the vertex set of an induced subgraph of the Kneser graph that does not contain a clique of size s + 1. In particular, a family with property P (2, 1) will correspond to a triangle-free subgraph of K(n, k). A number of upper bounds for n(k, s, 1) when Theorem 2.2 is restricted to t = 1 have appeared in the literature. These include 2k 3 s in [3] and 3k 2 s in [12] . Most recently, Frankl, Luczak and Mieczkowska proved the following result.
2.3 Theorem (Frankl, Luczak and Mieczkowska [8] ). Let k ≥ 3 and n > 2k 2 s log k .
If F ⊆
[n]
k has property P (s, 1), then
with equality if and only if F consists of all k-subsets that intersect a given s-subset of [n].
A slightly different problem is addressed by Frankl and Füredi in [7] . They prove the following theorem giving the maximum possible size of the union of two intersecting families of k-sets of [n] where the two families are not required to be disjoint. This is equivalent to the number of vertices in the largest induced bipartite subgraph of the Kneser graph K(n, k). Any set that is in both of the intersecting families can be arbitrarily assigned to one partition or the other and will be an isolated vertex in the induced subgraph. A bipartite subgraph is triangle-free, that is, the vertices in the subgraph have property P (2, 1). However, property P (2, 1) does not imply that the induced subgraph in K(n, k) is bipartite. [7] ). Let F 1 and
Theorem (Frankl and Füredi
F 2 be intersecting families of k-subsets of [n]. If n > 1 2 (3 + √ 5)k, then |F 1 ∪ F 2 | ≤ n − 1 k − 1 + n − 2 k − 1 .
Equality holds if and only if there exists a
3 Intersecting multisets vertices and an independent set of vertices is an intersecting collection of k-multisets.
The following proposition is proved in [13] .
Proposition. Let m and k be positive integers and set
Then there exists a function f :
with the following properties:
1. f is a bijection.
For any
We will use this graph homomorphism to prove three new results for multisets based on the three theorems for set systems stated in Section 2.
The next proposition is used in the proof of Theorem 3.3. The term maximal refers to a collection of multisets, G ⊂
Proof. For a given A ∈ G, let B be any set of (k − |S A |) elements from [m]\S A and let C = B ∪ S A . Then |S C | = k and C will intersect with all multisets in G. Since G is maximal, it follows that C ∈ G.
Define an intersecting k-multiset system, G, as follows:
We now show that the size of the largest intersecting collection of kmultisets with no element common to all of the multisets is equal to the size of G when m ≥ k + 1. (For 2 < m < k + 1, the largest intersecting families with no common element are the largest intersecting families as given by Theorem 1.3 in [13] .) 
Theorem. Let k and m be positive integers with
1 < k ≤ m − 1. Let G be a collection of intersecting k-multisets of [m] such that A∈G A = ∅. Then |G| ≤ m + k − 2 k − 1 − m − 2 k − 1 + 1. Moreover, if 3 < k < m − 1,
This implies that
Set n = m + k − 1 and let f :
be a function with the properties given in Proposition 3.1.
for all B ∈ B and so
From Proposition 3.2, we know that there exists some
Combining this with Equation 3.1 gives
Since B is an intersecting k-set system with no element common to all the sets and n ≥ 2k, the Hilton-Milner Theorem (Theorem 2.1) gives
To prove the uniqueness statement in the theorem, let m > k+1 and let G be an intersecting multiset system of size
With the function used above, the preimage of G will be an independent set in K(n, k) of size
Specifically, there will exist some set X ⊂ [n] with |X| = k and some
: y ∈ B and B ∩ X = ∅} ∪ X. Note that X ⊂ [n]\{y} and, since n = m + k − 1, there must be at least one element from [m] in X.
Suppose that y / ∈ [m]. Then X must contain at least two elements from [m] . Call these elements x 1 and x 2 . Then the sets B 1 = {x 1 , m+ 1, . . . , n} and B 2 = {x 2 , m+1, . . . , n} are in
. Then there exists some x ∈ X such that x ∈ [m+1, n] and the set B = {y, m+1, . . . , n} will be in B since y ∈ B and B ∩ X = ∅. But B ∩ [m] = {y} so f (B) ∩ f (X) = ∅ which again contradicts the assumption that G is intersecting.
Thus X ⊂ [m] and y ∈ [m] and it follows from the properties of f that
e. G will be isomorphic to G).
If k = 3 or m = k+1, then families attaining the maximum size are not limited to those isomorphic to G. For example, G (1) will attain the maximum size even though it is not isomorphic to G.
and if m = k + 1,
3.4 Theorem. Let G be a family of k-multisets of [m] and suppose that G satisfies P (s, 1), that is, no more than s of the multisets are
Equality holds if and only if G is the family of all k-multisets that intersect with a given set of size s.
Proof. Let G be a family of k-multisets from [m] of maximum possible size having property P (s, 1) and assume that m >
be a function with the properties given in Proposition 3.1. Then F = f −1 (G) is a family of k-sets from [n] with property P (s, 1) and, since m >
Since m > 2k 2 s log k −k+1 > s, a family consisting of all k-multisets that intersect with [s] will attain this size and will have property P (s, 1). Since G was assumed to be as large as possible, it follows that
From Theorem 2.3, we know that f −1 (G) is a family consisting of all k-subsets of [n] generated by some s disjoint t-subsets of [n]. Since t = 1, this is equivalent to the family consisting of all k-subsets that intersect with a given s-set from [n]. If this s-set, S, is a subset of [m], then it follows from the definition of f that G consists of all k-multisets that intersect S. If S is not a subset of [m] , then there will be some y ∈ S such that y ∈ [m + 1, n]. Thus for all x ∈ [m], the set {x, m+1, . . . , n} will be in f −1 (G) and the multisets consisting of k copies of x will be in G. Since m ≥ s + 1, this contradicts our assumption that G has property P (s, 1). Therefore, if m > 2k 2 s log k −k+1, and G is a family of k-multisets of [m] with property P (s, 1) having the maximum possible size, then G consists of all k-multisets that intersect with a given set of size s. 
Equality holds if and only if there exists a
Proof. Let G 1 and G 2 be intersecting families of k-multisets from [m]. Set n = m + k − 1 and let f :
be a function with the properties given in Proposition 3.1. Then
and
follows from Theorem 2.4 that
If G 1 consists of all k-multisets containing 1 and G 2 consists of all k-multisets containing 2 but not 1, then
the upper bound given in the theorem. Note that this is equal to the size of the family consisting of all k-multisets that intersect with {x, y} and that
To prove the uniqueness portion of the theorem, assume that G 1 ∪G 2 is as large as possible. Then
and by Theorem 2.4 there exists a set {x, y} ⊂ [n] such that F ∩ {x, y} = ∅ for all F ∈ F 1 ∪ F 2 . Since the case of k = 1 is trivial, we will assume that k ≥ 2. This implies that m ≥ 3. 
t-intersecting multisets
The main result in this section is the following theorem which is a restatement of Theorem 1.4 with the addition of the structure of the t-intersecting multiset families that attain the maximum size. Recall that G (r) is defined as
4.1 Theorem. Let 1 ≤ t ≤ k and let r be a non-negative integer such that r ≤ k − t. Let G be a t-intersecting collection of k-multisets of [m] with m ≥ 2k − t. 
If
(k − t + 1) 2 + t − 1 r + 1 < m+k−1 < (k − t + 1) 2 + t − 1 r , then |G| ≤ G (
If r > 0, equality holds if and only if G is isomorphic to either G (r) or G (r+1) . If r = 0, equality holds if and only if G is isomorphic to G (1) or it consists of all k-multisets containing a fixed t-multiset.
Our proof uses a graph homomorphism between two graphs having the same vertex sets as K(n, k) and M (m, k) but where independent sets of vertices are t-intersecting families of k-sets and k-multisets respectively. We begin by defining these graphs and showing that a function with the properties given in Proposition 3.1 exists.
Let K(n, k, t) be the graph whose vertices are the k-subsets of [n] and where two vertices, A and B, are adjacent if and only if |A ∩ B| < t. An independent set of vertices in K(n, k, t) will be a t-intersecting family of k-subsets of [n].
Let M ′ (m, k, t) be the graph whose vertices are the k-multisets of An independent set will be a t-intersecting family of k-multisets of [m], although not all t-intersecting families will be independent sets in M ′ (m, k, t).
Proposition. Let m and k be positive integers and set
Then there exisits a function f :
For any
3. f is a graph homomorphism from K(n, k, t) to M ′ (m, k, t).
Proof.
The first two properties follow from Proposition 3.1. Let A 1 , A 2 be two adjacent vertices in K(n, k, t). Then
and it follows from Property 2 that
Hence the bijection f :
is a graph homomorphism from K(n, k, t)) to
If f is a function with the properties given in Propostion 4.2 and G is an independent set in M ′ (m, k, t), then f −1 (G) will be an independent set in K(n, k, t). Thus Theorem 1.2 gives an upper bound on the size of the largest independent set in M ′ (m, k, t).
We also make use of the down-compression operation defined in [9] . This operation maintains or increases the size of the supports of the multisets in a t-intersecting family of multisets while maintaining the size and t-intersection of the family. Repeated applications of this operation will transform any t-intersecting family of multisets into a t-intersecting family of the same size but with the additional property that |F 1 ∩ F 2 ∩ [m]| ≥ t for all F 1 , F 2 in the family. We begin with some notation and definitions of concepts from [9] .
Note that the multiset containing t copies of each of the integers in [m] will be a t-kernel for any t-intersecting family. Let K(G) denote the set of all t-kernels for
. Thus T >1 contains only elements that occur more than once in T .
A multiset can be represented by a set of ordered pairs where the first integer is an element of [m] and the second integer serves to differentiate among the copies of that element in the multiset. For example, the multiset {1, 1, 1, 4} can be written as {(1, 1), (1, 2), (1, 3), (4, 1)}. This ordered pair notation is used in the definition of the following shifting operation. For s ≤ m(i, F ) and j ∈ [m] with j / ∈ F , let F (i,s)(j) denote the multiset formed from F by replacing all but s − 1 of the copies of i with j. That is, [9] define a shifting operation on G as follows:
where
Provided that s ≥ 2, this operation increases the size of the support of any multiset F such that S (i,s)(j) (F ) = F . For example, if F = {1, 1, 1, 3, 4} then S (1,2)(2) (F ) = {1, 2, 2, 3, 4} and the size of the support increases by one.
The down-compression operation consists of combining this shifting operation with the concept of t-kernels. Given a t-intersecting family of k-multisets from [m] and a t-kernel, T , such that [m] ⊆ T , the down-compression operation consists of sequentially applying the shifting operation for some i ∈ [m] such that i ∈ T >1 and for all values of j from 1 to m with s = m(i, T ). The next lemma shows that applying the down-compression operation gives a t-intersecting family of k-multisets of the same size as the original family and proves that the new family will have T \{i, m(i, T )} as a t-kernel.
Theorem (Füredi, Gerbner and Vizer [9] ). Let t, k and m be positive integers such that k ≥ t and m ≥ 2k − t. Let G be a tintersecting family of k-multisets of [m] and let T ∈ K(G) with
T >1 = ∅. For i ∈ T >1 , set s = m(i, T ) and define G = S (i,s)(m) S (i,s)(m−1) ... S (i,s)(1) (G) .
Then:
G is a t-intersecting family of k-multisets of [m] and | G| = |G|,
T \{i, m(i, T )} ∈ K( G).
The second statement means that the down-compression operation can be performed on G using T \{i, m(i, T )} as the t-kernel. Repeated applications of the operation results in a family that has [m] as a t-kernel. Thus any t-intersecting collection of k-multisets of [m] can be transformed into a collection of the same size in which 4.4 Theorem (Füredi, Gerbner and Vizer [9] ). Let 1 ≤ t ≤ k and let
We use a similar approach to prove Theorem 4.1. We first prove the result for families where |F 1 ∩ F 2 ∩ [m]| ≥ t for all F 1 , F 2 in the family and then show that this can be extended to all t-intersecting families using the down-compression operation.
4.5 Lemma. Let 1 ≤ t ≤ k and let r be a non-negative integer such that
If
(k − t + 1) 2 + t − 1 r + 1 < m+k−1 < (k − t + 1) 2 + t − 1 r ,
then |G| ≤ G (r) . (By convention,
t−1 r = ∞ for r = 0
.) Equality holds if and only if G is isomorphic to G (r) .
If
m + k − 1 = (k − t + 1) 2 + t − 1 r + 1 , then |G| ≤ G (r) = G (r+1) .
Equality holds if and only if G is isomorphic to either
Proof. If G satisfies the conditions in the statement of the lemma, then G is an independent set in the graph M ′ (m, k, t). Set n = m + k − 1 and let f :
be a function with the properties given in Proposition 4.2. Then F = f −1 (G) is an independent set in K(n, k, t) and so applying Theorem 1.2 gives |F| ≤ F (r) for some r ∈ [0, (k − t)]. Thus |G| ≤ F (r) and since F (i) = G (i) whenever both are defined, it follows that |G| ≤ G (r) . We now consider the structure of the families attaining the maximum possible size in the two statements in the lemma.
That is, F will consist of all k-subsets of [n] containing at least t + r elements of X, where X is a subset of [n] of size t + 2r. If X ⊆ [m], it follows from the definition of the function f that every multiset in G will contain t + r elements of X. Thus G is isomorphic to G (r) . If X
[m], then there is some x ∈ X such that x / ∈ [m]. Since f −1 (G) will consist of all k-subsets of [n] containing at least t + r elements of X, there will be a pair of m, k, t) which contradicts our assumption that G is an independent set in M ′ (m, k, t). Therefore, any family satisfying the conditions in the lemma is isomorphic to G (r) . F (r+1) . The argument used in the first case can be used to show that G must be isomorphic to either G (r) or G (r+1) .
Let
Lemma 4.5 along with Theorem 4.3 are sufficient to prove the size of the largest t-intersecting families as given in Theorem 4.1. The next two lemmas are needed to extend the structure portion of Lemma 4.5 to all t-intersecting multiset families. The first deals with the case when down-compression of the family of maximum size results in a family isomorphic to G (r) for some r > 0. The second deals with the case when down-compression of the family results in a family isomorphic to G (0) . The need to treat r = 0 separately arises from the fact that a family consisting of all k-multisets containing a fixed t-multiset will have the same cardinality regardless of the multiplicity of each of the elements in the t-multiset. Thus there are families of multisets that have the same size as G (0) but that are not isomorphic to G (0) . For example, if m = 5, k = 4 and t = 2, the family consisting of all 4-multisets containing {1, 1} is not isomorphic to G (0) but has the same size as G (0) , the family consisting of all 4-multisets containing {1, 2}. This does not occur when r > 0. If r > 0, a family consisting of all k-multisets containing at least t + r elements from a (t+2r)-multiset in which the multiplicity of some element is greater than one contains fewer k-multisets than G (r) . For instance, if m = 5, k = 4 and t = 2, then
and so
Now consider the family of multisets defined as follows.
since there are only three distinct ways to select three elements from {1, 1, 2, 3}.
Recall that G is the family of k-multisets formed by applying the down-compression operation to G, a t-intersecting family of kmultisets from [m] . It is defined as
where i ∈ T >1 for some t-kernel T ∈ K(G) and s = m(i, T ).
Proof. It is sufficient to show that if S (i,s)(j) (G) is isomorphic to G (r) for some r > 0, then so is G. Let S (i,s)(j) (G) = G ′ . We assume without loss of generality that G ′ = G (r) . Thus
If B ∈ G ′ and j / ∈ B or m(i, B) = s − 1, then it follows from the definition of the down-compression operation that B ∈ G. Therefore, in the remainder of the proof we assume that j ∈ B and m(i, B) = s−1 for some B ∈ G ′ . With these assumptions, either B ∈ G or there is some other multiset A ∈ G such that S (i,s)(j) (A) = B. Then A = (B\{(j, 1) , . . . , (j, m(j, B))}) ∪ {(i, s), . . . , (i, s+m(j, B)−1)}.
Note that j /
∈ A and that m(i, A) ≥ s. We consider two cases and show that in both B ∈ G. Thus, if B is an element of G ′ it is also in G. Since |G ′ | = |G| by Lemma 4.3, it follows that G ′ = G.
T ). If G is a collection of all of the k-multisets of [m] containing a fixed t-multiset, then G is a collection of all of the kmultisets of [m] containing a fixed t-set.
Proof. It is sufficient to show that S (i,s)(j) (G) has a t-multiset common to all of its k-multisets only if G does. If k = t, the result is trivial so we assume that k > t.
Let S (i,s)(j) (G) = G ′ . Assume that there exists a t-multiset, X ∈
[m] t , such that
As in the proof of Lemma 4.6, we assume that j ∈ B and m(i, B) = s − 1 for some B ∈ G ′ . Then m(i, X) ≤ s − 1 and either B ∈ G or
, it follows that X ⊂ A and so A ∈ G ′ and A ∈ G. This implies that B ∈ G. Therefore G = G ′ .
2. Case 2: j ∈ X and m(i, X) = s − 1.
Let B ′ = X ∪ {(j, m(j, X) + 1), . . . , (j, k − t + m(j, X))}. Then B ′ ∈ G ′ and m(i, B ′ ) = s − 1. Thus B ′ ∈ G. But j / ∈ A and so |A ∩ B ′ | < t. Since G is t-intersecting, it follows that A / ∈ G and therefore B ∈ G. Thus G = G ′ .
3. Case 3: j ∈ X and m(i, X) = s − 1.
Partition G ′ as follows. Let
and let
0 ⊂ G since the multiplicity of i will be greater than s − 1 in all multisets in G ′ 0 . We now show that either all of the multisets in G ′ 1 are in G or all were changed by the down-compression operation. Define a graph, G, with the multisets in G ′ 1 as its vertex set and where two vertices are adjacent if and only if they exactly t-intersect. In other words, two vertices, B 1 and B 2 , are adjacent if and only if B 1 ∩ B 2 = X. Then if B 1 and B 2 are adjacent vertices in G, either both are in G or both were changed by the downcompression operation since if only one changed G would not t-intersect. From this it follows that if G is connected, either all multisets in G ′ 1 are in G or all were changed by the downcompression operation. Let B 1 and B 2 be any two multisets from G ′ 1 . Since k > t and m ≥ 2k − t, it follows that m > k, and thus there is some
∈ B 2 , then B 2 is adjacent to C 1 and thus there is a path between B 1 and B 2 . Suppose that x ∈ B 2 . Then there is some y = x ∈ [m] such that y / ∈ B 2 . Let C 2 = X ∪ {(y, 1), . . . , (y, k − t)}. Then B 2 and C 1 are adjacent to C 2 and thus there is a path between B 1 and B 2 . Since B 1 and B 2 were arbitrary vertices of G, it follows that G is connected. Therefore either all of the multisets in G ′ 1 are in G and G = G ′ or all were changed. Clearly, if all the multisets in G ′ 1 are in G then G = G ′ . If all of the multisets in G ′ 1 were changed by the shifting operation, we claim that G consists of all of the k-multisets containing the t-multiset (X\{(j, 1)}) ∪ {(i, m(i, X)+1)}. Suppose that all of the multisets in G ′ 1 were changed by the shifting operation. Let G 1 ⊂ G be the collection of multisets such that S (i,s)(j) (G 1 ) = G ′ 1 . Choose B ∈ G ′ 1 such that j / ∈ B\X and let A be the multiset in G 1 such that S (i,s)(j) (A) = B. Then j / ∈ A and m(i, A) = m(i, X) + m(j, X) ≥ m(i, X) + 1. Let The homomorphism of K(n, k, t) to M ′ (m, k, t) can be used in conjunction with the down-compression operation and known results for set systems to prove a t-intersecting versions of Theorem 3.3. Let
[k+1]\{i} .
Then F t is a t-intersecting family of k-subsets of [n] which does not have a t-set common to all k-subsets. We use the following theorem. [2] ). Let 1 < t < k and let F be a t-intersecting family of k-sets from [n] such that F ∈F F < t.
Theorem (Ahlswede and Khachatrian
1. If (t + 1)(k − t + 1) < n and k ≤ 2t + 1, then |F| ≤ |F 1 | and only families isomorphic to F (1) will attain this size.
If
and only families isomorphic to F (1) or F t will attain this size.
We define a k-multiset system, G t , as follows:
Then G t is a t-intersecting collection of k-multisets of [m] which does not have a t-multiset common to all k-multisets.
4.9 Theorem. For 1 < t < k and m ≥ 2k − t, let G be a t-intersecting family of k-multisets from [m] such that A∈G A < t.
1. If m > t(k − t) + 2 and k > 2t + 1, then |G| ≤ G (1) . Equality holds if and only if G is isomorphic to G (1) .
If m > t(k
− t) + 2 and k > 2t + 1, then |G| ≤ max{ G (1) , | G t |}.
Equality holds if and only if G is isomorphic to the larger of G (1)
and G t .
When m ≥ 2k − t, the down-compression operation can be used to transform any t-intersecting family of k-multisets, G, into one in which |F 1 ∩ F 2 ∩ [m]| ≥ t for all F 1 , F 2 ∈ G. If the condition that |F 1 ∩ F 2 ∩ [m]| ≥ t for all F 1 , F 2 ∈ G is added to Theorem 4.9, the result can be proved using Theorem 4.8 and the graph homomorphism from K(n, k, t) to M ′ (m, k, t) in a manner similar to the proof of Theorem 3.3. By Lemma 4.6, we know that the down-compression operation will give a family isomorphic to G (1) only if the original family was isomorphic to G (1) . It only remains to be shown that a similar result holds when the down-compressed family is isomorphic to G t . This can be proved using the definition of the down-compression operation and the fact that G is t-intersecting. The proof is similar to that of Lemma 4.6 but requires the consideration of more cases.
Open questions
The graph homomorphism method used in this paper provides a convenient way to prove results for intersecting families of multisets based on known results for sets, but there are questions that cannot be approached in this manner. For t > 1, the graph homomorphism requires that the supports of the multisets t-intersect. Althought the downcompression operation can be used to transform any t-intersecting family into one that satisfies this condition, it requires m ≥ 2k − t. Also, the graph homomorphism cannot be used to give a multiset version of Theorem 2.2 for t > 1 since the down-compression operation does not preserve the P (s, t) property.
When n ≤ 2k−t, the collection of all k-subsets of [n] is t-intersecting. No similar result holds for collections of k-multisets of [m] for any m > 1. If m = 2, it is easy to see that any t-intersecting family will have a t-multiset common to all multisets in the family. Thus the question of the size and structure of the largest t-intersecting family of k-multisets of [m] with t > 1 is open for 2 < m < 2k − t. We conjecture that, for all values of m, k and t, the largest family is the collection of all k-multisets containing at least t + r elements from a (t + 2r)-multiset where 0 ≤ r ≤ k − t. We further conjecture that the cardinality of the support of the (t+2r)-multiset is equal to the lesser of m and t + 2r and that the multiplicities of the elements in the (t+2r)-multiset will vary by at most one unless the multiplicity of all of the elements is greater than or equal to r.
If we consider only those t-intersecting families of multisets where the supports are t-intersecting, the graph homomorphism method gives an upper bound on the size of the largest family for all m > k − t + 1. However, this bound may not be attainable. For example, consider the case when k = 4 and t = 2. Let G be a t-intersecting family of multisets such that |F 1 ∩ F 2 ∩ [m]| ≥ t for all F 1 , F 2 ∈ G. If m = 5, the graph homomorphism method gives |F (1) | as an upper bound on the size of G and this size is attained by G (1) . If m = 4, then |G| ≤ |F (2) | but a family isomorphic to G (2) cannot be constructed since m < t + 2r.
Another obvious question arises from Theorem 4.8. When k > 2t + 1, Theorem 4.8 gives two possible options for the largest family. However, Frankl proved in [6] that F t is the largest family when k > 2t + 1 provided that n is sufficiently large. Determining precisely how large n must be would give a bound on m for multiset systems above which G t is the largest family.
