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Abstrakt
Pra´ce se zaby´va´ problematikou automaticke´ klasifikace webovy´ch stra´nek s vyuzˇit´ım aso-
ciacˇn´ıho klasifika´toru. Je prˇedstavena klasifikace, jakozˇto jeden z obor˚u dolova´n´ı znalost´ı
z databa´z´ı; zvla´sˇtn´ı prostor je veˇnova´n klasifikaci textovy´ch dat. Jsou diskutova´ny r˚uzne´
metody klasifikace textovy´ch dokument˚u se zd˚urazneˇn´ım vy´hod klasifika´tor˚u vyuzˇ´ıvaj´ıc´ıch
pro rozhodova´n´ı asociacˇn´ı pravidla. C´ılem pra´ce je pokusit se prˇizp˚usobit vybranou klasi-
fikacˇn´ı metodu pro relacˇn´ı data a navrhnout syste´m pro klasifikaci webovy´ch stra´nek po-
dle vizua´ln´ıch vlastnost´ı - rozlozˇen´ı jednotlivy´ch oblast´ı na stra´nce, nikoliv podle cˇiste´ho
textove´ho obsahu. K tomu je vyuzˇity´ asociacˇn´ı klasifika´tor ARC-BC kombinuj´ıc´ı vy´hody
zna´my´ch klasifikacˇn´ıch metod.
Kl´ıcˇova´ slova
klasifikace, klasifika´tor, Web, dolova´n´ı znalost´ı, asociacˇn´ı pravidlo, prˇesnost, data, diskretizace,
kategorie, struktura, atribut, podpora, spolehlivost, text, interval
Abstract
This paper presents problem of automatic webpages classification using association rules
based classifier. Classification problem is presented, as a one of datamining technique, in
context of mining knowledges from text data. There are many text document classification
methods presented with highlighting benefits of classification methods using association
rules. The main goal of work is adjusting selected classification method for relation data and
design draft of webpages classifier, which classifies pages with the aid of visual properties
- independent section layout on the web page, not (only) by textual data. There is also
ARC-BC classification method presented as a selected method and as one of intriguing
classificators, that derives accuracy and understandableness benefits of all other methods.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
Mnozˇstv´ı informac´ı obsazˇeny´ch na Webu je obrovske´ a kazˇdy´m rokem se mohutneˇ zveˇtsˇuje.
Jizˇ v roce 2005 vyhleda´vacˇ Google indexoval v´ıce nezˇ 8 miliard webovy´ch stra´nek a toto
cˇ´ıslo se prudky´m tempem zvysˇuje. Cˇ´ım v´ıce prostor dokument˚u ulozˇeny´ch na Webu roste,
t´ım v´ıce roste take´ potrˇeba z´ıska´vat z teˇchto dat specificke´ informace. Data mining posky-
tuje rˇadu technik pouzˇitelny´ch pro vyhleda´n´ı zaj´ımavy´ch vzor˚u v datech a pro vyja´drˇen´ı
teˇchto vzor˚u jako smysluplny´ch informac´ı pro koncove´ uzˇivatele. Jednou z technik dolova´n´ı
znalost´ı z dat take´ je klasifikace, ktera´ hraje d˚ulezˇitou roli v mnoha oblastech rˇ´ızen´ı a sbeˇru
informac´ı.
Klasifikace webovy´ch stra´nek ma´ za c´ıl automatizovane´ rozpozna´va´n´ı te´matu, ktere´mu
se stra´nka veˇnuje, a mu˚zˇe by´t naprˇ´ıklad vyuzˇita pro kategorizaci stra´nek do urcˇity´ch trˇ´ıd,
cˇi uprˇesneˇn´ı vyhleda´vac´ıch dotaz˚u.
Vy´znamnou vlastnost´ı webovy´ch stra´nek je jejich semistrukturovanost. Hola´ textova´
cˇa´st prˇedstavuje nestrukturovanou cˇa´st stra´nky, HTML znacˇky a jejich obsah potom struk-
turovanou. Tato vlastnost webovy´ch stra´nek indikuje pouzˇit´ı odliˇsny´ch technik pro klasi-
fikaci (a dolova´n´ı dat obecneˇ), nezˇ je tomu u obycˇejny´ch textovy´ch dokument˚u, nebo plneˇ
strukturovany´ch relacˇn´ıch a transakcˇn´ıch dat.
Prozat´ım se veˇtsˇina vy´zkumu˚ klasifikace webovy´ch stra´nek veˇnuje prˇedevsˇ´ım klasifikaci
podle textove´ho, prˇ´ıpadneˇ multimedia´ln´ıho obsahu, nebo podle struktury cele´ho webu.
Tato pra´ce se veˇnuje klasifikaci webovy´ch stra´nek jakozˇto procesu komplexn´ıho ohod-
nocen´ı webove´ stra´nky podle v´ıce kriteri´ı, nezˇ je jen pouha´ analy´za textove´ho obsahem.
Zameˇrˇuje se prˇitom zejme´na na viza´ln´ı vzhled, tedy rozmı´steˇn´ı vy´znamny´ch, logicky samo-
statny´ch, oblast´ı na stra´nce.
V drˇ´ıveˇjˇs´ıch vy´zkumech a prac´ıch byla navrzˇena rˇada klasifikacˇn´ıch metod, jako jsou
rozhodovac´ı stromy[18, 5], Bayesovske´ klasifikacˇn´ı metody[6, 23, 17], na pravidlech zalozˇena´
klasifikace [21, 14, 1, 13], cˇi r˚uzne´ statisticke´ prˇ´ıstupy. Tyto veˇtsˇinou vycha´zej´ı z prˇ´ıstup˚u
pouzˇ´ıvany´ch v jiny´ch oblastech dolova´n´ı znalost´ı a vedou z´ıska´n´ı reprezentativn´ıho vzorku
jisty´ch znalost´ı (pravidel) z tre´novac´ı mnozˇiny, ktere´ jsou na´sledneˇ pouzˇite´ pro klasifikaci
novy´ch dat. Jednou z novy´ch metod je take´ metoda ARC-BC vyuzˇ´ıvaj´ıc´ı asociacˇn´ı pravidla
a dosahuj´ıc´ı prˇi jej´ı nativn´ı u´loze klasifikace textovy´ch dat velice dobry´ch vy´sledk˚u.
V na´sleduj´ıc´ıch kapitola´ch bude prˇedstavena problematika dolova´n´ı znalost´ı z doku-
ment˚u se zameˇrˇen´ım na klasifikaci, samostatna´ cˇa´st bude vyhrazena pro klasifikaci webovy´ch
dokument˚u s vyuzˇit´ım asociacˇn´ıch pravidel(Kapitola 3). Vysveˇtlen´ım za´kladn´ıch pojmu˚
klasifikace a asociacˇn´ıch pravidel a jejich zarˇazen´ı do dolova´n´ı znalost´ı jako celku se veˇnuje
Kapitola 2. V Kapitole 3 bude mj. popsa´n a vysveˇtlen princip klasifikacˇn´ı metody ARC-BC
a vyzdvizˇeny vy´hody oproti ostatn´ım klasifikacˇn´ım metoda´m. Kapitola 5 pak prˇedstavuje
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hruby´ na´vrh hypoteticke´ho klasifikacˇn´ıho syste´mu webovy´ch stra´nek zalozˇene´ho na metodeˇ
ARC-BC a pracuj´ıc´ıho s daty z´ıskany´mi analy´zou vizua´ln´ıch vlastnostost´ı stra´nky.
V implementacˇn´ı cˇa´sti pra´ce bude kromeˇ popisu za´kladn´ıch trˇ´ıd a bal´ıcˇku programu
prezentova´n postup prˇi prˇetva´rˇen´ı metody ARC-BC pro relacˇn´ı data. Za´veˇrecˇna´ kapitola
shrnuje pra´ci jako celek, vysveˇtluje vy´sledky dosazˇene´ prˇi experimenta´ln´ıch klasifikac´ıch a
otev´ıra´ diskusi pro mozˇna´ navazuj´ıc´ı rozsˇ´ıˇren´ı a vylepsˇen´ı.
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Kapitola 2
Dolova´n´ı znalost´ı z dat
Dolova´n´ı znalost´ı z dat cha´peme jako extrakci zaj´ımavy´ch vzor˚u z dat, ktere´ jsou prˇedem
nezna´me´, skryte´ a potencia´lneˇ uzˇitecˇne´. Data k extrakci maj´ı ve veˇtsˇineˇ prˇ´ıpad˚u velky´ ob-
jem, cˇasto se dolova´n´ı prova´d´ı nad rozsa´hly´mi datovy´mi sklady, cˇi produkcˇn´ımi databa´zemi.
Vy´znamnou vlastnost´ı vzor˚u, ktere´ z dat pomoc´ı dolova´n´ı z´ıska´va´me, je fakt, zˇe prˇed
pocˇa´tkem dolova´n´ı jsou v datech skryte´, na prvn´ı pohled nezjistitelne´. Dolova´n´ı pak prˇedsta-
vuje mocny´ na´stroj k jejich z´ıska´n´ı, prˇestozˇe se na celou rˇadu dolovac´ıch technik mu˚zˇe
pohl´ızˇet jen jako na “pouhe´” inteligentn´ı statisticke´ metody.
Dolova´n´ı se uplatnˇuje vsˇude tam, kde docha´z´ı k rozsa´hle´mu sbeˇru dat a je potrˇeba tato
data jisty´m zp˚usobem analyzovat. Typicky´mi datovy´mi zdroji pro dolova´n´ı jsou financˇn´ı
data, obchodn´ı data, cˇi data telekomunikacˇn´ıch spolecˇnost´ı. Za jeden z d˚ulezˇity´ch u´kol˚u
dolova´n´ı je analy´za na´kupn´ıho kosˇ´ıku, ktera´ zkouma´ na´kupn´ı zvyky za´kazn´ık˚u.
2.1 Dolova´n´ı znalost´ı z textovy´ch dat
Dolova´n´ı znalost´ı z textovy´ch dat (TM - text mining) je jednou z u´loh dolova´n´ı znalost´ı
z dat. Pozˇadavek na dolova´n´ı textovy´ch dat souvis´ı mj. s obrovsky´m rozmachem elektron-
icky ulozˇeny´ch dokument˚u - emailovy´ch zpra´v, veˇdecky´ch cˇla´nk˚u, elektronicky´ch knih a
webovy´ch stra´nek. Zat´ımco ostatn´ı odveˇtv´ı data miningu se zameˇrˇuj´ı prˇedevsˇ´ım na struk-
turovana´ data jako jsou data relacˇn´ı, transakcˇn´ı, cˇi data v datovy´ch skladech, TM se
snazˇ´ı z´ıskat informace nestrukturovany´ch, kde klasicke´ metody DM selha´vaj´ı a kde jsou
vyzˇadovane´ specia´ln´ı metody a algoritmy.
V soucˇasne´ dobeˇ existuje k text miningu mnoho r˚uzny´ch prˇ´ıstup˚u a metod. Obecneˇ
deˇl´ıme prˇ´ıstupy TM podle vstupn´ıch dat, ktere´ zada´va´me TM syste´mu na: (1) prˇ´ıstup
zalozˇeny´ na kl´ıcˇovy´ch slovech, kde jsou vstupn´ımy daty kl´ıcˇova´ slova dokumentu,
(2) prˇ´ıstup zalozˇeny´ na znacˇka´ch, kde je vstupem jista´ mnozˇina znacˇek (tags), a (3)
prˇ´ıstup zalozˇeny´ na extrakci informac´ı, vstupem jsou zde se´manticke´ informace, jako
naprˇ. uda´losti, fakta. Prˇ´ıstup zalozˇeny´ na extrakci informac´ı je oproti ostatn´ım dveˇma pro-
gresivneˇjˇs´ı a mu˚zˇe ve´st k nalezen´ı vy´znamneˇjˇs´ıch znalost´ı v datech, ale vyzˇaduje se´mantickou
analy´zu textove´ho dokumentu. Z teˇchto trˇ´ı za´kladn´ıch prˇ´ıstup˚u cˇasem vznikalo cˇ´ım da´l v´ıce
u´loh pro dolova´n´ı textovy´ch dat jako jsou klasifikace dokument˚u, asociacˇn´ı analy´za, ex-
trakce informac´ı, r˚uzne´ druhy asociacˇn´ıch analy´z, ktere´ se dnes beˇzˇneˇ vyuzˇ´ıvaj´ı prˇi rˇesˇen´ı
beˇzˇny´ch proble´mu˚ (filtrova´n´ı spamu, vyhleda´va´n´ı stra´nek ve webovy´ch vyhleda´vacˇ´ıch aj.).
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Asociacˇn´ı analy´za kl´ıcˇovy´ch slov
Asociacˇn´ı analy´za kl´ıcˇovy´ch slov je analy´za dokument˚u snazˇ´ıc´ı se nale´zt mnozˇiny kl´ıcˇovy´ch
slov, cˇi vy´raz˚u, ktere´ se vyskytuj´ı v textu ve veˇtsˇ´ı frekvenci, nezˇ ostatn´ı slova. Jako rˇada
dalˇs´ıch analy´z prova´deˇny´ch v dokumentu vyzˇaduje asociacˇn´ı analy´za data vhodny´m zp˚usobem
prˇedzpracovana´, naprˇ. jsou nalezeny korˇeny vsˇech slov a odstraneˇne´ spojky, prˇedlozˇky a dalˇs´ı
irelevantn´ı slova (tzv. stop words). Po proveden´ı asociacˇn´ı analy´zy kl´ıcˇovy´ch slov z´ıska´me
kolekci za´znamu˚ {documentId, setOfKeywords}, ktera´ ke kazˇde´mu dokumentu oznacˇene´mu
identifika´torem documentId prˇiˇrazuje mnozˇinu kl´ıcˇovy´ch slov setOfKeywords. V souvis-
losti s kl´ıcˇovy´mi slovy probeˇhla rˇada vy´zkumu˚ - naprˇ. vyuzˇit´ı kl´ıcˇovy´ch slov pro dolova´n´ı
znalost´ı[8].
Klasifikace dokument˚u
Klasifikace dokument˚u je d˚ulezˇitou u´lohou dolova´n´ı znalost´ı. Existence velke´ho pocˇtu on-
line dokument˚u vyzˇaduje automatickou organizaci dokument˚u do kategori´ı podle dany´ch
kriteri´ı. Kategorie, do ktery´ch chceme dokument prˇiˇradit, mus´ı by´t prˇedem zna´me´ (naprˇ.
meˇjme trˇ´ıdy Automobilismus, Prˇ´ırodn´ı te´matika, Veˇdecka´ zpra´va, a dokument nezna´me´ho
obsahu, jenzˇ chceme klasifikovat). Klasifikace dokument˚u se pouzˇ´ıva´ v mnoha aplikac´ıch
a existuje pro ni mnoho metod a algoritmu˚ [15, 10]. Podrobneˇji se klasifikaci dokument˚u
veˇnuje cˇa´st 2.1.
Shlukova´ analy´za
Shlukova´ analy´za dokument˚u je vy´znamna´ pro organizaci dokument˚u, o ktery´ch nema´me
zˇa´dne´ informace. Oproti klasifikaci se liˇs´ı t´ım, zˇe nejsou prˇedem zna´me´ zˇa´dne´ trˇ´ıdy, do
ktery´ch by se dokumenty rozrˇazovaly. V pr˚ubeˇhu analy´zy se hledaj´ı v dokumentech zaj´ımave´
shluky (obdoba trˇ´ıd u klasifikace) dat, ktere´ reprezentuj´ı mnozˇinu spolecˇny´ch vlastnost´ı
dokument˚u.
Dolova´n´ı znalost´ı z Webu
Dolova´n´ı znalost´ı z webovy´ch stra´nek se snazˇ´ı z´ıskat informace ulozˇeny´ch ve webovy´ch
stra´nka´ch. C´ılem je stejneˇ jako u beˇzˇny´ch nestrukturovany´ch dokument˚u z´ıskat d˚ulezˇite´
informace o obsahu webove´ dokumentu - naprˇ. jeho klasifikace do trˇ´ıd, nalezen´ı kl´ıcˇovy´ch
slov aj., prˇicˇemzˇ se nehled´ı na strukturu vybrane´ho webu, pouze na obsah. V tomto smeˇru
lze na webovou stra´nku pohl´ızˇet jako na textovy´ dokument [7, 19] s prˇ´ıpadny´m rozsˇ´ıˇren´ım
o multimedia´ln´ı prvky - obra´zky.
Dolova´n´ı znalost´ı ze struktury webove´ho dokumentu
Dolova´n´ı znalost´ı ze struktury webove´ho dokumentu se take´ zameˇrˇuje na webove´ stra´nky,
ale snazˇ´ı se zjistit informace nikoliv z textove´ho obsahu dokumentu, ny´brzˇ ze struktury
webovy´ch stra´nek. Prˇitom se uplatnˇuj´ı r˚uzne´ zp˚usoby, jako naprˇ. reprezentace webovy´ch
stra´nek jako grafu [16], cˇi klasifikace webovy´ch stra´nek podle analy´zy struktury cele´ho webu
[9]. Dalˇs´ı mozˇnost´ı dolova´n´ı znalost´ı ze struktury je analy´za a sledova´n´ı hypertextovy´ch od-
kaz˚u stra´nek [4, 3, 2, 22].
2.2 Zdroje dat pro dolova´n´ı znalost´ı
Principielneˇ mu˚zˇeme znalosti dolovat z jake´hokoliv ulozˇiˇsteˇ informac´ı. Mezi nejcˇasteˇji pouzˇ´ıvane´
zdroje dat pro dolova´n´ı potom patrˇ´ı zejme´na:
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• relacˇn´ı databa´ze
• transakcˇn´ı databa´ze
• datove´ sklady
• ostatn´ı (textove´ databa´ze, objektoveˇ orientovane´ databa´ze. . . )
2.2.1 Relacˇn´ı databa´ze
Relacˇn´ı databa´ze je databa´ze zalozˇena´ na relacˇn´ım modelu dat a relacˇn´ı algebrˇe. Data jsou
usporˇa´da´na do tabulek (relac´ı), nad ktery´mi jsou definova´ny prˇ´ıpustne´ operace. Sofware
pro rˇ´ızen´ı databa´ze se obvykle nazy´va´ Relational Database Management System(RDBMS).
Jazykem pro definici dat(DDL) a manipulaci s daty (DML) je jazyk SQL, dotazovac´ı struk-
turovany´ jazyk. Relacˇn´ı databa´zovy´ model sdruzˇuje data do relac´ı (tabulek), ktere´ obsahuj´ı
n-tice (rˇa´dky). Tabulky (relace) tvorˇ´ı za´klad relacˇn´ı databa´ze. Tabulka je struktura za´znamu˚
s pevneˇ stanoveny´mi polozˇkami (sloupci tabulky - atributy). Kazˇdy´ sloupec ma´ definova´n
jednoznacˇny´ na´zev, typ a rozsah - dome´nu. Za´znam tabulky je v z matematicke´ho hlediska
usporˇa´danou n-tic´ı (tuple) prvk˚u. Pokud jsou v r˚uzny´ch tabulka´ch sloupce stejne´ho typu,
pak tyto sloupce mohou vytva´rˇet vazby mezi jednotlivy´mi tabulkami. Tabulky se pote´
naplnˇuj´ı vlastn´ım obsahem - konkre´tn´ımi daty.
ID category att 1 att 2 att 3
1 Category 3 value 1.1 value 1.2 value 1.3
2 Category 5 value 2.1 value 2.2 value 2.3
3 Category 3 value 3.1 value 3.2 value 3.3
4 Category 2 value 4.1 value 4.2 value 4.3
5 Category 3 value 5.1 value 5.2 value 5.3
... ... ... ... ...
n Category X value n.1 value n.2 value n.3
Tabulka 2.1: Tabulka relacˇn´ı databa´ze.
2.2.2 Transakcˇn´ı databa´ze
Transakcˇn´ı databa´ze nejcˇasteˇji uchova´va´j´ı prodejn´ı data pro obchodn´ı u´cˇely. Klasicky´m
pouzˇit´ım transakcˇn´ı databa´ze je databa´ze provedeny´ch na´kup˚u v prodejneˇ. Jednotlive´
na´kupy se ukla´daj´ı ve formeˇ transakce, kdy kazˇda´ transakce obsahuje polozˇky koupene´
v jednom na´kupu.
Definice 2.2.3 Necht’ T je mnozˇina transakc´ı (transakcˇn´ı databa´ze) a necht’ I = {I1, I2, . . . , Im}
je mnozˇina polozˇek. Kazˇda´ transakce T v transakcˇn´ı databa´zi je mnozˇinou polozˇek takovou,
zˇe T ⊆ I.
2.2.4 Datovy´ sklad
Datovy´ sklad je subjektivneˇ orientovany´, integrovany´, cˇasoveˇ promeˇnny´, lecˇ sta´ly´ soubor
dat, ktery´ slouzˇ´ı pro podporu rozhodova´n´ı. Datovy´ sklad neuchova´va´ data, ktera´ nejsou
vhodna´ pro podporu rozhodova´n´ı. Vzhledem k tomu, zˇe do datove´ho skladu vstupuj´ı data
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z r˚uzny´ch produkcˇn´ıch databa´z´ı, je d˚ulezˇita´ integrace a sjednocen´ı dat. Toto integrova´n´ı
zahrnuje sjednocen´ı stejny´ch ukazatel˚u, sjednocen´ı meˇrˇ´ıtek (naprˇ´ıklad zda se budou infor-
mace o vy´daj´ıch ukla´dat v koruna´ch, nebo v t´ıs´ıc´ıch koruna´ch atd. . . ).
Vsˇechna data v datove´m skladu prˇedstavuj´ı cˇasovy´ sn´ımek dat z produkcˇn´ıch databa´z´ı
sejmuty´ v urcˇite´m ukamzˇiku. Datovy´ sklad je aktualizova´n oﬄine v urcˇity´ch cˇasovy´ch
intervalech (meˇs´ıcˇneˇ, cˇtvrtletneˇ, rocˇneˇ) a je rovneˇzˇ analyzova´n oddeˇleneˇ od produkcˇn´ıch
databa´z´ı. Vy´hodou je, zˇe nesˇetrny´ za´sah do datove´ho skladu neovlivn´ı produkcˇn´ı databa´zi.
Pro dolova´n´ı jsou datove´ sklady nejlepsˇ´ım zdrojem - obsahuj´ı velke´ mnozˇstv´ı dat, ktere´ cˇin´ı
vy´sledky dolova´n´ı relevantneˇjˇs´ı, nezˇ je tomu u “maly´ch” produkcˇn´ıch databa´z´ı.
2.3 Asociacˇn´ı pravidla
Asociacˇn´ı pravidla jsou jedny z nejcˇasteˇji dolovany´ch znalost´ı v datech a vyuzˇ´ıvaj´ı se
prˇedevsˇ´ım prˇi tzv. analy´ze na´kupn´ıho kosˇ´ıku(market basket analysis). Tento proces slouzˇ´ı
k analy´ze na´kupn´ıch zvyk˚u za´kazn´ık˚u hleda´n´ım asociac´ı mezi polozˇkami, ktere´ za´kazn´ıci
vlozˇili do svy´ch na´kupn´ıho kosˇ´ıku[11]. Nabyte´ znalosti mohou pomoci usnadnit prova´deˇn´ı
strategicky´ch krok˚u k c´ılene´ marketingove´ kampani. Uvazˇujme obchodn´ı rˇeteˇzec, kde da-
tovy´ specialista zjistil, zˇe pokud si za´kazn´ık zakoup´ı mle´ko, potom si te´meˇrˇ vzˇdy zakoupil
take´ chle´b. Pomineme-li trivia´lnost a obecnou znalost tohoto pravidla, mu˚zˇe veden´ı umı´stit
prodejn´ı plochu mle´ka bl´ızko k mı´stu prodeje chleba, cˇ´ımzˇ jednak vyjde vstrˇ´ıc za´kazn´ık˚um,
kterˇ´ı nebudou nuceni absolvovat slozˇite´ cesty po supermarketu hledaj´ıc pozˇadovane´ zbozˇ´ı,
jednak mohou prˇimeˇt ke koupi obou artikl˚u i ty, kterˇ´ı p˚uvodneˇ prˇed prˇ´ıchodem do obchodu
jejich zakoupen´ı nepla´novali.
Forma´lneˇ mu˚zˇeme asociacˇn´ı pravidla definovat takto [11]: Necht’ I = {I1, I2, . . . , Im}
je mnozˇina prvk˚u. Necht’ D je mnozˇina databa´zovy´ch transakc´ı, kde kazˇda´ transakce T
je mnozˇina prvk˚u takovy´ch, zˇe T ⊆ I. Kazˇda´ transakce T je sva´za´na s identifika´torem
transakce nazy´vany´m TID. Necht’ A je mnozˇina prvk˚u. Rˇ´ıka´me,zˇe transakce T obsahuje
A tehdy a jen tehdy, kdyzˇ A ⊆ T . Asociacˇn´ı pravidlo je implikace ve tvaru A ⇒ B, kde
A ⊂ I, B ⊂ I a A ∩ B = ∅ a maj´ı dveˇ za´kladn´ı charakteristiky - podporu a spolehlivost
Asociacˇn´ı pravidlo ma´ podporu (support) v D rovnu s% transakc´ı v D, ktere´ obsahuj´ı
X ∪ Y . Spolehlivost (confidence) pravidla uda´va´, kolik s% transakc´ı v D, jezˇ obsahuj´ı
X, obsahuje take´ Y . Neforma´lneˇ rˇecˇeno podpora uda´va´, v kolika procentech transakc´ı T je
obsazˇena mnozˇina prvk˚u X asociacˇn´ıho pravidla; spolehlivost je hodnota rˇ´ıkaj´ıc´ı v kolika
procentech transakc´ı kde se vyskytuje X se vyskytuje take´ Y 1
mle´ko ∧ rohl´ıky ⇒ chle´b [supp 0.01, conf 0.8 ]
Proble´m nalezen´ı asociacˇn´ıch pravidel v datech sesta´va´ z generova´n´ı pravidel, ktere´ maj´ı
spolehlivost a podporu vysˇsˇ´ı nezˇ zadane´ prahove´ hodnoty. Takova´ pravidla nazy´va´me silna´
asociacˇn´ı pravidla.
Obecneˇ mohou asociacˇn´ı pravidla sesta´vat z jaky´koliv vy´raz˚u, o ktery´ jsme schopni v
konecˇne´m cˇase rozhodnout, zda jsou pravdiva´ cˇi nikoliv. Za´kladn´ı typ pravidel je z´ıska´va´n
z transakcˇn´ıch databa´z´ı a typicky je vy´sledkem drˇ´ıve zminˇovane´ analy´zy na´kupn´ıho kosˇ´ıku.
Transakcˇn´ı databa´ze zaznamena´vaj´ı vsˇechny provedene´ transakce (naprˇ. obchodn´ı transakce),
tedy informace o kazˇde´m na´kupu. Data v transakc´ıch sesta´vaj´ı z jednoduchy´ch boolovsky´ch
atribut˚u (ktere´ mohou naby´vat pouze hodnot 0 a 1) ve stejne´ dimenzi. Pokud sta´le uvazˇujeme
1Jedna´ se defakto o podmı´neˇnou pravdeˇpodobnost P (B|A).
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analy´zu na´kupn´ıho kosˇ´ıku, tak typicky´m prˇ´ıkladem dimenze je zakoupil, kde atributy
prˇ´ıslusˇne´ te´to dimenzi tvorˇ´ı jednotlive´ polozˇky zbozˇ´ı. Pokud je hodnota atributu v transakci
1, potom za´kazn´ık prˇ´ıslusˇne´ zbozˇ´ı zakoupil; pokud je 0, potom jej nezakoupil.
2.3.1 Algoritmus pro generova´n´ı silny´ch asociacˇn´ıch pravidel
Vy´sledkem dolovac´ıch algoritmu˚ je mnozˇina vsˇech frekventovany´ch mnozˇin, cozˇ je mnozˇina
jisty´ch prvk˚u (polozˇek) zdrojovy´ch dat. Frekventovana´ mnozˇina, ktera´ obsahuje k prvk˚u,
se nazy´va´ k -mnozˇina.
Jakmile jsou nalezeny vsˇechny frekventovane´ mnozˇiny z transakc´ı v databa´zi D, na´sleduje
generova´n´ı silny´ch asociacˇn´ıch pravidel (kde slovo silny´ vyjadrˇuje, zˇe pravidlo splnˇuje
pozˇadavek na minima´ln´ı podporu support i minima´ln´ı spolehlivost confidence). To se prova´d´ı
na´sleduj´ıc´ım vy´pocˇtem spolehlivosti:
confidence(A⇒ B) = podpora(A ∪B)
podpora(A)
,
kde podpora(A∪B) je cˇ´ıslo, vyjadrˇuj´ıc´ı pocˇet transakc´ı obsahuj´ıc´ıch mnozˇinu polozˇek A∪B
a podpora(A) pocˇet transakc´ı obsahuj´ıc´ıch mnozˇinu polozˇek A.
• Pro kazˇdou frekventovanou mnozˇinu L vygeneruj vsˇechny nepra´zdne´ podmnozˇiny.
• Pro kazˇdou nepra´zdnou podmnozˇinu S, S ∈ L, vytvorˇ pravidlo S ⇒ (L − S) pra´veˇ
tehdy, kdyzˇ podpora(L)podpora(S) ≥ min supp, kde min supp je pra´h minima´ln´ı podpory.
2.3.2 Algoritmy pro generova´n´ı asociacˇn´ıch pravidel
Vy´voj algoritmu˚ pro generova´n´ı asociacˇn´ıch pravidel prˇ´ımo souvis´ı s jizˇ zminˇovanou analy´zou
na´kupn´ıho kosˇ´ıku. Prvn´ım pouzˇity´m algoritmem v˚ubec byl algoritmus Apriori a jeho up-
ravene´ varianty, ktere´ v´ıce cˇi me´neˇ zvysˇovaly u´cˇinnost algoritmu a snizˇovaly jeho obrovske´
pameˇt’ove´ na´roky.
Algoritmus FP-Growth[12] prˇinesl oproti Apriori neby´vale rychle´ generova´n´ı asociacˇn´ıch
pravidel. Pracuje na principu ulozˇen´ı p˚uvodn´ıch dat do kompaktn´ı stromove´ struktury FP-
Tree, cˇ´ımzˇ odpada´ zdlouhavy´ proces generova´n´ı a testova´n´ı frekventovany´ch mnozˇin.
Apriori
Za´kladn´ım algoritmem pro z´ıska´va´n´ı asociacˇn´ıch pravidel je algoritmus Apriori. Jedna´ se o
jednoduchy´ algoritmus, ktery´ z frekventovany´ch n-mnozˇin generuje frekventovane´ (n + 1)-
mnozˇiny, k cˇemuzˇ vyuzˇ´ıva´ metodu prohleda´va´n´ı do sˇ´ıˇrky(breadth-first search).
V kazˇde´m kroku algoritmu se vygeneruj´ı mnozˇiny prvk˚u a testuje se, zda podpora teˇchto
prvk˚u je veˇtsˇ´ı nezˇ minima´ln´ı podpora. Mnozˇiny, ktere´ t´ımto testem u´speˇsˇneˇ projdou, se
pak sta´vaj´ı zdrojem pro generova´n´ı mnozˇin obsahuj´ıc´ıch o jeden prvek v´ıce, nezˇ p˚uvodn´ı
mnozˇina.
2.4 Klasifikace
Klasifikace, tedy prˇiˇrazova´n´ı objekt˚u rea´lne´ho sveˇta do urcˇite´ kategorie, je prˇirozeny´ proces,
pomoc´ı ktere´ho si lidsky´ mozek ujasnˇuje typicke´ rysy o mnozˇineˇ sobeˇ podobny´ch objekt˚u,
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prˇicˇemzˇ tato mı´ra podobnosti je cˇisteˇ subjektivn´ı a za´lezˇ´ı na mnoha vlivech. Anizˇ bychom
si to uveˇdomovali, klasifikace na´m usnadnˇuje rychle´ ohodnocen´ı pocˇitk˚u bez nutnosti jejich
kompletn´ı analy´zy. Male´mu d´ıteˇti nedeˇla´ proble´m dotknout se holou rukou varˇ´ıc´ıho se hrnce,
nebot’ nedoka´zˇe kvalitneˇ vyhodnotit, jaky´ bude mı´t kontakt lidske´ tka´neˇ a rozzˇhavene´ho
objektu d˚usledky. Azˇ po tom, co se poprve´ popa´l´ı, v jeho mozku se ulozˇ´ı prˇ´ıslusˇna´ informace,
kterou bychom mohli vyja´drˇit naprˇ´ıklad takto:
Pokud se z objektu na plotneˇ kourˇ´ı, potom je nebezpecˇny´
V pr˚ubeˇhu zˇivota na´sledneˇ docha´z´ı k postupne´mu “uprˇesnˇova´n´ı” vytvorˇeny´ch pravidel
na za´kladeˇ dalˇs´ıho prozˇit´ı identicke´ (nebo podobne´) situace. Dalˇs´ı a dalˇs´ı kontakty s hrncem
na plotneˇ vedou ke kvalitneˇjˇs´ımu vyhodnocen´ı na´sleduj´ıc´ıch situac´ı a postupem cˇasu se
mohlo pravidlo transformovat do podoby:
Pokud se objekt na plotneˇ podoba´ hrnci, varˇ´ı se, kourˇ´ı se z neˇj a pokud nema´ drˇeveˇne´
drzˇadlo, je objekt nebezpecˇny´.
Jiny´m prˇ´ıkladem klasifikace objekt˚u mu˚zˇe by´t urcˇen´ı bonity klienta bankovn´ıch in-
stituc´ı. Prˇedstavme si sama sebe jako rˇeditele banky, ktery´ poskytuje klient˚um financˇn´ı
u´veˇry. Proble´m je v tom, zˇe urcˇita´ skupina klient˚u u´veˇr proble´my se spla´cen´ım spla´tek a
vasˇ´ım u´kolem je rozhodnout, jak rozliˇsit ty klienty, kterˇ´ı jsou bezproble´mov´ı, a ktery´m nen´ı
rizikove´ pen´ıze p˚ujcˇit, a ty, kterˇ´ı naopak spla´cet nebudou.
Pokud ma´me k dispozici za´znamy o naprˇ. 1000000 posledn´ıch zˇadatel˚u o u´veˇr, mu˚zˇeme
analy´zou osobn´ıch informac´ı (naprˇ. vy´sˇe platu, veˇk) zarˇadit kazˇde´ho do jedne´ ze trˇ´ıd
{schopny´ spla´cet, neschopny´ spla´cet}. S vyuzˇit´ım nabity´ch znalost´ı o minuly´ch za´kazn´ıc´ıch
pak mu˚zˇeme noveˇ prˇ´ıchoz´ı klienty ohodnotit tak, zˇe naprˇ. porovna´me jejich osobn´ı infor-
mace s jizˇ analyzovany´mi informacemi. Informace o tam obrovske´m mnozˇstv´ı klient˚u jsou
vsˇak velmi teˇzˇce zpracovatelne´ lidsky´m mozkem, a tak je zcela logicke´, zˇe se v pr˚ubeˇhu let
zacˇaly vytva´rˇet techniky a na´stroje pro automatizovanou klasifikaci.
V te´to kapitola bude vysveˇtlen a diskutova´n vy´znam klasifikace z hlediska pomoci prˇi
rozhodova´n´ı. Zvla´sˇtn´ı samostatna´ cˇa´st bude veˇnovana´ vyuzˇit´ı asociacˇn´ıch pravidel prˇi klasi-
fikaci.
U klasifikacˇn´ıch metod 3 sledujeme neˇkolik d˚ulezˇity´ch vlastnost´ı, ktere´ na´m poma´haj´ı
je mezi sebou porovna´vat a urcˇovat oblasti vhodne´ho pouzˇit´ı(viz.[11]):
• Stupenˇ prˇesnosti klasifika´toru uda´va´ jak prˇesneˇ doka´zˇe klasifika´tor ohodnotit noveˇ
prˇ´ıchoz´ı vzorky a je urcˇena procentua´ln´ı u´speˇsˇnosti klasifikace.
• Rychlost klasifika´toru vyjadrˇuje vy´pocˇetn´ı cˇas spojeny´ s ucˇen´ım a testova´n´ım klasi-
fika´toru.
• Robustnost je schopnost klasifika´toru vyporˇa´dat se i s posˇkozeny´mi vstupn´ımi daty
(zasˇumeˇna´ data, chybeˇj´ıc´ı hodnoty).
• Stabilita vypov´ıda´ o tom, jak je klasifika´tor schopny´ spra´vne´ funkcˇnosti i na velke´m
mnozˇstv´ı dat.
• Interpretovatelnost uda´va´ stupenˇ srozumitelnosti klasifika´toru.
3Klasifikacˇn´ı metody jsou metody realizuj´ıc´ı mapovac´ı funkc´ı klasifika´toru.
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Vy´beˇr klasifikacˇn´ı metody za´vis´ı prˇedevsˇ´ım na pozˇadovany´ch vlastnostech. Pokud potrˇebujeme
rychly´ klasifika´tor pro klasifikaci vzork˚u v rea´lne´m cˇase, bude na´m za´lezˇet na jej´ı rychlosti
a ozˇel´ıme naprˇ´ıklad interpretovatelnost.
2.4.1 Klasifikace jako metoda dolova´n´ı znalost´ı
Klasifikace je proces zarˇazen´ı objektu do urcˇite´ trˇ´ıdy a sesta´va´ ze dvou fa´z´ı[11]:
1. Fa´ze tre´nova´n´ı klasifika´toru(Training phase)
2. Fa´ze testova´n´ı(Testing phase)
Tre´novac´ı fa´ze
V tre´novac´ı fa´zi je z dat vytvorˇena´ tzv. tre´novac´ı mnozˇina - vyberou se vzorky dat, ktere´
budou reprezentovat klasifika´tor. U teˇchto vybrany´ch dat mus´ıme prˇesneˇ veˇdeˇt, do ktere´
trˇ´ıdy jsou zarˇazena (trˇ´ıd mus´ı by´t prˇedem zna´my´ konecˇny´ pocˇet) 1 Tre´novac´ı mnozˇinu si
mu˚zˇeme prˇedstavit jako dvojici (X,Class), kde vektor X = (x1, x2, x3, . . . , xn) je vektor
hodnot n atribut˚u neˇjake´ho objektu a Class je oznacˇen´ı trˇ´ıdy, do ktere´ je objekt prˇiˇrazen.
U´kolem klasifika´toru je pak naucˇit se funkci y = f(X), ktera´ prˇedpov´ıda´ trˇ´ıdu na za´kladeˇ
znalosti vektoru X. Mapovac´ı funkce mu˚zˇe by´t reprezentovana´ r˚uzny´mi zp˚usoby - naprˇ.
formou klasifikacˇn´ıch pravidel, rozhodovac´ıch strom˚u, r˚uzny´ch matematicky´ch vzorc˚u apod.
Vy´stupem prvn´ı fa´ze klasifikace je tedy jaka´si cˇerna´ skrˇ´ınˇka, ktere´ kdyzˇ na vstup prˇilozˇ´ıme
vektor X, tak na vy´stupu vra´t´ı trˇ´ıdu Class, do ktere´ (s urcˇitou pravdeˇpodobnost´ı) objekt
reprezentovany´ X patrˇ´ı.
Testovac´ı fa´ze
Ve druhe´ fa´zi klasifikace, kterou nazy´va´me fa´z´ı tre´nova´n´ı docha´z´ı k oveˇrˇen´ı vlastnost´ı klasi-
fika´toru, prˇedevsˇ´ım urcˇen´ı MR2 a urcˇen´ı, do jake´ mı´ry se klasifika´tor hod´ı pro rˇesˇen´ı toho
konkre´tn´ıho proble´mu.
Pro tento krok mus´ıme opeˇt vybrat vzorky dat se zna´mou trˇ´ıdou, do ktere´ objekt patrˇ´ı -
testovac´ı mnozˇinu. Tyto vzorky by se meˇli liˇsit od vzork˚u pouzˇity´ch v prvn´ı fa´zi klasifikace.
Zat´ımco ve fa´ze tre´nova´n´ı se klasifika´tor jisty´m zp˚usobem naucˇil “prˇedpov´ıdat”, v te´to fa´zi
se hodnot´ı mı´ra kvality jeho prˇedpoveˇd´ı a na za´kladeˇ zna´mosti trˇ´ıd, do ktery´ch vzorek patrˇ´ı,
se urcˇuje jeho MR.
2.4.2 Hodnocen´ı klasifikacˇn´ıch metod
Pro ohodnocen´ı klasifika´tor˚u z hlediska kvality prˇedpoveˇdi existuje cela´ rˇeda metrik. Ty
se hod´ı take´ v prˇ´ıpadeˇ, zˇe potrˇebujeme porovnat neˇkolik r˚uzny´ch klasifikacˇn´ıch metod.
Asi nejcˇasteˇji uzˇ´ıvanou metrikou je prˇesnost, jenzˇ uda´va´ pomeˇr spra´vneˇ klasifikovany´ch
dokument˚u ku vsˇem dokument˚um v testovac´ı mnozˇineˇ. Dale´ se cˇasto mluv´ı o chybovosti
klasifika´toru, ktera´ je definovana´ jako 1− prˇesnost.
• p+ (true positive) = pocˇet dokument˚u klasifikovany´ch do spra´vne´ trˇ´ıdy
1Tre´novac´ı fa´ze je prˇ´ıkladem ucˇen´ı s ucˇitelem, kdy zna´me trˇ´ıdy, do ktery´ch se budou tre´novac´ı vzorky
dat prˇiˇrazovat.
2MR = Misclassification Rate, neboli pravdeˇpodobnost sˇpatne´ klasifikace. Cˇ´ım nizˇsˇ´ı hodnoty naby´va´,
t´ım kvalitneˇjˇs´ı vy´sledky ma´ klasifika´tor.
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C1 C2
C1 true positive false negative
C2 false positive true negative
• n− (true negative) = pocˇet dokument˚u spra´vneˇ neklasifikovany´ch do trˇ´ıdy
• p− (false positive) = pocˇet dokument˚u klasifikovany´ch do chybne´ trˇ´ıdy
• n+ (false negative) = pocˇet dokument˚u chybneˇ neklasifikovany´ch do trˇ´ıdy
Mus´ı platit, zˇe p+ + p−+ n+ + n− = N , kde N je rovno celkove´mu pocˇtu dokument˚u v
testovac´ı mnozˇineˇ.
Prˇesnost(precision)
Uda´va´ pocˇet spra´vneˇ spra´vneˇ klasifikovany´ch dokument˚u v pomeˇru k pocˇtu vsˇech doku-
ment˚u, ktere´ byly klasifikovane´ do jake´koliv trˇ´ıdy.
precision =
p+
p+ + n+
Z jine´ho pohledu lze na prˇesnot pohl´ızˇet jako na pravdeˇpodobnost vy´beˇru spra´vneˇ klasi-
fikovane´ho dokument˚u z mnozˇiny vsˇech klasifikovany´ch.
U´plnost(recall)
Je metrikou, ktera´ vyjadrˇuje pravdeˇpodobnost, s jakou mezi je dokument spra´vneˇ klasi-
fikova´n do prˇ´ıslusˇne´ kategorie.
recall =
p+
p+ + p−
Chybovost(error rate)
Je cˇasto vyuzˇ´ıvany´m meˇrˇ´ıtkem pro hodnocen´ı klasifikacˇn´ıch metod. Uda´va´ pomeˇr vsˇech
sˇpatneˇ klasifikovany´ch dokument˚u ku vsˇem dokument˚um v testovac´ı mnozˇineˇ dokument˚u.
Kromeˇ na´zvu Error-rate se v literaturˇe cˇasto mu˚zˇeme setkat s pojmem Misclassification
Rate - MR; jejich vy´znam je v kontextu klasifikace totozˇny´.
error rate =
n+ + p−
p+ + p− + n− + n+
Obecneˇ mu˚zˇeme MR cha´pat jako pravdeˇpodobnost, s jakou klasifika´tor dany´ dokument
D zarˇa´d´ı do sˇpatne´ trˇ´ıdy.
Kromeˇ teˇchto existuje cela´ rˇada dalˇs´ıch metrik, ktere´ dohromady tvorˇ´ı mocny´ na´stroj
pro popis vlastnost´ı klasifikacˇn´ıch metod. Z dalˇs´ıch d˚ulezˇity´ch metrik se cˇasto pouzˇ´ıva´ take´
naprˇ. fallout, f-measure, sensitivity, specificity a jine´.
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2.5 Tradicˇn´ı klasifikacˇn´ı metody
2.5.1 Rozhodovac´ı stromy
Rozhodovac´ı strom je stromova´ struktura, v nizˇ uzly nesou hodnotu urcˇite´ho atributu
z mnozˇiny atribut˚u, hrany mezi uzly definuj´ı podmı´nku vztahuj´ıc´ı se k atributu vy´sˇe
polozˇene´mu uzlu a listy uda´va´j´ı trˇ´ıdu, do nizˇ je vstupn´ı vzorek klasifikova´n. Rozhodovac´ı
strom je graficky´m vyja´drˇen´ım rozhodovac´ıch pravidel, v ra´mci klasifikace je mozˇne´ na na
rozhodovac´ı strom a rozhodovac´ı pravidla nahl´ızˇet jako na ekvivalentn´ı modely pro klasi-
fikaci.
U rozhodovac´ıch stromu˚ je d˚ulezˇite´ spra´vne´ sestrojen´ı samotne´ho stromu, tedy pos-
tupne´m urcˇen´ı “nejvy´znamneˇjˇs´ıch” atribut˚u s nejvysˇsˇ´ı rozhodovac´ı schopnost´ı a rozdeˇlen´ı
hodnot atributu.
Neuronove´ s´ıteˇ
Obl´ıbeny´m klasifikacˇn´ım modelem jsou umeˇle´ neuronove´ s´ıteˇ, ktere´ simuluj´ı chova´n´ı s´ıt´ı
neuron˚u lidske´ho mozku. Za´kladn´ı jednotkou neuronove´ s´ıteˇ je neuron se vstupy a vy´stupy.
Pro kazˇdy´ vstup xi neuronu i je definova´na va´ha wi a pro cely´ neuron bias Θ; transfor-
mac´ı vypocˇ´ıtane´ sumy
n∑
i=1
wixi + Θ
jistou aktivacˇn´ı funkc´ı z´ıska´me vy´stupn´ı hodnotu neuronu, ktera´ mu˚zˇe by´t v prˇ´ıpadeˇ s´ıt´ı
neuron˚u sˇ´ıˇrena na vstupy jiny´ch neuron˚u, prˇ´ıpadneˇ mu˚zˇe tvorˇit vy´stupn´ı hodnotu klasifikace
vzorku.
Ucˇen´ı pro klasifikaci neuronovy´mi s´ıteˇmi spocˇ´ıva´ ve spra´vne´m nastaven´ı vah wi vsˇech
neuron˚u ni a biasu Θ u vsˇech neuron˚u s´ıteˇ tak, aby vy´stupy koncovy´ch neuron˚u spra´vneˇ
ohodnotily vzorky do prˇ´ıslusˇne´ trˇ´ıdy. Na pocˇa´tku se hodnoty nastav´ı na´hodneˇ a postupny´m
testova´n´ım se upravuj´ı do te´ doby, dokud nedosa´hneme pozˇadovane´ prˇesnosti.
Nejcˇasteˇji pouzˇ´ıvanou neuronovou s´ıt´ı je s´ıt Backpropagation tvorˇena´ neurony nazy´vany´mi
perceptron. Neurony v s´ıti Backpropagation jsou seskupeny do vrstev; rozliˇsujeme vstupn´ı
vrstvu, skryte´ vrsty a vrstvu vy´stupn´ı. Vstupn´ı vrstva je tvorˇena neurony prˇij´ımaj´ıc´ı vstupn´ı
hodnoty. Ve skryty´ch vsrtva´ch docha´z´ı k postupne´mu zpracova´n´ı hodnot ze vstupn´ı vrstvy
a k sˇ´ıˇren´ı hodnot do vrstvy vy´stupn´ı, jej´ızˇ neurony na vy´stupu urcˇuj´ı vy´slednou hodnotu
vstupn´ıho vzorku. Ucˇen´ı s´ıteˇ Backpropagation je zalozˇena´ na zpeˇtne´m sˇ´ıˇren´ı chyby, kdy se
hodnota vy´stupn´ı vrstvy porovna´va´ s ocˇeka´vanou hodnotou a podle toho jsou upraveny
va´hy neuron˚u od posledn´ı vrstvy azˇ po vrstvu vstupn´ı.
Metoda k-sousedstv´ı (k-nearest neighbor)
Velice jednoduchou metodou pro klasifikaci textu je metoda k-sousedstv´ı pracuj´ıc´ı na prin-
cipu, zˇe dva sobeˇ podobne´ dokumenty budou pravdeˇpodobneˇ zarˇazene´ do stejne´ trˇ´ıdy.
Podobnost dokument˚u se urcˇuje na za´kladeˇ Eukleidovske´ vzda´lenosti vektor˚u popisuj´ıc´ıch
dokument. Z tre´novac´ıch dat je vybra´no pra´veˇ k vzor˚u, jejichzˇ vzda´lenost je nejmensˇ´ı k
pra´veˇ klasifikovane´mu prvku. Klasifikovany´ prvek je potom zarˇazen do te´ trˇ´ıdy, ktera´ je
nejcˇetneˇjˇs´ı u teˇchto k vybrany´ch prvk˚u.
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Kapitola 3
Klasifikace dokument˚u zalozˇena´ na
asociacˇn´ıch pravidlech
3.1 Klasifikace textovy´ch dokument˚u
Klasifikace textovy´ch dat (TC - Text Classification) je u´loha automaticke´ho trˇ´ıdeˇn´ı doku-
ment˚u do dany´ch trˇ´ıd (kategori´ı). Tato u´loha spada´ do oblasti z´ıska´va´n´ı informac´ı(Information
Retrieval) a strojove´ho ucˇen´ı(Machine Learning).
Typicky prvn´ım krokem prˇi klasifikaci textovy´ch dat je transformace dokumentu, ktery´
je ve veˇtsˇineˇ prˇ´ıpad˚u reprezentova´n jako rˇeteˇzec znak˚u, do podoby vhodne´ pro algoritmus
klasifikacˇn´ı metody. Vy´zkumy posledn´ıch let pouka´zaly prˇedevsˇ´ım na d˚ulezˇitost stemmingu
slov - urcˇen´ı korˇene slov. To vede k reprezentaci textu jako dvojice atribut-hodnota, kde u
kazˇde´ho slova (slovn´ıho korˇene) evidujeme pocˇet vy´skyt˚u v dokumentu. Jedn´ım z proble´mu˚
prˇi stemmingu je velky´ pocˇet irelevantn´ıch slov, proto se veˇtsˇinou pouzˇ´ıvaj´ı r˚uzne´ techniky
vedouc´ı k redukci pocˇtu slov.
Obecneˇ se prˇi klasifikaci textu postupuje obdobneˇ jako u klasifikace relacˇn´ıch dat - z
tre´novac´ı mnozˇiny dat ze vytvorˇ´ı klasifikacˇn´ı schema, podle ktere´ho na´sledneˇ klasifikujeme
dalˇs´ı dokumenty. Za´sadn´ı rozd´ıl je ve skutecˇnosti, zˇe relacˇn´ı data jsou plneˇ strukturovana´,
naprˇ. v n-tici { slunecˇno, teplo, vlhko, bezveˇtrˇ´ı, procha´zka } hodnota slunecˇno koresponduje
s atributem stavMracˇen, hodnota horko s atributem teplota atd . . . . C´ılem asociacˇn´ı analy´zy
je rozhodnout, jaka´ mnozˇina dvojic atribut-hodnota atributu ma´ nejveˇtsˇ´ı vliv na to, zda
se p˚ujde jista´ osoba proj´ıt na procha´zku. Oproti tomu databa´ze dokument˚u nejsou takto
strukturovane´ a klasicke´ relacˇn´ı klasifikacˇn´ı metody, naprˇ. klasifikacˇn´ı stromy, zde nejsou
efektivn´ı.
3.1.1 Prakticke´ vyuzˇit´ı
Filtrova´n´ı textu
Filtrova´n´ı textu je proces ohodnocen´ı, cˇi klasifikace prˇ´ıchoz´ıch dokument˚u podle jejich ob-
sahu a rozhodnut´ı, zda dokument je prˇ´ıpustny´, cˇi nikoliv. Typicky´my prˇ´ıpady filtrovac´ıho
syste´mu jsou filtr elektronicke´ posˇty, filtr neprˇ´ıpustne´ho obsahu, nebo filtr prˇ´ıspeˇvk˚u do
internetovy´ch diskuz´ı. Filtrovac´ı syste´m mu˚zˇe blokovat prˇijet´ı dokumentu, o ktery´ prˇ´ıjemce
nema´ za´jem. Filtrova´n´ı je prˇ´ıpad bina´rn´ıho TC, kdy se prova´d´ı klasifikace dokument˚u do
dvou disjunktn´ıch kategori´ı - relevantn´ı a irelevantn´ı.
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Organizace dokument˚u
Potrˇeba organizovat dokumenty do kategori´ı je zde od pocˇa´tku existence textovy´ch doku-
ment˚u v˚ubec. Kra´tky´ popis dokumentu (naprˇ. formou na´zvu souboru) je vy´hodny´ prˇi
prohl´ızˇen´ı male´ho pocˇtu dokument˚u, prˇi veˇtsˇ´ım mnozˇstv´ı je vyhleda´n´ı konkre´tn´ıho doku-
mentu obt´ızˇne´. Proto dokumenty organizujeme hierarchicky do kategori´ı, podkategori´ı atd.
Naprˇ. v redakci novin mu˚zˇe prˇij´ıt pozˇadavek na organizaci napsany´ch cˇla´nk˚u pro bu-
douc´ı jednodusˇsˇ´ı vyhleda´va´n´ı. Mozˇny´mi kategoriemi zde mohou by´t “Zpra´vy z domova”,
“Zahranicˇn´ı zpra´vy”, “Sportovn´ı zpra´vy” aj.
3.2 Klasifikace webovy´ch stra´nek
World Wide Web prˇedstavuje celosveˇtovy´ obrovsky´ distribuovany´ zdroj informacˇn´ı cen-
trum novinovy´ch zpra´v, reklam, obchodn´ıch informac´ı, ucˇebn´ıch materia´l˚u, a mnoha dalˇs´ıch
informacˇn´ıch sluzˇeb. Mimo jine´ Web poskytuje take´ bohatou dynamickou kolekci hyper-
linkovy´ch odkaz˚u, informac´ı o prˇ´ıstupech na stra´nku, za´teˇzˇ´ı server˚u, a dalˇs´ıch informac´ı
vhodny´ch pro dolova´n´ı znalost´ı.
Obra´zek 3.1: Oddeˇlen´ı textu a struktury webove´ho dokumentu
Slozˇitost webovy´ch dokument˚u(stra´nek) je daleko veˇtsˇ´ı nezˇ u jake´koliv kolekce tradicˇn´ıch
textovy´ch dokument˚u. Webove´ stra´nky postra´daj´ı sjednocenou strukturu dokumentu, jako
je naprˇ. na´zev autora, obsah atd. . . a vyhleda´va´n´ı v nich je proto obt´ızˇne´. Rˇ´ıka´ se, zˇe 99%
informac´ı na Webu je pro 99% na´vsˇteˇvn´ık˚u nepotrˇebny´ch. Toto pravidlo zcela odpov´ıda´
skutecˇnosti, kdy je proble´m v za´val˚u webovy´ch dokument˚u proble´m naj´ıt ty, ktere´ odpov´ıdaj´ı
nasˇim za´jmu˚m v dane´ oblasti. Klasifikace webovy´ch stra´nek je ale take´ v leccˇems podobna´
klasifikaci obycˇejny´ch textovy´ch dokument˚u. Kromeˇ samotne´ho textu je dalˇs´ım mozˇny´m
zdrojem znalost´ı rozmı´steˇn´ı prvk˚u dokumentu, tj. rozlozˇen´ı a vlastnosti jednotlivy´ch cˇa´st´ı
jako jsou navigacˇn´ı menu, reklamn´ı banner, nebo teˇlo dokumentu. Je zrˇejme´, zˇe naprˇ. we-
bova´ stra´nka zpravodajske´ho den´ıku bude mı´t jine´ rozlozˇen´ı, nezˇ osobn´ı stra´nka, cˇi blog.
V oblasti dolova´n´ı znalost´ı segmentac´ı prob´ıhaj´ı vy´zkumy intenzivneˇ azˇ v posledn´ı dobeˇ,
veˇnuje se j´ı naprˇ. [20].
Idea´ln´ı klasifika´tor prˇi urcˇova´n´ı trˇ´ıdy, do ktere´ dokument patrˇ´ı, prova´d´ı klasifikaci
dvakra´t - jednak se provede klasifikace podle textove´ho obsahu stra´nky, jednak se dokument
klasifikuje podle rozlozˇen´ı cˇa´st´ı dokument˚u na stra´nce. U´kolem klasifikacˇn´ıho syste´mu je
pak vy´sledky obou krok˚u sjednotit a urcˇit kategorii podle obou kriteri´ı.
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3.2.1 Klasifikace s vyuzˇit´ım asociacˇn´ıch pravidel
Metoda zalozˇena´ na asociacˇn´ıch pravidlech klasifikuje dokumenty na za´kladeˇ asociace cˇasto
se vyskytuj´ıc´ıho vzorku textu (slovo, slovn´ı spojen´ı) s trˇ´ıdou, ktera´ je t´ımto vzorkem
reprezentovana´. Proble´m je, zˇe v textu se vyskytuje mnoho cˇasto se opakuj´ıc´ıch vzork˚u
(spojky, prˇedlozˇky), ktere´ o zarˇazen´ı do trˇ´ıdy nemaj´ı zˇa´dny´ vliv; u´kolem asociacˇn´ı klasi-
fika´toru je tyto vzorky vyloucˇit a naj´ıt pouze vhodne´ vzorky textu.
V prˇ´ıpadeˇ dat relacˇn´ıch se asociacˇn´ı klasifika´tor od textove´ho odliˇsuje zejme´na ve fa´zi
dolova´n´ı asociacˇn´ıch pravidel, kdy mı´sto vzork˚u textu tvorˇ´ı frekventovane´ mnozˇiny dvojice
atribut-hodnota.
Asociacˇn´ı klasifika´tory pracuj´ı obecneˇ v neˇkolika kroc´ıch. Nejprve mus´ı data prˇipravit
pro metodu dolova´n´ı asociacˇn´ıch pravidel. Nalezena´ pravidla se na´sledneˇ mohou serˇadit
podle kvality a pra´veˇ na za´kladeˇ teˇchto pravidel klasifika´tor urcˇ´ı, do ktere´ trˇ´ıdy dokument
patrˇ´ı. Pro klasifikaci asociacˇn´ımi pravidly existuje cela´ rˇada metod.
Jednoducha´ metoda CBA(Classification-Based Association)[14] prova´d´ı v´ıcena´sobne´ pr˚u-
chody daty a hleda´ asociacˇn´ı pravidla, prˇitom pracuje na principu podobne´m algoritmu
Apriori. Novy´ dokument je zarˇazen do te´ trˇ´ıdy, ktera´ je pokryta´ prvn´ım pravidlem v serˇazene´
mnozˇineˇ z´ıskany´ch asociacˇn´ıch pravidel.
Metoda CMAR(Classification based od Multiple Association Rules)[13]je v mnohe´m
podobna´ prˇedchoz´ı metodeˇ, liˇs´ı se vsˇak prˇ´ıstupem, jaky´m se hledaj´ı asociacˇn´ı pravidla, a
jaky´m se vytva´rˇ´ı samotny´ klasifika´tor. Mı´sto algoritmu Apriori je pro nalezen´ı asociacˇn´ıch
pravidel pouzˇita´ varianta efektivn´ıho algoritmu FP-growth(Frequent Pattern-growth)[12],
ktera´ v datove´ strukturˇe nazy´vane´ FP-strom(FP-tree) uchova´va´ informace o vsˇech frekven-
tovany´ch mnozˇina´ch datove´ho souboru. Pro uchova´n´ı asociacˇn´ıch pravidel pouzˇ´ıva´ take´
stromovou strukturu, tzv. CR-strom(Classification Rule-tree). Metoda CMAR dosahuje prˇi
prakticke´m pouzˇit´ı vysˇsˇ´ı efektivity klasifikace a vysˇsˇ´ı pr˚umeˇrne´ prˇesnosti klasifikace nezˇ
algoritmus CBA[13].
Apriori
CBA
>> database <<
CMAR
>> fp tree <<
ARC - BC
>> database(impl) <<
FP Growth
Apriori l ike
(FP Growth)
...
Single 
Category 
Multiple 
Category 
Complexity 
Obra´zek 3.2: Oddeˇlen´ı textu a struktury webove´ho dokumentu
Nevy´hodou vy´sˇe zmı´neˇny´ch metod CBA a CMAR bylo, zˇe klasifikovaly vzorky pouze do
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jedne´ trˇ´ıdy. V praxi se s dokumenty na´lezˇ´ıc´ımi vy´hradneˇ do jedne´ kategorie setka´me velmi
zrˇ´ıdka a vy´sledky klasifikace takove´ho dokumentu pak mohou by´t znacˇneˇ zkreslene´. Tento
za´sadn´ı proble´m dal za vznik dveˇma metoda´m urcˇeny´m vy´hradneˇ pro klasifikaci textovy´ch
dat - metoda´m ARC-AC(Association Rule-based Classifier with All Categories) a ARC-
BC(Association Rule-base Classifier By Category). Obeˇ metody se liˇs´ı pouze ve zp˚usobu
hleda´n´ı asociacˇn´ıch pravidel. Zat´ımco ARC-AC hleda´ pravidla v cele´ tre´novac´ı mnozˇineˇ
dokument˚u, ARC-BC nejprve rozdeˇl´ı dokumenty do skupin podle kategorie, do ktere´ patrˇ´ı,
a extrakci asociacˇn´ıch pravidel pak prova´d´ı zvla´sˇt’ pro kazˇdou skupinu. Podle [24] je ARC-
BC vy´hodny´ i v prˇ´ıpadeˇ kategori´ı, do ktery´ch spada´ pouze male´ procento dokument˚u.
3.3 Metoda ARC-BC
Pro klasifikaci dokument˚u vzniklo velke´ mnozˇstv´ı r˚uzny´ch metod. Metoda ARC-BC[1] se
snazˇ´ı zkombinovat jejich prˇednosti (rychlost, interpretovatelnost) do klasifikacˇn´ı metody
vyuzˇ´ıvaj´ıc´ı asociacˇn´ı pravidla. Klasifika´tor byl navrzˇen s ohledem na dva hlavn´ı proble´my:
(1) nalezen´ı kvalitn´ıch reprezentativn´ıch asociacˇn´ı pravidel v textovy´ch datech generova´n´ım
a prorˇeza´va´n´ım; a (2) pouzˇit´ı nalezeny´ch pravidel k vybudova´n´ı textove´ho klasifika´toru.
3.3.1 Popis metody
ARC-BC klasifika´tor (Association Rule-based Classifier By Category) je klasicky´m aso-
ciacˇn´ım klasifika´torem. Oznacˇen´ı ARC-BC vyjadrˇuje hned neˇkolik d˚ulezˇity´ch informac´ı o
klasifika´toru. ARC rˇ´ıka´, zˇe klasifika´tor pracuje na principu generova´n´ı asociacˇn´ıch pravidel,
BC potom uprˇesnˇuje, jaky´m zp˚usobem se generuj´ı asociacˇn´ı pravidla v jednotlivy´ch kate-
gori´ıch. V prˇ´ıpade ARC-BC se postupuje tak, zˇe pokud dokument na´lezˇ´ı do v´ıce jak jedne´
trˇ´ıdy, potom se vyskytuje ve vstupn´ıch datech tolikra´t, do kolika trˇ´ıd patrˇ´ı a dolova´n´ı
pravidel se prova´d´ı samostatneˇ pro kazˇdou mnozˇinu dokument˚u Di, ve ktere´ jsou pouze
dokumenty na´lezˇ´ıc´ı do trˇ´ıdy ci. Naproti tomu metoda ARC-AC (Association Rule-based
Classifier with All Categories)[24] doluje asociacˇn´ı pravidla z kompletn´ı mnozˇiny doku-
ment˚u. Proble´mem metody ARC-AC je, zˇe obt´ızˇneˇ zpracova´va´ kategorie, do ktery´ch spada´
jen maly´ pocˇet dokument˚u, viz.[1].
Na vstup klasifika´toru prˇedlozˇ´ıme kolekci dokument˚u (obecneˇ jaky´chkoliv dat), po
proveden´ı rˇady krok˚u je nalezen klasifikacˇn´ı model. Prvn´ım krokem v tomto netrivia´ln´ım
procesu je prˇedzpracova´n´ı vstupn´ıch dat1. Dalˇs´ım krokem je vybudova´n´ı asociacˇn´ıho klasi-
fika´toru hleda´n´ım asociacˇn´ıch pravidel algoritmem Apriori.2, Jakmile je vygenerovana´ mnozˇina
asociacˇn´ıch pravidel, d˚ulezˇity´m krokem je pouzˇit´ı prorˇeza´vac´ıch technik vedouc´ıch k redukci
pocˇtu pravidel. Fa´ze redukce pravidel je velice d˚ulezˇita´, nebot’ velke´ mnozˇstv´ı pravidel ma´
za´sadn´ı vliv na rychlost klasifika´toru. Po prorˇeza´n´ı pravidel je vytvorˇen asociacˇn´ı klasi-
fika´tor - jeho znalostn´ı ba´zi tvorˇ´ı prozerˇana´ asociacˇn´ı pravidla. V posledn´ım kroku se
vytvorˇene´mu klasifika´toru prˇedkla´da´ dokument ke klasifikaci a klasifika´tor se snazˇ´ı prˇedpoveˇdeˇt
do ktere´ trˇ´ıdy (resp. trˇ´ıd) dokument na´lezˇ´ı. Princip cˇinnosti klasifika´toru zalozˇene´ho na gen-
erova´n´ı asociacˇn´ıch pravidel je zobrazen na Obra´zku 7.3
1Data mohou by´t v surove´ podobeˇ zasˇumeˇna´, neu´plna´, cˇi duplicitn´ı, pro spra´vnou funkcˇnost klasifika´toru
je potrˇeba tyto neduhy odstranit; viz naprˇ. [11]
2Algoritmus Apriori je jednoduchy´ algoritmus pro hleda´n´ı asociacˇn´ıch pravidel, jeho nevy´hodou je (v
prˇ´ıpadeˇ velke´ho mnozˇstv´ı dat) velka´ cˇasova´ na´rocˇnost a nutnost mı´t sta´le aktivn´ı prˇ´ıstup ke zdroji dat (naprˇ.
databa´ze). Nen´ı proble´m nahradit algoritmus Apriori jiny´m, vy´konneˇjˇs´ım, algoritmem (naprˇ. algoritmem
FPTree[11]), nicme´neˇ pro pouzˇit´ı v klasifika´toru, kde k fa´zi tre´nova´n´ı docha´z´ı pouze zrˇ´ıdka, nen´ı jeho pouzˇit´ı
nezbytne´.
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Obra´zek 3.3: Data z tre´novac´ı mnozˇiny jsou prˇedzpracovana´ a jsou z nich vydolovane´ asociacˇn´ı
pravidla. Na za´kladeˇ pravidel je natre´nova´n asociacˇn´ı klasifika´tor. Odbdobny´m zp˚usobem probeˇhne
nalezen´ı pravidel u testovac´ı mnozˇiny dat; tato pravidla ale slouzˇ´ı k validaci klasifika´toru.
V dalˇs´ıch cˇa´stech te´to kapitoly budou popsa´ny jednotlive´ fa´ze cˇinnosti algoritmu, tj.
fa´ze prˇedzpracova´n´ı dat, dolova´n´ı asociacˇn´ıch pravidel, prorˇeza´n´ı asociacˇn´ıch pravidel a
fa´ze klasifikace nove´ho dokumentu.
3.3.2 Prˇedzpracova´n´ı dat
Dalˇs´ı z mnoha vy´hod metody spocˇ´ıva´ ve snadne´m prˇizp˚usoben´ım se na r˚uzne´ zdroje dat -
textova´ data, relacˇn´ı, transakcˇn´ı aj. Origina´ln´ı verze metody pracuje nad textovy´mi daty
a ocˇeka´va´ dokumenty ve tvaru Di={Cati, t1, t2, t3,. . . tn. Pro spra´vnou funkcˇnost klasi-
fika´toru je nutne´ data prˇeve´st do te´to podoby, nebo modifikovat algoritmus pro dolova´n´ı
asociacˇn´ıch pravidel. Teoreticky je mozˇne´ pouzˇ´ıt jaky´koliv algoritmus pro dolova´n´ı aso-
ciacˇn´ıch pravidel, cˇ´ımzˇ se znacˇneˇ rozsˇiˇruj´ı mozˇnosti klasifikace.
3.3.3 Dolova´n´ı asociacˇn´ıch pravidel
Pokud jizˇ ma´me prˇipravena vstupn´ı data, algoritmem Apriori se vygeneruj´ı asociacˇn´ı pravidla.
V neˇktery´ch prˇ´ıpadech (velmi cˇasto) mu˚zˇeme narazit na proble´m, zˇe vygenerovany´ch pravidel
je prˇ´ıliˇs velke´ mnozˇstv´ı, z toho rˇada mu˚zˇe by´t pro klasifikaci zbytecˇna´. Z teˇchto d˚uvod˚u se
generuj´ı pouze pravidla, ktere´ maj´ı na prave´ straneˇ oznacˇen´ı neˇjake´ trˇ´ıdy ci.
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Algoritmus 1 ARC-BC Dolova´n´ı asociacˇn´ıch pravidel v dokumentech
Vstup: Mnozˇina dokument˚u D ve tvaru Di={Cati, t1, t2, t3,. . . tn }, kde Cati je kate-
gorie prˇiˇrazena´ dokumentu, tn jsou vybrane´ vy´razy; Minima´ln´ı spolehlivost minsupp;
Minima´ln´ı spolehlivost minconf;
Vy´stup: Mnozˇina asociacˇn´ıch pravidel ve tvaru t1 ∧ t2 ∧ t3 ∧ . . . ∧ tn ⇒ Cati kde Cati je
kategorie a tj je neˇjaky´ vy´raz;
1: C1 ←{ Kandida´ti na 1-frekventovane´ mnozˇiny a jejich podpora }
2: F1 ←{ Frekventovane´ 1-mnozˇiny a jejich podpora }
3: i = 2
4: while Fi−1 6= ∅ do
5: pi1 = i/2
6: pi2 = i− pi1
7: Ci = Fpi1 ./ Fpi2
8: Ci = Ci − {c|sizeof(c) 6= i}
9: Fi = {c ∈ Ci|support(c) ≥ minsupp}
10: end while
11: M =
⋃
i{c ∈ Fi|i ≥ 1}
12: R = ∅
13: for all frequent itemsets f in M do
14: najdi vsˇechny dx z D, ktere´ obsahuj´ı f , a vytvorˇ asociacˇn´ı pravidla rx : f ⇒ Catx
15: if confidence(rx) ≥ minconf then
16: R = R ∪ rx
17: end if
18: end for
V kroc´ıch (1 a 2) jsou nalezeni kandida´ti na frekventovane´ 1-mnozˇiny. V praxi to zna-
mena´ nale´zt takove´ vy´razy, ktere´ jsou pravdive´ v tolika dokumentech F , aby byla splneˇna
podmı´nka minima´ln´ı podpory minsupp. Vytva´rˇen´ı i-frekventovany´ch mnozˇin prob´ıha´ spo-
jen´ım jizˇ vytvorˇeny´ch frekventovany´ch mnozˇin nizˇsˇ´ıho rˇa´du (kroky 4 − 11). Generova´n´ı
se opakuje tak dlouho, dokud v dane´m kroku i, i ≥ 2 nejsou nalezene´ zˇa´dne´ frekven-
tovane´ i-mnozˇiny. Po nalezen´ı vsˇech frekventovany´ch mnozˇin Fi|i ≥ 1 v mnozˇineˇ doku-
ment˚u D se nalezne mnozˇina asociacˇn´ıch pravidel MR, ktera´ obsahuje pravidla R ve tvaru
R : t1 ∧ t2 ∧ t3 ∧ . . . ∧ tn ⇒ Cati, viz. kroky (12− 16).
3.3.4 Prorˇeza´va´n´ı asociacˇn´ıch pravidel
Vy´stupem prˇedchoz´ı fa´ze metody byla sada asociacˇn´ıch pravidel, ktera´ jisty´m zp˚usobem
popisuj´ı textovy´ dokument. Teˇchto pravidel mu˚zˇe by´t v neˇktery´ch prˇ´ıpadech velke´ mnozˇstv´ı,
cozˇ zp˚usobuje r˚uzne´ komplikace prˇi na´sledne´ klasifikaci.
Jednak muzˇe obrovske´m mnozˇstv´ı pravidel obsahovat sˇum vedouc´ı k chyba´m prˇi klasi-
fikaci, se zvysˇuje doba klasifikace. Pro rˇesˇen´ı proble´mu velke´ho pocˇtu pravidel se prova´d´ı
prorˇeza´n´ım asociacˇn´ıch pravidel - odstraneˇn´ım irelevantn´ıch a ma´lo obecny´ch pravidel.
V prˇ´ıpadeˇ, kdy pozˇadujeme opravdu rychle´ odezvy (online zpracova´n´ı dotaz˚u atd . . . ) je
prorˇeza´n´ı asociacˇn´ıch pravidel jizˇ v´ıce me´neˇ nutnost´ı, nezˇ mozˇnost´ı k prˇ´ıpadne´mu urychlen´ı.
Prˇed samotny´m prorˇeza´n´ım je vy´hodne´ urcˇit porˇad´ı, ve ktere´m se budou pravidla v mnozˇineˇ
zpracova´vat podle Definice 3.3.5:
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1. health=bad ∧ finance=bad ∧ children=0 ⇒ Class=looser (0.03, 0.85)
2. health=bad ∧ finance=perfect ∧ children=2 ⇒ Class=lucky (0.2, 0.95)
3. health=bad ⇒ Class=looser (0.4, 0.98)
4. health=good ∧ finance=bad ⇒ Class=healthy (0.23, 0.77)
Tabulka 3.1: Mnozˇina R asociacˇn´ıch pravidel nalezeny´ch v prvn´ıch fa´zi
Definice 3.3.5 Meˇjme pravidla R1: T1 ⇒ C a R2: T2 ⇒ C. Potom pravidlo R1 je
obecneˇjˇs´ı nezˇ pravidlo R2 pra´veˇ tehdy, kdyzˇ T1 ⊆ T2.
Algoritmus pro prorˇeza´n´ı pravidel je postaven na jednoduche´m principu - projdi mnozˇinu
vsˇech asociacˇn´ıch pravidel, ponechej nejv´ıce obecna´ pravidla (s maly´m pocˇtem vy´raz˚u na
leve´ straneˇ) s nejvysˇsˇ´ı spolehlivost´ı, ostatn´ı pravidla smazˇ. [1] navrhuj´ı algoritmus, ktery´
prova´d´ı jesˇteˇ agresivneˇjˇs´ı redukci pocˇtu asociacˇn´ıch pravidel, nicme´neˇ pro u´cˇely dolova´n´ı
naprˇ. vizua´ln´ıch vlastnost´ı plneˇ vystacˇuje postup podle Algoritmu 2.
Prˇedpokla´dejme, zˇe dolovac´ı algoritmus s fa´ze 1 nasˇel sadu asociacˇn´ıch pravidel, ktera´
je v Tabulce 1.1. Mnozˇina obsahuje cˇtverˇici pravidel, ktera´ klasifikuj´ı cˇloveˇka podle hodnot
atribut˚u health, finance a children do jedne´ ze trˇ´ıd {looser, healthy, lucky}. V za´vorce za aso-
ciacˇn´ımi pravidly je hodnota podpory pravidla support a hodnota spolehlivosti asociacˇn´ıho
pravidla confidence.
Tato pravidla jsou vstupem pro algoritmus prorˇeza´n´ı pravidel, ktery´ zjist´ı, zˇe pravidlo
cˇ. 3 svy´mi atributy na leve´ straneˇ pokry´va´ pravidlo 1 a 2, prˇicˇemzˇ spolehlivost pravidla
3 je vysˇsˇ´ı nezˇ spolehlivost 1. a 2. pravidla. Proto budou prvn´ı dveˇ pravidla odstraneˇny.
Odstraneˇn´ı pravidel je zcela logicky´m krokem - procˇ uchova´vat pravidla, ktera´ maj´ı nizˇsˇ´ı,
prˇ´ıp. stejnou podporu (pravidlo t1 ⇒ c1 ma´ vzˇdy vysˇsˇ´ı, nebo stejnou podporu jako pravidlo
t1 ∧ t2 ⇒ c1) a za´rovenˇ nemaj´ı vysˇsˇ´ı spolehlivost?
Algoritmus 2 Prorˇeza´n´ı asociacˇn´ıch pravidel
Vstup: Mnozˇina R asociacˇn´ıch pravidel z´ıskany´ch ve fa´z´ı dolova´n´ı asociacˇn´ıch pravidel
Vy´stup: Zredukovana´ mnozˇina asociacˇn´ıch pravidel R′ obsahuj´ıc´ı pravidla, ktera´ budou
pouzˇita ve fa´zi klasifikace
1: Serˇad’ pravidla v R podle Definice 3.3.5
2: for all pravidla r in R do
3: najdi pravidla, ktera´ jsou v´ıce obecna´, nezˇ r a odstranˇ ta, ktera´ maj´ı nizˇsˇ´ı spolehlivost,
nezˇ ma´ r
4: end for
3.3.6 Klasifikace nove´ho dokumentu
Mnozˇina asociacˇn´ıch pravidel, ktera´ prosˇla s´ıtem prozerˇa´n´ı pravidel v prˇedchoz´ım kroku
tvorˇ´ı znalostn´ı ba´zi klasifika´toru. Podle teˇchto pravidel se bude klasifikacˇn´ı algoritmus snazˇit
prˇedpoveˇdeˇt, do ktere´ trˇ´ıdy noveˇ prˇ´ıchoz´ı dokument patrˇ´ı.
Proces prˇedpoveˇdi prob´ıha´ tak, zˇe klasifika´tor procha´z´ı asociacˇn´ı pravidla ve znalostn´ı
ba´zi a zkousˇ´ı, jestli leve´ strany pravidel (kde jsou vy´razy) pokry´vaj´ı novy´ dokument. V
takove´m prˇ´ıpadeˇ se prˇiˇrad´ı s jistou pravdeˇpodobnost´ı dokument do trˇ´ıdy, ktera´ je na prave´
straneˇ testovane´ho asociacˇn´ıho pravidla.
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Obecneˇ mu˚zˇeme rozliˇsit dva typy klasifikace. Nejjednodusˇsˇ´ı zp˚usob zarˇazuje noveˇ prˇ´ıchoz´ı
dokument pra´veˇ do jedne´ trˇ´ıdy; do te´, ktera´ je podporˇena nejvysˇsˇ´ım soucˇtem spolehlivost´ı
asociacˇn´ıch pravidel pokry´vaj´ıc´ıch dokument. Nevy´hodou tohoto jednoduche´ho zp˚usobu
klasifikace je, zˇe dokument mu˚zˇe mı´t spolecˇne´ prvky s v´ıce trˇ´ıdami a klasifika´tor vybere
pouze nejv´ıce dominantn´ı trˇ´ıdu.
Sofistikovaneˇjˇs´ı zp˚usob umozˇnˇuje dokument prˇiˇradit do v´ıce trˇ´ıd. Origina´ln´ı metoda
prezentovana´ v [1] k tomu vyuzˇ´ıva´ tzv. dominantn´ı faktor. V te´to pra´ci byla pouzˇita
zjednodusˇena´ metodu, ktera´ rozdeˇl´ı pravidla pokry´vaj´ıc´ı dokument podle kategorie na prave´
straneˇ, a podle spolehlivosti pravidel pro kazˇdou trˇ´ıdu urcˇi, jak velka´ je d˚uveˇra v to, zˇe
dokument patrˇ´ı pra´veˇ do te´ konkre´tn´ı trˇ´ıdy.
Algoritmus 3 Klasifikace nove´ho dokumentu
Vstup: Novy´ dokument o; asociativn´ı klasifika´tor (ARC); minima´ln´ı spolehlivost (pra´h
spolehlivosti) c
Vy´stup: Kategorie, ke ktery´m je novy´ dokument prˇiˇrazen;
1: S ← ∅
2: for all asociacˇn´ı pravidla r v ARC do
3: if r ⊂ o then
4: proved’ cnt = cnt + 1
5: end if
6: if cnt == 1 then
7: frc ← spolehlivost pravidla r
8: prˇidej pravidlo r do mnozˇiny S
9: else if spolehlivost pravidla r > frc− c then
10: prˇidej pravidlo r do mnozˇiny S
11: else
12: exit
13: end if
14: end for
15: rozdeˇl mnozˇinu S do mnozˇin podle kategori´ı: S1, S2, . . . , Sn
16: for all vytvorˇene´ mnozˇiny S1, S2, . . . , Sn do
17: spocˇ´ıtej soucˇet spolehlivost´ı pravidel v mnozˇineˇ Sk a vydeˇl tento soucˇet pocˇtem
pravidel v Sk
18: end for
19: zarˇad’ o do kategori´ı s d˚uveˇrou, ktera´ je udana´ hodnotou vypocˇtenou v posledn´ım kroku
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Kapitola 4
Na´vrh syste´mu pro klasifikaci
webovy´ch stra´nek
V prˇedchoz´ıch kapitola´ch byl diskutova´n proble´m klasifikace dokument˚u, vcˇetneˇ dokument˚u
na Webu, byly vysveˇtleny metody, ktere´ byly pro klasifikaci s postupem cˇasu navrzˇene´ a
na´sledneˇ otestovane´. Pra´ce se zameˇrˇuje na klasifikace webovy´ch stra´nek z pohledu na´vrhu
komplexn´ıho klasifika´toru, tedy klasifika´toru, ktery´ by soucˇasneˇ klasifikoval na za´kladeˇ tex-
tove´ho charakteru dat a za´rovenˇ na za´kladeˇ vizua´ln´ıch vlastnost´ı (rozlozˇen´ı stra´nky) ve
formeˇ dat relacˇn´ıch. Te´to u´loze se zat´ım podrobneˇjˇs´ı vy´zkumy vyhy´baly, cˇa´stecˇneˇ se prob-
lematice klasifikace podle vzhledu stra´nek veˇnuje [20].
C´ılem pra´ce bude pokusit se o prˇizp˚usoben´ı textove´ho klasifikacˇn´ı metody ARC-BC pro
relacˇn´ı data. Metoda byla vybrana´ jednak s ohledem na dostatecˇnou prˇesnost klasifikace
textovy´ch dat [1], jednak proto, zˇe jsou vy´sledky metody ve formeˇ asociacˇn´ıch pravidel
snadno srozumitelne´ a prˇehledne´. Dalˇs´ım d˚uvodem bylo to, zˇe znalosti ve formeˇ asociacˇn´ıch
pravidel maj´ı dobry´ prˇedpoklad by´t vhodny´m typem pro klasifikaci pra´veˇ relacˇn´ıch dat.
4.1 Popis
V prˇ´ıpadeˇ dobry´ch vy´sledk˚u klasifikace vy´sˇe zmı´neˇne´ho klasifika´toru by bylo mozˇne´ jednoduchy´m
zp˚usobem sestrojit multikriteria´ln´ı klasifikacˇn´ı syste´m pro klasifikaci webovy´ch stra´nek.
Takovy´ syste´m by sesta´val z na´sleduj´ıc´ıch cˇa´st´ı:
• Syste´m pro extrakci vizua´ln´ıch vlastnost´ı z webovy´ch stra´nek
Jedn´ım z proble´mu˚ klasifikace podle vizua´ln´ıch vlastnost´ı je vydolova´n´ı informac´ı z
webovy´ch stra´nek. Touto problematikou se zaby´va´ Ing. Radek Burget PhD., ktery´ pro
potrˇeby projektu poskytne data z´ıskana´ vizua´ln´ım analyza´torem webovy´ch stra´nek.
Analyza´tor pracuje na principu detekce oblast´ı webove´ stra´nky.
• Syste´m pro extrakci textovy´ch informac´ı z webovy´ch stra´nek
Tato cˇa´st syste´mu by se starala o extrakci textovy´ch dat z webovy´ch stra´nek.
• Klasifika´tor ARC-BC
Samotna´ klasifikace prˇipraveny´ch dat by byla jednodusˇsˇe realizovana´ ARC-BC klasi-
fika´torem, ktery´ bude sesta´vat z vsˇech prˇ´ıslusˇny´ch cˇa´st´ı - z cˇa´sti pro dolova´n´ı aso-
ciacˇn´ıch pravidel, z cˇa´sti pro prorˇeza´n´ı asociacˇn´ıch pravidel a z cˇa´sti pro klasifikaci
novy´ch dokument˚u. Klasifika´tor by ze vstupn´ıch textovy´ch dat a dat vizua´ln´ıch vlast-
nost´ı klasifikoval stra´nku do prˇ´ıslusˇne´ trˇ´ıdy.
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Obra´zek 4.1: Syste´m pro klasifikaci webovy´ch stra´nek podle vizua´ln´ıch vlastnost´ı
Obra´zek 4.1 zachycuje princip cˇinnosti klasifikacˇn´ıho syste´mu (zde pouze vizua´ln´ıch
vlastnost´ı). Nejdrˇ´ıve docha´z´ı k vy´beˇru stra´nek, ktere´ budou reprezentovat tre´novac´ı mnozˇinu.
Analyza´tor vizua´ln´ıch vlastnost´ı z nich potom vydoluje informace o vzhledu a posˇle je do
syste´mu pro prˇedzpracova´n´ı dat. Zde se provede selekce relevantn´ıch vlastnost´ı a transfor-
mace dat do vhodne´ podoby. Klasifika´tor pouzˇije tato data pro natre´nova´n´ı a otestova´n´ı
vlastnost´ı. Podle dosazˇeny´ch vy´sledk˚u pak dojde bud’ k dalˇs´ım pokus˚um s vy´beˇrem vlast-
nost´ı pro klasifikaci (prˇ´ıp. k vy´beˇru nove´ mnozˇiny stra´nek), nebo se proces klasifikace ukoncˇ´ı
a klasifika´tor bude prˇipraveny´ pro klasifikaci stra´nek.
4.2 C´ıl projektu
Hlavn´ı idea projektu tkv´ı v centralizovane´m pojet´ı klasifikace webovy´ch stra´nek. Je zna´mo
mnoho metod pro klasifikaci textovy´ch dat, stejneˇ tak mnoho metod pro klasifikaci dat
relacˇn´ıch. C´ılem te´to pra´ce je pouzˇ´ıt neˇkterou ze stava´j´ıc´ıch klasifikacˇn´ıch metody a pokusit
se ji prˇizp˚usobit pro relacˇn´ı data, cˇ´ımzˇ by bylo na´sledneˇ mozˇne´ jej vyuzˇ´ıt pro zpracovan´ı
strukturovane´(semistukturovane´) i nestrukturovane´ cˇa´sti webove´ho dokumentu. Pro tento
u´cˇel jsem zvolil metodu ARC-BC.
Je zrˇejme´, zˇe v pr˚ubeˇhu adaptace klasifika´toru na relacˇn´ı data bude potrˇeba modifikovat
algoritmus metody ARC-BC a zaby´vat se proble´my (jako naprˇ. diskretizace num. atribut˚u),
o ktery´ch v prˇ´ıpadeˇ dat textovy´ch nen´ı nutne´ uvazˇovat.
Sestrojena´ klasifikacˇn´ı metoda bude po implementacˇn´ı cˇa´sti podrobena d˚ukladne´mu
testova´n´ı s c´ılem urcˇit mı´ru jej´ı pouzˇitelnosti na relacˇn´ıch datech. Pro testova´n´ı budou mimo
urcˇeny´ch dat z´ıskany´ch analy´zou oblast´ı stra´nek pouzˇite´ nav´ıc dalˇs´ı dva datove´ soubory.
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Kapitola 5
Vstupn´ı data
V te´to kapitola budou prˇedstaveny vstupn´ı datove´ soubory pro klasifikace. Hlavn´ım zdro-
jem dat jsou data z´ıskane´ analy´zou vizua´ln´ıch vlastnost´ı stra´nek. Dasˇimi pouzˇity´mi daty,
ktera´ jsou urcˇena pro prˇ´ıme´ porovna´n´ı vlastnostn´ı klasifikacˇn´ı metody, jsou datove´ soubory
NURSERY a ADULT.
Na´sleduj´ıc´ı cˇa´st pra´ce se veˇnuje podrobne´mu popisu teˇchto datovy´ch soubor˚u, zejme´na
pak atribut˚um za´znamu˚ a jejich mozˇny´m hodnota´m.
5.1 Popis dat ke klasifikaci
Data z´ıskana´ analy´zou oblast´ı jsou ulozˇena v jedne´ tabulce relacˇn´ı databa´ze a odpada´ tak
pra´ce s vytva´rˇen´ım dotaz˚u pro spojova´n´ı tabulek. Celkem je v datech sledova´no 9 atribut˚u
oblast´ı webovy´ch stra´nek, atribut category u kazˇde´ho za´znamu tabulky uda´va´ prˇ´ıslusˇny´
typ oblasti stra´nky.
fontsize pr˚umeˇrna´ velikost p´ısma v procentech, kde
100% je pr˚umeˇrna´ velikost p´ısma v cele´m
dokumentu
weight prˇevazˇuj´ıc´ı va´ha p´ısma v oblasti (tucˇne´
nebo netucˇne´)
style prˇevazˇuj´ıc´ı sklon p´ısma v oblasti
(norma´ln´ı nebo skloneˇne´)
aabove, abelow, aleft, aright pocˇet oblast´ı vyskytuj´ıc´ıch se nad, pod,
vlevo a vpravo od dane´ oblasti v ra´mci
rodicˇovske´ oblasti
tlength pocˇet znak˚u textu v oblasti
tdigits, tlower, tupper, tspaces pocˇet cˇ´ıslic, maly´ch a velky´ch p´ısmen
abecedy a mezer v textu
textbtns pr˚umeˇrna´ sveˇtelnost (luminosity) textu
bgbtns pr˚umeˇrna´ sveˇtelnost pozad´ı
contrast pr˚umeˇrny´ rozd´ıl sveˇtelnosti textu a pozad´ı
Tabulka 5.1: Popis atribut˚u oblast´ı testovac´ıch dat ([Kunc, Burget])
Kategorie oblast´ı byly vytvorˇene´ rucˇneˇ a logicky odpov´ıdaj´ı nejcˇasteˇji se vyskytuj´ıc´ım
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cˇa´stem webovy´ch stra´nek.
h1 nadpis hlavn´ıho cˇla´nku
h2 nadpis beˇzˇne´ho cˇla´nku
h3 nadpis aktuality nebo zpra´vy meˇnsˇ´ıho vy´znamu (upouta´vky apod.)
aktualita kra´tka´ zpra´va nebo aktualita
menu navigacˇn´ı oblast
date datum publikova´n´ı, obvykle i se jme´nem autora
none ostatn´ı neanotovane´ oblasti
Tabulka 5.2: Vybrane´ trˇ´ıdy pro klasifikaci testovac´ıch dat([Kunc, Burget])
5.1.1 Format ARFF a jeho prˇevod
Datovy´ forma´t ARFF(Attribute-Relation File Format) je forma´t textove´ho souboru s daty
ulozˇeny´mi ve formeˇ tabulek (jak je tomu obdobneˇ u relacˇn´ıch databa´z´ı). Forma´t ARFF je
urcˇen zejme´na pro pouzˇit´ı s dolovac´ım syste´mem Weka, ktery´ take´ umozˇnˇuje exportovat
data z ARFF do CSV souboru. Z tohoto souboru jsou na´sledneˇ data do databa´ze vlozˇena
standartn´ım prˇ´ıkazem jazyka SQL.
5.2 Popis dat testovac´ı databa´ze NURSERY
Databa´ze NURSERY byla vytvorˇena z hierarchicke´ho rozhodovac´ıho modelu sestrojene´ho
jako zdroj dat pro ohodnocen´ı zˇadatel˚u o mı´sto v materˇske´ sˇkolce. Z d˚uvodu velke´ho za´jmu
rodicˇ˚u o umı´steˇn´ı d´ıteˇte do materˇske´ sˇkolky a kapacitn´ıch omezen´ı nebylo mozˇne´ prˇijmout
vsˇechny zˇadatele a sˇkolka prˇij´ımala pouze neˇktere´ prˇedsˇkola´ky. A jak tomu veˇtsˇinou by´va´,
byla snaha o prˇijet´ı “nejvhodneˇjˇs´ıch” zˇadatel˚u, resp. neprˇijet´ı potencia´lneˇ problematicky´ch
deˇt´ı (naprˇ. z d˚uvod˚u obavy z infekcˇn´ıch nemoc´ı, neplacen´ı sˇkolne´ho atd...). O kazˇde´m
zˇadateli je v databa´z´ı vedeno osm atribut˚u a trˇ´ıda (C1 - C5) do ktere´ byl zˇadatel podle
hodnot atribut˚u zarˇazen. Cela´ databa´ze ma´ podobu jedne´ tabulky se vsˇemi potrˇebny´mi
u´daji.
Zvla´sˇtnost´ı databa´ze NURSERY je fakt, zˇe dome´ny atribut˚u maj´ı velmi maly´ pocˇet
prvk˚u a nav´ıc jsou tyto atributy nenumericke´ho charakteru - jedna´ se o rˇeteˇzce znak˚u.
Proto nen´ı nutne´ prova´deˇt diskretizaci numericky´ch atribut˚u a vy´sledky klasifikace datove´ho
souboru NURSERY mohou by´t pouzˇity pro urcˇen´ı vlastnost´ı samotne´ klasifikacˇn´ı metody
nezat´ızˇene´ mozˇny´mi zkresleny´mi u´daji diskretizacˇn´ıho algoritmu.
parents vztahy mezi rodicˇem a d´ıteˇtem {usual, pretentious, great pret}
has nurs za´zemı´ d´ıteˇte {usual, pretentious, great pret}
form rodinny´ stav {completen, completed, incomplete, foster}
children pocˇet deˇt´ı v rodineˇ {1, 2, 3, more}
housing stav bydlen´ı rodiny d´ıteˇte{convenient, less conv, critical}
social socia´ln´ı schopnosti {non pron, slightly prob, problematic}
health zdravotn´ı vztah d´ıteˇte{recommended, priority, not recom}
Tabulka 5.3: Popis atribut˚u datove´ho souboru NURSERY.
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Kazˇde´ kombinaci atribut˚u (data v tabulce zcela pokry´vaj´ı mnozˇinu kombinac´ı atribut˚u)
je prˇiˇrazena trˇ´ıda ohodnocen´ı zˇadatele
not recom d´ıteˇ s nejmensˇ´ı sˇanc´ı na prˇijet´ı}
very recom d´ıteˇ doporucˇene´ na prˇijet´ı
priority d´ıteˇ prioritneˇ doporucˇene´ na prˇijet´ı
spec prior d´ıteˇ s nejvysˇsˇ´ı prioritou doporucˇen´ı
Tabulka 5.4: Kategorie datove´ho souboru NURSERY
Prostor atribut˚u tabulkou kompletneˇ pokry´va´ kartezsky´ soucˇin dome´n atribut˚u (s vyj´ımkou
atributu class). Pro kazˇdou kombinaci hodnot atribut˚u existuje v tabulce za´znam, ktery´ j´ı
prˇiˇrad´ı jednu z hodnot dome´ny class.
5.3 Popis dat testovac´ı databa´ze ADULT
Data v datove´m soubor ADULT obsahuj´ı informac´ı porˇ´ızene´ prˇi scˇ´ıta´n´ı obyvatel. Z p˚uvodn´ı
databa´ze bylo po upra´va´ch vybra´no neˇkolik vy´znamny´ch atribut˚u se zameˇrˇen´ım na velikost
jejich platu v jednom roce; jako hranicˇn´ı bod byla urcˇena hodnota 50.000$ rocˇneˇ.
Kazˇdy´ za´znam v tabulce tak obsahoval nav´ıc klasifikuj´ıc´ı atribut category, ktery´ naby´va´
hodnot z mnozˇiny ′ <= 50′,′> 50k′. Mezi sledovany´mi vlastnostmi nechyb´ı naprˇ. pohlav´ı
osoby, veˇk, vzdeˇla´n´ı, rodinny´ stav apod.
Celkem tabulka s daty obsahuje 15 atribut˚u, 6 z nich je celocˇ´ıselne´ho typu a je trˇeba na
nich prove´st diskretizaci (narozd´ıl od datove´ho souboru NURSERY s nulovy´m vy´skytem
numericky´ch atribut˚u). Pocˇet za´znamu˚ v tabulce je roven 32561.
Klasifikacˇn´ı trˇ´ıdy jsou v prˇ´ıpadeˇ datove´ho souboru Adult pouze dveˇ a rˇ´ıkaj´ı, zda ma´
zˇadatel odpov´ıdaj´ıc´ı jednomu za´znamu v tabulce vysˇsˇ´ı, cˇi nizˇsˇ´ı prˇ´ıjem nezˇ 50.000$ rocˇneˇ.
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age veˇk (cˇ´ıselny´ atribut)
work class {Private, Self-emp-not-inc, Self-emp-inc, Federal-gov,
Local-gov, State-gov, Without-pay, Never-worked}
fnlwgt (cˇ´ıselny´ atribut)
education nejvysˇsˇ´ı dosazˇene´ vzdeˇla´n´ı {Bachelors, Some-college, 11th,
HS-grad, Prof-school, Assoc-acdm, Assoc-voc, 9th, 7th-8th,
12th, Masters, 1st-4th, 10th, Doctorate, 5th-6th, Preschool}
education-num (cˇ´ıselny´ atribut)
marital-status rodinny´ stav{Married-civ-spouse, Divorced, Never-married,
Seperated, Widowed, Married-spouse-absent,
Married-AF-spouse}
occupation zameˇstna´n´ı{Tech-support, Craft-repair, Other-service,
Sales, Exec-managerial, Prof-speciality, Handlers-cleaners,
Machine-op-inpsct, Adm-clerical, Farming-fishing,
Transport-moving, Priv-house-serv, Protective-serv,
Armed-Forces}
relationshop {Wife, Own-child, Husband, Not-in-family, Other-relative,
Unmarried}
race {White, Asiac-Pac-Islander, Amer-Indian-Eskimo, Other,
Black}
sex {Male, Female}
capital gain (cˇ´ıselny´ atribut)
capital loss (cˇ´ıselny´ atribut)
hours-per-week (cˇ´ıselny´ atribut)
native-country {United-States, Cambodia, England, Puerto-Rico, Canada,
Germany, Outlying-US(Guam-USVI-etc), India, Japan, Greece,
South, China, Cuba, Iran, Honduras, Philippines, Italy,
Poland, Jamaica, Vietnam, Mexico, Portugal, Ireland,
France, Dominican-Republic, Laos, Ecuador, Taiwan, Haiti,
Columbia, Hungary, Guatemala, Nicaragua, Scotland, Thailand,
Yugoslavia, El-Salvador, Trinadad&Tobago, Peru, Hong,
Holand-Netherlands}
Tabulka 5.5: Popis atribut˚u datove´ho souboru ADULT
<=50K$
>50K$
Tabulka 5.6: Kategorie datove´hou souboru ADULT
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Kapitola 6
Implementace klasifika´toru
Klasifika´tor byl implementovany´ v programovac´ım jazyce JAVA 1.5 s vyuzˇit´ım JDBC konek-
toru pro prˇipojen´ı k databa´zi MySQL. Z logicke´ho pohledu je projekt rozdeˇleny´ do cˇtyrˇ
bal´ıcˇk˚u.
Hlavn´ım bal´ıcˇkem projektu je bal´ıcˇek textclassifier, ten pak obsahuje vsˇechny os-
tatn´ı podbal´ıcˇky database, mining, ArcBC a discretization.
• bal´ıcˇek database se stara´ o zajiˇsteˇn´ı spra´vne´ komunikace aplikace a databa´ze
• bal´ıcˇek discretization prova´d´ı diskretizaci dat a spra´vu datovy´ch struktur spo-
jeny´ch s diskretizac´ı
• bal´ıcˇek mining obsahuje trˇ´ıdy struktur dolovac´ıch algoritmu˚
• bal´ıcˇek ArcBC zastrˇesˇuje trˇ´ıdy klasifikacˇn´ıho algoritmu ARC-BC
V pr˚ubeˇhu implementace bylo potrˇeba prove´st znacˇnou cˇa´st u´prav klasifikacˇn´ıho algo-
ritmu ARC-BC pro adaptaci z textovy´ch dat na data relacˇn´ı. Jedna´ se zejme´na o diskretizaci
numericky´ch hodnot. U textove´ho klasifika´toru je diskretizace ireleventn´ı, u rˇady numer-
icky´ch atribut˚u je naopak d˚ulezˇity´m prostrˇedkem pro spra´vny´ popis dat.
Stejneˇ tak byly objeveny neˇktere´ nejasnosti souvisej´ıc´ı s vy´pocˇtem spolehlivosti vydolo-
vany´ch asociacˇn´ıch pravidel.
Tato kapitola se snazˇ´ı prˇedstavit a popsat pr˚ubeˇh implementace syste´mu a rˇesˇen´ı proble´mu˚,
ktere´ v souvislosti s prˇechodem textova´ data → relacˇn´ı data vznikaly.
6.1 Celkovy´ pohled
Implementace syste´mu byla zaha´jena vytvorˇen´ım za´kladn´ıch trˇ´ıd bal´ıcˇku mining, ktere´ byly
potrˇebne´ pro spra´vnou funkci klasifika´toru ARC-BC. Jednalo se zejme´na o trˇ´ıdy fitem a
LargeItemSet. Pote´ probeˇhla implementace samotne´ metody ARC-BC. Kv˚uli pomeˇrneˇ
velke´ sˇka´le funkc´ı nutny´ch pro implementaci jsem rozdeˇlil implementacˇn´ı proces do teˇchto
fa´z´ı:
1. Implementace dolova´n´ı frekventovany´ch mnozˇin
2. Implementace generova´n´ı a prorˇeza´va´n´ı asociacˇn´ıch pravidel
3. Implementace klasifikace dokument˚u
4. Implementace diskretizace
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Obra´zek 6.1: Diagram trˇ´ıd
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6.1.1 Implementace dolova´n´ı frekventovana´ch mnozˇin
Dolova´n´ı frekventovany´ch mnozˇin v datech je cˇasoveˇ nejna´rocˇneˇjˇs´ı cˇa´st´ı programu. Charak-
teristicky´m rysem te´to cˇa´sti je cˇasta´ komunikace s datovy´m zdrojem prˇes prˇostrˇedn´ıka ve
formeˇ trˇ´ıdy DBLoaderBC.
Na prvn´ım mı´steˇ v seznamu postupny´ch prac´ı prˇi dolova´n´ı frekventovany´ch mnozˇin
je z´ıska´n´ı seznamu atribut˚u. Jejich vy´cˇet je uvedeny´ v konkre´tn´ı implementaci rozhran´ı
DBLoaderBC a urcˇuje atributy, jejichzˇ hodnoty budou pouzˇite´ pro ohodnocen´ı dokumentu.
Na´sleduj´ıc´ı kroky jsou pak prova´deˇne´ pro vsˇechny kategorie zvla´sˇt’ (dokumenty spadaj´ıc´ı
do jedne´ kategorie jsou cha´pane´ jako oddeˇlena´ tre´novac´ı mnozˇina).
V datech dokument˚u kategorie Cati se hledaj´ı frekventovane´ 1-mnozˇiny (prvk˚u) nad
vybrany´mi atributy. Tato operace je realizova´na SQL dotazem, jezˇ vybere vsˇechny hod-
noty atribut˚u, ktere´ jsou v datech s vysˇsˇ´ı nezˇ minima´ln´ı podporou min supp. Mnozˇina
takto nalezeny´ch frekv. jednoprvkovy´ch mnozˇin je pouzˇita pro generova´n´ı frekventovany´ch
mnozˇin o vysˇsˇ´ım pocˇtu prvk˚u. Frekv. 2-mnozˇiny vzniknou spojen´ım spojen´ım dvou frekv. 1-
mnozˇin, frekv. 3-mnozˇiny spojen´ım frekv. 2-mnozˇiny a frekv. 1-mnozˇiny atd. . . Vzhledem k
tomu, zˇe Java poskytuje pro reprezentaci mnozˇiny trˇ´ıdu HashSet, daj´ı se tyto cˇinnosti
prova´deˇt jednoduchy´m pouzˇit´ım tradicˇn´ıch mnozˇinovy´ch operac´ı. Testova´n´ı na splneˇn´ı
minima´ln´ı podpory je, stejneˇ jako u frekv. 1-mnozˇin, realizovane´ vhodny´m SQL dotazem.
6.1.2 Implementace generova´n´ı asociacˇn´ıch pravidel
Fa´ze generova´n´ı koncˇ´ı tehdy, kdyzˇ je noveˇ nalezene´ mnozˇina frekv. n-mnozˇin pra´zdna´. Pote´
nastupuje na rˇadu generova´n´ı asociacˇn´ıch pravidel z frekventovany´ch mnozˇin. K tomu je
pouzˇity´ klasicky´ postup na generova´n´ı asociacˇn´ıch pravidel viz.[11]. Minima´ln´ı spolehlivost
asociacˇn´ıch pravidel je oveˇrˇovana´ opeˇt prˇ´ıslusˇny´m SQL dotazem: pro kazˇdou frekv. mnozˇinu
se vytvorˇ´ı dotaz na pocˇet dokument˚u splnˇuj´ıc´ıch podmı´nku vytvorˇenou “atribut = hodnota
AND atribut = hodnota AND . . . ”.
Prˇorˇeza´n´ı asociacˇn´ıch pravidel se prova´d´ı pr˚uchodem seznamu asociacˇn´ıch pravidel a
odstranˇova´n´ım me´neˇ obecny´ch pravidel podle postupu viz.[11] Vy´stupem fa´ze generova´n´ı
asociacˇn´ıch pravidel je seznam ArrayList asociacˇn´ıch pravidle AssociationRule.
6.1.3 Implementace klasifikace dokument˚u
Prˇechoz´ı fa´ze zakoncˇila tre´nova´n´ı klasifika´toru. Klasifika´tor z´ıskal poveˇdomı´ o datech a
vytvorˇil seznam asociacˇn´ıch pravidel. Klasifikace nezna´me´ho dokumentu prob´ıha´ tak, zˇe
se procha´z´ı seznamem vsˇech pravidel a zkousˇ´ı se, zda pravidlo R pokry´va´ dokument D, tj.
jestli hodnoty atribut˚u dokumentu D odpov´ıdaj´ı hodnota´m frekv. 1-mnozˇin leve´ strany aso-
ciacˇn´ıho pravidla (v prˇ´ıpadeˇ diskretizovany´ch atribut˚u mus´ı platit, zˇe hodnota hd atributu
ad dokumentu D mus´ı lezˇet v intervalu Id prˇ´ıslusˇne´ho atributu ar asociacˇn´ıho pravidla R).
Po otestova´n´ı cele´ sady asociacˇn´ıch pravidel zna´me ta pravidla, ktera´ pokry´vaj´ı doku-
ment D. Na´sleduj´ıc´ım krokem je rozdeˇlen´ı pravidel do skupin podle kategorie na prave´
straneˇ teˇchto pravidel. Pokud tak vznikne pouze jedna skupina GroupCati , klasifika´tor
zarˇadil D jednoznacˇneˇ do kategorie Cati. V prˇ´ıpadeˇ v´ıce skupin klasifika´tor provedl v´ıcena´sobnou
klasifikaci a skupiny se serˇad´ı podle pr˚umeˇru soucˇtu spolehlivosti asociacˇn´ıch pravidel ve
skupineˇ.
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Prˇ´ıklad
Pro prorˇeza´n´ı z˚ustala trˇi asosiacˇn´ı pravidla
R1 : A1 → Cat5(conf = 0.9),
R2 : A2 → Cat8(conf = 0.85),
R1 : A3 → Cat5(conf = 0.7).
Jsou vytvorˇeny celkem 2 kategorie GroupCat5 a GroupCat8 . Pr˚umeˇr spolehlivost pravidel
skupiny Cat5 mGroupCat5 = (0.9 + 0.7)/2 = 0.8, u druhe´ skupiny Cat8 naby´va´ hodnoty
mGroupCat8 = 0.85. Klasifika´tor uprˇednostn´ı skupinu Cat8 a vy´sledkem klasifikace bude
serˇazeny´ seznam (Cat8(0.85), Cat5(0.8)).
6.1.4 Implementace diskretizace
V druhe´ cˇa´sti projektu byla doimplementovana´ diskretizace.
Ne vzˇdy je nutne´ diskretizovat vsˇechny numericke´ atributy, nejdrˇ´ıve je trˇeba urcˇit, ktere´
z nich maj´ı podle´hat diskretizaci. Nastaven´ı se prova´d´ı u´pravou na´vratove´ hodnoty metody
getDiscretedAttributes v implementaci rohzran´ı DBLoaderBC. Pro kazˇdy´ takovy´ atribut
se pak z´ıska´ serˇezeny´ seznam vsˇech hodnot, ktery´ se jako parametr prˇeda metodeˇ trˇ´ıdy
SimpleD, jenzˇ zpracuje cˇ´ıselna´ data a vra´t´ı seznam diskretizovany´ch interval˚u. Tato akce
probeˇhne pro vsˇechny vybrane´ atributy.
Prˇida´n´ı diskretizace s sebou prˇineslo rˇadu zmeˇn a u´prav sta´vaj´ıc´ıch struktur. Jedn´ım z
hlavn´ıch proble´mu˚ bylo, jak “zapasovat” diskretizovane´ intervaly do syste´mu tak, aby se s
nimi dalo transparentneˇ pracovat jako s frekventovany´my 1-mnozˇinami.
Jeden konkre´tn´ı diskretizovany´ interval atributu Ai nahrazuje obecneˇ jednu konkre´tn´ı
hodnotu atributu Ai, tudizˇ na neˇj mu˚zˇeme pohl´ızˇet jako na zvla´sˇtn´ı prˇ´ıpad vy´skytu objektu
fitem. Do objektu fitem byla prˇidana´ reference na objekt trˇ´ıdy DiscInterval. Pokud
fitem zastupoval diskretizovany´ interval, potom reference odkazovala pra´veˇ na konkre´tn´ı
objekt DiscInterval, v jine´m prˇ´ıpadeˇ naby´vala hodnoty null.
Prˇi vytva´rˇen´ı frekventovany´ch n-mnozˇin se potom na diskretizovany´ interval nahl´ızˇ´ı
stejneˇ jako na frekventovanou 1-mnozˇinu.
6.2 Bal´ıcˇek database
V bal´ıcˇku database jsou trˇ´ıdy umozˇnˇuj´ıc´ı komunikuj´ıc´ı s databa´z´ı. Trˇ´ıda DBAccess je spo-
juj´ıc´ı trˇ´ıdou a obsahuje metody pro na´va´za´n´ı spojen´ı s databa´z´ı, realizuje dotazy a vrac´ı
vy´sledky dotaz˚u.
Trˇ´ıda DBLoaderBC vyuzˇ´ıva´ spojen´ı DBAccess pro pokla´da´n´ı dotaz˚u pro potrˇeby al-
goritmu ARC-BC, jako jsou dotazy pro zjiˇsteˇn´ı frekventovany´ch mnozˇin, dotazy oveˇrˇuj´ıc´ı
spolehlivost frekventovany´ch mnozˇin atd. . . Komunikacˇn´ı kana´l je vytvorˇen JDBC konek-
torem, ktery´ take´ udrzˇuje spojen´ı Connection se samotnou databa´z´ı a prova´d´ı realizaci
SQL dotaz˚u reagova´n´ım na zavola´n´ı metody executeQuery(String sqlQ).
6.2.1 Trˇ´ıda DBAccess
Jak jizˇ bylo rˇecˇeno, trˇ´ıda DBAccess je urcˇena´ pro prˇ´ıstup k datovy´m zdroj˚um v databa´zi,
k cˇemuzˇ vyuzˇ´ıva´ sta´vaj´ıc´ı prostrˇedky jazyka Java v podobeˇ JDBC konektoru.
Du˚lezˇite´ metody trˇ´ıdy:
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Obra´zek 6.2: Diagram komunikace mezi trˇ´ıdou DBAccess a databa´z´ı
• DBAccess(String server, String db, String user name, String pass) vytvorˇ´ı
novy´ objekt trˇ´ıdy DBAccess
• boolean makeConnection() vytvorˇ´ı nove´ spojen´ı s databa´z´ı
• ResultSet runSqlCommand(String sqlQ) polozˇ´ı SQL dotaz na databa´zi s pouzˇit´ım
sta´vaj´ıc´ıho prˇipojen´ı; v prˇ´ıpadeˇ chybeˇj´ıc´ıho spojen´ı je vyvola´na vyj´ımka
6.2.2 Trˇ´ıda DBLoaderBC
Rozhran´ı DBLoaderBC slouzˇ´ı jako vzor k realizaci dotaz˚u konkre´tn´ıch u´kol˚u dolovac´ıho al-
goritmu metody ARC-BC. Trˇ´ıda´ vytva´rˇ´ı dotazy typu “Urcˇi v kolika kategori´ıch se frekven-
tovaneˇ vyskytuje dokument s vlastnostmi XY.”.
public interface DBLoaderBC {
public String getCategories();
...
}
6.3 Bal´ıcˇek ARC-BC
V bal´ıcˇku ARCBC jsou seskupene´ trˇ´ıdy klasifikacˇn´ı metody ARC-BC. Trˇ´ıda ArcBC je trˇ´ıdou,
ktera´ rˇ´ıd´ı dalˇs´ı trˇi podtrˇ´ıdy ArcBCminer, ArcBCdiscretizer a ArcBCclassifier.
6.3.1 Trˇ´ıda ArcBC
Konstruktor trˇ´ıdy ArcBC vyzˇaduje prˇ´ıstup k databa´zi a k trˇ´ıdeˇ implementuj´ıc´ı rozhran´ı
DBLoaderBC. Po vytvorˇen´ı instance trˇ´ıdy mu˚zˇeme volat metody train, resp. classify pro
tre´nova´n´ı klasifika´toru, resp. klasifikaci dokumentu.
Du˚lezˇite´ metody trˇ´ıdy:
• ArcBC(DBLoaderBC dbl, DBAccess dba) konstruktor vytvorˇ´ı novou instanci trˇ´ıdy
• ArrayList<AssociationRule> train(float supp, float conf) provede natre´nova´n´ı
klasifika´toru
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• int classifyDocument(<AssociationRule> ARC, Document D, double conf thresh
provede klasifikaci dokumentu
6.3.2 Trˇ´ıda ArcBCdiscretizer
Trˇ´ıda ArcBCdiscretizer slouzˇ´ı pro diskretizaci numericky´ch dat. Vstupem pro modul
diskretize´ru jsou datove´ zdroje DBAccess a DBLoaderBC, vy´stupem je tabulka diskretizo-
vany´ch interval˚u LookupTable.
Du˚lezˇite´ metody trˇ´ıdy:
• LookUpTable discretize(DBAccess dba, DBLoaderBC dbl diskretizuje numericke´
atributy
6.3.3 Trˇ´ıda ArcBCminer
Trˇ´ıda ArcBCminer implementuje dolovac´ı modul klasifika´toru ARC-BC. Po spra´vnou cˇinnost
vyzˇaduje mnozˇinu hodnot diskretizovany´ch atribut˚u (vy´sledk˚u cˇinnosti trˇ´ıdy ArcBCdiscretizer.
Trˇ´ıda obsahuje d˚ulezˇite´ metody pro dolova´n´ı a generova´n´ı frekventovany´ch mnozˇin, pro
vytvorˇen´ı asociacˇn´ıch pravidel z frekventovany´ch mnozˇin a take´ pro prorˇeza´n´ı asociacˇn´ıch
pravidel. Na´vratova´ hodnota metody train je seznam nalezeny´ch asociacˇn´ıch pravidel.
Du˚lezˇite´ metody trˇ´ıdy:
• ArrayList<AssociationRule> train(LookUpTable DiscTable, double min supp,
double min conf prova´d´ı dolova´n´ı (mining) a prorˇeza´n´ı(pruning) asociacˇn´ıch pravidel
6.3.4 Trˇ´ıda ArcBCclassifier
Klasifika´cˇn´ı cˇa´st ma´ na starosti trˇ´ıda ArcBCclassifier, jejizˇ hlavn´ı funkci pln´ı metoda
classify. Na´vratovou hodnotou metody je serˇazeny´ seznam kategori´ı, do ktery´ch byl doku-
ment zarˇazen.
6.3.5 Trˇ´ıda Category
Pro reprezentaci kategorie dokument˚u slouzˇ´ı objekty trˇ´ıdy Category. Jedna´ se o jednodu-
chou strukturu, ktera´ modeluje trˇ´ıdu za pomoc´ı jednoznacˇne´ho identifika´toru (id), na´zvu
(name) a slovn´ımu popisu (description) kategorie C. Objekty trˇ´ıdy Category se vyskytuj´ı
na prave´ straneˇ vydolovany´ch asociacˇn´ıch pravidel R : A→ Cati, ktere´ jsou reprezentova´ny
objekty trˇ´ıdy AssociationRule.
6.3.6 Trˇ´ıda Document
Trˇ´ıda Document reprezentuje dokumenty, ktere´ jsou vstupem do procesu klasifikace. Struk-
tura objektu Document je tvorˇena prˇedevsˇ´ım mnozˇinou dvojic atribut-hodnota; tato mnozˇina
popisuje dokument a podle jejich prvk˚u je prova´deˇna klasifikace pokry´va´n´ım asociacˇnimi
pravidly.
6.4 Bal´ıcˇek mining
V bal´ıcˇku mining jsou umı´steˇne´ trˇ´ıdy potrˇebne´ pro z´ıska´n´ı a uchova´n´ı vy´sledk˚u dolova´n´ı z
dat. Celkem obsahuje 3 trˇ´ıdy: fitem, LargeItemSet a AssociationRule. Obecneˇ mohou
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trˇ´ıdy bal´ıcˇku slouzˇ´ıt pro dolova´n´ı jake´hokoliv typu dat, pro u´cˇely klasifikace dokument˚u
jsou specializovane´ pro dolova´n´ı asociacˇn´ıch pravidel, ktera´ maj´ı na prave´ straneˇ kategorii
Cati.
Obra´zek 6.3: Vztahy v bal´ıcˇku mining
6.4.1 Trˇ´ıda fitem
Objekty fitem jsou odrazem frekventovane´ho prvku v datech. Jejich za´kladn´ı funkc´ı je
uchova´vat dvojice {atribut, hodnota}. Hodnota atribut˚u mu˚zˇe by´t r˚uzne´ho typu(double,
String, int), v prˇ´ıpadeˇ diskretizovane´ho numericke´ho atributu objekt uchova´va´ informace o
diskretizovane´m intervalu, ktery´ zastupuje rozmez´ı prˇ´ıslusˇny´ch hodnot.
6.4.2 Trˇ´ıda LargeItemSet
Objekty trˇ´ıdy LargeItemSet popisuj´ı frekventovane´ n-mnozˇiny, ktere´ vznikaj´ı seskupen´ım
neˇkolika objekt˚u trˇ´ıdy fitem. Tak mohou vznikat naprˇ´ıklad frekventovane´ 1-mnozˇiny (prˇida´n´ım
jednoho objektu fitem, ze ktery´ch jsou generova´ny 2-mnozˇiny (a da´le obecneˇ i+1-mnozˇiny).
Nejd˚ulezˇiteˇjˇs´ı datovou strukturou trˇ´ıdy je mnozˇina HashSet objekt˚u trˇ´ıdy fitem a take´
hodnota podpory supp frekventovane´ mnozˇiny.
6.4.3 Trˇ´ıda Association Rule
Trˇ´ıda Association Rule zastupuje asociacˇn´ı pravidla nalezene´ v datech. Objekty trˇ´ıdy
Association Rule uchova´vaj´ı informace o spolehlivosti a podporˇe asociacˇn´ıch pravidel
R : A → Cati tvorˇeny´ch frekventovanou n-mnozˇinou vy´raz˚u A na leve´ straneˇ a kategori´ı
Cati na straneˇ prave´.
6.5 Bal´ıcˇek discretization
Trˇ´ıdy bal´ıcˇku discretization slouzˇ´ı pro diskretizaci numericky´ch atribut˚u, a to metodou
diskretizace do sˇ´ıˇrky. Diskretizacˇn´ı metoda do sˇ´ıˇrky je zastoupena trˇ´ıdou simpleD, ktera´
obsahuje potrˇebne´ metody pro samotny´ proces diskretizace. Diskretizovane´ intervaly jsou
reprezentovane´ objekty trˇ´ıdy discInterval; objekty nesou informaci o velikosti a ohranicˇen´ı
interval˚u a take´ metody pro manipulaci s teˇmito intervaly.
Po dokoncˇen´ı procesu diskretizace jsou vy´sledky ve formeˇ kolekce diskretizovany´ch in-
terval˚u ulozˇene´ v trˇ´ıdeˇ lookupTable, ktera´ pak slouzˇ´ı jako centra´ln´ı evidencˇn´ı uzel pro pra´ci
s intervaly.
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6.5.1 Trˇ´ıda LookupTable
Udrzˇova´n´ı konzistence interval˚u vsˇech diskretizovany´ch atribut˚u v datech mu˚zˇe by´t prˇi
velke´m pocˇtu atribut˚u obt´ızˇne´. Trˇ´ıda LookUpTable slouzˇ´ı pra´veˇ pro jednoduchy´ centrali-
zovany´ prˇ´ıstup k diskretizovany´m interval˚um.
Obra´zek 6.4: Ulozˇen´ı interval˚u v tabulce
Informace jsou ulozˇene´ v datove´ strukturˇe HashMap, ktera´ je v jazyce Java obdobou
asociovane´ho pole. Tato HashMap asociuje jme´no diskretizovane´ho atributu se serˇazeny´m
seznamem(ArrayList) diskretizovany´ch interval˚u dane´ho atributu.
6.5.2 Trˇ´ıda SimpleD
Trˇ´ıda SimpleD implementuje diskretizacˇn´ı metodu do sˇ´ıˇrky. Obsahuje verˇejnou statickou
metodu process, ktera´ pro zadanou numerickou rˇadu provede diskretizaci do urcˇene´ho
pocˇtu interval˚u s dany´m rozsahem.
Du˚lezˇite´ metody trˇ´ıdy:
• ArrayList<DiscInterval> process(double[] numbers, int ivals, int ivalsize)
Po proveden´ı diskretizace je vytvorˇeny´ seznam vsˇech nalezeny´ch interval˚u DiscInterval,
ktery´ se nastav´ı jako na´vratova´ hodnota metody.
6.5.3 Trˇ´ıda DiscInterval
Trˇ´ıda DiscInterval zastupuje jeden diskretizovany´ interval atributu. Vyznacˇuje se prˇedevsˇ´ım
hodnotami urcˇuj´ıc´ımi pocˇa´tecˇn´ı a konecˇnou hodnotu intervalu a odkazem na atribut, se
ktery´m je sva´zany´.
6.6 Nacˇ´ıta´n´ı vstupn´ıch dat
Nastaven´ı zdroje vstupn´ıch dat pro klasifikaci nen´ı v projektu rˇesˇeno “klasicky´m” zp˚usobem
- tj. konfiguracˇn´ım souborem, ny´brzˇ trˇ´ıdou implementuj´ıc´ı rozhran´ı. Vy´hodou takove´ho
rˇesˇen´ı je to, zˇe umozˇnuje pracovat s r˚uznorody´mi zdroji dat a poskytuje flexibilitu prˇi zmeˇneˇ
vstupn´ıch dat. Bylo proto navrzˇeno rozhran´ı DBLoaderBC definuj´ıc´ı sadu metod potrˇebnou
pro zajiˇsteˇn´ı vsˇech potrˇebny´ch dat ve fa´zi dolova´n´ı asociacˇn´ıch pravidel algoritmu ARC-BC.
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6.7 Proble´my prˇi implementaci
6.7.1 Vy´pocˇet spolehlivost asociacˇn´ıch pravidel
Jak bylo uvedeno v popisu metody ARC-BC, umozˇnˇuje tato prova´deˇt v´ıcena´sobnou klasi-
fikaci, tj. zarˇadit dokument do v´ıce nezˇ jedne´ trˇ´ıdy. V dokumentu [1] nebylo mozˇne´ jed-
noznacˇneˇ zjistit popis vy´pocˇtu spolehlivosti conf asociacˇn´ıho pravidla R, cozˇ se v pr˚ubeˇhu
implementace uka´zalo by´t va´zˇny´m proble´mem.
Meˇjme asociacˇn´ı pravidlo R : A→ B, ktere´ ma´ v kontextu klasifikace dokument˚u tvar
t1 ∧ t2 ∧ t3 ∧ . . . ∧ tn → Cat,
kde ti jsou jista´ pravdiva´ tvrzen´ı o dokumentu D a Cat kategorie, do ktere´ je dokument
splnˇuj´ıc´ı vsˇechna tvrzen´ı na leve´ straneˇ pravidla zarˇazeny´. Za te´to situace je spolehlivost
pravidla R rovna
confR =
supp(t1 ∧ t2 ∧ t3 ∧ ... ∧ tn)
supp(t1 ∧ t2 ∧ t3 ∧ . . . ∧ tn ∧ Cat) ,
cozˇ necˇin´ı proble´my prˇi varianteˇ algoritmu doluj´ıc´ıho pravidla nad kompletn´ı mnozˇinou
testovac´ıch dat a hodnota conf bude v rozmez´ı 0 . . . 1 .
Metoda ARC-BC ovsˇem doluje pravidla po kategori´ıch (By Category), tedy pokla´da´
kazˇdou kategorii tre´novac´ıch dat za samostatnou cˇa´st a nakla´da´ s n´ı jako s celkem. Vy´pocˇet,
ktery´ pro prˇedchoz´ı variantu fungoval, nyn´ı selha´va´, nebot’ term Cat (ktery´ rˇ´ıka´, zˇe doku-
ment patrˇ´ı do kategorie Cat) je vzˇdy pravdivy´ - vsˇechny dokumenty tre´novac´ı mnozˇiny totizˇ
patrˇ´ı do jedne´ kategorie.
Vy´sledkem jsou asociacˇn´ı pravidla, ktera´ maj´ı spolehlivost vzˇdy conf = 1.0. T´ım se ale
za´sadneˇ snizˇuje vypov´ıdac´ı schopnost asociacˇn´ıch pravidel. Nav´ıc se dosta´vaj´ı na povrch
dalˇs´ı proble´my v klasifikacˇn´ı fa´zi dokument˚u, ktere´ prˇ´ımo pracuj´ı s hodnotou spolehlivosti
asociacˇn´ıch pravidel.
Bezpodmı´necˇneˇ bylo nutne´ urcˇit vy´pocˇet spolehlivosti asociacˇn´ıch pravidel jednak aby
korespondoval s relevantnost´ı pravidla nad mnozˇinou tre´novac´ıch dat, jednak aby nebyl
narusˇen princip samotne´ metody.
Navrhl jsem dva odliˇsne´ zp˚usoby vy´pocˇty spolehlivosti a testoval jsem jejich vliv na
kvalitu asociacˇn´ıch pravidel, resp. samotne´ klasifikace.
Pomeˇrny´ vy´pocˇet spolehlivosti
Nejprve jsem vyzkousˇel vypocˇ´ıtat spolehlivost jednodusˇe
conf(A→Catc) =
1
N
,
kde N je pocˇet kategori´ı, pro ktere´ je spolneˇn prˇedpoklad A. Pro kazˇde´ asociacˇn´ı pravidlo se
urcˇil pocˇet kategori´ı N , ve ktery´ch byla splneˇna mnozˇina termu˚ A a vy´sledna´ spolehlivost
byla vyhodnocena jako obra´cena´ hodnota N .
Pokud tedy pravidlo R pokry´va´ n kategori´ı(n ≤ N), vytvorˇ´ı se celkem n pravidel se
spolehlivost´ı 1/n, tedy naprˇ. pro n = (1 . . . 4) conf = {1.0, 0.5, 0.25, 0.125}. Pokud by pocˇet
kategori´ı pokryty´ch pravidlem R byl vysˇsˇ´ı nezˇ 4, spolehlivost by da´le konvergovala azˇ k
nule. Ve veˇtsˇineˇ prˇ´ıpad˚u vol´ıme minima´ln´ı spolehlivost relevantn´ıch pravidel od < 0.51.0 >,
tudizˇ je patrne´, zˇe prˇi takove´m zp˚usobu vy´pocˇtu by byla vygenerova´na asociacˇn´ı pravidla se
spolehlivost´ı 1.0 nebo 0.5. Na´zorneˇ lze proble´m ilustrovat na na´sleduj´ıc´ım prˇ´ıkladeˇ. Necht’
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Obra´zek 6.5: Prˇ´ıklad proble´mu s prˇi pomeˇrne´m vy´pocˇtu spolehlivosti
jsou dveˇ kategorie Cat1 a Cat2, do kazˇde´ kategorie patrˇ´ı 10.000 dokument˚u. Dolovac´ı algo-
ritmus nalezl prˇi analy´ze kategorie Cat1 frekventovanou mnozˇinu A.
Prˇi vyhodnocen´ı spolehlivosti asociacˇn´ıho pravidla A → Cat1 bylo zjiˇsteˇno, zˇe A je
obsazˇeno take´ v kategorii Cat2. Vy´sledna´ spolehlivost spolehlivost pravidla confA→Cat1 =
0.5 a samotne´ pravidlo rˇ´ıka´, zˇe s 50%n´ı pravdeˇpodobnost´ı bude dokument spnˇuj´ıc´ı prˇedpoklad
A patrˇit do kategorie Cat1, cozˇ je u´daj znacˇneˇ zkresluj´ıc´ı u´daj vzhledem k tomu, zˇe v kat-
egorii Cat2 je A splneˇno pouze v jednom dokumentu z celkovy´ch 10.000.
Jesˇteˇ veˇtsˇ´ı zkreslen´ı by prˇinesla situace, kdy by existovalo v´ıce kategorii podobny´ch kate-
gorii Cat2; potom by spolehlivost bezd˚uvodneˇ prudce klesala. V prˇ´ıme´m nasazen´ı se uka´zalo
by´t pouzˇit´ı pomeˇrne´ho vy´pocˇtu spolehlivosti nevhodny´m, proto jsem nakonec pouzˇil druhy´
zp˚usob - procentua´ln´ı vy´pocˇet spolehlivosti.
Procentua´ln´ı vy´pocˇet spolehlivosti
Tato metoda urcˇen´ı spolehlivosti asociacˇn´ıho pravidla odstranˇuje neduhy metody prˇechoz´ı
a snazˇ´ı se tak spolehlivost urcˇit co nejprˇesneˇji v souvislosti se zdrojovy´mi daty. Vzorec
pro vy´pocˇet jsem navrhl tak, aby bral v potaz mı´ru vy´skytu leve´ strany pravidla A v cele´
kategorii:
conf(A→Catc) =
supp(A→ Catc)
i=N∑
i=0
supp(A→ Cati)
,
kde N je pocˇet kategori´ı, pro ktere´ je spolneˇn prˇedpoklad A.
Spolehlivost asociacˇn´ıch pravidel prˇi pouzˇit´ı vy´sˇe uvedene´ho vzorce je dostatecˇneˇ prˇesna´,
jediny´ proble´m mu˚zˇe nastat u kategori´ı s extre´mneˇ rozd´ılny´m pocˇtem dokument˚u(vzor˚u
obecneˇ). Takovou situaci ilustruje na´sleduj´ıc´ı obra´zek.
Obra´zek 6.6: Prˇ´ıklad proble´mu prˇi procentua´ln´ım vy´pocˇtu spolehlivosti
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Pravidlo A → Cat2 ma´ vysˇsˇ´ı spolehlivost nezˇ pravidlo A → Cat1, cozˇ povede k
zaj´ımave´mu nezˇadouc´ımu jevu, kdy mu˚zˇe by´t vsˇech 3000 dokument˚u z Cat1 nespra´vneˇ
zarˇazeno do kategorie Cat2.
Celkem mohou nastat dva druhy prˇ´ıpad˚u, kdy se bude velikost kategori´ı za´sadneˇ liˇsit:
• Prˇ´ıpad 1 - Nedostatecˇne´ zajiˇsteˇn´ı potrˇebne´ho mnozˇstv´ı tre´novac´ıch dat zp˚usob´ı rozd´ıly
ve velikostech kategori´ı. To je zaprˇ´ıcˇineˇne´ sˇpatnou volbou tre´novac´ıch dat, prˇ´ıpadneˇ
nepochopen´ım dat jako celku.
• Prˇ´ıpad 2 - Male´ mnozˇstv´ı dokument˚u v kategorii je zp˚usobene´ samotny´mi vlastnostmi
vstupn´ıch dat a odpov´ıda´ modelovane´ realiteˇ. V takove´m prˇ´ıpadeˇ jsou rozd´ıly ve
velikostech kategori´ı v porˇa´dku.
Proto nen´ı nutne´ se azˇ tak prˇ´ıliˇs zaby´vat chybami, ktere´ mohou by´t zp˚usobene´ pro-
centua´ln´ım vy´pocˇtem spolehlivosti, je ale potrˇeba´ mı´t dokonaly´ prˇehled o vstupn´ıch datech
(Prˇ´ıpad 1). Tento zp˚usob vy´pocˇtu se nakonec uka´zal by´t dostatecˇny´m pro pouzˇit´ı v klasi-
fika´toru.
6.7.2 Diskretizace numericky´ch atribut˚u
Zvla´sˇtn´ım rysem veˇtsˇiny numericky´ch atribut˚u je fakt, zˇe mohou naby´vat obrovske´ho
mnozˇstv´ı hodnot, cozˇ je prˇi analy´za´ch zdrojem nezˇadouc´ıch proble´mu˚. Pro zjednodusˇen´ı
manipulace s takovy´mi numericky´mi atributy pouzˇ´ıva´me techniky diskretizace - nahrazen´ı
hodnot numericke´ho atributu intervaly hodnot I. Kazˇda´ cˇ´ıselna´ hodnota c potom spada´
pra´veˇ do jednoho takove´ho intervalu Ii.
Pu˚vodn´ı je metoda ARC-BC urcˇana´ pro textova´ data, tedy data, kde o diskretizaci
nema´ smysl mluvit. Pokud meˇla by´t metoda pouzˇita´ i pro klasifikaci dat relacˇn´ıch, bylo
nutne´ neˇjaky´m zp˚usobem prova´deˇt take´ diskretizaci.
Nejjednodusˇ´ı dva typy diskretizace jsou diskretizace do sˇ´ıˇrky a diskretizace do hloubky.
Diskretizace do sˇ´ıˇrky(Equal-width discretization)
Diskretizace do sˇ´ıˇrky je nejjednodusˇsˇ´ı formou diskretizace numericky´ch dat. Numericka´ rˇada
se rozdeˇl´ı na n interval˚u I, kazˇdy´ kosˇ pak odpov´ıda´ pra´veˇ jednomu z teˇchto interval˚u. Cˇ´ıselne´
hodnoty jsou na´sledneˇ prˇiˇrazova´ny do kosˇ˚u podle toho, zda hodnota patrˇ´ı do prˇ´ıslusˇne´ho
intervalu Ii.
{1, 1, 1, 1, 2, 4, 5, 33, 68, 69, 70, 121}
n = 3
s = (120− 1)/3 = 40
I1 =< 1, 41), I2 =< 41, 81), I3 =< 81, 121 >
Za´sadn´ım proble´mem diskretizace do sˇ´ıˇrky je nerovnomeˇrne´ rozlozˇen´ı hodnot do kosˇu.
Nezrˇ´ıdka nasta´va´ situace, kdy neˇkolik kosˇu z˚usta´va´ te´meˇrˇ pra´zdny´ch a naopak jeden kosˇ
pokry´va´ veˇtsˇinu hodnot numericke´ho atributu. K tomuto jevu docha´z´ı v prˇ´ıpadeˇ nerovneˇmeˇrneˇ
rozlozˇeny´ch cˇ´ıselny´ch hodnot. Diskretizace do sˇ´ıˇrky je mimo to citliva´ na vychy´lene´ hodnoty.
Diskretizace do hloubky(Equal-frequency discretization)
V prˇ´ıpadeˇ diskretizace do hloubky jsou data numericke´ hodnoty rozdeˇlene´ do kosˇ˚u, ktere´ ob-
sahuj´ı zhruba stejny´ pocˇet prvk˚u. Dı´ky tomuto postupu nemu˚zˇe doj´ıt ke stejne´mu proble´mu
jako u diskretizace do sˇ´ıˇrky.
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{1, 1, 1, 1, 2, 4, 5, 33, 68, 69, 70, 121}
B1 = [1, 1, 1, 1], B2 = [2, 4, 5, 33], B3 = [68, 69, 70, 121]
I1 =< 1, 1 >, I2 =< 2, 33 >, I3 =< 68, 121 >
Cˇasto se sta´va´, zˇe neˇkolik sousedn´ıch kosˇ˚u je zaplneˇno stejny´mi hodnotami. Za takove´
situace mu˚zˇe by´t proble´m urcˇit, ktery´ z kosˇu pouzˇ´ıt a do ktere´ho prˇ´ıslusˇnou hodnotu vlozˇit.
Popsany´ nedeterminismus se jednodusˇe rˇesˇ´ı tzv. shlukova´n´ım kosˇu. Sekvencˇneˇ se kon-
troluj´ı sousedn´ı kosˇe a pokud se naraz´ı na takove´, jejihzˇ interval Ii a Ii+1 je stejny´, kosˇ
Ii+1 je odstraneˇn. Stejneˇ tak cˇasto nasta´va´ situace, kdy dva sousedn´ı intervaly nejsou zcela
disjunktn´ı (cozˇ je podmı´nka pro zachova´n´ı determinismu prˇi urcˇova´n´ı kosˇe).
B1 = [1, 1, 1], B2 = [1, 2, 4], B3 = [5, 33, 68], B4 = [69, 70, 120]
Zde nastal proble´m s hodnotou 1 zapadaj´ıc´ı do interval˚u kosˇ˚u B1 a B2. Proto je nutne´
vybrat ze dvou pokry´vaj´ıc´ıch kosˇ˚u kosˇ hlavn´ı, ktery´ bude hodnotu zastupovat. Z druhe´ho
kosˇe bude tato hodnota vyjmuta, cozˇ povede ke zmensˇen´ı velikosti intervalu na straneˇ kosˇe
s odebrany´m prvkem(prvky). Vy´beˇr hlavn´ıho kosˇe je mozˇne´ prove´zt stochasticky, prˇ´ıpadneˇ
pouzˇit neˇkterou z heuristicky´ch metod.
6.8 Shrnut´ı implementace
V ra´mci implementace se podarˇilo upravit klasifikacˇn´ı metodu ARC-BC pro dolova´n´ı na
relacˇn´ıch datech. Hlavn´ı zmeˇny spocˇ´ıvaly zejme´na v modifikaci postupu pro dolova´n´ı frekven-
tovany´ch mnozˇin a v zacˇleneˇn´ı diskretizace numericky´ch atribut˚u. Soucˇa´st´ı u´prav bylo take´
urcˇen´ı vhodne´ho vy´pocˇtu spolehlivosti asociacˇn´ıch pravidel, ktere´ klasifikacˇn´ı metoda vy-
generovala ve fa´z´ı dolovan´ı frekventovany´ch mnozˇin.
Cela´ implementace asociacˇn´ıho klasifika´toru ARC-BC je rozdeˇlena do bal´ıcˇk˚u podle
funkce trˇ´ıd do nich spadaj´ıc´ıch. Samostatny´ bal´ıcˇek database sdruzˇuje trˇ´ıdy pro pra´ci s
databaz´ı MySQL, bal´ıcˇek mining obecne´ trˇ´ıdy dolovac´ıch struktur, bal´ıcˇek ARC-BC trˇ´ıdy
klasifikacˇn´ıch algoritmu, bal´ıcˇek discretization pak trˇ´ıdy pro diskretizaci.
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Kapitola 7
Testova´n´ı
Po implementaci metody probeˇhlo testova´n´ı na prˇipraveny´ch testovac´ıch datech tvorˇeny´ch
datovy´mi soubory Nursery, Adult, a konecˇneˇ ostry´mi daty z analyza´toru vizua´ln´ıch vlast-
nost´ı. Pro jednotliva´ beˇhy test˚u na datech je mozˇne´ nastavit neˇkolik vy´znamny´ch parametr˚u,
ktere´ maj´ı vliv na vy´sledky klasifikace:
1. min supp minima´ln´ı podporu asociacˇn´ıch pravidel
2. min conf minima´ln´ı spolehlivost asociacˇn´ıch pravidel
3. disc coef koeficient rozsahu diskretizovane´ho intevalu
V prˇ´ıpadeˇ min supp plat´ı, zˇe cˇ´ım v´ıce se hodnota bl´ızˇ´ı k 1.0, t´ım obecneˇjˇs´ı pravidla jsou
naleza´ny. Naopak, pokud se podpora bl´ızˇ´ı k hodnoteˇ 0.0, jsou v datech nalezene´ i pravidla,
ktera´ jsou v´ıce specializovana´ a ktera´ by v prˇ´ıpadeˇ vysˇsˇ´ı hodnoty min supp klasifika´tor
v˚ubec nenasˇel. V idea´ln´ı situaci by se meˇla by´t hodnota min supp limitneˇ bl´ızˇit k nule, ale v
rea´lu pak docha´z´ı k prohleda´va´n´ı neu´meˇrneˇ velke´ho prostoru frekventovany´ch mnozˇin a take´
prˇ´ıliˇsna´ velikost mnozˇiny vy´sledny´ch asociacˇn´ıch pravidel prˇina´sˇ´ı znacˇny´ na´rust potrˇebne´ho
vy´pocˇetn´ıho cˇasu.
Hodnota min conf uda´va´ mı´ru pravdivosti asociacˇn´ıho pravidla. Cˇ´ım v´ıce se hodnota
bl´ızˇ´ı k 1.0, jsou hleda´na v´ıce prˇesna´ a data le´pe popisuj´ıc´ı pravidla. Takovy´ch pravidel
je ovsˇem minima´ln´ı mnozˇstv´ı, proto je trˇeba experimentovat s hodnotou min conf , aby
nedosˇlo k nechteˇne´mu potlacˇen´ı asociacˇn´ıch pravidel a na´sledne´mu jevu, kdy by z˚ustalo
velke´ mnozˇstv´ı dat neklasifikovany´ch, protozˇe by prosteˇ neexistovala zˇa´dna´ pravidla, ktera´
by meˇla vysˇsˇ´ı hodnotu spolehlivosti.
Posledn´ı parametr disc coef ovlivnˇuje pocˇtu diskretizovany´ch interval˚u. Samotny´ vy´pocˇet
velikosti je odvozen od pravidla pro vy´pocˇet histogramu˚. Se zvysˇuj´ıc´ı se hodnotou disc coef
vzr˚usta´ pocˇet interval˚u (cˇ´ımzˇ se snizˇuje jejich velikost) pro jeden diskretizovany´ atribut.
V na´sleduj´ıc´ı testech jsem provedl experimenty s r˚uzny´m nastaven´ım vy´sˇe uvedeny´ch
parametr˚u a pozoroval jsem chova´n´ı a vy´sledky metody ARC-BC.
7.1 Ostra´ data z webu
Vstupn´ı data extrahovana´ z webovy´ch stra´nek byla podrobena d˚ukladny´m test˚um s r˚uzny´mi
pocˇa´tecˇn´ımi parametry. Pro prˇ´ıpadne´ porovna´n´ı s jiny´mi klasifikacˇn´ımi metodami v testech
sleduji prˇedevsˇ´ım metriky missclassification-rate a precision.
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Obra´zek 1 zobrazuje vy´sledky klasifikace prˇi pevneˇ nastavene´ minima´ln´ı podporˇe min supp
= 0.05 a r˚uzneˇ vysoky´ch hodnota´ch spolehlivosti min conf. Zeleneˇ zbarveny´ fragment
sloupce grafu uda´va´ mnozˇstv´ı dokument˚u, ktere´ byly klasifikova´ny do spra´vne´ trˇ´ıdy, cˇervenou
barvou je vyznacˇena mnozˇina dokument˚u, ktere´ klasifika´tor chybneˇ zarˇadil do jine´ kategorie,
b´ıla´ cˇa´st sloupce nakonec oznacˇuje dokumenty, ktere´ klasifika´tor nezarˇadil do zˇa´dne´ z trˇ´ıd.
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Obra´zek 7.1: Zastoupen´ı neklasifikovany´ch, spra´vneˇ klasifikovany´ch a neklasifikovany´ch dokument˚u
prˇi konstantn´ı hodnoteˇ podpory min supp=0.05 a r˚uzny´ch hodnota´ch spolehlivosti(osa x).
Z grafu je patrne´, zˇe se snizˇuj´ıc´ı se hodnotou spolehlivosti se postupneˇ zvysˇuje celkove´
mnozˇstv´ı klasifikovany´ch dokument˚u. Kdyzˇ byla spolehlivost min conf rovna 0.95, o 46%-
ti vsˇech testovany´ch dokument˚u nebyl klasifika´tor schopen rozhodnout (at’ uzˇ spra´vneˇ, cˇi
chybneˇ).
Co se ty´cˇe prˇesnosti klasifikace, v nejlepsˇ´ım nalezene´ konfiguraci vstupn´ıch parametr˚u
se podarˇilo dosa´hnout prˇesnosti pouze 40%, ve veˇtsˇineˇ jiny´ch konfigurac´ı pak naby´vala
hodnot okolo 35%. Idea´ln´ı nalezena´ konfigurace byla min supp = 0.05, min conf = 0.68, v
jiny´ch prˇ´ıpadech docha´zelo bud’ k prˇetre´nova´n´ı (velke´ mnozˇstv´ı nespolehlivy´ch pravidel),
nebo naopak k nedostatecˇne´mu natre´nova´n´ı, kdy omezene´ mnozˇstv´ı asociacˇn´ıch pravidel
zp˚usobilo to, zˇe mnoho dokument˚u z˚ustalo neklasifikovany´ch (viz. Graf 1 prvn´ı sloupec).
Lepsˇ´ıch vy´sledk˚u se nepodarˇilo dosa´hnout ani s r˚uzny´mi hodnotami min supp (testova´ny
hodnoty 0.05−0.21) a min conf (0.60−0.95), ani s r˚uzny´m nastaven´ım velikosti diskretizo-
vany´ch interval˚u. Zaj´ımave´ chova´n´ı algoritmu na vstupn´ıch datech lze z pozorovat take´ v
Grafu 1, kdy i prˇi snizˇuj´ıc´ı se nastavene´ hodnoteˇ spolehlivosti nedocha´z´ı k vy´razne´mu
zvy´sˇen´ı mnozˇstv´ı spra´vneˇ klasifikovany´ch dokument˚u.
Celkoveˇ se daj´ı vy´sledky klasifikace zhodnotit jako velmi sˇpatne´, prˇesnost klasifikace
kolem 40% nen´ı dostatecˇna´ pro rea´lne´ nasazen´ı. Pro zjiˇsteˇn´ı d˚uvod˚u sˇpatny´ch vy´sledk˚u
bylo provedeno testova´n´ı na dalˇs´ıch souborech dat - datove´m souboru NURSERY a datove´m
souboru ADULT.
7.2 Datovy´ soubor NURSERY
Klasifikace dat z datove´ho souboru NURSERY meˇla uka´zat, zda nevznikla prˇo implementaci
chyba zaprˇ´ıcˇinˇuj´ıc´ı n´ızkou prˇesnost klasifikace. Pocˇa´tecˇn´ı nastaven´ı parametr˚u klasifikace
bylo stejne´ jako u ostry´ch dat (z d˚uvodu porovna´n´ı vy´sledk˚u). Levy´ graf v Obra´zku 2
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zachycuje pr˚ubeˇh zmeˇny prˇesnosti klasifikace prˇi pevneˇ nastavene´ podporˇe min supp =
0.05. Zde je na prvn´ı pohled videˇt rozd´ıl od dat vizua´ln´ıch vlastnost´ı. Spra´vneˇ klasifikovane´
dokumenty tvorˇili v nejlepsˇ´ım prˇ´ıpadeˇ azˇ 85% vsˇech testovany´ch dokument˚u. Prˇesnost klasi-
fikace neklesla te´meˇrˇ nikdy pod 39%; v datech bylo vydolova´no neˇkolik vysoce spolehlivy´ch
asociacˇn´ıch pravidel s vysokou podporou, ktere´ drzˇely vy´sledky kvalitn´ı azˇ po podporu
min supp = 0.25.
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Obra´zek 7.2: Zastoupen´ı neklasifikovany´ch, spra´vneˇ klasifikovany´ch a neklasifikovany´ch dokument˚u
prˇi konstantn´ı hodnoteˇ podpory min supp=0.05 a r˚uzny´ch hodnota´ch spolehlivosti(osa x) pro datove´
soubory NURSERY a ADULT.
7.3 Datovy´ soubor ADULT
Stejneˇ jako u dat. souboru NURSERY, i v prˇ´ıpadeˇ ADULT bylo testova´n´ı provedeno
za stejny´ch podmı´nek. Vy´sledky klasifikace prˇi r˚uzny´ch nastaven´ıch spolehlivosti jsou zo-
brazene´ v prave´ cˇa´sti Obra´zku 2. V porovna´n´ı s vy´sledky klasifikace dat vizua´ln´ıch vlastnost´ı
stra´nky se podarˇilo prˇi idea´ln´ım nastaven´ı (min supp = 0.05, min conf = 0.68 dosa´hnout
prˇesnosti klasifikace teˇsneˇ pod hranic´ı 80%. V prˇ´ıme´ konfrontaci s jiny´mi klasifikacˇn´ımi
metodami (C4.5, neuronova´ s´ıt’) je pak prˇesnost klasifikacˇn´ı metody ARC-BC o cca 5%
nizˇsˇ´ı.
7.4 Zhodnocen´ı provedeny´ch test˚u
Na Obra´zku 3 je mozˇne´ sledovat zlepsˇova´n´ı vy´sledk˚u klasifikace se snizˇuj´ıc´ı se hodnout
podpory min supp pro vsˇechny trˇi datove´ soubory. Zˇluta´ cˇa´ra zna´zornˇuje vy´voj prˇesnosti
prˇi klasifikaci dat. souboru NURSERY, zelena´ cˇa´ra dat. souboru ADULT, hneˇde´ cˇa´ry prˇi
klasifikaci webovy´ch dat prˇi dvou r˚uzny´ch hodnota´ch spolehlivosti - 0.7 a 0.9.
Klasifikace nad pozˇadovany´mi daty z webu beˇhem prova´deˇn´ı experiment˚u vykazovala
velice sˇpatne´ vy´sledky; prˇesnost klasifikace nove´ho dokumentu se pohybovala kolem hranice
40%. Pro nasazen´ı v prakticke´m provozu bylo potrˇeba zvy´sˇit tuto prˇesnost o neˇkolik des´ıtek
procent.
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Vzhledem k tomu, zˇe klasifika´tor ARC-BC proka´zal v testech[1] dobry´ch vy´sledk˚u na
textovy´ch datech, mohla by´t nedostatecˇna´ prˇesnost zp˚usobena´ neˇktery´m z na´sleduj´ıc´ıch
faktor˚u:
1. Sˇpatna´ implementace
2. Nevhodnost metody ARC-BC pro relacˇn´ı data
3. Nevhodnost metody ARC-BC na numericke´ atributy
4. Potrˇeba sofistikovaneˇjˇs´ı metody pro diskretizaci numericky´ch atribut˚u
Prˇi dalˇs´ıch experimentech byla metoda proveˇrˇena na datovy´ch souborech NURSERY a
ADULT. V prˇ´ıpadeˇ dat NURSERY s ryze kategoricky´mi atributy se podarˇilo dosa´hnout
prˇesnosti klasifikace podobne´ vy´sledk˚um jiny´ch, ryze relacˇn´ıch klasifikacˇn´ıch metod. T´ımto
byly ze seznamu potencia´ln´ıch zdroj˚u proble´mu vyloucˇeny body (1) a (2).
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Obra´zek 7.3: Vy´voj prˇesnost´ı klasifikacˇn´ı metody prˇi r˚uzny´ch hodnota´ch podpory min supp(osa x).
Klasifikace datove´ho souboru ADULT umozˇnila oveˇrˇit vhodnost metody pro numericke´
atributy. Prˇesnost klasifikace byla sice nizˇsˇ´ı nezˇ v prˇ´ıpadeˇ dat NURSERY, ale te´meˇrˇ 80%
pravdeˇpodobnost zarˇazen´ı dokumentu do spra´vne´ trˇ´ıdy se da´ pokla´dat za u´speˇsˇne´ proveˇrˇen´ı
klasifika´toru. Bod (3) se tedy take´ neuka´zal by´t pravou prˇ´ıcˇinou proble´mu˚.
Zby´vaj´ıc´ı bod (4) souvis´ı s tvorbou diskretizovany´ch interval˚u z mnozˇiny hodnot num-
ericky´ch atribut˚u. Implementovany´ algoritmus diskretizace podle stejne´ sˇ´ıˇrky interval˚u nen´ı
vhodny´ pro urcˇite´ rozlozˇen´ı hodnot atributu. Nevhodneˇ vytvorˇene´ intervaly se pak ve formeˇ
frekventovany´ch mnozˇin stanou prˇedpokladem asociacˇn´ıch pravidel a v d˚usledku str˚ujcem
klasifikacˇn´ıch chyb.
V ra´mci provedeny´ch experiment˚u je zrˇejme´, zˇe klasifikacˇn´ı metoda ma´ proble´my se
zpracova´n´ım dat s veˇtsˇ´ım mnozˇstv´ım numericky´ch atribut˚u. Prˇestozˇe nizˇsˇ´ı prˇesnost klasi-
fikace dat. souboru ADULT nezˇ dat. souboru NURSERY mu˚zˇe by´t zp˚usobena celkoveˇ
odliˇsny´m charakterem dat, v souvislosti s velice n´ızkou prˇesnost´ı u dat z webovy´ch stra´nek
a s prˇihle´dnut´ım ke vsˇem test˚um se zda´, zˇe klasifikacˇn´ı metoda se sˇpatneˇ vyporˇa´da´va´ s
numericky´mi atributy zejme´na v ra´mci diskretizace.
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Kapitola 8
Za´veˇr
Tato pra´ce se zaby´vala klasifikac´ı webovy´ch stra´nek, jakozˇto jednou z metod dolova´n´ı
znalost´ı z dat. Byly prˇedstaveny za´kladn´ı metody klasifikace se zameˇrˇen´ım na klasifikacˇn´ı
metody vyuzˇ´ıvaj´ıc´ı asociacˇn´ı pravidla.
Da´le byla diskutova´na problematika klasifikace s vyuzˇit´ım dat z´ıskany´ch analy´zou oblast´ı
webove´ stra´nky a soucˇasneˇ analy´zou jej´ı textove´ cˇa´st´ı.
V ra´mci pra´ce byl vytvorˇen na´vrh hypoteticke´ho klasifikacˇn´ıho syste´mu webovy´ch stra´nek,
ktery´ klasifikuje stra´nky na za´kladeˇ vizua´ln´ıch vlastnost´ı webove´ stra´nky a bere v potez
take´ textovy´ obsah stra´nek. Navrzˇeny´ klasifika´tor vyuzˇ´ıva´ klasifikacˇn´ı metodu ARC-BC,
ktera´ pracuje na principu dolova´n´ı asociacˇn´ıch pravidel z dat. Klasifikacˇn´ı syste´m vyuzˇ´ıva´
neˇkolik subsyste´mu˚ - syste´m pro analy´zu vizua´ln´ıch vlastnost´ı - informac´ı o rozmı´steˇn´ı jed-
notlivy´ch cˇa´st´ı na stra´nce, syste´m pro prˇedzpracova´n´ı vizua´ln´ıch vlastnost´ı pro klasifikacˇn´ı
metodu ARC-BC a v neposledn´ı rˇadeˇ implementaci samotne´ metody ARC-BC.
Samotny´m c´ılem diplomove´ pra´ce bylo adaptovat klasifikacˇn´ı metodu ARC-BC na relacˇn´ı
data. Metoda ARC-BC dosahuje prˇi klasifikaci textovy´ch dat oproti jiny´m klasifikacˇn´ım
metoda´m vysoke´ prˇesnosti a pokud by se podarˇilo z´ıskat podobne´ vy´sledky i v ra´mci
relacˇn´ıch dat, bylo by jednodusˇsˇe mozˇne´ vyuzˇ´ıt j´ı pra´veˇ jako metodu pro klasifikaci obou
typ˚u dat.
Prˇi upra´veˇ klasifikacˇn´ı metody bylo nutne´ rˇesˇit rˇadu proble´mu˚ souvisej´ıc´ıch zejme´na s
cˇ´ıselny´mi atributy, nebot’ prˇi textove´ klasifikaci diskretizace numericky´ch atribut˚u nemeˇla
zˇa´dny´ vy´znam. Hlavn´ı porci u´prav zabralo prˇizp˚usoben´ı algoritmu dolova´n´ı asociacˇn´ıch
pravidel algoritmu ARC-BC pro spra´vnou funkci jak s frekventovany´mi mnozˇinami, tak s
diskretizovany´mi intervaly.
Takto upraveny´ relacˇn´ı asociacˇn´ı klasifika´tor ARC-BC byl implementova´n v progra-
movac´ım jazyce Java a na´sledneˇ proveˇrˇen na datech analyza´toru vizua´ln´ıch vlastnost´ı. I prˇes
sˇka´lu r˚uzny´ch nastaven´ı parametr˚u klasifikace se nepodarˇilo dosa´hnout prˇesnosti klasifikace
vysˇsˇ´ı nezˇ 40%. Nı´zka´ hodnota prˇesnosti prˇedpoveˇdi klasifikace vedla k dalˇs´ım experiment˚um
na alternativn´ıch testovac´ıch datovy´ch souborech, ktere´ meˇly jesˇteˇ v´ıce proveˇrˇit vhodnost
metody ARC-BC pro relacˇn´ı data.
Experimenty uka´zaly spra´vnou funkcˇnost metody a take´ fakt, zˇe hlavn´ım proble´mem
dosazˇen´ı vysˇsˇ´ı prˇesnosti klasifikace je zpracova´n´ı numericky´ch atribut˚u. Pouzˇita´ diskretizacˇn´ı
metoda do sˇ´ıˇrky v neˇktery´ch prˇ´ıpadech produkuje takove´ diskretizovane´ intervaly, ktere´ ve
formeˇ frekventovany´ch mnozˇin evokuj´ı vytvorˇen´ı sady neprˇesny´ch asociacˇn´ıch pravidel a
neprˇ´ımo tak maj´ı vliv na prˇesnost metody.
Obecneˇ metoda proka´zala pro relacˇn´ı data dobre´ vy´sledky; s prˇihle´dnut´ım k provedeny´m
experiment˚um a k samotne´mu faktu, zˇe s textovy´mi daty si ARC-BC doka´zˇe poradit bez
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proble´mu˚, je zrˇejmeˇ hlavn´ım proble´mem vy´beˇr diskretizacˇn´ı metody. Pouzˇita´ diskretizacˇn´ı
metoda nen´ı dostacˇuj´ıc´ı a v pro nasazen´ı metody by bylo trˇeba zvolit neˇkterou z “in-
teligentneˇjˇs´ıch” diskretizacˇn´ıch metod.
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Kapitola 9
Seznam prˇ´ıloh
Prˇ´ıloha A Tabulka vy´znamny´ch nameˇrˇeny´ch hodnot prˇi testova´n´ı klasifika´toru nad da-
tovy´mi soubory.
Prˇ´ıloha B Uzˇivatelska´ prˇirucˇka pro pouzˇit´ı programu vcˇetneˇ popisu vy´stupu programu.
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Prˇ´ıloha A - Data z experiment˚u
precision well classified bad classified non class
WEBDATA(conf 0.6) 39% 2233 3517 28
NURSERY(conf 0.6) 78% 10229 2719 10
ADULT(conf 0.6) 75% 24433 8128 0
WEBDATA(conf 0.7) 39% 2274 3343 161
NURSERY(conf 0.7) 85% 11046 1564 348
ADULT(conf 0.7) 74% 24001 6389 2171
WEBDATA(conf 0.8) 38% 2223 3063 492
NURSERY(conf 0.8) 73% 9484 1250 10
ADULT(conf 0.8) 59% 19366 1851 11344
WEBDATA(conf 0.9) 33% 1888 2093 1797
NURSERY(conf 0.9) 66% 8496 256 4216
ADULT(conf 0.9) 27% 8793 223 23545
WEBDATA(conf 0.95) 33% 1934 1160 2684
NURSERY(conf 0.95) 63% 8205 51 4702
ADULT(conf 0.9) 25% 8205 200 25102
Tabulka 1: Tabulka nameˇrˇeny´ch vy´sledk˚u klasifikace pro testovana´ data.
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Prˇ´ıloha B - Pouzˇit´ı programu
Prˇilozˇena´ aplikace je dodana´ ve formeˇ .class soubor˚u prˇelozˇeny´ch Java kompila´torem. Pro
spusˇteˇn´ı stacˇ´ı spustit trˇ´ıdu Main se dveˇma cˇ´ıselny´mi parametry - min. spolehlivost´ı a min.
podporou, tedy java textclassifier.Main <min supp> <min conf>.
Vy´pis spusˇteˇne´ho programu:
java textclassifier.Main 0.05 0.6
OK: Connected.
OK: Connected on ’localhost’ to the database ’romek’ as user ’root’.
Informace o u´speˇsˇnem prˇ´ıpojen´ı k datove´mu zdroji, v prˇ´ıpadeˇ chyby se vyp´ıˇse chybove´
hla´sˇen´ı. Po prˇipojen´ı probeˇhne diskretizace numericky´ch atribut˚u, pro kazˇdy´ atribut se
prezentuje informace o pocˇtu interval˚u a jejich velikosti.
intervals: 24 size: 240 r*i:5760
intervals: 23 size: 251 r*i:5773
intervals: 23 size: 251 r*i:5773
intervals: 17 size: 339 r*i:5763
intervals: 17 size: 339 r*i:5763
intervals: 33 size: 175 r*i:5775
intervals: 23 size: 251 r*i:5773
intervals: 32 size: 180 r*i:5760
Na´sleduje vy´pis nalezeny´ch kategori´ı s u´dajem o pocˇtu dokument˚u do nich spadaj´ıc´ıch a
dodatecˇneˇ take´ seznam vsˇech nalezeny´ch atribut˚u dokumentu.
none: 4805
date: 72
menu: 44
h3: 157
h1: 19
aktualita: 442
h2: 239
Following attributes found:
---------------------------
fontsize
weight
style
aabove
abelow
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aleft
aright
tlength
tdigits
tlower
tupper
tspaces
textbtns
bgbtns
contrast
V dalˇs´ı fa´zi beˇhu programu docha´z´ı k dolova´n´ı frekventovany´ch mnozˇin. Pro kazˇdou kat-
egorii prob´ıha´ dolova´n´ı zvla´sˇt’, podobny´ vy´pis pak dokumentuje pocˇet frekventovany´ch
mnozˇin nalezeny´ch v prˇ´ıslusˇne´ kategorii.
=============================================
Total transactions in category none:4805
LEVEL 1: 38
LEVEL: 2 Generating frequent itemset...
Level 2: 168
LEVEL: 3 Generating frequent itemset...
Po dokoncˇen´ı dolova´n´ı frekventovany´ch mnozˇin se provede generova´n´ı asociacˇn´ıch pravidel,
cozˇ se v konzoli projev´ı velky´m pocˇtem podobny´ch rˇa´dk˚u:
Rule: tlength: tlength>=0.0 AND tlength<=0.0 , ==> C1
conf:1.0 supp:0.11696150153875351
Vygenerova´n´ı asociacˇn´ıch pravidel ukoncˇuje fa´z´ı dolova´n´ı znalost´ı a zacˇina´ fa´ze klasifikace
dokument˚u. Kazˇdy´ dokument je klasifikova´n do jedne´ cˇi v´ıce kategori´ı, ve vy´pisu jsou kate-
gorie serarˇazene´ podle pr˚umeˇrne´ spolehlivosti asociacˇn´ıch pravidel pokry´vaj´ıc´ıch dokument.
==Document===========================================
==Belongs to category: none
fontsize: 93.0weight: normalstyle: normalaabove: 1.0abelow: 0.0
aleft: 0.0aright: 0.0tlength: 90.0tdigits: 8.0tlower: 53.0tupper:
6.0tspaces: 15.0textbtns: 0.03934bgbtns: 0.94296contrast: 11.11443cat: zpravy
2
11: date ################# (84.81024449521846%)
16: menu ############### (71.41233459115028%)
Po dokoncˇen´ı klasifikace vsˇech dokument˚u program informuje o dosazˇeny´ch vy´sledc´ıch prˇi
klasifikaci. Prvn´ı rˇa´dek uda´va´ celkovy´ pocˇet klasifikovany´ch dokument˚u, da´le pocˇet doku-
ment˚u, ktere´ z˚ustaly neklasifikova´ny a pocˇet dokument˚u klasifikovany´ch. Na dalˇs´ım rˇa´dku
se pokracˇuje vy´pisem pocˇtu spra´vneˇ zarˇazeny´ch dokument˚u a prˇesnosti, resp. chybovost´ı
klasifikacˇn´ı metody. Posledn´ı rˇa´dek vy´pisu uda´va´ relativn´ı prˇesnost, tedy prˇesnost na pouze
klasifikovany´ch datech.
==========================================================
Total documents: 5778
Non classified: 28
51
Classified: 5750
==========================================================
Well classified: 2233
OK %: 0.38646590515749396
MR %: 0.6135340948425061
TOTAL/NON OK %: 0.3883478260869565
==========================================================
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