Despite the proven applicability of the statistical methods in automatic fault localization, these approaches are biased by data collected 
Introduction
In this article, a hybrid automated fault localization method is introduced that takes advantage of the merits of both the static and dynamic analysis. In fact, statistical methods are biased by the test data used to run the program under test (PUT). The biasness could be alleviated by considering the static structure of the program while modeling dynamic behavior of the program to highlight error prone regions of the program. Existing statistical approaches [1] [2] [3] [4] [5] [6] [7] [8] [9] are merely based on program execution data and to the best of our knowledge, no method has gained benefit from knowledge on fault-proneness associated with different portions of the code. Studies have shown that certain structures of code such as the depth of the nested loops and the modified or recently developed parts of the code are more likely to be faulty [10] [11] . Generally speaking, code complexity correlates with the defect rate and robustness of the application [11] [12] [13] . Code which is too complex is often the reason for bad code quality and erroneous programs. Static code metrics are direct measurements of source code and may potentially relate to code quality, and therefore to fault-proneness [12] . The fault-proneness analysis is especially beneficial for large programs, where searching for likely failure origins could be accomplished more effectively if programmers give more attention to fault-prone portions and scrutinize them thoroughly. We have applied a defect prediction method, based on code complexity metrics, to estimate the static fault-proneness likelihood (FPL) of methods for subject programs. To reduce the high false positive rate of static methods [14] [15] , the estimated value is further refined, considering the number of appearance of the involved statements in passing executions. It should be noted that coincidental correctness occurs frequently [16] [17] [18] and could negatively affect the refinement process. To differentiate these tests a clustering-based approach [18] is employed. The refined FPLs are applied to Systems and Software------https://doi.org/10.1016/j.jss. 2017.11.002 improve the suspiciousness scores obtained from dynamic analysis methods. We have used the refined FPLs to adjust the correlation of the statements to be selected as bug predictors in an Elastic-Net regression.
In a typical program, the statements could be highly correlated with each other. The correlation caused by control and data dependencies amongst the statements represented as the predictor variables does not let us apply the ordinary methods to solve the regression equation, precisely. Typically, penalized regression methods have the capability to cope with correlated predictor variables [19] . Therefore, a penalized logistic regression method with a feature selection capability could be advantageous to identify fault relevant statements, while considering the correlation amongst the statements. The difficulty is to preserve the feature selection capability by penalizing the coefficients of the predictor variables while considering the structural dependencies amongst the statements represented as the predictor variables in the regression model. The proposed statistical approach builds a regularized logistic regression model based on fault candidate program statements.
The regression predictors are initially selected as those statements appearing in dynamic slices of the statements revealing the faulty results. Using a combination of the statistical approach to fault localization and backward slicing it is possible to take advantage of the capability of statistical approaches to rank statements according to their fault suspiciousness and the strength of backward dynamic slicing in restricting the statements to those included in the cause-effect chain of the failure(s). The impact of each of the statements could be appropriately estimated by computing the coefficient of its corresponding predictor variable in the regression model. Besides, the simultaneous impact (i.e., combinatorial effect) of correlated program statements on the program termination state could be estimated by using a regression-based statistical approach. Considering this fact is of great importance because the most program failures are only revealed when a specific combination of correlated statements are executed [20] .
A significant challenge for statistical debugging techniques is to find multiple bugs in programs. It has been shown that single-bug algorithms are not effective for multiple-bug cases [1] [21] [22] . The grouping effect of the fault suspicious statements, appearing as predictors in the Elastic-Net regression, could reveal multiple bugs in a program. In fact, each group of statements, appear in execution paths with a relatively high number of common sub-paths, often include a distinct faulty statement in a multiple fault program. This property is helpful for finding multiple faults and correlated predictor variables.
Another issue known as >> problem [23] may occur when the debugging method relies on modeling all program statements in a linear model such as regression [24] . This problem happens when the number of statements is much bigger than those of the executions.
Employing a penalized regression method with grouping effect [23] enables us to handle this problem in large-sized programs.
The main contributions of this article, which include extensions of previous works [25] [26] [73] , are as follows: 1) Considering the complex interactions among program statements and analyzing their effect on each other and on program termination status by using an Elastic-Net regression based method.
2) Handling the known >> problem by using a penalized regression method that makes the proposed approach scalable.
3) Considering the program structure in statistical fault localization. FPA-FL attempts to discover the location of faults by taking into account the program structure and static fault-proneness analysis.
4) Finding multiple faults in programs. Grouping effect of Elastic-Net is very useful in dealing with this problem.
The remaining part of the paper is organized as follows. In Section 2, we first provide an overview of FPA-FL and then describe its steps in detail. This section describes how the execution data is used to construct expanded backward dynamic slices (EBDS) and then is converted to program spectra. Clustering execution vectors and identifying likely coincidentally correct tests are also described in this section. The experiments and results are shown in Section 3. Some discussions containing the related works and threats to validity are presented in Sections 4 and 5. Finally, the concluding remarks are mentioned in Section 6.
FPA-FL method overview
In this section, the main idea behind our proposed fault localization technique is presented. As shown in Figure 1 , FPA-FL has four main stages. These stages include computing backward dynamic slice (BDS), identifying coincidentally correct tests, estimating static fault-proneness likelihood and finally localizing faults. The initial inputs are a buggy program and a test suite. These stages are detailed in the following sub-sections. 
Computing BDSs and constructing execution vectors
In order to minimize the search space in Spectrum-based Fault Localization (SBFL) approaches, we suggest the use of expanded BDSs, instead of all the program statements, to build the program spectra. Since a failure in a failing run is mostly manifested as a wrong output value, the BDS of the value frequently captures the faulty code is responsible for producing the incorrect value [14] . Therefore, the first step in computing BDSs and constructing execution vectors is to analyze the program and recognize the output statement(s) to find out which ones generate undesired results. Some programs may have multiple outputs and the debugger should identify the one producing incorrect values. The main concern is how to consider data and control dependence among the output value and the faulty code when analyzing different failing and passing tests. Since we do not know the location of faulty code, we compute the backward full dynamic slice starting from the incorrect value which frequently captures the faulty statement(s) and later we expand the BDS to include more suspicious statements according to our previous work in [2] . To compute EBDSs, we calculate two conditional probabilities to find out whether given statements, which are executed but are not included in BDSs, have a potential to affect the program result. After computing EBDSs, we convert each execution to a vector where each element of the vector corresponds to a program statement. Then, we give values to the elements of the vector according to the presence or absence of the element in the EBDSs of corresponding execution.
To compute BDSs we used the dynamic slicing framework introduced in [27] . The framework instruments a given program and executes a GCC compiler to generate binaries and collects program dynamic data to produce its dynamic dependence graph. The framework contains two main tools: Valgrind and Diablo. The instrumentation is done by Valgrind memory debugger and profiler who also identifies the data dependence among statement execution instances. The Diablo tool is capable of producing control flow graph (i.e. the control dependence among statements) from the generated binaries. We also used WET tool to compute BDSs from an incorrect output value.
Clustering execution vectors and identifying likely coincidentally correct tests
In fact, EBDSs of program executions are computed with the aim of determining potentially faulty statements which will be used as covariates in our Elastic-Net regression model. Based on this idea and assuming that existing passing and failing executions for program are presented as two failing and passing labeled execution vectors in program space, -( ), we have appliedclustering method. The execution points in each cluster share common executed and slice included statements and therefore they are approximately related to a particular program execution path.
Given a set of execution vectors for program , without regarding the fail\pass label of the vectors, k-means aims to partition them into sets ( ≤ ) = { , ,…, } according to the following within-cluster function which minimizes the sum of squared Euclidean distances:
Where is the center of execution vectors in cluster and is an execution vector corresponding to in − ( ). The simple K-means takes the number of clusters as a parameter. In our experiment, similar to [21] , this number is set according to the size of test suite, . Let denote the number of clusters, =| | * , where | | is the size of and 0 < < 1. The previous studies worked well in the cases of = 2% to = 5%. Hence, we set = 1%, 2%, 4% and 6% in our experiment, respectively.
In general, there is no a fixed ratio of clustering (i.e. the number of clusters) suitable for all cases [18] . It mainly depends on the size of the test suite, and how much risk the developers are willing to take in order to identify the coincidentally correct tests. If the size of test suite is large, a relatively low value of can be chosen to keep the level of the false negatives low. If the developers have a high demand for accuracy of the recognition of coincidental correctness, a relatively high value of can be chosen to keep the level of the false positives low. After clustering the execution vectors, we use the technique proposed in [2] to expand BDS to the suspicious statements of the relevant slice [28] without computing the relevant slices, directly, to reduce the computational cost and decrease the number of irrelevant statements.
We leverage a clustering-based strategy to identify the subset of a test suite that is possible to be coincidentally correct [18] . coincidental correctness occurs when a test case executes the faulty elements but no failure is triggered. Previous studies have demonstrated that coincidental correctness is prevalent [16] [17] . When coincidentally correct tests are present, the faulty elements will likely be ranked as less suspicious than when they are not present. As shown in the previous studies [17] [29], the efficiency and accuracy of SBFL can be improved by cleaning the coincidentally correct tests. However, it is difficult to identify coincidental correctness because we do not know the locations of faulty elements in advance.
After clustering of the BDSs of executions, passing tests which are grouped into the same cluster with the failing ones are very likely to be coincidentally correct. Coincidentally correct test traces are usually expected to be more similar to failing executions because they analogously executed faulty statement(s). So, clusters that only include passing executions can be considered with high confidence as 'coincidental correctness'-free and can be employed in the refinement process of static FPLs.
Fault-proneness analysis based on static code metrics
Programming experiences have shown that faults distribution across programs is not uniform and some parts of programs are more likely to contain faults. In general, fault-proneness of a part of a program is directly related to its complexity. For instance, the nested function calls are more likely to be faulty compared with simple function calls. A programmer who writes a recursive function is more likely to make mistakes compared with a programmer who writes non-recursive function. Those parts of a program which are developed or modified more recently are more likely to be faulty [30] [31] . So, there exists a relationship between the measures of software complexity and the faults found during testing and operation phases. These are properties that may potentially relate to code quality, and therefore to fault-proneness.
It has been shown that the distribution of faults over a system can be modeled by a Weibull probability distribution [32] . This motivates the use of software fault prediction models which provide an upfront indication of whether a portion of code is likely to contain faults, i.e., is fault-prone. Such prediction models are especially beneficial for large-scale systems, where the search space for bug localization is comparatively large. However, there has been considerable debate about the extent to which software fault prediction models constructed from code complexity metrics [33] [34] actually contribute to supporting software testing processes. More recently, the validity of software fault prediction using static code features has been empirically illustrated by, e.g., Menzies et al., who stated that static code features are useful, easy to use, and widely used [35] . This observation was later also confirmed by other work, e.g., [36] .
Static code features are known to be correlated. Authors in [37] , investigated different static code features and claimed that the metrics could be grouped into four categories. A first category related to metrics derived from flowgraphs (i.e., McCabe metrics), while a second category contained metrics related to the size and item count of a program. The two other categories represented different types of
Halstead metrics. This motivates the use of a feature selection procedure, especially when applying techniques that do not include some sort of embedded feature selection. When analyzing static code metrics, it is important to know the level of granularity at which they were captured. Common granularities include the file and package level, as well as the module level. In this article, the term module is used as a generic term to refer to the method level in C and Java programs.
Researchers have adopted different techniques to construct software fault prediction models. These include various statistical techniques such as logistic regression and Naive Bayes which explicitly construct an underlying probability model [38] . Furthermore, different machine learning techniques such as decision trees, support vector machines, and techniques that do not explicitly construct a prediction model but instead look at a set of most similar known cases have also been investigated [38] . We construct different prediction models according to [39] and apply them to predict fault-prone areas of the subject programs. Consequently, a static FPL for each program statement is obtained. Regarding the fact that many fault-prone elements of a program may not be related to the failure, we suggest refining FPLs based on coverage information.
Refining Static Fault-proneness Likelihoods Based on Coverage Information
Considering the fact that static FPLs are computed based on static program structure and code complexity metrics, the high false positive rate is inevitable. By false positive, we mean that there may be statements with high static FPLs that have no relation to the program failure. Not taking into account this fact may lead bias in the final ranking of statements. In other words, failure origins are not necessarily located in fault-prone portions of a program. So, before incorporating the estimated static FPLs of program statements in our statistical fault localization method, we propose to leverage coverage information to refine them.
With this understanding, we now explain how to refine the static FPL of a statement (say ) based on its appearance frequency in passing executions. If we consider that after identifying and separating likely coincidentally correct tests, there remain passing test cases and statement appears in out of them, the proposed refinement process is shown in equation (2) .
where is a constant between 1 and 2. More discussion on the impact of on the effectiveness of our proposed fault localization can be found in Section 3.3. Since we first attempt to separate likely coincidentally correct tests in a test suite and exclude them from the refinement process, it is expected to remain a small number of such tests in the test suite. Therefore, the refinement process could be done with confidence.
It is argued that often about 20% of the code is responsible for the 80% of program faults [40] . So, in our experiments, about 20-30 percent of program statements are considered as fault-prone and their static FPLs refined based on proposed refinement strategy. Static FPL of other statements is considered as zero and their suspiciousness scores are estimated using the Elastic-Net regression method.
Statistical fault localization Based on Elastic-Net Regression Model
The major difficulty with existing SBFL techniques is that they analyze each program statement in different failing and passing spectrum, in isolation. In other words, the suspiciousness score of a program statement is estimated without considering the combinatorial effect of other statements on program termination state. To address this problem, a new logistic regression method dedicated to automatic fault localization is introduced. (3).
where the elements denote the number of times the statement is executed in the test case. The logistic regression method is used to learn functions of the form : à via the conditional probabilities of ( | ) where is a discrete value (binary in our application) and =< 1,… > is a vector of discrete or continuous variables (discrete non-zero in our application). Assuming a parametric form for the distribution ( | ), logistic regression estimates the parameters (i.e. the weight or coefficient of each program statement in the model) from the SCM. The logistic regression model for the response binary variable = < 1… > is in the conditional probability form:
and
where , ,…, are the regression coefficients and s indicates the value of the spectrum S, extracted from a specific execution.
Equations (4) and (5) specify the probability of program's execution to be passing and failing, respectively. These equations are called logistic functions. Knowing the number of times each statement is executed in a particular run ( = ), equations (4) and (5) estimate the probability that the run is passing and failing, respectively. These functions are nonlinear in terms of to . The logit transformation, converts a logistic function into a corresponding linear function as follows;
In logistic regression the coefficient values =< , ,…, >are chosen to maximize the conditional data likelihood which is the probability of the observed response conditioned on their corresponding values. We choose the parameters which satisfy:
To ease further calculations, we work on the maximum log-likelihood function by converting (7) to (8) as follows:
Expanding relation (8) by substituting ( | , ) with right-hand side of the equation (4) and (5), the conditional log-likelihood ( ) is:
Where indicates the program termination state value which is either 1 for passing or 0 for failing results. Equation (9) could be further simplified to:
To find the optimal values for the log-likelihood function in (10) is maximized by setting its derivatives to zero. The result is +1 score equations which are nonlinear in . When the derivative of ( ) is zero, the corresponding data point, critical point, can either maximize or minimize the value of ( ) .The critical point will be a maximum if the Hessian matrix of log-likelihood is nonpositive definite, which means ( ) is convex [42] [43] . Since ( ) is convex, it has been shown in [42] [43] , the derivative to be zero will be necessary and sufficient condition for a data point to maximize the value of ( ).
Because the first element of is one, the first score equation can be written as follows:
To solve the score equations, different methods could be used. We apply the Newton-Raphson algorithm for which we need to know the Hessian matrix that is the second derivative of log-likelihood (Equation (11)):
According to Newton-Raphson algorithm, the parameter estimation is done iteratively and in each iteration the new estimate, , is computed by updating the old estimate, :
Here, the derivatives are evaluated at . For more convenience, we rewrite the score equations and the Hessian in matrix notation. To this end, the following notations are used:
is the Boolean vector where =1indicates passing and =0 denotes the failing termination of the execution of the subject program.
-: * ( + 1) denotes the matrix of values.
is the vector of fitted probabilities in which the component is:
is a * diagonal matrix of weights in which the diagonal element is: P r ( = 1| , )(1 − Pr ( = 1| , ))
Using the above notations, equations (11) and (13) are rewritten as:
Hence, the Newton step defined in (14) is rewritten as:
As could be seen, the Newton step is expressed as a weighted least squares step in which the response is Z:
These equations are solved iteratively. In each iteration the value of , and are computed using their values in the previous iterations.
This algorithm is referred to as iteratively reweighted least squares or , in which each iteration solves the known weighted least squares problem [35] :
Typically, =0 is a good starting value for the iterative procedure. Let = where is a diagonal matrix using the Choleski Decomposition in which the component is . Thus the the above equation will be:
Now assume that:
Thus the above equation can be expressed as follows:
The above equation represents IRLS in a matrix notation format. In the previous section, we applied the Newton-Raphson method to convert nonlinear logistic equations, modeling a program behavior, into a corresponding linear least square problem, IRLS [41] . The ideal is to solve the IRLS problem, defined in equation (22), with a minimum number of bug predictor statements, , while considering the static features and inter-dependencies of the statements. To consider the grouping effects of the statements, to be selected as bug predictors, on the program termination state the Elastic-Net constraints are imposed on the coefficients of the statements, to be selected as the regression variables. The Elastic-Net constraints are adjusted according to the FPL of the program statements. To achieve this, Lars method for stepwise solution of IRLS is employed.
Considering the static code fault-proneness during regression model construction
The experiments have shown that some parts of programs are more likely to contain faults. This fact should be considered while building the statistical fault localization model. In other words, all parts of a subject program should not be treated equally. The fault prone areas of code should be scored more cautiously. As mentioned above, the value of shrinkage parameter, highly affects the number of variables included in the final model. In equation (30), parameter controls the number of variables such that larger value of decreases the number of included variables and vice versa. Since, the program statements may have different static FPLs, we suggest using different values of for different groups of statements. To this end, in the case of fault-prone statements, we use with smaller values compared to not fault-prone statements. As a result, those statements are hardly eliminated from the corresponding model. Note that it does not mean we neglect the role of statements in less fault-prone locations on program failure. In the proposed approach, the program statements are categorized according to their static FPLs. For statements in fault-prone parts of the code, the value of the shrinkage parameter is chosen based on equation (23) .
The default penalty value is 1 for each statement, but other values can be specified. In particular, any statement with penalty value equal to zero is not penalized at all. When penalizing the coefficients of statements, the value of their penalty parameters is determined according to their static FPL. Equation (23), presents how the penalty value is computed for a given statement .
For statements with static FPL smaller than 0.5, statements located in not fault-prone areas, penalty value will be close to 1. As a result, their shrinkage value will not be faced with any reduction. Penalty value will be reduced to 0.7 for statements located in the most faultprone areas of the program. For other fault-prone statements, it will be in the range of (0.7-1).
Imposing Elastic-Net constraints
In order to provide grouping effect property for FPA-FL, which is helpful for finding multiple faults and correlated predictor variables, and to solve >> problem, we make use of the privileges of Elastic-Net method. To achieve this, we impose the following constraints on norm-1 and norm-2 of the regression coefficients:
Where and are the regularization parameters on norm-1 and norm-2 of the coefficients, respectively. Norm-2 and norm-1 are defined as follows;
According to the above equation, the estimated value for minimizes the Elastic-Net:
To convert the equation (24) to penalized least squares, we act as follows. Let = /( + ); Hence, estimation of is equal to the following optimization problem:
where is the value of determined by ordinary least squares regression. The function (1− )| | + | | is called elastic penalty which is a convex combination of lasso and ridge regression penalty parameters and α ∈[0,1]. determines the balance between the lasso and ridge penalties, where =0 amounts to lasso regression, and =1amounts to ridge regression. In practice, is a vector, for each value of which we use 10-fold cross-validation to pick . This approach amounts to a grid search of the parameter space as described in [23] . To incorporate prior information about program statements directly into the model selection approach, we minimize Equation (27) subject to a new penalty function:
where is a modifier on the shrinkage incurred on each statement. If there is a prior belief for a causal relationship → , then < 1 corresponds to less shrinkage being incurred on the corresponding , hence making it more likely that this statement is not shrunk out of the model. Note that neither the correlation with a target nor the order in which predictors selected by the model are modified and only the degree of shrinkage of a parameter is altered. In cases where multiple predictors are correlated (a common occurrence in programs), will cause predictors with no prior information to be shrunk from the model before predictors with prior information. Note that the modifies only the norm, as in [44] . This implementation is based on the elasticnet R package [44] . Given dataset ( , ) and
Let = / 1+ and * = 1+ . Then, the Elastic-Net estimator is equivalent to the following lasso estimator:
By transforming Elastic-Net equation into lasso with embedded ridge penalty into the matrix, >> problem could be handled. In other words, when the number of program statements is greater that the number of test cases, the possibility of solving the equation will be provided using the augmented matrix.
Combining the results of static fault-proneness analysis and dynamic Elastic-Net
Four possible scenarios should be considered while incorporating the static FPLs into statistical fault localization:
1-Given that statement is located in a fault-prone area of the program and it is assigned a high suspiciousness score by the Elastic-Net method. In this case, since is recognized as fault-prone by static analysis, it will gain a high static FPL. On the other hand, since is assigned a high suspiciousness score by the Elastic-Net method, it should not be appeared in many passing executions. Consequently, it is expected that static FPL of is not diminished significantly during the refinement process. In this scenario, the maximum of the two scores obtained by the dynamic and static analysis methods is considered as the final score.
2-Given that statement is located in a not fault-prone (NFP) area of the program and it is assigned a high suspiciousness score by the Elastic-Net method. Since is not recognized as fault-prone by static analysis, it will gain a low static FPL. In this case, we should not let low static FPL of causes a reduction in its final suspiciousness score. Because it is not necessary for all the program faults to be found around the complex and fault-prone areas. In this case, we have considered the suspiciousness score obtained by the Elastic-Net method as the final score.
3-Given that statement is located in fault-prone (FP) area of the program and it is assigned a low suspiciousness score by the Elastic-Net method. In this case, since x is recognized as fault-prone by static analysis, it will gain a high static FPL. During the refinement process three possible cases may occur: 1) Since the statement has gained a low suspiciousness score by the Elastic-Net method, it may appears in very passing executions and has high correlation with passing state of the program rather than failing. In this case, the static FPL of will be reduced significantly during the refinement process and it will gain a low score in the final result. 2) Suspiciousness score of estimated by the Elastic-Net method is low because has not appeared in many of passing and failing executions. In this case, may not be considered as faulty statement and prevented to enter the model. This situation may be occurred due to inappropriateness of existing test suite. In this case, provided that the static FPL of is not reduced significantly during the refinement process, taking into account the static FPL of may be helpful and the simple average of two scores can be considered as the final score. 3) Suspiciousness score of estimated by the Elastic-Net method is low because our method may be unable to localize all types of faults. In this case, similar to second situation, taking into consideration the static FPL of may be helpful and the simple average of two computed scores can be considered as the final score.
4-Given that statement is located in not fault-prone (NFP) area of the program and it is assigned a low suspiciousness score by the Elastic-Net method. In this case, since is recognized as not fault-prone by static analysis, it will gain a low static FPL. In this case, we have considered the suspiciousness score obtained by the Elastic-Net method as the final score.
Elastic-Net can encourage a grouping effect, i.e., strongly correlated statements tend to be selected in groups. Since fault relevant statements may be highly correlated with a few fault irrelevant statements, the Elastic-Net would include redundant statements into the fitted model. Hence, we need to further investigate the fault relevant statements within the selected groups. Proposed approach of combining the results are able to alleviate this problem to some extent. In fact, the fault irrelevant statements within each group will be faced with weight loss either they have been located in fault-prone areas or not. It is because the redundant statements are included in a group just because of existing high correlation among grouped statements. Since redundant statements are not highly correlated with failure and are not fault relevant, the likelihood of observing these statements in passing executions is more than in failing ones. So, refinement process will reduce the static FPLs of redundant statements included in significant groups. A significant group is a group of statements which are highly correlated with each other and contains fault relevant statements. Consequently, we will be capable of ranking statements within a group based on static FPLs of included statements.
Since the range of the output values differs for two methods normalization of data in the range of [0,1] is required before combining the results. We normalize suspiciousness scores from 0 to 1 (both inclusive) for dynamic method suspiciousness rankings. That is, the normalized suspiciousness is defined as:
Where and denote the minimum and the maximum scores obtained by the Elastic-Net method. The scores of two methods are further synthesized to form the final ranking. Later the output is sorted in decreasing order and can be used to construct cause-effect chains.
Constructing Cause-Effect Chains
After identification of fault-relevant statements using the proposed hybrid method, we need to discover how these statements relate to each other in program dependency graph. Determining cause-effect chains, dependency chains that connect faulty and fault-relevant statements in static program dependency graph, allows a programmer to focus his attention on the most failure relevant parts of programs.
As stated before, most of program faults are complex and involve complex interactions between many program statements. Such interactions among statements can provide additional information about faults. For example, we can exploit the transitional information provided by data/control dependencies among program statements to expose more bugs and discover cause-effect chains. In this regard, the grouping effect of the Elastic-Net method could be very helpful. Due to grouping effect of the Elastic-Net method, all fault correlated statements are retained in the model and taken similar coefficients. Elastic-Net puts highly correlated statements into a single group.
Therefore, the fault relevant statements corresponding to each individual bug are included into a group separated from groups including faulty statements of other existing bugs of a program. So, this property is helpful for constructing cause-effect chain(s) for statements included in a group and to find multiple faults in programs.
For each group of statements identified by the Elastic-Net method, we analyze the static dependency graph of the original program and find those dependency chains that connect all the statements. Since identified chains are often not unique, we select the shortest one as the cause-effect chain for manual inspection.
Experimental Evaluation
In this section, the effectiveness of FPA-FL is empirically evaluated. 
Subject Programs
We use the Siemens suite, Defects4J suite, Gzip, Grep, Sed, Space, Make and Bash as our subject programs to evaluate FPA-FL. The
Siemens suite contains seven subject programs with 132 faulty versions and each faulty version contains one manually seeded fault. As stated in [49] , a fault localization technique is valuable if it works on real faults. According to [50] , artificial faults differ from real faults in many respects, including their size, their distribution in code, and their difficulty of being detected by tests. So, we also used some programs of the Defects4J Table 1 . 
Evaluation metrics
Performance metrics are widely used to facilitate comparisons among different approaches. Some evaluation metrics has been used by state-of-the-art approaches like Ochiai [4] , D-Star [5] , O-O P [6] , H3b-H3c [7] and Baah [52] [53] methods. Two metrics are used in this paper:
1) 'The EXAM score' gives the percentage of statements that need to be examined until the first faulty statement is reached.
According to [5] the main objective is to provide a good starting point for programmers to begin fixing a bug, rather than identifying all the code that would need to be corrected. From this perspective, even though a fault may span multiple, noncontiguous statements, the fault localization process is halted once the first statement corresponding to the bug is found.
2) 'Average number of statements examined' metric gives the average number of statements that need to be examined with respect to a faulty version (of a subject program) to find the bug. If a program has n faulty versions, we can say, for example, A is more effective than B, if We note that, for FPA-FL and all other peer techniques discussed herein, the same suspiciousness value may be assigned to multiple statements, and therefore be tied for the same position in the ranking. So, the results are provided in two different levels of effectiveness -the ''best" and the ''worst". In all our experiments we assume that for the ''best" effectiveness we examine the faulty statement first and for the ''worst" effectiveness we examine the faulty statement last.
Case study 1: finding the location of single bugs
In this study, we evaluate the performance of FPA-FL in finding the location of single bugs and compare it to the state-of-the-art fault localization techniques using the EXAM and Average Number of Statements Examined metrics. We subject FPA-FL and other peer techniques to the various faulty programs and measure their localization quality. Eight distinguished fault localization techniques include Baah [52] [53] , Ochiai [4] , D-Star [5] , O-O P [6] and H3b-H3c [7] are compared to FPA-FL in this experiment. We now present the evaluation of FPA-FL with respect to the EXAM score. Figure 2 illustrates the EXAM score of FPA-FL and other peer techniques on subject programs. The x-axis represents the percentage of code (statements) examined while the y-axis represents the number of faulty versions where faults are located by the examination of an amount of code less than or equal to the corresponding value on the x-axis. For example, referring to Part (a1) of Figure 2 , we find that by examining 10 % of the code FPA-FL can locate 81% of the faults in the Siemens suite in the best cases and 64% in the worst, whereas D-Star has 64% (best) and 52% (worst). 
Case study 2: finding the location of multiple bugs
Programs that contain multiple faults present new challenges for fault localization. Most published fault-localization techniques target the problem of localizing a single fault in a program that contains only a single fault. In fact, the single-bug algorithms are not efficient for finding multiple bugs in programs. Previous techniques generally deal with multiple faults by the creation and specialization of test suites that target different faults. For example, automatic partitioning of the failing tests is widely used to locate multiple faults in programs [22] . This technique attempts to create subsets of the original test suite that target individual faults. However, in [54] it has been shown that the high degree of failures caused by multiple faults suggest that subsets are unlikely to be pure and target an individual fault.
In this case study, the effectiveness of FPA-FL is evaluated on programs with multiple bugs. A multiple fault version is a faulty version with faults that is made by combining faulty versions from a set { ; ; ...; } where each bug in corresponds to the faulty version . In practice, developers are aware of the number of failing test cases for their programs, but are unaware of whether a single fault or many faults caused those failures. Thus, developers usually target one fault at a time in their debugging.
In the first experiment we randomly combined some faulty versions of subject programs to make multiple-bug versions (100 multiplefault versions for each program) and then investigated that in what percent of the programs, all faults can be localized regarding to one, five, ten and twenty percent of manual code inspection. The result of experiments is shown in Figure 5 . For programs with multiple faults, the authors of [55] also define an evaluation metric, Expense, corresponding to the percentage of code that must be examined to locate the first fault as they argue that this is the fault that programmers will begin to fix. We note that the Expense score, though defined in a multi-fault setting, is the same as the EXAM score used in this paper. The Expense score is really part of a bigger process that involves locating and fixing all faults (that result in at least one test case failure) that reside in the subject program. After the first fault has successfully been located and fixed, the next step is to re-run test cases to detect subsequent failures, whereupon the next fault is located and fixed. The process continues until failures are no longer observed, and we conclude (but are not guaranteed) that there are no more faults present in the program. This process is referred to as the one-fault-at-a-time approach, and thus the Expense score only assesses the fault localization effectiveness with respect to the first iteration of the process.
Since there is more than one way to create a multi-bug version, using only one may lead to a biased conclusion. To overcome this problem, 30 distinct faulty versions with 3, 4, 5 and 6 bugs, respectively, for Gzip, Grep, Sed, Space, Make, Bash and Defects4J programs are created. Also, a total of 120 multi-fault programs are created based on combinations of the single-fault programs of the Siemens suite, and they range from faulty versions with 2 faults to those with 5 faults.
Data in Table 5 gives the total number of statements that need to be examined to find the first fault across all 120 faulty versions of Siemens suite. We observe that, regardless of best or worst case, FPA-FL is the most effective. We then apply FPA-FL and other representative techniques to faulty versions with multiple bugs using one-bug-at-a-time method. Tables 6 and 7 give the average number of statements that need to be examined to find the first bug for the best and the worst cases. For example, the average number of statements examined by FPA-FL for the five-bug version of Gzip is 38.51 for the best case and 89.59
for the worst, whereas 138.75 (best) and 215.48 (worst) statements needs to be examined by Ochiai and 119.62 (best) and 182.5 (worst)
by D-Star. The grouping effect of the Elastic-Net method helps programmers detect multiple bugs in programs. FPA-FL puts highly correlated statements into a single group and attempts to construct a cause-effect chain for those statements. Therefore, the fault relevant statements corresponding to each individual bug are included into a group separated from groups including faulty statements of other existing bugs of a program.
Case study 3: Impact of static fault-proneness analysis and proposed slice coverage spectrum
In order to study the impact of considering the impact of static fault-proneness analysis in the Elastic-Net regression model, two cases are considered. First, the proposed model is constructed regardless of static fault-proneness analysis and with a uniform shrinkage parameter for all program statements. We named this model FPA-FL (uniform). Second, shrinkage parameter for each program statement is considered regarding its static FPL. In other words, in the second case, program statements are not treated equally, and a smaller shrinkage value is considered for fault-prone parts of programs. This model is called FPA-FL (Fault-prone). We then evaluate both models on Siemens, Gzip, Grep, Sed, Space and Make with five percent manual code inspection and for larger programs with one percent. Results are shown in Figure 7 . We conducted another experiment to make an evaluation of the proposed slice coverage spectrum by comparing our approach with other fault localization methods. Tables 8 and 9 present the average number of statements that need to be examined by each fault localization technique across each of the subject programs, for both best and worst cases. For a detailed comparison, we adopt relative improvement (referred as Imp [56] ). The Imp is to compare the total number of statements that need to be examined to find all faults using the slice coverage spectrum proposed in FPA-FL versus the number that needs to be examined by using the spectrum used in conventional SBFL. A lower value of Imp shows a better improvement over SBFL.
Percent manual code inspection
As shown in Tables 10 and 11 the values of Imp on each program are less than 100%. This indicates that the proposed spectrum based on EBDS improves the effectiveness of statistical fault localization on all programs.
Complexity Analysis
Finally, we present the time overhead of FPA-FL comparing with Ochiai, as a representative of SBFL approaches in Column suspiciousness computing presents the computational time of suspiciousness, and the last column presents the division of the total time required by FPA-FL and Ochiai to illustrate the high time cost of our approach regarding to Ochiai. Column # − /# ℎ in Table 12 shows that the time overhead of FPA-FL for all subjects are less than 1.94 times of Ochiai in our experiment. 
Discussion and Related Work
In this section, we briefly review the previous works related to fault localization in general. The idea of using a regression method for fault localization was first introduced by Dickinson et al. in [57] and developed by Podgurski et al. in [58] . The method in [57] uses a naïve logistic regression to select suspicious features from program runtime profiles and clusters the selected features to identify similar features. Liblit et al. [59] use a regularized logistic regression to select suspicious predicates which are correlated with software crash.
Liblit's method contains some deficiencies. Since in large programs with a huge number of predicates, the majority of predicates are redundant and irrelevant to the failure, the regression model in [59] may retain some irrelevant predicates in the model. The main problem with the logistic regression in [59] is that it is not appropriate for programs with a high amount of correlation among predicates.
Furthermore, it is incapable to find multiple bugs. Since the traditional regression method is inadequate for applications with highly correlated variables, in Parsa et al. [60] , a ridge regression model has been applied. They also introduce a combination of ridge and lasso regression methods in [58] . The ridge regression is helpful when there is high correlation among predicates. However, for large programs with huge numbers of predicates, it could not provide interpretable models. The lasso method has the feature selection capability that removes irrelevant features and preserves the significant ones. However, when there is high correlation among predicates, it assigns relatively high coefficient to a single predicate and very small coefficient to the other correlated ones. Furthermore, it does not have grouping effect. Both ridge and lasso methods fail to work for >> problems where the number of predicates is much more than the number of executions [25] . This may limit their scalability for large programs and small input data (i.e., test cases). In [25] the ElasticNet regression is applied on program predicates by Parsa et al. Elastic-Net penalty parameter is a combination of both ridge regression and lasso penalties, and therefore, it has the strong points of both techniques. It contains the grouping effect and is capable of dealing with the >> problem to some extent. FPA-FL technique resolves the mentioned difficulties and provides precise interpretable models even from very large programs including highly correlated predicates. It also works accurately when the number of test cases is reasonably small. This paper extends our previous works presented in [3] [ [25] [26] in some important ways. FPA-FL takes into consideration the fault-proneness of program statements which calculated based on complexity code metrics. The previous works did not address the multiple-bug problem which is widely studied in this paper by evaluating FPA-FL on multiple-bug versions. Finding the cause-effect chains as the failure context is another advantage of FPA-FL which was not considered in our previous works.
Recently Baah et al. used causal inference and regression modeling in order to take into consideration multiple statements in their fault localization analysis [52] [53] . Given a statement in program , they obtained a causal-effect estimate of on the outcome of that is not subject to severe confounding bias, i.e., a causation-based suspiciousness score of s that takes into consideration other statements that relate to via control/data dependence. They estimated the suspiciousness score of based on a linear regression model. it applies support vector machine and random forest techniques to perform feature selection. To find the correlated predicates, it applies the k-means clustering method. These two types of information are used to predict the direction of conditional branch statements which lead a program to failure. To study the combinatorial effect of predicates on program failure, Arumuga et al. in [63] combined the simple boolean expressions into compound predicates The combination is done according to the data/control dependence among predicates in a program dependence graph. They applied logic operators to make complex predicates and estimated their impact on program failure using some conditional probabilities. Since the predicates are combined artificially, some of these complex predicates may not actually exist in any execution. Furthermore, for large programs with many predicates, the huge number of complex predicates can cause scalability issues.
A program spectrum details the execution information of a program from certain perspectives and can be used to track program behavior.
SBFL techniques use program spectrum to indicate entities more likely to be faulty. The Ochiai similarity coefficient [4] has also been used in the context of software fault localization. It, based on the same heuristic as Tarantula [46] . According to the data reported in [4] ,
Ochiai is more effective in fault localization than Tarantula. Wong et al., [5] propose a method called DStar that modifies a similaritybased coefficient (i.e., Kulczynski coefficient) to better localize the bugs as compared to Ochiai, and 12 similarity-based coefficients.
Since we cannot theoretically prove that other values of its exponent shall always be more efficient in fault localization, without loss of generality, the exponent of D-Star is set to 2 for simplified calculation in our empirical study. In [6] , Naish et al. propose two techniques, and . The technique is designed for programs with a single bug, while is better applied to programs with multiple bugs. Data from their experiments suggest that and are more effective than Tarantula and Ochiai for single-bug programs. A fault localization technique based on crosstab (cross-tabulation) which has been used to study the relationship between two or more categorical variables is proposed in [8] . Crosstabs constructed by two column-wise categorical variables (covered and not covered) and two row-wise categorical variables (passing and failing) are used to aid in analyzing the association degree between the failing (or passing) execution result and the coverage of each statement with null hypothesis that they are independent given beforehand. In addition, the degree of association will be used to determine the suspiciousness value for each statement. A unique aspect of this technique is that a well-defined statistical analysis is applied to locating faults in software. The impact of how each additional failing (or passing) test case can help locate program faults is investigated in [7] . The conclusion is that the contribution of the identified failing test cases are stepwise diminishing such as the first failing test contributes larger than or equal to that of the second failing test, which is larger than or equal to that of the third failing test. This conclusion also holds for passing tests. The major difference between H3b and H3c and others is that they emphasize that the contribution of each additional failing and passing test in computing the suspiciousness of each statement should be different, whereas others assume an equal contribution for every failing and passing test. Comparisons among different SBFL techniques are frequently discussed in recent studies [5] [6] . However, there is no technique claiming that it can outperform all others under every scenario.
Most of the earlier debugging effort relied on slicing-based techniques to help programmers reduce the search domain to quickly locate bugs [64] [65] [66] . In [64] , Xiaolin et al. proposed a method using a hybrid spectrum of full slices and execution slices to improve the effectiveness of fault localization. Their approach firstly computes full slices of failed test cases and execution slices of passed test cases respectively. Secondly it constructs the hybrid spectrum by intersecting full slices and execution slices. Finally, it computes the suspiciousness of each statement in the hybrid slice spectrum and generates a fault location report with descending suspiciousness of each statement. Agrawal et al. [67] apply the execution slice to fault localization by examining the execution dice of one failed and one successful test to locate program bugs. A program dice is defined as the set of statements that affect the computation of incorrect variable while do not affect the computation of the correct one.
Dynamic slicing can be performed in three different ways: Data slicing, full slicing and relevant slicing [28] . Data slicing computes slices by traversing a dynamic data dependence graph. Full slicing considers both data and control dependence in computing dynamic slices. Therefore, all statements which have direct or indirect impact on faulty output value through dynamic data or/and control dependences are included in the slice. A relevant slice contains both statements in a full slice and relevant statements. Relevant statements are those statements which do not have actual influence on output value but they could have a potential to affect the output value if they have been evaluated in a different way [28] . Conducted researches show that the relevant slicing could capture more faults compared with full slicing which in turn could be more powerful than data slicing. However, it may contain irrelevant static data and thereby we proffered to compute full slicing in our proposed approach and expand the computed slice with statements that could have a potential to affect the output value. Although it has been shown that dynamic slicing substantially reduces the number of program statements to be examined, the absolute number of statements might still be large and many of the statements in the slice are unlikely to be fault relevant [27] [68] .To reduce the size of dynamic slices, Zhang et al. in [69] integrate dynamic backward slicing with the idea of delta debugging [70] . In this regard, they first identify a minimal failure-inducing input and then compute the forward slice starting from the failure-inducing input. The computed forward slice is finally intersected with the backward dynamic slice of an incorrect output. In a later work [71] , they compute a bidirectional dynamic slice for critical predicates. The critical predicate is a conditional branch which is likely to be responsible for the failure execution and if an execution instance of that predicate is switched from one outcome to another, the program produces a desirable output. The bidirectional dynamic slice contains statements in both forward and backward slices of a critical predicate. In a similar work by Jeffrey et al. [68] , a set of values which have been used in an execution instance of a statement in a failing execution is replaced with some other values to analyze whether the program result changes from incorrect to correct output.
If that happens, the statement is marked as a faulty statement for a single bug programs.
Aforementioned slice-based methods have some limitations. None of them are able to rank statements according to their fault relevance and thereby human debugger should examine all the reported statements with the same chance to find failure origin. Moreover, a minimal failure-inducing input cannot be computed for all type of programs. In many situations, all input parameters may have impact on program incorrect result and cannot be simplified and isolated any further. On the other hand, techniques that rely on critical predicate switching [71] or value replacement [68] may have scalability problems for large programs with huge amount of data values. In predicate switching case, there might be many predicates in a program and a failure output may be the cause of more than a single critical predicate [63] .
Thereby, identifying critical predicates among huge number of predicates does not seem to be trivial and straightforward. Another limitation of these techniques is their dependence on a single failing execution. Hence, they only identify a fault that is related to that failure and cannot detect other unknown faults of a program. They are also incapable of finding multiple bugs.
Threats to Validity
Similar to any empirical study, there are some threats to the validity of our experiments. Threats to external validity arise when the results of the experiment are unable to be generalized to other situations. Siemens suite contains small-sized programs which by their own cannot justify our claim about the performance of FPA-FL. To emphasize the effectiveness of FPA-FL, we have also applied our technique on Gzip, Grep, Sed, Make, Space and Bash programs which are larger programs with real-life and more complex bugs. Each of these programs varies greatly from the other with respect to size, function, number of faulty versions studied, etc. Recent studies have
shown that the fault localization results using real faults are different from those using seeded faults. They found that artificial faults are not useful for predicting which fault localization techniques perform best on real faults. Thus, we also evaluated FPA-FL on Defects4J suite which consists of 224 real faults from 4 open source projects. This allows us to have greater con fidence in the applicability of FPA-FL method to different programs and the superiority of the results. However, the nature of faults in code, in general, is highly diverse and complex, and therefore our results may not be representative for all possible programs. A potential threat to the construct validity of debugging methods is the adequacy of quality metric that is chosen to measure their reported results. To mitigate this threat, we use evaluation metrics which are widely used in the literature of software fault localization. However, these metrics may not reflect the realworld cost of manually localizing the faults since, for example, for the results presented in this paper, we assume that if a programmer examines a faulty statement, he/she will identify the corresponding fault. At the same time, a programmer will not identify a non-faulty statement as faulty. If such perfect bug detection does not hold, then the number of statements that need to be examined to identify a bug may increase. However, such a concern also applies to other fault-localization techniques, and therefore, this is a common limitation.
Furthermore, some categories of faults are easier to be located than the others. For instance, a missing code fault is relatively difficult to be identified in comparison with a fault which is located in an assignment statement. The use of a test suite with a different size may
give a different result [72] . Evaluations on the impact of different test suite sizes on our technique are performed on Bash program which is a considerably large program. However, more evaluations would be welcome.
Conclusion
In this article a new combinatorial approach to fault localization, so-called FPA-FL is proposed. It considers both the dynamic and static attributes of programs to rank the statements according to their effects on the program termination state. We attempt to alleviate the bias introduced by the test data through taking into account the static structure of a program while modeling its dynamic behavior. To minimize the search space, the statements appearing in expanded dynamic slices are initially selected for the ranking. Using a combination of the statistical approach to fault localization and backward slicing, we take advantage of the capability of statistical approaches to rank statements and the strength of slicing in restricting the statements to failure relevant ones. We claim that the most program failures are only revealed when a specific combination of correlated statements are executed. Hence, studying the combinatorial effect of correlated program statements on the program termination state is of great importance. We depict that the Elastic-Net regression method can be best applied to address this problem. Fault localization algorithms are mainly evaluated by measuring the amount of code to be manually examined around their reported fault suspicious statements before the actual failure origin is located. The grouping effect of the fault suspicious statements could reveal multiple bugs in a program. The claim is supported by evaluating FPA-FL on multiplebug versions of Siemens, Defects4J, Gzip, Grep, Sed, Space, Make and Bash programs. FPA-FL also finds the failure context by identifying cause-effect chains. The grouping effect of the Elastic-Net technique makes FPA-FL highly scalable as can be seen by the promising results on the subject programs.
