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If a cognitive model of learning provides the framework for both the educational system 
(i.e., curriculum, instruction, and assessment) and the design of the assessment, then both 
learning and instruction are optimized (Huff & Goodman, 2007).  In this paper I describe the 
process of creating a cognitive framework for a college-level introductory statistics course.  I 
begin with a review the current literature relating to cognitive diagnosis assessments and 
cognitive diagnosis models.  Then I explain the procedure of deconstructing the course domain 
into a hierarchical arrangement of cognitive attributes and I explain the process of constructing a 
50-item multiple-choice assessment that will be used to determine examinee mastery of the 
attributes.  For the analysis of the examination data, I will present the item parameter estimates, 
examinee parameter estimates, and model fit statistics that were found using Item Response 
Theory, the Continuous Diagnostic Model, and the Fusion Model.  Finally, I will discuss the 
compare examinee classification rates for simulated examination data that were found using a 
reduced version of the Option Based Fusion Model (which uses information from distractors or 
incorrect options) and the original Fusion Model.  The results of the simulation study indicate 
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Due to No Child Left Behind (NCLB), Race to the Top, and various other national- and 
state-level legislation efforts, there is a high demand for high-stakes and large-scale formative 
assessments for K-12 courses.  As a result of these movements, state assessments are written for 
the purpose of determining students’ cognitive abilities.  The test results typically report 
diagnostic scores that indicate a student’s academic strengths and weaknesses on specific skills 
(Roussos et al., 2007).  According to Huff and Goodman (2007), teachers indicated that 
information from state-mandated and commercial large-scale assessments is constructive at all 
levels of the K-12 educational system (i.e., student, classroom, grade, school, and district).  
Although information from large-scale formative assessments would be constructive in 
introductory college courses as well, these assessments are not currently used in colleges so the 
information is not available to college instructors.  
In introductory college courses, students are presented with an introduction or general 
overview of a topic.  In an introductory statistics course, for example, one of the topics students 
are introduced to is the concept of hypothesis tests.  Although students learn about z-tests, t-tests, 
and χ2-tests, they only learn the basics of the tests and do not finish the course as hypothesis 
testing experts.  If a student successfully completes the introductory course, it means they are 
ready to take additional courses in the field—courses that may eventually lead to them being 
experts in the field.  Although introductory instructors often know what is needed for a student to 
be successful in future courses, it is often the case that the specific course requirements are at the 
discretion of the introductory instructor and not the future instructor.  The decision of whether or 
not a student has mastered a topic is also up to the discretion of the instructor.  Cognitively-based 
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formative assessments, similar to the high-stakes assessments used in K-12 courses, may be a 
beneficial resource for college instructors who are interested in an objective measurement tool 
for assessing students’ strengths and weaknesses on specific topics. 
Theoretical Background 
Cognitive diagnosis, or skills diagnosis, is an application of psychometric theories and 
methods to both the process of evaluating examinees’ competence on a set of skills and the 
process of evaluating the skills estimation effectiveness of the test (Roussos et al., 2007).  In 
other words, it is a data driven statistical technique that links cognitive theory with the 
psychometric properties of items where the skills needed to correctly solve the problems are 
specified and the impact of the skills on the students’ responses is estimated (Gorin, 2007).  
When used as the foundation of learning, cognitive diagnosis models (CDMs) aid in the teaching 
and learning process.  According to Huff and Goodman (2007), when a cognitive model of 
learning provides the framework for both the design of the assessment and the design of the 
lesson plans surrounding the assessment, learning and instruction are optimized.  Similarly, 
Pellegrino suggests a cognitive assessment framework that consists of the following three 
interrelated elements: a model of student learning in the specified academic domain, a set of 
beliefs (or hypotheses) about the kinds of observations that provide evidence of student 
competencies in the domain where the competencies are defined in the cognitive model, and a 
framework for interpreting the results of the assessment (as cited in Huff & Goodman, 2007).  A 
cognitively diagnostic assessment framework should be considered throughout the curriculum 
writing process.  If this is done, the diagnostic information obtained from the results of the 
cognitive formative assessments can be used with the cognitively-based curriculum to improve 
both the teaching and the learning processes. 
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Traditional model-based summative assessments (e.g., unidimensional item response 
theory logistic models) assign a unidimensionally-scaled ability estimate to each examinee.  
However, minimal diagnostic information is obtained using these assessments.  With CDM-
based formative assessments, the latent space is partitioned into skills that are then explicitly 
targeted during the development of the items and examinees are examined with respect to their 
level of understanding of each skill (Roussos et al., 2007; Huff & Goodman, 2007).  Further, 
Huff and Goodman (2007) provide three benefits to targeting the cognitive skills.  First, targeting 
the skills helps ensure that not only are relevant skills assessed, but the assessment of such skills 
is appropriately balanced on the test form.  Second, targeting the skills helps facilitate test 
transparency since the rationales supporting item and test development are documented.  Third, 
targeting the skills helps ensure that the examination scores lead to meaningful and valid 
interpretations about students’ cognitive skills and abilities.  Despite the benefits of formative 
assessments, an advantage of traditional summative assessments is that the administration and 
scoring processes are efficient (Gorin, 2007).  As a result, the challenge with writing a CDM-
based formative assessment is to develop items that can be efficiently administered and scored 
while also providing diagnostic information regarding mastery of the cognitive skills in the 
domain.  
Research Questions and Outline 
This investigation was guided by a desire to answer the following research questions: 
1. What skills should be covered in an introductory college-level statistics course? How are 
the skills related? 
2. What assessment will be used to determine examinee mastery of the skills?  How will 
examinees be designated as masters or nonmasters of the skills? 
3. Is there a gain of information when specifying the examinee’s answer choice (e.g., a, b, c, 
or d) instead of simply studying whether the examinee got the item right or wrong? 
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To answer the first two questions, hierarchies of skills were constructed to emphasize which 
skills should be taught and to illustrate the relationship among the skills.  Using the skills as the 
foundation, an original examination for a college-level introductory statistics course was 
developed and studied.  Although the test was used as a summative assessment, namely a final 
examination, for the purpose of this investigation, the test is treated as a formative assessment 
since we are interested in the diagnostic information provided by the results of the assessment.  
To answer the third question, examination data was simulated and classification rates were 
compared for two models: one that uses the distractors and one that does not. 
The examination was written for the explicit purpose of using CDMs to determine 
examinee mastery of the skills.  DiBello, Roussos, and Stout (2007) state that the implementation 
process of a diagnostic assessment involves the following components: 
1. description of assessment purpose; 
2. description of a model for the latent skills of diagnostic interest (the skills space); 
3. development and analysis of the assessment tasks (e.g., test items); 
4. specification of a psychometric model linking performance to latent skills; 
5. selection of statistical methods for model estimation and evaluating the results; and 
6. development of systems for [effectively and usefully] reporting assessment results to 
examinees, teachers, and others. 
Although the tasks are numbered, they are intended to be accomplished in a relatively non-linear 
fashion as interaction is required between the components.   
The first five steps stated above guided the investigation process and the explanation of 
each step is intertwined in the chapters that follow.  Chapter 2 is a literature review of cognitive 
diagnosis assessments and CDMs.  Among the models introduced in the literature review are 
Item Response Theory (IRT), the Continuous Diagnostic Model, the Fusion Model, and the 
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Option Based Fusion Model.  The former three models were used to evaluate the results of the 
assessment and the Fusion Model and the Reduced Option Based Fusion Model were used in the 
simulation study.  In Chapter 3, I explain the process of selecting the eight big ideas that are the 
latent skills in the Q matrix.  I then describe the actual process of developing the Statistics 
assessment, including the test settings and procedures.  In Chapter 3 I also introduce the Reduced 
Option Based Fusion Model and describe the setup of the simulation study.  Analyses of the 
examination data and of the simulated data are provided in Chapter 4.  Finally, Chapter 4 







In the following sections I review the literature regarding cognitive diagnosis assessments 
and models.  In the first section I present two examples of cognitive diagnosis assessments that 
are currently in use and in the second section I present detailed explanations of some of the 
popular CDMs and I introduce the Cognitive Diagnostic Model and the Option Based Fusion 
Model.   
Cognitive Diagnosis Assessments 
Cognitive diagnosis assessments (CDAs) are increasingly becoming a popular research 
area in the fields of measurement and psychology.  The results of these assessments provide a 
detailed account of the underlying cognitive basis of the examinee’s performance by “mining the 
richer information that is afforded by specific response patterns” (Yang & Embretson, 2007, p. 
119).  Since the focus of CDAs is not simply on how many items were correctly solved but also 
on the response patterns, information regarding the examinee’s skills profile can be inferred.  
Much of the demand for CDAs originates from discussions about changing the way in which 
assessments are designed in order to improve the teaching and learning process (Huff and 
Goodman, 2007). 
Traditionally, CDAs are multiple-choice formative assessments.  Some of these 
assessments are written with the explicit purpose of being CDAs in that they are written with the 
goal of diagnosing examinee mastery of specific cognitive attributes (or skills).  Other examples 
are not written as CDAs but they are designated as CDAs when cognitive attributes are assigned 
post hoc, after the creation and delivery of the assessment.  In this section I describe two CDAs: 
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facets and concept inventories.  Both assessments are examples of the former type of CDA in 
that they are written with the goal of assessing examinee mastery of a set of cognitive skills. 
Facets.  Minstrell (2000) coined the term facets to avoid the “baggage” that goes with 
terms such as misconceptions and alternative concepts.  Facets highlight the common 
misconceptions or mistakes that students make.  They are derived from teachers’ classroom 
observations and from research on students’ thinking.  According to Minstrell (2000), using 
facets to organize students’ thinking can help teachers diagnose students’ difficulties and design 
or choose instruction to address those difficulties.   
Facet clusters are sets of related facets that are grouped around a physical situation or a 
conceptual idea.  Within each facet cluster, the facets are sequenced in an approximate order of 
development and are coded numerically.  Facets that end with a 0 or a 1 indicate appropriate or 
acceptable understandings whereas facets that end in with an 8 or a 9 indicate problematic 
understandings and require immediate attention as the student may have trouble with that cluster 
and with topics regarding that cluster.   
Facets and facet clusters can either be used to build a CDA or to guide individual lessons.  
When facets are used to build an assessment, the results of the assessment can be used to guide 
and improve classroom instruction.  The use of facet-based lessons is called Benchmark 
Instruction.  According to Schaffner et al. (1996), Benchmark Instruction is “a genre of teacher 
instigated full-class discussion aimed at promoting conceptual changes in students’ thinking” (p. 
480).  Lessons constructed around facets are intended to engage students’ own ideas in a context 
of communal inquiry.  Although small classes are ideal for Benchmark Instruction, there are 
web-based resources that provide the opportunity for the discussions to take place virtually for 
larger classes.   
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Facets were originally created for physics assessments, but recently, research has shown 
that facet-based instruction is effective in both introductory statistics courses and in training 
health care providers in the management of pain (Minstrell, 2000).  The use of facets motivates 
teachers to focus instruction on the underlying cognitive concepts rather than on the mechanics 
of a curriculum.  Additionally, students enjoy participating in facet-based class discussions 
where they are asked to solve general problems.  These discussions allow students to develop 
communication skills while also learning the fundamental concepts of the discipline.   
Concept inventories.  Similar to facets, concept inventories (CIs) are also constructed 
with an emphasis on cognitive concepts and not on calculations or mechanics.  In short, a CI is a 
multiple-choice instrument that is designed to evaluate the examinee’s knowledge of a specific 
set of concepts.  According to Steif and Hansen (2006), the various answer choices of the CI are 
carefully constructed to evaluate examinees’ knowledge of important concepts and to identify 
common misconceptions or misunderstandings.  
CIs are summative assessments that are intended to be used as both a pre- and a post-test 
for a course.  However, since the analysis of the CI provides scores on distinct concepts, Steif 
and Hansen (2006) claim that the CIs also have the potential of being used as a formative 
assessment.  The original CI is the Force Concept Inventory.  This CI consists entirely of 
multiple-choice questions that assess the qualitative understanding of fundamental force concepts 
and it requires neither computations nor problem solving (Stone, 2006).  Since the development 
of the Force Concept Inventory, CIs for other subjects, including statistics, have also been 
developed. 
CIs are constructed to assess the major cognitive concepts of either a specific topic in a 
course or all of the topics in a course.  For example, the Force Concept Inventory pertains to the 
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specific topic of force while the Statistics Concept Inventory pertains to the entire introductory 
level statistics curriculum.  Educators and field experts select the foundational concepts of a CI 
based on students’ primary misconceptions.  The CI questions are then written in a format that 
challenges students’ understanding of the concepts but does not require students to use a 
calculator.  Tests can be analyzed using classical test theory (CTT) and IRT (Stone, 2006).  The 
results indicate which misconceptions provided students with the most difficulties (Steif & 
Dantzler, 2005).  Since CIs are often used as pre- and post-tests, test results can be compared in 
order to determine whether classroom instruction invalidated students’ original misconceptions. 
The items on a CI are often viewed by professors and experts in the field as trivial or too 
simple (Hestenes, Wells, & Swackhamer, 1992).  This viewpoint reinforces the principle that the 
inventories are not meant to computationally challenge students but instead they are meant to 
challenge students’ traditional beliefs or thoughts about a concept. 
Cognitive Diagnosis Models 
Unlike CTT that focuses on aggregate data and unlike IRT that linearly orders examinees 
and focuses on aggregate data, CDMs are a special case of latent class models that focus on data 
at the individual level (Rupp & Templin, 2007).  According to De la Torre (2009), CDMs are 
discrete latent variable models that are specifically developed to diagnose the presence or 
absence of multiple fine-grained skills that are required for correctly solving items on a test.  An 
additional benefit of using CDMs is that they allow for criterion-referenced interpretations 
whereas traditional IRT models allow for norm-referenced interpretations. 
To date, many complex, cognitively-based scoring models have been proposed.  Most of 
the models introduced in this section are noncompensatory as they require that each skill be 
present in order for the examinee to accurately complete the item.  This section begins with a 
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review of IRT followed by a discussion of Embretson’s Multicomponent Latent Trait Model 
(Embretson, 1985, 1990, 1997; Whitely, 1980), Tatsuoka’s Rule Space Model (Tatsuoka, 1983, 
1985, 1995), and the Attribute Hierarchy Method (Gierl, Leighton, & Hunka, 2007; Leighton, 
Gierl, & Hunka, 2004).  Then the Continuous Diagnostic Model is introduced, the DINA, NIDA 
(Junker & Sijtsma, 2001), and Fusion Models (Roussos et al., 2007) are discussed, and the 
Option Based Fusion Model is introduced.  Finally, the section concludes with a discussion of 
the Log-Linear Model with Latent Variables for Cognitive Diagnosis (Henson, Templin, & 
Willse, 2009), a model that can summarize some of the aforementioned models. 
Item response theory.  IRT (Lord, 1980) is a traditional modeling theory.  There are 
three nonlinear models that are typically used to model the probabilities of a correct response 
with IRT.  The focus of the analysis is on each examinee’s item response patterns and not on the 
examinee’s total correct score.  The patterns are used to determine the item parameters that are 
then used in the item response function, the probability that an examinee answers item  correctly 
given a particular ability,   1|	
, where 	 is the ability.  The three commonly used IRT 
models are the one-, two-, and three-parameter logistic models that are referred to as the 1PL, 
2PL, and 3PL models, respectively. 
In the 1PL model, the item response function that models the probability of a correct 
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In this function,  is the slope of the curve when   	.  Finally, the 3PL model is an extension 
of the 2PL model in that it also includes a guessing parameter, .  The 3PL model is defined as  
  1|	
    1  
 
1  	  
. 
With the inclusion of the guessing parameter, the value of the difficulty parameter changes and is 
now defined as   1|	  
   .  As can be seen, the 1PL and 2PL models are special 
cases of the 3PL model.   
Unidimensionality and local independence are two of the assumptions of IRT.  
Unidimensionality assumes that the test measures only one trait.  For example, the Statistics 
assessment in this study satisfies the unidimensionality assumption since it is assumed statistics 
knowledge is the one and only trait that is measured by the assessment.  Local independence 
assumes that an examinee’s response on an item is independent of their response on any of the 
other items.  For example, a test fails to satisfy this assumption if the test items build on each 
other (e.g., the answer to Question 1 is needed to answer Question 2).   
Due to the specifications of the model, the parameter estimates are not dependent upon 
the sample.  That is, the values of the estimates do not change when the sample changes.  
However, a large sample is required in order to calculate the original estimates of the item 
parameters.  This model is often used with large scale assessments since it provides users with 
easy-to-use methods for detecting item bias and for equating tests.   
Multicomponent Latent Trait Model.  Embretson’s Multicomponent Latent Trait 
Model (MLTM; Embretson, 1985, 1990, 1997; Whitely, 1980) was developed to measure 
individual differences in underlying processing components on complex aptitude tests.  It is a 
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conjunctive multidimensional model that contains both person and item parameters for each 
component and can be adapted to measuring learning in experiments that involve various designs 
(Embretson, 1990). 
Two types of data are required in order to estimate the parameters and test the fit of the 
model.  The first type is the responses to the standard item and the second type is the responses 
to the subtasks that represent the components and are constructed from the item.  The probability 
of solving the task, defined below, is represented by the product of the probabilities of solving 
the individual tasks: 
  !"#$%&" ,  ξ"(  )  *
 + ,!"-  1.	"- ,  -/  *- , 
where 	"- is the ability for person 0 on component 1, - is the difficulty of item  on component 
1, !"- is the response for person 0 on the 1th component of item , !"# is the response for 
person 0 on the total task 2 for item , * is the probability of solving the item by guessing, and ) 
is the probability of applying the component outcomes to solve the task (Embretson, 1997).  This 
representation of the MLTM is an individual response model where a probability is given for 
each person to each item (Embretson, 1985). 
The processing components of MLTM are defined by the ability of the person and the 
difficulty of the task.  The person and item parameters are included in a one parameter logistic 
latent trait model that contains the ability component 	"- and the difficulty component -, which 
are defined above (Embretson, 1997).  The full MLTM is 
  !"#$%&",  ξ"(  )  *
 + 34,	"-  -/1  34,	"-  -/  *- , 
where the item difficulties and person abilities have a compensatory relationship within each 
component (Embretson, 1985).  The item response curves show the relationships between the 
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components.  Further, the degree to which solving the item depends on a given component 
depends on the log of the other components (i.e., 5"-  	"-  -). 
According to Embretson (1985), MLTMs are a family of models that vary by the 
mathematical models that relate the subtasks to the total item.  The nature of the ability measured 
by the test relies on the relative dependency of the test items on the multiple component 
constructs (Whitely, 1980).  Specifically, the MLTM allows for the assessment of the cognitive 
demands of individual items and is useful in studies on individual differences, such as sex 
differences in mathematical problem solving (Embretson, 1997, 1990). 
Rule Space Model.  Although cognitive diagnosis is essentially a problem of pattern 
recognition and statistical decision theory, according to Tatsuoka (1995), there is also an added 
level of difficulty.  This additional level is due to cognitive processes that should be extracted as 
feature variables but are not observable and knowledge states that are classification categories 
but cannot be obtained directly from observations.  In an attempt to solve the classification 
problem, Tatsuoka developed the Rule Space Model (RSM; Tatsuoka 1983, 1985, 1995).  The 
model consists of two parts.  The first part, the Q matrix theory, is devoted to determining the 
unobservable item response patterns.  The second part is devoted to constructing a classification 
space, or rule space, for classifying an examinee’s item responses into one of the knowledge 
states that are determined by the first part of the method. 
For the first part of the RSM, the underlying cognitive tasks required to answer test items 
are organized in a Q matrix, or incidence matrix that represents the intersection of the attributes 
(e.g., tasks, subtasks, cognitive processes, skills) and the items.  The entries in each cell indicate 
which attributes are involved in the solution of each item, where 1 stands for mastered and 0 for 
not mastered.  Equivalently, Tatsuoka (1995) defines a knowledge state as the set of notions that 
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the person has mastered, that is, it represents the attributes that an individual has or has not 
mastered.  Hence, testing for mastery or nonmastery of an attribute can be done by examining a 
question or an equivalent class of questions that pertain to the particular attribute. 
In addition to the incidence matrix, the adjacency and reachability matrices are also used 
in determining the item response patterns.  The adjacency matrix, 6, represents the direct 
relationships among the attributes.  For example, when row 1 is 0 1 1 0, it indicates that 
attribute 1 is a prerequisite for attributes 2 and 3.  The reachability matrix, 7, indicates all of the 
relations, either direct or indirect, that exist among the attributes.  For example, when row 1 is 
0 1 1 1, it indicates that attribute 1 is either a direct or indirect prerequisite for attributes 
2, 3, and 4.   
The original Q matrix involves all possible combinations of the attributes so it is a large 
matrix.  However, after constructing the adjacency and reachability matrices, the Q matrix can be 
reduced.  For example, consider two attributes, attribute 1 and attribute 2, where attribute 1 is a 
prerequisite of attribute 2.  Then items involving attribute 2 must also involve attribute 1.  That 
is, if an item requires attribute 2 but not attribute 1, the item, or column in the Q matrix, must be 
updated so that it shows the inclusion of attribute 1 as well.  At this point, the updated column 
will match one of the other columns in the matrix.  Then the columns involve an identical set of 
attributes, so the pair of items can be reduced to one item.  By continuing in this manner for all 
of the items, the original incidence matrix will be reduced. 
For the second step of the model, examinees can be classified into one of several 
predetermined knowledge states using several approaches.  Tatsuoka (1995) prefers to use the 
approach that utilizes IRT for constructing the classification space.  Consider the unobservable 	" 
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A"$ .  Further, 
"	
 serves as an index that flags unusual response patterns among examinees and can be 
defined using latent trait theory or item response theory (Tatsuoka & Tatsuoka, 1988).  It is also 
a linear mapping function of each response vector 9 into a real number.  A two-dimensional 
Cartesian product space is generated with bases 	 and ξ, where ξ  8,9;  	/?8,9;  	/B ⁄ .  The 
space comprising all such points is the desired rule space.  In this manner, the rule space method 
can be regarded as a technique for reducing the dimensionality of the classification space from 
an C-dimensional item space to a smaller dimensionality of rule space (Tatsuoka, 1995).   
Attribute Hierarchy Method.  The Attribute Hierarchy Method (AHM) for cognitive 
assessment is a psychometric method for classifying examinees’ test item responses into a set of 
structured attribute patterns associated with different components from a cognitive model of task 
performance (Gierl et al., 2007).  The method is explicitly designed to link cognitive theory and 
psychometric practice in order to facilitate the development and analyses of educational and 
psychological tests (Leighton et al., 2004).  It is based on the assumption that test performance 
depends on a set of hierarchically ordered competencies, or attributes, that are descriptions of the 
procedural (declarative) knowledge needed to perform a task in a specific domain.  To answer 
test items correctly, examinees must possess these hierarchically related, and thus dependent, 
attributes.  This is fundamentally different from the rule space approach that does not require that 
the cognitive attributes need to share hierarchical relations or dependencies.  
The first step in making inferences with the AHM depends on accurately identifying the 
psychological ordering of the cognitive competencies that are required to solve test items 
(Leighton et al., 2004).  The hierarchy needs to be identified prior to developing the test since the 
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organization of the attributes guides the development of the items.  A formal representation of 
the hierarchy is also needed in order to calculate the expected examinee response patterns for a 
specific hierarchy.  The most important input variable for the AHM is the attribute hierarchy 
since it is used both to classify examinees’ performance and to make inferences about 
examinees’ cognitive skills.  The AHM is essentially an extension of the RSM since the 
representation of the attribute hierarchy is guided by the RSM where the adjacency, reachability, 
incidence, and reduced-incidence matrices are specified (Tatsuoka, 1983, 1995).  The direct 
relationships among the attributes are specified by a binary adjacency matrix, 6, of order ,1,  1/, 
where 1 indicates the number of attributes.   
To specify the direct and indirect relationships among the attributes, a reachability 
matrix, 7, of order ,1,  1/, is used (Leighton et al., 2004).  The 7 matrix can be calculated using 
7  6  F
A, where 6 is the adjacency matrix, F is an identity matrix, and C represents the 
numbers 1 through 1 and is the integer required for 7 to reach invariance.  The 1th row of the 7 
matrix specifies all the attributes, for which the 1th attribute is a direct or indirect prerequisite.  
The 7 matrix is used to create a subset of items based on the structure of the attribute hierarchy.   
The item pool consists of items that probe all combinations of attributes when the 
attributes are independent.  The size of the pool is 2-  1 and it is described by the incidence 
matrix, Q, of order ,1,  / where  is the number of potential items.  In the Q matrix, each item is 
described by the attributes that are required to correctly respond to the item and the columns are 
created by converting items 1 to 2--1 to their binary form.  As with RSM, the resulting matrix is 
often large but it can be reduced since the hierarchy imposes dependencies among the attributes.  
The result is a reduced Q matrix, Qr.  The number of columns in the Qr matrix indicates that at 
least that many items must be created in order to reflect all of the relationships among the 
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attributes in the hierarchy.  Hence, this matrix specifies the cognitive blueprint for the test in the 
AHM (Leighton et al., 2004).  In this way the AHM attempts to forge a link by using a cognitive 
model to guide both the development of the items and the interpretation of the test scores (Gierl 
et al., 2007). 
According to Leighton et al. (2004), the objective of developing a test consistent with a 
hierarchy is to identify those attributes that are deficient for each examinee.  To classify an 
examinee’s response pattern, the expected examinee response patterns must be evaluated.  These 
response patterns that are logically contained within the observed response pattern must be 
evaluated (Gierl et al., 2007).  When the expected pattern is included in the observed pattern, a 
match is noted and when the expected pattern is not logically included in the observed pattern, 
the likelihood of slips are computed.  The product of the probabilities of each slip is calculated in 
order to give the likelihood that the observed response pattern was generated from an expected 
examinee response pattern for a given 	 where each expected 	 is produced using data from an 
appropriate IRT model.  When the expected response patterns are compared to the observed 
response patterns across a large sample of examinees, slips will inevitably occur.  When this 
happens, one should assess whether the attributes are accurately identified, the hierarchy is 
appropriately specified, the items measure the attributes, and the test is appropriate for the 
student sample.   
The AHM improves upon the RSM in that it uses a hierarchically organized cognitive 
attribute structure to generate the adjacency and reachability matrices.  However, according to 
Rupp and Templin (2007), the RSM and AHM are essentially classification algorithms and are 
not unified statistical models that are completely embedded within a fully probabilistic 
framework. 
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Continuous Diagnostic Model.  It is sometimes preferred, or even necessary, to measure 
examinees along a continuous scale of mastery instead of a discrete scale (e.g., masters or 
nonmasters).  This is the advantage of the Continuous Diagnostic Model.  In addition to 
measuring examinees on a continuum, the Continuous Diagnostic Model also assumes a 
conjunctive relationship among the attributes.  Unlike other CDMs, currently there are no item 
level parameters with this model.  Also, all of the stochastic components are absorbed into the 
examinee’s mastery profile 4"-, 1  1,  2,  … ,  I and 0  1,  2,  … ,  J.   
Let 4"- be the probability that the 0th examinee applies the 1th attribute correctly.  We 
define the item response function for the Continuous Diagnostic Model as 




where the likelihood for each examinee is defined as follows: 












As can be seen in the likelihood equation, the probability of answering an item correctly is the 
product of the probabilities that the examinee correctly applies all of the required attributes to the 
item.   
It should be noted that the examinee parameter is estimated using only the examinee’s 
individual response pattern.  Also, since no item parameters are included in the model, items 
with the same vector in the Q matrix will have the same psychometric properties (e.g., item 
information).  As a result, for items with the same Q vector, examinees will have the same 
probability of correct answering these items.  The Continuous Diagnostic Model is a flexible 
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model as it does not require the specification of additional item response functions.  Due to this 
flexibility, there may be situations in which this model fits better than other CDMs.   
DINA and NIDA Models.  An example of a unified statistical noncompensatory model 
is the Deterministic Input, Noisy Output “AND” Gate (DINA) model.  According to Tatsuoka’s 
(1995) terminology, the latent vectors U·"  ,U",  U" ,  … ,  UP"/ are called knowledge states and 
the vectors η·"   η" ,  η" ,  … ,  ηP"( are called ideal response patterns.  Both vectors represent a 
deterministic prediction of task performance from each examinee’s knowledge state.  In the 
DINA model, the latent response variables indicate whether examinee 0 has all of the 1 latent 
attributes that are required for item  and the variables are defined as  





where U"-  1 or 0, indicating whether examinee 0 possesses attribute 1, Z-  1 or 0, 
indicating whether attribute 1 is relevant to item , and η" acts as an “and” gate combining the 
deterministic inputs and indicating whether the subject’s possess all of the attributes needed for 
answering the particular item. 
For "  1 or 0, which indicates whether examinee 0 performed task  correctly or 
incorrectly, respectively, the following probabilities illustrate the relationship between the latent 
response variable η" and the observed task performances ": 
)    "  0%η"  1( 
and  
*    "  1%η"  0(  , 
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where ) and * are the false negative and false positive rates (error rates), respectively.  
Specifically, ) is the probability of incorrectly answering item  when all of the attributes are 
mastered (the “slip” parameter) and * is the probability of correctly answering item  when at 
least one of the attributes has not been mastered (the “guess” parameter).  For identifiability 
purposes, 1  ) [ *.  Combining the slipping and guessing parameters, the item response 
function for a single task is 
,"  1.\,  ),  */  1  )
ηT*ηT ] ,U"/. 
Then, assuming local independence among the examinees, the joint likelihood for all of the 
responses under the DINA model is 





 + + a1  )







In the DINA model, each attribute vector can represent a unique latent class or 
knowledge state, so given 1 attributes, the total number of latent classes is 2-.  The formulation 
of the DINA model shows that it is a conjunctive model and, consequently, examinees that lack 
one of the attributes required for an item are not differentiated from those who lack several or all 
of the required attributes.  According to De la Torre (2009), this property allows the DINA 
model to be a parsimonious yet interpretable model.  However, according to Henson and 
Douglas (2005), a concern is that the DINA model might be viewed as too simple since it only 
partitions the population into two equivalence classes per item.  That is, the two-class 
partitioning of the DINA model sacrifices the ability to discriminate easily between examinees in 
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the incomplete mastery class because all of the skill patterns that lack one or more of the 
necessary skills has the same item response function (Templin, Henson, & Douglas, 2006). 
Another conjunctive model is the Noisy Input, Deterministic Output “AND” Gate 
(NIDA) model.  Although the NIDA model is similar to the DINA model, the NIDA model 
specifies a different set of assumptions than those specified by the DINA model that allows for 
differing levels of discrimination between all examinee skill patterns (Templin et al., 2006).  In 
the NIDA model, ", Z-, and U"- are defined as before and the latent variable η"-, where 
η"-  1 or 0, indicates whether examinee 0’s performance in the context of item  is consistent 
with possessing attribute 1 (i.e., whether the 0th subject correctly applied the 1th attribute in 
completing the th item).  For this model, the noisy inputs η"-, which reflect the attributes U"- in 
the examinees, are combined in a deterministic “and” gate " (Junker & Sijtsma, 2001). 
The η"- are related to the examinee’s U·" according to the probabilities 
)-    η"-  0%U"-  1,  Z-  1(, 
and 
*-     η"-  1%U"-  0,  Z-  1(, 
where 
  η"-  1%U"-  ,  Z-  0( ] 1, 
regardless of the value of U"-.  That is, )- is the probability of incorrectly answering item  when 
all of the attributes are mastered (again, the “slip” parameter), and *- is the probability of 
correctly answering item  when at least one of the attributes has not been mastered (again, the 
“guessing” parameter).  Again, for identifiability purposes, 1  )- [ *-.  The observed task 
performance is related to the latent response variables through  
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The item response function is 
,"  1.\,  ),  */  +   η"-  1%U"- ,  Z-(
N
-$










] ,U·"/ . 
The joint model for all of the responses in the NIDA model is 























The DINA model and the NIDA models are both stochastic conjunctive models for task 
performance where under monotonicity, 1  ) [ *, examinees must possess all of the attributes 
listed so that each task maximizes the probability of successful performance (Junker & Sijtsma, 
2001).  Both the DINA and NIDA models have parameters defined in terms of slips and guesses.  
As a result, the DINA model does not differentiate between all examinee classes and the NIDA 
model does not allow different item response probabilities for items with the same Q matrix 
entries so it is not identifiable (Templin et al., 2006). 
Fusion Model.  The Fusion Model is another example of a noncompensatory CDM.  
Unlike the DINA model, the Fusion Model differentiates between all examinee classes and, 
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unlike the NIDA model, the Fusion Model allows differing item response probabilities for items 
with the same Q matrix entries (Templin et al., 2006).  The Fusion Model was originally 
intended to be a unifying bridge between cognitively over-simplified unidimensional IRT models 
and intractable cognitive-based expert systems with thousands of nodes (DiBello et al., 2007). 
The original Unified Model, part of the Fusion Model, contains parameters specific to 
skill 1 on item : 
,K"-  1.\"/  h-cTMi-,cTM/, 
where h-  ,K"-  1.U"-  1/ and i-  ,K"-  1.U"-  0/.  Then,  
 Q+ K"-  1
N
-$




where Z- represents the ,,  1/ cell in the Q matrix.  Although conceptually attractive, this model 
is not identifiable, or statistically estimable, without further constraints on the parameters.  Hartz 
(2002) reparameterized the Unified Model to provide model parameters that are consistent with 
the original interpretation of the model (DiBello, Stout, & Roussos, 1995).  This led to the 
Reparameterized Unified Model (RUM). 
Given that all required attributes have been mastered, the RUM defines the probability of 
a correct response to item , denoted hk, as follows: 
hk  + h-LM
N
-$




where U"-  1 if examinee 0 has mastered skill 1, U"-  0 if examinee 0 has not mastered skill 1, 
and for the Q matrix, Z-  1 indicates that skill 1 is required by item  whereas Z-  0 
indicates that skill 1 is not required by item  (Roussos et al., 2007).   
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The RUM also includes a model for the ability of the examinee to successfully execute 
skills that are necessary for getting the item right but are not part of the Q specified skills for an 
item.  According to DiBello et al. (2007), these skills are modeled with a continuous latent trait 
η" .  We define the full item response function for the RUM as follows: 




where 0 m hk m 1, 0 n i-k n 1,   i-k  o,STM$.cTM$p/o,STM$.cTM$/  qMrM , i-  ,K"-  1.U"-  0/, and 
K"-  1 refers to the unobserved event that examinee 0 applies skill 1 to item .  Note that i-k  is 
the penalty imposed on hk for not mastering skill 1.  For each required attribute not mastered, hk 
is reduced by a factor of i-k  (Henson & Douglas, 2005).  The last part of the model recognizes 
that it is usually neither desirable nor possible to list every possible skill that goes into solving an 
item for a given strategy in Q, so   η"( is the probability of correctly applying the skills 
associated with \" to item  conditional on η", where   η"( is a two-parameter logistic model 
with difficulty parameter  and ability parameter η" .  That is, 
  η"(  11  s.taηTbu , 
where  is the completeness parameter that indicates both the degree to which Q is complete in 
its coverage of the skills and the reliance of the item response function on skills other than those 
assigned to the item by the Q matrix.   
According to DiBello et al. (2007), the   η"( part of the model simply recognizes that 
it is usually neither desirable nor possible to list every possible skill that goes into solving an 
item for a given strategy in the Q matrix.  As such, this part of the model may be viewed as 
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representing higher-order skills, such as self-monitoring behavior or the ability to assimilate the 
separate cognitive components into a coherent whole.  The Reduced RUM, defined below, does 
not contain the   η"( term,  
 Q+ K"-  1
N
-$




This is the form of the Fusion Model that is used throughout the rest of this study. 
The Option Based Fusion Model.  Distractors are written to assess the students’ 
misconceptions.  The v identified misconceptions, w  1,  … ,  v, together with the I skills, 
1  1,  … ,  I, are the components of the \ vector.  Each component of \ is still a 0 or a 1, where 
0 means the examinee lacks the component and 1 means the examinee possesses the component.  
There are  Ix components of \  ,U,  … ,  UN;  UN,  … ,  UNy/, where I<  I  v.  The 
difference between this new vector and the vector used for the Fusion Model is simply the 
addition of the misconception components.  That is, the vector is now comprised of skill 
components, or good components, and misconception components, or bad components. 
Let item  have z options, {  1,  … ,  z.  Some or all of the z options of item  are 
associated with certain components.  The idea is that for an \, an examinee may be drawn to a 
particular option {.  For example, suppose \ has 1’s for all of the required skills.  Let {  1 
denote the correct option, then an examinee with \ will respond to {  1 with a high probability.  
As a second example, suppose \ has a 1 indicating the possession of a misconception w (e.g., 
UN|  1).  Suppose {  2 is designed to attract those examinees possessing the misconception 
w.  Then an examinee with \ responds to {  2 with a high probability if UN|  1. 
In addition to the changes that are being made to enrich the meaning of \, there are also 
new generalizations that pertain to the Q matrix that now has the dimensions Fz l Ix.  First, 
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each item-option combination ,,  {/ has its own row, }~, in the Q matrix.  Second, there are 
three possible values for each component Z of }~: 1, 0, and .  For a particular item-option 
combination, or for a particular row in the Q matrix, a value of 1 in column 1, for 1 n I, or in 
column I  w, 1 n w n v, means that the component (skill or misconception) is needed.  A 
value of 0 in a column indicates that the component must not be possessed.  In other words, a 0 
in a cell of the Q matrix indicates that the student must lack the component (skill or 
misconception) in order to select option { with high probability.  Finally, a value of  in a 
column indicates that the component has no influence on the item response probability.  In this 
manner, the value  in the Q matrix for the Option Based Fusion Model has the same meaning 
as the 0 in the Q matrix for the original Fusion Model. 
The role of a link vector }~, a row of the Q matrix, is to identify associated \ likely to 
respond { on item  and to appropriately discount non-associated \.  Note that not every { is 
associated with an \ vector.  For example, there may be an option { that is neither a correct 
response nor an attractive distractor for at least one \.  In this situation, }~ consists of all s, 
and hence, option { for item  would be equally attractive to all \. 
Suppressing , we are interested in modeling   {|\
.  We model this probability as 
a mixture of cognitive functioning and guessing.  If an examinee selects option {, then they 
either chose it for a cognitive reason (*.), where they are using what they know and are able to 
do, which is encoded as skills to solve the item, or they chose it as a result of guessing (guess), 
where they may use their cognitive state to eliminate certain options and then guess among the 
remaining options.  Since these are the two modeled item response strategies for each { and 
since they are mutually exclusive in the sense that an examinee functions cognitively or guesses, 
we can rewrite our expression as follows: 
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  {|\
    {,  *. |\
    {,  *))|\
. 
Using probability rules, we can break down this expression further: 
  {|\
    {|*. ,  \
*. |\
    {|*)),  \
*))|\
. 
Let 4y  {|\
 denote ,  {,  *. .\/, where this notation is chosen because of its 
identity to the Fusion Model.  Also, let λ  ∑ ,  {,  *. .\/ ~  *. |\
.  Then our 
expression can be rewritten as a probability mixture as follows: 
  {|\
  4y  {|\

λ
 λ    {|*)),  \
1  λ

 4y  {|\
  1  λ
  {|*)),  \
, 
where ,  {.*)),  \/  ,   0 (possibility to be set equal to 0 in applications) if \ is 
excluded (or the guessing probability is zeroed out for ,{,  U/) or ,  {.*)),  \/ 
1 zx⁄ 
1  z  zx
 if \ is permitted (a remaining guessing option).  This is the desired 
expression for modeling   {|\
.   
As can be seen above, by definition, the Option Based Fusion Model is related to the 
original Fusion Model.  However, since the original Fusion Model simply pertains to z  2, 
modifications need to be made when using it in regards to the Option Based Model.  Fix {.  We 
generalize the Fusion Model using the distance between }~, and the examinee’s attributes, \, 
where each  in }~ contributes 0 to the total distance.  If the values in the two vectors agree, 
then 4y{
  h~k .  If the , {
 row of the Q matrix requires the 1th attribute (Z~-  1) and the 
examinee does not have it (U~-  0), then 4y{
  h~k i~-k .  Conversely, if the , {
 row of the 
Q matrix requires that the examinee does not possess the 1th attribute (Z~-  0) and the 
examinee does possess it (U~-  1), then 4y{
  h~k i~-k< .  Thus the i resulting from lacking a 
required attribute is not primed and the i resulting from possessing an attribute that should not be 
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possessed (i.e., a misconception) is primed.  Lastly, if the , {
 row of the Q matrix does not 
specify whether or not the examinee needs the 1th attribute (Z~-  ), then, regardless of 
whether or not the examinee does possess the 1th attribute (U~-  1 or U~-  0), 4y{
  h~k .  
Essentially, we redefine the Fusion Model as used in the Option Based Model as follows:  
4y  {|\






where hk and ik (and ik<)  are defined as in the original Fusion Model.  The indicator function is 
used to specify when to use ik and when to use ik< that is used to denote that the mismatch is due 
to the examinee possessing a component that examinees are not supposed to have for that 
particular item and option pairing.  Further development of the Option Based Fusion Model and 
its estimation procedure by Markov Chain Monte Carlo model calibration and examinee 
components (skills and misconceptions) is in its final stages and is being carried out by L. V. 
DiBello, R. A. Henson, and W. Stout (personal communication, February 23, 2011).   
Log-Linear Model with Latent Variables for Cognitive Diagnosis.  The DINA model, 
the NIDA model, and the RUM can all be written concisely as log-linear models.  The Log-
Linear Model with Latent Variables for Cognitive Diagnosis (LCDM) defines a full continuum 
of models that range from fully compensatory models to fully conjunctive models (Henson et al., 
2009).  The LCDM is a flexible model that allows the relationships between categorical variables 
to be modeled using a latent class model.  In doing so, the model easily generalizes to 
applications for CDMs. 
With the LCDM, the probability of a correct response for examinee 0 on item  is  
,"  1.\"/   λ
,\T, }/η(
1   λ,\T, }/η(, 
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where the vector λ represents a 1 l 2-  1
 vector of weights for the th item and ,\" ,  }/ 
represents a set of linear combinations of the \" and } that is the Q matrix entry for the th item.  
The value η defines the probability of a correct response for the reference group, where the 
reference group is defined as those individuals who have not mastered any of the attributes.  For 
the LCDM, ,\" ,  }/ is defined as the set of all weights included in the full log-linear model 
with 1 latent dichotomous attributes.  Using the LCDM, λ#,\" ,  }/ can be written as 









   . 
The conditional relationship between mastery and nonmastery of the th attribute for the th item 
is related to λ, where λ describes the factor by which the odds of a correct response changes 
when comparing a nonmaster to a master given that all other attributes have not been mastered.  
The extent to which the conditional relationship of attribute  and item  depends on a second 
attribute  for the th item is defined by λ.  Given that attribute  has been mastered, the odds 
of a correct response increases by a factor of λλ when comparing nonmasters to masters.  
This is different from the factor λ, which occurs when a given attribute  has not been 
mastered.  If an item requires two attributes, using the LCDM, the probability of a correct 
response for this item is defined as  
,"  1.\"/  ,λcλcλccη/1  ,λcλcλccη/. 
The LCDM is flexible and can be used for model comparisons since any CDM can be fit 
by constraining a set of the LCDM parameters.  Also, the LCDM can be used to describe a 
family of models and to provide a clearer explanation of conjunctive, compensatory, and 
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disjunctive models.  The paragraphs that follow provide an explanation of how the DINA model 
and the RUM can be rewritten using the principles of the LCDM. 
As stated previously, the DINA model defines two parameters, a guessing parameter, *, 
and a slipping parameter, ).  The probability of a correct response is equal to * unless all of the 
required attributes have been mastered in which case the probability of a correct response 
increases to 1  )  (recall that 1  ) [ * for monotonicity).  Using the LCDM, a positive 
conditional relationship between a required attribute and the item will exist when all other 
attributes have been mastered (Henson et al., 2009).  There is no gain in the probability of a 
correct response for only knowing a subset of the attributes, so all of the conditional relationships 
between an attribute and the item, given that at least one attribute has not been mastered, are set 
to zero.  
Relating this idea to the earlier example pertaining to an item with two attributes, the 
LCDM is defined as 
,"  1.\/  34  0
U  0
U  λUU  η(1  34  0
U  0
U  λUU  η(  , 
where there is no relationship between attribute 1 and the item if attribute 2 has not been 
mastered.  Conversely, if attribute 2 has been mastered, the conditional relationship between 
attribute 1 and the item increases.  That is, the odds of a correct response increases by a factor of 
λλ
  pλ
 [ 1 when comparing a nonmaster to a master (Henson et al., 2009).  In 
terms of the DINA model parameters, the LCDM parameters for this example can be defined as  
η  C d *1  *e 
and  
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λ  η  C d)  1) e  . 
Although these parameters are defined specifically for this example, the result can generalize to 
an item measuring any number of attributes by changing λ, used in defining ), to the weight 
that is associated with mastery of all the required attributes. 
Unlike the LCDM that increases the odds and thus increases the probability of a correct 
response for each attribute that has been mastered, the RUM penalizes an individual for not 
mastering any required attributes (Henson et al., 2009).  To illustrate the RUM in terms of the 
LCDM parameters, it is first necessary to define the inverse RUM, where the term “inverse” 
implies that attribute mastery increases the probability of a correct response.  
The inverse RUM is mathematically equivalent to the Reduced RUM in that the only 
difference is the definition of each item parameter and its respective space.  The item response 
function for the inverse RUM is as follows: 




where hk< is defined as the probability of a correct response given that no required attributes 
have been mastered (Henson et al., 2009).  Then, according to the Reduced RUM,  




The remaining parameters are defined as before for the Reduced RUM, except that, as stated 
previously, for every attribute that is required for the th item and has been mastered by the 0th 
examinee, the probability of a correct response increases since the inverse RUM is used. 
Recall the earlier example of an item that requires two attributes, where the LCDM was 
defined as follows: 
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,"  1.\"/  ,λcλcλccη/1  ,λcλcλccη/. 
Without loss of generality, define λ as follows: 
λ  C Q 1  ,η/1  ,λη/  ,λη/  ,λλη/R, 
where η  C d rkrke is the intercept and is therefore used to compute the probability of 
guessing the correct answer when all of the required attributes have not been mastered.  Also, the 
conditional relationships, λ, are defined as  
λ  C  hk< i-k⁄,η/  ,η/ hk< i-k⁄   . 
If only the λ values are nonzero, then the LCDM is equivalent to the full RUM.  
However, given that the true model is the Reduced RUM, the remaining parameters of the 
LCDM have a specific functional form defined only by the λ.  Specifically, according to 
Henson et al. (2009), the effect of mastery or nonmastery of the additional required attributes on 
the conditional relationship of any attribute and the item are defined based on the conjunctive 
nature of the attributes.  Although the examples provided in this section only relate the LCDM to 
the DINA model and the inverse RUM, the LCDM can be used to rewrite additional CDMs. 
Summary 
The literature review began with an introduction to two relatively new types of CDAs: 
facets and CIs.  According to the literature, both assessments began in engineering programs and 
were later brought into other fields of study.  Although these assessments are evaluated using 
CTT and IRT, as opposed to some of the newer CDMs, they are defined as CDAs since they 
attempt to measure examinees’ cognitive ability.  These examples provide insight into the types 
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of cognitive assessments that are being created, but they do not represent an exhaustive list of 
cognitive assessments.   
In addition to facets and CIs, there are also some large-scale high-stakes formative 
assessments that may be considered examples of CDAs.  Details of these assessments are not 
included in this literature review as they are often only CDAs in their post hoc form.  That is, the 
assessments were not written to be cognitively analyzed, however, after the development and 
delivery of the assessments, researchers use CDMs to provide a diagnostic analysis.  In these 
cases, the researchers develop the list of cognitive attributes in a post-hoc analysis of the 
assessment.  For example, Jang (2005) developed a list of cognitive attributes in order to analyze 
the ETS (Educational Testing Service) TOEFL (Test of English as a Foreign Language) data 
with a CDM, the Fusion Model.   
Facets and CIs place an emphasis on concepts instead of calculations or mechanics as 
they are both constructed with the goal of improving classroom instruction and learning.  Since 
these CDAs do not require calculations to solve problems and do not use CDMs to provide 
diagnostic information, I decided not to use these assessments as the foundation of the Statistics 
assessment used in this study.  Instead, I used standardized multiple-choice formative 
assessments, another example of CDAs, as the foundation of the original assessment.  Due to the 
self-explanatory nature of these formative assessments, they were not discussed in detail in the 
literature review.   
In addition to discussing some CDAs, this literature review also introduced a couple new 
CDMs and discussed some of the popular CDMs, most of which are examples of 
noncompensatory models.  Junker and Sijtsma (2001) state that noncompensatory models are 
intended to be sensitive to the finer variations among examinees in situations in which multiple 
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cognitive components are simultaneously required to successfully complete the task.  The CDMs 
that were introduced provide a general overview of the current models.  Although this overview 
does not provide an exhaustive list of CDMs, it does explain a variety of the commonly used 
models.   
Although the CDMs introduced in this review all attempt to measure an examinee’s 
ability to correctly answer items relating to a particular attribute space, the models attempt to do 
so using different methods.  Under the assumptions of unidimensionality and linear 
independence, IRT uses the examinee’s response pattern to model the probability that the 
examinee correctly responds to an item.  The second model introduced, the MLTM, consists of 
two parts as it contains both person and item parameters for each component.  The model was 
developed to measure individual differences in the underlying processing components on the 
complex aptitude tests.  The RSM, the third model discussed in this section, also consists of two 
parts, but the two parts are different from those of the MLTM.  The first part of the RSM, the Q 
matrix theory, is devoted to determining unobservable item response patterns.  The second part is 
devoted to constructing a rule space for classifying an examinee’s item responses on a test into 
one of the knowledge states that are determined by the first part.  While the fourth model, the 
AHM, has the same foundation as the RSM, the AHM also has an assumption pertaining to the 
attribute hierarchy.  Due to the construction of the hierarchy, and due to the relationship of the 
hierarchy to the matrices, the AHM requires that the test be constructed prior to analysis.  That 
is, whereas the RSM can be used on tests that have already been written and distributed, the 
AHM requires that the test not be written until after the development of the attribute hierarchy.  
This difference in requirements results from the different assumptions regarding the dependent 
relationship of the attributes in the hierarchy. 
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Unlike the RSM and AHM, the Continuous Diagnostic Model, the DINA model, the 
NIDA model and the Fusion Model (or Reduced RUM) are each unified statistical models.  The 
Continuous Diagnostic Model does not estimate item parameters so the probability that an 
examinee will answer an item correctly is the same for all items that share the same Z vector in 
the Q matrix.  This property is also true of the NIDA model.  Additionally, unlike the other 
models, the Continuous Diagnostic Model classifies examinees on a continuum that allows for 
differences and variances between examinees to be explained.  In doing so, the Continuous 
Diagnostic Model is more flexible than the NIDA model, which uses the discrete values of the 
slipping and guessing parameters to determine the probability that an examinee correctly applies 
an attribute to the item.  The DINA model also uses the slipping and guessing parameters.  
Although the DINA and NIDA models are similar in some aspects, they differ in that the NIDA 
model specifies a different set of assumptions than the DINA model and the NIDA model allows 
for differing levels of discrimination between all skill patterns of examinees.   
Even though the DINA and NIDA models are often seen as less complicated models than 
the Fusion Model, there are benefits to using the latter model.  Unlike the DINA model, the 
Fusion Model differentiates between all examinee classes.  Additionally, the Fusion Model 
allows for differing item response probabilities for items with the same Q matrix entries, unlike 
the NIDA model and the Continuous Diagnostic Models.  In this aspect, the Fusion Model is 
considered more flexible than the Continuous Diagnostic Model and the NIDA model.  
However, by assigning a continuous measure to the examinees’ cognitive profiles, the 
Continuous Diagnostic Model can provide information about the examinee’s mastery level that is 
more detailed than the information provided by the Fusion Model.   
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An extension of the Fusion Model, the Option Based Fusion Model, was also introduced 
in this section.  This model is an extension of the original model in that it has the additional 
aspect of accounting for distractors, or incorrect answers, when modeling the item response 
function.  The final model that was presented was the LCDM that provides a general format by 
which most CDMs can be written and compared. 
Again, although the review of the CDMs was not exhaustive, it did describe the models 
that are most frequently used.  These models vary in their setup, calculations, and results, but 
they do not differ in their purpose: to classify examinees as masters or nonmasters of a set of 
attributes (or skills).  Although there are several options of CDMs, I chose to use IRT, the Fusion 
Model (specifically, the Reduced RUM), and the Continuous Diagnostic Model to analyze the 
Statistics examination data.  Additionally, I chose to use a Reduced Option Based Fusion Model 
that is introduced in the next chapter as the foundation for simulated data but I analyzed the data 
using the Fusion Model and the Reduced Option Based Fusion Model.  More information 
pertaining to the simulations is provided in Chapter 3 and more information regarding the 






To construct the Q matrix that will be used in the probability calculations in the 
aforementioned CDMs, it is first necessary to select the attributes that are the focus of the 
examination.  I begin this chapter by introducing the concept of big ideas.  These ideas, or 
attributes or skills, are the concepts that were tested on the examination.  In terms of the Q 
matrix, the big ideas represent the columns of the matrix.  After the discussion of big ideas, I 
then discuss the processes of the development and delivery of the Statistics assessment, including 
the formation of the Q matrix, the creation of the items, the participants (or examinees), and the 
test settings and procedures.  I then introduce the Reduced Option Based Fusion Model and I 
describe the setup and other details of the simulated examination data. 
Big Ideas 
As stated by DiBello et al. (2007), the second component in the test construction process 
is providing a detailed formulation of the skills that will be measured.  This skills space should 
be developed in light of the purpose of the assessment and should be based on cognitive science, 
educational psychology, measurement, and relevant substantive literature.  To keep the focus of 
the test on the main ideas, it is recommended that the number of skills not be too large.  We use 
the notion of big ideas to help shape the selection of the most vital skills in an introductory 
college-level statistics course. 
The term “big idea” is somewhat of a misnomer in that it implies that the concept is an 
indivisible construct, but this is not the case.  Big ideas are so-named because they are ideas that 
pertain to a vast and absolutely vital intellectual scope.  According to Wiggins and McTighe:  
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[A big idea] has to have pedagogical power: It must enable the learner to 
make sense of what has come before; and, most notably, be helpful in making 
new, unfamiliar ideas seem more familiar.  Thus, a big idea is not just another fact 
or a vague abstraction but a conceptual tool for sharpening thinking, connecting 
discrepant pieces of knowledge, and equipping learners for transferable 
applications. (2005) 
Similarly, Stevens et al. (2009) state that a big idea is both vital to making coherent connections 
and is a conceptual anchor for making facts more understandable and useful.  The big ideas assist 
the learners by providing a foundation for better understanding the individual concepts and for 
connecting the dots among the various concepts. 
Stevens, Sutherland, and Krajcik (2009) and Wiggins and McTighe (2005) provide 
additional descriptions for the term big ideas.  Stevens et al. (2009) state that big ideas are the 
ideas that are central or fundamental to a discipline.  Similarly, Wiggins and McTighe (2005) 
state that big ideas are concepts, themes or issues that give meaning and connection to discrete 
facts and skills.  In a K-12 curriculum, big ideas provide the framework for long-term 
development that allows both teachers and students to continuously build conceptual 
understanding throughout the K-12 years and into college.  In other words, the big ideas provide 
the framework for the foundation for the learning that will take place over time, regardless of 
whether that time is one semester, multiple semesters, or several years (Stevens et al., 2009).   
The notion of a big idea is also an important concept for the teacher or instructor to 
recognize.  Within each curriculum there is a set of big ideas, however, it is not always the case 
that teachers make a point of highlighting and structuring their lessons around these ideas.  As a 
result, teachers may be missing an opportunity to give their lessons both more meaning and more 
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structure.  Whether at the K-12 or college level, individual lessons are too short to allow teachers 
to fully develop and explore the big ideas and to allow students to discover the applications of 
and the critical questions surrounding those ideas.  As a result, students sometimes walk away 
from individual lessons confident in their understanding of the newly learned material. However, 
when they are later confronted with the task of completing a homework assignment or preparing 
for an examination, they find that they are no longer able to understand the individual topic nor 
are they able to relate that topic to the other topics that were covered in the unit.  To help 
students combat this problem, teachers need to focus on making sure lesson plans flow 
seamlessly from the larger unit plans.  Also, when lessons are built based upon the larger unit 
plans, they are typically more purposeful and connected to one another (Wiggins & McTighe, 
2005).  That is, when planning lessons, it is beneficial if teachers repeatedly relate the lessons to 
the big ideas so that students are frequently reminded of the associations among the various 
topics. 
Creation of big ideas.  According to Dewey (as cited in Wiggins & McTighe, 2005), in 
order to better understand a notion, we must see it in relation to other skills so that we will know  
how it operates or functions, what consequences follow from it, and what causes it.  To better 
understand the notion of a big idea, we must see it in relation to other skills.  We decided to use 
levels to represent the relationship between the big ideas and their corresponding skills.  We 
chose to number the five levels 2, 1, 0, -1, and -2 where the big ideas correspond to Level 2 and 
the breakdown of the skills continues from Level 1 to Level -2.  Although most instruction takes 
place at Level 0, or maybe even Level -1, there may be situations in which a more fine-grained 
explanation of the skills is needed so Level -2 is also included.  The description of each level is 
provided in Figure 1.        
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Level 2: Big Ideas 
Skills at this level represent the big ideas that provide the 
framework for and are fundamental to a discipline.  A big idea is a 
conceptual anchor that helps to make the concepts and facts more 
understandable and useful.  For teachers, these skills represent 
the high-level focus of a particular unit of study within the 
curriculum.  Students with this level of knowledge are able to 
understand the big idea itself and are able to see it in relation to 
other skills and other big ideas in the curriculum.  
  
Level 1: Enduring 
Understanding 
Skills at this level are a step down in granularity, more fine-
grained, than the big ideas.  For teachers, these skills represent 
one aspect of the big ideas and the amalgamation of individual 
lesson topics.  Students with this level of knowledge are able to 
carry on or translate their understanding of the big idea into a 




Skills at this level are more concrete or more fine-grained than 
those at the upper two levels.  However, these skills are still a 
coarse-grained instantiation or representation of the big idea.  For 
teachers, these are both finer-grained illustrations of the big idea 
and coarse-grained representations of the smaller pieces of the 




Skills at this level are the fine-grained evidence or aspects of the 
big ideas.  For teachers, these skills will make up the focus or the 
relatively fine-grained aspects of the lesson plan for a particular 
class session.  Students at this level of understanding should be 
able to explain the topic, but if they lack higher levels of 
understanding, they may not understand how the concept relates 
to the bigger idea as a whole. 
  
Level -2: Very Fine-
Grained Instantiation 
Skills at this level are very fine-grained instances of support of the 
big ideas.  In other words, the lessons are very focused on one 
particular characteristic or feature of the curriculum.  For teachers, 
these skills represent the details of a lesson as they pertain to the 
big idea.  Students at this level of understanding should be able to 
go into explicit detail about the fine-grained concept, but if they 
lack higher levels of understanding, they may not be able to relate 
the idea to the other skills.   
 
Figure 1.  Description of the five hierarchical levels of understanding.           
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The explanation of the levels laid the foundation for the construction of the skills 
hierarchies where each big idea had its own hierarchy and the remaining levels, Level 1 to -2, 
broke down each of the big ideas into their corresponding skills.  That is, the skills at each level 
have the same underlying amount of granularity of detail as specified by the explanations 
provided in Figure 1.  The first hierarchical breakdown of the skills was the original work of the 
author.  However, resources such as the course textbook (Monrad, Stout, & Harner, 2009) and 
the recommended high school standards provided by the National Council of Teachers of 
Mathematics (NCTM) were also consulted.  Originally, the following nine big ideas were 
proposed: Descriptive Statistics, Working with Data, Linear Regression, Experimental and 
Theoretical Probabilities, Random Variables, Studies and Experiments, Large Sample 
Distributions, Hypothesis Testing, and Estimation.  Each of these skills was then refined and 
explicated into a hierarchy of skills.  Although the hierarchies are based on one particular 
statistics textbook, the textbook is a mainstream text so the hierarchies should only require minor 
modifications if they are applied to different introductory statistics courses. 
Panel review of big ideas.  After the hierarchies were constructed, they were reviewed 
by a panel of statistics professors and instructors at the University of Illinois at Urbana-
Champaign.  Table 1 lists the names and titles of the panel members as well as their association 
with the university’s introductory statistics course, Statistics 100.  Each of the four panel 
members was provided with the explanation of the five levels, tables that alphabetically listed 
each big idea and the corresponding skills, and the nine big idea-based hierarchies of skills.  On 
the pages with the alphabetical lists, the big ideas and skills were listed in the first column, there 
was a column for each of the five levels, and the final column, included only for technical 
purposes, was entitled “Omit” (denoted as Level -3).  The panel members were asked to put an X 
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Table 1 





Panel Member’s Association with  
Introductory Statistics Course 
William F. Stout Research Professor 
Author of an introductory statistics textbook, 
previously taught an introductory college-level 
statistics course 
Jeff Douglas Professor statistics professor, director of undergraduate (statistics) studies 
Ditlev Monrad Associate Professor 
Author of an introductory statistics textbook, 
currently teaches an introductory college-level 
statistics course 
Nathan Hirtz Ph.D. Student Statistics Ph.D. student, previously taught an introductory college-level Statistics course 
 
in each row (corresponding to a skill) under the level to which they believed that particular skill 
belonged.  In addition to the option of suggesting that a skill be omitted from the hierarchy, the 
panel also had the option to recommend that additional skills be included in the hierarchy.  A 
copy of the hierarchies was provided to help the panel members better understand both the 
meaning of the levels and the ultimate goal of breaking down the big ideas into corresponding 
skills.  Also, in the alphabetical lists, a “” was placed in the cell corresponding to the level for 
that skill.  All of this information was included in the Form to Review Skills that is provided in 
Appendix A. 
After the panel members each independently completed the form, the recommendations 
for the hierarchies were considered and changes were made.  The first major change was that two 
of the big ideas were combined into one big idea: Large Sample Distributions and Estimation 
were combined into the new group entitled Estimation of Population Parameters.  The titles of 
some of the other big ideas were also changed.  The final eight big ideas are as follows: 
Displaying Data, Descriptive Statistics, Linear Relationships, Experimental and Theoretical 
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Probabilities, Large Sample Behavior of Sampling Statistics, Data Collection, Estimation of 
Population Parameters, and Tests of Significance.  After changing the big ideas, and using the 
recommendations provided by the panel, additional changes were made to the skills in each 
hierarchy.  The revised versions of the hierarchies were distributed to the panel members who 
were asked to do a simple re-analysis of the hierarchies.  At this stage the panel members were 
asked to look only at the hierarchies, that is, the tables of skills were not provided, and to either 
approve the changes or make recommendations.  The cyclical process of revisions and reviews 
continued until there was agreement among the panel members.  The final versions of the 
hierarchies are provided in Appendix B. 
Interrater reliability of big ideas.  As was previously mentioned, changes to the 
hierarchies were made as a result of panel member’s recommendations.  The changes were also 
made in an effort to improve the face validity of the individual skills and of the hierarchical 
arrangement of the skills.  In addition to face validity, a pairwise measure of agreement between 
the panel members’ rankings (marked with an X) and the original rankings (marked with a ) 
was calculated for two of the panel members (Hirtz and Douglas).  The calculations were not 
completed for the other two panel members as the members did not fill out the chart but instead 
wrote their comments and recommendations on their copies of the hierarchies.   
According to Jakobsson and Westergren (2005), an association is a relationship between 
two variables that are not independent while agreement, a special case of association, is a 
relationship between two variables where the perfect agreement is of the most interest.  We are 
interested in this latter relationship, that of a perfect agreement between two independent 
variables (e.g., a panel members’ rankings and the original rankings).  The measure of agreement 
was calculated using the κ-coefficient.  Cohen’s κ-coefficient is a good instrument to measure 
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agreement when there are at least two raters since the coefficient accounts for both the actual 
percentage of agreement and the percentage of agreement expected by chance.  However, 
Cohen’s κ-coefficient does not take into account the degree of disagreement that is a measure 
that should be considered with ordinal data (Jakobsson & Westergren, 2005).  The weighted κ-
coefficient, a generalization of the unweighted κ-coefficient, solves this problem (Cohen, 1968).  
For our pairwise measures of agreement there were eighteen 6×6 contingency tables or 
18 weighted κ-coefficients, one table per each original big idea per each of the two panel 
members, and 6×6 for the six levels (Level 2 to Level -3).  Jakobsson and Westergren (2005) 
recommend using either the absolute error weights or the squared error weights for this situation.  
To minimize the degree of disagreement, we will use the squared error weights.  Let  denote the 
rows and 0 denote the columns, then the weight " for squared error weights is calculated as  
"  1    0
*  1
, 
where * is the number of categories, 1 ≤ , and 0 n * (Jakobsson & Westergren, 2005).  The 
weights for the cells on the diagonals are 1.00 and the off-diagonal weights are .96 (just off the 
diagonal), .84, .64, .36, and .00 (furthest from the diagonal).  Using these weights, the weighted 
observed agreement (4) and the weighted expected agreement (4) are as follows: 
4  ∑ ∑ "8"C  
and  
4  ∑ ∑ "i"C , 
where 8" is the number of agreements in cell ,,  0/, C is the total number of observations, i is 
the total for row , and " is the total for column 0 (Jakobsson & Westergren, 2005).  The total 
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Table 2 
Weighted κ-Coefficient Results for Two of the Panel Members’ Ratings Versus the Original 
Ratings for Each of the Nine Original Big Ideas 
 
 Hirtz vs Patterson Douglas vs Patterson 
Big Idea 1 .900 .479 
Big Idea 2 .366 .567 
Big Idea 3 .561 .653 
Big Idea 4 .349 .720 
Big Idea 5 .237 .600 
Big Idea 6 .307 .933 
Big Idea 7 .444 .327 
Big Idea 8 .913 .828 
Big Idea 9 1.000 .773 
Overall .513 .550 
 
number of observations, or the total number of skills (including the big idea), for each of the nine 
original big ideas are 35, 22, 18, 26, 16, 24, 23, 22, and 12, respectively.  The 20 pairwise 
weighted κ-coefficient results (the 18 described above plus the two overall ratings) are given in 
Table 2.   
Additional kappa coefficient remarks.  One constraint of using the κ-coefficient is that it 
is restricted to the case where the number of raters is two and where the same two raters rate 
each subject (Fleiss, 1971).  To compensate for this constraint, Fleiss generalized the unweighted 
kappa to the measurement of agreement among any number of raters, as long as the number is 
constant.  However, the method stipulates that there is no connection between the raters judging 
the various subjects, which is not the case for our scenario.  As a result, the weighted kappa 
coefficient was used to measure reliability for the skills hierarchies.  Also, in an effort to get a 
better understanding of the measure of agreement, the calculations were made for each big idea 
individually instead of for all of the big ideas as a whole.   
 46 
According to Jakobsson and Westergren (2005), the interpretation of weighted κ values is 
the same as that for the unweighted κ values.  Further, they provide suggestions for the 
interpretation: κ-coefficient values of .00 are regarded as chance agreement, values of at most 
.20 are regarded as poor, values of .21 to .40 are regarded as fair, values of .41 to .60 are 
regarded as moderate, values of .61 to .80 are regarded as good, and values above .80 are 
regarded as having very good agreement with 1.00 for perfect agreement and .00 for chance 
agreement.  According to the results in Table 2, most (15) of the values were between .20 and 
.80, or they were in the range of fair, moderate, and good, with most of those (7) being in the 
moderate range.  Based on these results, it appears that the original skills hierarchies were 
moderately agreed upon among the two raters and the author.   
As stated earlier, after the original hierarchies were rated, modifications were made to the 
skills, but no additional written ratings were taken after the modifications were made.  That is, 
raters reviewed the changes and stated whether changes needed to be made, but the raters did not 
re-fill out the paperwork.  This step was omitted due to both a time constraint and convenience.  
However, if this procedure is applied to other subjects and other hierarchies of skills, it might be 
beneficial to repeat the steps of obtaining reviewer ratings until the coefficients all have values 
greater than .80. 
Development of the Statistics Assessment 
The third component of test construction, the task development phase, includes a detailed 
analysis of the items that are needed in order to understand how many and what kinds of skills 
are involved in the assessment, at what level of difficulty, and in what form of interaction 
(DiBello et al., 2007).  To obtain diagnostic information about all of the attributes, items must be 
written such that not only are the big ideas all represented, but they are represented by various 
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groupings (Gorin, 2007).  That is, if possible, it is best to vary the groupings of the big ideas so 
that their representation among the test items is balanced.  Although a balance is ideal, it is 
limited by a couple of constraints.  First, due to the fact that there are only a certain number of 
test items, there is a limit to the number of possible combinations.  Second, while some 
combinations of big ideas occur naturally (e.g., Displaying Data and Descriptive Statistics), some 
big ideas do not pair well with certain other big ideas.  For example, while it might be easy to 
pair Descriptive Statistics and Linear Relationships, it may be difficult to write a question that 
relates to both Linear Relationships and Experimental and Theoretical Probabilities.  Finally, it is 
not advisable to combine too many big ideas into one question.  For example, a question that 
relates to four or five big ideas may relate to too many skills and the results may not be 
informative.  Despite these constraints, it is still possible to maintain a focus on assessing a set of 
skills, or big ideas.  This is very important as, among other things, the linking of the items to 
these ideas is critical for construct representation, which is a main component of construct 
validity (Gorin, 2007).   
After the introductory statistics domain was successfully deconstructed into individual 
hierarchies for each of the eight big ideas, it was time to begin the item writing process.  In 
addition to constraints on the big ideas, when writing the items, some test constraints had to be 
considered.  First, per university guidelines, the students had three hours to take the examination.  
Since the goal was to test the one domain of introductory statistics knowledge, if the test was too 
lengthy and students ran out of time, a second domain of time, or speed, would have been 
introduced into the situation.  As a result, it was agreed upon among the three course instructors 
that the test would have 50 questions.  A second constraint to consider while writing items was 
that each of the big ideas should be relatively equally distributed throughout the test.  In other 
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words, it was a goal that each of the eight big ideas be represented by approximately the same 
number of test items.  However, some big ideas are inherently used more often than other big 
ideas as the skills pertaining to the big ideas are embedded within other statistical concepts (e.g., 
calculating and working with z-scores).  Although it was possible to have an approximately equal 
distribution of items among the ideas, it wasn’t possible to have an exactly equal distribution. 
A third constraint to consider is that of the Q matrix, the matrix that relates skill 
assignment to items, where the rows represent the items and the columns represent the skills 
(DiBello et al. 2007).  Since there are eight big ideas being tested, there will be eight columns in 
the Q matrix.  The entries of the Q matrix are 1’s and 0’s, indicating whether each specific skill 
is needed or not needed, respectively, to successfully complete the item.  To assess each of the 
big ideas, there was a technical constraint that each idea needed to be individually represented by 
at least one item.  However, as stated earlier, it is also important to include different 
combinations of the skills.  Thus it was the desire for each item to pertain to one to three big 
ideas, or for each row to contain one to three 1’s.  The Q matrix for the examination is included 
in Appendix C.  
The final constraint considered was the issue of local independence, an underlying 
assumption of latent variable models.  Due to this assumption, a student’s answer to one item 
must be independent of their answer to any of the other items on the examination.  Hence, none 
of the items can require students to use information from one item to solve a second item.  To 
minimize the amount of reading that was required for students to complete the test, more than 
one item was allowed to relate to the same scenario, or “stem”, but the problems were written in 
a way such that the assumption of local independence would still be approximately maintained.  
Although it may have introduced some dependence among questions related to the same stem, 
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the course instructors decided that minimizing the reading was more important than a strict 
adherence to the independence assumption.  A conscientious effort was made to ensure the 
questions relating to the same stem were kept as locally independent as possible. 
Another point of consideration when writing the examination was the structure of the 
types of questions.  To maximize the number of (locally independent) questions that students 
could work through within the required time period, as discussed above, the instructors decided 
to use a multiple choice test.  Although it is convenient, this format has limitations when being 
used for a diagnostic assessment.  One limitation is that multiple choice questions are typically 
written at the knowledge level of cognition, that is, they merely require students to recall 
verbatim facts and do not measure complex skills (Gorin, 2007).  A second limitation is that 
multiple choice items are typically scored as simply correct or incorrect.  Despite these often 
occurring limitations, modifications can be made to make the items more useful for diagnostic 
purposes.  First, questions can, and should be, constructed to measure knowledge at a higher 
cognitive level.  Second, the items can, and often should be, constructed so that the incorrect 
responses, or distractors, correspond to specific skill weaknesses or student misconceptions.  
Also, by doing this, the selection of distractors for responses may provide additional information 
about the student’s level of understanding.  Although it was not perfectly achieved for every 
item, it was the goal for the items of the test to reflect these modifications. 
A final consideration was a determination of whether to make the skill representation 
conjunctive or compensatory.  According to DiBello et al. (2007), a conjunctive interaction of 
skills occurs when a successful application of the required skills is necessary to in order to 
successfully complete the task; that is, a lack of competency on any one of the skills for the task 
will result in a serious hindrance to successfully complete that task.  Conversely, a compensatory 
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interaction of skills occurs when a high enough level of competence on at least one of the skills 
for the task will compensate for a low level of competence on at least one of the other skills and 
the result will be a successful completion of the task.  DiBello et al. (2007) further explain that 
the extreme example of compensatory skills is the disjunctive case in which the probability of 
successfully completing the task is high as long as the competency is high enough on at least one 
of the required skills.  For this assessment, our goal was to write the items as conjunctive items; 
however, it may be the case that some students were able to successfully complete the items 
without having sufficient competencies of all the “required” skills. 
Using the constraints and the eight big ideas, the fifty multiple choice test items and the 
corresponding Q matrix were constructed.  The items, or groups of items if multiple items 
pertained to the same scenario, were then randomly ordered into an assessment.  After the test 
was written, the four-member panel was asked to review the test items.  The panel members were 
asked to verify the accuracy of the Q matrix, the scenarios (e.g., verify all necessary information 
was provided), and the answers.  Each member was also asked to verify that the assessment 
accurately and relatively equally tested the eight big ideas of the introductory statistics domain.   
After the initial feedback was received from the panel, edits were made to the 
examination.  After each round of revisions, the examination was resubmitted to the panel 
members for their approval.  Once all of the items were finalized, the groups of items were 
randomly organized into eight unique versions.  The final version of the examination is in 
Appendix D.  Figure 2 illustrates the test construction process starting with the writing of the 
hierarchies and ending with the final construction of the examination. 





Delivery of the Statistics Assessment 
Due to a time constraint, there was not a pilot version of the examination.  After the 
examination was approved by the panel of instructors, it was delivered to the students who were 
enrolled in three different sections of the same course (Stat 100).  The three course instructors 
(Hirtz, Monrad, and Patterson) consented to using the assessment as the final examination in the 
spring semester of 2010.  Below are descriptions of the students that participated in the study and 
descriptions of the test settings and procedures.  
Participants.  Most of the students that enroll in the course each semester are 
undergraduates, primarily freshmen, who take the course to satisfy a general education 
(quantitative) requirement.  Two of the sections (Patterson and Hirtz) met three times a week, 
every week, for 50-minute lectures.  The third section (Monrad) met two times a week, every 
week, for 80-minute lectures. 
Across the three sections, the distribution of student participation is as follows: 191 out of 
212 students in Patterson’s class participated, 109 out of 115 students in Hirtz’s class 
participated, and 162 out of 190 students in Monrad’s class participated.  Students who did not 
participate either checked “NO” (when asked on the consent form if they wanted to participate) 
or they did not sign and return a consent form.  Overall, 462 students participated in the study 
and 55 students declined to participate.  Of the 462 students, 172 are male, 281 are female, and 9 
did not state their gender. 
Test settings and procedures.  Per university guidelines, the three sections distributed 
the test at different times.  Students in Patterson’s class took the test on a Friday while students 
in Monrad’s and Hirtz’s class took the test the following Monday and Tuesday, respectively.  To 
account for the test being offered on different days, there were eight versions of the examination: 
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Patterson used three versions (Versions A, B, and C), Monrad used two versions (Versions D and 
E), and Hirtz used three versions (Versions F, G, and H).  As described above, the questions and 
answer choices on the eight versions were the same, the ordering of the questions differed.   
The tests were administered on paper.  Students were required to complete the tests 
independently and without using their notes or textbooks, but they were allowed to use a formula 
sheet (that they created), a calculator, and scratch paper.  Most students took approximately two 
hours to complete the test and all finished within the three hour time limit (set by the university). 
Modeling examination data.  The examination data was modeled using IRT, the 
Continuous Diagnostic Model, and the Fusion Model (with Arpeggio).  A 1-PL IRT model was 
used to determine the overall difficulty level of the examination.  The Continuous Diagnostic 
Model provided a continuous measure of the examinee’s ability on each attribute while the 
Fusion Model provided a discrete measure of the examinee’s mastery (or nonmastery) of the 
attributes.  The analyses for the models are provided in the next chapter. 
Simulations 
To evaluate the information that is gained from modeling the specific answer chosen 
instead of simply whether the examinee selected the right or wrong answer, we chose to use a 
reduced version of the Option Based Fusion Model.  Also, the Reduced Option Based Fusion 
Model is different from the original Fusion Model in that it differentially weights the options for 
each multiple choice item.  However, this model collapses to the original Fusion Model when 
you are interested in modeling simply whether or not the examinee got the question right.  To 
explain this model, we will assume there are four multiple choice options ({  4) where the first 
option, {  1, is the correct option.  Further, we will assume that each item requires either one or 
two attributes, U- and U-<, to correctly solve the item.  Additionally, since this is a probability 
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model, the sum of the probabilities for each of the four options sums to 1.  The probability for 
the first option is as follows: 
\




With this model, the probabilities for each incorrect option differ depending on whether 
the item requires the use of one or two attributes.  We will first consider the scenario where the 
item requires the use of one attribute, U- to correctly solve the item.  Assuming the examinee is 










, the probability for the second option is 
\
  1  \
1  2i-k<cM  . 
Options 2, 3, and 4 are incorrect options so the three probabilities use ik< instead of ik as 
specified in the Option Based Fusion Model. 
Now consider the scenario where the item requires the use of two attributes, U- and U-<, 
to correctly solve the item.  We again assume that the examinee is more likely to choose option 2 
than options 3 or 4.  Further, we assume that the examinee is more likely to choose option 3 than 
option 4.  The probabilities for options 3 and 4 are 
¡\






where the probability for option 2 is  
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\
  1  \
1  i-k<cM  i-k<cM  . 
The examination data was simulated for a 50-item multiple choice examination, with four 
options per item (the correct option is the first, {  1), covering 8 attributes with 10,000 
examinees.  The Q matrix for the simulation is approximately the same as the Q matrix used for 
the Spring 2010 examination except that for items requiring three or more attributes, the number 
of attributes was decreased to only two.  The Q matrix for the simulated data is provided in 
Appendix E.  The hks were simulated from a Uniform(0.8, 1.0) distribution and the iks and ik<s 
were simulated from a Uniform(0.3, 0.7) distribution.  The simulated values of the item 
parameters are provided in Appendix F.  After simulating the examination data, the maximum 
likelihood estimators, \¤, for both the Reduced Option Based Fusion Model and the original 
Fusion Model were found for each examinee.  The comparison and analysis of the results for the 
two models is provided in the following chapter. 
Summary 
The test construction process was described in this chapter.  Test construction began with 
the creation of the big ideas and the hierarchical arrangement of the skills.  After the ideas were 
reviewed and finalized, the multiple choice items were written and the Q matrix was constructed.  
The items were edited both to accommodate testing needs and based on comments from a panel 
of reviewers.  One original version of the test was written, but the items were rearranged to 
create multiple versions since the test was delivered over three different days.  The examinees 
were students from the three sections of an introductory statistics course.   
The examination data was modeled using IRT, the Continuous Diagnostic Model, and the 
Fusion Model, specifically, the Reduced RUM.  IRT was used to provide information about the 
overall difficulty level of the examination.  The Continuous Diagnostic Model and the Fusion 
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Model were used to provide continuous and discrete measures, respectively, of examinee 
mastery of the attributes.  The analyses of the results and the summaries are provided in the 
following chapter. 
The Reduced Option Based Fusion Model and the original Fusion Model were used to 
determine the maximum likelihood estimators for the simulated data.  Simulations were used to 
investigate whether information is gained from modeling specific (incorrect) answers instead of 
modeling simply whether or not the examinee got the question right or wrong.  The results of the 





Results and Summary 
This study illustrated the use of big ideas as the foundation of the curriculum for a 
college-level introductory statistics course, and of the formative assessment for the course.  The 
study also illustrated the use of CDMs, specifically the (Reduced) Fusion Model and the 
Continuous Diagnostic Model, to analyze the results of an original examination and to determine 
examinee mastery of the big ideas.   
Analyses of the examination data were found using the following software packages: the 
R software package (for IRT and the Continuous Diagnostic Model), the Arpeggio system (for 
the Fusion Model), and MATLAB (for the Continuous Diagnostic Model).  The R software 
package was also used to simulate data and to analyze the simulated data using the Fusion Model 
and the Revised Option Based Fusion Model.  The results and a summary of the results for each 
model are provided in the sections that follow. 
Item Response Theory Results for Examination Data 
One focus of the study is on the comparison of examinee mastery classification rates 
using CDMs.  Although IRT does not focus into that aspect of the study, we chose to use IRT to 
get a general idea of the overall difficulty of the items and of the test.  Since we were only 
interested in item difficulty, only the 1PL model was plotted.  Additionally, to better see the 
individual item response curves, only ten items are included in each plot.  The plots are shown in 
Appendix G. 
With IRT, when an examinee with a low ability, 	 m 0, has a high probability of getting 
an item correct, 4 [ .5, the item is typically denoted as an easy item.  Conversely, when an 
examinee with a high ability, 	 [ 0, has a low probability of getting an item correct, 4 m .5, the 
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item is denoted as a hard item.  In other words, an item may be denoted as easy when the 
probability at 	  0 is above .5 and the item may be denoted as difficult when the probability at 
	  0 is below .5. 
According to the plots in Appendix G, where ability is plotted along the horizontal axis 
and the probabilities are plotted along the vertical axis, it appears that for many of the items, the 
probability at 	  0 is greater than .5.  Additionally, it appears that many examinees with low 
ability levels have a high probability of getting the item correct and examinees with high ability 
levels have a very high probability of getting the item correct.  As a result, according to the IRT 
analysis, most of the items can be considered easy items.   
Continuous Diagnostic Model Results for Examination Data 
The examinee parameter estimates for the Continuous Diagnostic Model were estimated 
using MATLAB and summarized using the R system.  The parameter estimates are continuous 
measures of examinee mastery on each of the eight attributes, where an estimate of 1.00 means 
the examinee successfully completed the items that pertain to the attribute.  It appears the 
estimates are fairly high, with several equaling 1.00.  Additionally, the histograms of the 
estimates illustrate the sharp skewness to the data as most of the examinees’ estimates are close 
to 1.00.  The examinee parameter estimates are provided in Appendix H and histograms of the 
estimates, one histogram per attribute, are provided in Appendix I.   
Using the Fusion Model as a guide, examinee’s with posterior probabilities greater than 
.6 are designated as masters of the attribute while examinee’s with posterior probabilities less 
than .4 are designated as nonmasters of the attribute.  Examinees were classified using the Fusion 
Model classification standards.  Histograms of the examinees’ Continuous Diagnostic Model 
parameter estimates, per attribute, stratified by the examinee’s Fusion Model classification are 
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provided in Appendix J.  It appears the Continuous Diagnostic Model estimates are fairly 
consistent with the Fusion Model classifications. 
Descriptive statistics of the examinee parameter estimates are provided in Table 3 and the 
correlations among the attributes are provided in Table 4.  According to the summary statistics, 
attributes 3 (Linear Relationships) and 7 (Estimation of Population Parameters) appear to have 
the highest mean and median values while Attributes 2 (Descriptive Statistics) and 8 (Tests of 
Significance) have the lowest mean and median values.  As desired, the correlations among the 
attributes appear to be small, where the maximum correlation, .321, occurs between Attributes 4 
(Experimental and Theoretical Probabilities) and 6 (Data Collection).  We will now look at the 
model diagnostics for the Fusion Model to see how the results compare to the IRT and 
Continuous Diagnostic Model diagnostics. 
Fusion Model Results for Examination Data 
Before discussing the Fusion Model diagnostics, it should be noted that for this analysis, 
it was assumed that  = 10 for all items.  By doing this, the  parameter is fixed and Arpeggio 
calculates the estimates using the Reduced Fusion Model since the η" term of the model is 
omitted (or turned off).  As a result, the  parameter was not estimated and it will not be 
interpreted.   
To calculate the diagnostics for the Fusion Model, the appropriate files are loaded and the 
appropriate code is written into the Arpeggio system.  The system provides examinee parameter 
estimates, item parameter estimates, and additional model diagnostics, which are discussed in the 





Summary Statistics for the Examinee Parameters for the Continuous Diagnostic Model 
Statistic 1 2 3 4 5 6 7 8 
Mean 0.850 0.793 0.900 0.851 0.818 0.806 0.877 0.799 
Median 0.857 0.802 1.000 0.874 0.828 0.857 1.000 0.817 
Standard Deviation 0.154 0.165 0.145 0.149 0.160 0.156 0.183 0.168 
 
Table 4 
Correlation Coefficients for Each of the Eight Attributes 
Attribute 1 2 3 4 5 6 7 8 
1 1.000 0.145 0.176 0.237 0.057 0.250 0.148 0.130 
2  1.000 0.222 0.290 0.081 0.090 0.224 0.129 
3   1.000 0.208 0.205 0.152 0.396 0.307 
4    1.000 0.043 0.321 0.339 0.243 
5     1.000 0.040 0.151 0.191 
6      1.000 0.211 0.250 
7       1.000 0.284 
8        1.000 
 
Table 5 




 1 2 3 4 5 6 7 8 4- value 0.72 0.54 0.66 0.57 0.67 0.73 0.74 0.67 
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Fusion Model examinee parameter estimates.  The examinee parameter posterior 
probability estimates are provided in Appendix K.  As mentioned previously, examinees with 
posterior probability values that are greater than .6 are designated as masters of the attribute 
while examinees with posterior probability values that are less than .4 are designated as 
nonmasters of the attribute.  Table 5 lists the proportion of people classified as masters for each 
cognitive attribute, the 4- parameters.  The 4- values are all greater than 0.5, so it appears that 
none of the attributes were particularly difficult, however, out of the eight attributes, it appears 
attributes 2 (Descriptive Statistics) and 4 (Experimental and Theoretical Probabilities) were the 
most difficult. 
Fusion Model item parameter estimates.  For posterior distributions of the item 
parameter estimates,  the curves should not converge to a single point but instead they should 
converge to a range of values.  After a cursory review of the posterior distributions, it appears the 
curves converged for all of the item parameters, so the item parameter estimates are all accepted.  
The item parameter posterior estimates are provided in Table 6. 
The item parameter hk indicates the probability that examinees have correctly executed 
all of the Q matrix skills required by an item, conditional on having mastered all required skills, 
while the item parameter i-k  provides information on how well the items discriminate on the 
attributes (Roussos et al., 2007).  The evaluation of convergence was done by examining the 
posterior distributions and the chain plots.  The plots follow a pattern of either excellent or 
accepted convergence so the Q matrix and the item parameter estimates were accepted.  The 
chain plots showing every 20th term in the chain, or the trace and density plots, are shown in 




Values of hk and  i-k  Parameters for the Fusion Model 
 i-k  
Item hk 1 2 3 4 5 6 7 8 
1 0.905 0.731        
2 0.983 0.768       0.888 
3 0.977    0.900 0.973   0.938 
4 0.907        0.719 
5 0.986        0.711 
6 0.852        0.489 
7 0.907      0.568   
8 0.914    0.678     
9 0.839    0.463     
10 0.934       0.874  
11 0.848      0.921   
12 0.903    0.884 0.885    
13 0.922    0.818 0.265    
14 0.554     0.360    
15 0.730 0.920 0.764       
16 0.575 0.824        
17 0.989  0.959 0.971      
18 0.927  0.887 0.881      
19 0.940  0.773   0.969  0.595  
20 0.993    0.960     
21 0.927       0.675  
22 0.929       0.531  
23 0.657  0.532       
24 0.852 0.899 0.777       
25 0.989 0.938        
26 0.943      0.837   
27 0.823  0.843    0.837   
28 0.904  0.727       
29 0.950  0.805     0.591  
30 0.918    0.731     
31 0.867    0.588 0.909    
32 0.866  0.927   0.876    
33 0.633  0.778   0.552    
34 0.961   0.760      
35 0.868  0.544       
36 0.981   0.958      




Table 6 (continued) 
 
 i-k  
Item hk 1 2 3 4 5 6 7 8 
38 0.846  0.721     0.745  
39 0.940       0.630  
40 0.520        0.586 
41 0.975 0.728        
42 0.942      0.802   
43 0.884   0.413      
44 0.752    0.933     
45 0.610  0.597      0.737 
46 0.448      0.636   
47 0.978      0.838   
48 0.957    0.877    0.856 
49 0.651  0.763     0.824 0.750 
50 0.972    0.827     
 
According to Roussos et al. (2007), we want hk to be close to 1.0.  Values of hk that are 
less than 0.6 usually indicate that the items are over difficult for the attributes that are assigned to 
them.  It appears that many of the items have hk values that are relatively close to the desired 
value of 1.0.  Due to low hk values, items 14 (h¢k  .554), 16(h¥k  .575), 40(h¢pk  .520), and 
especially item 46 (h¢¥k  .448) may need to be examined.  It is possible these items were either 
too difficult or more (or different) attributes need to be assigned to the items. 
Low values of i-k , between 0 and 0.5, are indicative of a highly discriminating item while 
high values of i-k , e.g., larger than 0.9, indicate that a model simplification may be needed.  Due 
to the low values of the i-k  parameter, it appears the discriminating items are items 6 (i¥,¨k 
.489), 9 (iª,¢k  .463), 13 (i¡,­k  .265), 14 (i¢,­k  .360), and 43 (i¢¡,¡k  .413).  Due to the 
high values of the i-k  parameter, it appears the items that may not be contributing very much 
discriminating information are items 3 (i¡,­k  .973), 17 (it,k  .959, it,¡k  .971), 19 (iª,­k 
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.969), 36 (i¡¥,¡k  .958), and 37 (i¡t,­k  .954).  A synthesis of the estimates is provided later in 
this chapter.   
Indices of model fit.  We will use three indices of model fit to analyze the accuracy of 
the Fusion Model in estimating the examinees’ mastery of attributes.  The first index is a 
comparison of the observed and estimated item difficulties.  The difficulty of each item is 
measured by the proportion of examinees in the population who are expected or observed to 
answer the item correctly.  The absolute value of the differences between the observed and 
predicted item difficulties were calculated and plotted.  The results are shown in Figure 3.  A 
good estimation model is indicated by low absolute values of the difference.  The highest value 
of the absolute difference is 0.0195.  This low number indicates that there is a high 
correspondence between the observed and expected item difficulty.      
The second index is an overall comparison of the proportion of items correct between the 
masters and nonmasters. For each item, a person was designated as a master or nonmaster 
according to how they were classified on all of the attributes required for the item.  For example, 
if an item required more than one attribute, examinees were designated as masters if they 
mastered all of the attributes required by that item. The observed proportions correct, for the 
entire test, among all item masters and nonmasters were calculated.  The proportions were then 
averaged across the two groups.  The average for nonmasters, .5834, was subtracted from the 
average for masters, .8784.  Hence, .295, is the average difference between the observed item 
proportion correct scores between masters and nonmasters. 
The third index involves plotting the performance differences between examinees 
classified as item masters and item nonmasters for each item, shown in Figure 4.  In general, 
examinees classified as item masters have higher performance probabilities and are distributed 
 65 
 
Figure 3.  Absolute value of the difference between the observed and estimated item difficulty.       








































Figure 4.  Comparison of performance between item masters and item nonmasters for each item.    






























in the top section while the item nonmasters have lower performance probabilities and are 
distributed on the bottom section.  It is also desirable for the distance between the two groups to 
be high enough that the two groups are clearly separated.   These characteristics are not seen in 
the figure. While the proportion correct for masters always exceeds the proportion correct for 
nonmasters, per item, these proportions are sometimes quite similar.  Based on the results in this 
plot, some of the test items may need to be revised as they may currently be too easy. 
Summary of Examination Data Results 
Although some of the results from the analyses for the examination data differ among the 
three models, in general it appears that the results from the models imply that the items on the 
examination were easy.  Since the examination was written for an introductory college-level 
course that is mostly comprised of freshmen who are not statistics majors, it makes sense that the 
test is relatively easy.   
The Continuous Diagnostic Model analysis states that attributes 2 (Descriptive Statistics) 
and 8 (Tests of Significance) are the most difficult while the Fusion Model analysis reports that 
attributes 2 and 4 (Experimental and Theoretical Probabilities) are the most difficult. Of the eight 
attributes tested, attribute 2 was included most often on the examination (15 times out of 50).  
Also, one of the subjects included in this attribute is the concept of the normal distribution.  This 
is a topic which often causes students problems.  As a result of these two traits, it is not a surprise 
that the results show that Attribute 2 is the most difficult attribute.  Although the results of the 
Continuous Diagnostic Model state that attributes 2 and 8 are the most difficult, with average 
values of 0.793 and 0.799, respectively, these values are not unreasonable.  Similarly, the results 
of the Fusion Model state that attributes 2 and 4 are the most difficult of the eight, with values of 
0.54 and 0.57, respectively, but the values are not unreasonable either. 
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The Continuous Diagnostic Model analysis states that attributes 3 (0.90) and 7 (0.88) are 
the easiest while the Fusion Model analysis reports that attributes 1 (0.72), 6 (0.73), and 7 (0.74) 
are the easiest.  Attributes 1 (Displaying Data), 3 (Linear Relationships), and 6 (Data Collection) 
were all included the least often on the examination (7, 5, and 7 times, respectively), while 
attribute 7 (Estimation of Population Parameters) was included 9 times.  Some of the topics that 
pertain to attribute 7 are confidence intervals and Central Limit Theorem.  These are often topics 
where students struggle, so perhaps extra emphasis was placed on those topics in the lectures or 
perhaps the questions were written easier than the rest of the test as a subconscious way of 
assisting the students with the difficult concepts. 
As stated previously, results for the Fusion Model for the hk values indicate that some 
items may need to be edited due to their low hk values.  Specifically, it appears that items 14, 16, 
40, and 46 were either too difficult or more (or different) skills need to be assigned to each item.  
Since each of these items only pertain to one attribute, it is possible that additional skills should 
be assigned to the items. 
Low and high i-k  values are also indicators that some items may need to be edited.  Due 
to the low i-k  values, items 6, 9, 13, 14, and 43 are discriminating.  Since Item 14 stands out in 
regards to both hk and  i-k , it needs to be looked at to determine whether it is simply a highly 
discriminating item or whether it is discriminating because it is too difficult of an item for the 
attributes it purports to measure.  Item 13, which has the lowest i-k  value (0.265 for attribute 5, 
Large Sample Behavior of Sampling Statistics) pertains to two attributes (4, Experimental and 
Theoretical Probabililties, and 5) while the other items with low i-k  values only pertain to one 
attribute.  Due to the high i-k  values, items 3, 17, 19, 36, and 37 may not be contributing much 
information for distinguishing between masters and nonmasters of the given attribute.  Items 3 
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and 19 pertain to 3 attributes (4, 5, and 8, and 2, 5, and 7, respectively) while the other items with 
high i-k  values each pertain to two attributes (Items 17 and 36) or one attribute (Item 37).  
While the attributes may not need to be re-examined, the results for some of the items, 
according to the Fusion Model, are such that some of the individual items may need to be 
revised.  Item 7, for example, appears to have the greatest difference between observed and 
expected item difficulty, 0.0195.  This item provides a basic scenario and asks students to 
describe the sampling method used in the scenario.  Due to the simplicity of the problem, it is 
possible that the large difference is a result of the item being too easy.    
The difference between the proportion of items correct for masters and the proportion of 
items correct for nonmasters, according to Fusion Model results, is .295.  It is possible that the 
items were not too discriminating in separating the students into the two groups.  In fact, there is 
not a distinct difference between the two groups, as seen in Figure 4, which may indicate that the 
test overall is too easy.  This confirms the conclusions reached from both the IRT analysis and 
the Continuous Diagnostic Model analysis. 
The histogram that displays the results of the Continuous Diagnostic Model analysis 
stratified by examinee mastery as determined by the Fusion Model (Appendix J) appears to 
confirm that the results from the two models are consistent.  For each attribute there are a couple 
exceptions to this consistency.  For example, it appears that the Continuous Diagnostic Model 
gives high marks to some students that the Fusion Model deems are nonmasters.  However, we 
believe this is due to random error so we believe these are not noteworthy inconsistencies. 
Many of the analyses indicate that the Statistics assessment was easy.  That is, although 
there were some difficult questions, and although some students struggled with some of the 
attributes, overall the test contained questions that were easy to answer.  Due to the easiness of 
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the examination, and thus the lack of discrimination among the examinees, of the three models, 
the Continuous Diagnostic Model may be the best option.  The Continuous Diagnostic Model  
Table 7 
Percent of Correct Classifications of 1s, 0s, and Overall, per Attribute for the (Reduced) 
Original Fusion Model (FM) and for the Reduced Option Based Fusion Model (ROBFM) 
 
Correct Classifications 
of 1s  
Correct Classifications 
of 0s  
Correct Classifications 
Overall 
Attribute FM ROBFM  FM ROBFM  FM ROBFM 
1 95.37 95.23  92.42 93.07  93.87 94.13 
2 94.19 94.55  92.56 93.30  93.37 93.92 
3 86.32 87.19  79.24 79.04  82.76 83.09 
4 95.64 96.13  94.54 94.73  95.10 95.44 
5 91.04 91.73  89.37 90.03  90.20 90.87 
6 93.93 94.53  92.76 93.07  92.79 93.24 
7 95.82 96.05  93.66 94.01  94.75 95.04 
8 94.17 94.67  91.68 92.38  92.93 93.53 
 
was able to differentiate whether the examinees actually mastered the attributes despite attributes 
and items that may be designated as easy. 
Classification Rates for Simulated Data 
Maximum likelihood estimators, \¤, were found for each examinee using the R software 
package for both the original Fusion Model (the Reduced RUM) and the Reduced Option Based 
Fusion Model.  The maximum likelihood estimators were then compared to the examinee’s true 
\.  The percent of correct classifications of 1s, 0s, and the overall total percent of correct 
classifications (out of 10,000) for each attribute and for each model are presented in Table 7.  As 
a reference the total number of 1s in all 10,000 examinee’s \ are 4922, 4957, 4972, 5071, 4956, 
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5007, 5044, and 5010 for the eight attributes, respectively.  Additionally, the total number of 0s 
for all of the examinee’s are 5078, 5043, 5028, 4929, 5044, 4933, 4956, and 4990. 
Except for a couple instances, it appears the percentages are slightly higher for the 
Reduced Option Based Fusion Model than for the Fusion Model.  The number of perfect 
classifications for the examinees was also tabulated and there were 5270 for the Fusion Model 
and 5464 (both are out of 10,000) for the Reduced Option Based Fusion Model.  Again, overall it 
appears the correct number of classifications is greater for the Reduced Option Based Fusion 
Model that considers incorrect answers, than it is for the original (Reduced) Fusion Model.  
Synthesis of the results is provided below.   
Summary of Results for Simulated Data 
As stated previously, when comparing the percentage of correct classifications for the 
(Reduced) Fusion Model and the Reduced Option Based Fusion Model, it appears that the latter 
model’s percentages are slightly better.  Additionally, there are two instances where the 
classification percentages for the Fusion Model are higher than the percentages for the Option 
Based Fusion Model: Attribute 1 when classifying the 1s and Attribute 3 when classifying the 0s.  
Again, this may be due to an over-reduction of the model.   
The original Fusion Model simply considers whether or not the examinee got the item 
correct while the Reduced Option Based Fusion Model considers the specific answer that the 
examinee selected.  Since the latter model had better classification rates, it appears information is 
gained when modeling the specific incorrect answers.  However, the differences between the 
classifications are not large, so it is difficult to definitively say if there is a benefit to specifying 
the individual answer choices in the model.  The minimal differences between the results may be 
due to an over-reduced of the Option Based Fusion Model.  Additional research is needed to 
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determine if these percentages will hold true when the full Option Based Fusion Model is 
considered. 
Future Research 
Cognitive diagnosis assessments can be used to improve the educational process in a 
classroom.  In this study, I introduced the notion of hierarchical arrangements of skills based on 
Big Ideas.  These ideas should form the foundation of a curriculum and of the formative 
diagnostic assessment.  In this study I also presented a few CDMs that can be used to provide 
diagnostic information regarding student mastery of the skills.  Throughout this study I briefly 
mentioned areas for future research.  In addition to summarizing the areas that were mentioned, I 
will also introduce some new areas for future research. 
Both the discrete Fusion Model and the Continuous Diagnostic Model provide beneficial 
information that can be used in classrooms to determine examinee mastery of skills.  Analyses of 
the examination data using a few models were provided in this study.  Future research is needed 
to conduct a more thorough comparison of the two models, specifically, and of discrete and 
continuous CDMs in general.  This work includes, but is not limited to, a comparison of the 
reliability estimates of the models and a simulation study to compare aspects of the models that 
are not highlighted in this study.  Additional research is also needed to present a thorough 
comparison of the two models, individually, against models such as the traditional IRT model.   
The assessment in this study was constructed to determine examinee mastery of a 
specified set of attributes that had a large granularity.  The preliminary results indicate that the 
Continuous Diagnostic Model may perform better than the Fusion Model, however, this may 
simply be due to the large granularity of the attributes.  Although it was necessary to represent 
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the attributes at this high level, additional research is needed to determine whether the 
preliminary results will hold when assessing fine-grained skills. 
Additional research is needed to further compare the Option Based Fusion Model and the 
original Fusion Model.  The simulations were based on and analyzed by the Reduced Option 
Based Fusion Model.  Additional research is needed to simulate data using the full Option Based 
Fusion Model.  An analysis of that data should be done with both the Reduced Fusion Model and 
the full Option Based Fusion Model in order to study the information that is gained from 
including the distractors in the model   
The results indicate that the original Statistics assessment used in this study is composed 
of relatively easy items.  Additional research is needed to create items that are more challenging 
and more discriminating than the items that are currently included in the assessment.  Further 
research is also needed to continue studying the benefits of constructing items with informative 
options.  To do this, cognitive distractors need to be created for each of the items.  Additionally, 
to use the Option Based Fusion Model, these distractors need to pertain to a set of pre-
determined misconceptions that can be modeled with a modified Q matrix.   
In addition to continuing the research pertaining to the individual Statistics assessment 
and the simulated data (again, for an individual assessment), research is also needed to conduct a 
longitudinal study of an introductory college-level statistics course.  As stated previously, big 
ideas provide the framework for the foundation for learning that takes place over time.  This 
study examined the use of big ideas as the foundation for one cognitive assessment that was 
delivered at the end of the course.  Additional research is needed to extend this study into a 
longitudinal study that examines the use of big ideas as the foundation for the curriculum and as 
the foundation for multiple cognitive assessments given throughout a course.   
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Form to Review Skills 
Please read through the explanations of the five skill levels that are provided on the following 
pages.   Then please do the following on each of the pages that follow: 
 
1. Please read each skill that is listed on the page. 
 
2. After reading through the skills, put an X in the box under the level to which you think 
that skill belongs or put an X under “Omit” if you think the skill should be omitted.  The 
“”  is placed in the box under the level to which I think that skill belongs. 
 
3. If you think there are any skills missing from that category, please write the skill – and 
the level to which you think that skill belongs – in the space provided. 
 
 
Note: Each skill (topic) listed on the following pages is a cognitive process.  That is, students 
should know how to do the basic things related to that topic.  For example, for the skill “Stem 




Explanation of Levels 
The five levels explained below represent varying granularities used to organize the knowledge 
required of a Stat 100 course in that the levels progress from 2 to -2 as the skills become more 
and more fine-grained.  
 
Level 2:  Big Ideas 
Skills at this level represent the big ideas that provide the framework and are fundamental to a 
discipline. A big idea is a conceptual anchor that helps to make the concepts and facts more 
understandable and useful while also “connecting the dots” among the other notions in a field of 
study. For teachers, these skills represent the high-level focus of a particular unit of study within 
the curriculum. Students with this level of knowledge are able to understand the big idea and are 
able to see it in relation to other skills, both the sub-skills and the other big ideas in the 
curriculum.  
 
Level 1: Enduring Understanding 
Skills at this level are a step down in granularity as compared with Level 2 skills in that the 
Level 1 notions are more fine-grained than those of the big ideas. For teachers, these skills 
represent one aspect of the big ideas and are the amalgamation of individual lesson topics. 
Students with this level of knowledge are able to carry on or translate their understanding of the 
big idea into a finer-grained skill. 
 
Level 0:  Coarse-Grained Instantiation 
Skills at this level are more concrete or more fine-grained than those at the upper levels. 
However, these skills are still a coarse-grained instantiation or representation, of the big idea. For 
teachers, these are both finer-grained illustrations of the big idea and coarse-grained or 
overarching representations of the smaller pieces of the unit of study. 
 
Level -1:  Fine-Grained Instantiation 
Skills at this level are the fine-grained evidence or aspects of the big ideas.  For teachers, these 
skills will make up the focus or the relatively fine-grained aspects of the lesson plan for a 
particular class session. Students at this level of understanding should be able to explain the topic 
but, if they lack higher levels of understanding, they may not understand how the concept relates 
to the bigger idea as a whole. 
 
Level -2:  Very Fine-Grained Instantiation 
Skills at this level are very fine-grained instances of support of the big ideas. In other words, the 
lessons are very focused on one particular characteristic or feature of the curriculum. For 
teachers, these skills represent the details of a lesson as they pertain to the big idea.  Students at 
this level of understanding should be able to go into explicit detail about the fine-grained concept 
but, if they lack higher levels of understanding, they may not be able to relate the notion to any 
of the other hierarchical skills. In other words, students may understand the minute details 




















Angled Pie Chart       
Area Fallacy       
Back to Back Stem and Leaf Plots       
Bar Chart (Bar Graph)       
Bell-Shaped Distribution       
Categorizing Variables       
Combination Graph       
Continuous Data       
Describing Data in Words       
Describing Data with 
Graphs/Charts 
      
Descriptive Statistics       
Discrete Data       
Dotplot       
Frequency Table       
Histogram       
Left-Skewed Distribution       
Misinterpreting Data       
Missing Baseline       
Misusing Graphs       
Nonranked Data       
Pareto Chart       
Pie Chart       
Qualitative (Categorical) Data       
Qualitative Graphs       
Quantitative (Numerical) Data       
Quantitative Graphs       
Ranked Data       
Right-Skewed Distribution       
Shapes of Distributions       
Simpson’s Paradox       
Single Stem and Leaf Plot       
Statistical Literacy       
Stem and Leaf Plots       
Uniform Distribution       
U-Shaped Distribution       
 
Are there any skills that are missing from this list? 
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Approximating Data       
Boxplots       
Calculating Mean, Median, and 
Mode 
      
Calculating z-Scores       
Comparing Mean, Median, and 
Mode 
      
Effect of Linear Transformations 
on Mean, Median, and Standard 
Deviation 
      
Effect of Scale Transformations 
on Mean, Median, and Standard 
Deviation 
      
Estimating and Calculating 
Standard Deviation 
      
Finding Outliers       
Five Number Summary       
Linear Transformations       
Measures of Center       
Measures of Spread       
Quartiles       
Range       
Scale Transformations       
Standardized Curve       
Standardized Scores (z-Scores)       
Summarizing Data       
Transforming Data       
Working with Data       
Working with Percentiles       
 
























Correlations       
Describing the Linear 
Relationship 
      
Describing the Variables       
Error of Estimation       
Error Sum of Squares       
Explanatory Variable       
Graphing Linear Relationships       
Least Squares Regression Line       
Line of Best Fit       
Linear Regression       
Linear Regression Descriptions       
Prediction and Estimation       
Residual       
Response Variable       
Scatterplot       
Standard Deviation of the 
Residual 
      
Slope, m       
Y-intercept, b       
 


































Addition Rules       
Box Model       
Complementary Events       
Conditional Probabilities       
(Describing) Events       
Diagramming Simulations       
Experimental and Theoretical 
Probabilities 
      
Experiments       
Five-Step Simulation Method       
Fundamental Rule of Addition       
Fundamental Rule of 
Multiplication 
      
General Rules       
Independent Events (General)       
Independent Events 
(Multiplication) 
      
Modeling Probabilities       
Multiplication Rules       
Mutually Exclusive Events 
(Addition) 
      
Mutually Exclusive Events 
(General) 
      
Outcome Space (Sample Space)       
Probability Distributions       
Probability Rules       
Probability Trees       
Random Sampling       
Simulating Data       
Using LifeStats Software       
Using the Random Number Table       
 






















68% - 95% - 99.7% Rule       
Calculating Expected Value (EV)       
Calculating Standard Deviation 
(SD) 
      
Estimation Process       
EV of a Counting Random 
Variable 
      
EV of a Random Variable       
EV of the Sample Mean of 
Random Draws 
      
EV of the Sum of Random Draws       
Law of Large Numbers       
Random Variables       
SD of a 2-Ticket Box Model       
SD of a Random Variable       
SD of the Sample Mean of 
Random Draws 
      
SD of the Sum of Random Draws       
Simulations       
Theoretical Process       
 


































1-in-k Systematic Sampling       
Bias       
Cluster Sampling       
Confounding Factors       
Convenience (Haphazard) 
Sampling 
      
Designs and Studies Terminology       
Experimental Designs vs 
Observational Studies 
      
Judgment Sampling       
Nonadherers vs Dropouts       
Non-Probability Sampling       
Non-Response Bias       
Placebo       
Probability Sampling       
Quota Sampling       
Sample vs Population       
Sampling       
Selection Bias       
Simple Random Sampling       
Single- vs Double-Blind       
Statistic vs Parameter       
Stratified Random Sampling       
Studies and Experiments       
Treatment vs Control Group       
Voluntary Response       
 



























Bias       
Central Limit Theorem for Mean       
Central Limit Theorem for 
Proportion 
      
Chance Error       
Drawing with Replacement 
(Mean) 
      
Drawing with Replacement 
(Proportion) 
      
Drawing without Replacement 
(Mean) 
      
Drawing without Replacement 
(Proportion) 
      
Error of a Sample Mean       
Error of a Sample Proportion       
Estimation of a Parameter       
Large Sample Distributions       
Margin of Error (Proportion)       
Measurement Error       
Point Estimator       
Repeated Measurements       
Sample from a Normal 
Population 
      
Sample Mean       
Sample Proportion       
Standard Error of a Sample 
Mean 
      
Standard Error of a Sample 
Proportion 
      
Theoretical Distribution (Mean)       
True Value       
 






















1-Sided vs 2-Sided Test       
Chi-Square Distribution       
Distributions       
Goodness of Fit Hypothesis Test       
Hypothesis Testing Applications       
HT for Equality of Two Population 
Means 
      
HT for Equality of Two Population 
Proportions 
      
HT for Population Mean       
HT for Population Proportion       
HT Terminology       
Hypothesis Testing       
Introduction to Hypothesis 
Testing 
      
Normal (z) Distribution       
One Sample, Normal HT (for 
Population Proportion) 
      
P-Value       
Qualitative Data Hypothesis Tests       
Quantitative Data Hypothesis 
Tests 
      
Research vs Null Hypothesis       
Student’s t Distribution       
Test for Independence       
Test Statistic       
Treatment vs Control (for 
Population Proportion) 
      
 

























Confidence Intervals (CI)       
CI for Difference Between Two 
Population Means 
      
CI for Difference Between Two 
Population Proportions 
      
CI for One (Large) Sample (for 
Proportion) 
      
CI for One Sample, Sigma known 
(for Mean) 
      
CI for One Sample, Sigma 
Unknown (for Mean) 
      
CI for Population Mean       
CI for Population Proportion       
Distributions       
Estimation       
Normal (z) Distribution       
Student’s t Distribution       
 









Figure B1.  Final versions of skills hierarchies for the eight big ideas.
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Appendix B 























Q Matrix for the Spring 2010 Final Examination 
Item 
Number 
Big Ideas  
BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 Total 
1 1 0 0 0 0 0 0 0 1 
2 1 0 0 0 0 0 0 1 2 
3 0 0 0 1 1 0 0 1 3 
4 0 0 0 0 0 0 0 1 1 
5 0 0 0 0 0 0 0 1 1 
6 0 0 0 0 0 0 0 1 1 
7 0 0 0 0 0 1 0 0 1 
8 0 0 0 1 0 0 0 0 1 
9 0 0 0 1 0 0 0 0 1 
10 0 0 0 0 0 0 1 0 1 
11 0 0 0 0 0 1 0 0 1 
12 0 0 0 1 1 0 0 0 2 
13 0 0 0 1 1 0 0 0 2 
14 0 0 0 0 1 0 0 0 1 
15 1 1 0 0 0 0 0 0 2 
16 1 0 0 0 0 0 0 0 1 
17 0 1 1 0 0 0 0 0 2 
18 0 1 1 0 0 0 0 0 2 
19 0 1 0 0 1 0 1 0 3 
20 0 0 0 1 0 0 0 0 1 
21 0 0 0 0 0 0 1 0 1 
22 0 0 0 0 0 0 1 0 1 
23 0 1 0 0 0 0 0 0 1 
24 1 1 0 0 0 0 0 0 2 
25 1 0 0 0 0 0 0 0 1 
26 0 0 0 0 0 1 0 0 1 
27 0 1 0 0 0 1 0 0 2 
28 0 1 0 0 0 0 0 0 1 
29 0 1 0 0 0 0 1 0 2 
30 0 0 0 1 0 0 0 0 1 
31 0 0 0 1 1 0 0 0 2 
32 0 1 0 0 1 0 0 0 2 
33 0 1 0 0 1 0 0 0 2 
34 0 0 1 0 0 0 0 0 1 
35 0 1 0 0 0 0 0 0 1 




Big Ideas  
BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 Total 
37 0 0 0 0 1 0 1 0 2 
38 0 1 0 0 0 0 1 0 2 
39 0 0 0 0 0 0 1 0 1 
40 0 0 0 0 0 0 0 1 1 
41 1 0 0 0 0 0 0 0 1 
42 0 0 0 0 0 1 0 0 1 
43 0 0 1 0 0 0 0 0 1 
44 0 0 0 1 0 0 0 0 1 
45 0 1 0 0 0 0 0 1 2 
46 0 0 0 0 0 1 0 0 1 
47 0 0 0 0 0 1 0 0 1 
48 0 0 0 1 0 0 0 1 2 
49 0 1 0 0 0 0 1 1 3 
50 0 0 0 1 0 0 0 0 1 
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Last Name _____________________________  UIN ____________________ 
 
First Name _____________________________ NetID ___________________ 
 
 
SPRING 2010  
STAT 100/ MATH 161 FINAL EXAMINATION 
FRIDAY, MAY 7, 2010 
TEST FORM A 
 
 
The duration of this examination is three (3) hours.  Calculators are permitted but are 
not to be shared.  Calculators on cell phones are not permitted. 
 
Put your name on the top of this sheet and on the multiple choice answer sheet.  When 
you fill out the answer sheet you must use a Number 2 pencil.  Make sure you fill in 
every bubble completely.  The following page includes instructions for filling out the 
green scantron.  
 
Please be aware that assisting another student on the examination or receiving 
assistance from anyone other than the course instructor is a violation of the university’s 
academic integrity policy and will be penalized as described in the syllabus. 
 
 






Filling out your Scantron 
Complete the following: 
V  Last Name and First Initial of First Name 
V  Student Number is your UIN 
V  Date is Date of Birth (mm/dd/yy) 
V  Section is one of the following:   
o 00000 for Male 
o 00001 for Female 
V  Network ID (NetID) 
V  Leave the “Score 1” to “Score 4” boxes blank 
V  Test Form (Letter) is found on the first page of this test 
V  Special Code – please fill in according to your ethnicity as described in the table 
below (these ethnicity categories are taken from the US Census form): 
 
Bubble Ethnicity 
00001 White (Caucasian, not of Hispanic, Latino, or Spanish origin) 
00002 Hispanic, Latino, or Spanish origin 
00003 Black or African American 




00008 Other Asian 
00009 Native Hawaiian or other Pacific Islander 
00010 Other 
00099 Not Applicable / Prefer not to Answer 
 
V  Course – please write your First Name 
V  Instructor – please write the name of your Instructor 
V  Section – leave blank 
V  Student Signature – please sign your name 
 (I) Consider the following combination graph that compares ACT scores and SAT 
scores for the years 2000 to 2007.  
 
 
1. Which of the following be
 
(a) The average score on the SAT was consistently between 1013 and 1017 each 
year of the study. 
(b) The average score on the ACT was higher than the average score on the SAT in 
2000 and 2001.  
(c) The graph clearly indicates that 
2006 was collectively smarter than the population of students who took the SAT 
in 2000. 
(d) While it is convenient to have both sets of scores on the same graph, the graph 















st summarizes the combination graph? 
the population of students who took the SAT in 
tical axes may not be drawn to relatively 
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(II) The manufacturer of Skittles candies claims that the number of different-colored 
candies in a large bag of original Skittles is uniformly distributed.  To test this 
claim, Amanda randomly selected a large bag of original Skittles.  The 









2.  “Color” is what type of variable? 
 
(a) Quantitative (Numerical): Continuous 
(b) Quantitative (Numerical): Discrete 
(c) Qualitative (Categorical): Ranked 
(d) Qualitative (Categorical): Nonranked 
 
 
3. Assuming that the manufacturer’s claim is true, which of the following tables 
correctly represents the expected frequencies of each color in a bag of 200 pieces of 
Skittles candy? 
 












































4. How many degrees of freedom are there for this chi-square goodness-of-fit test? 
 
(a) 199 (b) 5 (c) 4 (d) 0 
 
 
5. Suppose Amanda has new information about the claimed distribution of colors.  Her 
new expected values, along with the new information about the distribution of 









Red 60 30% 60 
Orange 50 20% 40 
Yellow 30 25% 50 
Green 20 5% 10 
Purple 40 20% 40 
 
Calculate the observed chi-square statistic using the expected frequencies given 
above. 
 
(a) 141 (b) 20.5 (c) 0.85 (d) 50.0 
 
 
6. Amanda incorrectly calculates the observed chi-square statistic to be 40 and she 
incorrectly calculates the degrees of freedom to be 25.  Based on this information, 
which of the following is the P -value for this hypothesis test? 
 
(a) 0.25< P -value   
(b) 0.05< P -value <0.10   
(c) 0.025< P -value <0.05 





(III) A local campus coffee shop wants to learn more about the opinions and interests 
of their customers.  They decide to post surveys on their counter next to the 
cash register and they ask the customers to fill out the survey and submit it in 
the drop box before they leave.   
 
7. Which of the following best describes the sampling method used in this scenario? 
 
(a) Quota Sampling 
(b) Cluster Sampling 
(c) Self-Selected Sampling 
(d) Stratified Sampling 
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(IV) Consider a regular deck of cards.  There are 26 red cards and 26 black cards.  
The red suits are diamonds and hearts and the black suits are clubs and spades 
(13 cards per suit).  Each suit has the following cards: 2, 3, 4, 5, 6, 7, 8, 9, 10, 
Jack (J), Queen (Q), King (K), Ace(A).   
 
8. If you deal three cards (without replacement), the probability of getting at least one 
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(V) According to the packaging, there are approximately 40 M&Ms in each regularly 
sized bag.  However, after sampling some bags coming off of the line, the 
manager of the manufacturing plant realized that due to a mistake at the plant, 
10 additional M&Ms were added to each regularly sized bag.   
 
10. This is an example of what type of error? 
 
(a) Systematic Error 
(b) Chance Error 
(c) Response Bias 
(d) Nonresponse Bias 
 
 
11. Which of the following best describes this scenario? 
 
(a) Designed Experiment 
(b) Observational Study 
(c) Theoretical Experiment 




 (VI) Consider a multiple choice exam where each question has five pos
choices and only one choice is correct.  Suppose students get five points for a 
correct answer and they lose a point for a wrong answer.  
 
12. Imagine Brad blindly guesses the answer to one question.  Which of the following 
best represents the box model for Brad’s score on that question?
 
(a) Box Model A 
 
 




Suppose the point distribution is different than as described in the above scenario 
and suppose students do not know the number of points they wi
answer, nor do they know how many points they will lose for a wrong answer.  
However, students do know that the average for the box model is 
standard deviation for the box model is approximately 
has 100 questions. 
 
13. Let Y be the score on the test after randomly guessing the answer to each question.  
What is the expected value of 
 
(a) 1 point 
 
 










(c) Box Model C 
 
 
(d) Box Model D 
 
 
boxσ ≈  2.4.  Suppose the test 
Y ? 
(b) 50 points (c) 100 
points 
Y ? 





ll get for a correct 




 (VII) The graph below is a frequency histogram for the number of hours that 
undergraduate college students work at a job each week.
 
 
15. Which of the following best summarizes the relationship between the mean 
(average) and the median of the data represented by thi
 
(a) The mean is larger than the median.
(b) The median is larger than the mean.
(c) The mean and the median are the exact same.
(d) Not enough information is given to determine the answer.
 
16. Which of the following boxplots below best represents the data in th
above? 
 















(d) Boxplot D 
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(VIII) Samuel surveyed a simple random sample of Stat 100 students.  He asked each 
student “What was your Exam 1 grade?” and “What was your Final Exam 
grade?”  The results are summarized below. 
 
 Average Standard Deviation 
Exam 1 Grade 90 3 
Final Exam Grade 80 7 
Correlation Coefficient, r = 0.85 
 
17. Which of the following best describes the correlation coefficient? 
 
(a) Positive and Strong 
(b) Negligible 
(c) Positive and Weak 
(d) Negative and Strong 
 
 
18. What is the slope of the least squares regression line for predicting the Final Exam 
Grade (Y) using the Exam 1 Grade (X)? 
 






(IX) Suppose that the average height of male undergraduate students at a large 
university (with more than 20,000 undergraduate males) is µ = 72 inches with a 
standard deviation of σ = 4 inches.  Let  X  denote the average height of n = 
500 randomly chosen undergraduate male students.  Suppose the distribution of 
heights is normally distributed.   
 
 
19. Clara wants to use the information and use the Central Limit Theorem (CLT) to find 
( )71.5 72.5P X≤ ≤ . Clara has already calculated ( )E X  = 72 inches and ( )SD X  = 
0.18 inches.  Which of the following best approximates ( )71.5 72.5P X≤ ≤ ? 
 








(X) Julie conducted a survey of 800 undergraduate students at a large university 
(with 20,000 undergraduate students), 280 said that their favorite freshman-
level (100 level) course is Stat 100/Math 161.  
 
20. The proportion pˆ  of undergraduate students in the survey who said their favorite 
freshman-level course is Stat 100/Math 161 is closest to which of the following? 
 
(a) 0.01 (b) 0.30 (c) 0.35 (d) 0.40 
 
 
21. Suppose more students participated in the survey so that now pˆ  = 0.45 and the 
sample size is now 900 students. The standard error of pˆ , ( )ˆSE p , is closest to 
which of the following? 
 
(a) 0.0166 (b) 0.0150 (c) 0.0083 (d) 0.0008 
 
 
22. Suppose Julie incorrectly calculated the standard error of pˆ  = 0.45 as ( )ˆSE p  = 
0.15.  If *
2z α  = 1.96, what is Julie’s approximate 95% confidence interval for p? 
 
(a) (0.385, 0.515) 
(b) (0.156, 0.515) 
(c) (0.156, 0.744) 







(XI) A professor teaches three statistics classes. The average height of the 35 
students in the first class is 74 inches.  The average height of the 25 students in 
the second class is 68 inches.  The average height of the 20 students in the third 
class is 64 inches.   
 
23. Using the information above, what is the approximate average height of all of the 
students if the professor combines the information for all three classes? 
 
(a) 26.7 (b) 68.7 (c) 69.6 






(XII) The following table is based on the number of credit hours that 190 Stat 100 




12 13 14 15 16 17 18 19 
Frequency 13 5 25 51 44 36 13 4 
 
24. Based on the information in the table, what is the median number of credit hours? 
 
(a) 14 (b) 15 (c) 16 (d) 17 
 
 
25. Which of the following histograms best represents the data in the table above? 
 
























































Number of Credit Hours
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(XIII) A Statistics instructor wanted to conduct a test to see if there is a significant 
relationship between the homework grades and final exam grades of her 
students.  The 200 students in the class were randomly split into two equal-sized 
groups.  The first group had to complete and turn in homework assignments 
while the second group did not have homework assignments.   
 
26. Which of the following best (completely) summarizes this scenario? 
 
(a) This is a randomized designed experiment, that is double-blind, with both a 
treatment and control group where the control group has a placebo. 
(b) This is a randomized designed experiment, that is single-blind, with both a 
treatment and control group where the control group has a placebo. 
(c) This is a randomized designed experiment with both a treatment and control 
group. 
(d) This is an observational study with both a treatment and control group. 
 
 
27. At the end of the semester, the instructor found that the average final exam grade 
for the “homework” students was a 95% while the average final exam grade for the 
“non-homework” students was a 90%.  She did a hypothesis test to see if this 
difference could be explained by chance alone versus the idea that completing the 
homework improved the final exam grades. The P -value for the test was 0.008. 
Based on this information, which of the following is the best conclusion? 
 
(a) The study proves that completing homework assignments results in students 
having a higher final exam grade. 
(b) The study proves that completing homework does not result in students having a 
higher final exam grade. 
(c) It is quite possible that the association between completing homework 
assignments and the final exam grade was due to chance. 






(XIV) Consider the following set of numbers: 0, 4, 12, 8, 6, 2, 10, 6. 
 
28. What is the inter-quartile range (IQR) for these eight numbers? 
 





(XV) It is known that one in four undergraduate seniors in America drink alcohol on a 
regular basis.  Suppose Johnny takes a simple random sample of 675 
undergraduate seniors from colleges across America.  Let pˆ  denote the 
proportion of undergraduate seniors from the sample who drink alcohol on a 
regular basis.   
 
29. Using this information, Johnny wants to find ( )ˆ0.225 0.275P p≤ ≤ .  Johnny has 
already done the necessary tests so he knows that he can use CLT and he knows 
that because the population size is so large, he can assume the draws were made 
with replacement.  Johnny calculated ( )ˆE p  = 0.25 and ( )ˆSD p  = 0.017.  Which of 
the following best approximates ( )ˆ0.225 0.275P p≤ ≤ ? 
 








(XVI) In December, assuming that the probability of snow on one day is independent 
of getting snow on another day, the probability of snow each day is 20%.  
Nathan wants to prepare a three-day forecast.  The following probability 
distribution illustrates the probability that it will snow on 0, 1, 2, or 3 days for 
any three-day forecast. 
 
Days of Snow, X 0 1 2 3 
Probability 0.512 0.384 0.096 0.008 
 
30. What is the probability that it snows at least one day in the three-day forecast? 
 
(a) 0.104 (b) 0.488 (c) 0.512 (d) 0.896 
 
 
31. For 10 independent three-day weather forecasts (no overlapping days), what is the 
expected number of days of snow? 
 






(XVII) Timothy is very precise with his measurements.  He weighs a regular red brick 
one hundred times using a highly accurate scale with no systematic error.  The 
standard deviation of his measurements is 0.15 kilograms.  The measurements 
follow a bell curve. 
 
32. A single measurement is likely to be off the exact weight by approximately what 
amount? 
 
(a) 15.00 kg (b) 1.500 kg (c) 0.150 kg (d) 0.015 kg 
 
 
33. The average of all 100 measurements is likely to be off the exact weight by 
approximately what amount? 
 







(XVIII) Melissa, a Stat 100 Instructor, decided to take a closer look at the relationship 
between the Exam 2 and Exam 3 grades of her students.  She analyzed the data 
and found that the average Exam 2 grade is x  = 95, the average Exam 3 grade 
is y  = 88, the standard deviation of Exam 2 grades is xs = 1.5 and the standard 
deviation of Exam 3 grades is ys = 4. 
 
34. If the slope is m = 1.5, then what is the least squares regression line for predicting 
Exam 3 grades from Exam 2 grades? 
 
(a) ˆ 1.5 37y x= −  
(b) ˆ 1.5 54.5y x= −  
(c) ˆ 1.5 37y x= −  
(d) ˆ 1.5 54.5y x= −  
 
 
35. If Melissa decided to curve the Exam 3 grades by dividing all of the grades by 2 and 
then adding 50 points, what are the new average and the new standard deviation 
(respectively) for the Exam 3 data? 
 
(a) y  = 74;  ys  = 2 
(b) y  = 94;  ys  = 2 
(c) y  = 74;  ys  = 52 




(XIX) Below are four scatter plots. Assume they are all drawn to the same scale. 
 




   
   




   
 
 
36. Which of the four scatter plots has a correlation coefficient of 0.95? 
 








(XX) A large university has over 20,000 undergraduate students.  According to a 
sample survey of 30 randomly selected undergraduate students at this 
university, the average number of hours of sleep that they get per night is x = 
8.5 hours with a standard deviation of s = 1.2 hours.   
 
37. What is the standard error of this sample mean? 
 
(a) 6.573 (b) 0.200 (c) 1.552 (d) 0.219 
 
 
38. Suppose we want a 98% confidence interval for the true average, µ, in this 
scenario.  What is the critical value, *
2t α , for this confidence interval? 
 
(a) 2.326 (b) 2.462 (c) 2.150 (d) 2.457 
 
  
39. Suppose the standard error of this sample mean is incorrectly given as 0.5 and 
suppose the critical value, *
2t α , is incorrectly given as 3.25.  Which of the following 
is the appropriate confidence interval? 
 
(a) (-6.875, 10.125) 
(b) (-27.125, 28.125) 
(c) (4.750, 12.250) 





(XXI) Phillip, a medical researcher, performed a clinical trial of a new treatment for 
chicken pox against the traditional ointment.  The experiment was double-blind 
and used randomized controls.  In the experiment, the new treatment had a 
higher success rate than the traditional ointment.  The P -value was 0.18.   
 
40. Which of the following statements most accurately describes the implication of the  
P –value? 
 
(a) The test proves conclusively that the new treatment is better than the traditional 
ointment. 
(b) At a 0.05 level of significance, we would reject the null hypothesis and conclude 
the new treatment is better. 
(c) It is quite possible that the superior performance of the new treatment was due 
to chance. 




 (XXII) The graph below is a density histogram for the number of days a week that 
students in an undergraduate statistics course eat breakfast. The
written above the bars. The bars are right
includes 0 but doesn’t include 1).
 
41. What is the approximate percentage of students who have breakfast at least three 








(XXIII) A group of researchers at a university are interested in collecting data.  
 
42. If the group of researchers collect a simple random sample, what type of bias will 
they eliminate? 
 
(a) Non-Response Bias 








(b) 0.263 (c) 0.389 
(c) Selection Bias
(d) Measurement Bias







(XXIV) A survey question asked 1100 Stat 100 students “On average, how many hours 
per day do you spend on social networking websites (e.g., Facebook, Twitter)?”  
The responses followed a normal curve.  The average was µ = 5 hours and the 
standard deviation was σ = 1.5 hours. 
 
43. What is the approximate average amount of hours that a student would need to 
spend on social networking websites in order to be at the 60th percentile? 
 
(a) 2.8 (b) 4.6 (c) 5.4 (d) 5.9 
 
 
44. Suppose a simple random sample of 50 students is chosen.  You would expect the 
overall mean of the average number of hours for the sample to be __________ give 
or take __________.  Which of the following best fills in the blanks, respectively? 
 










(XXV) Jackson is conducting a hypothesis test to test the claim that the majority of the 
students at a large university take at least 15 credit hours a semester.  That is, if 
p denotes the proportion of students who take at least 15 credit hours, Jackson’s 
alternative hypothesis is p > 0.50.   Jackson collects a simple random sample, 
calculates the descriptive statistics, and calculates the observed value of the z -
test to be 2.55. 
 
45. What is the P -value for this test statistic? 
 








(XXVI) A pharmaceutical company wants to know if a new pill “NoNausea” worked to 
relieve motion sickness.  The company collected a volunteer group of 1,000 
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adults and randomly split them into two groups.  The first group, Group A, was 
told to take “NoNausea” whenever they were experiencing motion sickness while 
Group B was given a sugar pill (looked and tasted the same as the “NoNausea” 
pill) to take.  The adults in each group did not know which group they were in 
nor did the doctor who was evaluating them know which group each adult was 
in.  After one year of taking the pills, subjects in Group A reported the drug 
relieved their motion sickness 90% of the time while subjects in Group B 
reported the drug relieved their motion sickness 70% of the time. The P –value 
was 0.00002 and the pharmaceutical company concluded that the pill was 
effective. 
 
46. Is it possible that there are confounders influencing the results of this experiment 
and leading the pharmaceutical company to draw the wrong conclusion? 
 
(a) Yes, researchers only sampled adults with motion sickness so confounders are 
possible. 
(b) Yes, the subjects didn’t know which group they were in so confounders are 
possible. 
(c) No, because the subjects were given a placebo, any confounder effect has been 
removed. 




47. Which of the following best describes this scenario? 
 
(a) This is a single-blind study. 
(b) This is a double-blind study. 
(c) This is neither a single-blind nor a double-blind study. 













(XXVII) With a perfectly fair die, in the long run, the number 5 should turn up, on 
average, in one of every six rolls. To test a die, Matthew records the results of 
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420 rolls of the die and finds that the number 5 appears 84 times.  He now 
wants to know if this is too many 5’s or if this is simply a result of chance 
variation.  
 
48. Let p denote the probability that a toss of this die results in a 5.  Matthew claims the 
die rolls too many 5s.  Which of the following best expresses this claim, or 
alternative hypothesis? 
 
(a) p > 1/6 
(b) p < 1/6 
 
(c) p ≥ 1/6 
(d) p ≤ 1/6 
 
49. Based on the provided information, what is the observed value of the z -test 
statistic? 
 









(XXVIII) Based on survey data from a random sample, the probability that a Stat 100 
student is female is 70%.  Given that a student is a female, the probability that 
she likes to watch reality TV shows is 80% whereas given that a particular 
student is a male, the probability that he likes to watch reality TV shows is 10%. 
 
50. Using the information above, what is the probability that a Stat 100 student (male or 
female) likes to watch reality tv shows? (Hint : You may want to construct a 
probability tree.) 
 
(a) 0.31 (b) 0.53 (c) 0.59 (d) 0.90 
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Appendix E 
Q Matrix for Simulated Data 
Table E1 




Big Ideas  
BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 Total 
1 1 0 0 0 0 0 0 0 1 
2 1 0 0 0 0 0 0 1 2 
3 0 0 0 0 1 0 0 1 2 
4 0 0 0 0 0 0 0 1 1 
5 0 0 0 0 0 0 0 1 1 
6 0 0 0 0 0 0 0 1 1 
7 0 0 0 0 0 1 0 0 1 
8 0 0 0 1 0 0 0 0 1 
9 0 0 0 1 0 0 0 0 1 
10 0 0 0 0 0 0 1 0 1 
11 0 0 0 0 0 1 0 0 1 
12 0 0 0 1 1 0 0 0 2 
13 0 0 0 1 1 0 0 0 2 
14 0 0 0 0 1 0 0 0 1 
15 1 1 0 0 0 0 0 0 2 
16 1 0 0 0 0 0 0 0 1 
17 0 1 1 0 0 0 0 0 2 
18 0 1 1 0 0 0 0 0 2 
19 0 0 0 0 1 0 1 0 2 
20 0 0 0 1 0 0 0 0 1 
21 0 0 0 0 0 0 1 0 1 
22 0 0 0 0 0 0 1 0 1 
23 0 1 0 0 0 0 0 0 1 
24 1 1 0 0 0 0 0 0 2 
25 1 0 0 0 0 0 0 0 1 
26 0 0 0 0 0 1 0 0 1 
27 0 1 0 0 0 1 0 0 2 
28 0 1 0 0 0 0 0 0 1 
29 0 1 0 0 0 0 1 0 2 
30 0 0 0 1 0 0 0 0 1 
31 0 0 0 1 1 0 0 0 2 
32 0 1 0 0 1 0 0 0 2 
33 0 1 0 0 1 0 0 0 2 
34 0 0 1 0 0 0 0 0 1 
35 0 1 0 0 0 0 0 0 1 




Big Ideas  
BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 Total 
37 0 0 0 0 1 0 1 0 2 
38 0 1 0 0 0 0 1 0 2 
39 0 0 0 0 0 0 1 0 1 
40 0 0 0 0 0 0 0 1 1 
41 1 0 0 0 0 0 0 0 1 
42 0 0 0 0 0 1 0 0 1 
43 0 0 1 0 0 0 0 0 1 
44 0 0 0 1 0 0 0 0 1 
45 0 1 0 0 0 0 0 1 2 
46 0 0 0 0 0 1 0 0 1 
47 0 0 0 0 0 1 0 0 1 
48 0 0 0 1 0 0 0 1 2 
49 0 0 0 0 0 0 1 1 2 
50 0 0 0 1 0 0 0 0 1 








Simulated Item Parameters 
Table F1 
Simulated Item Parameters, hk, i-k ,  and i-k<, Used to Simulate the Data and Used for the Fusion Model and Reduced Option Based 
Fusion Model Analyses 
 
   i-k   i-k< 
Item hk  1 2 3 4 5 6 7 8  1 2 3 4 5 6 7 8 
1 .909  .318 .639 .507 .345 .424 .673 .422 .668  .557 .327 .313 .464 .556 .303 .426 .572 
2 .971  .396 .660 .575 .478 .311 .366 .527 .342  .556 .331 .368 .566 .338 .444 .502 .562 
3 .872  .472 .640 .347 .699 .529 .670 .410 .638  .324 .666 .643 .340 .600 .300 .306 .612 
4 .867  .306 .419 .635 .691 .389 .605 .380 .393  .349 .388 .371 .432 .350 .349 .513 .308 
5 .984  .467 .520 .302 .327 .388 .374 .572 .686  .480 .595 .527 .466 .420 .595 .475 .418 
6 .985  .336 .392 .537 .338 .480 .583 .452 .635  .699 .644 .659 .537 .505 .390 .456 .492 
7 .922  .573 .586 .670 .397 .698 .683 .670 .641  .404 .527 .671 .549 .490 .606 .475 .637 
8 .800  .654 .651 .621 .431 .392 .667 .593 .464  .391 .400 .480 .677 .627 .375 .545 .621 
9 .938  .386 .515 .321 .510 .484 .461 .626 .419  .454 .559 .353 .532 .651 .468 .409 .441 
10 .922  .415 .502 .506 .604 .694 .342 .542 .609  .351 .368 .316 .302 .666 .605 .557 .338 
11 .865  .314 .333 .338 .602 .576 .448 .674 .405  .637 .558 .394 .523 .520 .615 .442 .378 
12 .913  .622 .418 .563 .317 .681 .640 .602 .335  .558 .571 .630 .381 .402 .409 .586 .656 
13 .978  .680 .355 .676 .414 .401 .344 .637 .451  .451 .385 .622 .549 .337 .347 .623 .455 
14 .831  .545 .536 .515 .443 .390 .449 .442 .331  .676 .644 .624 .474 .423 .516 .365 .662 
15 .980  .673 .683 .343 .647 .578 .412 .467 .628  .579 .452 .339 .363 .481 .347 .490 .614 
16 .979  .301 .426 .533 .361 .437 .514 .616 .591  .476 .389 .564 .475 .418 .606 .336 .578 
17 .987  .553 .682 .672 .596 .340 .612 .550 .504  .357 .620 .647 .697 .476 .478 .619 .603 
18 .803  .695 .578 .694 .374 .516 .351 .572 .442  .531 .636 .350 .430 .510 .540 .335 .519 
19 .805  .547 .627 .417 .516 .504 .563 .658 .597  .369 .687 .315 .529 .682 .465 .330 .495 
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   i-k   i-k< 
Item hk  1 2 3 4 5 6 7 8  1 2 3 4 5 6 7 8 
20 .971  .349 .334 .513 .464 .405 .353 .424 .355  .501 .521 .642 .557 .430 .541 .314 .320 
21 .937  .585 .689 .357 .425 .602 .493 .396 .338  .665 .471 .324 .331 .629 .375 .596 .617 
22 .982  .425 .473 .563 .590 .406 .507 .403 .571  .466 .321 .345 .625 .525 .596 .692 .326 
23 .986  .682 .488 .399 .698 .393 .577 .463 .516  .547 .498 .518 .644 .478 .498 .474 .621 
24 .826  .587 .633 .380 .400 .545 .688 .481 .513  .544 .524 .409 .541 .601 .485 .472 .379 
25 .923  .651 .503 .428 .438 .421 .524 .442 .336  .345 .544 .659 .663 .544 .306 .400 .478 
26 .904  .336 .609 .631 .489 .579 .422 .674 .556  .447 .585 .569 .654 .351 .664 .378 .608 
27 .956  .693 .375 .649 .419 .613 .596 .330 .682  .423 .320 .688 .406 .618 .429 .598 .355 
28 .886  .665 .690 .569 .679 .524 .580 .429 .699  .374 .432 .305 .477 .433 .644 .537 .636 
29 .952  .673 .687 .629 .392 .533 .691 .372 .528  .398 .648 .369 .477 .655 .458 .452 .374 
30 .894  .468 .593 .543 .435 .335 .617 .536 .692  .475 .480 .488 .380 .557 .473 .622 .433 
31 .835  .649 .669 .695 .554 .623 .410 .472 .348  .687 .539 .476 .476 .488 .370 .341 .375 
32 .927  .520 .617 .350 .655 .661 .491 .473 .642  .550 .605 .421 .681 .414 .682 .405 .524 
33 .930  .565 .671 .468 .304 .346 .638 .490 .682  .439 .379 .596 .390 .341 .616 .566 .631 
34 .898  .624 .642 .597 .680 .386 .301 .696 .355  .377 .342 .523 .678 .532 .612 .475 .469 
35 .832  .696 .497 .494 .656 .674 .682 .592 .387  .649 .360 .539 .561 .605 .651 .474 .388 
36 .964  .499 .638 .545 .598 .480 .321 .491 .349  .458 .533 .576 .687 .322 .455 .698 .312 
37 .956  .498 .485 .561 .632 .357 .361 .501 .671  .540 .478 .569 .462 .435 .536 .602 .331 
38 .925  .532 .305 .595 .401 .339 .430 .536 .363  .582 .375 .312 .549 .412 .535 .636 .545 
39 .848  .316 .658 .477 .357 .579 .432 .425 .324  .574 .371 .532 .647 .647 .373 .484 .545 
40 .886  .514 .349 .526 .508 .405 .606 .317 .553  .333 .339 .460 .697 .405 .315 .612 .510 
41 .982  .668 .615 .527 .547 .510 .595 .696 .656  .369 .545 .498 .538 .673 .414 .507 .451 
42 .927  .471 .404 .447 .373 .394 .562 .394 .595  .607 .302 .392 .482 .474 .638 .625 .517 
43 .808  .318 .518 .597 .376 .305 .606 .377 .692  .504 .570 .590 .490 .661 .406 .498 .392 
44 .859  .687 .561 .410 .591 .560 .326 .513 .687  .483 .407 .519 .426 .602 .432 .522 .362 
45 .838  .648 .514 .362 .367 .456 .425 .505 .670  .617 .389 .358 .374 .394 .354 .676 .673 
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   i-k   i-k< 
Item hk  1 2 3 4 5 6 7 8  1 2 3 4 5 6 7 8 
46 .837  .327 .322 .376 .579 .374 .314 .584 .431  .422 .583 .606 .359 .675 .518 .530 .553 
47 .981  .621 .480 .302 .456 .483 .416 .552 .418  .630 .643 .345 .369 .405 .669 .399 .348 
48 .966  .308 .492 .542 .678 .512 .608 .671 .366  .354 .513 .602 .325 .405 .431 .432 .308 
49 .839  .486 .569 .531 .338 .388 .620 .397 .363  .359 .379 .596 .369 .447 .451 .679 .583 






IRT 1PL Item Characteristic Curves 
 
Figure G1.  Item response theory , 1-Parameter Logistic, item characteristic curves for the 50 items, ten items per plot. 









































Item Characteristic Curves: Items 1 to 10
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Item Characteristic Curves: Items 11 to 20
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Item Characteristic Curves: Items 21 to 30
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Item Characteristic Curves: Items 41 to 50
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Appendix H 
Continuous Diagnostic Model Examinee Parameters 
Table H1 
Examinee Parameters for Continuous Diagnostic Model for Spring 2010 Examination 
 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
1 1.000 0.805 1.000 0.546 0.619 1.000 1.000 0.794 
2 1.000 0.588 1.000 1.000 0.807 0.804 0.889 0.857 
3 0.752 0.882 1.000 0.818 0.816 0.857 1.000 1.000 
4 1.000 0.766 1.000 1.000 0.707 1.000 1.000 0.889 
5 1.000 0.643 1.000 0.876 0.756 1.000 1.000 0.720 
6 1.000 1.000 1.000 0.818 1.000 1.000 0.943 0.943 
7 1.000 1.000 1.000 0.852 0.620 0.714 0.855 0.778 
8 1.000 0.602 0.600 0.493 0.831 0.465 0.576 0.597 
9 0.857 0.831 1.000 1.000 1.000 0.857 1.000 0.828 
10 1.000 0.600 1.000 0.818 1.000 0.857 1.000 1.000 
11 1.000 0.515 0.708 0.818 1.000 0.811 1.000 0.819 
12 1.000 0.831 1.000 1.000 0.889 0.857 1.000 0.828 
13 1.000 0.625 0.600 0.847 0.650 0.571 1.000 1.000 
14 0.713 0.606 1.000 1.000 0.723 0.857 1.000 0.856 
15 0.857 0.755 1.000 1.000 1.000 1.000 1.000 0.840 
16 1.000 0.600 1.000 1.000 0.573 1.000 0.858 0.778 
17 0.789 0.707 1.000 0.909 1.000 0.857 1.000 0.846 
18 0.857 0.900 0.888 1.000 0.889 0.714 1.000 0.778 
19 1.000 0.693 1.000 1.000 0.715 1.000 1.000 1.000 
20 0.857 0.904 1.000 1.000 0.737 1.000 0.983 0.737 
21 0.857 0.733 1.000 1.000 1.000 0.857 0.889 1.000 
22 1.000 1.000 1.000 1.000 0.667 0.714 1.000 0.889 
23 0.446 0.914 0.800 1.000 0.889 0.714 1.000 0.889 
24 1.000 0.575 1.000 0.781 0.948 1.000 0.416 0.783 
25 0.857 0.637 0.689 0.909 0.853 1.000 1.000 1.000 
26 1.000 0.588 1.000 1.000 0.511 0.714 1.000 1.000 
27 1.000 0.895 1.000 1.000 0.889 1.000 1.000 0.713 
28 0.791 0.692 0.800 0.909 1.000 1.000 0.496 1.000 
29 1.000 1.000 1.000 1.000 1.000 0.714 1.000 1.000 
30 1.000 0.703 0.438 1.000 0.618 1.000 0.811 0.726 
31 0.857 0.754 1.000 1.000 0.708 1.000 1.000 0.766 
32 0.857 1.000 1.000 1.000 0.573 0.857 1.000 0.858 
33 1.000 0.710 1.000 0.877 0.748 0.857 1.000 0.846 
34 0.714 1.000 1.000 0.909 1.000 1.000 1.000 1.000 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
35 1.000 0.933 1.000 0.818 1.000 1.000 1.000 0.889 
36 0.789 0.707 1.000 0.909 1.000 1.000 0.846 1.000 
37 1.000 0.636 0.800 0.849 0.909 1.000 0.610 1.000 
38 1.000 0.775 0.800 0.909 1.000 1.000 0.726 0.726 
39 1.000 0.903 1.000 0.659 0.741 0.714 0.770 0.377 
40 0.673 0.732 1.000 1.000 0.465 0.714 1.000 0.711 
41 0.780 0.758 1.000 0.713 0.771 1.000 1.000 0.623 
42 1.000 0.815 0.982 0.875 0.889 1.000 0.772 0.757 
43 1.000 0.715 1.000 1.000 0.778 0.857 0.637 0.864 
44 0.663 0.759 0.665 0.719 0.674 1.000 0.840 1.000 
45 1.000 0.693 1.000 0.722 0.658 0.857 0.851 0.715 
46 1.000 0.795 1.000 1.000 0.703 0.857 1.000 0.834 
47 0.791 0.696 0.678 0.562 0.664 0.286 0.578 0.464 
48 0.764 0.836 1.000 1.000 1.000 1.000 0.889 1.000 
49 0.625 0.862 1.000 1.000 1.000 1.000 0.889 0.821 
50 1.000 0.221 0.737 0.634 0.457 0.657 0.202 0.561 
51 0.904 0.790 1.000 0.768 0.757 0.774 0.835 1.000 
52 1.000 1.000 1.000 0.909 1.000 1.000 0.828 0.828 
53 1.000 0.831 1.000 0.909 0.828 1.000 1.000 1.000 
54 1.000 0.814 0.600 1.000 0.700 1.000 0.771 0.771 
55 0.780 0.761 1.000 1.000 0.889 0.857 1.000 0.889 
56 1.000 1.000 1.000 0.909 1.000 0.714 1.000 1.000 
57 0.969 0.812 1.000 1.000 0.831 0.857 0.889 0.583 
58 1.000 0.933 1.000 1.000 0.889 0.857 1.000 1.000 
59 1.000 0.626 0.800 0.886 0.614 1.000 1.000 1.000 
60 0.857 1.000 1.000 1.000 0.667 1.000 0.889 0.778 
61 0.764 0.836 1.000 1.000 1.000 0.857 1.000 0.889 
62 1.000 0.805 1.000 1.000 0.889 0.857 0.855 0.766 
63 0.674 0.729 1.000 0.909 0.889 1.000 1.000 1.000 
64 0.714 1.000 0.400 0.803 0.663 0.714 0.653 0.490 
65 1.000 0.747 0.800 0.909 0.841 1.000 0.857 0.782 
66 0.714 0.736 0.434 0.909 0.889 0.857 0.673 1.000 
67 0.646 1.000 0.800 0.688 1.000 0.571 0.609 0.396 
68 0.762 0.845 0.800 0.818 1.000 0.571 0.825 0.696 
69 0.857 0.719 1.000 0.818 0.861 0.714 0.712 0.798 
70 1.000 0.800 0.800 0.818 1.000 1.000 0.778 1.000 
71 1.000 0.702 1.000 0.562 0.821 0.857 0.610 0.653 
72 1.000 1.000 1.000 0.758 0.840 0.857 0.778 0.778 
73 1.000 1.000 0.600 0.825 0.983 0.714 0.469 0.733 
74 0.857 1.000 1.000 1.000 1.000 0.857 1.000 1.000 
75 1.000 1.000 1.000 0.818 0.778 0.714 1.000 0.889 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
76 1.000 0.802 0.998 1.000 0.778 0.605 1.000 0.833 
77 0.857 1.000 1.000 0.867 0.819 1.000 1.000 1.000 
78 1.000 0.615 1.000 0.867 0.821 0.857 0.657 1.000 
79 1.000 1.000 1.000 1.000 1.000 0.714 1.000 1.000 
80 1.000 0.843 0.800 1.000 0.747 0.599 0.129 0.650 
81 1.000 0.860 0.931 1.000 0.889 0.758 1.000 1.000 
82 0.799 0.635 0.800 0.818 1.000 0.799 0.889 1.000 
83 1.000 0.839 0.800 0.909 0.859 1.000 0.669 0.772 
84 0.775 0.787 1.000 0.646 0.970 0.857 0.747 0.496 
85 1.000 1.000 1.000 0.818 1.000 0.714 1.000 0.778 
86 0.572 1.000 1.000 0.546 1.000 0.429 0.779 0.997 
87 0.782 0.746 0.800 0.727 1.000 0.612 0.768 0.709 
88 0.714 0.431 1.000 0.792 0.854 1.000 0.505 0.688 
89 1.000 0.498 0.800 1.000 0.556 0.639 1.000 0.731 
90 0.793 0.681 1.000 0.818 0.866 0.857 0.591 1.000 
91 0.519 0.570 0.600 0.727 1.000 0.806 0.826 0.576 
92 1.000 1.000 1.000 0.727 1.000 1.000 0.778 1.000 
93 0.763 0.761 1.000 0.727 1.000 0.780 1.000 0.839 
94 0.778 0.772 0.800 0.850 0.632 1.000 0.792 0.631 
95 1.000 1.000 1.000 1.000 0.889 1.000 1.000 0.778 
96 1.000 0.922 1.000 0.636 1.000 0.586 1.000 0.889 
97 0.792 0.685 1.000 0.780 0.604 0.792 0.590 0.484 
98 0.714 1.000 1.000 0.867 0.820 0.714 1.000 0.889 
99 0.857 1.000 0.600 0.552 0.604 0.714 0.128 0.697 
100 0.666 0.798 0.656 1.000 0.624 0.857 0.652 0.698 
101 0.857 0.636 0.800 0.818 0.863 1.000 0.747 0.657 
102 1.000 1.000 1.000 0.909 0.889 1.000 1.000 0.889 
103 1.000 0.911 1.000 1.000 0.889 1.000 1.000 0.808 
104 0.857 1.000 1.000 0.818 1.000 1.000 1.000 0.889 
105 0.714 0.693 1.000 1.000 0.715 0.714 1.000 1.000 
106 1.000 0.733 1.000 0.909 0.889 1.000 1.000 1.000 
107 0.764 0.836 1.000 0.867 0.820 0.857 1.000 1.000 
108 0.714 0.933 1.000 0.868 0.819 0.714 1.000 0.889 
109 0.857 0.703 0.676 0.678 0.797 0.857 0.797 0.591 
110 0.787 0.718 1.000 0.758 0.840 0.714 1.000 0.712 
111 0.809 0.586 0.800 0.861 0.552 0.804 1.000 0.537 
112 0.857 1.000 0.800 0.909 1.000 0.571 0.556 0.889 
113 0.857 1.000 1.000 0.773 0.706 0.714 0.889 0.667 
114 1.000 1.000 0.800 0.293 1.000 0.714 0.778 0.692 
115 0.609 0.767 0.800 1.000 0.778 0.571 0.856 0.777 
116 0.857 1.000 1.000 0.909 0.889 0.714 0.778 1.000 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
117 1.000 1.000 1.000 0.909 1.000 0.857 0.587 0.725 
118 0.572 1.000 1.000 0.546 1.000 0.429 0.779 0.997 
119 0.857 1.000 1.000 0.818 0.889 0.857 1.000 1.000 
120 0.537 0.850 0.800 0.727 1.000 1.000 0.644 0.258 
121 1.000 0.911 1.000 0.909 0.808 0.857 1.000 1.000 
122 0.586 0.922 1.000 1.000 0.889 0.714 1.000 1.000 
123 0.857 1.000 1.000 1.000 0.778 1.000 0.889 1.000 
124 1.000 0.784 0.800 0.909 0.889 0.857 0.795 0.493 
125 0.775 0.869 0.800 0.867 0.495 0.857 0.611 0.787 
126 1.000 0.841 1.000 0.909 1.000 0.857 0.889 0.696 
127 1.000 1.000 0.800 0.836 0.951 0.857 0.796 0.667 
128 0.857 1.000 1.000 0.773 1.000 0.857 0.889 0.706 
129 0.808 0.546 1.000 0.818 1.000 0.857 1.000 1.000 
130 0.857 0.911 1.000 0.743 0.510 0.857 1.000 1.000 
131 0.642 0.818 1.000 0.721 0.664 0.857 1.000 0.830 
132 0.857 0.832 1.000 0.593 0.857 0.857 1.000 0.625 
133 1.000 0.841 0.800 1.000 0.696 0.857 1.000 1.000 
134 0.714 1.000 1.000 1.000 0.778 0.714 0.848 0.695 
135 0.857 0.911 1.000 1.000 0.889 0.857 0.808 1.000 
136 1.000 0.833 0.800 0.818 0.933 0.857 1.000 0.778 
137 0.793 0.731 0.800 1.000 0.630 0.714 1.000 0.678 
138 0.688 0.688 0.800 1.000 0.848 0.714 0.848 1.000 
139 0.857 1.000 1.000 1.000 0.889 0.857 1.000 0.889 
140 0.630 0.588 0.800 0.767 0.993 0.804 1.000 0.784 
141 0.980 0.875 1.000 1.000 0.889 0.857 1.000 1.000 
142 1.000 0.564 0.800 0.818 1.000 0.806 1.000 0.726 
143 0.764 0.836 1.000 1.000 1.000 0.714 1.000 1.000 
144 0.714 1.000 1.000 1.000 0.889 0.714 1.000 0.889 
145 1.000 0.714 1.000 1.000 1.000 1.000 1.000 0.778 
146 1.000 1.000 1.000 1.000 0.667 0.714 1.000 0.778 
147 1.000 0.667 1.000 0.727 1.000 1.000 1.000 1.000 
148 0.571 0.421 0.800 0.770 0.736 0.714 1.000 1.000 
149 1.000 0.831 1.000 0.727 0.889 0.857 1.000 0.828 
150 1.000 1.000 0.800 1.000 0.778 0.857 0.889 0.667 
151 0.857 1.000 0.800 0.909 0.778 0.714 0.667 1.000 
152 0.857 1.000 1.000 0.793 0.647 0.429 1.000 0.889 
153 0.476 0.773 0.800 0.831 0.965 0.778 1.000 0.792 
154 0.787 0.719 0.673 0.575 1.000 0.616 1.000 0.641 
155 0.645 1.000 0.800 0.759 0.645 0.857 0.814 0.414 
156 0.715 0.733 0.600 0.502 0.393 0.714 0.542 0.394 
157 0.710 0.615 0.693 1.000 0.588 0.857 0.469 0.670 
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158 0.857 0.744 1.000 0.496 0.729 0.613 1.000 0.965 
159 0.857 1.000 0.600 0.755 0.393 1.000 0.769 0.583 
160 0.980 0.875 1.000 0.909 1.000 0.857 1.000 0.889 
161 0.857 1.000 1.000 1.000 0.889 0.857 1.000 0.889 
162 0.980 0.875 0.800 1.000 0.889 0.857 1.000 1.000 
163 0.782 0.218 1.000 0.565 1.000 0.827 1.000 0.791 
164 1.000 1.000 1.000 0.909 0.667 0.857 1.000 0.889 
165 1.000 1.000 0.800 0.697 0.783 0.857 0.713 0.713 
166 1.000 0.679 0.681 0.909 0.849 0.793 1.000 0.849 
167 1.000 0.822 0.800 0.683 0.506 0.602 1.000 0.603 
168 1.000 0.346 0.800 0.411 0.603 0.714 0.503 0.630 
169 1.000 1.000 1.000 1.000 0.889 0.714 1.000 1.000 
170 0.857 0.833 0.800 0.909 0.933 0.714 1.000 1.000 
171 1.000 0.911 0.800 0.909 1.000 0.857 1.000 0.808 
172 0.813 0.696 0.800 0.766 0.772 0.458 1.000 0.486 
173 1.000 0.800 1.000 1.000 0.889 1.000 1.000 1.000 
174 0.489 0.722 1.000 0.884 0.651 1.000 1.000 0.776 
175 0.680 0.712 0.800 0.708 0.468 0.714 0.681 0.419 
176 0.987 0.724 0.800 0.779 0.619 0.714 1.000 0.844 
177 0.723 0.975 0.800 0.726 0.631 0.714 0.955 0.955 
178 1.000 0.679 1.000 0.738 0.951 0.857 1.000 1.000 
179 0.761 0.847 1.000 0.643 0.678 0.857 0.824 0.720 
180 1.000 0.845 1.000 1.000 0.825 0.857 1.000 0.733 
181 1.000 0.733 1.000 1.000 1.000 1.000 1.000 0.889 
182 0.329 0.638 0.800 0.510 0.663 0.714 0.736 0.739 
183 0.714 1.000 0.800 0.856 0.594 1.000 0.778 1.000 
184 0.745 0.472 0.800 0.556 0.525 0.857 0.863 1.000 
185 1.000 0.554 0.800 0.909 1.000 0.634 1.000 1.000 
186 0.857 1.000 0.800 0.745 0.488 0.714 0.889 1.000 
187 1.000 1.000 1.000 1.000 0.840 0.857 0.756 0.708 
188 0.752 0.882 1.000 1.000 0.889 0.714 1.000 0.816 
189 0.857 0.792 0.427 1.000 0.610 0.714 1.000 0.778 
190 0.857 1.000 1.000 1.000 1.000 0.857 1.000 0.778 
191 1.000 0.825 1.000 0.864 0.522 0.857 0.785 0.829 
192 0.807 0.555 1.000 0.839 0.944 0.857 1.000 1.000 
193 0.795 0.668 1.000 0.727 1.000 0.795 0.725 0.863 
194 1.000 0.620 0.800 1.000 0.602 0.627 0.324 0.674 
195 0.857 0.768 0.662 0.345 0.359 0.609 0.649 0.660 
196 0.816 0.442 1.000 0.666 1.000 0.714 0.834 0.756 
197 1.000 0.542 0.800 0.730 0.607 1.000 0.834 0.822 
198 0.714 1.000 1.000 1.000 0.667 0.714 0.778 1.000 
199 0.626 0.904 1.000 1.000 0.686 1.000 0.858 0.629 
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200 1.000 0.541 0.800 0.773 0.701 0.808 0.657 0.673 
201 1.000 0.622 0.800 1.000 0.670 0.714 0.453 0.870 
202 0.857 0.795 1.000 0.909 0.834 1.000 1.000 0.703 
203 0.780 0.761 1.000 1.000 1.000 1.000 1.000 0.889 
204 1.000 1.000 1.000 1.000 0.889 0.714 1.000 0.667 
205 0.331 0.619 0.800 0.842 0.933 0.714 0.524 0.822 
206 0.857 1.000 1.000 1.000 0.556 0.714 0.828 0.828 
207 0.810 0.528 1.000 0.881 0.694 1.000 1.000 0.729 
208 0.763 0.839 1.000 0.666 0.762 0.857 1.000 0.826 
209 1.000 0.689 1.000 1.000 0.848 0.857 0.868 0.503 
210 0.749 0.893 1.000 1.000 0.889 0.857 1.000 0.688 
211 0.857 0.800 1.000 0.851 0.628 0.857 1.000 0.833 
212 0.751 0.882 1.000 1.000 0.816 0.857 1.000 0.889 
213 0.669 0.694 1.000 0.909 0.783 0.857 1.000 0.787 
214 0.857 0.831 1.000 0.570 0.445 0.857 1.000 1.000 
215 1.000 0.643 1.000 0.876 0.756 1.000 0.720 1.000 
216 1.000 0.468 1.000 0.740 0.975 0.857 1.000 1.000 
217 0.857 0.880 1.000 1.000 0.690 0.571 1.000 0.588 
218 0.533 0.493 0.600 0.608 0.659 0.812 0.298 0.838 
219 0.789 0.704 1.000 1.000 0.714 1.000 0.726 0.801 
220 0.857 0.839 1.000 0.879 0.727 1.000 1.000 0.889 
221 0.706 0.628 1.000 1.000 1.000 0.800 1.000 0.799 
222 0.691 0.676 1.000 0.876 0.752 0.857 0.802 0.802 
223 0.771 0.803 0.800 0.909 0.702 0.857 1.000 0.749 
224 0.857 0.898 1.000 1.000 0.687 0.857 1.000 0.687 
225 1.000 1.000 1.000 1.000 0.667 0.857 0.828 0.828 
226 0.746 0.464 0.800 0.739 0.976 0.714 1.000 0.528 
227 1.000 0.841 1.000 1.000 0.696 0.714 1.000 0.889 
228 0.755 0.872 1.000 1.000 0.651 0.857 0.858 0.719 
229 0.964 0.830 1.000 0.786 0.752 0.857 0.735 0.515 
230 1.000 0.875 1.000 1.000 1.000 0.979 1.000 0.889 
231 0.777 0.775 1.000 0.877 0.738 0.608 0.614 0.778 
232 0.750 0.889 1.000 1.000 0.889 0.750 1.000 0.889 
233 0.634 0.678 0.682 1.000 0.591 0.857 0.813 0.549 
234 1.000 0.833 1.000 0.909 0.889 1.000 1.000 0.933 
235 0.714 1.000 1.000 0.882 0.690 0.714 1.000 0.778 
236 1.000 1.000 1.000 1.000 0.889 0.857 1.000 0.778 
237 0.857 1.000 1.000 0.880 0.842 0.714 1.000 0.842 
238 1.000 1.000 1.000 1.000 0.889 1.000 0.943 0.943 
239 0.813 0.488 1.000 0.747 0.476 1.000 0.695 1.000 
240 1.000 0.895 1.000 1.000 0.889 1.000 0.713 1.000 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
241 1.000 0.831 1.000 0.867 0.820 0.857 1.000 0.828 
242 0.746 0.901 1.000 0.828 0.505 0.857 1.000 0.889 
243 0.857 0.933 1.000 0.868 0.819 0.714 1.000 0.889 
244 1.000 0.667 1.000 1.000 1.000 1.000 1.000 1.000 
245 1.000 1.000 0.800 1.000 1.000 0.857 1.000 0.778 
246 0.781 0.757 1.000 0.678 0.586 0.714 1.000 0.800 
247 0.782 0.747 0.800 0.818 0.768 1.000 1.000 1.000 
248 1.000 0.584 1.000 0.779 0.633 1.000 1.000 0.808 
249 0.808 0.544 1.000 0.882 0.691 0.808 1.000 0.728 
250 0.714 1.000 1.000 1.000 0.778 0.714 1.000 0.889 
251 0.785 0.730 0.434 1.000 0.711 1.000 0.806 0.501 
252 1.000 0.654 1.000 1.000 0.640 0.857 1.000 0.889 
253 0.857 0.766 1.000 1.000 1.000 0.857 1.000 0.707 
254 0.857 0.770 0.800 0.855 0.883 0.778 0.497 0.583 
255 1.000 0.687 0.680 1.000 0.785 1.000 1.000 0.849 
256 0.857 0.733 1.000 1.000 1.000 1.000 1.000 0.889 
257 1.000 0.766 1.000 1.000 0.707 0.857 1.000 1.000 
258 1.000 0.878 0.800 0.887 0.607 0.571 1.000 0.690 
259 0.857 1.000 0.800 0.867 1.000 0.857 0.889 0.820 
260 0.663 0.757 0.600 0.818 0.840 0.857 0.889 0.778 
261 0.793 0.678 0.800 0.818 1.000 0.857 1.000 0.635 
262 0.660 0.767 0.800 0.777 0.656 1.000 0.777 0.707 
263 0.857 0.875 1.000 1.000 0.817 0.857 1.000 0.817 
264 0.429 1.000 1.000 0.727 0.828 0.429 0.828 0.556 
265 0.643 0.814 1.000 1.000 0.700 1.000 1.000 0.831 
266 1.000 1.000 1.000 0.782 0.778 0.714 0.889 0.581 
267 0.771 0.803 0.800 0.564 1.000 0.857 0.853 0.799 
268 1.000 0.755 1.000 1.000 0.840 0.857 1.000 1.000 
269 0.447 0.914 1.000 0.697 0.782 0.857 1.000 0.889 
270 0.714 1.000 1.000 1.000 0.778 0.857 1.000 1.000 
271 1.000 0.543 1.000 0.697 0.783 0.857 1.000 0.860 
272 1.000 0.831 1.000 1.000 0.778 0.714 0.667 0.828 
273 1.000 0.894 1.000 0.667 0.748 0.857 0.889 0.688 
274 0.700 0.649 0.687 1.000 0.140 1.000 0.614 0.620 
275 0.780 0.761 1.000 0.727 1.000 0.857 0.682 0.791 
276 1.000 0.693 1.000 1.000 0.715 1.000 1.000 0.889 
277 0.857 0.741 1.000 1.000 0.770 0.613 1.000 0.770 
278 1.000 0.380 0.471 0.873 0.777 1.000 0.838 0.838 
279 1.000 0.893 0.800 1.000 0.569 1.000 1.000 0.813 
280 1.000 1.000 1.000 1.000 1.000 0.857 1.000 0.667 
281 0.802 0.610 1.000 0.740 0.944 0.802 0.741 0.723 
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282 1.000 0.805 1.000 0.827 0.515 1.000 0.889 0.832 
283 0.857 1.000 0.800 1.000 1.000 0.857 1.000 0.889 
284 0.752 0.882 1.000 1.000 0.667 0.857 1.000 0.816 
285 1.000 0.800 1.000 0.867 0.820 1.000 1.000 1.000 
286 0.687 0.688 1.000 0.909 0.848 1.000 1.000 0.848 
287 0.773 0.796 1.000 0.818 1.000 0.773 0.889 1.000 
288 0.571 1.000 1.000 1.000 1.000 1.000 1.000 0.778 
289 0.689 0.685 1.000 1.000 0.590 1.000 1.000 1.000 
290 1.000 0.802 1.000 1.000 0.702 0.772 1.000 1.000 
291 0.635 0.541 0.800 0.487 1.000 0.714 1.000 0.418 
292 0.775 0.285 0.732 0.468 1.000 0.486 0.149 0.803 
293 1.000 1.000 1.000 0.909 0.778 1.000 1.000 0.889 
294 0.590 0.899 0.629 0.776 0.666 0.857 0.516 0.765 
295 0.795 0.662 1.000 0.818 1.000 0.795 1.000 0.718 
296 1.000 0.840 1.000 0.733 0.974 0.857 1.000 0.826 
297 0.789 0.707 1.000 0.727 0.846 1.000 1.000 0.889 
298 1.000 0.922 1.000 0.636 1.000 0.586 1.000 0.889 
299 1.000 1.000 0.800 0.727 0.625 0.714 1.000 0.556 
300 0.741 0.489 0.461 0.818 1.000 1.000 0.668 0.862 
301 0.655 0.378 0.724 0.727 1.000 0.648 1.000 0.471 
302 0.857 0.819 1.000 1.000 0.889 0.714 1.000 0.604 
303 0.811 0.506 1.000 1.000 0.821 0.714 0.862 1.000 
304 0.590 0.892 0.800 0.818 1.000 0.857 0.889 0.813 
305 1.000 0.638 1.000 0.668 1.000 0.625 0.657 0.732 
306 1.000 0.766 0.800 0.909 0.889 0.857 1.000 0.707 
307 1.000 0.713 1.000 0.877 1.000 0.788 0.628 0.747 
308 1.000 0.821 1.000 1.000 0.667 0.296 1.000 0.234 
309 1.000 0.615 1.000 1.000 1.000 0.857 0.722 0.722 
310 0.857 0.773 1.000 0.506 0.735 0.609 1.000 0.648 
311 0.610 0.764 0.800 0.676 0.839 0.286 0.377 0.626 
312 0.808 0.544 1.000 0.882 0.691 0.808 1.000 0.728 
313 1.000 0.688 0.493 0.712 0.801 1.000 0.710 0.588 
314 0.771 0.805 1.000 0.697 0.783 1.000 0.774 0.774 
315 0.857 1.000 0.800 1.000 0.684 0.429 0.368 0.889 
316 0.810 0.528 1.000 0.818 0.818 0.810 1.000 0.729 
317 0.465 0.603 0.800 0.779 1.000 0.629 0.727 0.631 
318 1.000 0.911 1.000 0.818 1.000 1.000 1.000 0.808 
319 0.817 0.428 0.719 1.000 0.537 0.817 0.794 0.835 
320 0.714 0.833 0.800 0.818 1.000 0.429 0.855 0.713 
321 1.000 1.000 1.000 1.000 1.000 0.857 1.000 1.000 
322 1.000 0.919 1.000 0.727 1.000 0.857 1.000 0.683 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
323 0.714 0.800 1.000 0.867 0.820 0.857 1.000 1.000 
324 0.857 0.770 1.000 0.676 1.000 0.714 1.000 0.625 
325 0.703 0.522 1.000 1.000 0.861 0.429 1.000 0.731 
326 0.857 1.000 0.800 0.819 0.830 0.571 0.889 0.700 
327 0.857 0.826 0.800 1.000 0.889 0.766 0.779 0.621 
328 0.571 0.733 0.800 0.818 1.000 1.000 1.000 1.000 
329 0.857 0.688 1.000 1.000 1.000 0.792 1.000 1.000 
330 0.571 0.762 0.800 0.767 0.762 0.857 1.000 1.000 
331 0.614 0.735 0.800 0.728 0.999 0.714 0.399 0.517 
332 1.000 0.846 1.000 0.818 1.000 0.598 1.000 0.667 
333 0.809 0.568 1.000 1.000 0.739 0.714 1.000 0.539 
334 0.857 0.680 1.000 0.476 1.000 0.303 0.697 0.652 
335 0.624 0.646 1.000 0.909 1.000 0.462 1.000 0.642 
336 0.817 0.673 0.800 0.586 1.000 0.714 0.564 0.431 
337 1.000 0.739 0.669 0.802 0.908 0.714 1.000 0.772 
338 0.857 0.779 1.000 0.879 0.727 0.714 0.680 1.000 
339 0.571 1.000 0.800 0.787 0.702 0.857 0.803 0.480 
340 0.857 0.902 1.000 0.727 0.889 0.589 0.686 1.000 
341 1.000 0.878 0.800 0.818 0.817 1.000 0.865 0.475 
342 0.571 0.616 0.800 0.818 1.000 0.801 1.000 1.000 
343 0.782 0.747 0.800 0.818 1.000 0.857 1.000 0.768 
344 0.857 1.000 0.800 1.000 0.684 0.429 0.368 0.889 
345 0.572 1.000 1.000 0.546 1.000 0.714 0.779 0.997 
346 0.761 0.846 0.600 1.000 0.608 0.857 0.416 0.374 
347 0.857 0.688 1.000 0.727 1.000 0.792 1.000 0.778 
348 0.857 0.771 1.000 0.884 0.657 0.571 0.790 0.667 
349 0.813 0.484 0.712 0.484 0.797 0.714 0.323 1.000 
350 1.000 1.000 1.000 1.000 0.889 0.857 0.778 1.000 
351 0.714 0.815 0.651 0.681 1.000 0.714 0.400 0.545 
352 0.714 0.642 0.688 0.599 0.723 0.714 1.000 0.504 
353 0.571 1.000 1.000 0.697 0.783 0.714 1.000 0.778 
354 0.619 0.691 1.000 0.727 1.000 0.714 1.000 0.633 
355 0.857 1.000 0.800 0.909 1.000 0.714 1.000 0.889 
356 0.857 1.000 1.000 0.909 1.000 0.857 1.000 1.000 
357 0.756 0.866 0.800 0.850 1.000 0.714 1.000 0.907 
358 0.789 0.707 1.000 0.818 1.000 0.857 1.000 0.846 
359 0.857 1.000 1.000 0.818 1.000 0.714 0.943 0.943 
360 0.857 0.852 1.000 0.671 0.700 0.857 0.384 1.000 
361 1.000 0.800 0.800 0.570 1.000 1.000 1.000 0.726 
362 0.857 1.000 1.000 1.000 1.000 0.857 1.000 1.000 
363 0.641 0.465 1.000 0.610 0.647 1.000 1.000 0.826 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
364 0.857 0.806 0.800 0.909 1.000 0.857 0.855 0.765 
365 0.966 0.835 0.800 0.778 0.633 0.714 0.853 0.461 
366 1.000 0.800 0.800 1.000 1.000 0.857 0.778 1.000 
367 1.000 1.000 1.000 0.727 1.000 0.857 1.000 0.889 
368 1.000 0.564 0.600 1.000 1.000 0.806 1.000 0.726 
369 0.571 0.655 0.800 0.824 0.531 0.571 1.000 0.719 
370 1.000 0.723 0.800 0.688 1.000 1.000 0.518 0.403 
371 0.857 0.795 1.000 1.000 0.667 1.000 0.703 0.834 
372 1.000 0.833 0.422 0.909 1.000 0.714 0.766 0.766 
373 0.714 1.000 1.000 0.836 0.951 0.857 0.796 0.889 
374 0.757 0.862 1.000 0.766 0.777 0.857 0.756 0.778 
375 0.164 0.534 0.400 0.226 0.528 0.470 0.153 0.667 
376 0.857 1.000 1.000 1.000 1.000 0.857 1.000 1.000 
377 0.714 0.933 1.000 1.000 0.778 0.857 1.000 0.778 
378 1.000 1.000 1.000 0.818 1.000 0.571 1.000 0.778 
379 0.619 0.691 0.800 0.818 1.000 0.857 0.784 0.848 
380 0.857 0.657 0.800 0.818 1.000 0.714 0.558 0.662 
381 1.000 0.650 0.687 0.870 0.613 0.857 0.772 0.268 
382 1.000 0.683 0.800 0.563 0.758 0.714 0.809 0.637 
383 0.812 0.495 0.710 0.748 0.515 0.857 0.306 0.791 
384 0.857 0.614 0.800 0.909 0.864 0.801 0.732 1.000 
385 0.728 0.547 1.000 0.758 0.840 0.469 1.000 0.601 
386 0.727 0.553 1.000 0.636 1.000 0.807 0.658 1.000 
387 1.000 1.000 0.800 1.000 0.778 1.000 1.000 1.000 
388 0.810 0.787 1.000 0.818 1.000 0.775 0.609 0.526 
389 0.857 0.842 1.000 1.000 0.889 0.598 0.775 0.618 
390 1.000 0.922 1.000 0.636 1.000 0.586 1.000 0.889 
391 0.857 0.854 1.000 0.818 0.823 0.759 1.000 0.574 
392 0.372 0.576 1.000 0.637 0.768 0.286 0.749 0.571 
393 1.000 1.000 0.800 0.887 0.594 0.714 0.823 0.343 
394 0.857 1.000 0.800 1.000 0.778 0.857 1.000 0.778 
395 1.000 0.464 1.000 0.766 0.777 0.571 0.340 0.578 
396 1.000 1.000 1.000 0.818 0.778 0.857 1.000 0.889 
397 0.789 0.707 1.000 1.000 1.000 0.571 1.000 0.846 
398 0.678 0.757 1.000 0.818 0.765 0.714 1.000 0.674 
399 1.000 0.589 1.000 0.727 0.732 0.857 1.000 1.000 
400 1.000 0.683 0.800 1.000 1.000 0.857 1.000 0.849 
401 1.000 1.000 1.000 0.909 0.889 0.857 1.000 0.556 
402 1.000 0.768 1.000 0.719 0.673 0.714 1.000 1.000 
403 1.000 0.800 0.800 0.818 1.000 0.857 1.000 1.000 
404 0.786 0.723 1.000 0.849 0.639 0.857 1.000 1.000 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
405 0.790 0.700 1.000 0.766 0.772 0.457 1.000 0.847 
406 0.615 0.729 0.600 0.752 0.426 0.571 0.680 0.507 
407 0.618 0.699 1.000 0.766 0.782 0.857 1.000 0.772 
408 0.615 0.727 0.600 0.753 0.414 0.571 0.834 0.500 
409 0.857 1.000 1.000 1.000 1.000 0.857 1.000 1.000 
410 0.614 0.736 1.000 0.779 1.000 0.571 1.000 0.618 
411 1.000 0.657 1.000 0.779 0.851 0.714 0.851 0.626 
412 1.000 1.000 1.000 0.909 0.889 0.857 1.000 0.889 
413 0.714 1.000 0.800 0.784 0.612 0.857 0.707 0.768 
414 0.817 0.427 1.000 1.000 1.000 0.817 1.000 0.735 
415 0.803 0.852 0.600 1.000 0.823 0.760 1.000 0.601 
416 0.857 0.873 1.000 0.567 0.764 0.441 1.000 0.691 
417 0.394 0.502 0.225 0.433 0.604 0.312 0.304 0.433 
418 0.857 0.911 0.800 1.000 0.808 1.000 1.000 0.778 
419 0.857 1.000 1.000 0.831 0.491 0.857 1.000 0.667 
420 1.000 0.680 0.800 1.000 0.787 0.714 1.000 0.350 
421 0.857 0.819 0.800 1.000 0.604 0.714 1.000 1.000 
422 0.857 1.000 0.800 1.000 0.778 0.857 1.000 0.778 
423 1.000 0.626 1.000 0.727 0.889 0.627 1.000 1.000 
424 1.000 1.000 1.000 1.000 0.889 0.857 0.889 1.000 
425 1.000 0.882 1.000 1.000 0.816 0.752 1.000 1.000 
426 0.659 0.189 0.739 0.185 1.000 0.326 0.364 0.821 
427 1.000 0.933 1.000 0.818 1.000 0.714 1.000 0.889 
428 1.000 0.800 0.800 0.727 0.750 0.857 1.000 0.889 
429 1.000 0.490 0.800 0.751 0.509 0.813 1.000 0.675 
430 0.857 0.600 1.000 0.727 1.000 0.857 1.000 1.000 
431 1.000 1.000 1.000 1.000 0.556 1.000 1.000 0.889 
432 0.495 0.692 1.000 0.697 0.783 0.791 1.000 1.000 
433 1.000 0.735 0.600 1.000 0.623 0.714 1.000 1.000 
434 1.000 0.783 1.000 0.909 0.836 1.000 1.000 0.836 
435 0.790 0.702 0.800 1.000 0.847 0.571 1.000 0.631 
436 0.857 0.612 0.800 0.773 0.699 0.628 0.664 0.664 
437 0.857 1.000 1.000 0.867 0.820 0.857 1.000 0.778 
438 0.714 0.831 0.800 1.000 0.828 0.714 1.000 1.000 
439 1.000 1.000 1.000 0.780 0.717 0.714 1.000 0.859 
440 1.000 1.000 0.800 0.878 0.734 1.000 0.800 0.461 
441 0.321 0.819 1.000 1.000 0.700 0.447 1.000 0.792 
442 1.000 0.658 0.910 0.818 0.793 0.571 0.889 0.889 
443 1.000 0.875 1.000 1.000 0.818 1.000 0.818 1.000 
444 0.647 0.799 0.655 0.768 0.756 0.772 0.869 0.383 
445 1.000 0.692 1.000 1.000 0.632 1.000 1.000 0.590 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
446 1.000 0.839 1.000 0.879 0.727 1.000 1.000 1.000 
447 1.000 0.844 0.644 0.909 1.000 0.714 1.000 1.000 
448 0.625 0.640 0.444 0.876 0.756 0.625 1.000 0.778 
449 1.000 1.000 0.600 0.882 0.690 0.714 1.000 1.000 
450 1.000 0.887 0.800 0.853 0.615 0.714 0.860 0.601 
451 1.000 0.831 1.000 0.909 0.828 0.857 1.000 0.889 
452 0.857 0.916 1.000 1.000 1.000 0.742 1.000 1.000 
453 0.714 1.000 0.600 0.867 0.889 0.857 0.889 0.820 
454 1.000 0.831 1.000 1.000 1.000 1.000 1.000 0.828 
455 0.714 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
456 0.794 0.674 0.800 0.730 0.569 0.714 0.738 0.645 
457 0.857 0.867 1.000 1.000 1.000 1.000 1.000 1.000 
458 1.000 0.625 1.000 0.847 0.650 0.857 1.000 0.889 
459 0.857 1.000 1.000 0.909 0.889 1.000 1.000 0.889 
460 1.000 0.833 1.000 1.000 1.000 1.000 0.834 0.848 
461 0.857 1.000 1.000 0.882 0.690 1.000 1.000 0.889 








Histograms of Attributes for Continuous Diagnostic Model 
 
 
Figure I1.  Histograms illustrating the results from the Continuous Diagnostic 























































































































































Histograms of Attributes for Continuous Diagnostic Model Attributes Stratified by 
Fusion Model Examinee Mastery Classifications 
Attribute 1 
 
Figure J1.  Histograms of continuous diagnostic model attributes stratified by examinee mastery classification as determined 

















































































































































































































































































































































































































































































































Fusion Model Examinee Parameter Posterior Probabilities 
Table K1 
Examinee Parameter Posterior Probabilities for Fusion Model for Spring 2010 Examination 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
1 0.034 0.847 0.802 0.001 0.986 0.299 0.942 0.791 
2 0.183 0.002 0.086 0.000 0.937 0.291 0.413 0.016 
3 0.097 0.000 0.148 0.000 0.844 0.024 0.000 0.195 
4 0.987 0.995 0.980 0.989 0.956 0.992 0.998 0.974 
5 0.589 0.137 0.015 0.352 0.215 0.465 0.002 0.003 
6 0.921 0.916 0.934 0.388 0.962 0.700 0.993 0.884 
7 0.411 0.142 0.049 0.601 0.903 0.792 0.405 0.810 
8 0.988 0.992 0.981 0.936 0.916 0.987 0.999 0.990 
9 0.829 0.390 0.869 0.330 0.917 0.821 0.732 0.662 
10 0.325 0.063 0.345 0.038 0.218 0.453 0.006 0.001 
11 0.641 0.147 0.508 0.250 0.155 0.089 0.228 0.039 
12 0.017 0.345 0.082 0.014 0.753 0.066 0.075 0.035 
13 0.882 0.989 0.967 0.832 0.418 0.918 0.999 0.980 
14 0.189 0.136 0.044 0.082 0.181 0.301 0.017 0.389 
15 0.619 0.224 0.751 0.465 0.684 0.810 0.969 0.570 
16 0.969 0.771 0.960 0.745 0.956 0.963 0.968 0.963 
17 0.627 0.223 0.922 0.084 0.864 0.944 0.931 0.926 
18 0.915 0.898 0.944 0.364 0.966 0.719 0.993 0.887 
19 0.322 0.010 0.059 0.001 0.244 0.056 0.002 0.308 
20 0.153 0.256 0.008 0.003 0.196 0.097 0.000 0.029 
21 0.976 0.988 0.982 0.946 0.982 0.987 0.989 0.998 
22 0.773 0.497 0.355 0.066 0.460 0.506 0.812 0.153 
23 0.333 0.160 0.070 0.664 0.598 0.698 0.084 0.192 
24 0.554 0.011 0.014 0.494 0.903 0.891 0.071 0.783 
25 0.705 0.044 0.291 0.426 0.848 0.774 0.461 0.296 
26 0.024 0.002 0.053 0.006 0.864 0.081 0.734 0.003 
27 0.927 0.737 0.923 0.961 0.930 0.783 0.950 0.765 
28 0.990 0.994 0.982 0.940 0.951 0.990 0.999 0.989 
29 0.882 0.074 0.788 0.916 0.670 0.800 0.870 0.948 
30 0.068 0.292 0.090 0.046 0.973 0.039 0.303 0.102 
31 0.032 0.060 0.028 0.007 0.969 0.093 0.003 0.020 
32 0.686 0.774 0.605 0.798 0.992 0.921 0.976 0.947 
33 0.230 0.006 0.249 0.010 0.766 0.333 0.703 0.051 
34 0.624 0.255 0.566 0.136 0.873 0.364 0.236 0.478 
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Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
35 0.985 0.964 0.977 0.987 0.941 0.989 0.999 0.949 
36 0.902 0.790 0.610 0.758 0.960 0.953 0.605 0.949 
37 0.710 0.995 0.962 0.866 0.991 0.980 0.997 0.987 
38 0.594 0.036 0.508 0.152 0.374 0.204 0.051 0.056 
39 0.706 0.446 0.873 0.750 0.854 0.717 0.877 0.934 
40 0.719 0.932 0.934 0.587 0.321 0.910 0.993 0.943 
41 0.929 0.589 0.549 0.799 0.913 0.930 0.991 0.689 
42 0.425 0.053 0.782 0.081 0.969 0.740 0.864 0.393 
43 0.356 0.074 0.447 0.005 0.852 0.627 0.114 0.150 
44 0.974 0.994 0.913 0.989 0.992 0.971 0.999 0.996 
45 0.849 0.199 0.766 0.674 0.978 0.837 0.219 0.641 
46 0.497 0.154 0.605 0.199 0.372 0.078 0.723 0.003 
47 0.867 0.120 0.641 0.895 0.960 0.894 0.379 0.569 
48 0.931 0.997 0.978 0.986 0.989 0.980 0.999 0.997 
49 0.929 0.922 0.901 0.907 0.970 0.953 0.997 0.953 
50 0.537 0.877 0.906 0.197 0.914 0.866 0.938 0.867 
51 0.572 0.428 0.092 0.140 0.932 0.294 0.012 0.285 
52 0.641 0.270 0.842 0.779 0.935 0.910 0.934 0.584 
53 0.984 0.998 0.982 0.991 0.990 0.987 1.000 0.997 
54 0.606 0.258 0.677 0.007 0.775 0.257 0.600 0.215 
55 0.976 0.776 0.927 0.909 0.933 0.987 0.996 0.980 
56 0.007 0.054 0.087 0.001 0.835 0.006 0.000 0.041 
57 0.899 0.746 0.957 0.603 0.917 0.950 0.960 0.984 
58 0.823 0.045 0.828 0.263 0.606 0.809 0.968 0.355 
59 0.592 0.133 0.075 0.016 0.813 0.621 0.077 0.007 
60 0.720 0.979 0.947 0.525 0.918 0.660 0.996 0.966 
61 0.433 0.042 0.061 0.027 0.672 0.277 0.209 0.038 
62 0.890 0.515 0.918 0.173 0.423 0.914 0.912 0.829 
63 0.970 0.996 0.974 0.904 0.987 0.962 0.996 0.989 
64 0.981 0.992 0.975 0.906 0.931 0.967 0.998 0.975 
65 0.732 0.356 0.758 0.029 0.221 0.478 0.101 0.738 
66 0.472 0.738 0.209 0.584 0.841 0.287 0.002 0.748 
67 0.824 0.421 0.449 0.086 0.729 0.909 0.957 0.415 
68 0.978 0.998 0.986 0.991 0.992 0.987 0.999 0.998 
69 0.800 0.038 0.820 0.304 0.738 0.839 0.888 0.587 
70 0.008 0.011 0.084 0.019 0.953 0.113 0.210 0.074 
71 0.216 0.001 0.743 0.010 0.296 0.810 0.852 0.681 
72 0.904 0.676 0.631 0.806 0.982 0.943 0.928 0.799 
73 0.967 0.869 0.878 0.958 0.356 0.726 0.987 0.962 
74 0.986 0.958 0.982 0.910 0.989 0.986 1.000 0.985 
75 0.974 0.998 0.980 0.703 0.916 0.989 0.999 0.994 
 157 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
76 0.782 0.006 0.215 0.610 0.101 0.768 0.580 0.680 
77 0.241 0.272 0.107 0.015 0.618 0.170 0.165 0.020 
78 0.183 0.242 0.137 0.059 0.970 0.036 0.425 0.186 
79 0.987 0.998 0.972 0.990 0.987 0.953 0.999 0.999 
80 0.955 0.861 0.933 0.657 0.628 0.922 0.993 0.329 
81 0.863 0.094 0.828 0.816 0.256 0.760 0.210 0.960 
82 0.847 0.822 0.959 0.806 0.405 0.962 0.992 0.989 
83 0.763 0.266 0.714 0.202 0.393 0.627 0.933 0.480 
84 0.961 0.920 0.735 0.984 0.987 0.973 0.939 0.988 
85 0.633 0.248 0.702 0.095 0.956 0.387 0.624 0.260 
86 0.973 0.982 0.963 0.339 0.990 0.954 0.999 0.976 
87 0.984 0.999 0.983 0.992 0.990 0.978 0.999 0.997 
88 0.837 0.023 0.105 0.933 0.951 0.872 0.895 0.624 
89 0.018 0.005 0.055 0.035 0.192 0.009 0.442 0.036 
90 0.723 0.211 0.182 0.713 0.204 0.555 0.000 0.056 
91 0.077 0.048 0.386 0.225 0.948 0.010 0.393 0.215 
92 0.599 0.070 0.172 0.012 0.888 0.745 0.014 0.015 
93 0.910 0.482 0.871 0.713 0.253 0.915 0.449 0.740 
94 0.173 0.025 0.130 0.285 0.152 0.487 0.354 0.088 
95 0.772 0.900 0.294 0.917 0.985 0.401 0.087 0.845 
96 0.901 0.600 0.063 0.934 0.945 0.547 0.641 0.790 
97 0.797 0.824 0.935 0.902 0.956 0.954 0.793 0.940 
98 0.250 0.811 0.729 0.061 0.905 0.298 0.777 0.122 
99 0.609 0.422 0.831 0.122 0.873 0.845 0.711 0.662 
100 0.799 0.808 0.727 0.004 0.662 0.500 0.875 0.291 
101 0.836 0.785 0.481 0.480 0.415 0.494 0.970 0.695 
102 0.584 0.465 0.404 0.905 0.883 0.814 0.770 0.500 
103 0.000 0.000 0.001 0.000 0.067 0.008 0.000 0.005 
104 0.930 0.998 0.973 0.991 0.989 0.973 0.997 0.997 
105 0.985 0.960 0.943 0.993 0.938 0.966 0.999 0.993 
106 0.151 0.303 0.462 0.644 0.982 0.925 0.971 0.950 
107 0.878 0.957 0.958 0.958 0.350 0.869 0.999 0.892 
108 0.972 0.931 0.977 0.991 0.923 0.965 0.998 0.988 
109 0.924 0.990 0.928 0.387 0.987 0.386 0.989 0.905 
110 0.345 0.050 0.263 0.421 0.687 0.732 0.799 0.742 
111 0.902 0.444 0.518 0.937 0.899 0.955 0.579 0.857 
112 0.340 0.164 0.294 0.387 0.621 0.297 0.653 0.604 
113 0.067 0.140 0.250 0.067 0.412 0.759 0.642 0.826 
114 0.100 0.047 0.175 0.122 0.973 0.619 0.245 0.479 
115 0.941 0.974 0.952 0.875 0.930 0.641 0.991 0.983 
116 0.345 0.008 0.080 0.040 0.956 0.132 0.010 0.030 
 158 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
117 0.143 0.032 0.078 0.061 0.539 0.184 0.003 0.003 
118 0.338 0.012 0.076 0.066 0.614 0.551 0.254 0.008 
119 0.761 0.020 0.240 0.026 0.303 0.664 0.747 0.194 
120 0.165 0.107 0.548 0.053 0.643 0.660 0.119 0.017 
121 0.627 0.005 0.144 0.044 0.089 0.696 0.000 0.338 
122 0.585 0.090 0.322 0.634 0.887 0.778 0.575 0.834 
123 0.930 0.962 0.804 0.943 0.993 0.897 0.197 0.146 
124 0.482 0.003 0.576 0.042 0.341 0.034 0.762 0.009 
125 0.937 0.992 0.943 0.544 0.988 0.741 0.996 0.960 
126 0.891 0.697 0.860 0.670 0.974 0.550 0.914 0.489 
127 0.662 0.016 0.824 0.054 0.974 0.755 0.342 0.874 
128 0.030 0.955 0.849 0.000 0.993 0.006 0.983 0.821 
129 0.974 0.997 0.809 0.944 0.903 0.989 0.996 0.994 
130 0.017 0.865 0.654 0.002 0.992 0.008 0.871 0.831 
131 0.248 0.045 0.678 0.528 0.824 0.732 0.654 0.325 
132 0.527 0.042 0.199 0.033 0.955 0.513 0.530 0.258 
133 0.922 0.998 0.973 0.895 0.945 0.975 0.998 0.996 
134 0.251 0.004 0.370 0.037 0.810 0.635 0.010 0.125 
135 0.225 0.147 0.290 0.002 0.437 0.003 0.084 0.038 
136 0.403 0.170 0.698 0.477 0.953 0.169 0.964 0.406 
137 0.762 0.007 0.260 0.290 0.207 0.508 0.720 0.527 
138 0.180 0.003 0.075 0.000 0.680 0.169 0.087 0.018 
139 0.711 0.111 0.198 0.133 0.931 0.301 0.785 0.163 
140 0.113 0.298 0.329 0.210 0.977 0.203 0.047 0.110 
141 0.186 0.122 0.130 0.036 0.924 0.685 0.025 0.001 
142 0.978 0.962 0.978 0.983 0.855 0.899 0.999 0.997 
143 0.589 0.048 0.813 0.194 0.912 0.841 0.317 0.906 
144 0.862 0.483 0.867 0.509 0.343 0.603 0.526 0.888 
145 0.354 0.471 0.235 0.236 0.881 0.642 0.316 0.015 
146 0.235 0.891 0.907 0.669 0.988 0.625 0.990 0.955 
147 0.785 0.818 0.857 0.181 0.935 0.508 0.467 0.877 
148 0.041 0.016 0.008 0.052 0.873 0.429 0.244 0.036 
149 0.962 0.994 0.965 0.577 0.949 0.966 0.841 0.995 
150 0.424 0.407 0.741 0.294 0.984 0.771 0.982 0.687 
151 0.917 0.982 0.979 0.992 0.842 0.991 0.996 0.997 
152 0.818 0.133 0.270 0.522 0.848 0.817 0.697 0.129 
153 0.829 0.578 0.388 0.285 0.733 0.861 0.795 0.022 
154 0.093 0.051 0.255 0.545 0.981 0.767 0.871 0.866 
155 0.867 0.439 0.800 0.901 0.900 0.519 0.551 0.573 
156 0.915 0.923 0.957 0.358 0.969 0.658 0.993 0.923 
157 0.772 0.357 0.826 0.239 0.860 0.796 0.898 0.046 
158 0.259 0.187 0.142 0.146 0.107 0.581 0.064 0.386 
 159 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
159 0.478 0.356 0.413 0.305 0.981 0.608 0.929 0.721 
160 0.038 0.029 0.238 0.027 0.280 0.005 0.054 0.027 
161 0.464 0.747 0.262 0.599 0.871 0.262 0.002 0.782 
162 0.220 0.143 0.166 0.120 0.168 0.744 0.540 0.200 
163 0.951 0.921 0.952 0.983 0.955 0.775 0.998 0.991 
164 0.859 0.980 0.975 0.982 0.960 0.894 0.999 0.991 
165 0.976 0.971 0.971 0.983 0.982 0.982 0.982 0.874 
166 0.608 0.466 0.815 0.029 0.261 0.358 0.964 0.728 
167 0.921 0.963 0.584 0.809 0.953 0.897 0.641 0.694 
168 0.977 0.923 0.968 0.989 0.923 0.978 0.998 0.900 
169 0.570 0.637 0.265 0.420 0.219 0.570 0.415 0.002 
170 0.971 0.979 0.770 0.983 0.829 0.970 0.998 0.920 
171 0.146 0.223 0.012 0.009 0.157 0.618 0.079 0.048 
172 0.926 0.615 0.193 0.953 0.097 0.777 0.972 0.968 
173 0.388 0.121 0.742 0.100 0.401 0.286 0.950 0.389 
174 0.972 0.900 0.976 0.877 0.891 0.990 0.999 0.977 
175 0.247 0.001 0.426 0.055 0.315 0.045 0.001 0.040 
176 0.478 0.987 0.904 0.493 0.980 0.876 0.978 0.356 
177 0.229 0.212 0.209 0.677 0.850 0.333 0.902 0.305 
178 0.975 0.994 0.982 0.991 0.976 0.986 1.000 0.990 
179 0.262 0.010 0.127 0.048 0.104 0.371 0.056 0.022 
180 0.985 0.992 0.976 0.914 0.919 0.980 0.999 0.968 
181 0.895 0.040 0.879 0.923 0.880 0.938 0.991 0.712 
182 0.975 0.996 0.981 0.988 0.966 0.979 0.999 0.993 
183 0.701 0.684 0.040 0.949 0.730 0.843 0.978 0.086 
184 0.986 0.939 0.974 0.988 0.799 0.966 0.972 0.982 
185 0.960 0.972 0.817 0.992 0.939 0.984 0.998 0.990 
186 0.953 0.601 0.904 0.730 0.474 0.978 0.995 0.976 
187 0.842 0.542 0.892 0.910 0.965 0.655 0.793 0.918 
188 0.846 0.141 0.911 0.345 0.896 0.932 0.990 0.948 
189 0.628 0.001 0.630 0.017 0.466 0.542 0.623 0.553 
190 0.015 0.002 0.156 0.016 0.734 0.171 0.392 0.525 
191 0.973 0.982 0.976 0.974 0.907 0.982 0.999 0.985 
192 0.801 0.582 0.827 0.038 0.233 0.181 0.977 0.435 
193 0.931 0.662 0.932 0.264 0.933 0.929 0.987 0.848 
194 0.934 0.875 0.622 0.840 0.887 0.825 0.936 0.802 
195 0.954 0.918 0.959 0.486 0.114 0.948 0.997 0.986 
196 0.005 0.000 0.000 0.000 0.115 0.000 0.000 0.002 
197 0.970 0.961 0.767 0.992 0.903 0.987 0.998 0.938 
198 0.945 0.974 0.723 0.976 0.838 0.927 0.832 0.982 
199 0.859 0.503 0.911 0.308 0.188 0.851 0.983 0.902 
 160 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
200 0.689 0.826 0.655 0.863 0.933 0.903 0.996 0.980 
201 0.990 0.989 0.977 0.988 0.739 0.984 0.998 0.991 
202 0.850 0.512 0.905 0.011 0.959 0.867 0.883 0.473 
203 0.914 0.722 0.933 0.424 0.410 0.937 0.945 0.891 
204 0.710 0.230 0.591 0.686 0.786 0.807 0.959 0.024 
205 0.550 0.510 0.868 0.632 0.690 0.848 0.983 0.451 
206 0.900 0.943 0.938 0.306 0.488 0.546 0.988 0.964 
207 0.916 0.214 0.919 0.524 0.648 0.945 0.961 0.911 
208 0.919 0.425 0.593 0.955 0.936 0.840 0.993 0.827 
209 0.976 0.971 0.969 0.901 0.949 0.973 0.996 0.780 
210 0.891 0.430 0.525 0.744 0.329 0.742 0.935 0.947 
211 0.975 0.875 0.727 0.951 0.296 0.961 0.991 0.986 
212 0.962 0.974 0.965 0.371 0.750 0.890 0.995 0.953 
213 0.778 0.609 0.294 0.328 0.895 0.859 0.393 0.117 
214 0.013 0.329 0.240 0.175 0.948 0.642 0.947 0.588 
215 0.949 0.906 0.959 0.962 0.911 0.903 0.972 0.954 
216 0.966 0.976 0.978 0.987 0.954 0.932 0.984 0.992 
217 0.439 0.554 0.372 0.247 0.493 0.752 0.621 0.631 
218 0.960 0.987 0.739 0.982 0.833 0.966 0.931 0.971 
219 0.922 0.720 0.951 0.215 0.680 0.906 0.996 0.967 
220 0.894 0.383 0.445 0.844 0.773 0.900 0.993 0.919 
221 0.938 0.851 0.680 0.603 0.911 0.920 0.941 0.851 
222 0.024 0.397 0.781 0.487 0.754 0.127 0.974 0.741 
223 0.839 0.272 0.893 0.337 0.902 0.668 0.928 0.936 
224 0.206 0.166 0.071 0.008 0.505 0.231 0.643 0.127 
225 0.298 0.091 0.226 0.289 0.664 0.363 0.907 0.402 
226 0.790 0.215 0.605 0.276 0.688 0.270 0.879 0.858 
227 0.986 0.950 0.970 0.989 0.853 0.991 0.954 0.993 
228 0.950 0.900 0.732 0.880 0.963 0.962 0.997 0.991 
229 0.938 0.503 0.943 0.821 0.125 0.964 0.997 0.981 
230 0.306 0.306 0.349 0.847 0.759 0.415 0.796 0.890 
231 0.146 0.179 0.076 0.083 0.250 0.604 0.769 0.004 
232 0.977 0.995 0.984 0.993 0.949 0.987 0.998 0.992 
233 0.345 0.074 0.266 0.216 0.912 0.664 0.735 0.576 
234 0.608 0.099 0.668 0.529 0.878 0.868 0.249 0.109 
235 0.576 0.125 0.075 0.063 0.123 0.138 0.236 0.011 
236 0.142 0.000 0.039 0.000 0.075 0.114 0.004 0.087 
237 0.968 0.894 0.965 0.836 0.700 0.989 0.998 0.993 
238 0.987 0.994 0.975 0.989 0.967 0.858 0.998 0.997 
239 0.923 0.855 0.643 0.964 0.935 0.748 0.930 0.982 
240 0.984 0.998 0.983 0.992 0.950 0.982 0.993 0.998 
 161 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
241 0.976 0.989 0.975 0.989 0.945 0.980 0.997 0.995 
242 0.922 0.955 0.496 0.909 0.956 0.721 0.996 0.988 
243 0.976 0.970 0.791 0.983 0.986 0.971 0.998 0.981 
244 0.731 0.042 0.281 0.230 0.904 0.539 0.954 0.226 
245 0.194 0.212 0.736 0.033 0.816 0.076 0.820 0.723 
246 0.984 0.974 0.980 0.987 0.849 0.969 0.999 0.998 
247 0.034 0.258 0.167 0.019 0.705 0.436 0.593 0.236 
248 0.075 0.010 0.004 0.024 0.060 0.030 0.017 0.003 
249 0.096 0.327 0.804 0.110 0.681 0.830 0.938 0.693 
250 0.111 0.008 0.004 0.013 0.084 0.016 0.048 0.000 
251 0.028 0.000 0.040 0.000 0.216 0.000 0.001 0.153 
252 0.955 0.980 0.964 0.632 0.986 0.768 0.997 0.979 
253 0.309 0.043 0.161 0.167 0.624 0.221 0.775 0.025 
254 0.872 0.326 0.423 0.067 0.716 0.758 0.845 0.906 
255 0.978 0.998 0.984 0.992 0.990 0.981 0.998 0.998 
256 0.295 0.023 0.019 0.301 0.666 0.359 0.945 0.333 
257 0.403 0.184 0.737 0.075 0.970 0.434 0.935 0.317 
258 0.957 0.938 0.468 0.971 0.140 0.955 0.997 0.987 
259 0.018 0.010 0.008 0.001 0.231 0.024 0.000 0.004 
260 0.629 0.007 0.138 0.046 0.075 0.283 0.436 0.137 
261 0.811 0.261 0.801 0.117 0.770 0.805 0.886 0.359 
262 0.375 0.222 0.788 0.171 0.922 0.822 0.674 0.761 
263 0.988 0.996 0.984 0.925 0.940 0.981 0.999 0.989 
264 0.152 0.012 0.041 0.243 0.629 0.262 0.001 0.085 
265 0.502 0.488 0.334 0.515 0.140 0.401 0.774 0.428 
266 0.986 0.979 0.978 0.982 0.615 0.993 0.999 0.993 
267 0.976 0.942 0.973 0.915 0.836 0.979 0.999 0.989 
268 0.721 0.553 0.369 0.202 0.210 0.780 0.427 0.604 
269 0.976 0.982 0.976 0.992 0.991 0.962 0.999 0.997 
270 0.260 0.224 0.688 0.061 0.385 0.719 0.842 0.775 
271 0.774 0.776 0.142 0.572 0.908 0.845 0.886 0.594 
272 0.973 0.957 0.975 0.989 0.847 0.985 0.998 0.975 
273 0.641 0.040 0.641 0.073 0.880 0.846 0.002 0.334 
274 0.037 0.044 0.023 0.000 0.625 0.001 0.011 0.021 
275 0.956 0.262 0.907 0.928 0.121 0.892 0.780 0.957 
276 0.275 0.413 0.840 0.721 0.721 0.900 0.988 0.831 
277 0.944 0.653 0.770 0.978 0.809 0.972 0.991 0.971 
278 0.919 0.689 0.941 0.119 0.190 0.950 0.992 0.829 
279 0.988 0.855 0.973 0.969 0.966 0.994 0.999 0.993 
280 0.767 0.493 0.915 0.939 0.068 0.977 0.995 0.922 
281 0.327 0.017 0.070 0.033 0.067 0.117 0.048 0.004 
 162 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
282 0.971 0.936 0.975 0.988 0.983 0.994 0.974 0.989 
283 0.946 0.471 0.874 0.972 0.708 0.957 0.955 0.953 
284 0.952 0.746 0.959 0.933 0.952 0.981 0.996 0.892 
285 0.933 0.770 0.959 0.169 0.102 0.913 0.997 0.989 
286 0.951 0.959 0.975 0.707 0.833 0.976 0.998 0.990 
287 0.549 0.212 0.157 0.248 0.798 0.511 0.002 0.068 
288 0.736 0.428 0.367 0.231 0.124 0.522 0.631 0.764 
289 0.963 0.905 0.974 0.991 0.965 0.992 0.988 0.983 
290 0.986 0.872 0.965 0.979 0.164 0.982 0.998 0.983 
291 0.823 0.885 0.579 0.149 0.259 0.595 0.984 0.927 
292 0.930 0.216 0.907 0.727 0.493 0.866 0.924 0.941 
293 0.928 0.444 0.510 0.963 0.763 0.980 0.950 0.929 
294 0.416 0.000 0.058 0.004 0.064 0.242 0.000 0.005 
295 0.983 0.933 0.978 0.986 0.938 0.991 0.998 0.925 
296 0.970 0.979 0.980 0.989 0.992 0.994 0.997 0.993 
297 0.955 0.410 0.867 0.852 0.682 0.965 0.895 0.933 
298 0.949 0.483 0.920 0.920 0.229 0.980 0.986 0.644 
299 0.921 0.065 0.926 0.794 0.269 0.839 0.982 0.967 
300 0.893 0.378 0.833 0.218 0.585 0.879 0.768 0.943 
301 0.178 0.185 0.243 0.549 0.914 0.901 0.000 0.890 
302 0.910 0.811 0.897 0.689 0.742 0.706 0.988 0.552 
303 0.987 0.999 0.975 0.989 0.988 0.926 0.999 0.997 
304 0.978 0.993 0.973 0.852 0.976 0.989 0.997 0.989 
305 0.948 0.386 0.936 0.972 0.989 0.985 0.864 0.978 
306 0.887 0.727 0.929 0.448 0.253 0.707 0.942 0.959 
307 0.055 0.003 0.015 0.001 0.177 0.271 0.000 0.282 
308 0.983 0.776 0.964 0.973 0.167 0.977 0.998 0.986 
309 0.760 0.145 0.016 0.555 0.560 0.867 0.260 0.100 
310 0.969 0.641 0.941 0.968 0.154 0.987 0.994 0.926 
311 0.934 0.761 0.916 0.482 0.360 0.883 0.719 0.750 
312 0.868 0.734 0.482 0.589 0.525 0.553 0.964 0.576 
313 0.980 0.987 0.983 0.937 0.989 0.991 0.980 0.982 
314 0.702 0.978 0.890 0.799 0.727 0.944 0.987 0.909 
315 0.812 0.422 0.765 0.906 0.223 0.963 0.631 0.842 
316 0.131 0.166 0.044 0.194 0.754 0.465 0.627 0.337 
317 0.729 0.168 0.345 0.262 0.897 0.861 0.970 0.361 
318 0.614 0.156 0.193 0.329 0.115 0.810 0.210 0.282 
319 0.979 0.945 0.968 0.879 0.259 0.972 0.998 0.975 
320 0.971 0.993 0.974 0.946 0.604 0.984 0.998 0.939 
321 0.976 0.937 0.974 0.990 0.846 0.988 0.999 0.984 
322 0.787 0.445 0.802 0.019 0.236 0.790 0.475 0.363 
 163 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
323 0.961 0.701 0.945 0.960 0.127 0.971 0.998 0.955 
324 0.029 0.332 0.484 0.079 0.921 0.022 0.377 0.049 
325 0.429 0.003 0.002 0.000 0.350 0.029 0.001 0.001 
326 0.951 0.765 0.957 0.984 0.669 0.982 0.955 0.975 
327 0.980 0.939 0.973 0.956 0.848 0.977 0.999 0.922 
328 0.901 0.904 0.922 0.310 0.878 0.802 0.930 0.513 
329 0.965 0.991 0.981 0.934 0.992 0.991 0.998 0.998 
330 0.938 0.551 0.947 0.975 0.969 0.957 0.996 0.947 
331 0.811 0.646 0.580 0.135 0.595 0.856 0.827 0.726 
332 0.975 0.888 0.972 0.989 0.962 0.990 0.997 0.988 
333 0.974 0.856 0.929 0.921 0.935 0.975 0.997 0.990 
334 0.982 0.944 0.970 0.987 0.841 0.988 0.998 0.994 
335 0.344 0.726 0.887 0.252 0.424 0.740 0.989 0.931 
336 0.011 0.006 0.198 0.001 0.246 0.351 0.073 0.124 
337 0.979 0.982 0.978 0.795 0.726 0.989 0.999 0.989 
338 0.771 0.173 0.884 0.898 0.121 0.954 0.945 0.881 
339 0.924 0.917 0.643 0.773 0.107 0.967 0.937 0.965 
340 0.910 0.670 0.668 0.959 0.650 0.885 0.911 0.907 
341 0.973 0.905 0.954 0.971 0.176 0.966 0.998 0.840 
342 0.959 0.830 0.960 0.918 0.974 0.989 0.973 0.986 
343 0.615 0.006 0.261 0.045 0.061 0.481 0.722 0.604 
344 0.879 0.388 0.644 0.801 0.936 0.873 0.979 0.961 
345 0.893 0.626 0.170 0.801 0.671 0.953 0.764 0.825 
346 0.986 0.985 0.964 0.982 0.275 0.968 0.966 0.976 
347 0.971 0.974 0.971 0.983 0.380 0.983 0.999 0.993 
348 0.854 0.597 0.944 0.974 0.928 0.967 0.994 0.980 
349 0.882 0.904 0.834 0.263 0.168 0.753 0.922 0.966 
350 0.980 0.998 0.982 0.989 0.947 0.991 0.998 0.992 
351 0.895 0.031 0.823 0.212 0.262 0.812 0.976 0.876 
352 0.977 0.920 0.972 0.992 0.986 0.979 0.999 0.981 
353 0.895 0.786 0.764 0.851 0.316 0.409 0.263 0.839 
354 0.790 0.172 0.346 0.605 0.818 0.873 0.057 0.915 
355 0.509 0.002 0.237 0.067 0.471 0.276 0.855 0.008 
356 0.984 0.878 0.966 0.970 0.233 0.888 0.998 0.984 
357 0.975 0.948 0.945 0.978 0.858 0.964 0.762 0.882 
358 0.973 0.956 0.975 0.987 0.941 0.962 0.998 0.946 
359 0.962 0.410 0.951 0.942 0.373 0.975 0.996 0.975 
360 0.433 0.587 0.786 0.578 0.831 0.640 0.675 0.610 
361 0.986 0.998 0.988 0.986 0.989 0.978 0.999 0.998 
362 0.444 0.467 0.623 0.051 0.462 0.389 0.270 0.026 
363 0.844 0.325 0.200 0.853 0.680 0.743 0.922 0.655 
 164 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
364 0.926 0.838 0.933 0.212 0.796 0.853 0.946 0.731 
365 0.969 0.990 0.975 0.954 0.990 0.941 0.999 0.970 
366 0.852 0.149 0.360 0.735 0.893 0.873 0.967 0.844 
367 0.987 0.984 0.981 0.989 0.991 0.983 0.999 0.979 
368 0.974 0.638 0.907 0.898 0.054 0.947 0.491 0.931 
369 0.801 0.285 0.709 0.775 0.134 0.757 0.224 0.626 
370 0.952 0.936 0.975 0.931 0.980 0.954 0.999 0.979 
371 0.479 0.009 0.063 0.111 0.113 0.732 0.003 0.005 
372 0.894 0.541 0.452 0.762 0.940 0.938 0.675 0.472 
373 0.968 0.748 0.956 0.980 0.985 0.984 0.778 0.969 
374 0.979 0.894 0.978 0.989 0.944 0.987 0.996 0.980 
375 0.135 0.017 0.071 0.340 0.138 0.561 0.385 0.126 
376 0.967 0.135 0.915 0.883 0.067 0.967 0.995 0.959 
377 0.982 0.954 0.980 0.987 0.943 0.989 0.998 0.992 
378 0.977 0.977 0.970 0.980 0.161 0.976 0.999 0.978 
379 0.886 0.178 0.903 0.739 0.908 0.933 0.813 0.941 
380 0.693 0.320 0.791 0.046 0.924 0.852 0.259 0.761 
381 0.671 0.796 0.869 0.874 0.802 0.743 0.917 0.555 
382 0.802 0.320 0.857 0.346 0.942 0.874 0.609 0.865 
383 0.733 0.091 0.056 0.229 0.154 0.096 0.946 0.758 
384 0.974 0.707 0.961 0.979 0.167 0.973 0.998 0.977 
385 0.770 0.630 0.722 0.013 0.774 0.570 0.633 0.004 
386 0.957 0.764 0.956 0.894 0.884 0.932 0.992 0.947 
387 0.984 0.997 0.982 0.992 0.943 0.984 0.999 0.974 
388 0.447 0.018 0.081 0.082 0.795 0.104 0.000 0.152 
389 0.841 0.125 0.904 0.955 0.099 0.970 0.994 0.950 
390 0.392 0.041 0.035 0.000 0.078 0.042 0.010 0.095 
391 0.944 0.988 0.965 0.696 0.895 0.943 0.997 0.958 
392 0.987 0.996 0.975 0.975 0.971 0.991 0.999 0.996 
393 0.976 0.970 0.983 0.985 0.964 0.990 0.999 0.952 
394 0.747 0.276 0.777 0.458 0.092 0.539 0.922 0.255 
395 0.223 0.015 0.468 0.041 0.165 0.775 0.021 0.457 
396 0.633 0.013 0.649 0.065 0.859 0.594 0.609 0.511 
397 0.840 0.001 0.040 0.524 0.126 0.899 0.765 0.717 
398 0.741 0.022 0.342 0.079 0.142 0.811 0.489 0.576 
399 0.765 0.348 0.866 0.043 0.742 0.927 0.976 0.134 
400 0.969 0.934 0.960 0.973 0.231 0.966 0.974 0.990 
401 0.982 0.888 0.687 0.955 0.079 0.983 0.997 0.953 
402 0.972 0.868 0.957 0.947 0.703 0.981 0.788 0.984 
403 0.976 0.851 0.963 0.855 0.385 0.982 0.997 0.969 
404 0.937 0.802 0.853 0.913 0.922 0.980 0.893 0.687 
 165 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
405 0.528 0.813 0.882 0.917 0.202 0.939 0.921 0.545 
406 0.981 0.997 0.980 0.988 0.991 0.983 0.999 0.927 
407 0.658 0.047 0.663 0.119 0.835 0.660 0.156 0.335 
408 0.952 0.685 0.931 0.514 0.119 0.977 0.967 0.944 
409 0.985 0.989 0.983 0.991 0.943 0.983 1.000 0.996 
410 0.935 0.868 0.950 0.572 0.131 0.896 1.000 0.964 
411 0.973 0.919 0.936 0.988 0.967 0.982 0.994 0.982 
412 0.975 0.988 0.977 0.971 0.876 0.969 0.999 0.992 
413 0.927 0.450 0.750 0.783 0.860 0.927 0.408 0.877 
414 0.937 0.412 0.531 0.951 0.065 0.975 0.806 0.936 
415 0.849 0.041 0.602 0.583 0.126 0.903 0.616 0.140 
416 0.947 0.734 0.921 0.980 0.964 0.975 0.996 0.975 
417 0.970 0.987 0.834 0.993 0.988 0.979 0.999 0.985 
418 0.956 0.857 0.962 0.961 0.210 0.975 0.999 0.968 
419 0.988 0.990 0.985 0.889 0.186 0.983 0.997 0.990 
420 0.976 0.932 0.976 0.871 0.868 0.988 0.998 0.991 
421 0.976 0.996 0.985 0.993 0.991 0.995 0.999 0.998 
422 0.551 0.012 0.125 0.195 0.528 0.532 0.022 0.136 
423 0.968 0.984 0.977 0.978 0.158 0.992 0.996 0.976 
424 0.778 0.033 0.196 0.515 0.321 0.752 0.032 0.682 
425 0.980 0.905 0.944 0.991 0.965 0.980 0.997 0.988 
426 0.975 0.991 0.789 0.988 0.987 0.979 0.998 0.977 
427 0.876 0.366 0.911 0.783 0.794 0.975 0.995 0.942 
428 0.932 0.953 0.879 0.978 0.934 0.843 0.996 0.797 
429 0.966 0.829 0.962 0.981 0.893 0.989 0.996 0.850 
430 0.982 0.789 0.956 0.980 0.238 0.994 0.997 0.982 
431 0.920 0.648 0.945 0.690 0.716 0.930 0.953 0.987 
432 0.972 0.954 0.979 0.991 0.930 0.994 0.999 0.989 
433 0.866 0.375 0.895 0.184 0.169 0.875 0.980 0.842 
434 0.437 0.034 0.097 0.112 0.072 0.198 0.081 0.081 
435 0.713 0.266 0.317 0.110 0.187 0.886 0.772 0.886 
436 0.961 0.885 0.894 0.910 0.726 0.985 0.996 0.976 
437 0.980 0.964 0.973 0.923 0.984 0.948 0.997 0.931 
438 0.956 0.940 0.974 0.989 0.957 0.977 0.998 0.969 
439 0.978 0.890 0.966 0.987 0.935 0.978 0.988 0.889 
440 0.008 0.006 0.085 0.080 0.885 0.408 0.004 0.381 
441 0.984 0.954 0.952 0.967 0.107 0.799 0.937 0.966 
442 0.927 0.155 0.824 0.593 0.474 0.961 0.877 0.872 
443 0.924 0.940 0.970 0.942 0.716 0.987 0.994 0.916 
444 0.959 0.646 0.917 0.982 0.957 0.952 0.973 0.986 
445 0.603 0.992 0.958 0.936 0.991 0.982 0.998 0.918 
 166 
Examinee BI 1 BI 2 BI 3 BI 4 BI 5 BI 6 BI 7 BI 8 
446 0.811 0.093 0.724 0.355 0.608 0.922 0.837 0.376 
447 0.753 0.108 0.589 0.212 0.267 0.785 0.362 0.360 
448 0.981 0.993 0.971 0.992 0.760 0.915 0.998 0.986 
449 0.830 0.089 0.724 0.800 0.133 0.804 0.648 0.304 
450 0.960 0.978 0.954 0.986 0.835 0.862 0.998 0.983 
451 0.799 0.082 0.082 0.760 0.161 0.907 0.857 0.108 
452 0.890 0.648 0.916 0.127 0.333 0.913 0.991 0.890 
453 0.705 0.889 0.668 0.976 0.925 0.913 0.997 0.986 
454 0.944 0.593 0.952 0.954 0.485 0.982 0.966 0.983 
455 0.921 0.190 0.843 0.818 0.454 0.889 0.880 0.051 
456 0.934 0.764 0.965 0.872 0.937 0.977 0.997 0.991 
457 0.701 0.933 0.937 0.970 0.946 0.954 0.995 0.836 
458 0.981 0.801 0.951 0.981 0.152 0.977 0.997 0.905 
459 0.931 0.627 0.940 0.606 0.146 0.942 0.988 0.932 
460 0.102 0.385 0.003 0.087 0.249 0.135 0.010 0.001 
461 0.925 0.547 0.628 0.806 0.794 0.964 0.924 0.747 







Fusion Model Item Parameter Posterior Distributions 
 
Figure L1.  Distributions of posterior probabilities for hk and ik for the Fusion Model for 
the Spring 2010 Statistics Examination.  Values were found using Arpeggio and plotted 
using R. 
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