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Abstract
Due to the continuous reduction in feature size of electronic devices, quantum
mechanical effects play a pivotal role in device characteristics today.
In modeling the quantum mechanical phenomena in small-scale electronic devices,
the fundamental building blocks that makeup the model for these devices are
quantum wires and quantum dots. By solving the Schro¨dinger equation, subject
to device specifications and constraints, the underlying physical properties can
be calculated numerically to a desired accuracy.
Only a few canonical problems exist that can be solved in closed-form, rendering
the determination of the solutions to the Schro¨dinger equation a most challenging
task for any realistic model.
In this thesis, a new modeling technique has been introduced to solve the Schro¨din-
ger equation for quantum wire structures, including the inhomogeneous and
anisotropic effective mass phenomenon.
v
vi
The proposed technique is based on Galerkin’s method. In contrast to exist-
ing techniques, the proposed method utilizes the eigensolutions associated with
a hierarchy of auxiliary problems, as the analyzing and synthesizing functions,
to tackle the original Schro¨dinger equation. By utilizing problem-specific basis
functions, the effectiveness of the proposed technique is shown by significantly re-
ducing the number of required basis functions for achieving convergent solutions.
The proposed technique has been applied to common isotropic and anisotropic
quantum wire structures. It is shown how the decomposition of the potential
function, defining the Hamiltonian in the Schro¨dinger equation, allows the design
of a number of independent lower-dimensional auxiliary problems, which can be
solved with comparatively less computational resources. The obtained solutions
are then employed to solve the problem of interest.
Using this method, a laterally confined periodic quantum wire model is con-
sidered, and the influence of the effective mass tensor on the Brillouin energy
dispersion diagram is investigated.
To validate the proposed method, several carefully chosen examples have been
analyzed for determining the quantum mechanical effects in quantum wire struc-
tures. The energy eigenvalues for GaAs/Ga0.63Al0.37As and Ga0.47In0.53As/InP
single quantum wire structures have been calculated and compared with existing
calculated eigenvalues in literature. An energy dispersion diagram for a peri-
vii
odic array of GaAs/Ga0.63Al0.37As quantum wires has also been calculated and
compared against an energy dispersion diagram given in literature. Excellent
agreement has been achieved.
viii
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Introduction
1.1 Background
As electronic devices become increasingly smaller, the physical nature that gov-
erns the electrical characteristics changes. In larger scale devices, the physical
model corresponding to a continuous stream of electrons had proved to be a com-
plete theory for calculating the electrical characteristics. As electronic devices
became smaller, the physical nature attributing to a continuous stream of elec-
trons was seen to becoming less valid, especially for electronic device structures
being approximately equal to and less than 100 nanometers in length [1]. For
these small-scale devices, the physics governing a single particle was proving to
predict the physical characteristics in these electronic devices.
Nanowires and other various nanoscale devices have attracted much attention,
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due to their immense potential for high performance devices and new device
functionality, for future prospects in electronic and photonic applications [2]. In
synthesizing nanostructures, the control over parameters such as the structure
morphology, impurity doping, structure sizes, chemical composition and dimen-
sions are challenges that scientists face. These challenges become more prominent
as a result of the bottom-up approach in synthesizing nanostructures, in contrast
to silicon technology which uses a top-down approach. The ability of designing
electronic and photonic devices using nanostructures, and having full control over
its operational properties, the design parameters must be well understood from
a theoretical and practical point of view [3].
The fabrication of electronic devices using nanostructures is still in the early
days of development, since the synthesis of such nanostructures is not fully un-
derstood. As it currently stands, there has been a plethora of research work
dedicated to the synthesis of new nanostructures, in search for optimized and
novel physical characteristics for new electronic device applications [4]. Since
the physical characteristics of nanostructures is mostly dependent on the geo-
metrical size, layout and material composition, much attention has been directed
towards the growth and formation of nanostructures [5], with their physical char-
acteristics being investigated experimentally and theoretically. Advancements in
crystal growth processes are allowing the realization of nanostructures, with in-
creasing control over the growth parameters [6]. For example, epitaxial growth
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techniques allow for the synthesis of nanostructures with high quality crystals,
making this technique highly suitable for fabricating electronic devices. It has
been shown that laterally and vertically ordered one-dimensional (1D) nanos-
tructures made of InGaAs/GaAs structures along the 001 direction exhibit inter-
esting physical phenomena [7]. Using a well established epitaxial method from
growing AlGaAs/GaAs heterostructures, it was observed that the introduction
of a GaAs core nanowire inside the heterostructure was able to give greater
control over the size and shape of the heterostructure [8]. InGaAs and InAsP
nanowires in ribbon-like geometries, synthesized using an epitaxial growth pro-
cess, were experimentally examined for ohmic contact resistance, electron density
and the mobility with respect to the length of the nanowires [9]. The electrical
characteristics observed in these ribbon-like geometries make them prime candi-
dates for future device applications. GaAs quantum wires (QW)s in V-groove
structures have been fabricated using a metal-organic chemical-vapor-deposition
growth technique, where the size and shape of the QWs can be precisely con-
trolled by the substrate pattern and crystal growth conditions [10]. Strained
InGaAs/GaAs nanotubes have been synthesized using molecular beam epitaxy
[11]. These nanotubes can be fabricated such that the length of the nanotube
can be accurately controlled with high reproducibility for further synthesis of
such structures. Many electronic devices with integrated nanostructures have
been experimentally examined. There are many advantages to be gained by in-
corporating various nanostructures into electronic devices.
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Prospective applications of nanostructures that are integrated into electronic de-
vices are multifaceted. Solar cells composed of quantum structures have shown
highly desirable properties in converting solar energy into electrical energy. By in-
troducing nanocrystals into photo-voltaic cells, it has been shown that the lowest
excitonic energy state can be tailored by adjusting the size of the nanocrystals
[12]. Solar cells composed of nanostructures possess the ability for fine-tuning
bands gaps, which has been shown to increase conversion efficiencies and carrier
mobility [13; 14]. Integration of nanostructures in optical devices has shown to
be advantageous, in comparison to bulk structures that are currently being used
[15; 16]. In lasing devices comprised of Si, quantum dots (QD)s have been used
in place of its bulk structure, which has been demonstrated to possess functional
and design novelties in such devices[17]. It has been reported that the QDs pro-
vided another alternative to fine-tuning the pumping level of lasers, by simply
altering the size of the QDs. In addition to the pumping level, a wavelength that
is desirable for photon emission can also be fine-tuned by adjusting the structural
parameters of the QDs [18]. Light Emitting Diodes (LEDs) have shown great ad-
vantages with the addition of nanostructures. By using amorphous Si QDs for
LED purposes, fine-tuning of the QD dimensions has lead to the ability of photon
emission for various colors [19; 20]. Research into the material composition and
size of the QDs for LED devices has lead to significant improvements in higher
luminance, current density and power efficiency [21]. With the possibilities of
controlling electron and hole transport in nanowires by a single particle, further
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advantages such as higher luminous efficiencies, integration with current technol-
ogy, are the future prospects for LEDs and other optical devices [22]. Many elec-
tron devices with integrated nanostructures have been experimentally examined.
There are many advantages to be gained by incorporating various nanostructures
into electronic devices. Single-electron devices have an interesting relation be-
tween the size of the QD and operating temperature. The dependence on the
operating temperature and the QD dimension has been investigated for p-type Si
MOSFET devices [23]. A tunable single-electron transistor has been fabricated
using Graphene nanostructures, where the carrier transport can be controlled
by temperature and bias voltage, which was shown to closely correlate to the
dimension of the nanostructures [24]. Memory and data processing devices com-
prised of nanostructures possess excellent performance characteristics, since such
devices are highly probable candidates for future computing devices. Recently,
InAs QDs embedded in GaAs/AlGaAs QW transistors have been synthesized for
memory storage operation at room temperatures [25]. Here, the retention time
was found to be directly related to the QD shape and position, and fast operation
times were also demonstrated. Similarly, a stack of nine InAs QDs, separated by
thin InP barriers, have been fabricated for memory device operations [26]. It is
demonstrated in this reference that write speeds can take place in a matter of
nanoseconds and a definite hysteresis in charging and discharging on the storage
QDs exists.
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As it has been mentioned previously, a theoretical understanding of the physical
characteristics in nanostructures is just as important as the practical knowledge
for prospective applications in electronic devices. The physical characteristics
that governs the motion of an electron (or hole) can be attained by solving the
Schro¨dinger equation. More precisely, with a chemical potential being modeled
by a potential function, the permissible energy states, and corresponding wave-
functions, can be calculated by solving the Schro¨dinger equation. However, only
a few idealized potential functions exist that can be solved with the Schro¨dinger
equation. Therefore, the determination of the solutions to the Schro¨dinger equa-
tion, for an arbitrary potential function, continues to be an ongoing problem in
research. In 1970, Esaki and Tsu introduced the concept of a quantum wire
(QW) and quantum dot (QD) [27]. Both QWs and QDs are considered to be the
fundamental building blocks for nanostructures, where most nanostructures can
be modeled using a QW or QD, or a combination of both. The QW model is
commonly used to model a particle that is confined in two dimensions and freely
propagating in the third dimension. Likewise, QDs are used when a particle is
confined to all three spatial dimensions. To model the quantum mechanical ef-
fects in nanoscale devices for electronic applications, the demand for fast, efficient
modeling techniques to calculate the quantum mechanical characteristics is very
high. A lot of methods already exist which can adequately handle the calculation
of the Schro¨dinger equation for arbitrary 1D functions. However extending these
methods to solve for two (QW) and three (QD) dimensionally confined particle
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problems becomes impractical, and impossible in some cases. With these points
in mind, the purpose of this thesis is to develop a new modeling technique for
solving the Schro¨dinger equation for a given potential function, which can be eas-
ily extended to solving the Schro¨dinger equation for two-dimensionally confined
(QW) structures without the addition of any further complexities in the method.
1.2 General Time-independent Schro¨dinger
Equation
1.2.1 3D Anisotropic Schro¨dinger Equation
The general time-independent position-dependent mass Schro¨dinger equation [28]
in three dimensions is
−~
2
2
∇Tx,y,zM−1(x, y, z)∇x,y,zψ(x, y, z) + V (x, y, z)ψ(x, y, z) = Eψ(x, y, z), (1.1)
where ~ stands for the reduced Planck constant, ∇x,y,z stands for the nabla op-
eration in three dimensions (x, y, z), and T denotes transposition. The objective
is the determination of the wavefunction ψ(x, y, z) and the total energy E, where
an electron is subject to a chemical potential modeled by V (x, y, z) and carries
an effective mass M(x, y, z).
Quantum structures, where the electron is confined to three dimensions, can be
modeled using an assembly of primitive QD structures. Solving Eq. (1.1) for prob-
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lems consisting of QD structures is mathematically and computationally challeng-
ing. Due to the potential variation and effective mass being three-dimensional
(3D), the number of boundary and interface conditions are very high and math-
ematically involved. As the structural complexity increases, the aforementioned
challenges are increased, and solving Eq. (1.1) may become very difficult and
impractical.
In solving Eq. (1.1), any interaction with other particles, the effect of spin and
other phenomena that have not been discussed here have not been considered. To
solve the target problem (Eq. (1.1)), an auxiliary problem is constructed, which
is fundamentally simpler and easier to solve. Details for the construction of the
auxiliary problem is shown in Section 1.2.3. Before delving into the construction
of the auxiliary problem, it is important to explicitly define the effective mass
tensor quantity, and show how the effective mass is incorporated into Eq. (1.1).
1.2.2 Effective Mass Regime
Consider a homogeneous but fully-anisotropic medium. Given the energy band
structure for this medium, E (k), with the wavenumber vector k = (k1, k2, k3) and
the modulus k = |k|, E (k) is expanded in the neighborhood of k0 = (k01, k02, k03)
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in a Taylor series:
E (k) = E
(
k0
)
+
∑
i
∂E
∂ki
∣∣∣∣
k0
(
ki − k0i
)
+
1
2
∑
i
∑
j
∂2E
∂ki∂kj
∣∣∣∣
k0
(
ki − k0i
) (
kj − k0j
)
+ O
(
k3
)
(1.2)
Denoting E0 = E (k
0) and ignoring the third and higher-order terms, Eq. (1.2)
reduces to
E (k) = E0 + ~
∑
i
νi
(
ki − k0i
)
+
~
2
2m0
∑
i
∑
j
(
ki − k0i
)
ηij
(
kj − k0j
)
. (1.3)
Here m0, represents the rest mass of the particle of interest. Furthermore, the
velocity vector ν and the inverse effective mass tensor η are introduced, with
their respective entries:
νi =
1
~
∂E
∂ki
∣∣∣∣
k0
(i = 1, 2, 3) (1.4a)
ηij =
m0
~2
∂2E
∂ki∂kj
∣∣∣∣
k0
(i, j = 1, 2, 3) (1.4b)
Utilizing the correspondence
ki − k0i ⇐⇒
1
j
∂
∂xi
(i = 1, 2, 3), (1.5)
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the correspondence for E(k) is
E (k)⇐⇒ E0 + ~
j
ν grad +
~
2
2m0
{−div η grad} . (1.6)
In the particular case that k0 is a local minimum
(
∂E/∂ki
∣∣∣
k0
= 0
)
, the second
term on the RHS of Eq. (1.6) vanishes and one obtains
E (k)⇐⇒ E0 + ~
2
2m0
{−div η grad} . (1.7)
Consequently, under the stated conditions, for a homogeneous fully-anisotropic
material occupying the spatial domain Ωn, the time-independent Schro¨dinger
equation reads:
~
2
2m0
{−div ηn grad}ψ + Vn (x, y, z)ψ = Eψ (1.8)
Note that while in general, the potential function Vn is position dependent, the
inverse effective mass tensor ηn is spatially invariant throughout Ωn.
Next, assume that the entire simulation domain Ω is partitioned into a series of
Nd mutually exclusive domains Ωn (n = 1, 2, · · · , Nd). Furthermore, assume that
each domain is characterized by its own specific inverse effective mass tensor ηn
and the potential energy function Vn (x, y, z). The global effective mass tensor
η (x, y, z) and the global potential function V (x, y, z) are introduced according
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to
η (x, y, z) =
∑
n
ηnIn, (1.9a)
V (x, y, z) =
∑
n
Vn (x, y, z) In, (1.9b)
where the characteristic function In has the value one if (x, y, z) ∈ Ωn and zero
elsewhere.
1.2.3 3D Isotropic Schro¨dinger Equation
Substituting the 3 × 3 identity matrix into Eq. (1.1), one arrives at the 3D
constant-mass Schro¨dinger equation,
− ~
2
2m0
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ψa(x, y, z) + V (x, y, z)ψa(x, y, z)
= Eaψa(x, y, z). (1.10)
Solving Eq. (1.10) is still a challenging task, but simpler than tackling Eq. (1.1).
Upon obtaining the calculated solutions of Eq. (1.10), the wavefunction in Eq.
(1.1) can be expressed as a series expansion with respect to the set of wavefunc-
tions obtained in Eq. (1.10), i.e.,
ψ(x, y, z) =
∑
m
αmψ
a
m(x, y, z), (1.11)
thus simplifying the mathematical and computational complexity for solving Eq.
(1.1). Furthermore, assuming that V (x, y, z) can be decomposed into the addition
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of a number of simpler (even lower-dimensional) functions, Eq. (1.10) can be
solved much easier by constructing problem-specific auxiliary problems, which
are easier to solve.
1.2.4 2D Anisotropic Schro¨dinger Equation
Assuming that V (x, y, z) and M(x, y, z) do not vary along the z-direction; from
Eq. (1.1), the time-independent position-dependent mass Schro¨dinger equation
in two dimensions is
−~
2
2
∇Tx,yη(x, y)∇x,yψ(x, y) + V (x, y)ψ(x, y) = Eψ(x, y), (1.12)
where ∇x,y refers to the nabla operation in two dimensions (x, y) and T stands for
transposition. The function η(x, y) stands for the inverse effective mass tensor,
η(x, y) =M−1(x, y). (1.13)
Since V (x, y) is confined in two dimensions, the quantum structures that are
considered can be generically referred to as QWs.
Solving Eq. (1.12) for complex QW structures can still be a challenging problem.
Traditionally, the quantum structure is split into sub-domains where the potential
and material variation is constant or linear in each sub-domain. Solving the
Schro¨dinger equation for each sub-domain can be accomplished with relative ease.
Ensuring that the sub-domain solutions at the junction of each region satisfy
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the continuity conditions, a global solution is obtained. As the complexity of
QW models increase, the number of interface conditions increases, rendering the
determination of ψ(x, y) and E very difficult, and perhaps impractical.
The motivation behind this thesis is to develop a technique that can cater for the
ever-increasing complexity of QW (and possibly QD) structures. In achieving
this, the wavefunctions for the target problem (Eq. (1.12)) are expanded in
terms of an orthonormal and complete set of functions. This set of functions
is calculated from a problem-tailored auxiliary problem that is suitably derived
from the target problem. The idea is that the constructed auxiliary problem
is easier to solve than the target problem, where the auxiliary problem retains
certain characteristics of the target problem. Repeating this process, the auxiliary
problem can be solved by constructing a second auxiliary, which is simpler to solve
than the first auxiliary problem. In this fashion, a series of auxiliary problems
can be constructed, such that the most fundamental problem, within the series of
auxiliary problems, can be reduced to a simple 1D problem. Typically, the most
fundamental auxiliary problem should be constructed such that its solutions are
easily obtainable, preferably in closed-form.
The general scheme for the construction of a series of auxiliary problems, for
tackling anisotropic QW problems, as introduced in this section, is shown in the
following sections. Each of these sections explains how auxiliary problems are
constructed from their predecessor target problem.
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1.2.5 2D Isotropic Schro¨dinger Equation
Replacing η(x, y) with the 2× 2 identity matrix, Eq. (1.12) reduces to
− ~
2
2m0
(
∂2
∂x2
+
∂2
∂y2
)
ψa(x, y) + V (x, y)ψa(x, y) = Eaψa(x, y). (1.14)
Here, Eq. (1.14) serves as the auxiliary problem for the target problem (Eq.
(1.12)). The auxiliary problem constructed here has preserved the potential func-
tion, but ensures an isotropic medium with a constant mass, m0.
Solving Eq. (1.14) can still be a challenging task depending on the structure of
the QW problem. Upon obtaining ψa(x, y), the wavefunction in Eq. (1.12) can
be expressed as a series expansion in terms of ψa(x, y); i.e.,
ψ(x, y) =
∑
m
αmψ
a
m(x, y), (1.15)
which greatly simplifies the task of solving Eq. (1.12).
To simplify the task of solving Eq. (1.14), the next section shows how a hierarchy
of 1D auxiliary problems can be constructed.
1.2.6 Hierarchy of 1D Schro¨dinger Equations
Generally speaking, V (x, y) cannot be spatially decoupled; i.e., V (x, y) 6= V (x)+
V (y), thus making Eq. (1.14) challenging to solve. If V (x, y) could be spatially
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decoupled, then the Schro¨dinger equation could be separated into its spatial con-
stituents, and solved separately for each dimension.
For the idealized QW structures that are considered in this thesis, and assuming
that V (x, y) cannot be spatially decoupled, V (x, y) can be expressed as
V (x, y) = VCH(x, y) + VB(x), (1.16)
where VCH(x, y) is the potential function characterizing the QW inside the chan-
nel region and VB(x) is the potential function characterizing the QW outside the
channel region; i.e. barrier region. Substituting Eq. (1.16) into Eq. (1.14) yields
another two auxiliary problems, one being 1D and the other being quasi-1D. The
1D auxiliary problem arising from the substitution of Eq. (1.16) is
− ~
2
2m0
d2
dx2
ψB(x) + VB(x)ψ
B(x) = EBψB(x). (1.17)
This auxiliary problem can be considered independently from the target problem
(Eq. (1.14)), since it contains no dependence on the y-direction. Section 1.2.7
deals with an additional auxiliary problem to assist in solving Eq. (1.17).
Although VCH(x, y) is strictly a two-dimensional (2D) function, it can be treated
as a quasi-1D function, since
VCH(x, y) = f(x)V (y), (1.18)
Introduction 16
where V (y) is an arbitrary potential function, and
f(x) =
{
1 x ∈ “Channel Region′′
0 x ∈ “Barrier Region′′. (1.19)
In view of the quasi-1D nature of VCH(x, y), the second auxiliary problem for Eq.
(1.14) is
− ~
2
2m0
d2
dy2
ψCH(y) + V (y)ψCH(y) = ECHψCH(y), (1.20)
which can also be considered independently from the target problem. For most
of the QW structures considered in this thesis, V (y) is periodic; i.e., V (y+ P ) =
V (y), where P denotes the length of a period. In this case, a further auxiliary
problem is not necessary since the Schro¨dinger equation can be solved relatively
easily using Galerkin’s method. Galerkin’s method is explained in Section 1.2.8,
and is applied to a periodic problem in Section 1.2.9. However if V (y) is an
arbitrary function, then an auxiliary problem can be constructed to assist in the
solution of Eq. (1.20), which is shown in Section 1.2.7.
In calculating the wavefunctions for Eq. (1.14); if the form of the wavefunction
is
ψa(x, y) =
∑
m,n
αmnψ
B
m(x)ψ
CH
n (y), (1.21)
solving Eq. (1.14) can be greatly simplified.
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1.2.7 Arbitrary 1D Schro¨dinger Equation
Consider the 1D Schro¨dinger equation
− ~
2
2m0
d2
dx2
ψT (x) + V (x)ψT (x) = ETψT (x), (1.22)
where V (x) is an arbitrary potential function, and the superscript T stands for
the target problem. To solve Eq. (1.22), an auxiliary problem can be constructed
such that its solutions are easily obtainable.
If V (x) is differentiable to the second order, a new potential function V a(x) can
be constructed by taking a Taylor series expansion of V (x) at a local minimum,
xmin:
V a(x) = V (xmin) +
V ′′(xmin)
2
(x− xmin)2 (1.23)
The Schro¨dinger equation for V a(x) is
− ~
2
2m0
d2
dx2
ψa(x) + V a(x)ψa(x) = Eaψa(x), (1.24)
which is the quantum harmonic oscillator problem, and has solutions which are
obtainable in closed-form, as given in Section 1.2.10.
Expanding ψT (x) in a series expansion with respect to the set of wavefunctions
{ψam(x)},
ψT (x) =
∑
m
αmψ
a
m(x), (1.25)
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determining solutions for Eq. (1.22) can be greatly simplified. However, if V (x)
is not differentiable; e.g., a piecewise constant or linear function, the parameters
xmin, V (xmin) and V
′′
(xmin) can be determined manually by matching V
a(x) to
mimic V (x) as best as possible.
1.2.8 Galerkins Method
The Galerkin method is a numerical technique for solving partial differential
equations subject to given boundary conditions [29]. This method is similar to the
method of weighted residuals, but differs in the selection of weight/test functions.
In this thesis, the Galerkin method is used extensively in solving the Schro¨dinger
equation. Therefore, an introductory section is devoted here to briefly explain
the method.
Consider the differential equation
L[y(x)] + f(x) = 0, (1.26)
where L is some differential operator acting on the function to be determined,
y(x) and f(x) are given functions. Assume that {ϕn(x)}∞n=0 constitute a complete
set of functions in the vector space v. Any function in v can be uniquely expressed
as a linear combination of ϕn(x).
Proceeding with the method of weighted residuals, the solution of Eq. (1.26) can
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be written as
y˜(x) =
N∑
n=0
αnϕn(x), (1.27)
where N is an approximately chosen upper limit and αn’s are a-priori unknown
constants. Substituting Eq. (1.27) into Eq. (1.26) and exchanging the order of
the operator and summation results in
N∑
n=0
αnL[ϕn(x)] + f(x) = R(x), (1.28)
where R(x) is the residual. Next, Eq. (1.28) is multiplied by an arbitrary weight-
ing function, w∗m(x); a member of a family of complete functions
{wm(x) | m = 0, 1, · · · , N}. With Eq. (1.28) multiplied by w∗m(x), the equation
is integrated over the domain x ∈ [a, b]:
∫ b
a
dxw∗m(x)R(x) = 0 (1.29)
The method of weighted residuals relies on an appropriate construction of y˜(x),
such that Eq. (1.29) is satisfied for m = 0, 1, · · · , N .
As already stated, Galerkins method is similar to the method of weighted residu-
als, but differs in the selection of weight/test functions. In Galerkins method, the
weight functions are selected from the set of basis functions, {ϕn(x)}Nn=0. There-
fore, if wm(x) = ϕm(x) for m = 0, 1, · · · , N , from Eq. (1.29), N linear equations
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are constructed such that
∫ b
a
dxϕ∗m(x)
{
N∑
n=0
αnL[ϕn(x)] + f(x)
}
= 0. (1.30)
Exchanging the order of summation and integration, Eq. (1.30) becomes
N∑
n=0
αn
∫ b
a
dxϕ∗m(x)L[ϕn(x)] = −
∫ b
a
dxϕ∗m(x)f(x). (1.31)
Defining
Amn =
∫ b
a
dxϕ∗m(x)L[ϕn(x)] (1.32)
and
bm = −
∫ b
a
dxϕ∗m(x)f(x), (1.33)
Eq. (1.31) can be written in the following form:
N∑
n=0
Amnαn = bm (1.34)
for m = 0, 1, · · · , N , or more compactly,
Aα = b. (1.35)
Using a linear solver, Eq. (1.35) can be solved to determine the coefficients αn.
Upon calculating the coefficients, an approximate solution to Eq. (1.26) can be
constructed by substituting the calculated coefficients αn (n = 0, 1, · · · , N) into
Eq. (1.27).
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1.2.9 1D Periodic Problem
Since the 1D periodic problem is paramount to the QW structures considered in
this thesis; the procedure, using Galerkin’s method as shown in Section 1.2.8, to
solve the Schro¨dinger equation for such a problem is shown here. Traditionally,
the method used for solving the Schro¨dinger equation for a periodic lattice is the
Kronig Penney model. Here, a periodic unit cell is considered and each piece-
wise constant segment is separated into sub-domains. Solving each sub-domain
separately, a global solution is obtained by ensuring the continuity conditions are
satisfied at the sub-domain interfaces. Using Galerkin’s method, one can bypass
the partitioning of the periodic cell and make the enforcement of the continuity
conditions totally redundant.
Taking the standard 1D Schro¨dinger equation, transformed into the xˆ domain
using xˆ = x/P and ψ(x) = ψˆ(xˆ); the normalized Schro¨dinger equation in the xˆ
domain is
− 1
4pi2
d2
dxˆ2
ψˆ(xˆ) + Vˆ (xˆ)ψˆ(xˆ) = Eˆψˆ(xˆ), (1.36)
where Vˆ (xˆ) and Eˆ are normalized such that Vˆ (xˆ) = V (x)/E0 and Eˆ = E/E0,
where E0 = ~
2/2m0(2pi/P )
2. Here, P denotes the period length. Since Vˆ (xˆ) =
Vˆ (xˆ+ 1), the potential function can be defined such that
Vˆ (xˆ) =

0 Lˆ/2 ≤ |xˆ| ≤ 1/2,Vˆ0 − Lˆ/2 < xˆ < Lˆ/2, (1.37)
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where Lˆ is the normalized width of the barrier. The periodic potential function
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Figure 1.1: The periodic potential function. Here Vˆ (xˆ) = 1.0, Lˆ = 0.5 and P = 4.
is shown in Figure 1.1. Since Vˆ (xˆ) is periodic, the wavefunction can be expressed
in the form of a periodic and propagating function using Bloch’s theorem:
ψˆ(xˆ) = uˆ(xˆ)ej2pikˆxˆ (1.38)
Here, uˆ(xˆ) = uˆ(xˆ+1) and the normalized wavenumber has been introduced such
that kˆ = kP/2pi. Since uˆ(xˆ) is periodic, this function can be expanded using a
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Fourier series, where Eq. (1.38) leads to
ψˆ(xˆ) =
∞∑
n=−∞
αne
j2pi(n+kˆ)xˆ, (1.39)
where αn are a-priori unknown coefficients. The method used here to determine
the coefficients and energy values is Galerkin’s method. In view of this method,
Eq. (1.39) is substituted into Eq. (1.36), where
∞∑
n=−∞
αn[n+ kˆ]
2ej2pi(n+kˆ)xˆ + Vˆ (xˆ)
∞∑
n=−∞
αne
j2pi(n+kˆ)xˆ
= Eˆ
∞∑
n=−∞
αne
j2pi(n+kˆ)xˆ. (1.40)
Choosing the n¯th test function as ej2pi(n¯+kˆ)xˆ, Eq. (1.40) is multiplied by the n¯th
test function and integrated over one period:
∞∑
n=−∞
αn
(
n+ kˆ
)2 ∫ 1/2
−1/2
dxˆej2pi(n−n¯)xˆ + Vˆ0
∞∑
n=−∞
αn
∫ Lˆ/2
−Lˆ/2
dxˆej2pi(n−n¯)xˆ
= Eˆ
∞∑
n=−∞
αn
∫ 1/2
−1/2
dxˆej2pi(n−n¯)xˆ (1.41)
The integrals in this equation can be solved straightforwardly. Evaluating the
integral that is bounded by the entire period,
∫ 1/2
−1/2
dxˆej2pi(n−n¯)xˆ = sinc[pi(n− n¯)] = δn¯n, (1.42)
where δn¯n stands for the Kronecker delta symbol, and is equal to unity when
n = n¯ and equal to zero when n 6= n¯. The sinc function here is defined as
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sincx/x. The integral that is bounded by the width of the potential barrier gives
∫ Lˆ/2
−Lˆ/2
dxˆej2pi(n−n¯)xˆ = sinc[piLˆ(n− n¯)]. (1.43)
Substituting these integrals into Eq. (1.41), one obtains
∞∑
n=−∞
αn(n + kˆ)
2δn¯n + Vˆ0Lˆ
∞∑
n=−∞
αnsinc[Lˆpi(n− n¯)] = Eˆ
∞∑
n=−∞
αnδn¯n. (1.44)
Defining a matrix A such that its elements are given as
An¯n = (n + kˆ)
2δn¯n + Vˆ0Lˆsinc[Lˆpi(n− n¯)], (1.45)
Eq. (1.44) can be simplified into the form of an eigenvalue problem, where
Aα = Eˆα. (1.46)
Here, the matrix A can be diagaonalized to find the eigenvalues and eigenvectors
of the system. Since the matrix A is dependent on kˆ, Eq. (1.46) needs to be
solved for each discrete value of kˆ. Once the eigenvectors are known, they can be
substituted into Eq. (1.39) to obtain the wavefunctions.
1.2.10 Quantum Harmonic Oscillator Problem
The quantum harmonic oscillator problem plays an important role in this thesis,
as it represents the most fundamental auxiliary problem for solving more com-
plex 1D problems. To fix the notation, the quantum harmonic oscillator (QHO)
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problem is briefly shown here. The Schro¨dinger equation for the QHO is
− ~
2
2m0
d2
dx2
ψ(x) + V h(x)ψ(x) = Eψ(x), (1.47)
with
V h(x) = Vmin +
κ(x− xmin)2
2
, (1.48)
κ denoting the curvature, xmin denoting the shift along x and Vmin denoting the
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Figure 1.2: The harmonic oscillator potential function, showing the curvature κ,
shifted along x by xmin and vertically by Vˆmin. Here, κ = 2.0, xmin = 1.0 and
Vˆmin = −2.0
vertical shift of the potential function, as shown in Figure 1.2. Using the variable
transformation x =
√
αξ and ψ(x) = ϕ(ξ), Eq. (1.48) is substituted into Eq.
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(1.47), which yields
−1
2
d2
dξ2
ϕ(ξ) +
κα(ξ − ξmin)2
2E0
ϕ(ξ) =
(
Eˆ − Vˆmin
)
ϕ(ξ). (1.49)
Here Eˆ = E/E0 and Vˆmin = Vmin/E0. The coefficient in front of (ξ− ξmin)2 must
become 1/2 in order to simplify the differential equation. This can be achieved
by setting
α =
~√
m0κ
, (1.50)
which in turn leads to
E0 = ~
√
κ
m0
. (1.51)
Upon taking the selection of α and E0 into consideration, the differential equation
can be written as
[
−1
2
d2
dξ2
+
(ξ − ξmin)2
2
]
ϕ(ξ) =
(
Eˆ − Vˆmin
)
ϕ(ξ). (1.52)
By solving Eq. (1.52), the nth normalized energy eigenvalue can be determined;
Eˆn =
(
n+
1
2
)
+ Vˆmin, (1.53)
where the associated wavefunctions are
ϕn(ξ) =
1
4
√
piα
√
2nn!
H¯n(ξ − ξmin)e−(ξ−ξmin)2/2. (1.54)
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Accordingly in the x-domain, the wavefunctions are
ψn(x) =
1
4
√
piα
√
2nn!
Hn(x− xmin)e−(x−xmin)2/2α, (1.55)
where H¯n(ξ) and Hn(x) stand for the n
th Hermite polynomial with respect to ξ
and x, respectively.
1.3 Testing and Verification
Verification of the calculated solutions, for the problems considered in this thesis,
is demonstrated in two different ways. Section 1.3.1 explains how all the 1D
auxiliary problems can be tested, and Section 1.3.2 explains the how the QW
structures, considered in this thesis are verified.
1.3.1 1D Problems
All 1D problems that have been solved in this thesis can be verified and tested
against existing methods in literature. To verify the proposed method for solving
the 1D Schro¨dinger equation, an arbitrary potential function given in literature
is considered. Using the proposed method, the eigenstates and wavefunction for
the Schro¨dinger equation are calculated. By implementing existing methods, the
solutions to the Schro¨dinger equation for the arbitrary potential function are also
calculated. The existing techniques that are implemented here are the Wentzel,
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Kramers and Brillouin (WKB) method [30], the modified airy function (MAF)
method [30] and a modified WKB technique [31].
The eigenvalues and wavefunctions calculated from each existing method showed
excellent agreement with the calculated solutions using the proposed method.
1.3.2 QW Problems
There are a few QW structures that are considered in this thesis.
The first QW structure that is considered is an isotropic finite-barrier, periodic
QW structure. Here, the Brillouin energy dispersion diagrams and selected wave-
functions are calculated for various configurations of the QW structure. By ad-
justing certain parameters in the QW model, the QW can be reduced to a simple
1D periodic problem, which is shown in Section 1.2.9. At each stage in varying
the parameters of the QW model, the transition in the Brillouin energy disper-
sion diagram is critically analyzed to ensure a smooth transition between each
limiting case.
The second QW structure that is considered is an anisotropic infinite-barrier,
periodic QW structure. Again, the solution of the Schro¨dinger equation for such
QW structures is given by showing the energy dispersion diagram and selected
wavefunctions. Verification of the calculated results is shown by annotating the
interface conditions at the junction of two dissimilar regions. One of the advan-
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tages of the introduced method is that all interface conditions between dissimilar
regions are naturally satisfied.
Lastly, the third QW structure is the same as the first structure considered,
however, it is anisotropic. Selecting various QW structures available in literature,
the proposed method was used to repeat the Brillouin energy dispersion diagrams,
energy eigenvalues and wavefunctions that have been calculated in literature,
using existing methods. The solutions calculated here with the proposed method
showed identical results with literature, verifying that the proposed method is
valid.
1.4 Thesis Organization
In Chapter 2, a new technique based on Galerkin’s method is introduced to solve
the 1D Schro¨dinger equation for an arbitrary potential well-type problem. The
proposed method is verified and compared against three comparison techniques
that are also given in this chapter.
Using the proposed method, an isotropic periodic QW with finite height walls is
considered in Chapter 3. The Brillouin energy dispersion diagrams are calculated
and shown for different variations in the structural parameters of the QW model.
The wavefunctions, at chosen wavevectors, are given to show the formation of
minigaps and degenerate energy states in the Brillouin diagrams.
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Chapter 4 is devoted to solving the position-dependent mass Schro¨dinger equation
for a fully-anisotropic and inhomogeneous QW with infinite confining walls. The
semi-analytical form of this QW model permits the analysis of the impact of the
effective mass on the Brillouin diagram. Studying the effect of the effective mass
tensor components, the Brillouin diagram is given for each case, where they are
compared with the isotropic dispersion diagrams.
Chapter 5 extends on the preceding chapter by considering the fully-anisotropic
and inhomogeneous QW with finite confining walls. This problem is markedly
different from the preceding chapter since the basis functions that are used here
for the lateral direction are not given in closed-form. Several examples from
literature are repeated using the proposed method. The calculated results show
excellent agreement with those calculated in literature.
To conclude the thesis and to set the areas for future work, Chapter 6 discusses
the key aspects to the proposed method and its application to fully-anisotropic
QW structures. Specific areas of improvement and further applications for the
proposed method are also discussed.
1.4.1 Chapter 2: A Problem-tailored Numerical Method
A new method has been devised to solve the 1D Schro¨dinger equation for an arbi-
trary potential function. Most existing methods require splitting the simulation
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domain into regions or partitioning the potential function into finite segments.
Thereby, independent solutions are constructed in each region or finite segment,
where boundary and interface conditions are satisfied to determine a global so-
lution. Spectral methods have been employed to solve such problems, to bypass
the splitting or segmenting of the simulation domain. Thereby, the wavefuncton
is expanded in terms of appropriately selected basis functions, and the resulting
equation is transformed into the spectral domain to determine the eigenpairs of
the system. Depending on the choice of basis functions, the number of expansion
terms required to obtain convergent solutions can be excessively large. The pro-
posed method overcomes these shortcomings by designing an auxiliary problem
which mimics the boundary value problem of interest. The involved operator in
the auxiliary problem is hermitian, a property which ensures the existence of a
complete set of localized eigenfunctions and their associated positive eigenval-
ues. The method is Galerkin-type and uses the solutions of the auxiliary problem
as analyzing- and testing functions. Validity of the proposed method is tested
by solving two different types of 1D problems available in literature, using the
proposed method and well-established alternative methods.
Introduction 32
1.4.2 Chapter 3: The Isotropic 2D Finite-wall Quantum
Wire
This chapter is devoted to the rigorous analysis of QW problems, under fairly
realistic settings. Introducing the position-dependent velocity vector ν(x, y), the
inverse effective mass tensor η(x, y) and the scalar potential energy function
V (x, y), the general 2D problem, P2D, for tackling QDs and QWs is formulated.
The proposed approach is based on a 2D problem-tailored auxiliary problem,
Qaux2D . The solution of Q
aux
2D itself relies on the construction and solution of a
series of 1D auxiliary problems in the x-direction (Qaux1D,1 and Q
aux
1D,2) and in the
y-direction (Qaux1D (periodic)). The task in this chapter consists of introducing
the methodology, constructing and solving Qaux1D,1, Q
aux
1D,2 and Q
aux
1D (periodic), and
therefore Qaux2D . The latter solution will serve to tackle P2D, which is the topic of
Chapter 5. A glimpse of the numerical results, including Brillouin band diagrams
and the spatial distributions of the eigenfunctions, demonstrates the versatility
and power of the proposed method, introduced in Chapter 2.
1.4.3 Chapter 4: The Anisotropic 2D Infinite-wall Quan-
tum Wire
A rigorous technique, devised from Chapter 2, has been introduced for calcu-
lating the energy bands of laterally confined QW structures, consisting of al-
ternating segments of dissimilar and fully anisotropic materials. The proposed
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method introduces an efficient expansion technique by constructing tailored aux-
iliary problems that closely mimic the problem of interest. This procedure reme-
dies typical shortcomings of conventional techniques, such as the involvement of
a large number of expansion terms, usually required to achieve convergent re-
sults. Additionally, the continuity conditions at the junction of dissimilar regions
are naturally satisfied, making the enforcement of continuity conditions between
interfacing solutions obsolete. The calculations presented here account for diag-
onally anisotropic effective mass tensor components. A detailed discussion of the
effects of the effective mass tensor components on the computed energy bands
concludes the chapter.
1.4.4 Chapter 5: The Anisotropic 2D Finite-wall Quan-
tum Wire
In Chapter 3, a method was introduced to solve the Schro¨dinger equation for 2D
isotropic QW structures. This chapter extends the introduced concepts to solve
for anisotropic QW structures, with finite-wall barriers, within the effective mass
regime. The solutions to the isotropic QW problem from Chapter 3, constituting
an orthonormal and complete system of functions will serve as the trial functions
for the anisotropic QW problem. The numerical results obtained by applying the
proposed methods are compared against several data sets available in literature.
Excellent agreement has been achieved. Furthermore, a performance analysis of
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the methods clearly testify the superiority of the introduced method.
1.5 Computational Platforms
The calculations carried out in this thesis were programmed and simulated using
Python, which is an interpreted programming language. The scientific functions,
required for the calculations, were utilized from Numpy and Scipy, which are
open-source scientific modules written for python. Matplotlib is the package
used for plotting all the 2D plots, which is also an open-source plotting package
written for python, based on MATLAB. The 3D plots were created using GNU
Octave, which is an open-source interpreted language, based on MATLAB. All
simluations were performed on a HP Z800 workstation, consisting of a single
hex-core processor, running at 2.6GHz with 12Gb of RAM.
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Chapter 2
A Problem-tailored Numerical
Method
2.1 Introduction
There are many methods that have been devised specifically for solving the
Schro¨dinger equation. Some of the most prominent methods and their pitfalls
will be briefly reviewed here. Perhaps one of the earliest methods for calculating
approximate discrete energy values is the variational technique [32; 33]. Here, an
orthonormal set of wavefunctions is chosen that has an adjustable parameter, or
variational parameter, which can be tuned to better suit the problem at hand.
Depending on the energy state being calculated, one of the wavefunctions from
the orthonormal set of functions is selected as a trial solution. Substituting the
trial solution, the Schro¨dinger equation is simplified to calculate a value for the
37
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energy state of interest. Adjusting the variational parameter, the same process is
repeated, leading to an updated energy value. Accordingly, another value is cal-
culated for the same energy state. The process is finished once a minimum value
is found from the set of calculated energy values, which is the closest approximate
value to the exact energy value.
One of the most well-known methods for calculating approximate energy values
and wavefunctions is the Wentzel, Kramers and Brillouin (WKB) method. This
method is viewed as a semi-classical technique since the solutions are derived
from a power series expansion with respect to the reduced Planck constant [34].
Typically, only the first two terms in the power series are considered for the
derivation of the WKB solutions. The resulting eigenvalues can be very accurate.
However, the associated wavefunctions suffer from singularities at the turning
points (A turning point is defined as a position in space where the total energy
equals the potential energy). Taking more terms in the power series is one ap-
proach to overcome this major pitfall, but doing so leads to solving a non-trivial
problem, obscuring the utility of the method. Other techniques related to the
WKB method have been proposed to eliminate the divergence behavior of the
solutions at the turning points and improve the accuracy of the results. However,
the methods are not straightforward to implement [35]. Along similar lines, a
modified WKB (MWKB) method has been proposed [31]. The MWKB method
starts with a different form of the general solution, which satisfies an arbitrary
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Schro¨dinger equation. This method derives approximate wavefunctions that are
continuous over the turning points, and results in eigenvalues that are identical to
the original WKB method, by mapping the independent variable of the auxiliary
problem onto the variable of the target Schro¨dinger equation. Of similar nature
to the WKB and MWKB methods is the modified airy function (MAF) method
[36; 37]. As its name implies, the MAF method seeks to determine approximate
solutions of the Schro¨dinger equation in the form of an airy function. The MAF
wavefunctions are also continuous over the turning points, which is due to the
airy function itself being well-behaved and continuous over the turning point for
a linear potential. The biggest advantage of the MAF method is that, unlike the
WKB solutions, the calculated wavefunctions are devoid of singularities. How-
ever, the calculated eigenvalues are not as accurate as those obtained by the WKB
and MWKB methods.
A further method that has received considerable attention is the transfer matrix
method [38]-[40]. Here, the potential function is divided and approximated into
linear or constant discrete segments within an enclosed range, where an indepen-
dent general solution is determined for each segment. A transfer matrix is derived
such that the wavefunction coefficients at both ends of a segment are related to
those in their neighboring segments, by imposing interface conditions between
adjacent solutions. By cascading the transfer matrices, the interface conditions
for the entire domain are satisfied. However, depending on the usage of a linear
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segment or constant segment approximation, there are challenges in this method
that need to be tackled case-by-case. Since the linear segment approximation
uses airy functions, numerical overflow problems are significant when the gradi-
ent of the potential is almost zero [41; 42]. The free-wave solutions, which are
used with the constant segment approximation, are better suited for potential
functions with small gradients, but are not well-suited to steep gradients in the
potential [43].
The Numerov method is another technique that has received considerable atten-
tion for solving the Schro¨dinger equation. This method is classified as a linear
multi-step method of the fourth order [44]. The Numerov method, and its vari-
ants; i.e., exponentially-fitted methods [45], calculate solutions for the wavefunc-
tion in a point-wise manner. In calculating the solution, the solution related to
the previous two sampling points of the variable must be known, or previously
calculated. Therefore, to begin calculating the solution, a few starting values
are required. The latter requirement and the introduction of artificial boundary
terms are among undesirable attributes of this method.
Numerical methods based on spectral analysis have been used, in various forms,
to calculate solutions to the Schro¨dinger equation [46]. Thereby, the space do-
main is transformed into the spectral domain, resulting in a system matrix that is
subsequently diagonalized to determine the eigenvalues and their associated eigen-
vectors of the problem. Some of the prominent spectral methods include Fourier-
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based analysis [47; 48], method of weighted residuals, and Galerkins method
[49]. Since most of the calculations using spectral methods are performed in the
spectral domain, the discretization in the space domain has no bearing on the
convergence of the calculated solutions. Rather, the convergence is dependent on
the number of terms considered in the series expansion. However, depending on
the choice of basis functions, a large number of terms may be required to ensure
the solutions have the desired accuracy. This can be an issue when using any
spectral method, when applied to any real-world problem.
There is at least one of the following short-comings in the aforementioned meth-
ods, that the authors will address in the proposed method: Artificial boundary
conditions are commonly introduced to truncate the simulation domain, which
allow for simpler calculations. However, introducing these conditions may lead
to a loss of accuracy in the calculated solutions, particularly for quasi-bound so-
lutions and solutions which exhibit long decay lengths. The potential function
is often divided into a discretized grid or partitioned region, where independent
solutions can be determined for each segment or region. This approach works fine
for simple idealized potential functions. However, it but becomes quite laborious
when non-idealized realistic potential functions are considered. This is partly
due to the number of interface conditions that need to be satisfied. In spectral
methods, if the employed basis functions are not well-matched to the problem of
interest, the number of basis functions, required to obtain convergent solutions,
A Problem-tailored Numerical Method 42
may become excessively large.
In this chapter, a new method has been introduced which aims at overcoming the
aforementioned computational shortfalls. The technique is based on Galerkin’s
method, where the trial function is expanded in terms of an orthonormal set of
basis functions, which are constructed from a problem-tailored auxiliary equa-
tion. The potential function in the auxiliary problem must be selected such that
the resulting solutions are easily obtainable. More precisely, the potential func-
tion should be designed such that the fundamental characteristics of the target
problem are maintained; at the same time, the resulting auxiliary problem is con-
siderably easier to solve. By taking the residuum between the target and auxiliary
equations, the resulting equation becomes free of any explicit differential terms,
which can then be easily manipulated to create a system matrix. The resulting
matrix can be solved for the energy eigenvalues and eigenvectors for the problem
of interest. The WKB, MAF and MWKB methods have been employed to test
the performance of the proposed technique.
This chapter is organized as follows: In Section 2.2, the objective of this chapter is
clearly stated. A brief analysis of the comparison methods are shown in Section
2.3. Section 2.4 describes the proposed method. To gauge the validity of the
proposed method, application of this method and the WKB, MAF and MWKB
methods to two different types of one-dimensional problems are presented in
Section 2.5.
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2.2 Statement of the Problem
From Eq. (1.22), the time-independent Schro¨dinger equation in one dimension is
− ~
2
2m0
d2
dx2
ψ(x) + V (x)ψ(x) = Eψ(x), (2.1)
where ~ and m0 denote the reduced Planck constant and the electron rest mass,
respectively. Here, an electron (or hole) is subject to the potential V (x), while
the total energy is denoted by E. The wavefunction is denoted by ψ(x). The
objective is to determine the eigenpairs of the associated normalized Schro¨dinger
equation, subject to the potential function Wˆ (ξ), with Wˆ (ξ) = W (ξ)/E0, and
W (ξ) = V (x):
−1
2
d2
dξ2
ϕ(ξ) + Wˆ (ξ)ϕ(ξ) = Eˆϕ(ξ) (2.2)
Furthermore, Eˆ = E/E0. The value of E0 will be fixed momentarily. In the tran-
sition from Eq. (2.1) to Eq. (2.2), the independent variable has been transformed
such that x =
√
αξ, with α being a constant to be determined yet. The energy
norm E0 has been conveniently chosen to be E0 = ~
2/(m0α).
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2.3 Comparison Techniques
2.3.1 The WKB Method
This method aims at estimating the eigenpair solutions of Eq. (2.1), where E
is a-priori known by a condition constructed from connecting the solutions from
each sub-region together [30]. The WKB wavefunction for a freely propagating
particle is
ϕ(ξ) = exp
[
i√

A(ξ)
]
, (2.3)
where A(ξ) is a function to be determined, and  = E0. Substituting Eq. (2.3)
into Eq. (2.2), and multiplying all terms by , an equation for the determination
of A(ξ) is obtained:
−[A′(ξ)]2 + i√A′′(ξ) + 2[E −W (ξ)] = 0 (2.4)
It should be noted that the non-normalized forms of the total energy E and po-
tential function W (ξ) have been used. This is due to the WKB method requiring
a small parameter to expand A(ξ). If  approaches zero, Eq. (2.4) simplifies and
a rudimentary approximate solution for A(ξ) is obtained. In this limit, A(ξ) can
be expanded in a power series using the parameter . One obtains
A(ξ) =
∞∑
n=0
n
√
An(ξ). (2.5)
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Due to the involved nature of calculating the higher order terms, only the first
two terms of the power series are usually considered. Restricting the calculation
to the first two dominant terms, upon substituting Eq. (2.5) into Eq. (2.4) results
in
2
√
A′0(ξ)A
′
1(ξ)− i
√
A′′0(ξ) + [A
′
0(ξ)]
2 − 2[E −W (ξ)] = 0. (2.6)
The solutions for A0(ξ) and A1(ξ) are determined as follows. Consider the term
A0(ξ) in Eq. (2.5). When this is substituted into Eq. (2.4), only the last two
terms in Eq. (2.6) are created, leading to a solution for A0(ξ). Before A0(ξ)
is derived, it is necessary to define a turning point ξtp, where E −W (ξtp) = 0.
Additionally, the sign of the gradient for W (ξtp) plays an important role. It
turns out that there are four possible outcomes for A0(ξ), depending on whether
E > W (ξ) or E < W (ξ). If the sign of the gradient for W (ξtp) is positive, the
solutions for A0(ξ) are
A0(ξ) = ±
√
2
∫ ξtp
ξ
du
√
E −W (u), for W(ξ) < E, (2.7a)
A0(ξ) = ±i
√
2
∫ ξ
ξtp
du
√
W (u)−E, for W(ξ) > E. (2.7b)
If the sign of the gradient of W (ξ) at ξ = ξtp is negative, the remaining two
possible solutions for A0(ξ) are
A0(ξ) = ±i
√
2
∫ ξtp
ξ
du
√
W (u)− E, for W(ξ) > E, (2.8a)
A0(ξ) = ±
√
2
∫ ξ
ξtp
du
√
E −W (u), for W(ξ) < E. (2.8b)
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Next, consider the terms A0(ξ) and A1(ξ) in Eq. (2.5). Substituting the resulting
truncated series into Eq. (2.4) reveals Eq. (2.6). However, since A0(ξ) (and thus
A′0(ξ)) is known, the last two terms in Eq. (2.6) vanish, leaving an equation for
the determination of A1(ξ), with the result
A1(ξ) =
i
2
log[A′0(ξ)] +D, (2.9)
where D is a constant to be determined. With A0(ξ) and A1(ξ) being calculated,
and using Eq. (2.3),
ϕ(ξ) =
C√
A′0(ξ)
exp
{
i√

A0(ξ)
}
, (2.10)
where the constant C is yet to be determined. Equation (2.10) only provides the
general WKB solutions, which is subject to the conditions under which A0(ξ)
is defined. To obtain the WKB solutions to a potential well-type problem, a
detailed analysis can be found in reference [30].
2.3.2 The MAF Method
Given a linear potential; i.e., Wˆ (ξ) = ξ, the solutions of Eq. (2.2) are easily
obtainable, which are the airy functions, as shown in Appendix A.1. The MAF
method seeks to find solutions of Eq. (2.2) in the form
ϕ(ξ) =M(ξ)Ai[N(ξ)], (2.11)
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where both M(ξ) and N(ξ) are functions to be determined. Here, the solution
corresponding to the first Airy function Ai[N(ξ)] has been retained while the
solution corresponding to the second airy function Bi[N(ξ)] has been suppressed,
since Bi[N(ξ)] → ∞ as N(ξ) → ∞. Substituting Eq. (2.11) into Eq. (2.2), one
obtains
M ′′(ξ)Ai[N(ξ)] + 2M ′(ξ)Ai′[N(ξ)]N ′(ξ) +M(ξ)Ai′[N(ξ)]N ′′(ξ)
+M(ξ)Ai[N(ξ)]
{
N(ξ)[N ′(ξ)]2 + 2[Eˆ − Wˆ (ξ)]
}
= 0, (2.12)
where the second derivative of the airy function has been eliminated by using
its defining differential equation (refer to the Appendix, Eq. (A.3)). At this
point, it is instructive to introduce two sub-domains ΩL and ΩR in order to
derive independent MAF solutions. Since potential well problems are the prime
problems of interest in the current discussion, ξc is introduced and denoted to be
an arbitrary point where the two independent MAF solutions overlap. The two
sub-domains ΩL and ΩR are:
ΩL = {ξ | −∞ < ξ < ξc} (2.13a)
ΩR = {ξ | ξc < ξ <∞} (2.13b)
The points ξa and ξb have also been introduced, which stand for the turning
points, such that Eˆ − Wˆ (ξa) = 0 and Eˆ − Wˆ (ξb) = 0. The tangent Wˆ ′(ξ) at
ξ = ξa is taken to be negative and the tangent Wˆ
′
(ξ) at ξ = ξb is taken to be
positive. Taking the expression in the curly brackets in Eq. (2.12), a differential
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equation for N(ξ) is obtained:
N(ξ)[dN(ξ)]2 = −2[Eˆ − Wˆ (ξ)](dξ)2. (2.14)
The solution of N(ξ) depends on two considerations. The first aspect is whether
the total energy is greater or less than the potential energy, and the second factor
are the limits of integration. In total there are four cases which need to be
considered. In ΩL, N(ξ) can be derived as
N(ξ) =
[
3√
2
∫ ξa
ξ
du
√
Wˆ (u)− Eˆ
]2/3
, for ξ ≤ ξa, (2.15a)
N(ξ) = −
[
3√
2
∫ ξ
ξa
du
√
Eˆ − Wˆ (u)
]2/3
, for ξa < ξ ≤ ξc. (2.15b)
Accordingly for ΩR, N(ξ) is given as
N(ξ) = −
[
3√
2
∫ ξb
ξ
du
√
Eˆ − Wˆ (u)
]2/3
, for ξc < ξ ≤ ξb, (2.16a)
N(ξ) =
[
3√
2
∫ ξ
ξb
du
√
Wˆ (u)− Eˆ
]2/3
, for ξ > ξb. (2.16b)
Considering either pairs of Eqs. (2.15a) and (2.15b) or Eqs. (2.16a) and (2.16b),
N(ξ) is negative for Eˆ > Wˆ (ξ) and positive for Wˆ (ξ) > Eˆ. Since the airy
function is oscillatory when its argument is negative, this correlates to N(ξ) for
Eˆ > Wˆ (ξ). When the argument of the airy function is greater than zero, it
correlates to exponential decay, which is in perfect agreement with the derived
solutions of N(ξ) for Wˆ (ξ) > Eˆ. To determine M(ξ), it is assumed that M(ξ) is
a slowly varying function of ξ. This implies that the second derivative of M(ξ)
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can be neglected; i.e., M ′′(ξ) ≈ 0. Taking this approximation into consideration,
Eq. (2.12) gives
2M ′(ξ)Ai′[N(ξ)]N ′(ξ) +M(ξ)Ai′[N(ξ)]N ′′(ξ) = 0. (2.17)
Using an appropriate variable substitution,M(ξ) can be solved straightforwardly.
The solution for M(ξ) is
M(ξ) =
C√
N ′(ξ)
. (2.18)
Having determined the expressions for N(ξ) andM(ξ), the MAF general solution
for the Schro¨dinger equation (Eq. (2.2)) is
ϕ(ξ) =
C√
N ′(ξ)
Ai[N(ξ)], (2.19)
where C is a constant to be determined. Application of the MAF to potential
well-type problems involves ensuring that the independent MAF general solutions
and their derivatives are continuous at the point ξ = ξc. For details, reference
[30] can be referred to.
2.3.3 The Modified WKB Method
The overall structure of the Modified WKB (MWKB) solution for the Schro¨dinger
equation is very similar to the form of the MAF solution, except that an arbitrary
function stands in place of the airy function. The general form that the MWKB
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method seeks to find solutions to Eq. (2.2) is
ϕ(ξ) = A(ξ)φ[η(ξ)], (2.20)
where A(ξ) and η(ξ) are functions to be determined, and φ(η) is the solution to an
independent Schro¨dinger equation. Following the same procedure from the WKB
method, the parameter  is introduced such that  = E0. As for the same reasons
stipulated for the WKB method, the non-normalized forms of the total energy
and potential function are used here. In constructing the independent Schro¨dinger
equation, the potential function Ω(η) should be selected based on the following
premises. In view ofW (ξ), Ω(η) should be fundamentally simpler thanW (ξ), but
must retain as many relevant features ofW (ξ) as possible. Secondly, when Ω(η) is
substituted into the independent Schro¨dinger equation, the eigenpairs λ↔ φ(η)
must be easily calculable. The independent Schro¨dinger equation is
− 
2
d2
dη2
φ(η) + Ω(η)φ(η) = λφ(η). (2.21)
Substituting Eq. (2.20) into Eq. (2.2), an equation is obtained, which involves
A(ξ) and η(ξ). Before writing the equation, Eq. (2.21) is used to eliminate the
second derivative of φ(η), leading to

2
{A′′(ξ)φ[η(ξ)] + 2A′(ξ)φ′[η(ξ)]η′(ξ) + A(ξ)φ′[η(ξ)]η′′(ξ)}
+ P 2(ξ)A(ξ)φ[η(ξ)]−Q2(η)A(ξ)φ[η(ξ)][η′(ξ)]2 = 0. (2.22)
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In this equation, the functions P (ξ) and Q(η) have been introduced such that
P 2(ξ) = E −W (ξ) and Q2(η) = λ− Ω(η). Setting
A(ξ) =
1√
η′(ξ)
, (2.23)
Eq. (2.22) can be simplified to yield the following differential equation for η(ξ):
3
8
[
η′′(ξ)
η′(ξ)
]2
− 
4
η′′′(ξ)
η′(ξ)
+ P 2(ξ)−Q2(η)[η′(ξ)]2 = 0 (2.24)
For solving this equation, η(ξ) is expanded in a power series using  as the small
parameter:
η(ξ) =
∞∑
n=0
nηn(ξ) (2.25)
Calculating η(ξ) for higher order terms is straightforward, but cumbersome.
Therefore, only the first dominant term is considered for obtaining an approxi-
mate solution for η(ξ). As it turns out, the MWKB solutions are comparable to
the WKB and MAF solutions. Therefore, taking the first dominant term proves
to be adequate. Take the first term in Eq. (2.25) and substitute into Eq. (2.24).
Furthermore, in Eq. (2.24), set to zero the terms with , since they do not con-
tribute to the first order solution. Taking the positive square root solution for
the remaining terms, the differential equation is integrated, yielding
∫ ξ
ξ0
dξ′P (ξ′) =
∫ η
η0
dη′Q(η′), (2.26)
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where the limits of integration have been assumed such that the gradient of the
potential functions at the turning points is negative. The points ξ0 and η0 stand
for turning points in their respective domains. The equality obtained in Eq.
(2.26) is interpreted as a mapping of η → ξ. Since the mapping, depending on
the functions P (ξ) and Q(η), is not linear, a numerical solution for the function
η(ξ) is obtained. At ξ0 and η0, the functions P (ξ) and Q(η) are zero by definition.
Therefore, at the turning points, the mapping of η0 → ξ0 is known, and it should
be used as the starting point to map η → ξ in the neighborhood of η0 → ξ0. Since
P (ξ) =
√
2
√
E −W (ξ) and Q(η) = √2
√
λ− Ω(η), the mapping of η → ξ, as it
is explicitly given in Eq. (2.26) is only valid when E > W (ξ) and λ > Ω(η). To
obtain the mapping η → ξ for E < W (ξ) and λ < Ω(η), both sides of Eq. (2.26)
are multiplied by the imaginary unit i, obtaining
∫ ξ
ξ1
dξ′P¯ (ξ′) =
∫ η
η1
dη′Q¯(η′), (2.27)
where P¯ (ξ) =
√
2
√
W (ξ)−E and Q¯ = √2√Ω(η)− λ. ξ1 and η1, the lower limits
of the integrals in Eq. (2.27), refer to turning points where the gradient of the
potential functions is assumed to be positive. Since A(ξ) was chosen previously
in Eq. (2.23), the general MWKB solution to Eq. (2.2) is
ϕ(ξ) =
1√
η′(ξ)
φ[η(ξ)], (2.28)
where η(ξ) is determined from the mapping functions in Eqs. (2.26) and (2.27).
It is worth noting that the MWKB solution does not contain any constants to
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be determined. This is due to the fact that φ(η) is a smooth and continuous
function, which is determined from Eq. (2.21).
2.4 Proposed Numerical Method
The proposed method set out in this section gives an in-depth explanation of
a novel method for determining the eigenpairs for Eq. (2.2). The method is
presented first with an emphasis on potential well-type problems. In Section 2.5
other types of problems are considered to demonstrate the power of the method.
To begin with, let W (ξ) be a differentiable function with a local minimum at
ξ = ξmin. The function W (ξ) is expanded using a Taylor series at ξmin,
W (ξ) = W (ξmin) +
√
αW ′(ξmin)(ξ − ξmin) + αW
′′(ξmin)
2
(ξ − ξmin)2
+ O[(ξ − ξmin)3], (2.29)
where the single and double prime stand for differentiation with respect to the
independent variable. Since the gradient at ξ = ξmin vanishes, the second term
on the RHS of the expansion is zero. Defining the function W a(ξ),
W a(ξ) = W (ξmin) +
αW ′′(ξmin)
2
(ξ − ξmin)2, (2.30)
for approximating W (ξ). The superscript a signifies an important point, which
will be explained shortly. Since W (ξ) is assumed to be a potential well type
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function, W a(ξ) contains significant qualitative features of W (ξ), i.e. the same
number of turning points (Remember that by definition at a turning point, the
value of the potential function equals the total energy). Substituting Wˆ a(ξ) into
Eq. (2.2), results in the quantum harmonic oscillator (QHO) problem, associated
with the target problem,
[
−1
2
d2
dξ2
+
αW ′′(ξmin)
2E0
(ξ − ξmin)2
]
ϕa(ξ) = [Eˆa − Wˆ (ξmin)]ϕa(ξ). (2.31)
The QHO is one of the few problems that has closed-form solutions. To solve
Eq. (2.31), the constant α must be defined such that the Hamiltonian in Eq.
(2.31) becomes factorizable. Following a standard procedure, if α is chosen to be
~/
√
m0W ′′(ξmin), then E0 = ~/
√
m0/W ′′(ξmin) and
[
−1
2
d2
dξ2
+
(ξ − ξmin)2
2
]
ϕa(ξ) = [Eˆa − Wˆ (ξmin)]ϕa(ξ). (2.32)
Details on solving this equation has been well documented in literature [50; 51];
but for completeness, it is shown in Section 1.2.10. Depending on the chosen
parameters for W a(ξ), the eigenpairs Eˆa ↔ ϕa(ξ) may qualify as approximate
solutions for the lower excited states of Eq. (2.2), i.e. ϕm(ξ) ≈ ϕam(ξ), where the
discrete index m corresponds to the ground or one of the lower excited states. To
fix the notation, the mth eigenpair for the QHO have been reproduced here;
Eˆam =
(
m+
1
2
)
+ Wˆ (ξmin), (2.33a)
ϕam(ξ) = Hˆm(ξ − ξmin)e−(ξ−ξmin)
2/2. (2.33b)
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The function Hˆm(ξ) stands for the m
th normalized Hermite polynomial, which
are related to the standard Hermite polynomials by Hˆm(ξ) = Hm(ξ)/cm, with
cm = 4
√
piα
√
m!2m. For easy reference, Appendix A.2 provides a recursive relation
for the calculation of Hˆm(ξ). From Eqs. (2.33a) and (2.33b), it is readily seen
that the influence of Wˆ (ξmin) and ξmin on the QHO eigenpairs is a vertical and
horizontal shift.
Introducing the “residual potential function”, Wˆ r(ξ) = Wˆ (ξ)−Wˆ a(ξ), the target
problem (Eq. (2.2)) takes the form
−1
2
d2
dξ2
ϕ(ξ) + [Wˆ r(ξ) + Wˆ a(ξ)]ϕ(ξ) = Eˆϕ(ξ). (2.34)
Obviously, for vanishing Wˆ r(ξ), Eq. (2.34) reduces to the standard QHO with
the solutions given above. Completeness of the eigenfunctions {ϕam(ξ)} and the
“proximity” of the “auxiliary” problem to the target problem suggest expressing
ϕ(ξ) in terms of {ϕam(ξ)},
ϕ(ξ) =
∞∑
m=0
βmϕ
a
m(ξ), (2.35)
with the a-priori unknown expansion coefficients βm. Substituting Eq. (2.35)
into Eq. (2.34), exchanging the order of summation and differentiation, and
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multiplying by ϕam¯(ξ) gives:
− 1
2
ϕam¯(ξ)
∞∑
m=0
βm
d2
dξ2
ϕam(ξ) + ϕ
a
m¯(ξ)[Wˆ
r(ξ) + Wˆ a(ξ)]
∞∑
m=0
βmϕ
a
m(ξ)
= Eˆϕam¯(ξ)
∞∑
m=0
βmϕ
a
m(ξ) (2.36)
Here, the index m¯ varies in the same range as m. Standard application of
Galerkin’s technique requires explicit calculation of the second derivative of ϕam(ξ).
In contrast, an auxiliary problem is introduced here to solve Eq. (2.36). As the
superscript a suggests, Eq. (2.32) is chosen to be the auxiliary problem; this is
intuitive, since the residual potential function is negligibly small in the vicinity
of ξ = ξmin. Next, in view of Galerkin’s method, the m¯
th solution of Eq. (2.32) is
chosen and in turn is multiplied by the weighting function ϕ(ξ), using Eq. (2.35),
leading to
− 1
2
∞∑
m=0
βmϕ
a
m(ξ)
d2
dξ2
ϕam¯(ξ) + ϕ
a
m¯(ξ)
∞∑
m=0
βmWˆ
a(ξ)ϕam(ξ)
= Eˆam¯ϕ
a
m¯(ξ)
∞∑
m=0
βmϕ
a
m(ξ). (2.37)
Subtracting Eq. (2.37) from Eq. (2.36) results in
− 1
2
∞∑
m=0
βm
[
ϕam¯(ξ)
d2
dξ2
ϕam(ξ) −ϕam(ξ)
d2
dξ2
ϕam¯(ξ)
]
+
∞∑
m=0
βmϕ
a
m(ξ)Wˆ
r(ξ)ϕam¯(ξ)
=
[
Eˆ − Eˆam¯
] ∞∑
m=0
βmϕ
a
m(ξ)ϕ
a
m¯(ξ). (2.38)
It is worth nothing that while the terms involving Wˆ a(ξ) cancel out, the influence
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of Wˆ a(ξ) manifests itself in Wˆ r(ξ). By integrating Eq. (2.38) with respect to ξ,
the first term on the LHS vanishes. To show that this is the case, integrating the
term in the square brakets by parts yields:
ϕam¯(ξ)
d
dξ
ϕam(ξ)
∣∣∣∣
∞
−∞
−
∫ ∞
−∞
dξ
(
d
dξ
ϕam¯(ξ)
)(
d
dξ
ϕam(ξ)
)
− ϕam(ξ)
d
dξ
ϕam¯(ξ)
∣∣∣∣
∞
−∞
+
∫ ∞
−∞
dξ
(
d
dξ
ϕam(ξ)
)(
d
dξ
ϕam¯(ξ)
)
(2.39)
The integral terms cancel out. The boundary terms vanish individually due
to the property that the eigenfunctions ϕam(ξ) are normalized over (−∞,∞).
Consequently, one obtains
∞∑
m=0
βm
∫ ∞
−∞
dξϕam¯(ξ)Wˆ
r(ξ)ϕam(ξ) + Eˆ
a
m¯
∞∑
m=0
βm
∫ ∞
−∞
dξϕam¯(ξ)ϕ
a
m(ξ)
= Eˆ
∞∑
m=0
βm
∫ ∞
−∞
dξϕam¯(ξ)ϕ
a
m(ξ). (2.40)
Exploiting the orthonormality property
√
α
∫ ∞
−∞
dξϕam¯(ξ)ϕ
a
m(ξ) = δm¯m, (2.41)
with δm¯m being the Kronecker delta symbol, Eq. (2.40) simplifies, leading to
√
α
∞∑
m=0
βm
∫ ∞
−∞
dξϕam¯(ξ)Wˆ
r(ξ)ϕam(ξ) + Eˆ
a
m¯
∞∑
m=0
βmδm¯m = Eˆ
∞∑
m=0
βmδm¯m. (2.42)
Details for an efficient calculation of the integral term can be found in Appendix
A.3. The terms on the LHS of Eq. (2.42) can be combined to create a system
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matrix, with the entries
Am¯m =
√
α
∫ ∞
−∞
dξϕam¯(ξ)Wˆ
r(ξ)ϕam(ξ) + Eˆ
a
m¯δm¯m. (2.43)
Equation (2.42) in matrix form reads:
Aβ = Eˆβ (2.44)
The energy eigenvalues Eˆ and the corresponding eigenvectors β can be calculated
by employing a diagonalizing routine on A. Using the calculated eigenvectors in
Eq. (2.35), the eigenfunctions can be constructed.
2.5 Results and Discussion
In demonstrating the versatility and efficiency of the proposed method, two types
of problems are considered in this section. In the calculations, the ratio ~/
√
m0
has been set to unity (assumption of atomic units). To begin with, a potential
well-type problem with two turning points is considered. The energy eigenval-
ues and wavefunctions are calculated using the proposed method and the three
comparison methods, discussed in Section 2.3. Next, a linear potential is consid-
ered, where only one turning point exists. The wavefunctions are calculated and
compared against closed-form solutions.
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Figure 2.1: A potential well-type function that was first conceived by Eckart.
The general form is given in Eq. (2.45). The selected parameters for the above
graph are a = −1.922 and b = −11.20. The value of α is calculated to be 1.231.
As it turns out, this function permits only two bound states..
2.5.1 The Well-Type Potential
For the potential well-type problem, the potential function in Figure 2.1 is con-
sidered. This function was first suggested by Eckart [52],
Wˆ (ξ) =
ae
√
αξ
1 + e
√
αξ
+
be
√
αξ
(1 + e
√
αξ)2
. (2.45)
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The graph of this function is shown in Figure 2.1, for the parameters a = −1.922
and b = −11.20, which was originally selected by Miller and Good [31] to produce
only two bound states. The value of α is calculated to be 1.231.
Bound State Solutions
Employing the proposed technique and the WKB, MAF and MWKB methods,
the energy values for the ground- and the first excited energy state have been
calculated and summarized in Table 2.1. To arrive at the same normalization
used in reference [31], α needs to be multiplied by
√
2. Analyzing the table of
energy values, it can be seen that the proposed method is in good agreement with
the comparison methods. Due to the nature of the WKB and MWKB methods,
the conditions from which the energy values are calculated are exactly the same.
Consequently, the calculated eigenvalues from both methods will always yield the
same values. One of the pitfalls with the MAF method is the decrease in accuracy
of the calculated eigenvalues for the lower energy states, as it can be seen in the
table. Although the additional step has not been carried out here, the accuracy
Energy State Proposed WKB MAF MKWB
Ground State −3.151 −3.101 −3.023 −3.101
First State −2.108 −2.084 −2.074 −2.084
Table 2.1: The ground and first excited energy values corresponding to the po-
tential function in Figure 2.1. The proposed, WKB MAF and MWKB methods
have been used to calculate the eigenvalues. Since the conditions for the determi-
nation of the eigenvalues are identical in the WKB and MWKB, the calculated
energy values are necessarily the same.
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of the MAF eigenvalues can be significantly improved by employing a variational
technique, as shown in reference [30]. The efficiency of the proposed method
can be observed by the number of basis functions needed to accurately resolve
the energy eigenvalues. For the ground and first excited state, the energy values
have been calculated to three decimal places. In the calculations, the number of
basis functions was increased until results converged, when considering a given
number of significant decimal points. To calculate the ground state energy, it
was found that eight basis functions were required to obtain an energy value
that was accurate to three decimal places. Accordingly, for the first excited
state, it was found that 36 basis functions were needed for the energy value to
converge to three decimal places. It should also be noted that the WKB, MAF
and MWKB methods are restricted to calculating bound states, this is mainly
due to the boundary conditions and general solutions that can be obtained by
these methods.
The wavefunction corresponding to the ground and first excited states have been
calculated using the proposed, WKB, MAF and MWKB method. Figure 2.2
shows the wavefunction of the ground state, which corresponds to the first eigen-
value in Table 2.1. Here the solid curve depicts the wavefunction calculated by
the proposed method, the dotted curve corresponds to the WKB calculation, the
dashed curve is the MAF wavefunction, and the MWKB wavefunction is shown
by the dotted-dashed curve. The first excited state wavefunction, which corre-
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Figure 2.2: The ground state wavefunction for the potential function given in
Figure 2.1. The solid curve depicts the wavefunction of the proposed method,
the dotted line corresponds to the WKB solution, the dashed line depicts the
MAF wavefunction and the MWKB wavefunction is shown by the dotted-dashed
line.
sponds to the second eigenvalue in Table 2.1, is shown in Figure 2.3. Here, the
convention used for distinguishing the curves in Figure 2.3 is the same as in Fig-
ure 2.2. As already mentioned, one of the biggest pitfalls with the WKB method
is the singularities that occur at the turning points. This is clearly seen by the
poles in the dotted curves at the turning points. The proposed method does not
make any substantial simplifying assumption in determining the solutions, unlike
the comparison methods. In view of this, it is expected that the eigenvalues and
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Figure 2.3: The first excited wavefunction for the potential function given in
Figure 2.1. The solid curve depicts the wavefunction obtained using the proposed
method; the dotted line corresponds to the WKB solution, the dashed line refers
to the MAF wavefunction, and the MWKB wavefunction is shown by the dotted-
dashed line.
wavefunctions of each method will deviate from each other to an extent.
It appears that the wavefunctions calculated by the comparison methods become
less accurate when Wˆ (ξ) − Eˆ becomes smaller. In Figure 2.1, as ξ → ∞, the
potential function Wˆ (ξ) → −1.922, while Wˆ (ξ) → 0 as ξ → −∞. Consider
the ground state solution, where Eˆ0 = −3.151. Since Wˆ (ξ)− Eˆ0 is significantly
large for |ξ|  0, the wavefunction decay length is relatively short. Ignoring
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the singularity of the WKB wavefunction, the comparison methods were able to
calculate fairly accurate solutions. The obtained accuracy of the wavefunctions,
calculated by the comparison methods, is due to the relatively short decay lengths
of the solution. Next consider the first excited state, where Eˆ1 = −2.108. Here,
Wˆ (ξ) − Eˆ1 is still significantly large for ξ  0, but is relatively small for ξ 
0. The comparison methods were able to calculate accurate solutions for the
wavefunctions, for ξ ≤ 0, where the decay length is relatively short. However,
for ξ > 0, the comparison techniques could not resolve the wavefunction with
adequate accuracy, as can be seen in Figure 2.3; this is due to the long decay
length of the wavefunction.
Scattering State Solution
One of the advantages of the proposed method is the ability to calculate the eigen-
values and wavefunctions for quasi-bound and scattering states, thus eliminating
a major limitation of the WKB, MAF and MWKB methods. To demonstrate
that the proposed method is capable of calculating quasi-bound and scattering
states, the fourth and thirteenth wavefunctions are shown in Figure 2.4. The
dashed line in the figure corresponds to the fourth energy state, which is a quasi-
bound energy state, whereas the dotted line corresponds to the thirteenth energy
state, which is a scattering state. The normalized energy values corresponding to
the fourth and thirteenth state are -1.641 and 0.237, respectively. It was found
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Figure 2.4: The wavefunctions corresponding to the fourth and thirteenth energy
states of the potential given in Figure 2.1. Here, the dashed curve depicts the
quasi-bound wavefunction that correlates to the fourth energy state, and the
dotted curve corresponds to the thirteenth energy state, which is a scattering
state solution.
that 260 terms were required to resolve the fourth energy state value, accurate
to three decimal places, and 300 terms were needed for the thirteenth energy
state with the same accuracy. The quasi-bound state wavefunction can also be
distinguished by the decay and oscillatory behavior at either end of the solution.
Similarly, the scattering state wavefunction is distinguished by the oscillatory
behavior throughout the entire solution.
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2.5.2 The Linear Potential
The second problem involves a linear potential function. This problem is fun-
damentally different from the preceding one, due to the existence of only one
turning point. It is an established fact that the Schro¨dinger equation can be
solved in closed-form for Wˆ (ξ) = ξ. (For easy reference, major steps have been
summarized in Appendix A.1.) Due to the nature of the linear potential (possess-
ing only one turning point), a continuous spectrum of eigenvalues is permissble.
With this is mind, the influence of Eˆ on the wavefunctions is merely a shift;
i.e. ξ − Eˆ, which can be easily seen by the variable transformation in Appendix
A.1. Since the linear potential function is only differentiable to the first order,
and therefore does not contain any local minimum, a value for W ′′(ξmin) cannot
be calculated, which is required in constructing the solutions for ϕa(ξ). Con-
sequently, the value of W ′′(ξmin) is chosen through a trial and removal of error
approach. For a rough guide in selecting W ′′(ξmin), the oscillations of the aux-
iliary solutions should match the oscillation of the computed airy functions as
close as possible. Using the proposed method, the Schro¨dinger equation is solved
for Wˆ (ξ) = ξ, and the wavefunction is presented in Figure 2.5. Here, the dashed
curve corresponds to the solution computed by the proposed method and the
dotted curve is the closed-form solution. In the proposed method, a curvature
equal to 1.0 was chosen, which leads to α = 1.0. The number of basis func-
tions required to calculate the wavefunction was 350. The closed-form solution
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Figure 2.5: The wavefunction solution to the normalised Schro¨dinger equation
where Wˆ (ξ) = ξ. The dashed line corresponds to the result obtained by our
numerical technique, where as the dotted line corresponds to the analytical solu-
tions, which in this case are airy functions. Here Eˆ = 0.11717.
of the wavefunction is given in Eq. (A.5), Appendix A.1, where c = 0.9514 and
Eˆ = 0.11717. The direct overlap of both wavefunctions is indicative of the fact
that the proposed method can successfully solve the Schro¨dinger equation for
a linear potential. Without resorting to scientific libraries, calculating the airy
function from its defining equation is not an easy task. The most common way to
achieve this objective is by evaluating a series expansion [53]. Since the proposed
method calculates the airy function in terms of the solutions to the QHO, which
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can be readily computed, the proposed method provides a convenient alternative
to calculating the airy function.
Chapter 3
The Isotropic 2D Finite-wall
Quantum Wire
3.1 Introduction
Parallel to the development of quantum wire (QW) structures, and small-scale
device applications, as discussed in Section 1.1, there are numerous works that
have focused on modeling device characteristics for various applications. Promi-
nent techniques include the finite difference method [54], spectral analysis [55],
transfer matrix method [56; 57] and expansion techniques [58; 59; 60], where
interface conditions are imposed to obtain a global solution for the entire simula-
tion domain. More precisely, when utilizing expansion techniques, problems are
formulated in individual domains and the solutions are independently calculated
for each domain, thus introducing unknown coefficients. Ensuring continuity
69
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across the interfaces of the corresponding domains, the eigenenergies and wave-
functions that characterize the whole structure can be determined. However,
for complicated structures such as quantum dots (QDs) within a narrow aper-
ture sandwiched between finite-height barriers, employing expansion techniques
becomes prohibitively complex.
In Chapter 2, a problem-tailored numerical technique was introduced to solve
the one-dimensional (1D) Schro¨dinger equation. Using this method, a series of
related isotropic QW problems are considered, which are covered in this chapter.
As it is shown, the proposed numerical technique can elegantly accommodate the
ever-increasing structural complexity within these devices, without compromising
accuracy or omitting any of the relevant features. One of the main highlights of
the proposed method is the redundancy of employing interface conditions; a fea-
ture that is maintained in the present problem, thus completely eliminating the
need for segmenting the problem into subdomains. The main trust of this tech-
nique, applied to QW structures, is the construction of a series of hierarchically
constructed auxiliary problems.
This chapter is organized as follows: In Section 3.2, a vertical and horizontal
hierarchy of problems is introduced. Section 3.3 describes the geometry of the
QW structure used in this chapter, with additional variants that can be easily
implemented. In Section 3.4, the statement of the problem is defined that is
treated in this chapter. Section 3.5 explains in detail the rationale behind the
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numerical technique, applied to QW structures, and the proposed solutions. The
analysis for the auxiliary problems Qaux1D,2 and Q
aux
1D,1 is outlined in Sections 3.6
and 3.7, respectively, which are hierarchically shown in Figure 3.1. A limiting
case of the QW is briefly explored in Section 3.8, which utilizes closed-form basis
functions and permits a comparison analysis for testing the numerical results. In
Section 3.9, a comprehensive discussion of the numerical results is presented.
P2D Q
aux
2D
⊗
Qaux1D,2 Q
aux
1D,1
Qaux1D (periodic)
Figure 3.1: A schematic showing the connection between the target (original)
problem (P2D), and the hierarchy of auxiliary problems; Q
aux
2D and its constituent
auxiliary problems Qaux1D,2, Q
aux
1D,1 and Q
aux
1D (periodic). Thereby, Q
aux
1D,1 denotes the
conventional quantum harmonic oscillator problem in the x-direction, Qaux1D,2 de-
notes an ideal finite barrier potential in the x-direction, and Qaux1D (periodic) de-
notes a fundamental periodic problem in the y-direction. To solve the isotropic
QW problem (Qaux2D ), the tensor product of the eigenfunctions in Q
aux
1D,2 and
Qaux1D (periodic) have been utilized. The solution of the problem inside the dashed
frame is the work of the current chapter. P2D is the anisotropic QW problem,
which is the focus of the Chapter 5. P2D utilizes the computed eigenfunctions
associated with Qaux2D . While it has not been included in the figure, it should
be obvious that the solutions to P2D themselves can serve to tackle related P3D
problems.
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3.2 Prepartory Considerations
3.2.1 Vertical Hierarchy of Problems
Based on the conventions introduced in Section 1.2.2, a “vertical” hierarchy of
problems are formulated along with their accompanying auxiliary problems:
P3D := G3D(0,η, V ). Utilizing Eq. (1.9), one obtains
~
2
2m0
{−div η(x, y, z) grad}ψ + V (x, y, z)ψ = Eψ, (3.1)
denoted by G3D(0,η, V ), which is the general formulation for the effective mass
problem. The subscript 3D refers to the fact that η and V are functions of
x, y and z. G3D(0,η, V ) fully defines P3D, and the gradual specialization of G3D
generates the following problems:
Qaux3D := G3D(0, I, V ). Replacing η(x, y, z) by the 3× 3 identity matrix the auxil-
iary problem Qaux3D is obtained:
~
2
2m0
{−∆3D}ψ + V (x, y, z)ψ = Eψ, (3.2)
which is the solution that serves to solving P3D. Here, ∆3D denotes the Laplacian
in three dimensions.
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P2D := G2D(0,η, V ). Reducing Eq. (3.1) to two dimensions,
~
2
2m0
{−div η(x, y) grad}ψ + V (x, y)ψ = Eψ, (3.3)
which defines P2D, as shown in Figure 3.1.
Qaux2D := G2D(0, I, V ). Replacing η(x, y) by the 2×2 identity matrix, the auxiliary
problem Qaux2D is obtained (Figure 3.1):
~
2
2m0
{−∆2D}ψ + V (x, y)ψ = Eψ, (3.4)
which is the problem that serves to solving P2D. Here, ∆2D denotes the Laplacian
in two dimensions.
P1D := G1D(0, η, V ). Similarly,
~
2
2m0
{
− d
dx
η(x)
d
dx
}
ψ + V (x)ψ = Eψ, (3.5)
which defines P1D.
Qaux1D := G1D(0, 1, V ). This represents the auxiliary problem for solving P1D,
~
2
2m0
{
− d
2
dx2
}
ψ + V (x)ψ = Eψ. (3.6)
As will be obvious in the course of the discussion, the solution of the auxiliary
problems QauxnD (n = 1, 2, 3), requires the solution of a (horizontal) hierarchy of
associated problems.
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3.2.2 Horizontal hierarchy of problems Qaux1D,2 and Q
aux
1D,1
In order to solve Qaux2D , it is required to construct a set of two auxiliary problems,
Qaux1D,2 and Q
aux
1D,1, with decreasing complexity as shown in Figure 3.1. Having
already introduced the notation, the basic idea of this method can now be de-
scribed. Qaux1D,1 has been chosen such that its eigenpairs are a-priori known with
arbitrary accuracy. These eigenpairs will be used to solve Qaux1D,2. Together with
the solution for Qaux1D (periodic in the y-direction), the solution for Q
aux
2D can be
determined. The above steps constitute the agenda for this chapter, which is
finding the solution for Qaux2D (dashed frame in Figure 3.1).
Application of the solution from the auxiliary problem Qaux2D , for solving the effec-
tive mass problem P2D, builds the content of Chapter 5. Consequently, solutions
obtained in two- and one dimensions can serve to solving Qaux3D and P3D, which are
not considered here, but can be attempted straightforwardly using the proposed
methodology mutatis mutandis.
3.3 Quantum Wire Structure
To facilitate this discussion the graph in Figure 3.2, is referred to, which shows the
potential function V (x, y) of the QW structure of interest, in the neighborhood
of the “fundamental” cell. The region defined by −W/2 < x < W/2 and y
arbitrary (y ∈ R) will be referred to as the channel region, RCH . Regions defined
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V (x, y)
L
P
VL
VR
x
y
W
V0
Figure 3.2: The potential function V (x, y) characterizing the QW structure of
interest. The domain −W/2 < x < W/2 and y ∈ R is referred to as the channel
region RCH . The domains x < −W/2, y ∈ R and x > W/2, y ∈ R are referred
to as the left- and right barrier regions BL and BR, respectively.
by x < −W/2 or x > W/2 and y ∈ R will be denoted by the barrier regions BL
and BR, respectively.
As can be seen, V (x, y) is comprised of a periodic section in the channel, sand-
wiched between two barrier regions of arbitrary finite heights. More specifically,
V (x, y) is a P -periodic function along the y-axis, i.e. V (x, y + P ) = V (x, y).
Note that the y-dependence of the potential function V (x, y) does not necessarily
need to be as simple as depicted in Figure 3.2. The rationale behind choosing
a piecewise constant function has been merely to avoid possible obscurity of the
key ideas, which one wishes to communicate: Piecewise constant functions in the
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V (x, y)
V0 x
y
W
L
P
Figure 3.3: Potential function representing a QW structure, as a generalization of
the potential function in Figure 3.2. The x-dependence of the function in the left
barrier region x < −W/2, y ∈ R and in the right barrier region x > W/2, y ∈ R
can be assumed to be quite general rather than being constant as assumed in
Figure 3.5. The brick-shaped potential function in the channel region can also be
easily generalized to arbitrary single-valued functions of y, where the periodicity
condition can be relaxed.
y-direction allow for most of the vital calculations to be carried out in closed-
form. Furthermore, it is specifically pointed out that the periodicity condition
can be relaxed, and any arbitrary potential structure can be used in place.
In addition, V (x, y) is independent of x in the channel; it is a constant equal to
VL in BL and a constant equal to VR in BR, and the condition VL = VR may or
may not hold. In the present analysis, the more general case is assumed where
VL 6= VR. Finally, it should be pointed out that V (x, y) may depend on x in
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VCH(x, y)
P
L
W
x
y
V0
Figure 3.4: Potential function VCH(x, y) characterizing the channel region. Note
that VCH(x, y) is zero in barrier regions on both sides of the channel; i.e. for
(x, y) ∈ BL and (x, y) ∈ BR.
the barrier regions, i.e. V (x, y) = fL(x) for (x, y) ∈ BL and V (x, y) = fR(x) for
(x, y) ∈ BR, with fL(x) and fR(x) being quadratically integrable functions. An
example for the latter case is given in Figure 3.3.
3.3.1 Modeling the Potential Function
The potential function in Figure 3.2 can be written as the linear superposition of
two functions VCH(x, y) and VB(x):
V (x, y) = VCH(x, y) + VB(x) (3.7)
The subscripts CH and B refer to the channel and barrier regions, respectively.
It is instructive to note that in contrast to conventional techniques, the proposed
method does not require any domain decomposition of the wavefunction ψ(x, y).
This feature makes constructing wavefunction partial solutions in individual sub-
domains, and matching their zero- and first order spatial derivatives at interfaces
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VB(x)
y
x
VL
VR
W
Figure 3.5: The finite barrier potential function VB(x). Outside the channel
region, VB(x) is characterized by the potential heights VL and VR and the channel
width W . Note that VB(x) is zero in the channel region.
between various domains, totally redundant. The proposed trial functions, being
suitably-constructed entire-domain functions, serve to this end.
The rationale behind the additive decomposition of the potential function sug-
gested in Eq. (3.7) will easily be appreciated in the next section. Figure 3.4
shows a graphical representation of the first term at the RHS in Eq. (3.7), i.e.
VCH(x, y). Figure 3.5 shows another graphical representation of the second term
at the RHS of Eq. (3.7); i.e., VB(x). With reference to Figures 3.4 and 3.5, and
the square-box function f(x), it is readily seen that VCH(x, y) and VB(x) can be
expressed as given in Eqs. (3.8) and (3.10), respectively.
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Channel Potential Function
VCH(x, y) = f(x)VP (y), (3.8)
with the square-box function
f(x) =

1 −W/2 < x < W/2,0 otherwise, (3.9)
and VP (y) being an arbitrary single-valued P-periodic function VP (y+P ) = VP (y).
The introduction of f(x) has enabled VCH(x, y) to be factorized as a multiplica-
tion of two functions, where each function only depends on one spatial variable.
It should also be pointed out that while VCH(x, y) is referred to as the channel po-
tential function, it is defined on the entire (x, y)-plane. However, by construction
it is zero in barrier regions.
Barrier Potential Function
Utilizing Heaviside’s unit step function H(x), the barrier potential function can
be written in the form
VB(x) = VLH(−x−W/2) + VRH(x−W/2). (3.10)
Before the utility of the above concept is demonstrated, the underlying ideas
behind the construction of VCH(x, y) and VB(x) can be precisely made in terms
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of the following two properties.
Property 1 : VCH(x, y) and VB(x) are orthogonal by construction,
∫ ∞
−∞
dx
∫ P/2
−P/2
dyVCH(x, y)VB(x) = 0. (3.11)
Property 2 : When taken individually, the potential functions VCH(x, y) and VB(x)
can be factorized. In particular, VCH(x, y) = f(x)VP (y). The function VB(x)
satisfies the mentioned property trivially.
3.4 Statement of the Problem
From Eq. (1.14), the time-independent Schro¨dinger equation for a particle with
the rest massm0 and the potential function V (x, y), defined in Eqs. (3.7) - (3.10),
is
HVψ(x, y) = Eψ(x, y), (3.12)
with the Hamiltonian
HV = − ~
2
2m0
(
∂2
∂x2
+
∂2
∂y2
)
+ V (x, y). (3.13)
The objective is the determination of eigenenergies and the corresponding eigen-
functions of Eq. (3.12).
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3.5 The Proposed Solution
3.5.1 Original vs. Auxiliary Problems: A Qualitative De-
scription
The main trust of this technique consists of constructing a succession of auxil-
iary problems that possess similar attributes (to be made precise) to the given
problem. These auxiliary problems are constructed such that they are easier to
solve than the problem of interest. In this sense, one shall talk about the “orig-
inal problem” (formulated in the statement of the problem in Section 3.4 along
with a hierarchy of auxiliary problems, with increasing similarity to the “original
problem.” Since −~2/2m0(∂xx+∂yy) is a positive operator, the overall properties
of HV are dictated by the functional behavior of V (x, y). To elaborate the steps
involved in constructing the auxiliary problems, proceed as follows. Consider
the functions V1(x, y) and V2(x, y), these functions are chosen such that their
associated operators HV 1 and HV 2 are comparatively easier to solve than HV .
Their eigenpairs are denoted by λ
(1)
m1 ↔ ψ(1)m1(x, y) and λ(2)m2 ↔ ψ(2)m2(x, y), with
m1 and m2 being discrete indices. Next, assume that V1(x, y) and V2(x, y) are
variations of V (x, y), with the residual functions R1(x, y) = V (x, y)−V1(x, y) and
R2(x, y) = V (x, y) − V2(x, y). Additionally, defining a suitable norm-functional
‖ · ‖ and assuming that ‖ R2(x, y) ‖<‖ R1(x, y) ‖, it is said that V2(x, y) is more
similar to V (x, y) than V1(x, y) is. Now, assume that HV 1 has been constructed
such that its eigenfunctions constitute a complete set of orthogonal functions.
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The solution strategy consists of calculating the eigenpairs λ
(1)
m1 ↔ ψ(1)m1(x, y) and
utilizing them for the synthesis of the eigenpairs λ
(2)
m2 ↔ ψ(2)m2(x, y) associated with
HV 2. The latter eigenpairs can then be employed in constructing the eigenpairs
λn ↔ ψn(x, y) of the original problem. In the above discussion, only two auxiliary
problems are characterized by V1(x, y) and V2(x, y). In practice, the number of
auxiliary problems can easily exceed two. The number and nature of auxiliary
problems depend on various factors, e.g. the complexity and design features of
the problem.
Judged naively, one could question the merit of introducing the second auxiliary
problem: Couldn’t one work with the eigenpairs λ
(1)
m1 ↔ ψ(1)m1(x, y) directly? Yes,
technically speaking λ
(1)
m1 ↔ ψ(1)m1(x, y) could be used directly; however, construct-
ing the “higher-order” eigenpairs λ
(2)
m2 ↔ ψ(2)m2(x, y), which are closer to the actual
solution, substantially reduces the dimensions of the matrices involved. The con-
struction of the eigenpairs λ
(2)
m2 ↔ ψ(2)m2(x, y) from the pairs λ(1)m1 ↔ ψ(1)m1(x, y) is
independent of the original problem, and can be carried out independently to any
degree of accuracy found necessary.
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3.5.2 Details of the Analysis
The potential function V (x, y) given in Eq. (3.7) suggests the following solution
ansatz:
ψ(x, y) =
∑
m,n
αmnΩ
B
m(x)en(y) (3.14a)
with ∑
m,n
=ˆ
∞∑
m=0
∞∑
n=−∞
(3.14b)
It is instructive to define the set N0 = {0,N}, with N being the set of positive
natural numbers. The sequence of a priori unknown functions ΩBm(x), (m ∈ N0)
are assumed to constitute a set of complete
∞∑
m=0
ΩBm(x)Ω
B
m(x
′) = δ(x− x′), (3.15)
and orthonormal 〈
ΩBm¯(x)
∣∣ΩBm(x)〉 = δm¯m (3.16)
functions; the superscript B refers to the barrier in the x-direction. The Bloch
wave solution ansatz
en(y) = e
j(Kn+k)y (3.17)
with
Kn = 2pin/P, (3.18)
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and the properties
∞∑
n=−∞
en(y)en(y
′) = δ(y − y′) (3.19)
and
〈en¯(y) | en(y)〉 = δn¯n, (3.20)
which guarantees a phased-periodic function along the y-axis. The occurrence
of the double-indexed coefficients αmn in Eq. (3.14a) indicates that in general,
ψ(x, y) cannot be factorized in the form ψ1(x)ψ2(y).
Substituting Eq. (3.14) into Eq. (3.12) and interchanging the order of summation
and differentiation, along with Eq. (3.7), one obtains:
∑
m,n
αmn
(
n+ kˆ
)2
ΩˆBm(xˆ)eˆn(yˆ) +
∑
m,n
αmn
(
− 1
4pi2
d2
dxˆ2
+ VˆB(xˆ)
)
ΩˆBm(xˆ)eˆn(yˆ)
+
∑
m,n
αmnVˆCH(xˆ, yˆ)Ωˆ
B
m(xˆ)eˆn(yˆ) = Eˆ
∑
m,n
αmnΩˆ
B
m(xˆ)eˆn(yˆ) (3.21)
In the above, the non-dimensional variables xˆ = x/P , yˆ = y/P and kˆ = k/K1
are introduced. Furthermore, defining a numerically-convenient unit for energy
E0 =
~
2K21
2m0
, (3.22)
the normalized potential energy functions are VˆB(xˆ) = VB(x)/E0, VˆCH(xˆ, yˆ) =
VCH(x, y)/E0 and Eˆ = E/E0.
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Next, expand the mth basis function ΩˆBm(xˆ) in terms of Ωˆ
h
l (xˆ)
ΩˆBm(xˆ) =
∞∑
l=0
βmlΩˆ
h
l (xˆ), (3.23)
where Ωˆhl (xˆ) are the complete set of eigenfunctions associated with the conven-
tional quantum harmonic oscillator, which will serve as the first auxiliary problem
Qaux1D,1. Utilizing the method of weighted residuals, i.e. multiplying both sides of
Eq. (3.21) by ΩˆBm¯(xˆ)eˆ
∗
n¯(yˆ) (m¯ ∈ N0, n¯ ∈ Z) and integrating the resulting terms
from −∞ to ∞ along the xˆ-axis and from −1/2 to 1/2 along the yˆ-axis, sub-
stituting the expression for VˆCH(xˆ, yˆ) and rearranging the double integrals, one
obtains:
∑
m,n
αmn
(
n+ kˆ
)2
δm¯mδn¯n +
∑
m,n
αmnEˆ
B
mδm¯mδn¯n +
∑
m,n
αmnfm¯mVn¯n
= Eˆ
∑
m,n
αmnδm¯mδn¯n (3.24)
In the above, the orthonormality of the basis functions ΩˆBm(xˆ) were used, with
xˆ ∈ (−∞,∞) and the functions eˆn(yˆ), yˆ ∈ [−1/2, 1/2], respectively. Furthermore,
the following results were used,
〈
ΩˆBm¯
∣∣∣∣− 14pi2 d
2
dx2
+ VˆB
∣∣∣∣ ΩˆBm
〉
= EˆBm (3.25)〈
ΩˆBm¯
∣∣∣ fˆ ∣∣∣ ΩˆBm〉 = fm¯m (3.26)〈
eˆn¯
∣∣∣ VˆP ∣∣∣ eˆn〉 = Vˆ0Lˆsinc [Lˆpi(n− n¯)] = Vn¯n. (3.27)
It is imperative to underline the following significant property in the formula-
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tion: The operator arising at the LHS of Eq. (3.25) can be interpreted as the 1D
Hamiltonian for the potential function VˆB(xˆ). Recognizing the fact that this term
yields the eigenvalues EˆBm for the potential function VˆB(xˆ) has considerably sim-
plified the analysis, emphasizing the power of the proposed concept of auxiliary
problems.
For practical computations, the summations in Eq. (3.24) are truncated by only
including a finite but sufficient number of terms to assure that the numerical
results have prescribed accuracy. Typically, it is sufficient to choose M = 7 and
N = 15 to achieve convergence for analyzing the first 10 bands for structures with
a moderate value for Wˆ (≈ 1). Solving Eq. (3.24), the eigenenergies, eigenvectors
and thus the corresponding eigenfunctions for the 2D Schro¨dinger equation are
obtained, with the potential function V (x, y) given in Eq. (3.7).
A critical step in the foregoing analysis was the availability of the eigenfunctions
ΩˆBm(xˆ) and the corresponding eigenvalues associated with the finite barrier square
potential well problem, described by the function VˆB(xˆ) as depicted in Figure 3.5.
The next two sections are devoted to the definition, selection and solution ofQaux1D,2
and Qaux1D,1.
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3.6 Auxiliary Problem: Qaux1D,2
The governing equation for the finite barrier square well reads
− ~
2
2m0
d2
dx2
ΩB(x) + VB(x)Ω
B(x) = EBΩB(x). (3.28)
For the graph of VB(x), refer to Figure 3.5. This equation can be written in a
non-dimensional form
− 1
4pi2
d2
dxˆ2
ΩˆB(xˆ) + VˆB(xˆ)Ωˆ
B(xˆ) = EˆBΩˆB(xˆ), (3.29)
utilizing the normalized variables, VˆB(xˆ) and Eˆ
B, introduced in the previous
section.
To solve this problem, the Schro¨dinger equation for the quantum harmonic oscil-
lator is chosen;
− 1
4pi2
d2
dxˆ2
Ωˆh(xˆ) +
κˆ
2
xˆ2Ωˆh(xˆ) = EˆhΩˆh(xˆ), (3.30)
with κˆ denoting the normalized curvature of the quadratic potential energy func-
tion (κˆxˆ2/2). In particular, the l¯th eigenpair (Eˆh
l¯
↔ Ωˆh
l¯
(xˆ)) satisfies Eq. (3.30).
Multiplying Eq. (3.29) by the solution of Eq. (3.30), i.e. Ωˆh
l¯
(xˆ) and Eq. (3.30)
by the solution of Eq. (3.29) i.e. ΩˆB(xˆ), the resulting equations are subtracted
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where
− 1
4pi2
[
Ωˆhl¯ (xˆ)
d2
dxˆ2
ΩˆB(xˆ)− ΩˆB(xˆ) d
2
dxˆ2
Ωˆhl¯ (xˆ)
]
+ UˆB(xˆ)Ωˆ
h
l¯ (xˆ)Ωˆ
B(xˆ)
=
(
EˆB − Eˆhl¯
)
Ωˆhl¯ (xˆ)Ωˆ
B(xˆ). (3.31)
Additionally, the following function has been introduced,
UˆB(xˆ) = VˆB(xˆ)− κˆ
2
xˆ2. (3.32)
(Remember ΩˆB(xˆ) is expanded in terms of the complete set of the harmonic
oscillator functions Ωˆhl (xˆ) as given in Eq. (3.23)). Substituting Eq. (3.23) into Eq.
(3.31), exchanging the order of differentiations and summations and integrating
with respect to xˆ from −∞ to +∞, one obtains
∞∑
l=0
[
ABl¯l + Eˆ
h
l¯ δl¯l
]
βl = Eˆ
B
∞∑
l=0
δl¯lβl, (3.33)
with
ABl¯l =
〈
Ωˆhl¯
∣∣∣ UˆB ∣∣∣ Ωˆhl 〉 , (3.34)
where the othonormality property of Ωˆhl has been used. Defining
Bl¯l = A
B
l¯l + Eˆ
h
l¯ δl¯l, (3.35)
one obtains
∞∑
l=0
Bl¯lβl = Eˆ
B
∞∑
l=0
δl¯lβl. (3.36)
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Truncating the summations in Eq. (3.36) by including a finite number of terms,
one is lead to the desired eigenpairs β and EˆB, with prescribed accuracy.
3.7 Auxiliary Problem: Qaux1D,1
To fix the notation, the formulae describing Qaux1D,1 is summarized, which (in the
present case) is the conventional quantum harmonic oscillator, described by Eq.
(3.30). This equation, subject to the standard variable substitution yields the
eigenenergies
Eˆhm = s
(
m+
1
2
)
, (3.37)
associated with the eigenfunctions
Ωˆhm(xˆ) =
1
4
√
spi
√
m!2m
Hˆm(xˆ)e
−xˆ2/2s, (3.38)
where s =
√
κˆ/2/pi. The set of eigenfunctions Ωˆhm(xˆ), m ∈ N0 constitutes an
orthogonal- and complete system.
An example may illuminate the performance-enhancing, complexity-reducing as-
pect of the proposed technique. Consider the original problem: Assuming that
M = 7 and N = 15, 31 (= 2 × N + 1) eigenfunctions in the y-direction and 7
eigenfunctions (of the second auxiliary problem) in the x-direction, leading to a
total of 31× 7 = 217 basis functions (Similar numbers are used in the numerical
calculations). The relatively small number of basis functions (7 eigenfunctions)
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suffices in the present analysis, since the second auxiliary problem is considerably
more similar to the original problem than the first one (in the present analysis the
harmonic oscillator). Had the eigenfunctions of the first auxiliary problem been
taken, at least 600 eigenfunctions would have required, because of the greater
dissimilarity of the first auxiliary problem to the original problem. This would
have implied orders of magnitude (31 × 600 = 18, 600) larger ranks of the ma-
trices involved. It should also be noted that the curvature parameter in the
harmonic oscillator auxiliary problem significantly influences the number of basis
functions required to accurately resolve the eigenpairs of interest. Consequently,
it is justified to say that this technique is a physics-based model-order-reduction
method as opposed to conventionally-used mathematical model-order-reduction
techniques. Additionally, this method enhances the accuracy of the results and
allows for vital analysis functions (eigenfunctions) to be precalculated and stored.
A further computationally relevant feature is that the information needed for the
construction of the eigenfunctions is available to the user in terms of expansion
coefficients. This important feature makes the investigation of the properties
of eigenfunctions a simple computational task, e.g. orthogonality, completeness,
storage and processing.
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V∞CH(x, y)
V0
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x
y
Figure 3.6: Two dimensional infinite wall QW, P-periodic in y-direction
3.8 Infinite Wall Quantum Wire
To validate the proposed formalism, the numerical results obtained from the cal-
culations for large values of VL and VR should converge to the corresponding
infinite-wall QW. In this limiting case there is no tunneling into the barrier re-
gions, which allows the problem to be solved using closed-form basis functions in
the x-direction. Consider the potential function depicted in Figure 3.2 and let
VL = VR →∞ (see Figure 3.6). The following solution ansatz is used:
ψ(x, y) =
∑
m,n
αmnbm(x)en(y), (3.39)
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with the basis functions
bm(x) = sin
[
mpi
W
(
x+
W
2
)]
. (3.40)
Substituting Eq. (3.39) into Eq. (3.12), with V ∞CH(x, y) (illustrated in Figure 3.6)
replacing V (x, y), one obtains
~
2
2m0
∑
m,n
αmn
[(mpi
W
)2
+ (Kn + k)
2
]
bm(x)en(y)
+ V (x, y)
∑
m,n
αmnbm(x)en(y) = Eˆ
∑
m,n
αmnbm(x)en(y). (3.41)
In view of V ∞CH(x, y), it is noticed that there is no variation in the potential
function within the channel as one travels along the x-axis; this is valid for every
y = y0. Therefore, V (x, y)→ V (y). Using the same normalization in the previous
section, multiplying by weighting functions and integrating with respect to xˆ from
−Wˆ/2 to Wˆ/2 (Wˆ =W/P ), and with respect to yˆ from −1/2 to 1/2, one obtain
∑
m,n
αmn
[(
n+ kˆ
)2
+
(
m
2Wˆ
)2]
δm¯mδn¯n +
∑
m,n
αmnVn¯nδm¯m
= Eˆ
∑
m,n
αmnδm¯mδn¯n, (3.42)
with 〈
eˆn¯(yˆ)
∣∣∣ Vˆ (yˆ) ∣∣∣ eˆn(yˆ)〉 = Vn¯n. (3.43)
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Figure 3.7: Brillouin diagram corresponding to the 1D periodic structure. The
parameters are as follows: Lˆ = 0.01 and Vˆ0 = 1.0
3.8.1 One Dimensional Limiting Case
Taking the limit Wˆ →∞;
∑
n
αn
(
n+ kˆ
)2
δn¯n +
∑
n
αnVn¯n = Eˆ
∑
n
αnδn¯n (3.44)
characterizes the corresponding 1D system, which is phased-periodic along yˆ.
Similarly, Eq. (3.44) can also be directly established.
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3.9 Numerical Results
Based on the semi-analytical formula obtained in the preceding sections, several
conclusions are deduced which are discussed in this section. Equations (3.24) -
(3.27) describe the wavefunction of a particle with the rest mass m0 in a poten-
tial energy environment, depicted in Figure 3.2. In the special case of an infi-
nite potential well, shown in Figure 3.6, much simpler equations were obtained,
Equations (3.42) and (3.43). Letting the normalized channel width Wˆ approach
infinity, the problem simplifies even further, leading to Equation (3.44). For the
discussion in this section, these problems are simply referred to as the “barrier,”
“well,” and the “1D” problem, respectively.
It is obvious that the solution of the barrier problem should approach the solu-
tion of the well problem for increasing values of the barrier heights VˆL and VˆR
(Figure 3.2). It is also evident that the solution of the well problem is expected to
approach that of the 1D problem. The reason for the validity of these asymptotic
relationships is the uniqueness and continuity argument in the theory of (par-
tial) differential equations: The differential equation describing the well problem
can be obtained from the differential equation governing the barrier problem, by
continuously varying the involved parameters. The same reasoning is valid for
the transition from the well problem to the 1D problem. Consequently, these
relationships should hold true for the solutions of the corresponding differential
equations (uniqueness and continuity argument).
The Isotropic 2D Finite-wall Quantum Wire 95
While the continuity of solutions must be valid theoretically, from a computa-
tional perspective, it is not trivial at all how well the aforementioned limiting
solutions match in practice. The reason for this non-triviality is that each set of
the above problems (barrier, well and 1D) is solved by utilizing analysis- and syn-
thesis functions, which are fundamentally different in their structure. In partic-
ular, the barrier problem involves quadratically integrable functions with infinite
support, whereas the well problem requires functions with finite support. Due to
the differences between the analysis- and synthesis functions used in each group
of problems, the power and accuracy of this approach for solving finite barrier
problems is high, providing the limiting solutions match well. This is exactly
what is observed by carrying out an exhaustive series of numerical simulations.
A glimpse of the numerical results will follow next.
3.9.1 1D Problem
Consider the 1D problem described by Eq. (3.44), wherein there is no m-
dependence due to the one-dimensionality of the potential function. In view
of Eq. (3.43) and Eq. (3.27), it is realized that for Lˆ ≈ 1, Vn¯n approaches
the identity matrix, multiplied by Vˆ0, which is assumed to be unity here. Thus,
Eˆn = Vˆ0 + (n + kˆ)
2. For Lˆ ≈ 0, the same result is obtained except that the
shift Vˆ0 disappears. Consider the latter case: Eˆ = (n + kˆ)
2, Figure 3.7. Due to
symmetry, kˆ is limited to 0 ≤ kˆ ≤ 0.5. For n = 0, Eˆ0(kˆ) = kˆ2, with a minimum at
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kˆ = 0 and a maximum at kˆ = 0.5. Eˆ−1(kˆ) = (1− kˆ)2, with a maximum at kˆ = 0
and a minimum at kˆ = 0.5. The alternating curvatures of the remaining bands
Eˆn(kˆ) = (n + kˆ)
2 and Eˆ−n(kˆ) = (n − kˆ)2, for arbitrary n ∈ N, can be described
similarly. For the following discussion, the bands are classified by the sign of their
curvature at kˆ = 0. Consider two successive bands. Case (a): A negative band
followed by a positive band. For n ∈ N, Eˆ−n(kˆ) = (n− kˆ)2 and Eˆn(kˆ) = (n+ kˆ)2.
Since Eˆ−n(kˆ) < Eˆn(kˆ) for 0 ≤ kˆ ≤ 0.5, the two curves do not intersect at any
point in the range kˆ ∈ (0, 0.5]. Case (b): A positive band followed by a nega-
tive band. For n ∈ N, Eˆn(kˆ) = (n + kˆ)2 and Eˆ−(n+1)(kˆ) = (n + 1 − kˆ)2, since
Eˆn(kˆ) < Eˆ−(n+1)(kˆ) for 0 ≤ kˆ ≤ 0.5, the two curves are intersection free. Con-
sequently, in the limit Lˆ ≈ 0, the bands are intersection free (non-degenerate).
Except for a shift by 1, the arguments are also valid for Lˆ ≈ 1. For intermediate
values of Lˆ (0 < Lˆ < 1), the entries Vn¯n = Vˆ0Lˆsinc[Lˆpi(n− n¯)] in Eq. (3.44) have
a threefold contribution to the band structure. Details will be discussed in terms
of a theorem elsewhere. Here, the following comments should suffice. (i) The
bands undergo shifts, the nature of which is essentially similar to the foregoing
cases. (ii) The bands become markedly flatter at kˆ = 0 and kˆ = ±0.5. (iii)
Flattening of bands is more pronounced at kˆ = ±0.5 than that at kˆ = 0.
The bands in the 1D problem are distinct (non-degenerate) for arbitrary 0 ≤ Lˆ ≤
1.
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Figure 3.8: Brillouin diagram corresponding to the infinite well QW. The param-
eters are as follows: Wˆ = 1.75, Vˆ0 = 1.0 and Lˆ = 0.5.
3.9.2 Well Problem
Consider the problem sketched in Figure 3.6 which is described by Eq. (3.42)
and Eq. (3.43). Comparing Eq. (3.42) with Eq. (3.44), it is realized that the
confinement through the infinite walls at xˆ = ±Wˆ/2 has resulted in the additional
diagonal terms (m/(2Wˆ ))2 with m = 1, · · · ,M , in the form of a tensor product.
A little thought reveals that each band, e.g. Eˆ0(kˆ) leads to a cluster of bands
which are copies of Eˆ0(kˆ). More precisely, assuming m to vary from 1 to M ,
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one obtain M-bands Eˆ0,m(kˆ) with the property Eˆ0,m(kˆ) = Eˆ0(kˆ) + (m/(2Wˆ ))
2.
Similarly, Eˆn,m(kˆ) = Eˆn(kˆ) + (m/(2Wˆ ))
2. An example is shown in Figure 3.8.
The conclusion is that (i) the bands in the same cluster never intersect, (ii)
the bands originating from two different clusters can intersect at maximally one
point kˆ (0 < kˆ < 0.5). (iii) the bands originating from various clusters may
intersect at many points kˆ (0 < kˆ < 0.5). It should also be noted that due
to the term (m/(2Wˆ ))2, smaller values of Wˆ lead to larger shifts of the bands.
Thus it is concluded that bands associated with infinite walls can lead to simple
degeneracies, but never create minibands.
Consider the finite barrier problem described by Eqs. (3.24) - (3.27). In view
of Eq. (3.24), it is realized that the fundamental (essentially) quadratically dis-
tributed eigenenergies are shifted according to EˆBm. A further significant change
is induced by the multiplication of fm¯m and Vn¯n. A closer examination of these
rather complex dependencies reveals the introduction of local minima and max-
ima, examples of which are addressed next.
Consider the band diagram in Figure 3.9, describing a symmetric finite barrier
potential function depicted in Figure 3.2. The attributing parameters are: Vˆ0 =
1.0, Lˆ = 0.5, Wˆ = 1.5, VˆL = 2.0 and VˆR = 2.0. Consider the cluster ABCD
in Figure 3.9: This is a case of local minimum (AC-curve) and local maximum
(BD-curve). The real- and imaginary parts of the eigenfunction corresponding
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Figure 3.9: Brillouin diagram corresponding to the symmetric finite barrier po-
tential function depicted in Figure 3.2 with the parameters: Vˆ0 = 1.0, Lˆ = 0.5,
Wˆ = 1.50, VˆL = 2.0 and VˆR = 2.0. For a discussion of the details in the clusters
ABCD and EFGH , please refer to the explanation in the text.
to the point A are shown in Figure 3.10. The functions corresponding to the
point B are depicted in Figure 3.11. Despite their overall similarity, the two sets
of curves (AC and BD) have markedly distinguishable differences that can be
employed for their classification. The eigenfunction corresponding with point A
closely matches the eigenfunction corresponding to point C. Accordingly, the
eigenfunction at point B closely matches the eigenfunction at point D.
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Figure 3.10: The real (upper curve) and imaginary part (lower curve) of the wave
function corresponding to the point A in Figure 3.9, with kˆ = 0.14.
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Figure 3.11: The real (upper curve) and imaginary part (lower curve) of the wave
function corresponding to the point B in Figure 3.9, with kˆ = 0.14.
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Figure 3.12: The real (upper curve) and imaginary part (lower curve) of the wave
function corresponding to the point E in Figure 3.9, with kˆ = 0.37.
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Figure 3.13: The real (upper curve) and imaginary part (lower curve) of the wave
function corresponding to the point F in Figure 3.9, with kˆ = 0.37.
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Figure 3.14: Brillouin diagram corresponding to the symmetric finite barrier po-
tential function depicted in Figure 2 with the parameters: Vˆ0 = 1.0, Lˆ = 0.5,
Wˆ = 1.75, VˆL = 2.0 and VˆR = 2.0. The parameters for the calculations in this
figure are the same as those in Figure 3.9, except that the channel width which
has increased from 1.50 to 1.75.
The eigenfunctions corresponding to the points E and F in the EFGH cluster are
presented in Figures 3.12 and 3.13, respectively. It is found that the functional
behavior of G fully resembled that of F , and the functional form of H was very
similar to that of E. Therefore, it is concluded that E and H belong to one band,
and F and G to the intersecting band.
Figure 3.14 describes a symmetric finite barrier potential function (as in the
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Figure 3.15: Brillouin diagram corresponding to the asymmetric finite barrier
potential function depicted in Figure 3.2 with the parameters: Vˆ0 = 1.0, Lˆ = 0.5,
Wˆ = 1.50, VˆL = 2.0 and VˆR = 10.0.
previous case), except with a larger value for the channel width, Wˆ = 1.75. As
discussed above, in this case it is anticipate that the shifts of the bands are less
pronounced as compared with the shifts of the bands in Figure 3.9, a result that
is easily confirmed. Figure 3.15 shows the case for an asymmetric finite barrier
potential function. More specifically, the values VˆL = 2.0 and VˆR = 10.0 have
been chosen. Figure 3.16 presents the same structure with a larger value for Wˆ ,
with the corresponding smaller shift of the bands.
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Figure 3.16: The parameters in this figure are the same as those in Figure 3.14,
except that VˆR = 10.0, leading to an asymmetric potential barrier problem.
Of paramount computational significance is the result depicted in Figure 3.17:
This figure highlights the extreme localization of the spectral components describ-
ing the eigenfunction that corresponds to the point A, shown in Figure 3.9. Due
to the hierarchically-constructed and employed auxiliary problems, as described
in the text, it was found that only a few terms were needed to satisfy complex
boundary conditions in the problem. Thus, it is fair to claim that the proposed
method is an efficient physics-based model-order-reduction technique.
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Figure 3.17: The spectral components αmn of the wave function depicted in Figure
3.10 (wave function corresponding to the point A in Figure 3.9). Despite the
complexity of the problem, the extreme localization of the expansion coefficients is
a testimony of the effectiveness of the proposed procedure, involving the solution
of customized auxiliary problems.
Finally, it should be pointed out that the power of the proposed technique fully
manifests itself in the modeling of QWs, rigorously taking into account the influ-
ence of the effective mass.
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Chapter 4
The Anisotropic 2D Infinite-wall
Quantum Wire
4.1 Introduction
In the early stages of modeling quantum wires (QWs), two approximations were
commonly employed which greatly assisted the computation of the quantum
states for such problems. The first approximation was to consider an infinite
confining potential. This approximation allowed the solutions to the Schro¨dinger
equation to be laterally confined within the width of the QW [61], thus creat-
ing a finite support boundary value problem. Secondly, by considering a periodic
array of QWs, periodic boundary terms were introduced which allowed the entire-
domain solutions to be determined by calculating the quantum states over one
period length [58]. By ensuring that the wavefunction is sufficiently confined
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to the individual QWs, the periodic length would be increased until localized
wavefunctions were obtained. Years later, it was demonstrated that the infinite
potential approximation resulted in unwanted degeneracies and artificially higher
energy values [62]. Furthermore, it was concluded that an infinite potential, ap-
proximating a finite barrier potential for the lateral confinement of QWs, was not
a valid approximation in many instances. However, in Chapter 3, it was shown
that as long as the potential, confining the QW, is large enough; i.e., Vˆ0Wˆ > 5.0,
the energy states and the corresponding wavefunctions are virtually identical to
the eigenpairs of the lower excited solutions in a laterally confined QW.
In calculating the energy states for various QWs, many computational techniques
have been implemented for solving the Schro¨dinger equation. Some of the pop-
ular numerical methods include the finite element method [63; 64; 65; 66; 67],
boundary element method [68; 69; 70; 71; 72], finite difference method [54; 73;
74; 75; 76], transfer matrix method [57; 77; 78], and various spectral methods
[55; 59; 79; 80]. The first four methods listed here involve sub-division of the sim-
ulation domain, where each sub-domain is characterized by a constant potential-
and effective mass parameter. Assuming a perfectly parabolic E(k) dispersion
relation, the effective mass tensor can be transferred to the front of the involved
differential operator in each sub-domain. The advantage of domain decomposi-
tion is that the energy states can be calculated using the constant effective mass
Schro¨dinger equation. However, the wavefunctions, and their respective deriva-
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tives, at the interfaces between regions need to be matched such that the entire-
domain solution meets the continuity conditions; a procedure which may result
in inaccurate solutions, but certainly becomes impractical for complex multi-
dimensional QW problems. Implementing spectral methods for solving such
problems can be computationally intensive, since a large number of expansion
terms is often required for achieving accurate solutions. For multi-dimensional
problems, the computational overhead increases significantly. If d denotes the
dimension of the problem, the number of necessary expansion terms is of the
order Nd, with N being the minimum number of terms that is required in one
dimension.
In Chapter 3, it was shown that non-separable potential functions in two dimen-
sions can be split into two (or more) simpler functions. The construction of sim-
pler potential functions provides significant insight into the design and utilization
of task-tailored auxiliary problems. As is demonstrated in this chapter, the ad-
vantages of tailored auxiliary problems are manifold: i) the number of expansion
terms that are needed to calculate accurate solutions can be reduced by orders
of magnitude; ii) the accuracy of the results can be increased; iii) the computed
solutions are entire-domain functions. (The utilization of entire-domain functions
automatically satisfies continuity conditions of the wavefunctions throughout the
simulation domain, rendering sub-division of the QW structure completely re-
dundant.)
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Based on ideas validated in Chapter 3, the primary objective in this chapter is
to considerably extend the scopes of proven concepts to tackle the Schro¨dinger
equation for laterally confined QW problems, while fully taking into account the
effective mass contribution. Exploiting the aforementioned separability proper-
ties of the assumed laterally confined QW potential function, permissible energy
bands, as depicted in Figure 4.1, have been computed. The closed-form nature
of the employed basis functions allows the properties of the system matrix to be
critically analyzed.
In the following, the statement of the problem and the decomposition of the QW
model are given in Sections 4.2 and 4.3, respectively. To facilitate the discussion
of the proposed method in Section 4.4, relevant preliminary considerations for
the QW model are also given in Section 4.3. In Section 4.5, further calculations
are provided, which are intended to substantially simplify the computation of the
system matrix of the target (originally given) problem. Section 4.6 explains the
rationale for referring to the developed method as the physics-based model-order-
reduction (MOR) technique, a feature which is implicit in the proposed method.
Once combined with the more familiar (mathematics-based) MOR technique, the
proposed technique is expected to further enhance the computations. An in-depth
discussion on the effective mass tensor components, and their influence on the
energy dispersion diagram, is given in Section 4.7.
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4.2 Statement of the Problem
Consider the planar two-dimensional (2D) QW model depicted in Figure 4.1.
Here, an electron or hole is assumed to propagate along the y-direction, subject
to a periodic variation in the material composition. The chemical potential is
characterized by the aperture W . Transversal to the direction of propagation,
the potential function is further assumed to be P-periodic in the y-direction; i.e.,
V (x, y+P ) = V (x, y). The QW is additionally specified by the non-dimensional
inhomogeneous effective mass tensor M(x, y), which is obviously also P-periodic
along the y-direction; i.e., M(x, y + P ) = M(x, y). The objective is the compu-
tation of the permissible energy bands and their associated wavefunctions for the
QW model specified above. From Eq. (1.12), the total energy and wavefunction
describing the behavior of an electron or a hole propagating with the wavevector
k, is governed by the Schro¨dinger equation,
− ~
2
2m0
∇TxyM−1(x, y)∇xyψ(x, y) + V (x, y)ψ(x, y) = Eψ(x, y), (4.1)
where m0 denotes the rest mass, and ~ stands for the reduced Planck constant.
Furthermore, ∇xy refers to the nabla operator in two (x, y) dimensions, and the
superscript T denotes transposition.
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Figure 4.1: (a) Laterally-confined quantum wire structure characterized by the
potential function V (x, y) and the inhomogeneous, fully-anisotropic channel in-
verse effective mass tensor η(x, y). Both functions V (x, y) and η(x, y) are
P-periodic in the y-direction. The potential function V (x, y) is infinite for
|x| > W/2. (b) Geometrical and material properties specifying the fundamental
cell Ω.
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4.3 Preliminary Considerations
4.3.1 Specification of the Simulation Decomposition
It is instructive to partition the simulation domain, denoted Ω, into sub-domains.
It should be emphasized at the outset that partitioning Ω into sub-domains serves
no other purpose in the proposed method, other than simplifying and easing the
discussion, as shall be more clearly seen in Section 4.4. Domain decomposition ex-
ploits the homogeneous piecewise constant nature of the QW model, as sketched
in Figure 4.1. Introducing the sub-domains, the involved integrals in the fun-
damental cell, Figure 4.1(a), can be separated accordingly, which permits easy
calculations. More specifically, as shown in Appendix B.1, the domain decom-
position allows the matrix entries, arising in the calculations, to be written in
closed-form. Thereby it turns out that the effective mass components being con-
stant values simply multiply by their respective system matrix. For constructing
the Brillouin energy dispersion diagrams, the ‘fundamental cell,’ Ω is
Ω = {(x, y) | −W/2 ≤ x ≤W/2, −P/2 ≤ y < P/2} , (4.2)
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which is partitioned into:
Ω+= {(x, y) | −W/2 ≤ x ≤W/2, L/2 < y < P/2} (4.3a)
Ω0 = {(x, y) | −W/2 ≤ x ≤W/2,−L/2 ≤ y ≤ L/2} (4.3b)
Ω−= {(x, y) | −W/2 ≤ x ≤W/2,−P/2 ≤ y < −L/2} (4.3c)
The superscripts −, 0, and +, respectively, are suggestive of the values of y being
entirely negative, on an interval centered at zero or entirely positive. The union
of the mutually disjoint domains Ω−, Ω0 and Ω+ covers the fundamental cell:
Ω = Ω− ∪ Ω0 ∪ Ω+ (4.4)
The introduction of sub-domains enables splitting of the functions V (x, y) and
M(x, y) into computationally convenient forms. To highlight the form of the
operator in Eq. (4.1), it is advantageous to introduce the inverse effective mass
tensor,
η(x, y) =M−1(x, y), (4.5)
The entries of η(x, y) are referred to as ηij(x, y) for i, j = 1, 2.
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Potential Function
Exploiting the sub-domains defined above, the potential function V (x, y) can be
partitioned such that a constant value characterizes each sub-domain:
V (x, y) =


V + (x, y) ∈ Ω+
V 0 (x, y) ∈ Ω0
V − (x, y) ∈ Ω−
(4.6)
Effective Mass Function
In the same manner, the components of the inverse effective mass tensor ηij(x, y),
for i, j = 1, 2, can be written in the form:
ηij(x, y) =


η+ij (x, y) ∈ Ω+
η0ij (x, y) ∈ Ω0
η−ij (x, y) ∈ Ω−
(4.7)
4.4 Proposed Solution Procedure
Before entering into the details of the analysis, the spatial variables x and y are
normalized such that xˆ = x/P and yˆ = y/P . Accordingly, the scaled wavefunc-
tion is introduced and defined as ψˆ(xˆ, yˆ) = ψ(x, y). Consequently, the Schro¨dinger
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equation transforms to:
− 1
4pi2
∇Txˆyˆηˆ(xˆ, yˆ)∇xˆyˆψˆ(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆ(xˆ, yˆ) = Eˆψˆ(xˆ, yˆ) (4.8)
Here, the following additional terms have been defined; ηˆ(xˆ, yˆ) = η(x, y), Vˆ (xˆ, yˆ)-
= V (x, y)/E0 and Eˆ = E/E0, with E0 = (2pi~)
2/(2m0P
2). Since ηˆ(xˆ, yˆ) is by
definition second-order tensor, Eq. (4.8) takes on the explicit form:
− 1
4pi2
∇Txˆyˆ
[
ηˆ11(xˆ, yˆ) ηˆ12(xˆ, yˆ)
ηˆ21(xˆ, yˆ) ηˆ22(xˆ, yˆ)
]
∇xˆyˆψˆ(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆ(xˆ, yˆ) = Eˆψˆ(xˆ, yˆ) (4.9)
The normalized components ηˆij(xˆ, yˆ) can be written in terms of the effective mass
components mˆij(xˆ, yˆ): ηˆ(xˆ, yˆ) = Mˆ
−1(xˆ, yˆ). The entries mˆij are defined by
mˆij = 2
∂2Eˆ
∂kˆi∂kˆj
. (4.10)
To determine the normalized eigenpairs of Eq. (4.9), it is further necessary to
define the sub-domains in terms of xˆ and yˆ:
Ωˆ+(xˆ, yˆ) = Ω+(x, y) (4.11a)
Ωˆ0(xˆ, yˆ) = Ω0(x, y) (4.11b)
Ωˆ−(xˆ, yˆ) = Ω−(x, y) (4.11c)
Ωˆ(xˆ, yˆ) = Ω(x, y) (4.11d)
The power and utility of the proposed method relies on the construction of
problem-tailored auxiliary problems and their solutions, which must be known
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prior to solving the problem of interest. To illuminate the underlying ideas, con-
sider an isotropic medium, which is homogeneous throughout the entire domain.
Such a structure can be modeled by replacing ηˆ(xˆ, yˆ) with the 2× 2 identity ma-
trix, which ensures the electron or hole mass to be constant throughout Ωˆ(xˆ, yˆ).
However, the particle remains subject to the same potential Vˆ (xˆ, yˆ), as introduced
above; i.e.,
− 1
4pi2
∇Txˆyˆ
[
1 0
0 1
]
∇xˆyˆψˆa(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆa(xˆ, yˆ) = Eˆaψˆa(xˆ, yˆ) (4.12)
The superscript a is used to denote the solutions belonging to the auxiliary prob-
lem. By construction, the eigenfunctions ψˆam(xˆ, yˆ) constitute a complete set of
orthogonal functions. Assume the eigenpairs (Eˆam, ψˆ
a
m(xˆ, yˆ)) are known (have
been determined). Then, the solutions of Eq. (4.9) can be expressed in terms of
a linear superposition of these functions:
ψˆ(xˆ, yˆ) =
∑
m
αmψˆ
a
m(xˆ, yˆ) (4.13)
It can be shown that the basis functions ψˆam(xˆ, yˆ) are expressible in the form
ψˆam(xˆ, yˆ) =
∑
r,s
βrsm Aˆr(xˆ)Bˆs(yˆ), (4.14)
with Aˆr(xˆ) = sin[rpi(xˆ+Wˆ/2)/Wˆ ], Bˆs(yˆ) = e
j2pi(s+kˆ)yˆ and βrsm being pre-determin-
ed expansion coefficients. Substituting Eq. (4.13) into Eq. (4.9) and exchanging
the order of summations and differentiations, the resulting equation is multiplied
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from the left by the complex conjugate of the m¯th eigenfunction ψˆa∗m¯ (xˆ, yˆ):
− 1
4pi2
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)∇Txˆyˆ
[
ηˆ11(xˆ, yˆ) ηˆ12(xˆ, yˆ)
ηˆ21(xˆ, yˆ) ηˆ22(xˆ, yˆ)
]
∇xˆyˆψˆam(xˆ, yˆ)
+
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)Vˆ (xˆ, yˆ)ψˆ
a
m(xˆ, yˆ) = E
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)ψˆ
a
m(xˆ, yˆ) (4.15)
Here, the asterisk denotes complex conjugation, and the index m¯ varies in the
same range as m. Integrating Eq. (4.15) with respect to xˆ from −Wˆ/2 to Wˆ/2,
and with respect to yˆ from −1/2 to 1/2, i.e. (xˆ, yˆ) ∈ Ωˆ, and employing Dirac’s
bracket notation, one is lead to:
− 1
4pi2
∑
m
αm
{〈
ψˆam¯
∣∣∣ ∂xˆηˆ11(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
}
+
∑
m
αm
〈
ψˆam¯
∣∣∣ Vˆ (xˆ, yˆ) ∣∣∣ ψˆam〉
Ωˆ
= Eˆ
∑
m
αm
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
(4.16)
Obviously, Eq. (4.12) is satisfied by the mth eigenpair Eˆam ↔ ψˆam:
− 1
4pi2
∇Txˆyˆ
[
1 0
0 1
]
∇xˆyˆψˆam(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆam(xˆ, yˆ) = Eˆamψˆam(xˆ, yˆ) (4.17)
Multiplying this equation from the left by the complex conjugate of Eq. (4.13),
integrating over Ωˆ, and interchanging the order of integration and summation
results in:
− 1
4pi2
∑
m¯
α∗m¯
{〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
}
+
∑
m¯
α∗m¯
〈
ψˆam¯
∣∣∣ Vˆ (xˆ, yˆ) ∣∣∣ ψˆam〉
Ωˆ
= Eˆam
∑
m¯
α∗m¯
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
(4.18)
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Taking the difference between Eqs. (4.18) and (4.16), it can be immediately seen
that the angular bracket terms involving the potential function Vˆ (xˆ, yˆ) cancel out.
Consequently, it can be concluded that the system matrix is solely dependent on
the difference between the bracket terms containing the effective mass tensor and
the 2 × 2 identity matrix, along with the eigenvalues of the auxiliary problem.
The equation describing this difference reads:
− 1
4pi2
∑
m
αm
{〈
ψˆam¯
∣∣∣ ∂xˆηˆ11(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
−
〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
−
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
}
=
∑
m
αm(Eˆ − Eˆam)
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
(4.19)
It is also worth mentioning that the influence of the potential function Vˆ (xˆ, yˆ)
manifests itself in the calculation of the eigenpairs ψˆam(xˆ, yˆ)↔ Eˆam, and therefore
plays its role in Eq. (4.19) implicitly. In view of Eq. (4.19), the following matrices
are defined:
A
(11)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆηˆ11(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20a)
A
(12)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20b)
A
(21)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21(xˆ, yˆ)∂xˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20c)
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A
(22)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22(xˆ, yˆ)∂yˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20d)
B
(11)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20e)
B
(22)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
(4.20f)
C
(00)
m¯m =
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
(4.20g)
Written more compactly, the above matrix definitions can be used to simplify the
system equation to
− 1
4pi2
∑
m
αm
{
A
(11)
m¯m + A
(12)
m¯m + A
(21)
m¯m + A
(22)
m¯m −B(11)m¯m − B(22)m¯m
}
=
∑
m
αm(Eˆ − Eˆam)C(00)m¯m . (4.21)
4.5 Preparatory Calculations
In the present case, the entries ηˆij(xˆ, yˆ) are confined to the domain (xˆ, yˆ) ∈
[−Wˆ/2, Wˆ /2] × [−1/2, 1/2]. Consequently, they only dependent on yˆ; since, on
Ωˆ(xˆ, yˆ), there is no variation of ηˆij(xˆ, yˆ) with respect to xˆ. Keeping this property
in mind, the following equation, which results from applying integration by parts,
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plays a significant role in the calculations:
∫ 1/2
−1/2
dyˆfˆ(yˆ)
∂
∂yˆ
[ηˆ(yˆ)gˆ(yˆ)]
= fˆ(yˆ)ηˆ(yˆ)gˆ(yˆ)
∣∣∣∣
1/2
−1/2
−
∫ 1/2
−1/2
dyˆ
[
d
dyˆ
fˆ(yˆ)
]
ηˆ(yˆ)gˆ(yˆ) (4.22)
For simplicity, the subindices i and j have been dropped in this section. Assuming
that the boundary terms vanish, Eq. (4.22) can be cast into the following compact
form: 〈
fˆ
∣∣∣∣ ∂∂yˆ
∣∣∣∣ ηˆgˆ
〉
= −
〈
fˆ ′
∣∣∣ ηˆ ∣∣∣ gˆ〉 (4.23)
Here, the prime indicates differentiation of the function with respect to its argu-
ment. For Eq. (4.23) to be valid, it is required to show that the boundary term
vanishes. For the problems treated in this chapter, the validity of this condition
can be demonstrated in two ways. However, since the proofs of these calculations
do not add anything significant to the description of the method, the details
will not be reproduced here. In addition it should be reiterated that Aˆr(xˆ) and
Bˆs(yˆ) may either be the eigenfunctions of simpler one-dimensional (1D) auxil-
iary problems, or constitute a complete set of orthonormal classical functions in
mathematical physics, as per Eq. (4.14). Thus, with the integers ν1, ν2 ∈ N0;
from Eq. (4.13), the following notation can be devised,
∂ν1+ν2
∂xν1∂yν2
ψˆam(xˆ, yˆ) =
∑
r,s
βrsmA
[ν1]
r (xˆ)B
[ν2]
s (yˆ). (4.24)
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Here, f [ν](·) denotes the νth derivative of the function f(·) with respect to its
argument. Following this convention, the notations f [1](·) = f ′(·) and f [0](·) =
f(·) shall be utilized from here on.
4.5.1 Calculation of the terms A
(ij)
m¯m
Integrating the expression for the matrix element A
(11)
m¯m by parts, it can be shown
that the boundary terms vanish, as mentioned above. Using Eq. (4.23), A
(11)
m¯m
reads:
A
(11)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂∂xˆ ηˆ11 ∂∂xˆ
∣∣∣∣ ψˆam
〉
Ωˆ
(4.25a)
= −
〈
∂
∂xˆ
ψˆam¯
∣∣∣∣ ηˆ11
∣∣∣∣ ∂∂xˆψˆam
〉
Ωˆ
(4.25b)
In view of Eq. (4.14) and exchanging the order of summations and integration,
the following equation is obtained,
A
(11)
m¯m = −
∑
r¯,s¯
(β r¯s¯m¯ )
∗∑
r,s
βrsm
〈
Aˆ′r¯Bˆs¯
∣∣∣ ηˆ11 ∣∣∣ Aˆ′rBˆs〉 . (4.26)
The term at the RHS of Eq. (4.26) can be constructed based on the information
available in the angled bracket. To save space and to simplify the notation, in
the sequel, the following notation will be adopted:
A
(11)
m¯m ⇐⇒ −
〈
Aˆ′r¯Bˆs¯
∣∣∣ ηˆ11 ∣∣∣ Aˆ′rBˆs〉 . (4.27)
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This representation should be read in the following way: The second subindex of
A
(11)
m¯m, i.e. m¯, and the indices of the bra-vector, i.e. r¯ and s¯, specify the subindex
and superindices of (β r¯s¯m¯ )
∗. Analogously, the first subindex of A(11)m¯m, i.e. m, and
the superindices of the ket-vector, i.e. r and s, uniquely determine the indices
of βrsm . The superindices of the resulting vectors (β
r¯s¯
m¯ )
∗ and βrsm determine the
running indices of the double summations
∑
r¯,s¯ and
∑
r,s.
In view of the fact that Ωˆ = Iˆ × Jˆ , with Iˆ = [−Wˆ/2, Wˆ /2], Jˆ = [−1/2, 1/2] and
ηˆij(yˆ) = ηˆij(xˆ, yˆ) for yˆ ∈ Jˆ ; the matrix A(11)m¯m can be factorized:
A
(11)
m¯m ⇐⇒ −
〈
Aˆ′r¯
∣∣∣ Aˆ′r〉
Iˆ
〈
Bˆs¯
∣∣∣ ηˆ11 ∣∣∣ Bˆs〉
Jˆ
(4.28)
The entries of the remaining matrices A
(ij)
m¯m can be calculated similarly:
A
(12)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂∂xˆ ηˆ12 ∂∂yˆ
∣∣∣∣ ψˆam
〉
⇐⇒ −
〈
Aˆ′r¯
∣∣∣ Aˆr〉
Iˆ
〈
Bˆs¯
∣∣∣ ηˆ12 ∣∣∣ Bˆ′s〉
Jˆ
(4.29)
A
(21)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂∂yˆ ηˆ21 ∂∂xˆ
∣∣∣∣ ψˆam
〉
⇐⇒ −
〈
Aˆr¯
∣∣∣ Aˆ′r〉
Iˆ
〈
Bˆ′s¯
∣∣∣ ηˆ21 ∣∣∣ Bˆs〉
Jˆ
(4.30)
A
(22)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂∂yˆ ηˆ22 ∂∂yˆ
∣∣∣∣ ψˆam
〉
⇐⇒ −
〈
Aˆr¯
∣∣∣ Aˆr〉
Iˆ
〈
Bˆ′s¯
∣∣∣ ηˆ22 ∣∣∣ Bˆ′s〉
Jˆ
(4.31)
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4.5.2 Calculation of the terms B
(ii)
m¯m
Applying the same process as carried out above, the matrix elements B
(ii)
m¯m can
be determined from the counterparts of A
(ii)
m¯m, by setting ηii = 1 with i = 1, 2:
B
(11)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂2∂xˆ2
∣∣∣∣ ψˆam
〉
(4.32)
⇐⇒ −
〈
Aˆ′r¯
∣∣∣ Aˆ′r〉
Iˆ
〈
Bˆs¯
∣∣∣ Bˆs〉
Jˆ
(4.33)
and
B
(22)
m¯m =
〈
ψˆam¯
∣∣∣∣ ∂2∂yˆ2
∣∣∣∣ ψˆam
〉
(4.34)
⇐⇒ −
〈
Aˆr¯
∣∣∣ Aˆr〉
Iˆ
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ
(4.35)
4.5.3 Calculation of C
(00)
m¯m
Similarly, the matrix elements C
(00)
m¯m can be written as:
C
(00)
m¯m =
〈
ψˆam¯
∣∣∣ ψˆam〉 (4.36)
⇐⇒
〈
Aˆr¯
∣∣∣ Aˆr〉
Iˆ
〈
Bˆs¯
∣∣∣ Bˆs〉
Jˆ
(4.37)
From the above terms, it can be noted that the determination of A
(ij)
m¯m, B
(ii)
m¯m and
C
(00)
m¯m requires the calculation of 〈Aˆ[ν1]r¯ |Aˆ[ν2]r 〉Iˆ and 〈Bˆ[ν1]s¯ |ηˆij|Bˆ[ν2]s 〉Jˆ , with ν1, ν2 =
1, 2.
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4.6 Physics-based MOR
Model Order Reduction (MOR) techniques are methods which aim to reduce the
order and complexity of the system under investigation, so that solutions can be
obtained by using the reduced system [81]. Instead of solving a system which
involves an m ×m matrix, where m is comparatively large, a reduced system is
constructed which is described by an n×n matrix, where n m. The advantage
of solving the reduced system is that it can be solved in a fraction of the time it
would take to solve the original system.
From the previous discussion, it should be clear that the proposed method utilizes
Galerkin’s technique, where the basis functions are designed from eigenfunctions
of (lower dimensional) hermitian operators (defining auxiliary problem), which
are tightly related to the operator, specified in the statement of the target prob-
lem.
Obviously, in order to solve the individual 1D auxiliary problems more accu-
rately, a larger number of expansion functions are required. Due to their lower
dimensions, as compared with the target problem, utilization of a large number
of expansion functions, say N is tractable. In particular, the eigenfunctions of
the auxiliary problem ψ
(a)
n (·), with n ∈ N  N, can be assumed to have been
precalculated with high accuracy. This point should be considered as a major
feature of the proposed method. As will be further explained in the results sec-
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tion, only a small number of highly-accurately computed eigenfunctions of the
lower dimensional auxiliary problems suffice to construct (through tensor prod-
uct) a few higher dimensional basis functions for analyzing the target problem.
This effective compressive approach of reducing the order of complexity will be
referred to as the physics-based MOR.
4.7 Results and Discussion
As mentioned in the foregoing sections, the proposed method is based on Galerkin’s
technique, utilizing problem-tailored basis functions. In the remaining part of this
chapter, the application of the method to laterally-confied periodic QWs with
position-dependent effective mass will be discussed. The method utilizes the
eigenpairs of the corresponding isotropic QW structure to solve the anisotropic
QW target problem. The isotropic QW has been selected as the primary 2D
auxiliary problem, since it most closely resembles the original problem. On the
other hand, the eigenfunctions of the 2D auxiliary problem have been expressed
in terms of the eigenfunctions of appropriately chosen much simpler 1D auxiliary
problems. In the simulations discussed here, only diagonally-anisotropic materi-
als have been considered (ηˆ12 = ηˆ21 = 0). The inclusion of the off-diagonal terms
ηˆ12 and ηˆ21 would lead to complex-valued entries in the system matrix. The study
of complex-valued eigenvalues would reveal information about finite life-time of
the propagating particle. In particular, the description of an efficient algorithm
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Figure 4.2: The energy dispersion diagram for the isotropic QW. The parameters
have been chosen as follows: The potential height Vˆ0 = 1.0, the barrier length
Lˆ = 0.5, and the aperture Wˆ = 1.75. Each energy band has been uniquely labeled
by Eˆm,f (kˆ), where m and f are indices referring to the m
th member of the f th
family.
for the construction of the maximally-localized Wannier functions has not been
included. A glimpse of the numerical results is discussed next.
4.7.1 Isotropic QW Simulation
Consider the energy dispersion diagram in Figure 4.2. This figure shows the
energy bands Eˆm,f(kˆ) for an electron propagating along the isotropic QW, with
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the parameters given in the figure caption. The notation Eˆm,f(kˆ) is introduced
to denote the energy band corresponding to the mth member in the f th family of
bands. Corresponding to the energy value Eˆm,f(kˆ0), with 0.0 ≤ |kˆ0| ≤ 0.5, the
wavefunction ψˆm,f (kˆ0) is also introduced, which shall be referred to later on. In
addition, the function κˆm,f (kˆ) is introduced
κˆm,f (kˆ) =
∂2
∂kˆ2
Eˆm,f (kˆ), (4.38)
to talk more easily about the convex or concave behavior of Eˆm,f(kˆ) at a certain
point kˆ = kˆ0.
For a fixed value of f , say f0 (considering a specific family), the energy band
Eˆ1,f0(kˆ) arises as a result of the 1D periodicity of the QW, with an additional
energy shift by the amount of (1/2Wˆ )2. All remaining bands; i.e., Eˆm,f0(kˆ) for
m = 2, 3, 4, · · · , are only shifted copies of Eˆ1,f0(kˆ):
Eˆm,f0(kˆ) = Eˆ1,f0(kˆ) +
(
m− 1
2Wˆ
)2
(4.39)
The wavefunctions ψˆm,f(0) are uniquely distinguishable, since the solutions are
either entirely real or imaginary. Furthermore, at kˆ = 0.0, the convex energy
bands correspond to real wavefunctions while the concave bands correspond to
imaginary wavefunctions.
Due to the additive partitioning of the potential function in the QW; i.e., Vˆ (xˆ, yˆ) =
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Vˆ (xˆ) + Vˆ (yˆ), the following property regarding the degeneracy of bands can be
shown to hold. Assume the bands Eˆm,f (kˆ) and Eˆm¯,f¯(kˆ) intersect where kˆ = kˆ0;
i.e., Eˆm,f (kˆ0) = Eˆm¯,f¯(kˆ0). Then, ψˆm,f (kˆ0) and ψˆm¯,f¯(kˆ0) are degenerate. On
the other hand, if Eˆm,f (0.0) = Eˆm¯,f¯(0.0) then ψˆm,f (0.0) and ψˆm¯,f¯(0.0) are non-
degenerate. The reader should be reminded that the latter case can occur for
κˆm,f (0.0) · κˆm¯,f¯(0.0) < 0. This inequality implies that if any of the bands Eˆm,f(kˆ)
or Eˆm¯,f¯(kˆ) is convex at kˆ = 0.0, the accompanying band is concave. From the
latter statement it can be concluded that if any of the wavefunctions ψˆm,f (0.0) or
ψˆm¯,f¯(0.0) is real, the accompanying wavefunction is complex, and thus uniquely
distinguishable, and therefore, non-degenerate.
It is well known that the degeneracy of the energy states can be removed by
considering a QW model with a finite-barrier potential for |x| > W/2, [62]. Elim-
inating the degeneracy of the energy states leads to the formation of minigaps,
where, as its name implies, a small bandgap is formed between the two energy
bands, with the lower energy band having a local maximum and the upper band
having a local minimum. The effective mass has no bearing on the formation of
degenerate energy states or minigaps. Furthermore, systematic investigations are
necessary to examine the validity of this claim with regard to off-diagonal effec-
tive masses mˆ12 and mˆ21 in various regions in the channel. Therefore, it can be
conjectured that the generation of minigaps or degenerate energy states is solely
dependent on the non-separability of the potential function.
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As will be discussed in detail next, and intuitively seems to be reasonable, the
main influence of the effective mass on the energy bands is the modification of
their curvature.
mˆ
(−)
11 mˆ
(−)
22 mˆ
(0)
11 mˆ
(0)
22 mˆ
(+)
11 mˆ
(+)
22
Case I 1.0 1.0 1.0 v 1.0 1.0
Case II 1.0 v 1.0 1.0 1.0 v
Case III 1.0 1.0 v 1.0 1.0 1.0
Case IV v 1.0 1.0 1.0 v 1.0
Table 4.1: Four cases considered for the calculation of the energy bands for
diagonally-anisotropic QWs. The constant v may take on two different values in
each case; one representing a light mass and another representing a heavy mass;
these different cases are explicitly stated at the beginning of each case in the
discussion. By setting mˆ
(·)
ii = 1.0, the effective mass in the respective region is
equal to the rest mass.
4.7.2 Anisotropic QW Simulation
To examine the influence of the effective mass on the energy dispersion diagram;
the tensor components ηˆ
(·)
ii (xˆ, yˆ) for i = 1, 2 in Ω
−, Ω0 and Ω+, will be studied
independently for a relatively- light and heavy mass. The off-diagonal tensor
components are not considered, and set to zero in all the following calculations.
Since the potential and effective mass values are identical in the regions Ω− and
Ω+, there are four separate cases to be considered. From here on, the notation
for the effective mass tensor mˆ
(·)
ii (xˆ, yˆ) shall be used and referred to, instead of
the inverse effective mass tensor ηˆ
(·)
ii (xˆ, yˆ). The effective mass parameters related
to the four cases are tabulated in Table 4.1. In all the cases, the potential and
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geometrical parameters are the same as those defined in Section 4.7.1.
Case I
The parameters used for the effective mass components in this case are shown in
Table 4.1, where mˆ
(0)
22 = 0.25 represents a light mass and mˆ
(0)
22 = 3.00 a heavy
mass. The computed energy dispersion diagrams for mˆ
(0)
22 = 0.25 and mˆ
(0)
22 = 3.00
are shown in Figures 4.3(a) and 4.3(b), respectively.
Comparing Figures 4.3(a) and 4.3(b) with Figure 4.2, it is observed that the values
κˆm,f (0) increase when mˆ
(0)
22 = 0.25, and decrease when mˆ
(0)
22 = 3.00. However,
κˆm,f0(0) are identical for all members m within a family f0. The shift property,
given in Eq. (4.39), holds valid in the present case, regardless of the value chosen
for mˆ
(0)
22 . At kˆ = ±0.5, the energy values in the second family, i.e. Eˆm,2(±0.5),
do not change when mˆ
(0)
22 is varied. This phenomenon is highlighted in Figures
4.3(a) and 4.3(b) by the solid dots. Taking the difference between the mth and
m¯th energy bands within a family yields a family-independent universal constant
value depending on m and m¯ only; i.e.,
Eˆm,f0(kˆ)− Eˆm¯,f0(kˆ) =
(
m− 1
2Wˆ
)2
−
(
m¯− 1
2Wˆ
)2
. (4.40)
This relationship simply derives from Eq. (4.39).
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Figure 4.3: The energy dispersion diagrams showing the influence of a light and
heavy mass, related to mˆ
(0)
22 , where (a) mˆ
(0)
22 = 0.25, and (b) mˆ
(0)
22 = 3.00. The
structural and potential parameters are the same as those in Figure 4.2. The
effective mass parameters are those specified in Case I, as specified in Table 4.1.
The bold dots at the band edges are referred to in the text.
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Figure 4.4: The energy dispersion diagrams showing the influence of a light and
heavy mass, related to mˆ
(−)
22 = mˆ
(+)
22 , where (a) mˆ
(−)
22 = mˆ
(−)
22 = 0.25, and (b)
mˆ
(0)
22 = mˆ
(−)
22 = 3.00. The structural and potential parameters are the same as
those in Figure 4.2. The effective mass parameters are those for Case II, as
specified in Table 4.1.
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Case II
This case is similar to the previous one, except that mˆ
(·)
22 is varied simultaneously
in Ω− and Ω+, instead of Ω0. Table 4.1 shows the effective mass parameters
used in the simulations; mˆ
(−)
22 = mˆ
(+)
22 = 0.25, representing a light mass, and
mˆ
(−)
22 = mˆ
(+)
22 = 3.00, representing a heavy mass. Figures 4.4(a) and 4.4(b)
show the energy dispersion diagram corresponding to mˆ
(−)
22 = mˆ
(+)
22 = 0.25 and
mˆ
(−)
22 = mˆ
(+)
22 = 3.00, respectively.
For mˆ
(−)
22 = mˆ
(+)
22 = 0.25, it is observed that κˆm,f (0) increases, and decreases
when mˆ
(−)
22 = mˆ
(+)
22 = 3.00. Furthermore, κˆm,f0(0) does not vary among different
members in a given family f0. The translational property given in Eq. (4.39)
continues to be valid here. The difference between the mth and m¯th energy band,
within a family; i.e., Eˆm,f0(kˆ)− Eˆm¯,f0(kˆ), can also be given by Eq. (4.40). These
characteristics are analogous to the previous case. However, unlike in the previous
case, the energy values Eˆm,2(±0.5) are individual for a given value of mˆ(−)22 = mˆ(+)22 .
Case III
In this case, the influence of the effective mass parameter mˆ
(0)
11 is analyzed within
Ω0. The effective mass parameters used in this case are shown in Table 4.1,
with mˆ
(0)
11 = 0.25 for a light mass and mˆ
(0)
11 = 3.00 for a heavy mass. Figures
4.5(a) and 4.5(b) show the energy dispersion diagrams related to mˆ
(0)
11 = 0.25 and
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Figure 4.5: The energy dispersion diagrams showing the influence of a light and
heavy mass, related to mˆ
(0)
11 , where (a) mˆ
(0)
11 = 0.25, and (b) mˆ
(0)
11 = 3.00. The
structural and potential parameters are the same as those in Figure 4.2. The
effective mass parameters are those for Case III, as specified in Table 4.1.
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mˆ
(0)
11 = 3.00, respectively.
Referring to both Figures, it is observed that κˆm,f (0) has an individual value for
every member in a given family. Therefore, it can be concluded that the shift
property, Eq. (4.39), and the difference between two members, Eq. (4.40), are not
valid here. However, it is seen in Figure 4.5(a) that κˆm,f0(0) > κˆm+1,f0(0), for any
two neighboring bandsm andm+1 in the same family f0, which is characteristic of
a light mass value for mˆ
(0)
11 . In Figure 4.5(b), κˆm+1,f0(0) > κˆm,f0(0) form = 1, 2, 3,
and κˆm+1,f0(0) < κˆm,f0(0) for m = 4, 5, 6, · · · , which is characteristic of mˆ(0)11
taking on a heavy mass value. Next, introduce the bandgap ∆ˆm,f (kˆ),
∆ˆm,f (kˆ) = Eˆm,f+1(kˆ)− Eˆm,f (kˆ). (4.41)
In Figure 4.5(b), it can be seen that ∆ˆ4,2(0) is the smallest of the bandgaps for
m = 1, 2, 3, 4, 5. This particular gap is encircled in Figure 4.5(b) as it serves as a
point of discussion further below.
Case IV
Moving into the regions Ω− and Ω+, the effective mass value mˆ11 is varied to
investigate its influence on the energy dispersion diagram. Table 4.1 provides
the parameters for this case; mˆ
(−)
11 = mˆ
(+)
11 = 0.25, representing a light mass and
mˆ
(−)
11 = mˆ
(+)
11 = 3.00, representing a heavy mass. Figures 4.6(a) and 4.6(b) show
the energy dispersion diagrams when mˆ
(−)
11 = mˆ
(+)
11 = 0.25 and mˆ
(−)
11 = mˆ
(+)
11 =
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Figure 4.6: The energy dispersion diagrams showing the influence of a light and
heavy mass, related to mˆ
(−)
11 = mˆ
(+)
11 , where (a) mˆ
(−)
11 = mˆ
(−)
11 = 0.25, and (b)
mˆ
(0)
11 = mˆ
(−)
11 = 3.00. The structural and potential parameters are the same as
those in Figure 4.2. The effective mass parameters are those for Case IV, as
specified in Table 4.1.
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3.00, respectively.
As the properties observed here are similar to the previous case; the shift property
in Eq. (4.39) and the difference between the mth and m¯th members of the same
family, Eq. (4.40), are violated here as well. This fact also leads to κˆm,f (0)
possessing an individual value for every member, i.e. κˆm,f (0) 6= κˆm+1,f (0). In
Figure 4.6(a), it is seen that κˆm+1,f0(0) > κˆm,f0(0) for m = 1, and κˆm+1,f0(0) <
κˆm,f0(0) for m = 2, 3, 4, · · · . However, in Figure 4.6(b), κˆm+1,f0(0) < κˆm,f0(0)
for all members in a family. The encircled point in Figure 4.6(a) is attributed to
possessing the smallest bandgap, i.e. ∆ˆ2,2(0), with respect to all other members.
4.7.3 Degeneracy of the Eigenfunctions
The first derivative of Eˆm,f(kˆ) must be smooth enough in order for the energy
band to be a valid dispersion relation. If kˆ0 ∈ (0.0, 0.5), and Eˆm,f (kˆ) and Eˆm¯,f¯(kˆ)
are energy bands where m¯ 6= m and f¯ 6= f , there are specific values for kˆ0 where
Eˆm,f (kˆ0) = Eˆm¯,f¯(kˆ0).
Consider the wavefuntions in Figures 4.7(a) and 4.7(b), the first subfigure shows
ψˆ4,2(0) corresponding to Eˆ4,2(0) in Figure 4.5(b), and the second subfigure shows
ψˆ4,3(0) corresponding to Eˆ4,3(0) in the same figure. The bandgap ∆4,2(0), Eq.
(4.41), is comparatively small, which correlates to the small difference in the
peak values between ψˆ4,2(0) and ψˆ4,3(0). Since Eˆ4,2(kˆ) is concave and Eˆ4,3(kˆ)
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Figure 4.7: The wavefunctions corresponding to the energy values at kˆ = 0.0, in
the encircled area in Figure 4.5(b). (a) The wavefunction ψˆ4,2(0) corresponding
to Eˆ4,2(0). (b) The wavefunction ψˆ4,3(0) corresponding to Eˆ4,3(0).
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is convex, ψˆ4,2(0) is purely imaginary and ψˆ4,3(0) is purely real. As expected,
a phase difference of pi/2 exists between ψˆ4,2(0) and ψˆ4,3(0). There is a unique
value of mˆ
(0)
11 which results in Eˆ4,2(0) = Eˆ4,3(0), thus leading to ∆ˆ4,2(0) = 0. This
would correspond to ψˆ4,2(0) and ψˆ4,3(0) having identical peak values, however
still a phase difference of pi/2 remaining. A similar phenomenon is observed with
the pairs Eˆ2,2(0) ↔ ψˆ2,2(0) and Eˆ2,3(0) ↔ ψˆ2,3(0) in Figure 4.6(a), which has
been circled for easy reference. The wavefunctions ψˆ2,2(0) and ψˆ2,3(0) are shown
in Figures 4.8(a) and 4.8(b).
4.7.4 Considerations Regarding MOR
One of the main advantages of extending the proposed method, introduced in
Chapter 2, for laterally confined anisotropic QWs, is the reduction of the ex-
pansion terms needed to compute solutions with the desired accuracy. Since the
chosen potential function can be additively factorized, the index terms related
to the xˆ- and yˆ components can be considered independently, when discussing
the convergence of the solutions. As shown in Eq. (4.14), the auxiliary solutions
carry two indices, r and s. The number of terms associated with r can be easily
determined by analyzing the first family of bands. Referring to Figure 4.2, there
are 5 bands in the first family; this requires a minimum of r = 5 expansion terms.
The approach for determining the number of terms associated with s is done by
running test simulations, since there is no simple way to this end. Again, referring
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Figure 4.8: The wavefunctions corresponding to the energy values at kˆ = 0.0, in
the encircled area in Figure 4.6(a). (a) The wavefunction ψˆ2,2(0) corresponding
to Eˆ2,2(0). (b) The wavefunction ψˆ2,3(0) corresponding to Eˆ2,3(0).
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to Figure 4.2, it was found that the number of expansion terms needed was 11,
implying s = 5. Thus concerning the auxiliary problem, the size of the system
matrix can be as low as 55 × 55 to accurately compute the energy bands lying
between 0.0 and 3.0 along the vertical axis. To discuss the minimum number of
required expansion terms for the calculation of the energy band diagram related
to an effective mass component, consider Figure 4.3(b). In this case, it was found
that only 5 terms were sufficient for the index r and 47 terms for the index s,
where the terms associated with r could be deduced by analyzing the first family
of bands, while the terms related to s were found by test simulations. Therefore,
the size of the auxiliary system matrix is 235 × 235, which is the minimum size
needed to accurately compute the energy bands in Figure 4.3(b). In solving the
system matrix for the target problem, it was possible to reduce the size of this
system matrix, while still being able to obtain accurate results. It was found
that the dimension of the system matrix could be reduced to 135 × 135, before
noticable changes were introduced in the energy band diagram.
4.7.5 Continuity Conditions
For the wavefunctions to be valid, they must conform to the continuity conditions
set out by the Schro¨dinger equation in Eq. (4.8). From the kinetic energy opera-
tor, involving a position-dependent effective mass function, the wavefunctions at
the junction between two dissimilar regions, denoted by the superscripts 0 and
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Figure 4.9: (a) The wavefunction ψˆ4,1(0) corresponding to Eˆ4,1(0) in Figure 4.3(a).
(b) A cross-section of the wavefunction, where xˆ = 0.245; i.e., ψˆ4,1(kˆ = 0 | xˆ =
0.245, yˆ), demonstrating that the interface conditions are naturally satisfied.
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+, must satisfy the continuity conditions:
ψˆ0(xˆ, Lˆ/2) = ψˆ+(xˆ, Lˆ/2) (4.42)
ηˆ0ij∇xˆyˆψˆ0(xˆ, yˆ)|yˆ=Lˆ/2 = ηˆ+ij∇xˆyˆψˆ+(xˆ, yˆ)|yˆ=Lˆ/2 (4.43)
Here, yˆ = Lˆ/2 is an interface between two regions with dissimilar material prop-
erties. Equally, the interface conditions at yˆ = −Lˆ/2 are:
ψˆ−(xˆ,−Lˆ/2) = ψˆ0(xˆ,−Lˆ/2) (4.44)
ηˆ−ij∇xˆyˆψˆ−(xˆ, yˆ)|yˆ=−Lˆ/2 = ηˆ0ij∇xˆyˆψˆ0(xˆ, yˆ)|yˆ=−Lˆ/2 (4.45)
Since there is no variation in material- and potential values along the xˆ axis, there
are no interface conditions to be explicitly imposed with respect to xˆ. Figures
4.9(a) and 4.9(b) show the wavefunction, and a cross-section of the wavefunction,
with respect to yˆ where xˆ = 0.245; i.e., ψˆ4,1(kˆ = 0 | xˆ = 0.245, yˆ), which cor-
responds to Eˆ4,1(0) (the fourth member of the first family at kˆ = 0.0 in Figure
4.3(a)). With reference to Eq. (4.43), the ratio of the derivatives of ψˆ with re-
spect to yˆ at yˆ = Lˆ/2 must equal the ratio of the effective masses in each region.
Since, in this simulation, the effective masses in Ω0 and Ω+ are 0.25 and 1.0,
respectively, the ratio of the derivatives of the wavefunctions must also be equal
to 4.0. With the derivatives of the wavefunctions at either side of the interface,
as sketched in Figure 4.9(b), it is found that the ratio of the derivatives is indeed
very close to 4.0, thus proving that the interface conditions are naturally satisfied.
Therefore, the interface conditions do not need to be explicitly enforced in this
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formulation, as it is the case in the majority of alternative computational and
semi-numerical methods.
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Chapter 5
The Anisotropic 2D Finite-wall
Quantum Wire
5.1 Introduction
In the beginning of model development for quantum wire (QW) structures, it was
common to employ approximate methods to calculate and predict the quantum
confinement characteristics. The approximation started out by assuming that the
QW was surrounded by an infinite confining potential. This assumption allowed
the solutions to be completely localized inside the QW [54; 62; 82]. Depending
on whether the confining potential is adequately high, or the width of the QW is
wide enough, the infinite confining potential approximation may or may not be
a valid approximation. After realizing that under certain conditions, the infinite
confining potential approximation was not accurate enough; therefore another
149
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approximation was put forward. In the regions of the QW where the wavefunc-
tions become negligibly small, it was postulated that the wavefunction could be
approximated to be zero [60]. Although this approximation can yield extremely
accurate results, the computational complexity increases dramatically, rendering
the current methods a very challenging task, if not impractical.
To date, there are many methods which have been implemented to calculate
the quantum confinement properties of QW and quantum dot (QD) structures.
Two of the most popular methods include the finite element and finite differ-
ence method [49; 54; 75; 76]. Both these techniques excel in being able to solve
fairly complex structures, but they usually require considerable computational
resources and suffer from inaccuracies in the solutions, which can be attributed
to the required small discretization of the spatial domain. A simple technique
which has been implemented for less complicated QW structures is the trans-
fer matrix method [56; 57; 77; 83]. Thereby, a matrix, consisting of interface
(boundary) terms is constructed, which is consecutively cascaded to obtain a
global solution. This method is well suited for periodic QW structures with in-
finite confining potentials, however it would become quite difficult to implement
for more involved QW structures. Boundary element method has been imple-
mented to solve 2D QW structures, which consist of fairly complex shapes [69].
This method is powerful when complex QW geometries and/or cross-sections are
considered, since the governing equation is reduced to integral equations on the
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boundaries. This method has its drawbacks with the singularities that are in-
troduced. The highly demanding analytical treatment of the regularization of
the strong- and hyper strong singularity can be considerable. Furthermore, a
high computational overhead, when considering inhomogeneous media, can be a
significant limiting factor.
Methods based on spectral analysis have been used in various ways to calculate
the quantum confinement characteristics of QW structures [58; 60; 80; 84; 85].
Spectral methods have shown to be advantageous for solving such structures due
to the high accuracy that can be achieved. The biggest drawback to spectral
methods is the number of expansion terms that may be needed to accurately
resolve the solutions, especially when multi-dimensional structures are considered.
In Chapter 3, the spectral technique, introduced in Chapter 2, was utilized to
calculate the quantum confinement properties of a class of QW structures. This
technique is widely based on Galerkin’s method, where the trial solutions are
predetermined solutions to a simpler QW problem, which closely mimics the
problem of interest. The advantages of this technique are two-fold: The interface
conditions, which divide the structure into piecewise homogeneous regions are
naturally satisfied, which is primarily due to the construction of entire-domain
basis functions. Since the basis functions are constructed based on suitably-
chosen auxiliary problems, the number of basis functions that are required to
accurately resolve the solutions to the target problem is substantially decreased,
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by orders of magnitude.
In this chapter; the method introduced in Chapter 3, for solving isotropic QW
structures, is extended to solve the Schro¨dinger equation for fully anisotropic
finite-wall QW structures. Since the solutions to the isotropic QW are complete
and constitute an orthonormal set of functions, they will be used as the trial
solutions for the anisotropic QW. Furthermore, to show the validity of the pro-
posed method, various QW problems from literature have been considered. The
Brillouin band diagrams and total energy values, which have been determined in
literature, are reproduced here and compared with the results obtained using the
proposed method; excellent agreements have been achieved, while substantially
reducing the required computational resources.
This chapter is organized as followed. In Section 5.2, the objective of this chap-
ter is stated, and the material characterization of the QW model is given. The
procedure explaining the methodology for solving the anisotropic finite-wall QW
structure is shown in Section 5.3. Section 5.4 describes a process for calculating
the constituent sub-matrices of the system matrix. Verifying and testing the pro-
cedure set out in this chapter; Section 5.5 shows the calculation of eigenenergies
and a Brillouin dispersion diagram using the proposed method, for selected QW
problems given in literature.
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P2D Q
aux
2D
⊗
Qaux1D,2 Q
aux
1D,1
Qaux1D (periodic)
Figure 5.1: A schematic showing the connection between the target (original)
problem (P2D), and the hierarchy of auxiliary problems; Q
aux
2D and its constituent
auxiliary problems Qaux1D,2, Q
aux
1D,1 and Q
aux
1D (periodic). Thereby, Q
aux
1D,1 denotes the
conventional quantum harmonic oscillator problem in the x-direction, Qaux1D,2 de-
notes an ideal finite barrier potential in the x-direction, and Qaux1D (periodic) de-
notes a fundamental periodic problem in the y-direction. To solve the isotropic
QW problem (Qaux2D ), the tensor product of the eigenfunctions in Q
aux
1D,2 and
Qaux1D (periodic) have been utilized. The solution of the problem inside the dashed
frame is the work of Chapter 3. P2D is the anisotropic QW problem, which is the
focus of this chapter. P2D utilizes the computed eigenfunctions associated with
Qaux2D . While it has not been included in the figure, it should be obvious that
the solutions to P2D can serve to tackle related P3D problems. This diagram is
identical to the one shown in Fig. 3.1.
5.2 Statement of the Problem
Consider the two dimensional structure depicted in Figure 5.2, which shows the
fundamental cell of a P -periodic (in the y-direction), fully anisotropic QW. Figure
5.2 depicts the potential variation of the QW, and the variation of the effective
mass tensor. The channel having an aperture length W is characterized by the
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V −
V 0
V +
Figure 5.2: A sketch of the ‘fundamental cell’ of an inhomogeneous and fully-
anisotropic QW. The channel width of the QW is denoted by W , the length of
the potential barrier inside the channel is denoted by L and the period length
is denoted by P . The QW is characterized by the inverse effective mass tensor
η(x, y) and the potential function V (x, y), which have constant values in the sub-
domains of Ω. Along the x-direction, as indicated by the arrows, the structure
extends indefinitely, while along the y-direction, the fundamental cell is repeated
periodically.
potential function V (x, y) and effective mass tensor M(x, y) (respectively, the
inverse effective mass tensor M−1(x, y)), which are also P -periodic along the y-
direction. Within the channel, there is no potential or effective mass variation
along the x-direction. Constant values outside the channel characterize the po-
tential function and effective mass tensor. One of the unique attributes of the
QW model considered in this chapter is the generality of the parameters that are
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used. For example, the values that the potential- and effective mass tensor can
assume for |x| > W/2 may be different for the left- and right regions, which will
be explicitly defined next. It should also be noted that the QW structure out-
side the channel extends indefinitely, as |x| → ∞; i.e., there are no hard-walled
boundaries. From Eq. (1.12), the wavefunctions and energy values describing
the behavior of an electron with the rest mass m0, traveling through such a QW
structure, is best governed by the position-dependent mass Schro¨dinger equation:
− ~
2
2m0
∇TxyM−1(x, y)∇xyψ(x, y) + V (x, y)ψ(x, y) = Eψ(x, y) (5.1)
Here, the superscript T stands for transposition and ~ is the reduced Planck
constant. For the explicit characterization of the QW structure, the following two
sub-sections are introduced which detail the domain decomposition and material
characterization.
5.2.1 Domain Decomposition
In the interest of simplifying the remaining discussion, the following intervals
and sub-domains within the fundamental cell are introduced. The intervals are
defined such that the potential- and effective mass values are constant in each
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interval. With respect to x, the following intervals are introduced
IL = {x | −∞ < x < −W/2} (5.2a)
IC = {x | −W/2≤ x ≤W/2} (5.2b)
IR = {x | W/2 < x <∞} , (5.2c)
where the entire x-axis interval is the union of the intervals above,
I = IL ∪ IC ∪ IR. (5.3)
With respect to y, the following intervals are introduced
J+= {y | L/2 < y ≤ P/2} , (5.4a)
J0 = {y | −L/2 ≤ y ≤ L/2} (5.4b)
J−= {y | −P/2 ≤ y <−L/2} (5.4c)
where
J = J− ∪ J0 ∪ J+. (5.5)
The Anisotropic 2D Finite-wall Quantum Wire 157
Using the intervals defined above, the following domains can be built inside the
QW channel,
Ω+= {(x, y) | IC , J+} (5.6a)
Ω0 = {(x, y) | IC , J0} (5.6b)
Ω−= {(x, y) | IC , J−} (5.6c)
Outside the QW channel, the following domains are introduced:
ΩL= {(x, y) | IL, J} (5.7a)
ΩR= {(x, y) | IR, J} (5.7b)
The simulation domain Ω (the fundamental cell) is
Ω = {(x, y) | I, J} , (5.8)
where the union of all the sub-domains constitutes the fundamental cell,
Ω = Ω− ∪ Ω0 ∪ Ω+ ∪ ΩL ∪ ΩR. (5.9)
5.2.2 Material Characterization
With the introduction of the sub-domains above, it is also convenient to par-
tition the functions V (x, y) and M(x, y) into their respective sub-domains. To
further ease the discussion, the inverse effective mass tensor is introduced, which
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is denoted as η(x, y) and defined as the inverse of M(x, y),
η(x, y) =M−1(x, y). (5.10)
Referring to Figure 5.2, the potential function V (x, y) inside the QW channel is
given as
V (x, y) =


V + (x, y) ∈ Ω+
V 0 (x, y) ∈ Ω0
V − (x, y) ∈ Ω−,
(5.11)
and outside the channel, the potential function V (x, y) is given as
V (x, y) =


V L (x, y) ∈ ΩL
V R (x, y) ∈ ΩR.
(5.12)
In the same manner, the variation of the inverse effective mass tensor η(x, y) is
described. Inside the channel, the inverse effective mass tensor is given as
ηij(x, y) =


η+ij (x, y) ∈ Ω+
η0ij (x, y) ∈ Ω0
η−ij (x, y) ∈ Ω−,
(5.13)
while outside the channel it is defined as
ηij(x, y) =


ηLij (x, y) ∈ ΩL
ηRij (x, y) ∈ ΩR.
(5.14)
Equations (5.11) - (5.14) completely characterizes the full anisotropy and poten-
tial variation of the QW structure given in Figure 5.2.
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5.3 Proposed Solution Procedure
The procedure set out in this section details a methodology for solving fully
anisotropic QW structures, as depicted in Figure 5.2. The position-dependent
mass Schro¨dinger equation used to solve the energy wavefunction eigenpairs is
given in Eq. (5.1). Introducing the scaled variables, xˆ = x/P and yˆ = y/P ,
and the scaled wavefunction ψˆ(xˆ, yˆ), defined as ψˆ(xˆ, yˆ) = ψ(x, y), leads to the
normalized Schro¨dinger equation
− 1
4pi2
∇Txˆyˆηˆ(xˆ, yˆ)∇xˆyˆψˆ(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆ(xˆ, yˆ) = Eˆψˆ(xˆ, yˆ). (5.15)
Here, the scaled inverse effective mass tensor ηˆ(xˆ, yˆ) has been introduced and de-
fined as ηˆ(xˆ, yˆ) = η(x, y). Normalized units of energy have also been introduced,
such that Vˆ (xˆ, yˆ) = V (x, y)/E0 and Eˆ = E/E0, where E0 = (2pi~)
2/(2m0P
2).
Since the QW structure is fully anisotropic, ηˆ(xˆ, yˆ) is a second-order tensor.
Replacing ηˆ(xˆ, yˆ) with its tensor components, the Schro¨dinger equation can be
written in the following explicit form,
− 1
4pi2
∇Txˆyˆ
[
ηˆ11(xˆ, yˆ) ηˆ12(xˆ, yˆ)
ηˆ21(xˆ, yˆ) ηˆ22(xˆ, yˆ)
]
∇xˆyˆψˆ(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆ(xˆ, yˆ) = Eˆψˆ(xˆ, yˆ). (5.16)
To solve this equation, a set of eigenpairs from a suitably constructed, problem-
specific auxiliary problem are required. The auxiliary problem should be chosen
such that it is considerably simpler to solve than Eq. (5.16), but retains as many
of the features of the original QW structure as possible. Before the details of the
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auxiliary problem are discussed, it is instructive to define the following domains
with respect to the scaled variables;
Ωˆ(xˆ, yˆ) = Ω(x, y) (5.17a)
Ωˆγ(xˆ, yˆ) = Ωγ(x, y), (5.17b)
where γ can take on the values −, 0, +, L or R.
5.3.1 Auxiliary Problem
The auxiliary problem chosen to solve the original problem is the QW structure
depicted in Figure 5.2, however with an isotropic medium which is homogeneous
throughout the entire domain. Such a structure can be easily modeled by sub-
stituting a 2 × 2 identity matrix into Eq. (5.16), which ensures the particles
mass to be constant throughout the entire domain, while still being subject to
the potential Vˆ (xˆ, yˆ), as defined in Section 5.2.2:
− 1
4pi2
∇Txˆyˆ
[
1 0
0 1
]
∇xˆyˆψˆa(xˆ, yˆ) + Vˆ (xˆ, yˆ)ψˆa(xˆ, yˆ) = Eˆaψˆa(xˆ, yˆ) (5.18)
Here, the superscript a has been introduced to explicitly denote the solutions
which belong to the auxiliary problem. As exhaustively discussed in Chapter 3,
the eigenfunctions corresponding to the auxiliary problem can be expressed as
a linear superposition of tensor products of two one-dimensional (1D) functions;
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i.e.,
ψˆam(xˆ, yˆ) =
∑
r,s
βmr,sAˆr(xˆ)Bˆs(yˆ). (5.19)
where Aˆr(xˆ) corresponds to the solutions of a Schro¨dinger equation correspond-
ing to a finite well problem (Qaux1D,2 in Figure 5.1), Bˆs(yˆ) are the solutions to a
fundamental periodic potential problem (Qaux1D (periodic) in Figure 5.1), and the
coefficients βmr,s are unknown constants. The index m corresponds to the eigen-
mode of the auxiliary problem. Therefore, m ∈ {0, 1, 2, · · · ,M}, where M is
some chosen upper limit, ensuring numerical results with prescribed accuracy. It
should be noted that Eq. (5.19) corresponds to Eq. (3.14a) in Chapter 3. The
form adopted above allows the manipulations to be written more compactly.
5.3.2 Original Problem
By construction, the eigenfunctions {ψˆa(xˆ, yˆ)} constitute a complete and or-
thonormal set of functions. Exploiting the orthonormality of these functions,
the solutions of Eq. (5.16) can be expressed as a linear combination of these
functions
ψˆ(xˆ, yˆ) =
∑
m
αmψˆ
a
m(xˆ, yˆ), (5.20)
where αm are a-priori unknown constants. Applying Galerkin’s method, Eq.
(5.20) is substituted into Eq. (5.16) as a trial solution, and tested by the complex
conjugate of the m¯th eigenfunction, ψˆa∗m¯ (xˆ, yˆ). Exchanging the order of summa-
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tions and differentiations, one is led to
− 1
4pi2
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)∇Txˆyˆ
[
ηˆ11(xˆ, yˆ) ηˆ12(xˆ, yˆ)
ηˆ21(xˆ, yˆ) ηˆ22(xˆ, yˆ)
]
×∇xˆyˆψˆam(xˆ, yˆ)
+
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)Vˆ (xˆ, yˆ)ψˆ
a
m(xˆ, yˆ) = E
∑
m
αmψˆ
a∗
m¯ (xˆ, yˆ)ψˆ
a
m(xˆ, yˆ). (5.21)
Here, the index m¯ varies in the same range as m, and the asterisk (∗) denotes
complex conjugation. Next, Eq. (5.21) is integrated over the domain Ωˆ(xˆ, yˆ); i.e.,
with respect to xˆ from −Wˆ/2 to Wˆ/2 and with respect to yˆ from −1/2 to 1/2.
Expanding the differential operator, acting on the tensor components, leads to
− 1
4pi2
∑
m
αm
{〈
ψˆam¯
∣∣∣ ∂xˆηˆ11∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12∂yˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22∂yˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ Vˆ (xˆ, yˆ) ∣∣∣ ψˆam〉
Ωˆ
}
= Eˆ
∑
m
αm
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
, (5.22)
where Dirac’s bra-ket notation has been utilized. From hereon, Dirac’s notation
will be used to notate the integral terms in the proceeding equations. Using
Galerkin’s method, as it was just done with Eq. (5.16), the mth solution of Eq.
(5.18) is chosen and multiplied by a testing function, ψˆ(xˆ, yˆ). Substituting Eq.
(5.20) in place of the testing function (with the running index denoted by m¯) and
integrating the resulting equation over the domain Ωˆ(xˆ, yˆ), one obtains
− 1
4pi2
∑
m¯
αm¯
{〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
}
+
∑
m¯
αm¯
〈
ψˆam¯
∣∣∣ Vˆ (xˆ, yˆ) ∣∣∣ ψˆam〉
Ωˆ
=
∑
m¯
αm¯Eˆ
a
m
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
. (5.23)
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Subtracting Eq. (5.23) and Eq. (5.22), leads to:
− 1
4pi2
∑
m
αm
{〈
ψˆam¯
∣∣∣ ∂xˆηˆ11∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12∂yˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21∂xˆ ∣∣∣ ψˆam〉
Ωˆ
+
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22∂yˆ ∣∣∣ ψˆam〉
Ωˆ
−
〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
−
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
}
=
∑
m
αm(Eˆ − Eˆam)
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
(5.24)
In the above process, the terms containing the potential function canceled out.
The influence of the potential function VCH(x, y) has manifested itself in the cal-
culation of the eigenpairs ψˆam(xˆ, yˆ) ↔ Eˆam, and thus plays its role in Eq. (5.24)
implicitly. The remaining terms in Eq. (5.24) belong to the kinetic energy op-
erators and total energies, appearing in the original and auxiliary equations.
Introducing matrices with the entries
A
(11)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆηˆ11∂xˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25a)
A
(12)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆηˆ12∂yˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25b)
A
(21)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆηˆ21∂xˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25c)
A
(22)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆηˆ22∂yˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25d)
B
(11)
m¯m =
〈
ψˆam¯
∣∣∣ ∂xˆxˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25e)
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B
(22)
m¯m =
〈
ψˆam¯
∣∣∣ ∂yˆyˆ ∣∣∣ ψˆam〉
Ωˆ
(5.25f)
δm¯m =
〈
ψˆam¯
∣∣∣ ψˆam〉
Ωˆ
, (5.25g)
equation (5.24) can be written compactly in the form
− 1
4pi2
∑
m
αm
{
A
(11)
m¯m + A
(12)
m¯m + A
(21)
m¯m + A
(22)
m¯m +B
(11)
m¯m +B
(22)
m¯m
}
+
∑
m
αmEˆ
a
mδm¯m = Eˆ
∑
m
αmδm¯m, (5.26)
with δm¯m referring to the Kronecker delta symbol. Equation (5.26) can be fur-
ther reduced to the standard form of an eigenvalue problem. By summing all
the matrices on the LHS of the preceding equation into a system matrix, the
eigenvalues which represent the total energy values of the QW structure can be
immediately determined by diagonalizing the system matrix. Accordingly, the
eigenvectors can also be calculated; which in turn, can be substituted into Eq.
(5.20) to calculate the wavefunctions.
5.4 Calculation of the Matrices
One of the key aspects to the proposed method, introduced in Section 5.3, is the
way in which the constituent sub-matrices of the system matrix are calculated.
Careful manipulation of the sub-matrices is crucial for performing accurate cal-
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culations. Using the sub-domains introduced in Section 5.2.1, the calculation of
the sub-matrices simplifies greatly.
Taking a general form to represent the sub-matrices, with fˆ(xˆ) and gˆ(xˆ) being
arbitrary functions, differentiable to any order required, the following relationship
can be established by performing integration by parts on the LHS:
〈
fˆ
∣∣∣∣ ∂∂xˆ ηˆ ∂∂xˆ
∣∣∣∣ gˆ
〉
Iˆ
= −
〈
fˆ ′
∣∣∣ ηˆ ∣∣∣ gˆ′〉
Iˆ
(5.27)
In this equation, it has been assumed that the boundary terms evaluated at
xˆ = ±∞ vanish, an assumption which follows from the L2-integrability of the
eigenfunctions. The prime denotes differentiation with respect to xˆ. It is also
important to note that the term at the RHS of Eq. (5.27) does not require the
derivative of ηˆ(xˆ). Finally, the notation fˆ [ν1](xˆ) and gˆ[ν2](yˆ) are introduced, where
the integers ν1 and ν2 can take on values 0 or 1. fˆ
[ν1](xˆ) is the ν1
th-derivative
of fˆ(xˆ) with respect to xˆ. gˆ[ν2](yˆ) can be interpreted similarly. With these
definitions, Eq. (5.27) can be used to simplify Eqs. (5.25a) - (5.25d):
A
(ij)
m¯m = −
〈
ψˆ
a[νi]
m¯
∣∣∣ ηˆij ∣∣∣ ψˆa[νj ]m 〉
Ωˆ
, (5.28)
where i, j = 1, 2. In a similar manner, Eqs. (5.25e) and (5.25f) can be expressed
in the form:
B
(ii)
m¯m = −
〈
ψˆ
a[νi]
m¯
∣∣∣ ψˆa[νi]m 〉
Ωˆ
(5.29)
In view of Eq. (5.27), the importance of eliminating the derivative of ηˆ plays its
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role by having the ability to split the integrals in Eq. (5.28) into sub-domains
of the fundamental cell. Since the basis functions are defined over the entire-
domain, the interface conditions, which ensures that ψˆ(xˆ, yˆ) meet the required
continuity conditions over the junction between dissimilar regions are naturally
met, and do not need to be explicitly enforced. Equation (5.28) can be split into
multiple bracket terms, such that
A
(ij)
m¯m =− ηˆLij
〈
ψˆ
a[νi]
m¯
∣∣∣ ψˆa[νj ]m 〉
ΩˆL
−
〈
ψˆ
a[νi]
m¯
∣∣∣ ηˆCij ∣∣∣ ψˆa[νj ]m 〉
ΩˆC
− ηˆRij
〈
ψˆ
a[νi]
m¯
∣∣∣ ψˆa[νj ]m 〉
ΩˆR
, (5.30)
where
ηˆCij(yˆ) =


ηˆ+ij (xˆ, yˆ) ∈ Ωˆ+
ηˆ0ij (xˆ, yˆ) ∈ Ωˆ0
ηˆ−ij (xˆ, yˆ) ∈ Ωˆ−
(5.31)
and ΩˆC = Ωˆ−∪Ωˆ0∪Ωˆ+. In the center region, ΩˆC , of the chosen problem, the sub-
domains Ωˆ− and Ωˆ+ share the same effective mass and potential energy values,
as it is shown in Figure 5.2. Taking this condition into account (without any loss
of generality), the second term on the RHS of Eq. (5.30) can be expressed as
follows:
〈
ψˆ
a[νi]
m¯
∣∣∣ ηˆCij ∣∣∣ ψˆa[νj ]m 〉
ΩˆC
= ηˆ−ij
〈
ψˆ
a[νi]
m¯
∣∣∣ ψˆa[νj ]m 〉
Ωˆ−∪Ωˆ+
+ ηˆ0ij
〈
ψˆ
a[νi]
m¯
∣∣∣ ψˆa[νj ]m 〉
Ωˆ0
, (5.32)
(ηˆ+ij = ηˆ
−
ij). Further simplifications can be made by substituting Eq. (5.19) into
The Anisotropic 2D Finite-wall Quantum Wire 167
the simplified forms of Aijm¯m and B
ij
m¯m, given in this section. In doing so, the
current bracket terms can be cast into the Kronecker product of two new bracket
terms. For example, consider the case where i, j = 2, A
(22)
m¯m can be written as
−
∑
r¯,s¯
βm¯∗r¯,s¯
∑
r,s
βmr,s
{
ηˆL22
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆL
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ
+ ηˆ−22
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆC
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ−∪Jˆ+
+ ηˆ022
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆC
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ0
+ηˆR22
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆR
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ
}
, (5.33)
where the normalized intervals have been defined in the same manner as Eqs.
(5.17a) and (5.17b). Since the functions Bˆs(yˆ) are defined in closed-form, the
bracket terms containing these functions can also be constructed in closed-form.
However, the same is not true for the function Aˆr(xˆ), since they are not available
in closed-form. The closed-form construction of the bracket terms containing
Bˆs(yˆ) in Eq. (5.33) are as followed:
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ
= 4pi2(s+ kˆ)2δs¯s (5.34a)〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ−∪Jˆ+
= 4pi2(s¯+ kˆ)(s+ kˆ)
{
δs¯s − Lˆsinc
[
Lˆpi(s− s¯)
]}
(5.34b)〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ0
= 4pi2(s¯+ kˆ)(s+ kˆ)
{
Lˆsinc
[
Lˆpi(s− s¯)
]}
(5.34c)
For asymmetrical structures, i.e. ηˆLij 6= ηˆRij and Vˆ L 6= Vˆ R, no further simplifi-
cations can be carried out. However, if the QW structure is symmetrical, i.e.
ηˆLij = ηˆ
R
ij and Vˆ
L = Vˆ R, following on from Eq. (5.33), the first and last terms can
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be combined, yielding
−
∑
r¯,s¯
βm¯∗r¯,s¯
∑
r,s
βmr,s
{
ηˆ022
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆC
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ0
+ ηˆ−22
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆC
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ−∪Jˆ+
+ηˆR22
[
δr¯r −
〈
Aˆr¯
∣∣∣ Aˆr〉
IˆC
]
⊗
〈
Bˆ′s¯
∣∣∣ Bˆ′s〉
Jˆ
}
. (5.35)
Although the functions Aˆr(xˆ) are entire-domain functions, exploiting the or-
thonormality of these functions, all the braket terms containing Aˆr(xˆ), in the
preceding equation, have been altered such the integration limits span the QW
channel only; i.e., [−Wˆ/2, Wˆ /2]. In the same manner, for the remaining com-
binations of i, j, the matrices A
(ij)
m¯m and B
(ii)
m¯m can also be simplified, with minor
differences to the above procedure. It should be noted that in the case of i, j = 1,
the bracket term 〈Aˆ′r¯ | Aˆ′r〉Iˆ , which spans the entire xˆ-domain, can be constructed
in closed-form using the properties of Hermite polynomials, since the eigenfunc-
tions associated with Qaux1D,1 in Figure 5.1 are solutions of the standard quantum
harmonic oscillator.
5.5 Results and Discussion
To validate the proposed method set out in Section 5.3; a select number of QW
problems, which have been treated elsewhere, are reproduced here and compared
against the results obtained by the proposed method. The available QW struc-
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VB mˆB mˆW
(meV ) (mB/m0) (mW/m0)
conduction electron 276.0 0.0858 0.0665
light hole 184.0 0.1107 0.0905
heavy hole 184.0 0.3865 0.3774
Table 5.1: Material Parameters for GaAs/Ga0.63Al0.37As QWs
tures are isotropic but inhomogeneous.
Tables 5.1 and 5.2 show the values of the effective masses and potential energy
for GaAs/Ga0.63Al0.37As and Ga0.47In0.53As/InP, respectively, where GaAs and
Ga0.47In0.53As are the QW materials and Ga0.63Al0.37As and InP are the barrier
materials. In both cases, the QW material has zero potential while the barrier
potential is specified by the values in Tables 5.1 and 5.2.
Consider the QW structure depicted in Figure 5.3. The lengths Lx and Ly charac-
terize the dimensions of the QW cross-section, where the barrier material extends
indefinitely for |x| → ∞ and |y| → ∞. Since there is no variation in the potential
and effective mass perpendicular to the cross-section of the QW, the z-component
from the Schro¨dinger equation can be decoupled, leading to a 2D QW problem
in variables x and y. In calculating the eigenpairs of the QW structure in Fig-
ure 5.3, Figure 5.1 is referred to for the utilization of auxiliary problems. The
problems Qaux1D,1 and Q
aux
1D,2 refer to the harmonic oscillator and finite barrier well
problems, respectively, where the solutions of Qaux1D,1 are used to solve Q
aux
1D,2. Since
there is no periodic variation within this structure, the problem Qaux1D (periodic)
The Anisotropic 2D Finite-wall Quantum Wire 170
VB mˆB mˆW
(meV ) (mB/m0) (mW/m0)
conduction electron 240.0 0.079 0.042
heavy hole 370.6 0.61 0.47
Table 5.2: Material Parameters for Ga0.47In0.53As/InP QWs
is replaced with the problems Qaux1D,1 and Q
aux
1D,2, as previously defined, but solved
independently. The Kronecker product of the solutions to Qaux1D,2 with respect to x
and y are utilized to find the eigenpairs to the 2D isotropic QW problem, denoted
by Qaux2D . Utilizing the solutions of Q
aux
2D , the eigenpairs to P2D are calculated.
The energy eigenvalues for the GaAs/Ga0.63Al0.37As QW are shown in Table 5.3,
where various widths of the QW have been considered. As shown in the third and
fourth columns of Table 5.3, the eigenvalues corresponding to the QW structure
have been calculated by Gangopadhyay [58] and Shertzer [62], where the former
author made the QW a 2D periodic structure and solved the Schro¨dinger equation
using a Fourier expansion, while the latter author employed the finite element
method. Using the proposed method, the calculated eigenvalues show excellent
agreement with the values obtained by the mentioned alternative methods. In
the calculations performed here, it was found that 800 solutions for Qaux1D,1 were
sufficient to accurately calculate the solutions toQaux1D,2, for both problems in x and
y. Taking 120 solutions of Qaux1D,2 (for both problems in x and y) was found to yield
the eigenvalues for Qaux2D with highly accurate values. The problem P2D was found
to require 90 solutions of Qaux2D to obtain accurate eigenvalues. In order to reduced
the number of required solutions for each problem, the curvature parameter for
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V = VB
V = 0
Lx
Ly
y
x
Figure 5.3: A diagram of a single quantum wire well (QWW). The QWW is
contained within a finite potential V = VB, which extends indefinitely along
x and y, which also has the effective mass mii = mB. Inside the QWW, the
potential is zero and the effective mass is mii = mW , for i = 1, 2.
Qaux1D,1 (both problems in x and y) needs to be chosen carefully; i.e., for the 5× 5
case in Table 5.3, a curvature of 112 was found to be an appropriate value.
Changing the material parameters, the energy eigenvalues for the Ga0.47In0.53As-
/InP QW structure, as depicted in Figure 5.3, are also considered. The hierarchy
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Cross-Section Proposed Method Gangopadhyay Shertzer
Lx × Ly(nm)2 (meV ) (meV ) (meV )
5× 5 155.27 155.2 155.3
5× 10 111.13 111.2 111.1
197.67 · · · 197.6
10× 10 63.473 63.47 63.5
155.23 · · · 155.2
Table 5.3: Bound Energy Levels of a Conduction Electron in a GaAs/Ga0.63-
Al0.37As Single QWW
Cross-Section Proposed Method Gangopadhyay Gershoni
Lx × Ly(nm)2 (meV ) (meV ) (meV )
10× 10 76.01 76.0 · · ·
187.12 · · · · · ·
10× 5 120.99 121.5 160.0
221.84 · · · · · ·
Table 5.4: Bound Energy Levels of a Conduction Electron in a Ga0.47In0.53As/InP
Single QWW
of the auxiliary problems that were used is identical to the GaAs/Ga0.63Al0.37As
QW structure considered previously. This particular material composition has
been considered by Gangopadhyay [58] and Gershoni [84]. For a variety of cross-
sections, the calculated energy eigenvalues for such a QW structure is shown in
Table 5.4. Since the cross-section lengths for this case are not much different than
the previous case; i.e., Table 5.3, the required number of solutions to accurately
solve P2D is very close to the previous case.
Considering a periodic QW structure, the QW structure in Figure 5.2 is referred
to. Here, the potential and effective mass values in ΩL, ΩR, Ω− and Ω+ are set
to be VB and mB, respectively, while the potential and effective mass values in
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Ω0 is set to zero and mW , respectively. The material values which character-
ize this structure are summarized in Table 5.1, which correlates to the GaAs-
/Ga0.63Al0.37As QW composition. As it was the case previously, since there is no
variation in potential and effective mass along z, the Schro¨dinger equation can
be reduced to two dimensions. This structure has been considered by Pokatilov
[60], where an energy dispersion diagram is constructed based on a conduction
electron propagating in the channel along the y-direction. With reference to the
diagram in Figure 5.1, a band diagram is calculated for a 1D periodic QW prob-
lem, denoted by Qaux1D (periodic), where the solutions are used with the Kronecker
product of the solutions to the finite barrier well problem Qaux1D,2 to construct the
energy band diagram for Qaux2D . Using this result, the energy band structure is
calculated for P2D, which is the problem describing the isotropic, but inhomo-
geneous, QW structure. Using the method proposed here, the energy dispersion
diagram that is calculated is shown in Figures 5.4 and 5.5, which is in excellent
agreement with the diagram constructed by Pokatilov [60]. To construct the en-
ergy dispersion diagram, 800 solutions from Qaux1D,1 were utilized to solve Q
aux
1D,2.
21 solutions from Qaux1D (periodic) were used, along with 300 solutions from Q
aux
1D,2,
which were combined together using the Kronecker product to solve for Qaux2D .
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Figure 5.4: The energy dispersion diagram for a conduction electron in a GaAs-
/Ga0.63Al0.37As periodic QW, showing the first four energy bands, which lie within
0 and 150 meV. The structure of the QW is given in Figure 5.2, where mii =
0.0665 and V = 0 in Ω0, and mii = 0.0858 and V = 276meV in all the other
regions of the fundamental cell, for i = 1, 2. Here, the periodic length P = 15nm,
the channel width W = 20nm and the length L = 10nm.
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Figure 5.5: The energy dispersion diagram for a conduction electron in a GaAs-
/Ga0.63Al0.37As periodic QW, showing the next eight energy bands, which lie
within 150 and 300 meV. The structure of the QW is given in Figure 5.2, where
mii = 0.0665 and V = 0 in Ω
0, and mii = 0.0858 and V = 276meV in all the other
regions of the fundamental cell, for i = 1, 2. Here, the periodic length P = 15nm,
the channel width W = 20nm and the length L = 10nm.
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Chapter 6
Conclusion
A new numerical technique based on Galerkin’s method was introduced in Chap-
ter 2 to solve the one-dimensional Schro¨dinger equation for an arbitrary potential
function. A problem-specific auxiliary problem was constructed. The calculated
eigenfunctions of the auxiliary problem were used as trial functions to solve the
Schro¨dinger equation for the problem of interest. By calculating the energy eigen-
values and corresponding wavefunctions for a potential well problem given in
literature, results from the proposed method showed good agreement with the
available solutions. It was established that the introduction of a problem-specific
Schro¨dinger equation can substantially reduce the amount of basis functions re-
quired to obtain convergent results. Furthermore, using the proposed method,
it was shown that the interface conditions are satisfied naturally. Therefore, the
conventional step of enforcing the continuity of wavefunctions in neighboring sub-
domains or segments was made totally obsolete. The versatility of the proposed
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method has been shown by solving the Schro¨dinger equation for a potential well
and a linear potential problem.
In Chapter 3, a sequence of two problems denoted P2D and Q
aux
2D was introduced,
and the stage for systematically solving quantum dot and quantum wire problems
under realistic conditions was set. By construction, the solution of Qaux2D , treated
in this chapter, serves to solving P2D, which is the topic of Chapter 5. The so-
lution of Qaux2D itself required the construction of a sequence of problem-specific
“auxiliary” problems. The latter step was made possible due to a sophisticated
partitioning of V (x, y), which enabled the decomposition of the involved Hamilto-
nian into two commutative operators. It was demonstrated that the construction
of the hierarchy of “auxiliary” problems Qaux2D,2 and Q
aux
2D,1 enables the following:
(i) precalculation and storage of basis functions for repeated usage; (ii) significant
reduction of the dimensionality of the discretized equations; (iii) acceleration of
computations. Furthermore, it was demonstrated that this technique enables the
extraction of detailed information about the dependence of energy bands on the
geometrical and physical parameters involved. An important feature that was not
elaborated explicitly; contrary to the previous studies in literature, the proposed
method is not limited to piece-wise constant functions. Merely for the purpose
of demonstrating the main characteristics of this technique, and to simplify cal-
culations, piece-wise constant potential functions were assumed. Admitting any
physically meaningful potential function V (x, y) (obtained experimentally or by
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self-consistent analysis) and performing the integrals numerically, the proposed
method straightforwardly allows the analysis of structures with unprecedented
complexity. From the above exposition, it should be clear that the application of
the proposed methodology to these problems is straightforward.
Employing the numerical technique set out in Chapter 2, the numerical tech-
nique has been applied to solve fully-anisotropic, infinite-wall QW problems. By
choosing the auxiliary problem to mimic the original problem, the number of
expansions terms which are required to construct the solutions to the original
problem is dramatically decreased. All the energy dispersion diagrams presented
here show that minigaps are not generated when taking the effective mass into
consideration, rather, it is the potential function which dictates whether mini-
gaps are generated or not. By expressing the effective mass as a tensor quantity,
the influence of each tensor component on the energy dispersion diagram could
be meticulously analyzed. The validity of the proposed method has been shown
by explicitly showing the interface boundary conditions between two dissimilar
regions for a selected wavefunction. With the construction of problem-specific
basis functions, it has been shown that the interface boundary conditions are
met naturally, and do not need to be explicitly imposed.
In Chapter 3, the problem P2D was introduced, which denotes the fully-anisotropic,
finite-wall QW structure of Qaux2D . In Chapter 5, it was shown how Q
aux
2D was used
as an auxiliary problem to solve for P2D. As it has been employed in previ-
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ous chapters, the proposed method employs the use of a hierarchy of auxiliary
problems, which are fundamentally simpler and easier to solve. Using the entire-
domain basis functions, all interface conditions have been naturally met, which
has made the enforcement of such conditions totally redundant. Since each aux-
iliary problem is tailored to the problem of interest, a significant reduction in the
number of basis functions was possible. The validity of this technique was shown
by considering two types of QW problems, which have already been considered in
literature. The Brillouin energy dispersion diagram was calculated for a periodic
finite-wall QW structure, which has already been calculated in literature, using
an existing technique. The energy eigenvalues of rectangular cross-section QWs,
surrounded by an insulating medium, were also calculated using the proposed
method. Good agreement between all the results calculated with the proposed
method and existing methods has been achieved.
6.1 Future Work
The problems considered here are only QW structures, which are two-dimension-
ally confined quantum structures. The proposed method can be extended to con-
sider three-dimensionally confined quantum structures; i.e. quantum dots (QDs).
With the addition of the third dimension, the computational resources required to
solve such problems increases significantly, even beyond what is commonly avail-
able. By constructing a hierarchy of problem-tailored auxiliary problems, the
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reduction in the number of basis functions, required for each problem, becomes
more critical for reducing the computational and mathematical complexity.
Solving the system matrices for the eigenvalues and eigenvectors can become a
time-consuming task, depending on the sparsity and size of the matrix. Since at
least 90% of the total simulation time is spent in the eigenvalue solver for each
problem, a reduction in the time to compute the eigenvalues and eigenvectors
is necessary to reduce the overall simulation time. There are two approaches
that can be taken in order to achieve this objective; the first path is to employ
parallel processing, the second path is to sequentially optimize the eigenvalue
solving process. Along the lines of the second path, one way of achieving this
is to employ a mathematical model-order-reduction technique, which requires
considerably less terms in the system matrix to calculate convergent eigenvalues.
For the periodic QW structures considered in this thesis, an extension to the
work that has been carried out here is the construction of Wannier functions. For
the work that has already been carried out on Wannier functions, these functions
possess unique characteristics that are highly favorable for specific problems. One
of the unique properties of Wannier functions is that they are highly localized,
this make them extremely suitable for solving void problems in a periodic lattice.
However, before utilizing Wannier functions for certain problems, the properties
must be well understood. To the best of the authors ability, the construction of
Wannier functions, from wavefunctions based on QW problems, have not been
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constructed before and would be an interesting avenue to explore.
Appendix A
A.1 Linear Potential Function
Consider the potential function Wˆ (ξ) = ξ. From Eq. (2.2), the normalized
Schro¨dinger equation for this potential is
−1
2
d2
dξ2
ϕ(ξ) + ξϕ(ξ) = Eˆϕ(ξ). (A.1)
To solve this equation, a new variable η and the function φ(η) are introduced
such that η
√
γ = ξ − Eˆ, and φ(η) = ϕ(ξ). Using these relationships, Eq. (A.1)
transforms into
−1
2
1
γ
d2
dη2
φ(η) +
√
γηφ(η) = 0. (A.2)
Choosing γ = 3
√
1/4, Eq. (A.2) reduces to the differential equation satisfying the
airy functions
d2
dη2
φ(η)− ηφ(η) = 0, (A.3)
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which has the general solution,
φ(η) = c A¯i(η) + d B¯i(η). (A.4)
Here, A¯i(η) and B¯i(η) stand for the first and second airy functions, respectively.
The constants c and d have to be determined. Since B¯i(η) → ∞ as η → ∞, d
must be zero to ensure quadratically integrable solutions. Thus, the solution to
Eq. (A.1) is
ϕ(ξ) = c Ai(ξ), (A.5)
with Ai(ξ) = A¯i(η) and ϕ(ξ) = φ(η).
A.2 Hermite Polynomials
Assuming that the first two polynomials are known, higher-order polynomials can
be obtained with the recursive relation [86],
Hm+2(ξ) = 2ξHm+1(ξ)− 2(m+ 1)Hm(ξ). (A.6)
Since polynomials diverge as ξ → ∞, multiplying them by a Guassian function
and normalizing coefficients, as required in the QHO solutions, can lead to inaccu-
rate calculations (very large numbers multiplied by very small number). One way
to overcome this problem is as follows. Introduce normalized Hermite polynomi-
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als Hˆm(ξ) = Hm(ξ)/cm, where cm = 4
√
piα
√
m!2m. Then Eq. (A.6) transforms
into
Hˆm+2(ξ) =
√
2ξ√
m+ 2
Hˆm+1(ξ)−
√
m+ 1√
m+ 2
Hˆm(ξ). (A.7)
For the sake of completeness, the first two normalized Hermite Polynomials are
reproduced here,
Hˆ0(ξ) =
1
4
√
piα
, (A.8a)
Hˆ1(ξ) =
√
2ξ
4
√
piα
. (A.8b)
A recursive relation can be obtained by multiplying all terms in Eq. (A.7) by
e−ξ
2/2:
ϕm+2(ξ) =
√
2ξ√
m+ 2
ϕm+1(ξ)−
√
m+ 1√
m+ 2
ϕm(ξ) (A.9)
Accordingly, Eqs. (A.8a) and (A.8b) can be multiplied by e−ξ
2/2 to obtain the
first two (initial) solutions of the QHO:
ϕ0(ξ) =
1
4
√
piα
e−ξ
2/2 (A.10a)
ϕ1(ξ) =
√
2ξ
4
√
piα
e−ξ
2/2 (A.10b)
As indicated in Eq. (2.33b), the relationship ϕam(ξ) = ϕm(ξ − ξmin) is valid.
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A.3 Calculating the Entries of the System Ma-
trix
Calculation of the integral in the first term of Eq. (2.42), here denoted by Im¯m,
requires careful handling in order to combat any inaccuracies and to enhance the
efficiency of the computations. Expanding the residual potential function, Im¯m
can be split into three separate terms:
Im¯m =
∫ ∞
−∞
dξϕam¯(ξ)Wˆ (ξ)ϕ
a
m(ξ)
− 1
2
∫ ∞
−∞
dξϕam¯(ξ)(ξ − ξmin)2ϕam(ξ)−
Wˆ (ξmin)δm¯m√
α
= I
(1)
m¯m + I
(2)
m¯m + I
(3)
m¯m, (A.11)
where the terms I
(i)
m¯m (i = 1, 2, 3) have been defined in obvious form. In this
equation, the orthonormality of the functions ϕam(ξ) has been used in obtaining
the last term. I
(1)
m¯m can be cast into a computationally tractable form by exploiting
the functional properties of Wˆ (ξ). I
(2)
m¯m can be solved in closed-form by utilizing
the properties of Hermite polynomials.
A.3.1 Calculation of I
(1)
m¯m
The potential function Wˆ (ξ) behaves in the following manner; as ξ → −∞,
Wˆ (ξ)→ a and as ξ →∞, Wˆ (ξ)→ b, where a and b are constants. Assume that
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ξa corresponds to a point where Wˆ (ξa) ≈ a, and ξb corresponds to another point
where Wˆ (ξb) ≈ b. I(1)m¯m can be split into three separate integrals as follows,
I
(1)
m¯m = Wˆ (ξa)
∫ ξa
−∞
dξϕam¯(ξ)ϕ
a
m(ξ)
+
∫ ξb
ξa
dξϕam¯(ξ)Wˆ (ξ)ϕ
a
m(ξ) + Wˆ (ξb)
∫ ∞
ξb
dξϕam¯(ξ)ϕ
a
m(ξ). (A.12)
Introducing two matrices Bm¯m and Cm¯m, such that
Bm¯m =
∫ ξa
−∞
dξϕam¯(ξ)ϕ
a
m(ξ) (A.13a)
Cm¯m =
∫ ∞
ξb
dξϕam¯(ξ)ϕ
a
m(ξ), (A.13b)
Eq. (A.12) can be cast into the following form:
I
(1)
m¯m =
[
Wˆ (ξa) + Wˆ (ξb)
2
]
(Bm¯m + Cm¯m)
+
[
Wˆ (ξa)− Wˆ (ξb)
2
]
(Bm¯m − Cm¯m) +
∫ ξb
ξa
dξξbξaϕ
a
m¯(ξ)Wˆ (ξ)ϕ
a
m(ξ) (A.14)
The matrices Bm¯m and Cm¯m can be simplified further by exploiting the orthonor-
mality of the QHO functions. It can be easily concluded that,
I
(1)
m¯m =
[
Wˆ (ξa) + Wˆ (ξb)
2
](
δm¯m√
α
−
∫ ξb
ξa
dξϕam¯(ξ)Wˆ (ξ)ϕ
a
m(ξ)
)
+
[
Wˆ (ξa)− Wˆ (ξb)
2
](
δm¯m√
α
−
∫ ξb
ξa
dξϕam¯(ξ)Wˆ (ξ)ϕ
a
m(ξ)− 2Cm¯m
)
. (A.15)
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Here, Eq. (A.12) has been written in a form which contains integrals with finite
bounds, except for Cm¯m. Although the details are not shown here, Cm¯m can
be calculated accurately by alternate means. For symmetric potential functions,
i.e. Wˆ (ξa) = Wˆ (ξb), it is readily observed that the second term in Eq. (A.15)
vanishes. In view of this, the remaining integrals have finite bounds.
A.3.2 Calculation of I
(2)
m¯m
The second term in Im¯m is given as
I
(2)
m¯m = −
1
2
∫ ∞
−∞
dξ(ξ − ξmin)ϕam¯(ξ)(ξ − ξmin)ϕam(ξ). (A.16)
Utilizing the recursive relation in Eq. (A.9), for the m¯th and mth solution, the
term (ξ − ξmin) in Eq. (A.16) can be eliminated. Therefore,
I
(2)
m¯m = −
1
4
∫ ∞
−∞
dξ
[√
(m¯+ 1)(m+ 1)ϕam¯+1(ξ)ϕ
a
m+1(ξ)
+
√
(m¯+ 1)mϕam¯+1(ξ)ϕ
a
m−1 +
√
m¯(m+ 1)ϕam¯−1(ξ)ϕ
a
m+1(ξ)
+
√
m¯mϕam¯−1(ξ)ϕ
a
m−1(ξ)
]
. (A.17)
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Exploiting the orthonormality of the QHO functions, and dividing by
√
α, one
obtains
I
(2)
m¯m = −
1
4
√
α
[√
(m¯+ 1)(m+ 1)δm¯+1,m+1 +
√
(m¯+ 1)mδm¯+1,m−1
+
√
m¯(m+ 1)δm¯−1,m+1 +
√
m¯mδm¯−1,m−1
]
. (A.18)
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Appendix B
B.1 Calculation of the Matrices
In Section 4.5, it is shown that the matrices in Eq. (4.21) can be simplified by
applying integration by parts. Furthermore, by considering Eq. (4.14) it is shown
that these matrices can be expressed in terms of the orthonormal basis of the
associated isotropic QW problem. For completeness, the closed-form definitions
for the 1D angular bracket terms in Section 4.5 are summarized here. The first
section provides the calculation of 〈Aˆ[ν1]r¯ |Aˆ[ν2]r 〉Iˆ , and the second section provides
the calculation of 〈Bˆ[ν1]s¯ |ηˆij|Bˆ[ν2]s 〉Jˆ .
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B.1.1 Calculation of 〈Aˆ[ν1]r¯ |Aˆ[ν2]r 〉Iˆ
The following correspondences are valid:
〈
Aˆr¯
∣∣∣ Aˆr〉
Iˆ
⇐⇒δr¯r (B.1)〈
Aˆr¯
∣∣∣ Aˆ′r〉
Iˆ
⇐⇒rpi
Wˆ
{sin[pi(r¯ + r)/2]sinc[pi(r¯ + r)/2]
− sin[pi(r¯ − r)/2]sinc[pi(r¯ − r)/2]} (B.2)〈
Aˆ′r¯
∣∣∣ Aˆr〉
Iˆ
⇐⇒ r¯pi
Wˆ
{sin[pi(r¯ + r)/2]sinc[pi(r¯ + r)/2]
− sin[pi(r − r¯)/2]sinc[pi(r − r¯)/2]} (B.3)〈
Aˆ′r¯
∣∣∣ Aˆ′r〉
Iˆ
⇐⇒ pi
2
Wˆ 2
rr¯δr¯r (B.4)
Here, δr¯r denotes the Kronecker delta symbol.
B.1.2 Calculation of 〈Bˆ[ν1]s¯ |ηˆij|Bˆ[ν2]s 〉Jˆ
Since the indices i, j do not have any effect on the relations given in this section,
for simplicity, they will be dropped in the sequel. In view of the fact that ηˆ(yˆ)
is a constant on each of the intervals Jˆ− = [−1/2,−Lˆ/2), Jˆ0 = [−Lˆ/2, Lˆ/2] and
Jˆ+ = (Lˆ/2, 1/2], where
Jˆ = Jˆ− ∪ Jˆ0 ∪ Jˆ+; (B.5)
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the function ηˆ(yˆ) is expressed in terms of its defining parameters as given in
Figure 4.1. The following is obtained:
〈
Bˆ
[ν1]
s¯
∣∣∣ ηˆ ∣∣∣ Bˆ[ν2]s 〉 = ηˆ− 〈Bˆ[ν1]s¯ ∣∣∣ Bˆ[ν2]s 〉
Jˆ−
= ηˆ0
〈
Bˆ
[ν1]
s¯
∣∣∣ Bˆ[ν2]s 〉
Jˆ0
= ηˆ+
〈
Bˆ
[ν1]
s¯
∣∣∣ Bˆ[ν2]s 〉
Jˆ+
(B.6)
with ν1, ν2 = 0, 1. Consequently, the following eight correspondences exhaust the
required information for the calculation of 〈Bˆ[ν1]s¯ |ηˆ|Bˆ[ν2]s 〉Jˆ :
〈
Bˆ
[0]
s¯
∣∣∣ Bˆ[0]s 〉
Jˆ−∪Jˆ+
=δs¯s − Lˆsinc[piLˆ(s− s¯)] (B.7a)〈
Bˆ
[0]
s¯
∣∣∣ Bˆ[0]s 〉
Jˆ0
=Lˆsinc[piLˆ(s− s¯)] (B.7b)〈
Bˆ
[0]
s¯
∣∣∣ Bˆ[1]s 〉
Jˆ−∪Jˆ+
=j2pi(s+ kˆ)
[
δs¯s − Lˆsinc[piLˆ(s− s¯)]
]
(B.7c)〈
Bˆ
[0]
s¯
∣∣∣ Bˆ[1]s 〉
Jˆ0
=j2pi(s+ kˆ)Lˆsinc[piLˆ(s− s¯)] (B.7d)〈
Bˆ
[1]
s¯
∣∣∣ Bˆ[0]s 〉
Jˆ−∪Jˆ+
=− j2pi(s¯+ kˆ)
[
δs¯s − Lˆsinc[piLˆ(s− s¯)]
]
(B.7e)〈
Bˆ
[1]
s¯
∣∣∣ Bˆ[0]s 〉
Jˆ0
=− j2pi(s¯+ kˆ)Lˆsinc[piLˆ(s− s¯)] (B.7f)〈
Bˆ
[1]
s¯
∣∣∣ Bˆ[1]s 〉
Jˆ−∪Jˆ+
=4pi2(s¯+ kˆ)(s+ kˆ)
[
δs¯s − Lˆsinc[piLˆ(s− s¯)]
]
(B.7g)〈
Bˆ
[1]
s¯
∣∣∣ Bˆ[1]s 〉
Jˆ0
=4pi2(s¯+ kˆ)(s+ kˆ)Lˆsinc[piLˆ(s− s¯)] (B.7h)
It should be noted that since ηˆ− and ηˆ+ take on the same values in the QW
model in Figure 4.1, the integrals belonging to the intervals Jˆ− and Jˆ+ have been
combined.
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