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Figure 1.1. Key complexes surrounding ionic (AMPA and NMDA) and metabotropic 
glutamate (mGlu) receptors in the PSD. Densin is shown as a putative transmembrane 
protein and can a ternary interaction with a-actinin and CaMKII.  Structures that contact 
each other indicate an interaction. The NMDA receptor is a docking site for CaMKII.  
PSD-95 serves to stabilize glutmate receptors in the PSD.  Homer and Shank are major 
scaffolding proteins that form a mesh like structure and an assembly platform for other 
proteins.  GKAP-guanylate kinase associated protein, GRIP = glutamate receptor 
interacting protein NMDAR = N-methyl-D-aspartate receptor, AMPAR = a-amino-3-
hydroxyl-5-methyl-4-isoxazole-propionic acid receptor, CaMKII = Ca2+/Calmodulin 
dependent kinase II, IP3 = Inositol triphosphate receptor, SynGAP = synaptic Ras 
GTPase activating protein.  Figure by Holly Carlisle, Andrew Medina-Marino and Mary 
Kennedy.!
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Figure 2.1.  Schematic showing Densin protein domains and known interactors with to 
the C-terminus of Densin.  Densin is comprised of an N-terminal LRR domain, a mucin 
homology domain, an RGD (Arg-Gly-Asp) sequence and cysteine rich domain, a 
putative transmembrane domain, and a C-terminal PDZ domain (Apperson et al., 
1996).  Binding studies show that the major isoform of densin is connected to the PSD 
through the formation of a complex with maguin-1 and PSD-95 and through its binding 
to the scaffold protein, shank (Quitsch et al., 2005, Ohtakara, et al., 2002). It also forms 
a high affinity ternary complex with CaMKII and alpha-actinin (Walikonis et al., 2000). 
Densin binds directly to delta-catenin and can be found in a complex with beta-catenin/
P cadherin through interactions with the PDZ adjacent and PDZ domain, respectively 
(Inagaki et al., 2002, Heikkila, et al., 2007).  The voltage gated calcium channel, 
Cav1.3, binds Densin in the presence of CaMKII!(Jenkins et al., 2010).  Figure adapted 





Figure 2.2.  Diagram of ionotropic (NMDAR and AMPAR) and metabotropic glutamate 
receptors (mGluR) binding to multimerized scaffold proteins that link the PSD to the actin 
cytoskeleton. mGluR receptors are coupled to G proteins while ionotropic receptors allow 
influx of Na+ and/or Ca2+.  Shank is connected to NMDAR, AMPAR, and mGluR receptors 
through PSD-95/GKAP, GRIP, and Homer, respectively. Shank can multimerize with itself 
through SAM and helical domains.  Alpha-actinin binds to the C terminal domain of the 
mGluR5b receptor (Cabello, 2007).  Densin can interact with alpha-actinin and CaMKII in 
a ternary complex.  GKAP = guanylate kinase associated protein, GRIP = glutamate 
receptor interacting protein NMDAR = N-methyl-D-aspartate receptor, AMPAR = !-
amino-3-hydroxyl-5-methyl-4-isoxazole-propionic acid receptor, CaMKII = Ca2+/
Calmodulin dependent kinase II.  Figure by Holly Carlisle.!
!"#
Figure 2.3. Brains from Densin KO mice have normal gross neuroanatomy.  
Representative Nissl stained images (5x magnification) from coronal sections of WT 
(left panels) and Densin KO (right panels) from hippocampus (A,C) and cortex (B,D).  







Figure 2.4.  Densin KOs clasp their hind and fore limbs when suspended by the 
tail. (A) Representative pictures of front and side views of WT (left) and KO (right) 
mice.  (B) Densin KO mice show a dramatic increase in front and hind limb 
clasping compared to WT mice (n= WT 15 males, 9 WT females, 19 KO males, 





Figure 2.5.  Densin KOs have normal motor abilities on the rotorod and beam crossing 
tasks.  (A) Both WT and KO mice remained on the accelerating rotarod (5 to 50 rpm 
over 240 secs) for approximately 200 sec (n = 20 WT males, 11 WT females, 15 KO 
males, 9 KO females; 8-10 weeks old).  (B) WT and KO cohorts crossed the 12mm 
beam with similar speeds (n = 15 WT males, 11 WT females, 13 KO males, 9 KO 
females). KO mice crossed the 6 mm beam significantly faster than the WT cohort 
(n=13 WT males, 10 WT females, 11 KO males, 9 KO females; 9-11 weeks old). 





Figure 2.6.  Densin KOs have deficient short-term hippocampal and cortical dependent 
memory as measured by place preference and novel object recognition tests.  Diagrams of 
place preference and object recognition tests are shown in (A) and (D). In both tests, mice 
were exposed to two objects for 5 min, removed from the box for 10 min, and then their 
preference for the moved object (A-C) or the novel object (D-F) was measured by the 
number of times the mice investigated each object during a 5 min test period. Wild type 
mice (black bars) show a significant increase in the percent of investigations of the moved 
compared to the stationary object in the place preference test (B) and the novel object in 
the object recognition test (E), whereas KO mice (grey bars) showed no preference for the 
moved or novel objects. KOs investigated the objects approximately twice as frequently as 
the WTs during the place preference (C) and object recognition (E) tests, despite showing 
no preference for the moved or novel objects (n = 20 WT, 15 KO males, 8-10 weeks old). 






Figure 2.7.  Prepulse inhibition of startle is decreased in the Densin KO mice. The 
startle reflex was measured by an accelerometer and reported as the percent 
decrease in the startle response to a 120 db pulse of sound when preceded by a mild 
acoustic prepulse (3 or 6 db over background) compared to the startle response in 
the absence of the prepulse (n= 13 WT, 10 KO females 15-17 weeks old). 
Significance was measured with 2-tailed t-test (*p < 0.05). Error bars represent SEM. !
!"#
Figure 2.8.  Densin KOs exhibit nest building deficits. (A) Representative cages of 
WT (left) and KO (right) nests.  WT nests were formed within the cardboard 
houses whereas KOs tended to scatter the cotton on the cage floor.  (B) A 2 x 2 
inch piece of cotton was placed in the wire food rack and the unshredded cotton 
was weighed every 12 hours for 72 hours.   Wild types made fully formed nests 
within 24 hours whereas none of the KO mice shredded any of the cotton even 
after 72 hours (n = 10 WT, 11 KO males 20-22 weeks old).  Significance measured 
by Mann-Whitney test with two-tail p value (*p<0.05, **p<0.01, ***p<0.001). Error 





Figure 2.9.  The Densin KOs are hypoactive.  The activity of the Densin KO and WT 
mice was assessed in the light and dark cycle at 8, 10, and 12 weeks for 24 hours at 
each age using an automated home cage monitoring system. The fraction of frames 
in which specific behaviors were performed was calculated.  The fold change in the 
median in the KO relative to the WT is reported from 3 separate WT-KO pairs.  
Underactive behaviors are shown in teal and overactive behaviors are shown in 
yellow. Descriptions of each behavior are described in Steele et al, 2007. Data 










Figure 2.10:  Densin KOs are more anxious than WTs in the open field test. (A) Shows 
representative paths of WT and KO mice during a 10 min exploratory session in an open 
field. The outer rim of the box (50 x 50 cm) is outlined in yellow, and the center quadrant in 
blue (25 x 25 cm).  (B) The percentage of time that the KO mice spent in the center quadrant 
is significantly less than the WTs after 2, 4 and 8 min of exploration.  KOs also showed a 
longer latency to enter into the center (C) and the frequency of entries into the center 
quadrant was also significantly lower for the KOs after 2, 4 and 8 minutes (D).  KOs also 
travelled a significantly shorter distance (cm) after 2 and 4 minutes than WTs (E). WT and 
KO data are displayed as white and black bars, respectively. Error bars show SEM. 
Statistical significance was measured by 2-tailed t-test (*p <0.05 , **p <0.005 ,***p <0.0005). 
Mice were 8-10 weeks old. !
Figure 2.11:  Densin KOs spend more time freezing and are less motile in a novel enclosed 
chamber than WTs.  Percentage freezing and average motion was measured for male (A,B) 
and female (C,D) cohorts by infrared detection of movement in a fear conditioning chamber in 
which no shock was delivered. (A,C) Both male and female KO mice spent 30-40% of the 5 
min exploration period freezing, whereas male and female WTs as well as male HETs spent 
0% of the time freezing. (B) Male WT mice showed significantly higher levels of motion than 
the HET and KO males (n = 20 WT, 9 HET, 15 KO males). (D) Female WT mice were also 
more mobile compared to female KO mice (n = 11 WT, 9 KO females). Mice were 10-12 
weeks old. Statistical significance was determined with ANOVA in A,B and 2-tailed t-test in 

























Figure 2.12: Densin KOs and HETs are aggressive with their littermates with assertion of 
dominance in the following order:  HET>KO>WT.  The table shows the genotypes that 
were housed together and the frequency of fighting among the different genotypes. The 
genotype of the aggressor is shown in red. Mice were assessed for fighting by 14-16 













Figure 2.13:  Loss of Densin results in decreased levels of alpha-actinin, DISC1, and 
mGluR5 in PSD fractions.  Relative amounts of core PSD proteins (A) and ionotropic 
glutamate receptors (B) were unchanged in PSD fractions from KO compared to WT 
mice. The levels of direct and indirect (*) binding partners of Densin in PSD fractions from 
Densin KO mice are shown in (C). Significantly less alpha-actinin, DISC1, and mGlur5 
was detected in PSD fractions from Densin KO mice compared to WT PSD fractions.  
Representative immunoblots are shown in (C). Statistical significance was assessed by 
one-sample t-tests with a theoretical mean of 100 (*p < 0.05; n=3-4 PSD fractions each 
prepared from 7 or 8 age and sex-matched mice of each genotype). Error bars represent 
SEM. !
#$"
Table 2.1.  Comparison of human symptoms of schizophrenia and endophenotypes 
described in mouse models of schizophrenia (table based on review by Inta et al., 2009). !





impaired working memory 
impaired short-term 
memory 
impaired working memory 
Positive 
symptoms 













impaired social memory 




Figure 2.14.  Working model showing how DISC1 and mGLUR1 signaling pathways 
positively regulate ERK signaling to promote activity dependent transcription.  Stimulated 
Group 1 mGluR (mGluR1 and mGluR5) receptors act through G coupled proteins to facilitate 
Ca2+ signaling by phosphlipase C b1 (PLCb1) and IP3R, promoting activation of Ras and 
downstream ERK signaling which leads to CREB activation by phosphorylation at Ser133.  
siRNA knockdown of DISC1 has been shown to reduce phosphorylation of ERK (Hashimoto 
et al., 2006). Phosphorylated CREB (pCREB) enhances transcription of target genes, 
including Arc, whose transcript is then transported to activated dendrites. NMDA receptor 
signaling via Ca2+ influx also activates ERK signaling pathways.  Figure by Holly Carlisle. !
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Figure 3.1. Arc has a role in induction of LTD by mGluR signaling. Induction of mGluR-
LTD requires rapid synthesis of Arc (within 5 min. upon stimulation).   The increase in 
translation seen in mGluR-mediated LTD is accomplished by activation of the 
elongation factor kinase (eEF2K).  eEF2K is inhibited when bound to mGluR5, but this 
complex dissociates when mGluR5 is stimulated.   eEF2K then phosphorylates EF2 
which inhibits elongation of the most nascent protein polypeptide.  This process may 
make the translation machinery more available for those transcripts not inhibited by 
EF2, such as Arc. mGluR signaling also increases Arc synthesis rapidly by 
dephosphorylation of FMRP (Fragile mental retardation protein), a process that 
releases constitutive repression of basal translation (Park et al., 2008).  Increases in 
Arc promote LTD by increasing internalization of AMPA receptors.  Specifically, Arc 
interacts with endophilin and dynamin in clathrin complexes to regulate AMPA. 
Reprinted from Park et al. Copyright (2008), with permission from Elsevier.!




Figure 3.2.  The Densin KO exhibits decreased steady state levels of c-fos and Arc.  (A) 
Samples from forebrain homogenate, synaptosome and PSD fractions that were 
immunobloted with an Arc specific antibody show a significant decrease in Arc protein. 
The abundance of Arc protein is expressed as percentage of WT (standardized as 100% 
(dotted line)). A representative immunoblot detecting Arc in each of the labeled fractions is 
shown. Statistical significance was assessed by one-sample t-tests with a theoretical 
mean of 100 (*p < 0.05 **p<0.005 ***p<0.00001, t test; n=4 PSD fractions each prepared 
from 7 or 8 age and sex-matched mice of each genotype). Error bars represent SEM.  (B) 
Representative WT and KO coronal brain sections including the cortex and hippocampus 
immunostained with an Arc specific antibody and visualized with peroxidase DAB-NI 
staining. (C) Representative coronal sections imaged at 2.5x magnification showing the 
hippocampus and part of the cortex from WT and KO immunostained with an antibody 









Figure 3.3.  Arc protein is decreased in the Densin KO  and concentrated in the soma of 
the stratum pyramidale relative to the basal and apical dendrites (found in stratum oriens 
and radiatum, respectively) that emanate from s. pyramidale. (A) Representative coronal 
sections of hippocampi from WT and KO mice immunostained with Arc antibody and 
visualized with peroxidase-DAB-Ni substrate. “P” indicates the stratum pyramidale cell 
body layer. “O” marks the stratum oriens and “R”  the stratum radiatum. Intensity of Arc 
staining across all three layers were measured at a line (i.e. indicated in blue) drawn two-
thirds of the way from CA1 to CA2 collateral, perpendicular to the stratum pyramidale. (B) 
Average staining intensity of each hippocampal layer labeled are plotted (+/- SEM) with 
the stratum pyramidale set as 0 microns.  The intensity of the cell bodies in the s. 
pyramidale, and its basal and apical dendrites in the s. oriens, and s. radiatum, 
respectively, were quantitated (using Image J).   Intensities were measured from both 










Figure 3.4  Arc induction by 100 ng/mL BDNF treatment is reduced in the Densin KO, 
which is significant at 8 hours.  (A) Induction of Arc protein relative to control 
(indicated as C in the Western blots below it) based on quantitation of integrated 
intensities of Western blots where Arc was detected in lysates of 15-16 day old 
dissociated cortical cultures treated with BDNF for 0, 2, 4, and 8 hours. n=9 WTs, 
n=10 KOs. *=p<0.05. Data were normalized to GAPDH loading control.  (B) and (C) 
Trend showing decreased induction of active CREB phosphorylated at 133 (n=7 WTs, 
n=7 KOs, p=0.13) and c-fos protein after treatment with BDNF.  Fold increase in c-fos 
relative to the control is only reported for 8 hours n=7 WTs, n=7 KOs, p=0.16.  Other 















Figure 3.5.  BDNF signaling through the TrkB receptor involves PLC! and MAP/ERK activity 
as well as regulation of cAMP.  Activation of PLC! indirectly activates adenylate cyclase 
(AC) which generates cAMP. Importantly, Phosphodiesterase 4B (PDE4B) degrades cAMP 
but is inhibited by DISC1 (Millar et al., 2005, Millar et al., 2007). Perturbations in cAMP 
levels are linked to psychiatric illness (Millar et al., 2007). mGluR5 and NMDA mediated 
signaling act through the MAPK/ERK pathway, of which DISC1 is also a positive modulator.  
cAMP and activated ERK promote CREB activity leading to transcription of genes (like Arc 
and c-fos) that play a role in synaptic plasticity.  cAMP also promotes the formation of TrkB-
PSD95 complexes (Yoshii and Constantine-Paton (2010).  Not shown is TrkB signaling 
through PI3K (Akt-mTOR pathway which influences translation and the formation of the 





































































































































































































































































































































































































































































































































































































Seconds after injection with Nembutal!
Figure 4.1.  Nembutal induces tonic clonic seizures in the Densin knockout but not wildtype.!
Representative picture time course of different stages of seizures experienced in KO after 
injection of intraperitoneal injection of Nembutal. Staging according to the following 
modification of the Racine (Racine, 1972) scheme:  Stage 0-Normal behavior, Stage 1-
Immobility, Stage 2-Forelimb and tail extension giving appearance of rigid posture, Stage 3-
Automatisms:  repetitive scratching, circling, or head bobbing, Stage 4-Forelimb clonus and 
rearing and falling, Stage 5-Repeated forelimb clonus and rearing and falling, Stage 6-Severe 
tonic clonic seizures, Stage 7-death.!
WT :  Stage 0=Normal behavior and Stage 1=immobility  ! KO :  Stage 2=Forelimb and tail extension giving 
appearance of rigid posture.!
~84  secs!
WT :  Stage 2=Forelimb and tail extension giving 
appearance of rigid posture.!
KO :  Stage 6=Severe tonic clonic seizure!
~93  secs!
WT :  Stage 2=Forelimb and tail extension giving 
appearance of rigid posture.!
KO :  Stage 6=Severe tonic clonic seizure!
~94  secs!
!"#$
Figure 4.1.  Nembutal induces tonic clonic seizures in the Densin knockout but not wildtype. 
(cont!d)"
WT :  Stage 2=Forelimb and tail extension giving 
appearance of rigid posture."
KO :  Stage 6=Severe tonic clonic seizure"
~95  secs"
WT :  Stage 2=Forelimb and tail extension giving 
appearance of rigid posture."
KO :  Stage 6=Severe tonic clonic seizure"
~100  secs"




Seconds after injection with Nembutal!
Figure 4.1.  Nembutal induces tonic clonic seizures in the Densin knockout but not wildtype. 
(cont!d)"
WT :  Stage 0=Normal behavior" KO :  Stage 6=Severe tonic clonic seizure"
~103  secs"
WT : Stage 0=Normal and  Stage 1=Immobility" KO :  Stage 2=Forelimb and tail extension giving appearance 
of rigid posture"
~105  secs"
WT : Stage 0=Normal and  Stage 1=Immobility"




Seconds after injection with Nembutal!
GAD-67 DensinMerge(A)
GAD-65 DensinMerge(B)
Figure 4.2.  Densin is expressed in a subset of inhibitory neurons.  Densin staining colocalizes 
with that for (A) GAD67 and (B) GAD65 in18 DIC primary hippocampal cultures.  GAD67 and 
GAD65 are decarboxylases involved in synthesis of GABA and are found in inhibitory neurons. 
(A) Representative images costained for Densin (red) and GAD67 (green) (B) Representative 
images costained for Densin (green) and GAD65 (red). Cell bodies are indicated by nuclear 
staining with Dap1 (blue). GAD67 is typically found most intensely in the soma while GAD65 





H+/+! H-/-! S+/+! S-/-! P-/-!P+/+!
Figure 4.3.  a1, a2, and b3 GABA(A) receptors and KCC2 levels are unchanged in the 
the homogenate, synaptosome, and PSD fractions of the Densin KO relative to the 
WT. (A) Quantitation of abundance of KO protein levels relative to WT (100%) based 
on the intensities of bands in immunoblots from gels loaded with equal amounts of 
protein of homogenate, synaptosome and PSD fractions.  (B)  Representative 
immunoblots are shown for a1, a2, and b3 GABA receptor, and KCC2 for homogenate 
(H) synaptosome (S) and PSD (P) fractions from WT (+/+) and KO (-/-) samples. 
Statistical significance was assessed by one-sample t-tests with a theoretical mean of 
100 (n=3-4 PSD fractions each prepared from 7 or 8 age and sex-matched mice of 









H+/+! H-/-! S+/+! S-/-!
Figure 4.4. Loss of Densin results in increased GAD65, and parvalbumin protein levels in 
the synaptosomal fraction. Quantitation of abundance of KO protein levels relative to WT 
(100%) based on the intensities of bands in immunoblots from gels loaded with equal 
amounts of protein of homogenate and synaptosome fractions.  Representative 
immunoblots are shown for GAD67, GAD65, and parvalbumin for homogenate (H) and 
synaptosome (S) fractions from WT (+/+) and KO (-/-) samples. Statistical significance 
was assessed by one-sample t-tests with a theoretical mean of 100 (*p < 0.05; n=3-4 PSD 
fractions each prepared from 7 or 8 age and sex-matched mice of each genotype). Error 
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Figure 5.1.  Signaling from the NMDA receptor to CaMKII and RasGRF1.  Stimulation of the 
NMDA receptor leads to Ca2+ influx which activates Ca2+ sensitive RasGRF1 and CaMKII.  
CaMKII bound to Ca2+/CaM allows it to be autophosphorylated and to phosphorylate other 
substrates like the NMDA receptor, RasGRF1, and SynGAP.  Phosphorylated SynGAP 
stimulates the intrinsic GTPase activity of Ras and opposes action of RasGRF1.  Ca2+/CaM 
bound RasGRF1 activates Ras (by displacement of GDP for GTP) which activates a number of 
effectors, including the well known ERK pathway through Raf.  Activated Raf phosphorylates the 
mitogen-activated protein kinase (MEK).  MEK then phosphorylates the extracellular signal-
related kinases 1 and 2 (ERKs 1 and 2).  Erk1/2 can cross into the nucleus where it can activate 
transcription factors (like CREB, ATF-2, or Ap-1, etc) or promote gene expression. !
+,-&
Figure 5.2.  Coimmunoprecipitation of RasGRF1 and CaMKII from brain homogenate but 
not with purified protein (A) RasGRF1 and CaMKII  is found in the co-IP with NR2B from 
brain homogenate. Anti-RasGRF1 antibodies (Ab1-Cterm specific and Ab2-N term 
specific) or RbIgG isotype control were incubated deoxycholate solubilized brain 
membrane fraction.  Immunoprecipitates were run on SDS page alongside 1.9% 
solubilized brain membrane fraction as well as RbIgG isotype control.  A western blot was 
done probing for NR2B (known binder), GluR2 (known non binder) and proteins of 
interest:  CaMKII, RasGRF1, PSD95 and SynGAP.   (B)  RasGRF1 and CaMKII do not 
bind strongly in pulldown with purified protein.  Immobilzed Strep-RasGRF1 was 
incubated with purified CaMKII or alone.  The western blots were probed with an antibody 
specific for RasGRF1 or CaMKII.!
!"#$
!""#
Figure 5.3.  RasGRF1 enhances binding of CaMKII to NR2B in HEK cells. C-term 
binding site on NR2B for CaMKII is involved but not exclusively responsible for the 
CaMKII-GRF1-NR2B complex. The presence of RasGRF1 significantly enhances 
the association of CaMKII with NR2B (5 fold, SEM=1.6, n=4, p=0.04, t-test, two 
tailed) in immunoprecipitations with a CaMKII specific antibody.  A similar result 
(was obtained with an NR2B mutant containing the mutations R1300Q/S1300D 
that abolishes binding to CaMKII.  However, RasGRF1 is not able to rescue 
mutant binding (Lanes 2 and 4) to levels seen with wt NR2B (Lanes 1 and 3).  n=3 
to 4.  Lysates for immunoprecipitation inputs were prepared from HEK cells 
cotransfected with NR1, wtNR2B or R1300Q/S1300D NR2B, CaMKII, +/- 
RasGRF1. NR1, NR2B, RasGRF1, and CaMKII were detected in the 
representative immunoblot above by specific antibodies.  Immuoprecipitation with 
a mouse IgG1 antibody served as a negative control.  Representative immunoblots 





















Figure 5.4.  RasGRF1 can be phosphorylated by CaMKII  (A) Western blot probing with 
phosphospecific RbSer916 antibody to detect phosphorylation of RasGRF1 by CaMKII at this 
particular site in the presence of 1 mM Ca2+/2 µM CaM or 0.5mM EGTA.  (B) Stoichiometry 
and efficiency of CaMKII phosphorylation of RasGRF1 (B) Stoichiometry of phosphate 
incorporation into 50nM RasGRF1 by 50nM CaMKII over time at 30ºC in vitro as measured by 
phosphoimaging of a gel run with the labeled reactions aside ATP standards. n=3, including 
experiments done with other concentrations of RasGRF1 and CaMKII that yielded similar 




 of RasGRF1 phosphorylation by CaMKII is on the same order of 




 was determined from the initial linear 
slope of the Michaelis Menten equation.  Incorporation of 32P into RasGRF1 by CaMKII was 
measured by phosphoimaging of a gel run with the labeled reactions.!
%&'"
Figure 5.5.  MS/MS spectrum of RasGRF1 phosphopeptides identified after 
phosphorylation by CaMKII in vitro.  Loss of 98 Da, corresponding to phosphoric acid is 
observed in all “y or b” ions after phosphorylated residue. (A) A MS/MS fragmentation 
spectrum of peptide LGSLSTKK identifying phosphorylated Ser485 (B) A MS/MS 
fragmentation spectrum of peptide KLSLNIPHTGGK identifying phosphorylated Ser745 (C) 


























































































































































































































































































































Structural Modeling of Protein Interactions
by Analogy: Application to PSD-95
Dmitry Korkin1,2,3, Fred P. Davis1,2,3, Frank Alber1,2,3, Tinh Luong4, Min-Yi Shen1,2,3, Vladan Lucic5, Mary B. Kennedy4,
Andrej Sali1,2,3*
1 Department of Biopharmaceutical Sciences, University of California San Francisco, San Francisco, California, United States of America, 2 Department of Pharmaceutical
Chemistry, University of California San Francisco, San Francisco, California, United States of America, 3 California Institute for Quantitative Biomedical Research, University of
California San Francisco, San Francisco, California, United States of America, 4 Division of Biology, California Institute of Technology, Pasadena, California, United States of
America, 5 Department of Structural Biology, Max Planck Institute of Biochemistry, Martinsried, Germany
We describe comparative patch analysis for modeling the structures of multidomain proteins and protein complexes,
and apply it to the PSD-95 protein. Comparative patch analysis is a hybrid of comparative modeling based on a
template complex and protein docking, with a greater applicability than comparative modeling and a higher accuracy
than docking. It relies on structurally defined interactions of each of the complex components, or their homologs, with
any other protein, irrespective of its fold. For each component, its known binding modes with other proteins of any
fold are collected and expanded by the known binding modes of its homologs. These modes are then used to restrain
conventional molecular docking, resulting in a set of binary domain complexes that are subsequently ranked by
geometric complementarity and a statistical potential. The method is evaluated by predicting 20 binary complexes of
known structure. It is able to correctly identify the binding mode in 70% of the benchmark complexes compared with
30% for protein docking. We applied comparative patch analysis to model the complex of the third PSD-95, DLG, and
ZO-1 (PDZ) domain and the SH3-GK domains in the PSD-95 protein, whose structure is unknown. In the first predicted
configuration of the domains, PDZ interacts with SH3, leaving both the GMP-binding site of guanylate kinase (GK) and
the C-terminus binding cleft of PDZ accessible, while in the second configuration PDZ interacts with GK, burying both
binding sites. We suggest that the two alternate configurations correspond to the different functional forms of PSD-95
and provide a possible structural description for the experimentally observed cooperative folding transitions in PSD-95
and its homologs. More generally, we expect that comparative patch analysis will provide useful spatial restraints for
the structural characterization of an increasing number of binary and higher-order protein complexes.
Citation: Korkin D, Davis FP, Alber F, Luong T, Shen MY, et al. (2006) Modeling of protein interactions by analogy: Application to PSD-95. PLoS Comput Biol 2(11): e153.
doi:10.1371/journal.pcbi.0020153
Introduction
Protein–protein interactions play a key role in many
cellular processes [1,2]. An important step towards a
mechanistic description of these processes is a structural
characterization of the proteins and their complexes [3–6].
Currently, there are two computational approaches to
predict the structure of a protein complex given the
structures of its components, comparative modeling [6–11]
and protein–protein docking [12–15].
In the first approach to modelling a target complex,
standard comparative modelling or threading methods build
a model using the known structure of a homologous complex
as a template [7,10]. The applicability of this approach is
limited by the currently sparse structural coverage of binary
interactions [6]. In the second approach, an atomic model is
predicted by protein–protein docking, starting from the
structures of the individual subunits without any consider-
ation of homologous interactions [12–16]. This docking is
usually achieved by maximizing the shape and physicochem-
ical complementarity of two protein structures, through
generating and scoring a large set of possible configurations
[13,16]. Experimental information, such as that obtained
from NMR chemical shift mapping, residual dipolar cou-
plings, and cross-linking, can also be used to guide protein
docking [17–20]. While docking is applicable to any two
subunits whose structures are known or modeled, both the
sampling of relevant configurations and the discrimination of
native-like configurations from the large number of non-
native alternatives remain challenging [15].
Comparative Patch Analysis
Here, we propose a third approach to modeling complexes
between two structures (Figure 1). The approach, called
comparative patch analysis, is a hybrid of protein docking
and comparative modeling based on a template complex,
with a greater applicability than comparative modeling and a
higher accuracy than docking. Comparative patch analysis
relies on our prior analysis of the location of binding sites
within families of homologous domains [21]. This analysis
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indicated that the locations of the binding sites are often
conserved irrespective of the folds of their binding partners.
The structure of the target complex can thus be modeled by
restricting protein docking to only those binding sites that
are employed by homologous domains. As a result, compa-
rative patch analysis benefits from knowledge of all inter-
actions involving either one of the two partners.
We find that comparative patch analysis increases the
prediction accuracy relative to protein docking. It is able to
correctly identify the binding mode in 70% of 20 benchmark
complexes, predicting the overall structure with an average
improvement in all-atom RMS error of 13.4 A˚, compared with
protein docking. In contrast, protein docking correctly
identifies the binding mode in 30% of the complexes.
PSD-95 Protein
We apply comparative patch analysis to model the
structure of PSD-95 protein. PSD-95 is abundant in the
postsynaptic density (PSD), a cytosolic organelle that plays a
pivotal role in neuronal signaling [22–26]. PSD-95 serves as a
major scaffold for other signaling proteins, participates in
receptor and channel clustering, and performs a range of
other diverse functions [25–31].
PSD-95 is a member of the membrane associated guanylate
kinase (MAGUK) family. It is composed of three PDZ (named
after PSD-95, DLG, and ZO-1) domains followed by SH3 (Src
homology 3) and GK (guanylate kinase-like) domains [32,33].
Isolated structures of all three PDZ domains as well as the
structure of the SH3-GK domain complex have been solved
[34–38]. The complete structure of PSD-95 has not been
determined, but experiments suggest that it adopts multiple
conformations [39,40]. The structures of these conformations
are necessary for functional insight into the regulation of
PSD-95 activity [40,41].
We apply comparative patch analysis to model the
structure of the complex between the third PDZ (PDZ3),
SH3, and GK domains. These domains comprise 60% of the
PSD-95 mass and are the defining domains of the membrane-
associated guanylate kinase family. We propose two config-
urations that satisfied all imposed spatial restraints, including
Figure 1. Basic Steps of Comparative Patch Analysis Approach
First, the binding sites of the homologs of each domain are extracted from PIBASE and superposed on its surface. Second, for each pair of the
superposed binding sites, we apply a restrained docking of the domains with PatchDock to obtain a set of candidate binary domain complexes. Each of
the binary complexes is then ranked using geometrical complementarity and statistical potential, and the top-ranked complex is selected to be a final
prediction.
doi:10.1371/journal.pcbi.0020153.g001
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Synopsis
Protein–protein interactions play a crucial role in many cellular
processes. An important step towards a mechanistic description of
these processes is a structural characterization of the proteins and
their complexes. The authors developed a new approach to
modeling the structure of protein complexes and multidomain
proteins. The approach, called comparative patch analysis, comple-
ments the two currently existing approaches for structural modeling
of protein complexes, comparative modeling, and protein docking.
It limits the configurations refined by molecular docking to the
structurally defined interactions of each of the complex compo-
nents, or their homologs, with any other protein, irrespective of its
fold; the final prediction corresponds to the best-scoring refined
configuration. The authors applied comparative patch analysis to
predict the structure of the core fragment of PSD-95, a five-domain
protein that plays a major role in the postsynaptic density at
neuronal synapses. The study suggests two alternate configurations
of the core fragment that potentially correspond to the different
functional forms of PSD-95. This finding provides a possible
structural explanation for the experimentally observed cooperative
folding transitions in PSD-95 and its homologs.
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previously observed binding sites, consistency with the given
linker length, and physicochemical complementarity of the
interacting surfaces. In addition, the prediction is in
concordance with and rationalizes available biochemical,
structural, and evolutionary data.
The paper begins by comparing the performance of
comparative patch analysis with protein docking on a
benchmark set of 20 binary protein complexes (Results).
Next the application of comparative patch analysis to
predicting the structure of PDZ3-SH3-GK complex is
described (Results). We combine the predictions with existing
experimental evidence to propose a mechanism for the
intramolecular regulation of PSD-95 (Discussion). In addi-
tion, we discuss the advantages and disadvantages of
comparative patch analysis and briefly outline future direc-
tions. Finally, we present the details of the method (Methods).
Results
To assess the method, we applied comparative patch
analysis to a benchmark set of 20 binary complexes of known
structure (Methods). We then used comparative patch analysis
to predict the tertiary structure of the PSD-95 core fragment
that contains PDZ3, SH3, and GK domains.
Assessment of Comparative Patch Analysis
Comparative patch analysis may be applied to two scenarios
where binding site information is available for both or just
one of the interacting subunits. We compared their perform-
ance to that of protein docking (Methods). In both scenarios,
comparative patch analysis was significantly more accurate
than protein docking (Figure 2). Using both (one) binding site
information, the overall structure was improved for 13 (8) of
the 20 complexes, with an average improvement in the all-
atom RMS error of 13.4 A˚ (6.1 A˚). The interface coverage
increased by 29% (6%), and the binding site coverage by 30%
(10%), on average (Table 1). In 15 (8) complexes, comparative
patch analysis produced models with all-atom RMS error ,3
A˚, while protein docking achieved this accuracy for only six
complexes. Comparative patch analysis identified the inter-
faces correctly in 15 (9) complexes, including 8 (7) multi-
domain proteins and 7 (2) protein complexes, while protein
docking achieved this for 7 complexes, including 6 multi-
domain proteins and 1 protein complex. In those 15
complexes, on average 71% of the predicted residue contacts
were observed in the native structures (standard error is 5%).
As expected, comparative patch analysis was more accurate
using binding site information for both interacting domains
compared with using only one.
Application to PSD-95
Next we modeled the tertiary structure of the core fragment
of rat PSD-95, which includes the PDZ3, SH3, and GK domains
(Figure 3, see Figure 3A). As this fragment contains three
independent domains, there are three possible domain–
domain interactions. The interaction between SH3 and GK
domains were known from X-ray crystallography [37,38]. Here
Figure 2. Examples of Predicted Protein Interface between Two Subunits for a Pyruvate Formate–Lyase Protein Complex from Our Benchmark Set
Shown are the structures of the native complex (grey) together with the best-scoring models that were predicted by comparative patch analysis using
binding site information for (A) both, or (B) just one of the interacting subunits, and (C) by conventional protein docking, where no binding site
information is provided. The predicted and native structures are superposed using one of the two subunits, which is represented by its accessible
surface. The remaining subunits of the predicted structures are shown in the ribbon representation colored red, blue, and orange, correspondingly. In
both scenarios, comparative patch analysis was significantly more accurate than protein docking. Using both binding sites, comparative patch analysis
accurately predicted the protein interaction interface, including the relative orientation of subunits. The accuracy of interface prediction by our
approach using only one binding site was significantly reduced, while it was still able to predict the binding sites near their native locations. The
conventional protein docking failed to accurately predict either the relative orientation of subunits or the locations of their binding sites.
doi:10.1371/journal.pcbi.0020153.g002
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we focused on characterizing the other two putative inter-
actions, namely between the PDZ3 and SH3 as well as between
PDZ3 and GK domains. For both cases, we applied compara-
tive patch analysis using two subunits, one containing PDZ3
and the second one containing the interacting SH3 and GK
domains. The first interaction was modeled using the binding
site locations of the PDZ3 and SH3 in all known homologs,
while the second was modeled using those of the PDZ3 and GK
homologs (Methods). The results for both interactions are
described next, followed by the comparison with results
obtained by conventional protein docking.
PDZ3–SH3 Interaction
The comparative patch analysis protocol was applied using
the nonredundant sets of 49 PDZ3 and 26 SH3 binding sites
combined to give all 1,274 possible input pairs. The protocol
resulted in an ensemble of 503 models of the PDZ3–SH3
complex (Methods).
The interface of the best-scoring model (1493 A˚2) that
satisfied the interdomain linker restraint consisted primarily
of the C- and N-terminal residues of PDZ3 as well as the
residues of the proline-rich binding site (PRBS) and the first
two beta strands of SH3 (Figure 3B). The PDZ3 hydrophobic
cleft, known to be essential for binding the C-termini of other
proteins, remained accessible in this complex [42,43]. The N-
terminus of PDZ3 contains a PREP motif (P308, R309, E310,
P311) which belongs to the canonical PXXP family of motifs
known to interact with the PRBS of SH3 [44–47]. In the best-
scoring model, this motif was in proximity to the PRBS
(Figure 3B). Our confidence in this predicted binding mode
was bolstered when its binding residues were found to occur
in regions of high localization derived from the ten best
scoring models that satisfied the linker restraint (Figure 4).
Ninety-four percent of the binding residues in the best-
scoring model were found to occur in no less than 70% of the
ten best-scoring models.
PDZ3–GK Interaction
The comparative patch analysis protocol was applied to the
PDZ3–GK complex using 10,731 input pairs formed by
combining the nonredundant sets of 49 PDZ3 and 219 GK
binding sites. The protocol resulted in an ensemble of 1,929
models (Methods).
The interface of the best-scoring model was extensive (2729
A˚2), and includes, among others, residues located at the C-
terminus and near the hydrophobic cleft of PDZ3 as well as a
large groove of GK formed by the GMP-binding and LID
regions [48–50] (Figure 3C). The analysis of the ten best-
scoring models satisfying the interdomain linker restraints
revealed high localization of the binding residues for both
domains (Figure 4). The residues of PDZ3 with the highest
localization were located around the domain’s hydrophobic
cleft and the C-terminus (Figure 4). In addition, the entire
GMP-binding site (GBS) of the GK domain and part of the
hydrophobic cleft of the PDZ domain became inaccessible in
most top-scoring models, including the best-scoring one.
Forty-six percent of the binding residues in the best-scoring
model were found to occur in no less than 70% of the ten
best-scoring models.
Comparison with Protein Docking Results
To evaluate the effect of binding-site information on
modeling the PDZ3–SH3–GK complex, conventional protein
docking of the PDZ3 and SH3–GK domains was performed
Table 1. Assessment of Comparative Patch Analysis Approach







Domain1 Domain2 fBS fIn RMSD fBS fIn RMSD fBS fIn RMSD
1 1l5k A(4:349) B(4:349) 0.96 0.88 0.64 0.23 0.00 20.45 0.05 0.00 34.35
2 1iew A(1:388) A(389:602) 0.92 0.85 0.64 0.92 0.83 0.71 0.79 0.48 4.20
3 1nfz A(4:179) B(4:183) 0.85 0.81 1.02 0.86 0.87 1.34 0.00 0.00 44.77
4 1orb (1:149) (150:293) 0.86 0.78 1.09 0.85 0.78 0.60 0.85 0.78 0.60
5 1cm5 A(1:759) B(1:759) 0.86 0.73 1.10 0.37 0.00 30.41 0.00 0.00 63.34
6 1bwr A(5:216) B(5:216) 0.85 0.72 1.32 0.50 0.07 19.97 0.50 0.07 19.97
7 3pax (662:796) (797:1011) 0.77 0.66 2.07 0.77 0.66 2.07 0.77 0.66 2.07
8 1qck A(1:89) B(1:89) 0.91 0.68 2.47 0.10 0.00 47.82 0.02 0.00 46.01
9 1j93 A(10:352) B(10:352) 0.43 0.02 33.02 0.25 0.00 33.02 0.08 0.00 33.02
10 1nsm A(2:340) B(2:347) 0.00 0.00 43.43 0.20 0.00 32.93 0.00 0.00 43.43
11 1g9a A(862:1079) A(1080:1289) 0.96 0.86 0.47 0.96 0.87 1.23 0.96 0.87 1.23
12 1fn7 A(9:135) A(136:325) 0.95 0.78 0.85 0.84 0.78 0.81 0.84 0.78 0.81
13 1egu A(171:540) A(541:814) 0.86 0.74 0.98 0.78 0.61 3.12 0.78 0.61 3.12
14 1c97 A(2:528) A(529:754) 0.88 0.73 1.11 0.93 0.82 0.91 0.93 0.82 0.91
15 2sic E(1:275) I(7:113) 0.83 0.80 1.33 0.27 0.00 26.86 0.30 0.00 13.19
16 1ltx A(24:443) B(6:331) 0.83 0.75 1.47 0.26 0.01 17.36 0.81 0.66 1.66
17 1pys B(1:190) B(191:399) 0.86 0.67 1.59 0.81 0.60 2.13 0.17 0.01 40.74
18 1e7v A(525:725) A(726:1094) 0.50 0.07 18.57 0.14 0.00 27.16 0.14 0.00 33.57
19 1tco A(21:372) C(1:107) 0.03 0.00 23.71 0.28 0.02 16.27 0.28 0.02 16.27
20 1ikn A(19:191) D(73:293) 0.17 0.01 39.73 0.04 0.00 36.08 0.00 0.00 40.76
The sample set of 20 binary protein complexes was used to evaluate our method. These complexes come from two groups. Each subunit of a complex in the first group is a member of a
SCOP family that has been observed to interact with only one other SCOP family. In turn, each subunit from the second group of complexes comes from a SCOP family that has been
observed to interact with multiple SCOP families. As expected, the accuracy of comparative patch analysis using two binding sites was higher for the first group of complexes (DRMSD ¼
13.4 A˚, DfIN ¼ 29%, DfBS ¼ 30%) than for the second one (DRMSD ¼ 6.1 A˚, DfIN ¼ 6%, DfBS ¼ 10%).
doi:10.1371/journal.pcbi.0020153.t001
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(Methods). Analysis of the ten best-scoring models satisfying
the interdomain linker restraint revealed that the binding
sites of both PDZ3 and SH3–GK domains were significantly
delocalized compared with the comparative patch analysis
models. Moreover, the binding residues of the top-scoring
models almost completely covered the domain surfaces (93%
and 81% of the PDZ3 and SH3–GK domains) (Figure 4). The
best-scoring model obtained using protein docking was
different from both the best PDZ3–SH3 and the PDZ3–GK
comparative patch analysis models (unpublished data).
PXXP Motif Conservation Analysis
The proximity of the PDZ3 PXXP motif and the SH3 PRBS
in the predicted model prompted a search for PXXP motifs in
the sequences of six PSD-95 proteins and splice variants from
four species to assess the significance of this observation. All
sequences contained at least one form of a PXXP motif or
noncanonical SH3-binding motif that could mimic the PXXP
motif (Table 2) [47]. The human, rat, and mouse proteins all
contained a PREP motif in PDZ3; the zebrafish protein did
not. Five other potential SH3 binding motifs were found
outside of known domains; two at the N-terminus, one at the
C-terminus, and two in the interdomain linker between PDZ2
and PDZ3. The conservation of the PREP sequence in PDZ3
from the mammalian species suggests that its interaction with
SH3 may be functionally significant.
Proteolysis of PSD-95
Limited proteolysis of recombinant PSD-95 with Proteinase
K produces a prominent ;48 kDa band at 30 min (Figure 5).
Figure 3. Two Binding Modes of the Core Fragment of Rat PSD-95
The PDZ3 domain is shown in blue, SH3 in red, and GK in yellow. The grey spheres correspond to the residues of the interdomain linker between PDZ3
and SH3. Locations of the hydrophobic cleft (Cleft) and PXXP motif (PXXP) in PDZ3, PRBS in SH3, and the GBS in GK are shown by arrows. (A) The domain
architecture of the core fragment. (B) The first predicted configuration. (C) The second predicted configuration. The difference between the theoretically
calculated SAXS spectra of the first (red) and second (blue) configurations is significantly larger than the anticipated experimental error.
doi:10.1371/journal.pcbi.0020153.g003
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Matrix-assisted laser desorption ionization (MALDI) analysis of
peptides generated by tryptic digestion of this band indicates
that it represents the sequence from residues 300 to 721, which
corresponds to thePDZ3 andSH3–GKdomains (mass accuracy,
Dppm ! 13). Further digestion leads to the disappearance of
the PDZ3–SH3–GK entity and the appearance of a stable ;34
kDa fragment. The 34-kDa band was identified by MALDI
analysis as the SH3–GKdomains, encompassing residues 429 to
721 (Dppm ! 10 for all detected peptides). Cleavage with
thermolysin, another nonspecific protease, generates similarly
sized stable fragments (unpublished data).
Discussion
We have introduced comparative patch analysis, an
approach to the modeling of a complex between two subunit
structures, and applied it to the protein PSD-95, a key neural-
signaling scaffold. The approach relies on structurally defined
interactions of each of the complex components, or their
homologs, with any other subunit, irrespective of its fold
(Figure 1). We assessed comparative patch analysis for its
increased applicability relative to comparative modeling as
well as increased accuracy relative to conventional protein
docking (Figure 2, Table 1). Next, comparative patch analysis
was applied to model the structure of a core fragment of rat
PSD-95, containing the PDZ3, SH3, and GK domains,
resulting in two predicted configurations (Figures 3 and 4).
The model was experimentally supported by limited proteol-
ysis (Figure 5). In addition, the prediction is in concordance
with and rationalizes available biochemical, structural, and
evolutionary data (Figures 3 and 4, Table 2).
Comparative Patch Analysis
By limiting the configurational search to the known
binding modes of the homologous subunits and applying a
physical assessment of candidate complex structures, com-
parative patch analysis benefits from the advantages of both
homology-driven and physics-driven docking. Its coverage is
larger than that of comparative modeling and its accuracy is
higher than that of protein docking (Figure 2), although the
Figure 4. The Localization of Binding Sites for Both Modeled Configurations of the PDZ3–SH3–GK Core Fragment Compared with Protein Docking
Top ten scoring models were selected for both interactions (PDZ3–SH3, PDZ3–GK) obtained using comparative patch analysis and using conventional
protein docking. The localization index dI of a residue defines the relative frequency of its participation in the interaction interface. The residues that are
colored grey do not participate in the interface of any of the top ten models. The PRBS in SH3 and the GBS in GK are shown by arrows.
doi:10.1371/journal.pcbi.0020153.g004







PREP PDZ3 domain P78352 Human No
P31016 Rat No
Q62108 Mouse No
PRAP N-terminal region P78352–2 Human Isoform 2
Q62108–2 Mouse Isoform 2
PAKP N-terminal region Q6R005 Zebrafish No
PTSP A linker between PDZ2 and PDZ3 P78352 Human No
Q62108 Mouse No
P31016 Rat No
PSSP A linker between PDZ2 and PDZ3 Q6R005 Zebrafish No
RVAK C-terminal region Q6R005 Zebrafish No
The human, rat, and mouse proteins all contained a PREP motif in PDZ3; the zebrafish
protein did not. Five other potential SH3 binding motifs were found outside of known
domains; two at the N-terminus, one at the C-terminus, and two in the interdomain linker
between PDZ2 and PDZ3. The conservation of the PREP sequence in PDZ3 from the
mammalian species suggests that its interaction with SH3 may be functionally significant.
doi:10.1371/journal.pcbi.0020153.t002
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coverage and accuracy are lower than those of protein
docking and comparative modeling, respectively.
At least one binding site is available for 1,989 of the 3,114 total
Structural Classification of Proteins (SCOP) domain families
(release 1.69, July 2005). Eight hundred fifty of these families
contain between ten and 100 binding sites, allowing the
exhaustive pairwise docking that is currently required. Thus,
the applicability of comparative patch analysis extends to
approximately 41%, and in the current implementation is
computationally feasible for 8%, of the;4,850,000 theoretically
possible binary domain–domain interactions. The coverage of
conventional protein docking is 100%, while the comparative
modeling approach is applicable to only 2,126 pairs of families,
which constitutes 0.06%of the theoreticallypossible interactions.
When compared with protein docking, comparative patch
analysis was able to correctly identify the binding mode in
40% more benchmark complexes, predicting the overall
structure of the complexes with an average improvement in
all-atom RMS error of 13.4 A˚. The method also exhibits
robustness to small errors in the locations of the specified
binding sites, due to the configurational search performed by
the docking procedure. In the benchmark set of complexes
with known structures, a minimal threshold of 75% overlap
between the initially specified and resulting refined binding
sites captured all but one of the good models (LRMS error
less than 3 A˚), while allowing no false positives.
PSD-95 Protein: Predicting the Structure of the Core
Fragment by Analogy
Evolutionary and experimental evidence for intermolecular
interaction between PDZ3 and SH3–GK domains. When
modeling the structure of the PDZ3–SH3–GK fragment, we
assumed an interaction between the PDZ3 and SH–GK
domains. PDZ3 is a good candidate for interaction with the
SH3–GK domains because it is immediately upstream of SH3,
separated by a relatively short 14-residue linker. To inves-
tigate whether or not PDZ3 interacts with SH3–GK, the
analysis of domain co-occurrence, as well as limited proteol-
ysis, were applied.
A survey of the domain architectures of proteins that
contain both SH3 and GK domains revealed that the proteins
either do not have other domains or also contain at least one
PDZ domain always preceding the SH3–GK tandem domain.
The minimal architecture that contains at least one PDZ,
SH3, and GK domain consists of only these three domains.
This pattern strongly suggests a physical interaction between
the SH3–GK tandem and the preceding PDZ domain [51,52].
The stable fragments resulting from limited proteolysis of
PSD-95 by nonspecific proteases reflect the cleavage of
accessible loops, rather than cleavage at a particular substrate
sequence. We identified stable PDZ3–SH3–GK and SH3–GK
fragments by mass spectrometry, demonstrating susceptibility
of PSD-95 to protease cleavage at sites between the PDZ2 and
Figure 5. The PDZ3–SH3–GK and SH3–GK Domains Are Stable Fragments
(A) Coomassie-stained gel (10% acrylamide) of aliquots from limited proteolysis of PSD-95 by Subtilisin proteinase: panels 1 and 3, Precision Plus Protein
molecular weight marker (Bio-Rad, http://www.bio-rad.com); panel 2, starting sample prior to proteinase addition; panels 4, Lanes 4–9, Aliquots at 5, 30,
60, 90, 120 min, and 8 h after protease addition (as labeled). Arrows point to stable fragments that were excised from the gel and analyzed by mass
spectrometry as described in Methods.
(B) Sequence of Rat PSD-95: underlined are the peptide sequences identified by mass spectrometry from the ;34 kDa stable fragment corresponding
to residues 429–721 (33,944 kDa). In bold are the sequences derived from the ;48 kDa stable fragment comprising residues 300–721 (47,796 kDa).
doi:10.1371/journal.pcbi.0020153.g005
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PDZ3 domains and between the PDZ3 and SH3–GK domains.
Limited proteolysis with trypsin (unpublished data) also
supports the conclusion that the PDZ3 and SH3–GK domains
are stable protein structures. These data are consistent with
intramolecular interactions between the PDZ3 and the SH3–
GK domains of PSD-95.
Application of comparative patch analysis. Modeling the
structure of the core PSD-95 fragment is challenging for a
number of reasons. First, the structures of neither PDZ–SH3
nor PDZ–GK complexes are available, rendering comparative
modeling inapplicable in this case. Moreover, conventional
protein docking results were ambiguous, generating a varied
ensemble of PDZ3 and SH3–GK complexes without a
predominant binding mode (Figure 3C). On the other hand,
each of the domain families is known to repeatedly utilize a
small number of binding sites for different protein inter-
actions. For instance, PDZ domains bind the C-termini of
several different proteins through its hydrophobic cleft
[42,53]. Similarly, the PRBS of SH3 domains recognizes
PXXP-sequence motifs in a variety of proteins [45,46]. These
observations suggest that comparative patch analysis is suited
for modeling the PSD-95 core fragment.
Functional roles of the predicted configurations. Compara-
tive patch analysis of the PDZ3–SH3–GK fragment found two
possible configurations that satisfied all imposed spatial re-
straints, including previously observed binding sites, consistency
with the given linker length, and physicochemical complemen-
tarity of the interacting surfaces. In addition, the ensemble of
models produced by comparative patch analysis for each
interaction type (PDZ3–SH3, PDZ3–GK) exhibited a single
predominant binding mode. The binding sites forming the
interaction interfaces of these models are located at the same or
similar regions of the protein surface (Figure 4). Therefore, the
binding modes are predicted with relative confidence. Multiple
stable configurations of PSD-95 and its close homologs have
recently been suggested independently based on biochemical
studies [40,54] and single-particle electron microscopy experi-
ments [41]. As we describe below, we suggest the two binding
modes have clear functional implications.
The two predicted configurations exhibit structural prop-
erties that suggest unique functional roles. In the first
configuration, the hydrophobic cleft of the PDZ domain
and the GBS of the GK domain are both accessible, suggesting
that this configuration corresponds to an active state in which
binding of other proteins at these two sites can occur (Figure
3B). These binding sites are thought to mediate intermolec-
ular interactions essential for the scaffolding role of PSD-95
[42,49,55–57]. In contrast, both binding sites are buried in the
second configuration, by the interface between the PDZ3 and
GK domains (Figure 3C), which is suggestive of an alternative
functional state. This second configuration points to an
efficient intramolecular regulatory mechanism for switching
the functional state with a single interaction. Similar
regulatory mechanisms have been observed in other signaling
networks, such as the TCR and MAPK systems [58,59],
indicating this regulation may be a general feature of
signaling pathways.
This two-state model also provides a structural explanation
for the change in binding affinity between the GK domain
and MAP1A protein in the presence of the PDZ3 domain [60].
It has been shown that the GK domain alone is able to bind
MAP1A. In the presence of PDZ3, this binding affinity is
dramatically reduced. The affinity is recovered upon titration
of a C-terminal peptide of CRIPT known to specifically
interact with the hydrophobic cleft of PDZ3. This competitive
binding suggests that binding to MAP1A and binding to PDZ3
are mediated by the same GK binding site. Our model is in
complete agreement with this hypothesis and provides a
structural explanation for these observations.
It is known that SH3 domains bind proteins with PXXP
sequence motifs through their proline-rich binding regions.
The proximity of the PDZ3 PXXP motif to the SH3 PRBS in
the first configuration proposed by comparative patch
analysis is consistent with the classical SH3–PXXP motif
recognition. A similar PXXP-mediated intermolecular PDZ–
SH3 interaction has been previously suggested to occur in
syntenin [61]. Sequence analysis of PSD-95 from different
species indicates that PXXP motifs are not found in its other
two PDZ domains, although such motifs are found in the
PDZ2–PDZ3 linkers and the flexible N-terminus (Table 2).
Recent studies have demonstrated the importance of disor-
dered regions in binding events [62], suggesting that future
investigation of interactions of these PXXP motifs using
recently developed flexible docking algorithms [63] should
prove fruitful.
The limited proteolysis experiment (Figure 5) is a first step
to verifying the intramolecular interactions suggested by
comparative patch analysis. The two functional states
hypothesis, outlined in the Discussion, points to a number
of experiments that could shed light on the structure and
function of PSD-95. First, the proposed regulation of the
PSD-95 activity by PDZ3–specific C-terminal peptides can be
further tested using immunoprecipitation and yeast two-
hybrid experiments similar to those performed for other GK-
mediated interactions [60] (e.g., with the GKAP protein [57]).
If the proposed regulation mechanism is verified, exper-
imental control of the PSD-95 activity may become possible,
enabling detailed study of the functional differences between
the two states. Next, the intramolecular interactions pro-
posed here can be tested by a variety of experimental
techniques [64], including NMR spectroscopy [65], site-
directed mutagenesis [66], hydrogen/deuterium exchange
combined with mass spectrometry [67], and small angle X-
ray scattering (SAXS) [68]. In particular, site-directed muta-
genesis [66] of the interface residues in the first proposed
state (see Datasets S1 and S2) could be used with pull-down
assays to validate the predicted interaction interface [69]. In
addition, the lack of accessibility of the GBS in the second
state could be tested using nucleotide-binding assays [70,71].
Finally, the shapes of the calculated SAXS spectra for the
best-scoring models in both conformations are substantially
different (Figure 3). Thus, we expect the experimentally
obtained SAXS spectra to be helpful in distinguishing
between the two PSD-95 states.
Comparative patch analysis for characterizing the quater-
nary structure of protein assemblies provides a framework
for combining data from known protein structures with a
physical assessment of protein interactions. This framework
will benefit from future developments in protein–protein
docking, such as the explicit treatment of flexibility and more
accurate scoring functions. We are currently developing an
automated comparative patch analysis pipeline for large-
scale modeling of protein complexes via a Web server. In
closing, we expect that comparative patch analysis will
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provide useful spatial restraints for the structural character-
ization of an increasing number of binary and higher order
protein complexes, as it did for PSD-95.
Methods
Comparative patch analysis protocol. We start by outlining the
steps in comparative patch analysis, followed by a more detailed
description. First, for each partner domain in a binary complex, a set
of protein binding sites of its homologs represented in PIBASE was
identified [72]. Second, these binding sites were mapped onto the
partner domain surface using structure-based alignments between
the domain and each of its homologs. Third, all pairs of the mapped
binding sites were converted by restrained docking to obtain
candidate models of the binary complex. This ensemble of models
was then ranked using a measure of geometric complementarity and
a statistical potential score.
Extracting and mapping binding sites of domain homologs. For each of the
two partner domains, we first defined a family of its homologs.
Several schemes both dissect proteins into domains and cluster them
into families, based on sequence, structure, and/or function [73–76].
We used the family definitions in SCOP [73]. Domains that belong to
the same SCOP family usually share at least 30% sequence identity or
the same biological function.
For a given SCOP family, the set of binary domain interfaces
between its members and other domains was obtained from PIBASE,
our comprehensive relational database of all structurally character-
ized interfaces between pairs of protein domains [72]. The domain–
domain interfaces in PIBASE were extracted from protein structures
in the Protein Data Bank (PDB) [77] and Protein Quaternary
Structure (PQS) server [78] using domain definitions from the SCOP
and CATH domain classification systems [73,74]. An interface is
defined by a list of pairs of residues, one from each protein, that are
in contact with each other. Each binding site consists of the residues
that are within 6.05 A˚ of its partner domain, where the threshold is
defined between any two nonhydrogen atoms.
The binding site residues from all domain family members were
then mapped onto the partner domain using structure-based align-
ments obtained by DaliLite. DaliLite uses a Monte Carlo procedure to
find the best alignment by optimizing a similarity score defined in
terms of equivalent intramolecular distances [79].
Modeling protein complexes. The structures of binary protein
complexes were predicted by restrained docking using the PatchDock
software [80,81]. PatchDock uses an algorithm for rigid body docking
that searches for the maximal geometric complementarity between
two protein structures, optionally restrained by having to match two
user-specified binding sites. Here, we provided all pairs of mapped
binding sites, one from each target domain, as input for individual
PatchDock runs. When a resulting refined model was inconsistent
with the specified binding sites, it was discarded. More specifically, a
model was considered not to correspond to a specified binding site
interaction if the binding sites predicted by docking had less than
75% of their residues in common with the specified binding sites (the
normalization is based on the size of the smaller of the specified and
predicted binding sites).
The resulting binary complexes were scored using a combination
of two independent scores, the geometric complementarity function
of PatchDock and DOPE (Discrete Optimized Protein Energy) score.
DOPE is a distance-dependent pairwise statistical potential calcu-
lated from known protein structures and available through the
MODELLER program [82,83]. The configurations in the ensemble of
models were ranked by a sum of the PatchDock and DOPE scores,
first scaled to lie in the range between 0 and 1.
Assessment of comparative patch analysis. A benchmark set of 20
binary domain complexes was used to evaluate comparative patch
analysis (Table 1). These complexes were divided into two groups.
Each subunit of a complex in the first group is a member of a SCOP
family that has been observed to interact with only one other SCOP
family. In contrast, each subunit from the second group of complexes
comes from a SCOP family that has been observed to interact with
multiple SCOP families. The complexes were randomly selected from
PIBASE such that the number of interactions available for the families
of each component ranged between ten and 100. In total, there are 11
protein complexes (noncovalently linked domains) and nine multi-
domain proteins (covalently linked domains) in the benchmark set.
As in previous data-dependent approaches for modeling the
structures of protein interactions [18,84,85], we have tested our
method using a benchmark set designed within its scope of
applicability. Our method is applicable only to protein complexes
for which structures of the subunits or their homologs interacting
with other proteins are available. This constraint on applicability also
applies to the benchmark structures used to test the method. For this
reason, we did not use the two benchmark sets that are generally used
for protein docking methods, the set of CAPRI targets [16,86] and a
benchmark set developed by Weng and coworkers [87]. The set of 19
CAPRI targets, whose structures are publicly available, was not an
appropriate benchmark for our method because the majority of the
structures either (i) contain subunits consisting of multiple SCOP
domains (n¼ 7: T02–T07, T19), (ii) are not annotated by SCOP (n¼ 4:
T09, T13, T20, T21), or (iii) there are no observed binding sites
available for patch analysis (n¼4: T11, T12, T15, T19). This leaves five
structures (T01, T08, T10, T14, T18) on which comparative patch
analysis can be tested. Similarly, of the 63 rigid-body docking targets
in the Weng benchmark set, 37 contain subunits with multiple SCOP
domains and two contain subunits for which there are no observed
binding sites available for comparative patch analysis. The remaining
24 targets contain subunits for which there is an average of 850
binding sites available for our method. This number of binding sites
makes comparative patch analysis computationally very expensive,
requiring on average more than two million localized docking
calculations per target. There are only five targets in the Weng set
that require no more than ten thousand calculations, the threshold
we used in selecting our benchmark set. We are currently developing
a method to cluster binding sites that would allow a significant
reduction in the number of docking calculations required for a target
structure, enabling the use of a more comprehensive benchmark set.
Adapting existing benchmarks to assess our method required ad
hoc processing such as assigning domain boundaries and classifica-
tions, dissecting multidomain complexes into binary domain inter-
actions, and reducing the number of input binding sites. Instead, we
developed a benchmark set that is applicable to our method in an
automated fashion. In addition, our benchmark set was designed to
assess the performance of comparative patch analysis for domain–
domain interactions in both multidomain proteins and protein
complexes. The targets in the CAPRI and Weng benchmark sets are
exclusively protein–protein interaction structures.
To quantify the amount of additional information provided by
comparative patch analysis relative to docking, the structure of each
protein complex was modeled using three independent protocols,
relying on the docking program PatchDock (Methods). In the first
protocol, known binding sites for the homologs of both subunits were
used to restrain the docking. In the second protocol, known binding
sites for the homologs of only one subunit were used to restrain the
docking. In the final protocol, no binding site information was used,
and conventional protein docking was applied.
Distance metrics. To evaluate the accuracy of comparative patch
analysis in predicting the interaction interface and relative orientation of
two structurally defined protein domains, the following three measures
were used: binding site overlap, interface overlap, and RMS error.
First, we calculate the binding site overlap (OB), which we define as
the percentage of correctly predicted binding site residues:
OB ¼ 12
NðBpred1 \ Bexp1 Þ
NðBpred1 [ Bexp1 Þ
þ NðB
pred
2 \ Bexp2 Þ
NðBpred2 [ Bexp2 Þ
" #
;
where NðBpredi \ Bexpi Þ is the number of residues in common between
the predicted and actual binding sites, and NðBpredi [ Bexpi Þ is the total
number of contact residues in both binding sites.
Next, we used the interface overlap (OI), as a measure to assess the
predicted interface between the binding sites:
OI ¼ NðIpred \ InativeÞNðIpred [ InativeÞ ;
where NðIpred \ InativeÞ is the number of residue contacts in common
between the predicted (Ipred) and native (Inative) interfaces, and
NðIpred [ InativeÞis the total number of residue contacts. Interfaces
were deemed to be correct when at least half of the residue contacts
were identified.
Finally, we calculated the all-atom RMS error between the
predicted and native complexes using the L_RMS measure defined
in CAPRI [88]. The predicted and native structures were superposed
using the larger of the two domains, and the RMS error was
calculated for the other domain.
Modeling the PDZ3–SH3–GK complex of rat PSD-95. Comparative
patch analysis application. Comparative patch analysis was used to
predict the tertiary structure of the rat PSD-95 core fragment that
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contains the PDZ3, SH3, and GK domains. From PIBASE, 126, 298,
and 517 protein binding sites were obtained for the PDZ3, SH3, and
GK domains, respectively. The binding sites were mapped onto the
target structures. Redundant binding sites were removed so that no
pair of binding sites shared more than 95% of their residues, leaving
49, 26, and 219 binding sites for the PDZ3, SH3, and GK, respectively.
The comparative patch analysis protocol was then applied.
We then assessed whether the models were compatible with the 14-
residue linker length between the PDZ3 and SH3 domains. To do so,
the linker was modeled as a flexible chain of 14 spheres with 1.9 A˚
radii and a maximum distance of 3.8 A between consecutive spheres,
to mimic the excluded volume of the linker and restrict the maximum
spatial separation of the domains. Each model was assessed using the
following protocol in MODELLER [83]. First, the positions of the 14
linker residues were placed at random coordinates and then
optimized using simulated annealing molecular dynamics and
conjugate gradient minimizations. The scoring function consists of
terms equal to ð f"f0Þ
2
r2 , where f is the restrained distance and r is the
parameter that regulates the strength of the term. Linker distances
are restrained if f . f0, where f0¼ 3.8 and r¼ 0.05. Excluded volume
restraints between the protein and the linker are imposed if f . f0,
where f0 is the sum of the atomic and linker radii and r¼ 0.01. The
optimization of the scoring function was performed in 20 independ-
ent trials for each model, and the optimized coordinates of the linker
residues with the lowest score were added to the model. As a result of
assessment, those models that violated the imposed linker restraints
and thus could not have an interdomain linker of such length
between PDZ3 and SH3 domains were removed from the ensemble.
Exhaustive docking. The PDZ3–SH3–GK models built by comparative
patch analysis were compared with those built by exhaustive docking
using PatchDock without prior information about the potential
binding site [80,81]. The model with the best PatchDock–DOPE score
that satisfied the interdomain linker restraint was selected.
Sequence analysis. The SMART domain annotation tool was used to
search for proteins containing the PDZ, SH3, and GK domains
[89,90]. Proteins and splice variants annotated as PSD-95 proteins
were obtained from the UniProt sequence database [91]. The
sequences were scanned for known SH3 binding motifs (PXXP,
PXXDY, RXXK [47]) using grep regular expression search.
Proteolysis of PSD-95. Rat PSD-95 was cloned into pET47b (þ) and
expressed as a His-tagged fusion protein (;83.4 kDa) in BL21 (DE3)
pLysS cells at 37 8C. Cells were harvested 3–3.5 h after induction by
0.4 mM IPTG. The cell lysate was centrifuged at 17K RPM, and the
supernatant was loaded onto a nickel NTA column (Qiagen, http://
www1.qiagen.com) and eluted with an imidazole gradient (20 mM to
500 mM). The purest fractions were exchanged (using PD10 columns,
Amersham Biosciences, http://www.amersham.com/) to: 20 mM Tris
(pH 8), 150 mM NaCl, 5 mM DTT, 10% glycerol for limited
proteolysis (protocol based on that of Stroh et al. [92]). Digests of
PSD-95 were initiated by adding protease to the following final
concentrations: 0.83 lg/ml sequencing grade modified Trypsin
(Roche, http://www.amersham.com), 0.1 lg/ml of proteinase (Fluka,
http://www.sigmaaldrich.com), or 8.3 lg/ml of thermolysin (Sigma,
http://www.sigmaaldrich.com). The thermolysin reaction was also
supplemented with 5 mM CaCl2. Digests were incubated at 37 8C
and stopped with 5 mM PMSF for trypsin and proteinase, and 10 mM
EDTA for thermolysin. Aliquots were taken at 5, 30, 60, 90, 120 min,
and 8 h after addition of protease and flash frozen in liquid nitrogen
until analysis by SDS-PAGE. Stable fragments were excised from
Coomassie-stained gels and subjected to tryptic digestion in the gel
piece after reduction with DTT and alkylation with iodoacetamide
[92,93]. The tryptic peptides were extracted from gel slices with 5%
formic acid in 50% acetonitrile, concentrated in a SpeedVac (Savant
Instruments, http://www.combichemlab.com), and desalted with the
use of a Zip Tip (Millipore, http://www.millipore.com) before analysis
by MALDI–TOF (matrix-assisted laser desorption ionization–time of
flight) mass spectrometry. Samples were mixed with either a-
cyanohydroxycinnamic acid or a ‘‘Universal’’ MALDI matrix from
Fluka. Analyses were performed with a Voyager DE-PRO MALDI–
TOF mass spectrometer (Applied Biosystems, http://www.
appliedbiosystems.com) that was first externally calibrated using a
calibration mix supplied by the manufacturer. The MALDI spectra
were recalibrated internally with known peptide masses, e.g., trypsin
autolysis peaks or expected masses obtained from in silico digests of
the known protein. The software, Prospector MSFIT (University of
California San Francisco), was used to identify the tryptic fragments.
The representations of proteins in Figures 1–3 were obtained using
Chimera [94], and in Figure 4 with the help of MolMol software [95].
Supporting Information
Dataset S1. The Best Model of the First Configuration of PSD-95 Core
Fragment
Found at doi:10.1371/journal.pcbi.0020153.sd001 (229 KB TXT).
Dataset S2. The Best Model of the Second Configuration of PSD-95
Core Fragment
Found at doi:10.1371/journal.pcbi.0020153.sd002 (229 KB TXT).
Accession Numbers
Accession numbers from the Protein Data Bank (http://rcsb.org) for
the proteins mentioned in this paper are: rat PSD-95 GK (1JXM), rat
PSD-95 PDZ3 (1BE9), rat PSD-95 PDZ3 (1BFE), rat PSD-95 SH3 and
GK (1JXO), pyruvate formate–lyase protein complex (1CM5).
Accession numbers from the European Bioinformatics Institute
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