where A is an invertible (n, n) matrix and f a given vector. Of interest then are qualitative properties of the solution u, such as its positivity, or the question at which of its components the solution u attains its maximal value. Of course, such properties of the solution depend on the matrix A as well as on the right hand side f of the equation. The matrix A in such a case is said to satisfy a maximum principle. Many papers deal with maximum principles for matrices; we refer only e.g. to [ 1, , where many applications are included.
In this paper, which is influenced by the theoretical parts of [5] , a certain weighted maximum principle is introduced and studied. Under some natural assumptions a geometrical necessary and sufficient condition and some sufficient conditions for a matrix to satisfy the maximum principle are proved.
For matrices several maximum principles have been studied. The one under consideration in [5] is sometimes called the maximum principle for inverse column entries (see [S] ).
We will use the following notation: Let n be a natural number such that n 2 1. For an (n, n) matrix A = (aij) and a vector 2 E Rn we write A~Oifaij>Oforalli,j=1,2,...,n,anda:LOorz~Rn+ifzi2Ofor alli=l,2,... , 12, respectively. If xi > 0 for all i = 1,2,. . . , n, i.e. z E Int IQ_ we write x >> 0. Let N denote the set {1,2,. . . , n}. For f E lR7 we need the following subsets of N N+(f) = {j E N : fj > o}, No(f) = {j E N : fj = 0).
DEFINITION 1 (SEE [4]).
A matrix A is said to satisfy the morcimum ptinciple (briefly, MP) if Au = f, f > 0 imply the conditions In [4] and [5] necessary and sufficient conditions are proved, mainly for invertible matrices with a positive inverse. In particular, simple conditions can be formulated for the class of M-matrices. An M-matrix is an invertible matrix A satisfying the conditions A-' 2 0 and oij 5 0 for all i, j = 1,2,. . .) n, i # j (see [2, 61) .
In order to define another maximum principle we fix some vector y = (Y1,72,... ,m), Y l+ 0.
DEFINITION 2.
A matrix A is said to satisfy the weighted maximum principle with respect to y (briefly, y-maximum principle or yMP) if Au = f, f 2 0 imply the conditions (a) u>_Oand
Let A be an invertible matrix and y >> 0. Then A satisfies the ymaximum principle if and only if the matrix AI'-l satisfies the maximum principle, where F-l denotes the diagonal matrix diag(l/yi,l/yn,.
. .,1/m), i.e., the inverse to the matrix F = diag(yi,ys,.
. . , m). . .,n), the hyperplane EA-10 never contains the origin. For simplicity, further on, we will consider only the case where the set Tp is bounded. That means we assume that the hyperplane EA-la cuts the ith coordinate axis at a nonzero distance c+ for any i = 1,2,. . . , n. Therefore, only Therefore, &(krcrij + ... + ,&a,) = 1 for all j = 1,. . . , n. The equality f(ciei) = 1 ' pl' im ies now ci = l/f(ei) = l/ki for the point at the ith coordinate axis, where the latter is intersected by the hyperplane EA-10.
??
The hyperplane EA-I~ intersects each positive half axis if and only if all numbers Ici, i = 1, . . . , n, are positive. Hence the following holds.
COROLLARY.
The hyperplane for any nonvoid subset N' c N = { 1., . . , n}.
Let A and 4 be the same as before. 
Clearly, f E So and A-'(So)
C To. In order to prove that yG holds, it suffices to investigate into which subsets of To the convex combinations of Indeed, the additional condition about the eigenvalue and the eigenvector guarantees the inclusion A-l(So) c SD and p E p(A). The statement follows now from the theorem. A further, more specific case is considered in:
2. Let A-l and y be as in corollary 1. Assume now that ecn) is an eigenvector of (A-l)T for X = 1. follows, i.e., DA satisfies the maximum principle. The opposite direction is proved by using the equality N+(Df) = N+(f).
??
Now let A be an invertible matrix such that
. . ,d,),wheredj=C~=L=laij,j=l ,..., n. Thendj>Ofor all j, and the matrix B = DA is invertible with B-l 2 0. It is easy to see that X = 1 and z = eln) are an eigenvalue and a corresponding eigenvector for the matrix (B-')T, respectively. According to corollary 2 the matrix B satisfies the maximum principle if and only if the pair (B-l, S) satisfies the condition G.
Since by the lemma the matrices A and B satisfy the maximum principle simultaneously, we have proved the following. 
SUFFICIENT CONDITIONS
For a matrix A to satisfy the maximum principle, sufficient conditions are given in [5] . It turns out that some of them can be generalized for the case of the T-maximum principle. For a given matrix A = (aij) the matrices A(+) and A(-) are defined 
Proof
The equation
Moreover, AI'-' exists and is inverse monotone.
By assumption
By Theorem 1 from [5] , the matrix Al?-' satisfies the maximum principle. From this it immediately follows that A satisfies the y-maximum principle.
The converse statement also holds in a certain sense (see also [5, p. 1531). 
THE WEIGHTED MAXIMUM PRINCIPLE FOR M-MATRICES
Let now A be an M-matrix, i.e., there exists A-l 2 0 and the nondiagonal elements of A are nonpositive, i.e., aij < 0, i # j. 
Proof.
In terms of the matrices l? = diag(yl, . . . , -yn) and B = Al7-l one has T = Been).
(3)
We note that B is also an M-matrix. Therefore, B satisfies the (usual) maximum principle if and only if Be cn) > 0 [5] . The proof is complete on using the fact that B satisfies MP exactly when A satisfies yMP. Now it is easy to show that an M-matrix A satisfies the yMP for any y > 0 only if A is diagonal with positive diagonal elements.
