This paper deals with approximation of the vertex cover problem in hypergraphs with bounded degree and bounded number of neighboring vertices. For hypergraphs with edges of size at most r and degree bounded by we extend a result of Krivelevich and obtain a r approximation algorithm, where 0 < < 1 satisfies 1− =[ r/( r+1)] −1/ r . In particular, we show that when (log )/r 1− 1/e the approximation guarantee of our algorithm is better than that of the greedy algorithm. For hypergraphs in which each vertex has at most D adjacent vertices and its degree is bounded by D,
Introduction

Consider a hypergraph H = H (V , E)
together with a weight function w on its vertex set (w : V (H ) → R + ). The vertex cover problem is to find a subset S ⊆ V (H ) of minimal total weight, so that for every edge e ∈ E(H ), S ∩e = ∅. This problem (also known as the hitting set problem) is a generalization of the vertex cover problem in graphs and is equivalent to the well-known set cover problem. All these problems are NP-complete, which naturally leads to the study of appropriate approximation algorithms. Due to its importance the vertex cover approximation problem received much attention, a survey of some known results can be found in [6, 8, 10] .
The following linear program (LP) is the result of relaxing the integrality constraint in the vertex cover problem:
(1.1) Let * w (H ) and w (H ) denote the weights of the optimal fractional covering (which is the solution of the above LP problem) and the optimal integral covering, respectively (for the non-weighted case * (H ) and (H ) will be used). LP (1.1) is one of the central tools in the study of approximation algorithms for the vertex cover problem. In fact, the approximation ratios provided by the two main types of approximation algorithms for the vertex cover problem are also bounds on the w (H )/ * w (H ) ratio, and vice versa. The first type is the greedy heuristic, which provides an H( ) approximation ratio [3] , where is the maximal number of edges in H with nonempty intersection, and H(n)= n i=1 1/i is the nth harmonic number. Algorithms of the second type provide max e∈E(H ) |e| (and better) approximation ratios, see for example [6] .
In [7] Krivelevich presented improved approximation algorithms for several families of uniform hypergraphs (i.e., hypergraphs in which all the edges are of the same size). These algorithms are based on the existence of better bounds on the w (H )/ * w (H ) ratio in special families of hypergraphs. In particular, for hypergraphs with edges of size r and maximal degree , a max{r − 1, r(1 − [(r − 1)/r] 1/(1−r) )} approximation algorithm is described. In Section 2 we extend this result to general hypergraphs with edges of size at most r, to obtain approximation ratios better than r−1 (when is sufficiently small). More specifically, for 0 < < 1 that satisfies 1− =[ r/( r +1)] −1/ r , we present an algorithm that achieves a min{ r , r(1 − [ r /( r + 1)] −1/ r )} approximation ratio. In particular, when (log )/r 1 − 1/e the approximation guarantee of our algorithm is better than that of the greedy algorithm.
We note that for hypergraphs of bounded degree the approximation guarantee was further improved in [5] by an approximation algorithm that uses a semidefinite programming relaxation. However this result requires r 3 =o(log log / log log log ), while we are interested in instances in which log and r are "of the same order of magnitude", since they are of more practical importance.
In Section 3 we show how the idea behind the proof of the new approximation algorithm can be used to give a simple proof of a slightly weaker version of a result due to Aharoni et al. [1] on the (H )/ * (H ) ratio in strongly colorable hypergraphs.
Section 4 studies the approximation ratio of the greedy algorithm for hypergraphs in which each vertex has a bounded number of adjacent vertices (two vertices are said to be adjacent if some edge contains them both 
In particular, the greedy heuristic guarantees to provide a D/2 + 1 approximation of the optimal covering in any hypergraph H in which the number of neighbor vertices is at most D.
Notation
Let H = H (V , E) be a hypergraph, with V (H ) and E(H ) its set of vertices and edges, respectively. For any vertex v ∈ V (H ) denote the degree of v, i.e., the number of edges incident to v, 
In this paper we consider mostly weighted hypergraphs, in which a weight function
Approximate covering in hypergraphs of bounded degree
The following fractional packing problem is the dual of the fractional covering problem (1.1):
(2.1) Let * w (H ) denote the value of the solution of (2.1). Recall that by the LP duality theorem * w (H ) = * w (H ), and that the following complementary slackness condition holds for the optimal fractional covering g and the optimal fractional packing f (which are the solutions of (1.1) and (2.1), respectively):
The following two properties will be required for the proof of the main result of this section.
Property 1. Let H be a hypergraph such that its optimal fractional cover
Proof. From (2.2) it follows that Proof. This property is proved by a probabilistic argument (which can be later derandomized) that is similar to the proof of Theorem 2 in [7] . In the non-weighted case it also directly follows from the results in [2] .
Next, we prove the main theorem of this section, which extends the following result of Krivelevich [7] :
Theorem 1. Let H = H (V , E) be a hypergraph in which ∀e ∈ E(H ) |e| r, and let
Proof. Suppose that the theorem is false. Let H be a counterexample with the minimal number of vertices. Let g : V (H ) → R + be the optimal fractional cover of H, i.e., g is a solution of the LP problem (1.1). Consider three possible cases. (i) There exists a vertex v ∈ V (H ) with g(v) = 0. In this case consider the hypergraph H without v: H = H \v. Obviously w (H ) w (H ), and from g(v) = 0 it follows that * w (H ) = * w (H ). This is a contradiction, since
(ii) Consider the case in which ∀e ∈ E(H ) |e| s + 1 and ∀v ∈ V (H ) g(v) > 0. Then, according to Property 2, the hypergraph H contains an independent set of weight at least
where the second inequality follows from Property 1. Thus we get a contradiction. 
Since for H the theorem holds, we get
By substituting the bound on * w (H ), we get
which leads to a contradiction.
Observe that the main property used in the last proof is that a removal of a vertex cannot increase the maximum degree of the hypergraph, i.e., (H ) (H \v). Thus vertices v which are not used in the fractional cover (i.e. g(v) = 0) can be removed. Note that this is not necessarily true for other hypergraph properties, e.g., the chromatic number: it is possible that (H ) < (H \v). In fact, even in 2-colorable r-uniform hypergraphs the (H )/ * (H ) ratio can be arbitrarily close to r −1 [1] . Therefore, unlike similar results of [7] , this theorem cannot be deduced by using bounds on the (H )/ * (H ) ratio in k-colorable hypergraphs.
The approximation algorithm
A recursive approximation algorithm for the vertex cover problem, which is directly based on the proof of Theorem 1, is presented in Fig. 1 . The cover C returned by the algorithm satisfies w(C)/ * w (H ) max{s, r(1 − [s/(s + 1)] −1/s )}, which is also the approximation ratio of the algorithm, since * w (H ) is a lower bound on the weight of the optimal cover. Next, we find the integer 1 s r − 1 for which the algorithm provides the optimal approximation ratio. The function r(1 − [s/(s + 1)] −1/s ) decreases with s. Its limit at s = 0 is r and its value at s = r is less than r. Therefore there exists 0 < x < r such that
3)
The best approximation ratio is achieved by choosing s to be either x or x , and the approximation ratio provided by the algorithm is therefore Below we analyze this last expression. First, observe that large enough implies that r − 1 < x < r, so that the approximation ratio is r(1 − [(r − 1)/r] 1/(1−r) ). Note that this ratio coincides with the ratio achieved in [7] for r-uniform hypergraphs.
Let x= r, where 0 < < 1. By substituting r in (2.3) we get 1− =[ r/( r+1)] −1/ r . By taking logarithms of both sides and rearranging we get log r = log r (1 − ) (1 + r) .
Observe that log is approximately the approximation ratio of the greedy covering algorithm (H( ) log + 1), while r is the approximation ratio of the basic LP-based approximation algorithm.
Corollary. When r → ∞ the intersection point between the identity function and the
function approaches 1 − 1/e, after this point the identity function is the smaller one. It follows that the approximation algorithm in Fig. 1 provides a better for r = 10 is presented in Fig. 2 , together with the identity function. From the figure it can be seen that (log )/r = 1 (i.e., when the approximation ratios provided by the greedy and the LP-based algorithms are approximately 10) implies ≈ 0.76. Therefore our algorithm provides a min{8, 10(1 − 7 8 e −10/7 )} ≈ 7.9 approximation. From the figure it can also be seen that the identity function and the log r (1 − )(1 + r) function intersect at ≈ 0.68. Thus for that satisfies (log )/10 0.68 ( 900) the approximation guarantee of our algorithm is better than that of the greedy algorithm.
A simplified proof of a theorem by Aharoni, Holzman and Krivelevich
In this section we show how the idea behind the proof of Theorem 1 is used to give a simple proof of a slightly weaker version of a result due to Aharoni et al. [1] (which is an extension of a theorem of Lovasz [4] ).
Definition. A hypergraph H is strongly k-colorable if V (H )
can be partitioned into k pairwise disjoint sets C 1 , . . . , C k , such that for every 1 i k and e ∈ E(H ), |e ∩ C i | 1.
Theorem (Aharoni et al. [1]). Let H be a strongly k-colorable hypergraph such that ∀e ∈
and for k (r − 1)r
Theorem 2. Let H be a strongly k-colorable hypergraph such that ∀e ∈ E(H ) |e| r and let 1 s r − 1 be an integer. Then (H )/ * (H ) max{s, (r/k)(k − s)}.
Proof. Suppose that the theorem is false. Let H be a counterexample with the minimal number of vertices. Let g : V (H ) → R + be the optimal fractional cover of H. Consider three possible cases.
(i) There is a vertex v ∈ V (H ) with g(v) = 0. In this case consider the hypergraph without v but with all the edges preserved, H = H \v. We get a contradiction since (H )/ * (H ) (H )/ * (H ) and H was chosen to be a counterexample with minimal number of vertices.
(ii) Now consider the case in which ∀e ∈ E(H ) |e| s + 1 and ∀v ∈ V (H ) g(v) > 0. In this case any choice of k − s among the k colors is a cover. In particular, choosing Property 1 implies k−s colors that together contain the minimal possible numbers of vertices shows that (H ) (k − s)|V |/k. On the other hand, Property 1 implies the complementary slackness condition (2.2) implies |V | r * (H ). Thus we get a contradiction.
(iii) Finally consider the case in which there exists an edge e ∈ E(H ), with |e| s.
On the other hand, the complementary slackness condition (2.2) implies that * (H ) = 1, so in this case (H ) = * (H ). Otherwise we consider the graph H = H (V \{v 1 }). Since the optimal fractional cover of H without v 1 is a (not necessarily optimal) fractional cover of H we have * (H )
Since for H the theorem holds we get
By substituting the bound on * (H ), we get
Next, we find the integer 1 s r − 1 for which the theorem provides the lowest ratio. The analysis is similar to that done in Section 2.1, it shows that the best ratio is min{ x , (r/k)(k − x )} where x satisfies x = (r/k)(k − x). Since this time the function is linear, by solving this simple equation we obtain the following result.
Corollary. Let H be a strongly k-colorable hypergraph such that ∀e ∈ E(H ) |e| r.
For the k (r − 1)r case the bound is the same as in the original theorem.
Greedy approximate covering in hypergraphs with bounded number of adjacent vertices
The greedy algorithm recursively adds to the cover the vertex v with the minimal w(v)/d(v) ratio, and removes it together with all its adjacent edges. The standard analysis of the greedy algorithm [3] is performed by allocating the weights of the vertices added to the cover to the edges, and then interpreting these weights as a fractional packing that violates (2.1) by an amount that can be bounded from above.
More specifically, the weight of each vertex v added to the cover is assigned to the edges which were covered by v, where the assignment is performed by equally distributing the 
where the inequality is due to the greedy choice of the covering vertices. In previous works (e.g., see [3, 6, 8, 10] ), the sum which appears on the right-hand side was bounded from above by
For the unweighted case this was improved in [9] , where it is shown that the actual approximation ratio of the greedy heuristic is log n − log log n + (1). However, if it is known that k>d 0 (because k D and since it is assumed that D> (H ), where D is the maximal number of vertices adjacent to any vertex), this is a clear overestimation. This leads to the following definition:
Thus we get
Therefore the approximation ratio of the greedy algorithm is H( , D).
Proof. First note that the following recursive definition of H holds:
which allows to prove the bound by induction on n. Obviously H(m, 1) = 1 for any m. Furthermore, H(m, 2) = 1 + (m − 1)/m since the worst partition is when 1 = 1. Thus, for n = 2 the assumption holds. For the induction step assume the assumption holds for n. Then it follows that Note that for the special case m=n the theorem provides the bound H(n)=H(n, n) (n− 1)[1 − n 1/(1−n) ] + 1, which slightly improves the standard bound H(n) log n + 1. 
