Hippocratic randomness is defined in a similar way to Martin-Löf randomness, however it does not assume computability of the probability and the existence of universal test is not assured. We introduce the notion of approximation of probability and show the existence of the universal test (Levin-Schnorr theorem) for Hippocratic randomness when the logarithm of the probability is approximated within additive constant.
Introduction
In [1, 2] , the notion of Hippocratic (blind) randomness is introduced. Hippocratic randomness is defined in a similar way to Martin-Löf randomness, however it does not assume computability of the probability. On the other hand if we do not assume computability of the probability, the existence of universal test is not assured. In this paper, we introduce the notion of approximation of probability and show the existence of the universal test (Levin-Schnorr theorem) for Hippocratic randomness when the logarithm of the probability is approximated within additive constant.
Let Ω be the set of infinite binary sequences and S be the set of finite binary strings, respectively. Let ∆(s) := {sx ∞ |x ∞ ∈ Ω} for s ∈ S, where sx ∞ is the concatenation of s and x ∞ . In the following, we study probabilities on (Ω, B), where B is the Borel-σ-algebra generated from ∆(s), s ∈ S, and we omit B if it is obvious from the context. For a probability P on Ω, we write P (s) := P (∆(s)) for s ∈ S.
For A ⊆ S, letÃ := ∪ s∈A ∆(s). An r.e. set U ⊆ N × S is called test w.r.t. P if U n ⊇ U n+1 and P (Ũ n ) < 2 −n , where U n := {x | (n, x) ∈ U }, for all n. The set of Hippocratic random sequences w.r.t. P (in the following we denote it by H P ) is the set that is not covered by any limit of test, i.e., H P := (∪ U :blind test ∩ nŨn ) c . In this definition, we can replace P (Ũ n ) < 2 −n with P (Ũ n ) < f (n), where f is a computable decreasing function. If P is computable, H P is equivalent to Martin-Löf (ML-)randomness (in the following we denote it by R P ).
Next we introduce a notion of approximation. We say that a probability P on Ω is log-approximative if there is a computable f : S → N such that
Throughout the paper, the base of logarithm is 2. For more details of the notion of approximation, see [8] . We can construct an example of probability on Ω that is log-approximative but not computable in a similar manner to the example (Theorem 2.4) in [8] .
In the following, A ⊂ S is called prefix-free (non-overlapping) if ∆(x) ∩ ∆(y) = ∅ for all x, y ∈ A, x = y. We see that if A is r.e. then there is a prefixfree r.e. set A ′ such thatÃ =Ã ′ . Let K m be the 1-dimensional monotone complexity, see [3, 4, 9] . For a prefix-free set A we have x∈A 2 −Km(x) ≤ 1, see [7] . The following theorem shows that Levin-Schnorr theorem [3, 5, 6] holds for Hippocratic randomness if the probability is log-approximative. Theorem 1.1 (Levin-Schnorr theorem for Hippocratic randomness) Let P be a log-approximative probability on Ω. Then
Proof) Suppose that x ∞ / ∈ H P . Then there is a test U such that x ∞ ∈Ũ n and P (Ũ n ) < 2 −n for all n. Then there is an r.e. set U ′ such thatŨ n =Ũ ′ n and U ′ n is prefix-free for all n, where U ′ n := {x | (n, x) ∈ U ′ }. Let P ′ (x) = P (x)2 n for x ∈ U ′ n and 0 otherwise. From (1), we have
Let P ′′ (x) := 2 −(f (x)+c)+n for x ∈ U ′ n and 0 otherwise. Since f is computable and x ∞ ∈ ∩ nŨ ′ n , by applying Shannon-Fano-Elias coding to P ′′ , we have
where the last inequality follows from (1). Conversely, let ∀n U n := {x | Km(x) < − log P (x) − n} and V n := {x | Km(x) < f (x) − n}.
From (1), we have ∃c∀n V n ⊆ U n ⊆ V n−c .
Since f is computable, {V n } n∈N is uniformly r.e., and
where U ′ n is a prefix-free set such thatŨ ′ n =Ũ n . Therefore {V n } n∈N is a test. Since ∩ nṼn = ∩ nŨn , we have the theorem.
