Sampling from various kinds of distributions is an issue of paramount importance in statistics since it is often the key ingredient for constructing estimators, test procedures or confidence intervals. In many situations, the exact sampling from a given distribution is impossible or computationally expensive and, therefore, one needs to resort to approximate sampling strategies. However, there is no well-developed theory providing meaningful nonasymptotic guarantees for the approximate sampling procedures, especially in the high-dimensional problems. This paper makes some progress in this direction by considering the problem of sampling from a distribution having a smooth and log-concave density defined on R p , for some integer p > 0. We establish nonasymptotic bounds for the error of approximating the true distribution by the one obtained by the Langevin Monte Carlo method and its variants. We illustrate the effectiveness of the established guarantees with various experiments. Underlying our analysis are insights from the theory of continuous-time diffusion processes, which may be of interest beyond the framework of distributions with log-concave densities considered in the present work.
Introduction
Let p ∈ N be a positive integer and f : R p → R be a measurable function such that R p exp{−f (θ)} dθ < ∞. If we think of f as the negative log-likelihood or the negative log-posterior of a statistical model, then the maximum likelihood and the Bayesian estimators, which are perhaps the most popular in statistics, are respectively defined as θ ML ∈ arg min θ∈R p f (θ); θ B = 1 of the approximate sampling algorithms. The goal of the present work is to partially fill this gap by establishing easy-to-apply theoretical guarantees for some approximate sampling algorithms.
To be more precise, let us consider the case of a strongly convex function f having a Lipschitz continuous gradient. That is, there exist two positive constants m and M such that
where ∇f stands for the gradient of f and · 2 is the Euclidean norm. There is a simple result characterizing the convergence of the well-known gradient descent algorithm under the assumption (1).
Theorem 1 (Eq. (9.18) in Boyd and Vandenberghe (2004) ). If f : R p → R is continuously differentiable and fulfills (1), then the gradient descent algorithm defined recursively by
satisfies
This theorem implies that the convergence of the gradient descent is exponential in k. More precisely, it results from the aforementioned theorem that in order to achieve an approximation error upper bounded by > 0 in the Euclidean norm it suffices to perform k = log 2m −1 f (θ (0) ) − f (θ ML ) + 2 log(1/ )
evaluations of the gradient of f . An important feature of this result is the logarithmic dependence of k on but also its independence on the dimension p. Note also that even though the right-hand side of (4) is a somewhat conservative bound on the number of iterations, all the quantities involved in that expression are easily computable and lead to a simple stopping rule for the recursive algorithm.
The situation for approximately computing θ B or for approximately sampling from the density proportional to e −f (θ) is much more contrasted. While there exist almost as many algorithms for performing these tasks as for the optimization, the convergence properties of most of them are studied only empirically and, therefore, provide little theoretically grounded guidance for the choice of different tuning parameters or of the stopping rule. Furthermore, it is not clear how the rate of convergence of these algorithms scales with the growing dimension. While it is intuitively understandable that the problem of sampling from a distribution is more difficult than that of maximizing its density, this does not necessarily justifies the huge gap that exists between the theoretical guarantees available for the solutions of these two problems. This gap is even more surprising in light of the numerous similarities between the optimization and approximate sampling algorithms.
Let us describe a particular example of approximate sampling algorithm, the Langevin Monte Carlo (LMC) , that will be studied throughout this work. Its definition is similar to the gradient descent algorithm for optimization but involves an additional step of random perturbation. Table 1 . Summary of the main findings of this work. The first two columns provide the order of magnitude of the number of iterates to perform in order to make the error of approximation smaller than . The third column contains the worst-case complexity of one iteration. Note that in many practical situations the real complexity might be much smaller than the worst-case one.
number of iterates number of iterates complexity of Gaussian start warm start one iteration Starting from an initial point ϑ (0) ∈ R p that may be deterministic or random, the subsequent steps of the algorithm are defined by the recursion
where h > 0 is a tuning parameter, often referred to as the step-size, and ξ (1) , . . . , ξ (k) , . . . is a sequence of independent centered Gaussian vectors with covariance matrix equal to identity and independent of ϑ (0) . It is well known that under some assumptions on f , when h is small and k is large (so that the product kh is large), the distribution of ϑ (k,h) is close in total variation to the distribution with density proportional to e −f (θ) , hereafter referred to as the target distribution. The goal of the present work is to establish a nonasymptotic upper bound, involving only explicit and computable quantities, on the total-variation distance between the target distribution and its approximation by the distribution of ϑ (k,h) . We will also analyze a refined version of the LMC, termed LMCO, which makes use of the Hessian of f when the latter exists.
In order to give the reader a foretaste of the main contributions of the present work, we summarized in Table 1 some guarantees established and described in detail in the next sections. To keep things simple, we translated all the nonasymptotic results into asymptotic ones for large dimension p and small precision level (the O * notation ignores the dependence on constant and logarithmic factors). The complexity of one iteration of the LMC indicated in the table corresponds to the computation of the gradient and generation of a Gaussian p-dimensional vector, whereas the complexity of one iteration of the LMCO is the cost of performing a singular values decomposition on the Hessian matrix of f , which is of size p × p.
Notation
For any p ∈ N we write B(R p ) for the σ-algebra of Borel sets of R p . The Euclidean norm of R p is denoted by · 2 while ν TV stands for the total-variation norm of a signed measure ν: ν TV = sup A∈B(R p ) |ν(A)|. For two probability measures ν andν defined on a space X and such that ν is absolutely continuous with respect toν, the Kullback-Leibler and χ 2 divergences between ν andν are respectively defined by
All the probability densities on R p are with respect to the Lebesgue measure, unless otherwise specified. We denote by π the probability density function proportional to e −f (θ) , by P π the corresponding probability distribution and by E π the expectation with respect to P π . For a probability density ν and a Markov kernel Q, we denote by νQ the probability distribution
Background on the Langevin Monte Carlo algorithm
The rationale behind the LMC algorithm (5) is simple: the Markov chain {ϑ (k,h) } k∈N is the Euler discretization of a continuous-time diffusion process {L t : t ∈ R + }, known as Langevin diffusion, that has π as invariant density. The Langevin diffusion is defined by the stochastic differential equation (SDE)
where {W t : t ∈ R + } is a p-dimensional Brownian motion. When f satisfies condition (1), SDE (6) has a unique strong solution which is a Markov process. In what follows, the transition kernel of this process is denoted by
for all Borel sets A ⊂ R p and any initial condition x ∈ R p . Furthermore, assumption (1) yields the so called spectral gap property of the semigroup {P t L : t ∈ R + }, which in turn implies that the process L t is geometrically ergodic in the following sense. Lemma 1. Under assumption (1), for any probability density ν,
The proof of this lemma, postponed to Section 8, is based on the bounds on the spectral gap of the transition operator (Chen and Wang, 1997, Remark 4.14) . In simple words, inequality (7) shows that for large values of t, the distribution of L t approaches exponentially fast to the target distribution, and the idea behind the LMC is to approximate L t by ϑ (k,h) for t = kh.
The first and probably the most influential work providing probabilistic analysis of the asymptotic properties of the LMC algorithm is (Roberts and Tweedie, 1996) . However, one of the recommendations made by the authors of that paper is to avoid using Langevin algorithm as it is defined in (5), or to use it very cautiously, since the ergodicity of the corresponding Markov chain is very sensitive to the choice of the parameter h. Even in the cases where the Langevin diffusion is geometrically ergodic, the inappropriate choice of h may result in the transience of the Markov chain {ϑ (k,h) }. These findings have influenced very strongly the subsequent studies since all the ensuing research focused essentially on the Metropolis adjusted version of the LMC, known as Metropolis adjusted Langevin algorithm (MALA) and its numerous declinations (Jarner and Hansen, 2000; Pillai et al., 2012; Roberts and Stramer, 2002; Roberts and Rosenthal, 1998; Stramer and Tweedie, 1999a,b; Xifara et al., 2014) .
In contrast to this, we show here that under the strong convexity assumption imposed on f (or, equivalently, on − log π) coupled with the Lipschitz continuity of the gradient of f , one can ensure the non-transience of the Markov chain ϑ (k,h) by simply choosing h ≤ 1/M . In fact, the non-explosion of this chain follows from the following proposition the proof of which is very strongly inspired by the one of Theorem 1. Proposition 1. Let the function f be continuously differentiable on R p and satisfy (1) with f * = inf x∈R p f (x). Then, for every h ≤ 1/M , we have
Note that under the condition h ≤ 1/M , the quantity 1 − mh is always nonnegative. Indeed, it follows (see Lemma 4 in Section 8) from the Taylor expansion and the Lipschitz continuity of the gradient ∇f that
for every θ,θ ∈ R p , which-in view of (1)-entails that m ≤ M and, therefore, 1 − mh ≥ 1 − M h ≥ 0. On the other hand, in view of the strong convexity of f , inequality (8) implies that
where θ * stands for the point of (global) minimum of f . As a consequence, the sequence
A crucial step in analyzing the long-time behavior of the LMC algorithm is the assessment of the distance between the distribution of the random variable L Kh and that of ϑ (K,h) . It is intuitively clear that for a fixed K this distance should tend to zero when h tends to zero. However, in order to get informative bounds we need to quantify the rate of this convergence. To this end, we follow the ideas presented in Tsybakov, 2012, 2009 To be more precise, we introduce a diffusion-type continuous-time process D obeying the following equation:
. By integrating the last equation on the interval [kh, (k +1)h], we check that the increments of this process satisfy
Since the Brownian motion is a Gaussian process with independent increments, we conclude that {ζ (k) : k = 1, . . . , K} is a sequence of iid standard Gaussian random vectors. This readily implies the equality of the distributions of the random vectors
Note that the specific form of the drift b used in the LMC algorithm has the advantage of meeting the following two conditions. First, b t (L) is close to −∇f (L t ), the drift of the Langevin diffusion. Second, it is possible to sample from the distribution P h D (x, · ), where h is the step of discretization used in the LMC algorithm. Any nonanticipative drift function satisfying these two conditions may be used for defining a version of the LMC algorithm. Such an example, the LMC algorithm with Ozaki discretization, is considered in Section 5.
To close this section, we state an inequality that will be repeatedly used in this work and the proof of which-based on the Girsanov formula-can be found, for instance, in (Dalalyan and Tsybakov, 2012) . If the nonanticipative drift function b :
It is worth emphasizing that the last inequality remains valid when the initial values of the processes D and L are random but have the same distribution.
Nonasymptotic bounds on the error of the LMC algorithm
We are now in a position to establish a nonasymptotic bound with explicit constants on the distance between the target distribution P π and the one produced by the LMC algorithm. As explained earlier, the bound is obtained by controlling two types of errors: the error of approximating P π by the distribution of the Langevin diffusion L Kh (6) and the error of approximating the Langevin diffusion by it's discretized version D given by (10). The first error is a decreasing function of T = Kh: in order to make this error small it is necessary to choose a large T . A rather precise quantitative assessment of this error is given by Lemma 1 in the previous section. The second error vanishes when the step-size h goes to zero, provided that T = Kh is fixed. Thus, it is in our interest to choose a small h. However, our goal is not only to minimize the error, but also to reduce, as much as possible, the computational cost of the algorithm. For a fixed T , if we choose a small value of h then a large number of steps K is necessary for getting close to the target distribution. Therefore, the computational complexity is a decreasing function of h. In order to find a value of h leading to a reasonable trade-off between the computational complexity and the approximation error, we need to complement Lemma 1 with a precise bound on the second approximation error. This is done in the following lemma.
Lemma 2. Let f : R p → R be a function satisfying the second inequality in (1) and θ * ∈ R p be a stationary point (i.e., ∇f (θ
be respectively the distributions of the Langevin diffusion (6) and its approximation (10) on the space of all continuous paths on [0, T ] with values in R p , with a fixed initial value x. Then, if h ≤ 1/(αM ) with α ≥ 1, it holds that
Let us set T = Kh. Since it simplifies the mathematical formulae and is possible to achieve in practice in view of Theorem 1, we will assume in what follows that the initial value of the LMC algorithm is drawn at random from the Gaussian distribution with mean θ * , a stationary point of f , and covariance matrix M −1 I p . Then, in view of (12) and the convexity of the Kullback-Leibler divergence, we get (for ν = N p (θ
for every K ≥ α and h ≤ 1/(αM ). We can now state and prove the main result of this section.
Theorem 2. Let f : R p → R be a function satisfying (1) and θ * ∈ R p be its global minimum point. Assume that for some α ≥ 1, we have h ≤ 1/(αM ) and K ≥ α. Then, for any time horizon T = Kh, the total-variation distance between the target distribution P π and the approximation νP 
Proof. In view of the triangle inequality, we have
The first term in the right-hand side is what we call first type error. The source of this error is the finiteness of time, since it would be equal to zero if we could choose T = Kh = +∞. The second term in the right-hand side of (15) is the second type error, which is caused by the practical impossibility to take the step-size h equal to zero. These two errors can be evaluated as follows.
For the first type error, apply Lemma 1 to get νP
Since ν is a Gaussian distribution, the expectation in the above formula is not difficult to evaluate. The corresponding result, provided by Lemma 5 of Section 8, yields
To evaluate the second type error, we use the Pinsker inequality:
Combining this inequality with (13), we get the desired result.
Corollary 1. Let p ≥ 2, f satisfy (1) and ∈ (0, 1/2) be a target precision level. Let the time horizon T and the step-size h be defined by
where α = (1+M pT −2 )/2. Then the output of the K-step LMC algorithm, with K = T /h , satisfies νP
Proof. The choice of T and h implies that the two summands in the right-hand side of (14) are bounded by /2. Furthermore, one easily checks that α = (1 + M pT −2 )/2 is larger than one and satisfies h ≤ 1/(αM ). In addition, K ≥ T /h ≥ αM T ≥ α(M/m)2 log(1/ ) ≥ α log 4, which ensures the applicability of Theorem 2.
Let us first remark that the claim of Corollary 1 can be simplified by taking α = 1. However, for this value of α the factor (2α − 1)/α equals one, whereas for the slightly more complicated choice recommended by Corollary 1, this factor is close to two. In practice, increasing h by a factor 2 results in halving the running time, which represents a non-negligible gain.
Besides providing concrete and easily applicable guidance on the choice of the step of discretization and the stopping rule for the LMC algorithm to achieve a prescribed error rate, the last corollary tells us that in order to get an error smaller than , it is enough to perform
) evaluations of the gradient of f . To the best of our knowledge, this is the first result that establishes polynomial in p guarantees for sampling from a log-concave density using the LMC algorithm. We discuss the relation of this and subsequent results to earlier work in Section 7.
Possible extensions
In this section, we state some extensions of the previous results that do not require any major change in the proofs, but might lead to improved computational complexity or be valid under relaxed assumptions in some particular cases.
Improved bounds for a "warm start"
The choice of the distribution ν of the initial value θ (0) has a significant impact on the convergence of the LMC algorithm. If ν is close to π, smaller number of iterations might be enough for making the TV-error smaller than . The goal of this section is to present quantitative bounds characterizing the influence of ν on the convergence and, as a consequence, on the computational complexity of the LMC algorithm.
The first observation that can be readily deduced from (12) is that for any
Combining this bound with (15), Lemma 1 and (17) we get
Elaborating on this inequality, we get the following result.
Proposition 2. Let ν be a probability density on R p such that the second-order moment
] and the divergence χ 2 (ν π) are finite. Then, the LMC algorithm having ν as initial distribution and using the time horizon T and step-size h defined by
The proof of this proposition is immediate and, therefore, is left to the reader. What we infer from this result is that the choice of the initial distribution ν has a strong impact on the convergence of the LMC algorithm. For instance, if for some specific π we are able to sample from a density ν satisfying, for some > 0, the relation χ 2 (ν π) = O(p ) as p → ∞, then the time horizon T for approximating the target density π within is O(log(p ∨ −1 )) and the step-size satisfies h −1 = O( −2 p log(p ∨ −1 )). Thus, in such a situation, one needs to perform [T /h] = O( −2 p log 2 (p∨ −1 )) evaluations of the gradient of f to get a sampling density within a distance of of the target, which is substantially smaller than O −2 (p 3 + p log 2 (1/ )) obtained in the previous section in the general case.
Preconditioning
As it is frequently done in optimization, one may introduce a preconditioner in the LMC algorithm in order to accelerate its convergence. To some extent, it amounts to choosing a definite positive p×p matrix A, called preconditioner, and applying the LMC algorithm to the function g(y) = f (Ay). Let {η (k,h) : k ∈ N} be the sequence obtained by the LMC algorithm applied to the function g, that is the density of η (k,h) is close to π g (y) ∝ e −g(y) when k is large and h is small. Then, the sequence ϑ (k,h) = Aη (k,h) provides an approximation to the density
e., the approximation error of the LMC algorithm with a preconditioner A is characterized by Corollary 1. This means that if the function g satisfies condition (1) with constants (m A , M A ), then the number of steps K after which the preconditioned LMC algorithm has an error bounded by is given by
Hence, the preconditioner A yielding the best guaranteed computational complexity for the LMC algorithm is the matrix A minimizing the ratio M A /m A .
Nonstrongly log-concave densities
Theoretical guarantees developed in previous sections assume that the logarithm of the target density is strongly concave, cf. assumption (1). However, they can also be used for approximate sampling from a density which is log-concave but not necessarily strongly log-concave; we call these densities nonstrongly log-concave. The idea is then to approximate the target density by a strongly log-concave one and to apply the LMC algorithm to the latter instead of the former one.
More precisely, assume that we wish to approximately sample from a multivariate target density π(x) ∝ exp{−f (x)}, where the function f : R p → R is continuously differentiable with Lipschitz continuous gradient (i.e., f satisfies the second inequality in (1)). Assume in addition that f is a convex function which amounts to requiring that the first inequality in (1) is satisfied with m = 0. Let γ > 0 be a tuning parameter; we introduce the approximate log-density
This function satisfies both inequalities in (1) with m γ = γ and M γ = M + γ. Let us denote by π γ the density defined by π γ (x) ∝ e −fγ (x) and by P πγ the corresponding probability distribution on R p . Heuristically, it is natural to expect that under some mild assumptions the distribution P πγ is close to the target P π when γ is close to zero. This claim is made rigorous thanks to the following result, which is stated in a broad generality in order to be applicable to approximations f γ that are not necessarily of the form (21).
Lemma 3. Assume that f (x) ≤ f γ (x) for all x ∈ R p . Then the Kullback-Leibler divergence between the distribution P πγ defined by the density π γ (x) ∝ e −fγ (x) and the target distribution P π can be bounded as follows:
As a consequence,
Proof. Using the formula for the Kullback-Leibler divergence, we get
The last exponential being upper bounded by 1, the second term in the right-hand side is always nonpositive. Therefore, the Kullback-Leibler divergence is upper bounded by the first term of the right-hand side of (23). The last claim of the lemma follows the Pinsker inequality.
Applying this result to the approximation (21), we readily get the inequality
Choosing the parameter γ sufficiently small to ensure that P πγ − P π TV ≤ /2 and assuming that π has bounded second-order moment, we derive from this inequality and Corollary 1 the following convergence result for the approximate LMC algorithm.
Corollary 2. Let f satisfy (1) with m = 0 and M > 0 and let ∈ (0, 1/2) be a target precision level. Assume that for some known constant µ 2,f we have R p x 2 2 π(x) dx ≤ pµ 2,f and define γ = 2 /(pµ 2,f ). Set the time horizon T and the step-size h by
Then the output of the K-step LMC algorithm (5) applied to the approximation f γ provided by (21), with
Two comments are in order. Clearly, the dependence of the number of steps K both on the dimension p and on the acceptable error level in the nonstrongly log-concave case gets substantially deteriorated as compared to the strongly log-concave case. Some improvements are possible in specific cases. First, we can improve the dependence of K on p if we are able to simulate from a distribution ν that is not too far from π γ in the sense of χ 2 divergence. More precisely, repeating the arguments of Section 4.1 we get the following result: if the initial distribution of the LMC algorithm satisfies χ 2 (ν π γ ) = O (p/γ) for some > 0 then one needs at most K = O p 3 −6 log 2 (p/ ) steps of the LMC algorithm for getting an error bounded by . Second, in some cases the dependence of K on p can be further improved by using a preconditioner and/or by replacing the penalty x 2 2 in (21) by Mx 2 2 , where M is a properly chosen p × p matrix. Moreover, we can certainly get a better power of if we replace Lemma 3 by a tighter result. Since this improvement leads to more involved formulae, we opted for not formalizing it here. Note that the convergence of the MCMC methods for sampling from log-concave densities was also studied in (Brooks, 1998) , where a strategy for defining the stopping rule is proposed. However, as the computational complexity of that strategy increases exponentially fast in the dimension p, its scope of applicability is limited.
Spectral gap versus V -uniform ergodicity
One possible alternative to the spectral gap inequality (7) used in the proof of Theorem 2 consists in employing the V -uniform ergodicity of the Langevin diffusion. Indeed, setting V (x) = 1 + 1 2 x − θ * 2 2 (the so called Lyapunov function) and using the standard notation ∆V (x) = p j=1 ∂ 2 V /∂x 2 j for the Laplacian of V , one checks that, for every x ∈ R p ,
On the other hand, since the inequality
This means that the Langevin diffusion L satisfies the drift condition. Therefore, in view of (Roberts and Stramer, 2002 , Theorem 2.1), the process L is V -uniformly ergodic: there exist R > 0 and ρ ∈ (0, 1) such that * the inequality
holds for every x ∈ R p and any t > 0. For the purposes of the present work, the form of inequality (26) may appear advantageous as compared to the spectral gap inequality (7) in that it does not involve any measure of dissimilarity between the target π and the initial distribution. On the downside, we are not aware of any result that provides explicit values for the constant R and ρ with a suitable dependence on the dimension p. Actually, if R is exponentially large as a function of p then there is no advantage of using the V -uniform ergodicity, even if ρ is constant as a function of p which is generally not the case.
Ozaki discretization and guarantees for smooth Hessian matrices
For convex log-densities f which are not only continuously differentiable but also have a smooth Hessian matrix ∇ 2 f , it is possible to take advantage of the Ozaki discretization (Ozaki, 1992) of the Langevin diffusion which is more accurate than the Euler discretization analyzed in the foregoing sections. It consists in considering the diffusion process D O defined by (10) with the drift function
* For a function g : R p → R, we denote by g ∞ the supremum norm sup x∈R p |g(x)|.
where, as previously, h is the step-size and K is the number of iterations to attain the desired time horizon T = Kh. This expression leads to a diffusion process having linear drift function on each interval [kh, (k + 1)h[. Such a diffusion admits a closed-form formula. The resulting MCMC algorithm (Stramer and Tweedie, 1999b) , hereafter referred to as LMCO algorithm (for Langevin Monte Carlo with Ozaki discretization), is defined by an initial valueθ (0) and the following recursion. For every k ≥ 0, we set H k = ∇ 2 f (θ (k,h) ), which is an invertible p × p matrix since f is strongly convex, and define
where {ξ (k) : k ∈ N} is a sequence of independent random vectors distributed according to the N p (0, I p ) distribution. In what follows, for any matrix M, M stands for the spectral norm, that is M = sup v 2 =1 Mv 2 .
Theorem 3. Assume that p ≥ 2, the function f : R p → R satisfies (1) and, in addition, the Hessian matrix of f is Lipschitz continuous with some constant
* be the global minimum point of f and ν be the Gaussian distribution N p (θ * , M −1 I p ). Then, for any step-size h ≤ 1/(8M ) and any time horizon T = Kh ≥ 4/(3M ), the total-variation distance between the target distribution P π and the approximation furnished by the LMCO algorithm νP
The proof of this theorem is deferred to Section 8. Let us state now a direct consequence of the last theorem, which provides sufficient conditions on the number of steps for the LMCO algorithm to achieve a prescribed accuracy level . The proof of the corollary is trivial and, therefore, is left to the reader.
Corollary 3. Let f satisfy (1) with a Hessian that is Lipschitz-continuous with constant L f . For every ∈ (0, 1/2), if the time horizon T and the step-size h are chosen so that
(1.25
then the distribution of the outcome of the LMCO algorithm with K = [T /h] steps fulfills νP
This corollary provides simple recommendation for the choice of the parameters h and T in the LMCO algorithm. It also ensures that for the recommended choice of the parameters, it is sufficient to perform K = O (p+log(1/ )) 3/2 p −1 number of steps of the LMCO algorithm in order to reach the desired accuracy level . This number is much smaller than that provided earlier by Corollary 1, which was of order O (p + log(1/ )) 2 p −2 . However, one should pay attention to the fact that each iteration of the LMCO requires computing the exponential of the Hessian of f at the current state and, therefore, the computational complexity of each iteration is potentially much larger for the LMCO as compared to the LMC (O(p 3 ) versus O(p)). This implies that the LMCO would most likely be preferable to the LMC only in situations where p is not too large, but the required level of accuracy is very small. For instance, the arguments of this paragraph advocate for using the LMCO instead of the LMC when = o(p −3/2 ).
This being said, it is worth noting that for some functions f the cost of performing a singular values decomposition on the Hessian of f , which is the typical way of computing the matrix exponential, might be much smaller than the aforementioned worst-case complexity O(p 3 ). This is, in particular, the case for the first example considered in the next section. One can also approximate the matrix exponentials by matrix polynomials, but establishing guarantees for such a modified LMCO is out of scope of the present work.
To close this section, let us remark that in the case a warm start is available, the number of iterations for the LMCO algorithm to reach the accuracy may be reduced to O * (p −1 ). Indeed, if the χ 2 divergence between the initial distribution and the target is bounded by a quantity independent of p, or increasing not faster than a polynomial in p, then the time horizon can be chosen as O * (1) and the choice of h provided by Corollary 3 leads to a number of iterations K satisfying K = O * (p −1 ).
Numerical experiments
To illustrate the results established in the previous sections, we carried out some experiments on synthetic data. The experiments were conducted on a HP Elitebook PC with the following configuration: Intel (R) Core (TM) i7-3687U with 2.6 GHz CPU and 16 GB of RAM. The code, written in Matlab, does not use parallelization.
Example 1: Gaussian mixture
The goal here is to sample from the density π defined by
where a ∈ R p is a given vector. This density π represents the mixture with equal weights of two Gaussian densities N (a, I p ) and N (−a, I p ). The function f , its gradient and its Hessian are given by
Using the fact that 0 ≤ 4e 2x a 1 + e 2x a −2 ≤ 1, we infer that for a 2 < 1, the function f is strongly convex and satisfies (1) with m = 1 − a 2 2 and M = 1. Furthermore, the Hessian matrix is Lipschitz continuous with the constant L f = 1 2 a 3 2 . Hence, both algorithms explored in the previous sections, LMC and LMCO, can be used for sampling from the density π defined by (30). Note also that one can sample directly from π by drawing independently at random a Bernoulli(1/2) random variable Y and a standard Gaussian vector Z ∼ N (0, I p ) and by computing X = Y · (Z − a) + (1 − Y ) · (Z + a). The density of the random vector X defined in such a way coincides with π. One can check that the unique minimum of f is achieved at θ * = c * ·a, where c * is the unique solution of the equation c = 1−2(1+e 2c a 2 2 ) −1 . Choosing a so that a 2 2 = 1/2, we get θ * = 0.
In the experiment depicted in Figure 1 (see also , 8, 12, 16, 20, 30, 40 , 60}, generated vectors using, respectively, the direct method, the LMC algorithm and the LMCO algorithm. Let ϑ direct,i , ϑ LMC,i and ϑ LMCO,i , i = 1, . . . , N , be the vectors obtained after N repetitions of this experiment. In Figure 1 , we plotted the histograms of the one-dimensional projections v ϑ direct,i , v ϑ LMC,i and v ϑ LMCO,i of the sampled vectors onto the direction v = a/ a 2 in R p determined by the vector a. In order to provide a qualitative measure of accuracy of the obtained samples, we added to each histogram the curve of the true density. The latter can be computed analytically and is equal to a mixture with equal weights of two one-dimensional Gaussian densities. The result shows that both the LMC and the LMCO are very accurate, nearly as accurate as the direct method.
To illustrate the dependence on the dimension p of the computational complexity of the proposed sampling strategies, we report in Table 2 the number of iterations and the overall running times for generating N = 10 3 independent samples by the LMC and the LMCO for the target specified by (30), when the dimension p varies in {4, 8, 12, 16, 20, 30, 40, 60} . One may observe that the computational time is much smaller for the LMCO than for the LMC algorithm, which is mainly explained by the fact that the singular vectors of the Hessian of the function f , in the example under consideration, do not depend on the value x at which the Hessian is computed.
Example 2: Binary logistic regression
Let us consider the problem of logistic regression, in which an iid sample {(X i , Y i )} i=1,...,n is observed, with features X i ∈ R p and binary labels Y i ∈ {0, 1}. The goal is to estimate the conditional distribution of Y 1 given X 1 , which amounts to estimating the regression function r(
In the model of logistic regression, the regression function r(x) is approximated by a logistic function of the form r(θ, x) = e θ x /(1 + e θ x ). The Bayesian approach for estimating the parameter θ relies on introducing a prior probability density on θ, π 0 (·), and by computing the posterior density π(·). Choosing a Gaussian prior π 0 with zero mean and covariance matrix proportional to the inverse of the matrix Σ X = 1 n n i=1 X i X i , the posterior density takes the form
where Y = (Y 1 , . . . , Y n ) ∈ {0, 1} n and X is the n × p matrix having the feature X i as i th row. The first two terms in the exponential correspond to the log-likelihood of the logistic model, whereas the last term comes from the log-density of the prior and can be seen as a penalty term. The parameter λ > 0 is usually specified by the practitioner. Many authors have studied this model from a Bayesian perspective, see for instance (Holmes and Held, 2006; Roy, 2012) , and it seems that there is no compelling alternative to the MCMC algorithms for computing the Bayesian estimators in this model. Furthermore, even for the MCMC approach, although geometric ergodicity under some strong assumptions is established, there is no theoretically justified rule for assessing the convergence and, especially, ensuring that the convergence is achieved in polynomial time. We show below that such guarantees are provided by our results, when either the LMC or the LMCO is used.
If we define the function f by
we get the setting described in the Introduction. It is useful here to apply the preconditioning described in Section 4.2 with the preconditioner A = Σ −1/2 X . Thus, the LMC and the LMCO can be used with the function f replaced by g(θ) = f (Aθ). One checks that g and f are infinitely differentiable and
For the function g, since ∇ 2 g(θ) = A∇ 2 f (Aθ)A, we can deduce from these relations that (1) holds with m A = λ and M A = λ + 0.25n. Furthermore, ∇ 2 g is Lipschitz with a constant L g provided by the following formula (the proof of which is postponed to Section 8):
Thus, both the LMC and the LMCO algorithms can be used for sampling from the target density (31).
In our second experiment, for a set of values of p and n, we randomly drew n iid samples (X i , Y i ) according to the following data generating device. The features X i are drawn from a Rademacher distribution (i.e., each coordinate takes the values ±1 with probability 1/2), whereas Y i , given X i = x, is drawn from a Bernoulli distribution with parameter r(θ true , x). The true vector θ true was set to 1 p = (1, 1, . . . , 1) . For each value of p and n, we generated 50 samples (X, Y ). For each sample, we computed the MLE using the gradient descent as described in Theorem 1 with a precision level = 10 −6 . We also computed the Bayesian posterior mean and median based on 200 random samples generated by the LMC and the LMCO algorithms with = 0.1. The step-size h and the time horizon T employed in this experiment are those recommended by our theoretical results. The parameter λ was set to n 1/2 .
The results of the experiment, reported in Table 3 , provide the accuracy of the aforementioned estimators computed as the Euclidean norm of the difference between the estimator and the true vector, averaged over the 50 trials. We clearly observe the decay of the error when the sample size n becomes large but also the increase of the error when the dimension increases. Interestingly, although the error is measured in the average Euclidean norm, the best results are obtained by the posterior median and not posterior mean. It is perhaps explained by the fact that the median is more robust to the error in the sampling distribution rather than the mean.
Summary and conclusion
We have established easy-to-implement, nonasymptotic theoretical guarantees for approximate sampling from log-concave and strongly log-concave probability densities. To this end, we have analyzed the Langevin Monte Carlo (LMC) algorithm and its Ozaki discretized version LMCO. These algorithms can be regarded as the natural counterparts-when the task of optimization is replaced by the task of sampling-of the gradient descent algorithm, widely studied in convex optimization. Despite its broad applicability in the framework of Bayesian statistics and beyond, to the best of our knowledge, there were no theoretical result in the literature proving that the computational complexity of the aforementioned algorithms scales at most polynomially in dimension and in −1 , the inverse of the desired accuracy level. The results proved in the present work fill this gap by showing that in order to achieve an accuracy (in total variation) upper bounded by , the LMC needs no more than O −2 (p 3 + p log( −1 )) evaluations of the gradient when the target density is strongly log-concave and O −6 p 5 log 2 (p ∨ −1 )) evaluations of the gradient when the target density is nonstrongly log-concave. Further improvement of the rates can be achieved if a "warm start" is available. More precisely, if there is an efficiently samplable distribution ν such that the chi-squared divergence between ν and the target scales polynomially in p, then the LMC with an initial value drawn from ν needs no more than O −2 p log 2 (p ∨ −1 )) evaluations of the gradient when the target density is strongly log-concave and O −6 p 3 log 2 (p ∨ −1 )) gradient evaluations when the target density is nonstrongly log-concave. An important advantage of our results is that all the bounds are nonasymptotic, with explicit numerical constants of reasonable magnitude.
The search for tractable theoretical guarantees for MCMC algorithms was an active topic of research not only in probability and statistics but also in theoretical computer science and in machine learning. To the best of our knowledge, first computable bounds on the constants involved in the geometric convergence of Markov chains were derived in (Meyn and Tweedie, 1994) , see also the subsequent work in (Douc et al., 2004; Rosenthal, 2002) and the survey paper (Roberts and Rosenthal, 2004) . However, because of the broad generality of the considered Markov processes † , their results are difficult to implement for getting tight bounds on the constants in the context of high dimensionality. In particular, we did not succeed in deriving from their results convergence rates for the LMC algorithm (neither for its Metropolis-Hastings-adjusted version, MALA) that are polynomial in the dimension p and hold for every strongly log-concave target density.
An important progress in this topic was made in a series of papers by Lovázs and Vempala (see, in particular, Lovász and Vempala (2006a,b) for the sharpest results), which are perhaps the closest to our work. They investigated the problem of sampling from a log-concave density with a compact support and derived nonasymptotic bounds on the number of steps that are sufficient for approximating the target density; the best bounds are obtained for the hit-andrun algorithm. The analysis they carried out is very different from the one presented in the present work and the constants in their results are prohibitively large (for instance, 10 31 in (Lovász and Vempala, 2006b , Corollary 1.2)), which makes the established guarantees of little interest for practice. On the positive side, one of the most remarkable features of the results proved in (Lovász and Vempala, 2006a,b) is that the number of steps required to achieve the level scales polylogarithmically in 1/ . This is of course much better than the dependence on in our bounds. However, the logarithm of 1/ in their result is raised to power 5, which for most interesting values of behaves itself as a linear function of 1/ . On the down side, the dependence on the dimension in the results of Lovász and Vempala (2006a,b) , when no warm start is available, scales as p 4 , which is worse than p 3 inferred from our analysis. A difference worth being stressed between our framework and that of Lovász and Vempala (2006a,b) is that the LMC algorithm we have analyzed here is based on the evaluations of the gradient of f , whereas the algorithms studied in (Lovász and Vempala, 2006a,b) need to sample from the restriction of π f on the lines. On a related note, building on the results by Lovàzs and Vempala, Belloni and Chernozhukov (2009) provided polynomial guarantees for sampling from a distribution which converges asymptotically to a Gaussian one.
Finally, we would like to mention that in recent years, several studies making the connection between convex optimization and MCMC algorithms were carried out. They mainly focused on proposing new algorithms of approximate sampling (Girolami and Calderhead, 2011; Pereyra, 2014; Schreck et al., 2013) inspired by the ideas coming from convex optimization. We hope that the present work will stimulate a more extensive investigation of the relationship between approximate sampling and optimization, especially in the aim of establishing user friendly theoretical guarantees for the MCMC algorithms.
Let us denote by f * the global minimum of f over R p . It is well known (see, for instance, (Boyd and Vandenberghe, 2004) ) that
Applying this inequality to x = ϑ (k,h) and combining it with (36), whenever h < 2/M we get
Let us set γ = mh(2 − M h) ∈ (0, 1) for any h ∈ (0, 2/M ). Subtracting f * from the both sides of (37) we arrive at
This implies that
Inequality (34) follows by replacing γ by mh(2 − M ). To prove (35), it suffices to combine (34) with the first inequality in (1), Lemma 4 and the inequality (1 − mh) k ≤ e −mhk .
Corollary 4. Let h ≤ 1/αM with α ≥ 1 and K ≥ 1 be an integer. Under the conditions of Proposition 1, it holds
Proof. Using inequality (36) and the fact that 2 − M h ≥ (2α − 1)/α, we get
Summing up these inequalities for k = 0, . . . , K − 1 and using the obvious bound f (K) ≥ f * , we get
To complete the proof, it suffices to remark that in view of Lemma 4, it holds 2E
Proof (of Lemma 1). The first inequality in (1) yields − ∇f (θ) + ∇f (θ) (θ −θ) ≤ − m 2 θ −θ 2 2 for every θ,θ ∈ R p . Therefore, the process L t is geometrically ergodic in L 2 (R p , π) (Chen and Wang, 1997, Remark 4.14) that is:
for every t > 0 and every ϕ ∈ L 2 (R p ; π). The claim of the lemma follows from this inequality by simple application of the Cauchy-Schwarz inequality. Indeed, by definition of the totalvariation and in view of the fact that π is the invariant density of the semigroup P 
Using the Cauchy-Schwarz inequality, we get
For every fixed Borel set A, if we set ϕ(x) = 1 A (x) − π(A) and use (40), we obtain that
This completes the proof of the lemma.
Lemma 5. Let us denote by ν h,x the conditional density of ϑ (1,h) given ϑ (0) = x, where the sequence {ϑ (k,h) } k∈N is defined by (5) with a function f satisfying (1). (In other terms, ν h,x is the density of the Gaussian distribution N (x − h∇f (x), 2hI p ).) If h ≤ 1/(2M ) then we have After suitable rearrangement of the terms we get the claim of Lemma 5.
Proof (of Lemma 2). Setting T = Kh and using (11), we get KL P In view of (10) we obtain
Applying Corollary 4, the desired inequality follows.
Proof (of Theorem 3). Using the same arguments as those of the proof of Theorem 2. This leads to the inequality
where P T D O is the probability distribution induced by the diffusion process D O corresponding to the Ozaki discretization (in fact, it is a piecewise Ornstein-Uhlenbeck process). Relation (11) implies that KL νP
Since on each interval [kh, (k + 1)h[ the function t → b t is linear, for every t ∈ [kh, (k + 1)h[, we get ∇f (
. Using the mean-value theorem and the Lipschitz continuity of the Hessian of f , we derive from the above relation that
for every t ∈ [kh, (k + 1)h[. Note now that equation (29) 
