This paper considers the application of stochastic optimization methods to American-style option pricing. We apply a randomized optimization algorithm called Model Reference Adaptive Search (MRAS) to pricing American-style options by parameterizing the early exercise boundary. Numerical results are provided for pricing American-style call and put options written on underlying assets following geometric Brownian motion and Merton jump-diffusion processes. The results from the MRAS algorithm are also compared with the Cross-Entropy (CE) method.
INTRODUCTION
Pricing American options is a challenging problem in financial engineering, due to the early exercise features. Because of the complexity of the underlying dynamics, analytical models for option pricing entail many restrictive assumptions. Indeed, there is no analytical solution for the valuation of an American option on a single dividendpaying asset in the standard Black-Scholes framework. A number of simulation-based approaches have been developed to price American options since the 1990s. In contrast to traditional finite difference and lattice methods such as binomial trees, which often only handle limited number of uncertainty sources and become impractical in situations where there are multiple factors, Monte Carlo simulation methods are more widely applicable, because they can manage complicated derivatives with more state variables.
We classify these algorithms into three main categories. The first class casts the problem in a stochastic dynamic programming framework and employs a backwards induction algorithm. At each early exercise date, the payoff from immediate exercise is compared to the holding value, i.e., the conditional expectation from keeping the derivative alive. However, computing this conditional expectation can become computationally prohibitive as the dimension of the problem increases, and the next-stage value function is calculated over its entire asset space domain. Tilley (1993) first applied a bundling technique to approximate the holding values at early exercise points in an arbitrage-free setting. Improvements on Tilley's methods include Carriere (1996) , who used a spline local regression technique to approximate the conditional expectations and find the optimal stopping in finite discrete time; and Longstaff and Schwartz (2001), who used least-square regression to provide a direct estimate of the conditional expectation function in high-dimensional setting. Laprise et al. (2006) applied secant and tangent interpolations to construct a piecewise linear approximation of the value function, estimating the American-style derivative by pricing a portfolio of European options at varying strike prices.
The second class of algorithms characterizes the optimal early exercise policies directly rather than using dynamic programming. Grant et al. (1996 Grant et al. ( , 1997 identified the optimal critical price, i.e., the price below (above) which it is optimal to exercise for American put (call), using the backward recursive technique of dynamic programming, and incorporated this early exercise feature into Monte Carlo simulation. Fu and Hu (1995) cast the American option pricing problem as an optimization problem of maximizing the expected payoff with respect to the early exercise thresholds. They incorporated the gradient estimates into an iterative stochastic approximation algorithm and obtained sensitivities of the option value with respect to various parameters of the pricing model (see also Fu et al. 2000) . Fu et al. (2001) introduced another way to solve this optimization problem using the simultaneous perturbation stochastic approximation (SPSA) approach proposed by Spall (1992) .
The third class of algorithms is based on obtaining upper and lower bounds from simulated paths and backwards recursion. Broadie and Glasserman (1997) proposed a method based on simulated nonrecombining trees, where both bounds converge to the true price as computational effort increases. Broadie and Glasserman (2004) presented a stochastic mesh method for pricing high-dimensional American options with a finite number of exercise dates. The computational effort of this mesh algorithm is linear in its dependence on the number of exercise dates, in contrast to the exponential dependence for the random tree method.
In this paper, we apply a randomized algorithm called Model Reference Adaptive Search (MRAS) for pricing American options by solving an optimization problem in the spirit to the second class of algorithms discussed above. We compare MRAS results with those computed from perturbation analysis stochastic approximation (PASA) and SPSA, as described in Fu et al. (2001) .
MRAS was proposed by Hu et al. (2005 Hu et al. ( , 2006 . The main idea of this approach is similar to that of the CrossEntropy (CE) method , which has been successfully applied to a wide range of combinatorial optimization and rare-event estimation problems. In contrast to instance-based methods such as simulated annealing (Aarts and Korst 1989) , threshold acceptance (Dueck and Scheur 1990) , genetic algorithm (GA) (Srinivas and Patnaik 1994) and tabu search (Glover 1990) , where the new candidate solutions generated in the next iteration depend directly on solution or the 'population' of solutions from previous step, both MRAS and CE fall in the category of model-based search algorithms, which construct a random sequence of solutions via an intermediate parameterized probabilistic model that is updated from the previous solutions in such a way that the search will concentrate in the regions containing high quality solutions, and usually involve the following two iterative phases:
1. Generate candidate solutions (random data samples, vectors, trajectories, etc.) according to a specified random mechanism, e.g., a parameterized probability distribution. 2. Update the parameters of the random mechanism, typically parameters of pdfs, on the basis of the data collected in the previous step, to produce a "better" sample of candidate solutions in the next iteration.
The obtained parameters tend to coincide with the parameters that minimize variance in most cases, such that the outcome converges probabilistically to the optimal or near-optimal solution (see Fu et al. 2006) . This paper is organized as follows. The problem setting is described in Section 2. The MRAS algorithm applied to American-style option pricing is described in Section 3, and in Section 4, it is implemented in pricing American-style call and put options written on underlying assets following geometric Brownian motion and Merton jump diffusion model. The results from the MRAS algorithm are compared with the CE method as well. Finally we offer some conclusions based on the numerical results in Section 5.
PROBLEM SETTING
We consider the American option pricing problem as a maximization problem and apply optimization techniques to parameterize the early exercise boundary. The value of an American call option written on a dividend-paying single stock with finite early exercise dates can be written as 
1{ }: indicator function, K: strike price, r: risk free rate, T: maturity, n: number of exercise opportunities, including at maturity, S i *: early exercise threshold at exercise date t i . S i : stock price at exercise date t i , L: net present value of the option payoff. The first term on the right side is the payoff of early exercise, and the second term is the payoff without early exercise, i.e., the payoff at the time of maturity. Throughout, we assume options are not exercisable at time 0. Similarly, the American put option can be written with payoff
We use S* = (S 1 *,…,S n *) to denote the set of critical prices. Once we find estimates for the thresholds at all exercise points through optimization, we obtain the value of the option through a forward simulation starting from time 0. The procedure simultaneously optimizes all parameters iteratively, and no dynamic programming is involved. In addition, this flexible value function can handle pure-jump and jump-diffusion processes, which can sometimes be problematic for the most popular pricing methods, such as partial differential equation methods, binomial trees, and other lattice methods. In the following numerical examples, we consider the underlying asset following two stochastic processes -geometric Brownian motion and the jump diffusion model from Merton (1976) .
ALGORITHM DESCRIPTION
MRAS is an adaptive algorithm equipped with a random mechanism and a reference model, working with a family of parameterized distributions on the solution space. The basic idea is to assign more weight to the solutions that have better performance at each step. Kullback-Leibler (KL) divergence is a natural "distance" measure between two probability distributions. At each iteration, samples are generated according to the distribution that has the mini-mum KL-divergence with respect to the reference model from the previous iteration, and the parameters of the next distribution are updated based on those samples in a way so that the distribution possesses the minimum KLdivergence with respect to the current reference model.
The main difference between MRAS and CE is that CE method uses a single optimal (importance sampling) distribution focused on the set of optimal solutions (i.e., zero variance) to guide the updating of parameters, while the MRAS uses a sequence of intermediate reference distributions to direct its parameter updating associated with the family of parameterized distributions during the search process. We will compare the results from MRAS with those from CE method in the following sections.
The MRAS method also resembles another modelbased method: the estimation of distribution algorithms (EDAs). EDAs were introduced in the field of evolutionary computation by Mühlenbein and Paaβ (1996) . Problemspecific interactions among the variables of individuals are taken into consideration, and the interrelations are expressed explicitly through the joint probability distribution associated with the individuals of variables selected at each generation. A new population is generated by sampling the probability distribution, which is estimated from a database containing selected individuals of the previous generation. Larranaga et al. (1999) and Paul and Iba (2002) give reviews of implementing EDA approaches using various underlying probabilistic models. However, the estimation of the joint probability distribution associated with the selected samples is a bottleneck of this method, because it is often computationally burdensome to calculate. In contrast, MRAS uses the sequence of reference models implicitly to guide the parameter updating procedure, and there is no need to calculate them explicitly; therefore MRAS overcomes the most difficult obstacle of EDAs. Hu et al. (2006) demonstrate the global convergence of MRAS for a class of parameterized probability distributions called the Natural Exponential Family, which includes the multivariate normal distribution used in all of our numerical experiments, where we assume the estimated parameters are multivariate-normally distributed with p.d.f.
where μ k is the mean vector and ∑ k the covariance matrix at iteration k, and the parameters are updated as
where U(·) is a continuous and strictly positive increasing function used to ensure positive values.
For pricing American-style put options, the critical price increases as time approaches maturity, and the critical price at maturity is the strike price K. We generate the critical price increments at the exercise dates from a truncated multivariate normal distribution with given parameters using the acceptance-rejection method. For all increments except at the first exercisable date, we accept positive values and rule out negative ones. In addition, we only accept those samples in which the critical price at the last exercise date before maturity is less than the strike price K, the critical price at maturity. Similarly, for the call options, we accept samples that give negative increments at the exercisable dates except the first date, and satisfy the constraint that the threshold at the last exercise date before maturity is larger than the strike price K.
To avoid the (possible) premature convergence to a degenerate distribution and result in a sub-optimal solution, we applied a dynamic smoothing scheme as described in Kroese et al. (2004) instead of a fixed scheme. Define
and the smoothed parameter updating procedure is 1 ) 1 (
1 ) 1 (
where k is the iteration number, β is a smoothing constant, and q is an integer. The implemented MRAS algorithm is as follows:
Algorithm MRAS 1. Initialize: quantile parameter ρ 0 , initial sample size N 0 , the multivariate normal distribution parameters μ 0 and Σ 0 . Specify smoothing parameter β and q, sample size control parameter α, threshold increase parameter ε, and a continuous and strictly increasing positive function U (·). Set k=0. 2. Repeat until a specified stopping rule is satisfied:
Else, find the largest
(d) Update the distribution parameters μ k+1 and ∑ k+1 according to Equations (4) and (5). (e) Smooth the parameters via Equations (6), (7), and (8). (f) Set k ← k+1. k μ and k Σ are the parameters after smoothing the μ k+1 and ∑ k+1 originally computed from the samples.
Step (c) calculate the non-decreasing threshold k γ , the sample size N k , and threshold sample selection parameter ρ k . If N k is too small, the algorithm may fail to converge and result in poor quality solutions. Similarly, too large a value of ρ k tends to use both the "good" and "bad" samples to update the probabilistic model, which slows down the convergence process. Therefore, N k and ρ k are dynamically adjusted, adaptively increasing and decreasing, respectively, where α is the rate of sample size increase. A small positive number ε is selected to ensure that } { k γ is non-decreasing in the update procedure. At each iteration k, if the new quantile γ k+1 is large enough ( 
NUMERICAL RESULTS
In this section we present numerical results from the MRAS algorithm for both American-style call and put options, and compare them with the CE method. All the options in our numerical experiments have a finite number of early exercise opportunities, and are sometimes termed Bermudan derivatives. The stopping criteria at iteration k is 1) cov_max < 1.0, or 2) γ k = γ k-1 = γ k-2 , or 3) N k > N max , where the cov_max is the maximal element in the covariance matrix of the multivariate normal distribution model and measures the convergence quality. For each test case, we use the following parameters: ρ 0 = 0.5, N 0 = 100, α = 2, ε = 10 -3 , N max = 1000, U(x) := exp(0.1x), and smoothing parameters β = 0.8 and q = 5. The random number generator is taken from L'Ecuyer et al. (2002) . The experiments were implemented with Matlab on a Pentium 4 1.5GHz computer.
The variables to be optimized are the critical prices {S i *}, which we obtain by optimizing over the critical price increments {X i } ~ N(μ k , Σ k ) at each exercise date, given a starting point S 0 *. For an option with n exercise dates, we have the following n-1 critical prices (the critical price at the last exercise date, the maturity, is known): S 1 * = S 0 * + X 1 ; S 2 * = S 1 * + X 2 ; …. S n-1 * = S n-2 * + X n-1 . Therefore, the initial conditions for simulation include the selection of S 0 *, the initial mean vector μ 0 , and initial variance-covariance matrix ∑ 0 . We set the initial covariance between parameters to be 0, and the initial variance is the same for all X i , i.e., ∑ 0 is a diagonal matrix. The MRAS algorithm is not sensitive to the choice of initial mean and covariance matrix, provided that the initial sampling variance is chosen large enough.
Geometric Brownian Motion Model
We first apply MRAS algorithm to price the call option. We assume the underlying stock price follows geometric Brownian motion:
where W t is a standard Brownian motion process, δ is the dividend yield, and σ is the volatility. This leads to the discrete form used in the simulation: (0,1) (10) Table 1 illustrates the price estimates and their 95% confidence intervals based on 1,000,000 replications with obtained parameters of early exercise boundary from simulation, for a 3-year (T = 3) Bermudan call option with r = 0.05, σ = 0.2, δ = 0.04 and K=100, exercisable every 0.5yr (n = 6). We study the performance of MRAS for different initial condition settings: μ 0 = [-5, -5, -5, -5, -5] for S 0 * = 130, 140, 150, 160, 170, and 180, μ 0 = [-4, -4, -4, -4, -4] for S 0 * = 120, and μ 0 = [-2, -2, -2, -2, -2] for S 0 * = 110, that are bounded by the lower limit of the critical price at maturity. The diagonal (variance) of ∑ 0 is 100 for all cases. The options considered here include in-the-money (S 0 = 110, 140), at-the-money (S 0 = 100), and out-of-the-money (S 0 = 60, 90). Results from MRAS are compared with those from SPSA, PASA, and sequential dynamic programming (DP) algorithms presented in Fu et al. (2001) .
We also compare them with the outcomes from secant and tangent methods described in Laprise et al. (2006) ; moreover, the corresponding European call option prices are given in the last row of the table.
Our experiments indicate that MRAS algorithm provides an accurate and efficient way to price American call options. It converges to the optimal value within 10 iterations, and the convergence is independent of the initial conditions. We achieve a cov_max less than 10 in all cases. The results are consistent with the findings of other approaches to similar accuracy, and the 95% confidence interval is about 5% of the price. The price for S 0 = 60 is close to the European call price, because it is deep out-ofthe-money and the possibility of exercise is very small. Table 2 displays the thresholds for S 0 = K = 100 at t = 0.5, 1.0, 1.5, 2.0, and 2.5. The deviation between the obtained optimal prices for various initial settings is relatively small. It is important to note that this is an at-themoney American call option example, where the fluctuation is expected to be large. Results from other scenarios suggest an even smaller critical price region dependence on S 0 *. Table 3 shows the price of a 3-year (T = 3) American put option with r = 0.05, σ = 0.2, δ = 0, K = 100, and n = 6. μ 0 = [5, 5, 5, 5, 5] Table 2,  Table 4 presents the threshold estimates for at-the-money put option for each choice of S 0 *.
The MRAS algorithm consistently finds the maximum values regardless of the initial choices, indicating that the true global optimum is reached in each case. The algorithm approaches the optimal value within 15 iterations for most cases. We also find the threshold bounds for the put options are tighter than for the calls, as shown in Table 4 .
Merton Jump Diffusion Model
The jump-diffusion process is appealing, because it allows price discontinuities, but the presence of random jumps complicates the valuation of the American put option. The Merton (1976) jump diffusion model is written as follows:
, (11) where Z j ~ N(0,1) i.i.d., N(Δt) ~ Poisson (λΔt) is the number of jumps within time Δt , the jump sizes are i.i.d. lognormally distributed: LN(-γ 2 /2, γ 2 ), λ is the jump frequency, and γ is the jump volatility. Table 5 shows the results of applying the MRAS algorithm to a six-month (T = 0.5yr) put option written on a single stock modeled by the jump-diffusion model without dividend (δ = 0), and r = 0.1, σ = 0.2828, λ = 2, γ = 0.2, S 0 = K = 100. The European price (n = 1) for this example is 8.393. After obtaining the early exercise thresholds, we estimate the option price using 50,000 simulation replications. The MRAS algorithm is run for 20 different seeds, giving a 95% confidence half width within 0.02 -0.04. The table also includes prices obtained using other algorithms, including SPSA, DP, and Secant/Tangent interpolation methods. The MRAS prices results are closest to the secant/tangent algorithm prices, and the values are between those from SPSA and DP when n is small (n = 2, 3) and they are more consistent as n increases. Moreover, the Secant method provides the upper bound for the results. The MRAS algorithm converges to the optimal value within 20 iterations regardless of the initial choice of S 0 *.
Comparison between MRAS and CE Methods
Both MRAS and CE are model-based methods, which start with a parameterized probability distribution on the solution space and update the parameters at each iteration towards a 'better' solution. In MRAS, a sequence of reference distributions is adopted, and the minimum KLdivergence is achieved between the next step distribution and the current reference model, whereas in CE a single optimal importance sampling distribution is used, and the KL-divergence measures the distance between the optimal distribution and the family of parameterized distributions. The CE algorithm works as follows: 
Smooth by using Equation (6), (7) and (8).
In the CE method, a fixed number (ρN) of best performing samples is selected at each iteration, where ρ and N remain constant. For MRAS, we study the sensitivity on the choice of initial ρ using a Bermudan put option written on a single asset following geometric Brownian motion, and model parameters K = 100, T = 3.0, N = 6, r = 0.05, δ = 0, σ = 0.2, S 0 * = [35, 40, 45, 50, 55] , and initial covariance matrix with 100 on the diagonal, 0 otherwise. Figure 1 displays the evolution of the early exercise thresholds for CE and MRAS as a function of the selection parameter ρ, where the value indicated is the initial value for a decreasing sequence in MRAS, e.g., for ρ = 0.8, ρ k decreases from 0.8 down to 0.11 at the terminating point. For MRAS, the sequence of (1-ρ k ) quantiles is also plotted (scale shown on the right side). For ρ = 0.2, we found CE converges more smoothly, whereas MRAS converges slightly faster. For ρ = 0.5, MRAS approaches the optimal value much quicker than CE, reaching near optimality by iteration 5, whereas it takes about 20 iterations for CE. For ρ = 0.8, CE hasn't converged even after 200 iterations, whereas MRAS reaches the optimum within 20 iterations, despite the large initial value of ρ. These results indicate that ρ assumes a critical role in the optimization process of the CE method. Unlike MRAS, where the convergence of the sequence of reference models to an optimal distribution model is guaranteed, the convergence of the sequence in CE relies on the quantile parameter ρ, which must be chosen sufficiently small. In contrast, the MRAS algorithm is relatively insensitive to the choice of initial quantile parameter and sample size.
CONCLUSIONS
We applied the MRAS algorithm to price American-style options written on underlying assets following geometric Brownian motion and jump-diffusion processes. MRAS optimizes the early exercise thresholds simultaneously by iterative updates via a reference model. In our simulation experiments, the global maximum is consistently found for varying initial condition settings. We demonstrate its accuracy and efficiency and also compare its performance with the CE method. We conclude that MRAS is a flexible and useful randomized optimization algorithm.
Future work includes an extensive numerical study on the choice of parameters and extending the application of MRAS to a wider range of test problems.
