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Resumen
Los sistemas cua´nticos abiertos pueden observarse continuamente en el tiempo, esto
es, un aparato de medicio´n esta´ continuamente acoplado al sistema, esto es, el aparato
de medicio´n (de forma ideal) esta´ midiendo el sistema durante todo el intervalo de tiem-
po de observacio´n. El proceso de medicio´n provee una sen˜al estoca´stica cla´sica a partir
de la cual es posible inferir cua´l es el estado del sistema. Un ejemplo paradigma´tico es
el caso de un sistema de dos niveles acoplado a un campo de radiacio´n la´ser externa
(sistema fluorescente) donde el aparato de medida es un detector de fotones. Recien-
temente, se estudio´ la posibilidad de usar en la reconstruccio´n del estado del sistema,
no solo la informacio´n provista por la medicio´n a tiempos anteriores (prediccio´n), sino
tambie´n la sen˜al posterior en el futuro (retrodiccio´n). El objetivo de este trabajo es
estudiar dicho problema para el caso en que la dina´mica del sistema presenta efectos de
memoria (no-Markoviana). La dina´mica efectiva corresponde a un sistema fluorescente
acoplado a un reservorio dotados de distintos estados mesosco´picos cuya dina´mica es-
toca´stica es cla´sica. Cada estado a su vez influencia la dina´mica irreversible del sistema.
Demostramos que, au´n cuando el aparato de medida solo provee informacio´n sobre la
dina´mica cua´ntica, la pureza de los estados del ban˜o y del sistema son incrementadas
usando la te´cnica de retrodiccio´n.
Palabras clave: sistemas cua´nticos abiertos, saltos cua´nticos, prediccio´n y retrodic-
cio´n
xi

Abstract
Open quantum system can be continually monitored in time. A measurement ap-
paratus is continuously coupled to the system. The measurement process provides a
classical stochastic signal which allows to infer the system state. A paradigmatic exam-
ple is the case of an optical two-level system coupled to the radiation of an external
laser field (fluorescent system), where the measurement apparatus is a photon detec-
tor. In the last years, the reconstruction of the system state was studied not only by
considering the previous past measurement signal (prediction) but also including the
future signal (retrodiction). The goal of this thesis is to study this problem in the case
in which the quantum system dynamics develops memory effects (non-Markovian). The
effective dynamics corresponds to a fluorescent system coupled to an environment en-
dowed with different mesoscopic states whose stochastic dynamics is classical. In turn,
each state modifies the time-irreversible system dynamics. We find that, even when
the measurement apparatus only provides information about the quantum dynamics,
the purity of the reservoir states and the purity of the system increases by using the
retrodiction technique.
Keywords: open quantum systems, quantum jumps, prediction and retrodiction
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Cap´ıtulo 1
Introduccio´n
Los sistemas cua´nticos abiertos [1] esta´n inherentemente acoplados a su entorno, lo
cual a su vez transforma la dina´mica unitaria en una irreversible en el tiempo. Cuando
el tiempo de correlacio´n de las fluctuaciones del reservorio es la menor escala de la
dina´mica conjunta, y en un re´gimen de acoplamiento de´bil, es posible realizar una
aproximacio´n Markoviana. En dicho caso la evolucio´n del sistema, descripta por medio
de su matriz densidad, obedece una ecuacio´n tipo Lindblad [1]. Estas ecuaciones dan
la estructura ma´s general para la evolucio´n de la matriz densidad bajo las condiciones
de hermeticidad y positividad de la misma (matriz hermı´tica definida positiva). Las
ecuaciones de Lindblad proveen un formalismo eficiente para describir, por ejemplo, la
dina´mica del decaimiento natural de una transicio´n o´ptica [1–4]. Aqu´ı el entorno es el
campo electromagne´tico de vac´ıo el cual, mediante un acoplamiento dipolo ele´ctrico-
campo ele´ctrico, induce el decaimiento del sistema. Las ecuaciones de Lindblad tambie´n
cubren el caso en que el sistema esta´ acoplado a un campo de radiacio´n la´ser externo
(sistema fluorescente) [1–4].
Los sistemas cua´nticos abiertos pueden ser monitoreados continuamente en el tiem-
po. Esto es, el mismo esta´ continuamente sometido en el tiempo a un proceso de
medicio´n. En consecuencia, el aparato de medida provee una sen˜al cla´sica en el tiem-
po. Debido a la aleateoridad del proceso de medicio´n cua´ntica y al acoplamiento con
el entorno, su dependencia temporal es estoca´stica. Un ejemplo t´ıpico es un sistema
fluorescente. Debido a la accio´n conjunta del ban˜o y del campo la´ser externo el sistema
rad´ıa continuamente fotones [1–4]. El aparato de medicio´n es un detector de fotones.
As´ı, la sen˜al de medicio´n corresponde a los tiempos en que ocurren las foto-detecciones.
Dado que el sistema esta acoplado continuamente en el tiempo al aparato de medi-
cio´n, uno puede preguntarse sobre cua´l es el estado (funcio´n de onda o matriz densidad)
del sistema. Esta pregunta dio lugar a la formulacio´n del me´todo de saltos cua´nticos
[1–4]. Aqu´ı el problema consiste en inferir el estado del sistema a partir de la sen˜al
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de medicio´n. Dado que esta u´ltima es estoca´stica, el estado hereda esta propiedad,
dando lugar a una funcio´n de onda estoca´stica (o matriz densidad estoca´stica) [1–4].
Su evolucio´n esta´ estrechamente ligada al proceso de medicio´n. Por ejemplo, para un
sistema fluorescente cada deteccio´n implica el colapso de estado del sistema a un estado
de menor energ´ıa (“quantum jump”). Entre foto-detecciones la evolucio´n es determi-
nista pero no unitaria, representando la misma el cambio del estado del sistema dado
que conocemos que no hay deteccio´n alguna. Coherentemente, al promediar sobre rea-
lizaciones del estado del sistema, lo cual es equivalente a promediar sobre distintas
realizaciones del proceso de medicio´n, se recupera la evolucio´n dada por la ecuacio´n
de Lindblad. As´ı, desde un punto de vista teo´rico, las realizaciones del sistema pueden
deducirse descomponiendo la ecuacio´n de Lindblad mediante una serie tipo Dyson,
donde cada te´rmino representara distintas realizaciones caracterizadas por el nu´mero
de detecciones en un dado intervalo de tiempo. El peso de cada contribucio´n puede a su
vez relacionarse con la probabilidad conjunta para los tiempos de ocurrencia de las emi-
siones. A partir de esta u´ltima es posible a su vez construir un algoritmo expl´ıcito para
generar nume´ricamente las realizaciones estoca´sticas del estado del sistema. En el caso
de sistemas fluorescentes, el proceso de saltos cua´nticos es un proceso de renovacio´n.
Esto es, los sucesivos eventos de medicio´n son independientes y una u´nica densidad
de probabilidad (“waiting time distribution”) define la estad´ıstica para el intervalo de
tiempo entre eventos sucesivos.
Desde un punto de vista estad´ıstico, el me´todo de saltos cua´nticos consiste en la
prediccio´n del estado del sistema dada la informacio´n pasada del proceso de medicio´n.
Recientemente tambie´n se generalizo´ a sistemas cua´nticos una te´cnica de retrodiccio´n
[5]. Aqu´ı, adema´s de la informacio´n del pasado, se considera la sen˜al de medicio´n en un
intervalo futuro para mejorar la estimacio´n del estado del sistema a un dado tiempo.
La nueva inferencia es conocida como smoothed quantum state (estado cua´ntico sua-
vizado) debido a que la retrodiccio´n disminuye la incerteza (fluctuaciones) del estado
inferido. Esta te´cnica ha recibido un creciente intere´s en la literatura reciente [5–16].
El objetivo de esta tesis estara´ centrado en dicha te´cnica y sus formalismos asociados.
Consideraremos un sistema fluorescente cuya dina´mica presenta efectos de memo-
ria. Esto es, la dina´mica de su matriz densidad contiene te´rminos de memoria que
van ma´s alla´ de la teor´ıa estandard de ecuaciones tipo Lindblad. Como situacio´n f´ısica
que da lugar a esta caracter´ıstica consideraremos un sistema fluorescente acoplado a
un reservorio estructurado, estando el mismo caracterizado por distintos estados me-
sosco´picos. Cada estado del ban˜o da lugar a un cambio en la dina´mica del sistema. A
su vez, los estados del ban˜o esta´n acoplados mediante transiciones estoca´sticas cla´si-
cas. As´ı, la dina´mica (matriz densidad) del sistema dependera´ en forma estoca´stica del
3estado mesosco´pico del ban˜o.
La situacio´n descripta anteriormente se da, por ejemplo, en casos donde el sistema
fluorescente (una transicio´n o´ptica de dos niveles) esta´ soportado por una macromole´cu-
la compleja, donde sus cambios internos modifican la interaccio´n del sistema cua´ntico
con el campo electromagne´tico de vac´ıo. As´ı la sen˜al de fluorescencia puede usarse
para monitorear (inferir) los distintos estados de la macromole´cula (single-molecule
spectroscopy) [17]. Dichos cambios pueden alterar la frecuencia natural del sistema o
alternativamente su tasa de decaimiento natural. En ambos casos, los cambios en la
intensidad de la sen˜al de fluorescencia pueden correlacionarse con los cambios estruc-
turales de la macromole´cula.
Una descripcio´n efectiva de los cambios estructurales del ban˜o puede lograrse a
trave´s de una generalizacio´n de las ecuaciones de Lindblad [18, 19]. La misma consiste
en introducir una serie de estados auxiliares (en el espacio de Hilbert del sistema), cada
uno de los cuales representa la dina´mica del sistema condicionada a que el ban˜o esta´ en
un dado estado. Las fluctuaciones del ban˜o se capturan mediante un acoplamiento (de
origen cla´sico) entre los estados auxiliares. La dina´mica de los estados auxiliares es
local en el tiempo y puede considerarse como la evolucio´n de un sistema bipartito
[20, 21] o h´ıbrido definido por la transicio´n o´ptica y los estados del ban˜o. El estado del
sistema esta´ definido por la adicio´n de los estados auxiliares, siendo en consecuencia
su evolucio´n de tipo no-Markoviana.
La dina´mica h´ıbrida tambie´n puede descomponerse en una serie de trayectorias
asociadas a las distintas realizaciones del proceso de medicio´n del sistema (deteccio´n
de fotones emitidos). Esta generalizacio´n del me´todo de saltos cua´nticos [22] permite
inferir el estado del sistema h´ıbrido y en consecuencia tambie´n inferir (predecir) el
estado de la transicio´n o´ptica y las probabilidades de ocupacio´n de los distintos esta-
dos del ban˜o. A diferencia de los sistemas fluorescentes esta´ndar, aqu´ı la densidad de
probabilidad (waiting time distribution) para el intervalo de tiempo entre eventos su-
cesivos (foto-detecciones) va cambiando en forma aleatoria a lo largo de una realizacio´n.
El problema central a caracterizar sera´ la inferencia de los estados del sistema y del
ban˜o usando no solo la sen˜al de medicio´n del pasado (prediccio´n) sino tambie´n informa-
cio´n de la sen˜al en un dado intervalo futuro (retrodiccio´n). Adema´s de la formulacio´n
del problema demostraremos que la retrodiccio´n nos permite obtener una estimacio´n
del sistema-estados configuracionales donde la pureza (equivalentemente entrop´ıa) del
estado del sistema y la pureza de los estados del ban˜o son superiores con respecto al
caso de prediccio´n, esto es, donde la inferencia solo usa informacio´n del pasado.
4 Introduccio´n
Espec´ıficamente, nuestra dina´mica de intere´s sera´ un sistema fluorescente acopla-
do a un ban˜o con distintos estados configuracionales, los cuales a su vez modifican la
dina´mica del sistema. El acoplamiento entre los estados del ban˜o es cla´sico. Suponiendo
que un detector de fotones mide la radiacio´n fluorescente del sistema, nuestro problema
sera´ estimar, a un dado tiempo, tanto el estado del sistema y de los estados configura-
cionales (probabilidades) usando para ello tanto los resultados anteriores (prediccio´n)
como en el futuro (retrodiccio´n). Adema´s estudiaremos co´mo la te´cnica de retrodiccio´n
aventaja a prediccio´n. Como medidas de comparacio´n usaremos la pureza cua´ntica del
sistema como as´ı tambie´n la “pureza cla´sica” de los estados configuracionales del ban˜o.
Tenemos que destacar que recientemente en la literatura se ha estudiado predic-
cio´n y retrodiccio´n en sistemas fluorescentes. Por ejemplo en la Ref. [15], Guevara y
Wiseman estudiaron retrodiccio´n mediante una deteccio´n homodina [1–4] de un siste-
ma fluorescente con pe´rdidas. Este tipo de medicio´n no sera´ estudiado en el presente
trabajo. Por otro lado, en la Ref. [16] se estudio´ prediccio´n y retrodiccio´n pero obser-
vando el sistema con un aparato foto-detector ineficiente. En dicho caso, la dina´mica
del sistema fluorescente es Markoviana. En contraste, el intere´s de nuestra tesis sera´ en-
focada usando un detector ideal y donde la dina´mica de nuestro sistema cua´ntico es
no-Markoviana. Esta propiedad es debida a la forma estructurada del ban˜o al cual
esta´ acoplado nuestro sistema. Sin embargo, el formalismo teo´rico que usaremos sera´ el
mismo que el usado en la Ref. [16].
La tesis sera´ desarrollada de la siguiente forma. En el cap´ıtulo 2 veremos las ecuacio-
nes tipo Lindblad. Estudiaremos el decaimiento natural de un sistema como as´ı tambie´n
la ecuacio´n que describe un sistema fluorescente. Tambie´n expondremos las ecuaciones
de Lindblad generalizadas que proveen el marco teo´rico para describir la interaccio´n
con un ban˜o caracterizado por distintos estados mesosco´picos. En el cap´ıtulo 3, luego de
repasar mediciones cua´nticas generalizadas, estudiaremos el me´todo de saltos cua´nticos
para las ecuaciones de Lindblad generalizadas. Aplicaremos el mismo a las dina´micas
mencionadas anteriormente. En el cap´ıtulo 4, estudiaremos prediccio´n y retrodiccio´n
para las dina´micas con ban˜os cla´sicamente fluctuantes.
Cap´ıtulo 2
Sistemas cua´nticos abiertos
2.1. Sistemas cla´sicos irreversibles
2.1.1. Ecuaciones maestras cla´sicas
Dado un sistema cla´sico definido por un conjunto discreto de estados {R}Rma´xR=1 ,
su comportamiento estad´ıstico e irreversible en el tiempo puede describirse por una
ecuacio´n maestra. La probabilidad PR(t) de encontrar el sistema a tiempo t en el estado
R, 0 ≤ PR(t) ≤ 1, obedece una ecuacio´n diferencial de primer orden en el tiempo
dPR(t)
dt
=
∑
R′ 6=R
γRR′PR′(t)−
∑
R′ 6=R
γR′RPR(t), (2.1)
donde el primer y segundo te´rmino corresponden a “ganancia” y a “pe´rdida” de pro-
babilidad hacia o desde el estado R, respectivamente. Los coeficientes γRR′ ≥ 0 son
cantidades positivas que dan las tasas de transicio´n por unidad de tiempo entre los
estados del sistema.
Como ejemplo consideremos un sistema de dos niveles (Rma´x = 2) [Fig.(2.1)], des-
cripto por la siguiente ecuacio´n maestra
d
dt
P1(t) = γ12 P2(t)− γ21 P1(t), (2.2a)
d
dt
P2(t) = γ21 P1(t)− γ12 P2(t). (2.2b)
La solucio´n de este par de ecuaciones puede obtenerse mediante la transformada de
Laplace, definida como L [f ] (u) = f˜ = ∫∞
0
e−utf(t) dt, lo cual da lugar a las siguientes
ecuaciones algebraicas,
uP1(u)− P1(0) = γ12 P2(u)− γ21 P1(u), (2.3)
uP2(u)− P2(0) = γ21 P1(u)− γ12 P2(u). (2.4)
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Figura 2.1: Ejemplo de un sistema de dos niveles cla´sico para la evolucio´n de las
poblaciones de cada estado, donde γRR′ es la tasa de transicio´n para ir al estado R, dado
que el sistema estaba en el estado R′
Su solucio´n, y posterior transformada inversa de Laplace, viene dada por:
P1(t) =
γ12
γ21 + γ12
+
(
P1(0) γ21 − P2(0) γ12
γ21 + γ12
)
e−(γ21+γ12)t, (2.5a)
P2(t) =
γ21
γ21 + γ12
−
(
P1(0) γ21 − P2(0) γ12
γ21 + γ12
)
e−(γ21+γ12)t, (2.5b)
donde P1(0) + P2(0) = 1. Estas ecuaciones [Ecs.(2.2a) y (2.2b)] dan lugar a la exis-
tencia de un estado estacionario P∞R = l´ımt→∞ PR(t) para ambas poblaciones, lo cual
corresponde al primer te´rmino de los miembros derechos de las ecuaciones anteriores,
P∞1 =
γ12
γ21 + γ12
, P∞2 =
γ21
γ21 + γ12
. (2.6)
La existencia de un estado estacionario es consecuencia directa del cara´cter irrever-
sible de su evolucio´n. El tiempo caracter´ıstico para alcanzar dicho estado solo involucra
las tasas de transicio´n entre los estados del sistema, tal como se puede leer de las Ecs.
(2.5a) y (2.5b). Dichos comportamientos son mostrados en la Fig.(2.2)
Figura 2.2: Poblaciones para un sistema cla´sico de dos niveles con, γ21/γ12 = 3 y con
poblaciones iniciales P1(0) = P2(0) = 0.5.
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2.2. Sistemas cua´nticos
2.2.1. Funcio´n de onda
A diferencia de los sistemas cla´sicos con dina´micas irreversibles (ecuaciones maes-
tras), ahora estaremos interesados en caracterizar sistemas cua´nticos con dina´micas
reversibles. Para ello, haremos uso de la funcio´n de onda. La misma es una descripcio´n
matema´tica para el estado cua´ntico de un sistema f´ısico. E´sta, junto con las reglas de
evolucio´n del sistema, proveen toda la informacio´n necesaria para describir el sistema,
esto es, las distribuciones de probabilidad, y el resultado de las mediciones de un ob-
sevable arbitrario.
Matema´ticamente, la funcio´n de onda, comu´nmente denotada con la letra ψ, re-
presenta una amplitud de probabilidad, la cual pertenece al espacio de Hilbert H que
describe el sistema. Su evolucio´n temporal esta´ dada por la ecuacio´n de Schro¨dinger
i~
d
dt
|ψ(t) 〉 = H |ψ(t) 〉 , (2.7)
donde H es el Hamiltoniano del sistema. La condicio´n inicial es |ψ(t) 〉 |t=0 = |ψ(0) 〉 .
Una descripcio´n en te´rminos de la funcio´n de onda solo es posible cuando se tiene
ma´xima informacio´n de la condicio´n inicial del sistema. Cuando esto no es posible, la
descripcio´n del sistema debe hacerse en te´rminos de la matriz densidad del sistema.
2.2.2. Matriz densidad
Como vimos anteriormente, el estado del sistema puede ser descripto por el vector
de estado o el ket funcio´n de onda |ψ 〉. En este contexto, un sistema cua´ntico que
esta´ completamente descrito por este ket (y la dina´mica del sistema con sus condicio-
nes iniciales respectivas), se dice que esta´ en un estado puro. En otras palabras, un
estado puro esta´ caracterizado por las existencia de un experimento de preparacio´n
en el que, con certeza, el sistema se encuentra en uno y solo un estado cua´ntico [23].
Sin embargo, usualmente en la pra´ctica, el sistema puede encontrase distribuido en un
ensemble estad´ıstico de diferentes vectores de estados: por ejemplo, el mismo tiene una
probabilidad “p” de estar en el estado |ψ 〉, y probabilidad “(1 − p)” de estar en el
estado |φ 〉. Este sistema se dice que esta´ en un estado mezcla.
Es importante resaltar el hecho de que estas probabilidades se refieren a proba-
bilidades en el sentido cla´sico-estad´ıstico, a diferencia de las probabilidades cua´nticas
provenientes del principio de superposicio´n cua´ntico. Dicha diferencia es visible, por
ejemplo, en la superposicio´n de los autoestados {|+ 〉 , | − 〉} de la matriz de Pauli Z
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(y con autovalores {+1/2, −1/2} respectivamente) denotada por |ψ 〉 = cos( θ
2
) |+ 〉 +
eiϕ sin( θ
2
) | − 〉, el cual no puede corresponderse con una descripcio´n en te´rminos de las
probabilidades {p, 1− p} de un ensemble estad´ıstico.
En general, un ensemble de estados cua´nticos {|α 〉 , Wα}, se define a partir de
un conjunto de funciones de onda puras {|α 〉} que componen al sistema f´ısico, y
pesos estad´ısticos normalizados {Wα} asociados a cada una de ellas proveniente de la
incerteza en la preparacio´n del sistema. A partir de e´sto, podemos definir un operador
que llamaremos operador densidad o matriz densidad del sistema
ρ =
∑
α
Wα |α 〉〈α | , (2.8)
donde la suma es sobre todos los elementos presentes en el ensamble de estados. Este
objeto describe completamente el estado del sistema.
Dado un espacio de Hilbert (que por simplicidad esta´ generado por un conjunto
finito contable de estados), con base {|n 〉} ortonormal y completa,
〈n|m〉 = δnm, (2.9a)∑
n
|n 〉〈n | = 1, (2.9b)
cada estado del ensemble puede desarrollarse en la misma como
|α 〉 =
∑
n
αn |n 〉 . (2.10)
Entonces, la matriz densidad queda expresada como
ρ =
∑
α
∑
n,m
Wααnα
∗
m |n 〉〈m | , (2.11)
donde ahora los elementos matriciales 〈n |ρ|m 〉 = ∑αWααnα∗m, determinan comple-
tamente la matriz densidad del sistema.
Seguidamente, recordando que para el caso de sistemas cua´nticos en un estado
puro |α 〉, el valor esperado de un observable Aˆ para este sistema viene dado por
< Aˆ >= 〈α |Aˆ|α 〉, en este nuevo contexto, debemos considerar este valor esperado
pesado ahora sobre los elementos del ensemble, es decir:
<Aˆ>=
∑
α
Wα 〈α |Aˆ|α 〉 , (2.12)
Usando la relacio´n de completitud de la base del espacio [Eq.(2.9b)], obtenemos
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<Aˆ> =
∑
α
Wα 〈α |Aˆ|α 〉 =
∑
α
Wα 〈α |Aˆ
(∑
n
|n 〉〈n |
)
|α 〉
=
∑
n
∑
α
Wα 〈n|α〉 〈α |Aˆ|n 〉 =
∑
n
〈n |
(∑
α
Wα |α 〉〈α |
)
Aˆ |n 〉 (2.13)
= Tr
(
ρAˆ
)
.
Entonces, valores esperados se definen a partir de la matriz densidad ρ.
2.2.3. Propiedades de la matriz densidad
Una matriz ρ, se dice que es una matriz densidad si y solo si satisface las siguientes
propiedades:
La matriz densidad es un operador Hermı´tico, es decir: ρ† = ρ; esto es, que sus
elementos matriciales en una base satisfacen:
ρnm ≡ 〈n |ρ|m 〉 = 〈m |ρ|n 〉∗ . (2.14)
La matriz densidad esta´ normalizada: Tr (ρ) = 1.
ρ es un operador definido positivo, es decir: 〈φ | ρ |φ 〉 ≥ 0, para cualquier ket
|φ 〉 del espacio de estados.
Como consecuencia de las propiedades anteriores, que pueden ser tomadas como la
definicio´n del operador densidad, se puede demostrar que la matriz densidad satisface
las siguientes relaciones:
La probabilidad W (ψ), de encontrar al sistema en un estado arbitrario puro |ψ 〉,
despue´s de una medicio´n, esta´ dada por
W (ψ) = 〈ψ |ρ|ψ 〉 . (2.15)
A partir del ca´lculo del valor de expectacio´n de un observable Aˆ, en te´rminos
de la matriz densidad del sistema, se puede extender esto para definir el valor
esperado de cualquier operador Qˆ (sea e´ste un observable o no) de acuerdo a la
expresio´n:
< Qˆ >= Tr
(
ρ Qˆ
)
. (2.16)
10 Sistemas cua´nticos abiertos
La matriz densidad correspondiente a un estado puro |ψ 〉, esta´ dada por:
ρ = |ψ 〉〈ψ | . (2.17)
Una medida de la pureza de un estado se puede definir, de forma natural, como:
P = Tr
(
ρ2
)
; (2.18)
ya que la misma, se demuestra inmediatamente que toma el valor P = 1 cuando
el estado es puro y P < 1 en cualquier otro caso.
2.2.4. Evolucio´n unitaria
Recordemos que la evolucio´n temporal del estado de un sistema cua´ntico esta´ des-
crito por la ecuacio´n de Schro¨dinger [20]
i~
d
dt
|ψ(t) 〉 = H |ψ(t) 〉 . (2.19)
A partir de aqu´ı, definiendo el operador evolucio´n temporal unitario U(t), la solucio´n
de la funcio´n de onda a tiempo t con condicio´n inicial |ψ(0) 〉 puede escribirse como
|ψ(t) 〉 = U(t) |ψ(0) 〉 . (2.20)
Insertando e´sto en la ecuacio´n de Schro¨dinger obtenemos,
i~
d
dt
U(t) = H U(t), (2.21)
cuya solucio´n es U(t) = exp[−i~Ht], donde se asume que el Hamiltoniano es inde-
pendiente del tiempo. Usando la definicio´n de la matriz densidad, obtenemos para su
evolucio´n:
i~
d
dt
ρ(t) = [H, ρ(t)] , (2.22)
donde [H, ρ(t)] , representa el conmutador del Hamiltoniano del sistema con el operador
densidad. Esta u´ltima ecuacio´n es conocida como la ecuacio´n de Liouville. Su solucio´n
formal es
ρ(t) = U(t)ρ(0)U(t)†, (2.23)
donde ρ(0) es la matriz densidad inicial.
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Tuneleamiento cua´ntico en un sistema de dos niveles
Como ejemplo de evolucio´n unitaria consideraremos el Hamiltoniano
H =
~Ω
2
σx, (2.24)
donde σx es la matriz de Pauli x. Las matrices de Pauli esta´n definidas como
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, (2.25)
que corresponden a las expresiones donde σz es diagonal.
Dado el cara´cter no-diagonal de σx, en la base de autoestados de σz, el sistema rea-
liza un proceso de tuneleamiento entre dichos estados, esto es, la poblacio´n se transfiere
entre los mismos de una manera reversible en el tiempo. Para caracterizar expl´ıctamen-
te dicho comportamiento, escribimos la matriz densidad ρ(t) en la base de autoestados
de σz {|+〉, |−〉} como
ρ(t) =
(
〈+|ρ(t)|+〉 〈+|ρ(t)|−〉
〈−|ρ(t)|+〉 〈−|ρ(t)|−〉
)
≡
(
p(t) c(t)
c∗(t) q(t)
)
. (2.26)
La ecuacio´n de Liouville [Ec.(2.22)] da lugar a
d
dt
p(t) = − iΩ
2
(c∗(t)− c(t)) ,
d
dt
q(t) = − iΩ
2
(c(t)− c∗(t)) ,
d
dt
c(t) = − iΩ
2
(p(t)− q(t)) ,
d
dt
c∗(t) = + iΩ
2
(p(t)− q(t)) .
(2.27)
Como podemos ver de las ecuaciones anteriores, el Hamiltoniano del sistema acopla
las poblaciones superiores e inferiores, p(t) y q(t) respectivamente, a trave´s de las
coherencias del sistema, c(t) y su complejo conjugada c∗(t). Las soluciones expl´ıcitas
vienen dadas por
p(t) =
(
p(0)+q(0)
2
)
+
(
p(0)−q(0)
2
)
cos(Ωt) + i
(
c(0)−c∗(0)
2
)
sin(Ωt),
q(t) =
(
p(0)+q(0)
2
)
−
(
p(0)−q(0)
2
)
cos(Ωt)− i
(
c(0)−c∗(0)
2
)
sin(Ωt),
c(t) =
(
c(0)+c∗(0)
2
)
+
(
c(0)−c∗(0)
2
)
cos(Ωt) + i
(
p(0)−q(0)
2
)
sin(Ωt),
c∗(t) =
(
c(0)+c∗(0)
2
)
−
(
c(0)−c∗(0)
2
)
cos(Ωt)− i
(
p(0)−q(0)
2
)
sin(Ωt).
(2.28)
De las ecuaciones anteriores [Ecs.(2.28)] podemos ver que de hecho las poblaciones
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Figura 2.3: Evolucio´n de las poblaciones y magnitud de las coherencias para un sistema
de dos niveles con un Hamiltoniano H = ~Ω2 σx, con estado inicial ρ0 = |+ 〉〈+ |.
del sistema oscilan en contrafase con frecuencia Ω dada por el Hamiltoniano del sistema.
En la Fig.(2.3) se muestra el comportamiento de las poblaciones y coherencias
del sistema. Es de notar que en este caso no existe una solucio´n estacionaria. De
hecho todos los elementos de matriz oscilan. Dicha propiedad es consequencia de la
reversibilidad temporal de la evolucio´n, lo cual contrasta con los comportamientos
irreversibles mostrados en la Fig. (2.2).
2.3. Sistemas cua´nticos abiertos
Los sistemas cua´nticos abiertos, a diferencia de los sistemas estudiados en la seccio´n
anterior, interactu´an con el entorno. E´sto hace que la evolucio´n de la matriz densidad
no sea una evolucio´n del tipo unitaria, Eq. (2.22), convirtie´ndola en irreversible.
Desde un punto de vista microsco´pico, la descripcio´n de la evolucio´n debe hacerse
teniendo en cuenta los grados de libertad del entorno o ban˜o. Desde dicha evolucio´n
unitaria, la evolucio´n de la matriz densidad del sistema se obtiene luego de tracear o
marginar la informacio´n del ban˜o. Dicho procedimiento, conocido como aproximacio´n
de Born-Markov [1, 2], da lugar a una evolucio´n para la matriz densidad que es lineal
e irreversible en el tiempo.
Desde un punto de vista matema´tico puede determinarse cua´l es la evolucio´n ma´s
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general para la matriz densidad basa´ndose solamente en las propiedades de la misma.
Esto es, la evolucio´n debe preservar su hermiticidad, la traza, y su positividad. La
solucio´n de este problema da lugar a la ecuaciones tipo Lindblad [1]. Las ecuaciones
que surgen de la aproximacio´n de Born-Markov esta´n abaracadas dentro de este tipo
de ecuaciones.
2.3.1. Ecuaciones tipo Lindblad
Las ecuaciones de tipo Lindblad son un generalizacio´n de las evoluciones unitarias
y dan lugar a comportamientos irreversibles en el tiempo. La matriz densidad del
sistema a un tiempo arbitrario no es en general un estado puro. La evolucio´n de la
matriz densidad del sistema viene dada por
dρ(t)
dt
= − i
~
[H, ρ(t)] + L [ρ(t)] , (2.29)
donde L [•] es un superoperador que actu´a sobre ρ(t) y tiene la estructura [1]:
L [•] = 1
2
N2−1∑
α,β=1
ααβ
([
Vα, •V †β
]
+
[
Vα•, V †β
])
, (2.30)
donde {Vα}N
2−1
α=1 , con N
2 = (dimH)2, forman una base de operadores en el espacio de
Hilbert del sistema. Adema´s, los coeficientes aαβ forman una matriz hermı´tica definida
semi-positiva. La misma caracteriza los tiempos de escala de disipacio´n y decoherencia
del sistema.
El superoperador L [•] se puede reescribir de la siguiente forma
L [•] = −{D, •}+ + J [•] , (2.31)
donde {A,B}+ = AB +BA, es la operacio´n de anticonmutacio´n, y se han definido
D =
1
2
N2−1∑
α,β=1
aαβ V
†
β Vα, J [•] =
N2−1∑
α,β=1
aαβ Vα • V †β . (2.32)
Esta notacio´n resultara´ de utilidad en los desarrollos posteriores.
2.3.2. Reservorios te´rmicos
Como ejemplo de evoluciones tipo Lindblad, describiremos evoluciones que repre-
sentan la interaccio´n del sistema con reservorios te´rmicos.
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Temperatura efectiva cero
Como sistema que evoluciona de manera naturalmente irreversible, y como caso
ma´s simple no-trivial, estudiaremos la evolucio´n al equilibrio de un sistema cua´ntico
de dos niveles a temperatura efectiva cero. Denotaremos con {|+ 〉 , | − 〉} el estado
superior e inferior del sistema respectivamente. En dicha base, el Hamiltoniano puede
escribirse como
H =
~ω0
2
σz, (2.33)
donde ω0 > 0, es la frecuencia de transicio´n entre sus dos niveles, y σz es la matriz de
Pauli Z.
Sistemas que pueden describirse de esta forma son aquellos donde las transiciones a
otros niveles tienen una probabilidad despreciable. Si adema´s, las excitaciones te´rmicas
no son suficientemente energe´ticas para llevar al sistema a su primer estado excitado
|+ 〉 , la temperatura efectiva del ban˜o es nula. Esta situacio´n se da, por ejemplo, cuando
la frecuencia de transicio´n ω0 esta´ en un re´gimen o´ptico [1–4]. As´ı, consideramos la
siguiente evolucio´n
dρ(t)
dt
= − i
~
[H, ρ(t)] +
γ
2
([
σ, ρ(t)σ†
]
+
[
σρ(t), σ†
])
, (2.34)
donde el primer te´rmino corresponde a la evolucio´n unitaria y el segundo corresponde
a la parte de desexcitacio´n del primer estado excitado con una tasa de decaimiento γ.
Los operadores σ y σ† corresponden a los operadores de subida y bajada del sistema
y esta´n definidos como σ = 1
2
(σx − iσy) y σ† = 12(σx + iσy). En la base de autoestados
de σz pueden escribirse como
σ =
(
0 0
1 0
)
, σ† =
(
0 1
0 0
)
, (2.35)
o sea σ = |−〉〈+| y σ† = |+〉〈−|.
Las ecuaciones de evolucio´n para los te´rminos de la matriz densidad, desde la
Ec.(2.34), esta´n dados por 
d
dt
p(t) = −γ p(t),
d
dt
c(t) = −(iω0 + γ2 )c(t),
d
dt
c∗(t) = (iω0 − γ2 )c∗(t),
d
dt
q(t) = γ q(t),
(2.36)
donde hemos usado la notacio´n de la Ec.(2.26) para cada elemento de la matriz densi-
dad. La solucio´n anal´ıtica de este sistema de ecuaciones viene dada por
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
p(t) = p(0)e−γt,
q(t) = [q(0) + p(0)]− p(0) e−γt,
c(t) = c(0) exp[−(γ
2
+ iω0)t],
(2.37)
donde q(0) + p(0) = 1.
Figura 2.4: Evolucio´n de las poblaciones y coherencias (representacio´n interaccio´n)
para un sistema de dos niveles con un Hamiltoniano H = ~ω02 σz, con estado inicial
ρ0 = (
|+ 〉+| − 〉√
2
)( 〈+ |+〈− |√
2
), acoplado a un reservorio te´rmico con temperatura efectiva
cero.
Se puede notar del estudio de este sistema, que existe un estado estacionario de la
matriz densidad. El mismo corresponde al estado inferior, siendo las coherencias nulas.
Esto ocurre sin importar cua´l es la condicio´n inicial de la cual partio´ el sistema.
ρ∞ ≡ l´ım
t→∞
ρ(t) = | − 〉〈− | =
(
0 0
0 1
)
. (2.38)
Esta propiedad nos dice tambie´n que la temperatura efectiva del ban˜o es nula.
Por otro lado, se puede estudiar la dina´mica anterior en una representacio´n
interaccio´n, esto es,
ρˆ(t) ≡ eiHtρ(t)e−iHt. (2.39)
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Se tiene que la evolucio´n del sistema [Ec.(2.34)] viene ahora dada por
dρˆ(t)
dt
=
γ
2
([
σ, ρˆ(t)σ†
]
+
[
σρˆ(t), σ†
])
, (2.40)
cuyas ecuaciones de evolucio´n vienen dadas ide´nticamentes por las ecuaciones (2.36)
pero con ω0 ≡ 0. Esto hace que en la solucio´n del sistema dadas por las ecuacio-
nes (2.37), las oscilaciones de las coherencias queden ausentes por completo y solo se
preserve una evolucio´n exponencial decayente para las mismas como se muestra en la
Fig.(2.4). Como la f´ısica del sistema no puede cambiar, igualmente se llega a un estado
estacionario de equilibrio exactamente igual al anterior [Ec.(2.38)].
Temperatura arbitraria
A diferencia del caso anterior, podr´ıamos estar en presencia de un sistema donde las
exitaciones te´rmicas sean apreciables como para que ocurran transiciones de exitacio´n
en el sistema. Este caso puede ocurrir cuando la frecuencia natural del sistema ω0
esta´ por debajo del re´gimen o´ptico [1]. De esta forma, suponiendo que el sistema puede
aproximarse por un sistema de dos niveles con Hamiltoniano H = ~ω0
2
σz, la evolucio´n
de su matriz densidad viene dada por
dρ(t)
dt
= − i
~
[H, ρ(t)] +
γ
2
([
σ, ρ(t)σ†
]
+
[
σρ(t), σ†
])
+
β
2
([
σ†, ρ(t)σ
]
+
[
σ†ρ(t), σ
])
, (2.41)
donde el primer te´rmino del miembro derecho de la ecuacio´n representa, como en el caso
anterior, la contribucio´n unitaria a la evolucio´n del sistema. El segundo te´rmino repre-
senta el decaimiento natural como en el caso de temperatura efectiva cero, y el u´ltimo
te´rmino corresponde a las posibles transiciones del sistema al primer estado excitado
debido a perturbaciones te´rmicas apreciables con tasa de excitacio´n β [Fig.(2.5)].
Figura 2.5: Diagrama de las transiciones para un sistema de dos niveles acoplados a un
reservorio te´rmico. Las tasas de decaimiento y de excitacio´n son γ y β, respectivamente.
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En la representacio´n interaccio´n, desde la Ec.(2.41), el conjunto de ecuaciones a
resolver son

d
dt
p(t) = −γ p(t) + β q(t),
d
dt
c(t) = −γ+β
2
c(t),
d
dt
c∗(t) = −γ+β
2
c∗(t),
d
dt
q(t) = γ p(t)− β q(t).
(2.42)
Vemos que la evolucio´n de las poblaciones esta´n dadas por ecuaciones maestras
cla´sicas, [Ecs.(2.2a), y (2.2b)]. La solucio´n expl´ıcita de estas ecuaciones esta´n dadas
por

p(t) =
(
β
γ+β
)
(p0 + q0)−
(
βq0−γp0
γ+β
)
e−(γ+β)t,
c(t) = c0 e
−( γ+β2 )t,
c∗(t) = c∗0 e
−( γ+β2 )t,
q(t) =
(
γ
γ+β
)
(p0 + q0) +
(
βq0−γp0
γ+β
)
e−(γ+β)t,
(2.43)
donde (p0 + q0) = 1.
En este caso se observa que la solucio´n estacionaria del sistema es
ρ∞ ≡ l´ım
t→∞
ρ(t) =
(
p∞ 0
0 q∞
)
=
(
β
γ+β
0
0 γ
γ+β
)
. (2.44)
Notar que la propiedad p∞ 6= 0 es debido a las excitaciones te´rmicas medidas por
la tasa β. Observamos, adema´s, que en la representacio´n interaccio´n, las coherencias
se mantienen desacopladas y decaen exponencialmente en el tiempo. Como comenta-
rio extra, se observa que para altas temperaturas [Fig.(2.6)] el estado estacionario del
sistema es aquel de ma´xima entrop´ıa donde esta´n igualmente poblados los dos niveles
de energ´ıa.
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(a)
(b)
Figura 2.6: Poblaciones y coherencias para un sistema de dos niveles en la representa-
cio´n interaccio´n en el re´gimen de (a) altas temperaturas (β/γ = 1), y (b) en el re´gimen
de bajas temperaturas (β/γ = 0.2 1).
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2.3.3. Fluorescencia
A partir de las ecuaciones tipo Lindblad podemos describir una situacio´n f´ısica que
sera´ de intere´s a lo largo de todos los desarrollos posteriores. Consideramos un sistema
de dos niveles cuya frequencia de transicio´n esta´ en el re´gimen o´ptico. Por lo tanto,
su decaimiento natural puede describirse con un ban˜o a temperatura (efectiva) cero.
Adema´s el sistema esta´ sometido a radiacion la´ser [Fig.(2.7)], dando lugar a una [1–4]
emisio´n continua de fotones. La evolucio´n de la matriz densidad puede escribirse como
Figura 2.7: Diagrama de un sistema de dos niveles (|+ 〉 , | − 〉), con tasa de decai-
miento “γ” y frecuencia natural ω0, el cual es sometido a radiacio´n electromagne´tica de
frecuencia ωl
dρ(t)
dt
= − i
~
[H(t), ρ(t)] +
γ
2
([
σ, ρ(t)σ†
]
+
[
σρ(t), σ†
])
, (2.45)
donde γ representa el decaimiento natural del sistema y
{
σ†, σ
}
son los operadores
escalera entre los niveles del sistema. El Hamiltoniano tiene la forma
H(t) =
~ω0
2
σz +
~Ω
2
(
σ†e−itωl + σe+itωl
)
, (2.46)
donde ω0 es la fequencia natural de transicio´n del sistema. Por otro lado, ωl es la frecuen-
cia del la´ser que excita el sistema, y la frecuencia Ω mide el acoplamiento dipolo-campo
ele´ctrico entre el sistema y el campo la´ser externo [1–4].
Escribiendo la evolucio´n en la representacio´n “interaccio´n”
(
ρ(t)→ e+iωlσzρ(t)e−iωlσz
)
obtenemos
dρ(t)
dt
= −iδl
2
[σz, ρ(t)]− i~Ω
2
[σx, ρ(t)] +
γ
2
( [
σ, ρ(t)σ†
]
+
[
σρ(t), σ†
] )
, (2.47)
donde δl = (ω0 − ωl) .
Cuando el la´ser y el sistema esta´n en resonancia tenemos δl = 0. En este caso la
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evolucio´n de los elementos de la matriz densidad [en notacio´n de Ec.(2.26)] son
d
dt
p(t) = −γ p(t) + iΩ
2
(
c(t)− c∗(t)
)
,
d
dt
c(t) = −γ
2
c(t) + iΩ
2
(
p(t)− q(t)
)
,
d
dt
c∗(t) = −γ
2
c∗(t)− iΩ
2
(
p(t)− q(t)
)
,
d
dt
q(t) = γ p(t)− iΩ
2
(
c(t)− c∗(t)
)
.
(2.48)
Notar que en el l´ımite Ω = 0 recuperamos Eq. (2.36) con el reemplazo ω0 → 0 (irrever-
sibilidad), mientras que en el l´ımite γ = 0 reobtenemos la evolucio´n unitaria dada por
Ec.(2.27). La solucio´n expl´ıcita de la Ec.(2.48) para la condicio´n inicial ρ(0) = | − 〉〈− |,
esta´ dada por
p(t) =
(
Ω2
γ2+2Ω2
)[
1− e− 3γ4 t
(
cosh(Γt) + 3
4
( γ
Γ
) sinh(Γt)
)]
,
c(t) = −
(
i γΩ
γ2+2Ω2
)[
1− e− 34γt
(
cosh(Γt) +
(
4Γ2+3Ω2
Γγ
)
sinh(Γt)
)]
,
(2.49)
donde
Γ ≡
√(γ
4
)2
− Ω2. (2.50)
El sistema siempre alcanza un estado estacionario siendo definido porl´ımt→∞ p(t) =
(
Ω2
γ2+2Ω2
)
,
l´ımt→∞ c(t) = −
(
i γΩ
γ2+2Ω2
)
,
, (2.51)
dando lugar a
ρ∞ ≡ l´ım
t→∞
ρ(t) =
(
Ω2
γ2+2Ω2
− i γΩ
γ2+2Ω2
i γΩ
γ2+2Ω2
1− Ω2
γ2+2Ω2
)
. (2.52)
En la Fig.(2.8) mostramos los comportamientos caracter´ısticos de la matriz densi-
dad del sistema en los casos de un acoplamiento de´bil (Ω/γ  1) y fuerte (Ω/γ  1)
con el campo la´ser externo. En ambos casos la solucio´n estacionaria esta´ descripta por
la ecuacio´n anterior, donde, particularmente para nuestros para´metros elegidos es
ρ∞ ≡ l´ım
t→∞
ρ(t) =
(
0.247 −i0.353
i0.353 0.752
)
, (2.53)
para la Fig.(2.8) (a), y
ρ∞ ≡ l´ım
t→∞
ρ(t) =
(
0.473 −i1.57
i1.57 0.526
)
, (2.54)
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(a)
(b)
Figura 2.8: Evolucio´n de las poblaciones y coherencias de la matriz densidad de un
sistema fluorescente bajo la representacio´n interaccio´n [Ec.(2.48)]. La condicio´n inicial
es ρ(0) = | − 〉〈− | (p(0) = c(0) = 0, q(0) = 1). Los para´metros son (a) Ω/γ = 0.7 y (b)
Ω/γ = 3, respectivamente
para la Fig.(2.8) (b).En este caso, de acoplamiento fuerte, la evolucio´n de ρ desarrolla
oscilaciones medidas por la Ec.(2.50).
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2.4. Fluorescencia en reservorios con fluctuaciones
cla´sicas
En secciones anteriores presentamos estudios de sistemas cua´nticos abiertos donde
el medio ambiente se manten´ıa fijo (tanto a temperatura efectiva cero como tempe-
ratura arbitraria). En esta seccio´n, presentaremos la evolucio´n del sistema cua´ntico
(fluorescente) considerando esta vez fluctuaciones que afectan el acoplamiento efectivo
entre el sistema y reservorio donde e´ste se encuentra inmerso. Como un primer ejemplo,
veremos el caso en donde dichas fluctuaciones medioambientales son independientes de
la evolucio´n del sistema (aunque afecten al mismo) y seguidamente presentaremos el
caso donde tanto las fluctuaciones medioambientales como la evolucio´n del sistema se
encuentran correlacionadas [17].
Consideraremos que el reservorio puede encontrarse en distintos estados configura-
cionales {R}Rma´xR=1 . Cada uno de ellos esta´ asociado a una diferente configuracio´n meso-
soco´pica del ban˜o. El estado del sistema, bajo la condicio´n de que el ban˜o esta´ en el
estado R, es denotada como ρR(t).
La matriz densidad del sistema tendra´, en general, una evolucio´n no-Markoviana,
es decir, la dina´mica no sigue una evolucio´n local en el tiempo. Equivalentemente, el
sistema a tiempo t dependera´ de toda la historia del proceso [1]; por esta propiedad se
dice que se presentan efectos de memoria. Esto ocurre cuando hay ma´s de un estado
configuracional del ban˜o. Para diferenciar estas matrices densidad de aquellas cuya
evolucio´n s´ı sea Markoviana, se escribira´ bajo la notacio´n ρ = ρt. Entonces, la matriz
densidad ρt del sistema esta´ dada por [17, 18]
ρt =
Rmax∑
R=1
ρR(t). (2.55)
Esta expresio´n puede reescribirse como
ρt =
Rmax∑
R=1
PR(t)
ρR(t)
TrS [ρR(t)]
, PR(t) ≡ TrS [ρR(t)] , (2.56)
donde TrS[•] es la traza parcial sobre el sistema S. De esta forma, PR(t) es la pro-
babilidad que el ban˜o este´ en el estado configuracional R, y ρR(t)/TrS [ρR(t)] es el
correspondiente estado condicionado del sistema (normalizado).
Para la dina´mica de los estados auxiliares {ρR(t)}, de manera general, supondremos
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que esta´n dadas por una ecuacio´n de tipo Lindblad generalizada [18]
dρR(t)
dt
= − i
~
[
HR(t), ρR(t)
]
− γR
({
D, ρR(t)
}
+
− J[ρR(t)])
−
∑
R′ 6=R
γR′R
{A†A
2
, ρR(t)
}
+
+
∑
R′ 6=R
γRR′
(
AρR′(t)A
†
)
, (2.57)
donde D = σ†σ/2 y J [•] = σ • σ†, y “A” representa un operador arbitrario que
actu´a sobre el espacio de Hilbert de nuestro sistema cua´ntico. Aqu´ı, γR representa el
decaimiento natural del sistema dado que el ban˜o esta´ en el estado configuracional R.
De la misma forma, HR(t) es el Hamiltoniano del sistema bajo la misma condicio´n.
Consecuentemente, tomando la operacio´n de traza sobre la ecuacio´n (2.57), vemos
que la dina´mica para los estados configuracionales del ban˜o esta´ dada por
dPR(t)
dt
= −
∑
R′ 6=R
γR′RTr
(
A†AρR(t)
)
+
∑
R′ 6=R
γRR′Tr
(
A†AρR′(t)
)
. (2.58)
Vemos que, en general, la probabilidad PR(t) de que el ban˜o se encuentre en un dado
estado configuracional, esta´ acoplado con los estados condicionados {ρR(t)} del sistema
cua´ntico.
Consideraremos un sistema fluorescente de dos niveles bajo radiacio´n la´ser. Enton-
ces [17],
HR(t) =
~ωR
2
σz +
~ΩR
2
(
σ†e−iωlt + σe+iωlt
)
, (2.59)
donde ωR = ω0 + δωR. Esta expresio´n general nos dice que la frecuencia natural del
sistema ωR y el acoplamiento con el la´ser, dado por ΩR, dependen del estado del ban˜o.
En los siguientes ana´lisis, consideramos
ωR = ω0, ΩR = Ω. (2.60)
Finalmente, en la Ec.(2.57), las constantes {γRR′} dan la tasa de transicio´n entre los
estados del ban˜o. De hecho, la estructura de la u´ltima l´ınea en la Ec.(2.57) se asemeja
a una ecuacio´n maestra cla´sica descrita al inicio del cap´ıtulo [Ec.(2.1)]. La diferencia
esta´ en el cara´cter matricial de la ecuacio´n, la cual esta´ determinada por el operador
“A”, donde el mismo actu´a en el espacio de Hilbert del sistema.
En el caso en que “A” corresponde al operador identidad (A = I), las transiciones
entre los estados configuracionales del ban˜o se hacen independientes del estado del
sistema y, como consecuencia, las probabilidades PR(t) del estado configuracional del
ban˜o siguen la dina´mica de las ecuaciones maestras cla´sicas (2.1). En caso contrario,
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Figura 2.9: Esquema de un sistema fluorescente de dos niveles en presencia de un
ban˜o auto-fluctuante, (Ec.2.61), dotado con dos estados configuracionales a, b. El estado
superior e inferior del sistema esta´n denotados con |+ 〉 y | − 〉 respectivamente. Los
para´metros γa y γb son las tasas de decaimiento natural del sistema correspondiente a
cada estado configuracional. γab y γba son las tasas de transicio´n entre los estados del
ban˜o. ωl es la frecuencia del la´ser externo y Ω mide el acoplamiento unitario del mismo
con el sistema. Las flechas exteriores simbolizan los fotones radiados por el sistema.
si A 6= I, las fluctuaciones configuracionales esta´n correlacionadas con el estado del
sistema [17, 18] . Estos casos se analizan a continuacio´n.
2.4.1. Fluctuaciones independientes
En esta seccio´n estudiaremos el caso de medioambientes auto-fluctuantes, esto es,
aquellos donde las transiciones entre estados configuracionales no dependen de la evo-
lucio´n del sistema de intere´s [17, 18]. El esquema correspondiente puede verse en la
Fig.(2.9).
La ecuacio´n de evolucio´n para los estados {ρR(t)} corresponde a la Ec.(2.57) con
A = I. Escribiendo dicha evolucio´n en una representacio´n interaccio´n obtenemos
dρR(t)
dt
=− iΩ
2
[σx, ρR(t)]− γR
2
{
σ†σ, ρR(t)
}
+ γR σρR(t)σ
†
+
∑
R′
γRR′ ρR′(t)−
∑
R′
γR′R ρR(t) (2.61)
donde hemos supuesto que el sistema y el la´ser externo esta´n en resonancia, ωl = ω0
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en Eq. (2.59).
Desde la ecuacio´n anterior, la dina´mica de las probabilidades configuracionales del
ban˜o (PR(t) = Tr[ρR(t)]), esta´ dada por:
dPR(t)
dt
= −
∑
R′
γR′RPR(t) +
∑
R′
γRR′PR′(t), (2.62)
que corresponde a una ecuacio´n maestra cla´sica. De esta forma las dos ecuaciones
anteriores describen un sistema fluorescente donde el decaimiento natural fluctu´a entre
un set de valores {γR}. Las transiciones entre dichos valores obedecen la ecuacio´n
maestra cla´sica (2.62). Notar que en la derivacio´n de esta ecuacio´n usamos que la traza
de la primera l´ınea del miembro derecho de la ecuacio´n (2.61) se anula ide´nticamente.
De hecho, este te´rmino se trata de una contribucio´n tipo Lindblad, la cual conserva
traza.
Por simplicidad, solo estudiaremos el caso donde el ban˜o puede estar en dos estados
distintos {R} = {a, b}. Entonces, de manera expl´ıcita, desde la Ec.(2.61), el sistema de
ecuaciones a resolver es
d
dt
pa(t) = −
(
γa + γba
)
pa(t) + γab pb(t) + i
Ω
2
(
ca(t)− c∗a(t)
)
,
d
dt
ca(t) = −
(
γa
2
+ γba
)
ca(t) + γab cb(t) + i
Ω
2
(
pa(t)− qa(t)
)
,
d
dt
c∗a(t) = −
(
γa
2
+ γba
)
c∗a(t) + γabc
∗
b(t)− iΩ2
(
pa(t)− qa(t)
)
,
d
dt
qa(t) = −γba qa(t) + γa pa(t) + γab qb(t)− iΩ2
(
ca(t)− c∗a(t)
)
,
(2.63a)
lo cual corresponde a cuando el ban˜o esta´ en el estado a, y
d
dt
pb(t) = −
(
γb + γab
)
pb(t) + γba pa(t) + i
Ω
2
(
cb(t)− c∗b(t)
)
,
d
dt
cb(t) = −
(
γb
2
+ γab
)
cb(t) + γba ca(t) + i
Ω
2
(
pb(t)− qb(t)
)
,
d
dt
c∗b(t) = −
(
γb
2
+ γab
)
c∗b(t) + γbac
∗
a(t)− iΩ2
(
pb(t)− qb(t)
)
,
d
dt
qb(t) = −γab qb(t) + γb pb(t) + γba qa(t)− iΩ2
(
cb(t)− c∗b(t)
)
,
(2.63b)
cuando el ban˜o esta en el estado b. La notacio´n para los elementos de la matriz densidad
es similar a la introducida anteriormente [Ec.(2.26)], donde adema´s el sub´ındice denota
el estado del ban˜o.
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(a)
(b)
Figura 2.10: Evolucio´n, en la representacio´n interaccio´n, (a) de la probabilidad confi-
guracional del ban˜o, y (b) evolucio´n de la poblacio´n superior del sistema para el caso
de reservorios autofluctuantes para un sistema fluorescente de dos niveles. Los para´me-
tros son γa/Ω = 1, γb/Ω = 10, y γab/Ω = 0.003, γba/Ω = 0.009. La condicio´n inicial es
ρa(0) = ρb(0) = 0.5 | − 〉〈− |
Como puede notarse en la Fig.(2.10)(a), la probabilidad configuracional del estado
“R” del ban˜o, en este caso de sistemas autofluctuantes, sigue la dina´mica de una
ecuacio´n maestra cla´sica al igual que la figura (2.2), lo que significa que la dina´mica
del ban˜o evoluciona de manera independiente a la evolucio´n del sistema cua´ntico. Por
otro lado, el sistema tambie´n alcanza un estado estacionario [Fig.(2.10)(b)].
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2.4.2. Fluctuaciones correlacionadas
La dina´mica general de las ecuaciones de tipo Lindblad (2.57) permite, adema´s,
un estudio diferente al caso estudiado en la seccio´n anterior, donde A = 1. En esta
seccio´n estudiaremos el caso donde las fluctuaciones medioambientales dependen del
estado del sistema. La motivacio´n esta´ dada por sistemas fluorescentes intermitentes
donde la duracio´n de los distintos estados de emisio´n depende de la intensidad del
la´ser externo aplicado [17].Tomando A = σ, la evolucio´n de los estados auxiliares, en
la representacio´n interaccio´n, esta´ dada por
dρR(t)
dt
=− i
~
[
HR, ρR(t)
]
− γR
({
D, ρR(t)
}
+
− J [ρR(t)]
)
−
∑
R′
γR′R
{
D, ρR(t)
}
+
+
∑
R′
γRR′J [ρR′(t)] , (2.64)
donde D = σ†σ/2, y J [•] = σ • σ†, fueron definidos anteriormente.
A diferencia de la evolucio´n dada en la seccio´n anterior, las probabilidades configu-
racionales del ban˜o {PR(t)} no obedecen una ecuacio´n maestra cla´sica. De hecho, en
este caso vienen descritas por (PR(t) = Tr[ρR(t)])
dPR(t)
dt
= −
∑
R′
γR′R 〈+|ρR(t)|+〉+
∑
R′
γRR′ 〈+|ρR′(t)|+〉 , (2.65)
donde observamos que las mismas dependen fuertemente del estado del sistema fluo-
rescente. Ma´s au´n, debido a la forma de la ecuacio´n (2.64), y su dependencia con el
operador J en la segunda l´ınea, las transiciones entre estados configuracionales solo
pueden ser posibles cuando se es detectado un foto´n [17]. Expl´ıcitamente, el sistema
de ecuaciones a resolver viene dado por (ban˜o en estado a)
d
dt
pa(t) = −(γa + γba)pa(t)− iΩ2 (c∗a(t)− ca(t)),
d
dt
ca(t) = −
(
γa+γba
2
)
ca(t) +
iΩ
2
(pa(t)− qa(t)) ,
d
dt
c∗a(t) = −
(
γa+γba
2
)
c∗a(t)− iΩ2 (pa(t)− qa(t)) ,
d
dt
qa(t) = − iΩ2 (ca(t)− c∗a(t)) + γapa(t) + γabpb(t),
(2.66a)
y por (ban˜o en estado b)
d
dt
pb(t) = −(γb + γab)pb(t)− iΩ2 (c∗b(t)− cb(t)),
d
dt
cb(t) = −
(
γb+γab
2
)
cb(t) +
iΩ
2
(pb(t)− qb(t)) ,
d
dt
c∗b(t) = −
(
γb+γab
2
)
c∗b(t)− iΩ2 (pb(t)− qb(t)) ,
d
dt
qb(t) = − iΩ2 (cb(t)− c∗b(t)) + γbpb(t) + γbapa(t).
(2.66b)
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(a)
(b)
Figura 2.11: Evolucio´n, en la representacio´n interaccio´n, (a) de la probabilidad con-
figuracional del ban˜o, y (b) evolucio´n de la poblacio´n superior del sistema, para el ca-
so de medio-ambientes asistidos por luz [Ecs.(2.66a) y (2.66b)]. Los para´metros son
{γa/Ω = 1.8, γb/Ω = 0.15} y de transicio´n entre configuraciones del ban˜o {γab/Ω =
0.35, γba/Ω = 0.2}, con condicio´n inicial ρa(0) = ρb(0) = 0.5 | − 〉〈− |.
Como puede notarse a partir de la figura (2.11), la evolucio´n de las poblaciones
del ban˜o efectivamente muestran la presencia de un fuerte acoplamiento o dependencia
entre la dina´mica del ban˜o y el sistema. Esto se evidencia en el alejamiento del com-
portamiento exponencial t´ıpico de las soluciones de una ecuacio´n maestra cla´sica. Este
u´ltimo caso corresponde al caso anterior (ban˜o autofluctuante) mostrado en la Fig.
(2.10). Debido a la similitud de los para´metros usados en esta tesis y los publicados en
la referencia [22], las dependencias temporales son parecidas.
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2.5. Memoria temporal
Concretando lo dicho brevemente en secciones anteriores, en el caso en que el sistema
esta´ acoplado a un ban˜o caracterizado por distintos estados, la evolucio´n del mismo
sigue de una adicio´n sobre estados auxiliares {ρR(t)}, Eq. (2.55). Es de notar entonces,
que la evolucio´n del sistema, ρt =
∑Rmax
R=1 ρR(t), no sigue en general una evolucio´n local
en el tiempo o Markoviana. De hecho, el eliminar grados de libertad del ban˜o [estados
configuracionales] introduce efectos de memoria. Se puede ver que en general dicha
evolucio´n puede escribirse como [17]
dρt
dt
=
∫ t
0
dt′L(t− t′)ρt′ , (2.67)
donde L(t − t′) es un superoperador tipo Lindblad donde la matriz caracter´ıstica que
lo define depende del tiempo. Solo cuando L(t − t′) → δ(t − t′)L recuperamos una
evolucio´n Markoviana para el sistema, es decir, la evolucio´n es local en el tiempo y
definida por una ecuacio´n de Lindblad. Esto puede ocurrir, por ejemplo, cuando el
tiempo caracter´ıstico para las fluctuaciones de los estados del ban˜o ocurren en una
escala de tiempo mucho menor que el tiempo caracter´ıstico de la dina´mica del sistema.

Cap´ıtulo 3
Me´todo de saltos cua´nticos
3.1. Proceso de medicio´n en sistemas cua´nticos
Si bien es cierto que los sistemas cua´nticos cerrados evolucionan de forma unitaria, el
proceso de medicio´n debe describirse en forma alternativa. La descripcio´n de un proceso
de medicio´n y sus efectos sobre el estado del sistema siguen del siguiente postulado [21].
Postulado general para mediciones en sistemas cua´nticos: Las mediciones
cua´nticas esta´n descritas por una coleccio´n {Mm} de operadores de medidas. Estos
operadores actu´an en el espacio de estados del sistema que sera´ medido, donde el
ı´ndice m se refiere a los resultados de las mediciones que ocurrira´n en el experimento.
Si el estado del sistema cua´ntico inmediatamente antes de realizar la medicio´n es |ψ 〉,
la probabilidad de que el resultado sea m esta´ dado por:
p(m) = 〈ψ |M †mMm |ψ 〉 . (3.1)
El estado luego de la medicio´n, habie´ndose obtenido como resultado m, es:
|ψm 〉 = Mm |ψ 〉√
〈ψ |M †mMm |ψ 〉
. (3.2)
Los operadores de medicio´n satisfacen la ecuacio´n de completitud∑
m
M †mMm = I. (3.3)
Esta ecuacio´n de completitud, implica que la distribucio´n de probabilidad esta
normalizada:
1 =
∑
m
p(m) =
∑
m
〈ψ |M †mMm |ψ 〉 = |ψ|2. (3.4)
Ejemplos de este conjunto de operadores de medidas sobre estados del sistema,
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pueden ser {Mm} =
{
| 1 〉〈 1 | , | 0 〉〈 0 |
}
, para mediciones de esp´ın de un electro´n, o
{Mm} = {σ, | − 〉〈− |} ≡
{
| − 〉〈+ | , | − 〉〈− | ,
}
, para medir la ocurrencia de transi-
ciones entre estados de un sistema de dos niveles (e´ste, particularmente, sera´ similar a
uno de los conjuntos de medidas en que estaremos interesados ma´s adelante).
3.1.1. Medidas proyectivas
Las medidas proyectivas se tratan de un caso especial de las medidas generales
definidas en la seccio´n anterior. Las mismas esta´n descritas en base a un observable M
con descomposicio´n espectral
M =
∑
m
mPm, (3.5)
donde Pm es el proyector (P
2
m = Pm) sobre el autoespacio de M con autovalor m
correspondiente. Luego de la medicio´n del estado inicial |ψ 〉, la probabilidad de obtener
el resultado m, y el estado posterior a la medicio´n, esta´ dada respectivamente por p(m) = 〈ψ |Pm |ψ 〉|ψm 〉 = Pm|ψ 〉√
p(m)
.
(3.6)
Las medidas proyectivas son un caso especial de las medidas generales, expresadas
en el postulado anterior. De hecho, si le pedimos a los operadores de medida {Mm}
que sean proyectores ortogonales, es decir, hermı´ticos y que MmMm′ = δmm′Mm, recu-
peramos las expresiones que se acaban de postular para las medidas proyectivas (3.6).
En particular, se puede ver trivialmente que los operadores de medida del sp´ın citados
anteriormente son un ejemplo de este tipo de medidas.
Los operadores de medidas proyectivas cumplen, adema´s, la propiedad conocida
como repetibilidad, en el sentido de que luego de una medida Pm sobre un estado |ψ 〉,
al aplicar repetidamente dicha medicio´n obtendremos el mismo estado |ψm 〉 y con
probabilidad p(m) = 1 de obtener el resultado m, sin cambiar dicho estado.
Sin embargo en distintas situaciones experimentales, repetir una medida ma´s de
una vez a veces resulta imposible (por ejemplo, la deteccio´n de la llegada de un foto´n a
una pantalla destruye el foto´n en el proceso); para casos como e´stos, el postulado de la
medida en su forma general (3.1-3.3) resulta ser el apropiado y el que debe ser empleado.
Es de destacar que la definicio´n de medicio´n general introducida anteriormente puede
reobtenerse en base a mediciones proyectivas realizadas sobre sistemas bipartitos [21].
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3.1.2. Mediciones cua´nticas en el contexto de matrices densi-
dad
En esta seccio´n, veremos co´mo sera´ reformulado el postulado general de la medi-
ciones cua´nticas en el lenguaje de matrices densidad.
Dado un conjunto de operadores de medida {Mm}, sabiendo que el estado inicial
del sistema es |α 〉 , la probabilidad condicional de obtener un resultado m es:
p(m|α) = 〈α |M †mMm |α 〉 = Tr
(
M †mMm |α 〉〈α |
)
. (3.7)
Dado un ensamble de estados |α 〉 con pesos estad´ısticos Wα,
ρ =
∑
α
Wα |α 〉〈α | , (3.8)
la probabilidad de obtener el resultado m esta´ dada por
p(m) =
∑
α
Wα p(m|α) (3.9)
=
∑
α
Wα Tr
(
M †mMm |α 〉〈α |
)
(3.10)
= Tr
(
M †mMm ρ
)
. (3.11)
Similarmente, sabiendo que el estado del sistema es |α 〉, luego de obtener el resul-
tado m, estara´ dado por
|αm 〉 = Mm |α 〉√
〈α |M †mMm |α 〉
. (3.12)
As´ı resulta que la matriz densidad correspondiente al ensamble de estados {|αm 〉 , p(α|m)},
luego de realizar la medicio´n Mm sera´:
ρm =
∑
α
p(α|m) |αm 〉〈αm | =
∑
α
p(α|m) Mm |α 〉〈α |M
†
m
〈α |M †mMm |α 〉
=
∑
α
p(m|α)p(α)
p(m)
Mm |α 〉〈α |M †m
p(m|α)
=
MmρM
†
m
Tr
(
M †mMmρ
) . (3.13)
Si bien es cierto que solo hemos mencionado co´mo se reformula el postulado de
las mediciones cua´nticas en el contexto de las matrices densidad, esta reformulacio´n
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se puede extender de manera ana´loga al resto de los otros postulados y tener todo
un formalismo de la meca´nica cua´ntica pero en el contexto de matrices densidad y
operadores generales de medida.
3.2. Teor´ıa general de saltos cua´nticos
En su formulacio´n original, el me´todo de saltos cua´nticos [1–4] permite asignar
una matriz densidad a un sistema continuamente monitoreado en el tiempo. Esto es,
el estado del sistema esta´ condicionado a la trajectoria definida por los resultados del
aparato de medida. Dada la aleatoriedad del proceso de medicio´n, dicho estado (funcio´n
de onda o matriz densidad) evoluciona en forma estoca´stica a lo largo del tiempo. En
lo siguiente estudiaremos dicho formalismo para evoluciones acopladas a reservorios
caracterizados por fluctuaciones cla´sicas.
3.2.1. Dina´mica de Lindblad en la representacio´n vectorial
En secciones anteriores, debido a que en general tenemos nuestro sistema cua´ntico
acoplado a un reservorio o ban˜o cla´sico con ma´s de un estado configuracional (en cuyo
caso, la dina´mica de los estados auxiliares {ρR(t)} esta´ dada por una ecuacio´n tipo
Lindblad generalizada (2.57)), sera´ entonces conveniente introducir una notacio´n vec-
torial para el estado h´ıbrido “Sistema -Configuraciones del ban˜o”. La notacio´n vectorial
es conveniente ya que la misma captura la naturaleza local en el tiempo o Markovia-
na de los estados auxiliares a pesar de que el propio sistema cua´ntico presenta una
dina´mica no-Markoviana (2.67).
Como el conjunto de todos los estados configuracionales del ban˜o esta´n etiqueta-
dos por el ı´ndice R, se define entonces una base vectorial (real) {|R )} que debe ser
completa y ortonormal, es decir
∑R=Rmax
R=1 |R ) (R | = 1, y (R|R′) = δRR′ . Notar que
por conveniencia en te´rminos de notacio´n, se usan brakets curvos para los arreglos en
componentes sobre esta base vectorial. La misma indexa los estados configuracionales
del ban˜o y, considerando, adema´s, que como se trata de un ban˜o cla´sico, no usamos los
kets usuales de la notacio´n de Dirac.
Bajo la definicio´n de esta base para los estados configuracionales, tenemos que a
partir de la ecuacio´n (2.55), el estado del sistema cua´ntico se reescribe como
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ρt =
∑
R
ρR(t) =
∑
RR′
δRR′ρR′(t) =
∑
R
∑
R′
(R|R′) ρR′(t)
=
∑
R
(R |
∑
R′
ρR′(t) |R′ ) = (1|ρt) , (3.14)
donde se han definido las cantidades( 1 | ≡
∑
R (R | ,
| ρt ) ≡
∑
R ρR(t) |R ) .
(3.15)
El vector | ρt ) en la ecuacio´n (3.15), se define como el estado vectorial cua´ntico
(h´ıbrido) “Sistema condicionado-ban˜o”, o simplemente estado vectorial cua´ntico.
A partir de la normalizacio´n del estado ρt, se tiene que
1 ≡ Tr[ρt] = Tr[ (1|ρt) ], (3.16)
de modo que los estados vectoriales cua´nticos, deben estar normalizados bajo la ope-
racio´n Tr[(1|•)] ≡ 1.
Por otro lado, se tiene que
1 = Tr
[
(1|ρt)
]
=
∑
RR′
(R|R′) Tr[ρR′(t)] = ( 1 |∑
R′
Tr
[
ρR′(t)
] |R′ )
= (1|Pt) , (3.17)
donde la cantidad
|Pt ) ≡
∑
R
PR(t) |R )
=
∑
R
Tr
[
ρR(t)
] |R ) . (3.18)
se define como el estado vectorial cla´sico asociado a las configuraciones del ban˜o o sim-
plemente estado vectorial cla´sico. Esta cantidad, consistentemente con la ecuacio´n
(3.17), esta´ normalizada de acuerdo a la operacio´n ( 1 | [•] ≡ 1, y la misma representa la
normalizacio´n del conjunto de probabilidades cla´sicas de los estados configuracionales
del ban˜o.
A partir de esta notacio´n vectorial, sabiendo que los estados auxiliares siguen una
ecuacio´n tipo Lindblad generalizada (2.57), la dina´mica para el estado vectorial cua´nti-
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co vendra´ dada por
d
dt
| ρt ) = L | ρt ) , (3.19)
con condicio´n inicial separable | ρ0 ) = ρ0 |P0 ), esto es, no existe ninguna correlacio´n
entre el sistema y los estados configuracionales del ban˜o.
El objeto L representa una matriz de superoperadores de Lindblad generalizados
que llamaremos el operador matricial de Lindblad , con componentes matriciales(L)
RR′ = (R | L |R′ ) y que caracteriza la dina´mica de nuestro estado vectorial cua´nti-
co.
A partir de la dina´mica local en el tiempo o Markoviana que siguen los estados vec-
toriales cua´nticos (3.19), podemos obtener tanto la dina´mica de los estados vectoriales
cla´sicos |Pt ) mediante la operacio´n Tr[•], como la dina´mica (tambie´n Markoviana) de
los estados condicionados ρR(t) operando con (R | [•], as´ı como tambie´n obtener la
dina´mica (con efectos de memoria o no-Markoviana) del estado cua´ntico del sistema ρt
aplicando la operacio´n ( 1 | [•].
Como comentario final, en el caso que exista un solo estado configuracional del
ban˜o (Rmax ≡ 1), la dina´mica vectorial (3.19) se reduce a una dina´mica Lindblad no-
generalizada (2.29), y el estado vectorial cla´sico (3.18) es trivialmente la normalizacio´n
de nuestro sistema.
3.2.2. Operadores matriciales de medidas
Los sistemas cua´nticos esta´n necesariamente acoplados a su entorno, incluso en los
casos cuando el entorno es el propio vac´ıo (razo´n por la cual los sistemas se desex-
citan debido a su interaccio´n con el campo electromagne´tico del vac´ıo mediante un
acoplamiento dipolo ele´ctrico-campo ele´ctrico). En nuestro caso particular estaremos
interesados en sistemas fluorescentes de dos niveles inmersos en ban˜os o entornos con ca-
racter´ısticas particulares. La finalidad de esta seccio´n es introducir el desarrollo teo´rico
necesario para poder inferir el estado de nuestro sistema (o ma´s generalmente el estado
vectorial cua´ntico) a partir de la sen˜al cla´sica provista por un aparato de medicio´n que
se encuentra continuamente monitoreando nuestro sistema cua´ntico. Particularmente
nuestro aparato de medicio´n se trata de un detector de fotones.
Debido a que, formalmente hablando, las detecciones de fotones provistas por el
aparato de medida son en realidad detecciones de fotones que viven en el espacio de
Hilbert del ban˜o, sabemos que los mismos son producto de las desexcitaciones de nues-
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tro sistema de dos niveles. De este modo, cada medida proyectiva realizada sobre el
ban˜o (deteccio´n o no deteccio´n de un foto´n) se describe como una medida generalizada
hecha sobre nuestro sistema cua´ntico.
Recordando las mediciones generalizadas sobre matrices densidad descritas por la
ecuacio´n (3.13), y la normalizacio´n de los estados vectoriales cua´nticos (3.16), se defi-
nen de manera natural los superoperadores matriciales de medidas generalizadas (no
proyectivas) que llamaremos operadores matriciales de medidas como la trans-
formacio´n
Mˆ | ρ ) = J | ρ )
Tr
[
( 1 | J | ρ ) ] , (3.20)
con elementos de matriz
(Mˆ)
RR′ = (R | Mˆ |R′ ) y donde J se conocen como los
superoperadores matriciales de medida no normalizados.
A modo de simplificacio´n (ya que sera´ el caso que trataremos), estos J sera´n su-
puestos diagonales en la base vectorial {|R )} e independientes del tiempo. Los mismos
tienen la forma
J [•] =
∑
R
|R )(R | VR • V †R, (3.21)
y actu´an sobre un | ρ ) arbitrario como
J | ρ ) =
∑
R
|R ) VRρRV †R, (3.22)
donde {VR}, forman un conjunto de operadores de medida generalizados (3.13) y que
esta´n asociados a los procesos de medicio´n que se pueden disponer en un experimento.
Finalmente, uno de nuestros primeros objetivos es, a partir de una dada dina´mica
caracterizada por L, poder tener una expresio´n para el operador matricial de medida
Mˆ, ya que las transformaciones que este induce (3.20) sera´ uno de los ingredientes
esenciales para inferir la evolucio´n del estado vectorial del sistema a partir de las de-
tecciones en nuestro aparato de medida.
A partir de la forma particular que tenga L, siempre es posible (debido a la forma
general de los superoperadores de Lindblad (2.31)) realizar una separacio´n conveniente
del mismo de acuerdo a los procesos de medicio´n realizados. De modo que, reconociendo
la forma de un operador de medicio´n como los de la ecuacio´n (3.21) en el operador
matricial de Lindblad este puede escribirse o separse como
L | ρt ) =
(
D + J
)
| ρt ) , (3.23)
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donde D, por coherencia, viene dado por D ≡ L− J .
De esta manera, obtenemos finalmente el operador matricial de medida Mˆ inducido
por J de acuerdo a la ecuacio´n (3.20). Esta transformacio´n del sistema a partir de
la aplicacio´n de Mˆ esta´ asociada a que el aparato de medicio´n detecto´ una dada
transicio´n entre los niveles de nuestro sistema cua´ntico. Por otro lado, el operador D
puede asociarse al caso complementario en que no se produjo ninguna deteccio´n.
3.2.3. Evolucio´n condicional del estado vectorial cua´ntico
Paralelamente a la bu´squeda de una expresio´n a partir de la dina´mica de nuestro
sistema para los operadores Mˆ, debemos tambie´n conocer co´mo evoluciona nuestro
estado vectorial cua´ntico entre dos dadas mediciones sucesivas de modo que, sabiendo
co´mo se transforma el estado cada vez que ocurren mediciones en nuestro detector y
co´mo evoluciona entre las mismas, tendremos todo lo necesario para poder reconstruir
nuestro estado a partir de la sen˜al cla´sica provista por nuestro detector (tics sucesivos
en tiempos sucesivos aleatorios).
Bajo la suposicio´n consistente de que la evolucio´n de nuestro sistema entre dos
mediciones sucesivas no esta´ determinada por J , la dina´mica (3.19) se reduce a la
contribucio´n del operador matricial D [Ec.(3.23)]
d | ρ˜t )
dt
= D | ρ˜t ) , (3.24)
o equivalentemente
| ρ˜t ) = eDt | ρ0 ) , (3.25)
donde | ρ0 ) es una condicio´n inicial arbitraria. Aqu´ı | ρ˜t ) representa el estado vectorial
cua´ntico (no-normalizado) y condicionado a que el sistema bipartito evoluciona entre
dos detecciones sucesivas de nuestro aparato de medicio´n.
La dina´mica dada por la ecuacio´n anterior (3.25) se interpreta como la evolucio´n
condicional no-normalizada del estado vectorial cua´ntico. Adicionalmente, la tilde “∼”
es para enfatizar el hecho de que esta evolucio´n (generada por D en lugar de L) no
conserva traza; sin embargo, las cantidades obtenidas al aplicar la operacio´n Tr ( 1 | [•]
sobre la evolucio´n de estos estados, tiene significado f´ısico y utilidad central que se
vera´ evidente en la pro´xima seccio´n.
Para resolver este sistema (Eq. 3.24), se transforma Laplace (| ρ˜u ) = L [| ρ˜t )] ≡∫∞
0
dt e−ut | ρ˜t )) y la solucio´n general para alguna forma de D (dada por la dina´mica a
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estudiar) y condicio´n inicial arbitraria | ρ0 ) es
d
dt
| ρ˜t ) = D | ρ˜t )(
u−D) | ρ˜u ) = | ρ0 )
| ρ˜t ) ≡ eDt | ρ0 ) = L −1
[(
u−D)−1 | ρ0 ) ]. (3.26)
A partir de la ecuacio´n (3.25), se define la evolucio´n condicional normalizada
de | ρt′ ) a un tiempo inicial t′ como
| ρct ) = Tˆ (t, t′) | ρt′ ) ≡
eD(t−t
′) | ρt′ )
Tr ( 1 | eD(t−t′) | ρt′ ) . (3.27)
Esto nos permite calcular el estado vectorial cua´ntico a un tiempo arbitrario t desde
un tiempo previo t′ cuando estamos bajo la suposicio´n de que dicha evolucio´n ocurre
entre dos mediciones sucesivas (a tiempos t′ y t, t > t′).
3.2.4. Evolucio´n estoca´stica del estado vectorial cua´ntico
Suponiendo una separacio´n tipo (3.23) para el operador matricial de Lindblad, la
solucio´n formal de la dina´mica (3.19) puede escribirse como [22]
| ρt ) = eDt | ρ0 ) +
∫ t
0
dt′eD(t−t
′)J | ρt′ ) . (3.28)
Para resolver esta ecuacio´n, propondremos como solucio´n una serie tipo Dyson para el
estado vectorial cua´ntico
| ρt ) =
∞∑
n=0
| ρnt ) , (3.29)
con te´rminos ∣∣ ρ0t ) = eDt | ρ0 ) , (3.30)
| ρnt ) =
∫ t
0
dtn e
D(t−tn)J ∣∣ ρn−1tn ) (3.31)
de modo que los te´rminos de esta relacio´n de recurrencia son los siguientes
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∣∣ ρ0t ) = eDt | ρ0 ) ,∣∣ ρ1t ) = ∫ t
0
dt1 e
D(t−t1)J eDt1 | ρ0 ) ,∣∣ ρ2t ) = ∫ t
0
dt2 e
D(t−t2)J
∫ t2
0
dt1 e
D(t2−t1)J eDt1 | ρ0 ) , (3.32)
...
| ρnt ) =
∫ t
0
dtn e
D(t−tn)J . . .J
∫ t2
0
dt1 e
D(t2−t1)J eDt1 | ρ0 ) .
Veamos que esta expansio´n en series resuelve la dina´mica de Lindblad (3.19). Tomando
la derivada respecto al tiempo de (3.29) obtenemos
d | ρt )
dt
=
d
dt
[
eDt | ρ0 ) +
∞∑
n=1
∫ t
0
dtn e
D(t−tn)J ∣∣ ρn−1tn ) ],
= D eDt | ρ0 ) +D
∞∑
n=1
∫ t
0
dtn e
D(t−tn)J ∣∣ ρn−1tn )+ J ∞∑
n=1
∣∣ ρn−1t ) , (3.33)
=
(D + J ) | ρt ) ,
como se quer´ıa demostrar.
El estado vectorial cua´ntico escrito como la serie de Dyson (3.29) puede expresarse
a su vez en te´rminos del propagador que define la evolucio´n condicional normalizada
(3.27) y del operador matricial de medida (3.20). Recursivamente, se obtiene la siguiente
forma equivalente [22]
| ρt ) ≡
∞∑
n=0
Gn(t) | ρ0 ) =
∞∑
n=0
∫ t
0
∫ tn
0
. . .
∫ t2
0
dtn . . . dt1 Pn
[
t, tn
]
× Tˆ (t, tn)Mˆ Tˆ (tn, tn−1) . . . Tˆ (t2, t1)Mˆ Tˆ (t1, 0) | ρ0 ) , (3.34)
donde para el conjunto de tiempos tn ≡ {t1, t2, . . . , tn} y a tiempo “t” se definen los
pesos
Pn
[
t, tn
] ≡ P0[(t, tn); Mˆ | ρtn ) ]
× ω[(tn, tn−1); Mˆ ∣∣ ρtn−1 ) ] (3.35)
× · · · × ω[(t2, t1); Mˆ | ρt1 ) ]ω[(t1, 0); | ρ0 ) ],
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los cuales estan determinados por los objetos
P0
[
(t, t′); | ρt′ )
] ≡ Tr[ ( 1 | eD(t−t′) | ρt′ ) ], (3.36)
y adema´s
ω
[
(t, t′); | ρt′ )
] ≡ Tr[ ( 1 | J eD(t−t′) | ρt′ ) ]. (3.37)
Finalmente
∣∣ ρti+1 ) = Tˆ (ti+1, ti)Mˆ | ρti ) . Las expresiones anteriores pueden demostrar-
se recursivamente para cada n particular (principio de induccio´n).
La accio´n de cada uno de los operadores matriciales {Gn(t)} de la ecuacio´n (3.34),
se define como aquel que mapea el estado vectorial cua´ntico | ρ0 ) a | ρt ) por una tra-
yectoria o camino que tiene n detecciones ocurridas entre 0 y t a tiempos arbitrarios y
ordenados t1 < t2 < . . . < tn.
Los pesos definidos por la ecuacio´n (3.35) para todo tiempo “t” son siempre posi-
tivos, y esta´n normalizados de acuerdo
∞∑
n=0
∫ t
0
∫ tn
0
. . .
∫ t2
0
dtn . . . dt1 Pn
[
t, tn
] ≡ 1, (3.38)
As´ı, Pn
[
t, tn
]
se puede interpretar como la densidad de probabilidad conjunta de n
tiempos (tn), hasta tiempo “t” de que el sistema evolucione por una trayectoria parti-
cular de deteciones (definida por los tiempos de deteccion tn). Consecuentemente, como
los intervalos de tiempo entre ocurrencias de detecciones son variables aleatorias (reales
y continuas), estos intervalos, por construccio´n, tienen densidad de probabilidad dadas
por los objetos ω
[
(t, t′); | ρt′ )
]
, definidos en la ecuacio´n (3.37) y que en consequencia
se llaman funciones de espera o “waiting” functions [22].
Adicionalmente, los objetos definidos por la ecuacio´n (3.36), se trataban de las
constantes de normalizacio´n asociadas a la evolucio´n condicional no-normalizada. Es-
tos objetos tienen significado f´ısico, y son la probabilidad de que el sistema “sobreviva”
a un decaimiento hasta el tiempo “t”, cuando el mismo evoluciona a partir de la u´ltima
deteccio´n ocurrida a un tiempo inmediatamente anterior t′. Este objeto se lo denomina
probabilidad de sobrevivencia o “survival” probability [22].
Veamos ahora que estas funciones (“waiting” y “survival”) no son independientes
una de la otra; de hecho, se demuestra que, a partir de la normalizacio´n del estado
vectorial cua´ntico en la dina´mica matricial de Lindblad (3.19), se cumple la identidad
Tr ( 1 | D | • ) = −Tr ( 1 | J | • ) ; (3.39)
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de modo que, usando la propiedad anterior (3.39), y tomando derivada respecto a “t”
de la “survival” (3.36) obtenemos
d
dt
P0
[
(t, t′); | ρt′ )
]
= Tr ( 1 | D eD(t−t′) | ρt′ )
= −Tr ( 1 | J eD(t−t′) | ρt′ )
≡ −ω[(t, t′); | ρt′ ) ]. (3.40)
Integrando esta expresio´n respecto a t y sabiendo que P0
[
(t′, t′); | ρt′ )
] ≡ 1 obtenemos
P0
[
(t, t′); | ρt′ )
]
= 1−
∫ t
t′
dτ ω
[
(τ, t′); | ρt′ )
]
. (3.41)
Esta relacio´n confirma que ω
[
(τ, t′); | ρt′ )
]
es una funcio´n de espera y P0
[
(t, t′); | ρt′ )
]
su probabilidad de sobrevivencia asociada.
Finalmente, la trayectoria o realizacio´n estoca´stica buscada del estado vectorial
cua´ntico cuya evolucio´n parte de | ρ0 ), y con n detecciones durante su evolucio´n, se
define a partir de la ecuacio´n (3.34) como
∣∣ ρstt ) ≡ Tˆ (t, tn)Mˆ Tˆ (tn, tn−1) . . . Tˆ (t2, t1)Mˆ Tˆ (t1, 0) | ρ0 ) , (3.42)
con densidad de probabilidad de ocurrencia Pn[t, t
n]. As´ı, hemos descompuesto la so-
lucio´n de Lindblad como suma expl´ıcita de trayectorias de medicio´n.
A partir de la realizacio´n estoca´stica del estado vectorial cua´ntico | ρstt ) [Ec.(3.42)],
podemos obtener (tambie´n en su forma vectorial) la distribucio´n de probabilidad confi-
guracional (como funcio´n del tiempo) de los “R” estados mesosco´picos en los que puede
encontrarse el ban˜o durante esta realizacio´n,
∣∣P stt ) ≡∑
R
Tr
[
ρstR(t)
] |R ) (3.43)
=
∑
R
P stR (t) |R ) .
Bajo la definicio´n anterior [Ec.(3.43)] los ρstR(t) representan a los estados auxiliares
del sistema durante la realizacio´n y condicionados a que el ban˜o se encuentre en la
configuracio´n R,
ρstR(t) ≡
(
R|ρstt
)
. (3.44)
Similarmente, el estado estoca´stico del sistema como funcio´n del tiempo podemos
escribirlo como
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ρstt ≡
(
1|ρstt
)
=
∑
R
ρstR(t). (3.45)
Como comentario final, los objetos definidos anteriormente se encuentran normali-
zados como (
1|P stt
)
=
∑
R
P stR (t) ≡ 1, (3.46a)
Tr
(
1|ρstt
)
=
∑
R
Tr
[
ρstR(t)
] ≡ 1. (3.46b)
A partir de los resultados de esta seccio´n, observamos que por construccio´n, la
solucio´n (3.34) puede ser interpretada como un promedio sobre realizaciones, el cual
recupera la evolucio´n matricial tipo Lindblad generalizada (3.19), es decir
| ρstt ) ≡ | ρt ) , (3.47)
donde la sobre barra denota promedio sobre realizaciones. Por consiguiente
ρstt ≡ ρt, (3.48)
para el sistema, y
P stR (t) ≡ PR(t), (3.49)
para cada probabilidad configuracional “R” del ban˜o.
3.2.5. Generacio´n de los tiempos de emisio´n
Dada una funcio´n de espera (arbitraria) w(t), la misma define la densidad de pro-
babilidad de un intervalo de tiempo. La generacio´n de estos nu´meros aleatorios puede
realizarse a trave´s de la probabilidad de sobrevivencia asociada, P0(t) = 1−
∫ t
0
dt′w(t′)
la cual, por normalizacio´n de la funcio´n de espera,
∫∞
0
dt′w(t′) = 1, satisface 0 ≤
P0(t) ≤ 1. Entonces, se genera un nu´mero aleatorio real r, igualmente distribuido en el
intervalo (0, 1) y se encuentra el tiempo, tambie´n aleatorio, te resolviendo la ecuacio´n
P0(te) = r. La densidad de probabilidad de la solucio´n te esta´ dada por w(t).
En los ejemplos que veremos posteriormente, w(t) puede ser siempre la misma
funcio´n (fluorescencia), o ir variando a lo largo de la trayectoria (sucesivas emisiones).
Este u´ltimo caso se da en el caso de reservorios estructurados donde w(t) a su vez
depende de un para´metro aleatorio asociado a las probabilidades de cada configuracio´n
luego de una emisio´n.
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3.2.6. Ecuacio´n estoca´stica del estado vectorial cua´ntico
A modo de completitud, podemos mencionar que el estado vectorial estoca´stico
| ρstt ) puede ser modelado mediante la siguiente ecuacio´n diferencial estoca´stica [1, 22]
d
dt
∣∣ ρstt ) = [ D − Tr ( 1 | D ∣∣ ρstt ) ] ∣∣ ρstt )
+
(
Mˆ − 1
) ∣∣ ρstt ) dNtdt . (3.50)
El primer te´rmino de la primera l´ınea del miembro derecho de esta ecuacio´n corres-
ponde a la evolucio´n condicional normalizada del sistema entre dos eventos consecu-
tivos, es decir la dina´mica descrita por la Ec.(3.27). La segunda l´ınea corresponde a
los cambios abruptos que sufre el estado del sistema al observarse alguna medicio´n.
Los superoperadores Mˆ esta´n definidos anteriormente en (3.20). Adema´s se definen
dNt/dt ≡
∑
n δ(t− tn), donde {tn} son los tiempos donde se registra una deteccio´n en
el aparato de medida. Al integrarlos directamente, vemos que Nt representa el nu´mero
de conteos registrados en este aparato hasta tiempo t desde t0 = 0 cuando empezaron
a registrarse dichas mediciones.
Puede demostrarse que el promedio de la ecuacio´n anterior recupera la evolucio´n
vectorial tipo Lindblad generalizada del sistema, (3.19). Bajo la definicio´n de las can-
tidades anteriores, al tomar valor esperado de la ecuacio´n (3.50) obtenemos
d | ρstt ) = D | ρstt )dt− Tr ( 1 | D | ρstt ) | ρstt )dt
+ Mˆ | ρstt ) dNt − | ρstt ) dNt; (3.51)
Si, adema´s, imponemos por consistencia que dNt = Tr ( 1 | J | ρstt ), podemos usar el
resultado [1] donde para un funcional arbitrario Ξ = Ξ
(
Nt
)
, como funcio´n del ruido
Nt, se cumple la relacio´n
Ξ
(
Nt
)
dNt = Ξ
(
Nt
)
Tr ( 1 | J | ρstt )dt, (3.52)
de modo que los u´ltimos dos te´rminos de la ecuacio´n (3.51) podemos escribirlos como
Mˆ | ρstt ) dNt − | ρstt ) dNt
= Mˆ | ρstt ) Tr ( 1 | J | ρstt )dt− | ρstt ) Tr ( 1 | J | ρstt )dt
= J | ρstt )dt+ | ρstt ) Tr ( 1 | D | ρstt )dt. (3.53)
Sustituyendo estos te´rminos de (3.53), en la ecuacio´n (3.51), obtenemos
d | ρstt ) = D | ρstt )dt+ J | ρstt )dt ≡ L | ρstt )dt. (3.54)
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Finalmente queda demostrado que el promedio de la ecuacio´n (3.50) propuesta para la
dina´mica estoca´stica de | ρstt ), recupera la dina´mica tipo ecuacio´n vectorial de Lindblad
generalizada para los estados vectoriales cua´nticos (3.19).
3.2.7. Saltos cua´nticos aplicados a reservorios con temperatu-
ra efectiva cero
En esta seccio´n estudiaremos la dina´mica estoca´stica del estado de un sistema en
contacto con un reservorio te´rmico a temperatura efectiva cero [Ec.(2.34)], sin fluctua-
ciones cla´sicas. As´ı, el sistema puede interpretarse como una transicio´n o´ptica, donde
el aparato de medida es un detector de fotones.
La dina´mica descrita por la ecuacio´n (2.34), en la representacio´n interaccio´n puede
reescribirse en la forma:
dρt
dt
= −γ
2
{
σ†σ, ρt
}
+ γ
(
σρtσ
†). (3.55)
Podemos observar que este sistema presenta la estructura definida por la ecuacio´n
de Lindblad (3.19) con la simplificacio´n de que el estado vectorial del sistema | ρt ),
se reduce a ρt debido a que solo existe una u´nica configuracio´n posible para el ban˜o
(Rmax = 1); consecuentemente, los superoperadores matriciales {D, J , Tˆ , Mˆ} poseen
una u´nica componente.
Como operador de medida tomamos σ = | − 〉〈+ |, dando lugar a
J [ρt] ≡ γ
(
σρtσ
†). (3.56)
Consequentemente, [Ec.(3.13)]
Mˆ[ρt] = | − 〉〈− | . (3.57)
As´ı, coherentemente, una deteccio´n implica la reduccio´n del sistema a su estado de
menos energ´ıa, e implica la transicio´n ρt → |− 〉〈− | .
El operador asociado a la evolucio´n condicional debe ser, por consistencia,
D[ρt] ≡ (L − J )[ρt] = −γ
2
{
σ†σ, ρt
}
. (3.58)
La evolucio´n condicional (3.24) resulta ser
dρ˜t/dt ≡ D[ρ˜t] = −γ
2
{σ†σ, ρ˜t}. (3.59)
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Definiendo
ρ˜t =
(
p˜(t) c˜(t)
c˜∗(t) q˜(t)
)
, (3.60)
la evolucio´n anterior es equivalente al sistema de ecuaciones:
d
dt
p˜(t) = −γ p˜(t),
d
dt
c˜(t) = −γ
2
c˜(t),
d
dt
c˜∗(t) = −γ
2
c˜∗(t),
d
dt
q˜(t) = 0,
(3.61)
cuya solucio´n anal´ıtica viene dada por
p˜(t) = p˜(0)e−γt,
c˜(t) = c˜(0)e−γt/2,
c˜∗(t) = c˜∗(0)e−γt/2,
q˜(t) = q˜(0).
(3.62)
De este modo, la evolucio´n condicional normalizada del sistema para una condicio´n
inicial arbitraria, de acuerdo a la ecuacio´n (3.27),
ρct ≡ Tˆ (t, 0)ρ0 =
eDtρ0
Tr[eDtρ0]
=
ρ˜t
Tr[ρ˜t]
, (3.63)
esta´ dada por: 
p(t) = p(0)e
−γt
q(0)+p(0)e−γt ,
c(t) = c(0)e
−γt/2
q(0)+p(0)e−γt ,
c∗(t) = c
∗(0)e−γt/2
q(0)+p(0)e−γt ,
q(t) = q(0)
q(0)+p(0)e−γt .
(3.64)
De estas ecuaciones notamos que si ρ0 = | − 〉〈− |, entonces ρct = | − 〉〈− | , ∀t > 0,
es decir: si el sistema comienza en el estado inferior su evolucio´n para todo tiempo se
mantendra´ en dicho estado. Contrariamente, si el sistema se prepara inicialmente en el
estado superior ρ0 = |+ 〉〈+ | (q(0) = c(0) = c∗(0) = 0, y p(0) = 1), el sistema permane-
ce en ese estado hasta que ocurra la primera transicio´n |+ 〉〈+ | → |− 〉〈− |. En cambio,
si el sistema se prepara en un estado mixto (por ejemplo ρ0 =
1
2
(|+ 〉〈+ |+ | − 〉〈− |)),
la poblacio´n superior del sistema en cualquiera de las realizaciones decae exponencial-
mente hasta que ocurra la primera transicio´n. Estos comportamientos pueden verse en
la Fig.(3.1).
Para esta dina´mica, la “survival” (3.36) y la “waiting” (3.37), cuando el estado
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(a)
(b)
Figura 3.1: Realizacio´n estoca´stica de la poblacio´n superior del sistema cuando el estado
inicial es (a) |+ 〉〈+ |, y (b) cuando el estado inicial del sistema es el estado mezcla 12
(
|+ 〉〈+ |+
| − 〉〈− |
)
. La temperatura efectiva del reservorio es nula.
inicial es la mezcla ρ0 = p |+ 〉〈+ |+ (1− p) | − 〉〈− |, toman la forma
P0
[
(t, 0); | ρ0 )
]
= Tr
[
( 1 | eDt | ρ0 )
]
= Tr
[
ρ˜t
]
= 1− p(1− e−γt), (3.65)
ω
[
(t, 0); | ρ0 )
]
= Tr
[
( 1 | J eDt | ρ0 )
]
= Tr
[J ρ˜t]
= γ 〈+ | ρ˜t |+ 〉 = γp e−γt. (3.66)
Sus comportamientos para varios valores de la probabilidad de poblar el estado de
mayor energ´ıa, para´metro de mezcla p, se muestran en la Fig.(3.2).
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(a)
(b)
Figura 3.2: (a) “Survival” y (b) “Waiting” para un sistema de dos niveles con separacio´n entre
niveles en el re´gimen o´ptico, dina´mica en la representacio´n de interaccio´n y tasa de decaimiento
natural “γ” entre niveles cuando se prepara el sistema en el estado mezcla ρ0 = p |+ 〉〈+ |+ (1−
p) | − 〉〈− |.
Para la construccio´n de las realizaciones [Fig.(3.1)], nume´ricamente generamos los
tiempos aleatorios de colapso de la matriz densidad del sistema a partir de la “survival”
[Ec.(3.65)]. Dado que la “waiting” se anula luego de ocurrido el colapso no esperamos
ma´s emisiones. Esto coincide con lo esperado, ya que luego de la primer deteccio´n el
sistema esta´ en su estado base. Dado que las perturbaciones te´rmicas de un sistema
o´ptico real no proven de suficiente energ´ıa para inducir una excitacio´n al nivel superior,
el sistema permance en el nivel inferior para siempre.
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Finalmente, podemos corroborar que, realizando un promedio sobre realizaciones
asociadas a los distintos tiempos de emisio´n, recuperamos la dina´mica de Lindblad,
Fig.(3.3). El promedio es denotado con la barra superior [Ec.(3.47)].
(a)
(b)
Figura 3.3: Promedio con 50 realizaciones de la evolucio´n de la poblacio´n superior del sistema
[Fig.(3.1)] usando el me´todo de saltos cua´nticos para un sistema de dos niveles con tasa de
decaimiento γ en contacto con un reservorio te´rmico a temperatura efectiva cero cuando (a)
esta´ preparado con condicio´n inicial ρ0 = |+ 〉〈+ | y (b) con condicio´n inicial ρ0 = (1/2)I.
3.2.8. Saltos cua´nticos en sistemas fluorescentes
La dina´mica para la matriz densidad de un sistema fluorescente acoplado en reso-
nancia con radiacio´n la´ser, en una representacio´n interaccio´n, evoluciona como [Ec.(2.47)]
(donde hemos supuesto que el la´ser esta´ en resonancia con el sistema y adema´s hemos
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desarrollado los conmutadores)
dρt
dt
= −iΩ
2
[
σx, ρt
]− γ
2
{
σ†σ, ρt
}
+
+ γ σρtσ
†, (3.67)
donde el reservorio esta´ a temperatura efectiva cero y solo posee un estado configura-
cional. Reconociendo el u´ltimo te´rmino de esta ecuacio´n como la accio´n del operador
de medida generalizada σ = | − 〉〈+ |, obtenemos [1–4]
J [ρt] = γ
(
σρtσ
†) , (3.68)
y consecuentemente [Ec.(3.20)]
Mˆ[ρt] = | − 〉〈− | . (3.69)
Nuevamente, una deteccio´n en el aparato de medida implica la reduccio´n del estado
del sistema a su nivel inferior. Habiendo reconocido J de la ecuacio´n (3.67), podemos
entonces escribir la evolucio´n condicional no normalizada como [Ec.(3.24)]
dρ˜t
dt
≡ D[ρ˜t] = −iΩ
2
[
σx, ρ˜t
]− γ
2
{
σ†σ, ρ˜t
}
+
; (3.70)
donde, bajo la notacio´n usual de matrices densidad para la evolucio´n condicional que
venimos usando [Ec.(3.60)], las ecuaciones diferenciales a resolver son
d
dt
p˜(t) = −γ p˜(t) + iΩ
2
(c˜(t)− c˜∗(t)) ,
d
dt
c˜(t) = −γ
2
c˜(t) + iΩ
2
(p˜(t)− q˜(t)) ,
d
dt
c˜∗(t) = −γ
2
c˜∗(t)− iΩ
2
(p˜(t)− q˜(t)) ,
d
dt
q˜(t) = −iΩ
2
(c˜(t)− c˜∗(t)) .
(3.71)
Para la condicio´n inicial ρ0 = | − 〉〈− |, las soluciones son
p˜(t) =
(
Ω
Γ
)2
e−
γ
2
t
[
sinh
(
Γ
2
t
) ]2
,
c˜(t) = i
4
(
γΩ
Γ2
)
e−
γ
2
t
[
1− cosh(Γt)−
(
2Γ
γ
)
sinh(Γt)
]
,
c˜∗(t) = − i
4
(
γΩ
Γ2
)
e−
γ
2
t
[
1− cosh(Γt)−
(
2Γ
γ
)
sinh(Γt)
]
,
q˜(t) = −1
2
(
Ω
Γ
)2
e−
γ
2
t
[
1−
(
2Γ2+Ω2
Ω2
)
cosh(Γt)− (γΓ
Ω2
)
sinh(Γt)
]
,
(3.72)
donde Γ ≡
√(
γ
2
)2 − Ω2.
A partir de la solucio´n anal´ıtica [Ec.(3.72)], las expresiones para la “survival” y la
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“waiting” son expl´ıcitamente [2, 24]
P0
[
(t, 0); | − 〉〈− | ] = Tr[ρ˜t] = p˜(t) + q˜(t)
= −
(
Ω
Γ
)2
e−
γ
2
t
[
1− 1
4
( γ
Ω
)2
cosh (Γt)− 1
2
(
γΓ
Ω2
)
sinh (Γt)
]
, (3.73)
ω
[
(t, 0); | − 〉〈− | ] = γ p˜(t)
= γ
(
Ω
Γ
)2
e−
γ
2
t
[
sinh
(
Γ
2
t
)]2
. (3.74)
Sus comportamientos como funcio´n del tiempo pueden verse en la Fig.(3.4).
(a)
(b)
Figura 3.4: (a) “Survival” y (b) “Waiting” para un sistema fluorescente en resonancia con un
la´ser externo. El para´metro de acoplamiento dipolo-campo ele´ctrico esta dado por Ω/γ = 3, donde
γ es la tasa de decaimiento. La condicio´n inicial es ρ0 = | − 〉〈− | y las medidas son realizadas
por un fotodetector con operador de medida Ec.(3.69).
A partir de la expresio´n anal´ıtica de la “survival” [Ec.(3.73)], generamos los tiempos
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aleatorios de emisio´n, de modo que una de las trayectorias estoca´sticas [Ec.(3.42)] y,
en particular, para la poblacio´n superior de nuestro sistema cua´ntico, toma la forma
mostrada en la Fig.(3.5).
Figura 3.5: Realizacio´n estoca´stica para la poblacio´n superior del sistema cuando se prepara
en ρ0 = | − 〉〈− | y el para´metro de acoplamiento dipolo-campo ele´ctrico respecto a la tasa de
decaimiento natural γ del sistema es Ω/γ = 3
Puede verse que, incluso luego de ocurrida una emisio´n, el sistema evoluciona po-
blando nuevamente el estado superior. A diferencia del caso anterior (sin excitacio´n
externa, Fig.(3.1)), esto es debido a la dina´mica unitaria inducida por la interaccio´n
con el la´ser. Es tambie´n importante notar que, salvo para el primer salto inicial, luego
de cada medicio´n el sistema evoluciona siempre a partir del estado | − 〉〈− | y como
consecuencia todas las sucesivas funciones de espera entre mediciones son iguales entre
s´ı; esta propiedad se conoce como proceso de renovacio´n . Esto es, los intervalos de
tiempo entre detecciones sucesivas son gobernadas por la misma densidad de probabi-
lidad.
Los procesos de renovacio´n pueden verse tambie´n como una generalizacio´n de un
proceso de Poisson, donde las densidades de probabilidad de intervalos de tiempo entre
detecciones no son necesariamente distribuciones exponenciales, como en el caso Pois-
son, sino que las “waiting times” pueden tomar formas ma´s generales como en nuestro
caso la Ec.(3.74).
Finalmente, comprobamos que promediando sobre realizaciones se recupera la dina´mi-
ca de Lindblad [Fig.(3.6)].
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(a)
(b)
Figura 3.6: Promedio sobre 200 realizaciones para (a) la poblacio´n superior del sistema y (b)
coherencia en la dina´mica de fluorescencia cuando el sistema se prepara en el estado ρ0 = | − 〉〈− |.
Los para´metros son Ω/γ = 3.
3.2.9. Me´todo de saltos cua´nticos para reservorios
auto-fluctuantes
Similarmente al cap´ıtulo anterior, en este ejemplo el estado del ban˜o fluctu´a entre
ma´s de un estado configuracional mesosco´pico, y particularmente de forma indepen-
diente (reservorio auto-fluctuante) del sistema cua´ntico [17]. El aparato de medida solo
provee informacio´n sobre la evolucio´n del sistema cua´ntico. Entonces dicha dina´mica es
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no-local en el tiempo (efectos de memoria), pero au´n as´ı el me´todo de saltos cua´nticos
es capaz de predecir | ρt ) a partir de la dina´mica tipo Lindblad generalizada que siguen
los estados auxiliares {ρR}. Estos estados auxiliares (estado del sistema condicionado
a que el ban˜o esta´ en la configuracio´n R), debido a la dina´mica del ban˜o, se encuen-
tran acoplados (de forma cla´sica) entre s´ı y adema´s, en forma indistinta, evolucionan
teniendo en cuenta la excitacion del la´ser externo (en resonancia).
Para la aplicacio´n del me´todo de saltos cua´nticos a la dina´mica de reservorios auto-
fluctuantes es necesario tomar la dina´mica descrita por la ecuacio´n (2.61) y a partir
de la misma poder reconocer el operador matricial de medida asociado al aparato de
medicio´n del que disponemos y consecuentemente a esta separacio´n del superoperador
L, describir la evolucio´n condicional del sistema bipartito. Seguidamente, a partir de
la separacio´n L = D + J , obtenemos Tˆ y Mˆ. Finalmente, con estos superoperadores
y los intervalos de tiempo dados por nuestro aparato de medida (o en nuestro caso
generados nume´ricamente a partir de la “waiting” y la “survival”) construiremos las
realizaciones estoca´sticas del estado vectorial cua´ntico | ρstt ).
A partir de la ecuacio´n (2.61), si multiplicamos por |R ) y sumamos sobre todos los
estados configuracionales obtenemos
d
dt
| ρt ) =− iΩ
2
∑
R
|R ) [σx, ρR(t)]−∑
R
|R ) γR
2
{
σ†σ, ρR(t)
}
+
∑
RR′
|R ) γRR′ ρR′(t)−
∑
R′R
|R ) γR′R ρR(t) (3.75)
+
∑
R
|R ) γR σρR(t)σ†,
donde trabajaremos las l´ıneas del miembro derecho de esta ecuacio´n.
La primera l´ınea la podemos escribir como
− iΩ
2
∑
R
|R ) [σx, ρR(t)]−∑
R
|R ) γR
2
{
σ†σ, ρR(t)
}
= −iΩ
2
∑
RR′
|R′ ) (R′|R) [σx, ρR(t)]−∑
RR′
|R′ ) (R′|R) γR′
2
{
σ†σ, ρR(t)
}
=
(
− iΩ
2
∑
R
|R )(R | [σx, •]−∑
R
γR
2
|R )(R | {σ†σ, •}) | ρt ) , (3.76)
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la segunda ∑
RR′
|R ) γRR′ρR′(t)−
∑
R′R
|R ) γR′RρR(t)
=
∑
RR′
γRR′ |R )(R′|ρt)−
∑
R′R
γR′R |R )(R|ρt)
=
∑
RR′
(
γRR′ |R )(R′ | − γR′R |R )(R |
)
| ρt ) , (3.77)
y la tercera finalmente como∑
R
|R ) γR σρR(t)σ†
=
∑
R
γR |R )σ (R|ρt)σ† =
(∑
R
γR |R )(R | σ • σ†
)
| ρt ) . (3.78)
Reconociendo a L como la suma de las tres l´ıneas (3.76 + 3.77 + 3.78) y re-
conociendo a (3.78) como la accio´n sobre | ρt ) de un operador matricial de medida
no-normalizado J tipo ecuacio´n (3.21), tenemos que este superoperador (para nuestra
dina´mica) esta´ dado por
J =
∑
R
γR |R )(R | σ • σ†. (3.79)
Esta definicio´n tiene en cuenta todas las contribuciones associadas a una deteccio´n,
σ • σ†, indistintamente del estado configuracional del ban˜o. Por otro lado, tendremos
que D ≡ L− J esta´ dado por
D =−
∑
R
|R )(R |
(
iΩ
2
[
σx, •
]
+
γR
2
{
σ†σ, •}+∑
R′
γR′R •
)
+
∑
RR′
γRR′ |R )(R′ | • . (3.80)
Finalmente, nuestra dina´mica tipo Lindblad generalizada para el sistema fluorescen-
te acoplado con un la´ser en resonancia y en contacto con un reservorio autofluctuante
queda reescrita, en notacio´n vectorial, como
d
dt
| ρt ) =
(
D + J
)
| ρt ) , (3.81)
donde D y J , esta´n dados por las Ecs.(3.80), y (3.79), respectivamente.
Seguidamente a e´sto, y necesariamente para obtener el propagador Tˆ de nuestra
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dina´mica, debemos primero resolver la dina´mica condicional dada por
d
dt
| ρ˜t ) ≡D | ρ˜t )
=− iΩ
2
∑
R
|R ) [σx, ρ˜R(t)]−∑
R
|R ) γR
2
{
σ†σ, ρ˜R(t)
}
+
∑
RR′
|R ) γRR′ ρ˜R′(t)−
∑
R′R
|R ) γR′R ρ˜R(t), (3.82)
donde la tilde (∼) es para diferenciar esta evolucio´n condicional no normalizada del
estado vectorial cua´ntico | ρt ) [Ec.(3.81)].
La evolucio´n condicional normalizada se sigue de
|ρct) = Tˆ (t, 0)|ρc0) =
∑
R ρ˜R(t)|R)∑
R′ Tr[ρ˜R′(t)]
, (3.83)
donde el factor
∑
R′ Tr[ρ˜R′(t)] es la normalizacio´n.
Au´n resta por definir la condicio´n inicial para la evolucio´n condicional. A partir de
J de la ecuacio´n (3.79), definimos la accio´n de Mˆ sobre | ρst ) (el estado al final de la
evolucio´n condicional) como
Mˆ ∣∣ ρst ) ≡ ( ∑R γR |R )(R | σ • σ†
Tr ( 1 |∑R γR |R )(R | σ • σ†
) ∣∣ ρst )
=
∑
R γR σρ
st
Rσ
† |R )∑
R γR Tr
[
σρstRσ
†]
= | − 〉〈− |
∑
R γR
( 〈+ | ρstR |+ 〉 ) |R )∑
R γR 〈+ | ρstR |+ 〉
. (3.84)
Como dijimos anteriormente, estas expresiones siguen de considerar todos los te´rminos
que, independientemente del estado configuracional, dan lugar a una transicio´n del
estado superior al inferior del sistema cua´ntico. Es por ello que en dichas expresiones
aparece una suma sobre R. Podemos reescribir la expresio´n anterior como
Mˆ|ρst) ≡ |−〉〈−|
∑
R
P stR |R), (3.85)
lo cual define los pesos P stR . A su vez, esta expresio´n nos da la estructura de la condicio´n
inicial para la evolucion condicional entre detecciones.
La forma expl´ıcita de la evolucio´n | ρ˜t ), escrita en te´rminos de sus elementos ma-
triciales para cada estado configuracional del ban˜o (y bajo la notacio´n para matrices
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densidad 2x2 [Eq.(3.60)) es
d
dt
p˜a(t) = −iΩ
2
(
c˜∗a(t)− c˜a(t)
)
− γa p˜a(t) + γab p˜b(t)− γba p˜a(t) (3.86a)
d
dt
c˜a(t) = −iΩ
2
(
q˜a(t)− p˜a(t)
)
− 1
2
γa c˜a(t) + γab c˜b(t)− γba c˜a(t) (3.86b)
d
dt
c˜∗a(t) = −
iΩ
2
(
p˜a(t)− q˜a(t)
)
− 1
2
γa c˜
∗
a(t) + γab c˜
∗
b(t)− γba c˜∗a(t) (3.86c)
d
dt
q˜a(t) = −iΩ
2
(
c˜a(t)− c˜∗a(t)
)
+ γab q˜b(t)− γba q˜a(t) (3.86d)
para la configuracio´n a, y
d
dt
p˜b(t) = −iΩ
2
(
c˜∗b(t)− c˜b(t)
)
− γb p˜b(t) + γba p˜a(t)− γab p˜b(t) (3.87a)
d
dt
c˜b(t) = −iΩ
2
(
q˜b(t)− p˜b(t)
)
− 1
2
γb c˜b(t) + γba c˜a(t)− γab c˜b(t) (3.87b)
d
dt
c˜∗b(t) = −
iΩ
2
(
p˜b(t)− q˜b(t)
)
− 1
2
γb c˜
∗
b(t) + γba c˜
∗
a(t)− γab c˜∗b(t) (3.87c)
d
dt
q˜b(t) = −iΩ
2
(
c˜b(t)− c˜∗b(t)
)
+ γba q˜a(t)− γab q˜b(t) (3.87d)
para la configuracio´n b, donde estos sub´ındices {a, b} representan los estados configu-
racionales del ban˜o.
La evolucio´n condicional normalizada del estado vectorial cua´ntico a partir de estas
ecuaciones [Ecs.(3.86), y (3.87)] es
| ρct ) ≡ Tˆ (t, 0) | ρ0 ) = ρca(t) | a ) + ρcb(t) | b )
=
ρ˜a(t)
Tr
(
ρ˜a(t) + ρ˜b(t)
) | a ) + ρ˜b(t)
Tr
(
ρ˜a(t) + ρ˜b(t)
) | b ) , (3.88)
Dado que la condicio´n inicial para la evolucio´n condicional es el estado vecto-
rial despue´s de una deteccio´n, como condicio´n inicial para esta evolucio´n tomaremos
| ρ0 ) = | − 〉〈− |
[
p | a ) + (1 − p) | b ) ] [Ec.(3.85), con P stR → {p, 1 − p}], donde cada
sumando corresponde a las condiciones iniciales de los estados auxiliares {ρa(0), ρb(0)},
respectivamente. El para´metro p mide la probabilidad inicial de cada estado configura-
cional del ban˜o despue´s de cada medicio´n. En la evolucio´n estoca´stica esto pasa a ser
un para´metro aleatorio. La condicio´n inicial del sistema fluorescente consistentemente
resulta ρ0 = | − 〉〈− | .
A partir de la solucio´n de la evolucio´n condicional dada por las ecuaciones (3.86),
y (3.87), y usando la expresio´n para J dada por la ecuacio´n (3.79), obtenemos la “sur-
vival” (3.36) y la waiting (3.37), respectivamente de nuestra dina´mica. Dichos objetos
los mostramos en la Fig.(3.7), y coinciden con las curvas obtenidas en la referencia [22].
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(a)
(b)
Figura 3.7: (a) “Survival” y (b) “waiting” como funcio´n de Ω(t − t′), de la dina´mica de un
sistema fluorescente de dos niveles en el re´gimen o´ptico, en resonancia con un la´ser externo
con para´metro de acoplamiento Ω y en contacto con un reservorio te´rmico estructurado y au-
tofluctuante entre dos estados mesosco´picos configuracionales R = {a, b} cuando luego de cada
deteccio´n, ocurrida en un tiempo t′, el sistema parte del estado separable | − 〉〈− | |Pt′ ) con
estados configuracionales del ban˜o |Pt′ ) = p | a ) + (1− p) | b ), para valores p = {0, 0.5, 1}.
Vemos que, debido a la forma en co´mo actu´a nuestro operador matricial de medida
[Ec.(3.84)], nuestro sistema siempre colapsa al mismo estado | − 〉〈− |, sin embargo este
no es el caso para las poblaciones configuracionales [Ec.(3.84)]. Por lo tanto, cambios
en dichos estados configuracionales del ban˜o, afectan nuestra dina´mica cua´ntica del
sistema y esto se interpreta en distintas “waitings” y “survivals” en donde el para´me-
tro configuracional p del ban˜o cambia (Figs.(3.7)(a), y (3.7)(b) ). Vemos que, debido a
la similitud de los para´metros usados en esta tesis y la referencia [22], la dependencia
temporal de las curvas se asemejan entre s´ı en ambos trabajos.
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Esto es importante observarlo ya que a partir de la funcio´n de “survival”, cuando
el ban˜o va cambiando, generaremos nuestros intervalos aleatorios de detecciones de los
fotones. Adicionalmente, observamos de forma inmediata que, a pesar de que luego de
cada deteccio´n el sistema colapse al estado | − 〉〈− |, se rompe la propiedad de proceso
de renovacio´n ya que nuestra funcio´n “waiting” depende adema´s del estado configura-
cional del ban˜o cuando dicha emisio´n foto´nica es detectada.
A partir de la evolucio´n condicional normalizada, Ec.(3.88), como actu´a nuestro ope-
rador matricial de medida Ec.(3.84) sobre un estado vectorial cua´ntico arbitrario | ρ )
y generando nuestros intervalos aleatorios entre detecciones a partir de la “survival”,
obtenemos las realizaciones [Ec.(3.42)] del estado vectorial cua´ntico | ρstt ) [Fig.(3.8)].
(a)
(b)
Figura 3.8: Realizaciones estoca´sticas para la dina´mica del reservorio autofluctuante estudiado
[Ec.(3.81)]. (a) Realizacio´n de la poblacio´n superior del sistema < +|ρstt |+ > y (b) realizacio´n de
la poblacio´n configuracional superior del ban˜o (a|P sta (t)). Con valores de para´metros para tasas de
decaimiento natural del sistema γa/Ω = 1, γb/Ω = 10 cuando el ban˜o esta´ en la configuracio´n “a”
o “b” respectivamente; tasas de transicio´n entre configuraciones del ban˜o “b→ a” γab/Ω = 0.03,
“a→ b” γba/Ω = 0.09.
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Finalmente, promediando sobre realizaciones vemos que se recupera la dina´mica
de Lindblad para el sistema y vemos adema´s que las poblaciones configuracionales del
ban˜o recuperan la dina´mica tipo ecuacio´n maestra cla´sica (Fig: 3.9).
(a)
(b)
Figura 3.9: Promedio en 1020 realizaciones de (a) la poblacio´n superior estoca´stica del sistema
y (b) promedio sobre las poblaciones configuracionales del ban˜o, cuando se prepara el sistema-
ban˜o en | ρ0 ) = |− >< −|
[
1/2 | a ) + 1/2 | b ) ], bajos los mismos para´metros de la Fig.(3.8).
Cap´ıtulo 4
Prediccio´n y retrodiccio´n
En el cap´ıtulo anterior estudiamos el me´todo de saltos cua´nticos. El mismo permite
demostrar co´mo es posible descomponer la dina´mica de un sistema en una serie de
trayectorias que en promedio recuperan dicha evolucio´n. En particular, para sistemas
fluorescentes, las trayectorias pueden asociarse a un proceso de deteccio´n de fotones.
As´ı, el me´todo de saltos cua´nticos nos permite generar las trayectorias del proceso
de medicio´n. En esta seccio´n, estudiaremos prediccio´n y retrodiccio´n. Dichas te´cnicas
consisten en lo siguiente. Dado un sistema fluorescente experimental, el laboratorio
nos provee los tiempos de emisio´n. A partir de estos datos debemos estimar el estado
del sistema a una dado tiempo. Prediccio´n es el caso en que solo se usan tiempos de
emisio´n en el pasado, mientras que en retrodiccio´n usamos ambos, tiempos de emisio´n
en el pasado y en el futuro. Dado que no contamos con un experimento real, los resul-
tados del cap´ıtulo anterior nos permiten generar nume´ricamente los mismos. El caso
de prediccio´n es totalmente equivalente a la formulacio´n del me´todo de saltos cua´nti-
cos, porque el mismo permite reconstruir el estado del sistema dados los resultados de
las mediciones en el pasado. As´ı, en primer lugar reveremos este formalismo desde la
presente perspectiva. Posterioremente, formularemos el caso de retrodiccio´n.
4.1. Prediccio´n
En secciones anteriores presentamos el me´todo de saltos cua´nticos para un sistema,
en contacto con un reservorio estructurado. La dina´mica microsco´pica total de este
sistema-ban˜o esta´ escrita en te´rminos del producto tensorial del espacio de Hilbert
del sistema, el del campo electromagne´tico de fondo y el del espacio configuracional
asociado a los microestados en que puede estar el ban˜o. Una vez traceado el campo
electromagne´tico, el arreglo h´ıbrido cla´sico-cua´ntico que codifica tanto el estado del
sistema y las configuraciones mesosco´picas del ban˜o esta´ dado por
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| ρt ) ≡
∑
R
(R | ρt ) |R )
=
∑
R
Pt[R]
(R | ρt )
Tr
[
(R | ρt )
] |R ) , (4.1)
donde Tr[•] representa la traza parcial sobre el sistema S, y se introdujo la base or-
tonormal completa supuesta discreta {|R )}, asociada a los estados configuracionales
del ban˜o. Las probabilidades cla´sicas de dichas configuraciones PR(t) [Ec.(2.56)], se
reescriben (por conveniencia) como
PR(t)→ Pt[R]. (4.2)
La dina´mica tipo Lindblad matricial generalizada de nuestro sistema h´ıbrido (sis-
tema y configuraciones del ban˜o) esta´ descrita por [Ec.(3.19)]
d
dt
| ρt ) = L | ρt ) ≡
(D + J ) | ρt ) . (4.3)
La separacio´n D, J depende de cua´l (o cua´les) sera´n nuestros superoperadores ma-
triciales no-normalizados J asociados a los aparatos de medidas que disponemos. A
partir de estos superoperadores, se definen tanto el superoperador matricial de medida
Mˆ [Ec.(3.20)], como el propagador Tˆ que define la evolucio´n condicional normalizada
entre detecciones [Ec.(3.27].
Seguidamente, la solucio´n formal de la Ec.(4.3), en series tipo Dyson [Ec.(3.34)],
esta´ dada por
|ρt) =
∞∑
n=0
∫ t
0
←−
dtn e
D(t−tn) J eD(tn−tn−1) . . . eD(t2−t1) J eDt1 | ρ0 ) , (4.4)
donde los “tiempos de detecciones” tn = {t1, t2, . . . , tn} ocurridos previo al tiempo de
observacio´n “t”, y detectados por nuestro aparato de medida, se reescribieron como
tn →←−t . La integral anidada fue reescrita de forma compacta como∫ t
0
∫ tn
0
. . .
∫ t2
0
dtn . . . dt1 =
∫ t
0
←−
dtn. (4.5)
Interpretamos el integrando de la ecuacio´n anterior como la accio´n de un propagador
U hasta tiempo “t” sobre el estado vectorial cua´ntico inicial | ρ0 ), y a trave´s de una
trayectoria con n detecciones ocurridas a tiempos aleatorios
←−
t ; podemos entonces
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definir, de forma expl´ıcita, la accio´n de este propagador sobre un estado vectorial
cua´ntico a tiempo arbitrario inicial como
U[(t, t′);←−t ] | ρt′ ) ≡ eD(t−tn) J eD(tn−tn−1) . . . eD(t1−t′) | ρt′ ) . (4.6)
Si normalizamos posteriormente la trayectoria anterior [Ec.(4.6)] obtenemos que
nuestro estado vectorial cua´ntico como solucio´n de la ecuacio´n Lindblad vectorial ge-
neralizada se reescribe
|ρt) =
∞∑
n=0
∫ t
0
←−
dtn Pt[
←−
t ]U [(t, 0),←−tn ] | ρ0 ) . (4.7)
La densidad de probabilidad conjunta de que ocurran n eventos
←−
t en el pasado de
t [Ec.(3.35)] se puede reescribir como
Pn[t, t
n]→ Pt[←−t ] ≡ Tr
[
( 1 | U[(t, 0);←−t ] | ρ0 ) ]. (4.8)
Los pasos previos nos definen el me´todo de saltos cua´nticos. Ahora, suponiendo que
nuestros datos experimentales son los tiempos de emisio´n (aleatorios)
←−
t , consistente-
mente, la predicio´n (estimacio´n) del estado vectorial cua´ntico (estoca´stico) [Ec.(3.42)],
esta´ dada por ∣∣ ρstt ) = U[(t, 0);←−t ] | ρ0 )
Tr
[
( 1 | U[(t, 0);←−t ] | ρ0 ) ] . (4.9)
A partir de la predicio´n del estado vectorial cua´ntico (estoca´stico) construido an-
teriormente, podemos obtener la prediccio´n del estado de nuestro sistema e inferir las
probabilidades configuracionales del ban˜o como
ρstt =
(
1 | ρstt
)
, (4.10)
para el sistema, y ∣∣P stt ) = ∑
R
Tr
[ (
R | ρstt
) ] |R ) , (4.11)
para el ban˜o, escrita de manera compacta en su forma vectorial. notar que en la expre-
sio´n (4.9) hemos supuesto total conocimiento de la condicio´n inicial, de la evolucio´n de
los estados auxiliares, y de todos sus para´metros correspondientes.
Finalmente, interpretando la Ec.(4.7) como un promedio en ensamble sobre trayec-
torias con detecciones ocurridas a tiempos
←−
t previos a “t” y con pesos Ec.(4.8), vemos
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que el estado vectorial cua´ntico inferido, satisface
| ρt ) =
←−−−∣∣ ρstt ), (4.12)
donde la sobreflecha “←” indica promedio sobre tiempos de emisio´n (en el pasado de
“t”).
Como comentario final, a partir de la ecuacio´n anterior, podemos decir que el
te´rmino prediccio´n , se refiere a que, a partir de los intervalos de tiempos entre detec-
ciones (dados por nuestros aparatos de medidas o generados nume´ricamente a partir de
la “waiting time” o, ma´s precisamente, de la probabilidad de sobrevivencia), podemos
predecir el estado vectorial cua´ntico de nuestro sistema h´ıbrido [Ec.(4.9)].
4.2. Retrodiccio´n
Basados en el formalismo de saltos cua´nticos, vimos que es posible estimar el es-
tado vectorial cua´ntico de nuestro sistema h´ıbrido a partir de una trayectoria con
detecciones ocurridas hasta un tiempo de observacio´n “t”, y a partir del estado vecto-
rial predecir tanto el estado de nuestro sistema como tambie´n predecir la evolucio´n de
las probabilidades configuracionales mesosco´picas del ban˜o (prediccio´n) [Ec.(4.9)]. En
esta seccio´n veremos que, tomando en cuenta las mediciones hasta un tiempo futuro a
nuestro tiempo de estimacio´n, es posible usar dicha informacio´n adicional para mejo-
rar nuestras estimaciones hechas anteriormente; esto se conoce como retrodiccio´n [16].
Permitiendo considerar los tiempos de emisio´n hasta un tiempo T > t, los eventos
ocurridos entre t y T se escribira´n como
−→
t ≡ {tn+1, tn+2, . . . , tN} (donde estos tiempos
ti satisfacen t ≤ ti ≤ T ). La probabilidad de ocurrencia de esta trayectoria tomando en
cuenta el conjunto completo de tiempos de emisio´n
←→
t ≡ ←−t ∪ −→t durante la ventana
(0, T ) es [Ec.(4.8)]
PT [
←→
t ] ≡ Tr
[
( 1 | U[(T, t);−→t ]U[(t, 0),←−t ] | ρ0 ) ], (4.13)
donde hemos descompuesto trivialmente la trayectoria como propagacio´n sobre el pa-
sado de t, y propagacio´n sobre el sobre el futuro de t hasta T . Este propagador sobre el
futuro de t, se define de manera ana´loga a la ecuacio´n (4.6) solo que esta vez tomando
los tiempos de emisio´n
−→
t .
El objeto definido anteriormente no es ma´s que la densidad de probabilidad de
ocurrencia de una trayectoria con n eventos
←−
t ocurridos en el pasado de “t”, y “N−n”
eventos hasta un tiempo T ocurridos en el futuro de t. Este objeto cumple con la
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normalizacio´n ( tomando en cuenta todas las posibles trayectorias entre (0, T ))
∞∑
n,m=0
∫ t
0
∫ T
0
←−
dtn
−−→
dtm PT [
←→
t ] ≡ 1, (4.14)
donde por claridad se explicito´ el nu´mero de eventos tanto en el pasado como en el
futuro,
←−
dt →←−dtn, y −→dt → −→dtm, correspondientemente.
Seguidamente, introducimos la densidad de probabilidad conjunta para los tiempos
de emisio´n y la configuracion cla´sica R del ban˜o a tiempo t,
PT [
←→
t , R] ≡ Tr
[
( 1 | U[(T, t);−→t ] |R ) (R | U[(t, 0);←−t ] | ρ0 ) ]. (4.15)
Este objeto, adema´s de cumplir propiedades de positividad y normalizacio´n, es una
densidad de probabilidad conjunta en sus variables aleatorias ya que usando la propie-
dad de completitud de la base {R} obtenemos que
PT [
←→
t ] =
∑
R
PT [
←→
t , R]. (4.16)
Tambie´n, si marginamos sobre todos los tiempos de emisio´n (pasado y futuro de t)
obtenemos ∞∑
n,m=0
∫ t
0
∫ T
0
←−
dtn
−−→
dtm PT [
←→
t , R] = Tr
[
(R|ρt)
]
= Pt[R]. (4.17)
Si introducimos la probabilidad condicional PT [R |←→t ] de que el ban˜o a tiempo t
este´ en el estado configuracional R dado que ocurrio´ la deteccio´n de tiempos {←→t }, por
la regla de Bayes obtenemos la relacio´n
PT [
←→
t , R] = PT [R |←→t ]PT [←→t ]. (4.18)
De este modo, desde la Ec.(4.15), PT [R |←→t ] se puede escribir como
PT [R |←→t ] =
Tr ( 1 | U[(T, t);−→t ] |R )(R | U[(t, 0);←−t ] | ρ0 )∑
R Tr
[
( 1 | U[(T, t);−→t ] |R )(R | U[(t, 0);←−t ] | ρ0 ) ] . (4.19)
A diferencia de prediccio´n, el objeto anterior nos da la probabilidad configuracional del
ban˜o usando tiempos de emisiones tanto en el pasado como en el futuro, esto es retro-
diccio´n. De hecho, prediccio´n se recupera cuando T = t, dando lugar a U [(T, t);−→t ]→ I.
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As´ı, la expresio´n anterior se reduce a
Pt[R|←−t ] = Tr(1||R)(R|U [(t, 0);
←−
t ] | ρ0 )∑
R Tr(1||R)(R|U [(t, 0);
←−
t ] | ρ0 )
(4.20a)
=
Tr(R|U [(t, 0);←−t ] | ρ0 )∑
R Tr(R|U [(t, 0);
←−
t ] | ρ0 )
= Tr(R|ρstt ). (4.20b)
Las probabilidades condicionadas (una para cada R) [Ec.(4.19)], sera´n nuestros
objetos a ser estimados para cada una de las realizaciones de tiempos
←→
t que dis-
pongamos (en nuestro caso, generados nume´ricamente como hemos venido haciendo
durante el desarrollo de esta tesis, o que estos tiempos de emisio´n sean provistos ex-
perimentalmente por un detector de fotones u otro aparato de medicio´n registrando
eventos al que este´ acoplado el sistema que estemos estudiando).
A partir de la probabilidad condicionada [Ec.(4.19)], se puede introducir un estado
vectorial cua´ntico suavizado a tiempo t,
∣∣ ρstt,T ) definido como [16]
∣∣ ρstt,T ) ≡∑
R
PT [R|←→t ] (R|ρ
st
t )
Tr
[
(R|ρstt )
] |R ) . (4.21)
Este estado vectorial as´ı definido puede interpretarse como la generalizacion del esta-
do vectorial cua´ntico y estoca´stico estimado por prediccio´n | ρstt ) , pero ahora usando
adema´s la informacio´n del futuro (mediciones) de t hasta T . Notar que la expresio´n
anterior sigue del cambio formal Pt[R|←−t ]→ PT [R|←→t ], esto es, un cambio en los pesos
de los estados condicionados (normalizados) [ver Ec.(4.1)].
Es importante destacar que el estado vectorial cua´ntico suavizado
∣∣ ρstt,T ) [Ec.(4.21)],
inferido con la te´cnica de retrodiccio´n, es diferente del estado vectorial cua´ntico | ρstT )
inferido mediante prediccio´n [Ec.(4.9)] a tiempo T. Au´n, cuando en ambos casos es-
tamos usando toda la realizacio´n de tiempos
←→
t en el intervalo (0, T ), ambos objetos
son formalmente diferentes. El primero de e´stos (el inferido con retrodiccio´n), provee
una estimacio´n suavizada del estado del sistema a tiempo t ≤ T usando, adema´s, in-
formacio´n del futuro (datos experimentales en el intervalo (t, T )). El mismo se define
por un cambio en las probabilidades configuracionales del ban˜o, las cuales esta´n aho-
ra condicionadas a las realizaciones completa de tiempos (PT [R|←→t ], Ec.(4.19)). En
cambio, | ρstT ) es la estimacio´n del sistema a tiempo T ≥ t. Es decir, ambos objetos
(
∣∣ ρstt,T ) , | ρstT )), a pesar de que usan toda la realizacio´n←→t , son estimaciones del estado
del sistema pero a tiempos diferentes y construidos de forma diferente.
En analog´ıa con resultados anteriores, a partir de los estados vectoriales, podemos
inferir la estimacio´n estoca´stica suavizada tanto del estado del sistema,
ρstt,T =
(
1|ρstt,T
)
, (4.22)
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como de las probabilidades configuracionales del ban˜o,
∣∣P stt,T ) = ∑
R
Tr
[ (
R|ρstt,T
) ] |R ) . (4.23)
Se puede demostrar [16] que al promediar sobre tiempos futuros, denotado con la sobre
flecha →, obtenemos −−−→∣∣ ρstt,T ) = ∣∣ ρstt ) , (4.24)
y consecuentemente tambie´n
−→
ρstt,T = ρ
st
t ,
−−−−→∣∣P stt,T ) = ∣∣P stt ) . (4.25)
Esto es, fijando una realizacio´n del pasado, el promedio sobre posibles realizaciones fu-
turas recupera prediccio´n. De lo anterior, si promediamos sobre mediciones en el pasado
y futuro de t, denotado por la sobre-flecha ↔, recuperamos la evolucio´n determinista
dada por la ecuacio´n de Lindblad vectorial
←−−→∣∣ ρstt,T ) = | ρt ) , (4.26)
y consecuentemente tambie´n
←→
ρstt,T = ρt,
←−−→∣∣P stt,T ) = |Pt ) , (4.27)
esto es , se recupera la evolucio´n no-Markoviana del sistema y la dina´mica determinista
de la probabilidades del ban˜o.
4.2.1. Estado vectorial cua´ntico de pasado
La expresio´n que obtuvimos anteriormente para la probabilidad configuracional
condicionada del ban˜o [Ec.(4.19)], puede reescribirse de forma clara y elegante intro-
duciendo operadores duales de la evolucio´n estoca´stica. De esta forma, definiremos el
propagador dual U# por la siguiente igualdad
Tr (A | U | ρ ) = Tr ( ρ | U# |A ) , (4.28)
donde | ρ ) y |A ), son estados y operadores vectoriales arbitrarios.
A partir de este operador dual U#, se define [16] el operador vectorial de efecto
(vectorial effect operator)
∣∣Estt ) ≡ U#[(T, t);−→t ] | I ) , (4.29)
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donde | I ) ≡ I | 1 ), con “I” el operador identidad sobre el espacio de Hilbert del
sistema. Usando que Tr
[
(A | UV | ρ ) ] = Tr[ ( ρ | V#U# |A ) ], a partir de la Ec.(4.6),
vemos que
U#[(t, t′);←−t ] = eD#(t1−t′)J #eD#(t2−t1)J # . . . eD#(tn−tn−1)J #eD#(t−tn), (4.30)
donde los operadores {D#, J #} son los operadores duales de {D, J } [19].
Usando la relacio´n
Tr
[
( 1 | U [(T, t);−→t ] | ρ ) ] = Tr[ ( ρ | U#[(T, t);−→t ] | I ) ], (4.31)
la probabilidad condicionada PT [R|←→t ] [Ec.(4.19)], puede escribirse como
PT [R|←→t ] =
Tr
[
(ρstt |R) (R|Estt )
]∑
R Tr
[
(ρstt |R) (R|Estt )
] . (4.32)
La expresio´n anterior queda escrita en forma compacta en te´rminos del estado de
prediccio´n |ρstt ) y el operador vectorial de efecto |Estt ). Siguiendo la denominacio´n de
la Ref. [7], el par Ξ = {|ρstt ), |Estt )} nos define el estado vectorial de pasado (past
vectorial state). En esta notacio´n, toda la informacio´n de las mediciones del pasado
esta´n encapsuladas en |ρstt ), mientras que toda la informacio´n del futuro esta´ contenida
en |Estt ). Cuando el futuro es descartado, |Estt ) → |I), lo cual recupera prediccio´n en
su forma standard.
4.3. Pureza cua´ntica (sistema) y configuracional
(ban˜o)
Para comparar la ventaja que trae usar el proceso de retrodiccio´n sobre la esti-
macio´n con prediccio´n de un estado vectorial, usaremos las purezas tanto del sistema
como del ban˜o, directamente calculadas para cada realizacio´n, como as´ı tambie´n sus
promedios sobre un ensamble de mediciones (realizaciones).
Las purezas promedio del sistema cua´ntico, usando prediccio´n y retrodiccio´n, res-
pectivamente son
P(S)t =
←−−−−−−
Tr[(ρstt )
2], P(S)t,T =
←−−−−−→
Tr[(ρstt,T )
2], (4.33)
donde Tr[(ρstt )
2], y Tr[(ρstt,T )
2] representan las realizaciones de las purezas del sistema,
para prediccio´n como para retrodiccio´n respectivamente. Como antes, la sobre-flecha
←−, denota un promedio sobre el pasado (realizaciones de las mediciones a tiempos an-
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teriores), mientras que la sobre-flecha←→ denota promedio tanto sobre el pasado como
el futuro.
De forma ana´loga, se define la pureza promedio de los grados de libertad cla´sicos
del ban˜o usando prediccio´n y retrodiccio´n como
P(C)t =
←−−−−−−−−−−−−−(
a|P stt
)2
+
(
b|P stt
)2
, P(C)t,T =
←−−−−−−−−−−−−−→(
a|P stt,T
)2
+
(
b|P stt,T
)2
, (4.34)
donde (a|P stt )2 + (b|P stt )2 y
(
a|P stt,T
)2
+
(
b|P stt,T
)2
, representan las realizaciones de la
pureza del ban˜o para prediccio´n y retrodiccio´n, respectivamente. Notar que la pureza
de los estados configuracionales del ban˜o toma su ma´ximo valor (1) cuando se conoce
con certeza en que estado esta´.
4.4. Retrodiccio´n en sistemas fluorescentes acopla-
dos a ban˜os auto-fluctuantes
El formalismo anterior fue aplicado a un sistema cua´ntico fluorescente acoplado a
un reservorio autofluctuante, esto es, donde las transiciones entre sus distintos estados
obedecen una ecuacio´n maestra cla´sica. La ecuacion de Lindblad vectorial fue descripta
en el Cap´ıtulo 2 [Ec.(2.61)]. El proceso de medicio´n consiste en la deteccio´n de foto-
nes producidos por la interaccio´n del sistema cua´ntico con un la´ser externo. Dada la
ausencia de un laboratorio para realizar el experimento, la generacio´n de los tiempos
aleatorios de deteccio´n se genero´ con el me´todo de saltos cua´nticos, tal como se descri-
bio´ en el Cap´ıtulo 3.
En los siguientes gra´ficos, generamos una realizacio´n de los tiempos de emisio´n en
el intervalo (0, T ). Posteriormente, aplicamos predicio´n y retrodicio´n a un tiempo t,
con 0 < t < T . Para que dichas estimaciones sean equivalentes, para cada t tomamos
un T variable tal que T − t = cte. Al igual que en los cap´ıtulos anteriores, el ban˜o
esta´ caracterizado por dos estados configuracionales, denotados por a y b.
En la Fig.(4.1) mostramos la estimacio´n de las poblaciones del ban˜o, usando tan-
to prediccio´n [Ec.(4.11)] (l´ınea azul) como retrodiccio´n [Ec.(4.19)] (l´ınea roja). En este
u´ltimo caso se observa una disminucio´n de las fluctuaciones, o sea, la realizacio´n es ma´s
suave. Por otro lado, retrodiccio´n anticipa las posibles transiciones entre estados con-
figuracionales. Esto es, las transiciones en las l´ıneas rojas ocurren a tiempos anteriores
que para las l´ıneas azules.
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Figura 4.1: Realizacio´n estoca´stica del ban˜o para el estado configuracional R = a usando
prediccio´n (azul) y retrodiccio´n (rojo). Los para´metros son γa/Ω = 1, γb/Ω = 10, γab/Ω = 0.03,
γba/Ω = 0.09. La condicio´n inicial del estado vectorial es |ρst0 ) = |−〉〈−||a). Para retrodiccio´n, a
cada tiempo t, se tomo´ T tal que Ω(T − t) = 20.
El efecto de suavizado puede mostrarse o cuantificarse mediante la pureza corres-
pondiente [Eq.(4.34)], la cual mostramos en la siguiente figura [Fig.(4.2)]. Notar que
un incremento en la pureza implica tener informacio´n ma´s precisa sobre el estado del
ban˜o.
Figura 4.2: Realizacio´n de la pureza del ban˜o, usando prediccio´n (azul) y retrodiccio´n (rojo).
Los para´metros y condicio´n inicial son los mismos que en la figura anterior.
Aqu´ı se aprecia que en la mayor´ıa del intervalo de tiempo mostrado, la pureza de
la estimacio´n de los estados del ban˜o es ma´s cercana al valor (1) cuando se aplica re-
trodiccio´n.
Los observables anteriores tambie´n pueden definirse para el sistema cua´ntico. En la
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siguiente figura [Fig.(4.3)], para el mismo set de tiempos de deteccio´n, mostramos la
poblacio´n superior del sistema, tanto para prediccio´n (l´ınea azul) como usando retro-
diccio´n (l´ınea roja).
Figura 4.3: Realizacio´n de la poblacio´n superior del sistema, con prediccio´n y retrodiccio´n.
Los para´metros y condicio´n inicial son los mismos que en las figuras anteriores.
La pureza correspondiente a la matriz densidad del sistema las mostramos en la
Fig.(4.4).
Figura 4.4: Realizacio´n de la pureza del sistema, usando tanto prediccio´n (azul) como retro-
diccio´n (rojo).
Aqu´ı, al igual que para la poblaciones del reservorio, con retrodiccio´n se alcanza
una pureza ma´s cercana a (1).
A partir de las relizaciones anteriores se observa que los estados obtenidos con
retrodicio´n no siempre (a todo tiempo) son ma´s puros que los estados estimados usando
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solo prediccio´n. Sin embargo, esta caracter´ıstica es va´lida a todo tiempo al promediar
sobre distintas realizaciones del proceso de medicio´n. Este hecho lo mostramos en la
Fig.(4.5).
(a)
(b)
Figura 4.5: Purezas promedio (300 realizaciones) para el sistema S (a), y promedio de la pureza
configuracional del ban˜o C (b) ambas usando tanto el me´todo de prediccio´n como retrodiccio´n.
Podemos observar que de hecho con la retrodiccio´n, esto es, el uso de informacio´n
del resultado de mediciones en el futuro, permite obtener mejores estimaciones de los
estados tanto del sistema como de las configuraciones del ban˜o. De hecho, un incremento
en la pureza de un estado siempre implica tener ma´s informacio´n sobre el mismo.
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Es de notar que esta mejor´ıa en la pureza del sistema cua´ntico usando el me´todo de
retrodiccio´n versus prediccio´n en las situaciones f´ısicas descriptas en las referencias [15]
y [16], son similares a las obtenidas en esta tesis (Fig.4.5(a)). De esta similitud con-
cluimos que la no-Markovianidad del sistema no influye sustancialmente en la mejor´ıa
obtenida usando el me´todo de retrodiccio´n. Adicionalmente, en este trabajo vimos que
esta mejor´ıa tambie´n ocurre para el promedio de las purezas de los estados configura-
cionales del ban˜o (Fig.4.5 (b)).

Cap´ıtulo 5
Conclusiones
Para realizar los objetivos de la tesis, fue necesario estudiar y explorar distintos
formalismos de la teor´ıa de sistemas cua´nticos abiertos. En el cap´ıtulo 2, repasamos el
formalismo de ecuaciones de Lindblad. Dichas evoluciones tienen en cuenta tanto la
evolucio´n unitaria (reversible en el tiempo) como as´ı tambie´n efectos de irreversibilidad
temporal inducida por la interaccio´n con grados de libertad no controlables (ban˜o o
reservorio). Para sistemas o´pticos el reservorio esta´ efectivamente a temperatura cero.
La interaccio´n con un la´ser externo da lugar a fluorescencia, esto es, una emisio´n
permanente y aleatorio de fotones. Nuestro sistema de intere´s central fue el caso en
que el ban˜o esta´ caracterizado por diferentes estados configuracionales, cada uno de los
cuales afecta la dina´mica del sistema. El sistema conjunto (h´ıbrido) sistema-cua´ntico
ma´s estados configuracionales del ban˜o es descrito por un vector de estado. Cada una
de sus componentes representa el estado del sistema condicionado a un dado estado
configuracional del ban˜o. Consecuentemente, la ecuacio´n de Lindblad adquiere una
forma vectorial correspondiente. Al marginar los grados configuracionales, la dina´mica
del sistema no puede escribirse en forma local en el tiempo, esto es, la dina´mica cua´ntica
presenta efectos de memoria temporal.
En el cap´ıtulo 3 estudiamos una herramienta central en el desarrollo de la tesis, es-
to es, el me´todo de saltos cua´nticos para ecuaciones de Lindblad vectoriales. Mediante
una expansio´n tipo Dyson, es posible expresar la dina´mica del estado vectorial como
una suma sobre realizaciones de un proceso de medicio´n efectuado sobre el sistema.
Esta relacio´n se establece reconociendo un te´rmino en la ecuacio´n de Lindblad (vec-
torial) como un operador de medicio´n generalizado. El formalismo permite obtener y
caracterizar la densidad de probabilidad para cada realizacio´n, y por lo tanto definir
un me´todo nume´rico para su implementacio´n.
Comprobamos que para un sistema fluorescente, la deteccio´n de fotones es un pro-
ceso de renovacio´n. Esto es, la estad´ıstica del tiempo entre detecciones es siempre la
misma, estando definida por una funcio´n de espera (waiting time distribution). Cuan-
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do el ban˜o esta´ caracterizado por diferentes estados configuracionales, la estad´ıstica
es similar. Sin embargo, la funcio´n de espera depende de un para´metro extra, el cual
asume valores aleatorios a lo largo de una realizacio´n. Para estos casos, tambie´n se com-
probo´ que, consistentemente, promediando sobre realizaciones se obtiene la dina´mica
dictada por la ecuacio´n de (vectorial) Lindblad correspondiente.
En el cap´ıtulo 4 expusimos la base teo´rica que nos permite formular lo que es
prediccio´n y retrodiccio´n. Prediccio´n se refiere a inferir el estado de un sistema (estado
vectorial en general) continuamente monitoreado en el tiempo usando los resultados
del aparato de medida previos al presente. Por otro lado retrodiccio´n se refiere a inferir
el estado usando la informacio´n de una trayectoria de medicio´n tanto del pasado como
del futuro.
Del ana´lisis realizado en el cap´ıtulo 3, se puede inferir que prediccio´n es equivalente
al me´todo de saltos cua´nticos. En vez de generar trayectorias, aqu´ı prediccio´n significa,
dada una realizacio´n del aparato de medida, reconstruir el estado del sistema en el
presente. Para formular retrodiccio´n, se calculan las probabilidades condicionadas de
los estados configuracionales del ban˜o para una dada realizacio´n que incluye resultados
tanto del pasado como del futuro. Este ca´lculo se realiza en base a la probabilidad de la
trayectoria total y la regla de Bayes. El estado vectorial suavizado asociado se formula
a trave´s del estado (vectorial) de prediccio´n luego de cambiar las probabilidades de los
estados del ban˜o por sus estimaciones con retrodiccio´n.
Dada la base descripta anteriormente, estudiamos la dina´mica propuesta, esto es, un
sistema fluorescente en contacto con un ban˜o dotado de dos estados configuracionales,
cada uno de los cuales afecta el decaimiento natural del mismo. Estudiamos prediccio´n
y retrodiccio´n en dicha dina´mica. Para ello implementamos programas computacionales
tanto para describir el comportamiento en ensamble (ecuacio´n de Lindblad vectorial)
como as´ı tambie´n para la obtencio´n de las trayectorias de medicio´n (saltos cua´nticos).
A partir de los resultados obtenidos para esta dina´mica, comprobamos que retrodiccio´n
mejora la estimacio´n tanto de los estados configuracionales del ban˜o como as´ı tambie´n
el estado del sistema. Para ello estudiamos el comportamiento de sus purezas. Aunque
en cada realizacio´n el comportamiento no es definitivo, al promediar sobre realizaciones
efectivamente observamos una mejora en las purezas. Esto es, los estados son ma´s puros,
lo cual implica que retrodiccio´n nos acerca a una prediccio´n de ma´xima informacio´n o
de mı´nima entrop´ıa posible.
Finalmente, debemos destacar que las te´cnicas estudiadas como as´ı tambie´n los
ana´lisis realizados esta´n inmersos en el contexto de recientes progresos realizados en la
literatura especializada [5, 7, 15, 16]. Adema´s de estudiar un caso inexplorado (retro-
diccio´n en un sistema fluorescente no-Markoviano acoplado a un ban˜o auto-fluctuante),
el presente trabajo puede ser extendido hacia distintos problemas de intere´s. Por ejem-
plo, queda por analizar el caso en que la dina´mica de los estados configuracionales
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esta´ estrechamente correlacionada con la dina´mica del sistema. Por otro lado, inde-
pendientemente de la dina´mica subyacente, estudiar la fidelidad entre el estado de
ma´xima informacio´n (se mide sistema y tambie´n estados configuracionales) con el es-
tado obtenido v´ıa retrodiccio´n. Aunque el aumento de la pureza es un fuerte indicativo
de la ganancia de informacio´n obtenida, la distancia entre dichos estados dar´ıa una
confirmacio´n extra sobre la conveniencia de introducir retrodiccio´n.
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