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Abstract
Transitions between various states of matter occur everywhere and are integral in the processes that make life,
as we know it, possible. Given such importance in everyday life, it makes sense that considerable time has been
spent looking for theories of these transitions. What makes our modern theories of phase transitions so
powerful is their predictive ability despite ignoring the essential granularity of matter. Success in this manner
has made field theory an indispensable tool. There are ordered states of matter, generally spoken of as having
broken symmetries of the Euclidean group: broken translations for crystals and broken rotations for vector-
like order. There are even more exotic states of matter such as smectic liquid crystals and diblock copolymers
which manifest states that have fewer broken translations in a given dimension than would be necessary for
the formation of crystalline structure. These exotic states are variously called striped or lamellar phases. We
start with some general facts and features of transitions to these striped phases and discuss what may happen
when these transitions occur on the surface of a sphere. Next we identify pollen cell surface patterning as an
instance of this transition from disorder to a patterned state of matter on the surface of a sphere. The character
of the transition is found to be first-order, which leads us to study the nucleation process and its kinetics on
spherical surfaces. Lastly, we show how fluctuations lower the surface tension of nucleated droplets on a
sphere relative to their flat space counterpart.
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ABSTRACT
ASPECTS OF NUCLEATION: FLUCTUATIONS, NONUNIFORM ORDER, AND
CURVED SURFACES
Eric M. Horsley
Randall D. Kamien
Transitions between various states of matter occur everywhere and are integral in the
processes that make life, as we know it, possible. Given such importance in everyday
life, it makes sense that considerable time has been spent looking for theories of these
transitions. What makes our modern theories of phase transitions so powerful is their
predictive ability despite ignoring the essential granularity of matter. Success in this
manner has made field theory an indispensable tool. There are ordered states of matter,
generally spoken of as having broken symmetries of the Euclidean group: broken
translations for crystals and broken rotations for vector-like order. There are even
more exotic states of matter such as smectic liquid crystals and diblock copolymers
which manifest states that have fewer broken translations in a given dimension than
would be necessary for the formation of crystalline structure. These exotic states
are variously called striped or lamellar phases. We start with some general facts and
features of transitions to these striped phases and discuss what may happen when
these transitions occur on the surface of a sphere. Next we identify pollen cell surface
patterning as an instance of this transition from disorder to a patterned state of matter
on the surface of a sphere. The character of the transition is found to be first-order,
which leads us to study the nucleation process and its kinetics on spherical surfaces.
Lastly, we show how fluctuations lower the surface tension of nucleated droplets on a
vi
sphere relative to their flat space counterpart.
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Chapter 1
Overview of Thesis
In this document we will be concerned with various aspects of ordering transitions
where the final equilibrium state is nonuniform. These states are described by an
order parameter that gives a coarse-grained value to the local physical quantities. For
instance, the order parameter can be a coarse-grained density or concentration field
of a material (such as for the freezing and melting of crystals). These nonuniform
states might have a single broken translation, so called lamellar structures. In three
dimensions this means the structure is described by level surfaces of the relevant order
parameter and in two dimensions, the level lines. If one more translation is broken,
making two, then we have level lines in three dimensions and a full-on crystal in two
dimensions, using the example of a density field. This is obviously not an exhaustive
list. There are two fronts on which to generalize: the target space in which the order
parameter takes values and the dimension of the underlying space. We will throughout
only consider scalar order parameters, and by the end, I suspect the reader will agree
that even the simplest cases provide a rich phenomenology and that such richness
leads to a satiating degree of technical difficulty in the calculations. In Figure 1.1
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Figure 1.1: Examples of nonuniform order in two dimensions. From left to right:
lamellar structure with lines of high density (yellow), square lattice with points of
high density, and a hexagonal lattice with points of high density.
we show familiar examples of non-uniform order represented by a scalar field. For
concreteness, one could think of these as the density of one monomer type in a diblock
copolymer, mass density of a crystal with square symmetry, and mass density of a
crystal with hexagonal symmetry.
Now, such theories and their order parameters don’t have their origins in the pool of
abstraction and pure thought: the world presents us with a surprising, and growing,
number of physical systems whose description is naturally such. Let us now peruse
a short catalog of non-uniform ordered phases. It would not be possible here, or
perhaps anywhere, to include all of the major work in this vain. Some systems which
exhibit ordering transitions to non-uniform states include: crystals; diblock copolymers,
two monomer types covalently bonded and preferentially favoring neighbors of their
own type; smectics, an ordering of anisotropic molecules in to level lines/surfaces.
In crystals and smectics the variations which appear in the non-uniform state are
density modulations while the variations in diblock copolymers are reflective of the
local concentration of monomer type. We begin with a short introduction on the
mathematical description of non-uniform ordered phases. This introduces the general
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form of the energy functional we work with and the interpretation one should have
of it. Taking a particular type of energy functional, describing both diblocks, lipid
concentrations, and, we propose, primexine (material secreted on the surface of
developing pollen grains), we show how a fluctuation-induced first order transition
presents itself on the surface of a sphere. The equilibrium states are analyzed and
discussed.
Then turning from the characteristics of the bulk equilibrium state we look at the
process of nucleation on the surface of sphere. The impact of fluctuations on the
interface are discussed. This is followed by a discussion of the nucleation kinetics; how
the new energetically favorable state eventually overcomes the preexisting metastable
state. This work on nucleation kinetics is limited to uniform states. The incorporation
of the non-uniformity of the bulk state changes the configuration of the droplet (in
such a way as to minimize the orientation-dependent surface tension induced by the
internal ordering). That must be left as a subject for future work.
Portions of this work are reprinted, with permission, from the following publications:
M.O. Lavrentovich, E.M. Horsley, A. Radja, A.M. Sweeney, and R.D. Kamien,
Proceedings of the National Academy of Sciences 113, 5189-5194 (2016)
E.M. Horsley, M.O. Lavrentovich, and R.D. Kamien, Journal of Chemical Physics
148, 234701 (2018)
In addition, the chapter on nucleation kinetics is sourced from parts of a manuscript
currently in preparation:
E.M. Horsley, M.O. Lavrentovich, and R.D. Kamien in preparation
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1.1 Nonuniform Ordered States
Let ψ(~x) be the order parameter of a system that is in thermodynamic equilibrium.
For the moment we will discuss general facts about this scalar order parameter. By
nonuniform state we will mean the following:
〈ψ(~x)〉 6= const.,
where the brackets indicate a thermal average computed using the partition function
Z of the system. With the partition function taking the form:
Z =
∫
[dψ]e−β
∫ H[ψ]d~x.
Within the saddle point approximation the thermal average of the order parameter
will be the minimizer of the energy functional H[ψ] appearing in the partition function.
Using the normal procedure in Landau theory, adopt the following energy density:
H[ψ] = κ2 (∇ψ)
2 +V [ψ].
Where we make the usual assumption that V [ψ] is everywhere analytic and bounded
from below. For concreteness, one could consider the coarse-grained description of
an Ising ferromagnet. The scalar order parameter ψ is the magnetization, and the
minima of the potential V control whether the system is in the ferromagnetic (ordered
state) or paramagnetic (disordered state).
A question:
Can such a functional give rise to a nonuniform state as defined above?
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The answer is yes, but, not the way for which we are looking. This nonuniform state
will be an instanton configuration which is not an equilibrium configuration. It can
be found through the Euler-Lagrange equations of the energy density, so it is an
extremum, but it turns out to be a saddle point. We will return to this particular
configuration later in Chapter 4. It plays a crucial role in the process of nucleation.
So, a better restatement of the question would contain the qualifier equilibrium,
and for this energy functional that is not possible. This is relatively easy to see.
Let ψequ be the global minimum of the potential, possibly degenerate, and (~x) an
arbitrary, but small, spatially varying function. The order parameter is then given by
ψ(~x) = ψequ + (~x) and the energy functional becomes:
H[ψequ + (~x)] = κ2 (∇)
2 +V [ψequ] +
1
2
∂2V
∂ψ
∣∣∣∣∣
ψequ
(~x)2.
From this it is clear that the spatially varying component of the order parameter
can only increase the value of the energy since the functional is quadratic in (~x)
and the second derivative of potential evaluated at ψequ is non-negative. If we
simultaneous wish to keep the potential as a function of only the order parameter and
have equilibrium nonuniform states, then the only term which may alter its form is
the first.
Looking at the portion of the energy that penalizes spatial variations (the term
containing gradients), call it T , in Fourier space:
T = κ2
∫ d~q
(2pi)d |~q |
2|ψ˜(~q)|2.
Imagine instead that there was some convoluted differential operator acting on the
order parameter. The Fourier transform of such a creature would generally be written
5
as
T = κ2
∫ d~q
(2pi)dA(~q)|ψ˜(~q)|
2.
Now if it were the case that A(~q) had a minimum at a nonzero value of q, then the
possibility for nonuniform ordered states arises: the bulk state having some oscillatory
behavior with wavevector ~q. Importantly, A(~q) is, up to constant factors, the inverse
of the scattering intensity one would measure in experiments. For instance, a diblock
copolymer has, near a lamellar-disorder transition, the scattering intensity shown in
Almdal et al. and reprinted here in Figure 1.2. The peaks in these plots correspond
to the minima in A(~q).
This discussion has been restricted to Rn, but it need not be so. We could take a
smooth manifold of our choice and the attendant Laplace-Beltrami operator. Satisfying
the necessary conditions, the Laplace-Beltrami operator will have a complete set of
eigenfunctions. On the sphere these are the spherical harmonics, and we know that
spherical harmonics are indexed by two numbers, (`,m), that are the moral equivalents
of the wavevector ~q. As a rough guide, ` tells you the wavelength of patterning and
is morally equivalent to |~q|, while m details the space of possible patterns of that
wavelength and is morally equivalent to the direction of ~q. One may then ask what are
the statistics of a density field that favors being nonuniform and experiences thermal
fluctuations on the sphere. This is the issue we address in the next chapter.
6
Figure 1.2: Figure taken from Almdal et al. [3]. Showing peaks in the scattering
function at non-zero wavevectors. Data are produced by small-angle neutron-scattering
and each style of data point represents a different number of monomeric units in the
polymer.
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Chapter 2
Effects of Fluctuations on
Equilibrium States
Surface patterning in many animal and plant species, including insect eggshells, pollen
grains, fungal spores, and mite carapaces, may be extremely diverse. Stripes, spikes,
pores, ridges, and other decorations [55, 2], illustrated for pollen in Figure 2.1(a), all
present very different geometries. Paradoxically, the distinct morphologies may develop
via the same sequence of developmental stages [4, 24, 26, 28], though the patterns are
distinctive enough to be used for taxonomic classification over aeons. In this paper,
we propose a general model of the formation of these patterns, and speculate that the
origin of some of these counter-intuitive features relies upon fluctuation effects leading
to global pattern nucleation.
We focus on a class of biological surface patterns observed in many disparate taxa
(fungi, arachnids, insects, angiosperms) consisting of spikes, hexagons and stripes of
cross-linked polysaccharide material tiled on a spherical cell. The surface pattern
formation of these biological systems typically involves many cell components, including
8
Figure 2.1: (a) Electron micrographs of pollen grains. The surface coat of the pollen,
called exine, exhibits different patterns, ranging from stripes to many different patchy
arrangements. Appearing below each micrograph is a corresponding height function
representation constructed from our theory with the indicated spherical harmonics.
((b), Left) Transmission electron microscopy (TEM) cross-section of an early pollen
developmental stage. The surface of the immature cell undulates (yellow arrows) with
a length scale consistent with the final patterning of the mature grain shown in a
scanning electron microscopy (SEM) image in (b), Right.
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the cytoskeleton, plasma membrane, and cell wall (callose wall in pollen, cuticle in
arthropod cuticles and fungal spores) [81, 65, 64]. Without some physical coupling,
coordination among these many parts would require complex biological signalling
across large regions of the organism. Hence, the patterns seem more plausibly to
develop via a simple physical process. We are already familiar with complex, self-
organized patterning via relatively simple processes in the natural world: convection
cells at a Rayleigh-Be´nard instability [83], the patterning of pigments in animals [46],
and hexagonal patterning of dried mud or the basalt columns of the Giant’s Causeway
[33].
While patterning on flat, planar substrates is expected to yield striped or hexagonal
patterns [11], we will demonstrate that the analogous transition on a sphere has a
much richer phenomenology. The spherical geometry introduces topological defects,
yielding a varied set of pattern possibilities. Also, since the transition we describe here
has a first-order character, it is possible to produce a particular pattern by templating
a small patch, which would then induce pattern growth over the entire surface via
nucleation dynamics [39]. The patterning inside the nucleation region itself could be
controlled by local surface chemistry of the plasma membrane, allowing for pattern
reproducibility within a species.
While our theory may be applicable in any of the biological cases stated above, for
simplicity we consider the biochemical details of pollen below, as shown in Figure 2.1(a),
and will refer to the general case of such decorated cells as pollen. The earliest
indication of patterning in pollen begins with plasma membrane undulations [65],
as shown in Figure 2.1(b). This distortion of the local membrane curvature is also
implicated in other iterations of this pattern forming process, such as insect and
arachnid cuticle development [64, 32]. Here, we present a model for pattern formation
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via a phase transition at the plasma membrane. We show that the characteristic size
of the membrane undulations, λ, is a function of physical parameters of the membrane.
Hence, the membrane tension and elasticity, lipid and protein density, or osmolarity
of the surrounding fluid could all vary among species and contribute to diversity in
the final, observed cuticle and cell wall patterns.
Mechanical buckling is another microscopic mechanism that may plausibly cause
surface patterns in the biological systems. However, we believe our model of pattern
formation may be especially applicable to systems like pollen, since the transition to
patterning may occur locally, without the homogeneous long-range forces in existing
models of elastic buckling [20]. Another characteristic suggestive of a phase transition
is that all these systems have a cross-linked polymeric layer secreted on the surface of
the cell membrane.
We will derive from the microscopic model a more general, coarse-grained description,
which will turn out to be the spherical analog of the Brazovskii model [11]. Such
models describe a wide variety of systems [77], including block copolymer assembly [8],
crystallizing Bose-Einstein condensates in optical cavities [35], and cholesteric liquid
crystals [12]. Such systems on a sphere might also be excellent experimental test-beds
for our theory. Though there have been recent numerical investigations of such models
on a sphere via self-consistent field theory [91], our analysis goes beyond this theory
by incorporating fluctuations and provides a broader understanding of such transitions
through analytical methods. The fluctuations lead to first order behavior, suggesting
a nucleation and growth scenario [13].
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2.1 A Microscopic Model
As a microscopic model, consider a concentration field Ψ on the plasma membrane
that might describe, for example, the concentration of a compound (or a deviation
above or below some baseline value) that eventually coordinates the deposition of the
tough sporopollenin exterior, e.g., the underlying primexine matrix [81]. The pattern
formation will be driven by phase separation of the concentration Ψ at the plasma
membrane surface. Hence, we have a general Landau-Ginzburg free energy for Ψ:
HΨ =
∫
d2x
{
K0
2 |∇Ψ|
2 + τ02 Ψ
2 + λ33! Ψ
3 + λ44! Ψ
4
}
, (2.1)
where K0, and λ3,4 are coupling constants that depend on the specific compound
and associated biochemistry and we assume that K0,λ4 > 0. The temperature-like
parameter τ0 is quenched from positive to negative values (or below some critical value)
during pattern formation. Since the field Ψ lives on a spherical surface, we employ
spherical coordinates Ψ = Ψ(θ,φ). The integration
∫
d2x in Eq. 2.1 is the appropriate
spherical measure
∫
d2x = R2 ∫ dθdφsinθ where R is the radius of the sphere. We
expand Ψ(θ,φ) (where θ ∈ [0,pi] and φ ∈ [0,2pi) are, respectively, the colatitude and
longtiude):
Ψ(θ,φ) =
∞∑
`=0
∑`
m=−`
Ψm` Y m` (θ,φ)≡
∑
`
Ψm` Y m` , (2.2)
where Y m` ≡ Y m` (θ,φ) are the spherical harmonics, and ` = (`,m) is a convenient
notation for their indices. Since the scalar field Ψ is real, the expansion coefficients
satisfy the property [Ψm` ]∗ = (−1)mΨ−m` . The Landau-Ginzburg theory in Eq. 2.1
favors modes with `= 0, which correspond to uniform states. A patterned phase would
prefer to have some ` 6= 0 that minimizes the free energy. The key ingredient will be
the coupling of the field Ψ to the membrane curvature. The flat, infinite membrane
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analog of our model is studied in detail in [54], which we will follow closely for our
spherical model.
The membrane itself fluctuates away from its spherical shape, so that the radius
varies with θ and φ, r(θ,φ) = R[1 +u(θ,φ)]rˆ. The fluctuation field u may also then
be expanded in spherical harmonics with modes um` , as in Eq. 2.2. Though there are
many possible models for spherical lipid membranes, outlined in [75], for example, the
specific form does not matter for our purposes, since the result will be general. All
models will typically have a bending term with a bending rigidity κ and a surface
tension σ. Generically, the field Ψ couples to the field u by introducing a spontaneous
curvature: it is reasonable that the inhomogeneity introduced by a local excess of Ψ
causes the membrane to bulge in or out locally. Apart from an irrelevant additive
constant, a particular bending energy and the membrane coupling term look like
Hmem = 12
∑
`≥2,m
{
|um` |2(`+ 2)(`−1)[κ`(`+ 1) +R2σ]−2µR`(`+ 1)um` (Ψm` )∗
}
, (2.3)
where the `= 0 mode is removed by constraining the total volume of the vesicle and the
`= 1 mode is removed because it corresponds to translations of the entire membrane.
The coupling µ will depend on the microscopic details of how the spontaneous curvature
is induced by the inhomogeneity.
Our total, microscopic free energy is Htot =Hmem +HΨ. We can calculate thermal
averages of interest using the standard Boltzmann weights. Moreover, we can generate
an effective free energy for the density field Ψ by integrating out the membrane degrees
of freedom. Fortunately, because those degrees of freedom only appear quadratically
in Htot, we can perform this integration exactly, leaving an effective free energy H˜ for
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just the field Ψ:
H˜ = 12
∑
`
[
ω(`) +R2τ0
]
|Ψm` |2 +Hint, (2.4)
where ω(`) is now a function of the mode number ` and the λ3,4 coupling terms Hint
are inherited from Eq. 2.1. Note that for ` 1, ω(`)≈ `2
[
K0−µ2R2/(κ`2 +R2σ)
]
.
Crucially, ω(`) develops a minimum at a non-zero value of ` whenever the spontaneous
curvature term is strong enough: µ >
√
K0σ. Thus, this simple coupling to membrane
fluctuations leads to a spatially modulated phase with a characteristic mode number
`= `0 ≈R[(µ
√
σ/K0−σ)/κ]1/2. The number `0 = 0,1,2, . . . approximately describes
the number of pattern oscillations/wavelengths that fit in a sphere circumference. As
we can see from Figure 2.1, we will typically have `0 1. We may also relate `0 to
the characteristic wavelength λ of the pattern, since `0 ≈ 2piR/λ. A rough estimate of
λ using typical parameters for lipid membranes gives the right order of magnitude for
pollen pattern features (λ∼ 0.1−1 µm) [54, 72].
The preceding discussion shows that the effective free energy for the field modes Ψm`
near `≈ `0 has the general form
H = 12
∑
`
[
K(`− `0)2 +R2τ
]
|Ψm` |2 +Hint, (2.5)
where K and τ are new coupling constants that depend on the microscopic parameters
in Eq. 2.1 and Eq. 2.3 [54]. The interaction terms Hint continue to be inherited from
Eq. 2.1. The key feature of the effective free energy in Eq. 2.5 is the gradient term
(the term depending explicitly on `) that is minimized when Ψ is modulated on the
lengthscale λ≈ 2piR/`0. This means that the physics of the pattern formation will be
dominated by fluctuations at a non-zero momentum.
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Before continuing, we note that the precise microscopic model for pollen is not known,
and there are many possibilities [74, 81]. However, our final result in Eq. 2.5 is not
contingent on the particular details of our phase separation model, and we expect that
the coarse-grained features of many microscopic models will obey Eq. 2.5, but with
different dependencies of the coupling constants K, τ , and λ3,4 on the microscopic
parameters. In any case, the field Ψ will describe the pattern template on which the
tough sporopollenin material is deposited. Hence, a height function representation of
this field away from a reference sphere configuration may qualitatively describe the
final deposited pattern, as shown in Figure 2.1(a). We will now use the final result
in Eq. 2.5 to demonstrate that robustness and variability are general features of the
pattern formation. In the following, we set K = 1 without loss of generality. We begin
by showing that the model generically has a first-order transition, as in the flat case
[11].
As in the flat case [11], fluctuations will induce phase transitions to ordered states. In
preparation, we expect ordered states of the form
Ψ¯(θ,φ) = ac0Y 0`0 +
∑
m>0
a[cmY m`0 + c
∗
m(−1)mY −m`0 ], (2.6)
where a≥ 0 is an overall amplitude and cm are (generally complex) functions of m
that indicate the direction of the ordered state in the 2`0 + 1-dimensional space of
m’s. An ordered state consisting of a single spherical harmonic mode contribution
(cm 6= 0 for a single m) is the analog of the striped phase cos(k0 kˆ ·x) considered by
Brazovskii. The spherical harmonics encode the non-trivial topological features of
the sphere. For example, any kind of striped ordering on a sphere must have defects
according to the Poincare´-Brouwer theorem [44]. The spherical harmonics naturally
include these defects. For example, the m= 0 harmonics have latitudinal stripes with
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Figure 2.2: Plots of metastable, ordered states (Eq. 2.6) with `0 = 15 with identical
energies, within our approximation, chosen by changing the phases eiθmpi/4 of the
directions cm of the spherical harmonic modes. The bright yellow and dark purple
regions indicate, respectively, regions of greater and lesser values of the ordered state
Ψ¯. For this table, we have chosen three non-zero cm with m = 4,5,7 and phases
determined by the triple (θ4, θ5, θ7) shown above each plot. In the bottom row, we
highlight a region of the pattern as we vary one of the phases. Note that even though
these states all have the same value of `0 and choice of m’s, changing the relative
phases can substantially alter the resulting pattern.
+1 defects at the poles. Although some progress has been made in identifying what
spatially modulated patterns can form on a sphere at some fixed `0, those analyses
have been largely limited to looking at particular lower order modes `0 . 12 [57, 19].
We will consider the problem for general `0. The sphere radius R will introduce a new
lengthscale into the problem and finite size effects at small R. In the following we
will construct finite-size crossover scaling functions which capture both the large and
small R behavior at fixed pattern wavelength.
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2.2 Fluctuation-Induced First Order Transition
Consider the transition to an ordered state in our general free energy in Eq. 2.5.
The interaction terms Hint include both a cubic and a quartic term. A cubic term
alone would induce a first-order transition to an ordered phase, which would likely be
mediated via a nucleation process. However, when λ3 = 0 (see Eq. 2.1), we expect
a second-order transition. This λ3 = 0 case may be especially important for our
systems because it is known that the plasma membrane may tune itself to a special
critical point which does not have a cubic term [87]. If we set λ3 = 0 and pick some
λ4 > 0, mean-field theory predicts a change in the character of the potential energy,
τΨ2/2+λ4Ψ4/4!, when τ changes signs. When τ > 0, the potential has a minimum at
Ψ = 0. However, when τ < 0, the minimum shifts to a non-zero Ψ∝
√
−6τ/λ4. This
is where we expect the ordered state to appear. Such a transition is second-order
in nature because the amplitude of the field changes continuously as we vary τ . In
this situation, the patterned and un-patterned state minima never coexist and the
pattern would have to develop homogeneously over the entire sphere surface, with no
nucleation process. However, we shall see that fluctuations modify this picture and
instead induce a first-order transition.
To facilitate computations, it is convenient to define a “bare” propagator or two-point
correlation function
〈
Ψm` Ψm
′
`′
〉
0
= δ`−`′δm+m′(−1)
m
(`− `0)2 + τR2 ≡
δ`−`′δm+m′(−1)m
M(`,τ) , (2.7)
where δx is the Kronecker delta function: δx = 1 if x= 0 and δx = 0 otherwise. The
subscript 0 on the brackets indicates that we have set the interaction terms to zero:
Hint = 0. The terms Hint involve couplings between different spherical harmonic modes
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Ψm` , and we will have to treat these terms perturbatively. Expanding in spherical
harmonics:
Hint = R
2
4!
∑
{`i}4i=1
γ(4)
4∏
j=1
Ψmj`j +
R2
3!
∑
{`i}3i=1
γ(3)
3∏
j=1
Ψmj`j (2.8)
with the “bare” vertex functions γ(3) ≡ γ(3)({`i}3i=1) = λ3Υ`1,`2,`3m1,m2,m3 , and γ(4) ≡
γ(4)({`i}4i=1) given by [82]:
γ(4)({`i}4i=1) = λ4
∑
`
(−1)mΥ`1,`2,`m1,m2,mΥ`3,`4,`m3,m4,−m (2.9)
where we have introduced a special notation for the so-called Gaunt coefficients
Υ`1,`2,`3m1,m2,m3 ≡
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
 `1 `2 `3
m1 m2 m3

`1 `2 `3
0 0 0
 , (2.10)
defined in terms of the standard Wigner 3j-symbols [1], for which rapid evaluation
algorithms are available [41]. We will follow Brazovskii’s calculation and make use
of a Hartree-Fock (HF) approximation in which the corrections due to fluctuations
are calculated self-consistently using a particular subset of Feynman diagrams. The
details of the calculation are given in Appendix IV. We will always work in the limit
that the coupling coefficients λ3,4 are small.
The HF approximation of the renormalized propagator is written as a self-consistency
condition on td, the fluctuation-renormalized value of τ in the disordered state:
td− τ = λ48pi
∑
`
′ 2`+ 1
M(`, td)
≈ λ4`04R√td coth
(
piR
√
td
)
(2.11)
The summation over ` in Eq. 2.11 is the discrete analog of an integration of the
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propagator over all modes (i.e., a one-loop correction). The prime on the sum indicates
a regularization procedure where the divergence associated with large ` is removed.
The specific regularization procedure only modifies the short wavelength (large `)
physics, and is irrelevant for the coarse-grained features of the pattern formation. Also,
the contribution from the cubic interaction is negligible for `0 1 (see Appendix IV).
Note that the function in Eq. 2.11 captures both a large radius regime, piR
√
td 1
and a small radius regime piR
√
td 1. Thus, the correction crosses over to a finite-size
dominated behavior when the correlation length ξ ≈ 1/√td of fluctuations becomes
large compared to the sphere’s pole-to-pole distance: ξ piR.
Equation 2.11 admits only positive solutions for td for any value of τ . Hence, fluctu-
ations prevent the temperature-like term from changing sign. If a cubic term were
present, then a first-order transition is possible if td is sufficiently small. However, if
λ3 = 0, then the only possibility for any transition is if the quartic term proportional
to λ4 is driven negative. We must therefore consider the λ3 = 0 case in more detail to
find which modes have a fluctuation-induced sign change in the quartic term.
Turning to the 4-point vertex function Γ(4)(`1, `2, `3, `4), we can see that the modes
of interest with the largest fluctuation effects all have ` = `0, as readily seen in
the propagator expression in Eq. 2.7 where the denominator is smallest near `= `0.
Thus, we focus on the particular vertex function Γ(4)`0 ≡ Γ(4)(m1,−m1,m2,−m2),
corresponding to the coupling constant of quartic terms of the form |Ψm1`0 |2|Ψ
m2
`0
|2. In
the one-loop HF approximation, in the absence of a cubic term (λ3 = 0), the vertex
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function Γ(4)`0 is given by
Γ(4)`0 =
∑
`
λ4
1 +λ4Π(`)
[
Υ`0,`0,`m1,−m1,0Υ
`0,`0,`
m2,−m2,0−λ4Π(`)×
(Υ`0,`0,`m1,m2,0Υ
`0,`0,`−m1,−m2,0 + Υ
`0,`0,`
m1,−m2,0Υ
`0,`0,`−m1,m2,0)
]
, (2.12)
where Π(`)> 0 is an integration over a product of two propagators:
Π(`)≈ R
2Υ`0,`0,`0,0,0
4
√
pi(2`+ 1)
∑
`1,2
2∏
i=1
√
2`i+ 1M−2(`i, td) (2.13)
The three m-dependent Gaunt coefficient terms in Eq. 2.12 are three different angular
momentum “channels” which contribute to the vertex. A single momentum channel
contributes whenever m1 6=±m2, so that the two terms in the second line of Eq. 2.12
vanish. Then, the renormalized vertex Γ(4)`0 has the same sign as the bare vertex
γ(4) in Eq. 5.61 (since λ4Π(`)> 0 for all `). However, if m1 =±m2, then one of the
other two channels start to contribute. There is also a special case for which all three
channels contribute: m1 =m2 =m3 =m4 = 0. Note from the second line of Eq. 2.12
that if two or more channels contribute and if λ4Π(`) > 1, the renormalized vertex
function changes sign! This indicates the possibility of a first order transition for
these m1 =±m2 modes with `= `0. They are, in fact, the modes we have considered
already in Eq. 2.6 and are the spherical analogs of the cosine standing waves of the
flat space Brazovskii analysis.
We now examine the most divergent piece of the fluctuation correction Π(`) to see
if we generically expect that λ4Π(`)> 1. The most divergent part of the correction
occurs when `1 = `2 ≈ `0 in Eq. 2.13. Setting `1 = `2, we find that Π(`) diverges as
td→ 0 as Π(`)∼ t−3/2d in the planar limit (piR
√
td 1 with `0/R = k0 fixed) and as
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Π(`)∼ t−1d in the finite size limit piR
√
td 1. Thus, since Π(`)→∞ as td→ 0, the
vertex function for the special modes in Eq. 2.6 is expected to change sign due to
fluctuations, consistent with the Brazovskii result.
We have now shown that our model generically exhibits a first-order transition to a
patterned phase. In the absence of a cubic term in the terms Hint, this transition is
particularly interesting as the first-order character is induced by fluctuations. We will
now calculate the free energies of the ordered states. We will find that differences
between plane waves in the plane and spherical harmonics on the sphere lead to a
much richer variety of possible states – the zoo of pollen patterns!
2.3 Patterned States
We now consider an ordered state Ψ¯ that minimizes the thermodynamic potential with
non-vanishing spherical harmonic coefficients Ψ¯m` . We expand our field around this
state, Ψm` = ψm` + Ψ¯m` , where ψm` are the fluctuations around the potential minimum
Ψ¯, i.e., 〈ψm` 〉 = 0. In order to determine whether an ordered state is more stable
than a disordered state, we need to generate the effective free energy as a function of
the average field configuration, W [Ψ¯]. To do this, we add an external field h to H,
and calculate the partition function as a function of h to generate the free energy,
F [h]. A Legendre transform W [Ψ¯] = F [h] +
∫
d2xhΨ¯, where h satisfies Ψ¯ =−δF/δh,
generates W [Ψ¯] – from this we can calculate the free energy of various states Ψ¯. This
is difficult to implement, so we follow Brazovskii’s ingenious approximation method
for calculating the free energy difference per unit area, ∆Φ, between the ordered and
disordered states.
Through a change of variables in the functional integral for the partition function,
we expand H in powers of ψ around Ψ¯ resulting in a theory for the modes ψm` , the
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fluctuating degrees of freedom. We then relate h to Ψ¯ to lowest order, leading to a
linearized theory for h [11]. Since the unstable modes have `= `0, we may parameterize
the modes as in Eq. 2.6: Ψ¯m`0 ≡ Ψ¯m = acm. We are now set to calculate the free energy
change ∆Φ between the disordered and patterned states. To do this, we start in the
disordered state where Ψ¯ = 0 and apply an external field h to tilt the potential so
that, for h large enough, the ordered state becomes the minimum and then return h
to 0. During this process, the amplitude a changes from a= 0 to a final a= a¯. The
final state must also be an extremum of the free energy at h= 0 – another minimum.
The difference in free energy then tells us whether the ordered state is more or less
stable than the disordered state.
A field h in the direction of the state Ψ¯ will have spherical harmonic modes hm (with
`= `0) that couple linearly to Ψ¯m in the free energy. An equation of state for hm is
constructed by differentiating the average free energy per unit area Φ with respect to
Ψ¯m and averaging over the fluctuations ψ. Dropping terms using 〈ψm` 〉= 0, as well as
terms of the form 〈ψm1`1 ψ
m2
`2
ψm3`3 〉, which we expect to be small for similar reasons as
in the Brazovskii analysis [11], we have:
hm =
δΦ
δΨ¯m
= 14piR2
〈
δH[ψ+ Ψ¯]
δΨ¯m
〉
, (2.14)
where the average is taken with respect to the Hamiltonian without an applied field. A
detailed expansion in terms of Ψ¯ can be found in Appendix IV, Eq. 5.86. To simplify
calculations and facilitate analytic solutions, we consider the states which satisfy
this condition by pairwise cancellation of two of the modes, e.g., via m1 =−m2 and
m3 = 0.
Calculating the fluctuation-corrected free energy requires the fluctuation-corrected
two-point function g ≡ g(`1, `2) = 〈ψm1`1 ψ
m2
`2
〉. In the self-consistent HF approximation
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we have
g−1(`1, `2) =M(`,τ)(−1)m2δ`1−`2δm1+m2 +
R2
2
∑
`3,4
{
γ(4)({`i}4i=1)
[
g(`3, `4) + δ`3−`0δ`4−`0Ψ¯m3Ψ¯m4
]}
. (2.15)
The major difference between this propagator and the disordered state propagator is
the presence of the term proportional to Ψ¯m3Ψ¯m4 . This ordered state term introduces
a dependence on the directions m1,2. There are also off-diagonal terms with m1 6=−m2.
These contributions may be ignored as long as τ is sufficiently small [11], which we
will assume in the following.
Substituting Eq. 2.15 into Eq. 5.87 and making an isotropic approximation to the
propagator g−1 [58], we eliminate the τ -dependence in Eq. 5.87, leaving the following
equation of state:
hm =
t+ λ4(δm−3)α`0m,m24pi |Ψ¯m|2
 Ψ¯∗m
4pi +
λ3
4pi
∑
n
(−1)n
×Υ`0,`0,`0n,−n,0
[
Ψ¯n
(1
2 − δn
)
δm+ Ψ¯0δm−n
]
Ψ¯∗n, (2.16)
where we define a convenient new variable
α`0m1,m2 = 4pi
∑
¯`
(−1)m1+m2Υ`0,`0,¯`m1,−m1,0Υ
`0,`0,¯`
m2,−m2,0 (2.17)
and a renormalized temperature parameter t that satisfies the equation
t= τ + λ4`0
4R
√
t
coth(piR
√
t) + λ48pi
∑
m
|Ψ¯m|2. (2.18)
Note that when we are in the disordered state, Ψ¯ = 0, then t= td, and Eq. 5.111 reduces
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Figure 2.3: The free energy difference ∆Φ between ordered states and the disordered
phase as a function of the reduced temperature τ < 0 for `0 = 12, R= 10, and λ4 = 0.01.
The legend shows the chosen combination of m’s. The cubic term coefficient is zero
except for the |m|= 0.10 case, for which λ3 = 0.015. When λ3 = 0, single |m| ≈ `0/2
modes are favored for these modest values of `0. At higher values of `0, we find that
linear combinations are more favorable, instead. The presence of a cubic term favors
the formation of phases with hexagonal patterns. As we decrease the temperature
(increasing −τ), the ordered states become more favorable. There are a wide variety
of metastable ordered states.
to Eq. 2.11. In the ordered state, we find a different temperature-like parameter t= to.
Now we compute the change in free energy ∆Φ. In the disordered state t= td, where
td satisfies Eq. 2.11. As we turn on h on the find the ordered state, we parameterize
Ψ¯ = acm through an amplitude a that will increase from a = 0 to a = a¯. Since the
final state must correspond to a free energy minimum after the field h is turned
off, Ψ¯m = a¯cm must satisfy Eq. 2.16 with hm = 0 for all m. A convenient choice for
the final amplitude is a¯2 = 4pito/λ4. The coefficients cm are calculated by setting
hm = 0 and Ψ¯m = a¯cm in Eq. 2.16. In the absence of a cubic term (λ3 = 0), the
solution is particularly simple. Either cm = 0 or |cm|2 = 6/[(3− δm)α`0m,m]. Note that
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only the magnitude |cm| of the mode directions is specified. Thus, at this order of
perturbation, ordered states with different relative phases in the cm’s have identical
energies. Patterns on a flat, infinite, substrates have a similar degeneracy, but the
phases do not strongly modify the pattern [53]. For the sphere, the relative phases
generate markedly different patterns due to the presence of defects, as shown in
Figure 2.2. Corrections to our approximation (e.g., higher order terms in Eq. 2.8) may
break the degeneracy, but many patterns are likely nearly degenerate on a sphere.
When λ3 6= 0, the coefficients cm may be found numerically, but, again, we find that
only the magnitudes |cm| are specified for the m> 0 coefficients. Hence, there remains
a large degeneracy of possible patterns due to the relative phase freedom even when
the cubic term is included: the presence of explicit symmetry breaking does not alter
the conclusion that pattern formation on the sphere is qualitatively different than
that on the plane.
We may construct ordered states with arbitrary numbers of non-zero cm’s but only
those combinations with ∆Φ < 0 for some negative value of τ correspond to stable
patterns. Integrating up the free energy changes, we find
∆Φ = 14piR2
∫ a¯
0
〈
∂H
∂a
〉
da=
∑
m
∫ a¯
0
hm
∂Ψ¯m
∂a
da, (2.19)
where ∂aΨ¯m = cm for our parameterization of the ordered states. Substituting Eq. 5.87
into Eq. 2.19 yields a complex expression for ∆Φ (shown in Appendix IV, Eq. 5.113) –
finding the values of cm for which ∆Φ is negative allows us to find preferred ordered
states. As an example, we plot ∆Φ for different ordered states with `0 = 12 in
Figure 2.3.
Roughly speaking, when λ3 = 0 the most favored ordered states are ones for which∑
m |cm|2 & 2. For modest `0 ∼ 10, we find that single mode solutions with m≈ `0/2
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work best, as illustrated in Figure 2.3. At higher values `0 & 30, the latitudinal and
longitudinal striped solutions with two modes (m≈ 0,1 and m= `0−1, `0, respectively)
work best. For even larger `0, the coefficients α`0m,m behave like α`0m,m ∼ ln`0. This
means that the ordered states have more modes, allowing for the possibility of different
patterns with (nearly) degenerate energies (see Figure 2.2). In the presence of a cubic
term, hexagonally-patterned states are favored, as shown for the |m|= 0,10 case in
Figure 2.3. These states also have defects and resemble those found in the absence of
fluctuations [91]. In all these cases, choosing different values for `0 yields qualitatively
different stable patterns. This is in contrast to the planar case, where striped or
hexagonal solutions are favored for any k0.
Since multiple modes contribute to the ordered state for large `0 and the choice of
phase for cm (Figure 2.2) influences the resulting pattern, we expect a rich phase
structure. Further, at large radii R and fixed pattern wavelength λ ≈ 2piR/`0, the
single-mode, uniform stripe solutions with two +1 defects at the poles are not favored
in our approximation. One possibility is that the ordered states are spiral-like [91]
(four +1/2 defects), which would require an analysis of adjacent modes ` = `0± 1
[79]. Of course, regardless of sphere size, the defects are always present and may be
accommodated in different ways. As a result, determining the precise phase diagram
and minimum energy states is beyond the scope of this approach which focuses on
one value of `. This should be contrasted with the plane, where the minimum energy
ordered states are defect-free and the phase diagram can be more readily constructed.
Finally, many different ordered states yield a negative ∆Φ (see Figure 2.3), i.e., many
different patterns are metastable. So, pollen may, for example, locally apply a field h
via a biochemically-controlled process to force the pattern into a particular metastable
ordered state. The pollen may then “quench” this pattern, forcing it to spread over
the surface via a nucleation process.
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In conclusion, we have developed a phenomenological theory of pattern formation
on a sphere. This theory provides a plausible explanation of the physical origins of
micron-scale surface textures found on cell walls and cuticles of distantly related taxa
such as plants, mites, fungi and insects. We showed how this mechanism may originate
in plasma membrane undulations coupled to the phase separation of polysaccharide
materials, which later coordinate the deposition of a tough exterior wall. Our theory
predicts that the pollen grain surface is quenched below a first-order transition point
during development, and have argued that a patterned phase can spread after the
quench via a nucleation process. A given species may specify one of these many
patterned modes via a nucleation site defined by one or more of several possible
cell-biological mechanisms. For example, a localized site could be designated by the
local surface chemistry of the plasma membrane relative to one pole of the cell, or
by crowding at the cell surface of nascent pollen caused by ordered packing in the
developing anther. We showed that the first-order character of the transition will
be maintained even when the free energy has no cubic term. We also argued that
the theory without a cubic term may be particularly relevant because the plasma
membrane composition in vivo may be tuned to a critical point [87].
While the first-order character of this transition may explain the reproducibility of a
pattern in one species, the theory may also provide an answer to why there is so much
pattern variability among different species. First, a wide variety of patterns is possible
by modifying the nucleation pattern, which, once formed, allows the rest of the pattern
to propagate rapidly and robustly across the surface. Second, pattern formation on a
sphere is intrinsically varied because, in contrast to the planar case, the ordered states
on the sphere must accommodate defects, providing a larger space of possible patterns.
By contrast, butterfly wing scale development may be an example of patterning on a
flat substrate via this mechanism; the distal surface of the wing scale forms exclusively
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striped patterns and the plasma membrane has also been implicated in the initial
pattern templating [32].
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Chapter 3
Nucleation
3.1 Method by Spacetime
We consider now the Kolmogorov-Avrami-Johnson-Mehl (KAJM) model [45, 5, 6, 42]
of nucleation and growth. Many extensions have been made to the original KAJM
model (see [76] and references therein). Before we begin, we reiterate the assumptions
that go into the KAJM model. The critical nucleation radius is vanishingly small, the
nucleation front propogates at constant speed, and the effects on the front velocity when
two nucleated drops come into contact are ignored. These are sufficient conditions,
but they are not necessary. We begin by showing how all of this may be couched in
the language of order parameter evolution (with non-conserved dynamics, following
[18] and an extension by [34]). The governing equation is
η
dψ
dt
=−δH
δψ
, (3.1)
where η is a coefficient determining how quickly the system relaxes and H is a
Landau-Ginzurg energy functional that has appeared in various forms throughout this
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document. We use a total derivative here because we work with a set of coordinates
comoving with the droplet interface. We define a coordinate r that gives a distance
from the center of the nucleated droplet. The radial coordinate can be written in
terms of the usual spherical polar angle θ with which one is familiar. We assume the
field ψ is a function of the distance from the interface u(t) = r− rI(t) =R(θ− θI(t)),
where R is the radius of the sphere and the subscript I denotes the location of the
interface (see the depiction in Figure 3.1).
dψ
dt
= ∂ψ
∂u
du
dt
+ ∂ψ
∂t
=−∂ψ
∂u
drI
dt
+ ∂ψ
∂t
(3.2)
However, the profile itself is stationary implying it has no explicit dependence on time.
Making the change of variables throughout the Euler-Lagrange equation, one gets the
following result:
κ
d2ψ
du2
+
(
ηRθ˙I +
κ
R tanθI
)
dψ
du
− dV
dψ
= 0, (3.3)
where θ is the angular radius of the droplet. Note that if the profile being stationary
is to hold, then the term in parentheses must be a constant, which we will call α. This
yields an equations for the radius of the nucleated droplet as a function of time. In
Ref. [34] the following implicit equation for the droplet radius, r, on the surface of a
sphere is given
α
η
t=R sin(Rc/R)cos(Rc/R) ln
[
sin(RθI −Rc)/R
sin(R0−Rc)/R
]
+ cos2(Rc/R)(RθI −R0), (3.4)
where is Rc and R0 are the critical and initial radius, respectively. The critical radius
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Figure 3.1: Time series of a growing droplet on a sphere and a droplet-centered view
from above.
is calculated by setting the rate of change of the droplet radius to zero, yielding
Rc =Rarctan
κ
αR
(3.5)
It is clear that for infinitesimal Rc that this equation reduces to one for constant
velocity growth. This satisfies one of the assumptions for the model. The solution, ψ,
to the profile equation is the anticipated instanton solution that interpolates between
the stable and unstable phases.
One of the earliest extensions to the KAJM model was done by Sekimoto [76], who
showed how to calculate the n-point correlation functions for this process. Our
extension will be to alter the configuration space on which nucleation and growth
occurs, plane to sphere (see Figure 3.1), and to compute unstable phase area fractions
resulting from continuous nucleation. Continuous nucleation is the process by which
droplets are seeded at random places on the sphere and at random times with a
calculated nucleation rate γ. We will use the convention throughout this section that
variables representing space areas will be denoted by A, and spacetime volumes by Ω.
Our discussion will begin with a discussion of the area fraction of the unstable phase,
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Figure 3.2: A depiction of the spacetime cone swept out by a growing droplet of the
stable phase (in yellow).
Φ:
Φ =
(
1− ΩDΩtot
)N
. (3.6)
To see how this functional form for the unstable area fraction arises, let us phrase the
problem in the following way. What we want to know is equivalent to the probability
that a point is not found in a region occupied by the stable phase after some time t.
Any particular point in the domain can either be in the unstable phase or the stable
phase. The probability of finding a point in the stable phase for a single nucleated
droplet is the volume fraction occupied by the droplet in the domain and for time t (this
is the spacetime volume of the cone depicted in Figure 3.2). Conversely, the probability
of not being in the stable phase after a time t is one minus that volume fraction. What
we calculate then is the probability for being in the unstable phase for N nucleated
droplets. By construction this process possesses the statistics given by a binomial
distribution. This specific case evaluates the binomial distribution for 0 successes
out of N trials for finding a point in the stable phase. The subscripts refer to the
32
‘D’roplet spacetime volume and ‘tot’al spacetime volume. Before going to the sphere,
let us recapitulate some results from the plane. If we were considering nucleation
in a square of side length L and nucleation droplet velocity v, then Ωtot = L2t0 (the
total spacetime volume) and ΩD = pit0(vt0)2/3 (the spacetime volume taken up by a
nucleated drop after a time t0). Substituting back into (3.6):
Φ =
(
1− pi(vt0)
2
3L2
)N
. (3.7)
Note that N must be a linearly increasing function of time for continuous nucleation.
Let us define a new quantity, the nucleation rate γ,
γ = N
L2t0
. (3.8)
In terms of the this new quantity we write:
Φ =
(
1− piγt0(vt0)
2
3N
)N
. (3.9)
Observe that taking the limit of infinite system size and number of droplets, with
the restriction lim
N→∞,L2→∞
N
L2 = constant, leads to the expected form of the fractional
non-nucleated area [48]:
Φ = e−
piγv2t30
3 (3.10)
This expression for the unstable area fraction could be computed by recognizing that,
after the limits we took, this is a Poisson process happening in R3 (one dimension
being time). The limit we took to achieve that result is exactly the one to take to show
that the Poisson distribution is a limiting case of the binomial distribution. Now we
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can imagine transitions happening on the surface of a sphere with radius R. Rickman
has studied the burst nucleation statistics[70], where all droplets are formed at the
same time. The unstable area fraction for burst nucleation on the sphere is given by
ΦburstS2 = cos
2N
(
vt0
2R
)
. (3.11)
We assume growth of the new phase is at all times (before intersection with another
droplet) a geodesic disk. The area (not the spacetime volume) of such a disk after
time t is
A=R2
2pi∫
0
θ(t)∫
0
sin(θ′)dθ′dφ= 2piR2 (1− cosθ(t)) . (3.12)
Since we know the nucleation front travels at speed v, then θ(t) = vt/R. Now to get
the spacetime volume we integrate this result from t= 0 to t= t0,
ΩD = 2piR2
(
t0− R
v
sin vt0
R
)
. (3.13)
Using this to compute the area fraction of the unstable phase,
ΦS2 =
1− 2piR2
(
t0− Rv sin vt0R
)
4piR2t0
N = (12 + R2vt0 sin vt0R
)N
. (3.14)
We define γS2 in the same way as before: γS2 =N/(4piR2t0). In Figure 3.3 we show
the difference between the unstable phase area fraction for burst and continuous
nucleation. It is clear from the figure that initially burst nucleation allows the stable
phase to more quickly replace the unstable phase. At early times there has not been
sufficient time to produce many droplets. However, as the process continues, burst
nucleation is limited by the number of initially seeded droplets, whereas continuous
nucleation continues to produce new droplets of the stable phase.
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Figure 3.3: The difference, δΦ = ΦburstS2 −ΦS2 , between the unstable phase area fraction
for burst and continuous nucleation on the sphere. Parameters used: v = 2, γ = 1,
R = 10.
In the same vein connected correlation functions may be constructed:
GC(~x,t) = 〈Φ(x)Φ(0)〉−〈Φ(~x)〉〈Φ(0)〉 (3.15)
However in this case we must be able to calculate the total spacetime volume from
the two disks growing and then overlapping on the surface of a sphere. A schematic of
this is shown in Figure 3.4. We make use of a result from [59] to calculate these areas.
Observe that the boundary of two droplets on the sphere define a circular cone with
their tops at the sphere center. Let θ be the cone angle measured from the cone
symmetry axis to the surface of the cone, and α is the angle between the two cone
symmetry axes. This is depicted in Figure 3.5. The area of overlap of two cones is
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Figure 3.4: Schematic of the spacetime volume of two eventually overlapping droplets.
given by the following
ΩO = 4R2 (β−φcosθ) (3.16)
where cosβ =
sin α2
sinθ , cosφ=
tan α2
tanθ
In the case that θ < α2 there is no overlap, so the spacetime area is simply twice that
in (3.13). We can write then the full spacetime volume as:
Ωst =

4piR2
t0∫
0
dt
θ(t)∫
0
sinθdθ if θ(t)< α2
4piR2
t0∫
0
dt
θ(t)∫
0
sinθdθ−
t0∫
0
ΩOdt if θ(t)> α2
(3.17)
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Figure 3.5: A cross-section of the sphere containing the symmetry axes of the two
cones. The two cones are colored red and blue, and the symmetry axes of the respective
cones are given by dashed lines. The area of overlap of the droplets producing these
cones is colored by a thick black line.
We are now prepared to compute the connected correlation function
GC =
(
1− ΩstΩtot
)N
−Φ2S2 . (3.18)
In Figure 3.6 we plot this connected correlation function as well as the connected
correlation for continuous nucleation in the plane. The connected correlation in the
plane has the functional form, quoting from [48],
GC,plane(x) = Φ2
(
Φ−f(x)−1
)
, (3.19)
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Figure 3.6: A plot of the connected correlation function on the sphere using the values
R = 0.5, γ = 2, and v = 0.3.
where
f(x) = 2
pi
(
arccos(x)−2x
√
1−x2 +x3 ln 1 +
√
1−x2
x
)
. (3.20)
For the unstable area fraction Φ = 0.6 one can see the deviation of the sphere correlation
function from the result in the plane. Future work will provide a full analysis of these
correlation functions describing continuous nucleation on the sphere.
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Chapter 4
Effects of Fluctuations on Critical
Radii
We are familiar with nucleation in first-order phase transitions where a system in a
particular phase becomes unstable to the spatially-localized nucleation and growth
of a new, more favorable phase. Some common examples include the condensation
of a vapor into liquid droplets or the freezing of a liquid upon cooling. We will be
interested in the scenario where the preexisting phase is metastable, and the new,
stable phase can only form if thermal fluctuations can overcome the energetic barrier
associated with the formation of a nucleus of the stable phase, which may then
grow. Although these familiar processes typically occur in three dimensions, there are
many naturally-occurring and engineered systems which have ordered phases nucleate
and grow on surfaces. Examples of such phase transitions include crystallization of
glucose isomerase in the plane [80], colloidal crystal assembly at a curved oil-water
interface [60], phase separation in a lipid bilayer vesicle [9], and the ordering of a
block copolymer film deposited on a curved substrate [88]. These processes may also
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describe aspects of biological processes such as viral capsid [90, 71, 27] and pollen grain
assembly [52]. Luque et al. have studied the growth of shells from identical subunits
on the sphere and how their behavior is controlled by an effective line tension[56].
Finally, the processes discussed here are also relevant for the study of the fate of false
vacua (metastable states in the language we adopt here) in cosmology [22, 21, 16].
In our analysis we will always consider systems in some “disordered” state driven (e.g.,
by cooling) to a region of parameter space where the “ordered state” becomes more
energetically favorable, but the disordered state remains metastable. In this context,
fluctuations will drive the appearance of nuclei of the ordered state. One of the most
important observables to calculate is the nucleation rate Γ, which we may argue on
quite general grounds [49] has the form
Γ = Γ0e−βE
∗
, (4.1)
originally derived by Kramers in the context of diffusive escape over a potential barrier
[47]. Here, β ≡ (kBT )−1 is the inverse temperature, E∗ is the difference between the
energy of the metastable state and the critical nucleated cluster of the ordered state,
and Γ0 is a prefactor which, in a chemical system, is derived from the microscopic
kinetics. Within a field theoretic view, it is possible to compute the rate Γ directly
from the imaginary part of the appropriate free energy. This is particularly surprising
since nucleation is an essentially non-equilibrium process and the free energy used
comes from doing an equilibrium calculation. The theoretical foundation for the form
of these nucleation rates was developed by Langer in a series of papers [49, 51, 50].
Furthermore, factors in Γ0 scaling with the size of the droplet were found and identified
as universal insofar as they did not depend on underlying model parameters [37, 49].
The focus of our study will be the nucleated cluster energy E. In many cases such as
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the pollen and copolymers, the ordered phases have interesting spatial structure which
may have important consequences for the nucleation processes, such as the presence
of anisotropic surface tensions in the nuclei [39]. In addition, it must be noted that
for crystals nucleating on curved surfaces there are additional elastic effects arising
from geometric frustration which at certain length scales in the nucleation process
are non-negligible [61, 36]. For simplicity, we ignore the fine structure of the ordered
phase and associated energetic contributions. Then, within classical nucleation theory
(CNT), the energy of a single nucleated cluster takes the phenomenological form
E = γP − cA, (4.2)
where γ is the line tension, P is the perimeter of the cluster, c is the difference in the
bulk energy density of the metastable state and ground state, and A is the area of the
cluster. The physical variables here are chosen to correspond to the two-dimensional
problem, but the original development of CNT would refer to the three-dimensional
analogs (see [43] for a review of CNT and the relevant literature). There are two issues
to address in arriving at an improved understanding and expression of Eq. 4.2: the
possible dependence of the line tension γ on the cluster size and the consequences of a
fluctuating interface.
Tolman was one of the first to address the possibility of the size dependence of the
surface tension [85], seeming to resolve the issue (see the early references in Tolman’s
paper for the relevant discussions). Tolman’s result for the surface tension σ of a
nucleated cluster in three dimensions reads
σ ≡ σ(R) = σ∞
(
1− 2δT
R
)
, (4.3)
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where R is the radius of the cluster, σ∞ is the surface tensions of the infinite, flat
interface, and δT is the Tolman length. The Tolman length is generally small, nearing
the scale of the molecules themselves, and therefore the correction only becomes
significant for very small clusters. However, experimental work looking into the size-
dependence of the surface tension has found conflicting results (see the work of Bruot
and Caupin [14] and references therein). These more recent works have not agreed
on the sign of the Tolman length, and it has been suggested by Bruot and Caupin
that future work should consider higher order corrections in 1/R. Despite over half a
century of work, robust conclusions seem few and far between, and it may be valuable
to reexamine Tolman’s arguments and conclusions [40]. We will explore the fate of
the Tolman length for nucleation on two-dimensional surfaces.
The impact of fluctuations of an interface within a field theoretic context was touched
upon by Langer [49], but received a full treatment by Gu¨nther et al. [37]. In this con-
text, one shows that an effective membrane energy is achieved from a Landau-Ginzburg
functional of the order parameter. Specifically, the surface tension and bending moduli
appearing in the effective membrane energy are related to the derivatives of the soliton
solutions of the Euler-Lagrange equations for the order parameter. It is also possible
to perform a similar analysis in a curved background [31]. Our work considers a
similar Landau-Ginzburg functional for a scalar order parameter in curved and flat
geometries, which we use to derive an effective membrane energy reminiscent of the
Canham-Helfrich Hamiltonian on both the plane and the sphere. We then use a more
geometrical approach similar to Voloshin’s analysis of nucleation rates on the plane
[89] (rather than the functional analysis approaches of [37, 31]) to study the nucleated
droplet shape and the thermal fluctuations in curved and flat backgrounds.
The paper is organized as follows. In the first section, we consider the critical
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radius R∗ for a nucleating droplet, where the critical condition is that the energy
E(R) of the droplet satisfies dE/dR|R=R∗ = 0. We can ask if the critical droplet
radius R∗ is smaller or larger as we change the background curvature. This question
was addressed by Go´mez et al. [34]. We show that these results follow from a
reasonable phenomenological model and a general, yet simple, isoperimetric inequality.
Furthermore, this result acts as a sort of mean field around which we include interface
fluctuations.
In the next section we show schematically how one can relate the original CNT form of
the energy Eq. 4.2 with that of the Landau-Ginzburg functional evaluated at soliton
solutions of the Euler-Lagrange equations. In addition, we provide the results of the
Tolman calculation for the size dependence of the line tension in two dimensions.
These results help in the interpretation of later results which include fluctuations.
In the final section, we derive an effective interface energy to look for corrections
to Eq. 4.2 due to thermal fluctuations. Our general approach is analogous to the
three-dimensional analysis of Prestipino, Laio, and Tosatti [67, 68, 69] and the two-
dimensional analysis of Voloshin [89], except that we extend the analysis to nucleation
on curved surfaces and discuss different regularizations of the high energy fluctuating
modes. We conclude with a discussion of possible future work and the implications of
our results for CNT.
4.1 An inequality and a theorem
The nucleation droplet shape with a fixed area will naturally minimize the contribution
from the perimeter. We’ll assume for now that this perimeter has an infinitesimal width
and we will ignore any spatial variation of the order parameter. We can than think
about the nucleation droplet phenomenologically, as an area A with some perimeter of
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length P living on some surface. Then, we may make use of isoperimetric inequalties
relating the size of an object to the size of its boundary. The following inequality
derived by Morgan, Hutchings, and Howards [62] fits the bill:
P 2 ≥ 4pi(χ−f + 1)A−2
∫ A
0
G(t)dt, (4.4)
where f is the number of components of the droplets, χ is the Euler characteristic,
and G(t) is the supremum of the total Gaussian curvature for a given region area t.
It would be nice if we could saturate the inequality in Eq. 4.4 to find regions which
minimize the perimeter P for a given area A. Thankfully, for a reasonably large set of
surfaces, such a saturation is possible via the following theorem:
Isoperimetric Theorem[62]. Consider a plane, sphere, real projective plane, or
closed disk S with smooth, rotationally symmetric metric such that the Gauss curvature
is a nonincreasing function of the distance from the origin. Then among disjoint
unions of embedded disks of a given area, a round disk centered at the origin minimizes
perimeter.
It is unique, except of course that a circle in the interior of a ball about the origin of
constant Gauss curvature may be replaced by a congruent circle in that ball.
Therefore, for a surface with a constant Gaussian curvature, we know that perimeter-
minimizing area is a disk and that its perimeter P satisfies, via Eq. 4.4,
P 2 = 4piA−KA2, (4.5)
44
where K is the constant Gaussian curvature of the surface. For a sphere, we would
have K = 1/R2s, with Rs the sphere radius. We’ll now suppose that we have a line
tension γ penalizing the perimeter and a condensation energy area density c. Then,
the phenomenological form in Eq. 4.2 combined with Eq. 4.5 yields
E = γ
√
4piA−KA2− cA. (4.6)
To find the critical droplet area, we have to specify how the droplet would evolve
in time. Perhaps the simplest choice of the dynamics is that the droplet area will
grow or shrink, driving the energy E to a minimum. These relaxation dynamics are:
∂tA = −ω(dE/dA), where ω is inversely proportional to a characteristic relaxation
time. We would then set ∂tA= 0 to find the critical area A∗ at which the seed starts
to grow. We find
A∗ = 2pi
K
1− c√
c2 +Kγ2
 . (4.7)
This formula also works for nucleation on a flat plane: Taking the K→ 0 limit, we
find A∗→ piγ2/c2. Also, the critical area A∗ may be related to the critical radius R∗
of the geodesic disc, since A= 2pi[1−cos(√KR)]/K, where R is the geodesic distance
from the center of the droplet to the edge. We find that the critical droplet radius is
given by
R∗ = 1√
K
arctan
(√
Kγ
c
)
, (4.8)
recapitulating the result in Eq. 11 in Ref. [34]. Let us take these mathematical results
as our foundation and build up the theory of droplets in two dimensions.
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4.2 Thermodynamic potentials and Landau-Ginzburg
energies
We will now consider possible corrections to the phenomenological energy in Eq. 4.2.
First, we consider the possibility that the line tension γ depends on the shape of the
droplet. To begin, we will follow Tolman’s classical thermodynamic analysis [85], but
work in two dimensions. This analysis consists of writing down the change in free
energy of the combined liquid-vapor system giving the usual expression for the Laplace
pressure. Then, using the Gibbs adsorption equation and the Laplace pressure, one
finds a relation between the line tension γ and the radius R of the nucleated drop:
dγ =− Υ∆ρ d
(
γ
R
)
, (4.9)
where Υ is the order parameter (e.g., mass density) computed at the interface (i.e.,
a per-unit-length density) and ∆ρ is the change in order parameter between the
ordered and disordered state (i.e., a per-unit-area density). Recapitulating Tolman’s
arguments, one finds that the ratio Υ/∆ρ may be parameterized in terms of a length
δ as follows: Υ/∆ρ= δ+δ2/(2R). Substituting this parameterization into Eq. 4.9 and
integrating yields
γ(R) = γ∞
e
pi
4−tan−1(1+ δR)√
1 + δR +
δ2
2R2
(4.10)
≈ γ∞
(
1− δ
R
+O
(
R−2
))
, (4.11)
where we may now identify the δ as a length associated with the first 1/R correction
to the line tension. This is the so-called Tolman length, which has evidently the same
character in two and three dimensions, at least within Tolman’s original thermodynamic
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analysis. We have therefore identified a potential correction to our theory.
We have until now considered droplets with infinitely sharp and static interfaces.
However, realistic nuclei will have finite thickness and fluctuating interfaces. We may
therefore consider a scalar order parameter ψ(x) that can capture spatial variation
in the interface between phases. The field ψ(x) may represent the local density of
material or perhaps the degree of crystallinity. We will suppose that ψ(x) takes on
constant (i.e., spatially uniform) values ψ1 > 0 in the ordered phase and ψ2 < 0 in the
disordered phase (see Figure 4.1). Since we will be interested in first-order transitions
between these phases, we can set up a potential for ψ(x) that has two potential wells
at ψ1,2, separated by an energy barrier. A simple form for that potential is
V(ψ) =−mψ
2
2 +
λψ4
4! −hψ, (4.12)
where m,λ > 0 are phenomenological parameters and h is a bias that we can tune to
make the ordered or disordered phase more energetically favorable by setting h > 0
or h < 0, respectively. At coexistence when the two phases are equally favorable
and h= 0, we readily find that ψ1,2 =±
√
6m/λ for the potential parameterization in
Eq. 4.12. Penalizing spatial variations in ψ(x), the free energy functional H associated
with the field ψ(x) may be written as
H =
∫
ddx
(
κ
2 (∇ψ)
2 +V(ψ)
)
. (4.13)
In the absence of thermal fluctuations, the equilibrium configuration of the field ψ
will extremize the functional H. Such a saddle-point solution will necessarily satisfy
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the Euler-Lagrange equation
δH
δψ
= 0 =−κ∇2ψ+ ∂V
∂ψ
. (4.14)
Two obvious solutions to this equation are the spatially uniform states ψ = ψ1,2.
However, when h = 0, we also have a different solution ψ ≡ ψI(z) that varies along
one direction z:
ψI(z) =
√
6m
λ
tanh
(√
m
2κz
)
(4.15)
Such a solution interpolates between the values of the order parameter at the two
minima of the potential V(ψ) and has a (d−1)-dimensional, infinite interface centered
at z = 0 with a characteristic thickness w ∼
√
κ/m. What about a solution with a
droplet of the ψ1 phase inside a sea of ψ2? Indeed, such solutions are possible if we
solve Eq. 4.14 using spherical coordinates. We would then find a spherically symmetric
soliton solution.
The spherically symmetric case is particularly simple when the characteristic thickness
of w is sufficiently small and there is a slight asymmetry in the energy of the two
minima (a small non-zero h, for example). Then, the spherically symmetric soliton
solution has the same form as Eq. 4.15, where we replace z with r− r0, the radial
distance away from the droplet surface, taken to be a sphere with radius r0. This
solution, ψI(r− r0), interpolates between the stable phase, ψ1, inside the droplet
(r < r0) and the metastable state ψ2 outside the droplet (r > r0). This scenario is
depicted in Figure 4.1. Then, substituting this solution into Eq. 4.13, we find that the
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Figure 4.1: The dashed curve corresponds to the scenario where the minima are
degenerate h= 0. The solid curve depicts the development of a metastable and stable
state, ψ2 and ψ1, respectively. For both curves m> 0 and λ > 0.
free energy associated with such a droplet is given by
E = 2piκ
∫
dr r
(
dψI
dr
)2
+ 2pi
∫
dr r (V(ψI))
≈ 2pir0
(4mκ
λ
√
m
2κ
)
︸ ︷︷ ︸
γ
−pir20 (V(ψ2)−V(ψ1))︸ ︷︷ ︸
c
, (4.16)
where we have assumed a thin interface width w  r0. We have now identified
that the free energy has two terms: one proportional to the perimeter 2pir0 of the
droplet and one to the area pir20. We may thus identify the associated line tension
γ and condensation energy c. We have now confirmed that the mean-field solution
of this scalar field model is consistent with our phenomenological analysis with the
isoperimetric inequality.
What about the effects of thermal fluctuations? This is a difficult question because the
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nucleation and growth process is a non-equilibrium phenomenon and using standard
equilibrium techniques is problematic. One possibility is to look at this process near
the critical droplet size, where we expect the droplet to remain roughly stationary.
In this case, we may suppose that the energy of the droplet in Eq. 4.13 establishes a
Boltzmann distribution with which we may calculate a free energy. Specifically, we
may introduce a small field perturbation δψ(x) away from the mean field solution
ψ∗I ≡ ψI(r− r∗0), where the droplet radius is set to the critical value r0 = r∗0. The free
energy, then, would schematically look like
F =−kBT ln
∫
[dδψ]e−βH[ψ
∗
I+δψ], (4.17)
where we would integrate over all possible fluctuations δψ away from the critical droplet
solution ψ∗I . The first correction amounts to evaluating a functional determinant, as
discussed by Callan and Coleman [16]. We will calculate such a correction using a
more geometrical approach that treats the undulations of the critical nucleus interface,
instead. The connection between these two approaches is discussed in some detail by
Gu¨nther, Nicole, and Wallace [37] and Zia [92].
4.3 Effects of Fluctuations on Critical Radii
In this section we derive expressions for the line tension of droplets in the plane and
on the surface of a sphere including Gaussian fluctuations of the interface away from
a midline. Our approach follows the general tack of Zia’s analysis [92]. The derivation
ends up being less heuristic in two dimensions, as compared to three dimensions, since
the interfaces are curves and the arclength coordinate is easily defined on the entire
droplet. Our procedure is:
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1. Construct normal coordinates in the surface near the interface, and in these
coordinates compute the metric and gradient operator.
2. Assume that the order parameter, ψ, depends only on the coordinate normal to
the interface and expand the Euler-Lagrange equations up to O
(
k2
)
(k(s) being
the relevant curvature appearing in the metric).
3. Use these Euler-Lagrange equations to eliminate the potential V(ψ(ξ)) from the
total energy H.
4. With this energy compute the partition functions, and thereby the free energy
and surface tension.
4.3.1 Curves on surfaces
Consider a two dimensional surface embedded in three dimensions. Within this surface
lies a curve, the droplet interface, parameterized by its arclength, R(s). The Darboux
frame is constructed from tˆ, the unit tangent; γˆ , the curve normal in the surface; and
Nˆ, the surface normal. The unit vector γˆ is constructed from the other two by the
cross-product, γˆ ≡ Nˆ× tˆ. This frame is determined at every point of the curve by the
following set of differential relations:
d
ds

tˆ(s)
γˆ(s)
Nˆ(s)
=

0 kg(s) kn(s)
−kg(s) 0 −τg(s)
−kn(s) τg(s) 0


tˆ(s)
γˆ(s)
Nˆ(s)
 , (4.18)
where kg is the geodesic curvature, kn is the normal curvature, and τg is the geodesic
torsion. We first construct normal coordinates in the vicinity of the curve and within
the surface. A point on the surface away from the curve would have a position r given
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by
r(s,ξ) = R(s) + ξγˆ(s), (4.19)
with ξ a distance away from the curve along its normal at an arclength coordinate s.
Making use of Eq. 4.18 as necessary, we compute the metric:
gij ≡ dr
dqi
· dr
dqj
=
(1− ξkg)
2 + ξ2τ2g 0
0 1
 , (4.20)
where q = (s,ξ). The derivatives of the order parameter are
∇ψ = = ∂ψ
∂qα
gαβ
∂r
∂qβ
(4.21)
= 1
(1− ξkg)2 + (ξτg)2
∂ψ
∂s
∂r
∂s
+ ∂ψ
∂ξ
γˆ . (4.22)
Now, assuming the order parameter, ψ(ξ), depends on only the normal coordinate ξ,
we can write the energy Eq. 4.13 as
H =
∫
dsdξ
√
(1− ξkg)2 + (ξτg)2
[
κ
2 (ψ
′)2 +V(ψ)
]
. (4.23)
The Euler-Lagrange equations Eq. 4.14 can be used to eleminate the potential from
the energy. However the first integral necessary to do so only exists for the flat
soliton solution given in Eq. 4.15. A consistent expansion in the curvature would
require knowledge of higher and higher curvature contributions to the Euler-Lagrange
equations. For our purposes, the lowest order of the Euler-Lagrange equations suffices
when considering just one power of the curvature in the energy. However, if one wishes
to work at higher orders in the curvature, such as k2g , more work is required. We
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provide an example in the Appendix III.
Since we are going to consider nucleation in the plane and on the sphere, we set
τg(s) = 0 (see the Appendix II for details). Moreover, we may now set ψ(ξ,s) to the
arc-length independent solution ψ0(ξ) to the Euler-Lagrange equations. The energy
from Eq. 4.23 then takes the form
H→Hkg =
∫
ds(γ0−γ1kg(s)) (4.24)
where γ0 = κ
∫
ψ′20 dξ and γ1 = κ
∫
ξψ′20 dξ. Note that the curvature term proportional
to kg will not contribute for symmetric interface profiles ψ0(ξ) which look the same
both in the ordered and disordered phase. This is natural as the sign of the curvature
kg must be defined with respect to either the disordered or ordered phases (e.g., kg > 0
for an interface curving into the ordered phase). Indeed, if there is no difference
between the ordered and disordered phases as measured by the distance ξ away from
the interface, then this term must be zero by symmetry.
To study the effects of fluctuations of interface we expand the geodesic curvature in
small deviations about some reference. The geodesic curvature can be written as
follows
kg(s) = R¨ · (N× R˙). (4.25)
We are going to expand the curvature in a geodesic polar parametrization,
r(φ) =R(1 + (φ)), (4.26)
with (φ) describing the small fluctuations around a droplet of radius R. We expand
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(φ) in Fourier modes,
(φ) =
∑
n6=0
anfn(φ) (4.27)
where n is an integer and the fn(φ) are the set of real orthonormal basis functions
(see Appendix II for details). Note that f0(φ) is a constant so that we may absorb it
into the radius R. So, our summations and products over n in everything that follows
are assumed to be over all integers except for zero.
Starting with interfaces in the plane, the normal curvature is zero and the geodesic
curvature becomes the only curvature in the problem:
kg = k(φ) =
r2 + 2(r′)2− rr′′
(r2 + (r′)2)
3
2
. (4.28)
Substituting Eq. 4.26 into the curvature, expanding to quadratic order, and then
plugging the result into the curvature energy Eq. 4.24 gives the energy on the plane:
HR2 =
∫
γ0R
[
1 + 12(
′)2
]
dθ−2piγ1
= 2pi(γ0R−γ1) + γ0R2
∑
n
n2a2n. (4.29)
Note that the energy in Eq. 4.29 is just for the interface of the droplet. In addition,
we know that there is a condensation energy that sets the overall size of the droplet.
Again, we will be working near critical droplet sizes so that we may treat them as
stationary objects with a fluctuating perimeter.
With these developments of the interface description, we now turn to the thermal fluc-
tuations. An ensemble of critical droplet shapes at some fixed area A and temperature
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T will have a partition function with a fixed area constraint as follows:
ZR2 = `
∫
[dR]δ(A−A[R])e−βHR2 (4.30)
where ` is a microscopic length scale that will depend on the details of the transition.
A similar consideration occurs for fluctuating lipid vesicles, where ` is of order of a few
lipid molecules [29]. Furthermore, if the transition occurring is one of crystallization,
then the relevant length scale will be the lattice spacing. In any case, ` is at the scale
of the (typically microscopic) basic constituents of the system. The measure [dR]
represents an integration over all droplet shapes. The area of a particular configuration,
A[R], in the parametrization Eq. 4.26 is
A[R] = piR2
(
1 + 12pi
∑
n
a2n
)
≡ piR2(1 + δa), (4.31)
where we have defined δa, a convenient representation of the sum in the first equality.
The measure, then, may be written as
∫
[dR]≡
∫
dR
∫ ∏
n
dan. (4.32)
Together with this definition and a change of variables in the delta function, we have
ZR2 = `
∫
dR
∫ ∏
n6=0
dan
e−βHR2
2piR(1 + δa)
δ
R−
√
A/pi
1 + δa

= `√
4piA
∫ ∏
n6=0
dan
e−βH¯R2√
1 + δa
, (4.33)
where we resolved the delta function by performing the integral over R. The substi-
tution of R results in a new energy, H¯R2 , which expanded to quadratic order in an
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is
H¯R2 = γ0
√
4piA−2piγ1 +γ0
√
A
4pi
∑
n
(n2−1)a2n. (4.34)
The occurrence of (n2−1) in Eq. 4.34 is not just happenstance: the modes a1 and
a−1 correspond to infinitesimal translations of the membrane, analogously to the
translation modes of three-dimensional vesicles when expanded in spherical harmonics
[38, 75]. Next, we write the prefactor of the Boltzmann weight as follows:
1√
1 + δa
≈ 1− 14pi
∑
a2n ≈ e−
1
4pi
∑
a2n . (4.35)
With all of the considerations given thus far the partition function takes the form
ZR2 =
`√
4piA
∫ ∏
n6=0
dane−
1
4pi
∑
a2n−βH¯R2 . (4.36)
As it stands now, this partition function is problematic for a number of reasons. First,
it does not yield a factor of the area coming from integration over the infinitesimal
translations. This occurs because the term in the exponential coming from the delta
function (e− 14pi
∑
a2n), which we call the Jacobian factor, contains the translation modes.
To deal with this we must also include Faddeev-Popov and Liouville corrections as
discussed by Cai et al. [15]. Ordering the calculation by powers of the temperature, the
Faddeev-Popov and Liouville corrections come in at the same order as the Jacobian
factor. This is an essential point: to calculate consistently to lowest order, we
must neglect the Jacobian term along with these more subtle corrections. All of
these additional corrections are higher order in temperature than the leading-order
corrections we are interested in. However, if in the future we wished to study correlation
functions, we would be forced to include the other corrections: they are necessary at
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the outset for a consistent calculation. With these observations in mind, we take our
partition function to be
ZR2 =
`√
4piA
∫ ∏
n6=0
dane−βH¯R2 . (4.37)
Let us now go back to the translation modes a1 and a−1. As for analogous analyses
of vesicle shape fluctuations [38, 75], we exclude these modes from our analysis as
they contribute to an entropic factor associated with the center of the droplet. Similar
zero-energy modes are found in the functional determinant method of calculating
the free energy (see discussion around Eq. 4.17), and such modes must be properly
normalized [23]. However, in our simple physical picture of the nucleus as a fluctuating
membrane, we can fix the center and ignore these modes entirely, as done for theories
of fluctuating vesicles [38].
Now we are prepared to compute the free energy, βFR2 = − lnZR2 , excluding the
translation modes. The rest of the integrations over an may be performed as they are
all Gaussian integrals. We find
βFR2 = ln
(
P
`
)
+β(γ0P −2piγ1) +
∑
n>1
ln
[
βγ0P
4pi2 (n
2−1)
]
, (4.38)
where we have recognized that we can replace A with the perimeter P of a disk with
the same area A, for which 4piA = P 2. This makes the various terms contributing
to the free energy a little more transparent, such as the usual constant line tension
term βγ0P . Consider that the first term in the free energy, when given a minus
sign and exponentiated, yields the size dependent scaling of the nucleation rate
prefactor (recall Eq. 4.1) Γ0 ∝ 1/P . This result matches the results of [37, 89], and a
requirement for this to be the true scaling is that no term logarithmic in the perimeter
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Figure 4.2: A few examples of regularization functions are given. The red square
curve corresponds to the hard cutoff defined by f(x) = 1−Θ[x−1]. The remaining
blue curves are examples of the smooth regularization curves defined as follows: For
0 ≤ x < 1, ρ(x) = exp[r(−(x− 1)−2 + 1)] and for x ≥ 1, ρ(x) = 0. The various blue
curves have varying r from 0.001 (more sharp) to 0.01 (more smooth).
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can arise from the fluctuation mode sum. Indeed with a hard cutoff used in the
sum, there is no additional logarithm of the perimeter. What we describe now is a
different regularization procedure for which the fluctuation sum does contribute terms
logarithmic in the perimeter.
To complete these sums we a introduce a cutoff function ρ(n/N) where ρ(0) = 1 and
compactly supported. Consider ρ(x) as a smoothed and compactly supported version
of the function f(x) = 1−Θ[x−1], where Θ[x] is the Heaviside step function. Note
that f(x) is the usual hard cutoff at n=N . Such an example is depicted in Figure
4.2. The regularity of the cutoff function is related to the asymptotic estimates for the
sums: more regularity leads to better estimates in powers of 1/N . For an accessible
review and introduction to these methods, see Tao’s online notes [84]. Within this
regularization scheme, the free energy becomes (for N  1):
βFR2 ≈ βγP
(
1− 2piδT
P
)
+ ln
(
piP
`
)
+
(
−32 +N〈ρ〉
)
ln
(
βγP
4pi2
)
+N
∫ 1
0
lnx2ρ(x)dx+N lnN2〈ρ〉 (4.39)
≈ βγP
(
1− 2piδT
P
)
+ ln
(
piP
`
)
− 32 ln
(
βγP
4pi2
)
+N
[
ln
(
βγP
4pi2
)
−2 + lnN2
]
. (4.40)
where 〈ρ〉 ≡ ∫ 10 ρ(x)dx≈ 1, and we redefined γ0 = γ, γ1 = γδT .
Equations 4.39 and 4.40 are our main result of the thermal fluctuation analysis. The
first term proportional to β is the usual mean-field result, which includes a Tolman
length δT . Note that the Tolman length δT is proportional to γ1, which we argued
vanishes for symmetric phases, which has also been argued on general grounds for the
three-dimensional problem [30]. Assuming the highest accessible undulation mode is
given by N = P/`, where, again, ` is the length scale of the microscopic constituents
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of the droplet, we see that the nucleation rate prefactor takes the form Γ0 ∝ P 1/2.
It is for this reason that we discuss the regularization dependence on the nucleation
rate. Note that Gu¨nther et al. [37] identify the three-dimensional case as a special
one because the equivalent of our fluctuating sum contributes non-trivially to the
nucleation rate (and does not for two and four dimensions).
Note that the contribution to Γ0 comes from the finite piece of the sum over modes
n, which evidently depends on the choice of regularization procedure. It’s possible
that our model would require modifications to the integral measure in Eq. 4.32 to
remove this dependence, as the issue of having an infinite number of modes an already
appears in this measure. These subtleties may be the source of discrepancy between
our calculation and previous work such as Garriga’s calculation [31], done using zeta-
function regularization, and Voloshin’s analysis [89], which connects the integration
over modes an to the harmonic oscillator partition function via the path integral.
These and other studies ended up yielding the Γ0 ∝ 1/P result we find with a hard
cutoff. An additional subtlety is that these previous works do not fix the droplet area
A and deal with the resulting unstable mode (the a0 mode which gets a negative
eigenvalue) using analytic continuation. In our analysis, by fixing the droplet area,
we do not have to worry about the unstable a0 mode. Reconciling these approaches
would be an interesting topic for further study.
Unlike the Γ0 contributions, both the smooth and hard cutoffs yield the same divergent
terms (terms proportional to N in Eq. 4.40), which we will study in more detail
below. Indeed, aside from the consideration of the nucleation rate, we may treat
the various fluctuation corrections in Eq. 4.40 as renormalizations of the line tension
γ. These terms will introduce weak, logarithmic dependence on the perimeter P .
For reasonable parameter values, these corrections serve to increase the effective line
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Figure 4.3: The red curve is a schematic of the fluctuation interface of a droplet on
the sphere.
tension compared to the bare value γ. This is analogous to the correction to the
surface tension in two-dimensional membranes [25].
We note that interest in these logarithmic corrections is not new. Schmitz et al. have
studied the impact of interface fluctuations on logarithmic contributions to the surface
tension [73]. As previously noted, the interest in logarithmic corrections as it pertains
to scaling in nucleation rates spans a wide range of fields: from cosmology to chemical
physics[22, 16, 49, 37, 10]. These same corrections appear throughout the membrane
literature as thermal corrections to membrane moduli. [63, 66, 15, 25] Most of this
work focuses on three dimensions, and in terms of the prefactor to the nucleation rate,
a general consensus is that Γ0 ∝ A7/6, where A is the surface area of the nucleated
droplet [31, 37, 69].
In the same fashion one may calculate the free energy for nucleation on the surface
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of a sphere of radius Rs. The curve on the sphere is parametrized in geodesic polar
coordinates r(φ) =R(1+ (φ)), as shown in Figure 4.3. The quantity R is the geodesic
distance from the center of the droplet to the midline of the droplet edge, analogous
to the the radius parameter R used in the flat case. The process for analyzing the
fluctuations is the same as in the plane, including the integration over R. The resulting
free energy reads, for large N ,
βFS2 ≈ βγP
[
1− 2piδT
P
(1−2a¯)
]
+ ln
(
piP
`
)
+
(
−32 +N〈ρ〉
)
ln
[
βγR2s(cos−1(1−2a¯))2
P
]
+N
∫
lnx2ρ(x)dx+N lnN2〈ρ〉 (4.41)
≈ βγP
[
1− 2piδT
P
(1−2a¯)
]
+ ln
(
piP
`
)
+
(
−32 +N
)
ln
[
βγR2s(cos−1(1−2a¯))2
P
]
−2N +N lnN2, (4.42)
where a¯= A/4piR2s is a rescaled area of the nucleated region, and we still have γ0 = γ
and δT = γ1/γ. We wrote our expression in terms of the perimeter P of a geodesic
disk with area A, which satisfies P = 4piRs
√
a¯(1− a¯). Note an interesting property of
the nuclei on the sphere: When a¯= 1/2, the Tolman length term vanishes, regardless
of the value of the Tolman length! This makes intuitive sense because when A= 2piR2s,
the nucleus fills a hemisphere. Therefore, its boundary is on the equator of the sphere
and is a perfectly straight interface! Indeed, unlike the plane, it is possible to have a
finite-sized region on the sphere with a perfectly straight boundary.
Apart from the difference in the Tolman term, the sphere energy has a different
fluctuation correction proportional to N . One can verify that for small areas A 4piR2s,
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Figure 4.4: We compare the effective surface tension, renormalized by temperature
fluctuations, between the flat and spherical case. The flat surface tension is always
larger, as shown by the plotted ratio γflatT /γ
sphere
T > 1. We compared the tensions
at the critical droplet sizes for the two respective cases. We used the bare tension
value γ = 2, a condensation energy c= 1, and `= 0.01. As expected, the two tensions
coincide as Rs becomes large. Also, as T → 0, both tensions will just reduce to their
bare value of γ.
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that the two corrections coincide in the flat and sphere case. It’s interesting to compare
the renormalized line tensions in the two cases. Setting N = P/`, we find that the
renormalized tension γT ≡ γ+ δγ has
δγ =

kBT
`
ln
[
βγP 3
(2pie`)2
]
flat
kBT
`
ln
[
βγPR2s(cos−1(1−2a¯))2
(e`)2
]
sphere
. (4.43)
The tensions are similar. Note that we have to evaluate these tensions at the respective
critical droplet sizes for the two cases. This is because, as discussed above, the free
energy approach only makes sense near the critical droplet size where the system
may be approximated as stationary, with a Boltzmann distribution over fluctuating
interface modes.
We can look at the difference between the spherical and flat case by looking at the
ratio γflatT /γ
sphere
T , which is plotted in Figure 4.4. The difference between the two
for reasonable parameter values is of order 10% for the largest values. We see that
the surface tension is always larger in the flat case. The behavior of the ratio is
understandable. First, as T → 0, both of the tensions go to their bare values γ, so
that the ratio goes to one. Similarly, as R increases, the spherical case must approach
the flat one and we also get a ratio approach unity. The crossover lengthscale will
be related to the critical droplet radius, which for the choice of parameters given
in Figure 4.4 is given by R∗ = γ/c = 2. So, as the sphere radius R becomes much
larger than this critical droplet size, the flat and sphere case begin to coincide. This
is evident from Figure 4.4.
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Chapter 5
Future Directions
When the internal ordering is non-uniform, the coalescence of nucleated droplets
becomes more complicated. In the usual scenario of curvature driven growth, the
contact of two droplets creates a region of high curvature that is quickly relaxed by a
velocity gradient favoring faster normal velocity at this new region of high curvature.
The final result is the coalesced droplets becoming, asymptotically, a disc of uniform
curvature. Now consider nucleated droplets with an internal lamellar structure. The
the contact of droplets with two arbitrarily chosen wavevectors will almost always lead
to a grain boundary. The effect of this is to add another stage to the nucleation process,
whereby both during and after growth the dynamics continue acting to resolve, to
the extent possible, the main grain boundaries present in the system. Such a process
occurring on the sphere is even more sophisticated; the non-uniform ordering must
accommodate the the defect structure inherent to the sphere (see the Poincare`-Brouwer
theorem). Such complex dynamics have been observed before in spherical shells of
cholesteric liquid crystals by Tran et al. [86]. As the name suggests, these systems also
have a chiral factor which is usually in competition with imposed boundary conditions
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Figure 5.1: A time series of nucleated droplets of cholesteric liquid crystal confined
between spherical shells. Time proceeds from left to right. Images courtesy of Lisa
Tran.
on the surfaces of the shell. Figure 5.1 shows the nucleation of cholesteric liquid crystal
droplets, but the internal order of the droplets is difficult to observe at this stage of
nucleation. In addition to the internal ordering adding complications, there is the
possibility of the surfaces themselves being subject to thermal fluctuations in the form
of height fluctuations induced by the surrounding environment. For these surfaces, the
effect of the presence, or lack of, an area constraint must necessarily alter the growth
kinetics of droplets. This is perhaps the lowest order effect one would expect to make
an impact, but we also know from studies on the sphere that the presence of curvature
also has an effect. Even for a membrane which is on average flat, the fluctuations of
the surfaces create local curvature that nucleated droplets will see. It may be that in
most scenarios the relative time scales of these two events—membrane fluctuations
and nucleation kinetics—are drastically different and the problem neatly decouples.
And there still remain problems with old knowns (known unknowns, to be specific).
The issue of renormalization in the Brazovskii model is not new ground. One of
the peculiarities, studied by Carilli, Delaney and Fredrickson [17], is that the use of
mean-field parameters with fluctuations included separately make better predictions
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than the renormalized parameters in the nucleation of lamellar phases. The exact
renormalization group is becoming a widespread and better understood tool, and it
may prove illuminating in understanding the renormalization group in these system.
Shiwa [78] derived the exact flow equations for the vertex functions but, obstructed
by the complexity of these equations, was forced to resort to assumptions that led
to results previously found by Hohenberg and Swift [39]. In the work of Barci and
Stariolo [7] a step is taken that would appear to go beyond that of [39] and predicts
an ordered state with nematic character. Barci and Stariolo present this work as the
first piece of a more systematic expansion of the 4-point vertex function. However,
the general character and effects of this expansion remain unexplored.
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Appendix I
We take the following conventions for the Fourier transform:
f(~x) =
∫ d~q
(2pi)d e
i~q·~xf˜(~q) (5.1)
f˜(~q) =
∫
d~xe−i~q·~xf(~x). (5.2)
These in turn imply the following orthogonality relations:
∫
d~xe−i(~q−~q
′)·~x = (2pi)dδ(~q−~q′) (5.3)∫ d~q
(2pi)d e
i~q·(~x−~x′) = δ(~x−~x′) (5.4)
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Appendix II
When expanding the droplet interface around its midline by introducing a small
deviation (θ), it is convenient to use the following set of functions as the basis for
expansions in Fourier series:
n > 0 : fn(θ) =
sin(nθ)√
pi
n < 0 : fn(θ) =
cos(nθ)√
pi
,
where θ ∈ [0,2pi) parameterizes the droplet edge. With these definitions the basis is
orthonormal. Furthermore, such definitions will make the functional integral simpler.
A general expansion for (θ) now takes the form
=
∑
|n|>0
anfn (5.5)
so,
∫
dθ 2 =
∑
|n|>0
a2n (5.6)
∫
dθ (′)2 =
∑
|n|>0
n2a2n. (5.7)
We now consider the shape of the midline of the droplet on the surface of a sphere.
The geodesic torsion is defined as follows
τg(s)≡ dNˆ
ds
· γˆ (5.8)
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If we are on a sphere of radius Rs,
dNˆ
ds
· γˆ = 1
Rs
dR
ds
· γˆ = 1
Rs
tˆ · γˆ = 0. (5.9)
The geodesic torsion is also zero in the plane since Nˆ is constant. The geodesic
curvature takes the form
kg(s) = R¨ · (N× R˙). (5.10)
To make progress we need to convert the me´lange of vectors as functions of the
arclength into a function of φ (the azimuthal angle on the sphere). Note that a dot
indicates a derivative with respect to arclength while a prime indicates a derivative
with respect to the angle φ.
dR
ds
=
(
ds
dφ
)−1
dR
dφ
(5.11)
d2R
ds2
=
(
ds
dφ
)−1
d
dφ
( ds
dφ
)−1
dR
dφ
 (5.12)
=−
(
ds
dφ
)−3
d2s
dφ2
dR
dφ
+
(
ds
dφ
)−2
d2R
dφ2
(5.13)
=−
(
ds
dφ
)−2
d2s
dφ2
t+
(
ds
dφ
)−2
d2R
dφ2
(5.14)
We can parametrize the spherical curve by
R =RsN =Rs

cosφsinθ
sinφsinθ
cosθ
 . (5.15)
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The arclength obeys the differential equation
ds
dφ
=Rs
√√√√sin2 θ+(dθ
dφ
)2
. (5.16)
Now we take the necessary derivatives of R and then substitute into the expression
for the geodesic curvature.
kg(φ) = R¨ · (N× R˙) =
(
ds
dφ
)−3
R′′ · (N×R′) (5.17)
A short calculation gives
R′′ · (N×R′) =R2s
2cosθ(dθ
dφ
)2
+ sin2 θ cosθ− sinθ d
2θ
dφ2
 . (5.18)
The geodesic curvature then reads
kg =
2cosθ
(
dθ
dφ
)2
+ sin2 θ cosθ− sinθ d2θ
dφ2
Rs
(
sin2 θ+
(
dθ
dφ
)2)3/2 . (5.19)
As a check, we can take two limits to verify the expression for the geodesic curvature.
In the first, we assume there is no variation in the interface, looking to find the
constant geodesic curvature expression for circles on the sphere.
circle: kg =
1
Rs
sin2 θ cosθ
sin3 θ
= 1
Rs tanθ
(5.20)
If we let θ = r/Rs, where r is a geodesic polar radius, and let Rs→∞
lim
Rs→∞
kg = lim
Rs→∞
1
r+O( 1
R2s
)
= 1
r
. (5.21)
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The curvature of a circle of radius r in the plane! Now let us put the derivatives back
but with the substitution θ = r/Rs.
kg =
2cos
(
r
Rs
)[(
dr
dφ
)2
+ R
2
s
2 sin
2
(
r
Rs
)]
−Rs sin
(
r
Rs
)
d2r
dφ2[
R2s sin2
(
r
Rs
)
+
(
dr
dφ
)2]3/2 (5.22)
When we take Rs→∞,
lim
R→∞
kg = lim
R→∞
2
(
dr
dφ
)2
+ r2− r d2r
dφ2 +O( 1R2s )(
r2 +
(
dr
dφ
)2
+O( 1
R2s
)
)3/2
= 2(r
′)2 + r2− rr′′
(r2 + (r′)2)3/2
(5.23)
This is exactly the expression for the curvature in polar coordinates in the plane.
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Appendix III
Here we establish that the infinite interface form for the order parameter is the correct
substitution to order k2. We work in the spirit of the calculation of [30].
Begin with the following functional:
H =
∫
d2x
(
−κ2ψ∇
2ψ+ c2
(
∇2ψ
)2
+V(ψ)
)
(5.24)
The extremizer of this functional is the solution to the following Euler-Lagrange
equation:
−κ∇2ψ+ c∇4ψ =−∂V
∂ψ
(5.25)
In the normal coordinates used throughout these notes, the Laplacian takes the form
∇2ψ = ∂
2ψ
∂ξ2
− kg(s)(1− ξkg(s))
∂ψ
∂ξ
(5.26)
where the order parameter, ψ(ξ), takes a particular form:
ψ(s,ξ) = ψ0(ξ) +k(s)ψ1(ξ) +k(s)2ψ2(ξ) (5.27)
If we apply the Laplacian again to get the 4th derivative terms, then we will generate
derivatives of the geodesic curvature with respect to the arclength. To simplify the
problem we assume that kg(s) is slowly varying and, therefore, the derivatives can be
set to zero.
Given below are expansions in powers of the curvature for various quantities appearing
in the energy functional.
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∇2ψ ≈ ψ′′0 +k
(
ψ′′1 −ψ′0
)
+k2
(
ψ′′2 −ψ′1− ξψ′0
)
(5.28)
∇4ψ ≈ψ(4)0 +k
(
ψ
(4)
1 −2ψ(3)0
)
+k2
(
ψ
(4)
2 −2ψ(3)1 −2ξψ(3)0 −ψ′′0
)
(5.29)
V(ψ) =V(ψ0) +kψ1 ∂V
∂ψ
∣∣∣∣∣
ψ0
+k2
ψ2 ∂V
∂ψ
∣∣∣∣∣
ψ0
+ 12ψ
2
1
∂2V
∂ψ2
∣∣∣∣∣
ψ0
 (5.30)
With these results in hand, we expand the Euler-Lagrange equation 5.25 in powers of
the curvature k:

−κψ′′0 + cψ(4)0 + ∂V∂ψ
∣∣∣
ψ0
= 0 k0
−κ(ψ′′1 −ψ′0) + c
(
ψ
(4)
1 −2ψ(3)0
)
+ψ1 ∂
2V
∂ψ2
∣∣∣∣
ψ0
= 0 k1
(5.31)
There is a “first integral” for the k0-order Euler-Lagrange equation:
ψ′0
−κψ′′0 + cψ(4)0 + ∂V∂ψ
∣∣∣∣∣
ψ0
= 0, (5.32)
⇒
(
−κ2 (ψ
′
0)2 + cψ′0ψ′′′0 −
c
2(ψ
′′
0)2 +V
)′
= 0 (5.33)
which is:
(
−κ2 (ψ
′
0)2 + cψ′0ψ′′′0 −
c
2(ψ
′′
0)2 +V
)
= A (5.34)
The constant A is fixed by enforcing the boundary conditions. As ξ→−∞, ψ′(ξ)→ 0
(the reason for considering the metastable state as being at ξ → −∞ is from the
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construction of the normal to the curve in the surface, which results in ξ > 0 inside
the droplet) and we get
V (ψ(−∞)) = A (5.35)
The order parameter at infinity takes on the value corresponding to the metastable
state. We can, without loss of generality, set the value of the potential at the metastable
state to be zero. Now we are free to write the first integral as
−κ2 (ψ
′
0)2 + c(ψ′0ψ′′0)′− c(ψ′′0)2−
c
2(ψ
′′
0)2 +V(ψ0) = 0. (5.36)
The energy functional as series in the curvature has a leading-order term given by
Hk0 =
∫
dsdξ
(1
2κ(ψ
′
0)2 +
1
2c(ψ
′′
0)2 +V(ψ0)
)
(5.37)
From the first integral of motion, we have
V(ψ0) = κ2 (ψ
′
0)2− c(ψ′0ψ′′0)′+
3c
2 (ψ
′′
0)2. (5.38)
Now we can rewrite this leading order term as
H2,k0 =
∫
dsdξ
(
κ(ψ′0)2 + 2c(ψ′′0)2
)
(5.39)
The next order in the curvature k yields the contribution
Hk1 =
∫
dsdξ
ψ1 ∂V
∂ψ
∣∣∣∣∣
ψ0
+κψ′0ψ′1− cψ′0ψ′′0 + cψ′′0ψ′′1
−ξ
(
V(ψ0) + 12κ(ψ
′
0)2 +
1
2c(ψ
′′
0)2
)]
k(s) (5.40)
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By substituting in for the zeroth order solution ψ0 to the Euler-Lagrange equation,
and using the first integral in Eq. 5.36, we rewrite this contribution as
Hk1 =
∫
dsdξ ξ
(
κ(ψ′0)2 + 2c(ψ′′0)2
)
k(s). (5.41)
Finally, at order k2, we find the contribution
Hk2 =
1
2
∫
dsdξ f [ξ,ψi(ξ)]k2(s), (5.42)
where
f [ξ,{ψi}] =(−2ξψ1 + 2ψ2) ∂V
∂ψ
∣∣∣∣∣
ψ0
+ψ21
∂2V
∂ψ2
∣∣∣∣∣
ψ0
+ c(ψ′0)2−2ξκψ′0ψ′1 +κ(ψ′1)2
−2cψ′1ψ′′0 −2cψ′0ψ′′1 −2cξψ′′0ψ′′1 + c(ψ′′1)2 + 2cψ′′0ψ′′2 + 2κψ′0ψ′2. (5.43)
This contribution may be simplified by using the Euler-Lagrange equations and
integration by parts. The simplified expression reads
Hk2 =
1
2
∫
dsdξ
(
κψ1ψ
′
0 + 2cψ′1ψ′′0 + c(ψ′0)2
)
k2(s). (5.44)
The correction ψ1 to the Euler-Lagrange equation starts to come in at order k2 in the
energy.
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Appendix IV
This appendix provides the details of the derivation of the loop corrections, the
equation of state, and the change in the thermodynamic potential, ∆Φ, which appear
in Chapter 2. The following text is divided into three sections: Useful Identities and
Relations, The Disordered State and Loop Corrections, and The Ordered State and
∆Φ. In the latter two sections, Feynman diagram techniques are used to facilitate
the computations. Our goal is to derive all of the equations in the main text in more
detail.
Useful Identities and Relations
Recall that the Gaunt coefficients in the main text were defined as follows
Υ`1,`2,`3m1,m2,m3 ≡
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
 `1 `2 `3
m1 m2 m3

`1 `2 `3
0 0 0
 , (5.45)
where the 2 by 3 matrices are the Wigner 3j symbols, which are related to the Clebsch-
Gordon coefficients used for adding angular momenta in quantum mechanics [1]. We
will now derive various identities for the Gaunt coefficients from the known properties
of the Wigner 3j symbols, which are familiar from the quantum mechanics literature.
The Gaunt coefficients which appear in Eq. 5.45 satisfy triangle relations given by
Υ`1,`2,`3m1,m2,m3 = 0 if `3 > |`1 + `2| or `3 < |`1− `2| (5.46)
Υ`1,`2,`3m1,m2,m3 = 0 ifm1 +m2 +m3 6= 0 (5.47)
Furthermore, because the 3j symbol is invariant under an even permutation of its
columns, and an odd permutation generates an overall factor of (−1)`1+`2+`3 , the
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presence of two such symbols in the Gaunt coefficients means that the latter coefficients
are invariant under any permutation of the indices, i.e. Υ`1,`2,`3m1,m2,m3 = Υ
`1,`3,`2
m1,m3,m2 =
Υ`3,`2,`1m3,m2,m1 = . . .. The second 3j symbol in Eq. 5.45 has a special from and implies the
following selection rule:
Υ`1,`2,`3m1,m2,m3 = 0 if `1 + `2 + `3 is odd. (5.48)
The Gaunt coefficients also obey a reflection property (again due to a similar property
of the 3j symbol):
Υ`1,`2,`3m1,m2,m3 = Υ
`1,`2,`3−m1,−m2,−m3 . (5.49)
Finally, the following special case will be useful:
Υ`1,`2,0m1,m2,0 =
δ`1−`2δm1+m2(−1)m1√
4pi
. (5.50)
We use the same convention for δx, the Kronecker delta function, as was used in the
main text: δx = 1 if x= 0 and δx = 1 otherwise.
Like the 3j symbols, the Gaunt coefficients obey various summation relations. The
first one of interest is on the quantum numbers on the bottom row for one coefficient,
∑
m1
(−1)m1Υ`1,`1,`m1,−m1,0 =
(2`1 + 1)δ`√
4pi
(5.51)
and for two of them:
∑
m1,2
Υ`1,`2,`3m1,m2,m3Υ
`1,`2,`
′
3
m1,m2,m′3
= Υ`1,`2,`30,0,0 δ`3−`′3δm3−m′3
√√√√(2`1 + 1)(2`2 + 1)
4pi(2`3 + 1)
. (5.52)
To expand the cubic and quartic terms in our Hamiltonian H (terms proportional
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to λ3,4 in Eq. 2.1), it is necessary to compute the integral of a product of three and
four spherical harmonics Y m` ≡ Y m` (θ,φ) (`= 0,1,2, . . .; m=−`,−`+1, . . . , `) over the
spherical coordinates θ (longitude) and φ (colatitude). To make our notation more
compact, we introduce a vector of indices ` ≡ (`,m), so that summations over the
indices may be written as follows:
∑
`
≡∑
`
∑`
m=−`
.
The integral of three spherical harmonics is known to be:
∫
dΩY`1Y`2Y`3 = Υ
`1,`2,`3
m1,m2,m3 . (5.53)
With this one can immediately write down the expansion of the cubic term,
∫
dΩΨ3 =
∑
{`i}3i=1
Ψ`1Ψ`2Ψ`3
∫
dΩY`1Y`2Y`3 (5.54)
=
∑
{`i}3i=1
Υ`1,`2,`3m1,m2,m3Ψ`1Ψ`2Ψ`3
The product of four spherical harmonics is expanded using the following identity:
Y m1`1 (θ,φ)Y
m2
`2
(θ,φ) =
∑
`
Υ`1,`2,`m1,m2,m(Y
m
` )∗ (5.55)
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So, the quartic term reads
∫
dΩΨ4 =
∑
{`i}4i=1
Ψ`1Ψ`2Ψ`3Ψ`4
∫
dΩY`1Y`2Y`3Y`4 (5.56)
=
∑
{`i}4i=1,`,`′
Υ`1,`2,`m1,m2,mΥ
`3,`4,`
′
m3,m4,m′
∫
dΩ(Y m` )∗(Y m
′
`′ )∗
4∏
i=1
Ψmi`i (5.57)
=
∑
{`i}4i=1,`
(−1)mΥ`1,`2,`m1,m2,mΥ`3,`4,lm3,m4,−m
4∏
i=1
Ψmi`i . (5.58)
Note that the pairing off of the spherical harmonic modes Y mi`i modes in Eq. 5.56 is
arbitrary. Hence, we may rearrange the mi’s (i= 1, . . . ,4) in the two Gaunt coefficients
in Eq. 5.58 any way we like. This will be an important symmetry of these Gaunt
coefficients which we will use when calculating the loop corrections in the next section.
The Disordered State and Loop Corrections
We now calculate the 2-point correlation function or propagator gd and 4-point vertex
function Γ(4) in the disordered phase. We’ll put a subscript on the propagator to
distinguish it from the propagator in the ordered phase, go, calculated in the next
section. In the following we will use standard diagrammatic techniques (see, e.g. [82]).
To begin, we write down the Hamiltonian H defined in Eq. 2.5.. Expanding the quartic
term calculated as shown in Eq. 5.58, we find
H =∑
`
[
(`− `0)2 +R2τ
2
]
|Ψm` |2 +
R2
3!
∑
{`i}3i=1
γ(3)
3∏
i=1
Ψmi`i +
R2
4!
∑
{`i}4i=1
γ(4)
4∏
i=1
Ψmi`i ,
(5.59)
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where we recall the definition of the bare vertex functions γ(3) ≡ γ3({`i}3i=1) and
γ(4) ≡ γ(4)({`i}4i=1) from Chapter 2, repeated here for convenience:
γ(3) = λ3Υ`1,`2,`3m1,m2,m3 (5.60)
γ(4) = λ4
∑
`
(−1)mΥ`1,`2,`m1,m2,mΥ`3,`4,`m3,m4,−m. (5.61)
We now define the Feynman rules to construct our diagrams. The first major component
comes from the quadratic piece of the Hamiltonian, from which we derive the free
propagator, denoted by a line:
≡
〈
Ψm1`1 Ψ
m2
`2
〉
0
= (−1)
m1δ`1−`2δm1+m2
(`1− `0)2 +R2τ . (5.62)
To simplify formulae that appear throughout the rest of this text, we make the
definition M(`,τ) = (`− `0)2 + τR2. The quartic term yields a 4-fold vertex,
=−λ4R2
∑
`
(−1)mΥ`1,`2,`m1,m2,mΥ`3,`4,`m3,m4,−m =−R2γ(4), (5.63)
while the cubic term is denoted by
=−λ3R2Υ`1,`2,`3m1,m2,m3 =−R2γ(3). (5.64)
Finally, we will sum over the angular momentum indices `i and mi of any internal
lines (i.e., lines which connect two vertices or the same vertex to itself). We can use
these simple diagram elements to construct a perturbation expansion in the couplings
λ3,4, which we take to be small.
Let’s begin with corrections to the inverse propagator. Using the geometric series for
the propagator [82], it is possible to write the fully renormalized inverse propagator
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diagramatically as follows:
g−1d (`1, `2)≡ ( )−1 = ( )−1− 1PI , (5.65)
where the fully renormalized propagator is denoted by a double line, and the second
term on the right-hand side is the sum of all the two-point amputated one-particle
irreducible (1PI) graphs. These are the graphs that cannot be cut into two sub-graphs
by removing a single propagator link. There are many of these graphs that one
would have to calculate. However, we simplify the calculation by looking at just the
one-loop correction. If we include the cubic term, there are two different kinds of loop
corrections:
+ (5.66)
In Brazovskii’s analysis [11], he argues that the first loop correction may be neglected
relative to the second in Eq. 5.66 because the loop integration in the first diagram
only contributes over a narrow set of directions. This is more difficult to see in our
spherical harmonic expansion, but we may neglect this diagram in our analysis, as
well. We shall return to this point later (see Eq. 5.81).
We can actually include an even larger set of diagrams if we replace the propagator in
the loop with the renormalized propagator g to yield a self-consistent equation:
( )−1 ≈ ( )−1− , (5.67)
where we have neglected the first loop diagram in Eq. 5.66 which we expect to be
small. The renormalized propagator g in this approximation has a new temperature-
like parameter td (instead of τ), where the subscript reminds us that we are in the
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disordered state. Hence, when calculating the loop in Eq. 5.67, we have to replace
the τ in the original propagator with td. Using our Feynman rules, this yields the
following term:
=−λ4R
2
2
∑
`,`
(−1)m1Υ`,`,`m,−m,0Υ`1,`2,`m1,m2,0
M(`, td)
, (5.68)
where M(x,y)≡ (x− `0)2 +y. Note that the factor of two which appears in Eq. 5.68
comes from the symmetry factor of the diagram. Using Eq. 5.51 to sum on m, we find
=−λ4R
2
2
∑
`
(−1)m1(2`+ 1)Υ`1,`2,0m1,m2,0√
4piM(`, td)
=−λ4R
2
8pi
∑
`
(−1)m1δ`1−`2δm1+m2(2`+ 1)
M(`, td)
≡−(−1)
m1δ`1−`2δm1+m2
8pi L1 (5.69)
where we used the special value of the Gaunt coefficient in Eq. 5.50 and identified L1
as the divergent summation to be performed.
Now we must grapple with the sum L1 in Eq. 5.69. There is a logarithmic divergence
that occurs for large `. To remedy this divergence, we introduce a large momentum
cutoff Λ. The summation over ` may then be regularized using the Pauli-Villars
technique [82] by introducing a modified propagator:
gd(`1, `2)→ (−1)
m1Λ2δ`1−`2δm1+m2
M(`1, td)M(`1,Λ2/R2)
. (5.70)
Note that we will take Λ `0 to be very large, so that the relevant physics around
`≈ `0 is not modified. With this propagator, the summation in Eq. 5.69 is convergent
and, with some assistance from a computer algebra system (Mathematica v10.1,
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Wolfram Research, Inc., Champaign, IL), we compute
L1
λ4R2
= ln
(
Λ2
R2td
)
+ ln(R2td)−2Reψ(0)
(
iR
√
td− `0
)
+ (1 + 2`0)
R
√
td
Imψ(0)
(
iR
√
td− `0
)
, (5.71)
where ψ(0)(z) is the digamma function, with properties and asymptotic expansions
tabulated in Ref. [1]. We now regularize L1 by subtracting off the logarithmic
divergence, which in the field-theoretic language would correspond to introducing an
appropriate counterterm [82]. Next, we assume that `0 1, so that the argument of
the digamma functions in Eq. 5.71 is large and we may make use of an asymptotic
series for ψ(0)(z). This yields the regularized sum
L′1 ≈−λ4R2 ln
[
1 + `
2
0
R2td
]
+ 2λ4R`0√
td
[
pi coth(piR
√
td)−atan
(
R
√
td
`0
)]
. (5.72)
Note that there are two important dimensionless parameters in Eq. 5.72: piR
√
td and
R
√
td/`0. When we take the R→∞ limit, we want to be sure to recover the correct
planar limit described by the original Brazovskii analysis (adapted to two dimensions)
[11]. To do this, we must take `0 →∞ as R→∞ such that `0/R = k0 remains
constant. Recall that k0 = 2pi/λ0 corresponds to the special wavevector associated
with the unstable wavelength λ0. Moreover, since we are interested in small td where
we find the largest contributions from fluctuations, we may approximate L′1 by
L′1 ≈
2piλ4R`0√
td
coth(piR
√
td). (5.73)
Substituting Eq. 5.73 into Eq. 5.69 and evaluating the latter equation at `1 = `2 =
`0 yields the self-consistent equation for td in Chapter 2 (Eq. 2.11) via Eq. 5.67.
Alternatively, Eq. 5.67 may be written as an equation for the fluctuation-renormalized
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propagator gd ≡ gd(`1, `2). Note that this propagator is diagonal, i.e., it vanishes
unless `1 = `2 and m1 =−m2:
g−1d =
[
M(`1, τ) +
L′1
8pi
]
(−1)m1δm1+m2δ`1−`2 , (5.74)
where L′1 is given in Eq. 5.73.
The vertex function Γ(4) is calculated in a similar way. As discussed in Chapter 2, we
are only interested in the quartic term corrections (the λ3 = 0 case). This time, there
are three relevant amputated diagrams:
Γ(4) = − − − . (5.75)
Let’s compute the first one as the rest are similar. We have
= R
4λ24
2
∑
`5,`6,`,`
′
(−1)m+m′Υ`1,`2,`m1,m2,mΥ
`5,`6,`
m5,m6,−m
×
(−1)m6+m5Υ`5,`6,`
′
−m5,−m6,m′Υ
`3,`4,`
′
m3,m4,−m′
M(`5, td)M(`6, td)
= λ4R
2
2
∑
`
(−1)mΥ`1,`2,`m1,m2,mΥ
`3,`4,`
m3,m4,−mΠ(`), (5.76)
where `1,2,3,4 are the indices of the four external (amputated) legs. We have performed
the summations over m5,6 using Eq. 5.52 and identified our loop summation
Π(`) =
∑
`1,`2
λ4R2Υ`1,`2,`0,0,0√
4pi(2`+ 1)
2∏
i=1
√
2`i+ 1
M(`i, td)
. (5.77)
The most divergent contribution to the sums over `1,2 in Eq. 5.77 comes from `1 ≈
`2 ≈ `0. The Gaunt coefficient in Eq. 5.77 contains no divergences, so we will set
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`1 = `2 = `0 in this coefficient. This leaves us with the single sum
Π(`)∝ L2 ≡
∑
`
λ4R2(2`+ 1)
[M(`, td)]2
, (5.78)
where the constant of proportionality is easily read off from Eq. 5.77. The sum L2 in
Eq. 5.78 does not need regularization and reads
L2 =
λ4`0 Imψ(0)(iR
√
td− `0)
Rt
3/2
d
− λ4R Imψ
(1)(iR
√
td− `0)
t
1/2
d
− λ4`0 Reψ
(1)(iR
√
td− `0)
td
, (5.79)
where ψ(1)(z) is the first derivative of the digamma function. Although we do not
have to regularize, we will want to capture the correct asymptotic behavior of the
sum L2. Once again, we are interested in the two limits R
√
td→ 0 and R
√
td→∞ in
such a way that `0/R remains constant. Once again making use of the asymptotic
properties of the polygamma functions [1], we find
L2 ≈ λ4pi
2`0
td sinh2(piR
√
td)
+ λ4`0pi coth(piR
√
td)
Rt
3/2
d
, (5.80)
which manifestly yields the result in Chapter 2. The sum L2 also clearly diverges in
the small td limit, either as t
−3/2
d in the planar limit (R
√
td→∞ with `0/R fixed) or
as t−2d in the finite size scaling regime (R
√
td→ 0).
Finally, let us return briefly to our neglected loop correction to the propagator. Now
that we have calculated L2, we may use the same calculation to evaluate the following
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diagram, which also includes a summation over two propagators:
= R
4λ23
4
√
pi
(−1)m1δm1+m2δ`1−`2
∑
`1,`2
Υ`1,`2,`10,0,0√
2`1 + 1
2∏
i=1
√
2`i+ 1
M(`i, td)
. (5.81)
So, as before, we look at the most divergent contribution which occurs when `1 = `2≈ `0.
We are again left a single summation which gives us the same divergences as Eq. 5.80.
Therefore, at our momenta of interest `1 = `0, we find that when R
√
td  1, the
diagram scales like Υ`0,`0,`00,0,0 Rλ23t
−3/2
d
√
`0 and like Υ`0,`0,`00,0,0 R2λ23t−2d
√
`0 when R
√
td 1.
In either case, when `0  1, these contributions are much smaller than the loop
correction we already calculated in Eq. 5.69 because Υ`0,`0,`00,0,0
√
`0 ≈ const. for large `0,
while the contribution in Eq. 5.69 increases linearly with `0. Hence, just as in the
Brazovskii analysis, we may neglect this loop correction when `0 1.
The Ordered State and ∆Φ
Recall that in the ordered state, we have to expand around a new potential minimum,
so that our Hamiltonian has a different form and a different set of Feynman rules.
First, instead of the fields Ψmi`i , our new fluctuating fields are the modes ψ
mi
`i
of the
fluctuations ψ away from the ordered state Ψ. The Hamiltonian for these fluctuating
modes includes all of the terms in the Hamiltonian in Eq. 5.59. However, there are new
cross terms coming from powers of the expanded modes Ψmi`i = Ψ
mi
`i +ψ
mi
`i
, which we
will denote by ∆H. These new terms are all non-linear in ψmi`i . The fields ψ describe
fluctuations away from the potential minimum. So, we have
∆H =R
2
6
∑
{`i}4i=1
γ(4)ψm1`1 ψ
m2
`2
[
ψm3`3 +
3
2Ψ
m3
`3
]
Ψm4`4 +
R2
2
∑
{`i}3i=1
γ(3)ψm1`1 ψ
m2
`2
Ψm3`3 (5.82)
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Note that we have also ignored all the terms that do not depend on ψ, as these do
not contribute to any correlation functions of the ψ fields. These new terms introduce
three new kinds of vertices, with three or two legs which we may contract. We denote
these vertices as follows:
=−R
2
6
∑
`4
γ(4)(`1, `2, `3, `4)Ψ
m4
`4 (5.83)
=−R
2
2
∑
`3,`4
γ(4)(`1, `2, `3, `4)Ψ
m3
`3 Ψ
m4
`4 , (5.84)
=−R
2
2
∑
`3
γ(3)(`1, `2, `3)Ψ
m3
`3 (5.85)
where the circles on the legs indicate the insertion of an ordered field mode Ψmi`i . Note
that all of our ordered fields will have `i = `0, so we may omit the index ` of these
modes in the following. When calculating averages of the fields ψ, these two new
vertices must be included in the Feynman rules already defined in the previous section.
The vertex in Eq. 5.83 is the next-lowest order contribution to the three-point function
〈ψψψ〉 (after the bare contribution from the cubic term which vanishes for any `0 > 0,
anyway), while the vertex in Eq. 5.84 contributes a new term to the propagator equation.
Before calculating any loop corrections, let’s study the scaling properties of these two
new vertices for small λ3. Recall from Chapter 2 that the ordered state amplitude
a satisfies a2 ≈ 4pito/λ4 when λ3 = 0 (see also Eq. 5.104 below). Hence, the circles
in the new vertices will bring in scaling factors of Ψ∼
√
to/λ4 (although this scaling
may be complicated by the presence of the cubic term). Then, we may verify that the
contribution from the three-point function λ4〈ψψψ〉 is small relative to the two point
function contribution λ4〈ψψ〉Ψ: 〈ψψψ〉/(〈ψψ〉Ψ) ∼
√
λ4to/(to
√
to/λ4) ∼ λ4/to  1.
It is possible that this particular scaling fails if the cubic coupling λ3 is sufficiently
large. We still expect to be able to neglect the three-point function, because both
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the leading order contribution to 〈ψψψ〉 and 〈ψψ〉Ψ are proportional to the ordered
state amplitude within our approximation, so the three-point function should still
be relatively small. However, a detailed check is beyond the scope of this analysis.
So, following Brazovskii, we now neglect the three-point function contribution, and
calculate the equation for the magnetic field h:
hm =
1
4piR2
〈
δH[ψ+ Ψ]
δΨm
〉
= 14piR2
[〈
δ(H[Ψ])
δΨm
〉
+
〈
δ(∆H)
δΨm
〉]
= τΨ
∗
m
4pi +
λ4
8pi
∑
`1,2,m3,`
(−1)mΥ`1,`2,`m1,m2,mΥ
`0,`0,`
m3,m,−mΨm3
×
[
〈ψm1`1 ψ
m2
`2
〉+ δ`2−`0δ`1−`03 Ψm1Ψm2
]
+ λ38pi
∑
m1,2
Υ`0,`0,`0m,m1,m2Ψm1Ψm2 , (5.86)
where in the second line we retain just the terms in the Hamiltonian expanded around
the ordered state, H[ψ+ Ψ], which retain at least a single power of Ψ, since we
take a functional derivative with respect to the ordered state modes Ψm. We also
drop all terms that are linear in the fluctuations ψ, since 〈ψ〉 = 0 as discussed in
Chapter 2. Our task now is to write hm just in terms of the ordered state modes
Ψm and the renormalized value of τ in the ordered state, to. Before proceeding,
we will make an approximation (partially justified below) that only the diagonal
components m1 = −m2 = m and `1 = `2 = ` contribute to the two-point function
go(`1, `2) = 〈ψm1`1 ψ
m2
`2
〉. This is manifestly true for the disordered state, as can be seen
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from Eq. 5.74. In this diagonal approximation, Eq. 5.86 reduces to
hm =
τΨ∗m
4pi +
λ4
8pi
∑
`1,`
Υ`1,`1,`m1,−m1,0Υ
`0,`0,`
m,−m,0〈ψm1`1 ψ
−m1
`1
〉Ψ−m
+ λ424pi
∑
m1,2,3,`
(−1)mΥ`0,`0,`m1,m2,mΥ
`0,`0,`
m3,m,−m
3∏
i=1
Ψmi
+ λ38pi
∑
m1,2
Υ`0,`0,`0m,m1,m2Ψm1Ψm2 . (5.87)
Our equation of state, Eq. 5.87, only depends on the two-point function go(`1, `2)≡〈
ψm1`1 ψ
m2
`2
〉
of fluctuations in the ordered state. To calculate this function in the
Hartree-Fock approximation, we proceed as in the disordered state calculation and
construct a diagrammatical equation:
( )−1 ≈ ( )−1−
[
+
]
−
[
+ +
]
, (5.88)
where the double line now indicates a propagator with the ordered state temperature
parameter to. Like the disordered state version, the parameter to will be independent
of the mode indices `1,2 and m1,2. This “isotropic” approximation, however, must
be justified as the ordered state corrections include new terms (not present in the
disordered state calculation in Eq. 5.67) with non-trivial m dependence. First, there
are two new diagrams without any loops:
=−λ3R
2
2
∑
m3
Υ`1,`2,`0m1,m2,m3Ψm3 (5.89)
=−λ4R
2
2
∑
`,m3,4
(−1)mΥ`1,`2,`m1,m2,mΥ
`0,`0,`
m3,m4,−mΨm3Ψm4 , (5.90)
where the external legs have indices `1,2. This contribution is called the ordered state
term in the main text (see Eq. 17). As usual, this contribution will be important
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for the special modes with `1 = `2 = `0. A scaling analysis at λ3 = 0 reveals that
Eq. 5.90 is the most important difference between the propagators in the ordered and
disordered states. The contribution from Eq. 5.90 scales like λ4R2a2 ∼R2to due to the
presence of the ordered state legs. The loop corrections scale like λ4`0Rt−1/2o for the
planar limit R
√
to 1 and λ4`0t−1o for the finite size scaling regime R
√
to 1 . So,
loop corrections are suppressed by the coupling constant λ4 relative to the correction
without any loops, and the latter is the largest correction in this perturbative analysis.
As discussed in more detail below, we expect a similar suppression when λ3 6= 0, but
will make no detailed checks.
The cubic term, Eq. 5.89, also contributes. However, note that by the property of the
Gaunt coefficients, it only contributes for a single, special non-zero ordered state mode
Ψm with m=m1 +m2. Conversely, the term in Eq. 5.90 will have contributions from
all ordered state modes. So, we will neglect this cubic term contribution for now, and
then check that this is reasonable approximation within our isotropic approximation
(see Eq. 5.107). The same argument applies for the last loop correction in Eq. 5.88,
which is also generated by the cubic term. We expect it to be negligible relative to
the other loop contributions. For now, we focus on the contribution in Eq. 5.90.
For ordered states with a single mode, Ψm, the contribution in Eq. 5.90 vanishes
except when m1 = −m2. We also expect terms with m1 6= −m2 to be suppressed
because, in the absence of a cubic term, they will only contribute when they satisfy
the sum rule m1 +m2 +m3 +m4 = 0 where m3,4 are indices which contribute to the
ordered state Ψ. So, we will assume that our ordered state propagator is diagonal, i.e.,
vanishes whenever m1 6=−m2. This approximation has an analogy in the Brazovskii
analysis: the propagator corrections with external momenta not adding up to zero
91
(pointing in opposite directions) are thrown out. So, our contribution of interest is
`0,m1 `0,−m1≈−
λ4R2(−1)m1
8pi
∑
m
α`0m1,m|Ψm|2, (5.91)
where we have indicated the appropriate mode indices on the external legs and
introduced an important combination of Gaunt coefficients:
α`0m1,m2 = 4pi
∑
`
(−1)m1+m2Υ`0,`0,`m1,−m1,0Υ
`0,`0,`
m2,−m2,0. (5.92)
Let us now move on to the loop corrections.
The first loop correction in Eq. 5.88 is the same Hartree-Fock contribution we found for
the disordered state in Eq. 5.69. So, there is nothing new here except for a replacement
of td by to. However, we may rewrite the contribution in a convenient way as follows:
=−R
2
2
∑
`3,4
γ(4)(`1, `2, `3, `4)go(`3, `4). (5.93)
The first new loop contribution in the ordered state is reminiscent of the Γ(4) loop
correction in the disordered state (Eq. 5.76):
= R
4λ24
2
∑
`1,2,m3,4
(−1)mΥ`1,`0,`m1,m3,mΥ
`0,`2,`
m4,m2,−mΨm3Ψm4
M(`1, to)M(`2, to)
Υ`1,`2,`0,0,0
√√√√(2`1 + 1)(2`2 + 1)
4pi(2`+ 1)
.
(5.94)
We will now explicitly show that this loop correction is negligible compared to Eq. 5.93
when λ3 = 0. First, we look at the largest contribution from this term, which happens
near the region `1,2 ≈ `0 in Eq. 5.94. As discussed in the main text and above, we
neglect the off-diagonal contributions to the two-point function, so we may set the
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external leg indices `1,2 to `1 = `2 = `0 and m1 =−m2. We then find an expression
similar to the one for the vertex correction in Eqs. 5.76, 5.78:
m1 −m1
= (−1)
m1R4λ24
2
∑
m2,`
A`0(m1,m2)|Ψm2|2(2`+ 1)
[M(`, to)]2
= (−1)
m1piR2`0λ24
2
∑
m2
A`0(m1,m2)|Ψm2|2
×
[
pi
to sinh2(piR
√
to)
+ coth(piR
√
to)
Rt
3/2
o
]
, (5.95)
where we have indicated the appropriate m indices on the external legs of the diagram.
This contribution includes a special function A`0(m1,m2) that introduces an m-
dependence to the diagram:
A`0(m1,m2)≡
∑
`
[Υ`0,`0,`m1,m2,m]
2Υ`0,`0,`0,0,0√
4pi(2`+ 1)
. (5.96)
Recognizing that |Ψm2|2 ∼ a2 ∼ to/λ4 in Eq. 5.95, it is easy to see that this new loop
correction scales in the same way as the loop correction in Eq. 5.93. So, we will have
to analyze the function A`0 in some detail to prove that, much like in the Brazovskii
analysis, Eq. 5.95 contributes significantly only for special values of m1: when m1 is
equal to one of the m’s that contributes to the ordered state Ψ.
We can check explicitly that Eq. 5.95 does not contribute significantly. The ratio of
the two loop contributions for an arbitrary state Ψ with modes Ψm = acm is given by
∆L≡
∣∣∣∣ ∣∣∣∣/
∣∣∣∣∣
∣∣∣∣∣
=
∑
m2
48pi2A`0(m1,m2)
(3− δm2)α`0m2,m2
[
1 + 2piR
√
to
sinh(2piR
√
to)
]
≈ 48pi2∑
m2
A`0(m1,m2)
(3− δm2)α`0m2,m2
≡∑
m2
∆L(m1,m2), (5.97)
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where we have assumed piR
√
to & 1 in the last line. In the finite-size limit piR
√
to 1,
the expression in the last line simply gets multiplied by a factor of 2. We plot this
ratio in Fig. 5.2(a) for a single non-zero ordered state mode Ψm2 = acm, for which
∆L= ∆L(m1,m2). To facilitate rapid computation of the Gaunt coefficients, we use
a fast numerical algorithm [41]. We find that the ratio is quite small (∆L 1) for
most values of m1,2, except for values of m1 that are close to −m2. This condition is
the analog of the special directions discussed by Brazovskii [11], where the external
momenta of the loop contribution in Eq. 5.94 are aligned with the reciprocal lattice
vectors of the patterned phase. To check that ∆L indeed decreases rapidly away
from these special directions, we plot in Fig. 5.2(b) the ratio of scattering functions
A`0(m1,−m1 + ∆m)/A`0(m1,−m1), where ∆m is the distance away from the special
direction. We find that as |∆m| increases, we get a rapid decay in the scattering
function A`0 . When λ3 6= 0, the ordered state amplitudes in the loop correction might
have a different scaling, as discussed previously. The particular directions cm will also
change. However, since the summations over the internal propagators in the loops
remain the same, we again expect to be able to neglect the loop in Eq. 5.95 relative
to Eq. 5.93 even when λ3 6= 0, but a detailed check is beyond the scope of this paper.
Thus, we have (partially) justified our neglect of the loop correction in Eq. 5.94 when
computing the propagator in the ordered state. This is also consistent with the
Brazovskii analysis. So, going back to our equation for the propagator, we find
( )−1 ≈ ( )−1−
[
+
]
g−1o (`1, `2) =M(`,τ)(−1)m1δ`1−`2δm1+m2
+ R
2
2
∑
`3,4
γ(4)[Ψm3Ψm4 +go(`3, `4)], (5.98)
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where we have used Eq. 5.93 for the loop correction. It is clear that Eq. 5.98 reduces
to Eq. 2.15 in Chapter 2 if we substitute in the expression for the bare vertex function
γ(4) in Eq. 5.98. Finally, we may evaluate the inverse propagator at `1 = `2 = `0 so
that the inverse propagator just picks out the fluctuation-renormalized value of τ ,
denoted by to: g−1o = (−1)m1R2to(m1)δm1+m2 . Note that to will depend on the index
m1, due to the ordered state term in Eqs. 5.91. So, Eq. 5.98 reduces to:
to(m1) = τ +
λ4(−1)m1
2
∑
`,m,`
Υ`0,`0,`m1,−m1,0Υ
`,`,`
m,−m,0〈ψm` ψ−m` 〉
+ λ48pi
∑
m
α`0m1,m|Ψm|2 (5.99)
= τ + λ42
∑
`,`
(−1)m+m1Υ`0,`0,`m1,−m1,0Υ
`,`,`
m,−m,0
M(`, to(m))
+ λ48pi
∑
m
α`0m1,m|Ψm|2. (5.100)
After some rearrangement and relabelling of indices, we find the loop correction term
that may be conveniently substituted into Eq. 5.87:
λ4
2
∑
`1,`
Υ`1,`1,`m1,−m1,0Υ
`0,`0,`
m,−m,0〈ψm1`1 ψ
−m1
`1
〉= (−1)m
[
to(m)− τ − λ48pi
∑
m1
α`0m,m1|Ψm1|2
]
.
(5.101)
Now everything is in place to solve for the magnetic field modes hm just in terms
of the ordered state modes Ψm. We substitute Eq. 5.101 into Eq. 5.87 and find an
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equation for hm given just in terms of Ψm and to:
hm =
to(m)Ψ
∗
m
4pi −
λ4
32pi2
∑
m1
α`0m,m1|Ψm1|2Ψ
∗
m
+ λ424pi
∑
m1,2,3,`
(−1)mΥ`0,`0,`m1,m2,mΥ
`0,`0,`
m3,m,−m
3∏
i=1
Ψmi
+ λ38pi
∑
m1,2
Υ`0,`0,`0m,m1,m2Ψm1Ψm2 (5.102)
=
t+ λ4(δm−3)α`0m,m24pi |Ψm|2
Ψ∗m
4pi +
λ3
4pi
∑
n
(−1)n
×Υ`0,`0,`0n,−n,0
[
Ψn
(1
2 − δn
)
δm+ Ψ0δm−n
]
Ψ∗n, (5.103)
In the second equality of Eq. 5.103 we assumed the ordered state modes Ψmi cancel
in pairs, so that mi = m for one of the three modes in the summations over m1,2,3.
Note that this covers many possible cases because the sums are constrained so that
m1 +m2 +m3 =−m. Note that cubic term cannot be neglected in this equation. It
will influence the nature of the ordered states chosen by the system.
It is clear from Eq. 5.103 that Ψm = 0 is a possible solution to the equation hm = 0.
However, there are also the non-trivial solutions with Ψ∗m 6= 0, corresponding to the
patterned states. These solutions have a simple form in the absence of a cubic term
(λ3 = 0 in Eq. 5.103). Dividing Eq. 5.103 by Ψ
∗
m yields a non-zero solution to hm = 0:
∣∣∣Ψm∣∣∣2 = a2|cm|2 = 24pito(m)
λ4(3− δm)α`0m,m
. (5.104)
The ordered state solutions in the presence of a cubic term are more complicated,
but we may still choose the amplitude normalization a2 = 4pito/λ4 without loss of
generality. The ordered state amplitudes in Eq. 5.104 depend on the function to(m),
which must be solved for using Eq. 5.100. This could be done numerically, but we will
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be interested in an analytically tractable approximation. Hence, to make progress, we
look for an isotropic approximation to Eq. 5.100 and replace to(m) with a constant to.
To do this, we must find some m-independent approximation to the coefficient α`0m1,m
in Eq. 5.100. The simplest solution is to average α`0m1,m over all external directions
m1:
〈α`0m1,m〉=
4pi
2`0 + 1
∑
m1,`
(−1)m1+m2Υ`0,`0,`m1,−m1,0Υ
`0,`0,`
m2,−m2,0
=
√
4pi(−1)m2Υ`0,`0,0m2,−m2,0 = 1. (5.105)
It is also worth noting that the ` = 0 term in the sum in the definition of α`0m1,m
(Eq. 5.92) contributes the most, as can be verified numerically. Then, since
4pi(−1)m1+m2Υ`0,`0,0m1,−m1,0Υ
`0,`0,0
m2,−m2,0 = 1
for any m1,2, replacing α`0m1,m with 1 in Eq. 5.100 is a reasonable approximation. After
regularizing the propagator sum as in the disordered state calculation (Eq. 5.73), we
find an m-independent solution for to:
to = τ +
λ4`0
4R
√
to
coth(piR
√
to) +
λ4
8pi
∑
m
|Ψm|2. (5.106)
A similar neglect of the angular dependence of the mass term occurs in the Brazovskii
analysis, where it has been shown that including the angular dependence does not
substantially change the results [58]. Finally, note that the cubic term we have
already thrown out (Eq. 5.89) vanishes in this approximation because it contributes
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the following to the renormalized parameter to:
λ3
2
∑
`1
(−1)m1Υ`1,`1,`0m1,−m1,0Ψ0 ∝ δ`0 , (5.107)
which vanishes for any `0 > 0. Similarly, the last loop contribution in Eq. 5.88 vanishes
in this isotropic approximation.
We now calculate the change in potential energy per unit area ∆Φ in going from the
disordered to the ordered state. We recall that we “turn on” the ordered state by
applying the field h, so that the ordered state modes Ψm = acm have their amplitudes
a increase from 0 to a. In a similar way, the renormalized parameter t changes from
td to to. So, from Eq. 2.19 in Chapter 2 and Eqs. 5.103, 5.104, we find
∆Φ =
∑
m
∫ a
0
hm
∂Ψm
∂a
da
=
∑
m
∫ a
0
ta− λ4(3− δm)α`0m,m24pi a3|cm|2
 |cm|2
4pi da
+ λ34pi
∑
m,n
∫ a
0
(−1)nΥ`0,`0,`0n,−n,0 a2
×
[
cn
(1
2 − δn
)
δm+ c0δm−n
]
c∗ncm
da
=
∑
m
|cm|2
4pi
[∫ to
td
ta
da
dt
dt
]
+ ∆4 +
λ3∆3√
λ4
, (5.108)
where we have changed variables from a to t in the left-over integral and found the
quartic term contribution
∆4 ≡− t
2
o
24λ4
∑
m
(3− δm)α`0m,m|cm|4 (5.109)
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and a cubic term contribution
∆3 ≡
√
pit
3/2
o c0
3λ4
∑
m
(3−2δm)(−1)mΥ`0,`0,`0m,−m,0|cm|2. (5.110)
We now need the Jacobian factor da/dt. The two parameters a and t are connected
via Eq. 5.106, generalized to the varying ordered state modes Ψm = acm:
t= τ + λ4`0
4R
√
t
coth(piR
√
t) + λ4a
2
8pi
∑
m
|cm|2, (5.111)
which may be compared to Eq. 5.111 in Chapter 2. We now differentiate both sides of
this equation with respect to t and rearrange the terms to find our Jacobian da/dt:
a
da
dt
= 4pi
λ4
∑
m |cm|2
{
1 + λ4`0 coth(piR
√
t)
8Rt3/2
[
1 + 2piR
√
t
sinh(2piR
√
t)
]}
, (5.112)
Substituting in the above expression into Eq. 5.108 produces the final result:
∆Φ = ∆Φ0 + ∆4 +
λ3∆3√
λ4
, (5.113)
where we have the contribution from the integral:
∆Φ0 =
∫ to
td
[
t
λ4
+ `0 coth(piR
√
t)
8Rt1/2
[
1 + 2piR
√
t
sinh(2piR
√
t)
]]
dt
= t
2
o− t2d
2λ4
+ `02piR2
[
ln(sinh(piR
√
t))− piR
√
t
2 coth(piR
√
t)
]to
t=td
. (5.114)
In the planar limit, the free energy change in Eq. 5.113 does not reduce to the
Brazovskii result in an obvious way because it depends on the directions cm of the
spherical harmonic modes. However, as in the planar case, we find that ∆Φ becomes
negative for a sufficiently negative parameter τ . Equation 5.113 may now be used
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in conjunction with the solutions for the ordered states Ψ to find the most stable
patterned phases.
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Figure 5.2: (a) The ratio ∆L, calculated in Eq. 5.97, of the two loop contributions to
the correlation function in the ordered state (see Eq. 5.88) plotted for various values
of `0, m1,2. Note that this factor is small for all directions except when m1 =−m2.
(b) The plotted ratio shows that the scattering function A`0 decays rapidly with
increasing distance |∆m| away from the special direction m1 =−m2.
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