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Abstract -
The ability to automate forced landings in an emergency such as engine fail-
ure is an essential ability to improve the safety of Unmanned Aerial Vehicles op-
erating in General Aviation airspace. By using active vision to detect safe landing
zones below the aircraft, the reliability and safety of such systems is vastly improved
by gathering up-to-the-minute information about the ground environment. This pa-
per presents the Site Detection System, a methodology utilising a downward facing
camera to analyse the ground environment in both 2D and 3D, detect safe landing
sites and characterise them according to size, shape, slope and nearby obstacles.
A methodology is presented showing the fusion of landing site detection from 2D
imagery with a coarse Digital Elevation Map and dense 3D reconstructions using
INS-aided Structure-from-Motion to improve accuracy. Results are presented from
an experimental flight showing the precision/recall of landing sites in comparison
to a hand-classified ground truth, and improved performance with the integration of
3D analysis from visual Structure-from-Motion.
1 Introduction
Everyday operations of Unmanned Aerial Vehicles (UAVs) are fast becoming a re-
ality as automation technology improves and regulations change to allow civilian
applications in commercial airspace. However, there are a number of opportunities
to improve the safety of these vehicles from a regulatory and operational point of
view. Critical to these operations is the ability to perform a safe emergency landing
in the case of engine or control surface failure. While General Aviation (GA) air-
craft pilots are highly trained in the detection and safe navigation of an aircraft to
an emergency landing site, we automate this process for application in small, fixed-
wing UAVs, in addition to using the technology to assist pilots in full-size aircraft.
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Through the use of an on-board, self-contained system that uses a downward facing
camera, we apply visual classification and 3D reconstruction of the environment be-
low the aircraft to automatically detect suitable landing sites under the flight path.
Using this information, the system will plan suitable approach trajectories to land
the aircraft safely without significantly damaging the system, and more importantly,
not adversely impact on people or property on the ground.
Fig. 1 Overview of the Automated Emergency Landing System: 1) normal flight, 2) site segmen-
tation, 3) decision processing, 4) path planning, 5) landing.
This paper presents an overview of the Automated Emergency Landing System
(AELS), the first iteration of a fully-automated landing site detection and navigation
system for fixed-wing aircraft (Fig. 1), but here we focus on the task of automated
landing site detection. The Site Detection System (SDS) uses a downward facing
camera and both 2D texture and 3D point clouds to analyse the suitability of sites
for a forced-landing. We present results showing the accuracy of the landing site
classification system to a mapped ground truth and compare both precision and
recall against this hand-classified data.
The rest of this paper is outlined as follows: Section 2 reviews related literature
on the topic of automated forced landings for Unmanned Aerial Vehicles. Section
3 gives an overview of the AELS, while Sections 4 and 5 details the implementa-
tion of the Site Detection System. Section 6 presents the experimental platform and
dataset used for this research and demonstrates results of the implementation on the
gathered data.
2 Related Work
The implementation of an automated landing site detection and navigation system
for unmanned aircraft is relatively recent in the literature. The first fully integrated
system for detecting, selecting and navigating to an unprepared site for a full-scale
helicopter is presented by Scherer et al. [15]. By utilising a nodding 3-D LiDAR
scanner, the system generates a high accuracy 3D point cloud of the terrain under-
neath a full-scale Little Bird 2-seat helicopter. By fitting a simulated aircraft foot-
print at regular intervals in the 3D point map, obstacle-free and relatively smooth
sites are extracted as candidates for an automated landing.
This solution highlights the various challenges and design decisions for the im-
plementation of such a system. The use of a LiDAR-based system is well suited to
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a GA aircraft due to their carrying capacity, relative cost of the platform and power
availability, but such systems are not suited to smaller Unmanned Aircraft for these
same reasons. Instead, we focus on the use of downward facing vision to perform 3D
reconstruction and classification. In this context, vision is not range limited (in nor-
mal Visual Meteorological Conditions [VMC]) and is suitably cheap and low-mass
for application in UAVs as small as 5kg. Since many of these low-mass UAVs are
restricted to the same VMC restrictions as many GA pilots, there is no significant
loss of ability in normal operations through the choice of a visual sensor. However,
the use of vision from such high altitudes presents a number of challenges, particu-
larly in terms of 3D reconstruction using Structure-from-Motion (SfM) and accurate
ground classification to assess suitability.
Johnson et al. [6] present an alternative implementation that uses SfM to recon-
struct the area under a small, unmanned rotorcraft to assess suitability and execute
a safe landing of the vehicle. Yu et al. perform a similar task [21]. However, the air-
craft in these experiments are flying at a relatively low altitude (a few tens of metres)
and only use image pairs for the reconstruction task. Use of this stereo triangulation
method is prone to degeneracy and unreliable at the high altitudes (500− 5000 ft
Above Ground Level [AGL]) at which we intend to operate the system due to pla-
narity of the ground and the extremely large temporal baseline required.
As the first stage of detection of potential landing sites, the SDS includes a
2D candidate identifier based on canny-edge detection, which forms a significant
component of a 2D binary landing site classifier already presented in the literature
[11, 10]. The use of texture analysis and contrast descriptors to identify suitable
landing areas has also been used by Garcia-Pardo et al. [4]. However, this approach
cannot enable decision making due to its inability to detect multiple landing sites.
Recently, a similar detection approach intended to aid pilots in decision making has
been proposed by Shen et al. [16]. This approach has limited applicability at this
point since it has only been tested using synthetic images from Google Earth®.
The lack of 3D information in these algorithms partially motivates the approach
developed here. We extend the previous 2D classification methodology to integrate
potentially noisy observations into a probabilistic representation of the ground DEM
and identify strong landing site candidates. This representation is then used as a
prior to trigger evaluation of the visual data in 3D (a potentially costly exercise).
This allows the system to corroborate or challenge the 2D classifier’s output as well
as gain a finer resolution that can determine obstacles such as trees and individual
buildings from high altitudes.
SfM is a well studied area of research, with a large sum of literature on the topic
in recent years [14, 3]. By tracking features between camera frames with overlap-
ping views, a 3D model of the scene structure and camera pose can be extracted. As
computational speed improves and algorithms become more efficient, near real-time
implementations of SfM and Visual Odometry (VO) are now in the literature [7, 12]
and can perform online on commodity hardware for small workspaces.
Typically, SfM is applied on ground-vehicles as a form of VO [8, 2], and the point
clouds generated are often used in obstacle avoidance and navigation tasks [13]. VO
has also been applied in selected airborne applications[20]. More specialised, high
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altitude applications of VO, however, presents additional challenges. Accurate VO
relies on triangulation from spatially separated cameras to achieve robust estimation
of 3D structure, meaning a reliance on aircraft movement to achieve accuracy, and
triangulation performance decreases quadratically with distance, a difficulty at the
altitudes in which we intend the system to operate. Additionally, degeneracies oc-
cur when looking at planar structure, an oft-encountered scenario when using vision
from high altitude. However, VO has been successfully applied in airborne applica-
tions [18, 17, 19] by taking into account many of these factors.
For the SDS, our interest is the mapping output of a VO system: a dense 3D
point cloud capable of discriminating obstacles and flat surfaces that are otherwise
ambiguous or indiscernible from a 2D image. While SfM provides a sparse 3D
cloud, at the altitude range we intend for the system to operate, we employ denser
mapping using high-resolution depth maps and the integration of this data into a 3D
mesh using Poisson reconstruction [5].
Fig. 2 An overview of the AELS and its components
3 System Overview
The AELS (Fig. 2) has four major components:
1. The Fault Detection System (FDS), an automated system for detection of in
flight failure modes.
2. The Site Detection System (SDS), a system for detecting and characterising
feasible landing sites below the aircraft, the focus of this paper.
3. The Multi-Criteria Decision Maker (MCDM), a continuous estimator that chooses
feasible landing sites based on certain criteria such as terrain ruggedness, slope
and obstacles as well as wind direction/speed in preparation for an emergency.
4. The Guidance Navigation and Control (GNC) system, for planning and navigat-
ing the aircraft to a safe aim point in preparation for a final landing manoeuvre.
Each operates in a loose hierarchy between sensing a failure and navigating to a safe
landing location.
This paper focuses on the Site Detection System (SDS) as the primary method
of providing landing site candidates to the higher level decision making and guid-
ance algorithms. Using on-board sensing and prior information such as satellite and
DEM data, the SDS is required to detect landing sites on the ground that meet min-
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imum criteria of size, slope, variance and proximity to obstacles such as trees and
buildings.
The SDS currently consists of three major components:
1. A binary classification algorithm that operates on purely 2D data, classifying
the pixels of each image into safe or not-safe based on derivative and intensity
measures, and
2. A world model that incorporates a terrain ruggedness prior and 2D image ob-
servations into a Bayesian model by projecting the observed classification of
safe/not-safe from the image onto the world plane, accounting for altitude dif-
ferences in the terrain.
3. A dense 3D reconstruction algorithm that leverages Poisson reconstruction to
assess potential landing sites for suitability in relation to ground variance, ob-
stacles and slope.
The major components of the SDS can be seen in Figs. 4 and 6. The map is initially
split into small segments of 100m2 and the initial probability of safe established
from a-priori data. The 2D classifier detects candidate landing sites in the image
before projecting these observations into the world plane (Fig. 4). Once a contiguous
landing site is established that meets minimum size and probability requirements,
an SfM routine uses the imagery to construct a dense 3D surface model to refine
and check the estimate (Fig. 6). From this model, the surface normals are used to
determine relatively flat and non-flat areas and segment potential obstacles from the
world plane (Fig 11). We describe these modules in more detail in the following
sections.
4 2D Landing Site Pre-Classifier
The 2D landing site classifier has already been described in the literature [11, 10].
It operates purely on 2D imagery, without any temporal information, to classify
the pixels in an image into a binary safe/not-safe classification by detecting Canny
Edges in the camera image and performing a dilation to expand the local unsafe
region. Forests, streets, buildings and cultivated land will all likely have a strong
response to the Canny edge detector with a high incidence of edges, while grassed
areas and water-bodies such as lakes and rivers will be highly uniform. The binary
classification process is repeated for each image as it is captured. An example of
this output is shown in Fig. 3
(a) (b)
Fig. 3 a) Example image and, b) canny edge detection and expansion
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4.1 Bayesian World Model
In order to determine contiguous classified landing sites, the 2D observations are
projected into a 3D world model (Fig. 4) using the known camera pose and the cam-
era intrinsics model. Camera poses are transformed from the data extracted from
a Novatel SPAN INS/GPS system that gives a highly accurate 6DOF pose of the
camera in the world frame, and the world is represented in a local Universal Trans-
verse Mercator (UTM) co-ordinate system. This world plane L is divided into a
large grid with 10× 10 metre segments Li, j that contain the necessary information
about the grid point, including altitude, relative classification probabilities, slope and
structure variance, where i, j represent the grid index in the world plane. Inherently,
each grid point has a corresponding probability of safe, P(S) (and inverse not-safe
P(NS) = 1−P(S)), depending on the properties of the site. We seek to determine
the true binary classification from the fusion of the noisy observations from the 2D
classifier, prior from a DEM and a 3D reconstruction from the on-board imagery
and camera poses. For each image gathered by the on-board camera, the pixels
Fig. 4 An Overview of the 2D Pre-classifier Fusion
xC =
[
u v 1
]T
are warped from the image plane to the world plane xL =
[
x y 1
]T
(with local height extracted from the known DEM) via a plane-to-plane homogra-
phy:
xL = HK−1xC (1)
where K is the (known) camera intrinsics matrix. Each pixel from the 2D clas-
sified image is then binned into the closest corresponding grid cell of the height-
modified world plane and a winner-takes-all strategy determines the winner obser-
vation zi at each grid point from this set of most recent pixels, where z1 = safe and
z2 = not-safe. Due to the inherently noisy observations from the 2D classifier, due to
perspective change and shadowing of the aircraft, a pure integration of the positive
classification will yield poor results. To counteract this, a sensor model is derived
from the observations and fused into the map via a recursive Bayesian update for
the cell:
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P(S)k+1 = αP(zi|x j)P(S)k (2)
P(NS)k+1 = α(1−P(zi|x j))P(NS)k (3)
where we define α as a normalising constant. Each grid-cell or site can be given a
uniform prior P(S) = 0.5 or, alternatively, a prior from an external set of data. Since
each grid-point that is observed is typically observed up to 20 times due to aircraft
speed, altitude and frame-rate, a close to uniform sensor model describing P(zi|x j) is
used to determine the probability of safe to counteract the potentially noisy output
of the 2D classifier. From empirical evaluation, we derive the sensor observation
model as P(z1|x1) = 0.52 and P(z2|x2) = 0.51. Once a grid-point leaves the set of
visible points, it can then be finally classified as binary safe/not-safe depending on
whether the probability exceeds an empirically chosen threshold (P(S) > T ). We
explore the selection of this minimum threshold in the results.
4.2 Terrain Ruggedness: Generating a Classification Prior
While a uniform prior may be suitable for the binary classification of the world
environment, a more representative prior can be generated from extensive a-priori
knowledge about the environment. In many areas, a DEM of varying resolution is
often available that allows the calculation of properties such as slope and terrain
ruggedness.
Fig. 5 A section of the prior DEM, shaded according to slope, with the approximate region flown
highlighted in red.
While slope is calculated in degrees from the plane, the Terrain Ruggedness In-
dex (TRI) is calculated as the mean difference in altitude from its neighbours:
TRI(Li, j) =
∑i+1p=i−1 ∑ j+1q= j−1 |Zp,q−Zi, j|
8 (4)
Using a hyperbolic function to map TRI (0 → ∞) to a probability (0 → 1), a prior
is established that helps to eliminate areas that may look uniform, but have a high
degree of terrain variance:
P(S)0 =
1
0.1TRI(Li, j)+ 1.8
(5)
The coefficients of the hyperbolic function are chosen empirically to meet a max-
imum safe probability P(S) ≈ 0.55 at a TRI = 0.0 (flat) and P(S) = 0.5 at a TRI
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of 4.0, corresponding to a mean variation of 0.5m on a 25m resolution DEM. We
implement this prior to take into account that, in some cases, heavily forested areas
may look uniform from a 2D perspective but contain a high degree of ruggedness.
Alternatively, farmed land may also look uniform, but subject to a high degree of
slope. A non-uniform prior helps to down-weight these particular observations and
establish a better model of safe terrain.
In addition, knowledge of areas covered by water bodies is a useful output of
such a prior, and can be easily included in the world model. Given that coastlines
do not change significantly over long periods, this is an extremely strong prior that
assists where an on-board sensor will likely fail to successfully classify a site due to
the non-static nature of the scene. Hence, areas known to be water in the DEM are
given a safe classification with probability P(S) = 1.0.
However, despite the assistance of such a set of priors, many agricultural areas
can change: forests can be cleared and fields replanted with trees. While a DEM can
give broad scale knowledge of terrain, it does not give up-to-the-minute knowledge
about land-use changes that is available from using an on-board sensor. It is for
this reason we include an active sensor, in addition to it’s ability to increase model
precision.
5 3D Landing Site Classification
While the 2D classifier can infer the suitability of a landing site to a large degree, a
significant amount of fine information is lost, and many areas of land that are suit-
able for a forced landing do not necessarily respond appropriately to a canny edge
classifier. By performing 3D analysis on a candidate site, local obstacles, terrain
smoothness and other data about the 3D environment can be better determined to
a higher resolution than both the DEM and 2D classifier. This, however, can come
at high cost: a fully-featured SfM routine is computationally expensive on limited
hardware suited to deployment on a small UAV, particularly in relation to the dense
3D reconstructions required for 3D analysis. For these reasons, we trigger the 3D
analysis only when certain criteria are met: the safe classification for a set of grid
points must exceed a minimum probability of 80%, and they must lie in a contiguous
area of minimum size. While this area may vary depending on the aircraft, we set
a minimum contiguous area of 2000m2 to suit the test aircraft, a full-scale Cessna
172.
The 3D reconstruction routine follows a standard Structure-from-Motion pipeline,
with some modifications. Once a contiguous area is recognised from the 2D clas-
sifier, those camera frames that observe the candidate site are flagged for the SfM
pipeline (as poses and views are already known to a high degree of accuracy). To
reduce complexity, frames are subsampled from the incoming stream at about 5Hz.
Additionally, instead of a structure based pose update, poses are extracted directly
from the INS solution to give an accurate estimate of pose in the world frame with-
out requiring scale or other transforms to align the poses. SURF [1] features are
tracked between frames and initial structure triangulated between matched features.
To account for any triangulation and pose errors, a monocular bundle adjustment is
applied to the set of flagged frames.
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Fig. 6 The 3D Analysis pipeline
From this optimised pose and scene structure, dense depth maps are generated
from those images that observe a potentially safe grid point, using a Semi-Local
Method for iterative refinement [9] in a GPU-based architecture to achieve depth-
map generation at about 2Hz on a consumer NVIDIA GPU. A Poisson mesh [5]
surface estimation is then applied to merge and filter out erroneous depths from the
dense maps.
5.1 3D Analysis
Once the meshed surface has been estimated, a local plane is fitted to the data cover-
ing the candidate region via a 3-point plane estimator, utilising RANSAC to remove
outliers that correspond to objects off the plane. From this plane, slope relative to
the world plane and variance of the structure are easily extracted as properties.
(a) (b)
Fig. 7 (a) Reconstructed dense surface model generated from 83 images (b) Corresponding cost-
map of proximity to high-angle normals from a fitted ground-plane)
In order to find flat contiguous areas that correspond to safe landing zones, sur-
face normals are extracted at regular intervals by fitting local planes via Principle
Component Analysis (PCA) of the points in a 5m radius neighbourhood and de-
termining the corresponding normal. The angle between this normal and the corre-
sponding local ground plane is then determined linearly:
θ = arcsin |n1u1 + n2u2 + n3n3|√
n21 + n
2
2 + n
2
3
√
u21 + u
2
2 + u
2
3
(6)
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where u = [u1,u2,u3,1], n = [n1,n2,n3,1] correspond to the plane coefficients of
the local normal and fitted ground plane respectively, and θ is the relative angle
between the normal and the fitted ground plane.
The surface is then classified into safe and not-safe via the gathered properties:
if the surface point diverges from the plane by more than 5m or the surface normal
angle θ is less than 80◦, the point is considered as not corresponding to the local
plane and flagged as not-safe. From this analysis, contiguous regions classified as
safe are extracted by a nearest-neighbour search expansion. These contiguous areas
are then mapped into the 10×10m world grid and classified as safe.
For fixed-wing aircraft, landing sites must meet certain minimum criteria related
to their width and breadth. In most cases, their length must far exceed their width.
For this reason, a 2 dimensional mask that corresponds to the minimum safe landing
footprint for the aircraft is applied to the classified world grid to find these zones.
In addition, for an upstream control algorithm, the planner must plan a path that
approaches the landing site with the maximal length. Principle Component Analysis
(PCA) is again used to determine the dominant angle from which to approach the
site by calculating the eigenvectors of the 2-variable covariance matrix correspond-
ing to X and Y directions. This is easily converted to a compass direction and passed
as an additional property of the site to the MCDM for path planning. Additionally,
the ratio of the eigenvalues can be used to determine the relative weight applied to
selection of a dominant final approach angle.
Fig. 8 The data-gathering aircraft, fitted with a Novatel SPAN INS/GPS Navigation system and
downward facing camera for site detection.
6 Experiments
A set of experiments was designed to test the efficacy and robustness of both the
2D and 3D site detection system, focusing on both recall ability and precision. Us-
ing ARCAA’s Airborne Systems Lab (ASL) (Fig. 8), a dataset was gathered from a
flight over the South-East region of Queensland, Australia. The imaging component
includes 10Hz imagery from a downward facing 1024× 768 pixels Flea2 camera
with 4mm lens. 200Hz 6DOF pose-estimates were also recorded from the on-board
Novatel SPAN INS/GPS system. The aircraft was flown for a distance of 67km at
altitudes from 100-1000ft AGL, covering a range of terrain types including water,
beach, townships, mangrove swamp, farmland, forest and crop. For this trajectory,
a high resolution satellite map was ground-truth classified into a broad set of cat-
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egories including grass, trees, water, crop, road and buildings. The classifications
were then split into binary classes based on their suitability: safe or not-safe. Water,
roads, grass and crop-land were classified as safe due to their relatively flat surface
away from civilisation, while trees and buildings were classified as not-safe due to
the likelihood of interaction with persons or damage to the aircraft. These classifi-
cations could change depending on aircraft size and whether the vehicle is manned.
Each classification was binned into a world grid corresponding to the 2D Bayesian
world model derived from the observation data.
(a) (b)
Fig. 9 (a) Overview of the flight path of the aircraft, showing overview satellite map and trajectory
(Map attribute: Nearmaps.com), grid at 1km resolution. (b) Corresponding binary classification
from Bayesian Fusion with 80% minimum classification threshold, with inset highlights. (grey:
unknown, black: unsafe, white: safe)
6.1 Results
Figure 10 shows the relative performance of the Bayesian pre-classifier, both with
and without a terrain ruggedness prior, and the 3D classifier in detecting and cor-
rectly classifying a safe landing site. For fairness in the 3D classification, and to
demonstrate accuracy of precision, we evaluate precision and recall for the 3D
classifier only over those grid points at which a 3D reconstruction was triggered,
but evaluate the 2D classifier over the whole set of observed grid points. For this
analysis, the minimum threshold probability required for the Bayesian classifica-
tion to successfully classify a site was varied from P(S) = 0.1 to P(S) = 0.999.
As can be seen, with an extremely strict minimum threshold probability of safe at
P(S) = 0.999, precision of the 2D classifier approaches 80%, at the expense of re-
call.
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Fig. 10 a) Precision/Recall for Bayesian fusion with (blue) a uniform prior and (cyan) a terrain-
ruggedness derived prior. b) ROC curve of the same data, showing similar improvements.
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Utilising a terrain ruggedness prior increases both recall and precision by ac-
counting for terrain that is not relatively smooth. Additionally, some of the gain in
precision is from successfully classifying water bodies such as lakes and ocean.
Using a minimum threshold of 80% from the TRI-derived classification, 3D anal-
ysis was triggered to cover approximately 32% of the covered area, significantly
reducing analysis time. Using the 3D classifier, precision and recall improve dra-
matically due to the inclusion of strong 3D information that is independent of the
2D classifier As there is no Bayesian probability associated with the 3D classifier,
only a single data point is available (Note the red circle in Fig. 10). For the 3D
classifier, checking of boundary points is dilated by 1 grid-point unit to account
for mis-registration caused by errors in the ground-truth map and projection of the
3D model. An example of the 3D classification and comparison to ground-truth is
shown in Fig. 11. Here it must be noted that for a forced landing, precision has far
greater importance than recall, as the ability to land safely is the key requirement
rather than detecting all candidate sites. Also note that land-use changes between
the capturing of satellite data and the presented dataset account for some of the re-
duced precision. In these experiments, the 2D Canny edge detection and bayesian
integration work in online time, updating at the 10Hz rate of the incoming imagery.
For this paper, the 3D scene reconstruction and analysis remains an offline process,
operating in a batch scheme for a set of frames that takes approximately 50-60 sec-
onds per set of 30 frames. With algorithmic improvements, including the leverage
of a GPU and other hardware speed improvements, the speed of 3D reconstruction
will improve.
7 Conclusion
An automated landing site detection system has been presented that is capable of
finding safe landing sites under a fixed-wing aircraft using purely visual data. The
algorithm leverages Structure-from-Motion and dense 3D point cloud analysis to de-
termine safe landing sites on a high resolution grid, incorporates a 2D pre-classifier
and Bayesian fusion in a world model to reduce the required 3D processing. Results
are presented showing the performance of both the 2D pre-classifier and the the per-
formance of the 3D surface analysis, showing a precision of 96% at a recall of 76%,
showing the method is capable of performing consistently on field-gathered data.
Future work includes improving performance of the algorithm to perform near-
online and incorporating the system into a demonstration aircraft capable of per-
forming an automated forced landing from failure to final approach.
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(a) (b)
(c) (d)
(e) (f)
Fig. 11 Example output classification from dataset covering an area of approximately 530×210m
a) 3D Reconstruction, b) 3D Surface Analysis, c) Binary classified map (black: not safe, white:
safe, grey: unknown), d) Corresponding ground truth binary classified map, e) Classes (orange:
trees, red: farmland, light blue: road, green: structure), f) Corresponding satellite map.
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