A numerical modelling approach, used for the analysis of stable brine displacement results, is described. The purpose of the analysis is to evaluate recent theoretical advances in modelling of density-dependent flow and transport. The data analysis involved two stages. A model based on the classical density-dependent transport theory was developed for the first stage of the analysis. Transport parameters were obtained using a sequential fitting method. The numerical model was then modified to incorporate a non-linear dispersion theory that had been recently proposed for high concentration displacements. This modified model was used to reanalyse the results obtained from the brine displacement experiments. Overall, the results of the analysis indicated that a modified transport model was required to adequately describe stable brine displacements. Q
Introduction
Brine transport through porous media occurs in many situations, e.g., disposal of transuranic radioactive wastes in salt domes (Grambow et al., 1998) . In mining, also, there are contamination sources having a high salt concentration. Examples include the highly saline waste leachate contained within tailings disposal areas in the Western Australian goldfields (Fujijasu et al., 1996) and the brine leachate generated from potash tailings and brine ponds associated with the potash, oil and gas industries in western Canada (Barbour and Yang, 1993) .
Typically, numerical models describing the movement of brine (high concentration salt solutions) through porous media are based on classical transport theory. This theory takes Fax. +44 (131) Email: A.Barry@ed.ac.uk into account, for example, the density and viscosity variations that characterise brine transport. However, in recent years, new experimental results and theoretical analyses have raised questions concerning the applicability of the classical theory to the transport of high concentration solutions, particularly the classical formulation of Fick's law. In order to provide improved theoretical predictions, Hassanizadeh and Leijnse (1988) presented extended versions of Darcy's law and Fick's law applicable to high concentration solute transport. Experimental evidence indicated that the extended formulations did not adequately describe high concentration displacements (Hassanizadeh, 1990) .
Following these experimental findings, Hassanizadeh and Leijnse (1995) examined a number of modified versions of Fick's law. They presented a non-linear dispersion theory that was shown to predict both low and high concentration displacements for a unique set of parameter values. The theory was also found (Schotting et al., 1999) to fit well the experimental results for high concentration displacements obtained by Moser (1995) . However, the fitted dispersion coefficient was found to be considerably lower than that determined by Hassanizadeh and Lcijnse (1995) for a porous medium of similar median grain size. This difference is likely to have been due to different grain P&let numbers (and flow rates) between the two sets of experiments. Nonetheless, there is still a need for further experimental data and analysis in order to evaluate fully the new theory.
Recently, we completed a series of laboratory column experiments designed to obtain, over a range of flow rates, high quality displacement results for both low and high concentration solutions. In all cases, the experiments involved unconditionally stable (i.e., upward) displacement of salt-free water by various brine solutions. The experimental results were analysed to check the applicability of the theoretical models to high concentration displacements and to examine the effect of fluid velocity on the transport parameters. Further details of the experiments are available elsewhere (Anderson et al., 1996; Anderson and Barry, 1997) .
The analysis of the experimental results relies on a numer-ical solution of the governing water flow and brine transport equations. Thus, we developed a numerical model to simulate stable brine displacements through saturated porous media. The model included the classical formulation of Darcy's law and Fick's law; this was used for the first stage of data analysis. In a second stage, the numerical model was extended to incorporate the modified version of Fick's law presented by Hassanizadeh and Leijnse (1995) , and the experimental data were reanalysed. This paper presents first a description of the numerical model and describes the process used to evaluate the data obtained from the stable displacement experiments. In particular, the parameter estimation process used to obtain the transport parameters from each set of experimental results is described, as it is not, a priori at least, a straightforward process. In addition, some of the experimental and numerical results are also presented to illustrate the applicability of the non-linear dispersion theory to high concentration displacements.
2 Numerical Models
Governing Equations
The one-dimensional numerical model developed to analyse the high concentration displacement results is based on the classical transport theory for density-dependent solute transport (e.g., Voss, 1984) . The governing equations for the basic (i.e., classical) numerical model are summarised below (a notation list is given at the end of the paper).
Conservation-of-mass equations:
Conservation-of-momentum equations:
Equations of state:
p = ,uo (1.00 + 1.85~ -4.10~~ + 44.5~~) .
In eq. 5, the effect of pressure changes on density have been ignored as insignificant for the experiments analysed here (e.g., Hassanizadeh and Leijnse, 1988) . Also, Hassanizadeh and Leijnse (1988) give +y = 0.6923. The reference states, p. = 998.23 kg/ m3 and ~0 = 10m3 Ns/m2, are for salt-free water as measured at 20°C and 1 atm, conditions that are appropriate for our experiments.
Model Discretisation and Formulation
The conservation of mass equations were discretised using the Crank-Nicolson. finite-difference scheme (Noye, 1982; Barry et al., 1983 Barry et al., , 1987 , subject to the conservation-of-momentum equations and the equations of state. Details of the numerical scheme are given by Anderson (1997) . This scheme gives an implicit and unconditionally stable representation of the governing equations. The discretised equations are second-order accurate in time and space. The numerical solution was tested extensively to ensure that it gave accurate and reliable solutions of the governing model, as discussed below. A set of matrix equations for each point in space can be developed from each discretised equation The basic density-dependent numerical model was written to solve the two sets of matrix equations, subject to appropriate initial and boundary conditions. The model solved the equations by fixed-point iteration and sufficient conditions were satisfied for convergence of the numerical model (e.g., Giles, 1987) . The iterations therefore converged to the exact solution of the discretised classical density-dependent governing equations, at least to within the discretisation error.
The code for the numerical model was written in FOR-TRAN. The code operated by solving iteratively the two matrix equations in space for successive time steps, starting from a known set of initial conditions, and subject to the specified boundary conditions. This basic numerical model was used for the first stage of the analysis of the experimental data. The model was then extended to incorporate the following non-linear dispersion equation proposed by Hassanizadeh and Leijnse (1995) to describe high concentration-gradient dispersion in porous media:
where /3 is a soil-dependent coefficient with dimensions of L2T/M.
The non-linear dispersion equation was incorporated into the basic numerical model to form a modified version of the density-dependent transport model, in which eq. 7 replaced the classical formulation of Fick's Law.
Boundary Conditions
The boundary conditions used in the numerical model were selected to simulate the laboratory experiments as closely as possible. Measured pressure data at the influent boundary and measured flow rate data at the effluent boundary were used for the boundary conditions applied to the fluid mass balance matrix equation. Measured solute concentrations at the influent and effluent boundaries were used as the boundary conditions of the solute mass balance matrix equation.
The measured pressure and concentration boundary conditions were incorporated into the matrix equations as known values at the nodal points i = 0 and i = N (corresponding to the ends of the one-dimensional flow domain) at each time step, where N is the number of increments in the xdirection. The measured flow rate at the effluent boundary was converted to a known pressure using a backwards difference discretisation and then included as a known pressure at the nodal point i = N. The accuracy of the backwards difference discretisation was consistent with the accuracy of the discretised governing equations, obtained using the CrankNicolson finite-difference scheme.
Model Verikation
The basic density-dependent numerical model was verified for low concentration solute transport by comparing the numerical model results with solutions of the advection-dispersion equation. The governing equations (eqs. 1 to 6) reduce to the advection-dispersion equation when the influent solution concentration and existing pore fluid concentrations are vanishingly small. The classical density-dependent numerical model was therefore verified for low concentration displacements by comparing the model results with the analytical solution for the advection-dispersion equation derived by Ogata and Banks (1961) for a semi-infinite column. The density-dependent numerical model was also checked against an independent numerical solution of the advectiondispersion equation that was discretised using a Crank-Nicolson finite-difference scheme. The boundary conditions used in the advection-dispersion numerical model were matched to the boundary conditions used to solve the classical densitydependent numerical model.
The problem examined in the verification simulations was a 0.1 g/Z displacement through a 0.4 m long soil column at a volume flux of 10m4 m/s. The intrinsic permeability of the soil was 10-l' m2, the porosity was 0.4, and the hydrodynamic dispersion coefficient was 5 x 10d7 m2/s. Solute breakthrough curves were determined at x = 0.3 m for the density-dependent numerical model, the analytical solution of the advection-dispersion equation and the numerical model for the advection-dispersion equation. At this location the downstream boundary condition has a negligible effect on the measured concentrations (Parlange et al., 1992) so, in effect, a semi-infinite domain was being simulated.
The three solute breakthrough curves are presented in Fig.  1 . The solute breakthrough curves show that the classical density-dependent numerical model agreed closely with the numerical and analytical solutions of the advection-dispersion equation. The density-dependent numerical model was therefore shown to accurately reflect the governing equations at low solute concentrations.
Attempts were made to verify the basic numerical model at high concentrations by comparing the results to another popular numerical model, SUTRA (Voss, 1984) . SUTRA is a finite-element model that simulates saturated and unsaturated, density-dependent groundwater flow and energy transport or chemically reactive, single-species solute transport. Numerical dispersion, problems were encountered with SUT RA so it was not possible to verify the solute transport results obtained from the basic density-dependent model for high concentration displacements. Furthermore, it was also not possible to verify the shape of the pressure curves simulated by the basic density-dependent numerical model because the viscosity in SUTRA is a constant.
As it was not possible to verify the classical density-dependent numerical model for high concentration displacements, the performance of the numerical model was checked for both low and high concentration displacements to ensure that the model was accurately reflecting the governing equations, and to check that the results were reliable and consistent over a range of concentrations.
In summary, a well established numerical solution method was adopted and used after considerable testing. In the following, grid-independent results were used in all cases.
Experiments
One-dimensional laboratory column experiments were conducted to obtain high quality displacement results for both low and high concentration solutions, over a range of flow rates. The column experiments were stable upward displacement experiments conducted at a constant flow rate.
The laboratory column apparatus consisted of an acrylic column with a detachable base and piston top cap. The inter-.nal diameter of the column was 80 mm, and the final packed soil length w;es approximately 435 mm. The column was instrumented with pressure transducers and soil conductivity probes, allowing the pore fluid pressure and concentration to be measured and logged at various locations along the length of the column, labelled Ll to L6. The conductivity probes were laboratory-scale 4-pin conductivity probes developed at The University of Western Australia (Watson and Culligan, 1999) . A diagram of the column apparatus is given in Fig. 2 .
The influent solutions used in the experiments were sodium chloride solutions with concentrations of 5 and 200 g/l. The test soil was a coarse sand which had average grain size of 0.73 mm. The column was packed with the sand under wet conditions with vibration to give a high packed soil density. Displacement experiments were conducted at five different flow rates with effluent flux values in the range 0.8 -15.6 mmlmin. At each flow rate a low concentration (5 g/l) and a high concentration (200 g/l) displacement experiment was conducted, resulting in 10 displacement experiments. An additional low concentration displacement was also conducted at a low flow rate of 0.2 mm/m&.
The data obtained for each experiment consisted of conductivity data from the soil probes and effluent tube probes, pore pressure data and cumulative effluent mass data. The data were then converted into solute breakthrough curves, pore pressure curves and an effluent flux curve.
Parameter Estimation
The first stage of data analysis involved the estimation of transport parameters using the classical density-dependent transport model. For the second stage, the experimental data was analysed using the modified transport model to obtain an alternate set of transport parameter estimates for each displacement experiment.
The transport parameters were estimated by fitting numerical simulation curves to the experimental curves for each displacement experiment. The curves were fitted by incorporating the numerical model, described in Section 2, into a leastsquares optimisation program, called LSQOPT. This optimisation program, which follows Marquardt (1963) , minimises the sums of the squares of the residuals between the experimental measurements and numerical predictions (Parker and van Genuchten, 1984) .
For the first stage of data analysis, the basic numerical model was incorporated into LSQOPT. 'ho versions of the least-squares optimisation program were developed. The first version was used to fit a numerical solute breakthrough curve to each experimental breakthrough curve to obtain estimates of the soil porosity and hydrodynamic dispersion coefficient for the four soil regions (regions I to IV) shown in Fig. 2 . The second version was used to fit a numerical pressure curve to each experimental pressure curve to obtain estimates of the soil intrinsic permeability for the four soil regions. Experimental data measured at the column entrance and exit were used as the boundary conditions for the simulations used to determine parameter values via least squares optimisation.
Prior to obtaining parameter estimates using the least squares optimisation programmes, approximate values were estimated for the soil parameters in the four soil regions. The parameters for the small soil region above region ZV were assumed to be equal to the soil parameters in region ZV , Values for the soil porosity and hydrodynamic dispersion coefficient were then estimated for region Z using the first version of the optimisation program to fit a numerical solute breakthrough curve to the experimental breakthrough curve measured at level L2 (shown in Fig. 2) . This technique was able to be used because the soil porosity and hydrodynamic dispersion coefficient for the soil region were completely determined by the shape of the breakthrough curves at either end of the soil region (levels Ll and L2), the length of the soil region, the time separation of the breakthrough curves and the flow rate through the column, all of which were measured directly.
Once the evaluated porosity and dispersion coefficient values were entered into the data input file, the intrinsic permeability of region Z was determined using the second version of the optimisation program to fit a numerical pressure curve to the experimental pressure curve at level L2. The evaluated intrinsic permeability value was then entered into the input file. This procedure of first determining the porosity and hydrodynamic dispersion coefficient of the soil region, followed by the intrinsic permeability, was then repeated for soil regions ZZ to ZV. The porosity was evaluated before the intrinsic permeability value because the permeability value for each soil region is directly dependent on the soil porosity.
The approximate values estimated for each soil region prior to running the optimisation simulations were initially required as input values for the optimisation programs. Once a set of values for a soil region had been estimated with the optimsation program, the approximated values were replaced by the fitted parameter values in the input file, and the process repeated until all of the approximated values had been replaced by fitted values. This sequential fitting method provided reliable values for the various flow and transport parameters characterising the density-dependent flow system.
To complete the analysis, the soil parameters determined for the four soil regions were entered into the input data file. A numerical simulation of the displacement was then conducted using the coupled density-dependent transport model and the numerical results were compared to the experimental results. A comparison of the experimental and numerical solute breakthrough curves for the 200 g/L displacement conducted at the highest flow rate is given in Fig. 3 . A comparison of the experimental and numerical pressure curves at level L5 for the same displacement is given in Fig. 4 . Clearly, the numerical simulations fit the measured data extremely well. For the second stage of data analysis, the modified transport model was incorporated into JSQOPT to obtain estimates of fl in eq. 7. A non-linear hydrodynamic dispersion equation (shown in Fig. 5 ), based on results obtained during the first stage of data analysis for low concentration displacements, was also incorporated into the modified transport model. The soil porosity and intrinsic permeability values determined from the first stage of data analysis were entered as input data. The optimisation program was then used to fit the numerical solute breakthrough curve at level L5 to the experimental curve at level L5 measured during the high concentration displacements to obtain estimates of the transport parameter p for each high concentration displacement.
Discussion and Conclusions
The column experiments were carefully designed to produce high quality experimental data for verification of theoretical models. In particular, the apparatus was tested to ensure that uniform solute transport fronts were maintained with minimal side-wall effects. Internal measurements of pore fluid concentration at known locations were found to provide more accurate data for model verification than measurements of effluent concentration.
The experimental data was analysed using a sequential fitting technique. This fitting method was required to obtain estimates of the soil parameters because the intrinsic permeability evaluated for a soil region is dependent on the porosity of that soil region, The two parameters can therefore not be evaluated simultaneously. Although a sequential fitting method was used, the parameters obtained were found to be self-consistent within each experiment and were also found to be consistent with results presented by other researchers.
A number of observations were made following the analysis of the experimental data and the estimation of soil parameters for each displacement. In particular, the hydrodynamic dispersion coefficient was found to be a non-linear function of the seepage velocity. This result is illustrated by Fig. 5 , which shows that a nonlinear curve more accurately describes the relationship between hydrodynamic dispersion and seepage velocity than the linear curve.
The dispersion results presented in Fig. 5 also'show that hydrodynamic dispersion is lower for high concentration displacements than for low concentration displacements at any particular seepage velocity. This result indicates that the classical density-dependent transport model is not adequately describing the dispersion of the solute front at low and high concentrations. The experimental results were therefore analysed using the modified formulation of Fick's law proposed by Hassanizadeh and Leijnse (1995) .
The second stage of data analysis resulted in an estimate of the transport parameter p for each high concentration displacement experiment, shown in Fig. 6 . The results presented in Fig. 6 show that ,8 varies linearly and inversely with seepage velocity in log-log space.
As a final check on the applicability of the modified formu- lation of Fick's law, the relationship between /3 and seepage velocity was incorporatedinto the modified version of the numerical model. This model was found to predict accurately both low and high concentration displacements (Anderson, 1997 
