ABSTRACT Smart Grids require a clear understanding of consumer demand patterns. Classification of consumers according to their demand pattern is required for the effective planning of tariffs, eligibility for demand-side management (DSM) programs, energy production and transmission, as well as for security purposes. We propose a framework for classification of consumer load patterns using a hybrid system with a parameter estimation model, a clustering model and an artificial neural network (ANN). The proposed model provides an effective unbiased classification method. The process starts with generating a training data set from existing consumers without a priori classification. The raw load data is processed through a parameter estimation model and a clustering algorithm to generate a training data set with distinct impartial classification clusters. The training data is fed to an ANN for learning. Once the load patterns are learned, the model can be used to further classify new consumers into a demand pattern. The ANN provides fast and accurate clustering performance without underlying assumptions about shape or class. An analysis of the optimal number of clusters is presented. Results indicate that clusters with distinguishable characteristics are achieved and we demonstrate how regulators can make use of this method in demand curtailment planning.
Introduction
Electric power accounts for 40% of the primary energy consumption in the United States [1] . 81% of the consumed energy is supplied from non-clean, fossil fuel sources which inflict harm to the environment. The shift from fossil fuel to cleaner energy sources, like renewable and nuclear energy, requires a clearer understanding and better control of the end-use consumption behavior.
The end-user demand is unstable and highly fluctuating, while utilities are committed to matching it in realtime by depending on fossil fuels for electricity generation. Fossil fuels are currently superior to other cleaner energy sources in the sense of quick ramp up. For instance, nuclear energy cannot be used in peak plants for quickly ramping up/down generation capacity in response to demand fluctuations. Also, renewable energy sources are highly unpredictable and do not offer the same reliability as fossil fuels. Therefore, efforts have been directed towards demand-side management (DSM) programs in smart-grid environments where vast amounts of information about generation and consumption are traded between suppliers and consumers. The information is used in making decisions with the objectives of coping with the unpredictability of demand and performing an efficient planning of generation and transmission.
Currently regulators rely heavily on aggregate information about demand. The information is then used to make decisions about energy pricing, scheduling and planning of DSM programs as well as generation planning for baseline load and peaking load supply. However, this method alone is not always effective and leads to several problems. One example is the issue of load synchronization where all consumers react similarly to variations in the hourly price of energy, creating even higher demand spikes during cheaper periods [2] [3] [4] [5] [6] .
Therefore, it is important to disaggregate the information obtained in the smart grid by classifying consumers according to their energy consumption patterns. The new information can then be used to make better, class-specific, decisions including pricing and setting of DSM programs, production planning [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , and even to detect smart meter data forgery and security problems [15] .
Time-series clustering techniques are effective in pro-viding useful information about energy consumption [17] . Researchers [12, 18, 19] have performed clustering analysis of residential demand profiles, while in [11, 16, 20] clustering analysis was performed on nonresidential demand profiles. Most researchers use self-organizing maps (SOM) and k-means algorithms for the clustering analysis of data. For example, in [18] the authors used consumption data from 103 residential homes to determine seasonal clusters of residential demand profiles using the k-means clustering analysis. Also, the authors in [16] used the k-means algorithm to perform clustering analysis on industrial parks. Both the authors in [16] and [20] combined the application of self-organizing maps (SOM) and k-means for the unsupervised classification of data into clusters. The k-means clustering analysis technique has shown to provide robust results and perform faster than other clustering techniques, although it is not suitable for detecting outliers in the data used [12, [17] [18] [19] .
SOM has some limitations [7, 8, [10] [11] [12] 16] . SOM enables the visualization of data but does not generate clusters. This requires post-processing methods where the outcome is subject to the researcher's visual judgment or arbitrary assumptions.
In [19] , the authors investigated the effect of the data's temporal resolution on the quality of the clustering process. They determined that power-use data for effective clustering analysis should ideally be collected at 8 or 15 minute intervals, and at least at 30 minute intervals.
In this paper, we propose an effective and robust hybrid framework approach for classification of industrial and commercial demand patterns based on distinguishable parameters. Furthermore, we investigate for the optimal number of clusters and we test the approach through simulation. We then perform an evaluation of the results and demonstrate a possible application for our findings in DSM programs; optimal selections of consumers for participation in demand curtailment program. The main contributions of this paper are in the designing of the parameter estimation model and applying it in a hybrid framework approach combining all of the parameter estimation model, a three dimensional clustering algorithm, and an artificial neural network (ANN) model. We extend our contribution by proposing an application utilizing the obtained clustered information.
The remainder of this paper is organized as following: In section 2, we discuss the hybrid framework approach. In section 3, we present and evaluate the results. In section 4, we discuss the application of the method for the consumers' demand curtailment eligibility ranking. Finally, in section 5, we summarize our work in a conclusion section and discuss future work.
Hybrid Framework Approach
The objective of this study is to develop a framework to classify time-series data reliably so that end-users can investigate energy use patterns. In order to do this, energy usage data collected in industry assessments over a period of 14 years had to be classified and grouped into similar use patterns. Rather than using an ad-hoc classification system in which similar use patterns are clustered together by visual inspection or using several arbitrary assumptions, the suggested approach utilizes a parameter estimation model in order to calculate non-linear regression parameters for a subset of load data and feed these parameters to a clustering algorithm in order to classify the raw data by grouping load patterns that have parameters that are in close proximity. This method eliminates the subjective definitions of similarity and provides an objective measurement of clustering criteria that can be reproduced without intervention.
The resulting classification is used to train an Artificial Neural Network (ANN) using a pattern recognition algorithm to generate a classification function that will enable the grouping of the rest of the raw data. The ANN is a much faster algorithm than the parameter estimation, significantly reducing the computational time without sacrificing accuracy. This is the reason that the hybrid approach is far more effective than the use of a single system. If parameter estimation alone is used, the amount of data processing is enormous, especially in the case of large data sets such as the ones used in this study and described in detail in section 2.1. Also, in order to classify a new consumer into a load pattern the whole parameter estimation and clustering algorithms would have to be run, making it impractical. On the other hand, if an artificial neural network method alone were used, the training data would come from an adhoc inspection, which is highly subjective and prone to errors. Artificial neural networks require as inputs both the time series function of load data and the classification given to the consumer. In absence of an unbiased classification method, each consumer would have to be classified subjectively, defeating the purpose of an impartial method.
The most commonly used method found in the literature is the Self-Organizing Maps (SOM) which produces a graphical output of similar load patterns, but no clusters are produced by grouping their mathematical similarities. Instead, the end-user must visually inspect the output and generate its own subjective classification. Alternatively, the end-user could post-process the results using arbitrary assumptions in order to produce clusters. Both methods yield a subjective classification result. Our proposed method on the other hand creates clusters that are statistically distinct, therefore the results are not subjective.
Thus, the we have found that our proposed approach yields a well-balanced combination of accuracy and performance that proves very effective in classifying and analyzing load patterns.
Data Preparation
The dataset used in this study corresponds to logged current information in main service entrances of 60 manufacturing facilities captured in 15-minute intervals over a period of one week each. The data were collected from energy as-sessments conducted in XXXXX by the XXXX. In order to improve the performance of the pattern recognition algorithm, data preprocessing is a necessary step. First, the current time series is smoothed utilizing a non-parametric data smoothing algorithm (LOESS) that combines multiple regression models in a k-nearest-neighbor based meta-model in order to remove random variations and effectively obtain a feature extraction from the original time series. Second, the smoothed data is normalized in order to utilize the translation invariance characteristic of the data. Normalization translates all the data into the 0 to 1 range. The effect of this data processing is that industries that consume energy at different scales can be compared based on the pattern of use and not the absolute value of the energy consumption. Data preprocessing greatly enhances the performance of the ANN system [21] .
Framework Description
This section describes the approach taken in order to obtain a reliable load classification system. Refer to Fig. 1 for the process flowchart. The process starts with raw electricity consumption data as described in section 2.1. A subset of the data is processed by a parameter estimation algorithm with the objective of generating a parameter-based classification of the consumer load data. The raw current data is filtered, smoothed and normalized in order to create time series for each company analyzed. The output of the parameter estimation algorithm is analyzed further for grouping by using the k-means clustering technique. The resulting classes are fed to the artificial neural network. The ANN system utilizes the smoothed and normalized raw current data subset as input and the resulting classification from the parameter estimation/clustering block as target. The result of the ANN block is a classification function which is used to classify the rest of the data according to pattern of use.
In addition, a method of studying the optimal number of classes is presented. The objective of the optimal number of classes study is to identify the effect of classifying the data into a different number of classes in the bin size and thus avoid using futile groupings as training data for the ANN algorithm. Grouping data into large number of clusters yields a lower error, since the average distance of each data point to the centroid of the cluster is going to be smaller, but it results in having many clusters with lower number of member data points which. On the other hand, grouping into a very small number of clusters increases the average error while removing important similarities between consumption patterns. A balance is struck when all clusters meet the minimum number of member data points requirement, based on sample size, at the lowest possible error. 
Parameter Estimation
The underlying assumption of the parameter estimation model is that the shape of a consumer's electricity demand profile can be identified by a set of function parameters. In our study, we identified three main parameters that can validly account for most of the shape variability in a consumer's weekly demand profile. Each parameter has a unique role in shaping the demand profile and the combination of two or more parameters contribute further to the overall demand fit. The first parameter explains the intra-day variability, the second parameter represents the inter-day variability, and the third represents the intra-week variability. The three are parameters of the wave function described by
Where α is the intra-day variability index, β is the inter-day variability index, γ is the intra-week variability index, and ω is a calibration constant.
Optimization using the Nelder-Mead simplex algorithm [22] was used to estimate parameters for the weekly demand data of a selection of consumers. Although this method is only capable of solving unconstrained nonlinear optimization problems, it has proven to outperform other methods investigated in our study in both reaching optimality and time to convergence. The limitation of using unconstrained variables was overcome by running the optimal results through a post-processing function. Because the parameters'function is periodic, the post-processing function was able to adjust parameter values within certain limits without affecting the optimal function values. The combination of the three parameters were then used to group demand profiles into a number of unique clusters.
Clustering
For clustering the data based on the combination of the three parameters estimated for each consumer, we used the k-means clustering method. The k-means method is an iterative algorithm with the objective of minimizing the sum of squared Euclidean distances from each object to its cluster centroid. We justify the use of the k-means method as it operates on actual observations and outperforms hierarchical clustering methods for large amount of data [23, 24] . Mathematically, the clustering objective function given in [23] can be expressed as
Where ϕ is the potential of a cluster c chosen from a set of possible clusters C , K is the number of clusters chosen, N denotes the number of the data points, and d 2 (...) is the square of the Euclidean distance in the xyz space between a data point x i and its corresponding cluster centroid c k .
To select a preferable number of clusters, we conducted the k-means clustering for different number of clusters and computed the error, denoted by e K , for each K using the following equation Fig. 2 shows the results of 3 plotted against K and a defined criteria of minimizing the number of clusters with 2 or fewer observations. From Fig. 2 we chose 6 clusters as the preferable number of clusters for classifying the data. Fig. 3 shows the clustered data plotted in the xyz space with the corresponding cluster centroid of each data point connected to it. Fig. 4 shows the monthly demand 
Artificial Neural Network
The goal of the ANN is to classify a set of inputs into a set of target categories [21] . The inputs in this study are the smoothed normalized load pattern (current) data. The target categories are the groupings generated by the parameter estimation and clustering algorithm described in Sections 2.3 and 2.4 above. The neural network utilizes a subset of the raw data for processing. Processing takes three steps: training, validation and testing. 70% of the subset for training, 15% for validation and 15% for testing. The configuration of the ANN is a two-layer feed-forward network with sigmoid hidden and softmax output neurons. The optimal number of hidden neurons was determined using the method described in [25] in order to avoid underfitting or overfitting of the data. The size of the input is a matrix of size N x M, where N represents the number of companies and M represents the number of current data points for each time series. The size of the output is N by C where C represents the number of classes generated by the parameter estimation algorithm. This configuration works well for vector classification. The network configuration is shown in Fig. 5 . The network is trained by using a scaled conjugate gradient backpropagation algorithm. The objective function used as performance indicator of the feedforward neural network corresponds to the mean sum of squares of the network errors e i with respect to the training data as
Where e i is the error between the output of the ANN o i and the target value t i from the training data set.
The result of the ANN is a classification function F(x) to which each one of the load patterns is input as a time vector and the function outputs a corresponding class. In order to improve the robustness of the ANN classification, the algorithm is run on a recursive loop. Three different algorithms were analyzed:
• Running a classification Neural Network once
• Selecting the mode of the classification results obtained by N trained networks
• Selecting the network with smallest mean-squared error after N networks were trained
The output of the neural network is analyzed by means of a confusion matrix. The vertical axis represents the classification output from the ANN, and the horizontal axis represents the target (actual) class that the data belongs to according to the training data obtained from the clustering model. The number within each cell corresponds to the number of time-series classified as that particular class. Any results on the diagonal of the matrix indicates a plant classified correctly, and any results off the diagonal indicates a misclassification. The resulting confusion maps are shown in Figs. 6, 7, and 8. The traditional ANN approach follows the first method: as long as the training set is sufficiently representative of the data to be classified, the result is accepted. The iterative method results in an improved classification performance compared with running the classification ANN once. By running multiple ANNs and selecting as the final result the mode of the classification, each time series is classified into the cluster that most of the ANNs have assigned for it. Fig. 7 shows the improvement in classification performance. The third algorithmselecting the ANN with the lowest mean-squared errorgave consistently superior results. Fig. 8 shows an even better classification performance with improved accuracy. By using the third method, the end-user has the possibility of keeping a single ANN that has resulted in the best overall error-reducing performance, and continue to use as long as the underlying data does not decay or greatly change its statistical description.
Once the classification function is determined, it is applied to all the raw data in order to obtain a class for each time series vector. The resulting time-series plots are shown in Fig. 9 . The graph clearly illustrates the grouping into distinct classes. 
Results
Processing the data through the hybrid pattern recognition framework results in a classification in an ideal number of clusters while minimizing squared Euclidean distances to cluster centroids and mean-squared error of the trained neural network as shown in Fig. 9 . Time-series data corresponding to 60 facilities were processed via the proposed framework and only two misclassifications were obtained using an optimal number of 6 clusters. An additional advantage of using the hybrid framework is that once the 
Demand Side Management Application
Traditional load modeling and demand forecast efforts rely on system-wide aggregate demand. Alternatively, when load profile clusters are utilized, modeling and forecast would be performed on a cluster basis. It is unquestionable that clustering improves the accuracy of these efforts. Thus, DSM planning and policies can be improved by utilizing cluster-specific information.
One possible application is in the Nega-Watt market where utility operators aim to curtail a portion of the system demand during certain time periods [26] . For example, during a critical peak event, the critically high demand may cause a system shutdown and a blackout if not well accounted for by curtailing load from selected consumers. During a curtailment event, selected consumers are asked to self-supply their demand using their own generators and private fuel storage. In return, operators provide a reward per each demand unit curtailed (Nega-Watt). However, if participating consumers are not selected properly, the amount of demand curtailed can be significantly lower or higher than what is desired. This would increase the operators' costs from either running extra generation units, system shutdown, or from paying for rewards without a payback.
Because consumers' demand profiles of equivalent temporal characteristics are grouped within clusters, the search space for candidate consumers can be narrowed down to the cluster size. The demand-curtailment participants cluster selection problem for a critical peak period T can then be defined as
∀{t ∈ T } subject to y t i = 1 if cluster i is chosen at time t, 0 otherwise
Where L i is the expected lumped consumer load of cluster i at time t, and P t i is the desired Nega-Watt at time t. By solving the optimization problem, optimal consumer selection can be achieved for load curtailment while avoiding additional costs due to over-curtailing or under-curtailing loads. In our future work, we aim to extend our proposed hybrid framework in DSM applications.
Conclusion
A hybrid framework for classification of time-series data is more effective than a single method alone. The use of parameter estimation combined with clustering generates a training data set that is objective and reliable. Moreover, it overcomes the limitations of the commonly used methods which rely on subjective judgment, arbitrary assumptions, and are influenced by data outliers. The use of an artificial neural network is an effective and computationally simpler method of classification, can be applied for the faster classification of large sets of data, and very reliable if based on objective target inputs such as the ones created by the combination of parameter estimation and parameter clustering. Running the artificial neural network several times provides increases the robustness of the pattern recognition solution. Selecting the neural network with the lowest mean-squared error yields the best result.
In addition, a demonstration of a possible application for the the proposed method's output was provided. Future work should focus on improving the parameter estimation model to further outline critical load shape characteristics and identify unique shape behaviors. Furthermore, the wide possible application in DSM and network planning should be investigated through modeling and simulation.
