Abstract. We present an overview of available software for solving linear programming problems using interior-point methods. Some of the codes discussed include primal and dual simplex solvers as well, but we focus the discussion on the implementation of the interior-point solver. For each solver, we present types of problems solved, available distribution modes, input formats and modeling languages, as well as algorithmic details, including problem formulation, use of higher corrections, presolve techniques, ordering heuristics for symbolic Cholesky factorization, and the specifics of numerical factorization.
We present an overview of available software for solving linear programming problems using interior-point methods.
We consider both open-source and proprietary commercial codes, including BPMPD ( [37] , [36] ), CLP [16] , FortMP [15] , GIPALS32 [45] , GLPK [34] , HOPDM ( [24] , [28] ), IBM ILOG CPLEX [30] , LINDO [31] , LIPSOL [49] , LOQO [48] , Microsoft Solver Foundation [38] , MOSEK [2] , PCx [13] , SAS/OR [44] , and Xpress Optimizer [43] .
Some of the codes discussed include primal and dual simplex solvers as well, but we focus the discussion on the implementation of the interior-point solver. For each solver, we present types of problems solved, available distribution modes, input formats and modeling languages, as well as algorithmic details, including problem formulation, use of higher corrections, presolve techniques, ordering heuristics for symbolic Cholesky factorization, and the specifics of numerical factorization. Many of the solvers allow user-control over some algorithmic details such as the type of presolve techniques applied to the problem and the choice of ordering heuristic. As the following discussion will show, the solvers tend to all have similar characteristics, and performance differences are generally due to subtle changes in the presolve phase, the implementation of the linear algebra routines, and other special considerations, such as scaling, to promote numerical stability.
We start with a short discussion of input formats and modeling languages available for LPs. Then, we will present details of a wide-range of interior-point codes.
Input formats and Modeling Languages for Linear Programming
For a standard LP of the form (1) maximize c T x subject to Ax = b x ≥ 0, it suffices to pass the matrix A and the vectors b and c to the solver for a fulldescription of the problem. Of course, the general form of an LP can incorporate inequality constraints as well as bounds on variables, but such deviations from (1) require either the user to include slack variables to convert the problem to (1) or the modeling mechanism to accommodate the specification of additional data vectors, such as upper and lower bounds on the variables and indicator arrays for constraint types.
We will discuss two types of modeling mechanisms here: input formats, which allow for a specifically formatted means to enter problem data which can then be interpreted by the solver, and modeling languages, which allow for a flexible algebraic expression of the model as well as the data and are accompanied by fullfledged modeling systems. Many of the solvers we will discuss can also be used as callable libraries, so the model can be expressed in a variety of programming languages, such as C, Fortran, and Java, and various routines implemented in the solver library can be called to load and solve the LP.
1.1. MPS format. MPS, or Mathematical Programming System, is the oldest input format for LPs, and it is the most widely accepted input format among both academic and commercial solvers. We refer the reader to [41] for a detailed description and provide a brief overview here. MPS uses ASCII text files to store the problem and is modeled after punch cards. Header cards specify which component of (1) is to be introduced next. The ROWS card specifies the names and types of objective functions and constraints, the COLUMNS card specifies variable names and the entries of c and A, the RHS card specifies the elements of the right-hand side vector b, and the BOUNDS card specifies any upper and lower bounds on x. The format is column-oriented, e.g. rather than using the ROWS card to enter each of the variable coefficients appearing in a constraint, the coefficients of a single variable as it appears in the objective function and any constraints are listed together in the COLUMNS card. All model components are assigned names of eight characters or less, and the information is presented in fields that begin in columns 2, 5, 15, 25, 40, and 50. Each data element has to be individually listed in the file, and at most two elements can be specified per line.
Because of its punch card format, MPS files may be hard for a user to read, but it is very easy for a solver or modeling environment to read and write in this format. With additional card types, the format has been extended to QPs and MIPs, and free format variations exist, as well.
1.2. LP format. The LP input format is an alternative to the MPS format that allows for entering algebraic expressions to describe the problem. While it may be more natural to read a model in LP format, it is nonetheless not a standardized format and different solvers/parsers may interpret the problem components differently. Two common variants are CPLEX LP format and Xpress LP format.
As in the MPS format, the model is expressed in an ASCII text file, and there are specified sections to express each type of model component. Each section starts with a header, and there are Objective, Constraints, Bounds, and Variable Type sections available for LPs. Within the Constraints section, for example, each constraint is given a name, followed by a colon, and then the constraint expression, and each constraint is written on a separate line. Unlike the MPS format, there are no fixed field widths for separating problem components. For further details of the LP format, we refer the reader to [10] .
1.3. AMPL. AMPL [17] is a modeling language for algebraically expressing a wide-range of optimization problems. Originally developed at Bell Laboratories, it has become the standard for formulating highly complex problems. AMPL is more than just a compiler for the optimization model, as it also includes pre-and post-processing routines, as well as first-and second-order differentiation capabilities for NLPs. The indexing and looping constructs in AMPL allow for a concise expression of large-scale LPs, and the processor allows for the separation of the model and data into multiple files. Many LP solvers have AMPL interfaces, and a tool for converting MPS format to AMPL, m2a, is also available.
1.4. GAMS. GAMS [7] , or the General Algebraic Modeling System, is another widely used modeling system for optimization. Originally funded by The World Bank, it is the oldest modelling language for mathematical programming, and it is currently developed and distributed by the GAMS Development Corporation. It is similar to AMPL in terms of capabilities, and the GAMS-AMPL service available through the NEOS Server [12] allows for the solution of models formulated in GAMS by AMPL solvers.
1.5.
Other Input Formats and Modeling Languages. Almost every LP solver to be discussed accepts models expressed in one or more of the four input formats and modeling languages mentioned above. There are several other means of communicating LPs to the solvers, and we will briefly mention them here:
• LPP, or LP-Plain, is a variant of the LP input format.
• OPF, or Optimization Problem Format, is a variant of the CPLEX LP input format.
• MPL, or Mathematical Programming Language, is an algebraic language and modeling system. • OML, or Optimization Modeling Language, is the input format used by Microsoft Solver Foundation.
Interior-Point LP Solvers
In this section, we will provide an overview of some of the most widely used LP solvers. The solvers are presented in alphabetical order.
BPMPD. BPMPD ([37]
, [36] ) is a solver developed by Cs. Mészáros for solving LPs and convex QPs. It is written in C and is available both as an executable and as a callable library. It accepts input in LP and MPS formats for LP and in QPS format for convex QP. The solver can also be called from AMPL and is available for use on the NEOS Server [12] . There is a MEX interface [40] to use the callable library from within Matlab.
BPMPD implements an infeasible interior-point method as described in [8] and [39] , and uses Mehrotra's [35] predictor-corrector framework and barrier parameter updates, along with higher order corrections [25] . The strength of the solver is in the extensive linear algebra routines, in particular for presolve and Cholesky factorization. During presolve, BPMPD removes empty rows and columns, singleton rows, and redundant variable bounds and constraints, eliminates free or implied free variables, substitutes duplicated variables, and sparsifies the constraint matrix. A heuristic is used to decide between the normal equation and augmented system approaches for solving for the step directions, and minimum degree and minimum local-fill options are available for symbolic ordering. For the numerical factorization, a left-looking supernodal factorization algorithm is implemented, and a supernodal backsolve is used. During both factorization and backsolve, loop unrolling is used. Program code) is an open-source solver distributed by the COIN-OR project [33] . It is implemented in C++ and is available as an executable and a callable library. It can also be used over the NEOS server [12] to solve LPs written in MPS format. While mainly a simplex solver, CLP also implements a barrier method for handling LPs and convex QPs. We focus here on the barrier code.
CLP. CLP [16] (COIN Linear
CLP implements Mehrotra's [35] predictor-corrector algorithm and uses higher order corrections [25] . The distribution contains native code for sparse Cholesky factorization, but it is recommended that a third-party factorization code be used. There are interfaces for WSSMP [29] , which provides parallel enabled ordering and factorization, TAUCS [46] , which uses third-party ordering and implements parallel enabled factorization, and AMD [1] , which provides an approximate minimum degree ordering and can be used with CLP's native code for factorization.
2.3. FortMP. FortMP [15] is a commercial solver distributed by Optirisk Systems. It can handle LPs and convex QPs, as well as mixed-integer linear and quadratic problems. The code is written in Fortran 77 and accepts models written in AMPL as well as input in MPS format. It is available for use on the NEOS Server [12] . FortMP is primarily a simplex solver, and an interior-point method implementation, referred to as FortMP IPM, is included for large-scale LPs and convex QPs.
FortMP IPM is an infeasible primal-dual interior-point method. There are three alternatives implemented for step direction calculations: an affine scaling algorithm, a barrier algorithm, and a predictor-corrector algorithm. According to the documentation, the latter is recommended for most LPs, whereas the affine scaling algorithm is to be preferred for extremely sparse problems, and the barrier algorithm is backup in case of failure. For barrier parameter updates, the user can choose between a multiple of the current duality gap and the updating scheme of [35] . The code includes native routines for Cholesky factorization and allows for the use of supernodes.
2.4. GIPALS32. GIPALS32 [45] is a commercial solver distributed by Optimalon Software. It is a Windows-based callable library and includes an application programming interface (API). GIPALS32 is the solver library for the linear programming environment GIPALS, which uses a graphical user interface that includes tables and forms for easily entering problem data and can read and write MPS files.
GIPALS32 implements Mehrotra's [35] predictor-corrector algorithm and uses higher order corrections [25] .
2.5. GLPK. GLPK (GNU Linear Programming Kit) [34] is a toolkit for LP and MIP, distributed by the Free Software Foundation, Inc. as a part of the GNU Project under the GNU General Public License. It is written in ANSI C and is available as a callable library. The solver routine within the toolkit is glpsol. GLPK includes both simplex and interior-point codes, and accepts input in the GNU MathProg modeling language, a subset of the AMPL language, and in GAMS as CoinGLPK. It is available for use on the NEOS Server [12] .
GIPALS32 implements an infeasible primal-dual interior-point method with Mehrotra's [35] predictor-corrector algorithm. For symbolic Cholesky factorization, it has multiple ordering options, including quotient minimum degree and approximate minimum degree, and includes interfaces for third-party ordering codes AMD [1] and COLAMD [14] . One should note, however, that the simplex methods implemented within GLPK are more mature than the interior-point method, which does not include some important features such as dense column processing and scaling to provide numerical stability.
2.6. HOPDM. HOPDM ( [24] , [28] ) is a package for solving large scale linear, convex quadratic and convex nonlinear programming problems, written by J. Gondzio and distributed by the University of Edinburgh. It is written in C and is available as an executable and a callable library. It accepts models written in MPS format and can be called from AMPL.
HOPDM implements an infeasible primal-dual interior point method. It uses multiple centrality correctors [25] , and the number of correctors is chosen automatically to reduce the overall solution time. HOPDM includes an extensive presolve routine ( [22] , [26] ), and chooses between the normal equations and the augmented system approach in order to improve the efficiency of the factorization method [23] . Symbolic Cholesky factorization approaches include multiple minimum degree ordering [19] and the quotient tree minimum degree ordering [18] . New versions also include iterative solvers for the Newton system. The algorithm is also capable of warm-starting [27] after a data perturbation in the objective, right-hand side, or the constraint matrix. [30] is a package for solving LPs, convex QPs, problems with convex quadratic constraints, integer, and mixed-integer programming problems. It is currently distributed as an executable and a callable library by ILOG, an IBM company. It accepts models written in MPS and CPLEX LP input formats and can be called from ILOG OPL Development Studio, AMPL, GAMS, MPL, and Matlab. A parallel implementation is also available.
IBM ILOG CPLEX. CPLEX
CPLEX implements three algorithms: a primal simplex method, a dual simplex method, and a primal-dual logarithmic barrier method. We will focus on the barrier method here, which is a primal-dual interior-point method using the predictor-corrector framework [35] . It uses multiple centrality correctors [25] , and the maximum number of correctors can be chosen by the user or automatically determined by the algorithm. For symbolic Cholesky factorization, there are three options: approximate minimum degree, approximate minimum local fill, and nested dissection. CPLEX can automatically choose the best ordering heuristic to use, or this can be user specified. The numerical factorization is performed out-of-core to improve memory usage and efficiency, and special handling of dense columns is available.
2.8. LINDO Systems. LINDO Systems, Inc. distributes three software packages [31] for mathematical programming: LINDO API, the callable library of solvers, LINGO, the modeling system for building and solving problems, and What's Best, the Microsoft Excel add-in. These packages can model and solve a variety of different types of optimization problems, including LPs, QPs, and NLPs. For LPs, the LINDO API can handle problems written in the MPS input format and in LINDO, and What's Best accepts spreadsheet models developed using Microsoft Excel. Besides the interior-point method, the packages also contain implementations of the primal and dual simplex methods. A parallel implementation is available.
2.9. LIPSOL. LIPSOL [49] , or Linear programming Interior-Point SOLvers, is a Matlab-based package for solving LPs, written and distributed by Y. Zhang. It takes advantage of the sparse matrix operations available in Matlab and also uses Fortran and C routines linked via MEX. Besides problem data stored in a MAT file, LIPSOL can also accept LPs written in MPS and LPP input formats.
LIPSOL implements a primal-dual infeasible interior-point method and uses Mehrotra's predictor-corrector framework [35] . The barrier parameter updates are a modified version of that in [35] . Instead of using Matlab's built-in sparse Cholesky factorization code, which would need to be modified for numerical stability, LIPSOL uses two Fortran codes: the multiple minimum degree ordering package [32] and the sparse Cholesky factorization package [42] . For efficiency, dense columns are split, so to ensure numerical stability, a preconditioned conjugate gradient approach is used.
2.10. LOQO. LOQO [48] is a solver for LPs, QPs, and NLPs, written by R.J. Vanderbei and distributed by Princeton University. It is written in C and is available as an executable or a callable library. It accepts LPs written in the MPS input format and can be called from AMPL and Matlab, via a MEX interface. It is available for use over the NEOS Server [12] .
Despite its current focus as an NLP code, LOQO was originally developed as an infeasible interior-point method for LPs and convex QPs. It implements an infeasible interior-point method and uses Mehrotra's predictor-corrector framework [35] . Free variables and equality constraints are split and allow for the use of primal or dual orderings in the symbolic Cholesky factorization. Furthermore, priorities, or tiers, are assigned to the columns of the matrix [6] by constraint and variable types, and within each tier, minimum local fill and multiple minimum degree orderings [47] are available. For the numerical factorization, supernodes are used with loop unrolling to improve efficiency.
2.11. Microsoft Solver Foundation. Microsoft Solver Foundation [38] is an integrated modeling and solver environment for LPs, convex QPs, second-order cone programming problems, and integer and mixed-integer programming problems, as well as constraint programming and unconstrained nonlinear programming problems. The models can be expressed in OML format. For linear programming, the environment contains both a simplex and an interior-point solver, and we focus here on the latter.
Microsoft Solver Foundation implements a primal-dual interior-point method that solves a homogeneous self-dual model. Each equality constraint is split into a range constraint with equal bounds, and free variables are handled as inequality constraints, that is, a free variable x j is replaced by the requirement that x j + s j ≥ 0 with s j ≥ 0. Any numerical issues arising from such a treatment of equality constraints and free variables are further alleviated by the regularization scheme of [5] . The normal equations approach is used when solving the Newton system. The default ordering method for Cholesky factorization is the approximate minimum degree ordering, but an option to switch to the approximate minimum fill is also available. For the numerical factorization, a left-looking supernodal factorization algorithm is implemented, and it is multicore enabled.
2.12. MOSEK. MOSEK [2] is a package for solving LPs, conic QPs, general convex NLPs, and mixed-integer problems, distributed by MOSEK ApS. It accepts LPs written in the MPS, LP, and OPF input formats and can be called from AMPL and Matlab. APIs for use with programs written in C/C++, C#, .NET, Java, Delphi, and Python are provided. It is also available for use over the NEOS Server [12] . Additionally, there is a parallel implementation of MOSEK [3] .
MOSEK implements the homogeneous self-dual algorithm described in [4] . Prior to solving the LP, a presolve phase is used to check for and remove redundancies and linear dependence, eliminate fixed variables, substitute out free variables, and reduce problem size. A dualizer routine decides whether to solve the primal or the dual LP using heuristics. Scaling is performed by multiplying the necessary constraints and variables by constants to improve numerical stability. For the step direction calculations, Mehrotra's predictor-corrector framework [35] is used along with higher-order corrections [25] . The solution of the Newton system is done via the normal equations approach. The default ordering method for Cholesky factorization is the approximate minimum degree heuristic [1] , but implementations of multiple minimum degree and minimum local-fill are also provided. For the numerical factorization, supernodes are split into blocks to improve cache usage, and up to 16-way loop unrolling is available to further increase efficiency. A push Cholesky framework, where an iteration consists of a particular column performing all its updates on all other remaining columns to the right, is used.
2.13. PCx. PCx [13] is an LP solver distributed by the Optimization Technology Center at Argonne National Laboratory and Northwestern University. The code is written in C and incorporates a modified version of Ng and Peyton's sparse Cholesky factorization package, written in Fortran 77. It accepts LPs written in the MPS input format and can be called from AMPL and Matlab. Additionally, a graphical user interface (PCxGUI) written in Java is available. PCx is available for use over the NEOS Server [12] . A parallel implementation, pPCx, [9] also exists.
PCx implements Mehrotra's predictor-corrector algorithm [35] and also uses higher-order corrections [25] . The scaling technique of Curtis and Reid [11] , which minimizes the deviations of the nonzero elements of the coefficient matrix A from 1.0, is applied prior to solution to improve the numerical stability of the code. A presolver removes redundancies, empty rows and columns, singleton rows, and fixed variables, eliminates singleton columns, and substitutes duplicated variables. For solving the Newton system, PCx defaults to the normal equations approach, and uses Ng and Peyton's sparse Cholesky factorization package [42] , modified to handle small pivot elements. The ordering scheme is multiple minimum degree as described in [19] and [20] . For the numerical factorization, supernodes are split into blocks to make better use of hierarchical memory, and loop unrolling further increases efficiency.
2.14. SAS/OR. SAS/OR software [44] is a commercial package which includes codes for mathematical programming, project and resource scheduling, and discrete event simulation. It is distributed by SAS Institute, Inc. Models are expressed in the OptModel language, also distributed by SAS, and the input format MPS can also be used for LPs. The optimization routines include solvers for LPs, QPs, NLPs, and mixed-integer problems. There are three options for solving LPs: primal simplex, dual simplex, and interior-point methods. We will focus on the interiorpoint method here.
SAS/OR incorporates an infeasible primal-dual interior-point method, as described in [8] and uses Mehrotra's [35] predictor-corrector framework. A presolve routine is used to check for and remove redundancies, handle singleton rows and columns, eliminate fixed variables, and reduce problem size. The minimum degree heuristic is used for symbolic Cholesky factorization. For numerical factorization, the left-looking, or pull, Cholesky [21] , where an iteration consists of a particular column receiving all its updates from all applicable columns to the left, is used.
2.15. Xpress Optimizer. Xpress Optimizer [43] is a commercial solver for LP and QPs, distributed as a part of the Xpress-MP suite by FICO/Dash Optimization. It can be used via Console Xpress, which is the graphical user interface of the suite, or as a callable library with C, C++, Java, Fortran, VB6 and .NET programming interfaces. It accepts models written in MPS and LP input formats and can also be called from AMPL or GAMS. Another tool from the Xpress-MP suite, XpressMosel, can be used to take advantage of the object-oriented construction for building advanced models. Xpress Optimizer, as well as the other tools of Xpress-MP, are available for use over the NEOS Server [12] . There is also a parallel implementation. There are three solvers implemented in the Xpress Optimizer: primal simplex, dual simplex, and a barrier interior-point method. We will focus on the interior-point method here.
Xpress Optimizer implements the homogeneous self-dual algorithm described in [4] and uses Mehrotra's predictor-corrector framework [35] with Gondzio's higherorder corrections [25] . A presolve stage determines redundant constraints and may tighten variable bounds as necessary. By default, the code determines whether to solve the primal or the dual LP using the barrier method. For sparse Cholesky factorization, the user can choose among three options for finding an ordering: minimum degree, minimum local fill, or nested dissection. For the numerical factorization, they are given a choice between pull Cholesky, where an iteration consists of a particular column receiving all its updates from all other applicable columns to the left, and push Cholesky, where an iteration consists of a particular column performing all its updates on all other applicable columns to the right. The default is to use the pull Cholesky.
Conclusion
We have presented an overview of available interior-point codes for linear programming. This list is not exhaustive, as there are numerous codes for conic optimization, such as SDPT3 and SeDuMi, and for nonlinear optimization, such as IPOPT and KNITRO, for which linear programming problems constitute a special case. We have chosen to focus here on solvers that are either primarily for LP (and by natural extension, QP) or have special features for handling LPs.
Many of the solvers share common features. For example, the use of the predictorcorrector framework and even higher order corrections is quite common, and most solvers implement a minimum degree ordering or a close variation for symbolic Cholesky factorization. The presolve phase also plays an important role, and many of the solvers balance the loss of computing time during presolve with possible gains in efficiency and numerical stability.
