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MATROID THEORY FOR ALGEBRAIC GEOMETERS
ERIC KATZ
Abstract. This article is a survey of matroid theory aimed at algebraic geometers. Ma-
troids are combinatorial abstractions of linear subspaces and hyperplane arrangements. Not
all matroids come from linear subspaces; those that do are said to be representable. Still,
one may apply linear algebraic constructions to non-representable matroids. There are a
number of different definitions of matroids, a phenomenon known as cryptomorphism. In
this survey, we begin by reviewing the classical definitions of matroids, develop operations
in matroid theory, summarize some results in representability, and construct polynomial
invariants of matroids. Afterwards, we focus on matroid polytopes, introduced by Gelfand-
Goresky-MacPherson-Serganova, which give a cryptomorphic definition of matroids. We
explain certain locally closed subsets of the Grassmannian, thin Schubert cells, which are
labeled by matroids, and which have applications to representability, moduli problems, and
invariants of matroids following Fink-Speyer. We explain how matroids can be thought of
as cohomology classes in a particular toric variety, the permutohedral variety, by means of
Bergman fans, and apply this description to give an exposition of the proof of log-concavity
of the characteristic polynomial of representable matroids due to the author with Huh.
1. Introduction
This survey is an introduction to matroids for algebraic geometry-minded readers. Ma-
troids are a combinatorial abstraction of linear subspaces of a vector space with distinguished
basis or, equivalently, a set of labeled set of vectors in a vector space. Alternatively, they
are a generalization of graphs and are therefore amenable to a structure theory similar to
that of graphs. For algebraic geometers, they are a source of bizarre counterexamples in
studying moduli spaces, a combinatorial way of labelling strata of a Grassmannian, and a
testing ground for theorems about representability of cohomology classes.
Matroids were introduced by Whitney [108] as an an abstraction of linear independence.
If k is a field, one can study an (n + 1)-tuple of vectors (v0, . . . , vn) of k
d+1 by defining a
rank function
r : 2{0,...,n} → Z≥0
by, for S ⊂ {0, . . . , n},
r(S) = dim(Span({vi | i ∈ S})).
This rank function satisfies certain natural properties, and one can consider rank functions
that satisfy these same properties without necessarily coming from a set of vectors. This
rank function is what Whitney called a matroid. Whitney noticed that there were matroids
that did not come from a set of vectors over a particular field k. Such matroids are said to
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be non-representable over k. Matroids can also be obtained from graphs as a sort of combi-
natorial abstraction of the cycle space of a graph. In fact, it is a piece of folk wisdom that
any theorem about graph theory that makes no reference to vertices is a theorem in matroid
theory. The important structure theory of matroids that are representable over particular
finite fields (or over all fields) was initiated by Tutte. In fact, Tutte was able to demarcate
the difference between graphs and matroids in a precise way. The enumerative theory of
matroids as partially ordered sets was initiated by Birkhoff, Whitney, and Tutte and sys-
tematized and elaborated by Rota [80]. From this enumerative theory, there were associated
polynomial invariants of matroids, among them the characteristic and Tutte polynomials.
The theory of matroids was enlarged and formulated in more categorical terms by a number
of researchers including Brylawski, Crapo, Higgs, and Rota [23]. Matroids were found to
have applications to combinatorial optimization problems by Edmonds [32] who introduced
a polytope encoding the structure of the matroid.
Throughout the development of the subject, many alternative formulations of matroids
were found. They were combinatorial abstractions of notions like the span of a subset of
a set of vectors, independent sets of vectors, vectors forming a basis of the ambient space,
or minimally dependent sets of vectors. Each of these definitions made different structures
of matroids more apparent. The multitude of non-obviously equivalent definitions goes by
the name of cryptomorphism. Matroid theory is, in fact, sometimes forbidding to beginners
because of the frequent switching between definitions.
The point of view of matroids in this survey is one initiated in the work of Gelfand-Goresky-
MacPherson-Serganova, which related representable matroids to certain subvarieties of a
Grassmannian. One views the vector configuration spanning kn+1 as a surjective linear map
kn+1 → kd+1, (x0, . . . , xn) 7→ x0v0 + . . . xnvn.
By dualizing, one has an injective linear map (kd+1)∗ → (kn+1)∗ where we consider the image
of the map as a subspace V ⊆ (kn+1)∗ ∼= kn+1. Now, we may scale this subspace by the action
of the algebraic torus (k∗)n+1 acting on the coordinates of kn+1. The closure of the algebraic
torus orbit containing V defines a subvariety of Gr(d+1, n+1). The set of characters of the
algebraic torus acting on V leads to the notion of matroid polytopes and a new perspective
on matroids. It is this perspective that we will explore in this survey. In particular, we
will study how the matroid polytope perspective leads to a class of valuative invariants of
matroids, how the subvarieties of Gr(d+1, n+1) that correspond to subspaces V representing
a particular matroid are interesting in their own right and give insight to representability,
and finally how the study of an object called the Bergman fan parameterizing degenerations
of the matroid sheds light on the enumerative theory of matroids. In fact, we will use the
Bergman fan to present a proof of a theorem of Huh and the author [45] of a certain set
of inequalities among coefficients of the characteristic polynomial of matroids, called log-
concavity, addressing part of a conjecture of Rota, Heron, and Welsh [81].
Another theme of this survey is cryptomorphism. The new ways of thinking about ma-
troids introduced by algebraic geometry have introduced two new definitions of matroids
that are quite different from the other, more classical characterizations: matroid polytopes
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and Bergman fans. The definition of matroids in terms of matroid polytopes comes out
of the work of Gelfand-Goresky-MacPherson-Serganova. The Bergman fan definition was
motivated by valuation theory [8], rephrased in terms of tropical geometry, and can be de-
scribed here as studying matroids as cohomology classes on a particular toric variety called
the permutohedral variety. In this survey, we advocate for the combinatorial study of a
slight enlargement of the category of matroids, that of Minkowski weights on permutohedral
varieties. This enlargement allows a new operation called (r1, r2)-truncation introduced by
Huh and the author which is essential to the proof of log-concavity of the characteristic
polynomial.
We have picked topics to appeal to algebraic geometers. We have put some emphasis on
representability, which through Mne¨v’s theorem and Vakil’s work on Murphy’s Law plays a
central role in constructing pathological examples in algebraic geometry.
This survey’s somewhat bizarre approach and assumptions of background reflect how the
author learned the subject. We assume, for example, that the reader is familiar with toric
varieties and K-theory but provide an introduction to Mo¨bius inversion. We include just
enough of the highlights of the structure theory of matroids to give readers a sense of what
is out there. The literature on matroids is vast and the author’s ignorance keeps him from
saying more. The more purely combinatorial research in matroid theory has a quite different
flavor from our survey. Also, there are a number of topics that would naturally fit into this
survey that we had to neglect for lack of expertise. Such topics include Coxeter matroids [15],
oriented matroids [16], matroids over a ring as defined by Fink and Moci [35], hyperplane
arrangements [71], and tropical linear subspaces [87] . This survey is rather ahistorical. We
neglect nearly all the motivation coming from graph theory.
We make no claims towards originality in this survey. The presentation of Huh-Katz’s
proof of log-concavity of the characteristic polynomial differs from that of the published
paper [45] but is similar to the exposition in Huh’s thesis [47].
We would like to acknowledge Matthew Baker, Graham Denham, Michael Falk, Alex
Fink, June Huh, Sam Payne, Margaret Readdy, Hal Schenck, and Frank Sottile for valuable
conversations. This survey arose from an expository talk given at the Simons Symposium
on Non-Archimedean and Tropical Geometry. We’d like to thank the organizers of ths
symposium for their invitation and encouragement.
There are a number of references that we can recommend enthusiastically and which were
used extensively in the writing of this survey. Oxley’s textbook [72] is invaluable as a guide
to the combinatorial theory. Welsh’s textbook [102] is very broad and geometrically-oriented.
Wilson [109] gives a nice survey with many examples. Reiner’s lectures [78] explain the theory
of matroids and oriented matroids in parallel while also providing historical background. The
three Encyclopedia of Mathematics and its Applications volumes, Combinatorial Geometries
[105], Theory of Matroids [106], and Matroid Applications [107] are collections of valuable
expository articles. In particular, we found [17] very helpful in the writing of this survey.
Denham’s survey on hyperplane arrangements [25] is a useful reference for more advanced
topics.
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1.1. Notation. We will study algebraic varieties over a field k. We will use k to denote
affine space over k, A1
k
and k∗ to denote the multiplicative group over k, (Gm)k. For a vector
space V , V ∗ will be the dual space. Consequently, (kn)∗ will be a vector space and (k∗)n will
be a multiplicative group. We will refer to such (k∗)n as an algebraic torus. Our conventions
are geared towards working in projective space: matroids will usually be rank d + 1 on a
ground set E = {0, 1, . . . , n}.
This survey is organized largely by the mathematical techniques employed. The first
six sections are largely combinatorial while the next six are increasingly algebraic. Section
2 provides motivation for the definition of matroids which is given in section 3. Section 4
provides examples while section 5 explains constructions in matroid theory with an emphasis
on what the constructions mean for representable matroids viewed as vector configurations,
projective subspaces, or hyperplane arrangements. Section 6 discusses representability of
matroids. Section 7 introduces polynomial invariants of matroids, in particular the Tutte and
characteristic polynomial. Section 8 reviews the matroid polytope construction of Gelfand-
Goresky-MacPherson-Serganova and the valuative invariants that it makes possible. Section
9 reviews constructions involving the Grassmannian, describing the relationships between
Plu¨cker coordinates and the matroid axioms and between the matroid polytope and torus
orbits, and then it discusses realization spaces and finally, the K-theoretic matroid invariants
of Fink and Speyer. Section 10 is a brief interlude reviewing toric varieties. Section 11
introduces Bergman fans and shows that they are Minkowski weights. Section 12 gives a
proof of log-concavity of the characteristic polynomial through intersection theory on toric
varieties. Section 13 points out some future directions.
2. Matroids as Combinatorial Abstractions
A matroid is a combinatorial object that captures properties of vector configurations or
equivalently, hyperplane arrangements. We will informally discuss different ways of thinking
about vector configurations as motivation for the rest of the survey. This section is provided
solely as motivation and will not introduce any definitions needed for the rest of the paper.
Let k be a field, and let v0, v1, . . . , vn be vectors in k
d+1 that span kd+1. We can study the
dimension of the span of a subset of these vectors. Specifically, for S ⊂ {0, 1, . . . , n}, we set
VS = Span({vi | i ∈ S}),
and we define a rank function r : 2E → Z, by for S ⊆ {0, 1, . . . , n+ 1},
r(S) = dim(VS).
There are some obvious properties that r satisfies: we must have 0 ≤ r(S) ≤ |S|; r must
be non-decreasing on subsets (so S ⊆ U implies r(S) ≤ r(U)); and r({0, 1, . . . , n}) =
dim(kd+1) = d + 1. There is a less obvious property: because for S, U ⊆ {0, 1, . . . , n},
VS∩U ⊆ VS ∩ VU , we must have
r(S ∩ U) ≤ dim(VS ∩ VU) = dim(VS) + dim(VU)− dim(VS∪U) = r(S) + r(U)− r(S ∪ U).
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We can take this one step further and study all rank functions that satisfy these properties.
Such a rank function, we will call a matroid. Not all matroids will come from vector configu-
rations. Those that do will be said to be representable. Remarkably, a number of geometric
constructions will work for matroids regardless of their representability.
Instead of studying rank functions, we can study certain collections of subsets of {0, 1, . . . , n}
that capture the same combinatorial data. We can study bases which are (d + 1)-element
subsets of {0, 1, . . . , n} corresponding to subsets of {v0, v1, . . . , vn} which span k
d+1. Or we
can study independent sets which are subsets of {0, 1, . . . , n} corresponding to linearly in-
dependent sets of vectors. We can study circuits which are minimal linearly dependent sets
of vectors. Or we can study flats which correspond to subspaces spanned by some subset
{v0, v1, . . . , vn}. Each of these collections of subsets can be used to give a definition of a
matroid.
Alternatively, we can consider linear subspaces instead of vector configurations. Let V ⊆
kn+1 be a (d+ 1)-dimensional subspace that is not contained in any coordinate hyperplane.
If e0, e1, . . . , en is the standard basis of k
n+1, then the dual basis e∗0, e
∗
1, . . . , e
∗
n induce linear
forms on V . This gives a vector configuration in V ∗. We can projective V to obtain a
projective subspace P(V ) ⊂ Pn. We can rephrase the data of the rank function in terms of
a hyperplane arrangement of P(V ). Indeed, if the e∗i ’s are all non-zero, each linear form e
∗
i
vanishes on a hyperplane, Hi on P(V ), giving a hyperplane arrangement. Note that Hi is
the intersection of P(V ) with the coordinate hyperplane in Pn cut out by Xi = 0 where Xi is
a homogeneous coordinate. Now, we can define the rank function by, for S ⊂ {0, 1, . . . , n},
r(S) = codim
(
(
⋂
i∈S
Hi) ⊂ P(V )
)
.
There are interpretations of bases, independent sets, circuits, and flats in this language as
well.
There are a number of invariants of matroids that correspond to remembering the matroids
up to a certain equivalence class, analogous to passing to a Grothendieck ring. One invariant,
the Tutte polynomial can be related to the class of the matroid in a Grothendieck ring whose
equivalence relation comes from deletion and contraction operations. In the hyperplane
arrangement language, deletion corresponds to forgetting a hyperplane on the projective
subspace, and contraction corresponds to a particular projection onto a lower-dimensional
subspace.
There are geometric constructions that can be performed on the linear subspace V . These
constructions can be studied not just for linear subspaces but for matroids. Some of these
constructions, we shall see, can be used to give new combinatorial abstractions of linear
subspaces and therefore, new definitions of matroids.
One construction involves the Grassmannian. A linear subspace V corresponds to a point
in the Grassmannian Gr(d+1, n+1) parameterizing (d+1)-dimensional subspaces of kn+1.
Certain information about this point is equivalent to the data of the matroid. To speak of
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it, we have to study the geometry of the Grassmannian. The Grassmannian has a Plu¨cker
embedding,
i : Gr(d+ 1, n+ 1) →֒ PN
where N =
(
n+1
d+1
)
− 1. The homogeneous coordinates pB on PN are labelled by B ⊂
{0, 1, . . . , n} with |B| = d + 1 and are called Plu¨cker coordinates. The data of the ma-
troid is captured by which Plu¨cker coordinates are nonzero. Alternatively, the data can be
phrased in terms of a certain group acting on the Grassmannian. Let T = (k∗)n+1 act on
kn+1 by dilating the coordinates. This induces an action on the Grassmannian by, for t ∈ T ,
taking V ∈ Gr(d + 1, n + 1) to t · V = {tv | v ∈ V }. Note that the diagonal torus of
T acts trivially on Gr(d + 1, n + 1). This group action extends to the ambient PN . Given
V ∈ Gr(d+1, n+1) ⊂ PN , we can lift V to a point V˜ ∈ kN+1 and ask what are the characters
of T of the smallest sub-representation of T containing V˜ . This set of characters captures
exactly the data of the matroid. Alternatively, we can rephrase this data in terms of group
orbits. The closure of the T -orbit containing V , T · V ⊂ PN is a polarized projective toric
variety. By well-known results in toric geometry, this toric variety corresponds to a polytope.
The data of this polytope also corresponds to the matroid. Moreover, one can study poly-
topes that arise in this fashion combinatorially and even associate them to non-representable
matroids. These matroids polytopes can be used to produce an interesting class of invariants
of matroids, called valuative invariants. These invariants are those that are well-behaved un-
der subdivision of the matroid polytope into smaller matroid polytopes. The K-theory class
of the structure sheaf of the closure of the torus orbit, OT ·V ∈ K0(Gr(d + 1, n + 1)) is a
valuative invariant of the matroid introduced by Speyer. By a combinatorial description of
K-theory of the Grassmannian, the invariant can be extended to describe non-representable
matroids.
Given a matroid M , one can study the set of points on the Grassmannian that have M
as their matroid. This locally closed subset of Gr(d+ 1, n+ 1) is called a thin Schubert cell.
Such sets have arbitrarily bad singularities (up to an equivalence relation) and can be used
to construct other pathological moduli spaces. The pathologies of thin Schubert cells are
responsible for a number of the difficulties in understanding representability of matroids.
Given a subspace P(V ) ⊂ Pn, one can blow up the ambient Pn to understand P(V )
as a homology class. Homogeneous coordinates on Pn provide a number of distinguished
subspaces. In fact, we can consider all subspaces that occur as
⋂
i∈SHi for all proper subsets
S ⊂ {0, 1, . . . , n}. If we intersect n distinct coordinate hyperplanes of Pn, we get a point
all but one of whose coordinates are 0. There are n + 1 such points. If we intersect n − 1
distinct coordinate hyperplanes, we get a coordinate line between two of those points. If
we intersect n − 2 distinct coordinate hyperplanes, we get a coordinate plane containing
three of those points, and so on. We can produce a new variety, called the permutohedral
variety, X by first blowing up the n+1 points, then blowing up the proper transform of the
coordinate lines, then blowing up the proper transform of the coordinate planes, and so on.
The proper transform P˜(V ) of P(V ) is an iterated blow-up of intersections of hyperplanes
from the induced arrangement. The homology class of P˜(V ) in X depends only on the
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matroid of V . It has been studied as the Bergman fan by Sturmfels and Ardila-Klivans.
Moreover, it can be defined for non-representable matroids. The characteristic polynomial,
which is a certain specialization of the Tutte polynomial can be phrased as the answer to
an intersection theory problem on the Bergman fan. In the representable case, one may
apply intersection-theoretic inequalities derived from the Hodge index theorem to prove
inequalities between the coefficients of the characteristic polynomial, resolving part of the
Rota-Heron-Welsh conjecture.
We will discuss all this and more below.
3. Matroids
There are many definitions of a matroid. The equivalence of these definitions go by the
buzzword of cryptomorphism. They are all structures on a finite set E which will be called
the ground set.
The rank formulation of matroids is one that will be most useful to us in the sequel:
Definition 3.1. A matroid on E of rank d+ 1 is a function
r : 2E → Z
satisfying
(1) 0 ≤ r(S) ≤ |S|,
(2) S ⊆ U implies r(S) ≤ r(U),
(3) r(S ∪ U) + r(S ∩ U) ≤ r(S) + r(U), and
(4) r({0, . . . , n}) = d+ 1.
Definition 3.2. Two matroids M1,M2 with Mi on Ei with rank function ri are said to be
isomorphic if there is a bijection f : E1 → E2 such that for any S ⊆ E1,r2(f(S)) = r1(S).
The definition of matroids makes sense from the point of view of vector configuration in
a vector space. Let E = {0, 1, . . . , n}. Let k be a field. Consider the vector space kd+1
together with n+ 1 vectors v0, . . . , vn ∈ k
d+1 spanning kd+1. For S ⊆ E, set
r(S) = dim(Span({vi | i ∈ S})).
Then r is a matroid. If we write
VS = Span({vi | i ∈ S}),
then item (3) is equivalent to
dim(VS∩U) ≤ dim(VS ∩ VU).
Note that this inequality may be strict because there may be no subset of E exactly spanning
VS ∩ VU . Several of the matroid axioms are simple-minded and obvious while one is non-
trivial. This is very much in keeping with the flavor of the subject.
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Definition 3.3. A matroid is said to be representable over k if it is isomorphic to a ma-
troid arising from a vector configuration in a vector space over k. A matroid is said to be
representable if it is representable over some field. A matroid is said to be regular if it is
representable over every field.
Regular matroids are much studied in combinatorics. They have a characterization due to
Tutte (see [72] for details). Given a representable matroid, we may form the matrix whose
columns are the coordinates of the vectors in the vector configuration. A matrix is said to
be totally unimodular if each square submatrix has determinant 0,1, or −1. It is a theorem
of Tutte that regular matroids are those representable by totally unimodular matrices with
real entries [72].
Representable matroids are an important class of matroids but are not all of them. In
fact, it is conjectured that they are asymptotically sparse among matroids. We will discuss
non-representable matroids at length in this survey.
Instead of considering a rank function, we may consider instead the set of flats of the
matroids.
Definition 3.4. A flat of r is a subset S ⊆ E such that for any j ∈ E, j 6∈ S, r(S ∪ {j}) >
r(S).
We think of flats as the linear subspaces of kn+1 spanned by vectors labeled by a subset
of E. We may also axiomatize matroids as a set of flats.
Definition 3.5. A matroid is a collection of subsets F of a set E that satisfy the following
conditions
(1) E ∈ F ,
(2) if F1, F2 ∈ F then F1 ∩ F2 ∈ F , and
(3) if F ∈ F and {F1, F2, . . . , Fk} is the set of minimal members of F properly containing
F then the sets F1 \ F, F2 \ F, . . . , Fk \ F partition E \ F .
Note that axiom (3) implies that for any flat F and j 6∈ F , there is a unique flat F ′
containing F ∪{j} that does not properly contain any flat containing F . We can also encode
the data of the flats in terms of a closure operation where the closure of a set S ⊆ E, cl(S)
is the intersection of the flats containing S. The set of flats form a lattice which is a poset
equipped with operations that abstract intersection and union. The lattice of flats of M is
denoted by L(M). We will let 0ˆ be the minimal flat. Given a collection of flats F , we may
recover the rank function of a set S ⊆ E by setting it to be the length of the longest chain
of non-trivial flats properly contained in cl(S).
We can also axiomatize matroids in terms of their bases. A basis for a vector configuration
labeled by E is a subset B ⊆ E such that {vi | i ∈ B} is a basis for k
d+1. In terms of the
rank function, a basis is a (d+ 1)-element set B ⊆ E with r(B) = d+ 1.
Definition 3.6. A matroid is a collection B of subsets of E such that
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(1) B is nonempty and
(2) If B1, B2 ∈ B and i ∈ B1 \ B2 then there is an element j of B2 \ B1 such that
(B1 \ i) ∪ {j} ∈ B.
The second axiom is called basis exchange. It is a classical property of pairs of bases of a
vector space and is due to Steinitz. By applying it repeatedly, we may show that all bases
have the same number of elements. This is the rank of the matroid. It is straightforward to
go from a rank function to a collection of bases and vice versa.
Another axiomatization comes from the set of independent subsets which should be
thought of subsets of E labelling linearly independent subsets. These would be subets I ⊂ E
such that r(I) = |I|.
Definition 3.7. A matroid is a collection of subsets I of E such that
(1) I is nonempty,
(2) Every subset of a member of I is a member of I, and
(3) If X and Y are in I and |X| = |Y |+1, then there is an element x ∈ X \Y such that
Y ∪ {x} is in I.
Definition 3.8. A loop of a matroid is an element i ∈ E with r({i}) = 0. A pair of parallel
points (i, j) of a matroid are elements i, j ∈ E such that r({i}) = r({j}) = r({i, j}) = 1. A
matroid is said to be simple if it has neither loops nor parallel points.
For vector configurations, a loop corresponds to the zero vector while parallel points
correspond to a pair of parallel vectors.
Definition 3.9. A coloop of a matroid is an element i ∈ E that belongs to every basis.
In terms of vector configurations, a coloop corresponds to a vector not in the span of the
other vectors.
A circuit in a matroid is a minimal subset of E that is not contained in a basis. For a set
of vectors, this should be thought of as a subset C ⊆ E such that the vectors labeled by C
are linearly dependent but for any i ∈ C, C \ {i} is linearly independent. Circuits can be
axiomatized to give another definition of matroids.
4. Examples
In this section, we explore difference classes of matroids arising in geometry, graph theory,
and optimization.
Example 4.1. The uniform matroid Ud+1,n+1 of rank d+ 1 on n+ 1 elements is defined for
E = {0, 1, . . . , n} by a rank function r : 2E → Z≥0 given by
r(S) = min(|S|, d+ 1).
It corresponds to a vector configuration v0, v1, . . . , vn given by n+1 generically chosen vectors
in a (d+1)-dimensional vector space. Any set of d+1 vectors is a basis. Note that if the field k
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does not have enough elements, then the vectors cannot be chosen generically. For example,
because F22 has only three non-zero elements, U2,4 does not arise as a vector configuration
over F2. Equivalently, it is not representable over F2.
The matroids on a singleton set will be important below. The matroid U0,1 is represented
by a vector configuration consisting of 0 ∈ k. The single element of the ground set of U0,1
is a loop. On the other hand, U1,1 is represented by any non-zero vector in k. The single
element of the ground set of U1,1 is a coloop.
Example 4.2. Let x0, x1, . . . , xn be points in Pdk not contained in any proper projective
subspace. Pick a vector vi ∈ k
n+1 \ {0} on the line described by xi. Then v0, v1, . . . , vn
gives a vector configuration in kd+1 and therefore a matroid on {0, 1, . . . , n} of rank d + 1.
Specifically, the rank function, for S ⊂ E = {0, 1, . . . , n} is given by
r(S) = dim(Span(vi | i ∈ S)).
This vector configuration can be thought of as a surjective map:
kn+1 → kd+1
(t0, . . . , tn) 7→ t0v0 + . . .+ tnvn.
Alternatively, we can dualize this map to get an injective map (kd+1)∗ → (kn+1)∗ whose
image is a subspace V . Note here that every non-empty set has positive rank so the matroid
has no loops. Coloops are elements i such that the minimal projective subspace containing
{x0, x1, . . . , xn} \ {xi} is of positive codimension. Flats correspond to minimal projective
subspaces containing some subset of {x0, x1, . . . , xn}. Bases are (d + 1)-element subsets of
{x0, x1, . . . , xn} that are not contained a proper projective subspace of Pd.
If x0, x1, . . . , xn are contained in a proper projective subspace, we may replace the ambient
subspace by the minimal projective subspace containing x0, x1, . . . , xn in order to define a
matroid.
Example 4.3. Let V ⊆ kn+1 be an (d + 1)-dimensional subspace. Let e0, e1, . . . , en be a
basis for kn+1. The inclusion i : V →֒ kn+1 induces a surjection i∗ : (kn+1)∗ → V ∗. The
image of the dual basis, {i∗e∗0, i
∗e∗1, . . . , i
∗e∗n} gives a vector configuration in V
∗. We can take
its matroid.
Let us use the basis to put coordinates (x0, x1, . . . , xn) on k
n+1. We can define subspaces
of V as follows: for I ⊆ E, set
VI = {x ∈ V | xi = 0 for all i ∈ I}.
Then r(I) = codim(dim VI ⊂ V ). A flat in this case is a subset F ⊂ E such that for any
G ⊃ F , VG ( VF . The lattice of flats is exactly the lattice of subsets of V of the form VS,
ordered under reverse inclusion. An element j is a loop if and only if V is contained in the
coordinate hyperplane xj = 0. A basis is a subset B ⊆ {0, 1, . . . , n} such that VB = {0}. An
element j is a coloop if and only if V contains the basis vector ej .
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Figure 1. The Fano and non-Fano matroids
If we replace V and kn+1 by their projectivizations, and V is not contained in any co-
ordinate hyperplane, then the definition still makes sense. In this case we consider a r-
dimensional projective subspace P(V ) in Pn. We consider P(Vi) as an arrangement of hyper-
planes on Pn [71]. In this case, the subsets P (VF ) as F ranges over all flats corresponds to
the different possible intersections of hyperplanes (including the empty set).
Example 4.4. Given V ⊂ kn+1 as above, we may define a matroid by considering the
quotient
π : kn+1 → kn+1/V.
For I ⊂ E, let kI ⊂ kn+1 be the subspace given by
kI = Span({ei | i ∈ I}).
We set
r(I) = dim(π(kI)).
This is the matroid given by the vector configuration {π(e0), π(e1), . . . , π(en)}.
This example is related to the previous one by matroid duality which we will investigate
in Subsection 5.3.
Example 4.5. One can draw simple matroids as as point configurations. We imagine the
points as lying in some projective space and if the matroid were representable, they would
give a vector configuration as in Example 4.2. For example, if we have a rank 3 matroid,
we view the points as spanning a projective plane. We specify the rank 2 flats that contain
more than two points by drawing lines containing points. These lines together with all lines
between pairs of points are exactly the rank 2 flats. Higher rank matroids can be described
by point configurations in higher dimensional spaces where we specify the k-flats that contain
more points than what is predicted by rank considerations (e.g. for 3-flats which correspond
to planes, we would show the planes that are not merely those containing 3 non-collinear
points or a line and a non-incident point).
The Fano and non-Fano matroids denoted by F7 and F
−
7 , respectively, are pictured in
Figure 1. The Fano matroid is a rank 3 matroid consisting of 7 points together with 7 lines
passing through particular triples of points. A line through three of those points is drawn as
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Figure 2. The Pappus and non-Pappus matroids
a circle. The Fano matroid is representable exactly over fields of characteristic 2. In fact, it
is the set of all points and lines in the projective plane over F2, P2F2. The non-Fano matroid
is given by the same configuration but with the center line removed. We see that as meaning
that those three points on that line are no longer collinear. This matroid is representable
exactly over fields whose characteristic is different from 2.
Example 4.6. The Pappus and non-Pappus matroids are pictured in Figure 2. The non-
Pappus matroid is obtained from the Pappus matroid by mandating that the three points in
the middle not be collinear. This is in violation of Pappus’s theorem which is a theorem of
projective geometry. Therefore, the non-Pappus matroid is not representable over any field.
Example 4.7. Let G be a graph with n + 1 edges labeled by E = {0, 1, . . . , n}. We can
define the graphic matroid M(G) to be the matroid whose set of bases are G’s spanning
forests. The flats of this matroid are the set of edges F such that F contains any edge whose
endpoints are connected by a path of edges in F . Note that the loops of this matroid are the
loops of the graphs while the coloops are the bridges. In fact, coloops are sometimes called
bridges or isthmuses in the literature.
This matroid comes from a vector configuration. Pick a direction for each edge. Let
C1(G,k) be the vector space of simplicial 1-chains on G considered as a 1-dimensional sim-
plicial complex. There is a basis of C1(G,k) given by the edges e0, . . . , en with their given
orientation. Let ∂ : C1(G,k) → C0(G,k) be the differential. Then M(G) is given by the
vector configuration ∂(e0), . . . , ∂(en). Here, the rank of the matroid is
dim(∂C1(G,k)) = dimC0(G,k)− dimH0(G,k) = |V (G)| − κ(G)
where κ(G) is the number of connected components of G.
By Whitney’s 2-isomorphism theorem [72, Thm 5.3.1], one can reconstruct a connected
graph G from M(G) up to two moves, vertex cleaving and Whitney twists. If G is 3-
connected, it can be uniquely reconstructed from M(G). In fact, matroids can be considered
to be generalizations of graphs. Tutte [97] stated, “If a theorem about graphs can be ex-
pressed in terms of edges and circuits only it probably exemplifies a more general theorem
about matroids.”
As a special case, consider Kn+1, the complete graph on n+ 1 vertices. Let us denote its
vertices by w0, . . . , wn. The edges are denoted by eij for 0 ≤ i < j ≤ n. The differential is
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given by ∂eij = wi−wj. The associated subspace as in Example 4.2 is dC
0(G,k) ⊂ C1(G,k).
We can put coordinates y0, . . . , yn on C
0(G,k) by taking as a basis the characteristic functions
of vertices δw0, . . . , δwn. Therefore,
dC0(G,k) ∼= k
n+1/k
where we quotient by the diagonal line. The hyperplane arrangement induced by the coor-
dinate subspaes of C1(G,k) is the braid arrangement
{yi − yj = 0 | 0 ≤ i < j ≤ n}.
Example 4.8. Let G be a graph with n + 1 edges labeled by E = {0, 1, . . . , n}. We can
also define another matroid, the cographic matroid M∗(G) of G. The bases of M∗(G) are
complements of the spanning forests of G.
The cographic matroid of a graph also comes from a vector configuration. We pick a
direction for each edge as before. Let C1(G,k) be the 1-cochains of G. It has a basis
given by δe0 , δe1, . . . , δen, the characteristic function of each edge with given orientation Let
d : C0(G,k) → C1(G,k) be the differential. Let V = C1(G,k)/dC0(G,k). The matroid is
given by the image of δe0 , δe1, . . . , δen in V .
Matroids that are isomorphic toM(G) for some graph G are said to be graphic. Cographic
matroids are defined analogously. Observe that because cycle and cocycle spaces can be
defined over any field, graphic and cographic matroids are regular. The uniform matroid
U2,4, because it is not regular, is neither graphic nor cographic. There are examples of
regular matroids that are neither graphic nor cographic.
Example 4.9. Transversal matroids arise in combinatorial optimization. Let E = {0, . . . , n}.
Let A1, . . . , Am be subsets of E. A partial transversal is a subset I ⊆ E such that there exists
an injective φ : I → {1, . . . , m} such that i ∈ Aφ(i). A transversal is a partial transerval of
size m. We can view elements of E as people and elements of {1, . . . , m} as jobs where Ai is
the set of people qualified to do job i. A partial transversal is a set of people who can each
be assigned to a different job. The transversal matroid is defined to be the matroid on E
whose independent sets are the sets of partial transversals.
An important generalization of Hall’s theorem is due to Rado. See [101, Ch. 7] for details:
Theorem 4.10. Let M be a matroid on a set E. A family of subsets A1, . . . , Am ⊆ E has
a transversal that is an independent set in M if and only if for all J ⊆ {1, . . . , m},
r(∪j∈JAj) ≥ |J |.
This has applications to finding a common transversal for two collections of subsets.
Example 4.11. Algebraic matroids come from field extensions. Let F be a field and let
K be an extension of F generated by a finite subset E ⊂ K. We define a rank function as
follows: for S ⊆ E,
r(S) = tr. deg(F(S)/F),
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the transcendence degree of F(S) over F. It turns out that r defines a matroid. It can be
shown that every matroid representable over some field is an algebraic matroid over that
same field [72, Prop 6.7.11]. There are examples of non-algebraic matroids and of algebraic,
non-representable matroids.
Algebraic matroids can be interpreted geometrically. Let V ⊂ An+1F be an algebraic variety.
Set K = K(V ), the function field of V . Let E = {x0, x1, . . . , xn} be the coordinate functions
on V . The rank of the algebraic matroid given by K is the transcendence degree of K over
F, which is equal to dimV . A subset S ⊆ E is a basis when tr. deg(K/F(S)) = 0 which
happens when the projection onto the coordinate space πS : V → ASF is generically finite.
Example 4.12. An important class of matroids are the paving matroids. Conjecturally,
they form almost all matroids [65]. A paving matroid of rank r + 1 is a matroid such that
any set I ⊂ E with |I| ≤ r is independent. Paving matroids can be specified in terms of their
hyperplanes, that is, their rank r flats as there is a cryptomorphic axiomatization of matroids
in terms of their hyperplanes. We use the following proposition where an r-partition of a set
E is a collection of subsets T = {T1, T2, . . . , Tk} where for all i, |Ti| ≥ r and each r element
subset of E is a subset of a unique Ti:
Proposition 4.13. [72, Prop 2.1.24] If T = {T1, T2, . . . , Tk} is an r-partition of a set E,
then T is the set of hyperplanes of a rank r + 1 matroid on E. Moreover, for r ≥ 1, the set
of hyperplanes of every rank r + 1 paving matroid on E is an r-partition of E.
One example of a paving matroid is the Va´mos matroid. Here we follow the definition of
[72]. We set E = {1, 2, 3, 4, 1′, 2′, 3′, 4′}. We set
T1 = {{1, 2, 1
′, 2′}, {1, 3, 1′, 3′}, {1, 4, 1′, 4′}, {2, 3, 2′, 3′}, {2, 4, 2′, 4′}
and
T = T1 ∪ {T ⊂ E| |T | = 3 and T is not contained in any element of T1}
Then T is a 3-partition and the set of hyperplanes of a rank 4 matroid V8. This matroid
is not representable over any field. One can view V8 as the set of vertices of a cube whose
bottom and top faces are labeled {1, 3, 2, 4} and {1′, 3′, 2′, 4′} where we mandate that the
points {3, 4, 3′, 4′} are not coplanar. This matroid turns out to be non-algebraic [49].
For details on paving matroids, see [72, Sec 2.1].
Example 4.14. Schubert matroids are the matroids whose linear subspaces correspond to
the generic point of a particular Schubert cell. They were introduced by Crapo [22]. See [4]
for more details.
Schubert cells form an open stratification of the Grassmannian Gr(d+1, n+1) of (d+1)-
dimensional subspaces of kn+1. The Schubert cells consist of all the subspaces that intersect
a flag of subspaces in particular dimensions. Specifically, we have a flag of subspaces
{0} (W1 ( W2 ( . . . (Wn (Wn+1 = k
n+1
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with dimWi = i. For a subspace V ∈ Gr(d + 1, n + 1), this flag induces a nested sequence
of subspaces
{0} ⊆ V ∩W1 ⊆ V ∩W2 ⊆ . . . ⊆ V ∩Wn ⊆ V ∩Wn+1 = V
The dimensions of these subspaces increase by 0 or 1 with each inclusion, so we can mandate
where the jump occurs. In the most generic situation, the sequence of dimensions would be
0, . . . , 0, 1, 2, . . . , d, d+ 1, that is, dim(V ∩Wn−d+i) = i. We consider cases where where the
sequence the jumps differs from that situation. Specifically, we let a1, . . . , ad+1 be a non-
increasing sequence of integers with a1 ≤ n − d. The Schubert cell is cut out by the open
conditions that dim(V ∩Wn−d+i−ai) = i. Its closure, the corresponding Schubert variety is
cut out by replacing the equality by “≥”.
To put Schubert cells into a matroid context, we must pick a flag. LetWi = Span(e0, . . . , ei−1).
In other words, Wi is cut out by the system xi = . . . = xn = 0. Therefore, we expect to
have {n − ad+1, n − 1 − ad, . . . , n − d − a1} as a basis. However, we need to impose more
conditions to specify a matroid. We will suppose that V is generic with respect to the flag
apart from these conditions. We declare the bases of the matroid to be exactly the subsets
{s0, s1, . . . , sd} ⊆ {0, . . . , n} such that si ≤ (n − i) − ad+1−i. A point of view that will be
taken up later is that matroids allow one to specify points in Schubert cells more precisely.
5. Operations on Matroids
In this section, we survey some of the operations for constructing and relating matroids.
Our emphasis is on explaining these constructions in the representable case. For a more
complete reference we recommend [17, 72].
5.1. Deletion and Contraction. Let M be a matroid of rank d+ 1 on a finite set E. For
X ⊂ E, we we may define the deletion M \X . The ground set of M \X is E \X with rank
function given as follows: for S ⊆ E \X ,
rM\X(S) = rM(S).
IfM is represented by a vector configuration v0, . . . , vn,M \X is represented by {vi | i 6∈ X}.
Similarly, if M is represented by a vector space V ⊆ kn+1, M \ i is represented by π(V ) ⊆ kn
where π : kn+1 → kn+1−|X| is given by projecting out the coordinates corresponding to
elements of X . Deletion on graphic matroids corresponds to deleting an edge from the
graph.
For T ⊆ E, we define the restriction by
M |T = M \ (E \ T ).
If F is a flat of M , then it is easy to see that the lattice of flats L(M |F ) is the interval [0ˆ, F ]
in L(M).
A special case which will be of interest below is the deletion of a single element. Let
i ∈ E. If i is not a coloop, then there is a basis B of E not containing i. This is rank d+ 1
subset of M \ i, and so M \ i is a matroid of rank d + 1. The bases of M \ i are the bases
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of M that do not contain i. By considering the matroid as a linear subspace, we see that
dim π(V ) = dimV .
There is a dual operation to deletion called contraction. Let X ⊂ E. We define the
contraction M/X to be the matroid on ground set E \X given by for S ⊆ E \X ,
r(S) = r(S ∪X)− r(X).
Consequently, M/X is of rank n+1− r(X). If F is a flat of M , then L(M/F ) is the interval
[F,E] in L(M). If M is represented by a vector configuration, v0, . . . , vn in k
d+1, M/X is
represented by {π(vi) | i 6∈ X} where π : k
d+1 → kd+1/W is the projection and
W = Span({vi | i ∈ X}).
Likewise if M is represented by a subspace V ⊆ kn+1, M/X is given by V ∩LX ⊆ LX where
LX is the coordinate subspace given by
LX = {x | xi = 0 if i ∈ X}.
If i ∈ E that is not a loop, then the rank of M/i is d. In this case, if M is represented by
a subspace V then V intersects Li transversely. If i is a loop, the rank of M/i is d + 1. In
this case, V is contained in the subspace Li. If i is not a loop, the bases of M/i are
B(M/i) = {B \ {i} | i ∈ B, B is a basis for M}.
Definition 5.1. A matroid M ′ is said to be a minor of M if it is obtained by deleting and
contracting elements of the ground set of M .
Note that a minor of a representable matroid is representable because we have a geometric
interpretation of deletion and contraction on a vector arrangement or linear subspace.
5.2. Direct sums of matroids. Given two matroids M1,M2 on disjoint sets E1, E2, we
may produce a direct sum matroid M1 ⊕M2 on E1 ⊔E2. Specifically, for S1 ⊆ E1, S2 ⊆ E2,
we define
r(S1 ⊔ S2) = r1(S1) + r2(S2).
The bases of M are of the form B1 ⊔B2 for B1 ∈ B1, B2 ∈ B2. The circuits of M1 ⊕M2 are
the circuits of M1 together with the circuits of M2. The lattice of flats obeys
L(M1 ⊕M2) = L(M1)× L(M2)
where the underlying set is the Cartesian product and (F1, F2) ≤ (F
′
1, F
′
2) if and only if
F1 ≤ F
′
1 and F2 ≤ F
′
2. If M1 is represented by vectors v0, . . . , vm ∈ k
d1+1 and M2 is
represented by vectors w0, . . . , wn ∈ k
d2+1, then M1 ⊕M2 is represented by
(v0, 0), . . . , (vm, 0), (0, w0), . . . (0, wn) ∈ k
d1+1 ⊕ kd2+1.
If M1,M2 are represented by subspace V1 ⊆ k
n1+1, V2 ⊆ k
n2+1, then M1 ⊕M2 is represented
by
V1 ⊕ V2 ⊆ k
n1+1 ⊕ kn2+1.
For graphic matroids, direct sum corresponds to disjoint union of graphs.
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Every matroid has a decomposition analogous to the decomposition of a graph into con-
nected components.
Definition 5.2. A matroid is connected if for every i, j ∈ E, there exists a circuit containing
i and j.
We can define connected components of the matroid by saying that two elements i, j are
in the same connected component if and only if there exists a circuit containing i and j. This
is an equivalence relation. It can be stated in terms of bases in the following form which will
be important when we study matroid polytopes: two elements i,j are in the same connected
component if and only if there exists bases B1 and B2 such that B2 = (B1 \ {i}) ∪ {j}. If
T1, . . . , Tκ are the connected components of M , then we have a direct sum decomposition
M ∼= M |T1 ⊕ · · · ⊕M |Tκ .
Connected matroids are indecomposable under direct sum, and matroids have a unique direct
sum decomposition into connected matroids.
Loops and coloops play a particular role in direct-sum decompositions. Because the only
circuit in which a loop i occurs is {i}, {i} is a connected component. Similarly, because a
coloop j does not occur in any circuit, {j} is a connected component. Therefore, loops and
coloops may be split off from the matroid as in the following proposition:
Proposition 5.3. Any matroid M can be written as a direct sum
M ∼= M ′ ⊕ (U0,1)
⊕l ⊕ (U1,1)
⊕c
where M ′ has neither loops nor coloops.
5.3. Duality. Duality is a a natural operation on matroids that generalizes duality of planar
graphs.
Definition 5.4. The dual of a matroid M on E with rank function r is defined to be the
matroid on E with rank function given by
r∗(S) = r(E \ S) + |S| − r(E).
This rank function satisfies the axioms of a matroid. IfM is rank d+1 on E = {0, 1, . . . , n},
then M∗ is rank n− d. The bases of M∗ can be seen to be the set
B∗ = {E \B | B ∈ B}.
Duality interchanges loops and coloops, commutes with direct sum, and takes deletion to
contraction: (M \ i)∗ = M∗/i. As an example, we have (Ur+1,n+1)
∗ = Un−r,n+1.
The dual of a representable matroid is representable. Let M be represented by a vec-
tor configuration v0, v1, . . . , vn spanning k
d+1. This configuration can be thought of as a
surjection p : kn+1 → kd+1 that fits into an exact sequence as
0 // ker(p)
j
// kn+1
p
// kd+1 // 0 .
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We can take duals to get an injection p∗ : (kd+1)∗ →֒ (kn+1)∗. The dual of M is given by the
vector configuration corresponding to the quotient
(kn+1)∗ → (kn+1)∗/p∗((kd+1)∗) = ker(p)∗.
Indeed, let w0, w1, . . . , wn be the dual basis of (k
n+1)∗. For S ⊆ {0, . . . , n}, the span of
{wi | i ∈ S} induces a linear projection πS : k
n+1 → kS. Write kE\S ⊂ kn+1 for the kernel of
that projection. The rank of S in the vector configuration induced by {w0, . . . , wn} is
r∗(S) = dim(j∗π∗S((k
S)∗))
= dim(πS(ker(p)))
= dim((ker(p) + kE\S)/kE\S)
= dim(kE\S + ker(p)/ ker(p)) + dim(ker(p))− dim(kE\S)
= dim(p(kE\S)) + dim(ker(p))− dim(kE\S)
= r(E \ S) + (n− d)− ((n + 1)− |S|)
= r(E \ S) + |S| − r(E).
If a matroid is represented by a subspace V ⊂ kn+1, its dual is represented by V ⊥ ⊂ (kn+1)∗
where V ⊥ = ker((kn+1)∗ → V ∗).
By interpreting of M(G) and M∗(G) as vector configurations given by chain and cochain
groups, we see that these are dual matroids. If G is a planar graph, it turns out that
M∗(G) = M(G∗) where G∗ is the planar dual of G. Because one can take the dual of any
graphic matroids, the theory of matroids allows one to take the dual of a non-planar graph.
5.4. Extensions. Single-element extension is an operation on matroids inverse to single-
element deletion. Its properties were worked out by Crapo. Given a matroid M on a ground
set E, it produces a new matroid M ′ on a ground set E ′ = E ⊔ {p} such that M = M ′ \ p.
Here we will follow the exposition of [14]. We can partition the flats of M into three sets
based on how they change under extension:
K1 = {F ∈ F | F and F ∪ {p} are both flats of M
′}
K2 = {F ∈ F | F is a flat of M
′ but F ∪ {p} is not}
K3 = {F ∈ F | F ∪ {p} is a flat of M
′ but F is not}.
This partition can be understood in the case where M ′ is given by a vector configuration
{v0, . . . , vn, vp} ⊆ k
d+1 and M = M ′ \ p. The flats in K3 correspond to subspaces that
contain vp and are spanned by a subset of {v0, . . . , vn}. A flat F of M is in K1 when
vp 6∈ Span(F ) and Span(F ∪ vp) is not among the linear subspaces corresponding to flats of
M . Finally, F ∈ K2 when vp 6∈ Span(F ) but Span(F ∪ vp) corresponds to some flat of M .
This flat must be an element of K3. If one knows K3, one can determine K2 and therefore
K1: elements of K2 are exactly those that are contained in an element of K3. Now, let us
determine what properties that K1 and K3 should have. If F1 ⊆ F2 and F2 ∈ K1, then
F1 ∈ K1. Also, if F1 ⊆ F2 and F1 ∈ K3, then F2 ∈ K3. A more subtle property can be
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seen by considering intersections: if F1, F2 ∈ K3, then vp ∈ Span(F1) ∩ Span(F2); therefore,
if Span(F1 ∩ F2) = Span(F1) ∩ Span(F2), then F1 ∩ F2 ∈ K3. These properties can all be
established in the abstract combinatorial setting. Translated into the matroid axioms, these
properties say that K3 is a modular cut:
Definition 5.5. Let M be a matroid. A subset M⊆ F is said to be a modular cut if
(1) If F1 ∈M and F2 ∈ F with F1 ⊆ F2, then F2 ∈M and
(2) if F1, F2 ∈M satisfy
r(F1) + r(F2) = r(F1 ∩ F2) + r(F1 ∪ F2)
then F1 ∩ F2 ∈M
Note that the condition on ranks in (2) above says that Span(F1 ∩ F2) = Span(F1) ∩
Span(F2).
This characterization of K3 holds for all extensions of matroids and is fact a sufficient
condition for an extension to exist:
Proposition 5.6. For any single-element extension M ′ of M , the set K3 is a modular
cut. Moreover, given any modular cut M of a matroid M , there is a unique single element
extension M ′, denoted by M +M p such that K3 =M.
An extension is a composition of single element extensions. Single-element extensions may
leave the class of representable matroids: the matroid M may be representable but M ′ may
not be. Indeed, given a matroid M , there may not exist a set of vectors {v0, . . . , vn} ⊆ k
d+1
representing M such that there is a vector vp contained in the subspaces corresponding to
flats in the modular cut. In fact, one can produce such an M by beginning with a non-
representable matroid and deleting elements until it becomes representable.
Single-element extensions have a geometric interpretation when one considers matroids
represented by a subspace V ⊆ kn+1. Specifically, one looks for a subspace V ′ ⊂ kn+2 such
that π(V ′) = V where π : kn+2 → kn+1 is projection onto the first n + 1 factors. We can
interpret such a V ′ as the graph of a linear function l : V → k. Then K3 can be interpreted
as the flats contained in l−1(0).
A special case of single element extension is that of a principal extension. Specifically,
one takes the modular cut to be all flats containing a given flat F . In terms of vector
configuration, this corresponds to adjoining a generic vector in the subspace corresponding
to F . The extension is denoted by M +F p. In the case where F = E, this is called the free
extension and it corresponds to extending by a generic vector.
There is an operation inverse to contraction, called coextension. In other words, given
a matroid M , one produces M ′ such that M = M ′/p. Note that the rank of M ′ will be
one greater than the rank of M . Because deletion is dual to contraction, coextension can
be defined in terms of extension. Specifically, let M be a modular cut in M∗. Then the
coextension associated to M is
M ′ = (M∗ +M p)
∗.
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One can similarly define principal and free coextension.
5.5. Quotients and Lifts. There is a natural quotient operation on matroids. Specifically,
one extends a matroid by an element and then one contracts the element. The quotient
given by a modular cut M is defined to M +M p/p. In the case of vector configuration, this
corresponds to taking a quotient of the ambient subspace: ifM ′ =M+M p is represented by
{v0, . . . , vn, vp} in k
n+1, then M ′/p is represented by the image of {v0, . . . , vn} in k
n+1/kvp.
One can define principal quotients by taking modular cuts associated to a flat. IfM = {E},
then the quotient is given by a free extension by vp followed by a contraction by vp. This is
called the truncation Truncd(M) of M . It corresponds to taking the quotient of the ambient
space by a generic vector. In general, for 0 ≤ k ≤ d + 1, we define the k-truncation as the
matroid on E with rank function given by
rTrunck(M)(S) = max(r(S), k).
If we view the matroid as a linear subspace V ⊂ kn+1, then truncation has a geometric
interpretation as follows:
Lemma 5.7. Let M be a rank d + 1 matroid on {0, 1, . . . , n} represented by a (d + 1)-
dimensional subspace V ⊆ kn+1. Let H be a hyperplane in kn+1 that intersects VI transversely
for all I ⊂ {0, 1, . . . , n}. Then V ∩H represents Truncd(M).
Proof. We see that the rank function associated to V ∩H obeys
rV ∩H(S) = codim(dim(VS ∩H) ⊂ (V ∩H)) = max(codim(VS ⊂ V )), d) = rTruncd(M)(S).

Consequently, the k-truncation corresponds to intersecting with a generic n+1−(d+1−k)-
dimensional subspace.
This will be important in the sequel. There is also a dual notion to quotient, that of lifts.
5.6. Maps. There are several rival notions of morphisms between matroids. We briefly
review the notion of strong maps following Kung [58] noting that there is also a notion of
weak maps.
Definition 5.8. Let M1 and M2 be matroids on sets E1 and E2, respectively. Let the direct
sums Mi ⊕ U0,1 be given by extending by a loop oi. A strong map σ from M1 to M2 is a
function σ : E1 ∪ {o1} → E2 ∪ {o2} taking o1 to o2 such that the preimage of any flat of
M2 ⊕ U0,1 is a flat in M1 ⊕ U0,1.
A strong map turns out to be the composition of an extension and a contraction.
Definition 5.9. An embedding of a matroid M on E into a matroid M+ on E+ is an
inclusion i : E →֒ E+ such that M+|i(E) = M where we identify elements of E with their
images under i.
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Embeddings are strong maps. Contractions are strong maps as well. If we contract by a
set U ⊆ E, then the map is given by σ : E ∪ {o1} → (E \ U) ∪ {o2} where σ is the identity
on E \ U and takes U ∪ {o1} to o2. We see that we need to add a loop to define strong
maps because we will need a zero element as a target for elements. We have the following
factorization theorem:
Theorem 5.10. Let σ : M1 →M2 be a strong map. Then there is a matroid M
+ such that
σ can be factored as
M1
i
// M+
p
// M2
where i is an embedding and p is a contraction.
5.7. Relaxation. New matroids can be obtained from old by the technique of relaxation.
Recall that a circuit of a matroid is a minimal dependent set. Matroids can be axiomatized
in terms of circuits. Let X ⊆ E be a circuit that is also a hyperplane. We call such a set a
circuit-hyperplane. We construct a new matroid by mandating that X be a basis.
Proposition 5.11. [72, Prop 1.5.14] Let X be a circuit-hyperplane of a matroid M on E.
Let B be the set of bases of M and set B′ = B ∪ {X}. Then B′ is the set of bases for a
matroid M ′
By relaxing a representable matroid, one may obtain a non-representable matroid. In fact,
the non-Pappus matroid is obtained from the Pappus matroid by relaxing one line through
three points. The non-Fano matroid is similarly a relaxion of the Fano matroid. The fields
over which a matroid is representable may change by relaxation as the non-Fano matroid is
a relaxation of the Fano matroid.
6. Representability and Excluded Minor Characterizations
6.1. Introduction to Representability. Representability is a central part of the combi-
natorial study of matroids. Here, one would like a combinatorial description of representable
matroids. This is probably too much to ask. However, one can study matroids that are
representable over a fixed field. Here, we need to discuss which classes of matroids might
have a good structure theory.
The analogy with graph theory is particularly strong here. The prototypical structural
result that one would like to generalize is Wagner’s characterization of planar graphs, which
states that a graph is planar if and only if it does not contain a K3,3 or K5 minor. Note
that the class of planar graphs is minor closed, that is, any minor of a graph in this class
is also in this class. Wagner’s theorem produces a finite list of forbidden minors for this
class of graphs. A far-reaching generalization of this theorem is the Robertson-Seymour
graph minors theorem which states that any minor-closed class of graphs has a finite list
of excluded minors. Examples of minor-closed classes of graphs include trees, linklessly
embeddable graphs, and graphs with embedding genus at most g for a fixed g. The theorem
gives a structural decomposition of an arbitrary minor-closed class of graphs and takes up
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more than 500 journal pages. While it shows that the number of forbidden minors is finite,
it does not construct an explicit list. See [28] for a nice summary.
Just as one might study particular classes of graphs like planar graphs, one can study
particular classes of matroids. The most natural classes of matroids would be those that
are closed under taking minors, i.e. deleting and contracting elements. One would hope for
forbidden minor characterizations of these classes.
There are a number of natural minor-closed classes of matroids. For a fixed field k,
the class of matroids that are representable over k is minor-closed. This follows from the
explicit construction of deletion and contraction on matroids represented by, say, a vector
configuration. Other minor-closed classes of graphs are graphic matroids (those of the form
M(G) for some graph G), cographic matroids (M∗(G)) which are minor-closed because
deletion and contraction correspond to operations on the graphs. Also, regular matroids,
that is, matroids that are represented over every field, form a minor closed class.
There are all sorts of interesting containments between these classes of matroids. All
graphic matroids are regular, but the converse is not true. For example, M∗(K5), being
cographic, is regular, but it is not graphic while by duality M(K5) is not cographic. The
direct sum, M(K5)⊕M
∗(K5) is regular but is neither graphic nor cographic since it contains
M(K5) and M
∗(K5) as minors. Not all matroids are representable over F2. For example,
the uniform matroid U2,4 is not representable over F2 because there do not exist four vectors
in general position in F22. Moreover, not all F2-representable matroids are regular. For
example, the Fano matroid, F7 is representable over F2 without being regular. Indeed, it is
representable over a field k if and only if its characteristic is 2. The non-Fano matroid, on
the other hand, turns out to representable over ever field of characteristic not equal to 2.
There are well-known forbidden minor characterizations of certain classes of matroids, a
line of inquiry initiated by Tutte [96]. Matroids representable over F2 are characterized by
not having a U2,4-minor by a theorem of Tutte. Graphic matroids are exactly the matroids
that do not have a U2,4,M
∗(K3,3), or M
∗(K5) minor. This fact is a closely related to Wag-
ner’s theorem: because the dual of a graphic matroid is the graphic matroid of the dual
graph, if it exists, it turns out that M∗(K3,3) and M
∗(K5) are not graphic. One can even
phrase Wagner’s theorem in the language of matroids: a matroid is the graphic matroid of
a planar graph if and only if it is does not contain any of the following matroids as minors:
U2,4,M(K3,3),M
∗(K3,3),M(K5),M
∗(K5). Matroids representable over F3 are those without
minors isomorphic to U2,5, U3,5, F7, or F
∗
7 by a theorem due independently to Bixby [12] and
Seymour [83]. By [96], regular matroids are exactly the matroids not containing U2,4, F7, or
F ∗7 .
These forbidden minor theorems can be proved by looking at possible matrices whose
columns are the vectors of a representation. One figures out the pattern of zero and non-zero
entries in the matrix by considering the fundamental circuits of the matroid. Specifically, one
fixes a basis B, say B = {0, 1, . . . , d} and supposes that in the representation, the elements
of the basis are given by the standard basis vectors. Then given i 6∈ B, one can look at
the circuit containing i and some elements of B. The vector representing i must be a linear
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combination of the standard basis vectors in the circuit. One considers different possibilities
for the non-zero entries. If one begins with a matroid that is minor-minimal among non-
representable matroids, then the matrix turns out not to represent the matroid. By applying
matrix operations organized by combinatorial operations on the matroid, one can put the
matrix and matroid in a standard form. For example, because F2 has only one non-zero
element, if a matroid is F2-representable, once one fixes a basis, only one matrix needs to
be considered. Many of these representability theorems were originally proved using Tutte’s
Homotopy Theorem [96], a deep and difficult theorem about the structure of a particular
polyhedral complex on the flats of low corank. Current research in representability relies on
quite difficult theorems on decomposing matroids. See [72, Chapter 14] for a survey.
These excluded minor characterizations are over a fixed finite field, not over a field of fixed
characteristic. In particular, one is not allowed to take algebraic extensions of a given field.
This in essence creates two ways in which a matroid may fail to be representable: that there
are not enough elements; or there is a contradiction in the linear conditions. For example,
the uniform matroid U2,4 is not representable over F2 because there are no generic planes
in F42. The second problem is much more serious as can be seen in the matroids built by
applying Mne¨v’s theorem as we will discuss in Subsection 9.6.
The question of representability over infinite fields is much more difficult and is connected
to Hilbert’s Tenth problem, the question of algorithmic decidability of a system of polynomial
equations. We will discuss this connection below. It turns out that there are infinitely many
excluded minors for real representability. The hopelessness of the situation can be distilled
into the following theorem of Mayhew, Newman, and Whittle [66] which gives an explicit
construction:
Theorem 6.1. Let K be an infinite field. Let N be a matroid that is representable over
K. Then there exists a matroid M that is an excluded minor for K-representability, is not
representable over any field, and has N as a minor.
There has been research on the question of whether it is possible at all to give a finite,
combinatorial condition for a matroid to be representable. This is the so-called missing
axiom of matroid theory. A paper of Va´mos [99] from 1978 asserted that the “missing
axiom of matroid theory is lost forever.” In other words, there is no way of axiomatizing
representability in second-order logic. More recently, however, a paper of Mayhew, Newman,
and Whittle [67] criticized Va´mos’s paper by stating that the matroids in it differed from
matroids as commonly studied and asked again “Is the missing axiom of matroid theory lost
forever?” conjecturing that representability cannot be axiomatized in a specific second-order
logical language.
The general situation of representability over finite fields is the subject of Rota’s conjecture
that given any finite field Fq, there are finitely many forbidden minors for Fq-representability
[81]. A solution has been announced by Geelen, Gerards, and Whittle [41]. In addition, they
have announced an excluded minor theorem for classes of Fq-representable matroids:
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Theorem 6.2. Any minor-closed class of Fq-representable matroids has a finite set of ex-
cluded Fq-representable minors.
Their work relies on a deep structure theory of matroids which generalizes the work of
Robertson and Seymour. See the survey [40] for an earlier account of their progress on Rota’s
conjecture.
6.2. Inequivalent representations. A matroid may have several representations that are
essentially different. Here, we follow the exposition of Oxley [72]. Suppose a matroid is
represented by two vector configurations {v0, v1, . . . , vn} and {v
′
0, v
′
1, . . . , v
′
n} in k
n+1. The
two representations are said to be inequivalent if there does not exist an element of Gln+1(k)
taking one vector configuration to the other. We may also consider representations of simple
matroids as point configurations in Pn. Then we say two representations are projectively
inequivalent if they are not related by an element of PGLn+1(k).
It is not too hard to find matroids with inequivalent representations. For example, U3,5
has projectively inequivalent representations over F5. Perhaps surprisingly, there are cases
where matroids have projectively unique representations. There is this theorem of Brylawski
and Lucas:
Theorem 6.3. Let M be a simple matroid that is representable over F2. Then for any field
k, any two representations of M over k are projectively equivalent.
Similarly, matroids have at most one representations over F3 up to projective equivalence.
There is much research in trying to bound the number of inequivalent representations of
certain classes of matroids.
The existence of inequivalent representations is important for questions of representability:
given a matroid M that we wish to represent, we may delete different elements, try to
find representations of various deletions, and then glue the representations of the deletions
together; the existence of inequivalent representations is an obstruction to gluing the smaller
representations together. This phenomenon seems, to this author at least, reminiscent of the
issues with automorphisms in moduli theory.
6.3. Ingleton’s criterion. By linear algebraic arguments, Ingleton provided a necessary
condition for a matroid to be representable over some field [48].
Theorem 6.4. LetM be a representable matroid on E. Then for any subsets X1, X2, X3, X4 ⊆
E, the rank function obeys the following inequality:
r(X1) + r(X2) + r(X1 ∪X2 ∪X3) + r(X1 ∪X2 ∪X4) + r(X3 ∪X4)
≤ r(X1 ∪X2) + r(X1 ∪X3) + r(X1 ∪X4) + r(X2 ∪X3) + r(X2 ∪X4).
More recently, Kinser discovered an infinite family of independent inequalities whose lead-
ing member is Ingleton’s [54].
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Theorem 6.5. Let k ≥ 4 and let M be a representable matroid on E. Let X1, X2, . . . , Xk ⊆
E be subsets. Then the rank function obeys the following:
r(X1 ∪X2) + r(X1 ∪X3 ∪Xk) + r(X3) +
k∑
i=4
(r(Xi) + r(X2 ∪Xi−1 ∪Xi))
≤ r(X1 ∪X3) + r(X1 ∪Xn) + r(X2 ∪X3) +
k∑
i=4
(r(X2 ∪Xi) + r(Xi−1 ∪Xi)) .
The Vamo´s matroid, V8 violates Ingleton’s criterion with the choice of Xi = {i, i
′} and is
therefore not representable over any field [72, Exercise 6.1.7]. The Vamo´s matroid turns out
to be a non-representable matroid on the minimum number of elements.
6.4. Are most matroids not representable? In [19], Brylawski and Kelly claimed
“It is an exercise in random matroids to show that most matroids are not
coordinatizable [representable] over any field (or even any division ring).”
Unfortunately, to this date no one has been able to complete this exercise. However, one
can study matroid properties asymptotically: one examines the proportion of matroids on
an n element ground set that have a given property and take the limit as n goes to infinity.
It is suspected that asymptotically most matroids are non-representable paving matroids. A
good reference for what is known is [65]. It is mentioned there that by counting arguments,
for a fixed finite field F, asymptotically, most matroids are not representable over F.
7. Polynomial invariants of matroids
7.1. The Characteristic and Tutte polynomials. The characteristic polynomial is an
invariant of matroids that generalizes the chromatic polynomial of graphs as introduced by
Birkhoff [11]. Let G be a graph. The characteristic polynomial of G is the function χG given
by setting χG(q) to be the number of proper colorings of G with q colors for q ∈ Z≥1. A
proper coloring with q colors is a function c : V (G)→ {1, 2, . . . , q} such that adjacent vertices
are assigned different values. The function χG(q) can easily be shown to be a polynomial.
Note that a graph with a loop has no colorings. Recall that for e = v1v2, an edge of G,
the deletion G \ e is the graph G with the edge e removed while the contraction G/e is the
graph G with e, v1, v2 contracted to a single vertex. The chromatic polynomial obeys the
deletion/contraction relation
χG(q) = χG\e(q)− χG/e(q).
This can be seen by interpreting χG\e(q) as the count of colorings where we do not impose
the condition that the colors of the end-points of e are different and interpreting χG/e(q)
as colorings where the colors of the end-points of e are mandated to be the same. One
can show that χG(q) is a polynomial by applying deletion/contraction repeatedly and then
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noting that the chromatic polynomial is multiplicative over disjoint union of graphs and that
if G consists of a single vertex, then χG(q) = q.
The chromatic polynomial can be extended to matroids in a straightforward fashion. One
looks for a polynomial χM(q), called the characteristic polynomial for a matroid M which
satisfies
(1) (loop property) if M has a loop, then χM(q) = 0,
(2) (normalization) the characteristic polynomial of the uniform matroid U1,1 satisfies
χU1,1(q) = q − 1.
(3) (direct sum) If M = M1 ⊕M2 then
χM(q) = χM1(q)χM2(q),
(4) (deletion/contraction) if i is not a loop or coloop of M then
χM (q) = χM\i(q)− χM/i(q),
By inducting on the size of the ground set, we easily see that an invariant satisfying these
properties is unique. Note that loops and coloops split off from a matroid in a direct sum
decomposition. It turns out that χM(q) is well-defined. In fact, we will construct it explicitly
below by using Mo¨bius functions.
The characteristic polynomial is a generalization of the chromatic polynomial in the fol-
lowing sense:
Proposition 7.1. If G is a graph and M(G) is its matroid, then
χG(q) = q
κ · χM(G)(q)
where κ is the number of components of G.
This theorem is proved by showing that both sides obey the same deletion-contraction
relation and then checking the equation on the seed value of a graph with two vertices and
a single edge between them whose matroid is U1,1.
One can generalize the characteristic polynomial further by removing the restriction that
it vanishes on loops. Tutte [95] introduced his eponymous polynomial for graphs by studying
all possible topological invariants of graphs that were well-behaved under deletion and con-
traction. The definition was extended to matroids by Crapo [21]. We consider all invariants
that are well-behaved under deletion/restriction and multiplicative under direct sum. Let
Mat be the class of all matroids. We define the Tutte-Grothendieck ring K0(Mat) as the
commutative ring given by formal sums of isomorphism classes of matroids subject to the
relations
(1) if i is neither a loop nor a coloop of a matroid M , then [M ] = [M \ i] + [M/i],
(2) [M1 ⊕M2] = [M1][M2],
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This Tutte-Grothendieck group was used implicitly by Tutte for graphs before Grothendieck’s
introduction of the Grothendieck group. Because deletion and contraction commute, a ma-
troid can be written uniquely in K0(Mat) as a polynomial in the rank 1 matroids. Conse-
quently, the Grothendieck group K0(Mat) is the free polynomial ring over Z generated by
U0,1 (a loop) and U1,1 (a coloop).
Definition 7.2. Let R be a commutative ring. A Tutte-Grothendieck invariant valued in R
is a homomorphism
h : K0(Mat)→ R.
Definition 7.3. The rank generating polynomial of a matroid M is defined by
RM(u, v) =
∑
I⊆E
ur(M)−r(I)v|I|−r(I).
The Tutte polynomial of M is defined by
TM (x, y) = RM(x− 1, y − 1).
The definition is justified by the following:
Proposition 7.4. The Tutte polynomial is the unique Tutte-Grothendieck invariant T :
K0(Mat)→ Z[x, y] satisfying TU1,1(x, y) = x and TU0,1(x, y) = y.
This result naturally generalizes a formula for the characteristic polynomial that we will
explore later.
This theorem shows that U0,1 and U1,1 are algebraically independent in K0(Mat). The
Tutte polynomial specializes to the characteristic polynomial:
χM(q) = (−1)
r(M)TM (1− q, 0).
This can be seen by observing that the characteristic polynomial has the following properties:
it takes the value q − 1 on coloops; it vanishes on loops; its deletion/restriction relation has
a sign, which is accounted for by the fact that r(M/i) = r(M)− 1 for a non-coloop i.
The Tutte polynomial is well-behaved under duality: TM(x, y) = TM∗(y, x).
7.2. Motivic definition of characteristic polynomial. Consider the Grothendieck ring
of varieties over k, K0(Vark) where k = C or k = Fpr . This is the ring of formal sums of
varieties where addition is disjoint union and multiplication is Cartesian product subject to
the scissors relation: for Z ⊂ X ,
[X ] = [Z] + [X \ Z].
One can show that there is a homomorphism
e : K0(Vark)→ Z[q]
such that
e(k) = q.
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Definition 7.5. For V d+1 ⊆ kn+1, a (d+ 1)-dimensional linear subspace, the characteristic
polynomial of V is
χV (q) ≡ e([V ∩ (k
∗)n+1]).
Example 7.6. By inclusion/exclusion for a generic subspace, we have
χV (q) = q
d+1 −
(
d+ 1
1
)
qr +
(
d+ 1
2
)
qd−1 − · · ·+ (−1)d+1
(
d+ 1
0
)
.
Here, we begin with V remove the d+ 1 coordinate hyperplanes, add back in
(
d+1
2
)
codi-
mension 2 coordinate flats, and so on.
Theorem 7.7. Let V ⊆ kn+1 be a linear subspace with matroid M . Then
χV (q) = χM(q).
Proof. We verify that χV obeys the axioms for the characteristic polynomial. We note that
the direct sum decomposition, deletion, and contraction of a representable matroid only
involve representable matroids, so a function obeying the axioms on representable matroids
must agree with the characteristic polynomial.
IfM has a loop then V is contained in a coordinate subspace, and each side of the equation
is 0. Therefore, we may suppose that E is loopless.
If M = U1,1 then V = k ⊆ k. Therefore, V ∩ (k
∗) = [k1]− [pt] and χV (q) = q − 1.
If M =M1 ⊕M2, then V = V1 ⊕ V2 ⊆ k
n1 ⊕ kn2 . Consequently,
[V ∩ (k∗)n+1] = [V1 ∩ (k
∗)n1][V2 ∩ (k
∗)n2 ].
Applying e, we get the direct sum relation.
Let i ∈ E be neither a loop nor a coloop. Let Hi ⊂ k
n+1 be the hyperplane cut out by
xi = 0. Let Ai be the set given by
Ai = {(x0, x1, . . . , xn) | xj 6= 0 if i 6= j}.
Then, we have the following motivic equation
[V ∩ (k∗)n+1] = [V ∩Ai]− [V ∩ Ai ∩Hi].
Since i is not a coloop, the coordinate projection π : kn+1 → kn forgetting the ith component
is injective on V . Moreover, π takes V ∩ Ai bijectively to π(V ) ∩ (k
∗)n. Now, π(V ) ⊆ kn
is the subspace representing M \ i. On the other hand V ∩ Ai ∩ Hi is the intersection of
V ∩Hi with the algebraic torus in Hi. Now, V ∩Hi is the subspace representing V/i, and
the deletion/contraction relation follows. 
Note that χM(q) has degree d + 1 with the leading coefficient equal to 1 as the only
d+ 1-dimensional variety that contributes to the motivic expression is V itself.
We now relate the characteristic polynomial to geometric invariants of V ∩ (k∗)n+1. If
V ⊂ kn+1 is a subspace, the motivic class of [V ∩ (k∗)n+1] lies in the commutative subring
with unity 〈[k]〉 ⊆ K0(Vark) generated by [k]. This can be shown by expressing V ∩ (k
∗)n+1
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motivically in terms of V and its intersections with coordinate flats. Consequently, for any
ring R, if e′ : K0(Vark) → R is any homomorphism, e
′([V ∩ (k∗)n+1]) is determined by
e′([k]) ∈ R. It follows that
e′([V ∩ (k∗)n+1) = χV (e
′[k]).
If k = C, we can choose the homomorphism χcy : K0(Vark) → Z[u] to be the compactly-
supported χy-characteristic given on varieties by
χcy(X) =
∑
p,q
∑
m
(−1)mhp,q(Hm(X))up
where the Hodge numbers are taken with respect to Deligne’s mixed Hodge structure [75].
Since χcy([k]) = u−1, we derive the following result of Orlik-Solomon [70] as proved in [2, 53]
Theorem 7.8. Let V ⊆ Cn+1 be a subspace, then we have
χcy([V ∩ (C
∗)n+1]) = χV (u).
Similarly, if k = Fpr , counting the number of Fpr-points gives a homomorphismK0(Vark)→
Z. Since |Frp| = p
r, we have the following theorem of Athanasiadis [6]:
Theorem 7.9. Let V ⊆ Fn+1pr be a subspace, then we have
|V ∩ (F∗pr)
n+1| = χV (p
r).
7.3. Mobius inversion and the characteristic polynomial. The characteristic polyno-
mial has a description given by inclusion/exclusion along the poset of flats. This is phrased
in the language of Mo¨bius inversion which is a combinatorial abstraction of the above motivic
arguments. We will only make use of the Mo¨bius function evaluated from the minimal flat.
Let L(M) be the poset of flats of M ordered by inclusion. We define µ(E, F ) for every pair
of flats E ⊆ F recursively by
(1) µ(E,E) = 1,
(2) µ(E, F ) = −
∑
E⊆F ′⊂F µ(E, F
′).
We will suppose thatM is loopless and concentrate on µ(∅, F ). For I ⊆ E = {0, 1, . . . , n},
let LI be the coordinate flat
LI = {x | xi = 0 if i ∈ I}.
Note that codim(V ∩LI) = r(I) and V ∩LI = V ∩LF where F is the smallest flat containing
I. Let
L∗I = {x | xi = 0 if and only if i ∈ I}.
The following lemma, which is a special case of Mo¨bius inversion, is the motivation for the
above definition.
Lemma 7.10.
[V ∩ (k∗)n+1] =
∑
F∈L(M)
µ(∅, F )[V ∩ LF ].
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Proof. We note that for any flat F ,
[V ∩ LF ] =
∑
F ′∈L(M)
F ′⊇F
[V ∩ L∗F ′].
Consequently, ∑
F∈L(M)
µ(∅, F )[V ∩ LF ] =
∑
F,F ′∈L(M)
F⊆F ′
µ(∅, F )[V ∩ L∗F ′]
=
∑
F ′∈L(M)

 ∑
F∈L(M)
F⊆F ′
µ(∅, F )

 [V ∩ L∗F ′ ]
= [V ∩ L∗∅].

As a consequence of Weisner’s theorem [89, Section 3.9], [90, Theorem 3.10] for loopless
matroids, we have the following result which will be important in the sequel:
Lemma 7.11. Let F be a flat of a loopless matroid M . For any a ∈ F ,
µ(∅, F ) = −
∑
a/∈F ′⋖F
µ(∅, F ′)
where F ′ ⋖ F means that F ′ ⊂ F and r(F ′) = r(F )− 1.
We have the following description of the characteristic polynomial:
Theorem 7.12. The characteristic polynomial for a loopless matroid M of rank d + 1 is
given by
χM(q) =
∑
F∈L(M)
µ(∅, F )qd+1−r(F ).
If M has loops, then χM(q) = 0.
This theorem can be proven for representable matroids by combining Lemma 7.10 and
Theorem 7.7. Before we give the proof of this theorem, we will need the following lemma:
Lemma 7.13. Let F be a flat of a matroid M . Then
UF :=
∑
S⊂E
cl(S)=F
(−1)|S| =
{
µ(∅, F ) if M is loopless
0 otherwise.
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Proof. First, suppose M is loopless. We will show that UF agrees with µ(∅, F ) inductively.
It is clear that U∅ = 1 and so it suffices to show (where ≤ means containment of flags)
UF = −
∑
∅≤F<F ′
UF ′ .
Now,
∑
∅≤F ′≤F
UF ′ =
∑
∅≤F ′≤F
∑
S⊂E
cl(S)=F ′
(−1)|S| =
∑
S⊆F
(−1)|S| = (1− 1)|S| = 0.
Suppose that M has loops. Let F ⊆ E be the minimal flat of M , which consists of all the
loops. Then
UF =
∑
S⊆F
(−1)|S| = (1− 1)|S| = 0.
The same inductive argument shows that UF = 0 for all flats. 
Note that in the notation of the above proof, Theorem 7.12 is equivalent to
χM(q) =
∑
F∈L(M)
UF q
d+1−r(F ).
Now we continue with the proof of Theorem 7.12.
Proof. We verify the axioms for the characteristic polynomial.
By definition, the formula is true if M has a loop.
If M = U1,1, it has two flats. We have µ(∅, ∅) = 1, µ(∅, {0}) = −1. Consequently, our
formula gives q − 1.
Suppose M = M1 ⊕ M2. If either Mi has a loop, then so does M and the formula is
verified. Otherwise, the lattice of flats obeys L(M) = L(M1)×L(M2). It is easily seen that
for F1 ∈ L(M1), F2 ∈ L(M2), the Mo¨bius function obeys
µM(∅, F1 × F2) = µM1(∅, F1)µM2(∅, F2).
Therefore, χM(q) = χM1(q)χM2(q).
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Now, we verify the deletion/contraction relation using an approach due to Whitney. Let
i ∈ E be neither a loop nor coloop. Then we have
∑
F∈L(M)
UF q
d+1−r(F ) =
∑
F∈L(M)

 ∑
S⊆F
cl(S)=F
(−1)|S|

 qd+1−r(F )
=
∑
S⊆E
(−1)|S|qd+1−r(S)
=
∑
S⊆E\{i}
(−1)|S|qd+1−r(S) +
∑
S⊆E\{i}
(−1)|S∪{i}|qd+1−r(S∪{i})
=
∑
S⊆E\{i}
(−1)|S|qd+1−rM\i(S) −
∑
S⊆E\{i}
(−1)|S|qd−rM/i(S)
=
∑
F∈L(M\i)
(UM\i)F q
d+1−rM\i(F ) −
∑
F∈L(M/i)
(UM/i)F q
d−rM/i(S)
= χM\i(q)− χM/i(q)
where we have used the fact that because i is neither a loop nor a coloop,
r(M \ i) = d+ 1, r(M/i) = d.

We see from Lemma 7.11 that the coefficients of the characteristic polynomial alternate
and the degree of the characteristic polynomial is equal to the rank of the matroid.
7.4. The reduced characteristic polynomial. In this section, we introduce the reduced
characteristic polynomial which will be important for the proof of the log-concavity of the
characteristic polynomial of representable matroids. We will only consider loopless matroids.
We begin by noting that χM(q) is divisible by q− 1. This can be proved combinatorially. In
the representable case, we interpret χM(q) as the image of the motivic class of V ∩ (k
∗)n+1.
Because k∗ acts freely on V ∩ (k∗)n+1 we have
e([V ∩ (k∗)n+1]) = e(([V ∩ (k∗)n+1)/k∗])e([k∗])
with e([k∗]) = q − 1.
Definition 7.14. The reduced characteristic polynomial is
χM(q) =
χM(q)
q − 1
.
Define the numbers µ0, µ1, . . . , µd by
χM(q) =
d∑
i=0
(−1)iµiqd−i.
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Note that µ0 = 1. We follow the convention that µ−1 = 0.
Lemma 7.15. Let a ∈ E. The coefficients of χM(q) are given by
µk = (−1)k
∑
F∈L(M)k
a6∈F
µ(∅, F ) = (−1)k+1
∑
F∈L(M)k+1
a∈F
µ(∅, F )
where the sum over the rank k flats not containing a.
Proof. We begin by proving the second equality by applying Lemma 7.11∑
F∈L(M)k+1
a∈F
µ(∅, F ) = −
∑
F∈L(M)k+1
a∈F
∑
F ′⋖F
a6∈F ′
µ(∅, F ′)
= −
∑
F ′∈L(M)k
a6∈F
∑
F⋗F ′
a∈F
µ(∅, F ′)
= −
∑
F ′∈L(M)k
a6∈F
µ(∅, F ′)
where the last equality follows from the fact that for F ′ not containing a, there is a unique
flat F with r(F ) = r(F ′) + 1 and a ∈ F . If we write
χM(q) = µ0q
r+1 − µ1q
r + · · ·+ (−1)d+1µr+1
then
µk =
∑
F∈L(M)k
µ(∅, F )
and by equating coefficients of χM(q) and
χM (q)
q−1
,
µk = µ
k + µk−1.
The theorem is true for k = 0. It now follows by induction using the above formula. 
7.5. Log-concavity of Whitney numbers. We now discuss some conjectured inequalities
for characteristic polynomials.
Definition 7.16. A polynomial
χ(q) = µ0q
r+1 + µ1q
r + · · ·+ µr+1
is said to be unimodal if the coefficients are unimodal in absolute value, i.e. there is a j such
that
|µ0| ≤ |µ1| ≤ · · · ≤ |µj| ≥ |µj+1| ≥ · · · ≥ |µr+1|.
The chromatic polynomial of a graph was conjectured to be unimodal by Read [77]. This
conjecture was proved by Huh in 2010 [44]. In fact, Huh did more. He proved the character-
istic polynomial of a matroid representable over of a field of characteristic 0 is log-concave.
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Definition 7.17. The polynomial χ(q) is said to be log-concave if for all i,
|µi−1µi+1| ≤ µ
2
i .
If the inequality is strict then the polynomial is said to be strictly log-concave. Log-
concavity means that the logarithms of the absolute values of the (alternating) coefficients
form a concave sequence. Log-concavity implies unmodality. Below we will give a streamlined
version of the proof of Huh and the author [45] that the characteristic polynomial of any
representable matroid is log-concave. This proof is very similar to Huh’s original proof except
that it replaces singularity theory with intersection theory on toric varieties. This theorem
is a special case of the still-open Rota-Heron-Welsh conjecture:
Conjecture 7.18. For any matroid, χM (q) is log-concave.
The characteristic polynomial of a matroid representable over a field of characteristic 0
was proved to be strictly log-concave by Huh in [46] by studying the variety of critical points
that arises in maximum likelihood estimation.
A closely related conjecture is Mason’s conjecture. Let M be a matroid of rank d + 1.
Let I be the set of independent sets of M . We define the f -vector by setting fi to be the
number of independent sets of cardinality i. it was conjectured by Mason the f -vector was
log-concave, that is the polynomial
f(q) =
∑
i=0
fiq
r+1−i
is log-concave. In fact, Mason strengthened his conjecture to these statement for every k to
the following:
(1) f 2k ≥
k+1
k
fk−1fk+1
(2) f 2k ≥
k+1
k
f1−k+1
f1−k
fk−1fk+1
Mason’s original log-concavity conjecture was proved in the representable case by Lenz:
Theorem 7.19. [62] The f -vector of a realizable matroid is strictly log concave.
The h-polynomial is defined by
h(q) = f(q − 1).
Dawson [24] conjecture this to be log-concave. Huh [46] proved that h is log-concave and
without internal zeroes if M is representable over a field of characteristic 0.
A much less tractable sequence of numbers conjectured to be log-concave are the Whitney
numbers of the second kind. They are Wk, the number of flats of M of rank k. There are
strengthenings of the log-concavity conjecture for Wk by Mason analogous to those of the
f -vector. A special case is the Points-Lines-Planes conjecture:
Conjecture 7.20. If M is a rank four matroid, then
W 22 ≥
3
2
W1W3.
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In the representable case, we image having W1 points in 3-space determining W2 lines
and W3 planes. A slightly strengthening of this conjecture was proved by Seymour for all
matroids in which no line has more than four points [84]. See [1] for a survey.
8. Matroid polytopes
8.1. Definition of matroid polytope. We first give a historical introduction to matroid
polytopes using the independence polytope of Edmonds [32], which he introduced as a tool
in combinatorial optimization. Specifically, Edmonds was interested in maximizing a weight
function along independent subsets. Let c : E → R be a function on the ground set. For
I ⊆ E, an independent subset, set the weight function on independent sets to be
c(I) =
∑
i∈I
c(i).
Now, a natural problem is to find a basis for the matroid of maximum weight. Matroids
have the property that this problem is solvable by a greedy algorithm:
(1) Set B := ∅,
(2) While B is not a basis, pick i 6∈ B such that B ∪ {i} is independent and i is of
maximum weight and replace B by B ∪ {i}.
The resulting set B is a basis of maximum weight. Moreover, matroids can be characterized
as a structure for which the greedy algorithm succeeds.
The basis optimization problem can also be phrased in terms of maximizing a linear
functional on the independence polytope P (I(M)) ⊂ RE given by
P (I(M)) = Conv({eI | I ∈ I})
where eI is the characteristic vector of an independent set I,
eI =
∑
i∈I
ei.
We can define a weight vector w ∈ Rn by
w =
∑
c(i)ei.
The set of points x ∈ P that maximize the function 〈x, w〉 is a face of the independence
polytope. The vertices of that faces are the independent sets of maximum weight.
Edmonds studied the structure of independence polytope and was able to prove the fol-
lowing important theorem in combinatorial optimization:
Theorem 8.1. Let M1,M2 be two matroids on the same ground set where intersection is
given by intersecting the collection of independent subsets. Then the independence polytope
is well-behaved under intersections in the following sense:
P (I(M1) ∩ I(M2)) = P (I(M1)) ∩ P (I(M2))
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This theorem has relevance to finding common transversals. We recommend [13] as a
survey on matroid polytopes in optimization.
Matroid polytopes received renewed attention due to work of Gelfand-Goresky-MacPherson-
Serganova [42]. In this case, they investigated the convex hull of the characteristic vectors
of the bases of a matroid.
Definition 8.2. The matroid polytope of a matroid M is given as the following convex hull:
P (M) = Conv({eB | B ∈ B}).
Lemma 8.3. The vertices of the matroid polytope P (M) are exactly the characteristic vectors
of the bases of M .
Proof. If eB was a convex combination of {eB1 , . . . , eBk} then we could write
eB =
∑
j
λjeBj
for 0 < λj,
∑
λj = 1. For each i ∈ B, by extracting the component of ei from the above
equation, we would have i ∈ Bj for all j. Therefore, we conclude B1 = · · · = Bk = B.
Consequently, eB cannot be written as a non-trivial convex combination. 
Example 8.4. The matroid polytope of the uniform matroid Ud+1,n+1 is ∆(d + 1, n + 1),
the (d + 1, n + 1)-hypersimplex which is defined to be the convex hull of the
(
n+1
d+1
)
vectors
eB as B ranges over all (d+ 1)-element subsets of E = {0, 1, . . . , n}.
Example 8.5. The matroid polytope of U2,4 is an octahedron in R4 whose vertices are
{(1, 1, 0, 0), (1, 0, 0, 1), (1, 0, 1, 0), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1)}
where there is an edge between a pair of vertices if and only if they differ in exactly two
coordinates.
Remarkably, matroid polytopes can be abstractly characterized leading to a cryptomorphic
definition of matroids by the work of Gelfand-Goresky-MacPherson-Serganova:
Definition 8.6. A matroid polytope P is a convex lattice polytope in Rn+1 which is contained
in ∆(d+ 1, n+ 1) for some d such that all vertices of P are vertices of ∆(d+ 1, n+ 1) and
each edge is a translate of ei − ej for i 6= j.
Proposition 8.7. Let M be a rank d + 1 matroid on E = {0, 1, . . . , n}. Then P (M) is a
matroid polytope.
Proof. We sketch the proof. Clearly every vertex of P (M) is a vertex of ∆(d+1, n+1). Let
L be the line segment between eB1 and eB2 . If we have |B1△B2| 6= 2, we must show that
L is not an edge of P (M). By the repeated use of the basis exchange axiom, one can show
that the midpoint of the edge
eB1+eB2
2
lies in the convex hull of other vertices of the matroid
polytope. 
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We give the proof of the converse following [42].
Theorem 8.8. Let P be a matroid polytope. Then there exists a unique matroid M such
that P = P (M).
Proof. Let B be the set of (d+1)-element subsets of E = {0, 1, . . . , n} such that {eB | B ∈ B}
is the set of vertices of P . We will show that B is the collection of bases for a matroid by
verifying the basis exchange axiom.
Let B1, B2 ∈ B. Let i ∈ B1 \ B2. We must find j ∈ B2 \ B1 such that (B1 \ i) ∪ j ∈ B.
Let B′1, . . . , B
′
k be the bases such that {eB1eB′l}l are the edges of P at eB1 . If B2 is among
the B′l’s, then we are done because then |B1△B2| = 2. Otherwise, because the midpoint
between eB1 and eB2 is contained in P , it is contained in the convex cone at eB1 spanned by
the edges containing eB1 . Therefore, we may write
eB1 + eB2
2
= eB1 +
∑
l
λl(eB′l − eB1)
or
eB2 − eB1
2
=
∑
l
λl(eB′l − eB1)(1)
for λl ≥ 0. Extracting the coefficient of ei, we get
−
1
2
= −
∑
l|i 6∈B′l
λl.
Let l′ be such that i 6∈ B′l′ and λl′ > 0. Let j be the unique element of Bl′ \B1. Because the
coefficient of ej on the right side of (1) is positive, we have that j ∈ B2 \B1. 
It turns out that the dimension of P (M) is n + 1 − κ(M) where κ(M) is the number of
connected components of M . In fact, if M is connected, then the dimension of P (M) is n
for the following reasons: all vertices of the matroid polytope lie in the hyperplane described
by x0 + x1 + · · ·+ xn = d + 1 corresponding to the fact that all of the bases have the same
number of elements; and for all pairs i 6= j, ei − ej is parallel to an edge of P (M). If E is
partitioned as E = E1⊔ . . .⊔Eκ where M =M1⊕ . . .⊕Mκ and Mi is a matroid on Ei, then
P (M) = P (M1)⊕ . . .⊕ P (Mκ) ⊂ RE1 ⊕ . . .⊕ REκ.
8.2. Faces of the matroid polytope. In this section, we study faces of the matroid poly-
tope following [3]. They correspond to bases maximizing a certain weight vector. Further
details can be found in [33]. We first review faces of polytopes.
Definition 8.9. Let P be a convex polytope in Rn+1. For w ∈ Rn+1, let Pw be the set of
points x ∈ P that minimize the function 〈x, w〉.
The set Pw is a face of the polytope P .
Observe that any face of the matroid polytope is itself a matroid polytope. We will identify
its matroid.
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Definition 8.10. Let M be a matroid on E = {0, . . . , n} and let w ∈ RE. For a basis
B ∈ B(M), let the w-weight of B be
wB =
∑
i∈B
wi.
Let Mw be the matroid whose bases are the bases of M of minimal w-weight.
We know thatMw is a matroid for the following reason: the convex hull of the characteristic
polynomial of its bases is the matroid polytope P (M)w allowing us to apply Theorem 8.8.
We give a description of the matroid Mw following [3]. Let S• be the flag of subsets
S• = {∅ = S0 ( S1 ( . . . ( Sk ⊆ Fk+1 = E},
where w is constant on Si \ Si−1 and w|Si\Si−1 is strictly increasing with i.
Lemma 8.11. We have the following equality:
Mw =
k+1⊕
i=1
(M |Si)/Si−1.
Proof. Every basis of minimal w weight can be constructed by the greedy algorithm. In
others words, it will start with the empty set, add elements of S1 as long as the result is
independent, move on to S2, and so on. Consequently, a basis ofMw consists of r(Si)−r(Si−1)
elements of Si \ Si−1 for all i. Such a set of r(Si) − r(Si−1) elements is exactly a basis of
(M |Si)/Si−1. 
We will make use of this description in Section 11 when we discuss the Bergman fan of a
matroid.
8.3. Valuative invariants. The polytope definition of matroids allows one to think about
invariants of matroids in a different light. One can study invariants of matroids that are
well-behaved under subdivisions of the matroid polytope. This is the approach taken by
Fink and Derksen [26, 27].
Definition 8.12. A matroidal subdivision of a matroid polytope P (M) ⊂ Rn+1 is a polyhe-
dral complex D whose cells are polytopes in Rn+1 such that
(1) Each cell of D is a matroid polytope, and
(2)
⋃
P∈D P = P (M)
Example 8.13. As an example of a matroid subdivision, consider U2,4 whose matroid poly-
tope is an octahedron. It has a matroid subdivision into two pyramids that meet along the
square whose vertices are {(1, 0, 0, 1), (1, 0, 1, 0), (0, 1, 1, 0), (0, 1, 0, 1)} [87]. In fact, let Mtop
be the rank 2 matroid on E = {0, 1, 2, 3} where 0 and 1 are taken to be parallel but all other
two element subsets are bases. Its matroid polytope is the top pyramid whose vertices are
{(0, 0, 1, 1), (1, 0, 0, 1), (1, 0, 1, 0), (0, 1, 1, 0), (0, 1, 0, 1)}. Similarly, the bottom pyramid is the
matroid polytope corresponding to Mbot where 2 and 3 are mandated to be parallel. The
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middle square is the matroid polytope of Mmid where 0 and 1 are mandated to be parallel
as are 2 and 3 while the bases are {0, 2}, {1, 2}, {0, 3}, {1, 3}.
Write P1, . . . , Pk for the top-dimensional cells of D. For J ⊆ {1, . . . , k}, let PJ =
⋂
j∈J Pj.
Let M be the set of all matroid polytopes in Rn+1 and let A be an abelian group.
Definition 8.14. A function f : M→ A is a matroid valuation if for all matroidal subdi-
visions of a matroid polytope P (M),
f(P (M)) =
∑
∅6=J⊆{1,...,k}
(−1)|J |−1f(PJ).
In other words, f obeys an inclusion/exclusion relation for matroidal subdivisions. Conse-
quently, valuative invariant of lattice polytopes like the Ehrhart polynomial immediately give
valuative invariants of matroids. When the subdivision is regular, the matroidal subdivision
can be interpreted as a tropical linear subspace [87] which is a combinatorial abstraction
of a family of linear subspaces defined over a disk that degenerates into a union of linear
subspaces.
The Tutte polynomial along with a quasi-symmetric function-valued invariant introduced
by Billera-Jia-Reiner [10] are valuative. Derksen [26] introduced a valuative invariant which
was proved to be universal among valuative invariants [27]. It takes values in the ring of quasi-
symmetric functions, whose underlying vector space has a basis indexed by compositions
α = (α1, α2, . . . , αl). Let Uα be some basis for the ring of quasi-symmetric functions over Z.
Derksen’s invariant G is defined as
G =
∑
E
Ur(E)
where E = {∅ = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ En+1 = E} ranges over all (n + 1)! maximal chains
of subsets of E and
r(E) = (r(E1)− r(E0) + 1, r(E2)− r(E1) + 1, . . . , r(En+1)− r(En) + 1).
This invariant specializes to any valuative invariant under homomorphisms from quasi-
symmetric functions to an abelian group [27]. This is proved by showing that Schubert
matroids (after allowing permutations of the ground set) are a basis for the dual space to
valuative invariants.
9. Grassmannians and Matroid Polytopes
9.1. Plu¨cker coordinates and basis exchange. The Grassmannian Gr(d + 1, n + 1) is
an algebraic variety whose points correspond to the (d+ 1)-dimensional linear subspaces of
kn+1. Equivalently, it is the set of all d-dimensional projective subspaces of Pn. It generalizes
projective space in the sense that Gr(1, n+ 1) is isomoprhic to Pn.
We present the Grassmannian as a quotient of the Stiefel variety following [43]. The Stiefel
variety St(d+1, n+1) parameterizes linearly independent (d+1)-tuples of vector in kn+1. We
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denote their span as the (d+ 1)-dimensional subspace P ⊂ kn+1 and write the (d+ 1)-tuple
(v1, . . . , vn) as a (d + 1)× (n + 1)-matrix X . Now, Gld+1 acts on the (d + 1)-tuple without
changing P . This is the same thing as the left-action of Gld+1 on the matrix. Because the
action is free and acts transitively on bases of P , the Grassmannian is the quotient
Gr(d+ 1, n+ 1) = St(d+ 1, n+ 1)/Gld+1 .
There are homogeneous coordinates, the Plu¨cker coordinates that embed this quotient into
projective space: let B be a (d+ 1)-tuple of distinct elements of {1, . . . , n+ 1}, the Plu¨cker
coordinate pB is the determinant of the (d+1)×(d+1)-matrix formed by the columns indexed
by B. The Plu¨cker coordinates are indeed coordinates on the Grassmannian. Indeed, because
X is rank d + 1, we may permute the columns of M so that the first d + 1 columns form a
non-singular matrix. By applying an element of Gl(d+ 1), we may suppose X is the form
X = [Id+1|A]
where A is a (d+1)× (n− d)-matrix. Let B consist of d elements of {1, . . . , d+1} together
with an element i of {d+ 2, . . . , n+ 1}. Then pB is equal (up to sign) to an entry of the ith
column of X . Therefore, from the Plu¨cker coordinates, we can recover X .
Now, because if B and B′ are related by a permutation, pB and pB′ are equal up to a
sign, it suffices to consider only the Plu¨cker coordinates corresponding to B = (i1, . . . , id+1)
with i1 < i2 < · · · < id+1. Therefore, there are
(
n+1
d+1
)
Plu¨cker coordinates. The Plu¨cker
coordinates give an embedding
Gr(d+ 1, n+ 1) →֒ P(
n+1
d+1)−1.
The Plu¨cker coordinates obey natural quadratic relations, called the Plu¨cker relations: for
1 ≤ i1 < · · · < id ≤ n + 1, 1 ≤ j1 < · · · < jd+2 ≤ n + 1, we have, for every point of the
Grassmannian,
d+1∑
a=1
(−1)api1...idjapj1...jˆa...jd+2 = 0
where jˆa means ja is deleted. Moreover, these relations generate the ideal defining Gr(d +
1, n+ 1).
Given a point of the Grassmannian whose Plu¨cker coordinates are (pB), we can define a
matroid by setting the bases to be
B =
{
B ∈
(
{1, . . . , n+ 1}
d+ 1
) ∣∣∣∣∣ pB 6= 0
}
.
Lemma 9.1. The set B defined above is the set of bases for a matroid.
Proof. Because the matrix X is of rank d + 1, the set B is non-empty. We need only show
that it satisfies the basis exchange axiom. Let B1, B2 ∈ B, i ∈ B1 \B2. We must show that
there is an element j ∈ B2 \ B1 such that (B1 \ i) ∪ {j} ∈ B. Write B1 \ {i} = {i1, . . . , id}
and B2 ∪ {i} = {j1, . . . , jd+2}. The left side of the Plu¨cker relation for this choice of i’s and
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j’s has pB1pB2 as a summand. Because this monomial is nonzero, there must be another
nonzero monomial of the form p(B1\{i})∪{j}p(B2\{j})∪{i}. 
We can view this matroid as coming from a vector configuration. Specifically, pick a matrix
X ∈ St(d+ 1, n+ 1) representing that linear subspace. Take the vectors to be the columns
of X . The set of d + 1 vectors is a basis for the matroid if and only if the corresponding
determinant is nonzero. This occurs exactly when these vectors give a basis of kd+1.
We note that Gr(d+ 1, n+ 1) is isomorphic to Gr(n− d, n+ 1). Specifically if V ⊂ kn+1
is a d-dimensional subspace, there is a map dual to inclusion i∗ : (kn+1)∗ → V ∗. The map
is surjective so its kernel is (n− d)-dimensional. This isomorphism is analogous to matroid
duality.
9.2. Projective toric varieties. We give a review of not-necessarily-normal (or Sturm-
feldian) projective toric varieties. They are important for relating the matroid polytope
to the Grassmannian For more details, see [20]. Let A ⊂ Zn+1 be a finite subset. Write
A = {ω0, ω1, . . . , ωN}. We can define a morphism i : (k
∗)n+1 → PN by
x 7→ [xω0 : . . . : xωN ]
where if x = (x0, . . . , xn) and ωi = (ωi0, . . . , ωin),
xωi = xωi00 . . . x
ωin
n .
Let A be the (n+1)×(N +1)-matrix whose columns are the ω’s. If A is unimodular and full
rank, then i is an inclusion. The toric variety PA associated to A is the closure i((k∗)n+1).
The weight polytope of XA is the convex hull of A. The torus orbits in PA are in bijective
correspondence with the faces of the weight polytope.
This definition can be extended to include closures of torus orbits in projective spaces.
Suppose that k is an algebraically closed field. Let H = (k∗)n+1 act on a vector space V .
There is a character decomposition
V =
⊕
χ
Vχ
where for a character χ of H ,
Vχ = {v ∈ V | t · v = χ(t)v for all t ∈ H}.
Let v ∈ P(V ). We will study the H-orbit closure H · v ⊆ P(V ). Lift v to an element of
v˜ ∈ V , and write
v˜ =
∑
χ
v˜χ
for v˜χ ∈ Vχ. Let A(v) = {χ | v˜χ 6= 0}. By unpacking definitions, we have H · v ∼= XA(v). The
weight polytope of v is the convex hull of A(v) in H∧⊗R where H∧ is the character lattice of
H . If the image of v in P(V ) is stabilized by a subtorus H ′ ⊆ H , there is an induced linear
map H∧ → (H ′)∧ and the weight polytope lies in a translate of ker(H∧ → (H ′)∧).
42 KATZ
9.3. Torus orbits and matroid polytopes. In this section, we consider a torus acting
on the Grassmannian. Note that the algebraic torus (k∗)n+1 acts on Pn by dilating the
homogeneous coordinates. This induces an action on Gr(d + 1, n + 1): for t ∈ (k∗)n+1,
P ⊂ Pn, a d-dimensional subspace, t · P is also a d-dimensional subspace. We can see this
action in terms of the Stiefel variety: (k∗)n+1 dilates the columns of the matrix X . Note
that the diagonal k∗ acts trivially on the Grassmanian since it preserves any subspace P .
For P ∈ Gr(n− d, n), we may consider the closure of the (k∗)n+1-orbit of P ,
PP = (k∗)n+1 · P .
As observed in [88, Prop 12.1], this orbit closure is a normal toric variety by arguments of
White [104]. Now, by Lemma 9.1, we may produce a rank d+ 1 matroid M on {0, 1, . . . , n}
from P .
We have the following combinatorial description of the toric variety by Gelfand-Goresky-
MacPherson-Serganova [42]:
Theorem 9.2. The weight polytope of PP is the matroid polytope P (M).
Proof. The (k∗)n+1-action extends to the ambient space of the Plu¨cker embedding P(
n+1
d+1)−1.
In fact, by the matrix description of the group action, if t ∈ (k∗)n+1 is given by (t0, . . . , tn)
then
t · pB =
(∏
i∈B
ti
)
pB
Consequently, pB lies in the character space eB given by the characteristic vector of B. The
weight polytope is the convex hull of eB for B ∈ B. 
Note that the weight polytope lies in an affine hyperplane corresponding to the fact that all
bases have d+1 elements. This reflects the fact that the diagonal torus of (k∗)n+1-stabilizes
P ∈ Gr(d+ 1, n+ 1).
9.4. Thin Schubert cells. We can use matroids to define thin Schubert cells, locally closed
subsets of the Grassmannian that refine Schubert cells. A thin Schubert cell consists of all
subspaces with a given matroid. Thin Schubert cells were introduced in [42] by Gelfand-
Goresky-MacPherson-Serganova. Prior to their introduction in the algebraic geometric con-
text, White [103] studied their coordinate rings. Following the notation of [42], we will think
of matroids as vector configuration given by the projection of the coordinate vectors.
The closure of the usual Schubert cells, called Schubert varieties, can be described by the
vanishing of some Plu¨cker coordinates. The data of the matroid corresponds to imposing
exactly which Plu¨cker coordinates vanish. We will use this data to define a thin Schubert
cell.
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Definition 9.3. Let M be a rank d+ 1 matroid on E = {0, . . . , n}. The thin Schubert cell
GrM in Gr(d+ 1, n+ 1) is the locally closed subset given by
GrM = {P ∈ Gr(d+ 1, n+ 1) | pB(P ) 6= 0 if and only if B is a basis of M}.
Another convention is to consider the thin Schubert cell associated to M in Gr(n− d, n+
1) = Gr(d+ 1, n+ 1) as follows: for an (n− d)-dimensional subspace P ∈ Gr(n− d, n+ 1),
there is a projection πP : k
n+1 → kn+1/P . For S ⊂ {0, . . . , n}, let kS be the linear space
spanned by ei for i ∈ S. We may consider the matroid given by the vector configuration
πP (e0) . . . πP (en) which has the rank function r(I) = dim(πP (k
I)).
We can describe the stabilizer of GrM under the torus action in terms of M . Let M =
M1 ⊔ . . . ⊔Mκ be a connected component decomposition of M where where each Mi is a
matroid on Fi for a partition E = F1 ⊔ . . . ⊔ Fκ. Then we have a decomposition of P ,
kn+1 = kF1 ⊕ . . .⊕ kFκ
given by
P = P1 ⊕ . . .⊕ Pκ
for Pi ⊆ k
Ei. We have an inclusion (k∗)Fi →֒ kn+1. The image of the diagonal torus in (k∗)Fi
stabilizes Pi. One can show that the stabilizer of P is (k
∗)κ corresponding to the direct
product of these diagonal tori.
The thin Schubert cells do not provide a stratification of the Grassmannian. In fact, the
closure of a thin Schubert cell is not always a finite union of thin Schubert cells. However,
thin Schubert cells do occur as the intersection of finitely many Schubert cells with respect
to different flags.
We have the following proposition which describes how the thin Schubert cels behave
under direct sums of matroids:
Proposition 9.4. If the matroid M has a unique decomposition into connected components
M = M |F0 ⊕ · · · ⊕M |Fc ,
for flats, Fi, then there is a natural isomorphism
GrM ∼= GrM |F0 × · · · ×GrM |Fc
9.5. Realization spaces. Given a simple matroid M of rank d + 1 on {0, 1, . . . , n}, we
can define realization spaces, space whose points correspond to representations of M . These
spaces exist as moduli spaces, but we will focus our attention on their k-points and treat
them as parameter spaces. The results of this subsection, however, can be stated in moduli-
theoretic language.
Thin Schubert cells can be related to a universal family of representations. Here, we say
that a d-dimensional subspace V ⊂ Pn represents M if the matroid associated to V is M .
Recall that the Grassmannian Gr(d + 1, n + 1) has a universal family of subspaces over it:
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there is a subvariety V ⊂ PnGr(d+1,n+1) that fits in a commutative diagram
V

  // PnGr(d+1,n+1)
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
Gr(d+ 1, n+ 1)
such that V is flat over Gr(d + 1, n + 1) and the fiber VV for V ∈ Gr(d + 1, n + 1) is the
subspace of Pn corresponding to V .
Definition 9.5. A family of representations of M over a scheme X is a flat family V →
X of d-dimensional subspaces in PnX such that for every closed point x, the fiber Vx is a
representation of M .
The base-change VGrM over the thin Schubert cell Gr
M is a family of realizations. Its
k-points, GrM(k) are exactly the representations of M over k.
One can also consider the space of representations of M as a hyperplane arrangement.
Recall that if V ⊂ Pn is a representation of M as a subspace, intersecting V with each
coordinate hyperplane gives an arrangement of n + 1 hyperplanes on Pd ∼= V representing
M . We can alternatively consider an arrangement of n+1 hyperplanes on Pd by considering
an (n+1)-tuple of non-zero linear forms on Pd up to constant multiples. Let Γ = Ad+1 \{0}.
Therefore, an n + 1-tuple of non-zero linear forms (s0, s1, . . . , sn) is described by a point of
Γn+1.
Definition 9.6. The linear form realization space for M is the subscheme ΓM of Γ
n+1
consisting of hyperplane arrangements realizing M .
Two tuples of sections cut out the same family of hyperplane arrangements if and only
if they differ by an element of (k∗)n+1 scaling the sections (s0, s1, . . . , sn) and two families
of hyperplane arrangements are isomorphic, by definition, if they differ by an element of
PGLd+1. These actions commute, and the product PGLd+1×(k
∗)n+1 acts freely on ΓM .
The quotient
RM = ΓM/(PGLd+1×(k
∗)n+1)
is called the realization space of the matroid M . Points of this realization space correspond
to isomorphism class of representations of M as hyperplane arrangements.
The thin Schubert cells are naturally torus torsors over realization spaces of hyperplane
arrangements which we will now describe using the subtori (k∗)Fi from the above subsection
following [52], which summarizes the discussion in [59, Sec 1.6].
Proposition 9.7. [59, 1.6] If M is connected then RM is the quotient of GrM by the free
action of (k∗)n+1/k∗. If M is not connected, there is a natural isomorphism
RM ∼= RM |F0 × · · · ×RM |Fκ
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In this case, the (k∗)n+1/(k∗)-action naturally factors through the projection
(k∗)n+1/k∗ → (k∗)F0/k∗ × · · · × (k∗)Fκ/k∗.
9.6. Matroid representability and universality. In a certain sense, the question of the
representability of matroids is maximally complicated as a consequence of Mne¨v’s universal-
ity theorem which states that any possible singularity defined over Z occurs on some thin
Schubert cell (up to a natural equivalence). This has applications to moduli problems and
logic. Here we state Mne¨v’s theorem in the form applied by Lafforgue [59].
Theorem 9.8. Let X be an affine scheme of finite type over SpecZ. Then there exists a
connected rank 3 matroid M , an integer N ≥ 0 and an open set U ⊆ X × AN projecting
onto X such that U is isomorphic to the realization space RM .
A very brief proof is given in [59]. More details in a slightly different context can be found
in [61]. An accessible treatment that only considers the set-theoretic case is [79]. The central
idea of most proofs of this theorem, following Shor [86], is to add auxiliary variables and
present X as being cut out by a very large system of equations each involving three variables
and a single arithmetic operation. This new system is encoded as a line arrangement by
using the von Staudt constructions (see [79] for an illustration).
This theorem quickly gives interesting counterexamples. If X is disconnected, then the
realization space RM will be disconnected and the matroid will have representations (as
hyperplane arrangements) that cannot be continuously deformed into each other. One can
also control the fields over which X has a representation: a matroid M is representable
over k if and only RM has a k-point. If X = SpecF2 and k is some infinite field, then
X and consequently RM only has k-points if and only if chark = 2. Similarly, if X =
SpecZ[x]/(2x − 1), then RM only has k-points if and only if chark 6= 2.
As observed by Sturmfels [91], a decision procedure to determine if a matroid is rep-
resentable over Q is equivalent to a decision procedure to determine whether a system of
polynomial equations has a solution in Q. The existence of the decision procedure is a fa-
mous unsolved problem, Hilbert’s Tenth Problem over Q. See Poonen’s survey [76] for more
details about this problem.
For finite fields k, the situation is a bit different. Because RM is isomorphic to an open set
U ⊆ X ×AN , and it is possible for some k-points to be missing from U ⊆ X ×AN , it is not
necessarily true that the existence of k-points in X is equivalent to the representability of
M over k. Moreover, the number of points of X(k) and RM(k) may be drastically different.
For this reason, it’s possible to have unique representability theorems similar to Theorem
6.3 for finite fields.
Mne¨v’s thorem is the primordial example of Murphy’s Law in algebraic geometry. Mur-
phy’s Law, due to Vakil [98], is a theorem that states that certain classes of moduli spaces
contain every singularity type over Z up to a particular natural equivalence. In fact, Vakil
was able to prove that a large number of moduli spaces obey Murphy’s Law by relating them
to realization spaces of matroids.
46 KATZ
9.7. Matroid representability and semifields. One can view matroids as points of thin
Schubert cells over field-like objects like blueprints or partial fields. This is the point of view
taken in Dress’s matroids over fuzzy rings [29] as studied by Dress with Wenzel [30] . Here,
we use the notation of Lorscheid’s blueprints and blue schemes [63] for the following highly
speculative subsection.
Definition 9.9. A blueprint B is a multiplicatively-written monoid A with neutral element 1
and absorbing element 0 together with an equivalence relation R (given by ≡) on the semiring
N[A] of finite formal sums of elements of A such that
(1) The relation R is closed under addition and multiplication,
(2) The absorbing element is equivalent to the empty sum, and
(3) For a, b ∈ A with a ≡ b, then a = b.
For example, one can define an object called the field of one element F1 to be the blueprint
with A = {0, 1} and R to be the empty relation. Moreover, given any semiring R, one can
produce a blueprint by setting A to be R×, where R× is R, considered as a multiplicative
monoid, and setting
R =
{∑
ai ≡
∑
bi |
∑
ai =
∑
bi in R
}
.
In particular every field and idempotent semiring can be interpreted as a blueprint. An
important blueprint is the none-some semifield B1 where we set A = {0, 1} and R = {1+1 ≡
1}. Here we imagine a primitive culture with addition and multiplication but only numbers
for 0 and more than 0. This is isomorphic to the min-plus semifield {0,∞} by taking − log.
For a blueprint B, we can view a linear subspace defined over B as a B-point of Gr(d +
1, n+ 1) provided that we can treat Gr(d+ 1, n+ 1) in its Plu¨cker embedding as a model of
Gr(d+1, n+1) over B. While there are various rival notions for the definition of a B-point,
one notion is an assignment of the Plu¨cker coordinates to elements of A such that Plu¨cker
relations are satisfied. Under that definition, a matroid is a B1-point. The value of a Plu¨cker
coordinate in B1 determines whether or not it is zero. The Plu¨cker relations in B1 become
the basis exchange axiom. In the case that B is induced from a field k, then a B-point of
Gr(d+ 1, n+ 1) is the same thing as a k-point.
Regular matroids should perhaps be thought of as F12-points of Gr(d + 1, n + 1). Here
F12 , the degree 2 cyclotomic extension of F1, is the blueprint generated by A = {0, 1,−1}
subject to the relation 1+(−1) ≡ 0. This is because regular matroids are those representable
by totally unimodular matrices and therefore, all the Plu¨cker coordinates are 0, 1, or −1.
An important idea in the study of the field of one element is the numerical prediction that
the number F1-points is the limit of the number of Fq-points as q → 1. Is there a similar
prediction for the number of regular matroids?
Excluded minor characterizations of matroids can be thought of as matroid lifting results.
Specifically, we have a morphism of blueprints B′ → B, and a B-point of the Grassmannian,
and we ask when this B-point is in the image of the induced map Gr(d + 1, n + 1)(B′) →
Gr(d+1, n+1)(B). For example, there is a natural blueprint morphism F12 → F2. If M is a
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matroid that is representable over F2, the question of whether it is is regular corresponds to
whether it lifts from a F2-point to a F12-point. This is the point of view taken in the work
of Pendavingh and van Zwam [74] phrased in the language of partial fields which include
the usual fields and F12 . They are able to give unified proofs of a number of representability
results including the following theorem of Tutte:
Theorem 9.10. A matroid is regular if and only if it is representable over both F2 and F3.
Here, they manipulate matrix representations of matroids by matrix operations, but it
would be very interesting to rephrase their work in the language of deformation theory
where, for examples, one tries to extend the matroid from the partial field F2 ⊗ F3 to F12 .
The category of partial fields is more interesting than that of fields because of the existence
of tensor products and many more morphisms.
9.8. K-theoretic matroid invariants. Speyer [88] introduced a way of producing valuative
invariants of matroids by using the K-theory of the Grassmannian. He begins with an
invariant valued in the K-theory of the Grassmannian. This invariant can be specialized by
particular geometric operations to take values in less exotic rings. In fact, it is the main
result of [36] that this invariant specializes to the Tutte polynomial.
We first review algebraic K-theory. See [37, Sec. 15.1] for a very brief summary. For a
scheme X , let K0(X) be the Grothendeick group of coherent sheaves on X . It is the group
of formal linear combinations of coherent sheaves on X subject to the relation
[F ] = [F ′] + [F ′′]
whenever there is an exact sequence of coherent sheaves
0 // F ′ // F // F ′′ // 0.
Given a morphism of schemes f : X → Y , there is a pushforward homomoprhism f∗ :
K0(X)→ K0(Y ) given by
f∗F =
∞∑
i=0
(−1)i[Rif∗F ]
On the other hand, we may define K0(X) as the Grothendieck group of vector bundles on
X , the group of formal linear combinations of vector bundles on X subject to the relation
[E] = [E ′] + [E ′′]
whenever E ′ is a sub-bundle of E with quotient E ′′ = E/E ′. Given a moprhism f : X → Y ,
there is a pullback homomorphism f ∗ : K0(Y )→ K0(X) given by pullback of vector bundles.
The group K0(X) can be made into a ring by introducing tensor product as multiplication.
The natural group homomorphism K0(X) → K0(X) taking a vector bundle to its sheaf of
sections is an isomorphism if X is a non-singular variety. We will freely switch between
K0(X) and K
0(X) as all of our schemes will be non-singular varieties. We will make use of
the fact that K0(Pn) = Q[x]/(xn+1) where x = 1−O(−1) which corresponds to the structure
sheaf of a hyperplane.
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Let T = (k∗)n+1 be an algebraic torus acting on a scheme X . We may define equivariantK-
groups KT0 (X) and K
0
T (X) by considering equivariant coherent sheaves and vector bundles.
There are non-equivariant restriction maps
KT0 (X)→ K0(X), K
0
T (X)→ K
0(X)
forgetting the T -action. Now, the equivariant K-theory of a point is particularly simple:
K0T (pt) is the Grothendieck group of representations of T . By taking characters, we see
K0T = Z[t
±
0 , . . . , t
±
n ], the ring of Laurent polynomials.
The Grassmannian has a natural group action which allows us to consider equivariant
K-theory [57]. By localization, this equivariant K-theory has a quite combinatorial flavour.
Let T act on Gr(d+1, n+1) as follows: t ∈ T dilates the coordinates of ambient kn+1 taking
a subspace P ∈ Gr(d+1, n+1) to t ·P . Note that the diagonal subtorus in T acts trivially.
The equivariant K-theory of the Grassmannian can be expressed in terms of its fixed points
and 1-dimensional orbits under T . The following is easily verified:
Lemma 9.11. The fixed points of the T -action on Gr(d + 1, n + 1) are in one-to-one cor-
respondence with subsets B ⊂ {0, 1, . . . , n} with |B| = d + 1 with the fixed points xB given
by the (d+ 1)-dimensional subspaces of the form Span(ei | i ∈ B). The 1-dimensional torus
orbits of the action are in one-to-one correspondence with pairs B1, B2 ⊂ {0, 1, . . . , n} with
|B1| = |B2| = d+ 1 and |B△B
′| = 2 with the closure of the torus orbit parameterized by P1
as
[s : t] 7→ Span(e′i | i
′ ∈ B1 ∩ B2) + k(sei + tej)
where i ∈ B1 \B2 and j ∈ B2 \B1.
Because Gr(d + 1, n + 1) is a smooth projective variety, has finitely many fixed points,
and the closure of each 1-dimensional torus orbits is isomorphic to P1, Gr(d + 1, n + 1) is
equivariantly formal [100, Cor 5.12], [57, Cor A.5] which means that its equivariant K-theory
is controlled by the fixed points and 1-dimensional orbits. Specifically, the restriction map
to the fixed points
K0T (Gr(d+ 1, n+ 1))→ K
0
T (Gr(d+ 1, n+ 1)
T ) =
⊕
B
K0T (xB)
is an injection whose image is given by fB ∈ K
T
0 (xB) for all B satisfying
fS∪{i} ≡ fS∪{j} mod 1− ti/tj
where S ∈
(
{0,...,n}
d
)
, i, j 6∈ S.
Now, we describe Speyer’s matroid invariant. Let P ∈ Gr(d+ 1, n+ 1). The invariant is
produced from the K-theory class of the orbit closure T · P ,
OT ·P ∈ K0(Gr(d+ 1, n+ 1)).
Because T · P is T -invariant, its structure sheaf is T -equivariant. The corresponding equi-
variant K-theory class, y(P ) ∈ KT0 (Gr(d + 1, n + 1)) can be given in terms of the matroid
polytope. We will give the description of y(P )B ∈ K
T
0 (xB). For B, a basis of the matroid,
MATROID THEORY FOR ALGEBRAIC GEOMETERS 49
let ConeB(P (M)) be the cone of P (M) at B, in other words the real non-negative span of
all vectors of the form v − eB for v ∈ P (M). The Hilbert series of a cone C is given by
Hilb(C) =
∑
a∈C∩Zn+1
ta.
We define y(P ) by
y(P )B =
{
Hilb(ConeB(P (M)))
∏
i∈B
∏
j 6∈B(1− t
−1
i tj) if B is a basis of P
0 else
The rational function y(P )B turns out to be a Laurent polynomial. Note that y(P ) depends
only on the matroid of P and so can be written y(M). This definition gives a well-defined
class of KT0 (Gr(d+ 1, n+1)) even when M is not representable. This invariant turns out to
be valuative although it is not universal among valuative invariants.
The invariant y(M) specializes to the Tutte polynomial in a geometric fashion. Recall
that Fl(d1, . . . , dr;n + 1) is the flag variety whose points parameterize flags of projective
subspaces Fd1−1 ⊂ . . . ⊂ Fdr−1 ⊂ P
n where dimFi = i− 1. There is a natural inclusion
Fl(1, n;n+ 1) →֒ Pn × Pn
taking F1 ⊂ Fn−1 to (F1, Fn−1) where the two Pn’s parameterize points and hyperplanes in
Pn. There is a diagram (borrowed from [36]) of morphisms forgetting various stages of the
flags:
(2) Fl(1, d+ 1, n;n+ 1)
pid+1
uu❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
pi1n
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
Gr(d+ 1, n+ 1) Fl(1, n;n+ 1)
 _

Pn × Pn
If we write K0(Pn × Pn) = Q[x, y]/(xn+1, yn+1), one has
Theorem 9.12. [36] Let O(1) be the pullback of O(1) on P(
n+1
d+1)−1 to Gr(d+1, n+1) by the
Plu¨cker embedding. Interpreting y(M) as a non-equivariant class, we have
(π1n)∗π
∗
d+1(y(M) · [O(1)]) = TM(x, y).
The proof works by relating the K-theoretic class to the rank-generating polynomial.
10. Review of Toric Varieties
We give a quick review of toric varieties in preparation for the next section. More complete
references are [20, 38].
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10.1. Rational fans and Minkowski weights. A toric variety X = X(∆) is an algebraic
variety specified by a rational fan ∆ in NR = N ⊗ZR for a lattice N ∼= Zn. They are normal
varieties compactifying the algebraic torus T = (k∗)n such that the natural multiplication
of T on itself extends to a T -action. A rational fan is a particular set ∆ of strongly convex
rational polyhedral cones. A strongly convex rational polyhedral cone is the non-negative
span of finitely many vectors in N and which contains no lines through the origin. A rational
fan is defined as a polyhedral complex whose cells are strongly convex rational polyhedral
cones, that is:
(1) if σ ∈ ∆, then every face of σ is an element of ∆, and
(2) if σ, σ′ ∈ ∆, then σ ∩ σ′ ∈ ∆.
We say that a fan is pure of dimension d if every maximal cone is d-dimensional. For a cone
σ, let σ◦ denote the relative interior of σ. Associated to a fan ∆ is a toric variety X(∆)
defined over a field k.
The toric variety is stratified by torus orbits. Write N∨ for the lattice dual to N . Write
Nσ for the sublattice of N given by by Span(σ) ∩ N . For a cone σ, let σ
⊥ ⊆ N∨ be the
kernel of the projection N∨ → N∨σ that is dual to the natural inclusion. Given a cone σ with
dim(σ) = k, there is a torus orbit Oσ with dim(Oσ) = n− k. This torus orbit is canonically
isomorphic to Hom(σ⊥,k∗) . The torus orbit O0 = Hom(N
∨,k∗) corresponding to 0 ∈ ∆ is
called the big open torus and is isomorphic to T . We can view elements of N∨ as regular
functions on T . Specifically, we view m ∈ N∨ as the function χm, for t ∈ Hom(N∨,k∗),
χm : t 7→ t(m).
We refer to χm as a character of T . The group T acts on Oσ as follows: for γ : σ
⊥ → k∗, we
have t · γ given by for m ∈ σ⊥,
t · γ(m) = χm(t)γ(m).
The toric variety X(∆) can be decomposed (as a set with action of T as)
X(∆) =
⊔
σ∈∆
Oσ.
The closure of the orbit Oσ is denoted by V (σ). The cones of ∆ are in inclusion-reversing
bijection with orbit closures of X(∆): if τ is a face of σ in ∆, then V (σ) ⊆ V (τ). In other
words, Oσ ⊆ Oτ if and only if τ ⊆ σ. The closure of T = O0 is X(∆). Characters of T
extend to X(∆) as rational functions.
A toric variety X(∆) is compact if and only if the support of ∆,
⋃
σ is equal to NR. A
toric variety is smooth if and only if every cone is unimodular, that is, it is the non-negative
span of a set of vectors that can be extended to a basis of the lattice N .
Example 10.1. The building blocks of smooth toric varieties are the toric varieties associ-
ated to unimodular simplices. Let N = Zn. Write the basis vectors of N as e1, . . . , en.
Let σ be the nonnegative span of e1, . . . , ek. Let ∆ consist of σ and its faces. Then
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X(∆) = kk × (k∗)n−k. Write the coordinates on X(∆) as (x1, . . . , xk, xk+1, . . . , xn). The
faces of σ are
σS = Span≥0(ei | i ∈ S)
for S ⊆ {1, . . . , k}. The torus orbits and their closures are given by
OσS = {x | xi = 0 if and only if i ∈ S},
V (σS) = {x | xi = 0 if i ∈ S}.
The group (k∗)n acts by multiplication on coordinates. The characters are the usual mono-
mials in the xi’s.
Example 10.2. The most basic compact toric variety is Pn. Let N = Zn+1/Z where Zn+1 is
spanned by unit vectors e0, e1, . . . , en and the quotient is by the span of the diagonal element
e0 + e1 + · · · + en. The cones of ∆Pn are given by σS = Span≥0(ei | i ∈ S) for each proper
subset S ( {0, 1, . . . , n}. Then X(∆Pn) = Pn. The torus orbits and their closures are given
in homogeneous coordinates by
OσS = {[X0 : X1 : · · · : Xn] ∈ P
n | Xi = 0 if and only if i ∈ S},
V (σS) = {[X0 : X1 : · · · : Xn] ∈ P
n | Xi = 0 if i ∈ S}.
The group T = (k∗)n acts on Pn by
(t1, t2, . . . , tn) · [X0 : X1 : · · · : Xn] = [X0 : t1X1 : · · · : tnXn].
The characters are rational functions on Pn: N∨ is canonically isomorphic to the sublattice
of vectors (m0, m1, . . . , mn) ∈ Zn+1 satisfying m0 +m1 + · · ·+mn = 0, and
χm([X0 : X1 : · · · : Xn]) =
∏
i
Xmii .
There is an important notion of morphisms of toric varieties. Let N and N ′ be lattices
with rational fans ∆,∆′ in NR, NR, respectively. Let φ : N
′ → N be a homomorphism of
lattices such that for any cone σ′ ∈ ∆′ there is a cone σ ∈ ∆ with φR(σ
′) ⊂ σ. In this
case, we say φ : ∆′ → ∆ is a morphism of fans. Then, there is an induced map of toric
varieties φ∗ : X(∆
′) → X(∆) that intertwines the torus actions. Of particular interest for
us is the case where N = N ′ and the homomorphism φ is the identity. In that case, ∆′ is
a refinement of ∆, that is, every cone σ′ ∈ ∆′ is contained in a cone of ∆. The induced
morphism φ∗ : X(∆
′)→ X(∆) is a birational morphism.
Example 10.3. Blow-ups of X(∆) at the orbit closures V (σ) can be phrased in terms of
refinements of fans [38, Section 2.4], [20, Definition 3.3.17]. We will explain the case of a
unimodular cone as in Example 10.1. The general case is similar. Let σ be the cone spanned
by e1, . . . , en. Let ∆ be the fan consisting of all faces of σ. Let e
′ be the barycenter of σ
given by e′ = e1 + · · ·+ en. Let ∆
′ be the fan consisting of all cones spanned by subsets of
{e′, e1, . . . , en} not containing {e1, . . . , en}. By an explicit computation, one can show that
X(∆′) is the blow-up of kn at the origin. This has the effect of subdividing the cone σ while
not chainging its boundary.
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We can apply this operation to a top-dimensional cone of a toric variety. Let ∆ be a fan,
and let σ be a top-dimensional, unimodular cone of ∆. We can form ∆˜ by replacing σ with
the cones considered above and not changing any of the other cones. Then X(∆˜) is the
blow-up of X(∆) at the smooth point V (σ).
This operation can also be applied to smaller-dimensional cones as well. Here, we follow
the exposition of [20]. Let X(∆) be a smooth toric variety. For a cone σ, let σ(1) be the
set of primitive lattice vectors through the 1-dimensional faces of σ. Recall that a primitive
lattice vector is a vector v ∈ N such that if v = nw for n ∈ Z and w ∈ N then n = ±1. Let
τ be a cone of ∆. Let the barycenter of τ be
uτ =
∑
uρ∈τ(1)
uρ.
For each cone σ containing τ , define a fan
∆′σ(τ) = {Span≥0(S) | S ⊆ {uτ} ∪ σ(1), τ(1) 6⊆ S}.
Then the subdivision of ∆ relative to τ is the fan
∆′(τ) = {σ ∈ ∆ | σ 6⊇ τ} ∪
⋃
σ⊇τ
∆′σ(τ).
It turns out that X(∆′(τ)) is the blow-up of X(∆) along the subvariety V (τ). The orbit
closure V (R≥0uτ ) is the exceptional divisor of the blow-up. Observe that only the cones
containing τ are affected by the subdivision.
We can form the barycentric subdivision of ∆ by first subdividing the cones τ with
dim(τ) = n and then subdividing the cones τ of ∆ with dim(τ) = n − 1 and so on down
to the 2-dimensional cones. This produces an iterated blow-up of X(∆). This construction
will be very important in the sequel.
A natural way that rational fans arise is as normal fans to lattice polytopes. Let P be a
lattice polytope in Rn, that is, a polytope whose vertices are in Zn. Set N = Hom(Zn,Z).
Definition 10.4. For a face Q of P , the (inward) normal cone to Q is the set
σQ = {w ∈ N | Pw ⊇ Q} .
For w in the relative interior of σQ, we have Pw = Q.
Definition 10.5. The inward normal fan, N(P ) of the polytope P is the union of the cones
σQ as Q ranges over the faces of P .
The correspondence between Q and σQ is inclusion-reversing. If P is full-dimensional,
then N(P ) is strongly rational. Because P is an integral polytope, N(P ) is a rational fan.
We can use use normal fans to relate not-necessarily-normal toric varieties to the more
usual toric varieties. Suppose we have i : PA → PN . If i is an inclusion and PA is normal,
then PA is the toric variety associated to the normal fan of the weight polytope of PA.
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The fan ∆Pn occurs as the normal fan to the simplex whose vertices are −e0,−e1, . . . ,−en
in the hyperplane defined by x0 + x1 + · · ·+ xn = −1 in Rn+1.
10.2. Intersection Theory and Minkowski Weights. We review the central notions of
intersection theory [37], eventually specializing to toric varieties. We recommend [38] as a
reference for toric varieties, [39] for results on intersection theory on toric varieties, and [50]
for results most directly suited to our purposes.
Let X be an n-dimensional algebraic variety over k. The cycle group Zp(X) is the group
of finite formal integer combinations
∑
ni[Zi] where each Zi is an irreducible p-dimensional
subvariety of X . These sums are called cycles. If all the coefficients are non-negative, the
cycle is said to be effective. A cycle is declared to be rationally equivalent to 0 if there
exists irreducible (k + 1)-dimensional varieties W1, . . . ,Wl together with rational functions
f1, . . . , fl on W1, . . . ,Wl, respectively, such that∑
niZi =
∑
j
(fj)
where (fj) denotes the principal divisor on Wj associated to the rational function fj . The
Chow group Ap(X) is the quotient of Zp(X) by the subgroup of cycles rationally equivalent
to 0. Elements of Ap(X) are cycle classes, but we may refer to them as cycles when we have
picked a member of their class. A cycle class is said to be effective if it is rationally equivalent
to an effective cycle. The Chow groups should be thought of as an algebraic analogue of the
homology groups H2p(X) with the caveat that not every homology class is realizable by a
cycle and that rational equivalence is a much finer relation that homological equivalence.
If X is smooth, then there is an intersection product
· : Ap(X)⊗Ap′(X)→ Ap+p′−n(X)
which should be thought of as taking two irreducible subvarieties Z,Z ′ to the rational equiv-
alence class of their intersection [Z ∩ Z ′] if the subvarieties meet transversely. A lot of work
has to be done to make this intersection product well-defined for pairs of subvarieties that
are not rational equivalent to pairs that meet transversely. The intersection product is well-
defined on rational equivalence classes. We think of elements of A0(X) as a formal sum of
points, and if X is compact, there is a degree map:
deg : A0(X)→ Z
taking
∑
niPi to
∑
ni. When X is smooth and compact, we may define the Chow cohomol-
ogy groups simply as Ak(X) = An−k(X). These groups are, in fact, graded rings under the
cup product
∪ : Ak(X)⊗ Ak
′
(X)→ Ak+k
′
(X)
which is simply the intersection product. We will make use of the cap-product
∩ : Ak(X)⊗ Ap(X)→ Ap−k(X)
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where c∩z is given by taking the intersection product of c (considered as a (n−k)-dimensional
cycle) with z considered as a p-dimensional cycle. By definition, for c, d ∈ A∗(X), z ∈ A∗(X),
c ∩ (d ∩ z) = (c ∪ d) ∩ z.
For non-smooth varieties, the definition of Chow cohomology is quite different. Here, we
used Poincare´ duality to simplify our exposition.
Definition 10.6. A Chow cohomology class c ∈ A1(X(∆)) is said to be numerically effective
or nef if for every curve C on X, deg(c ∩ [C]) ≥ 0.
ForX(∆), a compact toric variety, the Chow cohomology groupsAk(X(∆)) are canonically
isomorphic to a combinatorially-defined object, the group of Minkowski weights. Let ∆(k)
denote the set of all cones in ∆ of dimension n − k. If τ ∈ ∆(k+1) is contained in a cone
σ ∈ ∆(k), let vσ/τ ∈ N/Nτ be the primitive generator of the ray (σ +Nτ )/Nτ .
Definition 10.7. A function c : ∆(k) → Z is said to be a Minkowski weight of codimension
k if it satisfies the balancing condition, that is, for every τ ∈ ∆(k+1),∑
σ∈∆(k)
σ⊃τ
c(σ)vσ/τ = 0
in N/Nτ . The support of c is the set of cones in ∆
(k) on which c is non-zero.
Theorem 10.8. [39] The Chow group Ak(X(∆)) is canonically isomorphic to the group of
codimension k Minkowski weights.
The correspondence between Chow cohomology classes and Minkowski weights is as fol-
lows: given d ∈ Ak(X), define c(σ) = deg
(
d ∩ [V (σ)]
)
. The content of the Fulton-Stumfels
result is that Chow cohomology classes are determined by their intersections with orbit
closures. The balancing condition is a combinatorial translation of the fact that cohomol-
ogy classes are constant on rational equivalence classes generated by the rational functions
given by characters of the torus Oτ on the orbit closure V (τ). The degree deg(c) of a class
c ∈ An(X) is defined to be c(0), the value of c on the unique zero-dimensional cone 0. There
is a combinatorial description of the cup product of Chow cohomology classes by the fan-
displacement rule which we will not describe. The identity in the Chow ring is c ∈ A0(X(∆))
given by
c(σ) = 1 for σ ∈ ∆(0).
For compact smooth toric varieties, Chow cohomology is isomorphic to singular cohomology.
Example 10.9. Let us consider ∆Pn . We know that A
k(Pn) = ZHk where H is a hyperplane
class, and, consequently, Hk is the class of a codimension k projective subspace. Now, we will
see this fact in terms of Minkowski weights. Let c be a Minkowski weight of codimension
k. It is straightforward to verify that the Minkowski weight condition is equivalent to c
being constant on ∆(k). If τ ∈ ∆(k), V (τ) is a k-dimensional coordinate subspace. Now, c,
considered as a cycle, must intersect V (τ) in c(τ) points counted with multiplicity. Therefore,
c is in the class of c(τ)Hk.
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There is an equivariant version of Chow cohomology which has a combinatorial description
on toric varieties. Here, equivariant Chow cohomology means equivariant with respect to
the T -action and is analogous to equivariant cohomology. We will only make use of the
codimension 1 case. Let N∨ = Hom(N,Z) be the dual lattice to N , interpreted as linear
functions on NR with integer slopes. A linear function on a cone σ can be interpreted as an
element of N∨(σ) = N∨/σ⊥. A piecewise linear function α on ∆ is a continuous function on
the support of ∆ whose restriction to each cone is a linear function with integer slopes, or
more formally as the following:
Definition 10.10. A piecewise linear function on the fan ∆ is a collection of elements
ασ ∈ N
∨/σ⊥ for each σ ∈ ∆ such that for τ ⊂ σ, the image of ασ under the quotient
N∨/σ⊥ → N∨/τ⊥ is ατ .
Observe that if φ : ∆′ → ∆ is a moprhism of fans, and α is a piecewise linear function on
∆, then the pullback φ∗α is a piecewise linear function of ∆′. The piecewise linear function
α can be thought of as a T -Cartier divisor on X(∆): if the restriction of α to σ, ασ is given
by m ∈M/M(σ), and the Cartier divisor is locally defined by the rational function χm, the
character associated to m on the toric open affine associated to σ. This T -Cartier divisor
can be thought of as an element of A1T (X(∆)), the equivariant Chow cohomology group [31].
There is a natural non-equivariant restriction map ι∗ : A1T (X(∆)) → A
1(X(∆)) that takes
the T -Cartier divisor to an ordinary Chow cohomology class. The piecewise linear function
α induces a T -equivariant line bundle L on X(∆) and ι∗α = c1(L), the first Chern class of
L.
If c ∈ Ak(X(∆)) is viewed as a Minkowski weight, we may compute the cup product ι∗α∪c
as an element of Ak+1(X) by using a formula that first appeared in [5]: for σ ∈ ∆(k), τ ∈
∆(k+1), let uσ/τ be a vector in Nσ descending to vσ/τ in N/Nτ ; then the value of ι
∗α ∪ c on
a cone τ ∈ ∆(k+1) is
(ι∗α ∪ c)(τ) = −
∑
σ∈∆(k)|σ⊃τ
ασ(uσ/τ )c(σ) + ατ

 ∑
σ∈∆(k)|σ⊃τ
c(σ)uσ/τ


where ασ (respectively ατ ) is the linear function on Nσ (on Nτ ) which equals α on σ (on
τ). Taking ι∗α ∪ c yields a Minkowski weight. The following lemma can be proved using
intersection theory [51] or by elementary means [5, Prop 3.7]:
Lemma 10.11. Let α be a piecewise linear function on ∆, and let c be a Minkowski weight
of codimension k. Then ι∗α ∪ c is a Minkowski weight of codimension k + 1.
A T -Cartier divisor α is said to be nef if for every codimension 1 cone τ ∈ ∆(1), we have
ι∗α(τ) ≥ 0. This says that the cohomology class ι∗α is non-negative on any 1-dimensional
orbit closure. This happens if and only if ι∗α is non-negative on every curve class and is
therefore nef in the classical sense. Consequently if α is nef, it induces a T -equivariant
line bundle on X(∆) whose first Chern class is nef. Nefness can be interpreted in terms of
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convexity. If τ is a codimension 1 cone of ∆, it is contained in two top-dimensional cones,
σ1, σ2. We can pick uσ1/τ , uσ2/τ such that uσ1/τ + uσ2/τ = 0. Then, we have
ι∗α(τ) = −ασ1(uσ1/τ )− ασ2(uσ2/τ )
which expresses how the slope of α changes as we pass through the wall τ from σ1 to σ2.
Therefore, the condition ι∗α(τ) ≥ 0 can be interpreted as a convexity condition on the
piecewise linear function α.
Example 10.12. Consider the fan ∆Pn. Let w1, . . . , wn be coordinates on NR given by the
basis vectors e1, . . . , en. Set e0 = −e1−· · ·− en. Let α be the piecewise linear function given
by
α = min(0, w1, . . . wn).
Let us compute ι∗α ∈ An−1(Pn). The (n− 1)-dimensional cones of ∆Pn are of the following
form: for {j, j′} ⊂ {0, 1, . . . , n}
τjj′ = Span(ei | i ∈ {0, 1, . . . , n}, i 6= j, i 6= j
′),
By explicit computation,
ι∗α(τjj′) = 1.
The orbit closures V (τjj′) are the coordinate lines in Pn cut out by setting all but two
homogeneous coordinates to 0. This tells us that ι∗α intersects each 1-dimensional coordinate
line in a point, and therefore, it is a hyperplane class.
If φ : ∆′ → ∆ is a refinement of fans, then we can treat a piecewise linear function α on
∆ as a piecewise linear function on ∆′, the pullback φ∗α. Moreover, if α is nef on ∆, then
φ∗α is nef on ∆′.
There is a way of associating a Minkowski weight of codimension r to a codimension r
subvariety Y of a smooth, complete toric variety X(∆). This Minkowski weight should be
thought of as a Poincare´ dual to the cycle [Y ]. Let Y be a subvariety of dimension r. Define
a function
c : ∆(n−r) → Z, σ 7→ deg
(
[Y ] · [V (σ)]
)
.
Then c is a Minkowski weight, called the associated cocycle of Y . See [50] or [93] for details.
Definition 10.13. A d-dimensional irreducible subvariety Y of X(∆) is said to intersect
the torus orbits of X(∆) properly, if for any cone σ of ∆,
dim(Y ∩ V (σ)) = dim(Y ) + dimV (σ)− n.
Lemma 10.14. [50, Lemma 9.2] If c is the associated cocycle of a subvariety Y , then
c ∩ [X ] = [Y ] ∈ Ar(X).
If Y intersects orbits properly, the associated cocycle is essentially the same thing as the
tropicalization of Y ◦ ⊂ (k∗)n where Y ◦ is defined below.
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Definition 10.15. For a subvariety Y ⊂ X(∆), the interior of Y is
Y ◦ = Y ∩ (k∗)n
where (k∗)n is the big open torus of X(∆).
It is not difficult to show that the Chow ring of projective space, A∗(Pn) is Z[H ]/Hn+1
where H is the class of a hyperplane. Because the intersection of n hyperplanes in generic
position is a point, deg(Hn) = 1. Moreover, we have
A∗(Pn × Pn) ∼= Z[H1, H2]/(H
n+1
1 , H
n+1
2 )
where the codimension of a cohomology class is the total degree of the corresponding poly-
nomial in H1, H2. An element of A
k(Pn × Pn) can be written as
c =
k∑
i=0
aiH
i
1H
k−i
2
for ai ∈ Z. Because deg(Hn1H
n
2 ) = 1, ai = deg(H
n−i
1 H
n−k+i
2 ∪ c).
11. Bergman fans
11.1. Definition of a Bergman fan. The Bergman fan is a combinatorial object associated
to a matroid. We will see that it leads to a cryptomorphic definition of a matroid. It was
first introduced as the logarithmic limit set by Bergman [8] and then shown to be a finite
polyhedral complex by Bieri-Groves [9]. Sturmfels gave a combinatorial definition [92] which
was elaborated by Ardila-Klivans [3].
The logarithmic limit set is an invariant of a (d+1)-dimensional linear subspace V ⊂ Cn+1.
The amoeba A(V ) of V is the set of all vectors of the form(
log |x0|, log |x2|, . . . , log |xn|
)
∈ Rn+1
for x ∈ V . One considers the Hausdorff limit of dilates tA(V ) as t goes to 0. This gives
a logarithmic limit set, which is also called the tropicalization and captures the asymptotic
behavior of the amoeba. Because V is invariant under dilation by elements of C∗, the
amoeba and hence the logarithmic limit set is invariant under translation by the diagonal
vector (1, . . . , 1). Therefore, we may view the logarithmic limit set as a subset of Rn+1/R.
We will give a definition of the logarithmic limit set with reference only to the matroid of V
and which makes sense for non-representable matroids.
Let M be a matroid on E = {0, 1, . . . , n}. We first define the underlying set of the
Bergman fan.
Definition 11.1. An element w ∈ RE is said to be valid if Mw has no loops. The underlying
set of the Bergman fan of M is the subset of RE consisting of valid w.
Observe that the underlying set of the Bergman fan is closed. If we have a sequence {wi}
in the underlying set of the Bergman fan with limwj = w, then P (M)w contains P (M)wj
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for sufficiently large j. If Mwj has no loops, every element of the ground set occurs as an
element of some basis of Mwj . To show that this is true for Mw, let i ∈ E. Then, for all j,
P (M)wj is not contained in the hyperplane xi = 0. It follows that the same is true for Mw.
Consequently i is an element of some basis of P (M)w and hence is not a loop.
Proposition 11.2. [92] The underlying set of the Bergman fan is the logarithmic limit set
of any realization of M as a linear subspace in kn+1.
Now, because the underlying set of the Bergman fan is invariant under translation by the
vector (1, 1, . . . , 1), we quotient by that vector. Consider the lattice N = Zn+1/Z(1, 1, . . . , 1).
We write NR for Rn+1/R(1, 1, . . . , 1). We will treat N as dual to the lattice in the hyperplane
x0 + x1 + · · ·+ xn = d+ 1 that contains the matroid polytope P (M). The underlying set of
the Bergman fan is the union of cones of the normal fan to the matroid polytope because the
matroid Mw only depends on which cone of the normal fan to which w belongs. Therefore,
the underlying set of the Bergman fan can be given the structure of a subfan of the normal
fan of the matroid polytope. However, following [3], we will put a finer structure on the
Bergman fan. This structure will be very important in the sequel
We first define cones σS• in NR that refine the normal fan to the matroid polytope. That
means that every cone σS• will be contained in a cone σP (M)w of the normal fan of the
matroid polytope. These cones will therefore have the property that if w1, w2 ∈ σ
◦
S• , then
Mw1 = Mw2 .
For a subset S ⊂ E, let eS be the vector
eS =
∑
i∈S
ei
in NR. Note that eE = 0. For a flag of subsets,
S• = {∅ ( S1 ( . . . ( Sk ( E},
let σS• = Span≥0(eS1 , . . . , eSl). If w is in the relative interior of σS• then wi < wj if and only
if i occurs in an Sk with a larger index than j does. Similarly, given w ∈ RE≥0, we may pick
subsets ∅ ( S1 ( . . . ( Sl ( E such that the elements of E with maximum w-weight are
exactly the elements of S1, the ones with the next smallest w-weight are the elements of S2,
and so on. Consequently, w is an element of the relative interior of σS• .
Lemma 11.3. Let M be a matroid. For any S•, σS• is contained in a cone of the normal
fan to the matroid polytope, N(P (M)).
Proof. It suffices to show that the relative interior σ◦S• is contained in the relative interior of
a cone of N(P (M)). By our description of the normal fan of the matroid polytope, we need
to show that for w1, w2 ∈ σ
◦
S• , Mw1 =Mw2 . However, the condition w1, w2 ∈ σ
◦
S• implies the
relative ordering of weights of bases with respect to w1 and w2 are the same. 
Lemma 11.4. [3] A cone σS• consists of valid vectors w if and only if S• is a flag of flats.
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Proof. Because the underlying set of the Bergman fan is closed, it suffices to prove the same
statement with σS• replaced by σ
◦
S• .
Suppose some Si is not a flat of M . Then there exists j ∈ clSi \Si and an i
′ > i such that
j ∈ Si′ \ Si′−1. Because j is in the closure of a flat in Si′−1, j must be a loop in M |Si′/Si′−1,
hence in Mw by the behaviour of loops under direct sum.
Now, suppose that each Si is a flat of M . Let j ∈ E. We must find a basis of Mw
containing j. There is an i such that j ∈ Si \ Si−1. Because M has no loops, j is not a loop
of M |Si. Because j is not in the closure of Si−1, it is not a loop of M |Si/Si−1, and therefore,
it is not a loop in Mw. 
Lemma 11.4 shows us that the underlying set of the Bergman fan is a union of cones of the
form σS• . We use this fact to define the Bergman fan ∆M as the simplicial fan in NR given
by σF• for flags of flats. A k-step flag of proper flats is a sequence of proper flats ordered by
containment:
F• = {∅ ( F1 ( · · · ( Fk ( E}
The cone associated to F• is the non-negative span
σF• = Span≥0{eF1, . . . , eFk}.
Definition 11.5. The Bergman fan of M is the fan ∆M consisting of the cones σF• for all
flags of flats F•.
Note that this is a fan structure, not just an underlying set. Ardila and Klivans introduced
this fan in [3] and called it the fine subdivision of the Bergman fan of the matroid. Because
every flag of flats in a matroid can be extended to a maximal flag of proper flats of length
d, the fan ∆M is pure of dimension d.
Recall that the order complex of a finite poset [89] is the simplicial complex whose vertices
are elements of the poset and whose simplices are the chains of the poset. The Bergman fan
is a realization of the cone over the order complex of the lattice of proper, non-trivial flats,
L(M) \ {∅, E}.
11.2. The Uniform matroid and the permutohedral variety. Of particular interest
is the Bergman fan associated to the uniform matroid. We will consider U = Un+1,n+1,
the rank n + 1 uniform matroid on E = {0, . . . , n}. Its Bergman fan consists of cones in
NR = Rn+1/R. Every subset of E is a flat. Consequently, the top-dimensional cones of ∆U
are of the form
Span≥{ei0 , ei0 + ei1 , . . . , ei0 + · · ·+ ein−1}
for every permutation i0, . . . , in of 0, . . . , n. Because these cones are generated by a basis of
N , X(∆U) is smooth. The fan is the barycentric subdivision of the fan corresponding to Pn,
and X(∆U) is the toric variety obtained from Pn by a sequence of blowups,
π1 : X(∆U) = Xn−1 → · · · → X1 → X0 = P
n,
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where Xi+1 → Xi is the blowup along the proper transforms of the i-dimensional torus-
invariant subvarieties of Pn. The fan, ∆U is the normal fan to the permutohedron in its
affine span, where the permutohedron is the convex hull of all coordinate permutations of
the point (0, 1, . . . , n) ∈ Rn+1 [43].
Example 11.6. The Bergman fan of Ud+1,n+1 also has a simple description. The top-
dimensional cones are of the form
Span≥0{ei0, ei0 + ei1 , . . . , ei0 + · · ·+ eid−1}
for every d-tuple (i0, . . . , id−1) of distinct elements of {0, . . . , n}.
In particular, if d+ 1 = 1, then the Bergman fan consists simply of the origin. If d+ 1 =
2, n + 1 = 3, then the Bergman has top-dimensional cones R≥0e0,R≥0e1,R≥0e2, and its
underlying set is the much-pictured tropical line in the plane with vertex at the origin.
Definition 11.7. The n-dimensional permutohedral variety is X(∆U), the toric variety
associated to the Bergman fan of the uniform matroid U = Un+1,n+1.
Now, the permutohedral variety X(∆U) possesses two maps, π1, π2, to Pn that will be of
particular importance. As noted above, every cone of ∆U is contained in a cone of ∆Pn . The
induced map π1 : X(∆U) → Pn is the blow-up described above. Now, let −∆Pn be the fan
whose cones are of the form −σ for each σ ∈ ∆Pn. The toric variety X(−∆Pn) is Pn but with
its torus action precomposed by taking inverse. Now, ∆U is a refinement of −∆Pn according
to the following lemma:
Lemma 11.8. Each cone of ∆U is contained in a cone of −∆Pn.
Proof. For a subset S ⊆ E = {0, 1, . . . , n}, eS = −eE\S. Consequently, if
F• = {∅ ( F1 ( · · · ( Fk ( E}
is a flag of flats, so is
F c• = {∅ ( E \ Fk ( · · · ( E \ F1 ( E}.
Therefore, −σF• = σF c• is a cone of ∆U, and −∆U = ∆U. Since ∆U refines ∆Pn , the conclusion
follows. 
We set π2 to be the induced birational morphism π2 : X(∆U)→ X(−∆Pn). The existence
of π1 and π2 shows that the permutohedral variety resolves the indeterminacy of the standard
generalized Cremona transformation
Crem : Pn 99K Pn, (z0 : · · · : zn) 7→ (z
−1
0 : · · · : z
−1
n ).
This map is induced by multiplication by −1 on N . This map is only a rational map on Pn
because multiplication by −1 does not take cones of ∆Pn to cones of ∆Pn . However, it does
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induce a birational automoprhism of X(∆U) fitting into a commutative diagram
X(∆U)
Crem
//
pi1

X(∆U)
pi1

Pn
Crem
//❴❴❴❴❴ Pn.
Note that π2 = π1 ◦ Crem. There is a natural morphism π1 × π2 : X(∆U) → Pn × Pn. The
presence of the Cremona transformation is related to the use of reciprocal hyperplanes as in
[73] and [82].
There are natural subvarieties of X(∆U), called proper transforms, that are associated to
subspaces of Pn:
Definition 11.9. Let V be a (d+ 1)-dimensional subspace of kn+1 that is not contained in
any hyperplane, and let P(V ) ⊂ Pn be its projectivization. The proper transform of P(V ) in
X(∆U) is
P˜(V ) = π−11 (P(V )
◦).
By the blow-up interpretation of the permutohedral variety, the proper transform is an
iterative blow-up of P(V ) at its intersections with the coordinate subspaces of Pn. First
one blows up the 0-dimensional intersections, then the proper transforms of 1-dimensional
intersections, and then so on. It is easily seen that P˜(V ) intersects the torus orbits of X(∆U)
properly.
There are two piecewise linear functions of ∆U that will be of great importance in the
sequel. We have the piecewise linear function on ∆Pn from Example 10.12,
α = min(0, w1, . . . , wn)
We will abuse notation and denote the pullback π∗1α on X(∆U) by α. We can also pull back
the analogous piecewise linear function from X(−∆Pn) to obtain
β = min(0,−w1, . . . ,−wn).
The non-equivariant cohomology classes ι∗α corresponds to the proper transform of a generic
hyperplane in X(∆U). On the other hand, ι
∗β corresponds to the closure in X(∆U) of
reciprocal hyperplanes in (k∗)n given by
a0 +
a1
x1
+ · · ·+
an
xn
= 0
for generic choices of ai ∈ k where (k
∗)n is the big open torus. We may suppress ι∗ and write
α and β for the induced non-equivariant cohomology classes.
11.3. The Bergman fan as a Minkowski weight. In this section, we show how the
Bergman fan ∆M can be thought of a Minkowski weight on ∆U. We will let M be a rank
d+1 matroid so that for F•, a flag of flats in M of maximum length, σF• is a d-dimensional
cone.
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Definition 11.10. The Minkowski weight on ∆U corresponding to the rank d + 1 matroid
M is given by ∆M : ∆
(n−d)
U → Z where
∆M (σF•) =
{
1 if F• is a flag of flats in M
0 otherwise.
Lemma 11.11. The function ∆M is a Minkowski weight on ∆U
Proof. Let σG• be a codimension 1 cone in ∆M . Then σG• corresponds to a flag of flats of
length d− 1 of the form
G• = {∅ ( F1 ( · · · ( Fj−1 ( Fj+1 ( · · · ( Fd}
where r(Fi) = i. We restrict M to Fj+1 since any cone containing σG• corresponds to a
flag of flats refining G•. The flats F
′
1, . . . , F
′
l of M |Fj+1 properly containing Fj−1 are exactly
the flats that can be inserted in G• to obtain a flag of flats of length d. The sets F
′
k \ Fj−1
partition Fj+1 \ Fj−1 by Definition 3.5. Let (F•)k be the flag of flats given by inserting F
′
k
into G•. Therefore, uσ(F•)k/σG• = eF
′
k
. From
l∑
k=1
∆M(σ(F•)k)uσ(F•)k/σG• =
l∑
k=1
eF ′k ∈ Span(eFj−1 , eFj+1) ⊆ NσG• ,
we see that ∆M is a Minkowski weight. 
The following is straightforward:
Lemma 11.12. Let V ⊂ kn+1 be a representation of a simple rank d + 1 matroid on
{0, 1, . . . , n}. Then the Minkowski weight ∆M is the associated cocycle of the proper trans-
form P˜(V ) ⊂ X(∆U).
It follows that the Bergman fan is the same thing as the tropicalization of P(V )◦. In less
technical terms, the Minkowski weight records the toric strata that P˜(V ) intersects. These
corresponds to flags of flats of M .
It turns out that among tropicalizations, the Bergman fans exactly correspond to the trop-
icalizations of linear subspaces. This corresponds to a theorem that emerged in a discussion
of Mikhalkin and Ziegler and which was written down in [52]. See [47] for another proof
perhaps more suitable for the statement here. We call this theorem, “the duck theorem” in
the sense that if it looks like a duck, swims like a duck, and quacks like a duck, then it is
probably a duck:
Theorem 11.13. Let Y ◦ ⊂ (k∗)n ⊂ X(∆UU) be a variety whose associated cocycle is ∆M ,
the Bergman fan of a matroid M . Then Y ◦ = P(V )◦ where V is a subspace realizing the
matroid M .
This theorem can be used to come up with counterexamples to questions about tropical
lifting, that is, to determine whether a Minkowski weight is the associated cocycle of an
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algebraic subvariety of (k∗)n. By starting with a non-representable matroid, one can produce
a Minkowski weight ∆M on X(∆U) which is is not the associated cocycle of any subvariety
of X(∆U). Indeed if such a subvariety existed, it would be the closure of P(V )◦ where V is
a representation of M .
In addition, this theorem can be used to study which homology classes in X(∆U) can
be realized by irreducible subvarieties. In [47], it is shown that the Bergman class of a
loopless matroid of rank d+1, considered as cohomology class is nef in the sense that it has
non-negative intersection with all effective cycles of complementary dimension. Moreover,
it generates an extremal ray of the nef cone in dimension d. It is effective in that it can
be written as the sum of effective cycles. However, it can be represented by an irreducible
subvariety over k if and only if the matroid is representable over k. This shows that the
study of the realizability of homology classes in toric varieties is heavily dependent on the
ground field and is as complicated as the theory of representability of matroids.
11.4. (r1, r2)-Truncation of Bergman fans. One advantage of working with Minkowski
weights in ∆U rather than matroids is that they allow a new operation, (r1, r2)-truncation
as developed by Huh and Katz. More details can be found in [47].
Definition 11.14. Let M be a matroid of rank d + 1. Let r1, r2 be integers with 1 ≤ r1 ≤
r2 ≤ d+ 1. The (r1, r2)-truncation of M is the Minkowski weight of dimension r2 − r1 + 1,
∆M [r1,r2] on ∆U defined as follows: if σF• is the cone determined by
F• = {Fr1 ( Fr1+1 ( . . . ( Fr2}
then ∆M [r1,r2](σF•) is
(1) |µ(∅, Fr1)| if each Fi is a flat of M of rank i or
(2) 0 otherwise.
Note that the (1, r2)-truncation of M is the Bergman fan of the matroid Trunc
r2+1(M).
However, if r1 ≥ 2, the (r1, r2)-truncation of M is not the Bergman fan of any matroid. It is
not obvious that ∆M [r1,r2] is indeed a Minkowski weight. This will follow from the following
lemma whose proof we will defer until subsection 12.2.
Proposition 11.15. We have the following relation among Minkowski weights:
αd−r2βr1−1 ∪∆M = ∆M [r1,r2].
Moreover, we have the following degree computations:
(1) deg(α ∪∆M [r,r]) = µ
r−1
(2) deg(β ∪∆M [r,r]) = µ
r
where µr is a coefficient of the reduced characteristic polynomial.
Note that applying powers of α in the above makes geometric sense. It states that αk ∪
∆M = ∆Truncd+1−k(M). Because α is the class of a hyperplane in P
n, we are intersecting a
64 KATZ
projective subspace P(V ) with generic hyperplanes to obtain a projective subspace whose
matroid is a truncation of M by Lemma 5.7.
We have the following easy corollary:
Corollary 11.16. There is the following intersection-theoretic description of coefficients of
the reduced characteristic polynomial:
deg(αd−rβr ∪∆M) = µ
r.
Proof. By applying the above proposition, we have
deg(αd−rβr ∪∆M) = deg(β ∪ (α
d−rβr−1 ∪∆M)) = deg(β ∪∆M [r,r]) = µ
r.

11.5. The Bergman fan as a cryptomorphic definition of a matroid. Minkowski
weights on ∆U are interesting combinatorial objects in their own right. They contain ma-
troids on {0, 1, . . . , n} as a specific subclass but are closed under the truncation operation
defined above. It would be an interesting exercise to generalize the matroid operations that
we discussed in Section 5 to them. Here, extensions are closely related to the notion of trop-
ical modifications as introduced by Mikhalkin. See [85] for more on tropical modifications.
It is a consequence of Proposition 11.15 that if c is a Minkowski weight associated to a
rank d + 1 matroid on {0, 1, . . . , n} then αd ∪ c is the Minkowski weight corresponding to
the rank 0 matroid. Consequently, deg(αd ∪ c) = 1. The converse is true by the following
theorem which was noted by Mikhalkin, Sturmfels, and Ziegler as described by [69] and
proved by Fink [34].
Theorem 11.17. Let c ∈ An−d(X(∆U)) be a Minkowski weight of codimension n− d. Then
c = ∆M for some matroid M of rank d+ 1 if and only deg(α
d ∪ c) = 1.
The above theorem can be thought of as cryptomorphic definition of a matroid. In the
course of the proof, Fink gives an explicit recipe for finding the matroid polytope associated
to c.
12. Log-concavity of the characteristic polynomial
12.1. Proof of log-concavity. We will prove that χM (q) is log-concave when M is a rep-
resentable matroid. By an easy algebra computation, it suffices to show that the reduced
characteristic polynomial χM(q) is log-concave.
We will identify µk with intersection numbers on a particular algebraic variety. Let V ⊂
kn+1 be a linear subspace representing M . We will give the proof assuming Proposition 11.15
for now.
Proposition 12.1. There is a complete irreducible algebraic variety P˜(V ) with nef divisors
α, β such that
µk = deg(αd−kβk ∩ [P˜(V )]).
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Log-concavity then follows by applying the Khovanskii-Teissier inequality [60, Example
1.6.4]:
Theorem 12.2. Let X be a complete irreducible d-dimensional variety, and let α, β be nef
divisors on X. Then deg((αd−kβk) ∩ [X ]) is a log-concave sequence.
Proof. We give an outline of the proof of this inequality. By resolution of singularities, Chow’s
lemma and the projection formula, we may suppose that X is smooth and projective. It
suffices to show
deg((αd−kβk) ∩ [X ])2 ≥ deg((αd−k+1βk−1) ∩ [X ]) deg((αd−k−1βk+1) ∩ [X ]).
By Kleiman’s criterion [55] and continuity of intersection numbers, we can perturb α and β
in A1(X) so that they are ample classes. By homogeneity of the desired inequality, we can
replace α and β by mα and mβ for m ∈ Z≥1 so that they are very ample. By the Kleiman-
Bertini theorem [56], the intersection αd−k−1βk−1 ∩ [X ] is represented by an irreducible
smooth surface Y . Now, we need only prove
deg(αβ ∩ [Y ])2 ≥ deg(α2 ∩ [Y ]) deg(β2 ∩ [Y ]).
By the Hodge index theorem, the intersection product on A1(Y ) has signature (1, n − 1).
The restriction of the intersection product to the subspace spanned by α and β is indefinite.
The desired inequality is exactly the non-positivity of the determinant of the matrix of the
intersection product. 
We now give the proof of Proposition 12.1:
Proof. Let M be represented by the linear subspace V ⊂ kn+1, and let P˜(V ) be the proper
transform of P(V ) in X(∆U). Let α, β be as in Subsection 11.1. Now, we know
∆M ∩ [X(∆U)] = P˜(V )
by Lemma 10.14 and Lemma 11.12. Consequently,
deg(αd−kβk ∩ [P˜(V )]) = deg(αd−kβk ∪∆M) = µ
k
where the last equality follows from Corollary 11.16. 
By viewing α and β as hyperplane classes on Pn, we immediately have the following
corollary:
Corollary 12.3. The cycle class of [(π1 × π2)(P˜(V ))] in Pn × Pn is
µ0[Pd × P0] + µ1[Pd−1 × P1] + · · ·+ µr[P0 × Pd].
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Now, we outline Lenz’s proof of Mason’s conjecture in the representable case which relates
the f -vector of a matroid to the characteristic polynomial of a well-chosen matroid. We form
the f -polynomial of M by setting
fM(q) =
d+1∑
i=0
fiq
d+1−i.
The free co-extension of M is the matroid
M × e = (M∗ +E e)
∗
for a new element e. Because M is representable, after a possible extension of the field k, so
is M × e. Lenz proves the following formula for the characteristic polynomial of M × e
(−1)dχM×e(−q) = (1 + q)fM(q)
by considering various specializations of the rank-generating polynomial. The log-concavity
of fM then follows from the log-concavity of the the reduced characteristic polynomial of
M × e.
12.2. Intersection theory computations. Now, we will prove Proposition 11.15. It will
following from the following three lemmas:
Lemma 12.4. Let M be a rank d+ 1 matroid on E = {0, . . . , n}. Then,
α ∪∆M = ∆M [1,d−1]
in A∗
(
X(∆U)
)
.
Note here that ∆M [1,d−1] = ∆Truncd(M).
Lemma 12.5. Let M be a rank d+ 1 matroid on E = {0, . . . , n}. Then,
β ∪∆M [r1,d] = ∆M [r1+1,d]
in A∗
(
X(∆U)
)
.
To simplify the proofs of these lemmas, we homogenize our piecewise linear functions.
We begin with the lattice Zn+1 spanned by e0, e1, . . . , en. Let w0, w1, . . . , wn be the induced
coordinates on Rn+1 = Zn+1 ⊗ R. We will let our lattice N by defined by w0 = 0 in Zn+1.
Consider the quotient by the diagonal line
p : Rn+1 → Rn+1/R ∼= NR.
Let ∆′ be the fan in Rn+1 whose cones are the inverse images of the cones of ∆U under
p. Write σ′F• = p
−1(σF•). By assigning it the same values on relevant cones, we may treat
∆M as a Minkowski weight on ∆
′, denoted by ∆′M . We will consider the piecewise linear
functions on ∆′,
α′ = min(w0, w1, . . . , wn)
β ′ = min(−w0,−w1, . . . ,−wn)
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Then α and β are the restrictions of α′ and β ′ to NR, respectively. Because the entire
situation is invariant under translation by the diagonal vector e0 + e1 + · · ·+ en, we can do
the intersection theory computation on Rn+1 and then intersect with NR.
We first give the proof of Lemma 12.4.
Proof. The Minkowski weight α ∪ ∆′M is supported on d-dimensional cones in ∆
′
U. They
correspond to (d− 1)-step flags of proper flats
F• = {∅ ( F1 ( F2 ( · · · ( Fd−1 ( Fd = E}.
The cone σ′F• is contained in σ
′
G• if and only if the flag G• is obtained from F• by inserting
a single flat. Write this relation as G• ⋗ F•. This flat must be inserted between two flats
Fj ⊂ Fj+1 where r(Fj+1) = r(Fj) + 2. There is a unique choice of j where this happens.
Suppose G• is obtained from inserting a proper flat F between Fj ⊂ Fj+1. Let uG•/F• be an
integer vector in σG• that generates the image of σG• in N/NσF• . We may choose uG•/F• to
be eF . The value of α
′ ∪∆′M on σ
′
F• is given by
(α′ ∪∆′M )(σ
′
F•) = −
∑
G•⋗F•
α′G•(uG•/F•) + α
′
F•
( ∑
G•⋗F•
uG•/F•
)
where α′G• (respectively α
′
F•) is the linear function on NσG• (on NσF• ) which equals α
′ on
σG• (on σF•).
We now compute the right side. Because F 6= E,
α′G•(uG•/F•) = α
′(eF ) = 0.
Let f be the number of flats that can be inserted between Fj and Fj+1. Because every
element of Fj+1 \ Fj is contained in exactly one such flat F by Definition 3.5 (3), we have∑
G•⋗F•
uG•/F• = eFj+1 + (f − 1)eFj .
and so
α′F•
( ∑
G•⋗F•
uG•/F•
)
=
{
1 if Fj+1 = E
0 otherwise
Consequently, we have
(α′ ∪∆′M)(σ
′
F•) =
{
1 if j = d− 1
0 if otherwise.
Therefore α ∪ ∆M is non-zero on exactly the cones in the support of ∆Truncd(M) where it
takes the value 1. 
Now, we prove Lemma 12.5.
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Proof. The set-up is as in the proof of the above lemma. For a flag of flats
F• = {∅ = F0 ( F1 ( F2 ( · · · ( Fd−1 ( Fd = E},
write νF• = |µ(∅, F1)|. Let F be a flat inserted between Fj ⊂ Fj+1 to obtain a flag of flats
G•. Here, we have
(β ′ ∪∆′M [r1,d])(σ
′
F•) = −
∑
G•⋗F•
νG•β
′
G•(uG•/F•) + β
′
F•
( ∑
G•⋗F•
νG•uG•/F•
)
Because F 6= ∅,
β ′G•(uG•/F•) = β
′(eF ) = −1.
Now we consider two cases: Fj 6= ∅ and Fj = ∅. If Fj 6= ∅,∑
G•⋗F•
νG•β
′
G•(uG•/F•) = f |µ(∅, F1)|.
and ∑
G•⋗F•
νG•uG•/F• = |µ(∅, F1)|(eFj+1 + (f − 1)eFj).
Therefore, β ′(
∑
G•⋗F•
νG•uG•/F•) = f |µ(∅, F1)| and (β
′ ∪∆′M [r1,d])(σ
′
F•) = 0.
If Fj = ∅, ∑
G•⋗F•
νG•β
′(uG•/F•) = −
∑
F⋖F1
|µ(∅, F )|
and
β ′F•
( ∑
G•⋗F•
νG•uG•/F•
)
= β ′(
∑
F⋖F1
|µ(∅, F )|eF ) = −
∑
a∈F⋖F1
|µ(∅, F )|
where some a ∈ F1 chosen so to maximize the quantity on the right. Then,
(β ′ ∪∆M [r1,d])(σ
′
F•) =
∑
a/∈F⋖F1
|µ(∅, F )| = |µ(∅, F1)|
where the last equality follows from Lemma 7.11. Therefore β ∪∆M is non-zero on exactly
the cones in the support of ∆M [r1+1,d] where it takes the expected value. 
Lemma 12.6. We have the following equality of degrees:
(1) deg(α ∪∆M [r,r]) = µ
r−1
(2) deg(β ∪∆M [r,r] = µ
r
where µk is the coefficient of the reduced characteristic polynomial.
Proof. Let γ′ be α′ or β ′ as above. Because the only codimension 1 cone in ∆M [r,r] is the
origin, we have the following formula for the degree:
deg(γ′ ∪∆M [r,r]) = −
∑
F∈L(M)r
|µ(∅, F )|γ′(eF ) + γ
′
( ∑
F∈L(M)r
|µ(∅, F )|eF
)
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For γ′ = α′, this becomes
α′
( ∑
F∈L(M)r
|µ(∅, F )|eF
)
=
∑
a∈F∈L(M)r
|µ(∅, F )| = µr−1
for some a ∈ E where the last equality follows from Lemma 7.15. For γ′ = β ′, we have
deg(β ′ ∪∆M [r,r]) =
∑
F∈L(M)r
|µ(∅, F )| −
∑
a∈F∈L(M)r
|µ(∅, F )| =
∑
a6∈F∈L(M)r
|µ(∅, F )| = µr

13. Future Directions
One would like to prove the log-concavity of the characteristic polynomial in the non-
representable case. There are a couple of lines of attack that are being considered in future
work by Huh individually and with the author.
The proof presented above requires representability to invoke the Khovanskii-Teissier in-
equality. The proof of the Khovanskii-Teissier inequality reduces to the Hodge index theorem
on a particular algebraic surface. Recall that the log-concavity statement concerns only three
consecutive coefficients of the characteristic polynomial at a time. These three coefficients
are intersection numbers on this surface. One might try to prove a combinatorial analogue
of the Hodge index theorem on the combinatorial analogue of this surface which is the trun-
cated Bergman fan ∆M [r,r+1] by showing that a combinatorial intersection matrix has a single
positive eigenvalue. This combinatorial intersection matrix is called the Tropical Laplacian
and will be investigated in future work with Huh. Unfortunately, the algebraic geometric ar-
guments used in proofs of the Hodge index theorem do not translate into combinatorics, and
the hypotheses for a combinatorial Hodge index theorem are unclear. Still, the conclusion of
the combinatorial Hodge index theorem for ∆M [r,r+1] has been verified experimentally for all
matroids on up to nine elements by Theo Belaire [7] using the matroid database of Mayhew
and Royle [68].
Another approach to the Rota-Heron-Welsh conjecture is to relax the definition of repre-
sentability. In our proof above, we needed the Chow cohomology class ∆M to be Poincare´-
dual to an irreducible subvariety of X(∆U) in order to apply the Khovanskii-Teissier inequal-
ity. However, it is sufficient that some positive integer multiple of ∆M be Poincare´-dual to
an irreducible subvariety. It is a part of a general philosophy of Huh [47] that it is very dif-
ficult to understand which homology classes are representable while it is significantly easier
to understand their cone of positive multiples.
Another question of interest is to understand the relation between the work of Huh-Katz
and Fink-Speyer. What does positivity (in the sense of [60]) say about K-theory. How
does positivity restrict the Tutte polynomial? Are there other specializations of the Tutte
polynomial that obey log-concavity?
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Finally, the author would like to promote the importance of a combinatorial study of
Minkowski weights on the permutohedral variety. They are very slight enlargements of
the notion of matroids. One can certainly introduce notions of deletion and contraction
and therefore minors. Are there interesting structure theorems? To this author, (r1, r2)-
truncation is an attractive and useful operation and should be situated in a general combi-
natorial theory.
References
[1] Martin Aigner, Whitney numbers, Combinatorial Geometries, 139–160, Encyclopedia Math. Appl., 29,
Cambridge Univ. Press, Cambridge, 1987.
[2] Paolo Aluffi, Grothendieck classes and Chern classes of hyperplane arrangements, Int. Math. Res. Not.
8 (2013), 1873–1900.
[3] Federico Ardila and Caroline Klivans, The Bergman complex of a matroid and phylogenetic trees, J.
Combin. Theory Ser. B 96 (2006), 38–49.
[4] Federico Ardila, Alex Fink, and Felipe Rinco´n, Valuations for matroid polytope subdivisions, Canad. J.
Math. 62 (2010), 1228–1245.
[5] Lars Allermann and Johannes Rau, First steps in tropical intersection theory, Math. Z. 264 (2010),
633–670.
[6] Christos Athanasiadis, Characteristic polynomials of subspace arrangements and finite fields, Adv. Math.
122 (1996), 193–233.
[7] Theo Belaire and Eric Katz, A computer verification of the Hodge index conjecture for small matroids,
in preparation.
[8] George M. Bergman, The logarithmic limit-set of an algebraic variety, Trans. Amer. Math. Soc. 157
(1971), 459–469.
[9] Robert Bieri and John R.J. Groves, The geometry of the set of characters induced by valuations, J.
Reine Angew. Math. 347, (1984), 168–195.
[10] Louis Billera, Ning Jia, and Victor Reiner, A quasisymmetric function for matroids, European J. Com-
bin. 30 (2009), 1727–1757.
[11] George Birkhoff, A determinant formula for the number of ways of coloring a map, Ann. Math. 14
(1912), 42–46.
[12] Robert E. Bixby, On Reid’s characterization of the ternary matroids, J. Combin. Theory Ser. B. 26
(1979), 174–204.
[13] Robert E. Bixby and William H. Cunnigham, Matroid optimization and algorithms, Handbook of com-
binatorics, Vol. 1, 2, 551-609, Elsevier, Amsterdam, 1995.
[14] Thomas Brylawski, Constructions, Theory of matroids, Encyclopedia Math. Appl., 26, Cambridge Univ.
Press, Cambridge, 1986, 127–223.
[15] Alexandre Borovik, Israel M. Gelfand, and Neil White, Coxeter matroids, Birkhuser Boston, Inc.,
Boston, MA, 2003.
[16] Anders Bjo¨rner, Anders, Michel Las Vergnas, Bernd Sturmfels, Neil White, Gu¨nter Ziegler, Oriented
matroids, Encyclopedia of Mathematics and its Applications, 46. Cambridge University Press, Cam-
bridge, 1999.
[17] Thomas Brylawski, Constructions, Theory of Matroids, 127–223, Encyclopedia Math. Appl., 26, Cam-
bridge Univ. Press, Cambridge, 1986.
[18] Thomas Brylawski, The broken-circuit complex, Trans. Amer. Math. Soc. 234 (1977), no. 2, 417–433.
[19] Thomas Brylawski and D. Kelly, Matroids and Combinatorial Geometries, Carolina Lecture Series.
University of North Carolina, Department of Mathematics, Chapel Hill, N.C., 1980.
MATROID THEORY FOR ALGEBRAIC GEOMETERS 71
[20] David Cox, John Little, and Henry Schenck, Toric Varieties, Graduate Studies in Mathematics, 124.
American Mathematical Society, Providence, RI, 2011.
[21] Henry H. Crapo, The Tutte polynomial, Aeq. Math. 3 (1969), 211–229.
[22] Henry H. Crapo, Single-element extensions of matroids, J. Res. Nat. Bur. Standards Sect. B 69 (1965),
55–65.
[23] Henry H. Crapo and Gian-Carlo Rota, On the foundations of combinatorial theory: Combinatorial
geometries, Preliminary edition. The M.I.T. Press, Cambridge, Mass.-London, 1970.
[24] Jeremy Dawson, A collection of sets related to the Tutte polynomial of a matroid, Graph theory, Singa-
pore 1983, 193–204, Lecture Notes in Mathematics, 1073, Springer, Berlin, 1984.
[25] Graham Denham, Toric and Tropical Compactifications of Hyperplane Complements, Ann. Fac. Sci.
Toulouse Math., to appear. arXiv:1306.3519.
[26] Harm Derksen, Symmetric and quasi-symmetric functions associated to polymatroids, J. Algebraic Com-
bin. 30 (2009), 43–86.
[27] Harm Derksen and Alex Fink, Valuative invariants for polymatroids, Adv. Math. 225 (2010), 1840–1892.
[28] Reinhard Diestel, Graph theory, Springer, Heidelberg, 2010.
[29] Andreas Dress, Duality theory for finite and infinite matroids with coefficients, Adv. in Math. 59 (1986),
97–123.
[30] Andreas Dress and Walter Wenzel, Grassmann-Plu¨cker relations for matroids with coefficients, Adv.
Math. 86 (1991), 68–110.
[31] Dan Edidin and William Graham, Equivariant intersection theory, Invent. Math. 131 (1998), 595–634.
[32] Jack Edmonds, Submodular functions, matroids, and certain polyhedra, Combinatorial Structures and
their Applications (Proc. Calgary Internat. Conf., Calgary, Alta., 1969), 69–87, Gordon and Breach,
New York, 1970.
[33] Eva Maria Feichtner and Bernd Sturmfels, Matroid polytopes, nested sets, and Bergman fans, Port.
Math. 62 (2005), 437-468.
[34] Alex Fink, Tropical cycles and Chow polytopes, Beitr. Algebra Geom. 54 (2013), 13–40.
[35] Alex Fink and Luca Moci, Matroids over a ring, preprint, arXiv:1209.6571.
[36] Alex Fink and David Speyer, K-classes of matroids and equivariant localization, Duke Math. J. 161
(2012), 2699–2723.
[37] William Fulton, Intersection Theory, vol. 2, Ergebnisse der Mathematik und ihrer Grenzgebiete (3),
Springer, Berlin, 1984.
[38] William Fulton, Introduction to Toric Varieties, Annals of Mathematics Studies, 131. Princeton Uni-
versity Press, Princeton, NJ, 1993.
[39] William Fulton and Bernd Sturmfels, Intersection theory on toric varieties, Topology 36 (1997), no. 2,
335–353.
[40] Jim Geelen, Bert Gerards and Geoff Whittle, Structure in Minor-Closed Classes of Matroids, Surveys
in Combinatorics 2013, London Math. Soc. Lecture Notes, 409, Cambridge University Press, 2013,
327–362.
[41] Jim Geelen, Bert Gerards and Geoff Whittle, Solving Rota’s Conjecture, Notices of the Amer. Math.
Soc. 61 (2014), 736–743.
[42] Israel M. Gelfand, Mark Goresky, Rorbert MacPherson, and Vera Serganova, Combinatorial geometries,
convex polyhedra, and Schubert cells, Adv. Math. 63 (1987), 301-316.
[43] Israel M. Gelfand, Mikhail M. Kapranov, and Andrei V. Zelevinsky, Discriminants, resultants, and
multidimensional determinants, Birkha¨user, Boston, 1994.
[44] June Huh, Milnor numbers of projective hypersurfaces and the chromatic polynomial of graphs, J. Amer.
Math. Soc. 25 (2012), 907–927.
[45] June Huh and Eric Katz, Log-concavity of characteristic polynomials and the Bergman fan of matroids,
Math. Ann. 354 (2012), 1103–1116.
72 KATZ
[46] June Huh, h-vectors of matroids and logarithmic concavity, Adv. Math, to appear, preprint,
arXiv:1201.2915.
[47] June Huh, Rota’s conjecture and positivity of algebraic cycles in permutohedral varieties, PhD thesis,
University of Michigan, 2014.
[48] Aubrey W. Ingleton, Representation of matroids, Combinatorial Mathematics and its Applications
(Proc. Conf., Oxford, 1969), 149–167. Academic Press, London, 1971.
[49] Aubrey W. Ingleton and R.A. Main, Non-algebraic matroids exist, Bull. London Math. Soc. 7 (1975),
144–146.
[50] Eric Katz, A tropical toolkit, Expo. Math. 27 (2009), 1–36.
[51] Eric Katz, Tropical intersection theory from toric varieties, Collect. Math., 63 (2012), 29–44.
[52] Eric Katz and Sam Payne, Realization spaces for tropical fans, Combinatorial Aspects of Commutative
Algebra and Algebraic Geometry, 73–88, Abel Symp., 6, Springer, Berlin, 2011.
[53] Eric Katz and Alan Stapledon, Tropical geometry and the motivic nearby fiber, Compos. Math. 148
(2012), 269–294.
[54] Ryan Kinser, New inequalities for subspace arrangements, J. Combin. Theory Ser. A 118 (2011), 152–
161.
[55] Steven L. Kleiman, Toward a numerical theory of ampleness, Ann. of Math. 84 (1966) 293–344.
[56] Steven L. Kleiman, The transversality of a general translate, Comp. Math. 28 (1974), 287–297.
[57] Allen Knutson and Ioanid Rosu, Equivariant K-theory and Equivariant Cohomology, Math. Zeit. 243
(2003), 423–448.
[58] Joseph Kung, Strong maps, Theory of matroids, Encyclopedia Math. Appl., 26, Cambridge Univ. Press,
Cambridge, 1986, 224–253.
[59] Laurent Lafforgue, Chirurgie des grassmanniennes, American Mathematical Society, Providence, RI,
2003.
[60] Robert Lazarsfeld, Positivity in Algebraic Geometry. I., Ergebnisse der Mathematik und ihrer Grenzge-
biete. 3. Folge. A Series of Modern Surveys in Mathematics, 48. Springer-Verlag, Berlin, 2004.
[61] Seok Hyeong Lee and Ravi Vakil, Ravi, Mne¨v-Sturmfels universality for schemes, A celebration of
algebraic geometry, 457–468, Clay Math. Proc., 18, Amer. Math. Soc., Providence, RI, 2013.
[62] Matthias Lenz, The f-vector of a realizable matroid complex is strictly log-concave, Adv. Appl. Math 51
(2013), 543–545.
[63] Oliver Lorscheid, A blueprinted view on F1-geometry, preprint, arXiv:1301.0083.
[64] John H. Mason, Matroids: unimodal conjectures and Motzkin’s theorem, Combinatorics (Proc. Conf.
Combinatorial Math., Math. Inst., Oxford, 1972), 207–220. Inst. Math. Appl., Southend-on-Sea, 1972.
[65] Dillon Mayhew, Mike Newman, Dominic Welsh, and Geoff Whittle, On the asymptotic proportion of
connected matroids, European J. Combin. 32 (2011), 882-890.
[66] Dillon Mayhew, Mike Newman, and Geoff Whittle, On excluded minors for real-representability, J.
Combin. Theory Ser. B 99 (2009), 685–689.
[67] Dillon Mayhew, Mike Newman, and Geoff Whittle, Is the missing axiom of matroid theory lost forever?
preprint, arXiv:1204.3365.
[68] Dillon Mayhew and Gordon F. Royle, Matroids with nine elements, J. Combin. Theory Ser. B, 98
(2008), 415–431.
[69] Grigory Mikhalkin, What are the tropical counterparts of algebraic varieties, Oberwolfach Reports 5
(2008), 1460–1462.
[70] Peter Orlik and Louis Solomon, Combinatorics and topology of complements of hyperplanes, Invent.
Math. 56 (1980), 167–189.
[71] Peter Orlik and Hiroaki Terao, Arrangements of hyperplanes, Springer-Verlag, Berlin, 1992.
[72] James Oxley, Matroid theory, Oxford University Press, Oxford, 2011.
[73] Nicholas Proudfoot and David Speyer, A broken circuit ring, Beitr. Algebra Geom. 47 (2006), 161–166.
MATROID THEORY FOR ALGEBRAIC GEOMETERS 73
[74] Rudi A. Pendavingh and Stefan H.M. van Zwam, Lifts of matroid representations over partial fields, J.
Comb. Theory, Ser. B 100 (2010), 36–67.
[75] Chris Peters and Joseph Steenbrink, Mixed Hodge structures, Springer-Verlag, Berlin, 2008.
[76] Bjorn Poonen, Hilbert’s Tenth Problem over rings of number-theoretic interest. Available at
http://www-math.mit.edu/~poonen/
[77] Ronald C. Read, An introduction to chromatic polynomials, J. Combinatorial Theory 4 (1968), 52–71.
[78] Victor Reiner, Lectures on Matroids and Oriented Matroids, 2005. Available at
http://www.math.umn.edu/~reiner/Talks/Vienna05/Lectures.pdf
[79] Ju¨rgen Richter-Gebert, Mne¨v’s universality theorem revisited, Se´m. Lothar. Combin. 34 (1995), 211–
225.
[80] Gian-Carlo Rota, On the foundations of combinatorial theory. I. Theory of Mo¨bius functions, Z.
Wahrscheinlichkeitstheorie und Verw. Gebiete 2 (1964), 340–368.
[81] Gian-Carlo Rota, Combinatorial theory, old and new, Actes du Congrs International des Mathmaticiens
(Nice, 1970), Tome 3, 229–233. Gauthier-Villars, Paris, 1971.
[82] Raman Sanyal, Bernd Sturmfels, and Cynthia Vinzant, The entropic discriminant, Adv. Math. 244
(2013), 678–707.
[83] Paul D. Seymour, Matroid representation over GF(3), J. Comb. Theory. Ser. B 22 (1977), 159–173.
[84] Paul D. Seymour, On the points-lines-planes conjecture, J. Combin. Theory Ser. B 33 (1982), 17–26.
[85] Kristin M. Shaw, A Tropical Intersection Product in Matroidal Fans, SIAM J. Discrete Math. 27 (2013),
459–491.
[86] Peter Shor, Stretchability of pseudolines is NP-hard , in: Applied Geometry and Discrete Mathematics
– The Victor Klee Festschrift, DIMACS Series in Discrete Mathematics and Theoretical Computer
Science, Amer. Math. Soc., Providence, RI, 4 (1991), 531– 554.
[87] David Speyer, Tropical linear spaces, SIAM J. Discrete Math. 22 (2008), 1527–1558.
[88] David Speyer, A matroid invariant via the K-theory of the Grassmannian, Adv. Math. 221 (2009),
882–913.
[89] Richard Stanley, Enumerative Combinatorics. Vol. 1., Cambridge Studies in Advanced Mathematics,
49. Cambridge University Press, Cambridge, 1997.
[90] Richard Stanley, An introduction to hyperplane arrangements, Geometric Combinatorics, 389–496,
IAS/Park City Math. Ser., 13, Amer. Math. Soc., Providence, RI, 2007.
[91] Bernd Sturmfels, On the decidability of Diophantine problems in combinatorial geometry, Bull. Amer.
Math. Soc. 17 (1987), 121–124.
[92] Bernd Sturmfels, Solving Systems of Polynomial Equations, CBMS Regional Conference Series in Math-
ematics, 97, Amer. Math. Soc., Providence, RI, 2002.
[93] Bernd Sturmfels and Jenia Tevelev, Elimination theory for tropical varieties Math. Research Letters 15
(2008), 543–562.
[94] Jenia Tevelev, Compactifications of subvarieties of tori, Amer. J. Math. 129 (2007), 1087–1104.
[95] William Tutte, A ring in graph theory, Proc. Cambridge Philos. Soc. 43 (1947), 26–40.
[96] William Tutte, A homotopy theorem for matroids, I and II, Trans. Amer. Math. Soc. 88 (1958), 144–174.
[97] William Tutte, All the king’s horses – a guide to reconstruction, Graph Theory and Related Topics,
Academic Press, New York, 1979, 15–33.
[98] Ravi Vakil, Murphy’s law in algebraic geometry: badly-behaved deformation spaces, Invent. Math. 164
(2006), 569–590.
[99] P. Va´mos, The missing axiom of matroid theory is lost forever, J. London Math. Soc. (2) 18 (1978),
403–408.
[100] Gabriele Vezzosi and Angelo Vistoli, Higher algebraic K-theory for actions of diagonalizable groups,
Invent. Math. 153 (2003), 1–44.
[101] Dominic J.A. Welsh, Combinatorial problems in matroid theory, Combinatorial Mathematics and its
Applications (Proc. Conf., Oxford, 1969), 291–306, Academic Press, London.
74 KATZ
[102] Dominic J.A. Welsh, Matroid Theory, Academic Press, London, New York, 1976.
[103] Neil L. White, The bracket ring of a combinatorial geometry I, Trans. Amer. Math. Soc. 202 (1975),
79–95.
[104] Neil L. White, The basis monomial ring of a matroid, Adv. Math. 24 (1977), 292–297.
[105] Neil L. White, Combinatorial geometries, Encyclopedia of Mathematics and its Applications 29. Cam-
bridge University Press, Cambridge, 1987.
[106] Neil L. White, Theory of matroids, Encyclopedia of Mathematics and its Applications 26. Cambridge
University Press, Cambridge, 1986.
[107] Neil L. White, Matroid applications, Encyclopedia of Mathematics and its Applications 40. Cambridge
University Press, Cambridge, 1992.
[108] Hassler Whitney, On the abstract properties of linear dependence, Amer. J. Math. 57 (1935), 509–533.
[109] Robin J. Wilson, An introduction to matroid theory, Amer. Math. Monthly 80 (1973), 500–525.
Eric Katz: Department of Combinatorics & Optimization, University of Waterloo, Wa-
terloo, ON, Canada N2L 3G1
E-mail address : eekatz@math.uwaterloo.ca
