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We trained subjects to identify either upright or inverted faces in a 10AFC task and measured perfor-
mance subsequently in four conditions: same- and different-upright faces, and same- and different-
inverted faces. Performance improved for both the upright-trained and the inverted-trained groups.
The improvements were highly speciﬁc to the trained face exemplars, and largely speciﬁc to the trained
face orientations. This pattern of results yielded an increase in the face-inversion effect after upright-
training, and a decrease in the inversion effect after inverted-training, but only for the trained set of faces
in both groups. A similar pattern of results was found for phase-scrambled faces in which the conﬁgural
structure of faces had been removed: although there was no baseline inversion effect for the scrambled
stimuli, inversion effects emerged after training. We consider the implications of this pattern of learning
for current views on the face-inversion effect, and face-encoding more generally.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Repeating a perceptual task improves the ability to detect, dis-
criminate, and identify stimuli, a phenomenon known as percep-
tual learning (Ball & Sekuler, 1987; Fiorentini & Berardi, 1981;
Rubin, Nakayama, & Shapley, 1997; Sigman & Gilbert, 2000; Yi, Ol-
son, & Chun, 2006). Often the beneﬁts of perceptual learning are
found only for the particular stimuli used during training. For
example, practice improves sensitivity in a spatial frequency dis-
crimination task, but the effects of practice are abolished by chang-
ing the target’s spatial frequency by an octave, or its orientation by
90 (Fiorentini & Berardi, 1981). Similar speciﬁcity is found after
training on visual tasks such as motion direction discrimination,
contour perception, and ﬁgure-ground segmentation (Ball & Sekul-
er, 1987; Fiorentini & Berardi, 1981; Rubin et al., 1997; Sigman &
Gilbert, 2000; Yi et al., 2006). The speciﬁcity of perceptual learning
in these tasks has lead some researchers to suggest that the effects
of learning alter the properties of low-level visual mechanisms
(Crist, Kapadia, Westheimer, & Gilbert, 1997; Fahle, 2004; Gilbert,
1994; Karni & Bertini, 1997).
Learning also occurs in more complex visual tasks. For example,
accuracy in a face identiﬁcation task improves signiﬁcantly with
practice (Dolan et al., 1997; Elliott, Wills, & Goldstien, 1973; Gold,
Bennett, & Sekuler, 1999b;Gold, Sekuler, & Bennett, 2004; Goldsteinll rights reserved.
), sekuler@mcmaster.ca (A.B.& Chance, 1985;McKone, Brewer, MacPherson, Rhodes, & Hayward,
2007). Despite these demonstrations that laboratory-based practice
improves performance, it generally is thought that a lifetime of per-
ceiving faces has helpedmost human adults to become face identiﬁ-
cation experts. Indirect support for this view comes from the other-
race effect, inwhich people are better at recognizing and identifying
faces fromtheir ownracial group than faces fromothergroups (Byatt
& Rhodes, 2004; Tanaka, Kiefer, & Bukach, 2004; Valentine & Bruce,
1986), and from many demonstrations that face identiﬁcation is
poorer for inverted faces than upright faces (Valentine, 1988; Yin,
1969). These effects can be interpreted as evidence for limited gen-
eralization of face expertise to unfamiliar exemplars and orienta-
tions, and they resemble, at least qualitatively, the stimulus-
speciﬁc effects found inmany studies of perceptual learning (Fioren-
tini & Berardi, 1981; Furmanski & Engel, 2000; Sigman & Gilbert,
2000). However, we know of no direct demonstration of exemplar-
and orientation-speciﬁc effects of perceptual learning with faces.
The current experiments examine whether such effects can be in-
duced by practice.
A second goal of the current experiments is to investigate the
stimulus conditions needed to produce orientation-speciﬁc effects
of learning. McLaren (1997) theorized that perceptual learning
produces orientation-speciﬁc effects only when the object class
contains average, or prototypical, structure that resembles individ-
ual exemplars of that class (see also Diamond & Carey, 1986). Fron-
tal views of faces comprise an object class with such prototypical
structure because the average of a large set of faces resembles a
typical face. Scrambling the phase spectra of a set of faces produces
Table 1
RMS contrasts of the upright faces. Contrasts of the inverted faces and phase-
scrambled stimuli used in Experiments 2 and 3 were 1.5 times greater than the values
shown here.
Low noise Medium noise High noise
.0049 .0154 .0487
.0059 .0186 .0226
.0071 .0226 .0715
.0087 .0273 .0866
.0105 .0332 .1049
.0127 .0401 .1269
.0154 .0487 .1539
2274 Z. Hussain et al. / Vision Research 49 (2009) 2273–2284textures that do not have prototypical structure because the aver-
age of a large set of textures will be (approximately) a uniform
ﬁeld. Hence, McLaren’s theory predicts that orientation-speciﬁc ef-
fects of learning should be obtained with faces but not textures.
The current experiments tested this prediction.
This study consists of three experiments. The ﬁrst examines
whether learning of upright faces generalizes to a novel set of up-
right faces. The second experiment tests whether learning of up-
right or upside-down faces generalizes to faces that have been
rotated by 180. The third experiment compares the effects of
learning obtained with faces to those obtained with textures. The
results indicate that learning with faces is, in part, both exemplar-
and orientation-speciﬁc, and that the effects of learning are similar
with faces and textures.
1.1. Methods
1.1.1. Subjects
Forty-seven subjects between the ages of 18–32 years
(M ¼ 19:9 years) took part either for remuneration ($10/h) or for
partial course-credit. All subjects had normal or corrected-to-nor-
mal visual acuity as measured by the ETDRS acuity chart. Twenty-
four subjects were in the same-face group, and 23 subjects were in
the different-face group.
1.1.2. Apparatus and stimuli
Stimuli were generated on a Power Mac G4 computer using
Matlab (The Mathworks, version 5.2.1) and the Psychophysics
and Video Toolboxes (Brainard, 1997; Pelli, 1997). They were dis-
played on a Sony Trinitron GDM-F520 monitor set to a resolution
of 1024  768 pixels and a frame rate of 85 Hz (non-interlaced).
Average luminance was 49cd=m2. The monitor calibration data
were used to build a 1779-element lookup table (Tyler, Liu,
McBride, & Kontsevich, 1992), and customized computer software
constructed the stimuli on each trial by selecting the appropriateFig. 1. Examples of the face stimuli (Experiments 1 and 2), and the phase-scluminance values from the calibrated lookup table and storing
them in the display’s eight-bit lookup table.
The methods used to create the face stimuli have been de-
scribed previously (Gold, Bennett, & Sekuler, 1999a). Twenty faces
– 10 male and 10 female – were cropped to display only internal
features within an oval subtending 190:140 pixels (subtending
3.6  2.6 at the viewing distance of 114 cm), and equated in terms
of their amplitude spectra. Faces were presented in a square frame
(256  256 pixels, or approximately 4.8  4.8). The 20 faces were
randomly divided into two sets (sets A and B), with the constraint
that each set of ten faces comprised ﬁve male and ﬁve female faces
(see Fig. 1). During the experiment, stimulus contrast was varied
across trials using the method of constant stimuli. Seven levels of
contrast were spaced approximately equally on a logarithmic scale,
and spanned a range that was sufﬁcient to produce signiﬁcant
changes in performance in virtually all subjects (see Table 1). The
images were shown in three levels of static two-dimensional
Gaussian noise, created by sampling from distributions with con-
trast variances of .001, .01, and .1. Hence, there were a total of
21 stimulus conditions (seven contrast levels  three external
noise levels) that allowed subjects to view each face at a variety
of signal-to-noise ratios.rambled stimuli (Experiment 3) used for the 10AFC identiﬁcation task.
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Subjects viewed the monitor binocularly from a distance of
114 cm. Viewing position was stabilized with a chin/forehead rest.
The stimulus display was the only source of illumination in the
testing room. A testing session began with a 60 s adaptation period
during which time the subject viewed a uniform ﬁeld set to the
average luminance of the stimulus display. Following adaptation,
each trial began with the presentation of a central ﬁxation point
for approximately 100 ms (black spot, 0.15  0.15), followed by
a randomly selected face presented for approximately 200 ms at
the center of the screen. The stimulus conditions were intermixed,
so the target face on each trial was selected from one of the 21 con-
ditions (i.e., 7 contrasts  3 noise levels). After the face disap-
peared, the entire set of 10 faces was presented as noiseless,
high-contrast thumbnail images each subtending approximately
1.7  1.7. Five thumbnails were presented on the top half of the
screen, and ﬁve on the bottom half, and the location of speciﬁc face
identities was constant across trials and across subjects. The sub-
ject’s task was to decide which of the 10 faces had been presented
during the trial, and to respond by clicking on the chosen face with
the mouse. Auditory feedback was provided after each response
(high- and low-pitched tones for correct and incorrect responses,
respectively), and the next trial began one second after feedback.
All subjects participated in the experiment on two consecutive
days. On Day 1, each subject performed the face identiﬁcation task
with one of the two sets of 10 faces. On Day 2, subjects in the same-
face group performed the identiﬁcation task with the same faces
they saw on Day 1, but subjects in the different-face group per-
formed the task with the set of 10 faces that they had not seen
on Day 1. The order of sets was counterbalanced across subjects.
On both Days 1 and 2, subjects performed 40 trials per stimulus
condition for a total of 840 trials (40 trials  21 stimulus condi-
tions), which were completed in approximately 1 h. Each face
was selected randomly (with replacement) on each trial, such that
on average each face was shown approximately 84 times during
the entire session.
1.2. Results
Among the statistical analyses described here and in subse-
quent Results sections are comparisons of (i) average performance
on Days 1 and 2; (ii) performance in different bins of trials on Day0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
Pr
op
or
tio
n 
co
rre
ct
87654321
Tri
Day 1
Fig. 2. The results of Experiment 1. Proportion correct of responses, collapsed across leve
1 and 2. Solid traces represent performance of the group ðN ¼ 24Þ that did the task wit
ðN ¼ 23Þ that did the task with different faces on Day 1 and Day 2.1; and (iii) performance in different bins of trials on Day 2. Many of
these comparisons are mutually orthogonal, and therefore provide
independent estimates of the effects of practice on performance.
Furthermore, the effect of learning measured across days depends
in part on the deﬁnition of baseline performance. Instead of select-
ing one baseline arbitrarily, we have used different deﬁnitions of
baseline performance to reveal different aspects of learning. In par-
ticular, it will be shown that using different baselines provides dif-
ferent estimates of the amount and generalization of learning.
For the purpose of the analyses, the 840 trials on each day were
divided into eight blocks of 105 sequential trials (trial bins 1–8).
For each bin, the proportion of correct responses was calculated
after collapsing across all levels of stimulus contrasts and noise.
Proportion correct at each bin within the session on Day 1 and
Day 2 is plotted for both groups in Fig. 2. On Day 1, performance
increased across bins but was similar in the both groups: a 2
(Group)  8 (Bin) ANOVA found a signiﬁcant effect of Bin
ðFð7;315Þ ¼ 62:2; p < :0001Þ, but the main effect of Group
ðFð1;45Þ ¼ 0:38; p ¼ :54Þ and the Bin  Group interaction
ðFð7;315Þ ¼ :89; p ¼ :51Þwere not signiﬁcant. The lack of an inter-
action suggests that accuracy improved at similar rates in both
groups. On Day 2, there also was a main effect of Bin
ðFð7;315Þ ¼ 24:89; p < :0001Þ, which indicates that performance
generally improved during the session. However, unlike what
was found on Day 1, there was a signiﬁcant effect of Group
ðFð1;45Þ ¼ 11:01; p ¼ :002Þ, indicating that response accuracy
was lower in the different-face group, and a signiﬁcant
Bin  Group interaction ðFð7;315Þ ¼ 6:56; p < :0001), indicating
that the increase in accuracy during Day 2 was greater in the differ-
ent-face group than in the same-face group.
Overall proportion correct was calculated for each group by col-
lapsing responses across all levels of stimulus contrast and external
noise. In the same-face group, overall proportion correct was 16%
higher on Day 2 than Day 1, a difference that was statistically sig-
niﬁcant (tð23Þ ¼ 11:09; p < :0001, one-tailed). In the different-face
group, proportion correct also was 4% higher on Day 2, a difference
that was signiﬁcantly greater than zero (tð22Þ ¼ 1:92; p ¼ :034,
one-tailed) but signiﬁcantly less than the improvement in accuracy
attained by the same-face group (tð45Þ ¼ 5:34; p < :0001, one-
tailed). A different perspective on the between-day effect is gained
by comparing performance in Bins 8 and 9. In the same-face group,
accuracy in Bin 9 was 5% higher than accuracy in Bin 8, but161514131211109
al bin
Day 2
 same faces
 different faces
ls of stimulus contrast and noise, calculated for successive bins of 105 trials on Days
h the same faces on both days. Dashed traces represent performance of the group
2276 Z. Hussain et al. / Vision Research 49 (2009) 2273–2284accuracy in the different-face group was 14% lower in Bin 9 than in
Bin 8. This difference between groups was conﬁrmed by a t-test on
the difference scores between Bins 8 and 9 ðtð45Þ ¼
5:420; p < :0001Þ. These analyses suggest that the performance
of both groups improved across days but that the improvement
was signiﬁcantly greater in the same-face group, especially at the
start of testing on Day 2.
We calculated the difference in accuracy between Bin 9 and Bin
1 for both groups. Performance in these bins represents initial per-
formance on Days 1 and 2. The same group was 29% more accurate
in Bin 9 than in Bin 1 ðtð23Þ ¼ 13:83; p < :0001Þ, and the different
group was 7% more accurate in Bin 9 than in Bin 1 ðtð22Þ ¼
13:83; p < :0001Þ. The group difference in the difference scores be-
tween Bins 9 and 1 was also signiﬁcant ðtð44Þ ¼ 6:71; p < :0001Þ.
The 7% improvement in Bin 9 relative to Bin 1 shown by the differ-
ent-face group can be thought of as the component of learning that
is not stimulus speciﬁc. We will refer to this effect as the task-gen-
eral component of learning.
1.3. Discussion
The group differences in performance on Day 2 make clear that
the same-face group was at an advantage compared to the differ-
ent-face group. Improvement across sessions was greater when
the same stimuli were viewed on both days, and the different-face
group, despite greater amounts of learning on Day 2 did not, on
average, achieve the level of performance of the same-face group.
Thus, the major part of what was learned did not transfer across
stimulus sets, but a small proportion (7%) did. This transfer was
indicated by the increased accuracy for the different-face group
in Bin 9 relative to Bin 1, which we consider the task-general com-
ponent of learning.
Although previous work has shown that face identiﬁcation
can be improved by practice (Dolan et al., 1997; Elliott et al.,
1973; Gold et al., 1999b; Goldstein & Chance, 1985; McKone
et al., 2007), exemplar-speciﬁc improvements in face perception
have not been reported previously. The perceptual learning liter-
ature is replete with examples of stimulus speciﬁcity for tasks
involving discriminations along a single stimulus attribute, such
as spatial frequency or motion direction (Ball & Sekuler, 1987;
Fiorentini & Berardi, 1981). In these cases, learning effects are
minimized or abolished after changes to, for example, the
trained motion direction or the trained stimulus orientation, sug-
gesting plasticity at early visual sites that code basic stimulus
properties (Karni & Bertini, 1997; for a different interpretation,
see Mollon & Danilova, 1996). For complex perceptual tasks,
learning is thought to modify sites where stimulus representa-
tions are transformation-invariant (Karni & Bertini, 1997), consis-
tent with a study ﬁnding generalization of learning across face
viewpoints (Moses, Ullman, & Edelman, 1996). Nevertheless,
learning in some complex visual tasks does exhibit stimulus
speciﬁcity: for example, there is no transfer of learning from
contrast- to luminance-deﬁned letters during letter identiﬁca-
tion, across shapes in a ﬁgure-ground segmentation task, or
across object identity in an object identiﬁcation task (Chung,
Levi, & Li, 2006; Furmanski & Engel, 2000; Sigman & Gilbert,
2000). Furthermore, recent work has found evidence for face-
speciﬁc adaptation. For example, face adaptation aftereffects only
occur along the geometric trajectory of the exposed face identity
(Leopold, O’Toole, Vetter, & Blanz, 2001), and these distortions
do not transfer across viewpoint (Anderson & Wilson, 2005; Jeff-
ery, Rhodes, & Busey, 2006). In our experiment, we found only
minimal transfer of learning to novel face exemplars. Thus, the
present results support stimulus speciﬁcity as a characteristic
of learning even for complex tasks, such as face identiﬁcation,
with which we have expertise.2. Experiment 2
The goal of Experiment 2 was to determine if the learning
shown in Experiment 1 was orientation-speciﬁc. Speciﬁcally, we
asked whether learning transfers from faces trained in the upright
orientation to the same faces viewed in the inverted orientation,
and vice versa. Earlier work showing some transfer of learning
across face viewpoints (Moses et al., 1996), indicates some poten-
tial for learning to generalize beyond the particular images viewed
during training. Also, a recent study using a set of houses with sim-
ilar spatial conﬁgurations, showed that learning partially general-
ized to untrained orientations, suggesting that with such stimuli
some proportion of learning is orientation invariant (Husk, Ben-
nett, & Sekuler, 2007). On the other hand, if learning of faces is like
most other low-level tasks, then the effects of practice should be
speciﬁc to the trained orientations. Additionally, we consider the
consequences of speciﬁcity of learning for the size of the face-
inversion effect.
2.1. Methods
2.1.1. Subjects
Thirty-two subjects (18 female) between the ages of 18–32
years (M ¼ 20:5 years) participated either for partial course-credit
or remuneration ($10/h). All had normal or corrected-to-normal vi-
sual acuity as measured by the ETDRS acuity chart, and none had
participated in Experiment 1. Sixteen subjects were assigned to
the upright-training group, and 16 to the inverted-training group.
2.1.2. Apparatus and stimuli
The apparatus and two sets of faces were the same as in Exper-
iment 1. The inverted faces were displayed at higher contrasts than
the upright faces (see Table 1) because pilot work showed that per-
formance on inverted-face identiﬁcation with the contrasts used
for the upright faces was below chance (consistent with the face-
inversion effect: Farah, Tanaka, & Drain, 1995; Friere, Lee, & Sy-
mons, 2000; Gaspar, Bennett, & Sekuler, 2008; Sekuler, Gaspar,
Gold, & Bennett, 2004; Tanaka et al., 2004; Valentine & Bruce,
1986; Yin, 1969). The contrast variances used for the upright faces
at each noise level are shown in Table 1. Contrast variances of the
inverted faces were 1.5 times the rms contrasts of the upright
faces.
2.1.3. Procedure
All subjects participated in the experiment on two consecutive
days. On Day 1, subjects were randomly assigned to train on the
face identiﬁcation task with one set of faces either in the upright
or inverted orientation. The task protocol was the same as de-
scribed for Experiment 1. On Day 1, subjects performed 40 trials
per stimulus condition for a total of 840 trials at the training orien-
tation. On Day 2, all subjects performed the identiﬁcation task with
both sets of faces in both orientations. Thus, all subjects performed
the task in four experimental conditions on Day 2, and only one of
those conditions was identical to the trained condition on Day 1.
The four experimental conditions (upright/inverted  same/differ-
ent) were blocked on Day 2, with the order of blocks counterbal-
anced across subjects. For each experimental condition, subjects
performed 10 trials per stimulus condition for a total of 210 trials
per block. Thus, all subjects performed a total of 840 trials across
the entire session (210 trials/block  4 blocks).
2.2. Results
2.2.1. Overall accuracy: upright-trained faces
We ﬁrst consider the effects of learning obtained with the group
of subjects who were trained with upright faces on Day 1 (i.e., the
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bar in the leftmost panel, and all the bars in the middle panel, of
Fig. 3. We deﬁned baseline performance as response accuracy mea-
sured on Day 1. Proportion correct in the same-upright condition
on Day 2 was 13% greater than baseline performance, indicating
that performance improved across days ðtð15Þ ¼ 8:67; p < :0001Þ.
Performance with different-upright faces on Day 2 did not differ
from baseline performance ðtð15Þ ¼ 1:39; p ¼ :18Þ, and was 16%
lower than accuracy obtained with same-upright faces on Day 2
ðtð15Þ ¼ 8:62; p < :0001Þ. These results show that the effects of
practice with upright faces on Day 1 did not generalize to novel up-
right faces on Day 2. Response accuracy measured on Day 2 with
the same faces viewed upside-down (i.e., the same-inverted condi-
tion) and with novel inverted faces (i.e., the different-inverted con-
dition), did not differ signiﬁcantly from performance measured
with inverted faces in a different group of subjects on Day 1
(same-inverted condition: tð30Þ ¼ :95; p ¼ :35; different-inverted
condition: tð30Þ ¼ 1:05; p ¼ :30Þ, which indicates that learning
was orientation-speciﬁc. However, response accuracy on Day 2
was signiﬁcantly greater in the same-inverted condition than in
the different-inverted condition (8% advantage, tð15Þ ¼
3:54; p ¼ :003), which suggests that within the familiar set of
faces, some beneﬁts of practice with upright faces on Day 1 did
generalize to the opposite orientation on Day 2.2.2.2. Inverted-trained faces
Next, we consider the effects of learning obtained with the
group of subjects who were trained with inverted faces on Day 1
(i.e., the inverted-trained group); response accuracy is indicated
by the light bar in the leftmost panel, and all bars in the rightmost
panel, of Fig. 3. As before, baseline performance was deﬁned as re-
sponse accuracy measured on Day 1. Proportion correct in the
same-inverted condition on Day 2 was 13% better than baseline
performance ðtð15Þ ¼ 9:39; p < :0001Þ, indicating that perfor-
mance improved across days. Performance with different-inverted
faces on Day 2 did not differ from baseline performance
ðtð15Þ ¼ :481; p ¼ :64Þ, and was 12% lower than accuracy with
same-inverted faces on Day 2 ðtð15Þ ¼ 4:12; p < :001Þ. These re-
sults show that, as was found with upright faces, the effect of prac-
tice with inverted faces did not generalize to novel inverted faces.
Response accuracy measured on Day 2 with the same faces viewed
in a new, upright orientation (i.e., the same-upright condition) and
with novel, upright faces (i.e., the different-upright condition) did
not differ signiﬁcantly from baseline performance measured
with upright faces in a different group on Day 1 (same-upright:
tð30Þ ¼ 1:14; p ¼ :26; different-upright: tð30Þ ¼ :19; p ¼ :85),
which shows that learning of inverted faces was orientation-spe-
ciﬁc, as was the case with upright faces. The difference between re-
sponse accuracy in the same-upright and different-upright
conditions on Day 2 was numerically less than that found in the0.8
0.6
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0.2
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Fig. 3. Identiﬁcation performance (overall proportion correct) on Day 1 and Day 2 for fac
(light) group. Day 2: upright versus inverted faces (dark versus light bars); same versuscomplementary conditions in the upright-trained group, but was
not statistically signiﬁcant (4% difference, tð15Þ ¼ 1:70; p ¼ :10).
We tested whether the amount of transfer across orientations
was greater from the upright to inverted orientation than vice ver-
sa by comparing the difference between the same- and different-
faces viewed in the untrained orientation in the two groups of
subjects: the 8% advantage reported above for the upright-
trained group versus the 4% advantage reported for the inverted-
trained group. This comparison was not signiﬁcant ðtð30Þ ¼
1:33; p ¼ :19), which suggests that there was no obvious advan-
tage in transferring learning from upright to inverted stimuli, or
vice versa.
2.2.3. Time-course of learning
We calculated proportion correct in eight consecutive bins of
105 trials on Day 1. On Day 2, each condition was separated into
two bins – A and B – of 105 trials. Fig. 4 shows that proportion cor-
rect improved on Day 1 for both tasks. From the ﬁrst bin to the ﬁnal
bin on Day 1, proportion correct for upright-face identiﬁcation in-
creased by 22% (tð15Þ ¼ 5:92; p < :0001 one-tailed ), and for in-
verted-face identiﬁcation it increased by 20% (tð15Þ ¼ 5:66; p <
:0001 one-tailed). Clearly, there was substantial within-session
learning on Day 1 for both groups. For the following analyses, per-
formance in Bin 1 on Day 1, which represents completely naive
performance, is treated as baseline. As the analyses show, using
this measure as baseline reveals transfer of learning on Day 2 that
was not evident in the average response accuracy reported in the
previous sections.
The upright-trained group’s initial performance on Day 2 (Bin A)
in the same-upright and different-upright conditions was, respec-
tively, 29% better than baseline ðtð15Þ ¼ 10:45; p < :00001Þ, and
10% better than baseline ðtð15Þ ¼ 3:57; p ¼ :0014Þ. Therefore, rela-
tive to completely naive performance, there was some transfer of
learning to novel exemplars. Initial performance of the upright-
trained group with inverted faces on Day 2 indicates that there
was also some transfer across orientation: proportion correct for
same-inverted faces measured in Bin A was 16% higher than the
baseline measured in Bin 1 from the inverted-trained group
ðtð30Þ ¼ 4:12; p ¼ :0004Þ, and proportion correct for different-in-
verted faces in Bin A was 9% better than baseline ðtð30Þ ¼
2:79; p ¼ :01Þ. These comparisons indicate that the effects of train-
ing with upright faces partially transferred to inverted faces. Addi-
tionally, performance with the same-inverted faces in Bin A was 7%
better than with different-inverted faces ðtð15Þ ¼ 3:26; p ¼ :005),
which reﬂects the effect of familiarity at the untrained orientation,
over and above the task-general advantage found in Experiment 1.
The upright-trained group’s performance in Bin Awas compared
to its performance in Bin 8 (i.e., performance at the end of Day 1).
Accuracy in the same-upright and different-upright conditions in
Bin A were respectively 6% better than Bin 8 ðtð15Þ ¼
2:96; p ¼ :009Þ and 12% worse than Bin 8 ðtð15Þ ¼ 3:76; p ¼ :001Þ.roup Inverted-trained group
 same up  different up
 same inv  different inv
es measured in Experiment 2. Day 1: upright-trained (dark) versus inverted-trained
different faces (solid versus striped bars).
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Fig. 4. Time-course of learning for faces in Experiment 2. Left panel shows performance on Day 1. Right panels show performance in all four conditions on Day 2 separately
for each group. Dark versus light: upright versus inverted stimuli; solid versus dashed: same versus different stimuli as those shown on Day 1. Each bin comprised 105 trials.
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therewasadrop inperformancewithnovel exemplars,whereasper-
formance with the same exemplars improved. Proportion correct in
Bin 8 did not differ from performance in Bin A in the same-inverted
condition ðtð28:751Þ ¼ :96; p ¼ 0:34Þ, butwas 12% higher than per-
formance in the different-inverted condition ðtð29:625Þ ¼
2:75; p ¼ :009Þ. These results are consistent with those described
in the previous paragraph, and indicate that the effects of training
with upright faces partially transferred to the same-inverted faces
but not to different-inverted faces.
The rightmost panel of Fig. 4 shows performance of the in-
verted-trained group. For this group, initial performance on Day
2 in the trained condition (same-inverted, Bin A) was 26% higher
than the Bin 1 baseline ðtð15Þ ¼ 9:166; p < :0001Þ, which is equiv-
alent to the amount learned in the trained condition by the up-
right-trained group. Initial performance with different-inverted
faces on Day 2 was 15% better than baseline ðtð15Þ ¼
4:67; p ¼ :0003Þ, indicating that some learning transferred to no-
vel stimuli in the same orientation, as was the case with the up-
right-trained group. There was also some transfer across
orientation: performance in Bin A with same-upright faces on
Day 2 was 18% better than the Bin 1 baseline measured from the
upright-trained group ðtð30Þ ¼ 5:4; p < :0001Þ, and performance
with different-upright faces was about 13% better than the Bin 1
baseline ðtð30Þ ¼ 3:05; p ¼ :004Þ, indicating that, as was the case
with the upright-trained group, learning transferred to the oppo-
site orientation. Also, performance with same-upright faces in
Bin A was 5% higher than performance with different-upright faces,
a difference which approached signiﬁcance ðtð15Þ ¼ 1:97; p ¼
:068Þ, and which reﬂects the effect of familiarity at the untrained
orientation, as was found with the upright-trained group.
For the inverted-trained group, proportion correct in the same-
inverted and different-inverted conditions in Bin A were respec-
tively, 5% better than in Bin 8 ðtð15Þ ¼ 2:322; p ¼ :03Þ, and no dif-
ferent than in Bin 8 ðtð15Þ ¼ 1:5; p ¼ :14Þ. Therefore, performance
in conditions using inverted faces improved relative to Bin 8 only
when the faces were the same ones seen on Day 1. Proportion cor-
rect in the same-upright condition in Bin A was not signiﬁcantly
different than performance of the upright-trained group in Bin 8
ðtð22:34Þ ¼ :96; p ¼ :34Þ, and proportion correct in the different-
upright condition was 10% worse than performance of the
upright-trained group in Bin 8, a difference than approached signif-
icance ðtð28:59Þ ¼ 1:9; p ¼ :06Þ. These two comparisons suggest
that practice with inverted faces on Day 1 generalized to the same
faces presented upright, and are consistent with the effects offamiliarity at the untrained orientation reported in the preceding
paragraph.
Overall, transfer of learning across orientations was greater in
the same-face condition than in the different-face condition. Addi-
tionally, we found that comparisons of average accuracy (Fig. 3)
were less sensitive tests of generalization of learning across exem-
plars and across orientations. Generalization becomes apparent
when Day 2 performance is compared to performance during the
ﬁrst 105 trials on Day 1 (Fig. 4). The transfer effects found with no-
vel faces at the trained orientation are similar to the small amount
of transfer found across stimulus sets in Experiment 1 in the com-
parison between initial trial bins on each day, which we attributed
to task-general learning. The advantage of trained over novel faces
at the untrained orientations reﬂects additional transfer beyond
task-general transfer: it reﬂects transfer of learning across
orientation.
2.2.4. Inversion effect
The inversion effect on Day 1, or baseline inversion effect, was
deﬁned as the between-group difference in response accuracy. Per-
formance with upright faces was 19% better than performance
with inverted faces on Day 1 (tð30Þ ¼ 4:76; p < :0001, one-tailed).
This difference in proportion correct occurred even though stimu-
lus contrast was higher for inverted faces. Therefore, this inversion
effect, although quite large, actually underestimates the inversion
effect that would have been obtained had the stimulus contrasts
been identical in both orientations.
On Day 2, the inversion effect was calculated within each group,
separately for the trained and novel sets (i.e., the difference in pro-
portion correct between the upright and inverted conditions, for
the trained and novel sets). The inversion effects before and after
training, for both training groups, are shown in Fig. 5. Separate t-
test were used to compare each inversion effect measured on
Day 2 to the baseline inversion effect. For the upright-trained
group, the size of the inversion effect in the same-face condition
increased signiﬁcantly by 8% relative to baseline due to improved
performance with the same-upright faces ðtð15Þ ¼ 2:79; p ¼ :01Þ.
However, the inversion effect in the different-face condition on
Day 2 did not differ from baseline ðtð15Þ ¼ :02; p ¼ :97Þ. For the in-
verted-trained group, the inversion effect in the same-face condi-
tion decreased signiﬁcantly by 10% relative to baseline due to
improved performance with the trained upside-down faces
ðtð15Þ ¼ 3:93; p ¼ :001Þ. As with the upright-trained group, the
inversion effect measured in the different-face condition did not
differ from baseline ðtð15Þ ¼ :19; p ¼ :84Þ. Hence, practicing with
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Fig. 5. Face-inversion effect (upright minus inverted) measured in Experiment 2. The baseline inversion effect measured on Day 1 was calculated by comparing performance
of different groups of subjects; the error bar represents the standard error of the difference between means. On Day 2 the inversion effect was calculated by comparing
performance within each subject in the upright-trained and inverted-trained groups. Error bars on Day 2 represent 1 standard error of the mean.
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2, but practicing with inverted faces on Day 1 produced a smaller
inversion effect on Day 2. The magnitude of the learning effect
was approximately equal (though of opposite sign) in the two
groups, and was restricted to the trained faces.
2.3. Discussion
Experiment 2 showed that, in addition to being exemplar-spe-
ciﬁc, perceptual learning of faces is largely, though not entirely,
orientation-speciﬁc, regardless of whether faces were trained in
the upright or upside-down orientation. These instances of spec-
iﬁcity are similar to those found with low-level tasks, suggesting
that speciﬁcity is a general principle of learning across a range of
tasks. The results also show clearly that the face-inversion effect
can be modiﬁed selectively with experience. In the current exper-
iment, practice improved the identiﬁcation of inverted faces by
the same amount as identiﬁcation of upright faces. Although prior
research has shown that practice improves the identiﬁcation of
upright faces (Dolan et al., 1997; Elliott et al., 1973; Gold et al.,
1999b; Goldstein & Chance, 1985; McKone et al., 2007) and in-
verted faces (Robbins & McKone, 2003), this is the ﬁrst demon-
stration that the effect of familiarity on the inversion effect is
conﬁned to the exposed set of faces. The pattern of results we
ﬁnd is at odds with an early report of no effect of familiarity on
the inversion effect (Scapinello & Yarmey, 1970), which could
be accounted for by methodological differences. Scapinello and
Yarmey, 1970 measured errors made in an old–new recognition
paradigm, while manipulating the number of item exposures;
additionally, the inverted stimuli were not exposed during the
study phase. In the current study, it is noteworthy that although
the inversion effect decreased for the inverted-trained group, per-
formance with upright faces on average was unaffected for this
group (see Fig. 3). Thus, the size of the inversion effect can be al-
tered by changes in the way inverted faces alone are encoded
and/or represented.
3. Experiment 3
Experiment 2 found evidence for partial transfer of learning
across orientation: on Day 2, performance with familiar stimuli
shown in the opposite orientation was better than performance
with novel, inverted stimuli. Additionally, when completely naive
performance (Bin 1) was treated as baseline, both groups showed
generalization of learning to novel exemplars and to the opposite
orientation.All faces share the same ﬁrst-order structure (eyes-over-nose-
over-mouth),whichconferson themaclearlydistinguishable canon-
ical orientation. This type of structure has also beendescribed aspro-
totypical or average, wherein the pixel-wise average of a set of face
exemplars could itself be considered amember of that set (McLaren,
1997). It is possible that transfer across orientationwas facilitatedby
thepresenceof such structure in thestimuli,which is consistentwith
the transfer of learning across orientation foundwith houses but not
band-limited textures byHusk et al. (2007). ThehousesusedbyHusk
et al. (2007), shared the same ﬁrst-order structure, however the
band-limited texturesdidnot.Additionally, ithasbeenproposed that
inversion effects are contingent on prototypical structure within a
stimuli class (McLaren,1997).McLaren (1997) showedthat inversion
effects arise after familiarization with checkerboards that contain
average structure,whereascheckerboardswithout average structure
do not yield inversion effects. In Experiment 3 we examined inver-
sion effects and transfer of learning for patterns in which the struc-
ture present in faces is diminished by virtue of phase-scrambling.
Phase-scrambling removes the ﬁrst-order structure present in faces,
however it preserves the spatial frequency content of faces (Fig. 1).
The design used was identical to Experiment 2.
3.1. Methods
3.1.1. Subjects
Forty-eight subjects (12 males; 36 females) between the ages of
18–32 years (M ¼ 20:5 years) participated in the experiment either
for partial course-credit or remuneration ($10/h). None of the sub-
jects had participated in the previous experiments. All had normal
or corrected-to-normal acuity. Twenty-four subjects were assigned
to the upright-training group, and 24 to the inverted-training group.
3.1.2. Apparatus and stimuli
The apparatus was the same as the one used in Experiments 1
and 2.
Two sets of 10 textures (sets A and B) were created from the
faces used in Experiments 1 and 2 by combining the average Fou-
rier amplitude spectrum of the faces with phase spectra taken from
different samples of white, Gaussian noise. Unlike faces, the tex-
tures do not have a canonical orientation, and therefore orientation
was deﬁned arbitrarily as coinciding with the orientation of the
face from which it was derived: sets A-upright and B-upright were
derived from the amplitude spectra of two sets of upright faces,
whereas A-inverted and B-inverted were derived from inverted
faces. Stimulus contrasts were the same as those used for the in-
verted faces in Experiment 2.
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The procedure was identical to that in Experiment 2 except that
subjects were told that the task was pattern identiﬁcation rather
than face identiﬁcation.
The design of the experiment is illustrated in Table 2. On Day 1,
subjects in Groups 1 and 2 saw textures derived from upright and
inverted faces, respectively. Hence, the stimuli used by Groups 1
and 2 on Day 1 differed only by a 180 rotation. On Day 2, all sub-
jects performed the identiﬁcation task with four sets of textures:
the same textures seen on Day 1 in the same orientation (same-
0); the same textures seen on Day 1 rotated by 180 (same-
180); textures derived from a different set of faces oriented the
same way as the faces used to create the textures shown on Day
1 (different-0); and textures derived from different faces that
were rotated by 180 relative to the faces used to create the tex-
tures shown on Day 1 (different-180).
3.2. Results
Preliminary analyses of performance on Day 2 indicated that
there were no differences between Groups 1 and 2, and therefore
the data from both groups were combined in all analyses of Day
2 data.
3.2.1. Overall accuracy
Proportion correct, calculated as was done for Experiment 2, is
shown in Fig. 6. Performance in the two groups did not differ sig-
niﬁcantly on Day 1 ðtð46Þ ¼ 0:6; p ¼ :55Þ, so task difﬁculty was
approximately equal with textures derived from upright and in-
verted faces. Note that this result was expected because the tex-
tures do not have a canonical orientation.
Proportion correct in the same-0 condition on Day 2 was 9%
higher than baseline (i.e., performance on Day 1), demonstrating
that signiﬁcant learning occurred ðtð47Þ ¼ 8:82; p < :0001Þ. Per-
formance in the different-0 condition did not differ from baseline
ðtð47Þ ¼ :24; p ¼ :80Þ and was 9% lower than accuracy in the
same-0 condition ðtð47Þ ¼ 5:62; p < :0001Þ, which indicates thatTable 2
Textures used in different conditions in Experiment 3.
n Day 1 Day 2
Same-0
Group 1 12 A-upright A-upright
12 B-upright B-upright
Group 2 12 A-inverted A-inverted
12 B-inverted B-inverted
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Fig. 6. Identiﬁcation performance measured with textures derived from upright and inv
upright and inverted faces, respectively. On Day 2, all subjects were tested in four conditio
stimuli used on Day 1. See text for details.the effects of practice did not generalize to novel textures. Accu-
racy in the same-180 condition also did not differ from baseline
ðtð47Þ ¼ :63; p ¼ :53Þ and was 10% lower than accuracy measured
in the same-0 condition on Day 2 ðtð47Þ ¼ 7:09; p < :0001Þ, which
indicates that learning did not transfer to the same textures
rotated by 180. Furthermore, accuracy in the same-180 condition
did not differ from accuracy in either the different-0
ðtð47Þ ¼ :38; p ¼ :70Þ or different-180 conditions ðtð47Þ ¼
:85; p ¼ :39Þ, which shows that familiar textures rotated by 180
were identiﬁed with no greater accuracy than completely novel
textures. In other words, unlike what was found with faces, there
was no evidence for transfer of learning across stimulus
orientation.
3.2.2. Time-course of learning
Fig. 7 shows within-session performance, calculated as in
Experiment 2, on Days 1 and 2 for both groups. The traces on
Day 1 conﬁrm the absence of any orientation bias in the stimuli.
In both groups, response accuracy increased signiﬁcantly from
the start to the end of the session: by 12% in Group 1 ðtð23Þ ¼
3:89; p < :0001Þ, and 14% in Group 2 ðtð23Þ ¼ 7:85; p < :0001Þ.
The right-handpanel of Fig. 7 showsperformanceonDay2. Accu-
racy in the same-0 condition in Bin A on Day 2was 17% better than
in Bin 1 on the previous day ðtð47Þ ¼ 9:344; p < :0001Þ. Accuracy in
Bin A did not differ across conditions that used novel textures or ori-
entations (i.e., different-0, same-180, different-180; Fð2;94Þ ¼
1:11; p ¼ :33). Therefore, the average performance in these three
conditions in Bin A was compared to Bin 1 to assess whether there
was any generalization of learning: a t-test indicated that average
performance was 8% better than in Bin 1 ðtð47Þ ¼ 5:90; p < :0001Þ,
indicating that learning generalized to novel textures and familiar
textures presented in novel orientations. However, in Bin A, perfor-
mance in the same-0 condition was 9% better than average perfor-
mance in the other conditions ðtð47Þ ¼ 6:404; p < :0001Þ, so there
was clear evidence for exemplar-speciﬁc learning.
Proportion correct in Bin A in the same-0 condition was 4%
higher than it was in Bin 8 the previous day ðtð47Þ ¼ 2:91;Different-0 Same-180 Different-180
B-upright A-inverted B-inverted
A-upright B-inverted A-inverted
B-inverted A-upright B-upright
A-inverted B-upright A-upright
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Fig. 7. Time-course of learning for identifying the textures used in Experiment 3. The left panel shows performance on Day 1 for two groups of subjects shown textures in the
orientations designated as upright or inverted. The right panel shows performance in all four conditions on Day 2 for both groups combined.
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combined (in Bin A) was 5% lower than in Bin 8 ðtð47Þ ¼
3:19; p ¼ :002Þ. Therefore, changing the orientation of the textures,
or switching to novel textures, adversely affected performance in
the initial trial bin on Day 2 relative to the ﬁnal trial Bin on Day 1.
On the other hand, accuracy in the trained condition improved
relative to the ﬁnal bin on Day 1.
In summary, relative to completely naı¨ve performance (i.e., Bin
1), there was some transfer of learning to novel textures and orien-
tations on Day 2, but performance was signiﬁcantly greater in
conditions that used the same stimuli seen on Day 1. This general-
ization of learning is consistent with the generalization found in
Experiment 1, which we referred to as the task-general component
of learning. Unlike what was found in Experiment 2 with faces,
there was no generalization across orientation with textures,
which suggests that familiar stimulus structure – like the kind
exhibited by faces – might play a role in facilitating transfer of
learning across orientation.
3.2.3. Inversion effects
One consequence of the stimulus- and orientation-speciﬁcity of
learning was the emergence of an inversion effect for the trained
textures (Fig. 8). On Day 1 performance in the two groups did
not differ ðtð47Þ ¼ :60; p ¼ :55Þ. The textures seen by the two
groups on Day 1 differed by a 180 rotation, and so the failure to
ﬁnd a difference between groups indicates that there was no inver-
sion effect on Day 1. This lack of an inversion effect is not surpris-
ing because the textures lack a canonical orientation. Similarly, on
Day 2, neither group exhibited a difference between conditions
that used different (i.e., novel) textures derived from upright and0.1
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-0.1
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Fig. 8. Inversion effects (0–180) measured on Day 2 in Experiment 3. Groups 1 and
2 saw different sets of textures on Day 1. On Day 2, inversion effects were calculated
for textures that were the same as those seen on Day 1, and for textures that were
different from those seen on Day 1. Error bars represent 1 standard error of the
mean.inverted faces (Group 1: tð23Þ ¼ 1:06; p ¼ :29; Group 2: tð23Þ ¼
:04; p ¼ :96). Again, the failure to ﬁnd an orientation effect for no-
vel stimuli is not surprising because the textures do not have a
canonical orientation. There was, however, a signiﬁcant effect of
orientation on Day 2 in conditions that used the same textures
shown on Day 1: in both groups, performance on Day 2 was signif-
icantly greater when textures were presented in their familiar ori-
entation (0) than when they were rotated by 180 (Group 1:
tð23Þ ¼ 4:51; p ¼ :0001; Group 2: ðtð23Þ ¼ 5:51; p < :0001Þ.
Hence, one day of practice was sufﬁcient to induce an orientation
effect for these patterns.3.3. Discussion
Perceptual learning of textures was speciﬁc to the trained
exemplars and orientations. Unlike what was found with faces,
there was virtually no transfer of learning across orientation except
when Bin 1 was used as baseline. These results suggest that abol-
ishing the spatial structure in faces precluded transfer of learning
across orientation.
Practice did produce an inversion effect for the trained textures,
consistent with what was found by Husk et al. (2007) using spe-
cially derived house stimuli and band-pass limited noise stimuli.
Textures lack prototypical, or canonical, structure, and therefore
the current results are inconsistent with the claim that inversion
effects are found only with stimuli that possess such structure
(McLaren, 1997). These results indicate that familiarity with stim-
uli in a particular orientation is what generates an inversion effect
in pattern identiﬁcation.4. General discussion
The overall effects of practice on a face identiﬁcation task were
largely constrained to the trained exemplars and orientation,
although there was some generalization of learning across orienta-
tions. This pattern of speciﬁcity suggests it is possible to ﬁne tune
the representations of individual upright and inverted faces. Great-
er speciﬁcity of learning was obtained with textures in which the
ﬁrst-order structure of normal faces had been removed. With tex-
tures, transfer across items and orientations was absent, except for
when completely naive performance (Bin 1) was treated as base-
line. Despite the ostensibly different strategies involved in learning
faces and textures, exemplar-speciﬁcity emerges as the essential
characteristic of performance improvements. Additionally, the
same amount of practice yielded equivalent changes in the size
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ing, the inversion effect changed by 10% for all groups tested).
The extent of generalization across exemplars and orientations
was inﬂuenced by the choice of baseline. When overall accuracy on
Day 1 was considered baseline (Figs. 3 and 6), there was no gener-
alization across exemplars or orientation on Day 2, both with faces
and with textures. However, when Bin 1 was treated as baseline,
(Figs. 4 and 7), there was evidence for generalization across exem-
plars and orientations for all groups. Overall accuracy on Day 1 in-
cludes the improvements that occurred across all 840 trials on Day
1, whereas accuracy at Bin 1 represents completely naive perfor-
mance because it was based on the ﬁrst 105 trials performed on
the task. Relative to completely naive performance, accuracy at
Bin A on Day 2 was about 10% better in the untrained conditions.
However, accuracy in the trained conditions was 20–30% better
than completely naive performance. We therefore interpret the
generalization relative to Bin 1 as the task-general component of
learning, which is obscured when overall accuracy on Day 1 is con-
sidered baseline. Evidently, generalization of learning is clearer
when performance is examined at a ﬁne resolution. Additionally,
with faces, there was evidence for generalization beyond the
task-general component of learning. Namely, there was generaliza-
tion across orientation revealed by the advantage of old over new
faces at the untrained orientation. This result was not found with
textures, suggesting that transfer across orientation may have aris-
en due to the structural differences between faces and textures, or
due to familiarity with faces more generally. In future experiments,
textures with varying degrees of prototypical information (e.g., see
Rousselet, Pernet, Bennett, & Sekuler, 2008) could be used to test
whether transfer across orientation increases with the amount of
spatial regularity within the object.
The substantial within-session learning in these tasks differs
from the minimal within-session effects reported in certain studies
of perceptual learning. For example, negligible amounts of within-
session learning, but signiﬁcant between-session learning, has
been found in experiments using texture discrimination (Mednick,
Arman, & Boynton, 2005) and orientation discrimination (Schoups,
Vogels, & Orban, 1995) tasks. However, other studies ﬁnd substan-
tial amounts of within-session learning (Ahissar & Hochstein,
1997; Beard, Levi, & Reich, 1995; Chou & Vaina, 1995; Dosher &
Lu, 2005; Fahle, Edelman, & Poggio, 1995; Herzog & Fahle, 1997;
Matthews, Liu, Geesaman, & Qian, 1999; Shiu & Pashler, 1992; Sire-
teanu & Rettenbach, 2000). Hussain, Sekuler, & Bennett (2008)
speculated that differences in the time-course of learning could
be due to differences in the experimental methods used in differ-
ent experiments (e.g., method of constant stimuli in the present
experiments versus method of descending limits in the texture dis-
crimination task). However, the factors contributing to the relative
magnitudes of within- and between-session perceptual learning
are poorly understood.
4.1. Orientation-speciﬁc learning of complex stimuli
Orientation-speciﬁc perceptual learning has been taken as evi-
dence for the ﬁne-tuning of early visual mechanisms (Karni &
Bertini, 1997). Studies reporting orientation-speciﬁcity typically
use simple visual stimuli that vary along a single dimension (e.g.,
spatial frequency). For example, orientation-speciﬁc learning has
been reported for discrimination of sinusoids (Fiorentini & Berardi,
1981), orientation discrimination of tilted Gabors (Schoups et al.,
1995), and acuity judgements of vernier targets (Poggio, Fahle, &
Edelman, 1992). In such cases, it may be plausible to localize learn-
ing to cells in early cortical areas that encode the relevant proper-
ties of the stimuli. However, the physiological substrate of learning
that occurs with complex patterns like faces and textures is less
obvious. It is possible that orientation-speciﬁcity is a property oflearning throughout the visual hierarchy, even in higher areas such
as inferior temporal cortex (IT), which encode entire objects as well
as their individual attributes (Desimone, Albright, Gross, & Bruce,
1984; Logothetis, Pauls, & Poggio, 1995). Indeed, areas such as IT
have been implicated in visual learning of complex tasks (Jaga-
deesh, Chelazzi, Mishkin, & Desimone, 2001). We have recently re-
ported how learning of textures, in addition to orientation, is
speciﬁc to contrast polarity (Hussain, Sekuler, & Bennett, 2009),
which is consistent with the interpretation that learning of tex-
tures engages higher visual areas.
4.2. Perceptual learning and conﬁgural processing
It has been proposed that expertise with a given object class en-
hances sensitivity to spatial conﬁgurations of features, engaging
mechanisms that are not typically used for other objects (Gauthier
& Tarr, 1997). Although some evidence supports this proposal in
humans (Gauthier & Tarr, 1997; Tanaka et al., 2004), and in mon-
keys (Baker, Behrmann, & Olson, 2002), other evidence does not
(Robbins & McKone, 2007). In the current study, it is difﬁcult to
attribute better performance with the trained faces to increased
conﬁgural processing because of the similar pattern of results
found with textures. With textures, there is no common conﬁgura-
tion of features, so it is not clear how learning could enhance con-
ﬁgural processing for the scrambled stimuli in a manner analogous
to the oft-hypothesized conﬁgural processing of faces. The alterna-
tive, which is that subjects simply get better at discriminating indi-
vidual features during learning, is consistent with a report that dog
experts do not show an increased reliance on conﬁgural informa-
tion relative to non-experts (Robbins & McKone, 2007), and that
training on inverted-face identiﬁcation does not yield a greater
use of conﬁgural cues (Robbins & McKone, 2003). This alternative
is also consistent with the results of experiments that measured
classiﬁcation images in face and texture discrimination tasks dur-
ing the course of training (Gold et al., 2004). The classiﬁcation
images show that with practice, an increased stimulus area is used
to discriminate faces and texture patterns.
However, the increases in information-use are restricted to the
local stimulus regions used initially by each subject before learn-
ing, rather than spanning across the stimulus extent. Perhaps more
importantly, the relative weights of information within the local
regions seem to shift with learning, so that observers become more
‘‘ideal” in their use of information. This type of local information-
use might underlie the speciﬁcity of learning observed in the
current experiments with upright and inverted faces, and phase-
scrambled faces.
4.3. Perceptual learning and the face-inversion effect
The face-inversion effect has been taken as a measure of special
processes engaged only by faces (Scapinello & Yarmey, 1970),
namely conﬁgural encoding (Collishaw & Hole, 2000; McKone
et al., 2007). Our results suggest caution with such an interpreta-
tion, as has been suggested elsewhere (Gaspar, Bennett, & Sekuler,
2008; Gaspar, Sekuler, & Bennett, 2008; Husk et al., 2007; Jiang
et al., 2006; Maurer, Le Grand, & Mondloch, 2002; Sekuler et al.,
2004). First, we found that the decrease in the size of the inversion
effect after training with inverted faces was coupled with no in-
crease in performance with upright faces for that group. A smaller
inversion effect typically would be taken to indicate less conﬁgural
processing, but in this case performance with upright faces was
unchanged relative to baseline (see performance of the inverted-
trained group in Fig. 3). Second, as mentioned earlier, we obtained
an inversion effect with textures, which have no clear conﬁgural
structure. The diminished inversion effect after training with in-
verted faces, and the emergence of an inversion effect for the
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upright faces per se that elicits the inversion effect more generally.
One might still argue that the inversion effects found with faces
are qualitatively different than those that arise with learning of
arbitrary texture stimuli. Faces exhibit a baseline inversion effect
not found with textures, or for that matter houses, prior to training.
This raises the question of whether a baseline effect could be gen-
erated after training for texture patterns in which some average
structure has been introduced, an issue for future studies to
address.4.4. Perceptual learning and norm-based coding
Another way to conceptualize improved face identiﬁcation is in
terms of norm-based coding (Burton, Jenkins, Hancock, & White,
2005; Rhodes & McLean, 1990; Rhodes & Jeffery, 2006; Rhodes
et al., 2004). According to this framework, faces are distinguished
by virtue of their position and distance from each other, or from
the average face, and the average face is the accumulation of all
faces in one’s experience. Faces that are closely clustered resemble
each other, and distance from the average enhances the distinc-
tiveness of each face. This framework has been used to explain,
for example, the other-race effect (Byatt & Rhodes, 1998). It has
been suggested that perceptual learning calibrates the face-space
to optimize differentiation by capturing the variance in faces that
have been experienced in the subject’s lifetime (Valentine, 1991).
In effect, perceptual learning increases the inter-stimulus distance
(and/or the distance of each face from the average), which disam-
biguates the faces, and improves identiﬁcation. According to this
scheme, inverting a face merely increases task difﬁculty due to lar-
ger error associated with correctly locating the face in face-space
(Valentine, 1991). In this respect, inverting a face is no different
than any other transformation that increases task difﬁculty (e.g.,
contrast reversal). Indeed, classiﬁcation images show that similar
regions of the face are used in upright and inverted-face identiﬁca-
tion, but subjects are simply less efﬁcient at extracting the infor-
mation from those regions when the faces are inverted (Sekuler
et al., 2004), and the level of inefﬁciency for inverted faces is sim-
ilar to that of contrast-reversed faces (Gaspar, Bennett, & Sekuler,
2008). It is now clear that inverted-face identiﬁcation can be made
more efﬁcient, implying that inverted face representations are re-
ﬁned with practice. We also show some cross-orientation transfer
of learning in overall accuracy from upright to inverted faces, sug-
gesting that upright and inverted representations are interdepen-
dent, contrary to the suggestion that upright and inverted faces
are represented independently (Rhodes et al., 2004). Our experi-
ments do not directly address the status of the average face, but
the results with textures suggest that inter-item distance is sufﬁ-
cient to characterize performance improvements, because the tex-
tures do not conform to a clear average. Exemplar-based models of
face coding that do not incorporate the average have been dis-
cussed elsewhere (Valentine, 1991).5. Conclusions
Perceptual learning of face- and texture-identiﬁcation is largely
orientation-speciﬁc and exemplar-speciﬁc, although faces, but not
textures, show some generalization of learning across orientation.
The net effect of such learning is to increase the face-inversion ef-
fect after practice with upright faces and decrease the effect after
practice with inverted faces; in both cases the changes are conﬁned
to the trained face set. With textures, which have no baseline
inversion effect due to the absence of a canonical orientation, the
above pattern of learning yields a positive inversion effect after up-
right training, and a negative inversion effect after inverted train-ing, again only for the trained stimulus set. Inversion effects
appear to be driven more by familiarity than by the spatial struc-
ture of the stimuli.
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