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Most force field models for Room temperature ionic liquids cannot properly elucidate 
statics and dynamics. It is in this context that we set to assess the most efficient way 
to model RTILs while maintaining the integrity of the liquids statics and dynamics.  
The development approach begins with the investigation of the effects that the linear 
scaling of partial atomic charges on nonpolarisable force fields from a reference 
potential has on the structure and dynamics of the room temperature ionic liquids 
(RTILs) 1-butyl-3-methylimidazolium tetraflouroborate [C4MIM][BF4]  and 1-butyl-
3-methylimidazolium hexaflourophosphate [C4MIM][PF6]. The results show that the
three-dimensional structure of the liquid is changed ever so slighter by the linear
scaling of atomic charges. While dynamic properties such as viscosity and self-
diffusion coefficients were majorly affected by charge scaling. Self–diffusion
coefficients that span a range of four orders of magnitude between the original model
and the scaled model where the ionic charge was ±0.6 e. Viscosity estimates
calculated usingthe Green-Kubo and the Einstein relationships revealed that the linear
scaling of atomic charges results in increased mobility of the simulated liquid.
Implicit inclusion of polarisation effects was investigated, Here a new charge scheme 
development using Quantum mechanics/Molecular mechanics (QM/MM) methods in 
CHARMM 35 interfaced with GAMESS-UK was propose. The atomic charges were 
derived from liquid phase calculations using an iterative procedure. This was carried 
out for individual ions and cation-anion pairs, for the analysis of charge transfer, 
within the liquid environment. The results obtained gave predictions of density, liquid 
structure and self-diffusion coefficients that were in excellent agreement with 
experimental data available. This method is preferable over the commonly used 
charge scaling methodology which is deem as an unphysical approach for the 
simulation of [C4MIM][BF4] and [C4MIM][PF6].  
A polarisable force field based on the Drude oscillator model is presented. The model 
proves to be most effective for the simulation of RTILs. The force field accurately 
reproduced experimental results for the physicochemical properties reviewed. 
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Abbreviations and Symbols
oC Degrees Celsius 
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1.1 Ionic Liquids 
 
An ionic liquid is a kind of liquid that is composed entirely of ions, such as KCl, and 
NaCl in their molten state, however, in recent years the term has been used, 
exclusively, to describe a sub class of organic salts that are molten near room 
temperature or in their pure state. In literature various terms such as molten salts, 
room temperature molten salts, liquid organic salts, room temperature ionic liquids 
have been used interchangeably to describe what is now accepted as an ionic liquid. 
For this work the term Room Temperature Ionic Liquid (RTIL) will be used as it best 
fits the liquids under study.   
 
Formally the term Room Temperature Ionic Liquids (RTILs) refers to salts that are 
molten at or below the boiling point of water, which is 100 °C. Bulky heterocyclic 
cations in combination with organic or inorganic anions appear to be a common 
feature amongst ionic liquids that are be classified as RTILs. 
 
In addition to having relatively low melting points, RTILs have a large liquidus range 
which means they stay in their liquid phase over an extended temperature range, for 
example 1-butyl-3-methylimidazolium bis(trifluoromethanesulfonyl)imide, a RTIL, 
melts at -6 °C and has a decomposition temperature of 439 °C thus 1-butyl-3-
methylimidazolium bis(trifluoromethanesulfonyl)imideis a liquid over a temperature 
range of 445 °C. It is such qualities that make RTILs an excellent alternative to 
traditionally used organic solvents in chemical reaction. They have the potential to 
provide a large temperature range at which chemical reaction can be performed. Low 
to negligible vapour pressures and being non-flammable are other attributes of RTILs 
that have led to the suggestion of RTILs being used as a substitute for traditional 
organic solvents in chemical reaction. 
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It is evident that room temperature ionic liquids have features that are very unique and 
that have the potential to be exploited in order to improve the efficiency of certain 
chemical processes. Much effort is still needed in producing a body of physical data 
for ionic liquids so that we may understand these fascinating substances and as such 
we have seen a constant increase in the amount of attention given to room 
temperature ionic liquids over the last 20 years as can be seen in figure 1.1 below. 
 
 



















1.2 Synthesis of Ionic Liquids 
 
Room temperature ionic liquids are typically formed from large organic cations in 
combination with organic or inorganic anions. Most of the literature that is available 
on RTILs reports on the ionic liquids which are widely understood, which are those 
RTILs based on the 1,3-alkylimidazolium cation. There are, however, other cations 
and anions that have been used to synthesize RTILs and figure 1.2 and 1.3 shows 
examples of such ions that can be paired to make an ionic liquid 
 
Figure 1.2: Examples of Room temperature Ionic Liquid cations. 
 
 


































Figure 1.2 and 1.3 do not give an exhaustive list of anions and cations that may be 
used in RTILs, there is a significant number of other ions that may be utilized for the 
synthesis of RTILs.. 
 
A study by P Walden is considered to be the first to report the synthesis of the RTIL 
ethylammonium nitrate in 1914 [1]. The ethylammonium nitrate species was 
produced by the addition of concentrated nitric acid to ethylamine, the moisture was 
then removed by means of a distillation and the resulting product was a pure salt that 
is molten at room temperature. 
 
There are a number of synthetic routes that one can use to prepare RTILs, however, 
the synthesis can be broken down into two fundamental steps: the formation of the 
desired cation followed by an anion exchange step where necessary, to produce the 
intended product.  In cases where the desired cation is commercially available at a 
reasonable price then only the second step is required to produce the RTIL of choice. 
 
1.3 Ionic Liquid Applications 
 
Ionic liquids have been a part of industrial processes for some time now, there are a 
number of examples mentioned in literature in which salts that are molten at relatively 
low temperature appear in chemical plants. A common example is that of the “Red 
oil” which was accepted as Friedel-Crafts catalyst in the process of ethylation of 
benzene in the mid-19th century [20]. This “red oil” was observed as separate liquid in 
the solution and it was only discovered much later that the oil was indeed a salt. 
 
A second example and perhaps one of the most iconic examples of the application of 
ionic liquids in industry is a process that was established by BASF in 1990 known as 
the BASILTM-process, which is the first process that make use of RTILs in a 
commercial scale. This process utilizes low melting liquid Vilsmeir salt, which is a 
mixture of low temperature melting salts, that are liquid at the reaction temperature of 
60 °C to chlorinate an acid with phosgene [18].   
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1.3.1 Potential fields of application 
Predominantly ionic liquids have received a great deal of attention for their 
electrochemical abilities [19], however, more recently, researchers are now interested 
in applying ionic liquids outside of their classical chemical use as solvents and 
process chemical [20], one such area of application is the use of ionic liquids as 
performance chemicals.  
RTILs can be synthesized to have specific properties and as such have been termed 
tunable liquids, the ability to tune the liquid to one’s desire has opened them up to 
applications in the pharmaceutical/biological industry; this was shown in the work of 
W. Hough et al. in 2007 [20]. In their study they were able to show some of the
strategies that could be employed to take advantage of the dual nature of ionic liquids
that may lead to the realization of enhancement to the control of solubility,
bioavailability, stability and new delivery options.
With the emergence of companies such as IoLiTec (Ionic Liquid Technologies), a 
company specializing in marketing and developing ionic liquid products and their 
applications, we should expect more and more interesting applications of these 
substances in the future [21]. 
1.4 Properties of Ionic Liquids 
The characteristic properties of RTILs can be significantly varied by the choice of 
cations and anions making up the liquid. Factors such as shape, size and charge 
distribution of either the cation or the anion play a significant role in the overall 
observed property of the RTIL. An understanding of the structure-property 
relationship is essential for the design of RTIL with tailored properties for a specific 
application. 
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In addition to traditional experimental techniques, molecular simulation is one such 
way in which the properties of RTILs may be studied. The first molecular simulation 
study of RTILs was that undertaken by Hanke et al. back in 2001 [2], where they used 
molecular dynamics simulations to study 1,3-dimethylimidazolium chloride 
([C1mim][Cl]), 1,3-dimethylimidazolium hexafluoro-phosphate ([C1mim][PF6]), 1-
ethyl-3methylimidazolium chloride ([C2mim][Cl]) and 1-ethyl-3methylimidazolium 
hexafluorophosphate ([C2mim][PF6]) in their crystalline state. In addition they also 
modeled ([C1mim][Cl]) and ([C1mim][PF6]) in the liquid state at high temperatures as 
both these substance have relatively high melting points. In their study they computed 
properties, which include average energies, molar volumes, liquid structure using 
radial distribution functions and self-diffusion coefficients from the mean square 
displacement. 
 
The same group followed up their study in the year that followed; here they studied 
the behavior of different substance including water, methanol, dimethyl ether and 
propane in [C1mim][Cl] using molecular dynamics [4].  In the same year, 2002, 
Maginn and co-workers carried out Monte Carlo simulations of 1-butyl-3-
methylimidazolium hexafluorophosphate [C4mim][PF6] which they quickly followed 
up with another study where they compared their simulated results to experimentally 
available data [5].  
 
It was around this period that other groups started gaining interests in studying RTILs 
and there was an influx of reports that discussed the investigation of these substances, 
force field development (C. Margulis et al. 2002 [6]; de Andrade et al. 2002 [7, 8], 
Lopes and Pádua 2004 [9];), physical chemistry of ionic liquids (Fujii et al. 2008 
[10]; Yan et al. 2006 [11]), and their applications (Balducci, et al. 2004 [12]; Lazzari 
et al. 2007 [13]). The list of studies presented here is not exhaustive, however, 
reviews of simulation results will be discussed in some of the sections to follow and 
will include more recent data. These early studies played a significant role in 
identifying some of the finer detail currently employed in modeling RTILs today. The 
sections to follow look at the relationship between the structural features and the 
observed physical and chemical properties will be discussed with reference to 
previous studies. 
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1.4.1 Liquid structure 
 
 
Figure 1.4: A schematic representation of a 1-alkyl-3-methylimidazolium cation. 
 
Figure 1.4 shows a schematic representation of 1-alkyl-3-methylimidazolium a typical 
RTIL cation. [Cnmim] is a typical notation used for the 1-alkyl-3-methylimidazolium 
cation is where the n indicates the number of carbons atoms in the alkyl chain R’. 
This cation can be paired up with any anion from the list in section 1.2 to from an 
ionic liquid. Gas phase ab initio studies have been used to calculate low energy 
conformations of room temperature ionic liquids [15] and shown in figure 1.5 is an 











Figure 1.5: (a) Optimised1-ethyl-3-methylimidazolium tetrafluoroborate [C4mim]-

















From these calculations it was observed that anions preferentially localize near the 
hydrogen atom attached to the C2 carbon (figure 1.4), which is the most acidic site of 
an imidazolium cation, this was shown by the work of Hunt et al. in 2006 [27]. 
Experimental data has suggested that the C2-H hydrogen is relatively more acidic than 
the rest of the hydrogens in the imidazolium ring. Hunt and co-workers [27] showed 
that all the hydrogen atoms on the imidazolium ring have a similar charge and that the 
only difference between the hydrogen atoms was the charge on the C2 carbon which 
lead to the conclusion that the acidity of the hydrogen atoms in the ring should be 
associated with charge on the carbon-hydrogen unit and not the proton on its own. 
Wang et al. observed the same localization using bulk phase molecular dynamics for 
[C4mim][PF6], they found that the anion can be located at different positions during 
the course of the simulation , however, the most populated regions were those close to 
the C2 position which is consistent with the picture given in figure 1.5 (a).  
 
In 2004 Urahata and Ribeiro simulated a range dialkylimidazolium based RTILs with 
one of the alkyl groups on the cation ranging from methyl to octyl and the other being 
a methyl. They paired these cations with anions like F-, Cl-, Br- and PF6- using 
simulations boxes much like that shown in figure 1.5 (b). Their work successfully 
proved that the structure of the liquid has a dependence on the alkyl chain length. 
With the aid of a course-grained model Voth and co-workers took this a step further 
and showed that as the tail of the alkyl chain increases the tails tend to aggregate 




A discussion on the structure property relationship in ionic liquids would be 
incomplete without the mention of hydrogen bonding interactions. In their study 
focusing on the [C4mim][Cl] ionic liquid, Hunt and co-workers deduced that in a 
between the imidazolium cation and chloride anion exists a very strong ionic 
hydrogen bond with minor covalent contributions. Hydrogen bonds formed in ionic 
liquids are somewhat different to those formed in typical molecular liquids; this is 
because ionic liquids are made up of anions and cations whereas molecular liquids 
from which hydrogen bonding is widely understood are made of neutral molecules. 
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The character of hydrogen bonds formed in ionic liquids are somewhat different to 
those formed in typical molecular liquids; this is because ionic liquids are made up of 
charged species, whereas molecular liquids, from which most hydrogen bonding 
studies originate, consists of neutral molecules. 
 
1.4.2 Thermal properties of ionic liquids 
 
In addition to understanding the structure of the liquid and the overall observed 
properties one should also have a good understanding of how ionic liquid behave at 
typical working temperatures. This is essential when deciding whether or not to use a 
certain ionic liquid in a particular application. As mentioned all the salts that are of 
interest to us as ionic liquids are molten at ambient temperature or below the boiling 
point of water. These ionic liquids tend to form glasses at very low temperature and 
have minimal vapour pressure up to their decomposition temperature [22]. 
The thermal stability of an ionic liquid is directly linked to the strength of the formed 
heteroatom-carbon or heteroatom-hydrogen bonds in conjunction with the stability of 
the formed ion species [23]. In ionic liquids, the melting point is a very important 
property as it indicates whether a salt should be considered an ionic liquid or not. 
Thus some experimental and computational studies will report melting point, freezing 
point, glass transition point, and decomposition point temperatures of RTILs [24-26]. 
 
 
1.4.3 Ionic liquid dynamics 
 
Molecular dynamics have been highly successful in assisting with the understanding 
of the dynamic properties of room temperature ionic liquids for ion pairs and in the 
bulk phase. Molecular dynamics simulations have given researchers insight to RTIL 
properties such as thermal conductivity, electrical conductivity, viscosity and self-
diffusivity, however, due to the fact that a very wide range of species of ionic liquids 
can be produced by the mixing and matching of anions and cations, generating or 
establishing trends that are generic to all or most RTIL has proven to be a rather 
difficult task. Early studies by Del Popolo and Voth [14] and Morrow and Maginn [5] 
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became the stepping-stones towards establishing some trends amongst RTILs. Both 
these studies reported a slow dynamic behavior in room temperature ionic liquids. 
 
Morrow and Maginn [5] reported the development of an all atom force field for 1-
butyl-3-methylimidazolium hexafluorophosphate [C4mim][PF6] RTIL which at the 
time and currently a widely studied ionic liquid. They reported computation of self-
diffusion from the slopes of the root mean-square displacement of cations and anions, 
which were two orders of magnitude slower than the self-diffusion coefficients 
computed for water at room temperature. The results obtained from these studies 
brought about doubt about self-diffusion coefficient predicted from previous studies 
as up to this point reports were based on very short simulation times, less than 1ns. 
The shortcomings of running short simulations will be highlighted in chapters 2 
and 4. 
 
A key difference between ionic liquids and conventional liquids is that ionic liquids 
are made up of charged species. The charge on the individual species making up an 
ionic liquid has a direct impact on the overall observed properties as an electrostatic 
interaction is introduced. It is thus not uncommon for researchers to investigate the 




When modelling RTILs it is important to have your simulated results as close as 
possible to those results obtained by way of experiments, although in most cases 
simulation have been done ahead of experiments. As far as simulating RTILs is 
concerned, it has been a very difficult task to establish a force field model that 
predicts properties that are comparable to experiments, this is more so the case for 
transport properties. [32] This will be highlighted in section 2.2. 
 
In general, current force fields for the simulation of RTILs are not good at 
reproducing experimental results for transport properties and it is for this reason that 
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much of the effort being put into force field research in RTIL, focuses on predicting 






In this study we set out to develop a force field model that would accurately model 
imidazolium based room temperature ionic liquids on the basis of experimental data 
that is available to us.  
We aim to investigate the electrostatic interactions that govern the behavior exhibited 
by ionic liquids, deepening our current understanding of these electrostatic effects 
which are key to the observed physicochemical properties (see section 2.2.4). The 
knowledge gained from the electrostatic interaction studies will be incorporated into 
our force field model to develop a force field that best represents the electrostatics of 
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Review: Force Fields for Ionic liquids 
2.1 Introduction 
 
In this chapter we review some of the force field models that are currently available in 
literature. We do not attempt to give an exhaustive list of all the force fields that are 
available, however, we highlight those that are closely aligned with our research 
interests.  
Molecular dynamics simulation methods have been shown to be a valuable tool in 
studying systems on an atomistic level. For room temperature ionic liquids these 
methods have been used to study thermodynamic properties, structure and dynamics. 
The methods used are based on classical force field models that allow one to 
investigate systems containing a significant number of ions. The cornerstone of any 
MD simulation is the force field that is expected to reproduce properties over a larger 
number of state points. 
 
Parameterisation of force fields for bimolecular systems has been achieved with great 
success in various packages such as AMBER [1], OPLS-AA [2] and CHARMM [3]. 
These models have been developed for a large class of molecules and are often not 
transferable between systems within a certain temperature range. When RTILs started 
becoming a field of interest amongst researchers, force field parameters were not 
available for many cations and anions, as most force fields focus on neutral 
biomolecular fragments. Thus suitable new models had to be produced, starting from 





2.2  Classical Force Fields  
 
Classical force fields using all atom, united atom and coarse grained descriptions will 
be introduced, as well as reduced charge, polarisable and force fields that make use of 
charges calculated from bulk phase systems. 
 
Classical force fields do not explicitly account for the treatment of polarisation effects 
that exist within bulk systems. As an attempt to include these effects, which have 
been found to be significant in the dynamic behavior of ionic liquids, various methods 
have been used, such the calculating partial charges from bulk systems, which is 
discussed in section 2.4., however, with the increased computational power available 
today it is not uncommon for polarisation effects to be included explicitly in a force 
field model. For field models that do not account for polarisation, non-polarisable 
models, suffer from lack of transferability and almost always overestimate 
interactions within the liquid systems. For instance, a force field that is parameterized 
for the calculation of properties a particular RTIL and is found to reproduce 
experimental data within reasonable experimental error will not necessarily produce 
excellent results in a case of another RTIL. 
 
 
2.2.1 All Atom Models 
 
As the name suggests, in all atom models, all atoms are explicitly defined and have 
characteristics or parameters associated with them in the force field.  Classical force 
fields are typically made up of three different kinds of parameters which dictate the 
electrostatic, bonding and the non-bonded short-range interactions. The bonding 
interactions are usually adapted from a quantum mechanical calculation typically in 
the gas phase and some cases from available crystal structures. Electrostatic and non-
bonded interactions on the other hand can be derived through a number of varying 
methods and techniques. 
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Charges fit to a Connolly surface, Charge from Electrostatic potentials (CHELPG) 
[4,5], Connolly [6,7] and Geodesic [8], have been arbitrarily used to calculate partial 
charges while there are very few methods that can be used to obtain a usable set of 
non-bonded short range interaction parameters; most of these depend on data 
provided by experiment. This was a potential setback in the initial stages of RTIL 
studies by molecular dynamics as very little to no data was available for these 
systems. Thus parameterisation for RTILs was based on well-established force fields. 
 
 
In 2001 the first force field for RTILs was published by Hanke and co-workers [9]. 
Their force field had point charges derived from a distributed multipole analysis [10] 
of a charge density while the short-range interaction of their parameterisation 
consisted of parameters selected from a number of different force fields. The authors 
proposed both an all-atom and a unit atom model and showed that an all atom model 
was required in order to reproduce crystal structure data accurately. 
 
Others subsequently adopted the practice used in this study. In the studies that 
followed parameters from different force fields were used in conjunction with partial 
charges refined using varying methods until such time that specific non-bonded 
parameters for RTILs were establish [11-13].   
 
In 2002 a study that attempted to implicitly treat polarisation was presented by 
Morrow and Maginn [14]. They used non-bonded short-range interaction parameters 
from the CHARMM [3] force field and the authors, based on quantum mechanical 
computations of ion pairs, suggested a net reduced charge of ± 0.9e exists on the ions. 
The force field was shown to achieve good agreement with molar volumes, however, 
it failed to replicate isothermal compressibility. The force field gave diffusion 
coefficients that were comparable to those derived from experimentally determined 
viscosity using the Stokes-Einstein expression 
 
A substantial number of force fields have been proposed since then yet one of the 
most prevalent issues that plagued the force fields still haunts them today; the issue of 
transferability. As the number of RTILs is large, a consistent and transferable force 
field model is most desirable as it would pioneer the in silico design of RTILS. 
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In 2004 Padua and co-workers presented one of the first systematic force fields for the 
treatment of RTILs. [39] The OPLS-AA/AMBER based force field was initially 
developed for nine room temperature ionic liquids with the following cations: 1-butyl-
3-methylimidazolium, 1-ethyl-3-methylimidazolium and 1-hexyl-3-
methylimidazolium in combination with the anions chloride, hexafluorophosphate and 
the nitrate ion. The force field was then further extended to include pyridinium and 
phosphonium cations as well as bromide and dicyanamide anions amongst others. [30, 
40,42-44] The number of RTILs included in the force field reported by Padua and co-
workers is impressive and the density and crystal phase cell parameters of the RTILs 
were well reproduced, however, the ability of this force field model to predict heat of 
vaporization and transport properties showed much less success. For instance, the 
enthalpy of vaporization for the [C2MIM][Ntf2] RTIL was found to be approximately 
20 kJ.mol-1 higher [45] than values obtained from experiment. [29] 
 
 
2.2.2 United Atom Models 
 
In addition to all atom force fields, united atom force fields have been developed. 
Again Hanke et al. [9] were the first to propose such a model and their overall 
conclusion was that an all atom model would be required in order accurately 
reproduce the crystal structure of the liquid. The model developed by Hanke and co-
workers had the hydrogen atoms condensed with the carbon atoms, a common 
approached also used by Shah and co-workers [15]. 
 
The latter authors parameterised their force field for [BMIM][PF6] and collapsed their 
anions into a single unit. Instead of using parameters from different force fields this 
group elected to adapt parameters from the OPLS-UA framework [16], bond lengths 
and angles were fixed at the optimized values obtained from quantum mechanical 
calculation and derived their partial charges using the CHELPG method. This model 
was only applied in Monte Carlo simulations and thus there is no insight into its 
dynamic abilities. Monte Carlo methods stochastic techniques, which means they are 
based on the use of random numbers and probability statistics to investigate problems. 
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In this case this method was used to calculate the molar volume, cohesive energy 
density, isothermal compressibility, and cubic expansion coefficient. Although in the 
initial work only results from Monte Carlo simulations were reported, subsequently it 
was shown that the model is able to produce liquid dynamic data comparable to that 
obtained by way of experiments [17-19]. 
 
 
2.2.3 Coarse-Grained Models 
 
In a coarse-grain model ions making up the RTIL are represented in bead-like 
manner. The coarse-grain model is a step up from a united atom model as the beads 
are made up of a number of different groups and likewise the united atom model is a 
step up from an all-atom model. In a coarse-grain model the electrostatic interactions 
of the beads are given by the sum of the charges of all the constituting atoms from an 
atomistic model. Wang and co-workers proposed one such model, introducing a 
method to derive potential for the simulations based on a force matching technique. A 
key difference between this model and previously discussed all atom and united atom 
model is the manner in which the short-range interactions are represented [31]. 
 
Bhargava and co-workers proposed a different technique towards developing a 
coarse-grained model and their model also differed in the way in which they treated 







2.2.4  Charge Reduction 
 
Room temperature ionic liquids force fields are typically parameterised to fit 
experimental data. Classical force fields tend to overestimate interactions that exist 
within the ionic liquids giving results that deviate from what is observed in 
experiment. Reduction of total ion charges has been found to be a viable remedy to 
accelerate liquid dynamics and produce results comparable to experiment. This 
technique is said to work as it mimics the average charge screening resulting from 
Polarisation as well as charge transfer effects [20]. Youngs and Hardacre [21] later 
investigated the effect of this approach explicitly and showed that the dynamics of a 
RTIL is dramatically accelerated by the linear scaling of the partial charges on each of 
the atoms. Structural properties, however, showed little change over different scaling 
factors in the range 0.5-0.9. 
 
The scaling down of partial charges remedies the overestimation of interactions 
typical of classical force fields, however, scaling factors are not transferable between 
systems, a scaling factor that works perfectly for one system will not necessarily work 
just as well for another system. In addition one has no way of knowing what scaling 
factor would work best for a system until they have conducted a series of trial and 
error experiments. 
 
Chaban et al. presented a new non-polarisable force field model for the simulation of 
transport properties of imidazolium-based RTILs making extensive use of scaling 
factors [46]. The force field model presented was a modification of a model originally 
presented by Liu et al. [47]. The model was developed by scaling the electrostatic 
charges with a factor obtained from ab initio calculations of several ionic pairs in the 
bulk systems. The model showed considerable improvement in reproducing 
experimental values of the diffusion coefficients, shear viscosities and ionic 
conductivities, with diffusion coefficients improving by a factor of 10. Some 
viscosities and ionic conductivities were, however, still underestimated. When 
compared to the original model by Liu et al., the presented model showed minor to 
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insignificant changes in structural properties predicted. The lead author, Chaban, of 
the previous study in the same year presented modifications to the force field [37]. In 
this study different scaling factors across a range were tested and it was shown that a 
scaling factor determined from a liquid property, such as the density, was good to 
model transport properties. 
 
Studies on RTILs have shown that a linear relationship exists between the degree of 
polarisation and the scaling factor [35]. This relationship calls in to question whether 
the scaling of the electrostatic forces that exists between the ions can be used to 
accurately mimic the average influence of polarisation. In a 2012 study by Schrӧnder, 
and Steinhauser [26] the relationship between the linear scaling of charges and 
polarisation effects were investigated and their finding are discussed here. 
 
In force fields Coulombic energy is calculated as shown in equation 2.1; 
 





𝑖𝛽>𝑖𝛼𝑖𝛼                                  Eq 2.1 
 
Schroder and Steinheauser showed using perturbation theory that the average 
Coulombic energy is reduced by a factor (Seff)2 :[26] 
 






𝑖𝛽>𝑖𝛼𝑖𝛼                               Eq 2.2 
 
partial charges in an MD simulation can be scaled by the simple multiplication of 
permanent charges with this scaling factor: 
                                                              𝑞𝑖𝛼
𝑒𝑓𝑓
= 𝑆𝑒𝑓𝑓𝑞𝑖𝛼                                        Eq 2.3 
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Figure 2.1 gives a schematic representation of atomic charges enclosed in spherical 






Figure 2.1: A schematic representation of the interactions between ions. Atoms are 
approximated with spheres. The dielectric constant inside the sphere 𝜺𝒔𝒑 is one and 
outside the sphere 𝜺𝒄𝒐𝒏 = 𝜺∞ (figure adapted from reference 35). 
 
Since the charges are immersed into a dielectric continuum their interactions are 
changed and their Coulombic interactions can be represented as: [35] 
 






𝑖𝛽>𝑖𝛼𝑖𝛼                      Eq 2.4 
 
 
and it follows that a suitable scaling factor, for the simulation of RTILs, can be 
obtained from the Clausius-Mosottti type equation: 
 
                                                           𝑆𝜀∞ = 1
√𝜀∞
                                                   Eq 2.5 
 
prior to trajectory production [35]. Thus a correction based on the scaling of 
permanent charges may be achieved by reference to the experimental optical 
dielectric constant [36]. Several studies have compared the effectiveness of charge 
reduction in contrast to explicit inclusion of polarisation to a force field model 
[35,37,38]. In the work carried out by Schroder [35] it was reported that the scaled 
charge model shows poor performance on a local level but shows excellent 




𝜀𝑠𝑝 = 1 
𝜀𝑐𝑜𝑛 = 𝜀∞ 
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may be suitable for the prediction of bulk properties such as diffusion, which are 
usually overestimated by common force fields, but for more sophisticated studies on 
the local interactions of a RTIL system, such as hydrogen bonding, one should rather 
employ a polarisable force field model. 
 
There are other routes that can be used to optimize a non-polarisable force field. 
Koddermann and co-workers [29] reported a force field based on that developed by 
Lopes and co-workers [30]. in their study they elected to retain the partial charges, but 
adjusted the Lennard-Jones (LJ) parameters. With this change they obtained results 
that are comparable to experiment.    
 
 
2.3  Polarisable Force Field Models 
 
Polarisable force fields allow for much more detailed insight into the dynamical 
behaviour of a system since they mimic the spontaneously induced perturbation of the 
molecular electronic structure due to its immediate environment. One of the first 
polarisable force fields of RTILs was proposed by Yan et al. [22] which was 
parameterized for 1-ethyl-3-methyl-imidazolium nitrate [C2mim][NO3]. In a follow 
up study they were able to compare their simulation results in detail with both a 
polarisable and non-polarisable model [23,24], the polarisable model showed 
significant improvement in the predicted transport properties as the self-diffusion 
coefficients were approximately 3 times larger and the viscosity were shown to 60% 
lower. There are a number of methods that one can use to implement Polarisation into 
a force field for RTILs that have been reported in literature such as the point dipole 
[25], the Drude oscillator [26], the quantum mechanical wave function-based [27] and 
the charge equilibrium model [28]. 
 
Borodin developed and validated a systematic many-body polarisable force field 
model for the simulation of 30 different RTIL systems at 298, 333, and 393 K [41]. 
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The force field model produced made accurate predictions of density, heat of 
vaporization, self-diffusion coefficients, ionic conductivity, and viscosity for both 
small organic molecules and RTILs. For example, the deviation between the 
experimental and simulated diffusion coefficients was found to be in the region of 20-
40% for all the RTILs simulated. Experimental procedures for the elucidation of 
physicochemical properties of RTILs, very rarely produce results that are of the same 
quality as those that have been reported using molecular dynamics simulations. The 
success of this force field in predicting RTILs transport properties attests to RTIL 
transport being driven by electrostatic polarisation effects. The model developed in 
the listed study was based on the polarisation model of Thole, a model that considers 
a point electric dipole placed on the atoms in addition to the permanent charges. 
 
Polarisable models are essentially the best models to use for the simulation of RTILs, 
however, the computational costs that are attributed with using such models is often 
seen as a disadvantage to these models and thus researchers continue to look for 
alternatives that are less computationally demanding. 
 
   
2.4  Charges from Bulk Phase Systems   
 
Klahn et al. propose an all-atom force field for guanidinium-based (GILs) ionic 
liquids [48]. The force field was based on the charge distribution in the actual liquid 
in an attempt to improve the prediction of energetic and dynamic properties of the 
ionic liquids under study and to investigate the impact of electron charge transfer and 
Polarisation on various properties of GILs [48]. The authors reported an average 
electron charge transfer between -0.12 and -0.06 e from anions to the central cations 
and diffusion coefficients were found to be are substantially increased by a factor of 




In 2012 Zhang and Maginn reported having derived partial atomic charges of two 
ionic liquids from periodic crystal phase (condensed phase) calculations in Density 
Functional theory (DFT) [34].  They found that the total charge on the ions was ±0.8e 
and used these charges in molecular dynamics simulations. A comparison of the 
results using an Amber force field with four different sets of charges showed that not 
only is the dynamic nature of the liquid influenced by the overall charge, the charge 
distribution within the ions influences the observed results. 
 
Closely related to the work of the authors mentioned in this section is the work of 
Krekeler et al., in this study they investigated the molecular polarisation of an ionic 
liquid in the bulk phase [49]. Their analysis revealed that electric dipole moments of 
cations and anions are characterized by large fluctuations, however, the fluctuations 
are primarily due to molecules in the immediate surroundings, a result affirming the 
work of the former authors.  
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The theoretical methods used to model the physical properties of a system consist of 
three broad categories namely: Quantum Mechanics (QM), Empirical Force Field 
Models (Classical Mechanics) and a hybrid of Quantum Mechanics with Molecular 
Mechanics (QM/MM) [1].  
 
When selecting a theoretical approach to solve a problem, there are a number of 
factors that one needs to consider such as the size of the problem, the level of 
accuracy required and as well as the costs attributed to the selected method. 
 
In this section we present a comprehensive discussion of all the computational details 
and the theory of the methods employed in this study. We will start off the discussion 
with a description of quantum mechanical methods, followed by molecular 
mechanics/dynamics including a brief overview of optimisation techniques. This is 
followed by a discussion of hybrid QM/MM methods. The chapter closes off by 




3.2 Background to Quantum Mechanics 
 
Quantum Mechanics (QM) provides the most accurate first principles methods for 
describing chemical systems. QM methods are implemented in electronic structure 
programs such as Gaussian [2] and GAMESS-UK [3], both of which have been used 
in this project. These methods explicitly model the electrons in atomic and molecular 




The time-dependent Schrödinger equation can be written as: 
 
                                       {−ℏ
2
2𝑚
∇2 +𝒱}Ψ(𝒓, 𝑡) = 𝑖ℏ
𝜕Ψ(𝒓,𝑡)
𝜕𝑡
                                    Eq 3.1 
 









                                                      Eq 3.2 
 
To solve the Schrödinger equation one requires a number of postulates [4]. If we 
postulate that energy 𝒱  does not depend on time we can consider the time 
independent Schrödinger equation, which is expressed as: 
 
                                                     {
−ℏ2
2𝑚
∇2 +𝒱}Ψ(𝒓) = 𝐸Ψ(𝒓)                                  Eq 3.3 
 
which only depends on the spatial terms/coordinates. 
 
The left hand side of equation 3.3 is usually abbreviated to Ĥ𝛹 , where Ĥ is the 
Hamiltonian operator: 
 
                                                            Ĥ = −ℏ
2
2𝑚
∇2 + 𝒱                                          Eq 3.4 
 
The Hamiltonian operator is made up of two terms, a kinetic and potential energy 
term. The kinetic energy term is: 
 
                                                                   −ℏ
2
2𝑚
∇2                                                  Eq 3.5 
 































                                                     Eq 3.6 
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Where Z is the number of protons and e is the fundamental charge. The potential 
energy expression is made up of electrostatic interactions between nuclei, between 
electrons and between electrons and nuclei. 
 
The Schrödinger equation can be solved exactly for only a few problems, which 
include a particle in a box, the harmonic oscillator, particle on a ring, particle on a 
sphere and the hydrogen atom. Imposing restrictions known as boundary conditions 
[4] allows for this problem to be solved. For molecular systems no exact solution of 
the Schrödinger equation can be found instead we obtain an approximation of the true 
solution by ignoring the electron-electron repulsion [4]. 
 
 
3.2.1 The Born-Oppenheimer approximation 
  
It has been noted that the Schrödinger equation can be solved exactly for a molecular 
system; with aid of the Born-Oppenheimer approximation [5] it is possible to solve 
this equation. Here the nuclear kinetics are ignored, justifiable by the fact that 
electrons are lighter and thus possess motion which is far greater than that of protons. 
Electrons can be expected to instantaneously adjust to the nuclear coordinates of a 
molecule thus the effective energy of a molecule is [1]: 
 
                                         Ĥ𝑒𝑙𝑒𝑐Ψ𝑒𝑙𝑒𝑐(𝑟, 𝑅) = 𝐸𝑒𝑓𝑓(𝑅)Ψ𝑒𝑙𝑒𝑐(𝑟, 𝑅)                      Eq 3.7 
 
where the wavefunction depends on the position of the nuclei (R) and electrons (r). 
The electronic Hamiltonian is as before a sum of the kinetic and potential energy, 
where the kinetic energy is: 
 














𝑖                         Eq 3.8 
 
and the potential energy is as shown in equation 3.6 
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3.2.2 Molecular Orbital Theory 
 
Extension of the wavefunction to molecules requires the introduction of molecular 
orbitals (MO) theory. Molecular orbitals are used to approximate the complete 
wavefunction, where each spatial orbital, 𝛹 (x,y,z), depends upon the Cartesian 
coordinates of a single electron [1]. 
 
In most QM calculations performed for molecular systems, each molecular spin 
orbital is expressed as a linear combination of atomic orbitals. It follows that each 
MO can be written as a summation of the form: 
 
                                                        𝜓𝑖 = ∑ 𝑐𝜇𝑖𝜙𝑢𝐾𝜇=1                                            Eq 3.9 
 
where 𝜙𝑢 are the N basis functions and 𝑐𝜇𝑖  are the molecular orbitals expansion 
coefficients. Which effectively means that atomic orbitals can and are represented by 
a combination of basis functions, which could either be of Slater-type atomic (STO’s) 
or Gaussian-type (GTO’s) atomic orbitals [1, 13]. 
 
 
3.2.3 The Hartree-Fock Model 
 
The Hartree-Fock model utilizes two crucial ideas, which are the variantional theorem 
and the Roothaan-Hall equations. The model also makes use of Slater determinants 
and introduces an effective potential (The Self-consistent field).  
 
 
3.2.3.1 The Variational theorem 
 
In the variational theorem it is stated that the energy calculated from an 
approximation to the true wavefunction will always be greater than or equal to the 
“true” energy [1]. 
                                                      𝐸′ = ∫Ξ∗ĤΞ𝑑τ ≥ 𝐸0                                       Eq 3.9 
 
 32 
where 𝐸0 is the true energy.                                                                                 
 
The best guess or solution to a single-determinant wavefunction can be obtained by 
minimizing the energy with respect to the molecular orbital coefficients. When the 
Schrödinger equation is solved by integrating over all space with a trial wavefunction 
Ξ the value for the energy E’ is: 
 
                                                          𝐸′ = ∫Ξ
∗ĤΞ𝑑τ
∫Ξ∗Ξ𝑑𝜏
                                              Eq 3.10 
 
for a normalised wavefunction: 
 
                                                      𝐸′ = ∫Ξ∗ĤΞ𝑑τ                                              Eq 3.11 
 
If the initial guess of the wavefunction, Ξ, is the true wavefunction, Ψ, then the actual 
energy is calculated [6]: 
 
                                                       𝐸′ = ∫Ψ∗ĤΨ𝑑τ                                           Eq 3.12                                    
 
 
3.2.3.2 The Roothaan-Hall equations  
 
The Roothaan-Hall equations are derived by variationally optimizing a Slater 
determinant wavefunction and subsequently writing the wavefunction as a linear 
combination of atomic orbitals. The derivation is done for closed-shell system 
(systems with no unpaired electrons) [1]. For open-shell systems (systems with 
unpaired electrons) the equivalent equations are the Pople-Nesbit equations. Hartree-
Fock theory in conjunction with a closed-shell single determinant is used for 
molecules in their ground state and is commonly known as the Restricted Hartree-
Fock (RHF) theory. The standard form of the Fock matrix, which represents the 
average field effects of all the electrons on an orbital in the Roothaan-Hall equations 
is shown in equation 3.13 
 
 33 





𝜆=1               Eq 3.13 
 
For a full description of the on how to solve the Roothaan-Hall equations see: 
Molecular Modelling: Principles and Applications [1]. 
 
3.2.3.3 Self-Consistent field  
 
The procedure for solving the Roothaan-Hall equations is called the Self-Consistent 
Field (SCF) method. The equations are solved iteratively and converge to the 
minimum energy; if the orbitals are self-consistent they will generate a field, which 
would produce the same orbitals [1].  
 
 
3.2.3.4 Choosing a basis set 
 
In order to solve the total electronic wavefunction, the approximate wave function is 
represented as a linear combination of atomic orbitals. A mathematical description of 
each atomic orbital is formulated and included into a set known as the basis set [13]. 
 
If an integration is carried out over all space, the probability of finding an electron is 
unity, meaning that an electron has a finite probability to exist anywhere in space. A 
basis set describes the orbitals that are available for the occupation of electron and the 
less restrictive the basis set is the more accurately the electrons are described [13].   
 
In chemistry it possible to form a set of functions for the electrons, these function 
must meet both mathematical and physical constraints thus one must choose a 






3.2.3.5 Density Functional Theory 
 
The Schrödinger equation allows one to calculate the energy once the Hamiltonian 
has been defined. As described in section 3.2, the electronic Hamiltonian is a function 
of the number of electrons, their positions and the charges on the nuclei. This 
information can also be obtained from the electron density, in turn making the energy 
a function of the density, which is a function of the electronic positions (Density 
Functional Theory) [16]. 
 
The energy density functional 𝐸[𝜌(𝒓 )] is unique for unique densities, obeys the 
variational theorem and can be obtained via a 1-electron functional, 
 
                                                      𝐸[𝜌] = 𝑑𝒓𝜌(𝒓)𝑣(𝒓)                                      Eq 3.13 
 




thus the exact energy can be expressed in terms of orbitals 
 
                                               𝐸[𝜌] = ∑ 〈𝜙𝑖(𝒓)|𝑣(𝒓)𝜙𝑖(𝒓)〉𝑁𝑖=1                            Eq 3.14     
 
Using the SCF procedure we can find orbitals that correspond to the lowest energy, 
the only difference being that in this method the Fock operator is represented as 
follows: 
 
                                                        𝐹𝐾𝑆𝜙𝑖𝐾𝑆 = 𝑖𝐾𝑆𝜙𝑖𝐾𝑆                                      Eq 3.15 
 
This is known as the Kohn-Sham (KS) SCF procedure and as in the RHF SCF method 





3.3 Molecular Mechanics Methods 
 
The success of any computational study of a chemical system can be attributed to the 
quality of the mathematical model employed to calculate the potential energy of the 
system under investigation. Depending on the size of a system and the property under 
investigation one can use either the Quantum Mechanical (QM) approach or the 
Molecular Mechanics (MM) approach. In the MM approach, a set of mathematical 
equations is used to describe the physical interactions that mandate the structure and 
dynamic properties within a chemical system. 
 
 
3.2.1 Force fields 
 
A force field is generated by a combination of potential energy functions that 
adequately describes the intra and intermolecular interactions of a system. 
 
 
3.2.2 Molecular Mechanics Potential Energy Functions 
 
A potential energy function is a mathematical equations that is used to calculate the 
potential energy of a system as a function of its three-dimensional structure. The 
equation consists of terms that describe the various physical interactions that mandate 
both the structure and the dynamics of a system. The physical interactions within a 








Figure 3.1: Schematic representation of the types of bonding interactions within a 
molecule (a) bond stretching (b) bond angles and (c) rotational torsion angle.   




𝜈(𝑟) =  ∑ 𝑘𝑏(𝑟 − 𝑟0)
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𝑏𝑜𝑛𝑑𝑠




∑ 𝑘𝑥[1 + 𝑐𝑜𝑠(𝑛0𝜒
𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠


















Figure 3.2: Schematic representation of the types interactions between molecules (a) 
electrostatic interactions and (b) van der Waals interactions.   
 






















Equations 3.16 and 3.17 above represent the internal and external terms of any 
molecule respectively. For terms such as bond lengths, kb; valence angles, 𝜽; torsion 
or dihedral angle, 𝝌; and the improper rotation, 𝝍; in equation 3.16 and 3.17, their 
values can be deduced from either experimental result generated by Crystallography 
or Nuclear Magnetic Resonance (NMR) spectroscopy, a structure generated during a 





Monte Carlo (MC) simulation or Quantum mechanical (QM) calculations. The 
remaining terms in the equations, known as parameters, are associated with the 
particular atom type and the types of atom that that atom is covalently bonded to. 
These terms allow for correct treatment of different atoms and their different 
connectivity’s without changing the equation. 
 
It follows that the accuracy of how the physical interactions are treated is dependent 
on the parameters used in the potential energy functions above. The complete 
potential energy function is shown in equation 3.18 
 
U = Ubonds + Uangles + Udihedrals + Uimpropers + Uvan der Waals + Uelectrostatic  
Eq 3.18 
3.4 Molecular Dynamics 
 
Upon obtaining a potential energy function and developing force fields that are 
satisfactory, it is then possible to generate configurations of a system in a suitable 
ensemble. In the Molecular Dynamics (MD) approach, equations 3.19 and 3.20, the 
Newton’s equations of motion are integrated simultaneously, over time, for all the 
atoms that exists within a system  
 






                                              Eq 3.19 
 
                                                     𝐹𝑖 = ­
𝜕𝑉(𝑟𝑖,𝑟𝑖+1,…𝑟𝑁)
𝜕𝑟𝑖
                                         Eq 3.20 
 
where Fi is the force on atom i that has a mass mi  and t the time. The gradient of the 
potential energy, V(r), gives the force. Various algorithms have been used to integrate 







3.4.1 Integrating the Equations of Motion 
 
The most computationally demanding part of a molecular dynamics simulation is the 
calculation of the forces at every time step. In addition to be being as fast as possible, 
the chosen algorithm has to allow for long integration time steps with the smallest 
numerical error possible. 
 
The most commonly used algorithm to integrate the equations of motion is that 
described by Verlet in 1967. Unfortunately this algorithm experiences some 
shortcomings when generating trajectories. This comes about through the addition of 
a small term to a difference of large terms giving rise to numerical imprecision [1]. 
Schemes have been suggested to account for the inefficiencies of the original Verlet 
algorithm, examples of such integrators include schemes such as the leapfrog 
algorithm, Velocity Verlet and the “New” Velocity Verlet algorithm implemented in 
CHARMM.  The leapfrog and the CHARMM’s Velocity Verlet algorithm were used 
in this study and are discussed in the following section. 
 
3.4.1.1 Verlet leapfrog integration algorithm 
 
The leap-frog algorithm uses the relationship between position r(t), mid time-step 
velocity  v(t − 1
2
δt)and acceleration a(t) of an atom in the following manner, 
 
                                           𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗 (𝑡 + 1
2
𝛿𝑡)                          Eq 3.21 
 
                                         𝒗 (𝑡 + 1
2
𝛿𝑡) = 𝒗 (𝑡 −
1
2
𝛿𝑡) + 𝛿𝑡𝒂(𝑡)                        Eq 3.22    




𝛿𝑡)  is evaluated first after which the velocities are leaped over the 
coordinates to give the next mid-step values 𝑣 (l − 1
2
δt). The velocities at this step are 
then calculated using equation 3.22 [7]: 
 





𝛿𝑡) + 𝑣 (𝑡 −
1
2
𝛿𝑡))                        Eq 3.23 
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This is necessary as the energy at time t must be calculated, likewise any other 
variables that require both the system coordinates and velocities at the same time. 
𝒓(𝑡 + 𝛿𝑡) is then used to leap the coordinates over the velocities, now the new 
accelerations may be calculated for the next step. 
  
 
3.4.1.2 The CHARMM Velocity Verlet integrator 
 
The CHARMM Velocity Verlet (VV2) integrator is a type of Verlet integrator that 
integrates the equations of motion using explicit reversible integrators. It is derived 
from classical propagators using the operator factorisation or operator splitting 
techniques. [8] This splitting technique results in a process where a system is 
evaluated using the velocity-verlet integration at small time step 𝜕𝑡 for n steps under 
the influence of an arbitrary reference force 𝑭𝑟𝑒𝑓. The computationally expensive true 
force F, is evaluated only every n steps at a larger time step ∆𝑡 with the integrator 
being applied as follows: 
 








] ; 𝑛, 𝜕𝑡]                   Eq 3.24 
 















]           Eq 3.25 
     
               
The VV2 integration procedure starts with an initial velocity condition, which is 
modified by the difference between the true force and the reference force, which is the 
force at the beginning of each large step. The velocities obtained from the integration 
must be modified by the difference between the reference force and the true evaluated 
force at the end of the large time step. 
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This algorithm is implemented in CHARMM for the use in polarisable force fields 
that are based on Drude oscillator model. For further details on the integrator method 
the reader is directed to reference 8.  
 
 
3.4.2 Periodic boundary Conditions 
 
Molecular dynamics simulations may be used to predict bulk properties from a 
simulation that contains only a fraction of the particles that a physical sample would 
contain. This is carried out by simulating a small sample of molecules, in the case of 
ionic liquids ions, contained in a cubic simulation box. Other space-filling box shapes 
may also be used [7]. A major shortcoming of this is that particles at the edge of the 
simulation box may leave the defined simulation box completely leaving fewer 
particles in the systems. In addition the atoms at the edge of the box may start to 
experience forces that are different to those experienced by particles in the bulk 
system. The above-mentioned issues are known as edge effects and can be accounted 














Figure 3.3: Schematic representation of periodic boundary conditions. The central 
shaded box represents a simulation box, which is surrounded by its periodic images. 
The arrows shows an instance were an atom exits the simulation box and it re-enters 
the simulation box in the opposite side with the same energy and velocity.  
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A particle that leaves the simulation box is accounted for by creating an image of the 
particle that has just left the simulation box [9]. The imaged particle re-enters the 
simulation box in the opposite side with the same velocity.   
 
3.4.3 Potential Truncation 
 
During a molecular dynamics simulation, the potential energy of each atom within the 
system under study is calculated. This can be time consuming depending on the 
number of atoms present in the system. As such, potential cutoffs in combination with 




Non-bonded van der Waals and electrostatic interactions are treated with cutoffs and 
the application of periodic boundary conditions (section 3.4.3). The latter treatment 
requires that the minimum image convention be applied. This assures that a molecule 
does not see itself and interacts with only the closest (taking into account periodic 
images) remaining molecules in the system. A typical cutoff radius is between 9 and 
12 Å, a fitting distance as the pair potential is neglected at this distance. 
 
Simply cutting off the potential where it is non-zero can introduce significant errors, 
since the potential of the system will no longer be continuous, disrupting the 
conservation of the total energy.  To avoid the above from occurring, smoothing or 
switching functions can be used.  
 
3.4.3.2 Smoothing and Switching Functions 
 
There are two methods that are commonly used to truncate the potential to zero, 
equations 3.26 and 3.27, the “switching” and “shifting” functions, respectively 
 









4 )      𝑟𝑖𝑗 < 𝑟𝑐𝑢𝑡
0                                  𝑟𝑖𝑗 > 𝑟𝑐𝑢𝑡
                         Eq 3.26 
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               𝑆𝑤(𝑟𝑖𝑗) = {





           𝑟𝑜𝑛 < 𝑟𝑖𝑗 ≤ 𝑟𝑜𝑓𝑓
0                                                                𝑟 > 𝑟𝑜𝑓𝑓
             Eq 3.27 
 
A shifting function modifies the interaction potential over the complete range to the 
cutoff distance and assures that it approaches zero smoothly at the cutoff distance and 
is zero beyond. A switching function only adjusts the potential between an elected 
“cuton” and “cutoff” distances. The interaction potential is unaffected for distances 
less than the “cuton” distance and is zero for distances greater than the “cutoff 
“distance [20]. In general, the normal interaction gets multiplied by these functions in 
order to truncate the potential to zero. 
 
 
3.4.3.3 The Ewald Summations  
 
The most effective technique for computing the electrostatics of an MD simulation is 
the Ewald summation method [1]. The Ewald method is used for the treatment of 
long-range interactions in periodic systems, which play a vital role in the simulation 
of charged species. 
 
In this method, a particle interacts with all other particles in the simulation including 
those imaged in periodic cells. All pairs of charges in a simulation box have a charge-
charge contribution to potential energy, which can be represented as follows: 
 
















𝑖=1                        Eq 3.28  
 
The first term accounts for interactions within the central box, and the second term 
represents interactions between atoms in the central box and their images and between 
atoms in various periodic replicas [9]. Here 𝑟𝑖𝑗𝑜 is the minimum image distance, L is 
the box length and n splits into nx, ny and nz and represents unit vectors to all periodic 
boxes around the central box 
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The summation procedure tends to be cumbersome due to the number of charges that 
interact with each other in the simulation box and it surrounding periodic images. 
Thus when calculating the Ewald sum the trick is to break up the summation into two 
series based on the identity: 
 








                                          Eq 3.29 
 
The point being, one has to choose a suitable function, 𝑓(𝑟), which can deal with the 
rapid changes of  1
𝑟
 at short r and the slow decay at long r. The potential energy 
charge-charge contribution thus becomes: 
 













































𝑖=1              Eq 3.30 
 
because each charge in a system, treated with the Ewald method, is considered to be 
surrounded by a neutralization charge distribution, which has the same magnitude but 
bears an opposite charge, the sum over the charges is converted to a sum of 
interactions that exist between the charges and the neutralisation distributions [1]. To 
this a second neutralisation distribution, which counteracts the first neutralisation 
distribution, is added and a self-term subtracted. A forth correction term; 
 









                                       Eq 3.31 
 
may be required if the medium surrounding the simulation box is a vacuum, however, 





3.4.4 Constrained Dynamics 
 
Constraint Dynamics allow for selected coordinates to be kept fixed during a 
simulation whilst not interfering with the other degrees of freedom. This method is 
typically used for bond vibrations involving very light atoms such as the hydrogen 
atom. These light atoms vibrate at a very high frequency limiting the timestep to be 
used in a molecular dynamic simulation. Due to these high frequency motions being 
of very little significance in contrast to their lower frequency counterparts they are 
kept fixed. 
 
Ryckaert, Cicootti and Berendesen’s SHAKE algorithm is one of the most commonly 
used constraint method in molecular dynamics [14]. SHAKE is a technique developed 
to treat the dynamics of a molecular system where a selected degree of freedom, such 
as a bond, is to be constrained while the other degrees of freedom are free to evolve 
under the influence of the interactions that exists within the system. 
 
The most common use of the SHAKE algorithm is in constraining bonds that involve 
the hydrogen atom, which tend to vibrate at very high frequency in comparison to 
other bonds in a system [1]. 
 
 
3.4.5 Simulation Ensemble 
 
In molecular dynamics simulations four types of statistical ensembles are typically 
used, these are the canonical (constant N, V and T); the microcanonical (constant N, 
V and E); the grand-canonical (constant μ, V and T) and the isothermal-isobaric 
(constant N, P and T), where N is the number of particles, V the volume, P the 
pressure, T the temperature, E the energy and μ the chemical potential. 
 
In each ensemble the mentioned thermodynamic variables are specified and are kept 
constant while the other thermodynamic quantities must be determined by ensemble 
averaging. Fluctuations from the ensemble average are possible and have been shown 
to be crucial for the calculation of certain thermodynamic parameters such as heat 
capacities, etc. [1]. 
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Computer simulations are of great value and are deemed to be more trust worthy 
when they can be compared to experiments. Thus the most obvious choice would be 
to either run simulations in the canonical, constant-NVT, or the isothermal-isobaric, 
constant-NPT, ensemble. Various methodologies have been used to implement these 
ensembles [1].  
 
 
3.5 Hybrid simulations (QM/MM) 
 
To date QM calculations are not feasible for large systems and MM methods cannot 
always provide the level of accuracy required for every given calculation. To 
overcome the shortcomings of both methods a combined QM/MM approach may be 
used, this approach is ideal for systems where electronic effects are likely to exist and 
a pure QM approach would be too computationally expensive to apply. 
 
This approach is implemented with the following Hamiltonian [13]: 
 
             𝐻𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝐻𝑄𝑀0 + 𝐻𝑀𝑀 + 𝐻𝑄𝑀/𝑀𝑀𝐸𝑙𝑒𝑐 + 𝐻𝑄𝑀/𝑀𝑀𝑣𝑑𝑊 + 𝐻𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦            Eq 3.32 
 
and the energy is evaluated as:  
 
                             𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑄𝑀 + 𝐸𝑀𝑀 + 𝐸𝑄𝑀/𝑀𝑀 + 𝐸𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦                       Eq 3.33 
 
each of the Hamiltonian terms describe potentials of different parts of the system and 
the term 𝐻𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 is used to account for bulk effects and is the periodic boundary 
term applied in Molecular dynamics (MD). 
 
In order to account for the environmentally induced relaxation of the QM 
wavefunction 𝐻𝑄𝑀/𝑀𝑀𝐸𝑙𝑒𝑐  is separated into parts; 
 
𝐻𝑄𝑀/𝑀𝑀


























𝑘   
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 Eq 3.34  
 








 and the classical term 
for the interaction of MM atoms with the solute nuclei. 
 
For a more detailed description of this approach see: A combined quantum 
mechanical and molecular mechanical potential for Molecular dynamics simulations 
[13] 
 
For the calculations carried out in this study Semi Empirical methods were used to 
model the quantum mechanical region of a QM/MM simulation. These simulations 
were achieved by interfacing GAMESS-UK with CHARMM. 
 
3.6 The Drude Oscillator Model – Theory 
 
In accordance to the classical Drude oscillator model, polarisability is introduced by 
the addition of massless charge particles to each polarisable atom within a molecule 
[14]. The massless charge is attached to an atom by a harmonic spring, as illustrated 
in figure 3.4, creating a finite induced dipole as the partial atomic charge is 








Figure 3.4: A classical Drude oscillator model using a Methanal molecule as an 
example. The hydrogen molecules are made non-polarisable and the displacement of 








The displacement of the Drude particle in a molecular dynamics simulation is 
determined self-consistently by finding the minimum energy uniform with the Born-
Oppenheimer approximation [14]. For a Drude particle in its equilibrium position, the 
polarisability of atom X, α(X), is related to the charge qD(A) through the equation, 
 
                                                                     𝛼(𝑋) = 𝑞𝐷
2 (𝑋)
𝑘𝐷
                                   Eq 3.35 
 
where kD is the force constant of the harmonic spring connecting a Drude particle to 
its “parent atom”. The force constant is chosen such that the particles remain 
displaced and so that the whole term is equal to the point-dipole, associated with the 
atom-Drude pair [17]. 
 
A major advantage of using the Drude oscillator model for the explicit inclusion on 
polarisation is that the simple functional form of the additive force field, discussed in 
section 3.2.2, is preserved. 
 
U = Ubonds + Uangles + Udihedrals + Uimpropers + Uvan der Waals + Uelectrostatic  
Eq 3.36 
 
The electrostatic energy, Uelectrostatic , in the polarisable model is substituted by a 
Coulombic energy terms which describe interactions between the Drude particles, the 
core parent atoms and as well as the self-energy of polarisable atom treated via a 


























N and ND are the number of real atoms and Drude particles, respectively, likewise qC 
and qD are the charges on each and r and rD are the positions of the parent atom and 
the Drude particles. With the aid of equation 3.37 one can perform MD simulations 
with only minor changes in the existing packages as the original functional form stay 
essentially unchanged.  
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During the MD simulation the Drude particle position for every configuration has to 
be self-consistently adjusted at each step, which is inefficient and computationally 
expensive [15]. To overcome this an MD algorithm based on an extended langrangian 
formalization [16,17] is implemented. In the formalization, a relatively small mass is 
assigned to a Drude particle and a low temperature thermostat controls the oscillations 
of the particle, [18] alleviating the inefficient and costly parts of the technique. 
 
3.7 Calculating Thermophysical properties of Room Temperature 
Ionic Liquids from molecular dynamics simulations 
 
 
3.7.1 Radial Distribution functions 
 
Radial distribution functions (RDFs) are a useful means of reporting the fluid 
structure of a liquid. RDFs, g(r), give the probability of finding a pair of atoms 
separated by a distance r, relative to the probability expected for a completely random 
distribution at the same density. The equation defining the RDF between a pair of 
atoms in a spherical volume element is as follows: 









𝑖=1 ⟩                         Eq 3.38 
where V is the volume of the spherical shell, N is the total number of atoms within the 
volume of the shell, δ is the dirac delta function and r is the radial distance [14]. The 
double summation accounts for all a and b pairs separated by distance r. The 
integration of equation 3.38 over the full spherical volume yields 









𝑖=1 ⟩                Eq 3.39 
the integral of the Dirac function is unity and  1
𝑉
 is the normalisation constant for g. It 
thus follows that equation 3.39 may be read as a probability function and the 
probability of finding atoms a and b within range Δr from r is expressed as follows: 
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                                             𝑃{𝑎, 𝑏, 𝑟, ∆𝑟} = 4𝜋𝑟
2
𝑉
𝑔𝑎𝑏(𝑟)∆𝑟                               Eq 3.40 
Thus g(r) = 1 indicates no order (a random distribution), while g(r) > 1 indicates a 
local ordering and g(r) < 1 indicates a depletion at a given separation r. Figure 3.5 
shows an example of a cation-cation, anion-anion and cation-anion radial distribution 
function at 333.15 K and 1 atm for 1-butyl-3-methylimidazolium 
hexaflourophosphate. This example shows that cation–anion pairs tend to order in a 
first solvation shell at a separation of about 3.8 Å. Subsequent cation–anion solvation 
shells occur at 5.9 and 10 Å and the same type of ordering is observed amongst the 
cations and anions.  
 
 
Figure 3.5: Atom-atom radial distribution function of a [C4MIM][PF6] at T = 333.15 









3.7.2 Correlation Functions 
If one wishes to determine the correlation (supposing a correlation does exist) 
between two sets of data values x and y, one may do so by making use of a correlation 
function [1]. A correlation function provides a numerical value that encases the data 
and evaluates the strength of the correlation, a typical one being:  
 
                                              𝐶𝑥𝑦 =
1
𝑀
∑ 𝑥𝑖𝑦𝑖 ≡ 〈𝑥𝑖𝑦𝑖〉
𝑀
𝑖=1                                   Eq 3.41 
 
here it has been assumed that there are M values of 𝑥𝑖 and 𝑦𝑖 in the data sets.  
 
If the quantities of x and y are the same, the function is usually called an 
autocorrelation function and gives an indication of the extent to which a system 
“recalls” its previous values. An example of one such case is that of a velocity 
autocorrelation coefficient whose value indicates how closely the velocity at a time t 
is correlated with velocity at the start, time 0. Some Correlation functions may be a 
property of an entire system whereas others can be averaged over all the particles like 
in the example of the velocity autocorrelation function, which is calculated by 
averaging over the N atoms in the simulation, 
 





𝑖=1 𝐯𝑖(0)                             Eq 3.42 
 
to obtain a normalized function, we divide by 〈𝐯𝑖(0) ∙ 𝐯𝑖(0)〉: 
 







𝑖=1                                  Eq 3.43          
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Thus an autocorrelation function has an initial value of 1 and at long times the value 
drops to 0.  The time taken to lose correlation is known as the relaxation or correlation 
time. Simulations that are significantly longer than the relaxation times are preferred 
as many sets of data may be extracted from the simulation to calculate the correlation 
functions and to reduce the uncertainty of a calculation. 
3.7.3 Self-Diffusion Constants 
 
Molecules in a liquid tend to collide continuously with each other, preventing them 
from moving in simple linear paths. This motion is known as the diffusive motion of 
molecules, and can also be described as a random walk. Fick’s First Law is the 
macroscopic law that can be used to describe diffusion. This law states that the flux, J, 
of the particle density is proportional to the negative gradient in the concentration of 
the same species:   
  
                                                        𝐽 =  −𝐷∇𝑐                                                   Eq 3.44 
 
where D the proportionality constant called the diffusion coefficient. [11] For a 
uniform diffusion coefficient, the evolution of the concentration of molecules per unit 
volume with respect to time can be defined as follows using  fick’s second law: 
 
                                                  𝜕𝜌(𝒓,𝑡)
𝜕𝑡
= 𝐷∇2𝜌(𝒓, 𝑡)                                           Eq 3.45 
where 𝜌 is the concentration. 
Equation 3.45 can be rewritten in terms of the probability density that a molecule will 
be found at some point in space. Letting ℘(r; t) be this normalized probability, we get 
for the concentration: 
                                                      𝜌(𝒓, 𝑡) = ℘(𝐫, t)N    
                                                       ∫℘(𝐫, t)dr = 1                                             Eq 3.46 
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if we substitute this into equation 3.46 we get: 
 
                                                    ℘(𝐫,t)
𝜕𝑡
= 𝐷∇2℘(𝐫, t)                                          Eq 3.47 
 
If a molecule is known to initially start at a given point (r = r0) at t = 0. Then, the 
solution to ℘(r; b) can be obtained from: 






)                               Eq 3.48 
 
The mean square displacement with respect to time can be computed from equation 
3.48: 
〈|𝒓 − 𝒓𝟎|
𝟐〉 = ∫℘(𝐫, t)|𝒓 − 𝒓𝟎|
𝟐𝑑𝒓 
                                                            = 6𝐷𝑡                                                       Eq 3.49 
Equation 3.49 is also called an Einstein relation and gives us a way to measure the 
diffusion constant in a simulation from the slope of the mean squared displacement 
(MSD) at long times: 
 
                                               𝐷 =  1
6
lim𝑡→∞⟨(𝑟𝑖(𝑡) − 𝑟𝑖(0))
2⟩                           Eq 3.50 
 
 
For better statistics, the mean square displacement plots must be computed from 
multiple origins and the diffusion constants should only be calculated when the MSD 
plots show linearity, which only occurs after some initial time period has passed. 




3.7.4 Pressure Fluctuations and Shear Viscosity 
 
Shear viscosity and other transport properties can be calculated from molecular 
dynamics simulations with the aid of a suitable autocorrelation function [1]. For 
instance the viscosity is depend upon the stress tensor Pxz(t) changes with time. At a 
time t the difference between Pxz(t) and Pxz(0) is given by: 
                                              |P𝑥𝑧(𝑡) − P𝑥𝑧(0)| = ∫ v(𝑡′)𝑑𝑡′
𝑡
0
                           Eq 3.51 
 
If both sides of the equation are squared we get 
 





〈v(𝑡′) ∙ v(𝑡′′)〉                  Eq 3.52 
 
Integration of the double integral, Eq 3.52 results in the Green-Kubo formula: 
                                ⟨|P𝑥𝑧(𝑡)− P𝑥𝑧(0)|
2⟩
2𝑡






                      Eq 3.53 
 
and in the limit:            







                     Eq 3.54 
 
The viscosity of a liquid can be related to the fluctuations of the off-diagonal elements 
of the pressure tensor. The viscosity can be calculated from an equilibrium simulation 
from the following Green-Kubo formula: [11] 
 
                                   𝜂 = 𝑉
𝑘𝐵𝑇
∫ ⟨𝑃𝑥𝑧(𝑡0)𝑃𝑥𝑧(𝑡0 + 𝑡)⟩𝑡0𝑑𝑡
∞
0
                                Eq 3.55 
 
 



















                    Eq 3.56   
  
 
both methods have been found to converge rather slowly, which is a result of the 
volume of the size of the simulation box fluctuates vigorously. The Einstein relation 
is considered to be the more convenient method to use as the inaccuracies in long time 
correlations can be avoided by only considering integrals over shorter correlation 
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Classical Force Field Model for Room Temperature Ionic Liquids 
4.1  Introduction 
 
In this section molecular dynamics simulations are used to predict diffusion coefficients and 
viscosities of room temperature ionic liquids using a standard force field with and without 
employing scaling factors (see section 2.2.4). Structural features as well as liquid densities 
are investigated. Two specific ionic liquids, 1-butyl-3-methylimidazolium tetrafluoroborate 
([C4MIM][BF4]) and 1-butyl-3-methylimidazolium ([C4MIM][PF6]) are used. [C4MIM][BF4] 
and [C4MIM][PF6] were chosen for this study as they have been extensively explored in 
literature using both experiment and simulations, this would allow for ease in benchmarking 
the results obtained in this study.  
 
The bulk of the computational methods used in the work presented in this chapter have been 
discussed in general in chapters 2 and 3, however, the specific computational details of the 
methods are described below. 
 
 
4.2 Computational Details 
 
Initial configurations of 250 and 300 ion pairs of [C4MIM][BF4] and [C4MIM][PF6] in cubic 
boxes of 40 Å and 48 Å, respectively, were generated for molecular dynamics using Packmol 
[15]. The starting volumes were chosen to match the experimental density. The 
configurations were subsequently relaxed using 700 steps of Newton-Raphson energy 
minimization. The system was heated at 10.0 K every 50 steps to 800.0 K and then cooled at 
10.0 K every 50 steps to 333.15 K, followed by 10 ns of MD simulation in the isothermal-
isobaric (NPT) ensemble employing a Nose-Hoover barostat to maintain a pressure of 1.0 
atm at a temperature of 333.15 K. Periodic boundary conditions were used. Of the 10 ns, 5 
were regarded as equilibration and the remaining 5 were used to compute liquid densities and 
average simulation box sizes. NPT simulations were also carried out at 298.15 K, however, 
333.15 K was preferred for the remainder of the discussion, since this temperature is well 
above the melting points of [C4MIM][BF4] and [C4MIM][PF6], which are 202.15 and 279.55 
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K, respectively. The time step was set to 1 fs and the Verlet algorithm was used to integrate 
the equations of motion. The SHAKE algorithm with a tolerance of 1.0 x 10-10 was applied to 
all bonds containing a hydrogen atom. The van der Waals interactions were cut off beyond 
14.0 Å and a switching function initiated at 12.0 Å was used to bring the dispersion 
interaction to zero at the cut off distance. The nonbonded list cutoff was chosen as 14.0 Å. 
Long-range electrostatic interactions were treated with the particle mesh Ewald method [16 - 
17]. The thermodynamic properties of the system such as total energy and velocity were 
saved every 50 timesteps.    
 
Following this, canonical (NVT) molecular dynamics simulations were carried out at 
333.15 K using the same computational details as above, using the average box size 
calculated from the NPT simulation. 50 ns of MD were recorded and the first 10 ns were 
regarded as equilibration. The MD simulations were carried out using CHARMM c35b2. 
 
Parameters for the force field functional form were obtained in the following manner. 
Lennard-Jones parameters, torsion angle and bond distance/angle force constants for all the 
cations and anions were taken from the CHARMM 27 force field [14]. Partial charges on 
each of the atoms were calculated from DFT generated electrostatic potentials of isolated ion 
pairs using the Merz-Kollman methodology, the level of theory used was B3LYP/cc-pVDZ. 
The charges on symmetrically equivalent atoms were averaged and set equal. Gaussian 03 




























C5 -0.2983 1.800 0.050 H11 -0.0030 1.320 0.022 
C4 -0.1608 1.800 0.050 H12 -0.0030 1.320 0.022 
N3 0.2358 1.850 0.200 C10 -0.3488 2.06 0.080 
C2 -0.1935 1.800 0.050 H13 0.0970 1.320 0.022 
N1 0.3738 1.850 0.200 H14 0.0970 1.320 0.022 
H1 0.2328 0.900 0.046 H15 0.0970 1.320 0.022 
H2 0.2764 0.900 0.046 B1 1.0608 2.010 0.398 
H3 0.2272 0.900 0.046 F1 -0.5152 1.750 0.255 
C6 -0.3310 2.275 0.020 F2 -0.5152 1.750 0.255 
H4 0.1280 0.900 0.046 F3 -0.5152 1.750 0.255 
H5 0.1280 0.900 0.046 F4 -0.5152 1.750 0.255 
H6 0.1280 0.900 0.046 P1 1.2823 2.150 0.255 
C7 -0.4692 2.275 0.020 F1 -0.3804 1.700 0.255 
H7 0.1738 1.320 0.022 F2 -0.3804 1.700 0.255 
H8 0.1738 1.320 0.022 F3 -0.3804 1.700 0.255 
C8 0.1474 2.175 0.055 F4 -0.3804 1.700 0.255 
H9 0.0066 1.320 0.022 F5 -0.3804 1.700 0.255 
H10 0.0066 1.320 0.022 F6 -0.3804 1.700 0.255 










































































































Table 4.2: Bond, Angle, Dihedral, and Improper Force Constants. 
bonds Kb /kJ mol-1 Å-2   
r0 / Å 
bonds  
kb /kJ mol-1 Å-2 
  
r0 / Å 
C6-N3 220.0  1.462 C8,9-H9,10,11,12 309.0  1.095 
C7-N1 220.0  1.462 C10-H13,14,15 322.0  1.094 
N1,3-C4,5 400.0  1.382 C7-C8 200.0   1.531 
C4-C5 410.0  1.361 C8-C9 222.5  1.537 
N1,3-C2 400.0  1.337 C9-C10 222.5  1.531 
C2-H1 340.0  1.078 B-F 289.8  1.389 
C4,5-H2,3 340.0  1.078 P-F 280.0  1.646 
C6,7-H4,5,6,7,8 309.0  1.090     
angles kθ / kJ mol-1 rad-2  θo /Deg angles kθ / kJ mol-1 rad-2  θo /Deg 
C8-C7-N1 140.0  112.3 H7,8-C7-H 35.5  108.4 
C4,5-N1,3-C2 130.3  108.3 H7,8-C7-C8 33.4  111.7 
H4,5,6-C6-N3 30.0  109.4 H9,10-C8-C7 33.4  109.1 
H1-C2-N1,3 25.0  125.4 C7-C8-C9 58.0  111.5 
N1-C4-C5 25.0  130.7 C8-C9-C10 58.4  112.3 
N1-C2-N3 130.0  109.1 H-C8-9-H 35.50  108.4 
N1,3-C2-H1 25.0  125.4 C8-C9,-H 26.5  108.4 
H2,3-C4,5-C 25.0  130.5 C9-C10-H 35.5  107.2 
N3-C4-H2 25.0  122.0 F-B-F 49.9  109.5 
H4,5,6-C6-H 35.5  108.4 F-P-F 100.0  90.0 
dihedrals Kx / kJ mol-1 n θo /Deg dihedrals Kx / kJ mol-1 n θo /Deg 
C2-N3-C4-C5 14.0 2 180.0 C2-N1,3-C7,6-H 0.195 2 180.0 
N1-C5-C4-N3 14.0 2 180.0 C4,5-N3,1-C6,7-H 0.0 3 0.0 
N1-C2-N3-C4 14.0 2 180.0 C2-N3,1-C7-C8 0.1 3 180.0 
H1-C2-N1,3-C5,4 3.0 2 180.0 C5-N1-C7-C8 0.2 4 0.0 
H2-C4-C5-H3 2.0 2 180.0 N1-C7-C8-C9 0.0 3 0.0 
C4-C5,4-N1,3-C7,6 0.0 0 0.0 H,C-C9-C10-H 0.16 3 0.0 
H2-C4-N3-C2 3.0 2 180.0 N1-C7-C8-H9,10 0.0 3 0.0 
N1,3-C5,4-C4,5-H2,3 3.0 2 180.0 C7-C8-C9-C10 0.15 3 0.0 
N1,3-C2-N3,1-C6,7 0.0 2 180.0 H7,8-C7-C8-H9,10 0.195 3 0.0 
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Table 4.2 continues…  
dihedrals Kx / kJ mol-1 n θo /Deg dihedrals Kx / kJ mol-1 n θo /Deg 
H1-C2-N3,1-C6,7 0.0 2 180.0 H,C-C8-C9-H,C 0.195 3 0.0 
H2,3-C4,5-N3,1-C6,7 0.0 2 180.0     
improper 𝑘𝜓 / kJ mol
-1 rad-2  𝜓o /Deg improper 𝑘𝜓 / kJ mol-1 rad-2  𝜓o /Deg 
H1-N1-N3-C2 0.50  0.00 N1,3-C4,5-C2-C6,7 0.60  0.00 
        
 
 
4.3  Results and Discussion 
4.3.1 Density 
 
Experimentally the density of room temperature ionic liquids is one of the easiest and most 
unambiguous properties to measure with aid of an excellent analytical balance and volumetric 
glassware. Shown in table 4.3 are the experimental and simulated liquid densities for 
[C4MIM][BF4] and [C4MIM][PF6] at 298.15 K and 333.15 K. 
 
Table 4.3: Liquid densities for [C4MIM][BF4] and [C4MIM][PF6].* 
 
 Temp /K [C4MIM][BF4] /g cm-3 [C4MIM][PF6] /g cm-3 
Simulation 333.15 1.080 ± 0.0012 1.3358 ± 0.00189 
Experiment 333.15 1.178 [13] 1.340 [13] 
Simulation 298.15 1.102 ± 0.002 1.362 ± 0.0036 
Experiment 298.15 1.211 [35] 1.368 [32] 
*Simulation errors were calculated as the standard deviation of the density calculated from five 1 ns 
blocks   
 
The density of the RTILs was calculated from the oscillations of the MD box volume. The 
current model was found to have great predictive ability for [C4MIM][PF6], but did not 
perform as well for [C4MIM][BF4]. The calculated percentage deviations of the molecular 
dynamics simulation from the experimental values were found to be 8.3 and 0.3 % for 
[C4MIM][BF4] and [C4MIM][PF6] at 333.15 K and 9.0 and 0.4 % at 298.15 , respectively.  
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The force field performs better at higher temperatures and although being very accurate to 
model [C4MIM][PF6], the density of [C4MIM][BF4]is underestimated. Liu and co-workers 
[12] reported a classical force field based on AMBER for these ionic liquids. This force field 
had a 1.4 % deviation from experiments at 298 K for [C4MIM][BF4], performing 
significantly better than our current force field. For [C4MIM][PF6] at 313 and 333 K they the 
error was 0.8 and 1.1 %. Tokuda and co-workers showed that there is a relationship between 
the molecular weight of the cation and the density [5]. Thus, for RTILs with the same cation, 
the density should be directly proportional to the molecular weight of the anion. Studies have 
also shown that there is a linear decrease in density of an ionic liquid with an increase in the 












Figure 4.2: The densities of [C4MIM][BF4] and [C4MIM][PF6] plotted over time and the 
calculated average density (Shown as the red line). 
 
Figure 4.2 shows the density fluctuation of the liquid over a 1 ns time period during the 
simulation. The density of the liquid tends to sit in blocks alternating around the overall 












blocks show no significant difference in the structure of the liquid, thus these fluctuations are 
not a result of a change in phase within the room temperature ionic liquid. 
 
The agreement between simulated densities and experiment could be improved by fine-tuning 
the Lennard-Jones parameters, however, for the purposes of this work, which focuses on the 
investigation of the partial charges in RTIL models, we have elected to keep all other 
parameters constant as far as possible.   
In MD studies, much like in experiment, liquid densities are easy to compute. Transport 
properties, however, are challenging to simulate accurately, especially in RTILs where the 
intermolecular interactions are strong and polarisation is important. The focus of the work is 
therefore to development a force field that can accurately describe transport properties of 
RTILs, such as diffusion and viscosity. 
 
4.3.2 Liquid Structure 
 
Information from Nuclear Magnetic Resonance (NMR) and Infrared (IR) spectroscopy 
experiments have shown that for imidazolium based ionic liquids, interactions between the 
acidic hydrogens on the imidazolium ring (C2, and C4/C5) and the anion are the most 
important [8]. Figure 4.3 and 4.4 show the radial distribution functions (RDFs) of C2-X, C4-
X, C5-X, C2-C2 and X-X where X=B/P for [C4MIM][BF4] and [C4MIM][PF6] respectively, 
that were computed over 5 ns trajectory. Site-site (i.e. atom to atom) RDFs are often preferred 
over center-of-mass RDFs as they provide a more detailed account of the structure of the 













Figure 4.3: (a) C2-B1, C4-B1, C5-B1 and (b) C2-C2, B1-B1 radial distribution function in 














In figure 4.3it can be seen that the ordering in the liquid spans beyond 20 Å, which is nearly 
half of the length of the simulation box. This ordering is characteristic of a system dominated 
by the long-range Coulombic interactions [24]. The C2-X RDF in figure 4.3 (a), shows that 
there are four peaks located at 3.6, 6.0, 10.6 and 17.3 Å. The first two peaks indicate a 
solvation shell consisting of mostly anions nearest to the cation. The first of these peaks 
correspond to strong coordination with the H2 proton (the "front"), the second to weaker 
coordination with H4/H5 (the "back"). The weak nature of this latter interaction is evident 
from the position of the first peak around H4/H5, which occurs at a larger distance and lower 
value of g(r). Liu and co-workers [12] reported two solvation shell locations for the same 
system at 4.4 Å and 11.6 Å. The difference results from them using centre-of-mass (COM) 
RDFs. Since the imidazolium COM is closer to the middle of the ring, coordination at the 
front and back is equidistant and appears as one peak; these RDFs always have less peaks 
than their atom-atom based counterparts [24, 34,36-37]. 
 
Table 4.2 shows the RDF maxima and minima, as well as the coordination numbers over the 
first and second peak, calculated for [C4MIM][BF4]. The coordination number, N, can be 
calculated from the integration of the RDF from one minima to another, 
  
 
                                                    𝑁 = 4𝜋 ∫ 𝜌𝑔(𝑟)𝑟2𝑑𝑟
𝑅𝑚𝑖𝑛2
𝑅𝑚𝑖𝑛1
                                            Eq 4.1 
 
 
where 𝜌 is the number density and RminX refers to the appropriate minima in g(r), as given in 
Table 4.2. Coordination is preferred at the front of the cation above and below the plane of 
ring. This is confirmed here with an integration of 2.3 representing ≈ 2 anions. Likewise, at 
the back of the cation a total of two anions coordinate (N = 1.8), one with each of the 
hydrogens H4 and H5. A centre-of-mass RDF would report a first cation-anion solvation shell 
coordination number that would be the sum of calculated coordination numbers from the C2-
X, C4-X and C5-X RDFs. If the three coordination numbers are summed, a value of 5.7 is 




Table 4.2: [C4MIM][BF4] Radial distribution function maxima, minima and first and second 
shell coordination numbers.  
 Positiona / Å  Number of ions 
 Rmax1 Rmin1 Rmax2 Rmin2 N1 N2 2nd Peak 
C2-X 3.6 4.9 6.0 7.6 2.3 5.7 
C4-X 4.0 4.9 5.8 6.2 1.8 5.2 
C5-X 4.0 4.9 5.8 6.7 1.8 5.3 
X-X 7.9 8.6 10.1 11.6 - - 
C2-C2 7.1 10.4 14.1 10.4 - - 




Much like the [C4MIM][BF4], [C4MIM][PF6] was found to have an ordering that spans past 
20 Å. In fact the RDFs of the two systems are very similar. The anion-anion (P1-P1) RDF in 
[C4MIM][PF6], however, exhibits a split peak, which is a result of the sequential ordering that 









Figure 4.4: (a) C2-P1, C4-P1, C5-P1 and (b) C2-C2, P1-P1 RDFs of [C4MIM][PF6] calculated 


















Table 4.3: [C4MIM][PF6] Radial distribution function maxima and minima. 
 Positiona / Å Coordination numbers 
 Rmax1 Rmin1 Rmax2 Rmin2 N1 N2  
C2-X 3.9 5.1 6.3 7.9 2.2  5.8 
C4-X 4.2 5.0 5.8 6.9 1.8 5.6 
C5-X 4.2 5.0 5.8 7.6 1.7 5.2 
X-X 8.9 7.5 9.2 11.8 - - 
C2-C2 7.6 8.6 10.2 11.6 - - 
aTabulated values refer to locations of the maximum and minimum of the radial distribution 
function 
 
Both [C4MIM][PF6] and [C4MIM][BF4] have an approximate total of 6 and 16 anions 
surrounding a central cation in its first and second solvation shell. The solvation shells of 
[C4MIM][PF6] were found to be slightly bigger in size, which is consistent with PF6 being 
slightly bigger than BF4. Morrow and Maginn [24] studied [C4MIM][PF6] and reported 
three solvation shells located at 4.3, 10.6, and 17.6 Å, with the cation centre-of-mass as the 
reference. We found four peaks corresponding to three solvation shells at 3.9, 6.3, 10.8 and 
17.6 Å, in close agreement with those reported in reference 24. The first two peaks in this 
work correspond to the first solvation shell reported by Morrow and Maginn. The first 
solvation shell splits into two peaks because of the asymmetry in the cation when using atom 
centred RDFs, whereas Morrow and Maginn used centre-of-mass (which lies closer to the 









4.3.2 Self-diffusion coefficients 
 




Figure 4.5: Mean square displacements (MSDs) of cations in [C4MIM][BF4] calculated over 
a 10 nanosecond trajectory. 
 
Table 4.4 shows the calculated self-diffusion coefficients for the anions and cations of the 
ionic liquids calculated from the Einstein relationship [28],  
 
                                                   𝐷 =  1
6
lim𝑡→∞⟨(𝑟𝑖(𝑡) − 𝑟𝑖(0))











where ⟨(𝑟𝑖(𝑡) − 𝑟𝑖(0))2⟩  is the center-of-mass, ensemble averaged mean square 
displacements (MSDs) of particle i, either the cation or anion. The average is calculated as a 
sum of all ions, N, with a normalisation constant 1
𝑁
. For each simulation 50 ns of MD 
trajectory was recorded and MSDs were computed. Figure 4.5 shows a 10 ns block MSD plot 
computed from the start of the simulation to 10 ns. The plot shows that the MSD becomes 
linear after approximately 100 ps, however, previous studies have shown that for some 
[C4MIM][BF4] RTILs (depending on the viscosity) one requires trajectories of up to 5 ns to 
accurately calculate self-diffusion coefficients [2 - 4]. This is because equation 4.2 is only 
valid once a system reaches its true diffusive motion. Ionic liquids are notorious for their 
slow diffusion [3] and thus take a significant amount of time to reach this regime. 
 
One can determine whether the diffusive regime has been reached by plotting the following 
expression as a function of time, [13]  
 
                                                        𝛽(𝑡) =  𝑑 log ((𝑟𝑖(𝑡)−𝑟𝑖(0))
2)
𝑑 log (𝑡)
                                          Eq 4.3 
 
where 𝛽 characterizes the motion of the system. 𝛽 < 1 represents motion in the sub-diffusive 












The 𝛽 values for all systems were calculated and plotted in order to determine an appropriate 
length scale for the calculation of self-diffusion coefficients. In practice, it has been shown 
that a 𝛽 value of 0.7 and above is sufficient for an accurate estimation of diffusion 
coefficients [10]. Figure 4.6 shows this plot for [C4MIM][BF4]. The system has not quite 
reached its diffusive motion even when 1 ns has elapsed and it should be expected that one 





Figure 4.7: 10 ns block MSDs of the cations and anions of [C4MIM][BF4] at 333.15 K. 
 
Following equilibration, the remaining 40 ns of data was split into blocks of 10 ns, as shown 
in figure 4.7, and self-diffusion coefficients were determined from each block and averaged 
in order to obtained a measure of error. This was done by fitting a straight line between 4 and 
8 ns in each of the blocks; average diffusion coefficient and the standard deviation are shown 
in table 4.4. The standard deviation, expressed as a percentage of the diffusion coefficient, is 
much less for [C4MIM][BF4] (≈10%) than for [C4MIM][PF6] (≈30%). This can be attributed 








expected larger error if the same length of simulation is used. These results suggest that even 
longer simulation times could be used, however, we deemed the accuracy sufficient for the 
comparative needs of this work. 
 
Stokes’ Law stipulates that in a simple liquid one can expect the smaller species, or rather the 
species with smaller effective radii, to diffuse at a faster rate in comparison to larger species 
within the liquid [8]. This, however, does not hold for RTILs as the involved species are 
charged and electronic interactions such as hydrogen bonding have been thought to result in 
deviations from this law [8]. It has been shown that the diffusion rates of the anionic species 
are associated with their strength as hydrogen bond acceptors [24 -27], anions that interact 
much more strongly with the cations will tend to diffuse slower than expected from size 
arguments. Table 4.4 shows the calculated self-diffusion coefficients as well as 
experimentally determined values. 
 
Table 4.4: Calculated self-diffusion coefficients /x10-11 m2s-1 for [C4MIM][BF4] and 
[C4MIM][PF6] at 333.15 K. 
 [C4MIM][BF4]/x10-11 m2s-1 [C4MIM][PF6]/ x10-11 m2s-1 
 Anion Cation Anion Cation 
Simulation 1.29 ± 0.108 2.43 ± 0.018 0.134 ± 0.053 0.268 ± 0.074 
Experiment [5] 5.94 5.91 2.84 3.65 
 
 
Experimental data for self-diffusion coefficients are very scarce, more so at our working 
temperature of 333.15 K. Tokuda et al. used PGSE-NMR measurements to determine the 
diffusion of the ions in [C4MIM][BF4] and [C4MIM][PF6] over a range of temperatures from 
260 to 380 K [5]. The data were fit to a Vogel-Fulcher-Tamman (VFT) equation; 








Table 4.5: VFT equation parameters of self-diffusion coefficients data taken from reference 
5. 




 D0 /x10-4 cm-2s-1 B /x102 T0 /K 
[C4MIM][BF4]    
Cation 1.4 ± 0.1 9.25 ± 0.28 162 ± 2 
Anion 2.8 ± 0.4 11.08 ± 0.40 153 ± 3 
[C4MIM][PF6]    
Cation 1.5 ± 0.3 9.87 ± 0.54 164 ± 4 
Anion 1.8 ± 0.3 10.84 ± 0.54 165 ± 4 
 
This expression was subsequently used to determine diffusion coefficients at 333.15 K. Table 
4.4 shows that the force field gives low self-diffusion coefficient in comparison to 
experiment. This result is in line with the slow dynamic behavior exhibited when non-
polarisable force fields are used in simulations [18,19,24,36]. Developing a force field model 
that can predict both thermodynamic and transport properties of RTILs is still one of the most 
challenging tasks, as can be seen from our results. The current force field model is able to 
reproduce the density, but struggles to reproduce a dynamic property such as the self-
diffusion coefficient. 
Compared to experiment, a deviation of 78.3 and 95.3% for the anions of [C4MIM][BF4] and 
[C4MIM][PF6], respectively and likewise 58.9 and 92.7% for the cations, is observed. It is 
noteworthy that Tokuda determined the diffusion of the anion and cation in [C4MIM][BF4] to 
be very similar and that the anion in fact diffuses slightly faster. Using VFT coefficients it 
was determined that only at temperatures below 330 K does the anion diffuse slower. The 
MD results here predict a slower diffusing anion at 333 K, in line with other simulation 
studies [24, 34]. Traditional classical force field models for RTILs using data directly from 
gas phase computations are known to severely overestimate self-diffusion coefficients. 
Earlier force field models have reported deviations from experiments that are well over 
100%, whereas some studies did not validate their models against experimentally determined 
transport properties. In most of the earlier cases force fields were not validated against 
experimental data due to the very limited availability of data from experiments for these 




Viscosity is another transport property that is extremely important to predict. RTILs have 
high viscosities compared to molecular solvents and classical non-polarisable force fields are 
known to overestimate this viscosity. This can be expected from the underestimation of 
diffusion coefficients, from the Stokes-Einstein equation. Viscosity can be calculated via 
equilibrium MD [20] using the Green-Kubo (GK) formula discussed in section 3.5.3 [3]. 
 
                                              𝜂 =  𝑉
10𝑘𝐵𝑇
∫ ⟨∑ 𝑃𝛼𝛽(0)𝑃𝛼𝛽(𝑡)𝛼𝛽 ⟩𝑑𝑡
∞
0
                                  Eq 4.4 
 
Here 𝑃𝛼𝛽 is an 𝛼𝛽 element of the pressure tensor. The viscosity is calculated as a collective 
property and statistical improvement is obtained by including fluctuations of the diagonal 
components of the pressure tensor [38,39]. For the viscosity estimates, the sum of the 
autocorrelation function is comprised of six independent terms of the pressure tensor, which 


















(𝑃𝑥𝑥 + 𝑃𝑦𝑦 + 𝑃𝑧𝑧)] . The components of the pressure tensor are calculated during the 
simulation in CHARMM and written to file. 
 
The bracket in equation 4.4 indicates that the average must be taken over all time origins. V 
is the volume, T is temperature and kB is the Boltzmann constant.  
 
 
Alternatively, viscosity can be calculated using the Einstein relation, [3] 
 
                                     𝜂 = 𝑉
20𝑘𝐵𝑇
lim𝑡→∞ 𝑑𝑡⟨∑ (𝐺𝛼𝛽(𝑡) − 𝐺𝛼𝛽(0))
2
𝛼𝛽 ⟩                           Eq 4.5 
 
where,   
                                         𝐺𝛼𝛽(𝑡) = ∫ 𝑃𝛼𝛽(𝑡′)𝑑𝑡′
𝑡
0




Equation 4.5 requires the determination of the mean square displacement of the integral of 
the pressure tensor [22], after which the viscosity can be calculated from the gradient of the 
(MSD). 
Table 4.6 shows viscosity estimates calculated using both methods. 
 
Table 4.6: Viscosities in mPa s (cP) for [C4MIM][BF4] and [C4MIM][PF6] at 333.15 K. 
[C4MIM][BF4]/ mPa s [C4MIM][PF6]/ mPa s 
Experiment 
31 [13] (22.5)* 59 [13] (45.3)* 
Simulation 
Green-Kubo Einstein Green-Kubo Einstein 
158 ± 16 145.3 ± 59.2 682 ± 128 526.8 ± 81.2 
* Experimental viscosity calculated using Tokuda’s VFT fits at 333.15 K [5]. 
 
Obtained results indicate a significant overestimation of the viscosity of both systems. 
[C4MIM][BF4], which has an experimental viscosity of 31 mPa s (cP) at 333 K, is estimated 
to a have a viscosity of ~160 mPa s using the Green-Kubo method. An example of the 
viscosity estimate plot is shown in Figure 4.8. Using the Einstein relation a viscosity of ~145 
mPa s is predicted using the integral of the pressure tensor shown in Figure 4.9. The 



























Figure 4.8: Green-Kubo viscosity estimate for (a) [C4MIM][BF4] (b) [C4MIM][PF6] 


















Figure 4.9: Einstein relation mean square stress displacement for (a) [C4MIM][BF4] (b) 

































We calculated viscosity estimates using 40 ns of MD. Chen et al. [20] investigated the short 
and long correlation time behavior of a pressure-pressure time correlation function for a 
simple Lennard-Jones fluid. Similar results are seen in this work. In figure 4.8 (a) and (b) the 
correlation function was computed over 40 ns, but it gives a plateau after several hundred 
picoseconds giving an overestimation of the viscosity of the liquid. The observed result of 
overestimated viscosities is similar to that of other force fields that make use of gas phase 
data in parameterisation [40]. 
 
It is possible to improve the calculation of the running integral in equation 4.4 by fitting the 
correlation function to a decaying exponential function and obtaining the integration 
analytically [41]. As the aim here was not to determine very accurate viscosities but rather 
judge the effect of altering the charge parameterisation procedure, this additional complexity 















4.4 Charge Scaling 
 
A number of studies have been conducted on improving the shortcomings of classical force 
fields for RTILs. It has been shown that introducing polarisability can significantly improve 
the prediction of transport properties [23]. This is, however, a computationally expensive 
method and thus many groups have looked at developing methods that are just as effective 
yet not so computationally demanding. One such method is reducing the total charges on the 
ions. Morrow and Maginn [24] showed that the dynamics of a RTIL could be significantly 
improved by reducing the charges. A similar strategy as that used by Youngs and Hardacre 
[43], which is to linearly scale down the partial charges in order to improve the transport 
properties, is used next. This in effect scales the electrostatic interaction by a factor of Seff 
(see section 2.2.4). The partial charges on the ions were scaled to give charges of ±0.6, ±0.7, 
±0.8, ±0.9 and ±1.2. Non-scaled (± 1.0) results from the previous sections are included here 




The tabulated result (see Table 4.6) for the density clearly indicate that as one linearly scales 
down the charges on the ions the liquid becomes less dense, due to the a decrease in the 
interionic interactions. In turn an improvement in the mobility of the ions can thus be 
expected. The changes in the predicted densities range from 0.9789 to 1.1181 g cm-3 for 
[C4MIM][BF4] and 1.2337 to 1.3358 g cm-3 for [C4MIM][PF6]. It is important to note that 
scaling is expected to decrease density as explained above, thus a force field that predicts 
densities that are lower than experiment cannot be improved in this way. Rather, this latter 
observation is symptomatic of Lennard-Jones parameters that are not optimal and can be 
corrected accordingly.  
 
 
Experiments have reported varying values for densities that lie within or just outside of the 
predicted range in this work. This is obviously related to the accuracy and the precision used 




Table 4.6: Simulated liquid densities for [C4MIM][BF4] and [C4MIM][PF6] at 333.15K with 
different scaling factors. 
Scaling factor Density /g cm-3 
 [C4MIM][BF4] [C4MIM][PF6] 
Experimental 1.178 [13] 1.340 [13] 
 0.6 0.9789 ± 0.0004 1.2377 ± 0.0014 
 0.7 1.0077 ± 0.0008 1.2625 ± 0.0019 
 0.8 1.0326 ± 0.0010 1.2887 ± 0.0029 
 0.9 1.0566 ± 0.0012 1.3135 ± 0.0007 
 1.0 1.0802 ± 0.0015 1.3358 ± 0.0019 
 1.2 1.1181 ± 0.0004 1.4231 ± 0.0004 
 
The calculated percentage deviations of the molecular dynamics simulations from the 
experimental values were found to be 16.9 to 8.3% and 7.6 to 0.3% for [C4MIM][BF4] and 
[C4MIM][PF6], respectively. Since [C4MIM][PF6] already had a very accurate density with 
unscaled charges, scaling has a negative impact on the results. [C4MIM][BF4] had a density 














Figure 4.10: Calculated density for [C4MIM][BF4] and [C4MIM][PF6] at 333.15 K and 1 atm 















Shown in figure 4.10 are the calculated densities against each of the scaling factors. Both 
liquids show a linear change with the scaling factors up to the non-scaled (1.0) model. 
Chaban has shown that a uniform scaling factor can be determined by looking at density and 
then applying this to other properties [34], however, this is not feasible here because of the 
greater error resulting from scaling as discussed above.  
 
Furthermore, in section 4.3.3 and 4.3.4 it was shown that one cannot use a model’s ability to 
predict density alone as an indicator of how well it performs in other areas and interpolating 
from figure 4.10 to determine a uniform scaling factor may not necessarily be the best 
practice.   
 81 
4.4.2 Liquid Structure 
 
Another key question that comes about is that of understanding what changes are being 
introduced to the system by scaling the charges. An investigation of how the Not product 
















Figure 4.11: C2-B1 RDFs for [C4MIM][BF4], computed at 333.15 K and 1 atm over a 1 ns 
period with charges scaled in 0.1 increments from 0.6 to 1.0 and 1.2. 
 
In the 2011 study by Chaban et al. on the effects of charge scaling it was concluded that the 
scaling has no significant impact on the overall observed structure of the liquid [34]. To 
confirm this observation RDFs between the C2 atom of the imidazolium ring (see figure 4.1) 
and the central ion of the corresponding anion were analyzed. These RDFs are shown in 








Figure 4.12: ΔRDF, for [C4MIM][BF4] (the difference between the 1.0 RDF and each of the 
scaled charge simulations). 
 
Figure 4.11 shows that the overall structure of the liquid does not change significantly from 
one scaling factor to the next. In figure 4.12 the change in the RDFs (ΔRDF) was plotted, 
these were constructed from the difference between the 1.0 RDF and each of the RDFs from 
the different scaling factors. All the RDFs have a peak of varying height at ~3.8 Å that shifts 
very slightly to the left going from the 0.6 to the 1.2 scaling factor. The distance between the 
first two peaks is maintained, indicating uniform structure with the scaling down or up of the 
charges. Positions of the maxima and minima are shown in table 4.7.  
 
Table 4.7: [C4MIM][FF6] RDF maxima and minima. 
C2- X Position / Å Coordination No. 
 Rmax1 Rmin1 Rmax2 N1 N2 
 0.6 3.8 5.2 6.2 1.8 5.4 
 0.7 3.8 5.1 6.1 1.9 5.5 
 0.8 3.7 5.0 6.1 1.9 5.5 
 0.9 3.6 5.0 6.0 2.0 5.6 
 1.0 3.6 4.9 6.0 2.3 5.7 









Coordination numbers were calculated and the approximate number of coordinating ions was 
found to be consistent for all the scaling factors. Youngs and Hardacre showed that 
decreasing the total charges results in the weakening of the attractive forces that exists 
between the ions [43]. This is clearly evident in this work as well, the probability of finding 
an anion next to a cation gradually decreases as the total charge is reduced. It follows that 
when the overall charge on the ion is increased the model will show stronger interactions. 
This can be seen in the ΔRDF plots, where the plot corresponding to the 1.0 RDF – 1.2 RDF 
exhibits a negative value where the initial RDFs had a predicted high probability of cation-
anion interaction.  
 
It is interesting to note that even though the probability in the RDFs changes, the number of 
coordinating ions around C2 remains similar for the first and second peaks as can be seen in 
table 4.7. This implies that even though the reduction of charges results in the loss of detail in 






















Figure 4.13: C2-P1 RDF for [C4MIM][PF6] computed at 333.15 K and 1 atm over a 1 ns time 








The change in structure of [C4MIM][PF6] exhibits the same properties as that of 




Figure 4.14: ΔRDF of [C4MIM][PF6]. 
 
 
Table 4.8: [C4MIM][PF6] RDF maxima and minima. 
C2- X Position / Å Coordination No. 
 Rmax1 Rmin1 Rmax2 N1 N2 
 0.6 3.8 5.2 6.2 1.9 5.4 
 0.7 3.8 5.1 6.1 2.0 5.4 
 0.8 3.7 5.0 6.1 1.9 5.5 
 0.9 3.6 5.0 6.0 2.0 5.6 
 1.0 3.6 4.9 6.0 2.2 5.8 













4.4.3 Self-Diffusion Coefficients 
 
Section 4.3.3 showed that non-scaled, non-polarisable force fields underestimate self-
diffusion coefficients. This result comes about through the overestimation of the interactions 
that exist within the RTILs. In this section the effect that charge scaling has on the self-
diffusion coefficients are reported. 
 
Figure 4.15: MSDs for the cation (C4MIM) of [C4MIM][PF6] calculated with the different 
scaling factors at a temperature of 333.15 K. 
 
 
Figure 4.15 shows the calculated MSDs for the different [C4MIM][PF6] force fields. The 
reduction of the total charges on the ions leads to a decrease in the intermolecular attraction 
between the ions, which results in increased fluidity of the liquid as can be seen in the 









Figure 4.16: The value of 𝛽 for [C4MIM][BF4] as a function of time calculated at 333.15 K 
from a simulation with charges scaled by 0.8. 
 
 
Again 𝛽 values were determined in order to evaluate the diffusive motion of the RTIL 
systems. Figure 4.10 shows the values for 𝛽 from a simulation with charges scaled by a factor 
of 0.8. This plot shows that the simulation reaches its diffusive regime after about 500 ps. 
The time it takes to reach the linear regime depends on the viscosity, thus with a scale factor 
of 0.8 and more fluidity comes an earlier linear regime in comparison to the non-scaled 
dynamics.  
 
An assessment of the self-diffusion coefficients in table 4.9 shows that scaling charges to 
between 0.8 and 0.9 gives results that are within the range of coefficients calculated from 









Table 4.9: calculated self-diffusion coefficients for [C4MIM][BF4] at 333.15 K with different 
scaling factors. 
Scaling factor Diffusion /x 10-11 m2 s-1 
 Anion Cation 
Experiment 5.94 5.91 
 0.6 43.0 ± 2.32 47.2 ± 4.01 
 0.7 17.9 ± 0.07 23.8 ± 1.23 
 0.8  7.02 ± 1.17 8.91 ± 1.63 
 0.9 1.82 ± 0.33 3.54 ± 0.14 
 1.0 1.29 ± 0.108 2.43 ± 0.018 
 1.2 0.0191 ± 0.012 0.0282 ± 0.014 
 
The trend of the calculated self-diffusion coefficients is plotted in figure 4.17. Again it is 
clear that the anion consistently diffuses at a slower rate than the cation even when charge 
scaling is applied. Whereas the density change was linear, diffusion coefficients show a much 
greater change at lower scaling factors. With diffusion considered as an activated process, it 
is dependent on an activation barrier in an exponential way (as the VFT equation shows). 
Thus decreasing the activation barrier by decreasing the interionic interaction should show an 














Figure 4.17: Calculated diffusion coefficients for [C4MIM][BF4] from each of the scaling 






















Self-diffusion coefficients were also calculated for [C4MIM][PF6] from scaled charge 
simulation and the calculated values are shown in table 4.10 and represented graphically in 
figure 4.18. 
 
Table 4.10: calculated self-diffusion coefficients for [C4MIM][PF6] at 333.15 K with 
different scaling factors. 
Scaling factor Diffusion /x 10-11 m2 s-1 
 Anion Cation 
Experimental 2.84 3.65 
 0.6 27.9 ± 1.06 22.7 ± 2.78 
 0.7 12.1 ± 0.70 17.9 ± 1.99 
 0.8  2.26 ± 0.87 4.50 ± 0.29 
 0.9 0.625 ± 0.004 1.24 ± 0.53 
 1.0 0.134 ± 0.053 0.268 ± 0.074 
 1.2 0.0358 ± 0.022 0.0422 ± 0.034 
 
 
Figure 4.18: Calculated diffusion coefficients for [C4MIM][PF6] RTIL from each of the 

























From this data it can be seen that the mobility of the ions in both [C4MIM][BF4] and 
[C4MIM][PF6] increases as the overall charge on the ions is scaled down.  
 
Empirically, a scaling factor that would give the best results for transport properties can be 
obtained from the optical dielectric constant (ε∞), 𝑆 =  
1
√𝜀∞
  (see section 2.2.4 for the origins 
of this expression). The optical dielectric constant can be calculated from the refractive index, 
n, as ε∞ = n2. [C4MIM][BF4] and [C4MIM][PF6] have a refractive index of 1.37 and 1.84, 
respectively [43,44]. Thus it follows that the scaling factors that would be ideal for the 
modeling of these RTILs from a bulk shielding argument should be lower than what was 





We again calculated viscosity using both the Green-Kubo and Einstein equation. The 
protocol was the same as that discussed in section 4.3.4. Similar to the self-diffusion 
coefficients, the 0.8 scaling factor gives the best viscosity estimates for [C4MIM][BF4]. In the 
case of [C4MIM][PF6] there was a greater difference in the results from the two methods. The 
Green-Kubo method overestimated the viscosity, predicting 69.2 mPas where the Einstein 
relationship gives a viscosity of 46.03 mPas, which is much closer to the experimentally 
determined value of 59 mPas. It is interesting to note that a change of 0.1 in the overall 
charge on the ions can lead to a doubling, in some cases more, of the predicted viscosity 
estimate. Viscosity estimates were not calculated from the force field with charges scaled by 
1.2 as the pressure-pressure time correlation function for these systems had not converged 










Table 4.11: Viscosities for [C4MIM][BF4] and [C4MIM][PF6] at 333.15 K with different 
scaling factors. 
Scaling factor Viscosity / mPa s 
 [C4MIM][BF4] [C4MIM][PF6] 
 Green-Kubo Einstein  Green-Kubo Einstein 
Experimental 31 [13] (22.5)* 59 [13] (45.3)* 
0.6 3.3 ± 0.8 3.68 ± 0.945 12.8 ± 1.9 7.43 ± 0.19 
 0.7 8.7 ± 1.3 6.95 ± 2.16 23.2 ± 4.2 19.6 ± 1.45 
 0.8 29.3 ± 5.8 28.08 ± 1.07 69.2 ± 7.6 46.03 ± 5.78 
 0.9 64.2 ± 9.0 65.81 ± 3.95 265.7 ± 20.5 287.4 ± 68.4 
 1.0 158.6  ± 16 145 ± 59.2 682 ± 128 526.8 81.2 
 1.2 - - - - 
* Experimental viscosity calculated using Tokuda’s VFT fits at 333.15 K. 
 
In figure 4.19 the calculated viscosity estimates for both [C4MIM][BF4] and [C4MIM][PF6] 


























Figure 4.19: Calculated viscosity estimates for (a) [C4MIM][BF4] and (b) [C4MIM][PF6] 




From the plots it can be seen that the trend for the calculated viscosity estimates is the same 
using the Green-Kubo or the Einstein relationship. The reduction of charge results in 
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Force Field Model with Self-Consistent Condensed Phase Charges 
5.1 Introduction 
 
In the previous chapter we saw that the partial charges assigned to each of the atoms making 
up the ions in a room temperature ionic liquid model play a very critical role in how the 
model behaves and in the physicochemical properties predicted by the model. In classical 
MD simulations partial charges are typically assigned to atoms from a gas phase QM 
calculation as it was carried out in the sections leading up to this chapter. 
 
Ionic liquids are composed of charged species and thus very strong electrostatic interactions 
exist within the liquid. In MD simulations these electrostatic interactions are treated using 
Coulomb’s law and the charge distribution for each ion is used to determine the overall 
contribution to the electrostatic interactions.  
 
In a 2008 study by Klähn and co-workers, the development of a force field for Guanidinium-
based ionic liquid that makes use of an electronic charge distribution derived from an actual 
liquid was published [1]. In 2012 Zhang and Maginn also proposed a study where they used 
an AIMD approach to derive atomic charges for an ionic liquid system [2]. In both of the 
above mentioned studies the focus of the work done was in aid of coming up with alternative 
and potentially better way to determine partial atomic charges for the simulation of RTILs. 
 
Traditionally partial atomic charges for RTIL force fields are derived from first principle QM 
calculations, using the one-particle electron density approach; this approach is based on 
fitting atomic point charges to reproduce the Electrostatic Potential (ESP). Since their 
inception ESP methods have been subjected to issues in reproduction of the fitted charges, 
these issues come about as a result of strong dependence on molecular orientation and 
conformation and not being transferable between common groups in homologous molecules 




A variety of solutions have been suggested to overcome these shortcomings, [4,5] the most 
effective solutions have been those that rely on constraining the fitting procedure to 
reproduce a target molecular property such as the dipole moments, a charge on a non-
hydrogen atom or the quadrupole moments [4,6]. These algorithms are known as Restrained 
Electrostatic Potential (RESP) methods. 
 
There are three major algorithms that are typically used to calculate partial atomic charges for 
RTILs: ChelpG [16,17], Connolly (commonly referred to as Merz-Kollman [7] charges) and 
the Geodesic [7] algorithm. The key difference between the three algorithms is the manner in 
which points for the fitting procedure are selected on the ESP surface. 
 
In chapter 4 we made use of the Connolly (Merz-Kollman, MK) algorithm to fit partial 
atomic charges on the ions of the RTILs under investigation. In this algorithm a spherical 
surface of points is computed around each atom at a probe radius chosen as a multiple of the 
van der Waals radius [22]. The molecular surface is produced by combining individual 
atomic surfaces and discarding the points within the chosen multiples of the van der Waals 
radius of any of the atoms [5]. For a detailed description of the ChelpG and Geodesic 
algorithms the reader is directed to references 16 and 18, respectively. 
 
The MK and ChelpG schemes are notorious for their structural dependence and as such the 
Geodesic scheme was developed to smooth out the positions of the Connolly points, 
eliminating shortcomings of the Connolly scheme. The geodesic scheme has been shown to 
produce partial atomic charges that have a reduced dependence on structural properties [18].   
 
In this chapter we introduce a charge fitting methodology of our own design and compare it 
to the charge fitting scheme used in the previous chapter, namely the MK scheme, for the 




5.2 Computational details 
5.2.1 Charge Fitting Methodology 
 
In this section we develop a charge fitting methodology based on an average condensed or 
bulk phase system. The QM/MM engine that we will adopt makes use of the GAMESS-UK 
package, which does not have a standard procedure implemented for calculating Merz-
Kollman (MK) charges similar to what was done in the previous chapter. New gas phase 
charges, referred to as Density Fitted (DF) charges were thus calculated using the GAMESS-
UK package  
 
The methodology was first applied to individual ions in the gas phase, after which frames 
were selected from a molecular dynamics simulations with a hybrid QM/MM Hamiltonian 
and external points charges to polarise the QM region. The general QM fitting procedure is 
discussed in this section. Adjustments made when computing condensed phase consistent 
charges are discussed in section 5.4.1. 
 
Coordinates of individual ions were read into either GAMESS-UK (for gas phase 
calculations) or CHARMM/GAMESS-UK, where CHARMM 35 and GAMESS-UK [23] 
were interfaced for a hybrid simulation (QM/MM) as discussed in chapter 3. The quantum 
mechanical calculation was done at the HF/6-31G(d) level of theory and the geometry 
optimised. The steps that follow can be broken down into three phases and the phases are as 
follows: to start off, a Self-Consistent Field (SCF) calculation is performed [25]. 
 
In the second phase the electron density is generated on a 30 Å 3D grid after which the 
electrostatic potential is calculated at the 0.002, 0.00175, 0.00150 and 0.00125 au isodensity 
surfaces. The surfaces were chosen to replicate the Connolly or Merz-Kollman type 
methodology. In the final phase the potential derived charges are then generated from the 
potential points generated in phase two while the overall charge is constrained to +1 or -1 for 






5.2.2 Molecular Dynamics 
 
Molecular dynamics were run according to the protocol outlined in Chapter 4 with the 
exception of partial atomic charges, nonbonded parameters were kept unchanged from those 
reported in Chapter 4. Partial charges on each of the atoms were calculated from ab initio 
generated electrostatic potential using the methodology described in section 5.2.1. 
 
 
5.3 Results and Discussion 
 
5.3.1 Physicochemical Properties: Comparison between Charge Schemes (MK vs 
DF)  
5.3.1.1 Potential Derived charges  
 
 
Figure 5.1 shows a schematic representation of the calculated charges on heavy atoms using 
the MK and DF methodology and in figure 5.2 we show a comparison of all the calculated 
charges. The two schemes produce charges that are of similar signs on all atoms, although 
differences in magnitude of up to 0.2 e were found. In general the DF scheme underestimates 
the charges, which results in the ions having a more uniform charge distribution. Different 
transport properties, as will be discussed later in the chapter, should thus be expected. The 
charges on atoms C4 and C5 differ by 0.137 and 0.068 e- respectively, but are both negative. 
The proximity of the non-polar butyl chain to C5 clearly leads to a more neutral charge in 
both schemes when fitting to the overall potential. Carbon C2 is situated in-between two 
electron withdrawing nitrogen atoms and it possesses a slightly more positive charge in 
comparison to carbon C4 and C5. Whereas the MK scheme results in this charge being 



















Figure 5.1: C4MIM cation with partial atomic charges fitted using the MK and DF charge 




Figure 5.2: Partial charges fitted on a C4MIM cation in the gas phase using the MK (in green) 
and DF (in red) methodology. 
 
Previous studies have shown that the anion positions itself around the C2-H bond in the 
liquid. The DF scheme predicts a more positive charge of 0.257 on H2 and combined with a 
significantly less negative charge on C2, should greatly enhance interaction at this position. 
A key difference between the two nitrogen atoms in the imidazolium ring is the length of the 
alkyl chains attached to each. MK predicts a discrepancy of approximately 0.2 e- in the 




































approximately equal charge. Previous studies have shown that partial charges fitted on the 
C4MIM cation using the ChelpG scheme result in the nitrogen having similar charges while 
the MK and Geodesic methodology report a discrepancy between these atoms [24]. A full set 
of the charges fitted on the atoms is shown in appendix A5.1. 
 
It is important to note that the fitted charges rely heavily on the structure used and caution 
should be taken especially if one seeks to compare individual atoms within a molecule. A 
classic example is that of the butyl chain that has the ability to rotate and bend away and 
toward the ring changing the local environment of the ring. This problem can be solved by 
using average charges over several conformations. When fitting charges in the presence of 
external point charges later in this chapter, we will address this problem in this way.  
 
Both anions, BF4 and PF6, used in this study are symmetrical molecules and as such no major 
differences were noted in the charges fitted for each of the anions. Although the magnitude of 




Having produced a new charge set for the cations and these are now put to test in their ability 






















Table 5.1 shows the density of RTILs predicted from molecular dynamics simulations using 
the two charge schemes disused in section 5.3.1.1 and the values predicted from experiments.  
 
Table 5.1: liquid densities for [C4MIM][BF4] and [C4MIM][PF6] at 333.15 K. 
 Density /g.cm-3 
 [C4MIM][BF4] [C4MIM][PF6] 
Simulation (MK) 1.080 ± 0.0012 1.336 ± 0.0019 
Simulation (DF) 1.081 ± 0.0031 1.342 ± 0.0023 
Experiment 1.178 [13] 1.340 [13] 
 
As far as the prediction of the liquid density goes, no charge scheme is found to perform 
significantly better than the other. The calculated percentage deviations are 8.3 and 0.3 % for 
[C4MIM][BF4] and [C4MIM][PF6], respectively, using the MK charges and 8.2 and 0.15 % 




5.3.1.3 Liquid Structure 
 
Radial distribution functions were calculated for the assessment of the changes in the liquid 
structure due to the change in charge distribution arising from the newly established charge 
set. As was the case with scaled charges, no significant changes were observed in the overall 










5.3.1.4  Self-Diffusion Coefficients 
 
In this section we compare the same force field substituting the MK charges with DF charges. 
Since the overall cation/anion charge is ±1, transport properties are expected to still be 
overestimated in both cases. 
 
Table 5.2 shows a summary of the diffusion at 333.15 K, using the exact same computational 
procedure as before. 
 
Table 5.2: Calculated self-diffusion coefficients /x10-11 m2s-1 for [C4MIM][BF4] and 
[C4MIM][PF6] at 333.15 K. 
 [C4MIM][BF4]/x10-11 m2s-1 [C4MIM][PF6]/ x10-11  m2s-1 
 Anion Cation Anion Cation 
Simulation (MK) 1.29 ± 0.0108 2.43 ± 0.018 0.134 ± 0.00053 0.268 ± 0.00074 
Simulation (DF) 0.984 ± 0.036 1.87 ± 0.053 0.0823 ± 0.025 0.126 ± 0.057 
Experiment [5] 5.94 5.91 2.84 3.65 
 
 
The DF charge scheme predicts much slower dynamics in comparison to the MK charge 
scheme. For [C4MIM][BF4] the predicted self-diffusion coefficients are approximately 25% 
slower for both cation and anion . Deviations from experiments are 68.4 and 83.4 %, 
respectively. 
 
[C4MIM][PF6] also exhibits slower diffusion when simulated with DF charges, the cation and 
anion deviating by 53 and 38.5 % from MK charges and 96.5 and 97.1 % from experiments, 
respectively.    
 
 
The self-diffusion coefficient results obtained point to the fact that MK charges outperform 
DF when used in MD simulations to reproduce transport properties. A possible explanation 
could be the enhanced interaction around C2-H that was mentioned earlier. In the sections 
that follow we build on the newly derived DF charges, a key focus in this study, whereby we 





5.4 Condensed Phase Consistent (CPC) Charges 
 
5.4.1 Deriving Partial Charges in the Condensed phase 
 
 
To derive partial charges in the condensed or bulk phase several snapshots of an MD 
simulation were extracted and were used as starting coordinates for hybrid QM/MM 






Figure 5.3: Partitioning of the simulated ionic liquid systems treated with a classical force 
field (MM – surrounding stick-like molecules) and a fragment treated with QM (bold 
molecule) for QM/MM calculations. (a) QM fragment that contains only one ion for the 
evaluation of electric Polarisation. (b) Structure optimized with the QM/MM method, where 
the QM fragment encompasses an ion pair to analyze electron charge transfer between ions. 
 
From a one nanosecond trajectory we extracted 200 frames spaced 100 (i.e. 0.05 ps) frames 
apart in order to capture the varying number of conformations that the ions may exist in. The 
full set of coordinates was read into CHARMM/GAMESS-UK after which a central ion was 
selected and the simulation box re-centered around this ion. The central ion is treated 







remainder of the ions in the liquid were treated with molecular mechanics, as shown in figure 
5.3, and their MM charges were included in the calculation of the electrostatic potential and 
the electron density of the QM region. This procedure was then continued iteratively. The 
selection of the central ion was set up such that if a cation was selected in the first run, an 
anion would be selected next and the process would continue in this manner. After each run 
the calculated charges were applied to the MM region and assessed for convergence; 
convergence was defined as a change less than 0.002 e- between successive iterations. Where 
fitted charges had not converged, the new charges were applied back into the simulation and 
the process repeated. In practice it was found that convergence was achieved well within ten 
steps on each of the cation or anion. This process is carried out for all selected 200 frames 
and an average charge is calculated from all of the frames. This algorithm is shown in a flow 





Figure 5.4: Flow diagram of the charge fitting methodology used in computing Condensed 





5.5 Results and Discussion 
5.5.1 Physicochemical Properties: Comparison between Charge Schemes (DF vs 
CPC) 
In section 5.3.1 we saw how the density fitted (DF) charges compare against the Merz-
Kollman (MK) charges used in the previous chapter. The overall performance of DF charges 
was worse compared to the MK charges even though the fitted charges using both 
methodologies followed a similar trend. The work carried out in this section is in aid of 
improving the quality of the DF charges and in turn leads to the reproduction of 
physicochemical properties from simulations that are comparable to experimentally 
determined values. These charges we will refer to as condensed phase consistent charges 
(CPC). 
 
5.5.1.1 Potential Derived charges  
Shown in figure 5.5 is a C4MIM cation with the fitted atomic charges using both the DF and 








Figure 5.5: C4MIM cation with partial atomic charges fitted using the CPC and DF charge 


































An analysis of the fitted charges (shown in figure 5.6) shows that no trend is maintained 
going from DF to CPC charges. Although there are significant changes (changes greater than 
0.02 e-) in the charges fitted on the butyl alkyl chain and on the imidazolium ring, the 
difference in the fitted charges between the two schemes are much less than that between MK 
and DF.  
 
 
Figure 5.6: The difference in the partial charges fitted on a C4MIM cation using the Density 
Fit (DF) and Condensed Phase scheme (CPC). 
 
 
The figures that follow, figure 5.7 to 5.10, show histograms of the partial atomic charges 
fitted on some of the atoms over the frames used to calculate the CPC charges. We only show 
the histograms of the atoms that had the greatest deviations when comparing the two 
schemes. The C2 and N3 histograms follows a normal distribution and the nitrogen and carbon 
atom were found to be positive in approximately 85% of the frames. On the other hand, the 
C4 and C7 atoms consistently carried a negative charge (with latter atom had a positive charge 
in 1 out of 200 frames) and in both cases the distribution was slightly skewed to higher 
negative values. Overall, the histograms are indicative of an average showing small to 
moderate deviations from the mean, confirming that the selected frames provide a true 

















Figure 5.10: A histogram of charges fitted on the C7 atom of a C4MIM cation in the 





5.5.2 Force field with Self-Consistent Charges 
 
As noted before, there were no significant changes in the overall structure and the liquid 
density of the RTILs going from DF charges to CPC charges and thus the results obtained for 
these calculations are only shown in the appendix (appendix A5.3). Self-diffusion 
coefficients were used as a proxy to assess the effectiveness of the charge fitting scheme.   
 
5.5.2.2 Self-Diffusion Coefficients 
 
Shown in table 5.4 is a comparison of the calculated self-diffusion coefficients from MD 
simulation making use of condensed phase consistent charges (CPC), DF charges and self-
diffusion coefficients calculated from experiment.  
 
Table 5.4: Calculated self-diffusion coefficients /x10-11 m2s-1 for [C4MIM][BF4] and 
[C4MIM][PF6] at 333.15 K. 
 [C4MIM][BF4]/x10-11 m2s-1 [C4MIM][PF6]/ x10-11  m2s-1 
 Anion Cation Anion Cation 
Simulation (DF) 0.984 ± 0.036 1.87 ± 0.053 0.823 ± 0.025 1.26 ± 0.057 
Simulation (CPC) 3.74 ± 0.00172 4.67 ± 0.0022 1.17 ± 0.00448 1.56 ± 0.00352 
Experiment [5] 5.94 5.91 2.84 3.65 
 
There is a clear improvement in the transport properties, most notably for [C4MIM][BF4], this 
may be due to the ions being of different sizes. A similar result was obtained in the work 
carried out in references 7 and 8, the authors showed that significant improvements can be 
made in the physicochemical properties predicted from simulations which use the bulk phase 





In a more recent study by Mondal and Balasubramanian [25] it was shown that crystal site 
charges of a RTIL in simulation can be used to refine a force field and in turn improve the 
predicted physicochemical properties [30].  
It is a generally accepted that force fields that do not explicitly include polarisation fail to 
accurately predict physical properties due to the fact that mean ion charges in the molten or 
condensed phase may be less than unity, this lesser charge may be a result of either charge 
transfer and/or polarisation. The methodology we have applied in this section provides a 
computationally inexpensive alternative to implicitly account for polarisation effects. It might 
be possible to achieve even better results by taking charge transfer into account, as was done 
in Chapter 4. In the final section of this chapter, this option is briefly explored. 
 
5.5.3 Electron Charge Transfer Analysis 
 
For the analysis of charge transfer an ion pair with overall charge of zero was selected and 







Figure 5.11: Schematic representation of observed charge transfer in [C4MIM][BF4] and 
[C4MIM][PF6]. 
 
Following the same procedure as before, the atomic charges converged after 50 iterations. 
The trends in the charge distribution of the ions remained unchanged and they exhibited only 
a small degree of charge transfer. Table 5.5 shows the overall charges on each of the cations 
and anions of both liquids.  
 
-0.009 e -0.026 e 
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Table 5.5: Overall fitted charges on ions pairs of [C4MIM][BF4] and[C4MIM][PF6]. 
 Charge /e 
 Cation/Anion 
[C4MIM][BF4] ± 0.984 
[C4MIM][PF6] ± 0.991 
 
Due to the small charge transfer obtained, MD simulations using the charges fitted in this 
section were not carried out for the assessment of physicochemical properties of the liquid. 
Choi et al. assessed a [C4MIM][BF4] RTIL for charge transfer using a force field based on 
symmetry-adapted perturbation theory (SAPT) analysis and found charge transfer to be 
negligible [31]. While charge transfer has been found to be negligible here, it has been shown 
to exist in other RTILs and may be heavily dependent on the specific ions. For instance in the 
work of Wendler et al., using a charge scheme different to that employed in this work, a 
significant charge transfer of 0.4 e was shown to occur between the anions and cations of 1,3-
dimethylimidazolium chloride [C1MIM][Cl-], 1-ethyl-3-methylimidazolium thiocyanate 
[C2MIM][SCN] and 1-ethyl-3-methylimidazolium dicyanamide [C2MIM][DCA] [32]. It is 
also worth noting that various charge schemes may lead to varying results with regards to 
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Polarisable Force Field Model  
6.1 Introduction 
 
The methods investigated in chapters 4 and 5 include the linear scaling of partial atomic 
charges and the use of partial charges derived from a condensed ionic liquid system.   
 
All these remedies are aimed at computationally efficient methods of adjusting the charge 
distribution in a manner that accounts for changes that occur due to environmental effects; 
Polarisable models offer the possibility to mimic the induction arising from the perturbation 
of the electron density due to the environment in which the molecule is engulfed [1,2]. 
Literature lists three common methods that can be used to introduce polarisation and model 
instantaneous charge reorganization in a molecular dynamics simulation. 
 
The fluctuating charge model is an example of one such method that has been used to 
explicitly introduce polarisation into an MD simulation. In this model the positions of the 
partial atomic charges are kept fixed, however, the strength of these charges changes as a 
reaction to the changing environment. This method has been applied to a number of systems 
which include liquid water [3], hydrated ionic melts [4,5] and RTILs [6,7].  
 
The point-polarised dipole model is often used to include polarisation in force fields. The 
permanent partial atomic charges on each of the atoms becomes a function of an induced 
dipole, this way the charge distribution is altered as a reaction to the changing molecular 
electric fields, while keeping the net charge of the rest of the system unchanged as the set of 
induced dipoles represents an additional neutral charge distribution [9,10]. For further details 
on the technical aspects of the point-polarised and the fluctuating charge methods of 




In the final experimental approach a Drude oscillator model is implemented to mimic 
polarisation effects. This method represents electronic induction by introducing a pair of 
charges. A point charge is attached to each polarisable atom using a harmonic spring and the 
model is also known as the “charge on a spring” model. This model has been applied in the 
modeling of a range of molecular systems which includes RTILs [11 – 13]. The Drude 
oscillator model theory is discussed in chapter 3 section 3.6.  
6.2 Computational details 
 
Outlined in Table 6.1 is the polarisability given to each of the atoms in the RTILs in the 
Drude oscillator model, extracted from Reference 3 
 
Table 6.1: Polarisability (α) of all atom types used in the current work (Hydrogen atoms were made 
nonpolarisable). 








Initial configurations of 250 and 300 ion pairs of [C4MIM][BF4] and [C4MIM][PF6] 
respectively, were generated for molecular dynamics using Packmol [15] and relaxed using 
Newton-Raphson minimization. The simulations were carried out using CHARMM 35 in a 
cubic cell with starting volume chosen to match experimental density. Polarisation of the 
atoms was mimicked with the aid of the Drude oscillator model, which has been implanted in 
CHARMM since 2007 [19]. The polarisabilities, α, of each atom can be specified in the 
topology file. The mobile drude particles were given a mass of 0.1 amu, which is subtracted 
from the mass of the corresponding “polarisable parent atom” keeping the mass of the 
molecule constant regardless of the polarisation. 
 
All non-Drude particles were treated with a thermostat with a temperature of 333.15 K, 
likewise the Drude particles were treated by a thermostat with a temperature of 1 K. Periodic 
boundary conditions were used in the isothermal-isobaric (NPT) ensemble with a Nose-
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Hoover barostat to maintain a pressure of 1.0 atm. The interactions between permanent 
charges and Drude pairs were excluded between atoms that share a bond or an angle [21]. 
The interaction between the corresponding Drude pairs is screened by a Thole function 
according to Reference 22.  
 
The time step was set to 0.1 fs and the VV2 algorithm was used to integrate the equations of 
motion [28]. The SHAKE algorithm [18] with a tolerance of 1.0 x 10-10 was applied to all 
bondsrelated to hydrogen. The van der Waals interactions were cut off beyond 14.0 Å and a 
switching function initiated at 12.0 Å was used to bring the interaction to zero at the cut off 
distance. Long-range electrostatic interactions were treated with the particle mesh Ewald 
method [16 - 17]. The thermodynamic properties of the system such as the total energy and 
velocity were saved every 50 steps. 10 ns production runs were recorded. Of the 10 ns, 5 
were regarded as equilibration and the remaining 5 were used to compute liquid densities and 
average simulation box sizes. 
 
Following the above, canonical (NVT) molecular dynamics simulations were carried out at 
333.15 K using the same computational details and the calculated average box size as the 
volume of the system from the NPT simulation. 50 ns worth of MD simulations were 
recorded and the first 10 ns were regarded as equilibration. Learnard-Jones parameters, 
torsion angle and force constants for all the cations and anions used in these simulations were 



















Table 6.2 shows the predicted densities. In the cases of both RTILs we observed excellent 
predictive capabilities of the polarisable force field. 
 
Table 6.2: liquid densities for [C4MIM][BF4] and [C4MIM][PF6].  
 Temp /K [C4MIM][BF4]/g.cm-3 [C4MIM][PF6]/ g.cm-3 
Simulated 333.15 1.185 ± 0.00056 1.344 ± 0.00094 




The percentage deviations are 0.6 and 0.3 % for [C4MIM][BF4] and [C4MIM][PF6], 
respectively. Borodin [26] developed a systematic polarisable force field model and amongst 
the ionic liquids considered this study were [C4MIM][BF4] and [C4MIM][PF6]. The 
developed model proved reliable for the prediction of liquid densities, reporting a 0.8 and 0.3 
% deviation for [C4MIM][BF4] and [C4MIM][PF6], respectively, in simulated densities at 333 
K. Our current model shows a slight improvement in the deviation of [C4MIM][BF4] from 
experiment in comparison to the above mentioned study. 
 
The 0.6% deviation exhibited for the [C4MIM][BF4] RTIL is a significant improvement from 
the 8.3% observed for the classical, non-scaled force field model presented in chapter 4. 
Whereas for the [C4MIM][PF6] RTIL the deviation in density prediction observed for 










6.3.2 Liquid Structure 
Figure 6.2: C2 - C2, X - X and C2 - X radial distribution functions for a (a) [C4MIM][BF4] and 
(b) [C4MIM][PF6] ionic liquid calculated over a 5 ns trajectory.
The liquid structure described by this model is consistent with that described by the force 
field models used in the previous sections. The RTILs show an ordering that extends beyond 
half the length of the simulation box consistent with the long-range interaction that exist 
within these ionic liquid systems. Shown in table 6.2 are the calculated coordination numbers, 
maxima and minima positions from the RDFs 
According to the [C4MIM][BF4] RDF, figure 6.1 (a), of the cation-anion, four peaks are 
found at 3.6, 4.8, 10.3 and 17.3 Å, respectively. [C4MIM][PF6], figure 6.1 (b), also has four 
peaks at 3.9, 6.2, 10.8 and 17.8 Å. This is similar to those predicted by the other models. The 
polarisable force field does, however, consistently predict a smaller coordination number, 
predicting a coordination number of about 2 counterions, similar to the results obtained in 





Distance / Å Distance / Å 
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Table 6.3: Maximum and minimum positions of a site-site Radial Distribution Functions of 
RTILs and the first and second shell coordination numbers from a polarisable force field 
model. 
[C4MIM][BF4] 
 Positiona / Å Number of ions 
 Rmax1 Rmin1 Rmax2 Rmin2 N1 N2  
X – X 5.9 6.8 8.6 10.4 4.9 15.2 
C2 – C2 5.4 6.5 7.5 8.2 2.1 14.7 
C2- X 3.6 4.8 6.1 7.6 1.9 5.9 
[C4MIM][PF6] 
X – X 6.6 7.9 9.2 11.2 5.1 15.4 
C2 – C2 7.6 8.8 9.7 10.9 7.3 14.2 
C2- X 3.9 5.1 6.2 8.9 1.8 5.6 
 
aThe values tabulated refer to locations of the maximum and minimum of the radial 
distribution functions.  
 
Cation-cation and anion-anion coordination numbers are also significantly reduced, for 
instance the classical force field model with non-scaled charges predicts an approximate 
number of ions within the first solvation shell of a [C4MIM][BF4] ionic liquid to be about 30 
ions whereas the polarisable model approximates a total of about 8 ions. Although the 
structuring is very similar, clearly the mobility increase (as is evident from results in the next 















Listed in table 6.4 are the diffusion coefficients for [C4MIM][BF4] and [C4MIM][PF6] 
calculated from the current Drude oscillator force field model and the experimental 
determined values at 333.15 K at 1 atm. 
 
Table 6.4: Calculated self-diffusion coefficients /x10-11 m2s-1 for [C4MIM][BF4] and 
[C4MIM][PF6] at 333.15 K. 
 [C4MIM][BF4]/x10-11 m2s-1 [C4MIM][PF6]/ x10-11 m2s-1 
 Anion Cation Anion Cation 
Simulated 2.83 ± 0.017 4.33 ± 0.011 1.52 ± 0.013 1.98 ± 0.021 
Experimental[5] 5.94 5.91 2.84 3.65 
 
 
As far as the diffusion coefficients are concerned the polarisable force model shows the best 
performance in reproducing the experimentally obtained values. CPC charges were found to 
perform slightly better for [C4MIM][ BF4], whereas the polarisable model performs better for 
[C4MIM][PF6]. With further refinement one can potentially get predictions of transport 
properties that rival the expensive polarisable calculations. The predicted diffusion 
coefficients for the cations and the anions of [C4MIM][BF4]were found to deviate from 
experiment by only 26.7 and 52.4%, respectively, a significant improvement from the 78.3 
and 58.9% deviation from experiment calculated from the diffusion coefficients obtained 
using a classical non-polarisable force field model. 
 
Calculated diffusion coefficients for the [C4MIM][PF6] RTIL using the polarisable model 
also showed significant improvement, with the deviations from experimental data 45.8 and 
46.5%, for cation and anion respectively. In the systematic polarisable model presented by 
Borodin [27], self-diffusion coefficients were found to have deviations from experimentally 
determined values that ranged between 20 - 40%. In the polarisable model presented in this 
study, deviations from experiments range between 25 – 55%, which in contrast to the models 
presented in the previous sections, is a significant improvement in terms of reproducing 
experimental transport properties.  
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In this study we were able to successfully develop a force field for room temperature ionic 
liquids using four different approaches. The development was kicked off with a classical non-
polarisable force field model, this model made use of static whole charges on all ions making 
up the liquid. Using this model the density, diffusion, viscosities were calculated and an 
assessment of the liquid structure of the RTILs was carried out. 
 
The non-polarisable model made use of single ion gas phase charges derived in Gaussian 03 
and it was found to suffer shortcomings in predicting the dynamic properties of the liquid and 
as such our first attempted at overcoming the apparent shortcomings, the commonly used 
charge scaling methodology was employed. Atomic charges were scaled down linearly in 
±0.1 intervals from ±1.0 to ±0.6 e and the inverse, i.e. scaling up of atomic charges, was 
assessed by scaling the unity charge to ±1.2 e. When partial atomic charges are scaled down, 
the electrostatic interactions are reduced, leading to an increase in the mobility of the ions in 
the liquid. As a result the scaling down of atomic charges results in an increase in the 
mobility of the ions in the liquid. For both [C4MIM][BF4] and [C4MIM][PF6] at 333.15 K 
the 0.6 scaling factor was found to predict dynamic results that are the best comparable to 
experimental data. 
 
Next, a more physical methodology was used to assign atomic charges. With the aid of 
CHARMM 35 interfaced to GAMESS-UK for QM/MM calculations, atomic charges were 
assigned based on a bulk phase system. Initially the charge fitting scheme, which differs 
slightly from the standard MK scheme, was used on individual ions in the order to allow for 
comparison to the MK charges calculated earlier. 
 
The newly established charges were tested in MD simulations for the their ability to 
prediction of dynamic properties of [C4MIM][BF4] and [C4MIM][PF6] and were found to 
perform poorly in contrast to MK charges used in chapter 5. A result of little concern to the 
study, as the aim of the work was to improve on these atomic charges established from single 
ions in the gas phase. Further work was carried out on these charges using an iterative 
process to fit partial atomic charges using RTILs in the conceded phase. The revealed that for 
[C4MIM][BF4] and [C4MIM][PF6] little evidence of charge transfer.   
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Partial charges assigned from bulk phase models attempts to include polarisation effects 
implicitly in the simulation, with some success. To conclude the study, the explicit inclusion 
of polarisation was also explored. To achieve this, the Drude oscillator model was used. 
Although the resulting model was found to perform better in the prediction of diffusion 
coefficients, it comes at significant computational cost. The CPC model would therefore 
make an effective and viable alternative to include polarisation when long simulation times 
















































Figure A4.1: cation-cation, anion-anion and cation-anion radial distribution functions for a 







































Figure A4.2: cation-cation, anion-anion and cation-anion radial distribution functions for a 


















Scaling factor ± 1.2 
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A5.1 Charge schemes 
 
Table A5.1: DF Partial Atomic Charges ([C4MIM][BF4]). 
Atom q 
/e 
Atom   q 
/e 
C5 -0.241 H11 0.021 
C4 -0.173 H12 0.024 
C2 -0.003 C10 -0.276 
N1 0.134 H13 0.070 
N3 0.140 H14 0.100 
H3 0.244 H15 0.076 
H2 0.269 B1 0.999 
H1 0.225 F1 -0.499 
C6 -0.291 F2 -0.500 
H4 0.147 F3 -0.499 
H5 0.162 F4 -0.501 
H6 0.163   
C7 -0.275   
H7 0.143   
H8 0.157   
C8 0.068   
H9 0.035   
H10 0.036   
















Table A5.2: DF Partial Atomic Charges ([C4MIM][PF6]). 
Atom q 
/e 
Atom   q 
/e 
C5 -0.1706 H11 0.0040 
C4 -0.1694 H12 0.0226 
C2 0.0237 C10 -0.2722 
N1 0.0274 H13 0.0647 
N3 0.1692 H14 0.0804 
H3 0.2306 H15 0.0707 
H2 0.2425 P1 1.293 
H1 0.2314 F1 -0.385 
C6 -0.3105 F2 -0.385 
H4 0.1178 F3 -0.379 
H5 0.1714 F4 -0.386 
H6 0.1775 F5 -0.377 
C7 -0.0874 F6 -0.380 
H7 0.1277   
H8 0.1197   
C8 -0.0136   
H9 0.0176   
H10 0.0636   











Table A5.3: CPC Partial Atomic Charges ([C4MIM][BF4]). 
Atom q 
/e 
Atom   q 
/e 
C5 -0.142 H11 0.031 
C4 -0.274 H12 0.016 
C2 0.027 C10 -0.319 
N1 0.089 H13 0.090 
N3 0.194 H14 0.094 
H3 0.238 H15 0.084 
H2 0.257 B1 0.977 
H1 0.231 F1 -0.503 
C6 -0.293 F2 -0.487 
H4 0.145 F3 -0.498 
H5 0.146 F4 -0.501 
H6 0.149  
C7 -0.180  
H7 0.130   
H8 0.120   
C8 0.046   
H9 0.032   
H10 0.037   


















Table A5.4: CPC Partial Atomic Charges ([C4MIM][PF6]). 
Atom q 
/e 
Atom   q 
/e 
C5 -0.192 H11 0.002 
C4 -0.197 H12 0.023 
C2 -0.078 C10 -0.279 
N1 0.110 H13 0.064 
N3 0.224 H14 0.073 
H3 0.245 H15 0.073 
H2 0.250 P1 1.284 
H1 0.252 F1 -0.383 
C6 -0.349 F2 -0.387 
H4 0.154 F3 -0.377 
H5 0.169 F4 -0.384 
H6 0.175 F5 -0.373 
C7 -0.078 F6 -0.379 
H7 0.127   
H8 0.107   
C8 -0.095   
H9 0.045   
H10 0.080   















A5.2 CPC Charges - Density  
 
Table A5.5 shows the density of RTILs predicted from molecular dynamics simulations using 
the two charge schemes disused in section 5.3.1.1 and the values predicted from experiments.  
 
Table A5.5: liquid densities for [C4MIM][BF4] and [C4MIM][PF6] at 33.15 K. 
 Density /g.cm-3 
 [C4MIM][BF4] [C4MIM][PF6] 
Simulation (CPC) 1.079 ± 0.0015 1.346 ± 0.0015 
Simulation (DF) 1.081 ± 0.0031 1.342 ± 0.0023 
Experiment 1.178 [13] 1.340 [13] 
 
 






Figure A5.1: cation-cation, anion- anion and cation-anion radial distribution functions for a  








Table A5.6: Maximum and Minimum Positions of Atom-Atom Radial Distribution Functions
of RTILs and the First and Second Shell Coordination Numbers from a force field model 
using CPC charges. 
[C4MIM][BF4] 
Positiona / Å Number of ions 
Rmax1 Rmin1 Rmax2 Rmin2 N1 N2 
X – X 5.6 6.7 8.3 10.4 3.8 15.6 
C2 – C2 5.5 7.0 7.5 8.0 2.0 7.3 
C2- X 3.7 4.9 6.0 7.8 2.1 5.5 
[C4MIM][PF6] 
X – X 6.2 7.6 9.1 10.9 3.7 15.7 
C2 – C2 5.9 6.4 7.6 8.6 2.2 7.8 
C2- X 3.9 5.1 6.2 7.8 2.3 5.7 
aThe values tabulated refer to locations of the maximum and minimum of the radial 
distribution function 
