Derivation is a type of a word-formation process which creates new words from existing ones by adding, changing or deleting affixes. In this paper, we explore the potential of word embeddings to identify properties of word derivations in the morphologically rich Czech language. We extract derivational relations between pairs of words from DeriNet, a Czech lexical network, which organizes almost one million Czech lemmata into derivational trees. For each such pair, we compute the difference of the embeddings of the two words, and perform unsupervised clustering of the resulting vectors. Our results show that these clusters largely match manually annotated semantic categories of the derivational relations (e.g. the relation 'bake-baker' belongs to category 'actor', and a correct clustering puts it into the same cluster as 'governgovernor').
Introduction
Word embeddings are a way of representing discrete words in a continuous space. Embeddings are used in neural networks trained for various tasks, e.g. in neural machine translation (NMT), or can be pre-trained in various versions of language models to be used as continuous representations of words for other tasks. One of the most popular frameworks for training word embeddings is word2vec (Mikolov et al., 2013) .
In this paper, we examine whether the word embeddings (trained on the whole words, not using any subword units or individual characters) capture derivational relations. We do this to better understand what different neural networks represent about words and to provide a base for further development of derivational networks.
Derivation is a type of word-formation process which creates new words from existing ones byž ivit Verb "to nourish"
zivený Adj "nourished" oživit Verb "to revive" oživený Adj "revived" oživovat Verb "to be reviving" zivný Adj "nutrient" (e.g. substrate) zivnost Noun "craft" zivnostník Noun "craftsman"
Figure 1: An excerpt from a derivational family rooted in the word "živit" (to nourish, to feed). Note that the word "oživený" (revived, rejuvenated), which can be derived from either "oživit" (to revive) or "živený" (nourished, fed), is arbitrarily connected only to the former, in order to simplify the derivational family to a rooted tree.
adding, changing or deleting affixes. For example, the word "collide" can be used as a base for deriving e.g. the words "collider" or "collision". The derived word "collision" can be, in turn, used as a base for "collisional". Words derived from a single root create derivational families, which can be approximated by directed acyclic graphs or (with some loss of information) trees; see Figure 1 for an example.
Derivational relations have two sides: formbased and semantic. For a pair of words to be considered derivationally related, the two words must be related both by their phonological or orthographical forms and by their meaning.
Related work
We have not found any prior work aimed specifically at derivational relations in word embeddings. Cotterell and Schütze (2018) present a model of the semantics and structure of derivationally complex words. Our work differs in that we are examining how are derivational relations represented in preexisting applications. Gladkova et al. (2016) detect morphological and semantic relations (including some derivational relations) with word embeddings. Their approach is analogy-based and they conclude that their "experiments show that derivational and lexicographic relations remain a major challenge". Gábor et al. (2017) explore vector spaces for semantic relations, using unsupervised clustering. They evaluate the clustering on 9 semantic relation classes. Our approach is similar, but we focus on derivational relations. Soricut and Och (2015) use word embeddings to induce morphological segmentation in an unsupervised manner. Some of the relations between words that this approach implicitly uses are derivational.
Data
In this section, we describe the network of derivational relations and the corpora used in our experiments.
DeriNet
There are several large networks of derivational relations available for use in research, e.g. CELEX for Dutch, English and German (Baayen et al., 1995) , Démonette for French (Hathout and Namer, 2014) , DeriNet for Czech (Ševčíková andŽabokrtský, 2014) or DErivBase for German (Zeller et al., 2014) . A more complete listing was published by Kyjánek (2018) .
For our research, we chose to use the DeriNet-1.6 network mainly due to its large size -with over a million lemmata (citation forms), it is over three times larger than the second largest resource listed by Kyjánek (2018) , DErivBase with 280,336 lemmata. Also, the authors are native speakers of Czech, which was necessary for the annotation of derivation classes (see Section 4 below). Large corpora are available for Czech (Bojar et al., 2016; Hnátková et al., 2014) , which we need for training the word embeddings.
DeriNet is a network which approximates derivational families using trees -the lemmata it contains are annotated with a single derivational parent or nothing in case the word is either not derived or a parent has not been assigned yet. It contains 1,025,095 lemmata connected by 803,404 relations.
There is a fine line between derivation and inflection and in general, these processes are hard to separate from each other (see e.g. ten Hacken, 2014) . Both change base words using affixes, but they differ in the type of the outcome: derivation creates new words, inflection only creates forms of the base word. DeriNet differentiates derivation from inflection the same way the Czech morphological tool MorphoDiTa (Straková et al., 2014) does -it considers the processes handled by the MorphoDiTa tool to be inflectional and other affixations derivational. This is in line with the Czech linguistic tradition (Dokulil et al., 1986) , except perhaps for the handling of the two main borderline cases, whose categorization varies: negation (considered inflectional by us) and verbal aspect changes (considered derivational).
Word Embeddings
In our experiments, we compare the word embeddings obtained by the standard word2vec skipgram model (Mikolov et al., 2013) with word embeddings learned when training three different neural machine translation (NMT) models (Sutskever et al., 2014; Bahdanau et al., 2015; Vaswani et al., 2017) . The size of word embeddings is 512 for all the models.
NMT models are trained between English and Czech in both directions. We use the CzEng 1.6 parallel corpus (Bojar et al., 2016) , section cfiction (78 million tokens) and the Neural Monkey toolkit (Helcl et al., 2018) 1 for training the models. We experiment with three architectures:
• RNN: a simple recurrent neural (RNN) architecture (Sutskever et al., 2014) without attention mechanism, LSTM size 1,024
• RNN+a: RNN architecture with attention mechanism (Bahdanau et al., 2015) , and
• Transf.: the Transformer (big) architecture (Vaswani et al., 2017) with 6 layers, hidden size 4,096 and 16 attention heads.
Unlike the standard setting in which embeddings of the source and the target words are shared in a common vector space, we use two separated dictionaries (each containing 25,000 word forms). We also do not use any kind of sub-word units. By this setting, we assure that the word vectors are not influenced by any other words that do not belong to the examined language. We extract the encoder word-embeddings from
Czech-English NMT model and the decoder wordembeddings from the English-Czech model. The word2vec system is trained on the Czech National Corpus (Hnátková et al., 2014) , version syn 4, which has 4.6 billion tokens. It is a common practice (Mikolov et al., 2013) to normalize the resulting vectors, so that the length of each vector is equal to 1. We report results for both normalized and non-normalized vectors. In order to compare word2vec model with NMT models, we also train word2vec on the Czech part of the data used for training the NMT models.
All the word embeddings are trained on the word forms.
To assign an embedding to the lemma from DeriNet, we simply select the embedding of the word form which is the same as the given lemma.
Annotation of Derivational Relations
The derivational relations in DeriNet are not labelled in any way. In this section, we describe a simple method of automatic division of relations into derivation types according to changes in prefixes and suffixes and then manual merging of these types into derivation classes.
When assigning a derivation type to a relation, we first identify the longest common substring of the two related words. For instance, for the relation "padat → padnout", the longest common substring is "pad". Then, we identify prefixes and suffixes using the '+' sign for addition and '-' sign for deletion. A sign after the string indicates a prefix and a sign before the string indicates a suffix. Our example "padat → padnout" would therefore belong to the derivation type "-at +nout", which means deleting the suffix "at" and adding the suffix "nout". Derivation type "na+" means to add the prefix "na", etc.
When applied on the DeriNet relations, we identified 5,371 derivation types in total. We selected only 71 most frequent types (only those that have at least 250 instances in DeriNet). 2 After that, two annotators 3 manually merged the 71 derivation types into 21 classes. The classes of derivations are listed in Table 1 . The class super+ contains derivations from nouns to nouns and from adjectives to adjectives. Except for insignificant noise in the data, each of the rest of the classes contain only derivations for one POS pair.
The classes were designed in a way to separate different meanings of derivations where possible, and keep different types with the same meaning together (e.g. '+ová' and '-a +ová', which derive feminine surnames).
Unsupervised Clustering
We want to know whether and how the derivational relations are captured in the embedding space. We hypothetize that in that case the differences between embedding vectors for the words in a derivational relation would cluster according to the classes we defined.
We perform unsupervised clustering of such differences using three algorithms:
• kmeans: K-means algorithm (MacQueen, 1967) We evaluate the clustering quality by homogeneity (H), completeness (C) and V-measure (V) (Rosenberg and Hirschberg, 2007) . These are entropy based methods, which can be compared across any number of clusters. Homogeneity is a measure of the ratio of instances of a single class pertaining to a single cluster. Completeness measures the ratio of the member of a given class that is assigned to the same cluster. V-measure is computed as the harmonic mean of homogeneity and completeness scores.
Following Gábor et al. (2017) , we also report the accuracy (A) that would be achieved by the clustering if we assigned every cluster to the class that is most frequent in this cluster and then used the clustering as a classifier. Table 3 : Effect of number of clusters with K-means (averaged over 10 runs).
classes (cls) shows how many classes were assigned to at least one of the clusters.
Results
The results on the vectors trained on Czech National Corpus and comparison of normalized and non-normalized versions are summarized in Table 2. We can see that the normalization helps both clustering methods significantly. The best method, i.e. the K-means used on the normalized word vectors is used in the next experiments.
In Table 3 , we examine the effect of the number of clusters on the clustering quality. We compare our models to the baseline, in which each derivation pair is assigned to a random cluster. The table shows that regardless of the number of clusters, the clustering on the word2vec embeddings performs better than the random baseline. It shows that as we allow the K-means algorithm to form more clusters, the homogeneity increases and the completeness decreases. The V-measure is highest with the lowest number of clusters. This may be because the clusters are of uneven size. The accuracy on the word2vec model embeddings is highest around the number of clusters that corresponds to the number of classes in the data. Table 4 presents the results of clustering the differences of embedding vectors from NMT models. The cls columns shows how many different classes are assigned. Because some classes are more frequent than others, they may form the majority in multiple clusters. This is why random baseline assignes less than 3 different classes on average. We see that word2vec (trained on the Czech side of the parallel corpus) captures more information about derivations than NMT models. RNN models store more information in the embeddings if they do not utilize the attention mechanism. Even less information is stored in the embeddings by the Transformer architecture. This is probably because while in attention-less model the embedding is the only set of parameters directly associated with the given word, in the attention model the information can be split between embeddings and the attention weights. The transformer architecture with residual connections has even more parameters associated with a given word. Decoder in general stores more information about relation between words in the embeddings than encoder, presumably because it partially supplies the role of a language model. We also evaluated clustering by POS tags (POS baseline in Table 4 ), where we created 8 clusters based on the POS tags of the parent and child words in the derivational relation. This clustering has a high V-measure, because its completeness is 100 % (the super+ class is not present in the NMT data and for all the other classes it holds that each member of a class has the same parentchild POS tags pair). But it has lower accuracy than all the other models (except for the random baseline), showing that the unsupervised clustering does more than just clustering by POS.
The data naturally contains classes with significant differences in size. To prevent the small classes from being underrepresented, we also evaluated the clustering on a dataset, where the same number of derivation pairs was sampled from each class. Results for the experiment with classes of the same size are listed in Table 5 . The results show that the classification does not rely only on changes of part-of-speech. Both imperfectization and perfectivization classses are classified well (97 % precision, 83 % recall and 93 % precision, 66 % recall respectively), even though they are both derivation from verbs to verbs. The only classes that have both precision and recall under 50 % are those being confused with diminutization: man → woman shares one common derivation type with diminutization, and the class super, which contains only the prefix "super" and is therefore opposite to diminutization, sharing the same semantic axis.
Conclusion
Our results show that word-level word embeddings capture information about semantic classes of derivational relations between words, despite not having any information about the orthography or morphological makeup of the words, and therefore not knowing about the formal relation between the words.
It is possible to cluster differences between embeddings in derivational relations, and the assigned clusters correspond to the semantic classes of the relations. The word2vec embeddings generally result in a better clustering than embeddings from the NMT models, and embeddings from the decoder of a plain RNN model perform better than those from NMT models with attention. All these methods outperform a random-assignment clustering baseline and POS clustering baseline. 
