Abstract. Fast ltering algorithms arising from linear ltering and estimation are nonlinear dynamical systems whose initial values are the statistics of the observation process. In this paper, we give a fairly complete description of the phase portrait for such nonlinear dynamical systems.
Introduction
The main purpose of this paper is to determine the complete phase portrait of the \fast ltering algorithm" used in linear ltering and estimation, which incorporates the statistics of the observation process as initial conditions for a dynamical system. It was shown in [2] that, for the rst-order ltering problems, solutions of the fast ltering algorithm, for nonclassical initial conditions, can (i) evolve i n unbounded, complicated excursions, or (ii) exhibit periodic behavior of every period, or (iii) converge to a classical limit, and a complete phase-portrait was given. In [4] , for a scalar observation process, necessary and sucient conditions for the Kalman lter to converge are derived using methods from stochastic systems and from nonlinear dynamics { especially the use of stable, unstable and center manifolds.
In this paper, we attempt to describe, for n-th order ltering problems, phase portraits of the fast ltering algorithm. The analysis is akin to that used in describing the phase portrait of Riccati dierential equation, see [16] . However, the results are quite dierent. The key issue here is to analyze the fast ltering algorithm, or Riccati equation when the relevant positivity conditions (in the context of spectral factorization) are not necessarily satised. In the language of Riccati equation theory, this is equivalent t o s a y that the Hamiltonian matrix has eigenvalues on the imaginary axis. Another dierence is that the orbit generated by the nonlinear system is in general not almost periodic. This is in sharp contrast to that of Riccati dierential equation. This paper is devoted to the situation when the pseudo-polynomial is sign indenite, which, as we shall see, leads to discussion of dynamical behavior of type (ii).
The paper is organized as follows. In x2, we set notations and recall preliminary results needed throughout the paper. Then, we discuss heuristically on what will happen if certain positivity conditions are not satised in x3. The aim of this discussion is to giving a rough picture of the phase portrait of the fast ltering algorithm.
Thereafter in x4, we determine the phase portrait of the fast ltering algorithm in a \generic" case. The proofs of statements in this section are given in x5. The purpose of x6 i s t o s h o w that the phase portrait of the ltering algorithm can be described in a combinatorial way in terms of the rational dependence of the arguments for the zeros of the the pseudo-polynomial. We conclude the paper in x7 with some remarks and comments. 2 Preliminaries Let fy 0 ; y 1 ; y 2 : : : ; g be a scalar stationary stochastic process that is the output of a linear, nite-dimensional stochastic system driven by white noise, i.e.
x t+1 = F x t + v t ; y t = h 0 x t + w t :
It is well-known that the minimum variance estimatex t of the current state x t of the system is generated by the Kalman lter x t+1 = Fx t + k t (y t h 0x t );x 0 = 0 and the gain
is determined by solving the Riccati equation
with P 0 = 0, where g := Efx t+1 y t g. Let v(z) be a proper rational function of degree n with a minimal realization v(z) = 1 2 + h 0 ( zI F) 1 g.Denote v(z) : = b ( z ) =a(z). If v(z) is positive real, then P t tends to the stable equilibrium of (2.2) monotonically, [6] . Without loss of generality, w e take ( h 0 ; F ) in the observer canonical form. In Supported in part by S w edish Natural Science Research Council 1997 European Control Conference (ECC) 1-4 July 1997, Brussels, Belgium [4] , it was shown that k t can be computed by a reformulation of the fast ltering algorithm (see more detail in [12, 1 3 ] ), (t + 1 ) = A ( ( t ))(t); (2.3a) (t + 1 ) = G ( ( t + 1))(t); (2.3b) initiated at ((0); (0)) = (; ) e v olved on an invariant manifold, X D , the level sets of the function h i : R 2n ! R n to be made clear in a moment, and the matrices A and G are dened by A = 2 6 6 6 6 6 6 6 The issue addressed in this paper is description of complete phase portraits of the nonlinear equation (2.3).
The symmetric pseudo-polynomial D is determined by the initial condition (; ) in a manner described by d 0 = 2 n + r 1 2 n 1 + + r n with r 1 ; r 2 ; : : : ; r n are dened by r t+1 = ( 
Heuristic discussion
Before further discussion, we like t o g i v e some examples in the case of second-order systems to illustrate how the dynamical system (2.3) behaves when it starts with the initial values ((0); (0)) =: (; ) corresponding to the situation where D(z;z 1 )is sign indenite on the unit circle. We call such pairs of (; ) sign indenite initial data.
First, we look at a simple example which will demonstrate why w e are interested in studying this nonclassical system-theoretic problem. To this end, we x 0 and 1 . Figure 1 , shows the plane 7 ! (; ), where 0 = 1 = 2 and 1 = 1 = 3. Here the shaded regions correspond to the case when D(z;z 1 )is sign denite on the unit circle, while the white regions consist of sign indenite initial data. Each point in the bounded shaded region in Figure 1 corresponds to a positive real function v(z), and hence to a bona de stochastic system, and converges, by classical results, to a stable equilibrium ( 1 ; 0). However, as shown in [3] initial conditions in the four unbounded shaded regions also correspond to orbits which converge to stable or unstable equilibria ( 1 ; 0) except for a zero measure set which escape in nite time. What happens with the dynamical system initialized by such parameters? The objective of this paper is to understand the behavior of (2.3) corresponding to such initial data.
Intuitively, we h a v e at least three kinds of behavior:
(i) (; ) is a periodic point; (ii) the orbit of (; ) is dense on some manifold; (iii) there is nite-time escape. Let us turn to the motion on the invariant level set X D . For simplicity we make one more assumption, namely, that the polynomials a(z) and b(z) h a v e no common pairs of reciprocal roots. Then X D , dened by (4.1), is an n-submanifold generated by sign indenite initial conditions and . Next theorem describes the dynamical behavior of (2.3), in the simplest but most generic situation. Obviously, k = n is an extreme case of sign indeniteness of D(z;z 1 ), i.e. all zeros are simple and on the unit circle. This is the only case appearing in the rst-order dynamical system. Following Theorem 4.3, we m a y conclude that we are able to completely describe the phase portrait of the second-order fast ltering algorithm. The If 2 = 0, but 1 6 = 0, it is not hard to see that (2.3) contains two equations, and therefore X D is described by a pair of hyperbola. The phase portrait in this case was given in [2] .
5 Sketch of the proof of Theorem 4.3
As before, our analysis is based on the dynamical behavior of the related matrix Riccati equation. As a consequence of our proofs, we shall see that the dynamical behavior of the Kalman gain sequence fk t g is topologically equivalent to the dynamical behavior of the fast ltering algorithm.
Let us recall some results from earlier work. In [4] , it was shown that the fast ltering algorithm (2.3) tends to a limit ( 1 ; 0) if and only if the related Riccati equation (2.2) with initial condition P 0 = 0 converges to some equilibrium P 1 . First, let k = n. Then, D(z;z 1 ) has 2n distinct zeros on the unit circle, which implies that M has all simple eigenvalues on the unit circle. So e i1 ; : : : ; e in are the 2n eigenvalues of M dened in (2.4). Let V k , k = 1; : : : ; n denote primary components of M corresponding to e ik , k = 1; : : : ; n , and let G 1 (V k ) be the Grassmann manifold of all 1-dimensional subspaces of V k . Now w e w ant to study the set T := fW 1 W 2 W n : W k 2 G 1 ( V k ) g . : : : , n are r ational multiples of , o r (ii) a dense orbit on the n-torus 1 (T) if 1 , 2 , : : : , n , are linearly independent over the rationals, or (iii) an orbit on the n-torus 1 (T) which is neither dense nor periodic, if 1 , 2 , : : : , n , are linearly dependent over the rationals, but not all the k 's are r ational multiples of .
Proof of Theorem 4.3 goes as follows. Since r t is not sign preserved, an orbit starting at (; ) might escape in a nite number of steps, under the action of the dynamical system (2.3). Now assume that the (; ) does not escape in nite steps.
If O(0) = fP t ; t = 0; 1; 2; : : : g is a period orbit of period p, then it is not hard to show that O ((; )) = f((t); ( t )) ; t = 0; 1; 2; : : : ; g is also periodic. Since ((t); ( t )) is on the n-submanifold X D , for all t 2 Z + , O ((; )) is a periodic orbit on n-submanifold X D .
Now w e need to show that the orbit O ((; )) is dense on the n-submanifold X D , i f O (0) is dense on T. By Theorem 5.3, it is not hard to see that fgraph(P t )g 1 0 is dense, and consequently, fP t h; t = 0 ; 1 ; 2 ; : : : g is dense in R n .
In view of (2.1), we see by n 6 = 0, that the correspondence between k t and P t h is one-to-one. . For the rst part, we apply the analysis of the rst step, for the second, the discussion used in the proof of Theorem 7.1 in [4] . Thus, apart from the possible nite escape time, the second part tends to an equilibrium as t ! 1 , and the rst has one of the three possible behaviors described in Theorem 5.3. So M t sp Z 0 tends to a k-torus, described in Theorem 5.3, as t tends to 1, and the trajectory is dense on the k-torus. By the same argument used in the end of the proof for all simple unimodular zeros, we show that Theorem 4.3 holds also for k < n simple unimodular zeros. This completes the proof of Theorem 4.3.
We w ant to close this section by a remark which implies that, in principle, Theorem 4. From Figure 3 and Figure 4 , we see that the orbits depicted in the unit squares look similar in the two cases, while after gluing the squares to the tori, the appearance of the orbits is quite dierent: the former lies on three disconnected circles, and the latter, on a closed curve o n the torus. When we apply theses results to our dynamical system, we can also see a bit of the dierence between the orbits in these two situations. See Figure 5 . The mathematical statement of these phenomena and a geometric proof are given e.g. in [15, Chapter 3] . We claim that this is also true for a more general setting. However, we rst introduce the following lemma whose proof can be found e.g. lie on, and only on, those portions of the l-dimensional parallelograms lying within the n-unit \cube" 0 j < 1. Further, the points (6.1) are dense on these l-dimensional parallelograms.
As noted before, we distinguish two cases of the linear dependence: (a) some of the 's are rational, (b) none of the 's is rational. To situation (a), we give a denition for the sake of simplicity of exposition. 
Conclusions and further remarks
In this paper, we have given a complete description for the phase portraits of the fast ltering algorithm. Specially, we study the case where the pseudo-polynomial (or the symplectic matrix related to Riccati equation) has zeros (or eigenvalues) on the unit circle. The key to describe the phase portrait is to utilize special structures the fast ltering algorithm oers, and thereafter, to associate with extended Riccati equation. Notice that to formalize the ltering algorithm, it is assumed that rank(P 0 ) = 1. However, using the fact that the extended special Riccati equation with arbitrary initial value is topological conjugate to that with 0 initial value, we can eventually drop the rank condition and derive the similar results for a more general type of equations. The results will be presented in a further note.
In this paper, we h a v e not dealt with the case where the unimodular zeros are odd multiple. We leave this as future research topic. Futherover, we wish to extend the results in [4] and this paper to multi-output case.
