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Abst rac t - -Cons ider  the higher-order nonlinear scalar differential equation 
x(2n)(t) = -$  (t,x(t) . . . . .  y(2J)(t) . . . . .  y(2(n--1))(t)), 0 ( t ( 1, (1) 
where f E C([0, 1] x R~,~+),  R+ = [0, ~)  associated to the Lidstone boundary conditions 
x (~0 (o) = o = x (2i) (1), (2) 
X (2i) (0) ----- 0 ---- X (2i'F1) (1). (3) 
Existence of a solution of boundary value problems (BVP) (1),(2) such that 
x(2i)(t)>O, 0<t<l ,  i - -0 ,1  . . . .  ,n -1  
are given, under superlinear or sublinear growth in f. Similarly, existence for the BVP (1)-(3), under 
the same assumptions, is proved such that 
x(i)(t) > 0, 0<t<l ,  i=0 ,1  . . . .  ,2n -  1. 
We further prove analogous results for the case when - f  E C([0, 1] x Rn_,R_), i.e., derivatives 
of the obtaining solution satisfy inverse inequalities. The approach is based on an analysis of the 
corresponding vector field on the face-plane and the well-known, from combinatorial nalysis, Knaster- 
Kuratowski-Mazurkiewicz's principle or as it is known, Sperner's Lemma. © 2001 Elsevier Science 
Ltd. All rights reserved. 
Keywords - -S turm-L iouv i l l e  boundary value problems, Positive solution, Vector field, Sublinear, 
Superlinear, Growth rate, Sperner's property, Knaster-Kuratowski-Mazurkiewicz's principle. 
1. INTRODUCTION 
Consider the scalar Sturm-Liouville boundary value problem 
x"(0 = - f ( t ,  x (0) ,  0 < t < 1, 
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(1.1) 
Typeset by .Ah/eS-TEX 
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ax(0)  - Zx' (0)  = 0, 
O'x(1) + 5x'(1) = 0, (1.2) 
where the constants a, fl, 7, 5 > 0. 
In [1], Erbe and Wang by using Green's functions and Krasnoselskii's fixed-point heorem in 
cones, proved existence of a positive solution of (1.1),(1.2), under the following assumptions: f is 
continuous and positive, i.e., 
f • C([0, 11 x [0, co), (0, oo)), (A.10) 
fo := lim max ~f(t'x) =0,  
x---*O+ O<t<l X 
(a .2 ; )  
foo : = lim min f(t,  x_____2 ) = +co, 
x--~+~ O<t_<l X 
i.e., f is superlinear at both ends points x = 0 and x = co or 
fo : = lim min 5x------zf(t'_ +oo, 
x-+O+ O_<t<l X 
foo := lim max ~f(t'x) =0, 
x--*+oo O<t< 1 X 
(A.20*) 
i.e., f is sublinear at both x = 0 and x = co and 
P := fly +a~/+ a5 > O. (A.30) 
Erbe and Tang in [2] for n = 1 and Davis, Erbe and Henderson in [3] for arbitrary n = 1,2, . . . ,  
established criteria for the existence of multiple positive solutions of 
(-1)nx(2n)(t) = f(t ,x(t)) ,  0 < t < 1, 0.3) 
ax (2i) (0) - fix (2i+1) (0) = 0, 
-yx(2~)(1) + 5x(2~+1)(1) = 0 
under (A.30) and certain growth rate assumptions on f .  
In [4], Davis, Eloe and Henderson considered the Lidstone boundary value problem, 
(1.4) 
= / (t,y(t),. . . ,  
y(2~)(0) = 0 = y(2i)(1), 
O<t<l ,  
O<i<m-1 , - .  • 
where ( -1) '~f  > 0. Growth conditions were imposed on f ,  for example of the type 
n-1  
j=0 
where 
{ [a ,  fl], if j -- 2k, 
(-1)J[a'fl] := [ - f l , -a ] ,  i f j=2k+l  
and inequalities involving an associated Green's function were employed which enabled them to 
apply the Leggett-Williams fixed-point theorem to cones in ordered Banach spaces. This in turn 
yields the existence of at least three positive symmetric oncave solutions. The emphasis there 
was that  f depends on higher-order derivatives. 
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It is the aim of this work to prove existence of solutions for the more general boundary value 
problem 
x(2n)(t) --- - f  (t,x(t), . . .  ,x(20(t),.. .  ,x(2n-2)(t)) ,
x(20(0) = 0 = x(20(1), 
O<t<l ,  (1.5) 
(1.6) 
such that 
x(20(t)>0,  0<t<l ,  i=0 ,1 , . . . ,n -1 ,  
where now we assume that f : [0, 1] × R n --* IR is continuous and 
f e c([0,1] × R" +,R+), 
fo := lim max --f(t' X) _0 ,  
,,x,l-~o+ o~,~1 ItXll 
f~  : = lim min f(t ,  X)  _ ~,  
IlXll --*+~ O<t<l IlXll 
i.e., f is superlineax at both ends points X = 0 and X = co or 
(A.1) 
(A.2*) 
fo := lim min f(t,X) 
ItXll-~o+o~<t~l IlXll -+co '  
f~  : = l im max f(t ,  X_______) O, 
IlXll-~+~ o<t<l IlXll 
(A.2,) 
i.e., f is sublineax at both X = 0 and X = eo, where R+ := [0, +co), 
X := (xo, . . .  , x i , . . .  ,Xn_l) and IlXll := max(lxol , . . . ,  I xd , . . . ,  Ix~-l l ) .  
Further, we prove existence of a solution x = x(t) of (1.5)-(1.7), where 
z(2o(0) = 0 = z(2~+1)(1) (1.7) 
such that 
x(0(t) > 0, 0<t<l ,  i = 0 ,1 , . . . ,2n -  1. 
More existence results (see Theorem 3.3 and Remark 3.4) are given for the differential equation 
x(2n)(t) = f ( t ,x(t) , . . .  ,x(2J)(t),... ,x(2(m-1))(t)) , 0 < t < 1, 
where now f E C([O, 1] × Nn, R+), subject o boundary conditions analogous to those above. 
Similar results for the boundary value problem 
x(2n)(t) = f (t ,x(t) , . . .  ,x(2J)(t),... ,x(2(m-1))(t)) , 
x(20(0) = 0 = x(20(1) 
0<t<l ,  
axe given but now with f E C([0, 1] x ~n_,l(+) and so the obtaining solution x = x(t) satisfies 
x(20(t) < 0, 0<t<l ,  i=O,  1 , . . . ,n -1 .  
In [3], some growth conditions on 
h(t, x) := f ( t ,  ~), 0 < ~ < co, 
x 
O<t<l  
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are established (ho(t) -- limx-~0+(f(t, x)) /x  = 0 corresponds to superlinear case while hoo(t) = 
lim~_~cc(f(t,x))/x -- co to sublinear one) to yield existence and multiplicity criteria for 
(1.3),(1.4). Although we could discuss such a general case, we restrict our consideration only 
for the case of simpler assumptions (A.2*) or (A.2.) and so we examine here only existence 
results. 
In [5], we noticed that the differential equation (1.1) defines a vector field (see Remark 1.3 
below), the properties of which combined with the Kneser's property (continuum) of the cross- 
sections of the solutions funnel yields existence results for the case n -- 1 for the Sturm-Liouville 
boundary value problem (1.1),(1.2). However, this technique presented there, does not work 
anymore for n > 1. So we will now apply another well-known result, namely the Knaster- 
Kuratowski-Mazurkiewicz's principle (Sperner's Lemma) instead of the Kneser's continuum. 
It will be convenient to represent the differential equation (1.7) as a second-order system of 
the form 
X"(t)  = F(t, X),  (1.8) 
where for notational purpose, we set 
---- (X0 ,X l , . . . ,Xn -1)  ---- (X, XU,...,X (2n-2)) E R n, X and 
F(t,x) = 
Then the boundary conditions (1.6) take the form 
X(0) = 0 = X(1). (1.9) 
Solutions of (1.8) are defined by trajectories with their initial values in 
; ! 
Ei0 := {(X,X') • R2": xi = 0, x i > 0, xj = 0 = x3, j # i} ,  
! ! . . .  X ! = X' := (Xo,Xl, , ,~-1) (x ' ,x '" , . . .  ,x(2~-1)), i.e., if they satisfy 
X (2i)(0) : 0, X (2i+1)(0) > 0, 
(1.10) 
ff:(2J)(0) = 0 = X(2j+I)(0), 0 < j < n -- 1, j • i. 
A solution of the initial value problem (1.8)-(1.10) will be denoted by 
X = (X(t,  P), X'(t ,  P)) or simply x = x(t; P), 
where of course P • E{0 and will represent that fact by x • A'(Ei0). 
Let us denote by 
K := {(X,X ' ) :  X > 0}, 
the closed positive cone of R 2'~ (inequalities are considered component-wise) and let 0K be its 
boundary, which consists of the planes 
Eil := {(X,X ' ) :  xi -- 0, x~ < 0, xj = 0-- x~, j # i}. 
Then it is clear that Ei0 C K, (i -- 0, 1 , . . . ,  n - 1). 
DEFINITION 1.1. We wili say that the trajectory X(t,  P), P • Ei0, egresses from K through E~I 
(at the time h),  whenever there exists a tl > 0 and e > 0 such that 
xdt )  > o, o <_ t < h ,  
z~(t~) = o, 
x~(t) < O, t~ < t < h + 
and 
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and 
xj(t)  > O, 0 < t < tl + e, j < i, and 
x3(t) < O, 0 < t < tl + e, j > i. 
REMARK 1.2. By above definition, it is obvious that a trajectory X(t ,  P),  P E Eio, does not 
"egress" (in our sense) from K through Eil at the time tl, if it has been already egressed through 
another face Ej l  at a previous time t2 E [0,tl). 
Consider the modification 
f*(t ,  Xo, . . . ,  x i , . . . ,  x,~-l) := f ( t ,  5ox, . . . ,  5 ix i , . . . ,  5n-lx,~-l) ,  
where 
0, i f x i<0,  
~i :~  
1, if xi > O, 
as well as the differential equation 
x(2n)(t) =-f* ( t ,x ( t ) , . . . , x (2 J ) ( t ) , . . . , x (2 (m-1) ) ( t ) ) .  (1.11) 
Then clearly f* E C([0, 1] x R n, N+) and further f* is superlinear (sublinear), whenever f is. 
REMARK 1.3. We notice here that the differential equation (1.11) defines a vector field, the 
properties of which will be crucial for our study. Specifically and recalling the notations 
Xi = x(2i)(t) and x~ -~ x(2i+l)(t), 0 < i < n - 1, 
let us look at the (xi, x~) face semiplane (x~ _> 0). By the sign condition on f* (see assumption 
(A.1)), we immediately see that for any solution x c X(Eio) of (1.11), it follows that x(2n)(t) < 0 
and then: 
x (j)(t) < 0, 2i + 2 < j < 2n, 
for all t E (0, tl) and some tl > 0. Thus, any "trajectory" (x(2i)(t), x(2i+l)(t)), t >_ O, emanating 
from the "semiline" Eio "tends" in a natural way, initially (when x(2i+l)(t) > 0) toward the 
positive xi "semiaxis" and then (when x(2i+l)(t) < 0) turns toward the "semiline" Eil. 
These properties will be referred to as "The nature of the vector field" throughout the rest of 
paper. 
Last, by setting a certain growth rate on f (say superlinearity), we can control the vector field, 
so that any solution x E X(P ) ,  with large enough P E Eio semiegress trictly from K through Eil,  
at some time tl _< 1 and for small enough P EEio, x cannot egress from K through Eil,  for any 
t_<l .  
So the technique presented here is different o that given in the above mentioned papers. 
Actually, we rely on the above "nature of the vector field" and the Sperner's property, which is 
formulated in the sequel. 
Let P0, P l , . . . ,  Pm be m + 1 points of the m-dimensional Euclidean space R m. Then the simplex 
S = [POP1,-..,pm] is defined by 
S := p E N m : 3 Ai > 0 with Ai = 1 and p = AiP i  • 
i=0 i=0 
The points Po,P l , . . .  ,Pro are called vertices of the simplex S and the simplex [PioPil,... ,Pik] 
is a face of S (0 < k < m - 1). If the vectors Po,Pl , . . .  ,pro are linearly independent, then S is 
an m-dimensional simplex spanned by these points. 
Our principle is based on the following result from combinatorial nalysis, known as Sperner's 
lemma ([6; 7, Chapter II, Theorem 5, p. 310]). 
LEMMA 1.4. Let T m be a dosed m-simplex with vertices {e°,e 1 . . . .  ,e m} and let {El,E2, 
. . . .  Era} be a closed covering of T m such that each closed face [ei°ei l , . . . ,  e ~] of T m is con- 
tained in the union Eio U Ei, U . . .  U Eik. Then the intersection Nim=o Ei is nonempty. 
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2. MAIN RESULTS 
The next lemma shows that, if a trajectory satisfies a certain initial condition of type (1.10), 
then it egresses from K at a time ti < 1, through the hyperplanes Eii, for any i = 0, 1, . . .  ,n - 1. 
LEMMA 2.1. Assume (A.1) and (.4.2*) (i.e., the function f is superlinear) hold. Then for each 
i = 0,1 , . . .  ,n - 1, we have the following. 
• There exists an Hi > 0 such that for any Pii := (0 ,0 , . . . ,0 ,0 ,x~,0 , . . . ,0 )  • Eio with 
x'i >_ Hi every trajectory X(t,  Pix) egresses from K through Eii at a time ti <_ 1. 
• There exist an ~i > 0 and Pio := (0, 0 , . . . ,  0, 0, x~, 0 , . . . ,  0) • Eio with x' o <_ Ui such that 
trajectories X (t, Pio) do not egress from K through Eii (stay "asymptotic" in K) for all 
time t • [0, 1]. 
PROOF. Since foo = +oo, for any 
K > (2n)!, 
there exists H > 0 such that for i = 0, 1, . . .  ,n - 1, 
min f ( t ,X )  > KIIXII IlXll > H, 
0<t<l  ' - -  
(2.1) 
where we recall the notation 
X = (XO,Xl,...,Xn_l)= (X, XH,...,X (2n-2)) E• n. 
Consider the differential equation 
= - f *  . . . .  0 < t < 1. (2.2) 
Then clearly f* satisfies (2.1). Let X(t,  P) be a solution of (2.2) satisfying an initial condition 
of type (1.10), i.e., 
x(2i)(0) = 0, x(2i+l)(0) = x~ > 0, and 
(2.3) 
z(J)(0) = 0, j # i. 
Therefore, by assumption (A.1) (the nature of the vector field, see Remark 1.3), there exists a 
> 0 such that for 0 < t < [, 
x(J)(t) >0,  for j = 0 ,1 , . . . ,2 i  + 1, and 
(2.4) 
x (j)(t) < 0, for j = 2i + 2 , . . . ,2n .  
Consider any point P := (0,0, . . .  ,0 ,0,x~,0, . . .  ,0) E Eio with x~ > H and let x E 2d(P) be 
any solution of (2.2) starting at the point P. 
Considering the map 
Gk(t; P) := x(2k)(t), 0<t<t ,  
and since by (2.4) 
Gi(t; P) = z(20(t) > O, 0 < t < ~, 
it is obvious, that the first zero of Gk(t; P) occurs for k = i, i.e., if some solution x E X(P)  
egresses from K, it must egress through the planes Eii, (i = O, 1, . . . ,  n - 1). 
We are going to prove that the solution x egresses from K, provided that x~ is sufficiently 
large. 
• Let us suppose that for every Hi > H, there is a point P E Eio with x~ > Hi, such that 
Gi(t; P) > 0, 0 < t < 1. (2.5) 
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We fix such a point P and for simplicity set x(t) := x(t; P). Now by the Taylor's formula 
2n--1 
x(1) = E ~I x(j)(0) + (o~ x(2n) (t) 
j=0 " (2n). ' 
and the definition of Ei0, we have, for some i E [0, 1], 
! "f* (t,x (i) , X (2i) ( i ) ,  .,X (2(n-l)) ( i ) )  x(2/)(1) = xl (2n - 2i)! . . . . . . .  
Assume first that 
Thus, in view of (2.1) and since x~ > Hi > H, we get 
[1  1 
Gi(P) <_ xl (2n - 2i)! - -  
K 
<x~[ l  (2n--2i)!] " 
So by the choice K > (2n)! > (2n - 2i)!, we conclude that 
Gi(P) < 0, 
(2.6) 
IIxn (i)ll < ~, n= 1 ,2 , . . . .  (2.7) 
Then by the Taylor's formula and the monotonicity of Xn(t) (which follows by (2.5)), we 
get for some tn E (0, in), 
~'+' 1 f. (~n,x(~n),..,x (2') (~),..,x(2(,-1))¢)) xn (in) = Xln (2i + 1)! (2n)! " " 
~+1 
>- X~n (2i + 1)! - M, 
where 
1 
M := 7-ffs~max{f*(t,X): 0 < t < 1, IlXll ~ xl}.  
Obviously, 0 cannot be an accumulation point of {in}, since at the opposite case (up to a 
subsequence), we get 
limxn (in) = limxln = +~,  
a contradiction to (2.7). Consequently, 
limxn (in) > lim ' vn M = +oc 
- xln (2i + 1)! 
also contrary to (2.7). 
contrary to (2.5). 
Therefore, if (2.6) does not hold, we may assume that there exist sequences {Pn} C E~o, 
Pn := (0,.. .  ,O,O,X~ln,O,... ,0), with limx~n = +c~, xn e X(Pn) and {in} such that, 
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Hence, (2.5) cannot be true and the first result of the lemma follows. 
Similarly, by the superlinearity of f*(t,x,  x l , . . .  ,xn-1) at X = 0, for any # > 0, there is an 
~/> 0 such that, 
o < IIXEI _< ~ implies max i f ( t ,  X) < # HXI[. (2.8) 
o_<t<l 
Consider any positive number ~ < (2i + 1)] and choose 
# < min {e(2n - 2i)1, (2n)! [1 -eA i ]} ,  (2.9) 
where Ai := 1/((2i + 1)!). 
• We shall prove that any x E 2d(P0), where Po := (0,0, . . . ,0,0,  x~,0,. . .  ,0) E Eio and 
x~ = ¢~/, does not egress from the cone K, for any tl _< 1. 
We shall first show that 
o _< IIX(t)ll <_ ~, o < t < 1. 
Indeed, let us assume that there exists t* E (0, 1] such that 
0 _< IlX(t)ll _< n, 0 < t < t*, and IIX(t*)l[ -- ~. 
Then by the Taylor's formula, assumption (A.1), (2.3), and (2.8), we get E E (0, t*) such that 
+ . 1-LS" (t,x(t-),.. n = IIX (t*)ll <- (2i + 1)! (2n)! 
1 
_< e~/(2i + 1)---------! + # IIX (~)11 
1 1 
-< ~u (2i + 1)-----~. + (-~n)V.'~" 
Consequently, we obtain 
~ > (2n)! 1 - s(2 i  + 1)! 
contrary to the choice of ~ at (2.9). 
Consider again the function as(P) := x(2°(1) defined above and then, by (2.8), we get 
Gi(P) = X~o 1 - (2n - 2i)! x; 
1 
>_ (2n- 20!" IIx( )ll 
1 
> e~/ (2n - 2i)! #~/" 
Thus by (2.9), we conclude that there is a point Pio := (0, 0 , . . . ,  0, x~, Yo, 0 , . . . ,  0) E Eio (with 
x~ = e~/< (2i + 1)hi) such that 
ai(Pio) > O. I 
Following similar steps (see also [5]), we may easily prove the next symmetric result. 
LEMMA 2.2. Assume (.4.1) and (A.2.) (i.e., the function S sublinear) hold. Then for each 
i = 1 ,2 , . . . ,n ,  
• there exists an 7h > 0 such that any trajectory X(t,  Po) with Po := (0, 0 , . . . ,  0, 0, x~, 0, 
. . . ,  0) E Eio and x~ < 7h, egresses from ]K through Eil, at a time tl _< 1; 
• there exist an Hi > 0 and />1 := (0 ,0 , . . . ,0 ,0 ,x~,0, . . . ,0)  E Ei0 with x' 1 > Hi such 
ali trajectories X (t, P1) do not egress from K (they stay "asymptotic" in it) for a11 time 
te  [0,1]. 
We shall now study the boundary value problem (1.5),(1.6). Our main tool will be Sperner's 
Lemma 1.4. 
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THEOREM 2.3. Assume (A.1) and (A.3) hold. Then the boundary value problem (1.5),(1.6) 
has a solution provided that the function f is superlinear (see (A.2*)) or sublinear (see (A.2,)). 
Furthermore, there exist 0 < ~1 < H such that 
~l<x(20(t)<_H, 0<t<l ,  (i=O, 1 , . . . ,n -1 )  
for any such solution. 
PROOF. Let us study the superlinear case. We choose 
{ n-I 1 } (2.10) 
K _> 0_<p_<n-lmax (2n - 2p)! Z (2k + 1)! " 
k=p 
Then by assumption (A.2*) (superlinearity of f) ,  there exists H > 0 such that 
min f(t, X) > K [[X[[ [[X[[ > U. 
O<t<l  ' - -  
Consider the vectors 
e i+1 := P~o, Pil c_ El0, i = 0, 1, . . . ,  n - 1, 
where recall that [Pi0, Pil] is the segment in Ei0, defined in Lemma 2.1. Let S be the n-simplex 
spanned by the vertices e ° = 0 and e i, 1 < i < n. As usual, [eiOeil,..., e i,'] denote the closed 
face of S spanning by the vertices {e ~°, e i l , . . . ,  ei~}. We choose here P~I large enough, so that 
if an initial vector v starts from e ° = 0 and ends on the face 
[eiOeil,...,e it] (which does not contains e°), then any solution x(t,v) (2.11) 
egresses from K for some tl _< 1. 
Such a choice of Pil is always possible. Indeed, let us assume that for every Ppl with p E 
{i0, i t , . . . ,  it}, there is v E [ei°eiZ,..., e~] such that some solution x(t, v) remains (asymptotic) 
in E, for 0 < t < 1. Then since v E E, we have 
x(J)(O,v)> 0, j = 0 ,1 , . . . ,2n -  1. (2.12) 
Consequently, by the definition of 
a . ( t ,  v) = x (2")(t, v), 
and Taylor's formula, we get for some t E (0, 1] 
O<t<l ,  
2n--1 
x(2P)(i'v) = Z f i  x(j)(0) + 
3=2p 
Also, by the definition of the cone K, we have 
x(2k)(0) = 0, x(2k+l)(0) _> 0, 
1 
(2n - 2p)[ x(2n) ([)" 
k=O, 1 , . . . ,n -1 ,  
and then an easy computation leads to 
. - i  x(2~+l )(0) 
a.(1;  v) < ~ (2k + 1/! 
k-~p 
n - !  
Vk 
= F_, + 11! k=p 
i (t,x v)) 
(2n - 2p)! y 
1 s(,,x 
(2n - 2p)! 
84 
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n-1 1 
oA1;v) _< v*y~ (2k + 1)! 
k=p 
1 
(2n - 2p)! f ( t ,X (t,v)) , 
v* : -  max{vo, vo+l,... ,vn-1} > H. 
As in the proof of Lemma 2.1 (see (2.6)), if 
/~-< II x (011, 
then by the choice K at (2.10), we easily conclude that 
Go(i; v) < 0, 
contrary to the assumption that x(t, v) remains asymptotic in K for all t E [0, 1]. 
If on the contrary, assume that 
there is a sequence {vk} C K, vk = (Vko,... ,vko,... ,vk(,~-l)) : limVkp 
= ~ and IIX (ik,,~)II <- H, k = 1, 2 , . . . ,  
then if 
Xk(t):=x(t, Vk) and Xk(t) :=X(t ,  Vk), k=l ,2 , . . . ,  
by (2.14), the Taylor's formula and the monotonicity of xk(t), we get for some tk E (0, tk), 
2n-- 1 
j=O 
go+i 
>_Vko(2p+ l) ! ( )!I(tk, Xk(tk)) 
~2kP+ 1
N, >_ Vko (2p + 1)! 
where 
1 
N := 7x-~max{f ( t ,X) :  0 < t < 1,0 < IlXll _< H}.  
tzn): 
As by (2.7), 0 cannot be an accumulation point of {tk}, since then we get 
lira IIXk (tk)ll > limvao = +c~, 
contrary to (2.14). Therefore, the choice of Pil with property (2.11), is always possible. 
Define now the sets 
E0 = cl{v E S : X(t, v) remains in K, for 0 < t < 1}, and 
Ep = cl{v E S : X(t,v) egresses from K through Epl for t I < 1}. 
In order to apply the Sperner's lemma, it is necessary to verify that 
• the sets {Ep} form a closed covering of S, and 
, ' ' "  7" E • • [ e~°ei~ ,ei'J g U~=o i~ 
(2.13) 
(2.14) 
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The closedness of Ep is obvious by the continuous dependence of solutions on their initial data. 
Further, their union covers S, because any trajectory either remains in K for all 0 < t < 1 or else 
egresses from it, through some face Ell for some tl _< 1. 
Let now v E [ei°eil,...,e i~] (more precisely, v starts from e ° = 0 and ends on the face 
[ei°ei~,..., ei~]). Examine two cases that follow. 
If 0 E {i0, i l , . - . ,  i~}, then, if x(t, v) remains in K for all t E [0, 1], then v E E0 _c ~=0 Eij. 
Otherwise, let us assume that x(t, v) egresses from K through Epl, where p ~ { i0 , i l , . . . , i r} .  
Then clearly 
x (2") (0, v) = 0 = x (2p+1) (0, v). 
Therefore, 
for all those t E (0, 1] for which 
x(2")(t, v)x(2"+l)(t, v) > o, 
x (2p+2)(s, v) ~ 0, 0 < s _< t. 
Now it is clear that (2.16) implies (2.15), i.e., 
(2.15) 
(2.16) 
GAt, v) # o, o < t <_ 1. 
Consequently, the trajectory x(t, v) egresses from the cone K through a plane Ej l  with j ¢ p, a 
r contradiction. This implies that p E {i0, i l , - - . ,  it} and so v E Ep C_ Uj=0 Eij. 
If 0 ~ {i0, Q , . . . ,  it}, then by choice of Pil at (2.11), any solution x(t, v) egresses from K. Then 
as above, it must egresses from E through a plane Epl, with p c {i0, i l , . . .  , it} and so we get 
• * " r E once again v E Ep C U[=o Eiz. Therefore, [eiOeil,. , e ~-] C [-Jj=0 i~. 
We can apply now the Sperner's Lemma 1.4, and thus, we conclude that there exists a vector 
n 
v0~ NE i  
i=0  
and so a solution x = x(t; vo) of differential equation (2.2), which by the definition of Ei, must 
satisfy the boundary conditions (1.6). Furthermore, by the definition of the cone K and since 
v0 E E0, it is obvious that 
(x(t),  x'(t))  ~ K, o <_ t < 1, 
and so 
x( t )  > 0, 0<t<l ,  
i.e., 
x(2i)(t)>O, 0<t<l ,  i = 0 ,1 , . . . ,n -  1. 
Consequently, by the definition of f*, x = x(t; vo) is a solution of the original equation (1.1). 
Furthermore, by Taylor's formula, we get for some E E [0, 1] 
2n-1 ~ 1 2p)[ x(2n) 
X(2P)(t'v) = E X0")(0) + (2n -- ([),  and 
j=2p 
n--1 n--1 
vj E Hj . -  H, 
< ~ (2j + 1)! < j : .  (2j + 1)! j=p  "= 
because by above analysis, v ~t E0 for arbitrary large vj, say vj > Hi. Similarly, we may prove 
that 
x(2p)(t,v) >_ ~, 0 <_ t < 1, 
for some y > 0 and this ends the proof of the theorem for the superlinear case. 
A similar argument can be used to prove the sublinear case. | 
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3. MORE RESULTS 
Consider now the boundary value problem 
x(2n) (t) -f o < t < 1, (3.1) 
x(20(0) = 0 = x(2i+l)(1). (3.2) 
We are going to prove existence of a solution x = x(t) of (3.1),(3.2) such that 
x (20( t )>0 and x(2~+l)(t)>0, 0<t<l ,  i=O,  1 , . . . ,n -1 ,  (3.3) 
where we still assume that the function f E C([0, 1] x [0, c¢), [0, c¢)) is superlinear or sublinear. 
THEOREM 3.1. Assume (A.1) and (_4.2.) (or (A.2*)) hold. Then the boundary value problem 
(3.1),(3.2) has a solution satisfying (3.3). 
PROOF. Let f be superlinear. As in the proof of Lemma 2.1, we can see that for any K > (2n)!, 
there exists H > 0 such that 
min f(t ,  X)  > g ]]Z[] IIXH > g .  (3.4) O~t~l ' -- 
Further, there exists an Hi > H such that for any Pil :-- (0,0, . . .  ,0 ,0,x~,0, . . .  ,0) E Ei0 with 
x~ > Hi, every trajectory x E X(P~I) satisfies Gi(Pil) = x(20(1) < 0. Therefore, there is 
t l  E (0, 1] such that 
a~(tl,P~l) := x(2i+l)(tl) < 0 
and this means that the solution x E Pd(Pil) egresses now from the (new) closed positive cone 
]K* := {(X,X')  : X > 0 and X'  > 0}, 
through the plane 
* '=0,  x~>0,  x~ =o=x'j, #i} Eil := {(X ,X ' )  : x i 
for a time tl < 1. 
Similarly (see (2.9)), since f0 = 0, for any 
# < rain {(2n)!(1 - cA~), (2n - 2i - 1)[E}, 
there is 7/> 0 so that (2.8) holds and any x E 2((Po), where P0 := (0, 0 , . . . ,  0, 0, x~, 0 , . . . ,  0) e Ei0 
and x~ = ¢~, satisfies the inequality 
o < IIX(t)H < ~, o < t < 1. 
Consequently, by (2.8) and assumption (A.1), we get 
G*(P)=x~ 1"  (2n- (2 i+1) ) !  x 0 j 
1 
> ~n - (2 .  - 2 i  - 1)f  ~ I I z  (~)ll 
1 
< ¢~? - (2n - 2i - 1)i #7/> 0, 
and so the solution x E 2d(Po) remains asymptotic in K* for all 0 < t < 1. 
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Now, Theorem 2.3 can readily be applied (we must replace K by K* and Gp(1, .)) by the 
corresponding G~(1, .), in order to verify (2.11). 
Finally, since the obtaining trajectory iX(t) ,  X ' ( t ) )  E K*, we easily obtain inequalities (3.3) 
and this ends the proof. | 
Consider now the boundary value problem 
~(~)(t) = - s  (t,x(t), . . ,x(~J)(t), . . . ,x(~(m-1))(t)),  0 < t < 1, (3.5) 
X (2/+1) (0) = 0 ---~ X (2i) (1). (3.6) 
We shall indicate that there exists a solution x = x(t) of the BVP (3.5),(3.6) such, that 
x(2i)(t)>0 and x(2i+l)(t)<O, 0<t<l ,  i=O,  1 , . . . ,n -1 ,  (3.7) 
where we still assume that the function f E C([0, 1] x R~_, R+) is superlinear or sublinear. 
THEOREM 3.2. Assume (A.1) and (A.2,) (or (A.2*)) hold. Then the boundary value problem 
(3.5),(3.6) has a solution satisfying (3.7). 
PROOF. Adapting the given proof of Theorem 2.3, we choose now the cone 
:= {(X,X') e R2n: X _> 0 and X' _< 0}, 
the set of initial values 
I E,0 := {(X,X ' )  e R~:  ~, > 0, ~ = 0, ~ = 0 = ~,  j ¢ i} ,  
and the boundary 0~[ of cone ~[, 
{( '<0 ,  x~=0= ' } Eil := E i l=  X, X ' )  E K : xi = O, x i _ xj, j # i . 
Then Lemma 2.1 holds with Pik := (0,0,... ,0,xl ,0,0,. . .  ,0) ~ ~:~0; (k = 0, 1) and so the proof 
of Theorem 2.3 is adjustable to the present conditions. | 
Similarly, under the same assumption of Theorem 3.2, we get a solution x = x(t) of the BVP 
(3.5)-(3.8), where 
X(20(O) = 0 = X(2i+1)(1),  (3.8) 
x(20(t )>O and x(2i+l)(t)>O, 0<t<l ,  i=0 ,1 , . . . ,n -1 .  
Consider finally the boundary value problem 
=(~)(t) = S (t,x(t),.  , x (~) ( t ) , . .  ,=(~(m-1))(t)), 0 < t < 1, (3.9) 
z(2i)(0) = 0 = z(2i)(1). (3.10) 
We shall demonstrate hat there exists a solution x = x(t) of the BVP (3.9),(3.10) such, that 
x(2i)(t) < 0, 0<t<l ,  i=O,  1 , . . . ,n -1 ,  (3.11) 
where we now assume that the function 
f e C([0, 1] x Rn_,R+) (A.1) 
is superlinear or sublinear. 
such that 
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THEOREM 3.3. Assume (A.1) and (A.2.) (or (A.2*)) hold. Then the boundary value problem 
(3.9),(3.10) has a solution satisfying (3.11). 
PROOF. Adapting the given proof of Theorem 2.3, we choose now the cone 
K:= {(x,x')•R :x < 0}, 
the set of initial values 
! ! ]~i0 := {(X,X' )  • R2~: xi = 0, x i < 0, xj = 0 = xj, j ¢ i}, 
and the set of terminal values (boundary 0K of cone K) 
{ ' , } ]~i1:= (X ,X ' )EK :x i=O,  x i>0,  x j=0=xj ,  j~ i  , 
(notice that ]~i0 = Eil and ]~1 = E~0). 
Consider here the modification 
](t ,  Xo, . . . ,X i , - . . , :~n-1) :----- f(t, EoX, ...,£ixi,...,En-lxn-1), 
where 
as well as the differential equation 
f 0, ifxi___0, 
£i / 1, if x~ < 0, 
X(2n)($) ~-~ / (t ,X(t) , . . . , :~(2J)(t) , . . . ,X(2(m-1))(t)) .  (3.12) 
As in Lemma 1.3, the differential equation (3.12) defines a vector field and looking at the (xi, x~) 
face semiplane (xi _< 0), by the sign condition on f* (see assumption (A.1)), we see that for any 
solution x E X(Ei0) of (3.12), 
x(J)(t) > 0, t E (0,$1) , 2i+2<_j<_2n. 
Thus, any "trajectory" (x (2i) (t), X(2i'{-1)(t)), t ~ 0, emanating from the "semiline" 1~0 "tends" 
initially toward the negative xi "semiaxis" and then toward the "semiline" J~il. 
Then Lemma 2.1 holds with P~k := (0, 0 , . . . ,  0, 0, x~, 0, 0 , . . . ,  0) E E~0, (k -- 0, 1) with x~ < 0, 
by reversing inequalities and so the proof of Theorem 2.3, is also easily adjustable to the present 
conditions. - | 
REMARK 3.4. As in Theorem 3.2, under the assumptions of Theorem 3.3, we can get solutions xl 
and x2 of (3.9) such that 
x~2i)(0) ~-- 0 ---- X~2i+1)(1), 
x~2')(t)<0 and x~2i+l)(t)<0, 0<$<1,  i -- 0 ,1, . . .  ,n -1 ,  
and 
= o = 
x~2i)(t)<0 and x~2i+l)(t)>0, 0<t<l ,  i=0 ,1 , . . . ,n -1 .  
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