REPRESENTATIONS OF PRIMARY ARGUESIAN LATTICES BJARNI JONSSON AND GEORGE S. MONK
The principal result of this paper states that every primary Arguesian lattice of geometric dimension three or more is isomorphic to the lattice of all submodules of a finitely generated module over a completely primary uniserial ring.
We shall discuss here briefly the background of this problem. Insofar as it is needed in this paper, the terminology employed here will be defined later.
In view of the correspondence between projective geometries and complemented modular lattices (cf. [4] , p. 93) it follows from the classical coordinatization theorem for projective geometries (cf. [5] , Chap. VI), that for n ^ 4 the simple, complemented modular lattices of dimension n coincide up to isomorphism with the lattices of all subspaces of ^-dimensional vector spaces over division rings or, equivalently, with the lattices of all left ideas of full rings of n by n matrices over division rings. This result has been generalized in two directions. On the one hand, von Neumann showed in [10] that every complemented modular lattice which has a homogeneous w-frame, n Ξ> 4, is isomorphic to the lattice of all principal left ideals of a regular ring. On the other hand, Baer proved in [3] that every primary lattice of geometric dimension n ^ 6 is isomorphic to the lattice of all submodules of a finitely generated module over a completely primary uniserial ring. Conversely, the lattice of all submodules of a finitely generated module over a completely primary uniserial ring is always a primary lattice. To indicate why these results are interesting, we remark that the class of rings involved contains the ring of integers modulo a prime power, and the corresponding class of modules therefore contains all finite primary Abelian groups. Baer's result was rediscovered by Inaba, who in [6] gave a different proof and, more important, replaced the condition n ^> 6 by n ^> 4.
Even for finite dimensional complemented modular lattices these results cannot be extended to the case n = S because of the existence of projective planes in which Desargues' Law fails. In [11] Shiitzenberger observed that a projective geometry satisfies Desargues' Law if and only if a certain identity holds in the corresponding lattice. We adopt here a variant of Schϋtzenberger's identity that was introduced in [8] , and call a lattice Arguesian in case it satisfies this identity. Thus, for n^S the simple, complemented Arguesian lattices of dimension n coincide up to isomorphism with the lattices of all 96 BJARNI JONSSON AND GEORGE S. MONK subspaces of ^-dimensional vector spaces over division rings. In [7] a corresponding generalization of von Neumann's result was obtained: Every complemented Arguesian lattice which possesses a homogeneous w-frame with n ^ 3 is isomorphic to the lattice of all principal left ideals of a regular ring. (The condition on the frame was also relaxed in other ways that need not concern us here.) Our result provides a corresponding generalization of the Baer-Inaba theorem.
A somewhat weaker form of our principal theorem was obtained in [9] . The addition condition which the lattices considered there were assumed to satisfy, the so-called four-point property, corresponds to the geometric assumption that each line has at least four points. The basic approach in [9] is inspired by the classical construction of the coordinate ring, using the points on a line as ring elements. Our present approach is closer to Artin's method of coordinatization (cf. [2] ); we single out a "hyperplane" and use the corresponding Abelian group of translations as the representation module, the scalars being the trace-preserving endomorphisms. A corresponding approach to the von Neumann theorem was first used by Amemiya in [1] .
2* Preliminaries* For basic notions and results from lattice theory the reader is referred to [4] . We use + and to denote the binary lattice operations, Σ and 77 for the corresponding operations on arbitrary families of lattice elements, ^ and < for the lattice inclusion and strict inclusion, and (( for the covering relation. If a ^ 6, then [α, b] is the interval {x: a ^ x ^ b}. All our lattices will be finite dimensional, and will therefore have a smallest element 0, and a largest element 1. The dimension of an element a will be denoted by δ (a) .
Given a sequence of elements a 0 , a lf , a n of a finite dimensional modular lattice L, the following conditions are equivalent: (1) δ(a 0 + a, + + a % ) = d(a 0 ) + δ(a t ) + .. + δ(a n ).
( 2 ) (α 0 + α x + + di^di = 0 for ί = 1, 2, , n. 
Σ(a iy iel)o Σ(a iy ieJ) = Σ(a if ielnJ).
If these conditions are satisfied, then the elements α* are said to be independent,-in symbols (α 0 , a 19 •••, a n )± .
In order to indicate that the summands in a lattice sum are independent, we place a dot over the operation symbol, and write The property used to define Arguesian lattices is not a very convenient one to work with. Fortunately it implies another condition, a conditional inclusion, which is much more suggestive of its geometric origin. In order to make the intuitive idea more transparent, we borrow some geometric terminology. = (δ 0 + b 2 )(a Q + α 2 )(α 1 + α 2 ) + δ 2 = ^(α, + α 2 ) + δ 2 , so that
Consequently c 2 ^ c 0 + c 1# The converse of this theorem does not hold. In fact, even in a projective geometry that satisfies Desargues' Law, axial perspectivity does not imply central perspectivity if the given triangles are degenerate. This difficulty can be avoided by weakening somewhat the condition for central perspectivity. One of the most important consequences of Desargues 7 Law is the theorem that states that five of the six points of a quadragular sixtuple determine the sixth point. The next theorem is a counterpart to this result. For a geometric interpretation m is to be thought of as a line, α, b, c, x and y as the five given points, s, t, q and r as the vertices of one of the quadrangles used to construct the sixth point, and s', tf, q f and r' as the vertices of the other quadrangle. It is quite possible that the condition
in the hypothesis is redundant, and that the summands bd and xd can be omitted from the conclusion, but so far we have been unable to prove this. It is only after further restricting the class of lattices, and even then with considerable difficulty, that we are able to obtain a result fully analogous to the classical theorem. 
Proof. By Theorem 3.4, (6, s, s r ) Λ (c, ί, f), (x, s, s') A (y, ί, V), and therefore q ^ q f + d and r ^ r' + d. Observing that
and therefore z = (q + r)(δ + sc), we complete the proof by showing that
Since s(6 + x) ^ sm = 0, we have (s, 6, x)z/. Therefore (6 + g)(α + r) ^ (s + 6)(ί + b + c)(s + α) = (s + &»)(ί + Hc) = s(t + 6 + c) + bx = s(s + t)(t
From this the first formula in (1) follows by Corollary 3.5. Again using the fact that q ^ q' + d and r <^ r' + d, we now compute (6 + s') Proof. We may assume that bd ^ c and xd<,y. Then bd ^bcb q' ^ £' and xd ^ xy ^ xr r ^ ^', hence
The opposite inclusion follows by symmetry.
4* Semi-primary lattices* In this and the next two sections we present the basic properties of semi-primary and primary lattices. Some of these results can be found in [3] and [6] , but are included here for the sake of completeness. DEFINITION Proof. Assuming (i), consider an interval [x, y] in L with a single dual atom v. Since y is the sum of cycles, there exists a cycle z that is contained in y but not in v. Thus the element x + z belongs to [x, y] and is not contained in v, whence it follows that x + z -y. Consequently [x, y] 
Since z is a cycle, this last interval is a chain, and hence so is [x,y] .
Conversely, if (ii) holds, then every element that covers a unique element is a cycle. But every element that covers more than one element is of course the sum of lower dimensional elements. Hence (i) follows by induction on the dimension of the element involved. COROLLARY 4.4 Proof. The maximum n of the integers δ(Xi) is certainly not greater than the rank of L. We will show by induction on n that equality holds.
If n -1, then the unit of L is the sum of atoms, and L is therefore complemented. Consequently L contains no 2-cycle, and rank(L) -1. Now suppose n > 1, and let
Given a cycle x e L, xu is a cycle in [0, u] and by the inductive hypothesis δ(xu) ^ n -1. For iel, [u, u + x { [a, b] 
Proof. There exist cycles b { eL (ie I) whose sum is b. Then a + bi (i e I) are cycles in [a, b] whose sum is b, and since the dimension of a + bi in [α, b] does not exceed the dimension of bi in L, the conclusion follows by the preceding theorem. Proof. Choose a cycle x of maximal dimension in [0, a] . Then x has a complement a f in [0, a] . If a Φ 0, then x Φ 0, and therefore <5(α' ) < δ(a). The first part of the theorem now follows by induction on δ(a); the second part is but a special case of Ore's Theorem.
The last theorem makes the following definition possible: DEFINITION 4.10 . Suppose L is a semi-primary lattice. By the type of an element aeL we mean the sequence (k lf k 2 , , k n ) where n is the rank of [0, a] and, for i = 1, 2, , n, k { is the number of cycles of dimension i in a representation of a as a sum of independent cycles. The type of 1 is also called the type of L. is a complement of c 5 .
whence it follows that c\ is a dual cycle whose dual dimension is equal to the dimension of a. We have
so that the elements c are independent in the dual lattice. Finally, using the fact that independent elements generate a distributive lattice, we see that the product of the elements c\ is 0. Thus in the dual of L, the unit 0 is the sum of the independent cycles c', whence the conclusion follows. 
We observe that
Consequently rank (c*) ^ rank (α) = Λ, c € ^ 6*[A;], and the conclusion follows. Proof. We first show that
Inasmuch as this is true by definition for n = 2, we may proceed by induction on n. Letting (1), we show next that
In fact, if the cycles bi are not independent, then for some j < n the element c = bjφ 0 + b 1 + bj^) is a nonzero cycle that is contained The proof is now completed by appling (1) and (2) both to / and to its inverse. Proof. Given an element xe L, as a consequence of the preceding lemma we can define
We also infer from the lemma that g is one-to-one and onto, and has the property that g(x) ^ g(y) if and only if x <^ y. Therefore g is the desired isomorphism. The uniqueness of g is obvious.
5* Geometric elements* The atoms in a semi-primary lattice L can of course be considered as the points of a protective geometry (possibly with degenerate lines), with three atoms being collinear if and only if they are not independent. The cycles of dimension n = rank L also play a role somewhat similar to the points in a geometry. In particular, the maximum number of independent π-cycles serves to some extent as a substitute for the notion of dimension in geometry.
An element ae L that is the sum of independent points is said to be geometric. If the type of an element aeL is (
. If L is a semi-primary lattice and ae L is geometric, then a has a complement. In fact, every element x with ax = 0 is contained in a complement of a.
Proof. Write a and 1 each as the sum of independent nonzero cycles, a -Σ(y if i <k), 1 -Σ(z s ,j < I). Except in the trivial case when a -1, we must have k < I, because δ(z d ) ^ rank L -δ(^) for all i < k and j < I. It follows that at least one of the atoms ^^ [1] is not contained in the sum of the atoms y^l], and therefore, by Theorem 4.14, az j = 0. This shows that we can assume without loss of generality that x Φ 0. From this point on we can proceed exactly as in the proof of Theorem 4.8. 6* Primary lattices* The next, and final, condition which we impose on our lattices corresponds to the geometric axiom that excludes degenerate lines containing only two points. DEFINITION 6.1. A lattice L is said to be primary if L is semiprimary and every interval in L that is not a chain has at least three atoms. COROLLARY 
The dual of a primary lattice is primary.
Proof. If in a semi-primary lattice L, an interval [α, b] is not a chain, then, by the dual of Theorem 4.3, [α, 6] has at least two distinct atoms x and y, and [α, x + y] is therefore a two-dimensional interval that is not a chain. From this it is clear that L is primary if and only if every two-dimensional interval in L that is not a chain has at least three atoms. Since this latter condition is self dual, so is the property of being primary. THEOREM 
Every primary lattice that is not a chain is simple.
Proof. It suffices to show that if a,b,ceL and a < b < c, then every congruence relation θ over L that identifies a and b also identifies b and c. Since every two-dimensional lattice with more than two atoms is simple, we need only consider the case when [α, c] is a chain.
If c is a cycle, then there exists an atom pe L with p ^ c. In this case [α, b + p] and [6, c + p] are two-dimensional intervals that are not chains, and are therefore simple. Thus, since Θ identifies a and 6, it also identifies b and b + p, and therefore the simplicity of the second interval implies that θ identifies b and c.
If c is not a cycle, then there exists an element xeL with x<c and x Φ b. In this case [bx, c] is a two-dimensional interval that is not a chain. Also, bx Φ α, because [α, c] is a chain. This shows that ax < α, so that [ax, b] is a two-dimensional interval that is not a chain. The conclusion now follows exactly as in the preceding case. THEOREM 
If L is a primary lattice that has at least three independent atoms, then any two two-dimensional intervals in L that are not chains are protective.
Proof. We use induction on the dimension of L. It suffices to show that any two-dimensional interval [α, b] in L that is not a chain is protective to an interval of the form [0, c\.
If there exists an atom p with p ^ δ, then [α, b] is protective to [a + p, b + p\. Repeating this process, we arrive at an interval [α ', 6'] that is protective to [α, b] and has the property that every atom of L is contained in b f . Therefore, if b' Φ 1, then the given problem reduces to the corresponding problem for the lower dimensional lattice [0, 6'] .
We are thus left with the case V = 1. Let u be the product of all the dual atoms of L. Then u fg α', and [u, 1] is a complemented lattice, whence it follows that any two two-dimensional intervals of [u, 1] are protective. Except in the trivial case when L is complemented, we can find a dual atom x that includes all the atoms of L. Using Corollary 4.11 we see that the dimension of [u, 1] is at least three, and we can therefore find an element y such that u g y < x and
, and the given problem therefore reduces to the corresponding problem for the lower dimensional lattice [0, x] . and c S a + b, and the conclusion follows by a simple dimension argument. DEFINITION 6.5 . A primary lattice L is said to have the fourpoint property if every interval in L that is not a chain has at least four atoms.
The primary lattices in which the four-point property fails correspond to protective geometries with three points on each line. As was mentioned in the introduction, these lattices cause considerable complications, and have to some extent to be treated separately.
We now introduce the appropriate class of rings and prove the easy converse of the representation theorem. DEFINITION 6.6 . A ring R with unit is said to be completely primary and uniserial if there is a two-sided ideal P of R such that every left or right ideal of R is of the form P k (where P° -R). The rank of such a ring is the smallest integer k such that P k = (0).
The lattice of all submodules of a module over a ring is always Arguesian (cf. [8] ). We prove THEOREM 6.7 . The lattice of all submodules of a finitely generated module over a completely primary and uniserial ring is primary.
Proof. Let R be the given ring, U the module, and L the lattice of all submodules of U.
For any element x e U, the module epimorphism a -> xa of R onto xR induces an isomorphism of the lattice of all submodules of xR onto the lattice of all those right ideals of R that contain the kernel of the epimorphism. Consequently the submodules of xR form a chain, and xR is therefore a cycle in L. Since U is finitely generated, this shows that U is the lattice sum of finitely many cycles. Since each xR is finite dimensional, it follows that L is finite dimensional, and from this we infer that each submodule of U is finitely generated, and is therefore the sum of finitely many cycles in L.
We next want to prove that, dually, every member of L is the lattice product of dual cycles. According to the dual of Theorem 4.3 this is equivalent to the assertion that every interval in L that has only one atom is a chain. If this is not the case, then there exists an interval [ V, W] such that V is covered by a unique element X Q W, and X is covered by two distinct elements 7,Zg W. We may assume that V -(0), for otherwise we could replace U by the factor module U/V.
There exist yeY and zeZ with y,z$X.
Since (0) Φ yR £ Y, and X is the unique atom contained in Y, we must have X £ yR. Equality is excluded because yίX, and yR cannot be strictly between X and Y because Y covers X. Therefore Y = yR. Similarly Z = zR.
Let P be the unique maximal proper ideal of R. Since yR covers X, we have X = yP. Choosing XeR with P = λlϋ we therefore find that X = yXR, yX e Z,yX = zμ for some μ e R. Since zμR -X -zP we have μe P, μ = vX for some v e R. Letting z' = 2V we conclude
We have thus arrived at a contradiction, there by proving the assertion.
Finally, we must prove that if an interval [F, TΓ] has two distinct atoms X and Y, then it has a third atom. As before, we need only consider the case when V = (0). Then X = xR and Y-yR for some x,yeW, and Z = (x -i/)iϋ is easily seen to be our third atom. For, since xR and yR are atoms, we have xP = yP -(0), and therefore (x ~ y)P = (0). On the other hand Z Φ (0) because x -y Φ 0. Also, X+Z= F+2'=X+ Y, and this shows that Z is distinct from both X and Γ.
7. Partial translations* This section is devoted to the derivation of a number of technical lemmas needed in the proof of the quadrangle property. Actually these lemmas will be used only in the treatment of the special case in which the four-point property fails. The proof for lattices with the four-point property is relatively simple and direct, and if the reader is willing to restrict himself to these lattices, he may omit this section as well as Lemma 8.3 and the last part of the proof of Theorem 8. 4 .
We assume throughout this section that L is a primary Arguesian lattice, meL is a complemented dual cycle and gd(m) Ξ> 2.
whenever u e L and ((p + p')m, p, u)Δ. For the remainder of this section we consider fixed elements p, p' e C(L, m) and let e = (p + p')m. For any element ue L with (e, p, u)A, we let , m) and (e, p, u)A, then vl e C(L, m) . LEMMA 7.5. // (β, p, u)A, then (e, p', u') A and σ p , tP (u) -u. LEMMA 7.6. // (e, p, u)Δ and (e, p, v) 
Proof. We may assume that u ^ v + m. Then
By (1), %' <^ (w + v)m + v', and using Lemma 7.3 we find that
The opposite inclusion follows by Lemma 7.5. Proof. The first equation is trivial, and routine calculations show that , m) and (e, p, q)A. If (e, p, u)A and (e, q, u) A, then σ q>q ,{u) = u r .
Proof. Letting
we have (w + ^)(e + p') ^ p + eu ^ ^ + ^p + eu, therefore
From this it follows that 112 BJARNI JONSSON AND GEORGE S. MONK
In view of Lemma 7.3, strict inclusion is impossible, and we must have u r = ΰ. Proof. Observe that, since qr Φ 0, the condition (p + p')q -0 implies that (p + p f )r = 0, and therefore both q r and r' are defined. Also, the condition (q + e)u = (r + e)u = eu implies that (e, g, ^)J and (e, r, u)zί, and therefore u is in the domains of σ q>q , and σ r , r ,.
If (e, g, r)z/, then by Lemma 7.8, σ q , q >(r) = r f , and replacing p and g by q and r, we again use Lemma 7.8 to infer that σ q>q ,(u) = σ rjr , (u) . Now assume (β, g, r)zί fails, and therefore (g + r)β ^ 0. Let r q -(g + r)m. There exist cycles e 19 e 2 ^ m such that r g = βi + e 2 , r q e y = r q e 2 = e Σ e 2 = ee 1 = ee 2 -0 .
In fact, we can take for e 1 any cycle contained in m that is disjoint from r q and has the same dimension as r q , and then apply Lemma 6.4 to obtain a cycle e 2 such that r g + e x = r q + e 2 = e λ + e 2 . Since the three cycles r q , e 1 and e 2 have the same dimension, r q and e 2 must be disjoint. Finally, since r q e Φ 0, the cycles e L and β 2 must be disjoint from e also. The element s = (g + ^)(r + e 2 ) is clearly a complement of m, and sg ;> sr > 0, therefore (p + p')^ = 0, and s' is defined. Also (q + s ) β = (s + r)e = 0 and (s + e)w = eu. To prove the last equation we observe that (β + u)q -eg + uq -uq ^ eg = 0 and sg ^ 0, hence (e + u)s = 0, (s, e, ^)J, (s + e)u = su + eu -eu .
We can now apply the first part of the proof twice to conclude that σ qtq ,{u) = σ s , s ,{u) = σ r , r , (u Then g + z ^ g + r, and therefore
We have 
δ(r) = δ(s + x) + δ(t + y) -δ(s + t + x + y) = δ(s + x) + δ(t + y) -δ(s + a + x + y)
Finally qz = gm = δe. The left hand side of (1) is thus equal to
Therefore ( By symmetry it suffices to show that
We begin by treating a very special case:
To prove this we observe that (4) is therefore equal to z, while the two summands on the right are easily seen to be equal to q' and r', respectively. Thus (1) holds in the present case, and our assertion (2) is therefore established. We next reduce the general problem to the special case in which
If (5) fails, we use the hypothesis gd(m) ^ 2 to secure a point p ^ m with pa -0, and we then choose Jfc-cycles s" ^ s + p and ί" <Ξ, s" + a such that ss" = ps" = 0 and s"ί'' = at" = 0. It readily follows that (s", t") is admissible for α, and that (s + ί)(s" + ί") = α. We must also have (s' + ί')(s" + ί") = α, because the elements (s + ί)(s' + ί') and (s'+ ί')(s" + *") belong to the chain [α, s' + ί'], and if they were both larger than α, then their product would also be larger than α. Our problem thus reduces to showing that Q Stt = Q s ,,, t " and Q 9 ,, tt ,, = Q,/ ft /, and in each case we are in the situation described by (5) . Assuming that (5) holds, observe that any three of the four cycles s, t, s', V are independent. Let d = (s + s r )m and ί" = (s' + α)(ί + d). Observe that a + t = s + ί and s + d = s' + d, therefore α + t + ώ ^ s\ Prom this it readily follows that (s', ί") is admissible for α, and that both (5) and (6) hold with V replaced by t". By (2), Q 8 , tt . = Q β/>t// , and the problem thus reduces to showing that Q 9 , tV , = Q s>t , ί e., it reduces to a situation where both (5) and (6) are satisfied.
We henceforth assume that (5) and (6) hold, and we let
d = (s + s')(t + V) .
The case when L has the four-point property is now readily disposed of. In this case there exists by Theorem 5.3, a Λ-cycle ef^a+d that is disjoint from the cycles δ, x and a. Letting s" = (s + e)(s' + ί') and t" = (t + e)(s' + t') we easily see that (s",t") is admissible for α, and that (5) and (6) If β "ί' = o, then it follows from (2) that Q a ,, tt ,, = Q 9 ,. tt , = Q β ,, t ,, and if ί'V = 0, then we similarly obtain Q 9 ,, tt ,, = Q β ,, t ,, = Q 8 ,t>. Finally, if s'T ^ 0 and ί'V =£ 0, then we can choose a fc-eycle u ^ s' + f that is disjoint from s', f and α, and hence also from s" and ί", and use (2) three times to infer that We assume from now on that the four-point property fails in L. We may also assume that In fact, the elements on the left are certainly contained in the elements on the right, and it follows from Lemma 8.3 that both sides have the same dimension. Since the new elements satisfy (7) It follows that (10) ?' = σ t9t ,(q) , r> = <7.,.,(r) .
From (9) The nine cases that result will be combined into four in the argument that follows.
Before dividing the argument into cases, observe that it follows from (7) and (8) (9), (ί + d)r > rfr, this implies that (g + d)r = dr, hence (eZ, g, r)z/. We infer by Lemma 7.9 that g,9'( r ) = r \ an( i since σ q>q/ (q) = g', we conclude by Lemma 7.6 that (1) holds in this case.
Case 2. dq Φ 0 and dr =£ 0. Let β = (s + ί')m, ί" = (s + a)(s f + e). It is easy to check that t" G C(L, m).
We have (α + t)q = 0 because (α + ί)d = 0 and dq φ 0. Similarly (a + s)r -0. We can therefore form Since dq = dq φ 0, we have (s + t')q = 0. Similarly (s' + t")r = 0 because fd -rd Φ 0 and (s' + ί")d = 0. Using Lemma 7.10 we infer that We claim that (11) (s + t')r = 0 .
For, fd -rd Φ 0, therefore fr Φ 0, and if (11) fails, this implies (s + t')r Φθ, (ί + ί')(« + *')^ =5* 0, ί'r ^ 0, t'rm Φ 0, a contradiction.
From (11) 
(v + u)(q + r) £ (v + d)(q + v x ) + (w + d)(r + ^) .
Since the element on the left is known to contain z, it suffices to show that the two summands on the right are contained in r' and q',-respectively. Indeed, by Lemma 7.9, r' = σ Utq (r) Q(a, δ, c, x, y) = Q,, t (δ, c, a?, 2/) . 9* Extensions of isomorphisms* A one-to-one mapping of the points on a line in a projective plane that satisfies Desargues' Law onto the points on a line in another such plane can be extended to an isomorphism between the two planes if and only if it preserves the operation Q. This section is devoted to the proof of a corresponding theorem for primary lattices. (ii) For any cycles a, b, c,x,y e L contained in m, g(Q(a, 6, c, x, y) 
) = Q(g(a), g(b), g(c), g(x), g(y)) .

Proof. Assume (i). Clearly there exist u, v e C(L, m) and u', v f e C(L', m f )
that satisfy the hypothesis of (i), and this condition is therefore not vacuous. Therefore there exists as isomorphism / of L onto 1/ with g Sf Given cycles α, 6, c, x,y ^ m, choose (s, t) that is admissible for α. Then (f(s),f(t)) is admissible for /(α). We can therefore use these two ordered pairs to compute z = Q (a, 6, c, x, y) and z 9 = Q(g(a), g(b), g(c), g(x) , g(y)) , respectively, and we infer that f(z) -z f ', hence g(z) = z*. Conversely, assume (ii), and suppose u, v, u', v 
= 0
We claim that the map x -> x* is a cycle isomorphism. From this it follows at once that the induced isomorphism / has the required properties, since af = α for i = 0,1, 2, 3, and #* = g(x) for a; ^ m. For any cycle a; e L there exist distinct indices i and j » such that (di + αj )x == 0. For any such indices we have (a iy a jy x) _L , and therefore
Under the same conditions, using (a i9 a ά ) as the admissible ordered pair for b ifj , we find that
Using (α , a]) as the admissible ordered pair for b' itj we obtain
Therefore r ^a r k + ic'(A). Since this is true for each of the indices k, we infer that r ^ #*. The opposite inclusion is obvious, and we have α;* = (αj + a?'(i))(aj + x'(j)) .
It is now easily seen that x* is a cycle of the same dimension as x, for α^ + x(ί) = α* + x and α + x'(ΐ) = a'i + x* . and adding x* to both sides, we obtain Z* + X* ^ #* + 2/* .
Since the above steps can be reversed, the opposite implication also holds.
To complete the proof we need only show that the map x->#* is one-to-one and onto. For this it suffices to observe that the corresponding map of cycles in U onto cycles in L is an inverse of the given map. 10* Translations* Throughout this section we assume that L is a priamary Arguesian lattice, gd(L) ^ 3, and meL is a dual point. 
The trace u of an m-translation / is always a cycle, for if
Proof. First consider a cycle z such that (a? + y)z = 0. Then
= (a? + £)(# + z) = [x + (x + z)m][y + (y + z)m\ ,
and since / and g agree on x, y, (x + z)m and (# + z)m, we have /(*) -g(z). Now consider a cycle z with (α? + 2/)a; Φ 0. We may assume that xz -0. We can find a member ?/' of C(L, m) such that (x + ^/)2/' = 0, and therefore xy f = 0 and (a? + 2/')z = 0. We now apply the preceding case twice, first with z replaced by y r to infer that f{y f ) = g{y'), and then with y replaced by y' to conclude that f(z) -g(z).
Thus / and g agree on all the cycles in L, and by Theorem 4.17 they are therefore equal.
LEMMA 10.5. For all feD(L, m) and xeL,
Proof. Since /(m) = m, / maps the chain [m, 1] onto itself. Now, the only automorphism of a finite chain is the identity. Therefore
LEMMA 10.6. For αϊi feD(L, m) and xeL, f(x + /(a;)) = x + f(x) .
Proof. Let u -(x + f(x))m. By the preceding lemma,
Since / maps u onto itself, the conclusion follows. By Lemmas 10.6 and 10.7,  or, in other words,
this is equal to
My + f(y))(χ + y)) = Λv
Consequently,
Thus u<:z + z', and together with (1) this yields z + z' = z + u, hence
Now consider z e C(L, m)
with (x + y)z Φ 0. Since α?, #, 2 are cycles and #?/ = 0, we have xz -0 or yz -0. Observe that (2/ + 2/' )ff = (2/ + 2/')(β + x ') x = ux = 0 , and the hypothesis of the lemma is therefore symmetric in x and y. We may therefore assume that xz -0. We can find z t e C(L, m) that is disjoint from x + y and # + x', and we infer from the first part of the proof that {z x + z[)m -v. Also, since xz -0 and (α? + y)z Φ 0, x + y and a? + 2 contain the same atoms, whence it follows that (x + z)z x -0. Thus (x, z, z x ) 1, and therefore (x + z x )z -0. We again apply the first part of the proof, this time with z t in place of y, to conclude that (z + z')m = w. ) , and therefore /G T(L, m).
Proof. Choose y G C(L, m) with (x + α;' )τ/ = 0, and let
It is easy to check that y r e C{L, m) and 13. An m-translation / is said to be nonsingular if tr(/) is a point. In the alternative case / is said to be singular.
If fe T(L, m) and x e C(L, m), then δ(x) -δ(tr(/)) + δ(xf(x)).
Therefore, / is nonsingular if and only if xf(x) -0. THEOREM 
T(L, m) is an Abelian group under composition and, for all f, ge T(L, m), tτ(gf) ^ tτ(g) + tr(/) .
Proof. Clearly the identity automorphism of L is an m-translation, and the inverse of an m-translation is an m-translation. Given f, ge T(L, m) and x e C(L, m),
and therefore
(1) (χ + gf(x))m ^ tr(flf) + tr(/) . To complete the proof we must show that fg = gfe T(L, m).
If tr(/)tr(βr) = 0, then
whence it follows by Lemma 10.8 that
f9(x) = (9(x) + tr(f))(f(x) + tr(flr)) .
Because of the symmetry of this formula we infer with the aid of Lemma 10.4 that fg = gf. Before completing the proof of the commutativity, we establish the closure property. We consider five cases.
Choose x e C(L, m), and choose a point p^m that is disjoint from the cycles tr(/) and (x + gf(x))m, and then choose y e C{L, m) with x + y = y + P = P + x. Then (2) (x,y,tτ(g) )±. We wish to show that (3) implies ( 4
In view of (1) this is equivalent to ( 5) (x + gf(x))(tτ(f) + tτ(g)) ^y + gf(y).
We claim that ( 6 ) (x, tr(/), y) A (gf(χ) 9 tτ(g), gf(y) ). In fact, since (x + y)m is invariant under both / and g, we have Thus
which proves (6) . We infer that
The last step follows from (3); we note that because independence is preserved by automorphisms, the second formula in (3) implies that (gf(%), gf(y), tτ(g))±. Thus (5) holds, and hence so does (4) . Interchanging x and y in the above argument, we see that the opposite inclusion also holds, and therefore
Together with (2) and Lemma 10.10 this implies that gfe TiL,m).
Case 2. tr(/) trig) = 0, and / and g are nonsingular.
Choose x e C(L, m). Then xf(x) = 0 and
)m because every element contained in m is mapped onto itself by /. We now apply Lemma 10.10 with y and / replaced by fix) and fg -gf to infer that gfe Γ(L, m).
For use later in this proof we observe that (7) implies that gf is nonsingular, and that tr(/)tr(#/) = 0. We write / on the form / = f 2 f t with f γ and f 2 nonsingular, and then apply Case 4 twice.
It only remains to prove the commutativity for the case when tr(/) tv{g) Φ 0. Since every translation can be written as the composition of two nonsigular translations, we may assume that / and g are both nonsingular.
Choose a nonsingular m-translation h with tr(h) disjoint from tr(/) and therefore also from tr(#). Then gf = gfhhr 1 = gh/h" 1 . By the observation made in the treatment of Case 2 above, tr(hf) is disjoint from tr(/), and therefore also from tr(#). Consequently
The proof of the theorem is now complete.
A somewhat more general form of the observation made at the end of the treatment of Case 2 in the above proof will be useful in the next section. LEMMA 10.15. If f, ge T(L, m) , tr(/)tr(#) = 0 and g is nonsingular, then gf is nonsingular and tr(/) tr(#/) = 0.
Proof. Choose x e C(L, m). As we saw in the preceding proof, Proof. Given a,βeR(L,m) and feT (L,m) , it follows from Theorem 10.14 that (9) L, m) . If tr(/) tr(g) = 0, then this follows from the preceding lemma. In the alternative case we choose h e T(L, m) nonsingular and with tr(/) tr(h) -0, and hence also tr(#) tr(h) = 0. By two applications of the special case already considered we infer first that h a = h β , and then that g a = g β .
The following observation will be used several times in the proof of the next theorem. Proof. Letting z -(x + tr(f))(y + tr(g)), we easily check that z + tr(#) = y + tr(#) and zm = 0, whence the conclusion follows. 
). Later, a will be extended to the whole group T(L, m), and it will be shown that the map so obtained is the required endomorphism.
Suppose g,he T(L, m) and tr(/) tr(g) = tr(/) tr(fe) = 0. We shall prove that
Therefore, if (4) tr(/) trihf-i) £ trigf-1 ), then (3) holds, and (2) (2) and (5) are equivalent, and (2) therefore holds in either case.
From (2) it follows that T(L,m) , g is nonsingular, and the three cycles tr(/), tr(g) and tr(h) are pairwise disjoint. In fact, the left hand side is obviously contained in the right, and strict inclusion is impossible because by Lemma 11.5 the element on the right is a complement of m.
We now describe the promised extension β of a. Letting f Q =f and a 0 = a, choose nonsingular m-translations f t and f 2 such that the three cycles tr(/i) are pairwise disjoint, let // = f? and fl = / 8 ", and define the corresponding partial maps a γ and a 2 in the same manner as a Q = a was defined using f 0 = f. It is easy to check using (6) , that f z aj = // for i Φ j, and again using (6) we see that any two of the maps a ζ agree wherever both are defined, and they therefore have a common extension β to T(L, m). Furthermore, any two m-translations g and h belong jointly to the domain of at least one a iy and using (2) with a replaced by a i9 we infer that (7 
Taking g in (8) to be the identity map, we obtain (9) tr(h β ) ^tr(Λ). Replacing h by hg in (7), we find that
The corresponding formula with g and h interchanged also holds, and because of the commutativity of Γ(L, m) this yields
If tτ(g) tr(fe) = 0, and hence tτ(g β ) tr(h β ) = 0, then by Lemma 10.8, (gβ(x) and since in this case the element
is disjoint from m, it follows that (10) (hgy = hψ.
In order to prove (10) for the case when tr(g) tτ(h) Φ 0, we choose i = 0,1 or 2 so that tr(/<) is disjoint from tr(g) and tr(hg), and therefore also from tr(λ). By repeated applications of the case already considered we then have
In the second step use has been made of the fact that, by Lemma 10.15, tτ(gfi) is disjoint from tr(g), and therefore also from tτ(h). Canceling //, we conclude that (10) 
Consequently f β = /', and the proof is complete.
The remainder of this section will be devoted to the problem of showing that R(L, m) is completely primary and uniserial. To complete the proof it suffices to show that F m is onto. However, before doing this, we show that F m preserves least upper bounds, i.e., that (u) . That this inclusion must actually be an equality follows from the fact that u is the sum of finitely many cycles x with F m (x) £ U, and that F w (t6) is the least upper bound of the corresponding modules F m (x). 
