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Abstract
This paper examines the assumptions of the derived equivalence between dropout
noise injection and L2 regularisation for logistic regression with negative log loss.
We show that the approximation method is based on a divergent Taylor expansion,
making, subsequent work using this approximation to compare the dropout trained
logistic regression model with standard regularisers unfortunately ill-founded to
date. Moreover, the approximation approach is shown to be invalid using any
robust constraints. We show how this finding extends to general neural network
topologies that use a cross-entropy prediction layer.
1 Introduction
We examine the assumptions of the derived equivalence between dropout noise injection (expressed
as an approximated dropout penalty term) and L2 regularisation for logistic regression with negative
log loss (Wager et al., 2013). An important amount of empirical work has been devoted to trying to
empirically extend this finding and simultaneously reconcile it with some seemingly contradictory
behaviours of the noise regulariser term in question (Srivastava et al., 2014; Helmbold and Long,
2015, 2016). For instance, Helmbold and Long (2016) remark that dropout penalty training leads
to negative parameters, even when the output is a positive multiple of the inputs, signaling co-
adaptation of parameters. They also explain that for neural networks, the dropout penalty grows
exponentially in the depth of the network in cases whereas the L2 regulariser grows linearly. These
are both behaviours that are in strict contrast with the behaviour of the L2 regulariser.
A typical tool in Machine Learning analysis is to apply the second order approximation technique.
Bishop (1995) successfully applies it to dropout noise injection for Generalised Linear Models
(GLMs) with a mean squared error loss term. Applying this tool, a similar analysis has been carried
out in the research community for logistic regression models with negative log loss, trained with
dropout noise injection. From this, it has been concluded that dropout training is “first-order” equiv-
alent to training with L2 regularisation, after a special scaling of the features (Wager et al., 2013).
In this paper, we show that the approximation method, in the particular case of logistic regression,
is based on a divergent Taylor expansion. Hence, subsequent work using this approximation to com-
pare the dropout trained logistic regression model with standard regularisers, remains unfortunately
ill-founded to date.
Our main result. Let x˜ be the feature vector subjected to dropout,1 x its non-perturbed coun-
terpart, and β the parameter vector of a logistic regression model, under training by minimising
negative log loss. Our central result is the following:
1We explain in the next section why we can express dropout this way.
Preprint. Under review.
The Taylor series expansion of the dropout regulariser converges only for values
|x˜β − xβ | < 2pi. However, dropout ensures that the distance
|x˜β − xβ | (1)
remains unbounded. Therefore,
1. the Taylor series expansion of the dropout regulariser does not converge in
general, and
2. because of this (in addition to just the fact that the distance in (1) is un-
bounded), use of the second order cut-off of the Taylor series expansion of
the dropout regulariser to study dropout is ill-founded.
We also expand the setting to the softmax prediction layer neural network architectures that use
cross-entropy loss. Further, we show how there cannot be any robust approach that induces meeting
the assumptions of the approximation technique, thereby saving the original result.
Organisation of this paper. We start this paper by establishing our notation: introducing the
models we address, and then defining regularisation and dropout (Section 2). Following this, set
the context (Section 3) and re-derive the quadratic approximation of previous work on dropout. We
extend the derivation to order-k approximations in Section 4. There, we prove an explicit expression
for the k-th order approximation, which will be used in our main result. Section 5 provides the proof
our main result.
2 Preliminaries
Let y ∈ {0, 1} be a response variable, given a feature vector x ∈ Rd and A is the log partition
function, A(z) = (1 + exp(z)). The logistic regression model for the distribution of y given x is
defined as
pβ (y = 1|x) := pβ (y|x) = exp(x · β −A(x · β)) =
1
1 + e−xβ
,
where β ∈ Rd is the natural parameter (weight vector). Correspondingly, the loss function, negative
log likelihood, is given by
lx,y(β) :=l
1
x,y(β) + l
0
x,y(β) (2)
=− log(y · pβ(y|x)) − (1− y) log(1− pβ (y|x)), (3)
where we have a positive example loss term l1x,y(β) = − log(y · pβ (y|x)) and a negative example
loss term l0x,y(β) = −(1− y) log(1−pβ(y|x)). So finding optimalβ
∗ with respect to a dataset with
n examples, amounts to minimising expected loss over the dataset {(xi, yi)}
n
i=1:
β∗ := argmin
β∈Rd
n∑
i=0
(
E[l1xi,yi(β)] + E[l
0
xi,yi
(β)]
)
. (4)
In practise, one would again normalize this accumulated loss by the size of the dataset n during
learning.
A description in terms of noised feature vectors. For the logistic regression model, it is clear that
we can consider dropout to be over features xi rather than parametersβ . Extending to the context of
neural networks requires us to generalise this description, which we will do next. So we can speak
of a dropout noised example xi ∈ R
d, which is defined as x˜i := xi ⊙ ξi where ⊙ is the Hadamard
product (i.e., element-wise vector product) and we have each element ξij ∈ {0, (1−δ)
−1}, such that
ξij is 0 with probability δ and otherwise ξij = (1−δ)
−1. That is, components of x˜i are dropped to 0
following a Bernoulli(δ) distribution and are otherwise a scaled version of the respective components
from xi. Note that our computations will be over expected values for ξij and we do not assume the
vectors ξi to be constant. The noised version of loss can then be written as (positive example term
only):
l1x˜,y(β) = − log(pβ (y|x˜)). (5)
where we obviate explicitly writing y, since y = 1 here.
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For the remainder of this paper, we concentrate on the l1xi,yi(β) term of the loss, therefore taking an
economy in notation and denoting it without the superscript. It is sufficient to show the result of the
paper for this term as do Wager et al. (2013). Indeed, minimising
−(1− y) log(1− p)
is the same as minimising
(1− y) log(p).
A note on extending this description to single layer feed-forward networks. For a simple single
layer feed-forward network, we can again consider dropout to be over features xi. We introduce a
dropout matrix of parameters, Zi = {ξi,j}d×q, in which each ξi,j has dimension d and ξi,j,k ∈
{0, (1 − δ)−1}. Then for each feature vector xi, we associate q noising vectors x˜
j
i := xi ⊙ ξi,j ,
j ∈ [q].
For multi-class categorical cross-entropy, the response variable vector is yi = (yi1, . . . , yiq), yij ∈
{0, 1}, j ∈ [q], with each variable element associated to its corresponding noise vector ξi1, . . . , ξ iq
and loss term lx˜1
i
,yi1(β), . . . , lx˜qi ,yiq(β) (only the positive example loss terms here), but normalised
by the sum across all outputs (i.e., softmax). Then
β∗ := argmin
β∈Rd
q∑
j=1
n∑
i=0
(
E[l
x˜
j
i
,yij
(β)]
)
. (6)
It is straightforward to further take this description as the prediction layer of more complex network
topologies.
3 Noise regularisation for GLMs
Recent years have seen a steady stream of work on both empirically and formally understanding the
success of noise injection in avoiding overfitting. On the formal side, Webb (1993) first showed that
Gaussian noise injection with a least squares objective can be explicitly expressed by the original
non-noisy objective with a separate regulariser. Bishop (1995) continued further showing that this
is a Tikhonov regulariser approximately with sufficiently small noise levels. He does so by using a
second order approximation of the Taylor series expansion of the noise regulariser. Bishop (1995)
also used this approximation to obtain an explicit expression for the correction of parameters after
training, as an alternative to training with sufficiently small enough noise levels.
Wager et al. (2013) use the approximation technique from Bishop (1995) to study dropout. They
express GLM log loss as log loss with a sort of drop-out regulariser. That is, on expectation given
the dropout noise, the loss can be expressed as
Eξ [lx˜i,y(β)] =−(yxi · β +A(xi · β)−A(xi · β)− Eξ [A(x˜i · β)])
= lxi,y(β) +R(β) (7)
where R(β) can be seen as a regulariser to be minimised with loss in lieu of training with dropout.
Wager et al. (2013) derived an approximation for R(β) that revealed an equivalence with the L2
expression. In order to do this, they resort to a polynomial approximation of R(β) of the expected
log partition function A by means of taking the first three terms (up to the second order) of the
Taylor expansion of Eξ [A(x˜i · β)] on low noise levels, following Bishop (1995) for Gaussian noise.
We will show here that the Taylor expansion in the case of dropout does not converge, making the
approximation upon which this is based non-applicable.
With x˜i · β close to xi · β , i.e., on low noise levels, and writing R2 for the quadratic approximation,
they obtain R2(β) =
1
2A
′′(xi · β)V arξ [x˜i ·β ].
We are studying dropout, at probability δ and otherwise scaling by 11−δ . To model this situation, we
define the constants (with respect to dropout probability and i) if no parameters are dropped
Bi:= (x˜i · β − xi · β) =
(
xi · β
1− δ
− xi · β
)
= (xi · β)
(
δ
1− δ
)
. (8)
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To take into consideration a weight dropping to 0, we introduce the boolean random variable Y
which follows a Bernoulli distribution with parameter Eξ [Y ] = (1− δ). We let Zi := Bi · Y . Since
Bni = (xi · β)
n
(
δ
1−δ
)n
in general, for Eξ [Z
n], we have Eξ [Z
n] = Bni Eξ [Y
n] = Bni Eξ [Y ]
= (xi · β)
n
(
δn
(1−δ)n−1
)
. So, in particular for n = 2, we have
Eξ [(x˜i · β − xi · β)
2] = (xi · β)
2
(
δ2
1− δ
)
Where in the case of logistic regression, A′′(xi · β) = pi(1 − pi) and pi = (1 + e
−xi·β )−1.
Linear regression. Conveniently, for linear regression, we have
A(xi · β) =
1
2
(xiβ)
2.
Since the third order derivative disappears in this case, there is perfect equality between the L2
regulariser and the dropout regulariser, which seems to give evidence to the similarity between
dropout and L2 regularisation in general.
Generalising. Before addressing the appropriateness of this approximation in determining the re-
lationship with other forms of standard regularisation, we generalise the approximation to order
k.
4 k-th order polynomial approximations
An order k polynomial approximation of Eξ [A(x˜i · β)] is given by taking the first k terms of the
Taylor expansion, with x˜iβ close to xiβ:
Eξ [A(xi · β)]≈
k∑
m=0
Eξ [A
(m)(x˜i · β) · (x˜i · β − xi · β)
m]
m!
=
k∑
m=0
A(m)(xi ·β) · Eξ [(x˜i · β − xi ·β)
m]
m!
=
k∑
m=0
A(m)(xi ·β) · (xi · β)
mδm
m!(1 − δ)m−1
Let us denote Ak := A
(k)(x · β). Let p := (1 + e−x·β)−1. So, A0 = p and A1 = p(1 − p) =: p
′,
where p′ is the derivative of p. We now provide an explicit form for Ak, in the case of logistic
regression.
The Triangle of numbers, T (n, k)2, is defined as
T (n, k) = k!S˙2(n, k)
for n ≥ 1 and 1 ≤ k ≤ n, where S2(n, k) are Stirling numbers of the second kind.
We now show the following theorem.
Theorem 1. For k ≥ 1,
Ak = p
′
k∑
j=1
(−1)(j−1) · p(j−1) · T (k, j)
Proof. Let Ak,j be the jth of the k terms of Ak:
Ak,j := p
′(−1)(j−1) · p(j−1) · T (k, j).
2Sequence number A019538 in the OEIS oeis.org.
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Our proof of the theorem is by induction on k > 1. We have as the base case, A2, because
A1 = A1,1 = p
′ = p− p2,
so
A2 = A2,1 + A2,2 = p
′ − 2pp′.
Let us assume the result for Ak and show that it then holds for Ak+1. To do this, we show how the
terms of Ak+1 are generated when taking the derivative of Ak.
The jth term of Ak is:
Ak,j =p
′(−1)j−1pj−1T (k, j)
=pj(−1)j−1T (k, j) + pj+1(−1)jT (k, j)
Taking the derivative, we have
(Ak,j)
′ =jp(j−1)p′(−1)j−1T (k, j) + (j + 1)pjp′(−1)jT (k, j)
=: term1((Ak,j)
′) + term2((Ak,j)
′)
(9)
which is composed of two terms: the first, term1, with p
j−1p′ and the second, term2, with p
jp′. We
now show how the individual terms of Ak+1 are composed of the terms from Equation 9 for j ∈ [k].
In particular, the first term contributes to Ak+1,j−1 and the second term contributes to Ak+1,j .
First, if j = 1, we have
Ak+1,1 = p
′
and thus only a contribution from the first term of (Ak,1)
′, which is also p′.
If j = k + 1, we have
Ak+1,k+1 = p
′(−1)kpkT (k + 1, k + 1)
and thus only a contribution from the second term of (p′Ak,k)
′, since
(p′Ak,k)
′= kp(k−1)p′(−1)k−1T (k, k) + (k + 1)pkp′(−1)kT (k, k)
=kp(k−1)p′(−1)k−1T (k, k) + pkp′(−1)kT (k + 1, k + 1)
=kp(k−1)p′(−1)k−1T (k, k) +Ak+1,k+1.
By definition of the Triangle of numbers, and the recurrence relation S2(k + 1, j) = j!S2(k, j) +
S2(k, j − 1) of the Stirling numbers of the second kind, we have T (k + 1, j) = j!S2(k + 1, j) =
j! (jS2(k, j) + S2(k, j − 1)).
If 1 < j < k + 1,
Ak+1,j =p
′(−1)(j−1) · p(j−1) · j! (jS2(k, j) + S2(k, j − 1))
=p′(−1)(j−1) · p(j−1) · j! · j · S2(k, j) + p
′(−1)(j−1) · p(j−1) · j! · S2(k, j − 1)
=p′(−1)(j−1) · p(j−1) · j · T (k, j) + p′(−1)(j−1) · p(j−1) · j · T (k, j − 1)
=term1((Ak,j)
′) + term2((Ak,j−1)
′)
So, we have shown that
Ak+1 =
k+1∑
j=1
Ak+1,j
=term1((p
′Ak,1)
′) + term2((p
′Ak,k)
′) +

 k∑
j=2
term1((p
′Ak,j)
′) + term2((p
′Ak,j−1)
′)


=
k∑
j=1
(term1((p
′Ak,j)
′) + term2((p
′Ak,j)
′))
=
k∑
j=1
(p′Ak,j)
′ = (p′Ak)
′ (10)
as desired.
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Let Rk(β) denote the k-th (k ≥ 2) order polynomial approximation to R using Ak, close to the
point xi ·β . So, that
Rk(β) :=
k∑
j=2
Aj
E[(x˜i · β − xi ·β)
j ]
j!
(11)
Since the set of the Stirling numbers S(k′, j′) for k′ ≤ k and j′ ≤ j can be computed in O(k · j)
time with dynamic programming, replacing the expression of Ak from the theorem in Equation (11)
yields an O(k · j) algorithm for calculating Rk.
5 The appropriateness of the Taylor expansion
We note that each component xij of x˜iβ is in the set {0,
xijβj
1−δ }. In other words, the perturbed
value x˜iβ needs to be within the radius of convergence r of the Taylor expansion, |x˜iβ − xiβ| < r.
However, the value xiβ is completely unconstrained: the only assumption made thus far (following
Wager et al. (2013)) being that the levels of noise are “low”. For additive Gaussian noise, noise
levels can be adjusted so that this assumption is satisfied, so long as there is some r for which this
the Taylor series expansion converges. However, dropout causes arbitrarily many values of x˜i to be
zero, thus x˜iβ can be very close to zero, even though xiβ can be arbitrarily large.
We now show that the radius of convergence is bounded, which excludes any meaningful study
of dropout using Taylor series expansion of the expected log partition function. Recall R(β) =
Eξ [A(x˜i · β)] − A(xi · β) and that pi = (1 + exp(xiβ))
−1. Also recall the explicit expression for
Ak from Theorem 1.
Theorem 2.
R∞(β) := lim
k→∞
k∑
j=2
Aj
E[(x˜i · β − xi · β)
j ]
j!
(12)
converges to R(β) if and only if
|x˜iβ − xiβ | < 2pi.
That is, Theorem 2 states that the radius of convergence of R∞(β) is 2pi for examples in the dataset
that the un-noised model will classify as true. Since xiβ is unbounded, and certainly larger than 2pi
arbitrarily much of the time during training, we have a proof of Theorem 2.
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Proof. We want to test for convergence of the ratio of factors, and if convergent, calculate the
convergence ratio. For this we use the root test. Using the lim sup takes into account p→ 1.
lim sup
k→∞
k
√∣∣∣∣Akk!
∣∣∣∣ = lim sup
k→∞
2k
√∣∣∣∣ A2k(2k)!
∣∣∣∣
= lim sup
k→∞
2k
√√√√√
∣∣∣∣∣∣
1
(2k)!
2k∑
j=1
(−p)j · T (2k, j)
∣∣∣∣∣∣
= lim sup
k→∞
2k
√√√√√
∣∣∣∣∣∣
1
(2k)!
2k∑
j=1
(−p)j · j · S(2k, j)
∣∣∣∣∣∣
= lim sup
k→∞
2k
√√√√√
∣∣∣∣∣∣
1
(2k)!
2k∑
j=1
(−1)j · j · S(2k, j)
∣∣∣∣∣∣
= lim sup
k→∞
2k
√∣∣∣∣ 1(2k)!B2k
∣∣∣∣
= lim sup
k→∞
2k
√∣∣∣∣ 1(2k)! 2 · (2k)!(2pi)2k ζ(2k)
∣∣∣∣ (13)
=
1
2pi
(14)
where is Bk is the kth Bell number. We used the well-established fact that
B2k ∼
2 · (2k)!
(2pi)2k
ζ(2k)
asymptotically as k grows, where ζ(2k) is the Riemann zeta function, which tends to 1 as k → ∞.
This concludes the proof.
However, if we can bound xijβj , for example to be less than
2pi
d
, where d is the dimension of the
features vector xi, the approximation in Equation 12 holds, as does the original result that dropout
noise approximates L2 regularisation for logistic regression. However, in order to do this, we must
1. keep the features xij small, which could be carried out by a number of different normalisa-
tion or input vector scaling approaches, but we must also
2. keep the weights βj low, which is the effect of L2 regularisation. However, L2 regularisa-
tion is what dropout was supposed to approximate in the first place.
There are a number of engineering tricks which have an effect of reducing the potential final mag-
nitude of the weight vector. For instance, gradient clipping (Pascanu et al.; Mikolov, 2012) ensures
that the norm of the gradient does not surpass a certain predetermined threshold. One could be
tempted to apply a technique like reparameterisation weight normalisation, which expresses the
weight vector in terms of two factors: a unit vector v and a magnitude g (Salimans and Kingma,
2016). Then attempt to hold the magnitude term g constant under the desired restricted magnitude.
However, this is unlikely to work, as we explain now.
In fact, there are no techniques that can both ensure convergence of the learning method, adequate
performance of the model, and that restricts the magnitude of the weight vector, within this dropout
framework. It is straightforward to see why this is: the probability p(y = 1|x) = 1(1+e−xβ) should
tend towards 1 on positive examples. If it doesn’t, and there is potential for improvement, the model
will continue try to improve (i.e., will not yet converge). However, this means that −xβ should
approach the value 1, which only happens if x is reciprocally as large in magnitude as β. So the
closer to 0 we make x, the larger the magnitude of β. Also, p(y = 1|x) should tend toward 0 on
negative examples, which can only happen if −xβ tends toward infinity, which requires β to grow
arbitrarily large in magnitude.
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6 Concluding remarks
We have shown that recent studies on dropout expressed as a regulariser on the original loss function
are ill-founded. This re-opens a possible line of research to formally establish whether there is a
concrete connection between regularisation and the practice of dropout training. Future work could
start in the reverse direction: for which variations of dropout could such an approximation technique,
that we have shown to be inapplicable in general, be valid?
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