A FIN -learning machine M receives successive values of the function f it is learning and at some moment outputs a conjecture which should be a correct index of f . FIN We show that the problem for given k i ; n i to determine whether k 1 ; n 1 ]FIN k 2 ; n 2 ]FIN is algorithmically solvable. The set of all FIN cut-points is shown to be well-ordered and recursive. Asymmetric teams are introduced and used as both a tool to obtain these results, and are of interest in themselves. 
Introduction
To a large extent the study of inductive inference is concerned with with de ning new learning paradigms and comparing their power. Often the only relations which hold between the di erent paradigms of machine learning are those which trivially follow from their de nitions. E.g. in the mindchangeanomaly hierarchy of limit learning EX a b EX c d i a c and b d as shown in CS83] . It was hard to develop a mathematical theory in a situation where almost every time two di erent de nitions lead to two di erent concepts. The initial stage in the research of inductive inference was mostly descriptive: there were more and more new learning paradigms and demonstrations of their di erences.
Probabilistic and team learning changed this situation. In PS88] it was shown that not all probabilistic limit learning types EXhpi are di erent. DKV92a] used \trial and error" to come up with the ratio 24=49, therefore one can ask an interesting (but informal) question: Where does the 24/49 come from? We provide an answer of sorts to this question. This is accomplished by generalizing the problem and casting it in terms of a game. By putting in the corresponding parameters to the game, the constant 24=49 emerges.
Our paper does not focus on nding more constants below 10=21, but rather re ects on the global structure of all cut-points in the interval (0; 1). We describe these cut-points as solutions to combinatorial optimization problems on tree-like objects called widgets. Each widget corresponds to a set of strategies which one team can use to diagonalize against another one. Section 3 focuses on widgets and their use in diagonalization and simulation. Section 4 shows that asymmetric teams are of independent interest, since \natural" questions about symmetric teams may yield asymmetric teams as intermediate results.
Preliminaries 2.1 General Notation
N denotes the set of natural numbers, and F the set of recursive functions.
' h denotes the partial recursive function with index h, see Soa87] . Subsets of F are denoted by U; V; W with or without decorations. Symbols , \, ?, , , 2 are read \union," \intersection," \set minus," \is a subset of," \is a proper subset of," \is an element of" respectively. jAj denotes the number of elements in the set A. Logical conjunction, disjunction and implication are denoted by^, _ and !. The quanti er 8 1 is read \for all but nitely many," 9 1 is read \there are in nitely many," and 9! is read \there is exactly De nition 2 A threshold function t k n : f0;1g n ! f0;1g has value 1 i at least k of its n arguments are 1.
De nition 3 ( Ros82]) Set X with a binary relation is quasi-ordering if (1) (8x 2 X) x x], i.e. is re exive, (2) (8x 1 ; x 2 ; x 3 2 X) (x 1 x 2 and x 2 x 3 ) implies x 1 x 3 ], i.e. is transitive.
We notice that not every quasi-ordering is partial ordering, since we do not require antisymmetry, i.e. it is ne to have x 1 6 = x 2 such that x 1 x 2 and x 2 x 1 . Such x 1 ; x 2 we will nevertheless regard as equivalent.
De nition 4 Let (X; ) be a quasi-ordering, and x 1 ; x 2 2 X. Element y 2 X is called a join of x 1 ; x 2 (write y = x 1 _ x 2 ), if (y x 1 and y x 2 ) and (8y 0 2 X) (y 0 x 1 and y 0 x 2 ) implies y 0 y]: Element z 2 X is called a meet of x 1 ; x 2 (write z = x 1^x2 ), if (z x 1 and z x 2 ) and (8z 0 2 X) (z 0 x 1 and z 0 x 2 ) implies z 0 z]: De nition 5 A quasi-ordering (X; ) is lattice if any two elements x 1 ; x 2 2 X have a join and a meet.
We x some pairing function h ; i, i.e. a recursive 1-1 mapping of N N onto N. Applying the pairing function several times we can encode variable length lists of natural numbers n 1 ; : : :; n k by a single number hn 1 ; : : : ; n k i.
We will call the encoded lists of natural numbers strings and denote them by . The length of a string, denoted by j j shows how many numbers are listed in the string.
De nition 6 A single valued set is a set A N such that ha 1 ; b 1 i 2 A, ha 2 ; b 2 i 2 A, a 1 = a 2 imply b 1 = b 2 . Single valued sets are used to represent partial functions as collections of argument-value pairs.
De nition 7 Initial segment of a function f is f hni = hf(0); ; f(n)i | the encoding of the rst n + 1 values of a recursive function.
Inductive Inference
Inductive inference machines M (also called IIMs or machines), denoted by M, are partially de ned algorithms which receive growing pieces of a graph of a function and output conjectures. The n th conjecture of a machine M, if it is de ned, is h n = M(f hni ), i.e. it is output after receiving the n th initial segment of f. Below 10=21 our knowledge about cut-points is limited; in general, we cannot tell whether or not a number is a cut-point.
Matrix Games
De nition 18 An m n matrix A = (a ij ) determines the following zerosum matrix game. Player 2 chooses the i th row, 1 i m, Player 1 simultaneously chooses the j th column, 1 j n. The number a ij indicates payo of Player 1. Payo of Player 2 is ?a ij . Each player seeks to maximize his/her payo .
In most textbooks on game theory, Player 1 (who tries to maximize a ij ) picks a row i, but Player 2 (who tries to minimize a ij ) picks a column j PZ96]. In our paper all matrix games are de ned the other way, as in De nition 18.
De nition 19 For an m n matrix game a probability distribution p = (p 1 ; : : : ; p m ) is called mixed strategy of Player 2 (we require p i 0 and P m i=1 p i = 1). Similarly, a probability distribution q = (q 1 ; : : :; q n ) is a mixed strategy of Player 1 (again we require q j 0 and P n j=1 q j = 1). Let an m n matrix A = (a ij ) be given. If Player 2 chooses i th row with probability p i and Player 1 independently chooses j th column with probability q j , then the expected payo of Player 1 is given by p T Aq = P m i=1 P n j=1 a ij p i q j .
A saddle point (p ; q ) is the pair of optimal mixed strategies for both players. 
Asymmetric Teams
In this subsection we generalize the notion of team learning by describing the success of a team by any nondecreasing Boolean function. Example 24 Traditional, symmetric type k; n] is a particular case of asymmetric team type u. It is described by the n-argument threshold function t k n . The matrix k; n] has n columns and ( n k ) = n! k! (n?k)! rows. See matrix 2; 4] in Example 22.
Each team of learning machines M = (M 1 ; : : :; M n ) can be easily transformed into a single probabilistic machine. Indeed, at the very beginning the probabilistic machine M picks M i with probability q i and simulates it. We want to choose q i so that M FIN-learns class U with the maximal probability VN(A), given that the team M A]FIN-learns U.
The probability of success which can be achieved by a probabilistic machine M on U is the value of zero-sum matrix game where we pick column and our adversary independently picks row of the 0-1 matrix A (see De nition 18).
Lemma 25 Let The game can be broken into certain irreversible moves. For example, if a team member outputs a conjecture h on a segment , then h can still simulate the adversary's team on di erent extensions of , but it cannot read values from the input function beyond any more. Furthermore, when h becomes de ned on some argument x, h(x) can never later be rede ned. We will consider as moves of the game more complex events than just outputting a single conjecture and extending some domain a little. Instead we will track and analyze those events that indicate that the whole team is up to learning some function. Our analysis proceeds by building a tree where the nodes correspond to noteworthy segments .
Lemma 26 Let f be a function which is A]FIN-learned by some team M.
There exists an algorithm which builds an (inde nitely growing) rooted tree labeled by A's rows such that 1. The root segment 0 f. M on all extensions of all these segments until we nd an extension n k (k < n) such that all machines corresponding to 1s in a row i n of A learn n . Assume that k is the longest pre x of n currently in . Make n a child of k in the tree , and label it with i n . Go to Stage n + 1. Property 1 is satis ed in Stage 0, subsequent stages ensure Properties 2 and 3. X Forks. If a conjecture is issued on a segment k , it cannot be correct on two incompatible extensions of k . We call 3 nodes in the segment tree that correspond to a segment and two incompatible extensions is called a fork.
If a machine appears in labels of 3 nodes that form a fork, its conjecture is wrong for at least one of these three segments. Therefore, we introduce a restriction that any 3 nodes in a fork should be labeled so that no column has 1 in all three rows.
2-player game. This gives us a following game with two players A and B. A builds a tree by inserting nodes. In the rst move, A creates the root of the tree and labels it by a row of A. In each next move, A creates a new child for one of existing nodes and labels it by a row of A. For every fork in the tree, no column can have 1 in all 3 rows labeling the nodes of the fork. B has to respond to each move by labeling the new node by a row of B, subject to a similar restriction about forks. A wins if, at some moment, B cannot label the new node without violating the restriction about forks. B wins if he keeps the game going on forever.
In this game, we abstract from the concrete machines in the team. Neither A nor B work with the actual learning machines and their conjectures, they work with columns of A and B. The only information that A has about B (and conversely) is which rows B has used to label which nodes (i.e. which machines have output programs consistent with the corresponding segments). This allows to isolate the combinatorial part of the problem from the recursion-theoretic part, to solve the combinatorial part rst and to translate this solution back to the original problem. as in Example 14. Each function with a nonzero value is an extension of some segment 0 n . Therefore the segments learned by team 1; 2] constitute an in nite tree. Consider the case where the root node is learned by M 1 , each child is learned by M 2 , and neither M 1 nor M 2 is learning any fork. Such unbounded trees could make the analysis of the game hard. In matrices sparser than 1; 2] there can be many nodes with in nitely many children; the depth of the tree can be unbounded as well. We solve this problem in section 3.3 by showing that it is enough to consider nite trees.
Adaptive and nonadaptive strategies. It In this case, the tree that A is going to build is predetermined, the game follows a xed pattern. In other situations, when playing against B, A can choose which branches of the tree to expand depending on responses of B.
Let us say that A has built and labeled the root and two of its children in some tree. After observing B's responses, A may want to extend either the left or the right side of the tree. In general, all strategies of A are represented as a collection of partially overlapping trees. First, A introduces the nodes belonging to all components. The next nodes depend on responses of B.
We proceed to formal de nitions.
De nition 27 A widget T is a collection of overlapping trees 1 ; : : :; n . Each of them covers some of the nodes V (T) = fv 0 ; : : :; v k g. The i 's are called components of T. We require the following:
1. All i have the same root v 0 .
If some non-root node v 2 V (T) belongs to several components, then it
has the same parent node with respect to all these components. De nition 29 Let A = (a ij ) be a team matrix and let T be a widget. Matrix A can label T (written T 2 T (A)), if there is a mapping l from nodes of T to A's rows such that for any fork fv;v 0 ; v 00 g 2 V (T) and for any column j in the matrix A we have a l( v);j = 0 for some v 2 fv;v 0 ; v 00 g. Intuitively, there is no column whose machine learns all three segments represented by the nodes of a fork.
Next, we link the possibility of labeling widgets to the existence of winning strategies in the game.
Lemma 30 T (A) 6 T (B) if and only there is a strategy of A that wins any (even non-recursive) strategy for B. Proof: Assume there is a winning strategy for A. We build a tree consisting of positions in the game. Each position is a tree labeled by both rows of A and rows of B with every node being labeled by both a row of A and a row of B. It may contain one node that is labeled by a row of A only. (This node is the last node inserted by A that has not been labeled by B yet.)
The root R is the position after the rst move of A. If this tree has an in nite branch, there is a strategy for B that keeps A in the game forever (and, therefore, wins the game). This strategy is just following the in nite branch in the tree of positions. It may be nonrecursive (if the in nite branch is nonrecursive). Hence, if A wins any strategy for B, every branch is nite. By Konig's lemma, this means that the tree is nite. Now, we show how to make a widget T from this tree of positions. For every position P after a move of A, we make one node v P . It's parent is v R corresponding to the position R after A inserted the parent of the node v that was inserted last in P. (This may be not the same as the parent of P in the tree of positions because A may have inserted other nodes between inserting the parent of v into game tree and inserting v.) We also have one component P for each position P. It consists of v P and v R for all R that are ancestors of P. When viewed separately from the rest of T, P is the same as the game tree in the position P. (This can be shown by an induction. For the root R, both game tree and R consist of just one node. For a non-root position P, we consider it's parent R. By inductive assumption, R is the same as game tree in the position R. P consists of R and one more node v P . Similarly, the game tree in P consists of the game tree in R and one more node. Further, the new node is the child of the same node in both trees. Therefore, P is the same as the game tree in the position P.)
To label T by rows of A, we just label every node by the row of A by which it gets labeled during the game. It is easy to see that this is a correct labeling.
(If v, v 0 and v 00 form a fork, they are all contained in some component R 2 T.
The tree R appears in the game after A inserts R and it is labeled correctly in the game.)
On we will pick the subset of components T s at every stage so that B cannot extend its labeling to all the components of T s . Initially we have T 0 = T, no vertices are labeled yet, and it is known that T 6 2 T (B). Subsequently B will label some of the nodes in T, and T s will shrink, since every 2 T s has to contain all the nodes which ever become active. We proceed with the algorithm. We now prove that the team M described above indeed A]FIN-learns f 2 W. Let f = f w for some w 2 V (T). Vertex w is labeled by some row in A. We claim that all machines in this row learn f w . Assume that some M 2 M on that row rst outputs its conjecture on v . At the stage s when M outputs its conjecture, we have v;s w;t for t for which w;t is nonempty. By Property 3 in Lemma 31 we have that v = w or v is an ancestor of w.
If v = w, the conjecture by machine M extends itself to v;s 0 for ever larger s 0 , so it is total and computes f w = f v . If w is a successor of v, there is some component 2 T such that the whole path from v down to w is in V ( ). Since labeling by A's rows is legal, M cannot participate in the rows which label any successors of v which do not lie on the path from v to w. Therefore it will always extend to segments compatible with f w , and ultimately will extend to the in nitely growing sequence of segments w;s 0, i.e. again ' h computes f w . First, we bound the depth of the tree. Let P be a node. We say that the label of P uses the j th column if a ij = 1 where i is the row labeling P. The set Used A (P) consists of columns of A are used by a label of P or an ancestor of P. The set Used B (P) is de ned similarly, with B instead of A. A node P and its child P 0 are equivalent if two conditions are satis ed:
1. The sets Used A and Used B are the same for P and P 0 . 2. Any column used by the label of P 0 is also used by a label of one of its descendants.
The sets Used A and Used B never change because ancestors of P and P 0 and their labels never change. Therefore, if P and its child P 0 are equivalent at some stage of the game, they are equivalent at all later stages as well.
Lemma 35 Inserting a child of P and labeling it by a row i is possible if and only if it is possible to insert a child of P 0 and label it by i.
Proof: Assume that it is impossible to label the new child C by a row of i. This means there is a fork formed by R, C and C 0 (where R is an ancestor of C and C 0 is some other child of R) and R and C 0 already have labels using the same column j with 1 in the row i.
Case 1. R, C and C 0 form a fork if we make C a child of P 0 .
If R is not the same as P 0 , this remains a fork if we make C a child of P. If R = P 0 , notice that the label of P or one of its ancestors uses the column j as well (because Used A (P) = Used A (P 0 )) and we can take this node as R instead of P 0 . Then, we get a fork for C that is a child of P.
Case 2. R, C and C 0 form a fork if we make C a child of P. This is a fork for a child of P 0 as well unless C 0 is the same as P 0 . However, any column in the label of P 0 is used by one of its descendants and we can replace P 0 by its descendant if necessary.
X
We de ne the bounded-depth game as the game with an additional rule that, whenever a node P and its child P 0 become equivalent, P 0 is deleted and all children of P 0 (together with their subtrees) are moved so that they become children of P. The argument above shows Lemma 36 If A can win B in the original game, then A can win B in the bounded-depth game as well.
Lemma 37 Let n A and n B be the number of columns in A and B, respectively. The depth of the game-tree in the bounded-depth game never exceeds (n A + n B ) 2 .
Proof: For a contradiction, assume the depth is more than (n A + n B ) 2 and no node is equivalent to its parent.
We take the path from the root to a node of depth (n A + n B ) 2 . Let P 0 , P 1 , : : :, P k be all nodes on this path such that at least one of sets Used A (P i ) and Used B (P i ) is di erent from a similar set for the parent of P i . Then, for each node P i (i > 0), at least one of Used A (P i ) and Used B (P i ) is larger than Used A (P i?1 ) and Used B (P i?1 ) and the other is the same or larger (because these sets never decrease when we move from a parent to a child). There are n A columns that can be in Used A and n B columns that can be in Used B . Therefore, these sets can increase at most n A + n B times, i.e., k n A + n B . This implies that, for some i, there are more than n A + n B nodes between P i?1 and P i . Let R 0 , : : :, R j be these nodes (not including P i ).
R i being non-equivalent to R i?1 means that there is a column used by one of labels of R i that is not used by any of its descendants, including R i+1 , : : :, R j . Having one such column for every i implies having more than n A + n B columns together. A contradiction.
The second step is bounding how much the tree can branch. If P 0 and P 00 have the same parent P and the subtrees starting at P 0 and P 00 are identical (have the same topology and are labeled in the same way by both A and B), we allow to remove P 00 and subtree starting at P 00 so that only one of two identical subtrees remains. After every move of B, we check for such pairs of subtrees and do removal, if necessary.
Lemma 38 Depth-bounded game with removal of identical subtrees has only nitely many possible positions.
Proof: Any position in this game is a labeled tree of depth at most (n A +n B ) 2 (lemma 37) with no two siblings P 0 and P 00 such that subtrees rooted in P 0 and P 00 are identical. We need to show that there is only a nite number of such trees.
We do this by an induction over the depth of the tree. A tree of depth 0 is just a single node and it can be labeled in nitely many ways. For the inductive step, a tree of depth i consists of the root and one or several subtrees of depth i ? 1 with no two subtrees being identical. The number of subtrees is bound by the number of labeled trees of depth i ? 1 without identical subtrees. This number is nite by inductive assumption and every subtree can be chosen in nitely many ways. Therefore, if the number of trees of depth i ? 1 is nite, the number of trees of depth i is nite as well.
The problem is that, to win, A may need to create two subtrees that are identical for some time but will become di erent later. This means that the game with removal of identical subtrees is not necessarily equivalent to the original game. To x this problem, we allow a new type of move. Let P be a node and P 0 be a child of P such that the labels of the subtree starting at P 0 do not use any columns from the labels of P and ancestors of P. Then, A can create P 00 , an another child of P and a subtree starting at P 00 which is precisely identical (including labels by A and B) to one starting at P 0 .
We call this duplicating a subtree. The next move of A after duplicating a subtree must be inserting a new node in a way that makes the two subtrees di erent.
With both removal and duplication, it is clear that A can do anything she can do in the original game. If A needs two copies of an identical subtree and one of them has been removed earlier, she can get the second copy by duplication. Next, we prove that anything that the A can do with both removal and duplication can be done in the original game in a slightly di erent way.
Lemma 39 A can win B in the depth-bounded game with removal and duplication if and only if A can win B in the depth bounded game. Proof: If A can win B in the depth-bounded game, A can win B in the depthbounded game with removal and duplication by using the same strategy (with removing identical subtrees when they appear and restoring them by duplication when necessary). To win in the original depth-bounded game, A plays in the same way as in the depth-bounded game with removals and duplications. The only di erence is that, in some cases, A creates several identical subtrees instead of one subtree to simulate possible duplication moves in the future. Next, we describe this process more formally.
A node P in the game with removals and duplications corresponds to a set of nodes S(P) in the game without them. All nodes of S(P) must be labeled in the same way as P. If P 0 is a child of P, then every node in S(P 0 ) is a child of some node in S(P).
Inserting the rst node (the root) is done in the same way in both versions of the game. Thus, S(R), for R being the root, consists of the root only. For each next move of A, we consider three cases:
1. The move is duplicating a subtree rooted at P.
In this case, we split S(P) in two equal parts and one of them becomes S(P 0 ) for the newly created node P 0 . For each descendant Q, we de ne S(Q) as the set of all nodes that have parents in S(Q 0 ) where Q 0 is the parent of Q. 2. The move is inserting a new child P 0 to the node P and the label of P 0 has a machine in common with P or one of its ancestors.
In this case, we insert a child to every node in S(P) and label it in the same way. Then, we wait for answers of B. We choose the label that B has used most times on the new nodes and de ne S(P 0 ) as the set of new nodes having this label. 3. The move is inserting a new child P 0 to the node P and the label of P 0 has no machine in common with P or any of its ancestors. Then, we insert n d B children to every node in S(P). For every node in S(P), we choose the \most popular" response of B (the label that B has used for largest number of new children). Then, we choose the label that has been the \most popular" the most times, restrict S(P) to those nodes that have this label as the most popular and set S(P 0 ) equal to the set of children of nodes in S(P) having this label.
In the second and the third case, the moves of A are always possible. We need to show that this is true in the rst case. This means showing that S(P) always has at least two elements so that we can split it into two parts. If the label of P uses a column that is used to label an ancestor of P, duplication would create a fork (the ancestor, P and the new node) and, therefore, is impossible. Hence, the label of P does not use such columns.
Then, P was inserted by the step 3 and S(P) originally contained n d B elements. Selecting a majority in the next application of step 2 or 3 decreases it by at most a factor of n B (because there are only n B possible labels for B) and simulating duplication (step 1) decreases it by a factor of 2. As we already noticed, game goes on for at most d moves. Therefore, even before the last move S(P) contains at least n B 2 elements. 
The last inequality can be rewritten as 1 ? a j; (i) 1 ? b (j);i . We see that Example 53 Consider the following matrices: 
Conclusions
In this work we reduce the problem of comparing FIN teams to combinatorial optimization on unusual objects we call widgets. Cut-points for probabilistic FIN-learning are then related to the partial order of widgets. The whole work turns out to be a survey of combinatorial methods used in team inductive inference.
Extending the traditional notion of symmetric teams to arbitrary (symmetric or asymmetric) teams described by matrices illustrates the idea advocated by Polya ?] that a generalized statement can be easier and more fun to prove than a restricted one. Polya calls this \balancing the inductive step". To nd when the inclusion k 1 ; n 1 ]FIN k 2 ; n 2 ]FIN takes place, it can be better to solve a more general problem about asymmetric teams (see Theorems 33 and 40).
Moreover, asymmetric teams can describe many team-related concepts of learning which so far lacked a common methodology. In arithmetic complex numbers are introduced, because they are closed with respect to a larger set of arithmetic operations, and many problems formulated in terms of real numbers can be easily solved in the complex space and interpreting the results appropriately.
There are hardly any operations we can do with symmetric team types k; n]I. ( DK96] considers redundi cation where k; n]FIN is replaced by mk; mn]FIN where m is positive integer.) Asymmetric team types are closed under intersection and memberwise intersection (Theorems 56 and 50), memberwise union (Theorem 51). They are not closed under union. That can be due to some fundamental reason, in analogy with convex sets or linear subspaces not being closed against union.
Open problems in this area of inductive inference include: generalization of diagonalization and simulation results, e.g. to include EX n for any n, generalization of team matrices allowing matrix entries to be any real numbers in 0; 1] rather than just 0 and 1, thus merging team and probabilistic learning.
Complete picture of probabilistic FIN hierarchy, nding the probability up to where H FIN is well-ordered.
