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Stabilizations of reducible Heegaard splittings
Ruifeng Qiu ∗
Abstract
Cameron Gordon([Problem 3.91 in [Ki]) conjectured that a connected sum of two
Heegaard splittings is stabilized if and only if one of the two factors is stabilized. In
this paper, we shall prove this conjecture.
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1 Introduction
LetM be a compact 3-manifold such that ∂M has no 2-sphere components. A Heegaard
splitting ofM is a pair (V,W), where V andW are compression bodies such that V∪W= M ,
and V ∩W = ∂+V = ∂+W =F . F is called a Heegaard surface of M . The splitting is often
denoted as V∪FW or V ∪ W. It is known that any compact 3-manifold has a Heegaard
splitting.
Let V ∪ W be a Heegaard splitting of M . V ∪ W is said to be reducible if there
exist essential disks BV ⊂ V and BW ⊂ W with ∂BV = ∂BW . Otherwise, it is said to
be irreducible. W. Haken[H] showed that any Heegaard splitting of a reducible, compact
3-manifold is reducible, Kneser[Kn] and Milnor[M] showed that any orientable, compact
3-manifold is a connected sum of n irreducible 3-manifolds M1, . . . ,Mn where M1, . . . ,Mn
∗Work supported in part by NSFC
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are unique up to isotopy. Thus any Heegaard splitting of M is the connected sums of the
Heegaard splittings of n factors M1, . . . ,Mn defined as following:
Now let M = V ∪ W be a reducible Heegaard splitting. Then P = BV ∪ BW is a 2-
sphere. Suppose that P cuts M into M∗+ and M
∗
−. Then BV separates V into V+ and V−,
BW separates W into W
∗
+ and W
∗
−. We may assume that V+,W
∗
+ ⊂M+ and V−,W
∗
−⊂M−.
Let M+ = M
∗
+ ∪P H
3
+ and M− = M
∗
− ∪P H
3
− where H
3
+ and H
3
− are two 3-balls. Then M
is the connected sum of M+ and M−, denoted by M = M+♯M−. Let W+ = W
∗
+∪H
3
+, and
W− = W
∗
−∪H
3
−. Then W+ and W− are two compression bodies such that ∂+V+ = ∂+W+
and ∂+V− = ∂+W−. HenceM+ = V+∪W+ is a Heegaard splitting ofM+ andM− = V−∪W−
is a Heegaard splitting of M−. In this case, V ∪W is called the connected sum of V+ ∪W+
and V− ∪W−.
A Heegaard splitting M = V ∪ W is said to be stabilized if there are two properly
embedded disks V ⊂ V and W ⊂ W such that V intersects W in one point; otherwise, it
is said to be unstabilized. Some important results on stabilizations of Heegaard splittings
have been given in [RS], [S], [ST] and [W].
An interesting problem on stabilizations of Heegaard splittings offered by C. Gordon is
the following:
Gordon’s conjecture. The connected sum of two Heegaard splittings is stabilized if
and only if one of the two factors is stabilized. (See Problem 3.91 in [Ki].)
In this paper, we shall give a proof to Gordon’s conjecture. The main result is the
following theorem:
Theorem 1. The connected sum of two Heegaard splittings is stabilized if and only if
one of the two factors is stabilized.
Comments on Theorem 1.
(1) By Haken’s lemma, the connected sum of the minimal Heegaard splittings of M+
and M− is unstabilized; but there are many manifolds which have unstabilized Heegaard
splittings of distinct genera. There are examples, given by A. Casson and C. Gordon[CG1],
independently by T. Kobayashi[Ko], which have irreducible Heegaard splittings of arbitrarily
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high genera. Now let M1 be such a manifold, and M2 be any compact 3-manifold. Then,
by Theorem 1, M1♯M2 has unstabilized Heegaard splittings of arbitrarily high genus.
(2) David Bachman[B] announced that if M+ and M− are closed and irreducible then
Gordon’s conjecture is true. In this case, V+ ∪W+ and V− ∪W− are irreducible.
(3) Two applications of Theorem 1 have been given in [QM]:
(a) A Heegaard splitting M =W∪SV is said to be boundary reducible if there is an
essential disk D of M which intersects S in an essential simple curve in S. A. Casson
and C. Gordon proved that any Heegaard splitting of a boundary reducible 3-manifold is
boundary reducible in [CG2]. In [QM], we shall prove that any Heegaard splittingW∪V of
a boundary reducible, irreducible 3-manifold is obtained by doing boundary connected sums
and self-boundary connected sums from Heegaard splittings of n 3-manifolds M1, . . . ,Mn,
where Mi is either boundary irreducible or a solid torus. Furthermore,W∪V is unstabilized
if and only if one of the factors is unstabilized. This result can be taken as the disk version
of Gordon’s conjecture.
(b) Suppose thatM1 andM2 are two compact 3-manifolds with boundary. Let Ai be an
incompressible annulus in ∂Mi, andM = M1∪A1=A2M2. LetMi =W i∪V i be an unstabilized
Heegaard splitting of Mi. Then M has a natural Heegaard splitting W∪V induced by
W1∪V1 and W2∪V2 such that g(W) = g(W1) + g(W2). Without loss of generality, we
may assume that A1 ⊂ ∂−V i. We denote by Mi(Ai) the manifold obtained by attaching
a 2-handle to Mi along Ai, V i(Ai) the manifold obtained by attaching a 2-handle to V i
along Ai. Then Mi(Ai) =W i∪V i(Ai) is a Heegaard splitting of Mi(Ai). In [QM], we shall
prove that if M1(A1) =W1∪V1(A1) and M2(A2) =W2∪V2(A2) are unstabilized, then W∪V
is unstabilized.
We shall use a basic tool in 3-manifold theory, called band sums of disks, to prove
Theorem 1. The argument in this paper is self-contained. We shall give an outline of the
proof of Theorem 1 in Chapter 2.
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2 The outline of Theorem 1
In this chapter, we shall introduce the ideas of the proof of Theorem 1. Before doing
this, we first give some notations and related basic observations.
2.1 The surface generated by an abstract tree
Definition 2.1.1. (1) Let I = [−1, 1].
(2) Suppose that a is an arc in a surface F , a × I be a neighborhood of a in F such
that a = a × {0}. For a sub-arc b of a, we denote b × I ⊂ a× I by (b × I)a. In this case,
b× I and a× I have the same width.
Let m(l) = {m1, . . . , ml} be a subset of {1, . . . , n} possibly not in a natural order. This
means that it is possible mi > mj when i < j.
Definition 2.1.2. Suppose that F is a closed surface, P0, . . . , Pk are pairwise disjoint
disks in F , and em1 . . . , eml are pairwise disjoint arcs in F satisfying the following conditions:
(1) ∂eγ ⊂ ∪
k
f=0∂Pf .
(2) If we denote by e
′
γ the arc obtained by pushing inteγ off ∪fPf in F × I, then each
component of ∪fPf ∪γ e
′
γ is a tree when we take Pf as a fat vertex and e
′
γ as an edge.
Then we say ∪fPf ∪γ eγ is an abstract tree.
Let ∪fPf∪γeγ be an abstract tree in a closed surface, and eγ×I be a regular neighborhood
of eγ in F satisfying the conditions:
(1∗) If λ > γ ∈ m(l), then either eλ ∩ eγ × I = ∅ or each component of eλ ∩ eγ × I is
an arc c ⊂ inteλ which is a core of eγ × (0, 1), and each component of eλ × I ∩ eγ × I is
(c× I)λ ⊂ eγ × (0, 1).
(2∗) Each component of inteλ × I ∩ (∪fPf ∪γ<λ eγ × I) is (b× I)λ where b ⊂ inteγ is a
properly embedded arc in ∪fPf ∪γ<λ eγ × I.
(3∗) For γ ∈ m(l), (∂eγ)× I ⊂ ∪f∂Pf , for λ 6= γ ∈ m(l), (∂eγ)× I ∩ (∂eλ)× I = ∅.
Lemma 2.1.3. If Conditions (1∗), (2∗) and (3∗) are satisfied, then S = ∪fPf ∪γ∈m(l)
eγ × I is a compact surface.
4
Proof. Let γ = Minm(l). Then, by Condition (2∗), each component of inteγ × I ∩
(∪fPf) is (b× I)γ where b ⊂ inteγ is a properly embedded arc in ∪fPf . Hence b is compact
and ∂b ∩ ∂eγ = ∅. We denote by b1, . . . , bα the components of eγ − ∪f intPf . Then bi is
an arc with ∂bi ⊂ ∪f∂Pf . Hence ∪fPf ∪ eγ × I = ∪fPf ∪ ∪
α
i=1(bj × I)γ is a surface. By
Conditions (1∗),(2∗) and (3∗) and induction on m(l) = {m1, . . . , ml}, we can prove Lemma
2.1.3. Q.E.D.
Definition 2.1.4. Let ∪fPf ∪γ eγ be an abstract tree in a closed surface. If Conditions
(1∗), (2∗) and (3∗) are satisfied, then S = ∪fPf ∪γ∈m(l) eγ × I is called a surface generated
by ∪fPf ∪γ eγ .
P0 P1 P2
e
m
2
e
m
1
P0 P1
e
m
1
(a) (b)
Figure 1
P0 P1 P2
e
m
2× [−1,0]
e
m
2× [0,1] e
m
1× [−1,1]
a
Figure 2
Example 1:
(1). Suppose that P0, P1, P2 are three disks in a surface F and em1 , em2 are two arcs in
F as in Figure 1(a). Then ∪fPf ∪γ eγ × I is an abstract tree.
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(2). Suppose that P0, P1 and em1 are as in Figure 1(b). Then P1 ∪ P2 ∪ em1 is not an
abstract tree. In this case, if e
′
m1 is an arc such that ∂em1 = ∂e
′
m1 and inte
′
m1 is disjoint
from P0 ∪ P1, then P0 ∪ P1 ∪ e
′
m1 is not a tree.
(3). Figure 2 is a surface generated by an abstract tree ∪fPf ∪γ eγ as in Figure 1(a). In
this case, m1 > m2. Note that the surface generated by a fixed abstract tree is not unique.
Now we consider a kind of special arcs in a surface generated by an abstract tree.
Definition 2.1.5. Let S be a surface generated by an abstract tree ∪fPf ∪γ eγ . If a
is a properly embedded arc in S such that
1) for γ ∈ m(l), each component of a∩ eγ × I is a core of eγ × (0, 1) which is contained
in inta,
2) each component of a ∩ (∪γeγ × I) is a core of eλ × (0, 1) for some λ ∈ m(l),
3) for each λ ∈ m(l), there is at most one component of a ∩ (∪γeγ × I) which is a core
of eλ × (0, 1).
Then a is said to be regular in S.
Example 2:
The arc a in Figure 2 is regular in P0∪P1∪P2∪em1×I∪em2×I. In this case, a intersects
em2 × I in two cores of em2 × (0, 1), em1 × I in one core of em1 × (0, 1), em1 × I ∪ em2 × I in
two components, one of which is a core of em1 × (0, 1) and the other is a core of em2 × (0, 1).
a− (intem1)× I ∪ (intem2 × I) contains three components a0, a1, a2 with ai ⊂ Pi.
Lemma 2.1.6. Let a be a regular arc in a surface S generated by an abstract tree
∪fPf ∪γ eγ. Then a = ∪
θ(a)
i=1 afi ∪
θ(a)−1
i=1 eγi,a satisfying the following conditions:
1) 0 ≤ fi ≤ k, afi is a properly embedded arc in Pfi which is disjoint from ∪γ∈m(l)inteγ×
I.
2) γi ∈ m(l), and eγi,a is a core of eγi × (0, 1).
3) For 1 ≤ i ≤ θ(a) − 1, ∂2afi = ∂1eγi,a and for 2 ≤ i ≤ θ(a) − 1, ∂1afi+1 = ∂2eγi,a,
∂1a = ∂1af1 , ∂2a = ∂2afθ(a).
4) For 1 ≤ i 6= r ≤ θ(a), fi 6= fr, for 1 ≤ i 6= r ≤ θ(a)− 1, γi 6= γr.
5) For each f , Pf ∩ (a− ∪γinteγ × I) contains at most one component.
Proof. Since a is regular in S, By Definition 2.1.5(1) and (2), ∂a is disjoint from
∪γeγ × I, and each component of a ∩ (∪γeγ × I) is a core of eλ × (0, 1) for some λ ∈ m(l).
By Definition 2.1.4, (∂eγ)× I ⊂ ∪f∂Pf , each component of a− ∪γinteγ × I is an properly
embedded arc in Pf for some 0 ≤ f ≤ k. Hence a = ∪
θ(a)
j=1afj ∪
θ(a)−1
j=1 eγj ,a, and (1), (2), (3)
holds.
By Definition 2.1.5(3), γi 6= γr for 1 ≤ i 6= r ≤ θ(a)− 1. Now if fi = fr for 1 ≤ i 6= r ≤
θ(a), then ∪fPf ∪γ eγ is not an abstract tree, a contradiction. Hence (4) holds. (5) follows
from (1) and (4). Q.E.D.
Remark 2.1.7. The properties of regular arcs in Lemma 2.1.6 are important in the
proof of Theorem 1. Lemmas 3.1.2 and 3.3.1 follow from Lemma 2.1.6 and they take roles
in the inductive proof of Theorem 1.
Lemma 2.1.8. Let S = ∪fPf ∪γ∈m(l) eγ × I be a surface generated by an abstract
tree. Then Sj = ∪fPf ∪γ<j eγ × I is also a surface generated by an abstract tree where j is
any integer.
Proof. Since ∪fPf ∪γ∈m(l) eγ is an abstract tree, ∪fPf ∪γ<j eγ is also an abstract tree.
Obviously, Conditions (1∗), (2∗) and (3∗) are satisfied. Hence Sj = ∪fPf ∪γ<j eγ × I is a
surface generated by ∪fPf ∪γ<j eγ . Q.E.D.
2.2 The element of the induction
It is easy to see that if one of V+ ∪W+ and V− ∩W− is stabilized then V ∪W
is stabilized. So in order to obtain a contradiction, we may assume that each of
V+ ∪W+ and V− ∪W− is unstabilized and V ∪W is stabilized.
Assumption(*). (1) Let (V,W ) be a pair of stabilized disks such that V ⊂ V, W ⊂ W.
Now V intersects W in only one point x. Recalling the two disks BV and BW defined
in Chapter 1. We may assume that each component of V ∩ BV is an arc in both V and
BV , each component of W ∩ BW is an arc in both W and BW . It is easy to see that if
V ∩ BV = ∅ or W ∩ BW = ∅, then one of V+ ∪W+ and V− ∩W− is stabilized. So we may
assume that V ∩BV 6= ∅ and W ∩ BW 6= ∅.
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Assumption (*). (2) x ∈ ∂+V+ − BV .
(3) |V ∩BV | = m and |W ∩BW | = n.
Now consider V ∩ BV . By assumption, each component e of V ∩ BV separates V into
two disks V
′
e and V
′′
e such that x ∈ ∂V
′
e . Now we denote by Ve the disk in V
′′
e which is
bounded by e, with some components in V ∩ BV and some arcs in ∂V , such that intVe is
disjoint from BV as in Figure 3. Then Ve is a properly embedded disk in V+ or V−.
e
V
e
x
Figure 3
Definition 2.2.1. A component e in V ∩BV is labeled a symbol s(e) where s(e) = +
if Ve ⊂ V+ and s(e) = − if Ve ⊂ V−.
Similarly, each component e of W ∩ BW separates W into two disks W
′
e and W
′′
e such
that x ∈ ∂W
′
e . Now we denote by We the disk in W
′′
e which is bounded by e with some
components in W ∩ BW and some arcs in ∂W such that intWe is disjoint from BW . Then
We is a properly embedded disk in W
∗
+ or W
∗
− defined in Section 1.
Definition 2.2.2. A component e inW ∩BW is labeled a symbol s(e) where s(e) = +
if We ⊂ W
∗
+ and s(e) = − if We ⊂ W
∗
−.
By Assumption(*), we number the components of V ∩ BV , v1, . . . , vm, and the compo-
nents of W ∩ BW , w1, . . . , wn, so that if V
′′
vi
⊂ V
′′
vk
and W
′′
wj
⊂ W
′′
wl
, then i < k, j < l. Now
we denote by Vi the disk Vvi , Wj the disk Wwj for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Definition 2.2.3. For each vi in V ∩BV and each wj in W ∩BW , let I(vi) = {r | vr 6=
vi ⊂ ∂Vi}, and I(wj) = {r | wr 6= wj ⊂ ∂Wj}.
The following two lemmas are immediately from definitions.
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Lemma 2.2.4. 1) If r ∈ I(vi), then r < i, and
2) if r ∈ I(wj), then r < j.
Proof. We need only to prove (1).
If r ∈ I(vi), then V
′′
r ⊂ V
′′
i . By definitions, r < i.
Lemma 2.2.5. (1) s(vi) = + if and only if s(vr) = − for each r ∈ I(vi).
(2) If r ∈ I(vi), I(vk), then k = i.
(3) s(wj) = + if and only if s(wr) = − for each r ∈ I(wj).
(4) If r ∈ I(wj), I(wk), then k = j.
Proof. This lemma is immediately from definitions and simple observations. Q.E.D.
Since x ∈ ∂+V+, each component of V ∩ V+ is either the disk Vi for some 1 ≤ i ≤ m
with s(vi) = + or a disk containing x, denoted by Vx. By definition of Vi, Vx is disjoint from
Vi for s(vi) = +. Now each component of V ∩ V− is the disk Vi for some 1 ≤ i ≤ m with
s(vi) = −. Similarly, each component of W ∩W
∗
+ is either the disk Wj for some 1 ≤ j ≤ n
with s(wj) = + or a disk containing x, denoted by Wx, each component of W ∩W
∗
− is the
disk Wj for some 1 ≤ j ≤ n with s(wj) = −.
Definition 2.2.6. Let I(v) = {r | vr ∈ Vx ∩ BV} and I(w) = {r | wr ∈ Wx ∩ BW}.
Lemma 2.2.7. 1) If r ∈ I(v), then s(vr) = −.
2) If r ∈ I(w), then s(wr) = −.
3) m ∈ I(v), n ∈ I(w).
Proof. By assumption, x ∈ ∂+V+. Hence Vx ⊂ V+, Wx ⊂ W+. If r ∈ I(v), then
Vr ⊂ V−. If r ∈ I(w), then Wr ⊂ W−.
Now vm separates V into V
′
vm and V
′′
vm such that x ∈ V
′
vm . Suppose, otherwise, m /∈ I(v).
By definition, vm is disjoint from ∂Vx. This means that there is an integer 1 ≤ i < m such
that vi separates vm and the point x in V
′
vm . By definition, V
′′
vm ⊂ V
′′
vi
. Hence m < i, a
contradiction. Q.E.D.
Recalling the definitions of V+ ∪W+ and V− ∪W− in section 1. Now Wj and Wx are
properly embedded in W∗+ or W
∗
− for 1 ≤ j ≤ n. It is easy to see that for each j, there is
an arc wj,v in BV such that wj,v ∪ wj bounds a disk in H
3
+, denoted by Wj,+, and a disk
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in H3−, denoted by Wj,− as in Figure 4. Note that for each j 6= k, Wj,+ ∩Wk,+ = ∅ and
Wj,− ∩Wk,− = ∅. Thus if s(wj) = +, then Wj,v = Wj ∪Wj,+ ∪r∈I(wj) Wr,+ is a properly
embedded disk in W+, and if s(wj) = −, then Wj,v =Wj ∪Wj,− ∪r∈I(wj) Wr,− is a properly
embedded disk in W−. Specially, Wx,v = Wx ∪r∈I(w) Wr,+ is a properly embedded disk in
W+.
Wj, +
wj
wj,v
Figure 4
vi
wj
Figure 5
Lemma 2.2.8. {v1, . . . , vm} and {w1,v, . . . , wn,v} are two sets of pairwise disjoint arcs
properly embedded in BV such that
(1) vi intersects wj,v in at most one point, and
(2) wj,v ∩ ∂vi = ∅ for each 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Proof. Since vi ⊂ V ∩ BV , wj ⊂ W ∩ BW and W ∩ V = {x}, By Assumption(*), vi
is properly embedded in BV and wj is properly embedded in BW such that vi is disjoint
from wj. Note that ∂BV = ∂BW . Hence either the two end points of wj lie in the same
component of ∂BV − ∂vi or the two end points of wj lie in the distinct components of
∂BV − ∂vi as in Figure 5. Hence the lemma holds. Q.E.D.
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Lemma 2.2.9. There are four sets of pairwise disjoint properly embedded disks
{Vi | s(vi) = +} ∪ {Vx} in V+, {Vi | s(vi) = −} in V−, {Wj,v | s(wj) = +}∪{Wx,v} in W+,
and {Wj,v | s(wj) = −} in W− satisfying the following conditions:
(1) Vi ∩ BV = vi ∪r∈I(vi) vr, Wj,v ∩ BV = wj,v ∪r∈I(wj) wr,v, Vx ∩ BV = ∪r∈I(v)vr,
Wx,v ∩BV = ∪r∈I(w)wr,v.
(2) If s(vi) = +, s(wj) = +, then Vi ∩Wj,v = Vi ∩Wj,v ∩BV , Vi ∩Wx,v = Vi ∩Wx,v ∩BV ,
Vx ∩Wj = Vx ∩Wj ∩BV , Vx ∩Wx,v = (Vx ∩Wx,v ∩ BV) ∪ {x}.
3) If s(vi) = −, s(wj) = −, then Vi ∩Wj,v = Vi ∩Wj,v ∩ BV .
Proof. (1) follows from the construction of wj,v.
Since W ∩ V = Wx ∩ Vx = {x}, Wj ∩ Vi = ∅ for each 1 ≤ i ≤ m and 1 ≤ j ≤ n. By the
constructions of Wj,v, Wx,v, wj,v, (2) and (3) holds. Q.E.D.
2.3 Outline of the proof of Theorem 1
The idea of the Proof of Theorem 1
Now let V1+ = ∂+V+× I ∪s(vi)=+N(Vi)∪N(Vx)∪{3−handles} where N(Vi) and N(Vx)
are regular neighborhoods of Vi and Vx in V+, V
1
− = ∂+V−×I∪s(vi)=−N(Vi)∪{3−handles}
where N(Vi) is a regular neighborhood of Vi in V−. Then V
1
+ ⊂V+ and V
1
− ⊂V− are two
compression bodies. Let W1+ = ∂+W+ × I ∪s(wj)=+ N(Wj,v) ∪ N(Wx,v) ∪ {3 − handles},
where N(Wj,v) and N(Wx,v) are regular neighborhoods of Wj,v and Wx,v in W+, W
1
− =
∂+W− × I ∪s(wj)=− N(Wj,v) ∪ {3 − handles} where N(Wj,v) is a regular neighborhood of
Wj,v in W−.
Now W and V defined in Section 2.2 are a pair of stabilized disks of the connected
sum of V1+∪W
1
+ and V
1
−∪W
1
−. If Theorem 1 is true, then one of V
1
+∪W
1
+ and V
1
−∪W
1
−,
say V1+∪W
1
+, is stabilized. This means that there are two essential disks W
′
⊂ W1+ and
V
′
⊂ V1+ such that W
′
intersects V
′
in only one point. Hence W
′
is obtained by doing band
sums from Wj,v with s(wj) = + and Wx,v, and V
′
is obtained by doing band sums from Vi
with s(vi) = + and Vx. We do want to do this.
Recalling I(vi), I(wj), I(v), I(w), s(vi), s(wj) which are defined in Section 2.2.
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Definition 2.3.1. For 0 ≤ k ≤ m and m(k) = {m0, . . . , mk} ⊂ {1, . . . , n}. Let
I(vi, k) = I(vi) − {1, . . . , k}, I(wj, k) = I(wj) − m(k), I(v, k) = I(v) − {1, . . . , k} and
I(w, k) = I(w)−m(k).
By definition, if k > l, then I(vi, k) ⊂ I(vi, l), I(v, k) ⊂ I(v, l). Furthermore, I(vi, m) =
I(v,m) = ∅. By definitions, I(vi), I(v) ⊂ {1, . . . , m}. Hence I(vi, k) = I(vi) − {1, . . . , k},
I(v, k) = I(v)− {1, . . . , k}. Similarly, I(wj), I(w) ⊂ {1, . . . , n}.
To prove Theorem 1, we only need to prove the following propositions:
Proposition 1. For each 0 ≤ k ≤ m, there are a surface P k in ∂+V+, a subset of
{1, . . . , n}, say m(k) = {m0, m1, . . . , mk}, and two sets of pairwise disjoint arcs {vki | k+1 ≤
i ≤ m} and {wkj | j ∈ {1, . . . , n} −m(k)} in P
k satisfying the following conditions:
(1) P k = ∪kf=0D
k
f∪γ∈m(k)b
k
γ×I is a surface generated by an abstract tree ∪
k
f=0D
k
f∪γ∈m(k)
bkγ such that
(i) for each λ ⊂ m(k) with s(wλ) = +, (intb
k
λ×I)∩(∪γ<λb
k
γ×I∪fD
k
f) = ∪r∈I(wλ,k)(w
k
r×
I)λ;
(ii) for each λ ⊂ m(k) with s(wλ) = −, intb
k
λ × I is disjoint from ∪
k
f=0D
k
f ∪γ<λ b
k
γ × I.
(2) For j /∈ m(k), wkj is regular in ∪γ<jb
k
γ × I ∪f D
k
f .
(3) For j /∈ m(k) and γ ∈ m(k), if j < γ, then either j ∈ I(wγ, k) with s(wγ) = + or
wkj is disjoint from b
k
γ × I.
(4) For each i ≥ k + 1, vki is a properly embedded arc in P
k lying in Dkf for some f .
Furthermore, for each j ∈ {1, . . . , n} −m(k), wkj − ∪γ<jintb
k
γ × I intersects v
k
i in at most
one point.
(5) For each i ≥ k+1, j ∈ {1, . . . , n}−m(k) and γ ∈ m(k), ∂vki ∩w
k
j = ∅, ∂v
k
i ∩b
k
γ×I = ∅.
Definition 2.3.2. If wkj − ∪γ<jintb
k
γ × I intersects v
k
i in one point, then we say
i ∈ L(wkj ) and j ∈ L(v
k
i ).
Proposition 2. For each 1 ≤ k ≤ m and j ∈ {1, . . . , n} −m(k).
(1) If j /∈ L(vk−1k ), then L(w
k
j ) = L(w
k−1
j ).
(2) If j ∈ L(vk−1k ), then L(w
k
j ) = L(w
k−1
j ) ∪ L(w
k−1
mk )− L(w
k−1
j ) ∩ L(w
k−1
mk ).
(3) m0 = ∅ and mk = MinL(ck−1k ).
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Where m(k) = {m0, . . . , mk} is as in Proposition 1.
Proposition 3. For each 0 ≤ k ≤ m, there are two sets of pairwise disjoint disks
{V ki | k + 1 ≤ i ≤ m with s(vi) = +} ∪ {V
k
x } properly embedded in V+ and {W
k
j | j ∈
{1, . . . , n}−m(k) with s(wj) = +}∪{W
k
x } properly embedded inW+ satisfying the following
conditions:
(1) V ki ∩ P
k = vki ∪r∈I(vi,k) v
k
r , W
k
j ∩ P
k = wkj ∪r∈I(wj ,k) w
k
r , V
k
x ∩ P
k = ∪r∈I(v,k)v
k
r ,
W kx ∩ P
k = ∪r∈I(w,k)w
k
r .
(2) V ki ∩W
k
j = V
k
i ∩W
k
j ∩ P
k, V ki ∩W
k
x = V
k
i ∩W
k
x ∩ P
k, V kx ∩W
k
j = V
k
x ∩W
k
j ∩ P
k,
V kx ∩W
k
x = (V
k
x ∩W
k
x ∩ P
k) ∪ {x} where x ∈ Wx,v ∪ Vx in Lemma 2.2.9.
Recalling the set {m0, m1, . . . , mk} in Proposition 1.
Proposition 4. For each 1 ≤ k ≤ m, there are a surface F k in ∂+V−, and two sets of
pairwise disjoint arcs {cki | k+1 ≤ i ≤ m} and {d
k
j | j ∈ {1, . . . , n}−m(k)} in F
k satisfying
the following conditions:
(1) F k = ∪kf=0E
k
f ∪γ∈m(k)e
k
γ×I is a surface generated by an abstract tree ∪
k
f=0E
k
f ∪γ∈m(k)
ekγ such that
(i) for each λ ⊂ m(k), if s(wλ) = −, then (inte
k
λ×I)∩(∪γ<λe
k
γ×I∪fE
k
f ) = ∪r∈I(wλ,k)(d
k
r×
I)λ;
(ii) if s(wλ) = +, inte
k
λ × I is disjoint from ∪
k
f=0E
k
f ∪γ<λ e
k
γ × I.
(2) For j /∈ m(k), dkj is regular in ∪γ<je
k
γ × I ∪f E
k
f .
(3) For j /∈ m(k) and γ ∈ m(k), if j < γ, then either j ∈ I(wγ, k) with s(wγ) = − or
dkj is disjoint from e
k
γ × I.
(4) For each i ≥ k + 1, cki is a properly embedded arc in F
k lying in Ekf for some f .
Furthermore, for each j ∈ {1, . . . , n}−m(k), dkj −∪γ<j inte
k
γ× I intersects c
k
i in at most one
point.
(5) For each i ≥ k+1, j ∈ {1, . . . , n}−m(k) and γ ∈ m(k), ∂cki ∩d
k
j = ∅, ∂c
k
i ∩e
k
γ×I = ∅.
Definition 2.3.3. If dkj−∪γ<j inte
k
γ×I intersects c
k
i in one point, then we say i ∈ L(d
k
j )
and j ∈ L(cki ).
Proposition 5. L(c0i ) = L(v
0
i ), L(d
0
j) = L(w
0
j ). For each 1 ≤ k ≤ m and j /∈ m(k).
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(1) If j /∈ L(ck−1k ), then L(d
k
j ) = L(d
k−1
j ).
(2) If j ∈ L(ck−1k ), then L(d
k
j ) = L(d
k−1
j ) ∪ L(d
k−1
mk )− L(d
k−1
j ) ∩ L(d
k−1
mk ).
Proposition 6. For each 0 ≤ k ≤ m, there are two sets of pairwise disjoint disks
{V ki | k+1 ≤ i ≤ m with s(vi) = −} properly embedded in V− and {W
k
j | j ∈ {1, . . . , n}−
m(k) with s(wj) = −} properly embedded in W− such that
(1) V ki ∩ F
k = cki ∪r∈I(vi,k) c
k
r , W
k
j ∩ F
k = dkj ∪r∈I(wj ,k) d
k
r ;
(2) V ki ∩W
k
j = V
k
i ∩W
k
j ∩ F
k.
Now we prove Theorem 1 under the assumption that Propositions 1-6 are
true.
The proof of Theorem 1. Suppose that k = m. By the definition of I(v, k), I(v,m) =
I(v) − {1, . . . , m} = ∅. By Proposition 3(2), V mx ∩ W
m
x = (V
m
x ∩ W
m
x ∩ P
m) ∪ {x}. By
Proposition 3(1), V mx ∩P
m = ∪r∈I(v,m)v
m
r ,W
m
x ∩P
m = ∪r∈I(w,m)w
m
r . Hence V
m
x ∩W
m
x ∩P
m =
∅ and V mx ∩W
m
x = {x}. This means that V+ ∪W+ is stabilized. Q.E.D.
Remark. Though Theorem 1 follows immediately from Proposition 3. But Proposi-
tions 1, 2, 4, 5 and 6 are necessary in the inductive proof of Proposition 3. See Section
2.5
2.4 The organizing of the inductive proofs of Propositions 1-6
We organize the proofs of Propositions 1-6 as follows:
In Section 2.5, we shall prove Propositions 1-6 for k = 0. Furthermore, we shall introduce
the ideas of the inductive proofs of Propositions 1-6.
In Chapter 3, we shall study properties of {vki , w
k
j , b
k
γ × I, P
k} and {cki , d
k
j , e
k
γ × I, F
k}
under the assumptions that Propositions 1-6 are true for k ≤ l.
In Chapter 4, we shall prove that Propositions 4-6 are true for k = l + 1 under the
assumptions: s(vl+1) = + and Propositions 1-6 are true for k ≤ l.
In Chapter 5, we shall prove that Propositions 4-6 are true for k = l + 1 under the
assumptions: s(vl+1) = − and Propositions 1-6 are true for k ≤ l.
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In Chapter 6, we shall finish the proofs of Propositions 1-6.
2.5 The proofs of Propositions 1-6 for k = 0
Lemma 2.5.1. Propositions 1-3 are true for k = 0.
Proof. By the definition, BV is a disk in ∂+V+. Hence BV is a surface generated by
an trivial abstract tree BV ∪ ∅. Now Let v
0
i = vi w
0
j = wj,v for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
By Lemma 2.2.8, v0i intersects w
0
j in at most one point and ∂v
0
i ∩ w
0
j = ∅. Specially, let
m(0) = {m0} = ∅. Thus Proposition 1 holds.
We denote by W 0j the disk Wj,v for s(wj) = +, W
0
x the disk Wx,v, V
0
i the disk Vi
for s(vi) = +, V
0
x the disk Vx. Then, by Lemma 2.2.9, we obtain two sets of pairwise
disjoint properly embedded disks {V 0i | m ≥ i ≤ 1, s(vi) = +} ∪ {V
0
x } in V+ and {W
0
j | j ∈
{1, . . . , n}−m(0), s(wj) = +}∪{W
0
x} inW+. By Definition 2.3.1, I(vi, 0) = I(vi), I(v, 0) =
I(v), I(wj, 0) = I(wj)−∅ = I(wj), I(w, 0) = I(w)−∅ = I(w). By Lemma 2.2.9, Proposition
3 holds. Q.E.D.
Lemma 2.5.2. Propositions 4-6 are true for k = 0.
Proof. By the definitions of W− and V−, BV is a disk in ∂+V−. Hence BV is a surface
generated by an trivial abstract tree BV ∪ ∅ in ∂+V−. Now Let c
0
i = vi d
0
j = wj,v. By
Lemma 2.2.8, c0i intersects d
0
j in at most one point and ∂c
0
i ∩ d
0
j = ∅. It is easy to see that
L(c0i ) = L(v
0
i ) and L(d
0
j) = L(w
0
j ). Hence Propositions 4 and 5 holds.
We denote by W 0j the disk Wj,v for s(wj) = −, V
0
i the disk Vi for s(vi) = −. Then, by
Lemma 2.2.9, we obtain two sets of pairwise disjoint properly embedded disks {V 0i | m ≥
i ≤ 1, s(vi) = −} in V− and {W
0
j | j ∈ {1, . . . , n} − m(0), s(wj) = −} in W−. Note
that m(0) = ∅. By Definition 2.3.1, I(vi, 0) = I(vi), I(wj, 0) = I(wj). By Lemma 2.2.9,
Proposition 6 holds. Q.E.D.
The ideas of the proofs of Propositions 1-6.
By Lemmas 2.5.1 and 2.5.2, Propositions 1-6 are true for k = 0. Now we may assume
that Propositions 1-6 are true for k ≤ l. We only need to prove Propositions 1-6 are true
for k = l + 1. The inductive proofs depend on s(vl+1).
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Case 1. s(vl+1) = +.
By Proposition 1, vll+1 is a properly embedded arc in P
l. Let ml+1 = MinL(vll+1). By
Definition 2.3.2 and Proposition 1, either ml+1 = ∅ or ml+1 /∈ m(l). Now let m(l + 1) =
m(l) ∪ {ml+1}. By Proposition 3, there is a properly embedded disk V ll+1 in V+ such that
V ll+1 ∩ P
l = cll+1. By Proposition 1, w
l
ml+1 is an arc in P
l if ml+1 6= ∅. We can prove
that cll+1 intersects w
l
ml+1 in only one point, and s(wml+1) = −. Let N(∂V
l
l+1) be a regular
neighborhood of ∂V ll+1 in ∂V+, and N(w
l
ml+1) be a regular neighborhood of w
l
ml+1 in P
l. In
fact, P l+1 = (P l − N(wlml+1)) ∪ N(∂V
l
l+1), w
l+1
j = w
l
j for j /∈ m(l + 1), and v
l+1
i (i ≥ l + 2)
is the band sum of vli with some copies of ∂V
l
l+1 along w
l
ml+1. Specially, W
l+1
x = W
l
x and
W l+1j = W
l
j for j /∈ m(l + 1) with s(wj) = +; V
l+1
x is the connected sum of Vx with some
copies of V ll+1, and V
l+1
i is the connected sum of V
l
i with some copies of V
l
l+1 for i ≥ l + 2
with s(vi) = +.
Note that Propositions 1-6 are true for k ≤ l. By Propositions 2, 4 and Lemmas
2.5.1, 2.5.2, we can prove that L(vli) = L(c
l
i) and L(d
l
j) = L(w
l
j). Since s(wml+1) = −,
by Proposition 6, W lml+1 is a properly embedded disk in W− such that W
l
ml+1 ∩ F
l =
dlml+1 ∪r∈I(wml+1 ,l) d
l
r. We can also prove that d
l
ml+1 intersects c
l
l+1 in only one point if
ml+1 6= ∅. Let N(∂W lml+1) be a regular neighborhood of ∂W
l
ml+1 in ∂V−, and N(c
l
l+1) be a
regular neighborhood of cll+1 in F
l. In fact, F l+1 = (F l − N(cll+1) ∪ N(∂W
l
ml+1), c
l+1
i = c
l
i
for i ≥ l+2, and dl+1j is the connected sum of d
l
j with some copies of ∂W
l
ml+1 along c
l
l+1 for
j /∈ m(l + 1). Specially, V l+1i = V
l
i for i ≥ l + 2 with s(vi) = −, and W
l+1
j is the connected
sum of W lj with some copies of W
l
ml+1 for j /∈ m(l + 1) with s(wj) = −.
Case 2. s(vl+1) = −.
Now let ml+1 = MinL(cll+1). By Proposition 4, we can prove that s(wml+1) = +. Thus
we have an alternating proof with the one of Case 1. So Propositions 4-6 are necessary to
show s(wml+1) = + when s(vl+1) = −. Q.E.D.
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3 Some properties of {cli, d
l
j, e
l
γ × I, F
l}
By the argument in Section 2.5, Propositions 1-6 holds for k = 0. In this chapter, we
shall give some properties of {vli, w
l
j, b
l
γ×I, P
l} and {cli, d
l
j, e
l
γ×I, F
l} under the assumptions
that Propositions 1-6 hold for k ≤ l.
We first consider {cli, d
l
j, e
l
γ × I, F
l}.
3.1 The intersection of cli and d
l
j
Lemma 3.1.1. Suppose that j ∈ {1, . . . , n}−m(l), and j /∈ I(wγ, l) for each γ ∈ m(l)
with s(wγ) = −. Then d
l
j is regular in F
l.
Proof. Now by Proposition 4(3), if j < γ, then dlj is disjoint from e
l
γ×I. By Proposition
4(2), the lemma holds. Q.E.D.
Lemma 3.1.2. For each j ∈ {1, . . . , n} −m(k), dlj = ∪
θ(j)
i=1d
l
j,fi,j
∪
θ(j)−1
i=1 eγi,j satisfying
the following conditions:
(1) j > γi,j ∈ m(l), and eγi,j is a core of e
l
γi,j
× (0, 1) for 1 ≤ i ≤ θ(j)− 1.
(2) 0 ≤ fi,j ≤ l, d
l
j,fi,j
is a properly embedded arc in Elfi,j which is disjoint from
∪γ<jinte
l
γ × I for 1 ≤ i ≤ θ(j).
(3) For i 6= r, γi,j 6= γr,j, fi,j 6= fr,j.
(4) ∂1eγi,j = ∂2d
l
j,fi,j
, ∂2eγi,j = ∂1d
l
j,fi+1,j
, ∂1d
l
j = ∂1d
l
j,f1,j
, ∂2d
l
j = ∂2d
l
j,fθ(j),j
.
(5) For each f , dlj − ∪γ<jinte
l
γ × I intersects E
l
f in at most one component, denoted
by dlj,f . Furthermore, if f = fi,j, then d
l
j,f = d
l
j,fi,j
; if f 6= fi,j for each 1 ≤ i ≤ θ(j), then
dlj,f = ∅.
Proof. By Proposition 4(2), dlj is regular in ∪γ<je
l
γ×I∪f E
l
f . Hence the lemma follows
from Lemma 2.1.6. Q.E.D.
Remark. It is possible that θ(j) = 1. In this case, dlj = d
l
j,f1,j
. Hence dlj is disjoint
from elγ × I for γ < j.
Now by Proposition 4(4), dlj,fi,j intersects c
l
i in at most one point.
Definition 3.1.3. We say i ∈ L(dlj,fi,j) if d
l
j,fi,j
intersects cli in one point.
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Lemma 3.1.4. (1) If r 6= i, then L(dlj,fi,j) ∩ L(d
l
j,fr,j
) = ∅.
(2) L(dlj) = ∪iL(d
l
j,fi,j
).
Proof. By Proposition 4(4), if dlj,fi,j intersects c
l
i in one point, then c
l
i ⊂ E
l
fi,j
. By
Lemma 3.1.2(3), (1) holds.
By Lemma 3.1.2(5), each component of dlj −∪γ<jinte
l
γ × I is d
l
j,fi,j
for some fi,j. Hence
(2) holds. Q.E.D.
Lemma 3.1.5. L(vli) = L(c
l
i) and L(d
l
j) = L(w
l
j).
Proof. By Lemmas 2.5.1 and 2.5.2, L(w0j ) = L(d
0
j ). L(c
0
i ) = L(v
0
i ). Now by Proposi-
tions 2 and 5, the lemma holds. Q.E.D.
Lemma 3.1.6. (1) Each component of dlj ∩ E
l
f is either d
l
j,f or a core of d
l
r,f × (0, 1)
for some γ ∈ m(l) and r ∈ I(wγ, l). Furthermore, r < γ < j, s(wγ) = −.
(2) If dlj ∩ c
l
i 6= ∅, then either j ∈ L(c
l
i) or r ∈ L(c
l
i) for some r < j.
Proof. (1) By Lemma 3.1.2, dlj = ∪
θ(j)
i=1d
l
j,fi,j
∪θ(j)−1i=1 eγi,j such that γi,j < j and
γi,j ∈ m(l). Now if one component c of d
l
j ∩E
l
f is not d
l
j,f , then, by Lemma 3.1.2(2) and (4),
c ⊂ inteγi,j ∩ E
l
f for some i where eγi,j is a core of e
l
γi,j
× (0, 1). Since inteγi,j ∩ E
l
f 6= ∅. By
Proposition 4(1), s(wγi,j ) = − and inte
l
γi,j
× I ∩ (∪fE
l
f ∪γ<γi,j e
l
γ × I) = ∪r∈I(wγi,j ,l)d
l
r × I.
Hence c ⊂ eγi,j ∩ d
l
r × I for r ∈ I(wγi,j , l). By Proposition 4(2), eγi,j ∩ d
l
r × I is a core of
dlr × (0, 1). Note that r < γi,j < j. By induction, (1) holds.
(2) Let p be a point in dlj ∩ c
l
i. Then, by (1), either p ∈ d
l
j,f ∩ c
l
i or p ∈ c ∩ c
l
i where c is
a core of dlr × (0, 1) for some γ ∈ m(l) and r ∈ I(wγ, l). By Proposition 4(5), c
l
i intersects c
in one point if and only if it intersects dlr = d
l
r × {0} in one point. By induction, (2) holds.
Q.E.D.
3.2 The intersection of dlj and e
l
γ × I
For each j /∈ m(l) and γ ∈ m(l), either j ∈ I(wγ, l) or j /∈ I(wγ, l). We may
assume that j ∈ I(wγj , l). In this case, if j /∈ I(wγ, l) for each γ ∈ m(l), then γj = ∅.
Definition 3.2.1. (1) Let (dlj×I)γj = d
l
j×I ⊂ e
l
γj
×I if j ∈ I(wγj , l) and s(wγj) = −,
(2) let (dlj × I)γj = d
l
j if j /∈ I(wγ, l) for each γ ∈ m(l) or j ∈ I(wγj , l) with s(wγj ) = +.
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Definition 3.2.1 means that (dlj × I)γj is either a disk or an arc.
Recalling the equality: dlj = ∪
θ(j)
i=1d
l
j,fi,j
∪
θ(j)−1
i=1 eγi,j for each j /∈ m(l) in Lemma 3.1.2,
and dlj,f in Lemma 3.1.2(5).
Lemma 3.2.2. If r 6= j, then (dlj,f×I)γj is disjoint from (d
l
r,f×I)γr for each 0 ≤ f ≤ l.
Proof. Without loss of generality, we may assume that j ∈ I(wγj , l), r ∈ I(wγr , l) and
s(wγj ) = s(wγr) = −.
Assume that γj = γr. Since j 6= r, (d
l
j,f × I)γj is disjoint from (d
l
r,f × I)γr .
Assume now that γj > γr. If (d
l
j,f × I)γj ∩ (d
l
r,f × I)γr 6= ∅, then e
l
γj
× I ∩ elγr × I 6= ∅. By
Proposition 4(1), F l is generated by an abstract tree. By Definition 2.1.4, each component
of elγj × I ∩ e
l
γr × I is (c × I)γj ⊂ e
l
γr × (0, 1) where c ⊂ inte
l
γj
is a core of elγr × (0, 1).
Since dlj,f and d
l
r,f are properly embedded in E
l
f , (d
l
j,f × I)γj ⊂ (d
l
r,f × (0, 1))γr . Hence
dlj,f = d
l
j,f ×{0} ⊂ e
l
γr × (0, 1). By Lemma 2.2.4, j /∈ I(wγr , l). By Proposition 4(3), j > γr.
Note that dlj,f = d
l
j,f × {0} ⊂ (d
l
r,f × (0, 1))γr ⊂ e
l
γr × (0, 1), contradicting Lemma 3.1.2(2).
Q.E.D.
Lemma 3.2.3. If dlj∩e
l
γ×I 6= ∅, then either γ ≤Max{γ1,j, . . . , γθ(j)−1,j} or j ∈ I(wγ, l)
with s(wγ) = −.
Proof. Suppose that γ 6= γi,j for 1 ≤ i ≤ θ(j)− 1 and j /∈ I(wγ, l). If γ > j, then, by
Proposition 4(3), dlj is disjoint from e
l
γ × I.
Suppose that γ < j. Then, by Lemma 3.1.2, dlj,fi,j is disjoint from inte
l
γ × I for each
1 ≤ i ≤ θ(j). By Proposition 4(2), each component of dlj ∩ e
l
γ × I is a core of e
l
γ × (0, 1).
Since F l is generated by an abstract tree, ∂elγ×I∩∂e
l
λ×I = ∅ for each γ 6= λ ∈ m(l). Since
γ 6= γi,j, each component of d
l
j ∩ e
l
γ × I lies in inteγi,j . (See the equality of d
l
j in Lemma
3.1.2.) Thus each component of elγi,j ∩e
l
γ×I is a core of e
l
γ×I. By Definition 2.1.4, γ < γi,j.
Q.E.D.
Lemma 3.2.4. If intelγ × I ∩ E
l
f 6= ∅ for some γ ∈ m(l) and some 0 ≤ f ≤ l, then
each component of intelγ × I ∩ E
l
f is either (d
l
r,f × I)γ for some r ∈ I(wγ, l) or (c × I)γ ⊂
(dlj,f × (0, 1))γj where c ⊂ inte
l
γ is a core of d
l
j,f × (0, 1) for some γj ∈ m(l) and j ∈ I(wγj , l).
Furthermore, j < γj < γ, s(wγ) = s(wγj) = −.
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Proof. Now by Proposition 4(1), s(wγ) = − and if C is a component of inte
l
γ × I ∩E
l
f ,
then C ⊂ (dlr×I)γ for some r ∈ I(wγ, l). Hence r < γ. If C 6= (d
l
r,f×I)γ . Then, by Lemma
3.1.2, C ⊂ intelγi,r × I ∩ E
l
f for some 1 ≤ i ≤ θ(r) − 1. By induction, the lemma holds.
Q.E.D.
Corollary 3.2.5. If L(cll+1) = ∅, then d
l
j and e
l
γ × I are disjoint from c
l
l+1 for each
j ∈ {1, . . . , n} −m(l) and γ ∈ m(l).
The corollary follows from Lemma 3.1.6 and Lemma 3.2.4 and Proposition 4(5).
Lemma 3.2.6. (1) Suppose that j < γ < γj and j ∈ I(wγj , l). Then (d
l
j × I)γj is
disjoint from elγ × I.
(2) Suppose that j > γ. Then (intdlj,f × I)γj is disjoint from e
l
γ × I.
Proof. (1) Suppose that s(wγj ) = +. Then, by Proposition 4(3) and Definition 3.2.1,
(dlj × I)γj = d
l
j is disjoint from e
l
γ × I.
Now suppose that s(wγj) = −. By Proposition 4(1) and Definition 2.1.4, e
l
γj
× I ∩ elγ × I
is (c× I)γj where c ⊂ inte
l
γj
is a core of elγ × (0, 1). By Lemma 3.2.3, (d
l
j × I)γj is disjoint
from elγ × I.
(2) Suppose that s(wγj) = +. Then, by Lemma 3.1.2 and Definition 3.2.1, (intd
l
j×I)γj =
intdlj is disjoint from e
l
γ × I.
Now suppose that s(wγj) = −. By Proposition 4(1) and Definition 2.1.4, each component
of elγj × I ∩ e
l
γ × I is (c× I)γj ⊂ e
l
γ × (0, 1), where c ⊂ inte
l
γj
is a core of elγ × (0, 1). Since
intdlj is disjoint from e
l
γ × I, (2) holds. Q.E.D.
3.3 Properties of dlj for j ∈ L(c
l
l+1)
Definition 3.3.0. Let ml+1 = MinL(cll+1).
By Proposition 4(4), cll+1 lies in E
l
f for some 0 ≤ f ≤ l. Without loss of generality, we
may assume that cll+1 ⊂ E
l
0. Recalling d
l
j,f = (d
l
j − ∪γ<jinte
l
γ × I) ∩ E
l
f defined in Lemma
3.1.2(5). Now if j ∈ L(cll+1), then, by Proposition 4(4) and Lemma 3.1.2, d
l
j,0 intersects c
l
l+1
in one point and j ≥ ml+1.
Now we rearrange all the elements in L(cll+1) as . . . , j−1, j0 = m
l+1, j1, . . . according to
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the order of (∪j∈L(cl
l+1
)d
l
j,0) ∩ c
l
l+1 lying in c
l
l+1 as in Figure 6.
dj
0
,0
l
dj
1
,0
l
dj
−1
,0
l
djβ,0
l (β<0)
dj
α
,0
l (α>0)
El0 cl+1
l
Figure 6
Lemma 3.3.1. For each jα ∈ L(c
l
l+1), d
l
jα = d0,α ∪
θ(α)
i=δ(α) di,α ∪
θ(α)
i=δ(α) ei,α satisfying the
following conditions:
(1) For δ(α) ≤ i 6= 0 ≤ θ(α), ei,α is a core of e
l
γi,α
× (0, 1) for some γi,α < jα.
(2) For δ(α) ≤ i 6= 0 ≤ θ(α) and di,α is a properly embedded arc in E
l
fi,α
which is
disjoint from ∪γ<jαinte
l
γ × I.
(3) d0,α is a properly embedded arc in E
l
0.
(4) For i 6= r 6= 0, γi,α 6= γr,α, fi,α 6= fr,α, and fi,α 6= 0.
(5) For δ(α) ≤ i 6= 0 ≤ θ(α), ∂1ei,α = ∂2di,α, ∂2ei,α = ∂1di+1,α, ∂1e1,α = ∂2d0,α,
∂2e−1,α = ∂1d0,α, ∂1d
l
jα = ∂1dδ(α),α, ∂2d
l
jα = ∂2dθ(α),α.
Proof. Since jα ∈ L(c
l
l+1), d
l
jα,0 6= ∅, by Lemma 3.1.2, d
l
jα = ∪
−1
i=δ(jα)
dljα,fi,jα ∪d
l
jα,0∪
θ(jα)
i=1
dljα,fi,jα ∪
−1
i=δ(jα)
eγi,jα ∪
θ(jα)
i=1 eγi,jα . Now we denote by δ(α) the integer δ(jα), θ(α) the integer
θ(jα), di,α the arc d
l
jα,fi,jα
, ei,α the arc eγi,jα for i 6= 0. Let fi,α = fi,jα and γi,α = γi,jα. In
particular, we denote by d0,α the arc d
l
jα,0. By Lemma 3.1.2, the lemma holds. Q.E.D.
Remark 3.3.2. 1) In order to simplify the formulation, we shall write as dljα =
∪θ(α)i=δ(α)di,α ∪
θ(α)
i=δ(α) ei,α. In the formulation, ”∪
θ(α)
i=δ(α)di,α” means ”the union index from δ(α)
to −1, then 0, then 1, and then to θ(α)”, but ”∪
θ(α)
i=δ(α)ei,α” means ”the union index from
δ(α) to −1, then 1, and then to θ(α)”.
2) If δ(α) = θ(α) = 0, then dljα = d0,α.
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Lemma 3.3.3. (1) dlj ∩ c
l
l+1 ⊂ (∪α(d0,α × I)γα) ∩ c
l
l+1 where j ∈ {1, . . . , n} −m(l),
jα ∈ L(c
l
l+1), and (d0,α × I)γα is defined in Definition 3.2.1.
(2) elγ × I ∩ c
l
l+1 ⊂ (∪α(d0,α × I)γα) ∩ c
l
l+1 for γ ∈ m(l).
Proof. (1) Now each component of dlj ∩ c
l
l+1 is a point. By assumption, c
l
l+1 ⊂ E
l
0. If
dlj ∩ c
l
l+1 6= ∅, then d
l
j ∩ c
l
l+1 = (d
l
j ∩E
l
0)∩ c
l
l+1. By Lemma 3.1.6, each component of d
l
j ∩E
l
0
is either dlj,0 or a core of d
l
r,0 × (0, 1) for some γ ∈ m(l) and r ∈ I(wγ, l). Suppose that d
is a component of dlj ∩ E
l
0 such that d ∩ c
l
l+1 6= ∅. If d = d
l
j,0, then j ∈ L(c
l
l+1). If d = d
l
r,0,
then r ∈ L(cll+1).
(2) follows from Lemma 3.2.4 and Proposition 4(5). Q.E.D.
di,α
Elf
δ(α, β), α
elγ
δ(α, β), α
× I
Elf
δ(β), β
Elf
δ(α), α
c
r
l
di,β
Figure 7
Lemma 3.3.4. If jα, jβ ∈ L(c
l
l+1), then there are two integers δ(α, β) ≤ 0 and
θ(α, β) ≥ 0 satisfying the following conditions:
(1) δ(α), δ(β) ≤ δ(α, β) ≤ θ(α, β) ≤ θ(α), θ(β).
(2) If δ(α, β) ≤ i ≤ θ(α, β), then γi,α = γi,β and fi,α = fi,β.
(3) {γi,α | i > θ(α, β) or i < δ(α, β)} ∩ {γi,β | i > θ(α, β) or i < δ(α, β)} = ∅.
(4) {fi,α | i > θ(α, β) or i < δ(α, β)} ∩ {fi,β | i > θ(α, β) or i < δ(α, β)} = ∅.
(5) If δ(α, β) + 1 ≤ i ≤ θ(α, β)− 1, then L(di,α) = L(di,β).
Proof. Since jα, jβ ∈ L(c
l
l+1), d0,α, d0,β 6= ∅. Suppose that δ(α, β) and θ(α, β) are two
integers such that fi,α = fi,β for δ(α, β) ≤ i ≤ θ(α, β). Since ∪fE
l
f ∪ e
l
γ is an abstract tree,
γi,α = γi,β for δ(α, β) ≤ i ≤ θ(α, β). Now δ(α), δ(β) ≤ δ(α, β) ≤ θ(α, β) ≤ θ(α), θ(β).
Assume now that γδ(α,β)−1,α 6= γδ(α,β)−1,β and γθ(α,β)+1,α 6= γθ(α,β)+1,β, and γi,α = γr,β
for some i < δ(α, β) − 1 or i > θ(α, β) + 1 and some r < δ(α, β) − 1 or r > θ(α, β) + 1.
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Since d0,α, d0,β 6= ∅, ∪γ∈m(l)eγ ∪
l
f=0 E
l
f is not an abstract tree even if δ(α, β) = θ(α, β) = 0,
contradicting Proposition 4(1). Hence (1), (2), (3) and (4) hold.
Suppose that δ(α, β) + 1 ≤ i ≤ −1. Now fi,α = fi,β and γi−1,α = γi−1,β, γi,α = γi,β.
Hence ∂di,α ∪ ∂di,β ⊂ (∂e
l
γi−1,α
∪ ∂elγi,α) × I. By Proposition 4(4) and (5), ∂c
l
r is disjoint
from (elγi−1,α ∪ e
l
γi,α
)× I. Hence clr intersects di,α in one point if and only if c
l
r intersects di,β
in one point as in Figure 7. Hence (5) holds. Q.E.D.
Elf
i,α
di,α
di,β
ei,α
D
α,β,i
ei,β
A
α,β,i
elγ
i,α
× I
Figure 8(a)
3.4 δ(α, β) and θ(α, β)
Recalling the equality dljα = ∪
θ(α)
i=δ(α)di,α∪
θ(α)
i=δ(α) ei,α in Remark 3.3.2, and the two integers
δ(α, β) and θ(α, β) in Lemma 3.3.4. In this case, di,α is an arc in E
l
fi,α
and ei,α is a core of
elγi,α × (0, 1) for i 6= 0. In particular, d0,α is an arc in E
l
0. By Lemma 3.3.4, fi,α = fi,β and
γi,α = γi,β for δ(α, β) ≤ i 6= 0 ≤ θ(α, β).
Definition 3.4.1. For each δ(α, β) ≤ i 6= 0 ≤ θ(α, β).
(1) Let Dα,β,i be the disk in E
l
fi,α
which is bounded by di,α and di,β with two arcs in
∂Elfi,α .
(2) Let Aα,β,i be the disk in e
l
γi,α
× I which is bounded by ei,α and ei,β with two arcs in
(∂elγi,α)× I as in Figure 8(a).
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(3) Let Dα,β,0 be the disk in E
l
0 which is bounded by d0,α and d0,β with two arcs in ∂E
l
0
as in Figure 8(a).
(4) LetDα,β = Dα,β,0∪
θ(α,β)−1
i=δ(α,β)+1Dα,β,i∪
θ(α,β)
i=δ(α,β)Aα,β,i. Now we rewriteDα,β as ∪
θ(α,β)−1
i=δ(α,β)+1Dα,β,i∪
θ(α,β)
i=δ(α,β)
Aα,β,i.
Now suppose that α < λ < β. In this section, we shall prove that δ(α, λ) ≤ δ(α, β) ≤
θ(α, β) ≤ θ(α, λ), and Dα,β is a disk in F
l.
Lemma 3.4.2. Let j ∈ {1, . . . , n}−m(l). If dlj∩Dα,α+1,i 6= ∅ for some δ(α, α+1) < i <
θ(α, α+1), then dlj ∩Dα,α+1,i ⊂ (di,α× I)γα ∪ (di,α+1× I)γα+1. Furthermore, if j 6= jα, jα+1,
then j > γα or γα+1.
Proof. Assume that dlj ∩Dα,α+1,i 6= ∅ for some δ(α, α + 1) < i ≤ 0. By Lemma 3.1.6,
each component of dlj ∩Dα,α+1,i is either d
l
j,fi,α
or a copy of dlr,fi,α for some r ∈ I(wγ, l) and
γ ∈ m(l) with γ < j. There are two cases:
Case 1. one component c of dlj ∩Dα,α+1,i is d
l
j,fi,α
.
Now if j = jα or jα+1, then, by Lemma 3.3.2, either d
l
j,fi,α
= di,α or d
l
j,fi,α
= di,α+1.
Suppose that j 6= jα, jα+1. By Lemma 3.2.2, d
l
j,fi,α
= c is disjoint from (di,α × I)γα ∪
(di,α+1 × I)γα+1. Since δ(α, α + 1) < i ≤ 0, γi−1,α = γi−1,α+1 and γi,α = γi,α+1. Now
∂dlj,fi,α ⊂ (∂e
l
γi−1,α
∪ ∂elγi,α)× I.
Now we claim that ∂1d
l
j,fi,α
⊂ ∂elγi−1,α × I and ∂2d
l
j,fi,α
⊂ (∂elγi,α)× I.
Suppose that ∂dlj,fi,α ⊂ (∂e
l
γi−1,α
)× I, then dlj ∩ (∂e
l
γi−1,α
)× I 6= ∅. By Proposition 4(1),
j /∈ I(wγi−1,α, l). By Proposition 4(3), j > γi−1,α. By Proposition 4(2), d
l
j is regular in
∪fE
l
f ∪γ<j e
l
γ × I. This means that d
l
j −∪fd
l
j,f intersects e
l
γi−1,α
× I in at least two cores of
elγi−1,α × I, contradicting Lemma 3.1.2(3).
Now j > γi−1,α, γi,α, ∂1d
l
j,fi,α
⊂ ∂elγi−1,α×I and ∂2d
l
j,fi,α
⊂ (∂elγi,α)×I. Hence d
l
j intersects
Aα,α+1,i in at least a core of Aα,α+1,i. By Lemma 3.1.2, d
l
j,fi+1,α
6= ∅ ⊂ Dα,α+1,i+1 as in Figure
8(b). By induction, dlj,0 6= ∅ ⊂ Dα,α+1,0, and j ∈ L(c
l
l+1). Contradicting the order of jα, jα+1
we rearrange.
Case 2. one component c of dlj ∩Dα,α+1,i is a copy of d
l
r,fi,α
.
By the argument in Case 1, r = jα or jα+1 and c ⊂ (di,α×I)γα∪(di,α+1×I)γα+1. Assume
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now that c ⊂ (di,α × I)γα. Since c ⊂ d
l
j and j 6= jα. Then, by Proposition 4(3), j > γα.
Q.E.D.
D
α,α+1,i Dα,α+1,i+1Aα,α+1,i
dlj,f
i,α
dlj,f
i+1,α
Figure 8(b)
Lemma 3.4.3. If intelγ × I ∩ Dα,α+1,i 6= ∅ for some δ(α, α + 1) < i < θ(α, α + 1),
then each component of intelγ × I ∩Dα,α+1,i lies in one of (di,α × I)γα and (di,α+1 × I)γα+1 .
Furthermore, if one component of intelγ × I ∩Dα,α+1,i lies in (di,α × I)γα , then γ ≥ γα.
Proof. Suppose that intelγ × I ∩ Dα,α+1,i 6= ∅. By Lemma 3.2.4, each component
of intelγ × I ∩ E
l
fi,α
is contained in (dlr,fi,α × I)γr for some γr ∈ m(l) and r ∈ I(wγr , l).
Furthermore, γ ≥ γr > r. If r 6= jα, jα+1, then, by Lemma 3.2.2 and Definition 3.2.1,
(di,α × I)γα and (di,α+1 × I)γα+1 are disjoint from (d
l
r,fi,α
× I)γr . In this case, if (d
l
r,fi,α
×
I)γr ∩Dα,α+1,i 6= ∅, then d
l
r,fi,α
⊂ Dα,α+1,i. By the proof of Lemma 3.4.2, this is impossible.
Q.E.D.
Lemma 3.4.4. If δ(α, α+ 1) ≤ i 6= r 6= 0 ≤ θ(α, α+ 1), then Aα,α+1,i is disjoint from
Aα,α+1,r.
Proof. By Lemma 3.3.1, γi,α 6= γr,α. We may assume that γi,α < γr,α. If e
l
γr,α × I is
disjoint from elγi,α × I, then Aα,α+1,r ⊂ e
l
γr,α × I is disjoint from Aα,α+1,i ⊂ e
l
γi,α
× I.
Suppose now that elγr,α × I ∩ e
l
γi,α
× I 6= ∅. Now by Proposition 4(1) and Definition
2.1.4, each component of Aα,α+1,r ∩ e
l
γi,α
× I is a disk in elγi,α × I. If one component of
Aα,α+1,r ∩ e
l
γi,α
× I, say A, is not disjoint from Aα,α+1,i, then either one of the two arcs
A∩ er,α and A∩ er,α+1 lies in Aα,α+1,i as in Figure 9(a) or one of ei,α and ei,α+1 lies in A as
in Figure 9(b). Here er,α is defined in Definition 3.4.1.
We first suppose that one of A ∩ er,α and A ∩ er,α+1, say A ∩ er,α, lies in Aα,α+1,i. By
Definition 2.1.4, (∂elγr,α)× I ∩ (∂e
l
γi,α
)× I = ∅. Hence er,α ∩ intDα,α+1,i+1 6= ∅. By Lemma
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3.2.4, there is j such that a copy of dlj,fi+1,α is contained in Dα,α+1,i+1, and j < γi,α < jα, jα+1,
contradicting Lemma 3.4.2.
Assume that one of ei,α and ei,α+1, say ei,α, lies in A as in Figure 9(b). Then di+1,α ⊂
Aα,α+1,r ⊂ e
l
γr,α×I. Note that jα > γr,α. By Lemma 3.1.2(2), this is impossible. Q.E.D.
di+1,α
di+1,α+1
e
r,α
(a)
e
r,α
e
r,α+1
di+1,α
(b)
Figure 9
Lemma 3.4.5. For each δ(α, α + 1) ≤ i ≤ θ(α, α + 1) and δ(α, α + 1) + 1 ≤ r 6= 0 ≤
θ(α, α+ 1)− 1, intelγi,α × I ∩Aα,α+1,i is disjoint from Dα,α+1,r. Furthermore, if i 6= r− 1, r,
then Aα,α+1,i is disjoint from Dα,α+1,r.
Proof. By Lemma 3.2.4, each component of intelγi,α× I ∩E
l
fr,α is contained in (d
l
j,fr,α×
I)γ , where γ ≤ γi,α ∈ m(l) and j ∈ I(wγ, l). Hence j < γi,α. Since γi,α < jα, jα+1, by
Lemma 3.3.1, dr,α and dr,α+1 are disjoint from inte
l
γi,α
×I. Thus if intelγi,α×I ∩Dα,α+1,r 6= ∅,
then one component of intelγi,α×I ∩E
l
fr,α lies in Dα,α+1,r. Hence (d
l
j,fr,α×I)γ lies in Dα,α+1,r
for some j < jα, jα+1. By Lemma 3.4.2, this is impossible.
Note that ∂1dr,α, ∂1dr,α+1 ⊂ (∂e
l
γr−1,α
)×I and ∂2dr,α, ∂2dr,α+1 ⊂ (∂e
l
γr,α)×I. If i 6= r, r−1,
then, by Lemma 2.1.4, (∂elγi,α)× I ∩ ((∂e
l
γr−1,α)× I ∪ (∂e
l
γr,α)× I) = ∅. Q.E.D.
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Lemma 3.4.6. (1) If dlj∩Aα,α+1,i 6= ∅, then d
l
j∩Aα,α+1,i ⊂ (ei,α×I)γα∪(ei,α+1×I)γα+1 .
Furthermore, if j 6= jα, jα+1, then j > γα or γα+1.
(2) If γ > γi,α for δ(α, α + 1) ≤ i ≤ θ(α, α + 1) and e
l
γ × I ∩ Aα,α+1,i 6= ∅, then
elγ × I ∩Aα,α+1,i ⊂ (ei,α × I)γα ∪ (ei,α+1 × I)γα+1. Furthermore, γ ≥ γα or γα+1.
Proof. (1) By Lemma 3.3.1 and Definition 3.4.1, ei,α, ei,α+1, Aα,α+1,i ⊂ e
l
γi,α
× (0, 1).
If dlj ∩ Aα,α+1,i 6= ∅, then j /∈ I(wγi,α , l); otherwise, d
l
j ⊂ e
l
γi,α
× {0}. By Proposition 4(3),
j > γi,α. By Proposition 4(2) and Definition 2.1.5, each component of d
l
j ∩ e
l
γi,α
× I is a core
of elγi,α × I which lies in intd
l
j . Thus d
l
j ∩Dα,α+1,i+1 6= ∅. By Lemma 3.4.2, (1) holds.
(2) Now suppose that γ > γi,α and e
l
γ × I ∩ Aα,α+1,i 6= ∅. Then each component
of elγ × I ∩ e
l
γi,α
× I is (c × I)γ ⊂ e
l
γi,α
× I where c is a core of elγi,α × I. By Definition
2.1.4, (∂elγ) × I ∩ (∂e
l
γi,α
) × I = ∅. Hence intelγ × I ∩ Dα,α+1,i+1 6= ∅. By Lemma 3.4.3,
intelγ×I∩Dα,α+1,i+1 ⊂ (di,α×I)γα∪(di,α+1×I)γα+1. Furthermore, If e
l
γ×I∩(di,α×I)γα 6= ∅,
then γ ≥ γα. In this case, each component of e
l
γ × I ∩ e
l
γα × I is (c× I)γ ⊂ e
l
γα × (0, 1) when
γ > γα ∈ m(k). Hence (2) holds. Q.E.D.
Lemma 3.4.7. (1) Suppose that α < λ < β. Then δ(α, β) ≥ δ(α, λ), δ(λ, β) and
θ(α, β) ≤ θ(α, λ), θ(λ, β).
(2) Dα,β is a disk in F
l.
(3) For α ≤ λ ≤ β, let hλα,β = ∪
θ0−1
i=δ0+1
di,λ ∪
θ0
i=δ0
ei,λ where θ0 = θ(α, β) and δ0 = δ(α, β).
(i) if dlj ∩D(α, β) 6= ∅, then d
l
j ∩ D(α, β) ⊂ ∪λ(h
λ
α,β × I)γλ . Furthermore, if j 6= jλ for
each α ≤ λ ≤ β, then j > γλ for some α ≤ λ ≤ β,
(ii) If γ > γi,α for δ(α, β) ≤ i ≤ θ(α, β) and e
l
γ×I∩D(α, β) 6= ∅, then e
l
γ×I∩D(α, β) ⊂
∪λ(h
λ
α,β × I)γλ . Furthermore, γ ≥ γλ for some α ≤ λ ≤ β.
Proof. By Lemma 3.3.1, if i 6= r, then fi,λ 6= fr,λ. Hence Dλ,λ+1,i ∩ Dλ,λ+1,r = ∅ if
i 6= r. By Lemmas 3.4.4 and 3.4.5, Dλ,λ+1 is a disk in F
l. See in Definition 3.4.1.
We first prove that δ(α, α+ 2) ≥ δ(α, α+ 1), δ(α+ 1, α+ 2) and θ(α, α+ 2) ≤ θ(α, α+
1), θ(α + 1, α+ 2).
Suppose, otherwise, that δ(α, α+ 2) < δ = δ(α, α + 1). Then fi,α = fi,α+1 = fi,α+2 and
γi,α = γi,α+1 = γi,α+2 for δ ≤ i ≤ −1. Furthermore, γi,α < jα, jα+1, jα+2 for δ ≤ i ≤ −1.
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Now let D1 = ∪
0
i=δ+1Dα,α+1,i ∪
−1
i=δ Aα,α+1,i, D2 = ∪
0
i=δ+1Dα+1,α+2,i ∪
−1
i=δ Aα+1,α+2,i. Then
D1 ⊂ Dα,α+1 and D2 ⊂ Dα+1,α+2 are two disks.
Now by Lemma 3.2.2 and Lemma 3.4.2, di,α+2 is disjoint from Dα,α+1,i, otherwise,
d0,α+2 ⊂ Dα,α+1,0. Hence Dα,α+1,i ∩ Dα+1,α+2,i = di,α+1. Since γi,α < jα, jα+1, jα+2, by
Lemma 3.4.3, Aα+1,α+2,i is disjoint from intDα,α+1,r. Similarly, Aα,α+1,i is disjoint from
intDα+1,α+2,r. By the proof of Lemma 3.4.4, Aα,α+1,i is disjoint from Aα+1,α+2,r for i 6= r.
Note that Aα,α+1,i ∩ Aα+1,α+2,i = ei,α+1; Otherwise, ei,α+2 separates ei,α, ei,α+1 in e
l
γi,α
× I,
and di+1,α+2 separates di+1,α and di+1,α+1 in E
l
fi+1,α
, but by the proof of Lemma 3.4.2, this
is impossible. Now D1 ∪D2 is a disk in F
l. Hence dδ,α+1 separates dδ,α and dδ,α+2 in E
l
fδ,α
.
Since F l is generated by ∪fE
l
f ∪γ e
l
γ . So if (∂1e
l
γ) × I ⊂ E
l
f for some f , then (∂2e
l
γ) × I
is disjoint from Elf . Now if γδ−1,α = γδ−1,α+2, then γδ−1,α = γδ−1,α+1. This means that
δ(α, α+ 2) ≥ δ = δ(α, α+ 1), δ(α+ 1, α + 2), a contradiction.
Similarly, θ0 = θ(α, α + 2) ≤ θ(α, α + 1), θ(α+ 1, α+ 2).
Let δ0 = δ(α, α + 2) and θ0 = θ(α, α + 2). Let D∗ = ∪
θ0−1
i=δ0+1
Dα,α+1,i ∪
θ0
i=δ0
Aα,α+1,i,
D∗∗ = ∪
θ0−1
i=δ0+1
Dα+1,α+2,i ∪
θ0
i=δ0
Aα+1,α+2,i. Then D∗ ⊂ Dα,α+1 and D∗∗ ⊂ Dα+1,α+2.
By the above argument, D(α, α + 2) = D∗ ∪ D∗∗ is a disk in F
l. By Lemma 3.4.2,
Lemma 3.4.3 and Lemma 3.4.6, (3) and (4) hold.
By induction, α < λ < β. Then δ(α, β) ≥ δ(α, λ), δ(λ, β) and θ(α, β) ≤ θ(α, λ), θ(λ, β).
Furthermore, Dα,β = ∪
β−1
λ=α(∪
θ(α,β)−1
i=δ(α,β)+1Dλ,λ+1,i ∪
θ(α,β)
i=δ(α,β) Aλ,λ+1,i) is a disk as in Figure 10(a).
(3) is immediately from Lemmas 3.4.2, 3.4.3 and 3.4.6. Q.E.D.
dj
λ
l (α<λ<β)
dj
α
l
djβ
l
D(α,β)
Figure 10(a)
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D0,1 D0,α(α>0)
D0,β(β<0)
dj
α
l
dj
0
l
Figure 10(b)
Lemma 3.4.8. ∪α6=0D0,α is a disk.
Proof. By Lemma 3.4.7, δ(0, α) ≤ δ(0, β) ≤ θ(0, β) ≤ θ(0, α) if 0 < α < β or
β < α < 0. Now suppose that L(cll+1) = {jβ1 , . . . , j−1, j0, j1, . . . , jβ2}. Then
∪α6=0D0,α = ∪
β2−1
α=β1
(∪
θ(0,α)−1
i=δ(0,α)+1Dα,α+1,i ∪
θ(0,α)
i=δ(0,α) Aα,α+1,i).
Since j0 < jα, γi,0 < j0 < jα for δ(0) ≤ i ≤ θ(0) and α 6= 0.
Now if β 6= α, α + 1, then intDβ,β+1,i is disjoint from Dα,α+1,i. Otherwise, one of di,β
and di,β+1, say di,β, separates di,α and di,α+1 in E
l
fi,α
, but by the proof of Lemma 3.4.2, d0,β
separates d0,α and d0,α+1 in E
l
0, a contradiction. Similarly, if {β, β+1}∩{α, α+1} = ∅, then
Aβ,β+1,i is disjoint fromAα,α+1,i. If {β, β+1}∩{α, α+1} = {β}, then Aβ,β+1,i∩Aα,α+1,i = ei,β.
Since γi,α = γi,0 < j0 for each α and δ(0, α) ≤ i ≤ θ(0, α), by the proof of Lemma 3.4.4,
intAα,α+1,i is disjoint from Aβ,β+1,r. By Lemma 3.4.3, intAα,α+1,i is disjoint from Dβ,β+1,r.
Now ∪α6=0D0,α is a disk as in Figure 10(b). Q.E.D.
3.5 aα and a
0
α
For each jα ∈ L(c
l
l+1), recalling the equality: d
l
jα = d0,α ∪
θ(α)
i=δ(α) di,α ∪
θ(α)
i=δ(α) ei,α.
Definition 3.5.1. For α 6= 0,
(1) let aα = ∪
θ(0,α)
i=δ(0,α)di,α ∪
θ(0,α)
i=δ(0,α) ei,α,
(2) let a0α = ∪
θ(0,α)
i=δ(0,α)di,0 ∪
θ(0,α)
i=δ(0,α) ei,0.
Lemma 3.5.2. (1) aα ⊂ d
l
jα and a
0
α ⊂ d
l
j0.
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(2) If 0 < α < β, then a0β ⊂ a
0
α.
(3) If β < α < 0, then a0β ⊂ a
0
α.
Proof. The lemma follows from Definition 3.5.1 and Lemma 3.4.7. Q.E.D.
Lemma 3.5.3. (1) Suppose that s(wγα) = + or jα /∈ I(wγ, l) for each γ ∈ m(l). If
elγ × I ∩ (intaα × I)γα 6= ∅, then γ ≤ Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
(2) Suppose that s(wγα) = −. If e
l
γ × I ∩ (intaα × I)γα 6= ∅, then either γ ≤
Max{γi,0 | δ(0) ≤ i ≤ θ(0)} or γ ≥ γα.
Proof. By Definition 3.5.1, aα = ∪
θ(0,α)
i=δ(0,α)di,α∪
θ(0,α)
i=δ(0,α) ei,α. By Lemma 3.3.4, γi,α = γi,0,
fi,α = fi,0 for δ(0, α) ≤ i ≤ θ(0, α).
(1) Suppose that s(wγα) = + or jα /∈ I(wγ, l) for each γ ∈ m(l). In this case, by
Definition 3.2.1, (intaα × I)γα = intaα. If γ > jα, then, by Proposition 4(3), aα is disjoint
from elγ×I. So jα > γ. By Lemma 3.3.1, intdi,α is disjoint from e
l
γ×I. Note that γi,α = γi,0
for δ(0, α) ≤ i ≤ θ(0, α). Now by the proof of Lemma 3.2.3, intaα is disjoint from e
l
γ × I
for γ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
(2) Suppose that s(wγα) = −, γα > γ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)} and e
l
γ × I ∩
(intaα × I)γα 6= ∅.
If jα > γ, then, by (1), intaα is disjoint from e
l
γ × I. Now suppose that jα < γ. Since
jα ∈ I(wγα, l), by Lemma 2.2.5, jα /∈ I(wγ, l). By Proposition 4(3), aα ⊂ d
l
jα is disjoint
from elγ × I.
Since γα > γ, each component of e
l
γ × I ∩ e
l
γα × I is (c× I)γα where c ⊂ inte
l
γα . Now if
elγ × I ∩ (intaα × I)γα 6= ∅, then intaα ∩ e
l
γ × I 6= ∅, a contradiction. Q.E.D.
Lemma 3.5.4. If α, β 6= 0 and α 6= β, then (aα × I)γα is disjoint from (aβ × I)γβ .
Proof. There are three cases:
Case 1. jα, jβ /∈ I(wγ, l) for each γ ∈ m(l) with s(wγ) = −.
Now by Definition 3.2.1, (aα×I)γα = aα ⊂ d
l
jα and (aβ×I)γβ = aβ ⊂ d
l
jβ
. Since jα 6= jβ ,
the lemma holds.
Case 2. jα /∈ I(wγ, l) for each γ ∈ m(k) with s(wγ) = −, and jβ ∈ I(wγβ , l) for some
γβ ∈ m(l) with s(wγβ) = −.
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Since γβ > jβ , γβ > j0 = m
l+1. Since γi,α = γi,0 for δ(0, α) ≤ i ≤ θ(0, α). Hence
γβ > γi,0 for δ(0, α) ≤ i ≤ θ(0, α), and γβ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. By the definition,
aα = ∪
θ(0,α)
i=δ(0,α)di,α ∪
θ(0,α)
i=δ(0,α) ei,α and aβ = ∪
θ(0,β)
i=δ(0,β)di,β ∪
θ(0,β)
i=δ(0,β) ei,β. Now if jα < γβ, then, by
Proposition 4(3), aα is disjoint from (aβ × I)γβ .
Suppose that jα > γβ. By Proposition 4(2), either d
l
jα ∩ e
l
γβ
× I = ∅ or each component
of dljα ∩ e
l
γβ
× I is a core of elγβ × I. Hence either d
l
jα ∩ (aβ × I)γβ = ∅ or each component of
dljα ∩ (aβ × I)γβ is a core of (aβ × I)γβ . By Lemma 3.2.2, dδ(0,α),α ∪ dθ(0,α),α is disjoint from
(dδ(0,β),β × I)γβ ∪ (dθ(0,β),β)× I)γβ . Now if aα ∩ (aβ × I)γβ 6= ∅, then intaα ∩ (aβ × I)γβ 6= ∅.
By Lemma 3.5.3(1), this is impossible.
Case 3. s(wγα) = −, s(wγβ) = −.
Now if γα = γβ, then the lemma holds.
Suppose that γα < γβ. By Proposition 4(1), each component of e
l
γβ
× I ∩ elγα × I is
(c× I)γβ where c ⊂ e
l
γβ
is a core of elγα× (0, 1). By (2), aβ is disjoint from (aα× I)γα . Hence
the lemma holds. Q.E.D.
Lemma 3.5.5. For each α 6= 0, there are an arc a0,α in E
l
fδ(0,α),α
and an arc b0,α in
Elfθ(0,α),α such that
(1) ∂1a0,α = ∂1aα and ∂2a0,α = ∂1a
0
α, ∂1b0,α = ∂2aα and ∂2b0,α = ∂2a
0
α,
(2) a0,α ∪ aα ∪ b0,α ∪ a
0
α bounds a disk D
∗
0,α in F
l.
(3) dlj ∩ a0,α ⊂ ∪
α
λ=0(dδ(0,α),λ × I)γλ , d
l
j ∩ b0,α ⊂ ∪
α
λ=0(dθ(0,α),λ × I)γλ .
(4) elγ × I ∩ a0,α ⊂ ∪
α
λ=0(dδ(0,α),λ × I)γλ and e
l
γ × I ∩ b0,α ⊂ ∪
α
λ=0(dθ(0,α),λ × I)γλ .
Furthermore, if elγ × I ∩ (inta0,α ∪ intb0,α) 6= ∅, then γ ≥ γλ for some α ≤ λ ≤ β.
Proof. Wemay assume that α > 0. By Lemma 3.4.7, for 0 ≤ λ ≤ α, δ(0, α) ≤ δ(0, λ) ≤
θ(0, λ) ≤ θ(0, α). By Lemma 3.4.7(3) and Definition 3.5.1, hα0,α ∪ dδ(0,α),α ∪ dθ(0,α),α = aα.
By Lemma 3.4.7 and Lemma 3.5.4, dδ(0,α),λ ∩D0,α = ∂2dδ(0,α),λ for 0 ≤ λ ≤ α.
Now let a0,α be in E
l
fδ(0,α)
such that ∂1a0,α = ∂1dδ(0,α),α = ∂1aα and ∂2a0,α = ∂1dδ(0,α),0 =
∂1a
0
α as in Figure 11(a). In fact, a0,α can be obtained by pushing dδ(0,α),0∪a
∗∪dδ(0,α),α slightly
where a∗ ⊂ ∂D0,α ∩ E
l
fδ(0,α),0
as in Figure 11(a). Then a0,α is disjoint from D0,α. Similarly,
let b0,α be in E
l
fθ(0,α),0
such that ∂1b0,α = ∂2dθ(0,α),α = ∂2aα and ∂2b0,α = ∂2dθ(0,α),0 = ∂2a
0
α as
31
in Figure 11(a). Hence a0,α ∪ aα ∪ b0,α ∪ bα bounds a disk D
∗
0,α in F
l.
a
α
a
α
0
b0,αa0,α
dδ(0,α),α dθ(0,α),α
dδ(0,α),0 dθ(0,α),0D(0,α)
Figure 11(a)
Suppose that dlj ∩ a0,α 6= ∅. Then, by Lemma 3.1.6 and Lemma 3.2.2, one component
of dlj ∩ E
l
fδ(0,α),α
, say c, lies in D0,α,δ(0,α). If ∂c is disjoint from A0,α,δ(0,α), then a0,α can be
isotoped to be disjoint from c. If one end point of c lies in A0,α,δ(0,α), then, by the proof of
Lemma 3.4.1, (2) holds. In this case, either j = jλ or j > γλ for some α ≤ λ ≤ β.
(3) follows from Lemma 3.2.4 and the proof of Lemma 3.4.3. Q.E.D.
D*0,1 D
*
0,α(α>0)
D*0,α(α<0)dj0
l
Figure 11(b)
Lemma 3.5.6. ∪α6=0D
∗
0,α is a disk.
Proof. By Lemma 3.4.8, ∪α6=0D0,α is a disk. By Lemma 3.5.4, Lemma 3.4.7, dδ(0,β),β ∩
(∪α6=0D0,α) = ∂2dδ(0,β),β for β 6= 0 as in Figure 10(b). We may assume that δ(0,−1) ≥
δ(0, 1). Then, by Lemma 3.4.7, δ(0, α) ≥ δ(0, 1) for each α. Then dδ(0,1),0 ∩ (∪α6=0D0,α) =
∂2dδ(0,1),0. Furthermore, dδ(0,α),0 ⊂ a
0
1 for each α. By the proof of Lemma 3.5.5, ∪α6=0D
∗
0,α is
a disk as in Figure 11(b). Q.E.D.
32
Lemma 3.5.7. (1) For each α 6= 0, dlj0 ∩D
∗
0,α = a
0
α.
(2) If r < j0, then d
l
r is disjoint from D
∗
0,α.
Proof. By Lemma 3.5.4, a0α ⊂ ∂D
∗
0,α. Since j0 < jα for each α 6= 0. Hence, by
Proposition 4(3), dlj0 is disjoint from (aα × I)γα for α 6= 0. By Lemma 3.5.5(3) and Lemma
3.4.7, dlj0 − a
0
α is disjoint from D
∗
0,α.
Suppose that r < j0. Then r < jα for each α. Hence d
l
r is disjoint from (aα × I)γα. By
Lemma 3.5.5(3) and Lemma 3.4.7, (2) holds. Q.E.D.
cl+1
l
d0,0
a0,α b0,α a0,α
dδ(0,α),α
dδ(0,α),0 A0,α,δ(0,α)
d0,α
(a) (b)
Figure 12
Lemma 3.5.8. (1) If δ(0, α) = θ(0, α) = 0, cli intersects a0,α ∪ b0,α in one point if and
only if cli intersects d0,α ∪ d0,0 in one point.
(2) If δ(0, α) 6= θ(0, α), then cli intersects a0,α in a one point if and only if c
l
i intersects
dδ(0,α),α ∪ dδ(0,α),0 in one point, c
l
i intersects b0,α in one point if and only if c
l
i intersects
dθ(0,α),α ∪ dθ(0,α),0 in one point.
Proof. (1) Since δ(0, α) = θ(0, α) = 0, aα = d0,α and a
0
α = d0,0. Hence a0,α ⊂ E
l
0
and b0,α ⊂ E
l
0 as in Figure 12(a). By Lemma 3.1.2, ∂d0,0 ∪ ∂d0,α ⊂ ∂d
l
j0
∪ ∂dljα ∪ (∂e
l
γ)× I.
By Proposition 4(4),(5), d0,0 ∪ d0,α is disjoint from ∂c
l
i, and c
l
i is properly embedded in E
l
f .
Since j0, jα ∈ L(c
l
l+1), c
l
l+1 intersects each of d0,0 and d0,α in one point, we can moved c
l
l+1
so that a0,α ∪ b0,α is disjoint from c
l
l+1. Similarly, if c
l
i intersects each of d0,0 and d0,α in one
point, then cli is disjoint from a0,α ∪ b0,α. Hence (1) holds.
(2) By Lemma 3.3.1, dδ(0,α),0 and dδ(0,α),α are properly embedded arcs in E
l
fδ(0,α),α
and
dθ(0,α),0 and dθ(0,α),α are properly embedded arcs in E
l
fθ(0,α),α
. Since δ(0, α) 6= θ(0, α), by
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Lemma 3.3.1, fδ(0,α),α 6= fθ(0,α),α. By Proposition 4(5), ∂c
l
i is disjoint from e
l
γ × I and d
l
j.
Hence cli is disjoint from A0,α,δ(0,α) ∪A0,α,θ(0,α). Note that ∂2dδ(0,α),0 ∪ ∂2dδ(0,α),α ⊂ A0,α,δ(0,α)
and ∂1dθ(0,α),0∪∂1dθ(0,α),α ⊂ A0,α,θ(0,α) as in Figure 12(b). By the argument in (1), (2) holds.
Q.E.D.
Remark 3.5.9. Since Propositions 1-6 hold for k ≤ l. By Lemma 3.1.5, mk =
MinL(vkk+1) for k ≤ l. By Propositions 1 and 2, all the arguments in Sections 3.1-3.5 are
true when we take place of cli, d
l
j, e
l
γ, F
l with vli, w
l
j, b
l
γ , P
l, s(wγ) = − with s(wγ) = + in
Lemma 3.1.6 and Lemma 3.2.3, s(wγ) = s(wγj ) = − with s(wγ) = s(wγj ) = + in Lemma
3.2.4.
4 The Proofs of Propositions 4-6 for the case: k = l+1
and s(vl+1) = +
Assume now that Propositions 1-6 hold for each 0 ≤ k ≤ l. Now we only need to prove that
Propositions 1-6 hold for k = l + 1.
There are two cases:
1. s(vl+1) = +.
2. s(vl+1) = −.
In this chapter, we shall prove that Propositions 4-6 hold for Case 1. Hence, in this
chapter, we assume that s(vl+1) = +. We first construct c
l+1
i , d
l+1
j , e
l+1
γ × I, F
l+1 from
cli, d
l
j, e
l
γ × I, F
l, then we shall prove Propositions 4-6 for this case.
4.1 The element of the construction
Since Propositions 1-6 hold for k ≤ l. So L(cli), L(d
l
j), and m(k) are well defined for
k ≤ l. Recall that ml+1 defined in Definition 3.3.0.
Definition 4.1.1. Let m(l + 1) = m(l) ∪ {ml+1}. In particular, if ml+1 = ∅, then let
m(l + 1) = m(l).
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Without loss of generality, we assume that cll+1 ⊂ E
l
0. Recalling the argument in Section
3.3, we can number all the elements in L(cll+1) as . . . , j−1, j0 = m
l+1, j1, . . . according to the
order of (∪j∈L(cl
l+1
)d
l
j,0) ∩ c
l
l+1 lying in c
l
l+1. In some time, we shall use j0 to take place of
ml+1. By Lemma 3.3.1 and Remark 3.3.2, for each jα, d
l
jα = ∪
θ(α)
i=δ(α)di,α ∪
θ(α)
i=δ(α) ei,α.
Lemma 4.1.2. Suppose that j0 = m
l+1 6= ∅.
(1) In F l, cll+1 intersects d
l
j0 in one point. Furthermore, if r < j0, then d
l
r is disjoint
from cll+1; if γ < j0, then e
l
γ × I is disjoint from c
l
l+1.
(2) In P l, vll+1 intersects w
l
j0 in one point. Furthermore, if r < j0, then v
l
l+1 is disjoint
from wlr; if γ < j0, then b
l
γ × I is disjoint from v
l
l+1.
Proof. By assumptions, Propositions 1-6 hold for k = l.
(1) By Proposition 4(4), cll+1 is a properly embedded arc in F
l lying in El0. Since
j0 = m
l+1 ∈ L(cll+1), d0,0 intersects c
l
l+1 in one point. By Proposition 4(5) and Lemma
3.1.2, d0,0 ∩ c
l
l+1 = intc
l
l+1 ∩ intd0,0. Suppose, otherwise, d
l
j0 intersects c
l
l+1 in at least two
points. Then, by Lemma 3.1.6, r ∈ L(cll+1) for some r < j0, contradicting the minimality
of j0. Similarly, if r < j0, then c
l
l+1 is disjoint from d
l
r. By Lemma 3.2.4, if γ < j0, then
elγ × I is disjoint from c
l
l+1.
(2) follows from Remark 3.5.9 and Propositions 1 and 2. Q.E.D.
Lemma 4.1.3. (1) If j0 = m
l+1 6= ∅, then s(wj0) = −.
(2) W lj0 is a properly embedded disk in W− such that ∂W
l
j0
intersects cll+1 in one point
which lies in intd0,0.
Proof. (1) Now consider P l. By assumptions, Propositions 1-3 hold for k = l. Suppose,
otherwise, s(wj0) = +. By assumption, s(vl+1) = +. By Proposition 3, V
l
l+1 is a properly
embedded disk in V+ and W
l
j0
is a properly embedded disk in W+. By Definition 2.3.1 and
Lemma 2.2.4, I(vl+1, l) = I(vl+1) − {1, . . . , l} = ∅. By Lemma 3.1.5, m
l+1 = MinL(vll+1).
Note that j0 = m
l+1. By Proposition 3, V ll+1∩W
l
j0
= (vll+1∪r∈I(vl+1,l)v
l
r)∩(w
l
j0
∪r∈I(wj0 ,l)w
l
r) =
vll+1∩(w
l
j0
∪r∈I(wj0 ,l)w
l
r). If r ∈ I(wj0, l), then, by Lemma 2.2.4, r < j0. By Lemma 4.1.2(2),
wlr is disjoint from v
l
l+1. By also Lemma 4.1.2(2), V
l
l+1 intersects W
l
j0
in only one point.
Hence V+ ∪W+ is stabilized, a contradiction.
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(2) By (1) and Proposition 6, W lj0 is a properly embedded disk in W−. By Proposition
6, W lj0 ∩ c
l
l+1 = (d
l
j0 ∪r∈I(wj0 ,l) d
l
r) ∩ c
l
l+1. Since r ∈ I(wj0, l), r < j0. By Lemma 4.1.2, ∂W
l
j0
intersects cll+1 in one point lying in intd0,0. Q.E.D.
Lemma 4.1.4. Suppose that j0 = m
l+1 6= ∅.
(1) j0 /∈ I(wγ, l) for each γ ∈ m(l) = {m
1, . . . , ml} with s(wγ) = −. Furthermore, if
r ∈ I(wj0, l), then r /∈ I(wγ, l) for each γ ∈ m(l).
(2) dlj0 is properly embedded in F
l, dlr is properly embedded in F
l for r ∈ I(wj0, l).
Proof. By Lemma 4.1.3, s(wj0) = −. Now if j0 ∈ I(wγ, l) for some γ ∈ m(l), then, by
Lemma 2.2.5, s(wγ) = +. By Lemma 3.1.1, d
l
j0
is regular in F l. By Definition 2.1.5, dlj0 is
properly embedded in F l.
Suppose that r ∈ I(wj0, l). By Definition 2.3.3, j0 ∈ {1, . . . , n}−m(l). Hence j0 /∈ m(l).
By Lemma 2.2.5, r /∈ I(wγ, l) for each γ ∈ m(l). By Lemma 3.1.1 and Definition 2.1.5, d
l
r
is properly embedded in F l. Q.E.D.
Lemma 4.1.5. Suppose that j0 = m
l+1 6= ∅. Then there is a regular neighborhood of
∂W lj0 in ∂+V−, say ∂W
l
j0 × I, satisfying the following conditions:
(1) ∂W lj0 × I ∩ F
l = (dlj0 × I)j0 ∪r∈I(wj0 ,l) (d
l
r × I)j0, (∂d
l
j0
) × I, (∂dlr) × I ⊂ ∪f∂E
l
f −
∪γ∈m(l)e
l
γ × I.
(2) If j0 < γ, then (d
l
j0
× I)j0 is disjoint from e
l
γ × I, if r ∈ I(wj0, l) and r < γ, then
(dlr × I)j0 is disjoint from e
l
γ × I.
(3) If j0 > γ, then each component of (d
l
j0
× I)j0 ∩ e
l
γ × I is (c × I)j0 ⊂ e
l
γ × (0, 1)
where c ⊂ intdlj0 is a core of e
l
γ × I, if r ∈ I(wj0, l) and r > γ, then each component of
(dlr × I)j0 ∩ (e
l
γ × I) is (c× I)j0 ⊂ e
l
γ × (0, 1) where c ⊂ intd
l
r is a core of e
l
γ × I.
(4) If j 6= j0 and j /∈ I(wj0, l), then d
l
j is disjoint from ∂W
l
j0
× I.
(5) For each i ≥ l + 1, ∂cli is disjoint from ∂W
l
j0 × I.
(6) If j0 > γ, then (intdi,0 × I)j0 is disjoint from e
l
γ × I for δ(0) ≤ i ≤ θ(0).
(7) For each i ≥ l+2 with s(vi) = −, ∂W
l
j0
× I is disjoint from ∂V li − c
l
i ∪r∈I(vi,l) v
l
r, for
each j /∈ m(l + 1) with s(wj) = −, ∂W
l
j0
× I is disjoint from ∂W lj .
(8) ∂W lj0 × I ∩D
∗
0,α ⊂ a
0
α × I.
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Proof. Now F l = ∪fE
l
f ∪γ∈m(l) e
l
γ × I. By Lemma 3.1.1 and Lemma 4.1.4(1), d
l
j , d
l
r
are regular in F l. By Definition 2.1.5 and Lemma 2.1.6, ∂dlj , ∂d
l
r are disjoint from e
l
γ× I for
each γ ∈ m(l). Hence (1) follows from Proposition 6(1). (2) follows from Proposition 4(3)
and Lemma 4.1.4(1). (3) follows from Proposition 4(2) and Definition 2.1.5. By Proposition
4, {dlj | j /∈ {1, . . . , n} − m(l)} is a set of pairwise disjoint arcs in F
l. Since j 6= j0 and
j /∈ I(wj0, l), d
l
j ∩ (d
l
j0 ∪r∈I(wj0 ,l) d
l
r) = ∅. By (1), (4) holds. Since c
l
i ⊂ F
l, by Proposition
4(5), ∂cli is disjoint from ∂W
l
j0
for each i ≥ l+ 1. Hence (5) holds. (6) follows from Lemma
3.1.2 and Lemma 3.3.1. (7) follows from Proposition 6. (8) follows from Lemma 3.5.7.
Q.E.D.
4.2 The proofs of Propositions 4-6 for one special case
In this section, we shall prove Propositions 4-6 for the speical case: k = l + 1 and
L(cll+1) = ∅.
The proof of Proposition 4. Suppose that L(cll+1) = ∅. Now by Corollary 3.2.5,
for each j /∈ m(l) and γ ∈ m(l), dlj and e
l
γ × I are disjoint from c
l
l+1 × I where c
l
l+1 × I is a
regular neighborhood of cll+1 in E
l
0. Obviously, c
l
i is disjoint from c
l
l+1× I for i ≥ l+2. Now
let F l+1 = F l− cll+1× (−1, 1). We denote by E
l+1
f the disk E
l
f for 1 ≤ f ≤ l, E
l+1
0 , E
l+1
l+1 the
two components of El0−c
l
l+1×(−1, 1). Let c
l+1
i = c
l
i, d
l+1
j = d
l
j for j /∈ m(l), e
l+1
γ ×I = e
l
γ×I
for γ ∈ m(l). Specially, let ml+1 = ∅, el+1ml+1 = ∅. Now if c
l
i ⊂ E
l
0, then c
l+1
i lies in one of
El+10 and E
l+1
l+1 . Similarly, if d
l
j,0 6= ∅, then d
l
j,0 lies in one of E
l+1
0 and E
l+1
l+1 . Since m
l+1 = ∅,
I(wγ, l + 1) = I(wγ, l). Hence Proposition 4 holds. Q.E.D.
The proof of Proposition 5. By the above argument, dl+1j − ∪γ<jinte
l+1
γ × I =
dlj − ∪γ<jinte
l
γ × I, c
l+1
i = c
l
i for i ≥ l + 2. Note that j /∈ L(c
l
l+1). Hence Proposition 5
holds. Q.E.D.
The proof of Proposition 6. Since ml+1 = ∅, m(l+1) = m(l). By Definition 3.2.1,
I(wj, l + 1) = I(wj, l). Now we denote by W
l+1
j the disk W
l
j for j /∈ m(l) with s(wj) = −.
Then W l+1j ∩ F
l+1 = dl+1j ∪r∈I(wj ,l+1) d
l+1
r .
By Definition 2.3.1, I(vi, l + 1) = I(vi, l)− {l + 1}. We denote by V
l+1
i the disk V
l
i for
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i ≥ l + 2 with s(vi) = −. Since c
l
l+1 is disjoint from F
l+1 and dl+1j . Hence V
l+1
i ∩ F
l+1 =
cl+1i ∪r∈I(vi,l+1) c
l+1
r , and V
l+1
i ∩ W
l+1
j = (c
l+1
i ∪r∈I(vi,l+1) c
l+1
r ) ∩ (d
l+1
j ∪r∈I(wj ,l+1) d
l+1
r ) =
V l+1i ∩W
l+1
j ∩ F
l+1. Q.E.D.
4.3 Constructions
By the argument in Section 4.2, in the following argument, we shall assume thatml+1 6= ∅.
In this section, we shall construct cl+1i for i ≥ l + 2, d
l+1
j for j /∈ m(l + 1) = m(l) ∪ {m
l+1},
el+1γ × I for γ ∈ m(l + 1), and F
l+1 from cli, d
l
j, e
l
γ × I, F
l.
Let ∂W lj0 × I be a regular neighborhood of ∂W
l
j0 in ∂+V− in Lemma 4.1.5. Let c
l
l+1 × I
be a regular neighborhood of cll+1 in E
l
0. By Lemma 4.1.3, ∂W
l
j0
intersects cll+1 × I in an
arc a ⊂ intd0,0, and ∂W
l
j0
× I intersects cll+1 × I in a× I. (See Figure 13.)
Elf
∂ Wj
0
l × I
vl+1
l × I
d0,0 a
El0
Figure 13
Definition 4.3.1. Let F l+1 = (F l − cll+1 × (−1, 1)) ∪ (∂W
l
j0 − inta)× I.
Lemma 4.3.2. F l+1 is a compact surface in ∂+V− such that c
l
l+1 is disjoint from F
l+1.
Proof. By Lemma 4.1.4, dlj0 and d
l
r for r ∈ I(wj0, l) are properly embedded in F
l. By
Lemma 4.1.5(1) and Lemma 4.1.3, the lemma holds. Q.E.D.
Definition 4.3.3. Let El+1f = E
l
f for 1 ≤ f ≤ l. Let E
l+1
0 be the component of
El0 − c
l
l+1 × (−1, 1) containing c
l
l+1 × {−1}, E
l+1
l+1 be the component of E
l
0 − c
l
l+1 × (−1, 1)
containing cll+1 × {1}.
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Definition 4.3.4. Let cl+1i = c
l
i for i ≥ l + 2.
Construction (*)
By Lemma 3.3.3, in F l, (∪j /∈m(l)d
l
j ∪γ∈m(l) e
l
γ × I)∩ c
l
l+1× I = (∪α(d0,α× I)γα)∩ c
l
l+1× I
where (d0,α × I)γα is defined in Definition 3.2.1. By Lemma 4.1.4, (d
l
j0
× I)γ0 = d
l
j0
. Note
that j0 = m
l+1. Hence, (∪j /∈m(l+1)d
l
j ∪γ∈m(l) e
l
γ× I)∩ c
l
l+1× I = (∪α6=0(d0,α× I)γα)∩ c
l
l+1× I.
By Definition 3.5.1, d0,α ⊂ aα.
Suppose that α 6= 0. If jα ∈ I(wγα) for γα ∈ m(l), then γα > jα > j0. If jα /∈ I(wγ, l)
for each γ ∈ m(l), then (dljα × I)γα = d
l
jα. By Lemma 4.1.5(2) and (4), ∂W
l
j0 × I is disjoint
from (aα × I)γα ⊂ (d
l
jα × I)γα for α 6= 0. By Lemma 4.1.5(8), ∂W
l
j0
× I ∩ D∗0,α ⊂ a
0
α × I.
Now a01 ∪ a
0
−1 separates ∪α6=0D
∗
0,α into two disks ∪α<0D
∗
0,α and ∪α>0D
∗
0,α. We may assume
that
(0) D∗0,α ∩ a
0
α × I ⊂ a
0
α × [0, 1] for α > 0, and D
∗
0,α ∩ a
0
α × I ⊂ a
0
α × [−1, 0] for α < 0.
Now ∂W lj0 × I ∪α D
∗
0,α is as in Figure 14.
D*0,1 D
*
0,α(α>0)
D*0,α(α<0)∂ Wj0
l × I
Figure 14
El0
∂ Wj
0
l × 1
∂ Wj
0
l × 0 ∂ Wj
0
l × I
−1 ∂ Wj
0
l × I
α
(α<0)
∂ Wj
0
l × I1 ∂ Wj
0
l × I
α
(α>0)
Figure 15
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Now let Iα = [t
α
1 , t
α
2 ] be a sub-interval of [0, 1] such that
(1) If 0 < α < β, then tα2 > t
α
1 > t
β
2 > t
β
1 > 1/2.
(2) If α < β < 0, then 1/2 > tα2 > t
α
1 > t
β
2 > t
β
1 .
Now ∂W lj0 × Iα is as in Figure 15.
Let tα be the center point of Iα, and a
∗
0,α be an arc connecting ∂1aα to ∂1a
0
α × tα in
Elfδ(0,α),α such that
(3) a0,α−∂W
l
j0
×I = a∗0,α−∂W
l
j0
×I, where a0,α is as in Lemma 3.5.5 and a
∗
0,α∩∂W
l
j0
×I
is an arc in dδ(0,α),0 × I ⊂ ∂W
l
j0
× I as in Figure 16. By Definition 3.5.1, dδ(0,α),0 ⊂ a
0
α.
Similarly, b∗0,α be an arc connecting ∂2aα to ∂2a
0
α × tα in E
l
fθ(0,α),α
such that
(4) b0,α−∂W
l
j0
×I = b∗0,α−∂W
l
j0
×I and b∗0,α∩∂W
l
j0
×I is an arc in dθ(0,α),0×I ⊂ ∂W
l
j0
×I.
a
α
0
a
α
a0,α
a
α
a
α
0× t
α
a0,α
*
∂ Wj
0
l × I∂ Wj
0
l × I
Figure 16
b
α
× I
(dj
α
l × I)γ
α
(a
α
× I)γ
α
(∂ Wj
0
l
−a
α
0)× I
a0,α
El0
Figure 17
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By Definition 3.5.1, dθ(0,α),0 ⊂ a
0
α. For α 6= 0, let bα = (∂Wj0 − a
0
α)×{tα}∪ a
∗
0,α ∪ b
∗
0,α as
in Figure 17. Then bα is an arc in F
l+1 by Lemma 3.5.8. Now let bα× I be a neighborhood
of bα in F
l+1 satisfying the following conditions:
(5) bα × I ∩ ∂W
l
j0 × I = (∂Wj0 − inta
0
α)× Iα.
(6) If s(wγα) = −, then (∂bα) × I = ((∂aα) × I)γα ; if s(wγα) = + or γα = ∅, then
∂bα = ((∂aα)× I)γα.
If jα ∈ I(wγα, l) with s(wγα) = −, then there is a homeomorphism Hα from (aα × I)γα
to bα × I such that Hα is an identifying map on (∂bα) × I = (∂aα) × I. If s(wγα) = + or
γα = ∅, then there is a homeomorphism Hα from (aα × I)γα to bα = bα × {0}. In this case,
(aα × I)γα = aα. (See Definition 3.2.1.) Q.E.D.(Construction(*))
Lemma 4.3.5. (1) If α 6= β, then bα × I ∩ bβ × I = ∅.
(2) H = ∪Hα is an injective map from ∪α(aα × I)γα to ∪αbα × I.
(3) If j /∈ m(l + 1), and dlj ∩ (a
∗
0,α × I ∪ b
∗
0,α × I) 6= ∅, then d
l
j ∩ (a
∗
0,α × I ∪ b
∗
0,α × I) ⊂
∪β 6=0(aβ × I)γβ . Furthermore, either j = jλ or j > γλ for some λ.
(4) elγ×I∩(a
∗
0,α×I∪b
∗
0,α×I) ⊂ ∪β 6=0(aβ×I)γβ . If e
l
γ×I∩(inta
∗
0,α×I∪intb
∗
0,α×I) 6= ∅,
then elγ × I ∩ (inta
∗
0,α × I ∪ intb
∗
0,α × I) ⊂ ∪β 6=0(aβ × I)γβ , and γ ≥ γλ for some λ.
(5) bα × I ⊂ F
l+1.
Proof. (1) By Construction(*) (5) and (6), we only need to prove that (a∗0,α ∪ b
∗
0,α) ∩
(a∗0,β ∪ b
∗
0,β) = ∅. Without loss of generality, we assume that 0 < α < β. By Lemma 3.4.7,
δ(0, α) ≤ δ(0, β) ≤ θ(0, β) ≤ θ(0, α).
Suppose that δ(0, α) < δ(0, β) ≤ θ(0, β). Since fi,α = fi,0 for δ(0, α) ≤ i ≤ θ(0, α)
fi,β = fi,0 for δ(0, β) ≤ i ≤ θ(0, β). By Lemma 3.3.4, fδ(0,α),α 6= fδ(0,β),β , fθ(0,β),β. a
∗
0,α ∩
(a∗0,β ∪ b
∗
0,β) = ∅.
Suppose that δ(0, α) = δ(0, β) ≤ θ(0, β). Since aα separates a
0
α = a
0
β and aβ in D
∗
0,β.
Now by the choice of Iα, (1) holds.
(2) By Lemma 3.5.4, (aα× I)γα ∩ (aβ × I)γβ = ∅ for α 6= β. By (1), bα× I ∩ bβ × I = ∅.
Hence (2) holds.
(3, 4) By Construction(*) (3) and (4), a0,α−∂W
l
j0
×I = a∗0,α−∂W
l
j0
×I and a∗0,α∩∂W
l
j0
×I
41
is an arc in dδ(0,α) × I. By Lemma 4.1.5(2), (4) and (6), d
l
j and e
l
γ × I are disjoint from
intdi,0 × I for j 6= j0 = m
l+1 and γ ∈ m(l). Now by Lemma 3.5.5, (3) and (4) holds.
(5) Since d0,0 ⊂ a
0
α, (∂W
l
j0
− inta0α)× Iα ⊂ F
l+1. By Lemma 3.5.8, a∗0,α ∪ b
∗
0,α is disjoint
from cll+1 × I. Hence (5) holds. Q.E.D.
Definition 4.3.6. Let dl+1j = (d
l
j − ∪α6=0(aα × I)γα) ∪ H(d
l
j ∩ (∪α6=0(aα × I)γα)) for
j /∈ m(l + 1).
Lemma 4.3.7. {cl+1i | i ≥ l + 2} is a set of pairwise disjoint arcs properly embedded
in F l+1 which lies in one of El+1f .
Proof. Since i ≥ l + 2, cl+1i = c
l
i is disjoint from c
l
l+1 × I. Hence c
l+1
i lies in E
l+1
f for
some f by Proposition 4(4). Furthermore, if cli ⊂ E
l
0, then c
l+1
i lies in one of E
l+1
0 and E
l+1
l+1 .
By Proposition 4(4) and Lemma 4.1.5(5), cl+1i is properly embedded in F
l+1. Q.E.D.
Lemma 4.3.8. (1) {dl+1j | j /∈ m(l+1)} is a set of pairwise disjoint arcs in F
l+1 such
that ∂dl+1j = ∂d
l
j .
(2) If j ∈ {1, . . . , n} − m(l + 1) and j 6= jα for each α, then d
l+1
j = (d
l
j − ∪γα<j(aα ×
I)γα) ∪γα<j Hα(d
l
j ∩ (aα × I)γα).
(3) If j = jβ for some β 6= 0, then d
l+1
j = (d
l
j − aβ ∪γα<j (aα× I)γα)∪γα<j Hα(d
l
j ∩ (aα×
I)γα) ∪ bβ.
(4) If j < j0, then d
l
j = d
l+1
j .
Proof. (1) By Proposition 4(2) and (3), each component dlj ∩ e
l
γα × I is a core of
elγα × (0, 1) if j /∈ I(wγα , l). Hence each component of d
l
j ∩ (aα × I)γα is a core of (aα × I)γα
even if j = jα. By Lemma 4.3.5, d
l
j∩(∪α6=0a
∗
0,α∪b
∗
0,α) ⊂ ∪α6=0(aα×I)γα and bα×I∩bβ×I = ∅.
By Lemma 3.3.3 and Lemma 4.1.4, (∪j /∈m(l+1)d
l
j) ∩ c
l
l+1 × I = (∪α6=0(d0,α × I)γα) ∩ c
l
l+1 × I.
By Definition 3.5.1, d0,α ⊂ aα. By Lemma 4.3.5(5), d
l+1
j is an arc in F
l+1. By Proposition
4, dlj ∩ d
l
r = ∅ for j 6= r. Since H is injective, d
l+1
j ∩ d
l+1
r = ∅.
(2) If j 6= jα for each α 6= 0 and j < γα, then, by Proposition 4(3), d
l
j is disjoint from
(aα × I)γα ⊂ e
l
γα × I. Hence (2) holds.
(3) Suppose that j = jβ for some β 6= 0. Then aβ = aβ × {0} ⊂ d
l
j . Furthermore,
Hβ(aβ) = bβ. By the argument in (2), (3) holds.
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(4) If j < j0, then j < jα for each α 6= 0. By Proposition 4(3), d
l
j ∩ (aα × I)γα = ∅ for
each α. By (2), (4) holds. Q.E.D.
In fact, if j > j0, then d
l+1
j is obtained by doing band sums with copies of ∂W
l
j0
to dlj.
See Lemma 4.6.3.
Definition 4.3.9. (1) Let el+1γ × I = e
l
γ × I for γ ∈ m(l) with s(wγ) = +.
(2) Suppose that r ∈ I(wγ, l) for some γ ∈ m(l) with s(wγ) = −. If γ > j0, then let
(dl+1r × I)γ = ((d
l
r × I)γ − ∪α(aα × I)γα) ∪H((d
l
r × I)γ ∩ (∪α(aα × I)γα)). If γ ≤ j0, then
let (dl+1r × I)γ = (d
l
r × I)γ.
(3) Suppose that γ ∈ m(l) with s(wγ) = −. Let e
l+1
γ = (e
l
γ − ∪r∈I(wγ ,l)d
l
r) ∪r∈I(wγ ,l) d
l+1
r ,
el+1γ × I = (e
l
γ × I − ∪r∈I(wγ ,l)(d
l
r × I)γ) ∪r∈I(wγ ,l+1) (d
l+1
r × I)γ. Specially, let e
l+1
ml+1 =
∂W lj0 − intd
l
j0
, el+1ml+1 × I = (∂W
l
j0
− intdlj0)× I.
Lemma 4.3.10. (1) For each γ ∈ m(l + 1), el+1γ × I is a disk in F
l+1 such that
(∂elγ)× I = (∂e
l+1
γ )× I for γ ∈ m(l) and (∂e
l+1
ml+1)× I = (∂d
l
j0
)× I.
(2) Suppose that r ∈ I(wγ, l) for some j0 < γ ∈ m(l) with s(wγ) = −. If r 6= jα for
each α, then (dl+1r × I)γ = ((d
l
r × I)γ − ∪γα<r(aα × I)γα) ∪γα<r Hα((d
l
r × I)γ ∩ (aα × I)γα).
(3) Suppose that s(wγβ) = −. Then (d
l+1
jβ
× I)γβ = ((d
l
jβ
× I)γβ − (aβ × I)γβ ∪γα<jβ (aα×
I)γα) ∪γα<jβ Hα((d
l
jβ
× I)γβ ∩ (aα × I)γα) ∪ bβ × I.
Proof. Suppose that s(wγ) = +. By Proposition 4(1) and (5), e
l
γ × I is disjoint from
cll+1 × I ⊂ F
l. Hence el+1γ × I = e
l
γ × I ⊂ F
l+1 is a disk.
Suppose that s(wγ) = −. There are four cases:
Case 1. γ < j0.
Now if r ∈ I(wγ), then r < γ < j0. By Lemma 4.1.2 and Lemma 4.3.7, (d
l+1
r × I)γ =
(dlr × I)γ ⊂ e
l
γ × I is disjoint from c
l
l+1× I. By Definition 4.3.9, e
l+1
γ × I = e
l
γ × I ⊂ F
l+1 is
a disk.
Case 2. By the construction, el+1ml+1 × I is a disk in F
l+1.
Case 3. γ > j0 and γ 6= γα for each α.
Now γ ≥Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. Since δ(0, α) ≤ i ≤ θ(0, α), γi,α = γi,0. By Lemma
3.5.3, if elγ × I ∩ (intaα × I)γα 6= ∅, then, γ > γα. By Proposition 4(1), e
l
γ × I ∩ e
l
γα × I =
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(∪r∈I(wγ ,l)(d
l
r × I)γ)∩ e
l
γα × I. By Definition 2.1.4, each component of e
l
γ × I ∩ (aα× I)γα is
(c×I)γ ⊂ (aα× (0, 1))γα where c is a core of (aα×I)γα . By Lemma 3.2.6, if r ∈ I(wγ, l) and
r < γα, then (d
l
r×I)γ is disjoint from (aα×I)γα . Hence (2) holds. By Lemma 4.1.5(2), e
l
γ×I
is disjoint fromW lj0×Iα ⊂W
l
j0×I. By Lemma 4.3.5, if e
l
γ×I∩((inta
∗
0,α∪intb
∗
0,α)×I)γα 6= ∅,
then elγ × I ∩ ((inta
∗
0,α ∪ intb
∗
0,α)× I)γα ⊂ ∪β 6=0((intaβ ∪ intbβ)× I)γβ . Since H is injective,
el+1γ × I is a disk in F
l+1.
Case 4. γ = γβ for some β.
Now (aβ × I)γβ ⊂ (d
l
jβ
× I)γβ ⊂ e
l
γβ
× I. By Definition 4.3.9 and the argument in Case
3, el+1γ × I is a disk in F
l+1 and (3) holds. Q.E.D.
4.4 F l+1 is a surface generated by an abstract tree in ∂+V−
By the construction, F l+1 is a surface in ∂+V−. In this section, we shall prove that
∪fE
l+1
f ∪γ∈m(l+1) e
l+1
γ is an abstract tree and F
l+1 is a surface generated by ∪fE
l+1
f ∪γ∈m(l+1)
el+1γ , which satisfies Proposition 4(1).
Lemma 4.4.1. (1) F l+1 = ∪l+1f=0E
l+1
f ∪γ∈m(l+1) e
l+1
γ × I.
(2) For γ 6= λ ∈ m(l + 1), (∂el+1γ )× I ∩ (∂e
l+1
λ )× I = ∅.
Proof. By the construction, F l+1 = (F l − c × (−1, 1)) ∪ (∂W lj0 − inta) × I, where
a ⊂ d0,0. Since d
l
j0
⊂ F l, F l+1 = (F l − c× (−1, 1)) ∪ el+1ml+1 × I. Hence (1) follows from the
construction.
Since F l is generated by ∪fE
l
f∪γ∈m(l) e
l
γ. Hence, by Lemma 4.3.10, (∂e
l+1
γ )×I∩(∂e
l+1
λ )×
I = ∅ for γ 6= λ ∈ m(l). By Lemma 4.3.10 and Lemma 4.1.5(1), (∂el+1γ )×I∩(∂e
l+1
ml+1)×I = ∅
for γ ∈ m(l). Q.E.D.
Lemma 4.4.2. If λ ∈ m(l + 1) with s(wλ) = +, then inte
l+1
γ × I is disjoint from
∪fE
l+1
f ∪γ<λ e
l+1
γ × I.
Proof. Since s(wλ) = +, by Lemma 4.1.3, λ 6= j0 = m
l+1. By Proposition 4(1) and
(5), elγ × I is disjoint from c
l
l+1 × I ⊂ E
l
0. By Definition 4.3.9, e
l+1
γ × I = e
l
γ × I.
Suppose that λ < j0. By Definition 4.3.9, e
l+1
γ × I = e
l
γ × I for γ < λ. Note that
El+10 , E
l+1
l+1 ⊂ E
l
0 and E
l+1
f = E
l
f for 1 ≤ f ≤ l. In this case, ∪fE
l+1
f ∪γ<λ e
l+1
γ × I =
44
∪fE
l
f ∪γ<λ e
l
γ × I − c
l
l+1 × (−1, 1). Hence inte
l+1
λ × I is disjoint from ∪fE
l+1
f ∪γ<λ e
l+1
γ × I.
Suppose that λ > j0. By Proposition 4(1), inte
l
λ × I is disjoint from ∪fE
l
f ∪γ<λ e
l
γ × I.
By Lemma 4.1.5(1) and (2), elλ × I is disjoint from e
l+1
ml+1 × I ⊂ ∂W
l
j0
× I. By Definition
4.3.9, ∪fE
l+1
f ∪γ<λ e
l+1
γ × I = (∪fE
l
f ∪γ<λ e
l
γ × I − c
l
l+1 × (−1, 1)) ∪ e
l+1
ml+1 × I. Hence
intel+1λ × I = inte
l
λ × I is disjoint from ∪fE
l+1
f ∪γ<λ e
l+1
γ × I. Q.E.D.
Lemma 4.4.3. Suppose that λ ∈ m(l + 1) with s(wλ) = −. Then inte
l+1
λ × I ∩
(∪fE
l+1
f ∪γ<λ e
l+1
γ × I) = ∪r∈I(wλ,l+1)d
l+1
r × I.
Proof. By assumption, Proposition 4 holds for k = l. Hence intelλ × I ∩ (∪fE
l
f ∪γ<λ
elγ × I) = ∪r∈I(wλ,l)d
l
r × I for λ ∈ m(l) with s(wλ) = −.
Since s(wλ) = −, by Lemma 2.2.5 and Lemma 4.1.3, j0 = m
l+1 /∈ I(wλ, l). By Definition
2.3.1, I(wλ, l + 1) = I(wλ, l)− {m
l+1} = I(wλ, l). Now there are four cases:
Case 1. λ < j0 = m
l+1.
In this case, {γ | λ > γ ∈ m(l + 1)} = {γ | λ > γ ∈ m(l)}.
By Definition 4.3.9, el+1λ × I = e
l
λ × I and e
l+1
γ × I = e
l
γ × I for γ ≤ λ. By Lemma
4.3.8 and Lemma 2.2.4, dl+1r = d
l
r for r ∈ I(wλ, l) or r ∈ I(wγ, l). Hence inte
l+1
λ × I ∩
(∪fE
l+1
f ∪γ<λ e
l+1
γ × I) = inte
l
λ × I ∩ (∪fE
l
f ∪γ<λ e
l
γ × I − c
l
l+1× (−1, 1)). By Lemma 4.1.2,
elγ × I is disjoint from c
l
l+1 × I. By Definition 4.3.9, the lemma holds.
Case 2. λ = j0 = m
l+1.
By Definition 4.3.9, el+1γ × I = e
l
γ × I for γ < λ. and e
l+1
ml+1 × I = (∂Wj0 − intd
l
j0
)× I. If
r ∈ I(wj0, l), then r < j0. By Lemma 4.3.8, d
l+1
r = d
l
r is disjoint from c
l
l+1 × I. By Lemma
4.1.5(1) and (2), dl+1r × I ⊂ ∪fE
l+1
f ∪γ<j0 e
l+1
γ × I = ∪fE
l
f ∪γ<j0 e
l
γ × I − c
l
l+1 × (−1, 1).
Hence the lemma holds.
Case 3. λ > j0 = m
l+1 and λ 6= γα for each α.
In this case, {γ | γ < λ ∈ m(l + 1)} = {γ | γ < λ ∈ m(l)} ∪ {ml+1}.
By Lemma 4.1.5(1) and (2), elλ×I is disjoint from e
l+1
ml+1×I ⊂ ∂W
l
j0×I. By Proposition
4(1), intelλ× I −∪r∈I(wλ,l)d
l
r× I is disjoint from ∪fE
l
f ∪γ<λ∈m(l) e
l
γ × I. By Definition 4.3.9,
for each γ ∈ m(l), el+1γ × I ⊂ e
l
γ × I ∪ ∂W
l
j0 × I. Hence inte
l
λ × I − ∪r∈I(wλ,l)d
l
r × I is
disjoint from ∪fE
l+1
f ∪γ<λ∈m(l+1) e
l+1
γ × I. Since λ > j0, by Lemma 4.3.10(2), (d
l+1
r × I)λ =
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((dlr× I)λ−∪γα<r(aα× I)γα)∪γα<rHα((d
l
r× I)λ∩ (aα× I)γα) ⊂ ∪fE
l+1
f ∪γ<λ∈m(l+1) e
l+1
γ × I.
Hence the lemma holds.
Case 4. λ = γβ.
By Lemma 4.3.5 and Construction(*), bβ × I ⊂ (∂W
l
j0 − a
0
β) × I ∪ E
l+1
fδ(0,β),0
∪ El+1fθ(0,β),0 .
By Lemma 4.1.5 and Definition 4.3.9, (∂W lj0 − a
0
β) × I ⊂ ∪fE
l+1
f ∪γ<j0 e
l+1
γ × I. By the
argument in Case 3 and Lemma 4.3.10(3), the lemma holds Q.E.D.
Lemma 4.4.4. If λ > γ ∈ m(l + 1), then each component of el+1λ ∩ e
l+1
γ × I is an arc
c ⊂ intel+1λ which is a core of e
l+1
γ × (0, 1), and each component of e
l+1
λ × I ∩ e
l+1
γ × I is
(c× I)λ ⊂ e
l+1
γ × (0, 1).
Proof. Recalling the assumption that Proposition 4 holds for k = l. There are five
cases:
Case 1. γ < λ < j0.
Now el+1γ × I = e
l
γ × I and e
l+1
λ × I = e
l
λ × I. Since F
l is a surface generated by the
abstract tree ∪fE
l
f ∪γ∈m(l) e
l
γ , the lemma holds. (See Definition 2.1.4.)
Case 2. γ < λ = j0.
Now el+1γ ×I = e
l
γ×I ⊂ F
l−cll+1×(−1, 1). By Lemma 4.4.3, e
l+1
ml+1×I∩(∪fE
l+1
f ∪γ<ml+1
el+1γ × I) = (∂d
l
j0
)× I ∪r∈I(wj0 ,l+1) d
l+1
r × I. By Lemma 4.3.8, d
l+1
r = d
l
r. By Lemma 4.1.5(1),
(2),(3) and Lemma 4.4.1(2), the lemma holds.
Case 3. γ < j0 = m
l+1 < λ.
By Definition 4.3.9, el+1γ × I = e
l
γ × I ⊂ F
l − cll+1 × [−1, 1]. By Lemma 4.1.5, each
component of ∂W lj0×I∩e
l
γ×I is c×I ⊂ e
l
γ×(0, 1) where c is a core of e
l
γ×(0, 1). By Lemma
4.1.5(6), (intdi,0×I)j0 is disjoint from e
l
γ×I = e
l
γ×I. Note that a
0
α = ∪
θ(0,α)
i=δ(0,α)di,0∪
θ(0,α)
i=δ(0,α)ei,0.
Hence each component of ∂W lj0 × I ∩ e
l
γ × I is either in (∂W
l
j0
− inta0α)× I or in inta
0
α × I.
Since γ < j0 < jα, by Lemma 4.3.5(4), inta
∗
0,α × I ∪ intb
∗
0,α × I is disjoint from e
l
γ × I.
Since jα > j0, by Lemma 3.2.6, (intdi,α × I)γα is also disjoint from e
l
γ × I. Hence each
component of elγα × I ∩ e
l
γ × I is either in (e
l
γα − intaα)× I or in (intaα × I)γα.
Since λ > j0, λ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)} by Lemma 3.3.1. Hence if e
l
λ × I ∩ (aα ×
I)γα 6= ∅, then, by Lemma 3.5.3, λ ≥ γα. By Definition 2.1.4 and Proposition 4(1), each
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component of elλ × I ∩ (aα × I)γα is (c × I)λ ⊂ (aα × I)γα where c is a core of (aα × I)γα .
Hence each component of elλ× I ∩ e
l
γ × I is either in (aα× I)γα or in e
l
λ× I − (intaα× I)γα .
By Lemma 4.3.10(2), (3) and Lemma 4.4.3, el+1λ × I ∩ e
l+1
γ × I = S1 ∪ S2 where S1 =
(elλ × I − ∪γα≤λ(intaα × I)γα) ∩ e
l
γ × I and S2 = (∪γα≤λHα(e
l
λ × I ∩ (aα × I)γα)) ∩ e
l
γ × I.
By the construction, Hα((c× I)λ) = (Hα(c)× I)λ ⊂ bα × I where Hα(c) is a core of bα × I.
By the above argument, the lemma holds.
Case 4. γ = j0 < λ.
By Lemma 4.1.5, elλ × I is disjoint from e
l+1
ml+1 × I = (∂W
l
j0
− intdlj0) × I. By Lemma
4.3.10(2), (3) and Lemma 4.4.3, el+1λ ×I∩e
l+1
ml+1×I = (∪γα≤λHα(e
l
λ×I∩(aα×I)γα))∩e
l+1
ml+1×I.
Note that each component of elλ×I∩(aα×I)γα is (c×I)λ ⊂ (aα×I)γα . By Definition 4.3.9,
Hα((c×I)λ) intersects bα×I in (Hα(c)×I)λ. Since a
0
α ⊂ d
l
j0, by Definition 4.3.9, e
l+1
ml+1×I ⊂
(∂W lj0 − inta
0
α)× I. By Lemma 4.1.5(8) and Construction(*)(3),(4), inta
∗
0,α× I ∪ b
∗
0,α× I is
disjoint from el+1ml+1 × I. By the construction, bα× I intersects e
l+1
ml+1 × I in e
l+1
ml+1 × Iα. Since
Iα ⊂ (0, 1), by Proposition 4 for k = l, the lemma holds.
Case 5. j0 < γ < λ. By Lemma 4.1.5, e
l
γ × I, e
l
λ × I are disjoint from ∂Wj0 × I. By
Lemma 4.3.5, bα × I ∩ bβ × I = ∅. By Definition 4.3.10(2), e
l+1
λ × I ∩ e
l+1
γ × I = S1 ∪ S2
where S1 = (e
l
λ × I −∪γα≤λ,γ(e
l
λ × I ∩ (aα × I)γα))∩ (e
l
γ × I −∪γα≤λ,γ(e
l
γ × I ∩ (aα × I)γα))
and S2 = ∪γα≤γ,λH(e
l
λ × I ∩ (aα × I)γα) ∩H(e
l
γ × I ∩ (aα × I)γα). Since H is injective, the
lemma holds. Q.E.D.
Lemma 4.4.5. F l+1 is a surface generated by an abstract tree ∪fE
l+1
f ∪γ∈m(l+1) e
l+1
γ .
Proof. By Lemmas 4.4.1-4.4.4, we only need to prove that ∪fE
l+1 ∪γ∈m(l+1) e
l+1
γ is an
abstract tree.
By Lemma 4.3.10, ∂elγ = ∂e
l+1
γ for γ ∈ m(l) and ∂e
l+1
ml+1 = ∂d
l
j0 . Let {e
∗
γ | γ ∈ m(l + 1)}
be a set of pairwise disjoint arcs obtained by pushing intel+1γ off ∪fE
l
f in ∂V−×I. By Propo-
sition 4(1) for k = l, each component of ∪lf=0E
l
f ∪γ∈m(l) e
∗
γ is an tree. By Definition 4.3.3,
Elf = E
l+1
f for 1 ≤ f ≤ l, and E
l+1
0 , E
l+1
l ⊂ E
l
0. Hence each component of ∪
l+1
f=0E
l+1
f ∪γ∈m(l)e
∗
γ
is also an tree. Note that ml+1 = j0.
By Lemma 3.3.1, dlj0 = ∪
θ(0)
i=δ(0)di,0 ∪
θ(0)
i=δ(0) ei,0. Since d
l
j0
intersects cll+1 in one point lying
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in intd0,0 ⊂ E
l
0, and E
l+1
0 ∪E
l+1
l+1 = E
l
0− c
l
l+1× (−1, 1), ∪
l+1
f=0E
l+1
f ∪γ∈m(l) e
∗
γ contains at least
two components. Furthermore, El+10 and E
l+1
fδ(0),0
lies in one component of ∪l+1f=0E
l+1
f ∪γ∈m(l)
e∗γ , E
l
l+1 and E
l+1
fθ(0),0
lies in another component of ∪l+1f=0E
l+1
f ∪γ∈m(l) e
∗
γ as in Figure 18.
Since ∂1e
l+1
ml+1 = ∂1d
l
j0 ⊂ E
l+1
fδ(0),0
and ∂2e
l+1
ml+1 = ∂2d
l
j0 ⊂ E
l+1
fθ(0),0
, so each component of
∪l+1f=0E
l+1
f ∪γ∈m(l+1) e
∗
γ is also an tree. By Definition 2.1.2, ∪fE
l+1
f ∪γ∈m(l+1) e
l+1
γ is an abstract
tree. Q.E.D.
e*γ
−1,0
e*γ
1,0
e*γ
δ(0),0
e*γ
θ(0),0
El0
Elf
δ(0),0
Elf
θ(0),0
e*j
0
El+1f
δ(0),0
El+1f
θ(0),0
El+10 E
l+1
l+1
Figure 18
4.5 The properties of dl+1j
Lemma 4.5.1. Suppose that j ∈ {1, . . . , n} −m(l + 1) and λ ∈ m(l + 1). If j < λ,
then either dl+1j is disjoint from e
l+1
λ × I or j ∈ I(wλ, l + 1) and s(wλ) = −.
Proof. By assumption, Proposition 4 holds for k = l.
Suppose that j < λ and j /∈ I(wλ, l + 1). Then, by Proposition 4(3), d
l
j is disjoint from
elλ × I for λ ∈ m(l). Now there are two cases:
Case 1. j < ml+1 = j0.
Suppose that λ = ml+1. Since j /∈ I(wml+1 , l + 1), by Lemma 4.1.5, Lemma 4.3.7,
dl+1j = d
l
j is disjoint from e
l+1
ml+1 × I ⊂ ∂W
l
j0
× I.
Suppose λ ∈ m(l). Since j < j0, by Lemma 4.3.5(3), d
l+1
j = d
l
j is disjoint from (a
∗
0,α ∪
b∗0,α)× I. Hence d
l+1
j is disjoint from bα× I. By Definition 4.3.9, e
l+1
λ × I ⊂ e
l
λ× I ∪α bα× I.
Hence dl+1j is disjoint from e
l+1
λ × I.
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Case 2. j > j0 = m
l+1.
Since λ > j, λ > j0. By Lemma 4.1.5, d
l
j, e
l
λ × I are disjoint from ∂W
l
j0 × I. If j < γα,
then, by Lemma 3.5.3, dlj is disjoint from (aα × I)γα except j = jα. Now there are two
sub-cases:
(1) j 6= jα for each jα ∈ L(c
l
l+1).
By Lemma 4.3.7(2), dl+1j = (d
l
j − ∪γα<j(aα × I)γα) ∪γα<j Hα(d
l
j ∩ (aα × I)γα). By
Construction(*)(3), (4) and Lemma 4.3.5(3), dlj − ∪γα<j(aα × I)γα is disjoint from (a
∗
0,α ∪
b∗0,α)× I. By Lemma 4.3.10 and Lemma 4.4.3, e
l+1
λ × I = (e
l
λ × I −∪γα≤λ(aα × I)γα) ∪γα≤λ
Hα(e
l
λ×I ∩ (aα×I)γα). By Lemma 4.3.5(4), e
l
λ×I−∪γα≤λ(aα×I)γα is disjoint from (a
∗
0,α∪
b∗0,α)×I. By Lemma 4.3.10(2), d
l+1
j ∩e
l+1
λ ×I = S1∪S2 where S1 = (d
l
j−∪γα<j(aα×I)γα)∩
(elλ×I−∪γα≤λ(aα×I)γα) and S2 = H(e
l
λ×I∩(∪γα≤λ(aα×I)γα))∩H(d
l
j∩(∪γα<j(aα×I)γα)).
Since H is injective, by Proposition 4(3) for k = l, the lemma holds.
(2) j = jβ for some jβ ∈ L(c
l
l+1).
Now (aβ ×{0})γβ = aβ ⊂ d
l
j. By Lemma 4.3.10 and Lemma 4.4.3, d
l+1
j = (d
l
j − aβ ∪γα<j
(aα × I)γα) ∪H(d
l
j ∩ (∪γα<j(aα × I)γα)) ∪ bβ . By assumption, λ 6= γβ. Hence, by the same
argument in (1), the lemma holds. Q.E.D.
Lemma 4.5.2. If j > λ, then each component of dl+1j ∩e
l+1
λ ×I is a core of e
l+1
λ ×(0, 1).
Proof. By Proposition 4(2) for k = l and the same argument as that in the proof of
Lemma 4.4.4, the lemma holds. Q.E.D.
Lemma 4.5.3. For each j /∈ L(cll+1), d
l+1
j = ∪
θ(j)
i=1d
l
j,fi,j
∪θ(j)−1i=1 e
∗
γi,j
satisfying the
following conditions:
(1) γi,j ∈ m(l) is as in Lemma 3.1.2, and e
∗
γi,j
is a core of el+1γi,j×(0, 1) for 1 ≤ i ≤ θ(j)−1.
(2) fi,j is as in Lemma 3.1.2. Furthermore, if fi,j = 0, then d
l
j,0 is either properly
embedded in El+10 or E
l+1
l+1 which is disjoint from ∪γ<jinte
l+1
γ × I, if fi,j 6= 0, then d
l
j,fi,j
is
properly embedded in El+1fi,j which is disjoint from ∪γ<jinte
l+1
γ × I for 1 ≤ i ≤ θ(j).
(3) dl+1j is regular in ∪fE
l+1
f ∪γ<j e
l+1
γ × I.
Proof. By Lemma 3.1.2, in F l, dlj = ∪
θ(j)
i=1d
l
j,fi,j
∪θ(j)−1i=1 eγi,j such that γi,j < j and d
l
j,fi,j
is disjoint from ∪γ<jinte
l
γ × I. Since j /∈ L(c
l
l+1), d
l
j,f is disjoint from c
l
l+1× I even if f = 0.
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Hence dlj,0 lies in one of E
l+1
0 and E
l+1
l+1 .
Suppose that γ < j. There are two cases:
(1) j < j0.
Now γi,j < j < j0. By Lemma 4.3.7 and Definition 4.3.9, e
l+1
γi,j
× I = elγi,j × I and
dl+1j = d
l
j. Furthermore, e
l+1
γ × I = e
l
γ × I for γ < j. In this case, eγi,j is also a core of
el+1γi,j × (0, 1). By Lemma 3.1.2, the lemma holds.
(2) j > j0.
By Lemma 4.1.5, dlj,fi,j ⊂ d
l
j is disjoint from e
l+1
ml+1 × I ⊂ ∂W
l
j0
× I.
Now we claim that intdlj,fi,j is disjoint from (a
∗
0,α ∪ b
∗
0,α)× I. By Construction(*)(3) and
(4), if intdlj,fi,j ∩ (a
∗
0,α ∪ b
∗
0,α)× I 6= ∅, then intd
l
j,fi,j
∩ (a∗0,α ∪ b
∗
0,α)× I ⊂ (aλ × I)γλ for some
jλ ∈ L(c
l
l+1). By assumption, j 6= jλ. By Lemma 4.3.5, j > γλ, contradicting Lemma 3.1.2.
If γ < j, then, by Lemma 3.1.2, dlj,fi,j is disjoint from inte
l
γ × I. By Definition 4.3.9,
intel+1γ × I ⊂ ∪αbα × I ∪ inte
l
γ × I. Hence d
l
j,fi,j
is disjoint from intel+1γ × I. Now d
l+1
j =
∪
θ(j)
i=1d
l
j,fi,j
∪
θ(j)−1
i=1 e
∗
γi,j
where e∗γi,j = (eγi,j−eγi,j ∩(∪α(aα×I)γα))∪∪αHα(eγi,j ∩(aα×I)γα) is a
core of el+1γ ×(0, 1). Now each component of d
l+1
j ∩(∪γ<je
l+1
γ ×I) is e
∗
γi,j
for 1 ≤ i ≤ θ(j)−1.
By Lemma 4.5.1 and 4.5.2, (1) and (2) holds.
By Lemma 4.3.7, ∂dl+1j = ∂d
l
j . By Lemma 4.3.10, (∂e
l+1
γ )× I = (∂e
l
γ)× I for γ ∈ m(l).
Hence ∂dl+1j is disjoint from e
l+1
γ × I. Since j > j0, j /∈ I(wj0, l), by Lemma 4.1.5(4),
∂dl+1j = ∂d
l
j is disjoint from e
l+1
ml+1 × I ⊂ ∂W
l
j0
× I. By Lemma 4.3.7(2) and Definition 4.3.9,
dlj is properly embedded in ∪fE
l+1
f ∪γ<j e
l+1
γ × I. By Lemma 3.1.2, fi,j 6= fi,j and γi,j = γr,j
for i 6= r. By Lemma 4.5.2, dl+1j is regular in ∪fE
l+1
f ∪γ<j e
l+1
γ × I. Q.E.D.
Lemma 4.5.4. If γ < jα, then inta
∗
0,α ∪ intb
∗
0,α is disjoint from e
l+1
γ × I.
Proof. Suppose that γ < jα. There are three cases:
Case 1. γ < j0 = m
l+1.
By Definition 4.3.9, el+1γ × I = e
l
γ × I. By Lemma 4.3.5(4), the lemma holds.
Case 2. γ = j0 = m
l+1.
By Lemma 3.5.2 and Definition 4.3.9, a0α ⊂ d
l
j0. Hence e
l+1
ml+1 × I ⊂ (∂W
l
j0 − inta
0
α)× I.
By Lemma 4.1.5(8) and Construction(*)(3) and (4), the lemma holds.
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Case 3. γ > j0 = m
l+1. By Lemma 4.3.5(4), elγ×I ∩ (inta
∗
0,α∪ intb
∗
0,α) ⊂ ∪β≤γ(aβ×I)γβ .
Note that γα > jα if γα 6= ∅. Since γ < jα, γ < γα if γα 6= ∅.
By Lemma 4.3.10(2) and (3) and Lemma 4.4.3, el+1γ ×I = (e
l
γ×I− (e
l
γ×I ∩ (∪γβ≤γ(aβ×
I)γβ))∪γβ≤γHβ(e
l
γ× I ∩ (aβ × I)γβ). Note that Hβ(e
l
γ× I ∩ (aβ × I)γβ ) ⊂ bβ× I. By Lemma
4.3.5, bα × I ∩ bβ × I = ∅. Hence the lemma holds. Q.E.D.
Lemma 4.5.5. Suppose that jα ∈ L(c
l
l+1)and α 6= 0. Then
(1) Each component of dl+1jα ∩(∪γ<jαe
l+1
γ ×I) is a core of e
l+1
γ ×I for γ ∈ {m
l+1}∪{γi,α | i <
δ(0, α) or i > θ(0, α)} ∪ {γi,0 | i < δ(0, α) or i > θ(0, α)}.
(2) Each component of dl+1jα −∪γ<jα inte
l+1
γ × I lies in E
l+1
f for f ∈ {0, l+1}∪{fi,α | i ≤
δ(0, α) or i ≥ θ(0, α)} ∪ {fi,0 | i < δ(0, α) or i > θ(0, α)}.
(3) dl+1jα is regular in ∪fE
l+1
f ∪γ<jα e
l+1
γ × I.
Proof. Since aα = aα × {0} ⊂ (aα × I)γα . By Lemma 4.3.7(3), d
l+1
jα = S ∪ bα where
S = (dljα − aα ∪γβ<jα (aβ × I)γβ) ∪γβ<jα Hβ(d
l
jα ∩ (aβ × I)γβ).
By Definition 3.5.1, aα = ∪
θ(0,α)
i=δ(0,α)di,α ∪
θ(0,α)
i=δ(0,α) ei,α. By Lemma 3.3.1, d
l
jα − intaα =
∪
δ(0,α)−1
i=δ(α) (di,α∪ei,α)∪
θ(α)
i=θ(0,α)+1(di,α∪ei,α). By the argument in Lemma 4.5.3, S1 = ∪
δ(0,α)−1
i=δ(α) (di,α∪
e∗i,α) ∪
θ(α)
i=θ(0,α)+1 (di,α ∪ e
∗
i,α) satisfying the following conditions:
(1) di,α is an arc in E
l+1
fi,α
such that intdi,α is disjoint from e
l+1
γ × I for γ < jα.
(2) e∗i,α = (ei,α − ei,α ∩ (∪α(aα × I)γα)) ∪ ∪αHα(ei,α ∩ (aα × I)γα) is a core of e
l+1
γi,α
× I.
By the construction, bα = bα × {0} = a
∗
0,α ∪ (∂W
l
j0
− a0α) × {tα} ∪ b
∗
0,α. Note that
a∗0,α ⊂ E
l+1
fδ(0,α),α
and b∗0,α ⊂ E
l+1
fθ(0,α),α
. Let S2 = (∂W
l
j0 − a
0
α) × {tα}. Note that γi,0 < j0
for δ(0) ≤ i ≤ θ(0). By Definition 4.3.9, el+1γi,0 × I = e
l
γi,0
× I. By Lemma 3.3.1, dlj0 =
∪
θ(0)
δ(0)di,0 ∪
θ(0)
δ(0) ei,0. By Lemma 3.5.1, a
0
α = ∪
θ(0,α)
δ(0,α)di,0 ∪
θ(0)
δ(0) ei,0. Hence S2 intersects e
l+1
γ × I in
a core of el+1γ × I for γ ∈ {γi,0 | i < δ(0, α) or i > θ(0, α)}, and E
l+1
fi,α
in an arc di,0 × {tα}
for f ∈ {fi,0 | i < δ(0, α) or i > θ(0, α)}. In particular, by Definition 4.3.9, S2 intersects
el+1ml+1 × I in a core of e
l+1
ml+1 × (0, 1). By Lemma 4.5.4, a
∗
0,α ∪ b
∗
0,α is disjoint from inte
l+1
γ × I
for γ < jα.
Now we claim that di,0 × {tα} is disjoint from inte
l+1
γ × I for γ < jα. There are two
cases:
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Case 1. γ ≤ j0 = m
l+1.
Suppose that γ < j0. By Definition 4.3.9, e
l+1
γ × I = e
l
γ × I. By Lemma 4.1.5(6),
di,0×{tα} ⊂ di,0×I is disjoint from e
l+1
γ ×I. Since di,0 ⊂ d
l
j0
, intel+1ml+1×I = (∂W
l
j0
−dlj0)×I
is disjoint from di,0 × {tα}.
Case 2. γ > j0.
Since γ < jα, γ < γα. Since γ > j0 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, by Lemma 3.5.3,
elγ × I is disjoint from (intaα × I)γα .
By Lemma 4.3.10, el+1γ × I = (e
l
γ × I − ∪γβ≤γ(aβ × I)γβ) ∪γβ≤γ Hβ(e
l
γ × I ∩ (aβ × I)γβ).
Note that Hβ(e
l
γ × I ∩ (aβ × I)γβ) ⊂ bβ × I. By Lemma 4.3.5, bα × I ∩ bβ × I = ∅. Hence
el+1γ × I is disjoint from Hα((intaα × I)γα) = intbα × I. Thus di,0 × {tα} is disjoint from
intel+1γ × I.
By Lemma 3.3.4(3), {γi,α | i > θ(0, α) or i < δ(0, α)}∩{γi,0 | i > θ(0, α) or i < δ(0, α)} =
∅. By Lemma s 4.5.1 and 4.5.2, dl+1j is regular in ∪fE
l+1
f ∪γ<j e
l+1
γ × I. Q.E.D.
4.6 The proofs of Propositions 4-6 for the case: k = l + 1 and
s(vl+1) = +
In this section, we shall finish the proofs of Propositions 4-6 for the case: k = l+ 1 and
s(vl+1) = +.
Lemma 4.6.1. ∂cl+1i is disjoint from d
l+1
j and e
l+1
γ .
Proof. By Definition 4.3.3, cl+1i = c
l
i. By Lemma 4.1.5(5), ∂c
l+1
i is disjoint from
∂W lj0 × I. By Lemma 3.5.8, ∂c
l+1
i is disjoint from bα × I. By Proposition 4(5), ∂c
l+1
i is
disjoint from dlj and e
l
γ × I. By Definition 4.3.9, d
l+1
j ⊂ d
l
j ∪ ∂W
l
j0
× I ∪α bα × I and
el+1γ × I ⊂ e
l
γ × I ∪ ∂W
l
j0
× I ∪α bα × I. Hence the lemma holds. Q.E.D.
The proof of Proposition 4. By Lemmas 4.4.1-4.4.5, Proposition 4(1) holds. By
Lemma 4.5.3(3) and Lemma 4.5.5(3), dl+1j is regular in ∪fE
l+1
f ∪γ<j e
l+1
γ × I. Hence Propo-
sition 4(2) holds. Proposition 4(3) follows from Lemma 4.5.1.
If j /∈ L(cll+1), then, by Proposition 4(4), c
l+1
i = c
l
i intersects d
l
j,fi,j
in at most one point.
By Lemma 4.5.3 and Lemma 4.3.7, dl+1j − ∪γ<jinte
l+1
γ × I intersects c
l+1
i in at most one
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point.
Suppose that j = jα. By Lemma 3.3.4(4), {fi,α | i > θ(α, β) or i < δ(α, β)}∩ {fi,β | i >
θ(α, β) or i < δ(α, β)} = ∅.
Suppose fist that δ(0, α) = θ(0, α), then, by Lemma 3.5.8, a∗0,α ⊂ E
l+1
0 b
∗
0,α ⊂ E
l+1
l+1 .
Note that El+10 , E
l+1
l+1 ⊂ E
l
0. By Lemma 3.3.1, {0, l + 1} ∩ ({fi,α | i > θ(α, β) or i <
δ(α, β)} ∪ {fi,β | i > θ(α, β) or i < δ(α, β)}) = ∅.
Suppose now that δ(0, α) 6= θ(0, α). Then, by Lemma 3.3.1, {fδ(0,α),α, fθ(0,α),α} ∩
({fi,α | i > θ(α, β) or i < δ(α, β)} ∪ {fi,β | i > θ(α, β) or i < δ(α, β)}) = ∅.
By Lemma 4.5.5, dl+1j − ∪γ<jinte
l+1
γ × I = ∪
δ(0,α)−1
i=δ(α) di,α ∪
θ(α)
i=θ(0,α)+1 di,α ∪
δ(0,α)−1
i=δ(0) di,0 ×
{tα} ∪
θ(0)
i=θ(0,α)+1 di,0×{tα} ∪ a
∗
0,α ∪ b
∗
0,α. By Lemma 4.3.7, there is at most one component b
i
of dl+1j − ∪γ<jinte
l+1
γ × I such that b
i ∩ cl+1 6= ∅ for each i ≥ l + 2.
By Lemma 4.1.5(6), Construction(*)(3), (4) and Lemma 3.5.8, cl+1i = c
l
i intersects a
∗
0,α in
at most one point. Furthermore, cl+1i = c
l
i intersects a
∗
0,αin one point if and only if c
l+1
i ∩a0,α
in one point, where a0,α is as in Lemma 3.5.5. Similarly, c
l+1
i = c
l
i intersects b
∗
0,αin one point
if and only if cl+1i ∩ b0,α in one point. By Lemma 4.1.5(6), c
l+1
i intersects di,0 × {tα} in one
point if and only if cli intersects di,0 in one point. By Proposition 4(4) and Lemma 3.3.1,
cl+1i = c
l
i intersects di,α in at most one point. Hence Proposition 4(4) holds.
Proposition 4(5) follows from Lemma 4.6.1. Q.E.D.
The proof of Proposition 5. Suppose that j /∈ L(cll+1). By the argument in the
proof of Lemma 4.5.3 and Lemma 3.1.4, L(dl+1j ) = L(d
l
j).
Suppose that j = jα ∈ L(c
l
l+1). By the argument in the proofs of Lemma 4.5.5
and Proposition 4 for k = l + 1, L(dl+1j ) = ∪
δ(0,α)−1
i=δ(α) L(di,α) ∪
θ(α)
i=θ(0,α)+1 L(di,α) ∪
δ(0,α)−1
i=δ(0)
L(di,0) ∪
θ(0)
i=θ(0,α)+1 L(di,0) ∪ L(a
∗
0,α) ∪ L(b
∗
0,α).
Now there are two cases:
Case 1. δ(0, α) = θ(0, α) = 0.
By Lemma 3.5.8(1), L(a∗0,α)∪L(b
∗
0,α) = L(d0,0)∪L(d0,α)−L(d0,0)∩L(d0,α). By Lemma
3.3.1, fi,0 6= fr,α. By Proposition 4(4), L(di,0) ∩ L(di,α) = ∅ for i 6= 0. Hence, L(d
l+1
j ) =
L(dlj) ∪ L(d
l
ml+1)− L(d
l
j) ∩ L(d
l
ml+1).
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Case 2. δ(0, α) 6= θ(0, α).
By Lemma 3.3.4, L(di,0) = L(di,α) for δ(0, α) < i < θ(0, α). By Lemma 3.5.8(2),
L(a∗0,α) = L(dδ(0,α),0)∪L(dδ(0,α),α)−L(dδ(0,α),0)∩L(dδ(0,α),α). Similarly, L(b
∗
0,α) = L(dθ(0,α),0)∪
L(dθ(0,α),α)−L(dθ(0,α),0)∩L(dθ(0,α),α). Hence L(d
l+1
j ) = L(d
l
j)∪L(d
l
ml+1)−L(d
l
j)∩L(d
l
ml+1).
Q.E.D.
Lemma 4.6.3. bl+1j is obtained by doing band sums with some copies of ∂W
l
j0 to d
l
j.
Proof. Since each component of dlj ∩ (aα × I)γα is a core of (aα × I)γα , say aα × {tj}.
By Definition 4.3.6, Hα(aα × {tj}) intersects a
∗
0,α × I in a
∗
0,α × {tj}, b
∗
0,α × I in b
∗
0,α × {tj},
(∂W lj0 − inta
0
α)×I in (∂W
l
j0
− inta0α)×{tj}. Now by Lemma 3.5.5, a
∗
0,α×{tj}∪ b
∗
0,α×{tj}∪
aα × {tj} ∪ a
0
α × {tj} bounds a disk in F
l+1. Hence, the lemma holds. Q.E.D.
The Proof of Proposition 6. Suppose that i ≥ l + 2 and s(vi) = −. Then, by
Proposition 6, there is a properly embedded disk V li in V− such that ∂V
l
i ∩F
l = cli∪r∈I(vi,l)c
l
r.
Now we denote by V l+1i the disk V
l
i . By Lemma 4.1.5(7), ∂W
l
j0 × I is disjoint from ∂V
l
i −
cli∪r∈I(vi,l) v
l
r for each i ≥ l+2 with s(vi) = −. Since F
l+1 = (F l−cll+1× (−1, 1))∪e
l+1
ml+1×I,
∂V l+1i ∩ F
l+1 = cl+1i ∪r∈I(vi,l+1) c
l+1
r . In this case, if l + 1 ∈ I(vi, l), then I(vi, l + 1) =
I(vi, l)− {l + 1}, if not, then I(vi, l + 1) = I(vi, l).
Now suppose that j /∈ m(l+1) and s(wj) = −. By Lemma 4.1.5(7), ∂W
l
j0
× I is disjoint
from ∂W lj . By Proposition 6, ∂W
l
j ∩F
l = dlj ∪r∈I(wj ,l) d
l
r. Now let Cj = (∂W
l
j − d
l
j ∪r∈I(wj ,l)
dlr) ∪ d
l+1
j ∪i∈I(wj ,l) d
l+1
r . Then Cj ∩ F
l+1 = dl+1j ∪r∈I(wj ,l) d
l+1
r . Since s(wj0) = −, by Lemma
2.2.4 and Lemma 4.1.3, j0 = m
l+1 /∈ I(wj, l). Hence I(wj, l + 1) = I(wj, l). By Lemma
4.6.3, Cj is obtained by doing band sums with copies of ∂W
l
j0
to ∂W lj . Hence Cj bounds a
disk in W−, denoted by W
l+1
j .
Now by Proposition 6, (∂Vi − c
l
i ∪r∈I(vi,l) c
l
r) ∩ (∂W
l
j − d
l
j ∪r∈I(wj ,l) d
l
r) = ∅ for i ≥ l + 2
with s(vi) = − and j /∈ m(l) with s(wj) = −. Now there are two case:
(1) l + 1 /∈ I(vi, l).
Now I(vi, l+1) = I(vi, l). Hence V
l+1
i ∩W
l+1
j = (c
l+1
i ∪r∈I(vi,l+1) c
l+1
r )∩ (d
l+1
j ∪r∈I(wj ,l+1)
dl+1r ).
(2) l + 1 ∈ I(vi, l).
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Now I(vi, l + 1) = I(vi, l) − {l + 1}. By Proposition 6(2), c
l
l+1 is disjoint from W
l
j −
dlj ∪r∈I(wj ,l) d
l
r. Obviously, c
l
l+1 is disjoint from d
l+1
j and d
l+1
r . Note that (∂V
l
i − c
l
i ∪r∈I(vi,l)
clr) ∪ c
l
l+1 = ∂V
l+1
i − c
l+1
i ∪r∈I(vi,l+1) c
l+1
r . Hence V
l+1
i ∩ W
l+1
j = (c
l+1
i ∪r∈I(vi,l+1) c
l+1
r ) ∩
dl+1j ∪r∈I(wj ,l+1) d
l+1
r ). Q.E.D
5 The Proofs of Propositions 4-6 for the case: k = l+1
and s(vl+1) = −
In this section, we shall Propositions 4-6 for the case: k = l+1 and s(vl+1) = −. In the
following argument, we assume s(vl+1) = −.
5.1 The element of constructions
Recalling ml+1 = MinL(cll+1), and L(c
l
l+1) = {. . . , j−1, j0 = m
l+1, j1, . . .}.
Lemma 5.1.1. Suppose that ml+1 6= ∅. Then
(1) V ll+1 ⊂ V− such that ∂V
l
l+1 − c
l
l+1 is disjoint from F
l.
(2) ∂V ll+1 intersects d
l
j0 in one point p = intc
l
l+1 ∩ intd0,0.
(3) If j < j0 = m
l+1, then dlj is disjoint from ∂V
l
l+1; if γ < j0 = m
l+1, then elγ × I is
disjoint from ∂V ll+1.
(4) s(wml+1) = +.
Proof. (1) Since s(vl+1) = −, by Proposition 6, V
l
l+1 ⊂ V− and ∂V
l
l+1 ∩ F
l =
cll+1 ∪r∈I(vl+1,l) c
l
r. If r ∈ I(vl+1, l), then, by Lemma 2.2.4, r < l + 1. By Definition 2.3.1,
I(vl+1, l) = ∅. Thus (1) holds.
(2) By (1), ∂V ll+1 ∩ d
l
j0 = c
l
l+1 ∩ d
l
j0. By the proof of Lemma 4.1.2, c
l
l+1 intersects d
l
j0 in
one point lying in intd0,0 ∩ intc
l
l+1.
(3) Since dlj , e
l
γ×I ⊂ F
l. Hence dlj ∩∂V
l
l+1 = d
l
j ∩ c
l
l+1 and e
l
γ×I ∩∂V
l
l+1 = e
l
γ×I ∩ c
l
l+1.
By the minimality of ml+1 in L(cll+1), (3) follows from the proof of Lemma 4.1.2.
(4) Suppose that s(wml+1) = −. Then, by Proposition 6, W
l
ml+1 ⊂ W−. By (1),
W lml+1 ∩ V
l
l+1 = c
l
l+1 ∩ (d
l
ml+1 ∪r∈I(wml+1 ,l) d
l
r). Since r ∈ I(wml+1, l), by Lemma 2.2.4,
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r < j0 = m
l+1. By (2) and (3), V ll+1 intersects W
l
ml+1 in one point. Hence V− ∪ W− is
stabilized, a contradiction. Q.E.D.
Lemma 5.1.2. Suppose that j0 = m
l+1 6= ∅. If j0 ∈ I(wγ0 , l) for some γ0 ∈ m(l) with
s(wγ0) = −, then there is a neighborhood of d
l
j0
in F l, say dlj0 × [−2.5, 2.5], which satisfies
the following conditions:
(1) (dlj0 × I)γ0 = d
l
j0 × [−1, 1].
(2) If γ ≤Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then each component of d
l
j0
× [−2.5, 2.5]∩ elγ× I
is c× [−2.5, 2.5] ⊂ elγ × (0, 1) where c ⊂ intd
l
j0 is a core of e
l
γ × (0, 1).
(3) If γ0 > γ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then d
l
j0
× [−2.5, 2.5] is disjoint elγ × I.
(4) If γ > γ0, then e
l
γ × I is disjoint from d
l
j0
× ([1, 2.5] ∪ [−2.5,−1]).
(5) If j 6= j0 < γ0, then d
l
j is disjoint from d
l
j0
× [−2.5, 2.5], if j > γ0, then d
l
j is disjoint
from dlj0 × ([1, 2.5] ∪ [−2.5,−1]).
(6) intdi,0 × [−2.5,−1.5] ∪ [1.5, 2.5] is disjoint from e
l
γ × I for each γ ∈ m(l) and
δ(0) ≤ i ≤ θ(0), intdi,0 × [−2.5, 2.5] is disjoint from e
l
γ × I for γ < j0.
(7) dlj0 × [−2.5, 2.5] is disjoint from (aα × I)γα for α 6= 0, and d
l
j × [−2.5, 2.5] ∩D
∗
0,α =
a0α × [−2.5, 2.5] ∩D
∗
0,α.
(8) For each i ≥ l + 1, ∂cli is disjoint from d
l
j0
× [−2.5, 2.5].
Proof. (1) is trivial.
(2) Since γ < j0, by Proposition 4(2) and Definition 2.1.5, each component of d
l
j0
∩elγ×I
is a core of elγ × I, say c, which is a core of e
l
γ × (0, 1). Note that d
l
j0 ⊂ e
l
γ. By Proposition
4(1) and Definition 2.1.4, each component of (dlj0 × I)γ0 ∩ e
l
γ × I is (c× I)γ0 ⊂ e
l
γ × (0, 1).
(3) By Lemma 3.2.3 and Lemma 3.2.6, (dlj0 × I)γ0 is disjoint from e
l
γ × I for γ0 > γ >
Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
(4) If γ > γ0 ∈ m(l), then, by Proposition 4(1), each component of e
l
γ×I ∩ (d
l
j0
×I)γ0 =
(c× I)γ ⊂ (d
l
j0 × (0, 1))γ0.
(5) If j 6= j0 < γ0, then, by Proposition 4(3), d
l
j is disjoint from (d
l
j0
× I)γ0 . By
Proposition 4(2) and Definition 2.1.5, if j > γ0, then each component of d
l
j ∩ (d
l
j0 × I)γ0 is
c ⊂ (dlj0 × (0, 1))γ0.
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(6) If j0 < γ, then either γ = γ0 or (d
l
j0
× I)γ0 is disjoint from e
l
γ × I by Lemma 3.2.6.
If j0 > γ, then, by Lemma 3.3.1 and Definition 2.1.4, (intdi,0 × I)γ0 is disjoint from e
l
γ × I.
If γ > γ0, then each component of e
l
γ × I ∩ (d
l
j0
× I)γ0 = (c× I)γ ⊂ (d
l
j0
× (0, 1))γ0.
(7) By Lemma 3.2.6 and Lemma 3.5.7, (dlj0 × I)γ0 is disjoint from (aα × I)γα for α 6= 0.
(8) By Proposition 4(5), ∂cli is disjoint from (d
l
j0
× I)γ0 ⊂ e
l
γ0
× I.
Now dlj0 × [−2, 2] can be obtained by making (d
l
j0 × I)γ0 wide slightly. Hence Lemma
5.1.2 holds. Q.E.D.
Lemma 5.1.3. Suppose j0 6= ∅. If j0 /∈ I(wγ, l) for each γ ∈ m(l) with s(wγ) = −,
there is a neighborhood of dlj0 in F
l, say dlj0 × [−2.5, 2.5], which satisfies the following
conditions:
1) If j 6= j0, then d
l
j0
× [−2.5, 2.5] is disjoint from dlj .
2) If γ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then d
l
j0
× [−2.5, 2.5] is disjoint from elγ × I.
3) If γ ≤ Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then each component of d
l
j0 × [−2.5, 2.5]∩ e
l
γ × I
is c× [−2.5, 2.5] ⊂ elγ × (0, 1) where c ⊂ intd
l
j0
is a core of elγ × (0, 1).
4) di,0 × [−2.5, 2.5] is disjoint from inte
l
γ × I for each γ ∈ m(l).
(5) di,0 × [−2.5, 2.5] is disjoint from ∂c
l
i for each i ≥ l + 1.
(6) dlj0 × [−2.5, 2.5] is disjoint from (aα × I)γα for α, and d
l
j × [−2.5, 2.5] ∩ D
∗
0,α =
a0α × [−2.5, 2.5] ∩D
∗
0,α.
Proof. By Lemma 5.1.1(4), s(wml+1) = +. Hence if j0 = m
l+1 ∈ I(wγ, l) then
s(wγ) = −. By assumption, j0 /∈ I(wγ, l) for each γ ∈ m(l). Now (1) follows from
Proposition 4. (2) follows from Lemma 3.2.3. (3) follows Proposition 4(2) and Definition
2.1.5. (4) follows from (2) and Lemma 3.3.1. (5) follows from Proposition 4(5). (6) follows
from Lemma 3.5.7. Q.E.D.
Lemma 5.1.4. Suppose that j0 6= ∅. Then there is a neighborhood of ∂V
l
l+1 in ∂+V−,
say ∂V ll+1 × I, satisfying the following conditions:
(1) ∂V ll+1 × I ∩ F
l = cll+1 × I.
(2) If j, γ < j0, then d
l
j and e
l
γ × I are disjoint from c
l
l+1 × I.
(3) ∂dlj , (∂e
l
γ)× I are disjoint from c
l
l+1 × I for each j /∈ m(l) and γ ∈ m(l).
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(4) dlj0 intersects c
l
l+1 × I in an arc a ⊂ intd0,0, and d
l
j0
× [−2.5, 2.5] intersects cll+1 × I
in a× [−2.5, 2.5]. See Figure 19.
(5) For i ≥ l + 2, cli is disjoint from c
l
l+1 × I, if s(vi) = −, then V
l
i is disjoint from
∂V ll+1 × I.
(6) For each j /∈ m(l) with s(wj) = −, W
l
j − d
l
j ∪r∈I(wj ,l) d
l
r is disjoint from ∂V
l
l+1 × I.
Proof. (1) follows from Lemma 5.1.1(1). (2) follows from Lemma 5.1.1(3) and (4). (3)
follows from Proposition 4(5). (4) follows from Lemma 5.1.1(2). (5) and (6) follow from
Proposition 6. Q.E.D.
∂ Vl+1
l × I
dj
0
l × [−2.5,2.5]
a× [−2.5,2.5]
Elf
δ(0),0
Elf
θ(0),0
El0
Figure 19
Lemma 5.1.5. If L(cll+1) = ∅, then Propositions 4-6 hold for the case: k = l + 1 and
s(vl+1) = −.
Proof. By Corollary 3.2.5, dlj, e
l
γ × I are disjoint from c
l
l+1 × I where c
l
l+1 × I is a
regular neighborhood of cll+1 in E
l
0. Let F
l+1 = F l − cll+1 × (−1, 1). We denote by d
l+1
j
the arc dlj for j ∈ {1, . . . , n} − m(l), e
l+1
γ × I the disk e
l
γ × I for γ ∈ m(l), E
l+1
f the
disk Elf for 1 ≤ f ≤ l. In particular, we denote by E
l+1
0 , E
l+1
l+1 the two components of
El0 − c
l
l+1 × (−1, 1). By Proposition 4, c
l
i ∩ c
l
l+1 = ∅ for i ≥ l + 2. Now we denote by c
l+1
i
the arc cli. Let m(l+1) = m(l). For i ≥ l+2 with s(vi) = − and j ∈ {1, . . . , n}−m(l), we
denote by V l+1i the disk V
l
i , W
l+1
j the disk W
l
j . By the argument in Section 4.2, the lemma
holds. Q.E.D.
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5.2 The constructions of cl+1i , d
′
j, e
′
γ × I, F
l+1 (I).
By Lemma 5.1.5, in the following argument, we may assume that L(cll+1) 6= ∅. Hence
j0 = m
l+1 6= ∅. In Sections 5.2 and 5.3, we shall construct cl+1i , d
′
j, e
′
γ × I, F
l+1 from
dlj , c
l
i, e
l
γ × I, F
l, where cl+1i , F
l+1 are just cl+1i , F
l+1 in Propositions 4-6, but d
′
j, e
′
γ × I are
not dl+1j , e
l+1
γ × I in Propositions 4-6. In this section, we first assume that j0 /∈ I(wγ, l) for
each γ ∈ m(l) with s(wγ) = −.
Let ∂V ll+1 × I be a neighborhood of ∂V
l
l+1 in ∂+V− satisfying Lemma 5.1.4, and d
l
j0
×
[−2.5, 2.5] be a neighborhood of dlj0 in F
l satisfying Lemma 5.1.3.
Definition 5.2.1. We denote by E0, El+1 the two components of E
l
0 − c
l
l+1 × (−1, 1).
E0 El+1
dj
0
l × 1.5
dj
0
l × −1.5
Figure 20
B3 B2B1
h2× 2h1× 2
h1× −2
a* a**
h2× −2
dj
0
l × 2.5
dj
0
l × −2.5
Figure 21
Definition 5.2.2. (1) Let F ∗ = F l ∪ ∂V ll+1 × I − d
l
j0
× (−1.5, 1.5). See Figure 20.
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(2) Let F l+1 be the surface obtained by identifying ∂1d
l
j0
× [1.5, 2] to ∂1d
l
j0
× [2, 2.5] and
∂1d
l
j0 × [−2,−1.5] to ∂1d
l
j0 × [−2.5,−2] in ∂+V−−F
l+1. See Figure 21.
Let b = ∂V ll+1 − a × (−2, 2). Then b × I = (∂V
l
l+1 − a × (−2, 2)) × I. Now by Lemma
5.1.4(4), B = (dlj0 × [−2,−1.5] ∪ [1.5, 2]) ∪ b × I is a disk. We denote by h1, h2 the two
components of dlj0 − inta where a is as in Lemma 5.1.4. Now there is an arc a
∗ in B =
(dlj0 × [−2,−1.8]∪ [1.8, 2])∪ b× I connecting ∂1d
l
j0 ×{2} to ∂1d
l
j0 × {−2}. Furthermore, a
∗
intersects b×I in b×{−1/2}. Similarly, there is an arc a∗∗ in (dlj0×[−2,−1.8]∪[1.8, 2])∪b×I
connecting ∂2d
l
j0
× {2} to ∂2d
l
j0
× {−2}. Furthermore, a∗∗ intersects b × I in b × {1/2}.
Now a∗ ∪ a∗∗ separates B = (dlj0 × [−2,−1.5] ∪ [1.5, 2]) ∪ b × I into three disks B1, B2, B3
as in Figure 21. Without loss of generality, we may assume that h1 × {−2, 2} ⊂ B1 and
h2×{−2, 2} ⊂ B2 as in Figure 21. Note that B1 ∪B2 ⊂ (d
l
j0 × [−2,−1.8]∪ [1.8, 2])∪ b× I.
Now there is a homeomorphism Hi form hi × [−2, 2] ⊂ d
l
j0
× [−2, 2] to Bi such that Hi
is an identifying map on hi × {−2, 2} for i = 1, 2. Let H = H1 ∪H2.
El+1f
δ(0),0
El+1f
θ(0),0
El+1f
δ(0),0
El+1f
θ(0),0
e′
m
l+1
Figure 22
By Lemma 3.3.1 and Remark 3.3.2, dlj0 = ∪
θ(0)
i=δ(0)di,0 ∪
θ(0)
i=δ(0) ei,0.
Definition 5.2.3. (1) For each γ ∈ m(l), let e
′
γ = e
l
γ , e
′
γ × I = (e
l
γ × I − e
l
γ × I ∩
(h1 ∪ h2)× [−2, 2]) ∪H(e
l
γ × I ∩ (h1 ∪ h2)× [−2, 2]).
(2) For j /∈ m(l + 1), let d
′
j = d
l
j.
(3) For i ≥ l + 2, let cl+1i = (c
l
i − c
l
i ∩ (h1 ∪ h2)× [−2, 2]) ∪H(c
l
i ∩ (h1 ∪ h2)× [−2, 2]).
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(4) For 1 ≤ f ≤ l, let El+1f = (E
l
f−E
l
f ∩(h1∪h2)× [−2, 2])∪H(E
l
f ∩(h1∪h2)× [−2, 2]),
let El+10 = (E0 −E0 ∩ (h1 ∪ h2)× [−2, 2]) ∪H(E0 ∩ (h1 ∪ h2)× [−2, 2]), let E
l+1
l+1 = (El+1 −
El+1 ∩ (h1 ∪ h2)× [−2, 2]) ∪H(El+1 ∩ (h1 ∪ h2)× [−2, 2]).
(5) Let el+1ml+1 = d
l
j0×{−1.6}, and e
l+1
ml+1×I = B3 with e
l+1
ml+1×[−1, 0] = d
l
j0×[−1.5,−1.6].
See Figure 22.
5.3 The constructions of cl+1i , d
′
j, e
′
γ × I, F
l+1 (II).
In this section, we shall construct cl+1i , d
′
j, e
′
γ × I, F
l+1 from dlj , c
l
i, e
l
γ × I, F
l for the case:
j0 ∈ I(wγ0 , l) for some γ0 ∈ m(l) with s(wγ0) = −.
Let ∂V ll+1×I be a neighborhood of ∂V
l
l+1 in ∂+V− satisfying Lemma 5.1.4, and d
l
j0×[−2, 2]
be a neighborhood of dlj0 in F
l satisfying Lemma 5.1.2.
Recalling the disks E0, El+1, B1, B2, B3 and the arcs h1, h2, a
∗, a∗∗ in Section 5.2.
B1 B2
B3
a* a**
e′
m
l+1
(dj
0
l × I)γ
0
Figure 23
Definition 5.3.1. (1) Let F ∗ = (F l ∪ ∂V ll+1 × I − d
l
j0 × (−1.5, 1.5)) ∪ (d
l
j0 × I)γ0 .
(2) Let F l+1 be the surface obtained by identifying ∂1d
l
j0
× [1.5, 2] to ∂1d
l
j0
× [2, 2.5] and
∂1d
l
j0 × [−2,−1.5] to ∂1d
l
j0 × [−2.5,−2] in ∂+V−−F
l+1. See Figure 23.
Definition 5.3.2. (1) For each γ ∈ m(l) with γ < ml+1 = j0, let e
′
γ = e
l
γ , e
′
γ × I =
(elγ × I − e
l
γ × I ∩ (h1 ∪ h2)× [−2, 2]) ∪H(e
l
γ × I ∩ (h1 ∪ h2)× [−2, 2]).
(2) For each γ ∈ m(l) with γ > ml+1 = j0, let e
′
γ = e
l
γ, e
′
γ × I = e
l
γ × I.
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(3) Let el+1ml+1 = d
l
j0
×{−1.6}, and el+1ml+1×I = B3 with e
l+1
ml+1×[−1, 0] = d
l
j0
×[−1.5,−1.6].
See Figure 24.
Definition 5.3.3. (1) For j /∈ m(l + 1), let d
′
j = d
l
j .
(2) For i ≥ l + 2, let cl+1i = (c
l
i − c
l
i ∩ (h1 ∪ h2)× [−2, 2]) ∪H(c
l
i ∩ (h1 ∪ h2)× [−2, 2]).
(3) For 1 ≤ f ≤ l, let El+1f = (E
l
f−E
l
f ∩(h1∪h2)× [−2, 2])∪H(E
l
f ∩(h1∪h2)× [−2, 2]),
let El+10 = (E0 −E0 ∩ (h1 ∪ h2)× [−2, 2]) ∪H(E0 ∩ (h1 ∪ h2)× [−2, 2]), let E
l+1
l+1 = (El+1 −
El+1 ∩ (h1 ∪ h2)× [−2, 2]) ∪H(El+1 ∩ (h1 ∪ h2)× [−2, 2]). See Figures 23 and 24.
El+1f
δ(0),0
El+1f
θ(0),0
El+1f
δ(0),0
El+1f
θ(0),0
e′γ
0
× I
e′
m
l+1
Figure 24
5.4 Properties of cl+1i , d
′
j, e
′
γ × I, F
l+1
In this section, we shall introduce simple properties of cl+1i , d
′
j, e
′
γ × I, F
l+1.
Lemma 5.4.1. (dlj0 × [−2,−1.5] ∪ [1.5, 2]) ∪ b × I ⊂ E
l+1
0 ∪ E
l+1
l+1 ∪
θ(0)
i=δ(0) E
l+1
fi,0
∪θ(0)i=δ(0)
e
′
γi,0
× I ∪ e
′
ml+1 × I.
Proof. By Lemma 3.3.1, dlj0 = ∪
θ(0)
i=δ(0)di,0∪
θ(0)
i=δ(0) ei,0, where di,0 is an properly embedded
arc in Elfi,0 , ei,0 is a core of e
l
γi,0
× (0, 1) for i 6= 0, and d0,0 is an arc in E
l
0. By Lemma
5.1.4, a ⊂ intd0,0. We denote by h
∗, h∗∗ the two components of d0,0− inta. We may assume
that h∗ ⊂ E0 and h
∗∗ ⊂ El+1. Then h1 × [−2, 2] = (∪
−1
i=δ(0)di,0 ∪ h
∗ ∪−1i=δ(0) ei,0)× [−2, 2] and
h2× [−2, 2] = (h
∗∗∪
θ(0)
i=1 di,0∪
θ(0)
i=1 ei,0)× [−2, 2]. Note that (d
l
j0
× [−2,−1.5]∪ [1.5, 2])∪b×I =
B1 ∪ B2 ∪ B3. Now by Definitions 5.2.3, 5.3.2 and 5.3.3, the lemma holds. Q.E.D.
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Lemma 5.4.2. {d
′
j | j ∈ {1, 2, . . . , n} −m(l + 1)} is a set of pairwise disjoint arcs in
F l+1. Furthermore, d
′
j is properly embedded in ∪fE
l+1
f ∪γ<j e
′
γ × I.
Proof. Now there are two cases:
Case 1. j0 ∈ I(wγ0, l) for some γ0 ∈ m(l) with s(wγ0) = −.
By Lemma 5.1.2, d
′
j = d
l
j is disjoint from d
l
j0
× [−1.5, 1.5]. By Proposition 4(2), dlj is
properly embedded in ∪fE
l
f ∪γ<j e
l
γ× I. If j < j0, then, by Lemma 5.1.4, d
l
j is disjoint from
∂V ll+1 × I. Hence d
l
j is also properly embedded in ∪fE
l+1
f ∪γ<j e
′
γ × I. If j > j0 = m
l+1,
then j > γi,0 for each δ(0) ≤ i ≤ θ(0). By Definitions 5.3.2, 5.3.3 and Lemma 5.4.1,
dlj∩∂V
l
l+1×I = d
l
j∩c
l
l+1×I ⊂ E
l+1
0 ∪E
l+1
l+1 ∪
θ(0)
i=δ(0)E
l+1
fi,0
∪
θ(0)
i=δ(0) e
′
γi,0
×I∪e
′
ml+1×I∪(d
l
j0×I)γ0 .
By Lemma 5.1.2, if dlj ∩ (d
l
j0
× I)γ0 6= ∅, then j > γ0. Hence the lemma holds.
Case 2. s(wγ0) = + or γ0 = ∅.
By Lemma 5.1.3 and the argument in Case 1, the lemma holds. Q.E.D.
Lemma 5.4.3. (1) El+1f is a disk in F
l+1.
(2) {cl+1i | i ≥ l + 2} is a set of pairwise disjoint arcs properly embedded in F
l+1.
Furthermore, cl+1i lies in one of E
l+1
f for some f .
(3) ∂cl+1i ∩ e
′
γ × I = ∅ for each γ ∈ m(l + 1), and ∂c
l+1
i ∩ d
′
j = ∅ for each j ∈
{1, 2, . . . , n} −m(l + 1).
(4) cl+1i is obtained by doing band sums with copies of ∂V
l
l+1 to c
l
i.
Proof. (1) For each 1 ≤ f ≤ l, by Lemma 3.1.6, each component of dlj0 ∩ E
l
f is a
properly embedded arc c in Elf , and each component of d
l
j0 × [−2, 2] ∩ E
l
f is c × [−2, 2] in
Elf . Since E
l
f ∩ E
l
0 = ∅, E
l+1
f is a disk in F
l+1.
Since each component of dlj0∩E
l
0 is a properly embedded arc c in E
l
0. By Lemma 5.1.4(4),
each component of dlj0 × [−2, 2] ∩Ef is (c ∩Ef)× [−2, 2] in E
l
f , where c ∩Ef is a properly
embedded arc in Ef for f = 0, l + 1. Hence E
l+1
0 , E
l+1
l+1 are two disks in F
l+1.
(2) Let i ≥ l + 2. By Proposition 4(4) and Lemma 5.1.4(5), either cli lies in E
l
f for
some 1 ≤ f ≤ l or cli lies in Ef for f = 0, l + 1. We may assume that c
l
i ⊂ E
l
f . By
Lemma 3.1.6, each component of cli ∩ d
l
j0 is a point p. Furthermore, p = c
l
i ∩ c where c is
one component of dlj0 ∩ E
l
f . By Lemma 5.1.2(8) and Lemma 5.1.3(5), each component of
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dlj0 × [−2, 2] ∩ c
l
i = p × [−2, 2] ⊂ intc
l
i. By the construction, c
l+1
i is a properly embedded
arc in F l+1 which lies in El+1f .
(3) By Lemma 5.1.2(8) and Lemma 5.1.3(5), ∂cli is disjoint from d
l
j0
× [−2.5, 2.5]. By
Proposition 4(5) and the construction, (3) holds.
(4) Since ∂V ll+1 × I ∪ d
l
j0
× [−2, 2]− dlj0 × (−1.5, 1.5) is a disk. By (2), each component
of cli ∩ d
l
j0 × [−2, 2] is an arc. Hence the homeomorphism H means band sums. Q.E.D.
Lemma 5.4.4. For each γ ∈ m(l + 1), e
′
γ × I is a disk in F
l+1 such that
(1) (∂e
′
γ)× I ⊂ ∪f∂E
l+1
f for γ ∈ m(l),
(2) (∂e
′
γ)× I ∩ (∂e
′
λ)× I = ∅ for γ 6= λ.
(3) ∂1e
′
ml+1 ⊂ E
l+1
fδ(0),0
and ∂2e
′
ml+1 ⊂ E
l+1
fθ(0),0
.
(4) e
′
γ × I = e
l
γ × I for γ 6= m
l+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
Proof. There are two cases:
Case 1. s(wγ0) = −.
Suppose that γ 6= ml+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. If γ ≥ γ0, then γ > j0.
By Definition 5.3.2, e
′
γ × I = e
l
γ × I. By Lemma 5.1.2(4), e
l
γ × I is disjoint from d
l
j0 ×
[−2.5,−1.5] ∪ [1.5, 2.5]. Hence e
′
γ × I ⊂ F
l+1. If γ < γ0, then, by Lemma 5.1.2(3), e
l
γ × I is
disjoint from dlj0 × [−2, 2]. By Definition 5.3.2, e
′
γ × I = e
l
γ × I ⊂ F
l+1.
Suppose that γ ≤ Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. By Lemma 5.1.2, each component of
dlj0 × [−2, 2] ∩ e
l
γ × I is c × [−2, 2] ⊂ e
l
γ × (0, 1). By Lemma 5.1.4, e
l
γ × I is disjoint from
∂V ll+1 × I. By Definition 5.3.2, e
′
γ × I is a disk in F
l+1.
It is easy to see that e
′
ml+1 × I = B3 is a disk in F
l+1.
By Proposition 4(1) and Definition 2.1.4, (∂elγ)× I ⊂ ∪f∂E
l
f , (∂e
l
γ)× I ∩ (∂e
l
λ)× I = ∅
for γ, λ ∈ m(l). Hence (1) follows from the construction, and (∂e
′
γ)× I ∩ (∂e
′
λ)× I = ∅ for
γ 6= λ ∈ m(l). By Proposition 4(1) and Lemma 5.1.2, ∂dlj0 × [−2, 2] is disjoint from e
l
γ × I
for γ ∈ m(l) even if γ = γ0. By Lemma 5.3.2, (∂e
′
ml+1) × I = H(∂d
l
j0 × [−2, 2]). Hence
(∂e
′
ml+1)× I ∩ (∂e
′
γ)× I = ∅ for γ ∈ m(l). Thus (2) holds.
By Lemma 3.3.1, dlj0 = ∪
θ(0)
i=δ(0)di,0 ∪
θ(0)
i=δ(0) ei,0. Hence ∂1d
l
j0 ⊂ E
l
fδ(0),0
and ∂2d
l
j0 ⊂ E
l
fθ(0),0
.
By Definitions 5.3.1, 5.3.2 and 5.3.3, (3) holds. See Figure 24.
64
Case 2. s(wγ0) = + or γ0 = ∅.
By Lemma 5.1.3 and the argument in Case 1, the lemma holds for this case. Q.E.D.
5.5 F l+1 is a surface generated by ∪fE
l+1
f ∪γ∈m(l+1) e
′
γ
Lemma 5.5.1. F l+1 = ∪fE
l+1
f ∪γ∈m(l+1) e
′
γ × I.
Proof. By Lemma 5.4.1, (dlj0 × ([−2,−1.5] ∪ [1.5, 2])) ∪ b× I ⊂ ∪fE
l+1
f ∪
θ(0)
i=δ(0) e
′
γi,0
×
I ∪ e
′
ml+1 × I. By Proposition 4(1), the lemma holds. Q.E.D.
Lemma 5.5.2. If s(wλ) = +, then inte
′
λ × I is disjoint from ∪fE
l+1
f ∪γ<λ e
′
γ × I.
Proof. By Proposition 4(1), if λ ∈ m(l) with s(wλ) = +, then inte
l
λ × I is disjoint
from ∪fE
l
f ∪γ<λ e
l
γ × I. There are two cases:
Case 1. s(wγ0) = −.
There are three sub-cases:
Case 1.1. λ 6= ml+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
By Lemma 5.4.3, e
′
λ × I = e
l
λ × I. By Proposition 4(1), inte
l
λ × I is disjoint from
∪fE
l
f ∪γ<λ e
l
γ×I. By Lemma 5.1.4(1), Proposition 4(5), inte
l
λ×I is disjoint from ∂V
l
l+1×I.
By Lemma 5.1.2(3) and (4), dlj0 × [−2− 1.5]∪ [1.5, 2] is disjoint from e
l
λ× I. By Definitions
5.3.2 and 5.3.3, ∪fE
l+1
f ∪γ<λ e
′
γ×I ⊂ ∪fE
l
f ∪γ<λ e
l
γ×I ∪∂V
l
l+1×I ∪d
l
j0× [−2−1.5]∪ [1.5, 2].
Hence inte
′
λ × I is disjoint from ∪fE
l+1
f ∪γ<λ e
′
γ × I.
Case 1.2. λ = ml+1. Now if γ < λ, then, by Lemma 5.1.4(2), elγ × I is disjoint from
∂V ll+1 × I. By Definitions 5.3.2 and 5.3.3, ∪fE
l+1
f ∪γ<λ e
′
γ × I ⊂ (∪fE
l
f ∪γ<λ e
l
γ × I − d
l
j0
×
[−2, 2]) ∪ B1 ∪B2, e
′
ml+1 × I = B3 where Bi is as in Section 5.2. Hence the lemma holds.
Case 1.3. λ ≤ Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. Now if γ ≤ λ, then γ ≤ λ < j0 = m
l+1. By
Lemma 5.1.4, elγ × I is disjoint from ∂V
l
l+1 × I. By Proposition 4(1), inte
l
λ × I is disjoint
from ∪fE
l
f ∪γ<λ e
l
γ × I. By Lemma 5.1.2, each component of d
l
j0 × [−2, 2] ∩ e
l
λ × I is
c× [−2, 2] ⊂ elλ× (0, 1) where c is a core of e
l
λ× (0, 1). Hence intc× [−2, 2] is disjoint from
∪fE
l
f ∪γ<λ e
l
γ × I. By Definitions 5.3.2 and 5.3.3, the lemma holds.
Case 2. s(wγ0) = + or γ0 = ∅.
By Lemma 5.1.3, Definition 5.2.3 and the argument in Case 1, the lemma holds. Q.E.D.
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Lemma 5.5.3. If s(wλ) = −, then inte
′
λ×I∪(∪fE
l+1
f ∪γ<λe
′
γ×I) = ∪r∈I(wλ,l+1)(d
′
r×I)λ.
Proof. Suppose that λ ∈ m(l + 1) and s(wλ) = −. By Lemma 5.1.4(4), λ 6= m
l+1. By
Proposition 4(1), intelλ × I ∪ (∪fE
l
f ∪γ<λ e
l
γ × I) = ∪r∈I(wλ,l)(d
l
r × I)λ. Now there are two
cases:
Case 1. s(wγ0) = −. There are four sub-cases:
Case 1.1. λ 6= γ0 > m
l+1.
In this case, {γ < λ ∈ m(l + 1)} = {γ < λ ∈ m(l)} ∪ {ml+1}.
By Definition 2.3.1, I(wλ, l + 1) = I(wλ, l) − {m
l+1}. Since ml+1 = j0 ∈ I(wγ0, l), by
Lemma 2.2.5, I(wλ, l + 1) = I(wλ, l). By Lemma 5.4.4, e
′
γ × I = e
l
γ × I. By Lemmas 5.1.2,
dlj0 × [−2,−1]∪ [1, 2] is disjoint from e
l
λ× I. By Proposition 4(1), e
l
λ× I ∩ (∪fE
l
f ∪γ<λ e
l
γ ×
I − dlj0 × [−2,−1) ∪ (1, 2]) = ∪r∈I(wλ,l)(d
l
r × I)λ. By Proposition 4(5) and Lemma 5.1.4(1),
elλ × I is disjoint from (∂V
l
l+1 − c
l
l+1)× I. By Lemma 5.4.1, the lemma holds.
Case 1.2. λ = γ0.
In this case, {γ < λ ∈ m(l + 1)} = {γ < λ ∈ m(l)} ∪ {ml+1}.
By Definition 2.3.1, I(wλ, l + 1) = I(wλ, l)− {m
l+1}.
Now by Lemma 5.1.2(2), (3) and Definitions 5.3.2, 5.3.3, (dlj0 × I)γ0 is disjoint from
∪fE
l+1
f ∪γ<γ0 e
′
γ × I. By the argument in Case 1.1, the lemma holds.
Case 1.3. ml+1 > λ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
In this case, {γ < λ ∈ m(l + 1)} = {γ < λ ∈ m(l)}.
By Lemma 5.1.4 and Lemma 5.4.4, e
′
λ × I = e
l
λ × I is disjoint from ∂V
l
l+1 × I. By
Lemma 5.1.2(3), e
′
λ× I is disjoint from d
l
j0
× [−2, 2]. By Definition 5.3.2 and 5.3.3, e
′
λ× I ∩
(∪fE
l+1
f ∪γ<λ e
′
γ × I) = e
l
λ × I ∩ (∪fE
l
f ∪γ<λ e
l
γ × I). Hence the lemma holds.
Case 1.4. λ ≤Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
In this case, {γ < λ ∈ m(l + 1)} = {γ < λ ∈ m(l)}.
Now we denote by Pλ the surface ∪fE
l
f ∪γ<λ e
l
γ × I.
Now e
′
λ× I ∩ (∪fE
l+1
f ∪γ<λ e
′
γ × I) = ((e
l
λ× I − e
l
λ× I ∩ d
l
j0
× [−2, 2])∩ (Pλ−Pλ ∩ d
l
j0
×
[−2, 2])) ∪ (H(elλ × I ∩ d
l
j0 × [−2, 2]) ∩H(Pλ ∩ d
l
j0 × [−2, 2])). Hence the lemma holds.
Case 2. s(wγ0) = + or γ0 = ∅.
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By Lemma 5.1.3 and Definition 5.2.3, and the argument in Case 1, the lemma holds.
Q.E.D.
Lemma 5.5.4. If γ < λ ∈ m(l + 1), then each component of e
′
λ × I ∩ e
′
γ × I is
(c× I)λ ⊂ e
′
γ × (0, 1) where c ⊂ inte
′
λ is a core of e
′
γ × (0, 1).
Proof. By Proposition 4(1) and Definition 2.1.4, if γ < λ ∈ m(l), then each component
of elλ × I ∩ e
l
γ × I is (c× I)λ ⊂ e
l
γ × (0, 1) where c ⊂ inte
l
λ is a core of e
l
γ × (0, 1).
Without loss of generality, we may assume that s(wγ0) = −. Now there are six cases:
Case 1. λ, γ ∈ m(l) and λ > γ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
By Lemma 5.4.3, e
′
λ × I = e
l
λ × I and e
′
γ × I = e
l
γ × I. Hence the lemma holds.
Case 2. λ = ml+1 > γ.
Since s(wml+1) = +, by Lemma 5.4.4(2) and Lemma 5.5.2, e
′
ml+1 × I is disjoint from
e
′
γ × I.
Case 3. λ > γ = ml+1.
By Lemma 3.2.4, and Lemma 5.1.4(1), each component of elλ × I ∩ c
l
l+1 × I = e
l
λ × I ∩
∂V ll+1 × I is (c × I)λ where c ⊂ inte
l
λ. Furthermore, by Lemma 5.1.2(3) and (4), (c × I)λ
lies either in F l− dlj0 × [−2, 2] or in (d
l
j0
× I)γ0 . If (c× I)λ lies in (d
l
j0
× I)γ0. Then (c× I)λ
is disjoint from e
′
ml+1 × I. If (c × I)λ lies in F
l − dlj0 × [−2, 2], then, by Definitions 5.3.3,
(c × I)λ intersects e
′
ml+1 × I in (c∗ × I)λ ⊂ e
′
ml+1 × (0, 1), where c∗ ⊂ inte
′
λ is a core of
e
′
ml+1 × (0, 1). Hence the lemma holds.
Case 4. γ0 > λ > Max{γi,0 | δ(0) ≤ i ≤ θ(0)} ≥ γ.
By Lemma 5.4.4(4), elλ = e
′
λ×I. By Lemma 5.1.2(3), e
l
λ×I is disjoint from d
l
j0
× [−2, 2].
By Lemma 5.1.4, elλ × I ∩ ∂V
l
l+1 × I = e
l
λ × I ∩ c
l
l+1 × I. By Lemma 3.2.4, each component
of elλ × I ∩ ∂V
l
l+1 × I is (c× I)λ where c ⊂ inte
l
λ. By Lemma 5.1.4, e
l
γ × I is disjoint from
∂V ll+1 × I. By Definition 5.3.2, e
′
λ × I ∩ e
′
γ × I = S1 ∪ S2, where S1 = e
l
λ × I ∩ e
l
γ × I and
S2 = (e
l
λ × I ∩ ∂V
l
l+1 × I) ∩H(e
l
γ ∩ (h1 ∪ h2)× [−2, 2]). Hence the lemma holds.
Case 5. λ ≥ γ0 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)} ≥ γ.
Now by Lemma 5.1.2 and Lemma 5.4.4, e
′
λ× I = e
l
λ× I is disjoint from d
l
j0 × [−2,−1)∪
(1, 2] even if λ = γ0. By Definition 5.3.2, e
′
λ × I ∩ e
′
γ × I = S1 ∪ S2, where S1 = (e
l
λ × I −
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elλ × I ∩ d
l
j0
× [−1, 1]) ∩ elγ × I and S2 = (e
l
λ × I ∩ ∂Vl+1 × I) ∩H(e
l
γ × I ∩ (h1 ∪ h2)× I).
By Lemma 3.3.1, dlj0 = ∪
θ(0)
i=δ(0)di,0∪
θ(0)
i=δ(0)ei,0. Since γ < j0, by Lemma 5.1.2(6), intdδ(0),0×
[−1, 1] and intdθ(0),0×[−1, 1] are disjoint from e
l
γ×I. Hence each component of e
l
λ×I∩e
l
γ×I
is either in elλ× I − e
l
λ× I ∩ d
l
j0 × [−1, 1] or in d
l
j0 × [−1, 1]. By the argument in Case 4, the
lemma holds.
Case 6. Max{γi,0 | δ(0) ≤ i ≤ θ(0)} ≥ λ > γ.
By Definition 5.3.2, e
′
λ×I ∩e
′
γ×I = S1∪S2 where S1 = (e
l
λ×I−e
l
λ×I∩ (h1∪h2)×I)∩
(elγ×I−e
l
γ×I ∩ (h1∪h2)×I) and S2 = H(e
l
λ×I ∩ (h1∪h2)×I)∩H(e
l
γ×I ∩ (h1∪h2)×I).
Since H is a homeomorphism, the lemma holds. Q.E.D.
Lemma 5.5.5. ∪fE
l+1
f ∪γ∈m(l+1) e
′
γ is a abstract tree, and F
l+1 is generated by
∪fE
l+1
f ∪γ∈m(l+1) e
′
γ .
Proof. By Lemma 5.4.4 and Lemmas 5.5.1-5.5.4, we only need to prove that ∪fE
l+1
f ∪γ
e
′
γ is a abstract tree. By Lemma 5.4.4, ∂1e
′
ml+1 ⊂ ∂E
l+1
fδ(0),0
and ∂2e
′
ml+1 ⊂ ∂E
l+1
fθ(0),0
. By the
argument in Lemma 4.4.5, the lemma holds. Q.E.D.
5.6 Properties of d
′
j
Lemma 5.6.1. Suppose that j ∈ {1, . . . , n}−m(l+1), γ ∈ m(l+1) and j /∈ I(wγ, l+1).
If j < γ, then d
′
j is disjoint from e
′
γ × I.
Proof. Suppose that j < γ and j /∈ I(wγ, l + 1). By Proposition 4(3), d
l
j is disjoint
from elγ × I for γ ∈ m(l). Without loss of generality, we may assume that s(wγ0) = −. Now
there are three cases:
Case 1. γ 6= ml+1, j > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
Now γ > j > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. By Definition 5.3.2 and Lemma 5.4.4,
e
′
γ × I = e
l
γ × I and d
′
j = d
l
j. Hence d
′
j is disjoint from e
l
γ × I.
Case 2. γ = ml+1.
Since j < ml+1, j < γ0. By Lemma 5.1.2(5), d
′
j = d
l
j is disjoint from d
l
j0
× [−2, 2]. By
Lemma 5.1.4(2), d
′
j is disjoint from ∂V
l
l+1. Hence d
′
j is disjoin from e
′
ml+1×I ⊂ d
l
j0
× [−2, 2]∪
∂V ll+1 × I.
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Case 3. j < Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
Now by Lemma 5.1.2(5) and Lemma 5.1.4(2), dlj is disjoint from ∂V
l
l+1 × I and d
l
j0 ×
[−2, 2]. By Definition 5.3.2, e
′
γ × I ⊂ e
l
γ × I ∪ d
l
j0
× [−2, 2] ∪ ∂V ll+1 × I. Hence d
′
j = d
l
j is
disjoint from e
′
γ × I. Q.E.D.
Lemma 5.6.2. Suppose that j ∈ {1, . . . , n} −m(l + 1), γ ∈ m(l + 1). If j > γ, then
each component of d
′
j ∩ e
′
γ × I is a core c ⊂ intd
′
j of e
′
γ × (0, 1).
Proof. Suppose that j > γ. By Proposition 4(2), each component of dlj ∩ e
l
γ × I is a
core c ⊂ intdlj of e
l
γ × (0, 1) for γ ∈ m(l). Without loss of generality, we may assume that
s(wγ0) = −. Now there are four cases:
Case 1. γ 6= ml+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
By Definition 5.3.2 and Lemma 5.4.4, d
′
j = d
l
j and e
′
γ × I = e
l
γ × I. Hence the lemma
holds.
Case 2. γ = ml+1.
By Definition 5.3.2, e
′
ml+1 × I = B3. By Lemma 5.1.4, d
l
j ∩ ∂V
l
l+1× I = d
l
j ∩ c
l
l+1× I. By
Lemma 5.1.2 and Lemma 3.1.6, each component of dlj ∩ ∂V
l
l+1× I is an arc c ⊂ intd
l
j which
lies either in dlj0 × [−1, 1] or in c
l
l+1 × I − d
l
j0
× [−2, 2]. If c lies in dlj0 × [−1, 1], then c is
disjoint from e
′
ml+1 × I. If c lies in c
l
l+1 × I − d
l
j0
× [−2, 2], then c intersects e
′
ml+1 × I in a
core of e
′
ml+1 × (0, 1). Hence the lemma holds.
Case 3. γ < j < Max{γi,0 | δ(0) ≤ i ≤ θ(0)}.
Now j < ml+1. By Lemma 5.1.4(2), d
′
j = d
l
j is disjoint from ∂V
l
l+1 × I. By Lemma
5.1.2(5), d
′
j is disjoint from d
l
j0
× [−2, 2]. By Definition 5.3.2, e
′
γ×I ⊂ e
l
γ×I ∪d
l
j0
× [−2, 2]∪
∂V ll+1 × I. Hence d
′
j ∩ e
′
γ × I = d
l
j ∩ e
l
γ × I, and the lemma holds.
Case 4. j > Max{γi,0 | δ(0) ≤ i ≤ θ(0)} ≥ γ.
Now by Lemma 5.1.2(5), d
′
j = d
l
j is disjoint from d
l
j0
× [−2,−1] ∪ [1, 2]. By Lemma
5.1.2(6), intdδ(0),0 × [−2, 2] and intdθ(0),0 × [−2, 2] are disjoint from e
l
γ × I. Hence each
component of dlj ∩ e
l
γ × I is either in d
l
j0
× [−1, 1] or disjoint from dlj0 × [−2, 2]. By Lemma
3.1.6, each component of dlj∩c
l
l+1×I is c ⊂ intd
l
j with ∂1c ⊂ c
l
l+1×{1} and ∂2c ⊂ c
l
l+1×{−1}.
By Lemma 5.1.4, elγ × I is disjoint from ∂V
l
l+1 × I. Now d
′
j ∩ e
′
γ × I = S1 ∪ S2, where
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S1 = (d
l
j − d
l
j0
× [−1, 1]) ∩ elγ × I and S2 = d
l
j ∩ ∂V
l
l+1 × I ∩H(e
l
γ × I ∩ (h1 ∪ h2)× [−2, 2]).
Hence the lemma holds. Q.E.D.
Lemma 5.6.3. Suppose that j /∈ L(cll+1). Then
(1) d
′
j is regular in ∪fE
l+1
f ∪γ<j e
′
γ × I.
(2) For each i ≥ l+2, d
′
j−∪γ<jinte
′
γ×I intersects c
l+1
i in at most one point. Furthermore,
d
′
j −∪γ<jinte
′
γ × I intersects c
l+1
i in one point if and only if d
l
j −∪γ<jinte
l
γ × I intersects c
l
i
in one point.
Proof. Without loss of generality, we may assume that s(wγ0) = −.
By Lemma 3.1.2, in F l, dlj = ∪
θ(j)
i=1d
l
j,fi,j
∪
θ(j)−1
i=1 eγi,j , where d
l
j,fi,j
is a properly embedded
arc in Elfi,j which is disjoint from ∪γ<jinte
l
γ × I and eγi,j is a core of e
l
γi,j
× (0, 1) for some
j > γi,j ∈ m(l). Furthermore, fi,j 6= fr,j and γi,j 6= γr,j for i 6= r.
By Lemma 5.1.2, dlj is disjoint from d
l
j0
× [−2 − 1] ∪ [1, 2]. Hence eγi,j is also a core
of e
′
γi,j
× (0, 1). Since j /∈ L(cll+1), d
l
j,fi,j
is disjoint from cll+1 × I and ∂V
l
l+1 × I even if
fi,j = 0. Furthermore, if fi,j = 0, then d
l
j,0 lies in in one of E0 and El+1. See Definition
5.2.1. By Definition 5.3.2, e
′
γ × I ⊂ e
l
γ × I ∪ d
l
j0 × [−2,−1] ∪ [1, 2] ∪ ∂V
l
l+1 × I. Hence if
γ < j, then dlj,fi,j is disjoint from inte
′
γ × I. Now each component of d
′
j ∩ (∪γ<je
′
γ × I) is
eγi,j for 1 ≤ i ≤ θ(j)− 1. By Lemmas 5.6.1 and 5.6.2, (1) holds.
Now d
′
j−∪γ<jinte
′
γ×I = ∪
θ(j)
i=1d
l
j,fi,j
. Since cl+1i = (c
l
i−d
l
j0
×[−2, 2])∪H(cli∩d
l
j0
×[−2, 2]).
Since j 6= j0, d
l
j,fi,j
is disjoint from dlj0 × [−2, 2]. Hence (2) holds. Q.E.D.
Lemma 5.6.4. Suppose that j = jα ∈ L(c
l
l+1) and α 6= 0. Then
(1) d
′
jα − intaα = ∪
δ(0,α)−1
δ(α) di,α ∪
δ(0,α)−1
δ(α) ei,α ∪
δ(α)
θ(0,α)+1 di,α ∪
θ(α)
θ(0,α)+1 ei,α.
(2) di,α is disjoint from ∪γ<jαinte
′
γ × I.
(3) di,α intersects c
l+1
i in one point if and only if di,α intersects c
l
i in one point for
δ(α) ≤ i ≤ δ(0, α)− 1 or θ(0, α) + 1 ≤ i ≤ θ(α).
(4) For γ < jα, each component of d
′
jα ∩ e
′
γ × I is contained either in d
′
jα − intaα or in
intaα.
Proof. By Definition 3.5.1, aα = ∪
θ(0,α)
i=δ(0,α)di,α ∪
θ(0,α)
i=δ(0,α) ei,α. Hence d0,α ⊂ aα, di,α is
disjoint from cll+1 × I and ∂V
l
l+1 × I for δ(0) ≤ i ≤ δ(0, α) − 1 or θ(0, α) + 1 ≤ i ≤ θ(α).
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Now by the argument in Lemma 5.6.3, (1), (2) and (3) hold.
Suppose that δ(0, α) ≤ −1. Then fδ(0,α),α 6= 0. Hence dδ(0,α),α ⊂ E
l+1
fδ(0,α),α
is disjoint
from cll+1× I and ∂V
l
l+1× I. By the proof of Lemma 5.6.3, intdδ(0,α),α is disjoint from e
′
γ× I
for γ < jα.
Now we assume that δ(0, α) = θ(0, α) = 0. Since α 6= 0, By Proposition 4(3) and
Lemma 3.3.1, di,α is disjoint from d
l
j0 × [−2.5, 2.5]. Now aα = a
1 ∪ a2 ∪ a3 where a1 is
an arc in E0 ⊂ E
l+1
0 , a
2 is an arc in cll+1 × I − d
l
j0
× [−2.5, 2.5] (by Lemma 5.1.2(7)), a3
is an arc in El+1 ⊂ E
l+1
l+1 . By Definition 5.2.3 and Definitions 5.3.2 and 5.3.3, e
′
γ × I ⊂
elγ × I ∪ ∂V
l
l+1 × I ∪ d
l
j0 × [−2, 2]. Hence inta
1, inta3 are disjoint from e
′
γ × I for γ < jα.
Thus (4) holds. Q.E.D.
5.7 Properly embedded disks in V− and W−
In this section, we shall prove the following Lemma:
Lemma 5.7.1. There are two sets of pairwise disjoint disks {V l+1i | i ≥ l+2 with s(vi) =
−} properly embedded in V− and {W
′
j | j ∈ {1, . . . , n}−m(l+1) with s(wj) = −} properly
embedded in W− such that
(1) ∂V l+1i ∩ F
l+1 = cl+1i ∪r∈I(vi,l+1) c
l+1
i , ∂W
′
j ∩ F
l+1 = d
′
j ∪r∈I(wj ,l+1) d
′
r;
(2) V l+1i ∩W
′
j = V
l+1
i ∩W
′
j ∩ F
l+1.
Proof. Suppose that i ≥ l+2 and s(vi) = −. Then, by Proposition 6, V
l
i is a properly
embedded disk in V− such that V
l
i ∩F
l = cli∪i∈I(vi,l) c
l
r. By Lemma 5.1.4, V
l
i is disjoint from
∂V ll+1 × I. By assumption, s(vl+1) = −. By Lemma 2.2.4, l + 1 /∈ I(vi, l). By Definition
2.3.1, I(vi, l + 1) = I(vi, l). Now let Ci = (∂V
l
i − c
l
i ∪i∈I(vi,l) c
l
r) ∪ c
l+1
i ∪i∈I(vi,l+1) c
l+1
r . By
Lemma 5.4.3(4), cl+1i and c
l+1
r are obtained by doing band sums with copies ∂V
l
l+1 to c
l
i and
clr. Hence Ci bounds a disk in V−, denoted by V
l+1
i . Since F
l+1 ⊂ F l ∪ ∂V ll+1 × I. Hence
V l+1i ∩ F
l+1 = cl+1i ∪i∈I(vi,l+1) c
l+1
r .
Suppose now that j ∈ {1, . . . , n} −m(l + 1) and s(wj) = −. Then, by Proposition 6,
W lj is a properly embedded disk in F
l such that W lj ∩F
l = dlj ∪r∈I(wj ,l) d
l
r. By Lemma 5.1.4,
W lj − d
l
j ∪r∈I(wj ,l) d
l
r is disjoint from ∂V
l
l+1 × I. We denote by W
′
j the disk W
l
j . There are
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two cases:
Case 1. γ0 6= ∅. See Definition 3.2.1.
Since j /∈ m(l + 1) and γ0 ∈ m(l), by Lemma 2.2.5, j0 /∈ I(wj, l). By Definition 2.3.1,
I(wj, l + 1) = I(wj, l). Since d
′
j = d
l
j and d
′
r = d
l
r, W
′
j ∩ F
l+1 = d
′
j ∪r∈I(wj ,l+1) d
′
r. By
Proposition 6, ∂V ll+1− c
l
i ∪i∈I(vi,l) c
l
r is disjoint from W
l
j −d
l
j ∪r∈I(wj ,l) d
l
r. Hence V
l+1
i ∩W
′
j =
(cl+1i ∪i∈I(vi,l+1) c
l+1
r ) ∩ (d
′
j ∪r∈I(wj ,l+1) d
′
r). Hence (2) holds.
Case 2. γ0 = ∅.
In this case, I(wj, l + 1) = I(wj, l) − {m
l+1}. Now by Proposition 6, dlj0 is disjoint
from ∂V li − c
l
i ∪i∈I(vi,l) c
l
r. By Definition 5.2.1, d
l
j0 is disjoint from F
l+1. By Definition
5.2.3, dlj0 is disjoint from c
l+1
i . Hence W
′
j ∩ F
l+1 = d
′
j ∪r∈I(wj ,l+1) d
′
r and V
l+1
i ∩ W
′
j =
(cl+1i ∪i∈I(vi,l+1) c
l+1
r ) ∩ (d
′
j ∪r∈I(wj ,l+1) d
′
r). Q.E.D.
5.8 The proofs of Propositions 4-6
In this section, we shall first construct dl+1j , e
l+1
γ × I from d
′
j and e
′
γ × I for j ∈
{1, . . . , n} −m(l + 1) and γ ∈ m(l + 1). Then we shall prove Propositions 4-6 for the case:
k = l + 1 and s(vl+1) = −.
Construction(**).
Since jα > j0 = m
l+1 for α 6= 0, γα > m
l+1 if γα 6= ∅. By Lemma 5.1.2(7) and Lemma
5.1.3(6), dlj0 × [−2.5, 2.5] is disjoint from (aα × I)γα. By Definitions 3.2.1 and Lemma
5.4.4, aα ⊂ d
′
j = d
l
j, (aα × I)γα ⊂ (d
′
jα × I)γα ⊂ e
′
γα × I = e
l
γα × I if s(wγα) = −, and
(aα × I)γα = aα ⊂ d
′
jα if s(wγα) = + or γα = ∅.
Without loss of generality, we may assume that, in F l, dlj0 × [−2.5, 2.5] ∩D
∗
0,α ⊂ d
l
j0 ×
[0, 2.5] for α > 0, and dlj0 × [−2.5, 2.5] ∩D
∗
0,α ⊂ d
l
j0
× [−2.5, 0] for α < 0. See Lemma 3.5.5.
By Definition 5.2.2(2) and Definition 5.3.1(2), in F l+1, dlj0 × [−2.5,−1.5] is a disk such
that ∂dlj0 × [−2.5,−2] = ∂d
l
j0
× [−2,−1.5], and dlj0 × [1.5, 2.5] is a disk such that ∂d
l
j0
×
[1.5, 2] = ∂dlj0 × [2, 2.5].
For α > 0, let Cα be a simple closed curve in d
l
j0 × [1.5, 2.5] satisfying the following
conditions:
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(1) Cα intersects d
l
j0
× [2, 2.5] in a core dlj0 × {tα} of d
l
j0
× [2, 2.5] where tα ∈ (2, 2.5),
Cα intersects e
′
ml+1 × I in a core of e
′
ml+1 × (0, 1) lying in d
l
j0 × (1.6, 1.7), say eml+1,α.
(2) If 0 < α < β, then tα > tβ .
(3) If α 6= β, then Cα ∩ Cβ = ∅. See Figure 25.
For α < 0, let Cα be a simple closed curve in d
l
j0
× [−2.5,−2] satisfying the following
conditions:
(4) Cα intersects d
l
j0
× [−2.5,−2] in a core dlj0 × {tα} of d
l
j0
× [−2.5,−2] where tα ∈
(−2.5,−2), Cα intersects e
′
ml+1 × I in a core of e
′
ml+1 × (0, 1) lying in d
l
j0
× (−1.7,−1.6), say
eml+1,α.
(5) If β < α < 0, then tβ > tα.
(6) If α 6= β, then Cα ∩ Cβ = ∅. See Figure 25.
C1
C
α
(α>0)
e′
m
l+1
Cβ(β<0)
djβ
′
aβ
dj
1
′
Figure 25
Now Cα bounds a disk in d
l
j0
× [−2.5,−1.5] ⊂ F l+1 for α < 0, and Cα bounds a disk in
dlj0 × [1.5, 2.5] ⊂ F
l+1 for α > 0.
Note that aα = ∪
θ(0,α)
i=δ(0,α)di,α∪
θ(0,α)
i=δ(0,α) ei,α, and a
0
α×{tα} = ∪
θ(0,α)
i=δ(0,α)di,0×{tα}∪
θ(0,α)
i=δ(0,α) ei,0×
{tα}. Since aα and a
0
α × {tα} is disjoint from d
l
j0
× [−2, 2]. By Definition 5.2.3, Definitions
5.3.2 and 5.3.3, ∂1aα, ∂1a
0
α×{tα} ⊂ E
l+1
fδ(0,α),i
and ∂2aα, ∂2a
0
α×{tα} ⊂ E
l+1
fθ(0,α),i
. In particular,
if δ(0, α) = θ(0, α) = 0. By Lemma 3.5.8, Definition 5.2.3 and Definition 5.3.3, we may
assume that El+1fδ(0,α),i = E
l+1
0 and E
l+1
fθ(0,α),i
= El+1l+1 .
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C
α
a
α
0× t
α
a0,α
* b0,α
*
a
α
⊂ dj
α
′
Figure 26
Now let a∗0,α be an arc in E
l+1
fδ(0,α),i
connecting ∂1aα to, ∂1a
0
α × {tα} such that
(7) a∗0,α − d
l
j0 × [−2.5, 2.5] = a0,α − d
l
j0 × [−2.5, 2.5] and a
∗
0,α ∩ d
l
j0 × [−2.5, 2.5] is an arc
lying in dδ(0,α),0 × [−2.5,−2] ∪ [2, 2.5].
Now let b∗0,α be an arc in E
l+1
fθ(0,α),i
connecting ∂2aα to, ∂2a
0
α × {tα} such that
(8) b∗0,α − d
l
j0
× [−2.5, 2.5] = b0,α − d
l
j0
× [−2.5, 2.5] and b∗0,α ∩ d
l
j0
× [−2.5, 2.5] is an arc
lying in dθ(0,α),0 × [−2.5,−2] ∪ [2, 2.5].
Where a0,α, b0,α are as in Lemma 3.5.5. See Figure 26.
By Lemma 5.1.4(1) and the proof of Lemma 4.3.5, a∗0,α ∪ b
∗
0,α is disjoint from c
l
l+1 × I
and ∂V ll+1 × I. Furthermore, (a
∗
0,α ∪ b
∗
0,α) ∩ (a
∗
0,β ∪ b
∗
0,β) = ∅ for α, β 6= 0, α 6= β.
Now let bα = a
∗
0,α ∪ (Cα − a
0
α × {tα}) ∪ b
∗
0,α, and bα × I be a neighborhood of bα in F
l+1
satisfying the following conditions:
(9) (∂bα)× I = ((∂aα)× I)γα if s(wγα) = −.
(10) ∂bα = ((∂aα)× I)γα if s(wγα) = + or γα = ∅.
(11) bα × I ⊂ d
l
j0 × (−2.5,−2) ∪ (2, 2.5) ∪ (−1.7,−1.6) ∪ (1.6, 1.7).
(12) For α 6= β, bα × I ∩ bβ × I = ∅. Q.E.D.(Construction(**))
Lemma 5.8.1. (1) If d
′
j ∩ (a
∗
0,β × I ∪ b
∗
0,β × I) 6= ∅, then d
′
j ∩ (a
∗
0,β × I ∪ b
∗
0,β × I) ⊂
∪α6=0(aα × I)γα. Furthermore, either j = jλ, or j > γλ for some λ 6= 0.
(2) e
′
γ×I∩(a
∗
0,β×I∪b
∗
0,β×I) ⊂ ∪α6=0(aα×I)γα . If e
′
γ×I∩(inta
∗
0,β×I∪intb
∗
0,β×I) 6= ∅,
then e
′
γ × I ∩ (inta
∗
0,β × I ∪ intb
∗
0,β × I) ⊂ ∪α6=0(aα × I)γα . Furthermore, γ ≥ γλ for some
λ 6= 0.
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Proof. By the proof of Lemma 4.3.5 and Lemma 5.1.4(1), a∗0,α× I ∪ b
∗
0,α× I is disjoint
from ∂V ll+1 × I. By Construction(**)(7) and (8), inta
∗
0,α × I ∪ intb
∗
0,α × I is disjoint from
dlj0×[−2, 2]. Hence inta
∗
0,α×I∪intb
∗
0,α×I is disjoint from e
′
ml+1×I ⊂ d
l
j0
×[−2, 2]∪∂V ll+1×I.
Suppose j /∈ m(l + 1) and γ ∈ m(l). By Definitions 5.2.3, 5.3.2 and 5.3.3, d
′
j ∩ (a
∗
0,α × I ∪
b∗0,α×I) = d
l
j∩(a
∗
0,α×I∪b
∗
0,α×I) and e
′
γ×I∩(a
∗
0,α×I∪b
∗
0,α×I) = e
l
γ×I∩(a
∗
0,α×I∪b
∗
0,α×I).
By Lemma 4.3.5, the lemma holds. Q.E.D.
Lemma 5.8.2. bα = a
∗
0,α ∪
δ(0,α)−1
i=δ(0) di,0 × {tα} ∪
δ(0,α)−1
i=δ(0) ei,0 × {tα} ∪ eml+1,α ∪
θ(0)
i=θ(0,α)+1
di,0 × {tα} ∪
θ(0)
i=θ(0,α)+1 ei,0 × {tα} ∪ b
∗
0,α satisfying the following conditions:
(1) intdi,0 × {tα} is disjoint from e
′
γ × I for γ ∈ m(l + 1).
(2) ei,0 × {tα} is a core of e
′
γ × (0, 1).
(3) eml+1,α is a core of e
′
ml+1 × (0, 1).
Where eml+1,α is as in Construction(**)(1).
Proof. (1) By Definition 3.5.1, d0,0 ⊂ a
0
α for each α 6= 0. Hence fi,0 6= 0 for
δ(0) ≤ i ≤ δ(0, α) − 1 or θ(0, α) + 1 ≤ i ≤ θ(0). Hence di,0 × [−2.5, 2.5] is disjoint from
cll+1 ⊂ E
l
0. Since tα ∈ [−2.5,−2] ∪ [2, 2.5], by Definitions 5.2.3, 5.3.2 and Lemmas 5.1.2(8),
5.1.3(4), intdi,0 × {tα} is disjoint from e
′
γ × I for each γ ∈ m(l + 1).
(2) By Definitions 5.2.3, 5.3.2, ei,0 × {tα} is a core of e
′
γ × (0, 1).
(3) follows from Construction(**), Definitions 5.2.3 and 5.3.2. Q.E.D.
Lemma 5.8.3. (1) If γ 6= ml+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then Cα− inta
0
α×{tα}
is disjoint from e
′
γ × I.
(2) (Cα − inta
0
α × {tα}) ∩ e
′
ml+1 × I = eml+1,α.
(3) If γ ≤Max{γi,0 | δ(0) ≤ i ≤ θ(0)}, then each component of (Cα−inta
0
α×{tα})∩e
′
γ×I
is a core of e
′
γ × (0, 1).
Proof. (1) Suppose that γ 6= ml+1 > Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. Since (Cα−inta
0
α×
{tα}) ⊂ d
l
j0
× (−2.5,−1.5) ∪ (1.5, 2.5), by Lemma 5.1.2(2) and (4), Lemma 5.1.3(2), elγ × I
is disjoint from Cα − inta
0
α × {tα}. By Lemma 5.4.4, e
′
γ × I = e
l
γ × I. Hence (1) holds.
(2) By Construction(**)(1), Cα − inta
0
α × {tα} = ∪
δ(0,α)−1
i=δ(0) di,0 × {tα} ∪
δ(0,α)−1
i=δ(0) ei,0 ×
{tα} ∪ eml+1,α ∪
θ(0)
i=θ(0,α)+1 di,0 × {tα} ∪
θ(0)
i=θ(0,α)+1 ei,0 × {tα}. Since d0,0 ⊂ a
0
α, by Lemma
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5.1.4(4), Cα − inta
0
α × {tα} − eml+1,α is disjoint from c
l
l+1 × I and ∂V
l
l+1 × I. Furthermore,
Cα−inta
0
α×{tα}−eml+1,α ⊂ d
l
j0×(−2.5,−2)∪(2, 2.5), and e
′
ml+1×I ⊂ d
l
j0×[−2, 2]∪∂V
l
l+1×I.
Hence (2) holds.
(3) Suppose that γ ≤ Max{γi,0 | δ(0) ≤ i ≤ θ(0)}. Then γ < j0 = m
l+1. By (2),
Cα − inta
0
α ×{tα} − eml+1,α is disjoint from c
l
l+1× I. By Lemma 5.5.2, inteml+1,α is disjoint
from e
′
γ×I. By Definition 5.2.3 and Definition 5.3.3, (Cα−inta
0
α×{tα}−inteml+1,α)∩e
′
γ×I =
(Cα − inta
0
α × {tα} − inteml+1,α) ∩ e
l
γ × I. By Lemma 5.1.2 and Lemma 5.1.3, (3) holds.
Q.E.D.
Definition 5.8.4. (1) If s(wγα) = −, then let Hα be a homeomorphism from (aα×I)γα
to bα × I such that Hα is an identifying map on ((∂aα)× I)γα.
(2) If s(wγ) = + or γα = ∅, let Hα be a homeomorphism from aα = (aα × I)γα to bα
such that Hα is an identifying map on ∂aα.
Definition 5.8.5. (1) For j /∈ m(l+1), let dl+1j = (d
′
j−∪α6=0(aα× I)γα)∪α6=0Hα(d
′
j ∩
(aα × I)γα).
(2) For γ ∈ m(l + 1), if γ ≤ ml+1, let el+1γ × I = e
′
γ × I; if γ > m
l+1, let el+1γ × I =
(e
′
γ × I − ∪α6=0(aα × I)γα) ∪α6=0 Hα(e
′
γ × I ∩ (aα × I)γα).
Lemma 5.8.6. dl+1j is isotopic to d
′
j in F
l+1 ⊂ ∂+V−.
Proof. By Lemma 3.5.5, a∗0,α ∪ aα ∪ a
0
α×{tα} ∪ b
∗
0,α bounds a disk in F
l+1. See Figure
26. By Construction(**), Cα bounds a disk in F
l+1. Hence aα is isotopic to bα. By Lemma
5.6.1 and Lemma 5.6.2, each component of d
′
j ∩ (aα × I)γα is a core of (aα × I)γα even if
j = jα, say cj . By Definitions 5.8.4 and 5.8.5, Hα(cj) is a core of bα × I. Hence d
l+1
j is
isotopic to d
′
j. Q.E.D.
Now we prove Propositions 4-6 for the case: k = l + 1 and s(vl+1) = −.
The proofs of Propositions 4-6. By Lemma 5.4.4, Lemmas 5.5.1-5.5.5, F l+1 is
generated by the abstract tree ∪fE
l+1
f ∪γ∈m(l+1) e
′
γ satisfying the following conditions:
(1) If s(wλ) = +, then inte
′
λ × I is disjoint from ∪fE
l+1
f ∪γ<λ e
′
γ × I.
(2) If s(wλ) = −, then inte
′
λ × I ∪ (∪fE
l+1
f ∪γ<λ e
′
γ × I) = ∪r∈I(wλ,l+1)(d
′
r × I)λ.
By Lemma 5.6.1, if j < γ and j /∈ I(wγ, l + 1), then d
′
j is disjoint from e
′
γ × I.
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By Lemma 5.6.2, each component of d
′
j∩e
′
γ×I is a core of e
′
γ×(0, 1) for j /∈ m(l+1), γ ∈
m(l + 1) and j > γ.
By Lemma 5.6.3, d
′
j is regular in ∪fE
l+1
f ∪γ<j e
′
γ × I for j /∈ L(c
l
l+1).
By Lemma 5.4.3, cl+1i is an arc properly embedded in F
l+1 which lies in one of El+1f
for some f ; ∂cl+1i ∩ e
′
γ × I = ∅ for each γ ∈ m(l + 1), and ∂c
l+1
i ∩ d
′
j = ∅ for each
j ∈ {1, 2, . . . , n} −m(l + 1).
Now if we take place of cl+1i , d
l+1
j , E
l+1
f , e
l+1
γ ×I, F
l+1 with cl+1i , d
′
j, E
l+1
f , e
′
γ×I, F
l+1, then
Proposition 4 holds except that
(i) d
′
jα is regular in ∪fE
l+1
f ∪γ<jα e
′
γ × I;
(ii) d
′
jα − ∪γ<jαinte
′
γ × I intersects c
l+1
i in at most one point.
Where jα ∈ L(c
l
l+1).
Now by Lemmas 5.6.4, 5.8.1, 5.8.2, 5.8.3 and the argument in Chapter 4, Proposition 4
holds for the case: k = l + 1 and s(vl+1) = −.
By Lemmas 5.6.3, 5.6.4, 5.8.2 and the proof of Proposition 5 in Section 4.6, Proposition
5 holds for the case: k = l + 1 and s(vl+1) = −.
Proposition 6 follows from Lemmas 5.8.6, 5.7.1 and the proof of Proposition 6 in Section
4.6. Q.E.D.
6 The proofs of Propositions 1-3
Now we prove Propositions 1-3 for k = l + 1 under the assumptions that Propositions
1-6 hold for k ≤ l. Then we finish the proofs of Propositions 1-6.
The Proofs of Propositions 1-3. By Lemma 3.1.5, L(vli) = L(c
l
i) and L(d
l
j) =
L(wlj). Hence m
l+1 = MinL(cll+1) = MinL(v
l
l+1). Now there are two cases:
Case 1. s(vl+1) = −.
Now by Lemma 5.1.1(4), s(wml+1) = +. Now by Remark 3.5.9 and the argument in
Chapter 4, Propositions 1-3 hold.
Case 2. s(vl+1) = +.
By Remark 3.5.9 and the argument in Chapter 5, Propositions 1-3 hold. Q.E.D.
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Now Propositions 1-6 hold for 0 ≤ k ≤ m. Hence Theorem 1 is true.
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