Abstract. This paper introduces a new kind of propositional encoding for reasoning about partial orders. The symbols in an unspecified partial order are viewed as variables which take integer values and are interpreted as indices in the order. For a partial order statement on n symbols each index is represented in ⌈log 2 n⌉ propositional variables and partial order constraints between symbols are modeled on the bit representations. We illustrate the application of our approach to determine LPO termination for term rewrite systems. Experimental results are unequivocal, indicating orders of magnitude speedups in comparison with current implementations for LPO termination. The proposed encoding is general and relevant to other applications which involve propositional reasoning about partial orders.
Introduction
This paper formalizes a propositional logic over partial orders. Formulae in this logic are just like usual propositional formulae except that propositions are statements about a partial order on a finite set of symbols. For example, (f = g) ∧ ((f > h) ∨ (h > g)) is a formula in this logic. We refer to the formulae of this logic as partial order constraints. There are many applications in computer science which involve reasoning about (the satisfiability of) partial order constraints. For example, in the contexts of termination analysis, theorem proving, and planning. The main contribution of this paper is a new kind of propositional encoding of partial order constraints in propositional logic.
Contemporary propositional encodings, such as the one considered in [12] , model the atoms (primitive order relations such as f = g or f > h on symbols) in a partial order constraint as propositional variables. Then, propositional statements are added to encode the axioms of partial orders which the atoms are subject to. For a partial order constraint on n symbols, such encodings typically introduce O(n 2 ) propositional variables and involve O(n 3 ) clauses to express the axioms. In contrast we propose to model the symbols in a partial order constraint as integer values (in binary representation). For n symbols this requires ⋆ Research performed at the University of Melbourne , k = ⌈log 2 n⌉ propositional variables for each symbol. The integer value of a symbol reflects its index in the partial order. Constraints of the form (f = g) or (f > h) are then straightforward to encode in k-bit arithmetic.
We focus on the application to termination analysis for term rewrite systems (for a survey see [7] ) and in particular on LPO termination [11, 6] . Experimental results are unequivocal, surpassing the performance of current termination analyzers such as TTT [10, 18] and AProVe [9, 3] (configured for LPO). The underlying approach is directly applicable to more powerful termination proving techniques, such as those based on dependency pairs [2] , which basically involve the same kind of constraint solving.
Sections 2 and 3 introduce partial order constraints and the LPO termination problem. Section 4 describes the O(n 2 ) atom-based propositional encoding of partial order formulae introduced in [12] for LPO termination. Section 5 introduces our O(n log n) symbol-based encoding. Section 6 describes and evaluates our implementation for LPO termination which is based on the application of a state-of-the-art propositional SAT solver [14] . Finally, we present related work and conclusions.
Partial order constraints
Informally, a partial order constraint is just like a formula in propositional logic except that propositions are atoms of the form (f > g) or (f = g). The semantics of a partial order constraint is a set of models. A model is an assignment of truth values to atoms which is required to satisfy both parts of the formula: the "propositional part" and the "partial order part".
Syntax: Let F be finite non-empty set of symbols and R = >, = consist of two binary relation symbols on F . Since R is fixed we denote by Atom F the set of atoms of the form (f R g) where R ∈ R and f, g ∈ F. A partial order constraint on F is a propositional formula in which the propositions are elements of Atom F . We sometimes write (f ≥ g) as shorthand for (f > g) ∨ (f = g). We denote the set of atoms occurring in a partial order constraint ϕ by Atom(ϕ).
Semantics:
The symbols in R are interpreted respectively as a strict partial order and as equality (both on F ). Let ϕ be a partial order constraint on F . The semantics of ϕ is a set of models. Intuitively, a model of ϕ is a set of atoms from Atom F which satisfies both parts of the formula: the propositional part and the partial order part. Before presenting a formal definition we illustrate this intuition by example.
The following are partial order constraints:
The set of atoms
is a model for ϕ 1 . It satisfies the propositional part: ϕ 1 evaluates to true when assigning the atoms in µ the value "true". It satisfies the partial order part: it is a partial order. The set of atoms h > f, f > g is not a model (for any partial order constraint) because it is not closed under transitivity (nor reflexivity). However, its extension
is a model for ϕ 1 . Formula ϕ 1 has additional models which are linearizations of µ 1 :
The formula ϕ 2 has a single model:
Focusing on ϕ 3 illustrates that there is an additional implicit condition for an assignment to satisfy a partial order constraint. We recall that a partial order can always be extended to a total order. The partial order µ = f > g satisfies the propositional part of ϕ 3 and may appear at first sight to satisfy also the partial order part (it is a partial order). However, no extension of µ to a total order satisfies the propositional part of ϕ 3 and hence µ cannot be considered a model of ϕ 3 .
The following definition formalizes the semantics for partial order constraints.
Definition 1 (assignment, model).
An assignment µ is a mapping from propositions of Atom F to truth values, and can be identified with the set of propositions it assigns "true". Let ϕ be a partial order constraint on F . We say that an assignment µ is a model for ϕ if: (1) it makes ϕ true as a propositional formula; (2) it satisfies the axioms for strict partial order and equality; and (3) it defines a total order on F . More specifically, an assignment µ is required to satisfy (for all f, g, h ∈ F):
Given that each model of a partial order constraint is a total order, we have
Hence we may assume without loss of generality that partial order constraints are negation free. For example, the formula ϕ 3 from Example 1 is equivalent to ϕ
/.-, ()*+ ge Fig. 1 . A partial order constraint (left) and its domain graph (right). The graph has two strongly connected components: {gt, ge} and {−, * , +}. Arcs between the components are dashed.
Satisfiability: In this paper we are concerned with the question of satisfiability of partial order constraints: given a partial order constraint ϕ does it have a model? Similarly to the general SAT problem, the satisfiability of partial order constraints is NP-complete, and the reduction from SAT is straightforward.
The atoms in a formula ϕ induce a graph G ϕ on the symbols in F such that satisfiability of ϕ is equivalent to that of its individual (strongly connected) components. This graph captures all possible cycles in the partial order and hence all potential contradictions. The following definition is inspired by [12] . The following definition and lemma facilitate the decomposition of a test for satisfiability to a set of smaller instances.
Definition 3 (restricting a partial order constraint). Let ϕ be a partial order constraint on F and let F ⊆ F. The restriction of ϕ to the symbols in F is the formula obtained by substituting "true" for any atom (f R g) such that (f, g) ∈ F × F . The SCC-partition of ϕ is the set of graphs obtained by restricting ϕ to the nodes in each of the strongly connected components of G ϕ . Example 2. Consider the partial order constraint ϕ and its domain graph G ϕ depicted as Figure 1 . The graph G ϕ has two strongly connected components. The SCC-partition for ϕ gives:
Lemma 1. A partial order constraint is satisfiable if and only if each of the formula in its SCC-partition is satisfiable.
Proof. You can only get a contradiction if x > x along some path in the graph. Any such path will be contained in a single SCC.
2. An example term rewrite system: normalizing formulae with propositional connectives: * ,+,− (representing: and, or, not); and partial orders: gt, ge (representing: >,≥).
LPO termination
A term rewrite system is a set of rules of the form ℓ → r where ℓ and r are terms constructed from given sets of symbols F and variables V, and such that r only contains variables also in ℓ. A rule ℓ → r applies to a term t if a subterm s of t matches ℓ with some substitution σ (namely, s = ℓσ). The rule is applied by replacing the subterm s by rσ. Such an application is called a rewrite step on t. A derivation is a sequence of rewrite steps. A term rewrite system is said to be terminating if all of its derivations are finite. An example term rewrite system is depicted as Figure 2 .
Termination of term rewrite systems is undecidable. However a term rewrite system terminates if there is a reduction ordering ≻ such that ℓ ≻ r for each rule ℓ → r in the system. There are many methods for defining such orderings. Many of them are based on so-called simplification orderings and one such ordering is the lexicographic path ordering (LPO) [11, 6] . In this setting a partial order > F (strict or non-strict) on F induces a corresponding (strict) partial order > lpo on terms. If for each of the rules ℓ → r in a system, ℓ > lpo r then the system is LPO terminating.
Definition 4 (lpo). Let > F be a partial order (strict or non-strict) on F . The induced lexicographic path ordering on terms constructed from symbols of F and variables from V is defined recursively as follows:
where > lex lpo is the lexicographic order on tuples of terms with respect to the ordering > lpo :
The LPO termination problem is to determine for a given term rewrite system T with function symbols F , if there exists a partial order > F such that ℓ > lpo r for each of the rules ℓ → r ∈ T with the induced lexicographic path , ordering. There are two variants of the problem: "strict-" and "quasi-LPO termination" depending on if we require > F to be strict or not. The corresponding decision problems, strict-and quasi-LPO termination, are decidable and NP complete [15] . These problems are tantamount to testing corresponding partial order constraints for satisfiability [9, 10] . In Definition 4, if > F is a strict order then the boxed equivalences s i ≈ t and s 1 ≈ t 1 are syntactic identity; and if > F is non-strict, then they are an equivalence on terms: two terms are equivalent if they are the same up to equivalent function symbols.
For given terms s and t the recursion in Definition 4 for s > lpo t unfolds to a partial order constraint on the symbols in s and t, with details depending on whether > F is a strict or non-strict partial order. The strict-and quasi-LPO termination problems are to deciding if conjunctions of these unfoldings are satisfiable -one conjunct for each rule in the given term rewrite system. Example 3. Consider the term rewrite system of Figure 2 . Unfolding Definition 4 for strict-LPO termination, we obtain the following:
The term rewrite system is LPO terminating if and only if the conjunction of the constraints on the right sides is satisfiable. This conjunction is precisely the partial order constraint ϕ from Figure 1 which by Lemma 1, ϕ is satisfiable if and only if the formula in its SCC-partition are. Coming back to Example 2, it is straightforward to observe that they are.
The next example illustrates a term rewrite system which is quasi-LPO terminating but not strict-LPO terminating.
Example 4. Consider the following term rewrite system.
Unfolding Definition 4 for strict-LPO gives
The conjunction of the constraints on the right sides is not satisfiable indicating that there does not exist any strict partial order on F such that the corresponding lexicographic path order decreases on the three rules. The system is however quasi-LPO terminating. Unfolding Definition 4 for quasi-LPO gives a satisfiable partial order constraint equivalent to (div ≥ i) ∧ (i ≥ div). which indicates that taking div = i provides a proof of quasi-LPO termination.
An Atom-based propositional encoding
The basic strategy is to encode a partial order constraint ϕ on F by an equivalent propositional formula ϕ ′ such that each model of ϕ corresponds to a model of ϕ ′ and in particular such that ϕ is satisfiable if and only if ϕ ′ is. The idea of mapping strict LPO termination problems to a corresponding propositional formula is addressed also in [12] where the authors assume that partial order constraints contain only disjunction and conjunction of atoms of the form (f > g) (no equality and no negation). This suffices for strict-LPO termination analysis. The presentation in this section is more general and can be applied also for quasi-LPO termination.
An
The atom-based propositional encoding of a partial order constraint ϕ on symbols F which does not involve equality nor negation is obtained as [12] . In the general case when ϕ may contain also negation or equality the encoding is obtained as Proof. Straightforward.
The two variants of atom-based propositional encodings both result in large propositional formula. For the case when |F | = n they introduce O(n 2 ) propositional variables and involve O(n 3 ) clauses (e.g., for transitivity). In [12] Kurihara and Kondo propose two optimizations. They note that for a given formula ϕ, the domain graph G ϕ is often sparse and hence they propose to specialize the explicit representation of the axioms for those symbols from F actually occurring in ϕ. However, in view of Lemma 1 we may assume that , we are testing satisfiability for partial order constraints which have strongly connected domain graphs. Moreover, as indicated by our experimental evaluation in Section 6, the domain graphs for some of the more challenging examples strongly connected components with up to 30 symbols. Under this assumption, the proposed optimization will still require O(n 2 ) propositional variables and O(n 3 ) clauses. In a second optimization Kurihara and Kondo observe that the axioms for transitivity and asymmetry can be replaced by a simpler axiom (they call it A * ) introducing a single clause of the form ¬((
in G ϕ to assert that that cycle is not present in a model. They claim correctness of the encoding and report considerable speedups when it is applied. The problem with this optimization is that in general there may be an exponential number of simple cycles to consider.
The atom-based encoding described in this section either requires O(n 2 ) propositional variables and introduces O(n 3 ) clauses or else relies on a potentially exponential phase of processing the simple loops in the domain graph.
A Symbol-based propositional encoding
This section presents an alternative propositional encoding which follows the same general strategy as before: It encodes a partial order constraint by an equivalent propositional formula which in particular has the same satisfiability. The novelty is in symbol-based approach. The basic idea is to interpret the n symbols in F as indices in a partial order taking finite domain values from the set 1, . . . , n . Each symbol is thus modeled using k = ⌈log 2 n⌉ propositional variables which encode the binary representation of its value. Constraints of the form (f > g) or (f = g) on F are interpreted as constraints on indices and it is straightforward to encode them in k-bit arithmetic.
Let ϕ be a partial order constraint on F and let |F | = n. An integer solution of ϕ is an assignment θ of the symbols in F to values in {1 . . . , n} which makes ϕ true.
Example 5. Consider again the partial order constraints from Example 1. The assignments mapping f, g, h to 3, 1, 2 , 3, 1, 1 and 1, 1, 1 are solutions for ϕ 2 . But only the first is a solution for ϕ 1 . The formula ϕ 3 has no solutions.
In the index based approach the semantics of a partial order constraint is a set of integer solutions.
Lemma 2. Let θ be a solution of ϕ. The assignment
is a model of ϕ.
Proof. Clearly µ satisfies both the propositional and partial order parts of ϕ since the integer relation > is a total order. Hence µ is a model for ϕ by definition. Proof. Assume F = {f 1 , . . . , f n } and let µ be a model of ϕ. By asymmetry, identity and comparability, for each 1 ≤ i < j ≤ n exactly one of f i > f j or f i = f j or f j > f i hold. We can linearize the symbols in F : f kn R n−1 · · · R 2 f k2 R 1 f k1 where for each 1 ≤ i < n, (f ki+1 R i f ki ) ∈ µ and R i ∈ {>, =}. Since µ models transitivity, symmetry, and identity. We can then construct a solution θ, using values from 1 to no more than n, where
Note that there can be more than one solution corresponding to the same model of ϕ depending on how the symbols in F are linearized. The model
The following theorem is a direct consequence of Lemmata 2 and 3.
Theorem 2. A partial order constraint ϕ has a solution iff it has a model.
We now introduce a symbol-based propositional encoding for partial order constraints. For |F | = n we need k = ⌈log n⌉ bits per symbol. Recall that [[a] ] is the propositional variable corresponding to an atom a and [[ϕ]] the propositional formula obtained when replacing atoms by propositional variables in partial order constraint ϕ.
1. For f ∈ F, the k-bit representation is f = f k , . . . , f 1 with f k the most significant bit. 2. A constraint of the form (f = g) is encoded in k-bits by
A constraint of the form (f > g) is encoded in k-bits by
Proposition 1. The size of the constraint based encoding of ϕ is O(|ϕ| log n).
,
Let us compare the two encodings of a partial order constraint ϕ given as Equations (1) and (2) . The common part in both encodings is the subformula [[ϕ] ] in which atoms are viewed as propositional variables. The difference is that Equation (1) introduces explicit axioms to relate the atoms in a partial order where Equation (2) interprets the n symbols as indices represented in ⌈log 2 n⌉-bits. The symbol-based encoding introduces O(n log n) propositional variables and involves O(s log n) clauses where s is the size of ϕ. In comparison the atombased encoding introduces O(n 2 ) variables and results in a formula with O(n 3 ) clauses. The key improvement is that the expensive encoding of the axioms is not required because the encoding as integers ensures that they hold "for free".
Implementation and Experimentation
We have implemented a prototype analyzer, poSAT, for strict-and quasi-LPO termination based on the encoding proposed in Section 5. The implementation is a written primarily in SWI-Prolog [19, 16] and interfaces the MiniSat solver [8, 14] for solving SAT instances. We have integrated MiniSat and SWI-Prolog through ≈190 lines of C-code and ≈140 lines of Prolog code.
The rest of poSAT is implemented in ≈700 lines of Prolog code. This includes a TRS parser, modules to translate strict-and quasi-LPO termination problems into partial order constraints, the module converting partial order constraints into SAT instances, and finally a head module processing the command line, running the components, pretty-printing the results etc. The current implementation does not decompose partial order constraints to their SCC-components (Lemma 1). The experimental results indicate that the implementation would not benefit from that: (a) Most of the tests are very fast without this decomposition; and (b) It is typical for hard cases of LPO termination (see Table 2 ) to have a large strongly connected component including the majority of the symbols.
For experimentation we have taken all 751 term rewrite systems from the Termination Problem Data Base [17] which do not specify a "theory" or a "strategy". In the following, the names of term rewrite systems are indicated in typewriter font and can be found in [17] . We report on the comparison of poSAT for both strict-and quasi-LPO termination analysis with the TTT analyzer [18] . We have also performed comparisons with AProVe [3] as well as with the results reported in [12] .
For the experiments, poSAT runs on a 1.5GHz laptop running GNU/Linux FC4. The TTT analyzer is applied via its Web interface [18] and runs on a Xeon 2.24GHz dual-CPU platform which is a considerably faster machine than ours. Experiments with AProVe running on our local platform give results which are consistently slower than TTT (on its faster machine). Hence for comparison with poSAT we provide the numbers only for TTT. Comparison with the results of [12] are also not presented as they too are substantially slower than those obtained with TTT.
With regards to precision, as expected, all three analyzers give the same results (with the exception of a single test which TTT cannot handle within the The columns contain times (in seconds) for our analyzer (poSAT) and TTT. We configure TTT to run with timeout of 10 minutes, the maximum allowed by its Web interface. Note that the times are taken on different machines which makes the precise comparison impossible. Nevertheless, the results are indicative showing that poSAT is fast in absolute terms and scales better for hard cases. Notably, the hardest test of LPO termination for poSAT (HM/t005.trs) completes in under a half second, while the hardest test for TTT (currying/Ste92/hydra.trs) takes more than 4 minutes. 13 .trs which completes in 203.9sec (3.4min). The same two tests take poSAT 0.01sec and 0.031sec respectively. The hardest quasi LPO test for poSAT's is Zantema/z30 which takes 1.17sec in our analyzer and 5.03sec in TTT.
Once again, the timings are indicative despite the fact that the two analyzers run on different machines. By comparing the results in Table 1 (a) and (b) we observe that for quasi LPO, TTT runs about an order of magnitude slower than for strict LPO. In contrast, poSAT demonstrates only a modest 14% increase in the accumulated run time. Table 2 presents a detailed analysis for the 25 most challenging examples for poSAT chosen by maximum total time for strict-and quasi-LPO analysis. The two parts of the table present the respective results for strict-and quasi-LPO termination analyses. The following information is provided: The columns labeled "Sym" and "CNF" characterize the partial order constraints derived from the given term rewrite systems. "Sym" indicates the number of symbols in the complete formula and in the largest component of its SCC-partition (0/0 in this column means that the partial order constraint is trivial i.e., true or Table 2 . The 25 hardest tests for poSAT false). "CNF" indicates the numbers of propositional variables and clauses in the translation of the propositional (symbol-based) encoding to conjunctive normal form. The columns labeled "poSAT" and "TTT" indicate run times (in seconds) for the poSAT and TTT solvers.
All of the tests except for currying/Ste92/hydra.trs are not strict-nor quasi-LPO terminating. This is not surprising for the 25 hardest tests, as proving unsatisfiability is harder than finding a solution for a satisfiable formula. It is interesting to note that three examples among the hardest 25, result in trivial partial order constraints. Obviously, the challenge in these examples is not in solving the constraints but rather in obtaining them by unfolding Definition 4. Interestingly, our translation and simplification mechanisms are sometimes more powerful than those of TTT. For instance, currying/AG01 No 3.13 is simplified to false in poSAT but not in TTT, leading to a long search for TTT. The difference is due to the fact that in the case of poSAT the generation of a partial order formula never introduces trivial sub-formula ("true" or "false"). these are evaluated on-the-fly.
Another observation based on the results of Table 2 is that the partial order constraints derived from the tests typically have domain graphs with large strongly-connected components. Almost every test in the table has a "core" component including the majority of the symbols. Therefore, it is unlikely that the performance of poSAT for the presented tests can be improved by using the SCC-based decomposition of the formula. Large components of this size would also pose a serious challenge to an analyzer based on the atom-based encoding.
As Table 2 shows, the maximum CNF instance solved in our tests includes 12827 propositional variables and 38479 CNF clauses. This is well below the capacity limits of MiniSat, which is reported to handle benchmarks with hundreds of thousands of variables and clauses [14] .
Related and Future Works
Testing for satisfiability of partial order constraints comes up in many other applications. First of all in the context of term rewrite systems where LPO is just one example of a simplification ordering and analyses based on other types of orderings may also be encoded into propositional logic. Moreover, for programs which cannot be shown to terminate using these kinds of simplification orderings, the dependency pairs approach [1, 2] has proven very successful in generating sets of constraints such that the existence of a (quasi-)ordering satisfying them is a sufficient condition for termination. Our constraint solving technique is directly applicable and will improve considerably the performance of implementations for these techniques.
Another approach to proving termination is based on the notion of size change graphs [13] which approximate the transition relation induced by a program. A transition step from program point p/n (with n state variables) to program point q/m (with m state variables) is described by a graph with nodes p 1 , . . . , p n and q 1 , . . . , q m and an edge from p i to q j to indicate that the size of the i th state variable at point p decreases (strict or non-strict) on the transition with respect to the j th state variable at point q. Size change graphs can be represented as conjunctions of constraints of the form (p i > q j ) or (p i ≥ q j ) (see for example [5] ). Sets of size change graphs can be represented as disjunctions of conjunctions of such constraints and encoded as propositional formula using using log(n + m) bits. The results in [4] illustrate how such an encoding can be exploited to provide for efficient implementations manipulating potentially large sets of size change graphs.
Conclusion
We have introduced a new kind of propositional encoding for reasoning about partial orders. Previous works propose to represent the atoms in a formula as propositional variables and to explicitly encode the axioms for partial order. Our novel approach is to interpret the symbols in a formula as finite domain , variables corresponding to the indices in the partial order. We illustrate the application of our approach for LPO termination analysis for term rewrite systems. Experimental results are unequivocal indicating orders of magnitude speedups in comparison with current implementations for LPO termination analysis. The proposed technique is directly applicable to more powerful termination proving techniques, such as those based on dependency pairs [2] , which basically involve the same kind of constraint solving.
