Abstract. We prove the main result from Schmüdgen's 2003 article [S3] in a more elementary way. The result states, that the question whether a finitely generated preordering has the so called strong moment property can be reduced to the same question for preorderings corresponding to fiber sets of bounded polynomials.
Introduction
Preorderings in the ring of real polynomials are of great importance in Real Algebra and Real Algebraic Geometry. They correspond to semi-algebraic sets in a similar fashion as ideals correspond to algebraic sets.
Starting with Hilbert's question whether every nonnegative real polynomial in several variables is a sum of squares of real rational functions, many questions arose in this field and many interesting results are known. Different kinds of Positivand Nullstellensätze give representations of polynomials with certain properties on semi-algebraic sets. For example, for a compact basic closed semi-algebraic set, every strictly positive polynomial belongs to the corresponding finitely generated preordering (this is the main result in [S2] ). If the set is not compact, then this result fails in general. See for example [PD] for a thorough treatment of the field.
Another important question concerns the so called moment problem. When is it true that a linear form on the polynomial ring which is nonnegative on a finitely generated preordering is integration with respect to a measure? This leads to the problem of determining the closure of the preordering with respect to the finest locally convex topology on the vector space of polynomials. Indeed, if this closure consists of all polynomials which are nonnegative on the semi-algebraic set, then, by Haviland's Theorem (Theorem 2.1), every linear form nonnegative on the preordering is given by a measure on the corresponding semi-algebraic set. We say that the preordering has the strong moment property in this case.
In his 2003 article [S3] , Schmüdgen proves a very strong criterion for a preordering to have this property. Indeed, if every preordering from a certain family of preorderings constructed from the original one has the property, then the original preordering has it as well. This is in fact a necessary and sufficient condition. Geometrically, the constructed preorderings correspond to lower dimensional semialgebraic sets, namely fiber sets of bounded polynomials. As the low-dimensional case is often better understood (see for example [KM] and [KMS] ), the Schmüdgen criterion can be applied in many cases successfully.
The proof in [S3] uses deep results from functional analysis. A direct integral decomposition of a GNS representation is used to decompose a linear form on the polynomial ring into an integral of linear forms. The applied methods are from [S1] and [D] . In this work we give a more elementary proof of the theorem. We also decompose a linear form into an integral of linear forms. These linear forms are constructed from functions emerging from the Radon-Nikodym Theorem.
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Notations and Preliminaries
For n ∈ N consider the real polynomial ring R[X 1 , . . . , X n ], which we will denote by R[X] in the following. Later we will also use the polynomial ring 
We then consider the saturation of T , denoted by T sat , consisting of all real polynomials nonnegative on W . Note that T sat depends only on W , whereas T can be different for different sets of generators defining the same set W .
Obviously T ⊆ T sat and T sat is again a preordering, i.e. T sat is closed under addition, multiplication and contains all squares of polynomials. The relation between T and T sat is an important object of study in Real Algebraic Geometry. As R[X] is a real vector space and T is a convex cone, we define
the algebraic dual cone of T . As explained in [KM] , L(1) > 0 holds for all L = 0 which are nonnegative on T . Therefore the condition L(1) = 1 in the definition of T ∨ can be ensured for those forms by skaling with a positive real and it does not affect any of the following considerations.
We define the double dual cone
T ∨∨ is the closure of T with respect to the finest locally convex topology on the vector space R[X], it is again a preordering and we have
the first inclusion being obvious, the second one coming from the fact that evaluation in x ∈ W defines an element from T ∨ . See [KM] and [KMS] for a more thorough discussion. Now one is interested in the relation between T ∨∨ and T sat . In particular, one wants to know whether T ∨∨ = T sat holds. Following the notation in [S3] , we say that the preordering T has the strong moment property (SMP) in this case. The importance of this notion is obvious from the following classical theorem by Haviland [H] :
So if T has (SMP), then every L ∈ T
∨ is nonnegative on T sat and is given by a positive Borel measure on W , by Haviland's Theorem. As it is much easier to check nonnegativity on T than on T sat , (SMP) is a useful property. Schmüdgen proved in [S2] that T has (SMP) whenever W is compact, independent of the choice of generators. Indeed, he proved a bit more without bringing it up explicitly. Denote by B W the ring of all polynomials which are bounded on W . Then we have, even if W is not compact:
If W is compact, then every polynomial is bounded on W and therefore the Theorem shows T ∨∨ = T sat . As this result is not stated explicitly in [S2] , we give a short sketch of the proof.
Proof. For every b ∈ B W and every
∞ , where b ∞ denotes the supremum of b on W . This is shown in the proof of Theorem 1 in [S2] or in the proof of Proposition 2 in [S3] . It uses the Positivstellensatz and the one dimensional Hamburger moment problem.
So if b is nonnegative on W in addition, for any δ > b ∞ we have
on W , and so
The non-compact case is investigated by Schmüdgen in [S3] . He reduces the question whether T has (SMP) to the same question for preorderings corresponding to lower dimensional semi-algebraic sets, namely fibers of polynomials bounded on W .
Main Theorem
For the whole section fix f 1 , . . . , f r ∈ R[X] and consider T , W and B W as in the section before. In addition, we fix bounded polynomials h 1 , . . . , h s ∈ B W . We will often write h in the following if we refer to the s-tuple h 1 , . . . , h s . The set
is a bounded subset of R s , and its closure with respect to the usual topology is denoted by h(W ).
For any λ = (λ 1 , . . . , λ s ) ∈ R s we consider the preordering
where
is the ideal generated by the h i − λ i . T λ is again a finitely generated preordering, as every polynomial is a difference of two squares of polynomials it is indeed generated by
This shows that the basic closed semi-algebraic set W λ corresponding to T λ is just W intersected with the zero set of I λ . Now Schmüdgen proved the remarkable theorem, that if T λ has (SMP) for all λ ∈ h(W ), then so does T ( [S3] , see Corollary 3.3 below). He uses direct integral decompositions of * -represenations of * -algebras. Indeed, he proved the following slightly stronger theorem, which we will prove here in a more elementary way:
Theorem 3.1.
Before we begin with the proof, we explain some constructions that we will use. We fix L ∈ T ∨ and define linear forms
Here, F (h) is an abbreviation for F (h 1 , . . . , h s ), where
, the linear form L p 2 fulfills the condition of Haviland's theorem.
Indeed, if F ∈ R[Y ] is nonnegative on h(W ), then F (h) is nonnegative on W . As all h i are bounded on W , so is F (h). By Theorem 2.2 we get F (h) ∈ T ∨∨ . Being the closure of T in the finest locally convex topology on R[X], T
∨∨ is again a preordering, and so
F ). Applying Theorem 2.1, there is a positive Borel measure ν p on h(W ) with
These measures are obviously finite and therefore regular. As all considered measures are defined on h(W ), we omit the subscipts under the integral signs from now on.
The following Lemma is an important ingredient in the proof of Theorem 3.1.
that is, every ν 1 -null set is also a ν p -null set.
Proof. Take p ∈ R[X]. For any F ∈ R[Y ] and any
We choose a sequence (f n ) n∈N of continuous functions on h(W ), which take on values in the interval [0, 1] and which converge pointwise except on a set N which is a ν 1 -and a ν p -null set, to the characteristic function χ A of A. This can be done using the fact that both measures are regular and by applying Urysohn's Lemma.
Due to the Theorem of Majorized Convergence, we get
Now take a sequence of polynomials (Q
where · ∞ denotes the supremum on the compact set h(W ). So
Further we get
where the inequality uses (3). So (4) combined with (6) yields
As the sequence ( √ f n ) n∈N obviously also converges pointwise except on N to χ A , so does the sequence (Q n ) n∈N by (5). As N is also a ν p -null set, again by the Theorem of Majorized Convergence,
So ν p (A) = 0, what was to be shown.
Lemma 3.2 allows us to apply the Radon-Nikodym Theorem. For every p ∈ R[X] we get a ν 1 -integrable function
If we define θ p := Φ p+1
Before we start with the proof of Theorem 3.1, we look at some of the properties of the θ p .
For
By Lemma 4.1 from the Appendix, this implies
except on a ν 1 -null set which depends on g 1 , g 2 , t 1 , t 2 . Further, for any
holds, so again by Lemma 4.1,
So by Lemma 4.1,
except on a ν 1 -null set depending on p and Q. With all these constructions in mind, we prove the main theorem.
Proof of Theorem 3.1. One of the inclusions is obvious, for the other one fix f ∈
. (Remember that the f i where the polynomials defining W and T , whereas the h i where the bounded polynomials we fixed.) Any a ∈ A can be written as a real polynomial in the form
where the a α a real,
n and the sum is finite. We will use this representation for a in the following.
From L we construct all the functions θ p introduced above. Using (8), (9) and (10), we find a single ν 1 -null set N ⊆ h(W ), such that the following conditions are true for all λ / ∈ N :
As A is countable, we can indeed insure all this with one single null set N .
These linear forms fulfill
for all a ∈ A by (11). So for any t ∈ A ∩ T we have
using (12). As we can approximate every element from T coefficientwise by a sequence of elements from A ∩ T of bounded degree,
holds.
Using (14) and (13), for any p ∈ Q[X], ξ ∈ Q and i ∈ {1, . . . , s}
By approximating first λ i by elements ξ from Q and then arbitrary p ∈ R[X] by elements from Q[X] of bounded degree, this shows
Combined with (15) this implies
For λ ∈ N we define L λ ≡ 0. As f is in A, we get
using (14) and ν 1 (N ) = 0 for the first equality. Now the rest is straighforward. For any λ ∈ N we have The most important corollary of Theorem 3.1 is the following, which is Theorem 1 in [S3] .
So by Theorem 3.1,
The conditions in Corollary 3.3 are also necessary. If T has (SMP) then so do all the T λ . Indeed, for any ideal I, T + I has (SMP). This is Proposition 4.8 in [SCH] .
There are are lot of interesting examples in [S3] illustrating the use of Corollary 3.3. So we just add one more. Example 3.4. As in [KMS] , we consider the preordering
The polynomial XY is bounded on W and all the T λ have (SMP), and so does T .
If we change the set of defining polynomials suitably, e.g. consider
for some odd n ≥ 3, the semi-algebraic set stays the same. But T does not have
and one checks that this preordering does not contain Y , a contadiction.
On the other hand, if we change the defining polynomials tõ
for some odd n ≥ 3,T has (SMP). This can again be obtained by Corollary 3.3, just as for the first preordering T . Corollary 3.3 yields a general easy result about changing the defining polynomials. If T , defined by f 1 , . . . , f r , has (SMP) and for example f 1 is bounded on W , then replacing f 1 by some odd power of f 1 preserves (SMP). Indeed T + (f 1 − λ) has (SMP) for all λ ∈ f 1 (W ) by the mentioned result in [SCH] . As all those λ are nonnegative, T (f n 1 , f 2 , . . . , f r ) + (f 1 − λ) contains f 1 and is therefore equal to T + (f 1 − λ). So Corollary 3.3 shows that also T (f n 1 , f 2 , . . . , f r ) has (SMP). Then there is a ν-null set N ⊆ K, such that h ≥ 0 except on N .
Appendix
Proof. For n = 1, 2, . . . define 
