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TESIS
en opción al grado de
Maestro en Ciencias en Ingenieŕıa de Sistemas
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2. Marco teórico y antecedentes 7
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2.7. Topoloǵıa de una red Libre de escala de 50 vértices donde algunos
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Índice de tablas 10
5.14. Comparación del desarrollo de la aptitud con poblaciones iniciales de
tamaño 30, 50 y 100 en instancias RLE/RAL y RLE/RMP durante
1300 iteraciones del algoritmo genético. Los porcentajes promedios de
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A los proyectos PAICYT CA1475-07, PROMEP 103,5/07/2523 y PROMEP
103,5/08/4804 a través de los cuales se obtuvo financiamento para copias, impre-
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Candidato para el grado de Maestro en Ciencias en Ingenieŕıa de Sistemas.
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T́ıtulo del estudio:
Análisis y optimización estructural de
redes complejas
Número de páginas: 123.
Objetivos y método de estudio: El objetivo del presente trabajo de tesis es
la creación de una herramienta de software que optimice la calidad estructural de
una red compleja. Existen varios modelos de redes complejas como las Aleatorias,
Libre de escala y de Mundo pequeño que representan sistemas del mundo real, por
lo cual se pretende que la herramienta pueda trabajar con cualquiera de ellas.
Para mejorar la calidad estructural de una red la herramienta de software
realiza un análisis a la estructura topológica y a través de un algoritmo genético
realiza su optimización. La herramienta de software desarrollada no tiene definida
una calidad estructural ya que las redes funcionan y se conforman de diferentes
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maneras para cumplir con su funcionamiento. Aśı la calidad estructural de una red
la define el usuario en base a la aplicación de la red y las propiedades estructurales
deseadas.
Como objetivo secundario se busca encontrar los parámetros recomendados
para el algoritmo genético que producen el conjunto de redes alternativas de mejor
calidad y sin un costo excesivo. Los parámetros que se buscan determinar son el
tamaño de la población inicial, la cantidad de aristas mutadas y la cantidad de
iteraciones durante las cuales se recomienda ejecutar la herramienta de software.
Contribuciones y conclusiones: La contribución de este trabajo es la creación
de una herramienta de software de fácil uso y código abierto que opera en ambiente
Windows y ambientes basados en Unix.
Se realizó un estudio sobre los tiempos de ejecución que toma la herramienta
de software en optimizar la calidad en redes de diferentes tamaños y se identificó la
propiedad estructural de la herramienta de software que toma un mayor tiempo de
optimizar.
Se observó que para las instancias de prueba desarrolladas en este trabajo, la
metodoloǵıa utilizada brinda soluciones robustas de buena calidad en un tiempo de
cómputo razonable. La herramienta desarrollada arroja como soluciones un conjunto
de redes alternativas con una mayor calidad y con el menor costo que encontró el
algoritmo genético durante su ejecución. Se decidió mostrar un conjunto de solucio-
nes para otorgar libertad al tomador de decisiones de elegir la solución que más le
agrade en base a criterios como el costo y el porcentaje de mejora obtenido.
Firma del asesor:
Dra. Satu Elisa Schaeffer
Caṕıtulo 1
Introducción
Vivimos en un mundo de sistemas, de hecho somos parte de un sistema y es-
tamos formado por sistemas. Un sistema se puede definir como la interacción de
elementos para lograr un objetivo en común [4]. Ejemplos de sistemas son la Inter-
net, las neuronas de nuestro cerebro, circuitos electrónicos, redes de computadoras,
redes de comunicaciones, redes de transporte y hasta el metabolismo de una célula
[10]. Estos sistemas y muchos otros más se pueden representar a través de grafos, ya
que un grafo es una representación abstracta de situaciones formadas por elementos
(vértices) y las interacciones entre ellos (aristas) [23]. Un ejemplo de esto es la Inter-
net que se puede modelar como un grafo donde las computadoras son representadas
por vértices y el cableado de las computadoras por aristas.
Existe una clase de sistemas denominada redes complejas [53], las cuales son
el tema principal de este trabajo. A continuación se describe el problema que se
aborda.
1.1 Descripción del problema
Xu [59] menciona que existen una gran cantidad de problemas en la ciencia, la
ingenieŕıa, la medicina, la tecnoloǵıa y otras áreas donde el resolver ciertos problemas
requiere un gran tiempo de cómputo y en la mayoŕıa de las ocasiones se requiere
una respuesta en un tiempo pequeño, por ejemplo, el procesamiento de imágenes,
el procesamiento de señales de un radar, el pronóstico del tiempo, el control rápido
1
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de reacciones qúımicas o nucleares y simulaciones aerodinámicas. Para resolver tales
problemas es necesario tener un sistema de múltiples procesadores (MPS) el cual
sea rápidamente capaz de ejecutar algoritmos en paralelo, sin embargo; la rapidez
de los procesadores está limitada por su mecanismo, por lo cual se deben construir
mejores supercomputadoras que logren incrementar la cantidad de procesamiento de
información [59].
Para construir supercomputadoras se necesita de diseñadores que construyan
sistemas confiables, altamente efectivos y económicos [59]. Para que tales sistemas
sean económicos deben tener un buen diseño en la estructura de las interconexiones
de sus componentes. La estructura topológica de la conexión de los componentes de
una red juega el papel más importante en el diseño de los supersistemas debido a que
cada conexión entre los componentes está asociado a un costo y a un determinado
funcionamiento. Un alto rendimiento y un bajo costo son las principales metas en el
desarrollo o diseño de cualquier red [59].
Existen redes en las cuales la estructura topológica de sus componentes no es
trivial y además están formadas por un gran número de elementos, estas redes son
conocidas como redes complejas. La importancia de estas redes radica en que a través
de ellas se modelan sistemas tecnológicos, biológicos y sociales del mundo real.
Actualmente existen herramientas de software que analizan y visualizan redes
complejas como Network Workbench [7] y Pajek [9], pero no otorgan recomendaciones
al tomador de decisiones sobre que acciones se pueden realizar para mejorar la calidad
estructural de la red. Estas herramientas son de ayuda, pero existen situaciones en
las que se requieren respuestas precisas, como por ejemplo determinar si una red
es robusta, conocer si la estructura es óptima y determinar si es factible mejorar el
desempeño de la red.
Al revisar la literatura se ha detectado el problema de no encontrar herra-
mientas de software que optimicen la estructura de redes complejas en base a las
necesidades o requerimientos del usuario, ya que en los últimos años se han dedicado
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esfuerzos para la creación de herramientas que analizan y visualizan las conexiones
de las redes complejas y éstas han demostrado no realizar alguna optimización a la
estructura de la red (este tema se aborda más adelante en la Sección 2.4.2).
1.2 Antecedentes
A finales de la década de los cincuentas y principios de la decada de los sesen-
tas, el estudio de la estructura de redes con conexiones aleatorias (teoŕıa de grafos
aleatorios) fue un tema de gran interés para investigadores de diversas ciencias como
las matemáticas, ciencias de la computación, comunicaciones, bioloǵıa, socioloǵıa y
economı́a entre otras [24]. Desafortunadamente, en ese entonces no pudo ser com-
probada en su totalidad la teoŕıa que se hab́ıa desarrollado.
Fue hasta los finales de los noventas que el estudio de la evolución y la estruc-
tura topológica de las redes llegó a ser un nuevo campo de estudio para la f́ısica
estad́ıstica. Esto se debió en medida al crecimiento impactante en la arquitectura
de las redes de comunicaciones, la Internet y la World Wide Web (WWW) [24].
Es a partir de este crecimiento que se han desarrollado diferentes modelos de redes
complejas, tales como las Aleatorias [29], Exponenciales [3], Libre de escala [11] y
Mundo pequeño [56]. Cada uno de estos modelos tiene propiedades estructurales y
una distribución del grado que las caracteriza.
La clasificación de redes complejas dentro de un modelo ayuda a conocer y
entender su comportamiento, pero no otorga un ánalisis de la calidad estructural en
base a la aplicación de la red.
1.3 Objetivo
En este trabajo de tesis el objetivo es desarrollar una herramienta de software
que optimice las propiedades estructurales de una red compleja al realizar cambios
en su topoloǵıa. De esta manera se otorga al usuario el conjunto de las mejores redes
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alternativas construidas, las cuales se caracterizan por tener una mayor calidad que
la red original sin un costo excesivo.
Como objetivos secundarios se pretende que la herramienta de software fun-
cione para redes complejas Aleatorias, Libre de escala y Mundo pequeño, además
de establecer los parámetros iniciales bajo los cuales la herramienta de software
encuentre las mejores soluciones posibles.
1.4 Motivación y justificación
En el mundo, cualquier sistema se puede visualizar como un grafo y por tanto se
observa qué elementos están relacionados, qué elementos son los más importantes y
qué pasaŕıa si dejaran de existir algunos componentes [16]. Claro está que lo anterior
es posible cuando el sistema es de una magnitud pequeña ya que si el sistema resulta
ser una red compleja entonces se vuelve dif́ıcil el poder identificar algunos elementos
y sus propiedades básicas.
Estudiar la topoloǵıa de las redes es de importancia ya que conociendo sus ca-
racteŕısticas y debilidades se pueden manejar de la mejor forma diversas situaciones,
por ejemplo, aprovechar las conexiones de un vértice para realizar y evitar ataques,
evitar la propagación de una epidemia en una red social, actuar a tiempo en desas-
tres naturales al crear rutas de evacuación y otras más. Al conocer las propiedades
estructurales de una red se podŕıa responder a cualquier situación con un costo bajo
y con la seguridad de haber tomado la mejor decisión dada la estructura de la red.
Un ejemplo de un sistema que necesita ser mejorado y optimizado es el drenaje
pluvial en donde se puede representar cada alcantarilla como un vértice y cada calle
como una arista. La red pluvial representada como un grafo es frágil ante un ataque,
que bien es la cantidad de lluvia que la mayoŕıa de las veces supera la capacidad
de la red. Una solución a esta situación podŕıa ser colocar más alcantarillas en los
lugares donde se cree que son los mejores, pero esta acción no soluciona del todo
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el problema ya que seŕıa una solución temporal y con el tiempo ineficiente debido
a diversos factores como el crecimiento de la población y la creación de nuevas
viviendas. Por tanto la solución radica en estudiar el problema y atacarlo de manera
estratégica en el presente y a largo plazo a través de la teoŕıa de grafos.
El desarrollo de este trabajo fue motivado por la necesidad de mejorar redes con
una gran cantidad de elementos, ya que solo hab́ıan sido desarrolladas herramientas
que analizaban y visualizaban las conexiones de una red, por ejemplo, Network
Workbench [7] y Pajek [9], pero hasta donde se tiene conocimiento éstas no otorgan
una asesoŕıa para optimizar el funcionamiento de la red.
1.5 Hipótesis
La hipótesis de este trabajo es que la herramienta de software construye un
conjunto de redes que satisfacen las necesidades de un usuario al mejorar las propie-
dades estructurales de una red existente.
1.6 Estructura de la tesis
El presente trabajo de tesis está organizado de la siguiente manera.
El Caṕıtulo 2 contiene los antecedentes acerca de las diferentes áreas y cono-
cimientos que se conjugan en el desarrollo del presente trabajo. Éstas son la teoŕıa
de grafos, la teoŕıa de redes complejas, las propiedades estructurales, las métricas
estructurales, los modelos de redes complejas, los algoritmos genéticos y la optimi-
zación.
En el Caṕıtulo 3 se abordan las propiedades estructurales que se optimizan en
este trabajo, se muestra la relación de las métricas a utilizar según las propiedades
estructurales que se deseén optimizar, se explica la función objetivo utilizada en este
trabajo y se hace la definición formal del problema.
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En el Caṕıtulo 4 se especifica la metodoloǵıa que sigue la herramienta de soft-
ware para realizar la optimización en la topoloǵıa de una red.
En el Caṕıtulo 5 se reporta la experimentación computacional, las condicio-
nes y las instancias bajo las cuales se realizaron todos los experimentos. Como se
tienen varios objetivos por cumplir se realizaron los experimentos correspondientes
para encontrar los mejores parámetros posibles de la herramienta de software que
determinan o aseguran el conjunto de soluciones con mayor calidad. Los parámetros
que se buscaron encontrar son la cantidad de mutaciones, la cantidad de iteraciones
y el tamaño de la población inicial. En esta sección se demuestra la confiabilidad de
los resultados y por último se muestra un estudio sobre los tiempos de ejecución que
tarda la herramienta en realizar la optimización en grafos de diferentes tamaños.
En el Caṕıtulo 6 se muestran las conclusiones obtenidas con el desarrollo del
presente trabajo de investigación. Se presentan además las aportaciones realizadas
y las posibles ĺıneas de investigación futura para ampliar el conocimiento sobre la
optimización de redes complejas.
Algunos modelos generadores de redes complejas y el funcionamiento del algo-
ritmo genético se explican en los Apéndices A y B, respectivamente.
Caṕıtulo 2
Marco teórico y antecedentes
Para ofrecer una red con una estructura topológica diferente y mayor calidad
que la red original, se necesita estudiar las propiedades estructurales de la red y
cuantificarlas a través de métricas, tales como el diámetro del grafo, la eficiencia, el
grado de cada uno de los vértices, la vulnerabilidad y otras más. El conocimiento
de estos antecedentes no bastan para lograr el objetivo del presente trabajo, ya que
se deben tener conocimientos de otras áreas tales como la teoŕıa de grafos, la teoŕıa
de redes complejas, la optimización (monobjetivo y multiobjetivo) y los algoritmos
genéticos.
En este caṕıtulo se presenta la información teórica de las diferentes áreas que
se utilizaron en la metodoloǵıa propuesta en este trabajo y se presentan también los
antecedentes de la optimización estructural en redes complejas.
2.1 Teoŕıa de grafos
Un grafo (G) es un par de conjuntos (V, E), donde V es un conjunto finito
de puntos llamados vértices o nodos que usualmente se enumeran para facilitar su
localización V = {1, 2, 3, . . . , n} y E es un conjunto finito de aristas que unen pares
de vértices {i, j} donde i, j ∈ V . A cada arista se le puede asignar un costo, peso
o ponderación que se denomina distancia f́ısica (ℓi,j). Por lo general n representa
el número de los vértices del grafo (orden) y m representa el número de aristas del
grafo (tamaño).
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En un grafo, si las aristas tienen dirección del vértice i (punto inicial) al vértice
j (punto final), entonces se dice que es un grafo dirigido. Si no existe dirección en
las aristas de un grafo entonces se dice que es un grafo no dirigido. Cuando un grafo
G tiene entre cada par de vértices una arista se dice que es un grafo completo (Gn).
En un grafo completo dirigido existen n(n − 1) aristas mientras que en un grafo
completo no dirigido existen n(n − 1)/2 aristas. En esta tesis se trabaja con grafos
no dirigidos por lo cual cada que se haga referencia a un grafo se estará omitiendo
en su descripción que se trata de un grafo no dirigido.
Un ejemplo de un grafo completo dirigido y no dirigido de cuatro vértices se
muestra en la Figura 2.1.
Figura 2.1: Tipos de grafos completos. Un grafo completo dirigido de cuatro vértices
tiene doce aristas, mientras que en un grafo completo no dirigido tiene seis aristas.
Si existe una arista que conecte a dos vértices se dice que los vértices son
adyacentes. El número de aristas adyacentes a un vértice i determina el grado de ese
vértice y al conjunto de vértices adyacentes a i se le conoce como el vecindario de i.
Si dos vértices i y j no son adyacentes, pueden estar conectados por una secuencia
de aristas, al conjunto de aristas que forman la secuencia se le denomina la ruta de
i a j, siendo la suma de los pesos de las aristas la longitud de la ruta. A la ruta
entre los vértices i y j con la mı́nima longitud posible se le conoce como la distancia
geodésica ó ruta más corta (disti,j). Existen varios algoritmos para obtener la ruta
más corta, entre ellos se encuentran los algoritmos de Dijkstra y Floyd-Warshall [1].
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Una matriz de adyacencia (A) es una matriz cuadrada de orden n×n, en donde
se representa la presencia o ausencia de aristas entre un par de vértices. Si existe
una arista entre los vértices i y j entonces A(i, j) = 1, en caso contrario A(i, j) = 0
[36]. Para grafos no dirigidos la matriz de adyacencia es simétrica A(i, j) = A(j, i).
2.2 Teoŕıa de redes complejas
Las redes complejas se caracterizan por tener un gran número de elementos,
una complejidad en su interacción y una estructura topológica (topoloǵıa) no trivial
porque las conexiones entre los elementos siguen una distribución del grado [4]. Algu-
nos ejemplos de redes complejas son la World Wide Web, Internet, redes biológicas,
neuronales, protéınas, reacciones metabólicas de células, telecomunicaciones, correo
electrónico, eléctricas, enerǵıa, circuitos, terroristas, drenaje pluvial, carreteras y so-
ciales entre otras [10]. Todas estas redes complejas y otras más se pueden modelar
a través de un grafo, donde los componentes de las redes complejas se representan
cómo vértices y las conexiones entre ellos cómo aristas. Un ejemplo de dos sistemas
modelados como redes complejas se muestra en la Figura 2.2.
Figura 2.2: La red tecnológica es un conjunto de ruteadores representados por vérti-
ces y el cableado f́ısico que los une se representa por medio de aristas. La red social
está formada por personas y se representan por medio de vértices mientras que las
interacciones entre ellos se representan por medio de aristas.
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2.2.1 Estructura topológica de redes complejas
La estructura topológica o topoloǵıa de una red, consiste en el patrón de conexión
entre los vértices y aristas [54]. En la topoloǵıa de una red, no afecta la manera en
que fueron enumerados o nombrados los vértices ya que son solo una manera de
diferenciarlos. Otra cuestión importante es que no se debe confundir la topoloǵıa de
la red con la figura que forman los vértices y las aristas ya que éstos pueden dibujarse
de manera diferente, pero siguen modelando la misma red.
A los grafos que tienen el mismo patrón de conexión entre sus vértices, pero
están representados o dibujados de manera diferente se les denominan isomorfos. Un
ejemplo de grafos isomorfos construidos con Network Workbench [7] se observa en
la Figura 2.3.
Figura 2.3: Grafos isomorfos: los tres grafos tienen 20 vértices, 31 aristas y el mismo
patrón topológico, pero fueron dibujados de diferente manera para representar al
mismo grafo.
Existen varias redes complejas o grafos que comparten el mismo patrón to-
pológico pero dependiendo de la aplicación del grafo, es decir, del objetivo que se
desee lograr, el conjunto de las propiedades requeridas para lograr la calidad en un
grafo es diferente. Por ejemplo, imagine que tiene dos redes complejas con la misma
topoloǵıa, la primera es una red de telecomunicaciones y la otra una red social. En
la red de telecomunicaciones se deseaŕıa que los mensajes enviados lleguen al ma-
yor número de personas, pero en una red social si una persona estuviese contagiada
Caṕıtulo 2. Marco teórico y antecedentes 11
con un virus se deseaŕıa que esta enfermedad no se propagara a un mayor número
de personas. Por lo cual mientras en una red se deseaŕıa maximizar la difusión de
un mensaje, en la otra se deseaŕıa minimizar la difusión de una enfermedad. Por
tanto dos redes pueden compartir la misma topoloǵıa pero la aplicación de la red
determina que propiedades estructurales son deseables.
2.2.2 Propiedades estructurales
Algunas de las caracteŕısticas o propiedades que son relevantes en la topoloǵıa
de un grafo son:
Asortatividad o mezclado, Q̃. La asortatividad se refiere a la tendencia de que
vértices con un atributo s tengan conexiones con vértices del mismo atributo s
[19]. Ejemplos de los atributos que se pueden asignar a un vértice son el grado
de conexión, costo, capacidad, eficiencia y la vulnerabilidad.







donde NT es el número de los diferentes tipos de vértices en la red.






donde êst es el número de aristas que conectan vértices del tipo s a vértices




Un caso especial de la asortatividad es de acuerdo al grado del vértice, conocido
como el grado de correlación [45]. Estudiar la asortatividad por grado es de gran
interés porque puede dar lugar a efectos interesantes en la estructura de las
redes. Una forma de obtener el grado de correlación es a través del Coeficiente
de correlación de Pearson (r) [44] de los grados en ambos extremos de las
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donde ji y ki son los grados de los vértices al final de la i-ésima arista e
i = 1, . . . , m, donde m es el número total de aristas.
Si r > 0 entonces la red es asortativa, si r < 0 la red es desasortativa y si r = 0
entonces no hay correlación entre los grados de los vértices.
Conexidad, Γ. Un grafo es conexo si existe una ruta de un vértice i a cualquier
otro vértice j [59]. A través de la matriz de adyacencia del grafo se puede
determinar si éste es conexo o no.
Eficiencia, E . La eficiencia cuantifica el desempeño del intercambio de información
en una red [36]. La eficiencia Eij de la comunicación entre dos vértices i y j es




, ∀i, j ∈ V. (2.4)
Cuando el grafo es desconexo y por tanto no existe una ruta entre los vértices
{i, j}, la distancia entre estos vértices se considera como infinita y la eficiencia
es igual a cero.
La eficiencia promedio del grafo E(G) es definida como
E(G) =
∑










donde n(n − 1)/2 son las aristas del grafo. La eficiencia promedio del grafo
se puede tomar como la eficiencia global del grafo Eglob, la cual cuantifica la
eficiencia de la red a la hora de mandar información entre los vértices de la
red.
La eficiencia local Eloc es un indicador de la vulnerabilidad o tolerancia a fallas
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donde E(Gi) es la eficiencia de cada vértice del subgrafo Gi = (Vi, E(Vi)).
Entroṕıa de la distribución del grado, H. La entroṕıa es un concepto de termo-
dinámica, mecánica estad́ıstica y teoŕıa de la información que está relacionado
con la cantidad de desorden e información en un sistema [19]. En la teoŕıa de la
información, entroṕıa describe qué tanta aleatoridad esta presente en eventos
que se suponen son aleatorios.
Entroṕıa de la distribución del grado provee una medida promedio de la hete-




P (k)logP (k), (2.7)
donde P (k) es la fracción de vértices en la red con grado k.
La entroṕıa de redes ha sido relacionada a la robustez de una red (la resistencia
a ataques) y el grado de dificultad que existe cuando se busca información en
una red.
Grado de intermediación, σ(p). El grado de intermediación se refiere a que
entre más veces aparezcan vértices y aristas en una ruta, se considera que
esos vértices y aristas son los elementos importantes de la red. Formalmente
la intermediación de un vértice n es el número total de rutas más cortas entre
todos los posibles pares de vértices que pasan a través del vértice n. Si el
número de rutas más cortas entre un par de vértices es mayor a uno, entonces
la ruta que pasa a través del vértice n contribuye a la intermediación con un
correspondiente peso reducido.
Si el número total de las rutas más cortas entre los vértices i y j es ma-
yor que cero y estas rutas pasan a través de un vértice p, entonces el radio
B(i, p, j)/B(i, j) muestra qué tan importante es el vértice p en la conexión
entre los vértices i y j. Si, por ejemplo, ninguna de las B(i, j) rutas más cortas
pasa a través del vértice p, entonces la importancia del vértice p para i y j
es cero. En cambio, si todas las B(i, j) rutas pasan a través de p, entonces la
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importancia de p es grande ya que el vértice p controla las conexiones de las








Los vértices con un alto grado de intermediación controlan a la red. Por tan-
to, es natural sugerir que la intermediación de un vértice está estrechamente
correlacionada con el grado del vértice.
El grado de intermediación cuantifica la importancia de un vértice en el tráfico
de la red y por tanto puede servir como un indicador de la resistencia de la
red al remover un vértice ya que indica que tan eficiente es una ruta cuando
se elimine el vértice i. El grado de intermediación también ayuda a identificar
la formación de cuellos de botella en la red.
Percolación, ρ. La percolación concierne al movimiento y filtrado de fluidos a
través de materiales porosos [2]. Para tener un conocimiento real de la red
Dorogovtsev y Mendes [24] mencionan que se deben conocer las propiedades
de percolación ya que la distribución del grado, el coeficiente de agrupamiento
y el grado de intermediación no son siempre suficientes para tener un conoci-
miento global de la estructura topológica. La teoŕıa de percolación estudia la
aparición de rutas que se filtran a través de una rejilla1, es decir, que inician en
un extremo de la rejilla y terminan en el extremo opuesto. Para una pequeña
probabilidad p pocas aristas forman la ruta y entonces un pequeño grupo de
vértices se conectan por las aristas que los conforman. Existe una probabili-
dad cŕıtica denominada umbral de percolación pc en la cual aparece una gran
cantidad de aristas que conectan a los vértices [2]. A este grupo se le conoce
como el aglomerado infinito (infinite cluster en inglés) porque su tamaño varia
con el tamaño de la rejilla.
1Una rejilla o trama (lattice en inglés) es un conjunto de puntos que forman una red o enrejado
regular entre ĺıneas paralelas.
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El principal interés de la teoŕıa de percolación consiste en conocer:
La probabilidad de percolación P , la cual denota la probabilidad de que
un vértice pertenezca a el aglomerado infinito y es definida como
P = Pp(|C| = ∞) = 1 −
∑
s<∞
Pp(|C| = s), (2.9)
donde Pp(|C| = s) denota la probabilidad de que el aglomerado en el
origen tenga un tamaño s.
El tamaño promedio del aglomerado 〈t〉 que es definido como




sPp(|C| = s). (2.10)
La distribución del tamaño del aglomerado ns, que define la probabilidad
de que un vértice tenga una posición fija dentro de un aglomerado de




Pp(|C| = s). (2.11)
La teoŕıa de percolación es definida en una rejilla d-dimensional pero los resul-
tados obtenidos dentro del contexto de percolación aplican directamente sobre
las redes Aleatorias [2]. La idea básica de la percolación en redes Aleatorias es
la existencia de una fuerte transición en la cual la conectividad global aparece
o desaparece abruptamente cuando cierto parámetro de densidad alcanza un
valor cŕıtico. Dorogovtsev y Mendes [24] mencionan que los procesos complejos
de difusión y epidemioloǵıa pueden ser abordados por la teoŕıa de percolación.
Robustez, R. La robustez de una red es también identificada como la resistencia o
tolerancia a fallas. Es un concepto que involucra el patrón de descomposición
que se forma al eliminar un vértice o arista del grafo [50]. Una manera de
cuantificar la robustez de una red es a través de la conectividad la cual es el
menor número de aristas que produce una falla en el sistema [59].
Vulnerabilidad, Υ. La vulnerabilidad de un vértice al asociarla con el funciona-
miento de una red se puede definir como la cáıda del desempeño cuando el
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vértice y todas sus aristas son eliminadas. En la estructura topológica de una
red, es importante conocer cuales son los componentes o vértices más impor-
tantes para su mejor funcionamiento. Intuitivamente los vértices cŕıticos de la
red son los hubs (vértices con un grado alto), sin embargo; hay situaciones en
las cuales los hubs no son necesariamente los de mayor importancia [19]. Por
ejemplo, en un árbol binario2 los vértices tienen un grado similar, por lo tanto
no existen hubs, pero si se desconectan los vértices más cercanos a la ráız o
mejor aún si se elimina la ráız, entonces se tiene un mayor impacto o falla en
la red. Una manera de encontrar los componentes o vértices más cŕıticos en la
red es buscando los vértices más vulnerables. La vulnerabilidad de un vértice





donde Eglob es la eficiencia global de la red original y Ei es la eficiencia global
después de remover el vértice i y todas sus aristas.
Una forma de medir la vulnerabilidad de la red es obteniendo la máxima vul-




2.2.3 Métricas: medidas de calidad
Una métrica es una función no negativa g(x, y) que describe la distancia entre
los puntos vecinos de un conjunto dado [31]. Una métrica se caracteriza por ser
simétrica g(x, y) = g(y, x), reflexiva g(x, x) = 0 y por satisfacer la desigualdad del
triángulo que es denotada como
g(x, y) + g(y, z) ≥ g(x, z). (2.14)
En este trabajo cuando se habla de una métrica no se hace referencia a su
contexto original, ya que una métrica es utilizada para proveer en términos cuan-
2En teoŕıa de grafos un árbol binario es un grafo conexo, aćıclico y no dirigido tal que el grado
de cada vértice no es mayor a tres, tiene un hijo a la derecha y un hijo a la izquierda.
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titativos los valores de las propiedades estructurales. A continuación se presentan
algunas de las métricas utilizadas en la teoŕıa de redes complejas [19].
Conectividad, Φ(G). La conectividad Φ(G) y la conectividad de las aristas λ(G)
de G en la estructura topológica de una red, es el componente de menor car-
dinalidad (conexiones) que produce una cáıda o falla en el sistema que pone
en peligro la comunicación de la red [59]. En otras palabras, para permanecer
la red conectada puede simultáneamente tolerar (Φ(G) - 1) fallos en los com-
ponentes o (λ(G) - 1) fallas en las aristas. Aśı entre mayor sea la conectividad
más robusta es la red.
Coeficiente de agrupamiento, C. El coeficiente de agrupamiento cuantifica la
presencia de un número de triángulos en la red (conjuntos de tres vértices donde
cada uno de ellos está conectado a cada vértice) [45]. Una propiedad común
que se encuentra en las redes sociales es que si un vértice A está conectado a un
vértice B y éste vértice se conecta a un vértice C, entonces la probabilidad de
que el vértice A también esté conectado al vértice C es grande (por ejemplo, es
probable que el amigo de tu amigo también sea tu amigo). Lo anterior es una
tendencia de transitividad o agrupamiento la cual es cuantificada a través del
coeficiente de agrupamiento, también conocido como fracción de transiciones
triples en Albert y Barabási [2] o densidad de la red en Newman [45] en el
cual el coeficiente de agrupamiento caracteriza la densidad de las conexiones
cercanas a un vértice.





donde Ei es el número total de aristas que conectan a los vecinos más cercanos
y ki(ki − 1)/2 es el número total de todas las aristas posibles entre todos los
vecinos más cercanos.
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El coeficiente de agrupamiento de todo el grafo C(G) es el promedio del coe-






El agrupamiento es una forma espećıfica de correlaciones en una red. Si el
coeficiente de agrupamiento de una red infinita no se acerca a cero, entonces
existen correlaciones entre los vértices de la red. El coeficiente de agrupamiento
de un grafo completo es igual a uno.
Grado mı́nimo δ, máximo ∆ y promedio 〈k〉. El grado de un vértice indica el
número de aristas que son incidentes a un vértice i [24]. Es una caracteŕıstica
importante porque a través de ella se pueden derivar varias métricas.
Longitud de la ruta más corta caracteŕıstica, L. La longitud de la ruta más










i,j∈V : i6=j distij
n(n − 1)
. (2.17)
Diámetro, D. El diámetro de una red es la longitud más grande de las distancias




El diámetro también puede ser determinado en base al número de aristas entre
el par de vértices que se encuentran más alejados en la red y es un importante
parámetro para determinar el funcionamiento de la topoloǵıa ya que cuantifica
el retardo de la transmisión de un mensaje. Por ejemplo, si se desea mejorar
o incrementar la eficiencia de la transmisión de un mensaje, entonces se debe
minimizar el diámetro. Conocer el diámetro ayuda a conocer el funcionamiento
de la red en el peor de los casos [59].
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Distancia promedio, DP . La distancia promedio de un grafo G es el promedio







El valor promedio de todas las distancias entre pares de vértices puede ser
una medida más precisa sobre el funcionamiento promedio de una red que el
diámetro [59].
Distribución del grado, P (k). La distribución del grado indica la probabilidad
de que un vértice i en el grafo de tamaño n tenga k conexiones con otros
vértices (k vecinos más cercanos). Se denota como P (k, i, n).
Si se conoce la distribución del grado de cada vértice en la red, entonces se
puede obtener la distribución del grado total que se define como






p(k, i, n). (2.20)
La distribución del grado de un vértice caracteriza solo propiedades locales de
una red, pero con frecuencia esta poca información sobre la estructura de una
red es suficiente para determinar sus propiedades básicas [24].
Índice de acoplamiento, µij. Un ı́ndice de acoplamiento (matching index en
inglés) puede ser asignado a cada arista en una red para cuantificar la seme-
janza entre la conectividad de dos vértices adyacentes a una arista [19]. Aśı un
valor pequeño en el ı́ndice de acoplamiento identifica a una arista que conecta
dos regiones diferentes en la red, por lo que juega un papel importante al ser
como un acceso directo entre regiones distantes en la red. El ı́ndice de acopla-
miento de una arista {i, j} es obtenido computacionalmente como el número
de conexiones que relacionan a los vértices i y j (por ejemplo conexiones a
un mismo vértice k), divididos por el número total de conexiones de ambos
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donde aik es el número de conexiones de un vértice i hacia un vértice k y ajk
es el número de conexiones de un vértice j a un vértice k.
El ı́ndice de acoplamiento también puede ser adaptado para considerar a todos
los vecinos más cercanos de un vértice [19].
Para la mayoŕıa de las propiedades estructurales no existen formalmente métri-
cas que las cuantifiquen, por tanto, a la hora de elegir una métrica es importante
elegir aquella que sea fácil de calcular y que caracterice de la mejor manera la pro-
piedad estructural ya que se puede perder información al no elegir la correcta.
Al trabajar con diferentes métricas es importante normalizar todos los valores
dentro de un mismo rango para poder compararlos entre ellas. Para normalizar
las métricas es necesario conocer los valores mı́nimos y máximos que éstas pueden
tomar. En el Apéndice B.3 se muestran los valores mı́nimos y máximos que toman
las métricas utilizadas en la herramienta de software desarrollada.
2.2.4 Modelos de redes complejas
Durante muchos años las estructuras de redes con conexiones aleatorias [29]
eran el principal objeto de estudio de investigadores de diversas ramas de ciencias
como las matemáticas, las ciencias de la computación, comunicaciones, bioloǵıa, so-
cioloǵıa y economı́a entre otras [24]. En 1990 el estudio de la evolución y la estructura
de redes se convirtió en un nuevo campo de la f́ısica estad́ıstica [24]. Desde entonces
varios modelos de redes complejas han sido propuestos en base a su distribución
del grado y han sido objeto de gran interés, tal como el modelo Mundo pequeño de
Watts y Strogatz [56], las redes Libre de escala de Barabási y Albert [8] y las redes
Exponenciales de Erdős y Rényi [8].
En esta sección se describen las principales propiedades estructurales, la dis-
tribución del grado y se muestra una ilustración del aspecto de la topoloǵıa de las
principales redes complejas. Las ilustraciones mostradas se realizaron con la herra-
mienta Network Workbench.
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Redes Aleatorias, RAL. Las redes Aleatorias (Random Networks en inglés) son
consideradas el modelo más básico de las redes complejas. Son aquellas en las
cuales las conexiones de las aristas a los vértices se realizaron uniformemente
al azar. Por lo anterior la mayoŕıa de los vértices tienen aproximadamente el
mismo grado.
Para valores grandes de n, la distribución del grado sigue una distribución de






En la Figura 2.4 se muestra una imagen de la topoloǵıa de una red aleatoria
uniforme de 50 vértices.
Figura 2.4: Topoloǵıa de una red Aleatoria uniforme de 50 vértices donde cada uno
de los vértices tienen aproximadamente el mismo grado.
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Redes Exponenciales, REX. Las redes Exponenciales (Exponential Networks en
inglés) son redes que exhiben una distribución del grado Exponencial como la
red de enerǵıa del sur de California y la red de v́ıas de ferrocarril de la India
[48]. En estas redes la distribución del grado P (k) muestra un pico en k y
después cae exponencialmente para valores grandes de k:
P (k) ∼ e−k. (2.23)
Este tipo de redes no son tolerantes a fallas ya que no importa que vértice se
elimine porque el daño es similar [3]. En las redes Exponenciales se observa
que la mayoŕıa de los vértices se relacionan aproximadamente con la misma
cantidad de vértices y solo unos cuantos se relacionan con una mayor cantidad.
En la Figura 2.5 se muestra la imagen correspondiente a la topoloǵıa de una
red Exponencial.
Figura 2.5: Topoloǵıa de una red Exponencial de 50 vértices donde se observa que
algunos vértices se conectan con la misma cantidad de vértices mientras unos cuantos
se conectan con una mayor cantidad.
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Redes Mundo pequeño, RMP. Las redes Mundo pequeño (Small world Net-
works en inglés) no son precisamente una clase de redes complejas, sino más
bien una caracteŕıstica que implica que las redes complejas tengan un alto
coeficiente de agrupamiento y una distancia pequeña entre sus vértices [56].
Ejemplos de redes Mundo pequeño son la red eléctrica occidental de los Estados
Unidos y las redes sociales [56]. En este tipo de redes las enfermedades se
difunden mucho más rápido que en cualquier otro tipo de red debido a la poca
distancia entre sus vértices. Un ejemplo es la enfermedad A(H1N1) [40].
En la Figura 2.6 se muestra la topoloǵıa correspondiente a una red Mundo
pequeño.
Figura 2.6: Topoloǵıa de una red Mundo pequeño de 50 vértices donde se observa
un alto coeficiente de agrupamiento y una distancia pequeña entre sus elementos.
Estas caracteŕısticas explican el porqué se aprecia la formación de grupos entre los
elementos de la red.
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Redes Libre de escala, RLE. Las redes Libre de escala (Power Law o Scale free
Networks en inglés) son aquellas en las que independientemente del número
de vértices, la distribución del grado no cambia. Ejemplos de redes complejas
Libre de escala son la World Wide Web, Internet, redes de protéınas, redes de
transporte y redes de metabolismo [10]. Estas redes se denominan aśı porque
siguen una distribución del grado Libre de escala que se denota como
P (k) ∼ kγ, (2.24)
donde el parámetro de control γ decrece desde ∞ hasta cero y describe que
tan rápido decae la frecuencia de aparición del grado k, por tanto el grado
promedio de la red se incrementa a medida que γ se decrementa.
Este tipo de redes están formadas por vértices con un grado alto mientras otros
tienen pocas conexiones. Esto permite que la tolerancia a fallas aleatorias sea
grande, pero si las fallas son en vértices que tienen un grado alto (vértices
centrales o hubs) entonces la red se torna vulnerable [3]. En la Figura 2.7 se
muestra la topoloǵıa correspondiente de una red Libre de escala.
Figura 2.7: Topoloǵıa de una red Libre de escala de 50 vértices donde algunos vértices
tienen un alto grado (vértices en color rojo) mientras otros tienen pocas conexiones.
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2.3 Algoritmos evolutivos
Los algoritmos evolutivos son métodos de optimización y búsqueda de solu-
ciones basados en los postulados de la evolución biológica. En ellos se mantiene un
conjunto de entidades que representan posibles soluciones, las cuales se mezclan y
compiten entre śı, de tal manera que las más aptas son capaces de prevalecer a lo
largo del tiempo evolucionando hacia mejores soluciones cada vez. Ghosh [28] men-
ciona que dentro de los algoritmos evolutivos se clasifican las estrategias evolutivas, la
programación evolucionaria, la programación genética y los algoritmos genéticos. Los
algoritmos genéticos son los algoritmos mayormente utilizados para intentar resolver
problemas de búsqueda y optimización [30] por lo cual su metodoloǵıa es utilizada
para resolver el problema de optimización planteado en este trabajo. A continuación
se explica en qué consisten los algoritmos genéticos.
2.3.1 Algoritmos genéticos
Los algoritmos genéticos (AG) están basados en el comportamiento de la se-
lección natural y la genética [30]. Sus principios fueron establecidos por Holland [32]
y han sido descritos por Goldberg [30] y Michalewicz [41].
Los algoritmos genéticos trabajan con una población de individuos ya que éstos
resultan ser posibles soluciones a un problema dado. Operan con poblaciones de in-
dividuos hasta un cierto número de iteraciones y en cada iteración transforman la
población en una nueva generación utilizando los principios de Darwin basados en
la reproducción y supervivencia del más fuerte. Por este mismo principio natural-
mente suceden cambios en la información de cada individuo. Tales cambios genéticos
consisten en cruzamientos y mutaciones en la información de cada individuo. Ca-
da individuo de la población es conocido como un cromosoma y a la información
contenida en cada cromosoma se le denomina gen, la mayoŕıa de las veces los genes
se representan con el alfabeto binario {0, 1} pero no están limitados unicamente a
Caṕıtulo 2. Marco teórico y antecedentes 26
esa codificación. A cada cromosoma se le asocia un valor denominado aptitud que
determina sus caracteŕısticas y favorece su reproducción en la siguiente generación.
La aptitud es determinada por una función de adaptación la cual debe ser diseñada
para cada problema de manera espećıfica. Una función de adaptación bien puede ser
la función objetivo de un problema de optimización.
Cuando se realiza un cruzamiento entre dos cromosomas padres se combinan
las caracteŕısticas de los dos para crear dos hijos similares que bien son soluciones
potenciales con mejores caracteŕısticas gracias al intercambio de información o in-
tercambio de genes de los padres. Una manera de realizar un cruzamiento entre dos
cromosomas es seleccionando el punto de intercambio de información al azar, es de-
cir, se corta en dos segmentos a los cromosomas en una posición escogida al azar para
producir dos segmentos iniciales y dos segmentos finales. Después se intercambian
los segmentos finales para producir dos nuevos cromosomas. Esta forma de cruzar
dos cromosomas se conoce como operador de cruze basado en un punto. Un ejemplo
de este operador de cruce se muestra en la Figura 2.8.
Figura 2.8: Una manera de realizar una combinación o cruzamiento de información
entre dos individuos es seleccionando el punto de intercambio al azar para generar
dos nuevos individuos (adaptado de [30]).
Cuando se realiza una mutación sobre un cromosoma se le alteran uno o más
genes. Una manera de mutar un cromosoma es con aleatoriedad, es decir, cuando se
codifica la información en una cadena binaria se tiene un conjunto de genes sobre
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los cuales se seleccionan genes al azar y se mutan sus valores actuales por sus valores
opuestos, de tal manera que si un gen teńıa un valor igual a cero se realiza una
mutación cambiando su valor a uno. En la Figura 2.9 se muestra como se realizó a
un cromosoma la mutación de cinco de sus genes.
Figura 2.9: Una manera de realizar mutaciones a un cromosoma es cambiando los
valores de cinco de sus genes.
Los pasos t́ıpicos que realiza un algoritmo genético pueden observarse en la
Figura 2.10 y resumirse de la siguiente manera:
Figura 2.10: Diagrama general del funcionamiento de un algoritmo genético.
1. Se genera una población inicial (Pi) de cierto tamaño k.
2. Se eligen los mejores cromosomas de la Pi para realizar bajo un cierto criterio
combinaciones entre los cromosomas y aśı formar una población cruzada (Pc).
3. A partir de la población cruzada Pc y con alguna probabilidad se eligen ele-
mentos y se crea una población mutada (Pm) bajo algún criterio establecido.
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4. Se toman los cromosomas de la Pi, la Pc y la Pm y a través de una función de
adaptación (aptitud) se evalúa a cada individuo para elegir a los mejores como
las soluciones que formaran la siguiente generación o población inicial.
5. Después de un número fijo de iteraciones se muestran los q mejores cromosomas
obtenidos de la última iteración.
Los algoritmos genéticos son diferentes a los métodos tradicionales de optimi-
zación exacta tal como ramificación y acotamiento [58] y a los métodos heuŕısticos
de búsqueda local como búsqueda tabú, búsqueda por entornos variables y otros más
[42] principalmente por cuatro motivos:
Trabajan por lo general con información codificada en algún alfabeto, por
ejemplo, en una cadena binaria finita.
Realizan la búsqueda sobre un conjunto de soluciones y no sobre una sola.
Utilizan solo la información de la función objetivo.
Utilizan reglas de transición probabilistas.
Los algoritmos genéticos realizan estas funciones de cruzamiento y mutación a
los individuos de una población durante un número fijo de iteraciones. Por lo general
entre más iteraciones se realicen se espera obtener mejores resultados porque los
cromosomas descendientes van heredando cada vez mejores genes de cada uno de los
padres.
2.4 Optimización
La optimización se refiere al estudio de problemas en donde se busca encontrar
una solución o soluciones factibles que maximicen o minimicen una función objetivo,
la cual mide la calidad, costo o desempeño de una solución [35].
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Una gran cantidad de problemas teóricos y de la vida real pueden ser repre-
sentados a través de un modelo matemático de optimización. Un modelo matemático
es un conjunto de relaciones matemáticas que representan una abstracción de un
sistema real o complejo.
Un problema general de optimización se encuentra formado por variables de
decisión, una función objetivo y restricciones. Las variables de decisión son las varia-
bles para las cuales se desea encontrar los mejores valores, por ejemplo la cantidad
de producto a enviar desde el centro de producción i hasta el centro de consumo j
(xij), la cantidad de insumos a adquirir en el peŕıodo t (yt) y el número de horas
que se destinará a la máquina i para producir el art́ıculo j en el peŕıodo t (Zij).
La función objetivo especifica la relación de las variables de decisión y una
medida de desempeño del sistema cuyo valor se desea minimizar o maximizar. Una
función objetivo es un criterio que espećıfica si una solución es mejor que otra.
Algunos ejemplos de funciones objetivos son aquellas que intentan la maximización
de utilidades, la minimización de costos o ambas, en donde éstas deben ser escritas
en función de las variables del problema.
Las restricciones especifican los valores ĺımites que pueden tomar las varia-
bles de decisión, ya sean limitantes f́ısicas, económicas y técnicas entre otras. Un
problema de optimización puede contener restricciones de igualdad y desigualdad.
Las restricciones de igualdad frecuentemente describen la operación de un sistema,
mientras que las restricciones de desigualdad definen ĺımites de las variables.
Un modelo general de optimización se puede describir de la siguiente manera:
z = mı́n f(x)
sujeto a: g(x) ≤ 0, h(x) = 0,
x ∈ X ⊆ Rn.
(2.25)
Cuando las funciones f , g y h son lineales, el modelo general es un problema de
programación lineal. La programación lineal estudia la optimización de una función
objetivo lineal sujeta a un conjunto determinado de restricciones lineales de igualdad
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o desigualdad donde las variables de decisión pueden tomar valores continuos.
Existen algunos problemas de optimización para los cuales los valores de las
variables deben ser estrictamente enteras. A estos problemas se les conoce como
problemas de programación lineal entera [58]. Existen algunos otros problemas de
optimización que necesitan ser modelados con variables que tomen valores discre-
tos o enteros y variables que tomen valores fraccionarios. A éstos problemas se les
conoce como problemas de programación entera mixta. El modelo matemático que
se utiliza en el presente trabajo es un modelo de maximización que pertenece a la
programación entera mixta [58]. Un problema entero mixto se puede describir de la
siguiente manera:
z = máx cx + hy
sujeto a: Bx + Hy ≤ b,
x ≥ 0, y ≥ 0,
x ∈ Rn, y ∈ Zp,
(2.26)
donde B es una matriz m×n; H es una matriz m×p; h es un vector fila e y es un
vector columna de variables enteras.
2.4.1 Optimización multiobjetivo
Cuando se tiene más de un criterio en un problema de optimización, el pro-
blema se clasifica como un problema de optimización multiobjetivo (POM) [22]. La
optimización multiobjetivo no se restringe a la búsqueda de una única solución, sino
de un conjunto de soluciones llamadas soluciones no dominadas [43]. Cada solución
de este conjunto se dice que es un óptimo de Pareto y, al representarlas en el espacio
de los valores de las funciones objetivo, conforman lo que se conoce como frente de
Pareto. Dado un problema concreto, la obtención del frente de Pareto es la principal
finalidad de la optimización multiobjetivo.
Muchos problemas de optimización del mundo real son problemas de optimiza-
ción multiobjetivo, un ejemplo de esto sucede cuando una empresa pretende maximi-
zar la calidad de un producto y minimizar su costo de producción simultáneamente.
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Un ejemplo del frente de Pareto para este problema se muestra en la Figura 2.11.
Figura 2.11: Ejemplo del frente de Pareto para un problema multiobjetivo de dos
criterios. Las puntos {p, q, s, t, r} son soluciones no dominadas y forman el frente de
Pareto del problema. Los puntos {u, v, w} son soluciones dominadas ya que existen
puntos que otorgan una mayor calidad con el mismo costo. En el caso de las soluciones
no dominadas el punto p representa la solución con mayor calidad pero también de
mayor costo, mientras que el punto r representa la solución de menor calidad y menor
costo. Considerando ambos objetivos no se puede decir que la solución p es mejor
que la solución r. En estos casos es el tomador de decisiones quien decide cual es la
mejor solución.
Existen diversas técnicas para obtener el frente de Pareto y éstas se pueden
clasificar en tres categoŕıas: enumerativas, deterministas y estocásticas [15]. En los
últimos años, los métodos estocásticos han sido ampliamente estudiados; en parti-
cular, un gran número de autores han trabajado en la investigación de algoritmos
evolutivos [43]. Sbalzarini [49] y Deb [20] mencionan que al extender los principios de
los algoritmos evolutivos en la optimización multiobjetivo, se tienen dos principales
problemas:
1. El cómo determinar la aptitud de cada individuo y su selección para guiar la
búsqueda a través del conjunto óptimo de Pareto.
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2. El cómo mantener una diversidad en los individuos de una población para
evitar la prematura convergencia de las soluciones.
Deb [21] menciona que existe una carencia de eficientes algoritmos de opti-
mización multiobjetivo por lo cual los POM deben ser planteados como problemas
monobjetivos para poder resolverlos. La dificultad de resolverlos radica en las con-
diciones de optimalidad para múltiples objetivos.
Basados en las afirmaciones de Deb [21] y en la literatura existente, en este
trabajo se realizó una simplificación de la optimización multiobjetivo y se modificó el
problema para abordarlo como un problema de maximización o bien un problema
de optimización de un solo criterio para facilitar el proceso de solución. La función
objetivo utilizada consiste en una suma ponderada de las propiedades a optimizar,
la cual se explica más adelante en la Sección 3.3. Se está consciente que el utilizar
esta estrategia limita el espacio de soluciones por lo cual se deja como trabajo fu-
turo el abordar la optimización estructural de redes complejas como un problema
multiobjetivo para aśı no limitar el espacio de búsqueda de soluciones.
2.4.2 Optimización estructural en redes complejas
La optimización estructural es clasificada en tres categoŕıas [34, 39]:
Optimización de la topoloǵıa. La optimización de la topoloǵıa refiere a la
búsqueda de un óptimo diseño para un sistema de ingenieŕıa.
Optimización de la forma. La optimización de la forma refiere a la optimi-
zación del contorno de un sistema estructural cuya topoloǵıa es fija.
Optimización del tamaño. La optimización del tamaño refiere a la búsqueda
de una sección transversal óptima o a la dimensión oṕtima de un sistema
estructural cuya topoloǵıa y forma son fijos.
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Un ejemplo de las optimizaciones de topoloǵıa, forma y tamaño se muestra en
la Figura 2.12.
(a) Topoloǵıa (b) Forma (c) Tamaño
Figura 2.12: Tipos de optimización estructural (inspirado de [34]).
En este trabajo cuando se habla de la optimización estructural se hace refe-
rencia a la optimización de la topoloǵıa, es decir, al óptimo diseño de las conexiones
entre los elementos. La optimización estructural ha sido exhaustivamente estudiada
en sistemas compuestos por un solo componente, sin embargo; en la vida real la
mayoŕıa de las estructuras de ingenieŕıa están compuestas por más de uno. Las ca-
rroceŕıas de automóviles, équipos de cómputo, máquinas y estructuras de los aviones
son algunos ejemplos prácticos de las diversas aplicaciones de la ingenieŕıa [37]. En
estas estructuras los ingenieros de diseño podŕıan estar interesados en conocer que
diseño de patrones lograŕıan de la manera más rápida el mejor desempeño de la es-
tructura dentro de las limitaciones de la fabricación. Por esta razón, la optimización
de las conexiones es de gran importancia ya que es capaz de proveer la solución más
confiable para el diseño de múltiples sistemas.
La mayoŕıa de los problemas de ingenieŕıa pueden ser modelados y resueltos
a través de redes complejas. La optimización estructural de redes complejas es un
tema ya abordado, pero esta optimización está basada en cubrir los requerimientos
de la red al inicio de su creación, es decir, cuando apenas se realiza el diseño de la
estructura topológica. Xu [59] menciona que los principales métodos para la cons-
trucción de redes son la técnicas de grafos lineales, el método Caley y la técnica
del producto cartesiano. Estas técnicas al construir las redes no dan importancia a
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su distribución del grado, por lo cual no son útiles para crear redes complejas. Se
podŕıa aprovechar al conocimiento de las propiedades estructurales correspondientes
a las redes complejas para crear redes con esas propiedades a través de generadores
de modelos, pero existe un inconveniente al crear redes de esta manera, ya que no
es posible maximizar o minimizar el valor de alguna otra propiedad porque estas
redes ya tienen propiedades estructurales bien definidas. Para poder cambiarlas se
necesitaŕıa hacer uso de alguna herramienta de software diseñada para ello.
En la literatura existen trabajos que se enfocan principlamente al análisis y
visualización de redes sociales a través de herramientas de software, un ejemplo es
la herramienta Network Workbench (NWB) [7]. NWB funciona bajo las plataformas
Linux y Windows y a través de ella se realiza un análisis de las conexiones de la
red, se realizan perturbaciones a la red al eliminar vértices y aristas aleatoriamente
y se ofrece la generación y visualización de modelos de redes Aleatorias, Libre de
escala y Mundo pequeño entre otras. Una captura de pantalla de esta herramienta
se muestra en la Figura 2.13.
Figura 2.13: Captura de pantalla de Network Workbench.
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Pajek [9] es otra herramienta que ofrece un análisis y visualización de redes
complejas. Pajek fue desarrollada principalmente para un ambiente Windows pero
puede ser emulada por algún otro sistema operativo. A través de Pajek se pueden
realizar cortes al grafo, calcular propiedades básicas de una red, eliminar vértices y
aristas aleatoriamente entre otras. Una captura de pantalla de esta herramienta se
muestra en la Figura 2.14.
Figura 2.14: Captura de pantalla de Pajek.
Network Workbench y Pajek no son las únicas herramientas existentes, a través
de la International Network for Social Network Analysis (INSNA) [57] se puede obte-
ner acceso a un conjunto de herramientas de software que facilitan el entendimiento
de las redes complejas al analizarlas y visualizarlas. Algunas de estas herramientas
consideradas por Huisman y van Duijn [33] como las más relevantes debido a las
opciones que ofrecen al usuario, son mostradas en la Tabla 2.1 con su versión, el
tipo de análisis que realizan sobre las redes y la indicación sobre si es de distribución
libre o comercial.
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Además de estas herramientas de software, existen libreŕıas dedicadas al análi-
sis de redes sociales tal como igraph [18]. Ésta fue desarrollada en lenguaje C, es de
distribución libre y contiene implementaciones para resolver problemas t́ıpicos de la
teoŕıa de grafos y flujo en redes. Otra libreŕıa de distribución libre es SNA packa-
ge [12], la cual es una colección de rutinas para R project [27] que realiza análisis
estad́ısticos y visualizaciones de redes sociales.
Tabla 2.1: Herramientas de software que analizan redes sociales [33]. El análisis que
realizan puede ser descriptivo (d) el cual estudia las conexiones de los elementos,
tal como el grado, el diámetro y la ruta más corta; estructural (e) el cual estudia
las propiedades estructurales, tal como la densidad y el grado de intermediación;
posicional y de roles (pr) que estudia las distancias entre los elementos y los roles
que éstos toman y estad́ıstico (s) donde se obtienen correlaciones entre los elementos,
regresiones lineales entre otros.
Software Versión Análisis Visualización Disponibilidad
GRADAP 2.0 d, e No Comercial
Igraph 0.5.2 d, e Śı Libre
KrackPlot 3.3 rp Śı Libre
MultiNet 4.24 d, pr, s Śı Libre
NetDraw 1.0 d, e Śı Libre
NetMiner II 2.3.0 d, e, pr, s Śı Comercial
Network Workbench 1.0 d, e, pr Śı Libre
Pajek 1.25 d, e, pr Śı Libre
SocNetV 0.70 d, e Śı Libre
StOCNET 1.4 d, s No Libre
STRUCTURE 4.2 e, pr No Libre
UCINET 6.05 d, e, pr, s Śı Comercial
visone 1.0b1 d, e Śı Comercial
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Si el lector está interesado en profundizar sobre estas libreŕıas y herramientas
de software para el análisis y visualización de redes sociales, se recomienda consultar
el texto de Huisman y van Duijn [33] y la INSNA [57].
Al analizar las herramientas de software y las libreŕıas disponibles en la li-
teratura, se observó que ninguna contempla la optimización de la topoloǵıa de la
red. Estos antecedentes motivaron la creación de una herramienta de software que
al mismo tiempo cumpliera con varias funciones, tales como:
1. El análisis de una red compleja.
2. La optimización de las propiedades estructurales de redes complejas de dife-
rentes tamaños sin limitar la optimización de la red debido a su aplicación, es
decir, que funcione tanto en redes tecnológicas, de comunicaciones, sociales y
biológicas entre otras.
3. La selección de los mejores individuos para presentarlos como el conjunto de
soluciones eficientes, es decir, que otorgue la libertad al usuario de elegir que
solución es la mejor tomando como criterio los valores de las propiedades op-
timizadas y el costo involucrado al realizar los cambios sugeridos.
4. La optimización de una red existente ya que no es lo mismo optimizar la
topoloǵıa de una red en funcionamiento a optimizar la topoloǵıa de una red
que está en fase de construcción; por lo cual, la herramienta de software que
se propone a partir de una red existente y en base a ciertas restricciones,
modifica la topoloǵıa de la red original para generar otra que cumpla con los
requerimientos deseados.
La herramienta de software creada en este trabajo [14] cumple con los cuatro
puntos anteriores además de ser de código abierto, libre distribución y funcional en
ambientes Linux, Windows y Unix.
Caṕıtulo 3
Planteamiento del problema de
optimización
En el presente caṕıtulo se describen las caracteŕısticas que debe cumplir cada
una de las posibles soluciones, se presentan las propiedades que la herramienta de
software optimiza, las métricas elegidas para cuantificar las propiedades a optimizar
y se presenta la descripción formal del problema de optimización.
En la Sección 1.1 se describió la necesidad de construir una herramienta de
software que optimice las propiedades estructurales en redes complejas en base a
las necesidades o requerimientos del usuario. Para que la herramienta de software
optimice la topoloǵıa de una red se necesita especificar la información de la misma.
Esta información corresponde a:
El número de elementos y conexiones que conforman la red para representarla
como un conjunto de vértices y aristas, es decir, como un grafo. La herramienta
de software a partir del número de vértices de la red determina la topoloǵıa
del grafo completo. Es necesario determinar el grafo completo porque aśı la
herramienta conoce que aristas son factibles agregar, modificar o eliminar para
diseñar el conjunto de nuevas topoloǵıas con mayor calidad estructural.
El listado de las conexiones con sus respectivas distancias f́ısicas o costos por
utilizarlas.
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Para que la herramienta de software diseñe un conjunto de redes alternativas
existe un criterio que debe cumplirse. Este criterio es considerado como la restricción
que define el conjunto de soluciones factibles y consiste en:
R1 Que el grafo sea conexo.
Para satisfacer la R1 la herramienta de software después de realizar alguna
función de mutación o cruzamiento verifica que exista una ruta que incluya todos
los vértices de la red, ya que con esto se asegura que la red es conexa. En caso de
que la red sea desconexa, ésta se elimina de la población para que no genere un
esfuerzo computacional innecesario al calcular los valores de sus propiedades. Lo
anterior está basado en que al optimizar una red, el usuario final probablemente no
desea una red en donde algunos de los elementos queden aislados sin comunicación
con los demás elementos. En este trabajo se espera que la red original sea conexa ya
que en todo momento se validan que las redes creadas también lo sean. En caso que
la red no sea conexa, la herramienta de software creará conexiones hacia el vértice
que esté aislado y convertirá la red en una que sea conexa.
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3.1 Optimización de las propiedades
estructurales
En un grafo cuando se habla de la estructura topológica se hace referencia a
las conexiones entre los componentes (vértices y aristas). El diseño de la estructura
topológica es importante para construir un grafo que satisfaga los requerimientos
necesarios, es decir, que cuente con la calidad que el usuario necesita. Xu [59] men-
ciona algunos principios fundamentales que debeŕıan tomarse en cuenta al diseñar
la topoloǵıa de un grafo.
1. Grado pequeño y fijo. El tener un grado alto en la red implica mayores costos
por lo cual seŕıa preferible una red con un grado pequeño. Tener una red con
un grado pequeño genera menores costos a la hora de realizar mantenimientos
en el grafo pero otorga una menor robustez.
2. Retardo corto en la transmisión. El retardo en la transmión de un mensaje
de un vértice a otro es proporcional al tiempo que el mensaje tarda en ser
almacenado y reenviado por los vértices intermedios.
3. Robustez o tolerancia a fallas. La red debeŕıa continuar trabajando en
caso de que vértices o aristas llegaran a fallar.
4. Fácil ruteo. El ruteo es una importante función de comunicación entre redes.
Esto implica que debe tenerse una ruta fija a través de la cual se transporten
mensajes de un vértice a otro.
5. Simetŕıa. Implica que todos los componentes de la red se comporten de la
misma manera y se comuniquen de formas similares.
6. Eficiencia. La comunicación entre los elementos de una red representa el ma-
yor costo y las limitaciones del funcionamiento, por lo cual es de suma impor-
tancia determinar que tan eficiente es el intercambio de información.
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7. Baja vulnerabilidad. En una red es importante conocer los vértices que
son los más importantes y los más vulnerables ya que estos vértices influyen
directamente en la eficiencia de la red.
8. Escalabilidad. Se refiere a que sea factible construir una red de mayor ta-
maño que la actual, por lo cual algunas de las propiedades deseables debeŕıan
permanecer y algunos parámetros calcularse fácilmente.
Las propiedades estructurales a optimizar vaŕıan según la aplicación de la red,
por lo cual con los principios fundamentales mencionados por Xu [59] se puede
concluir que en una red de transporte o servicio se deseaŕıa minimizar: el grado, el
retardo en la transmisión de mensajes, el ruteo y la vulnerabilidad; y en la misma
red se deseaŕıa maximizar la robustez, la simetŕıa, la eficiencia y la escalabilidad.
Hay que tener en cuenta que algunos de estos conceptos se hallan en conflicto,
por ejemplo, un grafo completo al tener todas las posibles aristas entre sus elementos
involucra el mayor costo. Un grafo en forma de árbol tiene un fácil ruteo, es escalable
y eficiente pero no es robusto. Otro ejemplo es que no se puede tener una red con un
grado pequeño y una gran tolerancia a fallas. Es entonces que elegir una combinación
de propiedades deseables es una decisión que trae consigo compromisos y desventajas
entre varias propiedades a la hora de optimizar la topoloǵıa de la red.
Para optimizar la calidad de una red se decidió utilizar en esta investigación
los anteriores principios fundamentales como las propiedades que debeŕıa tener un
red para un mejor funcionamiento. Ahora lo relevante es el seleccionar las métricas
que cuantifican tales propiedades. Las métricas seleccionadas para la herramienta de
software se abordan en la Sección 3.2.
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3.2 Relación de métricas a utilizar según las
propiedades a optimizar
Teniendo en cuenta los principios fundamentales o propiedades deseables en
una red mencionados por Xu [59] se decidieron utilizar las siguientes métricas para
cuantificarlas.
Retardo corto en la transmisión: Diámetro. El Diámetro es una medida
que cuantifica la cantidad de aristas que atraviesa un mensaje en la red.
Robustez o tolerancia a fallas: Grado mı́nimo y Grado máximo. La
robustez se puede cuantificar a través de métricas probabilistas y deterministas.
Las métricas probabilistas indican mejor la tolerancia a fallas que las determi-
nistas, sin embargo; son computacionalmente más dif́ıciles de calcular [6] por
lo cual se recomienda utilizar métricas deterministas tal como la conectividad
de las aristas. La robustez también puede ser representada como un simple
modelo de percolación, pero desafortunadamente esta modelación es limitada
a grafos que tienen una distribución Poisson en el grado de sus vértices [13].
Como la entrada de la herramienta de software es un grafo cuya distribución
no está limitada a ser Poisson, el cálculo de la percolación no resulta útil pa-
ra determinar la robustez del grafo. Entonces para medir la robustez de una
red se cuantificará la conectividad de las aristas a través de la métrica grado
mı́nimo. Al eliminar un vértice con el menor grado se elimina el menor número
de aristas que convierten a la red en desconexa y provocan su falla. Por tanto
entre mayor sea la conectividad (o en nuestro caso se tenga un grado promedio
grande) mayor es la robustez de una red.
Fácil ruteo: Longitud de la ruta más corta. Para definir una ruta fija
a través de la cual se transporten mensajes por la red no hay nada mejor
que calcular la ruta más corta de menor costo. Si alguno de los elementos
de la ruta más corta llegase a fallar seŕıa bueno utilizar la segunda ruta más
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corta y aśı sucesivamente. Como no se tiene la certeza que estas rutas siempre
estén disponibles (debido a mantenimiento o fallas en algunos componentes) se
decidió calcular para todos los pares de vértices del grafo las rutas más cortas
y promediarlas para aśı conocer el costo y tiempo que tardaŕıa un ruteo.
Simetŕıa: Grado promedio. La métrica Grado promedio es una medida de
simetŕıa en los vértices de la red, por lo cual si los vértices tienen la misma
cantidad de enlaces con otros elementos todos se comunican de una forma
similar.
Eficiencia: Eficiencia global. La métrica Eficiencia global de la red deter-
mina la eficiencia en el intercambio de información entre los componentes de
la red.
Baja vulnerabilidad: Vulnerabilidad. La métrica Vulnerabilidad es la pro-
pia cuantificación de la propiedad vulnerabilidad, por lo cual no hay que buscar
alguna otra métrica para determinarla.
Escalabilidad. La herramienta de software cuantifica el crecimiento de una
red al contar el número de aristas que se agregaron y eliminaron de la topoloǵıa
original para desarrollar una red alternativa. Independientemente del número
de aristas que constituyen a las redes alternativas el algoritmo genético asegura
que las propiedades deseadas permanezcan en cada iteración.
Otra métrica que fue programada en la herramienta de software es:
Coeficiente de agrupamiento. El cual determina la densidad de la red y
además ayuda a optimizar las redes Mundo pequeño.
Todas las métricas mencionadas anteriormente fueron elegidas como las adecua-
das porque cuantifican las propiedades mencionadas y son calculadas en un tiempo
pequeño.
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Muchas de las métricas que dan información útil en la red tienen la desventaja
de ser costosas computacionalmente al requerir un gran tiempo de cálculo y aún peor
si se trata de optimizarlas. Un ejemplo de ésto es el cálculo del grado de interme-
diación [19] que proporciona información sobre cuales vértices y aristas son los más
importantes de la red. La desventaja de calcularla radica en tener que enumerar las
veces que lo atraviesan las rutas más cortas entre cualquier par de vértices {i, j}.
Esto requiere al menos un O(nm) tiempo para grafos no ponderados y un tiempo
O(nm+n2 log n) para grafos ponderados [5]. Al repetir su cálculo en la herramienta
de software para cada uno de los individuos que se generan durante todas las itera-
ciones del algoritmo genético hace que aumente de forma considerable el tiempo de
cómputo y por tanto de optimización.
Una forma de realizar la optimización se obtiene al encontrar todas las dife-
rentes estructuras topológicas que puede tener una red de n vértices. Para cada una
de ellas se evaluaŕıa la propiedad estructural de interés a través de una métrica. De
todo el conjunto de redes se elegiŕıa como la óptima aquella que tenga el mayor o el
menor valor de la propiedad de interés. El resolver un problema de optimización de
esta manera permite encontrar la mejor de todas las soluciones, es decir, la solución
exacta. El principal inconveniente al resolver un problema de manera exacta radica
en el tiempo computacional que toma ya que se deben evalular cada una de las po-
sibles soluciones. El número de redes alternativas que se obtienen para una red de n
vértices se pueden determinar a través de la Teoŕıa de enumeración de Polya [17].
El número de estructuras diferentes para redes de hasta 16 vértices se muestra en la
Tabla 3.1.
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Tabla 3.1: Número de estructuras diferentes que existen para redes de hasta 16
vértices. [17]

















Si el lector está interesado en conocer más sobre la resolución de este tipo de
problemas y su complejidad computacional se le recomienda consultar el texto de
Papadimitriou [47].
3.3 Función objetivo
Las soluciones obtenidas a través de la herramienta de software se deben dis-
criminar de acuerdo a algún criterio para determinar que soluciones son mejores que
otras. Es de suma importancia tener definida una clara y eficaz función objetivo a
través de la cual se seleccionen los mejores resultados.
La función objetivo utilizada en este trabajo es una suma ponderada que evalúa
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la calidad o aptitud de cada solución y tiene la siguiente forma
f(G) = p1·E + p2 ·D + p3·C + p4·δ + p5·∆ + p6·〈k〉+ p7·L + p8·Υ + p9·costo, (3.1)
donde p1, . . . , p8 representan la importancia de las propiedades elegidas (ponderacio-
nes) y E , . . . , Υ representan los valores de cada una de las propiedades cuantificadas
a través de las métricas correspondientes. Por cada propiedad que se optimice el
usuario debe asignarle una ponderación que identifique las propiedades que tienen
mayor importancia o peso a la hora de realizar la optimización. Si la ponderación es
una cantidad positiva indica que se desea maximizar y si la ponderación corresponde
a una cantidad negativa se entiende que se desea minimizar dicha propiedad. En caso
de no estar interesado en la optimización de una propiedad su ponderación debe ser
igual a cero. Al final de la función objetivo se encuentra una variable que almacena
el costo para cada solución que evalúa la f(G). En este trabajo cuando se habla
del costo de una red se hace referencia a la cantidad de movimientos que realizó el
AG, tales movimientos consisten en agregar y eliminar conexiones en la topoloǵıa
del grafo. El costo es un parámetro que el usuario puede minimizar, maximizar o no
darle importancia a través de su respectiva ponderación.
Como el usuario determina que propiedades desea optimizar y cuales no tienen
importancia, la función objetivo calculará solo las propiedades que se le indiquen. Por
ejemplo, si solo se desea maximizar la eficiencia, minimizar el diámetro y maximizar
el grado promedio con el menor costo se obtendŕıa la siguiente función objetivo
f(G) = (1 · E) + (−1 · D) + (1 · 〈k〉) + (−1 · costo), (3.2)
donde 1 y -1 son ponderaciones ilustrativas ya que el usuario elige las cantidades
discretas o continuas que deseé utilizar. Esta misma función podŕıa denotarse como
un vector de ponderaciones de la siguiente manera
f(G) = (1,−1, 0, 0, 0, 1, 0, 0,−1), (3.3)
donde 1 y -1 indican las propiedades a maximizar y minimizar respectivamente y el
vector de ponderaciones sigue un orden de propiedades a optimizar que se determinan
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por las métricas eficiencia, diámetro, coeficiente de agrupamiento, grado mı́nimo,
grado máximo, grado promedio, longitud de la ruta más corta y vulnerabilidad.
La relevancia del costo de la red se determina con el último d́ıgito del vector de
ponderaciones.
Los individuos que se eligen como los mejores son aquellos que tienen los valores
más altos en su función de calidad o aptitud, porque son los que aseguran una mejora
en los valores de las propiedades deseadas.
3.4 Definición del problema
Entrada. Un grafo Go = (V, E) conexo con los correspondientes costos o distan-
cias f́ısicas (ℓi,j) ∀ i, j ∈ E al cual se le pretende optimizar sus propiedades
estructurales, el vector de ponderaciones que indican la minimización o ma-
ximización de las propiedades estructurales en la función objetivo f(G) y el
número de redes alternativas por construir (q).
Salida. Un conjunto de grafos conexos alternativos de tamaño q con mayor calidad
estructural que el grafo Go.
Caṕıtulo 4
Herramienta de software
Para resolver el problema de encontrar un conjunto de redes con mayor cali-
dad que la red original, la herramienta de software hace uso de los conocimientos
existentes de la optimización monobjetivo y los algoritmos genéticos. Se propone la
optimización porque se desea maximizar o minimizar un conjunto de propiedades
en la topoloǵıa del grafo. Se propone un algoritmo genético como método de solu-
ción porque su naturaleza es realizar mutaciones y cruzamientos a la información y
esa naturaleza es la que se necesita aplicar a la topoloǵıa de un grafo para obtener
redes con una estructura diferente y con mayor calidad. Además con los algoritmos
genéticos se obtiene un conjunto de soluciones lo cual otorga libertad al tomador de
decisiones para elegir la más idónea de acuerdo a sus necesidades.
En este caṕıtulo se presentan los componentes de la herramienta de software y
se explica su funcionamiento en conjunto con el algoritmo genético programado.
4.1 Funcionamiento de la herramienta de
software
En la Figura 4.1 se muestra de forma general el funcionamiento de la herramien-
ta de software programada y los procesos involucrados se describen posteriormente.
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Figura 4.1: Diagrama general del funcionamiento de la herramienta de software.
Se especifican los parámetros para la ejecución del algoritmo genéti-
co. Al iniciar la herramienta ésta ya cuenta con los parámetros que se con-
sideran los recomendados por generar el conjunto de las mejores soluciones
en el menor tiempo. El usuario tiene la libertad de cambiar los parámetros
al iniciar la ejecución. Los parámetros que deben especificarse deben tener un
valor mayor a cero y a excepción de las probabilidades de mutación y cruze
que deben sumar uno, los otros parámetros no están restringidos a algún valor.
Los parámetros que se manejan en la herramienta de software son:
• Tamaño de la población inicial.
• Cantidad de mutaciones por iteración.
• Cantidad de iteraciones.
• Probabilidad de mutación y cruze.
La cantidad de mutaciones por iteración se refiere a las mutaciones que se
realizan a cada uno de los cromosomas que conforman la Pm durante una
iteración del algoritmo genético. Por ejemplo, si a un cromosoma x se le realizan
cinco mutaciones por iteración durante cuatro iteraciones, entonces al finalizar
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el algoritmo genético se habrán realizado 20 mutaciones al cromosoma x. Lo
anterior siempre que el cromosoma x resulte tener una de las mejores aptitudes
de entre todos los individuos generados durante las cuatro iteraciones.
Para este trabajo de tesis se utiliza una simple estrategia de selección de la
población para su cruzamiento y mutación, la cual consiste en seleccionar los
individuos al azar. La probabilidad de que un individuo elegido para ser cruzado
con otro individuo es de 0.5 y la probabilidad de que un indiviuo sea elegido
para realizarle alguna mutación es también de 0.5.
Se indican las propiedades a optimizar. A las propiedades que se desean
optimizar según la aplicación del grafo, el usuario les debe asignar una pon-
deración que bien puede ser discreta o continua. La ponderación que se asigne
identifica las propiedades que tienen mayor importancia o peso a la hora de
realizar la optimización, es decir, entre mayor sea la ponderación de una pro-
piedad con respecto a las otras esa propiedad será la de mayor prioridad. Una
vez asignadas las ponderaciones el usuario debe establecer la ponderación como
una cantidad positiva si desea maximizarla, o bien; establecer la ponderación
como una cantidad negativa en caso de minimizarla. Por ejemplo, si a la vul-
nerabilidad se le asigna la ponderación -1 se indica que se desea minimizar.
Si el usuario no desea optimizar alguna propiedad basta con que otorgue a
la ponderación correspondiente un valor igual a cero. Las propiedades que se
pueden optimizar en la herramienta de software se enlistan en la Sección 3.2.
Se lee el archivo con información de la red. Para que la herramienta
de software funcione correctamente se debe contar con un archivo que indique
en el primer renglón el número de vértices (n) y aristas del grafo (m). Poste-
riormente se deben listar las aristas o conexiones del grafo con sus respectivas
ponderaciones. Si el inicio y el final del archivo comienza con el śımbolo ’#’ se
considera a tales ĺıneas como comentarios. Un ejemplo del formato del archivo
de entrada para una red de cuatro vértices y cuatro aristas se muestra en la
Tabla 4.1.
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Tabla 4.1: Formato del archivo de entrada para una red de cuatro vértices con
cuatro aristas ponderadas.
#Comentario: Inicio de la declaración de aristas





#Fin de la declaración de aristas
Una vez léıda la información del grafo original se construye su matriz de ad-
yacencia (abordada en la Sección 2.1) en la cual basta utilizar la mitad de la
información para conocer las conexiones entre los vértices.
Se codifica la información del grafo en una cadena binaria. Después
de construir la matriz de adyacencia se representan las conexiones del grafo a
través de una cadena binaria que representa la información del grafo original
también conocido como cromosoma padre. Esta codificación se realiza para
poder introducir la información del grafo al algoritmo genético tal como se
muestra en la Figura 4.2.
Figura 4.2: Un grafo no dirigido y ponderado de cuatro vértices y cuatro aristas con
su respectiva matriz de adyacencia. Las conexiones del grafo se representan a través
de una cadena binaria.
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Se ejecuta el algoritmo genético. Durante un número fijo de iteraciones
(w) se ejecuta el algoritmo genético y se realizan los siguientes pasos:
1. Se crea una población inicial (Pi). El algoritmo genético al inicializar, es
decir, durante la primera iteración toma como base la información del
cromosoma padre y crea un duplicado de cromosomas a los cuales se le
realizan cambios (si un gen vale 0 se cambia a 1 y si vale 1 se cambia a
0), con el objetivo de crear una Pi la cual es la base para comenzar con
las iteraciones del genético.
2. Se crea una población cruzada (Pc). El algoritmo genético comienza a
realizar mutaciones entre los individuos de la Pi, es decir, toma aleatoria-
mente información de dos cromosomas de la Pi para generar una tercera
población a través de un cruzamiento o intercambio de información, con
lo cual se obtienen q nuevos individuos que conforman la Pc.
3. Se crea una población mutada (Pm). El algoritmo genético comienza a
realizar mutaciones entre la Pi y la Pc, es decir, se eligen uniformemente
al azar h individuos de la Pi y de la Pc para realizarles mutaciones y crear
una nueva Pm. Esto se obtiene cambiando los valores de los cromosomas,
es decir, si un valor elegido al azar de la cadena binaria o cromosoma
era igual a 1, entonces se logra su mutación cambiando su valor a 0, y
lo mismo para el caso contrario, si un valor de la cadena binaria era 0
entonces se cambia su valor a 1.
4. Se evalua la calidad o aptitud. A cada cromosoma de las tres poblaciones
creadas: Pi, Pc y la Pm se le evalúa su calidad o aptitud a través de una
función objetivo. La función objetivo utilizada se describe en la sección
3.3.
5. Se conforma la Pi de la siguiente iteración. Se seleccionan los mejores
individuos de la Pi, Pc y la Pm a través de la función objetivo para formar
la siguiente Pi porque se pretende que en cada iteración del genético, los
mejores cromosomas pasen sus propiedades a la siguiente generación.
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Se muestra al usuario el conjunto de redes alternativas de mayor
calidad. Cuando finaliza la ejecución de la herramienta de software se toman
los mejores individuos generados durante todas las w iteraciones del algoritmo
genético y se muestran al tomador de decisiones para que eliga la solución que
considere más atractiva. La herramienta de software genera como salida dos
archivos:
• Un archivo que muestra las cadenas binarias de todos los individuos se-
leccionados como los mejores durante la ejecución del algoritmo genético.
Un ejemplo de este archivo se muestra en el Apéndice B.4.
• Otro archivo que muestra un resumen de los parámetros establecidos en
la herramienta de software, los valores de las propiedades estructurales
calculadas, el costo por diseñar la topoloǵıa y el porcentaje de mejora




Tal como se describió en la Sección 1.3 el principal objetivo de la herramienta
de software es realizar cambios en la topoloǵıa de una red para optimizar su calidad.
Para mejorar la calidad, la herramienta de software optimiza ciertas propiedades
estructurales que son definidas por el usuario.
Para satisfacer el objetivo de este trabajo, se decidió que la experimentación
consistiŕıa en optimizar redes complejas Aleatorias, Libre de escala y Mundo pe-
queño. En los experimentos no se pretende convertir un modelo de red compleja en
otro modelo, sino más bien se desea mejorar la calidad de la red al agregarle otras
propiedades estructurales. Para mejorar la calidad de cada red compleja se pretende
que la herramienta de software optimice las nuevas propiedades deseadas y aśı se
mejore su calidad.
Durante el transcurso de la optimización de las redes complejas se espera que
a través de la experimentación computacional se determinen los mejores parámetros
de ejecución del algoritmo genético. Los parámetros que se pretenden encontrar son:
La cantidad de aristas mutadas por iteración, es decir, se pretende encontrar
la menor cantidad de mutaciones que deben realizarse sobre cada individuo ya
que se espera que al realizar el menor número de cambios se involucre el menor
costo.
La cantidad de iteraciones, es decir, determinar la cantidad de veces que debe
ejecutarse el algoritmo genético para que encuentre el conjunto de mejores so-
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luciones. El realizar un gran número de iteraciones involucra un mayor tiempo
de ejecución mientras que un número pequeño de iteraciones limita el espa-
cio de búsqueda de soluciones, por tanto se pretende encontrar un número de
iteraciones que genere buenas soluciones en un tiempo de cómputo razonable.
El tamaño de la población inicial, es decir, la cantidad de redes que deben
diseñarse por cada iteración. Dentro de la herramienta el tamaño de la po-
blación inicial indica el tamaño del conjunto de mejores soluciones que serán
mostradas al finalizar la ejecución del algoritmo genético.
5.1 Condiciones de experimentación
Las ponderaciones utilizadas en los experimentos tienen un valor igual a 1
o -1 para indicar la maximización o minimización de una propiedad estructural.
La probabilidad de que un individuo sea elegido para realizarle mutaciones es de
0.5 y la probabilidad de que un individuo sea elegido como un padre para realizar
un cruzamiento es también de 0.5. Durante la experimentación de este caṕıtulo
se mantienen fijas ambas probabilidades por lo cual se deja como trabajo futuro el
determinar cómo el modificar las probabilidades de cruzamiento y mutación influyen
en la creación de mejores soluciones.
Los experimentos se realizaron sobre redes de 50 vértices debido al tiempo
de ejecución que tardaba la herramienta en dar una solución, ya que para redes
mayores a 100 vértices se requiere de un mayor esfuerzo computacional. El calcular
el tiempo computacional que toma realizar la optimización de las propiedades en
redes complejas de hasta 1000 vértices se aborda en la Sección 5.8.
Todos los experimentos implementados en el presente trabajo se realizaron en
un servidor Dell con procesador Intel Core 2 Quad a 2.4 Ghz. con 3.2 Gb en memoria
RAM bajo la distribución Ubuntu 9.04 [38] de GNU/Linux [51] con el compilador
GCC de GNU Compiler Collection [52].
Caṕıtulo 5. Experimentación computacional 56
5.2 Instancias
Para la realización de los experimentos se utilizaron como instancias redes
complejas Aleatorias, Libre de escala y Mundo pequeño debido a que representan la
mayoŕıa de los sistemas complejos de nuestra sociedad [4]. Gracias a los generadores
de modelos de Virtanen [55] se construyeron, para cada una de las redes Aleato-
rias, Libre de escala y Mundo pequeño, cinco redes de 50 vértices donde las redes
Aleatorias cuentan con un promedio de 222 aristas, las redes Libre de escala con un
promedio de 231 aristas y las redes Mundo pequeño con un promedio de 186 aristas.
En total se crearon 15 redes complejas que sirven como base para la creación de las
instancias a resolver durante la experimentación de este caṕıtulo. Los modelos y los
parámetros utilizados para generar las redes mencionadas se describen en el Apéndi-
ce A. Se deja como trabajo futuro el optimizar estructuralmente redes complejas de
una mayor dimensionalidad. En este trabajo no fueron abordadas debido al tiempo
computacional que toma resolverlas. Los tiempos de ejecución en redes de mayor
tamaño se reportan en la Sección 5.8.
5.3 Experimentación: redes a optimizar
Para demostrar el funcionamiento de la herramienta de software a partir de las
15 redes complejas construidas se diseñaron seis clases de instancias. Los experimen-
tos consisten en añadirle a cada modelo de red compleja las propiedades estructurales
caracteŕısticas de los otros dos modelos de redes complejas. Aśı se obtiene dos pro-
blemas de optimización por resolver por cada tipo de red compleja que se traduce
en un total de seis clases de instancias.
En la Tabla 5.1 se muestra la simboloǵıa utilizada durante la experimentación
y posteriormente se explica en que consisten las seis clases de instancias con las
cuales se realizan todos los experimentos de este caṕıtulo.
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Tabla 5.1: Simboloǵıa utilizada durante la optimización de las seis clases de
instancias.
Śımbolo Significado
E(G) Eficiencia del grafo
D(G) Diámetro del grafo
C(G) Coeficiente de agrupamiento del grafo
δ(G) Grado mı́nimo del grafo
∆(G) Grado máximo del grafo
〈k〉(G) Grado promedio del grafo
L(G) Longitud de la ruta más corta del grafo
Υ(G) Vulnerabilidad del grafo
f(G) Función objetivo o aptitud del grafo
|cb| Largo de la cadena binaria
costo Número de aristas agregadas y eliminadas en la estructura del grafo
mut/iter Mutaciones por iteración
mej/costo Relación del porcentaje de mejora y el costo
AG Algoritmo genético
RAL Redes Aleatorias
RLE Redes Libre de escala
RMP Redes Mundo pequeño
Clase 1: optimización RAL/RLE. Consiste en optimizar RAL con respecto
a las propiedades de una RLE, es decir:
• Maximizar el ∆(G).
• Minimizar el C(G) y el δ(G).
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · ∆(G)) + (−1 · C(G)) + (−1 · δ(G)) + (−1 · costo). (5.1)
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Clase 2: optimización RAL/RMP. Consiste en optimizar RAL con respec-
to a las propiedades de una RMP, es decir:
• Maximizar el C(G).
• Minimizar la L(G).
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · C(G)) + (−1 · L(G)) + (−1 · costo). (5.2)
Clase 3: optimización RLE/RAL. Consiste en optimizar RLE con respecto
a las propiedades de una RAL, es decir:
• Maximizar el 〈k〉(G).
• Minimizar el ∆(G).
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · 〈k〉(G)) + (−1 · ∆(G)) + (−1 · costo). (5.3)
Clase 4: optimización RLE/RMP. Consiste en optimizar RLE con respecto
a las propiedades de una RMP, es decir:
• Maximizar el C(G).
• Minimizar la L(G) y el ∆(G).
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · C(G)) + (−1 · L(G)) + (−1 · ∆(G)) + (−1 · costo). (5.4)
Clase 5: optimización RMP/RAL. Consiste en optimizar RMP con res-
pecto a las propiedades de una RAL, es decir:
• Maximizar el 〈k〉(G).
• Minimizar el C(G).
Caṕıtulo 5. Experimentación computacional 59
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · 〈k〉(G)) + (−1 · C(G)) + (−1 · costo). (5.5)
Clase 6: optimización RMP/RLE. Consiste en optimizar RMP con res-
pecto a las propiedades de una RLE, es decir:
• Maximizar el ∆(G).
• Minimizar el δ(G).
Con lo cual se trabaja con la siguiente función objetivo:
f(G) = (1 · ∆(G)) + (−1 · δ(G)) + (−1 · costo). (5.6)
Por cada una de las seis clases de instancias se trabaja con un conjunto de
cinco instancias, por lo cual los resultados mostrados en este caṕıtulo representan el
promedio de las cinco instancias por cada clase durante una repetición del algoritmo
genético.
En la Figura 5.1 se aprecian los valores promedios de las cinco redes pertene-
cientes a los modelos de redes Aleatoria, Libre de escala y Mundo pequeño que se
utilizaron para la creación de las instancias de los experimentos de este caṕıtulo. El
tener todas las redes con una similitud en su orden y tamaño se refleja en los valores
de sus métricas ya que éstas son parecidas.












Figura 5.1: Gráfica de los valores promedios de las propiedades de cinco redes Alea-
torias, cinco redes Libre de escala y cinco redes Mundo pequeño de 50 vértices.
Al observar los valores de las propiedades estructurales para las tres redes
complejas mostradas en la Figura 5.1 se puede concluir que:
Las redes Aleatorias al tener un similar 〈k〉(G) son menos vulnerables que las
redes Libres de escala y de Mundo pequeño.
Las redes Libres de escala cuentan con el mayor ∆(G) de las tres redes comple-
jas, ya que en su topoloǵıa algunos vértices tienen un grado alto de conexiones.
Las redes Mundo pequeño al tener un alto C(G) y una baja L(G) tienen un
mayor δ(G) el cual influye en un menor valor en el D(G) de las tres redes
complejas.
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5.4 Experimentación: cantidad de aristas
mutadas
A través de este experimento se desea determinar la menor cantidad de aristas
que deben mutarse sobre los individuos de la Pm. Se decidió no dejar al azar la
cantidad de mutaciones que deben realizarse sobre los individuos de la Pm, ya que
entre mayores mutaciones se realizen aumenta el costo y el número de modificaciones
que deben realizarse sobre la topoloǵıa.
Para encontrar la mejor solución posible se experimentó con las seis clases de
instancias al realizarles diferentes cantidades de mutaciones. Para elegir la cantidad
de aristas a mutar se tomaron porcentajes del orden de las redes y la longitud de
las cadenas binarias (|cb|) de las instancias propuestas. Una opción era tomar el
tamaño de las instancias como parámetro para obtener un porcentaje de aristas
mutadas, pero se optó por el tamaño de la cadena binaria porque la herramienta
de software trabaja la mayor parte del tiempo con ella por representar todas las
posibles conexiones de la red. El tamaño de la cadena binaria para un grafo de 50
vértices es de 1225 aristas y se obtiene al calcular el tamaño del grafo completo no
dirigido n(n − 1)/2.
El número de mutaciones realizadas en base al orden de las redes son del
2 %, 10 %, 20 %, 30 %, 50 % y 100 % que corresponden a realizar 1, 5, 10, 15, 25 y
50 mutaciones. Las mutaciones realizadas en base al tamaño de la cadena binaria
son del 13 %, 20 %, 33 %, 60 % y 80 % que equivalen a 153, 245, 408, 735 y 980
mutaciones. Se eligieron estos once porcentajes por considerarse como un rango de
mutaciones que pueden otorgar un amplio espacio de búsqueda para encontrar las
mejores soluciones. Cabe aclarar que estas cantidades de mutaciones se realizan por
iteración (mut/iter), es decir, por cada iteración del AG se vuelven a realizar la misma
cantidad de mutaciones a cada uno de los individuos que conforman la Pm, de tal
manera que si se realizan 20 mutaciones por iteración durante cinco iteraciones, ésto
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significa que el AG al finalizar realizó un total de 100 mutaciones por cada individuo
de la Pm.
Las seis clases de instancias propuestas en la Sección 5.3 se resolvieron con el
AG bajo una Pi igual a 30, durante seis iteraciones y bajo once diferentes cantidades
de mutaciones. Los resultados obtenidos para cada una de las seis clases de instan-
cias propuestas se muestran a través de tablas donde el primer renglón indica el
porcentaje de n y |cb| sobre el cual se tomaron porcentajes para obtener la cantidad
de aristas a mutar, tales cantidades de aristas se muestran en el segundo renglón de
la tabla. En la columna a la izquierda se muestran las métricas que se calcularon
y con una flecha hacia arriba (⇑) se indica si el valor de la métrica se maximizó y
con una flecha hacia abajo (⇓) se indica si el valor se minimizó. En el renglón donde
se muestra el costo de la topoloǵıa creada, el costo está basado en la cantidad de
movimientos (cantidad de aristas agregadas y eliminadas) que se realizó el AG. En el
penúltimo renglón de la tabla se observa la aptitud (f(G)) obtenida bajo una cierta
cantidad de aristas mutadas, siendo la aptitud la indicadora de la calidad promedio
de las redes creadas por el AG. En el último renglón se indica la relación del por-
centaje de mejora y el costo al realizar un solo movimiento (mej/costo) en base a la
aptitud y el costo de la red creada. Es importante elegir los valores más altos de la
mej/costo sobre la aptitud porque refleja la mayor calidad estructural que se obtiene
con el menor costo.
A continuación se muestran los resultados y las conclusiones obtenidas para
cada una de las seis clases de instancias propuestas.
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5.4.1 Optimización de redes Aleatorias
En la Tabla 5.2 se muestran los resultados obtenidos al realizar la optimización
RAL/RLE, es decir, optimizar las cinco redes Aleatorias con respecto a propiedades
de una red Libre de escala.
La mejor solución proporcionada por la aptitud durante seis iteraciones del
AG se obtiene al realizar 1 mut/iter la cual también produce una mayor calidad
por movimiento (mej/costo), es decir, al realizar 1 mut/iter se obtiene una mejora
promedio del 388 % con un costo promedio de 8 y una mejora por movimiento del
48.5 %, por tanto, al realizar 1 mut/iter produce la mayor calidad estructural del
conjunto de redes alternativas.
Cuando el AG realizó 408, 735 y 980 mut/iter, se crearon redes alternativas
que resultaron tener una aptitud menor que la aptitud de la red original, ésto indica
que el algoritmo genético durante seis iteraciones no pudo encontrar ninguna red con
mejor topoloǵıa. En estos casos la solución recomendada es naturalmente conservar
la topoloǵıa de la red original. La razón por la cual éstas redes obtuvieron una peor
calidad se debió a que los valores de las métricas C(G) y δ(G) no pudieron ser
mejorados por el AG. En este experimento el realizar 980 mut/iter generó las redes






































Tabla 5.2: Resultados obtenidos al realizar la optimización de la instancia RAL/RLE bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2 %n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇓ C(G) 105% 121% 135% 152% 172% 167% 177% 206% -274% -344% -400%
⇓ δ(G) 99% 83% 87% 89% 102% 106% 128% 151% -184% -214% -229%
⇑ ∆(G) 115% 124% 134% 143% 149% 139% 132% 145% 154% 166% 172%
⇓ costo(G) 8 36 58 86 111 103 108 146 218 273 290
⇑ f(G) 388% 275% 306% 317% 281% 197% 24% 13% -233% -407% -1090%
⇑ mej/costo 48.5% 7.63% 5.27% 3.68% 2.53% 1.91% 0.22% 0.08% -1.06% -1.49% -3.76%
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En la Tabla 5.3 se muestran los resultados obtenidos al realizar la optimización
RAL/RMP, es decir, optimizar las cinco redes Aleatorias con respecto a propiedades
de una red Mundo pequeño.
Al observar la información proporcionada por la aptitud durante seis iteraciones
del AG la mayor calidad en una red se obtiene al realizar 408, 735 y 980 mut/iter,
pero al realizar 1 mut/iter se produjo la red con mayor calidad estructural por
movimiento realizado, es decir, al realizar 408, 735 y 980 mut/iter se obtiene una
mejora promedio del 89 %, 88 % y 90 % con un costo promedio igual a 614, 614 y 613
respectivamente, mientras que al realizar 1 mut/iter se produjo una mejora promedio
del 1 % con un costo promedio igual a 8. Al analizar la relación de la mejora en la
calidad estructural por movimiento realizado se encuentra que es mejor realizar 1
mut/iter ya que produce una mejora del 0.25 %.
Cuando el AG realizó 5 y 10 mut/iter se crearon redes alternativas con una
aptitud menor que la aptitud de la red original debido a que la métrica L(G) no pudo
ser mejorada por el AG. Por tanto, bajo estos parámetros y durante 6 iteraciones
el AG no pudo encontrar ninguna red con mejor topoloǵıa que la red original. En
este experimento las redes de mayor costo (613 y 614 movimientos) se obtuvieron al





































Tabla 5.3: Resultados obtenidos al realizar la optimización de la instancia RAL/RMP bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2 %n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇑ C(G) 0.40% 1.2% 7% 85% 176% 352% 641% 707% 722% 721% 727%
⇓ L(G) 3% -1.6% -5% 18% 34% 46% 56% 58% 58% 58% 58%
⇓ costo(G) 4 5 12 115 211 363 565 599 614 614 613
⇑ f(G) 1% -0.6% -2.3% 0.76% 8% 27% 73% 86% 89% 88% 90%
⇑ mej/costo 0.25% -0.12% -0.19% 0.007% 0.04% 0.07% 0.13% 0.14% 0.14% 0.14% 0.15%
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5.4.2 Optimización de redes Libre de escala
En la Tabla 5.4 se muestran los resultados obtenidos al realizar la optimiza-
ción RLE/RAL, es decir, optimizar las cinco redes Libre de escala con respecto a
propiedades de una red Aleatoria.
La información proporcionada por la aptitud durante seis iteraciones del AG
indica que al resolver esta instancia se obtuvo la mayor calidad estructural al realizar
50 mut/iter, pero al realizar 1 mut/iter produjo la red con mayor calidad estructural
por movimiento realizado, es decir, al realizar 50 mut/iter se obtiene una mejora
promedio del 25 % con un costo promedio igual a 252, mientras que al realizar 1
mut/iter se obtiene una mejora promedio del 5 % con un costo promedio igual a
9. Al analizar la relación de la mejora en la calidad estructural por movimiento
realizado se encuentra que es mejor realizar 1 mut/iter ya que produce una mejora
del 0.56 %.
Cuando el AG realizó 735 y 980 mut/iter se crearon redes alternativas con
una aptitud menor que la aptitud de la red original debido a que la métrica ∆(G)
no pudo ser mejorada por el AG. Por tanto, bajo estos parámetros y durante 6
iteraciones el AG no pudo encontrar ninguna red con mejor topoloǵıa que la red
original. En este experimento las redes de mayor costo (414 y 444 movimientos)
se obtuvieron precisamente al realizar 735 y 980 mut/iter con una mej/costo del





































Tabla 5.4: Resultados obtenidos al realizar la optimización de la instancia RLE/RAL bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2%n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇓ ∆(G) 96% 92% 90% 89% 87% 87% 94% 96% 100% -103% -106%
⇑ 〈k〉(G) 102% 108% 116% 124% 138% 162% 183% 191% 197% 209% 217%
⇓ costo(G) 9 37 68 104 157 252 323 351 372 414 444
⇑ f(G) 5% 14% 16% 17% 21% 25% 19% 17% 14% -0.39% -1.94%
⇑ mej/costo 0.56% 0.38% 0.24% 0.16% 0.13% 0.1% 0.06% 0.05% 0.04% -0.0001% -0.004%
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En la Tabla 5.5 se muestran los resultados obtenidos al realizar la optimiza-
ción RLE/RMP, es decir, optimizar las cinco redes Libre de escala con respecto a
propiedades de una red Mundo pequeño.
Al observar la información proporcionada por la aptitud durante seis iteraciones
del AG la mayor calidad en una red se obtiene al realizar 50 mut/iter, pero al realizar
1 mut/iter produjo la red con mayor calidad estructural por movimiento realizado, es
decir, al realizar 50 mut/iter se obtiene una mejora promedio del 19 % con un costo
promedio igual a 268, mientras que al realizar 1 mut/iter se obtiene una mejora
promedio del 3 % con un costo promedio igual a 7. Al analizar la relación de la
mejora en la calidad estructural por movimiento realizado se encuentra que es mejor
realizar 1 mut/iter ya que produce una mejora del 0.43 %. En este experimento las
redes alternativas con menor calidad y mayor costo se obtuvieron al realizar 153,





































Tabla 5.5: Resultados obtenidos al realizar la optimización de la instancia RLE/RMP bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2%n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇑ C(G) 100% 108% 121% 140% 171% 228% 418% 447% 525% 530% 542%
⇓ ∆(G) 95% 93% 89% 89% 89% 88% 104% 106% 114% 114% 115%
⇓ L(G) 105% 128% 112% 89% 73% 63% 50% 48% 45% 44% 44%
⇓ costo(G) 7 31 75 111 169 268 344 379 444 473 481
⇑ f(G) 3% 6% 9% 11% 14% 19% 9% 8% 7% 6% 7%
⇑ mej/costo 0.43% 0.19% 0.12% 0.10% 0.08% 0.07% 0.03% 0.02% 0.02% 0.01% 0.01%
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5.4.3 Optimización de redes Mundo pequeño
En la Tabla 5.6 se muestran los resultados obtenidos al realizar la optimiza-
ción RMP/RAL, es decir, optimizar las cinco redes Mundo pequeño con respecto a
propiedades de una red Aleatoria.
La mejor solución proporcionada por la aptitud durante seis iteraciones del
AG se obtiene al realizar 1 mut/iter la cual también produce una mayor calidad
por movimiento (mej/costo), es decir, al realizar 1 mut/iter se obtiene una mejora
promedio del 5 % con un costo promedio igual a 5 y una mejora por movimiento
del 1 %, por tanto, al realizar 1 mut/iter produce la mayor calidad estructural del
conjunto de redes alternativas.
Cuando el AG realizó 5, 10, 15, 25, 50, 153, 245, 408, 735 y 980 mut/iter las
redes alternativas creadas resultaron tener una aptitud menor que la aptitud de la
red original, por lo cual no hubo un porcentaje de mejora. La razón por la cual éstas
redes obtuvieron una peor calidad se debió a que el valor de la métrica C(G) no
pudo ser mejorado por el AG. En este experimento las redes alternativas de mayor





































Tabla 5.6: Resultados obtenidos al realizar la optimización de la instancia RMP/RAL bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2 %n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇓ C(G) 2% -0.7% -5% -7% -12% -27% -88% -135% -250% -379% -484%
⇑ 〈k〉(G) 1% 0.1% 2% 3% 5% 11% 32% 45% 74% 98% 118%
⇓ costo(G) 5 7 8 10 17 34 92 127 207 273 324
⇑ f(G) 5% -0.7% -5% -7% -12% -27% -88% -135% -250% -379% -484%
⇑ mej/costo 1% -0.1% -0.63% -0.7% -0.71% -0.79% -0.96% -1.06% -1.21% -1.39% -1.49%
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En la Tabla 5.7 se muestran los resultados obtenidos al realizar la optimiza-
ción RMP/RLE, es decir, optimizar las cinco redes Mundo pequeño con respecto a
propiedades de una red Libre de escala.
Al observar la información proporcionada por la aptitud durante seis iteraciones
del AG la mayor calidad se obtiene al realizar 25 mut/iter, pero el realizar 1 mut/iter
produce la mayor calidad estructural por movimiento realizado, es decir, realizar 25
mut/iter produce en una mejora del 326 % con un costo igual a 149, mientras que
al realizar 1 mut/iter produjo una mejora del 108 % con un costo promedio igual
a 7. Al analizar la relación de la mejora en la calidad estructural por movimiento
realizado se encuentra que es mejor realizar 1 mut/iter ya que produce una mejora
del 15.42 %. En este experimento las redes alternativas con menor calidad y mayor
costo (385 y 390 movimientos) se obtuvieron al realizar 735 y 980 mut/iter con una





































Tabla 5.7: Resultados obtenidos al realizar la optimización de la instancia RMP/RLE bajo once diferentes mutaciones por
iteración. Los resultados se presentan como porcentajes promedios de mejora y los costos como el número de modificaciones
que se realizaron sobre la topoloǵıa de la red original.
Obj. mut/iter
2%n 10 %n 20 %n 30 %n 50 %n 100 %n 13 %|cb| 20 %|cb| 33 %|cb| 60 %|cb| 80 %|cb|
1 5 10 15 25 50 153 245 408 735 980
⇓ δ(G) 153% 119% 131% 132% 160% 204% 259% 256% 292% 390% 406%
⇑ ∆(G) 71% 102% 130% 153% 182% 221% 233% 221% 234% 268% 273%
⇓ costo(G) 7 38 73 106 149 226 249 258 294 385 390
⇑ f(G) 108% 218% 259% 299% 326% 322% 270% 222% 186% 83% 83%
⇑ mej/costo 15.42% 5.74% 3.54% 2.82% 2.19% 1.42% 1.08% 0.86% 0.63% 0.22% 0.21%
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5.4.4 Conclusiones
En base a los resultados de los experimentos anteriores se construyó la Tabla
5.8 donde cada renglón muestra las mut/iter que producen las redes con la mayor
y menor calidad estructural (MACA y MECA) y también se muestran las mut/iter
que producen las redes con el menor y mayor costo (MECO y MACO) por cada
clase de instancia. A la derecha de cada una de las mut/iter se muestra el porcentaje
promedio de mejora por movimiento realizado.
Al observar los resultados mostrados en la Tabla 5.8 se puede concluir que el
algoritmo genético durante seis iteraciones:
Construye las soluciones con mayor calidad y con el menor costo con 1 mutación
por iteración, que resulta ser la menor cantidad de mutaciones que se pueden
realizar por iteración.
Construye las soluciones con menor calidad con siete diferentes cantidades de
mutaciones por iteración: 5, 10, 153, 245, 408, 735 y 980 mutaciones.
Entre más mutaciones por iteración se realicen por lo general se producen redes
alternativas de mayor costo.
El algoritmo genético bajo ciertos parámetros, tal como un gran número de
mutaciones por iteración, puede no encontrar un conjunto de redes alternativas
con mayor calidad estructural que la red original. Ejemplo de esto sucedió du-
rante la optimización de la instancia RAL/RLE con 408, 735 y 980 mut/iter,
en la instancia RLE/RAL con 735 y 980 mut/iter y en la instancia RMP/RAL
con 5, 10, 15, 25, 50, 153, 245, 408, 735 y 980 mut/iter. En estos casos se





































Tabla 5.8: Comparación de las cantidades de mutaciones que producen las redes con los mejores (MACA) y peores (MECA)
porcentajes de mejora, también se muestran las redes de menor (MECO) y mayor (MACO) costo para cada una de las instancias
optimizadas.
Instancia MACA mej/costo MECA mej/costo MECO Costo MACO Costo
RAL/RLE 1 48.5 % 980 -3.76 % 1 8 980 290
RAL/RMP 1 0.25 % 5, 10 -0.12 %, -0.19 % 1 4 408, 735, 980 613, 614
RLE/RAL 1 0.56 % 735, 980 -0.0001 %, -0.004 % 1 9 980 444
RLE/RMP 1 0.43 % 153, 245, 408, 735, 980 0.01 %, 0.03 % 1 7 980 481
RMP/RAL 1 1 % 980 -1.49 % 1 5 980 324
RMP/RLE 1 15.42 % 735, 980 0.22 %, 0.21 % 1 7 980 390
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5.5 Experimentación: cantidad de iteraciones
El objetivo de este experimento es determinar el número de iteraciones a partir
del cual el valor de la aptitud muestre un comportamiento asintótico ya que esto
indica la convergencia de las soluciones.
Para realizar este experimento se consideró la cantidad de mutaciones por
iteración que generaron durante seis iteraciones las redes de mejor y peor calidad
estructural en base a la relación del porcentaje de mejora y el costo al realizar un
solo movimiento (mej/costo). Por tanto, se analizó el comportamiento que producen
éstas cantidades de mutaciones por iteración sobre las soluciones generadas durante
1000 iteraciones con una Pi igual a 30. Los resultados obtenidos al realizar este expe-
rimento se muestran en las Figuras 5.2, 5.3 y 5.4 donde se muestra el valor promedio














Optimización de instancia RAL/RLE
1 mut/iter
980 mut/iter
Figura 5.2: Desarrollo de la aptitud en la instancia RAL/RLE al optimizarla durante
1000 iteraciones del AG. Los valores de las aptitudes son los valores promedios (con
sus respectivas desviaciones mostradas en color rojo) de las mejores 30 aptitudes
obtenidas en la última iteración del AG durante una repetición de la herramienta de
software.

























































Figura 5.3: Desarrollo de la aptitud en las instancias RAL/RMP, RLE/RAL y
RLE/RMP al optimizarlas durante 1000 iteraciones del AG. Los valores de las apti-
tudes son los valores promedios (con sus respectivas desviaciones mostradas en color
rojo) de las mejores 30 aptitudes obtenidas en la última iteración del AG durante
una repetición de la herramienta de software.


































Figura 5.4: Desarrollo de la aptitud en las instancias RMP/RAL y RMP/RLE al
optimizarlas durante 1000 iteraciones del AG. Los valores de las aptitudes son los
valores promedios (con sus respectivas desviaciones mostradas en color rojo) de las
mejores 30 aptitudes obtenidas en la última iteración del AG durante una repetición
de la herramienta de software.
Para tener un mejor entendimiento sobre como mejoran los valores de las ap-
titudes se construyeron las Tablas 5.9 y 5.10. En estas tablas se muestran la misma
información que las Figuras 5.2, 5.3 y 5.4, pero se presentan las aptitudes como por-
centajes promedios de mejora al ser comparados con la aptitud de la red original,
se muestra el costo involucrado al diseñar tal topoloǵıa y se muestra (en base a la
aptitud y el costo de la red creada) la relación del porcentaje de mejora y el costo
al realizar un solo movimiento sobre la topoloǵıa de la red original.
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Tabla 5.9: Porcentajes promedios de mejora de las redes alternativas al comparar-
las con la aptitud de la red original al resolver las clases de instancias RAL/RLE,
RAL/RMP, RLE/RAL y RLE/RMP durante 1000 iteraciones del AG. Los porcen-
tajes promedios de mejora corresponden a las 30 mejores aptitudes obtenidas en la
última iteración del AG durante una repetición de la herramienta de software
Instancia mut/iter Par. 6i 50i 100i 300i 500i 800i 1000i
RAL/RLE
1 f(G) 388 % 3081 % 4798 % 6507 % 7045 % 7217 % 7259 %
costo 8 66 108 214 247 250 251
mej/costo 48.5% 46.68 % 44.43 % 30.41 % 28.52 % 28.87 % 28.92%
980 f(G) -1090% 896% 1128 % 1593 % 1803 % 1873 % 1950 %
costo 290 107 98 73 66 69 65
mej/costo -37.59% 83.74 % 11.51 % 21.82 % 27.32 % 27.14 % 30%
RAL/RMP
1 f(G) 1% 5% 8% 22 % 39 % 77% 122 %
costo 4 34 60 183 272 348 391
mej/costo 0.25% 0.15% 0.13% 0.12% 0.14% 0.22% 0.31%
5 f(G) -0.6% 21 % 103% 315% 349% 362 % 364 %
costo 5 254 499 792 825 838 838
mej/costo -0.12% 0.08% 0.21% 0.40% 0.42% 0.43% 0.43%
10 f(G) -2.3% 94 % 189% 261% 266% 269 % 270 %
costo 12 523 682 770 775 767 767
mej/costo -0.19% 0.18% 0.28% 0.34% 0.34% 0.35% 0.35%
RLE/RAL
1 f(G) 5% 19 % 29 % 45 % 53 % 60% 62%
costo 9 33 90 180 195 211 231
mej/costo 0.56% 0.58% 0.32% 0.25% 0.27% 0.28% 0.27%
735 f(G) -0.39% 6% 7% 8% 9% 10% 11%
costo 414 190 201 190 182 140 123
mej/costo -0.001% 0.03% 0.03% 0.04% 0.05% 0.07% 0.09%
980 f(G) -1.94% 5% 7% 8% 8% 10% 11%
costo 444 188 171 146 145 115 104
mej/costo -0.004% 0.03% 0.04% 0.05% 0.06% 0.09% 0.11%
RLE/RMP
1 f(G) 3% 15 % 23 % 41 % 50 % 60% 65%
costo 7 35 53 155 244 281 287
mej/costo 0.43% 0.43% 0.43% 0.26% 0.2% 0.21% 0.23%
153 f(G) 9% 10 % 11 % 11 % 12 % 12% 12%
costo 344 399 405 408 385 329 336
mej/costo 0.03% 0.03% 0.03% 0.03% 0.03% 0.04% 0.04%
245 f(G) 8% 9% 10 % 10 % 11 % 12% 12%
costo 379 398 420 403 383 399 388
mej/costo 0.02% 0.02% 0.02% 0.02% 0.03% 0.03% 0.03%
408 f(G) 7% 9% 9% 10 % 10 % 11% 11%
costo 444 405 445 462 438 395 395
mej/costo 0.02% 0.02% 0.02% 0.02% 0.02% 0.03% 0.03%
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Tabla 5.10: Porcentajes promedios de mejora de las redes alternativas al compararlas
con la aptitud de la red original al resolver las clases de instancias RLE/RMP,
RMP/RAL y RMP/RLE durante 1000 iteraciones del AG. Los porcentajes pro-
medios de mejora corresponden a las 30 mejores aptitudes obtenidas en la última
iteración del AG durante una repetición de la herramienta de software.
Instancia mut/iter Par. 6i 50i 100i 300i 500i 800i 1000i
RLE/RMP
735 f(G) 6% 8% 8% 10% 10 % 10% 10%
costo 473 412 451 482 464 441 422
mej/costo 0.01% 0.02% 0.02 % 0.02% 0.02% 0.02 % 0.02%
980 f(G) 7% 8% 8% 9% 9% 11% 11%
costo 481 427 438 454 466 433 412
mej/costo 0.01% 0.02% 0.02 % 0.02% 0.02% 0.03 % 0.03%
RMP/RAL
1 f(G) 5% 36% 61% 93% 97 % 97% 97%
costo 5 59 103 175 192 196 201
mej/costo 1% 0.61% 0.59 % 0.53% 0.51% 0.5% 0.48%
980 f(G) -484% 2% 2% 3% 3% 4% 5%
costo 293 2 2 5 7 11 12
mej/costo 1.65% 1% 1% 0.6% 0.43% 0.36 % 0.42%
RMP/RLE
1 f(G) 108 % 739 % 1141 % 1402 % 1467 % 1487 % 1491 %
costo 7 68 123 203 220 222 219
mej/costo 15.43% 10.87% 9.28 % 6.91% 6.67% 6.7% 6.81%
735 f(G) 83% 431 % 488 % 574 % 597% 600 % 606 %
costo 385 178 123 89 84 88 89
mej/costo 0.22% 2.42% 3.97 % 6.45% 7.11% 6.82 % 6.81%
980 f(G) 83% 399 % 471 % 563 % 593% 627 % 634 %
costo 390 196 127 92 88 87 84
mej/costo 0.21% 2.04% 3.71 % 6.12% 6.74% 7.21 % 7.55%
En el caso de las instancias RLE/RAL y RLE/RMP se observa que realizar 1
mut/iter durante 1000 iteraciones produce las mejores soluciones, pero no se logra
una convergencia en los valores de las aptitudes. Por tal motivo se repitieron los
experimentos de éstas dos instancias aumentando la cantidad de iteraciones a 2000.
Los resultados obtenidos se muestran en la Figura 5.5.































Optimización de instancia RLE/RMP
1 mut/iter
Figura 5.5: Desarrollo de la aptitud en las instancias RLE/RAL y RLE/RMP al
optimizarlas durante 2000 iteraciones del AG. Los valores de las aptitudes son los
valores promedios de las mejores 30 aptitudes obtenidas en la última iteración del
AG durante una repetición de la herramienta de software.
Estos mismos resultados se presentan en la Tabla 5.11, pero se presentan las
aptitudes como porcentajes promedios de mejora al ser comparados con la aptitud de
la red original, se muestra el costo involucrado al diseñar tal topoloǵıa y se muestra
la relación del porcentaje de mejora y el costo al realizar un solo movimiento sobre
la topoloǵıa de la red original.
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Tabla 5.11: Porcentajes promedios de mejora de las redes alternativas al compararlas
con la aptitud de la red original al resolver las clases de instancias RLE/RAL y
RLE/RMP durante 2000 iteraciones del AG. Los porcentajes promedios de mejora
mostrados corresponden a las 30 mejores aptitudes obtenidas en la última iteración
del AG durante una repetición de la herramienta de software.
Instancia mut/iter Par. 1000i 1300i 1500i 1800i 2000i
RLE/RAL
1 f(G) 62 % 64 % 64 % 65 % 65 %
costo 231 244 244 247 248
mej/costo 0.27 % 0.26 % 0.26 % 0.26 % 0.26 %
RLE/RMP
1 f(G) 65 % 66 % 66 % 68 % 68 %
costo 287 289 289 289 290
mej/costo 0.23 % 0.23 % 0.23 % 0.24 % 0.23 %
5.5.1 Conclusiones
Al analizar los resultados obtenidos de las seis clases de instancias a través
de las Figuras 5.2, 5.3, 5.4 y 5.5 y en las Tablas 5.9, 5.10 y 5.11 se obtuvieron las
siguientes conclusiones:
En la optimización RAL/RLE se observa que las mejores aptitudes se obtienen
al realizar 1 mut/iter y después de 500 iteraciones las aptitudes de las redes
alternativas muestran un incremento moderado.
En el caso la optimización RAL/RMP a partir de 50 iteraciones las redes
obtenidas al realizar 5 y 10 mut/iter tienen una aptitud superior a la aptitud
de las redes obtenidas al realizar 1 mut/iter. La importancia de esto radica
en que anteriormente al realizar seis iteraciones con 1 mut/iter se produćıa el
conjunto de redes con mayor calidad estructural y ahora al realizar 5 mut/iter
con por lo menos 50 iteraciones produce las mejores soluciones. Durante esta
optimización el valor de la aptitud de las redes alternativas obtenidas con 5
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mut/iter comenzó a tener un comportamiento asintótico alrededor de las 500
iteraciones.
En la optimización de RLE/RAL las mejores aptitudes se obtienen al realizar
1 mut/iter y es hasta las 1300 iteraciones que comienza un comportamiento
asintótico en los valores de las aptitudes.
En la optimización RLE/RMP las mejores aptitudes se obtienen al realizar
1 mut/iter y al llegar a las 1300 iteraciones se observa un comportamiento
asintótico en los valores de las aptitudes.
En la optimización RMP/RAL las mejores aptitudes se obtienen al realizar 1
mut/iter y es alrededor de 500 iteraciones que comienza un comportamiento
asintótico en los valores de las aptitudes.
En la optimización RMP/RLE las mejores aptitudes se obtienen al realizar 1
mut/iter y es alrededor de las 500 iteraciones que comienza un comportamiento
asintótico en los valores de las aptitudes.
Por lo general entre mayores iteraciones se realicen, la calidad estructural y su
costo se incrementan.
Estas mismas conclusiones se pueden resumir en la Tabla 5.12.
Tabla 5.12: Cantidad de mutaciones por iteración y cantidad de iteraciones que se
recomiendan utilizar en la herramienta de software para generar el conjunto de redes
alternativas con la mayor calidad estructural posible.
Instancia mut/iter Pi Iteraciones Mejora costo mej/costo
RAL/RLE 1 30 500 7045 % 247 28.52 %
RAL/RMP 5 30 500 349 % 825 0.42 %
RLE/RAL 1 30 1300 64 % 244 0.26 %
RLE/RMP 1 30 1300 66 % 289 0.23 %
RMP/RAL 1 30 500 97 % 192 0.51 %
RMP/RLE 1 30 500 1467 % 220 6.67 %
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5.6 Experimentación: tamaño de la población
inicial
Para determinar el tamaño promedio de la Pi se realizaron experimentos en
las seis clases de instancias mencionadas en la Sección 5.3. Las optimizaciones se
realizaron con una Pi igual a 30, 50 y 100 individuos. El número de aristas mutadas
por iteración y la cantidad de iteraciones para este experimento se tomaron en base
a las conclusiones obtenidas en la Sección 5.5.1. Los resultados obtenidos de este



































Figura 5.6: Desarrollo de la aptitud en las instancias RAL/RLE y RAL/RMP con
una Pi igual a 30, 50 y 100 individuos durante 500 iteraciones del AG. Los valores
de las aptitudes son los valores promedios de las mejores aptitudes obtenidas en la
última iteración del AG durante una repetición de la herramienta de software.






















































Figura 5.7: Desarrollo de la aptitud en las instancias RLE/RAL, RLE/RMP durante
1300 iteraciones y RMP/RAL durante 500 iteraciones, con una Pi igual a 30, 50 y
100 individuos del AG. Los valores de las aptitudes son los valores promedios de las
mejores aptitudes obtenidas en la última iteración del AG durante una repetición de
la herramienta de software.


















Figura 5.8: Desarrollo de la aptitud en la instancia RMP/RLE con una Pi a 30, 50 y
100 individuos durante 500 iteraciones del AG. Los valores de las aptitudes son los
valores promedios de las mejores aptitudes obtenidas en la última iteración del AG
durante una repetición de la herramienta de software.
Al analizar los resultados mostrados en las Figuras 5.6, 5.7 y 5.8 se determina
que entre mayor sea el tamaño de la población inicial el algoritmo genético tiene un
mayor campo de búsqueda de soluciones y por tanto encuentra las mejores soluciones
con una Pi igual a 100 individuos seguidos por una Pi igual a 50 y por último por
una Pi igual a 30.
En las Tablas 5.13 y 5.14 se comparan los mismos resultados obtenidos en las
Figuras 5.6, 5.7 y 5.8, pero se presentan las aptitudes como porcentajes promedios
de mejora al ser comparados con la aptitud de la red original, se muestra el costo
involucrado al diseñar tal topoloǵıa y se muestra la relación del porcentaje de mejora
y el costo al realizar un solo movimiento sobre la topoloǵıa de la red original.
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Tabla 5.13: Comparación del desarrollo de la aptitud con poblaciones iniciales de
tamaño 30, 50 y 100 en instancias RAL/RLE, RAL/RMP, RMP/RAL y RMP/RLE
durante 500 iteraciones del algoritmo genético. Los porcentajes promedios de mejora
mostrados corresponden a las mejores aptitudes obtenidas en la última iteración del
AG durante una repetición de la herramienta de software.
Instancia mut/iter Pi Parám. 6i 50i 100i 300i 500i
RAL/RLE
1
30 f(G) 388% 3081 % 4798 % 6507 % 7045 %
costo 8 66 108 214 247
mej/costo 48.5% 46.68% 44.43% 30.41 % 28.52 %
50 f(G) 398% 3700 % 5268 % 6846 % 7245 %
costo 9 69 118 221 240
mej/costo 44.22 % 53.62% 44.64% 30.98 % 30.19 %
100 f(G) 561% 3917 % 5555 % 7079 % 7342 %
costo 9 66 115 226 236
mej/costo 62.33 % 59.34% 48.30% 31.32 % 31.11 %
RAL/RMP
5
30 f(G) -0.6% 21% 103 % 315% 349%
costo 5 254 499 792 825
mej/costo -0.12% 0.08% 0.21 % 0.4% 0.42%
50 f(G) -0.6% 38% 137 % 352% 384%
costo 6 332 565 819 844
mej/costo -0.1% 0.11% 0.24 % 0.43% 0.45%
100 f(G) -0.6% 45% 161 % 388% 416%
costo 6 335 573 844 869
mej/costo -0.1% 0.13% 0.28 % 0.46% 0.48%
RMP/RAL
1
30 f(G) 5% 36% 61% 93% 97 %
costo 5 59 103 175 192
mej/costo 1% 0.61% 0.59 % 0.53% 0.51%
50 f(G) 4% 39% 68% 97% 98 %
costo 7 60 103 171 184
mej/costo 0.57% 0.65% 0.66 % 0.57% 0.53%
100 f(G) 4% 46% 76% 98% 99 %
costo 8 63 108 165 169
mej/costo 0.5% 0.73% 0.7% 0.59% 0.59%
RMP/RLE
1
30 f(G) 108% 739 % 1141 % 1402 % 1467 %
costo 7 68 123 203 220
mej/costo 15.43 % 10.87% 9.28 % 6.91% 6.67%
50 f(G) 125% 767 % 1143 % 1435 % 1490 %
costo 10 67 113 205 215
mej/costo 12.5% 11.45% 10.12% 7% 6.93%
100 f(G) 117% 944 % 1273 % 1476 % 1507 %
costo 9 73 118 205 211
mej/costo 13 % 12.93% 10.79% 7.2% 7.14%
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Tabla 5.14: Comparación del desarrollo de la aptitud con poblaciones iniciales
de tamaño 30, 50 y 100 en instancias RLE/RAL y RLE/RMP durante 1300
iteraciones del algoritmo genético. Los porcentajes promedios de mejora mostrados
corresponden a las mejores aptitudes obtenidas en la última iteración del AG
durante una repetición de la herramienta de software.
Instancia mut/iter Pi Parám. 300i 500i 800i 1000i 1300i
RLE/RAL
1
30 f(G) 45% 53 % 60 % 62 % 64 %
costo 180 195 211 231 244
mej/costo 0.25% 0.27% 0.28% 0.27% 0.26%
50 f(G) 47% 57 % 63 % 64 % 66 %
costo 170 186 207 241 238
mej/costo 0.28% 0.31% 0.30% 0.27% 0.28%
100 f(G) 49% 60 % 64 % 65 % 68 %
costo 173 196 220 239 233
mej/costo 0.28% 0.31% 0.29% 0.27% 0.29%
RLE/RMP
1
30 f(G) 41% 50 % 60 % 65 % 66 %
costo 155 244 281 287 289
mej/costo 0.26% 0.2% 0.21% 0.23% 0.23%
50 f(G) 44% 57 % 65 % 68 % 70 %
costo 172 258 277 289 287
mej/costo 0.26% 0.22% 0.23% 0.24% 0.24%
100 f(G) 53% 62 % 70 % 71 % 72 %
costo 183 246 276 283 278
mej/costo 0.29% 0.25% 0.25% 0.25% 0.26%
5.6.1 Conclusiones
Al observar las Figuras 5.6, 5.7 y 5.8 y las Tablas 5.13 y 5.14 se encontró que
para las seis clases de instancias los mejores porcentajes promedios de mejora en
la aptitud se obtienen con una población inicial igual a 100 individuos durante 500
iteraciones para las instancias de redes Aleatorias y Mundo pequeño, mientras que
para las instancias Libre de escala se recomiendan 1300 iteraciones.
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5.7 Experimentación: confiabilidad de los
resultados
El objetivo de este experimento es demostrar que la herramienta de software
otorga resultados robustos, por lo cual no es necesario realizar repeticiones indepen-
dientes de la herramienta de software para obtener mejores soluciones. Para com-
probar la robustez de las soluciones se tomó una red por cada clase de instancia y se
repitió independientemente la ejecución de la herramienta de software 30 veces para
resolverla. El algoritmo genético se ejecutó con una población inicial igual a 50, 15
mutaciones por iteración, 100 iteraciones para redes Aleatorias y Libre de escala y
300 iteraciones para redes Mundo pequeño.
Los resultados obtenidos se muestran en las Figuras 5.9, 5.10 y 5.11 donde
se muestra el valor promedio de las mejores 50 aptitudes obtenidas en la última
iteración del AG, además de mostrar sus respectivas desviaciones. Cabe destacar que
la magnitud de las soluciones obtenidas son diferentes para cada gráfica mostrada,












Optimización de la instancia RAL/RLE
Figura 5.9: Variabilidad de las aptitudes obtenidas al resolver la instancia RAL/RLE
durante 30 repeticiones independientes de la herramienta de software. Los valores de
las aptitudes son los valores promedios de las mejores 50 aptitudes obtenidas en la
última iteración del AG.








































Optimización de la instancia RLE/RMP
Figura 5.10: Variabilidad de las aptitudes obtenidas al resolver las instancias
RAL/RMP, RLE/RAL y RLE/RMP durante 30 repeticiones independientes de la
herramienta de software. Los valores de las aptitudes son los valores promedios de
las mejores 50 aptitudes obtenidas en la última iteración del AG.




























Optimización de la instancia RMP/RLE
Figura 5.11: Variabilidad de las aptitudes obtenidas al resolver las instancias
RMP/RAL y RMP/RLE durante 30 repeticiones independientes de la herramienta
de software. Los valores de las aptitudes son los valores promedios de las mejores 50
aptitudes obtenidas en la última iteración del AG.
5.7.1 Conclusiones
En las Figuras 5.9, 5.10 y 5.11 se observa que los resultados arrojados por
la herramienta de software en las instancias RAL/RMP, RLE/RAL, RLE/RMP,
RMP/RAL y RMP/RLE se encuentran en el mismo rango, por lo cual basta una re-
petición de la herramienta de software para obtener el conjunto de redes alternativas
con la mayor calidad estructural posible.
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En el caso de la instancia RAL/RLE los resultados arrojados por la herramien-
ta de software muestran un pequeño margen de variabilidad el cual se debe a que
las soluciones de mayor aptitud son las encontradas generalmente durante un ma-
yor número de iteraciones del algoritmo genético. Los resultados anteriores indican
un buen funcionamiento de la herramienta de software por lo cual en este trabajo
los resultados mostrados se han obtenido durante una repetición. Se recomienda al
usuario realizar también una repetición de la herramienta de software ya que los
resultados arrojados han demostrado ser robustos.
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5.8 Experimentación: tiempos de ejecución
Para determinar el tiempo de cómputo que tarda la herramienta de software en
resolver un problema de optimización estructural en redes complejas, se calculó para
grafos de diferente orden, el tamaño de la cadena binaria con la cual trabaja el
algoritmo genético y se midió el tiempo de ejecución que toma optimizar por separado
cada una de las propiedades.
Los tiempos obtenidos se desarrollaron durante una iteración del algoritmo
genético, una población inicial igual a 30 y mutando el 33 % del número de elementos
de la cadena binaria. Estos tiempos obtenidos se muestran en la Tabla 5.8 donde
el primer renglón de la tabla indica el orden del grafo para los cuales se calcularon
las métricas disponibles en la herramienta de software. Estas métricas se indican en
la columna a la izquierda de la misma tabla y en el último renglón se muestra el
tiempo total en segundos que tarda la herramienta de software al calcular las ocho
métricas de una red de n vértices.
Tabla 5.15: Tiempos de ejecución en segundos que toma el algoritmo genético para
calcular cada métrica de una red de n vértices durante una iteración del algoritmo
genético.
Mét/n 50n 100n 200n 300n 400n 600n 800n 1000n
|cb| 1225 4950 19900 44850 79800 179700 319600 499500
E(G) 0.23 5 35 39 93 328 727 1429
D(G) 0.23 6 35 39 93 302 719 1435
C(G) 0.25 7 41 45 187 403 780 1874
δ(G) 0.23 5 35 38 156 308 736 1441
∆(G) 0.23 5 35 38 166 310 731 1430
〈k〉(G) 0.23 5 35 38 196 311 733 1430
L(G) 0.23 5 29 39 183 311 739 1437
Υ(G) 9 200 2289 11605 36396 178353 180000 180000
Total 10.63 238 2534 11881 37470 180626 185165 190476
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Durante la ejecución del algoritmo se consideró un ĺımite de tiempo de 180000
segundos. Este tiempo ĺımite se alcanzó al optimizar la vulnerabilidad en grafos de
800 y 1000 vértices.
A través de la Tabla 5.8 se puede calcular para cualquier número de iteración el
tiempo que tardará la herramienta de software en realizar la optimización estructural
en grafos de hasta 1000 vértices. Este tiempo calculado otorga una aproximación del
tiempo de ejecución que tardará la herramienta de software en otorgar soluciones.
Se espera que entre un mayor número de iteraciones que se realizen se ahorre tiem-
po computacional ya que la herramienta de software cuenta con varias estrategias
computacionales las cuales se abordan en el Apéndice B.2.
Tomando en cuenta los tiempos de ejecución anteriores se puede calcular el
tiempo de cómputo esperado al realizar una optimización con cualquier combinación
de propiedades. Por ejemplo, para obtener el tiempo esperado al optimizar en un
grafo de 50 vértices las ocho propiedades durante seis iteraciones se sumaŕıa cada
uno de los tiempos obtenidos al optimizar todas las propiedades (10.63 segundos) y
se le multiplicaŕıa por la cantidad de iteraciones que se pretenden realizar, (10.63
segundos · 6 iteraciones), que resulta en 63.78 segundos o 1.063 minutos que se deben
esperar para obtener el conjunto de mejores soluciones.
Los tiempos obtenidos en la Tabla 5.8 se pueden apreciar también en las Figuras
5.12, 5.13 y 5.14 donde claramente se observa el incremento de los tiempos conforme
aumenta el número de vértices del grafo.
















































































Figura 5.12: Comparación de los tiempos de ejecución al calcular las métricas efi-
ciencia, diámetro y coeficiente de agrupamiento en grafos de 50, 100, 200, 300, 400,
600, 800 y 1000 vértices.


















































































Figura 5.13: Comparación de los tiempos de ejecución al calcular las métricas grado
mı́nimo, grado máximo y grado promedio en grafos de 50, 100, 200, 300, 400, 600,
800 y 1000 vértices.






















Longitud de la ruta más corta































Figura 5.14: Comparación de los tiempos de ejecución al calcular las métricas lon-
gitud de la ruta más corta y vulnerabilidad en grafos de 50, 100, 200, 300, 400, 600,
800 y 1000 vértices.
5.8.1 Conclusiones
Al analizar los tiempos de ejecución mostrados en las Figuras 5.12, 5.13 y 5.14
se aprecia con claridad que el determinar la vulnerabilidad de un grafo es la pro-
piedad más costosa computacionalmente. Con ayuda de gprof [26] se analizaron los
cálculos que realiza la herramienta de software y se observó que sin importar el or-
den del grafo calcular la vulnerabilidad abarca alrededor del 96 % de los cálculos.
Se recomienda al usuario calcular el tiempo computacional que requerirá la herra-
mienta de software en caso de optimizar la vulnerabilidad ya que dependidendo del
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tamaño del grafo la herramienta podŕıa tardar un tiempo razonable para otorgar
una solución. El otro 4 % del costo computacional lo conforma tanto el cálculo de
otras propiedades, funciones de cruzamiento y mutación, la búsqueda y selección de
los mejores individuos de cada iteración entre otras funciones.
En la Figura 5.15 se observa como aumenta el tiempo de ejecución al calcular
todas las métricas de una red de 50, 100, 200, 300, 400, 600, 800 y 1000 vértices.
Cabe recordar que el cálculo de la vulnerabilidad es detenido a los 180000 segundos,
por lo cual se utilizó la cantidad de 180000 segundos como el tiempo mı́nimo que


























Figura 5.15: Crecimiento de los tiempos de ejecución (en segundos) al calcular las
ocho métricas disponibles en la herramienta de software en redes de n vértices du-




En este caṕıtulo se presentan las conclusiones del presente trabajo de investi-
gación, las aportaciones cient́ıficas realizadas y las posibles ĺıneas de investigación
futura para ampliar esta área de conocimiento.
6.1 Conclusiones
En este trabajo de investigación se abordó el problema de optimizar la calidad
de tres diferentes modelos de redes complejas: redes Aleatorias, Libre de escala y
Mundo pequeño. Se construyó una herramienta de software que a través de un al-
goritmo genético optimiza una función que representa las propiedades estructurales
definidas por el usuario.
El mejorar la calidad estructural en redes complejas no fue el único objetivo,
ya que también se realizaron experimentos para encontrar los mejores parámetros
del algoritmo genético que aseguran en redes Aleatorias, Libre de escala y Mundo
pequeño encontrar el mejor conjunto de soluciones durante su ejecución. Los paráme-
tros investigados fueron la cantidad de aristas mutadas por iteración, el número de
iteraciones y el tamaño de la población inicial.
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Se observó que para cinco de las seis clases de instancias, las mejores soluciones
se obtuvieron bajo 1 mutación por iteración, solo en la instancia RAL/RMP las me-
jores soluciones se obtuvieron bajo 5 mutaciones por iteración. Con este experimento
se demostró que no es necesario realizar un gran número de mutaciones a una red
ya que las soluciones generadas no tienen la mayor calidad estructural y sus costos
son elevados. Además al realizar una gran cantidad de mutaciones se pueden obtener
soluciones cuya calidad estructural es menor que la calidad de la red original.
Se identificó que la aptitud de las redes optimizadas crece notablemente durante
las primeras 500 iteraciones para redes Aleatorias y Mundo pequeño, mientras que
para redes Libre de escala la aptitud aumenta notablemente hasta las primeras 1300
iteraciones. Después de éstas iteraciones la aptitud de las redes complejas comienza a
mostrar una comportamiento asintótico que indica la convergencia de las soluciones.
Al resolver las instancias de prueba con diferentes tamaños en la población
inicial, es decir, al utilizar una población inicial de 30, 50 y 100 individuos durante
un mismo número de iteraciones, las soluciones con la mayor calidad estructural se
obtuvieron con una población inicial de 100 individuos.
Durante los experimentos realizados en las instancias de prueba bajo una po-
blación inicial de 100 individuos y realizando 1 mutación por iteración, el menor
porcentaje de mejora fue obtenido al optimizar la instancia RLE/RAL durante 1300
iteraciones donde se obtuvo una mejora del 72 %. El mayor porcentaje mejora fue
obtenida al optimizar la instancia RAL/RLE durante 500 iteraciones con una mejora
del 7342 %. Como es apreciable los porcentajes de mejora obtenidos varian notable-
mente y ésto es debido a la combinación de las propiedades estructurales que se
tuvieron que optimizar.
Cuando la herramienta de software calcula la vulnerabilidad de la red esta
propiedad consume el 96 % de los cálculos que realiza la herramienta de software.
La vulnerabilidad es una importante propiedad estructural a través de la cual se
cuantifica la eficiencia de la red a la hora de mandar información entre sus vértices,
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pero es una propiedad costosa de calcular en términos de tiempo de ejecución.
Con base a los experimentos desarrollados se comprueba que la herramienta de
software cumple con su objetivo, obtiene soluciones en un tiempo razonable y otorga
soluciones robustas.
6.2 Aportaciones
La aportación principal de este trabajo de investigación es el desarrollo e imple-
mentación computacional de un método para encontrar soluciones de buena calidad
para un problema de optimización de redes complejas, el cual no hab́ıa sido tratado
hasta donde se tiene conocimiento. Este método está basado en los algoritmos genéti-
cos por lo cual se otorga un conjunto de soluciones pero el tomador de decisiones es
libre de elegir la que más le convenga en base al porcentaje de mejora obtenido, el
costo involucrado y la mejora en la calidad estructural por movimiento realizado.
Algunos resultados de este trabajo de tesis fueron publicados en:
P. E. Cantú Cerda y S. E. Schaeffer. Análisis y optimización estructural de
redes complejas. En Memorias del VI Congreso Internacional en Innovación
y Desarrollo Tecnológico (CIINDET’08), art́ıculo 332, págs. 1–7, Cuernavaca,
México, Octubre 2008.
Fueron expuestos como cartel en:
Primer Simposio sobre Investigación Cient́ıfica e Innovación Tecnológica 2009
del Centro de Innovación, Investigación y Desarrollo en Ingenieŕıa y Tecnoloǵıa
(CIIDIT), Apodaca, México, Mayo 2009.
XVIII Escuela Nacional de Optimización y Análisis Numérico (ENOAN), Uni-
versidad Autónoma de Coahuila (UAC), Saltillo, México, Abril 2008.
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6.3 Trabajo futuro
Dados los resultados obtenidos previamente con el desempeño del algoritmo
genético propuesto, se tiene que es una herramienta de software prometedora para
la optimización de redes complejas la cual bien vale la pena seguir mejorando. A
continuación se dejan los siguientes puntos como áreas de oportunidad para trabajo
futuro en esta ĺınea de investigación.
Cambiar la probabilidad de mutación y cruzamiento para conocer si el algorit-
mo genético crea poblaciones con mayor calidad que la actual.
Modificar el algoritmo genético para poder añadir y eliminar vértices a la red,
ya que en este trabajo solo se han realizado cambios a la topoloǵıa en base al
número de aristas de la cadena binaria.
Existen muchas otras maneras de definir la función objetivo para evaluar la
calidad de un grafo según su aplicación, aśı que seŕıa bueno generar otras
funciones objetivos para determinar si la forma de seleccionar a los mejores in-
dividuos influye posteriormente en la creación de individuos con mayor calidad
estructural.
Agregar más métricas a la herramienta de software para aśı poder mejorar
más propiedades estructurales en redes complejas. Un buen ejemplo seŕıa poder
evalular el grado de intermediación de una red, la cual es una propiedad que nos
da información sobre los elementos más importantes e identifica los principales
cuellos de botella. Se debe tener claro que al agregar nuevas propiedades éstas
deben calcularse bajo algoritmos o métodos eficientes que no conviertan el
cálculo de tal propiedad en un problema dif́ıcil de resolver y comprometan
negativamente la eficiencia de la herramienta de software.
Buscar o crear alguna otra métrica alternativa con la cual se pueda determinar
la vulnerabilidad de una red, pero sin un excesivo costo computacional.
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Estudiar que tanto afecta la densidad del grafo a la hora de optimizar las
propiedades estructurales.
Aplicar la herramienta de software en casos de estudio de un mayor tamaño
ya que se ha visto que la verdadera efectividad de un procedimiento heuŕıstico
sólo puede comprobarse al estudiar problemas de alta dimensionalidad.
Agregar a la herramienta una opción de visualización de las redes alternativas
generadas, ya que actualmente solo se da como resultado una cadena binaria
que representa las conexiones de la red.
Realizar un análisis estad́ıstico a los datos para demostrar su validez.
Eficientar el algoritmo mediante el uso de estructuras de datos internas más
apropiadas dada la densidad del grafo.
Abordar el problema como un modelo multiobjetivo. En esta tesis se tra-
bajó con una simplificación que consideró una función objetivo igual a la suma
ponderada de los respectivos ı́ndices de las propiedades estructurales. Como es
bien conocido, esta aproximación limita el espacio de soluciones y si se hace
uso de la optimización multiobjetivo (que se dedica precisamente al estudio y
desarrollo de métodos que puedan generar Frentes de Pareto) se obtendrá in-
formación valiosa sobre el compromiso de los diferentes criterios considerados.
Paralelizar el algoritmo genético. En el contexto de los métodos heuŕısticos,
el paralelismo no sólo significa resolver los problemas de forma más rápida,
sino que además se obtienen modelos de búsqueda más eficientes: un algoritmo
heuŕıstico paralelo puede ser más efectivo que uno secuencial aún ejecutándose
en un solo procesador.
Probar el funcionamiento de la herramienta de software con datos reales al
optimizar la estructura de la red de alguna empresa o del sector público.
Apéndice A
Modelos generadores de redes
complejas
En este apéndice se mencionan los principales modelos de generación de redes
complejas y los parámetros bajo los cuales se generaron las redes que sirvieron como
instancias en este trabajo de tesis.
A.1 Modelos de generación de redes complejas
Los modelos de generación de redes son una herramienta importante que re-
producen redes que comparten las caracteŕısticas topológicas de las redes del mundo
real. El estudio de estos modelos nace con la finalidad de analizar y comprender las
funciones y fenómenos que se llevan a cabo en las redes complejas [54]. De entre los
modelos existentes se distinguen dos tipos de modelos:
Modelos de generación sin crecimiento. Estos modelos de caracterizan
por dos aspectos importantes:
1. El número de vértices es fijo.
2. La agregación de aristas entre cualquier par de vértices se realiza con una
probabilidad p.
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Ejemplos de modelos de generación sin crecimiento son:
• Gn,p. Propuesto en 1959 por Gilbert [29], el cual consiste que a un grafo






con una probabilidad igual a p.
• Gn,m. Propuesto por Erdős y Rényi [25], el cual consiste que partiendo
de un grafo con n vértices se le deben incluir con una probabilidad p, solo
m aristas de todo el conjunto de posibles aristas.
• Watts-Strogatz. Propuesto en 1998 por Watts y Strogatz [56], el cual
es un simple procedimiento para redes aleatorias que produce redes que
tienen propiedades identificadas en las redes naturales del mundo real. El
modelo se inicia con un grafo en forma de anillo Cn,k de n vértices en
donde cada vértice está conectado a 2k vecinos más cercanos (estando
k conectado en dirección a las manecillas del reloj). Aśı Watts y Stro-
gatz introdujeron aleatoriedad al grafo inicial seleccionando un vértice v
y una arista (v, w) que conectaron a el siguiente vértice w del anillo. Con
una probabilidad p, la arista (v, w) es redireccionada al sustituir w con
un vértice aleatorio. Esto se repite para cada vertice del anillo. Aśı en
la segunda ronda de redireccionamientos ahora las aristas conectan a sus
segundos vecinos más cercanos en el anillo, hasta completar un total de
k redireccionamientos. Este método en ocasiones originaba grafos desco-
nexos por lo cual Newman [46] modificó el modelo Watts-Strogatz para
evitar que se siguieran generando.
Modelos de generación basados en crecimiento. Estos tipos de modelos
se caracterizan por los siguientes aspectos:
1. La construcción del grafo comienza con un número fijo de vértices y en
cada paso se añaden x vértices.
2. La agregación de aristas entre cualquier par de vértices se realiza con una
probabilidad p.
Apéndice A. Modelos generadores de redes complejas 107
Ejemplos de modelos de generación basados en crecimiento son:
• Libre de escala. El modelo Barabási-Albert [8] fue introducido en 1999 y
está basado en el crecimiento y el enlace preferencial. Fue el primer modelo
que reprodujo redes con una distribución del grado Libre de escala. Este
modelo considera dos elementos:
1. Crecimiento. La construcción del grafo comienza con un número pe-
queño de vértices m0 y a cada paso t se añade un nuevo vértice i con
m ≤ m0 aristas que enlazan a i con m diferentes vértices ya existentes
en el grafo.
2. Enlace preferencial. Cuando se incluye un nuevo vértice i al grafo,
se deben seleccionar los vértices que seran vecinos de i. Para elegir
los vecinos del vértice i se asume que la probabilidad Π de que i sea







Después de t lapsos de tiempo, el procedimiento resulta en una red
con n = t + m0 vértices con mt aristas.
Para mas información sobre los modelos de generación de redes complejas el lector
puede consultar el texto de Virtanen [55].
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A.2 Parámetros de las instancias
Los parámetros bajo los cuales se crearon las instancias de las redes Aleatorias,
Libre de escala y Mundo pequeño utilizando los generadores de modelos de redes
complejas proporcionados por Virtanen [55] se describen a continuación.
Redes Aleatorias, RAL. Para la creación de las redes Aleatorias se utilizó el
modelo de Erdős y Rényi. Se construyeron 5 redes Aleatorias de 50 vértices
y alrededor de 222 aristas. La probabilidad utilizada para agregar una arista
aleatoriamente al grafo fue de 0.19.
Redes Libre de escala, RLE. Para la creación de las redes Libre de escala se
utilizó el modelo de Barabási y Albert. Se construyeron 5 redes Libre de escala
de 50 vértices y alrededor de 231 aristas. Los parámetros utilizados son un
grafo inicial de 5 vértices y cada vértice i que se añad́ıa al grafo se conectaba
con los demás vértices a través de 5 aristas. La probabilidad utilizada para
conectar al nuevo vértice i con otro vértice j fue de 0.3.
Redes Mundo pequeño, RMP. Para la creación de las redes Mundo pe-
queño se utilizó el modelo de Watts y Strogatz. Se construyeron 5 redes Mundo
pequeño de 50 vértices con alrededor de 186 aristas. Partiendo de un grafo en
forma de anillo cada vértice se conectó a sus 3k vecinos más cercanos. Des-
pués se seleccionaba un vértice al azar y su arista era direccionada con una
probabilidad igual a 0.3.
Se eligieron tales valores de los parámetros para los tres modelos de redes
complejas porque se encontró que con estos parámetros se obteńıan redes del mismo
orden y tamaño. La importancia de la similitud en las instancias radica en que si






El algoritmo genético funciona bajo ciertos criterios que se mencionan a conti-
nuación.
Igualdad en cruzamientos y mutaciones. El algoritmo genético propor-
ciona a cada individuo la misma probabilidad para que su información sea
cruzada o mutada. La probabilidad utilizada en este trabajo fue de 0.5 pero
puede ser modificada por el usuario al inicio de la ejecución de la herramienta
de software.
Agregar una arista tiene un costo igual a uno. Durante los procesos re-
ferentes a las mutaciones y cruzamientos de individuos, si el algoritmo genético
agrega una nueva arista dentro de las conexiones del grafo, el costo de la arista
se considera igual a uno. Este costo es de uno porque se necesita un costo
diferente de cero para poder calcular la eficiencia de una red, es decir, para
calcularla se necesitan calcular las rutas más cortas y si algunas de estas valen
cero entonces no se puede determinar la eficiencia de la red, porque ésta se
define como el inverso de las rutas más cortas.
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B.2 Estrategia computacional
Con el fin de reducir procesos computacionales y ahorrar tiempo de cómputo,
el algoritmo genético evita realizar ciertas funciones ó cálculos en los siguientes casos:
Cuando se determina que una red es no conexa. El eliminar en un principio
individuos no conexos ahorra valioso esfuerzo computacional al no calcular las
propiedades, especialmente en redes complejas que se caracterizan por la gran
cantidad de elementos.
En la selección de los individuos con mejores aptitudes. Al término de cada
iteración del algoritmo genético se realiza una comparación entre los indivi-
duos generados (IG) y los individuos que pertenecen al conjunto de mejores
soluciones (IMS). Aśı se busca al individuo con mayor calidad de los IG y se
busca al individuo con menor calidad de los IMS. Si el individuo seleccionado
de la IG no supera la calidad del individuo de los IMS entonces el algoritmo
genético deja de realizar la búsqueda en los IG sin importar queden cientos de
individuos aún por comparar.
B.3 Normalización de métricas
Para la obtención de mejores resultados se decidió normalizar cada uno de los
valores de las propiedades obtenidas con la herramienta de software. El objetivo
de normalizarlas es para obtener todos los valores en el rango {0, 1} y aśı poder
compararlas fácilmente entre ellas. Para la normalización se encontró los valores
máximos y mı́nimos de cada métrica. Éstos se muestran en la Tabla B.1 (donde Vmı́n
y Vmáx denotan los valores mı́nimos y máximos, respectivamente) y se describen a
continuación.
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Tabla B.1: Valores máximos y mı́nimos de las métricas normalizadas.
Métrica Vmı́n Vmáx
Eficiencia 0 1
Diámetro 1 n − 1
Coeficiente de agrupamiento 0 1
Grado mı́nimo 1 n − 1
Grado máximo 1 n − 1
Grado promedio 1 n − 1
Longitud de la ruta más corta caracteŕıstica 1 n − 1
Vulnerabilidad 0 1
Eficiencia. El Vmı́n que puede tomar es cero, el cual se obtiene cuando no existe
ningún camino de i a j en el grafo y por tanto la distancia se considera como
infinita. Cuando se calcula la eficiencia con una distancia infinita la eficiencia
se aproxima a cero. El Vmáx que puede tomar la eficiencia es 1, la cual se obtiene
cuando el grafo es completo y por tanto existe una arista entre cualquier par
de vértices {i, j}.
Diámetro. El Vmı́n que puede tomar es uno, el cual se obtiene cuando el grafo
es completo y solo es necesario atravesar una arista para llegar de un vértice i
a un vértice j. El Vmáx que puede tomar es (n− 1) el cual sucedeŕıa cuando se
tuviese que atravesar todos los vértices del grafo hasta llegar al vértice deseado.
Coeficiente de agrupamiento. El Vmı́n que puede tomar es cero. El Vmáx
que puede tomar el coeficiente de agrupamiento en un grafo es igual a uno, el
cual por definición se encuentra en un grafo completo.
Grado mı́nimo. El Vmı́n que puede tomar es uno, ya que es el mı́nimo grado
que debe tener cada vértice para pertenecer a la ruta que permite que el grafo
sea conexo. El Vmáx que puede tomar es (n− 1) que se obtiene cuando el grafo
es completo y cada uno de los vértices tiene una conexión con cada uno de los
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demás vértices de la red1.
Grado máximo. El Vmı́n que puede tomar es uno, ya que cualquier vértice
debe tener al menos un vecino para formar la ruta que identifica al grafo como
conexo. El Vmáx que puede tomar es (n − 1) que ocurre cuando cada vértice
tiene una conexión con cada uno de los demás vértices de la red.
Grado promedio. El Vmı́n que puede tomar es uno, ya que es el mı́nimo valor
que debe tener cada vértice para conformar la ruta con la cual se identifica
al grafo como conexo. El Vmáx es (n − 1) que ocurre cuando cada vértice se
conecta con cada uno de los demás vértices del grafo por ser un grafo completo.
Longitud de la ruta más corta caracteŕıstica. El Vmı́n que puede tomar es
uno, el cual se obtiene cuando el grafo es completo y solo es necesario atravesar
una arista para llegar de un vértice i a un vértice j. El Vmáx que puede tomar
es (n − 1) el cual sucedeŕıa cuando se tuviese que atravesar todos los vértices
del grafo hasta llegar al vértice deseado.
Vulnerabilidad. La vulnerabilidad de un grafo está asociado a su eficiencia,
por tanto el Vmı́n que puede tomar es cero, que ocurre cuando la eficiencia de
todos los vértices de la red es igual a uno. El Vmáx que puede tomar es 1 que
ocurre cuando la eficiencia de todos los vértices de la red es igual a cero.
En conclusión la herramienta de software normaliza la mayoŕıa de las propie-
dades respecto al grafo completo. Solo la eficiencia y la vulnerabilidad se normalizan
con respecto a las distancias geodésicas. Independientemente de que se normalicen
las métricas en base a el grafo completo o las distancias, los valores de las métricas
quedan comprendidos en el rango {0, 1}.
1No se cuenta como una conexión las aristas de un vértice hacia śı mismo ya que no se permite
tal comportamiento dentro de la herramienta de software.
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B.4 Archivo de salida: cadenas binarias
El formato del archivo donde se muestran las cadenas binarias de todos los
individuos o cromosomas seleccionados como los mejores durante la ejecución del
algoritmo genético se muestra en la Tabla B.2.
Tabla B.2: Formato del archivo de salida donde se muestran las cadenas binarias













Cada una de las cadenas binarias mostradas anteriormente representa las co-
nexiones de una red alternativa creada con el algoritmo genético. Solo la cadena
binaria mostrada en la posición cero corresponde a la red original (RO). En cuanto
al nombre del archivo generado la herramienta por default le asigna el nombre CB-
filename.dat donde CB es la abreviación de cadena binaria y filename hace referencia
al nombre del archivo de entrada. El nombre de este archivo resultante puede ser
cambiado por el usuario al inicio de la ejecución de la herramienta de software.
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B.5 Archivo de salida: valores de las
propiedades optimizadas
El segundo archivo generado por la herramienta de software muestra en forma
de comentarios un resumen de los parámetros establecidos para la ejecución de la
herramienta y se muestran en forma de columnas los valores de las propiedades
calculadas/optimizadas para cada una de las redes alternativas. El formato de este
archivo se aprecia en la Tabla B.3.
Tabla B.3: Formato del archivo de salida donde se muestran los valores de cada una
de las propiedades optimizadas por la herramienta de software.
#Grafo de: [n: 50, m: 233, Cadena binaria: 1225]
#Mutaciones: 1, Pi: 10, Iteraciones: 30
#Ponderaciones a propiedades (0:No, -1:Min, 1:Max)
#Red: Efi:0.1, Diam:0.1, CA:-1, Gmin:-1, Gmax:1, Gprom:0.1,
#Lrmc:0.1, Vul:0.0, Costo:-1, Aptitud, Mejora(%)
0 0.032 0.1 0.069 0.082 0.306 0.190 0.0621 0.0 0.190 0.004 RO
1 0.043 0.1 0.070 0.082 0.347 0.190 0.0699 0.0 0.190 0.046 15%
2 0.046 0.1 0.072 0.082 0.367 0.193 0.0673 0.0 0.193 0.062 55%
3 0.041 0.1 0.069 0.082 0.347 0.189 0.0664 0.0 0.189 0.047 18%
4 0.049 0.1 0.072 0.082 0.367 0.194 0.0665 0.0 0.194 0.061 53%
5 0.043 0.1 0.069 0.082 0.347 0.190 0.0652 0.0 0.190 0.046 15%
6 0.044 0.1 0.070 0.062 0.347 0.191 0.0691 0.0 0.191 0.065 63%
7 0.043 0.1 0.069 0.082 0.347 0.190 0.0652 0.0 0.190 0.046 15%
8 0.041 0.1 0.069 0.082 0.347 0.190 0.0664 0.0 0.190 0.046 15%
9 0.050 0.1 0.073 0.082 0.367 0.194 0.0656 0.0 0.194 0.060 50%
10 0.037 0.1 0.069 0.061 0.327 0.189 0.0638 0.0 0.189 0.046 15%
#Tiempo(milisegundos):3020
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Las columnas de los valores están ordenados de la siguiente manera: número de
red, eficiencia, diámetro, coeficiente de agrupamiento, grado mı́nimo, grado máximo,
grado promedio, longitud de la ruta más corta, vulnerabilidad, costo, aptitud y
porcentaje de mejora. Al final de la ĺınea correspondiente a la red 0, se muestran
las siglas RO, lo cual significa que esos valores son los correspondientes a la red
original. En la última ĺınea del archivo se muestra el tiempo en milisegundos que
tardó la herramienta de software calcular el conjunto de las mejores soluciones. La
herramienta por default le asigna a este archivo el nombre VP-filename.dat donde VP
es la abreviación de valores de las propiedades y filename hace referencia al nombre
del archivo de entrada. El nombre de este archivo resultante puede ser cambiado por
el usuario al inicio de la ejecución de la herramienta de software.
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págs. 1141–1144, 1959.
[30] Goldberg, D. E., Genetic Algorithms in Search, Optimization, and Machine
Learning, Addison-Wesley, Boston, EUA, 1989.
[31] Gray, A., Modern Differential Geometry of Curves and Surfaces with Mathe-
matica, CRC Press, Boca Raton, EUA, 1996.
[32] Holland, J., Adaptation in Natural and Artificial Systems, The MIT Press,
Cambridge, EUA, 1992.
[33] Huisman, M. y M. A. van Duijn, ((Software for social network analysis)), en
P. J. Carrington, J. Scott y S. Wasserman (editores), Models and Methods in
Social Network Analysis, Cambridge University Press, Cambridge, Reino Unido,
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Tesis:
Análisis y optimización estructural de
redes complejas
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