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BAB III 
METODE PENELITIAN 
 
A. Jenis Penelitian 
Penelitian ini adalah penelitian asosiatif. Penelitian asosiatif adalah 
jenis penelitian yang bertujuan untuk menganalisis hubungan antara satu 
variabel dengan variabel lainnya (Ulum dan Juanda, 2018). Penelitian ini 
menguji variabel independen Asimetri Informasi, Leverage, dan Arus Kas 
bebas terhadap Manajemen Laba. 
 
B. Populasi dan Teknik Pengambilan Sampel 
1. Populasi 
Populasi dalam penelitian ini adalah semua perusahaan yang 
terdaftar di Bursa Efek Indonesia (BEI) yang meliputi sektor aneka 
industri, pertanian, pertambangan, industri barang konsumsi, industri 
dasar dan kimia, infrastruktur, utilitas, dan transportasi, perdagangan 
jasa, dan investasi, properti, real estate dan konstruksi bangunan 
("www.sahamok.com,""). 
2. Sampel 
Teknik pengambilan sampel dalam penelitian ini adalah dengan 
menggunakan teknik purposive sampling yaitu informasi yang 
dikumpulkan dari beberapa sampel yang dipilih berdasarkan beberapa
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kriteria yang ditentukan oleh peneliti. Adapun kriteria-kriteria dalam 
menentukan sampel di penelitian ini adalah sebagai berikut : 
a) Perusahaan yang secara konsisten terdaftar di Bursa Efek Indonesia 
tahun 2016-2018. 
b) Perusahaan yang menyajikan data secara lengkap yang akan 
digunakan dalam penelitian ini antara lain data yang berkaitan untuk 
menghitung asimetri informasi, leverage, arus kas bebas, 
kepemilikan manajerial, dan data yang diperlukan untuk mendeteksi 
manajemen laba. 
c) Perusahaan yang memiliki kepemilikan manajerial dengan proporsi 
kepemilikan saham setiap anggota di atas 5%. 
 
C. Definisi Variabel dan Pengukuran Variabel 
1. Variabel Dependen  
 Model penelitian ini menggunakan variabel dependen yaitu 
manajemen laba (earning management). Manajemen laba dapat 
dikatakan sebagai perilaku oportunistik manajer  dalam 
mempermainkan angka-angka dalam laporan keuangan sesuai dengan 
tujuan yang ingin dicapainya. (Sulistyanto, 2008). Pada dasarnya 
manajemen laba merupakan dampak dari kebebasan seorang manajer 
untuk memilih dan menggunakan metode akuntansi tertentu ketika 
mencatat dan menyusun informasi dalam laporan keuangan. 
Manajemen laba yaitu setiap tindakan manajemen yang dapat 
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mempengaruhi angka laba (Manuhutu dan Setyadi, 2016). Dengan 
demikian, manajemen laba dapat diartikan sebagai suatu tindakan 
manajemen yang mempengaruhi laba yang dilaporkan dan 
memberikan manfaat ekonomi yang keliru kepada perusahaan yang 
dilaporkan (Halima, 2010). Penghitungan manajemen laba pada 
penelitian ini menggunakan model jones dimodifikasi (modified jones 
model).  
 Menurut (Sulistyanto, 2008) secara empiris nilai discretionary 
accruals bisa nol, positif, atau negatif. Nilai nol menunjukkan 
manajemen laba dilakukan dengan pola perataan laba (income 
smoothing), sedangkan nilai positif menunjukkan bahwa manajemen 
laba dilakukan dengan pola penaikan laba (income increasing) dan 
nilai negatif menunjukkan manajemen laba dengan pola penurunan 
laba (income decreasing). Rumus yang digunakan untuk menghitung 
manajemen laba dengan metode discretionary accruals menurut 
(Sulistyanto, 2008) adalah sebagai berikut:   
a) Menghitung Total accruals dengan menggunakan model Jones 
yang dimodifikasi. 
 
b) Menghitung Total Accrual yang diestimasi dengan persamaan 
regresi OLS (Ordinary Least Square) sebagai berikut:  
 
TAC = NIit − CFOit 
TACit
TAit−1 
 = (β)1(
1
TAit−1
 ) + (β)2( 
Δ REVit
TAit−1
 ) + (β)3(
PPEit
TAit−1
)+ eit 
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c) Menghitung Non Discretionary Accruals (NDAC) dengan 
menggunakan koefisien di atas dapat dihitung dengan rumus: 
 
 
d) Nilai Discretionary Accruals (DAC) dapat dihitung dengan rumus:  
 
 
Keterangan:  
𝑁𝐼𝑖𝑡    =  Net income perusahaan i pada tahun t  
𝐶𝐹𝑂𝑖𝑡:  =  Aliran Kas dari aktivitas operasi perusahaan i tahun t  
𝑇𝐴𝐶𝑖𝑡:  =  Total accrual perusahaan i pada tahun t  
𝐷𝐴𝐶𝑖𝑡: =  Discretionary Accruals perusahaan i pada tahun t  
𝑁𝐷𝐴𝐶𝑖𝑡:  =  Non Discretionary Accruals perusahaan i pada periode t  
T𝐴𝑖𝑡−1  =  Total Asset perusahaan i pada t-1  
∆𝑅𝐸𝑉𝑖𝑡 =  Perubahan pendapatan perusahaan i pada tahun t  
∆𝑅𝐸𝐶𝑖𝑡 =  Perubahan piutang perusahaan i pada tahun t  
𝑃𝑃𝐸𝑖𝑡  =  Property, Plant, Equipment perusahaan i pada tahun t  
𝛽1𝛽2𝛽3  =  Koefisien regresi  
e = error  
 
2.  Variabel Independen  
 Variabel independen adalah tipe variabel yang dapat 
mempengaruhi atau menjadi sebab timbulnya variabel yang lain. 
Variabel independen dalam penelitian ini adalah Asimetri Informasi, 
leverage, dan Arus Kas Bebas. 
a. Variabel Asimetri Informasi 
Asimetri informasi adalah suatu keadaan yang muncul ketika 
NDACit  = (β)1 (
1
TAit−1
 ) + (β)2 (
Δ REVit − Δ RECit
TAit−1
 ) + (β)3(
PPEit
TAit−1
) 
DACit  =  (TAit / Ait-1) – NDACit    
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manajer lebih mengetahui informasi internal dan prospek 
perusahaan dimasa depan yang tidak diketahui oleh pemegang saham 
atau stakeholder.  
Penelitian ini mengukur asimetri informasi dengan 
menggunakan relative bid-ask spread (Apriyani, 2017) yang 
dioperasikan sebagai berikut : 
 
 
Keterangan : 
Aski,t : harga ask tertinggi saham perusahaan i yang terjadi pada 
periode t. 
Bidi,t : harga bid terendah saham perusahaan i yang terjadi pada 
periode t. 
 
b. Variabel Leverage 
Rasio Leverage adalah mengukur seberapa besar perusahaan 
dibiayai dengan utang (Fahmi, 2012). Penggunaan utang yang 
terlalu tinggi akan membahayakan perusahaan, karena perusahaan 
akan termasuk dalam kategori extreme leverage (utang ekstrim) 
yaitu perusahaan terjebak dalam tingkat utang yang tinggi dan sulit 
untuk melepaskan beban utang tersebut. Sehingga dapat diduga 
akan melakukan earning management karena perusahaan terancam 
default, yaitu tidak dapat memenuhi kewajiban pembayaran utang 
pada waktunya.  
 
SPREAD =( 
(𝐚𝐬𝐤𝐢,𝐭 – 𝐛𝐢𝐝𝐢,𝐭)
(𝐚𝐬𝐤𝐢,𝐭 + 𝐛𝐢𝐝𝐢,𝐭)/𝟐
) x 100 
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Penelitian ini mengukur Financial leverage dengan 
menggunakan rasio total utang terhadap total aset (Van dan 
Wachowicz, 2009) dan (Astari dan Suryanawa, 2017)  yang 
diproksikan sebagai berikut : 
 
 
c. Variabel Arus Kas Bebas  
Free cash flow atau arus kas bebas adalah arus kas yang benar-
benar tersedia untuk dibayarkan kepada investor (pemegang saham 
dan pemilik utang) setelah perusahaan melakukan seluruh investasi 
dalam aset tetap, produk baru, dan modal kerja yang dibutuhkan 
untuk mempertahankan operasi yang sedang berjalan. Lebih 
spesifik lagi, nilai operasi suatu perusahaan akan bergantung pada 
perkiraan arus kas bebas masa depannya, jadi arus kas bebas 
mencerminkan kas yang benar-benar tersedia untuk dibayarkan 
kepada investor. Oleh karena itu, manajer membuat perusahaannya 
bernilai dengan meningkatkan arus kas bebasnya (Brigham dan 
Houston, 2011) 
Ukuran arus kas bebas sebagaimana merujuk kepada (Vogt dan 
Vu, 2000) dan (Zuhri dan Prabowo, 2011) adalah sebagai berikut:  
 
 
 
DAR = 
𝑻𝒐𝒕𝒂𝒍 𝒉𝒖𝒕𝒂𝒏𝒈
𝑻𝒐𝒕𝒂𝒍 𝑨𝒔𝒆𝒕
 
 
FCF = 
𝐶𝐹𝑂−𝑁𝑒𝑡 𝐶apital Expenditure−Net Borrowing
𝑇𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
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Dimana : 
Net Capital expenditure = (ALt - HLt) - (Alt-1 - HLt-1) 
Net Borrowing  = PPEt - PPEt-1 
FCF    =  Arus Kas Bebas 
CFO   = Arus Kas Operasi 
Net Capital expenditure = Perubahan Modal Kerja 
Net Borrowing  = Perubahan Aset Tetap 
AL   = Aset Lancar 
HL   = Hutang Lancar 
PPE   = Aset Tetap 
 
3.  Variabel Moderasi 
a. Kepemilikan Manajemen 
Kepemilikan manajemen diukur menggunakan skala rasio 
melalui persentase jumlah saham yang dimiliki pihak manajemen 
dari seluruh modal saham perusahaan yang beredar. (Puspita dan 
Astika, 2015) dan (Anggreningsih dan Wirasedana, 2017). 
 
 
D. Jenis dan Sumber Data 
Jenis data yang digunakan pada penelitian ini adalah data sekunder. 
Data ini berupa annual report, financial statement, dan ringkasan harga 
saham perusahaan yang dipublikasikan di Bursa Efek Indonesia (BEI) 
pada tahun 2016 - 2018.  Sumber data tersebut berasal dari Bursa Efek 
Indonesia melalui website IDX yaitu www.idx.co.id. 
 
KPMJ = 
Jumlah saham yang dimiliki pihak manajemen 
 Total modal saham perusahaan yang beredar
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E. Teknik Pengumpulan data 
 Metode pengumpulan data yang digunakan adalah metode 
dokumentasi dengan cara mendownload annual report, financial statement, 
dan ringkasan harga saham perusahaan yang listing di BEI pada tahun 
2016 - 2018 melalui situs resminya yaitu (www.idx.co.id.) 
 
F. Teknik Analisis Data 
           Teknik  analisis data dalam penelitian untuk menguji hipotesis 
adalah menggunakan metode uji data panel dengan menggunakan software 
Eviews 10. Tahapan analisis data adalah sebagai berikut:  
1. Melakukan tabulasi data penelitian.  
2. Melakukan perhitungan kepada masing-masing variabel yang akan 
diuji yaitu asimetri informasi, leverage, arus kas bebas, kepemilikan 
manajerial dan disscretionary accruals. 
3. Uji data melalui software Eviews 10 
4. Melakukan uji statistik deskriptif 
Statistik deskriptif adalah statistik yang berfungsi untuk 
mendiskripsikan atau memberikan gambaran terhadap objek yang 
diteliti melalui data sampel atau populasi sebagaimana adanya, tanpa 
melakukan analisis dan membuat kesimpulan yang berlaku untuk 
umum. Statistik deskriptif mendeskripsikan suatu data yang dilihat dari 
nilai rata-rata (mean), median, nilai minimum (minimum) dan nilai 
49 
 
 
 
maksimum (maximum) serta standar deviasi (standar deviation). 
(Sujarweni, 2015). 
5. Analisis Model Regresi Data Panel 
Model analisis yang digunakan untuk menguji pengaruh variabel 
independen terhadap variabel dependen adalah dengan menggunakan 
metode dari data panel. Menurut (Yamin et al., 2011), data panel 
merupakan gabungan antara gabungan antara data cross section 
(silang) dengan data time series (deret atau runtut waktu). Data cross 
section terdiri atas beberapa objek dan data time series biasanya data 
yang berupa karakteristik tertentu meliputi satu objek, tetapi terdiri atas 
beberapa periode (bisa harian, bulanan, kuartalan, tahunan, dan 
sebagainya). Model persamaan regresi pada penelitian ini adalah 
sebagai berikut: 
 
 
Model persamaan regresi moderasi pada penelitian ini adalah sebagai 
berikut: 
 
 
Keterangan : 
Y        = variabel terikat, disscretionary accruals 
𝛽0       = konstanta 
𝛽1, 𝛽2, 𝛽3 = koefisien  = 
X1       = asimetri informasi 
X2       = leverage 
X3       = arus kas bebas 
X4       = kepemilikan manajerial 
Y = 𝛽0 + 𝛽1X1 + 𝛽2X2 + 𝛽3X3 + ε it
 
Y = 𝛽0 + 𝛽1X1 + 𝛽2X2 + 𝛽3X3 + 𝛽4X1X4 + 𝛽5X2X4 + 𝛽6X3X4 + ε  
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i       = jumlah individu 
t       = jumlah periode tahun 
eit       = error, variabel pengganggu 
 
6. Pendekatan Model Estimasi 
Setelah dilakukan pendekatan data panel masing-masing model, 
kemudian kita akan memilih model yang sesuai dengan tujuan 
penelitian dan karakteristik data. Terdapat dua pengujian yang dapat 
dilakukan untuk melakukan pemilihan pendekatan data panel. Adapun 
langkah pertama pemilihan adalah dengan menggunakan pengujian 
Chow test terlebih dahulu, baru kemudian dilanjutkan dengan 
pengujian Hausman test jika diperlukan.  
Untuk pengujian dijelaskan sebagai berikut: 
a) Chow Test ( Uji Chow) 
Chow test digunakan untuk memilih pendekatan model panel 
data antara common effect dan fixed effect, dimana sebenarnya 
penggunaan uji ini dimaksudkan untuk mengukur stabilitas dari 
parameter suatu model (stability test). Hipotesis untuk pengujian ini 
adalah: 
H0: Common Effect Model atau Pooled Least Regression 
H1: Fixed Effect Model 
Dengan rejection rules yang berlaku yaitu: 
Probability ≤ alpha (0,05), maka H0 ditolak, H1 diterima. 
Probability > alpha (0,05), maka H1 ditolak, H0 diterima. 
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Jika dalam uji Chow di atas didapati hasil model fixed effect, 
maka penelitian dapat dilanjutkan dengan melakukan uji Hausman. 
Namun berbeda jika didapati hasil model common effect atau Pooled 
Least Regression, maka penelitian cukup sampai uji Chow. 
b) Hausman Test ( Uji Hausman) 
Menurut (Nisfiannoor, 2013), Uji Hausman adalah sebuah uji 
untuk memilih pendekatan model mana yang sesuai dengan data 
sebenarnya, dimana bentuk pendekatan yang akan dibandingkan 
dalam pengujian ini adalah antara fixed effect dan random effect. Uji 
Hausman ini menggunakan nilai Chi-Square, sehingga keputusan 
pemilihan metode data panel ini dapat ditentukan secara statistik. 
Hipotesis untuk pengujian ini adalah: 
H0: Model menggunakan random effect 
H1: Model menggunakan fixed effect    
Dengan rejection rules yang berlaku: 
Probability ≤ alpha (0,05), maka H1 ditolak, H0 diterima. 
Probability > alpha (0,05) maka H0 ditolak, H1 diterima. 
Hasil dari uji Hausman akan ditetapkan sebagai pendekatan 
model yang berlaku dan dijadikan alat bagi peneliti untuk 
mengestimasi regresi data panel. Prosedur pengujian dilakukan 
dengan menggunakan menu yang ada pada program EViews dengan 
melihat probabilitas dari Chi-Square. Hipotesis nol diterima jika 
probabilitas Chi-Square lebih besar dari α. Sebaliknya jika 
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probabilitas Chi-Square kurang dari α maka metode Fixed Effect 
lebih tepat untuk digunakan. 
7. Melakukan Pengujian Hipotesis   
Setelah diperoleh  model terbaik, selanjutnya dilakukan pengujian 
hipotesis dengan melakukan uji t parsial, uji F, dan koefisien 
determinasi (R2). Uji signifikansi secara parsial dilakukan dengan 
menggunakan uji t dengan tujuan untuk melihat seberapa besar 
pengaruh masing-masing variabel independen secara parsial dalam 
menerangkan variabel dependen. 
Uji signifikansi model secara keseluruhan dapat dilakukan dengan 
uji F. Uji F bertujuan untuk melihat ada tidaknya pengaruh bersama-
sama antar variabel independen terhadap variabel dependen. 
Sedangkan koefisien determinasi (R₂) adalah salah satu bentuk nilai 
statistik yang dapat digunakan untuk mengetahui apakah ada hubungan 
pengaruh antara dua variabel. Koefisien determinasi (R₂) pada intinya 
mengukur seberapa jauh kemampuan model dalam menerangkan 
variasi variabel terikat.  
 
G. Pengujian Hipotesis  
1. Uji Parsial (parsial test)  
Uji statistik t pada dasarnya menunjukan seberapa jauh pengaruh 
satu variabel penjelas secara individual dalam menerangkan variasi 
variabel terikat (Kuncoro, 2013). Uji-t digunakan untuk menguji 
koefisien regresi secara individu. Pengujian dilakukan terhadap 
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koefisien regresi populasi, apakah sama dengan nol, yang berarti 
variabel bebas tidak mempunyai pengaruh signifikan terhadap variabel 
terikat, atau tidak sama dengan nol, yang berarti variabel bebas 
mempunyai pengaruh signifikan terhadap variabel terikat.  
2. Uji Serentak (Uji F) 
 Uji yang dilakukan untuk mengetahui pengaruh secara bersama-
sama variabel bebas terhadap variabel terikat, uji ini dapat dilakukan 
untuk menguji kecocokan model (goodness of fit). Nilai F dari hasil 
perhitungan ini dibandingkan dengan Ftabel yang diperoleh melalui 
signifikan level 5%. 
3. Koefisien Determinasi  
Koefisien Determinasi (R₂) adalah salah satu bentuk nilai statistik 
yang dapat digunakan untuk mengetahui apakah ada hubungan 
pengaruh antara dua variabel. Koefisien Determinasi (R₂) pada intinya 
mengukur seberapa jauh kemampuan model dalam menerangkan 
variasi variabel terikat. Nilai koefisien determinasi (R₂) menunjukkan 
presentase variasi nilai variabel terikat yang dapat dijelaskan oleh 
persamaan regresi yang dihasilkan. Bila nilai R₂ semakin mendekati 1, 
berarti semakin tepat suatu garis regresi digunakan sebagai 
pendekatan. Sebaliknya semakin kecil nilai berarti semakin tidak tepat 
garis regresi tersebut mewakili data dari hasil observasi.  
   Jika nilai R₂ sama dengan 1, maka pendekatan tersebut terdapat 
kecocokan sempurna dan jika nilai R₂ sama dengan 0, maka tidak ada 
kecocokan pendekatan. Selain itu, koefisien determinasi (R₂) ini juga 
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untuk mengukur besarnya kontribusi (persentase) dari jumlah variabel 
terikat yang diterangkan oleh regresi atau untuk mengukur besarnya 
sumbangan dari variabel bebas terhadap naik turunya nilai variabel 
terikat. Sedangkan koefisien korelasi dapat dihitung dengan cara 
menarik akar dari koefisien determinasi. Koefisien korelasi ini 
digunakan untuk mengetahui keeratan  hubungan antara dua variabel 
dan mengetahui arah hubungan antara dua variabel, dimana batas-
batasnya ditentukan oleh -1≤ r ≤1. Bila r = 0 atau mendekati 0, maka 
hubungan antara kedua variabel sangat lemah atau tidak ada hubungan 
sama sekali.  
Bila r = +1 atau mendekati 1, maka korelasi antara variabel 
dikatakan positif dan sangat kuat. Tanda positif (+) menyatakan bahwa 
korelasi antara dua variabel adalah searah, artinya kenaikan nilai X 
terjadi bersama-sama dengan kenaikan nilai Y, sedangkan bila nilai r = 
-1 atau mendekati -1, maka korelasi sangat kuat dan negatif. Tanda 
negatif (Chung et al.) menyatakan bahwa kenaikan nilai X terjadi 
bersama-sama dengan penurunan nilai.   
 
 
 
 
