The diagnostic algorithm introduced by Wayland et al. to test for degrees of visible determinism in complex dynamical behavior is applied to precise estimation of noise level for the gear-noise sound emanated from automobile automatic transmissions. It is shown that the method successfully captures such a small difference in acoustical characteristics indicating micro mechanical flaws on the gear surface that power spectral analysis fails to detect.
Introduction
In practical dynamical systems control and diagnosis are usually conducted by monitoring signals from sensors to capture specific feature indicating failure or damage of the system. A standard approach for signal analysis is frequencypower-spectral analysis. This corresponds to estimating the distribution of energy density in the frequency domain from a signal observed in the time domain. There are useful algorithms for power spectral estimation from time series: discrete Fourier transform, linear autoregressive analysis, and maximum entropy spectral analysis introduced by Burg. Each algorithm has the advantage of fast computation, no use of data window, and/or high reliability. In every method, estimated power spectra consist of sharp peaks corresponding to regular temporal fluctuations and of broad-band structure stemming from irregular fluctuations such as deterministic chaos and stochastic random noise.
In case regular behavior of an observational signal with a characteristic frequency be an indicator of failure or damage of the system, power spectral analysis is the most convenient way to capture the feature. However, there may be situations where important feature lurks in irregular ingredients of the signal that are not external noise coming from the outside of the system, but are inherent in the dynamical nature of the system. In such cases power spectral estimation would not be effective. It can not discriminate chaos from random noise. Chaos is quite different from random noise in that the former is concerned with nonlinear determinism in the underlying dynamics, while the latter with invisible determinism. The power spectrum is the Fourier transform of autocorrelation function that represents linear correlation between data points at a time distance, being incapable of capturing nonlinear correlation in chaotic behavior. In addition, it may be difficult to make clear estimation of the magnitude of irregular ingredients from power spectra, if not impossible, since power spectral densities disperse over a wide range of the frequency.
To fix the problem, Kaplan and Glass introduced a powerful algorithm for time series analysis to discriminate chaos from random noise. 1) A simpler variant of the KaplanGlass algorithm was developed by Wayland et al. to reduce computational burden.
2) In these methods degrees of visible determinism in dynamical behavior are estimated in terms of the diversity of directions of neighboring trajectories generated by embedding of time series data in phase space of an appropriate dimension. Numerical analysis has shown that the Wayland algorithm works effectively to discover determinism in chaotic time series contaminated with additive noise while other algorithms for time series analysis do not. 3) In this paper it is shown that the diagnostic algorithm of Wayland et al. works well to measure the noise level of a signal that is associated with mechanical damage of materials, while power spectral analysis is inconvenient to extract the feature. In this work the noise level represents the stochasticity of a signal that is inherent in the dynamical nature of the system, neither with measurement error nor with external perturbations. A case study is conducted for time series data of the gear-noise sound emanated from automobile automatic transmissions under operation, 4) where we would like to detect the mechanical damage on the gear surface that may enhance irregular ingredients of the sound. The present work suggests that random noise is not always a nuisance in monitoring signals, rather can be a significant indicator of the damage of materials.
Methodology
In this section a brief description on the mathematics of the Wayland algorithm is given. Many dynamical systems are subject to multiple independent variables to determine their time evolution. However, there are often cases where only a single variable can be observed. Embedology guarantees to reproduce the whole characteristics of the underlying dynamics from time series data about a single variable despite a Q-dimensional multivariate system. 5, 6) Given a time series fxðtÞg, we first generate D-dimensional vectors consisting of time-delayed sequences as xðtÞ ¼ ðxðtÞ; xðt À ÁtÞ; Á Á Á ; xðt À ðD À 1ÞÁtÞÞ
where D is the embedding dimension and Át is an appropriate time lag. For simplicity, the time lag is set to Át ¼ 1. It was proved that D ! 2Q þ 1 is sufficient to preserve the entire dynamical nature of the system. We thus obtain embedding vectors corresponding to snapshots of dynamical behavior as parts of the trajectory in the phase * E-mail: tmiyano@se.ritsumei.ac.jp
space. For deterministic behavior, neighboring trajectories will point in similar directions. That is, similar causes lead to similar effects because of the smoothness of the underlying dynamics. In contrast, stochastic random noise will permit the diversity of directions of neighboring trajectories, since trajectories do not run smoothly due to the stochasticity of the underlying dynamics. The degree of diversity depends on how visible determinism is in the time series. These are the central point of the Wayland algorithm.
Given embedding vectors generated from fxðtÞg N t¼1 consisting of N data points, we randomly choose a vector xðt 0 Þ and find its K nearest neighbors xðt k Þ. We next make the image of each vector as xðt k þ TÞ (k ¼ 0, 1, Á Á Á, K) with an appropriately chosen time interval T. The diversity of directions of neighboring trajectories can be measured in terms of the translation error:
The difference vectors vðt k Þ approximate tangential vectors of the trajectories. The more visible determinism is, the smaller E trans will be. To reduce the stochastic error, we seek the medians of E trans for S sets of M randomly chosen xðt 0 Þ and estimate the mean of the S medians. 2) Note that noise level can be directly measured by the single parameter E trans , as is demonstrated below. In contrast, noise level is the sum of power spectral densities dispersing over the entire range of the frequency in power spectral analysis.
A preliminary numerical experiment is conducted to demonstrate the usefulness of the Wayland algorithm for the Lorenz system defined by
The set of equations simulates the dynamical behavior of a flow. Here the constants are set to ð'; R; bÞ ¼ ð10; 28; 8=3Þ that give rise to deterministic chaos. where xðtÞ and $ðtÞ lie between 0 and 1. The random noise can simulate measurement error or external perturbations to the system. However, in relation to the case study in the following section, it simulates stochastic fluctuation stemming from the mechanical damage of materials, i.e., stochastic signal inherent in the dynamical nature of the system in this numerical experiment.
Figures 1 and 2 illustrate a Lorenz time series and a noisy series at r ¼ 0:2, respectively. The corresponding power spectra estimated by fast Fourier transform with a symmetric Hanning window are shown in Figs. 3 and 4 , respectively. The Lorenz series with no additive noise provides broadband structure like white noise. Although there can be seen a difference in the spectral density at higher frequencies between the noiseless and the noisy Lorenz series, power spectral analysis seems to be inconvenient to infer the magnitude of random noise superimposed on irregular deterministic behavior.
The Wayland algorithm is applied to each time series with Fig. 5 . The translation error takes the minimum at the optimal embedding dimension where the underlying determinism is the most visible. In contrast to the power spectra, it can be said that increasing noise level is clearly detected by increasing translation error at each embedding dimension. Note that each estimate of E trans is the average over the medians and hence at each embedding dimension the difference between estimates of different signal-to-noise ratio is by far greater than the variance associated with random sampling of the central vector xðt 0 Þ.
Case Study
Time series data of the gear-noise sound emanated from automobile automatic transmissions under operation were observed using a conventional measurement system for case study.
4) The time series data consist of 8192 data points. The mechanical systems are classified into two distinct groups: One is characterized by no mechanical flaws on the gear surface, the other by micro mechanical flaws generated during fabrication processes of the components. Hence the acoustical signals may include not only measurement error but also irregular ingredients stemming from the mechanical damage. The human auditory system of well-trained engineers can marginally recognize the difference in the acoustical characteristics of the gear-noise sound between non-damaged and damaged transmissions. Since the measurement error has similar magnitude for all the observed signals, the acoustical difference is considered to be ascribed to the mechanical damage. To build an automatic diagnostic system for the gear-noise, however, an appropriate detection algorithm is necessary. Fig. 8 . The difference in E trans is conspicuous. Note that at each embedding dimension each difference between estimates is by far greater than the variance generated by random sampling of the central vectors xðt 0 Þ, so that standard statistical tests can reject at the 95% reliability the null hypothesis that the difference be within the variance associated with measurement error or stochastic error in computation.
Discussion and Conclusion
The Wayland algorithm successfully detects such a small difference in the acoustical characteristics that the power spectral analysis fails to capture. It is conjectured that the mechanical damage may enhance the friction between gears under operation to increase the noise level. Power spectral densities are dispersive over a wide range of the frequency, so that we need to sum up the densities to estimate the noise level taking the stochastic error of estimation into consideration. In contrast, the Wayland method permits estimating the noise level by a single estimate of E trans at the minimal embedding dimension. In this case study, one might think that the minimal embedding dimension can be set to D ¼ 2, which is no bad idea from the standpoint of practical application to a large size of data, say 100000 data points, in an actual plant to reduce computational burden. However, D ¼ 3 may be better in terms of the trade-off between computational burden and reliability of estimation.
Besides the present case study, the diagnostic method based on the Wayland algorithm was also applied to characterize the crystal quality of semiconductor materials grown by the Czochralski method. 7, 8) In the previous works, silicon crystal growth striations reflecting the history of crystal growth were transformed into time series data using the X-ray topographic method. Then degrees of visible determinism in the series were estimated by the Wayland algorithm to assess the complexity in fluctuations of crystal growth rate due to melt temperature fluctuations during crystal growth processes. The difference in E trans was conjectured to be an indicator of crystal quality in terms of the stability to thermal processes in fabricating electronic devices.
These case studies suggest that in case randomness in an observed sequence of data points is important to discover the damage or defects of materials, the Wayland algorithm can be a powerful tool that works better than power spectral analysis. It will provide clearcut information for diagnosing the quality of materials with high sensitivity. A prominent advantage of this method is to discriminate chaos from stochastic random noise. When degrees of visible determinism are critical to characterize the properties of materials, the present method may be worth utilizing. Estimating Noise Level in Dynamical Behavior for Detecting Mechanical Damage 239
