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GEOMETRIC CONDITIONS FOR THE RECONSTRUCTION OF
A HOLOMORPHIC FUNCTION BY AN INTERPOLATION
FORMULA
AMADEO IRIGOYEN
Abstract. We give here some precisions and improvements about the valid-
ity of the explicit reconstruction of any holomorphic function on a ball of C2
from its restrictions on a family of complex lines. Such validity depends on
the mutual distribution of the lines. This condition can be geometrically de-
scribed and is equivalent to a stronger stability of the reconstruction formula
in terms of permutations and subfamilies of these lines. The motivation of
this problem comes from possible applications in mathematical economics and
medical imaging.
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1. Introduction
1.1. Setting of the problem and some reminders. In this paper we give some
answers and improvements of the results from [7], where we deal with a special
case of the general problem of reconstruction of a holomorphic function from its
restrictions on a family of analytic submanifolds. Here the setting is the following:
on the one hand, we consider for the analytic submanifolds any family of complex
lines in C2 that cross the origin. Such a family can be written as
{
z ∈ C2, z1 − ηjz2 = 0
}
j≥1
,(1.1)
where the directions ηj ∈ C are all different (we omit the special line {z2 = 0}).
On the other hand, let be f ∈ O (C2) (resp. f ∈ O (B2 (0, r0)) where for any fixed
r0 > 0, B2 (0, r0) ⊂ C2 is the complex ball defined as
B2 (0, r0) =
{
z ∈ C2 , |z1|2 + |z2|2 < r20
}
) .
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We then want to give an effective reconstruction of f from its restrictions on these
complex lines. An application of some methods from [1] yields the following inter-
polation formula, that we remind from [6] and [7]:
EN (f ; η)(z) :=
N∑
p=1

 N∏
j=p+1
(z1 − ηjz2)

 N∑
q=p
1 + ηpηq
1 + |ηq|2
1∏N
j=p,j 6=q(ηq − ηj)
×(1.2)
×
∑
m≥N−p
(
z2 + ηqz1
1 + |ηq|2
)m−N+p
1
m!
∂m
∂vm
|v=0[f(ηqv, v)] ,
where N ≥ 1 and z = (z1, z2) ∈ C2. We know (see Proposition 3 from [7]) that for
all N ≥ 1 and f ∈ O (C2) (resp. f ∈ O (B2 (0, r0))), EN (f ; η) is well-defined and
satisfies the following properties:
• EN (f ; η) ∈ O
(
C2
)
(resp. EN (f ; η) ∈ O (B2(0, r0)));
• EN (f ; η) is an explicit formula that is constructed with the data{
f|{z1=ηjz2}
}
1≤j≤N
;
• ∀ j = 1, . . . , N , EN (f ; η)|{z1=ηjz2} = f|{z1=ηjz2};
• ∀P ∈ C[z1, z2] with degP ≤ N − 1, EN (P ; η) ≡ P .
One reason for the choice of a family of lines (1.1) is that it is well suited for
the methods in [1], which readily produce formula (1.2). But the essential reason
comes from possible applications to the real Radon transform theory, that may have
consequences in mathematical economics and medical imaging. Indeed, let µ be a
measure with compact support K ⊂ R2 (w.l.o.g. one can assume that 0 ∈ K). We
want to reconstruct it from its Radon transforms on a finite number of directions,
i.e. from (Rµ) (θ(j), s) with (θ(j), s) ∈ S1 × R and j = 1, . . . , N , where S1 is the
unit sphere of R2 and
(Rµ)
(
θ(j), s
)
:=
∂
∂s
∫
{x∈R2, θ
(j)
1 x1+θ
(j)
2 x2≤ s}
µ(dx) .(1.3)
As it was explained at the Introduction of [7], we consider the Fantappie transform
Φµ of µ, that is defined on the dual space
K⋆ :=
{
ξ = [ξ0 : ξ1 : ξ2] ∈ CP2, < ξ, x > 6= 0, ∀x ∈ K
}
and is holomorphic there.
Explicitly,
Φµ : ξ ∈ K⋆ 7→ < µ, ξ0
< ξ, x >
> :=
∫
x∈K
ξ0
< ξ, x >
µ(dx)
(see [9]). In addition, we know that there is rK > 0 such that for all θ ∈ S1 and all
u ∈ C with |u| < rK (so that [1 : uθ1 : uθ2] ∈ K⋆),
Φµ([1 : uθ1 : uθ2]) =
∫ +∞
−∞
(Rµ)(θ, s)
1 + s u
ds ,
i.e. the knowledge of (Rµ)(θ(j) , s), j = 1, . . . , N, s ∈ R, allows to know the re-
striction of Φµ ∈ O (B2(0, rK)) on every line Lθ(j) = {(uθ1, uθ2), u ∈ C} = {z ∈
C2, z1 = ηjz2} where
ηj = θ
(j)
1 /θ
(j)
2 ∈ R, j = 1, . . . , N(1.4)
(w.l.o.g. one can assume that θ
(j)
2 6= 0 for all j = 1, . . . , N).
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The family of measures defined for N ≥ 1 by µN := Φ−1 [EN (Φµ; η)] (where
EN (·; η) is the above fomula (1.2), and Φ−1 is the reciprocal isomorphism, whose
existence is guaranteed by [9]), is interpolating in the meaning that < µN , x
k
1x
l
2 >=
< µ, xk1x
l
2 > for allN ≥ 1 and k, l ≥ 0 with k+l ≤ N . Since by (1.4) the set {ηj}j≥1
is a subset of R, by an application of Theorem 1 below, we will conclude that the
family {µN}N≥1 will approximate µ in an appropriate topology. In addition, an
application of some results of Henkin and Shananin from [5] will allow to compute
the reconstruction with good estimates. These expected results are handled in [8],
that is currently in progress.
1.2. Essential results. The essential problem is that there is no guarantee that,
as N → ∞, EN (f ; η) will converge to f (although it coincides with f on an in-
creasing number of lines). We know from [7] that in general it is not the case,
i.e. there are families of lines with (at least) an associated holomorphic function f
such that EN (f ; η) will not converge. Since we are interested in a reconstruction
formula whose convergence is guaranted for every holomorphic function f , we want
to determine all the good families of lines η = (ηj)j≥1 for which the convergence of
the associated interpolation formula EN (·; η) is guaranteed for every holomorphic
function. Theorems 1 and 2 from [7] give equivalent criteria for the validity of
such a reconstruction: roughly speaking, the sequence of the directions (ηj)j≥1 of
the lines (1.1) must satisfy an exponential estimate of their divided differences (an
operator of successive discrete derivatives, see for example [2], [4] and [10] for the
definition and essential results). Nevertheless, the difficulty to check this condition
on divided differences gives us the motivation to find a criterion that is easier to
understand. This leads to the following definition:
Definition 1. The set {ηj}j≥1 is locally interpolable by real-analytic curves if, for
all ζ ∈ {ηj}j≥1 (the topological closure of {ηj}j≥1 in CP1), there exist a neighbor-
hood V of ζ and a smooth real-analytic curve C such that ζ ∈ C and
V
⋂
{ηj}j≥1 ⊂ C .(1.5)
This new geometric condition is a sufficient criterion for the convergence of the
interpolation formula EN (·; η) and yields the following result, given as Theorem 3
from [7].
Theorem 1. If {ηj}j≥1 is locally interpolable by real-analytic curves, then the
interpolation formula EN (f, η) converges to f uniformly on any compact K ⊂ C2
and for all f ∈ O (C2).
Similarly, r0 being given, there is εη > 0 such that, for all f ∈ O (B2(0, r0)),
EN (f ; η) converges to f uniformly on any compact subset K ⊂ B2(0, εηr0).
Nevertheless, this new criterion is not equivalent. Indeed, as it has been sus-
pected in the Introduction of [7], there are sequences of lines that are not locally in-
terpolable by real-analytic curves and whose associated formula EN (·; η) converges.
Proposition 1 below is the first result of this paper and gives an explicit example of
such a family: it consists on constructing a sequence (ηj)j≥1 as the increasing union
of 1/2r-nets, r ≥ 0, of the square [0, 1] + i[0, 1] = {z ∈ C, 0 ≤ ℜ(z), ℑ(z) ≤ 1} (so
that for all N ≥ 1, the first N points ηj ’s are the most separated possible from each
other).
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Proposition 1. There exists (at least) one sequence (ηj)j≥1 that is not locally inter-
polable by real-analytic curves but whose associated interpolation formula EN (·; η)
converges, i.e. for all f ∈ O (C2), EN (·; f) converges to f uniformly on any com-
pact subset K ⊂ C2 (similarly, r0 > 0 being fixed, there is εη > 0 such that for
all f ∈ O (B2 (0, r0)), EN (f ; η) converges to f uniformly on any compact subset
K ⊂ B2(0, εηr0)).
This first conclusion leads to the following question: why is this geometric cri-
terion not (always) necessary? On the other hand, the expression (1.2) of EN (·; η)
clearly involves the enumeration of the lines ηj ’s. Since Definition 1 is a condition
about sets that does not depend on any of its enumerations, one is tempted into
considerating the action of the group of permutations SN and check the validity of
the convergence of EN (·;σ(η)), where the sequence σ(η) is defined from η = (ηj)j≥1
by
σ(η) =
(
ησ(j)
)
j≥1
(1.6)
(in order to simplify the notation, SN will mean SN\{0} since all the considered
sequences in the paper start by j = 1).
Now σ ∈ SN being given, one could first think that EN (f ;σ(η)) and EN (f ; η) are
essentially the same. Indeed, if MN := max {N, σ(1), . . . , σ(N)}, then EMN (f ; η)
andEMN (f ;σ(η)) both interpolate f on theMN first lines η1, . . . , ηN and ησ(1), . . . , ησ(N).
Nevertheless, if we change the order of the sequence of the square from Proposi-
tion 1 above, the associated interpolation formula may not converge anymore. This
leads to the following question: a given sequence (ηj)j≥1 whose associated interpo-
lation formula EN (·;σ(η)) always converges under the action of any permutation
σ, should be locally interpolable by real-analytical curves? We will see that the
answer is affirmative as claimed by Theorem 2 below.
In order to deal with this problem, we need to consider the following question:
the sequence η = (ηj)j≥1 being fixed, if the formula EN (·; η) converges, what about
EN (·; η′), where η′ := (ηjk)k≥1 is any given (infinite) subsequence of η? On a
first sight, the answer looks positive because of the following intuitive argument:
if EN (f ; η) can interpolate f on more lines than EN ′(f ; η
′) does (where N ′ is the
number of k ≥ 1 such that jk ≤ N) and EN (f ; η) converges, then why should not
EN (f ; η
′) too? The true answer is that this heuristic argument is false. Indeed, it
is also a strong condition that is equivalent to the geometric criterion (1.5). This
claim and the above one are specified by the following result, that is the main
theorem of this paper.
Theorem 2. Let η = (ηj)j≥1 be any sequence defined as in (1.1). The following
conditions are equivalent:
(1) the set {ηj}j≥1 is locally interpolable by real-analytic curves;
(2) for all f ∈ O (C2) and all σ ∈ SN, EN (f ;σ(η)) converges to f uniformly
on any compact subset K ⊂ C2;
(3) for all f ∈ O (C2) and all subsequence η′ = (ηjk )k≥1, EN (f ; η′) converges
to f uniformly on any compact subset K ⊂ C2.
First, this result finally gives an equivalence, for a given sequence (ηj)j≥1, be-
tween the strong geometric hypothesis (1.5) and sharper conditions in terms of
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the validity of the convergence of the associated interpolation formula EN (·; η). In
particular, it clarifies in which sense this geometric condition is sufficient.
Next, this results only deals with the convergence of EN (f ; η) for any f ∈ O
(
C2
)
and we would like to know what happens if we consider the same assertion with
any f ∈ O (B2 (0, r0)) for any fixed r0 > 0. One of the applications of Theorem 2
is its generalization to the case of every complex ball B2(0, r0), as specified by the
following result.
Corollary 1. Let η = (ηj)j≥1 be any sequence defined as in (1.1) and let be r0 > 0.
The following conditions are equivalent:
(1) the set {ηj}j≥1 is locally interpolable by real-analytic curves;
(2) there is εη > 0 such that for all f ∈ O (B2(0, r0)) and all σ ∈ SN,
EN (f ;σ(η)) converges to f uniformly on any compact subset K ⊂ B2 (0, εηr0);
(3) there is εη > 0 such that for all f ∈ O (B2(0, r0)) and all subsequence
η′ = (ηjk)k≥1, EN (f ; η
′) converges to f uniformly on any compact subset
K ⊂ B2 (0, εηr0).
As it can be noticed, these results are equivalences between a geometric condition
and the validity of the convergence of its associated interpolation formula EN (·; η)
(i.e. in terms of functional approximation theory).
Moreover, we have another consequence that gives some precision on the speed
of convergence of EN (f ; η) to f .
Corollary 2. When any of the equivalent conditions from Theorem 2 or Corollary 1
is fulfilled, one has in addition the following estimate: for all K ⊂ O (C2) (resp.
K ⊂ O (B2(0, r0))) and K ⊂ C2 (resp. K ⊂ B2(0, εηr0)) compact subsets, there are
CK,K and εK > 0 such that for all σ ∈ SN, for all η′ = (ηjk)k≥1 and all N ≥ 1,
sup
f∈K
sup
z∈K
|f(z)− EN (f ;σ(η))(z)| ≤ CK,K (1− εK)N
and
sup
f∈K
sup
z∈K
|f(z)− EN (f ; η′) (z)| ≤ CK,K (1− εK)N .
In particular, as it has been pointed out in [7], a simple convergence of EN (·; η)
(i.e. convergence of EN (f ; η) for every fixed holomorphic function f) implies a
uniform one. This can be interpreted as a Banach-Steinhaus property for the family
of operators {EN (·; η)}N≥1 in the canonical topology for the holomorphic functions
(i.e. the topology of uniform convergence on any compact subset).
Finally, the essential argument for the proof of Theorem 2 follows from the
following result, whose proof is given in Section 3.
Proposition 2. Let (ηj)j≥1 be any sequence such that the set {ηj}j≥1 is not locally
interpolable by real-analytic curves. Then there exists a subsequence (ηjk)k≥1 of
(ηj)j≥1 that satisfies the following conditions:
• the sequence (ηjk)k≥1 is convergent in CP1;
• the set {ηjk}k≥1 is not locally interpolable by real-analytic curves.
We know that if {ηj}j≥1 (coming from any sequence (ηj)j≥1) is locally interpo-
lable by real-analytic curves, then so will be any of its subsets (finite or infinite),
in particular if it comes from a convergent subsequence (ηjk )k≥1. Conversely, we
6 AMADEO IRIGOYEN
may ask what happens if {ηj}j≥1 is not locally interpolable by real-analytic curves.
Proposition 2 gives an affirmative answer, in the sense that one can extract conver-
gent subsequences that are still not locally interpolable by real-analytic curves.
I would like to thank G. Henkin for having introduced me this interesting problem
and J. Ortega-Cerda` for all his guidance, rewarding ideas and discussions to progress
in.
2. On the non-equivalence of the geometric criterion
In this section we deal with the proof of Proposition 1. We first need some
reminders and preliminary results.
2.1. Some reminders. First, the following result is given as Lemma 20 from [7]
and is a necessary condition for a set to satisfy the geometric condition (1.5).
Lemma 1. The topological closure of a set that is locally interpolable by real-
analytic curves, has empty interior.
Next, we remind Theorem 1 as one of the essential results from [7] and that
gives an equivalent criterion for a bounded sequence (ηj)j≥1 to make converge its
associated interpolation formula EN (·; η).
Theorem 3. Let (ηj)j≥1 be bounded and fix any r0 > 0. The following conditions
are equivalent:
(1) there is εη > 0 such that, for all f ∈ O (B2(0, r0)), the interpolation formula
EN (f ; η) converges to f , uniformly on any compact subset of B2(0, εηr0);
(2) for all g ∈ O (C2), the interpolation formula EN (g; η) converges to g, uni-
formly on any compact subset of C2;
(3) ∃Rη ≥ 1, ∀ p, q ≥ 0,∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤ Rp+qη .(2.1)
The operator ∆p is called divided differences and is defined as follows (for any
application h that is defined at the ηj ’s):

∆0(h)(η1) = h(η1) ;
for all p ≥ 1 , ∆p,(ηp,...,η1)(h)(ηp+1) =
=
∆p−1,(ηp−1,...,η1)(h)(ηp+1)−∆p−1,(ηp−1,...,η1)(h)(ηp)
ηp+1 − ηp .
(2.2)
∆p(h) can be seen as the discrete derivative of order p of the function h. A lot its
properties can be found in the references, in particular the following one (see for
example [3], Chapter 4, 7 (7.7)).
Lemma 2. Let {ηj}j≥1 be any set of different points and h any function defined
on them. One has for all p ≥ 0,
∆p,(ηp,...,η1)[h] (ηp+1) =
p+1∑
q=1
h (ηq)∏p+1
j=1,j 6=q (ηq − ηj)
.
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We also deduce as an application the following result that will be useful for the
proof of Theorem 2.
Corollary 3. For all p, q ≥ 0,∣∣∣∣∣∆p,(ηp,...,η1)
[
ζ 7→
(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤
p+1∑
l=1
1∏p+1
j=1,j 6=l (ηl − ηj)
.
In particular, the bound does not depend on q ≥ 0.
Proof. The proof immediately follows by Lemma 2 with the particular choice of
h(ζ) =
(
ζ
1 + |ζ|2
)q
since for all ζ ∈ C, one has that
∣∣∣∣∣
(
ζ
1 + |ζ|2
)q∣∣∣∣∣ =
( |ζ|
1 + |ζ|2
)q
=
(√
|ζ|2
1 + |ζ|2
)q
× 1(√
1 + |ζ|2
)q ≤ 1 .
√
2.2. Construction of a counterexample. In this subsection, we construct the
explicit sequence (ηj)j≥1 ⊂ Q, where Q is the closed square
Q = [0, 1] + i[0, 1] = {z ∈ C , 0 ≤ ℜ(z), ℑ(z) ≤ 1} .(2.3)
Its essential required property is that the ηj ’s must be the most separated possible
from each other. We start by setting η1 = 0, η2 = 1, η3 = 1+ i, η4 = i. We find the
maximal number of points of Q whose mutual distance is not smaller than 1. When
it is not possible anymore, we add the maximal number of points whose mutual
distance is at least 1/2, then η5 = 1/2, η6 = i/2, η7 = (1 + i)/2, η8 = 1 + i/2, η9 =
1/2+ i. More generally, we will choose by induction on r ≥ 0 the maximal number
of points whose mutual distance is at least 1/2r.
Let fix r ≥ 0 and let Ar be an 1/2r-net of Q, i.e. a set of points that are at least
at a distance of 1/2r from each other. One can choose
Ar =
{
s+ it
2r
, (s, t) ∈ N2 , 0 ≤ s, t ≤ 2r
}
,(2.4)
whose cardinal is (1 + 2r)
2
(one can check thatA0 = {0, 1, i, 1 + i} = {η1, η2, η3, η4}).
In addition, one has the sequence of inclusions
A0 ⊂ A1 ⊂ · · · ⊂ Ar ⊂ · · · .(2.5)
The sequence η = (ηj)j≥1 will be defined by induction on r ≥ 0 as follows: we
first choose η1, η2, η3 and η4 for the first set A0 (notice that we do not specify any
enumeration for these first ηj ’s); next, if we assume having constructed η1, . . . , ηNr
with
Nr = (1 + 2
r)
2
,(2.6)
we define ηNr+1, . . . , ηNr+1 so that{
ηNr+1, . . . , ηNr+1
}
= Ar+1 \ Ar .(2.7)
Again, the enumeration for these ηj ’s does not matter. The only important fact is
that ηj ∈ Arj for all j ≥ 1, where rj is the first r ≥ 0 such that j ≤ Nr.
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The sequence (ηj)j≥1 can be defined by induction on r ≥ 0 and one has
{ηj}j≥1 = A∞ :=
⋃
r≥0
Ar .
As it has been specified, the enumeration of (ηj)j≥1 does not matter as long as
one has the following important condition: for all r ≥ 0 and all j, k ≥ 1 such that
ηj ∈ Ar and ηk ∈ Ar+1 \ Ar, then one necessarily has j < k. Equivalently, for all
r ≥ 0, the first Nr points ηj ’s belong to Ar.
We can deduce the following preliminar result.
Lemma 3. The sequence (ηj)j≥1 is well-defined and is dense in Q. In addition,
(ηj)j≥1 satisfies the following condition:
∀ r ≥ 0 , ∀ j ≤ Nr = (1 + 2r)2 , ηj ∈ Ar .(2.8)
Proof. The last assertion immediately follows from (2.6) and (2.7). In order to prove
the density, let consider z ∈ Q, ε > 0 and let be r ≥ 0 such that 1/2r ≤ ε. There
is ηjz ∈ Ar+1 such that |ℜ (ηjz )−ℜ(z)| ≤ 1/2r+1 and |ℑ (ηjz )−ℑ(z)| ≤ 1/2r+1,
then |ηjz − z| ≤
√
2/2r+1 < 1/2r ≤ ε. √
In order to prove Proposition 1, we first need to give an estimate of the divided
differences {∆p}p≥1 associated with (ηj)j≥1.
2.3. A bound for the associated divided differences. We start by the follow-
ing preliminar result that is a lower bound for the products that appear on the
expression of the ∆p’s given by Lemma 2.
Lemma 4. Let consider the sequence (ηj)j≥1 from Lemma 3. There is Pη ≥ 2
such that, for all p ≥ Pη and all q = 1, . . . , p+ 1, one has
p+1∏
j=1,j 6=q
|ηq − ηj | ≥ exp(−9p) .
Proof. Let fix any p ≥ 2 and let consider the unique r ≥ 0 such that(
1 + 2r−1
)2
< p+ 1 ≤ (1 + 2r)2 .(2.9)
Now let fix ηq with q = 1, . . . , p+ 1, i.e.
ηq =
sq + itq
2r
where 0 ≤ sq, tq ≤ 2r .
Similarly, for all ηj 6= ηq with j = 1, . . . , p + 1, one has ηj = sj + itj
2r
with 0 ≤
sj , tj ≤ 2r and (sj, tj) 6= (sq, tq). Since |sj − sq| ≤ 2r (resp. |tj − tq| ≤ 2r), then
kq,j := max {|sj − sq| , |tj − tq|} ∈ {1, . . . , 2r} .(2.10)
It follows that ηj ∈ Dkq,j (ηq), where Dk (ηq) is defined for all k ∈ N by
Dk (ηq) :=
{
z =
s+ it
2r
, (s, t) ∈ Z2 , max {|s− sq| , |t− tq|} = k
}
.
We first want to estimate card [Dk (ηq) ∩ {ηj , 1 ≤ j ≤ p+ 1, j 6= q}] for all k =
1, . . . , 2r. We start by noticing that
Dk (ηq) = Sk (ηq) \ Sk−1 (ηq) ,(2.11)
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where Sk (ηq) is defined for all k ∈ N by
Sk (ηq) :=
{
z =
s+ it
2r
, (s, t) ∈ Z2 , max {|s− sq| , |t− tq|} ≤ k
}
.
Since on the one hand, one has for all k ≥ 0, that
card [Sk (ηq)] = card [Sk (0)] = card
{
z =
s+ it
2r
, (s, t) ∈ Z2 , −k ≤ s, t ≤ k
}
= (2k + 1)2 ,
and on the other hand, Sk−1 (ηq) ⊂ Sk (ηq) for all k ≥ 1, it follows by (2.11) that
card [Dk (ηq) ∩ {ηj , 1 ≤ j ≤ p+ 1, j 6= q}] ≤ card [Dk (ηq)]
= card [Sk (ηq)]− card [Sk−1 (ηq)]
= (2k + 1)2 − (2k − 1)2 = 8k .(2.12)
Next, one has for all k = 1, . . . , 2r, and all ηj ∈ Dk (ηq) (with ηj = sj + itj
2r
),
|ηj − ηq| ≥ max
{ |sj − sq|
2r
,
|tj − tq|
2r
}
=
k
2r
.(2.13)
Finally, the estimates (2.13) and (2.12) together yield for all k = 1, . . . , 2r,
∏
Dk(ηq)∩{ηj , 1≤j≤p+1, j 6=q}
|ηq − ηj | ≥
(
k
2r
)card[Dk(ηq)∩{ηj , 1≤j≤p+1, j 6=q}]
≥
(
k
2r
)8k
,
the second inequality being valid since 0 < k/2r ≤ 1. By applying the following
partition (justified by (2.9) and Lemma 3),
{ηj , j = 1, . . . , p+ 1 , j 6= q} =
2r⋃
k=1
[Dk (ηq) ∩ {ηj , 1 ≤ j ≤ p+ 1, j 6= q}]
(one indeed has 1 ≤ k ≤ 2r by (2.10)), we can deduce that
p+1∏
j=1,j 6=q
|ηq − ηj | =
2r∏
k=1

 ∏
Dk(ηq)∩{ηj , 1≤j≤p+1, j 6=q}
|ηq − ηj |

 ≥ 2
r∏
k=1
(
k
2r
)8k
= exp
[
2r∑
k=1
8k ln (k/2r)
]
= exp
[
22r+3 × 1
2r
2r∑
k=1
k
2r
ln
(
k
2r
)]
.(2.14)
The last expression involves the Riemann’s sum of the continuous function
t ∈ ]0, 1] 7→ t ln t, 0 7→ 0, whose integral is ∫ 1
0
t ln tdt =
[
t2
2
ln t
]1
0
− ∫ 1
0
t
2
dt = −1
4
.
Then
22r+3
2r
2r∑
k=1
k
2r
ln
(
k
2r
)
= 22r+3 (−1/4 + ε(1/r)) = 2
2r
4
(−8 + ε(1/r)) ,(2.15)
where ε(1/r)→ 0 as 1/r→ 0. On the other hand, one has by (2.9) that
p ≥ (1 + 2r−1)2 − 1 = 22r−2 + 2r ≥ 22r
4
.(2.16)
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In addition, (2.9) also gives that ε(1/r) = ε(1/p). It follows by applying (2.14),
(2.15) and (2.16) that
p+1∏
j=1,j 6=q
|ηq − ηj | ≥ exp [p× (−8 + ε(1/p))] ≥ exp (−9p) ,
for all p ≥ Pη (≥ 2) so that |ε(1/p)| ≤ 1 (notice that Pη does not depend on
q = 1, . . . , p+ 1). The estimate being true for all q = 1, . . . , p+ 1, the proof of the
lemma is achieved. √
This allows us to prove the following result that will be useful for the proof of
Proposition 1.
Lemma 5. Let h be any function defined on the set {ηj}j≥1 (coming from the
sequence (ηj)j≥1 of Lemma 3) and that is bounded:
‖h‖∞ := sup
j≥1
|h (ηj)| < +∞ .
Then there is Rη ≥ 1 such that for all p ≥ 0,∣∣∆p,(ηp,...,η1)[h] (ηp+1)∣∣ ≤ ‖h‖∞Rpη .
Proof. Let be p ≥ 0. One has by Lemma 2 that
∣∣∆p,(ηp,...,η1)[h] (ηp+1)∣∣ ≤
p+1∑
q=1
|h (ηq)|∏p+1
j=1,j 6=q |ηq − ηj |
≤ (p+ 1)‖h‖∞
min1≤q≤p+1
(∏p+1
j=1,j 6=q |ηq − ηj |
) .
If p ≤ Pη − 1, then ∣∣∆p,(ηp,...,η1)[h] (ηp+1)∣∣ ≤ Cη‖h‖∞ ,
where
Cη :=
Pη
min1≤p≤Pη−1
(
min1≤q≤p+1
∏p+1
j=1,j 6=q |ηq − ηj |
) .
Otherwise p ≥ Pη (≥ 2) then one has by Lemma 4 that
min
1≤q≤p+1

 p+1∏
j=1,j 6=q
|ηq − ηj |

 ≥ 1/ exp(9p) ,
thus∣∣∆p,(ηp,...,η1)[h] (ηp+1)∣∣ ≤ (p+ 1)‖h‖∞ exp(9p) ≤ exp(p)‖h‖∞ exp(9p) = ‖h‖∞ exp(10p)
(the second estimate being justified by the classical one: 1 + t ≤ exp(t) , ∀ t ∈ R).
It follows that for all p ≥ 1, one has∣∣∆p,(ηp,...,η1)[h] (ηp+1)∣∣ ≤ ‖h‖∞ ×max [Cη , exp (10p)]
≤ ‖h‖∞ (1 + Cη) exp(10p) ≤ ‖h‖∞Rpη ,
where Rη := (1 + Cη)e
10 (for p = 0, one just has that |∆0(h) (η1)| = |h (η1)| ≤
‖h‖∞ ×R0η) and the proof is achieved. √
GEOMETRIC CONDITIONS FOR AN INTERPOLATION FORMULA 11
Remark 2.1. Notice that we do not need to assume any kind of regularity for the
function h, else that it is bounded on the set {ηj}j≥1.
2.4. Proof of Proposition 1. Now we can give the proof of the proposition.
Proof. First, the set {ηj}j≥1 is dense in the square Q by Lemma 3 then its topo-
logical closure {ηj}j≥1 has nonempty interior. It follows by Lemma 1 that {ηj}j≥1
cannot be locally interpolable by real-analytic curves.
Next, the sequence (ηj)j≥1 being bounded, in order to prove that EN (·; η) con-
verges (i.e. for entire functions as well as for holomorphic functions on any fixed ball
B2 (0, r0)), it suffices to show that (ηj)j≥1 satisfies the estimate (2.1) in Theorem 3.
For all q ≥ 0, one has with the choice of h(ζ) =
(
ζ
1 + |ζ|2
)q
that
∥∥∥∥∥
(
ζ
1 + |ζ|2
)q∥∥∥∥∥
∞
≤
∥∥∥∥∥∥


√ ∣∣ζ∣∣2
1 + |ζ|2


q∥∥∥∥∥∥
∞
×
∥∥∥∥∥∥
1(√
1 + |ζ|2
)q
∥∥∥∥∥∥
∞
≤
∥∥∥∥∥
√
1 + |ζ|2
1 + |ζ|2
∥∥∥∥∥
q
∞
× 1 ≤ 1
(in particular h is bounded on C). It follows by Lemma 5 that for all p, q ≥ 0,∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤
∥∥∥∥∥
(
ζ
1 + |ζ|2
)q∥∥∥∥∥
∞
×Rpη ≤ Rpη ≤ Rp+qη ,
i.e. (ηj)j≥1 satisfies condition (2.1) from Theorem 3 and this completes the proof
of Proposition 1. √
3. An essential result on the extraction of subsequences
In this part we give the proof of Proposition 2 that will be useful in order to
prove Theorem 2. We first need a couple of preliminar results.
3.1. Some reminders and preliminar results. Let fix η = (ηj)j≥1. We first
remind the following identity that is justified by Proposition 3 from [7] and that
involves another analogous formula RN (·; η), that is the essential remainder part
of f − EN (f ; η): f ∈ O (B2(0, r0)) (resp. f ∈ O
(
C
2
)
) being given, one has for all
N ≥ 1 and all z ∈ B2(0, r0) (resp. z ∈ C2),
f(z) = EN (f ; η)(z)−RN (f ; η)(z) +
∑
k+l≥N
ak,lz
k
1z
l
2 ;(3.1)
here,
f(z) =
∑
k,l≥0
ak,lz
k
1z
l
2
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is the Taylor expansion of f , and
RN (f ; η)(z) :=
N∑
p=1

 N∏
j=1,j 6=p
z1 − ηjz2
ηp − ηj

 ∑
k+l≥N
ak,lη
k
p
(
z2 + ηpz1
1 + |ηp|2
)k+l−N+1
(3.2)
is well-defined and belongs to O (B2(0, r0)) (resp. O
(
C2
)
).
Since the Taylor expansion of f ∈ O (B2(0, r0)) (resp. f ∈ O
(
C2
)
) always
converges to 0 uniformly on any compact subsetK ⊂ B2 (0, r0) (resp. K ⊂ C2), this
gives an equivalence between the convergence of EN (·; η) and the one of RN (·; η).
More precisely, we have the following result that is Lemma 7 from [7].
Lemma 6. r0 > 0 being fixed, let consider f ∈ O (B2(0, r0)) (resp. f ∈ O
(
C2
)
)
and K any compact subset of B2(0, r0) (resp. C
2). Then for all N ≥ 1, one has
sup
z∈K
|f(z)− EN (f ; η)(z)| ≤ sup
z∈K
|RN (f ; η)(z)|+ CK(N + 2) sup
‖z‖≤rK
|f(z)| (1 − εK)N ,
where ‖z‖ =
√
|z1|2 + |z2|2 is the usual norm on C2 and CK , rK depend only on
K.
In particular, EN (f ; η) converges to f (uniformly on any compact subset) if and
only if so does RN (f ; η) to 0.
On the other hand, we will also deal with the action of some homographic trans-
formations on (ηj)j≥1. We remind some notations and results from [7] (beginning
of Section 4): let fix any ηc /∈ {ηj}j≥1 ∪ {∞} and let consider the unitary matrix
Uηc ∈ U(2,C) defined by
Uηc :=
1√
1 + |ηc|2
(
ηc 1
1 −ηc
)
;
let also consider the following homographic application
hηc : CP
1 → CP1(3.3)
ζ 7→ 1 + η
c ζ
ζ − ηc
(where CP1 = C ∪ {∞}) and the new sequence
θ = (θj)j≥1 := (hηc (ηj))j≥1 .(3.4)
Then the set {θj}j≥1 is well-defined as a subset of C and one has the following
result that is Lemma 16 from [7].
Lemma 7. Let be f ∈ O (B2(0, r0)) (resp. f ∈ O
(
C2
)
). For all N ≥ 1 and
z ∈ B2(0, r0) (resp. z ∈ C2),
RN (f ; η)(z) = RN
(
f ◦ U−1ηc ; θ
)
(Uηcz) .
These lemmas yield the following consequence.
Corollary 4. η = (ηj)j≥1 being any sequence, η
c /∈ {ηj}j≥1 ∪ {∞} being fixed and
hηc (resp. θ) being defined by (3.3) (resp. (3.4)), the formula EN (f ; η) converges
to f uniformly on any compact subset K ⊂ C2 and for every function f ∈ O (C2),
if and only if so does EN (f ; θ).
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Proof. f ∈ O (C2) being given, one has by Lemma 6 that the formula EN (f ; η)
converges to f if and only if RN (f ; η) converges to 0 (uniformly on any compact
subset). Uηc being an isometry, it follows by Lemma 7 that RN (f ; η) converges to
0 uniformly on any compact subset K ⊂ C2 and for every function f ∈ O (C2),
if and only if so does RN
(
f ◦ U−1ηc ; θ
)
, thus if and only if so does RN (f ; θ) for all
f ∈ O (C2). Finally, by applying Lemma 6 again, it is true if and only if EN (f ; θ)
converges to f (uniformly on any compact subset) for all f ∈ O (C2). √
We also prove the following preliminar result about the homographic transfor-
mations defined by (3.3).
Lemma 8. For all ηc /∈ {ηj}j≥1 ∪ {∞}, one has h−1ηc = hηc where
hηc : CP
1 → CP1
ζ 7→ 1 + η
c ζ
ζ − ηc .
In addition, one also has that ηc /∈ {hηc (ηj)}j≥1
⋃{∞}, i.e. h−1ηc = hηc is of the
same kind (3.3) for the associated set {hηc (ηj)}j≥1 = {θj}j≥1.
Proof. Indeed, for all ζ ∈ C \ {ηc}, one has that
(
hηc ◦ hηc
)
(ζ) =
1 + ηc
1 + ηc ζ
ζ − ηc
1 + ηc ζ
ζ − ηc − η
c
=
ζ + ηcηc ζ
1 + ηcηc
= ζ ,
then the equality holds for all ζ ∈ CP1. The second assertion follows by (3.3) since
hηc(∞) = ηc, then hηc (ηj) 6= ηc for all j ≥ 1. √
We finish the subsection with the following result reminded as Lemma 18 from [7],
and that gives an equivalent definition for the geometric criterion (1.5).
Lemma 9. The set {ηj}j≥1 is locally interpolable by real-analytic curves if and
only if it can locally holomorphically interpolate the conjugate function, i.e. for all
ζ ∈ {ηj}j≥1 (the topological closure of {ηj}j≥1 in CP1), there are a neighborhood
V of ζ and g ∈ O (V ) such that
ηj = g(ηj) , ∀ ηj ∈ V .(3.5)
3.2. On the extraction of certain subsequences. Now we can give the proof
of Proposition 2.
Proof. Since the set {ηj}j≥1 is not locally interpolable by real-analytic curves, it
follows by Lemma 9 that there is ζ0 ∈ {ηj}j≥1 without any neighborhood V ∈ V (ζ0)
and holomorphic function g ∈ O (Vζ0) that can interpolate the conjugate function
on {ηj}j≥1
⋂
V , i.e.
∀V ∈ V (ζ0) , ∀ g ∈ O(V ), ∃ ηj ∈ V, g (ηj) 6= ηj .(3.6)
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In particular, ζ0 cannot be isolated in {ηj}j≥1. Otherwise, if ζ0 6= ∞ (resp. ζ0 =
∞), then by taking Vζ0 ⊂ C such that {ηj}j≥1
⋂
Vζ0 = {ζ0} (resp. V∞ = CP1 \K,
where the compact subset K is big enough so that {ηj}j≥1 \K ⊂ {∞}) and
gζ0 : Vζ0 → C
ζ 7→ gζ0(ζ) ≡ ζ0
(resp.
g∞ : V∞ → CP1
ζ 7→ g∞(ζ) ≡ ∞ ) ,
we would get a contradiction with (3.6).
As a consequence, there is a subsequence (ηjk)k≥1 ⊂ (ηj)j≥1 that satisfies:{
(ηjk )k≥1 converges to ζ0;
ηjk 6= ζ0 for all k ≥ 1.
(3.7)
We will then deal with the cases ζ0 ∈ C and ζ0 =∞ respectively.
ζ0 ∈ C. We start by setting S0 := (ηjk)k≥1 and
S1 := S0
⋂
D (ζ0, 1) ,(3.8)
whereD (ζ0, 1) = {ζ ∈ C, |ζ − ζ0| < 1}. By construction, S1 gives a (nonempty and
infinite) sequence that converges to ζ0. If S1 (as a set) is not locally interpolable
by real-analytic curves, the proposition is proved. Otherwise (because ζ0 is a limit
point of S1), there are V1 ∈ V (ζ0) and g1 ∈ O (V1) such that
ηj = g1 (ηj) for all ηj ∈ S1 ∩ V1 .
By reducing V1 if necessary, we can assume that V1 ⊂ D (ζ0, 1) and V1 is connected.
Since ζ0 satisfies (3.6), it follows that g1|V1 cannot interpolate the conjugate function
on V1
⋂{ηj}j≥1, i.e. there is ηs1 ∈ V1⋂{ηj}j≥1 such that g1 (ηs1) 6= ηs1 . We set
S2 := S1
⋃
{ηs1}
and S2 (with any enumeration) still gives a sequence that converges to ζ0.
Let fix m ≥ 1 and let assume having constructed ηs1 , . . . , ηsm , S1, . . . , Sm,
V1, . . . , Vm and g1, . . . , gm such that for all q = 1, . . . ,m, one has the following
properties:
Vq ∈ V (ζ0) and Vq is connected;(3.9)
ηsq ∈ Vq ⊂ D
(
ζ0, 1/2
q−1
)
;(3.10)
gq ∈ O (Vq) and gq
(
ηsq
) 6= ηsq ;(3.11)
gq (ηj) = ηj for all ηj ∈ Sq ∩ Vq ,(3.12)
where
Sq = S1
⋃{
ηs1 , . . . , ηsq−1
}
for all q = 2, . . . ,m .(3.13)
We first consider the set
Sm+1 := S1
⋃
{ηs1 , . . . , ηsm}
and this satisfies (3.13) for all q = 2, . . . ,m+1. Next, Sm+1 (with any enumeration)
will give a sequence that still converges to ζ0 as the union of S1 (that converges
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to ζ0 by (3.8) and (3.7)) and the finite set {ηs1 , . . . , ηsm}. If Sm+1 is not locally
interpolable by real-analytic curves, the proposition is proved. Otherwise (because
ζ0 is a limit point of Sm+1), there are Vm+1 ∈ V (ζ0) and gm+1 ∈ O (Vm+1) such
that
ηj = gm+1 (ηj) for all ηj ∈ Sm+1 ∩ Vm+1 .
By reducing Vm+1 if necessary, we can assume that Vm+1 ⊂ D (ζ0, 1/2m) and Vm+1
is connected. On the other hand, since ζ0 satisfies (3.6), it follows that there is
ηsm+1 ∈ Vm+1 such that gm+1
(
ηsm+1
) 6= ηsm+1 . This proves (3.9), (3.10), (3.11)
and (3.12) for q = m+ 1, and completes the induction.
Now if there ism ≥ 1 such that the set Sm defined by (3.13) is not locally interpo-
lable by real-analytic curves, then the proposition is proved (since any enumeration
of Sm will give a sequence that converges to ζ0).
Otherwise, we can construct for all m ≥ 1, such ηsm , Sm, Vm and gm that
fulfill (3.9), (3.10), (3.11) and (3.12) for all q = 1, . . . ,m, and consider the following
set
S∞ :=
⋃
m≥1
Sm = S1
⋃
{ηsm , m ≥ 1} .
Then any enumeration of S∞ will give a sequence that converges to ζ0 as the
union of S1 (that converges to ζ0 by (3.8) and (3.7)) and the convergent sequence
(ηsm)m≥1 (since by (3.10), one has ηsm ∈ D
(
ζ0, 1/2
m−1
)
). If we prove that S∞ is
not locally interpolable by real-analytic curves, the proof of the proposition will be
achieved in the case for which ζ0 ∈ C.
Let assume on the contrary that S∞ is, i.e. (since ζ0 is a limit point of S∞) there
are V∞ ∈ V (ζ0) and g∞ ∈ O (V∞) such that g∞ (ηj) = ηj for all ηj ∈ S∞
⋂
V∞. In
particular, this yields for all m ≥ 1 (since Sm ⊂ S∞),
g∞ (ηj) = ηj , ∀ ηj ∈ Sm
⋂
V∞ .(3.14)
On the other hand, by (3.10) there is m0 ≥ 1 such that Vm0 ⊂ D
(
ζ0, 1/2
m0−1
) ⊂
V∞. In addition, one has by (3.12) for q = m0, that
gm0 (ηj) = ηj for all ηj ∈ Sm0 ∩ Vm0 .
Hence gm0 and g∞|Vm0 are both holomorphic functions on the domain Vm0 , that
coincide on the set Sm0∩Vm0 . Since by (3.13), Sm0 ∩Vm0 ⊃ S1∩Vm0 that is infinite
with limit point ζ0 ∈ Vm0 by (3.8), (3.7) and (3.9), it follows that
g∞|Vm0 ≡ gm0 .(3.15)
But an application of (3.14) for m = m0 + 1 yields g∞ (ηj) = ηj for all ηj ∈
Sm0+1 ∩ V∞. In particular, since ηsm0 ∈ Vm0 ⊂ D
(
ζ0, 1/2
m0−1
) ⊂ V∞ (by (3.10)
for q = m0) and ηsm0 ∈ Sm0+1 by (3.13) form = m0+1, one has ηsm0 ∈ Sm0+1∩V∞
then
g∞
(
ηsm0
)
= ηsm0 .(3.16)
Moreover, an application of (3.11) for q = m0, also yields
gm0
(
ηsm0
) 6= ηsm0 .(3.17)
Finally, (3.15), (3.16) and (3.17) together lead to (since ηsm0 ∈ Vm0)
ηsm0 = g∞
(
ηsm0
)
= g∞|Vm0
(
ηsm0
)
= gm0
(
ηsm0
) 6= ηsm0 ,
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and this is impossible. Necessarily, S∞ cannot be locally interpolable by real-
analytic curves and the proposition is proved in the case for which ζ0 ∈ C.
ζ0 =∞. First, by removing 0 from {ηj}j≥1 if necessary, we can assume that ηj 6=
0, ∀ j ≥ 1 (as well as ηjk 6= 0, ∀ k ≥ 1). Indeed, since the sequence (ηjk)k≥1
converges to∞ by (3.7), it follows that the subset {ηjk}k≥1 \{0} is infinite, then so
is the set {ηj}j≥1 \{0} ⊃ {ηjk}k≥1 \{0}. In addition, the new subset {ηjk}k≥1 \{0}
gives a new sequence that still satisfies (3.7).
Now let consider the sequence (θj)j≥1 where
θj :=
1
ηj
for all j ≥ 1 .
First, (θj)j≥1 is well-defined. Next, since (ηjk)k≥1 satisfies (3.7) with ζ0 = ∞, it
follows that so does the subsequence (θjk)k≥1 with the choice of ζ
′
0 := 0, i.e.{
(θjk)k≥1 converges to 0 ;
θjk 6= 0 for all k ≥ 1.
(3.18)
Lastly, we claim that ζ′0 = 0 satisfies (3.6) as well. Indeed, let be V ∈ V(0) and
g ∈ O (V ). We want to prove that there exists θj ∈ V such that g (θj) 6= θj .
If g(0) 6= 0, then by (3.18), θjk −→ 0 and g (θjk) −→ g(0) 6= 0 as k → +∞. It
follows that g (θjk) 6= θjk for all k large enough and the claim is proved in this case.
Otherwise, g(0) = 0. Let consider
W :=
{
1
ζ
, ζ ∈ V \ {0}
}⋃
{∞}
and
h : W −→ CP1
∞ 7−→ ∞ ,
ζ ∈ C ∩W 7−→


1
g(1/ζ)
if g(1/ζ) 6= 0 ,
∞ otherwise.
Then W ∈ V(∞), h is well-defined and h ∈ O(W ). It follows by (3.6) that there
is ηj ∈ W such that h (ηj) 6= ηj . If g(1/ηj) = 0, i.e. g (θj) = 0, then θj = 1/ηj 6=
0 = g (θj), and this proves the claim in that case. Otherwise, g (1/ηj) 6= 0, i.e.
g (θj) 6= 0 then
1
g (θj)
=
1
g (1/ηj)
= h (ηj) 6= ηj = 1
θj
,
hence g (θj) 6= θj and the claim is proved in this last case.
We can now apply the previous case of the proposition with the choice of (θj)j≥1
and ζ′0 = 0 to get a subsequence
(
θj′
k
)
k≥1
(maybe different from (θjk)k≥1) that
converges to 0 and that is not locally interpolable by real-analytic curves. It follows
that the sequence
(
ηj′
k
)
k≥1
=
(
1/θj′
k
)
k≥1
converges to ∞. On the other hand, the
inverse function ζ 7→ 1/ζ being a homographic transformation, it is in particular
a biholomorphic application of CP1. Hence the subset
{
ηj′
k
}
k≥1
=
{
1/θj′
k
}
k≥1
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cannot be either locally interpolable by real-analytic curves. Finally, one also has
that ηj′
k
6= 0 for all k ≥ 1. This proves the proposition in this second case and
completes its whole proof. √
Remark 3.1. As we have seen in the above proof, we know in addition that in the
case for which ζ0 =∞, we also have that ηjk 6= 0 for all k ≥ 1.
4. Proof of the main theorem
In the first subsection, we deal with the proof of the equivalence between (1)
and (3) in the statement of Theorem 2.
4.1. On the stability by extraction of subsequences. Before giving the proof
of this part, we remind the following result as Proposition 2 from [7], and that is
a special case of equivalence for the geometric criterion (1.5), i.e. in the particular
case when (ηj)j≥1 is a convergent sequence, condition (1.5) also becomes necessary.
Proposition 3. Let (ηj)j≥1 be any convergent sequence (in C). If the interpolation
formula EN (f ; η) converges to f (uniformly on any compact subset) for all f ∈
O (C2), then {ηj}j≥1 is locally interpolable by real-analytic curves.
Remark 4.1. To be rigorous, in order to apply Proposition 3, we should also as-
sume that EN (f ; η) converges to f for all f ∈ O (B2(0, r0)). But as specified by
Remark 5.2 from [7], it is sufficient to assume the convergence of EN (f ; η) for all
f ∈ O (C2).
Proof. First, if {ηj}j≥1 is locally interpolable by real-analytic curves, then so is any
(infinite) subset {ηjk}k≥1. The implication (1) =⇒ (3) then follows by Theorem 1.
Conversely, let assume that {ηj}j≥1 is not locally interpolable by real-analytic
curves. By Proposition 2, there is a subsequence (ηjk)k≥1 that is not locally inter-
polable by real-analytic curves and that is convergent (in CP1). In order to get
the converse implication (3) =⇒ (1), we want to prove that η′ := (ηjk)k≥1 does not
make converge its associated interpolation formula EN (·; η′) for entire functions,
i.e. there exists (at least) one function f ∈ O (C2) such that EN (f ; η′) does not
converge to f (uniformly on any compact subset K ⊂ C2).
Let be ζ0 = limk→+∞ ηjk . If ζ0 is finite, the required assertion follows by Propo-
sition 3. Otherwise, ζ0 = ∞ and by Remark 3.1, one also has that ηjk 6= 0 for all
k ≥ 1. It follows that the sequence θ′ := (θjk)k≥1 where
θjk :=
1
ηjk
for all k ≥ 1 ,
is well-defined (as a subset of C), bounded and converges to 0. On the other hand,
θjk = h0 (ηjk) for all k ≥ 1, where h0 is the homographic transformation defined
as h0(ζ) = 1/ζ (see (3.3) with the choice of η
c = 0). Thus {θjk}k≥1 is not locally
interpolable by real-analytic curves (because any homographic transformation is in
particular biholomorphic). Again, by Proposition 3, the sequence θ′ = (θjk)k≥1
does not make converge its associated interpolation formula EN (·; θ′) for entire
functions, i.e. there exists f ∈ O (C2) such that EN (f ; θ′) does not converge to
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f (uniformly on any compact subset). Finally, since EN (·; θ′) = EN (·;h0 (η′)),
it follows by Corollary 4 that neither can do the sequence η′ = (ηjk)k≥1 for the
formula EN (·; η′) for entire functions, and this proves the implication (3) =⇒ (1).√
4.2. On the action by permutations. Now we can give the proof of the second
part of Theorem 2 that is the equivalence between (1) and (2), and achieve its whole
proof. We first need a specific result that is a part of the proof for Theorem 1 from [7]
(reminded above as Theorem 3).
Lemma 10. Let be (ηj)j≥1 such that, for all f ∈ O
(
C2
)
, RN (f ; η) is uniformly
bounded on any compact subset of C2. Then the estimate (2.1) from Theorem 3 is
satisfied.
This result is Lemma 11 from [7] and yields the part (2) =⇒ (3) in the statement
of Theorem 3. In particular, the important fact is that no one condition is needed
for the set {ηj}j≥1 (like boundedness, see Remark 3.1 from [7]). This will be useful
in order to prove the implication (2) =⇒ (1) in the statement of Theorem 2.
Proof. The implication (1) =⇒ (2) immediately follows by Theorem 1 since the
property of being locally interpolable by real-analytic curves is a condition about
sets, then it does not depend on any enumeration of {ηj}j≥1.
Conversely, let assume that {ηj}j≥1 (coming from the sequence η = (ηj)j≥1) is
not locally interpolable by real-analytic curves. We want to find a permutation
σ of N \ {0} such that EN (·;σ(η)) does not converge for entire functions (where
σ(η) :=
(
ησ(j)
)
j≥1
). We know by Proposition 2 that there are ζ0 ∈ CP1 and a
subsequence η′ = (ηjk)k≥1 of (ηj)j≥1 that satisfy the following conditions:{
the sequence (ηjk )k≥1 converges to ζ0;
the set {ηjk}k≥1 is not locally interpolable by real-analytic curves.
(4.1)
First, we claim that can w.l.o.g. assume that ζ0 is finite. Indeed, if ζ0 =∞, let
consider ηc /∈ {ηj}j≥1
⋃{∞}, hηc ∈ O (CP1) defined by (3.3) and the associated
sequence θ = (θj)j≥1 = (hηc (ηj))j≥1 (that is well-defined by (3.4)). Then the
subsequence (θjk)k≥1 = (hηc (ηjk))k≥1 satisfies (4.1) with ζ
′
0 = hηc(∞) = ηc ∈ C
(because (ηjk)k≥1 does and hηc is biholomorphic). It will follow that there will be
a permutation σ such that the sequence σ(θ) =
(
θσ(j)
)
j≥1
does not make converge
its associated interpolation formula EN (·;σ(θ)) for entire functions. Since
h−1ηc (σ(θ)) = h
−1
ηc
[(
θσ(j)
)
j≥1
]
=
(
h−1ηc
(
θσ(j)
))
j≥1
=
(
h−1ηc
[
hηc
(
ησ(j)
)])
j≥1
=
(
ησ(j)
)
j≥1
= σ(η)
(notice that
{(
h−1ηc (σ(θ))
)
j
}
j≥1
=
{
h−1ηc (θj)
}
j≥1
is well-defined as a subset of C
by Lemma 8), an application of Corollary 4 (which is possible because h−1ηc = hηc
by Lemma 8) will allow us to deduce that neither will do the sequence h−1ηc (σ(θ)) =
σ(η) for EN (·;σ(η)) for entire functions, i.e. there will exist (at least) one function
f ∈ O (C2) such that EN (f ;σ(η)) will not converge to f (uniformly on any compact
subsetK ⊂ C2). This will prove the required implication (2) =⇒ (1) of the theorem
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for the case ζ0 = ∞ and complete the whole proof of the equivalence between (1)
and (2) in the general case.
We can then assume that ζ0 ∈ C in (4.1). Let fix the enumeration of the associ-
ated subsequence η′ = (ηjk)k≥1 as well as the canonical one for the complementary
subsequence
η′′ = (ηrm)m≥1 := (ηj)j≥1 \ (ηjk)k≥1 .(4.2)
Since η′ = (ηjk)k≥1 is a (bounded) convergent sequence that is not locally inter-
polable by real-analytic curves, it follows by Proposition 3 that EN (·; η′) cannot
converge for entire functions. By an application of (2)⇐⇒(3) in Theorem 3, it
follows that the sequence of the associated divided differences is not exponentially
bounded, i.e. ∀R ≥ 1, ∃ pR, qR ≥ 0 such that∣∣∣∣∣∆pR,(ηjpR ,...,ηj1 )
[(
ζ
1 + |ζ|2
)qR](
ηjpR+1
)∣∣∣∣∣ > RpR+qR .(4.3)
In particular, there are p1, q1 ≥ 0 such that∣∣∣∣∣∆p1,(ηjp1 ,...,ηj1 )
[(
ζ
1 + |ζ|2
)q1] (
ηjp1+1
)∣∣∣∣∣ ≥ 1 .(4.4)
We set
σ(k) = jk for all k = 1, . . . , p1 + 1 and σ(p1 + 2) = r1 .(4.5)
Then σ is injective on the first (p1 + 2) indices, 1 is attained since 1 ∈ {j1 , r1} ⊂
σ ({1, . . . , p1 + 1, p1 + 2}) and (4.4) can be rewritten as∣∣∣∣∣∆p1,(ησ(p1),...,ησ(1))
[(
ζ
1 + |ζ|2
)q1] (
ησ(p1+1)
)∣∣∣∣∣ ≥ 1 .(4.6)
The permutation σ will be constructed by induction on m ≥ 1. We first set
p0 := −2 ,(4.7)
and we assume having defined σ on {1, . . . , pm + 2} where
pl−1 + 2 ≤ pl for all l = 1, . . . ,m ,(4.8)
as follows: for all l = 1, . . . ,m,
σ(k) =
{
jk−l+1 for all k = pl−1 + 3, . . . , pl + 1 ,
rl if k = pl + 2 .
(4.9)
We also assume that for all l = 1, . . . ,m,∣∣∣∣∣∆pl,(ησ(pl),...,ησ(1))
[(
ζ
1 + |ζ|2
)ql] (
ησ(pl+1)
)∣∣∣∣∣ ≥ lpl+ql .(4.10)
We indeed check that (4.8) is fulfilled for m = 1 since p1 ≥ 0 and p0 = −2 by (4.7).
Similarly, (4.9) (resp. (4.10)) is satisfied form = 1 by (4.7) and (4.5) (resp. by (4.6)).
Now let consider the sequence η(m) =
(
η
(m)
k
)
k≥1
defined as follows:
η
(m)
k :=
{
ησ(k) for all k = 1, . . . , pm + 2 ,
ηjk−m for all k ≥ pm + 3 .
(4.11)
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Since
{
η(m)
}
(as a set) is the union of {ηjk}k≥1 and the finite set {ηr1 , . . . , ηrm}
by (4.9), the sequence η(m) is bounded and satisfies (4.1) as well (with the same
limit point ζ0). Again, by successive applications of Proposition 3 and (2)⇐⇒(3)
from Theorem 3, it follows that η(m) satisfies (4.3). In particular, with the choice
of R = m+ 1, there are pm+1, qm+1 ≥ 0 such that∣∣∣∣∣∆pm+1,(η(m)pm+1 ,...,η(m)1 )
[(
ζ
1 + |ζ|2
)qm+1](
η
(m)
pm+1+1
)∣∣∣∣∣ ≥ (m+ 1)pm+1+qm+1 .(4.12)
In addition, we can choose pm+1 ≥ pm + 2 (this will satisfy (4.8) for all l =
1, . . . ,m + 1). Indeed, if it were not possible, this would mean that for all R ≥
m + 1, the associated pR should be bounded. By Corollary 3, so would be all
the terms
∣∣∣∣∣∆pR,(η(m)pR ,...,η(m)1 )
[(
ζ
1 + |ζ|2
)q](
η
(m)
pR+1
)∣∣∣∣∣ for all q ≥ 0, and this would
contradict (4.3) for η(m). We can then extend σ to {1, . . . , pm+1 + 2} as follows:
σ(k) =
{
jk−m for all k = pm + 3, . . . , pm+1 + 1 ,
rm+1 if k = pm+1 + 2 .
(4.13)
The induction hypothesis (4.9) and (4.13) show that σ is well-defined on {1, . . . , pm+1 + 2}.
Moreover, one has by (4.11) and (4.13) that ησ(k) = η
(m)
k for all k = 1, . . . , pm+1+1,
then it follows by (4.12) that (4.10) is still satisfied for l = m+ 1. This last asser-
tion with the induction hypotheses (4.9) and (4.10) complete the case for m + 1,
i.e. (4.9) and (4.10) are still satisfied for all l = 1, . . . ,m+ 1.
The sequence (pm)m≥1 constructed above allows us to define σ for all k ≥ 1
by (4.9) since we have the following partition from (4.7) and (4.8),
N \ {0} =
⋃
m≥1
{k , pm−1 + 3 ≤ k ≤ pm + 2} .
Next, σ is a permutation of N \ {0}: indeed, it follows from (4.8) that every set
{k , pm−1 + 3 ≤ k ≤ pm + 2} contains at least two elements, i.e. σ attains by (4.9)
exactly one of the type rm and at least one of the type jk as well. On the other hand,
one has by (4.9) again that for all m ≥ 1, σ (pm + 1) = jpm−m+2 and σ (pm + 3) =
jpm+3−(m+1)+1 = jpm−m+3. This last assertion and (4.5) together show that all
the jk’s (resp. rm’s) are reached exactly once.
Finally, the estimate (4.10) being satisfied for all m ≥ 1 (i.e. this contradicts
the estimate (2.1) from Theorem 3), it follows by an application of Lemma 10 that
there is f ∈ O (C2) such that RN (f ;σ(η)) cannot be uniformly bounded (on any
compact subset K ⊂ C2). In particular, RN (f ;σ(η)) cannot even converge to 0,
then by Lemma 6, EN (f ;σ(η)) does not converge to f (uniformly on any compact
subset K ⊂ C2). This achieves the implication (2) =⇒ (1) from Theorem 2 and
completes its whole proof. √
4.3. Proof of Corollaries 1 and 2. In order to prove Corollary 1, we first remind
the following auxiliary result that is Lemma 8 from [7].
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Lemma 11. Let r0 > 0 be fixed. If there is εη > 0 such that, ∀ f ∈ O (B2(0, r0)),
RN (f ; η) converges to 0 uniformly on any compact subset of B2(0, εηr0), then ∀ g ∈
O (C2), RN (g; η) converges to 0 uniformly on any compact subset of C2.
We can then give the proof of Corollary 1.
Proof. First, as for the proof of Theorem 2, the implication (1) =⇒ (2) (resp.
(1) =⇒ (3)) from the statement of the corollary immediately follows by Theorem 1
since, if {ηj}j≥1 is locally interpolable by real-analytic curve, then so will be the
(same) set {σ(η)} = {ησ(j)}j≥1 for all σ ∈ SN (resp. the subset {ηjk}k≥1 coming
from any subsequence (ηjk)k≥1).
Conversely, in order to prove the implication (2) =⇒ (1) (resp. (3) =⇒ (1)), let
fix σ ∈ SN (resp. η′ = (ηjk)k≥1) and g ∈ O
(
C2
)
. The hypothesis (2) (resp. (3))
and Lemma 6 imply that for all f ∈ O (B2(0, r0)), RN (f ;σ(η)) (resp. RN (f ; η′))
converges to 0 uniformly on any compact subset K ⊂ B2 (0, εηr0). It follows by
Lemma 11 that in particular RN (g;σ(η)) (resp. RN (g; η
′)) converges to 0 uniformly
on any compact subset K ⊂ C2. Again, by an application of Lemma 6, one can
deduce that EN (g;σ(η)) (resp. EN (g; η
′)) converges to g uniformly on any compact
subset K ⊂ C2.
Finally, σ ∈ SN (resp. η′ = (ηjk)k≥1) and g ∈ O
(
C2
)
being arbitrary, the condi-
tion (2) (resp. (3)) from the statement of Theorem 2 is satisfied, whose application
yields the required assertion (1). √
Lastly, the proof of Corollary 2 immediately follows by an application of The-
orem 1 (or Theorem 3 from [7]) and Corollary 1 from [7] since the set
{
ησ(j)
}
j≥1
(resp. {ηjk}k≥1) is still locally interpolable by real-analytic curves.
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