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Abstract
We present an explicit integration of the kink soliton equation obtained in a
recent interesting study of the classical Skyrme model where the field configurations
are of a generalized hedgehog form which is of a domain-wall type. We also show
that in such a reduced one-dimensional setting the first-order and second-order
equations are equivalent. Consequently, in such a context, all finite-energy solitons
are BPS type and precisely known.
PACS numbers: 11.27.+d
The well-known study of Derrick [1] shows that for a wide class of nonlinear wave
equations there exist no stable time-independent solutions of finite energy due to the
conformal structure of the standard Euclidean space. In order to overcome such a diffi-
culty one may extend the theory to contain gauge fields so that stable time-independent
solutions of finite energy, known as vortices, monopoles, and instantons, exist in two,
three, and four spatial dimensions [2, 3, 4, 5]. Alternatively, Skyrme [6] showed that it is
possible to introduce higher-order nonlinear terms involving derivatives, instead of gauge
1
fields, to overcome the conformal structure problem of the Derrick type so that continu-
ously behaved, topologically characterized, spatially concentrated, and time-independent
solutions of finite energy are allowed to exist. However, unlike in the gauge-field models
where BPS type reductions, after Bogomol’nyi [7] and Prasad and Sommerfield [8], are
present to enable explicit constructions of solutions [9, 10, 4, 11, 12], no explicit construc-
tions for the Skyrme solitons are available in literature due to the fact that even though
a BPS topological lower bound may be derived but it cannot be saturated by nontrivial
field configurations [13, 14], although some partial progress has been developed for an
existence theory based on nonlinear functional analysis [15, 16, 17]. For a recent work on
the BPS lower bound and its saturation for the Skyrme models in rather general settings,
see Adam and Wereszczynski [18], which also refers to other related developments of the
subject.
In an interesting study of Canfora [19] developed from some recent earlier work [20, 21],
a static ansatz periodic in two planar coordinate directions is used to reduce the Skyrme
energy to that of a kink or domain wall given in terms of a third spatial coordinate
direction perpendicular to the periodic plane. The second-order governing equation takes
a complicated form but it may be solved by a much simpler first-order equation whose
solutions interpolate adjacent minima of the one-dimensional Skyrme energy density. The
importance of the work of Canfora is that it makes an explicit construction of kink-
like solutions in the classical Skyrme model possible, which prompts our investigation.
Specifically, in the present note, we follow [19] to obtain an explicit integration of the
first-order equation found in [19]. Moreover, we prove that the first-order equation of
Canfora [19] and the second-order equation of the one-dimensional kink energy of Canfora
[19] are actually equivalent under the finite-energy condition. Therefore all finite-energy
solutions of the Skyrme model within the Canfora kink ansatz [19] are obtained explicitly.
In the rest of this note, we first recall the one-dimensional reduction of Canfora [19]
(see also [20, 21]) of the Skyrme model. We next show that in the context of finite-energy
solutions the first-order and second-order equations of Canfora [19] are equivalent. We
then carry out an explicit integration of the first-order equation.
Let µ, ν denote the Minkowski spacetime indices with metric diag{−1, 1, 1, 1}. In
normalized form the Skyrme action density reads
L = 1
4
Tr
(
RµRµ +
λ
8
FµνF
µν
)
, (1)
where λ > 0 is a coupling parameter, Rµ = U
†∂µU = Riµti for an SU(2)-valued map U ,
ti (i = 1, 2, 3) are generators of the Lie algebra of SU(2), and Fµν = [Rµ, Rν ], so that the
associated Euler–Lagrange equations (or the Skyrme field equations [19]) are
∂µRµ +
λ
4
∂µ[Rν , Fµν ] = 0. (2)
When U is represented through the expression
U = Y 01 + Y iti, (Y
0)2 + Y iYi = 1, (3)
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where 1 denotes the 2× 2 identity matrix and Y 0, Y i are scalar functions over spacetime,
then the static hedgehog-like ansatz adopted in [19, 20, 21] takes the form
Y 0 = cosα, Y i = nˆi sinα, (4)
so that nˆi is a unit 3-vector satisfying
nˆ1 = cosΘ, nˆ2 = sinΘ, nˆ3 = 0, ∂µα∂
µΘ = 0. (5)
In the static case, the last condition in (5) indicates that the vectors ∇α and ∇Θ stay
mutually perpendicular. For convenience, use the notation t = x0, x = x1, y = x2, z = x3
and take [19] the further ansatz
α = α(x), Θ = Θ(y, z) =
1
l
(n2y + n3z), n2, n3 ∈ Z. (6)
Then the Skyrme equations (2) become a single one [19],
α′′ =
1
2L2
sin(2α)− λ
L2
(
α′′ sin2 α +
(α′)2
2
sin(2α)
)
, (7)
with α′ = dα/dx, L = l/
√
n22 + n
2
3, and the reduced energy (Hamiltonian) density
H(α) ≡ Ttt = 1
2
(
(α′)2 +
1
L2
sin2 α +
λ
L2
(α′)2 sin2 α
)
, (8)
associated with the action density (1). Vanishing of the energy density (8) spells out that
the ground states are given by
α = npi, n ∈ Z, (9)
at x = ±∞ and one is to find solutions to (7) subject to the boundary condition (9) at
x = ±∞, which amounts to solving a two-point boundary value problem which seems
difficult.
Since the Y 3-component is absent, the Skyrme charge, or the topological degree, also
referred to as the baryon number, of the map U stated in (3) is zero. Such a feature
limits, perhaps, the possible applications of the setting to particle physics. Nevertheless,
Canfora [19] identifies a nontrivial kink charge Q given by
Q =
∫ ∞
−∞
1
L
sinα
(
1 +
λ
L
2
sin2 α
) 1
2
α′ dx
= ±
{
1
2L
(
1 +
√
1 +
2λ2
L
)
+
1
λ
√
L
(
1 +
λ2
L
)
arcsin
λ√
L+ λ2
}
, (10)
with a toroidal topology characterization, so that he obtains through a BPS trick [7, 8]
the following expression for the total energy per unit area of the yz-domain:
E =
∫ ∞
−∞
H(α) dx =
∫ ∞
−∞
1
2
(
(α′)2 +
1
L2
sin2 α +
λ
L2
(α′)2 sin2 α
)
dx
=
∫ ∞
−∞
(
1 +
λ
L
2
sin2 α
)(
α′ ±
[
1 +
λ
L2
sin2 α
]− 1
2 sinα
L
)2
dx∓Q
≥ |Q|, (11)
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for |Q| = ∓Q, which leads him to arrive at the conclusion that the energy lower bound
in (11) is attained when α satisfies the first-order equation
α′ ±
(
1 +
λ
L2
sin2 α
)− 1
2 sinα
L
= 0. (12)
It is straightforward to examine that (12) implies (7). We now prove the converse:
any finite-energy solution of (7) satisfies (12) as well. That is, the first-order equation
(12) and the second-order equation (7) are actually equivalent.
In fact, for convenience, we rewrite (7) and (12) as
α′′ =
sin(2α)(1− λ(α′)2)
2(L2 + λ sin2 α)
, (13)
and
α′ ± sinα√
L2 + λ sin2 α
= 0, (14)
respectively. We proceed as follows.
Let α be a finite-energy solution of (13) and set
P± =
√
L2 + λ sin2 α α′ ± sinα. (15)
Then, in view of (13), we have
P ′± = ±
cosα√
L2 + λ sin2 α
P±. (16)
Therefore, if there is some x0 ∈ (−∞,∞) such that P+(x0) = 0 or P−(x0) = 0, then
applying the uniqueness theorem for the initial value problem of an ordinary differential
equation we obtain P+ ≡ 0 or P− ≡ 0, which implies that α must satisfy one of the
equations stated in (14).
Observe that the elementary inequality (a ± b)2 ≤ 2(a2 + b2) and the finite-energy
condition lead us to ∫ ∞
−∞
P 2±(x) dx <∞. (17)
Inserting (17) into (16), we also have∫ ∞
−∞
(P ′±(x))
2 dx <∞. (18)
Combining (17) and (18) we conclude with
lim
|x|→∞
P±(x) = 0. (19)
Furthermore, using (16) again, we get
(P+P−)′ = 0, x ∈ (−∞,∞). (20)
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In view of (19) and (20), we deduce
(P+P−)(x) = 0, x ∈ (−∞,∞). (21)
That is, for any x ∈ (−∞,∞), either P+(x) = 0 or P−(x) = 0, which establishes P+ ≡ 0
or P− ≡ 0 as anticipated, as argued earlier.
Since (13) and (14) are equivalent, we can now concentrate on (14), subject to the
two-point boundary value condition
α(−∞) = mpi, α(∞) = npi. (22)
Applying the uniqueness theorem for the initial value problem of an ordinary differen-
tial equation to (14) again we see that if there is some x0 ∈ (−∞,∞) such that α(x0) = kpi
for some k ∈ Z then α(x) = kpi for all x ∈ (−∞,∞) which trivializes the solution. From
now on we only consider the nontrivial situation. Consequently we may assume α′(x) 6= 0
for all x by virtue of (14).
If α′(x) > 0 for all x, then it is necessary to have m < n in (22). Since α(x) can never
attain a value which is an integer multiple of pi, we must have m = n−1 (the neighboring
situation recognized already in [19]). Thus n− 1 or n must be even. For definiteness we
assume n − 1 is even. Hence sinα stays positive in (−∞,∞) and consistency indicates
that we encounter the minus sign situation given in (14). In other words, α satisfies the
equation
α′ =
sinα√
L2 + λ sin2 α
, α(−∞) = (n− 1)pi, α(∞) = npi. (23)
On the other hand, with the change of variable x 7→ −x, we flip the problem (23) into
α′ = − sinα√
L2 + λ sin2 α
, α(−∞) = npi, α(∞) = (n− 1)pi. (24)
Hence we may concentrate on (23) without loss of generality where n−1 is an even integer.
Moreover, since (23) is invariant under the translation α 7→ α− (n− 1)pi (because n− 1
is even), we may simply consider the integration of the reduced problem
α′ =
sinα√
1 + κ sin2 α
, α(−∞) = 0, α(∞) = pi, (25)
where we have suppressed the coupling parameters and rescaled the coordinate variable:
λ
L2
= κ,
x
L
7→ x. (26)
To proceed, we first recast the differential equation in (25) into√
1 + κ(1− cos2 α)
1− cos2 α d cosα = −dx. (27)
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With the new variable u = cosα we consider the integral
I =
∫ √
1 + κ(1− u2)
1− u2 du. (28)
Introduce the transformation√
1 + κ(1− u2) = √1 + κ+ uv. (29)
We have the relations
u = −2v
√
1 + κ
v2 + κ
, (30)
√
1 + κ+ uv = −
√
1 + κ(v2 − κ)
v2 + κ
, (31)
1− u2 = (v
2 − κ)2 − 4v2
(v2 + κ)2
, (32)
du =
2
√
1 + κ(v2 − κ)
(v2 + κ)2
dv. (33)
Thus we may carry out an integration of (28) as follows,
I = −2(1 + κ)
∫
(v2 − κ)2
([v2 − κ]2 − 4v2)(v2 + κ) dv
=
∫ (
(v + 1)
v2 + 2v − κ −
(v − 1)
v2 − 2v − κ −
2κ
v2 + κ
)
dv
=
1
2
ln
∣∣∣∣v2 + 2v − κv2 − 2v − κ
∣∣∣∣− 2√κ arctan v√κ + c, (34)
where c is a constant. Let x0 ∈ (−∞,∞) be such that
α(x0) =
pi
2
. (35)
Hence u(x0) = v(x0) = 0. Integrating (27), using (34), and inserting the condition
v(x0) = 0, we arrive at the result
2
√
κ arctan
v√
κ
− 1
2
ln
∣∣∣∣v2 + 2v − κv2 − 2v − κ
∣∣∣∣ = x− x0. (36)
Returning to the original parameters and coordinate variable, we obtain the solution
2
√
λ arctan Lv√
λ
− L
2
ln
∣∣∣L2(v2+2v)−λL2(v2−2v)−λ ∣∣∣ = x− x0,
Lv cosα =
√
L2 + λ sin2 α−√L2 + λ,

 (37)
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explicitly, expressed in an implicit function relation.
We note that a similar construction for the kink solitons arising in an N = 2 super-
symmetric theory [22] with two flavors of quarks in the study of monopole confinement
[23, 24, 25, 26, 27, 28, 29] has been obtained in [30].
The research of Chen was supported in part by Henan Basic Science and Frontier
Technology Program Funds under Grant No. 112300410054. The authors thank the
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