Abstract. Portuguese juridical documents from Supreme Courts and the Attorney General's Office are manually classified by juridical experts into a set of classes belonging to a taxonomy of concepts. In this paper, a preliminary approach to develop techniques to automatically classify these juridical documents is proposed. As basic strategy, the integration of natural language processing techniques with machine learning ones is used. Support Vector Machines (SVM) are used as learning algorithm and the obtained results are presented and compared with other approaches, such as, C4.5, and Nave Bayes.
Introduction
Automatic classification of documents is an important problem in many domains. For instance, it is needed by web search engines and information retrieval systems in order to organize the text bases into sets of semantic categories.
In order to develop better algorithms for document classification it is necessary to integrate research from several areas, such as, machine learning, natural language processing, and information retrieval.
A methodology for the automatic classification of documents is proposed and applied to a set of documents written in the Portuguese language. This methodology integrates:
-Machine learning algorithms, namely, a kernel-based learning algorithmSupport Vector Machines; -Natural language processing techniques, such as, lemmatization and part-ofspeech tagging; -Information retrieval techniques, such as, the use of stop words, the representation of documents as bag-of-words, and evaluation procedures.
Since the work of Joachims [4] it is known that Support Vector Machines (SVM) perform quite well compared with other approaches to the classification problem. In his approach, documents are represented as bag-of-words (without word order information) [8] and some words are not represented (words belonging to the set of the so called "stop words"). Then, a kernel based learning algorithm is applied (SVM [2] ) and the results are evaluated using error measures and information retrieval measures, such as, precision and recall.
In this paper, we follow Joachims proposal, applying it to the set of Portuguese juridical documents from the Attorney General's Office. This set is composed by 7089 documents and it is being manually classified by juridical experts into a set of concepts from a legal taxonomy.
However, our proposal is quite distinct from Joachim's work because we aim to prove the importance of linguistic information in the classification problem. At present, we are only using part-of-speech information to eliminate words from the bag-of-words but we intend to use syntactical and semantical information and to propose and evaluate specific kernels (following the ideas of word sequence kernels [1] ).
The SVM classification results are compared with other machine learning algorithms, such as C4.5 and Nave Bayes, and information retrieval measures are also obtained and analyzed (precision, recall, and f-measure).
In section 2 our classification problem is described and characterized. In section 3 a brief description of the Support Vector Machines theory is presented. Section 4 describes our experiments and evaluates the results. Finally, in section 5 some conclusions and future work are pointed out.
Text Classification
Our goal is to automatically classify documents written in the Portuguese language into sets of concepts. This problem is usually called a multi-label classification because each document can be classified into multiple concepts/topics.
The typical approach to the multi-label classification problem is to divide it into a set of binary classification problems, where each concept is considered independently. In this way, the initial problem is reduced to solve several binary classification problems.
Binary classification problems can be characterized by the inference of a classification rule assigning one of two possible values (−1, 1) to each document. A value of −1 means the concept does not belong to the set of document concepts and a value of 1 means it belongs to the document concepts.
In this work we are using the set of documents from the Portuguese Attorney General's Office. These documents represent the decisions of the Attorney General's Office since 1940 and they define a set with cardinality 7089 and around 96MB of characters. All documents were manually classified by juridical experts into a set of classes belonging to a taxonomy of legal concepts with around 6000 terms. However, a preliminary evaluation showed that only around 3000 terms are used in the multi-label classification.
As final goal we intend to develop binary classification models for every concept but, for the scope of this work, we have only dealt with the top 50 most used concepts. As an example, we present the top 5 concepts and its frequency:
-647 -deficiente das forcas armadas -539 -pensao por servicos excepcionais e relevantes -494 -aposentacao -404 -funcionario publico
Another important open problem is the representation of the documents. In this preliminary work, we will use the standard vector representation [8] , where each document is represented as a bag-of-words and where order information is lost and no syntactical or semantical information is used. As future work, we intend to explore the use of word order and to use syntactic and semantic information in the classification.
However, PGR documents were pre-processed in order to obtain the part-ofspeech tags for each word (its morpho-syntactical information) and to transform each word in its lemma (for instance, each verb is transformed into its infinitive form and each noun to the singular form). This work is done using the results of a previous project, PGR project, which aimed to develop an intelligent information retrieval system for the PGR decisions [6] . In this project, a lexical database -POLARIS -is used to perform the lemmatization and the part-of-speech (POS) tagging is done with this lexical database and a neural network.
Using the POS tags we were able to eliminate words with non relevant information, such as, articles and prepositions, and with the lemmatization procedure it was also possible to reduce the number of distinct words. As final result, we obtained a total of 38703 distinct words. In section 4 some experiments done trying to reduce the number of words (features) are described.
Support Vector Machines
In this section a brief introduction to kernel classifiers and support vector machines is presented 1 . More detailed information can be obtained in several specialized books, such as [9, 3] .
Kernel learning algorithms are based on theoretical work on statistical learning theory, namely the structural risk minimization [11, 10] .
A binary classifier is a function from an input space X into the set of binary labels {−1, +1}. A supervised learning algorithm is a function assigning, to each labeled training set, a binary classifier
Whenever X is a vector space, a simple binary classifier is given by:
where < ., . > stands for the vector dot-product. Learning the linear classifier is equivalent to finding values for w and b, which maximize an evaluation measure.
Linear classifiers fail when the boundary between the two classes is not linear. In this situation the approach followed is to project X into a new feature space F and to try to define a linear separation between the two classes in F . If the projection function is defined by φ : X → F then the linear classifier is:
Support Vector Machines (SVM) are specific learning algorithms for linear classifiers, trying to obtain values for w and b. In SVM w is assumed to be defined as a linear combination of the projections of the training data:
where α i is the weight of the training example i with input x i and label y i . The optimal weights are the solution of a high dimensional quadratic problem, which can be expressed in terms of the dot product of the projection of the training data < φ(x i ), φ(x j ) >.
It was proved that it is not necessary to map the input data into the feature space F , as long as it is defined a kernel function K : X * X → R, such that K(x, y) =< φ(x), φ(y) >. This is known as the kernel trick. On the other hand Mercer's theorem [3] states that any positive semi-definite symmetric function corresponds to some mapping in some space and it is a valid kernel.
In the scope of this work only linear kernels are used and each document is represented by a vector where each dimension value stands for the frequency of a specific word in that document. As future work we intend to propose and evaluate specific kernels trying to take into account linguistic knowledge.
Experiments
As it was referred in the previous sections, the SVM learning algorithm was applied to the problem of multi-label classification of the Portuguese Attorney General's Office decisions.
The text base is composed by 7089 documents and the number of existent distinct words was reduced through the application of part-of-speech tagging techniques and through the lemmatization of every word. In this way it was possible to exclude non-relevant words, such as, articles and prepositions and to reduce distinct forms of every word to its lemma (verbal forms to the infinitive form; noun forms to the singular, masculine form). As final result, we obtained a set of 38703 distinct words. After the selection of the relevant words, each document was represented by a vector having 38703 dimensions and where each dimension stand for the frequency of the occurrence of the correspondent word in the document.
The 6000 classification labels/concepts were sorted in a decrescent number of occurrences in the documents and the top concepts were selected for the application of learning algorithms (section 2 presents the top 5 concepts).
Feature reduction
The first experiment was to evaluate the overall results of the SVM for the top concepts and to evaluate the impact of the reduction of features/words in the algorithm. The idea behind this reduction was to try to reduce the algorithm complexity without loosing performance. In fact, 38703 attributes is a large number and it creates some computational problems to the learning algorithms.
The reduction was done by eliminating words that appear in less than a specific number of documents. For instance, R55 means that all words appearing in less than 55 documents were eliminated.
The results for the top concept were the following (we used a 10-fold cross validation evaluation procedure and all experiments were done using the WEKA software package [12] from Waikato University 2 with default parameters for all experiments): Note the high results obtained for the classification -99.5% correct classifications. Quite good are also the results for the f-measure of the class true and the class false. F-measure is a standard measure from the information retrieval, which combines the precision and the recall measures [8] . Precision and recall are calculated from the contingency table of the classification (prediction vs manual classification). Precision is given by the number of correct classified documents divided by the number of documents classified to belong to the class. Recall is given by the number of correct classified documents divided by the number of documents belonging to the class. K measure is also an important measure, which tries to obtain the degree of concordance between the two classifiers (manual and SVM). It is commonly accepted that a value of k higher than 0.7 stands for a relevant degree of concordance.
From the analysis of the results it appears that the first 6 experiments had no significant loss of performance. This is a quite interesting and important result because, for instance, R55 has only 5388 attributes and R600 has only 1518 attributes! In order to test this hypothesis we performed similar experiments for the next top concepts (we will only show here the results for the next two top concepts).
Fig. 2. Results for concept 1391
As figure 2 shows, the classifier for concept 1391 has a similar behavior (only after R600 decreases performance) but its results are not so good. Concept 744 (figure 3) shows a quite different behavior. The percentage of correct classified documents is high (although not so high as the previous examples) but the k, and f true measures are quite low. These results show the importance of these information retrieval measures in the evaluation of document classifiers. One of the possible origin of these problems is the fact that we have much more negative examples (around 90%) than positive examples (around 10%). The consequences of this situation is that even the simpler classifier (assigning always the negative class) obtains 90% correct results but it will get a low value for the IR measures. Figure 4 shows the contingency table for the top 4 concepts. Table lines show  the values for the already classified classes and table columns show the values obtained by the classifier. For instance, line 2, column 1, represents the number of documents classified as true by the classifier, which belong to the f alse class. As it can be seen, concepts 744 and 16 show a high level of false negatives and, as a consequence, the IR measures are quite low. Further work needs to be done in order to explain why some concepts are modeled so well by the linear SVM and others perform so poorly.
As a consequence of these experiments, we decided to focus our work in the R55 documents (documents represented by the words that appear in at least 55 documents) because they showed no loss of performance and they have a smaller complexity (5388 attributes versus 38703 attributes for R1).
SVM evaluation
As explained in the previous section we focused our experiments in the R55 set of documents and, in this section, we will evaluate the obtained results against two other standard learning methods: Nave Bayes and the decision-tree C4.5 classifier.
Nave Bayes classifiers uses a probabilistic model of text to estimate the probability of a document d to be in class y -P (y|d). However, in order to make the estimation of parameters possible, some assumptions are made. For instance words are assumed to occur independently of the other words in the documents, given its class. Moreover, all documents associated with a particular class are assumed to be modeled accordingly with a unique model for that category. Nave Bayes classifiers try to maximize P (y|d) using these assumptions and the wellknown Bayes rules for conditional probabilities (see, for instance, [5] for a description of experiments using Nave Bayes classifiers). C4.5 [7] is one of the most well-known decision tree classifier and it has shown good results in a quite diversity of classification problems. We have used the WEKA Java latest version -J48 -with its default parameters. Figure 5 shows the results obtained for the top-concepts (correction rate and computation time in a P4 at 2.8GHz with 1GB RAM).
From these results it is quite clear that Nave Bayes classifier performs quite worse than the other two classifiers: 25-26% vs 98-99%! The computation time showed also quite different values: from a minimum of 7 minutes (SVM) to a maximum of 8 hours (J48). For this reason we have excluded Nave Bayes classifier from the other experiments.
Our next experiment was to evaluate and to compare the results for the R55 document classification using SVM and C4.5/J48. Figure 6 shows the results obtained for the top-5 concepts. After analyzing the results it is possible to conclude that the overall correction rate is similar (although a little bit better for J48) but J48 statistics for k and f true are better for the worst classified concepts. This values can be explained by the capability of J48 to build quite complex models with decision trees with many levels. However, it is important to point out that the temporal complexity of C4.5/J48 is much higher than SVM algorithms (10min vs 8 hours) and the worst SVM classification models remain bad classification models in C4.5/J48. As a conclusion of this evaluation section, we may point out that SVM linear learning algorithms for documents written in the Portuguese language showed to be, a least, as good as the two other learning algorithms (Nave Bayes and C4.5) and they produced quite good results.
Similar results were already obtained for other set of documents, such as, the Reuters set of documents [4] . Nevertheless, our results showed to be better than the results obtained by Joachims in his experiences. Further work needs to be done in order to explain these differences.
Conclusions and Future Work
A methodology for the automatic classification of the Portuguese documents from the Attorney General's Office was proposed. The methodology tries to integrate machine learning algorithms (SVM) with natural language processing tools (part-of-speech tagging and lemmatization) and information retrieval techniques (stop words, documents as bag-of-words, evaluation measures).
