ABS'I'RA('.T. In this paper, we study initial value problems for couph'd second order delay" differcntial equations with variable coefficients. By means of the application of the method of st,ps al the method of Frobenius, the exact solution of the problem is constrcted. Then, in a toain, a fitite analytic solution with error bounds is provided. C, iven an admissible error t, we give the number of terms to be taken in the infinite series exact solution so that the approximatio ,.'freer be smaller than in the bounded domain.
INTRODUCTION.
In tnany fields of the contemporary science and technology systems with delaying links are fften met ad the dynamical processes in these are described by systems of delay differential equation,s, Belhnan & Cooke [1] , Driver [3] , Marchuck [11] , Okamoto & Hayashi [13] . The delay appears in complicated systems with logical and computing devices, where certain time for information processing is needed. The theory of linear delay differential equations has been developed in the fundamental nonographs Bellman & Cooke [1] , Driver [3] , Hale [10] , Myshkis [12] , Pinney [15] . Analytic soh,tions of some linear systems of delay differential equations have been investigated by Cherepennikov [2] , J6dar & Martin [8] , J6dar & Mart[n [9] , Rodinov [16] .
In this paper, we consider initial value problems for systems of second order delay differential equations of the form X"(t) + A(t)X'(t) + B(t)X(t) + B,(t)X'(tw) F(t), > 0 (1.1)
x(t) (t), c [-,o], ,,, > o where A(t) and B(t) are analytic C valued functions on the positive real line, B(t) is a C valued continuous function, the unknown X(t) as well as F(t) and G(t) are C valued functions, with F(t) continuous in > 0 and G(t) is a continuously differentiable fimction in f-w,0]. Problem (1.1) can be transformed into the equivalent extended first, order system z'() + 0 0 0 Z( .,) + +z()= ,'() z(/) I,tl. tlis al)l)roa('l las sonw (lrawl)a('ks, s,('l as the increas(' ()1' tl(, ('()tq)utatiotal (.,,! atl l' la(k of (,xl)licil.t,(,s (I,,e to tl,(, rolaliosti !) .Y(I) [/, 0]Z(t).
The aim of 1,]is paper is twofold. First of all we (onstrl('l, a series soltti() t)[ t)rolh' (I.I) We begin tllis section considering the differential sysLem Let us denote by Xa(t) the solution of (2.1) constructed by the above procedure with C defined by (2.4) with Co I, Ca 0, and let X(t) be defined in the same way with Co 0, C 1. Then, from Lemma of J6dar & Legua [7] and the definition given in Jddar & Legua [7] , the pair {Xa(t),X(t)} is a fundamental set of solutions of (2.1) in Itl < a, and the set of all C solutions of (2.1) in Itl < a, is given by X() X,()C + X(t)D, C,D Let H(t) be a continuous C function in Itl < a, and let us consider the non-homogeneous problem X"(t) + A(t)X'(t) + B(t)X(t) H(t), Itl < a. Sin('e (2.7) is linear, its genera] solution is given by
where C, C are arbitrary vectors in C. Given fixed initial conditions X(0) G,, X G2, (2.12) the unique solution of (2.7) satisfying (2.12) is given by (2.11) , where the vectors C,, C2 must satisfy G X(0) C and G2 X'(0) C2. Thus the following result has been established. where {X,(t),X2(t)} is the above fun(lanwntal set. of solutions of (2.1) and l),(t), D2(t) are C' COUPLED SECOND ORDER DELAY DIFFERENTIAL EQUATIONS 693 X"(t) + A(t)X'(t) + B(t)X(t) F(t) B,(t)X'(t w), > 0 I (2.13) x(t) (;(t), e [-,,0] where A(t), B(t) are analytic C valwd finctions on the real line, and note that for [0, w], the right-hand side of (2.13) is a known continuous function. Let {X,(t), X:(t)} be the fundanwntai set of solutions of (2.1) on the real line provided by Theorem 1, let W(t) and V(t) be defined by Theorem and let us introduce the matrix kernel K R. x C"x', by the expression K(t,z) X,(t)V()+ X(t)V(.r), (2.14) and note that from the definition of V(t) and W(t) one Ilcrc and below, when possible, we will drop the dependence on for the sake of brevity.
From Theorem 1, the solution of (2.13) can be written in the form,
x ,v+ w(e-l,X',)= ,v + we-W(B,X'), (W_a(B,H) )_,o(t) -(W_,(B,H))(tw). Now, we prove that the solution of (1.1) can be written in the compact form 19) where B,(t)is a C valued continuous function and let K(t,z) be defined by (2.14) . If X(t) is defined by (2.17), then the exact solution of (1.1) in the interval [nw, (n + 1)w], for n > 0, is given by (2.20) . From a computational point of view, the solution provided by Theorem 2 has the drawback that the expression of K(t,x) and X(t) is given in terms of infinite series involving X(t), X(t) and the block entries of V(t) defined by Theorem 1. In the sequel we construct finite approximate solutions of (1.1) obtained by truncation of the quoted infinite series.
REMARK. It

FINITE ANALYTIC APPROXIMATE SOLUTIONS AND ERROR BOUNDS.
Let Xa(t) and X(t) be the pair of analytic series solutions of (2.1) given by Theorem l, let > and let 
