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Abstract
Let 1  p ∞, 0 < q  p, and A = (an,k)n,k0  0. Denote by Lp,q(A) the supremum of those L
satisfying the following inequality:( ∞∑
n=0
( ∞∑
k=0
an,kxk
)q)1/q
 L
( ∞∑
k=0
xk
p
)1/p
,
whenever X = {xn}∞n=0 ∈ p and X  0. The purpose of this paper is to find the exact value of Lp,q(A)
when A is a Hausdorff matrix or its transpose. In particular, we apply it to Cesàro matrices, Hölder matrices,
Gamma matrices, and generalized Euler matrices. Our results generalize the work of Bennett.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
For 0 < p ∞, denote by p the space of all complex sequences X = {xn}∞n=0 such that
‖X‖p :=
{∑∞
n=0 |xn|p
}1/p
< ∞. For p = ∞, {∑∞n=0 |xn|p}1/p is interpreted as supn0 |xn|.
We write X  0 if xn  0 for all n. We also write X ↓ for the case that x0  x1  · · ·. For
0 < p, q ∞, denote by Lp,q(A) the supremum of those L obeying the following inequality:
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{ ∞∑
n=0
( ∞∑
k=0
an,kxk
)q}1/q
 L
( ∞∑
k=0
xk
p
)1/p
(X ∈ p, X  0), (1.1)
where A  0, that is, A = (an,k)n,k0 is a given non-negative matrix.
The study of Lp,q(A) goes back to the work of Copson. In [5], he proved that Lp,p(C(1)t) = p
for 0 < p  1, where (·)t denotes the transpose of (·) and C(1) = (an,k)n,k0 is the Cesàro matrix
defined by
an,k =
{
1/(n + 1) if 0  k  n,
0 otherwise
(see also [6, Theorem 344]). This result was extended by Bennett to those summability matrices
A whose rows are increasing or decreasing. In [4, Theorem 3.4], he gave upper bounds or lower
bounds to Lp,p(At) for such A. For 1  p ∞ and 0 < q  p, a general result for Lp,q(A)
was established by Bennett in [1, Theorem 3]. His result is
Lp,q(A) = inf
k0
( ∞∑
n=0
a
q
n,k
)1/q
= inf
k0
‖{an,k}∞n=0‖q . (1.2)
Although (1.2) provides us a way to evaluate Lp,q(A), the infimum involved there may be
intractable even for “nice” matrices A. As far as we know, no significant result is found in this
direction. The purpose of this paper is to solve this problem for the Hausdorff matrix Hμ, where
dμ is a Borel probability measure on [0, 1] and Hμ = (hn,k)n,k0 is defined by
hn,k =
⎧⎨
⎩
(
n
k
) ∫ 1
0 θ
k(1 − θ)n−k dμ(θ) (n  k),
0 (n < k).
(1.3)
Clearly, hn,k =
(
n
k
)
n−kμk for n  k  0, where
μk =
∫ 1
0
θk dμ(θ) (k = 0, 1, . . .) (1.4)
and μk = μk − μk+1. In Sections 2 and 3, we shall establish exact formulas for Lp,q(Hμ) and
Lp,q
(
H tμ
)
in terms of the measure dμ and the sequence μ = {μn}∞n=0 (see Theorems 2.2 and 3.1).
Our results extend [2, Theorem 1] from 1  p = q < ∞ to 0 < q  1  p ∞, and also extend
[2, Theorem 2] from 1  p = q < ∞ to 0 < q  1  p ∞ for the transposes of Hausdorff
matrices. We indicate that the study of Lp,q(A) is more significant than the one for L↓p,q(A)
in some cases (see Corollary 2.6), where L↓p,q(A) is the best possible value of L obeying the
inequality: ‖AX‖q  L‖X‖p (X  0, X ↓).
2. Evaluation of Lp,q(Hμ)
Set en,k(θ) =
(
n
k
)
θk(1 − θ)n−k . For  ⊆ [0, 1], we first show that the q -norms of{ ∫
 en,k(θ) dμ(θ)
}∞
n=k decrease with k. Our result generalizes [3, Proposition 19.2].
Lemma 2.1. Let 1 < q ∞,  ⊆ [0, 1], and μ be any probability measure on [0, 1]. Then∥∥{ ∫
 en,k(θ) dμ(θ)
}∞
n=k
∥∥
q
decreases with k. Moreover, ifδ ⊆ [δ, 1 − δ] for some 0 < δ < 1/2,
then
∥∥{ ∫
δ
en,k(θ) dμ(θ)
}∞
n=k
∥∥
q
↓ 0 as k → ∞.
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Proof. We have∫

en,k(θ) dμ(θ) = μ() ×
∫ 1
0
(
n
k
)
θk(1 − θ)n−k dν(θ),
where dν = χ
μ()dμ is a probability measure on [0, 1]. By [3, Proposition 19.2] and the second
paragraph in [3, p. 106],
∥∥{ ∫
 en,k(θ) dμ(θ)
}∞
n=k
∥∥
q
decreases with k. Next, let  = δ , where
0 < δ < 1/2 and δ ⊆ [δ, 1 − δ]. Then
∥∥{ ∫
δ
en,k(θ) dμ(θ)
}∞
n=k
∥∥
q
decreases with k. Let 1 <
q < ∞. Following the proof of [3, Theorem 19.11], we see that∥∥∥∥
{ ∫
δ
en,k(θ) dμ(θ)
}∞
n=k
∥∥∥∥
q

∫
δ
θ−1/q
(
sup
mk
em,k(θ)
)1−1/q
dμ(θ) → 0 as k → ∞.
The last part is based on [3, Eq. (19.13)] and the fact that ∫δ θ−1/q dμ(θ) < ∞. For q = ∞,
we have supmk |em,k(θ)|  1 for all θ . Moreover, for θ ∈ δ , supmk em,k(θ) → 0 as k → ∞.
Applying Lebesgue’s dominated convergence theorem, we get
sup
mk
∣∣∣∣
∫
δ
em,k(θ) dμ(θ)
∣∣∣∣ 
∫
δ
∣∣∣∣ sup
mk
em,k(θ)
∣∣∣∣dμ(θ) → 0 as k → ∞.
Hence,
∥∥{ ∫
δ
en,k(θ) dμ(θ)
}∞
n=k
∥∥∞ ↓ 0. This finishes the proof. 
With the help of (1.2), we get the first main result as follows.
Theorem 2.2. Let 1  p ∞, 0 < q  p, and Hμ = (hn,k)n,k0 be the Hausdorff matrix
defined by (1.3), where μ = {μn}∞n=0 is defined by (1.4) and dμ is the corresponding probability
measure involved in (1.3). Then the following two assertions hold:
(i) For 0 < q  1,
Lp,q(Hμ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
{ ∞∑
n=0
(∫ 1
0 (1 − θ)n dμ(θ)
)q}1/q
if μ({0}) = 0,{ ∞∑
n=1
n
(∫ 1
0 θ(1 − θ)n−1 dμ(θ)
)q }1/q
if μ({0}) > 0.
(ii) If 1 < q ∞ and (∑∞n=0 |hn,k0 |q)1/q < ∞ for some k0  0, then
Lp,q(Hμ) = lim
n→∞ μn = μ({1}).
We also have Lp,q(Hμ) = ∞ if
(∑∞
n=0 |hn,k|q
)1/q = ∞ for all k  0.
Proof. Consider the case 0 < q  1. If μ({0}) = 0, then
∞∑
n=0
h
q
n,k =
∞∑
n=k
h
q
n,k =
∞∑
n=k
(∫ 1
0
en,k(θ) dμ(θ)
)q
increases with k (see [3, Proposition 19.2]). Hence, (i) follows from (1.2) for this case. For
μ({0}) = 1, we have μ((0, 1]) = 0. This implies{ ∞∑
n=1
n
(∫ 1
0
θ(1 − θ)n−1 dμ(θ)
)q}1/q
= 0.
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By (1.3), hn,0 = 1 for n  0 and hn,k = 0 otherwise. With the help of (1.2), we get Lp,q(Hμ) =
0. Hence, (i) is true for this case. As for 0 < μ({0}) < 1, let dν = 11−αχ(0,1]dμ, where α =
μ({0}). Then dν is a probability measure on [0, 1] with ν({0}) = 0. By [3, Proposition 19.2],∑∞
n=k
(∫ 1
0 en,k(θ)dν(θ)
)q
increases with k  0. We have∫ 1
0
en,k(θ) dμ(θ) = (1 − α)
∫ 1
0
en,k(θ) dν(θ) (k  1),
so
∑∞
n=k
( ∫ 1
0 en,k(θ) dμ(θ)
)q increases with k  1. On the other hand,
∞∑
n=0
(∫ 1
0
en,0(θ) dμ(θ)
)q

∞∑
n=0
(μ({0}))q = ∞.
By (1.2), (i) follows. Now, we prove (ii). Since the proof for q = ∞ can be carried out in the
same way, we assume 1 < q < ∞. With the help of (1.2) and Lemma 2.1, we can assume that(∑∞
n=0 |hn,k0 |q
)1/q
< ∞ for some k0  1 and Lp,q(Hμ) = limk→∞
(∑∞
n=k h
q
n,k
)1/q
. We have( ∞∑
n=k0
∣∣∣∣
∫ 1
0
en,k0(θ) dμ(θ)
∣∣∣∣
q
)1/q
=
( ∞∑
n=0
|hn,k0 |q
)1/q
< ∞. (2.1)
Let 	 > 0 be given. By (2.1) and Lebesgue’s dominated convergence theorem, we can find 0 <
δ < 1/2 such that( ∞∑
n=k0
∣∣∣∣
∫
[0,1]\δ
en,k0(θ) dμ(θ)
∣∣∣∣
q
)1/q
< 	 + μ({1}),
where δ = [δ, 1 − δ]. Using Minkowski’s inequality and Lemma 2.1, we get( ∞∑
n=k
h
q
n,k
)1/q
=
{ ∞∑
n=k
(∫ 1
0
en,k(θ) dμ(θ)
)q}1/q

{ ∞∑
n=k
(∫
δ
en,k(θ) dμ(θ)
)q}1/q
+
{ ∞∑
n=k
(∫
[0,1]\δ
en,k(θ) dμ(θ)
)q}1/q
 	 + μ({1}) as k → ∞.
Hence,Lp,q(Hμ)  μ({1}). On the other hand,
(∑∞
n=k h
q
n,k
)1/q  hk,k  μ({1}), soLp,q(Hμ) 
μ({1}). This shows that Lp,q(Hμ) = μ({1}). By (1.4) and Lebesgue’s dominated convergence
theorem, limn→∞ μn = μ({1}), and so the conclusion of (ii) holds for this case. This completes
the proof. 
We have |hn,k|  1 for all n and k. Hence, the condition
(∑∞
n=0 |hn,k0 |q
)1/q
< ∞, required in
Theorem 2.2(ii), is automatically satisfied for the caseq = ∞. Obviously,Lp,q(Hμ)  L↓p,q(Hμ).
Hence, Theorem 2.2(i) extends [2, Theorem 1] from 1  p = q < ∞ to the range 0 < q  1 
p ∞. To compare Theorem 2.2(ii) with [2, Theorem 1], we see that Lp,p(Hμ) < L↓p,p(Hμ)
for 1 < p < ∞ and dμ /= δ1, where δx denotes the Dirac measure at x. As the paragraph after
Corollary 2.6 shows, in some cases, L↓p,p(Hμ) may be infinite, but 0 < Lp,p(Hμ) < ∞.
In the following, we present several special cases of Theorem 2.2. Let α > 0. Denote by
C(α) the Cesàro matrix associated with such an α. By this, we mean that C(α) is the matrix Hμ
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with μk = 1
/(
k + α
k
)
. The corresponding probability measure is dμ(θ) = α(1 − θ)α−1dθ . As a
consequence of Theorem 2.2, we get the following result.
Corollary 2.3. Let α > 0, 1  p ∞, and 0 < q  p. Then
Lp,q(C(α)) =
{∞ if 0 < q  1,
0 if 1 < q ∞.
Proof. We have μ({0}) = μ({1}) = 0 and
∞∑
n=0
(∫ 1
0
(1 − θ)n dμ(θ)
)q
=
∞∑
n=0
(
α
n + α
)q
= ∞ (0 < q  1).
Moreover, for 1 < q < ∞ and n  k  0,
{(
n
k
)
θk(1 − θ)n−k
}q

(
n
k
)
θk(1 − θ)n−k . Applying
Minkowski’s inequality, we obtain( ∞∑
n=0
h
q
n,k
)1/q
 α
∫ 1
0
{ ∞∑
n=k
((
n
k
)
θk(1 − θ)n−k
)q}1/q
(1 − θ)α−1 dθ
 α
∫ 1
0
{ ∞∑
n=k
(
n
k
)
θk(1 − θ)n−k
}1/q
(1 − θ)α−1 dθ
= α
∫ 1
0
θ−1/q(1 − θ)α−1 dθ < ∞. (2.2)
For q = ∞, (∑∞n=0 hqn,k)1/q = supn0 |hn,k|  1. By Theorem 2.2, the desired result follows.

To replace μk = 1
/(
k + α
k
)
by μk = 1/(k + 1)α , we get the Hölder matrix H(α) (see [4,
p. 410]). For such a matrix, we have dμ(θ) = | log θ |α−1(α) dθ . The following is a consequence of
Theorem 2.2.
Corollary 2.4. Let α > 0, 1  p ∞, and 0 < q  p. Then
Lp,q(H(α)) =
{∞ if 0 < q  1,
0 if 1 < q ∞.
Proof. Obviously, μ({0}) = μ({1}) = 0 and
∞∑
n=0
(∫ 1
0
(1 − θ)n dμ(θ)
)q
= 1
((α))q
∞∑
n=0
(∫ 1
0
(1 − θ)n| log θ |α−1 dθ
)q
= ∞ (0 < q  1).
Like (2.2), we have( ∞∑
n=0
h
q
n,k
)1/q
 1
(α)
∫ 1
0
{ ∞∑
n=k
((
n
k
)
θk(1 − θ)n−k
)q}1/q
| log θ |α−1 dθ
C.-P. Chen, K.-Z. Wang / Linear Algebra and its Applications 420 (2007) 208–217 213
 1
(α)
∫ 1
0
( ∞∑
n=k
(
n
k
)
θk(1 − θ)n−k
)1/q
| log θ |α−1 dθ
= 1
(α)
∫ 1
0
θ−1/q | log θ |α−1 dθ < ∞ (1 < q < ∞)
and
(∑∞
n=0 h
q
n,k
)1/q = supn0 |hn,k|  1 for q = ∞. Applying Theorem 2.2, we get the desired
result. 
Next, consider the Gamma matrix (α), where α > 0 (see [4, p. 410]). This matrix is the
matrix Hμ with μk = α/(k + α). The corresponding probability measure is dμ(θ) = αθα−1dθ .
By Theorem 2.2, we obtain the following result.
Corollary 2.5. Let α > 0, 1  p ∞, and 0 < q  p. Then
Lp,q((α)) =
⎧⎪⎪⎨
⎪⎪⎩
∞ if 0 < q < ∞ and α  1/q,
α
( ∞∑
n=0
(
n!
(n+α)···(1+α)α
)q)1/q
if 0 < q  1 and α > 1/q,
0 if 1 < q ∞ and α > 1/q.
Proof. Obviously, μ({0}) = μ({1}) = 0 and
∞∑
n=0
(∫ 1
0
(1 − θ)ndμ(θ)
)q
= αq
∞∑
n=0
(∫ 1
0
θα−1(1 − θ)ndθ
)q
= αq
∞∑
n=0
(B(α, n + 1))q (0 < q  1), (2.3)
where B(x, y) is the Beta function defined in [8, Theorem 8.20]. By [8, p. 193, Eq. (96)], we
obtain
n
(
1 −
(
B(α, n + 2)
B(α, n + 1)
)q)
= n
(
1 −
(
n + 1
n + α + 1
)q)
→ qα as n → ∞.
Hence, Lp,q((α)) = ∞ for 0 < q  1 and α < 1/q. This follows from Theorem 2.2(i) and
Raabe’s test (cf. [7, p. 253]). For α = 1/q, we have
n3/2
(
1 − 1
n
−
(
B(α, n + 2)
B(α, n + 1)
)q)
= n3/2
(
1 − 1
n
−
(
n + 1
n + α + 1
)q)
→ 0 as n → ∞.
By Theorem 2.2(i) and Gauss’s test (cf. [7, p. 258]), we infer that Lp,q((α)) = ∞ for 0 < q  1
and α = 1/q. As for α > 1/q, it follows from [8, Theorem 8.20] that:
B(α, n + 1) = (α)(n + 1)
(n + α + 1) =
n!
(n + α) · · · (1 + α)α . (2.4)
Putting (2.3) and (2.4) with Theorem 2.2(i) together yields the second formula. It remains to
prove the case 1 < q ∞. Since (∑∞n=0 hqn,k)1/q = supn0 |hn,k|  1 for q = ∞, we assume
1 < q < ∞. For n  k  0, we have
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h
q
n+1,k
h
q
n,k
=
(
n + 1
n − k + 1 ×
B(k + α, n − k + 2)
B(k + α, n − k + 1)
)q
=
(
n + 1
n + α + 1
)q
and so
n
(
1 − h
q
n+1,k
h
q
n,k
)
→ qα as n → ∞.
For α = 1/q, we also have
n3/2
(
1 − 1
n
− h
q
n+1,k
h
q
n,k
)
→ 0 as n → ∞.
From Raabe’ and Gauss’s tests, we infer from Theorem 2.2(ii) that Lp,q((α)) = ∞ for α  1/q
and Lp,q((α)) = 0 for α > 1/q. This completes the proof. 
The last special case of Theorem 2.2 that we investigate is the following generalized Euler
matrices. Let 0 = α0 < α1 < · · ·  1 and {bk}∞k=0 be a sequence in [0, 1] with
∑∞
k=0 bk = 1. We
allow them to be finite sequences. Denote by E(αk; bk) the Hausdorff matrix Hμ with dμ =∑∞
k=0 bkδαk . The corresponding μk is given by μk =
∑∞
n=0 bnαkn. The matrix E(αk; bk) reduces
to the Euler matrix E(α) for the case that αk0 = α for some k0, bk0 = 1, and bk = 0 for all k /= k0
(cf. [4, p. 410]). Applying Theorem 2.2 to this case, we obtain the following consequence.
Corollary 2.6. Let 1  p ∞, 0 < q  p, and {αk}∞k=0, {bk}∞k=0 be defined as above. Then thefollowing two assertions hold:
(i) For 0 < q  1,
Lp,q(E(αk; bk)) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(
∞∑
n=0
( ∞∑
r=0
(1 − αr)nbr
)q)1/q
if b0 = 0,(
∞∑
n=1
n
( ∞∑
r=0
αr(1 − αr)n−1br
)q)1/q
if b0 /= 0.
(ii) For 1 < q ∞,
Lp,q(E(αk; bk)) =
{
bn if αn = 1 for some n,
0 if 0  αn < 1 for all n  0.
Proof. The assertion (i) follows from Theorem 2.2(i). Since (∑∞n=0 hqn,k)1/q = supn0 |hn,k|  1
for q = ∞, we assume 1 < q < ∞. For n  k  1, we have
h
q
n+1,k
h
q
n,k
=
(
n + 1
n − k + 1 ×
∑∞
r=1αkr (1 − αr)n−k+1br∑∞
r=1αkr (1 − αr)n−kbr
)q
 (1 − α1)q
(
n + 1
n − k + 1
)q
.
This implies
lim sup
n→∞
h
q
n+1,k
h
q
n,k
 (1 − α1)q < 1 for k  1.
By Theorem 2.2(ii) and the ratio test, we get (ii). This completes the proof. 
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The matrix E(α) is a special case of E(αk; bk). By Corollary 2.6, we get
Lp,q(E(α)) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(
1
1−(1−α)q
)1/q
if 0 < q  1 and 0 < α  1,
0 if 0 < q  1 and α = 0,
1 if 1 < q ∞ and α = 1,
0 if 1 < q ∞ and 0  α < 1,
where 1  p ∞ and 0 < q  p. In some cases, Lp,p(E(αk; bk)) gives a finite value, but
L
↓
p,p(E(αk; bk)) = ∞. For instance, set α0 = 0, α1 = 1, b0 = α, and b1 = 1 − α, where 0 <
α  1. Then Corollary 2.6 gives Lp,p(E(αk; bk)) = 1 − α, but by [2, Theorem 1], we have
L
↓
p,p(E(αk; bk)) = ∞, where 1 < p < ∞.
3. Evaluation of Lp,q
(
H tμ
)
The matrix H tμ denotes the transpose of the Hausdorff matrix Hμ. In the following, we give a
formula to evaluate the value of Lp,q
(
H tμ
)
.
Theorem 3.1. Let 1  p ∞, 0 < q  p, and Hμ = (hn,k)n,k0, μ = {μn}∞n=0, dμ be as in
Theorem 2.2. Then the following two assertions hold:
(i) Lp,q
(
H tμ
) = 1 if 0 < q  1.
(ii) Lp,q
(
H tμ
) = ((μ({0}))q + (μ({1}))q)1/q if 1 < q ∞.
Proof. By (1.2), Lp,q
(
H tμ
) = infn0 (∑nk=0 hqn,k)1/q . Consider the case 0 < q  1. We have∑n
k=0 h
q
n,k = 1 for n = 0 and
∑n
k=0 h
q
n,k 
∑n
k=0 hn,k = 1 for n  1. Hence, (i) follows. Now,
we prove (ii). Let 1 < q < ∞. We have
n∑
k=0
h
q
n,k 
(
μ({0}))q + (μ({1}))q + n−1∑
k=1
(∫ 1
0
en,k(θ)dμ(θ)
)q
 (μ({0}))q + (μ({1}))q (n  0). (3.1)
Thus, Lp,q
(
H tμ
)
 ((μ({0}))q + (μ({1}))q)1/q . On the other hand, by Minkowski’s inequality
and Hölder’s inequality, we get
(
n−1∑
k=1
(∫ 1
0
en,k(θ)dμ(θ)
)q)1/q

∫ 1
0
(
n−1∑
k=1
e
q
n,k(θ)
)1/q
dμ(θ)

∫ 1
0
(
n∑
k=0
en,k(θ)
)1/q(
sup
1kn−1
e
q−1
n,k (θ)
)1/q
dμ(θ)
=
∫ 1
0
(
sup
1kn−1
en,k(θ)
)1−1/q
dμ(θ). (3.2)
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We know from the definitions that sup1kn−1 en,k(0) = sup1kn−1 en,k(1) = 0. With the help
of [3, Eq. (19.13)], we see that for 0 < θ < 1, sup1kn−1 en,k(θ) → 0 as n → ∞. By (3.2) and
Lebesgue’s dominated convergence theorem, we obtain
n−1∑
k=1
h
q
n,k =
n−1∑
k=1
(∫ 1
0
en,k(θ)dμ(θ)
)q
→ 0 as n → ∞. (3.3)
It is clear that
h
q
n,0 =
(∫ 1
0
en,0(θ)dμ(θ)
)q
→ (μ({0}))q as n → ∞ (3.4)
and
h
q
n,n =
(∫ 1
0
en,n(θ)dμ(θ)
)q
→ (μ({1}))q as n → ∞. (3.5)
Putting (3.3)–(3.5) together yields
Lp,q
(
H tμ
)
 ((μ({0}))q + (μ({1}))q)1/q .
This leads us to (ii) for the case 1 < q < ∞. The case q = ∞ will be derived by modifying
(3.2)–(3.5) in the following way:
sup
1kn−1
∫ 1
0
en,k(θ)dμ(θ) 
∫ 1
0
sup
1kn−1
en,k(θ)dμ(θ) → 0 as n → ∞,
∫ 1
0
en,0(θ)dμ(θ) → μ({0}) as n → ∞
and ∫ 1
0
en,n(θ)dμ(θ) → μ({1}) as n → ∞.
We leave the details to the readers. 
Theorem 3.1(i) extends [2, Theorem 2] from 1  p = q < ∞ to 0 < q  1  p ∞ for
the transposes of Hausdorff matrices. From Theorem 3.1(ii) and [2, Theorem 2], we see that
Lp,p
(
H tμ
)
< 1  L↓p,p
(
H tμ
)
for 1 < p < ∞ if both of μ({0}) and μ({1}) are less than 1. We
know that μ({0}) = μ({1}) = 0 for Hμ = C(α), or H(α), or (α). Hence, Theorem 3.1 has the
following consequence.
Corollary 3.2. Let α > 0, 1  p ∞ and 0 < q  p. Then Lp,q
(
H tμ
) = 1 for 0 < q  1 and
Lp,q
(
H tμ
) = 0 for 1 < q ∞, where Hμ = C(α), or H(α), or (α).
For Hμ = E(αk; bk), we have μ({0}) = b0, and μ({1}) = bn if αn = 1. Applying Theorem
3.1, we get the following consequence.
Corollary 3.3. Let p, q, {αk}∞k=0, and {bk}∞k=0 be as in Corollary 2.6. Then
Lp,q(E
t(αk; bk)) =
⎧⎨
⎩
1 if 0 < q  1,
b0 if 1 < q ∞ and 0  αn < 1 for all n,
(b
q
0 + bqn)1/q if 1 < q ∞ and αn = 1 for some n.
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In particular, Corollary 3.3 gives
Lp,q(E
t(α)) =
⎧⎨
⎩
1 if 0 < q  1 and 0  α  1,
1 if 1 < q ∞ and α = 0, 1,
0 if 1 < q ∞ and 0 < α < 1,
where 1  p ∞ and 0 < q  p.
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