Abstract. Generalizing the super duality formalism for finite-dimensional Lie superalgebras of type ABCD, we establish an equivalence between parabolic BGG categories of a Kac-Moody Lie superalgebra and a Kac-Moody Lie algebra. The characters for a large family of irreducible highest weight modules over a symmetrizable Kac-Moody Lie superalgebra are then given in terms of Kazhdan-Lusztig polynomials for the first time. We formulate a notion of integrable modules over a symmetrizable Kac-Moody Lie superalgebra via super duality, and show that these integrable modules form a semisimple tensor subcategory, whose Littlewood-Richardson tensor product multiplicities coincide with those in the Kac-Moody Lie algebra setting.
Introduction
Super duality is a powerful general approach developed in the past years in representation theory of finite-dimensional classical Lie superalgebras [CWZ, CW1, CL, CLW] (see the book [CW2, Chapter 6] for an exposition). It states that certain parabolic BGG categories of Lie superalgebras of type ABCD and classical Lie algebras at infinite-rank limit are equivalent as highest weight categories. A parabolic BGG category of Lie superalgebras almost always contains infinite-dimensional simple modules, and at present super duality appears to be the only known general approach toward the basic problem of finding irreducible characters for such categories. Some notable consequences of super duality include:
(i) The Kostant u-homology groups with coefficients in irreducible highest weight modules over classical Lie algebras and Lie superalgebras match perfectly. (ii) The character formula for a large class of irreducible highest weight modules over Lie superalgebras of type ABCD is obtained via the classical KazhdanLusztig polynomials.
The goal of this paper is to establish the super duality formalism and also formulate a notion of integrable modules for a large class of Kac-Moody Lie superalgebras. The class of Kac-Moody Lie superalgebras considered in this paper is a family of contragredient Lie superalgebras g n for n ∈ N ∪ {−1} associated to super generalized Cartan matrices corresponding to Dynkin diagrams of the form (3.5), whose submatrix corresponding to a head subdiagram (3.1) satisfies the mild conditions (A) and (B) (see Sections 3 and 4). More generally, we may also allow the case where there is more than one isotropic odd simple root together with its associated tail diagram of type A attached to B (see Remark 5.6). In particular, this contains the finite-dimensional Lie superalgebras of type ABCD, the exceptional simple Lie superalgebras, and also the affine Lie superalgebras associated with classical and exceptional Lie superalgebras.
The notion of Kac-Moody (or rather that of contragredient) Lie superalgebras was introduced by Kac [K1, Section 2.5] in a way similar to the more familiar notion of Kac-Moody Lie algebras (see also [vdL] ). The anisotropic Kac-Moody superalgebras and their integrable representations were studied in depth in [K2] (see also [CFLW] for more general representations), where the "anisotropic" condition (C1 ′ ) in Section 2 means "no isotropic odd simple roots". However, little is known about the characters of irreducible highest weight modules in BGG categories of the general Kac-Moody Lie superalgebras (with isotropic odd simple roots) beyond the finite-dimensional classical Lie superalgebras except in some rather special cases for affine Lie superalgebras (see ). The classification problem of finite-growth contragredient Lie superalgebras under various conditions was studied by van der Leur [vdL] , Hoyt, and Serganova [HS, Hoyt] .
For our purpose, we introduce another family of contragredient Lie superalgebras g n for n ∈ N, which are obtained by replacing all the odd isotropic simple roots in g n with even non-isotropic ones. We show as a main result in this paper that suitable parabolic BGG categories of g n and g n at infinite-rank limit are equivalent as highest weight categories. We remark that g n is not necessarily of Kac-Moody (super) type since the associated matrix may not be a super generalized Cartan matrix, as it may have a positive off-diagonal entry in a row corresponding to non-isotropic simple root.
In the most important cases when g n or its limit g of infinite rank is a symmetrizable Kac-Moody Lie algebra (or even symmetrizable anisotropic Kac-Moody superalgebra), feature (i) above of the super duality formalism remains valid in the current setting once we replace the word "classical" above by "Kac-Moody", while (ii) also applies in many cases by making use of the solution of the Kazhdan-Lusztig conjectures for symmetrizable Kac-Moody Lie algebras by Kashiwara-Tanisaki and others (see [KT] and references therein). Feature (ii) above applies to the simple exceptional Lie superalgebras, but not to the affine Lie superalgebras since the corresponding Lie algebra g n is not of Kac-Moody type.
While super duality in our general setting is established largely by the same strategy as in the case of finite-dimensional classical Lie superalgebras treated earlier, the technical details are more challenging than before. For instance, the structures of root systems are very explicit and well understood in the classical setting, but it is much less so for Kac-Moody or contragredient Lie superalgebras. We need to deal with issues like when a contragredient Lie superalgebra associated to a matrix B is a subalgebra of another contragredient Lie superalgebra associated to a matrix A (see Propositions 2.3 and 3.2). One also needs to be more roundabout, without referring to the detailed knowledge of root systems, in showing that the super duality functors match the parabolic Verma and simple modules, respectively (see Lemma 4.3). In the classical setting, we have weights ǫ i available which greatly facilitate the construction of super duality. In the current generality, we have found a way of introducing such ǫ i as needed, by considering an extension by an outer derivation (see (4.1)).
As another remarkable application of super duality, we formulate a notion of integrable modules over symmetrizable Kac-Moody Lie superalgebras G associated with super generalized Cartan matrices with no positive off-diagonal entry (see the condition (C) in Section 6). These integrable modules correspond to the usual integrable modules over a symmetrizable anisotropic Kac-Moody Lie superalgebra g (see [K2, K3] ), under super duality with g −1 = G. In fact, they are shown to form a semisimple tensor subcategory, whose Littlewood-Richardson tensor product multiplicities coincide with those for g (compare [Kw] ). We show that the integrable G-modules afford a nice intrinsic characterization similar to that of the integrable g-modules, where the condition of being semisimple over the sl(2) or osp(1|2)-copy associated to each non-isotropic simple root is supplemented by that of being a polynomial representation over gl(1|1) for each odd isotropic simple root. It also follows that the irreducible modules in this semisimple category admit BGG type resolutions in terms of Verma modules. For the orthosymplectic Lie superalgebras such modules are the so-called oscillator modules. In general, we can define a notion of integrable g n -modules for n ∈ N, even if g n does not satisfy the condition (C), and obtain similar results (see Remark 6.8). Unlike the Kac-Moody Lie algebra case, the notion of integrable modules over Kac-Moody Lie superalgebras with odd isotropic simple roots is subtle and there is no universal agreement; for some earlier notion of integrability see [KW2] for affine superalgebras (also see [S] ).
The paper is organized as follows. In Section 2, we recall necessary background on contragredient and Kac-Moody Lie superalgebras. In Section 3, we define finite-rank Lie superalgebras g n , g n , and their limits g, g of infinite rank, respectively. In Section 4, we specialize g and g, and introduce parabolic BGG categories O and O of g and g, respectively. It is proved that the characters of irreducible highest weight modules in O are determined by those in O. In Section 5, we establish an equivalence of categories between O and O, which we refer to as super duality. The irreducible characters in the category O n of g n -modules (which is a finite-rank version of O) are given by KazhdanLusztig polynomials (for a large class of g n and their highest weight modules). Finally, in Section 6, we construct a full subcategory of O n , which form a semisimple tensor category.
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Kac-Moody Lie superalgebras
Let Z, N, and Z + stand for the sets of all, positive, and non-negative integers, respectively. All vector spaces, algebras, etc., are over the complex field C.
Let I be a finite set with a Z 2 -grading I = I 0 ⊔ I 1 . Suppose that |I| = n and A = (a ij ) i,j∈I is a complex matrix of rank ℓ. We let (h, Π, Π ∨ ) be a minimal realization of A (cf. [K3, §1.1]); that is, (1) h is a vector space of dimension 2n−ℓ, (2) Π = {α i | i ∈ I } and Π ∨ = {α ∨ i | i ∈ I } are linearly independent subsets of h * and h, respectively, satisfying α i , α ∨ j = a ji for i, j ∈ I. Let g(A) be the Lie superalgebra generated by h and { e i , f i | i ∈ I } subject to the following relations:
The parity of each generator is given by p(h) = 0 for h ∈ h, and p(e i ) = p(f i ) = ε, for i ∈ I ε (ε ∈ Z 2 ).
We have a triangular decomposition g(A) = n + ⊕ h ⊕ n − , where n + and n − are the subalgebras generated by the e i 's and the f i 's (i ∈ I), respectively. Let r 1 and r 2 be two ideals of g(A) such that r i ∩ h = 0 for i = 1, 2. Then r 1 + r 2 is also an ideal of g(A) intersecting h trivially. Thus, there exists a unique ideal r that is maximal among the ideals intersecting h trivially. Following [K1] , we define g(A) := g(A)/r and call it the contragredient Lie superalgebra associated with A.
Let g = g(A)/s be the quotient algebra of g(A) by an ideal s ⊆ r. Then g has the triangular decomposition g = n + ⊕ h ⊕ n − induced from that of g(A). Consider the following conditions on g:
(H) g has no non-trivial ideal intersecting h trivially. (N) For every non-zero root vector x ∈ n + , there exists f i such that [x, f i ] = 0; for every non-zero root vector y ∈ n − , there exists e i such that [y, e i ] = 0.
Lemma 2.1. Let g be as above. The conditions (H) and (N) are equivalent.
Proof. Suppose that g satisfies (N) and s 0 ⊆ g is a non-zero ideal intersecting h trivially. Then we can find a non-zero root vector x ∈ s 0 corresponding to a root α, which has minimal height in s 0 . For definiteness, assume that α is positive or x ∈ s 0 ∩ n + since the case when α is negative is analogous. It is clear that x = e i for i ∈ I, for otherwise
is a positive root vector in s 0 of height less than that of x. This contradicts the minimality of the height of x. So, g satisfies (H). Conversely, suppose that g satisfies (H). If there exists a positive root vector x ∈ n + such that [x, f i ] = 0 for all i ∈ I, then the ideal generated by x is a non-zero ideal in n + and hence intersects h trivially, contradicting (H). The argument for y ∈ n − is similar. Thus, (H) implies (N).
Lemma 2.2. Let g be a Lie superalgebra generated by an abelian subalgebra h of dimension 2n−ℓ and { e i , f i | i ∈ I }. Suppose that there exist linearly independent vectors
Proof. It follows by the same proof as in the Lie algebra setting; see the proof of [Car, Proposition 14.15] .
The following was stated in [K1, Section 2.5.1]. 
is linearly independent, so that we have a minimal realization of B. Let g be the subalgebra of g(A) generated by h ′ and { e i , f i | i ∈ J }. It suffices to prove that g satisfies the condition (N). First suppose that x is a positive root vector in g such that [x, f j ] = 0 for all j ∈ J. Since x is generated by the e j 's with j ∈ J, we must have [x, f i ] = 0 for i ∈ J, which implies that x = 0. The case when x is a negative root vector is analogous. Now we apply Lemmas 2.1 and 2.2 and conclude that g ∼ = g(B).
Recall the following, which describes the effect of an odd reflection on a fundamental system of a contragredient Lie superalgebra (cf. [PS] ). ( (C0) a ii = 2 for all i ∈ I 0 ; (C1) a ii = 2 or 0 for all i ∈ I 1 ; (C2) If a ii = 2 then, for all j = i, a ij ∈ −Z + for i ∈ I 0 and a ij ∈ −2Z + for i ∈ I 1 ; (C3) a ij = 0 if and only if a ji = 0. Following [vdL] we call the corresponding contragredient Lie superalgebra g(A) the Kac-Moody Lie superalgebra associated with a SGCM A. A SGCM A = (a ij ) i,j∈I and the corresponding Kac-Moody Lie superalgebra g(A) are called anisotropic if A satisfies the following condition (stronger than (C0) and (C1) above):
(C1 ′ ) a ii = 2 for all i ∈ I. Note that it is possible that a ij > 0 for i = j for a SGCM, which occurs only when a ii = 0. In particular, an anisotropic Kac-Moody Lie superalgebra does not have a positive off-diagonal entry in its SGCM. Also, note that if I 1 = ∅, then A is a generalized Cartan matrix (simply GCM) as defined in [K3, §1.1] , and g(A) is the Kac-Moody Lie algebra associated with A.
Remark 2.5. We would like to point out that the definition of a Kac-Moody Lie superalgebra in [vdL] , and which is the one used in this paper, differs from the one in [S] (see also [Hoyt, HS] ). Indeed, the Kac-Moody Lie superalgebra in this paper in the terminology of [S] is referred to as a regular admissible contragredient Lie superalgebra.
Example 2.6. Consider the three simple finite-dimensional exceptional Lie superalgebras G(3), F (3|1) (sometimes denoted by F (4)), and D(2|1, α) for α ∈ C \ {0, −1}. According to [K1, Proposition 2.5 .4], we can choose the following SGCM's for their distinguished fundamental systems (in contrast to the matrices in loc. cit. we have rescaled the odd isotropic simple root by −1):
where only the first row index has parity 1. Note that if we replace the zero diagonal entries in the above matrices by 2 and change the parity of the corresponding row index, then the above matrices become symmetrizable generalized Cartan matrices so that the resulting Lie algebras are symmetrizable Kac-Moody Lie algebras. (In the case of D(2|1, α), we need to assume that α ∈ N.)
Remark 2.7. Suppose that A = (a ij ) i,j∈I is a SGCM. Then in g(A) we have the following relations for i, j ∈ I with i = j ( [vdL, Proposition 3 .3]):
where m(j) = 1 if a ij = 0 and m(j) = 2 if a ij = 0.
3. The Lie superalgebrasg, g, and g
Let I be a Z 2 -graded set and let A = (a ij ) i,j∈I be a matrix with a ij ∈ Z and a ii = 2 or 0 for i, j ∈ I. We draw the corresponding Dynkin diagram as follows: The vertices of the Dynkin diagram are parametrized by I, and denoted by (resp. ② ) when a ii = 2 with i ∈ I 0 (resp. i ∈ I 1 ), and by when a ii = 0, for i ∈ I 1 . Furthermore, for two vertices i, j with a ij = 0 or a ji = 0, we draw an edge connecting them and label it with the pair of integers (a ij , a ji ) as follows:
where • denotes one of , ② , or . For r ∈ T ∞ := {−1} ∪ 1 2 N, we consider a SGCM (a st ) labelled by the (tail) set T r := {−1, 
be the (tail) Dynkin diagram associated to this SGCM (a st ) with a fundamental system
Suppose that a SGCM B is given. We denote its Dynkin diagram by B and its fundamental system by Π B . We consider the following Dynkin diagram, which we call the head diagram, by connecting a vertex also indexed by α −1 to some vertices γ j in B with labels (b j , c j ) (1 ≤ j ≤ p):
Here,
and γ ∨ j (respectively α −1 and γ j ) are the associated simple coroots (respectively simple roots) in a minimal realization of (3.1). We denote by A hd the matrix corresponding to the head diagram (3.1). Throughout the paper, we shall always assume that A hd is a SGCM, or equivalently, for 1 ≤ j ≤ p,
Example 3.1. Suppose that B is a disjoint union of two classical Dynkin diagrams of type C and type B:
Incorporating the lengths of the roots into the diagram and removing the labels we get the more familiar forms:
Here we regard γ 1 , and γ 2 as the two end vertices of B . We connect B to a vertex α −1 at γ 1 and γ 2 with labels (b 1 , c 1 ) = (−1, −1) and (b 2 , c 2 ) = (−1, 1), respectively, so that the resulting head diagram is of the form:
Incorporating the lengths of the roots (and removing the labels) we can stretch it into its more familiar form, which is the Dynkin diagram of the affine Lie superalgebra of type B:
Similarly, one constructs the Dynkin diagram of the affine Lie superalgebra of type D as a head diagram (3.1) with B being a disjoint union of two classical Dynkin diagrams of type D and type C.
For r ∈ T ∞ , we consider a new Dynkin diagram by merging the head diagram with the tail diagram parametrized by T r as follows (or by identifying the α −1 in the head and tail diagrams):
Let g • r be the Kac-Moody Lie superalgebra associated with the above Dynkin diagram, whose fundamental system is
by Proposition 2.3, we have a well-defined Lie superalgebra
It is easy to see that g • satisfies (N) and hence (H) by Lemma 2.1. Thus, by abuse of terminology one may regard g • as the Kac-Moody Lie superalgebra (of infinite rank) associated with the following Dynkin diagram:
. . .
We define g := g • ⊕ Cd, which is an extension of g • by an outer derivation of
Here e α −1 and f α −1 denote the positive and negative generators in g • corresponding to α −1 , respectively. Note that ad(d) is well-defined since the ideals which define g • r are graded. Also set
system of g, and let h be the Cartan subalgebra of g, which is a direct sum of the Cartan subalgebra of g • and Cd.
2 N). For n ∈ N, consider the following Dynkin diagram:
When n = 1 we mean the diagram (3.4) with no β i 's for i ≥ 1. We note that the corresponding contragredient Lie superalgebra, denoted by g • n , is a Kac-Moody Lie superalgebra if and only if
for the other generators. We note that d is possibly an inner derivation plus a central element. Set
this fundamental system of g, and let h be the Cartan subalgebra of g.
On the other hand, for n ∈ N ∪ {−1}, let g
• n be the Kac-Moody Lie superalgebra associated with the Dynkin diagram below:
When n = −1 we mean the diagram (3.5) with no β r 's for r ≥ 1/2. Similarly, let g • = n g
• n and let g := g • ⊕ Cd be its extension by d as in the case of g • . Set
2 + Z + } denote this fundamental system of g, and let h be the Cartan subalgebra of g. Proposition 3.2. g and g can be naturally regarded as subalgebras of g.
Proof.
We shall prove the case of g, as the proof for g is similar. Consider the subdiagram:
. . . , we get the following diagram by Proposition 2.4:
Note that in the process of applying odd reflections, we may have a matrix with a diagonal entry −2. Then we replace it with 2 by multiplying a suitable diagonal matrix, which changes only the sign of the corresponding row, but does not change the associated contragredient Lie superalgebra. Now, the subdiagram above, starting from the first isotropic odd root, is of type A. Applying a suitable sequence of odd reflections and using Proposition 2.3, it is easy to see that the contragredient Lie superalgebra corresponding to any finite-rank diagram of the form (3.4) is a subalgebra of g. Finally we can check without difficulty that the outer derivation d on g • when restricted to g • coincides with d on g • . This completes the proof.
In light of Proposition 3.2, we have
Corollary 3.3. Let g, g, and g be as above.
(1) If α is a root of g, then α appears in both g and g with the same multiplicity.
(2) If α is a root of g, then α appears in both g and g with the same multiplicity.
Proof. Without loss of generality, we may assume that α is positive. So α is a finite sum of simple roots of g. By Proposition 2.3, it is a root of a contragredient Lie superalgebra of finite rank, whose diagram is a connected subdiagram of both g and g (with respect to a fundamental system different from its standard one, but constructed in the proof of Proposition 3.2). This proves (1). The proof of (2) is similar.
We end this section with the following easy but important observation on the conditions for g to be a (symmetrizable) Kac-Moody Lie algebra. Recall that c j (1 ≤ j ≤ p) are the entries in A hd satisfying (A).
Proposition 3.4.
(1) If Π B has no odd simple root and Proof. Since (1) is clear from the diagram of g, we prove (2) only. Let D be an l × l diagonal matrix such that DA hd is symmetric. Note that if A hd is the matrix obtained from A hd by replacing the diagonal entry 0 (for α −1 ) by 2 and changing its parity, then DA hd is still symmetric. Let d be the diagonal entry of D corresponding to α −1 . Consider the diagonal (l + n − 1) × (l + n − 1) matrix
It follows that D ′ A ′ is diagonal where A ′ is the generalized Cartan matrix corresponding to the Dynkin diagram (3.4).
Example 3.5. If A hd is one of the matrices corresponding to the exceptional simple Lie superalgebras in Example 2.6, with α ∈ N, then the corresponding contragredient Lie superalgebra g is a symmetrizable Kac-Moody Lie algebra.
Irreducible character formulas
Let I be the index set for the SGCM B, i.e., for the vertices of its Dynkin diagram B . Let I ∪ {−1} be the index set for A hd or the head diagram (3.1), where as usual we denote the index of the simple root α −1 by −1. Recall that A hd is again a SGCM by our assumption (A). The index set of the simple roots of g is I := I ∪ T ∞ , where I 0 = I 0 and I 1 = I 1 ∪ T ∞ . The set of simple roots and coroots of g are Π = { α i | i ∈ I } and Π ∨ = { α ∨ i | i ∈ I }, respectively. From now on, unless otherwise specified, we shall assume in addition that B = ( α j , α ∨ i ) i,j∈I is a symmetrizable and anisotropic SGCM, (B) that is, g(B) is a symmetrizable anisotropic Kac-Moody superalgebra, whose structure and representations were studied in detail in [K2] (also cf. [CFLW, Remark 4.11] ). In particular, ad(e i ) and ad(f i ) act locally nilpotently on g for i ∈ I by Remark 2.7. Note that the off-diagonal entries c j in A hd may still be positive integers.
For i ∈ I, let ω i be the fundamental weight for g such that
We further assume that ω i , d = −1 for i ∈ T ∞ , and 0 for i ∈ I. Let ω be the fundamental weight with respect to d, that is, ω, d = 1 and ω, α ∨ i = 0 for all i ∈ I. For i ∈ T ∞ , define
Then ǫ i , h j = δ ij and ω k , h j = 0 for i, j ∈ T ∞ and k ∈ I.
Remark 4.1. Let gl(∞|∞) denote the general linear Lie superalgebra spanned by the elementary matrices E i,j for i, j ∈ T ∞ with parity p(E i,j ) = 2(i + j) (mod 2). Then the subalgebra of g generated by e i , f i , and h i for i ∈ T ∞ is isomorphic to gl(∞|∞), where e −1 → E −1,1/2 , e r → E r,r+1/2 , f −1 → E 1/2,−1 , f r → (−1) 2r E r+1/2,r for r ∈ 1 2 N, and h i → E i,i for i ∈ T ∞ . Let P = Zω + i∈ I Zω i be the set of integral weights for g. Note that α r = ǫ r − ǫ r+1/2 ∈ P for r ∈ 1 2 N. We define
We can regard P ⊆ P and P ⊆ P . Introduce
Then we have
, . . .} are the fundamental weights for the (even) tail diagrams of g and g, starting from β −1 and β 1/2 , respectively. Thus, we can identify P and P with the sets of integral weights for g and g, respectively.
Now, we define functors T and T as follows. For a g-module M with weight space decomposition M = γ∈ P M γ , we set
A homomorphism f : M → N of g-modules with integral weights is in particular an h-module homomorphism. Hence we have the restriction maps Proof. We will show this for T ( M ) only, as the case of T ( M ) is similar. Writing the simple roots β n = α n + α n+1/2 (n ∈ N) in terms of fundamental weights, we see that β n = (ω n − ω n−1/2 ) + (ω n+1/2 − ω n+1 ) = ǫ n − ǫ n+1 . Also we have
Hence, P is invariant under adding or subtracting the simple roots of g, which implies that T ( M ) is a g-module.
Let J ⊆ I be given. Let l hd be the Levi subalgebra of g generated by the Cartan subalgebra of g(A hd ) and { e i , f i | i ∈ J }, which is a symmetrizable anisotropic KacMoody Lie superalgebra by (B). Furthermore, let gl(∞|∞) >0 be the subalgebra of gl(∞|∞) spanned by E r,s for r, s ∈ T ∞ \ {−1} (see Remark 4.1). Put l = l hd ⊕ gl(∞|∞) >0 .
Let g = n + ⊕ h ⊕ n − be the triangular decomposition of g, and let p = l + n + be the parabolic subalgebra corresponding to l with nilradical u + and opposite radical u − . Let l = g ∩ l and l = g ∩ l. The subalgebras u ± , p of g, and u ± , p of g are defined in a similar way.
Denote the set of partitions by P.
. .) denote the conjugate of µ. We denote a variant of Frobenius coordinates for µ by
where a = max{a, 0} for a ∈ Z. Let P + be the subset of P consisting of weights of the following form:
where + λ = ( + λ 1 , + λ 2 , . . .) ∈ P, and κ i ∈ Z + (respectively κ i ∈ 2Z + ) for i ∈ J 0 (respectively i ∈ J 1 ). For λ ∈ P + as in (4.2), we define
We denote the images of ♮ : P + → P and θ : P + → P by P + and P + , respectively, so that we get respective bijections ♮ : P + → P + and θ : P + → P + .
For λ ∈ P + , we assume the following notations. where we extend L(l, λ) in a trivial way to a p-module. Similarly as above, we introduce the self-explanatory notations of
Now, we define O to be the category of g-modules M such that M is h-semisimple with finite-dimensional weight spaces and satisfies (1) M is a direct sum of L(l, γ)'s with γ ∈ P + as an l-module, (2) there exist λ 1 , λ 2 , . . . , λ k ∈ P + such that wt(M ) ⊂ i λ i − α∈Π Z + α , where wt(M ) denotes the set of weights of M . The morphisms in O are all g-module homomorphisms. The categories O and O of g-and g-modules, respectively, are defined analogously, with h, l, P + , and Π replaced accordingly. Lemma 4.3. For λ ∈ P + , we have X(λ) ∈ O, X(λ ♮ ) ∈ O, and X(λ θ ) ∈ O, where X = ∆ or L.
Proof. First, we note that both L(l, λ) and u − are integrable l-modules. The enveloping algebra U (u − ) is also integrable via the adjoint action of l. Hence, U (u − )⊗L(l, λ), which is isomorphic to ∆(λ) as an l-module, is completely reducible over l [K2, Proposition 2.8] (see also [CK, Section 3.2.2] ). This proves ∆(λ) ∈ O and hence L(λ) ∈ O.
Next, we see that L(l, λ ♮ ) is an integrable l-module. Also, by (A), (B), and Remark 2.7, u − is an integrable l-module, and so is its enveloping algebra. This shows
is an integrable l hd -module and a polynomial gl(∞|∞) >0 -module. It is clear from (A), (B), and Remark 2.7 that u − is an integrable l hd -module. Now, we claim that u − is a polynomial gl(∞|∞) >0 -module. Let α be a negative root in u − , where α = − i∈ I a i α i for some a i ∈ Z + with a −1 = 0. Since
for some p i , q r ∈ Z. Since a −1 = 0, there exists an s ∈ 1 2 N such that q s = 0. Choose the largest such s. Then q s ∈ N since α s−1/2 = ǫ s−1/2 − ǫ s and a s−1/2 ∈ N. Suppose that q t is negative for some 1/2 ≤ t < s, and choose the largest such t. Let x ± be a root vector of g associated with an even root ±β t = ±(α t + α t+1/2 ). Then ad(x ± ) is locally nilpotent on u − . We apply the simple reflection associated with β t to have another negative root α ′ of u − , which is obtained from α by exchanging the coefficients of ǫ t and ǫ t+1 . Applying the above process repeatedly, we have a negative root of the form (4.4), where there exists s ∈ 1 2 N such that q s ∈ −N and q s ′ = 0 for s ′ > s, which is a contradiction. This proves our claim, which implies that the enveloping algebra U ( u − ) is also a polynomial gl(∞|∞) >0 -module.
Therefore, ∆(λ θ ) is completely reducible over l, since U ( u − )⊗L( l, λ θ ) is an integrable l hd -module and a polynomial gl(∞|∞) >0 -module (see e.g. [CK] , [CW2, Theorem 6.4 
]). We conclude that ∆(λ
Let n ∈ N be given. Consider the following sequence of n(n+1) 2 odd roots in g. We denote by b s (n) the new Borel subalgebra of g obtained by applying the odd reflections corresponding to the above sequence starting from α 1 . The set of simple roots of
The proof of [CL, Lemma 3 .1] can be easily adapted (as done in [CLW] ) to prove the following.
Lemma 4.4. Let λ ∈ P + and n ∈ N be given.
(
Here ℓ(µ) denotes the length of a partition µ.
Proof. Let { x 1 , x 2 , . . . } and { y 1 , y 2 , . . . } be mutually commuting formal variables. For µ ∈ P, let s µ (x 1 , x 2 , . . .) and HS µ (x 1 , x 2 , . . . ; y 1 , y 2 , . . .) denote the Schur function and the hook (or super) Schur function corresponding to µ, respectively (cf. [CW2, Appendix A] ). For an indeterminate e, set x i = e ǫ i for i ∈ 1 2 N. Let λ ∈ P + be as in (4.2). Since l = l hd ⊕ gl(∞|∞) >0 , we see that (ignoring the eigenvalue of d)
where ν = i∈I κ i ω i (cf. [CK] ) and L( l hd , ν) is the irreducible highest weight l hdmodule with highest weight ν. In particular, it follows that
Then the lemma follows from comparing the above characters and the definitions of T and T . Proof. By Lemma 4.5, it suffices to show that
This follows from the same argument as in [CW2, Proposition 6.15 ].
Lemma 4.7. We have T ( u + ) = u + and T ( u + ) = u + .
Proof. We show T ( u + ) = u + only, as the proof of T ( u + ) = u + is similar. It is clear that the simple roots β −1 and β n (n ∈ N) lie in T ( u + ) (cf. Proposition 4.2). Thus u + ⊆ T ( u + ). Conversely, let α be a positive root of g such that α ∈ P . Then α is of the form i∈I a i α i + a −1 β −1 + n∈N b n β n for some a i , b n ∈ Z + . So it remains to show that α is generated by the root vectors corresponding to the simple roots α i , β −1 , and β n for i ∈ I and n ∈ N. This follows from the procedure of applying sequences of odd reflections to obtain b c (n) from b. Now by Corollary 3.3, the root multiplicities also coincide. Hence, T ( u + ) ⊆ u + .
Proposition 4.8. For λ ∈ P + , we have T ( X(λ θ )) = X(λ) and T ( X(λ θ )) = X(λ ♮ ), where X = ∆ or L.
Proof. We shall sketch the proof for T , as the case for T is similar.
With Lemmas 4.4 and 4.5 at our disposal, we may follow the proof of [CW2, Proposition 6 .16] and show that T ( X(λ θ )) is a highest weight module in O with highest weight λ. Now Lemma 4.7 shows that T ( ∆(λ θ )) has the same character as ∆(λ), and hence it must be equal to ∆(λ). The irreducibility of T ( L(λ θ )) follows from the same argument as in [CW2, Theorem 6.17] , and hence T ( L(λ θ )) = L(λ).
For λ ∈ P + , we write that
with m µλ ∈ Z. By Propositions 4.6 and 4.8, we conclude the following.
Theorem 4.9. The character formulas of the irreducible g-and g-modules in the respective categories O and O are determined by those of the irreducible g-modules in O.
More precisely, for λ ∈ P + , the characters are given by
where m µλ are as in (4.5).
Finally, let us recall the truncation functors to describe the irreducible characters for the corresponding Lie superalgebras of finite rank.
For n ∈ N ∪ {−1}, recall the finite-rank Lie (super)algebras g n , g n , and g n from Section 3, whenever they are defined. Let P n be the set of λ ∈ P such that the coefficient of ǫ r in λ is 0 for r > n + 1 2 . We may regard λ ∈ P n as an integral weight for g n . Note that ω = −ǫ −1 + ǫ 1/2 − ǫ 1 + · · · − ǫ n + ǫ n+ 1 2 as a weight for g n . Similarly we let P n = P ∩ P n and P n = P ∩ P n be the sets of integral weights for g n and g n , respectively. Put P + n = P n ∩ P + , P + n = P n ∩ P + , and P + n = P n ∩ P + . For λ ∈ P + n , we let ∆ n (λ) and L n (λ) be the corresponding parabolic Verma and irreducible modules over g n with highest weight λ, and let O n denote the corresponding category of g n -modules. Similarly, ∆ n (λ ♮ ), L n (λ ♮ ), O n and ∆ n (λ θ ), L n (λ θ ), O n are defined for g n and g n , respectively.
For n < k ≤ ∞, we define the truncation functor tr k n : O k −→ O n by sending M = γ∈P k M γ to its subspace γ∈Pn M γ . The truncation functors from O k and O k to O n and O n , respectively, are defined analogously. Here it is understood that
where X = ∆ or L (cf. [CW2, Proposition 6.9] ). The counterparts of (4.6) hold for
. Now Theorem 4.9 has the following finite-rank analogue thanks to the counterpart for O n of (4.6).
Corollary 4.10. For λ ∈ P + such that λ ♮ ∈ P + n , the character formula of the irre-
Remark 4.11.
(1) Assume that I 1 = ∅ (and thus B is a GCM), γ j , α ∨ −1 = c j ≤ 0 for all 1 ≤ j ≤ p, and A hd is symmetrizable. Then the integers m µλ are often the evaluation at q = 1 of various parabolic Kazhdan-Lusztig polynomials for the Hecke algebra associated to the Weyl group of a symmetrizable Kac-Moody Lie algebra g (see Kashiwara-Tanisaki [KT] and the references therein).
(2) Assume that B is an anisotropic SGCM satisfying additionally that the square length of α i has the same parity as i, for all i ∈ I (this additional condition might be removable eventually). For such a B, an additional equivalence of categories between O n and a BGG category of some Kac-Moody Lie algebra given in [CFLW, Remark 4 .11], when combined with Corollary 4.10, still allows us to determine the characters of irreducible g n -modules in the category O n in terms of those of the corresponding KacMoody Lie algebra.
(3) Recall that g = g • + Cd. We note that in the categories that we consider in this paper the multiplicities m µλ in (4.5) for g and g • are identical. This can be seen as follows: First, note that the respective irreducible l-and l • -modules are the same using the exact same type of argument as in Exercise 2.1 in [CW2] . From this it follows that the parabolic g-and g • -modules are also the same. Now, since the irreducible g-modules and g • -modules are also the same, we conclude that the respective composition factors in the parabolic Verma modules coincide. Proof. If we let A hd be the SGCM's of the exceptional finite-dimensional Lie superalgebras G(3), F (3|1), and D(2|1, α) in Example 2.6, then the respective Dynkin diagrams of Lie superalgebras g become the following:
By Corollary 3.4, the corresponding Lie algebras g are all symmetrizable Kac-Moody Lie algebras (of infinite rank). We note that the Lie superalgebras g contains subalgebras g −1 which are isomorphic to these finite-dimensional exceptional Lie superalgebras. Finally, we apply Corollary 4.10 to complete the proof.
Remark 4.13. The super dimensions for finite-dimensional irreducible modules over these exceptional simple Lie superalgebras were studied earlier in [T, KW1] . For D(2|1, α), finite-dimensional irreducible character formulas were obtained in [Ger] (see also [vdJ] ). Recently, in [SZ] finite-dimensional irreducible character formulas for all these Lie superalgebras were computed.
Super duality
In this section we continue to work under the assumptions (A) and (B) on g, g, and g as in Section 4. Let us first briefly recall the notion of Kostant (co)homology groups of the nilradicals of g, g, and g with coefficients in modules from O, O, and O, respectively (see, e.g., [CW2, Section 6.4 ] and the references therein).
For M ∈ O, let M = T ( M ) and M = T ( M ). We denote by H n ( u − , M ) for n ∈ Z + the Kostant u − -homology groups with coefficients in M , which are determined from the chain complex d :
the super exterior algebra generated by u − . Note that the boundary operator d is an l-module homomorphism, and H n ( u − , M ) is a semisimple l-module since Λ( u − ) and Λ( u − )⊗ M are semisimple over l. The homology groups H n (u − , M ) and H n (u − , M ) are defined by the chain complexes d :
which are semisimple over l and l, respectively.
The cohomology groups H n ( u + , M ) for n ∈ Z + are defined by the cochain complex ∂ :
Hom(Λ n u + , M ) and Hom(Λ n u + , M ) = (Λ n u + ) * ⊗ M with (Λ n u + ) * denoting the restricted dual of Λ n u + . The cohomology groups H n (u + , M ) and H n (u + , M ) are defined similarly. Let τ be the automorphism of g given by τ (e i ) = −(−1) p(e i ) f i , τ (f i ) = −e i and τ (h) = −h for i ∈ I and h ∈ h. We denote by M ∨ the restricted dual
, and homogeneous elements x ∈ g, f ∈ M * . Then we have the following duality:
for n ∈ Z + as l-modules (cf. [CW2, Theorem 6.24] and [L] ). Similar dualities also hold for H n (u − , M ) and H n (u − , M ).
Theorem 5.1. For M ∈ O and n ∈ Z + , we have
Proof. By Lemma 4.7, we have
Since the chain complexes are semisimple over the Levi subalgebras, we have isomorphisms between the homology groups by Lemma 4.5 and Proposition 4.6.
Corollary 5.2. For λ ∈ P + and n ∈ Z + , we have
Corollary 5.3. For λ ∈ P + and n ∈ Z + , we have
, and L(λ) are self-dual with respect to the functor ∨. Then the isomorphisms follow from (5.1) and Corollary 5.2.
Based on [KL, V] , we define the (parabolic) Kazhdan-Lusztig-Vogan polynomials in O, O, and O for λ, µ ∈ P + by
By standard arguments, we see that ch L(λ) = µ∈P + ℓ µλ (1)ch ∆(µ). By Theorem 5.1, we have the following.
Theorem 5.4. For λ, µ ∈ P + , we have ℓ µλ (q) = ℓ µ ♮ λ ♮ (q) = ℓ µ θ λ θ (q). Now, we are ready to state one main result in this paper, which naturally extends the results in [CL] and [CLW] .
Theorem 5.5. The following statements hold.
(1) T : O −→ O is an equivalence of categories. Proof. Let us define an equivalence relation ∼ on h * by letting µ ∼ ν if and only if µ − ν ∈ α∈ Π Zα. For µ ∈ h * , we fix a representative [µ] o in the equivalence class [µ] and declare the parity of [µ] o is 0. Consider a Z 2 -grading on h * as follows:
Let O In particular, all categories involved are abelian. Now, with Corollaries 5.2 and 5.3 at our disposal, we may apply the same arguments as in [CW2, Section 6 .5] (cf. [CL, CLW] ).
First, we can prove that for M , N ∈ O, T induces isomorphisms 
is a highest weight g-module. We can also prove that for a highest weight g-module V with highest weight λ, there exists a highest weight g-module V with highest weight λ θ such that T ( V ) ∼ = V . This, together with (ii), implies that there exists a filtration of g-modules
Finally, by (i), we conclude that T : O −→ O is an equivalence of categories, which proves (1). The proof of (2) is parallel. Now, the equivalence between O and O follows from (1) and (2).
The equivalence in Theorem 5.5 (3) is called super duality. It was conjectured in [CWZ, CW1] and proved in [CL] for B of type A n , and then proved in [CLW] for B of type B n , C n , D n , and B(0, n). Theorem 5.5 holds also when B is of infinite rank.
Remark 5.6. We may also modify the setup at the beginning of Section 3 to have equivalences for a more general class of g, where more than one odd isotropic simple root, say α 
Example 5.7. Suppose that B is a disjoint union of the following two Dynkin diagrams of type A:
Here γ
1 , and γ
2 are the four end vertices. We connect B to two vertices α 2 ) = (−1, −1) so that the resulting head diagram is of the form:
This gives the Dynkin diagram of the affine Lie superalgebra of type A.
Integrable modules for Kac-Moody Lie superalgebras
In this section, we assume that g(C) is a Kac-Moody Lie superalgebra associated with C = (c ij ) i,j∈I satisfying the mild condition
C is a symmetrizable SGCM with c ij ≤ 0 for all i = j.
Recall I = I 0 ⊔ I 1 . For convenience, we set
We define G := g(C) ⊕ i∈I ⊗ Cd (i) , an extension of g(C) by outer derivations, where d (i) is defined in the same way as d corresponding to α −1 for g in Section 3. Let Π G be the fundamental system associated with C, and let O G be the BGG category with respect to Π G . Then we have the following generalization of Corollary 4.12. Proof. Let B be the submatrix of C associated with I . For i ∈ I ⊗ , let α
−1 denote the corresponding odd isotropic simple root of G. We consider the Kac-Moody Lie superalgebra g of infinite rank, whose Dynkin diagram is obtained from B by attaching diagrams of gl(∞|∞) starting from α
−1 (i ∈ I ⊗ ) in such a way that the head diagram of g (cf. (3.1)) is the Dynkin diagram C of G (see Remark 5.6). We define g and g in a similar way. Since c ij ≤ 0 for all i = j, g is a symmetrizable anisotropic Kac-Moody Lie superalgebra by Proposition 3.4.
Consider the associated equivalent categories O, O and O with J ⊆ I being empty. By construction, we see that the truncated subalgebra g −1 of g is isomorphic to G. In the case of the example in Remark 5.6, we have
= C Moreover, the truncated category O −1 is the BGG category O G of G-modules with respect to Π G . Therefore, by Theorem 4.9 and (4.6), the character of an irreducible G-module in O G can be obtained from that of an irreducible g-module in O.
Remark 6.2. When I t= ∅ in C, g becomes a Kac-Moody Lie algebra, and the characters for a large class of irreducible g-modules are given by the Kazhdan-Lusztig polynomials of g (see [KT] ); and see Remark 4.11 for the more general case. Applying the super duality functor we obtain irreducible character formulas for the corresponding G-modules in O G .
Remark 6.3. Affine Lie superalgebras are related to Lie algebras g, which are not KacMoody Lie algebras, since the matrices associated to g have a positive off-diagonal entry (see Examples 3.1 and 5.7), and hence they cannot be treated as in Theorem 6.1 and Remark 6.2.
We keep the notations for the Lie (super)algebras g, g, and g associated with G as in the proof of Theorem 6.1.
} is the set of simple roots of gl(∞|∞) for each i ∈ I ⊗ . Then the set of integral weights P of g is given by
where ω (i) is the fundamental weight with respect to d (i) , and ω j for j ∈ T ∞ as in the case of |I ⊗ | = 1 (4.1). Hence the integral weights for g and g are given by
n , a super duality between corresponding categories of gl (i) and gl (i) -modules for each i ∈ I ⊗ , M is also a polynomial gl (i) -module and hence completely reducible over gl (i) . By our choice of l, the sl(2) or osp(1|2)-copy associated with each simple root of g acts locally nilpotently on M , which implies that M ∈ O int . Hence, M ∼ = λ∈P ++ g L(λ) ⊕m λ for some m λ ∈ Z + and M ∼ = λ∈P
On the other hand, for λ ∈ P ++ g , we see that L(λ) is a polynomial gl (i) -module for i ∈ I ⊗ . Again by using the fact that the super duality between O and O induces an equivalence between corresponding categories of gl (i) and gl (1) κ i ∈ Z + (respectively κ i ∈ 2Z + ) for i ∈ I ❞ (respectively i ∈ I t), (2) λ as a weight for G. We have L(λ ♮ ) ∈ O int by Lemma 6.4, and hence
} is a complete list of irreducible modules in O int G . Let M G be a highest weight G-module in O int G with highest weight Λ ∈ P ++ G , where Λ = λ ♮ for some λ ∈ P ++ g . We can check that there exists a highest weight g-module M ∈ O with highest weight λ ♮ such that tr ∞ −1 (M ) = M G by the same argument as in [Kw, Lemma 3.10] . Let M be a g-module in O corresponding to M via super duality. Then M is also a highest weight g-module with highest weight λ [CW2, Propositions 6.16 and 6.38] .
Suppose that M G is not irreducible. Then there exists a proper submodule N G with a non-trivial maximal weight µ ♮ for some µ ∈ P ++ g with µ = λ. Since M is l-semisimple and tr ∞ −1 maps an irreducible l-module to an irreducible (l ∩ G)-module or 0, there exists an irreducible l-submodule of M with highest weight µ ♮ . Hence by Lemma 4.5, M has an irreducible l-submodule with highest weight µ. In particular, λ − µ ∈ α∈Π Z + α where Π is the set of simple roots of g. On the other hand, λ and µ are two dominant integral weights appearing in a highest weight g-module, which implies that λ = µ by [K3, Corollary 2.6 and Lemma 10.3] . This is a contradiction. Therefore, M G = L G (Λ). Now, let Λ, Λ ′ ∈ P ++ G be given. Suppose that we have an exact sequence
for some M ∈ O int G . Suppose that Λ − Λ ′ ∈ α∈Π G Z + α. Then Λ ′ is a maximal weight in M . Let f ∈ M ∨ Λ ′ be such that f, v = 0, where v ∈ M Λ ′ . Since M ∨ ∈ O int G and f is a maximal weight vector, the G-submodule of M ∨ generated by f is isomorphic to L G (Λ ′ ) ⊂ M ∨ by the argument in the previous paragraph. Composing the embedding L G (Λ ′ ) ֒→ M with the dual of L G (Λ ′ ) ⊂ M ∨ with respect to ∨, we have a non-zero map
This implies that (6.4) splits, and hence Ext
The same argument also applies to the case when Λ = Λ ′ . If Λ − Λ ′ ∈ α∈Π G Z + α with Λ = Λ ′ , then we can show that Ext
by considering the dual of (6.4).
Therefore, O int G is a semisimple tensor category since it is closed under tensor product. By Lemma 6.4, the decomposition of a tensor product of irreducible modules in O int G is determined by that of O int . This completes the proof.
Remark 6.6. In addition to G(3), F (3|1), and D(2|1, α) (α ∈ N), we list the Dynkin diagrams for G that correspond to finite-dimensional Lie superalgebras:
Verma character is ±1. When g is an anisotropic Kac-Moody superalgebra, we may apply [K2, CFLW] to obtain similar results.
