This paper presents preliminary results of formulating quantitatively the influence of site factors on various nutrient production measures and using these relationships in linear programming models fo defermine the optimum protein production on a foothill range. Site characterisfics for optimum protein production were constrained to fall within the range of variables measured, and were constrained to safisfy certain inherent relationships known about these variables. This example shows a useful application of an operations research technique to resource evaluation problems.
Large, fast digital computers have become available in the last 15 years and have allowed the development of special methods of analyzing and studying complex systems in industry and government.
Range ecosystems are good examples of complex systems, and it is inevitable that mathematical analysis will become increasingly important in the future in range research and range management, as well as in many phases of renewable resource management.
To take advantage of the methodological and conceptual advances from operations research and systems analysis means we will have to give increased attention to formulating and studying range problems in mathematical terms.
This paper reports only an introductory approach in applying and integrating multiple linear regression and linear programming methods in studying what I call the "optimum site problem." The work at present is neither exhaustive nor complete but will serve to show, with realistic examples, the potential of these techniques for learning more about range ecosystems.
The purpose of this paper is (i) to show the development of the quantitative formulation of site relationships to vegetation productivity,
(ii) to use multiple linear regression equations as objective functions in, and to develop constraints for linear programming models, and (iii) to show by example and discussion where these approaches have application in analysis of renewable resource management problems.
The Range Site
Foothill ranges are good examples 0 f complex and diverse environments.
A schematic simplification is given in Fig. 1 1, s, v, or a = f (L,, P,, t) (3) where the dependent variables are any property of the total ecosystem (l), soils (s), vegetation(v), or animal community (a). The independent variables here are specified by the vector L,, which gives the initial stat: conditions, P, which are the flux potentials, and t again referring to time. In the present sense, flux refers to the movement of matter and energy to and from contiguous ecosystems.
In all of the above formulations the time scale aproximates that of primary succession, evolutionary time, or geologic time. For a short time scale, such as much less than the time required for secondary succession, and for practical purposes, certain of the variables considered dependent variables in the above formulations may be considered to be independent variables. A change in terminology is introduced so that now independent and dependent are used in the conventional statistical sense rather than adhering strictly to Jenny's (1941) meanings. The statistical usage is denoted by asterisks. Thus, a new relationship may be formulated as follows:
where V* refers to some property of the vegetation which varies widely in a short period of time, for example, to the annual yield or composition of vegetation on a given site. The independent variables essentially are fixed in a short period of time and are Cl*, or macroclimate, R*, the relief features which would include such factors as elevation, slope, and exposure, and S*, the physical and chemical characteristics of the soil. A vegetation variable can be defined as a dependent variable, Y, and the site variables as independent variables X,, in a multiple regression equation, and the bi 358 VAN DYNE are partial regression coefficients. The number of independent variables on any given range site is large, and their measurement becomes subject to practical considerations. (brX1) i=O (5) where Y is the dependent variable, e.g., yield or composition of the vegetation, X0 is assigned the value one and the other X's are the independent variables, i.e., independent concerning time fixed to a narrow range.
The Regression Model
The value of such equations, of course, depends upon the sampling scheme in which the data were collected, the inherent variability of the population being sampled, and many other factors whose discussion is beyond the scope of this paper. or maximum values are being set according to some heuristic decision about the nature of the solution.
An example of such an imposed constraint follows.
Assume heights and ages of two species of trees are measured in plots along with site variables.
Multiple regression equations are developed to predict height of each tree species from the set of site variables. Let the regression equation for species 1 be used as the objective function in the linear programming model. Assume we would like to find the site conditions to maximize height of species 1, yet we want these site conditions to provide at least better than average height for species 2. This can be accomplished by using the regression equation for species 2 as an inequality to be greater than or equal to the mean height of species 2. Four constraints of this type, developed from regression equations for dependent variables other than protein yield, were included in this problem and are discussed in more detail in the section on the optimum site.
Another realistic consideration concerning constraints is that all of the variables in the regression function, i.e., the objective function, are not equally important.
Site factors having highly significant relationships with the vegetation parameter could be given additional consideration in the solution, i.e., the solution can be weighted for these variables. A preliminary suggestion on a method to accomplish this would be to use factor or principle component analyses to get an equation which would be a new linear combination of the more important independent variables. Such an equation could be used as a constraint to be satisfied in the linear programming solution.
From Dafa fo Models
The above equations show how a property of the vegetation may be related quantitatively to measurable site factors, and they show how these relationships can be used to formulate an objective function and constraints in a linear programming model. In both Y and X, n = 1,2 . . . 66 plots in one year and 151 plots in another. Each plot or location is considered a site and independent and dependent variables were measured at each. In Y, j = 1,2, . . . 5 dependent variables: protein yield, grass and sedge composition, perennial grass yield, phosphorus yield, and lignin composition. In X, m = 1,2, . . . 11 topographic and edaphic variables: elevation, exposure, and slope and the soil variables of concentration or content of sand, rock, clay, phosphorus, organic matter, conductivity, and pH (Table 1) . Many other variables could have been measured in the field, such as microclimatic variables, if unlimited funds were available. Many additional variables could be generated from powers and products of the existing 11 variables, however, for purposes of illustration only these 11 variables will be considered in this introductory study.
In the multiple linear regression analyses the Y matrix was considered columnwise so that in each univariate multiple regression analysis a vector, B, of re- For the following discussion, each dependent variable is considered separately.
The relationship between the linear regression model and the linear programming model is as follows.
The regression equation (5), Y 1x1 z X Ilrn B mxl , to maximize this function subject to the constraints that the variables for each site are within the limits found in the field for that site (22 constraints), that inherent relationships among these site variables are satisfied (1 constraint), and that additional inequalities (described below) are satisfied so that certain nutritional and management criteria are met (4 constraints).
