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Artisanal and small-scale mining (SSM) is a cause of major environmental concern in developing 
countries. In Ghana, SSM is a mixture of legal and illegal operations where illegal mining is 
referred to as “galamsey”. Earth observation techniques can assist local governments in regulating 
SSM activities by providing specific spatial information on the whereabouts of SSM mines. The 
tropical climate in Ghana, however, hinders the regular flow of useful optical imagery due to a 
high percentage of cloud cover for most parts of the year. Synthetic aperture radar (SAR) can 
overcome this limitation. The study area includes a portion of the Ofin River near the mining town 
of Obuasi, Ghana. The area is tropical in climate, rural and dominated by forests. 
This study aims to assess the accuracy and reliability of applying SAR for the detection and 
mapping of small-scale mining in Ghana with classification and change detection analysis. A 
literature review on remote sensing and image processing literature was conducted. The satellite 
imagery collected for the study included single-date C-band Sentinel-1, a time series of Sentinel-
1 and a single-date X-band KompSAT-5 image for the SAR analysis with Sentinel-2 and Landsat-
8 imagery as ground truth datasets. Classification analysis was conducted in two experiments 
which included the analysis of two classification schemes, i.e. multi-class- and a binary-water 
classification scheme. The first experiment assessed the accuracy of random forest classification 
applied to single-date Sentinel-1, KompSAT-5 and multi-temporally filtered Sentinel-1 databases. 
The second experiment was a comparison of five machine learning supervised classification 
methods applied to the multi-temporally filtered Sentinel-1 database. The potential of change 
detection on Sentinel-1 time series data was analysed in the third experiment for the detection of 
SSM. Image differencing was applied and two threshold methods were tested for producing the 
most accurate change maps. 
The classification with the object-based image analysis approach was successful in classifying 
water bodies associated with SSM. The multi-temporally filtered Sentinel-1 dataset was the most 
reliable with kappa coefficients at 0.65 and 0.82 for the multi-class classification scheme and 
binary-water classification scheme respectively. The single-date Sentinel-1 dataset has the highest 
overall accuracy at 90.93% for the binary water classification scheme. The KompSAT-5 dataset 
only achieved the lowest accuracy at an overall accuracy of 80.61% and a kappa coefficient of 
0.61 for the binary-water classification scheme. The results of the change detection analysis 
indicated that the Sentinel-1 imagery was able to detect and map SSM. The change detection 




In conclusion, SAR can detect illegal mining activity in tropical areas such as Ghana when 
focussing on the SSM activities surrounding rivers and the use of high-resolution commercial 
imagery is not necessary. The change detection analysis detected SSM where the classification 
methods only detected water bodies associated with SSM. Further research includes exploring the 
use of thresholding for the binary-water classification analysis, refining the change detection 
technique by applying segmentation and machine learning to create the change maps. 
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Ambags- en kleinskaalse mynbou (SSM) veroorsaak groot kommer oor die negatiewe impak 
daarvan in ontwikkelende lande. In Ghana, kom SSM voor as ‘n mengsel van wettige en onwettige 
bedrywighede. Die onwettige mynbou word in Ghana “galamsey” genoem. 
Aardwaarnmingstegnieke kan spesifieke ruimtelike inligting van die plekke waar SSM 
bedrywighede plaasvind bied om plaaslike regerings te help om die SSM aktiwiteite te reguleer. 
Die hoë persentasie van wolkbedekking wat in Ghana voorkom vir groot dele van die jaar, as 
gevolg van Ghana se tropiese klimaat, verhoed dat gereelde bruikbare optiese beelde beskikbaar 
is. Die gebruik van sintetiese apertuur radar (SAR) kan hierdie limitasie oorkom. Die studie gebied 
sluit ‘n deel van die Ofin Rivier in wat naby aan die myndorp Obuasie, Ghana geleë is. Die gebied 
het ‘n tropiese klimaat en is in ‘n landelike gebied wat oorheers word met woude. 
Die doel van die studie is om die akkuraatheid en betroubaarheid van SAR toe met betrekking tot 
klassifikasie en verandering-opsporing te assesseer vir die opsporing en kartering van SSM. ‘n 
Literatuuroorsig op afstandswaarneming en beeldverwerking was gedoen. Die satellietbeelde wat 
ingesamel is sluit ‘n enkel-datum C-band Sentinel-1, ‘n tydreeks van Sentinel-1 en ‘n enkel-datum 
X-band KompSAT-5 beeld in vir die SAR analise saam met Sentinel-2 en Landsat-8 beelde wat 
as grondwaarheid gebruik is. Klassifikasie analise was uitgevoer in twee eksperimente wat die 
analise van twee klassifikasie skemas ingesluit het, naamlik multi-klas- en binêre-water 
klassifikasie skemas. Die eerste eksperiment het die akkuraatheid van ewikansige woud toegepas 
op die enkel-datum Sentinel-1, KomSAT-5 en multi-temporaal gefilterde Sentinel-1 databasisse 
geassesseer. Die tweede eksperiment was ‘n vergelyking tussen vyf masjienleer toesig-
klassifikasie metodes wat toegepas was op die multi-temporaal gefiterde Sentinel-1 databasis. Die 
potensiaal van verandering-opsporing op die Sentinel-1 tydreeks data om SSM op te spoor was 
geanaliseer in die derde eksperiment. Beeldaftrekking was toegepas en twee drumpel metodes was 
getoets vir die akkuraatste verandering kaarte. 
Die resultate toon aan dat die klassifikasie, met die objekgebaseerde beeldanalise benadering, 
suksesvol was om die waterliggame wat met SSM geassosieer word te klassifiseer. Die multi-
temporaal gefilterde Sentinel-1 datastel was die mees betroubare met kappa koëffisiënte van 0.65 
en 0.82 vir die multi-klas klassifikasie skema en die binêre-water klassifikasie skema 
onderskeidelik. Die enkel-datum Sentinel-1 datastel het die hoogste algehele akkuraatheid van 
90.93% vir die binêre-water klassifikasie skema behaal. Die resultate van die verandering-
opsporing analise toon dat die Sentinel-1 beelde die SSM kon opspoor en karteer. Die verandering-
opsporing het ook gewys dat daar potensiaal is om die aktiewe en die verlate myne van mekaar te 




Die samevatting is dat SAR onwettige mynbou aktiwiteite in ‘n tropiese gebied soos Ghana kan 
opspoor en dat die gebruik van hoë-resolusie kommersiële beelde nie nodig is nie. Die 
verandering-opsporing analise het SSM opgespoor waar die klassifikasie metodes net die water 
wat geassosieer word met SSM kon opspoor. Verdere navorsing sluit die ondersoek van die 
gebruik van drempeltegnieke vir die binêre-water klassifikasie in, en om die verandering-
opsporing te verbeter deur segmentering en masjienleer toe te pas om die verandering-kaarte te 
maak. 
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1  CHAPTER 1: INTRODUCTION 
Small-scale mining has devastating impacts on the natural environment when not regulated 
properly and many small-scale mining operations are operated illegally. Small-scale mining is a 
low cost, labour-intensive method of mining in areas where gold is easily accessible such as on 
the river banks where alluvial gold deposits can be found. The application of earth observation in 
detecting these mining sites is explored in this study to potentially assist governments in mitigating 
the effects of small-scale mining. 
1.1 SMALL-SCALE MINING AND ITS IMPACT 
Artisanal and small-scale mining (SSM) is described by Hilson (2016) as a labour-intensive means 
of the extraction and processing of minerals with limited technological use and is commonly 
occurring in developing countries. In Ghana, a mining operation is classified as small-scale mining 
when mining operations are low-cost, labour-intensive that can be operated by either an individual 
or a group of persons not exceeding nine (GhanaLegal 2018). Mining operations are only allowed 
a certain size claim and the use of explosives is not permitted (Aryee, Ntibery & Atorkui 2003; 
GhanaLegal 2018). For this study, artisanal and small-scale mining will only be referred to as 
small-scale mining (SSM) as these terms are used interchangeably in Ghana (Aubynn 2009; 
Mantey et al. 2017). 
The mining of gold in the Gold Coast has taken place since the fourth century (Gbireh, Cobblah 
& Suglo 2007). Indigenous miners were the only mining operators until the British colonial 
establishment banned SSM in 1905. Regardless of the authorities’ decision to declare SSM illegal, 
the indigenous miners still continued their operations (Gbireh, Cobblah & Suglo 2007). The 
Government of Ghana formalised the SSM sector by the end of the 1980s after recognising the 
economic significance of the SSM sector (Hilson 2001; Yankson & Gough 2019) but still treated 
the industry as an informal sector (Hilson 2016). The mining policy frameworks have undergone 
various modifications in the attempt to attract foreign investment but were unsuccessful until 1986 
when the Minerals and Mining Law was established (Gbireh, Cobblah & Suglo 2007; GhanaLegal 
2018). Up until the formalization of the SSM sector indigenous miners received little to no support 
from the government and regulations and the control of the operations of small-scale miners were 
practically inactive (Hilson 2001). The failure to regulate these laws has had a negative impact on 
the hydrosphere, land cover, biodiversity, atmosphere, and people in gold mining regions (Aryee, 




spatial distribution patterns of SSM have to be understood so that a flexible solution to a new 
formalization strategy can be created (Yankson & Gough, 2019).  
“Galamsey” is a term commonly used to describe the illegal mining activity in Ghana. Mantey et 
al. (2017) and Owusu-Nimo et al. (2018) suggest that galamsey operations are an illegal or 
unregulated form of SSM and processing of gold that lies at or below soil and water surfaces in 
Ghana. Galamsey operations have historically only been associated with simple tools and manual 
labour (Aryee, Ntibery & Atorkui 2003; Owusu & Dwomoh 2012) but the use of mechanised 
equipment like excavators have recently also come into play (Emmanuel O 2013; Mantey et al. 
2017) most probably due to the influx of foreign nationals that changed the operational dynamics 
of galamsey operations (Mantey et al. 2017). The precious minerals are gathered discreetly and 
sold in contravention of state laws (Aubynn 2009; Mantey et al. 2017). Galamseyers also do not 
pay tax, many mines are in delicate or prohibited areas and often human safety is put at risk 
(Crawford et al. 2015; Today Newspaper 2016; Daily Graphic 2018; Owusu-Nimo et al. 2018). 
The majority of the gold in Ghana originate from the rocks of the Birimian Supergroup and the 
Tarkwaian Group (Oberthür et al. 1997; Smith, Henry & Frost-Killian 2016). The gold mined by 
the galamsey operations is mostly found in the placer gold deposits that are also known as alluvial 
gold deposits (Hilson 2001). Placer deposits formed due to a series of erosional events, caused by 
the workings of water, which was accelerated by Ghana’s tropical climate (Smith, Henry & Frost-
Killian 2016), that transported the gold down the slopes of the Birimian- and Tarkwaian rocks 
through river channels and deposited the gold downstream. Large deposits of gold are found along 
with the alluvial formations of the major rivers in Ghana such as the Ofin, Pra, and Birim rivers 
(Hilson 2001). Some of these alluvial formations include terraces, floodplains, channels and river 
beds (Hilson 2001).  Therefore, the major mining operations, large-scale and small-scale are found 
along these rivers concentrating in the lower Western sections of Ghana. 
1.2 REMOTE SENSING OF SMALL-SCALE MINING 
Galamsey operations are generally located in remote locations such as forests, farmlands and 
community settlements (Hilson 2001; Mantey et al. 2017). Attempts have been made to better 
understand the spatial distribution patterns of galamsey activities by Mantey et al. (2017) and 
Owusu-Nimo et al. (2018). However, their techniques primarily rely on ground surveys based on 
interviews to gather information regarding SSM in Ghana (Yankson & Gough, 2019). Ground 
surveys are expensive and dangerous due to the nature of the SSM operations. Remote sensing 




been done that utilises remote sensing techniques to monitor SSM (e.g. Almeida-filho & 
Shimabukuro 2000; Asner et al. 2013; Kranz, Lang & Schoepfer 2017). 
One of the challenges in using remote sensing for SSM mapping is that many of the SSM 
operations take place in countries with tropical climates such as Ghana and Peru. Southern Ghana 
specifically, is classified as tropical and prolonged cloud cover exists throughout the year 
(GhanaWeb 2018), therefore, the amount of usable optical imagery is restricted. However, with 
the launch of the Copernicus Sentinel Program free remote sensing data such as Synthetic Aperture 
Radar (SAR) Sentinel-1 is now available. SAR is able to image through clouds(Mansourpour, 
Rajabi & Blais 2006) and regular usable data can now be used to assess the potential of creating 
an effective monitoring system. A reliable system that can monitor SSM is important because the 
information can assist with regulations and environmental rehabilitation of the areas most affected 
by these operations. 
Remote sensing approaches that have the potential of detecting SSM include image classification 
with machine learning and change detection. Studies that utilised classification for the mapping of 
deforestation in tropical areas such as Asner et al. (2013) and Kranz, Lang & Schoepfer (2017) 
could add value to the detecting SSM. An example of a change detection approach that may assist 
in detecting SSM is related to flood monitoring with SAR such as the study done by Schlaffer et 
al. (2015), however, other studies that use thresholding for inundation mapping, such as Hess et 
al. (2003) and Shen et al. (2019) could also be related to SSM detection. 
1.3 PROBLEM FORMULATION 
The SSM operations that have taken place over the years have left their footprint in Ghana. The 
nature of the SSM operations has devastating environmental impacts and it is believed that almost 
every major waterbody has been affected either directly or indirectly (Aubynn 2009; Alhassan 
2014; Mantey et al. 2017). The galamsey miners tend to leave behind many wastelands in the form 
of pits flooded with water, deforested lands and polluted water bodies (GhanaWeb 2016; Owusu-
Nimo et al. 2018), which is hazardous to the local people, livestock and wildlife. Accessing SSM 
sites is difficult due to their remote locations and extremely dangerous (Asner et al. 2013; Owusu-
Nimo et al. 2018). 
Remote sensing provides a way to monitor such remote locations on a regular basis, but the use of 
optical imagery is restricted because of the tropical climate of Southern Ghana. Snapir, Simms & 
Waine (2017) who attempted to map the expanding areas of galamsey had difficulty in obtaining 
cloud-free imagery to evaluate change detection. They only found one cloud-free Landsat-8 image 




in Ghana. The effective monitoring of such large-scale unregulated mining activity requires a 
continuous supply of data that is available year-round and as well as during night time. 
SAR images present a solution due to the active nature of SAR sensors that emit microwaves 
which can penetrate through clouds and also sense during the night-time (Mansourpour, Rajabi & 
Blais 2006; Joshi et al. 2016; Reiche et al. 2018). Except for one recently published study by 
Forkuor, Ullmann & Griesbeck (2020), SAR has not yet been considered for the mapping and 
monitoring of SSM in Ghana. SAR can provide valuable insights into the specific locations of 
SSM and the growth rate of galamsey throughout the year. Questions such as ‘in which seasons 
SSM is most active?’ have not yet been answered. Having an uninterrupted supply of usable, easily 
obtainable imagery, as provided by Sentinel-1, could provide the government with strategic 
information to improve regulation efforts to address the issues associated with galamsey (Mantey 
et al. 2017; Owusu-Nimo et al. 2018). 
SSM sites around rivers typically comprise of extensive, intermixed areas of bare soil and water 
pools from the mining process (Asner et al. 2013). A typical pool of water, where the mining 
process takes place, is about 20 m in diameter which challenges the spatial resolution limits of 
Sentinel-1. However, using multi-date imagery often produces more accurate results than single-
date imagery (Asner et al. 2013). The application of multi-temporally filtering of SAR for 
monitoring SSM has not yet been tested. SAR flood monitoring also provides insight into mapping 
the water pools of the alluvial SSM sites with change detection (e.g. Schlaffer et al. 2015, 2017). 
Different machine learning classifiers have not yet been compared for the classification of SSM 
with SAR imagery. Classifying SAR imagery is more challenging than classifying optical imagery 
because ground features are harder to distinguish with the human eye than that which can be seen 
in optical imagery. Knowing which classifier produces the most accurate and reliable results is 
important for an effective monitoring system. 
Taking into consideration which remote sensing methods and imagery has been used for the 
mapping of small-scale mining the following research questions were formulated: 
1. How do different SAR sensors compare for the mapping of SSM when applying 
classification? 
2. How does single-product speckle filtered SAR compare with multi-temporally filtered 
SAR when applying classification? 
3. Which classification algorithm is best suited for the mapping of SSM with SAR imagery? 




1.4 AIM AND OBJECTIVES 
The aim of this study is to assess the accuracy and reliability of applying SAR for the detection 
and mapping of small-scale mining in Ghana. 
To achieve the research aim, the following objectives have been set: 
1. Review the remote sensing and image processing literature to assess whether these 
approaches can be used for small-scale mining detection and mapping. 
2. Collect and acquire appropriate satellite imagery for the selected study area  as well as 
training and reference data. 
3. Determine the accuracy and reliability of random forest classification applied to C-band 
Sentinel-1 single-date compared to X-band KompSAT-5 single-date images, for detecting 
small-scale mines. 
4. Determine the influence of multi-temporally filtering on the accuracy and reliability of 
random forest classification applied to Sentinel-1 imagery, for detecting small-scale mines. 
5. Determine which classification algorithms are the most effective for detecting small-scale 
mining, with multi-temporally filtered Sentinel-1 imagery. 
6. Analyse the potential of change detection on Sentinel-1 time series data for the detection 
of small-scale mines. 
1.5 METHODOLOGY AND RESEARCH DESIGN 
An overview of the research design is presented in Figure 1.1. This study follows an empirical 
approach using primary quantitative data to achieve the objectives listed in Section 1.4. Data 
acquisition comprises of multiple Sentinel-1 images and one KompSAT-5 image. Sentinel-1 is 
freely available through the Copernicus Open Access Hub and the KompSAT-5 image was 
sponsored by SI-Imaging. For ground truth validation open access Sentinel-2 and Landsat-8 
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The methods were split into two sections where the first is classification and the second is change 
detection. The classification experiments were done in Experiments 1 and 2 and the change 
detection experiments in Experiment 3. Experiment 1 addressed Objectives 3 and 4 by comparing 
three datasets. The three datasets were single-date Sentinel-1, single-date KompSAT-5 and multi-
temporally filtered Sentinel-1. Experiment 1 followed an object-based image analysis (OBIA) 
approach and the random forest classifier was used. Experiment 2 addressed Objective 5 where 
different machine learning algorithms were compared. The machine learning classification 
algorithms were decision trees (DT), random forest (RF), support vector machine (SVM), kernel 
support vector machine (C-SVM), and k-nearest neighbour (KNN). The same object-based 
approach was applied to Experiment 2. The accuracy and reliability of the classification methods 
were assessed using statistics derived from confusion matrices. Experiment 3 addressed Objective 
6 by analysing the potential for change detection to detect SSM.  A simple image differencing 
method was used for change detection. The accuracy assessment for Experiment 3 was performed 
using the same method as in Experiments 1 and 2, i.e. with the use of confusion matrices. 
1.6 STUDY SITE 
The study area comprises of the footprint of the KompSAT-5 image over the Ofin River near the 
town of Obuasi, Ghana (Figure 1.2). Obuasi is an old mining urban centre and the principal mining 
settlement in Ghana (Yankson & Gough 2019).  
The study area is rural and dominated by forests. The absence of large buildings in the scattered 
rural settlements is beneficial for remote sensing with SAR since the buildings will not interfere 
with the radar signal. Buildings produce a double-bounce effect that reflects the microwave energy 
back to the sensor very strongly. Southern Ghana has a tropical climate with daytime temperatures 
ranging between 25 to 35 degrees Celsius (World weather & climate information 2019). The most 
rainfall occurs between July and September and the average annual rainfall 736.6mm (GhanaWeb 
2019). Figure 1.3 shows the footprints of all the satellite imagery used in this study. The largest 
footprint is that of Sentinel-1. The KompSAT-5 image falls completely within all of the satellite 













Figure 1.3 The footprints of the satellite imagery used in this study. All of the imagery was cropped to the KompSAT-
5 footprint that delineates the study area. 
1.7 STRUCTURE OF THE THESIS 
The remainder of the thesis is structured as follows: Chapter 2 provides an overview of the 
literature. Chapter 3 consists of the evaluation of the classification analysis. Here the data 
acquisition, methods, results and discussion of Experiments 1 and 2 are discussed that addresses 
Objectives 3 and 4. Chapter 4 is the data acquisition, methods, results and discussion of the change 
detection analysis in Experiment 3 that addressed Objective 5. In Chapter 5 the research is 
evaluated by revisiting the aim and objectives, drawing conclusions and giving recommendations 





2  CHAPTER 2: LITERATURE REVIEW 
This chapter provides an overview of small-scale mining, and how remote sensing and image 
processing have been used in the mapping and detection thereof. First, a review of how remote 
sensing techniques have been used to monitor illegal mining activities is done. The backscatter 
properties of synthetic aperture radar and the importance of pre-processing is discussed next. Then 
image processing methods of classification and change detection is explained. In terms of the 
former, the focus is placed on feature extraction and object-based image analysis for the training 
of the classifiers. In terms of the latter, image differencing and the use of thresholds is discussed. 
The chapter concludes with a summary of the literature review. 
2.1 SMALL-SCALE MINING AND GALAMSEY 
Small-scale mining (SSM) is operated illegally in many countries (Teschner 2012) including 
Ghana where this illegal activity is referred to as “galamsey” (Hilson 2016; Mantey et al. 2017; 
Snapir, Simms & Waine 2017; Owusu-Nimo et al. 2018). SSM causes significant destruction 
because mining mostly takes place on the surface (Snapir, Simms & Waine 2017). The 
environmental destruction is in the form of deforestation, the removal of soil, and the diversion 
and sedimentation of rivers, affecting nearly every water body in their perimeter (Kusimi 2008; 
Aubynn 2009; Asner et al. 2013; Alhassan 2014; Mantey et al. 2017; Snapir, Simms & Waine 
2017). Significant mercury pollution also takes place which contaminates the soil and rivers 
(Serfor-Armah et al. 2004) and mercury contamination has also been found in domestic homes 
(Gyamfi et al. 2020). 
Galamsey operations are generally located in remote locations, forests, farmlands as well as 
community settlements (Hilson 2001; Mantey et al. 2017). Owusu-Nimo et al. (2018) noted that 
galamsey operations that are located in community settlements can take place adjacent to schools, 
churches and residential houses. Three crucial aspects dictate the positioning of galamsey mining 
and processing operations i.e. the ore grade, the nature of the operation and the availability of 
supporting resources (Andrew 2003; Mantey et al. 2017). Due to the lack of law enforcement and 
regulation on the SSM sector over the years (Hilson 2001; Mantey et al. 2017; Owusu-Nimo et al. 
2018), SSM and galamsey operations have increased dramatically and are associated with violence 
and a high level of crime (Alhassan 2014; Micklethwaite 2016; Owusu-Nimo et al. 2018). Snapir, 
Simms & Waine (2017) have found that the galamsey activity has more than tripled between 2011 
and 2015 in the cocoa region of Ghana. The total area of galamsey in the cocoa growing area in 




The most recent studies of galamsey operations have narrowed into the specifics of the types of 
galamsey operations taking place to gain a better understanding of the operational dynamics that 
may assist in the regulation attempts by the Ghanaian Government (Mantey et al. 2017; Owusu-
Nimo et al. 2018). Galamsey has been categorised into alluvial, underground mining, mill house, 
chamfi or surface operations, and pilfering mining (Mantey et al. 2017) where the most destructive 
of the galamsey types to the environment is the alluvial galamsey. For an exhaustive discussion 
on various types of galamsey, the reader is referred to Mantey et al. (2017). Mantey et al. (2017) 
found that all of the alluvial/placer galamsey operations require a constant water supply and require 
extensive use of land. These operations are thus set up close to or along riverbanks, which causes 
a negative environmental impact such as a change in the river’s course (Zhu et al. 2015). This 
study will, therefore, only focus on alluvial galamsey or SSM in close proximity to rivers. Major 
rivers affected are the Tano, Ankobra, Ofin and Pra rivers where great increases in sediment loads 
in rivers change the dynamics of the river and have a secondary ecological effect on the 
biodiversity surrounding the river (Asner et al. 2013). Asner et al. (2013) also found by visual 
inspection of aerial photos that the effect of increased sediment loads in the rivers affects the rivers 
even hundreds of kilometres downstream. In terms of this study, it is important to note that 
operational galamsey mining sites and legally operated small-scale mining sites cannot be 
distinguished from each other with satellite imagery only with current knowledge, ground survey 
data will have to be incorporated. This study attempts to detect SSM that includes both operational 
galamsey and legally operated mining sites. 
Most of the literature with regards to illegal mining or small-scale mining globally is about 
policymaking, such as Hilson (2001, 2016), Aryee, Ntibery & Atorkui (2003), Teschner (2012), 
Corbett, O’Faircheallaigh & Regan (2017), Hilson et al. (2017), Vogel, Musamba & Radley 
(2018), Hilson, Goumandakoye & Diallo (2019), Pedersen et al. (2019), and Otamonga & Poté 
(2020) or the environmental impacts or health assessments that involves manual sampling 
methods, for example Veiga, Maxson & Hylander (2006), Emmanuel A (2013), Clifford (2017), 
Gyamfi, Appiah-Adjei & Adjei (2019), Moody et al. (2019), and Knoblauch et al. (2020). The 
socio-economical status or the mapping of the types of operations of SSM operations involves 
interviews or fieldwork (Ferring, Hausermann & Effah 2016; Mantey et al. 2017; Bansah et al. 
2018; Owusu-Nimo et al. 2018; Obeng et al. 2019; Yankson & Gough, 2019). Only a few examples 
exist of where remote sensing is used to map or monitor SSM and these include Asner et al. (2013), 
Elmes et al. (2014) Kranz, Lang & Schoepfer (2017), and Snapir, Simms & Waine (2017) who 
used optical imagery. Maowei et al. (2011) used SAR to map illegal mining of iron ore in China 




Almeida-filho & Shimabukuro (2000) have published the only study in using the backscatter 
values of SAR to map the degeneration caused by SSM. The aim of their study was to investigate 
the possibility of SAR to detect degradation areas caused by independent gold miners, 
“garimpeiros”, in the Amazon because of the regular cloud cover in the region. Almeida-filho & 
Shimabukuro (2000) used three 18 m resolution, L-band, HH polarization Japanese Earth Resource 
Satellite-1 (JERS-1) images from the years 1993 (dry season), 1994 (rainy season), and 1996 (rainy 
season). Speckle filtering was applied with a 7x7 window kernel and the images were resampled 
to 30 m resolution to match the resolution of Landsat TM, acquired in 1994, used as the reference 
image. Their study area was the Tepequém plateau, situated in northern Brazil, that consisted of 
savannah grass that was surrounded by tropical rain forest. They found that the low grassland 
vegetation produced subtle tonal contrast in the SAR imagery compared to the high contrast 
produced by deforestation in studies done in the forested areas (e.g. Saatchi et al. 1997, 
Shimabukuro et al. 1998, Dutra et al. 1999). Due to the similar responses between eroded areas 
and the savannah grass the degraded areas from the gold mining could not be identified in the 
single-date JERS-1 SAR imagery. Their change detection normalized difference index (NDI) 
technique showed that was possible to detect land cover change even with the low tonal contrast 
of the grasslands. Due to the lack of a reliable classifier for SAR imagery Almeida-filho & 
Shimabukuro (2000) were unable to produce a thematic map of the degradation areas found in 
their 1993-1994 NDI image. 
From the study done by Almeida-filho & Shimabukuro (2000), it is clear that SAR has the potential 
to detect SSM. Their challenge of detecting the degradation areas in single-date imagery can be 
tested over forested areas where gold mining takes place, such as in Ghana. The recent publication 
of Forkuor, Ullmann & Griesbeck (2020) proved that SSM in Ghana can be detected with SAR. 
They used Sentinel-1 time series data and compared the mean, minimum and maximum 
backscatter difference images of both polarizations. They found that the minimum backscatter 
images where the most sensitive to detecting changes caused by mining-induced land cover 
changes in Ghana and that the threshold value of +1.65 dB was suitable to classify this change. 
Since the year 2000, machine learning classification algorithms such as random forest have been 
tested and found to give reliable classification results on SAR imagery (e.g. Fu et al. 2017; 
Mahdianpari et al. 2017; Bangira et al. 2019). The change detection analysis can be improved by 
using imagery in the same season and thematic maps can also be created. The concepts of SAR, 






2.2 REMOTE SENSING WITH SYNTHETIC APERTURE RADAR 
The radiation from satellite synthetic aperture radar has the unique ability to penetrate through 
cloud cover which is essential for this study. Regularly available reliable remote sensing imagery 
is required to detect or map SSM, therefore this section explains the concepts of remote sensing 
and SAR for detecting SSM. 
Remote sensing is the science of observing phenomena of interest with the use of a sensor, 
enhancing the human capability of studying objects in a wider spectrum than the visible 
electromagnetic spectrum (Campbell 2006). Earth observation entails the analysis of the 
electromagnetic radiation (EMR) that is reflected from a target of interest to be measured by 
instruments based on satellites or aerial platforms (Lillesand, Chipman & Kiefer 2008; Mather & 
Koch 2011). Earth observation instruments are broadly divided into two categories: active or 
passive. Active instruments emit their own energy such as synthetic aperture radar (SAR). Passive 
instruments measure the reflection or radiation of electromagnetic energy of a target and rely on 
the energy of the sun (Campbell 2006). In earth observation, these passive instruments are typically 
optical sensors. Optical sensors detect EMR in the visible and near-infrared (VNIR) (0.4 to 1.2 
µm), mid-infrared (MIR) (1.2 to 8 µm) or thermal infrared regions (TIR) (8 to 14 µm) while SAR 
sensors measure EMR in the microwave region (>1 mm) (Campbell 2006). Optical sensors are 
limited by cloud cover where the microwaves of SAR sensors can penetrate through clouds, 
smoke, and snow (Lillesand, Chipman & Kiefer 2008; Flores et al 2019). 
2.2.1 The backscatter properties of SAR 
SAR imagery is produced by an active emittance of microwaves from a satellite sensor to the 
earth’s surface. The intensity of the microwaves that are scattered back i.e. backscatter is then 
measured by the sensor. Microwaves interact differently with different surfaces on the earth. 
Smooth surfaces such as calm water and roads act as specular reflectors, producing a very low 
backscatter signal return. Surfaces such as vegetation induce volume scattering and return medium 
backscatter signal. In urban areas where many vertical features exist, double-bounce occurs 
resulting in a very high backscatter signal (Figure 2.1). Radar images, therefore, represents an 
estimate of the radar backscatter where low backscatter is displayed as dark areas and high 
backscatter as bright areas (ESA Earthnet Online 2019). Dry, bare sand can also be confused with 
water because of low backscatter (Woodhouse 2005; Schlaffer et al. 2015). Another factor, other 
than the geometry of the objects, that also has an influence on the backscatter signal is the dielectric 
constant. The dielectric constant is a measure of the reflectivity and conductivity of a material 




reflects the microwaves strongly. Thus, the presence of water in soils or vegetation increases 
their dielectric constant which results in significantly higher reflectivity (ESA Earthnet Online 
2019). As a rule of thumb, a rough surface will scatter microwaves more strongly when wet. 
Figure 2.1 SAR scattering mechanisms [Adapted from ESA Earthnet Online 2019]. 
Different SAR sensors operate at different wavelengths. The shorter the wavelength the higher the 
scattering effect since the microwaves interact with objects of their wavelength size (ESA Earthnet 
Online 2019). Common SAR wavelengths are X-band, C-band and L-band SAR (Figure 2.2). X-
band SAR has a wavelength of about three centimetres and interact with leaves and do not pass 
further than the leaf canopy of trees (Martinis & Rieke 2015). C-band SAR typically has a 
A - Reflection off a smooth surface and a rough surface. 
 
B - The double-bounce effect.  
                 
 
C - Volumetric scattering. 




wavelength of around six centimetres and can pass through the leaf canopy of trees and can 
interact with the twigs. L-band SAR ranges around 23-centimetre wavelength and can pass 
completely through the leaves and twigs of the tree canopy and reach the ground. 
 
Figure 2.2 How different SAR wavelengths interact with trees where X-band has the shortest wavelength and L-band 
the longest [Adapted from ESA Earth Online (2019)]. 
The effect of incidence angle should also be considered. Water in open spaces is easily detectable 
with shallow incidence angles because the microwave signal is strongly reflected off the surface. 
For the mapping of water bodies in forested areas studies have shown that steep incidence angles 
produce better results for flood mapping since the signal from sensor with a shallow incidence 
angle is absorbed by the trees (Richards, Woodgate & Skidmore 1987; Bourgeau-Chavez et al. 
2001; Lang, Townsend & Kasischke 2008; Hess et al. 2003; Wang & Imhoff 1993; Wang et al. 
1995; Martinis & Rieke 2015). The theory is that the SAR signal has a shorter path through the 
forest canopy at a higher incidence angle, as a result, more microwave energy reaches the ground 
and trunks of the trees, in turn, increases the volume scattering (Lang, Townsend & Kasischke 
2008; Hess et al. 2003; Martinis & Rieke 2015). 
2.2.2 The pre-processing of SAR 
Pre-processing is a necessary step to correct for errors and the removal of flaws present in satellite 
imagery (Mather & Koch 2011). Pre-processing is done before the satellite imagery can be 
analysed. The common pre-processing steps of SAR imagery are radiometric correction, geometric 
and terrain correction, and speckle filtering. 
Radiometric correction is the conversion of digital numbers of each pixel measured at the sensor 
to radiometrically calibrated backscatter such as sigma-nought or beta-nought. During this step, 
the relative phase of the received and transmitted signals and the correlation between the 
polarization bands are extracted.  
Geometric terrain correction usually follows where a digital elevation model (DEM) is used to 
correct terrain distortions that were introduced because of topographical variations (Hu, Ghamisi 




occur due to the oblique view of the SAR sensor. These distortions include foreshortening, 
layover and shadow that occur at surface slopes (Chen, Sun & Hu 2018; Flores et al. 2019). 
Geometric terrain correction is conducted to remove these image distortions by incorporating a 
DEM to correct for the location of the topographically inclined pixels (Flores et al. 2019). 
Another SAR image characteristic is speckle, which can be described as a grainy appearance that 
resembles “salt and pepper” noise (Lee et al. 1994). Speckle degrades the quality of the SAR image 
(Mansourpour, Rajabi & Blais 2006) and increases the difficulty of interpreting features in the 
SAR image (Coltuc, Trouvé & Bolon 2001; SNAP 2017). Speckle occurs as a result of interference 
from the many scattering echoes within a resolution cell and produce a seemingly random pattern 
of brighter and darker pixels (Lee et al. 1994; Flores et al. 2019; Rana & Suryanarayana 2019) and 
can be minimized with speckle filtering. Common speckle filters include Refined Lee, 
LeeSigma7x7 and Intensity Driven Adaptive-Neighbourhood (IDAN). Speckle reduction can be 
done before or after the geometric terrain correction step.  
An appropriate speckle filter depends on the requirements of the application and the characteristics 
of the SAR imagery (Rana & Suryanarayana 2019). Rana & Suryanarayana (2019) also noted that 
speckle filters with good noise removal capabilities compromise on the spatial and radiometric 
resolution of an image that results in the loss of image details which may not be acceptable for 
applications that involve the interpretation of small features and subtle changes in the image. They 
recommend selecting a speckle filter that retains the subtle structures if an image where the speckle 
noise suppression is balanced with the filter’s effectiveness to preserve the fine details. This is 
important for the case of mapping small-scale mining. Rana & Suryanarayana (2019) tested 
multiple speckle filters for their effect on inundation mapping with Sentinel-1 imagery and found 
that the Lee filter with 3x3 kernel size provided a good balance in feature preservation. 
Another commonly used speckle-noise reduction method is by applying a multi-temporal speckle 
filter (Quegan et al. 2000, SNAP 2017). By using multi-temporal SAR imagery both the temporal 
and the spatial resolution can be filtered (Quegan et al. 2000). Quegan et al. (2000) tested their 
multi-temporal speckle filter on the application of forest monitoring and noted that C-band SAR 
displays very little sensitivity to the spatial or temporal forest variations, especially in high biomass 
forests. This is because shorter wavelengths of SAR get saturated at a biomass level of 30-50 
tons/ha where forest biomass typically have a biomass level of more than 500 tons/ha. Quegan et 
al. (2000) mentioned that there are multiple reasons that the effective monitoring of forests or 
drastic changes that take place in forests such as clearcutting, with the available C-band SAR 
imagery is hindered. One of these reasons is that single-date C-band SAR images often show little 




other multi-temporal studies such as Lopez et al. (1993) and Ribbes et al. (1997), applied spatial 
filtering that assumed a gamma-distributed texture of the data, which is not an appropriate model 
for their C-band SAR data at their scales of interest. Lopez et al. (1993) and Ribbes et al. (1997)’s 
filtering models left noise in the output image, which made the images appear sharper and the 
output image required further filtering to reduce the classification error (Ribbes et al. 1997). 
Single-date SAR speckle filtered images have not been compared with multi-temporally filtered 
SAR imagery for the possibility that the multi-temporally filtered SAR image can produce a more 
accurate classification image, especially over forested areas (Quegan et al. 2000). 
2.3 LAND COVER CLASSIFICATION FOR MAPPING SMALL-SCALE MINING 
Remote sensing has been widely used for the application of land cover classification (Chen et al. 
1996) as a method for mapping and monitoring (Rodriguez-Galiano et al. 2012). Land cover 
mapping is essential for the estimation of land cover change because land cover change is directly 
related to human and natural health and growth (Pierce, Dobson & Ulaby 1994; Bala et al. 2007; 
Rodriguez-Galiano et al. 2012). Typical applications of land cover classification are in the 
estimation of deforestation, analysing the extent of flood events and determining areas for 
biodiversity conservation (Lambin et al. 2001; Mas et al. 2004; Turner, Lambin & Reenberg 2007; 
Rodriguez-Galiano et al. 2012). Additionally, it can be used for monitoring of illegal logging and 
mining activities in remote locations (Asner et al. 2013; Elmes et al. 2014; Owusu-Nimo et al. 
2018). 
Land cover mapping using remote sensing is driven by the need for knowledge of the spatial 
distribution of land use and land cover (LULC) (Parihar et al. 2014). Remote sensing data has 
become easily accessible and the advancement of computers and algorithms has caused immense 
growth in the field of land cover classification (Waske & Van der Linden 2008). Classified images 
are then used to assist in policymaking and decision making on the effects of urbanization and 
industrial development, illegal activities, protecting important natural areas, human settlement 
planning, food security and more (Ban & Wu 2005; Ban, Hu & Rangal 2010; Pierce, Dobson & 
Ulaby 1994; Hilson et al. 2017) especially in remote areas where data is scarce. Classification is, 
therefore, a potential approach to map SSM in remote areas. This section describes the different 
approaches to image classification such as supervised and unsupervised classification, the 
extraction of additional features from an image such as texture, the classification scheme design 






2.3.1 Image classification 
Image classification is the process where pixels or objects in an image is assigned to a class 
(Lillesand, Chipman & Kiefer 2008). Image classification can take place without the intervention 
of an analyst or with prior defined classes created by an analyst. Parametric and non-parametric 
classifiers are available, however non-parametric classifiers, such as the machine learning 
classifiers, have been known to produce more accurate and reliable results than parametric 
classifiers. In this section unsupervised classification and the use of machine learning for 
supervised classification is described. 
Supervised classification involves user input by means of training data to assist the classifier in 
assigning information classes to the pixels or objects. Unsupervised classification is the 
assignment of pixels to a class without prior knowledge of the class and without initial input from 
the user. An advantage of supervised classification over unsupervised classification is that the 
analyst has more control over the output of the classification algorithm. This is because the 
informational categories used as input for the classifier are defined prior to the analysis. A second 
advantage is that spectral classes are automatically matched to information classes during the 
classification process (Campbell & Wynne 2011). Supervised classification is, however, only as 
accurate as of the level of expertise available during the training-set selection and still proves a 
major challenge to automate (Manavalan 2017; Shen et al. 2019). Machine learning is the ability 
of computer systems to perform specific tasks without explicit instructions but relying on patterns 
for prediction (Bishop 2006). Machine learning is considered a subset of artificial intelligence, 
where the mathematical models rely on sample data for the training of the algorithms through 
pattern recognition (Bishop 2006). Classification falls in the category of machine learning. 
The five most popular machine learning algorithms used for classification in remote sensing are 
decision trees (DT), random forest (RF), k-nearest neighbour (KNN), support vector machine 
(SVM) and kernel support vector machine (C-SVM) (Bangira et al. 2019). The popularity of the 
use of these algorithms for remote sensing applications is because of their flexibility, simplicity 
and computational efficiency (Myburgh & Van Niekerk 2014). Each classification algorithm uses 
a different mathematical model as an approach to pattern recognition and prediction of classes. 
The classification algorithm that is the most popularly used in remote sensing is RF due to the 
algorithm’s robustness with respect to noise (Breiman 2001), however, the appropriate 
classification algorithm to be used depends on the research question as well as the type of input 
data. Therefore, understanding the differences in the classification approaches together with the 




Decision trees are a non-parametric supervised learning method used for classification and 
regression (Scikit-learn developers 2012). DT create a model that predicts the value of a target by 
learning simple decision rules that are inferred from the data input features (Pedregosa et al. 2011). 
Random forest is a classifier that fits a number of decision tree classifiers on various subsamples 
of the dataset. RF then uses averaging to improve the predictive accuracy and to control overfitting. 
Breiman (2001:5) defines RF as a “combination of tree predictors such that each tree depends on 
the values of a random vector sampled independently and with the same distribution for all trees 
in the forest.” RF selects the best solution from all the predictive sets by means of a voting 
parameter and RF stores the significance of the input features (Han et al. 2017). 
Neighbours-based classification, such as k-nearest neighbour, is a type of instance-based 
learning or non-generalizing learning that does not attempt to construct an internal model (Scikit-
learn developers 2012). The algorithm only stores instances of the training data. Classification is 
computed from a major vote of the nearest neighbour of each point based on e.g. Euclidean 
distance between points (Pedregosa et al. 2011). 
Support vector machines can be used for classification and regression problems where input 
vectors are non-linearly mapped to a very high-dimension feature space (Cortes & Vapnik 1995) 
and are very useful for non-linear data (Cortes & Vapnik 1995; Hwang & Jung 2018). SVM 
classifies data by defining a hyperplane that maximizes the Euclidean distance between the two 
groups. When a hyperplane cannot separate the two groups while maximizing the margin, C-SVM 
is used (Chen, Lin & Schölkopf 2005) where C is the regularization parameter that has an inverse 
relationship with the margin. SVM utilises kernel functions that map the input data to a higher 
dimension where the optimal hyperplane can be defined to separate two or more classes when the 
margin between the vectors in each class is at the maximum (Cortes & Vapnik 1995). Different 
types of kernels exist such as linear, polynomial, radial basis function (RBF) and sigmoid. The 
RBF-kernel is most commonly used in many applications (Hsu, Chang & Lin 2003). SVM is a 
highly accurate classifier compared to classifiers such as decision trees (DataCamp 2019). 
2.3.2 Feature extraction 
Feature extraction is the process of transforming the original input data to maximize the variance 
of the data for the differentiation between classes for classification (Fukunaga 1990; Benediktsson 
& Sveinsson 1997). Feature extraction is important so that the representation of the data can 
enhance the design and performance of the classifier (Benediktsson & Sveinsson 1997). The 
feature extraction methods in this study involved the extraction of image texture and geometric 




2.3.2.1 Pixel-based and object-based image analysis 
Pixel-based image analysis (PBIA) is the traditional method used in classifying images where each 
pixel is assigned to a class. Object-based image analysis (OBIA) is an approach where objects, 
groups of pixels with similar intensity, are classified (Gilbertson & Van Niekerk 2017; Ma et al. 
2017). Objects can either be created by means of digitising or by using a segmentation algorithm. 
The latter is more accurate and faster (Blaschke 2010). OBIA has in many cases increased the 
accuracy of classification of remote sensing imagery (e.g. Walker et al. 2010; Longepe et al. 2011; 
Jin, Mountrakis & Stehman 2014; Gilbertson & Van Niekerk 2017; Ma et al. 2017). 
OBIA techniques have become widespread since high-resolution imagery has become more 
available (Blaschke 2010; Belward & Skøien 2015; Ma et al. 2017). The high-resolution imagery 
produced a new challenge in image processing which OBIA addresses (Ma et al. 2017). The 
challenge is that high-resolution images have a significant increase in the within-class spectral 
variability that decreases the potential of a purely pixel-based approach to classification because 
of the confusion of classes that takes place (Blaschke et al. 2014). The result is that OBIA has 
largely replaced the traditional PBIA technique for high-resolution image analysis (Blaschke et al. 
2014; Ma et al. 2017). OBIA is derived from image analysis techniques such as segmentation, 
edge detection, feature extraction and classification that has been used in remote sensing for 
decades (Kettig & Landgrebe 1976; Levine & Nazif 1985; Strahler et al. 1986; McKeown et al. 
1989; Pal and Pal 1993; Câmara et al. 1996; Hay, Niemann & McLean 1996; Lobo, Chick & 
Casterad 1996; Ryherd & Woodcock 1996; Wulder 1998; Aplin, Atkinson & Curran 1999; 
Baltsavias 2004; Blaschke 2010). Ma et al. (2017) reviewed supervised object-based image 
classification and summarize the different classification processes. They found that classification 
accuracy is dependent on the sensor, segmentation scale, training size set, classification algorithm 
and land-cover types. Ma et al. (2017) also found that a negative correlation exists between the 
overall accuracy of the classification and the number of defined classes, the spatial resolution 
correlates negatively with the optimal segmentation scale and study area and that random forest 
has shown the best performance in object-based classification so far followed by SVM. 
Using segmentation to create objects for OBIA requires the appropriate segmentation algorithm. 
Image segmentation algorithms can be divided into four categories i.e. point-based, edge-based, 
region-based and combined (Schiewe 2002). The segmentation algorithm divides the image into 
segments or objects which are regions of pixels that are grouped together by one or more criteria 
of homogeneity. Segments also provide additional spectral information such as the mean spectral 
values for that object (Blaschke 2010). The most commonly used segmentation algorithm is the 




Gilbertson, Kemp & Van Niekerk 2017), which rely on the parameters shape, scale and 
compactness to segment an image. Belgiu & Drǎguţ (2014) found that OBIA can be automated 
without sacrificing on classification accuracy, however, it remains good practice to test the 
parameters of MRS that best suits the input data.  
Gilbertson, Kemp & Van Niekerk (2017) tested six OBIA scenarios for the effect of good, over- 
and under-segmentation. Under-segmentation (using a scale factor that is too large) has a negative 
effect on classification because of the mixing of pixels that occur due to the objects being too large 
for the actual field. Over-segmentation also reduces the accuracy of MRS, but less than under-
segmentation. The ideal MRS results, according to Gilbertson, Kemp & Van Niekerk (2017) as 
shown in Figure 2.3, where scenario ‘G’ is the ideal scenario where slight over-segmentation is 
acceptable and the boundaries are mapped accurately. 
 
Figure 2.3 Figure illustrating the eight different segmentation scenarios possible with multiresolution segmentation as 
shown in Gilbertson, Kemp & Van Niekerk (2017). The segmentation results of ‘G’ are ideal. 
Normally segmentation is performed on optical imagery that may or may not include additional 
features such as texture bands or indices such as in (Gilbertson, Kemp & Van Niekerk 2017). Due 
to the high percentage of cloud cover in Ghana finding a suitable optical image with low cloud 
cover was not possible. Instead, segmentation was done on the synthetic aperture radar (SAR) 
imagery. Only a few examples of literature exist where segmentation was done on SAR such as in 
El-Zaart (2015), Sephton et al. (1994), and Xu, Tian & Ding (2008) and Zhang & Ju (2011) is the 
only example where MRS was performed on SAR imagery using a novel method. These studies 
only evaluated the performance of their segmentation algorithms and the segmentation results were 
not applied as an object-based approach to classification. Therefore, the application of 
segmentation on SAR imagery for land-cover classification has not been tested before. Zhang & 
Ju (2011) noted that the speckle of SAR imagery reduces the segmentation performance 




of a lesser quality than segmentation performed on optical imagery. For the purpose of this 
study, segmentation on SAR is the only way to ensure that the classification of all of the imagery 
on the different dates is comparable. 
2.3.2.2 Image texture 
Jin, Mountrakis & Stehman (2014) found in their study for land cover classification that even 
though only using the intensity backscatter values of the SAR imagery produced accurate 
classification results, the addition of features such as image texture improved their overall accuracy 
with 7%. This study relies solely on SAR imagery and no indices were incorporated from optical 
imagery, because of the high percentage of cloud cover in the region for most of the year, therefore 
the addition of image texture as input features for the classification process potentially increases 
the accuracy of mapping SSM. 
Texture is a statistical or structural measure that quantitively describes the relationship of digital 
values of neighbouring pixels in an image (Long, Zhang & Feng 2003; Hall-Beyer 2017). Texture 
is a representation of the surface and structure of an image that is derived from the intensity values 
of the image. Texture is often defined as patterns of elements, repetitions or surfaces (Srinivasan 
& Shobha 2008). Haralick created the important grey level co-occurrence matrix (GLCM) texture 
approach which is fundamental for texture for image interpretation (Haralick, Shanmugam & 
Dinstein 1973; Haralick 1979; Hall-Beyer 2017). GLCM and grey level difference vectors 
(GLDV) are the most commonly used texture methods for the application of image processing in 
remote sensing (Clausi 2002; Srinivasan & Shobha 2008). GLCM has been used for many image 
classification applications and is known to improve the classification accuracies (Myburgh & 
Niekerk 2013; Hall-Beyer 2017). The most commonly used texture measures used are 
homogeneity, contrast, correlation, angular second moment, entropy for GLCM and correlation, 
entropy, and mean for GLDV (Clausi 2002; Myburgh & Niekerk 2013; Hall-Beyer 2017).  
2.3.3 Classification scheme design 
To analyse the potential for the detection of small-scale mining two classification schemes were 
considered in this study. A multi-class classification scheme is popularly used for land cover 
classification applications (e.g. Quegan et al. 2000; Mahdianpari et al. 2017; Verhulp & Van 
Niekerk 2017). The other classification scheme of interest is a binary classification scheme 
commonly used for inundation mapping such as in Shen et al. (2019). Both are of interest for this 





Binary classification schemes are simple and highly accurate where the classification scheme 
merely consists of, for example, water and non-water. After several studies attempted to take 
advantage of the very low backscatter received from water bodies (Hirose et al. 2001; Yamada 
2001; Matgen et al. 2011; Giustarini et al. 2013) it has been identified that when mapping large 
water-bodies the simple single threshold method did not produce good results (Tan et al. 2004) 
because of the variability of the environment such as wind-roughening and satellite parameters 
(Martinis, Twele & Voigt 2009; Shen et al. 2019). Spatial and temporal variety in backscatter also 
occurred for permanent water bodies in Martinis & Rieke (2015). The SSMs in this study are 
considered as small water bodies, therefore, the single threshold method might still hold. The 
threshold-based approach has greater potential for automation (Giustarini et al. 2013) and can 
easily be applied in change detection. Important to note is that when the histogram of the 
backscatter pixels is not bimodal, training with regions of interests is recommended but this 
approach is not easily automated (Shen et al. 2019). Both methods are tested in this study. 
Important to note is that threshold values separating flooded and non-flooded (or water and non-
water) regions are hardly transferable from one area to the next due to the dependence on 
environmental and system parameters (Martinis & Rieke 2015). In these studies, Hirose et al. 
(2001), Yamada (2001), Bazi et al. (2005), Matgen et al. (2011), Santoro & Wegmüller (2012), 
Giustarini et al. (2013), and Lu et al. (2014), change detection was used to select only pixels that 
were significant to flooding as to reduce false classification of water. This approach is further 
discussed in Section 2.4. 
2.3.4 Accuracy Assessment 
The most common method for the accuracy assessment of classification analysis is by using a 
confusion matrix (Congalton, Oderwald & Mead 1983). The confusion matrix compares predicted 
values with the test dataset values and counts the number of times an object was classified as 
correct and incorrect per class (Figure 2.4). From the confusion matrix the overall accuracy, user- 
and producer’s accuracies can be derived (Congalton 1991). These measures are standard error 





Figure 2.4 Example of a confusion matrix. 
The producer’s accuracy is a measure that indicates the probability of a reference pixel being 
correctly classified where the producer of the classification can know how well a certain area is 
classified (Congalton 1991). The user’s accuracy indicates the probability that a pixel classified 
on the image actually represents the true class on the ground (Story & Congalton 1986). 
The kappa coefficient is also an important metric often used in the accuracy assessment of 
classification results in remote sensing applications (Congalton, Oderwald & Mead 1983; Foody 
2020). The kappa coefficient is not an index of accuracy, but rather an indication of agreement 
beyond chance and has recently been evaluated as irrelevant and inappropriate for typical remote 
sensing applications (Foody 2020). Despite this recent evaluation, the kappa coefficient was used 
in this study as a measure of reliability as it has been used by many remote sensing studies for the 
accuracy assessment of the production of thematic maps (e.g. Congalton, Oderwald & Mead 1983; 
Gilbertson & Van Niekerk 2017; Bangira et al. 2019). 
2.4 CHANGE DETECTION FOR DETECTING SSM 
Small-scale mining in tropical regions is associated with a loss in the forest canopy as well as an 
increase in standing pools and bare ground. Therefore, studies that are associated with 
deforestation monitoring or flood mapping is applicable to the detection of SSM. Much work has 
been done in mapping forests and floods with SAR imagery due to the advantage of microwaves 
that penetrate through the cloud cover. A substantial advancement in the development of 
algorithms for flood delineation in SAR imagery has taken place over the past decade (Schlaffer 
et al. 2015). These algorithms are divided into the single-image analysis (traditional analysis) and 
change detection analysis. The issue that arises with traditional image analysis techniques on 
single-date SAR imagery is that it is not possible to distinguish between permanent and transient 
water bodies (Schlaffer et al. 2015). Distinguishing between permanent and transient water bodies 
is important in the case of detecting SSM. Quegan et al. (2000) noted that the application of SAR 




with SAR imagery. Drastic changes in biomass such as changes in the forest cover due to 
deforestation can be detected with SAR. Forests exhibit temporal stability (particularly the older 
forests) which can be distinguished from non-forest areas by using time-series imagery. The ability 
to map the loss in forest cover with change detection using SAR is important for detecting SSM. 
Change detection is the process of identifying differences of a phenomenon in a satellite image 
with the application of multi-temporally datasets (Singh 1989; Lu et al. 2004). A change-image, 
in its simplest form, can be produced by subtracting the backscatter values of a SAR scene at a 
time of interest with a reference SAR scene (Schlaffer et al. 2015). Afterwards, classification, 
thresholding (Martins, Twele & Voight 2009) or region growing (Matgen et al. 2011, Giustarini 
et al. 2013) can be applied. A few factors that should be taken into consideration when applying 
change detection is that the SAR scenes should have the same viewing geometry, polarization 
configuration and the time period (Schlaffer et al. 2015). The acquisition of the SAR images should 
be during the same season to reduce the impact of seasonal and phenological variability (Lu et al. 
2004; Crowson, Hagensieker & Waske 2019). The most important consideration is that multi-
temporally image registration and radiometric registration must be done before the change analysis 
begins (Lu et al. 2004). In the case of this study, the scenes should be of the dry season of Southern 
Ghana, which is from the middle of November to February (GhanaWeb 2019). During the wet 
season, flooding occurs which leads to increased variability in the change analysis. 
Two major change detection approaches can be followed. The first is the post-classification 
comparison approach where two images are first classified separately and then compared 
afterwards (Radke et al. 2005; Haboudane & Bahri 2007; Gong et al. 2016). The second is the 
post-comparison analysis where the difference image first derived and the analysis is applied to 
gain change detection results (Gong, Zhou & Ma 2012). The post-classification approach 
accumulates classification error (Gong et al. 2016) and was not considered for this study. The post-
comparison approach is the mainstream approach with excellent performance (Gong et al. 2016) 
and was, therefore, considered for this study. 
Many studies have analysed change detection with SAR (e.g. Cihlar, Pultz & Gray 1992; Lê, Atto 
& Trouve 2015; Valarmathi & Suganya 2015; Gong et al. 2016; Muro et al. 2016; Cui et al. 2017; 
Garzelli & Zoppetti 2017) and found that SAR has great potential in this regard. An example of 
how SAR was implemented is where Gong et al. (2016) created a novel change detection approach 
which detects changed and unchanged areas without the process of first generating a difference 
image. Their aim was to produce a change detection map directly from two SAR images with the 
trained deep neural network. The reason for their study was to find a way to map changes quickly 




hazard where changes in the land cover take place quickly. A system such as Gong et al. (2016) 
is proposing is a promising system that should be explored for the detection of SSM. Muro et al. 
(2016) used a Sentinel-1-omnibus (S1-omnibus) method, as proposed by Conradsen, Nielsen & 
Skriver (2016), to test the potential of Sentinel-1 time-series imagery for detecting differences in 
water surface dynamics in wetlands. Muro et al. (2016) also used Landsat-8 imagery during the 
same period of time as a reference. They found that the S1-omnibus method was capable of 
capturing in space and time changes produced by water surface dynamics whether the changes 
were sudden or gradual. The results from Muro et al. (2016) prove that Sentinel-1 time-series 
imagery is useful for SSM monitoring where the water dynamics of the SSM pools can change 
suddenly, and the SSM sites which can suddenly occur or gradually spread into the surrounding 
regions. For the purpose of the study, it first needs to be tested whether change detection with SAR 
can detect SSM in a viable manner before applying complex algorithms such as the deep neural 
network or the S1-omnibus. 
In addition to image differencing, a change detection classified image can be created from the 
difference image with thresholding. Thresholding is the process of classifying the pixels of a given 
image into two groups, normally objects and background (Tsai 1985). One class include the pixels 
with grey values above a certain threshold and the other equal to and below the threshold. This is 
called bilevel thresholding (Tsai 1985). Due to the simplicity of thresholding, a few automatic 
threshold methods have been proposed of which the Otsu method is commonly used for surface 
water mapping (e.g. Du et al. 2016; Bangira et al. 2017; Chini et al. 2017; Bangira et al. 2019). 
Automatic thresholding was evaluated by Martinis, Twele & Voigt (2009) for the mapping of 
flooding in England with high-resolution SAR imagery and their results yielded high classification 
accuracies. In the case of disaster management, the collection of ground truth data as input training 
samples for a supervised method is unfeasible. Therefore, an automatic thresholding method is 
suitable for the disaster management of floods when an accurate map of the flood has to be 
produced in a short period of time (Martinis, Twele & Voigt 2009). In the case of illegal mining, 
applying unsupervised automatic thresholding in conjunction with change detection may be very 
useful in the case of an emergency. Another method used for evaluating the accuracy of thresholds 
for classification is the Receiver Operating Characteristic (ROC) method (Hanley & McNeil 1982) 
that was also used for SAR target discrimination validation by Principe, Kim & Fisher (1998). 
The Otsu threshold is a “nonparametric and unsupervised method of automatic threshold selection 
for picture segmentation” (Otsu 1979: 62). The method selects a threshold automatically from a 
grey level histogram that directly deals with the problem of evaluating the goodness of thresholds. 




by maximizing the discriminant measure (or the measure of separability of the resultant classes 
in grey levels). The Otsu method may be the most simple and standard method for automatic 
threshold selection that can be applied to various problems (Otsu 1979). Another threshold method 
used in remote sensing is the Tsai threshold. This method uses the moment-preserving principle 
(Tsai 1985). The threshold values are computed deterministically in such a way that the moments 
of an input picture is preserved in the output picture. The approach is described for global 
thresholding, but it is applicable to local thresholding as well (Tsai 1985). 
2.5 LITERATURE SUMMARY 
The literature reviewed in this chapter showed that remote sensing holds much potential for the 
detecting and mapping of SSM. More research is needed for the direct mapping of SSM with 
remote sensing. Attempts at mapping SSM with optical imagery have proven plausible but due to 
the presence of prolonged cloud cover in many of these regions regular monitoring has proven 
difficult. The mapping of SSM with SAR was last attempted in the year 2000 where degradation 
areas of SSM could be seen but in low resolution (Almeida-filho & Shimabukuro 2000). Change 
detection with optical imagery to detect SSM has also proven successful (Snapir, Simms & Waine 
2017) but the method remains limited to the challenge of cloud coverage. With Sentinel-1, the 
regular acquisition of medium resolution SAR imagery is possible to map and monitor SSM. The 
classification of SSM with advanced machine learning classifiers and SAR has also not been 
attempted yet. The methods used for the classification of deforestation with SAR are a possible 
approach for the classification of SSM with SAR. The change detection methods used for flood 
monitoring with SAR that involves image differencing and thresholding is a possible approach for 
mapping the SSM regions because of the water characteristics of SSM pools. 
Based on the literature three experiments were carried out to investigate these gaps in the current 
knowledge and are discussed in the following two chapters. Experiment 1 focusses on the effect 
of different SAR datasets on the classification accuracy to detect SSM. Experiment 2 presents a 
comparison of five machine learning algorithms applied to a single SAR dataset. Experiment 3 








3  CHAPTER 3: THE EVALUATION OF SAR DATASETS AND 
CLASSIFICATION ALGORITHMS FOR DETECTING SMALL-SCALE 
MINING 
This chapter is aimed at addressing Objectives 3, 4 and 5 with Experiments 1 and 2. Different SAR 
sensors, filtering levels and classification algorithms are compared. An overview of the data used 
for Experiments 1 and 2, as well as, the data transformation methods in preparation for analysis is 
given. The data preparation includes the pre-processing of the SAR data and the establishment of 
the training datasets. The classification methods are laid out and the results for each experiment 
are discussed. Figure 3.1 depicts a generalized flow chart of the methodology followed for 
supervised classification.  
 
Figure 3.1 The generic workflow for supervised classification analysis. 
3.1 DATA ACQUISITION 
Experiment 1 was performed on both Sentinel-1 and KompSAT-5 imagery. The Sentinel-1 
datasets are a single-date image (S1) and a multi-temporally filtered image (S1-MT). The 
KompSAT-5 dataset (K5) consisted of a single-date image. Experiment 2 utilised only the 
Sentinel-1 multi-temporally filtered dataset. The data preparation was, therefore, the same for both 










- S1 single date C-band 
- S1-multi over a period of    
one year consisting of 13    
scenes 
- K5 single date X-band 
- Sentinel-2 true colour (S2) 
used as reference data. 
- Radiometric Calibration 
- Terrain and Geometric 
Correction with SRTM 1arc 
sec DEM 




- Image texture calculation 
- Extraction of geometric 
attributes and object 
statistics 
- Sample collection 
 
Classification is run 1000 
times per algorithm 





Table 3.1 Summary of the satellite imagery for Experiments 1 and 2. Acquisition parameters of SAR data and 
optical imagery is listed. 
Sensor Mode Polarization Incidence 
angle 
Acquisition date(s) Resolution Description 









20 m SLC IW C-





VH 28.8º - 
55.0º 
2018/07/12 3 m ES Standard 
X-band VH 
Sentinel-2 L1C n/a n/a 2018/08/05 10 m L1C RGB (4-
3-2) 
The Sentinel-1 imagery is C-band (5.405 GHz) SAR backscatter with incidence angles ranging 
from 32.9º to 43.1º and the spatial resolution is 20 m. The Sentinel-1 imagery was accessed as 
Interferometric Wide Swath (IW) Single Look Complex (SLC) products from the Copernicus 
Open Access Hub. IW offers dual-polarization capability vertical transmit, horizontal receive 
(VH) and vertical transmit, vertical receive (VV). The range of dates for the Sentinel-1 imagery is 
from August 2017 to August 2018 and one image was selected for each month. While all 13 images 
were used for the multi-temporally filtering process, classification was only performed on the 12 
August 2018 image. 
The KompSAT-5 (Korea Multi-Purpose SATellite) X-band (9.66 GHz) image used in this 
experiment was provided by SI-Imaging Services. KompSAT-5’s Enhanced Standard (ES 
Standard) mode is similar to Sentinel-1’s IW mode, with single-polarization VH. The incidence 
angle ranges from 28.8º to 55º, the spatial resolution is 3 m and covers a swath of 30 km (SI-
Imaging Services 2019). The date of acquisition is 12 July 2018. 
Sentinel-2 optical imagery was used as the ground truth dataset for training and validation 
purposes. The aim was to retrieve an image with the least amount of cloud cover closest to the date 
of the single-date SAR imagery (July/August 2018). Sentinel-2 imagery is also freely available 
through the Copernicus Open Access Hub. Level-1C imagery was downloaded and only the true 
colour band combination (RGB 4-3-2) at 10 m spatial resolution was used. Figure 3.2 displays an 




takes place surrounding the Ofin River. The ground truth Sentinel-2 image is also shown over 
the same area segment. 
 
Figure 3.2 Example subsets of imagery used: A) Sentinel-1 VH backscatter on 8 August 2018, B) KompSAT-5 VH 
backscatter on 12 July 2018, and C) Sentinel-2 true colour image on 5 August 2018. The example area highlights a 







3.2 DATA PREPARATION 
The Sentinel-1 toolbox (S1TBX), available in SNAP, was used for the pre-processing of both the 
Sentinel-1 and KompSAT-5 datasets. The following pre-processing workflow was followed as 
shown in Figure 3.3. 
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The pre-processing of KompSAT-5 and the single-date Sentinel-1 image (for Objective 3) was 
done separately from the pre-processing of the multi-temporally filtered Sentinel-1 image (for 
Objectives 4 and 5). All the backscatter bands underwent radiometric calibration where the image 
backscatter values are converted to sigma-0. Afterwards geocoding and terrain correction was 
performed using the Range Doppler method and the SRTM 1 arc-second DEM. 
Several speckle filters were tested to determine which filters are most suited for the study area. 
According to Lee et al. (1994), speckle filters should be compared according to the following 
parameters: homogeneous and heterogeneous areas; speckle reduction; edge sharpness; thin 
feature preservation; point target retention. The speckle filters of interest were Refined Lee, Lee 
Sigma and IDAN. Visual inspection was performed in analysing each of the speckle filters as 
performed on the KompSAT-5 image. The conclusion was that the speckle reduction of the Lee 
Sigma (7x7) filter was better than the Refined Lee filter, where the latter looked noisier. The IDAN 
filter smoothed out almost all of the speckle but essential details of features appeared to be lost, 
especially details concerning the small-scale mines. 
Single-date speckle filtering was applied to single-date Sentinel-1 and KompSAT-5 images, 
whereas a multi-temporal Lee Sigma (7x7) filtering was applied to the Sentinel-1 image of 12 
August 2018 that incorporated the whole 13-image stack for Experiment 1. Experiment 2 
incorporated the multi-temporally filtered Sentinel-1 image that was already prepared for 
Experiment 1. Speckle filtering was applied per polarization for each image and is summarized as 
follows: Sentinel-1 single-date on two polarizations (VH and VV), KompSAT-5 on one 
polarization (VH), and Sentinel-1 multi-temporally filtered on two polarizations (VH and VV). 
All the filtered backscatter bands were then converted to decibel (dB) for further analysis. 
3.3 TRAINING AND REFERENCE DATA COLLECTION 
Feature extraction was performed following the pre-processing procedures of the SAR data. The 
segmentation process, image texture calculation and the extraction of geometric attribute and 
statistics are explained below. 
3.3.1 Multiresolution segmentation 
Multiresolution segmentation (MRS) was performed on the backscatter bands (VH and VV) of the 
S1-MT database using eCognition (v9.1). Segmentation was done on the SAR imagery instead of 
the optical imagery because of the restriction of the availability of cloud-free optical imagery for 
the study area close to the date of interest. Segmentation was run six times to establish the best 




compactness. Visual inspection was applied to select the most suitable segmentation results 
which are the slight over-segmentation of the water pools. Examples of the segmentation results 
are shown in Figure 3.4. A)-C) were under segmented, D) was over segmented, and E) was deemed 
satisfactory with slight over-segmentation with the parameters shape, scale and compactness of 
0.7, 3 and 0.8. 
 
Figure 3.4 Comparison of different parameters of multiresolution segmentation performed on VH and VV of S1-multi 




Figure 3.4 Comparison of different parameters of multiresolution segmentation performed on VH and VV of S1-
multi on a zoomed-in subset of the image. Scale, shape and compactness values of A) 30, 0.5, 0.5 B) 5, 0.5, 0.5 C) 
3, 0.5, 0.8 D) 1, 0.7, 0.8 E) 3, 0.7, 0.8. F is the true colour image of Sentinel-2 RGB 4-3-2 of the same area. A)-C) 




3.3.2 Image texture 
Image texture was derived from the different datasets to be included as additional features for the 
training of the classification algorithms. Image texture is a derived feature that is defined as the 
measure of the variation in the intensity of a surface. Grey-level co-occurrence matrix (GLCM) 
texture was calculated for each backscatter band using PCI Geomatica’s TEX algorithm in the 
Modeler application. The following eight texture measures were calculated: homogeneity, 
contrast, dissimilarity, mean, variance, entropy, angular second moment (ASM), and correlation. 
3.3.3 The extraction of geometric attribute and object statistics 
The geometric attributes of the objects as derived from the multiresolution segmentation were also 
included as features within the dataset. These were count, rectangularity, length/width, 
compactness, and roundness, adding five features (per polarisation). A summary of the features 
used is presented in Table 3.2. 
The mean value of each object was calculated with the Zonal Statistics tool in ArcMap (v1.5). In 
other words, the mean of the backscatter bands, texture bands and geometric attributes were 







Table 3.2 Summary of the image features used as input for the classification analysis. (S1=single date Sentinel-1, 
K5=single date KompSAT-5, S1-MT=multi-temporally filtered Sentinel-1). 
Image Backscatter 
bands 
Texture features Geometric attributes Total number of 
features 









Count, Rectangularity, Length/Width, 
Compactness, Roundness (n=5) 
23 







Count, Rectangularity, Length/Width, 
Compactness, Roundness (n=5) 
14 









Count, Rectangularity, Length/Width, 
Compactness, Roundness (n=5) 
23 
3.3.4 Sample collection 
Samples were selected to use as input for the training and testing of the machine learning 
classifiers. Samples were collected on the S1-MT image by selecting objects from the 
segmentation results and visually confirming with the Sentinel-2 image to which class the object 
belongs. Two classification scheme designs were tested. The first classification scheme was a 
multi-class classification scheme that consisted of the following classes: water, bare ground, 
vegetation and built-up. The second classification scheme was a binary-water classification 
scheme consisting of the classes: water and non-water. The “non-water” class samples were 




classification scheme. The descriptions of each class are listed in Table 3.3. The number of 
samples collected was 197 per class. Thus, the multi-class classification database consisted of 788 
samples and the binary-water classification database of 394 samples.  
Table 3.3 Descriptions of each class. 
Multi-class classes Binary-water 
classes 
Description 
Water Water Uniform texture. Blue, green pixels. 
Built-up 
Non-water 
Built structures such as roads, dam walls and buildings. Can be grey 
in colour or brown. 
Vegetation Forest: Densely packed trees usually of a dark green colour. Have a 
‘speckled’ texture. 
Low vegetation: Usually located in patches of lighter green areas 
between darker green (forest/tree) areas. Vegetation refers to grass, 
bushes, low trees. 
Bare ground Open areas that contain no structures or vegetation. Typically a dark 
brown/brown/orange colour or grey colour. 
 
3.4 EXPERIMENT 1: COMPARISON OF SAR DATASETS 
Experiment 1 is aimed at evaluating various SAR datasets and filtering levels for the purpose of 
detecting small-scale mines and addressed Objectives 3 and 4. Objective 3 was to compare 
classifications based on single-date KompSAT-5 (K5) and Sentinel-1 (S1). Objective 4 was to 
evaluate the impact of multi-temporally filtering of Sentinel-1 (S1-MT). 
3.4.1 Image classification 
The classification was done using the Scikit-learn (sklearn) Python libraries. The workflow of 
Experiment 1 is as follows: First, the data is imported in CSV format then the features are split 
according to the training set (X) and the predictions vector (y) which is the “Class”. The convention 
of using X and y means that the values in the X dataset are used to predict the values in the y 
dataset. The data contained in “Class” is categorical and needs to be converted to number format. 
The LabelEncoder class of sklearn was used to transform the data. The dataset is now ready to be 
split into the training and testing datasets. To split the data the train_test_split function is used 




according to an assigned test size percentage. For this project, the test size was set to 40% where 
the samples were selected according to a stratified random approach. The dataset was split with 
each run of the classifier. 
The classification was then applied by using the RandomForestClassifier class from Sklearn and 
the hyperparameters were set as follows: the number of estimators was set to 500, the tree splitting 
criterion was entropy and the oob_score was set to True. The RF classifier is then fitted to the X 
and y training datasets so that training of the classifier is initiated. The classifier was run 1000 
times to get a representative range of the performance of classification for each dataset. The trained 
classifier is then used to predict the test dataset (y_test) by applying the learnt classification to the 
test dataset (X_test). Both the test results and training feature information are used for validation. 
3.4.2 Accuracy Assessment 
The accuracy assessment was done through a confusion matrix for each classifier. The average of 
each position in the confusion matrix was calculated from the 1000 iterations of the classifier to 
create a derived confusion matrix for each classification scheme.  
Figure 3.5 demonstrated the positions calculated to populate the confusion matrices for each 
classification algorithm run on both classification schemes. 
 Predicted class 
Water Vegetation Bare ground Built-up Total 
Reference 
class 
Water A B C D  
Vegetation E F G H  
Bare ground I J K L  
Built-up M N O P  
Total      
 
 Predicted class 
Water Non-water Total 
Reference 
class 
Water A B  
Non-water C D  
Total    
 
Figure 3.5 A demonstration of the positions calculated to populate the confusion matrices for each classification 






3.5 EXPERIMENT 2: COMPARISON OF CLASSIFICATION ALGORITHMS 
Experiment 2 is aimed to address Objective 5 with the comparison of five machine learning 
classification algorithms to determine their relative performance in detecting SSM. The two 
classification schemes were also compared during this experiment. The Area Under the Curve 
(AUC) method was used to analyse the statistical significance between the different classification 
algorithms. 
Image classification was done with the same methodology as in Experiment 1. Each classifier was 
run separately for both classification schemes and the test set size remained at 40%. The dataset 
was split with each run of the classifier and the classifier ran 1000 times. The outputs for the 
accuracy assessment are the average values compiled from each run. All classifiers were trained 
using the same set of input features of S1-multi as in Experiment 1 which included intensity bands, 
texture layers, and the geometric features. The classifiers tested were: 
1. RF: Random forest (results were taken from Experiment 1); 
2. DT: Decision trees; 
3. SVM: Support vector machine (with linear kernel function); 
4. C-SVM: Kernel support vector machine (with RBF kernel function); and 
5. KNN: K-nearest neighbour 
Confusion matrices were created for each classifier and classification scheme to measure the 
relative performance of each classifier. The values in the confusion matrices are average values 
derived from the 1000 iterations of each classification as explained in Section 3.4.2.  
The statistical significance was measured with the area under the curve method (Equation 3.1) that 
is based on probability assessment. The standard normal value (z) together with the confidence 
level, which was set at 95%, is then used to get the probability from the probability tables that can 
be found at Statistics How To (2019). The higher the probability is, the larger is the area under the 
curve and thus the more significant the result is. 
𝑧 =  
𝑥 −  µ
𝜎
 Equation 3.1 
where µ is the mean; 
 σ is the standard deviation 




The z-scores were calculated using the means and standard deviations of the overall accuracy 
results of each classifier on the multi-class classification scheme. 
3.6 RESULTS 
3.6.1 Experiment 1: SAR dataset comparison 
Figure 3.6 shows the overall accuracies and kappa values for the results of Experiment 1. The S1-
MT dataset has the highest overall accuracy at 73.60% for the multi-class classification scheme 
and S1 has the highest overall accuracy at 90.93% for the binary water classification scheme. 
However, the S1-MT dataset has the highest kappa coefficients at 0.65 and 0.82 for the multi-class 
classification scheme and binary-water classification scheme respectively. The K5 dataset yielded 
the lowest overall accuracy and kappa coefficients at 80.61 and 0.61 respectively for the binary-
water classification scheme. 
 
Figure 3.6 Graphs displaying the overall accuracy (A) and kappa coefficient (B) results for Experiment 1. 
A 
B 
     Multi-class 
     Binary water 
S1                 K5                  S1-MT 




Table 3.4 summarizes the producer’s and user’s accuracies for the “water” class with RF 
between the datasets. The S1-MT dataset PA is 2.28% and 20.76% higher, and the UA 2.61% and 
21.57% higher than S1 and K5 respectively for the “water” class of the multi-class classification 
scheme. The S1-MT dataset also outperformed the S1 and K5 datasets with the binary-water 
classification scheme at 1.58% and 11.05% higher PA, and 0.33% and 9.49% higher UA for S1 
and K5 respectively. 
Table 3.4 Producer’s (PA) and user’s accuracies (UA) of the “water” class for RF classification on the S1, K5, and 




PA % UA % PA % UA % 
S1 85.06 78.61 91.44 88.96 
K5 66.58 59.65 81.97 79.80 
S1-MT 87.34 81.22 93.02 89.29 
The average error of omission and commission values summarized in Table 3.5 confirms why the 
multi-class classification scheme performed poorly compared to the binary-water classification 
scheme. For the S1-MT dataset 26.40% of reference sites were left out (omitted) and 26.26% of 
the objects were incorrectly classified (committed) for the multi-class classification scheme 
compared to 9.07% omission error and 9.00% commission error for the binary-water classification 
scheme. The individual confusion matrices for all three datasets and both classification schemes 
are listed in Appendix A. 





OE % CE % OE % CE % 
RF S1 32.49 32.91 9.96 9.93 
RF S1-MT 26.40 26.62 9.07 9.00 
RF K5 52.10 52.72 19.39 19.39 
3.6.2 Experiment 2: Classification algorithm comparison 
Figure 3.7 shows the overall accuracies and kappa values for the results of Experiment 2. RF 
outperformed all the classifiers with an average overall accuracy of 73.60% and 90.04% for the 
multi-class classification scheme and binary-water classification scheme respectively. The second-
best performing classifier was C-SVM with an average overall accuracy of 70.15% and 89.17% 
for the multi-class classification scheme and binary-water classification scheme respectively. 




and kappa coefficients. RF was significantly better than the other classifiers according to the 
area under the curve method. Random forest has the highest probability score at 0.87 where 
decision trees have the lowest probability score of 0.12. The probability results are displayed in 
Table 3.6. 
 
Figure 3.7 Graphs displaying the overall accuracy (A) and kappa coefficient (B) results for Experiment 2. 
Table 3.6 The significance evaluation results for each classifier given in probability that was obtained through the area 
under the curve method. The highest probability is highlighted in red. 





Ave OA of each 
classifier (x) 
62.37 73.54 63.79 70.17 70.36 68.05 4.75 
z-value -1.19 1.16 -0.90 0.45 0.49  
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Table 3.7 summarizes the producer’s and user’s accuracies of the “water” class classification 
on S1-MT of DT, RF, KNN, SVM, and C-SVM. RF had the highest PA and UA results except for 
the UA of the multi-class classification scheme that belongs to SVM. The RF classifier is 3.9% 
higher in PA than the second-best result of C-SVM for the multi-class classification scheme and 
10.85% higher in PA than DT that has the lowest result. For the binary-water classification scheme, 
RF outperformed C-SVM with 1.67% in PA and DT again with the lowest result at 6.44% lower 
than the PA of RF. The UA in the multi-class classification scheme was the highest at 81.87% for 
SVM, 0.65% better than the UA of RF, the UA of SVM is also 10.95% higher than the UA of 
KNN that gave the lowest result. The UA in the binary-water classification scheme was the highest 
for RF at 89.29%, with a 0.25% difference to SVM and 3.35% difference to KNN, again the lowest 
result. 
Table 3.7 Producer’s (PA) and user’s accuracies (UA) of the “water” class classification on S1-MT of DT, RF, KNN, 




PA % UA % PA % UA % 
DT 76.49 76.68 86.58 86.71 
RF 87.34 81.22 93.02 89.29 
KNN 81.65 70.97 86.81 85.94 
SVM 82.03 81.87 89.69 89.04 
C-SVM 83.44 76.94 91.35 87.53 
Figure 3.8 visually shows the RF classification results on the multi-temporally filtered S1 dataset 
(S1-MT). Figure 3.8 (A) shows the multi-class land cover classification map where blue is water, 
green is vegetation, orange is bare ground and grey is built-up. The image indicates that built-up 
and bare-ground is incorrectly classified in the vegetation and river areas. The confusion matrix in 
Table 3.8 confirms high errors of commission for bare ground and built-up at 38.88% and 18.50% 
respectively. The water binary land cover classification map (B) clearly shows the extent of water 
pools along the river and stretching into the vegetated areas. The reduction of classes from four to 
two led to more accurate results. The confusion matrices for each classification algorithm and 





Figure 3.8 Example of visual RF results of S1-MT where: A) is the multi-class classification, B) the binary water 
classification, C) the intensity of S1-multi and D) the map showing the extent of the images in A, B, C. Blue is water, 
green is vegetation, orange is bare ground and grey is built-up. 
Table 3.8 Random forest multi-class classification on S1-MT confusion matrix. EC % of bare ground and built-up is 
highlighted in red. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 69 0 9 1 79 87.34 12.66 
Vegetation 1 57 13 8 79 72.43 27.57 
Bare ground 12 17 45 5 79 57.13 42.87 
Built-up 3 8 7 61 79 77.47 22.53 
TOTALS 85 82 74 75 316     
UA % 81.22 69.70 61.12 81.50    
EC % 18.78 30.30 38.88 18.50    
Overall accuracy 73.60       
Overall kappa 0.65             
 
 
            Water 
            Vegetation 
            Bare Ground 
            Built-up 
               Water 
               Non-water 
                 Towns         
                  Study Area 







For Experiment 1 the multi-class classification scheme yielded unreliable results where the 
average kappa coefficient for all datasets and classification algorithms was 0.54 as shown in Table 
3.9. The binary-water classification scheme gave reliable results with an average kappa coefficient 
of 0.75. With the multi-class classification scheme mixing of the classes took place as can be seen 
in Figure 3.8, whereas the binary-water classification could clearly distinguish between the water 
objects and the non-water objects. 






OA % K OA % K 
RF K5 47.90 0.31 80.61 0.61 
RF S1 67.51 0.57 90.93 0.80 
RF S1-MT 73.60 0.65 90.04 0.82 
DT 62.65 0.50 86.65 0.73 
SVM 70.42 0.61 89.33 0.79 
C-SVM 70.15 0.60 89.17 0.78 
KNN 63.84 0.52 86.30 0.73 
Average 65.15 0.54 87.58 0.75 
By comparing the classification results of the full S1 sensor with those from K5 the difference in 
wavelength is evident. The X-band K5 imagery yielded significantly lower accuracies than the C-
band S1 imagery which may be due to the shorter wavelength of K5 which is less sensitive to 
differences in roughness between the land cover classes. To test this, an additional classification 
was done with just the VH bands of S1, and S1-MT. The results showed that the overall accuracy 
and kappa coefficient results for Sentinel-1 are less accurate than the full sensor results but still 
more accurate than the K5 results. There is also a bigger difference in overall accuracy and kappa 
coefficient for the multi-class classification scheme than the binary-water classification scheme. 
This further supports the notion that C-band is better suited for this application than X-band, even 
at a lower resolution. 
The radiometric calibration of K5 may also be of influence to the weak results. Comparing multi-
temporally filtering with single date filtering showed that S1-MT performed more accurately with 
margins less than 3% producer’s accuracy for the multi-class classification and margins less than 
2% PA for the binary-water classification. Multi-temporal filtering reduces the amount of speckle 




Confusion exists within the multi-class classification scheme especially between water and bare 
ground. This is evident by the high omission and commission errors produced by this classification 
scheme. With the S1 imagery, the water class and the bare ground class are mixed at the ASM 
sites around the river due to lower resolution than the K5 imagery. Therefore, the binary-water 
classification scheme obtained significantly higher accuracies due to the elimination of the 
confusion. This is confirmed by the low omission and commission errors of the binary-water 
classification scheme. 
The same trend as in Experiment 1 occurs in Experiment 2 where the binary-water classification 
scheme outperforms the multi-class classification scheme. The margins between the highest 
performing dataset and lowest-performing dataset for the multi-class classification scheme is 
around 21 % where the margins for the binary-water classification scheme is around 10%. The 
margins between the highest performing classifier for the multi-class classification scheme is less 
than 11 % and the margins for the binary-water classification scheme is less than 7%. The high 
margins of the multi-class classification scheme are because of the misclassification of classes that 
took place during the multi-class classification.  
For Experiment 2 the random forest classifier was significantly more accurate than the other 
classifiers with a probability of 0.87 at 95% confidence level. Random forest is the most robust of 
the machine learning algorithms and deals very well with high dimensionality and complex data. 
C-SVM and SVM also achieved high overall accuracies where C-SVM outperformed SVM. This 
is likely because the data structure was of a higher dimensionality where the C-SVM kernel could 
find a better fit for the hyperplane to group the data. The decision trees classifier gave the least 
accurate as well as the least reliable results. This is because of how the trees are split in the 
algorithm that is not iterated through such as with random forest. KNN is the simplest of the 
algorithms and performed slightly better than decision trees. KNN is not robust with high 
dimensionality and complex data. 
To conclude, for the comparison of the different SAR sensors the C-band Sentinel-1 image 
outperformed the X-band KompSAT-5 image in accuracy and reliability. The KompSAT-5 image 
performed substandard for both classification schemes with an OA of less than 60% and a kappa 
coefficient of less than 0.6. Both SAR sensors could only classify the waterbodies associated with 
SSM. Both single-product speckle filtered SAR and multi-temporally filtered SAR produced very 
accurate and reliable results, however, the S1-MT database had a smaller range in the difference 
between the results of the multi-class classification scheme and the binary-water classification 
scheme. For this reason, multi-temporal filtering improves the overall reliability of the 




that RF is the best-suited algorithm to map SSM with SAR imagery, however, SVM came a 
close second. The influence of the custom kernel for SVM was insignificant, therefore can be 
deemed as unnecessary. The DT and KNN algorithms had the poorest performance and are not 
suitable for SSM mapping with SAR. 
The classification methods proved that a multi-class classification approach for using SAR to map 
illegal mining in forested areas does not work well. The binary-water classification scheme gave 
highly accurate and reliable results especially with the multi-temporally filtered Sentinel-1 
imagery and the random forest classifier. The resulting classifications only mapped the 
waterbodies in the image and the actual SSM activities were not mapped yet. This is however very 






4  CHAPTER 4: THE EVALUATION OF THE POTENTIAL OF 
CHANGE DETECTION FOR DETECTING SMALL-SCALE MINING 
This chapter is aimed at addressing Objective 6 with Experiment 3 where change detection is 
applied to a time series of Sentinel-1 imagery. An overview of the data acquired is given, followed 
by the preparation of the data. The methodology of the experiment is given and lastly, the results 
are shown and discussed. 
4.1 DATA ACQUISITION 
The imagery was acquired during the dry season of Southern Ghana which is from middle 
November to February. The dry season was chosen to mitigate the effect of events such as floods 
and heavy rainfall on the SAR imagery change analysis. A secondary reason is that optical imagery 
used for validation have the least amount of cloud cover during the dry season. Even then acquiring 
images with a low amount of cloud cover was challenging. 
Experiment 3 uses Sentinel-1 C-band ground range detection (GRD) interferometric wide swath 
(IW) images, with a swath width of 250 km and moderately high spatial resolution at 10 m as well 
as dual-polarization vertical transmit, horizontal receive (VH) and vertical transmit, vertical 
receive (VV). The Sentinel-1 GRD IW imagery was acquired through Google Earth Engine. The 
image dates of interest were the first available SAR image of the year from 2016 to 2019 to yield 
a collection of four images for change analysis.  
The optical imagery used for validation in this experiment was Landsat-8. Landsat-8 had more 
cloud-free imagery available than Sentinel-2 for the validation. The Landsat-8 imagery was 
downloaded from the USGS Earth Explorer website. Level-2 atmospherically corrected Landsat-
8 (L2A) can readily be downloaded, but the panchromatic band is not included. Therefore, the 
corresponding level-1 (L1A) imagery was downloaded for the panchromatic band. The bands used 
for validation was the L2A bands 2 to 5 at 30 m resolution and the L1A panchromatic band 8 at 
15 m resolution. Both levels of Landsat-8 imagery were downloaded for each year of the time 
series, from 2016 to 2019, and cloud-free imagery closest to the date of the Sentinel-1 imagery 
was selected. This resulted in eight stacks of imagery for the four years. The SAR and optical 







Table 4.1 Summary of the satellite imagery for Experiment 3. Acquisition parameters of the SAR data and optical 
imagery is listed. 


















30 m, 15 m L2A bands 2 




4.2 DATA PREPARATION 
This section describes the pre-processing procedures followed in order to prepare the SAR and 
optical data for the change detection analysis and validation. The time periods that were taken into 
account for the change detection analysis were 2016-2017, 2017-2018, 2018-2019, and 2016-
2019. The purpose of the change detection analysis over each consecutive year as well as for the 
whole period is to have an estimate of the consistency of the changes over the four-year period. 
Each pair of years are referred to as a difference-year from this point forward. 
4.2.1 Pre-processing methods 
The Sentinel-1 imagery was already pre-processed before being loaded into Google Earth Engine 
(Gorelick et al 2017). The pre-processing was done using the S1-toolbox and the following steps 
were applied: 
1. Thermal noise removal 
2. Radiometric calibration 
3. Terrain correction (using SRTM 30 DEM and ASTER DEM where SRTM is not available) 
4. Converted to dB 
Speckle filtering was not applied to this experiment. The imagery was clipped using Google Earth 
Engine and then downloaded.  
For the Landsat-8 imagery, selected bands from the Landsat-8 imagery were stacked and pan-
sharpened using ENVI. The bands that were stacked were bands two to five, and band eight was 




which changed the resolution of bands two to five from 30 m to 15 m. The pan-sharpened stack 
was then clipped to the study area and exported to GeoTIFF format. 
4.2.2 Ground truth database creation 
The ground truth database consists of 100 samples for each year, where 50 samples were collected 
for the “change” class and 50 for the “no-change” class. This represents the actual class database. 
The samples were derived from the Landsat-8 imagery by manually digitizing polygons through 
visual analysis the polygon was assigned the class “change” or “no change”. The “change” class 
was assigned when a change of class occurred from one year to the other and the “no change” class 
was assigned when no change in the class took place from the one year to the other. The class 
definitions used in this experiment were urban, bare ground, vegetation, water and SSM. The SSM 
class is defined as a mixture of turned-up soil and water. Figure 4.1 shows examples of how the 
samples were derived. The class of the polygon in A) is SSM in 2016 and the class of the polygon 
in B) is SSM in 2019, hence a change of class did not occur and the “no change” class was assigned. 
The class of the polygon in C) is vegetation in 2016 and the class of the polygon in D) is SSM in 
2019. A change of class occurred between C) and D) and therefore the “change” class was 
assigned. A vector file (shapefile) was created for each difference-year, resulting in four sets of 





4.3 CHANGE DETECTION 
Experiment 3 is aimed to address Objective 6 to analyse whether change detection analysis has the 
potential to detect SSM. To achieve this the change detection analysis method applied is image 
differencing over a period of four years. A difference-image is created for each consecutive year 
as well as over the full period resulting in four difference-images. Difference-images were 
calculated per backscatter band of the Sentinel-1 imagery: therefore four difference images were 
created for VH and VV separately resulting in a total of eight difference-image products. 
 
Figure 4.1 Examples of the digitizing of no change and change classes on the Landsat-8 imagery. The class of the blue 
polygon in A) is SSM in 2016 and the class of the blue polygon in B) is SSM in 2019, hence a change of class did not 
occurred and the “no change” class was assigned. The class of the polygons in C) is vegetation in 2016 and the class of 








Change detection by image differencing was done using the ENVI (v5.5) change analysis 
workflow which is presented in Figure 4.2. The goal is to map the extent of SSM change. 
4.3.2 Change Detection Difference Map 
Change detection starts with two input images, the initial image (time 1) and the final image (time 
2). The input images are single band images and can be of any data type. The difference image is 
computed by subtracting the time 1 image from the time 2 image (final minus initial). Higher 
values in the difference image are interpreted as positive change where the final state brightness 
was greater than the initial state brightness, and negative change is pixels that have lower values 
where the final state brightness was less than the initial state brightness (ENVI 1994). For SAR 
data an increase in pixel value indicates an increase in backscatter intensity while a decrease in 
pixel value is a decrease in backscatter intensity. 
The computed difference image was then classified into “change” and “no change” classes 
applying automatic thresholding. Two automated thresholding algorithms were tested, Tsai and 
Otsu and the type of change was selected as increase and decrease. The increase is displayed in 
blue and a decrease in red (ENVI 1994). As a final step, aggregation was applied to the classified 
image. Aggregation is aimed at cleaning the thresholding results by aggregating regions of an 
assigned pixel size or smaller to an adjacent larger region. Different values of aggregation size 
were tested based on visual inspection as shown in Figure 4.3. The aggregation size of 10 pixels 
was decided on due to an aggregation value of greater than 10 resulted in a loss of accuracy and a 
value below 10 created background “noise”. 
 
Figure 4.2 Workflow of the image differencing change detection analysis that was done in ENVI. For the input images 



















4.3.3 Accuracy Assessment 
The accuracy assessment was conducted by using the ground truth database vector files on the 
classified change maps for each respective difference-year. Through visual inspection, each 
polygon was assigned to the “change” or “no change” class to create the predicted class database. 
When more than 50% of the polygon is covered by blue or red then the polygon is assigned to the 
class “change”, else if the polygon is assigned to the class “no change” (Figure 4.4).  
 
Figure 4.4 A) Example where more than 50% of the polygon is covered by blue or red and is assigned to the class 
“change”. B) Example where less than 50% of the polygon is covered by blue or red and is assigned to the class “no 
change”. 
A confusion matrix, which compares the actual class database with the predicted class database, 
was created for each of the eight difference-images. From the confusion matrix, the following 
statistical measures were derived: overall accuracy and kappa coefficient. 
  
A B C 
A B 
Figure 4.3 A subset of the Tsai classified change image of 2016-2019 VH where visual inspection was applied to analyse 
the effect of the aggregation size parameter. A) Aggregation=2; B) Aggregation=3; C) Aggregation=10. Blue indicates 





A summary of the results of Experiment 3 is presented in this section where the potential of change 
detection on Sentinel-1 time series data for the detection of small-scale mines was analysed. The 
results of the two thresholding methods are presented for each time period. Table 4.2 lists the 
results of all the difference-years as well as the average values for all the years with regards to 
polarization and automatic threshold method. When the values are averaged for all years, VH has 
better overall accuracy and kappa for both threshold methods. The kappa coefficient for Tsai on 
the 2018-2019 difference image was the highest at 0.7 and highlighted in red. The confusion 
matrices for all change detection results are listed in Appendix B. 
Table 4.2 Overall Accuracies (OA), kappa coefficients (K), mean, and standard deviation (σ) values for each 
difference-year as well as all the years averaged. The kappa coefficient for Tsai on the 2018-2019 difference image 
was the highest at 0.7 and highlighted in red. 




Tsai Otsu Tsai Otsu 
OA K OA K OA K OA K Mean σ Mean σ 
2016-2017 77.00 0.54 77.00 0.54 79.00 0.58 67.00 0.34 75.00 5.42 0.50 0.11 
2017-2018 80.00 0.60 81.00 0.62 72.00 0.44 76.00 0.52 77.25 4.11 0.55 0.08 
2018-2019 85.00 0.70 83.00 0.65 81.00 0.62 84.00 0.68 83.25 1.71 0.66 0.04 
2016-2019 71.00 0.42 74.00 0.48 65.00 0.30 73.00 0.45 70.75 4.03 0.41 0.08 
All years 78.25 0.57 78.75 0.57 74.25 0.49 75.00 0.50 76.56 2.27 0.53 0.05 
A graph displaying the kappa coefficient of the average values of VH and VV for all years for Tsai 
and Otsu respectively is presented in Figure 4.5. VH achieved an overall accuracy of 78.25% and 
78.75% for Tsai and Otsu respectively, where VV achieved an overall accuracy of 74.25% and 
75.00% for Tsai and Otsu respectively. The kappa for VH were 0.56 and 0.57 for Tsai and Otsu 
respectively. The overall accuracy of Otsu is 6% more significant and the kappa is 4.7% more 
significant than the Tsai results. VH is, however, not consistently better than VV. Based on the 
average values Otsu performed better than Tsai for both VH and VV polarizations, however, this 
is also not consistent throughout the data as can be seen in the graphs of the kappa coefficients for 






Figure 4.5 Graph displaying the Kappa coefficients of the averaged values of VH and VV over all the years for Tsai 
and Otsu respectively. 
 
Figure 4.6 Graph displaying the Kappa coefficient for each time period of the Tsai thresholding. 
 




The VV polarization only has a better kappa coefficient once for Tsai (2016-2017) and once for 
Otsu (2018-2019). The VH polarization follows the same trend for both Tsai and Otsu peaking in 
2018-2019 and at the lowest values for 2016-2019. According to these values Otsu outperformed 
Tsai for most of the years. From the visual results (Figure 4.8) the Tsai threshold maps the small-
scale mining activity better than the Otsu threshold. The Otsu threshold gives noisy results. 
 
Figure 4.8 Visual comparison of Tsai and Otsu for a segment of the difference map 2016-2019. In A) is Tsai 
thresholding and in B) Otsu. The blue represents an increase in backscatter from 2016 to 2019 and the red represents 
a decrease in backscatter. Together the blue and red represent the class “change” whilst the white represents the class 
“no change”. 
Another accuracy assessment test was done to compare the sensitivity of Tsai and Otsu with the 
Receiver Operating Characteristic (ROC) which compares the false positive rate with the true 
positive rate. According to the graph in Figure 4.9 the ROC for Otsu indicates that the probability 
for false positives is less than for Tsai even though Tsai achieved a higher probability for 
classifying true positives. Taking into consideration that both these values are close to the ideal 
ROC value of (0, 1) an Euclidean distance estimate revealed that Tsai is closer to the ideal ROC 
value by 20%. Therefore, this indicates that Tsai is overall a better automatic threshold method 






Figure 4.9 The Receiver Operating Characteristic values for Tsai and Otsu did for the difference map 2018-2019 VH 
polarization. 
4.5 DISCUSSION 
For the change detection analysis, the two polarizations of the Sentinel-1 GRD imagery were 
compared. Overall the VH polarization gave higher overall accuracies and kappa values than the 
VV polarization. This is likely because the VV polarization is more sensitive to surface water 
roughness and therefore introduces more variance in the change images. This is also evident in the 
difference images as shown in Figure 4.10 where the VH difference images in A) have greater 
contrast than the VV difference images in B) and therefore show more information for 
interpretation. The anomaly where the VV polarization has better kappa coefficients than the VH 







Figure 4.10 A comparison of each band of the Sentinel-1 difference images for all time periods wherein A) the VH 
difference and B) the VV difference images are shown. The images in A) have greater contrast than the images in B) 






In Experiment 3 the reliability and accuracy of each difference year were compared to the 
overall difference image (2016-2019). The difference year with the highest kappa coefficients 
occurred during 2018-2019 for both the Tsai and Otsu thresholding. The kappa coefficient 
systematically increases for each difference-year from 2016-2017 to 2018-2019 and the kappa 
coefficient for the overall-difference image (2016-2019) is rather low. A likely reason for the peak 
in the overall accuracy for 2018-2019 is that this was the last image to be digitised manually for 
the accuracy assessment. It is possible that the precision of the digitising of training and test 
samples increased with each difference image which started with the 2016-2019 image. Another 
reason for the inconsistency in accuracy over all of the difference-images can be due to seasonal 
variations where higher rainfall may have occurred during one year compared to another. The 
reason why analysing the change per year is more accurate than an overall change of all the years 
is because the regrowth of vegetation can take place and this can confuse the classification of 
change and no-change. 
For the analysis of the two thresholds, Otsu outperformed Tsai for most of the years. This may be 
because the Otsu threshold allowed for more leniency than Tsai and therefore a better overall 
accuracy was obtained, as well as, the fact that Otsu classifies less false positives than Tsai. 
However, Tsai classified more true positives and was closer to the ideal ROC value which is more 
desirable and visually the Tsai threshold is preferable because of the less amount of noise present 
to create the change detection maps. 
To conclude, the Otsu thresholding method had better reliability than the Tsai thresholding 
method, however, the Tsai thresholding method is preferred for the visual change maps. The 2018-
2019 time period was the most reliable and accurate time period, likely due to an increase in the 
precision of the digitising of the training data. The VH polarization of Sentinel-1 gave better results 
than the VV polarization for most of the time periods. Change detection can detect SSM with SAR 
because the “change” class corresponded to the SSM activities. The potential of change detection 
with Sentinel-1 GRD time series has exceeded expectations by not just detecting SSM but active 





5  CHAPTER 5: CONCLUSION 
This chapter provides a summary of the findings of the experiments presented in Chapter 3 and 4 
and the research aim and objectives are revisited. The research is evaluated through the 
contextualization of the study, the discussion of the limitations, and by assessing the impact of the 
research. Finally, recommendations for future work are made and the concluding remarks are 
given, including a review on the continuation of the research. 
5.1 REVISITING THE AIM AND OBJECTIVES 
The aim of this study was to assess the accuracy and reliability of applying SAR for the detection 
and mapping of small-scale mining in Ghana with supervised classification and change detection 
approaches. The evaluated approaches were applied to features derived from SAR satellite imagery 
and validated with optical satellite imagery. The conventional method for determining the spatial 
distribution patterns of SSM involves field visits and interviews which is time consuming, costly 
and dangerous considering the nature of SSM environments. The remote sensing methods used for 
mapping SSM to date relied on scarce cloud-free optical imagery and there is only one study that 
attempted the mapping of SSM with SAR 20 years ago. It is therefore important to identify 
methods and derivatives that have the potential of identifying SSM in areas with a high percentage 
of cloud cover. The main aim was therefore to investigate the potential of SAR and the remote 
sensing techniques, supervised classification and change detection, for the detection and mapping 
of SSM in a tropical area. 
Objective 1 was to carry out a review of the remote sensing and image processing literature to 
assess whether these approaches can be used for SSM detection and mapping (Chapter 2). 
Literature showed that remote sensing with SAR holds much potential for mapping SSM, 
especially the studies focussing on deforestation monitoring and flood monitoring with SAR. The 
studies that used optical imagery for detecting SSM could not obtain enough cloud-free imagery 
to create a sustainable SSM monitoring system, as most of these studies occur in tropical regions 
such as Peru, the Democratic Republic of the Congo and Ghana. Also, the use of supervised 
machine learning methods for detecting SSM has not been explored. Although one study used 
SAR for detecting degradation areas caused by illegal mining, the study did not take into account 
additional spatial features such as texture measures. The change detection method (image 
differencing and thresholding) commonly used for flood mapping with SAR showed potential for 
detecting SSM in time series imagery because water mapping is a common indicator for both 




Objective 2 was to collect satellite imagery over an appropriate study area in which remote 
sensing techniques can be applied to detect and map SSM. Two types of SAR imagery were 
acquired for the comparison of SAR sensors in detecting SSM with classification (Chapter 3). 
Freely available Sentinel-1 imagery was collected to build two time-series databases, one for 
multi-temporally filtering for the classification analysis (Chapter 3) and the other for the change 
detection analysis (Chapter 4). The acquired SAR imagery (Sentinel-1 and KompSAT-5) and 
validation imagery (Sentinel-2 and Landsat-8) for classification and change detection were 
described in Chapter 3 and 4 respectively. The imagery was acquired for an overlapping area that 
included a section of the Ofin River close to the mining town Obuasi in Ghana. 
Objective 3 was to analyse the accuracy and reliability of random forest classification applied to 
C-band Sentinel-1 single-date and X-band KompSAT-5 single-date images. Objective 4 was to 
analyse the influence of multi-temporally filtering on the accuracy and reliability of random forest 
classification applied to Sentinel-1 imagery. The first experiment addressed the third and fourth 
objective by applying random forest classification to three databases in Chapter 3.  
Objective 5 involved the comparison of several machine learning algorithms as applied to the 
multi-temporally filtered Sentinel-1 database, this was done in the second experiment in Chapter 
3. The machine learning algorithms were RF, DT, SVM, C-SVM and KNN. The classification 
algorithms were tested on accuracy and reliability to determine which of the algorithms were the 
most effective for detecting SSM. The accuracy assessment was done with confusion matrices and 
the derived statistics. 
Objective 6 was to analyse whether SSM can be detected with change detection on a Sentinel-1 
time series. This was done in the third experiment in Chapter 4. The change detection method that 
was selected for this experiment was image differencing and thresholding was applied to the 
difference imagery to create change maps. 
5.2 SUMMARY OF FINDINGS 
The main findings of the study are as follows: 
1. Single-date Sentinel-1 has the highest overall accuracy at 90.93% for the binary water 
classification scheme, however, the multi-temporally filtered Sentinel-1 dataset has the 
highest kappa coefficients at 0.65 and 0.82 for the multi-class classification scheme and 
binary-water classification scheme respectively. The single-date KompSAT-5 dataset 
yielded the lowest overall accuracy and kappa coefficients at 80.61 and 0.61 respectively 




2. The random forest classifier outperformed all the classifiers with an average overall 
accuracy of 73.60% and 90.04% for the multi-class classification scheme and binary-water 
classification scheme respectively. 
3. The support vector machine and kernel-support vector machine classifiers performed very 
similarly where the decision trees and k-nearest neighbour classifiers yielded the lowest 
overall accuracy and kappa coefficients. 
4. The kappa coefficient for the Tsai thresholding method on the 2018-2019 difference image 
was the highest at 0.7. The 2018-2019 time period was the most reliable and accurate time 
period, likely due to an increase in the precision of the digitising of the training data. 
5. The VH polarization of Sentinel-1 GRD achieved an overall accuracy of 78.25% and 
78.75% for Tsai and Otsu respectively, where the VV polarization achieved an overall 
accuracy of 74.25% and 75.00% for Tsai and Otsu respectively. The performance of VH 
over VV is consistent with studies done by Clement, Kilsby & Moore (2018) and Bangira 
et al. (2019) because of the higher sensitivity to water and non-water areas by VV. 
6. Statistically, Otsu gave better results with an average overall accuracy at 78.75% and Tsai 
at 78.25% for the VH polarization. However, visually, the Tsai threshold is preferred 
because Otsu creates noise in the image thus the Tsai results are more concise.  
7. The change detection approach showed the possibility that active SSM sites can be 
distinguished from passive SSM sites where an increase in backscatter suggested a 
decrease in SSM activity and a decrease in backscatter suggested an increase in SSM 
activity. 
From the classification results, it was evident that the comparison of the different SAR sensors the 
C-band Sentinel-1 image outperformed the X-band KompSAT-5 image in accuracy and reliability. 
The KompSAT-5 image performed substandard for both classification schemes with an OA of less 
than 60% and the kappa coefficient of less than 0.6. Both SAR sensors could only classify the 
waterbodies associated with SSM. Both single-product speckle filtered SAR and multi-temporally 
filtered SAR produced very accurate and reliable results, however, the S1-MT database had a 
smaller range in the difference between the results of the multi-class classification scheme and the 
binary-water classification scheme. For this reason, multi-temporal filtering improves the overall 
reliability of the classification results. The comparison of the machine learning classification 
algorithms showed that RF is the best-suited algorithm to map SSM with SAR imagery, however, 




therefore can be deemed as unnecessary. The DT and KNN algorithms had the poorest 
performance and are not suitable for SSM mapping with SAR. 
From the change detection results is was evident that change detection can detect SSM with SAR 
because the “change” class corresponded to the SSM activities. The potential of change detection 
with Sentinel-1 GRD time series has exceeded expectations by not just detecting SSM but active 
SSM can be distinguished from passive SSM. 
The research presented in this thesis aimed to assess the accuracy and reliability of applying SAR 
for the detection and mapping of small-scale mining in Ghana. From the results, it was shown that 
Sentinel-1 imagery was able to detect and map SSM especially with the change detection 
methodology. The classification with the object-based image analysis approach was successful in 
classifying water bodies associated with SSM. 
5.3 EVALUATION OF RESEARCH 
This section evaluates the research in the context of other studies and critically assesses both the 
impact as well as the limitations of the research. 
5.3.1 Contextualization 
The mapping of illegal mining has only been attempted by Snapir, Simms & Waine (2017) where 
they used multi-temporally optical imagery. They were able to detect the galamsey sites with 
change detection in Ghana but recommended the use of SAR imagery because of the interference 
of cloud cover. They were not able to distinguish between active and abandoned mines. The change 
detection experiment done on SAR in this study showed that Sentinel-1 imagery has a high enough 
resolution to also pick up the smaller strips of galamsey that stems from the main river. This study 
also showed that with SAR imagery active and abandoned mines can be distinguished with change 
detection. 
Bangira et al. (2019) compared different machine learning classifiers where they mapped different 
types of water bodies and the SVM classifier outperformed the RF classifier with an average 
overall accuracy of 91.7% compared to 79.5%. Their study incorporated SAR imagery, optical 
imagery, as well as indices, into the training of the classifiers. The results from the classification 
done in this study showed that RF outperformed SVM. A likely reason that SVM performed better 
than RF in Bangira et al. (2019)’s study is that the indices and optical imagery gave more 
information on the water body types, meaning that it was simpler for the SVM classifier to classify 




Bangira et al. (2019) also assessed the Otsu threshold methods and made the point that for water 
body mapping using thresholds is simpler and yield accurate enough results for classification. 
From studies where floods were mapped with SAR imagery (e.g. Long, Fatoyinbo & Policelli 
2014; Mason et al. 2014; Schlaffer et al. 2015; Clement, Kilsby & Moore 2018) threshold methods 
were used, therefore, suggesting that mapping SSM with thresholds is a simpler and more effective 
option. 
The SAR VH performance compared to VV performance in this study is consistent with the results 
of Clement, Kilsby & Moore (2018) and Bangira et al. (2019) who mapped different types of water 
bodies with SAR. The VH polarization gave greater contrast between water and non-water objects 
than the VV polarization suggesting that VV is more sensitive to variations between water and 
non-water features. 
5.3.2 Limitations 
The classification methods employed in this study were only able to classify water bodies 
associated with SSM. The transferability of the classification to different regions or time periods 
was also not tested, thus the robustness of the machine learning classification for SSM mapping 
was not determined. The effect of the resolution or wavelength of the SAR data to detect SSM 
could not be confirmed since the Sentinel-1 imagery and the KompSAT-5 imagery were of 
different wavelengths and different resolutions. 
The segmentation was run on SAR imagery and not on the optical imagery because of the regular 
cloud interference in optical imagery. Ideally, segmentation should be done on optical imagery but 
for the purpose of examining a detection and monitoring system that can regularly detect SSM 
segmentation was done on the Sentinel-1 multi-temporally filtered image. The other downside is 
that the resolution of the Sentinel-1 imagery also had an impact on the objects and the objects may 
not be as accurate as with a higher resolution image. The KompSAT-5 image was not used for the 
segmentation because Sentinel-1 was better radiometrically corrected than KompSAT-5. 
For the change detection analysis on Sentinel-1 GRD data, the data was not filtered for speckle. 
Also, the Sentinel-1 imagery from Google Earth Engine was not coregistered as well as the 
imagery should have been. This may introduce error into the difference imagery. The accuracy 
assessment was done by manual digitising which introduces a human error that was clearly seen 
as the accuracy increased from the first difference image (2016-2019) to the last difference-image 
analysed (2018-2019). The overall accuracy increased with each difference-image that was 
digitised to create the training dataset, this could be due to an increase in precision of the digitising. 




manual digitising process. Therefore, for future analysis, applying segmentation and selecting 
the objects for the accuracy assessment training database for the change detection analysis will 
give more consistent results in the accuracy assessment of the difference-imagery, which can then 
be used to identify other factors that may lead to inconsistencies in the accuracy of the image 
differencing results. The determination of whether a polygon was to be assigned to the class 
“change” or “no-change” based on a 50% coverage threshold was also done visually. 
5.3.3 Contribution and Impact 
The synthesised results suggest that SAR has great potential for the detection and mapping of 
illegal mining in tropical regions. The change detection analysis showed the potential of detecting 
active and abandoned mines. This type of information is very useful for governments to have 
reliable temporal and spatial distribution patterns of illegal mining. Multi-temporally filtered 
Sentinel-1 imagery provides the most accurate results and makes it possible to have a monitoring 
system based on freely available data to monitor illegal mining in alluvial settings. The results 
confirmed that high-resolution commercial data is not necessarily required. 
The research in this study is also novel in the sense that the use of a reliable classifier on SAR has 
not been attempted yet for the application of detecting SSM affected areas (Almeida-filho & 
Shimabukuro 2000). The approach to detect and map SSM in this study incorporated advanced 
supervised machine learning classification algorithms to map the water bodies associated with 
SSM. The effect of multi-temporal filtering on SAR imagery for detecting SSM has not been tested 
before. Change detection with SAR that resulted in thematic change maps that detected SSM has 
not been attempted before and that the intensity of the SAR backscatter from the change maps 
correlates inversely with the increase in SSM activity is a new discovery. 
5.4 RECOMMENDATIONS FOR FUTURE WORK 
The transferability of the classification techniques was not tested and therefore this could be 
valuable to explore when the training datasets of one area can be used to classify an image over a 
different but similar area. For the change detection analysis, a recommendation is to apply 
segmentation on the difference-images to select objects for the accuracy assessment. Also, instead 
of applying a threshold method to determine “change” or “no-change” classes, machine learning 
classifiers such as random forest can be tested. Lastly, the intensity of the change in classes can be 






5.5 CONCLUDING REMARKS 
The aim of the study was achieved by proving that SAR is a potentially accurate and reliable 
solution for the detection of small-scale mining (SSM) in tropical regions such as Ghana. The 
multi-temporally filtered Sentinel-1 dataset gave the highest accuracies as well as smallest ranges 
in values for both the multi-class and binary water classification schemes. A binary classification 
scheme such as the binary-water classification scheme was a better fit for the detection of the water 
bodies associated with SSM than the multi-class classification scheme where classes were wrongly 
classified. The random forest machine learning classifier is capable of classifying SSM-related 
waterbodies reliably with highly variable input data. When comparing the classification approach 
with the change detection approach for the mapping of SSM the classification was only able to 
map the water bodies associated with SSM where the change detection analysis detected the SSM 
activities. The intensity of the SSM activity was also discoverable because of the inverse 
correlation between the increase in backscatter and the increase in SSM activity, however, this was 
not further investigated in this study. 
In conclusion, SAR has great potential for the mapping of illegal mining in tropical areas such as 
Ghana when focussing on the SSM activities surrounding rivers. The change detection analysis 
detected SSM where the classification methods only detected water bodies associated with SSM. 
Further research should be done to refine the methodology of the change detection and the potential 
to quantify abandoned and active mines should be further investigated. 
5.6 CONTINUATION/DISSEMINATION OF THIS RESEARCH 
From the findings of this Master’s thesis, two journal articles are planned for submission by the 
end of 2020. The broad topic for each paper is the following: 
1. Machine learning classification for analysing the potential of mapping illegal mining in 
Ghana with Synthetic Aperture Radar. 
2. Analysing the potential of change detection analysis for the detection and mapping of 
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Supplementary material for Chapter 3 (Confusion matrices for Experiments 1 and 2). 
Table A1 Random forest multi-class classification on S1 confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 67 0 10 1 79 85.06 14.94 
Vegetation 1 55 13 11 79 69.32 30.68 
Bare ground 15 16 39 9 79 49.28 50.72 
Built-up 3 14 10 52 79 66.40 33.60 
TOTALS 85 85 72 74 316     
UA % 78.61 64.52 54.23 71.02    
EC % 21.39 35.48 45.77 28.98    
Overall accuracy 67.51       
Overall kappa 0.57             
 
Table A2 Random forest multi-class classification on K5 confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 53 2 20 4 79 66.58 33.42 
Vegetation 6 33 16 24 79 41.38 58.62 
Bare ground 25 15 26 12 79 33.06 66.94 
Built-up 4 24 11 40 79 50.58 49.42 
TOTALS 88 74 73 80 316     
UA % 59.65 43.89 35.63 49.93    
EC % 40.35 56.11 64.37 50.07    
Overall accuracy 47.90       
Overall kappa 0.31             
 
Table A3 Random forest multi-class classification on S1-MT confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 69 0 9 1 79 87.34 12.66 
Vegetation 1 57 13 8 79 72.43 27.57 
Bare ground 12 17 45 5 79 57.13 42.87 
Built-up 3 8 7 61 79 77.47 22.53 
TOTALS 85 82 74 75 316     
UA % 81.22 69.70 61.12 81.50    
EC % 18.78 30.30 38.88 18.50    
Overall accuracy 73.60       







Table A4 Decision trees multi-class classification on S1-MT confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 60 2 12 4 79 76.49 23.51 
Vegetation 2 46 19 12 79 58.42 41.58 
Bare ground 12 19 38 9 79 48.34 51.66 
Built-up 5 12 9 53 79 67.35 32.65 
TOTALS 79 79 79 79 316     
UA % 76.68 58.13 48.18 67.74    
EC % 23.32 41.87 51.82 32.26    
Overall accuracy 62.65       
Overall kappa 0.50             
 
Table A5 KNN multi-class classification on S1-MT confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 65 2 11 1 79 81.65 18.35 
Vegetation 4 57 14 4 79 71.76 28.24 
Bare ground 18 22 34 4 79 42.83 57.17 
Built-up 4 19 9 47 79 59.11 40.89 
TOTALS 91 100 68 57 316     
UA % 70.97 56.61 49.45 82.58    
EC % 29.03 43.39 50.55 17.42    
Overall accuracy 62.65       
Overall kappa 0.50             
 
Table A6 SVM multi-class classification on S1-MT confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 65 1 12 1 79 82.03 17.97 
Vegetation 1 56 16 7 79 70.71 29.29 
Bare ground 10 17 46 6 79 58.11 41.89 
Built-up 4 12 7 56 79 70.83 29.17 
TOTALS 79 86 81 70 316     
UA % 81.87 65.18 56.53 80.03    
EC % 18.13 34.82 43.47 19.97    
Overall accuracy 70.42       










Table A7 C-SVM multi-class classification on S1-MT confusion matrix. 
  Water Vegetation Bare ground Built-up TOTALS PA % EO % 
Water 66 1 11 1 79 83.44 16.56 
Vegetation 2 57 15 5 79 72.12 27.88 
Bare ground 14 17 43 5 79 54.23 45.77 
Built-up 4 11 8 56 79 70.81 29.19 
TOTALS 86 85 78 68 316     
UA % 76.94 66.84 55.27 82.78    
EC % 23.06 33.16 44.73 17.22    
Overall accuracy 62.65       
Overall kappa 0.50             
 
Table A8 Random forest binary-water classification on S1 confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 72 7 79 91.44 8.56 
Non water 9 70 79 88.65 11.35 
TOTALS 81 77 158     
UA % 88.96 91.19    
EC % 11.04 8.81    
Overall accuracy 90.93     
Overall kappa 0.80         
 
Table A9 Random forest binary-water classification on K5 confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 65 14 79 81.97 18.03 
Non water 16 63 79 79.25 20.75 
TOTALS 81 77 158     
UA % 79.80 81.46    
EC % 20.20 18.54    
Overall accuracy 80.61     
Overall kappa 0.61         
 
Table A10 Random forest binary-water classification on S1-MT confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 73 6 79 93.02 6.98 
Non water 9 70 79 88.84 11.16 
TOTALS 82 76 158     
UA % 89.29 92.71    
EC % 10.71 7.29    
Overall accuracy 90.04     





Table A11 Decision trees binary-water classification on S1-MT confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 68 11 79 86.58 13.42 
Non water 10 69 79 86.73 13.27 
TOTALS 79 79 158     
UA % 86.71 86.60    
EC % 13.29 13.40    
Overall accuracy 86.65     
Overall kappa 0.73         
 
Table A12 KNN binary-water classification on S1-MT confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 69 10 79 86.81 13.19 
Non Water 11 68 79 85.79 14.21 
TOTALS 79.805 78.195 158     
UA % 85.94 86.68    
EC % 14.06 13.32    
Overall accuracy 86.30     
Overall kappa 0.73         
 
Table A13 SVM binary-water classification on S1-MT confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 71 8 79 89.69 10.31 
Non water 9 70 79 88.96 11.04 
TOTALS 80 78 158     
UA % 89.04 89.61    
EC % 10.96 10.39    
Overall accuracy 89.33     
Overall kappa 0.79         
 
Table A14 C-SVM binary-water classification on S1-MT confusion matrix. 
  Water Non-water TOTALS PA % EO % 
Water 72 7 79 91.35 8.65 
Non water 10 69 79 86.99 13.01 
TOTALS 82.443 75.557 158     
UA % 87.53 90.95    
EC % 12.47 9.05    
Overall accuracy 89.17     







Supplementary material for Chapter 4 (Confusion matrices for Experiment 3). 
B1 2016-2017 
Table B1 2016-2017 VH Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 38 12 50 76.00 24.00 
Change 11 39 50 78.00 22.00 
TOTALS 49 51 100     
UA % 77.55 80.00    
EC % 22.45 23.53    
Overall accuracy 77.00     
Overall kappa 0.54         
 
Table B2 2016-2017 VH Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 36 14 50 72.00 28.00 
Change 9 41 50 82.00 18.00 
TOTALS 45 55 100     
UA % 80.00 74.55    
EC % 20.00 25.45    
Overall accuracy 77.00     
Overall kappa 0.54         
 
Table B3 2016-2017 VV Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 47 3 50 94.00 6.00 
Change 18 32 50 64.00 36.00 
TOTALS 65 35 100     
UA % 72.31 91.43    
EC % 27.69 8.57    
Overall accuracy 79.00     











Table B4 2016-2017 VV Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 36 14 50 72.00 28.00 
Change 19 31 50 62.00 38.00 
TOTALS 55 45 100     
UA % 65.45 68.89    
EC % 34.55 31.11    
Overall accuracy 67.00     
Overall kappa 0.34         
 
B2 2017-2018 
Table B5 2017-2018 VH Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 45 5 50 90.00 10.00 
Change 15 35 50 70.00 30.00 
TOTALS 60 40 100     
UA % 75.00 87.50    
EC % 25.00 12.50    
Overall accuracy 80.00     
Overall kappa 0.60         
 
Table B6 2017-2018 VH Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 43 7 50 86.00 14.00 
Change 12 38 50 76.00 24.00 
TOTALS 55 45 100     
UA % 78.18 84.44    
EC % 21.82 15.56    
Overall accuracy 81.00     
Overall kappa 0.62         
 
Table B7 2017-2018 VV Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 46 4 50 92.00 8.00 
Change 24 26 50 52.00 48.00 
TOTALS 70 30 100     
UA % 65.71 86.67    
EC % 34.29 13.33    
Overall accuracy 72.00     






Table B8 2017-2018 VV Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 42 8 50 84.00 16.00 
Change 16 34 50 68.00 32.00 
TOTALS 58 42 100     
UA % 72.41 80.95    
EC % 27.59 19.05    
Overall accuracy 76.00     
Overall kappa 0.52         
 
B3 2018-2019 
Table B9 2018-2019 VH Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 46 4 50 92.00 8.00 
Change 11 39 50 78.00 22.00 
TOTALS 57 43 100     
UA % 92.00 90.70    
EC % 19.30 9.30    
Overall accuracy 85.00     
Overall kappa 0.70         
 
Table B10 2018-2019 VH Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 36 14 50 72.00 28.00 
Change 3 47 50 94.00 6.00 
TOTALS 39 61 100     
UA % 92.31 77.05    
EC % 7.69 22.95    
Overall accuracy 83.00     
Overall kappa 0.65         
 
Table B11 2018-2019 VV Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 47 3 50 94.00 6.00 
Change 16 34 50 68.00 32.00 
TOTALS 63 37 100     
UA % 74.60 91.89    
EC % 25.40 8.11    
Overall accuracy 81.00     





Table B12 2018-2019 VV Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 38 12 50 90.48 24.00 
Change 4 46 50 79.31 8.00 
TOTALS 42 58 100     
UA % 76.00 92.00    
EC % 9.52 20.69    
Overall accuracy 84.00     
Overall kappa 0.68         
 
B4 2016-2019 
Table B13 2016-2019 VH Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 40 10 50 80.00 20.00 
Change 19 31 50 62.00 38.00 
TOTALS 59 41 100     
UA % 67.80 75.61    
EC % 32.20 24.39    
Overall accuracy 71.00     
Overall kappa 0.42         
 
Table B14 2016-2019 VH Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 33 17 50 66.00 34.00 
Change 9 41 50 82.00 18.00 
TOTALS 42 58 100     
UA % 78.57 70.69    
EC % 21.43 29.31    
Overall accuracy 74.00     
Overall kappa 0.48         
 
Table B15 2016-2019 VV Tsai confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 42 8 50 84.00 16.00 
Change 27 23 50 46.00 54.00 
TOTALS 69 31 100     
UA % 60.87 74.19    
EC % 39.13 25.81    
Overall accuracy 65.00     






Table B16 2016-2019 VV Otsu confusion matrix. 
  No Change Change TOTALS PA % EO % 
No Change 37 13 50 74.00 26.00 
Change 14 36 50 72.00 28.00 
TOTALS 51 49 100     
UA % 72.55 73.47    
EC % 27.45 26.53    
Overall accuracy 73.00     







Supplementary material for Chapter 4 (Statistical significance for Experiment 3). 
Table C1 Area under the curve statistics of the overall accuracy for Tsai and Otsu thresholding. 
 VH TSAI VH OTSU VV TSAI VV OTSU 
MEAN 
(µ) 
STD DEV (σ) 
OA average 78.25 78.75 74.25 75.00 76.56 2.27 
z-value 0.74 0.96 -1.02 -0.69   
Area (probability) 0.77 0.83 0.46 0.25   
 
Table C2 Area under the curve statistics of the kappa for Tsai and Otsu thresholding. 
 VH TSAI VH OTSU VV TSAI VV OTSU 
MEAN 
(µ) 
STD DEV (σ) 
Kappa Average 0.57 
0.57 0.49 0.50 0.53 0.05 
z-value 0.78 0.94 -1.00 -0.72 
  
Area (probability) 0.78 0.83 0.16 0.24 
  
 
Table C3 Area under the curve statistics of the overall accuracy for each time period. 
 2016-2017 2017-2018 2018-2019 2016-2019 
MEAN 
(µ) 
STD DEV (σ) 
OA average 75.00 
77.25 83.25 70.75 76.56 5.21 
z-value -0.30 0.13 1.28 -1.12 
  
Area (probability) 0.39 0.55 0.90 0.13 
  
 
Table C4 Area under the curve statistics of the kappa for each time period. 
 2016-2017 2017-2018 2018-2019 2016-2019 
MEAN 
(µ) 
STD DEV (σ) 
Kappa Average 0.50 0.55 0.66 0.41 0.53 0.10 
z-value -0.29 0.19 1.25 -1.15 
  
Area (probability) 0.39 0.58 0.89 0.13 
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