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Abstract
We initiate the study of multi-stage episodic reinforcement learning under adversarial manip-
ulations in both the rewards and the transition probabilities of the underlying system. Existing
efficient algorithms heavily rely on the “optimism under uncertainty” principle which dictates
their behavior and does not allow flexibility to perform corruption-robust exploration. We ad-
dress this by (i) departing from the optimistic behavior, and (ii) creating a general framework
that incorporates the principle of action-elimination. (This principle has been essential for
corruption-robust exploration in multi-armed bandits, a degenerate special case of episodic rein-
forcement learning.) Despite constructing a lower bound for a straightforward implementation
of action-elimination, we provide a clean and modular way to transfer it to episodic reinforce-
ment learning. Our algorithm enjoys near-optimal guarantees in the absence of adversarial
manipulations, has performance that degrades gracefully as the amount of corruption increases,
and does not need to know this amount. Our results shed new light on the broader question
of robust exploration, and suggest a way to address a rather daunting mismatch between op-
timistic algorithms and algorithms with higher flexibility. To demonstrate the applicability of
our framework, we provide a second instantiation thereof, showing how it can provide efficient
guarantees for the stochastic setting, despite doing almost uniform exploration across plausibly
optimal actions.
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1 Introduction
Reinforcement Learning (RL) has become a ubiquitous paradigm for decision-making in multi-stage
environments and has seen widespread applications in many areas including robotics [KBP13] and
computer gaming [MKS+15, SSS+17]. In these settings, a trained reinforcement learning agent is
vulnerable to corrupted data stemming from malicious entities that aim to manipulate its actions
towards their favor [HPG+17, MZSZ19]. Data corruption may lead the agent to exhibit inefficient
and often unsafe behavior. However, despite recent advances on the theoretical foundations of
reinforcement learning, designing efficient algorithms that are robust to data corruption remains
out of reach even in the most basic multi-stage settings. In this work, we present the first algorithm
that can handle an arbitrary and unknown number of adversarial manipulations in the underlying
dynamics without abruptly compromising the performance of the system.
We consider episodic reinforcement learning, where the agent completes the same task across episodes
of fixed size. The task is represented as a Markov Decision Process (MDP), where the number of
states and actions is finite and not extremely large (the so-called tabular setting). Each episode
proceeds in steps (a.k.a. stages) whereby the agent observes the current state, chooses an action,
receives reward, and transitions to the next state. The algorithm only observes the outcome of the
chosen action, i.e., the next state and the reward received. 1 The reward and the next state are
affected by the current state and the chosen action, and are independent and identically distributed
(i.i.d.), i.e., come from some parameterized distributions that are fixed across all stages and all
episodes. These distributions are not known to the algorithm. Recent work [JOA10, DB15, AOM17,
JAZBJ18] leverages “optimism under uncertainty” techniques to provide near-optimal performance
guarantees. However, these techniques heavily rely on the i.i.d. assumption and severely restrict the
algorithm design, preventing extensions to more complex settings such as corruption-robustness.
Starkly departing from the i.i.d. setting, we allow an arbitrary and unknown number of adversarial
corruptions in both rewards and state transitions. We introduce an algorithm which attains favorable
regret guarantees: the optimal
√
T -regret scaling (where T is the total number of steps), near-
optimal regret for a constant level C of corruption, and graceful degradation in terms of C. This
result constitutes the first non-trivial statistical guarantee for non-i.i.d. transition probabilities
in our (bandit) feedback model and the first computationally efficient guarantee in any feedback
model. Moreover, this is the first non-trivial statistical guarantee for non-i.i.d. rewards with bandit
feedback and stochastic, but unknown, transition probabilities.
In order to handle adversarial corruptions, we introduce a framework for analyzing algorithms with
more flexible designs. While the prior work relies on “purely optimistic” algorithms, we provide a
modular way to incorporate the paradigm of action-elimination [EMM06] from multi-armed ban-
dits. 2 This paradigm has been used for corruption-robust exploration in bandits [LMPL18], as well
as for other bandit problems where “optimistic” techniques have appeared inadequate.
1.1 Main result: corruption-robust exploration
We design an algorithm called CRANE-RL: Corruption Robustness via Action Nested Elimination
in Reinforcement Learning. Its performance is comparable to optimal stochastic algorithms in the
1This feedback model – when only an outcome of the chosen action is observed – is often called bandit feedback.
2Multi-armed bandits a rich and well-studied problem space [BCB12, LS19, Sli19]. In our terms, it can be seen
as episodic reinforcement learning with only one state.
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absence of corruptions, and degrades gracefully with the number C of corrupted episodes. Crucially,
CRANE-RL does not need to know C in advance, and moreover the adversary can adaptively select
which and how many episodes are corrupted as the game unfolds. In contrast, existing reinforcement
learning algorithms exhibit a sharp drop in their performance even with a minimal amount of
corruption. Our main result can be informally stated as follows:
Informal Theorem 1 (see Theorem 6). The CRANE-RL algorithm achieves a regret guarantee
that is O˜
(
C · poly(H)(√SAT + S2A+ CSA)
)
where S, A, and K denote the number of states,
actions, and episodes, H is the episode length, and T = KH is the total number of stages across
episodes.
This regret bound compares favorably to a benchmark that has access to the (possibly corrupted)
reward and transition distributions at the beginning of each episode. In particular, the
√
T depen-
dence on T is optimal even in the special case of stochastic multi-armed bandits. The dependence
on S,A in the “leading term"
√
SAT is optimal even for the i.i.d. setting. Further, at least a
linear degradation with C is unavoidable even when the setting consists of multiple disjoint bandit
settings.
When the actions are well-separated by a notion of gap akin to the one in stochastic multi-armed
bandits, our regret bounds similarly improve to logarithmic dependence on T (see Theorem 10).
We use the notation from Informal Theorem 1 throughout the paper.
1.2 RL beyond optimism: A general framework
To achieve robustness to corruptions, we augment the “toolkit” of episodic reinforcement learning to
include paradigms other than “optimism under uncertainty”. We focus on the paradigm of “action-
elimination” from multi-armed bandits, which retains a set of “plausibly optimal” actions (capturing
the current information of the algorithm in a concentrated manner), and selects actions uniformly-
at-random from this set. We find, however, that this paradigm does not immediately transfer
to multi-stage reinforcement learning. In fact, we show a strong lower bound: uniformly-action-
eliminating algorithms exhibit linear performance loss for exponentially many episodes.
Informal Theorem 2 (see Theorem 2). Even in the i.i.d. setting, uniformly-action-eliminating
algorithms can incur regret linear in the number of episodes for as many as K ≤ AH episodes.
To circumvent this lower bound, we translate the essential elements of action-elimination into the
language of episodic RL. Then we provide a structural theorem that decomposes the regret into
error terms motivated by the Bellman updates (a standard procedure for policy-optimization in
known MDPs). In particular, we relate the learner’s policy to a fictitious policy that switches to
optimistic behavior within the episode. This structural decomposition (Theorem 1) suggests that
the reason behind the lower bound lies in the mismatch in the trajectories of these two policies. We
introduce the notion of visitation ratio, which bounds this mismatch.
Complementing these developments with standard “optimistic" techniques for RL, we arrive at a
general framework, which we call CAT: Compatibility with Admissible Tuples. This framework allows
us to elegantly analyze a hierarchical and powerful algorithm such as CRANE-RL. In particular,
we provide a meta-theorem for the CAT framework which stresses that any algorithm satisfying
a few sufficient conditions (related to the above concepts), automatically enjoys favorable regret
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guarantees (Theorems 3 and 4). The analysis of CRANE-RL then becomes modular and clean, as it
is isolated from the intricate and lengthy machinery of reinforcement learning theory.
To demonstrate the simplicity and applicability of our framework, we also instantiate it in the i.i.d.
setting. We provide an algorithm whose behavior on most episodes coincides with uniform action-
elimination, and nevertheless enjoys efficient regret, side-stepping the aforementioned lower bound.
Analyzing this algorithm via the CAT framework is almost seamless, whereas the techniques from
prior work do not appear to apply (because the actions selected by the algorithm are often very
different from those suggested by “optimism under uncertainty”).
Informal Theorem 3 (see Theorem 5). For the uncorrupted setting, we propose CAT-ELIM, an
algorithm in the CAT framework that selects a uniform trajectory across plausibly optimal actions
with probability more than 12 while satisfying optimal regret of O˜(poly(H)
√
SAT ).
We subsequently extend our framework to logarithmic gap-dependent regret bounds, by strengthen-
ing the clipping technique from [SJ19]. We state this extension in Theorem 7 and Theorem 8, and
use it to derive logarithmic regret bounds for both CAT-ELIM and CRANE-RL (Theorems 9 and 10).
All in all, we invoke the CAT framework four times: twice for the stochastic setting (for the worst-
case regret bounds and for the logarithmic regret bounds), and twice for corruption-robustness. One
can also use our framework to simplify the analysis of the “optimistic” algorithms from prior work.
We conjecture that the framework may be productive in many more applications.
1.3 Further technical novelty: robustness to corruptions
We now briefly describe the technical novelty in the design and analysis of our CRANE-RL algorithm
for corruption-robust exploration. The exploration performed by CRANE-RL needs to satisfy two
goals: be provably efficient and be corruption-robust. Prior work in episodic reinforcement learning
achieves the first goal via “optimism under uncertainty”. It creates an upper bound for the “expected
performance” of each action, and greedily selects the action with the highest upper bound, therefore
achieving a desirable balance between exploration and exploitation. Once the confidence intervals
concentrate, the algorithm ceases selecting suboptimal actions and mostly “exploits”. Unfortunately,
this is why optimistic algorithms are not corruption-robust: the adversary can mislead the learner
in the initial episodes into believing that the high-performing actions are in fact suboptimal. The
algorithm never recovers, since it must select greedily based on the upper estimates.
To deal with such attacks, we need confidence intervals that are robust to corruption. In the bandit
setting [LMPL18], this is addressed by running in parallel multiple action-elimination algorithms
called layers, each responsible for a different level of corruption. Each layer ℓ keeps confidence inter-
vals about the performance of each action and eliminates actions whose performance is dominated
by another action. The key behind the corruption robustness there is that larger layers are selected
with lower probability, therefore the total corruption is subsampled in those layers. As a result,
layers larger than a critical layer ℓ⋆ are not significantly affected by the corruption, which makes
their confidence intervals corruption-robust. Once these layers eliminate an action as suboptimal,
they communicate this information to less robust layers and therefore enable them to correct the
initial corruption-prone exploitation strategy.
These ideas do not immediately extend to reinforcement learning. Indeed, one needs an action-
elimination algorithm which enables larger layers to inform less robust layers. Unfortunately, the
3
policies that would be recommended by different layers would visit states with different probabil-
ities. Therefore, data collected from trajectories relevant to one layer may not be informative on
trajectories about another. The same issue of “trajectory mismatch” underlies our lower bound
above.
CRANE-RL builds on the ideas of multiple layers and subsampling, but departs from the aforemen-
tioned analysis by synthesizing principles from optimism and elimination to address the exploration
requirements that arise in reinforcement learning. First, we replace the traditional action-elimination
with the notion of an active set (a key component of the CAT framework), which allows more robust
layers ℓ′ to restrict the set of actions considered by less robust layers ℓ < ℓ′. The active sets are
nested, so that the actions considered by less robust layers ℓ are supervised by all ℓ′ > ℓ. Second,
each layer ℓ performs a variant of value iteration (using confidence estimates described below) re-
stricted to the active sets in order to produce layer-greedy policies, which are optimistic if the layer
ℓ is sufficiently robust. This ensures the exploration properties guaranteed by optimistic policies,
but incorporates supervision by robust layers via the active sets. Third, each layer ℓ maintains two
confidence intervals and estimates. Layer ℓ collects subsampled estimators of rewards and transi-
tions using episodes where actions were selected in accordance with ℓ’s layer-greedy policy. However,
we also maintain global estimates (with enlarged confidence bonuses), which take into account all
observed data. This allows the critical layer ℓ⋆ to supervise under-robust layers ℓ < ℓ⋆ using data
collected from trajectories associated with their layer-greedy policies. The value iteration proto-
col selects the policy which greedily maximizes the minimum of these two confidence estimates,
restricted to the active set. Lastly, we switch across layers with a carefully selected, multi-stage
probability distribution which balances two goals: (a) as above, that robust layers are selected with
sufficiently small probability to ensure robustness of the subsampled estimators, and (b) that there
is always a sufficient probability of playing the layer-greedy policy of the critically robust layer
ℓ⋆. The latter crucially enables us to satisfy the bounded visitation ratio condition from the CAT
framework.
The aggregate policy that arises from the above scheme is hierarchical and complex. Nevertheless, it
admits a modular analysis via the CAT framework. After establishing the necessary CAT conditions,
the regret follows by separating the contribution of two components. On the one hand, the robust
layers use their subsampled intervals to efficiently explore and are corruption-robust thanks to sub-
sampling. On the other hand, the regret of non-robust layers is controlled by the global confidence
interval of the critical layer, which efficiently explores due to the visitation ratio bound.
Roadmap. The algorithm and technique is provided in detail in Section 4. Its analysis becomes
modular via the CAT framework introduced in Section 3 whose proof is provided in Section 5.
Finally, the result can be extended to a logarithmic gap-based guarantee as explained in Section 6.
1.4 Related work
We focus on the bandit feedback setting, where after each step the learner only observes the outcomes
(reward and the new state) of the chosen actions. This is in contrast to the generative setting,
where the learner has access to a simulator that allows her to sample transitions and rewards
from any state-action pairs she chooses (see, e.g. [EMM06]). Much of the existing work in the
bandit setting addresses an entirely stochastic environment, where rewards and transitions are
sampled i.i.d from fixed but unknown distributions [JOA10, DB15, AOM17, DLB17, ZB19, SJ19].
Complementary work has studied settings where the learner interacts with a known stochastic
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environment, but adversarially chosen rewards functions [NAGS10]. Related is the full-feedback
setting, where after each step the learner observes the rewards and transition probabilities for all
state-action pairs, not only for the current state and the chosen action. This feedback model is
known to be substantially easier than bandit feedback, both in terms of techniques and in terms
of the resulting regret bounds. Algorithms with regret bounds in this feedback model have been
presented for known [EDKM09], unknown [RM19], and adversarially selected transition distributions
[ABK+13]; the first two algorithms are computationally efficient,the third one is not. 3
Having distinguished our contributions from the prior art, we devote the rest of this section to
explaining key concepts from the related literature which inform the techniques in this work.
Optimism under uncertainty. “Optimism under uncertainty”, or “optimism” for short, has been
the dominant paradigm for (the stochastic, bandit-feedback setting of) episodic reinforcement learn-
ing. According to this paradigm, the learner greedily selects a policy that maximizes an upper
confidence bound on the Q-function (a standard notion which measures the largest possible reward
associated with selecting a given action at a certain state). This paradigm has been applied broadly
in numerous variants of multi-armed bandits, starting from [ACBF02].
Our algorithms and analyses build on “optimistic value iteration” technique, a version of optimism
under uncertainty which has been applied extensively in the tabular setting [JOA10, DB15, AOM17,
DLB17, ZB19, SJ19], as well as in the non-tabular setting [JYWJ19]. We sketch this technique in
the end of Section 2. This technique yields the minimax-optimal regret rate of
√
HSAT , up to
lower-order terms. Improvements due to Zanette & Brunskill [ZB19] achieve adaptive, problem-
dependent regret guarantees, and Simchowitz & Jamieson [SJ19] demonstrate that a certain class
of optimistic value iteration algorithms attains log(T ) instance-dependent regret bounds.
Two recent algorithms depart from optimistic value iteration: the Q-learning approach from [JAZBJ18],
and an algorithm in [Rus19] which augments the observations with random perturbations. The for-
mer algorithm also attains
√
SATpoly(H) regret for worst-case i.i.d. distributions, whereas the
latter algorithm suffers suboptimal dependence on S in its regret bound. In both papers, the
learner’s policy still maximizes an estimate of the Q-function.
Lower confidence estimates and action-elimination. While the principle of optimism focuses
on the upper confidence estimates, lower confidence estimates have seen considerably less use in the
tabular reinforcement learning literature. Notable exceptions include Dann et al. [DLWB18] and
Zannette & Brunskill [ZB19], who use lower confidence estimates to, respectively, provide confidence
guarantees on the selected policies and achieve sharper estimates on the variance of policy values
(thereby adapting to benign problem instances).
The paradigm of action-elimination stipulates that a confidence interval is maintained on the Q-
value of each state-action pair, and actions with lower confidence intervals (compared to some other
action for the same state) are eliminated from consideration. This paradigm has originated in
the literature on multi-armed bandits [EMM06], and has been one of the standard techniques in
this literature ever since. In particular, it came handy in several variants when the “optimistic”
techniques appeared inadequate, e.g., [BKS15, BS12, LMPL18, KWS18]. Action-elimination have
been shown to outperform optimism in some variants of contextual bandits [FAD+18].
The action-elimination paradigm has never been incorporated in our model of reinforcement learning,
3The algorithm of [ABK+13] guarantees computational efficiency only when the policy class Π is polynomial in
relevant problem parameters. In our setting, Π consists of all possible state-to-action mappings, so |Π| = AS.
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to the best of our knowledge (but it has been used in the generative setting, see [EDKM09]).
Corruption-robustness in multi-armed bandits. The model of adversarial corruptions studied
in this paper was introduced by Lykouris et al. [LMPL18] in the bandit setting. They provide a
high-probability regret bound that scales similarly to our log(T ) regret bound. This regret bound
has been improved by Gupta et al. [GKT19], moving the dependence on the corruption level C
to an additive term. Zimmert and Seldin [ZS19] further optimize the dependence on the number
of actions via an elegant modification of mirror descent, for the weaker notion of pseudoregret and
assuming that the best action is unique. The model of adversarial corruptions has subsequently
been extended to linear optimization [LLS19] and assortment optimization [CKW19].
A somewhat more general theme is stochastic adaptivity in bandits: adapting to stochastic inputs in
adversarial environments. Bubeck and Slivkins [BS12] obtained the first “best of both words" result:
an algorithm with simutaneous near-optimal guarantees in both adversarial and stochastic settings.
Subsequent work in this theme [SS14, AC16, SL17, WL18, ZLW19] and the corruption-robustness
papers mentioned above, has investigated more natural algorithms, more refined regret bounds, and
“intermediate regimes" between stochastic and adversarial.
Corruption-robustness (more specifically, robustness to outliers) has been widely studied in the
“batch setting”, where the entire input is present at once, see [Li18, Ste18, DK19] for recent surveys.
It was also studied in competitive analysis of online algorithms [EKM15], where the inputs arrive
online, but the “present” (and all past) rewards are known before the algorithm’s decisions.
2 Preliminaries: model and background
Tabular episodic reinforcement learning. We have K episodes, each consisting of H steps,
a.k.a. stages. There are thus T = HK steps in total. H is called the time horizon of an episode.
In each episode, the learner interacts with a Markov Decision Process (MDP). There are two sets: a
state space X and an action space A. At each step h, the learner observes the current state xh ∈ X ,
selects an action ah ∈ A, collects reward Rh ∈ [0, 1], and transitions to the new state xh+1 ∈ X . Rh
and xh+1 are drawn independently at random from reward distribution Drew(xh, ah) and transition
distribution p(xh, ah), respectively. Both distributions are parameterized by a state-action pair and
fixed for all stages. The initial state x1 is drawn from some distribution p0.
The tuple (X ,A,H), called the MDP environment, is the same for all episodes. Fixing the environ-
ment, an MDP is specified by the tupleM = (p0, p,Drew). Unlike the standard (stochastic) setting,
we allow a different MDPMk in each episode k. The MDP environment is known to the algorithm,
but the MDPs themselves are not.
We posit that the state space and the action space are finite, with cardinalities S = |X | and A = |A|.
We make no further assumptions on the structure of the MDPs. This is called the tabular setting.
When Mk =M, H = 1 and S = 1, the problem reduces to stochastic bandits. Relaxing to S > 1,
we have contextual bandits with S possible contexts.
Policies. In a given episode, the learner’s policy π for selecting actions is a (possibly randomized)
mapping from the observable history (x1, a1; . . . ;xh−1, ah−1;xh), for every given step h, to an
action ah. Operators P
M,pi and EM,pi denote probabilities and expectations induced by policy π
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and MDP M. The value of the policy under M is defined as its total expected reward:
VM,pi := EM,pi
[∑
h∈[H]Rh
]
. (2.1)
It is known that, for a given MDPM, the policy value VM,pi is maximized (possibly not uniquely) by
a policy π which is deterministic andMarkovian, in the sense that it depends only on the current step
h and the current state xh. A randomized Markovian policy π is as distribution over deterministic
Markovian policies. Henceforth, all policies are assumed to be Markovian unless specified otherwise.
Episodic RL with corruptions. We start with the stochastic setting, and allow an adversary to
corrupt some episodes. We have the same MDP, called the nominal MDP, in all episodes that are
not corrupted. Before every episode k, the adversary decides whether to corrupt this episode, in
which case the corresponding MDP Mk = (p0, p(k),D(k)rew) can be arbitrary.4 Crucially, the learner
observes neither the nominal MDP nor the choices of the adversary.
The adversary can be adaptive, in the following sense. Before each episode k, the learner commits
to a randomized Markovian policy πk.
5 The adversary observes πk and the observable history of
the previous episodes, and then decides whether and how to corrupt the episode. An important
special case is oblivious adversary, which chooses the entire sequence M1, . . . ,MK before episode
1.
Conventions and notation. We consistently use k for episodes, h for stages, x for states, and a
for actions. We use π for deterministic policies and π for randomized ones. We use subscript (k;h)
for various quantities in step h of episode k: thus, we have state xk;h, action ak;h, reward Rk;h, and
πk;h for the deterministic policy πk that learner draws from πk at the beginning of episode k. We
write ck = 1 if episode k is corrupted, and ck = 0 otherwise.
For a given transition distribution p, we interpret p(x, a), for a given state-action pair, as a vector
over states: p(x, a) ∈ [0, 1]S . By a slight abuse of notation, the x′-th component of this vector, i.e.,
the probability of transition to state x′, is sometimes denoted p(x′ | x, a).
Going forward, the nominal MDP is denoted M = (p0, p,Drew). The mean reward for given state
x and action a is denoted r(x, a) = ER∼Drew(x,a)[R]. We often omit the dependence on M from the
notation: for a given randomized policy π, we write expectations, probabilities and policy value
under M as, resp., Ppi = PM,pi, Epi = EM,pi, and V pi := VM,pi.
Regret. We evaluate the algorithm using the “all-knowing benchmark" which knows the MDPMk
before each episode k (but not the realized rewards or state transitions). We define regret as
Regret :=
∑
k∈[K]
(
max
pi∈Π
VMk,pi − VMk,pik
)
, (2.2)
where Π is the set of all policies, possibly randomized and non-Markovian.
Some comments are in order. First, VMk,pik is the expected reward at episode k conditioned on the
choice of (Mk,πk). Hence, Regret is a random variable, where the randomness comes both from the
learner and from the adversary (and, implicitly, from the realization of rewards and state transitions
in the history). Our algorithms bound this quantity with high probability. Second, E[Regret] reduces
4In fact, we allow the adversary to corrupt different steps in different ways, so that the transition distribution p(k)
and the reward distribution D
(k)
rew are parameterized by the step h. Not so for the nominal MDP.
5This is restrictive, in principle; however, all our policies are of this shape.
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to the standard notion of pseudo-regret in the special case of stochastic bandits. In the general case,
E[Regret] is a stronger notion because the max is taken for each episode separately.
We aim for guarantees that (i) achieve optimal regret whenMk =M for all episodes k, (ii) gracefully
degrade with the number of corrupted episodes C :=
∑K
k=1 ck, and (iii) are agnostic to this amount.
To simplify the arguments, we also consider the nominal MDP as a benchmark: V ⋆ := maxpi∈Π V pi.
The two benchmarks are within CH of each other. The dependence on CH is unavoidable: Regret ≥
CH in the worst case. 6 In the remainder of the paper, we directly compare to V ⋆.
More notation. For convenience, we use f . g to denote the asymptotic dominance relation
f = O(g), and f ≈ g to denote the asymptotic equivalence relation f = Θ(g).
We use π⊕h π′ to denote a policy that executes a randomized policy π for the first h− 1 steps, and
then switches to a deterministic policy π′ starting from step h.
Since the nominal MDP is not known to the learner, we approximate it from the data. We use
unweighted sample averages over a given subset of episodes, S ⊆ [K]. Given state-action pair (x, a),
consider the set of relevant samples, i.e., episode-step pairs in which this state-action pair occurs:
ΦS(x, a) = {(k, h) ∈ S × [H] : xk;h = x and ak;h = a}. (2.3)
Denote its cardinality as NS(x, a). We estimate expected rewards and transition probabilities as
r̂S(x, a) =
∑
(k,h)∈ΦS(x,a)Rk;h
NS(x, a)
and p̂S(x′|x, a) =
∑
(k,h)∈ΦS(x,a) 1{xk;h+1 = x′}
NS(x, a)
. (2.4)
For example, we use S = [k − 1] to average over all episodes t < k. We define a shorthand:
Nk(x, a) = NS(x, a) and p̂k(x, a) = p̂S(x, a) and r̂k(x, a) = r̂S(x, a). (2.5)
Background: Bellman updates. Let us define the fundamental notions of value functions and
Q-functions. Consider a deterministic Markovian policy π under the nominal MDP.7 The value
function V πh : X → R at a given step h is the expected reward that the learner accumulates from
step h onwards if she starts at a given state xh = x and follows policy π. More formally,
V πh (x) := E
π
[
H∑
τ=h
Rτ | xh = x
]
∀x ∈ X , (2.6)
where we slightly abuse the notation since {xh = x} may be a zero-probability event.8
For notational convenience, we interpret V πh as a vector over states: V
π
h ∈ R|X |. Note that the
policy value can be rewritten as V π = Ex1∼p0V π1 (x1).
6 Consider the setting with H stochastic bandit instances and transitions that are independent from the selected
actions (essentially run H disjoint bandit settings). An adversary that sets reward of 0 to all actions other than the
one selected with the lowest probability in the first C episodes causes regret at least CH while corrupting C episodes.
7These developments are not meaningful for randomized Markovian policies.
8To make this rigorous, one can assume that all transition probabilities are strictly positive. This would be without
loss of generality, because the transition probabilities can be made arbitrarily small. Alternatively, one can run a
suitably modified policy from round 1 to round H − h+ 1, starting from state x.
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The Q-function Qπh : X ×A → R is the learner’s total expected reward if she starts at a given step
h, in a given state xh = x, takes a given action ah = a, and subsequently plays policy π. More
formally,
Qπh(x, a) := r(x, a) + E
π
[
H∑
τ=h+1
Rτ | xh = x, ah = a
]
∀x ∈ X , a ∈ A. (2.7)
The value functions and the Q-functions can be also computed via a recursion known as Bellman
updates. The recursion starts at the fictional “very last step", h = H + 1, where no more rewards
are coming. Hence, we write V πH+1(·) = 0. For any given step h, we transition downward as follows:
Qπh(x, a) = r(x, a) + p(x, a)
⊤V πh+1 ∀x ∈ X , a ∈ A,
V πh (x) = Q
π
h(x, πh(x)) ∀x ∈ X . (2.8)
The optimal value function and the optimal Q-function (a.k.a Q⋆-function) are defined as
V ⋆h (x) := max
π
V πh (x) and Q
⋆
h(x, a) := max
π
Qπh(x, a), ∀h ∈ [H], x ∈ X , a ∈ A, (2.9)
where the max is over all deterministic policies π. These quantities can be computed via a similar
downwards recursion on h:
Q⋆h(x, a) := r(x, a) + p(x, a)
⊤V ⋆h+1 and V
⋆
h (x) := max
a∈A
Q⋆h(x, a). (2.10)
By induction, V ⋆h (x) is the maximal reward attained by any (even randomized or non-Markovian)
policy beginning at xh = x. In particular, we see that V
⋆ := maxpi V
pi = Ex1∼p0 [V ⋆1 (x)].
Let π⋆h(x) = argmaxaQ
⋆
h(x, a) denote the set of optimal actions starting from state x in stage h.
Note that if policy π always takes optimal actions, in the sense that πh(x) ∈ π⋆h(x) for all h ∈ [H],
then V πh (x) = V
⋆
h (x) and Q
π
h(x, a) = Q
⋆
h(x, a) for all steps h, states x, and actions a.
Background: optimistic value iteration. Many algorithms for the stochastic setting adopt the
well-known principle of “optimism under uncertainty". For each episode k and each step h ∈ [H],
one constructs an optimistic estimate Q¯k;h : X × A → R of the Q⋆-function, using the observed
rewards and state transitions, uch that Q¯k;h upper-bounds Q
⋆
h with high probability. The learner
then selects a policy πgrdk which maximizes this optimistic overestimate, in the sense that π
grd
k;h(x) ∈
argmaxa∈A Q¯k;h(x, a). Such policy is called Q¯k-greedy (or, simpler, Q-greedy).
One template for such algorithms is optimistic value iteration, which computes Q¯k;h using a recursion
similar to Bellman updates (2.10). In a general form,
Q¯k;h(x, a) = r̂k(x, a) + p̂k(x, a)
⊤V¯k;h+1 + bk;h(x, a) ∀h ∈ [H], x ∈ X a ∈ A. (2.11)
Here, r̂k is an empirical estimate of the reward, p̂k the empirical estimate of the transition proba-
bilities, and bk;h(x, a) are nonnegative bonuses designed to ensure that Q¯k;h upper-bounds Q
⋆
h with
high probability. It is known that, for appropriately defined bonuses, selecting the Q¯k-greedy policy
πgrdk at each episode yields near-optimal regret guarantees.
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3 CAT framework: Compatibility with Admissible Tuples
We introduce a framework for analyzing reinforcement learning algorithms, called the CAT frame-
work, which extends the value iteration technique from reinforcement learning to incorporate the
action-elimination technique from multi-armed bandits. First, we put forward two definitions –
admissible tuples and compatible policies – which express action-elimination in the language of ap-
proximate Q⋆-functions. Second, we relate the approximate Q⋆-function to the Bellman updates,
and use this relation to state a “generic" regret bound via a Bellman-error decomposition (The-
orem 1). While this regret decomposition applies to any instantiation of admissible tuples and
compatible policies, we nevertheless show that a naive implementation of action-elimination does
not work (Theorem 2). Third, to make progress, we define a concept called visitation ratio, which
tracks the difference between the algorithm and a Q-greedy policy. Fourth, we craft several condi-
tions, as if the approximate Q⋆-functions are computed by a version of optimistic value iteration in
the stochastic environment. Finally, we derive a “meta-theorem” from the above conditions, which
we use to derive efficient regret bounds in the subsequent settings (Theorem 3).
Crucially, the CAT framework is analytical rather than constructive: it does not prescribe specific
algorithms, but instead provides tools to analyze them. The framework is general : we use it for
adversarial corruptions as well as for the action-elimination algorithm for the stochastic setting,
and we also argue that it can potentially be used in several other applications. The framework
is also modular : applications only need to address the conditions and error terms in the “meta-
theorem", which considerably simplifies the very intricate technical analyses. We also complement
the CAT framework with Theorem 4, which helps automate regret bound computations that arise
from natural instantiations of our framework.
As a warmup, we use the CAT framework to analyze a near-uniform action-elimination algorithm,
which circumvents the aforementioned impossibility result (in Section 3.3).
3.1 Key concepts and properties
Q-tuples. We define a structure that contains (i) upper and lower bounds Q¯k, Qk on the Q
∗-
function,(ii) externally specified collection Ak of active sets restricting the actions under consider-
ation (which is crucial for our corruption-robust algorithm), and (iii) a policy πgrdk which captures
the “optimism-under-uncertainty” paradigm. Such structure is called Q-tuple.
The formal definition requires some notation. For consistency in the rest of the paper, we fix episode
k and always keep k in the subscript. A Q⋆-shaped function is a collection Q˜k = (Q˜k;h)h∈[H] of
functions from X × A to R. Thus, Q˜k;h(x, a) corresponds to some quantity in step h of episode k,
starting from state x and taking action a.
Now, we define a Q-tuple as a tuple Tk = (Q¯k, Qk,Ak, π
grd
k ), where Q¯k, Qk are Q
⋆-shaped functions,
the term Ak = (Ak;h(x))x∈X ,h∈H is a collection of subsets of actions, and π
grd
k = (π
grd
k;h)h∈[H] is
a deterministic policy. This is just the “syntax”: what each term in the Q-tuple stands for. The
desired semantics are expressed by the following definition.
Definition 3.1 (Admissible tuple). A Q-tuple Tk = (Q¯k, Qk,Ak, π
grd
k ) is called admissible if the
following holds for all steps h ∈ [H], states x ∈ X , and actions a ∈ A:
1. Ak;h(x) contains all optimal actions for state x and step h, i.e., π
⋆
h(x) ⊆ Ak;h(x).
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2. Q¯k;h(x, a), Qk;h(x, a) are upper and lower bounds of Q
⋆
h: Qk;h(x, a) ≤ Q⋆h(x, a) ≤ Q¯k;h(x, a)
3. πgrdk;h(x) ∈ argmaxa∈Ak;h Q¯k;h(x, a).
Note that πgrdk is a deterministic policy greedily maximizing Q¯k; such policy is called Q¯k-greedy
(or, simpler, Q-greedy). Existing algorithms based on the principle of optimism-under-uncertainty
proceed by selecting the Q-greedy policy at each round. Typically, Q-tuples are admissible with
probability less than 1.
Any Q-tuple induces plausible sets that designate actions which are plausibly optimal:
A
plaus
k;h (x) := {a ∈ Ak;h(x) : Q¯k;h(x, a) ≥ Qk;h(x, a′) ∀a′ ∈ Ak;h(x)}, ∀h ∈ [H], x ∈ X .
A policy is called compatible if it only selects actions in the corresponding plausible set:
Definition 3.2 (Compatible policies). A randomized Markovian policy πk is called compatible with
respect to a given Q-tuple Tk = (Q¯k, Qk,Ak, π
grd
k ) if the following holds:
P[πk;h(x) = a] > 0⇒ a ∈ A plausk;h (x) ∀h ∈ [H], a ∈ A, x ∈ X .
Note that for this definition to hold, all plausible sets must be non-empty. In this case, πgrdk (x) is
always compatible with Tk.
Bellman-error decomposition. We measure the quality of an admissible Q-tuple using the
following notions, called Bellman errors. The intuition is as follows. We posit that Q¯k should
approximately satisfy Bellman updates (2.8) with π = πgrdk , in the sense that
Q¯k;h(x, a) ≈ r(x, a) +
∑
x′
p(x′|x, a) Q¯k;h+1(x′, πgrdk;h+1(x′)). (3.1)
Hence, the upper Bellman error measures the extent to which this inequality is violated. The lower
Bellman error captures a similar intuition with respect to Qk.
Definition 3.3 (Bellman Errors). Given a Q-tuple Tk = (Q¯k, Qk,Ak, π
grd
k ), the upper and lower
Bellman errors are defined as follows, for all h ∈ [H], x ∈ X and a ∈ A:
E¯k;h(x, a) = Q¯k;h(x, a)−
(
r(x, a) + p(x, a) · V¯k;h+1
)
, V¯k;h(x) = Q¯k;h(x, π
grd
k;h(x)),
Ek;h(x, a) = Qk;h(x, a)− (r(x, a) + p(x, a) · V k;h+1). V k;h(x) = Qk;h(x, πgrdk;h(x))
with V¯k;H+1(·) = V k;H+1(·) = 0.
The Bellman errors allow to bound the value of the Q-greedy policy:
Lemma 3.1. Consider an admissible Q-tuple Tk with Q-greedy policy π = π
grd
k . Then
V ⋆ − V π ≤ Eπ
[
H∑
h=1
E¯k;h(xh, ah)
]
. (3.2)
Proof. Rearranging the definition of Bellman error (Definition 3.3), it holds that:
Q¯k;h(x, a) =
(
r(x, a) + E¯k;h(x, a)
)
+ p(x, a)⊤V¯k;h+1 ∀x ∈ X , a ∈ A,
V¯k;h(x) = Q¯k;h(x, π(x)) ∀x ∈ X . (3.3)
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This defines a Bellman equation of a new MDP with the same transition probabilities and under the
same policy π as the one used by V π from Eq. (2.8); the difference is that the reward at a state-action
pair (x, a) is r(x, a)+E¯k;h(x, a). As a result, V¯k = Ex1∼p0 [V¯k;1(x)] = Eπ[
∑H
h=1 r(x, a)+E¯k;h(xh, ah)].
Since Tk is admissible, it holds that V¯k ≥ V ⋆. Combined with the definition of V π, i.e., V π =
E
π[
∑H
h=1 r(x, a)], the difference V
⋆−V π is upper bounded by the right hand side of the lemma.
Remark 3.2. Given the Q-greedy policy π = πgrdk , one can similarly define the lower estimate of
the policy value: V¯k := Ex1∼p0 [V¯k;1(x)]. Then similarly as above, we can obtain:
V k − V π = Eπ
[
H∑
h=1
Ek;h(xh, ah)
]
.
Since optimistic tabular RL algorithms play according to the Q-greedy policy, Lemma 3.1 typically
constitutes the first step in their regret analysis. For compatible policies π which are not necessarily
Q-greedy, we present the following generalization:
Theorem 1 (Bellman-error decomposition). Fix episode k and let Tk := (Q¯k, Qk,Ak, π
grd
k ) be an
admissible Q-tuple. Suppose a randomized Markovian policy πk is compatible with Tk. Then:
V ⋆ − V pik ≤
H∑
h=1
E
pik
[
E¯k;h(xh, ah)
]
+
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E¯k;τ (xτ , aτ )−Ek;τ (xτ , aτ )
]
, (3.4)
where πk ⊕h πgrdk is a policy that starts with πk and switches to πgrdk from step h onwards.
Proof sketch. If the policy πk coincides with π
grd
k (i.e. greedily optimizes w.r.t. Q¯) then (3.4) holds
without the second term as described in Lemma 3.1. To address the mismatch between πk and
πgrdk , we relate the performance of policy πk to the one of a fictitious policy that follows πk until
some pre-defined step and then switches to πgrdk . The second term in (3.4) essentially captures
the expected confidence intervals of future cumulative rewards that such a policy would have had,
balancing the aforementioned mismatch. The proof then follows similar arguments as the ones of
optimistic policies by working recursively across steps. We defer the full proof to Section 5.1.
Uniform action-elimination does not work. In the special case of stochastic multi-armed
bandits, near-optimal regret can be achieved by sampling actions uniformly from the plausible
sets. 9 However, this approach does not work for episodic reinforcement learning.
Consider the stochastic case (i.e.,Mk =M for all episodes k), and consider algorithms that produce
a Q-tuple Tk = (Q¯k, Qk,Ak, π
grd
k ) before each episode k, and at each stage h of this episode select
action ak;h independently and uniformly at random from the corresponding plausible set A
plaus
k;h (x);
call such algorithms uniformly action-eliminating. Algorithms’ Q-tuples need to be related to the
MDP; in fact, we need this for any problem instance on a given MDP environment E . Formally, we
say that an algorithm is valid for E if, for any problem instance with environment E , the Q-tuple
Tk it produces is admissible with probability at least
1
2 . We show that any such algorithm suffers
linear regret in the first exponentially many episodes.
9Even for multi-armed bandits, it does not suffice to choose actions arbitrarily from the plausible sets.
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Theorem 2 (Lower bound). For every H ≥ 1 and A ≥ 2, there exists an MDP environment
E = (X ,A,H) with state space |X | = H + 1 and action space |A| = A, and a stochastic problem
instance with MDP M on this environment such that the following holds. Consider any uniformly
action-eliminating algorithm which is valid for E . If the number of episodes is K ≤ AH/4, then the
algorithm suffers expected regret at least K/8.
We emphasize that the above construction applies to any valid construction of the Q-tuple, even
constructions for which selecting πgrdk , rather than uniform action elimination, would yield efficient
regret. The lower bound construction is described in Appendix A and follows the so called combi-
nation lock instance10, which makes the algorithm follow the optimal trajectory with exponentially
small probability for exponentially many episodes. 11 On the other hand, the Q¯k-greedy policy π
grd
k
selects the optimal trajectory in most episodes, under a proper construction of Q¯k [AOM17].
Visitation ratio to the rescue. To mitigate the exponential gap mentioned above, we introduce
the concept of visitation ratio, which captures the extent to which algorithm’s policy π = πk
executes the same exploration that would be induced by Q¯k-greedy-policy π = π
grd
k . On a technical
level, bounded visitation ratio mitigates the mismatch between πk and and π
grd
k in Theorem 1.
Definition 3.4. The visitation ratio of a randomized policy π w.r.t. a deterministic policy π is
max
1≤h≤τ≤H,x∈X , a∈A
P
pi⊕hπ[(xτ , aτ ) = (x, a)]
Ppi[(xτ , aτ ) = (x, a)]
.
The visitation ratio is κ-bounded, κ ≥ 1, if it is at most κ.
3.2 CAT Framework meets Value Iteration
We combine the CAT framework with the techniques from optimistic value iteration, and derive
regret bounds that we build on in the rest of the paper.
Total history. We condition on two non-standard notions of “history” which are more expansive
than the “observable history” (everything that is observed by the algorithm). The total history at
the start of episode k, denoted Hk, consists of all observable history in all preceding episodes, and
the MPDs Mt and the learner’s policies πt for all episodes t ≤ k. The total history also includes
the random coins used to realize the policies πt for t < k, but not the coins used to realize πk. The
“total history with coins” Hk,coin comprises Hk and the internal randomness of the chosen policy
πk.
Episode types. For the sake of analysis, we partition episodes into types, from a fixed and finite
set Θ of possible types, and apply our framework separately to each type. We first define a simpler
notion of types, called ex-ante types, which suffices to handle corruptions against an oblivious
adversary. Each episode k is assigned a type Ik ∈ Θ . Formally, the type Ik is a random variable,
not known to the algorithm, which is realized after the algorithm selects its random coins in episode
k. More precisely, Ik is measurable with respect to the total history with coins Hk,coin.
Our results extend to a more complicated setup, called ex-post types, which is needed to handle
corruptions against an adaptive adversary. Now each episode k is assigned a set of types Ik ⊆ Θ,
10A similar construction was suggested in the context of meritocratic fairness for reinforcement learning in [JJK+17].
11In multi-armed bandits, however, uniform action-elimination visits each action with probability at least 1
A
.
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where Ik a random set not known to the algorithm. Moreover, we define a random subset Θ ⊆ Θ
which is realized after the last episode. We make two assumptions on Ik and Θ:
• Ik is determined by the algorithm’s coins at episode k. More precisely,
Ik is measurable with respect to the total history with coins, Hk,coin . (3.5)
• Essentially, Ik ∩Θ is a singleton set. We need a more delicate, conditional statement:
P
[ |Ik ∩Θ′| = 1 | Hk ] = 1 (3.6)
for any (deterministic) realization Θ′ ⊆ Θ with P[Θ = Θ′] > 0. 12
Intuitively, Ik ∩ Θ is the ‘type’ of the episode, realized ex-post after the last episode. The above
notions become more clear in Section 4.2.3 where they are instantiated in the context of corruption-
robustness.
Remark 3.3. Ex-ante types is precisely the special case of ex-post types with Θ = Θ, and where the
type Ik is regarded as a singleton subset of Θ.
Recalling that the learner’s randomized policy πk is a distribution over deterministic policies, let
π
(i)
k be the conditional distribution of πk given the total history Hk and the event Ek;i := {i ∈ Ik},
which we recall depends only on Hk and the random coins drawn by the algorithm. Note that
π
(i)
k itself is a randomized policy determined by Hk; we call it a typed policy. Further, the value
decomposes as V pik =
∑
i∈Θ 1{i ∈ Θ} P[i ∈ Ik | Hk] V pi
(i)
k ; this again becomes more clear in the
proof of Claim 5.2.
Typed Q-tuples. We consider a typed Q-tuple T
(i)
k = (Q¯
(i)
k , Q
(i),A
(i)
k , π
grd,(i)) for each episode
k ∈ [K] and type i ∈ Θ. The following conditions are assumed to hold with high probability,
simultaneously for all i ∈ Θ, k ∈ [K]:
Condition 1. All typed Q-tuples T
(i)
k are admissible.
Condition 2. Each typed policy π
(i)
k is compatible with the typed Q-tuple T
(i)
k .
Condition 3. Each π
(i)
k has κi-bounded visitation ratio with respect to π
grd,(i), for some κi ≥ 1.
Typed VI-triples. We put forward some concepts and conditions which abstract and generalize
the technique of optimistic value iteration.
We focus on the notion of a VI-triple: a triple (bk, r˜k, p˜k), where bk is a Q
⋆-shaped function which
corresponds to the “bonus” in the optimistic value iteration, r˜k : X ×A → R is an empirical estimate
of the reward, and p˜k : X ×A → RH the empirical estimate of the transition probabilities.
We posit a “typed" VI-triple (b
(i)
k , r˜
(i)
k , p˜
(i)
k ) for each episode k ∈ [K] and each type i ∈ Θ. We assume
that the VI-triples and the Q-tuples jointly satisfy the following condition with high probability:
Condition 4 (VI-Triples). For all k ∈ [K], i ∈ Θ, h ∈ [H], x ∈ X , a ∈ A:
Q¯
(i)
k (x, a) ≤ min{H, r˜(i)k (x, a) + p˜(i)k (x, a)⊤V¯ (i)k;h+1 + b(i)k;h(x, a)} (3.7)
Q
(i)
k (x, a) ≥ max{0, r˜(i)k (x, a) + p˜(i)k (x, a)⊤V (i)k;h+1 − b(i)k;h(x, a)}, (3.8)
12The probability in (3.6) is over algorithm’s randomness. The use of the deterministic realization Θ′ avoids
conditioning on Θ, which need not be determined by Hk.
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where V¯
(i)
k;H+1(x) = V
(i)
k;H+1(x) = 0, V¯
(i)
k;h(x) = Q¯k(x, π
grd,(i)(x)), and V
(i)
k;h(x) = Qk;h(x, π
grd,(i)(x)).
Remark 3.4. Suppose r˜k = r̂k and p˜k = p̂k are the empirical means defined in (2.5), and there is
only a single type. If (3.7) holds with equality, one recovers optimistic value iteration algorithms from
[AOM17, DB15]. 13 Similarly, if (3.8) holds with equality, this corresponds to “pessimistic” value
iteration used in [DLWB18, ZB19]. Optimistic value iteration can be analyzed via our framework
(specifically, via Theorem 4), essentially matching the results from prior work in a substantially
simpler way. The technical details mirror those in Section 3.3 (but are slightly simpler since we can
use the Q-greedy policy directly). We omit the details from this version.
It is essential for our usage of Condition 4 that (3.7) and (3.8) are inequalities. While these inequal-
ities are inspired by specific algorithmic techniques, we use them to analyze algorithms with much
more intricate behavior.
We also assume that the bonuses b
(i)
k are (w.h.p.) sufficiently large to offset the estimation errors:
Condition 5 (VI-bonuses). For all k ∈ [K], i ∈ Θ, h ∈ [H], x ∈ X , a ∈ A:
|r˜(i)k (x, a)− r(x, a) + (p˜(i)k (x, a)− p(x, a))⊤V ⋆h+1| ≤ b(i)k;h(x, a). (3.9)
This condition controls the error of a hypothetical Bellman update performed by using the empirical
r˜k, p˜k applied to the true value functions V
⋆
h+1. This in turn controls the extent of the overstimation
of Q⋆ by Q¯
(i)
k (resp. underestimation by Q
(i)
k ) introduced by the stochastic (as well as corrupted)
observations, and is an essential ingredient in the proof of any episodic RL guarantee.
Putting everything together. We state a theorem that uses all the ingredients defined above
and states a regret bound with respect to the “error terms” defined below. These error terms take
into account the bonuses b
(i)
k (which upper-bound the Bellman-update error with respect to true
value V ⋆h+1), as well as the mismatch between V
⋆
h+1 and estimated value functions V¯
(i)
k;h+1, V
(i)
k;h+1:
Err
(i)
k;h(x, a) := 2b
(i)
k;h(x, a) + max
V ∈V (i)
k;h+1
|(p˜(i)k (x, a)− p(x, a))⊤V | − Res(i)k;h(x, a) (3.10)
where
V
(i)
k;h+1 := {V¯ (i)k;h+1 − V (i)k;h+1, V¯ (i)k;h+1 − V ⋆h+1} ∈ RX ×RX
Res
(i)
k;h(x, a) :=
1
H
p(x, a)⊤(V¯ (i)k;h+1 − V (i)k;h+1). (3.11)
Here (3.11) is the “residual error” that is attributed to the later stages h′ > h. This term naturally
arises in the analysis of the mismatch between true and estimated value functions, enables a clean
recursive argument to bound the error introduced by approximate value iteration, and is crucial for
optimal dependence on the number of states S in the leading terms (see Remark 5.6).
Let Eadm, Ecomp, Erat, Evi, Ebonus, resp., denote the respective events in Conditions 1, 2, 3, 4, 5,
and let E be the intersection of these events. Also recall that we denote Ek,i = {i ∈ Ik}.
13With a slight caveat that [AOM17] defines Q¯k;h via a sharper bound obtained by taking a minimum with H−h .
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Theorem 3 (Meta-theorem of the CAT framework). Consider an algorithm that selects a random-
ized Markovian policy πk at every episode k. Given a random type set Θ ⊆ Θ and the event E that
Conditions 1, 2, 3, 4, 5 hold, we have the following regret bound:
K∑
k=1
V ⋆ − V pik ≤ (1 + e)(1 +H)
∑
i∈Θ
κi
K∑
k=1
P[Ek,i | Hk] Err(i)k , (3.12)
where the “combined” error term for type i and episode k is defined as
Err
(i)
k := E
pi
(i)
k
[
H∑
h=1
min{H,max{0,Err(i)k;h(xh, ah)}
]
. (3.13)
The proof of this theorem is provided in Section 5.2. We use this theorem to attain regret bounds
that scale as the square-root of the time horizon,
√
T =
√
KH. A variant of this bound, Theorem 7,
adopts the clipping technique of [SJ19] to derive logarithmic instance-dependent regret bounds.
Let us quantify the regret guarantees that can be derived from Theorem 3.
Theorem 4 (
√
T regret for CAT). Using the notation from (2.3), define the typed-counts
Nk,i(x, a) := NSk,i(x, a), where Sk,i := {t < k : i ∈ It} ∀i ∈ Θ, k ∈ [K].
Suppose the error terms can be bounded as follows, for some α1, α2 ≥ 0:
Err
(i)
k;h(x, a) ≤
√
α1
Nk,i(x, a)
+
α2
Nk,i(x, a)
. (3.14)
Then, for any δ ∈ (0, 1/2), with probability 1− |Θ|δ, the following bound holds:∑
i∈Θ
∑
k∈[K]
P[Ek,i | Hk] Err(i)k . |Θ|SAH ·Nsample(δ, C) +
√
α1|Θ|SAT + α2SA|Θ| log(T ), (3.15)
where Nsample(δ, C) := 4H log(4SAH/δ) + 2CH.
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The above theorem is proved in Appendix E.1. Bounds of the above form naturally arise from
standard concentration inequalities, where the term 1/
√
Nk,i(x, a) corresponds to Hoeffding tail
behavior, and 1/Nk,i(x, a) corresponds to sub-exponential tails. Typically, the term α1 contains the
logarithmic factors that ensure high-probability estimates, while the constant α2 contributing to
the lower order term may contain additional factors as well.
When combined with Theorem 3, we obtain regret bounds of the form:∑
k∈[K]
V ⋆ − V pik . H
(
max
i
κi
)(
|Θ|SAH ·Nsample(δ, C) +
√
α1|Θ|SAT + α2SA|Θ| log(T )
)
.
(3.16)
A more careful application of Cauchy-Schwartz in the proof of Theorem 4 can yield bounds which
refine the dependence on (maxi κi), but this additional technicality is not required for the regret
bounds in the present work. The extension to logarithmic bounds is provided in Theorem 8.
14This can be improved to Nsample(δ) := 4H log(2SAH/δ) in the stochastic setting.
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Remark 3.5. Our meta-theorem (Theorem 3) holds more generally when the intersections Ik ∩Θ′
are nonempty, more precisely, when (3.6) is replaced with P [ |Ik ∩Θ′| ≥ 1 | Hk ] = 1. While more
general, this condition is less clear semantically – it does not allow the convenient interpretation of
Ik ∩Θ as the unique type – and is not necessary for our results. The “automated
√
T -regret bound”
(Theorem 4) fails for non-singletons, but its log T -counterpart (Theorem 8) still holds.
3.3 Efficient Near-Uniform Action Elimination for RL: CAT-ELIM
To familiarize the reader with our framework, we present an application to uniform action elimina-
tion. Specifically, we present an algorithm CAT-ELIM which selects most of its trajectories according
to uniform action elimination, yet nevertheless circumvents the impossibility result or Theorem 2.
This section provides a concise description of the algorithm, followed by a regret analysis via the CAT
conditions and meta-theorem, Theorem 3. We analyze CAT-ELIM with only one type, |Θ| = |Θ| = 1,
simplifying the exposition of our framework.
Algorithm and guarantee. We develop the algorithm in two conceptual steps. First, we define
an admissible tuple using a natural variant of optimistic policy elimination. This also gives a naive
way to implement uniform action-elimination (which cannot work due to Theorem 2). Second,
we incorporate action-elimination (and visitation ratio) in a way that actually works. While the
algorithm should be clear from the text, the complete pseudocode can be found in Appendix B.1.
Following prior work (e.g., [AOM17]), we use a bonus based on Chernoff bounds:
bk;h(x, a) = H
√
2L(Nk(x, a))
Nk(x, a)
where L(u) := ln
(
64S2AHu2/δ
)
. (3.17)
Here, Nk(x, a) refers to the sample counts defined in (2.5). We shall show that these bonuses are
accurate, i.e., that they satisfy Condition 5, with high probability (see Lemma 3.8).
At the beginning of each episode, the algorithm has a set of plausibly optimal actions A plausk;h (x)
(initialized to all the actions before episode 1, A plaus0;h (x) = A for all h, x). We then select actions only
from the previous plausible set, this determines the active set at this episode: Ak;h(x) = A
plaus
k−1;h(x).
Similarly to optimistic value iteration, we subsequently compute the Q-greedy policy as well as
upper estimate Q¯ for the Q-functions recursively via dynamic programming. To capture the spirit
of action elimination, we restrict the value iteration to actions in the active set.
More formally, V¯k;H+1(x) = 0 for all x ∈ X and:
Q¯k;h(x, a) = min{H, r̂k(x, a) + p̂k(x, a)⊤V¯k;h+1 + bk;h(x, a)} V¯k;h(x) = Q¯k;h(x, πgrdk;h(x))
where the Q-greedy policy over the active set is: πgrdk;h(x) = argmaxa∈Ak;h(x) Q¯k;h(x, a), and r̂k and
p̂k are the empirical means of rewards and transitions as defined in Section 2 via Eq. (2.4).
Using this policy, we then compute the lower estimates Q: V k;H+1(x) = 0 for all x ∈ X and
Qk;h(x, a) = max{0, r̂k(x, a) + p̂k(x, a)⊤V k;h+1 − bk;h(x, a)} V k;h(x) = Qk;h(x, πgrdk;h(x))
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Having computed Q¯ and Q, we can now eliminate actions that are not plausibly optimal and retain
a new plausible set for the next episode:
A
plaus
k;h (x) = {a ∈ Ak;h(x) : Q¯k;h(x, a) > max
a′∈Ak;h
Qk;h(x, a
′)}
Naively, we could select actions uniformly at random from the plausible set of actions of the cor-
responding state x and stage h. We refer to this policy as πunifk;h (x) := Uniform[A
plaus
k;h (x)]. Imple-
mented without modification, our lower bound (Theorem 2) ensures that this policy suffers regret
exponential in the horizon H.
We circumvent the lower bound by ensuring that the visitation ratio with respect to the greedy
policy is bounded. Note that without modification, this visitation ratio can be exponentially small.
To implement this change, we switch from the uniform policy πunifk to the Q-greedy policy π
grd
k with
some probability ρ ∈ [0, 1] at each stage h. If the algorithm switches to πgrdk , then the algorithm
continues selecting actions according to the greedy policy for the remainder of the episode. The
decision to switch is independent across episodes k and stages h. Note that if ρ = 0, the algorithm
always selects the uniform action elimination policy πunifk while when ρ = 1 it follows the Q-greedy
policy πgrdk . As a result, this near-uniform action elimination algorithm is a hybrid between the
two. When ρ = 12H , this algorithm performs a uniform-at-random trajectory across the plausible
set with probability at least 1/2 by a union bound over h ∈ [H].15 Applying our meta-theorem, we
show that this algorithm also enjoys nice regret guarantees.
Theorem 5 (Main Theorem for CAT-ELIM). CAT-ELIM with parameter ρ ≤ 1 enjoys the following
regret guarantee with probability at least 1− δ,
Regret .
1
ρ
(
H2
√
SAT +H3S2A ln(SAT/δ) ln(T )
)
.
Instantiated with ρ = 12H (for which we have established that a uniform-at-random trajectory
across plausibly optimal actions occurs with probability more than 12), the regret bound becomes
O(H3√SAT +H4S2A ln2(SAT/δ)). Generally, the probability of deviating from the uniform policy
is at most Hρ, which can be made arbitrarily close to zero at the expense of trading off with the
regret guarantee.
Analysis via the CAT framework. To analyze this algorithm via the framework, we use a single
type, i.e. |Θ| = 1. The key quantity that enables us to apply near-uniform action elimination is the
bounded visitation ratio. The lemma below bounds this quantity (Condition 3 in CAT framework).
Lemma 3.6 (Condition 3). The visitation ratio of CAT-ELIM is κ = 1/ρ determinstically, i.e.,
P
pik⊕hπgrdk [(xτ , aτ ) = (x, a)]
Ppik [(xτ , aτ ) = (x, a)]
≤ 1
ρ
, ∀h ≤ τ ∈ [H], x ∈ X , a ∈ A.
Proof. The only way that πk differs from πk ⊕h πgrdk is that the policy does not switch to the
Q-greedy policy in the first h stages. This happens with probability (1− ρ)h ≤ 1− ρ. As a result,
the probability that the two policies coincide is at least ρ and Erat holds deterministically.
15In this case, the probability of a uniform-at-random trajectory is (1− 1
2H
)H ≥ e−2 > 1
2
.
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The two other conditions that are deterministically satisfied for every episode k are compatibility
(Condition 2 in CAT framework) and value iteration (Condition 4). To show that we first define the
corresponding Q-tuple Tk = (Q¯k, Qk,Ak, π
grd
k ) as in the algorithm and the VI-triple (bk, r̂k, p̂k).
Lemma 3.7 (Condition 2 & 4). For the above Q-tuple Tk and VI-triple, the algorithm’s policy πk
is deterministically compatible with Tk and the value iteration conditions also hold.
Proof. Condition 4 holds because of the way the algorithm contructs the elements of the tuple
(in fact, it holds with equality). Condition 2 holds because the uniform policy πunifk always plays
actions in the plausible set A plausk (x) and the Q-greedy selects the action with the highest Q¯k which
is greater than maxa′∈Ak Qk by its construction. As a result, Ecomp ∩Evi hold deterministically.
We now show that admissibility (Condition 1) and acurrate VI-bonuses (Condition 5) are satisfied
with high probability. The first upper bounds the error caused due to erroneous statistics in rewards
and transitions. This is formalized below in the lemma whose proof follows from martingale Chernoff
bounds, and is detailed in Appendix B.3:
Lemma 3.8 (Condition 5). With probability 1 − δ/4, the event Ebonus holds, i.e., for all h ∈ [H],
x ∈ X , and a ∈ A and k ∈ [K] simultaneously:
∣∣∣r̂k(x, a)− r(x, a) + (p̂k(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2L(Nk(x, a))
Nk(x, a)
:= bk;h(x, a) .
On the event Ebonus that the above condition is satisfied (and on the event Evi which is holds
deterministically), we directly verify the admissibility of Q-tuple Tk, i.e. event Eadm.
Lemma 3.9 (Condition 1). When event Ebonus holds, the Q-tuple of the algorithm is admissible
for all k ∈ [K], Tk = (Q¯k;h, Qk;h,Ak;h, πgrdk ) is admissible.
Proof. We argue first by induction on episodes k and then on stages h. We show that, if the
collection Ak = (Ak;h(x)) is valid (that is, the active sets contain all optimal actions), then the
tupe Tk is valid, and the active set collection Ak+1 = (Ak+1;h(x)) is valid. Since Ak;h(x) = A for
all h ∈ [H] and x ∈ X , this concludes the proof.
To this end, suppose that Ak;h is valid. It suffices to verify that for all x, a, h, Qk;h(x, a) ≤
Q⋆k;h(x, a) ≤ Q¯k;h(x, a), V k;h(x) ≤ V ⋆h (x) ≤ V¯k;h(x), and π⋆(x) ⊂ Ak;h(x). We prove this by
backwards induction on h and forward induction on k. At h = H +1, we have that Qk;H+1(x, a) =
Q⋆k;H+1(x, a) = Q¯k;H+1(x, a) = 0, and V k;h(x) = V
⋆
h (x) = V¯k;h(x) = 0. Assume that at time step h
at episode k, we have Q¯k;h′(x, a) ≥ Q⋆h′(x, a) ≥ Qk;h′(x, a) for h′ > h, and π⋆(x) ⊆ Aj;h for j ∈ [k]
and h ∈ [H]. Then:
Q¯k;h(x, a) = p̂k(x, a)
⊤V¯k;h+1 + r̂k(x, a) + bk;h(x, a) ≥ p̂k(x, a)⊤V ⋆h+1 + r̂k(x, a) + bk;h(x, a)
By the definition of Ebonus, the right hand side is at least p(x, a)⊤V ⋆h+1 + r(x, a) = Q⋆h(x, a). This
proves that Q¯k;h(x, a) ≥ Q⋆h(x, a). Similarly one can show that Qk;h(x, a) ≤ Q⋆h(x, a).
After building Q¯k;h and Qk;h at h, we consider Ak+1;h(x). Let a⋆ ∈ π⋆h(x) be any optimal action
at x and stage h. By assumption, a⋆ ∈ Ak;h(x) . We have Q¯k;h(x, a⋆) ≥ Q⋆(x, a⋆) ≥ Q⋆h(s, a′) ≥
Qk;h(x, a
′) for any a′ ∈ Ak;h(x). Hence a⋆ is not eliminated here and thus continues to be included in
Ak+1;h(x). This concludes the induction, proving that accurate bonuses imply that Eadm holds.
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It remains to upper bounding the error term Errk;h(x, a) defined in Eq. (3.10). In Appendix B.4,
we provide the following upper bound on the aforementioned quantity:
Lemma 3.10. With probability 1− δ/2, the error term is upper bounded, up to constants, by:
Errk;h(x, a) . H
√
2L(T )
Nk(x, a)
+
SH2L(T )
Nk(x, a)
.
Using the above lemmas, we can now provide the proof of Theorem 5.
Proof of Theorem 5. We now apply Theorem 4 with α1 = 2H
2
L(T ) and α2 = H
2SL(T ) since the
error term can be upper bounded via these parameters (as established in Lemma 3.10) to bound
the error in the regret term. Lemmas 3.6-3.9 establish that all the conditions of the meta-theorem
(Theorem 3), i.e., events Eadm∩Ecomp∩Erat∩Evi∩Ebonus hold with probability 1−2δ/4 (the failure
probability is caused by the application of Lemmas 3.8 and 3.10). Finally, applying Theorem 4
contributes an extra failure probability of δ/4, resulting to a failure probability 3δ/4 < δ.
4 Corruption robustness via nested action elimination
In this section, we show how our framework enables efficient regret guarantees even at the presence of
adversarially corrupted rewards and transitions. Inspired by the multi-layer active action elimination
algorithm for stochastic bandits [LMPL18], we create multiple layers each responsible for a different
level of corruption. However, our algorithm heavily departs from the aforementioned algorithm even
in the bandit setting as it never irrevocably eliminates actions but instead applies an analysis closer
to the one of optimistic algorithms. This technique allows the guarantee to extend to the more
complex reinforcement learning setting and circumvent the lower bound of Theorem 2. Notably our
algorithm does not greedily maximize based on an optimistic upper estimate. To ease exposition, we
assume throughout this section that C ≥ 1. Our main result is formalized in the following theorem:
Theorem 6 (Formal Regret Guarantee for CRANE-RL). With probability 1− δ, CRANE-RL has the
following regret guarantee:
Regret . CH3
√
SATL(T ) log(K)2 + CH4S2AL(T ) log3(T ) + C2H4SA log3(T ),
where L(u) = ln
(
64S2AHu2/δ
)
as defined in Eq. (3.17)
Ignoring logarithmic factors, the above regret bounds simplifies to
Regret = O˜
(
CH3
√
SAT + CH4S2A+ C2H4SA
)
,
matching the statement of the Informal Theorem 1.
The rest of the section describes the algorithm and the proof of the above theorem. Section 4.1
introduces our algorithm CRANE-RL. Sections 4.2 and 4.3 show how this algorithm can be described
via the CAT framework. Finally, Section 4.4 concludes the proof of Theorem 6 by applying the meta-
theorem from the previous section.
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4.1 The algorithm: Specification of CRANE-RL
At a high level, CRANE-RL runs a master algorithm (Algorithm 1) which composes ℓmax = ⌈log2 T ⌉
base algorithms to which we refer as layers ℓ ∈ [ℓmax]. Following [LMPL18], large indices ℓ corre-
spond to layers which are more robust to corruptions, and which inform less robust layers ℓ′ < ℓ.
At each episode k, each layer ℓ recommends a policy πgrdk,ℓ which greedily maximizes its own upper
estimate of the true Q-function Q¯k,ℓ. If ℓ is not sufficiently robust, this upper estimate may not be
optimistic; that is, it may not upper bound Q⋆. However, we allow more robust layers to supervise
less robust ones, so that their policy πgrdk,ℓ does not select actions that are too far from optimal.
The policy recommendations for each base algorithm are detailed in the routine LayerShare (Algo-
rithm 2). Given the presence of multiple base algorithms, each recommending its own Q¯k,ℓ-greedy
πgrdk,ℓ , our algorithm implements a scheduler LayerSchedule (Algorithm 3) to decide whose recommen-
dation to use at each stage h. Then the master algorithm - the CRANE-RL aggregator (Algorithm 1)
- selects actions ak;h which are recommended by the layer ℓk;h decided by the scheduler. Formally,
ak;h = π
grd
k,ℓk;h;h
(xk;h). LayerSchedule selects the layer vector (ℓk,1, . . . , ℓk,H) according to a random-
ized procedure detailed in Algorithm 3. Therefore, the actions ak;h selected by the algorithm follow
a randomized Markovian πk, obtained by switching between the deterministic policies π
grd
k,ℓ as the
scheduler dictates.
Algorithm 1: CRANE-RL Aggregator
1 for k = 1, 2, . . . do
2 (πgrdk,1 , . . . , π
grd
k,ℓmax)← LayerShare(k).
3 (ℓk;1, . . . , ℓk;H)← LayerSchedule(k).
4 for h = 1, . . . ,H do
5 Observe xk;h.
6 Select action ak;h ← πgrdk,ℓk;h;h(xk;h).
LayerShare: Supervision across layers. To allow more robust layers to supervise less robust
ones, layer ℓ takes as input a collection of active sets Ak,ℓ = (Ak,ℓ;h(x)). It then performs a
procedure similar to value iteration, but on an MDP whose action set at a given state x and stage
h is restricted to this active set (see below for the description of LayerVI for details). In particular,
the policy πgrdk,ℓ only recommends actions which lie in the designated active sets. Finally, layer ℓ
computes a collection of plausible sets A plausk,ℓ = (A
plaus
k,ℓ;h (x)), which determine the active sets of the
next less robust layer ℓ− 1. This ensures that the active sets are nested: · · · ⊇ Ak,ℓ ⊇ Ak,ℓ−1 ⊇ . . . .
Thus, each layer ℓ is both supervised by more robust layers ℓ′ > ℓ and also supervises less robust
layers ℓ′′ < ℓ. This process is summarized in the routine LayerShare defined in Algorithm 2:
The main insight of the algorithm is that supervision via active and plausible sets captures the es-
sential elements of action elimination, without requiring that the algorithm selects actions uniformly
at random. This prevents CRANE-RL from falling prey to the lower bound of Theorem 2.
LayerSchedule: Addressing trajectory mismatch. In the bandit setting, all base algorithms
choose from the same actions at a single state. In our setting, the policies πgrdk,ℓ recommended by
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Algorithm 2: LayerShare(k): Layer supervision via nested active sets.
1 Initialize Ak,ℓmax;h(x) = A for all h, x
2 for ℓ = ℓmax, ℓmax − 1, . . . , 1 do
3 (πgrdk,ℓ ,A
plaus
k,ℓ )← LayerVI(k, ℓ,Ak,ℓ)
4 Ensure: A plausk,ℓ;h (x) ⊆ Ak,ℓ;h(x) for all x, h.
5 Ak;ℓ−1 ← A plausk,ℓ .
6 Return (πgrdk,1 , . . . , π
grd
k,ℓmax)
different base algorithms visit different state trajectories. The goal of the scheduler is therefore to
ensure that more robust layers ℓ get to explore the trajectories for less robust ℓ′ < ℓ, thereby allow-
ing to supervise their decisions. This immediately connects to a bound on the visitation ratios when
we analyze CRANE-RL via the CAT framework. At the same time, the scheduler ensures that robust
layers do not recommend actions too frequently, and therefore do not compromise the overall per-
formance of the algorithm. Balancing these two requirements necessitates selecting layers randomly
from a carefully designed distribution, described in the routine LayerSchedule (Algorithm 3). This
distribution establishes that at stage h, the scheduler only selects layers no smaller than the current
layer ℓk;h−1. Larger layers are selected with lower probability and in particular the probability of
switching to layer ℓ ≥ ℓk;h−1 is 14ℓH 2−(ℓ−ℓk;h−1).
Algorithm 3: LayerSchedule(k): Layer Scheduler
1 Initialize ℓk;0 = 1. for h = 1,. . . ,H do
2 For each ℓ ∈ {ℓk;h−1, . . . , ℓmax}, set ℓk;h = ℓ with probability 14ℓH 2−(ℓ−ℓk;h−1)
3 Otherwise, set ℓk;h = ℓk;h−1.
4 Return: (ℓk;1, . . . , ℓk;H) ∈ [ℓmax]H .
Value iteration with two estimators: the LayerVI subroutine. We now describe the
workhorse of CRANE-RL: the LayerVI routine, detailed in Algorithm 4. LayerVI performs a vari-
ant of value iteration to identify Q¯k,ℓ-greedy policies π
grd
k,ℓ and plausible sets A
plaus
k,ℓ . Recall that
the former is used to suggest actions to the aggregator (Algorithm 1), whereas A plausk,ℓ is used to
supervise less-robust layers ℓ′ < ℓ (LayerShare, Algorithm 2). Unlike conventional value iteration,
each layer employs two sets of VI-triples: global and local.
The global VI-triple (p̂k, r̂k, bk,ℓ;gl) uses the empirical estimates p̂k := p̂[k−1] and r̂k = r̂[k−1] that
consist of all observed samples over all rounds (recall the discussion accompanying Eq. (2.4) for
their definition). The global bonuses are defined as
bk,ℓ;gl(x, a) := H
√
2L(Nk(x, a))
Nk(x, a)
+
Cℓ;glH
2
Nk(x, a)
where Cℓ;gl = 2
ℓ. (4.1)
The global robustness penalty Cℓ;gl is large enough to offset the effect of corruptions if the total
number of corruptions encountered at the end of the game is at most C ≤ Cℓ;gl (the layer is robust
enough). By aggregating all observed data, the purpose of these global estimates is to allow more
robust layers ℓ to take advantage of all data collected from trajectories induced by selecting actions
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recommended by less robust layers ℓ′ < ℓ. Lykouris et al. [LMPL18] do not require these global
estimates because, in the bandit setting, there is no trajectory mismatch to address.
For over-robust layers ℓ with Cℓ;gl = 2
ℓ ≫ C, the penalty Cℓ;gl can be too pessimistic, leading
to arbitrarily poor regret. We address this issue by using the technique of subsampling [LMPL18].
Specifically, we define the set of rounds Sk,ℓ = {t < k : ℓk;H = ℓ} as the set of all rounds before k
for which the scheduler selected layer ℓk;H = ℓ. We define the subsampled empirical estimates p̂k,ℓ
and r̂k,ℓ using the data from Sk,ℓ, and define the following bonus:
bk,ℓ;sb(x, a) = H
√
2L(ℓNk,ℓ(x, a))
Nk,ℓ(x, a)
+
Cℓ;sbH
2
Nk;ℓ(x, a)
where Cℓ;sb = 2L(ℓ). (4.2)
Since the scheduler visits more robust layers less frequently, one can show that the algorithm encoun-
ters at most O˜ (1) corruptions whenever the layer ℓ is sufficiently robust. Thus, these subsampled
bonuses use the considerably smaller subsampled robustness penalty Cℓ;sb = O˜ (1) whereas Cℓ;gl can
be as large as T .
The routine LayerVI then performs a value-iteration with both local and global estimates to produce
upper and lower Q-estimates Q¯k,ℓ and Qk,ℓ, as well as an associated Q¯k,ℓ-greedy policy π
grd
k,ℓ and a
collection of plausible sets A plausk,ℓ;h (x). At each stage of the iteration, we use the minimum of the
two estimates-plus-bonuses for the upper estimate, and the maximum of the two for the lower. This
ensures that if layer ℓ is sufficiently robust that both VI-triples are valid, we inherit the benefits of
both the global VI-triples and their subsampled counterparts.
As in CAT-ELIM, we perform value iteration restricted to the active set collection Ak,ℓ(x). This
provides the avenue for supervision from more robust layers ℓ′ > ℓ, since Ak,ℓ(x) comes from the
plausible sets of precisely these layers.
4.2 CAT- Types, Compatibility, Visitation Ratio, and VI-triples
We now explain how the CAT framework offers a powerful and modular toolkit for analyzing an
otherwise daunting algorithm like CRANE-RL. In what follows, we define the critical layer ℓ⋆ :=
min{ℓ : 2ℓ ≥ C} to be the least-robust layer which is still provably robust to corruptions. Because
the adversary is adaptive and can choose the amount of corruption they wish to introduce, ℓ⋆ is a
random variable which is only realized at the end of the game. We define layers ℓ > ℓ⋆ as over-robust,
and layers ℓ < ℓ⋆ as under-robust.
We begin by explaining the critically robust type associated to the layer ℓ⋆ (Section 4.2.1), and
then present analogous results for the over-robust types ℓ > ℓ⋆ (Section 4.2.2). As explained below,
under-robust layers ℓ′ < ℓ⋆ are subsumed by the critically robust type. The relevant typed objects
described below are sumarized in the following table:
Throughout, we use the event formalism from Section 3.2, where we associate types to events
Ek,i := {i ∈ Ik}. For simplicity, we first describe the decomposition into types assuming that the
corruption level C, and therefore the critical layer ℓ⋆, are fixed in advance of the game; this in turn
fixes the types in advance of the game, inducing ex ante types. For fixed-in-advanced types, Ik is a
(non-empty) singleton (Ek,i are disjoint), so that each episode has a unique type. To accommodate
adaptive C, we explain the extension to ex-post types in Section 4.2.3.
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Algorithm 4: LayerVI(k, ℓ,Ak,ℓ)
1 % Define estimates, counts, and bonuses
2 for x ∈ X , a ∈ A do
3 % global empirical estimates (Eq. (2.4))
4 p̂k(x, a) = p̂[k−1](x, a), r̂k(x, a) = r̂[k−1](x, a), Nk(x, a) = N[k−1](x, a)
5 % subsampled empirical estimates
6 Sℓ ← {t : t ≤ k − 1, ℓt;H = ℓ}
7 p̂k,ℓ(x, a) = p̂Sℓ(x, a), r̂k,ℓ(x, a) = r̂Sℓ(x, a), Nk,ℓ = NSℓ(x, a)
8 % bonus definitions estimates
9 bk,ℓ;gl(x, a) = H
√
2L(Nk(x,a))
Nk(x,a)
+
H2Cℓ;gl
Nk(x,a)
10 bk,ℓ;sb(x, a) = H
√
2L(Nk,ℓ(x,a))
Nk,ℓ(x,a)
+
H2Cℓ;sb
Nk;ℓ(x,a)
11 % Initialize value functions to 0
12 V¯k,ℓ;H+1(x) = V k;ℓ,H+1(x) = 0 for all x ∈ X
13 % Two-estimate value iteration
14 for h = H, . . . , 1 do
15 for x ∈ X do
16 for a ∈ Ak,ℓ;h(x) do
17 Q¯k,ℓ;h(x, a) = min
{
H, r̂k(x, a) + p̂k(x, a)
⊤V¯k,ℓ,h+1 + bk,ℓ;gl(x, a),
18 r̂k,ℓ(x, a) + p̂k,ℓ(x, a)
⊤V¯k,ℓ,h+1 + bk,ℓ;sb(x, a)
}
19 Qk,ℓ;h(x, a) = max
{
0, r̂k(x, a) + p̂k(x, a)
⊤V k,ℓ,h+1 − bk,ℓ;gl(x, a),
20 r̂k,ℓ(x, a) + p̂k,ℓ(x, a)
⊤V k,ℓ,h+1 − bk,ℓ;sb(x, a)
}
.
21 πgrdk,ℓ;h(x)← argmaxa∈Ak,ℓ;h(x) Q¯k,ℓ;h(x)
22 V¯k,ℓ;h(x)← Q¯k,ℓ;h(x, πgrdk,ℓ;h(x)), V k,ℓ;h(x)← Qk,ℓ;h(x, πgrdk,ℓ;h(x))
23 % Compute plausible set
24 A
plaus
k,ℓ;h (x)← {a ∈ Ak,ℓ;h(x) : Q¯k,ℓ;h(x, a) ≥ maxa′∈Ak,ℓ;h Qk,ℓ;h(x, a′)}
25 Return: (πgrdk,ℓ ,A
plaus
k,ℓ )
type = (≤ ℓ⋆) type = ℓ, (ℓ > ℓ⋆)
Event Ek,≤ℓ⋆ = {ℓk;H ≤ ℓ⋆} Ek,ℓ = {ℓk;H = ℓ}
Tuple Tk,ℓ⋆ Tk,ℓ
Policy π≤ℓ⋆k π
ℓ
k
VI-triples Global: (p̂k, r̂k, bk,ℓ⋆;gl) Subsampled: (p̂k,ℓ, r̂k,ℓ, bk,ℓ;sb)
Visitation Ratio κ≤ℓ⋆ = Ω˜(CH) κℓ = Ω˜(H)
Error Term Errk,≤ℓ⋆ Errk,ℓ
Table 1: Associated objects for each type that satisfy respective Conditions 1-5.
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Layer schedule notation. Throughout the analysis, we let P denote the distribution over [ℓmax]H
from which the layer-scheduler chooses (ℓk;1, . . . , ℓk;H). We use vectors ~λ ∈ [ℓmax]H as dummy
variables to represent draws from this distribution
4.2.1 The critically robust type: Supervision with ℓ⋆
The critically robust type type = (≤ ℓ⋆) is responsible for rounds where the scheduler ends with a
layer ℓk;H ≤ ℓ⋆.
Critically robust type event. The critically robust type-event is defined as
Ek,≤ℓ⋆ := {ℓk;H ≤ ℓ⋆}.
Since the layer schedule selects a non-decreasing layer vector (ℓk;1, . . . , ℓk;H), Ek,≤ℓ⋆ is equivalent
to the event that all layers selected by the scheduler within episode k satisfy ℓk;h ≤ ℓ⋆. From the
definition of typed-policies, π≤ℓ⋆k is the randomized Markovian policy obtained by conditioning the
random coins of the algorithm on the event that all layers of the scheduler satisfy ℓk;h ≤ ℓ⋆; that, is
all actions ak;h are recommended by layers ℓ ≤ ℓ⋆.
Critically robust type-tuple. The critically robust type is associated to the tuple Tk,ℓ⋆, super-
vising the under-robust layers. A short argument shows that, due to the nesting of the active sets,
π≤ℓ⋆ is guaranteed to be compatible with respect to this tuple:
Lemma 4.1 (Condition 2). π≤ℓ⋆k is compatible with respect to the tuple Tk,ℓ⋆ of type = (≤ ℓ⋆) .
Proof. On the event Ek,≤ℓ⋆, every entry of the layer vector (ℓk;1, . . . , ℓk;H) is at most ℓ⋆. Thus, each
action ak;h selected by π
≤ℓ⋆
k satisfies ak;h = π
grd
k,ℓk;h;h
(x) ∈ Ak,ℓh;h(x). Since the LayerVI routine
(Algorithm 4) ensures active-sets of lower layers are contained withing plausible sets of layers above,
Ak,ℓk;h;h(x) ⊆ A plausk,ℓ⋆;h(x); compatibility follows immediately.
Critically robust VI-triple: global counts. We can readily see from the LayerVI routine (Algo-
rithm 4) that Tk,ℓ⋆ satisfies the VI-triple condition (Condition 4) with respect to both of the global
VI-triple (p̂k, r̂k, bk,ℓ⋆;gl) and the subsampled VI-triple (p̂k,ℓ⋆, r̂k,ℓ⋆ , bk,ℓ⋆;sb).
Recall that the above subsampled VI-triples consider data only from rounds where ℓt;H = ℓ⋆ for
t < k. However, the type event Ek,≤ℓ⋆ encompasses the event where the scheduler ends in layer
ℓk;H < ℓ; thus, this type is responsible for episodes where the algorithm plays exclusively according
to under-robust layers. As the following lemma shows, the probability of ending up in layer ℓk;H = ℓ⋆
is quite small relative to the probability of ending up in an arbitrary layer ℓ ≤ ℓk;H :
Lemma 4.2 (Layer Schedule Guarantee for CRANE-RL). Let P denote the distribution from which
the layer scheduler selects layer vectors (ℓk;1, . . . ℓk;H). Then, for (λ1, . . . , λH) ∼ P, P[λH = ℓ] ≤ 2−ℓ
and P[λH ≥ ℓ] ≥ 1/e for all ℓ > 1.
The proof of Lemma 4.2 follows from a somewhat careful but short inductive argument, detailed in
Appendix C.1.1. In particular, the lemma implies
P[ℓk;H ≤ ℓ⋆ | Hk,coin] ≥ 1− 2−(ℓ⋆+1) ≥ 1/2, (4.3)
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whereas P[ℓk;H = ℓ⋆ | Hk,coin] ≤ 2−ℓ⋆ . This means that using only the subsampled counts effectively
discards data from the majority of rounds t < k for which the type event Et,≤ℓ⋆ . This motivates the
choice of global bonuses, which immediately satsify the following guarantee:
Claim 4.3 (Condition 4). With probability 1, the layer ℓ⋆ satisfies Condition 4 with the global
VI-triple (p̂k, r̂k, bk,ℓ⋆;gl)
Proof. The claim follows directly by the way the VI-triples are constructed in the LayerVI routine
(Algorithm 4).
Critically robust visitation ratios. The above observation that the event {ℓk;H = ℓ⋆} (with
equality) accounts from only a small fraction of episodes where {ℓk;H ≤ ℓ⋆} = Ek,≤ℓ⋆ is reflected in
the following visitation ratio computation:
Lemma 4.4 (Condition 3). π≤ℓ⋆k is κ≤ℓ⋆-bounded with respect to π
grd
k,ℓ⋆
, where we have defined
κ≤ℓ⋆ := 2eHℓ⋆2ℓ⋆ = O˜ (CH).
Above, we note that ℓ⋆ ≤ 2C, so that κ ≤ 4eCH log(2C) = O˜ (CH).
The proof of the above lemma is detailed in Appendix C.1.2. Note that the visitation ratio is
proportional to the inverse probability that the scheduler switches to layer ℓ = ℓ⋆ at any time step,
and the above makes this precise.
In view of Equation (4.3), most rounds end with {ℓk;H ≤ ℓ⋆}. Therefore, type = (≤ ℓ⋆) consti-
tutes the dominant contribution to our regret and the above visitation ratio is responsible for the
multiplicative dependence on C in our final regret bound.
4.2.2 Over-robust types
The over-robust types correspond to over-robust layers ℓ > ℓ⋆, and are denoted as type = ℓ. These
capture the episodes where the scheduler exactly ends in an over-robust layer ℓk;H = ℓ. Formally,
Ek,ℓ := {ℓk;H = ℓ}. (4.4)
Again, since the layer vector is nondecreasing, Ek,ℓ is precisely the event that the most robust layer
scheduled at episode k is ℓ. Hence, the associated ℓ-type πℓk corresponds to the randomized policy
that arises conditioning the algorithm’s policy πk on the event that no action ak;h was recommended
by a layer ℓ′ > ℓ more robust than ℓ, but at least one action was recommended by layer ℓ.
The type = ℓ tuple is Tk,ℓ from the corresponding layer. Note that when Ek,ℓ holds, many of the
actions selected by πk may in fact be those suggested by less robust (and even under-robust) layers
ℓk;h = ℓ
′ for h < H. Nevertheless, the nesting of active sets again ensures that compatibility holds:
Lemma 4.5 (Condition 2). πℓk is compatible with respect to the tuple Tk,ℓ of type = ℓ for all
over-robust ℓ > ℓ⋆.
Proof. The proof is analogous to Lemma 4.1
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Subsampling for over-robust types. As above, it is immediate from the LayerVI routine (Algo-
rithm 4) that Tk,ℓ satisfies the VI-iteration condition (Condition 4) with respect to both the global
VI-triple (p̂k, r̂k, bk,ℓ) and the subsampled VI-triple (p̂k,ℓ, r̂k,ℓ, bk,ℓ;sb). However, unlike the critically
robust type, we use subsampling for the VI-triple. The reason is that all layers ℓ > ℓ⋆ with Ek,ℓ
have global corruption bounds Cℓ;gl > C. Therefore, the associated global confidence bonus are too
conservative, inducing regret scaling with Cℓ;gl > C and, if not appropriately handled, may prevent
adaptation to the true corruption level C.
Claim 4.6 (Condition 4). With probability 1, for any ℓ > ℓ⋆, layer ℓ satisifies Condition 4 with the
subsample Q-tripe (p̂k,ℓ, r̂k,ℓ, bk,ℓ;sb).
Proof. The proof follows again directly from the LayerVI routine (Algorithm 4).
Visitation ratios of over-robust types. The type = ℓ policy πℓ is guaranteed to end with layer
ℓk;H = ℓ. Hence the visitation ratio between π
ℓ and πℓ ⊕τ πgrdk,ℓ are determined by the probability
that πℓ arrives at ℓk;h = ℓ, and stays there afterwards. The following lemma formalizes the visitation
ratio of πℓ with respect to πgrdk,ℓ ; its proof is given in Appendix C.1.2.
Lemma 4.7 (Condition 3). πℓ is κℓ-bounded with respect to π
grd
k,ℓ for κℓ = 2eHℓ = O˜ (H).
Above, we note that ℓ ≤ ℓmax ≤ log T , so that κℓ ≤ 2eH log T = O˜ (H).
4.2.3 Ex-post types
We now present the ex-post formalism, to ensure that the assumptions in Eq. (3.5) and Eq. (3.6)
hold. For ex-post types, we define the events for ℓ ∈ [ℓmax] as
Ek,ℓ := {ℓk,H = ℓ} Ek,≤ℓ′ := {ℓk,H ≤ ℓ′}.
This gives rise to a set of 2ℓmax−1 possible types (Ek,1 and Ek,≤1 are identical), denoted by type = ℓ
and type = (≤ ℓ′) respectively. We then set
Θ :=
ℓmax⋃
ℓ=1
{ℓ} ∪
ℓmax⋃
ℓ′=1
{(≤ ℓ′),
which denotes the set of all possible types that we may consider. Next,
Θ := {(≤ ℓ⋆)} ∪
ℓmax⋃
ℓ=ℓ⋆+1
{ℓ}
considers the types defined in terms of ℓ⋆, namely the critically robust type type = (≤ ℓ⋆) and the
over-robust types type = ℓ for ℓ > ℓ⋆. Lastly,
Ik := {ℓk;H} ∪ {(≤ ℓ′) : ℓ′ > ℓk;H}.
denotes the set of all types that can be assigned to episode k. Note that Ik is defined without
reference to ℓ⋆, and is therefore determined by Hk,coin, ensuring Eq. (3.5). Finally, the realized type
Ik ∩Θ =
{
{(≤ ℓ⋆)} ℓk;H ≤ ℓ⋆
{ℓk;H} ℓk;H > ℓ⋆
is a singleton corresponding to the ex ante type of the episode described above, ensuring Eq. (3.6).
27
4.3 Bonuses, Admissibility, and Error Bounds
In this section, we argue that the bonuses we apply in LayerVI guarantee admissibility (Condition 1)
and bonus-validity (Condition 5) for the type = (≤ ℓ⋆) associated with the critically robust layer,
as well as for the over-robust layers ℓ > ℓ⋆. In addition, we provide an upper bound the error terms
Errk,≤ℓ⋆ and Errk,ℓ for layers ℓ > ℓ⋆.
4.3.1 Validity of the bonuses (Condition 5)
To establish admissibility Condition 1, we shall shall require showing that both the local and global
VI-triples satisfy the condition stipulated in Condition 5. To establish the validity of the global
triple, we will use the fact that
Cℓ;gl := 2
ℓ ≥ C, ∀ℓ > ℓ⋆.
This follows from the definition of ℓ⋆. For each layer ℓ ∈ [ℓmax], we define the subsampled corruption
level
Ĉℓ,sb :=
K∑
k=1
1(ℓk;H = ℓ)ck (4.5)
as the total number of corruptions encountered during episodes ℓk;H = ℓ. Due to subsampling
process, the following lemma shows that Ĉℓ,sb . L(ℓ) with high probability (see also [LMPL18]).
This is the key step in ensuring that the subsampled bonuses bk,ℓ;sb are valid for layers ℓ > ℓ⋆.
Lemma 4.8 (Bound on subsampled corruptions encountered). By definition, C ≤ Cℓ;gl for all
ℓ ≥ ℓ⋆. Moreover, there is an event Esb which holds with proability at least 1 − δ/4 on which
Ĉℓ,sb :=
∑K
k=1 1(ℓk;H = ℓ)ck ≤ Cℓ;sb := 2L(ℓ).
Proof sketch. The first point is by definition, the second an application of martingale concentration
inequality. The full proof is given in Section C.2.1.
In Appendix C.2.2, we verify in a proof analogous to that of Lemma 3.8 that both the global and
subsampled bonuses satisfy Condition 5 for all sufficiently robust ℓ ≥ ℓ⋆:
Lemma 4.9 (Correctness of the Bonuses for Robust Layers). Suppose that P[ℓk;H = ℓ] ≤ 2ℓ for
ℓ > 1 and Esb holds. Then, there is an event Ebonus,CRANE which holds with probability at least
1 − δ/4 on which the following holds. For all all (x, a) ∈ X × A, stages h ∈ [H], episodes k ∈ [K],
and robust layers ℓ ≥ ℓ⋆:∣∣∣(r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ bk,ℓ;gl(x, a) (4.6)∣∣∣(r̂k,ℓ(x, a)− r(x, a)) + (p̂k,ℓ(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ bk,ℓ;sb(x, a). (4.7)
Proof sketch. The first step is two establish bounds for the global VI-triple in terms of the true
global corruption level C, and for the subsampled VI-tripled in terms of the subsampled corruption
levels Ĉℓ. This is achieved by martingale concentration. We then bound C ≤ Cℓ;gl, and Ĉℓ . L(ℓ)
for ℓ ≥ ℓ⋆ by the previous lemma, Lemma 4.8. The full proof is given in Section C.2.2.
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By considering the global bonuses for type = (≤ ℓ⋆) and the subsampled for type = ℓ (ℓ > ℓ⋆), the
above two lemmas yield the following claim:
Claim 4.10. On the events Esb ∩ Ebonus,CRANE, the bonus-validity event Ebonus defined in Condi-
tion 5 holds.
4.3.2 Verifying admissibility (Condition 1)
Having establishes validity of both the global and subsampled bonuses for layers ℓ ≥ ℓ⋆, we can
adopt an argument analogous to the proof of Lemma 3.9 that all robust layers (ℓ ≥ ℓ⋆) generate
admissible tuples. The present argument requires two inductions: an outer backwards induction on
layers ℓ = ℓmax, . . . , 1, and an inner induction on stages h.
To show that a layer ℓ ≥ ℓ⋆ generates admissible tuples, we first need to show that Ak,ℓ = (flk,ℓ;h(x))
is valid, that is each Ak,ℓ;h(x) contains optimal actions. At ℓ
max, since the Ak,ℓmax;h(x) is always
set to be A, we have Ak,ℓmax;h(x) contains optimal actions at x and stage h. The following claim
argues that for all ℓ ≥ ℓ⋆, as long as Ak,ℓ contains the optimal actions, the optimal actions will not
be eliminated at the active set of layer ℓ− 1. Thus a straightforward induction concludes that Ak,ℓ
contains optimal actions for layer ℓ ≥ ℓ⋆.
Claim 4.11 (Admissible tuples at ℓ ≥ ℓ⋆ do not eliminate optimal actions at ℓ− 1). Let (ℓ, h, x) ∈
[ℓmax]× [H]× X , and choose an optimal action a⋆ ∈ π⋆;h(x) ∩Ak,ℓ;h(x). Then, if Tk,ℓ is admissible,
a⋆ ∈ Ak,ℓ−1;h(x).
Proof. If Tk,ℓ is admissible, then Q¯k,ℓ;h(x, a⋆) ≥ Q⋆h(x, a⋆), and
max
a∈Ak,ℓ;h(x)
Qk,ℓ;h(x, a) ≤ max
a∈A
Qk,ℓ;h(x, a) ≤ max
a∈A
Q⋆h(x, a) = Q
⋆
h(x, a⋆) ≤ Q¯k,ℓ;h(x, a⋆).
Therefore, Q¯k,ℓ;h(x, a⋆) ≥ maxa∈Ak,ℓ;h(x)Qk,ℓ;h(x, a), and thus a⋆ ∈ Ak,ℓ−1;h(x).
By combining the above claim with an induction over stages h, we establish admissibility in the
following lemma:
Lemma 4.12 (Admissibility of the robust layers). Suppose that the bonuses associated with layers
ℓ ≥ ℓ⋆ satisfy Eqs. (4.6) and (4.7). Then, for every ℓ ∈ {ℓ⋆, . . . , ℓmax}, the tuple Tk,ℓ is admissible.
In particular, such tuples are admissible on Esb ∩ Ebonus,CRANE.
Proof. Assume that Eqs. (4.6) and (4.7) are satisfied for layers ℓ ∈ {ℓ⋆, . . . , ℓmax}. Observe that ℓ =
ℓmax, the active set Ak,ℓmax;h(x) = A for each k ∈ [K], x ∈ X , and thus contains all optimal actions
vacuously. It now suffcies to establish that if for a layer ℓ ∈ {ℓ⋆, . . . , ℓmax} it holds that π⋆;h(x) ⊆
Ak,ℓ;h, then Tk,ℓ is admissible; by Claim 4.11, this implies that π
⋆
;h(x) ⊆ Ak,ℓ−1;h, completing the
induction.
The lemma now follows from a nearly identical argumment to the proof of Lemma 3.9. The only
difference is that, we performing the backwards induction, we incorporate two confidence estimates
instead of one. For example, suppose inductively that V¯k;h+1(x) ≥ V ⋆h+1(x) for all x ∈ X . By (4.6)
r̂k(x, a) + p̂k(x, a)
⊤V¯k,ℓ,h+1 + bk,ℓ;gl(x, a) ≥ r̂k(x, a) + p̂k(x, a)⊤V ⋆h+1 + bk,ℓ;gl(x, a)
≥ r(x, a) + p(x, a)⊤V ⋆h+1 = Q⋆h(x, a).
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Similarly, by (4.7), r̂k,ℓ(x, a) + p̂k,ℓ(x, a)
⊤V¯k,ℓ,h+1 + bk,ℓ;sb(x, a) ≥ Q⋆h(x, a). Lastly, Q⋆h(x, a) ≤ H.
Taking the min over the three upper bounds concludes that Q⋆h(x, a) ≤ Q¯k;h(x, a). A similar
argument shows that Qk,ℓ;h(x, a) ≤ Q⋆h(x, a). The rest of arugment is identical to that of Lemma 3.9.
4.3.3 Upper bounding the error terms (Eq 3.10)
The last step in order to apply the CAT framework is to establish upper bounds on the error Errk,≤ℓ⋆
and Errk,ℓ, defined in accordance with Eq. (3.10). To do so, we introduce the cross terms
Errcrossk,≤ℓ⋆;h(x, a) := max
V ∈Vk,ℓ⋆;h+1
(p̂k(x, a)− p(x, a))⊤V − 1
H
p(x, a)⊤
(
V¯k,ℓ⋆;h+1 − V k,ℓ⋆;h+1
)
Errcrossk,ℓ;h(x, a) := max
V ∈Vk,ℓ,h+1
(p̂k,ℓ(x, a)− p(x, a))⊤V − 1
H
p(x, a)⊤
(
V¯k,ℓ,h+1 − V k,ℓ,h+1
)
.
where we recall that Vk,ℓ := {V¯k,ℓ,h+1 − V k,ℓ;h, V¯k,ℓ,h+1 − V ⋆h+1}. Then, we have that
Errk,≤ℓ⋆;h(x, a) := 2bk,ℓ⋆;gl(x, a) + Err
cross
k,≤ℓ⋆;h(x, a)
Errk,ℓ;h(x, a) := 2bk,ℓ;sb(x, a) + Err
cross
k,ℓ;h(x, a).
Therefore, to bound the error terms, we must achieve bounds on Errcrossk,≤ℓ⋆ and Err
cross
k,ℓ . This is
achieved by the following lemma:
Lemma 4.13 (Bounding cross terms in CRANE-RL). Define Bcrossk,ℓ;gl and B
cross
k,ℓ;sb as follows:
B
cross
k,ℓ;gl(x, a) =
4SH2L(Nk(x, a))
3Nk(x, a)
+
H2Cℓ;gl
Nk(x, a)
B
cross
k,ℓ;sb(x, a) =
4SH2L(ℓNk,ℓ(x, a))
3Nk,ℓ(x, a)
+
2H2L(ℓ)
Nk,ℓ(x, a)
.
Then, there is an event ECRANE-RL,cross which holds with probability 1− δ/4 such that the following
is true. Whenever Esb ∩ ECRANE-RL,cross holds, then for all x, a, h, k, all ℓ ≥ ℓ⋆, and both values of
V ∈ Vk,ℓ,h+1(x),
(p̂k(x, a)− p(x, a))⊤V ≤ Bcrossk,ℓ;gl(x, a) +
1
H2
‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a)
≤ Bcrossk,ℓ;gl(x, a) +
1
H
p(x, a)⊤(V¯k,ℓ,h+1 − V k,ℓ,h+1)
(p̂k,ℓ(x, a)− p(x, a))⊤V ≤ Bcrossk,ℓ;sb(x, a) +
1
H2
‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a)
≤ Bcrossk,ℓ;sb(x, a) +
1
H
p(x, a)⊤(V¯k,ℓ,h+1 − V k,ℓ,h+1),
where ‖V ‖22,p(x,a) :=
∑
x′ p(x
′|x, a)V (x′)2 is the ℓ2-norm weighted by transition probabilities p(x, a).
Proof. The proof first combines the the Azuma-Bernstein inequality with bounds on the global
and subsampled corruptions (via Lemma 4.8). Then, we carefully decompose the variance terms
that arise in order to obtain a dependence on ‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a). Lastly, we upper bound
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this quantity by 1
H
p(x, a)⊤(V¯k,ℓ,h+1 − V k,ℓ,h+1). Except for the corruptions, these steps parallel
arguments in [AOM17] and related works. We remark that the above bound includes a statement
with the intermediate term 1
H2
‖V¯k,ℓ,h+1−V k,ℓ,h+1‖22,p(x,a) in order to facilliate the logarithmic regret
bounds described in Section 6. The full proof is given Section C.2.3.
Hence, Esb ∩ ECRANE-RL,cross, we have the bounds
Errcrossk,≤ℓ⋆;h(x, a) ≤ Bcrossk,ℓ⋆;gl(x, a)
Errcrossk,ℓ;h(x, a) ≤ Bcrossk,ℓ;sb(x, a), (ℓ > ℓ⋆).
Therefore, on Esb ∩ ECRANE-RL,cross, we have
Errk,≤ℓ⋆;h(x, a) ≤ 2bk,ℓ⋆;gl(x, a) +Bcrossk,ℓ⋆;gl(x, a)
Errk,ℓ;h(x, a) ≤ 2bk,ℓ;sb(x, a) +Bcrossk,ℓ;sb(x, a), (ℓ > ℓ⋆)
for all x, a, k, h.
4.4 Proof of the main result (Theorem 6)
Proof sketch of Theorem 6. With all the steps in place, we can now conclude the proof. By the above
sections, we have established that with probability 1− 3δ/4, conditions 1-5 of the CAT framework
hold simultaneously. Therefore, with probability 1 − 3/δ, we enjoy the guarantee of Theorem 6.
Next, we demonstrate in Appendix C.3 that we can bound
Errk,≤ℓ⋆;h(x, a) . H
√
L(T )
Nk,≤ℓ⋆(x, a)
+
Cℓ⋆;glH
2 + SH2L(T )
Nk,≤ℓ⋆(x, a)
,
Errk,ℓ;h(x, a) . H
√
L(ℓT )
Nk,ℓ(x, a)
+
L(ℓ)H2 + SH2L(ℓT )
Nk,ℓ(x, a)
.
Hence, with another 1 − δ/4, we enjoy the guarantee of the √T -bound in Theorem 4. Finally,
combining the above two results with the estimates max{κ≤ℓ⋆ , κℓ⋆+1 . . . κℓmax} . CH log(K), |Θ| .
log(K), we bound the term provided by Eq. (3.16) with total probability 1−δ, concluding the proof.
The full proof is provided in Appendix C.3.
5 Main proofs for CAT framework
In this section, we provide the proofs for the general CAT framework. Section 5.1 proves the regret
decomposition (Theorem 1) and Section 5.2 proves the meta-theorem (Theorem 3). Our meta-
theorem hinges on a key technical result (Lemma 5.1) which we prove in Section 5.3.
5.1 Regret decomposition for compatible policies (Theorem 1)
We first recall the definitions of Bellman errors defined in Definition 3.3. We further define
E
lucb
k;h (x, a) := E¯k;h(x, a)−Ek;h(x, a). (5.1)
We restate Theorem 1 below.
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Theorem 1 (Bellman-error decomposition). Fix episode k and let Tk := (Q¯k, Qk,Ak, π
grd
k ) be an
admissible Q-tuple. Suppose a randomized Markovian policy πk is compatible with Tk. Then:
V ⋆ − V pik ≤
H∑
h=1
E
pik
[
E¯k;h(xh, ah)
]
+
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E¯k;τ (xτ , aτ )−Ek;τ (xτ , aτ )
]
, (3.4)
where πk ⊕h πgrdk is a policy that starts with πk and switches to πgrdk from step h onwards.
Proof. Recall that Epi = EM,pi denotes expectation over a random realization (x1, a1), . . . , (xH , aH)
under M,π; this includes the expectation over the initial x1. To take advantage of the per-stage
values, we further assume without loss of generality that π is a deterministic Markovian policy
denoted as π. The result can be extended to randomized Markovian policies π by taking an
expectation of the deterministic atoms π which constitute it. For simplicity, we abuse notation by
letting, where convenient, π⋆h(x) denote an arbitrary element in the set of optimal actions at x and
h.
By the two first properties of the admissible tuple, it holds that:
V ⋆1 (x1) = Q
⋆
k;1(x1, π
⋆
1(x1)) ≤ Q¯k;1(x1, π⋆1(x1)) ≤ max
a∈Ak;1(x1)
Q¯k;1(x1, a) = V¯k;1(x1).
Taking expectation over x1, the LHS is at most the following quantity (to be bounded recursively):
V ⋆ − V πk = Eπk [V ⋆1 (x1)− V πk1 (x1)] ≤ Eπk
[
V¯k;1(x1)− V πk1 (x1)
]
.
As discussed in Lemma 3.1, when πk coincides with the greedy policy πk = π
grd
k , V¯k;h is the value
function of πk on an MDP with transition p(x, a) and reward rh(x, a) = r(x, a) + E¯k;h(x, a). Since
V πk is the value function of the same policy πk under an MDP with the same transition p but with
the original reward r, then V¯k;1(x1) − V πk1 (x1) = Eπk
[∑H
h=1 E¯k;h(xh, ah)
]
for any x1 ∈ X . This
approach is standard in proving regret bounds for tabular settings (e.g., Lemma E.15 in [DLB17]).
We now extend this idea to general policies πk which may deviate from π
grd
k . Let a1 = πk;1(x1).
By the compatibility of πk, it holds that Q¯k;1(x1, a1) ≥ maxa′∈Ak;1(x)Qk;1(x, a′) ≥ V k;1(x1). Com-
bining with the definition of E¯k;1(x1, a1) and the fact that V
πk
1 (x1) = Q
πk
1 (x1, a1) = r(x1, a1) +
p(x1, a1)
⊤V πk2 ,
E
πk
[
V¯k;1(x1)− V πk1 (x1)
] ≤ Eπk[Q¯k;1(x1, a1)− V k;1(x1) + V¯k;1(x1)− V πk1 (x1)]
≤ Eπk
[
E¯k;1(x1, a1) + p(x1, a1)
⊤(V¯k;2 − V πk2 )+ V¯k;1(x1)− V k;1(x1)]
= Eπk
[
E¯k;1(x1, a1) + V¯k;2(x2)− V πk2 (x2) + V¯k;1(x1)− V k;1(x1)
]
Note that V¯ (resp. V ) can be thought again as the value function of πgrdk on a fictitious MDP with
transitions p and rewards r + E¯ (resp. r + E); as a result, their difference is the difference in the
expected reward of πgrdk starting at the current step h = 1 in the two settings. We therefore obtain:
V¯k;h(xh)− V k;h(xh) = Eπ
grd
k
[
H∑
τ=h
E¯k;τ (xτ , aτ )−Ek;τ (xτ , aτ )
]
,∀h ∈ [H]. (5.2)
Recursively applying these arguments for Eπk
[
V¯k;2(xk;2)− V πkk;2(xk;2)
]
completes the theorem.
Note Theorem 1 differs from decompositions for optimistic algorithms in the expectations Epik⊕hπ
grd
k
over fictitious trajectories that arise from following πk until a stage h, and switching to π
grd
k .
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5.2 Meta-theorem for the CAT framework (Theorem 3)
We begin by stating a per-episode bound, from which we derive the main theorem. The following
lemma is established for a fixed episode k, and type i.
Lemma 5.1. Assume that conditions 1− 5 of Theorem 3 hold for a fixed type i ∈ Θ. Then:
V ⋆ − V pi(i)k ≤ κi(1 + e)(1 +H)
H∑
h=1
E
pi
(i)
k
[
min{H,max{0,Err(i)k;h(xh, ah)}}
]
Before proving this main lemma, we show how the proof of Theorem 3 directly follows from it. We
first establish a claim decomposing the total per-episode regret to the contribution of each type.
Claim 5.2. Suppose that, for any fixed Θ′ ⊆ Θ for which P[Θ = Θ′] > 0, Ik satisfies Eq (3.6).
Then, with probability 1 over the realization of the random type-set Θ,
V ⋆ − V pik =
∑
i∈Θ
P[Ek,i | Hk](V ⋆ − V pi
(i)
k ). (5.3)
Proof of Claim 5.2. Fix Θ′ ⊆ Θ such that P[Θ = Θ′] > 0, where probability is taken at the end of
the game. Fixing a deterministic Θ′ avoids reasoning about the realization of Θ at round k, before
it is determined. It then suffices to show that, for any k ∈ [K]:
V ⋆ − V pik =
∑
i∈Θ′
P[Ek,i | Hk](V ⋆ − V pi
(i)
k ).
By the assumption of the claim that Ik satisfies Eq (3.6),
P
[∑
i∈Θ′
1{i ∈ 1k} = 1 | Hk
]
= 1
Letting π˜k denote the deterministic policy drawn from the distribution induced by the randomized
policy πk at episode k, we have
V ⋆ − V pik = E[V ⋆ − V π˜k | Hk]
(i)
= E[
∑
i∈Θ′
1{i ∈ Ik} · (V ⋆ − V π˜k) | Hk],
=
∑
i∈Θ′
P[i ∈ Ik | Hk] E[V ⋆ − V π˜k | Hk, i ∈ Ik]
(ii)
=
∑
i∈Θ′
P[Ek,i | Hk](V ⋆ − V pi
(i)
k ),
where (i) uses that V ⋆ − V π˜k ≥ 0 and ∑i∈Θ′ 1(i ∈ Ik) = 1 (with probability 1 conditioned on Hk),
and (ii) applies the definition of Ek,i = {i ∈ Ik} and the policy π(i)k .
More generally, under the weaker condition P[|Ik ∩Θ′ 6= ∅ | Hk] = 1, equality (i) in the above proof
holds with inequality, thereby extending to the generalization mentioned in Remark 3.5.
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Proof of Theorem 3. The proof follows froms combining Lemma 5.1, Claim 5.2, and the assumptions
of the meta-theorem. More formally:
K∑
k=1
(V ⋆ − V pik) =
K∑
k=1
∑
i∈Θ
P[Ek,i | Hk]
(
V ⋆ − V pi(i)k
)
≤
K∑
k=1
∑
i∈Θ
P[Ek,i | Hk]
(
κi(1 + e)(1 +H)
H∑
h=1
E
pi
(i)
k
[
min{H,max{0,Err(i)k;h(xh, ah)}}
])
= (1 + e)(1 +H)
∑
i∈Θ
κi
(
K∑
k=1
P[Ek,i | Hk]Epi
(i)
k
[
H∑
h=1
min{H,max{0,Err(i)k;h(xh, ah)}}
])
= (1 + e)(1 +H)
∑
i∈Θ
κi
K∑
k=1
P[Ek,i | Hk]Err(i)k
The first two relations hold via application of Claim 5.2 and Lemma 5.1. The second equality is
just rearranging, while the third applies the definition of Err
(i)
k from Theorem 3.
5.3 Key technical lemma towards the meta-theorem (Lemma 5.1)
Throughout, we shall suppress the dependence on the type i ∈ Θ. We further define a truncated
error term that appears in the RHS of Lemma 5.1:
Errk;h(x, a) := min{H,max{0,Errk;h(x, a)}}, (5.4)
where we recall that Errk;h(x, a) is the term in Eq. (3.10). In Section 5.3.1, we first establish an
upper bound on the Bellman error terms in terms of fictitious trajectories. Then, Section 5.3.2
combines this result with Theorem 1 to provide a regret bound Regret bound in terms of fictitious
trajectories. Lastly, Section 5.3.3 concludes the proof of Lemma 5.1 by replacing the fictitious
trajectories with the bound κ on the visitation ratios.
5.3.1 Upper bounding the Bellman error terms from Theorem 1
We first establish a bound on the Bellman errors that arise in Theorem 1 in terms of Errk(x, a) and
the fictitious trajectories that arise from selecting actions accoridng to πgrdk :
Lemma 5.3 (Upper bounding Bellman errors via fictitious trajectories). Recall the term Elucbk;h (x, a)
from Eq. (5.1). Then, under Conditions 1-5, the following bound holds for all x, a, h:
max
(
E¯k;h(x, a),E
lucb
k;h (x, a)
)
≤ Errk;h(x, a) + e
H
E
π
grd
k
[
H∑
τ=h+1
Errk;h(xτ , aτ ) | xh = x, ah = a
]
.
To prove the above lemma, we begin with a coarse estimate responsible for the min{H, ·} in the
terms Errk;h:
Claim 5.4 (Coarse bound on Bellman Error). Under Conditions 1-5, the following bound holds for
all k, h, x, a:
max{E¯k;h(x, a),Elucbk;h (x, a)} ≤ H
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Proof. Conditioned on Evi holding, we have Q¯k;h(x, a) ≤ H and V¯k;h ≥ 0 due to the construction
of Q¯, Q, V¯ and V . Therefore, to bound E¯k;h(x, a), we have that E¯k;h(x, a) = Q¯k;h(x, a)− (r(x, a) +
p(x, a)⊤V¯k;h) ≤ Q¯k;h(x, a) ≤ H.
To bound Elucbk;h (x, a), recall the definitions of V¯ and V : V¯k;h(x) = Q¯k;h(x, π
grd
k (x)) and V k;h(x) =
Qk;h(x, π
grd
k (x)). Note that on the Eadm, we have V¯k;h(x) ≥ V k;h(x) coordinate-wise. This implies
that
E
lucb
k;h (x, a) = Q¯k;h(x, a)−Qk;h(x, a)− p(x, a)⊤(V¯k;h(x, a) − V k;h(x, a))
≤ Q¯k;h(x, a)−Qk;h(x, a) ≤ H.
Let us now turn to bounding the Bellman errors in terms of the error term Errk;h(x, a).
Claim 5.5 (Refined bound on Bellman Errors). Under Conditions 1-5, it holds that
max{Elucbk;h (x, a), E¯k;h(x, a)} ≤ Errk;h(x, a) +
1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1),
Proof. Recall that Errk;h(x, a) := min{H,max{0,Errk;h(x, a)}}, and recall from Eq. (3.10) that,
suppressing the type i,
Errk;h(x, a) := 2bk;h(x, a) + max
V ∈Vk;h+1
|(p˜k(x, a) − p(x, a))⊤V | − 1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1), (5.5)
where Vk;h+1 = {V¯k;h+1 − V ⋆h+1, V¯k;h+1 − V k;h+1}. Following [AOM17], we decompose the upper
bound on E¯k;h(x, a) into two terms: one is precisely controlled by valid bonuses and the other of
which, a “cross-term”, can be absorbed by the error-term Errk;h(x, a):
E¯k;h(x, a) = Q¯k;h(x, a) − r(x, a)− p(x, a)⊤V¯k;h+1
≤ r̂k(x, a) + p̂k(x, a)⊤V¯k;h+1 + bk;h(x, a)︸ ︷︷ ︸
Evi holds
−r(x, a)− p(x, a)⊤V¯k;h+1
= r̂k(x, a) − r(x, a) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1︸ ︷︷ ︸
local term
+ bk(x, a)
+ (p̂k(x, a)− p(x, a))⊤(V¯k;h+1 − V ⋆h+1)︸ ︷︷ ︸
cross term
.
Observe that the local term is precisely the term that appears in Condition 5; that is, since Ebonus
holds, we have |local term| ≤ bk(x, a). By Eq. (5.5), we therefore have that:
|E¯k;h(x, a)| ≤ |(p̂k(x, a)− p(x, a))⊤(V¯k;h+1 − V ⋆h+1)|+ 2bk;h
≤ Errk;h(x, a) + 1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1), (5.6)
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We now bound Elucb. From the the fact that Evi holds (Condition 4), we have
E
lucb
k;h (x, a) = E¯k;h(x, a)−Ek;h(x, a) = Q¯k;h(x, a)−Qk;h(x, a)− p(x, a)⊤(V¯k;h+1 − V k;h+1)
≤ r̂k(x, a) + p̂k(x, a)⊤V¯k;h+1 − (r̂k(x, a) + p̂k(x, a)⊤V k;h+1)
+ 2bk;h(x, a)− p(x, a)⊤(V¯k;h+1 − V k;h+1)
= (p̂k(x, a)− p(x, a))⊤(V¯k;h+1 − V k;h+1)
≤ Errk;h(x, a) + 1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1) + 2bk;h(x, a). (5.7)
This proves that
max{E¯k;h(x, a),Elucbk;h (x, a)} ≤ Errk;h(x, a) +
1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1).
On the other hand, by Claim 5.4, we can take the minimum of the above with H. This yields the
desired bound. We note that this proof claim does not use that Err takes the maximum of Err and
0, but this is used when putting everything together to prove Lemma 5.3.
Proof of Lemma 5.3. To conclude the proof of Lemma 5.3, it suffices to check that the upper bound
from Claim 5.5 can be represented in terms of the fictitious trajectories:
V¯k;h+1(x)− V k;h+1(x) ≤ eEπ
grd
k
[
H∑
τ=h+1
Errk;h(xτ , aτ ) | xh+1 = x
]
. (5.8)
Note that the upper and lower estimates on the value function are defined with respect to the greedy
policy πgrdk . As a result, letting a = π
grd
k (x), applying Claim 5.5, and using that Errk;h(x, a) ≥ 0:
V¯k;h+1(x)− V k;h+1(x)
= Elucbk;h+1(x, a) + p(x, a)
⊤(V¯k;h+2 − V k;h+2)
≤ Errk;h+1(x, a) +
(
1 +
1
H
)
p(x, a)⊤
(
V¯k;h+2 − V k;h+2
)
≤
(
1 +
1
H
)
E
π
grd
k
[
Errk;h(xh+1, ah+1) + V¯k;h+2(xh+2)− V k;h+2(xh+2) | xh+1 = x
]
.
Hence (5.8) follows by recursively applying the above and using that
(
1 + 1
H
)H ≤ e. Substittuing
this inequality into Claim 5.5 concludes the proof of Lemma 5.3.
Remark 5.6 (Why bonus and cross terms). For intuition as to why we separate the bonus and
cross terms, suppose that Q¯k is constructed by performing standard value iteration from empirical
estimates drawn from a nominal MDP.
Q¯k;h(x, a) = min
{
H, r̂k(x, a) + p̂k(x, a)
⊤V¯k;h+1 + bk;h(x, a)
}
,
Then, we can compute that
E¯k;h(x, a) ≤ (r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V¯k;h+1 + bk;h(x, a)
where the inequality follows noting the min{·,H} in the construction of V¯ . Since r̂k and p̂k(x, a) are
empirical and uncorrupted estimates of p, we would be tempted to apply concentration inequalities to
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bound the second term insider the min{·, ·} above. However, p̂k(x, a) is correlated with V¯k;h+1 (both
are constructed using the same empirical samples). One approach would be to argue that (r̂k(x, a)−
r(x, a)) + (p̂k(x, a)− p(x, a))⊤V concentrates uniformly for all vectors V ∈ RX . Unfortunately, this
incurs a suboptimal S = |X | dependence in the final regret bound. Therefore, we decompose
E¯k;h(x, a) ≤ (r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1 + bk;h(x, a)
+ (p̂k(x, a)− p(x, a))⊤(V¯k;h+1 − V ⋆h+1),
where the first term is precisely the lead term, and the second is the cross term. Now, the lead term
can be adressed with martingale concentration arguments (V ⋆h+1 is deterministic), whereas the second
term (p̂k(x, a) − p(x, a))⊤(V¯k;h+1 − V ⋆h+1) is the product of two terms which gradually converges to
0, and therefore contributes a lower order error to the regret.
5.3.2 Regret bound in terms of fictitious trajectories
Our eventual goal towards proving Lemma 5.1 is to relate the error from the term of the fictitious
trajectories associated with policies πk ⊕h πgrdk to one of the actual trajectory associated to policy
πk. Connecting them directly through the bounded visitation ratio in Theorem 1 leads to a κ
2-
dependence in the final bound. As a result, before invoking bounded visitation ratios, we obtain the
following decomposition in terms of the fictitious trajectories that avoids this quadratic dependence.
Lemma 5.7 (Regret bound in terms of fictitious trajectories). Under Conditions 1-5:
V ⋆ − V pik ≤
H∑
h=1
E
pik
[
Errk;h(xh, ah)
]
+ (1 + e+ e
H
)
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
Errk;τ (xτ , aτ )
]
Proof. Beginning with the statement of Theorem 1:
V ⋆ − V pik ≤
H∑
h=1
E
pik
[
E¯k;h(xh, ah)
]
+
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E
lucb
k;τ (xτ , aτ )
]
For the first term, Lemma 5.3 implies that
H∑
h=1
E
pik
[
E¯k;h(xh, ah)
] ≤ H∑
h=1
E
pik
[
Errk;h(xh, ah) +
e
H
E
π
grd
k
[
H∑
τ=h+1
Errk;h(xτ , aτ )
]]
=
H∑
h=1
E
pik
[
Errk;h(xh, ah)
]
+
e
H
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h+1
Errk;τ (xτ , aτ )
]
≤
H∑
h=1
E
pik
[
Errk;h(xh, ah)
]
+
e
H
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
Errk;τ (xτ , aτ )
]
.
In the first equality, we note that the fictitious rollouts under πgrdk that arise from Lemma 5.3 can
be viewed as rollouts under πk ⊕h πgrdk . In the second inequality, we use that Errk;h(x, a) ≥ 0.
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Similarly,
E
pik⊕hπgrdk
[
H∑
τ=h
E
lucb
k;τ (xτ , aτ )
]
≤ Epik⊕hπgrdk
[
H∑
τ=h
Errk;τ (xτ , aτ ) +
e
H
E
π
grd
k
[
H∑
τ ′=τ+1
Errk;τ ′(xτ ′ , aτ ′)
]]
= Epik⊕hπ
grd
k
[
H∑
τ=h
(
Errk;τ (xτ , aτ ) +
e
H
H∑
τ ′=τ+1
Errk;τ ′(xτ ′ , aτ ′)
)]
≤ (1 + e)Epik⊕hπgrdk
[
H∑
τ=h
Errk;τ (xτ , aτ )
]
,
where the first equality uses the fact that policies πgrdk and π ⊕h πgrdk are the same for steps τ ′ > h
and the second inequality again uses the fact that Errk;τ ′ ≥ 0. Applying the above in Theorem 1
provides the final statement of the lemma.
5.3.3 Concluding the proof of Lemma 5.1 via bounded visitation ratios
With Lemma 5.7 in place, we are ready to prove Lemma 5.1 using bounded visitation ratio:
Proof of Lemma 5.1: If πk is κ-bounded with respect to π
grd
k ,
E
pik⊕hπgrdk
[
H∑
τ=h
Errk;h(xτ , aτ )
]
=
H∑
τ=h
∑
x,a
Errk;h(x, a)P
pik⊕hπgrdk [(xτ , aτ ) = (x, a)]
≤ κ
H∑
τ=h
∑
x,a
Errk;h(x, a)(x, a)P
pik [(xτ , aτ ) = (x, a)]
= κEpik
[
H∑
τ=h
Errk;h(xτ , aτ )
]
.
Thus, since κ ≥ 1 and Errk;h(x, a) ≥ 0, Lemma 5.7 yields
V ⋆ − V pik ≤
H∑
h=1
E
pik
[
Errk;h(x, a)
]
+ (1 + e+ e
H
)κ
H∑
h=1
E
pik
[
H∑
τ=h
Errk;h(xτ , aτ )
]
≤ (κ+ κH(1 + e+ e
H
)
H∑
h=1
E
pik
[
Errk;h(xh, ah)
]
= κ(1 + e)(1 +H)
H∑
h=1
E
pik
[
Errk;h(xh, ah)
]
.
6 Logarithmic regret via the CAT framework
We present a new “meta-theorem” – an extension of Theorem 3, amenable to logarithmic, instance-
dependent regret bounds – and use it to derive the said regret bounds for our algorithms CAT-ELIM
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and CRANE-RL. We build on the clipping technique from [SJ19], which establishes logarithmic
regret bounds for optimistic algorithms based on value iteration. We start with some background
on the clipping technique (Section 6.1), and proceed to present the new meta-theorem (Section 6.2).
Results for CAT-ELIM and CRANE-RL are, resp., in Section 6.3 and Section 6.4. The proof of the
new meta-theorem is deferred to Section 6.5.
6.1 Background in logarithmic guarantees for optimistic policies
Gaps of actions. In the bandit setting, where action a has reward r(a), the canonical definition
of “gap” is gap(a) := maxa′ r(a
′)− r(a), which represents the suboptimality of a relative to the best
possible action [EMM06].
In reinforcement learning, the gap can be generalized by considering
gaph(x, a) := V
⋆
h (x)−Q⋆h(x, a) = max
a′
Q⋆h(x, a
′)−Q⋆h(x, a),
which represents the suboptimality gap of playing action a at state x at stage h, and continuing
to play optimally for for all h′ > h. For simplicity, we define the minimal gap over all stages as
gap(x, a) := minh gaph(x, a).
We also define Zopt := {(x, a) : ∃h ∈ [H], a ∈ π⋆h(x)}, which denotes the set of state action pairs
where the action belongs to the set of the optimal actions of the state at some stage h ∈ [H]. We
define Zsub := X × A − Zopt as the complement of Zopt. Note that for any (x, a) ∈ Zsub, we must
have gaph(x, a) > 0 for all h ∈ [H].
Gap-dependent guarantees via clipping. We start by defining the clipping operator:
clip [x|ǫ] := x1(x ≥ ǫ).
The key intuition behind the clipping operator is that, for any gap > 0,
∑k
s=1
1√
s
.
√
k, but
k∑
s=1
clip
[
1√
s
|gap
]
.
1
gap
.
Hence, by applying the clipping operator to the Bellman errors that we analyzed in Section 6 at
level ǫ = gap for an appropriate gap > 0, we can convert
√
T -bound into analogues depending on
1
gap .
Error Bounds for Clipping. In order to state the meta-theorem for clipped regret, we need to
make several definitions. First, we define a modification of the error term Err
(i)
k;h from (3.10):
Err
(i)
k;h(x, a) := 2b
(i)
k;h(x, a) + max
V ∈V (i)
k;h+1
|(p˜(i)k (x, a) − p(x, a))⊤V | −
‖V¯k;h+1 − V k;h+1‖22,p(x,a)
H2
, (6.1)
for all episodes k ∈ [K], types i ∈ Θ, and triples (x, a, h) ∈ X ×A× [H]. Here
V
(i)
k;h+1 := {V¯ (i)k;h+1 − V (i)k;h+1, V¯ (i)k;h+1 − V ⋆h+1},
‖V ‖22,p(x,a) :=
∑
x′
p(x′ | x, a) V (x′)2.
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When admissibility holds, Err
(i)
k;h(x, a) ≥ Err(i)k;h(x, a) (see Lemma 6.5).
Further, we define several more “nuanced" error terms (all determined by Errk;h). We set
Err
(i)
k;h(x, a) := min{H,Err(i)k;h(x, a)}.
Define effective-gap terms:
ˇgaph(x, a) := max
{
gapmin
8H2
,
gaph(x, a)
8H
}
, ˇgapmin,low :=
gapmin
64SAH3
(6.2)
Now, we introduce two new error terms by clipping Err and Err
2
, resp., by the terms from (6.2):
Eˇrr
(i)
k;h(x, a) := clip
[
Err
(i)
k;h(x, a)| ˇgaph(x, a)/4
]
, (6.3)
E˜rr
(i)
k;h(x, a) := clip
[
Err
(i)
k;h(x, a)
2| ˇgapmin,low
]
. (6.4)
Typically, Err
(i)
k;h(x, a) = O˜
(
1/
√
Nk(x, a)
)
, so that Err
(i)
k;h(x, a)
2 = O˜ (1/Nk(x, a)). Therefore,
even though ˇgapmin,low scales like 1/SAH, and might be quite small, this only factors logarithmically
into the regret contribution of the terms E˜rr
(i)
k;h(x, a) bound due to the computation
k∑
s=1
clip
[
1
s
|gap
]
. log(
1
gap
).
6.2 Meta-Theorem of CAT framework for logarithmic regret
Below we state the meta theorem of CAT framework using the clipped error terms Eˇrr and E˜rr.
Theorem 7 (Meta-theorem of CAT framework with Clipped Regret). Let Alg be an algorithm
selecting randomized Markovian policies πk at every episode k. Given a random type set Θ ⊆ Θ
and the event E that Conditions 1, 2, 3, 4, 5 hold, we have the following regret bound:
K∑
k=1
V ⋆ − V pik . H
∑
i∈Θ
κi
K∑
k=1
P[Ek,i | Hk]Eˇrr(i)k
= H
∑
i∈Θ
κiR
clip
i ,
where we define
Eˇrr
(i)
k := E
pi
(i)
k
[
H∑
h=1
Eˇrr
(i)
k;h(xh, ah) + E˜rr
(i)
k;h(xh, ah)
]
Rclipi :=
K∑
k=1
P[Ek,i | Hk]Eˇrr(i)k . (6.5)
We defer the proof of the above theorem to Section 6.5.
Let us derive a corollary of Theorem 7, where we achieve logarithmic gap-dependent regret bounds,
starting from a specific upper bound for the error terms Err
(i)
k;h(x, a). This is an analogue of
Theorem 4.
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Theorem 8 (log T regret for CAT). Using the notation from (2.3), define the typed-counts
Nk,i(x, a) := NSk,i(x, a), where Sk,i := {t < k : i ∈ It} ∀i ∈ Θ, k ∈ [K].
Then, if the problem dependent terms α1,i, α2,i ≥ 0, the error terms satisfy
Err
(i)
k;h(x, a) ≤
√
α1,i
Nk,i(x, a)
+
α2,i
Nk,i(x, a)
Then, for any δi ∈ (0, 1/2), then with probability probability 1 −
∑
i∈Θ δi, for any i ∈ Θ,then each
term Rclipi from Eq (6.5) simultaenously satisfies
Rclipi . H
∑
x,a∈Zsub
α1,i
gap(x, a)
+H2|Zopt| α1,i
gapmin
+ SA
(
H2Nsample(δi, C) + α1,i log(min{T, SAHα1,igapmin }) + α2,i
(
H2 + log(min{T, SAHα2,igapmin })
))
,
where Nsample(δ, C) := 4H log(4SAH/δ) + 2CH . HL(T ) + CH is as defined in Theorem 4.
The formal proof is given in Appendix E.2. Here, the upper bounds on Err
(i)
k;h(x, a) arise from from
anytime versions of Hoeffding and Bernstein inequalities (e.g. Section B.2).
Remark 6.1. An interpolation between the
√
T and log T regimes is also possible, following Theorem
2.4 in [SJ19]. This argument requires slight modifications of the proof of Theorem 8, but uses the
clipped meta-theorem, Theorem 7, without modification. We omit this argument to ease presentation.
6.3 Logarithmic regret for CAT-ELIM
With Theorem 8, in this section we prove the logarithmic gap-dependent regret bounds for CAT-ELIM.
Note that CAT-ELIM only have one type, so in this section, for notation simplicity, we suppress the
type superscript. We first state the theorem below:
Theorem 9 (Logarithmic regret bound for CAT-ELIM). CAT-ELIM with parameter ρ ≤ 1 enjoys
the following regret guarantee with probability at least 1− δ,
Regret .
1
ρ
 ∑
x,a∈Zsub
H4L(T )
gap(x, a)
+ |Zopt|H
5
L(T )
gapmin

+
1
ρ
(
H4SAL(T ) +H3SAL(T ) log(min{T, SAH3L(T )gapmin }
)
+
1
ρ
(
H5S2AL(T ) +H3S2AL(T ) log(min{T, S2AH3L(T )gapmin })
)
,
where recall L(u) ≈ ln(SAHu/δ).
Ignoring log terms, the above bound can be simplified to:
1
ρ
O˜
 ∑
x,a∈Zsub
H4
gap(x, a)
+ |Zopt| H
5
gapmin
+H4SA+H5S2A
 .
Now we prove the Theorem 9.
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Proof. First directly following the results in Section 3.3, we have that Evi∩Erat∩Ecomp∩Ebonus∩Eadm
holds with probability at least 1− δ/4. Below we condition on the above joint event being hold.
To use the meta theorem 8, we need to map the upper bounds of Errk;h(x, a) to the form shown in
theorem 8. Recall Lemma B.7 and follow the proof of it, we can show that with probability at least
1− δ/4, we have for any (k, h, x, a),
max
{∣∣∣(p̂(x, a)− p(x, a))⊤(V¯k;h+1 − V k;h+1)∣∣∣ , ∣∣∣(p̂(x, a)− p(x, a))⊤(V¯k;h+1 − V ⋆h+1)∣∣∣}
≤ 1
H2
‖V¯k;h+1 − V k;h+1‖22,p(x,a) +Bcrossk (x, a),
with Bcrossk (x, a) :=
4SH2L(T )
3Nk(x,a)
. The proof of the above event simply follows Lemma B.6. Call the
above event Eerr bound.
Hence under Eerr bound, we can upper bound Errk;h(x, a) as follows:
Errk;h(x, a) ≤ 2bk;h(x, a) +Bcrossk (x, a) .
√
H2L(T )
Nk(x, a)
+
SH2L(T )
Nk(x, a)
.
Hence, by setting α1 := H
2
L(T ) and α2 := H
2SL(T ), we can directly call Theorem 8 to show that:
K∑
k=1
V ⋆ − V pik
.
H
ρ
H ∑
x,a∈Zsub
H2L(T )
gap(x, a)
+H2|Zopt|H
2
L(T )
gapmin

+
H
ρ
(
SA(H2Nsample(δ, 0) + SAH
2
L(T ) log(min{T, SAH3L(T )gapmin })
)
+
H
ρ
SA
(
H4SL(T ) +H2SL(T ) log(min{T, S2AH3L(T )gapmin })
)
.
Note that above we use Nsample(δ, 0) since we do not consider corruption in CAT-ELIM. Using the
definition of Nsample(δ, 0), and notice that the above inequality holds with probability 1 − δ/4, we
conclude the proof.
6.4 Logarithmic regret for CRANE-RL
In this section, we prove the logarithmic gap-dependent regret bounds for CRANE-RL. We first state
the theorem below.
Theorem 10 (Logarithmic regret guarantee for CRANE-RL). With probability 1 − δ, CRANE-RL
has the following regret guarantee:
Regret . C
 ∑
x,a∈Zsub
H5L(T )
gap(x, a)
+ |Zopt|H
6
L(T )
gapmin
 log2(K)
+
(
C2H5SA+ CH5SAL(T ) + CH4SAL(T ) log
(
min
{
T, SAHH
2
L(T )
gapmin
}))
log2(K)
+
((
C2H4SA+ CH4S2AL(T )
) (
H2 + log(min{T, SAH(CH2+SH2L(T ))gapmin })
))
log2(K),
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where L(u) ≈ ln SAHu
δ
.
Ignoring log-factors, we can simplify the above result to:
O˜
 ∑
x,a∈Zsub
CH5
gap(x, a)
+ |Zopt| CH
6
gapmin
+ C2H6SA+ CH6S2A
 .
Now we prove Theorem 10 below.
Proof. In Section 4 , we already proved that Conditions 2-4 hold, π≤ℓ⋆k is compatible with the
type = (≤ ℓ⋆) tuple Tk,ℓ⋆, and policy πℓk is compatible with the type = ℓ tuple Tk,ℓ. We also
established bounded visitation ratios {κ≤ℓ⋆ , κℓ⋆+1, . . . , κℓmax} and recall that the maximum visitation
ratio is bounded by max{κ≤ℓ⋆ , κℓ⋆+1, . . . , κℓmax} . CH log(K).
To call theorem 8, we just need to map the upper bounds of Err
(i)
k;h(x, a) to the form in Theorem 8,
with type i ∈ Θ := {type =≤ ℓ⋆, type = ℓ⋆ + 1, . . . , type = ℓmax}.
Let us consider type = (≤ ℓ⋆) first. For notation simplicity, we use Errk,ℓ⋆;h to denote Err(≤ℓ⋆)k;h , and
Errk,ℓ;h to denote Err
(ℓ)
k;h. Using Lemma 4.13 and the definitions of bk,ℓ⋆;gl gives us the following
upper bound on Errk,ℓ⋆;h(x, a):
Errk,ℓ⋆;h(x, a) . bk,ℓ⋆;gl(x, a) +B
cross
k,ℓ⋆;gl(x, a) . H
√
L(T )
Nk,≤ℓ⋆(x, a)
+
Cℓ⋆;glH
2 + SH2L(T )
Nk,≤ℓ⋆(x, a)
.
For type = (ℓ) with ℓ > ℓ⋆, using Lemma 4.13 and the definition of bk,ℓ;sb and B
cross
k,ℓ;sb, we have:
Errk,ℓ;h(x, a) . bk,ℓ;sb(x, a) +B
cross
k,ℓ;sb(x, a) . H
√
L(ℓT )
Nk,ℓ(x, a)
+
L(ℓ)H2 + SH2L(ℓT )
Nk,ℓ(x, a)
.
Recall that Cℓ⋆,gl . C. To simplify the final regret calculation, we define α1 := H
2
L(ℓmaxT ) .
H2L(T ) where we use the definition L(u) ≈ ln(SAHu2/δ) and ℓmax . log(T ). We also define
α2 := max{C,L(ℓmax)}H2+SH2L(ℓmaxT ) . max{C,L(ln(T ))}H2+SH2L(T ) . CH2+SH2L(T ).
Note we made the α1,i and α2,i terms in Theorem 8 independent of type by providing a universal
upper bounds α1 and α2.
The last step before we call Theorem 8 is to upper bound the regret as:
K∑
k=1
V ⋆ − V pik . H
∑
i
κiR
clip
i . H
(
max
i∈Θ
κi
)∑
i∈Θ
Rclipi . CH
2 log(K)
∑
i∈Θ
Rclipi .
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Now we call Theorem 8 to bound
∑
i∈ΘR
clip
i as follows:
CH2 log(K)
∑
i∈Θ
Rclipi . CH
2 log(K)|Θ|
 ∑
x,a∈Zsub
H3L(T )
gap(x, a)
+ |Zopt|H
4
L(T )
gapmin

+ CH2 log(K)|Θ|
(
SA
(
CH3 +H3L(T ) +H2L(T ) log(min{T, SAHH2L(T )gapmin })
))
+ CH2 log(K)|Θ|SA
((
CH2 + SH2L(T )
) (
H2 + log(min{T, SAH(CH2+SH2L(T ))gapmin })
))
. C
 ∑
x,a∈Zsub
H5L(T )
gap(x, a)
+ |Zopt|H
6
L(T )
gapmin
 log2(K)
+ log2(K)
(
C2H5SA+ CH5SAL(T ) + CH4SAL(T ) log
(
min
{
T, SAHH
2
L(T )
gapmin
}))
+ log2(K)
((
C2H4SA+ CH4S2AL(T )
) (
H2 + log(min{T, SAH(CH2+SH2L(T ))gapmin })
))
,
where we use |Θ| . log(K). We conclude the proof by noticing that Theorem 8 holds with probability
at least 1− δ/4.
6.5 Proof of the meta-theorem for logarithmic regret (Theorem 7)
As in the proof of Theorem 3, the main theorem follows from a per-episode, single-type lemma:
Lemma 6.2 (Clipped per-episode regret bound). Suppose that tuple Tk = (Q¯k, Qk,Ak, π
grd
k ) is a
VI-like tuple with bonus bk;h(x, a) (Evi holds) . Then, if (1) Tk is admissible (Eadm holds), (2) the
bonus bk;h(x, a) is valid (Ebonus holds), (3) πk is a randomized policy compatible with Tk (Ecomp
holds) and with κ-bounded visitation ratios with respect to πgrdk (Erat holds), then
V ⋆ − V pik . κH
(
E
pik
[
H∑
h=1
Eˇrrk;h(xh, ah) + E˜rrk;h(xh, ah
])
.
Note that Theorem 7 follows from this lemma in such the same way as Theorem 3 does from
Lemma 5.1, and so the proof of the former is omitted.
Paralleling the proof of Lemma 5.1 (and Theorem 3), we begin with a regret decomposition which
bounds the suboptimality V ⋆−V pik in terms of expectation of surplus terms over fictitious sequences
that arise from switching from πk to π
grd
k . In the clipped setting, we desire a bound in terms of the
clipped Bellman errors (6.6) defined below.
Clipping the Bellman Errors Recall the gap definitions from Eq. 6.2
ˇgaph(x, a) = max
{
gapmin
8H2
,
gaph(x, a)
8H
}
, ˇgapmin,low =
gapmin
64SAH3
.
Recall the Bellman errors from Definition 3.3. In this section, we develop bounds in terms of their
clipped analogues. We define the associated clipped Bellman errors as follows:
¨¯
Ek;h(x, a) = clip
[
E¯k;h(x, a)| ˇgaph(x, a)
]
, E¨lucbk;h (x, a) = clip
[
E
lucb
k;h (x, a)| ˇgaph(x, a)
]
. (6.6)
44
We now have the following lemma that shows that the per-episode regret can be upper bounded by
the clipped Bellman errors.
Lemma 6.3. Suppose that at a round k, Tk := (Q¯k, Qk,Ak, π
grd
k ) is an admissible tuple, and that
πk is compatible with Tk. Then,
V ⋆ − V pik ≤ 2
H∑
h=1
E
pik
[
¨¯
Ek;h(xh, ah)
]
+ 20e
H∑
τ=1
E
pik⊕τπgrdk
[
H∑
h=τ
E¨
lucb
k;h (xh, ah)
]
.
Proof Sketch. The proof of the above lemma is based on the same fundamental ideas as in the proof
of Theorem 1, augmented by the techniques from Simchowitz et al.[SJ19]. The key insight is that a
policy πk can only select a suboptimal action a /∈ π⋆;h(x) when Q¯k;h(x, a)−Qk;h(x, a) is considerably
larger than the gap gaph(x, a). As in Simchowitz et al. [SJ19], we demonstrate that this occurs
either if the current Bellman error is larger than Ω(gaph(x, a)), or if future Bellman errors under
rollouts selecting the bonus-greedy policy πgrdk are large.
When the Bellman error is large, it can be clipped, and otherwise its contribution to the regret can be
subsumed by later terms. Again, the mismatch between πk and the bonus-greedy policy introduces
the need for rollouts of fictitious sequences under πk⊕hπgrdk . Clipping the Bellman errors associated
with optimal actions a /∈ π⋆;h(x) selected by compatible policies requires considerably more technical
effort. A full proof of the lemma is given in Appendix D.1.
Bounding the clipped Bellman Errors Recall the truncated bounds terms Errk;h(x, a) :=
min{H,Errk;h(x, a)}. We now establish an analogue of Lemma 5.3, where we establish an upper
bound on the Bellman errors in terms of fictitious trajectories. This part of the proof does not
utilize clipping directly. However, we re-arrange terms to incur a dependence where the expectation
over future trajectories is applied to the squares of the bound terms.
Lemma 6.4 (Clipping-friendly bound on Bellman errors). Suppose Eadm ∩ Ebonus∩Evi hold. Then,
max{Elucbk;h (x, a), E¯k;h(x, a)} ≤ Errk;h(x, a) +
e2
H
E
π
grd
k
[(
H∑
τ=h+1
Errk;τ (xτ , aτ )
2
)
| (xh, ah) = (x, a)
]
.
Proof. To prove the lemma, we begin by noting that
Errk;h(x, a) ≥ 2bk;h(x, a) + max
V ∈Vk;h+1
|(p˜k(x, a) − p(x, a))⊤V | − p(x, a)
⊤(V¯k;h+1 − V k;h+1)
H
due to the following argument:
Lemma 6.5 (Bound on ‖V¯k;h+1− V k;h+1‖22,p(x,a) for admissible values). Under Evi ∩ Eadm, it holds
that 1
H2
‖V¯k;h+1 − V k;h+1‖22,p(x,a) ≤ 1H p(x, a)⊤(V¯k;h+1 − V k;h+1).
Proof. By the definition of Evi, V¯k;h+1 ≤ H, V k;h+1 ≥ 0. Under Eadm, we have V¯k;h+1(x) ≥
V ⋆(x) ≥ V k;h+1(x) for all h and x. Then (V¯k;h+1(x′)−V k;h+1(x′))2 ≤ H|V¯k;h+1(x′)−V k;h+1(x′)| =
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H(V¯k;h+1(x
′)− V k;h+1(x′)). Therefore,
‖V¯k;h+1 − V k;h+1‖22,p(x,a) =
∑
x′
p(x′ | x, a)(V¯k;h+1(x′)− V k;h+1(x′))2
≤ H
∑
x′
p(x′ | x, a)(V¯k;h+1(x′)− V k;h+1(x′))
= Hp(x, a)⊤(V¯k;h+1 − V k;h+1).
This implies that Errk;h(x, a) ≥ Errk;h(x, a). Now, repeating the arguments of Claim 5.5 and (5.8),
we inherit the bounds
max{Elucbk;h (x, a), E¯k;h(x, a)} ≤ Errk;h(x, a) +
1
H2
‖V¯k;h+1 − V k;h+1‖22,p(x,a),
V¯k;h+1(x)− V k;h+1(x) ≤ eEπ
grd
k
[
H∑
τ=h+1
Errk;τ (xτ , aτ ) | xh+1 = x
]
,
where again we recall Errk;h(x, a) := min{H,Errk;h(x, a)}. Now, unlike the proof of the unclipped
Bellman error upper bound, we substitute the last line of the above display into the quadratic term
‖V¯k;h+1 − V k;h+1‖22,p(x,a). This lets us bound max{Elucbk;h (x, a), E¯k;h(x, a)} by:
Errk;h(x, a) +
1
H2
Ex′∼p(x,a)
(eEπgrdk [ H∑
τ=h+1
Errk;τ (xτ , aτ ) | xh+1 = x′
])2
(i)
≤ Errk;h(x, a) + e
2
H2
Ex′∼p(x,a)
Eπgrdk
( H∑
τ=h+1
Errk;τ (xτ , aτ )
)2
| xh+1 = x′

(ii)
≤ Errk;h(x, a) + e
2
H
Ex′∼p(x,a)
[
E
π
grd
k
[(
H∑
τ=h+1
Errk;τ (xτ , aτ )
2
)
| xh+1 = x′
]]
(iii)
= Errk;h(x, a) +
e2
H
E
π
grd
k
[(
H∑
τ=h+1
Errk;τ (xτ , aτ )
2
)
| (xh, ah) = (x, a)
]
,
where in inequality (i) we use Jensen’s inequality, in (ii) we note that (
∑m
i=1 xi)
2 ≤ m∑mi=1 x2i , and
in (iii) we use law of total expectation. This concludes the proof of the lemma.
Clipping the Bellman Error Bound: In Lemma 6.4, we obtained a bound on the maximum of
the Bellman errors max{Elucbk;h (x, a), E¯k;h(x, a)}. To apply the clipped decomposition 6.3, we need
to convert this into a bound on max{E¨lucbk;h (x, a), ¨¯Ek;h(x, a)}:
Lemma 6.6 (Bound on the clipped Bellman errors via fictitious trajectories). Under Ebonus∩Eadm∩
Evi, we have the following for all x, a, h:
max{E¨lucbk;h (x, a), ¨¯Ek;h(x, a)} ≤ 2 clip
[
Errk;h(x, a)| ˇgaph(x, a)
4
]
+
4e2
H
E
π
grd
k
[(
H∑
τ=h+1
clip
[
Errk;τ (xτ , aτ )
2| ˇgapmin,low
])]
.
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Proof Sketch. Since clip [x|ǫ] is non-decreasing in x,
max{E¨lucbk;h (x, a), ¨¯Ek;h(x, a)}
= clip
[
max{Elucbk;h (x, a), E¯k;h(x, a)}| ˇgaph(x, a)
]
≤ clip
[
Errk;h(x, a) +
e2
H
E
π
grd
k
[(
H∑
τ=h+1
Errk;τ (xτ , aτ )
2
)]
| ˇgaph(x, a)
]
We then distribute the clipping operations across the summands above applying the following lemma:
Claim 6.7 (Lemma B.5 in [SJ19]). Let m ≥ 2, a1, . . . , am ≥ 0. Then
clip
[
m∑
i=1
ai|ǫ
]
≤ 2
m∑
i=1
clip
[
ai| ǫ
2m
]
The rest of the proof is identical to the proof of Lemma B.6 in [SJ19] and omitted in the interest
of brevity. Here we note that the ¨gapmin/8SAH term that arises in clipping Errk;h(xτ , aτ )
2 comes
from expressing the expectation as a weighted sum with at most SAH terms. We use the crude lower
bound gapmin/(8H
2) on ˇgaph(x, a) because it involves an expectation over future state/action pairs
other than (x, a), and we wish to avoid the complication of, for example, clipping Errk;h(x
′, a′)2 at
¨gaph(x, a) for (x
′, a′) 6= (x, a).
Concluding the proof of Lemma 6.2 With Lemma 6.6 and Lemma 6.3, we can upper bound
the per-episode regret via terms Eˇrr and E˜rr.
Lemma 6.8 (Clipped localized regret bound in terms of fictitious trajectories). Under Ebonus ∩
Eadm ∩ Evi, we have
V ⋆ − V pik ≤ 4
H∑
h=1
E
pik
[
Eˇrrk;h(x, a)
]
+ 40e
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
Eˇrrk;τ (xτ , aτ )
]
+ 81e3
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E˜rrk;τ (xτ , aτ )
]
.
The proof is analogous to that of Lemma 5.7, and deferred to Appendix D.2.
We are now prepared to prove our desired per-episode regret bound shown in Lemma 6.2 by using
the κ-bounded visitation ratio. Under the event Erat, using the fact that the terms Eˇrrk;h and
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E˜rrk;h are non-negative, we have:
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
Eˇrrk;h(xτ , aτ )
]
≤ κ
H∑
h=1
E
pik
[
H∑
τ=h
Eˇrrk;τ (xτ , aτ )
]
≤ κHEpik
[
H∑
h=1
Eˇrrk;h(xh, ah)
]
;
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E˜rrk;τ (xτ , aτ )
]
≤ κ
H∑
h=1
E
pik
[
H∑
τ=h
E˜rrk;τ (xτ , aτ )
]
≤ κHEpik
[
H∑
h=1
E˜rrk;h(xh, ah)
]
.
Combining the above two inequalities with Lemma 6.8, we conclude the proof of Lemma 6.2.
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A Proof of the lower bound (Theorem 2)
We restate Theorem 2 below.
Theorem 2 (Lower bound). For every H ≥ 1 and A ≥ 2, there exists an MDP environment
E = (X ,A,H) with state space |X | = H + 1 and action space |A| = A, and a stochastic problem
instance with MDP M on this environment such that the following holds. Consider any uniformly
action-eliminating algorithm which is valid for E . If the number of episodes is K ≤ AH/4, then the
algorithm suffers expected regret at least K/8.
Proof. Let us define two MDP instances M and M0, defined on the environment E = (X ,A,H)
with X = {x(0), . . . , x(H)} and action space [A]. The transition probabilities under M and M0 are
identical and defined as follows: for h ∈ [H−1], selecting action a = 1 at state x(h) deterministically
transitions to x(h+1). Otherwise, selecting a > 1 transitions to the sink state x(0). All actions in
the sink state transition to the sink state with probability 1.
Under M0, all the rewards are defined to be 0. Therefore, all actions are optimal. On the other
hand, under M, the action a = 1 at state x(H) yields reward 1, while all other actions yield reward
zero. This is known as combination-lock instance, because to obtain reward, one needs to play the
right “combination” a = 1 for all time steps h.
Let Fk denote the filtration induced by all observed trajectories and algorithm randomness until
the end of episode k. We can now make the following observations:
1. Let Ecombik denote the event that the learner plays the right “combination” of actions, namely
(ak;1, . . . , ak;H) = (1, . . . , 1) at episode k. Then, for any event B ∈ Fk, it holds that
P
M
[
B ∩
K⋂
k=1
(Ecombik )c
]
= PM0
[
B ∩
K⋂
k=1
(Ecombik )c
]
. (A.1)
In other words, until the learner has seen the sequence (ak;1, . . . , ak;H) = (1, . . . , 1) once, M
and M0 are indistinguishable.
2. Let Eno elimk refer to the event that no action is eliminated at episode k, i.e.,
Eno elimk :={Ak;h(x) = A, ∀x ∈ X ,∀h ∈ [H]}
∩ {∀x ∈ X , h ∈ [H], a ∈ A : Q¯k;h(x, a) ≥ max
a′∈A
Qk;h(x, a
′)}
In words, when Eno elimk holds, at episode k, the active set Ak;h(x) contains all actions for any
x, h. Then, on Eno elimk , the uniform-at-random policy πk selects each action ah independently
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and uniformly at random. Hence, the correct combination is selected with probability A−H .
That is
P
M[Ecombik | Eno elimk ] = A−H , PM0 [Ecombik | Eno elimk ] = A−H . (A.2)
Moreover, when Eno elimk holds, V ⋆ − VM,pik = 1−A−H , since the probability of selecting the
correct combination is A−H .
3. Lastly, let Eadmk denote the event that the tuple (Q¯k, Qk,Ak) is admissible with respect to the
optimal actions and Q-functions of M0. Since all actions are optimal under M0, it follows
that if Eadmk holds under M0, no actions are eliminated, so that Eno elimk holds as well.
We are now ready to conclude the proof. For a given K, the regret is
RegMK =
K∑
k=1
V ⋆ − VM,pik ≥ (1−A−H)
K∑
k=1
1{Eno elimk }
by point (2) above. Thus
E
M [RegMK ] ≥ (1−A−H) K∑
k=1
P[Eno elimk ]
≥ (1−A−H)KPM
[
K⋂
k=1
Eno elimk
]
(i)
≥ (1−A−H)KPM
[
K⋂
k=1
(Ecombik )c ∩
K⋂
k=1
Eno elimk
]
(ii)
= (1−A−H)KPM0
[
K⋂
k=1
(Ecombik )c ∩
K⋂
k=1
Eno elimk
]
(iii)
≥ (1−A−H)KPM0
[
K⋂
k=1
(Ecombik )c ∩
K⋂
k=1
Eadmk
]
,
where in (i) we intersect with the event that the combination (1, . . . , 1) is never selected up to
episode K, in (ii) we use the indistinguishability ofM andM0 from (A.1), and in (iii) we use that
admissibility underM0 implies no elimination via Eno elimk ⊇ Eadmk . Continuing, we have Boole’s law
and a union bound,
P
M0
[
K⋂
k=1
(Ecombik )c ∩
K⋂
k=1
Eadmk
]
= P[
K⋂
k=1
Eadmk ]− PM0
[
K⋃
k=1
Ecombik ∩
K⋂
k=1
Eadmk
]
≥ P[
K⋂
k=1
Eadmk ]−
K∑
k=1
P
M0
[
Ecombik ∩
K⋂
k′=1
Eadmk′
]
≥ P[
K⋂
k=1
Eadmk ]−
K∑
k=1
P
M0
[
Ecombik ∩ Eadmk
]
≥ P[
K⋂
k=1
Eadmk ]−
K∑
k=1
P
M0
[
Ecombik | Eadmk
]
.
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By assumption,we have P[
⋂K
k=1 Eadmk ] ≥ 12 forK ≤ AH/4. Moreover, as shown above, the probability
of selecting the combination if no actions are eliminated is A−H . Then, we can lower bound the
above sequence of inequalities by 12 −KA−H , which is at least 1/4 for K ≤ AH/4. By inequality
(iii) above, this implies
E
M[RegK ] ≥ (1−A−H)K ·
1
4
≥ K/8,
where we use A ≥ 2.
B Proof for CAT-ELIM (Section 3)
In this section, we provide details about the near-uniform action elimination algorithm. The struc-
ture of the section is as follows In B.1, we provide the algorithm formally. In Section B.2, we state
some martingale concentration inequalities that are useful in our analysis. Subsequently in Sections
B.3 and B.4, we prove the two lemmas whose proof we deferred from the main body, i.e. Lemmas
3.8 and 3.10 respectively.
Note that in this section we consider the case where we only have one type. Hence we suppress the
notations of type for simplicity in the analysis.
B.1 Algorithm
We now provide the algorithm CAT-ELIM Algorithm 5. Lines 7 to 14 define the value iteration that
computes Q¯ and Q, while Lines 18 to 25 clarify the switching between the πunifk and π
grd
k . Note
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that we suppress the stage subscript in bonuses they are time-dependent.
Algorithm 5: Near-Uniform Action Elimination algorithm (CAT-ELIM)
1 Input: Confidence parameter δ > 0
2 Initialize Q¯1;h(x, a) = Q1;h(x, a) = H for any (x, a, h) ∈ X ×A× [H];
3 Set A1;h(x) = A for all (x, h) ∈ X × [H];
4 for Episode k from 1 to K do
5 Update transition and reward to p̂k and r̂k (Eq. 2.4);
6 % value iteration:
7 Initialize V¯k;H+1(x) = V k;H+1(x) = 0 for all x ;
8 for h from H to 1 do
9 Q¯k;h(x, a) = min{H, r̂k(x, a) + p̂k(x, a)⊤V¯k;h+1 + bk(x, a)};
10 Qk;h(x, a) = max{0, r̂k(x, a) + p̂k(x, a)⊤V k;h+1 − bk(x, a)};
11 πgrdk;h(x) = argmaxa∈Ak;h(x) Q¯k;h(x, a), V¯k;h(x) = Q¯k;h(x, π
grd
k;h(x)),
V k;h(x) = Qk;h(x, π
grd
k;h(x));
12 % define set of candidate actions for given round
13 A
plaus
k;h (x) = {a ∈ Ak;h : Q¯k;h(x, a) ≥ maxa′∈Ak;h(x)Qk;h(x, a′)} ;
14 Ak+1;h(x)← A plausk;h (x) %eliminate implausible actions from future consideration ;
15 % Rollout policy πk
16 Set greedyAction = False;
17 Receive xk;1;
18 for h from 1 to H do
19 Sample z ∼ Bernoulli(ρ);
20 if greedyAction = False and z = 1 then
21 Select action ak;h := π
grd
k;h(x);
22 Set greedyAction = True;
23 else
24 Select action ak;h ∼ Uniform
[
A
plaus
k;h (x)
]
25 Play ak;h and receive reward and next state (Rk;h, xk;h+1) ;
B.2 Basic concentration inequalities: Azuma-Hoeffding and Azuma-Bernstein
We first state two standard concentration inequalities for martingale difference sequences. Recall
first the definition of a martingale difference sequence which we will extend below.
Definition B.1 (b-bounded martingale difference sequnce). Consider an adapted sequence {Xi,Fi}
where {Fi}i≥0 denotes a filtration. Xi is a b-bounded martingale difference sequence with respect to
Fi if Xi ≤ b, E[Xi] <∞, and E[Xi | Fi] = 0 for all i ≥ 0.
Recall that, for a sequence {Xi,Fi}, Xi is a martingale difference sequence if E[Xi] < ∞ for all
i ≥ 0 and E[Xi | Fi−1] = 0.
Lemma B.1 (Azuma-Hoeffding). Let {Xi}Ni=1 be a b-bounded martingale difference sequence with
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respect to Fi. Then, with probability at least 1− δ, it holds that:∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≤ b
√
2 ln(2/δ)
N
.
Lemma B.2 (Anytime version of Azuma-Hoeffding). Let {Xi}∞i=1 be a b-bounded martingale dif-
ference sequence with respect to Fi. Then, with probability at least 1− δ, for any N ∈ N+, it holds
that: ∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≤ b
√
2 ln(4N2/δ)
N
.
Proof. We first fix N ∈ N+ and apply standard Azuma-Hoeffding (Lemma B.1) with a failure
probability δ/N2. Then we apply a union bound over N+ and use the fact that
∑
N>0
δ
2N2
≤ δ to
conclude the lemma.
Lemma B.3 (Azuma-Bernstein). Let Xi be a b-bounded martingale difference sequence with re-
spect to Fi. Further, define σ2 = 1N
∑N
i=1 E[X
2
i | Fi−1]. Then, with probability at least 1 − δ, it
holds that: ∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≤
√
2σ2 ln(2/δ)
N
+
2b ln(2/δ)
3N
.
B.3 Proof of bonus being accurate (Lemma 3.8)
Lemma B.4 (Condition 5). With probability 1 − δ/4, the event Ebonus holds, i.e., for all h ∈ [H],
x ∈ X , and a ∈ A and k ∈ [K] simultaneously:
∣∣∣r̂k(x, a)− r(x, a) + (p̂k(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2L(Nk(x, a))
Nk(x, a)
:= bk;h(x, a) .
Proof. We first prove a bound for a fixed x, a, h; the final bound follows from a union bound across
SAH such triples. Let kn denote the episode k immediately following the n-th time (x, a) is sampled.
It suffices to bound
∣∣r̂k − r(x, a) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣ only for k = kn, where kn is the round
immediately following the round at which (x, a) has been sampled n times. In light of the above
discussion, letting δx be the indicator vector of x:
r̂kn(x, a)− r(x, a) + (p̂kn(x, a)− p(x, a))⊤V ⋆h+1
=
∑n
i=1(R[τi](x, a)− r(x, a)) + (δx[τi]+ − p(x, a))⊤V ⋆h+1
n
,
where (·)[τi] denotes a tuple (j, h) where j and h are the episode and step (respectively) when (x, a)
is sampled for the i-th time, and where (·)[τi]+ denotes the corresponding tuple (j, h + 1).
Since V ⋆h+1(x) ∈ [0,H − 1], the rewards are bounded in [0, 1], and the conditional expectations are
0 then the above display comprises a H-bounded martingale. Hence, by Lemma B.2, the following
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holds with probability 1− δ/4:∣∣∣r̂kn − r(x, a) + (p̂kn(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2
ln(16n2/δ)
n
,
which entails that, for all k,
∣∣∣r̂k − r(x, a) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2
ln(16Nk(x, a)2/δ)
Nk(x, a)
,
Union bounding over all (s, a, h) triples concludes the proof. We obtain a uniform bound using the
definition of L(u):
H
√
2
ln(16SAHNk(x, a)2/δ)
Nk(x, a)
≤ 2H
√
L(Nk(x, a))
Nk(x, a)
.
B.4 Proof of error being bounded (Lemma 3.10)
Lemma B.5. With probability 1− δ/2, the error term is upper bounded, up to constants, by:
Errk;h(x, a) . H
√
2L(T )
Nk(x, a)
+
SH2L(T )
Nk(x, a)
.
Recall that the error term is defined as:
Errk;h(x, a) := 2bk;h(x, a) + max
V ∈Vk;h+1
|(p̂k(x, a)− p(x, a))⊤V |
− 1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1),
where Vk;h+1 := {V¯k;h+1 − V k;h+1, V¯k;h+1 − V ⋆h+1} ⊂ RX .
Similar to the way we bounded the bonus term, we first obtain a handle on the second term.
Lemma B.6. Let {xi}∞i=1 be a sequence of states in X adapted to a martingale Fi, such that
xi | Fi−1 is drawn from a multinomial distribution with parameter p ∈ ∆(S) for all i ≥ 1. Denoting
by δx the indicator vector of state x, let p̂n :=
1
n
∑n
i=1 δxi . Then, with probability 1−δ, the following
holds for all vectors V ∈ RX , all u > 0, and all n ∈ N+ simultaneously:∣∣∣(p̂n − p)⊤ V ∣∣∣ ≤ ‖V ‖22,p
2u
+
S(3u+ 2‖V ‖∞) ln(4Sn2/δ)
3n
,
where ‖V ‖22,p =
∑
x pxV (x)
2, and ‖V ‖∞ = maxx |V (x)|.
Proof. Consider a fixed n ∈ N+. By decomposing the LHS, we obtain:
n
∣∣∣(p̂n − p)⊤ V ∣∣∣ =
∣∣∣∣∣
n∑
i=1
(δxi − p)⊤ V
∣∣∣∣∣ = ‖
n∑
i=1
∑
x
V (x)(1xi=x − px)‖ ≤
∑
x∈X
V (x)
∣∣∣∣∣
n∑
i=1
1xi=x − px
∣∣∣∣∣ .
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Since the variance of a random variable 1xi=x − px is upper bounded by px(1 − px) ≤ px, for all
x ∈ X , the sequence {1xi=x−px}i≥1 satisfies the conditions of Azuma-Bernstein (Lemma B.3) with
(b, σ2) = (1, px). Thus, with probability 1 − δn with δn := δ2n2 , for any fixed state x ∈ X , it holds
that ∣∣∣∣∣
n∑
i=1
1xi=x − px
∣∣∣∣∣ ≤
√
2px ln(2/δn)
n
+
2 ln(2/δn)
3n
.
Union bounding over all states x, with probability 1− δn, the following holds for all V ∈ RX :
n
∣∣∣(p̂n − p)⊤ V ∣∣∣ ≤∑
x∈X
V (x)
(√
2px ln(2S/δn)
n
+
2 ln(2S/δn)
3N
)
≤
(∑
x∈X
V (x)
√
2px ln(2S/δn)
n
)
+
2S‖V ‖∞ ln(2S/δn)
3n
≤
√
2S(
∑
x pxV (x)
2) ln(2S/δn)
n
+
2S‖V ‖∞ ln(2S/δn)
3n
:=
√
2S‖V ‖22,p ln(2S/δn)
n
+
2S‖V ‖∞ ln(2S/δn)
3n
.
Finally, using the inequality ab ≤ a22u+ u2 b2, we have that for all V ∈ RX and all u > 0 simultaneously,√
2S‖V ‖22,p ln(2S/δn)
n
+
2S‖V ‖∞ ln(2S/δn)
3n
≤ ‖V ‖
2
2,p
2u
+
Su ln(2S/δn)
n
+
2S‖V ‖∞ ln(2S/δn)
3n
=
‖V ‖22,p
2u
+
S(3u+ 2‖V ‖∞) ln(2S/δn)
3n
,
The final result follows by union bounding over n ≥ 1 and the fact that ∑n≥1 δ/(2n2) ≤ 2.
The proof of the desired lemma directly follows the lemma below:
Lemma B.7 (Cross term). Define the cross term Bcrossk (x, a) :=
4SH2L(Nk(x,a))
3Nk(x,a)
≤ 4SH2L(T )3Nk(x,a) . Then,
with probability at least 1− δ/4, cross terms are bounded for all k, h, x, a holds:
max
{
(p̂(x, a) − p(x, a))⊤(V¯k;h+1 − V k;h+1)}, (p̂(x, a)− p(x, a))⊤(V¯k;h+1 − V ⋆h+1)
}
≤ 1
H
p(x, a)⊤(V¯k;h+1 − V k;h+1) +Bcrossk (x, a),
Proof. Let V denote either V¯k;h+1 − V ⋆h+1 or V¯k;h+1 − V k;h+1. Then, ‖V ‖∞ ≤ H. Note that on
the admissibility event Eadm, V k;h+1 ≤ V ⋆h+1 ≤ V¯k;h+1 coordinate wise. Therefore, by Holder’s
inequality
‖V¯k;h+1 − V ⋆h+1‖22,p(x,a) ≤ ‖V¯k;h+1 − V k;h+1‖22,p(x,a)
≤ ‖V¯k;h+1 − V k;h+1‖∞‖V¯k;h+1 − V k;h+1‖1,p(x,a)
≤ Hp(x, a)⊤ (V¯k;h+1 − V k;h+1) .
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The lemma follows by applying Lemma B.6 with u = H
2
2 , union bounding over all (x, a) pairs, and
applying the definition of Bcrossk (x, a).
Proof of Lemma 3.10. The lemma follows directly from Lemma B.7 by subtracting the first term of
the RHS from both sides and adding 2bk;h(x, a) on both sides. The failure probability is δ/4.
C Proofs for the CRANE-RL algorithm (Section 4)
The organization of this section is as follows. We present and prove properties of layer schedule
distribution in Section C.1. In Section C.2, we prove concentration results regarding setting up
bonuses and upper bounding Errk;h(x, a). In Section C.3, we prove the main theorem of CRANE-RL
(we present the logarithmic gap-dependent bounds for CRANE-RL in Section 6.4).
C.1 Layer scheduler (Lemma 4.2) and visitation ratios (Lemmas 4.4 and 4.7)
C.1.1 Proof of layer schedule distribution (Lemma 4.2)
Recall that we set λ0 = 1, and abusing slightly notation, we write P[λ0 = ℓ] = 1(ℓ = 1). Let us
now argue inductively that, for stage h ∈ [H], if it holds that P[λh = ℓ] ≤ 2−ℓ for all ℓ > 1, then at
stage h+ 1,
P[λh+1 = ℓ] ≤ P[λh = ℓ] + 2
−ℓ
H
.
Since P[λ0 = ℓ] = 0 for all ℓ > 1, this inductively implies P[λh = ℓ] ≤ h2−ℓH ≤ 2−ℓ, concluding the
proof. By the law of total probability, we have
P[λh+1 = ℓ] =
∑
ℓ′
P[λh+1 = ℓ | λh = ℓ′]P[λh = ℓ′]
= P[λh+1 = ℓ | λh = ℓ]P[λh = ℓ] +
∑
ℓ′<ℓ
P[λh+1 = ℓ | λh = ℓ′]P[λh = ℓ′]
≤ P[λh = ℓ] +
∑
ℓ′<ℓ
P[λh+1 = ℓ | λh = ℓ′]P[λh = ℓ′].
where in the first equality, we used the fact that λh+1 ≥ λh with probability 1. By our inductive
hypothesis, and the definition of the sampling distribution, we can bound the term
∑
ℓ′<ℓ P[λh+1 =
ℓ | λh = ℓ′]P[λh = ℓ′] as
≤ 2
ℓ−1
H
+
ℓ−1∑
ℓ′=2
2−(ℓ′−ℓ)
ℓH
· 2−ℓ′ = 2
(1−ℓ)
4H
+ (ℓ− 2) 2
−ℓ
4ℓH
≤ 2
−ℓ
H
,
C.1.2 Visitation ratio bounds (Lemmas 4.4 and 4.7)
For convenience, we summarize the findings of Lemmas 4.4 and 4.7 in the following lemma
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Lemma C.1. Let κ≤ℓ⋆ := 2eHℓ⋆2ℓ⋆ , and κℓ = 2eHℓ. Then π
≤ℓ⋆
k is κ≤ℓ⋆-bounded with respect to
πgrdk,ℓ⋆, and π
ℓ is κℓ-bounded with respect to π
grd
k,ℓ .
Proof. Let us first prove that π≤ℓ⋆k is κ≤ℓ⋆-bounded with respect to π
grd
k,ℓ⋆
; afterwards, we show how
to modify the argument to prove the bound for πℓk. For each τ ∈ [H], denote fixed layer sequences
ℓ1:τ−1 = (ℓ1, . . . , ℓτ−1) ∈ [ℓ⋆]τ−1, and denote random sequences via ~λ = (λ1, . . . , λτ−1, . . . , λH).
We can then see that π≤ℓ⋆k can be represented as a distribution over policies of the form π
(≤ℓ⋆,ℓ1:τ−1)
k ,
defined as the policy which
1. First, selects a layer vector ~λ(ℓ1:τ−1,≤ℓ⋆) from the distribution P conditioned on the the event
that the layer vector satisfies λ1:τ−1 = ℓ1:τ−1 and λH ≤ ℓ⋆
2. Then, rolls out the sequence of greedy policies πgrd
k;~λ
(ℓ1:τ−1,≤ℓ⋆)
;h ;h
associated with this layer vector.
We shall now show that, for any h ≥ τ , (x, a) ∈ X ×A, and any ℓ1:τ−1 ∈ [ℓ⋆][τ−1],
Claim C.2. The following holds:
P
pi
(≤ℓ⋆,ℓ1:τ−1)
k [(xh, ah) = (x, a)] ≥ 1
κ≤ℓ⋆
P
pi
(≤ℓ⋆,ℓ1:τ−1)
k
⊕τπgrdk,ℓ⋆ [(xh, ah) = (x, a)] (C.1)
By the law of total probability, this implies that
P
pi
≤ℓ⋆
k [(xh, ah) = (x, a)] ≥ 1
κ≤ℓ⋆
P
pi
≤ℓ⋆
k
⊕τπgrdk,ℓ⋆ [(xh, ah) = (x, a)],
which proves the desired visitation ratio bound since τ ∈ [H] was arbitrary.
To prove C.2, it suffices to show that, with probabilty at least 1/κ≤ℓ⋆ , it holds that the layer vector
~λ(ℓ1:τ−1,≤ℓ⋆) described above stas at ℓ⋆ starting at stage τ ; that is that ~λ(ℓ1:τ−1,≤ℓ⋆) concides with the
vector ℓ1;τ−1 ⊕τ ℓ⋆ := (ℓ1, . . . , ℓτ−1, ℓ⋆, . . . , ℓ⋆) ∈ [ℓ⋆][H]. Indeed, when this occurs, then π(≤ℓ⋆,ℓ1:τ−1)k
simply selects the policy π
(≤ℓ⋆,ℓ1:τ−1)⊕τπgrdk,ℓ⋆
k .
Demonstrating the claim fact about ~λ(ℓ1:τ−1,≤ℓ⋆) is equivalent to showing that, for a layer vector
~λ ∼ P,
P
[
~λ = ℓ1:τ−1 ⊕τ ℓ⋆ | λ1:τ−1 = ℓ1:τ−1
]
≥ 1
κ≤ℓ⋆
P [{λH ≤ ℓ⋆} ∩ {λ1:τ−1 = ℓ1:τ−1}]
where we denote λ1:τ−1 = (λ1, . . . , λτ−1). To show this, we can use layer scheduling distribution
(Algorithm 3) to show that:
P [λ = ℓ1:τ−1 ⊕τ ℓ⋆ | λ1:τ−1 = ℓ1:τ−1]
= P [λτ = ℓ⋆ | λτ−1] ·
H∏
h=τ+1
P [λh = ℓ⋆ | λh−1 = ℓ⋆]
=
2−(ℓ⋆−ℓτ−1)
4Hℓ⋆
· (1− 1
H
)H−(τ+1) ≥ 21−ℓ⋆
4Heℓ⋆
=
1
2He · ℓ⋆2ℓ⋆
=
1
κ≤ℓ⋆
≥ 1
κ≤ℓ⋆
P [{λH ≤ ℓ⋆} ∩ {λ1:τ−1 = ℓ1:τ−1}] ,
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where the last line uses P[·] ≤ 1. To prove the analogue for πℓk for some ℓ > ℓ⋆, we instead need to
show that
P
[
~λ = ℓ1:τ−1 ⊕τ ℓ | λ1:τ−1 = ℓ1:τ−1
]
≥ 1
κℓ
P
[{
λH = ℓ
} ∩ {λ1:τ−1 = ℓ1:τ−1}] (C.2)
As for π≤ℓ⋆k , the right hand side is bounded as P
[
~λ = ℓ1:τ−1 ⊕τ ℓ | λ1:τ−1 = ℓ1:τ−1
]
≥ 2−ℓ
2Heℓ
. On the
other hand, P
[{
λH = ℓ
} ∩ {λ1:τ−1 = ℓ1:τ−1}] ≤ P[λH = ℓ] ≤ 2−ℓ by lemma 4.2. Hence, the (C.2)
holds for κℓ = 2Heℓ.
C.2 Concentration Bounds for CRANE-RL
C.2.1 Bound on total corruptions (Lemma 4.8)
We prove a bound on the total corruptions encountered by subsampling at layers ℓ ≥ ℓ⋆, which we
recall here for convenience:
Lemma C.3 (Bound on subsampled corruptions encountered). By definition, C ≤ Cℓ;gl for all
ℓ ≥ ℓ⋆. Moreover, there is an event Esb which holds with proability at least 1 − δ/4 on which
Ĉℓ,sb :=
∑K
k=1 1(ℓk;H = ℓ)ck ≤ Cℓ;sb := 2L(ℓ).
Proof. For ℓ ≥ ℓ⋆, the inequality C ≤ Cℓ;gl holds by definition of ℓ⋆. Fix a layer ℓ ∈ [L], and let
Zk,ℓ := 1(ℓk,H = ℓ). Then,
Ĉℓ,sb :=
K∑
k=1
Zk,ℓck.
Next, let {Fk}k≥1 denote the filtration generated by the set of observed trajectories at up to and
including episode k, the adversaries decision to corrupt, ck+1, and the players selection of a random-
ized policy (i.e. a distribution over deterministic policy), but not the draws of the players random
coins. Since the adversary is oblivious within episodes - that is, the adversary chooses whether to
corrupt before seeing the players random coints - this is indeed a filtration. We therefore see that
ck is Fk−1 measurable, but Zk,ℓ is Fk-measurable, and
E[(Zk,ℓck)
2 | Fk−1] = ckE[Z2k,ℓ | Fk−1] ≤ ckE[Zk,ℓ | Fk−1] ≤ ck2−ℓ
where the last step is by the bound on the samping rate in Lemma 4.2. Therefore, applying the
Azuma-Bernstein inequality Xk = Zk,ℓck, with b = 1 and σ
2 = 1
K
∑K
k=1 E[(Zk,ℓck)
2 | Fk−1] ≤
1
K
∑k
k=1 ck2
−ℓ = 2−ℓC/K, we have that with probability 1− δ,∣∣∣∣∣ 1K
(
K∑
k=1
Xk − E[Xk|Fk−1]
)∣∣∣∣∣ ≤
√
2 · (2−ℓC) ln(2/δ)
K2
+
2 ln(2/δ)
3K
.
Now use the fact that E[Xk|Fk−1] ≤ ck2−ℓ and thus
∑K
k=1 E[Xk|Fk−1] ≤
∑K
k=1 ck2
−ℓ = C2−ℓ, we
can conclude that:
Ĉℓ,sb =
K∑
k=1
Xk ≤
√
2 · (2−ℓC) ln(16ℓ2/δ) + 2 ln(16ℓ
2/δ)
3
+ 2−ℓC.
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In particular for ℓ ≥ ℓ⋆, 2−ℓC ≤ 1, and thus
Ĉℓ,sb ≤ (
√
2/ ln(16ℓ2/δ) +
2
3
+ 1/ ln(16ℓ2/δ)) ln(16ℓ2/δ) ≤ 2 ln(16ℓ2/δ) ≤ 2L(ℓ) := Cℓ;sb.
where the second-to-last inequality holds since ln(16ℓ2/δ) ≥ ln(16).
C.2.2 Bound on bonuses (Lemma 4.9)
Recall the definition of the bonuses:
bk,ℓ;gl(x, a) = H
√
2L(Nk(x, a))
Nk,ℓ(x, a)
+
Cℓ;glH
2
Nk(x, a)
,
bk,ℓ;sb(x, a) = H
√
2L(ℓNk,ℓ(x, a))
Nk,ℓ(x, a)
+
2H2L(ℓ)
Nk,ℓ(x, a)
.
We begin by establishing a bound relevant quantities in terms of the true corruptions experiences,
C and Ĉℓ,sb.
Lemma C.4 (Bonus bound in terms of true corruptions). Assume Esb holds. Then, the following
event Ebonus,CRANE holds with probability at least 1 − δ/4. For all (x, a) ∈ X × A, stages h ∈ [H],
episodes k ∈ [K], and robust layers ℓ ≥ ℓ⋆, we have:
∣∣∣(r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2
L(Nk(x, a))
Nk(x, a)
+
CH2
Nk(x, a)
, (C.3)
∣∣∣(r̂k,ℓ(x, a)− r(x, a)) + (p̂k,ℓ(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2
L(ℓNk(x, a))
Nk,ℓ(x, a)
+
Ĉℓ,sbH
2
Nk,ℓ(x, a)
, (C.4)
where we recall Ĉℓ,sb :=
∑K
k=1 1(ℓk;H = ℓ)ck denotes the total number of rounds ending in ℓk;H
which are also corrupted.
Proof. We first bound the global counts
∣∣(r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣. Fix a
state action pair (x, a). Recall δx denote the indicator vector at x ∈ X . As in the proof of
Lemma 3.8, we have that
r̂kn(x, a) − r(x, a) + (p̂kn(x, a)− p(x, a))⊤V ⋆h+1
=
∑n
i=1(R[τi](x, a)− r(x, a)) + (δx[τi]+ − p(x, a))⊤V ⋆h+1
n
,
where [τi] ∈ [K] × [H] denotes the index (j, h) corresponding to the i-th time state-action (x, a)
is sampled, where (·)[τi]+ denotes the corresponding tuple (j, h + 1), and where kn is the episode
immediately following the episode at which (x, a) has been sampled n times. Let Fi denote the
filtration associated with the all event measurable up to and including [τi]. Note that if [τi] has
episode index kτi , then the indicator ckτi that the episode k is corrupted is Fi−1-measurable.
We now create a semi-fictitious sequence x˜i and R˜i defined as follows. At Fi−1, if ckτi = 0, we set
x˜[τi]+ = x[τi]+ and R˜[τi](x, a) = R[τi](x, a). Otherwise, if ckτi = 1, we let R˜[τi](x, a) ∼ Drew(x, a) and
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x˜[τi]+ ∼ p(x, a) be drawn according to the nominal rewards and transition distributions. Finally, let
r˜ and p˜ denote the empirical estimates constructed using the (˜·) sequence. Then,
r˜kn(x, a) − r(x, a) + (p˜kn(x, a)− p(x, a))⊤V ⋆h+1
=
∑n
i=1(R˜[τi](x, a)− r(x, a)) + (δx˜[τi]+ − p(x, a))
⊤V ⋆h+1
n
.
As in the proof of Lemma 3.8, we can apply Lemma B.2 to the (˜·) estimates to find that with
probability 1− δ/4:
∣∣∣r˜kn − r(x, a) + (p˜kn(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2
ln(16Nk(x, a)2/δ)
Nk(x, a)
,
Moreover,
|
(
r˜kn(x, a)− r(x, a) + (p˜kn(x, a) − p(x, a))⊤V ⋆h+1
)
−
(
r̂kn(x, a)− r(x, a) + (p̂kn(x, a)− p(x, a))⊤V ⋆h+1
)
|
=
∣∣∣∣∣∣
∑n
i=1(R˜[τi] −R[τi])(x, a)) + (δx˜[τi]+ − δx[τi]+ )V
⋆
h+1
n
∣∣∣∣∣∣
≤
∑n
i=1 1(R˜[τi](x, a) 6= R[τi]) + 1(x˜[τi]+ 6= x[τi]+)‖V ⋆h+1‖∞
n
≤ CH
2
n
where we use that R˜ and R (resp x˜ and x) only differ at corrupted rounds, of which there are at
most C (and thus CH total corrupted stages), and that ‖V ⋆h+1‖∞ ≤ (H + 1 − (h + 1)) ≤ H − 1.
Therefore, for all n,∣∣∣r̂kn − r(x, a) + (r̂kn(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2 ln(16Nk(x, a)2/δ)
n
+
CH2
n
.
which implies that for all k,
∣∣∣r̂k − r(x, a) + (r̂k(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2 ln(16Nk(x, a)2/δ)
Nk(x, a)
+
CH2
Nk(x, a)
,
Union bounding over all (s, a, h) triples concludes the proof. We obtain a uniform bound using the
definition of L(u) with probability 1− δ/8:
∣∣∣r̂k − r(x, a) + (r̂k(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2 ln(32Nk(x, a)2/δ)
Nk(x, a)
+
CH2
Nk(x, a)
,
The same argument can be extended to almost verbatim to subsampled rewards for layers ℓ. The
modifications are as follows: for a given ℓ and (x, a) , we let n refer to the episode k immediately
have (x, a) has been sampled for the n-th time during an episode where ℓk;H = ℓ, and [τi] now refers
to the pair (j, h) for which (x, a) is sampled for the i-th time in an episode satisfying ℓk;H = ℓ. We
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define [τi]+ and the filtration Fi analogously. We can show that for any fixed round ℓ that with
probability 1− δℓ/8, and all x, a, h, k
∣∣∣r̂k,ℓ − r(x, a) + (r̂k,ℓ(x, a) − p(x, a))⊤V ⋆h+1∣∣∣ ≤ H
√
2 ln(32Nk,ℓ(x, a)2/δℓ)
Nk,ℓ(x, a)
+
Ĉℓ,sbH
2
Nk,ℓ(x, a)
.
Setting δℓ = δ/(2ℓ
2) and union bounding over ℓ concludes the proof.
Again, for convenience, we restate the lemma:
Lemma C.5 (Correctness of the Bonuses for Robust Layers). Suppose that P[ℓk;H = ℓ] ≤ 2ℓ for
ℓ > 1 and Esb holds. Then, there is an event Ebonus,CRANE which holds with probability at least
1 − δ/4 on which the following holds. For all all (x, a) ∈ X × A, stages h ∈ [H], episodes k ∈ [K],
and robust layers ℓ ≥ ℓ⋆:∣∣∣(r̂k(x, a)− r(x, a)) + (p̂k(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ bk,ℓ;gl(x, a) (4.6)∣∣∣(r̂k,ℓ(x, a)− r(x, a)) + (p̂k,ℓ(x, a)− p(x, a))⊤V ⋆h+1∣∣∣ ≤ bk,ℓ;sb(x, a). (4.7)
Proof. The lemma follows a consequence of C.4 and Lemma 4.8, where we note we have C ≤ Cℓ;gl
for all ℓ ≥ ℓ⋆, and that Ĉℓ,sb ≤ 2L(ℓ) on Esb.
C.2.3 Bound on cross term (Lemma 4.13)
For convenience, we restate the lemma:
Lemma C.6 (Bounding cross terms in CRANE-RL). Define Bcrossk,ℓ;gl and B
cross
k,ℓ;sb as follows:
B
cross
k,ℓ;gl(x, a) =
4SH2L(Nk(x, a))
3Nk(x, a)
+
H2Cℓ;gl
Nk(x, a)
B
cross
k,ℓ;sb(x, a) =
4SH2L(ℓNk,ℓ(x, a))
3Nk,ℓ(x, a)
+
2H2L(ℓ)
Nk,ℓ(x, a)
.
Then, there is an event ECRANE-RL,cross which holds with probability 1− δ/4 such that the following
is true. Whenever Esb ∩ ECRANE-RL,cross holds, then for all x, a, h, k, all ℓ ≥ ℓ⋆, and both values of
V ∈ Vk,ℓ,h+1(x),
(p̂k(x, a)− p(x, a))⊤V ≤ Bcrossk,ℓ;gl(x, a) +
1
H2
‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a)
≤ Bcrossk,ℓ;gl(x, a) +
1
H
p(x, a)⊤(V¯k,ℓ,h+1 − V k,ℓ,h+1)
(p̂k,ℓ(x, a)− p(x, a))⊤V ≤ Bcrossk,ℓ;sb(x, a) +
1
H2
‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a)
≤ Bcrossk,ℓ;sb(x, a) +
1
H
p(x, a)⊤(V¯k,ℓ,h+1 − V k,ℓ,h+1),
where ‖V ‖22,p(x,a) :=
∑
x′ p(x
′|x, a)V (x′)2 is the ℓ2-norm weighted by transition probabilities p(x, a).
Due to its similarity to past arguments, we only sketch the proof:
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Proof sketch. This proof follows by adapting the proof of Lemma B.7 using same the modifications
to address corruptions in Lemma 4.9. Let us sketch the proof of the bound on (p̂k(x, a)−p(x, a))⊤V
to give an example.
Defining the x˜[τi]+ sequence as in the proof Lemma 4.9, and the (˜·) estimate p˜ corresponding to this
sequence, we can verify from following the proof of Lemma B.7 that, with probability 1− δ/8, the
holds for all V ∈ ⋃h∈[H]{V¯k,ℓ,h+1 − V k,ℓ,h+1, V¯k,ℓ,h+1 − V ⋆h+1} and a given (x, a):
(p˜k(x, a)− p(x, a))⊤V ≤
‖V¯k,ℓ,h+1 − V k,ℓ,h+1‖22,p(x,a)
H2
+
4SH2 ln(16SNk(x, a)
2/δ)
3Nk(x, a)
.
Note that here we include the intermediate step in terms of ‖V ‖2,p(x,a) from the proof of Lemma B.7
(which, as in that lemma, can be bounded by
p(x,a)⊤(V¯k,ℓ,h+1−V k,ℓ,h+1)
H
).
As in Lemma 4.9, p˜k(x, a) is constructed from state transitions x˜[τi]+ that differ from the true state
transitions x[τi]+ at most CH times. Since ‖V ‖∞ ≤ H, this implies that for the actual empirical
estimates p̂ subject to corruptions satisfy Nk(x, a)|(p˜k(x, a)−p(x, a))⊤V − (p̂k(x, a)−p(x, a))⊤V | ≤
CH‖V ‖∞ ≤ CH2 ≤ Cℓ;glH2 for all k, x, a, h and all ℓ ≥ ℓ⋆. Union bounding over (x, a), and
establishing the analogous argument for subsampled counts (in terms of Cℓ;gl ≤ 2L(ℓ) under Esb)
concludes the proof.
Note that following the above lemma, we can upper bound the error terms defined in Eq. (3.10) as
follows:
Errk,≤ℓ⋆;h(x, a) ≤ 2bk,ℓ⋆;gl(x, a) +Bcrossk,ℓ⋆;gl(x, a); Errk,ℓ;h(x, a) ≤ 2bk,ℓ;sb(x, a) +Bcrossk,ℓ;sb(x, a).
Here we have types {≤ ℓ⋆, ℓ⋆ + 1, . . . ℓmax}.
C.3 Complete proof of main result (Theorem 6)
In this section, we conclude the proof of Theorem 6. Thus far, we have verified that Conditions 1-5
hold with total probability 1 − 3δ/4. Therefore, in light of Theorem 3, we have the bound (with
probability 1− 3δ/4) that
Regret ≤ CH +
K∑
k=1
V ⋆ − V pik . Hκ≤ℓ⋆R≤ℓ⋆ +
∑
ℓ>ℓ⋆
κℓRℓ
. Hmax{κ≤ℓ⋆ , κℓ⋆+1, . . . κℓmax}
R≤ℓ⋆ + ∑
ℓ>ℓ⋆
Rℓ
 ,
where
R≤ℓ⋆ :=
K∑
k=1
P[Ek,≤ℓ⋆ | Hk] · Epi
≤ℓ⋆
k
[
H∑
h=1
min{H,Errk,≤ℓ⋆;h(xh, ah)}
]
.
Rℓ :=
K∑
k=1
P[Ek,ℓ | Hk] · Epiℓk
[
H∑
h=1
min{H,Errk,ℓ;h(xh, ah)}
]
.
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To conclude, we invoke Theorem 4. We can bound
Errk,≤ℓ⋆;h(x, a) . H
√
L(T )
Nk(x, a)
+
Cℓ⋆;glH
2 + SH2L(T )
Nk(x, a)
≤ H
√
L(T )
Nk,≤ℓ⋆(x, a)
+
Cℓ⋆;glH
2 + SH2L(T )
Nk,≤ℓ⋆(x, a)
,
where we define Nk,≤ℓ⋆(x, a) as the counts corresponding to rounds over type type = (≤ ℓ⋆) (which
is upper bounded by Nk(x, a)). Similarly,
Errk,ℓ;h(x, a) . H
√
L(ℓT )
Nk,ℓ(x, a)
+
L(ℓ)H2 + SH2L(ℓT )
Nk,ℓ(x, a)
, ∀ℓ > ℓ⋆.
Note that Errk,≤ℓ⋆;h(x, a) corresponds to the error term associated with type ≤ ℓ⋆ and Errk,ℓ;h(x, a)
corresponds to the error term associated with type ℓ for every ℓ > ℓ⋆. Now set α1 h H
2
L(T ),
α2 h CH
2 + L(ℓmax)H2 + SH2L(ℓmaxT ). Further, observe that |Θ| ≤ ℓmax ≤ log T and that
max{κ≤ℓ⋆ , κℓ⋆+1 . . . κℓmax} . CH log(K),
we can conclude that with probability an addition probability of at least 1 − δ/4 (yielding a total
probability of 1− δ), we have by Eq. (3.16) that
K∑
k=1
V ⋆ − V pik
. H2C log(K)
(
|Θ|SANsample(δ/ log(T ), C)H +
√
α1|Θ|SAT + α2SA|Θ| log(T )
)
. CH3
√
SATL(T ) log(K)2 +H2C log(K)(CH2 + L(ℓmax)H2 + SH2L(ℓmaxT ))SA log2(T )
+H2C log(K)2SA (H log(SAH log(T )/δ) + CH)H
. CH3
√
SATL(T ) log(K)2 + CH4S2AL(T ) log3(T ) + C2H4SA log3(T ).
This dominates the CH term converting regret to regret on the nominal MDP which completes the
proof.
D Proofs for logarithmic gap-dependent bounds (Section 6)
D.1 Clipped Bellman error decomposition (Lemma 6.3)
We consider a deterministic compatible policy π. Again, the result extends to randomized policies
π by taking an expectation over its deterministic atoms.
In order to lighten notation, we introduce the following shorthand for the conditioning operator.
Given functions f1, . . . , fH := X ×A → R, a stage h ∈ [H], and a pair (xh, ah) ∈ X ×A, we let
E
π
[
H∑
h′=h
fh′(xh′ , ah′) | xh, ah
]
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To denote expectation over a sequence (x˜h′ , a˜h′) drawn from the law induced by π and the nominal
MDP M, starting at x˜h, a˜h = (xh, ah) in stage h. Similarly,
E
π
[
H∑
h′=h
fh′(xh′ , ah′) | xh
]
denotes the analogous expectation, beginning at x˜h = xh, and a˜h = π(xh).
Half-Clipping Following [SJ19], we begin an argument called “half-clipping”, which allows us to
clip even actions a ∈ π⋆;h(x) corresponding which are optimal at (x, h):
Lemma D.1 (Half-Clipping). Let π denote any deterministic compatible policy with respect to
some admissible tuple Tk = {Q¯k, Qk,Ak, πgrdk }. Then,
V ⋆ − V π ≤ 2
H∑
h=1
E
π
[
˙¯
Ek;h(xh, ah)
]
+ 2
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E˙
lucb
k;h (xh, ah)
]
,
where we define E˙lucbk;h (x, a) := clip
[
E
lucb
k;h (x, a)|gapmin8H2
]
and ˙¯Ek;h(x, a) := clip
[
E¯k;h(x, a)|gapmin8H
]
.
Here, the single E˙ denotes a “half-clipping”, where we clip Bellman errors only by the minimal
non-zero gap gapmin. The “full-clipping” allows us to clip with gaph(x, a) at suboptimal a /∈ π⋆;h,
which may, in general, be much larger. The argument that follows is perhaps less intuitive than the
“full-clipping” argument. We therefore suggest that the reader may want to skim this section on a
first read, and focus on understanding the arguments in the subsequent section instead.
Before proving the above lemma, we first present the following claim. Fix an episode k, and define
the events measurable with respect to a trajectory (x1, a1), . . . , (xH , aH):
Eh := {ah /∈ π⋆(xh)}, Ech := {ah ∈ π⋆(xh)}, and Ah := Eh ∩
h−1⋂
h′=1
Ech′ .
In words, Ah is the event, on a given trajectory, the algorithm has played optimally at stages
h′ = 1, . . . , h− 1, but suboptimally at stage h. We begin with the following claim:
Claim D.2. For any policy π, it holds that
V ⋆ − V π = Eπ
[
H∑
h=1
1Ah (gaph(xh, ah) +Q
⋆
h(xh, ah)−Qπ(xh, ah))
]
.
Proof. Let us start from the first time step below. For notation simplicity, we denote {xh, ah}h as
a realization of a trajectory from π.
V ⋆ − V π = Eπ [1 (E1) (Q⋆1(x1, π⋆(x1))−Qπ1 (x1, a1)) + 1 (Ec1) (Q⋆1(x1, π⋆(x1))−Qπ1 (x1, a1))]
= Eπ
[
1 (E1) (gap1(x1, a1) +Q⋆1(x1, a1)−Qπ1 (x1, a1)) + 1 (Ec1) (p(x1, a1)⊤(V ⋆1 − V π1 )
]
.
We can repeat the above process for Eπ [V ⋆1 (x1)− V π1 (x1)] to get:
E
π [V ⋆1 (x1)− V π1 (x1)]
= Eπ [1 (E2) (gap2(x2, a2) +Q⋆2(x2, a2)−Qπ2 (x2, a2)) + 1 (Ec2) (V ⋆3 (x3)− V π3 (x3))] .
Combine the above two results and repeat the same procedure till H, we prove the claim.
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Now we prove Lemma D.1 below.
Proof of Lemma D.1. Note that on Ah, we have that ah /∈ π⋆(xh). Hence for
gapmin := min
x,a,h
{gaph(x, a) > 0},
we have gaph(xh, ah) ≤ 2(gaph(xh, ah)− gapmin2 ). Since Q⋆h(xh, ah) −Qπ(xh, ah) ≥ 0 by optimality
of Q⋆, we can bound
V ⋆ − V π ≤ 2Eπ
[
H∑
h=1
1Ah
(
gaph(xh, ah) +Q
⋆
h(xh, ah)−Qπh(xh, ah)−
gapmin
2
)]
Moreover, we have Q⋆h(xh, ah) + gaph(xh, ah) = V
⋆
h (xh) ≤ V¯k;h(xh), which leads to
V ⋆ − V π ≤ 2Eπ
[
H∑
h=1
1Ah
(
V¯k;h(xh)−Qπh(xh, ah)−
gapmin
2
)]
= 2Eπ
[
H∑
h=1
1Ah
(
(V¯k;h(xh)− Q¯πh(xh, ah)) + (Q¯πh(xh, ah)−Qπh(xh, ah))−
gapmin
2
)]
,
where we define Q¯πh(x, a) as the state-action value function of policy π under the MDP with transi-
tions p(x, a) and non-stationary rewards rh(x, a) + E¯k;h(x, a). Note that V¯k;h can be understood as
the value function of πgrdk on the same MDP. Hence, by the now-standard Performance Difference
Lemma (see Lemma 5.2.1 in [Kak03]):
V¯k;h(xh)− V¯ πh (xh) =
∑
h′≥h
E
π
[
V¯k;h′(xh′)− Q¯k;h′(xh′ , ah′)|xh
]
,
where a′h is from π.
By definition of Q¯πh and Q
π
h, we have:
Q¯πh(xh, ah)−Qπh(xh, ah) =
∑
h′≥h
E
π
[
E¯k;h(xh′ , ah′)|xh, ah
]
Combine the above two results together, we have:
(V¯k;h(xh)− Q¯πh(xh, ah)) + (Q¯πh(xh, ah)−Qπh(xh, ah))
=
∑
h′≥h
E
π
[
(V¯k;h′(xh′)− Q¯k;h′(x′h, ah′) + E¯k;h(xh′ , ah′) | xh, ah
]
,
where ah is from π(xh).
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Hence,
V ⋆ − V π ≤ 2Eπ
[
H∑
h=1
1Ah
(
V¯k;h(xh)−Qπ(xh, ah)− gapmin
2
)]
= 2Eπ
 H∑
h=1
1Ah
∑
h′≥h
V¯k;h′(xh′)− Q¯k;h′(xh′ , ah′) + E¯k;h(xh′ , ah′)− gapmin
2

≤ 2Eπ
 H∑
h=1
1Ah
∑
h′≥h
(
V¯k;h′(xh′)− Q¯k;h′(xh′ , ah′) + E¯k;h(xh′ , ah′)− gapmin
2H
)
≤ 2Eπ
 H∑
h′=1
∑
h≤h′
1Ah
(V¯k;h′(xh′)− Q¯k;h′(xh′ , ah′) + E¯k;h(xh′ , ah′)− gapmin
2H
) .
Since π is a compatible policy (i.e., Q¯k;h(xh, ah) ≥ V k;h(xh)), we can further bound the above by
(relabeling h′ ← h and h← i)
V ⋆ − V π
≤ 2Eπ
 H∑
h=1
∑
i≤h
1Ai
(V¯k;h(xh)− V k;h(xh) + E¯k;h(xh, ah)− gapmin
2H
)
≤ 2Eπ
 H∑
h=1
∑
i≤h
1Ai
(Eπgrdk [ H∑
h′=h
E
lucb
k;h′ (x
′
h′ , a
′
h′) | x′h = xh
]
+ E¯k;h(xh, ah)− gapmin
2H
) ,
where the inner sequence is taken from an expectation under πgrdk , and where E
lucb
k;h = E¯k;h − Ek;h
(see (5.2)). Note that {Ah}h are mutually exclusive, hence
∑
i≤h 1Ai ≤ 1. Using the fact that
clip [x|ǫ] ≥ x− ǫ, with some algebra we can bound
E
π
grd
k
[
H∑
h′=h
E
lucb
k;h′ (x
′
h′ , a
′
h′) | x′h = xh
]
+ E¯k;h(xh, ah)− gapmin
2H
≤ Eπgrd
[
H∑
h′=h
clip
[
E
lucb
k;h′ (x
′
h′ , a
′
h′)|
gapmin
4H2
]
| x′h = xh
]
+ clip
[
E¯k;h(xh, ah)|gapmin
4H
]
≤ Eπgrd
[
H∑
h′=h
E˙
lucb
k;h′ (x
′
h′ , a
′
h′) | x′h = xh
]
+ ˙¯Ek;h(xh, ah),
where we recall E˙lucbk;h′ (x, a) := clip
[
E
lucb
k;h′ (x, a)|gapmin8H2
]
and ˙¯Ek;h′(x, a) := clip
[
E¯k;h(x, a)|gapmin8H
]
,
Now we can bound
V ⋆ − V π ≤ 2
H∑
h=1
E
π
[
E
πgrd
[
H∑
h′=h
E˙
lucb
k;h′ (x
′
h′ , a
′
h′) | x′h = xh
]
+ ˙¯Ek;h(xh, ah)
]
= 2
H∑
h=1
E
π
[
˙¯
Ek;h(xh, ah)
]
+ 2
H∑
τ=1
H∑
h=τ
E
π⊕τπgrd [E˙lucbk;h (xh, ah)].
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Full Clipping Now we proceed to obtain the result for fully clipped Bellman errors. Recall the
definition of the fully clipped terms: Recall that the definitions of clipped Bellman errors from
Eq. (6.6):
¨¯
Ek;h(x, a) := clip
[
E¯k;h(x, a)| ˇgaph(x, a)
]
, E¨lucbk;h (x, a) := clip
[
E
lucb
k;h (x, a)| ˇgaph(x, a)
]
,
where we recall again ˇgaph(x, a) = max
{
gapmin
8H2
, gaph(x,a)8H
}
. We begin by observing the following
fact for optimal actions
E˙
lucb
k;h (x, a) ≤ E¨lucbk;h (x, a), ˙¯Ek;h(x, a) ≤ ¨¯Ek;h(x, a), ∀x, h, a ∈ π⋆;h(x), (D.1)
as gaph(x, a) = 0 for a ∈ π⋆;h(x) by definition.
Hence, to replace the half-clipped terms with the full clipped terms, our arguments will focus on
suboptimal actions a /∈ π⋆;h(x), that is, a for which gaph(x, a) > 0. We shall rely heavily on the
following claim, which states that if a compatible policy π selects an action a with gaph(x, a) > 0,
then either an associated Bellman errors E¯k;h(x, a) or E
lucb
k;h (x, a) is large, or other related quantities
in terms of V¯ and V are large:
Claim D.3 (Fundamental Gap Inequalities). Consider an admissible tuple Tk and a triple (x, a, h)
where Q¯k;h(x, a) ≥ V k(x). We have:
gaph(x, a) ≤ E¯k;h(x, a) + p(x, a)⊤(V¯k;h+1 − V k;h+1) + V¯k;h(x)− V k;h(x).
Moreover, if a = πgrdk;h(x, a), then
gaph(x, a) ≤ Elucbk;h (x, a) + p(x, a)⊤
(
V¯k;h+1 − V k;h+1
)
.
Proof. Let’s begin with the first inequality. By definition of gaph(x, a),
gaph(x, a) = V
⋆
h (x)−Q⋆h(x, a) = V k;h(x)−Q⋆h(x, a) + V ⋆h (x)− V k;h(x)
≤ Q¯k;h(x, a)−Q⋆h(x, a) + V ⋆h (x)− V k;h(x) ≤ Q¯k;h(x, a) −Qπ
grd
k
h (x, a) + V
⋆
h (x)− V k;h(x)
= E¯k;h(x, a) + p(x, a)
⊤(V¯k;h+1 − V π
grd
k
h+1 ) + V
⋆
h (x)− V k;h(x)
≤ E¯k;h(x, a) + p(x, a)⊤(V¯k;h+1 − V π
grd
k
h+1 ) + V¯k;h(x)− V k;h(x)
≤ E¯k;h(x, a) + p(x, a)⊤(V¯k;h+1 − V k;h+1) + V¯k;h(x)− V k;h(x),
where in the last inequality, we use the fact that V k;h(x) ≤ Qk;h(x, πgrdk;h(x)) ≤ Qh(x, πgrdk;h(x)) =
V
π
grd
k
h (x).
For the second inequality, suppose a = πgrdk;h(x). Then,
gaph(x, a) = V
⋆
h (x)−Q⋆h(x, a) ≤ V¯k;h(x)−Qk;h(a) = Q¯k;h(x, a)−Qk;h(x, a)
= Elucbk;h (x, a) + p(x, a)
⊤ (V¯k;h+1 − V k;h+1) .
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Now we are ready to further clip ˙¯Ek;h, at the expense of incurring additional terms for E˙
lucb
k;h :
Lemma D.4 (Clipping under compatible π). Given an admissible tuples Tk := (Q¯k, Qk,Ak, π
grd
k )
and any deterministic compatible policy π with respect to Tk, we have:
H∑
h=1
E
π
[
˙¯
Ek;h(xh, ah)
]
≤
H∑
h=1
E
π
[
¨¯
Ek;h(xh, ah)
]
+ 4
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E˙
lucb
k;h (xh, ah)
]
.
Proof. It suffices to establish the bound that, for any triple (xh, ah, h), we have
˙¯
Ek;h(xh, ah) ≤ ¨¯Ek;h(xh, ah) + 4Eπ
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
.
since summing this bound from h = 1, . . . ,H and taking an expectation under Eπ concludes the
proof. Moreover, it suffices to consider the case where ah /∈ π⋆h(xh), since for ah ∈ π⋆h(xh), we in
fact have that ˙¯Ek;h(xh, ah) ≤ ¨¯Ek;h(xh, ah) (see Eq (D.1)), and the additional terms arising from
E˙
lucb
k;h (xh, ah) are nonnegative.
In this case, by definition, we have gaph(xh, ah) ≥ gapmin. From the first inequality in Claim D.3,
we have:
gaph(xh, ah)
2
≤ E¯k;h(xh, ah) + p(xh, ah)⊤(V¯k;h+1 − V k;h+1) + (V¯k;h(xh)− V k;h(xh))− gapmin
2
= E¯k;h(xh, ah) + E
π
grd
k
[
H∑
h′=h+1
E
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
+ Eπ
grd
k
[
H∑
h′=h
E
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
− gapmin
2
≤ ˙¯Ek;h(xh, ah) + Eπ
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
+ Eπ
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
≤ ˙¯Ek;h(xh, ah) + 2Eπ
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
,
where in the second-to-last inequality, we absorb gapmin into each half-clipped Bellman errors, as in
the proof of Lemma D.1, and in the final inequality, appeal to non-negativity of the clipped terms.
We now consider two cases. First, if
˙¯
Ek;h(xh, ah) ≥ 1
4
gaph(xh, ah),
then we have
˙¯
Ek;h(xh, ah) = clip
[
˙¯
Ek;h(xh, ah)|1
4
gaph(xh, ah)
]
≤ ¨¯Ek;h(xh, ah),
where we recall ¨¯Ek;h(x, a) := clip
[
E¯k;h(x, a)| ˇgaph(x, a)
]
with ˇgaph(x, a) = max
{
gapmin
8H2
, gaph(x,a)8H
}
,
since gaph(x, a)/4 ≥ gaph(x, a)/(8H) for any H ≥ 1.
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On other other hand, if
˙¯
Ek;h(xh, ah) <
1
4
gaph(xh, ah),
then we must have:
˙¯
Ek;h(xh, ah) <
1
4
gaph(xh, ah) ≤ 4Eπ
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
.
This implies that:
˙¯
Ek;h(xh, ah) < max
{
¨¯
Ek;h(x, a), 4E
π
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
.
}
≤ ¨¯Ek;h(xh, ah) + 4Eπ
grd
k
[
H∑
h′=h
E˙
lucb
k;h′ (xh′ , ah′) | (xh, ah)
]
.
We now apply “full clipping” to the surpluses E˙lucbk;h . Note that these surpluses only arise under
rollouts where ah is selected according to π
grd
k;h(x). For comparison, we needed to consider clipping
terms ˙¯Ek;h(x, a) where a could be selected according to any deterministic compatible policy. Since
we follow the policy πgrd, we can employ the proof strategy adopted for optimistic policies in [SJ19].
Lemma D.5 (Clipping under πgrdk ). Consider an admissible tuple Tk. Consider (x, a, h) where
a = πgrdk;h(x). We have:
E˙
lucb
k;h (x, a) ≤ E¨lucbk;h (x, a) +
e
H
E
π
grd
k
[
H∑
h′=h+1
E¨
lucb
k;h′ (xh′ , ah′)
]
.
Proof. Throughout, consider a pair (x, a) where a = πgrdk;h(x). Again, in light of (D.1), we may
assume that a /∈ π⋆;h(x) is suboptimal. From the second inequality in Claim D.3, we have
gaph(x, a) ≤ Elucbk;h (x, a) + p(x, a)⊤
(
V¯k;h+1 − V k;h+1
)
.
Assuming a /∈ π⋆h(x), gaph(x, a) > gapmin, which implies that:
1
2
gaph(x, a) ≤ Elucbk;h (x, a) + p(x, a)⊤
(
V¯k;h+1 − V k;h+1
)− 1
2
gapmin
= Elucbk;h (x, a) + E
π
grd
k
[
H∑
h′=h+1
E
lucb
k;h′ (xh′ , ah′)
]
− 1
2
gapmin
≤ E˙lucbk;h (x, a) + Eπ
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′)
]
,
where again we decompose gapmin into H gapmin/H and absorb them into the half-clipped Bellman
errors, as in the proof of Lemma D.1.
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As in the proof of Lemma D.4, we consider two cases. First, if E˙lucbk;h (x, a) ≥ 12(H+1)gaph(x, a), then,
we have:
E˙
lucb
k;h (x, a) = clip
[
E˙
lucb
k;h (x, a)|
1
2(H + 1)
gaph(x, a)
]
≤ E¨lucbk;h (x, a),
where recall E¨lucbk;h (x, a) := clip
[
E
lucb
k;h (x, a)| ˇgaph(x, a)
]
= clip
[
E
lucb
k;h (x, a)|max{gapmin8H2 ,
gaph(x,a)
8H }
]
and the fact that 2(H + 1) ≤ 8H for any H ≥ 1.
On the other hand, if E˙lucbk;h (x, a) <
1
2(H+1) gaph(x, a), then, we must have that
E
π
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′)
]
≥
(
1− 1
H + 1
)
gaph(x, a)
2
≥
(
1− 1
H + 1
)
· (H + 1)E˙lucbk;h (x, a) = HE˙lucbk;h (x, a).
Rearranging,
E˙
lucb
k;h (x, a) ≤
1
H
E
π
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′)
]
Thus since E¨lucb is non-negative and E˙lucb is also non-negative, combine the above two cases, we
will have:
E˙
lucb
k;h (x, a) ≤ max
{
E¨
lucb
k;h (x, a),
1
H
E
π
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′)
]}
≤ E¨lucbk;h (x, a) +
1
H
E
π
grd
k
[
H∑
h′=h+1
E˙
lucb
k;h′ (xh′ , ah′)
]
regardless of the value E˙lucbk;h , where we use the fact that the two terms on the right hand side are
nonnegative.
We can recursively expand the above inequality and use the fact that (1 + 1/H)H ≤ e to get:
E˙
lucb
k;h (x, a) ≤ E¨lucbk;h (x, a) +
e
H
E
π
grd
k
[
H∑
h′=h+1
E¨
lucb
k;h′ (xh′ , ah′)
]
,
which concludes the proof.
Now replacing half-clipped Bellman errors in Lemma D.1 via fully clipped ones via Lemmas D.4
and D.5, we obtain the special case of Lemma 6.3 for any deterministic compatible policy:
Lemma D.6 (Full-clipping). Given an admissible tuple Tk and any deterministic, a compatible
policy π with respect to Tk, we have:
V ⋆ − V π ≤ 2
H∑
h=1
E
π
[
¨¯
Ek;h(xh, ah)
]
+ 20e
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E¨
lucb
k;h (xh, ah)
]
.
72
Proof. From Lemma D.1, we have:
V ⋆ − V π ≤ 2
H∑
h=1
E
π
[
˙¯
Ek;h(xh, ah)
]
+ 2
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E˙
lucb
k;h (xh, ah)
]
≤ 2
H∑
h=1
E
π
[
¨¯
Ek;h(xh, ah)
]
+ 10
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E˙
lucb
k;h (x, a)
]
≤ 2
H∑
h=1
E
π
[
¨¯
Ek;h(xh, ah)
]
+ 10
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
(
E¨
lucb
k;h (xh, ah) +
e
H
E
π
grd
k
[
H∑
h′=h+1
E¨
lucb
k;h′ (xh′ , ah′)
)]]
≤ 2
H∑
h=1
E
π
[
¨¯
Ek;h(xh, ah)
]
+ 10(e+ 1)
H∑
τ=1
E
π⊕τπgrdk
[
H∑
h=τ
E¨
lucb
k;h (xh, ah)
]
,
which concludes the proof.
As described above, the fully general Lemma 6.3 follows by representing any randomized Markov
π as a distribution of deterministic policies {π(i)} which constitutes its atoms. Applying the above
lemma to each {π(i)}, and taking an expectation over the randomness in π concludes the proof of
the lemma.
D.2 Clipped regret via fictitious trajectories (Lemma 6.8)
The proof is analogous to that of Lemma 5.7. Assume Ecross,clipk ∩ Ebonusk ∩ Eadmk , and recall the
shorthand
Eˇrrk;h(x, a) := clip
[
Errk;h(x, a)| ˇgap(x, a)
4
]
E˜rrk;h(x, a) := clip
[
Errk;h(x, a)
2| ˇgapmin,low
]
.
By Lemma 6.6, we have
max{E¨lucbk;h (x, a), ¨¯Ek;h(x, a)} ≤ 2Eˇrrk;h(x, a) +
4e2
H
E
π
grd
k
[(
H∑
τ=h+1
E˜rrk;h(xτ , aτ )
)]
. (D.2)
Let us substitute the above into Lemma 6.3, which we recall states
V ⋆ − V pik ≤ 2
H∑
h=1
E
pik
[
¨¯
Ek;h(xh, ah)
]
+ 20e
H∑
τ=1
E
pik⊕τπgrdk
[
H∑
h=τ
E¨
lucb
k;h (xh, ah)
]
.
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For the first term, using the bound from Lemma 6.6
H∑
h=1
E
pik
[
¨¯
Ek;h(xh, ah)
]
≤
H∑
h=1
E
pik
[
2Eˇrrk;h(x, a) +
4e2
H
E
π
grd
k
[
H∑
τ=h+1
E˜rrk;h(xτ , aτ ) | xh = x, ah = a
]]
= 2
H∑
h=1
E
pik
[
Eˇrrk;h(x, a)
]
+
4e2
H
H∑
h=1
E
pik⊕πgrdk
[
H∑
τ=h+1
E˜rrk;h(xτ , aτ ) | xh = x, ah = a
]
,
≤ 2
H∑
h=1
E
pik
[
Eˇrrk;h(x, a)
]
+
4e2
H
H∑
h=1
E
pik⊕πgrdk
[
H∑
τ=h
E˜rrk;τ (xτ , aτ ) | xh = x, ah = a
]
.
In the first equality, we note that the fictitious rollouts under πgrdk that arise in (D.2) can be viewed
as rollouts under πk ⊕ πgrdk . In the second inequality, we use that Errk;h(x, a) ≥ 0. Similarly,
E
pik⊕hπgrdk
[
H∑
τ=h
E¨
lucb
k;τ (xτ , aτ )
]
≤ Epik⊕hπgrdk
[
H∑
τ=h
2Eˇrrk;h(x, a) +
4e2
H
E
π
grd
k
[
H∑
τ ′=τ+1
E˜rrk;h(xτ ′ , aτ ′) | xτ = x, aτ = a
]]
= Epik⊕hπ
grd
k
[
H∑
τ=h
(
2Eˇrrk;h(x, a) +
4e2
H
H∑
τ ′=τ+1
E˜rrk;h(xτ ′ , aτ ′
)]
≤ Epik⊕hπgrdk
[
H∑
τ=h
2Eˇrrk;h(xτ , aτ ) + 4e
2
E˜rrk;h(xτ , aτ )
]
.
Therefore,
V ⋆ − V pik ≤ 2
H∑
h=1
E
pik
[
2Eˇrrk;h(x, a)
]
+ (20e · 2)
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
Eˇrrk;h(xτ , aτ )
]
+ (20e · 4e2 + 2·4e2
H
)
H∑
h=1
E
pik⊕hπgrdk
[
H∑
τ=h
E˜rrk;h(xτ , aτ )
]
.
We can lastly bound 20e · 4e2 + 2·4e2
H
≤ 80e3 + 8e2/8 ≤ 81e3, concluding the proof.
E From meta-theorems to regret bounds (Theorems 4 and 8)
In this section, we derive Theorems 4 and 8, which automate the derivation of our regret bounds.
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E.1 Proof of
√
T regret for CAT framework (Theorem 4)
Define
B
(i)
k (x, a) :=
√
α1
Nk,i(x, a)
+
α2
Nk,i(x, a)
B
(i)
k (x, a) := min{H,B(i)k (x, a)}
We begin by defining the follow idealized counts for type i:
Definition E.1 (Visitation probabilities and idealized counts). We define the restricted typed vis-
itation probabilities as ωk,i;h := P
pik [(xh, ah) = (x, a) ∩ {Ek,i}] their aggregated counts ωk,i(x, a) :=∑H
h=1ωk,i;h(x, a), and the idealized sample counts Nk,i(x, a) :=
∑k
j=1ωj,i(x, a).
Note that different from the definition ofNk,i(x, a), hereNk,i(x, a) includes information from episode
k. In words, ωk,i,h(x, a) is the probability of state-action pair (x, a) under πk at time step h, and
that the type-set variable Ik includes the type i. We define Nk,i =
∑
x,aNk,i(x, a). Observe then
that ∑
i∈Θ
NK,i =
∑
k,h,a,h,i
P
pik [(xh, ah) = (x, a) ∩ {Ek,i}] = T.
Fix a type i ∈ Θ. We shall first prove the following lemma:
Lemma E.1 (Per-Type Integral). With probability 1− δ,
K∑
k=1
H∑
h=1
P[Ek,i | Hk] · Epi
(i)
k
[
B
(i)
k (xh, ah)
]
≤ SANsample(δ, C)H +
√
α1SANK,i + SAα2 log(T ),
where Nsample(δ, C) is as defined in Theorem 4.
To conclude Theorem 4, we have by Cauchy Schwartz and a union bound over all types, that, with
probability 1−∑i∈Θ δ = 1− |Θ|δ that
∑
i∈Θ
K∑
k=1
P[Ek,i | Hk] · Epi
(i)
k
[
H∑
h=1
min{H,max{0,Err(i)k;h(xh, ah)}}
]
=
∑
i∈Θ
K∑
k=1
H∑
h=1
P[Ek,i | Hk] · Epi
(i)
k
[
B
(i)
k (xh, ah)
]
≤
∑
i∈Θ
SANsample(δ, C)H +
√
α1SANK,i + SAα2 log(T )
≤ |Θ|SANsample(δ, C)H +
√
|Θ|α1SA
∑
i∈Θ
NK,i + SA|Θ|α2 log(T )
= |Θ|SANsample(δ, C)H +
√
|Θ|α1SAT + SA|Θ|α2 log(T ),
where in the last equation we use the fact that
∑
i∈ΘNK,i = T .
We now prove Lemma E.1 below.
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Proof of Lemma E.1. Here ωk,i(x, a) is the expected number of the times state-action pair (x, a)
are visited during episode k under policy πk under {Ek,i}. Observe then that we can write
K∑
k=1
H∑
h=1
P[Ek,i | Hk] · Epi
(i)
k
[
B
(i)
k (xh, ah)
]
=
K∑
k=1
H∑
h=1
∑
x,a
ωk,i;h(x, a)B
(i)
k (x, a)
=
K∑
k=1
∑
x,a
ωk,i(x, a)B
(i)
k (x, a)
Note that B
(i)
k (x, a) depends on the empirical counts Nk,i(x, a). However Nk,i(x, a) are the idealized
counts assuming {πi}ki=1 were executed on the nominal MDP over all k episodes. Hence we need
to take corruptions into consideration to link Nk,i(x, a) and Nk,i(x, a). Lemma E.2 performs this
task, and shows that with probability 1− δ: for any k, x, a such that
Nk,i(x, a) ≥ Nsample(δ, C) := 4H log 2eHSA
δ
+ 2CH
it holds that Nk,i(x, a) ≥ 14Nk,i(x, a). Call this event Esamplei and below we condition on Esamplei
being true. We can then write:
B
(i)
k (x, a) = min
{
H,
√
α1
Nk,i(x, a)
}
+min
{
H,
α2
Nk,i(x, a)
}
:= f1(Nk,i(x, a)) + f2(Nk,i(x, a)),
where we define the functions f1(u) := min{H,
√
α1
u
} and f2(u) := min{H, α2u }. In particular, for
Nk,i(x, a) ≥ Nsample(δ, C), then on Esamplei , it holds that
B
(i)
k (x, a) ≤ f1(Nk,i(x, a)/4) + f2(Nk,i(x, a)/4),
since f1 and f2 are non-increasing functions.
Using that both functions are bounded by H, we can convert to an integral of the functions via
Lemma B.8 in [SJ19], yielding
K∑
k=1
∑
x,a
ωk,i(x, a)B
(i)
k (x, a)
≤ 4SANsampleH +
∑
x,a
1(Nk,i(x, a) ≥ H)
(∫ NK,i(x,a)
H
(f1(u) + f2(u))du
)
. SANsampleH +
∑
x,a
√
α1NK,i(x, a) +
∑
x,a
α2 log(NK,i(x, a))
. SANsampleH +
√
α1SA
∑
x,a
Nk,i(x, a) + SAα2 log(T )
. SANsampleH +
√
α1SANK,i + SAα2 log(T ),
where we we recall NK,i :=
∑
x,a
∑K
k=1ωk,i(x, a).
76
Lemma E.2 (Corrupted Sampling Event). Fix type i. Then the following event, Esamplei , holds
with probability 1− δ/4: for any k, x, a such that
Nk,i(x, a) ≥ Nsample(δ, C) := 4H log 2eHSA
δ
+ 2CH
it holds that Nk,i(x, a) ≥ 14Nk,i(x, a).
Proof. We suppress notation on type below as we only focus on a fixed type i here and below we
always condition on Ek,i := {i ∈ Ik}. Let us define ω˜k;h(x, a) = PpikMk((xh, ah) = (x, a)) , whereMk is the MDP the learner actually experiences at episode k (i.e., it is chosen by the adversary at
episode k if ck = 1 and otherwise is the nominal MDP M). Denote ω˜k(x, a) =
∑H
h=1 ω˜k;h(x, a).
Namely ω˜k(x, a) is the expected total number of times (x, a) is visited during the whole episode if
one executes πk under the MDP Mk. Denote N˜k(x, a) =
∑k
i=1 ω˜k(x, a), i.e., the idealized counts
of (x, a) to up and including episode k, if one executes {πi}ki=1 on {Mi}ki=1. Note that Nk(x, a) is
indeed the empirical counts we got by executing {πi}ki=1 on {Mi}ki=1.
Also recall that Nk(x, a) :=
∑k
i=1ωk(x, a), i.e., the idealized counts if one executed {πi}ki=1 on the
nominal MDP over the first k (including k) episodes. Using the definition of C, one can bound the
difference between N˜k(x, a) and Nk(x, a). For any k ∈ [K] and (x, a) ∈ X ×A, we have
|N˜k(x, a) −Nk(x, a)| ≤
k∑
i=1
|ω˜i(x, a) −ωi(x, a)|
=
k∑
i=1
1(ci = 1)|ω˜i(x, a) − ωi(x, a)| ≤ CH,
as the max{ω˜k(x, a),ωk(x, a)} ≤ H. Now we focus on ω˜k(x, a) and N˜k(x, a).
We can verify that Ek [Nk+1(x, a)] = ω˜k(x, a) + Nk(x, a), where Ek is the conditional expectation
conditioned on all events up to and including episode k. Hence from [DLB17], we have that with
probability at least 1− δ/2, we have:
{∀k, x, a : Nk(x, a) ≥ 1
2
N˜k−1(x, a) −H log 2HSA
δ
}.
This leads us to the fact that the following event:
{∀(x, a, k), Nk(x, a) ≥ 1
2
Nk−1 −H log 2HSA
δ
− CH
2
}
being hold with probability at least 1− δ/2.
Now we use the same argument from Lemma B.7 in [SJ19]. Note that Nk(x, a) ≤ Nk−1(x, a) +
H. The above event implies that Nk(x, a) ≥ 12Nk(x, a) − H log 2HSAδ − CH2 − H = 12Nk(x, a) −
log 2eHSA
δ
− CH2 . Hence when Nk(x, a) ≥ 4H log 2eHSAδ + 2CH, we have Nk(x, a) ≥ Nk(x,a)4 +
Nk(x,a)
4 −H log 2eHSAδ − CH2 ≥ Nk(x,a)4 . This concludes the proof.
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E.2 Proof of log T -regret for CAT framework (Theorem 8)
Recall the definitions
ˇgaph(x, a) = max
{
gapmin
32H2
,
gaph(x, a)
32H
}
, ˇgapmin,low =
gapmin
64SAH3
,
define ˇgap(x, a) := minh ˇgaph(x, a)/4, and introduce the functions
f1,i(u) := min
{
H, clip
[√
α1,i
u
| ˇgap(x, a)
]}
f2,i(u) := min
{
H, clip
[α2,i
u
| ˇgapmin,low
]}
g1,i(u) := min
{
H2, clip
[
2α1,i
u
| ˇgapmin,low
]}
g2,i(u) := min
{
H2, clip
[
2
(α2,i
u
)2 | ˇgapmin,low]}
Recall that we assume Err
(i)
k;h(x, a) is upper bounded as:
Err
(i)
k;h(x, a) ≤
√
α1,i
Nk,i(x, a)
+
α2,i
Nk,i(x, a)
.
Using Claim 6.7, we have:
Eˇrr
(i)
k;h(x, a) = clip
[
min{H,Err(i)k;h(x, a)}| ˇgap(x, a)
]
≤ min
{
H, clip
[
Err
(i)
k;h(x, a)| ˇgap(x, a)
]}
. min
{
H, clip
[√
α1,i
Nk,i(x, a)
| ˇgap(x, a)
]}
+min
{
H, clip
[
α2,i
Nk,i(x, a)
| ˇgap
]}
= f1,i(Nk,i(x, a)) + f2,i(Nk,i(x, a)).
Similarly, for E˜rr
(i)
k;h(x, a), using claim 6.7 and the inequality that (a+ b)
2 . a2 + b2, we have:
E˜rr
(i)
k;h(x, a)
= clip
[(
min{H,Err(i)k;h(x, a)}
)2 | ˇgapmin,low]
≤ clip
[
min
{
H2, (Err
(i)
k;h(x, a))
2
}
| ˇgapmin,low
]
≤ min
{
H2, clip
[
(Err
(i)
k;h(x, a))
2| ˇgapmin,low
]}
≤ min
{
H2, clip
[
2
α1,i
Nk,i(x, a)
+ 2
(
α2,i
Nk,i(x, a)
)2
| ˇgapmin,low
]}
. min
{
H2, clip
[
2
α1,i
Nk,i(x, a)
| ˇgapmin,low
]}
+min
{
H2, clip
[
2
(
α2,i
Nk,i(x, a)
)2
| ˇgapmin,low
]}
= g1,i(Nk,i(x, a)) + g2,i(Nk,i(x, a)).
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Recalling the counts ωk,i(x, a) and Nk,i(x, a) and the arguments from Section E.1, it suffices to
show that
Lemma E.3 (Per-Type Integral). Fix type i. With probability 1− δi it holds that
K∑
k=1
∑
x,a
ωk,i(x, a) (f1,i(Nk,i(x, a)) + f2,i(Nk,i(x, a)) + g1,i(Nk,i(x, a)) + g2,i(Nk,i(x, a)))
. H
∑
x,a∈Zsub
α1,i
gap(x, a)
+H2|Zopt| α1,i
gapmin
+ SA(HNsample(δi, C) + α1,i log(min{T, SAHα1,igapmin }) +Hα2,i + α2,i log(min{T,
SAHα2,i
gapmin
}),
where Nsample(δi, C) is as defined in Theorem 4, and we recall Zopt := {(x, a) : min gaph(x, a) = 0}
denotes the set of pairs (x, a) which are optimal at at least one stage h.
Proof. On the event Esamplei from Lemma E.2, Lemma B.8 in [SJ19] states that
K∑
k=1
∑
x,a
ωk,i(x, a)f1,i(Nk,i(x, a)) . SANsampleH +
∑
x,a
1(NK,i(x, a) ≥ H)
∫ NK,i(x,a)
H
f1,i(u)du
where we use the shorthand Nsample = Nsample(δi, C).
Integrating the clipped function
∫∞
1 clip
[√
c/x|ǫ
]
= c/ǫ, we have that the above is
. SANsampleH +
α1,i
ˇgap(x, a)
Finally, unpacking the definition of ˇgap(x, a), we have that the above is at most
. H
∑
x,a∈Zsub
α1,i
gap(x, a)
+H2|Zopt| α1,i
gapmin
+ SANsampleH.
Similarly, for f2,i, integrating the clipped function
∫ Nk,i(x,a)
1 clip [c/x|ǫ] . c log(min{T, c/ǫ}) yields
K∑
k=1
∑
x,a
ωk,i(x, a)f1,2(Nk,i(x, a)) . SANsampleH + SAα2,i log(min{T, α2,i/ ˇgapmin,low})
. SANsampleH + SAα2,i log(min{T, SAHα2,i/gapmin}).
Using the same argument, we can bound
K∑
k=1
∑
x,a
ωk,i(x, a)g1,i(Nk,i(x, a)) . SANsampleH
2 + SAα1,i log(min{T, SAHα1,i/gapmin}).
Finally, for g2,i, we can see that by casing on α2,i/u ≥ 1 and bounding g2,i ≤ H2, we have
g2,i(u) ≤ H21(u ≤ α2,i) + g1,i(u)1(u > α2,i),
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Hence, ∫ Nk,i
H
gq,i(u)du ≤ H2α2,i + α2,i log(min{T, SAHα2,i/gapmin}),
and thus
K∑
k=1
∑
x,a
ωk,i(x, a)g2,i(Nk,i(x, a))
. SANsampleH
2 +H2SAα2,i + SAα2,i log(min{T, SAHα2,i/gapmin})
. SANsampleH
2 + SA(H2α2,i + α2,i log(min{T, SAHα2,igapmin }).
Combining all terms, we have
K∑
k=1
∑
x,a
ωk,i(x, a)(f1,i + f2,i + g1,i + g2,i)
. H
∑
x,a∈Zsub
α1,i
gap(x, a)
+H2|Zopt| α1,i
gapmin
+ SA(H2Nsample + α1,i log(min{T, SAHα1,igapmin }) +H
2α2,i + α2,i log(min{T, SAHα2,igapmin }),
which concludes the proof.
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