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subject to x ∈ F (2.2)
目的関数 f(x)は実数値もしくは整数値を取る関数であり，以下の写像で示される。
f : F → R (or Z) (2.3)
この f(x)が最小となる実行可能解を求めることが最適解の目的である。
ここで，F は実行可能領域である。F は制約条件を満たす解の集合であり，x ∈ F は実
行可能解，x /∈ F は実行不可能解と呼ばれる。最適化問題の中でも，解が実数値ベクトル
である場合，連続型最適化問題と呼ばれ，一方，解が組合せ的な構造（バイナリ・順序）で
ある場合，組合せ最適化問題（離散型最適化問題）と呼ばれる。





∀y ∈ F , f(x⋆) < f(y) (2.4)
なお，f(x⋆)を大域的最適値と呼ぶ。
定義 2.2（局所的最適解） 解が以下の条件を満たすとき局所的最適解x∗と呼ぶ。
∀y ∈ N(x∗), f(x∗) < f(y) (2.5)
ここでN(x)とは次に定義される解xに対する近傍を表す。
定義 2.3（近傍） 実行可能領域F 内の解に対する近傍は，以下の写像として定義される。
N : F → 2F (2.6)















































































































定義 3.1（距離） 任意のx, y, z ∈ Xに対して距離の公理を満たす写像で定義される。
d : X ×X → R (3.1)
なお，距離の公理とは以下の関係性で示される。
• 非負性（正定値性）：d(x,y) ≥ 0
• 非退化性：d(x,y) = 0 ⇔ x = y
• 対称性：d(x,y) = d(y,x)
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Algorithm 3.1 Best-improvement Local Search（BLS）
1: procedure BLS
Step 1: 準備
2: 探索開始点x0を入力する。t = 0とする。
Step 2: 近傍生成と更新
3: while f(x) > min{f(y) | y ∈ N(x)} do
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Algorithm 3.2 Tabu Search（TS）
1: procedure TS(LT , Tmax)
Step 1: 初期化
2: 反復回数 t = 0，タブーリストT = ∅とする
Step 2: 終了判定





6: xt+1 := arg min{f(y) | y ∈ N(xt)}
7: タブーリストT を更新する
8: if | T |> LT then
9: 最も古いタブーの削除












































x,y, z ∈ F（同一引き込み領域の解の集合）にBLSを適用したとき，同一の局所的最適
解に到達する引き込み領域は以下の同値律を有する［24］：
• 反射律：任意の集合すべての元xに対して，x ∼ x
• 対象律：任意の集合の元x,yに対して，x ∼ y ⇒ y ∼ x











局所的最適解x∗を代表元とする引き込み領域（同値類）は，B → 2F なる写像を用い
て以下の式で表される。
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図 4.2: 距離関係と近傍制限
この時，起点の解x(t−1,∗)を用いる近傍制限は次の式で表す：











N2 = {y ∈ N (x(t,k)) | d(x(t,k),xα) + d(x(t,k),xβ) < d(y,xα) + d(y,xβ)} (4.3)
上述の 2つの近傍制限を同時に用いて，積集合N = N1 ∩N2をトータルの近傍制限に
し，最良移動戦略を使用し，選択可能な近傍解集合N の中の最も良い解へ更新する。その
繰り返しによって，探索済み領域から離脱する。もしN1 ∩N2 = ∅の場合は，N1,N2の
順に優先して近傍を生成する。
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i ,βi) < d(y,αi)+d(y,βi)} (4.4)
（2） 非近接集合 Ȟi
POPを用いて，良い解の近い範囲に，より良い解を探索する。そのため非近接集
合 Ȟiの中に最も良い解 x⋆i = argmin{f(x) | x ∈ Ȟ}を取り出し，それに近づく
ように探索点を移動させる。そのイメージは図 4.6に示される。
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図 4.6: 多点の移動戦略にある探索点間の相互作用
この場合，良い解x⋆i を用いる近傍制限は次の式で表す：













i ) < d(y,x
(t,0)
i )} (4.6)
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Di ≤ d(x(t,0)i ,x
(t,ki)
i ) ∧ f(x
(t,ki)



















2: 各探索点の初期解 x(0,0)i , i = 1, 2, · · · ,mの生成
3: H = ∅, t = 0
Step 2: 下位構造における探索
各個体に BLSを適用し，局所的最適解 x(t,∗)i を獲得
4: ki = 0, i = 1, 2, · · · ,m
5: while f(x
(t,k)





i := arg min{f(y) | y ∈ N(x
(t,k)






8: if | H |≥ s then
9: H から最も古い解を削除
10: H := H ∪ x(t,∗)i
Step 3: 終了判定










15: Hi = H \ {x(t,0)i }
16: Hiの元のうち，x
(t,0)
i との距離が小さい順に r個を選出し，近接集合 Ĥiとする
17: 非近接集合 Ȟi = Hi \ Ĥi
18: 直径対集合 {αi,βi} ∈ Ĥiを獲得
19: x⋆i = argmin{f(x) | x ∈ Ȟ}
20: 最小移動距離Di = w · d(x(t,0)i ,x⋆i )
Step 4-2: 近傍制限と更新
21: N(1,i) = {y ∈ N(x
(t,ki)




i ) < d(y,x
(t,0)
i )}
22: N(2,i) = {y ∈ N(x
(t,ki)
i ) | d(x
(t,ki)
i ,αi) + d(x
(t,ki)
i ,βi) < d(y,αi) + d(y,βi)}
23: N(3,i) = {y ∈ N(x
(t,ki)









i = argmin{f(x) | x ∈ N(1,i) ∩N(2,i) ∩N(3,i)}
Step 4-3: 脱出判定
25: if Di ≤ d(x(t,0)i ,x
(t,ki)
i ) ∧ f(x
(t,ki)
















































































































































































































































































































































































している主な点は，各集団Hi(i = 1, 2, · · · ,m)及び方向ペアのブラックリストBの導入
と，探索点の間の相互作用を定めるStep 4-1～Step 4-3の使用情報選択の部分である。
2つの手法の違い，及び提案手法のイメージは，図 5.9に示される。
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図 5.9: 先行研究の従来手法との比較
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Algorithm 5.1 提案手法（PM：Prooposed Method）
1: procedure PM(s,Tmax,m,w)
Step 1: 初期化
2: 各探索点の初期解 x(0,0)i , i = 1, 2, · · · ,mの生成
3: 各集団Hi = ∅,方向ペアのブラックリストB = ∅，H = H1 ∪H2 ∪ · · · ∪Hm，t = 0
Step 2: 下位構造における探索










i /∈ H then
8: Hi := Hi ∪ x(t,∗)i
Step 3: 終了判定











13: 各 e ∈ Hj に対し，g = argmin{d(e, g) | g ∈ Ȟj = H \Hj}，各 {e, g}を獲得
14: if ある {e, g}に対して g ∈ Hi且つ {e, g}T /∈ B then
15: {e, g}を方向ペア
16: if Hj における方向ペア存在なし then
17: {e, g} = argmin{d(e, g) | e ∈ Hj , g ∈ Ȟj}をHj における唯一の方向ペア
Step 4-2: 方向ペアの選択





i := eb，B := B ∪ {eb, gb}T
Step 4-3: 他の使用情報の選択
20: 最小移動距離Di = w · d(x(t,0)i ,x⋆i )
21: 直径対集合 {αi,βi} ∈ Hiを獲得
Step 4-4: 近傍制限と更新
22: N(1,i) = {y ∈ N(x
(t,ki)




i ) < d(y,x
(t,0)
i )}
23: N(2,i) = {y ∈ N(x
(t,ki)
i ) | d(x
(t,ki)
i ,αi) + d(x
(t,ki)
i ,βi) < d(y,αi) + d(y,βi)}
24: N(3,i) = {y ∈ N(x
(t,ki)









i = argmin{f(x) | x ∈ N(1,i) ∩N(2,i) ∩N(3,i)}
Step 4-5: 脱出判定
26: if Di ≤ d(x(t,0)i ,x
(t,ki)
i ) ∧ f(x
(t,ki)
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(0-1KP: 0-1 Knapsack Problem)
ナップサック問題とは，各荷物 iに対する，重量 ai，価値 ci，および重量制限 bが与えら





0-1KP問題の解は，xi をナップサックに入れる荷物 i ∈ V の個数としたときに x =














dKP(x,y) =| {i | xi ̸= yi(i = 1, · · · , n)} |
0-1KP問題の近傍について，本研究ではHamming距離が 1の近傍を用いる。近傍の表
現は 1bitの 0-1変換である。解と近傍は次式の関係を満たす。
dKP(x,y) = 1, y ∈ N (x)
巡回セールスマン問題
（TSP: Traveling Salesman Problem）
巡回セールスマン問題（TSP）［25］とは，n個の都市の集合V = {1, · · · , n}，及び都市 i
と都市 jの間の距離 d(i, j), i, j ∈ V が与えられた時，すべての都市をちょうど一度ずつ訪
問した後，元に戻る巡回路のうち，距離が最小になるものを求める問題である。
TSP問題の解は，e(i,j)を都市 iと都市 jを頂点とした時の都市 i, j間の辺とすれば，n個










dTSP(x,y) =| G(x) \G(y) |
TSP問題の近傍について，本研究では 2-opt近傍を用いる。近傍の表現は，Hamiltonグ
ラフのうち，隣接しない 2つの辺の交差変換である。解と近傍は次式の関係を満たす。
dTSP(x,y) = 2, y ∈ N (x)
フローショップスケジューリング問題
（FSP: Flowshop Scheduling Problem）
フローショップスケジューリング問題（FSP）［26］とは，S台の機械U = {1, 2, . . . , S}




FSP問題の解は，xj を仕事 j ∈ V が処理される順位とした時（ここで，xj ∈ W =












FSPは以下のように定式化される。ただし tjI(0) = t0I(k) = 0である。
min TSI(n)
TjI(k) = max(TjI(k−1), Tj−1I(k)) + tjI(k)
I(k) = i; xi = k
i = 1, 2, · · · , n ∈ U j = 1, 2, · · · , S ∈ V k = 1, 2, · · · , n ∈ W
FSP問題の距離について，本研究では Spearman’s Footrule［29，30］を用いる。その距
離関数は次式で定義する。ここで，x(i)は順位xの対象 iの位置番号である。
dFSP(x,y) = dSF(x,y) =
n∑
i=1
| x(i)− y(i) |
FSP問題の近傍について，本研究では距離が 4以内の交換近傍を用いる。解と近傍は次
式の関係を満たす。
dFSP(x,y) ≤ 4, y ∈ N (x)
二次割当問題
（QAP: Quadratic Assignment Problem）
二次割当問題（QAP）［27］とは，配置すべき n個の施設と n箇所の地区，施設 iから施
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