Abstract. For a two parameter family of Askey-Wilson polynomials, that can be regarded as basic analogues of the Legendre polynomials, an addition formula is derived. The addition formula is a two-parameter extension of Koornwinder's addition formula for the little qLegendre polynomials. A corresponding product formula is derived. As the base tends to one, the addition and product formula go over into the addition and product formula for the Legendre polynomial. The addition formula is derived from the interpretation of AskeyWilson polynomials as generalised matrix elements on the quantum SU(2) group.
Introduction
Let us start with describing the classical addition formula for the Legendre polynomials. The Jacobi polynomials R (l + n)! (l − n)!(n!) 2 
where T n (cos θ) = cos nθ = R 
which for n = 0 is the product formula for the Legendre polynomial. For basic analogues of the Legendre polynomials there are several analogues of the addition formula (1.1). The addition formula for the continuous q-Legendre polynomials is proved by Rahman and Verma [23] as a special case of their addition formula for the continuous q-ultraspherical polynomials, which have been introduced by Rogers in 1895. A quantum SU (2) group theoretic proof of the addition formula for the continuous qLegendre polynomials has been given by the author [9] . Also, the quantum SU (2) group has naturally led to an addition formula for the little q-Legendre polynomials, cf. Koornwinder [15] , since the matrix elements of the irreducible unitary representations of the quantum SU (2) group are explicitly known in terms of little q-Jacobi polynomials [24] , [17] , [13] . See Rahman [22] for an analytic proof of this addition formula. There is also an addition formula for the big q-Legendre polynomials [10] , and the addition formula derived in this paper contains these last two addition formulas as limiting cases. Apart from the quantum group theoretic approach it is also possible to use quantum algebras and its representation theory in proving addition formulas for q-special functions, see e.g. Kalnins and Miller [8] and references therein.
As a result of Koornwinder's work [16] on zonal spherical elements on the quantum SU (2) group and Askey-Wilson polynomials, there have been papers by Noumi and Mimachi [19] , [20] and the author [9] , [11] , in which the full four parameter family of AskeyWilson polynomials is interpreted as generalised matrix elements on the quantum SU (2) group. This has led to an abstract addition formula for Askey-Wilson polynomials, i.e. involving non-commuting variables, [19] , [20] , [9] , [11] , from which a (degenerate) addition formula for Askey-Wilson polynomials can be obtained.
In this paper we derive an addition formula for a two-parameter family of Askey-Wilson polynomials much along the lines of the quantum group theoretic proof of the addition formula for the little q-Legendre polynomials. The proof is based on the fact that we have a basis of eigenvectors for a certain self-adjoint operator in an irreducible * -representation of the C * -algebra for the quantum SU (2) group [10] and that the non-polynomial minimal part of the associated spherical generalised elements can be factorised in elements which act nicely in this basis of eigenvectors. This last part is suggested by the paper by Noumi and Mimachi [21] , and we make an explicit identification with their work in remark 3.5. All this is explained in §3. The proof of the addition formula is then relatively easy and is given in §4. In §5 the corresponding product formula is derived and the limit transition q ↑ 1 to (1.1) and (1.2) is considered in §6. In §2 we recall the necessary results on the relation between certain basic hypergeometric orthogonal polynomials and the quantum SU (2) group.
To end this introduction we remark that this paper is concerned with transforming an identity for q-special functions involving non-commuting variables into an identity for q-special functions in commuting variables.
Orthogonal polynomials and the quantum SU (2) group
In this section we present some of the relations between basic hypergeometric orthogonal polynomials and the quantum SU (2) group that are necessary to obtain an addition formula for a two-parameter family of Askey-Wilson polynomials. More information can be found in the survey papers by Koornwinder [14] , Noumi [18] and the author [11] .
A q (SU (2)) is the complex unital associative algebra generated by α, β, γ, δ subject to the relations (2.1) αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ,
for some constant q ∈ C. With a * -operator given by
the algebra A q (SU (2)) becomes a * -algebra for non-zero real q, and from now on we fix 0 < q < 1. The * -algebra can be completed into a C * -algebra, and then this quantum group has been introduced by Woronowicz [26] as an example of his general theory of compact matrix quantum groups [27] .
All * -representations of the C * -algebra have been classified, cf. Vaksman and Soibelman [24] , and we only use the infinite dimensional * -representation π of A q (SU (2)) in the Hilbert space ℓ 2 (Z + ) with orthonormal basis {e n | n ∈ Z + } given by (2.3) π(α)e n = 1 − q 2n e n−1 , π(β)e n = −q n+1 e n , π(γ)e n = q n e n , π(δ)e n = 1 − q 2n+2 e n+1 , where we use the convention e −p = 0 for p ∈ N. Note that −qπ(γ) = π(β). For all ξ ∈ A q (SU (2)), π(ξ) is a bounded operator on ℓ 2 (Z + ). The algebra A q (SU (2)) is an example of a Hopf * -algebra. The comultiplication ∆, which is a * -homomorphism of A q (SU (2)) → A q (SU (2)) ⊗ A q (SU (2)), is given on the generators by
The representations of the quantum SU (2) group correspond to the corepresentations of the Hopf * -algebra A q (SU (2)). The irreducible unitary representations of the quantum SU (2) group are completely classified and, as for the Lie group SU (2), they are indexed by the spin l, l ∈ 1 2 Z + , for each dimension 2l + 1, cf. Woronowicz [26] , [27], Koornwinder [13] , Masuda et al. [17] , Vaksman and Soibelman [24] . The matrix elements t l n,m ∈ A q (SU (2)), n, m = −l, −l+1, . . . , l, of the irreducible unitary corepresentation t l of spin l are explicitly known in terms of the little q-Jacobi polynomials [13] , [17] , [24] . The cohomorphism property for the matrix elements is
and for n = m = 0 Koornwinder [15] has transformed this identity into an addition formula for the little q-Legendre polynomials.
It is possible to extend the notion of matrix elements to get generalised matrix elements, which satisfy relative left and right infinitesimal invariance. In the spherical case this has been introduced by Koornwinder [14] , [16] and for the associated spherical elements it has been worked out by the author [9] and for generalised matrix elements Noumi and Mimachi [19] , [20] have stated the corresponding theorems, see the survey [11] for a complete proof. To describe the infinitesimal invariance the duality of the Hopf * -algebra with the quantised universal enveloping algebra U q (su(2)) as introduced by Jimbo [7] is needed, but we only need some of the results, see [11] for proofs. There exist elements b
Here D.: A q (SU (2)) → A q (SU (2)) is the bijective algebra homomorphism given by D.α = q i,j up to a constant, and σ = τ = µ = ∞ in (2.6) reduces to (2.5). The case of most interest to us is l ∈ Z + , i = j = 0 and µ = ∞ in (2.6); i.e.
The generalised matrix elements are explicitly known in terms of Askey-Wilson polynomials, where the argument is a simple element of the Hopf * -algebra A q (SU (2) [19] , [20] , [9] , [11] . Define in A q (SU (2)) (2.8)
The normalisation has been chosen differently from [11] . It is chosen such that, with (2.12), the common constant in (2.7) is dropped. Here we use the notation
for q-analogues of the Jacobi polynomial, where
ab, ac, ad ; q, q denotes an Askey-Wilson polynomial [3] . The notation for basic hypergeometric series follows the excellent book [6] by Gasper and Rahman;
where the q-shifted factorials are defined by
The empty product equals 1 by definition. Since 0 < q < 1, (a; q) ∞ is well-defined. The other generalised matrix elements are also explicitly known in terms of the AskeyWilson polynomials, cf. [19] , [20] , [9] , [11], and we need the following special cases; (2.12)
with the constant given by
To explain the notation in (2.12) we have the following limit cases of ρ τ,σ ;
(2.13)
The elements α τ,∞ , α ∞,σ , etcetera, are the straightforward limit cases of the elements defined by (2.14)
These elements are up to a constant factor the generalised matrix elements b
[11, prop. 6.5]. The * -operator on these simple generalised matrix elements is given by (2.15)
Finally, the polynomials involved in (2.12) are the big q-Jacobi polynomials introduced by Andrews and Askey [1] ;
The special case (2.12) is obtained from the general expression for the generalised matrix elements b l i,j (τ, σ) in terms of Askey-Wilson polynomials by use of the limit transition of the Askey-Wilson polynomials to the big q-Jacobi polynomials as described by Koornwinder [16, (6. 2)]. Equation (2.12) has been obtained by Noumi and Mimachi [21, thm. 3.5] in the context of a slightly different algebra and we make a precise identification with the algebra considered in [21] in remark 3.5.
Basis of the representation space
The standard orthonormal basis {e n | n ∈ Z + } of the representation space ℓ 2 (Z + ) of the irreducible * -representation of A q (SU (2)) is not well suited to calculate the action of the operators π b l n,0 (∞, σ) . In this section we show that these operators act nicely in a suitable basis of ℓ 2 (Z + ), which has already been introduced in [10] . , where λ = −q 2n , n ∈ Z + , and λ = q 2σ+2n , n ∈ Z + , for the eigenvalue λ of the self-adjoint operator π(ρ ∞,σ ). Moreover, 
.11] for the definition of a q-integral. It is remarkable that the spectrum of the self-adjoint operator π(ρ ∞,σ ) equals the support of the orthogonality measure d q 2 x for the big q-Legendre polynomials on [−1, q 2σ ]. This can be used to give a different proof for this expression of the Haar functional as a q-integral on [−1, q 2σ ]. By determining the spectrum of π(ρ τ,σ ) a similar proof can be given for the Haar functional on the commutative * -algebra generated by ρ τ,σ as an Askey-Wilson integral, see [12] for details. This result is due to Koornwinder [16] , who used the corepresentations of A q (SU (2)) to prove this result.
We use the convention that v λ (q σ ) = 0 for λ = −q 2n , λ = q 2σ+2n . The eigenvector can be written as v λ (q σ ) = ∞ n=0 p n (λ)e n , where p n (λ) is expressed in terms of the AlSalam-Carlitz polynomial U (a) n . These polynomials can be considered as the Hermite case of the big q-Jacobi polynomials. This proposition is proved as follows. The equation 
2 (Z + ) is well suited for the calculation of the action of the associated spherical elements (2.12) in this representation. In order to show this we go back to the Hopf * -algebra to find suitable expressions for ρ τ,σ .
Proposition 3.3. For σ, τ ∈ R ∪ {∞} we have in A q (SU (2))
Proof. This can be proved straightforwardly from (2.14), (2.8) and the commutation relations (2.1). A more conceptual proof uses [11, prop. 6.5, thm. 5.1], which imply that each product on the right hand side is a polynomial in ρ τ,σ . The Clebsch-Gordan series, cf. e.g.
[11, §4.7], imply that this polynomial is of degree 1. A simple calculation determines the coefficients in this polynomial.
Corollary 3.4. The following relations hold in A q (SU (2));
In particular,
Proof. The special case follows from (2.13). The proof of the first statements are all similar. To prove the first, multiply the last equation of proposition 3.3 by α τ,σ and use the third equation in the left hand side. Cancelling terms proves the first statement of the corollary.
Remark 3.5. The elements α ∞,σ , β ∞,σ , γ ∞,σ and δ ∞,σ are closely related to the algebra corresponding to a quantum 3-sphere described by Noumi and Mimachi [21] . To see this we calculate the commutation relations among these elements, which can be done straightforwardly or by using [11, props. 6.4, 6.5] as in the proof of proposition 3.3. We get, cf. (2.1),
There are no easy analogues of the commutation relations for β and γ and for α and δ, but for τ = ∞ we get from proposition 3.3 and the limit transition (2.13)
We consider q σ as a self-adjoint element of A q (SU (2)), which commutes with α, β, γ and δ. Now we formally adjoin the unitary operator S to this algebra as in [21, §5], i.e. S commutes with α, β, γ and δ, and Sq σ =σ S, or S is a shift in σ. Now definẽ Proposition 3.6. For λ = −q 2n , λ = q 2σ+2n , n ∈ Z + , we have
Proof. First observe that the result for π(γ ∞,σ ), respectively π(δ ∞,σ ), implies the result for π(β ∞,σ ), respectively π(γ ∞,σ ), by propositions 3.3 and 3.1. Consider π(γ ∞,σ ), then we see that π(γ ∞,σ )v λ (q σ ) = Cv λ (q σ−1 ) for some constant C by corollary 3.4 and proposition 3.1. To calculate C we use v λ (q σ ), e 0 = 1 and so
by (2.15), (2.14) and (2.3). Similarly, π(δ ∞,σ )v λ (q σ ) = Cv λq 2 (q σ+1 ) for some constant C with
, which proves the proposition.
Remark 3.7. If we use v λ (q σ ) = ∞ n=0 p n (λ)e n and we work out what proposition 3.6 means for the Al-Salam-Carlitz polynomials, which can be expressed as a 2 ϕ 1 -series, then we see that the expressions in proposition 3.6 are equivalent to one of Heine's contiguous relations for the 2 ϕ 1 -series, cf. [6, Ex. 1.9(ii)].
Since −qπ(γ) = π(β) implies π(ρ τ,σ ) = π(ρ σ,τ ), π(α τ,σ ) = π(α σ,τ ), π(β τ,σ ) = π(γ σ,τ ), π(γ τ,σ ) = π(β σ,τ ) and π(δ τ,σ ) = π(δ σ,τ ), we obtain the following proposition as a corollary of propositions 3.1 and 3.6. Proposition 3.8. ℓ 2 (Z + ) has an orthogonal basis of eigenvectors v λ (q τ ), where λ = −q 2n , n ∈ Z + , λ = q 2τ +2n , n ∈ Z + , for the eigenvalue λ of the self-adjoint operator π(ρ τ,∞ ).
It follows from propositions 3.6, 3.8 and (2.12) that for n ≥ 0
where we used D.ρ τ,∞ = ρ τ,∞ , D.α τ,∞ = q .2) it follows that the representation operators corresponding to the right hand side of (2.7) preserve the orthogonal decomposition
It is also possible to determine the spectrum of the self-adjoint operator π(ρ τ,σ ) and to use generalised eigenvectors of π(ρ τ,σ ) in the representation space ℓ 2 (Z + ). It is then possible to prove an analogue of proposition 3.6 and to calculate the action of the associated spherical elements as in (3.1) and (3.2), but it turns out that only for the choices of the parameters as in this section the orthogonal basis is preserved under the action of the associated spherical elements. This means that restriction µ = ∞ in (2.7) is necessary in order to use the method of this paper to convert (2.7) into an addition formula in commuting variables.
Addition formula
In this section we derive an explicit addition formula for a two-parameter set of AskeyWilson polynomials. We show that two known addition formulas can be obtained as limit cases.
From (3.1) and (3.2) we see how the right hand side of (2.7) acts in the basis v µ (q τ ) ⊗ v λ (q σ ) of the representation space ℓ 2 (Z + )⊗ℓ 2 (Z + ). So we now consider the left hand side of (2.7). Since ∆ is a * -algebra homomorphism, the left hand side of (2.7) is a polynomial in ∆(ρ τ,σ ). Now we study the self-adjoint operator (π ⊗π)∆(ρ τ,σ ) in
because we can apply (2.6) for l = 1 2 , µ = ∞ twice, since the elements in (2.14) are generalised matrix elements. We obtain, cf. propositions 3.3, 3.6 and 3.8
It follows from (4.2) that (π ⊗ π)∆(ρ τ,σ ) preserves the orthogonal decomposition of the representation space 
So we define w m to be the normalised vector v −q 2m (q τ ) ⊗ v −q 2m+2p (q σ ), i.e. by propositions 3.1 and 3.8,
Then we find the following expression for (π ⊗ π)∆(ρ τ,σ );
The three-term recurrence for orthonormal polynomials corresponding to (4.4) can be solved in terms of Askey-Wilson polynomials, or in terms of the q-Laguerre case of the q-Jacobi polynomials defined in (2.10). So we define
i.e. by letting β → ∞ in (2.10). From the three-term recurrence relation for the AskeyWilson polynomials, cf. Askey and Wilson [3, §1] , we obtain
n (x; s, t | q). The orthogonality measure for the q-Laguerre polynomials follows from [3, thm. 2.4], and as in [16, (2.7)] we denote the normalised orthogonality measure by dm (α) (·; s, t | q).
If we denote the corresponding orthonormal polynomials byl
n (x; s, t | q), we see that the three-term recurrence (4.4) is solved by the q-Laguerre polynomialsl
. The spectral theory of Jacobi matrices shows that the spectral decomposition E of the self-adjoint operator (π ⊗ π)∆(ρ τ,σ ) on the Hilbert space W τ,p 1,1 with orthonormal basis w m , m ∈ Z + , is given by
for B a Borel subset of R, cf. Berezanskiȋ [4, Ch. VII, §1], Dombrowski [5] . The mapping Λ:
extends to a unitary mapping, since the corresponding moment problem is determined. Λ intertwines
Next we apply Λ • p
3) on the one hand. On the other hand we apply π ⊗ π of the right hand side of (2.7) for µ = ∞ to the vector w m for which we use (3.1) and (3.2) before we apply Λ. This results in the addition formula for the two-parameter q-Legendre polynomial p
), but since it only involves polynomials it holds everywhere. The following theorem is then obtained after replacing q 2 by q and τ , σ by 2τ , 2σ.
Theorem 4.1. The following addition formula holds for l, m, p ∈ Z + , σ, τ ∈ R, x ∈ C;
and the notation for the q-Legendre polynomials p
m (·; q τ , q σ | q) and the big q-ultraspherical polynomials P (n,n) l−n (·; q 2τ , 1; q) defined by (2.10), (4.5) and (2.16). 
to see that before changing q 2 to q and τ , σ to 2τ , 2σ we have
A straightforward calculation yields the result.
Remark 4.2. In deriving theorem 4.1 we have chosen a certain generalised eigenvector of (π ⊗ π)∆(ρ τ,σ ) from the space W τ,p
. It is also possible to chose a generalised eigenvector from similarly defined spaces W ν,p i,j , i, j = 1, 2, ν = σ, τ , so that we obtain in total eight of such eigenvectors. This results in eight of these addition formulas, which are obviously four by four equivalent by interchanging τ and σ and noting that the q-Legendre polynomial involved is also invariant under such a change. The remaining four types of addition formulas differ, since the big q-ultraspherical polynomials are evaluated at other points of the spectrum. However, from
which is a direct consequence of the orthogonality relations, cf. [1] , and the trivial relation P (α,β) n (Ax; Ac, Ad; q) = P (α,β) n (x; c, d; q), for A > 0, we see that
If we use this in theorem 4.1 and we next change x into −x using p
for the q-Legendre polynomial, α = β = 0, and for the q-Laguerre polynomial, β → ∞, and we change q τ to −q −τ , then we obtain the same addition formula as if we had started off with the space W τ,p 2,1 , i.e. with vectors of the type v q 2τ +2m (q τ ) ⊗ v −q 2m+2p (q σ ), m ∈ Z + . A similar approach can be used for the other big q-ultraspherical polynomial, and a combination of both shows that theorem 4.1 contains all the other possibilities by symmetry considerations.
We also obtain the same addition formula if we would have started with one of the other irreducible * -representations of the Hopf * -algebra A q (SU (2)). m (x; q τ , q σ | q) tend to the big q-Legendre and big q-Laguerre polynomials. Moreover, the big q-ultraspherical polynomial P (n,n) l−n (x; q 2τ , 1; q) tends to a little q-Jacobi polynomial, and we obtain an addition formula for a big q-Legendre polynomial. If we next let the order p of the big q-Laguerre polynomial tend to infinity, so that the big q-Laguerre polynomials tend to the Al-Salam-Carlitz U (a) n , we obtain the addition formula for the big q-Legendre polynomials derived in [10, thm. 4.3] . For this we have to observe that a big q-ultraspherical polynomial of argument zero can be rewritten as a dual q-Krawtchouk polynomial by [6, (III.5) , (III.6)].
Secondly, rescaling x = q 1−σ−τ y/2 and letting both σ, τ → ∞, and using the limit transition of the Askey-Wilson polynomials to the little q-Jacobi polynomial, cf. [16, (6.4)], and the limit transition of the big q-Jacobi polynomials to the little q-Jacobi polynomials, shows that the addition formula in theorem 4.1 contains Koornwinder's addition formula for the little q-Legendre polynomials [15, thm. 4.1] as a special case, see Rahman [22] for an analytic proof. 
Product formula
Using the orthogonality relations for the q-Laguerre polynomial a product formula can be easily obtained from the addition formula. For this we need the normalised orthogonality measure dm (α) (x; s, t | q) for the q-Laguerre polynomials; m+r (x; q τ , q σ | q) and integrate against the normalised orthogonality measure dm (p) (x; q τ , q σ | q 2 ) use the orthogonality relations (5.1) for the q-Laguerre polynomials to obtain the following product formula for the product of two big q-ultraspherical polynomials, which for n = 0 gives a q-analogue of the product formula for the Legendre polynomials (1.2).
Corollary 5.1. For l, n ∈ Z + , 0 ≤ n ≤ l we have the product formula P (n,n) l−n (−q m ; q 2τ , 1; q)P m+n (x; q τ , q σ | q) dm (p) (x; q τ , q σ | q), with C = D n,l (τ, σ)(q, q 1+p , −q 1−2τ , −q 1+p−2σ ; q) m+n .
The same product formula is obtained if we multiply theorem by l (p) m−r (x; q τ , q τ | q) before using the orthogonality relations. A product formula for big q-ultraspherical polynomials at other points of the spectrum follows from (4.7).
6. The limit case q ↑ 1
We consider the limit transition q ↑ 1 of the addition and product formulas from theorem 4.1 and corollary 5.1 to the addition and product formulas for the Legendre polynomials as presented in §1. This can be done using the theorems of Van Assche and Koornwinder [25, thm. 1, 2] , cf. [10, §5] for another example of the use of these theorems.
We divide both sides of the addition formula in theorem 4.1 by l (p)
m (x; q τ , q σ ; | q)(q; q) l and we substitute q = c 1/m , 0 < c < 1, so that q ↑ 1 corresponds to m → ∞, and p = mr with r = ln p/ ln c ∈ Z + . Also, put t = c r . Under these identifications we see that the various q-Jacobi polynomials tend to the Jacobi polynomials as m → ∞, e.g. Also D n,l (τ, σ) (q; q) l → 4 l−n (l − n + 1) n (n + 1) l n! l! , (q m , q m+p , −q m+p−2σ , −q m−2τ ; q −1 ) n → (1 − c 2 )(1 − c 2 t 2 ) n .
The non-trivial limit transition of the quotient of two q-Laguerre polynomials is handled using theorem 1 of Van Assche and Koornwinder [25] and we obtain for k ∈ Z where ρ(x) = x + √ x 2 − 1 (|ρ(x)| > 1 for x ∈ C\[−1, 1]). Using these limit transitions in theorem 4.1 and 2T n (x) = ρ k (x) + ρ −k (x) shows that for q ↑ 1 we obtain the addition formula (1.1) for the Legendre polynomials.
The limit transition of the product formula of corollary 5.1 to the product formula (1.2) is treated similarly, but now we have to use theorem 2 of Van Assche and Koornwinder [25] on the weak asymptotics of the q-Laguerre polynomials. A straightforward calculation shows that this theorem implies for continuous f and n ∈ Z + 
