Let f be an entire transcendental function of finite order and ∆ be a forward invariant bounded Siegel disk for f with rotation number in Herman's class H. We show that if f has two singular values with bounded orbit, then the boundary of ∆ contains a critical point. We also give a criterion under which the critical point in question is recurrent. We actually prove a more general theorem with less restrictive hypotheses, from which these results follow.
Introduction
We consider the dynamical system generated by the iterates of an entire transcendental function f : C → C, that is a function which is holomorphic on the complex plane C and has an essential singularity at infinity (in general, we will omit the word 'transcendental'). In this setup, there is a dynamically natural partition of the phase space into two completely invariant subsets: the Fatou set F(f ), formed by those z ∈ C for which the family of iterates {f n } n∈N is normal in the sense of Montel in some neighborhood of z; and the Julia set J (f ), its complement. Orbits in the Julia set exhibit chaotic behavior -in fact, J (f ) is the closure of the repelling periodic points of f .
The Fatou set is open, possibly with infinitely many components, called Fatou components. The periodic ones are completely classified into basins of attraction of attracting or parabolic cycles, Siegel disks (topological disks on which a certain iterate of f is conjugate to a rigid irrational rotation of angle θ, called the rotation number) or Baker domains (regions on which iterates converge uniformly to infinity). Non-periodic Fatou components are called preperiodic if they are eventually mapped to a periodic component, and wandering otherwise. Baker and wandering domains are types of Fatou components which appear only in the transcendental setting.
In holomorphic dynamics, the singular values of f play a crucial role. A singular value of f is a point around which not all branches of f −1 are well defined and univalent (see Section 2.1). With this definition, the set S(f ) := {s ∈ C; s is a singular value for f }.
is closed. Observe that f : C \ f −1 (S(f )) → C \ S(f ) is a covering of infinite degree. A singular value s ∈ C is called a critical value if s = f (c), where c is a point with vanishing derivative or critical point. It is called an asymptotic value if there exists a curve tending to infinity whose image under f is a bounded curve converging to s. Morally, asymptotic values concentrate infinitely many preimages at infinity. The set of singular values consists of critical values, asymptotic values and any of their accumulation points. Singular values may also have regular preimages, i.e. preimages at which f is locally univalent. A singular value s is called isolated if there is a neighborhood V of s such that V ∩ S(f ) = {s}.
Most types of Fatou components are associated with a singular orbit (the orbit of a singular value). For example, all basins of attraction of attracting or parabolic cycles must contain at least one singular orbit [Mi, Theorems 8.6 and 10.15] which therefore accumulates on the periodic cycle.
Siegel disks cannot contain critical points although they may contain asymptotic or critical values if these have regular preimages which are contained in the cycle of Siegel disks. On the other hand a theorem of Fatou [Mi, Corollary 14.4 ] asserts that the boundary of a Siegel disk must be in the accumulation set of the union of singular orbits. The relation of S(f ) with wandering or Baker domains is not as well understood but, if f is an entire function with finitely many singular values, neither wandering domains nor Baker domains exist ([EL, GK] ). Likewise, if f belongs to the Eremenko-Lyubich class B := {f : C → C entire transcendental; S(f ) is bounded}, then f has no Baker domains, nor any wandering domains for which the iterates converge uniformly to infinity [EL] . Wandering domains which oscillate are possible [Bi] , and wandering domains with bounded orbit have not yet been discarded, nor proven to exist.
From now on, let ∆ be a bounded invariant Siegel disk with rotation number θ. The arithmetics of θ play a relevant role. The set of Herman numbers H is defined as the set of θ ∈ R such that every orientation preserving analytic diffeomorphism of the circle is analytically linearizable, that is, analytically conjugate to the rigid rotation R θ . This set was proven to be nonempty by Herman [He1] who showed that it contains all diophantine numbers, and was later described arithmetically by Yoccoz [Yo] .
Although the topology of ∆ is trivial and the dynamics is well understood, neither assertion is true for the boundary of the Siegel disk. Certain properties depend on the rotation number θ, and in some instances, on the dynamics of f outside of ∆. For example, it is not known (even in rational or polynomial dynamics) whether ∂∆ is always a Jordan curve, although it is believed to be so. In transcendental dynamics, unbounded Siegel disks may have non-locally connected boundaries due to the presence of an asymptotic value in the boundary (using its preimage at infinity), as it occurs for example for some members of the exponential family λe z . In the case of bounded disks however, no example has been found yet for which the boundary is not a Jordan curve.
The existence of an asymptotic value (acting as such) or a critical point in the boundary of a Siegel disk is an obvious obstruction for the linearization domain to be extended further and hence a natural reason for the maximality of ∆. A theorem of Ghys [Gh, Theorem 3] states that if f has rotation number θ ∈ H on an invariant Jordan curve γ and f is univalent in a neighborhood of γ, then f is analytically conjugate to the rigid rotation R θ in an annular neighborhood of γ. The main corollary is that if θ ∈ H and ∂∆ is a Jordan curve then, independently of the nature of f outside the disk, ∂∆ contains a critical point. The proof of this theorem is at the base of many later results related to the problem of existence of critical points on the boundary of Siegel disks, which is the main problem addressed in this paper. Finally observe that that the arithmetic assumption on θ is non removable, as shown by the examples of Siegel disks with Jordan boundaries without singular values constructed by Ghys [Gh, Theorem 5] , Herman [He3] and Rempe [Re1, Theorem 6.1.4 ] for exponential maps.
The question remains of whether any Siegel disk ∆ with rotation number θ ∈ H contains a critical point (or an asymptotic value) on its boundary, without any assumption on the topology of ∂∆.
This question was first addressed by Herman [He2] who, based on Ghys' ideas, developed a general theorem about extensions of holomorphic maps which leave invariant a rotation annulus with rotation number in H. His result and some interesting corollaries are summarized in the following statement.
Theorem (Herman) .
(a) Let f be a holomorphic map on a domain U ⊂ C, and ∆ be a bounded invariant Siegel disk of f with rotation number θ ∈ H such that ∆ ⊂ U . Then there is a critical point in ∂∆ provided that moreover f | ∂∆ is injective.
and c ∈ C has a Siegel disk ∆ with rotation number θ ∈ H, then ∂∆ contains a critical point.
(c) If f (z) = λe z with λ ∈ C \ {0} has a Siegel disk ∆ with rotation number θ ∈ H, then ∆ is unbounded.
Hence part (b) gives an answer for unicritical polynomials. Very recently Chéritat and Roesch [CR, Theorem 1] went one step further and proved that Siegel disks of polynomials with two critical values and rotation number in H have a critical point on the boundary. They conjecture that this will be the case for all rational maps.
Theorem (Chéritat-Roesch) . Let P be a polynomial with two finite critical values, and ∆ be an invariant Siegel disk with rotation number in H. Then ∂∆ contains a critical point.
Part (c) of Herman's theorem deals with the exponential family, which has one asymptotic value and no critical points. Rempe [Re2] showed additionally that such unbounded Siegel disks must contain the asymptotic value on the boundary. He later considered a more general setting in [Re4] where he showed that if an entire transcendental map has a Siegel disk ∆ with rotation number in H, then the boundary of ∆ contains a singular value, provided that S(f ) ⊂ J(f ).
Inspired by Chéritat-Roesch Theorem, our goal is to address the problem for entire transcendental functions having a bounded invariant Siegel disk ∆. Intuitively, if the Siegel Disk is bounded and the rotation number is sufficiently well behaved, the Siegel disk interacts with the critical values as in the rational case, and not with the asymptotic values as in a typical transcendental case. Nevertheless, although in some cases we can indeed reduce locally to the polynomial setting, in general we must take into account the very different nature of f provided by its essential singularity at infinity. The infinite degree and the presence of asymptotic values give rise to more possibilities than those encountered in the polynomial setting Our main result (in its weakest form) is the following:
Main Theorem (Simplified form). Let f be an entire function of finite order with at most two singular values and with bounded singular orbits. Suppose f has a (bounded) invariant Siegel disk ∆ with rotation number in H. Then there is a critical point on ∂∆.
We do not prove this theorem directly. Instead, we state and prove a quite more general result from which the above will follow. The Main Theorem in its general form has somewhat more technical hypothesis which we explain in the next section. In particular the hypothesis of bounded singular orbits is much stronger than what is needed, but easier to state. A neither optimal alternative is to require that all periodic rays land (see Section 2.2).
Along the way we also prove a criterion to establish when the critical point in question is recurrent (see Proposition 1).
Statement of results
To state the general form of our results we first introduce some terminology. In what follows, f is an entire transcendental map and ∆ a bounded Siegel disk of f . Let ∆ denote the closure of ∆ and ∆ be the complement of the unique unbounded connected component of C \ ∆. Observe that ∆ is full by definition. If the boundary of ∆ is a Jordan curve, then ∆ = ∆.
Because ∆ is forward invariant, ∂∆ also is. The bounded components of C \ ∆ are called hidden components and are denoted by H i . Hidden components (see [He2] ) are Fatou components, because ∂H i ⊂ ∂∆ and f (∂∆) = ∂∆; so by the maximum principle the family of iterates on H i is bounded hence normal. For the same reason the images of hidden components are contained in ∆, so ∆ is forward invariant. As a consequence, it is easy to check that ∂∆ = ∂∆ ∞ where ∆ ∞ denotes the unbounded component of C \ ∆. This striking fact does not imply a priori that there are no hidden components, as shown in the lakes of Wada constructions (see [Yn] ). Examples of Siegel disks with hidden components have never been found; however, their existence has not been discarded either.
In general we allow f to have infinitely many singular values, although in many cases only a finite subset is allowed to interact with ∆. If only a finite set S ∆ of singular values is interacting with ∆, then the singular values in S(f ) \ S ∆ are called non-interacting. Escaping singular values, as well as singular values which belong to preperiodic Fatou components whose closure is disjoint from ∂∆, are noninteracting (if they are in wandering domains, they could). Also note that if S(f ) is finite then it is (trivially) true that there are only finitely many singular values interacting with ∆.
A property that plays a role in a certain part of the proof is the following.
Definition (Separation Property). We say that a holomorphic function f has the Separation Property if the closures of any two periodic components of F (f ) may intersect in at most one point.
The Separation Property is satisfied by all polynomials with a connected Julia set [GM] . Entire maps for which an analogous of external rays can be defined and such that all periodic rays land, also have this property [BF] (see Section 2.2 for details). In particular, functions of finite order in class B (or compositions thereof) possess dynamic rays in their escaping set [R3S] . It is expected that, unless a periodic ray contains a singular value, it does land, in which case it necessarily has to land at a repelling or parabolic periodic point by the Snail Lemma. This is the case, for example, in polynomial dynamics ( [Mi] , Theorem 18.10), and for the exponential family [Re3] . In the general case, however, the simplest (and strongest) criterion for all periodic rays to land is to assume that the union of all singular orbits or postsingular set is bounded.
Our main theorem in the most general form reads as follows.
Main Theorem (General form). Let f be an entire function with no wandering domains and satisfying the Separation Property. Suppose f has a bounded invariant Siegel disk ∆ with rotation number θ ∈ H, and such that only two singular values are interacting with ∆. Then there is a critical point on ∂∆.
Remark. The hypothesis of no wandering domains can be replaced by the stronger requirement for f to have finitely many singular values since, as we mentioned above, such functions are known not to have wandering domains [EL, GK] .
An immediate corollary is the following:
Corollary. Let f be an entire function with no wandering domains and satisfying the Separation Property. If f has no critical values then all Siegel disks with rotation number in H are unbounded.
In view of the results in [BF, Re1] mentioned above, we recover Herman's Theorem (c) which says that all Siegel disks of the exponential map with rotation number in H are unbounded.
The proof of the Main Theorem is subdivided into three cases, each of them requiring different hypothesis: In case A we assume that all singular values interacting with ∆ are outside ∆, in case B we assume that they are all contained in ∆, and in case C we assume that there is exactly one interacting singular value inside and one outside of ∆. This is the same proof structure that was used in the polynomial case in [CR] . Our contribution in this paper consists of the proof of case B without using Mañe's theorem (see below) and the proof of case C when there are asymptotic values interacting with the Siegel disk. To make the paper reasonably self-contained, we include the main ideas of the full proof. We remark that the Separation Property and the restriction to two singular values is only necessary for case C.
We now list the three independent statements here named as Propositions A, B and C.
Proposition A (All singular values outside). Let f be an entire map with a bounded Siegel disk ∆ of rotation number θ, and suppose
(b) If furthermore f satisfies the Separation Property and has no wandering domains, then ∆ has no hidden components.
The first statement is due to Herman as an easy consequence of his theorem stated above (part (a)). The second statement is actually an addendum since it does not contribute to the proof of the Main Theorem. It is in fact a transcendental counterpart of [Ro, Theorem 3 .1] and is new in the sense that until now there were no known functions satisfying the Separation Property (see Section 2.2). What is actually shown is that any hidden component must be a wandering domain with bounded orbit. Wandering domains with bounded orbit are not known to exist, but not discarded either. It is plausible that they could be excluded under the asumption of having only finitely many singular values interacting with ∆.
We remark that the nonexistence of hidden components does not imply that ∂∆ is a Jordan curve, as shown by the Siegel disk examples of Chéritat in [Ch] , whose boundary is a pseudocircle (thus separating the plane into two components but not being locally connected at any point). These examples however, do not come a priori from a globally defined map.
The case in which all singular values are contained in ∆ is treated in Proposition B.
Proposition B (All singular values inside). Let f be an entire map with a bounded invariant Siegel disk ∆. Suppose that there are only finitely many singular values interacting with ∆, all of which are contained in ∆, and that there are no wandering domains in ∆. Then there is a recurrent critical point on ∂∆.
In [CR] , the analougous case for polynomials is proved using Mañe's Theorem [Ma3] which ensures the existence of a recurrent critical point whose orbit accumulates on ∂∆. The transcendental version of this nontrivial result is not yet proven in full generality (see [RvS] for a certain class of entire maps). Instead, our proof of Proposition B relays on a variation of Fatou's Theorem (see Lemma 3.1), that which asserts that all points in the boundary of a Siegel disk must be accumulated by the union of the singular orbits. In the process, we extract the following corollary which we believe might be useful in itself.
Proposition 1 (Recurrent critical points). Let f be an entire function with a bounded invariant Siegel disk ∆. Suppose that there are only finitely many singular values interacting with ∆, all of which are contained in ∂∆. Then there is at least one recurrent critical point on ∂∆.
The final case in which there is exactly one interacting singular value in ∆ and one outside ∆ completes the proof of the Main Theorem for functions with only two singular values interacting with ∆.
Proposition C (One inside one outside). Let f be an entire transcendental map with no wandering domains which has a bounded invariant Siegel disk ∆ with rotation number θ ∈ H. Suppose that f has only two singular values v, v ′ interacting with ∆, and satisfies the Separation Property. If there is exactly one singular value v in ∆, then v ∈ ∂∆ and there is a critical preimage c of v on ∂∆.
The Main Theorem in its simplified version follows from the Main Theorem in the general form by using the following facts: if there are finitely many singular values there are no wandering domains [EL, GK] , and under the assumption of finite order and two singular values with bounded orbits, f satisfies the Separation Property (see the comments above the Main Theorem or Section 2.2). So from now on we will only take care to prove the Main Theorem in its general form and, in particular, Propositions A, B and C.
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Preliminaries and tools

Mapping properties of entire functions
Recall from the introduction that a singular value is a point for which there is no neighborhood on which all branches of the inverse function are well defined and univalent. In this sense, such a value represents a singularity for f −1 , although the latter is globally defined only as a multivalued function. A singular value which is not accumulated by other singular values is called an isolated singular value, and points in C \ S(f ) are called regular points. Singular values can also have noncritical preimages: if a is a preimage of s such that f is univalent in a neighborhood of a, we say that a is a regular preimage of s; otherwise, we say that it is a critical preimage.
For the following classification of singularities of f −1 see [BE] and [Iv] .
Proposition 2.1 (Classification of singularities). Let f be an entire function, z ∈ C, D(z, r) be the disk of radius r centered at z. For any r let U r be a component of f −1 (D(z, r) ), chosen such that U r ⊂ U r ′ if r < r ′ . Then only two cases are possible:
In case (a), f (p) = z, and either f ′ (p) = 0 and p is a regular preimage of z, or f ′ (p) = 0 and z is a critical value. In case (b), the chosen branch U r defines a transcendental singularity over z, z is an asymptotic value for f , and we say that z has a preimage at infinity along that given branch.
Singular values can be both critical values or asymptotic values (depending on the selected branch of the inverse). A singular value can be an accumulation point of asymptotic or critical values without being asymptotic or critical itself: in this case, it is a singular value in the sense that not all branches of the inverse are well defined and univalent in any neighborhood, but all its preimages could be regular in the sense of Proposition 2.1. An example of such a point is the value 1 for the function f (z) =
for appropriate values of c.
The next lemma is a basic fact in algebraic topology, see for example [Ha] for general theory about coverings. (a) If f is a holomorphic covering from U → D, then U is simply connected and f is univalent.
(b) If f is a holomorphic covering from U → D * , then either U is biholomorphic to D * and f is equivalent to z d , or U is simply connected and f is the universal covering, hence equivalent to the exponential map.
Sketch of proof.
As f is a covering, the fundamental group of U is a subgroup of the fundamental group of f (U ) which is either D or D * .
(a) The fundamental group of f (U ) = D is trivial, hence U is simply connected as well and f is a homeomorphism.
(b) The fundamental group of U is a subgroup of the fundamental group of D * which is Z, hence it is either trivial or isomorphic to Z. In the first case f is the universal covering and f is equivalent to the exponential map. In the second case, U is the quotient of the upper half plane by a translation, hence U ∼ D * and f is equivalent to z d .
Corollary 2.3 (Separating branches)
. If f is a holomorphic map and z ∈ C is an isolated singular value for f , then there is a neighborhood V of z such that each component of f −1 (V ) is simply connected, and is either unbounded or containing at most one critical point.
Proof. Let V be any simply connected neighborhood of z such that V ∩ S(f ) = {z} which exists because z is not accumulated by singular values. Let U be a component of f −1 (V ). By Lemma 2.2, either f : U → V is univalent, or f : U \ {f −1 (z)} → V \ {z} is a covering of D * . In this case, either U contains exactly one critical point and f is equivalent to z d , or U is unbounded and simply connected and f is equivalent to the exponential.
The Separation Property
In this section we want to give some details about the Separation Property and the class of functions which satisfy it. Let B be the class of entire functions with bounded set of singular values, as defined in the introduction. We set
and has finite order}.
For this class of functions, it is shown in [R3S] that points whose orbits escape to infinity are organized in unbounded curves mapped to each other according to some symbolic dynamics. More precisely, there are maximal injective curves g s : (0, ∞) → C, where s ∈ Z N is a labelling, such that:
These curves are called dynamic rays, or just rays, and are in many ways analogous to external rays of polynomials. If lim t→0 g s (t) exists, it is said that the ray g s lands. A ray g s is called
Although it is plausible to think that periodic rays land unless they contain a singular value, for the time being this is only proven for polynomial or exponential dynamics. A sufficient condition for a periodic ray g s to land (see [Fa, Re4] ) is that g s ∩ P (f ) = ∅, where P (f ) denotes the postsingular set
Hence to ensure that all periodic rays land we may require, for example, that the postsingular set is bounded (see e.g. [De] ), although this is a very strong condition.
Under the assumption that f ∈ B and that periodic rays land, it is shown in [BF, Corollary D] that f satisfies the Separation Property. More precisely the following result is proven.
Theorem 2.4 (Separation Theorem). If f ∈ B and periodic rays land, any two periodic Fatou components can be separated by two periodic rays landing at the same point. Hence the boundaries of any two bounded Fatou components intersect in at most one point.
A consequence of Theorem 2.4 is the following corollary [BF, Corollary E] , which is directly related with our problem at hand.
Corollary 2.5 (Preperiodic hidden components). If f is an entire function satisfying the Separation Property then any hidden component of a bounded forward invariant Siegel disk is preperiodic to the Siegel disk itself or a wandering domain with bounded orbit.
The corollary follows quite directly from the Separation Theorem. If a hidden component H is periodic, its boundary can intersect ∂∆ in at most one point. But ∂H ⊂ ∂∆ and hence this is impossible.
Properties of hats
Given a bounded set X ⊂ C, recall that X denotes the union of X and the bounded components of C \ X. (By the name of component we always mean connected component.) Observe that X is always closed and full.
The following proposition summarizes the facts that we shall use about "hats". They will only be used in the proof of Proposition C, in Section 4. Most of them can be found or deduced from results in [CR, Paragraph 4.11 .1], but we include the proof here for completeness and self-containment. Proposition 2.6. Let X, Y be bounded subsets of C, V be a simply connected neighborhood of X. Then the following facts hold:
(2) Let g be a univalent function defined in V . Then g(X) = g( X).
(3) Let f be an entire function without singular values in V \ X. Let U be a bounded connected component of f −1 (V ). For a set A compactly contained in V we set f
Proof.
(1) This follows because X is both closed and full.
(2) Observe that
We first show that g(X) ⊆ g( X). If z ∈ g(X), g −1 (z) ∈ X because g is a homeomorphism, hence g −1 (z) ∈ X and z ∈ g( X). If z is in a bounded component of C \ g(X) then g −1 (z) belongs to a bounded component of C \ X by the maximum principle hence g −1 (z) ∈ X and x ∈ g( X).
because g is a homeomorphism, hence z ∈ g(X). Otherwise g −1 (z) is in a bounded component of C \ X hence z is in a bounded component of C \ g(X) and z ∈ g(X).
(3) Let {X i } i be the components of f −1 (X) which are contained in U , and
U (X) has a finite number of components, ∂X ′ = i ∂X i . Since f : U → V is open and proper it follows that X ′ ⊂ U , f (X ′ ) = X and f (∂X ′ ) = ∂X. Consequently, since f has no poles, by the maximum principle f maps bounded components of C\X ′ to bounded components of C\X. Conversely, if W is a bounded component of C\X, then f −1 U (W ) consists of a finite number of bounded components of C\X ′ .
We first show that
Proof of Propositions A, B and Proposition 1
Let ∆ be a bounded forward invariant Siegel disk of f , and H i the hidden components, that is the bounded components of C \ ∆. By definition,
Let ∆ be the component of f −1 ( ∆) containing ∆. The proof of part (a) in Proposition A is due to Hermann ([He2]); we sketch it for completeness and refer to [CR, Paragraph 4 .2] for details. We give a proof of part (b).
Proof of Proposition A. Since ∆ is full and contains no singular values, and S(f ) is a closed set, there exists a simply connected neighborhood V of ∆ such that V ∩ S(f ) = ∅. Let U be the component of f −1 (V ) containing ∆.
(a) By Lemma 2.2, f : U → V is a homeomorphism, hence ∆ = ∆. The complement of ∆ can be uniformized to the complement of the unit disk D, and the uniformization map conjugates f to an analytic map g defined in a small annulus around D. Because ∆ is locally backward invariant, using Schwarz reflection's principle g can be extended to an analytic map in a neighborhood of S 1 , and its restriction to S 1 is an analytic circle map, which has degree one because f is univalent in a neighborhood of ∆. The rotation number of g can be shown to be the same as the rotation number of ∆, i.e. θ; if θ ∈ H, by Hermann's theorem [He1] the map g can be linearized via an analytic map. Then the Riemann map transports it to a linearization for f in a neighborhood of the Siegel disk, contradicting its maximality.
(b) As in part (a), by Lemma 2.2 the map f from U → V is univalent, hence the unique preimage of ∆ in U is ∆ itself. Using Corollary 2.5 and the nonexistence of wandering domains, any hidden component of ∆ is preperiodic to ∆. So if a hidden component H exists, there exists n > 0 such that f n (H) = ∆ and f n−1 (H) = ∆. Hence f n−1 (H) is a preimage of ∆ in U , which is a contradiction.
We now proceed to prove Propositions B and Proposition 1.
Proposition B relies strongly on the following lemma, which is a modification of a theorem due to Fatou asserting that the boundary of a Siegel disk is contained in the union of the ω-limit set of the set of critical values (see Corollary 14.4 in [Mi] ).
Lemma 3.1. Let f be an entire function with a bounded invariant Siegel disk ∆. Assume that there are only finitely many singular values interacting with ∆. Suppose that there exists a point z ∈ ∂∆ and a neighborhood V of z such that ω(s) ∩ V = ∅ for all singular values which are in not in ∂∆. Then there is at least one recurrent critical point on ∂∆.
Remark. Under weaker hypothesis, it follows from [RvS, Corollary 2.9 ] that the the boundary of ∆ is contained in the ω-limit set of a recurrent or almost recurrent (see [RvS] for a definition) singular value, provided that the function in question has finitely many singular values. But nothing is said (or easily deduced) about critical points.
Proof. Let v 1 . . . v q ⊂ ∂∆ be the finitely many singular values whose forward orbits intersect V . By hypothesis, it is possible to shrink V (if necessary) to ensure that it contains no iterates of any singular value other than those of v 1 , . . . , v q . For simplicity, let us also shrink it further so that at most one v i belongs to V . Let ε be smaller than the minimal distance between any two such singular values, and such that there are no other singular values in an ε-neighborhood of ∂∆.
We first show that there is at least one critical point in ∂∆. Suppose by contradiction that there are no critical points in ∂∆. Then all preimages of each v i which are contained in ∂∆ are regular and there exists at least one of them, since ∂∆ is bounded and f : ∂∆ → ∂∆ is surjective. Let a i ∈ ∂∆ be the unique regular preimage of v i for which the unique branch of f −1 defined on
By injectivity of f | ∆ , the point a i is unique for each i. We denote this special branch of f −1 by ψ i .
Claim. Under the contradiction assumption, for each n ∈ N there is a unique univalent branch φ n of f −n defined on V which maps V ∩ ∆ to ∆.
See also [Mi, Corollary 14.4 ]. For n = 1 the claim is true: Since there is at most one singular value, say v 1 , in V , the branch ψ 1 extends to V and we may define φ 1 to be this extension. Now assume that for some n the branch φ n is well defined, univalent and maps V ∩ ∆ to ∆ and consider φ n (V ), which is therefore simply connected. If there are no singular values in φ n (V ) the claim is evidently true also for n + 1. By construction, the only singular values that might belong to φ n (V ) are v 1 , . . . , v q , since no other singular orbit points belong to V . Let us suppose that v 1 , . . . , v k ∈ φ n (V ). Then, for each 1 ≤ i ≤ k consider the inverse branch ψ i defined in D i which maps ψ i (v i ) = a i . Each branch ψ i can be extended univalently to any simply connected open subset of φ n (V ) not containing any other singular value. Since a i ∈ ∂∆ there is a sequence of points d n ∈ ∆ converging to a i such that f (d n ) → v i , so by injectivity of f on ∆ and by the identity principle each extended ψ i is the unique inverse branch mapping ∆ to ∆ in its domain of definition. Since any two such branches ψ i , ψ j overlap on some open set, by the identity principle they coincide and patch to a univalent inverse branch ψ defined on all of φ n (V ). It is now clear that ψ is the unique branch of the inverse mapping φ n (V ) ∩ ∆ to ∆, so that φ n+1 is well defined on V and maps V ∩ ∆ to ∆. This concludes the proof of the Claim.
The family {φ n } is normal because it omits three values. Moreover it does not converge to infinity, so up to passing to a subsequence we can assume that it converges to a univalent function φ. As φ n (V ∩ ∆) ⊂ ∆ for all n, it follows that φ(V ∩ ∆) ⊂ ∆ and φ is non-constant (because φ(V )∩J (f ) = ∅, and grand orbits of points in ∆ do not accumulate on the Julia set), hence open. Hence there is a point y ∈ ∂∆∩φ(V ) such that a neighborhood of y is mapped into V under infinitely many iterates, contradicting y ∈ J (f ). We therefore conclude that there exists at least one singular value, say v 1 , whose preimage in ∂∆ is non-regular. If v 1 is an asymptotic value, then its preimage is at infinity and hence ∆ is unbounded. It follows that v 1 is a critical value and its preimage in ∂∆ is a critical point, as we wanted to show.
We now show recurrence. Suppose that there are q critical points {c i } on ∂∆ whose orbits accumulate on z, and let C be the collection of these critical points. None of them is contained in the accumulation set of the orbit of any singular value v / ∈ ∂∆, for otherwise the orbit of v would also accumulate on z contradicting the hypothesis on z. So each c i ∈ C satisfies the hypothesis of this lemma hence is in the accumulation set of the orbit of some (possibly different) critical point c j ∈ ∂∆; but since the orbit of c j accumulates on c i whose orbit accumulates on z, then the orbit of c j accumulates on z as well and hence c j ∈ C. Let c 1 be any of the critical points in C, c 2 be a critical point whose orbit accumulates on c 1 , c 3 be a critical point whose orbit accumulates on c 2 and so on. Since C is finite, c q = c n for some n < q. But then iterates of c q = c n accumulate on c q−1 whose iterates accumulate on c q−2 and so on until c n , hence by extracting a diagonal sequence of iterates, iterates of c n accumulate on c n itself giving recurrence. This concludes the proof of Lemma 3.1.
Proposition 1 in the introduction follows almost directly from Lemma 3.1. It is a weaker statement but somewhat easier to state. We are now ready to prove Proposition B.
Proof of Proposition B. Let S ∆ be the finite set of singular values interacting with ∆. For any singular value s / ∈ S ∆ we have that ω(s) ∩ ∂∆ = ∅, while for any s ∈ S ∆ ∩ F (f ), by the classification of Fatou components and absence of wandering domains in ∆, either ω(s) ∩ ∂∆ is empty or it consists of a finite parabolic orbit. So there is a point z ∈ ∂∆ which is not contained in ω(s) for any s / ∈ ∂∆ hence satisfying the hypothesis of Lemma 3.1. By this lemma, there is a recurrent critical point on ∂∆.
Proof of Proposition C
We now assume that f has only two singular values v, v ′ interacting with ∆, where ∆ is a bounded forward invariant Siegel disk for f with rotation number θ ∈ H. We also assume that periodic Fatou components can be separated and that f has no wandering domains in ∆. In this Section we prove that if there is exactly one singular value v in ∆, then there is at least one critical preimage c of v on ∂∆. Recall that ∆ denotes the component of f −1 ( ∆) containing ∆.
If v is a critical value, our setup is equivalent to the one for polynomials and the proof is analogous. We reproduce it here for completeness, referring to [CR] only for a part of the argument which is quite technical and goes through directly in our case. The new part is the proof in the case that v is an asymptotic value.
The proof of Proposition C uses the following two results.
Lemma 4.1 (Regular preimages). Let f be an entire function, ∆ a bounded Siegel disk for f . Suppose that S(f ) ∩ ∆ = {v} where v is an isolated singular value with a regular preimage in ∆. Then ∆ = ∆ and θ / ∈ H.
Proof. To show the first claim observe that since ∆ is full and v is an isolated singular value, there is a simply connected neighborhood V of ∆ such that V ∩ S(f ) = {v}; let U be the component of f −1 (V ) containing ∆. The map f : U \ f −1 (v) → V \ {v} is a covering, hence by Lemma 2.2, f −1 (v) is either empty or a single point. By hypothesis it cannot be empty and it is a regular preimage, thus f : U → V is a homeomorphism and ∆ = ∆. The proof of Proposition A can then be repeated to show that θ / ∈ H.
The proof of Proposition C uses a theorem of Mañé about hyperbolicity of circle maps ([Ma1, Theorem A], [Ma2] ).
Theorem 4.2 (Hyperbolicity of circle maps). Let g : S 1 → S 1 be a C 2 map. Let Λ ⊂ S 1 be a forward invariant compact set which does not contain critical points or non-repelling periodic points; then either Λ = S 1 and g is topologically equivalent to a rotation, or Λ is a hyperbolic set, that is there exist k, η > 1 such that for all k > k and all
Proof of Proposition C. Let V ⊃ ∆ be a simply connected open set such that V ∩S(f ) = {v}. Let U be the component of the preimage of V which contains ∆. As there is only one singular value v ∈ V which has no regular preimage by Lemma 4.1, by Lemma 2.2 either f : U → V is equivalent to z d and v has only one preimage in U or f : U → V is equivalent to the exponential map, v is an asymptotic value, and ∆ is unbounded.
Recall that ∆ decomposes like
and that f : ∂∆ → ∂∆ as well as f : ∆ → ∆ are surjective. Hence v cannot belong to ∆, or it would need to have a regular preimage in ∆, which by Lemma 4.1 would imply that θ / ∈ H. If v ∈ ∂∆ by surjectivity of f | ∂∆ it has a finite preimage on ∂∆, hence f : U → V cannot be equivalent to the exponential map. Again by Lemma 4.1, the preimage of v in ∂∆ cannot be regular; so v is a critical value and has a critical preimage on ∂∆ and there is nothing else to prove.
So the only case left is the one in which v ∈ H v for some hidden component H v . In this case, v could be either critical or asymptotic but, by the discussion above v has a unique preimage in ∆ and this preimage is not regular. The rest of the proof is devoted to show that the condition v ∈ H v leads to a contradiction.
Case 1: f : U → V is equivalent to the exponential map. This is to say that v is an asymptotic value. Necessarily ∆ and hence U are unbounded. Call ∆ i the components of f −1 (∆) which are contained in U . The ∆ i 's are all preimages of the same bounded set under a holomorphic map, so they do not accumulate on any compact set. Thus showing that ∆ i ⊂ ∆ for infinitely many i ∈ Z would contradict boundedness of ∆.
Since the map f : U → V \ {v} is equivalent to the exponential map, and the map z → e z has a transitive infinite cyclic group of automorphisms which is isomorphic to Z (generated by translations by 2πi), it follows that f also has a transitive infinite cyclic group of automorphisms G generated by some element ρ ∈ G. Up to labelling, ∆ i = ρ i ∆ for each i ∈ Z. By Corollary 2.5, H v is preperiodic to ∆. Also ∆ is forward invariant, so f n (v) ∈ f n (H v ) is mapped from one hidden component to another until it reaches ∆. In particular, at the iterate just before entering ∆, the asymptotic value v belongs to a direct preimage ∆ m of ∆, which is also a hidden component of ∆. By Proposition 2.6 part (1), ∆ m = ρ m (∆) ⊂ ∆ ⇒ ρ m (∆) ⊂ ∆, and by Proposition 2.6 part (2) since ρ m is a homeomorphism,
But then, for any q ∈ N, we have that ρ mq ∆ ⊂ ρ mq ∆ ⊂ ∆. It follows that there are infinitely many ∆ i ⊂ ∆ contradicting boundedness of ∆.
Case 2: f : U → V is equivalent to z d .
Then the preimage of v is a finite critical point c ∈ ∆. Since f is equivalent to z d for some d ≥ 2 so it is proper, and U (and hence ∆) is bounded.
This case is totally analogous to the polynomial case which was proven in [CR] . The transcendentality of f plays no role in this setup which can be solved with a local approach. Nevertheless we include the main ideas here for completeness.
The outline of the proof is the following: we first show that ∆ = ∆, then uniformize C \ ∆ to find a conjugate map which extends to an analytic circle map of degree d. We show that the periodic cycles of the induced circle map are all repelling by using the fact that if there existed a nonrepelling one, the remaining singular value would have to both be attracted to the nonrepelling cycle and accumulate on ∂∆ by Fatou's theorem, which is a contradiction. We can then use Theorem 4.2 to deduce that f has a polynomial-like restriction in U and conclude the proof using Fatou's theorem.
The first goal is to show that ∆ = ∆. Since f is equivalent to z d it has a cyclic symmetry group G isomorphic to Z/dZ generated by some element ρ. Like in Case 1, let ∆ i = ρ i (∆) denote the preimages of ∆ in U . By Proposition 2.6 part (3), ∆ = ∆ i . Using Corollary 2.5, like in the case where v is asymptotic, we can find a direct preimage ∆ m of ∆ which is contained in ∆. If c (the preimage of v in U ) is a simple critical point, this concludes the proof that ∆ = ∆, because there are exactly two preimages ∆ and ∆ ′ of ∆ and both are contained in ∆. If c has a higher multiplicity, the symmetry arguments are more involved: we refer to [CR, Proposition 26 and Paragraph 4.11.6] for the proof of the fact that ∆ = ∆. Now, as in the proof of Proposition A, the complement of ∆ can be uniformized to C \ D via a holomorphic map Φ, in order to get, by Schwarz reflection, an analytic map g defined in a neighborhood of S 1 , such that g| S 1 is an analytic circle map with no critical points (see [CR, Lemma 30] ). As g is conjugate to f in a small neighborhood of the unit disk, using the fact that f : U → V has degree d, it can be shown that also g has degree exactly d on S 1 [CR, Lemma 30] . Now suppose that g has a point x of period q in S 1 , with |(g q ) ′ (x)| ≤ 1. Since g preserves the unit circle, either |g ′ (x)| < 1 or g ′ (x) = e 2πiα with α ∈ Q. In both cases there is an open set of points that tend to x under iteration of g, whose pullback under Φ is an open set B of points in C \ ∆ tending to ∂∆ under iteration of f . It follows that B is a subset of a periodic Fatou component for f , which is either attracting or parabolic. Then the orbit of that periodic Fatou component has to contain a singular value, which has to be v ′ because f n (v) ∈ ∆ for n large enough. But then, since f has exactly two singular values, it follows that all singular values are in the Fatou set, contradicting Fatou's Theorem because of the absence of wandering domains.
So there are no non-repelling periodic points on S 1 and g is hyperbolic on S 1 . Hence there is a neighborhood U ε of S 1 such that g(U ε ) ⊃ U ε . Using Φ −1 , the set U ε ∩ (C \ D) can be pulled back to the dynamical plane of f to get a neighborhood U f of ∆ which is mapped outside itself under f , making the restriction of f to U f a polynomial-like map with a unique critical point c. Then by Fatou's theorem, ∂∆ ⊂ ω(c) and hence c ∈ J (f ) (again by the absence of wandering domains), contradicting that c ∈ H v .
