Abstract. We define a pair of simple combinatorial operations on subshifts, called existential and universal extensions, and study their basic properties. We prove that the existential extension of a sofic shift by another sofic shift is always sofic, and the same holds for the universal extension in one dimension. However, we also show by a construction that universal extensions of twodimensional sofic shifts may not be sofic, even if the subshift we extend by is very simple.
Introduction
Subshifts of finite type and sofic shifts are, in some sense, the simplest objects studied in symbolic dynamics. Subshifts of finite type are symbolic systems whose structure is defined by local interactions, and sofic shifts are obtained from them by forgetting some of their structure. One-dimensional SFTs and sofic shifts are quite well-behaved and their theory is well understood, although some fundamental open problems still remain. For a good overview of the theory, see [5] . In particular, since one-dimensional sofic shifts correspond to regular languages, most natural (and some unnatural) operations respect the property of being sofic.
In contrast, the higher-dimensional case is much more complex, and the language of a two-dimensional SFT can already be uncomputable. In fact, even the emptiness problem of two-dimensional SFTs is undecidable [1] . The class of two-dimensional sofic shifts is badly understood, in the sense that there are only a couple of general conditions for showing that a particular subshift is not sofic, and not many more specific ones [2, 3, 4, 9] . In this article, we study a pair of particular operations on subshifts, called the quantifier extensions, which 'extend' a given subshift by another subshift. They both respect the property of being a sofic shift in one dimension, and are inspired by the concept of multi-choice shift spaces, as defined in [6] and studied further in [7] . The main theorem shows that one of the operations does not take sofic shifts to sofic shifts in the two-dimensional setting, even when extending by very simple subshifts. This also solves an open problem presented in [6] . 
The Quantifier Extensions
We begin by defining our objects of interest, the quantifier extension subshifts.
∈ S be a new symbol and denoteŜ = S ∪ {⋄}. For patterns P ∈ P d (Ŝ) and Q ∈ S D(P ) , denote by P (Q) ∈ S D(P ) the pattern with
We define the following quantified extension subshifts for X and Y .
• The universal extension A(X, Y ) ⊂Ŝ Z d , with forbidden patterns
, with forbidden patterns
The new symbol ⋄ should be thought of as a 'hole' in a configuration x ∈Ŝ Z d that can be filled or substituted with the contents of another configuration y ∈ Y . The extensions quantify over all such y to decide whether x is valid or not. Our perspective in this paper is to study which properties the extensions respect. We mainly focus on the universal extensions, as the question of soficness turns out to be particularly interesting in this case. First, we show that the universal extension respects the property of being an SFT in the following sense.
is an SFT.
Proof. If P ∈ P d (Ŝ) is such that P / ∈ B(A(X, Y )), a forbidden pattern Q ∈ P d (S) of X can be produced by a suitable substitution of a pattern R ∈ B(Y ) into the ⋄-symbols of P . Then the respective substitution of R| D(Q) into P | D(Q) is forbidden in X, and thus P | D(Q) / ∈ B(A(X, Y )). Since Q is drawn from a finite set, A(X, Y ) is an SFT. Example 1. The above result does not hold for the existential extension, even if Y = {0, 1}
Z and X ⊂ {0, 1} Z is mixing. Namely, let X be defined by the single forbidden pattern 0100, and consider the configurations x = ∞ 01(0⋄) ∞ and x ′ = ∞ (0⋄)0 ∞ . We have x ∈ E(X, Y ) by substituting 1 to every ⋄, and x ′ ∈ E(X, Y ) by substituting 0. It is easy to see that these are the only possible substitutions, and thus
For soficness, we can say the following.
Proof. Let φ : X ′ → X and ψ : Y ′ → Y be surjective block maps, where X ′ and Y ′ are SFTs, and denote Z = {#, ⋄}
by applying the block map ξ defined by
It is known that a one-dimensional subshift is sofic if and only if its language is regular, if and only if it can be defined by a regular forbidden set [5, Chapter 3] . The sets L = S * \ B(X) and B(Y ) are thus regular. Now, A(X, Y ) is defined by the set
of forbidden words, which is clearly regular. Thus the extension is sofic.
In higher dimensions, automata theory is replaced by computability theory. In particular, languages of multidimensional sofic shifts are co-recursively enumerable. The latter statement of Proposition 2 translates to the following result.
Proof. Let P ∈Ŝ n×n be arbitrary. We have P / ∈ B(A(X, Y )) if and only if
Since the languages of X and Y are Π This bound is sharp, and we use the following powerful result to prove it.
Proof. Because of Lemma 3, is suffices to construct one-dimensional Π x ∈ {0 m 10 n 10 ∞ | m ∈ N, ∀k ∈ N : n = p k ℓ }, where p ℓ is the ℓth prime number. Let then Φ be a recursive ternary predicate such that determining whether ∀k ∈ N : ∃n ∈ N : Φ(k, ℓ, n) holds for a given ℓ ∈ N is Π 0 2 -hard, and define Y as the orbit closure of the points x × y, where y ∈ { ∞ (23) ∞ , ∞ (32) ∞ } is again periodic, and
Then both X and Y are countable Π 0 1 subshifts, and X is even recursive. Consider now the word w ℓ = 10 ℓ 1⋄ ∈Ŝ * . We first claim that w ℓ occurs in the extension A(X, Y ) iff the infinite tail w ℓ ⋄ ∞ does. Namely, if w ℓ ⋄ n s ⊏ A(X, Y ), where n ∈ N and s ∈ S, then we must clearly have s / ∈ {0, 1}, since the pattern to the right of 10 ℓ 1 must have the periodic track. But on the other hand, if s does have the periodic track, the ⋄-symbol in w ℓ han be filled so that the periods do not match. Thus w ℓ occurs in A(X, Y ) iff w ℓ ⋄ ∞ does. By the definition of X, the infinite tail w ℓ ⋄ ∞ occurs in A(X, Y ) if and only if the pattern 10 As a corollary of Lemma 1 and the above proposition, we obtain the following counterpart of Proposition 2.
Corollary 1.
There exist countable sofic shifts X, Y ⊂ S Z While this result is interesting in itself, the proof is not very satisfying, since the subshift Y that we extend by is computationally very complex, and we use the relatively simple structure of X merely to check a universally quantified property of B(Y ). However, if we restrict the subshift Y by requiring its language to be recursive (both Π In [6] , it was asked whether the multi-choice shift space associated to a twodimensional sofic shift is necessarily sofic, and Problem 1 is just a very slightly weakened restatement of this question (see the cited article for the definition of a multi-choice shift space). Theorem 1 in particular shows that the answer is negative.
Main Theorem
Before proving the main theorem of this paper, Theorem 1, we need some preliminary notions and results. We remark that most of them are not necessary for solving Problem 1, but we need them because Theorem 1 is much stronger than this special case. The property of being countably covered is not standard in the literature, which is why we did not define it in Section 2. Of course, all countably covered sofic shifts are countable.
The following is one of the few known methods for showing a multidimensional subshift to be nonsofic. A proof of it has appeared at least in [4] , but the technique is much older, presumably originating from the theory of picture languages. In the proof, the notation ∂D for a domain D ⊂ Z 2 stands for the set
Then there exists C > 0 such that for all n ≥ 1 and all sets Λ ⊂ X of size at least
Proof. Since X is sofic, there exists a tiling system Y ⊂ T Z 2 and a surjective symbol map φ : Y → X. We claim that C = |T | 4 is sufficient. For that, let n ≥ 1, and for all x ∈ X, choose a preimagex ∈ φ −1 (x). Now, if we havex
for some x, y ∈ X, then the configuration c(x,ỹ, n) ∈ T Z 2 is in Y . Moreover, we have φ(c(x,ỹ, n)) = c(x, y, n). Since the number ofx ∂[0,n−1] 2 for x ∈ X is at most C n = |T | 4n , the claim follows.
ILKKA TÖRMÄ
The proof of the main theorem requires the use of a computational device, and the following nonstandard version of the classical counter machine suits our needs.
Definition 3.
A counter machine with string input (CMS for short) is a tuple M = (k, k ′ , S, Σ, δ, q 0 , q a , q r ), where k ∈ N is the number of counters, k ′ < k the number of output counters, Σ is a finite state set, S the finite input alphabet, q 0 , q a , q r ∈ Σ the initial, accepting and rejecting states and
the transition relation, where we denoteS = S ∪ {#} for a new symbol # / ∈ S. A configuration of M is an element of Σ × S * × N k , the interpretation of (q, w, n 1 , . . . , n k ) being that the machine is in state q ∈ Σ with input word w ∈ S * and counter values n 1 , . . . , n k ∈ N.
The CMS operates in possibly nondeterministic steps as follows. If we have (p, i, Z, q) ∈ δ ((p, i, P, q) ∈ δ), then from any configuration (p, w, n 1 , . . . , n k ) such that n i = 0 (n i > 0, respectively), the machine M may move to the configuration (q, w, n 0 , . . . , n k ). If we have (p, i, r, q) ∈ δ with r ∈ {−1, 0, 1}, then from any configuration (p, w, n 1 , . . . , n i , . . . , n k ), M may move to (q, w, n 1 , . . . , n i +r, . . . , n k ). Finally, if we have (p, s, q) ∈ δ for s ∈ S ((p, #, q) ∈ δ), then then from any configuration (p, w, n 1 , . . . , n k ) such that w n k = s (|w| ≤ n k , respectively), M may move to (q, w, n 1 , . . . , n k ). We assume that counter machines never decrement a counter below 0.
The CMS is initialized from a configuration (q 0 , w, 0, . . . , 0) for w ∈ S * , and halts when it reaches the states q a or q r . The tuple (n 1 , . . . , n k ′ ) ∈ N k ′ of the first k ′ counter values in the accepting state q a is the output of M on w, and is denoted M (w). If M reaches the rejecting state q r , or does not halt at all, no output is generated.
Informally, a CMS may, in one step, increment or decrement one of its counters, check whether a counter is zero, or check the input symbol under the last counter, if one exists. When it halts in the accepting state, the counter values of the final configuration are considered as outputs. Thus every CMS can be interpreted as a partial function M :
The classical reference for counter machines is [8] , although counter machines with string inputs are not defined there.
Conventional counter machines are computationally universal, and it is not hard to see that the same holds for these devices. Proof. Since M halts on every input, the function f : N → N defined by f (n) = max{number of steps taken by M on input w | w ∈ S n } is recursive. Let M f : S * → N be a CMS computing the function w → f (|w|). Construct a new CMS M ′ that functions as follows on a given input w ∈ S * .
(1) Simulate the machine M f on w until it halts, then store its output in a separate counter c and reset the other counters to 0. (2) Simulate M on w, decrementing the counter c on every step. If M halts during the simulation, replace its computation step by a do-nothing step. We now return to symbolic dynamics, from where we need the following very useful result. As stated here, the lemma is slightly stronger than the version in [5] , but the missing details can be easily extracted from its proof.
Lemma 7 (Marker Lemma of [5] ). Let S be a finite alphabet. For all n ∈ N there exists a block map f n : S Z → {0, 1} Z , called the n-marker map, with the following properties.
• The radius of f n is at most r n = n
is periodic with period less than n.
• The function (n, w) → f n (w), where w ∈ S * , is recursive.
We are now ready to prove the main result of this paper, the complete classification of those two-dimensional subshifts that only yield sofic extensions. The y i must all be periodic, and we let p ∈ N be a common horizontal and vertical period for all of them. Let Z be a two-dimensional SFT and φ : Z → X a surjective block map, so that X is sofic.
Define the SFT
and only if
• {y n1 , . . . , y n k } = {y 1 , . . . , y k }, which can be checked by p × p patterns,
We then define the block map ψ :
It is easily verified that ψ(Z ′ ) = A(X, Y ), and thus the extension is sofic. We extend the symbol map φ to Z ′ , and denote
The tiling system Z ′ , and hence also X ′ , is strongly irreducible with constant 3, since any two patterns Q, Q ′ ∈ B(Z ′ ) whose domains have minimum distance at least 3 can be completed into a valid configuration of Z ′ by filling all of Z 2 \(D(Q)∪ D(Q ′ )) periodically with copies of the pattern P ′ (we may assume here that every 
so that the extension A(X, Y ) is also sofic.
Then Y is not two-way periodic, and without loss of generality we assume it is not horizontally periodic. In particular we have |S| ≥ 2, and we may assume 0, 1 ∈ S.
Our goal is now to construct a countably covered sofic shift X ⊂ S Z 2 such that A(X, Y ) is not sofic. We proceed by constructing a countable SFT Z and a block map φ : Z → S Z 2 whose image we define as X. After this, it will be easy to show that the extension is nonsofic, using Lemma 4.
The SFT Z has three layers, called the input layer Z 1 , the computation layer Z 2 and the output layer Z 3 , and we define the layers separately. The rules of the layers are independent except for a handful of cases that we state explicitly.
We begin with Z 1 , whose configurations consist of infinite left and right half planes of different colors, between which there is an infinitely long vertical stripe consisting of a grid of squares. The northwest half of the squares is colored differently from their southeast half, to ensure the square shape. This also guarantees that the squares are all of the same size, say n. The borders of the squares are referred to as the input grid.
From the northwest corner of every square on the west side of the stripe, a signal is sent to the east. The signal shifts one step to the south every time it crosses the border of a square, and it must reach the southeast corner of a square exactly at the east border of the stripe. Thus the thickness of the stripe is exactly n squares. On each row of squares, the two areas separated by the signal are colored differently, to ensure the countability of Z. Now, one horizontal row of the input grid can be declared special (and colored accordingly), and on top of the intersections of the vertical grid lines with the special row, any letter of S may be placed. These letters are referred to as the input, and they form a word S * . Furthermore, on the west of every input letter we place a single symbol from {0, 1}, called the element indicator. The information about the input and the element indicators is propagated north along the grid lines, and this propagation in particular guarantees that only one row can be declared special.
This completes the definition of Z 1 . It is easy to verify that the layer is in itself a countable SFT definable by 3 × 3 patterns. See Figure 1 for a representative pattern of the layer.
In order to construct Z 2 , let * / ∈ S be a new symbol, and let M = (k, k ′ , S ∪ { * }, Σ, δ, q 0 , q a , q r ) be a CMS whose functionality we define later; for now, it suffices to know that its input alphabet is Figure 1 . A part of the input layer showing the input grid in gray, and the squares in white and light gray. The special row is marked with dashes, and the input word is s 0 s 1 s 2 s 3 s 4 ∈ S 5 . In this particular example, the element indicators form the binary word 11010.
The configurations of Z 2 correspond to computation histories of M in a concrete way. A single row consists of a computation zone, which contains segments of special counter symbols whose lengths encode the counter values, together with a 'zig zag head' that holds a state of Σ. The head sweeps back and forth, updating its state and the counter values, and the computation area increases in size, so that a configuration will contain an infinite computation cone extending upwards. This is basically just a slight simplification of Construction 1 in [10] , where it is also presented more formally.
We now present the construction in more detail by building a non-degenerate configuration z ∈ Z 2 . One coordinate of z is declared as the base, and we may assume it is the origin. The base must be situated over the west end of the special row of Z 1 . Then, z is divided into two main areas: the computation cone {(a, b) | b ≥ 0, a ∈ [0, b]} and its complement. The areas are colored differently, and everything of interest happens within the computation cone.
Every row of the computation cone is of the form
where γ = (t, s, d) ∈ δ × (S ∪ { * , #}) × {←, →} is the zig zag head, and m ∈ N is the length of the row. Note that the product denotes a collection of layers, not concatenation. Such a row corresponds to a computation step of M , the interpretation being that the k counters have the values n 1 , . . . , n k and the letter read by the last counter is s. In the next row, the head has moved either one step to the left or two steps to the right, depending on d. If the head bumps into the borders of the computation cone, the direction is reversed, and at the left border, t is also (possibly nondeterministically) updated to t ′ ∈ δ, if the final state of t is the initial state of t ′ , and the conditions of t ′ are satisfied (which can be checked locally). If the head is traveling left and steps over the counter that the transition t updates, then that counter is updated. The letter s is updated when the head moves over the last counter n k , and it assumes a new value s ′ ∈ S if the coordinate under the counter in the input layer Z 1 is s ′ . If the coordinate is in the input stripe but not on a letter of S, the new value is * , and if the coordinate is not on the input stripe, it is #.
At the base, every counter has the value 0, and the head is initialized to the state (t, s 0 , →), where s 0 ∈ S is the first letter of the input word, and t ∈ δ is any transition that can be taken from this initial configuration. If the accepting state q a is reached, the simulation stops and a vertical line is drawn across the computation cone that wipes out all of the computation data. The subsequent rows of the computation cone are simply filled with a special halting color, and the area thus colored is called the output cone. The rejecting state q r results in a tiling error.
It is clear that if M is deterministic, then Z 2 is in itself a countable SFT definable by forbidden patterns of size 3 × 3. If the input layer Z 1 contains the input string u ∈ S * and the string of element indicators v ∈ {0, 1} * both of length n, then Z 1 and Z 2 together compute the value
and output it as a k ′ -tuple of distances from the west border of the computation cone. See Figure 2 for a visualization of the computation layer.
We now specify the CMS M , and for that, let g : N → N be any computable function with g(m)
The machine M has four output counters, and on input w ∈ S ∪ { * }, it behaves as follows. First, it checks that w is of the form
for some n ∈ N, u ∈ S n and v ∈ {0, 1} n , rejecting if not. It then checks that n = m 2 + 2r m 2 for some m ∈ N, again rejecting if not, where r m 2 = m 2|S| 2m 2 +1 . Using the radius r m 2 for the m 2 -marker map f m 2 , it then computes the image The structure of the output layer Z 3 is somewhat similar to that of Z 1 . It contains a square area consisting of n × n squares on a blank background for some n ∈ N, and similarly to Z 1 , horizontal and vertical signals are used to guarantee that the size of the area is at most n × n squares. In other words, there is a square
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. . . area of sidelength at most n 2 divided into an n × n grid. This structure is called the output grid, and we require that its southwest corner is precisely on the southwest corner of the output cone in Z 2 . We also require that the width of the grid is exactly mg(m) and that n = g(m), which is achieved by aligning the east borders of the grid and of the southwest small square with the respective outputs of M .
The southwest corner of each square in the grid contains a single symbol drawn from {0, 1}, which can be chosen arbitrarily and independently. These bits are called the elements of the output grid, as they represent a set A ⊂ [0, m − 1]
2 . Finally, consider the last two outputs of M . If they are both 0, they have no effect on the output grid. If, on the other hand, they are ag(m) + c and (m + b)g(m) for some a, b ∈ [0, m − 1] and c ∈ {0, 1}, then the former marks the column a of the output grid, while we use a northwest signal to mark the row b. The cells on the marked column carry the information about the bit c, and it is required that the element in the intersection of the marked row and column is c, or in other words, (a, b) ∈ A iff c = 1.
The definition of Z 3 , and thus of the combined SFT Z, is now complete. See Figure 3 for a visualization of Z 3 , and Figure 4 for a visualization of the whole of Z. Since the position of the output grid is uniquely determined by the computation We now show that the extension A(X, Y ) ∈Ŝ 
Further Discussion
In this section, we discuss some variants and strengthenings of Theorem 1, and present a few open problems. We begin by noting that the subshift X in the construction is not deterministic, which leads us to studying the extensions of deterministic subshifts. The next result may seem surprising, but the proof is elementary. [1,n] , and consider the substitutions P (Q) , P (R) ∈ B D (X).
We have P , and thus Q 0 = R 0 . But this means that Y is deterministic.
Suppose then that Y is nontrivial, and let P, Q ∈ B D (A(X, Y )) be such that P [−n,n]×[1,n] = Q [−n,n]× [1,n] . Now, if P 0 ∈ S, let R ∈ B D (Y ) be such that R 0 = P 0 . Such an R exists, since at least two distinct letters occur in Y . Since P (R) , Q (R) ∈ B(X) agree on the set [−n, n] × [1, n], we must have Q 0 = P 0 . Symmetrically, if Q 0 ∈ S, then P 0 = Q 0 , and thus P 0 = ⋄ if and only if Q 0 = ⋄. Thus A(X, Y ) is deterministic.
The subshifts constructed in Proposition 3 are vertically constant, and thus deterministic. This shows that even for deterministic sofic shifts X, Y ⊂ S Z 2 , the universal extension A(X, Y ) need not be sofic. However, the construction relies on Y being computationally difficult, and there is not much that can be said about the case of recursive Y . Namely, by the previous proposition, if there are deterministic sofic shifts X and Y , with Y recursive, such that A(X, Y ) is not sofic, then A(X, Y ) is an example of a deterministic Π 0 1 subshift which is not sofic, and it is currently unknown whether such an object exists. In particular, Lemma 4 cannot be applied, since all deterministic subshifts also satisfy its conclusion. In [2] , it was proved that every multidimensional sofic shift X has a collection of subsystems whose entropies are dense in the interval [0, h(X)]. But since deterministic subshifts have zero entropy, they always satisfy this condition, too. By Proposition 1, the answer is negative if X is an SFT, and Proposition 3 and Theorem 1 show that it is positive in some particular and quite intricate cases.
Finally, recall from Proposition 2 that the existential extension of every onedimensional SFT by another SFT is sofic, but Example 1 showed that it may not be an SFT, even when extending by a full shift. This raises the following question. 
