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For a finite set (g,,,(x,))G, (i= 1, . . . . d) of sequences of differentiable functions, 
defined on intervals [ai, bi], we study the uniform distribution of the sequence of 
d-tuples of fractional parts 
on [0, l)‘, for “almost all” (x,, . . . . x,,) in [a,, b,] x ... x [a,,, bd]. We need to 
make certain assumptions on the sequences of derivatives ( gi,i(xi)),“_, to carry out 
this investigation. 0 1990 Academic Press, Inc. 
1. I~JTRODUCTI~N 
For a positive integer d, fixed throughout this paper, let [d] denote the 
set of the first d positive integers and let N denote the set of positive 
integers. Then, also throughout this paper, for each iE [d], let (gi,j(xi))j, N 
denote a sequence of real valued differentiable functions, where for each 
integer Jo N, g, j(xi) is defined on the same (not necessarily finite) interval 
Xi = [ai, bi]. For a real number y, let (y) denote its fractional part. Let 
x=x, x . . . x x,, 
and for x= (xi, . . . . xd)eX, let 
(1) 
gj(x)=((gl,j(xl)),..., (gd,j(xd))) L+ W. (2) 
In this paper we are interested in the distribution of the sequence 
(gjCx))je N on [0, l)‘, for almost all x in X, in the metrical sense. The 
prototype for investigations of this type is contained in H. Weyl’s famous 
paper [23]. In this paper he showed that if (uj),El is a strictly increasing 
sequence of integers, then for almost all real numbers x with respect to 
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Lebesgue measure ( (ajx)),t i is uniformly distributed. Building on the 
work of subsequent authors, particularly [l, 31, we persue extensions and 
refinements of Weyl’s basic result. We do this by exploiting the relationship 
between these questions and the theory of almost everywhere convergence 
of certain orthonormal expansions. This point of view is not new; see, 
for instance, the proof of the Gal-Koksma theorem [9] (quoted as 
Theorem 28 below) which follows similar lines. Here we benefit from addi- 
tions to the theory of such expansions contained in [ll, 12, 211. 
For a finite set of d-tuples y,, . . . . y,,, in [0, l)‘, let 
WY 1, . . . . y/v)= sup Rc Co,l)d 1; f ‘R(h) - IRl 12 
/=I 
that is, their discrepancy. Here the supremum is taken over all 
d-dimensional rectangles R, contained in [0, l)d, such that 
R=J,x ... xJd, 
where for each ie [d], Jj is a subinterval of [0, l), closed on the left and 
open on the right. For a set BE [0, l)“, ZB denotes its characteristic func- 
tion and if it is Lebesgue measurable, IBI denotes its Lebesgue measure. If, 
for XEX, we choose vj = g,(x) (Jo N), then let 
DW, N x) = D(Y,+ 1, . . . . yicl+ ,v) (MEVV;NEN) (3) 
and let 
D(N, x) = D(0, IV, x). (4) 
Here VV, denotes the non-negative integers. 
THEOREM 1. For each iE [d], let (ai,j)j, N denote a sequence of integers. 
strictly increasing in j. Set 
gi. jtxi) = ai. jxi tic Cdl;jE NJ, (5) 
and set 
Xi = R (the reals) (i E [dl). (6) 
Then, given E>O,for (g,(x)),, N and D(N, x) defined by (2) and (4), respec- 
tively, 
D(N, ~)=o(N-“~(logN)‘~~+~+~) a.e. 
Here and henceforth in this paper, the abbreviation a.e., without mention 
of a measure refers to Lebesgue measure on X (defined by (1)). By means 
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similar to those in the proof of Theorem 1, we can prove the following 
theorem. 
THEOREM 2. Suppose (Rk)ks N denotes a collection of disjoint 
d-dimensional rectangles in [0, 1 )‘, each of the form 
R,=J,<,x ... XJk,d, (7) 
where for each k E N and i E [d], Jk,i denotes a subinterval of [0, 1 ), which 
is closed on the left and open on the right. Suppose also that 
I& I = o(apk), (8) 
for some a > 1, and let 
B= c R,. (9) 
k=I 
Then for (gj(x))j, WI9 defined by (21, (9, and (6), given E > 0, there exists a 
positive integer NO(&, d, B, x), such that for all N > N,,, 
$ j$, ZB(gj(x))- JBI ) < N”*(log N)d+3’2+E a.e. (10) 
In the case d = 1, Theorem 1 is due to R. C. Baker [l]. His proof hinges 
on a maximal inequality for partial sums of Fourier series, due to L. 
Carleson and R. Hunt, used in the proof of their celebrated theorem that 
if c > 1 and f E L’( [0, l)), then the partial sums of the Fourier series off 
converge almost everywhere in [0, l), with respect to Lebesgue measure. 
See [ 12, particularly Theorem 4.21 for a more detailed treatment of this 
subject. This maximal inequality has a generalization to higher dimensions 
due to P. SjGlin [21], which we quote as Theorem 11, and which allows us 
to extend Baker’s theorem to the case where d > 1. Theorem 2, in the case 
where d = 1, appears in [2] but with the index 3 f + E instead of 2 4 + E on 
the right hand side of (10) as we have. 
In the special case where d= 1 and (aj),Z I is lacunary (that is 
aj+,/aj >a> 1, for some a and all je fA), W. Philipp [18] has shown that 
D(N, x) = O(N -“*(log log)“‘) a.e., 
which is known to be best possible. This result leads R. C. Baker to conjec- 
ture that Theorem 1 can be refined to 
D(N, x) = o(N-“*(log N)“) 
for any E > 0, at least in the case d = 1. 
a.e., 
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The following theorem, more general but less sharp than Theorem 1, 
was proved by P. Erdiis and J. F. Koksma [4] in the case d = 1 and 
independently by J. W. S. Cassels [3] for all d 2 1 at about the same time. 
THEOREM 3. For (g,, j(xi))j, rm, defined on Xi (i E [d] ) and each pair of 
distinct positive integers j and k, let 
di,j,k(Xi) = gi,j(xi) - gi,k(-Yi). (11) 
Suppose the following: 
(i) for each iE [d], there exists Ai > 0 such that for each pair oj 
distinct positive integers j and k, 
d&k = inf Idi.j,k(xi)l 2 I.,; 
I( t x, 
(ii) for each iE [d], and distinct positive integers j and k, d&xi) is 
monotonic on Xi. 
Then given E > 0, for D(N, x) defined by (4), we have 
D(N, x) = o(N P’/2(log N)3i2+rl+c) a.e. 
Comparing Theorems 1 and 3, it is natural to ask if Theorem 3 can be 
made as sharp as Theorem 1. The following theorem was proved while 
addressing this question. First consider the following situation. 
Let kk. w  denote a strictly increasing sequence of integers, with r,, = 1, 
such that the following conditions hold: 
r-1 
c r, Gr, (a) 
7=0 
and 
r,, l + rs. (PI 
As an example of a sequence that satisfies the conditions on (r.r)se W, we 
mention r, = b” (s E VW), for any integer b > 1. Let 
Qk (kEN) (12) 
denote the set of permutations of the set of integers in [rk , , rk). This can 
be viewed as a finite probability space, with probability 
7ck (ke NJ, 
which gives each element wk of 52, the mass 
7(k((ok))=((rk-rk~1)!) -‘. 
(13) 
(14) 
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We can construct a bijection w  = (w~)~~ N of fV by permuting the set of 
integers in [rk _, , rk) by some ok E ok, for each positive integer k. Let D 
denote the set of such bijections w  of N. In a natural way we may thus view 
Sz as the Cartesian product 
O=Q, xQ,x *-. xsz,x . . . . (15) 
Let rc, denote the product measure on Q constructed from the measures 
nk on Qk (kE tV). 
THEOREM 4. For the strictly increasing sequence of integers (rS)SE W, 
assume that r0 = 1 and that (a) and (/.I) are satisfied. Suppose R c [0, 1 )‘, is 
of the form 
R = J, x . . . x Jd, (16) 
where for each i E [d], Ji is a subinterval of [0, 1 ), closed on the left and 
open on the right. Suppose (gi,j(xi))jE wI, defined on Xi (i E [d] ), satisfies 
conditions (i) and (ii) of Theorem 3. Then for 8, almost ail w in 0, given 
E > 0 there exists a positive integer N, = N,,(w, x, E, R, d) such that if 
N> N,, then 
k jil IR(gmcj,(x))- IR( 1 c N-“‘(log N)l+d+E a.e. (17) 
A standard argument shows that any set ME 0, such that n,(M) > 0, 
has cardinality of the continuum. This means that there are cardinality of 
the continuum many rearrangements w  ESZ such that (17) is true, and 
hence at feast one. The proof of Theorem 4 is motivated by an argument 
of A. Garcia’s [ 1 l] which he uses to prove the existence of pointwise 
convergent rearrangements of certain L2 orthogonal expansions. 
For a set E c R”, let dim E denote its Hausdorff dimension. See [8, p. 71 
for a definition of Hausdorff dimension. 
THEOREM 5. For (gi,j(x))j, N, defined on Xi (iE Cd]), satisfying (i) and 
(ii) of Theorem 3, assume in addition that: 
(iii) there exists p 2 1 such that 
max sup Igi,j(Xi)l +jP; 
lCi<d xisx, 
and 
(iv) for each iE [d] and each pair of distinct positive integers j and k 
&d jtxi) g: /ctXi) 
-hJJXJ = ( g;,J(xi) - g;,,(xi) 
> 
(18) 
is monotonic on Xi. 
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Then if 0 < q < 1, for D(N, x) defined on X by (4) and (I), respectivelJ9, 
let 
E,={xGX:~@~ NqD(N,x)>O}. 
We have 
dim E, <d--z. 
In the special case when d = 1 and gj(x) = a,x (Jo h4), for some strictly 
increasing sequence of integers (u~),~ wI, this theorem is due to R. C. Baker 
[ 11. The method of proof of Theorem 5 is an elaboration of Baker’s 
method. Building on work of W. J. LeVeque, the author has also used this 
method to study the distribution of the sequence of functions of the form 
(a, cos aj y),, rm on [0, 1). For earlier work related to Theorem 5 see also 
IIs, 171. 
2. REDUCTION OF THE PROOF OF THEOREMS 1, 2, AND 4 TO 
OBTAINING NORM ESTIMATES FOR MAXIMAL FUNCTIONS 
Henceforth we assume, as we can, without loss of generality for each 
ig [d] that Xi is of finite length, because proving the result in the 
case where Xi has infinite length is the same as proving the result for all 
subintervals of Xi of finite length. More particularly in the proof of 
Theorems 1 and 2, we assume Xi = [0, 1) (i E [d] ). The following lemma 
reformulates in terms convenient for our applications an argument found 
in [l, p. 371. 
LEMMA 6. Let T,(x) (1~ kJ) be a sequence of real valued functions 
defined on X. Suppose (rs)se w is a strictly increasing sequence of integers 
such that r,, = 1 and conditions (c() and (p) are satisfied. Let /If II denote 
(Jxlfl* dx)"* and suppose that 
II max T,(x)11 -+ ri”(log r.,Y. 1 <l<r, (19) 
Then, given E > 0, 
T,(x) = o(l”*(log 1)q+“2+E) a.e. (20) 
Proof For integers N > 1 and E > 0 let 
f(N, E)= N”*(log N)q+“‘+‘. 
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Note that by using (/3) there exists a positive integer k0 and a constant 
K> 0, dependent on q, E, and (Y,),, N, such that for k > k,,, 
f(r s+ly ~)G&-f(r,, ~1. 
Set 
E(E)= 
i 
XEX: lim - 
I  T,(x)1 > o 
I-too f(l,&) 1 . 
To prove (20) it is sufficient to show that 1E(.s)I = 0, for all E > 0. First note 
that 
E(E)E fi ij A,(E), 
r=l s=r 
where 
A,(E)= {XEX: Iyl:r IT,(x)1 >K-lf(r,, $E)} (s E iv ). 
..s 
This is because if x E E(E), there exists arbitrarily large positive integers s 
such that for each integer I in [r,- , , r,), 
Hence in particular 
max IT,(x)1 >K-‘f(r,, it). 
l<l<r, 
This means that 
XE i;7 (j A,(&). 
r=l s=i- 
By (19) we have 
so 
lA,(~)l 4 (log rS)-‘-E. 
By (m) there exists A > 0 such that 
r,+ ... +r,-,<Ar, (teN). 
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Let 
Po=L 
1 A+1 ‘-I 
Pi=; yj- 
( 1 
(iE W); 
then 
r-1 
i;o pi =AP,. 
Using this we see by induction that T, > pr. This means that given any 
E > 0, 
f, (logr,)-‘P”< 00, 
and so 
f  IA,(&)1 < m. 
s=l 
Lemma 6 now follows by the Borel-Cantelli lemma. 1 
If we apply Lemma 6 with rs = 4” (S E VV), T,(x) = IQ/, x) (IE N), and 
q = d, Theorem 1 is proved if we can establish the following lemma. 
LEMMA 7. Suppose gi,j(x,) is defined on Xi = [IO, l] (in [d]; Jo FV) by, 
(5). Then fur D(I, x) (ZE kJ), defined by (4), 
Suppose (gjCx))js rm is defined on X by (2). For BG [0, l)d, let 
K(B~ N3 x)’ 5 zB(gj(x))-N IBI (NE N). (21) 
j=l 
If in Lemma 6 we choose rS =4” (SEW), T,(x)=K(B, 1, x) (IE N), and 
q = d + 1, Theorem 2 is proved if we can establish the following lemma. 
LEMMA 8. Suppose BG [0, l)d is dejined by (9) and that (g,j(x,))j, M is 
defined on Xi= [0, l] (in [d]; ~EFU) bv (5). Let K(B, N,x) (NEIL) he 
defined by (21). Then 
11 max I K(B, Z, x)1 I( 6 N “‘(log N)d+ I. 
l<I<N 
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For (gi,i(xi))jp N (ie [d]) fulfilling conditions (i) and (ii) of Theorem 3, 
suppose (gj(x))js WI is defined on X by (2). Let R be a d-dimensional 
rectangle in [O, l)d satisfying (16). Then for o E 52, detined by (15), let 
(NE N). (22) 
j=l 
Given E > 0, if in Lemma 6 we choose T,(x) = K(R, Z, o, x) (I E N ) and 
q = d+ f + is, proving Theorem 4 reduces to establishing the following 
lemma. 
LEMMA 9. Let K(R, j, w, x) (j E N ) be defined by (22). Let (I,),~ W be 
a sequence of strictly increasing integers such that r0 = 1, and given E > 0, 
then (a) and (/J) are satisfied with v = d + 4 + 4~. Then 
II,FI.~ (K(R, f, co, x)1 II 4 rf’2(log rS)d+ 1’2+(1’2)E, 
. . 1 
for z, almost all w  in 52. 
3. PROOF OF THEOREM 1 
A basic tool used throughout this paper is the following, due when d= 1 
to P. Erdiis and P. Turan [6, 71 and for arbitrary d to J. F. Koksma [ 111. 
Henceforth, for real x, let e(x) denote e2nirr. 
THEOREM 10. For h = (h,, . . . . hd) E Zd (d-tuples of integers), let 
r(h)= fi max(l, lhil), 
i=l 
and let 
M(h) = ,TF:, Ihi I. . . 
There exists a constant C>O such that given y,, . . . . y, E [0, l)d, then for 
any positive integer L, 
NWY,, . . . . c L 2 e(<k Yj>) 
OcM(h)<L dh) j= 1 
7 
where ( , ) denotes the usual inner product on rWd. 
ON METRIC UNIFORM DISTRIBUTION 27 
To use Theorem 10 to prove Theorem 1, we also need the following 
theorem, due to P. Sjiilin [21]. 
THEOREM 11. Let C(K) denote a d-dimensional cube of side K and centre 
(0, . . . . 0) in Rd, which has faces aligned with the coordinate hyperplanes. For 
f E L*( [0, l)d), with norm 11 f/I, and n in Z’, let 
a, = 5 f(t)e((n, t))h co. 1 P 
that is, the n th multi-dimensional Fourier coefficient of,f Then if 
we have 
Applying Theorem 11 to 
f,,(x)= $ e((k gj(x)>), 
j=l 
we have the following corollary. 
COROLLARY 12. Suppose gj (x) ( j E N ) defined on X are as in Theorem 1. 
Then 
Note that for scalars CI/ (I= 1, 2, . . . . N) and PI (I= 1, 2, . . . . N) 
max Ia, + PII d ly,yN la/l + ,T;-N I BII. (23) 
lC/CN . . . . 
Thus, if in Theorem 10, we choose yj = g,(x) (Jo Ni) and invoke 
Minkowski’s inequality, 
which by Corollary 12 is 
(24) 
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LEMMA 13. For each h = (h, , . . . . hd) E Zd, let r(h) and M(h) be defined as 
in Theorem 10. Then the following are true: 
and 
(b) c 1 
O<M(h)CL r(h) 
1 
i:h,#O 
hsZd 
ProoJ (a) Let 
r’(h) = n max( 1, hi). 
i=l 
By considerations of symmetry, 
c 
1 
i<2d c - 
o<,w(h)<L r(h) o<w,)~~ r’(h)’ 
(25) 
htiZd h.Wd- (0) 
Let 2v1 (k = 1, 2, . . . . N) denote the collection of subsets of [d] containing 
exactly k elements. Now note that 
c L= i c (i i,=l’,:,‘ik=l i (h,‘*‘h,)-l) 
O<M(h)<L r’(h) k= 1 rE$fl 
(26) 
hpWd- (0) 
’ ’ 
r= (i,....,ik) 
and that 
Observing that the cardinality of 2p1 is the binomial coeficient (i) 
(k = 0, 1, . ..) d), the right hand side of (26) is 
=$o(;)(jl ~-l)k-l=(l+,srl)d-l. (27) 
Combining (25), (26), and (27) proves (a). 
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(b) As in (a) 
G (log L)d- 1. 1 
Choosing L to be the greatest integer less than N”’ in (24), combined 
with Lemma 13, part (a), proves Lemma 7 and hence Theorem 1. 
4. PROOF OF THEOREM 2 
For 
z(N) = log, N (NE N), 
let 
and 
W)= u & (NE N). 
k>Z(N) 
BY 6’1) 
K(B,l,x)=K(t(N),1,x)+K(s(N),l,x) (~EN;NEN). 
Using (23) and Minkowski’s inequality, 
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Now 
aw, 1, x) = c 
( 
i zR,(gj(x))-z IRkI > 
l=Sk<r(N) j=l 
thus 
which by Lemma 7 is 
<z(N) N”2(lOg N)4 (28) 
(29) 
then (29) is 
C 
k>=(N) 
lEk,jl)1'2 + N Is(N 
Note that 
IE/c,jl= IRkI (jE IA; kE N). 
This means that 
II,?;& IQ(N), 4 XII II G 2N IW)I 1’2* (30) 
. . 
Finally, using (18), note that 
IS( = 2 pz,)-+ 1 Q-k<.-=(N). 
k > Z(N) k>;(N) 
(31) 
Combining (28), (30), and (3 1) proves Lemma 8 and hence Theorem 2. 
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5. A MAXIMAL INEQUALITY FOR REARRANGEMENTS 
We begin with some notation. For a finite set of real numbers tl, . . . . irN, 
let 
Sk = i t.j (k= 1, 2, . . . . N). 
/=I 
Let Y, denote the set of permutations of a set of cardinality N. For 
0 E Y,, let 
S/c(o) = i Lj, (k = 1, 2, . . . . N). 
j=l 
Further let 
Then if a + denotes max(O, a) and a - denotes ( -a) + , set 
S;(o)= max Sf(a), 
l<j=ZN 
and set 
 ^
S;(a)= max S,:(a). 
I<jGN 
Finally for a permutation rc E ‘Y,, assume it has a decomposition into 
cycles 
lr=c,...c U. 
Then let 
T(n)= i [c r’]‘. 
I=1 jeC; 
where C’ denotes the set of integers contained in the cycle C. The following 
lemma appears in a paper of F. Spatzier [22], where it is credited to 
H. F. Bohnenblust. It is the main ingredient in the proof of Theorem 4. 
LEMMA 14. The sets of real numbers { 3 G (a)} ~ E yN and { T( 7-c ) } R E pN are 
the same. 
Let !Ph (NE N), denote the set of cyclic permutations of subsets of a set 
of cardinality N. Lemma 14 has the following consequence. 
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LEMMA 15. Suppose n E Y,, CE !Ph and let, 
Z(7c, C)= 
if C is a cycle of 7c 
if not. 
Then 
Proof. Using the fact that [al = a + + a -, we have 
S%(o)= l$l;2N ISk( = $yN (s:(o)+s,(fJ)) 
. . . . 
which using (23) is 
6 max S;((~)+~~~~~s,(a)=S,+(a)+S,(a). 
lCk<N . . 
Hence squaring 
Cw~)1*~ [S,‘(a)]*+ [~,(a)]‘+2S,+(a)~,(o). 
Applying the arithmetic-geometric mean inequality to the third term on 
the right hand side, 
<2([S,+ (41’ + [A% (41’). 
Summing over all the elements of Y, and using Lemma 14, 
Using the fact that a+ and a- are less than JaJ, 
y,c,, {&; ljZ, Gl z(n, 4’. 
as required. 1 
Essentially Lemma 15 appears in the middle of a calculation in [22]. We 
have reproduced its short proof here for clarity and completeness. 
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6. AN ESTIMATEFOR AN EXPONENTIAL SUM 
Lemma 18 which follows is needed for the proofs of both theorems 4 
and 5. Its proof requires a couple of preparatory lemmas. 
LEMMA 16. Let 6= (6,, . . . . 6,), where 
let 
Xa,i = [a, -iSi, bj + isj] tie Cdl) (33) 
and let 
x6=x&,, x . . . xx,,,. (34) 
For h = (h,, . . . . hd) E Zd and each pair of distinct positive integers j and k let 
.r 6, + (l/2)& Jl(i, j ,  k, 6, h) = e(hi(gi,j(xi) - gt,k(Xi))) dx; a,- (l/2)& 
and let 
J2(i, j, k, 6, h) = S”“‘I”‘“’ hyg;j(Xi) gj,k(xi) 
u,-(l/Z)& 
X e(hi(gi,j(Xi) - gr.k(Xi))) dx;. 
Suppose hi#O. Then if gi,i(xi) (in [d]; HEN) satisfies (i) and (ii) oj 
Theorem 5, but on X,,i instead of Xi, 
IJl(k j, k, 6, h)l << (Ihi d:j,k)-‘l (35) 
and ~fg~,~(x~) (in [d]; Jo N) satisfies (i)-(iv) of Theorem 5, again on X,,, 
instead of Xi, then 
(36) 
where the implied constants are independent of 6. 
Proof. Inequality (35) is proved in [ 14, Lemma 2.1, p. 151. To prove 
(36), note that for fi,j,k(Xi) defined by (18), 
hi 
5 
b,+ (l/2)6, 
J,(k j, k, b, A) = 
27r JT 
fi. j.k(-'i) 
a,-(l/Z)& 
xd(dMg,. j(xif- g,,,dX,))))- 
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NOW by (iv), fi,j,k(Xi) is monotonic, so by the second mean value theorem 
for integrals there exists y E (ai- fsi, bi + asi) such that 
Jz(i, j, k, 6, h) = hi 
2x&l 
L;,,kCai - 4 si) 
Y 
X 
s 
d(e(hi(gi,j(xi)-gi,k(Xi))) 
a,- (l/2)4 
+ 2~ h fi, j,ktbi + isi) 
s 
bit (WV* 
X d(e(hi(gi,j(xi)- gi,k(Xi)))~ 
J 
So using (iii), 
LEMMA 17 [3]. Suppose gi,j(Xi) (in [dj;jE IV) satisfy conditions (i) and 
(ii) of Theorem 3 on X,,i. Let r= {j,, . . . . j,} denote a finite subset of the 
positive integers. Then 
C (dfja,jb)-’ G N(lOg N). 
LEMMA 18. Suppose g,,j(x) (iE [d]; jE N) satisfies conditions (i)-(iv) of 
Theorem 5 on X8, i. Let r= ( jl , ..,, jN> denote a finite subset of the positive 
integers and for h = (h,, . . . . hd) E Z, and define 
SAC x)= C e((h, gj(x)>), 
jsf 
via (2). Let A= max,, r j, I[ f II6 = ( SK6 If I * dx)“*, and 5 denote a subset of 
[d]. Zf z in increasing order is {iI, . . . . ik}t then let d(7) denote the differential 
operator ak/Bxi, . . . ax,. We have 
Ila(~w,K WI: 6 n lh;12 IZ2P(#r) 
( > icr 
xN(l+(logN)(iz~o lhile’))* 
Proof: First note that 
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This means that 
l%r)(sh(f3 X))l*= 1 1 (n lhtl gLj(xi) gi,ktX.)) 
jerker iar 
xe((k gj(x)-gk(x))). 
Upon integrating we have 
Ila(t)(sh(K x))l12 = LLr J&b lhfl &,j(X;) gi.ktXi) icr > 
Xe(<k gj(X)-gk(XJ)Jdx, 
where dx denotes Lebesgue measure on X,. Thus if 
U(i, j, k, 6, h) = J (\$I !&,,(Xi) &,k(Xi))e((k gj(X)- gk(X)))dXi X6. I 
and 
then 
By Lemma 16, if 
then 
d?? 1 ifj=korhi=O r,J,k,h = 
lhil d:j,k otherwise, 
U(i, j, k, 6, h)@ lhfl k2p(d~.~k,h)-1r 
and 
v(i, j, k, 6, h) 4 (d;,$.h)-‘. 
This means that 
Il8t)(s,(& *~))]I2 $ A2p(#r) (n lh’l) 1 c ( ri (d&d-‘)- IET jer kcr i:h,#O 
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Let i(h) = # {i: hi # O}. Applying the arithmetic-geometric mean inequality 
to the product on the right hand side and interchanging orders of summa- 
tion, this is 
4122P(#r) n lhfl c 1 c ((dT;k,h)-i(h)). 
( ) iEf i:h,#O joT ker 
Pairing symmetric off-diagonal terms in TX f, we have 
(37) 
jf; k~~((d:;fk.h)-i(h1)QN+2 c ((dirifk,h)-i’ht) 
j,kef 
jxk 
4N+2 $& 1 (td:fk,h)-? 
I J,kET 
j-ck 
Using Lemma 17 this is 
QN(l+Fg. (38) 
Combining (37) and (38) we have proved Lemma 18. 1 
7. PROOF OF THEOREM 4 
Before we can use Lemma 15 to prove Theorem 4 we need the following 
lemma, which in the case d= 1 is proved in [4]. 
LEMMA 19. Suppose g, j(xi) defined on Xi (ic [d]; je fY) satisfies condi- 
tions (i) and (ii) of Theorem 3. Let r be a finite set of positive integers of 
cardinality N and R be a d-dimensional rectangle contained in [0, l)‘, 
satisfying (16). For ( gj(x))j, wI, defined by (2), let 
Then, 
F(R r, x)= 1 ZR(gj(X))- #Z’lRI . (39) 
jsr 
/lF(R, Z-, x)11 Q N”*(log N)d. 
Proof. From the definition of discrepancy, if r= {j,, . . . . jN}, we have 
lIF(R r, XIII G lIND(gj,(X), se.3 gjN(X))II, 
which by Theorem 10 is 
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for all positive integers L. Applying Lemma 18, with T chosen to be the 
empty set, this is 
c 1 N1j2 (1 +(i, IhiI-“2) (logN))> 
O<f$GL r(h) 
which by using Lemma 13 is 
6 N “*(log N)‘? u 
LEMMA 20. For a permutation QE Y,, let 
l-k(o)= {4l), . . . . a(k)) (k = 1, 2, . . . . N). 
Then if (gj(x))jsN> defined on X, and R are as in the hypothesis of 
Theorem 4, and if F(R, r, x) is defined by (391, 
max F(R, r,(a), x) * G N(log N)2d. 
IGkGN Ii 
(40) 
Proof. By Lemma 15 
2 
max F(R, rk(a), x) 1 
4z!,,,y 4 1 { 1 F(R, C’, x)1(71, C,}‘. CE Pb 
Integrating through both sides of this inequality and interchanging the 
order of integration and summation, 
1 2 
- 
N! 
max F(Ry rkb), x) 
L6k$N ! I  
2 
F( R, C’, x) 1(7c, C) 
Iii 
. (41) 
Squaring out the expression in the curly brackets, the right hand side of 
(41) is equal to 
where, 
I, = $, 1 c Z(n, C) j F(R, c’, x)’ dx 
‘7tEYQ CEPk X 
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and 
X 
s 
F(R, C;, x) F(R, C;, x) dx. 
x 
We shall estimate I, first. By Lemma 19 
II y& 1 1 Z(71, C)( # C’)(log( # c))2d. 
’ ?rEYN CeY,v 
Majorizing (log( #C’))2d by (log ZV)2d and noting that every cycle C 
appears in (N - # C’)! permutations rc E Y,,,, this is 
e (log Ay $ . c& w- #C’)! (#@I. 
iv 
Now note that there are (#c’ - l)! cycles with C’ as their set of integers. 
This means that 
z,4(logN)2d$ c (N- #n (#q 
. J-E [Nl 
-4 (log N)2d 
r$Nl C-J’. 
Note that there are (,“I-) ways of choosing #Z integers from { 1,2, . . . . N}, 
so 
II e (log N)2d c 1 = N(log N)? (42) 
I<#l-<N 
We now consider the estimation of Z2. Using Cauchy’s inequality 
z24 c c c I(7 cl)ztT C,) . 7TsY.N C[EP;Y C2EYb 
Cl + c2 
x VCR, C;, x)ll IIW, C;, x)ll. 
By Lemma 19, this is 
4$ c c 1 Z(n, C,) Z(n, C,)( # c;y . nsYN C,EYb C2EYh 
Cl z c2 
x (log( # C;)y (# .;p2 (log( # c;))f (43) 
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Z(n, C, ) Z(rr, C,) = 1 if and only if C, and Cz are both cycles of 71, so in par- 
ticular C’, n C; is empty. On the other hand, given two disjoint subsets Zl 
and Z2 of { 1, 2, . . . . N}, there exists KE ‘Y,, with cycles C, and Cz, such 
that C; = Zr and CL = Zz. Thus majorizing (log( #C;))“ and (log( # C;))d 
by (log N)d, and noting for each pair of cycles C, and C7 such that C’, n C; 
is empty that there exist (N- #C’, - #C;)! permutations rc E Y/, with 
cycles C, and Cz, (43) is 
4(logN)$ 1 (N-#CC;-#C;)!((#C;))“*((#C;))““. 
Cl. C2G Yv:, 
c; n c; = 0 
Noting again that there are (#C’ - l)! cycles with C’ as their set of 
integers, this is 
+ (log N)” +, 2 
(N- #Z-l - #I-,)! (#r,)! ( #r2)! 
’ F,,Fzc- (I . .._. h’} (#r,P2 (#r2p2 
F, n F, = 0 
= (log N)2d F,,;[N, (,"r,)' (N;;2fy bw-l)-"* (TYr2)-li2. 
F,ClFz=@ 
The number of ways of choosing disjoint subsets f 1 and fz of { 1, . . . . N) of 
cardinality # Z, and # Z2, respectively, is 
Thus 
I2 4 (log N)2d c (v,v2) -I’* 4 N(log N)2d. 
VI. v2 
1 G Y,  + ~2 < N 
(44) 
Combining (42) and (44) proves Lemma 20. 1 
Lemma 20 gives maximal estimates for sums of finite rearrangements. 
Lemmas 22 and 23, which follow, give maximal estimates for infinite 
rearrangements, proved by piecing together the estimates provided by 
Lemma 20. The means to do this piecing together are provided by the 
following lemma. 
LEMMA 21. Suppose gj(x) (Jo fA) is defined on X, us in the hypothesis of 
Theorem 3, suppose K(R, N, x) (NE kJ) is. defined by (21), and set 
K(R, -1,x)=0. Let 
s-1 
G(s, x) = c IK(R, f-k- 1, X)1 (s 6s N ), 
k=l 
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and for K(R, 1, 0, x) (t E N ) defined by (22) let 
H(u, 0, x) = max (K(R, rveI - 1, X) - K(R, t, w, x)1 (UE N). 
r,-1<t<r, 
Then 
[,y;,“, JK(R, t, o, x)11’ 6 2 G(s, x)* + i [H(u, w, x)12 . . I u=l 
ProoJ To see this, argue as follows. For rv G t < r, + 1 (u = 1,2, . ..) 
C,y;,“, W, k 0, 412 = I~y, CM, k w, 41’ . s . s 
< max C max (MR rv - 1, XII 
04U$S- I r,srtr,>+l 
+ VW, t, 0, x) - K(R, rv - 1, x)l 121. 
Now (Ial + (bJ)‘<2()a21 + 16’1); so this is 
<2 max [ max (IK(R, rv- 1, x)12+ IK(R. t, co, x) 
O<U<S-1 r,<t<r,+1 
- K(R, rv - 1, x)12)l, 
which is 
6 2 { G(s, x)’ + max mu, w, 4”). 
o<v<s-1 
Majorizing the maximum by the sum, this is 
S-l 
W, xJ2+ C ~(u,w,x)~ , 
lJ=O 
as required. 1 
LEMMA 22. For o = (o~)~~ N ESZ defined by (15), let o: denote 
(o&,,~ESZ:=SZ,X . ..xQ.andlet 
s-l 
B,= fj ((rv+l-rvV) (SE N). 
US0 
V (gi,j(Xi))jsNv defined on Xi (i E Cd]), satisJies conditions (i) and (ii), for 
K(R, t, o, x) defined by (22), then 
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Proof: By Lemma 21, 
where 
(45) 
and 
We estimate L, first. Note that I(K(R, rk, x)11 is independent of w, thus 
s-1 
(46) 
k=O 
Using Lemma 19 and (a), 
s- 1 
Ll 4 c rk(log rk)‘d 4 r,(log rs)2d. 
k=O 
(47) 
To estimate L2 first write 
H’(w,, x) = H(u, co, n). 
We can do this because H as a function of o depends on only co,. This 
means that 
Using Lemma 20 
s-1 
L24 c @k+l- rk)(log(rk+ 1 - rk))2d % rs(log rs)2d. (48) 
k=O 
Combining (47) and (48) completes the proof of Lemma 22. m 
Because maxlSk<r, (K(R, k, w, x)1, in its dependence on w, actually only 
depends on the part 0:’ of o, we can reformulate Lemma 22 as follows. 
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LEMMA 23. Suppose ( g,,j(xi)),.e N, defined on Xi (i E [d] ), satisfies 
conditions (i) and (ii) of Theorem 3, and K(R, k, o, x) (k E N) is defined by 
(22). Then 
We are now in a position to complete the proof of Lemma 9. Summing 
over the variables SE N, 
f Sn II maxl,k<r, Ihl(R, k ~41 II2 dn, $ f (log rs)--IME” < co. 
s= 1 r,(log rs)2d+ 1 +‘I2 s=l 
After a justified change in order of summation and integration, we have 
This implies that 
m 
c ” 
maxlGkcr, K(R k 0, x)l12< co 9 
s= 1 r,(log rJ)2d+ ’ +‘I2 
for almost all w  E Sz with respect to rc,. Using the fact that for a, B 0 
(s E N), if C,“= 1 a, < co, then a, = o(1) as s tends to infinity, Lemma 9 and 
hence Theorem 4 are proved. 
8. A LARGE SIEVE ESTIMATE 
Lemmas 24 and 25 together constitute a form of the large sieve needed 
to prove Theorem 5. In the special case where d= 1 and g,, j(xl) = ujxl 
(jG N), for a strictly increasing sequence of integers (aj)jsN, a form of 
them appears in [16], where they are ascribed to E. Bombieri. See [l] for 
a proof in this case however. As in [ 11, our proofs of Lemmas 24 and 25 
mimic the proof of the large sieve given by P. X. Gallager [lo]. 
LEMMA 24. Suppose that 6= (6,, . . . . 6,) satisfies (32), and that A’+ 
(i E N ) and X, are defined by (33) and (34), respectively. Let 
6, = max di 
IsGi<d 
and let 
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Suppose that S(x), defined on X,, is differentiable in each coordinate of 
x = (x1, . ..) xd) and that for z E [d], the differential operator a(T) is defined 
as in the statement of Lemma 18. Let 
Finally suppose that there is a measure u on X and a positive real number V, 
such that for any ball B,(x), of centre I and radius p, 
ABJx)) G P”. (50) 
Then tf we let 
llfllp=(~xlf12 &)"'; 
and tfrC denotes the complement of T in [d], 
Proof It is easily checked that for a differentiable function f (t) defined 
on CO, 11 
f(t)=/; f(u)du+J::uf’(u)du+[‘(u-l)f’(u)du. 
f 
This implies that 
If(i)I Gj; (If(u)I + If’(u)l) du. 
By a change of variables we conclude, for a differentiable function .f, 
defined on [a - 44, a + iA], with 0 < A < 4, that 
If,(w)1 + If ;(w)l dw. (51) 
If v = (V,) . ..) vd) and the function f**(v) differentiable in each coordinate is 
defined on 
X,,,=[cc,-~s,,c(+ts,]x “. x [a,~-~t6&+~6], 
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for CI = (aI, . . . . ad) E [0, 114 then by applying (5 t ) to each coordinate in 
turn, 
(52) 
Here du denotes du 1 . . . do,. By the product of differential operators 
we mean apply each differential operator in turn in decreasing order of the 
index i. Expanding out this product and using the triangle inequality, the 
right hand side of (52) is 
Now choosef.,(u) = S*(U), and note that 
Thus if we let 
then 
IS2(a)l < C 
( > 
n 6i -‘N,(T, LX, 6). 
rs[d] is+ 
Integrating, 
IWII:~ c 
( > 
l-J 6i -’ N*(z, 61, 
TG[cf] icrc 
where 
(53) 
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For t = ( tl, . . . . td) E X, let 
Xr,i= [(max(t,- +Si, a,), (min(t,+ $3ibi)] (ic L-4)? 
and 
X(=Xr,lX ..’ xx,,; 
then using Fubini’s theorem, 
We need an estimate for 
Define ni (in [Id]) to be the positive integers such that 
(ni-l)6*Q6i<nis*. 
If 
and 
x”,i= [vi- $zid*, vi+ +qS*] (ie Cdl), 
then 
X” = XL, 1 x . ‘. x xi,,,, 
So if 
and 
then 
xz,j= [Ui-+6*, Vi+ @*] (i E Cdl 1, 
x:l=x;.,x ... xx;,,, 
AX,) 6 Ax:,) = n, . . . n&(X::). 
(55) 
(56) 
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Now comparing the /J measure of Xz, with that of the smallest ball 
containing it, 
,u(xl’)<; Idyq. 
Combining this with (55) and (56) we have 
<;ldl”*S;-‘fi (6,+6,). 
i=l 
(57) 
Using Cauchy’s inequality 
(58) 
Combining (53), (54), (57), and (58) completes the proof of 
Theorem 27. 1 
LEMMA 25. Suppose gj,j(xj) (in Cd]; jE N) defined on X satisfies the 
conditions (i)-(iv). Then, for any 6 = (6,) . . . . 6,) satisfying (32), g, j(xj) can 
be extended to satisfy the same conditions on X6.j defined by (33). For a 
finite subset r= (j,, . . . . j,} of the positive integers and h = (h,, . . . . hd) E Zd, 
let 
SJC x)= 1 e((h, gj(x)>). 
jer 
Further let h:=max(l, Ihi/) (iE Cd]), h, =minjGCd, Ihi/, A=maxjc, j, 
x,(7, h) = h~2{X7-v), x2(7, h) = (KLEr hi)-“*, x3(?, h) = (nj,, hi)“‘, and 
x~(T, h)= (Hi., lhj1)1’2. Then given E > 0, 
II&(r, x)II, .gip’/*+&A(‘/*)p{d--v) Xd, Id, x1(71, h)X2(~1, h) 
x ZAG, h) ~4(72, h). 
ProoJ The required extension can be achieved by setting 
gi, jtxi) = d, j(a,) (xiE(aj-i,a,);iE[d]; jeN) 
and 
d,j(xj) = &j(bi) (xiE(bj,b,+f);iE[d];jEN). 
Assume (gj,j(Xi))j,N (in Cd]) has b een extended to X,,i (ie Cd]), as just 
described. Using Lemma 24, proving Lemma 25 reduces to obtaining an 
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estimate for N(r, 6), defined by (49). This estimate for N(r, 6), is provided 
by Lemma 18, which gives 
IISh(~rX)lI:,QN1+2EG;-d ( 
n (S*+S,) 
ie [d] 1 
x(~~d,(~_6i)~‘(nl~jl)~p~#~)). 
Let dj= (1/2)(h:~p))’ (in Cd]); then we have 
IlMC -a; 3 N ~+2&pI~-4jq(h), 
where 
R,(h) = (h*){d-“) ( n (A,’ + (hj)-1 ie [d] ))(r:d, k !  4(! !  ihiiD 
Let 
R,(h) = (h*)(‘/2){d--v) n (/p’ + (/(-l/2) 
is [d] > 
Qd, (py2 (!J lq2). 
Then taking square roots and using the fact that (xX [asI )1’2 < (C, Ja,J 1’2) 
lI~Kx)ll:4~ 1/2+&~(IIZ)p(v-d)~~(h). 
After expanding out the term 
in R,(h) and rearranging, Lemma 25 is proved. 1 
9. PROOF OF THEOREM 5 
We argue by contradiction and hence can assume there exists a non- 
integer v, such that 
l-29 
dim E,>v>d-- 
P+4 
(0 <q < t,. 
The following lemma 18, p. 7] can be used to prove Theorem 5 by 
methods similar to those used to prove theorems 1, 2, and 4. 
48 R. NAIR 
LEMMA 26. Each compact subset C of X is the support of a Bore1 
measure u on X such that (SO) is satisfied, for any v less than the Hausdorff 
dimension of C. 
Because E, may not be compact we need the following lemma, 
immediate from Theorems 47 and 48 of [19]. 
LEMMA 27. Each subset E of X itself contains a compact subset C of the 
same Hausdorff dimension as E. 
Throughout this section, fix a compact subset C, of E, of the same 
Hausdorff dimension as E,, provided by Lemma 27. Henceforth in this sec- 
tion also fix the measure p on X, supported on C, and satisfying (50), 
provided by Lemma 26. To prove Theorem 5 it is sufficient to show 
D(N, x) = o(N -“) p a.e. (60) 
because this contradicts (59). The following theorem of T. S. Gal and J. F. 
Koksma [9] reduces the proof of theorem 5 to obtaining L2(p) estimates 
for D(A4, N, x) (MEVV; NE fV). 
THEOREM 28. For each pair M and N (ME W; NE IV), let F(M, N, x) 
denote a Bore1 measurable function on X. Suppose for all integers L E [0, N] 
that 
IF(M, N, x)1 < IF(M, L, x)1 + IF(h4-t L, N-L, .x)1. (61) 
Suppose further for each 8 > f and cp > 0 that we have 
IIFW, N, x)ll, = W’e(~+ NY’). 
Then given E P- 0, 
F(0, N, x) = o(NB+q(log N)“2tE) p a.e. 
LEMMA 29. For heP’- (0) d an T-C [d], suppose r(h) and M(h) are as 
defined in Theorem 10 and that ~~(7, h), x2(7, h), x3(r, h), and x4(t, h) are 
defined as in Lemma 25; then for subsets 21 and z2 of Cd], given E > 0, 
c ~(‘1, h) MT,, h) xAT;, h) ~4~2, h) e L(1/2)k-v+&1, (62) O<M(h)CL r(h) 
where the implied constant is independent of z1 and ~~~ 
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Proof Written out in full the expression on the left of (62) is 
c O<M(h)<L hy)(#-v~ (E, ,hi,)1’2(,r!h:)l’2 
x(~~~:,‘-‘(fI,h~,-‘. 
For z E [d] let 
r1(7, i)= 
1 if isz 
o 
otherwise. 
Then (63) is 
c h* (l/2){ #11- v} fl Pit (l/21 rl(72.i) 
O<Mlh)<L iE [d] 
x n (h:)(1/2)(1~4(rl,i)-q(rz.i):--I 
iE [d] 
Arguing as in (26) this is 
y~[d]-r, il=l i,=l \I=, / 
@= {i ,,.... i,} 
o=yur, 
Note that 
So that for any E > 0, (63) is 
h~(1/2){l)(?I,i~)+&/d-##r+~} 
yE[d]-T, I=1 
X n (b, 
(lP){q(rl.i,)+ 1 -&/d} 
. 
Using the fact that xi=, ha4 La+‘, if c1 is not -1, (63) is 
(63) 
-3 1 c L”‘, 
YE[d]-T, /=I 
(64) 
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where 
/3,=-f{ E- #r,uy+ c rl(zl,i,)-#z,+v+l . 
i/Equy I 
so (64) is 
as required. 4 
LEMMA 30. Let D(M, N, x) (MEW; v E N) be defined by (3), and let 
1 -p(d-v) 
w= 2+&j ’ 
Then given E > 0, 
IIWM N, x)11/, G (M + NJ (1/2)p(d-V) N(1/2)W(d-V+&)+1/2+E ( 1. 
Proof: By Theorem 10 and Minkowski’s inequality, if we denote 
S,(f, x), when r is [M+ 1, M+ N] n N, by S,(M, N, x), then for any 
positive integer L 
IIND(M, N, x)11, < C L IIWK N Nil, 
O<M(h)GL r(h) 
where r(h) and M(h) are as defined in Theorem 10. By Lemma 28, if 
xI(t, h), x2(2, h), x3(7, h), and x4(x, h) are as in Lemma28, 
c r(h)-’ (M+ N)(“2)p(d-v) T(h) , 
O<M(h)<L > 
hcZd 
where 
T(h) = c c xl(r,, h) xz(Tlr h) xd& h) x4(72> h). 7, E [d] r> E Cd] 
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Rearranging, this is 
4(X-‘+N l/z+E(M+N)-(1/2)P(d--.) V(L)), 
where 
I/(L)= c c c r(h)-’ Xl(TlT A) X2(71 2 h) 
r,c_[d] rzC-[Cd] O<M(h)$L 
heZd 
x Xd~S~ h) X4(%3 h). 
Using Lemma 29, given E > 0, this is 
-+(A%-‘+(M+N) (1/2)p(v-d) ~1/2+e~(l/Z)(d-v-~)) 
Choosing L to be the greatest integer less than N’” proves the lemma. 1 
We are now in a position to complete the proof of Theorem 5. By defini- 
tion, w  satisfies 
l-w=$p(d-v)+$v(d-v)-;, 
This means, using Lemma 28 and Lemma 30, that given E > 0 
D(N, x)= o(N-“‘+~) p a.e. 
By (58), w  < q, so choosing E small enough proves Theorem 5. 
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