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Abstract: In today’s changing climate, the development of robust, accurate and globally 
applicable models is imperative for a wider understanding of Earth’s terrestrial biosphere. 
Moreover, an understanding of the representation, sensitivity and coherence of such  
models are vital for the operationalisation of any physically based model. A Global  
Sensitivity Analysis (GSA) was conducted on the SimSphere land biosphere model in which 
a meta-modelling method adopting Bayesian theory was implemented. Initially, effects of 
assuming uniform probability distribution functions (PDFs) for the model inputs, when 
examining sensitivity of key quantities simulated by SimSphere at different output times, 
were examined. The development of topographic model input parameters (e.g., slope, aspect, 
and elevation) were derived within a Geographic Information System (GIS) before 
implementation within the model. The effect of time of the simulation on the sensitivity of 
previously examined outputs was also analysed. Results showed that simulated outputs were 
significantly influenced by changes in topographic input parameters, fractional vegetation 
cover, vegetation height and surface moisture availability in agreement with previous 
studies. Time of model output simulation had a significant influence on the absolute values 
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of the output variance decomposition, but it did not seem to change the relative importance 
of each input parameter. Sensitivity Analysis (SA) results of the newly modelled outputs 
allowed identification of the most responsive model inputs and interactions. Our study 
presents an important step forward in SimSphere verification given the increasing interest in 
its use both as an independent modelling and educational tool. Furthermore, this study is 
very timely given on-going efforts towards the development of operational products based 
on the synergy of SimSphere with Earth Observation (EO) data. In this context, results also 
provide additional support for the potential applicability of the assimilation of spatial 
analysis data derived from GIS and EO data into an accurate modelling framework. 
Keywords: SimSphere; remote sensing; Earth; GIS; sensitivity analysis; BACCO GEM-SA; 
gaussian process emulators 
 
1. Introduction 
Advances in computer science over recent decades have led to the increased use of sophisticated 
deterministic models in the simulation and prediction of processes, feedbacks and mechanisms related 
to a number of science and engineering fields [1,2]. These computer-based system models have become 
indispensable in many disciplines, ranging from finance to life-sciences and from quantum physics to 
Earth sciences and environmental engineering [3]. Notably, the advent of environmental modelling has 
made it possible to study the complex interconnected state variables and physical processes that represent 
the mass and energy exchanges of land-surface interactions within an Earth system [4]. In particular, 
Soil-Vegetation-Atmosphere Transfer (SVAT) models are one such type of deterministic models 
designed to simulate the continuously evolving interactions and feedback processes within the soil-plant-
atmosphere continuum [5]. These models are essentially mathematical representations of 1-dimensional 
“views” of the increasingly complex physical mechanisms governing radiative, turbulent and water 
transfers [6]. They require a large set of input parameters and initial state variables, some of which are 
spatially and temporally very variable, where in general, model complexity and the number of 
parameters increase simultaneously [7]. Some SVAT models provide a framework for assessing the 
spatial variability of mass and energy exchanges by combining the remotely sensed surface conditions 
within a Surface Temperature (Ts) and Vegetation Index (VI) feature space with a land surface process 
model to derive regional maps of energy fluxes [8]. One such approach is the so-called “triangle”  
method [9]. This technique allows a mechanistic framework for scaling small scale observations to regional 
fluxes [10] through the combined use of models and Earth Observation (EO) data. It also addresses issues 
related to sub-grid variability and the impact of spatial heterogeneity on the sources and sinks of mass, 
energy, and heat fluxes [11]. The SimSphere land biosphere model is a recent example of a SVAT model 
which is implemented to the “triangle” method. Formerly known as the Penn-State University 
Biosphere-Atmosphere Modeling Scheme (PSUBAMS) [12–14], it was modified to its current state by 
Gillies et al. [15] and Petropoulos et al. [16]. The synergistic use of SimSphere with EO data via the 
“triangle” method allows the pixel distribution from an image to fix the boundary conditions for the 
model, thereby largely bypassing the need for ancillary atmospheric and surface data. Variants of this 
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method are currently being considered for the development of operational products from EO data, some 
anticipated to be delivered on a global scale [17–19]. 
It should be noted that parameter estimation can become a high-dimensional, multi-modal and mostly 
non-linear problem in land-surface deterministic models such as SimSphere. This is due to the inherently 
intricate nature of the complex feedbacks and interactions represented by the model [20]. This difficulty 
can be further compounded by over-parameterisation problems associated with the complexity of such 
models, as well as the problem of equifinality (i.e., different parameter sets resulting in identical or 
similar model performance measures) [3,21]. This is not a trivial issue as such problems can present a 
barrier to the quantitative analysis of model performance [1,3]. To overcome these difficulties, 
Sensitivity Analysis (SA) should be performed as a key component of any modelling process. By helping 
to identify redundant parameters, SA allows the modeller to focus on those input parameters that are 
influential. With this simplification, the difficulties mentioned above should be easier to overcome. In 
general terms, SA contains mathematical approaches used to quantify the relative influence of each input 
parameter on the model’s output variability [22,23]. It allows for an objective assessment of model 
structure and coherence, and also a quantitative evaluation of the influence of each parameter on model 
performance [1,3]. Thus, SA can be defined as an application of qualitative or quantitative tools to study 
how the variation in the output of a model can be attributed to the uncertainty in the input information 
provided [24]. As a result, it provides a valuable method to determine which input parameters are 
important (factor prioritisation) and which factors are non-influential (factor fixing) and rank them in 
order of importance [25,26]. The latter can be significant since low-impact modelled outputs may be 
converted to fixed values or dropped to simplify the model, reducing the required computing power. It 
may also be possible to concentrate on high-impact parameters during calibration or when offering 
guidance to the design of experimental programs for more efficient model coding [1,23,27]. 
SA methods can be categorised as either local (LSA) or global (GSA). In the LSA (so-called “local 
perturbation”) the partial derivatives of the system response with respect to its input variables are 
evaluated at a given base (local) point in the input space. Therefore, the information it gives about the 
sensitivities is totally dependent on the point at which the partial derivatives are evaluated [2]. Criticism 
of this technique is centred on the fact that it can only obtain a qualitative analysis of the importance of 
each factor on the output response for a limited subset and particular values of the input variables, and 
is deemed to be an inadequate method for analysing a high number of complex and high-dimensional 
parameters [28]. A model-independent GSA technique is preferable in these situations; however, an LSA 
technique is frequently adopted due to its relatively low computational burden [29]. Contrary to local 
SA approaches, the global SA aims to quantify the effect of an individual or a set of inputs to the 
uncertainty of model output by considering the inputs over their full distribution ranges [30]. This is 
achieved by screening the non-influential input parameters on model outputs during the parameterisation 
process. The complexity of parameter estimation can thus be reduced by removing the non-influential 
input parameters. Because the interactions between parameters can deeply affect the strategy of 
parameter estimation, the interactions between modelled parameters are also evaluated [31,32]. The 
GSA approach, despite its often high computational demands, has recently become popular in 
environmental modelling due to its ability to incorporate parameter interactions whilst also allowing 
relatively straightforward interpretation [33–35]. 
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SA is a valuable technique to verify any physically based deterministic model, such as SimSphere. 
SA studies typically contribute to the wider understanding of model architecture, as well as 
comprehensively develop a thorough scientific understanding of the physical processes being modelled. 
As a result, numerous SA techniques have been developed, these include: (i) studies associated with the 
evaluation of outputs simulated by the model e.g., [14,36]; (ii) studies where the model has been 
employed in examining hypothetical scenarios e.g., [37,38]; and (iii) studies where the model has been 
used in combination with EO data, e.g., to derive spatially distributed maps of energy fluxes and soil 
surface moisture content e.g., [15,39]. In addition, some SA studies have been undertaken as part of the 
verification of SimSphere e.g., [40,41]. However, in these studies, the sensitivity of specific model 
outputs to the model inputs has typically been examined by varying the inputs around their expected 
“nominal” values and observing the effect on the desired model output—often by calculating the 
derivative of the output with respect to the input considered [42]. These SA studies have been based on 
basic empirical or LSA methods. Although simple, these analyses were able to identify a number of 
critical input parameters in a number of studies while also identifying parameters associated with model 
initialisation error. Recognising the requirement for further SA on SimSphere using the more robust 
GSA technique, Petropoulos et al. [6,16,42,43] performed a series of GSA experiments utilising a 
Gaussian process emulator, providing for the first time an insight into the model architecture. This study 
allowed for the quantitative evaluation of key target quantities simulated by the model with respect to 
its inputs [43]. Previous work has analysed the impact of changes in Probability Distribution Functions 
(PDFs) [6,16], changes in atmospheric sounding settings [44] and of a wide range of output variables, 
representing a significant step forward in global SimSphere verification efforts, particularly those 
focusing on the development of global operational products from the synergy of SimSphere with  
EO data. 
Although previous SA works have examined the ability of SimSphere to provide realistic simulations 
of key land surface processes, the effect of varying the time of model simulation and its relative influence 
on how input parameters influence output variance decomposition is yet to be examined. A wide variety 
of interconnected radiative (incident angle of solar radiation), topographic (slope and aspect), biotic 
(shading of the ground surface, soil characteristics, influence on roughness, soil moisture availability) 
factors can all influence these land surface processes by controlling the net radiation balance and 
proportion of energy transferred as latent and sensible heat. The influence of these factors change 
throughout the day, based primarily on changes to the energy and hydrological cycles and the interplay 
between different processes and mechanics of the Earth system. In addition, as SimSphere is used 
synergistically with EO data to produce spatio-temporal estimates of energy fluxes and soil moisture 
content via the “triangle” method, it is of key interest to evaluate the model’s performance at different 
model output times that are close to the overpass times of common polar orbiting satellites which provide 
data suitable for the “triangle” implementation. Thus to provide a full and comprehensive programme of 
testing for this model, analysing the influence of parameters, the relationships between them and how 
they are affected by time of day is clearly needed. 
In this context, this study performs a GSA on SimSphere aiming to further extend our understanding 
of the model structure and establish its coherence. Initially, the effect of assuming uniform PDFs for the 
model inputs on modelled outputs (Table 1—Previously examined outputs) simulated by SimSphere at 
six different times during the day (07:30, 09:30, 11:30, 13:30, 15:30, 17:00) was evaluated. 
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Subsequently, a further exploration of the sensitivity of new, previously unexplored outputs simulated 
by the model was also undertaken. This study builds on previous SA analyses of the model aiming to 
help establish a more stable and comprehensive evaluation of the model structure and correspondence 
to the processes it simulates. To satisfy these objectives, a cutting edge GSA meta-modelling method 
adopting Bayesian theory is implemented. 
Table 1. Summary of the previously and newly examined SimSphere outputs considered in 
the Global Sensitivity Analysis (GSA) implementation using the Bayesian analysis of 
computer code outputs (BACCO) Gaussian emulation machine for sensitivity analysis 
(GEM-SA) method. 
Previously Examined Model Outputs New Model Outputs Examined 
Daily Average Net Radiation 
( dailyRn ) 
Daily Average Longwave Downwelling Radiation 
( downL ) 
Daily Average Tair at 50m 
( dailyTair ) 
Daily Average Longwave Upwelling Radiation 
( upL ) 
Daily Average Evaporative Fraction 
( dailyEF ) 
- 
Daily Average Non-Evaporative Fraction 
( dailyNEF ) 
- 
Daily Average Latent Heat flux 
( dailyLE ) 
- 
Daily Average Sensible Heat flux 
( dailyH ) 
- 
Daily Average Radiometric Temperature 
( dailyTrad ) 
- 
Daily Average Surface Soil Moisture 
Availability 
dailyMo  
- 
Daily Average Shortwave Incoming Radiation 
( dailyRg ) 
- 
2. Materials and Methods 
2.1. SimSphere Land Biosphere Model 
Carlson and Boland [12] originally developed the SimSphere Soil Vegetation Atmosphere Transfer 
(SVAT) model at Penn State's Department of Meteorology and Atmospheric Science. After initial 
development, the model was modified considerably by Gillies et al. [15], and to its current state by 
Petropoulos et al. [16]. A detailed mathematical account of the model’s bare soil component has been 
described by Carlson et al. [13], its vegetation component by Mehrez et al. [45] and the model plant 
hydraulics by Carlson and Lynn [46]. Gillies [47] provides a comprehensive systematic description of 
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the overall model architecture and its initialisation process. SimSphere is at present distributed globally 
from Aberystwyth University, United Kingdom (UK) [48]. 
The physical components of SimSphere ultimately determine the microclimate conditions in the 
model and are grouped into three categories—radiative, atmospheric and hydrological. The primary 
forcing in the model is the available radiant energy reaching the surface or the plant canopy. The 
components of the vertical structure effectively correspond to the components of the Planetary Boundary 
Layer (PBL) that are divided into three layers—a surface mixing layer, a surface of constant flux layer 
and a surface transition layer, the depths of which are variable with time. The vertical structure also 
contains a fourth layer, the substrate layer, which refers to the depth of the soil over which heat and 
water is conducted. The third model facet, the horizontal component, is used to account for the spatial 
diversity of vegetation cover across the land surface. This component accounts for a layer of vegetation 
between the atmospheric surface layer and the ground surface. Heat and moisture fluxes are exchanged 
between both the ground and foliage, with the inter-plant airspaces through resistances in the leaf (for 
water vapour) and the air. SimSphere is therefore, fundamentally, a one-dimensional boundary layer 
model with a plant component. Over a 24 h cycle, SimSphere simulates physical processes occurring in 
a 1D vertical column between the root zone and the lower atmosphere. Spatially, the model is only 
representative of an area the size of its parameterised conditions. Initial conditions are set at 06.00 h 
local time and develop at a time step of 15’ or better. Model outputs include variables associated with 
the radiative, hydrological and atmospheric physical domains; (e.g., energy fluxes, the transfer of water 
in the soil and in the vegetation, carbon dioxide flux between the atmosphere and the vegetation, surface 
ozone flux, wind velocity, temperature and humidity above the surface canopy). In addition to its use as 
a stand-alone modelling tool, SimSphere can also be integrated synergistically with EO data using the 
“triangle” method which aims to derive regional estimates of Latent Heat (LE) and Sensible Heat (H) 
fluxes as well as Surface Soil Moisture (Mo) [9,49]. A recent overview of SimSphere use can be found 
in Petropoulos et al. [50].  
2.2. BACCO GSA: Principles  
Research in the field of Bayesian statistics has recently produced a number of general purpose tools 
for the analysis of computer simulators. Bayesian Analysis of Computer Code Outputs (BACCO) 
includes methods designed for prediction, GSA, and Uncertainty Analysis (UA). BACCO methods allow 
for a comprehensive global assessment across a large number of model inputs, accounting for prior 
information about the inputs and outputs, in a way that is highly efficient and mathematically tractable. 
Relevant methods are introduced in detail in the tutorial of O’Hagan [51], but we include here an 
introduction to the main features. Bayesian statistics assumes that uncertainty about any unknown 
quantity can be represented as a probability distribution, and works by updating the distribution as more 
information becomes available. It is necessary as part of the Bayesian model to specify a prior 
distribution which represents any knowledge of the unknown quantity before observing the data. After 
obtaining new observations this is then modified using Bayes’ theorem to yield the posterior distribution. 
The first stage in a BACCO approach is to create an emulator of the simulation code, from a set of  
pre-calculated training runs. The emulator essentially comprises a statistical approximation of the code’s 
input/output relationship (the posterior mean from the Bayesian analysis) together with a representation 
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of uncertainty about the true function (the posterior standard deviation). The standard deviation is a 
measure of the accuracy of the code approximation, and as discussed in Section 3.1 this can also be used 
in diagnostics to check the overall quality of the emulator. First we assume the output function f(x) is an 
unknown function of its multi-parameter input vector x. Uncertainty about the function f(·) is quantified 
using statistical analysis of the input and output data that are generated from running the code at selected 
inputs. We refer to these data as the training runs. The Bayesian analysis requires a prior distribution for 
the function. The most practical form of prior is a Gaussian Process (GP) with the following simple 
form. Suppose the code takes a p-dimensional input ࢞ = ࢞૚,… , ࢞࢖. The prior expected output at input 
࢞	is assumed to be an additive linear function: 
ࡱ(ࢌ(࢞)) = ઺૙ + ઺૚࢞૚ +⋯+ ઺࢖࢞࢖  (1)
where ઺૙,… , ઺࢖ are unknown coefficients. The prior covariance function is: 
࡯࢕࢜൫ࢌ(࢞), ࢌ(࢞′)൯ = ࣌૛ෑ ࢋ࢞࢖൛−࢘࢏(࢞࢏ − ࢞࢏′ )૛ൟ	
࢖
࢏ୀ૚
 (2)
The ઺૙,… , ઺࢖, ࣌, ࢘૚, … , ࢘࢖ are unknown parameters estimated using maximum likelihood as part of 
the model fitting (or emulator building). The theory is directly linked to the standard analysis of 
multivariate normal data, as the implied prior distribution of any set of outputs is multivariate normal 
with mean vector and covariance matrix derived directly from Equations (1) and (2). The choice of 
smooth covariance function (Equation (2)) represents a belief that the output is a smooth function of its 
inputs, in particular that it is infinitely differentiable. The correlation is a product of functions, where the 
ith factor tends to 1 as the distance in the ࢏th component approaches 0. The result is that as ࢞	 → ࢞′, the 
covariance (Equation (2)) tends to ࣌૛. The parameter ࢘࢏ is a scaling parameter that determines how 
quickly the correlation between two model outputs decays in the ࢏th input component. These are referred 
to as roughness parameters and their estimated values can be useful to assess the nonlinearity of  
the output as individual input components are varied. The GP prior formulation also leads to a  
posterior distribution that is also Gaussian. This is important because it makes the subsequent 
integrations, necessary for UA and GSA, available in closed form [52]. The posterior mean of ࢌ(·) is a 
smooth curve that passes exactly through the points observed in the training runs. The posterior variance 
of ࢌ(·) is 0 at the training points and increases smoothly as the input deviates away from those points. 
Although the prior expectation (Equation (1)) has a particular linear form, the posterior mean 
increasingly adapts to the shape of the true output as more training points are added. Therefore in practice 
if the training sample is well designed, the approximation follows the true code accurately even when 
the code is non-linear. One aspect of this formulation that is important to recognise is that, apart from 
the linear term, it assumes stationarity of the output, i.e., the distributions of deviations from the linear 
term are similar in different parts of the input space. This is seen in the fact that correlations  
(Equation (2)) depend only on the distance between points rather than the values of ࢞, ࢞′. Again, the 
posterior distribution tends to adapt to the output shape even if the true output is a non-stationary 
function, but the posterior standard deviations may be incorrectly estimated. These issues can be 
diagnosed using cross-validation as part of the analysis (see Section 3.1). More detailed prior beliefs 
about functions are unlikely to occur in practice, and the flexibility of the GP coupled with the 
information provided in the training runs tends to produce useful approximations to the true output, so 
these modelling choices are fine for practical applications. Once built, the emulator can be used to derive 
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predictions, sensitivity measures, and uncertainty analyses. Each of these can be carried out from the 
same emulator without further code runs, which again highlights the efficiency of BACCO. 
Prediction: the emulator mean is the posterior mean of the GP distribution, and this can be evaluated 
at any input value ࢞ to give a fast version of the original code (typically 1–3 orders of magnitude 
reduction in code runs, relative to more conventional Monte-Carlo based methods such as those covered 
in [53]). BACCO prediction is therefore most beneficial for computationally expensive codes. Accuracy 
of the predictions can be reported too, as the posterior variance or standard deviation of ࢌ(࢞). The GP 
posterior has the intuitive property that at any of the observed training runs the prediction is exact, with 
variance = 0. The posterior mean adapts to the true shape of the output as more training points are added. 
Hence the recommendation that the input design for training runs is well-dispersed throughout the 
plausible input region. 
Uncertainty Analysis: in a given use of the computer code the true values of some or all of the inputs 
are typically uncertain, which implies uncertainty in the corresponding output. Uncertainty analysis is 
the characterisation of the total uncertainty of an output, due to the input uncertainty. As ࢌ(࢞)  is 
generally non-linear, the probability distribution of the output has a complex form that cannot be derived 
analytically. However the mean ࡱ(ࢌ(ࢄ)) and variance ࢂࢇ࢘(ࢌ(ࢄ)) are defined as integrals with respect 
to the distribution of the uncertain input parameters ࢄ, so by using the GP formulation and for particular 
forms of input distributions, summaries of these distributions can be estimated directly via the emulator 
in closed form. A detailed and comprehensive overview of the BACCO method can be found in Oakley 
and O’Hagan [52]. 
Sensitivity Analysis: GSA also accounts for uncertainty in the inputs, so is similar to uncertainty 
analysis but is specifically concerned with the relative contributions to the total output uncertainty that 
are due to uncertainty in individual inputs or in pairs/groups of inputs. GSA also provides useful 
visualisations showing the impact that changing any single input or a group of inputs has on the output. 
The particular measures of sensitivity we use here are main effects, joint effects, and sensitivity indices. 
The main effect of the ith component/variable of the input (࢞࢏) shows how the output changes on average 
as ࢞࢏ is varied, after averaging over the impact of all other components. When plotted as a function of 
࢞࢏ , this can be a useful visual aid to understand the model behaviour and can sometimes reveal unusual 
features. Similarly, the joint effect of a pair of input variables (࢞࢏, ࢞࢐) is the equivalent measure showing 
how changes to two inputs influence the output when varied in combination. While main and joint effect 
plots are very useful, sensitivity indices provide a more direct quantitative measure of the influence of 
each input of group of inputs. As mentioned above, the combined input uncertainty induces a total output 
uncertainty, and it is possible to partition this total output variance into contributions from individual 
inputs. The first order sensitivity index of ࢞࢏  is defined as ࢂࢇ࢘{ࡱ(ࢌ(ࢄ)|ࢄ࢏}/ࢂࢇ࢘(ࢌ(ࢄ)) . The 
expression ࡱ(ࢌ(ࢄ)|ࢄ࢏) means the expected value of the output ࢌ(ࢄ) conditional on the ࢏th component 
having the value ࢄ࢏, and is the ith main effect evaluated at ࢄ࢏. This ratio can be interpreted as the 
expected amount to which uncertainty in ࢌ(ࢄ) would be reduced if we learned the true value of ࢄ࢏, as a 
proportion of the total variance. Second or higher order effects can be defined similarly. The total effect 
of a single input refers to the sum of all first and higher order indices in which it appears, and can 
therefore be used as a measure of the combined influence of an input [52,53]. It is important to note that 
the (code approximation) uncertainty represented in the emulator is carried forward in each of the derived 
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uncertainty and sensitivity measures and can be used to assess the accuracy of each of the measures 
listed above. As with the uncertainty analysis, the GP property allows for integrations to be performed 
analytically directly from the emulator if the input distributions are Gaussian or uniform. 
BACCO is generic, in that it analyses the computer code as a black box, so can be applied wherever 
there is a simulation with inputs and outputs. It has been applied successfully in many fields, as diverse 
as biomedical engineering [54] and cosmology [55]. Some examples relevant to this study include  
the GSA of the Sheffield Dynamic Global Vegetation Model (SDGVM) in Picard et al. [56], and  
Kennedy et al. [57,58]. The Gaussian emulation machine for SA (GEM-SA) software [59] is a freely 
available implementation of methods described in Kennedy et al. [56] and Oakley and O’Hagan [53]. 
GEM-SA includes a user-friendly interface and can generate space-filling input designs for the initial 
training inputs, and it provides the estimation of parameters ࢼ૙,… , ࢼ࢖, ࣌, ࢘૚, … , ࢘࢖ . Validation 
information can also be generated to identify any problems with the emulator model fit (Section 3.1). 
The user must supply a file of outputs to complete the training runs. Alternative tools are available, such 
as the R packages BACCO [60,61], SAVE [62] and Dice [63]. Apart from differences in the underlying 
modelling choices and intended use of these models, such R packages provide more flexibility when 
embedding emulators within larger software projects. 
2.3. GSA BACCO Implementation on SimSphere 
An overview of the GSA methodology implemented on SimSphere is provided in Figure 1. The 
BACCO GEM-SA was implemented along the lines of previous similar GSA studies applied to the 
model [6,16,42–44]. Herein the sensitivity of additional previously unexplored modelled outputs  
(Table 1) were studied, and more notably, the effect of implementing the model over different times of 
simulation (7:30/9:30/11:30/13:30/15:30/17:00) was also explored. Examining an increasing number of 
modelled outputs allows us to potentially increase our confidence in the behaviour of the model, and 
better establish its coherence. A comprehensive analysis of the model structure is required to ensure 
accuracy in its real-world applicability and for its future development for possible operational use. The 
same implementation setting and sampling dataset was used as in other GSA studies on the  
model [6,16,42–44]. In summary, a design space of 400 SimSphere simulations was developed using the 
LP-tau sampling method. This sampling method is designed to prevent clustering and gaps of sampling 
points as much as possible, even for fairly small samples, by placing the points as homogeneously as 
possible within the space. Thus it is generally found to be a robust, computationally fast method for the 
efficient space-filling design of a large number of training input points [64,65]. For both the geographical 
location (latitude/longitude) and atmospheric profile, a-priori real observations for August 2002 were 
used from the Loobos CarboEurope site, located in The Netherlands (52°10'04.29" N, 05°44'38.25" E). 
All other SimSphere inputs were allowed to vary across their theoretical ranges (Table 2). Each model 
output was exported on six occasions relating to the different simulation output times. In addition, the 
emulator performance was evaluated based on the “leave final 20% out” cross-validation method offered 
in GEM-SA, again in accordance with previous GEM-SA studies conducted on the model. 
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Figure 1. Overview of the SA implemented in this study. 
Table 2. Summary of the SimSphere inputs considered in the GSA implementation using 
the BACCO GEM-SA method. The units of each of the model inputs are also provided  
in parentheses. 
Model Input 
Short Name 
Actual Name of the Model Input 
Process in which each 
Parameter is Involved 
Min Value Max Value 
X1 Slope (°) time & location 0 45 
X2 Aspect (degrees) time & location 0  360 
X3 Station Height (m) time & location 0 4.92 
X4 Fractional Vegetation Cover (%) vegetation 0 100 
X5 LAI (m2·m−2) vegetation 0 10 
X6 Foliage emissivity (unitless) vegetation 0.951 0.990 
X7 [Ca] (external CO2 on the leaf) (ppmv) vegetation 250 710 
X8 [Ci] (internal CO2 in the leaf) (ppmv) vegetation 110 400 
X9 [03] (ozone concentration in the air) (ppmv) vegetation 0.0 0.25 
X10 Vegetation height (m) vegetation 0.021 20.0 
X11 Leaf width (m)  vegetation 0.012 1.0 
X12 Minimum Stomatal Resistance (s·m−1) plant  10 500 
X13 Cuticle Resistance (s·m−1) plant 200 2000 
X14 Critical leaf water potential (bar) plant −30 −5 
X15 Critical solar parameter (W·m−2) plant 25 300 
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Table 2. Cont. 
Model Input 
Short Name 
Actual Name of the Model Input 
Process in which 
each Parameter 
is Involved 
Min Value Max Value 
X16 Stem resistance (s·m−1) plant 0.011 0.150 
X17 Surface Moisture Availability (vol/vol) hydrological 0 1 
X18 Root Zone Moisture Availability (vol/vol) hydrological 0 1 
X19 Substrate Max. Volum. Water Content (vol/vol) hydrological 0.01 1 
X20 Substrate climatol. mean temperature (°C) surface 20 30 
X21 Thermal inertia (W·m−2·K−1) surface 3.5 30 
X22 Ground emissivity (unitless) surface 0.951 0.980 
X23 Atmospheric Precipitable water (cm) meteorological 0.05 5 
X24 Surface roughness (m) meteorological 0.02 2.0 
X25 Obstacle height (m) meteorological 0.02 2.0 
X26 Fractional Cloud Cover (%) meteorological 1 10 
X27 RKS (satur. thermal conduct.(Cosby et al., [76]) soil 0 10 
X28 Cosby B (see Cosby et al., [76])  soil 2.0 12.0 
X29 THM (satur.vol. water cont.) (Cosby et al., [76]) soil 0.3 0.5 
X30 PSI (satur. water potential) (Cosby et al., [76]) soil 1 7 
3. Results  
3.1. Emulator Accuracy 
In an SA experiment, it is vital to build an accurate emulator. GEM-SA internally computes a set of 
statistical measures which evaluate the performance of the emulator. These include the unitless 
“roughness value” parameters ࢘૚, … , ࢘࢖ , which represents emulator performance, unrelated to the 
surface roughness of physical model input parameter. They also include the “cross-validation root mean 
square error”, “cross-validation root mean squared relative error”, “cross-validation root mean squared 
standardised error” and the “sigma-squared” value (which provides a measure of the non-linearity in the 
emulator). These cross-validation measures work by estimating a series of “left-out” points for which 
we actually know the true values generated as output from the code. Hence the resulting errors are readily 
available. Note that we refer to cross-validation in the usual statistical sense of using data that is used to 
fit the emulator to test the emulator. Furthermore, this is not a validation of the model as a representation 
of the real system, but rather a test of the emulator as an approximation to the original computer model. 
“Cross-validation root mean square error” is simply the square root of the mean square error of the 
emulator prediction whereas the second term is that value expressed as a percentage of the true value. 
The third term expresses the residual divided by an estimate of its standard deviation. The standard 
deviation is from the emulator posterior distribution, as explained in Section 2.2, calculated at each of 
the left-out training runs. Because of the standardisations, the target value is 1. These statistics are 
summarised in Table 3.
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Table 3. Emulator performance statistics for the SA tests conducted in our study under uniform PDF assumptions for the model inputs/outputs 
at each different time scenario. 
Emulator Statistics 07:30 09:30 11:30 13:30 15:30 17:00 07:30 09:30 11:30 13:30 15:30 17:00 
 dailyH  downL  
Sigma-squared 1.204 1.192 1.619 1.588 1.746 1.235 1.274 1.160 1.661 1.766 1.298 1.443 
Cross- validation root mean squared-error: 14.150 30.396 34.776 36.468 31.922 24.003 1.859 1.729 2.080 2.693 2.837 4.653 
Cross-validation root mean squared relative error (%): 63.275 46.927 41.633 39.840 57.685 3.8E+16 0.635 0.586 0.693 0.888 0.924 1.485 
Cross-validation root mean squared standardised error: 1.229 1.817 1.790 1.581 1.471 1.439 1.090 1.210 1.543 1.519 1.452 1.749 
 dailyNEF  upL  
Sigma-squared 1.054 1.294 1.483 1.640 1.750 1.481 0.571 0.461 0.533 0.689 1.101 1.299 
Cross- validation root mean squared-error: 0.079 0.097 0.082 0.083 0.086 0.103 6.490 8.277 13.611 16.939 25.004 21.593 
Cross-validation root mean squared relative error (%): 23.668 26.805 25.292 30.599 34.329 1.5E+17 1.597 1.837 2.701 3.222 4.523 4.208 
Cross-validation root mean squared standardised error: 1.364 1.667 1.717 1.527 1.274 1.402 1.313 0.926 1.151 1.121 1.562 1.432 
 dailyLE  dailyRg  
Sigma-squared 1.149 0.676 1.057 1.198 1.428 1.395 0.234 0.174 0.161 0.181 0.269 0.242 
Cross- validation root mean squared-error: 13.764 18.554 28.798 28.644 43.513 32.586 9.685 15.273 13.705 13.903 13.18 19.601 
Cross-validation root mean squared relative error (%): 50.82 21.214 23.485 21.000 48.819 54.113 3.543 5.322 2.543 2.383 2.453 8.507 
Cross-validation root mean squared standardised error: 1.227 1.490 1.484 1.197 1.522 1.262 0.654 0.889 0.928 0.895 0.673 0.885 
 dailyEF  dailyRn  
Sigma-squared 1.054 1.294 1.483 1.64 1.750 1.490 0.335 0.280 0.413 0.486 0.788 0.507 
Cross- validation root mean squared-error: 0.079 0.097 0.082 0.083 0.086 0.106 15.641 21.130 25.060 29.998 38.739 28.731 
Cross-validation root mean squared relative error (%): 22.624 29.190 20.033 19.513 33.786 60.542 8.988 8.982 6.349 7.495 13.288 115.665 
Cross-validation root mean squared standardised error: 1.364 1.667 1.717 1.527 1.274 1.462 1.343 1.212 1.111 1.212 1.234 1.332 
 dailyMo  dailyTair  
Sigma-squared - 0.088 1.240 0.181 0.216 0.209 1.142 1.475 1.630 1.642 1.281 1.438 
Cross- validation root mean squared-error: - 33.152 31.012 48.942 38.941 43.343 0.271 0.361 0.491 0.633 0.688 1.004 
Cross-validation root mean squared relative error (%): - 30.294 19.814 74.858 22.661 74.416 1.931 2.411 3.030 3.749 3.928 5.336 
Cross-validation root mean squared standardised error: - 1.555 1.474 1.429 1.490 1.367 1.277 1.273 1.505 1.510 1.471 1.932 
 dailyTrad        
Sigma-squared 0.690 0.695 0.875 1.146 1.801 1.444       
Cross- validation root mean squared-error: 1.774 2.549 2.771 4.074 4.506 4.488       
Cross-validation root mean squared relative error (%): 7.705 8.733 7.913 10.724 11.322 12.185       
Cross-validation root mean squared standardised error: 1.355 1.368 1.117 1.575 1.121 1.318       
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As Table 3 shows, “sigma squared” values for dailyH , dailyNEF , dailyEF  downL , and dailyTair  were 
above 1.0 for all model output simulation times. The highest values between these 5 model outputs was 
observed for the downL  output at 15:30 (1.77) and the lowest for the dailyNEF  and dailyEF  outputs at 
07:30 (1.05). These relatively high “sigma-squared” values are indicative of non-linearity for these 5 
modelled outputs. However, conversely, “sigma-squared” values for the dailyRg  and dailyRn  were all 
below 1.00, with a range between 0.16 and 0.78, suggesting relatively linear model outputs. dailyMo , 
dailyTair , dailyTrad  and upL  fluctuated between 0.08 and 1.80, showing a degree of variance in linearity 
dependent on time of model simulation. The highest “sigma-squared” value through the whole 
experiment was observed for dailyTrad  at 15:30 (1.80), whereas the lowest value was seen for dailyMo   
at 09:30 (0.09). 
“Cross-validation root mean squared standardised error” varied between 0.65 ( dailyRg  at 07:30) and 
1.93 ( dailyTair  at 17:00). The only model output which had values below 1.0 was Rg, where the rest have 
values above 1.0. As can be observed the “Cross-validation root mean squared error” values for all the 
modelled outputs were close to 1.0, which is in agreement with a report by [56], suggesting an emulator 
fit that is a good representation of the true model. Notably, “Cross-validation root mean squared relative 
error (%)” varied widely between 0.63% ( downL  at 07:30) and 74% ( dailyMo  at 13:30). High values were 
observed in the dailyH , dailyNEF , dailyLE , dailyEF  and dailyMo  model outputs. 
In addition, roughness values of the model inputs had a low range, which indicates that the built 
emulator is a very good approximation of the actual model. However some exceptions occurred for the 
Aspect model input where the roughness values reached 7.937 and 6.169 respectively for different times 
of simulation. Most roughness values obtained were below 1.0, which suggest that the emulator 
responded smoothly to variations in model inputs. In regards to roughness values above 1.0, this 
indicated that there is some degree of non-linearity between model inputs and outputs. The following 
sections present a detailed view in the SA results on each of the model outputs. 
3.2. SA Results 
3.2.1. Parameter Sensitivity for ( dailyRn ) 
The input parameters percentage variance contribution of dailyRn  ranged from 0% to 79.63% and from 
0% to 96.18% for the main and total effects respectively (Tables 4–9, Figure 2g). The input parameters 
with the largest contribution to the main effects were those of Aspect (50.10%–79.63%), Fractional 
Vegetation Cover (FVC) (1.62%–7.16%) and Slope (0.45%–20.29%). These three parameters together 
accounted for approximately 74%–82% of the total variance of dailyRn . Results also showed pairwise 
interactions contributing to between 13.49%–18.48% of the decomposition of the total sensitivity index 
dependent on time of model simulation. It should be noted that a total pairwise or 1st-order interaction 
is “a pairwise interaction” between two parameters (i.e., in general, an n-th order interaction is an 
interaction between n-1 parameters). Notably, the most influential model inputs to the overall model 
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decomposition were those of Aspect, Slope, Leaf Area Index (LAI) and FVC. The impact of both Aspect 
and Slope on the simulation of dailyRn  in the model is reasonable, since these parameters directly affect 
the amount of the incident incoming surface radiation (Rg). In addition, FVC determines the amount of 
incoming solar radiation that is reflected from the surface. Within the model, the reflective efficiency of 
FVC is given by a partition factor dependent on LAI, thus explaining the significant influence of these 
vegetation parameters. In terms of changes during the day, the largest changes were seen in the 
contribution of Aspect (Figure 2g), showing a marked decrease in its contribution from the highest value 
at 07:30, to its lowest contribution at 11:30, but then showing a sustained increase until 17:30. 
3.2.2. Parameter Sensitivity for ( downL ) 
Here main effects and total effects varied from 0.02% to 22.23% and 0.02% to 36.28% respectively 
(Tables 4–9, Figure 2i). Time of simulation seemed to have an effect on percentage variance 
decomposition, where in the 07:30 scenario the summation of main effects alone was only 32.23%, 
compared to ranges between 56.75% and 64.42% for all other time scenarios. Significant input 
parameters with the highest main effects were those of Aspect (5.37%–22.23%), FVC (4.71%–18.59%), 
Vegetation Height (0.16%–16.98%), Surface Moisture Availability (Mo) and Slope (1.56%–10.11%). 
All other input parameters evidently contributed negligibly, with less than 1% contribution in terms of 
their main effects. The contribution of Aspect once again increased from 07:30 to 11:30 before 
decreasing steadily again throughout the afternoon. The other important parameters mentioned above 
increased throughout the day, with the contribution of Vegetation Height in particular increasing with 
each time interval. However, the influence of the other inputs (FVC, Mo and Slope) increased in the 
morning but stayed relatively constant in the afternoon. 
Interactions appeared to contribute significantly to the total variance of downL  for all six times of 
simulation. Approximately 22.66%–33.34% of the total interaction effects were a result of first order 
interactions. Similarly to dailyRn , the model inputs with the highest total indices were those of Aspect 
(21.39%–57.03%), Vegetation Height (0.47%–46.50%), FVC (24.39%–36.28%), Surface Roughness 
(9.58%–30.28%), Mo (9.49%–16.13%) and Slope (3.79%–14.13%). The most important first order 
interactions were between Aspect and FVC and between Slope and Aspect. The contribution of higher 
order interactions to the variance of downL  was relatively high, ranging from 34.44% (scenario 07:30) to 
11.67% (scenario 11:30). 
3.2.3. Parameter Sensitivity for ( upL ) 
Main effects and total effects for upL  ranged from 0.05% to 62.54% and 0.05% to 80.64% 
respectively (Tables 4–9, Figure 2j), higher ranges in comparison to the main and total effects of the 
other model outputs discussed above ( downL , dailyRn ). Inputs with the highest percentage variance 
contribution were those of Aspect (15.41%–61.54%), Mo (10.01%–38.57%) and LAI (0.87%–8.94%). 
This is mirrored in the total effect results obtained, with Aspect varying from 26.08% to 80.64%, Mo 
from 14.82% to 43.51% and LAI from 2.95% to 15.75%. There is a noticeable difference between main 
and total effect values for the model input Slope (15.07%–21.47%). The main effects alone on average 
Water 2015, 7 2115 
 
 
accounted for approximately 78.83% of the total upL variance, and thus first order interaction contributed 
to approximately 21% of total variance. A large number of first order interactions with values above 
0.1% were observed and results suggest that the total interaction effects are owed to first order 
interactions. The most important interactions were between Slope and Aspect (3.02%–11.84%), Aspect and 
Mo (1.66%–2.71%) and between Aspect and LAI (0.29%–1.41%). Figure 2j shows that the contribution 
of Aspect decreased in the morning, stayed constant in the afternoon before increasing once more in the 
final time of simulation. The contribution of LAI increased throughout the day before decreasing in the 
final time of simulation and Mo increased throughout most of the day but decreased in the final two 
times of simulation. 
3.2.4. Parameter Sensitivity for ( dailyRg ) 
The relative sensitivity of the primary model inputs with respect to the Incoming Surface Radiation 
can be found in Tables 4–9 and Figure 2h. Percentage contributions of individual main effects on the 
decomposition of dailyRg  variance varied widely between 0% and 81.25%. Important input parameters 
were Aspect (56.34%–81.25%) and Slope (0.68%–26.63%). All other input parameters contributed less 
than 1% each to the decomposition of dailyRg  variance. In terms of total effects the most important input 
parameters remained the same as for the main effects (Slope and Aspect). First order interactions varied 
between 12.89% and 16.47% and higher order interactions between 0.01% and 1%. Interestingly the 
presence of first order interactions was low. However the most important interaction between Slope and 
Aspect dominated the first order interaction contribution, ranging from 11.92% to 15.62%. Figure 2h 
shows that the contributions of both Aspect and Slope decreased throughout the day before increasing 
in the final two times of simulation (15:30 and 17:00). 
3.2.5. Parameter Sensitivity for ( dailyNEF ) and ( dailyEF ) 
dailyNEF  and dailyEF  are additive complements of each other (see Equations (5) and (6) in [6]). Given 
this, the influence of the input parameters on the output variance decomposition of each model output 
was exactly the same. Thus, ranges of main and total effects for dailyNEF / dailyEF  ranged from 0.03% to 
59.70% and total effects from 0.03% to 72.79% respectively (Tables 4–9, Figure 2b and d). For main 
effects the most significant input parameters were those of Mo (27.38%–59.70%), Vegetation Height 
(2.80%–14.39%) and FVC (4.51%–10.36%). The total effects were broadly similar, but the FVC 
(17.00%–27.85%) became the second most important parameter. Other inputs (e.g., Cuticle Resistance, 
FVC, Aspect, Slope) also become important (>1%). On average, the sum of main effects for the six 
scenarios was approximately 65.16%, suggesting the presence of significant first order interactions 
between the model input parameters. Specifically, pairwise and higher order interactions contributed by 
19.31%–30.83% and 6.18%–21.84% respectively. The most important first order interaction was 
between FVC and Mo (4.83%–6.49%), followed by the interaction between FVC and Vegetation Width 
(0.58%–3.71%). However other important interactions were evident, including those between 
Vegetation Height and Surface Roughness (0.63%–2.00%). Interestingly the parameters involved in the 
above interactions were different for the 17:00 scenario but with a contribution of less than 1%. 
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3.2.6. Parameter Sensitivity for ( dailyH ) 
Ranges of main and total effects varied from 0.04% to 37.07% and 0.04% to 36.12% respectively 
(Tables 4–9, Figure 2a). Model inputs with high main effect values were Aspect (5.55%–37.07%), FVC 
(9.08%–21.86%) and Vegetation Height (6.54%–19.04%). Figure 2a shows that the contribution of 
Aspect gradually decreased throughout the day. The contribution of Vegetation Height increased 
throughout the day before decreasing in the final time of simulation. Changes in the contribution of FVC 
and Mo were much more variable with time. To a much lesser extent, though still appreciable, were the 
main effects of Mo and Surface Roughness. In all six scenarios, the summation of main effects appeared 
to be relatively low, indicating a high degree of interactions. The model inputs with the highest total 
indices were those of Slope, Aspect, FVC, Vegetation Height, Mo and Surface Roughness. Much less 
important total effects were noted for the Cuticle Resistance and Saturated Volumetric Water Content 
(THM). Pairwise interactions dominated the interaction structure, as they explained on average 25% of 
the total dailyH variance. Particularly notable was the contribution of higher order interactions, which 
fluctuated from 11.82% to 20.96%. The model inputs with the highest sums of main and joint effects 
were those of Vegetation Height, Mo and Aspect. FVC and Surface Roughness had appreciable 
interaction effects, as indicated by their total effect index, which was markedly higher than their 
corresponding main index, implying strong interaction effects. 
3.2.7. Parameter Sensitivity for ( dailyLE ) 
The main and total effects for the inputs of dailyLE  varied widely from 0.008% to 48.24% and 0.01% 
to 67.07% respectively (Tables 4–9, Figure 2c). Aspect was found to be the model input parameter with 
the greatest individual contribution to the decomposition of the dailyLE  variance (17.97%–45.22%), 
followed by Mo (4.28%–17.57%) and FVC (4.94%–21.24%). Also appreciable but to a lesser extent 
were the contributions of Slope and Cuticle Resistance. None of the remaining input parameters main 
effects values were higher than 1.0%. The total of the main effects of the model input parameters 
summed to an average of approximately 69.91%, suggesting the existence of significant higher order 
interactions. Pairwise and higher order interactions contributed on average 22% and 6.6% respectively 
to the decomposition of the total dailyLE  variance. The model input parameters with the highest total 
index were those of Slope, Aspect, and Mo. All other model input parameters exhibited a minor control 
regarding the overall sensitivity of dailyLE . Figure 2c shows that the contribution of Aspect initially 
increased in the early morning before decreasing with time during the afternoon. The contribution of 
FVC stayed below 10% for the majority of the time of simulation but increased markedly at the 17:00 
time of simulation. The contribution Mo increased in the morning before becoming more variable in the 
afternoon. 
3.2.8. Parameter Sensitivity for ( dailyTair ) 
The main and total effects for dailyTair  vary from 0.01% to 57.68% and from 0.01% to 78.53% 
respectively (Tables 4–9, Figure 2k). The model input parameters with the greatest individual 
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contributions to the decomposition of the dailyTair variance were those of Aspect (5.38%–57.68%), Slope 
(2.05%–5.53%), FVC (8.62%–19.01%), Vegetation Height (1.79%–16.84%), Mo (1.30%–9.96%) and 
Surface Roughness (1.07%–6.84%). All other input parameters evidently contributed negligibly (less 
than 1%) in terms of their main effects. With regards to the total effects, the model input significance 
ranking appeared to be the same as in the main effects. The summation of the main effects in all of the 
six scenarios accounted for only 64% of the dailyTair variance indicating a high degree of interaction. 
Specifically, first order interactions indices were 23.6% on average and higher order interactions were 
4.16% on average. In addition the most important first order interactions were observed between Slope 
and Aspect (4.24%–16.05%), FVC and Vegetation Height (0.48%–2.64%) and between Aspect and FVC 
(0.39%–1.41%). Figure 2k shows that the contribution of Aspect decreased during the day and FVC 
increased for the majority of the day with the exception of the final two simulation times. 
3.2.9. Parameter Sensitivity for (
dailyTrad ) 
Ranges of the main and total effects for this model output varied from 0.01% to 70.94% and 0.01% 
to 90.24% respectively (Tables 4–9, Figure 2e). Model inputs with significantly high main effect values 
were those of Aspect (21.22%–70.94%), Slope (0.45%–20.98%), Mo (2.77%–20.53%), Vegetation 
Height (0.66%–6.26%) and FVC (0.16%–5.59%). Also appreciable but to a lesser extent were the 
contributions of Substrate Climatological Mean Temperature and LAI input parameters. In addition, the 
main effects of the model input parameters summed to 72.16%, suggesting the existence of high interactions. 
First order interactions were approximately 20.60% on average with the most important being observed 
between Slope and Aspect (3.59%–13.65%) and between Aspect and FVC (0.72%–1.25%). The 
contribution of Aspect decreased during the morning and increased during the afternoon and the 
converse was true for Slope. Mo increased during the majority of the day but decreased in the final two 
time slots. 
3.2.10. Parameter Sensitivity for ( dailyMo ) 
The contribution of each input parameters main effect to the total variance decomposition of dailyMo  
varied widely from 0% to 98.23% (Tables 4–9 and Figure 2f) showing that the variance in dailyMo was 
dominated by a single parameter, Mo itself, which tended to decrease during the day. In terms of total 
effects, it appears that all the input parameters remained in approximately the same ranges when 
comparing main and total effects, but also across time periods. The small observed differences between 
the calculated main and total effects values for most of the model inputs indicates minimal interaction 
effects (Tables 4–9, Figure 2k). The variance decomposition of dailyMo  for the 11:30 scenario differed 
from the other scenarios in that in the 11:30 scenario the most important input parameters were Aspect 
(50.20%), Slope (29.45%), Mo (7.13%), LAI (20.08%) and Station Height (4.85%).
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(k) 
Figure 2. Line graphs summarising the main and total effects of each input parameter for each model output for the six model output times. The 
main and total effects for (a) dailyH ; (b) dailyNEF ; (c) dailyLE ; (d) dailyEF ; (e) dailyTrad ; (f) dailyMo ;  
(g) dailyRn ; (h) dailyRg ; (i) downL ; (j) upL ; (k) dailyTair  are shown. The y-axis represents the percentage variance of each input parameter on the 
model output. 
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Table 4. Summarized results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 07:30. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone 
(ME), the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition 
of greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 0.223 10.981 0.677 2.300 0.097 13.377 0.677 2.300 0.449 15.746 - - 0.448 15.931 0.683 16.833 4.417 14.129 0.408 15.103 2.748 19.237 
X2 37.067 62.108 1.840 5.093 45.221 67.069 1.840 5.093 70.944 90.244 - - 79.630 96.181 81.251 98.255 12.657 57.031 61.536 80.644 57.677 78.532 
X3 0.196 0.685 0.031 0.277 0.155 0.268 0.031 0.277 0.155 0.289 - - 0.015 0.086 0.002 0.002 0.130 3.469 0.268 0.608 0.161 0.282 
X4 9.075 17.303 4.511 16.992 9.199 15.773 4.511 16.992 1.081 3.967 - - 1.621 2.617 0.337 0.559 4.712 36.281 1.762 2.876 8.617 13.723 
X5 0.052 0.874 0.042 0.608 0.044 1.219 0.042 0.608 0.283 0.871 - - 0.947 1.674 0.276 0.465 0.132 0.133 0.874 2.950 0.085 0.681 
X6 0.149 0.317 0.161 0.768 0.152 1.726 0.161 0.768 0.040 0.076 - - 0.012 0.043 0.003 0.003 0.299 1.962 0.006 0.006 0.039 0.073 
X7 0.040 0.259 0.044 0.106 0.058 0.943 0.044 0.106 0.011 0.012 - - 0.012 0.054 0.002 0.002 0.612 2.632 0.016 0.214 0.023 0.024 
X8 0.126 0.260 0.112 0.546 0.041 0.173 0.112 0.546 0.021 0.625 - - 0.009 0.042 0.005 0.005 0.548 6.285 0.015 0.320 0.020 0.220 
X9 0.109 0.182 0.085 1.837 0.051 1.079 0.085 1.837 0.013 0.014 - - 0.002 0.002 0.005 0.016 0.602 1.337 0.029 0.255 0.064 0.875 
X10 6.544 17.086 2.803 8.331 0.085 0.522 2.803 8.331 0.659 2.426 - - 0.073 0.272 0.001 0.002 0.161 0.466 0.083 0.169 1.792 5.380 
X11 0.032 0.725 0.046 0.594 0.181 1.587 0.046 0.594 0.177 0.737 - - 0.012 0.052 0.002 0.002 0.094 0.095 0.016 0.017 0.057 0.135 
X12 0.031 0.032 0.200 0.438 0.047 0.061 0.200 0.438 0.012 0.013 - - 0.002 0.038 0.002 0.002 0.122 0.124 0.011 0.017 0.024 0.210 
X13 0.117 1.034 1.159 4.510 0.431 1.998 1.159 4.510 0.034 0.296 - - 0.009 0.009 0.002 0.004 0.372 5.254 0.020 0.365 0.182 0.706 
X14 0.289 3.715 0.441 2.478 0.030 0.031 0.441 2.478 0.126 1.181 - - 0.002 0.002 0.002 0.002 0.122 0.123 0.009 0.009 0.041 0.202 
X15 0.032 0.033 0.109 1.613 0.031 0.032 0.109 1.613 0.011 0.052 - - 0.004 0.004 0.004 0.005 0.149 0.150 0.017 0.018 0.036 0.066 
X16 0.029 0.030 0.054 0.491 0.030 0.874 0.054 0.491 0.045 0.104 - - 0.002 0.002 0.003 0.004 0.351 9.540 0.009 0.039 0.012 0.013 
X17 6.098 11.808 59.701 72.792 14.473 22.696 59.701 72.792 2.768 3.932 - - 0.167 0.342 0.002 0.002 1.562 9.491 10.006 14.817 1.304 1.815 
X18 0.363 2.849 0.077 1.026 0.156 0.510 0.077 1.026 0.056 0.331 - - 0.011 0.080 0.004 0.052 0.357 1.511 0.015 0.023 0.060 0.095 
X19 0.049 0.050 0.047 0.048 0.044 0.046 0.047 0.048 0.036 0.198 - - 0.011 0.011 0.002 0.002 0.601 7.538 0.046 0.082 0.011 0.012 
X20 0.865 1.324 0.217 1.936 0.573 1.733 0.217 1.936 0.524 1.132 - - 0.031 0.047 0.001 0.002 1.634 28.113 1.423 2.635 1.013 1.433 
X21 0.065 0.376 0.113 0.146 0.062 0.063 0.113 0.146 0.014 0.015 - - 0.002 0.002 0.001 0.001 0.143 0.145 0.025 0.025 0.021 0.022 
X22 0.220 0.411 0.181 0.636 0.056 0.113 0.181 0.636 0.029 0.091 - - 0.009 0.023 0.001 0.001 0.883 3.117 1.990 2.698 0.058 0.165 
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Table 4. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X23 0.069 0.752 0.290 0.591 0.131 0.244 0.290 0.591 0.026 0.096 - - 0.003 0.003 0.001 0.001 0.126 0.128 0.008 0.009 0.020 0.020 
X24 1.388 10.808 1.067 4.189 0.041 0.042 1.067 4.189 0.353 1.590 - - 0.020 0.055 0.002 0.002 0.293 9.576 0.012 0.089 1.069 4.544 
X25 0.070 0.071 0.046 0.846 0.059 1.396 0.046 0.846 0.020 0.021 - - 0.006 0.006 0.004 0.004 0.130 0.131 0.010 0.061 0.060 0.455 
X26 0.100 0.557 0.053 1.088 0.032 0.140 0.053 1.088 0.011 0.011 - - 0.002 0.002 0.013 0.327 0.297 10.127 0.026 0.158 0.042 1.124 
X27 0.035 0.192 0.182 1.504 0.029 0.524 0.182 1.504 0.027 0.180 - - 0.003 0.017 0.003 0.070 0.153 0.154 0.007 0.007 0.020 0.186 
X28 0.027 0.144 0.084 0.438 0.064 0.065 0.084 0.438 0.029 0.489 - - 0.021 0.066 0.035 0.699 0.234 7.745 0.018 0.045 0.017 0.092 
X29 0.263 4.007 0.111 0.623 0.017 0.071 0.111 0.623 0.103 0.454 - - 0.009 0.048 0.002 0.069 0.095 0.096 0.007 0.007 0.018 0.253 
X30 0.037 0.366 0.029 0.030 0.027 0.548 0.029 0.030 0.014 0.020 - - 0.006 0.045 0.041 0.936 0.239 0.240 0.026 0.959 0.019 0.061 
ME 63.762  74.513  71.617  74.513  78.072  0.000  83.097  82.694  32.228  78.700  75.310   
1st  25.383  19.311  22.723  19.311  19.114  0.000  16.132  16.468  33.336  17.933  19.752  
>1st  10.855   6.176   5.660   6.176   2.814       0.770   0.838   34.436   3.367   4.938   
Table 5. Summarised results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 09:30. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone, 
the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition of 
greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 2.422 11.902 0.459 2.535 2.359 13.014 0.459 2.535 5.191 20.304 0.003 0.016 8.748 24.370 8.502 24.407 0.223 11.277 3.229 15.065 5.527 26.101 
X2 21.855 43.971 1.099 2.732 48.237 64.631 1.099 2.732 55.060 74.602 0.010 0.030 65.722 82.586 73.083 89.748 21.633 50.293 47.624 64.497 32.589 62.716 
X3 0.253 2.830 0.023 0.125 0.086 0.296 0.023 0.125 0.104 0.496 0.004 0.006 0.047 0.145 0.002 0.002 0.103 0.519 0.299 0.901 0.419 2.259 
X4 15.264 24.290 6.872 22.167 9.751 16.426 6.872 22.167 3.835 7.150 0.018 0.021 4.300 5.563 0.645 0.837 12.249 24.385 1.205 2.843 10.365 16.069 
X5 0.081 0.717 0.388 2.036 0.154 1.321 0.388 2.036 0.218 1.276 0.001 0.001 1.753 2.680 0.642 0.845 0.272 0.690 2.224 3.962 0.063 0.065 
X6 0.036 0.038 0.142 0.627 0.014 0.070 0.142 0.627 0.033 0.104 0.002 0.002 0.008 0.043 0.006 0.013 0.279 1.503 0.007 0.007 0.035 0.037 
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Table 5. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X7 0.035 0.037 0.164 2.520 0.044 0.308 0.164 2.520 0.011 0.012 0.007 0.011 0.005 0.005 0.003 0.004 0.164 1.853 0.020 0.021 0.027 0.028 
X8 0.168 0.307 0.206 0.794 0.018 0.220 0.206 0.794 0.019 0.365 0.004 0.035 0.006 0.006 0.004 0.004 0.078 0.221 0.017 0.222 0.093 0.345 
X9 0.046 0.891 0.127 0.347 0.021 0.022 0.127 0.347 0.015 0.016 0.003 0.004 0.004 0.043 0.004 0.004 0.098 1.145 0.008 0.009 0.070 2.617 
X10 9.864 24.417 5.596 17.024 0.008 0.009 5.596 17.024 1.714 4.590 0.003 0.008 0.209 0.901 0.001 0.001 4.565 14.159 0.144 0.211 5.229 13.575 
X11 0.043 0.045 0.221 0.741 0.107 0.428 0.221 0.741 0.077 0.179 0.001 0.002 0.030 0.074 0.002 0.002 0.097 1.230 0.052 0.052 0.032 0.586 
X12 0.117 0.156 0.109 1.181 0.106 0.530 0.109 1.181 0.012 0.025 0.002 0.002 0.003 0.003 0.002 0.002 0.090 0.234 0.006 0.007 0.048 0.110 
X13 0.259 1.148 2.476 5.510 0.899 1.866 2.476 5.510 0.101 0.485 0.013 0.024 0.016 0.038 0.005 0.011 0.172 2.211 0.005 0.005 0.292 0.727 
X14 0.082 0.217 0.133 1.374 0.026 0.043 0.133 1.374 0.132 1.169 0.003 0.013 0.006 0.049 0.002 0.003 0.572 4.976 0.014 0.014 0.061 1.329 
X15 0.154 0.638 0.053 0.348 0.026 0.114 0.053 0.348 0.037 0.146 0.001 0.002 0.009 0.038 0.004 0.009 0.062 0.063 0.018 0.019 0.084 0.730 
X16 0.119 0.249 0.079 0.732 0.022 0.201 0.079 0.732 0.050 0.134 0.002 0.002 0.011 0.019 0.005 0.005 0.071 0.072 0.021 0.022 0.019 0.021 
X17 8.010 13.751 48.648 64.684 15.936 23.062 48.648 64.684 8.201 11.399 98.234 98.961 1.043 1.539 0.002 0.003 8.601 12.186 23.559 28.966 3.201 5.505 
X18 0.072 0.073 0.168 1.487 0.182 0.356 0.168 1.487 0.134 0.372 0.107 0.152 0.009 0.033 0.011 0.105 0.189 3.306 0.026 0.218 0.437 0.799 
X19 0.042 0.043 0.183 1.398 0.177 0.642 0.183 1.398 0.024 0.240 0.212 0.394 0.005 0.006 0.002 0.002 0.123 0.124 0.007 0.008 0.025 0.081 
X20 0.059 0.061 0.070 0.097 0.083 0.439 0.070 0.097 0.433 0.588 0.003 0.009 0.060 0.085 0.002 0.002 0.337 0.551 0.750 0.975 0.366 0.587 
X21 0.314 0.465 0.035 0.036 0.056 0.173 0.035 0.036 0.053 0.088 0.006 0.014 0.014 0.032 0.003 0.013 0.457 1.016 0.009 0.010 0.051 0.148 
X22 0.226 1.317 0.095 0.350 0.026 0.183 0.095 0.350 0.038 0.227 0.002 0.002 0.017 0.034 0.001 0.001 0.515 0.934 0.802 1.132 0.030 0.138 
X23 0.027 0.028 0.110 0.634 0.013 0.013 0.110 0.634 0.011 0.168 0.004 0.004 0.013 0.029 0.002 0.002 0.217 1.702 0.057 0.243 0.045 0.392 
X24 4.133 18.819 2.492 8.728 0.079 0.477 2.492 8.728 0.882 2.265 0.002 0.006 0.178 0.405 0.002 0.002 4.110 18.005 0.101 0.281 2.246 12.023 
X25 0.056 0.397 0.031 0.032 0.020 0.238 0.031 0.032 0.021 0.164 0.005 0.007 0.005 0.019 0.003 0.003 0.117 1.245 0.024 0.542 0.039 0.041 
X26 0.043 0.044 0.032 0.531 0.017 0.017 0.032 0.531 0.016 0.017 0.007 0.196 0.010 0.010 0.012 0.024 0.136 3.734 0.209 0.299 0.035 0.036 
X27 0.032 0.033 0.040 0.115 0.019 0.084 0.040 0.115 0.010 0.011 0.027 0.472 0.002 0.003 0.006 0.145 0.693 3.809 0.007 0.008 0.018 0.019 
X28 0.065 0.067 0.046 0.051 0.013 0.019 0.046 0.051 0.038 0.093 0.022 0.565 0.018 0.032 0.019 0.569 0.196 0.197 0.016 0.017 0.034 0.042 
X29 0.063 0.119 0.147 0.414 0.027 0.080 0.147 0.414 0.191 0.325 0.029 0.517 0.009 0.066 0.006 0.212 0.246 4.877 0.023 0.128 0.157 0.851 
X30 0.174 3.576 0.051 0.052 0.020 0.461 0.051 0.052 0.044 0.321 0.036 0.579 0.007 0.244 0.049 0.926 0.086 0.761 0.126 2.703 0.036 0.356 
ME 64.115  70.296  78.545  70.296  76.708  98.771  82.266  83.034  56.751  80.611  61.674   
1st 24.063  21.507  17.728  21.507  19.828  0.591  16.550  16.195  24.649  16.012  29.931  
>1st  11.822   8.197   3.726   8.197   3.464   0.638   1.184   0.772   18.601   3.377   8.395   
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Table 6. Summarised results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 11:30. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone 
(ME), the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition 
of greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 1.388 3.078 0.991 1.613 7.969 16.245 0.991 1.613 12.676 24.032 17.129 29.450 20.294 31.964 24.194 37.021 1.829 9.768 8.000 17.326 1.846 10.150 
X2 10.944 31.147 4.283 8.882 36.024 51.870 4.283 8.883 34.857 52.048 28.462 50.207 50.095 63.626 59.032 72.365 22.227 44.020 30.660 44.439 21.877 43.797 
X3 0.469 4.245 0.130 0.610 0.066 0.825 0.130 0.610 0.031 0.150 1.278 4.853 0.016 0.353 0.004 0.068 0.354 2.429 0.562 2.150 0.411 2.482 
X4 15.239 25.509 10.362 26.932 8.132 16.975 10.362 26.932 5.586 10.606 0.704 6.702 7.161 8.916 1.480 2.035 16.437 25.228 2.202 4.227 16.655 25.647 
X5 0.135 1.710 0.060 1.824 0.184 0.709 0.060 1.824 0.049 1.462 12.028 20.080 2.060 3.357 1.396 1.828 0.071 0.699 4.340 6.618 0.071 0.672 
X6 0.142 1.136 0.032 0.034 0.027 0.028 0.032 0.034 0.048 0.177 0.030 0.151 0.014 0.094 0.003 0.025 0.020 0.022 0.011 0.012 0.020 0.022 
X7 0.090 2.166 0.065 1.086 0.049 0.855 0.065 1.086 0.028 0.029 0.054 0.198 0.010 0.015 0.002 0.002 0.046 0.091 0.043 0.074 0.037 0.039 
X8 0.120 0.262 0.060 0.544 0.031 0.181 0.060 0.544 0.020 0.021 0.065 0.474 0.008 0.008 0.002 0.003 0.106 0.228 0.014 0.096 0.102 0.200 
X9 0.093 3.309 0.093 0.120 0.098 0.898 0.093 0.120 0.149 1.703 0.032 0.222 0.029 0.465 0.002 0.002 0.066 2.760 0.010 0.064 0.067 2.669 
X10 10.357 29.664 8.155 24.214 0.015 0.016 8.155 24.214 3.293 7.415 0.803 2.066 0.427 1.234 0.001 0.001 8.206 22.483 0.123 0.344 7.832 22.447 
X11 0.275 1.401 0.308 0.759 0.350 0.677 0.308 0.759 0.127 0.432 0.177 2.093 0.021 0.095 0.003 0.003 0.043 0.424 0.022 0.190 0.044 0.500 
X12 0.137 0.306 0.442 3.400 0.065 0.091 0.442 3.400 0.026 0.027 0.033 0.034 0.006 0.007 0.002 0.003 0.043 0.045 0.010 0.011 0.058 0.060 
X13 0.158 1.041 1.653 4.295 1.546 2.699 1.652 4.295 0.609 0.922 0.151 0.490 0.134 0.203 0.001 0.001 0.263 0.955 0.019 0.019 0.247 0.929 
X14 0.088 0.090 0.155 0.599 0.037 0.052 0.155 0.599 0.074 0.155 0.131 0.174 0.013 0.066 0.002 0.002 0.115 0.448 0.051 0.070 0.097 0.395 
X15 0.037 0.039 0.025 0.026 0.041 0.042 0.025 0.026 0.070 0.506 0.030 0.031 0.024 0.077 0.006 0.006 0.110 0.219 0.054 0.305 0.122 0.260 
X16 0.242 0.717 0.042 0.477 0.021 0.422 0.042 0.477 0.168 0.563 0.042 0.648 0.021 0.057 0.002 0.002 0.052 0.054 0.024 0.079 0.055 0.057 
X17 11.669 26.284 38.199 49.518 17.567 27.166 38.200 49.518 16.911 21.465 3.563 7.129 3.554 5.219 0.001 0.002 6.847 10.961 34.463 38.899 7.010 11.169 
X18 0.099 0.101 0.835 2.507 0.251 0.707 0.835 2.507 0.095 0.159 0.054 1.229 0.071 0.160 0.005 0.005 0.176 0.233 0.021 0.195 0.143 0.145 
X19 0.054 0.056 0.286 1.056 0.643 1.300 0.286 1.055 0.056 0.090 0.284 0.735 0.010 0.010 0.002 0.002 0.029 0.031 0.039 0.055 0.033 0.035 
X20 0.190 0.308 0.036 0.038 0.098 0.538 0.036 0.038 0.346 0.347 0.749 1.608 0.083 0.125 0.004 0.004 0.171 0.253 0.580 0.749 0.167 0.256 
X21 0.228 0.487 0.072 0.234 0.029 0.030 0.072 0.234 0.043 0.044 0.035 0.037 0.032 0.050 0.002 0.002 0.118 0.168 0.012 0.013 0.105 0.137 
X22 0.119 0.121 0.045 0.194 0.130 0.841 0.045 0.194 0.043 0.449 0.055 0.057 0.016 0.043 0.003 0.003 0.099 0.100 0.623 0.884 0.094 0.096 
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Table 6. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X23 0.052 0.054 0.066 1.239 0.032 0.378 0.066 1.239 0.042 0.718 0.124 0.653 0.009 0.025 0.002 0.002 0.026 0.165 0.020 0.116 0.025 0.081 
X24 3.509 24.425 1.318 9.913 0.222 0.707 1.318 9.913 0.853 2.332 1.391 4.019 0.285 0.745 0.002 0.003 6.475 23.542 0.295 0.565 6.465 23.644 
X25 0.049 0.051 0.075 0.076 0.044 0.552 0.075 0.076 0.051 1.067 0.061 1.551 0.010 0.129 0.002 0.002 0.040 0.926 0.020 0.482 0.042 1.070 
X26 0.264 2.020 0.050 1.240 0.079 0.625 0.050 1.240 0.087 0.368 0.051 0.052 0.030 0.059 0.004 0.004 0.053 0.055 0.093 0.094 0.047 0.049 
X27 0.043 0.045 0.026 0.028 0.032 0.909 0.026 0.028 0.017 0.018 0.053 0.330 0.005 0.005 0.001 0.001 0.039 0.041 0.013 0.121 0.031 0.033 
X28 0.072 1.019 0.224 1.261 0.044 0.882 0.224 1.261 0.049 0.321 0.374 2.540 0.035 0.075 0.003 0.062 0.068 0.070 0.011 0.103 0.082 0.084 
X29 0.402 2.995 0.118 0.404 0.028 0.866 0.118 0.404 0.344 1.024 0.103 2.105 0.058 0.289 0.018 0.456 0.204 0.631 0.071 1.911 0.206 0.585 
X30 0.074 0.199 0.052 0.099 0.285 5.121 0.052 0.099 0.096 0.781 0.042 0.661 0.036 0.276 0.045 0.707 0.085 2.490 0.041 1.448 0.071 2.333 
ME 56.735  68.258  74.138  68.258  76.844  68.091  84.568  86.228  64.419  82.449  64.061   
1st 26.454  22.129  19.706  22.129  17.916  24.610  13.486  13.103  24.015  14.145  24.309  
>1st 16.810   9.613   6.156   9.613   5.240   7.299   1.946   0.669   11.566   3.406   11.630   
Table 7. Summarised results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 13:30. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone 
(ME), the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition 
of greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 0.258 2.032 2.803 5.790 8.858 19.630 2.803 5.790 20.980 29.266 0.006 0.071 16.772 30.006 26.631 39.252 1.490 5.756 13.191 21.469 1.640 6.882 
X2 10.624 35.532 1.030 9.012 35.301 53.735 1.030 9.013 21.225 36.278 0.023 0.200 53.241 69.238 56.339 69.652 14.958 34.670 15.409 26.075 14.860 36.216 
X3 2.452 9.758 0.596 3.090 4.080 9.987 0.596 3.090 0.748 2.825 0.007 0.033 0.148 0.781 0.006 0.117 0.136 2.498 2.554 4.786 0.234 3.582 
X4 9.532 18.998 6.972 24.273 4.941 12.899 6.972 24.273 1.475 4.057 0.135 0.214 5.083 6.425 1.499 2.017 18.585 26.920 3.934 7.646 19.015 28.712 
X5 0.464 0.874 0.091 0.092 0.199 1.030 0.091 0.092 0.599 3.824 0.009 0.013 1.038 2.121 1.537 1.992 0.100 1.907 6.479 10.285 0.053 0.883 
X6 0.273 0.916 0.112 1.139 0.055 0.792 0.112 1.139 0.144 0.446 0.002 0.002 0.053 0.208 0.002 0.002 0.046 0.048 0.027 0.078 0.023 0.025 
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Table 7. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X7 0.115 2.859 0.208 1.302 0.059 0.874 0.207 1.302 0.062 0.831 0.007 0.186 0.015 0.306 0.002 0.003 0.054 0.361 0.030 0.425 0.060 0.150 
X8 0.049 0.051 0.074 0.185 0.086 0.785 0.074 0.185 0.030 0.437 0.003 0.067 0.012 0.303 0.004 0.004 0.049 0.144 0.015 0.090 0.126 0.461 
X9 0.167 5.809 0.079 1.099 0.063 0.183 0.079 1.099 0.039 0.040 0.003 0.072 0.012 0.120 0.003 0.005 0.065 2.668 0.014 0.014 0.076 3.422 
X10 14.255 32.134 14.389 29.439 0.117 0.518 14.389 29.438 4.707 9.977 0.003 0.003 0.615 1.355 0.001 0.001 10.440 29.640 0.363 1.035 9.662 25.566 
X11 0.317 1.007 0.242 0.725 0.037 0.102 0.242 0.725 0.043 0.160 0.002 0.016 0.013 0.075 0.004 0.076 0.131 0.331 0.017 0.072 0.045 0.047 
X12 0.093 0.187 0.122 1.117 0.263 2.013 0.122 1.117 0.049 0.670 0.003 0.040 0.009 0.049 0.003 0.004 0.070 0.072 0.014 0.014 0.059 0.060 
X13 0.146 1.703 1.283 4.497 2.142 4.133 1.283 4.497 1.150 1.912 0.015 0.049 0.211 0.407 0.002 0.002 0.210 1.041 0.022 0.023 0.259 1.049 
X14 0.117 0.119 0.119 0.735 0.052 0.757 0.119 0.735 0.114 0.514 0.002 0.009 0.020 0.553 0.002 0.002 0.143 1.673 0.047 0.193 0.173 0.526 
X15 0.090 0.155 0.061 0.125 0.029 0.031 0.061 0.125 0.034 0.501 0.003 0.004 0.018 0.018 0.011 0.012 0.052 0.054 0.023 0.177 0.062 0.064 
X16 0.084 0.289 0.079 0.080 0.040 0.932 0.079 0.080 0.033 0.310 0.002 0.007 0.009 0.131 0.002 0.002 0.062 0.064 0.034 0.125 0.051 0.053 
X17 8.990 24.616 32.567 45.266 10.622 18.004 32.566 45.266 20.525 29.487 90.535 92.266 4.073 5.626 0.002 0.002 8.729 13.153 38.568 43.511 8.820 14.172 
X18 0.109 0.498 0.105 0.889 0.316 1.342 0.105 0.889 0.259 0.570 0.538 0.751 0.021 0.160 0.005 0.005 0.151 0.153 0.036 0.471 0.108 0.110 
X19 0.055 0.195 0.816 3.912 1.046 3.413 0.816 3.912 0.176 0.473 5.818 7.871 0.038 0.184 0.004 0.005 0.032 0.034 0.098 0.199 0.033 0.035 
X20 0.083 0.085 0.119 0.345 0.031 0.033 0.119 0.345 0.284 0.528 0.002 0.002 0.024 0.049 0.003 0.003 0.282 0.434 0.546 0.826 0.170 0.253 
X21 0.078 0.080 0.045 0.047 0.069 0.070 0.045 0.047 0.124 0.189 0.005 0.205 0.023 0.036 0.002 0.002 0.238 0.387 0.054 0.093 0.101 0.139 
X22 0.104 0.106 0.483 1.933 0.054 0.648 0.483 1.933 0.042 0.864 0.003 0.003 0.028 0.074 0.003 0.003 0.059 0.061 0.456 0.726 0.069 0.071 
X23 0.053 0.055 0.117 1.628 0.074 1.136 0.117 1.628 0.047 0.421 0.003 0.003 0.034 0.203 0.004 0.004 0.039 1.174 0.013 0.014 0.028 0.082 
X24 3.333 27.149 0.891 8.897 0.427 0.891 0.891 8.897 1.345 5.067 0.002 0.004 0.373 0.921 0.002 0.002 6.458 25.824 0.687 1.472 6.839 26.038 
X25 0.052 0.054 0.059 0.836 0.058 0.799 0.059 0.836 0.076 1.494 0.006 0.006 0.018 0.068 0.003 0.003 0.050 0.187 0.023 0.889 0.040 0.746 
X26 0.470 1.851 0.324 1.013 0.096 0.896 0.324 1.013 0.205 0.668 0.005 0.005 0.033 0.270 0.005 0.005 0.080 1.766 0.026 0.027 0.052 0.054 
X27 0.200 0.235 0.181 0.305 0.114 0.942 0.181 0.305 0.116 0.162 0.025 0.350 0.041 0.076 0.001 0.001 0.045 0.047 0.093 0.151 0.034 0.036 
X28 0.123 0.125 0.064 0.425 0.184 0.328 0.064 0.426 0.055 0.056 0.012 0.309 0.014 0.015 0.002 0.007 0.060 0.062 0.026 0.026 0.068 0.070 
X29 0.645 5.418 0.075 0.621 0.202 1.538 0.075 0.621 0.368 0.935 0.004 0.006 0.155 0.676 0.038 0.895 0.304 1.427 0.060 0.779 0.270 1.088 
X30 0.102 0.252 0.154 0.342 0.289 0.452 0.154 0.342 0.033 0.330 0.093 1.139 0.014 0.015 0.057 0.926 0.055 0.489 0.028 0.328 0.075 2.602 
ME 53.436  64.258  69.903  64.258  75.085  97.277  82.158  86.181  63.173  82.885  63.103   
1st 25.602  24.638  22.756  24.638  17.964  1.749  15.586  12.879  23.324  13.143  23.442  
>1st 20.962   11.104   7.341   11.104   6.952   0.975   2.256   0.940   13.503   3.972   13.455   
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Table 8. Summarised results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 15:30. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone 
(ME), the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition 
of greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 0.832 3.592 0.556 3.508 6.576 21.794 0.556 3.508 10.218 19.780 0.012 0.016 5.727 21.130 9.784 24.946 2.003 3.787 9.748 14.866 2.075 3.841 
X2 5.554 17.512 1.115 4.640 29.243 52.238 1.115 4.639 23.252 40.114 0.016 0.279 66.243 85.626 71.668 87.705 6.376 22.660 15.842 30.476 6.605 22.600 
X3 2.160 11.685 0.403 3.563 3.378 12.456 0.403 3.562 0.766 5.727 0.009 0.216 0.016 0.206 0.002 0.017 0.333 1.151 2.470 5.825 0.357 1.149 
X4 15.232 36.115 7.108 27.845 9.028 19.312 7.108 27.845 0.158 5.263 0.260 0.634 2.491 3.944 0.923 1.229 16.611 26.504 3.249 9.319 17.214 27.186 
X5 0.065 0.109 0.313 4.496 0.126 1.042 0.313 4.496 2.037 3.840 0.002 0.002 0.260 1.325 0.914 1.234 0.122 0.933 8.939 15.751 0.122 1.051 
X6 0.051 0.053 0.043 0.045 0.099 0.619 0.043 0.045 0.324 1.132 0.005 0.014 0.055 0.238 0.002 0.003 0.099 0.101 0.032 0.244 0.076 0.078 
X7 0.054 0.055 0.048 0.050 0.050 0.364 0.048 0.050 0.070 0.072 0.005 0.005 0.017 0.269 0.003 0.003 0.057 1.217 0.048 0.575 0.063 1.255 
X8 0.046 0.556 0.116 1.335 0.058 1.249 0.116 1.335 0.115 1.798 0.002 0.047 0.055 0.248 0.018 0.018 0.044 0.565 0.024 0.025 0.041 0.370 
X9 0.072 0.336 0.177 0.338 0.076 0.077 0.177 0.338 0.062 0.069 0.002 0.014 0.015 0.068 0.003 0.003 0.090 3.550 0.058 0.098 0.086 3.364 
X10 19.044 33.255 13.063 25.890 1.105 2.386 13.062 25.888 6.262 18.014 0.002 0.002 0.927 1.897 0.003 0.003 15.080 45.935 2.230 4.640 14.802 45.216 
X11 0.276 1.367 0.365 1.907 0.338 0.856 0.365 1.907 0.059 0.060 0.004 0.089 0.013 0.013 0.003 0.003 0.129 0.131 0.058 0.059 0.121 0.123 
X12 0.057 0.059 0.430 2.767 0.988 4.424 0.430 2.768 1.181 7.777 0.005 0.006 0.058 0.157 0.004 0.004 0.190 0.394 0.046 0.205 0.195 0.437 
X13 0.305 3.287 1.203 4.908 1.933 7.773 1.203 4.908 0.732 1.129 0.005 0.023 0.252 0.438 0.003 0.003 0.501 2.295 0.177 0.304 0.474 2.252 
X14 0.078 0.080 0.077 0.079 0.104 0.180 0.077 0.079 0.067 0.970 0.004 0.004 0.030 0.317 0.003 0.003 0.046 0.048 0.037 0.038 0.046 0.048 
X15 0.110 0.834 0.579 3.830 0.049 0.618 0.579 3.830 0.117 0.928 0.002 0.002 0.093 1.233 0.011 0.024 0.056 0.058 0.044 0.688 0.074 0.078 
X16 0.094 0.096 0.061 0.606 0.084 1.769 0.061 0.606 0.094 0.363 0.002 0.007 0.030 0.278 0.008 0.017 0.081 0.402 0.046 0.235 0.066 0.119 
X17 9.113 20.686 27.379 43.928 4.275 10.945 27.379 43.928 11.870 19.568 85.697 87.824 1.642 3.173 0.002 0.002 10.111 16.129 30.847 36.251 9.963 16.017 
X18 0.167 0.360 0.320 1.631 0.259 0.687 0.321 1.631 1.216 2.521 0.749 0.956 0.092 0.166 0.004 0.004 0.230 0.325 0.275 1.689 0.221 0.325 
X19 0.076 0.295 0.618 3.965 0.802 5.967 0.618 3.965 0.401 4.889 9.826 12.510 0.043 0.508 0.004 0.004 0.087 0.089 0.066 0.106 0.089 0.091 
X20 0.046 0.501 0.068 0.070 0.748 2.576 0.068 0.070 0.087 1.996 0.004 0.004 0.022 0.022 0.002 0.002 0.182 0.404 0.350 0.547 0.163 0.390 
X21 0.092 0.094 0.053 0.055 0.054 0.056 0.053 0.055 0.203 0.885 0.003 0.062 0.020 0.248 0.002 0.002 0.057 0.059 0.033 0.336 0.049 0.051 
X22 0.426 0.895 0.752 1.852 0.062 0.289 0.752 1.852 0.154 4.071 0.003 0.014 0.016 0.115 0.001 0.002 0.058 0.059 1.039 1.499 0.054 0.056 
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Table 8. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X23 0.111 0.270 0.107 0.175 0.049 0.653 0.107 0.175 0.150 0.683 0.003 0.003 0.031 0.469 0.004 0.004 0.136 0.588 0.026 0.244 0.122 0.611 
X24 2.196 18.184 0.785 7.727 0.417 0.869 0.785 7.727 1.276 3.901 0.004 0.004 0.338 0.929 0.010 0.018 6.452 30.283 1.254 2.362 6.539 30.191 
X25 0.143 3.224 0.190 1.820 0.094 0.606 0.190 1.819 0.177 1.031 0.004 0.004 0.026 0.419 0.003 0.003 0.126 0.177 0.074 1.674 0.104 0.160 
X26 0.285 1.431 0.589 2.878 0.048 0.050 0.589 2.878 0.122 2.830 0.003 0.003 0.017 0.310 0.004 0.004 0.049 0.050 0.059 0.060 0.046 0.048 
X27 0.051 0.053 0.083 0.641 0.079 0.164 0.083 0.641 0.138 1.375 0.031 0.153 0.029 0.112 0.036 0.409 0.054 1.126 0.084 0.214 0.053 1.277 
X28 0.087 0.088 0.206 2.444 0.119 1.004 0.206 2.444 0.075 0.077 0.010 0.084 0.012 0.013 0.031 0.792 0.120 0.232 0.028 0.029 0.124 0.205 
X29 0.636 6.664 0.434 3.749 0.293 2.798 0.434 3.750 0.690 1.504 0.005 0.123 0.109 0.635 0.042 0.588 0.231 1.312 0.073 0.959 0.227 1.390 
X30 0.225 1.283 0.079 0.197 0.050 0.051 0.079 0.197 0.085 1.161 0.089 1.290 0.020 0.045 0.036 0.676 0.060 0.265 0.052 1.344 0.056 0.237 
ME 57.688  57.322  60.584  57.322  62.160  96.767  78.699  83.533  59.772  77.308   60.230   
1st 25.812  30.833  27.707  30.833  25.027  2.249  18.477  15.467  23.448  16.058  23.141  
>1st 16.500   11.845   11.709   11.845   12.813   0.985   2.824   1.000   16.779  6.635   16.630   
Table 9. Summarised results from the implementation of the BACCO GEM-SA method on the different outputs simulated by SimSphere using 
uniform PDFs at 17:00. Computed main (Main) and total effect (Total) indices by the GEM tool (expressed as %) for each of the model 
parameters are shown, whereas the last three lines summarise the percentages of the explained total output variance of the main effects alone 
(ME), the 1st order interactions only (1st) and the 2nd or higher order interactions only (>1st). Input parameters with a variance decomposition 
of greater than 1% are highlighted. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X1 7.612 18.549 0.162 0.538 8.754 21.342 0.162 0.538 4.896 21.217 0.007 0.042 1.221 16.581 2.602 18.722 1.957 4.418 5.208 18.547 2.052 4.469 
X2 6.335 20.092 1.719 6.424 17.968 31.767 1.719 6.424 45.527 70.714 0.038 0.408 74.092 92.036 78.891 95.926 5.366 21.389 41.956 63.756 5.383 20.810 
X3 2.261 12.804 0.389 2.852 1.853 9.565 0.389 2.852 0.656 5.953 0.022 0.310 0.023 0.299 0.003 0.022 0.138 0.645 0.706 2.838 0.147 0.698 
X4 21.855 34.570 6.656 19.775 21.241 38.235 6.656 19.775 0.432 11.528 0.378 0.776 2.094 3.924 0.403 0.603 17.681 32.486 0.394 5.578 18.287 32.124 
X5 0.112 3.092 0.279 6.266 0.211 2.193 0.279 6.266 1.132 6.202 0.013 0.037 0.163 0.923 0.472 0.682 0.095 0.396 5.017 10.763 0.103 0.504 
X6 0.069 0.418 0.177 2.387 0.036 0.037 0.177 2.387 0.086 0.215 0.003 0.071 0.031 0.051 0.002 0.002 0.033 0.034 0.021 0.120 0.035 0.036 
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Table 9. Cont. 
Model Input daily
H  dailyNEF  dailyLE  dailyEF  dailyTrad  dailyMo  dailyRn  dailyRg  downL  upL  dailyTair  
Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total Main Total 
X7 0.079 0.081 0.074 0.076 0.040 0.089 0.074 0.076 0.129 1.717 0.014 0.219 0.015 0.236 0.003 0.003 0.143 1.068 0.060 0.119 0.128 1.117 
X8 0.058 0.706 0.076 0.077 0.035 0.206 0.076 0.077 0.032 0.033 0.004 0.078 0.038 0.166 0.021 0.041 0.033 0.269 0.097 0.251 0.035 0.133 
X9 0.053 0.329 0.085 0.086 0.055 0.056 0.085 0.086 0.044 0.045 0.004 0.004 0.049 0.151 0.004 0.005 0.060 0.976 0.017 0.018 0.056 0.875 
X10 12.730 27.556 4.772 10.302 0.374 1.095 4.772 10.302 3.029 8.755 0.006 0.006 1.018 2.198 0.002 0.002 16.978 46.503 1.474 3.914 16.842 45.945 
X11 0.140 1.851 0.306 6.378 0.386 0.728 0.306 6.378 0.038 0.668 0.010 0.142 0.012 0.196 0.002 0.002 0.133 0.135 0.020 0.021 0.122 0.124 
X12 0.101 0.730 0.266 3.939 0.534 5.013 0.266 3.939 0.041 0.042 0.010 0.084 0.016 0.026 0.006 0.007 0.084 0.085 0.029 0.030 0.058 0.531 
X13 1.122 4.558 0.482 4.562 0.286 3.835 0.482 4.562 0.134 0.950 0.025 0.288 0.072 0.144 0.001 0.001 0.560 3.083 0.021 0.022 0.563 3.112 
X14 0.056 1.031 0.100 0.991 0.078 0.956 0.100 0.991 0.106 2.225 0.004 0.004 0.015 0.019 0.004 0.017 0.058 0.278 0.039 0.263 0.067 0.386 
X15 0.247 1.032 0.196 3.104 0.080 0.210 0.196 3.104 0.234 0.692 0.004 0.004 0.011 0.011 0.010 0.010 0.041 0.536 0.059 0.600 0.041 0.502 
X16 0.055 0.056 0.059 0.061 0.043 1.205 0.059 0.061 0.065 0.066 0.002 0.002 0.008 0.139 0.003 0.003 0.061 0.063 0.013 0.014 0.060 0.062 
X17 7.197 12.923 36.965 54.352 10.452 20.416 36.965 54.352 6.685 10.906 87.762 90.014 1.331 2.001 0.003 0.003 9.755 15.890 14.761 19.435 9.931 15.784 
X18 0.075 0.076 2.248 6.623 0.057 1.099 2.248 6.623 0.245 1.120 1.117 1.447 0.050 0.220 0.004 0.005 0.116 0.117 0.375 1.637 0.110 0.112 
X19 0.282 0.700 0.783 3.822 0.875 3.992 0.783 3.822 0.070 0.078 7.000 9.457 0.008 0.008 0.003 0.003 0.049 0.051 0.047 0.177 0.043 0.045 
X20 0.530 1.205 0.075 0.076 0.569 2.130 0.075 0.076 0.114 0.115 0.008 0.008 0.025 0.047 0.002 0.002 0.283 0.742 0.148 0.272 0.281 0.724 
X21 0.055 0.379 0.183 1.247 0.096 0.118 0.183 1.247 0.040 0.041 0.007 0.183 0.009 0.009 0.002 0.003 0.047 0.049 0.025 0.220 0.035 0.036 
X22 0.206 0.343 0.220 5.870 0.108 0.188 0.220 5.870 0.050 0.051 0.005 0.005 0.009 0.054 0.002 0.002 0.047 0.048 1.068 1.638 0.057 0.058 
X23 0.081 1.933 0.132 0.689 0.042 0.344 0.132 0.689 0.110 0.460 0.004 0.019 0.017 0.061 0.001 0.002 0.077 0.109 0.048 0.132 0.073 0.075 
X24 0.915 7.762 0.599 5.241 0.268 1.216 0.599 5.241 0.494 3.304 0.012 0.012 0.218 0.576 0.004 0.004 5.637 28.277 0.641 1.429 5.733 28.114 
X25 0.093 0.280 0.127 2.528 0.062 1.166 0.127 2.528 0.162 0.429 0.006 0.014 0.032 0.572 0.005 0.006 0.047 0.048 0.031 0.632 0.045 0.047 
X26 0.074 0.075 0.078 0.317 0.053 0.055 0.078 0.317 0.047 0.048 0.012 0.075 0.011 0.011 0.005 0.101 0.051 0.053 0.054 0.222 0.052 0.054 
X27 0.128 0.389 0.113 2.272 0.040 0.491 0.113 2.272 0.052 0.199 0.022 0.025 0.010 0.039 0.015 0.292 0.113 3.983 0.028 0.035 0.106 3.367 
X28 0.171 0.577 0.707 2.383 0.047 0.048 0.707 2.383 0.170 0.291 0.010 0.010 0.008 0.009 0.038 0.803 0.032 0.033 0.072 0.173 0.043 0.045 
X29 0.070 0.307 0.188 3.887 0.046 0.147 0.188 3.887 0.043 0.749 0.002 0.003 0.014 0.101 0.006 0.167 0.097 0.631 0.029 0.702 0.097 0.582 
X30 0.045 0.046 0.077 0.079 0.075 0.101 0.077 0.079 0.039 0.040 0.071 1.142 0.044 0.875 0.055 1.247 0.040 0.041 0.066 0.810 0.037 0.039 
ME 62.804  58.289  64.763  58.289  64.901  96.582  80.668  82.574  59.810  72.526  60.623   
1st 23.514  28.982  24.867  28.982  24.180  2.210  17.309  16.408  22.664  21.665  22.630  
>1st  13.682  12.729   10.370   12.729   10.918   1.208   2.023   1.018   17.526   5.809   16.746  
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4. Discussion 
4.1. Identification of Key Input Parameters 
The aim of this study was to perform a SA on SimSphere at six different times during the day. In 
common with previous work undertaken on SimSphere [6,16,42–44] it has been shown that the model 
outputs are sensitive to a small number of input parameters. Once again, outputs were shown to be 
significantly influenced by changes in topographic input parameters which were derived using 
Geographic Information System (GIS) capabilities (in particular Aspect, and to a somewhat lesser extent, 
Slope). However, other input parameters were also found to be influential, in particular FVC, Vegetation 
Height and Mo. The influence of the topographic parameters in particular confirm the results of 
Petropoulos et al., [6,16,42–44], and the fact that these parameters have consistently been found to be 
significant regardless of which output parameters are being analysed, which spatial location is used (Italy 
or the Netherlands), or which PDF is used, clearly underlines the extent of this influence. 
Daily Average Net Radiation, Daily Average Shortwave Incoming Radiation and Daily Average 
Longwave Downwelling Radiation model outputs are perhaps the simplest examples of where Slope and 
Aspect input parameters combine to exert an influence on the output variables. This is of course to be 
expected since slopes facing in different directions and having different slope angles will receive 
different amounts of solar radiation [66]. This primary influence will then influence net radiation at the 
surface. However, FVC has been shown to exert more influence on net radiation than slope, and once 
again, this confirms previous work on SimSphere [44]. Indeed, the complex interplay between slope, 
aspect and vegetation (including albedo and soil characteristics associated with particular vegetation) 
control how much radiation reaches the surface and how much is reflected back into the atmosphere, 
explaining the significant influence of these parameters [67]. Aspect and Slope have also proven to be 
the most important parameters influencing Daily Average Tair at 50m and Daily Average Radiometric 
Temperature model outputs, once again due to the fact that these parameters control the distribution of 
incoming solar radiation and net radiation, and the resultant latent and sensible heat distribution which 
in turn warm the air. 
It was also evident that the time of model simulation played an important role in the dynamic 
evolution of the amount of influence the topographic parameters had on the model outputs related to 
solar radiation (Daily Average Net Radiation, Daily Average Shortwave Incoming Radiation, Daily 
Average Longwave Downwelling Radiation and Daily Average Longwave Upwelling Radiation). As 
discussed, the intensity of solar radiation reached at the surface is heavily influenced by uneven terrain 
and variations in slope and aspect [68]. This influence can be explained by the effect of the Sun’s zenith 
angle, the angle of slope, the direction of the Sun, and the direction of the sloping surface. Essentially, 
the sky forms an inverted bowl, or half sphere, above and around a point in the landscape. On a horizontal 
surface, diffuse radiation emanates from all portions of the sky. As the surface is tilted at an angle, less 
of the sky hemisphere is viewed from a point on the surface. A portion of the sky is essentially blocked 
by the terrain, from which no sky diffuse radiation is received. With a vertical wall, the sky hemisphere 
is cut in half and each side of the wall receives diffuse radiation from only one-half of the sky. A sloped 
surface, therefore, sees less of the sky as the angle increases or dependent on the uniformity of slope 
aspect. From early morning, the angle of the Sun is parallel to the surface, and thus the subsequent 
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incoming solar radiation is more likely to be blocked by the terrain [68]. This effect is likely to decrease 
as time of day approaches noon and the Sun’s zenith angle increases. At the time of day where the Sun 
is at nadir to the surface at an altitude angle of 90° (~12:00 p.m.), this “blocking” effect is at its least 
amount and less likely to influence the amount of incoming solar radiation. After this point, the Sun will 
then return on a similar arc, lowering its zenith angle and experiencing an increase in the “blocking” of 
incoming solar radiation until sunset. However, there is a complex relationship among slope, aspect, 
latitude, time of year, time of day, and solar radiation that precludes simple statements that north slopes 
receive less radiation than south slopes and gentle slopes receive more radiation than steep slopes. 
The influence of vegetation on the transfer of energy and heat that has been noted in this paper is also 
significant, perhaps more so than in other SA on SimSphere [6,16,42–44]. The factors showing the 
greatest influence on the Daily Average Latent Heat Flux model outputs included Mo, FVC and 
Vegetation Height. This influence of vegetation on latent heat transfer is to be expected given the role 
of evapotranspiration in partitioning incoming solar radiation into latent and sensible heat fluxes. In 
terms of the Vegetation Height input parameter, the height of vegetation can have an influence on the 
rate of evapotranspiration through the greater or lesser extent of shading of the ground surface from the 
incoming solar radiation and hence the energy available. Similarly, the role of surface moisture 
availability is also a key influence on latent heat transfer because a ready supply of surface moisture will 
provide water for evapotranspiration and hence influence the proportion of incoming solar radiation 
transfer by latent heat [69]. Given the above, it is unsurprising that the corresponding Daily Average 
Sensible Heat Flux output also exhibits sensitivity to the Aspect, FVC, Vegetation Height and Mo input 
parameters. Vegetation parameters also influence radiometric temperature and air temperature at 50 m 
because of shading and roughness properties and control on the proportion of energy transferred as latent 
and sensible heat. 
The fact that Mo is the most important input parameter influencing the Daily Average Surface Soil 
Moisture Availability output, and the lack of interaction effects implies that the simulation of soil 
moisture content is controlled by the value of surface moisture availability alone. This can perhaps be 
explained by the definition of the above parameter in the SimSphere model structure, expressed only in 
terms of water content of the soil surface, and is also in accordance with other SA undertaken on the 
model. The results for this parameter show most clearly that the significance of the influence of an input 
parameter can change during the day. For example, during one scenario Aspect and Slope become the 
most important input parameters. For other model outputs, the importance of the main effects changes 
throughout the day. For example, Aspect in the case of the Daily Average Sensible Heat Flux becomes 
less important as the day progresses. This is to be expected since the amount and angle of incidence of 
incoming solar radiation will vary with time, as will the influence of shading by vegetation, which will 
in turn influence evapotranspiration and latent and sensible heat fluxes. 
It is evident from the results of this SA that the time of model simulation can significantly affect the 
influence of specific parameters on model outputs. This effect needs to be considered when setting the 
initial conditions of the model, and should be a critical step of model parameterisation. This issue relates 
to questions related to model identifiability. In SA, these are concerned with changing objective 
functions, parameter fixing, changing model structures or changing data periods amongst others. As was 
the case in our study, there can be a change in the number of insensitive model parameters if different 
simulation times are used, although some model parameters are insensitive for all data periods. 
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Consideration of such issues must be taken when interpreting any results to avoid drawing 
generalisations or trying to apply generalisations to new situations. 
4.2. SimSphere as a Tool for Environmental Management 
Although numerous studies have identified the likely impacts of potential future climatic change on 
the hydrological system and land surface processes [70–73], great uncertainties still exist in terms of 
responses at a variety of scales. As a result, the need for robust and reliable models which accurately 
represent physical processes and enable environmental managers to effectively plan for a wide range of 
scenarios is becoming ever more important. Representing as it does the culmination of a series of 
sensitivity analyses of SimSphere analysing the behaviour of the model under different model  
conditions [6,16,42–44], this study once again confirms that the model is potentially a significant tool 
for environmental management if combined with EO data. The results of this study are not directly 
related to the development and future exploitation of such operational products but have significant 
implications for the development of the model as a useful and practical educational tool. Specifically, 
the analysis of the effect of time of simulation on the influence of parameters on model outputs is a 
significant consideration when acquiring EO data for synergistic use with the model. Results suggest 
that time of satellite acquisition becomes an important consideration when selecting EO data. In common 
with Petropoulos et al., [6,16], this study has shown that many of the modelled output are sensitive to 
changes in FVC and surface soil moisture to a greater or lesser extent. Despite the clear need for further 
work in the processes by which these two parameters are derived from remotely sensed data it is 
generally felt that good estimates of the extent of these parameters can be obtained if remotely sensed 
imagery is available. These accurate estimates could be used to constrain model inputs in particular areas 
in order to minimise variations in model outputs. 
Once again, in common with previous work on SimSphere [44], this paper has shown that model 
outputs are particularly sensitive to topographic inputs, in particular slope and aspect, even when the 
model is run at different times during the day. When considering the use of the “triangle method” for 
estimating energy fluxes, this is particularly significant since it suggests that the application of that 
method in areas of high relief may be problematic and that topographic variables may need to be 
considered in those cases. However, data on these properties are increasingly becoming available at no 
cost and at a variety of different spatial scales such that the creation of digital elevation models is 
relatively straightforward. Further work could perhaps focus on identifying a threshold slope, or range 
of aspect values above which the output variables become sensitive, thus restricting application of the 
model to a particular range of landscapes for which the model is robust. These results underline the 
potential complementarity of integrating GIS, EO and modelling approaches to involve spatial data 
handling and analysis support for land surface paramaterisation [74,75]. However, the development of 
several advanced GIS tools are needed to further progress the coupling of GIS functions within a 
modelling framework and exploit the full functionality of such data assimilation methods. The capability 
of GIS functions related to efficient data conversion algorithms, exploratory spatial data analysis tools, 
spatial interpolation, modelling languages, and temporal and three-dimensional data analysis capabilities 
are some highlighted areas where GIS has the potential to advance modelling applications related to land 
surface processes. Such advancements would allow for a host of spatial analysis methods to be 
Water 2015, 7 2136 
 
 
incorporated within an environmental modelling framework, ranging from the integration of the 
interpolation of geostatistics which would allow researchers to include discontinuities or weight 
observations of quality, to a convenient source for the display and visualisation of results [74,75]. An 
understanding of the underlying GIS tools for environmental modelling is a potential avenue for  
future works. 
The results presented here are further evidence of the promise of SimSphere as a model which can 
accurately represent those key processes that occur at the hugely significant interface between the 
lithosphere, hydrosphere and atmosphere, an interface which is likely to see significant changes over 
coming decades. Given that the SA performed here analyses the impact of changing the time of day at 
which the model is run, and that previous work has analysed the impact of spatial changes [44], changes 
in probability distribution functions [6,16] and of a wide range of output variables [42], the paper 
represents the final component of a comprehensive programme of testing this model. Further work is 
now needed to validate the model outputs against in-situ, instrumented data from different locations and 
over different time periods. This is an essential step in order to confirm the potential role of SimSphere 
as an applied tool for environmental managers, soil conservation practices, sustainable water resource 
management and agriculture that this study has suggested. 
5. Conclusions 
This study provides a further demonstration of the capability of the GSA meta-modelling method 
adopting Bayesian theory to decompose the total uncertainty of the SimSphere model and confirm results 
from previous sensitivity analyses on the model showing that the model’s yield output sensitivity to 
important parameters depend strongly on topographic conditions. The fact that these parameters have 
consistently been found to be significant regardless of which modelled output are being analysed, which 
spatial location or probability distribution function is used, clearly underlines the extent of this influence. 
FVC, Vegetation Height and Mo were also significant influences on output variance decomposition. 
Several model components have been previously studied (e.g., spatial changes, changes in probability 
functions, a wide range of output variables), however this study, has, for the first time analysed the 
impact of changing the time of day at which the model is run. Although the relative importance of the 
contribution of the input parameters does not generally change with times of model output simulation 
its influence can clearly be seen in the varying percentage contribution of main and total effects results 
of each model output, with significant variations in the contributions of changing input parameters 
observed during the day. 
Our results represent the final component of a comprehensive programme of testing this model, whilst 
also providing further evidence supporting the model coherence and correspondence to the behaviour of 
a natural system. The latter is an important element as regards the model use in future either as a stand-
alone tool or synergistically with EO data. Future work should be aimed at validating SimSphere outputs 
against in-situ or reference data, to confirm the operational development of this model as an applied tool 
in a wide range of disciplines, and detect possible causes of uncertainty which might hamper future 
development.  
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