Factorization of Tropical Matrices by Niv, Adi
FACTORIZATION OF TROPICAL MATRICES
ADI NIV†
Abstract. In contrast to the situation in classical linear algebra, not every tropically
non-singular matrix can be factored into a product of tropical elementary matrices.
We do prove the factorizability of any tropically non-singular 2×2 matrix and, relating
to the existing Bruhat decomposition, determine which 3×3 matrices are factorizable.
Nevertheless, there is a closure operation, obtained by means of the tropical adjoint,
which is always factorizable, generalizing the decomposition of the closure operation ∗
of a matrix.
1. Introduction
The tropical semifield is an ordered group G (usually the set of real numbers R or
the set of rational numbers Q), together with −∞, denoted as T = G⋃{−∞}, and
equipped with the operations a  b = max{a, b} and a  b = a + b, denoted as a + b
and ab respectively (see [1], [9] and [18]). This arithmetic enables one to simplify
non-linear questions by answering them in a linear setting (see [7]), which applied in
discrete mathematics, optimization, algebraic geometry and more, as has been well
reviewed in [3], [4], [5], [6], [8], [16] and [19].
This structure can also be studied via the valuation over the field K = C{{t}} of
Puiseux series to the ordered group (Q,+,≥), as has been done in [2], by looking at the
dual structure trop(a) = −val(a) denoted as the tropicalization of a ∈ K. In order to
make the connection between the results in the work of Buchholz in [2] and the results
in this paper we say trop(a + b) = max{trop(a), trop(b)}. Then it is obvious that the
tropical structure deals with the uncertainty of a = b in the valuation, in the form
of trop(a+ a) = trop(a).
In this paper we aspire to solve the tropical factorization problem raised in [2]and [20],
by passing to a wider structure called the supertropical semiring (see [10] and [11]),
equipped with the ghost ideal G = Gν . We denote as R = T ⋃G⋃{−∞} the su-
pertropical semiring, where T = G, which contains the so called tangible elements of
the structure and ∀a ∈ T, aν ∈ G are the ghost elements of the structure, as defined
in [10]. So G inherits the order of G. We distinguish between a maximal element a
that is being attained once, i.e. a ∈ T which is invertible, and a maximum that is being
attained at least twice, i.e. a+ a = aν ∈ G, which is not invertible.
The work in [12], [13] and [14] shows that even though the semiring of matrices
over the supertropical semiring lacks negation, it satisfies many of the classical matrix
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2 ADI NIV
theory properties when using the ghost ideal G. We say a ghost surpasses b, denoted
by a gs b, if a = b or a ∈ G and aν > bν . We say a is ν-equivalent to b, denoted
by a ∼=ν b, if aν = bν . That is, in the tropical structure, ν-equivalent means equal.
Definition 1.1. We define a matrix A ∈Mn(T) to be tropically singular if there exist
at least two different permutations that attain the maximum value in the determinant.
Otherwise the matrix is tropically non-singular.
Consequently a matrix A ∈Mn(R) is singular if det(A) ∈ G
⋃{−∞}and non-singular
if det(A) ∈ T . A matrix A is strictly singular if det(A) = −∞.
Notice that over the tropical semifield we cannot indicate if the matrix is tropically
non-singular by the value of its determinant, which is always invertible over T \ {−∞}.
Over the supertropical semiring however, a supertropically non-singular matrix will
have an invertible determinant, while a supertropically singular matrix will have a non-
invertible determinant.
As the singularity definitions are identical over the tropical and supertropical struc-
tures, we will only indicate ”non-singular” or ”singular” and ”over the structure T” or
”over the structure R” (which will effect the value and invertability of the determinant).
When talking about non-singular matrices over the field K we use ”invertible”.
Looking at the theorem of tropical determinants (defined in [15] to be the usual
permanent) over the supertropical semiring, which satisfies det(AB) gs det(A)det(B)
( [12, Theorem 3.5]), one might wonder why the product of two non-singular matrices
maybe singular. In this work we attempt to understand the reason by investigating
the elementary matrices as the generators˝of matrices, in analogy to the well known
classical fact that over a field K, GLn(K) is generated by elementary matrices.
This situation is subtler for matrix semirings over a tropical semiring, as shown in §3
and [2, Lemma 4.36]. Whereas every 2× 2 non-singular matrix is factorizable, this fails
for 3 × 3 matrices. However, we salvage a positive result, described in Corollary 6.6,
by passing to adj(A). We show how this applies to the closure operation ∗ in [17],
by establishing that the power Ak of a matrix A ∈ SLn(T), with 1T on its diagonal,
stabilizes at k = n− 1.
2. preliminaries
In this section we establish some fundamental definitions for our work as well as give a
glance for the Bruhat decomposition found in [2].
Definition 2.1. Let Tn be the free module of rank n over the tropical semifield, and Rn
be the free module of rank n over the supertropical semiring. We define the standard
base of Tn, and therefore of Rn, to be e1, ..., en where
ei =
{
1T = 1R, in the i
th coordinate
0T = 0R, otherwise
.
Definition 2.2. The tropical identity matrix in the tropical matrix semiring is
the n× n matrix with the standard base for its columns. We denote this matrix as
IT = IR = I.
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Definition 2.3. A matrix A ∈ Mn(R) is tropically invertible if there exists a ma-
trix B ∈Mn(R) such that
AB = BA = I.
Definition 2.4. Corresponding to the three elementary row matrix operations, we
define respectively three types of tropical elementary matrices obtained by applying
one such operation to the identity matrix. We denote these matrices as follows:
Ei,j = (at,l), where at,l =

1R, where t = l 6= i, j
1R, where i = t 6= l = j or j = t 6= l = i
0R, otherwise
which means switching the ith and jth rows.
Ek·(ithrow) = (bt,l), where bt,l =

1R, where t = l 6= i
k, where t = l = i
0R,where t 6= l
which means multiplying the ith row by an invertible k ∈ T .
Ei+k·(jthrow) = (ct,l), where ct,l =

1R, where t = l
k, where i = t 6= l = j
0R, otherwise
which means adding the jth row, multiplied by k, to the ith row, where k ∈ T . (We can
define these matrices for k ∈ R \ {0R}, but since applying Ei+k·(jthrow) for some k ∈ G
would be the same as applying Ei+a·(jthrow) twice for some a ∈ T such that aν = k, we
can reduce our set of elementary matrices to these definitions).
We refer to the matrices Ei,j as elementary matrices of type 1, to the matrices Ek·(ithrow)
as elementary matrices of type 2, and to the matrices Ei+k·(jthrow) as elementary matri-
ces of type 3.
Definition 2.5. A tropically factorizable matrix is defined to be a matrix that can
be written as a product of tropical elementary matrices.
Definition 2.6. A square matrix Ppi = (ai,j) is defined to be a permutation matrix
if there exists pi ∈ Sn such that ai,j
{
= 0R, j 6= pi(i)
= 1R, j = pi(i)
.
That is, a permutation matrix is a product of elementary matrices of type 1.
By observing the matrices of type 2 as the generators of the diagonal matrices we
give the following remark.
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Remark 2.7.
a. A tropical matrix A is invertible if and only if it is a product of elementary matrices
of type 1 and 2. That is, a product of a permutation matrix Ppi and a diagonal matrix D,
denoted as Dpi.
b. Non-singular triangular matrices over R and not strictly singular triangular matrices
over T are factorizable.
Proof.
a. See [12, Proposition 3.9]. We unite the products of matrices of type 1 and 2 under
the definition of invertible matrices.
b. First we can normalize the diagonal to 1R, using elementary matrices of type 2.
Then, an upper triangular matrix will be obtained by applying
Ei+ai,jrow−j ∀j > i = 1, ..., n− 1 in this order,
creating one row after another. A lower triangular matrix will be obtained analogously
by applying the same elementary operations for j < i = 2, ..., n in opposite order.

Calculating the determinants of the elementary matrices, one can easily conclude
that the product of elementary matrices might yield a singular matrix only when there
is an elementary matrix of type 3 involved in the product. This means that inequality
in the rule of determinants arises from elementary matrices of type 3. However, is it
possible to generate any matrix as a product of elementary matrices? This question is
strictly related to the question raised by Buchholz in [2]:
Does trop(AB) = trop(A)trop(B), where A,B are square matrices over the field K?
Meaning, by considering that over a field we are able to factor an invertible matrix, and
that the tropicalization of triangular matrices are tropical triangular matrices, does the
factorization of the tropicalization of a matrix coincides with the tropicalization of the
matrix factorization?
In his work, Buchholz states sufficient conditions for a positive answer, by means of
the lowest power of t in C{{t}}, which will be presented next. In §4 we will establish
terms for factorizability of 3 × 3 matrices and show how they relate to Buchholz’s
conditions. In §5 and §6 we salvage a positive answer for non-singular matrices over R,
introducing a closure operation in the supertropical structure. The algorithm, however,
also applies to the tropical structure. Moreover, it holds for singular matrices over T,
with determinant different than −∞, as well.
Definition 2.8. A track of a permutation pi ∈ Sn is the sequence a1,pi(1)a2,pi(2) · · · an,pi(n)
of n entries of the matrix A = (ai,j) ∈Mn(R).
Let us begin with a motivating example, establishing that a non-singular tropical 2×2
matrix is always factorizable, determining which tropical 2×2 matrix has a Bruhat de-
composition induced by the decomposition over K and when do the two decompositions
coincides.
Example 2.9.
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a. Let A be a 2×2 invertible matrix over the fieldK. We denote the Bruhat factorization
of A by PLU , where P is a product of a diagonal matrix and a permutation matrix, L
is a lower unitriangular matrix and U is an upper unitriangular matrix. Then:
(i) trop(A) is not strictly singular,
(ii) trop(A) = trop(P )trop(L)trop(U), when trop(A) is non-singular over R,
(iii) trop(A) = trop(P )trop(L)trop(U), when trop(A) is not strictly singular over T,
if and only if trop(det(A)) = det(trop(A)).
(Notice that the determinant on the right hand side is defined to be the permanent)
b. Let B be a 2× 2 non-singular matrix over R, or a 2× 2 not strictly singular matrix
over T. Then B is factorizable.
c. Let B be a 2 × 2 non-singular matrix over R and let A be a 2 × 2 matrix over
K such that trop(A) = B. Then A is invertible and the factorization of A is PLU ,
where trop(P )trop(L)trop(U) is the factorization of B.
(Meaning, over T, the factorization exists, but might be different than the one being
induced by the classical factorization).
Proof.
a. A is invertible. Therefore |A| 6= 0K and det(trop(A)) 6= 0R. If trop(A) is non-singular
over R then one permutation track in trop(A) is strictly bigger than the other.
In the general not strictly singular case, we write
A =
(
a1,1 a1,2
a2,1 a2,2
)
= P
(
1K a
b 1K
)
,
where P will relocate and normalize the tropicalization-source of the dominant permu-
tation track to the diagonal, i.e., trop(1K) ≥ trop(ab). We denote
A¯ =
(
1K a
b 1K
)
.
Next, we factor A into P,L and U as follows:
A = P
(
1K a
b 1K
)
= P
(
1K 0K
b 1K − ba
)(
1K a
0K 1K
)
and
trop(P ) = trop
({
ai,j, j = pi(i)
0K , otherwise
)
=
({
trop(ai,j), j = pi(i)
trop(0K) = −∞, otherwise
)
= Dpi
(a tropical invertible matrix) will yield
(2.1) trop(A) = trop(P )trop
((
1K a
b 1K
))
= Dpi
(
0 trop(a)
trop(b) 0
)
.
Then, since
1. trop(det(A)) = det(trop(A)), which is required in case trop(1K) = trop(ab).
2. det(A) = det(P )det(A¯) and
3. det(trop(A)) = det(Dpi)det(trop(A¯),
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we get
(2.2) Dpi
(
0 trop(a)
trop(b) 0
)
= Dpi
(
0 −∞
trop(b) 0
)(
0 trop(a)
−∞ 0
)
= Dpi
(
0 −∞
trop(b) 0 + ab
)(
0 trop(a)
−∞ 0
)
= Dpi
(
0 −∞
trop(b) det(trop(A¯))
)(
0 trop(a)
−∞ 0
)
= Dpi
(
0 −∞
trop(b) trop(det(A¯))
)(
0 trop(a)
−∞ 0
)
= trop(P )trop(L)trop(U).
If trop(A) is non-singular over R then the requirement trop(det(A)) = det(trop(A))
is not necessary since the non-singularity of trop(A) will apply;
trop(1R) 6= trop(ab)⇒ 1K 6= ab
so equality must hold between trop(det(A)) and det(trop(A)).
b. Let B = (αi,j). By the same algorithm as in (2.2), we can factor any non-singular
matrix over R and not strictly singular matrix over T: P will relocate and normalize a
dominant monomial of the determinant to the diagonal, and
(
0 −∞
β 0
)(
0 α
−∞ 0
)
will yield the off diagonal part.
If B is non-singular over R, then 0 strictly surpasses αβ and αβ + 0 = 0. If B is not
strictly singular over T then αβ might equal 0, and yet αβ + 0 = 0.
c. B is non-singular over R, and therefore det(B) ∈ T . Thus 1R 6= αβ, which
means the terms of lowest power of t do not cancel before applying the valuation trop.
Therefore 1K 6= trop−1(α)trop−1(β) and A is invertible. From (2.1) we can conclude
that trop(P ), trop(L) and trop(U) are the tropicalizations of a product of a diagonal
matrix and a permutation matrix, a lower unitriangular matrix and an upper unitrian-
gular matrix, respectively, such that PLU is the factorization of A. 
3. Nonfactorizable matrices
It is important to pay attention to the difference of the factorization process in the
post-valuation case and in the pre-valuation case. In matrix theory over a field, the fac-
torization of a matrix is achieved by applying elementary row operations to the matrix
in order to transform it to the identity matrix (a process known as Gaussian elimina-
tion or reduction of the matrix); then, multiplying the inverses to the corresponding
elementary matrices in the opposite order would yield our matrix. In matrix theory
over a semifield without negation, we cannot reduce a nonzero element to zero using
elementary operations. Therefore, we are approaching this construction by applying
elementary row operations to the identity matrix in order to transform it to our matrix
(an expansion of the matrix instead of reduction of the matrix).
Claim 3.1. For every elementary matrix E1 of type 1 or 2 and elementary matrix E2 of
type 3 there exist an elementary matrix E4 of type 1 or 2 respectively, and an elementary
matrix E3 of type 3, such that E1E2 = E3E4.
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Proof. This property is well known. We provide the proof here for the reader’s conve-
nience.
Let E2 = Eu+k·(mthrow) be an elementary matrix of type 3.
If E1 = Ei,j is an elementary matrix of type 1, then
E1E2 =

E2E1, where u,m 6= i, j
Ej+k·(ithrow)Ei,j, where u = i and m = j
Ej+k·(mthrow)Ei,j, where u = i and m 6= j
Eu+k·(ithrow)Ei,j, where u 6= i and m = j
If E1 = Eh·(ithrow) is an elementary matrix of type 2, then
E1E2 =

E2E1, where u,m 6= i
Ei+kh·(mthrow)Eh·(ithrow), where u = i
Eu+ k
h
·(ithrow)Eh·(ithrow), where m = i

Therefore, by symmetry of the last claim, once a factorization has been obtained, one
may construct a factorization whose elementary matrices of type 3 appear at its ends.
Considering that we are constructing a matrix by applying elementary row operations
to the identity matrix, we will be interested throughout the paper in the factorization
whose elementary matrices of type 3 appear at its left end.
In the next proposition we prove that not every not strictly singular matrix is factoriz-
able.
Proposition 3.2. Let pi and σ be two different permutations in Sn such that there
exists t ∈
{
Zn, where n is odd
Zn\{n2}, where n is even
, so that pi(i) = σ(i) + t (mod n) ∀i
(i.e. pi is a shift of σ, but not by 0 or n
2
).
For n > 2, any n × n matrix A = (ai,j) = Dpi + Dσ, where Dpi, Dσ are invertible
matrices comprised of non-zero permutation tracks pi and σ respectively, is not factor-
izable.
Proof. We notice some important facts regarding the process of constructing a factor-
ization for A:
1) An elementary row operation of type 3 that changes a 0R entry would raise it beyond
adjustment to the entry of A, due to the lack of additive inverses.
2) Since the construction starts with the identity matrix and ends with two non-zero
permutation tracks, throughout the process, every row and column must have one or
two non-zero entries.
3) Elementary matrices of types 1 and 2 do not change the number of zeros in the
matrix.
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4) The requirement t 6= n
2
implies that if σ(j) = pi(i) for some i, j, then σ(i) 6= pi(j).
Proof. Assume σ(i) = pi(j). Then
σ(j) = pi(i) = σ(i) + t = pi(j) + t = σ(j) + 2t (mod n),
which means 2t = 0 (mod n) and we get t = 0 or t = n
2
, contrary to the assumption
on t.
Assume that such a matrix can be factored. According to Claim 3.1 we may obtain
a factorization whose elementary matrices of type 3 appears at its left end. Let us look
at the matrix we receive one step before applying this last elementary matrix of type 3.
Without loss of generality we may assume it yields the last entry on the track of the
permutation σ. Therefore we now have a matrix with 2n− 1 non-zero entries:
ai1,σ(i1), · · · , ain−1,σ(in−1), ai1,pi(i1), · · · , ain−1,pi(in−1) and b,
where b is in the in, pi(in) position. We will show that we cannot produce the last
non-zero entry under our assumptions, using elementary matrix of type 3.
The last elementary matrix in the factorization would change the zero in the in, σ(in)
position to ain,σ(in), by adding a row to row in. In order to do so, we must use ak,pi(k)
where pi(k) = σ(in), since it is the only non-zero entry in this column. We already
produced the ak,σ(k) entry in the k
th row, which is different than the k, pi(in) position
since σ(k) 6= pi(in). This k, σ(k) position would influence the in, σ(k) position in row in.
However, the only other non-zero entry we want in the in row is ain,pi(in). That would
require once again σ(k) = pi(in), which cannot occur.
Figure 1. The kth row (on the top) recovers one position in the ithn row (on the bottom), but, simultaneously, changes
a zero-entry beyond adjustment.

Example 3.3. The 3× 3 matrix
A =
 1R α1 0R0R 1R α2
α3 0R 1R

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is not factorizable, where α1, α2, α3 6= 0R. If it were factorizable then it would have a
factorization such that the last elementary matrix is of type 3. We may assume we have
already obtained the first and second rows. The general case is proved analogously by
writing αji instead of αi, ∀i = 1, 2, 3.
In order to obtain α3 we must use the only non-zero entry in its column, which is in
position (1, 1). That is, applying E3+α3·(1strow) (the (1, 3) position is 0R. Therefore
the (3,3) position has already been obtained at this point). However, this operation
would raise the zero in the (3, 2) position beyond adjustment.
This counterexample provides good intuition for the source of the factorization prob-
lem of tropical matrices. In a way, some entries are ”too small” to be obtained by any
factorization. In fact, this example will function as the base case for the inductive proof
of the classification of factorization of 3× 3 matrices.
These non-factorizable matrices relate to Buchholz’ conditions for multiplicativity of
the trop valuation in the following way:
Lemma 3.4. Let A,B be square matrices of size n over the field K = C{{t}} of Puiseux
series. Then
(3.1) trop(XY ) = trop(X)trop(Y ), where X = (ai,j), Y = (bi,j),
if and only if the terms of lowest power of t in the Puiseux series Σnk=1ai,kbk,j do not
cancel for every i and j.
Proof. See [2, Lemma 4.36]. 
Looking at
B = trop−1(A) =
 1K a1 0K0K 1k a2
a3 0K 1K
 , where ai = trop−1(αi),
the matrix trop−1(A) can be factored as
LU =
 1K 0K 0K0K 1k 0K
a3 −a1a3 1K
 1K a1 0K0K 1k a2
0K 0K 1K + a1a2a3
 .
Next, trop(LU) = A while trop(L)trop(U) will yield 1R 0R 0R0R 1R 0R
α3 α1α3 1R
 1R α1 0R0R 1R α2
0K 0K 1R + α1α2α3
 .
Looking at position (3, 2) in these two matrices, we notice that (trop(L)trop(U))3,2
is α1α3 + α1α3, while (A)3,2 is −∞, which means the terms of lowest power of t in the
Puiseux series (trop−1(A))3,2 are canceled, creating inequality in (3.1).
4. Factorization of 3× 3 matrices
The fact that the determinant of a non-singular matrix A over R is tangible means
that the matrix has one dominant permutation track. By using elementary matrices
of type 1 (a permutation matrix) we can relocate the corresponding permutation to
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the diagonal and by using elementary matrices of type 2 (a diagonal matrix) we can
change the diagonal entries to 1R, receiving a non-singular matrix with dominant Id-
permutation track equals 1R. That is, A = PA¯ where P is an invertible matrix (See
Remark 2.7) such that |P | = |A| and |A¯| = 1R.
We denote A¯ as the normal form of A, and say that P normalizes the dominant
permutation track to the diagonal. This is not the same as normal matrices, defined
in [2].
We may also obtain a normal form for not strictly singular matrices by relocating
and normalizing one of the dominant permutation tracks. However, such a matrix will
have an invertible determinant over T and T . Therefore, by ”matrix in normal form”
we mean normal forms of not strictly singular matrices over T, or normal forms of
non-singular matrices over R.
Remark 4.1. If A¯ is in normal form, then every permutation track is dominated by 1R
(with the possibility of equality when we are working over T).
Often, for each permutation track, we write the permutation as a product of disjoint
cycles, referred to as the cycle tracks of the permutation track.
We notice that since the entries on the diagonal are 1R, every cycle track itself presents
a permutation track, when composed with the appropriate Id cycle tracks. Therefore
every cycle track is being dominated by 1R (with the possibility of equality when we
are working over T). Consequently, for any term M we get that M ·(cycle track) is
dominated by M (with the possibility of equality when we are working over T).
Claim 4.2. A non-singular matrix A over R (or not strictly singular over T) is fac-
torizable if and only if its normal form A¯ is factorizable.
Proof. Let P be the invertible matrix that normalizes the dominant permutation track
in A to the diagonal. According to Remark 2.7 P is invertible, and we can conclude
that A¯ = P−1A. Of course P−1 is invertible, and therefore by using Remark 2.7 again
we have that P−1 is also a product of elementary matrices of type 1 and 2. Hence the
factorizability of A and the factorizability of A¯ are equivalent. 
Lemma 4.3. Given any nondiagonal entry ai,j of a 3× 3 matrix, there exists precisely
one permutation track in which this nondiagonal entry appears and for which all other
entries are also nondiagonal.
Proof. A permutation track is of the form a1,pi(1)a2,pi(2)a3,pi(3) for some pi ∈ S3. If we want
all the entries to be nondiagonal, then pi(i) 6= i, ∀i = 1, 2, 3, which means pi = (1 2 3)
or (1 3 2) and therefore the possible permutation tracks are a1,2a2,3a3,1 and a1,3a3,2a2,1
which consist of all of the nondiagonal entries, exactly one time each. 
Definition 4.4. An entry condition is the relation (>,<,=) between a nondiagonal
entry ai,j in normal form A = (ai,j) and the product ai,kak,j of the other nondiagonal
entry in its row and the other nondiagonal entry in its column. We refer to the matrix
(bi,j) where bi,j =
{
1R, where i = j
ai,j + ai,kak,j, where i, j and k are distinct
as the matrix of entry conditions.
FACTORIZATION OF TROPICAL MATRICES 11
Lemma 4.5. A 3 × 3 matrix in normal form over R is not factorizable if and only if
there exists a permutation track of nondiagonal entries all of whose entry conditions
satisfy <.
Proof. We denote A = (ai,j).
(⇒) There exists a row j such that both of its entry conditions satisfy ≥.
We can obtain any 2×2 minor, by using the algorithm in Example 2.9-part(b), as 2×2
matrices embedded to rows and columns i1 and i2 in the 3 × 3 identity matrix. Then
we can recover the third column i3, using 1R in the i3, i3 position, obtaining a 2 × 3
minor:
Ei2+ai2,i3 ·(ith3 row) · Ei1+ai1,i3 ·(ith3 row)︸ ︷︷ ︸
Recovering the third column
· Ei2+ai2,i1 ·(ith1 row) · Ei1+ai1,i2 ·(ith2 row)︸ ︷︷ ︸
Obtaining a 2× 2 minor
.
Therefore we can conclude that obtaining the third row i3 is the only obstruction to
the factorization process of a 3× 3 nonsingular matrix.
Since ai,jaj,i < 1R for every i, j such that i 6= j, we get that if some nondiagonal entry
condition is <: ai,j < ai,kak,j, then the entry conditions of the nondiagonal entries in
its row and column are >:
ai,j(aj,k) < ai,k(ak,jaj,k) < ai,k and (ak,i)ai,j < (ak,iai,k)ak,j < ak,j.
Therefore, we may assume that the row remains to be constructed is row number
three. The general case is being proved analogously by writing ait,j instead of at,j
for t = 1, 2, 3.
If both entry conditions are >, then by applying E3+a3,i·(ithrow) for i = 1, 2 to the 2× 3
minor of rows one and two, we obtain A:
 1R 0 00 1R 0
a3,1 0 1R
 1R 0 00 1R 0
0 a3,2 1R
 1R a1,2 a1,3a2,1 1R a2,3
0 0 1R
 =
=
 1R a1,2 a1,3a2,1 1R a2,3
a3,1 + a3,2a2,1 a3,2 + a3,1a1,2 1R
 =
 1R a1,2 a1,3a2,1 1R a2,3
a3,1 a3,2 1R
 .
If one entry condition satisfies = then we apply only the operation that does not
correspond to the = entry condition. Both satisfy = cannot occur since that means:
ai,j = ai,kak,j = ai,jaj,kak,j < ai,j.
Contradiction.
(⇐) If there is no row whose entry conditions both satisfy ≥, then each row and column
has exactly one < condition (two conditions < cannot occur in the same row or column).
As a result, we get one nondiagonal permutation track of entry conditions > and the
other nondiagonal permutation track of entry conditions <. We show that in this case
the normal form A is not factorizable.
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Assume A is factorizable. By Claim 3.1 we can obtain a factorization whose elemen-
tary matrices of type 3 appears at its left end. We now look at the last elementary
matrix of type 3 in this factorization (which is the last elementary matrix in this fac-
torization). As before, we assume that this elementary matrix of type 3 operates on
the third row, meaning, we are starting with
(4.1)
 1R a1,2 a1,3a2,1 1R a2,3
α1 α2 α3

where at least one entry in the third row is different from the entry we want to produce.
By applying elementary matrix of type 3, we aspire to obtain the third row: (a3,1 a3,2 1R).
Assume a3,j < a3,kak,j (which means a3,k > a3,jaj,k). By definition, j, k and 3 are
different and we may apply E3+mj ·(jthrow) or E3+mk·(kthrow).
In case we applied E3+mj ·(jthrow) we get
a3,j = αj+mj ⇒ mj ≤ a3,j ⇒
{
mjaj,k ≤ a3,jaj,k < a3,k ⇒ a3,k = αk +mjaj,3 = αk
mjaj,3 ≤ a3,jaj,3 < 1R ⇒ a3,3 = 1R = α3 +mjaj,3 = α3
.
In case we applied E3+mk·(kthrow) we get
a3,j = αj+mkak,j ⇒ mkak,j ≤ a3,j < a3,kak,j ⇒ a3,k > mk ⇒
{
a3,k = αk +mk = αk
a3,3 = 1R = α2 +mkak,3 = α3
.
Hence, the matrix in (4.1) differ from A by one entry, the one of condition < in the
third row.
If the remaining entry is bigger than the desired one then clearly we cannot produce
the desired entry with an elementary matrix of type 3. Thus, it must be smaller, which
means we are back to the same entry conditions: one permutation track of nondiagonal
entry conditions <. Therefore, looking at all the previous elementary matrices of type 3,
we notice that it would again yield a matrix, changed only at the permutation track of
nondiagonal entry conditions <, by reducing them:
 1R c a1,3a2,1 1R b
a a3,2 1R
 or
 1R a1,2 ca 1R a2,3
a3,1 b 1R

a, b and c has entry conditions <.
If a, b or c never reaches 0R in the string of elementary matrices of type 3, then the
factorization does not terminate, which is not possible. That leads us to the conclusion
that a, b and c reach 0R in this string, which means at some point of the factorization
we get either  1R 0R a1,3a2,1 1R 0R
0R a3,2 1R
 or
 1R a1,2 0R0R 1R a2,3
a3,1 0R 1R

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where the nondiagonal entries remained, are strictly bigger than 0R due to their entry
conditions which satisfy >. These matrices are not factorizable according to Proposi-
tion 3.2 and therefore cannot appear as a part of any factorization.

In Buchholz’ terminology, an entry condition < implies the connection between the
desired entry, ai,j, and the entry obtained by factorizing over K and then tropicalizing
each component. The lowest power of t in trop−1(ai,j) is being canceled, causing the
valuation of this entry to rise and the tropicalization to drop.
Example 4.6.
A =
 0 −3 01 5 0
3 1 6

We easily calculate that |A| = 11 and that the diagonal is the dominant permutation
track. Therefore, by applying E5·(2ndrow)E6·(3rdrow) to the normal form
A¯ =
 0 −3 0−4 0 −5
−3 −5 0

we might achieve a factorization of A.
The next step would be to check the entry conditions of A¯, which may be displayed as: 0 > >> 0 <
> > 0
 .
We do not have a permutation track of entry conditions < (as could be seen after
checking the first row) and therefore A is factorizable, indeed:
A =
 0 − −− 5 −
− − 0
 ·
 0 − −− 0 −
− − 6

︸ ︷︷ ︸
A¯→ A
·
 0 − −− 0 −
− −5 0
 ·
 0 − −− 0 −
−3 − 0

︸ ︷︷ ︸
3rd row
·
 0 − −− 0 −5
− − 0
 ·
 0 − 0− 0 −
− − 0

︸ ︷︷ ︸
2× 3
·
 0 −3 −− 0 −
− − 0
 ·
 0 − −−4 0 −
− − 0

︸ ︷︷ ︸
2× 2
.
Example 4.7.
A =
 4 3 34 5 2
5 7 6

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We easily calculate that |A| = 15 and that the diagonal is the dominant permutation
track. Therefore, by applying E4·(1strow)E5·(2ndrow)E6·(3rdrow) to the normal form
A¯ =
 0 −1 −1−1 0 −3
−1 1 0

we might achieve a factorization of A.
The next step would be to check the entry conditions of A¯, which may be displayed as: 0 < >> 0 <
< > 0
 .
We have a permutation track of entry conditions <. Therefore, looking at all the
previous elementary matrices of type 3 would yield the matrix 0 a −1−1 0 b
c 1 0

where either a, b, c = 0R, which is not a factorizable matrix, or the factorization does
not terminate. Therefore A is not factorizable.
This classification would be rather hard to generalize for n × n matrices since the
required number of conditions increases significantly. In the next section we present a ν-
equivalent approach to supertropical matrices that helps us in constructing a general
tropical factorization for non-singular matrices over R and not strictly singular matrices
over T.
5. 3× 3 Quasi-factorization
In order to recover a factorization result for not strictly singular 3 × 3 matrices, we
follow the terminology in [11] when extending the classical definitions by considering
the supertropical ghost ideal.
Definition 5.1. A quasi-zero matrix ZG is a matrix equal to 0R on the diagonal,
and whose off-diagonal entries are ghosts or 0R. A quasi-identity matrix IG is a
nonsingular, multiplicatively idempotent matrix equal to I + ZG, where ZG is a quasi-
zero matrix.
Definition 5.2. The t, l-minor At,l of a matrix A = (ai,j) is obtained by deleting
the tth row and lth column of A. The adjoint matrix adj(A) of A is defined as the
matrix (a′i,j), where a
′
i,j = det(Aj,i). The matrix A
∇ denotes adj(A)
det(A)
, when det(A) is
invertible. Over R, A∇ is defined for non-singular matrices only. Over T, however, A∇
is defined for every not strictly singular matrix.
Notice that det(Aj,i) may be observed as the sum of all permutation tracks in A that
passes through aj,i, which is then deleted from these permutation tracks:
det(Aj,i) =
∑
σ ∈ Sn :
σ(j) = i
a1,σ(1) · · · aj−1,σ(j−1)aj+1,σ(j+1) · · · an,σ(n).
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When writing such a permutation as the product of its disjoint cycles, det(Aj,i) can be
presented as:
det(Aj,i) =
∑
σ ∈ Sn :
σ(j) = i
(ai,σ(i) · · · aσ−1(j),j)Cσ,
where (ai,σ(i) · · · aσ−1(j),j) is the cycle track missing aj,i, and Cσ is the product of the
cycle tracks in σ that do not include i and j.
Definition 5.3. For det(A) invertible, we say that B is a quasi-inverse of A over R
if AB = IG and BA = I
′
G where IG, I
′
G are quasi-identities.
Lemma 5.4.
(i) A∇ is a quasi-inverse of A.
(ii) A is a quasi-inverse of A∇.
Proof. See [13, Theorem 2.8] 
We denote IA = AA
∇ and I ′A = A
∇A, which are quasi-identity matrices.
Notice that for A in normal form A∇ = adj(A)
det(A)
= adj(A), which is also in normal form:
the diagonal entries in adj(A) are sums of cycle tracks of A, thus the Id summand 1R
dominates every diagonal entry. Also,
1R = det(IA) = det(AA
∇) = det(A)det(A∇) = det(A∇) (since det(AA∇) ∈ T ),
as required for normal form.
Theorem 5.5.
(i) det(A · adj(A)) = det(A)n .
(ii) det(adj(A)) = det(A)n−1 .
Proof. [12, Theorem 4.9].
Proposition 5.6. adj(AB) gs adj(B)adj(A).
Proof. [12, Proposition 4.8].
Lemma 5.7.
(i) P∇ = P−1 whenever P is an invertible matrix.
(ii) (PA)∇ = A∇P∇ where det(A) is invertible and P is an invertible matrix.
(iii) Let A¯ be the normal form of the matrix A (i.e. A = PA¯ where P is the invertible
matrix that normalizes a dominant permutation track of A to the diagonal).
Then A∇ = A¯∇P−1.
Proof.
(i) Let P be an invertible matrix of order n. According to Remark 2.7 P is a product
of a diagonal matrix D = (di) (i.e. has di in the i, i position, and 0R otherwise), and
a permutation matrix Ppi =
∑n
i=1 ei,pi(i), where ei,j is the matrix with 1R in the i, j
position and 0R otherwise. Therefore
P = DPpi =
n∑
i=1
diei,pi(i).
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By definition
P∇ =
1∏n
i=1 di
n∑
i=1
(∏
j 6=i
djepi(i),i
)
,
and we can conclude P∇ = P−1 from
PP∇ = P∇P =
n∑
i=1
ei,i = I.
(ii) Using part (i) and the well known fact that (AB)−1 = B−1A−1, for invertible
matrices A,B, we get
(DPpi)
∇ = P∇ = P−1 = (DPpi)−1 = P−1pi D
−1 = P∇pi D
∇,
where D = (di) is a diagonal matrix, Ppi =
∑n
i=1 ei,pi(i) is a permutation matrix, and P
is the invertible matrix composed by D and Ppi.
We denote A as (ai,j) and show how P acts on A;
PA = DPpi(ai,j) = D(ai,pi(j)) = (diai,pi(j)).
Since P is invertible we have
det(A) = det(P−1PA) gs det(P−1)det(PA) gs det(P )−1det(P )det(A) = det(A),
which means
det(P−1)det(PA) = det(P )−1det(P )det(A).
Thus det(PA) = det(P )det(A) and we get
(PA)∇ =
1∏
di · det(A)
 ∑
σ(pi(j))=i
(diai,σ(i) · · · dσ−1(pi(j))aσ−1(pi(j)),pi(j))Cσ
 .
Each summand in the numerator includes dk for every k 6= pi(j), therefore
(PA)∇ =
1∏
di · det(A)
 ∑
σ(pi(j))=i
∏
k 6=pi(j)
dk(ai,σ(i) · · · aσ−1(pi(j)),pi(j))Cσ

=
1
det(A)
 ∑
σ(pi(j))=i
(ai,σ(i) · · · aσ−1(pi(j)),pi(j))Cσ
D∇
=
1
det(A)
∑
σ(j)=i
(ai,σ(i) · · · aσ−1(j),j)Cσ
P∇pi D∇ = A∇P∇.
(iii) Using the arguments in (i) and (ii) we have
A∇ = (PA¯)∇ = A¯∇P∇ = A¯∇P−1
as required.

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This last result allows us to approach the factorization in two stages, preserving
the well-behaved˝ invertible part, consist of elementary matrices of type 1 and 2,
and aspire to obtain factorization of the remaining, quasi-invertible part, including
elementary matrices of type 3.
In fact, in his work, Buchholz salvage a positive answer for the multiplicativity of
the tropicalization where A or B are permutation or diagonal matrices. This result,
in the post-valuation setting, will pass the factorization problem to the non-invertible
matrices, the normal forms.
The following lemma describes the solution by passing to matrices that are, in a
supertropical way, equivalent to the original ones.
Lemma 5.8. The following assertions hold for any 3× 3 matrix A in normal form.
1. A∇ is the matrix of entry conditions defined in 4.4.
2. A∇ is always factorizable.
3. A∇∇ = A∇. (Equality holds over T, and is being interpreted over R as ∼=ν).
4. A∇∇ is always factorizable.
Proof. By hypothesis, writing A = (ai,j) where ai,j = 1R for i = j, we have
1R ≥ ai,jaj,i and 1R ≥ ai,kak,jaj,i
for every distinct i, j and k.
1. By definition of A∇ = (a′i,j) and the matrix of entry conditions,(bi,j), we get:
a′i,j =
{
1R, i = j∑
(ai,σ(i) · · · aσ−1(j),j)Cσ, i 6= j
=
{
1R, i = j
ai,j + ai,kak,j, i 6= j
= bi,j
2. According to Lemma 4.5 we can factor the matrix iff there exists a row with two
entry conditions ≥. For every entry in A∇ = (bi,j) we have
bi,kbk,j = (ai,k+ai,jaj,k)(ak,j+ak,iai,j) = ai,kak,j+(ai,kak,i)ai,j+ai,j(aj,kak,j)+ai,j(aj,kak,iai,j).
Since every term in brackets is a cycle track we get
bi,kbk,j ≤ ai,j + ai,kak,j = bi,j.
3. By definition
A∇∇ = (ci,j), where ci,j =
{
1R, i = j
bi,j + bi,kbk,j, i 6= j
= bi,j
4. Immediate from (2) and (3). 
In the next section we generalize parts (2)-(4) of the last Lemma for not strictly
singular n× n matrices.
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6. n× n Quasi-factorization
Having established factorizability for the quasi-inverses of not strictly singular 3× 3
matrices, we would like to obtain this result for n × n not strictly singular matrices.
In order to do so we achieve the same equality over T as in Lemma 5.8- part 3, which
guarantees that the ghost value of the entries of a matrix in normal form over R are
preserved under ∇. In view of Lemma 5.7 we may assume that every not strictly
singular matrix A is in normal form.
Claim 6.1. If A is in normal form, then A∇A = A∇ = AA∇. (Equality holds over T,
and is being interpreted over R as ∼=ν).
Proof. AA∇, A∇A are quasi-identities and therefore equal to 1R on the diagonal, as
is A∇. We check AA∇ outside the diagonal. The proof for A∇A would be obtained anal-
ogously by exchanging ai,ka
′
k,j by a
′
i,kak,j, where A = (ai,j), A
∇ = (a′i,j) = (det(Aj,i)).
For i 6= j, the i, j entry of AA∇ is a sum of the form
(6.1)
n∑
k=1
ai,ka
′
k,j = ai,ia
′
i,j + ai,ja
′
j,j +
∑
k 6=i,j
ai,ka
′
k,j.
Since A∇, A are in normal form their diagonal entries are 1R, yielding
(6.2) a′i,j + ai,j +
∑
k 6=i,j
ai,ka
′
k,j.
Clearly AA∇ ≥ A∇, since a′i,j is a summand in the i, j position of AA∇. So it suffices
to prove that A∇ ≥ AA∇. Moreover, we saw
a′i,j =
∑
pi ∈ Sn :
pi(j) = i
(ai,pi(i) · · · api−1(j),j)Cpi = ai,j +
∑
pi ∈ Sn :
pi(j) = i
pi 6= (i j)
(ai,pi(i) · · · api−1(j),j)Cpi,
therefore a′i,j + ai,j in (6.2) is a
′
i,j.
By definition
(6.3) ai,ka
′
k,j = ai,k
∑
σ ∈ Sn :
σ(j) = k
(ak,σ(k) · · · aσ−1(j),j)Cσ
and
(6.4) a′i,j =
∑
pi ∈ Sn :
pi(j) = i
(ai,pi(i) · · · api−1(j),j)Cpi.
We will show that (6.4) is equal to or greater than every summand in (6.3) for every k,
by finding for every permutation σ in (6.3) a permutation pi in (6.4) such that the
summand of pi dominates the summand of σ.
Considering Remark (4.1), it suffices to show we can factor each summand in (6.3)
into a cycle track, which is smaller than 1R, and a summand in (6.4).
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For every k 6= i, j and σ ∈ Sn such that σ(j) = k we look at
ai,k(ak,σ(k) · · · aσ−1(j),j)Cσ
and distinguish between the two cases, whether or not i is in the same cycle as j in σ.
Case I: i is in the same cycle as j:
(6.5) ai,k(ak,σ(k) · · · aσ−1(i),iai,σ(i) · · · aσ−1(j),j)Cσ,
where Cσ is the product of the remaining cycle tracks in σ. By factoring this expression
into the following disjoint terms: (ai,kak,σ(k) · · · aσ−1(i),i)Cσ and (ai,σ(i) · · · aσ−1(j),j), and
composing each with disjoint Id tracks, we obtain a permutation track and a summand
in (6.4) respectively.
Consequently it is clear that these summands in (6.3) are dominated by (6.4).
Case II: i is not in the same cycle as j:
(6.6) ai,k(ak,σ(k) · · · aσ−1(j),j)(ai,σ(i) · · · aσ−1(i),i)C ′σ,
where C ′σ is the product of the remaining cycle tracks in σ. By factoring this expression
into the disjoint terms: ai,k(ak,σ(k) · · · aσ−1(j),j) and (ai,σ(i) · · · aσ−1(i),i)C ′σ , and composing
each with disjoint Id tracks, we obtain a summand in (6.4) and a permutation track
respectively. Consequently it is clear that these summands in (6.3) are also dominated
by (6.4).
Hence, we get:
a′i,j + ai,j +
∑
k 6=i,j
ai,ka
′
k,j = a
′
i,j.

Corollary 6.2. Let A be a matrix with normal form A¯, i.e. A = PA¯ for some invertible
matrix P . Then
a. A¯∇∇ = A¯∇.
b. A∇∇ = PA∇P .
(Equalities hold over T, and are being interpreted over R as ∼=ν)
Proof.
a. According to [13, Corollary 4.4] we know that A∇ = A∇A∇∇A∇. By applying the
last claim for A¯∇ we can conclude
A¯∇ = A¯∇(A¯∇∇A¯∇) = A¯∇A¯∇∇ = A¯∇∇.
b. According to Lemma 5.7 we have A∇∇ = (PA¯)∇∇ = PA¯∇∇ = PA¯∇ = PA∇P . 
Definition 6.3. The (i1, ..., ik)-minor Mi1,...,ik of a matrix A = (ai,j) is obtained by
deleting the i1, ..., ik rows of A and their corresponding columns.
Let E denote the monoid of matrices that are factorizable over T, and ER the monoid
of matrices that are factorizable over R (ER ⊆ E). We notice that unlike the classical
case, E does not coincide with the group of invertible matrices, or with the non-singular
matrices denoted by R.
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For example
 1R 1R 0R1R 1R 0R
0R 0R 1R
 ∈ E \ R and
 1R 1R 0R0R 1R 1R
2R 0R 1R
 ∈ R \ E .
Proposition 6.4. Let A be an n × n matrix in normal form. If an n − 1 × n − 1
minor Min of A is in E, then A ∈ E if
(6.7) ain,j ≥ ain,kak,j ∀in 6= j and ∀k 6= in, j.
A ∈ ER if the inequality in (6.7) is strict, or if ain,j is ghost in case of equality.
Proof. The in
th column may be obtained by applying Eit+(ait,in )·inthrow, ∀t 6= n. Then,
by applying Ein+(ain,k)·kthrow ∀k 6= in, we obtain
ain,j +
∑
k 6=in,j
ain,kak,j
in the in, j position, for every in 6= j, which is ain,j if ain,j ≥ ain,kak,j ∀k.

n− 1× n− 1 minor | ∗
has been obtained | ...
−−− −−− 0 ∗∑
an,kak,1 · · ·
∑
an,kak,n−1 0

Figure 2. It is easy to obtain the nth column, using the 0 in the nth row. We obtain the nth row, using the 0’s on the
diagonal: an,j +
∑
k 6=j an,kak,j

Lemma 6.5. If A is in normal form, then any m×m-minor Mim+1,...,in of A∇ is in E,
and any m×m-minor M ′im+1,...,in of A∇∇ is in ER.
Proof. We can obtain any 2× 2 minor Mi3,...,in by embedding the matrices in the algo-
rithm of Example 2.9-part(b) into rows and columns i1 and i2 in A
∇. Inductively, we
assume that anym−1×m−1-minorMim,...,in of A∇ is in E , and show thatMim+1,...,in ∈ E .
By Proposition 6.4, in order to recover row im, we need to verify that
a′im,j ≥ a′im,ka′k,j ∀im 6= j and ∀k 6= j, im, ..., in,
(for ER we need strictly bigger, or equal and ghost) where a′r,s are the entries of A∇.
By Corollary 6.2 the entries of A∇∇ are ν-equivalent to the entries of A∇. If there
exist m, j and k such that a′im,j = a
′
im,k
a′k,j, and a
′
im,j ∈ T , then we cannot obtain a′im,j
in R by using aim,j +
∑
k 6=j aim,kak,j. However, the im, j position in A
∇∇ in this case
is (a′im,j)
ν , since a′im,ka
′
k,j itself is a summand in the im, j position in A
∇∇ (corresponding
to the permutation (im k j) · Id), creating a second leading summand. Hence, using
Proposition 6.4, we may use the entries of A∇, and the conclusion applies to A∇∇ in ER
as well.
The indices of our minor are i1, ..., im and we need to show that
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(6.8) a′im,j =
∑
pi ∈ Sm :
pi(j) = im
(aim,pi(im) · · · api−1(j),j)Cpi
dominates the product between
(6.9) a′im,k =
∑
σ ∈ Sm :
σ(k) = im
(aim,σ(im) · · · aσ−1(k),k)Cσ
and
(6.10) a′k,j =
∑
τ ∈ Sm :
τ(j) = k
(ak,τ(k) · · · aτ−1(j),j)Cτ ,
for every im 6= j and k 6= j, im, ..., in, where Cpi, Cσ and Cτ are the products of the
remaining cycle tracks in pi, σ and τ respectively.
Indeed, every summand in the product of (6.9) and (6.10) can be factored into a
product of a term from (6.8) and permutation tracks of A which are smaller than 1R,
causing each summand in the product of (6.9) and (6.10) to be dominated by some
summand of (6.8), as desired. We prove this property, similarly to Claim 6.1, by
looking at the cycles of im and j in the terms of σ and τ , for every σ, τ ∈ Sm such
that σ(k) = im, τ(j) = k. For both permutations we need to distinguish between cases
in which im and j are in the same cycle or not. Hence, there are two possible types of
summands:
Case I- im and j share a common cycle in at least one of the permutations:
(Without loss of generality, we may assume that they share a cycle in τ)[
(ak,τ(k) · · · aτ−1(im),imaim,τ(im) · · · aτ−1(j),j)Cτ
] [
(aim,σ(im) · · · aσ−1(k),k)Cσ
]
The underlined sequence, when composed with disjoint Id cycle tracks, is a summand
of (6.8). The rest of the monomial
(ak,τ(k) · · · aτ−1(im),im)(aim,σ(im) · · · aσ−1(k),k)CτCσ
is composed from cycle tracks (if there are repeating indices in
(ak,τ(k) · · · aτ−1(im),im)(aim,σ(im) · · · aσ−1(k),k),
each part itself being factored into cycle tracks, starting and ending at the points of
repetition), can be viewed as a permutation track of A when composed with the Id,
and therefore is dominated by 1R.
Case II- Where im and j do not share a common cycle, neither in σ or in τ :[
(aim,σ(im) · · · aσ−1(k),k)(aj,σ(j) · · · aσ−1(j),j)C ′σ
] [
(ak,τ(k) · · · aτ−1(j),j)(aim,τ(im) · · · aτ−1(im),im)C ′τ
]
.
We compose the two underlined sequences, which, when composed with disjoint Id cycle
tracks, would include a summand from (6.8) (once again, if there are repeating indices,
then this part itself is being factored into cycle tracks, starting and ending at the points
of repetition, and a summand from (6.8)). The rest of the monomial is composed once
again from simple cycle tracks, and therefore is dominated by 1R.
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
Corollary 6.6. If A is a not strictly singular matrix over T (respectively non-singular
over R), then A∇ (respectively A∇∇) is factorizable.
Proof. Let A¯ be the normal form of A. By Lemma 6.5 we may factor any k × k minor
of A¯∇, including A¯∇ itself. Using Lemma 5.7 where A = PA¯, we get that A∇ = A¯∇P−1
is factorizable over T as well. One concludes immediately that A∇∇ = PA¯∇∇ ∼=ν PA¯∇
is also factorizable over T and R. 
Noticing that A∇ rises from supertropical algebraic considerations, we would like to
make the connection to the familiar tropical concept of A∗. According to Remark 2.7,
we can conclude from the LDM factorization of A∗ in [17] that A∗ is factorizable.
Lemma 6.7. If A is a matrix of order n in normal form and k be a natural number
such that k ≥ n− 1, then A∇ = Ak. In particular, Ak = Ak+1, ∀k ≥ n− 1.
(Equalities are being interpreted as ∼=ν over R).
Proof. Let A be a matrix of order n in normal form. The diagonal entries of A∇
and An−1 are 1R. We will show equality for the off-diagonal part.
As we saw before, the off-diagonal i, j position in A∇ is∑
[ai,pi(i) · · · api−1(j),j]Cpi.
Of course each summand is a product of n− 1 entries of A. According to Remark 4.1,
this sum is being dominated by the summands∑
[ai,pi(i) · · · api−1(j),j]CId,
where CId is a product of Id cycle tracks.
The off-diagonal i, j position in An−1 is∑
[ai,t1at1,t2 · · · atn−2,j]
(each summand is a product of n− 1 entries of A). For every repeating index tk we can
start and end a cycle track at the points of repetition, obtaining summands of the form∑
(ai,t1 · · · atl−1,tl)C1 · · ·Cv(atl,tl+1 · · · atn−2,j) =
∑
(ai,t1 · · · atl−1,tlatl,tl+1 · · · atn−2,j)C1 · · ·Cv,
where C1, ..., Cv are the cycles obtained where the indices repeat. Also, there are no
indices repeating in {i, t1, · · · , tl, · · · , tn−2, j}, which indicates a cycle track missing aj,i.
These summands are dominated by the summands∑
(ai,t1 · · · atl−1,tlatl,tl+1 · · · atn−2,j)CId.
Therefore, for A in normal form we have A∇ = An−1. Next, we saw in Claim 6.1
that AA∇ = A∇ for A in normal form. Therefore An = AAn−1 = AA∇ = A∇. Induc-
tively we get Ak = A∇, ∀k ≥ n− 1.

Claim 6.8. A∇ = A∗ when A is in normal form . (Equality is being interpreted as ∼=ν
over R).
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Proof. Looking at the definition of A∗ appears in [17] one can see that for A in normal
form
(6.11) A∗ =
∑
i∈N⋃ 0A
i.
Moreover, for A in normal form (Ak+1)i,j = (A
k)i,j +B, ∀k ∈ N
⋃
0, for some matrix B
of order n. That is, the i, j position in every power of the matrix A is a summand
in the i, j position in the subsequent power of A, which means each position can only
increase comparing to the corresponding position in the former power. Therefore,
A∗ = An−1 = A∇,
for A of order n in normal form.

In fact, the last Claim yields an alternate proof of the factorizability of A∇ from the
LDM factorization of A∗ obtained independently in [17].
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