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THE MODEL THEORY OF THE CURVE GRAPH
VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
Abstract. In this paper we develop a bridge between model theory, geometric
topology, and geometric group theory. We consider a surface Σ of finite type
and its curve graph CpΣq, and we investigate the first-order theory of the curve
graph in the language of graph theory. We prove that the theory of the curve
graph is ω–stable, give bounds on its Morley rank, and show that it has quantifier
elimination with respect to the class of D–formulae. We also show that many
of the complexes which are naturally associated to a surface are interpretable in
the curve graph, which proves that these complexes are all ω–stable and admit
certain a priori bounds on their Morley ranks. We are able to use Morley rank to
prove that several complexes are not bi–interpretable with the curve graph. As a
consequence of quantifier elimination, we show that algebraic intersection number
is not definable in the first order theory of the curve graph.
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2 VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
1. Introduction
In this paper, we provide a systematic framework for studying objects in combi-
natorial topology from the point of view of model theory. Specifically, we are con-
cerned with an orientable surface (that is, a real two–dimensional manifold) with
compact interior and negative Euler characteristic, its mapping class groupModpΣq,
consisting of homotopy classes of orientation preserving homeomorphisms of Σ,
and the curve graph CpΣq, which encodes the homotopy classes of simple closed
curves on Σ. The reader is directed to Section 2 (and especially Subsection 2.1) for
precise definitions. Our main results are about the model theory of the curve graph,
thus investigating a geometrically/topologically defined object from amodel–theoretic
point of view. We draw inspiration and adapt many ideas from [BMPZ17], where a
model–theoretic study of right-angled buildings was carried out.
1.1. The model theory of the curve graph. The curve graph was introduced by
Harvey [Har81], who defined it as a surface-theoretic analogue of a building asso-
ciated to a symmetric space of nonpositive curvature. The analogy with buildings is
part of the inspiration for the present work. The curve graph of a surface is usually
a locally infinite graph of infinite diameter, with complicated structure on both a
local and global scale. Thus, one may suspect that reasonable notions classifica-
tion (e.g. classifying the finite subgraphs of CpΣq up to isomorphism, for S fixed)
might be so chaotic as to be intractable. The primary purpose of this paper is to
establish that, in spite of the apparent chaotic structure of the curve graph, its for-
mal properties are tamer than one might initially imagine. We will view CpΣq as
a graph, without any further structure. The language of (undirected) graphs has a
single binary relation E which is symmetric. In the context of the curve graph, the
set V of vertices of CpΣq is the universe, and E is interpreted as adjacency in CpΣq.
We will write ThpCpΣqq for the theory of CpΣq. Precisely, this consists of the set of
first order logical sentences which are satisfied by CpΣq. The adjective first order
refers to the fact that quantification is only allowed over individuals of the universe,
as opposed to subsets of the universe.
The main results of this paper are listed in the remainder of this section.
Theorem 1.1. Let Σ be a surface that is not a torus with two boundary components.
Then ThpCpΣqq has quantifier elimination with respect to the class of D–formulae.
Here, (absolute) quantifier elimination means that any first order predicate is
equivalent in the theory to one which involves no quantifiers. A theory T having
relative quantifier elimination with respect to D–formulae means that every first or-
der predicate is equivalent modulo T to a Boolean combination of formulae which
do not admit alternations between existential and universal quantifiers.
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In the course of the proof of Theorem 1.1, we will construct an auxilliary struc-
ture which has absolute quantifier elimination, and then show that it is suitably
bi–interpretable with the curve graph provided that the underlying surface is not a
torus with two boundary components.
We note that one cannot hope for absolute quantifier elimination in ThpCpΣqq,
since then every first order predicate about the graph CpΣq would be determined
by finitely many adjacency relations. For example, it is not difficult to write a first
order formula which expresses that dCpΣqpa, bq “ k and dCpΣqpa, cq “ k ` 1, where
here we are measuring distance in the curve graph, and where k ě 2 is an integer. In
the language of graph theory, the quantifier–free types of the pair pa, bq and the pair
pa, cq are the same. Therefore, the quantifier–free type of a pair cannot determine
the type of a pair.
As a consequence of quantifier elimination, we have the following result:
Corollary 1.2. Let Σ be a surface of positive genus that is not a torus with fewer
than two boundary components. The (absolute value of the) integral algebraic in-
tersection number among curves on Σ is not a (parameter–free) definable relation
in CpΣq.
We will in fact prove a significantly more general statement; cf. Corollary 4.14
below. The precise meaning of Corollary 1.2 is that the predicate φnpx, yq stating
“the algebraic (or geometric) intersection number between x and y is ˘n” is not
definable. A straightforward modification of the argument we offer will even show
that the pmod 2q intersection number of curves is not a definable relation in CpΣq.
That is, the relation Rpx, yq given by px, yq P R if the algebraic intersection number
of x and y is 0 mod 2 is not definable by a first order predicate without parameters.
Corollary 1.2 seems counterintuitive at first, since algebraic intersection number
is a homological invariant which is easy to compute once curves are identified with
conjugacy classes in π1pΣq. What the corollary is saying is that the first order theory
of the graph structure of the curve graph is not well–suited to predicates encoding
algebraic intersection number.
We are now in a position to state the second general result about the model theory
of the curve graph.
Theorem 1.3. Let Σ be a surface. Then ThpCpΣqq is ω–stable. If S has genus g
and has b boundary components and punctures, then the Morley rank of ThpCpΣqq
is bounded above ω3g`b´2.
In precise terms, a theory is ω–stable if there are only countably many types over
a countable set of parameters. We refer the reader to Subsection 2.2 for an expanded
discussion of this notion. In intuitive terms, it means that countable models for
CpS q are “classifiable”. The Morley rank of a theory is a notion of dimension. See
the discussion in Section 2. We will prove equalities of Morley ranks for certain
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auxiliary structures that are bi–interpretable with the curve graph, and which we
construct in the course of the paper. We note that the general strategies of our
proofs of Theorem 1.1 and Theorem 1.3 are adapted from [BMPZ17].
1.2. Interpretability of other complexes. There are many graphs other than the
curve graph which are naturally associated to a surface Σ of finite type, and a gen-
eral theme that can be observed in the literature on these complexes is that their
automorphism groups tend to coincide with that of the curve graph, except in some
sporadic low–complexity cases and a few notable exceptions. We would like to say,
in precise terms, that most known graphs associated to Σ are completely determined
by the curve graph, and that in fact they can be reconstructed from a finite sequence
of canonical first order operations.
For the remainder of this section, assume that Σ is not a torus with two boundary
components. The following result is a schematic in the sense that it is technical but
has broad applicability to the first order theory of complexes associated to Σ. We
state it here for easy reference.
Corollary 1.4. Let XpΣq be a graph with vertices VpXpΣqq and edges EpXpΣqq. Let
G denote the mapping class group of Σ, and suppose that the natural action of G on
CpΣq induces an action on XpΣq. Assume that the following conditions hold:
(1) There exists a constant N ě 1 such that each v P VpXpΣqq corresponds to a
collection of at most N curves or arcs;
(2) There exists a constant K ě 0 such that for every
v “ tγ1, . . . , γmvu P VpXpΣqq,
we have that ipγi, γ jq ď K;
(3) The quotient EpXpΣqq{G is finite.
Then XpΣq is interpretable in CpΣq. Consequently, XpΣq is ω-stable and has finite
Morley rank.
In item (2) of Corollary 1.4, the pairing i denotes geometric intersection number.
As a consequence of Corollary 1.4, we have the following conclusions about the
first order theory of graphs associated to Σ.
Corollary 1.5. All of the following graphs are interpretable in the curve complex
CpΣq, and are therefore ω-stable and have finite Morley rank:
(1) the Hatcher-Thurston graphHT pΣqq;
(2) the pants graph PpΣq;
(3) the marking graphMGpΣq;
(4) the non-separating curve graphNpΣq;
(5) the k-separating curve graph CkpΣq;
(6) the Torelli graph graph T pΣq;
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(7) the k-Schmutz Schaller graph SkpΣq;
(8) the k-multicurve graphMCkpΣq;
(9) the arc graphApΣq;
(10) the k-multiarc graphMAkpΣq;
(11) the flip graph F pΣq;
(12) the polygonalization graph PolpΣq;
(13) the arc-and-curve graphACpΣq;
(14) the graph of domainsDpΣq.
We briefly summarize these complexes for the convenience of the reader, and
give some references for definitions and discussions of automorphism groups. The
Hatcher-Thurston complex of a surface of positive genus consists of cut systems,
i.e. systems of curves whose complement is a connected surface of genus zero,
and whose edges correspond to elementary moves [HT80, IK07]. The pants graph
consists of multicurves giving rise to a pants decomposition of the surface, with
edges given by elementary moves [Mar04]. Themarking graph consists of mark-
ings on the surface, which are pants decompositions together with transversal data,
and whose edges are given by elementary moves [MM00]. The non-separating
curve graph consists of simple closed curves on the surface whose complement
is connected, and edges are given by disjointness [Irm06]. The separating curve
graph has separating simple closed curves as its vertices and the edge relation is
disjointness [Loo13, Kid11]. The Torelli graph consists of separating curves and
bounding pairs, with the edge relation being disjointness [Kid11]. The Schmutz
Schaller graph on a closed surface has nonseparating curves as its vertices, with
geometric intersection number one being the edge relation [SS00]. The arc graph
and multiarc graph consist of simple arcs or multiarcs with endpoints at distin-
guished marked points, with edge relation given by disjointness [IM10, EF17]. The
flip graph and polygonalization graph consist of simple arc systems whose com-
plements are a triangulation or a polygonal decomposition of the surface, respec-
tively, with endpoints of the arcs lying at distinguished marked points. Edge rela-
tions are given by elementary moves [KP12a, AKP15, DP18, BDT18]. The arc and
curve graph consists of simple closed curves and simple arcs, with adjacency given
by disjointness [KP12b]. The graph of domains consists of essential subsurfaces
whose boundary components are essential, and adjacency is given by disjointness
[MP12].
Strictly speaking, Corollary 1.4 does not apply to the complex of domains, though
the proof of interpretability goes through without issue. See the proof of Corol-
lary 4.12 below.
The decoration of a graph by a nonnegative integer k ě 0 means that intersections
between curves or arcs representing vertices are allowed in the edge relation, up to
at most k intersections.
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In the standard literature on surface theory, many of the graphs discussed in
Corollary 1.5 are referred to as “complexes” instead of as “graphs”. We stick to
“graph” for consistency of terminology. In each case, the passage from the graph to
the complex is simply by taking the flag complex, which is completely determined
by its 1–skeleton. In particular, the relation expressing that k`1 vertices bound a k–
cell is a first order relation that is completely determined by the adjacency relation,
and thus the first order theories of the graphs and the complexes are the same.
Corollary 1.5 suggests that many of the graphs labelled therein should be bi-
interpretable with the curve graph, which would imply that the automorphism groups
of these graphs coincide with that of the curve graph, i.e. the extended mapping
class group. Ivanov conjectured that the automorphism group of a “natural” com-
plex associated to a surface should be the extended mapping class group, and that
the proof should factor through the automorphisms of the curve graph, whereby bi-
interpretability provides a suitable framework for interpreting the meaning of “nat-
ural”. Significant progress on understanding Ivanov’s conjecture has been made by
Brendle and Margalit [BM19], wherein they give conditions under which Ivanov’s
conjecture is true and false, and adapt it to the study of normal subgroups of map-
ping class groups. There does not seem to be an omnibus result, even from the point
of view of model theory. Though the graphs in Corollary 1.5 are interpretable in
the curve graph, their theories are essentially different from that of the curve graph.
This can be phrased in terms of Morley rank; for such a discussion, we direct the
reader to Sections 4 and 11 below. Here, we opt for a description in terms of bi–
interpretability. As an example of the failure of bi–interpretability, we have the
following:
Corollary 1.6. Let Σ be a surface of genus g with b boudary components. The
curve graph of a surface Σ is not interpretable in the pants graph of Σ, provided
that 3g ` b ´ 2 ą 2. The curve graph of a surface Σ is not interpretable the
separating curve graph of Σ, provided g ě 2 and b ď 1. The curve graph of a
surface Σ is not interpretable the arc graph of Σ, provided g ě 2 and b “ 1.
Finally, we emphasize the intellectual debt that this manuscript owes to the pa-
per [BMPZ17]. Indeed, the ideas of building an auxiliary L–structure (Section 3),
applications of geometry to characterizing types (Section 6), the notion of simple
connectedness (Section 7), and the use of weak convexity in order to ultimately es-
tablishω–stability and versions of quantifier elimination (Sections 8, 9, and 10), are
adapted from the arguments in [BMPZ17]. Suitable modifications to the context of
mapping class groups are required, and the interpretability of other complexes (Sec-
tion 4) is made possible through the framework in which we operate. Among the
ingredients specific to the mapping class group situation is the use of the asymptotic
geometry of the mapping class group and the Behrstock inequality.
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2. Background
In this section, we summarize relevant background from mapping class group
theory and model theory, in order to make the present article as self–contained as
possible.
2.1. Mapping class groups and curve graphs. A standard reference for the ma-
terial in this section is the book by Farb and Margalit [FM11].
2.1.1. Generalities. Let Σ be an orientable surface of finite type. We will always
assume that the Euler characteristic χpΣq is negative, so that Σ admits a complete
hyperbolic metric of finite area (possibly with cusps).
Definition 2.1 (The mapping class group ModpΣq). The (extended) mapping class
group ModpΣq is defined to be the group of the isotopy classes of the homeomor-
phisms of Σ. We allow homeomorphisms to reverse the orientation of the surface
and to permute its punctures.
Let γ : S 1 Ñ Σ be a homotopy class of maps of the circle into Σ, which without
loss of generality we assume to be smooth. We say that γ is an simple closed
curve if in addition γpS 1q represents a nontrivial conjugacy class in π1pΣq, if some
representative of γ is an embedding, and if γpS 1q is not freely homotopic to a loop
which encircles a puncture or boundary component of Σ. We will often conflate γ
with the image of a representative of γ, which can always be chosen to be geodesic
in a fixed hyperbolic metric on Σ. The set of all simple closed curves on Σ is
organized into the curve graph of Σ.
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Definition 2.2 (The curve graph CpΣq). The curve graph CpΣq is a graph which
consists of one vertex for each simple closed curve, and where γ1 and γ2 are adjacent
if there are representatives of γ1pS
1q and γ2pS
1q which are disjoint in Σ. (This is
equivalent to the statement that geodesic representatives of the corresponding loops
are disjoint in Σ.)
We will often write C0pΣq for the set of vertices of CpΣq, and sometimes just C0
if the underlying surface is clear. The curve graph has very complicated local and
global structure. We record some of the facts which are useful for us.
Theorem 2.3 (See [FM11, MM99]). Let Σ be a non-sporadic surface and let CpΣq
be the curve graph of Σ. The following holds:
(1) The graph CpΣq is connected, locally infinite, and has infinite diameter.
(2) If Σ1 Ă Σ is an incompressible non-sporadic subsurface, then there is an
inclusion of subgraphs CpΣ1q Ă CpΣq, and the image of this inclusion has
diameter two in CpΣq.
(3) The graph CpΣq is Gromov hyperbolic.
Here, by non-sporadic surfaces, we mean ones which admit two disjoint, non-
isotopic simple closed curves. Sporadic surfaces are spheres with at most four
punctures and tori with at most one puncture. For sporadic surfaces, there are suit-
able modifications of the definition of the curve graph which allow for analogues of
Theorem 2.3.
The mapping class group acts simplicially on CpS q. Standard results from com-
binatorial topology of surfaces imply that, except for finitely many exceptions, the
action of ModpΣq on CpΣq is faithful.
Theorem 2.4 (Ivanov [Iva97], Luo [Luo00], Korkmaz [Kor99]). Let Σ be an ori-
entable surface of genus g and n punctures:
(1) If Σ admits a pair of non-isotopic simple closed curves and if pg, nq ‰ p1, 2q,
then any automorphism of CpΣq is induced by a self-homeomorphism of the
surface.
(2) Any automorphism of CpΣ1,2q preserving the set of vertices represented by
separating loops is induced by a self-homeomorphism of the surface.
(3) There is an automorphism of CpΣ1,2q which is not induced by any homeo-
morphisms.
The action of ModpΣq on CpΣq is cofinite, in the sense that the vertices and edges
of CpΣq fall into finitely many orbits under the action of ModpΣq. Since ModpΣq can
invert edges of CpΣq, we typically do not speak of a graph structure on the quotient
CpΣq{ModpΣq
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2.1.2. Subsurface projections. Let Σ1 be an essential subsurface of Σ. We denote
the curve graph of Σ1 simply by CpΣ1q. Given α P C0, we denote by πΣ1pαq the
(possibly empty) projection of α to CpΣ1q. Following Masur–Minsky [MM99], the
projection of a curve α to a subsurface Σ1 Ĺ Σ is obtained by taking a geodesic
representative of α and of BΣ1, and then taking the boundary of a small tubular
neighborhood of
BΣ1 Y pαX Σ1q.
The result is a finite collection of simple closed curves of Σ1, some of which may be
inessential or peripheral. Discarding those, we obtain a finite set of pairwise adja-
cent vertices in CpΣ1q, which we take to be πΣ1pαq. Thus, projection gives a coarsely
well-defined map from CpΣq to CpΣ1q. We will write dΣ1pα, βq as an abbreviation for
dCpΣ1qpπΣ1pαq, πΣ1pβqq.
We adopt the convention that the distance between the empty set and any set is
infinite. Subsurface projections will play an essential role in establishing simple
connectivity of certain relational structures in Section 7 below.
2.2. Model theory. For standard references for the material contained in this sec-
tion see [TZ12, Mar06].
2.2.1. Languages, structures, theories, and models. We will work with several lan-
guages in this paper. The theory of the curve graph will be formulated in the first
order language of graph theory, which consists of the single symmetric, binary re-
lation E, denoting adjacency. For most of the discussion in this paper, we will work
in an auxiliary structure adapted to a particular surface S , and which will encode
relations for subsurfaces and mapping classes.
Definition 2.5 (L–structure). A language L is a set of constants, function symbols
and relation symbols. An L–structureM is given by a set M called the universe,
together with an interpretation of the constants, relations, and functions of L. We
say that a structure is relational if its underlying language has no functions and no
constants.
One can use symbols in a language, together with logical connectives, variables,
and quantifiers, in order to express conditions on tuples of elements in a structure.
Such a condition among tuples is called a formula. A sentence is a formula without
variables that are unbound by a quantifier.
For every sentence φwe writeM |ù φ if φ holds inM. We say thatM is amodel
of φ and φ holds inM. Similarly if Σ is a set of sentences, thenM is amodel of Σ
if all the sentences of Σ if all the sentences of Σ holds inM.
10 VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
Definition 2.6 (ConsistentL–theory). A theory T is given by a set ofL–sentences.
A theory T is consistent if there is an L–structureM where every sentence in T
holds. We say thatM is amodel of T .
The consequences of T are the sentences which hold in every model of T . If φ is
a consequence of T , we say that φ follows from T (or T proves φ) and write T $ φ.
Definition 2.7 (Complete theory). A consistent theory is called complete if for all
L–sentences φ either T $ φ or T $  φ.
Theorem 2.8 (Compactness Theorem). A theory T is consistent if and only if every
finite subset of T is consistent.
Let M be an L–structure and A Ď M. Then a P M realizes a set of LpAq–
formulas ppxq (containing at most the free variable x), is a satisfies all formulas
from ppxq, in this case we writeM |ù ppaq. We say that ppxq is finitely satisfiable
inM if every finite subset of p is realizable inM.
Definition 2.9 (Types). The set ppxq of LpAq–formulae is a type over A if ppxq is
finitely satisfiable inM. If ppxq is maximal with respect to inclusion, we say that
ppxq is a complete type. We say that A is the domain (or set of parameters) of p.
A typical example of a type is the type determined by an element m P M:
tppm{Aq “ tφpxq |M |ù φpmq, φ is an LpAq– formulau .
An n–type is a finitely satisfiable set of formulae in n variables tx1, . . . , xnu. As
for 1–types, a maximal n–type is called complete. We denote by S npAq the set of
n-types, and by
S pAq :“
ď
năω
S npAq
the set of types. Let p be a type and let φ P p. We say that φ isolates p if for all
ψ P p, we have
ThpMq |ù φpxq Ñ ψpxq.
The set of complete n–types with parameters in A has a natural topology on it. A
basis of open sets is given by formulae φ with n free variables, and p P Uφ if and
only if φ P p. Completeness of types implies that these sets are in fact clopen. A
type is isolated if and only if it is isolated in this topology. We call this topology
the Stone topology.
Definition 2.10 (κ-saturated). Let κ be an infinite cardinal. A L–structure M is
κ–saturated if for all A Ă M and p P S pAq with |A| ď κ, the type p is realized in
M. We say thatM is saturated if it is |M|–saturated.
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To avoid having to switch models to realize types, we will often work in the
monster model, a model where all types over subsets of the universe are realized.
A complete theory with infinite models admits a model M such that all types over
all subsets of M are realized inM. Up to some set-theoretic issues,M is unique up
to isomorphism.
It is well–known that the monster model of a theory T also enjoys all of the
following properties:
‚ Any model of T is elementarily embeddable inM;
‚ Any elementary bijection between two subsets of M can be extended to an
automorphism ofM.
2.2.2. Definability and interpretability. Let X be an L–structure. A subset Y Ă X
is definable if there is a formula φ and a finite tuple of parameters a in X such that
Y “ ty | X |ù φpy, aqu.
Thus, Y is “cut out” by the formula φ. We will say that Y isH–definable if
Y “ ty | X |ù φpyqu.
In this case, we also say that Y is parameter–free definable. We say a structure Y
is interpretable in a structure X if, roughly, there is a definable subset X0 of X and
a definable equivalence relation „ on X0 such that Y is isomorphic to X0{ „. More
precisely, we will define interpretability as follows.
Let f : AÑ B be a function. We denote by fˆr the associated product function
f ˆ f ¨ ¨ ¨ ˆ f : Ar Ñ Br.
Given an equivalence relation E on a set X, we let Er the natural equivalence relation
it induces on Xr.
Definition 2.11 (Interpretation). Given two structures M and N , a (parameter–
free) interpretation ofM in N is given by a tuple
η¯ “ pη, k, X, Eq,
where the following holds:
‚ k P N;
‚ X Ď Nk is aH–definable set;
‚ E Ď X ˆ X a definable equivalence relation;
‚ η : M Ñ X{E a bijection such that for every r ě 1 any definable set Y Ď Mr
is the preimage of a unique, E-invariant,H–definable set Yη Ď X
r.
Notice that in order to verify a purported interpretation, it is suffices to check
the relevant properties for the relations in the language ofM, and for the graphs of
function symbols in the language ofM.
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Given parameter-free interpretations
η¯1 “ pη1, k1, X1, E1q
ofM1 inM2 and
η¯2 “ pη2, k2, X2, E2q
ofM2 inM3, the composition
η¯2 ˝ η¯1 “ pη3, k1, X1, E3q
is given as follows:
‚ X3 :“ η2rX1s Ď X
k1
2
Ď Mk1k2
1
,
‚ E3 is the equivalence relation η2rE1s Ď X3 ˆ X3. Notice that this is auto-
matically coarser than the restriction of Eˆk1
2
to X3.
‚ η3 is the composition of η1 with the map η˜2 : X1{E1 Ñ X3{E3 through
which
η
ˆk1
2
æX1 : X1 Ñ pX2{E2q
k1
factors in the natural way.
It can be shown that η¯3 is an interpretation ofM1 inM3.
Definition 2.12 (Definable interpretation). We say that an interpretation η¯ “ pη, k, X, Eq
of a structureM in itself is definable if the relation
Γη “ tpx, yq P M
2 | ηpxq “ rysEu
isH-definable.
Definition 2.13 (Bi-intepretation). A bi-interpretation between structuresM and
N is a pair pη¯, ζ¯q, where η¯ is a interpretation ofM inN , where ζ¯ is an interpretation
of N inM, and where both ζ¯ ˝ η¯ and η¯ ˝ ζ¯ are H–definable. Accordingly, we say
that the two structures are bi-interpretable.
2.2.3. Algebraic and definable closure. Let X be an L–structure and let A Ă X
be a set of parameters. An element a P X is in the definable closure of X if a
is the unique element satisfying a formula φ with parameters in A. The definable
closure dclpAq consists of all such elements a. Similarly, the algebraic closure of
A consists of elements a P X for which there is a formula φ with parameters in A
which is satisfied by a and which has finitely many solutions. We write aclpAq for
the algebraic closure of A. Algebraic and definable closures are idempotents.
Algebraic and definable closures are invariant under elementary extensions. More-
over, if X is sufficiently saturated then algebraic and definable closures are charac-
terized in terms of types. Namely, a P dclpAq if and only if tppa{Aq has a unique
realization in X, and a P aclpAq if and only if tppa{Aq has finitely many realizations
in X.
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If X is the monster model of a theory, then a P dclpAq if and only if a is fixed by
every automorphism of X which fixes A. Similarly, a P aclpAq if and only if a has
finitely many orbits under the group of automorphisms of X fixing A.
2.2.4. Imaginaries. Let X be an L–structure and let x and y be n–tuples for some
n. An equivalence formula φpx, yq is a formula that is a symmetric and transitive
relation. It is an equivalence relation on the set of tuples a such that φpa, aq. An
imaginary is an equivalence formula φ together with an equivalence class rasφ. We
say that X has elimination of imaginaries if for every imaginary there is a formula
ψpx, yq and a tuple b such that rasφ consists of tuples satisfying ψpx, bq.
A theory admits elimination of imaginaries if every model does. Not every the-
ory admits elimination of imaginaries, though every theory T can be embedded in
a theory T eq which does. Models X of a theory T can be extended to structures Xeq,
which consist of M (called the home sort) together with all the definable equiva-
lence relations on tuples in M (called the imaginaries). The algebraic and definable
closure in Meq are written acleq and dcleq respectively.
2.2.5. ω–stability, Morley rank, and forking.
Definition 2.14 (ω–stability). Let T be a complete theory with infinite models. We
say that T isω–stable if in each model of T and for each countable set of parameters
A, there are at most countably many n–types for each n.
Example 2.15. The following are classical examples of ω–stable theories:
‚ the theory of algebraically closed fields ACF (of characteristic 0 or p);
‚ every countable κ–categorical theory with κ uncountable cardinal.
In the context of a complete theory T , theMorley rank is a notion of dimension
for a formula with parameters in the monster model.
Definition 2.16 (Morley rank). We define the Morley rank of a formula RMpφq
by transfinite induction as follows:
(1) RMpφpxqq ě 0 if pDxqφpxq.
(2) For α “ β` 1, RMpφpxqq ě α if and only if there exist an infinite family of
formulas φipxq which are pairwise inconsistent and @xpφipxq Ñ φpxqq.
(3) RMpφpxqq ě δ for a limit ordinal δ if and only if for each α ă δ, we have
RMpφpxqq ě α.
We set RMpφpxqq “ β for the least β such that RMpφpxqq ğ β ` 1. If there is no
such β, then φ is unranked. The Morley rank of a type p P S pAq is the smallest
Morley rank of a formula φ P p in that type. The Morley rank of a countable
theory T is defined as the Morley rank of the formula x “ x, that is
RMpT q :“ RMpx “ xq.
14 VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
In the Stone topology on types, Morley rank coincides with Cantor–Bendixson rank.
For a countable complete theory, the notion of ω–stability is characterized by the
existence of an ordinal–valued rank function r, whose domain is the set of definable
subsets of a (sufficiently saturated) model, and which has the following property:
if X is a definable subset of the model, then rpXq ą α if there exists a countably
infinite collection of pairwise disjoint definable sets tYi Ă X | i ă ωu with rpYiq ě
α. The smallest such rank function is the Morley rank.
Let T be an ω–stable theory, and letM and N be models of T . Let p be a type
of M and q be a type of N containing p. We say that q is a forking extension if
the Morley rank of q is smaller than that of p, and non–forking if the Morley rank
is the same. Terminologically and notationally, we say that a set A is independent
from B over C if for every finite tuple a in A, the type tppa{BCq does not fork over
C, and we write A |!
C
B. For a particular tuple a in A, we write a |!
C
B.
2.2.6. Quantifier elimination. Let T be an L–theory and let x be a multi–variable.
We say that formulae φpxq and ψpxq are equivalent modulo T if
T $ p@xqpφpxq Ø ψpxqq.
Definition 2.17 (Quantifier elimination). A theory T has quantifier elimination if
every L–formula in the theory is equivalent modulo T to a quantifier–free formula.
A theory T has relative quantifier elimination with respect to a class of formulae
F if every L–formula in the theory is equivalent modulo T to a quantifier free
formula which allows elements of F as predicates.
In our context, we will discuss quantifier eliminationwith respect to D–formulae,
in which case we simply mean that a given first order formula will be equivalent
modulo T to a Boolean combination of D–formulae. Here, D–formulae are predi-
cates which allow quantifiers but do not admit nested alternations between existen-
tial and universal quantifiers.
One can always expand a given language L by adding predicates which were
definable in L, and this expansion does not affect the absolute model theory of L–
structures since it only depends on the class of definable sets. Note that any theory
can thus be embedded into one which has quantifier elimination at the expense of
enlarging the language.
A useful criterion for proving that a theory has quantifier elimination relies on
the following property.
Definition 2.18 (Back-and-forth property). LetM and N be L–structures, and let
I be a set of partial isomorphisms betweenM and N . We say that I has the back–
and–forth property if whenever pa, bq P I and c P M, there exists a d P N such
that pac, bdq P I. Dually, if d P N, there exists a c P M such that pac, bdq P I.
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In the definition of the back-and-forth property, we view substructures as tuples.
If a denotes a tuple of elements in M and c P M, then ac is the concatenation of a
and c.
The following result is a standard fact from model theory, and is essential for us.
Theorem 2.19. Let T be a theory, and letM and N be models of T . Suppose that
I is a family of partial isomorphisms betweenM and N . Then for each f P I, the
types of the domain and the range of f are equal.
In particular, if I is the family of partial isomorphisms between subsets of ω–
saturated models of T and if I has the back–and–forth property, then the quantifier–
free type of a tuple in an arbitrary model of T determines its type. Therefore, T has
quantifier elimination. The converse also holds.
In our context, we will be interested in enlarging the language of graph theory in
order to embed the theory of the curve graph in a theory with quantifier elimination,
and then interpreting the theory of the curve graph therein. This way, we cannot
quite obtain absolute quantifier elimination for the theory of the curve graph, and
instead we will obtain quantifier elimination relative to natural classes of formulae.
As stated in the introduction, absolute quantifier elimination is not possible for the
curve graph.
3. Framework
Let Σ be a (large enough) bounded surface (with or without punctures) and C
its curve graph, whose set of vertices C0 is the collection of homotopy classes of
oriented essential non-peripheral simple closed curves in Σ. The pure (orientation
preserving) mapping class group G of Σ acts faithfully on C.
Definition 3.1 (Domains). A domain D is a subset of vertices D Ď C0pΣq with the
property that whenever
tα1, α2, . . . , αku Ă D,
then γ P D for a curve γ P C0 that is isotopic (perhaps peripherally) into the
(possibly disconnected) subsurface
Fillpα1, α2, . . . αkq Ď Σ
filled by tα1, α2, . . . , αku. We will write FillpDq for the subsurface filled by the
curves in D We will sometimes call the resulting surface the realization |D| of D.
We letD0 “ D0pΣq be the collection of all domains D Ă C0pΣq. Note that a domain
may be empty, in which case the realization of the domain is also empty.
The reason for the subscript in the definition of the set of all domains will become
clear in the sequel.
Example 3.2. Here are some examples of domains:
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(1) The full set of vertices of the curve graph C0pΣq is a domain.
(2) For every α P C0pΣq, we have tαu P D0. We will often write α P D0 for
short.
(3) For every pair of pants P with essential boundary curves α, β, γ P C0pΣq
then D :“ tα, β, γu Ă C0pΣq is a domain in D. Note that the realization |D|
is given by three pairwise disjoint annuli of core curves α, β, γ, not by the
pair of pants.
Definition 3.3 (Domain associated to a subsurface). For an essential subsurface
Σ1 Ă Σ the associated domain of Σ1 is defined to be
DΣ1 :“ C0pΣ
1q Y BΣ1 Ă C0pΣq.
Definition 3.4 (Connected domains). We say that a domain D P D0 is connected
if D “ DΣ1 for some connected subsurface Σ
1 Ď Σ which is not a pair of pants.
Note that if D “ DΣ1 is connected then |D| “ Σ
1.
Definition 3.5 (Complexity of a domain). For a connected D P D0, we define the
complexity of D as
kpDq :“ 3g1 ` b1 ´ 2,
where g1 and b1 are respectively the genus and the number of boundary components
of Σ1 “ FillpDq.
Lemma 3.6. Let Σ be an orientable surface of genus g and with b boundary com-
ponents and punctures with 3g´ 3` b ě 1. Suppose that
H “ D0 Ĺ D1 Ĺ D2 Ĺ ¨ ¨ ¨ Ĺ Dk “ C0pΣq
is a chain of connected domains. Then k ď 3g´ 2` b, and any maximal chain has
length exactly 3g´ 2` b.
Proof. Consider a proper inclusion of domainsDi Ĺ Di`1 for i ą 0, with underlying
topological realizations Σi Ĺ Σi`1 obtained via application of Fill. Suppose that
there is an essential arc α Ă Σi`1zΣi which meets boundary curves B1 and B2 of
Σi. Note that it is possible that B1 “ B2. We have that a tubular neighborhood of
B1 Y α Y B2 is homeomorphic to an essential pair of pants (and possibly to a torus
with one boundary component if Σi is itself an annulus. In this case, we may view
B1YαYB2 as obtained from an annulus by attaching two cuffs of a pair of pants to
the two boundary components). If no such arc α exists, then Σi has two boundary
components B1 and B2 which are isotopic to each other in Σi`1.
It follows that there exists an ascending chain of essential subsurfaces
H “ Σ0 Ĺ Σ1 Ĺ ¨ ¨ ¨ Ĺ Σm “ Σ
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and a strictly increasing function
f : t0, . . . , nu Ñ t0, . . . ,mu
satisfying the following conditions:
‚ We have Σi`1zΣi is either an essential pair of pants or an annulus for all
i ą 0.
‚ The surface Σ f piq is the underlying surface of the domain Di.
Thus, we may assume that for i ě 1, the surface Σi`1 is obtained from Σi by attach-
ing a pair of pants or by gluing together two boundary components of Σi. It suffices
to show that m “ 3g´ 2` b.
The Euler characteristic of Σ is 2´ 2g´ b. Gluing two surfaces S 1 and S 2 along
a boundary curve results in a surface S 3 such that
χpS 3q “ χpS 1 Y S 2q.
The Euler characteristic of a pair of pants is ´1, so that Σm is built from 2g` b´ 2
pairs of pants. We thus have that m can be estimated from the number of gluings
that need to be made between boundary curves of these 2g` b´ 2 pairs of pants in
order to reassemble Σm.
The total number of boundary curves among all the pairs of pants is 6g` 3b´ 6.
A total of b of these curves correspond to the boundary components of Σ and are
not involved in any gluings. The remaining 6g ` 2b ´ 6 are glued in pairs, which
results in exactly 3g` b´ 3 gluings.
Now, since m is assumed to be maximal, we must have that Σ1 is an annulus.
Applying the maximality of m again and the assumption that the corresponding
domains are connected, we have that Σ2 is either a torus with one boundary compo-
nent or a sphere with four boundary components. In either case, Σ2 is the surface
obtained after the first gluing, so that
m “ 3g` b´ 3` 1 “ 3g` b´ 2,
as claimed. 
Definition 3.7 (Domain spanned by D1 and D2). Given D1,D2 P D0, there exists a
unique smallest D P D0 such that D1,D2 Ď D. We will denote it by D1 _ D2 and
say that D1 _ D2 is the domain spanned by D1 and D2.
Example 3.8. Let D1 “ DΣ1 and D2 “ DΣ2 be two connected domains with associ-
ated surfaces Σ1,Σ2 Ă Σ. Then the following holds:
(1) if Σ1 Ď Σ2 then D1 _ D2 “ D2;
(2) if Σ1 X Σ2 “ ∅ then D1 _ D2 “ D1 Y D2;
(3) if Σ1 X Σ2 ‰ ∅ then D1 _ D2 “ DΣ1YΣ2.
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In the previous example, if Σ1 and Σ2 intersect essentially (i.e. are not isotopic
to disjoint surfaces), then Σ1 X Σ2 ‰ ∅. If Σ1 and Σ2 are surfaces which share a
boundary component and correspond to domains D1 and D2, then there is a unique
smallest connected domain containing D1 _ D2.
3.1. Orthogonality. Given D Ď C0 and α P C0, we write α K D if and only if
ipα, βq “ 0 for all β P D. Here, ipα, βq denotes the geometric intersection number
of α and β, taken to be the minimal number of intersections over all representatives
of α and β in their respective isotopy classes. We write D K D1 if α K D1 for all
α P D. If D “ H the all α P C0 are orthogonal to D.
Example 3.9. Let D “ DΣ1 be a connected domain.
(1) For every curve α P BΣ1 which is also essential in Σ, we have α K D.
(2) If ΣzΣ1 is essential then every essential simple closed curve α on ΣzΣ1 is
orthogonal to the domain D1 associated to Σ1.
Definition 3.10 (Orthogonal domains). For a domain D P D0, we define its or-
thogonal complement as
DK :“ tα P C0 |α K Du.
Equivalently, DK P D0 consisting of curves which are (possibly peripherally) ho-
motopic into Σz|D|.
Note that if D is connected then we have BΣ1 Ă DK and DK “ DΣz|D|. For γ P C0,
we will often write simply γK, instead of tγuK. The following proposition follows
easily from our definitions.
Proposition 3.11. The following properties hold:
(1) DK P D0;
(2) pDKqK “ D;
(3) pD1 _ D2q
K “ DK
1
X DK
2
;
(4) pD1 X D2q
K “ DK1 _ D
K
2 .
Lemma 3.12. For every D P D0 there exist domains D1, . . . ,Dk P D0 which are
connected and pairwise orthogonal such that
D “
kł
i“1
Di.
Proof. Let D P D0, we have that
|D| “ Σ1 Y . . .Y Σk,
where each Σi is a suitable essential, subsurface of Σ, and where for i ‰ j, we have
that Σi X Σ j “ ∅ (up to isotopy). We now have D “ D1 _ . . ._ Dk with Di “ DΣi .
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As the subsurfaces share at most a boundary component, it follows that Di K D j for
i ‰ j. 
Definition 3.13 (Transverse domains). If D and D1 are both non-orthogonal and in-
comparable (with respect to the inclusion relation), we say that they are transverse,
and we write D&D1.
Definition 3.14 (Boundary of a domain). Given D P D0, we define BD :“ DX D
K
the boundary of D. This coincides with the collection of curves α P C parallel to a
boundary of |D|. If α P BD, then we say that α is peripheral in D.
We will require one further notion of orthogonality, which we will call strong
orthogonality, and which we will denote by K˚. It is important to note that strong
orthogonality is not a symmetric relation. We introduce this definition purely for
technical purposes, and it will only come into play in Section 8.
Definition 3.15 (Strong orthogonality). Given D1,D2 P D0, we will say that D1 is
strongly orthogonal to D2 and write D1 K
˚ D2 if both the following hold:
(1) D1 K D2;
(2) D2 Ć BD1.
Notice that if neither D1 nor D2 are annular then the notions of orthogonality and
strong orthogonality coincide.
3.2. The auxiliaryL–structureMpΣq. In this section we will define the auxiliary
L–structureM0pΣq and related structuresMpΣq that we will work with in for most
of the rest of the paper.
Definition 3.16 (D-related). Choose arbitrary orientations on each simple closed
curve in C0pΣq. Given mapping classes σ, τ P G and D P D0, we say that σ and τ
are D-related if
σ´1 ˝ τ P Stab`
DK
.
That is, σ´1 ˝ τ preserves all the curves in DK with their orientation.
Note that the requirement is superfluous when DK is connected and not an an-
nulus, since then the fact that the curves are stabilized with their orientation is
automatic.
We let L0pD0q be a first order language containing a binary relation symbol RD
for each D P D0 and a binary relation Rg for every g P G, that is
L0pD0q :“ ptRDuDPD0 , tRgugPGq .
We build a L0pD0q-structure whose universe is G, where
‚ Rgpx, yq holds if and only if y “ xg;
‚ RDpx, yq holds for D P D0 if and only if x and y are D-related.
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When no confusion can arise, we will write L0 instead of L0pD0q. We emphasize
that C0pΣq is considered to be an element of D0, so that for all g P G we have
RCp1, gq.
LetW the collection of finite words in the alphabetA0 “ D0 Y pGz1q.
Definition 3.17 (The modelM0pΣq). Consider the language LpD0q obtained from
L0pD0q by adding a relation symbol Rw for each tuple w PW. Writing
w “ pδ1, δ2, . . . δkq,
we obtain a structureM0 by interpreting each Rw as the relation
Rδ1 ˝ Rδ2 ¨ ¨ ¨ ˝ Rδk .
In other words,
Rwpx, yq Ø Dz0Dz1 . . . D zk pz0 “ xq ^ pz1 “ yq ^
k´1ľ
i“0
Rδipzi, zi`1q.
This structure will be called themapping class group model, and its universe will
be written M, in order to distinguish group elements viewed as elements of the
universe from group elements parametrizing relation symbols. When no confusion
can arise, we will write L instead of LpD0q.
Definition 3.18 (Downward closed). A subsetD Ă D0 is downward closed if for
every proper subdomain D P D and every E Ĺ D, we have E P D as well.
Definition 3.19 (The modelsMpΣq for D Ă D0). Let D Ă D0 be a G–invariant
and downward closed subset of D0 that contains C. We define the modelMpΣq to
have the same universe asM0pΣq, but we restrict to the alphabet A “ D Y pGz1q.
These models will collectively be called restricted mapping class group models.
Definition 3.20 (Language LpDq). Let D Ď D0 be G–invariant and downward
closed. The language adapted to D is the sublanguage LpDq Ď L0 defined by
including only symbols of the form Rw where no E P D0zD appears in w. In other
words, w is a word in the restricted alphabetA.
Remark 3.21. It is crucial to note that, whereas the group G is a group of auto-
morphisms of CpΣq (viewed as a structure in the language of graph theory), it is
generally not a group of automorphisms of the structuresMpDq. This is because
the relations are not G invariant. The group G is a group of permutations of the
universe M.
Remark 3.22. In light of Remark 3.21, the group G can play several roles. It is
identified with the universe ofM, and it appears as a relational symbol. In the latter
of these roles, it is natural for the groupG to act on words on the right. In the sequel,
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we will also need to consider G as a group of automorphisms of CpΣq. In this case,
it is convenient to view curves as left cosets of their stabilizer, and then the group
G acts naturally on the left.
Let ThpMq be the theory ofM, and let N be a model of ThpMq with universe
N. Given a, b P N and w “ pδ1, . . . , δkq PW such that N |ù Rwpa, bq, we define a
w-path from a to b to be a sequence
s : a “ a0, a1, . . . , ak “ b
such that ai P N for 0 ď i ď k, and such that
N |ù
k´1ľ
i“0
Rδipzi, zi`1q
for all i “ 0, . . . , k.
PSfrag replacements
a “ a0
a1
ak´1
ak “ b
Rδ1
Rδ2
Rδk´1
Figure 1. A w-path witnessing Rwpa, bq
4. Interpretations
In this section, we will prove some general results about interpretations and bi–
interpretations of various structures withM0 and M. We will note consequences
concerning quantifier elimination and ω–stability, though we will relegate proofs of
those properties to later sections.
The following lemma is a general result which will allow us to prove that many
complexes associated to surfaces are interpretable in M0 and in the curve graph.
Recall that a structure is relational if its underlying language has no functions and
no constants.
Lemma 4.1. Suppose that the mapping class group G acts by isomorphisms on
a relational structure B over a language LB. Let D Ď D0 be G–invariant and
downward closed, and suppose furthermore that:
(1) The universe B of B is a union of finitely many G–orbits.
(2) For each symbol Rpkq P LB, the image of RB Ď B
k in GzBk is either finite or
cofinite.
22 VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
(3) For any b P Băω there is a (necessarily unique) Db P D such that StabGpbq
contains Stab`pDK
b
q with finite index.
Then there is an interpretation ζ¯ of B inM by which an element b P B is sent to the
corresponding imaginary element in M{ Stabpbq.
Proof. For b P B, we define the equivalence relation S b on G by pg, hq P S b if and
only if gpbq “ hpbq. Notice that this equivalence relation is definable inM without
parameters, since we can get express it as a finite union of relations of the form
Rσ,Db , with σ P G. If tb1, b2, . . . , bmu are representatives of the orbits of B under G,
then there is a natural bijection between B and
mž
j“1
M{S b j .
Observe that this latter union can be encoded as the quotient of a definable subset
of M by a definable equivalence relation.
Now, let Rpkq P LB be a relation. Without loss of generality, we assume that
RB{G Ď B
k{G
is finite. It suffices to show that for each fixed
i¯ P t1, 2, . . .muk,
the intersection
RB X pOpbi1q ˆ Opbi2q ˆ ¨ ¨ ¨ ˆ Opbikqq
is the pullback of a formula ψR
i¯
px1, . . . xkq which is equivariant under
S bi1 ˆ ¨ ¨ ¨ ˆ S bik ,
upon restriction to
Opbi1q ˆ Opbi2q ˆ ¨ ¨ ¨ ˆ Opbikq.
Let Ti¯ be a finite collection of pk´ 1q-tuples pg1, . . . , gk´1q of mapping classes such
that every tuple
pb1, b2, . . . bkq P Opbi1q ˆ Opbi2q ˆ ¨ ¨ ¨ ˆ Opbikq
is the translate of a tuple of the form
pbi1 , g1pbi2q, g2pbi3q, . . . , gk´1pbikqq.
Then, we take the (abbreviated) quantifier free formula
ψR
i¯
pxq “
ł
i¯Pt1,...muk
ł
τ¯PTi¯
kľ
j“2
pS bi1 ˝ Rτ j´1 ˝ S bi j qpx1, x jq,
which has the desired property. 
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Remark 4.2. The encoding of
kž
j“1
M{S bi
as a quotient by a single equivalence relation can be done in such a way that the
resulting intepretation ψR of R is quantifier free.
The following results from Theorem 9.5 below.
Corollary 4.3. Let B be interpretable inM as in Lemma 4.1. Then B is ω–stable.
Corollary 4.4. The theory of the curve graph is ω–stable.
Now, letD and B be as in Lemma 4.1. Assume furthermore thatD is the collec-
tion of all D P D0 such that Stab
`pDq is the stabilizer of a suitable b P Băω. For a
tuple b P Băω, we let φbpxq be a formula isolating tppbq. Suppose that
δ “ pδ1, δ2, . . . δkq
is a tuple of elements of B with trivial stabilizer, and let X Ď C|W1| be the set of
realizations of tppδq ” φδpxq. The map η defined by
η : g ÞÑ gδ
is a bijection. We call such a δ a rigid tuple.
Lemma 4.5 (B and M are bi-intepretable). Suppose that B admits a rigid tuple.
We have that η¯ “ pη, X,“q is an interpretation ofM in B. If ζ¯ is the interpretation
of B inM provided by Lemma 4.1, then pζ¯, η¯q is a bi-interpretation between B and
M.
Proof. For g P G and D P D, it suffices to check that the relations Rg and RD are
the preimages of the set of solutions of suitable definable relations ψg and ψD on X
under ηˆ η.
For g P G, we write
ψgpx, yq ”
kľ
j“1
φg¨δ j,δpy j, xq.
It follows that:
B |ù ψgpηphq, ηph
1qq Ø B |ù
kľ
j“1
φg¨δ j,δph
1 ¨ δ j, h ¨ δq Ø
Ø B |ù
kľ
j“1
φg¨δ j,δph
´1h1 ¨ δ j, δq Ø h
´1h1 “ gØM |ù Rgph, h
1q.
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For D P D0, choose a finite tuple pc1, c2, . . . , clq P B
ăω such that Stab`pDKq
coincides with the stabilizer of pc1, c2, . . . , clq, and let
ψDpx, yq ” Dz1, z2, . . . zl
lľ
j“1
φc j ,δpz j, xq ^ φc j ,δpz j, yq
It is straightforward to verify that ψD interprets RD.
Now, let ξ¯1 “ η¯ ˝ ζ¯ and ξ¯2 “ ζ¯ ˝ η¯. We need to show that the underlying maps ξ1
and ξ2 are definable without parameters in B and inM, respectively.
To this end, let tb1, b2, . . . , bmu the representatives of the orbits of B under G as
used in the construction of ζ¯. Given b P B, we denote by bˆ the unique representative
bi satisfying OGpbiq “ OGpbq.
On the one hand, we have that η¯ sends g P M to gδ P Bk, which in turn gets sent
to a k-tuple of equivalence classes pgS bˆ jq
k
j“1 by ζ¯. Note that
gS δˆ j “ th P M | S δˆ jpg, hqu.
Since S δˆ j is definable inM without parameters, definability of a predicate Γξ2 cut-
ting out the graph of ξ2 follows.
On the other hand, ζ¯ sends b P B to the unique coset
gbˆS bˆ Ď M “ G
consisting of those elements sending bˆ to b, which is in turn sent by η to the collec-
tion
Xb :“ thδ | h P gαS bˆu.
Note, however, that
Xb “tgbx | tppx, bˆq “ tppδ, bˆqu “
“ tgbx | tppgbx, gbbˆq “ tppδ, bˆqu “ ty | tppy, bq “ tppδ, bˆqu.
By assumption, φbpu, xq is chosen such that φpβ, xq defines the set Xβ for any β P B
satisfying βˆ “ αˆ. It follows that we may set
Γξ1px, yq ”
kł
j“1
φb jpxq ^ φb j,δpx, yq,
whence the desired conclusion follows. See Definition 2.12 for the definition of
Γξpx, yq. 
Remark 4.6. Suppose that for each tuple α, we have that φα is an existential formula.
Then for all w PW, the relation
ηrRws Ď B
k ˆ Bk
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and the predicate Γξ1px, yq are definable by an existential formula.
The following lemma relies on Theorem 10.18 which says thatM has absolute
quantifier elimination.
Lemma 4.7 (B has relative QE). Assume the hypotheses of Lemma 4.5. Suppose
furthermore that the type of each finite tuple in M is isolated by an existential for-
mula. Then B has quantifier elimination relative to the collection of D–formulae.
Proof. Let φpxq be a (possibly multivariable) parameter–free formula in LB. The
interpretation ζrφpxqs is equivalent to a Boolean combination of quantifier–free for-
mulae in ThpMq, by Theorem 10.18. In view of Remark 4.6, we wish to show
that ψ ” ηrζrφpxqss is equivalent to a Boolean combination of formulae which are
existential or universal.
Note that under η, relations in M are interpreted in B via existential formulae.
Thus, an atomic quantifier–free formula inM can be interpreted as an existential or
universal formula in B.
It suffices to show that the pullback ψ1pxq by ξ1 of an existential or universal
formula ψpyq contained in the image of ξ1 is existential or universal, respectively.
To this end, we note two different ways of expressing ψ1pyq:
B |ù @x pψ1pxq Ø pDyψpyq ^ Γη˝ζpx, yqqq
B |ù @x pψ1pxq Ø p@y Γη˝ζpx, yq _ ψpyqqq.
The first of these expressions can be used for existential formulae, and the second
for universal formulae. This establishes the lemma. 
Definition 4.8 (Strongly rigid tuple). We say that a tuple W of vertices a graph
pV, Eq is strongly rigid if any for any partial isomorphism of graphs
f : W Ñ W 1 Ď V,
there exists a unique automorphism g of pV, Eq extending f .
The following observation is straightforward.
Observation 4.9. Let B be a graph. The type of a strongly rigid tuple of elements is
isolated by a quantifier-free formula. If a graphB admits an exhaustion by strongly
rigid tuples with trivial point-wise stabilizer, then every orbit of a tuple α of ele-
ments is the set of solutions of a suitable existential formula φαpxq which isolates
tppαq.
In [AL16], Aramayona and Leininger prove the following:
Theorem 4.10 (Aramayona-Leininger [AL16]). Let CpΣq be the curve graph of a
closed orientable surface which is not a torus with two punctures. Then there is a
sequence
W1 Ă W2 Ă ¨ ¨ ¨ Ă Wn Ă ¨ ¨ ¨
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of finite strongly rigid tuples of vertices of CpΣq with trivial fix-point stabilizer such
that ď
ně1
Wn “ VpCpΣqq.
The following is a consequence of Theorem 4.10, Theorem 9.1, and Lemma 4.7.
Corollary 4.11 (CpΣq has relative QE). Suppose Σ is not a torus with two boundary
components. Then the structures CpΣq and MpΣq are bi-interpretable, and CpΣq
has quantifier elimination relative to the class of D-formulae.
Many other geometric graphs associated to a surface Σ can be interpreted in the
curve graph, and ω–stability and Morley rank bounds can be obtained quite easily.
Let XpΣq be a graph with sets of vertices VpXpΣqq and sets of edges EpXpΣqq. We
say that XpΣq is a geometric graph if the following conditions are satisfied:
(1) The mapping class group G acts on XpΣq via its action on curves and arcs,
and VpXpΣqq consists of finitely many G–orbits;
(2) There exists a constant N ě 1 such that each v P VpXpΣqq corresponds to a
collection of N curves and/or arcs;
(3) There exists a constant K ě 0 such that for all
v “ tγ1, . . . , γmvu P VpXpΣqq,
the geometric intersection number satisfies ipγi, γ jq ď K for all
i, j P t1, . . . ,mvu;
(4) The set EpXpΣqq{G is finite.
For a geometric graph XpΣq, let v “ tγ1, . . . , γmvu be a vertex XpΣq and Dv P D
be the domain associated to the subsurface Fillpvq filled by the curves and/or arcs
defining v; that is, Dv :“ DFillpvq. Let kpXpΣqq be the maximal length of an ascending
chain
∅ Ĺ D1 Ĺ . . . Ĺ Dn “ CpΣq ,
where for 1 ď i ă n we have that Di is a connected domain contained in D
K
v .
Corollary 4.12 (ω-stability of other geometric graphs). Suppose that XpΣq is a
geometric graph. We have that XpΣq is interpretable in CpΣq and its Morley rank is
bounded above as follows:
RMpXpΣqq ď ωkpXpΣqq .
In particular, XpΣq is ω-stable.
Proof. We apply Lemma 4.1 and Corollary 4.3. The bound of the Morley rank
follows from Theorem 11.1 and Corollary 11.4 below. 
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Corollary 4.12 implies Corollary 1.5, through standard combinatorial topology
arguments.
Corollary 4.13. Let Σ be a surface of genus g and b punctures, let P “ PpΣq
denote the pants graph of Σ, let S “ S pΣq denote the separating curve graph, and
let A “ ApΣq denote the arc graph. For S , assume that g ě 2 and b ď 1, and for A,
assume that g ě 2 and b “ 1. Then we have
RMpAq ď ω3g´4, RMpS q ď ω3g´4, RMpPq ď ω2,
and CpΣq is not interpretable in S nor in A, nor in P provided 3g` b´ 2 ą 2.
Proof. A vertex v of A is given by a properly embedded essential arc α, with both
endpoints on the boundary component. If α is nonseparating then the result of
cutting Σ open along α is a surface of genus g ´ 1 and one boundary component.
If α is separating then each component of the result of cutting Σ open along α has
genus at most g´1 and has one boundary component. The longest chain of domains
in DKv is 3g´ 4, so that kpAq ď 3g´ 4.
A vertex v of S is given by a separating curve γv on Σ. We have that Σzγv is the
disjoint union of surfaces Σ1 and Σ2, and that both Σ1 and Σ2 must have positive
genus. If Σ1 is exactly a torus with at most two boundary components, then Σ2 is
homeomorphic to a surface with one boundary component and genus lower by one.
In any case, the longest chain of domains in DKv is 3g´ 4. Thus, kpS q ď 3g´ 4.
A vertex v of P is give by a pants decomposition of Σ. If D is a nontrivial,
connected, proper domain contained in DKv then D is a component of the pants
decomposition. In particular, kpPq “ 2.
Suppose CpΣq were interpretable in P. Write D for the G–invariant downward
closed collection of domains generated by pants decompositions of Σ. ThenM “
MpDq has Morley rank ω2 by Corollary 11.4, and X is interpretable inMpDq. We
have a chain of interpretations as follows: MpD0q is interpretable in CpΣq is inter-
pretable in P is interpretable inMpDq, and RMpMpD0qq “ ω
3g`b´2. Theorem 11.1
gives the desired contradiction, since it follows that the rank of a definable set of
imaginaries is bounded from above by that of a definable set of real tuples. The
arguments for A and S are analogous. 
A philosophical reason for these bounds on Morley rank can be formulated thus:
in all three graphs, one is highly constrained in the edge relation: one does not have
a maximal subsurface curve graph’s worth of choices for a neighbor in these graphs.
This is especially apparent in the pants graph. The bounds on the Morley rank can
thus be thought of as a rigorous expression of this restriction.
To close this section, we give a proof of Corollary 1.2, as announced in the intro-
duction. We will in fact prove a somewhat more general statement.
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Corollary 4.14. Let Σ be a surface that is not a torus with two boundary compo-
nents. Let Q Ď CpΣq2 be a binary predicate with the property that for any n P N,
there exist pairs pα, βq P Q and pα1, β1q P CpΣq2zQ with
dpα, βq, dpα1, β1q ě n.
Then Q is notH–definable in CpΣq.
The following is immediate from the existence of pseudo-Anosov elements in
the Torelli group (which requires us to exclude a torus with at most one boundary
component), which have positive translation length in CpΣq and which preserve the
algebraic intersection pairing.
Corollary 4.15. Suppose Σ has positive genus and is not a torus with fewer than
three boundary components. For each n ą 0, the predicates that state that two
simple closed curves have integral algebraic intersection number ˘n is not H–
definable. Similarly, the predicate that states that two curves have algebraic inter-
section number 0 pmod 2q is notH–definable.
Proof of Corollary 4.14. Suppose the contrary. Lemma 4.1 implies that CpΣq is
interpretable in M. A predicate Q is defined by a parameter free formula θ in
LpD0q, in the sense thatQpx, yq is given by a conjunction of formulae interpretingC
inM, together with θ itself. SinceM has quantifier elimination by Theorem 10.18,
we may assume that θ is quantifier free, so that θ is a Boolean combination of
relations in the language LpD0q, some positive and some negated.
If D is a proper domain, then the relation RD gives rise to a priori bounds on
distances between curves that are D–related, as is proved in Lemma 6.2 below. In
terms of mapping classes and curves, this means that if g is a mapping class preserv-
ing D and if γ P C0pΣq, then there is a K “ KpD, γq such that dCpΣqpγ, gpγqq ď K.
Expressing θ as a Boolean combination of relational formulae Rw, suppose
tw1, . . . ,wku
are the words which appear in relations, where each domain appearing in each wi
is proper. Let γ P C0pΣq be a simple closed curve. From Lemma 6.2, we have that
there exists a bound K “ Kpγ,w1, . . . ,wkq such that
kł
i“1
Rwipζpγq, ζpγ
1qq Ñ dCpΣqpγ, γ
1q ď K.
We remark that here we are slightly abusing notation since ζpγq is an equivalence
class, though it is not difficult to see that a choice of representative within an equiv-
alence class does not effect any substantive change.
By assumption, for any bound K, there exist curves tα, β, α1, β1u, with
dCpΣqpα, βq ą K, dCpΣqpα
1, β1q ą K,
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and such that CpΣq |ù Qpα, βq ^  Qpα1, β1q. Thus, given a finite list of words
tw1, . . . ,wku wherein all the domains occurring in these words are proper, there
exist curves tα, β, α1, β1u such that
M |ù
˜
kľ
i“1
 Rwpζpαq, ζpβqq
¸
^
˜
kľ
i“1
 Rwipζpα
1q, ζpβ1qq
¸
,
and such that CpΣq |ù Qpα, βq ^  Qpα1, β1q, and one can assume that the distances
between these curves in CpΣq exceed any prescribed bound.
We are therefore reduced to two cases. If there exists a finite list of words
tw1, . . . ,wku such that
M |ù p@x@yq
˜
kľ
i“1
 Rwipx, yq Ñ θpx, yq
¸
,
then there exist curves tα, β, α1, β1u such that
M |ù θpζpαq, ζpβqq ^ θpζpα1q, ζpβ1qq, CpΣq |ù Qpα, βq ^  Qpα1, β1q.
Otherwise, we have
M |ù p@x@yqpθpx, yq Ñ Rwpx, yqq,
for some word w, wherein all domains are proper. It follows in this case that there
exist curves tα, β, α1, β1u such that
M |ù  θpζpαq, ζpβqq ^  θpζpα1q, ζpβ1qq, CpΣq |ù Qpα, βq ^  Qpα1, β1q.
In both cases, we obtain a contradiction. 
5. The relational theory ofMpΣq
In this section, we record a calculus for manipulating the relations Rw occurring
in the language L “ LpDq.
5.1. Preliminaries. We note some properties enjoyed by the relations Rδ in M.
All of them are elementary conditions, which is to say they can be captured by a
sentence of L and thus will hold in any model of ThpMq.
(a) R1G is the identity relation.
(b) Rg,h “ Rgh for any g, h P G.
(c) RD X RD1 “ RDXD1 .
(d) Suppose that RDp1, gq for g P G. Then RD,g “ Rg,D “ RD.
(e) RD Ď RD1 if and only if D Ď D
1. In particular, in this situation RD1,D “
RD,D1 “ RD1 .
(f) SupposeD1,D2 P D satisfyD1 K D2. Then, for any x, y such that RD1,D2px, yq
we also have RD2,D1px, yq.
(g) Suppose D P D and g P G. Then Rg,Dpx, yq is equivalent with Rg´1D,g.
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Let N be an ℵ0-saturated model of T . Notice that in the original structure M,
the transitive closure of tRD1 ,RD2u coincides with RD1_D2 . This equality cannot
be expressed by a first order L–sentence and will not hold in N as soon as N is
saturated.
Definition 5.1 (Inclusion relation Ď in A). We extend the inclusion relation Ď to
the whole ofA by declaring the following:
‚ g Ď D if and only if RDp1, gq;
‚ g Ď h if and only if g “ h.
Definition 5.2 (Support of g). Let g P G. The support of g, which we denote by
supp g, is the isotopy class of the smallest essential subsurface Σ0 Ď Σ for which
there exists a homeomorphism representative g˜ which restricts to the identity on
ΣzΣ0.
Definition 5.3 (Orthogonal words). We say that g P Gzt1u is orthogonal to D P D,
and write
g K D,
if gD “ D. Similarly, given u PW and D P D we say that u is orthogonal to D,
and write
u K D,
if each letter of u is orthogonal to D.
Strongly orthogonal sequences are defined analogously to orthogonal ones.
Definition 5.4 (Strongly orthogonal words). Given u PW and D P D we say that
u is strongly orthogonal to D, and write
u K‹ D,
if each domain occurring in u is strongly orthogonal to D, and each group element
occurring in u is orthogonal to D.
Notice that in any model of ThpMq, for a given g P G and x P M, there is a
unique y such that xRgy. In this situation we might write y “ xg and xG “ txgugPG.
Definition 5.5 (R‹D-relation). Let D P D be given. Let
ApDq “ tX P A | X Ĺ Du,
and denote by WpDq the collection of all w P W containing only instances of
letters inApDq. We consider the following type-definable relation:
R˚Dpx, yq ” RDpx, yq ^
ľ
wPWpDq
 Rwpx, yq(1)
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The idea is that R˚Dpx, yq holds whenever x, y are RD-related in a generic fashion.
In other words they are not linked by any relation stronger than RD; we will later
show that in this situation RD is in some sense not only a minimal but the minimal
relation between x and y.
Using well-established ideas from mapping class group theory (which we will
make explicit in the sequel), it is not difficult to see that the R˚D is finitely satisfiable
in the usual mapping class group, which is to say there are mapping classes which
are D–related but not w–related for elements w PW0 ĂW, whereW0 is taken to
be finite. However, it is generally not possible to realize R˚D in the usual mapping
class group, since mapping classes supported on a given sufficiently complicated
subsurface Σ0 Ă Σ are often expressible as products of mapping classes supported
on proper subsurfaces of Σ0. This observation will be later codified by the statement
that R˚
D
is consistent and non-algebraic; see Corollary 6.3 and Lemma 7.2.
Definition 5.6 (Strict w-sequence). Given w PW, write
w “ δ1δ2 ¨ ¨ ¨ δk,
and let R˚wpx, yq stand for the composition of relations
R˚δ1 ˝ R
˚
δ2
˝ ¨ ¨ ¨ ˝ R˚δk
under the convention R˚g “ Rg for g P G. In other words, R
˚
wpx, yq is equivalent to
the existence of a sequence
x0 “ x, x1, . . . , xk “ y
such that R˚
δi
pxi´1, xiq for all 1 ď i ď k. We will refer to any sequence as above as a
strict w-sequence from x to y.
Though it is not entirely obvious from the definition, one can use compactness to
show that R˚w is expressible as a parameter–free type-definable condition as well.
Remark 5.7. We write φpx, yq P R˚
D
px, yq and φpyq P R˚
D
pa, yq to indicate that φ is
a finite subconjunction of terms, where the terms appear in the infinite conjunction
defining the corresponding relations in p1q. Thus, the inclusion relations have as
their target the collection of all finite conjunctions of relationsR˚Dpx, yq and R
˚
Dpa, yq.
Definition 5.8 (The inclusion relation Ď onW). Given u, v PW we write:
u Ď v
if we can write v “ v1v2 ¨ ¨ ¨ vk with v j P A and u “ u1u2 ¨ ¨ ¨ uk where for all
1 ď j ď k either:
‚ v j P G and u j “ v j
‚ v j P D and either u j “ D or u j PWpDq
We write u Ă v if u j PWpZ jq for at least one index j above.
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This leads to the following observation:
Observation 5.9. Let w PW and suppose that
tziu
k
i“0
a w-sequence from x to y. Then either tziui is strict and thus lies in R
˚
wpx, yq, or
there exists a w1 Ă w and a refinement tz1iui of tziui which is a w
1-sequence from x
to y.
Lemma 5.10 (Refining a w-sequence to a strict sequence). Given a w-sequence
tziu
k
i“0
between points x and y in a modelN of ThpMq, there exists a finite refinement tz1
i
ui
of tziui and a w
1 Ă w such that tz1iui is a strict w
1-sequence from x to y.
Unfortunately, the existence of a strict sequence of a given type w between x and
y does not determine in general the type tppx, yq. In order to fix this issue, one must
require w to contain no redundancies, i.e. that w be reduced in a very specific sense.
This is the focus of the next subsubsection.
5.2. Word equivalence and cancellation. Throughout this subsection and for the
rest of the manuscript, we will implicitly assume (unless otherwise noted) that each
word w has connected letters, that is if D P D occurs in w then D is a connected
domain.
Consider a word
w “ pδ1, δ2, δ3, . . . , δkq PW.
We can obtain a new w1 PW by applying one of the following fundamental moves
to w.
(Rm) Deleting an instance of IdG.
(Cmp) Replacing a subword of the form g1, g2 by g1g2.
(Swp) Replacing a subsequence of the form pD1,D2q where D1 K D2 by pD2,D1q.
We sometimes call this a transposition.
(Jmp) Replacing a subsequence of the form pD, gq by pg, g´1pDqq or vice versa.
(AbsG) Replacing a subword of the form pg,Dq or pD, gq with D, where g Ă D.
(AbsĂ) Replacing a subsequence pD,D
1q or pD1,Dq by D in case D Ĺ D1.
(Abs“) Replacing a subsequence of the form pD,Dq by D.
We will occasionally say that two letters in a word w P W which can be trans-
posed commute with each other. We remark that this is slightly misleading termi-
nology, since a domain is not orthogonal to itself and hence does not commute with
itself in the sense of transpositions. The move Abs“ provides a suitable framework
for dealing with instances of the same domain within a word. We remark that if D
is a non-annular domain and E is an annular domain that is peripheral to D, then D
and E commute with each other.
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Definition 5.11 (Permutation of w). We say that w is a permutation of w1 if it can
be obtained from w by repeated applications of tpSwpq, pJmpq, pCmpq, pRmqu and
their inverses.
Finally, consider the following class of moves:
(C) Replacing a subsequence of the form pD,Dq by a word inWpDq.
We refer to all the operations listed above as elementary moves.
Definition 5.12 (Reduced word). We say that w is reduced if it cannot be brought
by a permutation to a word to which one of
tpAbsĂq, pAbs“q, pCqu
can be applied.
Definition 5.13 (Reduction of words, concatenation). We say that w1 is a reduct
of w (equivalently, w reduces to w1) if w1 can be obtained from w by a successive
application of elementary moves. We say that w reduces to w1 without cancellation
if it reduces to w1 without application of pCq. We write rws for the equivalence
class of a reduced word up to permutations, and w1 » w2 with w2 reduced if w1 P
rw2s without cancellation. Words w1 and w2 can be combined to a word w1w2 by
concatenation.
The following observation follows from embedding words in a partially commu-
tative monoid, and applying the solution to the word problem therein. The reader
will find a discussion which implies this lemma in the proof of Lemma 5.21 below.
Lemma 5.14 (Existence of reduced words). Up to permutation, there is a unique
reduced word w1 that can be obtained from any given word w P W, provided the
reduction is performed without cancellation.
Definition 5.15 (Partial order on words). We say that w1 ĺ w2 if for some (possibly
empty) collection of domains tD1, . . . ,Dku appearing in w2, we can replace each Di
by a word inWpDiq and apply a permutation to obtain w1.
The partial order on words, together with the complexity kpDq of a domain, allow
us to define the associated ordinal of a word.
Definition 5.16 (Associated ordinal). Let w PW. We define the associated ordi-
nal Orpwq of w inductively.
(1) For D “ ∅, we define OrpDq “ 0.
(2) For g P M, we define Orpgq “ 0.
(3) For ∅ ‰ D Ĺ C a domain of complexity k, we define OrpDq “ ωk.
(4) Let w1,w2 PW be words for which Or is defined. We define
Orpw1w2q “ Orpw1q ‘ Orpw2q;
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that is, we take the symmetric sum of the two ordinals.
The last part of the definition serves to distinguishM fromM0. We remark that
ωkmax is the foundation rank of the partial order on words. Notice that the moves
tpRmq, pCmpq, pSwpq, pJmpqu
preserve Orpwq, while the moves
tpAbsĂq, pAbs“q, pCqu
strictly decrease it.
A pertinent (if rather trivial) observation is the following:
Observation 5.17. Either Orpw1q “ Orpw2q, in which case w1 and w2 are permu-
tations of each other, or else Orpw1q ă Orpw2q or Orpw2q ă Orpw1q.
5.3. Straightening paths. Let u PW, suppose that
a “ taiu
k
i“0
is a u-sequence from a0 to ak. We assume that u contains a subword which admits
the application of some elementary move as above.
If (Rm) can be applied to ui “ IdG then there is a repetition ai “ ai`1, and the
result of deleting ai yields a u
1 sequence from a0 to ak.
Suppose now that tai, ai`1, ai`2u is a subsequence corresponding to the subword
word uiui`1, where uiui`1 now admits the application of an elementary move. Let
a1 be the result of deleting ai`1 from the sequence a. We distinguish several cases,
according to the types of moves that can be applied:
(1) In case of
tpCmpq, pAbsGq, pAbsĂqu,
the sequence a1 is an u1-sequence from x to y, where u1 is the result of the
application of the particular move to u, along the subword uiui`1. It can be
easily checked that in this case a1 is a strict u1-sequence if and only if a is a
strict u-sequence.
(2) In case of pSwpq or pCmpq being applied to the subword uiui`1, then by
property (f) or (g) respectively there exists a1
i`1 such that the result of re-
placing ai`1 by a
1
i`1 is an u
1-sequence, where u is the result of applying
pSwpq or pCmpq to u respectively. If a is strict then so is a1.
(3) If pui, ui`1q “ pD,Dq for some D P D, then clearly a
1 is an u0-sequence
from a0 to ak, where u0 is the result of applying move pAbs“q to uiui`1.
However, if a is strict there are two mutually incompatible situations:
‚ If R˚Dpai, ai`2q then a
1 is a strict u0-sequence from a0 to ak.
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‚ Rwpai, ai`2q for some w P WpDq, in which case a
1 is a (possibly non-
strict) u1-sequence from a0 to ak, where u1 is the result of replacing DD
by w via a move of type pCq.
Remark 5.18. Notice that given u the reduction process sketched above works start-
ing from any (strict) u-sequence from a0 to ak. This freedom of choice will be of
importance for Lemma 8.4.
We say that w and w1 are equivalent if one can get from one to the other ap-
plying moves from pRmq to pAbsĂq and their inverses. The following lemma is
straightforward, and we omit a proof.
Lemma 5.19. If w can be obtained from w1 by repeated application of the moves
from pRmq to pAbs“q and their inverses, then
ThpMq $ p@x@yqpRwpx, yq Ø Rw1px, yqq.
If w » w1, then
ThpMq $ p@x@yqpR˚wpx, yq Ø R
˚
w1px, yqq.
For all w,w1 PW, if w reduces to w1 then
ThpMq $ p@x@yqpRw1px, yq Ñ Rwpx, yqq.
Combining Lemma 5.10 with Observation 5.17, one gets the following conse-
quence:
Corollary 5.20. LetN be a model of ThpMq, and let a, b P N be such that Rupa, bq
for a suitable u PW. Then there exists a reduct w PW of u such that R˚wpa, bq.
The following lemma establishes the predictability of the elementary moves as
operations on words in A. The proof makes a detour through combinatorial group
theory.
Lemma 5.21. Suppose that a word w can be written as w “ uDv, where uD and
Dv are both reduced. Then all the instances of D in w survive in any reduct of w.
In particular w cannot reduce to the identity.
Proof. Let u and v be expressed as
uD “ g1D1g2D2 ¨ ¨ ¨ gkDkD
and
Dv “ DE1h1E2h2 ¨ ¨ ¨ E jh j,
where here gi, hi P G and where Di, Ei P D, and where both of these words are
reduced up to applications of the move (Rm). This way, we allow elements of G to
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be the identity, thus serving as dummy “placeholders” without otherwise affecting
the irreducibility of the words. For nontrivial group elements gi and hi occurring
in the expressions for u and v respectively, we assume that no permutation can be
applied so that the move pAbsGq is applicable. In order to apply the move pSwpq,
it is necessary for there to be two letters of the form DiD j which are adjacent and
not separated by a nontrivial group element, and such that Di K D j. Thus, in the
expressions for u and v, any nontrivial group element gi or hi forms a pSwpq–wall,
which is to say that it is not possible to apply pSwpq to move Di to the right of
g j ‰ 1 for some j ą i, nor is it possible to apply pSwpq to move Ei to the left for
h j ‰ 1 for some j ď i. Thus, we may assume that
uD “ D1 ¨ ¨ ¨DkD
and that
Dv “ DE1E2 ¨ ¨ ¨ E j.
Here, the reader may imagine that we have moved all nontrivial group elements to
the far left of u and to the far right of v by applications of the move pJmpq. This sort
of construction will recur later in this paper, in the guise of left and right normal
forms (cf. Definition 8.7 below).
Now, we can consider the formal strings of domains
tD1, . . . ,Dk, E1, . . . , E j,Du,
and embed them in a partially commutative monoid Y . Precisely, we proceed as
follows. Each domain on this list corresponds to a connected subsurface. We take
one positive generator for each distinct connected subsurface, and impose the re-
lation that two generators Xi and X j commute if the corresponding subsurfaces are
orthogonal.
This partially commutative monoid embeds in the corresponding partially com-
mutative group, i.e. a right-angled Artin group; this fact is true for all Artin–Tits
monoids and their corresponding Artin–Tits groups [Par02]. The solution to the
word problem in right-angled Artin groups says that a word w1 and w2 represent the
same element in the group if and only if w1 can be transformed into w2 by applying
a sequence of free reductions, insertions of words of the form gg´1, and by switch-
ing adjacent letters which commute with each other. If w1 and w2 are words which
cannot be shortened by commutations and free reductions, then w1 and w2 are equal
as elements in the right-angled Artin group if and only if w1 can be transformed
into w2 by a sequence of commutations of adjacent letters (see [LWZ90, CF69]).
In Y , we are only considering positive generators and because the move pCq is
ruled out in the words uD and Dv, we have that no free reductions occur. Thus,
two words in the generators of Y represent the same element of Y if and only if one
can be transformed into the other by a sequence of commutations of adjacent letters
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which correspond to domains that can be transposed. That is, we only allow local
moves of the form XiX j replaced by X jXi. In particular, two elements of Y which
are equal in the right-angled Artin group generated by Y were already equal in Y .
Now, suppose that D cancels with the occurrence of the letter D in u or in v.
Here, we are of course referring to reduction not in the group theoretic sense, but
in the sense of move pCq. It follows then that there is a reduction diagram for w
(see [Kim08, KK15], for example). That is, either u “ u1Du2 with each surface
in u2 orthogonal to D, or v “ v1Dv2, with each surface in v1 orthogonal to D. It
follows that either uD or Dv is reducible, a contradiction. 
Embedding formal strings of domains in a partially commutative monoid as in
Lemma 5.21 gives us the following:
Corollary 5.22. The operation of concatenation followed by reduction without can-
cellation, viewed as an operation on equivalence classes rws of reduced words
w PW, is well–defined and associative.
We denote the operation above by ˚.
5.3.1. Transitivity. LetM be a structure in a given first order language L such that
AutpMq acts transitively on its universe M. It is easy to check that for an arbitrary
L–formula in one free variable φpxq, the theory ThpMq contains the sentence
pDxqφpxq Ñ p@xqφpxq.
One can use this to prove that if N is a model of ThpMq and if ppx, yq a consistent
type in two variables, the types ppx, aq and ppa, xq are consistent for arbitrary a P N.
Lemma 5.23. Let κ be an infinite cardinal. Suppose that we are given a tuple
a “ paiqiPI of parameters contained in fewer than κ–many orbits of a κ–saturated
model N of ThpMq, a basepoint ai0 indexed by i0 P I, and D P D such that for
any a P A, we have Rupa0, aq for some u K D. Let a
1
i0
P N be a point such that
RDpai0 , a
1
i0
q. Then a1
i0
extends to a tuple pa1
i
qiPI satisfying both pa
1
i
qiPI ” paqiPI and
RDpai, a
1
i
q for all i P I.
Here, the symbol ” is used to denote elementary equivalence, so that the types
of these tuples coincide.
Proof of Lemma 5.23. Let x “ pxiqiPI be tuple of variables. Fix an arbitrary formula
ψpxq in the quantifier–free type qftpxpAq. Let I0 be the finite subset of I consisting
of indices appearing in ψ. We may assume by hypothesis that i0 P I0, and that for all
i P I0, the formula ψ implies Rupxi0 , xiq for a suitable u K D. Let pgiqiPI0 be a tuple
of points of M, viewed as elements of G, which witness ψpxI0q. Pick an arbitrary
h P G such thatM |ù RDp1, hq. For i P I0, we set
g1i :“ h
g
´1
i0 gi.
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As the tuple pg1iqiPI0 is in the orbit of pgiqiPI0 under the action of AutpMq, it clearly
satisfies ψ as well. On the other hand a simple calculation yields
M |ù Rhipgi, g
1
iq,
where here
hi “ h
pg´1
i0
giq.
Now α “ g´1
i0
gi P Stab
`pDq and h P Stab`pDKq, so that hα P Stab`pDKq as well.
Hence RDpgi, g
1
i
q for all i P I. The desired result follows by compactness. 
5.4. Symmetric decomposition. In the sequel, we will require a minor variation
on Proposition 5.9 from [BMPZ17], which is called the symmetric decomposition
lemma. Even though the proof is nearly identical to what is given in that paper, we
will record the details because the words that we consider may have group elements
in them, in contrast to [BMPZ17].
Lemma 5.24. Let u and v be reduced words. Then up to permutations, there are
unique decompositions
u » gu1u
1w, v » wv1v1h,
which satisfy the following conditions:
(1) The letters g and h are group elements, and no group elements occur in
u1u
1w and wv1v1;
(2) The word w is a commuting word, i.e. all domains occurring in w are pair-
wise orthogonal;
(3) The word u1 is properly left-absorbed by v1;
(4) The word v1 is properly right-absorved by u1;
(5) The words tu1,w, v1u pairwise commute;
(6) The word u1wv1 is reduced.
Thus, uv » gu1wv1h.
Proof. Applying the moves pJmpq and pCmpq, we may assume that u “ gu0 and
v “ v0h, where u0 and v0 are reduced words with no occurrences of group elements.
We may now proceed by induction on the sum of the lengths of u0 and v0. If the
word u0v0 is already reduced then we set u1 “ u0 and v1 “ v0, and v
1, u1,w to be
trivial.
Since otherwise u0v0 is not reduced, without loss of generality, we may write
u0 “ u
1
0D, with D left–absorbed by v0, so that Dv0 » v0. By induction, find words
ty1, y
1, z, x1, x1u which satisfy the conclusions of the lemma, and such that
u10 “ y1y
1z, v0 “ zx
1x1.
Since u0 is reduced, we have that D cannot be left–absorbed by z nor x
1. It follows
that D is orthogonal to zx1, and must be absorbed by x1. If D is properly absorbed
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by x1, then we set
u1 “ y1D, w “ z, v1 “ y1.
If D is absorbed via move pAbs“q then we may write (up to permutation) x1 “ Dx
1
1,
whereby we set
u1 “ y1, w “ zD, v1 “ x
1
1.
Now, clearly gu0v0h » gu1wv1h. The word w is the longest common terminal
segment of u0 and v
´1
0
, and u1w is the longest common initial subword of u0 and
ru0s ˚ rv0s, since otherwise v1 “ Dv
1
1 and u
1 “ Du2, which contradicts the fact that
u1 is properly left–absorbed by v1. Similarly, wv1 is the longest common terminal
subword of v0 and ru0s˚ rv0s. This establishes uniqueness of the decomposition. 
6. Displacement and types
In this and the following section, the action of G will generally appear on the
left (cf. Remark 3.22). We will generally reserve the letters tg, h, ku (possibly with
subscripts and superscripts) for group elements, and all other letters will denote
elements of the universe on which group elements act.
LetD Ď D0 be aG–invariant and downward closed family of domains. Consider
a connected domain D P D. By definition, D is identified with the curve graph
of the underlying realized topological surface |D|, together with some boundary
curves. We recall the notation CpDq, which denotes the curve graph of |D|.
If g P Stab`
G
pDKq, which is to say RDp1, gq, then g acts on CpDq. The kernel
K E Stab`
G
pDKq
of this action consists of all the g P G such that RBDp1, gq, which is to say the group
generated by the Dehn twists over connected components of the inner boundary of
|D|. The following is clear:
Observation 6.1. Fix a connected non–annular D P D and let u P WpDq. If
g P Stab`pDKq, then whether the relation Ru,BDp1, gq holds in M or not depends
only on the action of g on CpDq.
In fact, more can be said:
Lemma 6.2. Let D P D be connected. Given w P WpDq and any α P CpDq,
there is a constant K “ Kpw, αq ą 0 such that for each pair g, g1 P M satisfying
Rwpg, g
1q, we have dDpg ¨ α, g
1 ¨ αq ď K.
Proof. We may assume that D is not annular so that |D| contains more than one
curve, since otherwise w can only contain letters from G. Fix α P CpDq. The proof
is by induction on |w|. Suppose that w is of the form pv,D1q, where D1 Ĺ D. Choose
β in pD X BD1qzBD, so that β is a boundary curve of D1 which is non-peripheral in
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D. Let N “ dDpα, βq. If M |ù Rwpg, g
1q, then there exists h P M such that both
M |ù Rvpg, hq andM |ù RD1ph, g
1q hold. Since h ¨ β “ g1 ¨ β, we have
dDph ¨ α, g
1 ¨ αq ď 2N.
Using the triangle inequality and the induction hypothesis, it follows that
dDpg ¨ α, g
1 ¨ αq ď K0 ` 2N :“ K
satisfies the required properties, where K0 “ Kpv, αq is the constant provided by the
induction hypothesis. The case in which w is of the form vg follows by an identical
argument, mutatis mutandis. 
Since there are elements g P Stab`pDKq that act on CpDq with arbitrarily large
translation length, we obtain:
Corollary 6.3. LetD Ď D0. The type R
˚
D
px, yq is consistent for any D P D.
Proof. Suppose
tw1, . . . ,wku ĂWpDq.
Since for each i the word wi is a finite word consisting of instances of ApDq, we
have that for each α P CpDq there is an absolute bound Ci such that if Rwip1, gq,
then dDpα, g ¨ αq ď Ci. However, there exists an h P G such that RDp1, hq and
dDpα, h ¨ αq ě C “ max
1ďiďk
Ci ` 1.
Thus, the type R˚
D
is finitely satisfiable and hence consistent. 
A converse result can be obtained using the fact that the edge relation in a curve
graph is the union of finitely many distinct topological configurations.
Lemma 6.4. Given a connected proper domain D P D, a finite collection F Ă
CpDq, and a constant K ą 0, there exists a φ P R˚D such that M |ù φp1, gq implies
dDpF, g ¨ Fq ą K.
We do not consider the case where D “ C, and indeed if D “ C then the state-
ment of the lemma is not true.
Proof of Lemma 6.4. We argue the contrapositive, so that given K we want to prove
the existence of a collectionW0 of finitely many words inWpDq such that
dDpF, g ¨ Fq ď K
implies M |ù Rup1, gq for some u PW0.
Since the mapping class group acts by isometries on the curve graph and thus
preserves diameters of subsets of the curve graph, we may assume without loss of
generality that F consists of a single curve γ.
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If D is annular, then the Dehn twist τ about the core curve has the property that
RDpx, yq holds if and only if y “ xτ
n for some n. We have that Cp|D|q is quasi-
isometric to a line on which τ acts as a loxodromic element, whence the result
follows easily.
Otherwise, |D| is a surface with boundary of genus g and with b boundary com-
ponents, verifying the inequality 3g` b ą 3. Here, we remind the reader that a pair
of pants is treated as three disjoint annuli and is therefore not a connected domain.
The graph C1 “ Cp|D|q is a locally infinite graph of infinite diameter, with vertices
curves in DzBD and edges between pairs of curves with minimal intersection. The
vertices and edges of C1 fall into finitely many orbits under the mapping class group
H of |D|.
Choose A Ă D a finite set of representatives from every orbit of vertices. Writing
S “ |D|, if γ1 and γ2 are disjoint simple closed curves on S , then there are only
finitely many topological types of surfaces of the form S ztγ1 Y γ2u. It follows that
there exists a finite collection
th1, h2, . . . hru Ă Stab
`pDKq
such that if ta, bu is an edge in C1 with a P A, then there is an a1 P A and
g P Stab`pDKq X Stabpaq
such that
ta, bu “ g ¨ ta, h j ¨ a
1u.
for a suitable index j. We write E for the finite set of unordered pairs
tta, h j ¨ a
1u | a P A, 1 ď j ď ru.
Thus, if γ1 P H ¨ tγu lies at distance at most K from γ in C1 then there exists a
path
γ0 “ γ, γ1, . . . , γt´1, γt “ γ
1,
where t ď K and where tγi, γi`1u is a translate of an element of E. We now claim
that there is a finite collectionW0 such that if dDpγ, g ¨ γq ď K then Rwp1, gq for
some w P W0. By induction, suppose we have built a finite collection of such
words for some value of K. Thus, for each i there is an element hi P H and ai P A
such that γi “ hi ¨ ai, and by induction we may suppose that Rwp1, hiq for some
w P W0. The edge tγi, γi`1u is a translate of ei P E by an element h
1
i P H. Note
that hi and h
1
i
differ by an element
ki P Stabpγiq “ hi Stabpaiqh
´1
i
,
so that h1
i
“ ki ¨ hi. But then ki “ hik
1
i
h´1
i
for some k1
i
P Stabpaiq, so that h
1
i
“ hi ¨ k
1
i
.
Since RD1p1, k
1
i
q for D1 “ DX tauK, we may enlargeW0 by finitely many words to
make Rwp1, h
1
iq for some w P W0. By the same argument, we see that Rwp1, hi`1q
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for some w P W0, again at the cost of increasing the size ofW0 by finitely many
words. This establishes the lemma. 
7. Simple connectedness
The goal of this section is to show that ThpMq enjoys a model-theoretic property
called simple connectedness as introduced by [BMPZ17], which is made precise
below in Lemma 7.2 and the preceding discussion, together with Lemma 7.3. In
order to establish simple connectedness, we will require some nontrivial results
from surface theory.
7.1. Certifying non-relatedness. The following result is a rephrasing of Theorem
4.3 in [Beh06], and is commonly known as the Behrstock inequality. We note that
in the original, the inequality is given in terms of complete markings:
Theorem 7.1. Let Σ be a surface such that 3g´ 3` b ě 1. There exists a constant
C ě 0 such that given any pair X1 and X2 of essential connected subsurfaces of Σ
which are not pairs of pants and satisfy X1&X2, and a curve α P C with non trivial
projection to both X1 and X2, we have:
mintdX1pBX2, αq, dX2pBX1, αqu ď C
The following lemma is the key ingredient allowing one to describe the struc-
ture of a general model of ThpMq. We first give the reader an intuitive idea of its
function.
Suppose we are given a reduced word w and a curve α P C such that α meets at
least one surface appearing in w in an essential way, and let h satisfy Rwp1, hq. Then
usually we will have that α ‰ h ¨ α, in which case we say that α is perturbed by
h. The content of the lemma is that in fact α will be perturbed by any h satisfying
the relation Rwp1, hq in a sufficiently generic way. More precisely, given an arbitrary
β P C, there is an explicit, nonempty subset ψα,βpx, yq Ă R
˚
wpx, yq such that ψα,βp1, hq
implies h ¨ α ‰ β. The same conclusion will hold equivariantly, with pg, gh, g ¨ αq
in place of p1, h, αq, where here g P G is arbitrary.
Lemma 7.2. Suppose that
w “ D1D2 ¨ ¨ ¨Dkh
is a given reduced word, that g P G, and that α P C with hpαq M D j for some
1 ď j ď k. Then there exist formulae φipx, yq P R
˚
Di
for 1 ď i ď k such that
M |ù @x0@x1 ¨ ¨ ¨ @xk
˜
kľ
i“1
φipxi´1, xiqq Ñ  Rg,tαuKpx0, xkq
¸
.
In Lemma 7.2, we implicitly assume that the domains occurring in w lie inD.
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Proof of Lemma 7.2. Clearly, we can assume that each of the D j is connected. We
need to show that for any α P C with α M
Žk
i“1 Di and β P C arbitrary, there exist
formulae φipx, yq as above such that for any sequence
h1, h2, . . . , hk
of elements of G satisfying φip1, hiq for 1 ď i ď k, the element
g “ h1h2 ¨ ¨ ¨ hk
cannot send α to β.
To begin, let C be the constant provided by Theorem 7.1. From Lemma 6.4, for
each 1 ď j ď k, there exists a formula
φ jpx, yq P R
˚
D j
px, yq
with the property that for arbitrary g, h P M, the conditionM |ù φipg, hq implies
dD jpg ¨ A j, h ¨ A
1
jq ą 3C,
where here
A j “ πD j
˜
tβu Y
ď
ℓă j
B|Dℓ|
¸
A1j “ πD j
˜
tαu Y
ď
ℓą j
B|Dℓ|
¸
.
Let h1, h2, . . . , hk be chosen so that φip1, hiq for all 1 ď i ď k. Write
hi, j “ hihi`1 ¨ ¨ ¨ h j
for 0 ď i ă j ď k.
Let j0 be the maximum index 1 ď j ď k for which α is not orthogonal to D j.
Note that this implies α “ h j0`1,k ¨ α.
If for all j ă j0 we have D j K D j0 , then we obtain the conclusion of the lemma.
Indeed, in this case h1, j0´1 fixes D j0 , and thus
πD j0 ph1, j0´1 ¨ βq “ πh1, j0´1¨D j0 pβq “ h1, j0´1 ¨ πD j0 pβq “ πD j0 pβq.
It follows easily then that
dD j0 pg ¨ α, βq “ dD j0 ph1, j0´1h j0,k ¨ α, h1, j0´1 ¨ βq “
“ dD j0 ph j0,k ¨ α, βq “ dD j0 ph j0h j0`1,k ¨ α, βq “ dD j0 ph j0 ¨ α, βq ą C.
Here, we implicitly allow the possibility that πD j0 pβq “ H, since then whereas this
estimate is no longer valid, it is obvious that because w is not orthogonal to α, we
cannot have g ¨ α “ β.
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For the general case, we define j0 as before. We inductively construct a descend-
ing sequence
j0 ą j1 ą ¨ ¨ ¨ ą jt
of indices by setting jk`1 to be the largest index j which is smaller than jk and such
that D j M D jk . Eventually, we obtain and index jt such that D jt is orthogonal to D j
for all j ă jt. Necessarily, D jℓ&D jℓ`1 for 0 ď ℓ ď t ´ 1. Indeed, D jℓ and D jℓ`1 are
not orthogonal by construction. Moreover, they are incomparable since otherwise
w would not be reduced, as every letter occurring in w between these surfaces is
orthogonal to D jℓ .
Claim 1. For all 1 ď ℓ ď t, we have
h jℓ`1,k ¨ α M D jℓ ,
and
dD jℓ ph jℓ`1,k ¨ α, BD jℓ´1q ď C.
The conclusion of the lemma follows from the case ℓ “ t of Claim 1 above for
the same choices of φ j as in the case t “ 0 considered previously. Indeed, since
φ jtp1, h jtq holds, we have
dD jt pβ, h jt ¨ BD jt´1q ą 2C.
On the other hand, Claim 1 asserts that
dD jt ph jt`1,k ¨ α, BD jt´1q ď C,
which in turn implies
dD jt ph jt ,k ¨ α, h jt ¨ BD jt´1q ď C.
This allows us to conclude that
dh1, jt´1¨D jt pβ, g ¨ αq “ dD jt pβ, h jt,k ¨ αq ą C,
since Di K D jt for i ă jt. Thus, we obtain β ‰ g ¨ α.
It remains only to prove the claim. We proceed by induction on ℓ. Suppose that
for some 1 ď ℓ ă t we have already successfully shown that
dD jℓ ph jℓ`1,k ¨ α, BD jℓ´1q ď C.
Then, we have
dD jℓ ph jℓ ,k ¨ α, h jℓ ¨ BD jℓ´1q ď C.
The choice of h jℓ implies that
dD jℓ pBD jℓ`1, h jℓ ¨ BD jℓ´1q ą 2C.
The triangle inequality then implies that
dD jℓ pBD jℓ`1 , h jℓ,k ¨ αq ą C.
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Theorem 7.1 then shows
dD jℓ`1ph jℓ ,k ¨ α, BD jℓq ď C.
Since Ds K D jℓ for all jℓ`1 ă s ă jℓ, the left hand side of this last inequality is
equal to
dD jℓ`1ph jℓ`1`1,k ¨ α, BD jℓq,
which establishes the claim. 
7.2. Parametrizing the quantifier–free type of a pair of elements. For w PW,
we let w´1 be the result of writing the letter occurring in the expression for w in
reverse order, and by replacing each occurrence of g P G with g´1. It follows by
definition that Rwpx, yq if and only if Rw´1py, xq.
Lemma 7.3. LetN be a model ofM. Suppose we are given two elements a, b P N,
and let u and v be reduced words such that R˚upa, bq and R
˚
v pa, bq. Then u » v.
Proof. Wewill writeD Ď D0 as before. We proceed by induction on Orpuq‘Orpvq.
If the concatenation uv´1 is not reducible, then either both u and v contain only
elements from G, or else Lemma 7.2 leads to a contradiction.
We may thus assume assume that uv´1 is reducible and that both u and v have
syllables coming from D. This means that there exist comparable elements D, E P
D such that u » u0D and v » v0E. In view of Lemma 5.19, take c such that
R˚u0pa, cq and R
˚
Dpc, bq and d such that R
˚
v0
pa, dq and R˚Epd, bq.
Without loss of generality we can assume that E Ď D. Consider first the case in
which R˚
D
pc, dq. Then R˚
u0Dv
´1
0
pa, aq. By virtue of Corollary 5.20, there exists a word
w Ď u0Dv
´1
0
such that R˚wpa, aq. By Lemma 5.21, we necessarily have that rws ‰ r1s, which
contradicts Lemma 7.2. The remaining possibility is that E “ D and R˚u1pc, dq
for some u1 P WpDq. In this case, applying the induction hypothesis to the pairs
pa, dq P N2 and pu0u1, vq PW
2 instead of pa, cq and pu, vq yields u0u1 » v0, which
implies
u “ u0D » u0u1D » v0D “ v,
the desired conclusion. 
Definition 7.4 (δpa, bq). We denote the unique reduced class rus such that R˚upa, bq
by δpa, bq.
Observation 7.5. Given a, a1, a2 P N words in δpa, a2q are reducts of concatena-
tions of representatives of δpa, a1q and δpa1, a2q.
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Corollary 7.6. Given tuples a “ paiqiPI and a
1 “ pa1iqiPI of elements from N, we have
qftppaq “ qftppa1q if and only if δpai, a jq “ δpa
1
i, a
1
jq for all i, j P I. In particular,
the set δpa, bq determines the quantifier free type qftpa,bpAq.
Proof. Combining Lemma 7.3 and Corollary 5.20, we have that for any u P W,
the validity in N of Rupa, bq is equivalent to any representative of δpa, bq being a
reduct of u. Since the language under consideration contains only binary relations,
the result follows. 
8. Weakly convex sets and their extensions
The goal of this section is to establish a certain technical result, Lemma 8.16,
which will allow us to establish a suitable version of quantifier elimination and
stability for ThpMq. The essential point is to apply Theorem 2.19.
We will work in the universe N of a fixed, sufficiently saturated model N of the
theory ThpMq.
An expression such as xA will denote the (possibly infinite) tuple of variables
pxaqaPA. The expression qftp
xApAq will denote the quantifier-free type of A with xa
in place of a P A. That is, this is a type that for all pairs a, a1 P A contains a formula
Rupxa, xa1q in case Rupa, a
1q holds, and the formula  Rupxa, xa1q otherwise.
Definition 8.1. We say that a subset A Ă N is weakly convex if
‚ The set A is a union of orbits, i.e. aG Ă A for all a P A.
‚ For all pairs a, a1 P A lying in the same connected component, and an arbi-
trary representative w P δpa, a1q ĂW, there exists a strict sequence from a
to a1 which is entirely contained in A.
PSfrag replacements
aG
a
a1
a1G
Figure 2. Definition 8.1. Weak convexity asserts the existence of
the dotted path.
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Definition 8.2. Given A Ă N, an element a0 P A, and a domain D P D, we
let pDa0 ,Apx, yAq be the type stating that RDpx, ya0q but  Rupx, yaq for all a P A and
u P WpDq. We say that b is step D away from A if there is a0 P A such that
N |ù pD
a0 ,A
pb, Aq. In such a setup, we will refer to a0 as a basepoint for b in A.
Lemma 8.3. For all choices of sets A of parameters, basepoints a0 P A, and do-
mains D P D, we have that the type pDa0,A is consistent.
Proof. This can be shown using the same argument used to prove that R˚
D
px, yq is
consistent in Corollary 6.3. Specifically, we need
N |ù p@y1, . . . , ykqpDxqRDpy1, xq ^
kľ
j“1
ľ
uPWpDq
 Rupy j, xq.
Given arbitrary mapping classes tg1, . . . , gku on a surface S and B P N, there exists
a pseudo-Anosov mapping class h such that the curve graph translation length of
g´1
i
h is at least B for all i, whence the lemma follows easily. 
We will refer to the following lemma as the gate property.
Lemma 8.4. Suppose that A Ă N is weakly convex and that b P N is one step D
away from A, with basepoint a0. Then for all a P A, the class δpb, aq is the unique
equivalence class of reduced words generated by pD, δpa0, aqq without using move
(C). In particular, if Rupb, aq for some u PW and if a P A, then there is a domain
E P D occurring in u such that kpEq ě kpDq.
We remind the reader that kpEq is the maximal length of a strictly ascending
chain of proper, nontrivial subdomains of E. In the case that the languageD ‰ D0
is restricted, we of course insist that these subdomains lie inD.
Proof of Lemma 8.4. Let a P A and let u P δpa0, aq. Suppose that in the process
of reduction of Du to δpb, aq, some cancellation takes place. Then one can write
u » Du2 “ u
1 (cf. Remark 5.18). Since A is weakly convex, there is a strict u1–path
a0, a1, . . . , ak “ a
that is strictly contained in A. Observe that RDpb, a1q holds by transitivity of RD.
If we have R˚Dpb, a1q, then we would have δpb, aq “ rDu
1s, which contradicts our
assumption that no cancellation occurs. Otherwise, the point a1 P A witnesses
N ­|ù pD
a0 ,A
pb, Aq. 
Given a set A Ă N and b P N, we write
Orpb, Aq “ mintOrpδpb, aqquaPA.
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If Orpwq “ Orpb, Aq and tb “ b0, b1, . . . , bku a strict w–sequence from a to some
bk “ a P A, then we say that b¯ is a minimizing sequence from b to A and w a
minimizing word from b to A.
Given two sequences s, s1 of points in N, we say that they fellow travelwith each
other if the G-orbits of points in the sequences coincide. Given w,w1 PW we say
that w ” w1 if it is possible to obtain one from the other by applying the moves
tpCmpq, pSwpq, pRmq, pAbsGqu
and their inverses.
Observation 8.5. If w » w1, then for any strict w–path p, there is a unique strict
w1–path p1 between the same endpoints that fellow-travels with p.
The proof of the following lemma is straightforward, and we omit the proof.
Lemma 8.6. Let w be a reduct without cancellation of a word of the form Dv, where
v is reduced. Then one of the following holds:
‚ There exists some w1 P rrwss of the form uDu1, where u K˚ D and where
uu1 P rrvss. In particular, uu1 is reduced.
‚ There exists some w1 P rrwss of the form uEu1, where u K˚ D, where D Ď E,
and uEu1 P rrvss.
We write rws K D if w1 K D for some w1 P rws. Similarly, we write rws K˚ D if
w1 K˚ D for some w1 P rws.
Definition 8.7. We say that a reduced word w PW is a left (right) normal form if
w has at most one occurrence of a letter from G, and it is the leftmost (rightmost)
letter, which we refer to as its G–term.
Lemma 8.8. Given a reduced w PW, there exits a unique left (right) normal form
w1 P rrwss. Given two left (right) normal forms w ” w1, we can pass from one to
the other by an iterated application of pSwpq. If w K˚ D, then w1 K˚ D, where here
w1 is the corresponding left (right) normal form.
The proof of Lemma 8.8 is straightforward.
Lemma 8.9. Let rws be an equivalence class of reduced words and let D P D. The
following are equivalent:
(a) w1 K D for all w1 P rws in left (right) normal form;
(b) rws K D;
(c) For all w1 P rws, we have ThpMq $ p@x@yq Rw1px, yq Ñ RDKpx, yq.
Proof. The implication paq ñ pbq is clear. For pbq ñ pcq, notice that the conclusion
is clearly true for w1 “ w. Since
ThpMq $ p@x@yqRupx, yq Ø Ru1px, yq,
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for all pairs of equivalent (reduced) words u, u1, the conclusion follows.
Let us now show implication  paq ñ  pcq. Assume there exists w1 P rws in
normal form such that w M D. One of the following two cases occurs.
(1) D K E for any E P D occurring in w, but the G–term of w is not in
Stab`pDq.
(2) There exists a E P D occurring in w such that E M D.
The first case is in clear contradiction with (c), since under this assumption we
have
ThpMq $ @x@y Rw1px, yq Ñ  RDKpx, yq.
Consider the second case. Write w “ gu where u P D˚. There is some α P D
which is not orthogonal to some E appearing in u. By Lemma 7.2 there exists an
h P G such that Rup1, hq, such that hpαq ‰ g
´1pαq. The element h1 “ gh satisfies
Rwp1, h
1q. ButM |ù  RDKp1, h
1q since h1 does not fix α, contrary to pcq. 
Observation 8.10. If w is the reduct of a concatenation of words v1, v2 where rvis K
D, then rws K D.
The following is a consequence of Lemma 8.8 and Lemma 8.9, which is a natural
refinement of Observation 8.10.
Lemma 8.11. Given a reduced w PW and D P D, we have rws K˚ D if and only
if for any w1 P rws there exists some w2 P rrw1ss such that w2 K˚ D. The same
conclusion holds with K˚ replaced by K.
Proof. Suppose that rws K˚ D. Lemma 8.9 implies that w1 K D for the left (right)
normal form of w. None of the letters in w1 can absorb D, since by Lemma 8.8, they
all appear in some u ” w with u K˚ D. 
Lemma 8.12. Let D P D and let v,w PW be reduced words such that v,w K˚ D.
Then for any reduct u of vw, there is u1 P rruss such that u1 K˚ D. That it, g K D for
all g P G appearing inD, and E K˚ D for all E appearing in u1.
Proof. We may assume that the reduction of vw does not involve the inverse of a
composition move (Cmp). Notice that the application of any other move to a word
u preserves the property u K D. It is also clear that moves of type
tpSwpq, pCmpq, pAbsĂq, pAbs“q, pAbsGqu
applied to u preserve the property u K˚ D. Given g K D and E K˚ D, we necessar-
ily have g´1pEq K˚ D, so that orthogonality is preserved by moves of type (Jmp) as
well. Finally, notice that if E K˚ D, then v K˚ D for all v PWpEq. Indeed, v K D
and D Ę E1 for any E1 P D with E1 Ĺ E. 
50 VALENTINA DISARLO, THOMAS KOBERDA, AND JAVIER DE LA NUEZ GONZA´LEZ
Definition 8.13. Given D P D, a set of parameters A, and a basepoint a0 P A, we
define:
conKA pa0,Dq “ta P A | δpa0, aq K
˚ Du
tconKA pa0,Dq “tag | a P con
K
A pa0,Dq, g P Gu.
Lemma 8.14. If A is weakly convex , then so is tconKA pa0,Dq.
Proof. Let C0 “ con
K
A pa0,Dq and C “ tcon
K
A pa0,Dq. We have the following sub-
lemma:
Lemma 8.15. For all choices of c, c1 P C0, for all reduced u P δpc, c
1q, and for all
strict u-paths p from c to c1 in A, there exists a u1 P rruss and a strict u1-path p1 from
c to c1 that fellow travels with p, and that is entirely contained in C0.
Proof. Let w1 P δpc, a0q and w2 P δpa0, cq both be strongly orthogonal to D. Notice
that δpc, c1q is a reduct of w1w2 and that wi K
˚ D by definition, so that Lemma 8.12
implies the existence of a u1 P rruss such that u K˚ D. By Observation 8.5, there
exists a path p1 from c to c1 of type u1, which fellow travels with u. On the one hand,
p1 is clearly contained in A, since A is a union of G–orbits. On the other hand,
for an arbitrary point b appearing in p1, we have that δ “ δpa0, bq is a reduct of
the concatenation of w´1
1
with an initial segment of u1, both of which are strongly
orthogonal to D. A further application of Lemma 8.12 yields δ K˚ D, and thus
b P C0. 
Now, let c, c1 P C, let u P δpc, c1q, and let g, g1 P G be arbitrary. Choose d, d1 P C0
such that Rgpc, dq and such that Rg1pc
1, d1q. The reduced word
v “ g´1ug1 P δpc, dq
lies in in δpd, d1q. By Lemma 8.11, there exists a v1 P rrvss together with a v1–path
p1 from d to d
1. On the other hand, p1 fellows travels with a unique strict v–path p2
from d to d1, which is entirely contained in C “ C0G. Dropping the first and last
points in p2 yields a strict u–path from c to c
1 which is entirely contained in C. 
The following is the key technical result of the entire paper, and establishes the
back–and–forth property needed to prove quantifier elimination inM.
Lemma 8.16. Let A Ď N be a weakly convex set of cardinality less than κ, let
a0 P A be a basepoint, and let D P D. Let C0 Ă C be the set of parameters given
by C0 “ con
K
A pa0,Dq, and write C “ tcon
K
A pa0,Dq. Consider the type:
qDa0,ApxC , yAq :“ p
D
a0,A
pxa0 , yAq Y qftp
xCpCq Y qftpyApAq Y tRDpxc, ycq | c P C0u.
The following conclusions hold:
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(i) Given A2 “ pa2qaPA – A inside an arbitrary κ–saturated model of ThpMq
and a10 such that a
1
0A
2 |ù pDa0 ,A, there exists a copy C
1 of C extending a10 such
that C1A2 |ù qD
a0,A
.
(ii) The type qD
a0,A
implies the quantifier-free type of pxC , yAq. That is, it deter-
mines its isomorphism type in any model of ThpMq.
(iii) A tuple C1A2 satisfying qD
a0,A
in an arbitrary model of ThpMq is weakly
convex as a set.
Before giving the proof of Lemma 8.16, we explain its meaning. The type
pD
a0 ,A
pxa0 , yAq is the type of a new basepoint, whose role is analogous to that of
a0 P C0. The tuple yA corresponds to a copy of A, which is thought of as the
“original” copy of A. The type qftpxC pCq corresponds to a new copy of C in the
x–variables. The type qftpyApAq corresponds to the original copy of A in the y–
variables, and the type
tRDpxc, ycq | c P C0u
says that each point in the new copy of C0 (in the x–variables) is D–related to the
corresponding point in the original copy of C0.
Proof of Lemma 8.16. Item (i) is a particular instance of Lemma 5.23, and follows
from the consistency of the relevant types.
For (ii), let pc, aq P C ˆ A. By Corollary 7.6, it suffices to show that qDa0,A com-
pletely determines the value of δpxc, yaq. Now, for arbitrary choices of g P G and
c, d P N, the type δpcg, dq is completely determined by δpc, dq. By virtue of this
and Lemma 8.4, it is enough to prove that
qDa0,ApxC , yAq $ p
D
A,cpxc, yAq
whenever c P C0.
So, suppose that we are given C1 and A2 such that
C1A2 |ù qDa0,ApxC , yAq.
Clearly, RDpc
1, c2q for any c P C0. Now, assume for a contradiction that there exists
a c P C0 and a P A such that δpc
1, a2q “ rus for some u P WpDq. Then we have
that δpa1
0
, a2q is a reduct without cancellation of both
rDδpa10, a
2qs “ rDδpa0, aqs
by Lemma 8.4, and of
rδpa10, c
1qus “ rδpa0, cqus.
Now, the definition of C0 implies that δpa0, cq is strongly orthogonal to D. Since
u PWpDq, we have that if D is annular, then any domain occurring in u is empty.
It follows that D cannot occur in rδpa0, cqus in the case where D is non-annular, and
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D cannot be absorbed by any domain occurring in rδpa0, cqus. This contradicts the
assumption that δpa10, a
2q is a reduct without cancellation of Dδpa0, aq.
Now consider part (iii). We need to show that for all pairs of elements e1
1
P C1
and e2
2
P A2 corresponding to points e1 P C and e2 P A respectively, and for
all w P δpe1, e2q, there exist a strict w–sequence from e
1
1 to e
2
2 which is strictly
contained in C1A2. By replacing e1 by an element in its G–orbit, we may clearly
assume that e1 P C0. We know that δpe
1
1
, e2
2
q is the result of reducing Dδpe1, e2q
without cancellation.
Suppose first that D is not absorbed by any domain occurring in δpe1, e2q. By
Observation 8.5 and Lemma 8.6, we may assume that w is of the form uDu1, where
u K˚ D and where
v “ uu2u1 P δpe1, e2q.
Here, the word u2 is absorbed by D. Let td1, . . . , dku be a uu
2u1–path in A, with d1 “
e1 and dk “ e2, and let di and d j denote the points in this sequence corresponding
to the final letters of u and u2 respectively. Notice that
td1, . . . diu Ă C,
since u K˚ D. Thus, we may consider the paths
td11, . . . , d
1
iu Ă A
1, td2j , d
2
j`1, . . . , d
2
ku Ă A
2.
Since u2 PWpDq, we have that d1i and d
2
j are strictly D–related, so weak convexity
holds for these points and the word w.
Finally, we suppose that D is absorbed by a domain in δpe1, e2q, so that we may
assume that prior to application of the absorption move pAbsĂq, the word w is of
the form uDEu1, so that we may write
w “ uEu1 P δpe1, e2q “ δpe
1
1, e
2
2q,
with u K˚ D. Note that u may not be strongly orthogonal to E. Retaining the
notation that d1 is the terminal point in a u–sequence in C1 starting at e1
1
and that
d2 is the initial point of a u1–sequence terminating at e22, we have that RDpd
1, f q and
REp f , d
2q for a suitable point f P C1A2. We have that REpd
1, d2q already, so that the
resulting path in C1A2 is in fact a w–path, as desired. 
9. Relative quantifier elimination and ω-stability
We are now ready to prove some of the main results of this paper. We in-
clude this section for completeness, as the arguments are nearly identical to those
in [BMPZ17].
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9.1. Relative quantifier elimination. Our preliminary result on quantifier elimi-
nation is as follows.
Theorem 9.1. The quantifier-free type of a weakly convex set of a model of ThpMq
determines its type.
Proof. We will show that given two ω-saturated models N1 and N2, the collection
of partial isomorphisms between weakly convex subsets ofN1 andN2 has the back–
and–forth property.
Let N and N 1 be two given ω-saturated models of ThpMq. Let φ : A – A˜ be a
given isomorphism between two weakly convex sets, each of which is the union of
finitely many G-orbits, and let and c P NzA. We will show that the map φ extends
to a partial isomorphism φ˜ : B Ñ B˜, where here B and B˜ are both weakly convex
and B contains a. Notationally, we will write that φ sends a P A to a˜ P A˜.
By a straightforward induction on the length of a minimal path from c to A, we
may assume that c is a step D away from A over a basepoint a0, for a suitable D and
a0. By Lemma 8.3 and the fact thatN
1 is ω-saturated, there exists c˜ P N1 such that
N 1 |ù pDa0,Apc˜q.
Part (i) of Lemma 8.16 yields realizations B and B˜ of of qDa0,A inN andN
1 extending
cA and c˜A˜ respectively.
Both B and B˜ are weakly convex by item (iii) of Lemma 8.16. Finally, item (ii)
furnishes a unique extension of φ to φ˜ : BÑ B˜. 
9.2. ω–stability. LetN be anω–saturated model of ThpMq as before. Given a, b P
N, we define Orpa, bq “ Orpδpa, bqq. We say that a0 P A is a basepoint for b in A if
Orpb, a0q “ Orpb, Aq.
The following lemmas are straightforward.
Lemma 9.2. Let A Ă N be a weakly convex set, and let a0 P A be a basepoint
for a point b P NzA. Let w P δpb, a0q, and suppose that b
1 is the penultimate
point in a strict w–sequence from b to a0. Suppose furthermore that R
˚
Dpb
1, a0q for
D P D. Then b1 is D–step away from A with basepoint a0. Moreover, for any weakly
convex set B containing ta0u Y A as constructed by Lemma 8.16, the element b
1 is
a basepoint for b in B.
Lemma 9.3. If A Ă N is weakly convex and if a0 P A is a basepoint for b P NzA,
then for all a P A, the class δpb, aq is the unique equivalence class of reduced words
that can be obtained by reduction from δpb, a0qδpa0, aq without using the move (C).
Proof. This follows from repeated application of Lemma 9.2. 
We obtain the following corollaries.
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Corollary 9.4. Let N be a model of ThpMq, let A Ď N be weakly convex, and
let b, b1 P N. If there is an a0 P A that is a basepoint for both b and b
1 and if
δpb, a0q “ δpb
1, a0q, then tppb{Aq “ tppb
1{Aq.
Let w “ δpb, a0q. We write p
w
a0 ,A
for the type furnished in the corollary.
Proof of Corollary 9.4. First we get qftppb{Aq “ qftppb1{Aq by Corollary 7.6 and
Lemma 8.4. By Theorem 9.1, we have tppb{Aq “ tppb1{Aq. 
Theorem 9.5. ThpMq is ω-stable.
Proof. Let N be a sufficiently saturated model of ThpMq. We need to show that
given a countable set of parameters A Ă N, there are at most countably many dis-
tinct types in one variable over A. If A is weakly convex, this follows immediately
from Corollary 9.4, since there are only countably many choices for a0 and count-
ably many choices for δpb, a0q. For the general case, note that an arbitrary countable
subset of N is contained in a countable weakly convex set, by repeated applications
of the construction in Lemma 8.16. 
10. Quantifier elimination inM
In this section, we improve Theorem 9.1 to absolute quantifier elimination in
ThpMq. We retain notation from the previous section, so thatN denotes a countable
ω–saturated model of ThpMq. Denote by Nˆ the collection of all imaginaries of
the form rasD, where a P N and D P D. This includes elements of N under the
identification of the element a with rasH. Given some set A Ď N we denote by Aˆ
the collection of all the classes of the form rasD with a P A. Denote by xaclpAq the
intersection of acleqpAq with Nˆ.
Given D P D and a P N we let xrasDyG be the collection of all classes of the form
ra1sE, where a
1 “ ag for some g such that D Ď gpEq. Notice that
xrasDyG Ď dcl
eqpa, bq.
Lemma 10.1. If ra1sE with a
1 “ ag for some g P G such that D Ę gpEq, then the
orbit of ra1sE under the action of the group of automorphisms of aG which preserve
rasD is infinite.
Proof. Indeed, let h P G. There is a unique automorphism φh of the orbit aG
sending a to ah, which sends ak to ahk for any k P G. In particular, if we let
Q “ Stab`pEKq then φhpa
1q “ φhpagq “ ahg and φh1pra
1sEq “ φhpra
1sEq if and only
if hgQ “ h1gQ, i.e. if and only if ph´1h1qg P Q, i.e., if and only if h´1h1 P Qg
´1
“
Stab`pgpEqKq. 
Suppose we are given a weakly convex set B and a minimizing path p from a
to B, with basepoint b0 P B. We denote by Hpp, Bq the collection of all weakly
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convex sets that are furnished by concatenating one-step extensions along p as in
Lemma 8.16. The following is an easy observation which is left to the reader:
Observation 10.2. Let P and B be as above and let P1 be a path (of the same length)
which fellow travels with P. ThenHpP, Bq “ HpP1, Bq.
Given a strict path P from a P N to b P N we shall writeHP in place ofHpP, bGq
and given two points a, b we will write Ha,b for the union of HP where P ranges
among all strict paths between a and b.
Observation 10.3. Given two w-paths with endpoints ab and a1b1 respectively, an
iterated application of Lemma 8.16 yields the existence of an isomorphism between
any H P HP and any H
1 P HP1 sending ab to a
1b1. Thus, P ” P1 by relative
quantifier elimination.
Lemma 10.4. Suppose that we are given strict minimizing path P of type w between
a point a P N and a weakly convex B with basepoint b0. Then:
(1) For an arbitrary H P HpP, Bq and c P H there exist
tc1 P cG, c0 P H, b1 P Bu
where c0 lies in strict paths from a to b0 and from a to d1, where
δpb0, b1q “ δpc0, c1q K δpc0, b0q,
and where both δpc0, b0q and δpc0, c1q have representatives inD
˚.
(2) Let c, c1 P H be such that δpa, cq “ δpa, c1q and such that the corresponding
points b1 and b
1
1
can be taken to be equal. Then we have c1 “ cg for some
g K δpb, b0q and g K w2.
Proof. We may assume that δpa, bq XD˚ ‰ H. Assume that P is given by
a0 “ a, a1, a2, . . . , ak “ b0,
where RDipai, ai`1q.
By induction, we may assume the result holds for given data in which the path
is of length strictly smaller than k. Set Hk :“ B and for 0 ď i ď k ´ 1, let Hi
be a one-step extension of Hi´1 of type Di through ai with basepoint ai`1 so that
H0 “ H.
Both statements are clearly true for c P Hk. It remains to show that the validity
of the statement for all pairs c, c1 P H j´1 implies its validity for c, c
1 P H jzH j´1 as
well.
Pick c P H jzH j´1. There exists c˜ P cG and d P H j´1 such that δpa j, c˜q “
δpa j`1, dq K
˚ D j and has representatives inD
˚ and δpc˜, dq » D j.
By induction, we know that there are d0, d1 P H j`1 such that d1 P dG and such
that d0 lies in strict paths from a j to b0 and d1 respectively. Moreover,
δpd1, b1q “ δpd0, b0q K δpd0, d1q “ δpb0, b1q,
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and both δpd0, d1q and δpd0, b0q have representatives inD
˚.
Now, since δpa j`1, dq K
˚ D j there must be some d
1
0 P d0G such that
δpa j`1, d
1
0q K D j, δpd
1
0, dq K D j.
Since δpd0, d1q XD
˚ ‰ H, we may assume there is h P G such that d “ d1h and
d1
0
“ d0h.
By construction there is e1
0
P H jzH j´1 such that δpa j, e
1
0
q “ δpa j`1, d
1
0
q and
δpe10, c˜q “ δpd
1
0, dq. Consider c0 “ e
1
0h
´1 and c1 “ c˜h
´1, and let D1j “ hpD jq.
Notice that R˚
D1
j
pc0, d0q and R
˚
D1
j
pc1, d1q; similarly,
δpc0, c1q “ δpd0, d1q K
˚ D1j,
since δpd0, d1q K D
1
j
. The latter orthogonality relation implies that
δpc0, c1q “ δpd0, d1q “ δpb0, b1q K δpc0, b0q.
On the one hand, c0 is in a strict path from a j to c1. On the other hand, for
w P δpd0, b0q, the word D
1
j
w must be reduced, by virtue of the minimality of P.
Therefore, it must lie in some strict path from a j to b0 as well.
Now let c1 P H jzH j´1 be such that δpa0, c
1q “ δpa0, cq and δpc
1, akq “ δpc, akq.
The previous paragraph shows that we may assume there is c1
0
P H j´1 such that
δpa j, c0q “ δpa j, c
1
0q, δpc
1
0, akq “ δpc0, akq,
and R˚
D
pc1, c1
0
q. The induction hypothesis implies that c1
0
P c0G. But then the con-
struction of H j from H j`1 implies that c
1 P cG. 
Definition 10.5. Given B, B1 Ď N we say that a map f : BÑ B1 is a homomorphism
if
δp f pb1q, f pb2qq ĺ δpb1, b2q
for any b1, b2 P B. If A Ď Bˆ, we say that f is an A–homomorphism if it preserves
each class in A.
Given A Ď Bˆwe say that B is strongly incompressible over A if all A–homomorphisms
f : BÑ B1 are isomorphic embeddings.
Lemma 10.6. Suppose A Ĺ B Ď N, where A is weakly convex . Then there is is a
homomorphic retraction f : B Ñ A. In particular, if B is weakly convex and tight
over some A Ď Bˆ, then any A-homomorphism from B to itself is an isomorphism.
Proof. We follow the proof of Lemma 7.11 in [BMPZ17]. We first note that there
is a homomorphic retraction from A to itself. Let A Ă H Ă N be a maximal weakly
convex subset that admits a retraction to A, and let C “ H X B. We claim that
C “ B. If not, let b P BzC. The Lemma 8.16 furnishes a weakly convex extension
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H1 of H containing b which retracts to H, and which by composition retracts to A.
This violates the maximality of H. 
Lemma 10.7. Given a strict path P from a P N to b P N, any H P HP is strongly
incompressible over ta, bu.
Proof. Let P denote the path a “ a0, a1, . . . , ar “ b. We may assume that the type
of P is a word P D˚. Consider an element H P HP, and let φ : H Ñ N be an
ta, bu–homomorphism. Let
H0 “ H,H1,H2, . . . ,Hr
be as in the proof of part 2 of Lemma 10.4, where here B “ bG. We will show that
φæHk is an isomorphism, by reverse induction. The base case k “ r is obvious. Now,
assume that φæHk is an isomorphism for k ą 0, and let δpak´1, akq “ D.
Now,
Hk´1 “ C˜0G Y Hk,
where ak´1 P C˜0. and where there is an isomorphism λ between C˜0 and
C0 :“ tc P Hk | δpak, cq K
˚ Du Ď Hk
such that c˜ is a step D away from Hk, with basepoint λpc0q, and with λpak´1q “ ak.
By the proof of Lemma 8.16, it suffices to show that φpcq is one step away from
φpHkq for any c P C˜0. Take an arbitrary c P C˜0, and assume for a contradiction that
there exists d P φpHkq such that
δpφpλpcqq, dq “ rus PWpDq.
Let
rws “ δpa, ak´1q, rw
1s “ δpak, bq.
We know that δpak, cq “ rvs for some reduced v K
˚ D. Let rv1s “ δpc, bq. By part 1
of Lemma 10.4, we know that vv1 is reduced and equivalent to w1. Let rus “ δpc, dq.
We may assume u P D˚. We then have that the words δpak, dq and δpd, bq are
reducts of vu and uv1 respectively. Lemma 10.4 also tells us that δpak, dqδpak, bq is
reduced. Necessarily, δpd, bq “ rv1s, since otherwise
rw1s “ δpak, dqδpd, bq “ rEw
2s
for some E Ď D, and the word wDw1 could not have been reduced.
Thus, we conclude that
Orpδpφpak´1q, bqq ď Orpvq ‘ Orpδpc, φpλpcqqqq ‘ Orpv
1q ă Orpδpak´1, bqq,
which since φ is a homomorphism, implies the contradictory statement
Orpδpa, φpak´1qqq ‘ Orpδpφpak´1q, bqq ă Orpδpa, bqq.
This concludes the proof 
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Corollary 10.8. Let P and P1 be strict w-paths between points a, b and a1, b1 re-
spectively, H P Ha,b and H P Ha1 ,b1 . Then there is an automorphism of N sending
P to P1 and H to H1.
Proof. By saturation and Observation 10.3 there is an isomorphic embedding φ :
H Ñ N sending P to P1. Now take a retraction π : N Ñ H1. Since φpHq is clearly
also strongly incompressible over a1, b1 the restriction of π to φpHq is an isomorphic
embedding. We claim that it is in fact surjective. Indeed, otherwise the retraction of
N onto πpφpHqq would yield an isomorphism between H1 and some proper subset
of itself, which is impossible since by construction H1 comprises only finitely many
G-orbits. Therefore the map π ˝ φ is an isomorphism between H and H1 sending P
to P1, which by relative quantifier elimination must extend to an automorphism of
N . 
We now adapt the concept of the wobbling path from [BMPZ17].
Observation 10.9. Given a reduced w PWXD˚, there is a (possibly disconnected)
D P D such that rus ˚ rws “ rws if and only if u PWpDq Y D. The domain D only
depends on the equivalence class of w.
We denote the domain D furnished by Observation 10.9 by LApwq. Given re-
duced words w and w1, we let w ≀ w1 :“ LApw´1q X LApw1q.
Lemma 10.10. Let
w “ D1D2 ¨ ¨ ¨Dk PW XD
˚
be a reduced word, and let
a0, a1, . . . , ak and a
1
0, a
1
1, . . . , a
1
k
be two strict paths of type w between two points a0 “ a
1
0 and ak “ a
1
k
. For each
1 ď i ď k, let
ui “ D1D2 ¨ ¨ ¨Di´1, vi “ DiDi`1 ¨ ¨ ¨Dk.
Then REipai, a
1
iq for any such i, where Ei “ ui ≀ vi.
Proof. Following the proof of Lemma 6.19 in [BMPZ17], we proceed by induction
on i ă k. Suppose first that i “ 1. Then we have that a1 and a
1
1
are related to a0 by
D1, so that RD1D1pa1, a
1
1
q. It follows that any reduced word w1 such that Rw1pa1, a
1
1
q
is absorbed by D1. Similarly, we have that
RD2D3¨¨¨DkDk¨¨¨D2pa1, a
1
1q,
since a1 and a
1
1
are related to ak by D2D3 ¨ ¨ ¨Dk. Since the word D2 ¨ ¨ ¨Dk is reduced
and
w1D2 ¨ ¨ ¨Dk » D2 ¨ ¨ ¨Dk,
we must have that w1 is fully absorbed by D2 ¨ ¨ ¨Dk. It follows that a1 and a
1
1
are
related by an E1 which is absorbed by both D1 and D2D3 ¨ ¨ ¨Dk.
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Now suppose that wi and wi`1 are reduced words such that
Rwipai, a
1
iq and Rwi`1pai`1, a
1
i`1q.
By induction, wi is fully absorbed by D1 ¨ ¨ ¨Di and by Di`1 ¨ ¨ ¨Dk. We may (up
to equivalence) write wi as a product w
1
iw
2
i , where w
1
i is left absorbed by Di`1 and
where w2i is orthogonal to Di`1 and is left absorbed by Di`2 ¨ ¨ ¨Dk. We therefore
have that Di`1wiDi`1 reduces to w
2
i Di`1Di`1, which then further reduces to wi`1. It
follows that wi`1 is a reduct of w
2
i yi, where yi is absorbed by Di`1.
Since RDi`2¨¨¨Dkpai`1, akq and since Di`2 ¨ ¨ ¨Dk is reduced, we have that yi must be
left absorbed byDi`2 ¨ ¨ ¨Dk. It follows then thatwi`1 is left absorbed byDi`2 ¨ ¨ ¨Dk.
Since w2
i
is orthogonal to Di`1 and is right absorbed by D1 ¨ ¨ ¨Di by induction, we
have that w2
i
is left absorbed by D1 ¨ ¨ ¨Di`1. Since yi is absorbed by Di`1, we see
that wi`1 is right absorbed by D1 ¨ ¨ ¨Di`1. The lemma follows. 
We denote the union of all the classes xraisDiyG for 1 ď i ď k together with
aG Y bG by Oscwpa0, akq. We write Oscpa, bq for the union of all Oscwpa0, akq, as
w ranges in δpa0, akq XD
˚. For general a, b P N we define Oscpa, bq by Oscpa1, bq
where a1 P aG is such that δpa, bq XD˚ “ H.
Observation 10.11. The definition of Oscpa, bq is independent of the choice of a1
as above.
Observation 10.12. We have Oscpa, bq Ď dcleqpa, bq
Proof. We may assume δpa, bq X D˚ “ H. Indeed, any e P Oscwpa, bq is in the
definable closure of some raisDi , where ai is the i
th step of some strict path of type w
from a to b, while in turn raisDi can be uniquely characterized as the Di class of the
ith step of some strict path of type w from a to b. Since any path of type w from a
to b is automatically strict, the latter can be expressed by a first order formula. 
Recall that acleqpAq stands for the collection of all imaginary classes whose orbit
under the point-wise stabilizer of A is finite. From the Lemma above we recover
the following corollary:
Corollary 10.13. Let a, b P N then Nˆ X acleqpa, bq “ Oscpa, bq. In particular,
Nˆ X acleqpa, bq Ď dcleqpa, bq.
Proof. It suffices to prove that xaclpa, bq Ď Oscpa, bq. We may assume that δpa, bqX
D˚ ‰ H. Let e P NˆzOscpa, bq. Let P be a strict path from a to b and pick some
H P Hp. If e R Hˆ, then we are done by Lemma 10.1. Assume now that e “ rcsE
with c P H. We know that there is some c1 of the form ch that occurs in some strict
path of type w1 ˚ w2 P D
˚ from a to b, where δpa, cq “ rw1s and δpc,w2q “ rw2s.
Let D “ w1 ≀ w2. Since rcsD R acl
eqpa, bq, it follows from Lemma 10.1 that the
orbit of e under the action of Stab`pDKq on the right on pcGq{RE is infinite. By
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Lemma 10.8, this implies that the orbit of e under Auta,bpNq is infinite and hence
e R acleqpa, bq. 
Given n0 P N and reduced w P W let p
w
n0 ,N
be the type furnished by Corollary
9.4.
Lemma 10.14. Given two reduced words w,w1 P W and n0, n
1
0
P N the equality
pw
n0 ,N
“ pw
1
n1
0
,N
holds if and only if there is g P G such that w1 » wg and RDgpn0, n
1
0
q,
where where D “ LApw´1q. In particular, in the situation above, we have
Orpwq “ Orpw ˚ δpn0, n
1
0qq.
Proof. We will limit ourselves to proving the direction from left to right, since
the converse implication follows easily from the associativity of reduction without
cancellation (see Corollary 5.22). Clearly, σppw
n0 ,N
q “ pw
σpn0q,N
, whence the last
claim follows.
The type pw
n0 ,N
implies that δpx, n10q » w ˚ δpn0, n
1
0q and the same holds after
exchanging the role of pw, n0q and pw
1, n0q. It follows that each of w,w
1 is an initial
sub-word of the other up to equivalence and thus Orpwq “ Orpw1q. As pwg
n0¨g,N0
“
p
wg
n0¨g, we may assume w “ w
1. In this case the result follows immediately from the
definition of LApw´1q. 
This, together with 10.13 implies that given a, b P N any acleqpa, bq–invariant
1-type (i.e. one invariant under all automorphisms fixing acleqpa, bq) is actually ab
invariant. In other words, we have:
Corollary 10.15. Given a, b P N all types in S 1pabq are stationary; that is, all such
types admit a unique non-forking extension to any set of parameters B Ą ta, bu.
The following is an adaptation of Proposition 7.21 in [BMPZ17]. Recall that the
notation w´1 for a word denotes the word obtained by writing the letters occurring
in it in reverse order, and inverting the group elements which appear.
Lemma 10.16.
(1) Suppose that we are given u, v,w P W such that uv reduces to w. Then
there are decompositions
u » u1α
´1s´1,
v » sβv1,
w » u1xv1,
where tα, β, xu pairwise commute, where x is properly right-absorbed by s,
where α is properly left-absorbed by v1, and where β is right-absorbed by
u1. These decompositions are unique up to permutations.
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(2) If we are given a, b, c P N such that
δpa, bq “ u, δpb, cq “ v, δpa, cq “ w,
then there is a strict path P of type w from a to c, a weakly convex set
H P Hp and a basepoint b0 of b in H such that:
δpa, b0q “ ru1s
δpb0, cq “ rxv1s
δpb, b0q “ rsαβs
We recall many of the details of the proof for the convenience of the reader.
Proof of Lemma 10.16. We first prove the existence of such a decomposition. Sup-
pose Rwpa, cq, that Rupa, bq and Rvpb, cq. We consider the collection of weakly con-
vex sets Hp containing both a and c. For a strict path P from a to c and let b0 be a
basepoint on P. Let
rw1s “ δpa, b0q, rw2s “ δpb0, cq, rys “ δpb, b0q.
We choose H P Hp and y in order to minimize Orpyq. This implies that no initial
and no terminal segment of y is contained in w1 ≀ w2.
We now have that yw´1
1
» u´1 and that yw2 » v. By Lemma 5.24, we have
unique decompositions
w1 » u1x
1θ, y » s´1
1
β, u » u1θs1,
where x1 and β commute, x1 is properly left-absorbed by s1, where θ is word made
up of pairwise commuting letters which commutes with both x1 and β, and where β
is right-absorbed by u1. Moreover, the only group elements occurring in these de-
compositions are the initial letter of u1 and the terminal letter of s1. By expanding u1
to include θ, we may assume θ is trivial. Expanding u1 further, we may also assume
that x1 is trivial. Analogously and by performing similar expansions if necessary,
we write
w2 » xv1, y » s2α, v » s2v1,
where x commutes with α, where x is properly right-absorbed by s2 and where α is
left-absorbed by v1.
Observe that y » s2α » s
´1
1
β. The minimality assumption on y (that is, no ini-
tial or terminal segment of y is contained in w1 ≀ w2) now implies that no terminal
segment of α can coincide with a terminal segment of β. It follows that all terminal
segments of α commute with β, whence α commutes with β and is a terminal seg-
ment of s´1
1
(cf. Lemma 5.3 of [BMPZ17]). Repeating this line of reasoning for β
and s2, we are able to write
s´1
1
» sα, s2 » sβ.
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We now claim that β and x are strongly orthogonal (in the sense that β and x
are orthogonal and no letter in x is absorbed by β). Were this not the case, we
would be able to write x » x1sx2, where x1 and β commute but where β does not
commute with s. We have that x is right-absorbed by s2, which implies that s must
be absorbed by β. It follows that s is right-absorbed by u1. Since x1 commutes with
β, we obtain that s commutes with x1. We thus see that w “ u1xv1 is not reduced,
which is a contradiction. It follows that x is properly right-absorbed by s.
We may now write
u » u1α
´1s´1, v “ sβv1, w “ w1w2 » u1xv1, y » sαβ.
We may assume that α is properly left-absorbed by v1. Were this not the case, we
obtain
α » α1η, ηv2 » v1,
where η is made up of pairwise commuting letters, where α1 is left absorbed by v2,
and where α1 commutes with η.
Since w2 » ηxv2, we apply Lemma 10.14 to assume that there is a basepoint b
1
0
in the path P such that Rηpb0, b
1
0
q. The word η is right-absorbed by y » sβα1η, we
may substitute
u1 ÞÑ u1η, v1 ÞÑ v2, α ÞÑ α
1, β ÞÑ βη,
in order to obtain new words tu1, v1, s, x, α, βu with the desired properties.
The uniqueness part of the lemma is mostly formal and is a reprise of the proof of
Proposition 7.21 in [BMPZ17]. The main point is that the classes of tu1, v1, x, α, β, su
are canonically defined from the classes trus, rvs, rus ˚ rvs “ rwsu, and hence are
unique up to permutations. We omit further details. 
The following is essentially the same as the proof of Corollary 7.22 in [BMPZ17].
The roles of Lemma 6.4 and Corollary 6.5 are played by Lemmas 8.16 and Theo-
rem 9.1.
Corollary 10.17. Given a, b, c P N, the type tppabcq is uniquely determined by
pδpa, bq, δpb, cq, δpa, cqq.
Proof. Let abc and a1b1c1 two triples of points such that
pδpa, bq, δpb, cq, δpa, cqq “ pδpa1, b1q, δpb1, c1q, δpa1, c1qq.
Lemma 10.16 yields weakly convex sets H P Ha,c and H
1 P Ha1 ,c1 , together with
basepoints b0 for b in H and b
1
0 for b
1 in H1, with the property that
δpb0, aq “ δpb
1
0, a
1q, δpb0, cq “ δpb
1
0, c
1q, δpb0, bq “ δpb
1
0, b
1q.
By Lemma 10.8, there is an isomorphism between H and H1 which sends b0 to
b10. An iterated application of 8.16 yields an extension to an isomorphism between
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weakly convex sets sending b to b1 so that tppabcq “ tppa1b1c1q by virtue of Theo-
rem 9.1. 
Theorem 10.18. ThpMq has absolute quantifier elimination.
Proof. By virtue of Proposition 7.6, it suffices to show that for all pairs of k–tuples
ta, a1u Ă Nk which satisfy δpai, a jq “ δpa
1
i
, a1
j
q for all 1 ď i ă j ď k, it is possible
to construct weakly convex sets A and A1 extending a and a1 respectively and an
isomorphism from A to B sending ai ÞÑ bi for all 1 ď i ď k. By a simple limit
argument, it suffices to show that given an isomorphism φ between subsets C and
C1 of N sending a pair of points pa, bq to pa1, b1q and given any w P δpa, bq, there are
strict paths p and p1 of type w from a to b and from a1 to b1 respectively such that φ
extends to an isomorphism
C Y pÑ C1 Y p1.
Given a strict path p0 of type w from a to b, let qpx, y, zq “ tppp0, a, bq. Note that
this type is uniquely determined by w.
We let p be a realization of qpx, a, bq independent from C, and p1 a realization of
qpx, a1, b1q independent from C1. Denote by ψ the unique isomorphism between p
and p1 taking a to a1 and b to b1. For c P C, we have that tppcabq “ tppφpcqa1b1q,
by Corollary 10.17. By Lemma 10.15, both tppc{abq and tppφpcq{a1b1q are station-
ary, which together with the fact that tppabpq “ tppa1b1p1q implies that tppcpq “
tppφpcqp1q. Since our language consists only of binary relations, this suffices to
show that φY ψ is an isomorphism. 
11. Morley rank
We now turn our attention to the problem of finding upper and lower bounds for
the Morley rank of types in ThpMpDqq for a givenD Ď D0 as in Definition 3.19.
Theorem 11.1. For any r ą 0 the Morley Rank of Mr is at most
`
r`1
2
˘
ωkpΣq, where
kpΣq is the length k of a chain connected domainsH “ D0 Ĺ D1 Ĺ D2 ¨ ¨ ¨ Ĺ Dk “
C inD.
Proof. LetN be aω-saturated model of ThpMq. Consider the collectionS of triples
of the form pw¯, b¯, v¯q, where
w¯ “ pw jq
r
j“1, v¯ “ pvi, jq1ďiă jďr
are tuples of of reduced words, and b¯ P Nr. To any τ “ pw¯, b¯, v¯q P S, we associate
the r-variable formula
ψτpxq ”
rľ
j“1
Rw jpx j, bq ^
ľ
1ďiă jďn`1
Rvi, jpxi, x jq,
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together with the ordinal
Orpτq :“
˜˜ à
1ď jďr
Orpw jq
¸
‘
˜ à
1ďiă jďr
Orpvi, jq
¸¸
.
It suffices to prove by induction that:
‚ RMpψτq ď Orpvq for any τ P X
By quantifier elimination, any type q P S rpNq containing ψτ except at most one
must contain a formula of one of the following forms:
‚ Rw1
j
px, bq where b P N and Orpw1jq ă Orpw jq for some 1 ď j ď r;
‚ Rv1
i, j
pxi, x jq for some proper reduct v
1
i, j
of vi, j and 1 ď i ă j ď r.
In both cases, q contains a formula of the form ψτ1 for some τ
1 P X with Orpτ1q ă
Orpτq. By induction, RMpψτq ď Orpτ
1q ă Orpτq and thus RMpqq ă Orpvq. It
follows from the characterization of the Morley rank of a type over N as its Cantor–
Bendixon rank as a point in the space S rpNq and that of a formula as the Cantor–
Bendixon rank of the corresponding clopen subset of S rpNq that RMpψτq ď Orpτq,
as desired. 
The Morley Rank can be also bounded from below using the same strategy as in
[BMPZ17] Throughout the discussionN will be the monster model of ThpMq.
Lemma 11.2. Suppose a P N and let B Ď C Ă N be weakly convex sets. Then we
have a |!
B
C if and only if there is a basepoint for a in C that lies in B.
Proof. On the one hand, if there is a basepoint b0 P B, then by Observation 10.14,
we see that tppa{Cq extends to a global B-invariant type, and therefore a |!
B
C.
Assume now that no basepoint for a in C lies in B. By virtue of Lemma 10.14
this means that given a basepoint c0 for a in C, we have that
δpa, bq “ δpa, c0q ˚ δpc0, bq ‰ δpa, c0q
for all b P B. Let b0 be a basepoint for c0 in B, let rvs “ δpc0, b0q, and let rws “
δpa, c0q.
Suppose q “ q
δpc0 ,b0q
b0,N
pxq P S 1pNq is a B-invariant type extending tppc0, Bq, as
given in the previous paragraph. Let pciqiPω be a Morley sequence of q over B
starting with c0; that is, c j P N is chosen to witnesses the type qpxq|BYtcℓuℓă j .
For ℓ P ω, let pℓ “ q
w
cℓ ,N
. For ℓ ă j we have p j ‰ pℓ, since pℓ states that
δpx, c jq “ rws ˚ δpc j, cℓq “ rws ˚ prvs ˚ rv
´1sq ‰ prws ˚ rvsq ˚ rv´1s ‰ rws
by the associativity of ˚ (cf. Corollary 5.22). It is a standard fact that the sequence
ℓ is indiscernible over B (i.e. any two tuples with increasing indices have the same
type over B) and that this implies p0 is a forking extension of p0|B “ tppa{Bq.
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Since p0 is a non-forking extension of p0|C “ tppa{Cq by the previous paragraph,
necessarily tppa{Cq is a forking extension of tppa{Bq. 
Given v,w P W, we write v ăr
0
w if v » v0v1 and w » v0D, where v1 P
WpDq XD˚, and where none of the letters in v1 are contained in BD. We let ă
r be
the transitive closure of ăr0. Clearly ă
rĂă, so it is well-founded. Let Orr be the
corresponding foundation rank.
Any finite ăr descending chain starting at a word w gives rise to a chain of
extensions of any type pw
b0,B
, where B is weakly convex , which follows from an
iterated application of the following Lemma.
Lemma 11.3. Let a P N, and let B Ď N by a weakly convex set such that there is a
minimizing sequence of type wD from a to B. Let v PWpDq be a (possibly empty)
word such that wv is reduced. Then there is a weakly convex set B1 containing B
and a minimizing sequence of type wv from a to B.
Proof. We may assume that w PW XD˚. Suppose that
a “ a0, a1, a2, . . . , ar “ b0 P B
is a minimizing sequence of type w from a to B and pick a1 P N such that δpa, a1q “
rvs. Notice that a1 must be one step D away from B with basepoint b0, just like
ar´1. Let B
1 be one-step extension of B through a1. We claim that for any strict
w-sequence
a1r´1, a
1
r, . . . , a
1
s “ a
1
from ar´1 to a
1, the resulting sequence
a0, a2, . . . , ar´1, a
1
r, . . . , a
1
s
is a minimizing sequence from a to B1.
Suppose not. Since vw is reduced, we have that there exists a b1 P B
1 such that
δpa, b1q “ rw
1s, with Orpw1q ă Orpwvq. Since
rw1s “ rws ˚ rvs ˚ δpa1, b1q,
this can only take place if at least one cancellation move is used in the reduction
process. The fact that v K D, together with the assumption that none of the letters in
v1 are contained in BD, implies that such a cancellation involves a letter in δpa
1, b1q,
together with a letter in w. It follows easily that this contradicts the minimality of
the original sequence a0, a1, . . . , ar. 
Recall that in the ω-stable context, a type extension p Ă q is non-forking if
and only if RMppq “ RMpqq. It follows that the foundation rank (on the class of
complete types over varying sets of parameters) of the relationă f , given by q ă f p
if and only if q is a forking extension of q (known as theLascarU-rank) bounds the
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Morley rank of a type from below. Putting this information together with Lemmas
11.2 and 11.3 yields some lower bounds on the Morley Rank.
Corollary 11.4. Let b P N and let B Ď N be weakly convex . Then we have
RMppw
b,B
q ě Orrpwq. In particular,
OrpR˚Dpx, aqq “ OrpRDpx, aqq “ OrpDq
for any D P DztCu, and
RMpx “ xq “ ωkpDq.
IfD “ D0, then
RMpx “ xq “ ω3g`b´2,
where g is the genus of the underlying surface Σ, and b the number of punctures.
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