Crowdsourcing has become an emerging data collection paradigm for smart city applications. A new category of crowdsourcing-based urban anomaly reporting systems have been developed to enable pervasive and real-time reporting of anomalies in cities (e.g., noise, illegal use of public facilities, urban infrastructure malfunctions). An interesting challenge in these applications is how to accurately predict an anomaly in a given region of the city before it happens. Prior works have made significant progress in anomaly detection. However, they can only detect anomalies after they happen, which may lead to significant information delay and lack of preparedness to handle the anomalies in an efficient way. In this paper, we develop a Crowdsourcing-based Urban Anomaly Prediction Scheme (CUAPS) to accurately predict the anomalies of a city by exploring both spatial and temporal information embedded in the crowdsourcing data. We evaluated the performance of our scheme and compared it to the state-of-the-art baselines using four real world datasets collected from 311 service in the city of New York. The results showed that our scheme can predict different categories of anomalies in a city more accurately than the baselines.
INTRODUCTION
This paper presents a new Crowdsourcing-based Urban Anomaly Prediction Scheme (CUAPS) to address the urban anomaly prediction problem for smart cities. Urban environment (e.g., air, noise, river) and infrastructures (e.g., buildings, roads, parking lots) are essential parts of a wellfunctioning city and monitoring their conditions has recently received a significant amount of attentions [3, [9] [10] [11] . With the ubiquity of Internet connectivity and the proliferation of smartphones, crowdsourcing has become an emerging data collection paradigm for smart city applications (e.g., Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. location-based services, environment monitoring, information distillation) [3] [4] [5] [6] . Along this trend, a new category of crowdsourcing-based urban anomaly reporting systems have been developed to allow common citizens to report, track, and comment on the urban anomalies they encountered in their daily lives (e.g., noise, illegal use of public facilities, urban infrastructure malfunctions). An interesting challenge in these applications is how to accurately predict an anomaly in a given region of the city before it happens. Accurate prediction of anomalies can help the governments and communities to effectively prevent anomalies from happening or handle them efficiently if they happen [7] .
Several technical challenges exist in order to solve the anomaly prediction problem by exploring the crowdsourcing data from common citizens in a city. First, Sparse Crowdsourcing Data: the crowdsourcing reports are often sparse and incomplete since people may not report anomalies all the time at all places in a city. Furthermore, some of their reports miss important information (e.g., time, location, description of the anomaly) and hence are less useful. Thus, it is difficult to predict the anomaly of a given region from the crowdsourcing data from that region alone. Second, Uncertain Geographic Dynamics: anomalies in different geographic regions of the city often have very different probability distributions (e.g., the distribution of noise reports in a downtown subdivision is likely to be different from the one of a quiet subdivision in the suburb). Therefore, it is also not a trivial task to use crowdsourcing reports from one region of the city to predict the anomaly of another.
To address the above challenges, we develop a new Crowdsourcing-based Urban Anomaly Prediction Scheme (CUAPS) to predict the anomaly in a given region of a city by exploring both spatial and temporal information embedded in the crowdsourcing data. In particular, we first develop a Bayesian inference model to identify dependent regions in terms of their anomaly distributions. Then we derive an optimal abnormal state prediction scheme that predicts the anomaly in a region from both its own historical data using a Markov model and the data from its dependent regions. Finally, we evaluate the CUAPS approach using four real-world 311 service datasets collected from the city of New York. The evaluation results showed that our scheme can predict different categories of anomalies in a city more accurately than the state-of-the-art baselines.
In summary, our contributions are as follows:
• This paper addresses the problem of urban anomaly prediction using crowdsourcing data that is publicly available. (Section 2)
• We develop a principled framework (i.e., CUAPS scheme) that allows us to derive an optimal solution to accurately predict the anomaly of each region in a city by exploring the dependency of anomaly occurrence between different regions and the historical anomaly distribution of an individual region. (Section 3)
• We perform experiments to compare the performance of our CUAPS scheme with the-sate-of-the-art baselines using real-world data sets collected from 311 service in New York. Experimental results demonstrate that the proposed approach outperforms existing methods in terms of prediction accuracy. (Section 4)
PROBLEM FORMULATION
In this section, we formulate the problem of urban anomaly prediction using crowdsourcing data. In particular, we consider a set of X geographic regions of a city, which are indexed by i = 1, ..., X and each region has Yi anomalies till time slot K (i.e., the time slot before the predicted slot). We further define the following inputs to our model.
• Definition 1. Anomaly Trajectory. A trajectory T ri of region i is an anomaly trace reported by the crowd in chronological order, e.g., T r = l1 → ... → lz → ... → lZ , where each reported anomaly consists of a geospatial coordinates and a timestamp, i.e., lz = (latitude, longitude, timestamp).
• Definition 2. Abnormal State Vector. We define the abnormal state vector ASX×K to represent if there exists reported anomaly of each region in K time slots. In particular, AS i,k = 1 denotes that there exists a reported anomaly in kth time slot and AS i,k = 0 otherwise.
• Definition 3. Temporal Vector. For each region, we define the temporal vector t∆ i as the time difference of consecutive anomalies in that region. This feature has also been considered in [2] .
For each region, we consider two features (i.e., the number of anomalies Yi and temporal vector t∆ i ) in a Bayesian inference model. In our model, the anomaly distribution of each region belongs to one of C clusters (which are indexed by c = 1, ...C). Each cluster consists of regions with similar anomaly distributions. We assumes the Multinomial distribution for each cluster and use a common Dirichlet prior to accommodate the possible difference in anomaly distributions between regions within the same cluster.
The problem of inferring the urban anomaly prediction using crowdsourcing data is formulated as follows: given the anomaly trajectory T ri till time slot K (T ri,K ) of each region in a city, the goal is to predict the unknown abnormal state of all regions in the next time slot K + 1. Formally, we compute:
CROWDSOURCING-BASED URBAN ANOMALY PREDICTION
The developed CUAPS consists of three components: Clustering Dependent Regions, Markov Trajectory Estimation and Optimal Anomaly Prediction. We will discuss each component in detail in this section. Figure 1 shows an overview of the CUAPS. 
Clustering Dependent Regions
We first cluster similar regions based on the number of anomalies and temporal vector features discussed in the previous section. In particular, we iteratively update hyperparameters of each cluster distribution (i.e., γ and η) and the cluster assignment (i.e., e) in the Bayesian inference model until convergence.
Updating Cluster Hyperparameters
To update cluster hyperparameters, we maximize the likelihood function Pr(Y, t∆|γ, η, e) with respect to γ and η respectively. Note that adjusting γc only affects the likelihood with respect to Yi of regions in cth cluster. Therefore, we are equivalently maximizing i,e i =c Pr(Yi|γc, e) and compute the maximum likelihood update for γc given the anomalies distribution Yi of regions in cth cluster. Similarly, we are equivalently maximizing i,e i =c Pr(t∆ i |ηc, e) and compute the maximum likelihood update for ηc given the temporal distribution t∆ i of regions in cth cluster. Formally, the step of updating cluster hyperparameters can be written as follows: Finding the maximum likelihood updates for γc can be derived from the two-step process from a Dirichlet-multinomial distribution [8] .
Updating Cluster Assignments
Based on the updates of cluster hyperparamters, we adjust the cluster assignment ei by maximizing the likelihood function. Note that varying ei only affects the likelihood with respect to region i. Thus, maximizing the likelihood function Pr(Y, t∆|ei = c) is equivalent as:
To compute Pr(Yi|ei = c), note that it is the probability of drawing Yi from a Dirichlet-Multinomial distribution with know parameters γc and ηc. [8] provides the solutions for cluster assignments.
Markov Trajectory Estimation
We consider a the abnormal state transition of each region follows a Markov model. For simplicity, we assume the state in the predicted slot (AS i,k+1 ) only depends on its previous state (AS i,k ) in this paper. We noted that we could also consider multiple previous states to predict the current state.
In a Markov model with binary variables (i.e., the value of AS i,k are binary), two transition probabilities are enough to describe the system dynamics: (i) P0,1: the probability that AS i,k changes its state from 0 to 1 and (ii) P1,0: the probability that AS i,k changes its state from 1 to 0. The probability P0,0 that AS i,k remains in the 0 state in the next time-slot can be easily computed as P0,0 = 1 − P0,1.
Given a state trajectory, and the probability of its initial 0 state P 0 0 or 1 state P 0 1 , we can compute its probability. For example, if the state trajectory is 1, 0, 1, the joint probability of the state sequence is P 0 1 · P1,0 · P0,1, where P1,0 and P0,1 are the transition probabilities. Then we use the transitional probabilities we learned from the last K time-slots to predict the state of time slot K + 1.
Optimal Anomaly Prediction
We define regions within the same cluster as dependent regions. For each region, we use N ei to represent the set of its dependent regions. Using the Markov model discussed above, we can estimate the next state (i.e., K + 1th time slot) of each region (i.e., AK i,(K+1) ). Based on the outputs of the above two components, we can estimate an optimized state value of each region by leveraging its dependency with other regions and its individual abnormal state trajectory. In particular, we define the objective function of our problem as follows:
where i is the index for the dependent regions of region i and AK i,(K+1) * is the optimized inference of (K + 1)th state of region i. AK i ,(K+1) is the state inference from Markov model. Here, the goal is to find the AK i,(K+1) * for every region that minimizes the defined objective function. This optimization problem can be solved in linear time using weighted median algorithm.
EVALUATION
In this section, we conduct experiments to evaluate the performance of the Crowdsourcing-based Urban Anomaly Prediction Scheme (CUAPS) scheme on four real world datasets we collected from 311 service in New York City (NYC). We demonstrate the effectiveness of our proposed scheme on this dataset and compare the performance of our scheme to the state-of-the-art baselines. In the rest of this section: (i) we present the experiment settings and evaluation metrics we used in our experiments. (ii) We introduce the state-of-the-art baselines and present the evaluation results that demonstrate the CUPAS scheme can predict different categories of anomalies in a city more accurately than the compared baselines.
Experiment Setups and Evaluation Metrics

Dataset Statistics
311 is NYC's non-emergency service platform. This platform allows people to complain things happened around them by texting, phone call or mobile app. Each complaint record is formatted as: (complaint category, latitude, longitude, timestamp). The complaint categories in our four collected datasets are Noise, Blocked Driveway, Illegal Conversion Of Residential Building (ICRB) and Illegal Parking respectively. The time duration of the collected 311 complaints from Jan 2014 to Mar 2015. In NYC, we use road segments with a level from L1 to L5 as major roads to partition the entire city, which resulting in 862 regions [12] . Then each 311 complaint can be mapped to one of these regions. We note that the data is very sparse in an individual region, which makes the anomaly prediction problem a very challenging task. The statistics of these datasets are summarized in Table 1 . 
Evaluation Metric
In our evaluation, we use the following metrics to evaluate the estimation performance of the CUAPS scheme: Precision, Recall, F1-measure and Accuracy. Their definitions are given in Table 2 . 
Evaluation of Our Scheme
In this subsection, we evaluate the performance of the proposed CUAPS scheme and compare it to the state-ofthe-art techniques as follows:
• Bayesian Inference with Ground Truth (BIGT): it uses Bayesian model to cluster dependent regions and applies ground truth information of dependent regions to predict anomaly in a given region.
• Markov Model (MM): it uses the Markov model to predict current state of the system from the transitional probabilities learned from the state trajectory of a region. • Gaussian Processing (GP): it is a nonparametric approach to predict the abnormal state of each region by exploring temporal features [1] .
• Random: it randomly guesses the next abnormal state of each region.
Evaluation Results
In our evaluation, we evaluated the above schemes using the data from Jan 2014 to Sep 2014 to training data to predict the abnormal state of next day. To accommodate some baselines that need a small fraction of ground truth labels as inputs, we set the percent of ground to be used as 20%. The evaluation results of Noise, Blocked Driveway, Illegal Conversion Of Residential Building (ICRB) and Illegal Parking in Table 3 . We observe that CUAPS outperforms the compared baselines in most of the evaluation metrics: it predicts correctly the most number of next abnormal states while keeping the falsely reported one the least.
CONCLUSION
In this paper, we developed a Crowdsourcing-based Urban Anomaly Prediction Scheme (CUAPS) to accurately predict urban anomalies for smart city applications. The CUAPS allows us to derive an optimal solution to accurately predict different categories of anomaly at different regions in a city. It explores both the dependency of anomaly occurrence between different regions and the historical anomaly distribution of an individual region. We evaluate our new scheme on four real-world datasets collected from 311 service in the city of New York. The results showed that our scheme outperforms state-of-the-art baselines in terms of prediction accuracy.
