Abstract. Replay is an important technique in program analysis, allowing to reproduce bugs, to track changes, and to repeat executions for better understanding of the results. Unfortunately, since re-executing a concurrent program does not necessarily produce the same ordering of events, replay of such programs becomes a dif cult task. The most common approach to replay of concurrent programs is based on analyzing the logical dependencies among concurrent events and requires a complete recording of the execution we are trying to replay as well as a complete control over the program's scheduler. In realistic settings, we usually have only a partial recording of the execution and only partial control over the scheduling decisions, thus such an analysis is often impossible. In this paper, we present an approach for replay in the presence of partial information and partial control. Our approach is based on a novel application of the cross-entropy method, and it does not require any logical analysis of dependencies among concurrent events. Roughly speaking, given a partial recording R of an execution, we de ne a performance function on executions, which reaches its maximum on R (or any other execution that coincides with R on the recorded events). Then, the program is executed many times in iterations, on each iteration adjusting the probabilistic scheduling decisions so that the performance function is maximized.
grams is based on analyzing the logical dependencies among concurrent events and requires a complete recording of the execution we are trying to replay as well as a complete control over the program's scheduler. In realistic settings, we usually have only a partial recording of the execution and only partial control over the scheduling decisions, thus such an analysis is often impossible. In this paper, we present an approach for replay in the presence of partial information and partial control. Our approach is based on a novel application of the cross-entropy method, and it does not require any logical analysis of dependencies among concurrent events. Roughly speaking, given a partial recording R of an execution, we de ne a performance function on executions, which reaches its maximum on for debugging sequential deterministic programs. In these programs, a speci c input vector always generates the same execution, so the task of replay is relatively easy, provided that the input vector is recorded. This approach, of recording the input vector and re-executing the program, does not work on concurrent programs, where the same input vector can generate many executions of the program, as a result of the different scheduling of concurrent events. Replay of a concurrent execution from its recorded trace is a widely used and extensively researched approach for analyzing and debugging concurrent behaviors. To overcome the problem of different scheduling, replay of a concurrent program is achieved by rst recording an execution, and then enforcing the same order of events during the replay.
Existing work on replay of concurrent programs is based on analyzing the logical order between concurrent events and assigning time-stamps to events that need to be executed in a particular order. The idea of applying time-stamps to express logical order between events was rst introduced in the seminal work of Lamport [15] . Lamport introduced the happened-before relation between concurrent events, which imposes a partial order on these events. A system of logical clocks is then used in order to capture this relation by assigning time-stamps to all concurrent events in the computation, consistent with the logical dependencies between these events. The computation of timestamps for ordering of concurrent events is studied and improved upon in several works (see, for example, [3, 14, 21, 18, 19, 1] ), where the order of events determined by timestamps is used for replay of programs. Replay of multi-threaded Java programs, which are inherently concurrent, is studied by Choi et al., who suggest methods for ef cient recording of concurrent events and control of the Java scheduler in order to replay the recorded execution (see, for example, [5] ). Here also, the logical dependencies between events are analyzed in order to construct a correct logical schedule, which is then used for replay.
The major drawback of the existing approaches to replay of concurrent programs is that they all study deterministic replay, that is, replay that has full control over the scheduler and follows a complete recording of a previous execution. In order to implement deterministic replay, it is necessary to record the events that are crucial for de ning the logical order between all concurrent events. There are several works that attempt to reduce the size of the trace as much as possible [16, 20] . However, there exists a minimal subset of events that is crucial for the correct logical order, and this subset has to be recorded in order to allow replay. Moreover, in replay, there has to be a full control over the scheduler, since even a slight change in the order of concurrent events can lead to deviation from the recorded execution and inability to resume replay. In realistic settings, both requirements, of full recording and full control over the scheduling, are often impractical. Software today incorporates third party code and library code of which we have no control, code is loaded at runtime, and due to standardization and open environments it is impossible to have control over all concurrent events. Moreover, due to space and performance considerations and the fact that often recordings of executions are created by the customer, getting a recording of an execution that is complete enough to determine logical order is unlikely. Finally, these approaches do not address a common debugging scenario, in which the user adds informative statements to the program before replaying it (usually print statements). These statements affect the existing happened-before relation and the control over the program, and thus the program cannot be replayed based on the previously computed order of concurrent events.
In this paper, we study the problem of approximate replay, that is, replay in presence of incomplete recording and only partial control over the concurrent events, and where a program under test is modi ed before it is replayed. We present a novel approach to replay that is based on the cross-entropy method and the adaptation of this method to testing of concurrent programs. The cross-entropy (CE) method is a generic approach to rare event simulation [24] . It derives its name from the cross-entropy (or the KullbackLeibler distance), which is a fundamental concept of modern information theory [13] . It is an iterative approach based on minimizing the cross-entropy or the Kullback-Leibler distance between two probability distributions. The CE method was motivated by an adaptive algorithm for estimating probabilities of rare events in complex stochastic networks [22] . Then, it was realized that a simple modi cation allows to use this method also for solving hard combinatorial optimization problems, in which there is a performance function associated with the inputs. The CE method in optimization problems is used to nd a set of inputs on which the performance function reaches its global maximum, where the input space is assumed to be too large to allow exhaustive exploration.
The method is based on an iterative sampling of the input space according to a given probability distribution over this space. Each iteration consists of the following phases:
1. Generate a random sample of the inputs according to a speci ed probability distribution.
2. Update the parameters of the probability distribution based on the sample to produce a better sample in the next iteration, where better is chosen according to the prede ned performance function.
The initial probability distribution is assumed to be a part of the input. A sample is evaluated according to a prede ned performance function. The procedure terminates when the best sample, that is, a sample with the maximal value of the performance function (or, if the global maximum is unknown in advance, with a suf ciently small relative deviation), is generated. The CE method is used in many areas, including buffer allocation [2] , neural computation [7] , DNA sequence alignment [10] , scheduling [17] , and graph problems [23] .
In [4] , we adapted the cross-entropy method to testing of concurrent programs. Informally, such programs induce a large control-ow graph with many branching points, which allows us to view the testing setting as a variation of a graph optimization problem, with the input space being the space of all possible paths on the graph. While a serialized program can, in theory, have many points with non-deterministic decisions (for example, statements conditional on the result of coin-tossing), the most common example of such programs is concurrent programs. In concurrent programs, decisions about the order of execution of concurrent threads are made by the scheduler, and thus can be viewed as non-deterministic when analyzing the program. Our tool, ConCEnter, is based on the cross-entropy method, and was shown to be effective in nding rare bugs in multi-threaded Java programs. The most natural initial probability distribution over the space of all possible paths (and the one we use in [4] ) is the uniform distribution over edges on each node, meaning that at each decision point each enabled thread can make a step with equal probability.
In this paper, we adapt the cross-entropy method to replay of concurrent programs as follows. We de ne the distance D(e 1 , e 2 ) between two executions e 1 and e 2 in a way that re ects the distance between e 1 and e 2 on the control graph of the program. Then, we de ne the performance function S(e) over executions as −D(e, e rec ), where e rec is the recorded execution. Since the distance is always non-negative, the performance function S(e) reaches its global maximum on executions that are as close to the recorded execution as possible. Then, we apply the cross-entropy-based testing method (implemented in ConCEnter) in order to get an approximate replay of the recorded execution. In our approach, having only a partial recording of the execution or not having full control over the executions is handled naturally without any adjustments. The distance is computed based on the recorded events, and the probabilities of concurrent events over which we have control are adjusted according to the cross-entropy minimization computation. Moreover, our experimental results show that our method works even if the program is changed before replaying it, for example, by adding print statements (a common scenario for debugging).
As we discuss in Section 4.2, in replay we can use the recorded execution in order to compute an initial probability distribution over the space of all executions in a way that signi cantly improves the running time of ConCEnter compared to executing it on the same examples with the initial uniform distribution. We give edges that appear in the recorded execution the initial probability that is higher than their probability under the uniform distribution, and we adjust the probabilities of other edges accordingly.
We discuss the problem of losing diversity of the sample and the reasons why this problem is more pronounced in replay than in applications of cross-entropy based testing to bug searching. Essentially, the performance function based on the distance from a recorded execution has a very narrow global maximum (in fact, when the complete recording is available, the global maximum is reached on exactly one order of recorded events). This particular shape of the performance function increases the probability of missing the global maximum by converging to a local maximum or even to some random point. This problem, of losing diversity of the sample (and as a result, converging to a wrong point), is inherent for the cross-entropy method as well as for other methods that use iterative adjustments of the probability distribution, and it becomes more pronounced in replay, compared to testing for rare bugs. To overcome this problem, we use random injection at some of the iterations of the cross-entropy execution. Our method is inspired by simulated annealing, introduced in [11] . Simulated annealing is a general approach to nding good approximations for global optimization problems of functions in large search spaces. Essentially, in each iteration, simulated annealing replaces the current solution by a random nearby solution, chosen with a probability that depends on the number of previous iterations. The randomization decreases during the process, thus allowing it to converge. Roughly speaking, simulated annealing slows the convergence process by introducing an additional dimension of randomness. The effect is two-fold: rst, by slowing the convergence process, it increases the probability of it converging to the correct maximum 1 ; and second, by introducing more random-ness, it increases coverage of the search space, thus increasing the probability that a good solution will be eventually drawn. We achieve a similar effect by introducing random injection at some iterations, where the decision of whether to introduce a random injection depends on the relative standard deviation of the current sample.
We implemented replay with random injection in ConCEnter and tested it on multithreaded Java programs 2 . Our experimental results show that we are able to ef ciently produce a close replay even when we have only a partial recording of the execution. We compare the performance of ConCEnter with the performance of ConTest, a randomized tool for testing of concurrent programs developed at IBM [8] .
2 Preliminaries
The cross-entropy method in optimization problems
In this section we present a brief overview of the cross-entropy method for optimization problems. The reader is referred to [4] for more formal explanation and to the book on cross-entropy for the complete description of the method [24] . In our setting, we use the application of the cross-entropy method to graph optimization problems.
The cross-entropy (CE) method for optimization problems searches for a global maximum of a function S (called a performance function) de ned on a very large probability space. Since the exhaustive search is impossible due to the size of the space, the method works in iterations, each time drawing a sample from the space and adjusting the probability distribution for the next iteration according to the values of S on the sample.
In graph optimization problems, we are given a (possibly weighted) graph G = V, E , and the probability space is de ned on the set of paths in G represented by the sets of traversed vertices. The probability distribution is de ned by assigning probabilities to edges or vertices of the graph (depending on how the sample is drawn). This setting matches, for example, the de nitions of the traveling salesman problem and the Hamiltonian path problem in the context of CE method. This is also the setting which we use in this paper.
Programs as graphs
We view concurrent programs under test as control ow graphs, with nodes being synchronization points. We start with the de nition of a control ow graph of a single thread. We de ne a program location (PL) as a line number in the code of the program, and we assume that it uniquely de nes the state of a thread. In particular, this means that all loops are unwound to the maximal number of iterations and all function calls are embedded in the code of the main function. 3 We use t for the number of threads in the program.
where L i is the set of all program locations in the unwound code of the thread, E i is the set of edges such that v, u ∈ E i if a statement at location u can be executed immediately after the statement at location v, and µ i ∈ L is the initial program location of the thread.
De nition 2 (PLV). Program location vector (PLV
We say that at a given time m during the execution of the program, the execution is at PLV v iff for each i ∈ [t], v i is the next program location to be executed in thread i.
Clearly, the set of all PLVs is equal to the cross-product of the L i s.
De nition 3 (JCG). The joint control graph (JCG) of the program under test is a graph
V, E whose vertices are the PLVs. There is an edge in the JCG between vertices u and w if there exists an execution path in which w is the immediate successor of u.
Note that at each step only one thread executes. Therefore, the branching degree of each vertex is at most t. Since the code is unwound, every statement in it is executed at most once and the statements are executed in the increasing order of their program locations.
Therefore, JCG is a nite directed acyclic graph (DAG). The initial node of the JCG is a PLV which is composed of the initial PL µ i for each thread i. 
For a single execution of the program, we call the sequence of vertices of JCG that it visits an execution path in JCG.
The cross-entropy method for replay
We describe the problem of replay in concurrent programs as a graph optimization problem, where the program is represented as a graph, executions are paths on the graph, and the performance function reaches its maximum on the recorded execution. In replay, an input to the procedure is a (partially) recorded execution. The performance function is based on the distance between two executions. Our distance metric is somewhat similar to L 1 distance, also known as taxicab distance or rectilinear distance (see [12] ), and it expresses the distance between the paths on the control graph that correspond to the execution.
De nition 5. For two executions e 1 and e 2 of the same program P represented by paths π 1 and π 2 on the JCG of P , respectively, the distance D(e 1 , e 2 ) between e 1 and e 2 is de ned as the number of nodes that are present in one execution and absent from another. Formally, we have the following de nition:
1. Let L P be the vector of all nodes of the JCG of P (note that each node can appear only once in an execution because of unwinding). Let n be the length of We de ne the probability distribution on the set of executions by assigning probabilities to edges of the control ow graph. The initial probability distribution is either uniform or biased towards the recorded execution (see Section 3.1 for the discussion on the initial distribution). In each iteration i, we sort the sample X i = {X 1 , . . . , X N } generated in this iteration in ascending order of their performance function values. That
be the best q-part of the sample. The probability update formula in our setting is
where e ∈ E is an edge of the control ow graph that originates in the vertex v, Q(v) are the paths in Q(X i ) which go through v and Q(e) are the paths in Q(X i ) which go through e. Intuitively, the edge e competes with other edges that originate in v and participate in paths in Q(v). We continue in the next iteration with the updated probability distribution f . The procedure terminates when a sample has a relative standard deviation below a prede ned threshold parameter (usually between 1% and 5%), or an exact replay is achieved.
Smoothed updating and its importance for replay In optimization problems involving discrete random variables, such as graph optimization problems, the following equation is used in updating the probability function instead of Equation 1:
where 0 < α ≤ 1 is the smoothing parameter (clearly, for α = 1 we have the original updating equation). According to [6] , when the shape of the performance function makes convergence to the global maximum hard, it is advisable to use very low smoothing parameters, around 0.01, thus decreasing the rate of update of the probability distribution and therefore also the convergence rate. Slowing the convergence rate increases the probability of a sample to nd the global maximum, and hence is better for dif cult functions. In our experiments, setting the smoothing parameter to a very low value increased the running time by several orders of magnitude, thus rendering the method impractical for large programs. In this work, we use the method of random injection (see Section 3.2) to tackle the problem of convergence to local maximum, thus allowing us to use a relatively high smoothing parameter (in this work we are using 0.8 ≤ α ≤ 0.9).
Algorithm for Approximate Replay of Concurrent Programs
In this section we describe the algorithm that uses cross-entropy for approximate replay of concurrent programs and discuss random injection -the main change from the traditional cross-entropy method.
Algorithm
Given a (partially) recorded execution r of a concurrent program P , the algorithm outputs a set of executions of P that are the closest to r. In each iteration, the algorithm generates a set of executions based on the probability distribution table. The probability distribution table contains probability distribution on edges and is updated at each iteration. We consider two options for the initial probability table:
1. Uniform distribution, as in other applications of cross-entropy for testing.
2. Probability distribution biased toward the recorded execution. Here, we perform preprocessing of the probability distribution, assigning higher probability to edges that participate in the recorded execution.
In the classic cross-entropy setting, the initial probability distribution on an input space is a part of the input. In our setting, the probability space is on the set of all possible executions of the concurrent system under test, and there is no prede ned probability distribution on this space. In [4] , we start with the initial uniform distribution over the edges of the control ow graph, since this is the distribution that most accurately re ects the situation where the program runs without any intervention. In replay, however, the situation is different because the recorded execution is a part of the input. Thus, the initial distribution of executions for ConCenter does not need to be uniform it can be biased toward the recorded execution. The uniform initial distribution has the advantage of not requiring any special preprocessing before the start of the execution. An obvious disadvantage of a biased initial probability distribution is that it requires a preprocessing, however, as we show in Section 4.2, it signi cantly improves the convergence rate of the algorithm.
We assume that P is partially instrumented (this is needed for recording executions)
by adding callbacks at synchronization points. This enables the algorithm to stop the execution at these points and decide which edge is going to be traversed next (that is, which thread makes a move) according to the probability distribution table. At each iteration, the algorithm performs the following tasks:
1. The instrumented program P is executed a number of times suf cient to collect a meaningful sample. Executions are forced to perform scheduling decisions according to the current probability distribution on edges.
2. The executions are used in order to compute the new probability distribution (see Equation 1 and Equation 2).
3. If the current iteration satis es the criteria for random injection (see Section 3.2), the algorithm computes the probabilities of edges as a weighted average of the probabilities according to the cross-entropy method and a random injection of uniform distribution, where the weight of the injection is between 0.01 and 0.1. 4. The best execution e (the one with the maximum value of S r (e)) is compared with the best execution obtained so far and a new best execution is chosen.
The algorithm terminates when the collected sample of the current iteration has a sufciently small relative standard deviation (between 1% and 5%), or, alternatively, when we get the best replay, that is, an execution e for which S r (e) = 0. We note that there can be several best replays, depending on the level of instrumentation of the program and the level of control over the executions.
Step 4 of the algorithm is needed in order not to miss an exact replay if it is drawn before the best quantile of the sample converges.
Random injection
The concept of using random injection in order to prevent convergence to local maximum is not new and is used widely, for example, in simulated annealing [11] . Essentially, without a (sporadic) random injection, the sample might become uniform too soon and not reach the global maximum. The most common case of converging to a wrong result is when the sample converges to a local maximum. In replay, due to the unique shape of the performance function with a very narrow global maximum, there is also the phenomenon of converging to some value which is neither a local nor a global maximum. In this work, we examine several ways to add random injection to the algorithm without compromising its convergence. We describe our experiments in more detail in Section 4 and compare the effect experimental of applying different methods on the convergence and the convergence rate of the program.
Implementation and Experimental Results
We use our cross-entropy-based testing tool ConCEnter for checking our approach to replay of concurrent programs. We brie y describe ConCEnter and the way replay is implemented in it in Section 4.1. We describe the experimental setting in Section 4.2 and present our experimental results in Section 4.3.
Implementation
The cross-entropy-based testing tool ConCEnter is written in Java. Its structure is reected in Figure 1 , and we brie y describe each part of it below. Instrumenter is an instrumentation tool that adds callbacks at control points.
Decider receives a node v of the JCG of the program under test and chooses which thread is allowed to execute according to current relative probabilities RP (v) on the control graph edges.
Stopper: on callbacks from the instrumented code it stops the currently running thread using a mutex designated for this thread. Then, it calls notify() on the mutex of the thread that can execute next (based on Decider's decision).
Evaluator collects the edges of the JCG traversed by the execution path. At the end of each execution it computes the S value of the execution.
Updater updates the probability distribution table for the next iteration based on the computations of Evaluator.
During the execution, Decider and Evaluator collect big amounts of data. To minimize the sizes of the memory buffers for this data, it is periodically written to disk.
Description of the experimental setting
We performed several experiments on different metrics and different types of bugs.
The tests were written in Java version 1.5.0 and executed on a 4 CPU machine 64bit
Dual Core AMD Opteron(tm) Processor 280 with clock rate of 2.4GHz and 1MB
cache size each. The total memory of the machine is 8GB. The operation system it runs is GNU/Linux 2.6.9-42.0.3.ELsmp. In all examples, we executed the program once and recorded it using the instrumentation provided by ConTest. We then attempted to replay this execution with ConCEnter. For each program, we repeated the experiment of recording and replay 10 times; the reported numbers are the average numbers calculated on these executions.
Tuning of parameters for ConCEnter We checked the in uence of different parameters on the success and the convergence rate of replay. These parameters control the execution of ConCenter as follows:
1. Target relative standard deviation is the stopping condition: when the relative standard deviation of the sample reaches the target, the execution terminates.
2. Smoothing parameter is the weight of the new probability distribution in the weighted average with the previous probability distribution, as explained in Section 2.3.
3. Number of runs per series is the number of executions drawn from the space of all executions according to the current probability distribution on edges at each iteration.
4. Quantile size q is the best quantile of the sample according to the performance function (i.e,, for example, the best 10% of the sample used to recompute the probability distribution for the next step).
5. Target weight in initial distribution is the initial bias of the distribution toward the recorded execution, as discussed in Section 3.1.
6. Injection threshold is the relative standard deviation of the best q-part of the sample that triggers random injection in the next iteration.
7. Injection factor is the weight of the random injection in the sample.
8. Change of injection is the multiplicative factor applied to the weight of the random injection at each iteration (if the change of injection is 1, then the weight of the injection is constant during the whole execution).
9. Injection frequency is x if a random injection is added to each x-th iteration, provided that it satis es the criterion of the injection threshold.
In our setting, we performed the tuning of parameters manually, and the best values are presented in Table 1 . Clearly, manual tuning of parameters is time-consuming.
On the other hand, our experiments show that the best values of these parameters are approximately the same for all programs we applied our replay algorithm to, so we conjecture that in most cases tuning can be viewed as a one-time preprocessing task. It is also possible to let the algorithm to adjust these parameters automatically during the execution as described in Chapter 5 of [24] . 
Experimental results
In this section we describe the concurrent programs on which we checked the con- Table 1 . We also checked the effect of biased initial distribution on the second example (see the results below). Java 1.4 Collection Library Our real-life example is the Java 1.4 collection library that was used as a case study in [25] . This is a thread-safe collection framework implemented as a part of java.util package of the standard Java library provided by Sun Microsystems. We ran our experiments for all tests in this collection. The simplest tests IT est and M T LinkedListInf initeLoop converged in less than 5 iterations to 100% replay. The other tests in the library, MTListTest, MTSetTest, and MTVectorTest, converged to 90% replay after less than 5 iterations, and to 95% replay after less than 10 iterations.
The effect of biased initial distribution We experimented with the bias in the initial distribution ranging from 1 (probability 1 to choose the recorded execution), to 0.5 in steps of 0.2 and compared the results with the uniform initial distribution (that is, no bias toward the recorded distribution). The results presented in Table 3 are the average results over 10 executions, and it is easy to see that preprocessing of the probability We note that while the best results were achieved with the initial distribution that
gives the recorded edges probability 1, in real-life examples and especially when the program was modi ed before it is replayed, we should not start with such a distribution. This is because giving the recorded edges the probability 1 effectively eliminates the chance of choosing other edges. If the program is modi ed before it is replayed, the recorded execution might not be enabled at all, and thus the probability of choosing other edges should be greater than 0 to allow an approximate replay.
Changing the weight of injection In our experiments, we checked the in uence of injection on convergence of the cross-entropy based replay by varying the weight of injection from 0.01 to 0.1. We also checked the effect of different injection frequency, from 1 (each iteration) to 10. The best results, on all examples, were obtained with the weight of injection between 0.02 and 0.03, and injection frequency either 2 or 3.
Replay after program modi cation In order to simulate a common debugging scenario, we introduced print statements after each action on the shared variables in the examples from Java 1.4 Collection Library. The print statements are conditional on a random bit, i.e., executed with the probability 50% at each execution, and they were introduced after the execution was recorded, which corresponds to the scenario where an engineer attempts to debug a program by introducing print statements and then reproducing the bug. Table 4 shows that a replay that is 90% close to the recorded execution was achieved after less than 5 iterations.
Comparison with ConTest We compared our results to ConTest, where replay can be attempted by using the same random seed as in the recorded execution. We executed ConTest on the examples above, saved the seed of the random noise generator's decisions and attempted to replay the execution 100 times for each example. To compare the executions in ConTest, we checked the number of elements in the buffer after the execution terminates (that is, a looser criterion than an identity between executions). In buffer over ow, ConTest succeeded in 4 attempts, and in push-pop in 16 attempts (out of 100), even with such a permissive criterion of equivalence between executions. On the collection of program from the Java 1.4 Collection Library, ConTest did not achieve even an approximate replay. This is hardly surprising, since the same random seed does not guarantee the same scheduling of concurrent events.
Conclusions and Future Work
We presented an application of cross-entropy method to replay of concurrent programs.
To the best of our knowledge, this is the rst approach that does not require a full recording of the concurrent events in the execution and also allows only partial control over the repeated executions. Our approach also accommodates program changes between the recording and the replay. For example, adding print statements to the program before replaying it does not interfere with the replay. In future work, we will integrate other techniques into replay, such as clustering algorithms, simulated annealing, and other methods for updating the probability distribution. We also plan to integrate techniques from genetic algorithms, as there seems to be quite a signi cant common ground between them and cross-entropy, especially when cross-entropy is applied to reproducing a single event, such as in replay.
