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With the rapid growth in the amount of multimedia data available on the internet,
speaker diarization and person identification have been an important topics of
research in the recent years, with many practical applications in the area of
automatic labeling and indexing. This can be achieved using solely image based
information, speech information, or the fusion of multiple cues such as speech,
image, subtitles in the video, etc, which have been known to improve system
performance. In this thesis, we perform clustering and diarization experiments
on broadcast news video data, provided by the Finnish broadcasting company
YLE under the Next Media programme, financed by TEKES, the Finnish Funding
Agency for Technology and Innovation.
We first outline some algorithms based on the popular Hierarchical Agglomera-
tive Clustering algorithm and compare there performances using only the image
information, in the form of faces extracted, from the videos. Next, a speech based
diarization system, based on previous work and the speech recognition software
of the Aalto University, is experimented with and evaluated. Finally, some simple
combination techniques are documented. As can be seen, the different algorithms
have their own strengths and drawbacks, and the efficiency depends largely on
the problem to be solved.
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Chapter 1
Introduction
1.1 Setting the Context
In this section, we go through what Speaker Clustering (or, as is used inter-
changeably in this thesis, Diarization) is, a brief history of it and how useful
it is proving to be with all the applications that it has. A lot of the material
in this chapter is influenced by the excellent summarization provided by [3].
Automatic determination of the number of speakers, along with the speaker
turns, in a multimedia recording, more formally known as speaker diariza-
tion, has evolved to be an increasingly important and dedicated domain of re-
search. While speaker and speech recognition involves recognising a speaker’s
identity or the transcription of their speech, speaker diarization tries to an-
swer the question : ”who spoke when?”. This entails the identification of
each speaker within an audio stream, without any supervision, and also the
intervals of time during which each speaker is active. Being able to solve this
problem with high accuracy would benefit a variety of applications related
to audio and/or video document processing, such as information retrieval.
In real use cases, audio and/or video recordings often contain more than
one person, such as in telephone conversations, broadcast news, debates,
shows, movies, meetings, or even lecture or conference recordings. In such
cases, it is important to determine the number of speakers automatically, in
addition to the periods when each speaker is active. Some examples of the
application of speaker diarization include speech and speaker indexing, doc-
ument content structuring, speaker recognition, speaker attributed speech-
to-text, translation and Rich Transcription (RT), a community within which
the current state-of-the-art technology has been developed. Research was
originally within the telephony domain, and has subsequently spread to the
domain of broadcast news and conference meetings. Thus, speaker diariza-
1
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tion is an extremely important area of research.
The early work with telephony data, gave way to broadcast news be-
ing the main focus of research from the late 1990’s onwards, and the use
of speaker diarization was aimed at automatic annotation of TV and radio
broadcasts. While with the radio transmissions the diarization was done
only based on speech features, with the increase in the number of video clips
available online, and given the fact that human perception is multimodal
in nature, a lot of research has also been focussed on combining visual fea-
tures (face, lip, gestures are a few) with speech features to improve system
performance. These technologies have to meet demands such as indexing,
linking and/or summarization of live or archived audio/video transmissions,
and this can be done by exploiting several data streams (audio, video and
textual information) that are able to capture different kinds of information
which complement each other in the analysis of multimedia content. Through
speaker diarization, multimedia data can be structured in speaker turns, to
which linguistic content and other metadata can be added, for easy browsing
or retrieval.
Although this field has gained immense popularity in recent years, it is
still relatively nascent when compared to the well established areas of speech
and speaker recognition, or face recognition. Thus, there are still very many
opportunities for contribution and this thesis is a humble attempt to do the
same!
1.2 Motivation and Scope of the Thesis
In a nutshell, this thesis is aimed at providing outlines of two ways of person
clustering in audiovisual news broadcast videos, the first using only speech
features, and the second utilizing face images, and then experimenting with
simple methods of combination of the two. It aims to answer the following
broad questions:
• Is Hierarchical Agglomerative Clustering (HAC) [16] a good way to
perform clustering with features derived from face images? Can it be
improved by adding temporal and positional knowledge derived from
the frames of a video?
• How is the performance of HAC for speaker diarization (with MFCC
features) with suitable preprocessing (Voice Activity Detection (VAD)
[33] and initial segmentation [34])?
• How to combine the above processes into a single HAC framework?
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• What are the metrics which can be used to evaluate the aforementioned
systems?
In trying to answer the aforementioned questions, we wish to see how each
individual modality can be used to perform the clustering task by itself, and
whether there is any scope for improvement by simple fusions of the two.
Any improvement upon the fusion, at the cost of minimal computational
overhead due to it, is a step in the right direction and holds promise for
future explorations.
As for the methods of evaluation, they are no less significant than the
questions themselves, as whether the results are ’good’ or ’bad’ largely de-
pends on how they are interpreted. To give an example, a metric which
assesses cluster purity (by checking each data point in a cluster) is a correct
metric for evaluating the face clusters, whereas for the speaker diarization, a
correct metric is one which checks the fraction of speaker time that has not
been labelled correctly by the diarization process. Thus, the selection of the
evaluation metric completely depends on the final goal of the task at hand.
A good diarization system would be of immense use, in the context of
news broadcast videos, as the speaker clusters can be help tag the video,
depicting the time intervals when important people are speaking, for ease
of the viewers in browsing. While the system needs to have an acceptable
performance in both accuracy and speed, it does not need to operate online,
meaning that it can be used afterwards on the recorded videos.
1.3 Thesis Overview
Apart from this introduction, the rest of the thesis is arranged as follows:
• Chapter 2 provides a short review of existing literature for speaker
diarization and it’s applications.
• Chapter 3 contains the description of the methodologies related to the
face image based clustering. This means that the process for face im-
age extraction and filtering, and the various clustering algorithms and
measures have been defined in this chapter.
• Chapter 4 contains the description of the processes for the speech
based diarization, namely the extraction of the MFCC features, the
speech/non-speech detector (or the voice activity detector), the initial
speaker segmentation step and the final cluster combination process.
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• Chapter 5 describes a simple way to integrate the face features with
the speech diarization process.
• Chapter 6 provides a brief description of the data used, outlines the
metrics needed for evaluating the aforementioned systems and lists the
results of the experiments.
Chapter 2
Background
This chapter is aimed at providing a short review of literature relevant to
audiovisual speaker recognition techniques and applications.
Early work on audiovisual person recognition was dependent on the fact
that the person in the video is speaking and the features extracted from
audio and visual domain are associated with each other throughout the video.
However, this assumption is invalid for unconstrained videos. Unobtrusive
person recognition has been studied extensively using both face [50] and
voice-based [41] biometrics. In the video domain, approaches that use both
voice and face modalities have been shown to outperform unimodal methods
in noisy environments [7], [32]. The principal concept in these approaches is
to make use of the modality that is less effected by noise, thereby improving
system performance.
In [13], speaker recognition is addressed in the framework of clustering in
a generative setting, based on a finite mixture model which explores the idea
of non-uniform weighting of observations, and a weighted data mixture model
and the associated Expectation-Maximization (EM) procedure is introduced.
[18] also proposes clustering in a generative setting, to map the data to a
representation of the 3D scene-space, but uses binaural and binocular sensors
to gather both auditory and visual observations.
[28] outlines a Bayesian approach to speaker identification, where the
temporal sequence of audio and visual observations obtained from speech
and shape of the mouth are modeled using a set of coupled Hidden Markov
Models (HMM). The likelihood obtained from the CHMM is combined with
that obtained from an Embedded HMM which models the face features. The
likelihoods obtained are combined using some weights.
[25] outlines different integration schemes as to when the features should
be fused, namely, Early integration (EI), in which acoustic and visual speech
stimuli are synchronized and merged in some manner for joint learning and
5
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classification, Middle integration (MI), which attempts to learn and clas-
sify acoustic and visual speech cues independently, and Late integration
(LI), which assumes complete independence between the acoustic and visual
modalities.
Besides the above, [32] and [8] provide excellent overviews of audiovisual
speech recognition.
While the aforementioned literature is aimed at introducing and outlining
various novel methodologies for speaker identification using audiovisual infor-
mation, there is also significant literature dedicated to suggesting innovative
applications of the same.
[35] proposes a system which segments the face and the audio tracks
separately, and then combines them to find consistent one-to-one associations
between the face tracks and the speaker segments, for the purpose of celebrity
recognition in unconstrained web videos.
Speaker identification has also been used for movie content analysis. An
interesting method is provided in [24] wherein a likelihood-based approach is
first applied for speaker identification using pure speech data, and techniques
such as face detection/recognition and mouth tracking are applied for talking
face recognition using pure visual data, which are then integrated under a
probabilistic framework.
[27] talks about how audio-based speaker identification degrades severely
when there is a mismatch between training and test conditions and inves-
tigates various techniques to fuse video based speaker identification with
audio-based speaker identification; specifically, the techniques to optimally
determine the relative weights of the independent decisions based on audio
and video, to achieve the best combination.
As can be understood, the field of speaker identification has generated a
lot of interest amongst researchers in the past years, and there is still a lot
of scope for novel approaches.
2.1 Information Retrieval Research at Aalto
University
While speaker clustering research was set in motion with the work done in
[30], information retrieval has long been studied at Aalto University, with
the Self-Organizing Map (SOM) [19] being heavily used in the beginnings in
applications concerning spoken documents [21], images [22] and videos [38].
More recently, a lot of work has been done on the image based retrieval
front, such as improving it using gaze and speech [49] and text [39], in video
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retrieval [20] and in speech based retrieval, such as by using morphs for
retrieval [46]. Repeated participation and success in the TRECVID1 eval-
uations [15], [2], as well as the conceptualization of the Morpho Challenge
[48], for morpheme discovery, are only a few examples of Aalto University’s
dedication to information retrieval research.
1The TREC conference series is sponsored by the National Institute of Standards and
Technology (NIST) with additional support from other U.S. government agencies. The
goal of the conference series is to encourage research in information retrieval by providing a
large test collection, uniform scoring procedures, and a forum for organizations interested
in comparing their results. In 2001 and 2002 the TREC series sponsored a video ”track”
devoted to research in automatic segmentation, indexing, and content-based retrieval of
digital video. Beginning in 2003, this track became an independent evaluation (TRECVID)
with a workshop taking place just before TREC.
Chapter 3
Face Clustering
3.1 Face Detection and Filtering
3.1.1 Face Detection
The task of detecting faces from a video essentially translates to detecting the
faces present in, ideally, every frame of the video. Taking into account that
most videos have a frame rate of 24 frames per second or more, detecting faces
from every frame is a time-consuming task. For news broadcasts and similarly
’paced’ videos, which almost surely do not contain rapid scene changes within
them, detecting faces from every frame is unnecessary. Thus, for such types
of videos, faces may be detected from frames which are extracted at a much
slower rate, as compared to the frame rate of the video, without losing any
significant amount of information. This extraction rate has to be optimal, as
a high extraction rate will result in the increase in processing time, whereas a
low frame extraction rate will fail to capture all of the information available
in the video.
Once a frame has been captured, face-like regions are detected by running
the Viola-Jones detector [47] on it and keeping only those regions which are
reasonably sized. The argument for discarding small face areas, in this work,
is that the dataset consists of news videos, wherein important people, whose
faces should be effectively detected and clustered, will have close-up shots
and, hence, reasonably large face regions.
The face-like regions are saved with a label which contains two valuable
pieces of information: the time at which the face occurred in the video and
the positional coordinates of the bounding box which contains the face. This
information, in conjunction with the features extracted, will be used to en-
hance the efficiency of the clustering process. An example of the above is
provided and explained in the following figure.
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Figure 3.1: Face detection from a video frame (shown on top). The faces
extracted (shown below) are labelled such that they contain information
about the frame number and position.
Figure 3.1 shows a frame containing two faces (shown in red and blue
bounding boxes), which are extracted and suitably labelled. The label is of
the form:
fr<frame number> no<face number> pos<bounding-box coordinates>
where the bounding-box coordinates are formed by top-left and bottom-right
coordinates of the face bounding-box. Taking one label provided in Figure 3.1
and explaining, the label for the newsreader’s face reads ’fr209 no2 pos x1-
120 y1-434 x2-217 y2-531’, which implies that the face:
• has been extracted from frame number 209,
• is the second face in the scene, as detected by the Viola-Jones detector,
• is bounded by a box with coordinates (120,434) for the top-left corner
and (217,531) for the bottom-right.
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3.1.2 Filtering of Non-faces
Amongst all the face-like regions extracted from a video, some are erroneously
detected non-face regions (Figure 3.2). To reject these regions and perform a
clean-up, two filtering steps are performed. These two steps together form an
accurate filter to remove non-face regions. Feature extraction and clustering
is performed only on those images which pass through both of these steps
and, thus, get validated as a true face region.
Figure 3.2: Examples of false positives (non-faces detected as faces).
3.1.2.1 Skin-colour based Filtering
The first step is based on the observation that human skin colour can be used
to distinguish between face and non-face regions. It has been found that the
chrominance component of human skin has good clustering properties [12],
especially in the HSV and YCbCr colour-spaces.
To elaborate, the HSV colour space is the representation of the RGB
colour space in the cylindrical coordinate system, where the ’chroma’ (colour)
and the ’luma’ (light) components are distinguishable. ’HSV’ stands for Hue,
Saturation and Value, which are calculated as:
H = arccos
0.5(2R−G−B)√
(R−G)2 − (R−B)(G−B) (3.1)
S =
max (R,G,B)−min (R,G,B)
min (R,G,B)
(3.2)
V = max (R,G,B). (3.3)
The Hue component encodes the colour information or the ’chroma’,
whereas the Saturation component represents the degree of colour purity.
The Value is distinct from both Hue and Saturation, and stores information
about the ’luma’ or lighting. The Hue component of the skin-colour has
excellent clustering properties, as seen in Figure 3.3.
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Figure 3.3: Distribution of pixels for human skin in the HSV space, averaged
over 100 skin-patch images. It can be readily inferred from this figure that hue
and saturation properties of the human skin have good clustering properties.
Figure 3.4: Examples of skin-colour based segmentation.
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Using this property, each pixel in the image can be classified as a skin
pixel or a non-skin pixel, depending upon whether the HSV values of the pixel
are within the range depicted in Figure 3.3, where the hue value is between 5
and 25, and the saturation is between 90 and 150. After the pixels have been
labelled such, the fraction of the total pixels which qualify as skin pixels is
counted. If this fraction is not substantial, and less than a predetermined
threshold, the region is discarded as a non-face region. A good threshold has
been found to be 0.8, i.e., at least 80% of the region must comprise skin pixels
for it to be a face region. Some examples of skin colour based thresholding
are given in Figure 3.4.
3.1.2.2 Face Eigenspace based Filtering
The second step uses a simple PCA-based filtering algorithm [45] to get rid of
the remaining non-face regions which might pass through step 1. Here, a set
of example face images is chosen and projected to the ’face-space’ using PCA.
Then, a region is accepted as a face if the distance between its projection on
the ’face-space’ and itself is less than a threshold.
A subset is made from the faces extracted from the news broadcast videos,
for training, and PCA is performed on them, after mean-adjustment (Figure
3.5 shows the mean image). Then the largest eigenvectors, which explain
most of the variance, are kept. Let the mean face be denoted as Fmean and
the ith eigenvector as Ei.
Figure 3.5: Mean image.
A new face-like image, Fi is projected onto the face-space, so that:
Fip =
N∑
k=1
wkEk + Fmean (3.4)
wk = E
T
k (Fi − Fmean), (3.5)
where, N is the number of eigenvectors. In other words, the new face-like
image is mean adjusted, and reconstructed using the eigenvectors of the
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training set. The distance between the reconstructed image and the original
gives a measure of the ’faceness’ of the original:
D = ‖Fi − Fip‖. (3.6)
If this distance is less than a threshold, then Fi is classified as a face, otherwise
discarded as a non-face. Figure 3.6 shows some typical distances.
Figure 3.6: Typical distances for face and non-face images.
This method also gets rid of faces with occlusions. In the context of news
broadcast videos, wherein important people can be assumed to have clear
frontal or, at least, partially frontal views of their faces, faces with occlusions
can be disregarded as unimportant. These occluded face images, if present
during the clustering process, will act as noise and result in a lower clustering
efficiency.
3.2 Feature Extraction and Fusion
Gabor wavelets and Local Binary Patterns (LBP) have been two of the most
successful local appearance descriptors for face recognition. While LBP cap-
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tures small scale details, the Gabor features encode facial shape and appear-
ance information over a range of coarse scales. Both of these descriptors are
rich in information and hence chosen for experimentation. Their complemen-
tary nature also makes them suitable for feature fusion.
3.2.1 Gabor Features
The Gabor filter is a linear filter which is similar to the human visual system
in its ability to capture information about spatial orientation and signal
frequency. It is an excellent way to isolate and assess texture features. It
behaves like a band pass filter for the local spatial frequency distribution in
the texture. Since the pioneering work in [23], it has been widely used in face
recognition. The Gabor features are the result of convolving each image with
a bank of Gabor filters at various scales and orientations, and then taking
the absolute values of the results (also known as the ’energy image’).
Figure 3.7: Gabor filter bank for 5 scales (rows) and 8 orientations (columns).
Mathematically, the 2D Gabor filter is a Gaussian kernel modulated by a
sinusoidal plane wave [9]. There are many representations of the filters, the
most common, in context of face recognition, being:
φf,θ,γ,η(x, y) =
f 2
piγη
e−(α
2x′2+β2y′2)ej2pifx
′
, (3.7)
where
x′ = x cos θ + y sin θ and y′ = −x sin θ + y cos θ.
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Here, f is the central frequency of the sinusoidal plane wave, θ is the anti-
clockwise rotation of the Gaussian and the plane wave, and α, β control the
sharpness of the Gaussian along its axes. γ and η keep the ratio between the
frequency and sharpness as constant, where
γ =
f
α
and η =
f
β
.
Usually, a bank of filters, at several scales and frequencies, is used, instead
of a single filter, to most effectively capture all the available information
contained in a facial image. The most suitable filter bank, as past studies
suggest [42], uses 5 scales and 8 orientations (Figure 3.7).
Then, the Gabor feature for each image is the result of convolution of 40
Gabor filters with the image. Each such 2D output of convolution is concate-
nated row-wise to yield 40 different row vectors, which are then concatenated
to form one single high-dimensional feature vector for each image. While tak-
ing the result of convolution, which is a complex quantity, the absolute values
are considered.
3.2.2 Local Binary Patterns
Local Binary Patterns (LBP) [1][29] are simple texture features which label
each pixel of an image by thresholding its neighbourhood. The size and
shape of the neighbourhood to be operated upon can be varied. Apart from
the computational simplicity with which it can be calculated, LBP features
are quite ideal for our experiments as they are invariant to rotation and
robust against illumination and contrast changes. Mathematically, the LBP
operator has been described as:
LBP (xc, yc) =
7∑
n=0
2ns(in − ic). (3.8)
In this case, n runs over the 8-neighbourhood of a pixel c. ic and in are
the pixel values at c and n, and s(v) is 1 if v ≥ 0 and 0 otherwise. This is
illustrated in Figure 3.8.
These LBP operators are the basis of the face recognition method in [1]
where the face image is divided into regular grid, and histograms are made
from the LBP within each cell. Then, all these histograms are concatenated
to form a global high-dimensional descriptor vector for each image. This
more accurately captures the local properties of the image and makes the
LBP suitable for face recognition.
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Figure 3.8: The LBP operator.
3.2.3 Feature Fusion
Following the work in [43], which elicits the promise of combining two com-
plementary and heterogeneous feature sets, such as the LBP and the Gabor
features, in boosting the recognition rates, this paper also experiments with
fused features of the same type. As in [43], PCA is performed on the fea-
ture sets (LBP and Gabor) and ’significantly non-zero’ eigenvalues are kept
when reconstructing the data in a lower dimension. Then the each of the
PCA-reduced feature set is variance normalized and concatenated to form
the fused feature vector.
If x1, x2 are the different feature sets, U1, U2 are the matrices with the
significant eigenvectors of x1, x2 as columns, and µ1, µ2 are the means of x1,
x2, then the PCA projected data is given by:
y1 = U
T
1 (x1 − µ1) and y2 = UT2 (x2 − µ2). (3.9)
The combination is given by the z-score normalized concatenation:
z = (
y1
σ1
,
y2
σ2
), (3.10)
where σ1, σ2 are the standard deviations of y1, y2.
3.3 Face Clustering
Two commonly used methods of clustering are inspected and compared to a
variant, which incorporates positional and temporal information to enhance
the clustering efficiency.
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3.3.1 Clustering based on Gaussian Mixture Models
and the EM algorithm
Gaussian Mixture Models (GMM) are mixtures of two or more Gaussians,
which are linearly superposed. If suitably tuned, GMMs can model any data
distribution to an arbitrary degree of accuracy. A K-component GMM is
given by:
p(x) =
K∑
k=1
pikN(x|µk,Σk), (3.11)
where the constituent Gaussians have their own mean and covariance, mixed
with a degree pik known as the mixing coefficient, such that,
K∑
k=1
pik = 1, 0 ≤ pik ≤ 1. (3.12)
Before performing the Expectation-Maximization (EM) algorithm to fit
the GMM to the training data, it is important to define a few more variables.
A K-dimensional binary random variable z is defined, having a 1-of-K rep-
resentation, in which a particular element is 1 and all others are 0. Then,
p(zk = 1) = pik. (3.13)
Since z uses a 1-of-K representation, it can be written as:
p(z) =
K∏
k=1
pizkk . (3.14)
Similarly:
p(x|z) =
K∏
k=1
N(x|µk,Σk)zk . (3.15)
Having defined equations (3.14) and (3.15), another quantity, known as
’responsibility’, is now defined, which is conditional probability of z given x.
Using the Bayes’ theorem:
p(zk = 1|x) = γ(zk) = p(zk = 1)p(x|zk = 1)K∑
j=1
p(zj = 1)p(x|zj = 1)
. (3.16)
Putting the value of equations (3.14) and (3.15) in equation (3.16), and
writing the equation to represent the value of ’responsibility’ at each data
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point xn:
γ(znk) =
pikN(xn|µk,Σk)
K∑
j=1
pijN(xn|µj,Σj)
. (3.17)
Now, it is desired to find the values of pi, µ and Σ to ’fit’ the GMM to the
training data, thereby making it a problem of parametric density estimation.
An easy way to do it is to maximize the log-likelihood of these parameters,
given the data, and this is what the EM algorithm does. The log-likelihood
is given by:
L(pi, µ,Σ|X) =
N∑
n=1
log{
K∑
k=1
pikN(xn|µk,Σk)}, (3.18)
where K is the number of mixture components and N is the number of data
points.
The derivation of the EM algorithm is straightforward and proceeds by
differentiating equation (3.18) with respect to pi, µ, Σ, setting the results
to zero, and solving the resultant equations (see [5] for more details). The
outline of the algorithm is as follows:
1. Initialize values of mixing coefficients, means and covariances.
2. E-step: Evaluate responsibilities using equation (3.17) and the current
parameter values.
3. M-step: Re-estimate the parameter values using equations (3.19), (3.20)
and (3.21):
µnewk =
1
Nk
N∑
n=1
γ(znk)xn (3.19)
Σnewk =
1
Nk
N∑
n=1
γ(znk)(xn − µnewk )(xn − µnewk )T (3.20)
pinewk =
Nk
N
, (3.21)
where Nk is the number of points belonging to the k
th component.
4. Evaluate log-likelihood using equation (3.18) and check for convergence.
If not converged, return to step 2.
After convergence of the EM algorithm, each data point is assigned to a
cluster from 1 to K, depending on the probability of the point belonging to
that particular component Gaussian.
CHAPTER 3. FACE CLUSTERING 19
3.3.2 Hierarchical Agglomerative Clustering (HAC)
Hierarchical Clustering [16], simply put, tries to create a hierarchy of clusters.
There are two approaches which can be used, a top-down approach (Divisive
Clustering) and a bottom-up approach (Agglomerative Clustering). Agglom-
erative clustering works by placing each point in its own cluster and combin-
ing clusters, according to some similarity metric, until there is one cluster
left. Thus, it creates a cluster-tree, with different levels representing different
clustering outcomes. The divisive approach is the opposite, meaning that it
begins with all the points in one cluster, and proceeds by gradually dividing
the cluster into smaller clusters. The agglomerative approach is more widely
used because it is easier to understand and implement.
Figure 3.9: HAC algorithm performed on 6 faces
In Hierarchical Agglomerative Clustering (HAC), clusters are combined
based on some similarity measure. Three commonly used similarities are
single-link (SL), complete-link (CL) and average-link (AL) similarities, de-
scribed in the following equations:
SL(i, j) = min{d(a, b)∀a ∈ Ci, b ∈ Cj} (3.22)
CL(i, j) = max{d(a, b)∀a ∈ Ci, b ∈ Cj} (3.23)
AL(i, j) =
1
|Ci||Cj|
∑
a∈Ci
∑
b∈Cj
d(a, b), (3.24)
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where d(a, b) is the distance metric between points a and b, such that point
a belongs to cluster Ci, and point b belongs to cluster Cj. |Ci| refers to the
size of cluster Ci.
The process of HAC can be outlined as:
1. Calculate the distance matrix Ds for the data points in the dataset,
such that Ds(i, j) is the distance between the i
th and jth points.
2. Initialize the algorithm such that all the datapoints represent a single-
ton cluster.
3. Calculate similarity between clusters using any suitable similarity met-
ric (see equations (3.22), (3.23) and (3.24) ).
4. Combine the nearest pair of clusters.
5. Continue till one cluster remains.
As can be seen from Figure 3.9, HAC forms a cluster tree, whose differ-
ent labels represent different clustering outcomes. The required number of
clusters can be selected by choosing the appropriate level on the clustering
tree.
3.3.3 Modified HAC using Position and Time Infor-
mation
The following section presents modifications to the work done in [17], such
that the efficiency of clustering of the HAC algorithm is improved.
3.3.3.1 Temporal Clustering
The temporal clustering in [17] proceeds via selection of a window parameter
(w), which is the maximum allowable temporal difference between two faces
for them to be in the same cluster. This step is modified entirely to avoid
the heuristic selection of the parameter w.
The algorithm for organizing the face regions into clusters, by their tem-
poral similarity, automatically detects ’jumps’ in the sequence of the time-
stamps by simple peak detection. It is stated as follows:
1. Sort the unique time-stamps in ascending order of the time-stamps.
2. Detect the ’jumps’ in this sequence by detecting the peaks of the first
difference. This can be done by detecting the non-zero second dif-
ferences of the sequence of temporal labels. Let the corresponding
temporal labels for the detected peaks be T = {t1, t2, . . . , tn}.
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3. Partition the face-samples according to their time-stamps and accord-
ing to T . This means that all the faces with time-stamps between 0
and t1 are in cluster 1, from t1 to t2 are in cluster 2, and so on.
3.3.3.2 Reclustering using Positional Information
This step accounts for the fact that every frame in the video may have the
presence of two or more faces, at different spatial coordinates in the frame.
Hence, every temporal cluster will also contain face-samples of two or more
individuals, whose spatial coordinates, or positional label, are different. This
information is used in order to further enhance the initialization mechanism
to the HAC algorithm.
The algorithm for reclustering based on positional information uses Gaus-
sian Mixture Models (GMMs), to model the clusters, whose parameters are
inferred by the Expectation-Maximization algorithm. The problem of pres-
electing the number of clusters is solved by using the model with the lowest
BIC (Bayesian Information Criterion) score [37].
The algorithm is stated as:
1. For a particular temporal cluster, read the positional labels (X-Y co-
ordinates of the center of the face bounding box) for the face-samples
in it.
2. Fit GMMs, with components varying from 1 to max, to the position
data. The value of max is the upper limit for the number of faces that
may be present in the frame. A good guess for max is:
max =
Area of frame
Area of smallest face sample
.
3. Select the optimal components for the GMM to be that for which the
BIC score is minimum, and recluster according to it.
4. Repeat for all temporal clusters.
A pictorial example of the algorithm is shown in Figure 3.10.
3.3.3.3 Clustering based on HAC
The clusters which are formed thus are the seed clusters for the HAC algo-
rithm. Apart from traditional HAC, these seed clusters are also used with
the modified HAC algorithm (THAC) described in [17]. A brief description
of the THAC algorithm is as follows:
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Figure 3.10: An example of position-information based reclustering. Shown
are three consecutive frames, with the faces detected within them in blue and
red boxes. The rounded squares show the temporal grouping of the faces on
the basis of time and position.
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1. Calculate the feature distance matrix Ds using the combined feature
vectors of the face-samples and, additionally, the temporal distance
matrix, Dt, given by:
Dt(i, j) = |ti − tj|, (3.25)
where ti and tj are time-stamps.
2. Weight Dt from (3.25) with an exponential decay term and construct
the matrix D such that:
D(i, j, it) = Ds(i, j) +Dt(i, j) ∗ exp(−it/N) (3.26)
where, it is the present iteration number and N is the total number of
samples.
3. Use D as the distance matrix for the HAC algorithm, updating it with
every iteration.
Having listed the necessary algorithms, results of the experiments of face
clustering, using the aforementioned features and algorithms, can be found
in Chapter 6.
Chapter 4
Speech Clustering
4.1 Feature Extraction
4.1.1 Low-level Features
The feature extraction step converts the raw audio data into a numerical
dataset with instances and their respective features. These features are ex-
tracted from various properties of the audio signal, using several signal pro-
cessing techniques. They are called ’instantaneous features’, since they are
extracted from short frames of the audio signal and produce values for each
such frame.
[31] lists the following categories of low-level features:
1. Temporal shape – Features that are computed from the signal wave-
form, e.g., effective duration, attack time.
2. Temporal features – These are computed from the statistical properties
of the signal, e.g., auto-correlation.
3. Energy features – Features which reflect the energy content of the sig-
nal, e.g., global energy, harmonic energy.
4. Spectral shape features – Features computed from the Short-time Fourier-
Transform of the signal, e.g., spectral rolloff, spectrogram, Mel fre-
quency ceptral coefficients (MFCC).
5. Harmonic features – Features which are computed from the sinusoidal
harmonic modelling of the signal, e.g., harmonic noise ratio.
6. Perceptual features – Features computed using a model of human hear-
ing or perception, e.g., loudness, sharpness, spread.
24
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Speaker diarization falls into the category of speaker-based processing
techniques, and a desirable representation of the input signal would be one
which retains enough information to optimally separate the speech, of dif-
ferent speakers in the conversation, into homogeneous segments. Similar to
speaker and speech recognition systems, speaker diarization may also use fea-
tures such as Mel frequency cepstral coefficients (MFCC), linear frequency
cepstral coefficients (LFCC), perceptual linear predictors (PLP), linear pre-
dictive coding (LPC) amongst others. The MFCCs have been found to be
particularly useful in speech recognition [10], and have been known to yield
good performance for speaker diarization [4].
4.1.2 Mel Frequency Cepstral Coefficients
The first step in any speech recognition system is to extract features which
are good for identifying the linguistic content and discarding all the other
information, such as background noise, emotion etc.
An important point to understand is that the sounds generated by a
human are filtered by the shape of the vocal tract and it is this shape that
determines the nature of the emanating sound. If this shape can determined
accurately, it would then correspond to an accurate representation of the
phoneme being produced. The shape of the vocal tract manifests itself in the
envelope of the short time power spectrum, and the Mel frequency cepstral
coefficients (MFCCs) accurately represent this envelope. Since the MFCCs
are central to the process of speech clustering, a complete description of the
steps to be performed to calculate these features is provided next.
The first step in calculating the MFCCs is to split the input signal into
overlapping blocks, or ’frames’, of equal length, by choosing a fixed window
time duration. If the sampling rate is fs and the window duration is Tw, the
total number of samples in each window is calculated by Nw = fsTw. The
number of overlapping samples is based on the choice of the ’hop-size’ h. The
input signal, thus, gets split into No overlapping frames:
No =
⌊
N −Nw
h
⌋
+ 1, (4.1)
where N is the total number of samples in the input signal. Denoting the
discrete-time input signal by x(t), the nth frame, xn can be written as an
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Nw-dimensional vector:
xn =

x[(n− 1)h+ 1]
x[(n− 1)h+ 2]
.
.
x[(n− 1)h+Nw]
 . (4.2)
In order to prevent spectral leakage, each such frame xn is multiplied by
a Hamming window function [14]:
w(t) = 0.54− 0.46 cos
(
2pit
Nw − 1
)
, (4.3)
followed by the application of the Short-time Fourier-Transform (STFT) on
the product, giving:
Sn(k) =
Nw−1∑
t=0
xn(t)w(t)e
−j2pikt/Nw 1 ≤ k ≤ K, (4.4)
where K denotes the length of the STFT. The STFT produces complex
numbers, the magnitudes of which (power spectrum) are kept for further
processing.
The next important step is to map the power spectrum thus obtained
onto the ’mel’ scale. The mel scale is based on human hearing, motivated by
the fact that humans do not hear loudness on a linear scale. The mel scale
value for a frequency f is given by:
mel(f) = 1127 log
(
1 +
f
700
)
. (4.5)
An overlapping set of nt triangular filters are created, so that the max-
imum weight for each filter reduces with increase in frequency. The mel
transformation matrix is made, such that:
M(i, j) =

2
f(ih)−f(il)
k−f(il)
f(im)−f(il) , if f(il)<k<f(im)
2
f(ih)−f(il)
f(ih)−k
f(ih)−f(im) , if f(im)<k<f(ih)
0, otherwise
(4.6)
where f(il), f(im) and f(ih) denote, respectively, the lower, middle and
highest frequency of each mel filter bank. The dimensionality of M is then
nt x K.
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After the filter bank has been constructed, the spectrogram is then mapped
to the log mel-scale as follows:
X = log(M |S|T ). (4.7)
The final step is to perform a Discrete Cosine Transform (DCT) on the
mel spectrogram. Doing so decorrelates the energies of the overlapping fil-
terbanks, which are otherwise correlated. Only the first 10 - 16 coefficients
are kept, for they describe the spectral envelope, which in turn characterises
vocal tract shape [10]. In addition to the MFCC, logarithmic speech signal
power is also used as a feature.
The features outlined above do not have any temporal information. In
order to incorporate the changes over multiple frames, the first and second
time derivatives are added to the basic feature vector. The so-called ’Delta
Coefficients’ are calculated by:
∆n =
L∑
i=1
i(cn+i − cn−i)
2
L∑
i=1
i2
, (4.8)
where cn is the MFCC for the n
th frame. The second differentials or the
delta-deltas are calculated by replacing cn by ∆n in equation (4.8).
Calculating these Delta coefficients and appending them to the original
MFCC feature vector makes these features even more efficient in modelling
speech.
4.2 Voice Activity Detection
A costly drawback affecting a lot of speech processing systems is the presence
of environmental noise and it’s harmful effect on the system performance.
Voice Activity Detection (or VAD) is the process of detecting those parts of
the audio stream which contain voice, and discarding those parts which are
non-speech. Removing the non-speech parts from the audio signal consider-
ably speeds up the latter tasks and also increases their accuracy. However,
mistakes in the VAD could remove audio segments with speech in them, and
cause errors later.
In the context of broadcast news, non-speech can come from several
sources, starting to from music, to background noise of all kinds when doing
outside interviews. Thus, a voice activity detection system based on en-
ergy levels with a threshold would not work properly, since these levels are
variable.
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Following the work done in [30], in this thesis, a two-class model based
system was used, with one model trained on speech, and another trained on
crowd noise. An effective decision rule [40], which can be used, is based on
a statistical likelihood ratio test. Given an observation to be classified, the
problem is reduced to selecting the class with the largest posterior probabil-
ity:
H =
{
H1, if P (H1|x) > P (H0|x)
H0, otherwise
(4.9)
Using the Bayes rule leads to a statistical likelihood ratio test:
H =
{
H1, if
P (x|H1)
P (x|H0) >
P (H0)
P (H1)
H0, otherwise
(4.10)
In order to evaluate the test, an assumption must be made that the
speech (Sj) and noise (Nj) features are asymptotically independent Gaussian
random variables:
p(x|H0) =
C−1∏
j=0
1
piλN(j)
exp
(
− |Xj|
2
λN(j)
)
(4.11)
p(x|H1) =
C−1∏
j=0
1
piλS(j)
exp
(
− |Xj|
2
λS(j)
)
, (4.12)
where Xj represents the MFCC coefficients, and λN(j) and λS(j) denote the
variances of Nj and Sj for component j. Then, the decision rule becomes:
C−1∏
j=0
λN(j)
λS(j)
exp
( |Xj|2
λN(j)
− |Xj|
2
λS(j)
)
> η, (4.13)
where η is an appropriate threshold.
This is a simple method of VAD using the likelihood ratio test. For other
robust VAD algorithms, [33] is a good reference.
Once the segments are detected, they are enlarged before and after by a
small amount of time, to avoid missing any speech because of tight bounds.
Although, ideally, the best results would be obtained if the non-speech model
was trained with the kind of non-speech to be expected in broadcast news,
due to unavailability of such data, the non-speech model is trained with
crowd noise. Even so, it gives an adequate performance.
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4.3 Speaker Segmentation
After the segments of speech in the audio stream have been detected and la-
belled, it is still important to know if they are composed of only one speaker
or more. Speaker based segmentation aims at dividing the input audio to per-
sonalized speaker turns. Given no prior information about speakers, the task
is to detect where the speaker changes take place and then label the speaker
turns. There are several methods proposed in literature which achieve this
task of speaker segmentation, a nice overview of which may be found in [34],
which can be broadly divided into:
1. Metric-based speaker change detection - where the speaker change
boundaries are found using a distance measure that illustrates the dis-
similarity between two speech segments.
2. Model-based speaker change detection - would use, for example, Gaus-
sian mixture models trained for different acoustic classes and assign
speech segments to the classes according to maximum likelihood prin-
ciple.
Features extracted from the speech signal characterise both the spoken
message, and the speaker and acoustic conditions. However, features col-
lected from more than few seconds of speech are expected to fill the feature
space in a way that depends primarily on the speaker and acoustic condi-
tions, and not the particular text spoken [34]. Thus, if there are no changes
in acoustic conditions, speaker change at time t can be detected comparing
feature sets X and Y that correspond to speech uttered before and after
time t.
Various distance measures have been used to compare the feature sets and
detect speaker changes. The most common ones use the generalised likeli-
hood ratio (GLR), the Bayesian information criterion (BIC), or the Kullback-
Leibler (KL) divergence [34]. The approach used in this thesis involves a
growing window and the use of the Bayesian Information Criterion (BIC) as
a distance measure, as introduced in [6].
4.3.1 Bayesian Information Criterion
Bayesian Information Criterion (BIC) is used to select which of a set of
models best fits a set of data samples. BIC introduces a penalty term which
penalizes more complex models, so as to avoid overfitting, and aims to reach
a balance between fitness to the data and complexity of the model.
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The likelihood that the feature sets X and Y belong to the same speaker
is effectively a measure of how well a Gaussian model can explain both of
these observations, whereas the likelihood of having two different speakers is
the same as measuring how well a model with two Gaussian components can
explain these. Mathematically, given a segment of consecutive data samples
x = {x0, ..., xn}, the task is to choose between two models, the first where
all the samples are drawn from one multivariate Gaussian distribution, x ∼
N(µ,Σ), and the second, where {x0, ..., xi} ∼ N(µ1,Σ1) and {xi+1, ..., xn} ∼
N(µ2,Σ2). The BIC metric is:
∆BIC =
−N
2
log(|Σ|)+N1
2
log(|Σ1|)+N2
2
log(|Σ2|)+λ(1
2
(d+
1
2
d(d+1)) log(N))
(4.14)
where N = N1 +N2, N1, N2 are the number of features in X, Y respectively,
d is the feature dimensionality, and λ is the penalty weight.
When ∆BIC < 0, then the model with two Gaussians is preferred over
the single Gaussian model.
4.3.2 Growing Window
Having discussed about model selection using BIC given a set of trial points,
it is important to discuss the selection of these trial points, which is a non-
trivial task.
An accurate way of achieving this is by using a growing window, as de-
scribed in [6]. The process starts with a minimum window size, wherein
∆BIC values are calculated at each position using equation (4.14). If the
most negative ∆BIC is less than 0, then the change point has been found,
and the process begins again with a minimum-length window right after the
point found. Otherwise, the window size is increased by a fixed value and the
process is repeated again. Although quite accurate, this algorithm is quite
slow, as the same hypothesis is tested repeatedly, with more data being added
at each step.
This basic algorithm is improved in [44] and [30]. In [44], instead of
enlarging the window by a fixed value, the step-size is small at first and
progressively increased. In [30], the BIC computations are not performed
for every point, but points spaced by a fixed step distance, ∆step, in a first
pass, to get the best candidate, say tcan, followed by a second pass of BIC
computations from tcan−∆step to tcan+∆step, in order to fine-tune the result.
Using these improvements, the algorithm is sped up considerably.
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4.4 Speaker Clustering
The final step for speaker diarization is to effectively perform speaker clus-
tering. There are several approaches to this, with the most popular ones
reviewed in [3].
The problem here is of measuring similarity and grouping together the
similar samples. Hence, the BIC can be used as a metric here again, similarly
as in segmentation. Standard agglomerative hierarchical clustering (HAC)
(see Section 3.3.2 of Chapter 3) can be used here, with BIC as the similarity
metric, on the segments, iteratively merging similar segments, and stopping
when the most similar clusters have a BIC distance of more than 0.
Together with Chapter 3, this chapter describes the processes of clustering
using face-images and speech segments independently. The next chapter talks
about the fusion of the two.
Chapter 5
Audiovisual Speaker Diarization
Having defined the individual processes for clustering using face image in-
formation and diarization using speech MFCCs, in Chapters 3 and 4 respec-
tively, a simple way to combine the two modes of information is outlined
the next sections. The methods which will be reused are not explicitly de-
fined again in this chapter, and may be referred to from the aforementioned
chapters if needed.
5.1 Initial Segmentation
5.1.1 Speaker Segmentation
The algorithm for the multimodal diarization branches out from the speaker
diarization process after the initial speaker segmentation step, as shown in
Figure 5.1. As described in detail in Section 4.3, the speaker segmentation
step follows the voice activity detection process. This initial segmentation
step uses the excerpts of speech, as detected and labelled by the VAD, and
divides them into personalized speaker turns, such that within each such
small division, the speech is solely from a single speaker. Once this has
been done, the face image information corresponding to each such segment
is added next.
5.1.2 Adding Face Information
Given a speech segment (belonging to one speaker), we identify the continu-
ous time interval to which it belongs. Then, from that time interval, all the
faces are extracted, after the preprocessing steps mentioned in Section 3.1.
Finally, features describing the face images are extracted as per Section 3.2.
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Figure 5.1: Schematic of the speaker diarization algorithm, with multimodal
addition.
One important note here is that, during the preprocessing steps, the
threshold for the skin color based filtering is set to be quite high and that for
the PCA based filtering is set as very low to ensure that little to no noise can
creep into the initialization step. This is done because the errors that are
accumulated here will only be propagated to the next steps of the algorithm,
and that is undesirable.
5.2 Speaker Clustering
The final step in the process is to perform speaker clustering, so that the
similar speakers and faces are grouped together. We experiment with a few
ways to combine the information, all of them using the BIC similarity metric.
• Scheme 1:
∆BIC =

∆BICspeech, either segment has only speech
w ·∆BICspeech+
(1− w) ·∆BICface, otherwise
(5.1)
Here, the BIC metric is calculated using a linear combination of the
speech BIC metric and that from the face features, provided that both
modes of information exist for a certain segment. Otherwise, only the
speech BIC is used.
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• Scheme 2:
∆BIC =

∆BICspeech, either segment has only speech
∆BICface, either segment has only faces
w ·∆BICspeech+
(1− w) ·∆BICface, otherwise
(5.2)
The process iteratively merges similar clusters, and stops when the most
similar clusters have a BIC distance of more than 0. A simple illustration is
provided in Figure 5.2.
Figure 5.2: Illustration of how the combination works.
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5.3 Motivation for Suggested Method
The above schemes of combining the modalities through a linear combination
of the BIC metric is admittedly na¨ıve and the reasons for trying them out
are four-fold:
1. We want to check whether combining the modalities is a step in the
right direction, and if a simple combination shows even slight improve-
ments, it could be an interesting avenue to explore.
2. The calculation overheads due to the addition of the facial information
should be minimum.
3. The number of parameters to be tuned should not drastically increase
because of the addition of the image information.
4. As HAC has been used as the clustering algorithm, it was desirable to
keep it so for the multimodal clustering.
If the above schemes work, many modifications could be made to im-
prove the system in the form of efficient preprocessing steps (one of them is
suggested in Chapter 7) or a more efficient algorithm altogether.
Chapter 6
Experiments and Results
6.1 Chapter Overview
This chapter contains the results of the experiments performed on the YLE
news broadcast videos dataset (see Section 6.2 for a brief description). The
rest of the chapter is divided into sections which contain the description of
the metrics which help quantify the results and the results of the experiments
themselves for the three individual cases, namely, clustering using only face
images, speaker clustering using only speech features, and diarization using
both.
6.2 Dataset Description
The dataset for the experiments was generously provided by YLE 1, a Finnish
broadcasting company, and consists of news broadcast videos for the year
2012. One week of these videos were manually annotated with speaker labels
to compare the diarization system performance to. Each of the videos is ap-
proximately 20 minutes long, making the total amount of annotated content
worth about 140 minutes. Apart from manual annotation of speaker labels,
ground truth clusters were manually formed for the faces extracted from one
week of videos for evaluating the face clustering algorithm. The number of
speakers in per video varies from 10 to 17 for the 7 days of videos, while the
number of different persons whose faces appear in the video varies from 10
to 23.
1http://yle.fi/
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6.3 Results of Face Clustering
6.3.1 Mechanism of Cluster Analysis
Many ways exist in literature to evaluate clustering quality: intrinsic meth-
ods, which measure the within and between cluster proximities, and extrinsic
methods, which use manual ground-truth classification. Here, we base our
results on the metrics proposed in [36] to measure the quality of clustering
for the algorithms described in Chapter 3.
[36] proposes an evaluation measure based on the purity and inverse-
purity of clusters. The clustering created by the various algorithms in ques-
tion is the ’estimated clustering’, whereas that made manually is the ’ground-
truth clustering’. Then, ’estimated purity’ (EP) and ’ground-truth purity’
(GTP) are defined as:
EP =
1
D
∑
k
max
j
|Ek ∩GTj| (6.1)
GTP =
1
D
∑
k
max
j
|GTk ∩ Ej|, (6.2)
where D is the number of samples, and GTi and Ei are the i
th ground-truth
and estimated clusters respectively.
So, the higher the EP is, the lesser the chance of a cluster getting ’mixed’,
or including faces of different people. Similarly, the higher the GTP, the lesser
the likelihood of a person’s face appearing in multiple clusters. However, nei-
ther alone is a good criterion for judgement. Thus, an F-measure is defined.
But before that, the EP and GTP measures should be scaled so that they
are between 0 and 1. In order to scale them, consider a single cluster with
all the faces, such that the GTP = 1 and
EPmin =
maxj |GTj|
D
. (6.3)
Similarly for the case where each image is a singleton cluster, EP = 1 and,
GTPmin =
|GT |
D
. (6.4)
Using the above equations, to scale the values of the estimated purity and
the ground-truth purity, we finally arrive at:
EPn =
EP − EPmin
1− EPmin (6.5)
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GTPn =
GTP −GTPmin
1−GTPmin . (6.6)
Then, the F-measure is constructed as:
F = 2
EPn ·GTPn
EPn +GTPn
. (6.7)
It is equation (6.7) which is used to assess the capabilities of the face
clustering algorithms earlier described.
6.3.2 Results
Table 6.1: Results of Face Clustering Experiments
Method EP GTP F-measure
EM-GMM 0.728 0.695 0.711
HAC 0.754 0.714 0.732
TP HAC 0.809 0.824 0.816
TP T-HAC 0.876 0.815 0.844
The results of this thesis are based on the following algorithms (described
in Chapter 3):
1. Gaussian Mixture Model based clustering or EM-GMM.
2. Hierarchical Agglomerative Clustering with a cosine distance metric
and average-link similarity measure, or HAC.
3. HAC initialized with novel method, or TP HAC.
4. Spatio-temporal HAC [17] with novel initialization, or TP T-HAC.
The results in Table 6.1 list the average of the values for EP, GTP and F-
measure for the 7 transcribed and labelled videos in the dateset (as described
in Section 6.2). It can be seen that the novel initialization step improves the
HAC algorithm, with the spatio-temporal HAC performing even better.
6.4 Results of Speech Based Diarization
6.4.1 Defining the Parameters and the Evaluation Met-
rics
While there is a significant amount of literature focussing on correctly eval-
uating the performance of a speech recognition system, there is considerably
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less literature on how to evaluate the performance of the speech diarization
task. In this case, we will consider the metrics defined in [6] and [19], which
came as a result of the Rich Transcription (RT) evaluation series performed
by the National Institute of Standards and Technology (NIST).
The main metric used is the Diarization Error Rate or DER, which is basi-
cally the fraction of speaker time that is not labelled correctly. In the present
case, assuming no overlapping speakers (which is usually a fair assumption
to make for news broadcasts), DER is given by:
DER =
∑
Segs
(
ST · (max(IS?, SD?)− CD?))∑
Segs
(ST ∗ IS) , (6.8)
where Segs is Segments, ST is the segment time in seconds, IS? is a boolean
denoting whether the real speaker is talking, SD? is a boolean denoting
whether the speaker has been detected, and CD? is a boolean which is 1 if
we have the correct label and 0 otherwise. The lower the value of the DER
metric, the better the system is.
Apart from this, it is important to specify that NIST ignores speech
pauses of 0.3 seconds or less, as they are considered to be normal in con-
tinuous speech and are an approximation of an utterance boundary pause.
Also, mismatches between the detected times and human labelled ground
truth of less than 0.25 seconds are considered to be correct, to account the
difficulties for a human to correctly label the ground truth transcription with
exact precision. These assumptions will be kept in mind while calculating
the DER.
Having defined the evaluation metric, the set of parameters to be tuned
(which the speaker diarization system is dependent upon) is defined as fol-
lows.
Table 6.2: Different Parameters of the Diarization System
Parameter Description
Min. Speech Minimum duration of speech that can be a turn
Min. Non-Speech Minimum silence to split speech segment
Min. Window Size Minimum size of the growing window
Window Step The maximum amount the window can grow by
Delta Window Size Window minimum growing
Lambda Penalty weight for the BIC
As mentioned in Chapter 4, the speaker diarization system proceeds
through a pipeline containing voice activity detection, speaker segmenta-
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tion and speaker clustering processes. In this context, the minimum speech
(MS) and minimum non-speech (MNS) are parameters for the voice activity
detection, the minimum window size (MWS), window step (WS) and delta
window size (DWS) are for the speaker segmentation, while the lambda (λ)
is the regularisation weight for the BIC. A grid search is performed, with
the DER as the optimisation function, to determine the best values for these
parameters.
While the DER is a metric to evaluate the final results of the diariza-
tion process, other metrics, such as the VER (VAD error rate) or the MTER
(missing turns error rate) may be computed to test the individual components
of the diarization system (VER for the voice activity detection subsystem,
MTER for the speaker segmentation subsystem in this particular example).
However, this thesis will simply outline the final results of the diarization
system, i.e., the DER, as the main aim of the thesis is to report the perfor-
mance of the audiovisual fusion. For an in-depth overview of all the metrics
and the importance of individual parameters, [30] should be referred to.
6.4.2 Results
The values of the aforementioned parameters was found by a grid search on
the first 3 of the 7 annotated videos. The table below shows the values of
the parameters obtained as a result of the grid search, as well as the value of
DER for those parameters when diarization was performed on all 7 videos.
Table 6.3: Best result for the Diarization System
MS MNS MWS WS DWS λ DER
0.6s 1.5s 1s 3s 0.1s 1.35 0.145
For tasks involving audio data in English, the DER typically varies be-
tween 0.075 and 0.11 for state-of-the-art systems. In this light, the current
system performance for the Finnish audio data seems acceptable.
6.5 Results of Using Audiovisual Information
For the clustering and diarization based on audiovisual cues, the above met-
rics (F-score for clustering, DER for diarization) are calculated separately for
each combination scheme outlined in Section 5.2. For the DER, the param-
eters calculated in the previous section are reused, although this way might
be suboptimal.
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6.5.1 Results
Table 6.4: Results of Audiovisual Diarization Experiments
Method F-measure DER
Scheme 1 0.751 0.141
Scheme 2 0.812 0.16
The results for the different schemes are listed in table 6.4.
As can be observed, the addition of the face features marginally improves
the diarization result. However, since the method used here to combine the
segments is primarily speech focussed, the F-measure for the face cluster-
ing is not as good as the numbers obtained by the face clustering focussed
algorithms.
Chapter 7
Conclusions
The master’s thesis outlines and experiments with various algorithms which
process single and multiple cues for speaker identification and diarization.
Various evaluation metrics are defined and calculated, as well, to measure
system performance.
Using only face images, two novel variants of the traditional HAC algo-
rithm are evaluated, which use spatial and temporal information of ’where’
(spatial coordinates) the faces are present in a frame and ’when’ (timestamps)
they are present. Using the evaluations metrics described, it was found that
the novel variants improve the face clustering performance significantly.
Coming to the speech diarization, an existing implementation [30] based
on the Aalto University speech recognition software [11], was tried and the
optimal parameters calculated. The DER evaluation metric suggests good
performance on the dataset provided.
Finally, some simple fusion techniques are evaluated, which give marginally
better results, but show promise for future work.
It is important to note that although the DER is slightly improved for
the combination, the F-score for the face clustering is found to decrease.
This is probably because the Gaussian distributions used to model the image
features do so inadequately. Moreover, there may be two faces in the frame
(one speaking and one not), which are then put in the same cluster, thereby
resulting in poor performance, when the face clustering metric is concerned.
This may be improved by first filtering out non-speaking faces using some
mouth-openness metric via keypoint detection of the lips in the faces [26],
which has not been tried here. In all, the combination (even a simple one)
seems to be a step in the right direction!
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