Abstract-The training of Support Vector Machines using the decomposition method has one drawback; namely the selection of working sets such that convergence is as fast as possible. It has been shown by Lin that the rate is linear in the worse case under the assumption that all bounded Support Vectors have been determined. The analysis was done based on the change in the objective function and under a SVMlight selection rule. However, the rate estimate given is independent of time and hence gives little indication as to how the linear convergence speed varies during the iteration. In this initial analysis, we provide a treatment of the convergence from a gradient contraction perspective. We propose a necessary and sufficient condition which when satisfied provides strict linear convergence of the algorithm. The condition can also be interpreted as a basic requirement for a sequence of working sets in order to achieve such a convergence rate. Based on this condition, a time dependant rate estimate is then further derived. This estimate is shown to monotonically approach unity from below.
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I. INTRODUCTION
The Support Vector Machines (SVM) developed by Vapnik [1] and co-workers has been shown to be a powerful supervised learning tool for pattern recognition problems. The data to be classified is usually written as e = {(Xi Y1) X (X27 Y2) -(Xn, Yn)} Xi E Sr (1) yi E {-1, 1} The SVM formulation is essentially a regularized minimization problem leading to Lin [7] that sub-problems chosen under a SVMlight rule resulted in a linear convergence rate. In [8] , we demonstrated that in addition to the steepest direction, one should also consider the sub-problem constraints and select sub-problems with the largest potential change in the variables. We are interested in the problem of determining an optimal sequence so that the quadratic program is solved in minimal time. The idea then is to look for clues from the theoretical behaviour of the decomposition method.
The purpose of this paper is two-fold. We first investigate the necessary and sufficient conditions for convergence which requires less assumptions than Lin [6] 
Violaters [4] are points with gradients which do not satisfy these conditions. For simplicity, we assume that the optimal gradient v' is unique which implies that the hessian, H is also assumed to be positive definite. The following is a well known result. In this section, we investigate the convergence properties of the gradient vector with the aim of arriving at a rate estimate that does not require the assumptions of Lin [6] . The first step is to remove any explicit dependance of the analysis on the type of update rule. Let 
A
Convergence of the gradient to the optimal point can be seen in Fig 1 where a desired trajectory of the gradient vector is depicted in Fig 1(b) . We are interested in the condition that should be imposed on the working set, so that the gradient vector which starts in an area usually defined by a ball, Bx stays in Bv for all time t and converges strictly to the center of the ball. Strict in our sense means that at every iteration Fig (a) shows the ball By with the optimal point at the center i' and the position of the gradient vector v' after an arbitrary working set is updated. Under certain assumptions, we want conditions on a working set which guarantee a contraction mapping so that we reach the center. An example of a desired trajectory is depicted by the dotted line in Fig (b) step, the gradient vector is closer to the optimal gradient. The following lemma proposes a sufficient and necessary condition for this to occur.
Lemma 3.3: Let v' denote the gradient of the constrained quadratic problem defined as in (4) There are several immediate implications that emerge from this investigation. Firstly, the necessary and sufficient condition for strict linear convergence of the decomposition method is restrictive. For efficient implementations, one might have to construct search heuristics in order to ensure it is met at every iteration. Instead of searching for a working set that satisfies the condition, it may be more practical to construct a family of update rules S consisting of normalized feasible directions (in the sense of Zoutendijk [13] ) such that it holds for the entire duration of the iteration or at least for a larger part of the iteration. It is still unclear how to do this, but we believe that it would necessitate several computations at each iteration. This requires us to be mindful of other important optimization factors such as computational complexity and ease of practical implementation. We note that if the rate of convergence slows down, perhaps it may not be so useful to enforce strict convergence. Further investigation is required to ascertain if superlinear or quadratic convergence is possible with the decomposition technique.
V. CONCLUSION
In this paper, we study the convergence properties of the problem gradients when the SVM is trained using a decomposition method. We provide a necessary and sufficient condition which has to be satisfied by any working set selection rule in order to guarantee strict linear convergence. A time-dependant rate estimate is then proposed and shown to monotonically tend to unity as we approach the optimal solution. Convergence rate estimates may be hard to satisfy in a practical algorithm, however they give a theoretical perspective of the potential speed of the decomposition method.
