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Abstract 
In wireless communication system, iterative power control algorithm is an 
important issue to minimize transmitter powers while maintaining acceptable 
Quality-of-Service (QoS). To realize this purpose, some parameters have to 
be known by the users in the system. However, in practical, it is difficult to 
measure these parameters accurately. The results always take some random 
noise caused by the wireless channel and measured errors, which will affect the 
convergence property of the algorithms. 
In this thesis, a novel distributed iterative power control algorithm is devel-
oped based on the theory of stochastic approximation. In this algorithm, each 
user in the system updates its power by using the measurement (not accurate) 
of Signal-to-Interference Ratio (SIR) of its own channel without any knowledge 
of the link-gain and station information of other users. The wireless channel is 
assumed to be log-normal shadowing. The transmitting power is limited in a 
fixed range, which is important in practical use. In this algorithm, the power 
control problem is first converted into a stochastic approximation problem in 
ii 
which the zero point of a specific function is determined. We then prove the 
convergence of the algorithm by using some classical theorems in the theory of 
stochastic approximation. The convergence of the algorithm is analyzed with 
time-varying step size and in the terms of mean-squared error (MSE) sense in 
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Over the past a few years, there has been a great deal of development in sup-
porting voice and data transmission in multiaccess wireless networks. Today, it 
has been a major component of modern communication infrastructure. More 
and more people began to enjoy the convenience of wireless communications. 
However, the capacity of the wireless network is strictly limited physically by 
the radio spectrum. To develop the system so that more users can be sup-
ported, a lot of technologies were proposed, such as improved modulation and 
coding schemes, cellular and pico-cell system, and smart antennas, etc. While 
one of the most important factors is how to reduce the cochannel interference. 
To design a high-capacity wireless networking system, co channel interfer-
ence caused by frequency reuse is the biggest obstacle and must be managed 
properly. It became a hot topic recently. A lot of methods to decrease the in-
terference have been proposed; such as well designed channel allocation plans, 
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efficient transmitter power control schemes, interference cancellation, and or-
thogonal signaling techniques (time, frequency, or code). In this thesis, we 
focus on power control algorithms. 
1.1 Introduction of Power Control Problem 
Transmitter power control is one of the most important components of the 
resource management. It is a core technique that puts CDMA into practice. 
The basic idea of power control refers to the adjustment of the transmitting 
power of both the base station and the mobile station to compensate for the 
fading effect. The aim is to achieve an acceptable quality of service (QoS) for 
a mobile user without causing unnecessary interference to other users. QoS 
can be measured in terms of signal-to-inference ratio (SIR), the bit error rate 
(BER), or the carrier-to-interference ratio (C/I). Power control can mitigate 
the near-far effect, accordingly a better signal quality can be obtained. It also 
can efficiently improve the capacity and performance of wireless networks and 
even extend the battery life of mobile handsets and decrease the radiation from 
handsets. 
1.1.1 Classification of Power Control Problem 
In this section, we will outline the different aspects of the power control 
problem. 
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Open-loop and Close-loop 
Traditionally, there are two kinds of power control schemes. The first one 
is open-loop power control Open-loop power control is based on the similarity 
of path loss in the uplink (from mobile to base station) and downlink (from 
base station to mobile). The mobile takes the received power as a reference. If 
the received power is low, it is assumed to be far away from the base station. 
Thus it updates its transmitting power to a higher value to compensate the 
increasing path loss. The biggest advantage of this kind of method is that it 
can change its transmission power quickly according to the sudden change of 
the channel. However, this scheme is not very accurate due to the absence of 
the system information. 
The other kind of power control method is called close-loop power control. 
It adjusts the transmission power based on the feedback information such as 
SIR, BER, or (C/I). The numerical results in [33] show that the close-loop 
power control scheme is more accurate than open-loop power control. Thus, 
the close-loop power control algorithms will be the tendency for the next-
generation wireless standards. The thesis only discuss this kind of algorithms. 
Data Transmission and Speech Transmission 
The next generation wireless networks need to support multimedia services, 
including both data transmission and voice transmission. The data transmis-
sion requires high reliability but can tolerate a larger delay. While the speech 
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transmission is real-time service but insensitive to transmission loss on some 
degree. These two classes of services have very different objective functions. 
In this thesis, the target service is mobile phone. So we just keep ourselves 
on the power control problem for wireless speech communications. While the 
power control for data communication systems can be found in [21, 36]. 
Power Balancing and QoS Tracking 
In the multiuser wireless communication systems, for each user, the QoS 
can be measured in terms of its own SIR. Let Fj denote the SIR of mobile user 
z, which is a function of the transmitting power, denoted by p. For speech 
communications, r^ is usually required to be larger than a certain target SIR, 
7o, for all i. Therefore, mathematically, the power control problem can be 
transformed as to find a non-negative power vector p = (Pi,P2，. • • :Pn) such 
that 
IMP) > 70 , (1.1) 
where N is the total number of the mobile users. 
However, in most circumstances, the solution to inequality (1.1), if exists, 
is not unique. To find the most suitable one among the solution sets, one 
proposed two kinds of methods. The first one is called Power Balancing, 
which is to maximize the minimum SIR in the system. While the other is 
called QoS Tracking, which is to minimize the total transmission power. 
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Power Balancing The power balancing scheme can be stated by the for-
mulation as to find a power vector p, which maximizes the minimum SIR in 
the network. Let 7* denote the maximum achievable SIR, then 
7* = maxminri(p). (1.2) 
p > 0 i 
Let r* denote the resulting SIR of mobile i at the optimal solution. It is 
shown in [26] that the optimal solution can be obtained when all the optimal 
SIRs are equal. That is 
I7 = r ; = 7*’ (1.3) 
If we can find the power vector such that the maximum achievable SIR is 
greater or equal to the target SIR for all i: 
1* > 70. (1.4) 
we call it is a feasible solution. If the feasible solution does not exist, which 
means the optimal SIR belows the required target, some of the users have to 
be dropped from the system. 
QoS Tracking While the QoS tracking scheme can be stated as to find a 
power vector p, such that (1.1) can be satisfied and also the power consumption 
is minimized. Mathematically, we have: 
N 
min ^ Pi such that 
i=l 
r^(p) > 7i, i = (1.5) 
Chapter 1 Introduction 6 
where is the SIR requirement of mobile user i. Comparing with the power 
balancing scheme, the QoS tracking can handle the problem that each user has 
a different QoS requirement, 7^ . While power balancing require all the users 
have the same QoS target, 7 � . 
It was proved in [7] that the solution of QoS tracking scheme can be ob-
tained by solving the following linear equations. 
ri = 7i，i = l ’ . . . ’ 见 (1.6) 
if it exists. 
Centralized Algorithm and Distributed Algorithm 
The power control algorithm can be classified into two classes: centralized 
algorithm and distributed algorithm. If all the link gains in the communication 
system are needed to be known as a priori for solving the problem, we call such 
control method centralized. It needs a central controller to adjust power levels 
for all users. However, in large real time systems, it is very difficult and may 
be impossible to get the knowledge of all the link gains sometime. So this 
scheme is not practical in many situations. 
While the distributed algorithms only need the information of the local 
channel gains. In these algorithms, each receiver measures its received SIR 
individually. The measurement results can be sent back to their corresponding 
transmitters via the feedback channels. Based on these measurement results, 
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each transmitter individually updates its transmitting power in an iterative 
way. Due to the removal of the centralized controller, this class of algorithms 
is much easier to be implemented. Thus it is a more logical choice. Recently, 
almost all the proposed algorithms are distributed. In this thesis, we also 
consider distributed power control algorithms. 
1.1.2 Previous Works 
There is much literature devoted to the study of quality based power con-
trol. The very beginning of the power control research was in the 1960's and 
was discussed in the context of broadcasting networks [2]. In [1], Aein studied 
the co-channel interference management in satellite systems. He introduced 
the concept of power balancing. Also in this paper, the power control problem 
was identified as to find the Perron-Frobenius eigenvalue and its corresponding 
eigenvector for a nonnegative matrix related to the link gains. In [16, 17], Net-
tleton and Alavi applied and extended Aein's conclusion to spread spectrum 
cellular systems. They showed that the system capacity can be significantly 
improved by the power balancing scheme. In [10], the power constraint was 
considered. It made the algorithm more practical, since the transmission power 
had to be a finite value due to the limitation of the hardware. 
In [16], it was shown that under certain assumptions (reciprocal link gains, 
non-orthogonal codes in downlink) the maximum achievable C/I in uplink and 
the corresponding maximum achievable C/I in downlink of a spread spectrum 
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cellular system were equivalent. The same result was proved in [34] for the 
narrow band systems. This result implied that if one can find a channel alloca-
tion scheme in the uplink to support a certain number of users, the same set of 
users can also be accommodated in the downlink channels. Numerical results 
in [8] showed that the above conclusion also held if the transmitted power was 
constrained. 
However, all these algorithms discussed before are centralized and required 
to know all link gains in the system, which is an impossible task in a large 
real time system. To make the power control algorithm more practical, the 
distributed algorithms have been proposed. In [32], Zander proposed a new-
distributed iterative power balancing algorithm: 
Pi{n + 1) 二 P{n)Pi(n)[l + _ ] ’ p{n) > 0, (1.7) 
where ri(n) was the SIR of user i at time n, and P(n) is a normalization 
factor related to the power of all links. It was proved that the algorithm 
converged to the solution where power balancing was achieved with probability 
one. However, there is a drawback in this algorithm. The computation of 
P{n) needs global information which weakens the distributed property of the 
algorithm. 
Thus, in 1993, Foschini and Miljanic proposed their famous algorithm (F-M 
algorithm) in [7j: 
p “ n + l ) = _ p “ n ) ’ (1.8) 
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where is the SIR target of mobile user i. It is a fully distributed algorithm 
based on QoS tracking. The transmission power converges to the optimal 
solution where the QoS requirement of all links is satisfied. 
Later, a extended version of F-M algorithm has been proposed in [10]: 
Pi{n + 1) 二 min{pmax, j T ^ P i W } - (1.9) 
This algorithm considered the power constraint, Pmax^  which cannot be ex-
ceeded. It made the algorithm more practical. 
Then, a distributed fixed-step power control algorithm has been developed 
by Sung and Wong [23, 24, 25]: 
/ 
hiiji), if Tiin) < 
p,(n + l) = if Tiin) > 6-fi ’ （1.10) 
Pi{n), otherwise 
\ 
where is a constant and bigger than one. In the algorithm, the transmitting 
power is quantized into discrete levels. And the SIR of user i converges to a 
corresponding target range <57^ ]. The biggest advantage of this algo-
rithm is its simplicity. Only two bits are needed for the feedback information. 
Moreover, the algorithm is insensitive to SIR estimation error, since the trans-
mitter updates its power just based on a simple comparison result instead of 
the accurate SIR value. And also, the algorithm can speed up its convergence 
rate by using a bigger 6. However, it will also enlarge the target range, which 
may not be accepted in some circumstances. 
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Up to now, almost all the close-loop algorithms discussed before based on 
the feedback information. They require the accurate measurement of QoS to 
update their transmitting power levels. However, to measure the quantities 
without error is quite difficult in practical systems. The convergence property 
should be reconsidered due to the effect of estimation error. For example, it has 
been proved that the famous Foschini-Milj anic algorithm stated in [7] can not 
converge to the optimal solution because of the estimation error ([35]). Hence, 
recently, Ulukus and Yates described a stochastic power control algorithm in 
[27] to extend the power control algorithm. 
Pi(n + 1) = [1 - a„(l + -fi)]pi{n) + (1.11) 
where Gu is the link gain between the mobile user i and its connecting base 
station, and the sequence n = 1,2, • • •, satisfies the following conditions: 
an = e, or an = e/n, (1.12) 
where e is a small positive constant. And Vi{n) is the squared matched filter 
output of user i at time n, which contains a Gaussian distributed noise with 
zero mean and a known finite variance. Since the measurements are random, 
the algorithm evolve stochastically and authors define the convergence in terms 
of the mean-squared error (MSE). 
However, the Ulukus-Yates algorithm did not consider the effect of the 
randomly changed link gains. Very recently, a new stochastic distributed al-
gorithm was proposed in [35] to cope with the random nature of the channel 
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gains. Moreover, in the Ulukus-Yates algorithm, the transmitter requires the 
information of its receiver matched filter output and the link gain to its base 
station. While the new algorithm just need the SIR measurement. The up-
dating equation is given by: 
Pi{n + 1) = Pi(n) + anPi(n)[^ir-\n) - 1]. (1.13) 
A 1 
where r � ( n ) is the SIR estimation of mobile user i at time n, which contains 
a random error with zero mean. And satisfied the following conditions: 
oo oo 
> 0, ^ ^ an = oo, and y ^ a^ < oo. (1.14) 
n=0 n=0 
1.2 Scope and Contribution of the Thesis 
We have discussed a variety of power control algorithms in the previous 
section. Most of the algorithms assume that the link gain matrix is time-
invariant. However, in general case, the link-gains change randomly as a result 
of lognormal or fast fading. 
In this thesis, we propose a new distributed power control algorithm based 
on the technique of stochastic approximation. It follows the QoS tracking 
approach. In this algorithm, two kinds of noise are considered. The first one 
is the estimation error in the observations. Similarly with the Ulukus-Yates 
algorithm in [27], we just assume the noise process with zero mean and finite 
variance. The second one is caused by the time-varying link-gains which are 
assumed to be lognormal distributed. 
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In this algorithm, each mobile user updates its transmission power based 
on the feedback estimation SIR of its own channel, which changes randomly. 
We assume the error as a zero mean random process. The power level is 
constrained by the maximum transmitting power. We prove in this thesis that 
the proposed algorithm converges to the optimal solution almost surely. 
The proposed algorithm is more robust to the noise comparing with previ-
ous power control algorithms. Moreover, it is a distributed iterative algorithm 
which only needs local information to update the power level. These characters 
of the proposed algorithm make it more stable and can be used in real wireless 
network easily. 
1.3 Organization of the Thesis 
This thesis is organized as follows. In Chapter 2, we will introduce the 
preliminary knowledge about stochastic approximation and lognormal distri-
bution. We briefly describe the basic idea and some typical algorithms of the 
stochastic approximation problem. Then the concept and properties of lognor-
mal distribution are stated. We also introduce the distribution of LOG(0, cr^ ) 
in detail, which will be used in the later section. The application of the distri-
bution in wireless communications is also discussed. 
We will introduce our system model in Chapter 3. We consider the link 
gains as lognormal distributed random variables. Then we will state the power 
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control problem solved in this thesis. And a centralized algorithm for this 
power control problem will be proposed in this chapter. 
In Chapter 4, we will present the distributed algorithm. It can handle the 
estimation error of SIR and the time-varying link gains. The convergence of the 
algorithm will be proved in this chapter by using the stochastic approximation 
theory. 
The numerical results will be included in Chapter 5. We will discuss some 
properties of the proposed algorithm in this chapter, such as convergence rate, 
robustness to noise and comparison with other algorithms. 
In Chapter 6, conclusions for this work will be drawn and possible exten-
sions will also be discussed. 
Chapter 2 
Background 
This chapter will include some related mathematical knowledge, we first 
briefly introduce the basic idea and classical results of the stochastic approxi-
mation theory , which will be needed in the thesis. And then the crucial results 
of lognormal distribution will be stated. 
2.1 Stochastic Approximation 
Estimating unknown parameters based on observation data containing 
information about the parameters is ubiquitous in diverse areas of both theory 
and application. For example, in adaptive control systems, the adaptive control 
gain should be defined as a function based on observation data, which may 
involve an measurement noise, in such a way that the gain asymptotically 
tends to the optimal solution. 
While stated by Robbins and Monro in 1951 and by Kiefer and Wolfowitz 
14 
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in 1952 [28], all these parameter estimation problems can be transformed to a 
root-seeking problem for an unknown function. That is, consider the parameter 
under estimation denoted by x is a root of some unknown function h(x): 
h{x) = 0. (2.1) 
with X E B} and h(-) 6 R"\ Let x{n) denotes the estimate for x at time n. 
Then the available measurement at time n, y{n), can formally be given by 
y(n) = /i(a:(n)) + e(n). (2.2) 
where e(n) is the measurement error and may be dependent on x{n). Therefore, 
by considering y(n) as the observation based on h{-) at x{n) with the estimation 
error e(n), the stochastic approximation problem is to find the root x of h(-) 
based on the knowledge of {y{n)}. 
If h(') and its gradient can be observed without error at any desired time, 
then the numerical methods such as Newton-Raphson method can be used to 
solving the problem. However, this kind of methods can not be applied here, 
because the observations are corrupted by the estimation errors, which is not 
only the purely random term but may also related to the unknown function 
h{-). Moreover, the gradient of h{-) may even not exist. ( For detail, you can 
refer to Appendix 1 of [30].) 
To solve the problem, in 1951, Robbins and Monro proposed the following 
recursive algorithm [19]: 
x{n + 1) = x(n) + anVin). (2.3) 
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where a„ is called the step size and satisfied the following conditions: 
oo oo 
> 0, ^ = oo, and ^ ^ a J < oo. (2.4) 
n=0 n=0 
This algorithm is called Robbins-Monro (RM) algorithm. It has been 
proved that under certain technical conditions, the sequence {x{n)} converges 
to the zero point x of h{-) a.s. as n —> oo. 
To weaken the noise condition, the ODE (Ordinary Different Equation) 
method was proposed in [14]. Since the conditions on the noise term, {e(n)} , is 
not strict as before, the ODE method has been widely applied for convergence 
analysis in different areas. However, the method requires an assumption that 
the sequence {a;(n)} is bounded, which is difficult to be verified in general case. 
So the truncation stochastic approximation algorithm was introduced in 
[4]. If assume the root x is bounded, then the algorithm can be defined as: 
:C(n + 1) 二 [a:(n) + an2/(n)]/[||a;(n)+any(n)||<6] + a:*/[||a;(n)+a„2/(n)||>t], (2.5) 
where I[inequaiity] is the indicator function, x* G i?' is a given point, and 6 is a 
constant. 
The algorithm means that it coincides with the RM algorithm when it 
evolves in the sphere [x : ||a:|| < 6], however, if x{n) + any{n) exits the sphere, 
the algorithm is reset to the fixed point x*. This algorithm removed the con-
straint of {a;(n)}, which made it more general than other algorithms. 
In [12], the proof of weak convergence is discussed. 
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In this thesis, we will solve the stochastic power control problem based on 
this stochastic approximation algorithm stated in (2.5). The conditions needed 
for convergence will be stated later. 
2.2 Lognormal Distribution 
2.2.1 Definition and Properties 
The lognormal distribution (with two parameters) may be defined as the 
distribution of a random variable whose logarithm is normally distributed. 
Such a variable is necessarily positive. The formal definition is given in [6]. 
Now define a positive random variable X > 0 with a two parameters dis-
tribution LOG(ii, a^), if y = log(X) is a normal distribution random variable 
with mean /i, and variance cr ;^where —oo < < oo, 0 < <7. So the probability 
density function of X having LOGiji, a^) is 
/ O r ) = . (2 .6) 
0, x < 0 
\ 
The mean and variance of LOG(ji, cr^ ) are respectively given by: 
丑[X] = 丨 nio. (2.7) 
and 
D^[X] 二 lo2"+a2iniO(ioa2lnlO —丄). (2.8) 
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Figure 2.1: Probability density function of LOG(0, cr^ ) 
The proof of these equations are given in Appendix A 
Figure 2.1 illustrates the probability density function of LOG(0, a^) for 
a = 0.05, 0.1, 0.5 respectively. 
2.2.2 Application on Radio Propagation 
Both theoretical and empirical propagation models indicate that the average 
received signal power decreases logarithmically with distance. If the distance 
between the transmitter and the receiver is denoted by d. The average large-
scale path loss is expressed by 
PL{dB) = PL(M + lOalog(^) . (2.9) 
do 
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where a is called the path loss exponent. It depends on the specific propagation 
environment. Empirical data shows that a can range from 2 to 6 ([18]). and 
do is the close-in reference distance which is determined from measurements 
close to the transmitter. It should always be in the far field of the antenna so 
that near-field effects do not alter the reference path loss. 
However, the model in (2.9) does not consider the fact that the surrounding 
environment may affect the path loss such that it may be vastly different at 
two different locations with the same distance between the transmitter and 
receiver. As the result, the path loss may depress in dB approximated by a 
Gaussian random variable with mean and variance cr^ . By experiments, the 
value of a can range from 4 to 10 (also in dB) [13]. 
PL{d) = PL(do) + lOalog(^) + Xo. (2.10) 
"0 
where X^ is the Gaussian distributed random variable in dB. So with real value, 
the path loss model will be randomly with lognormal distribution. Note that 
this additional random term, does not aim to describe all the random 
elements of path loss, but only the description of the large scale effects. It 
describes the random shadowing effects which occur over a large number of 
measurement locations which have the same distance between the transmitter 
and the receiver, d, but have different levels of clutter on the propagation path. 
This phenomenon is referred to as lognormal shadowing [18 . 
For the remainder of the thesis, we assume that the wireless channel models 
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obey the lognormal shadowing, while regardless other fading effects. 
Chapter 3 
System Model and Centralized 
Algorithm 
3.1 System Model 
Consider a wireless multicell CDMA system. We assume that the users are 
already assigned to their nearest base stations. To each user, one allocates 
a pair of orthogonal channels for mobile-to-base (uplink) and base-to-mobile 
(downlink) communication. Since there is no interference between the uplink 
and downlink channels, we consider power control problem for only uplink 
channels in this thesis. The results can be applied to the case for downlink 
channels easily [16]. 
In the system, the total number of mobile users is represented by N. User i 
is connected to base station bi. Note that for CDMA system, different cochan-
nel users may be connected to the same base stations, so that the biS may not 
21 
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be distinct. We denote the link gain for the path from the j-th mobile user to 
base station bi by Gij. Note that Gij{t), in general, is a stochastic process with 
statistical properties to be described later. Since the algorithms described here 
are discrete time algorithms, let n = 0，1,…represent the sequence of time 
epochs when the power control schemes are exerted. 
The matrix G(n) = {Gij{n)} is known as the uplink-gain matrix and is 
treated as an TV x iV matrix of random variables. In this thesis, we assume 
that the link gains vary in accordance with the shadow effect. The effect of 
multipath fading is assumed averaged out and is not considered here. During 
the power control process, the change in distance between mobile user j and 
base station i, dij(n), is usually very small. So the effect caused by the distance 
change is insignificant. Therefore, to simplify our model, we assume that d^(n) 
is a constant. In [26], it is shown that 
明 = " 7 ^ ’ （3.1) 
where a is the path loss exponent. And the random sequence (n)} in (3.1) 
can be represented by the following model based on Gauss-Markov process 
([22])： 
Aij{n) = pAijin - 1) + - p W ( n - 1). (3.2) 
where p is the correlation coefficient and is defined as 
/0 = exp(—inVA)). (3.3) 
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where v is the speed of the mobile user. Dq is the correlation distance. Typical 
values of Dq in urban area are about 20 meters [18]. r is the time interval 
between two consecutive power level updating. In GSM system, r is 480/Lis 
[15], while in IS-95 CDMA system, r is 1.25fj,s [18). So the value of p is always 
a constant in our model and in the region of 0.5 < p < 1. 
And W(n) in (3.2) is a Gaussian random variable with zero mean and 
variance cr^ . Note that the sequence {W{n),n = 1,2, • • •} is white, which 
means W{m) and W{n) are uncorrelated when m ^ n. Moreover, {Vl^(n)} is 
totally independent of different links. 
For simplicity, we assume the initial value of Aij{n) is: 
^ii(O) = 0, (3.4) 
then 
Aij{n) = pAij(n - 1) + - 1) 
n 
= + - k) 
k=l 
n 
= E 广 V l (3.5) 
k=l 
SO Aij (n) is also a Guassian random variable with zero mean and variance 
D'lMn)] = ( l - p 2 ) 一亡 
k=i 
= ( 3 . 6 ) 
In wireless communication, the link quality is usually measured by the SIR. 
Under our model, the SIR of mobile user i at time n, 1 (^71), can be expressed 
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as 
P (S _ Gii(n)p,{n) 
where Pi{n) denotes the transmitted power of user i at time n, and rj^ is the 
receiver noise at base station i and considered to be a constant. Define the 
matrix Z(n) = Zij by 
Z,j{n) = ^ ^ = (，)nO—丨〜⑷-似")j/i�. (3.8) 
where 
n 
M n ) - Auin) = - k) — W 2 ( n - k)]. ( 3 . 9 ) 
k=l 
which is a Guassian random variable with zero mean and variance 
D'[Aj(n) - Au{n)] = 2V[Aij{n)] 
= 2 ( 7 2 ( 1 -产 ) . (3.10) 
so Zij(n) is a random variable with the distribution LOG(0, By 
equations (2.7) and (2.8), the mean and variance are 
‘ 
1 z j 
E[Zii{n)\ = , 2 2 • (3-11) 
、 （ 勃 ， ^ ^ i n i o , … 
0’ i 二 j 
D^[Zij{n)] = . (3.12) 
(， )2 a i o ^ ^ ^ l n l 0 ( i o ^ ^ i ^ l n l 0 - i )， 
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Then (3.7) can be rewritten as 
r = Z j 卢 + (3.13) 
where 
咖 = ； ^ = 咖 " 1 0 〜 1 0 . (3.14) 
Again r]i{n) is a random variable with the distribution LOG(0,内广))’ 
and 
E[r]i(n)] = (3.15) 
D'Mn)] = ( 7 7 ? ) 2 K 产 - 1). (3.16) 
3.2 Problem Statement and the Centralized 
Algorithm 
There are many formations for the power control problem. We fix the idea of 
the power control problem here to minimize the users' transmitting power levels 
while maintaining a certain Quality of Service (QoS) for each user. Typically, 
the QoS requirement can be translated into the statement that the SIR for 
each connection is larger than or equal to a target SIR. Moreover, in order 
to cope with the random nature of the link gains, it was suggested in [11] to 
use larger SIR target values than needed allowing for a fade margin, which is 
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decided by the outage probability. In this thesis, we consider it as a constant. 
Let 7i denotes the target SIR of user i and Fi denotes the fade margin of user 
i. By (1.5), the power control problem can be stated as: 
N 
min ^ Pi such that 
i=l 
n w ^ ^ 7 丄 , � > + Fu i = l,…具(3.17) 
Define 
ri = 7i + Fi. (3.18) 
Rewrite (3.17) and consider Ti^n) > 0, Vz 
Pi Zij(n)pj + ri7]i{n). (3.19) 
m 
In matrix form, we have 
p > B(n)p + u(n), (3,20) 
where 
‘ 
0 x J 
B(n) = [Bij{n)]- = ， (3.21) 
riZij(n), i^j 
\ 
u(n) = [Wi(n)’W2(n)’... ’uyv(n)]T 
二 [ri"i(n), r2"2(n) ’ . . . ’ rNVN(n)f, (3.22) 
P = [Pi, P2r - - ,PNf - (3.23) 
where B(n) is described as a random variable. With equation (3.11), define 
the expectation of B(n) as: 
B(n) = EB(n) 
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( 
0, i = j 
= < . (3.24) 
B(n) is a variable depends on n. However, the optimal solution, p, should 
be independent of n. So the parameters are also asked to be regardless of n. 
Since 0 < < 1, we can calculate the limitation of B(n) 
B = lim B(n) n—>00 f 
0, i = j 
= < ’ (3.25) 
which is independent of n. Moreover 
Bij{n) < Bij, Vn and i ^ j. (3.26)' 
Similarly, define 
Ui{n) = Eui{n) 
= n 狐 ; n o ^ ^ ^ i n i o . (3.27) 
and 
Ui = lim Ui{n) 
n—»oo 
‘ = ( 3 . 2 8 ) 
moreover 
Ui(n) < Ui, Vn and i, (3.29) 
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So the deterministic power control problem can be defined as 
N 
min ^ Pi such that 
i=l 
p > B p + u. (3.30) 
We say that a set of the QoS requirements i = 1,2，...，TV are feasible 
if there is a nonnegative finite vector p satisfying (3.30). Note that defined 
by (3.25), B is a square nonnegative matrix. Moreover, without losing much 
generality, we assume that B in (3.30) is an irreducible matrix (see for example 
[20]). 
It is not difficult to show that if the targets are feasible, the power vector 
which satisfies the equality of (3.30) minimizes the sum of the transmitted 
powers ([7]). Therefore, by (1.6), if the targets r“ S = 1’ 2, •.. ’ iV are feasible, 
the power control problem is to find the solution of 
p = Bp + u. (3.31) 
The existence of the nonnegative finite solution to (3.31) need the assumption 
that the spectral radius of B is less than 1. It follows that (I - B) is invertible 
([20]). 
For the remainder of the thesis, we will assume that the deterministic power 
control problem (3.30) has a feasible solution. From (3.31), we have 
p = ( I - B ) - ^ u . (3.32) 
This implies that the solution to (3.31) is uniquely defined. However, using 
(3.32) to solve the power control problem is a centralized algorithm based on 
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exact knowledge of all channel gains which is an impossible task in the practical 
systems. Moreover, the measured SIR may include an estimation error. It will 
affect the accuracy of B. Thus, the solution defined in (3.32) may deflect 
from the optimal result. This centralized algorithm may not robust to the 
estimation error. 
Our aim is to provide an iterative distributed stochastic power control 
algorithm based on the measured results, which are susceptible to observation 
noise as well as randomness in the gain matrix. 
Chapter 4 
Proposed Stochastic Power 
Control Algorithm 
In this chapter, we present a new distributed stochastic power control algo-
rithm based on the stochastic approximation theory. The proposed algorithm 
is robust to the estimation errors as well as the noise caused by the time-varying 
link-gains. Another issue that is considered concerns with the pragmatic issue 
of power level constraint. It will be proved that the iterative power levels con-
verge to the optimal solution of the deterministic problem stated in previous 
chapter almost surely. 
4.1 Proposed Power Control Algorithm 
In the thesis, we present the new algorithm so that user i updates its 
transmitting power only based on the estimates of its own SIR, IV While in 
30 
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practical, the user obtains such an estimate by mean of bit-error-rate (BER). 
Since under the Rayleigh fading condition, the BER for many digital modu-
lation schemes is inversely proportional to the channel SIR (see for example 
[18]), we assume the estimation error is an additive noise on the Define 
= + (4.1) 
where Vi{n) is the estimation noise process with zero mean and finite variance. 
Moreover, Vi(n) and Vi{m) are uncorrelated when m • n. f � i is the estimate 
of r � i . Since T^^ is always positive, we assume the estimation f y l is also 
nonnegative. Recall (3.13): 
r “ n ) = 广办) (4.2) 
so 
r V ( n ) - r i ——^ + (4.3) 
where is the QoS requirement of user i. Multiplying Pi{n)ri on both sides 
p办)[r,f 广(n) - 1] 
= f riZij{n)pj{n) + Vi'qi - pi(n) + riPi(n)vi(n) 
= + Ui(n) - pi{n) + riPi{n)vi{n) 
3 
= ^ BijPj(n) -\-Ui- piin) + Y^[Bij{n) - + Ui{n) -Ui^ riPi{n)vi{n). 
3 j 
(4.11) 
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Here we split Bij{n) into two terms, Bij and [战j(n) - Bij]. Where Bij and Ui 
in (4.4) are defined in (3.25) and (3.28) respectively. Define 
yi(n) = Pi (n) [r , f -^(n) - l ] , (4.5) 
p(n) = (4.6) 
hi{p{n)) = YBijj)j[n) + {Li-pi(n)� (4.7) 
j 
E I ( N ) = R I P I { N ) V I ( N ) + - B I J]PJ{N) + U I { N ) - U I . ( 4 . 8 ) 
3 
Rewrite (4.4) 
yi{n) = p“n)[rA-i (n) - 1] = " “P(n) ) + e,(n). (4.9) 
or 
y(n) - / i ( p ( n ) ) + e ( n ) . (4.10) 
Note that equation (4.7) is equivalent to (3.31). So now the power control 
problem is converted to find the zero point p iteratively such that h{p)= 
0. However, we just can obtain the information of y(n), which includes the 
noise term e(n). In view of the stochastic approximation theory introduced in 
Chapter 2, we propose the new iterative power algorithm: 
P ( N + 1) = [P (N ) + A„Y(N)]J[||P⑷+A„Y(N)||<6] + P''/[||P(N)+A„Y(N)||>6], N = 0, 1, • . .， 
< 
with a given initial state, p(0), 
(4.11) 
Chapter 4 Proposed Stochastic Power Control Algorithm 33 
where p* G is a given point satisfying ||p*|| < b, and 
• 0, Z/IIPII >6 
l["p||<6] = , (4.12) 
1, f^\\p\\<b 
\ 
the constant b used in (4.11) will be specified later on. And we assume the 
optimal solution p does exist and can be bounded by a positive constant ci. 
IIPII < ci. (4.13) 
The algorithm (4.11) means that the updating power vector equals to 
p(n) + a„y(n) if it evolves in the sphere [p : ||p|| < b]. But if it exits the 
sphere, the algorithm is pulled back to the fixed vector p*. 
However, the proposed algorithm in (4.11) is not a fully distributed algo-
rithm. The computation of ||p(n) + any(n)|| need global information. That 
is, all the components of the updating power vector should be known to judge 
if it exits the sphere. The proposed algorithm is really distributed only for the 
case where there is no power constraint. 
4.2 Basic Properties of the Algorithm 
In this section, we state some basic properties of the proposed algorithm. 
They can make the algorithm more reasonable and help me prove the conver-
gence of the algorithm. First of all, rewrite (4.11) in a distributed form: 
Pi{n + 1) 二 Pi{n) + anPi{n){rir-\n) - 1). (4.14) 
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Since the estimation f is nonnegative, and a^ < 1 
1 annt-^n) - an > 0. (4.15) 
If the initial value pj(0) is positive for all i, then we can guarantee that 
Pi(n) > 0，Vn and i. (4.16) 
The consequence makes the proposed algorithm more reasonable. 
Then we consider the noise term of user i, ej(n). Rewrite (4.8) as 
ei{n) = riPi{n)vi(n) + Y^[Bij{n) - Bij]pj{n) + Ui(n) — Ui 
j 
= r i P i ( n > i ( j i ) + Y^[Bij{n) - Bij{n)]pj{n) + Ui{n) - Ui{n) 
3 
乂 、 /s 
+ — Bi加j(n) + Ui(n) - Ui 
3 
= e S i ) ( n ) + ef ) (n) + e f V ) + e f V ) . (4.17) 
where 
e,�（n) = riPi{n)vi(n)- (4.18) 
ef\n) = Yl^Bijin) - B,j{n)]pj{n)- (4.19) 
3 
ef\n) = Ui(n) - iii(n); (4.20) 
e f V ) = - A j j P j M + M ^ ) - ^i- (4.21) 
3 
Now, we prove the following lemmas. 
Lemma 4.2.1 
oo 
< oo a.s. (4.22) 
n = l 
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Proof: 
E[ane\^\n)] = anE{riPi{n)vi(n)] 
=anriE[pi(n)]E[vi(n)] 
= 0 . (4.23) 
Moreover 
oo oo 
n = l n = l 
= f ^ a l r ^ E l p U n ) ] E [ v U n ) ] 
n = l 
oo 
n=l 
< oo. (4.24) 
where 沪 is the variance of Vi{n) and is a finite value. So, by the consequence 
of Khintchine-Kolmogorov Convergence Theorem (Theorem 5.1 of [5]) 
oo 
y ^ < oo a.s. (4.25) 




ancf^ (n) < cxD a.s. (4.26) 
n = l 
Proof: 
Rewrite (4.14) for user j , 
Pj{n) = Pjin - 1) + an-iPj(n - l){rjrj\n - 1) - 1) 
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=Pj{n — 1) + an-iPj(n 一 l ) [ r j r j ^ ( n - 1) + rfUj{n - 1) - 1]. 
(4.27) 
and 
p-w 1� Efc/J Bjkin - l)pk{n - 1) + Ujin - 1) 
Or^. (n _ I H ^ ； ^ . (4.28) 
Since the components of the link gain matrix are totally independent, 
Bij(n) and Pj{n), which is a function of Bjk{n), are uncorrelated for all n. 
Then by the definition of Bij(n) in (3.24), we have: 
E[Bij(n) - Bij(n)] = 0. (4.29) 
So 
E[anef\n)] = a „ £ ； { ； ^ - Bij(n)]pj{n)} 
3 
=cin J2{BlB,j(n) — B,j{n)]Elpj{n)]} 
3 
= 0 . (4.30) 
Moreover 
oo oo 
n = l n = l j 
oo 
= - Bij{n)]pj(n)}' 
n = l j 
oo 
= 別 B i , 如 ) - 反 j . ( n ) ] 2 E b ? ( n ) ] 
n = l j 
oo 
n = l j 
< oo. (4.31) 
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where D^[Bij{n)] is the variance of Bij(n) and is uniformly bounded by (3.12). 




< oo a.s. (4.32) 
n = l 
Proof: 
E[anef\n)] = anE[ui(n) - Ui(n)] 
= 0 . (4.33) 
and 
oo oo 
⑶(n)]2 = Wn) - ii办)]2 
n = l n = l 
oo 
n=l 
< OO. (4.34) 
Where V[ui{n)] is the variance of Ui{n) and is uniformly bounded by (3.16). 
So this lemma holds. 
• 
And we also have the following result: 
lim ef^(n) = lim - Bij]pj(n) + Ui(n) - Ui 
j 
= 0 . (4.35) 
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4.3 Convergence Property 
By the theorem(1.4.1) in [3], if the following conditions hold, then p(n) stated 
in (4.11) will converge to p. 
Condition 1: The step size {a„} is defined such that 
oo 
an > 0, lim an = 0, andY^ an = oo. (4.36) 
n—•oo ^ ^ 
n=l 
Condition 2: There exists a continuously differentiable Lyapunov function 
'w(-) : —> i? such that IY(p) = 0，K;(P ) 0, Vp p, and for any 0 < 6 < A 
sup i/;J(p)/i(p) < 0. (4.37) 
<5<||P-P||<A 
where Wp{-) denotes the gradient of w{-); Further, p* used in (4.11) is such 
that w(p*) < inf||p||=co —P) for some Cq > 0; 
Condition 3: For any convergent subsequence {a:^^} of {xk} 
1 m(nfc’0 
lim lim s u p - V aie(i) = 0, \/t G [0,T]. (4.38) 




m(/c,T) = max{m : ^ a i < T}. (4.39) 
i=k 
Condition 4: h(-) is measurable and locally bounded, i.e., for any constant 
c > 0 
sup \\h{p)\\ < 00. (4.40) 
IIPIKC 
Now we claim that all the conditions hold for our algorithm. Note that 
the first and the last conditions hold clearly. To establish Condition 2, we 
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recall the following classical theorems on the Perron-Frobenius eigenvalue of 
the matrix [20]. 
Definition 4.3.1 If S is a square nonnegative matrix, there exists an eigen-
value p called the Perron-Frobenius eigenvalue of S such that: 
1) p is real and nonnegative; 
2) with p can be associated nonnegative left and right eigenvectors; 
3) p > |A| for any eigenvalue A of S. 
Theorem 4.3.2 ([20]) A positive solution to equation (3.31) exists if and 
only if p < 1, where p is the Perron-Frobenius eigenvalue of the matrix B or 
equivalently if and only if matrix - ( I - B) is stable, that is, its eigenvalues all 
have negative real parts. 
Theorem 4.3.3 ([9]) If the matrix - ( I - B) is stable, there exists a symmet-
ric positive-definite matrix M such that 
M(I - B) + (I - 6 )TM = C. (4.41) 
for any symmetric positive-definite matrix C. 
In view of (4.7): 
hi{Y>{n)) = + — (4.42) 
j 
Rewrite it in a matrix form, 
h(p) = Bp + u - p 
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= [ B - I]p + u 
= B p + u. (4.43) 
where 
B = B - I . (4.44) 
Then the function iy(p) can be defined by: 
w(p) = h^{p)Mh{p). (4.45) 
Rewrite (4.45) in a distributed form 




= E E[云认风 A ( P ) + hi{p)Mij§jk\. (4.47) 
i j 
So 
k oPk k i j 
=h^(p) [ (B - + M(B - I)]h(p) 
= - h ^ ( p ) C h ( p ) 
< 0. (4.48) 
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where C is the symmetric positive-definite matrix defined in Theorem 4.3.3. 
By equation (3.32) and (4.43) 
w{p) = h^(p)Mh(p) 
= ( B p + u )^M(Bp + u) 
= [ B ( p - p) ]^MB(p - p) 
= ( p - p ) ^ B ^ M B ( p - p ) . (4.49) 
It shows that w{p) = 0. And since B is invertible, B ^ M B is positive definite. 
Let fimin denotes the minimum eigenvalue of B'^MB. It follows that Urnin > 0 
and 
^(P) >/imm||p-p||'. (4.50) 
Hence 
—P) 7^0, VpT^ p. (4.51) 
Moreover, p* is a fixed vector, by the definition of there exists a positive 
constant C2 such that 
w(p*) < C2. (4.52) 
then we assume ||p||^  = Cq and rewrite (4.50) 
—P) > Mmm||p-p||^ 
> "n^ln(|||p||2-||則2) 
=Mmini^c'o-IIpII ' ) . (4.53) 
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Hence, if the inequality 
(4.54) 
l^min 
is satisfied, then cq in condition 2 exists such that 
^(P*) < „ inf —P). (4.55) 
So Condition 2 hold. Now we consider the condition on the noise sequence. 
Definition 4.3.4 Fix a sequence of positive real number {a„}. We say a se-
quence {cn} satisfies the decomposition condition, (or simple the DC condition) 
if there exist sequences { / „ } and {g^} with = 九 + for all n such that 
oo 
yZcLnfn < OO, and lim |丨"„丨| = 0. (4.56) 
^ ‘ n—*oo 
n=l 
In view of Lemma 4.2.1 to Lemma 4.2.3 and equation (4.35), we have 
oo 
+ ef^(n) + e f (n)l < oo a.s. (4.57) 
n = l 
and 
lim e f V ) = 0. (4.58) 
n—>-oo 
So with equation (4.56), the DC condition holds for some convergent paths. 
Recall the theorem in [29]: 
Theorem 4.3.5 Let {a„ } be a sequence satisfying (2.4), if {en} satisfies the 
Decomposition Condition for some convergent paths u, then Condition 3 also 
holds for those paths. 
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By applying the above theorem, the Condition 3 holds. We have proved that 
all the Conditions held for the proposed algorithm. With the convergence 
theorem in [3], it follows that 
Theorem 4.3.6 Assume the Conditions 1,2, and 4 hold and the constant cq 
in the Condition 2 is available. Set 6 = cq V Ci for (4.11). If for some sample 
path uj, Condition 3 holds, then p(n) given by (4.11) converges to p a.s. as 
n —> oo for this lj. 
where ci is the constant stated in (4.13). 
Hence, we finish the proof of the convergence behavior of the proposed 
power control algorithm. We conclude that the transmitting power goes to the -
deterministic optimal solution p stated in (3.32) almost surely. 
Chapter 5 
Numerical Results 
5.1 Simulation Model 
In our simulations, we consider a general multicell CDMA system on a 
rectangular grid as shown in Figure 5.1. There are totally 25 base stations (BS) 
fixed equally spaced on the 5000 x 5000m^ area. Mobile users are uniformly 
distributed geometrically. In our simulations, we consider 100 users only. In 
Figure 5.1, symbols "A" and “*” represent the BSs and users respectively. 
Each user is communicating with its nearest base station. 
Recall the SIR of user i at time n is defined in (3.7) 
r.(n) 二 • ‘。. (5.1) 
where the receiver noise r]f is assumed to be for all i. 
44 
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Figure 5.1: A multi-cell CDMA system on a rectangular grid (5000 x 5000m^) 
with 25 BS and 100 mobile users. 
In this thesis, we assume the link-gains vary in accordance with lognor-
mal shadowing and the effect of multipath fading is averaged out and not 
considered. Rewrite (3.1) and set the path loss exponent o； to be 4 in our 
simulations, which is assumed to be a shadowed urban environment. ( see for 
example [18].), 
10—似 n)/10 
秘 ) = ( 5 . 2 ) 
and 
Aij(n) = pAijin - 1) + - p^W(n - 1). (5.3) 
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where W{n) is a Gaussian random variable with zero mean and variance a^. 
We set the value of a to be QdB, approximately 4. Recall the definition of 
estimation error in (4.1): 
r - \ n ) = r - \ n ) + Vi{n). (5.4) 
where the estimation noise Vi{n) in our simulations is assumed to be a Gaussian 
distributed random variable with zero mean and a known variance In fact, 
A. 1 
to guarantee that r � ( n ) > 0，samples with values outside of (—r\(n)’ 1^(72)) 
are discarded. Hence Vi{n) is a symmetrically truncated Gaussian distribu-
tion with zero mean and a variance smaller than t^ .^ Since the 乎 values we 
investigated are small, the variance of Vi{n) is very close to 沪. 
In the simulations, each component of the initial power value p(0) is uni-
formly generated between and The power level constraint b in 
(4.11) is assumed to be lOW for all user. And p* is set to be the same value 
as the initial power level p(0). For simplicity, we choose the threshold r^  to 
be 4, approximately 6dB, for all users, although we can handle the individual 
targets for each user i. 
Performance of the distributed power control algorithm is evaluated with 
respect to the Normalized Squared Error (NSE), which is defined as 
NSE � = M ^ (5.5) 
IIpII 
where p is the optimal solution obtained from (3.32) and p(n) is the power 
level at the n-th iteration under the distributed iterative algorithm. 
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path loss exponent a 4 
QoS target r~ 6dB 
step size a^ 1/n 
correlation coefficient p 0.9 
Sd. of W(n) — (J 一 6dB 
Var. of the error ~ W 
initial power Pi(0) QdBm - 20dBm 
reset power vector p* equals to p(0) 
power constraint b AOdBm 
Table 5.1: Simulation Parameters. 
We record all the coefficients used in the simulations in Table 5.1. 
5.2 Numerical Results 
The curve in Figure 5.2 shows a typical result of the proposed algorithm. 
We set the sequence a^ = 1/n, and p = 0 . 9 ， = 0.1, a = 6dB. In this figure, 
NSE goes to zero, which means the transmission power p indeed converges 
to p as n increased. A more straight view is shown in Figure 5.3. In this 
figure, we record the power levels of three different users in terms of dBm. 
It can be seen that the power level of each user, pi, respectively approaches 
to its target, pi. And then, it fluctuates around its optimal result due to the 
stochastic nature of the system. These two figures show that with the main 
convergence theorem, the transmission power levels converge to the optimal 
solution of the deterministic problem under the proposed algorithm, in spite 
of estimation error and system noises. The proposed algorithm is effective and 
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Figure 5.2: NSE as a function of n for proposed algorithm with = 1/n, and 
p = 0.9，沪=0.1’ a = QdB. 
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Figure 5.3: Transmission power levels of 3 users as a function of n with a„ = 
1/n, and p = 0 . 9 ， = 0.1, cr = 6dB. 
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Figure 5.4: NSE as a function of n for proposed algorithm with = 1/n, and 
f) = 0.9, = 0.1, (J = QdB. 
feasible. 
As described in the algorithm, if in the iterative process, the power values 
exceed the power constraint defined in the algorithm, we will reset the power 
value to p* as shown in Figure 5.4. Note that in this figure, linear scales 
are used for the x-axis and the iteration times is selected to be 10'^ . The 
coefficients p = 0.9, = 0.1, a = 6dB and the sequence = 1/n. In this 
simulation, at least one component of the updating power vector is less than 
zero at n = 554. Hence, we reset the power vector p(554) equal to p* such 
that NSE{1) = NSE(554), since we assume p* = p(0) in our simulations. 
NSE shown in the figure converges to zero after power resetting. Moreover, 
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Figure 5.5: Transmission power levels of 3 users as a function of n with = 
1/n, and p = 0.9, = 0.1，a = QdB. 
resetting the power to p* can be viewed as restarting the iterative process with 
a smaller Hence, it is reasonable that the convergence rate in this figure is 
slower than the curve shown in Figure 5.2. 
The power levels of three users are shown in Figure 5.5. Each Pi smoothly 
converges to pi. It can be seen that the distance between each pi and its target 
is bigger than it in Figure 5.3 because of the slower convergence rate. 
In Figure 5.6，we record the power levels under the effect of power con-
straint. In this figure, we set the power constraint b to the value little bigger 
than the optimal power p [ It is shown that at n = 2 and n = 6, the power 
values exceed the power bound, so the algorithm reset all the components of 
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Figure 5.6: Transmission power levels of 3 users as a function of n with = 
1/n, and p = 0.9, = 0.1, a = QdB. The power constraint is also shown 
the transmitting power to their initial values. In the figure, they meet the 
same point at n = 2 and n = 6. After that, each power respectively converges 
to its optimal solution shown by the dotted line. So we draw the conclusion 
that the algorithm is valid under the finite power constraint. 
However, due to the effect of the power constraint, the proposed algorithm 
is no longer a fully distributed algorithm. Since we reset all the components 
to p* when one of them exceeds the limit, a centralized command is need to 
realize the updating scheme. The distributed property is weakened. While in 
Figure 5.2 and 5.3, there is no power resetting, each user updates its power 
just based on its own information, it is a really distributed algorithm. 
I 
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The QoS is measured by SIR. To show the convergence behavior of the 
users' SIR for different {an} sequences, we plot the maximum, minimum, and 
mean SIR values as a function of the iteration times in Figure 5.7. The target 
requirement is also shown. In the figure, the minimum SIR can not satisfy the 
target requirement due to the random noise and estimation error of the system. 
While the average SIR values converge to the SIR requirement. Moreover, in 
the figure, the maximum, minimum and average SIRs close with each other as 
n increased. It indicates that the equations stated in (1.6) 
Ti = 7n i = (5.6) 
are satisfied in the simulation. The oscillations are caused by the noise. 
Convergence rate is an important factor for the iterative control algorithms. 
Roughly speaking, for the proposed algorithm with different {a „ } sequences, 
the convergence rate of NSE is o(a^) for some positive ^ > 0 [3]. In Figure 5.8, 
we show the NSE convergence behavior of the proposed algorithm for different 
{a „ } sequences. As expected, the convergence rate for an = („+i)in(n+i) s^ 
slower compared with a^ = l / ( n + 1). (The sequence {a„ } begins with N = 1, 
but = oo, so we make this comparison with (n+1) instead of n.) However, it 
converges to zero more smoothly. On the other hand, if a bigger {a^i} sequence 
is used, the NSE decreases to zero very fast but oscillates intensely. Hence, 
we need make a tradeoff between the convergence rate and the oscillation 
amplitude. 
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Figure 5.7: The average, maximum, and minimum SIR as a function of n for 
the proposed algorithm for = 1/n, with p = 0.9, '0'^ = 0.1, a = 6dB. The 
threshold is also shown. 
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Figure 5.8: Comparing the NSE(n) convergence rate of the proposed algorithm 
for different {an} sequences, with p = 0 . 9 ,沪= 0 . 1 , a = 6dB. 
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Figure 5.9: Comparing the NSE rate of the proposed algorithm for different 
values of with p = 0.9, a = QdB�and an = 1/n. 
In Figure 5.9, we show the NSE convergence rate as a function of iterations 
for different values of measurement noise variance, As expected, the NSE 
decreases to zero faster if a smaller variance is used. Moreover, the curve is 
more smooth. 
In Figure 5.10 and 5.11, we show the NSE convergence rate as a function of 
iterations for different values of cr, where in Figure 5.10, p = 0.5 and in Figure 
5.11, p = 0.9. In both figures, NSE decreases to zero as n increased. And 
the convergence rate is faster when a takes a smaller value. In fact, the curve 
with cr = QdB should be more smooth comparing with the other one. We can 
not see this point clearly in both figures is mainly because of the logarithmic 
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Figure 5.10: Comparing the NSE rate of the proposed algorithm for different 
values of a, with p = 0.5’ = 0.1, and a^ = 1/n. 
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Figure 5.11: Comparing the NSE rate of the proposed algorithm for different 
values of cr, with p = 0.9, = 0.1, and = 1/n. 
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Figure 5.12: NSE as a function of n for different initial power values, with 
= 0.1, p = 0.9，a = QdB, and = 1/n. 
y-axis. The NSE with a = QdB is much smaller so that it is more sensitive to 
the noise. 
Moreover, comparing the curves with the same a but different p, we can see 
that the curve with p = 0.9 is more smooth, especially for a 二 lOc/B. Recall 
equation (3.2): 
Aij(n) = pAij{n - 1) + pW(几 _ i). (5.7) 
If we take p bigger, the effect of the random variable W{n) is weakened. 
li p = 1，Aij{n) will be a constant equaling to the initial value Aij(O). So the 
curves shown in Figure 5.10 and 5.11 are reasonable. 
In Figure 5.12, we show the convergence behavior of the proposed algorithm 
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Figure 5.13: The convergence of transmission power levels for different initial 
power values, with = 0.1, p 二 0.9, a 二 QdB, and = 1/n. 
with different initial power values. The convergence curves of p(0) = QdBm, 
—20dBm and —AOdBm meet at n = 3, then go to zero along almost the same 
track. While p{0) = 20dBm has another curve. The power levels are shown in 
Figure 5.13. It also shows that the curves with smaller values of p(0) converge 
faster. While the other one also converge. But at n = 10 ,^ the difference 
among these curves is very tiny. Thus, the algorithm is robust to different 
initial power levels. It means that in the systems, we can begin the iterations 
at any initial power vectors. 
Chapter 6 
Conclusions And Future Works 
6.1 Conclusions 
Transmission power control is a crucial technique in wireless communi-
cation systems. The scheme aims to adjust the transmitter power in each 
base-mobile link such that the co-channel interference caused by other mobile 
terminals is minimized. With proper power management, system capacity may 
be increased with acceptable QoS. There were some attempts in the literature 
which deal with the problem in different ways. However, most of the previous 
algorithms assume the link gains are time-invariant, which in fact are stochas-
tic processes as the result of lognormal or fast fading in real systems. Hence, 
in this thesis, we have proposed a new distributed power control algorithm 
based on the theory of stochastic approximation to solve the random link-gain 
problem. 
The proposed algorithm just focuses on the uplink channel. While it can 
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easily be applied to downlink channel. It based on the QoS tracking scheme, 
which aims to guarantee the QoS requirement for each user as well as mini-
mizing the total power consumption. The proposed algorithm is distributed in 
the sense that it just require each mobile user only know the information of its 
own link gain to its connected base station, which is assumed to be lognormal 
shadowing. 
In the proposed algorithm, the power level is updated by using an estima-
tion of QoS, which contains a noise with zero mean and finite variance. In 
the derivation of the algorithm, the centralized deterministic power control is 
first converted to the problem of finding the zero point of a certain function. 
Then the distributed iterative stochastic algorithm is given by applying the 
stochastic approximation technique. Under the classical convergence theorem 
in the theory of stochastic approximation, we have proved that the proposed 
algorithm converges to the deterministic optimal solution, even if the estima-
tion of QoS includes an additive noise and the link gains are time-varying. 
In the proposed algorithm, we can set the lower and upper bounds on the 
transmitting power levels, which makes the algorithm more practical. 
Given that the optimal solution exists, we show in the simulation that the 
Normalized Squared Error (NSE) goes to zero, indicating that the proposed 
power control algorithm is feasible. When compared to the existing famous 
algorithms such as the Foschini-Miljanic algorithm, the proposed algorithm is 
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more robust against estimation errors. Moreover, we can expedite the conver-
gence rate by using a bigger step size sequence {an}. However, the noise effect 
to the transmission power is also enlarged. The power levels fluctuate around 
the optimal result with a bigger variance. 
6.2 Future Works 
In future wireless communication systems, we may support more users 
which is moving faster. Thus, it need the power control algorithm with faster 
convergence rate. We find that the convergence rate of proposed algorithm 
seems slow compared to some existing algorithms. For example, the fixed-step 
algorithm stated in [24] can converge to optimal solution in tens of iterations. 
Thus, one possible direction is to speed up the convergence of our proposed 
algorithm. 
In the thesis, we just focus on the power control problem of voice trans-
mission. While with the development of wireless data service and Internet 
access, the future wireless networks should support more data transmission. 
It is quite inconvenient for the systems to develop two different power control 
schemes for data and voice transmission respectively. Hence, we should extend 
our algorithm to suit the data transmission in the wireless networks. 
We did not analyse the outage probability caused by the time-varying chan-
nel. In the thesis, the fade-margin is assumed to be a constant for every user. 
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In future research, we may consider the relationship between the outage prob-
ability and the transmission power levels. 
Appendix A 
Basic Properties of 
LOG-Distribution 
A positive random variable X > 0 is said to be LOG-distribution with 
two parameters ji and cr^  if K = log(X) is a normal distribution random 
variable with mean and variance The two parameter LOG-distribution 
is denoted by LOG{n, cr )^. 
Assume a random variable X has normal distribution with mean fi and 
variance cr^ . By the definition, Yi = 10'�' is LOG{fi, a"^). Now define a positive 
random variable Y2 = e入'.The relationship between Yi and Y2 can be written 
as 
log(Yi) = ln(y2). (A.l) 
Then 
In(yi) = 111(^ 2) In 10 
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- X l n l O . (A.2) 
So In(yi) is a normal distributed random variable with mean {fi\n 10) and 
variance (cr^  In^  10). Recall the equations given in [6] 




E[Y^] = l n 2 l 0 / 2 
=10(M+^lnlO)_ (A.5) 
which prove (2.7), and 
JD'^^Yi] = e 2 / i l n l O + ( T 2 l n 2 i O ( e O r 2 i n 2 i o 一 1 ) 
_ gin 10(2".In 10) (^ In 10(0-2 i,-,叫—丄） 
= 1 0 ( 2 时 a2lnlO)(ioa2lnlO — 1). (A.6) 
It is equivalent to equation (2.8). 
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