Crowdsourcing is becoming increasingly important in entity resolution tasks due to their inherent complexity such as clustering of images and natural language processing. Humans can provide more insightful information for these difficult problems compared to machine-based automatic techniques. Nevertheless, human workers can make mistakes due to lack of domain expertise or seriousness, ambiguity, or even due to malicious intents. The stateof-the-art literature usually deals with human errors via majority voting or by assigning a universal error rate over crowd workers. However, such approaches are incomplete, and often inconsistent, because the expertise of crowd workers are diverse with possible biases, thereby making it largely inappropriate to assume a universal error rate for all workers over all crowdsourcing tasks.
INTRODUCTION
Entity Resolution (ER) is the task of disambiguating manifestations of real-world entities in various records by linking and clustering [16] . For example, there could be different ways of addressing the same person in text, or several photos of a particular object. Also known as Deduplication, this is a critical step in data cleaning and analytics, knowledge base construction, comparison shopping, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. health care, and law enforcement, among many others.
Although machine-based efficient techniques exist for ER tasks, past studies have shown that crowdsourcing can produce higher quality results, especially for more complex jobs such as classification and clustering of images, video tagging, optical character recognition, and natural language processing [18] . Various crowdsourcing services [30, 36] , e.g., Amazon's Mechanical Turk and CrowdFlower 1 allow individuals and commercial organizations to set up tasks that humans can perform for certain rewards. Since a crowd tasker does not work for free, bulk of the literature in this domain aims at minimizing the cost of crowdsourcing, while also maximizing the overall ER result quality [7, 49, 51, 54] . However, human workers can be error-prone due to lack of domain expertise, individual biases, task complexity and ambiguity, or simply because of tiredness, and malicious behavior [21, 48] . State-of-theart works elude this severe concern by using the majority voting approach [49, 51, 54] , that is, to ask the same question to multiple people and consider the majority answer; or by assigning a universal error rate for crowd taskers [48] . Many other works bypass this as an orthogonal problem to crowdsourced ER, because there are various approaches to compute and reduce crowdsourcing biases and errors, including [11, 26, 33 ].
Challenges
Considering the quality assurance as an orthogonal problem to crowdsourced ER, however, is a substandard solution. Instead, ap- proaching both these problems together improves the quality of ER, which is evident from recent works [21, 48] . The majority voting is often unreliable because spammers and low-paid workers may collude to produce incorrect answers [33] . In addition, the tasker crowd is large, anonymous, and transient, and it is usually difficult to establish a trust relationship with a specific worker [26] . Each batch of tasks is solved by a group of taskers who may be completely new, and one may not see them again, thereby making it unrealistic to assign a universal error rate for all workers over all crowdsourcing tasks.
Difficulties with Existing Approaches. In the following, we highlight the shortcomings of state-of-the-art solutions using examples.
Difficulties with Majority Voting [49, 51, 54] . As depicted in Figure 2 , let us assume that we have crowdsourced the following pairs A, B , A, C , and A, D . According to majority voting, we shall consider Yes, No, and Yes as the answers, respectively. By following transitive closure [49, 51, 54] , we cluster A, B, D together and C separately, and then we terminate. Clearly, this leads to incorrect solution to the problem. Difficulties with [21] . Gruenheid et. al. [21] directly incorporated crowd errors in ER tasks by designing a MinMax function over all positive and negative paths between every pair of records. In addition to being expensive, the method can easily produce incorrect results as we illustrate in Figure 3 . In particular, (1) their framework does not consider the length of a path between two records. However, since we are dealing with a noisy environment, intuitively the error accumulated across a short-length path would be less than that through a longer path. ( 2) The proposed method ing [48] : Adding an edge between A, C , or E, F with probability 0.9 is equivalent according to the maximum likelihood approach. However, the cluster (D, E, F ) is already quite strongly connected via the existing edges (i.e., (D, E) and (D, F ), both having probability 0.9). Hence, adding an edge between A, C with probability 0.9 will make the other cluster (A, B, C) stronger, thereby improving the overall quality of this solution.
only considers the maximum-weight path between a record pair, and ignores all other paths. However, the combined information from other paths might still be significant, as shown in Figure 3 . Difficulties with [48] . Very recently, Verroios et. al. [48] also considered crowd errors for the ER problem. Their ER problem formulation is based on the maximum-likelihood clustering, which is similar to ours. However, the proposed model has the following limitations. (1) The technique assumes a universal error rate over all crowd workers, which might be difficult to compute, and even inconsistent, as we discussed earlier. (2) Their next crowdsourcing technique is also based on the maximum likelihood. However, as we demonstrated in Figure 4 , this method is often unable to capture the "connectedness" of the clustering, which is more important towards improving the quality of the result. We shall define connectedness formally in Section 4.
Our Contribution
We develop an in-depth solution, called PERC, for crowdsourced ER by looking into the aforementioned fundamental challenges, which, to the best of our knowledge, have not been addressed before. Our contributions can be summarized as follows.
• In contrast to existing approaches, our algorithms are completely parameter-free, that is, we do not require any userdefined threshold values, as well as no apriori information about the error rate of the crowd workers. We also provision for identifying and correcting past mistakes due to incomplete information and crowd errors.
• Based on our uncertain graph model and possible world semantics, we resolute the ER problem via the maximumlikelihood-based clustering, and design efficient solutions (Section 3).
• For the next crowdsourcing problem, we introduce a novel metric called "reliability" of a clustering, that measures connectedness within and across clusters by following the notion of uncertainty (Section 4). We identify various important features of our metric, such as monotonicity and improv-ing the weaker links. This is more effective than maximumlikelihood-based next crowdsourcing [48] as demonstrated in Figure 4 and also demonstrated in our experimental results.
• We perform detailed experiments with four real-world datasets using Amazon's Mechanical Turk platform. The performance analysis illustrates the quality, cost, and efficiency improvements of our framework (Section 5).
Finally, going back to the running example in Figures 1, 2 , and 3, our designed algorithm will correctly group (A, B) and (C, D) into two separate clusters. For the next crowdsourcing problem in Figure 4 , our method will prioritize the pair A, C over E, F , which indeed maximizes the reliability of the given clustering in an optimistic manner (discussed formally in Section 4).
PRELIMINARIES

Problem Formulation
Entity Resolution (ER). An ER algorithm receives an input set of records R = {r1, r2, . . . , rn} and a pairwise similarity function F , and it returns a set of matching pair of records: C = {R1, R2, . . . , Rm}, such that, Ri ∩ Rj = φ for all i, j, and ∪iRi = R. We call each Ri a cluster of R, and each cluster represents a distinct real-world entity. The partition of R into a set of clusters is called a clustering C of R. If r1 and r2 are matching (non-matching), they are denoted by r1 = r2 (r1 = r2).
An ER algorithm generally obeys the two following relations. Transitivity. Given three records r1, r2, and r3, if r1 = r2 and r2 = r3, then we have r1 = r3.
Anti-transitivity. Given three records r1, r2, and r3, if r1 = r2 and r2 = r3, then we have r1 = r3.
Thus, a clustering C of the input set R of records is transitively closed. One can derive the following theorem combinatorially. We present the proof in the Appendix. THEOREM 1. For n records, there can be (2 n − n) different clusterings, where each cluster in some clustering must have between (1, n) records.
Crowdsourced ER. We use a crowdsourcing platform such as Amazon's Mechanical Turk (AMT), which provides APIs for conveniently using a large number of human workers to complete micro-tasks (also known as Human Intelligent Tasks (HITs)). To identify whether two records belong to the same entity, we create an HIT for the pair, and publish it to AMT with possible binary answers: A worker needs to submit 'Yes' if she thinks that the record pair is matching, and 'No' otherwise.
For mitigating crowd errors, we allow multiple workers to perform the same HIT. We then assign an edge with probability p(ri, rj) between two records ri and rj, where p(ri, rj) ∈ (0, 1) denotes the ratio of crowd workers who voted Yes on the question if ri and rj are same entity. For simplicity, in this paper, we assume that the budget to crowdsource a record pair is fixed, that is, for every record pair, we can employ a certain number of crowd workers (or, we may utilize a fixed number of machine-based techniques). However, this is not a fundamental requirement for our algorithms. Uncertain Graph. Every HIT creates an uncertain, undirected edge between the respective record pair, thereby generating an uncertain, undirected graph G = (R, E, p), as depicted previously in Figure 1 . Each record ri ∈ R denotes a node in the graph, E ⊆ R × R represents the set of edges between the record pairs that were crowdsourced, and p(e) ∈ (0, 1) is the probability of the edge e ∈ E as derived earlier.
In the context of this uncertain graph G, it is important to note that p(e) = 0 (i.e., all crowd workers voted non-matching) is not equivalent to the edge e being absent in G (i.e., the pair is not crowdsourced yet).
To reflect independence across different crowdsourcing tasks (i.e., each HIT can be performed by a different set of workers), we employ the well-established notion of possible world, together with the assumption that each edge can be matching or non-matching, independent of other edges [24] . Hence, the uncertain graph G yields 2 |E| deterministic graphs (or, possible worlds) G G, where each G is a pair (R, EG), with EG ⊆ E are matching edges, and its probability of being observed is given in Equation 1.
Next, we have the following observation.
LEMMA 2.1. Every clustering of the input record set R corresponds to some possible world of the uncertain graph G = (R, E, p). However, every possible world of G might not be a clustering of R.
The first part of the lemma is trivial (i.e., follows from the definition of a possible world), whereas the second part holds since every possible world is not transitively closed. We demonstrate this fact with an example in Figure 5 , where three possible worlds G5, G6, and G7 of the given uncertain graph are not clusterings.
Since every clustering corresponds to some possible world, we define the likelihood of a clustering as the probability of the respective possible world being observed. In Figure 5 , the likelihood of the clustering {(A, B), (C)} is same as P (G4), which is 0.288. Problems. We are now ready to state our problems.
Entity Resolution. Given the set R of records and an uncertain graph G = (R, E, p), the entity resolution problem finds the clustering of R that is most likely. Let us denote by M LC(R, G) the most-likely clustering of R, given G. In Figure Next Crowdsourcing Question. Given the set R of records, an uncertain graph G = (R, E, p), and the most-likely clustering M LC(R, G), the next crowdsourcing problem identifies the record pair ri, rj ∈ E, such that crowdsourcing this pair ri, rj , and thereby knowing the edge probability p(ri, rj), increases the "reliability" of M LC(R, G) maximally.
We defer formal statements of our problems, as well as a formal definition of reliability until Sections 3 and 4, respectively.
Solution Overview
Before delving into details in the subsequent sections, we provide an overview of our framework, PERC in Figure 6 . Given an input set R of records, and the initial uncertain graph G (which might have no edges in the beginning, or only a few edges based on machine-based techniques), we find the most-likely clustering C * = M LC(R, G). Next, we iteratively find the best record pair ri, rj and crowdsource it, until our budget is exhausted, or we already find a complete (uncertain) graph over R. After every crowdsourcing task, we add an uncertain edge between the respective record pair, thereby updating G.
One interesting feature of our framework is that at the end of every round, we check if the previous MLC C * still remains the MLC for the updated graph. If not, we recompute the new MLC and proceed to identify the best record pair to crowdsource for this new MLC. This technique is in sharp contrast to many existing approaches, where once some intermediate cluster is formed, it is never changed (e.g., in case of majority voting based algorithms [49, 51, 54] ), or is changed only locally for the last record pair that was crowdsourced (e.g., in case of MinMax algorithm [21] ). Instead, since we provision for updating the entire clustering when necessary, it enables us to rectify the mistakes that might have been incurred at earlier rounds due to incomplete information and crowd errors, thereby quickly converging to a high-quality solution. We illustrate this feature of our technique with two examples in Figure 7 . As one may observe, in both cases with the additional crowdsourcing evidences, the new MLC is more promising than the earlier one.
While such updates in the MLC clustering are quite effective, we empirically found that these updates happen only 20∼25% of the times after next crowdsourcing. This illustrates that while updating of the entire clustering is critical for improving the overall ER quality, it does not significantly impact the total computation time. Given an uncertain graph G = (R, E, p) over the records set R, we design efficient algorithms to find the most-likely clustering. As we stated earlier, a clustering is transitively closed. Therefore, our objective is intuitive: Records that are connected by edges having high probability should be in the same cluster, whereas low probability edges should cross the boundaries. We formalize this notion with the concept of most-likely clustering as follows.
ENTITY RESOLUTION
ER Problem
Given R, G, let us consider a clustering C = {R1, R2, . . . , Rm} of R. We define the likelihood of C as the probability that (1) all edges inside every cluster Ri exist, and (2) all edges across every pair of clusters Rj, R k do not exist. Since an edge can exist independent of others, we compute the likelihood L(C) as follows.
We formally introduce the ER problem below.
PROBLEM 3.1 (ENTITY RESOLUTION).
Given the set R of records and an uncertain graph G = (R, E, p), find the (transitively closed) clustering C of R having the highest likelihood L(C).
The problem of finding the most-likely clustering (also referred to as the maximum-likelihood clustering), however, is NP-hard, which can be verified by a polynomial-time reduction from the NP-hard correlation clustering problem [3, 48] . The proof is given in the Appendix. THEOREM 2. Given an uncertain graph G = (R, E, p) over the records set R, finding the maximum-likelihood clustering of R is NP-hard.
While the correlation clustering problem has been extensively studied in the past and many approximate as well as heuristic algorithms have been proposed, they could be expensive [13, 48] . This is a critical issue for our framework, because we require to perform such clustering 20∼25% of the times after next crowdsourcing. Therefore, we design an efficient two-step solution that first identifies the regions of conflict in the uncertain graph (i.e., record pairs having evidences of both being matching and non-matching), and then applying state-of-the-art correlation clustering algorithms on each conflicting region in a parallel manner.
ER Algorithm
We start with a few definitions. We refer to a (simple) path 2 between two records as a positive path if all of its edges have probability more than 0.5. On the contrary, a negative path between two records consists of all but one edges with probability more than 0.5, and exactly one edge with probability less than or equal to 0.5. If two records are connected only by a single path between them, it is easy to decide if they are matching or not, by simply deleting the edges having probability less than or equal to 0.5 (if any) on that path, and thereby finding the corresponding connected components. However, problem arises when a record pair is connected by both positive and negative paths, i.e., there are cycles with all but one edges having probability more than 0.5. Our algorithm (Algorithm 1) works by finding a cycle basis [44] of the uncertain, undirected graph G. A cycle basis of an undirected graph is a set of cycles that forms a basis of the cycle space (i.e., set of all cycles) of the graph. More specifically, a cycle basis is a minimal set of cycles that allows every cycles in G to be expressed as a symmetric difference of edge sets of the basis cycles.
We construct a cycle basis by first finding any spanning tree (or, spanning forest) of G, and then by selecting the cycles formed by the combination of a path in the tree and a single edge outside the tree. Each of these cycles is linearly independent from the others, and they are called fundamental cycles [44] (line 1, Algorithm 1). We note that there are exactly (|E| − |R| + c) fundamental cycles, where c denotes the number of connected components in G.
We next partition the fundamental cycles into cycle sets such that any two cycles from two different cycle sets do not share an edge. Clearly, a cycle set can be a singleton (consisting of only one fundamental cycle), or otherwise a fundamental cycle in a cycle set must share an edge with some other fundamental cycle in the same set. It is easy to verify that every cycle (not necessarily a fundamental cycle) in G would belong to a cycle set. A cycle set is referred to as conflicting if it contains at least one cycle (not necessary a fundamental cycle) that has one edge with probability less than or equal to 0.5, and all other edges with probability higher than 0.5.
To this end, we note that the number of cycles in a cycle set can be exponentially large. In fact, the problem of verifying whether a cycle set is conflicting or not, is NP-hard due to [39] . Hence, to efficiently identify such conflicting sets, we first define an articulation node as follows. A node in a cycle set is called an articulation node if at least three or more edges inside the cycle set are incident on that node. Finally, a cycle set is marked conflicting if one of the following conditions is satisfied.
• A cycle set C is a singleton (i.e., consists of only one fun- 2 Hereinafter, we shall use "path" and "simple path" (as well as, "cycle" and "simple cycle") interchangeably.
Algorithm 1 ER Algorithm
Require: Records set R, uncertain graph G = (R, E, p) Ensure: Maximum-likelihood clustering of R 1: Find fundamental cycles of G 2: Construct cycle sets 3: Mark conflicting sets 4: Cluster conflicting sets by Greedy method (Best, First, Pivot, SCC) 5: Delete edges e with p(e) ≤ 0.5, that are outside conflicting sets 6: Form a cluster with each connected component 7: Return the clusters damental cycle) with one edge having probability less than or equal to 0.5, and all other edges having probability higher than 0.5.
• A cycle set C consists of multiple fundamental cycles, and there is at least one path in C between two articulation nodes, such that the path has exactly one edge with probability less than or equal to 0.5, and all other edges with probability higher than 0.5. EXAMPLE 3.1. In Figure 8 , let us consider the fundamental cycles as follows: ABCA, ACF A, CDEC, and GHIG. The cycle sets are denoted as C1, C2, and C3 in the figure. We note that both C2 and C3 are singletons, and it is easy to verify that C2 is conflicting, whereas C3 is not. On the other hand, C1 has two articulation nodes: A and C. The path ABC between these two articulation nodes has exactly one edge (i.e., BC) with probability less than or equal to 0.5. Hence, C1 is conflicting.
As one may realize, the above procedure could generate false positives, that is, a cycle set marked conflicting may not have any cycle with all but one edges having probability more than 0.5. Such false positives, however, do not impact the accuracy of the overall ER algorithm (Algorithm 1). In addition, our method cannot have any false negative, i.e., if there is a cycle in G having exactly one edge with probability less than or equal to 0.5, and all other edges with probability higher than 0.5, then that cycle must belong to some conflicting set 3 . The time complexity to find all conflicting sets, as described above, is linear to the size of the graph, i.e., O(|R|+|E|).
Next, Theorem 3 guarantees that the clustering of the records that are inside one conflicting set will not be impacted by the edges that are outside the conflicting set. On the other hand, Theorem 4 ensures that the record pairs that are not part of the same conflicting set can be clustered trivially, by simply deleting the negative edges that are not part of any conflicting set. The proofs are given in the Appendix. In summary, we cluster each conflicting set by following greedy methods, which are similar to state-of-the-art correlation clustering algorithms (line 4, Algorithm 1). In addition, we delete the edges having probability less than or equal to 0.5, that are not part of any conflicting set, and find the corresponding connected components (line 6, Algorithm 1). This completes our entire ER clustering procedure. THEOREM 3. If two records ri and rj belong to the same conflicting set, then there cannot exist another path between ri and rj in G, which is edge-disjoint with that conflicting set. THEOREM 4. If two records ri and rj do not belong to the same conflicting set, then there cannot exist both a positive and a negative path, which are edge-disjoint, between ri and rj in G.
The most difficult step, of course, is to cluster the records inside a conflicting set. However, each conflicting set is smaller than the 3 For details, we refer to the proof of Theorem 4 in the Appendix.
original uncertain graph G. Besides, the clustering of one conflicting set can be performed independently of another conflicting set in a parallel manner. Finally, to cluster every conflicting set, we employ greedy methods which are similar to state-of-the-art correlation clustering algorithms [13] (including the spectral-connectedcomponents method considered in [48] ). We briefly introduce these clustering methods in the following. Best. The Best algorithm adds each node ri to the cluster with the strongest p(e) connecting to ri, or to a new singleton if none of those p(e) is greater than 0.5. First. The First algorithm adds each node ri to the cluster containing the most recently considered node rj with p(ri, rj) > 0.5, If no such rj exists, ri is added to a new singleton cluster. Pivot. This algorithm takes an unclustered node and creates a new cluster containing that node and all unclustered neighbors (and neighbors-of-neighbors, in an iterative manner) with edge probability larger than 0.5. Spectral-Connected-Components (SCC). This algorithm starts from the record pair having the highest probability of being the same entity, given the answers for these two records. If this probability is higher than 0.5, SCC merges the two records into one cluster. In each successive step, the algorithm finds the clusters with the highest probability of being the same entity, given the answers between them. If this probability is higher than 0.5, the two clusters are merged into one cluster. Otherwise, SCC stops merging clusters, and returns as output the current set of clusters.
Given two clusters Ri and Rj, SCC computes the probability P r(Ri, Rj) of merging them as given in Equation 3.
Let the maximum numbers of nodes and edges in a conflicting set be nc and ec, respectively. Then, the time complexity of best, first, and pivot clusterings is O(nc + ec), whereas for the SCC clustering, the time cmplexity is O(n 2 c ).
NEXT CROWDSOURCING
In this section, we discuss our algorithm for selecting the next crowdsourcing question. We assume that one already constructed M LC(R, G) from the records set R and the uncertain graph G = (R, E, p), and now she wants to identify the best entity pair ri, rj ∈ E to crowdsource next.
Reliability of a Clustering
Intuitively, our objective is to identify a pair ri, rj ∈ E that can improve the quality of the given MLC clustering as much as possible. To this end, we identify the two following "connectedness"-based criteria that determine the quality of a clustering C. Let us denote C = {R1, R2, ..., Rm}, where each Ri is a cluster and represents a distinct real-world entity.
• How well each cluster Ri is connected?
• How well every pair of clusters Rj, R k (j < k) is disconnected?
Given a clustering C = {R1, R2, ..., Rm} and the uncertain graph G = (R, E, p), all edges inside a cluster are called YES edges, whereas the edges across two clusters are referred to as NO edges. If e ∈ E is an YES edge, we define its existence probability pY (e) = p(e). On the other hand, if e ∈ E is a NO edge, we compute its existence probability as pN (e) = 1 − p(e). We derive an YES-NO graph 
In the above equation, I(Ri, G) is an indicator function over a possible deterministic graph G G Y |N taking value 1 if records in Ri are all connected (by YES edges) in G, and 0 otherwise.
DEFINITION 4.2 (DISCONNECTIVITY)
. Given a pair of clusters Rj, R k (j < k) and the YES-NO graph G Y |N , the disconnectivity between Rj, R k is defined as the sum of the probability of those possible worlds of G Y |N where at least one NO edge exists between Rj and R k . Formally,
; otherwise Based on the above definition, we observe that for all i, j, k, j < k, the following events are independent. (1) A cluster Ri is connected, and (2) a pair of clusters Rj, R k are disconnected. Therefore, one can multiply the probability 4 of these events to measure the overall quality of a clustering C. Formally, we denote this metric as the reliability of a clustering.
DEFINITION 4.3 (RELIABILITY).
Given a clustering C = {R1, R2, . . . , Rm} and the YES-NO graph G Y |N , the reliability of C is defined as the probability that every cluster Ri is connected and every pair of clusters Rj, R k (j < k) is disconnected, i.e., 
Next Crowdsourcing Problem
We derive, for every record pair ri, rj ∈ E, the improvement in reliability of the already computed MLC C * , if one crowdsources the pair, and thereby assigns the corresponding edge probability p(ri, rj). Unfortunately, one does not know p(ri, rj) apriori, therefore we consider an optimistic scenario, that is, for all possible values of p(ri, rj) ∈ (0, 1), we derive what will be the maximum possible increment in Rel(C * ) by crowdsourcing ri, rj . We select the record pair that maximally increases Rel(C * ), under such optimistic assumption.
Our formulation has several desirable features as stated next.
LEMMA 4.1. For any new edge e that we included, Rel(C * ) will increase maximally when p Y |N (e) = 1.
In other words, if the new edge e is inside a cluster (i.e., YES edge), then its probability requires to be p(e) = 1, which means that all workers agreed on the record pair as matching. On the other hand, if the new edge e is across two clusters (i.e., NO edge), then its probability must be p(e) = 0, which implies that all workers agreed on the record pair as non-matching. To put it simply, if the next crowdsourcing result is fully consistent with our previous clustering, then the quality of the clustering improves maximally. Generally speaking, the more is the ratio of workers who agree with the previous clustering, the higher is the improvement in the clustering quality. This implies that if the majority of the crowd workers agree with our previous clustering, there is no need to change the clustering. With this feature, one can also quickly verify whether she needs to recompute the MLC clustering at the end of a crowdsourcing round (see overview of our approach in Figure 6 ).
Below, we formally introduce the next crowdsourcing problem.
PROBLEM 4.1 (NEXT CROWDSOURCING).
Given the set R of records, an uncertain graph G = (R, E, p), and the most-likely clustering C * = M LC(R, G), find the record pair ri, rj ∈ E, such that adding an edge (ri, rj), with p Y |N (ri, rj) = 1, maximally increases the reliability of C * .
Remarks. As demonstrated earlier in Figure 4 , our next crowdsourcing problem usually prioritizes the weaker components and improves their quality, thereby creating a balance between the quality of stronger and weaker components in the clustering. This is evident if we consider two pairs of clusters such that Disconnect(R1, R2) < Disconnect(R3, R4), then our method will always prioritize a pair r1, r2 ∈ R1 × R2 over any other pair r3, r4 ∈ R3 × R4, for the next crowdsourcing. For brevity, let us denote by d1 = Disconnect(R1, R2) and d2 = Disconnect(R3, R4). In the first case, we consider an edge (r1, r2) with pN (r1, r2) = 1, i.e., p(r1, r2) = 0. Hence, the increase in reliability, following Equation 6, is log(1/d1). Analogously, in the second case, the increase in reliability is log(1/d2). Since d1 < d2, the pair r1, r2 is preferred over r3, r4 . In case of connectivity of individual clusters, in general no such relationship exists. However, if the connectivity of one cluster is significantly smaller than that of the other, e.g., Connect(R1) << Connect(R2), it is very likely that our method will select a pair from R1 for the next crowdsourcing problem. Let c1 = Connect(R1) and c2 = Connect(R2). Also, assume that δ1 is the maximum increase in c1 if we add an edge e of probability pY (e) = 1 (i.e., p(e) = 1) in R1. Similarly, let δ2 be the maximum increase in c2 if we add an edge e of probability pY (e ) = 1 (i.e., p(e ) = 1) in R2. Hence, in the first case, the increase in reliability is log(1 + δ1/c1), whereas in the second case, the increase in reliability is log(1 + δ2/c2). Since c1 << c2, it is very likely that δ1/c1 > δ2/c2. Therefore, in such cases, our method will prioritize a specific record pair from R1 over all pairs from R2, for the next crowdsourcing problem.
Next Crowdsourcing Algorithm
A naïve algorithm to find the best record pair for next crowdsourcing would be inefficient due to the following challenges.
• Computing the connectivity of a cluster, also known as the all-terminal-reliability problem in device networks, is #P-hard [46] . Hence, finding the exact connectivity value, even for a modest size cluster, is almost infeasible.
• At each round of crowdsourcing, we identify the best record pair not in E. Usually, the uncertain graph G is sparse, that is, |E| << O(|R| 2 ). Therefore, at every round, one needs to compare O(|R| 2 ) pairs in order to identify the best one for next crowdsourcing.
Due to its intrinsic hardness, we tackle the connectivity estimation problem from an approximation viewpoint. We use the answer computed by Monte Carlo (MC) sampling as a proxy. This is a reasonable choice as MC-sampling is an unbiased estimator, thus by running it for a sufficiently large number of times, its answer is expected to converge to the real answer with a high probability. In particular, we first sample t possible graphs, G1, G2, . . . , Gt of a subgraph of G Y |N induced by the nodes in some cluster Ri, according to (YES) edge probability p Y |N = pY . We then compute the ratio of possible graphs which are connected, out of t possible graphs that were generated. This gives the MC-estimation of connectivity for cluster Ri. To speed up the sampling process, we also combine MC-sampling with a breadth first search (BFS) from one of the nodes in Ri [27] . If the maximum numbers of nodes and edges in a cluster are nmax and emax, respectively, then the time complexity of MC-based connectivity estimation is given by O (t (nmax + emax)). Based on empirical results over our datasets, we observed that the MC-estimator converges with a number of samples t ≈ 1000. This is roughly the same number observed in [24, 27] for MC-sampling based reliability estimation over other real-world uncertain graphs.
The complete method for next crowdsourcing is given in Algorithm 2. Let us denote by priority of a pair ri, rj ∈ E as the increase in reliability of the existing MLC clustering, when the edge (ri, rj) is included with probability p Y |N (ri, rj) = 1 (lines 7 and 14, Algorithm 2). We note that for a specific round, the priority of all the following record pairs r k , r l ∈ (Ri × Rj) \ E, for a certain Ri and Rj, are the same. Therefore, we compute the priority of only one record pair across every pair of clusters (lines 11-16, Algorithm 2). Finally, if an edge was inserted in some cluster Ri in the last round and there is no change in the MLC clustering (lines
Algorithm 2 Next Crowdsourcing Algorithm
Require: Records set R, uncertain graph G = (R, E, p), C * = M LC(R, G) Ensure: Record pair r i , r j ∈ E to be crowdsourced next 1: Let C * = {R 1 , R 2 , . . . , Rm} 2: if M LC updated last round then 3: priority queue Q = φ 4: for all R i do 5:
Form G by adding (r j , r k ) in G, with p Y (r j , r k ) = 1 7:
Insert ( r j , r k , prio(r j , r k )) into Q
9:
end for 10: end for 11: for all (R j × R k ), j < k do 12:
Find one r i , r l ∈ (R j × R k ) \ E
13:
Form G by adding (r i , r l ) in G, with p N (r i , r l ) = 1 14:
15:
Insert ( r i , r l , prio(r i , r l )) into Q 
20:
Form G by adding (r j , r k ) in G, with p Y (r j , r k ) = 1
21:
prio(r j , r k ) = Rel G (C * ) − Rel G (C * )
22:
Update ( r j , r k , prio(r j , r k )) into Q
23:
end for 24: end if 25: if last edge was inserted between R j and R k , j < k then 26:
Form G by adding (r i , r l ) in G, with p N (r i , r l ) = 1 28:
29:
Insert ( r i , r l , prio(r i , r l )) into Q 30: end if 31: end if 32: r i , r j = Q.pop() 33: return r i , r j 18-24, Algorithm 2), then the priority of the pairs inside other clusters, as well as those across two clusters, will not change. Similarly, if an edge was inserted between two clusters Ri, Rj in the last round and there is no change in the MLC clustering (lines 25-30, Algorithm 2), the priority of the pairs inside all clusters, as well as those across other cluster pairs, will not change. All of these reduce the priority re-computation necessary for at most O(n 2 max ) pairs at every round, if there is no change in the MLC clustering.
In reality, nmax is quite small, in order of 30∼350 records, for the real-world datasets that we have considered (and also used earlier by state-of-the-art approaches [21, 48] ). Therefore, the overall time complexity of our next crowdsourcing algorithm is O n 2 max (t (nmax + emax)) . In fact, the priority of each record pair inside a cluster can be computed in parallel, and/or one may also sample a selected number of record pairs, uniformly at random, from the cluster; thereby further reducing the time required to select the next crowdsourcing question. Asking Next Questions in Batches. Algorithm 2 selects a single question to ask next to the crowd workers. Instead, one may consider a batch version to issue multiple high-quality questions. For a batch size k, we select the k record pairs having the highest priority. It is expected that by issuing multiple questions in batches, the overall quality would decrease, because one does not know the corresponding edge probabilities apriori; and therefore, we compute the priority of a record pair in an optimistic manner. However, asking questions in batches helps in improving the efficiency of crowdsourced ER, because many crowd workers would be able to answer the questions in a batch in parallel. 
EXPERIMENTAL RESULTS
We present empirical results with four real-world datasets (three image datasets and one text dataset). We evaluate the entity resolution (ER) accuracy, efficiency, and crowdsourcing cost of PERC under various initial conditions and by asking the next crowdsourcing questions one at a time and also in batches, with different crowd errors, and various correlation clustering algorithms. We compare PERC with three state-of-the-art crowdsourced ER approaches: transitive closure (TC) clustering [49, 51, 54] , DENSE and bDENSE [48] , as well as with the MinMax algorithm [21] .
Environment Setup
The code is implemented in Python and we perform experiments on a single core of a 32GB, 2.40GHz Xeon server. All experimental results are averaged over 10 runs. We present our results with spectral-connected-components (SCC) based correlation clustering, because it performs the best compared other methods, e.g., Best, First, and Pivot. We show comparison results among these correlation clustering techniques in the Appendix.
• Datasets. We use four benchmark, real-world datasets (Table 1) from the literature of crowdsourced ER. AllSports: The AllSports dataset (stanford.edu/~verroios/datasets/ allsports.zip) [48] consists of athlete images from different sports, with each image showing a single athlete. Gymnastics: The Gymnastics dataset (stanford.edu/~verroios/ datasets/gymnastics.zip) [48] also contains athlete images, but only from gymnastics, and it is more difficult to distinguish the face of an athlete in this dataset, e.g., the athlete may be upside down on uneven bars. Landmarks: We download the Landmarks dataset [21] from http://image.ntua.gr/iva/datasets/ec50k/. It has images of different Landmarks from 9 cities. We consider a subset of the original dataset, consisting 529 images of 15 different Landmarks. Cora: This is a text dataset containing references of scientific publications [52] , originally extracted from the CORA dataset (http://www.cs.umass.edu/~mccallum/data/cora-refs.tar.gz). Cora is one of the largest datasets considered in the literature of crowdsourced ER, thus we use this dataset for demonstrating scalability. We present empirical results with Cora in the Appendix.
For AllSports, we engage 10 workers for each task, whereas 5 workers are employed for each task in the other datasets [21, 48, 52] . For AllSports and Gymnastics, due to their smaller sizes, we crowdsource all record pairs. On the contrary, for Landmarks and Cora datasets, we crowdsource about 22% and 7%, respectively, of all record pairs, based on next crowdsourcing questions.
All these datasets come with the ground truth clustering results, which we refer to as the gold standard clustering. We also report crowd error in Table 1 . If a worker answered the record pair wrongly, then it is considered an error. As an example, out of 10 workers, if 8 workers answered correct and 2 answered wrong, then the error in answering that particular records pair is 20%. Crowd error is measured as the average of all such errors over all crowdsourced record pairs.
• Accuracy Metrics. After a certain number of answers are collected by the next crowdsourcing method, we apply ER algorithm for clustering. To measure accuracy, we compare the output to the gold standard clustering. Specifically, we employ precision (p) and recall (r), defined as follows. p = #record-pairs correctly reported as matching #record-pairs reported as matching (7) r = #record-pairs correctly reported as matching #matching record-pairs in gold clustering (8) Finally, we compute F1-measure, which is defined below.
Following previous works [21, 48] , we use F1-measure to demonstrate the accuracy of PERC and other competitors.
• Compared Algorithms. Transitive Closure (TC) Clustering: TC-clustering utilizes transitivity to reduce the number of questions. In particular, this baseline method selects, uniformly at random, one of those record pairs for which the matching/ non-matching relationship cannot be inferred (by using transitivity and anti-transitivity properties) from the existing edges. Following [49, 54] , we consider majority voting while deciding on the next crowdsourcing results. DENSE and bDENSE: Both DENSE and bDENSE [48] apply maximum-likelihood-based next crowdsourcing, together with Spectral-Connected-Components (SCC) based ER techniques. DENSE starts with each set of records consisting of a single record and computes a probability between every pair of records, which is denoted as ρ-ratio in [48] , and this probability measures the maximum-likelihood-based benefit of combining these two records. Then, the algorithm picks the pair having the highest ρ-ratio, and merges the two records into one set. Subsequently, for every other record, DENSE computes the ρ-ratio between the merged set and that record. It continues to merge record sets and computes the ρ-ratios between the currently merged record set and the rest of the record sets, until all records are merged into a single set. Finally, the method selects the pair of record sets with the highest ρ-ratio, which was found earlier. The question DENSE selects as the next crowdsourcing question, is between two records (chosen uniformly at random), one from the first set and the other from the second set. bDENSE is a batch version of DENSE algorithm, that selects multiple questions (having higher ρ-ratios) to ask next, thereby allowing many crowd taskers to answer those questions in parallel.
The authors in [48] considered majority voting to decide on the next crowdsourcing results; however, they also assigned a fixed human accuracy of 0.9 (i.e., error rate = 0.1) on those answers. MinMax: For ER, the method in [21] develops a MinMax function: It first finds all positive and negative paths between a record pair. The weight of a path is determined by the smallest edge weight on that path. Finally, the algorithm selects the maximum weight path to decide whether the records are matching or not.
We empirically found that longer paths are less effective in determining the relationships between two records. In fact, by considering paths up to length 3, MinMax requires more than one day for ER over our datasets, whereas the accuracy does not improve significantly compared to when we consider paths up to length 2. Thus, we present experimental results for MinMax by considering paths having maximum length 2.
For next crowdsourcing, the authors in [21] proposed a hybrid strategy that prefers either a more certain matching pair, or a less certain non-matching pair, over other record pairs.
Next Crowdsourcing Results
For next crowdsourcing experiments (Figures 10, 11 , and 12), we started with different numbers of initial edges and batch sizes based on the size of our datasets. In particular, we had about 2K, 0.2K, and 1.4K initial crowdsourced edges, respectively, for AllSports, Gymnastics, and Landmarks datasets. We set the batch size as 320, 40, and 120 questions, respectively, over these datasets.
Accuracy Improvement
In Figure 10 , we illustrate the accuracy improvements of PERC over three state-of-the-art approaches. We observed that the F1-measure of PERC increases at a higher rate and quickly reaches around 0.95 with less number of next crowdsourcing questions, compared to other methods, in all our datasets. As an example, with about 12K next crowdsourcing questions over AllSports, the F1-measure of PERC is 0.95, whereas for bDENSE, MinMax, and TC-clustering, the F1-measures are 0.75, 0.79, and 0.67, respectively. As expected, TC-clustering performs very poorly, it never reaches F1-measure ≥ 0.75 over our datasets, which is because this baseline method does not consider conflicting evidences: Once an intermediate cluster is formed based on transitivity and antitransitivity, that cluster is never updated till the end. These results demonstrate the accuracy improvements of PERC next crowdsourcing algorithm over state-of-the-art techniques.
Crowdsourcing Cost Improvement
In Figure 11 , we show the number of next crowdsourcing questions required to reach a certain accuracy. In particular, we consider F1-measure of 0.75 and above, because higher accuracy results are more important in real-world applications. We do not show TCclustering in these figures, because it did not achieve an accuracy over 0.75 in all our datasets. Figure 11 illustrates that the number of next crowdsourcing questions required to obtain a higher accuracy level is much lessoften by a margin of 50%, for PERC, in comparison to both bDENSE and MinMax. As an example, to achieve F1-measure of 0.95 in the Gymnastics dataset, PERC, bDENSE, and MinMax requires 863, 1792, and 1866 next crowdsourcing questions, respectively. These results demonstrate the effectiveness of PERC in reducing the overall crowdsourcing cost to achieve higher accuracy, compared to state-of-the-art methods.
Efficiency Improvement
We compare the average computation time required to select a batch of next crowdsourcing questions in Figure 12 . This average time is computed as follows. We first measure the computation time to select all next crowdsourcing questions in order to reach a certain accuracy, e.g., F1-measure of 0.9 for PERC, bDENSE, and MinMax. One may recall that PERC next crowdsourcing might trigger an update of the previous maximum-likelihood clustering. We empirically found that these updates happen 20∼25% of the times after next crowdsourcing, and the times consumed for such re-clusterings are also added in the total time required for PERC. Since TC-clustering does not achieve such a high accuracy, we instead consider the time required to obtain the highest possible accuracy via TC-clustering. Next, we divide this time by the total number of batches issued to crowd workers, and report this value as the average computation time to select one batch of next crowdsourcing questions for the respective methods. Figure 12 shows that the average time for one batch selection is at least an order of magnitude faster in case of PERC, compared to that of bDENSE and MinMax. We note that the Y-axis is logarithmic in these figures. For example, with the Landmarks dataset, the average time to select one batch (with 120 questions) using PERC is only 0.5 sec, whereas it requires about 15 sec and 12 sec, respectively, to select a batch of same size using bDENSE and MinMax. Thus, our empirical results illustrate that PERC is at least an order of magnitude faster compared to both bDENSE and MinMax, in terms of selecting the next crowdsourcing questions.
Varying Batch Sizes
We analyze the impact of varying batch sizes on crowdsourcing cost and accuracy ( Figure 13 ). We recall that smaller batch sizes help in improving the accuracy and to reduce the crowdsourcing cost. This is because we do not know the corresponding edge probabilities apriori; and hence, by issuing multiple questions in batches, the overall quality would decrease. However, asking questions in batches improves the efficiency of crowdsourced ER, since many crowd workers would be able to answer the questions in a batch in parallel.
In Figure 13 , we show the number of next crowdsourcing questions required to reach F1-measure=0.95 for PERC and bDENSE. We present our results over Gymnastics dataset. As expected, this crowdsourcing cost decreases with smaller batch sizes, for both these methods. We also observed that PERC outperforms bDENSE in terms of crowdsourcing cost under all batch sizes.
Entity Resolution Results
In these experiments, we measure the accuracy and efficiency of PERC entity resolution (ER) algorithm (i.e., SCC-clustering). We note that bDENSE [48] also uses SCC-clustering for ER; hence, we compare against the MinMax ER algorithm [21] algorithms select different set of edges before ER is performed; in these experiments, both PERC and MinMax ER algorithms are applied on the same set of edges.
Accuracy Improvement
In Figure 14 , we present the PERC and MinMax ER accuracy results over AllSports, Gymnastics, and Landmarks datasets. We found that PERC achieves higher F1-measure, however the difference with MinMax is not as large as it was in case of next crowdsourcing experiments. Hence, these results further demonstrate the effectiveness of our next crowdsourcing algorithm, which selects more appropriate questions towards improving the accuracy and reducing the cost of crowdsourced entity resolution.
Efficiency Improvement
We compare PERC and MinMax ER efficiency in Figure 15 . We found that with more edges, the running time of PERC ER increases linearly, whereas the MinMax ER time increases almost exponentially. This is because the MinMax algorithm considers all paths (of length 2 in our implementation) between a record pair, and the number of such paths increases exponentially as we have more edges in the dataset. These results illustrate the scalability of our entity resolution algorithm.
Summary of Experimental Results
We summarize our experimental results as follows. (1) For the same number of next crowdsourcing questions, PERC achieves about 15% higher accuracy compared to that of bDENSE and MinMax. (2) In order to obtain a higher accuracy, PERC reduces the crowdsourcing cost up to 50% in comparison with bDENSE and MinMax. (3) PERC is at least an order of magnitude faster compared to both bDENSE and MinMax, in terms of selecting the next crowdsourcing questions. (4) PERC entity resolution algorithm is scalable over large datasets.
RELATED WORK
We categorize related work as follows.
Crowdsourcing in Data Management. Recently, crowdsourcing has been adopted in video and image annotations [8, 40] , search relevance [1] , natural language processing [31] , and graph search [43] , among many others. Several systems have been developed to incorporate human work into a database/mobile system, e.g., CrowdDB [15] , Deco [41] , CrowdSearch [55] , CDAS [34] , CrowdForge [28] , TurKit [32] , and Qurk [38] . On top of crowdsourcing databases, a new query language, hQuery [42] has been designed. There are also many studies on leveraging crowd's ability to improve database and data mining tasks, such as selection [6, 35, 56] , sort [10, 45] , skyline [20] , join [37] , mining [2] , classification [19] and max/top-k [22, 47] . For a detailed survey, we refer to [9, 36] .
Crowdsourced Entity Resolution. Entity resolution (ER), also known as entity reconciliation, deduplication, or record linkage, is well studied and critical in data cleaning and integration. For a survey, see [16, 29] . Various techniques have been proposed to leverage crowd for performing ER tasks. An important problem in crowdsourced ER is to reduce the number of questions asked to workers, e.g., a clustering-based method [50] where each question is a group of records and asks workers to classify the records into different clusters according to whether they are matching or not. Demartini et. al. generates crowdsourcing questions based on a probabilistic framework, but does not employ transitivity to reduce the crowdsourcing cost [12] . Jeffrey et. al. [23] designed a pay-asyou-go data integration system, that identifies the most uncertain pairs for verification, without leveraging the benefits of transitive relations. Wang et. al. [51] and Vesdapunt et. al. [49] utilized transitivity to reduce the number of questions, whereas Chai et. al. [7] used a partial order approach. Various models to select high-quality questions were developed in [4, 53, 54] . Gokhale et. al. studied the crowdsourced record linkage problem [17] , that links two records from two tables, which is different from ours. Unfortunately, all these works assume no crowd error, or employ majority voting.
Recently, [21, 48, 52] directly incorporated crowd errors in ER tasks. However, the MinMax algorithm proposed in [21] is not scalable since it computes all paths between a pair of records. In addition, its effectiveness is restricted because the clustering of an entity pair is determined by only one path having the maximum edge weight. While [48, 52] considered correlation clustering for both ER and next crowdsourcing task, we have demonstrated that this is usually less effective for next crowdsourcing. Besides, [48] assumes a universal error rate over all crowd workers, which might be difficult to compute. To the best of our knowledge, ours is the first parameter-free solution framework for crowdsourced ER by looking into the aforementioned fundamental challenges such as crowd errors and next crowdsourcing question. Dealing with Crowdsourcing Errors. Quality control is critical in crowdsourcing [14, 33, 57] . Machine learning techniques have been employed to determine the quality of the crowd, e.g., [5, 11, 25, 26] . Orthogonal to these works, our proposed solution incorporates crowd errors while performing the ER task.
CONCLUSIONS
We studied crowdsourced entity resolution together with erroneous crowd answers. We investigated the fundamental challenges associated with this problem such as difficulties in assigning a universal crowd error rate, selecting the most appropriate record pair for next crowdsourcing, and designing of a scalable and robust entity resolution algorithm that will sustain defective crowd answers. We developed a parameter-free solution framework, called PERC, that formulates the problem considering an uncertain graph model and using possible world semantics with edge independence. We employed the notion of reliability in uncertain graphs to identify the most effective next crowdsourcing questions, as well as we designed a scalable correlation clustering algorithm for entity resolution. Based on detailed empirical results with four real-world datasets, PERC improves the accuracy by 15%, reduces the crowdsourcing cost by 50%, and also decreases the next question selection time by an order of magnitude compared to state-of-the-art approaches.
In future, it would be worth investigating similar uncertain graph models and the notion of reliability for crowdsourcing-based selection, sort, skyline, join, frequent pattern mining, classification, and max/top-k problems. 
B. PROOF OF THEOREM 2
We prove NP-hardness of the maximal likelihood clustering by a polynomial-time reduction from the correlation clustering problem, which is NP-hard [3] . The correlation clustering problem can be stated as follows. Given a fully-connected graph G with edges labeled "+" (similar) or "-" (different), find a partition of the nodes into clusters that agrees as much as possible with the edge labels. In particular, we look at this in terms of maximizing agreements, i.e., the number of "+" edges inside clusters plus the number of "-" edges between clusters. Given an instance of correlation clustering problem, let us assign a fixed probability p > 0.5 to every "+" edge and probability (1 − p) to every "-" edge. One may trivially verify that the maximum-likelihood clustering of this uncertain graph would correspond to correlation clustering of the initial edge-labeled graph. Hence, the theorem. 
C. PROOF OF THEOREM 3
We shall prove by contradiction. Let, if possible, records ri and rj belong to the same conflicting set C1; however, there is a path P1 between ri and rj in G, which is edge-disjoint with C1. We present this scenario in Figure 17 . Since ri and rj belong to the same conflicting set C1, there must be a path P2 connecting ri and rj, that is completely inside C1. Note that P1 and P2 are edge-disjoint based on our assumption; hence, they form a cycle. If this cycle is a fundamental cycle (according to cycle basis construction), then P2 must be in the same conflicting set C1, which is a contradiction. On the other hand, if P1P2 is not a fundamental cycle, then it can be expressed as a symmetric difference of edge sets of some fundamental cycles, say, C1, C2, . . . , C k . Without loss of generality, let us assume that C1 shares an edge with P2. Then, C1 must be a cycle within C1. Next, C1 must also have some common edge with at least one of C2, . . . , C k . Hence, that cycle would also be within C1. In fact, by induction, one can show that all of C1, C2, . . . , C k would be cycles within C1. Thus, P1 must be inside C1, which is a contradiction. Hence, the theorem.
D. PROOF OF THEOREM 4
We shall prove by contradiction. As shown in Figure 18 , let, if possible, there be both a positive path P1 and a negative path P2 between records ri and rj. In addition, P1 and P2 are edgedisjoint, and there is no conflicting set consisting of both ri and rj. Since P1P2 is a cycle, it must belong to some cycle set, say C (not shown in the figure). If that cycle set C is a singleton, then it would be a conflicting set consisting of both ri and rj. This is a contradiction to our assumption that ri and rj do not belong to the same conflicting set. On the other hand, if C is not a singleton, the cycle P1P2 must share at least one edge with some other cycles in C. Therefore, there would be at least two articulation nodes on the cycle P1P2. Let us select the two articulation nodes (say, r1, r2) on P1P2 that are closest from the negative edge of P1P2. Hence, in the cycle set C, we can find a path between two articulation nodes r1, r2, such that the path has all but one edges with probability more than 0.5. Therefore, C is a conflicting set, and it consists of both ri and rj. This is a contradiction, and hence the theorem. 
E. ADDITIONAL EXPERIMENTAL RESULTS
E.1 Results with Cora Dataset
We present next crowdsourcing results over the larger Cora dataset in Figure 19 . In these experiments, we started with 2K initial crowdsourced edges, and we set the batch size as 300 questions. Figures 19(a) and 19(b) demonstrate the accuracy and cost improvements of PERC, over the two other methods, bDENSE and MinMax. For example, to achieve F1-measure=0.8, PERC requires about 7.2K questions, whereas bDENSE and MinMax require around 14K and 22K questions, respectively.
In Figure 19 (c), we compare the average computation times required to select a batch of 300 next crowdsourcing questions over Cora dataset. We note that the Y-axis is logarithmic. As earlier, PERC is 5∼15 times faster than both bDENSE and MinMax, e.g., PERC requires 1.5 sec to select a batch of 300 questions, whereas bDENSE and MinMax consume about 7 sec and 20 sec, respectively, for the same. 
E.2 Benefits of Conflicting Sets in SCC-based Clustering
We investigate the benefits of conflicting cycle sets detection on the efficiency of PERC ER algorithm (i.e., SCC-clustering). For technical details about conflicting cycle sets, we refer to Section 3.
In these experiments, we compare the two following methods.
• SCC-Cycle. This approach measures the running time for conflicting cycle sets detection, and then performing SCCclustering on each conflicting set in a parallel manner.
• SCC-Whole. This technique performs SCC-clustering one time on the whole uncertain graph dataset.
We demonstrate our empirical results with the larger Cora dataset in Figure 20 . It can be observed that SCC-Cycle is 1.5 times faster than SCC-Whole, and these results illustrate the usefulness of our designed conflicting cycle sets detection method for SCCclustering.
E.3 Varying Correlation Clustering Algorithms
We compare various correlation clustering algorithms (e.g., Best, First, Pivot, and SCC) [13, 48] , and present our results with the Gymnastics dataset in Figure 21 . We found that while SCC consumes a modest running time, it significantly improves the accuracy compared to three other methods. This explains why we selected SCC as the clustering algorithm in our PERC framework.
