Considering integration issues taking into account the autonomy of the decision-making entities in face of information asymmetry, the modeling of preferences of the decision-makers, efficiently determining robust solutions and a reduction of the time needed for model building and usage are challenges that should be considered in future research efforts for model-based decision support in manufacturing and service networks. The paper proposes a research agenda that requires an interdisciplinary collaboration of business and information systems engineering researchers with scientists from management science, computer science, and operations research. Some illustrative examples of relevant research results are presented.
Relevance and Timeliness of the Topic for Business and Information Systems
The sheer size of today's highly interdependent, global supply chains, as well as the rapid pace of change and the presence of different types of uncertainties make decision support in manufacturing and service networks challenging. The interaction of the various entities in manufacturing or service networks that consume capacity, such as parts or transportation orders, is not yet well understood. It can be observed that automation on the physical level has become increasingly important, which is due to the need to increase productivity, reduce costs, and improve the quality of the manufacturing and service process. At the same time, this type of automation reduces the ability to use human beings to make critical decisions in certain situations because of an increasing decision complexity and the necessity to react at very short notice in a progressively dynamic environment. Decision models can mitigate these disadvantages and support planning and control decisions.
There is evidence that model-based decision support often results in decisions that lead to better customer service, more asset utilization, and reduced inventory. Hence, there is a strong economic need to extend and improve the model-based decision support in future manufacturing and service networks.
In this paper, we focus on the use of model-based decision support, also known as business analytics, rather than on data-driven decision support and business intelligence, to tackle these challenges. The importance of application systems that enable model-based decision support is demonstrated, for instance, by the success story of Kiva Systems, a company recently acquired by Amazon for $775 million US dollars, specializing in the use of mobile robots in distribution facilities (cf. D'Andrea 2012). Kiva Systems has designed and implemented a movement infrastructure based on a multi-agent architecture that allows robots to carry loads in small areas without colliding. Model-based adaption and learning algorithms have been proposed, which allow performance of the robots to be improved over time.
Nowadays, application systems allow for the use of large amounts of structured digital data for decision-making. In recent years the performance of hard-and software components has been dramatically improved, distributed systems can be implemented quite easily on the basis of modern middleware. Also, information technology services are widely available through cloud-based solutions. Powerful algorithms that combine heuristic and exact approaches in a sophisticated way are routinely developed (cf. Maniezzo et al. 2009 ). Hence, in contrast to the situation two decades ago, large real-world models can be solved within a reasonable amount of time. A representative example is the use of decomposition techniques, linear programming, and heuristics to plan IBM's enterprise semiconductor supply chain (cf. Degbotse et al. 2013 ). The result is a unified production, shipping, and distribution plan that improved the on-time delivery performance by 15 % and reduced inventory by 25-30 %. The integrated production planning and scheduling in Ford plants (cf. Barlatt et al. 2012 ) is another recent example that demonstrates large improvements in workplace planning and production scheduling. The proposed approach reveals significant reductions in overtime wages, inventory costs, and premium freight charges.
As another example, large-scale vehicle routing problems at Coca-Cola involving 10,000 trucks per day were resolved (cf. Kant et al. 2008) . The result was an annual delivery cost saving of $ 45 million based on the 1.5 billion cases where the dispatches were planned using the new software. In addition, there were major improvements in customer service.
It is expected that recent technological trends, for example, in-memory data management (cf. Plattner and Zeier 2011) will lead to extended and modified application scenarios. In spite of these favorable conditions, the broad application of modern approaches and corresponding application systems for decisionmaking in real-world settings remains limited. The functionality provided by current application systems, especially by packaged software systems, does not take advantage of these new, favorable conditions for decision-making. This situation requires that advanced decision support systems have to be designed, that are based on improved algorithms and their interplay with information technologies. We expect that tackling the following challenges will contribute significantly to achieving broad application of efficient decision support solutions suitable for real-world use:
Challenge 1: Integration is important because decisions made in manufacturing and service networks are distributed in space and time and involve different decision-makers that have their own individual goals. Therefore, we have to research how the integration of different subsystems and the related decisions can be ensured in manufacturing and service networks through, for instance, negotiation or planning activities. In this context, it is also important to examine how preferences of human decisionmakers can be modeled in application systems, as this is an important step towards automated decision-making.
Challenge 2: Aspects of robustness are important in order to take into account uncertainty. One important research question is how it is possible to make decisions that can deal with the dynamic and stochastic behavior of the underlying manufacturing and service network.
Challenge 3: Modeling is still difficult and time-consuming. Therefore, the cycle of model building and usage has to be simplified to increase the effectiveness of the intended model-based decision support. Appropriate human-machine interfaces have to be considered, as people are the most flexible resource.
The remainder of this paper is organized as follows. In Sect. 2, we describe the challenges to be addressed in more detail. Scientific methods relevant to solving these problems are discussed in Sect. 3. Relevant academic disciplines and possible interdisciplinary cooperation required is outlined in Sect. 4. Examples for initial research results are presented in Sect. 5.
Problem Description and Research Challenges

Overall Setting
The information system of a manufacturing and service network can consist of several subsystems. On the planning and control level, each of the subsystems contains an internal model that represents the data of the corresponding subsystem of the physical network, for instance, all the machines and jobs of a single wafer fabrication facility that is part of an enterprise belonging to the semiconductor supply chain. Each of the planning and control subsystems, for example, Enterprise Resource Planning (ERP) systems or Manufacturing Execution Systems (MESs), can also include several decision models that are based on data of the internal models and provide instructions for other planning and control subsystems or the objects in the physical network. These decision models form the kernel of any decision support system for complex manufacturing and service networks.
The design of appropriate decision support functionality represented by the corresponding decision models is important for our research agenda. When identifying specific research problems, we have to take into account the following insights that put the ideal decisionmaking setting from the previous paragraph into perspective: 1. The internal models often contain data that is not appropriate for the required decisions, because the data is too coarse-grained, the current state is not properly reflected by the data, or historical data, needed to estimate parameters of stochastic models, is missing. When designing a decision model, it is important to clarify how to estimate and maintain the required data in a rapidly changing environment typical within manufacturing and service networks. 2. The planning and control subsystems are not fully automated, i.e., human decision-makers are involved that can make their own decisions or overrule decisions made by application systems. Therefore, it is important to know, who the recipient of a decision is, i.e., a human being or a machine. In the latter case, default actions have to be taken into account when the situation arises that implicit assumptions, for instance, with respect to the availability of jobs or resources, are violated. This allows for a higher degree of automation in decision-making that accompanies the increasing level of automation in the physical networks. We assume that modern hard-and software infrastructure is available and allows for an effective connection of the physical and the information technology-related world. In principle, this permits autonomous, self-organizing, sensor-driven manufacturing and service networks. However, the design of the planning and control subsystems that take advantage of this infrastructure, for instance with respect to autonomy and the large amount of available data, is rarely discussed in the literature. In our opinion, the research challenges described in the remainder of this section are central in addressing these challenges.
Integration Taking into Account Autonomy and Information Asymmetry in Large-Scale Networks
This challenge is motivated by the distributed decision-making that is typical for Supply Chain Management (SCM). SCM can be seen as the coordination of a set of logistics processes that are locally controlled by several autonomous decision-making units. Coordination issues arise because there is asymmetry with respect to the point of time where the decisions are made, i.e., the involved systems operate using different time scales, with regards to the decision rights and concerning the information status of the decision-making units. The different subsystems of the overall planning and control system of the network often support local objectives that are sometimes in conflict with the overall objectives of the network. While some recent work considers decentralized decision mechanisms, e.g., negotiation procedures as described by Dudek (2009) , many approaches in SCM and most of the packaged software for SCM are still based on the assumption of a single, central decision-making unit (cf.
Schneeweiss 2003).
As a consequence, the design of planning and control systems that ensure the autonomy of local decision-making units has to be researched. At the same time, these units need to take into account more global decisions of units that are based on different and possibly better information. This leads to the question how planning and control should be connected in large-scale manufacturing and service networks. Coordination mechanisms for autonomous actors in distributed planning and control scenarios that consider appropriate incentives have to be analyzed.
As already discussed in the second insight in Sect. 2.1, there is a natural tradeoff between automation and autonomous decision-making, in the sense that an increasing automation, to a certain extent, restricts the autonomy of decisionmakers. Modern computing paradigms like software agents try to ensure the autonomy of decision-making entities. Such approaches however require knowledge of the explicit or implicit objectives of the decision-makers. Thus, it is also important to set appropriate incentives within coordination mechanisms that are in line with the global goals of the network. The corresponding preferences of the individual decision-makers have to be determined and eventually aggregated for group-based decision-making, as there is mostly not only a single decision-maker in manufacturing and service networks. An explicit representation of the preferences is desirable because otherwise merely implicit attitudes of individuals are represented that do not allow for automated decisions. The transformation of implicit to explicit preferences is called preference elicitation. Such methods have to take uncertain preferences into account that are typical for manufacturing and service networks which are dynamic and evolving. The uncertain preferences of a human decision-maker are characterized by imprecise, vague, and subjective utility values (cf. Lang et al. 2012) . Methods from stochastic modeling and statistics are not appropriate to model this type of uncertainty in automated negotiation settings because sampling is often not possible. Many of these tools provide solutions for a steady state, with little insight into what to do in the transient setting. Therefore, alternative quantitative modeling approaches for uncertainty have to be considered.
Recently, solution approaches based on integrated planning activities have been proposed for different classes of problems in manufacturing and service networks. Typical examples are the integrated scheduling of production jobs and decision-making for automated material handling and integrated scheduling and process control. New trends in hardware and software, like in-memory data management, strongly support this development. This leads to centralized solution approaches that are in conflict with the pervasive efforts to allow more local (decentralized) decisions in networks that then have to be coordinated in an appropriate way (cf. Schütte 2012, p. 212) . The question, under what conditions integrated planning approaches are reasonable or even beneficial, needs considerable further study.
Determining Robust Solutions Considering Incomplete Information as well as Dynamic and Stochastic System Behavior
Due to improved capabilities of the information technology, for instance, state of the art telematics systems in vehicle routing (cf. Crainic et al. 2009) , it is possible nowadays to detect deviations from the situation, on which planning or control decisions were based. Typical examples are the longer travel durations, caused by traffic jams in real-time vehicle routing, demand uncertainty and uncertain supply from capacitated manufacturing systems, including Bullwhip effects, reputational risks, and quality fluctuations. The information available is often used only to a small extent in order to dynamically react to changes. We expect that the combination of improved data availability and algorithmic advances will lead to new types of decision support systems. In contrast to a pure reaction on disturbances, robustness with respect to solution quality and to the solution itself, i.e. stability, can be taken into consideration by anticipating uncertain system behavior and taking into account this anticipation during planning.
The research question is how one should design algorithms and systems that can deal with the dynamic and stochastic behavior of the underlying base system. The stability and robustness features of solution approaches are also of interest. Algorithms have to be designed that consider stochastic changes by design since the inherent uncertainty found in many real-world planning situations is currently tackled by quite simplistic methods (cf. Graves 2010). It is also challenging to investigate in which situation interventions by human decision-makers are required in automated planning and control systems.
Reduction of the Model Building and Usage Cycle
Modeling and simulation are established methods for decision support. At the same time, we can state that building discrete-event simulation models is still very time-consuming despite improved availability of the necessary data and the huge efforts put into automated model generation (cf. Fischbein and Yellig 2011) . This limits the broad application of discrete-event simulation in industry, for example, with respect to the long-standing vision of supporting realtime control using simulation models based on current data from the network. As in this situation, highly detailed simulation models are required. Providing such detailed models, that include aspects from advanced automation like automated material handling systems, assembly robots, or cluster tools, i.e. specific, multi-resource mini fabs in the semiconductor manufacturing, is still far from being a trivial matter.
Simulation can be used, if fast enough and if the models are easy to build, to represent the anticipated stochastic behavior of large-scale networks in analytic solution approaches. We are capable of simulating single nodes of such networks. However, only preliminary work, especially with respect to the integration of optimization approaches, exists, addressing how to model the supply chain of a large company, for example, a global semiconductor manufacturer with dozens of wafer fabs, each containing hundreds of machines and lots, using one or several simulation models. The Supply Chain Optimization and Protocol Environment (SCOPE) (cf. Orcun et al. 2007 ) is an interesting example of an SCM modeling tool. However, only small-size application scenarios have been assessed and the representation of dynamic and stochastic behavior remains challenging. It is necessary to research reduced simulation models that are simple but can capture essential aspects like the dynamics of networks and load-dependent cycle times. Note that this problem is mainly caused by missing methodology and not due to inappropriate simulation tools. Up to now, there exist only a few reduction approaches that deal with a detailed modeling of process steps with regards to bottlenecks. Within these approaches, the remaining process steps are replaced by fixed time delays instead of a detailed modeling of non-bottleneck machines. As bottlenecks may change over time and the delays are load-dependent, this approach needs more attention as shown by Rose (2007) , in the context of simulating a wafer fab. Such reduced simulation models would allow for the application of simulation-based optimization for largescale networks. In addition, approaches that iterate between analytic approaches, like linear programming and simulation, could be used for large-scale networks.
Appropriate situation-based parameterization of planning and control heuristics is an important problem for users and vendors of the corresponding software solutions. Moreover, preparing and analyzing the computational results is a bottleneck that often hinders the application of quantitative approaches. These questions can be treated simultaneously if appropriate knowledge-based systems are established, guiding the user to apply a certain method in the sense of a knowledge base of methods, i.e. access systems, output analyzers, and interpreters that support the analysis of the results afterwards. While such tools have been proposed for specific methods like linear programming (cf. Greenberg 1996) or discrete-event simulation (Belz and Mertens 1994) , more research is clearly needed for decision support systems that are based on different methods. Moreover, assistance systems have to be developed that support the user of a certain approach, for example, when appropriate parameters have to be set.
Large computing times are still a barrier for applying quantitative methods, for example, when the approaches are intended for interactive what-if-scenarios. For instance, Degbotse et al. (2013) report that single planning instances based on enterprise data can be solved in a few hours, while multiple data sets require up to one day. Therefore, it has to be researched, which specific decisionmaking problems in manufacturing and service networks are suitable for parallel computing. Potential candidates are large-scale stochastic production planning problems or scheduling problems.
Scientific Methods Relevant to Solving the Problems
We discuss methods that can be useful to tackle instances of the three classes of challenges presented in Sects. 1 and 2 in the first three subsections. Since performance assessment issues are important for all the challenges, we discuss these in Sect. 3.4.
Integration Problems
It has to be investigated whether the distributed decision-making paradigm proposed by Schneeweiss (2003) , or other basic organizational forms, establish a framework that can be refined by an appropriate combination of centralized and decentralized solution approaches. Little is known of how to anticipate the relevant characteristics of other involved decision-making units. Multiagent-systems (MAS) are a software paradigm that is useful in implementing distributed decision-making approaches. However, the number of successful implementations is limited. A careful comparison of the integrated (centralized) approaches with the corresponding decentralized approaches, with respect to solution quality and computing time, is necessary. Finally, incentives for autonomous actors can be determined using mechanisms from game theory. In addition, rules for selecting the outcome leading to appropriate results even in settings where agents might not disclose their preferences can also be determined by mechanism design.
Modeling approaches for uncertainty, with respect to preference elicitation, can be based on Fuzzy set theory or alternative uncertainty theories. Agent-based simulation can be applied to evaluate the modeling of preferences.
Problems Related to Computing Robust Solutions
Typical research efforts in the robustness domain deal with the design and assessment of online algorithms or with appropriate rescheduling algorithms. We expect that methods from stochastic programming and approximate dynamic programming, i.e., Markov decision processes, can be used to design robust algorithms for a large class of problems.
In its simplest form, a stochastic program is based on the idea that a decision is made in the first stage. Then some random events occur that affect the outcome of the first-stage decision. A recourse decision can be made in the second stage to compensate for any undesirable effects that might have been experienced as a result of the decision made in the first stage. The first-stage decision is made in such a way that the future effects are taken into account by considering the recourse function that is the expected value of making this decision.
The main idea of Markov decision processes consists of determining a policy that specifies the next action that a decision-maker chooses when a certain state is reached. The policy is determined in such a way that the expected reward is maximized.
Simulation can be applied in sampling methods, i.e., the objectives are assessed using simulation. The same ap-proach is taken in simulation-based optimization approaches, where metaheuristics are combined with simulation to assess the objective function in the presence of uncertainty.
Problems Concerning the Reduction of the Model Building and Usage Cycle
In order to make the model building process easier, the reduced simulation model approach for single nodes of a supply chain has to be extended to entire supply chains. Since it seems impossible, and unnecessary, to represent all the nodes for a large-size manufacturing or service network in a single discrete-event simulation model, methods from distributed simulation have to be applied when the detailed models are compared with the reduced approaches. We believe that combinations of detailed or reduced discreteevent simulation models with metamodels, for example, from multivariate regression, deterministic flow line models, or system dynamics, are promising. Only initial results are available for the applicability of non-linear fluid flow systems, modeled by partial differential equations, to describe the expected behavior of supply chains.
Techniques used in expert systems are potential candidates that can aid in the design of access systems, output analyzers, and interpreters. Methods from machine learning have to be applied within assistance systems to allow for a situation-dependent selection of parameters for heuristics.
To deal with the large computational burden typical for solving decision problems in manufacturing and service networks, decomposition approaches are of interest. Metaheuristics and the combination of these with mathematical programming approaches, i.e. matheuristics, where the mathematical programming approaches deal with the highly constrained subproblems, can be used to obtain high-quality solutions. In addition, the subproblems can be solved in parallel. Since powerful parallel computers, both traditional multi-core and cluster systems and more specialized architectures like the Compute Unified Device Architecture (CUDA), have recently become relatively cheap it is possible to use such resources in companies. This includes self-operating such systems or accessing the resources in the cloud. Only initial results are available for solving scheduling problems or vehicle routing problems based on metaheuristics using CUDA (cf., for example, Schulz et al. 2013 ).
Performance Assessment Issues
The performance of the proposed algorithms can either be assessed by using existing bench-mark instances or new, randomly generated problem instances. However, the simulation-based performance assessment of new planning and control approaches before the deployment in a real-world setting is highly desirable in such a dynamic and stochastic environment, as controlled experiments in the industrial context of manufacturing and service networks seem to be almost impossible.
The novel approaches have to be integrated prototypically into existing application systems. Field tests with these prototypes are highly desirable so as to assess the performance of the proposed approaches in settings that are different from those in research labs. The challenges involved in developing larger software systems and field tests are the long development cycles at universities caused by small research teams, the lacking robustness of the prototypes, and organizational problems in the companies due to a missing alignment between business processes and planning models, technical integration problems, a lack of commitment of the pilot users in the companies, and the fact that academic research labs are often unable to react quickly and effectively to solve problems with the software. Based on the feedback from the field tests, the algorithms have to be improved. We strive for a generalization of the algorithms and prototypes in the sense that they should be applicable in a broad range of situations.
Relevant Academic Disciplines and Interdisciplinary Cooperation Required
The challenges discussed in Sect. 2 require a close collaboration of business and information systems engineering with other academic disciplines. Management science is responsible for identifying and analyzing business problems. This discipline is important for all three challenges since business problems are our research domain. Methods from operations research, statistics, theoretical computer science, algorithm engineering, artificial intelligence, and machine learning have to be used to analyze the problems and to design appropriate algorithms for the three challenges. Software and data engineering methods have to be applied to build software prototypes.
In addition, we need to consider economic problems and mechanisms from a more algorithmic point of view for Challenge 1, i.e. a computer science-based view, within the framework of the interdisciplinary area of computational mechanism design (cf. Nisan et al. 2007) . Findings from psychology and the behavioral sciences can be considered with respect to possible incentives of semiautomated planning and control mechanisms within Challenge 1 and the design of human-computer interaction within Challenge 3.
Let us consider the following example belonging to the first challenge that demonstrates the need for interdisciplinary research. The integrated scheduling of production jobs and preventive maintenance activities will be considered. The algorithms to be developed should be embedded into the MES of a large company. First, we have to analyze the problem. It is especially important to choose appropriate performance measures that support the global business goals of the company. Methods from management science are required to work on this task. After the problem has been well described, a mixed integer program is formulated to gain first insights. This requires operations research knowledge. We need methods from theoretical computer science to study the computational complexity of the problem. Assuming that the problem is NP-hard, we would have to develop an efficient metaheuristic approach to solve large-size instances in a reasonable amount of time. This requires knowledge in artificial intelligence and algorithm design. Machine learning approaches can be useful to select the various parameters of the metaheuristic in a situation-dependent manner. Since we are interested in using the proposed method in the company-wide MES, we have to encapsulate the provided scheduling functionality within a web service that allows us to use data from the MES and to deploy the schedules in the MES. Methods heavily relying on software and data engineering are required for developing this software prototype. 
Examples of Initial Results
We exemplify some research efforts in the remainder of this section. In Table 1 , the corresponding papers are assigned to the challenges discussed in Sect. 2. Mönch (2006) proposes a distributed, hierarchical production control system for large-scale manufacturing systems. The system is implemented as MAS. However, it would be interesting to include production planning approaches into the MAS. An integrated optimization approach for the planning steps crew scheduling and vehicle scheduling is presented by Steinzen et al. (2010) . Fink and Homberger (2013) are developing an automated negotiation mechanism for project scheduling, where information asymmetry and conflicting objectives are taken into account. Driessel and Mönch (2012) propose an integrated scheduling and automated material handling approach that extends the shifting bottleneck heuristic to this situation. However, only a simplified, automated material handling system is considered. Hence, much more research is needed to incorporate real-world issues.
Multi-objective, evolutionary algorithms are proposed by Pfeiffer et al. (2008) taking into account preferences of the decision-makers in form of reference points. However, the proposed approach has to be evaluated using many additional application scenarios. Often linguistic uncertainty is associated with the preferences of the decision-makers. Lang et al. (2012) deal with the elicitation, modeling, and processing of uncertain preferences of human decisionmakers within electronic negotiations using Fuzzy sets. However, uncertainty theories different from Fuzzy sets should be tested too. Applications in the supply chain coordination domain should be considered. Ehmke et al. (2012) show how realtime data can be used to improve decisions in the transportation logistics domain. Dück et al. (2012) propose approaches for robust crew and aircraft scheduling, taking into account the delays and disturbances typical for air transportation.
The design of metaheuristics by means of an object-oriented framework for industrial planning problems is discussed by Fink and Voß (2003) . Rothlauf (2011) classifies metaheuristics and demonstrates how such heuristics can be designed using problem-and instancespecific knowledge. Ehm et al. (2011) consider the simulation of supply chains in semiconductor manufacturing. Reduced simulation techniques are applied for a small-size supply chain. However, the method should be extended to largescale supply chains. Bilyk and Mönch (2012) propose a variant of the shifting bottleneck heuristic that is performed on a parallel computer to solve large-scale scheduling problems for semiconductor wafer fabrication facilities. This allows using modern metaheuristics to solve the resulting subproblems. Designed simulation experiments for using metaheuristics are desirable.
Summarizing the insights from the discussion in this paper, we propose the following research agenda for the next several years.
Challenge 1: We will research how planning and control can be linked in large-scale manufacturing and service networks by considering specific examples from production planning and scheduling. We will extend the knowledge with respect to preference modeling for decision-makers by considering alternative uncertainty theories and by studying application examples. Coordination mechanisms for autonomous actors that take incentives into consideration will be analyzed. We are interested in improving our understanding of the advantages and limitations of integrated planning approaches compared with decentralized, coordinated approaches.
Challenge 2: We will design, implement, and assess algorithms and the corresponding application systems that are able to take into account the dynamic and stochastic behavior of the underlying base system. Initially, we will consider dynamic and stochastic counterparts of well-understood, static problems with deterministic data in transportation, production planning, and scheduling. We are interested in understanding the limitations of the rather simplistic methods that are currently used to tackle such problems. Based on the gained insights, we will work on more advanced techniques.
Challenge 3: We will design, implement, and test techniques that allow for the simulation of large-scale supply chains. Based on these simulation models, we will work on approaches for large-scale manufacturing and service networks that hybridize analytic approaches and simulation. We will research how we can use such simulation-based methods in commercial application systems. We will also work on the situation-based parameterization of heuristics used for decision-making support in manufacturing and service networks. We will research the application potential of parallel computing techniques by studying domain-specific examples.
Conclusions
In this paper we have discussed several challenges for model-based decision support in manufacturing and service networks. The main challenges are related to distributed decision-making in largescale manufacturing and service networks, the necessity to take dynamic and stochastic system behavior into account when decisions are made, and to improve the model building and usage cycle. We explained why we believe that tackling these challenges is important to achieve a broad application of efficient decision support solutions suitable for real-world use. It has also been demonstrated why the required efforts have to be interdisciplinary by nature. A research agenda for the next several years has been proposed.
