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1.1 π-π interactions 
It is well known that noncovalent interactions play vital roles in both chemistry 
and biology. For example, hydrophobic interactions, hydrogen bonding and 
salt bridges have been extensively studied, and their key roles in molecular 
recognition and in determining and maintaining the three-dimensional 
structure of proteins have been firmly established. In contrast, the role and 
importance of another class of noncovalent interactions in biological 
macromolecules, the so-called π-π interactions, are much less defined. A π-π 
interaction is a noncovalent attractive force between two aromatic rings in 
which the distance between the ring centroids is less than 7.0 Å (Burley & 
Petsko, 1985). The distance between two interacting aromatic rings is 
geometry dependent and varies between 4.5 and 7.0 Å. Three geometry types 
are commonly observed for π-π interactions between aromatic side chains, (A) 
edge-to-face, (B) offset, and (C) face-to-face stacked interactions, based on the 
contact angle between the two aromatic systems (Figure 1). As a result of 
these different geometries the nature and energetics of π-π interactions are 
not uniform, which complicates the understanding of π-π interactions. 
Therefore, in this discussion we focus on two important aspects of π-π 
interactions, their nature and energetics, and their biological roles. 
 
Figure 1. The geometry of the π-π interactions in benzene. (A) edge-to-face, 
(B) offset, and (C) face-to-face. 
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1.1.1 The nature and geometry of π-π interactions 
Energetically, there are no specific stacking effects or unique interactions 
associated with the delocalized π electrons among aromatic rings. Therefore, it 
has been suggested that the term “π-π interaction” should be used only as a 
geometrical descriptor of the interaction (Grimme, 2008; Martinez & Iverson, 
2012; Šponer et al., 2013; Wheeler, 2015). In principle, this suggestion is 
correct since no unique interaction has been found to drive association of 
aromatic molecules or π-π interactions. The energetics of π-π interactions are 
generally assumed to consist of electrostatic, van der Waals, and hydrophobic 
interactions (Hunter et al., 2001). All forces between atoms and molecules are 
the result of electrostatic interactions, for both polar and nonpolar molecules 
(Fersht, 1999), although, commonly, electrostatic interactions are taken to be 
between charged or dipolar atoms and molecules. The interactions between 
nonpolar atoms or molecules are called van der Waals (or dispersion) 
interactions. They originate from fluctuating temporary dipoles in atoms. In 
contrast, hydrophobic interactions are not a direct interaction but a 
description that, in polar solvents like water, nonpolar molecules tend to 
aggregate, releasing water molecules bound to their surface, thereby 
increasing their entropy (Fersht, 1999). However, the contributions of partial 
electric charges, van der Waals interactions, and hydrophobicity complicates 
the detailed analysis of the source of the strength of π-π interactions. 
Furthermore, the strength of these interactions depends on the geometry of 
the π-π interactions, since the strength of the van der Waals interactions 
depends on the contact surface area, while electrostatic interaction depends 
on the relative charge distribution and the interaction of charges, further 
complicating the analysis. The analysis becomes even more complex when the 
interacting aromatic systems involve more atoms. Therefore, the nature of π-π 
interactions is often investigated and explained using small molecules with 
well-defined geometry differences instead of biological macromolecules.  
The benzene dimer has been widely used as a model system for π-π interaction 
studies. It was found that the face-to-face π-π interaction is the least favored 
interaction, to the point that face-to-face benzene dimers are almost non-
existent in both the solid and the liquid state (Cox et al., 1958; Shi & Bartell, 
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1988). Several models were developed to explain this observation, including 
the solvophobic model (Schneider et al., 1984), the electron donor-acceptor 
model (Askew et al., 1989) and the atomic charge model (Muehldorf et al., 
1988), but none of them was very satisfactory. A breakthrough was achieved, 
when Hunter and Sanders (1990) developed a simple electrostatic model. 
Before proceeding to discuss their model, it will be necessary to introduce the 
term “quadrupole moment”. When two atoms have a different 
electronegativity, the electron density of the atom with the largest 
electronegativity will be increased, while that of the other atom will be 
decreased. As a result, a partial charge separation will occur, leading to a bond 
dipole, as illustrated for the O-H bonds in a water molecule in Figure 2A. If 
there are more bond dipoles in a molecule, they will add up vectorially to 
produce a molecular dipole moment (Figure 2A). Benzene has six C-H dipole 
bonds as shown in Figure 2B, but because of the internal symmetry of the 
benzene molecule, the bond dipoles cancel out, and benzene has no overall 
dipole moment. Instead, benzene has a very strong and permanent 
quadrupole moment. As can be seen from Figures 2C and 2D, the electron 
density distribution in benzene is such that the two aromatic faces of benzene 
are partially negatively charged (delocalized π electrons), while the edge of the 
molecule is partially positively charged. Thus, benzene can be considered to 
have two dipoles, one from the center of the aromatic ring pointing up, and 
the other from the center of the aromatic ring pointing down, which are 
aligned end-to-end. The arrangement of multiple dipoles that are aligned in 
such a way that there is no net dipole, is called a quadrupole (Anslyn & 
Dougherty, 2006).  
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Figure 2. (A) The dipole moment of a water molecule. (B) Model of benzene 
showing six C-H dipole bonds, ending up with (C) a quadruple moment (side 
view of image B). (D) Electrostatic potential mapping of benzene (left) and 
indole (right). The π electron density of benzene and indole is gradually 
decreased from center to edge with the color changing from red to blue. The 
numbers represent the partial charges on the hydrogen atoms  (Copied with 
permission from Geng et al. (2010). Copyright 2010 American Chemical 
Society).  
Returning to the model of Hunter and Sanders, one of its key features is that 
the charge distribution of an atom is used to represent the electrostatic charge 
distribution in a π system (Hunter & Sanders, 1990). It is assumed that each 
carbon atom in the aromatic system has a charge of +1 at its nucleus, and 
donates a charge of -0.5 to each of the faces above and below the aromatic 
system, as shown in Figure 3A. A second key feature of the model is that the π 
electrons and the -bonding system of the aromatic ring are separated. 
Combining these two features, therefore, the -bonding system of the 
benzene ring has a net positive charge of +6 from the carbon nuclei, while 
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above and below the -bonding system of benzene there is an electron cloud, 
each with a net π electron charge of -3. Thus, the model predicts that two 
benzene rings prefer the edge-to-face orientation (Figure 3B) more than the 
face-to-face geometry (Figure 3D), because the -π (CH-π) attractions (Figure 
3B) are more favorable than the π-π electrons repulsions. In other words, π 
electrons in most aromatic systems generate a quadrupole moment with 
partially negatively charged aromatic faces and a partially positively charged 
periphery (Figure 2B,D). The face-to-face π-π interaction is the most 
unfavorable geometry, followed by the offset and edge-to-face geometries, 
because the larger the overlap area of the two benzene rings, the stronger the 
π-π repulsion is (Figure 3B,C,D). This is consistent with the calculated 
interaction energies of benzene dimers of -2.46 (edge-to-face), -2.48 (offset) 
and -1.48 (face-to-face) kcal/mol, respectively (Tsuzuki et al., 2002). In 
contrast, the face-to-face π-π interaction is favored for dimers of benzene 
(C6H6) and hexafluorobenzene (C6F6), because the six fluorine atoms, as strong 
electron withdrawing groups, create an opposite quadrupole moment 
compared to that of benzene (Figure 3E). Thus, in the Hunter & Sanders model 
electrostatic effects are emphasized to determine the geometric interactions, 
because the face-to-face geometry, although favored by van der Waals and 
hydrophobic interactions, is disfavored by π-π repulsion. 
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Figure 3. (A) Model of an atom which donates one electron charge to the 
molecular π-system. (B) Interaction between two edge-to-face π-systems. (C) 
Interaction between two offset oriented π-systems. (D) Interaction between 
two face-to-face oriented π-systems with strong repulsion. (E) Two aromatic 
systems with opposite quadrupole moments generate attractive face-to-face 
π-π interactions.  
Nevertheless, not all researchers are satisfied with this purely electrostatic 
model, and have proposed to also consider hydrophobic (desolvation) and/or 
van der Waals interactions when predicting potential geometries and 
energetics of π-π interactions (Černý et al., 2008; Grimme, 2008; Martinez & 
Iverson, 2012). For example, Iverson and co-workers suggested that, in polar 
solvents, hydrophobic interactions are the main driving force for the π-π 
interactions between electron-rich and electron-deficient aromatic systems, 
but that the magnitude of the hydrophobic interactions is influenced by the 
geometry of the stacking, which, in turn, is dictated by electrostatic 
complementarity (Cubberley & Iverson, 2001; Martinez & Iverson, 2012). Due 
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to the different opinions about the driving force of the association of aromatic 
systems, a number of approaches have been used to reveal the nature of the 
π-π interactions. Basically, most approaches share a similar, two-part strategy. 
Firstly, a group of analogs of the interacting aromatic system are synthesized 
and the native aromatic system is replaced by its analog. In most cases, the 
analog features a substitution with an electron withdrawing or donating group 
to change the electron density distribution of the system. Secondly, the energy 
changes of the π-π interactions induced by the analog are detected. Therefore, 
in the rest of the discussion of the nature of π-π interactions, we will describe 
some elegant examples using this approach for each of the three geometries.  
1.1.1.1 Edge-to-face π-π interactions 
According to the model of Hunter and Sanders, the electrostatic CH-π 
attractions are the main components of the π-π interaction geometry, i.e. the 
higher the positive charge on the interacting H atom, the stronger the edge-to-
face interaction becomes. Experimentally, Hunter and coworkers designed a 
chemical double-mutant cycle approach to prove their electrostatic model 
(Carver et al., 2001; Carver et al., 2002). The investigations were conducted 
based on synthetic H-bonded zipper complexes, which were held together by 
two H-bonds and four aromatic interactions (Figure 4) (Carver et al., 2001; 
Carver et al., 2002). Substituting a H atom of the aromatic ring of the zipper 
complex by an electron-withdrawing or electron-donating group changes the 
electron density distribution. The influence of these substituents (X and Y as 
shown in Figure 4) on the overall binding free enthalpy of the molecular zipper 
complexes was derived from 1H NMR titrations in deuterochloroform, after 
which the aromatic interaction energy (G) was obtained by the calculation 
shown in Figure 4. When X = Y = H, the aromatic interaction energy is around -
0.3 kcal/mol. In contrast, G increases when X = Y = p-NO2 (G = +0.29 kcal/mol) 
and X = Y = NMe2 (G = -0.2 kcal/mol), which indicates that the edge-to-face 
geometry is less favorable in both electron-deficient and electron-rich rings. 
However, when Y = NMe2 but X = p-NO2, the G value is around -1.1 kcal/mol 
indicating that in this situation edge-to-face geometry is more favorable than 
in the non-substituted zipper complexes (G = -0.3 kcal/mol). These results 
show that the strength of edge-to-face interaction increases when the H atom 
becomes more acidic (X to NO2 substitution at the p position) and the π 
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electron density of the other interacting ring increases because of the Y to 
NMe2 substitution (Figure 4) (Carver et al., 2002). However, even though the 
research with these zipper complexes gave experimental support for the 
electrostatic model, the results are not suitable for all edge-to-face 
interactions because of the lack of rigidity of the zipper complexes.  
 
Figure 4. Scheme of a chemical double-mutant cycle. The magnitude and 
nature of the edge-to-face π-π interaction was investigated by replacing H 
atoms at positions X and Y by different substituents (Copied with permission 
from Carver et al. (2002). Copyright 2002 John Wiley and Sons). 
 For example, the results of Carver et al. (2001; 2002) are inconsistent with 
previous work by Wilcox and coworkers. From their work with a “molecular 
torsion balance” (Figure 5) the Wilcox group concluded that the attractive 
edge-to-face interaction is the result of van der Waals interactions rather than 
the electrostatic potential of the aromatic ring (Paliwal et al., 1994; Kim et al., 
1998). As shown in Figure 5, their molecular torsional balance has an edge-to-
face π-π interaction in state B, which is a conformational isomer of state A. 
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Using this compound, Kim et al. (1998) tested the influence of electron-
withdrawing and electron-donating substituents at position X on the edge-to-
face interactions and compared the strengths of aryl-aryl (Figure 5A2) and 
alkyl-aryl interactions (Figure 5B) by 1H NMR spectroscopy, measuring the 
folding energy from the AB equilibrium. The substituents did not have a 
significant effect on the folding energy of both the aryl-aryl and alkyl-aryl 
interactions. For instance, the folding energy of B/C is -0.21/-0.51 and -0.23/-
0.47 kcal/mol for X = NO2 and OH, respectively. These data indicate that for 
both interactions electrostatic interactions are not important, because 
otherwise the folding energy should have been sensitive to the changes in 
molecular electrostatic potential induced by the substituents. Furthermore, 
the folding energy of the alkyl-aryl interaction is significantly larger than the 
aryl-aryl interaction with all tested substituents. For example, when X = Me, 
the folding energy is -0.44 and -0.27 kcal/mol for B and C, respectively. These 
results suggest that the main driving force of the edge-to-face π-π interaction 
is provided by van der Waals interactions, because of the higher folding energy 
of the alkyl-aryl compared to the aryl-aryl compounds, which is the result of 
the larger contact surface of the alkyl-aryl interaction.  
 
 
Figure 5. Structures of the molecular torsion balance used by the Wilcox 
group (Copied with permission from Kim et al. (1998). Copyright 1998 
American Chemical Society). (A1) and (A2) are two conformational isomers of 
the molecular torsion balance. (A2) Edge-to-face π-π interactions. (B) Alkyl-aryl 
interactions. 
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1.1.1.2 Offset π-π interactions 
The offset stacked orientation is another commonly observed geometry in 
biology. DNA base stacking is the best known example of offset π-π 
interactions; it has been extensively investigated because of its dominant role 
in stabilizing the B-DNA double helix structure. In an early approach to obtain 
information on which factors stabilize DNA-base stacking, Gellman and 
coworkers studied adenine-adenine, adenine-naphthyl and naphthyl-naphthyl 
model compounds, in which the aromatic groups were connected via a three-
carbon linker containing a central carboxylate group (Figure 6). (Newcomb & 
Gellman, 1994; Gellman et al., 1996). The linker restricts the interactions of the 
aromatic moieties to either face-to-face or offset π-π interactions. An NMR 
analysis in aqueous solution showed the presence of adenine-adenine and 
adenine-naphthyl stacking interactions because of large upfield shifts of the 
adenine protons, but no naphthyl-naphthyl stacking interactions. Moreover, 
DMSO destroyed the interaction. From these results it was concluded that 
neither hydrophobic nor dispersion interactions were the dominant driving 
forces of the offset π-π interactions, since then also the naphthyl-naphthyl 
compound should have given stacking evidence (Newcomb & Gellman, 1994; 
Gellman et al., 1996). These results are most consistent with the alignment of 
partial positive and negative charges on neighboring groups as the main force 
influencing the stacking interactions (Hunter et al., 2001). However, these 
conclusions are inconsistent with several computational studies (Friedman & 
Honig, 1996; Černý et al., 2008; Šponer et al., 2008; Šponer et al., 2013). For 
example, quantum mechanical calculations from Hobza and coworkers 
concluded that the double helix structure of DNA would unwind without the 
stabilizing dispersion energy of the base stacking interaction (Černý et al., 
2008). The main idea is that two bases partially overlap (Figure 1B and Figure 
3C), resulting in enhanced van der Waals and hydrophobic interactions. 
Therefore, these two interactions could become more important for stabilizing 
the DNA double helical structure than the electrostatic interactions in base 
stacking.  
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Figure 6. Structures of (A) adenine-adenine, (B) naphthyl-naphthyl and (C) 
adenine-naphthyl. The stacking behavior of the aromatic systems of these 
compounds was analyzed by NMR to determine the nature of offset π-π 
interactions. 
Investigations of offset π-π interactions in proteins have mainly been done 
with small peptides. Waters and coworkers used an α-helix to study offset π-π 
interactions between two phenylalanine (Phe, Figure 7A) side chains 
(Butterfield et al., 2002). These two Phe residues were located at positions i 
and i+4 in the α-helix, respectively. The Phe at i+4 position was mutated into 
pentafluorophenylalanine (Z) as shown in Figure 7B. Analog Z has less π 
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electron density in its aromatic ring than Phe, because the fluorine atom is a 
strong electron withdrawing group with negligible steric effect. Moreover, Z is 
more hydrophobic than Phe, because fluorocarbons pack less densely on 
surfaces leading to poorer van der Waals interactions with water (Dalvi & 
Rossky, 2010). The Waters group found that the Phe-Phe pair contributed 
more to the stability of the α-helix than the Phe-Z pair (-0.8 and -0.55 kcal/mol 
for the Phe-Phe and Phe-Z pair, respectively). These results indicate that offset 
Phe-Phe stacking is mostly dominated by electrostatic interactions instead of 
hydrophobic interactions because Phe is less hydrophobic than Z but with 
higher π electron density (Pace & Gao, 2013).  
1.1.1.3 Face-to-face π-π interactions 
Compared with edge-to-face and offset stacked π-π interactions, the face-to-
face stacking geometry is rarely observed in protein structures. In contrast, the 
face-to-face geometry is commonly observed for interacting aromatic systems 
that have opposite quadrupole moments, such as the benzene-
perfluorobenzene interaction discussed above (Figure 3E). In 1995, Cozzi and 
Siegel reported the contribution of electrostatic interactions to the face-to-
face π-π interaction (Cozzi & Siegel, 1995). In their study, two rotation-
restricted aryl-naphthyl bonds in 1,8-diarylnaphthalenes were used to evaluate 
the strength of the face-to-face π-π interactions (Figure 7C). As can be seen in 
Figure 7C, the two aryl groups are forced to have face-to-face stacking 
interactions due to the steric congestion of naphthalene, but they strongly 
repel each other because of their negatively charged π electron clouds. 
Substitution of X for an electron withdrawing group will decrease the 
repulsion, thus making the face-to-face interaction more stable, and thereby 
increasing the barrier that restricts rotation of the aryl groups. On the another 
hand, if X is replaced by an electron donating group, the repulsion is enhanced 
resulting in lower barrier. 1H NMR was used to measure the ∆G of the barrier 
of rotation about the aryl-naphthyl bond in DMSO-d6. A linear correlation was 
obtained between the ∆G and the Hammett parameter σpara. 
1H NMR results 
showed that an electron-deficient ring substituted with a NO2 group was more 
favorable for face-to-face stacking (higher barrier) than an electron-rich ring 
substituted with an OMe group (lower barrier; ∆G = 17.3 and 13.9 kcal/mol for 
X = NO2 and OMe, respectively). These results are in agreement with the 
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electrostatic model and indicate that electrostatic interactions contribute to a 
large extent to the face-to-face π-π interaction (Cozzi & Siegel, 1995) as 
already predicted by Hunter and Sanders (1990). 
 
Figure 7. (A) and (B) Chemical structures of Phe and Z. The H atom numbering 
scheme of Phe is also shown. The numbers near the H and F atoms show the 
partial charges present on the respective H and F atoms (Zheng et al., 2009; 
Pace et al., 2011).   (C) Structure of 1,8-diarylnaphthalenes. The nature of the 
face-to-face π-π interaction was determined by the interaction between 
stacked aryl groups in 1,8-diarylnaphthalenes; here, X is a NO2 or OMe group. 
(D), (E) and (F) Chemical structures of the fluorinated phenylalanine analogs 
incorporated into HP35 and the α2D dimer (Zheng et al., 2009; Pace et al., 
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2011). The numbers represent the partial charges on the fluorine and 
hydrogen atoms.  
Turning now to π-π interactions in proteins, the Gao group used the 35-residue 
de novo peptide called α2D to quantitatively evaluate face-to-face π-π 
interactions (Pace et al., 2011). This protein contains two Phe residues, at 
positions 10 and 29, which, upon protein dimerization are involved in face-to-
face π-π interactions with Phe29 and Phe10, respectively, of the other 
monomer (Figure 8A). Three fluorinated Phe analogs, Z, Z0 and F
345 (Figure 
7BDF), were used to examine the energetics of this face-to-face π-π interaction 
via their influence on the folding free energy of α2D. Among these Phe 
derivatives, F345 has the highest dipole moment, while Z displays the strongest 
hydrophobicity. Results from double mutants (both Phe residues replaced by 
one of the Phe derivatives) showed that the homodimer (F345,F345) exhibited 
the most favorable folding free energy (∆Gf = -12.8, -12.4 and -12.6 kcal/mol 
for F345, Z0 and Z, respectively) and that a good correlation was observed 
between stability and a synthetic parameter combining hydrophobicity and 
dipole moment. This indicates that both dipole-dipole and dipole-induced-
dipole interactions and hydrophobic interactions are important for face-to-face 
π-π interactions. Furthermore, in the homodimer (F,Z0), the single Phe29Z
0 
mutation gives the highest stability (∆Gf = -11.4, -12.6 and -10.9 kcal/mol for 
F345, Z0 and Z, respectively). It suggests that hydrophobic interactions are not 
important, but dipole related interactions in face-to-face π-π interactions are 
important; otherwise the mutant Phe29Z should have had the highest stability 
rather than the mutant with Z0 which has a stronger dipole than Z, but lower 
hydrophobicity. Combining these results, it can be concluded that dipole-
dipole and dipole-induced-dipole interactions contribute to a larger extent to 
face-to-face stacked interactions than hydrophobic interactions (Pace et al., 
2011; Pace & Gao, 2013).  
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Figure 8. (A) Crystal structure of the α2D dimer (PDB ID 1PQ6, copied with 
permission from Pace et al. (2011). Copyright 2011 John Wiley and Sons). The 
core of the dimer interface contains two pairs of face-to-face stacked 
phenylalanine residues (Phe10 (red) and Phe29 (blue)); the two monomers of 
the protein dimer are colored gray and light cyan, respectively. (B) Crystal 
structure of HP35 (PDB ID 1YRE, copied with permission from Zheng et al. 
(2009). Copyright 2009 American Chemical Society). The core of HP35 contains 
two pairs of edge-to-face π-π interactions between Phe6-Phe17 and Phe10-
Phe6, respectively. The main chain of HP35 is colored gray, the three Phe 
residues are colored orange, and the H atoms involved in the edge-to-face 
interactions are highlighted in cyan.  
The Gao group also studied the 35-residue villin headpiece subdomain (HP35) 
to investigate the contribution of edge-to-face π-π interactions to stability 
(Zheng et al., 2009). Three Phe residues, located in the hydrophobic core of 
HP35, are involved in these interactions (Figure 8B), with H4 of Phe6 pointing 
to the π electrons of Phe17, while H6 of Phe10 points to the face of Phe6 (see 
Figure 7A for H atom naming). To study these π-π interactions in more detail, 
Phe analogs with an altered charge on the H4 and H6 atoms (Figure 7DE) were 
incorporated in HP35. For the Phe6-Phe10 interaction, Phe10 was replaced by 
analog Zo, which has a partial charge of +0.168 on H6 instead of +0.108 in Phe 
(Figure 7AD). Thermodynamic results showed that the Phe10Zo mutant is more 
stable than any of the other HP35 proteins labeled with Z, Zp, or native Phe at 
position 10 (∆G = -3.3, -3.6, -4.7, and -3.2 kcal/mol for Phe, Z, Zo and Zp, 
respectively). Thus, the increased partial positive charge on H6 gave stronger 
π-π interactions, stabilizing HP35. For the Phe6-Phe17 interaction, Phe6 was 
replaced by Phe analog Zp, which has an increased partial charge on H4 (+0.202 
A 
B 
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compared to +0.089 in Phe (Figure 7AE)). Yet, this mutant was less stable (∆G = 
-2.6 kcal/mol) than wild type protein (∆G = -3.3 kcal/mol). Phe6 is involved in 
two edge-to-face interactions (Phe6-Phe17 and Phe6-Phe10), and the Phe6-Zp 
substitution affects also the Phe6-Phe10 interaction. The Zp analog has an 
electron-deficient aromatic ring, which weakens the interaction of H6 of Phe10 
with the π electron cloud of Phe6. These results illustrate the importance of 
(partial) charges in edge-to-edge π-π interactions, and are in full agreement 
with the model of Hunter and Sanders (1990), which states that an increased 
partial positive charge on the interacting H atom strengthens edge-to-face π-π 
interactions (Zheng et al., 2009; Pace & Gao, 2013). 
1.1.2 Substituent effects on the nature and geometry of π-π 
interactions 
As shown above, aromatic residues with different substituents have frequently 
been used to investigate π-π interactions between two aromatic rings. As 
detailed above, the most favorable π-π interaction is observed when one 
aromatic ring contains an electron-withdrawing substituent and the other an 
electron-donating group. However, in 2001 and after, the Rotello and Waters 
groups showed that also the position of the substituent on a phenyl ring has a 
strong effect on the π-π interactions (Goodman et al., 2001; Rashkin & Waters, 
2002). Using modeling, the Waters group proposed that this position 
dependence could be caused by a direct interaction between the substituent 
of one ring and the hydrogens/substituent of the other (Rashkin & Waters, 
2002; Waters, 2002). Thus, they suggest that direct electrostatic substituent-
substituent interactions should be considered during geometry prediction. 
Since then, a growing number of investigators have started analyzing 
substituent effects, and, very recently, even a new model was developed to 
redefine the nature of the π-π interactions (Wheeler, 2011). Compared with 
the model of Hunter and Sanders, Wheeler claimed that the substituent effect 
can be described in terms of direct, local interactions between the substituents 
and the nearby vertex of the other arene, via through-space effects of the 
substituents (Figure 9), rather than through a change in the π electron density 
distribution (Wheeler, 2011, 2013; Wheeler, 2015). In other words, if there are 
several substituents on one or both rings, their total effect is the sum of the 
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individual substituent effects, but only if their local environments are 
conserved. With this model, Wheeler could reliably predict substituent effects 
across a broad range of stacked dimers, and could easily explain substituent 
effects in large aromatic systems with multiple heteroatoms. It should be 
noted that, although the Hunter and Sanders (1990) and Wheeler (2011) 
models were designed with different theories as starting points, they often 
show qualitatively consistent geometry predictions. However, because in 
native proteins substituent effects do not play a role, unless unnatural native 
amino acids are incorporated specifically, the Wheeler model is not relevant 
for the study of π-π interactions in native proteins.  
 
1.1.3 Overview of π-π interactions in biology 
1.1.3.1 π-π interactions in proteins and peptides 
In 1985, Burley and Petsko were the first to describe the importance of π-π 
interactions in proteins (Burley & Petsko, 1985). Since then, many examples 
have been documented involving the 3 aromatic amino acids phenylalanine, 
tyrosine, and tryptophan. Statistical analyses of 34 protein crystal structures 
revealed that 60% of the side chains of aromatic amino acids are involved in π-
π interactions, 80% of which form aromatic clusters consisting of three or 
more aromatic side chains within the protein (Burley & Petsko, 1985). The high 
preference of aromatic amino acids for being involved in π-π interactions gives 
them specific functional roles in proteins. It has been reported that π-π 
interactions play key roles in protein-protein interactions (protein dimer 
Figure 9. Model developed by 
Wheeler showing the local, 
direct interaction between a 
substituent and the nearby 
vertex of the other arene  
(Copied with permission from 
Wheeler (2011). Copyright 
2011 American Chemical 
Society). The substituent is 
indicated in blue color. The 
local, direct interaction is 
indicated by the ellipse.  
 
General introduction 
 
25 
 
1 
interfaces, antibody-antigen complexes), protein-ligand interactions 
(important for drug binding), self-assembly and aggregation of proteins, and 
stabilization of protein secondary structure elements (α-helices, β-hairpins) 
(Turnell & Finch, 1992; Grishin et al., 1999; Kryger et al., 1999; Huang et al., 
2009; González-Menéndez et al., 2013). 
π-π interactions are often observed at protein-protein interfaces. Structural 
data showed that the dimer interface of the enzyme ornithine decarboxylase 
from Trypanosoma brucei contained an aromatic amino acid zipper between 
the C-terminal domains. In this zipper, the aromatic rings of Phe397, Tyr323, 
and Tyr331’ stack onto each other, and Tyr331 forms an edge-to-face π-π 
interaction with the side chain of Tyr331’ from another monomer (Figure 10A) 
(Grishin et al., 1999). Similarly, the crystal structure of octaprenyl 
pyrophosphate synthase from Thermotoga maritima showed that the side 
chain of Phe117 was face-to-face stacked on that of Phe117’ from the other 
monomer (Guo, 2003). In addition, π-π interactions have been reported to be 
present at oligomer interfaces. For instance, face-to-face and offset π-π 
interactions were found at the trimer and tetramer interfaces of microsomal 
prostaglandin E synthase 1 and the ketoreductase SiaM (Figure 10B and 10C), 
respectively (Xing et al., 2008; Wang et al., 2014).  
Protein aggregates, but also well-ordered supramolecular assemblies of certain 
proteins, can induce severe diseases, such as Alzheimer’s disease, Parkinson’s 
disease, and type II diabetes. The self-assembly mechanism of these proteins is 
not yet established, but it has been proposed that π-π interactions are 
involved (Gazit, 2002; Porat et al., 2006). Indeed, these proteins usually 
contain aromatic amino acids at their interaction interface. For example, Phe-
Phe stacking has been proposed to play a key role in amyloid fibril formation of 
the amyloid β and islet amyloid polypeptide proteins, in which at least one Phe 
is located at the interaction interface (Balbach et al., 2000; Tenidis et al., 
2000). Substitution of this Phe by a hydrophobic Leu or Val abolishes the ability 
of self-assembly (Balbach et al., 2000; Azriel & Gazit, 2001). Crystal structures 
of a dodecapeptide, designed for its similarity to the Alzheimer's disease 
amyloid-β peptide and the amyloidosis-related serum amyloid A, showed that 
Phe-Phe stacking, in combination with salt-bridges, controls and stabilizes the 
cross-β structure that is characteristic of all amyloid fibers (Makin et al., 2005). 
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In another study, it was reported that the formation of insulin fibrils could be 
inhibited by Congo red. Structure analysis showed that Congo Red bound to 
the dimer interface of insulin via hydrogen bonds and two pairs of face-to-face 
π-π interactions between the phenyl groups of Congo red and Phe24 from 
each of the two insulin monomers. The binding of Congo Red disrupted several 
H-bonds in the insulin dimerization interface and induced significant 
conformational changes, resulting in the inhibition of the insulin self-assembly 
(Turnell & Finch, 1992).  
 
 
 
Figure 10. π-π interactions at protein-protein interfaces and at protein-ligand 
binding sites. (A) Crystal structure of ornithine decarboxylase from 
Trypanosoma brucei with the dimer interface of the two C-terminal domains 
(PDB ID 1QU4, copied with permission from Grishin et al. (1999). Copyright 
A 
A 
 
B 
C 
D 
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1999 American Chemical Society). The residues involved in π-π interactions are 
shown in ball-and-stick representation. Monomers are colored pink and green. 
(B) and (C) Crystal structure of the ketoreductase SiaM (PDB ID 3WOH) 
showing the π-π interactions at the N- and C-terminal interfaces of the  
tetramer, respectively (Wang et al., 2014). The residues involved in the π-π 
interactions are shown as sticks and are colored in red. The protomers are 
shown in yellow, green and cyan colors. (D) Crystal structure of the complex 
between the inhibitor E2020 and Torpedo californica acetylcholinesterase (PDB 
ID 1EVE, copied with permission from Kryger et al. (1999). Copyright 1999 
Elsevier). H-bonding is shown as dashed lines, π-π interactions and aromatic H-
bonds are shown as black lines. Water is indicated in pink balls. Aromatic 
residues involved in π-π interactions are presented as planes. E2020 is shown 
in ball-and-stick representation and colored in green. Figures are from the 
original publications describing the crystal structures.   
From the work with Congo Red it seems an exciting possibility to design 
inhibitors that would mimic the π-π interactions between self-aggregating 
proteins, and that could be developed into drugs to treat -amyloid-related 
diseases. An example is provided by polyphenols designed for amyloidogenic 
diseases. For instance, apomorphine and curcumin, two polyphenols, are able 
to inhibit the formation of -amyloid oligomers and fibrils (Lashuel et al., 2002; 
Yang et al., 2005). Regarding the mechanism of how polyphenols affect the 
diseases, Gazit and coworkers proposed that specific aromatic interactions of 
the polyphenol with the core of the amyloid-related protein interrupts the 
aggregation (Porat et al., 2006). Thus, Gazit and coworkers designed several 
aromatic compounds to inhibit amyloidogenic protein aggregation. For 
example, two quinone-tryptophan compounds were developed that efficiently 
inhibit self-assembly of β-amyloid, α-synuclein, islet amyloid polypeptide and 
insulin (Scherzer-Attali et al., 2012; Frenkel-Pinter et al., 2016). In another 
example, π-π stacking interaction was used to design the high-affinity 
acetylcholinesterase (AChE) inhibitor E2020. E2020 binds in the gorge-shaped 
binding site of AChE via π-π stacking interactions with Trp84, Phe330 and 
Trp279 at the bottom, in the middle, and at the top of the gorge, respectively 
(Figure 10D). These interactions confer a high binding affinity of AChE for 
E2020 of around 5.7 nM (IC50) (Kryger et al., 1999). Thus, π-π interactions are 
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able to provide an excellent way for designing highly specific, high-affinity 
drugs or inhibitors.  
Protein folding pathways are dominated by non-covalent interactions yielding 
the final native three-dimensional structure. Using β-hairpins and α-helices as 
model systems, a number of groups have successfully demonstrated the 
importance of π-π interactions during folding. Trpzip2c, a β-hairpin peptide, 
was shown by NMR to have two pairs of edge-to-face Trp-Trp interactions, 
Trp2-Trp11 and Trp4-Trp9 (Huang et al., 2009). Compared with mutants in 
which the selected Trp was replaced by Tyr or Val, the wild type Trp residue 
provided the highest stabilization of this β-hairpin peptide (Takekiyo et al., 
2009; Wu et al., 2009). In another example, a β-hairpin derived from loop 3 of 
vammin, a vascular endothelial growth factor from snake venom, was used to 
compare the contribution of the Trp-Trp pair to the stability of the β-hairpin 
with a covalent disulfide bond in the same model system. It was found that the 
noncovalent edge-to-face π-π interaction formed by the Trp-Trp pair stabilized 
the β-hairpin more than a covalent disulfide bond (Mirassou et al., 2009). 
Therefore, it has been suggested that a π-π interaction, as a stabilizer, may be 
able to substitute interstrand hydrogen bonds in β-strand pairing (Santiveri & 
Jimenez, 2010).  
Another structural motif in proteins is the α-helix, in which π-π interactions are 
also abundantly present. In the early 2000s, it was demonstrated that π-π 
interactions stabilize α-helices (Hill & DeGrado, 1998; Butterfield et al., 2002; 
Pace et al., 2011; Pace & Gao, 2013). The example of two neighboring Phe 
residues investigated by the Waters group was already mentioned above 
(section 1.1.1.2). However, the Waters group also investigated the stabilization 
by other residue pairs, such as Leu-Tyr, Lys-Asp, and Phe-Met. All interactions 
appeared to stabilize the α-helix to some extent, but π-π interactions (Phe-Phe 
and Phe-Z pairs) produced the greatest enhancement in stability (Butterfield et 
al., 2002).  
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1.1.3.2 π-π interactions in DNA  
The DNA double helix structure is essentially stabilized by H-bonds between 
base pairs and by base stacking of adjacent bases. However, in contrast to H-
bonds, there are only few reports that have experimentally addressed the 
contribution of base stacking to DNA duplexes. Kool and coworkers evaluated 
the contribution to base stacking of a single base by adding an unpaired 
deoxynucleoside to the 5’ end of a self-complementary DNA duplex (Guckian 
et al., 2000). By measuring thermodynamic parameters, it was found that 
these dangling residues stabilized the DNA duplex by an additional -0.8 to -3.4 
kcal/mol (Guckian et al., 2000). In addition, Frank-Kamenetskii and coworkers 
estimated the contribution of base stacking to DNA duplex stability via 
monitoring the equilibrium of stacked and unstacked DNA (a break was 
introduced into one of the DNA strands) by PAGE (Protozanova et al., 2004). 
They found that base stacking was the main stabilizing factor in the DNA 
duplex (Yakovchuk, 2006). These results were later supported by 
computational predictions by Cemy et al. (2008). 
Another important role of π-π interactions in DNA is in intercalation. 
Intercalation is the process of inserting an aromatic ligand in between adjacent 
base pairs of a DNA molecule. The aromatic compounds that can be inserted, 
called intercalators, include dyes (ethidium), mutagens (proflavin), and drugs 
(daunomycin, actinomycin, echinomycin) (Li & Crothers, 1969; Shieh et al., 
1980; Ciatto et al., 1999; D'Amico et al., 2002; Langner et al., 2006; Li et al., 
2009). The intercalation properties of daunomycin, an antitumor drug, have 
been investigated extensively. Crystal and solution structures of daunomycin-
DNA complexes have shown its intercalative binding to DNA (Quigley et al., 
1980; Wang et al., 1987; Davies et al., 2000; Barthwal et al., 2006). Kinetic 
experiments and computer simulations indicated a binding mechanism 
composed of 3 steps. Initially, daunomycin binds to the minor groove. Then, 
after rotation of the drug, a metastable intermediate forms, which is followed 
by a further rotation enabling daunomycin to fully intercalate into the DNA 
(Chaires et al., 1985; Mukherjee et al., 2008; Wilhelm et al., 2012). The fully 
intercalated drug is stabilized by π-π interactions between daunomycin and 
the flanking base pairs and it straightens the double helix. Computational 
studies showed that π-π stacking was the main stabilizing factor of the 
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intercalation, accounting for around two thirds of the total intercalation 
energy (Barone et al., 2008). Therefore, the affinity of an intercalator for DNA 
is mainly the result of the π-π interactions. 
1.1.4 Applications of π-π interactions  
The importance of π-π interactions in biology, such as for molecular 
recognition (protein-ligand interaction), self-assembly, and determining and 
maintaining the three-dimensional structure of proteins and DNA, have led to 
various applications in different fields. For instance, the knowledge of π-π 
interactions in molecular recognition can be used for drug or antibody design 
and lead optimization. The E2020 inhibitor mentioned above is just one of the 
examples (Kryger et al., 1999). The role of π-π interactions in self-assembly has 
found wide application in the development of bionanomaterials, biomedicines, 
plastic surgery materials, and drug delivery cargoes (Klosterman et al., 2009; 
Liyanage & Nilsson, 2016). In material science, the self-assembly properties 
have been found to be a powerful tool for the design and construction of 
supramolecular systems. In addition, π-π interactions, as a stabilizing 
interaction in proteins and DNA, may be utilized to engineer enzymes, for 
instance to increase their thermal stability, or to design more stable DNA 
structures.  
1.1.5 Other systems involving π-π interactions 
π-π interactions are not the only interactions in which aromatic systems are 
involved. Other interactions include cation-π and carbohydrate-π interactions, 
which are of vital importance in biology. The cation-π interaction has been 
investigated extensively. Unlike π-π interactions, the nature of the cation-π 
interaction is clearly known as an electrostatic interaction. It is energetically 
comparable to or even stronger than hydrogen bonding (Zacharias & 
Dougherty, 2002). In an attempt to define the essential features of the cation-
π interaction, the Dougherty group revealed that the binding affinity of 
acetylcholine to its receptor is dominated by a cation-π interaction formed 
between Trp149 and the quaternary ammonium group of acetylcholine (Ma & 
Dougherty, 1997; Zhong et al., 1998; Xiu et al., 2009; Dougherty, 2013). Many 
other proteins, like histone binding protein, M2 protein, and CusF protein, also 
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use a cation-π interaction for molecular recognition (Okada et al., 2001; 
Chakravorty et al., 2011; Del Rizzo et al., 2012).  
Carbohydrate-protein interactions are central to a number of fundamental 
biological processes. The recognition of carbohydrate by proteins is governed 
by various noncovalent interactions, similar to  most other protein-ligand 
interactions. However, carbohydrate-π interactions are extremely prevalent, 
but not well established, as a result of the complexity of carbohydrates. The 
magnitude of the carbohydrate-π interaction depends on the nature of both 
the aromatic ring and the carbohydrate. For instance, the interaction energy of 
monosaccharides with different aromatic rings theoretically varies from 3 to 6 
kcal/mol, while, experimentally, they are found to be around 1.5 kcal/mol 
(Asensio et al., 2013). Replacement of the aromatic ring by an aliphatic group 
decreased the interaction between aromatic ring and tetraacetylglucoserine 
from -0.5 to -0.1 kcal/mol (Laughrey et al., 2008). Additionally, although all 
aromatic amino acids occur in sugar binding sites, tryptophan is the most 
preferred residue, with a 9-fold increased prevalence compared to non-sugar 
binding proteins (Hudson et al., 2015). The reason of the high occurrence of 
Trp is not clear yet, but Trp has a larger interaction surface than other aromatic 
residues, which is compatible with the size of a carbohydrate residue, and it 
has more π electrons allowing an enhanced electrostatic interaction (Hudson 
et al., 2015).  
1.2 Biosynthetic incorporation of unnatural amino acids 
(UAAs) in proteins 
From the overview given above, aromatic amino acid analogs are highly useful 
compounds to study π-π interactions. Although most of the early seminal 
research results have been obtained with relatively small organic compounds, 
a keen interest exists to incorporate aromatic amino acid analogs into proteins, 
in order to probe their roles in various biological processes. However, 
incorporation of analogs in larger proteins is not straightforward. Two 
approaches have been used, to incorporate unnatural amino acids (UAAs) into 
proteins, using either a site-specific or a residue-specific approach. Both 
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approaches can be used for investigating noncovalent interactions involving 
the side chains of aromatic amino acids, as addressed below. 
1.2.1 Site-specific incorporation of Trp analogs in Escherichia coli 
Nonsense suppression is a strategy for the site-specific incorporation of UAAs. 
It makes use of one of the stop codons (the amber stop codon UAG, the ochre 
stop codon UAA, or the opal stop codon UGA) as the codon for the 
introduction of a UAA. This technology requires the introduction of the stop 
codon in the gene of the target protein and the development of an orthogonal 
tRNA/AARS (amino acid tRNA synthetase) couple needed to incorporate the 
UAA at the chosen stop codon position. Specifically, a tRNA recognizing the 
stop codon and an amino acid tRNA synthetase that recognizes both the 
desired UAA and the tRNA are needed. Although development of an 
orthogonal tRNA/ AARS couple is not trivial, such couples have been reported 
for many UAAs. The method offers great flexibility in labeling a protein with an 
UAA, since, in principle, each codon position can be chosen, except the first 
and last position. A limitation is that the recombinant protein is often obtained 
with a low yield. Moreover, the methodology is not suitable for the 
incorporation of UAAs with minimal structural deviation from one of the 
canonical AAs, as such an UAA will also be translated via the cognate tRNA/ 
AARS translation system.  
In 2007, Kwon and Tirrell reported the design of an E. coli expression system 
for the expression of Trp analog-labeled proteins via the introduction of a 
PheRS/amber suppressor tRNA pair from yeast (Kwon & Tirrell, 2007). In this 
system, the specificity of PheRS was changed by mutating Thr415 to Gly. 
According to the crystal structure of PheRS from Thermus thermophiles, the 
residue equivalent to Thr415 (Val261) is critical for distinguishing Phe from 
other amino acids (Fishman et al., 2001). When Thr415 was mutated to Gly, 
yeast PheRS was not only able to accept Phe analogs, but also Trp and Trp 
analogs (Kwon et al., 2006). To test the system, the yeast PheRS (T415G) 
mutant and a mutant yeast amber suppressor tRNAPheCUA were introduced into 
a Phe/Trp E.coli auxotroph expression system. Using this system, several Trp 
analogs including 6ClW, 6BrW and BT (benzothienylalanine), as shown in 
Figure 11, were introduced into murine dihydrofolate reductase with a at least 
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98% incorporation efficiency (Kwon & Tirrell, 2007). Incorporation of Phe or 
Trp at the amber codon position was suppressed by using 100-300 fold lower 
concentrations of these AAs compared to the UAA in the expression medium. 
However, the low concentration of Phe and Trp was sufficient for 
incorporating these amino acids at the Phe and Trp codon positions in the 
enzyme. 
 
Figure 11. Partial structures of Trp and Trp analogs incorporated into proteins 
by Escherichia coli (Kwon & Tirrell, 2007), Xenopus laevis oocytes (Zhong et al., 
1998; Xiu et al., 2009) and Lactococcus lactis Trp-auxotroph (Petrovic et al., 
2013a; Shao et al., 2015b) expression systems.  
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1.2.2 Site-specific incorporation of Trp analogs in Xenopus oocytes 
Immature oocytes of the South African clawed frog Xenopus laevis are an 
outstanding functional expression system for ion channels, receptors and 
transporters. Xenopus oocytes were for the first time used in 1971 as an 
expression system for the production of human globin (Gurdon et al., 1971). 
Later, expression of the nicotinic acetylcholine receptor, a plasma membrane 
protein, was achieved in X. laevis  oocytes as a functional protein embedded in 
the oocyte surface membrane (Sumikawa et al., 1981; Barnard et al., 1982). 
Furthermore, the combination of the nonsense suppression strategy and the X. 
oocytes expression system enabled the site-specific incorporation of Tyr, Phe 
and Trp analogs into receptor proteins (Nowak et al., 1995; Nowak et al., 1998; 
Brejc et al., 2001). In this new expression system, a X. laevis oocyte was co-
injected with (1) the mRNA of the target protein containing a stop codon (TAG) 
at the position of the desired UAA, and (2) the suppressor tRNA mutated to 
recognize the stop codon on the mRNA and chemically charged with the 
desired UAA at the 3’ end (Figure 12). In this way pmol quantities of labeled 
membrane-embedded receptor proteins could be obtained, with a very high 
incorporation efficiency of the UAA. However, the X. laevis expression system 
also has its limitations. The low amount of produced protein limits its 
characterization to patch clamp experiments only (Figure 12) (Nowak et al., 
1995), the quality and quantity of oocytes are susceptible to seasonal and 
donor animal variations, and the large size of oocytes puts limits on the 
biophysical experiments that can be done with the produced protein. 
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Figure 12. Unnatural amino acid incorporation into ion channels expressed in 
Xenopus oocytes. Figure taken from the group website of the Dougherty lab 
(http://www.its.caltech.edu/~dadgrp/research/). 
Using this expression system, the Dougherty group revealed the importance of 
cation-π interactions between ligands and receptors in several systems. For 
example, a series of fluorinated Trp analogs (Figure 11) was successfully 
incorporated into mouse muscle and brain nicotinic acetylcholine binding 
receptors at position 149 (Zhong et al., 1998; Xiu et al., 2009). Their 
experiments showed that an increase in fluoro-substitution resulted in a lower 
binding affinity. Since fluorine atoms decrease the electron density in the π 
electron cloud, these results are consistent with involvement of the π electron 
cloud in binding the positively charged quaternary ammonium group of 
acetylcholine. Additionally, Dougherty and coworkers recently found that the 
affinity of nicotine for the brain receptor is higher than for the muscle-type 
receptor, as a consequence of an enhanced cation-π interaction between 
Trp149 and nicotine in the brain receptor, and a hydrogen bond between 
nicotine and the Trp149 backbone carbonyl atom (Xiu et al., 2009). Thus, site-
specific incorporation of fluorinated Trp analogs using the oocyte expression 
system has highlighted physiologically important cation-π interactions.  
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1.2.3 Residue-specific incorporation of Trp analogs in Lactococcus 
lactis  
As an alternative to site-specific incorporation of UAAs into proteins in E. coli  
and X. laevis oocytes, our group studies residue-specific incorporation of UAAs 
into proteins expressed in L. lactis. The food-grade bacterium L. lactis subsp. 
cremoris has been extensively used as a Gram-positive bacterial expression 
system for large-scale production of soluble and membrane proteins, 
metabolic studies, and UAAs incorporation studies. Production of native and 
recombinant protein can be achieved with a Nisin Inducible Controlled 
Expression system (NICE) (Kuipers et al., 1995). A L. lactis-based Trp auxotroph 
strain, called PA1002 was developed, which constitutively expresses the L. 
lactis tryptophanyl-tRNA synthetase, and is able to translate a broad range of 
Trp analogs (Figure 11) (El Khattabi et al., 2008; Petrovic et al., 2013a; Shao et 
al., 2015b). Strain PA1002 features a high incorporation efficiency, as 
exemplified by 5FW (>98%), 5BrW (>89%), 5MeW (>95%), 5,6diFW (94%) and 
even AzAla (>90%) (Petrovic et al., 2013a; Shao et al., 2015b). Like expression 
systems based on E. coli auxotrophs, the incorporation of Trp analogs using the 
L. lactis Trp auxotroph strain follows a two-step culturing protocol, with first 
culturing the cells in rich medium, followed by the critical step of washing 
away the Trp and changing the medium. As rich medium for the L. lactis Trp 
auxotroph strain the commercial M17 medium supplemented with 0.5% 
glucose (GM17) was used. At an OD600~ 0.8, the rich medium is completely 
washed away and replaced by a synthetic medium, which contains a Trp 
analog instead of Trp (Figure 13). Subsequently, the production of a 
recombinant protein is induced by adding nisin (El Khattabi et al., 2008; 
Petrovic et al., 2013a). In this way, a good amount of recombinant protein can 
be obtained allowing protein-consuming characterization analysis demanding 
mg quantities of protein, like crystallization or differential scanning calorimetry 
(DSC). The advantage of the L. lactis Trp auxotroph expression system is that it 
allows the incorporation of a much broader range of Trp analogs (Figure 11) 
into proteins than the available E. coli auxotrophs (Ross et al., 1997; Ross et al., 
2000; Twine & Szabo, 2003; Kwon & Tirrell, 2007; Broos, 2014). As all Trp 
residues are replaced by a Trp analog in this global replacement procedure, the 
method is most suitable for proteins containing a limited number of Trp 
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residues, in this way minimizing any deleterious effects on the protein’s 
conformation and stability. 
 
Figure 13. Scheme of Trp analog incorporation into a protein using the L. 
lactis Trp auxotroph as an expression system. This scheme showing two 
pathways to incorporate Trp analogs into proteins. The green pathway is the 
previous approach described by Petrovic et al. (2013a). The orange pathway is 
optimized from the green one and presented in this thesis. For both pathways, 
the first 3 steps are same: step 1 is to grow cells until an OD600 of around 0.8; 
step 2 is to wash cells and change the medium from GM17 to chemically 
defined medium mCDM13 or mCMD20 (both media are optimized from the 
CDM that was used in the previous study (Petrovic et al., 2013a)); step 3 is a 
starvation time of 30 min. For step 4, the addition of Trp analogs and inducer is 
at the same time in the green pathway, while there is an extra 3.5 h of 
starvation time between addition of Trp analogs and inducer in the orange 
pathway. This extra incubation improves the incorporation efficiency of Trp 
analogs into proteins. 
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Many efforts have been put into improving the protein production level and 
Trp analog incorporation efficiency of this L. lactis Trp auxotroph. The protein 
production level can also be improved by using an optimized medium, which is 
thoroughly described in Chapter 2. Two different optimized media, called 
mCDM13 and mCDM20, were developed, which are simplified versions of a 
classical 50-component synthetic medium (Shao et al., 2016). These two 
optimized media have up to half the number of components of the 50-
component CDM, reducing the amount of work and cost to make them. 
Moreover, the yield of recombinant protein in either mCDM13 or mCDM20 
was up to 2-3 times higher than in the 50-component CDM (Shao et al., 2016). 
Furthermore, the incorporation efficiency of Trp analogs into protein produced 
in mCDM13 and mCDM20 was as good as in the 50-component CDM, which 
indicates that the composition of the medium has little influence on the 
incorporation efficiency of Trp analogs (Shao et al., 2016).  
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Scope of this thesis 
The research described in this thesis is focused on two fields, biosynthetic 
incorporation of Trp analogs into proteins and studying π-π interactions in 
proteins using Trp analogs. The first part consists of chapters 1, 2 and 3, while 
the second part is covered by chapters 1 and 4. 
Chapter 1: Introduction 
What are π-π interactions? How important are π-π interactions in biological 
processes? How to study π-π interactions using small chemicals and biological 
macromolecules? Why do we chose unnatural amino acids to study π-π 
interactions in proteins? How to biosynthetically incorporate unnatural amino 
acids into proteins? This chapter aims to carefully answer all these questions.  
Chapter 2: Development of chemically defined media to express Trp-
analog-labeled proteins in a Lactococcus lactis Trp auxotroph 
This chapter describes the development of two simple chemically defined 
media (mCDM13 and mCDM20) based on a classic chemically defined medium 
(CDM) to express Trp analog labeled proteins in a L.  lactis Trp auxotroph. Two 
model proteins were used to evaluate these two new media with three 
parameters, biomass of cells, protein production level, and incorporation 
efficiency, showing that they are as good and often better than the classical 
CDM, but cheaper and easier to make. 
Chapter 3: Biosynthetic incorporation of amino acids with an azulene 
side chain into proteins  
This chapter reports that -(1-azulenyl)-L-alanine can be incorporated into 
proteins with high efficiency and that high production levels of the 
recombinant protein can be obtained via a L. lactis Trp auxotroph expression 
system.  
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Chapter 4: Investigations of face-to-face π-π interactions in the LmrR 
protein using Trp analogs 
This chapter presents a study of the importance of π-π interactions in the 
transcriptional regulator LmrR using Trp analogs. A series of fluorinated Trp 
analogs were synthesized and used to replace native Trp residues employing 
the L. lactis Trp auxotroph expression system. Crystal structures of protein-
ligand complexes were obtained to show the overall structure of Trp-analog-
labeled LmrR and the binding mode of the Trp analog. The binding affinity of 
several ligands for LmrR mutants was determined to evaluate the contribution 
of π-π stacking to ligand binding.  
Chapter 5: Summary 
This chapter summarizes the main conclusions of the research presented in 
this thesis and discusses further studies concerning the fields of biosynthetic 
incorporation of amino acid analogs, and the role of π-π interactions in 
proteins. 
 
 
 
 
 
 
 
 
