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ABSTRACT
This thesis starts by giving an expository introduction to the study of projection and
slicing problems in the Heisenberg group from the point of view of Hausdorff dimension
distortion. It then gives a short summary of research done in this area up to date be-
fore introducing and explaining my own contributions to it. Finally, the group Fourier
transform in the Heisenberg group is introduced and a novel connection with Hausdorff
dimension is discussed.
ii
A mis padres Fernando y Lucy, por entregarme su amor y su apoyo incondicional. A mi
hermana Yairanex, por motivarme con su ejemplo admirable. A mi hermana Jaznelly,
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This thesis is mainly based on the following three papers:
• Intersection of projections and slicing theorems for the isotropic Grassmannian and
the Heisenberg group, [95]
• Dimension distortion by right coset projections in the Heisenberg group [61]
• A Fourier coefficient approach to Hausdorff dimension in the Heisenberg group, [94]
All three papers focus on geometry and analysis in the Heisenberg group, which is
considered to be the simplest example of a subRiemannian space.
The first paper studies the Hausdorff dimension of the intersection of images of sets
by homogeneous projection in the Heisenberg group. It is shown that if two sets are
large enough, the intersection of their image under certain homogeneous projections will
have positive measure for a large collection of such projections. This paper also studies
the Hausdorff dimension of the intersection of sets with fibers of the aforementioned
homogeneous projections. It is shown that if a set has dimension larger than the co-
dimension of the fiber, then the co-dimension of the intersection is the sum of the co-
dimensions of the set and the fiber.
The second paper, which was done in collaboration with Terrance L.J. Harris and Chi
N.Y. Huynh, studies Hausdorff dimension distortion by a related family of homogeneous
projections. The Grushin plane, another important subRiemannian space, arises as a
quotient of the Heisenberg group. In fact, the Heisenberg group contains a one parameter
family of Grushin planes and with it, projection mappings arise naturally. Bounds for
the almost sure dimension distortion by these projections are proven. Additionally, these
results allow us to also improve the best known dimension distortion bounds for the
well-studied problem of the standard family of vertical projections.
The third paper establishes a connection between the non-commutative Fourier theory
of the Heisenberg group and Hausdorff dimension of sets. It is shown that integrability of
the Fourier transform of a measure implies its absolute continuity. It is also shown that the
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Hausdorff dimension of a set can be computed via energy integrals over an appropriately
defined frequency space.
In addition to these papers, this thesis will also cover an adaptation of the potential
theoretic approach to box and packing dimensions developed Euclidian space, to the
Heisenberg group.
My hope is not only to convey the ideas on these papers, but to also provide a clear
exposition of the ideas and techniques used in the study of projection mappings in the
context of the geometric measure theory of the Heisenberg group. As well as to have a self-
contained exposition of its Fourier theory. The goal is to make this exposition accessible
to early graduate students with interest in this area of research. The Heisenberg group
has been extensively studied for several decades and in many different context. Thus,
the amount of related literature is vast and, although much of it lies outside the scope
of my work, I will make references to a some of it while, at least, hinting at the research
directions treated in each respective source.
The thesis is structured as follows, Chapters 2, 3 and 4 are expository in nature. Chap-
ter 2 contains and short introduction to Hausdorff measure and dimensions as well as a
quick mention of box-counting and packing dimensions. It also contains a short exposition
in the connection of the Fourier transform and Hausdorff dimension. Chapter 3 is some-
what historical in nature, introducing and explaining developments in the area of fractal
projections in Euclidean space. Chapter 4 is a gentle introduction to the Heisenberg group
and how it arises in quantum mechanics.
In Chapter 5 starts off with an exposition of the state of the research in fractal projec-
tions in the Heisenberg group. Sections 5.8 and 5.3 include my work in this area. Chapter
6 is also novel, it adapts the potential theoretic approach to box-counting and packing
dimensions from Euclidean space to the Heisenberg group. Finally, Chapter 7 is based on
my work establishing a connection between the non-commutative Fourier theory of the
Heisenberg group and Hausdorff dimension.
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CHAPTER 2
HAUSDORFF MEASURE AND DIMENSION
One of the central notions in geometric measure theory is that of Hausdorff measure and
dimension. These are extensively treated in the literature and many expository books and
surveys give in-depth detailed introduction to these notions. Some of these are [46], [77]
and [35], among others. In the name of simplicity, I will state many of the standard theo-
rems without proof. For all of them, proofs can be found in the aforementioned references.
In the technical language of measure theory, the Hausdorff measure is really an outer
measure defined on the power set of any metric space, (X, d), as follows,
Definition 2.1 (Hausdorff measure). For A ⊂ X and δ > 0, the (σ, δ)-Hausdorff pre-
measure is




σ : A ⊂ ∪jEj and , diamEj < δ}.




For any set A ∈ X, there is a real number σ′ ≥ 0 such that
Hσ(A) =
∞ if σ < σ′0 if σ > σ′. (2.1)
This number is taken to be the Hausdorff dimension of the set A.
Definition 2.2 (Hausdorff dimension). The Hausdorff dimension of a set A ⊂ X is
defined as,
dimA := sup{σ : Hσ(A) =∞} = inf{σ : Hσ(A) = 0}.
Note that the value of Hσ(A) is left out of (2.1). This is because if dimA = σ′, Hσ′(A)
can take on any value in [0,∞]. Aside from the defining properties of outer measures, the
3
Hausdorff measure has many other important properties. Many of these will be discussed
later as they become relevant, but here are some of the more immediate ones, all of them
can be found with proofs in [77, Chapter 4].
Theorem 2.1 (Some properties of Hausdorff measures and dimension).
1. Hσδ is non-increasing in δ. In particular, Hσ(A) = supδHσδ (A).





3. Borel sets are Hσ measurable. In particular, Hσ is countably additive on Borel sets.
4. Hσ is Borel regular, inner regular, and outer regular.
Another central notion is geometric measure theory is Lipchitz maps.
Definition 2.3 (Lipschitz map). Given metric spaces (X, dX) and (Y, dY ), a map f :
X → Y is Lipschitz if there is a constant C ≥ 0 such that
dY (f(x), f(y)) ≤ CdX(x, y).
The least such constant is known as the Lipschitz constant of f . The space of all
Lipchitz maps between X and Y is denoted Lip(X, Y ) and can be endowed with the
semi-norm
Lip(f) = inf{C : dY (f(x), f(y)) ≤ CdX(x, y) for all x, y ∈ X}.
If f has Lipschitz constant L, we say f is L−Lipchitz. An injection f : X → Y is said to
be bi-Lipschitz if f−1bf(X): f(X)→ Y is also Lipschitz. If there is a bi-Lipchitz bijection
between X and Y , the metric spaces are said to be bi-Lipschitz equivalent.
Needless to say, Lipschitz maps respect much of the metric structure. In particular
they interact nicely with Hausdorff measure and dimension. If f : X → Y is L-Lipschitz,
then for A ⊂ X,
Hσ(f(A)) ≤ LσHσ(A), and (2.2)
dim f(A) ≤ dimA. (2.3)
In particular, if f : X → Y is bi-Lipschitz, then dim f(A) = dimA for every A ⊂ X.
That is to say that Hausdorff dimension is a bi-Lipschitz invariant. It is a central problem
in the field of analysis on metric spaces, to find quantities that characterize metric spaces
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up to bi-Lipchitz equivalence. An important notion in relation of Lipschitz maps is that
of rectifiable sets, these are the metric analogue of manifolds.
Definition 2.4 (Rectifiable/Unrectifiable sets). A Borel set A ∈ X is,
k-rectifiable if there exist a countable family of Lipschitz maps {fj : Rk → X}j∈N such
that
Hk(A \ ∪jfj(Rk)) = 0.
purely k-unrectifiable if for any Lipschitz map f : Rk → X,
Hk(A ∩ f(Rk)) = 0.
Borel set can be neither rectifiable nor unrectifiable. However, the following decompo-
sition theorem holds.
Theorem 2.2. If A ⊂ X is a Borel set with Hk(A) < ∞ then there are two Borel sets
AR and AU such that
(i) A = AR ∪ AU ,
(ii) AR is k-rectifiable, and
(iii) AU is purely k-unrectifiable.
This decomposition is unique up to null sets.
Being that Lipschitz maps play such central role in geometric measure theory, and
Hausdorff dimension is a bi-Lipschitz invariant, it makes sense to study Hausdorff measure
and dimension in great detail, including how it interact with different classes of functions.
A recurring question in this thesis will be the following; given a family of maps {fλ : X →
Y }λ∈Λ and a set A ⊂ X of known Hausdorff dimension (resp. measure), what can be said
about the generic Hausdorff dimensions (resp. measure) of the sets fλ(A). To answer
such questions it will be helpful to have several tools at hand to compute and/or estimate
Hausdorff dimension of sets.
One such powerful tool is Frostman lemma.
Theorem 2.3 (Frostman Lemma). Let (X, d) be a complete, separable metric space and
A a Borel subset of X. Then the following are equivalent,
1. Hσ(A) > 0.
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2. There is a Radon measure µ compactly supported on A such that 0 < µ(A) < ∞,
and
µ(B(x, r)) . rσ for all x ∈ X and r > 0.
Here by µ(B(x, r)) . rσ is meant that there is a constant C > 0 such that µ(B(x, r)) ≤
Crσ. Similarly, the notation A ' B will be used to denote that the quantities A and B
are comparable, that is, there are constant c, C > 0 such that cA ≤ B ≤ CA. A Borel
measure is said to be a Radon measure if it is locally finite and Borel regular. Given a
subset A of a metric space we denote byM(A) the collection of all compactly supported,
Radon measure whose support is contained in A and such that 0 < µ(A) <∞.
Frostman lemma was proven in Rn by Otto Frostman as part of his dissertation. A
constructive proof of Frostman’s lemma for compact subsets of Rn can be found in [77,
Theorem 8.8]. The more general case of Suslin subsets of Rn is treated by Carleson in
[21]. A non-constructive proof, due to Howroyd ([65]), using Hahn-Banach theorem gives
the result in the generality stated above. Frostman’s lemma can also be used to obtain
another powerful tool which allows us to compute the Hausdorff dimension of a set in
terms of energies of measures supported on that set. This is sometimes referred to as the
“energy version” of Frostman’s lemma.
Corollary 2.1. If A is a Borel subset of (X, d) and we denote by M(A) the set of all
compactly supported Radon measures on A, then





denotes the σ-energy of the measure µ
As we will soon see, this approach is extremely powerful when estimating the effect
that certain classes of maps have on the Huasdorff dimension of sets. Motivated by (2.4),
the more general notion of “mutual energy” is also introduced.




Note since both µ and ν are positive measures, Iσ(µ, ν) > 0. Mutual energies will be
useful when estimating the size of the intersection of images of sets by projection maps.
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Aside from Hausdorff measure and dimension, other metrically defined notions of mea-
sure and dimension will be used later, so I introduce them here.
Definition 2.6 (Box-counting dimension). Given a set A ⊂ X denote
Nδ(A) := inf{N ∈ N : ∃{Ej}j∈N s.t ∀ j ∈ N, diamEj = δ and A ⊂ ∪jEj}.
Then, the upper and lower box-counting dimension of A are respectively defined as










In analogy to the second statement on Theorem 2.1, the lower box-counting dimensions
can also be computed by
dimB(A) = inf{σ ≥ 0 : ∀ε > 0,∃ {Ej}Nj=1, s.t.
diamEj = diamEi, A ⊂ ∪jEj, and
N∑
j
diamEσj < ε}. (2.5)
Box-counting dimension is, in a sense, a restricted version of Hausdorff dimension. To
compute Hausdorff dimension one covers the set A by sets of any diameter less than δ
before letting δ → 0, whereas to compute box-counting dimension one restricts further
to covers by sets whose diameters are exactly δ. It is therefore not hard to see that for a
any set A ⊂ X
dimA ≤ dimB(A) ≤ dimB(A).
Another notion of dimension that will come up later is packing dimension. This was
introduced in [105] as a dual to Hausdorff dimension in the sense that instead consider-
ing coverings by sets, one considers packing small, disjoint, open balls inside the set in
question.
Definition 2.7 (Packing measure). The (σ, δ)-packing pre-measure of A is




σ : {xj}j∈N ⊂ A,
B(xj, rj) ∩B(xi, ri) = ∅, and diamB(xj, rj) ≤ δ}.
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The s-packing pre-measure is then given by
Pσ0 (A) = lim
δ→0
Pσδ (A).





Pσ0 (Ej) : A ⊂ ∪jEj}
The packing dimension is then defined in a similar way to the Hausdorff dimension
Definition 2.8 (Packing dimension). For A ⊂ X,
dimP A := sup{σ : Pσ(A) =∞} = inf{σ : Pσ(A) = 0}.
The relation between these different notions of dimension is
dimA ≤ dimP A ≤ dimBA ≤ dimBA.
Moreover, upper box-counting dimension and packing dimension are more closely related
by the following.
Theorem 2.4. Let A ⊂ Rn be a compact set,
dimP A = inf{sup
j
dimBEj : Ej is compact for all j, and A ⊂ ∪jEj},
Finally, one concept that will also be of great importance in the following sections is
that of push-forward measures.
Definition 2.9. Let f : X → Y be a map between metric spaces. Let µ be a measure on
X, then the push-forward of µ by f is the measure f#µ on Y defined by
f#µ(A) = µ(f
−1A), for all A ⊂ Y.
Turns out that continuous functions map M(X) into M(Y ).
Theorem 2.5. If f : X → Y is a continuous map and µ is in M(X) then f#µ is in
M(Y ).
A proof of this theorem can be found in [77, pp. 16].
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2.1 Fourier Transform Approach
Perhaps unsurprisingly, when X = Rn, Fourier analysis has a great deal of applications
to geometric measure theory. Few other areas in mathematics are as influential as Fourier
analysis. For this reason, there are countless references, introductory and otherwise, on
Fourier and Harmonic analysis, for instance [99], [70], [55], and [87], among many others.
In this section I will introduce the Fourier transform focusing mostly on the properties
that will be relevant later in this thesis. Results are stated without proof but many of
the proofs are classical and readily available in all of the above mentioned references.
Hereafter, for p ∈ [0,∞], Lp(Rn) denotes p-integrable complex-valued functions.
For f ∈ L1(Rn), its Fourier transform is the continuous, bounded function




The theory of Fourier analysis is concerned with studying the interplay between F and
various other operators. One of the most important on those interplays is with convolu-
tions. For f and g in L1(Rn), their convolution is the function




A quick application of Fubini’s theorem shows that
F(f ∗ g)(ξ) = f̂(ξ)ĝ(ξ). (2.8)
Two other operators that will come back later on are the dilation and translation operator.
For r ∈ R, and a ∈ Rn, define δr : L1(Rn)→ L1(Rn) and τa : L1(Rn)→ L1(Rn) by
δrf(x) = f(rx), and τaf(x) = f(x+ a).
By change of variables one checks,
F(δrf) = r−nδr−1 f̂ , and F(τaf) = e(a)f̂ , (2.9)
where e(y)f(ξ) = eiy·ξf(ξ). Although (2.6) defines F as an operator in L1(Rn), since
L1 ∩ Lp(Rn) is dense in Lp(Rn) for 1 < p <∞, the Fourier transform can be extended to
an operator in Lp(Rn) by approximation. As mentioned in the definition, F maps L1(Rn)
continuously into L∞(Rn) but more generally we have Hausdorff-Young’s theorem.
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Theorem 2.6 (Hausdorff-Young). For 1 < p ≤ 2, let p′ = p
p−1 . Then,
F : Lp(Rn)→ Lp′(Rn)
is a bounded linear operator.
This theorem was originally proven for some values of p by W. H. Young and then
generalized to all p ∈ [1, 2] by Hausdorff. Modern proofs can be found in the references
mentioned at the beginning of the section.
In the particular case of p = 2, a stronger statement can be made.
Theorem 2.7 (Plancherel’s Theorem). For f ∈ L2(Rn)
||f ||2 = ||f̂ ||2.
As will be seen later, it turns out that F : L2(Rn)→ L2(Rn) is an isometric isomorphism
of Hilbert spaces. Now, if the goal is to apply Fourier theory to measures, it is convenient
to have a Fourier theory for distributions. In order to discuss this, one must first introduce
the Schwartz class.
Definition 2.10 (Schwartz class). A function ψ : Rn → R is said to be in the Schwartz
class, denoted S (Rn), if
1. ψ ∈ C∞(Rn),
2. For every pair of multi-indices α, β ∈ Nn
||ψ||S ,α,β = sup
x∈Rn
|xαDβψ(x)| <∞.
The definition uses the usual multi-index notation xα = xα11 · · ·xαnn , and Dβψ =
∂β11 · · · ∂βnn ψ.
One of the reason why the Schwartz class is so convenient in Fourier analysis is that
F : S (Rn) → S (Rn) is a bi-continuous bijection. This, in part, follows from the fact
that F turns smoothness into decay and vice-versa.
Theorem 2.8. For any multi-index α ∈ Nn and ψ ∈ S (Rn),
1. D̂αψ(ξ) = (−2πiξ)αψ̂(ξ).
2. Dαψ̂(ξ) = ̂[(−2πi(·))αψ](ξ)
10







Corollary 2.2. For ψ ∈ S (Rn),
∆̂ψ(ξ) = −(2π|ξ|)2ψ̂(ξ).
Explicitly, the inverse of F , F−1 is given by the well known inversion formula,










The Schwartz class is dense in Lp(Rn) for every p ∈ [1,∞], so in the particular case of
L2(Rn), the inversion formula combined with Plancherel’s theorem show, as mentioned
earlier, that F is a Hilbert space isomorphism. Another reason why S (Rn) is so conve-
nient is that it helps extend the Fourier transform beyond functions. The space S (Rn)
endowed with the family of semi-norms {|| · ||S ,α,β} is a Frechét space, so it makes sense
to talk about its topological dual S ′(Rn). Given the decay properties of Schwartz func-
tions, it is not hard to see that S ′(Rn) includes Lploc(Rn) for any p ∈ [0,∞], but more-
over, S ′(Rn) has elements which are not functions. For instance the evaluation map
δxψ = ψ(x), which corresponds to the Dirac distribution at x ∈ Rn, is in S ′(Rn). The
space S ′ is referred to as the space of tempered distributions. Throughout this thesis,
for T ∈ S ′(Rn) and ψ ∈ S (Rn), the dual action will be denoted by 〈T |ψ〉S ′(Rn)×S (Rn)
but I will often omit the subscript if the context leads to no confusion.
Definition 2.11 (Distributional Fourier transform). For T ∈ S ′(Rn), its Fourier trans-
form T̂ is another tempered distribution given by
〈T̂ |ψ〉 = 〈T |ψ̂〉. (2.10)
This readily brings us to measures. If µ is a finite Radon measure on Rn, it is clear
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that µ ∈ S ′(Rn). Thus, the Fourier transform of µ is defined via (2.10). However,
distributions often have point-wise representations, this turns out to be the case for the






















It follows that distribution µ̂ is given by integration against the function F(µ). In view of
this, I abuse notation and use µ̂ (and/or F(µ)) to mean both the function given by (2.11)
and the corresponding distribution. A nice expository reference for theory of Fourier
transform of measures in Euclidean space is [80] where the connection with Hausdorff
dimension is also treated.
Theorem 2.10 (Some properties of F). Let µ be a finite Radon measures, f and g be































In addition, there is a direct connection between integrability of µ̂ and regularity of the
measure µ itself.
Theorem 2.11. Let µ be a finite Radon measure. Then
1. If µ̂ ∈ L2(Rn), then dµ = fdx where f ∈ L2(Rn).
2. If µ̂ ∈ L1(Rn), then dµ = gdx where g ∈ C(Rn).
The main connection between Fourier analysis and Hausdorff dimension comes from
the fact that one can compute energies of measures as integrals over the frequency space.
To make this more precise, for 0 < σ ≤ n let Rσ denote the σ-Riesz kernel
Rσ(x) = |x|−σ.
For a measure µ ∈M(Rn), its energy integral can be rewritten as
Iσ(µ) =
∫
Rσ ∗ µ(x)dµ(x). (2.12)
The distributional Fourier transform of Rσ is cRn−σ for some constant c, sow properties
4,5 and 6 in Theorem 2.10 can be formally applied to obtain
Theorem 2.12. There is a constant, c(n, σ), depending only on n and σ such that
Iσ(µ) = c(n, σ)
∫
|ξ|σ−n|µ̂(ξ)|2dξ,
In a similar vain, mutual energies can also be written as energies on the frequency side.
Whenever s+ t > 2σ we have that if Is(µ) <∞ and It(ν) <∞ then
Iσ(µ, ν) = c(n, σ)
∫
|ξ|σ−nµ̂(ξ)ν̂(ξ)dξ . Is(µ)1/2It(ν)1/2. (2.13)
A priori there is no reason why Theorem 2.10 can be applied to (2.12), Rσ is not in L
p for
any p ∈ [1,∞]. Nevertheless one may use the distributional Fourier transform and approx-
imation arguments to show that Theorem 2.12 does hold. A proof of this can be found
in many places, for instance [80, Section 3.5]. This theorem has proven extremely useful
over time having been successfully applied to solve problems like dimension distortion by
orthogonal projections, dimension of planar slicing of sets, dimension of intersections of
general sets and measures and the distance set problem among many others. The useful-




PROJECTION AND SLICING THEOREMS IN
EUCLIDEAN SPACE
Before I will be discuss the theory of fractal projections and planar slices in the Heisenberg
group, it is very helpful to have a basic understanding of the theory in Euclidean space.
Many of the techniques used in Euclidean space are also valid, after minor adaptations, in
the Heisenberg group. As expected, most of the notions discussed in the previous chapter
were initiated in Euclidean space. The exceeding amount of structure in Rn makes for
incredibly rich theory of fractal projections. This theory stems from the following, loosely
stated, question.
Question 3.1. Given a probability space (Λ,P), a family of projection {Pλ : Rn →
Rm}λ∈Λ, and a set A ⊂ Rn What can be said about the P-almost sure size of the set
PλA in terms of the size of A?
Along similar lines, and using the same set up, the related notion of “planar slices of
sets” is driven by the following question.
Question 3.2. What can be said about the P×Hm-generic size of the set A∩P−1λ (y), (y ∈
Rm), in terms of the size of A?
As might be evident, these two kinds of problems are closely related. An exhaustive and
rigorous exposition of the theory of fractal projections in Rn would likely span the length
of a book. As such, this chapter merely aims to put my own work into historical context by
providing a quick summary of existing results in Euclidean space. I will only focus on the
more classical results concerning the standard family of orthogonal projections as well the
more recent work on the family of projections onto isotropic subspaces of even dimensional
Euclidean space. I will mention, without discussion, many related results including some
that have seen recent progress. No proofs are provided but reference to original and
expository works are given. Many of the results require the sets in questions to have
certain amount measurability, most of the results that will be stated have pathological
counterexamples if one allows arbitrary sets. Therefore, to not be repetitive, all sets are
assumed to be Borel, although some of the results hold with slightly weaker measurability
conditions.
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3.1 The Standard Family of Orthogonal Projections
Perhaps the most intuitive example of a family of projections, and the one that kick-
started the theory, is the family of orthogonal projections onto all m-dimensional linear
subspaces of Rn. Given any m-dimensional linear subspace, V , of Rn, the orthogonal
projection PV : Rn → V is a 1-Lipschitz map, therefore one has that for any set A ⊂ Rn
dimPVA ≤ dimA. The goal is then to understand to what extend the lower bound also
holds. Before we can do that, we must understand the parametrizing space (i.e. the space
of all m-dimensional subspaces).
The space of all m-dimensional linear subspaces of Rn is a compact smooth manifold
known as the Grassmannian, and denoted G(n,m). These manifolds are ubiquitous in
many areas of mathematics and a lot has been written about them. I will only go over
properties that will be relevant for us.
The orthonormal group O(n) ⊂ GL(n) acts smoothly and transitively on G(n,m),
so by fixing V0 ∈ G(n,m), the Grassmannian can be written as the homogeneous space
O(n)/OV0 , where OV0 is the stabilizer of V0. It is not hard to see that OV0 = O(m)×O(n−
m) so that G(n,m) = O(n)/(O(m)×O(n−m)). It follows that dimG(n,m) = m(n−m),
and that G(n,m) inherits a unique O(n)-invariant probability measure, denoted γn,m,
form the Haar measure of O(n), denoted θn. The measure γn,m is given, for D ⊂ G(n,m),
by
γn,m(D) = θn(g ∈ O(n) : gV0 ∈ D).
In turn, the measure θn is given in terms of the surface measure of the (n − 1)-sphere ,
σn−1 as
θn(Ω) = σ
n−1 (Sn−1 ∩ (∪g∈Ωgu0)) ,
where u0 is any fixed unit vector and Ω ⊂ O(n). The measure γn,m, however, is indepen-
dent of the choice of V0, and turns G(n,m) into a probability space. Question 3.1 can be
rephrased in this specific context, and it is answered by the following theorem.
Theorem 3.1 (Marstrand-Kaufman-Mattila projection theorem). Let A ⊂ Rn,
1. If dimA ≤ m, then dimPVA = dimA for γn,m-almost every V ∈ G(n,m).
2. If dimA > m, then Hm(PVA) > 0 for γn,m-almost every V ∈ G(n,m).
3. If dimA > 2m, then Int(PVA) 6= ∅ for γn,m-almost every V ∈ G(n,m).
The first two statements where originally proven my J. Marstrand in R2 ([75]). Later
in [71], R. Kauffmann introduced the potential theoretic approach which streamlined
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Marstrand’s proof. The new approach was now more suitable to extensions and general-
izations, and in [76] P. Mattila used it to generalize Marstrand’s theorem to all dimensions.
The proof of this theorem is quite elegant, the idea is to use Theorem 2.1 to pick a mea-
sure µ in M(A) with finite σ-energy for σ < dimA. Then, by Theorem 2.5, the measure
PV#µ is in M(PVA), so by studying properties of PV#µ one can obtain information on
the dimension and measure of PVA. For instance, to get the first part, one bounds the
integral
∫
Iσ(PV#µ)dγn,m by Iσ(µ). This has become a standard approach in the theory
of fractal projections.
The Marstrand-Kaufman-Mattila theorem establishes that the set of hyperplanes for
which each of the statements fail is γn,m-null. One could ask how big these sets of ex-
ceptions can be. The following theorem is, once again, a summary of separate results
obtained by Marstrand, Kaufmann, and Mattila.
Theorem 3.2. Let A ⊂ Rn with dimA = α.
If 0 < σ < α < m
dim(V ∈ G(n,m) : dimPVA < σ) ≤ m(n−m)− (m− σ).
If α ≥ m > σ
dim(V ∈ G(n,m) : dimPVA < σ) ≤ m(n−m)− (α− σ).
If α > m
dim(V ∈ G(n,m) : Hm(PVA) = 0) ≤ m(n−m)− (α−m).
If α > 2m
dim(V ∈ G(n,m) : Int(PVA) = ∅) ≤ m(n−m)− (α− 2m).
This result is strictly stronger than Theorem 3.1. A proof of this theorem can be found
in [80, Section 5.3].
Other than looking at the projection of a single set, one could also ask for how often
projections of sets intersect, and how big that intersection is. This was recently studied
by P. Mattila and T. Orponen in [81]. Their motivation in studying this problem is an
application to radial projections and visibility. The main result is
Theorem 3.3. Let A,B ⊂ Rn be such that dimA = α, dimB = β.
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1. If α, β > m then,
γn,m(V ∈ G(n,m) : Hm(PVA ∩ PVB) > 0) > 0.
2. If α, β > 2m then,
γn,m(V ∈ G(n,m) : Int(PVA ∩ PVB) 6= ∅) > 0.
3. If α > m, β ≤ m, but α + β > 2m then for all ε > 0,
γn,m(V ∈ G(n,m) : dim(PVA ∩ PVB) > β − ε) > 0.
The proof of this theorem makes use of the mutual energy of measures and, once again,
by applying Fourier transform methods, the proof becomes quite elegant.
Aside form dimension, measure and non-empty interior, the family of projections {PV :
V ∈ G(n,m)} can also be used to uncover other metric-geometric properties of set. For
example, in the case of set with integer dimension, this family of projections can uncover
information about the set’s (un)rectifiability.
In Euclidean space, rectifiable sets are a direct (metric) analogue of smooth manifolds.
A celebrated theorem of Radamacher (see for instance [77, Theorem 7.3]) states that every
Lipschitz function from Rn to Rm is differentiable Ln-almost everywhere. As a countable
union of Lipschitz graphs, rectifiable sets can therefore be endowed with a differential
structure defined at almost every point. This highlights the importance of characterizing
(un)rectifiability in Rn. Projections provide one such characterization via Besicovitch-
Federer projection theorem.
Theorem 3.4 (Besicovitch-Federer projection theorem). Let A ⊂ Rn be a Borel set with
0 < Hm(A) <∞ for some integer m. Then the following are equivalent
1. A is purely m-unrectifiable.
2. Hm(PVA) = 0 for γn,m-almost every V ∈ G(n,m).
This theorem was first proven in R2 by A. Besicovitch in [14, 15, 16], and then in
higher dimensions by H. Federer in [45]. There has also been a significant effort put into
constructing sets with prescribed projections. The following theorem of K. Falconer and
R. Davies ([36, 32]) holds,
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Theorem 3.5. For each V ∈ G(n,m), Let AV ⊂ V be sets such that ∪V ∈G(n,m)AV is
Hn-measurable. Then, there exists a Borel set A ⊂ Rn such that for γn,m-almost every
V ∈ G(n,m)
Hm(AV \ PVA) = Hm(PVA \ AV ) = 0.
This theorem is sometimes referred to as the digital sundial theorem since in the case
n = 3, m = 2 it implies the existence of a set that when the sun hits it, the shadow casted
shows the digits of the time of day at that instance.
3.2 Projections Onto Isotropic Subspaces
Instead of considering the family of all orthogonal projections, sometimes is useful to
consider a specific subfamily of projections. However, if one considers a subfamily S ⊂
G(n,m) such that γn,m(S) = 0 one should not expect, a priori, an analogue of Theorem
3.1 to hold as S could fall entirely within the set of exceptional directions of a set A.
However, for certain choices of S some positive results can be obtained.
A well studied subfamily is the family of linear subspaces that are isotropic with re-
spect to the standard symplectic form. The standard symplectic form in R2n is the map
ω : R2n×R2n → R given by ω((x, y), (x′, y′)) = x·y′−y ·x′. A plane V ∈ G(n,m) is said to
be isotropic (with respect to ω) if ωbV×V≡ 0. The collection of all m-dimensional isotropic
subspaces of R2n is denoted by Gh(2n,m). The spaces Gh(2n,m) are very heavily studied
in several areas of mathematics. The space Gh(2n, n) in particular is known as the La-
grangian manifold, and it is central in symplectic geometry and Hamiltonian mechanics.
Here I will state, without proof, the properties of Gh(2n,m) that will be relevant later
on. For proof of the properties stated here refer to [7, Section 2].
The space Gh(2n,m) is a smooth submanifold of G(2n,m) whose dimension is strictly
less than that of G(2n,m). Just as G(n,m), Gh(2n,m) can be endowed with the struc-
ture of a homogeneous space. The unitary group U(n) ⊂ O(2n) acts smoothly and
transitively on Gh(2n,m). For a fix isotropic plane V0 ∈ Gh(2n,m), the stabilizer UV0
is isomorphic to O(m) × U(n −m), so that Gh(2n,m) = U(n)/(O(m) × U(n −m)). It







=: ηnm. The maximal dimension
of an isotropic linear subspace is n (i.e. half the dimension of the space) so the smallest
of the isotropic Grassmannian’s, relative to the size of the standard Grassmannian, is
the Lagrangian manifold Gh(2n, n) whose dimension is
1
2
n(n+ 1). The largest of them is
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Gh(2n, 1) which actually coincides with G(2n, 1) (i.e. All lines through the origin in R2n
are isotropic). The space Gh(2n,m) inherits a unique, U(n)-invariant probability measure
here denoted by µ2n,m, from the probability Haar measure, ϑn, on U(n). The measure
µ2n,m is given, for D ⊂ Gh(2n,m), by
µ2n,m(D) = θn(g ∈ U(n) : gV0 ∈ D).
In turn, the measure ϑn is given in terms of the surface measure of the (n − 1)-sphere ,
σn−1 as
µ2n,m(Ω) = σ
n−1 (Sn−1 ∩ (∪g∈Ωgu0)) ,
where u0 is any fixed unit vector and Ω ⊂ Gh(2n,m). Just as the measure γn,m, µ2n,m
is independent of the choice of V0. The following property of µ2n,m roughly says that
isotropic planes are uniformly distributed.
Lemma 3.1. For V ∈ Gh(2n,m),
1. µ2n,m(V ∈ Gh(2n,m) : |PV x| ≤ δ) . δm|x|−m.
2. µ2n,m(V ∈ Gh(2n,m) : |PV ⊥x| ≤ δ) . δn−m|x|m−n.
By now it should be clear that the probability space (Gh(2n,m), µ2n,m) shares many
of the properties of its parent space (G(2n,m), γ2n,m) so despite the fact that µ2n,m is
singular with respect to γ2n,m, it is not surprising that the analogues of all the results
discussed in the previous section also hold in this case. The analogue of Theorem 3.1 was
first proven by the authors in [7], while the corresponding exceptional set result (analogue
of Theorem 3.2) was proven by R. Hovila in [64] where it was also shown that isotropic
projections characterize unrectifiability in the same way as in Theorem 3.4. Perhaps more
importantly for later applications, is the following,
Lemma 3.2. Let µ ∈M(Rn),
(i) If Im(µ) <∞ then for µ2n,m-almost every V ∈ Gh(2n,m), PV#µ Hm with density
in L2.
(ii) If I2m(µ) <∞ the same is true but with continuous density.
These facts will are used in [95] to prove the analogue of Theorem 3.3 which will be
discussed in Chapter 5.8.
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3.3 Other Projection Results
Other, more general subfamilies of projections have also been considered. In particular
the following question has received much attention:
Let Λ ⊂ Rk be an open set and S = {V (λ) : λ ∈ Λ} a smoothly parametrized subfamily
of linear subspaces. Then, for a given set A, what can be said about the Hk-almost
sure dimension of Pλ(A) ⊂ V (λ).
For example, if S is a smoothly parametrized curve then it follows trivially from The-
orem 3.2, that for H1-almost every λ, dimPλA ≥ min{dimA − 1, 1}. This was made
more general By the authors in [67, 66]. In the case of R3, if a curvature condition is
added to the map λ → V (λ), even stronger conclusions can be made. This was studied
by K. Fässler and T. Orponen in [43]. Later in [88] the authors used Fourier restriction
techniques to give partial improvements in this direction. Fourier restriction methods
continued to play a role in studying dimension distortion by restricted families of projec-
tions. In [90], T. Orponen and L. Venieri applied this method to the particular family of
projections given by the directions in W ∩ S2 where W is an affine plane with 0 /∈ W .
Their result improved the results of [88] for this particular case. More recently, T. Harris
improved it even further in [60].
Yet another area that has been explored, is figuring out for which types of sets one
can obtain information about projections in particular directions. The results discussed
so far concern the size of the projection onto a generic subspace on a given family of
subspaces, however, they provide no information about the size in any given particular
direction. However, the set being projected has enough structure some positive result can
be obtained. In this context self-similar and self-affine sets have been studied [42, 93, 63,
97, 47].
More general notions of “projections” have also been studied. For instance the study
of radial projections ([81, 89]), in connection with visibility ([29]), is still an active area
of research ([74]). But perhaps one of the most influential notions is that of transversal
families of maps introduced by Y. Peres and W. Schlag in [92]. Their result encompasses
all the results discussed in Sections 3.1 and 3.2, as well as radial projections and many
other families such as Bernoulli convolutions which was their original motivation. There
are many more related problems that have been studied and many that are currently
active research areas. For more exhaustive surveys in the subject see [41, 78, 79].
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3.4 Planar Slices of Sets
Planar slices of sets are closely related to projections. For a set A ⊂ Rn and an affine
plane W ⊂ Rn the “slice” of A by W is the set A∩W . If dimA > m then for γn,m-almost
every plane V ∈ G(n,m) the set PVA has positive Hm measure. This tells us that for
Hm- positively many v ∈ V , the (n −m)-dimensional affine plane P−1V (v) = V ⊥ + v has
non-empty intersection with A. It is therefore natural to ask just how big this intersection
is. As is a common theme in fractal geometry, this problem (and its solution) where in-
troduce for the plane in Marstran’s paper [75] and later generalized to higher dimensions
by Mattila in [76]. Since then, several variations of the problem have been studied, for
instance [81, 30]. In this section I will discuss some of the main results.
The planar slicing result proven by Marstrand and Mattila reads as follows,
Theorem 3.6. Let s > m, and A ⊂ Rn be a set such that 0 < Hs(A) < ∞. Then for
γn,m-almost every plane V ∈ G(n,m),
Hm({v ∈ V : dim[A ∩ (V ⊥ + v)] = dimA−m}) > 0
More recently Mattila and Orponen showed the following,
Theorem 3.7. Let s > m, and A ⊂ Rn be a set such that 0 < Hs(A) < ∞. Then there
is a Borel set B ∈ Rn such that dimB ≤ m and for all x ∈ Rn \B,
γn,m({V ∈ G(n,m) : dim[A ∩ (V ⊥ + x)] = dimA−m}) > 0
Moreover, as will be seen in Chapter 5.8, these results also hold for the isotropic Grass-
mannian. In Theorem 3.6 if one replaces the equality for “≤”, a stronger result holds
Lemma 3.3 (Eilenberg’s Inequality). Let s > m and A ⊂ Rn. For every plane V ∈
G(n,m) ∫
V
Hs−m[A ∩ (V ⊥ + v)]dHm(v) . Hs(A).
A more general version of this theorem is stated and proven in [19, Theorem 13.3.1].
Note that this implies, if Hs(A) <∞, that
Hs−m(A ∩ (V ⊥ + v)) <∞, for Hm − a.e v ∈ V,
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which is stronger than to say that for all V ,
dim[A ∩ (V ⊥ + v)] ≤ s−m, for Hm − a.e v ∈ V.
Hence, the bulk of the work goes into proving the lower bound in Theorem 3.6. This
requires the introduction of sliced measures. Since they will be used again in later chapters
I will briefly introduce them here. A very detailed construction and overview of these
measures can be found in [77, Section 10.1].
Given a fixed m-dimensional plane, V , a measure µ ∈ M(R2n) and function ϕ ∈
C+c (R2n) one can define a new measure by µϕ(A) =
∫
A
ϕdµ. The measure PV#µϕ is a
measure in M(V ) so by the differentiation theorem, the derivative
µV ⊥+v(ϕ) := lim
δ→0






exists and is finite for Hm-a.e. v ∈ V . Here N (V ⊥ + v, δ) is the δ neighborhood around
the plane V ⊥ + v. One can check, after some work, that µV ⊥+v defines a positive linear
functional on C+c (R2n). Therefore, by Riesz representation theorem we can associate a
positive Radon measure to µV ⊥+v that I denote in the same way. This measure is now
supported on (V ⊥ + v) ∩ sptµ.







for all Borel sets A, and with equality whenever λ γ (Theorem 2.12, [77]). Therefore,







for any Borel function g, and with equality whenever PV#µ  Hm. In this case, taking













Since this is true for any Borel set B ⊂ V , for Hm-almost every v ∈ V
µV ⊥+v(R2n) = µV (v) (3.4)




As we will see later, the way of proving slicing results like the ones mentioned above,
is to use Theorem 2.1 to pick a measure µ ∈ A with appropriate finite energy, and slice
it to obtain a family of measures {µV ⊥+v ∈ M(A ∩ (V ⊥ + v))} with appropriate finite
energies.
3.5 Box and Packing Dimsenion
As now customary with all problems studied in the context of Hausdorff dimension, di-
mension distortion by projections has also been studied in the context of box-counting
and packing dimensions. Just as with Hausdorff dimension, the fact that projections are
Lipschitz means that the the bound dimB PA ≤ dimB A holds for all V . However, the
story gets more complicated when one looks at lower bounds and one realizes the dimen-
sion is not necessarily almost-surely preserved. The following bounds were proven by K.
Falconer and J. Howroyd in [39].
Theorem 3.8. Let A ⊂ Rn be a compact set,
dimBA






There these bounds were proven sharp for lower box-counting dimension by exhibiting
a set for which the maximal dimension drop allowed by (3.6) was attained almost surely.
The same bound was shown (also sharply) for upper box-counting dimension and packing
dimensions in [68]. However, it remained unanswered wether dimB PVA was γn,m−almost
surely constant. This was later addressed by Falconer and Howroyd with their introduc-
tion of dimension profiles accompanied by a potential theoretic approach to box-counting
and packing dimensions [40, 37].
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For r > 0, σ ≥ 0, consider the kernel







One can define potentials for µ ∈M(Rn) in terms of this kernel, as














where the infimum is taken over µ ∈P(A) := {µ ∈ M(A) : µ(A) = 1}. The connection
with box-counting dimension comes from the following theorem.
Theorem 3.9. Let












dimσB(A) = dimB(A), and dim
σ
B(A) = dimB(A),
whenever σ ≥ n.
This gives a way to study box-counting dimension by using many powerful results from
potential theory. also, By Theorem 2.4, defining




BEj : Ej is compact for all j, and A ⊂ ∪jEj},
we see that the same approach is valid for packing dimension. This also motivates the
study of the quantities dimσB A and dim
σ
P A, for σ < n. Turns out, this are exactly the
correct quantities to consider for dimension distortion by projections.
Theorem 3.10. Let A ⊂ Rn be a compact set. Then
dimBPVA = dim
m




for γn,m-almost every V ∈ G(n,m). The same holds for packing dimension.
Besides projection theorems, it is useful in general to have a potential theoretic approach
to dimension. In Chapter 6 I will be showing that an analogous potential theoretic




In this chapter I will introduce the Heisenberg group in a geometric way which will moti-
vate much of the intuition that will be useful later. Then I will discuss how the Heisenberg
group arises naturally in quantum mechanics. This Quantum-mechanical construction will
reveal much of the representation theory of the Heisenberg group, which in turn, will be
useful in the later chapter dedicated to Fourier theory. The goal of this Chapter is to
be a clear but concise introduction to the Heisenberg group, suitable for early graduate
student getting started on the topic. Everything discussed here is more or less contain in
[20], [56], and [103].
4.1 The Heisenberg Group as a Manifold
The first Heisenberg group is the set H = C×R, which is also identified with R×R×R in
the canonical way. I denote a typical point by p = (z, t) ∈ C×R or p = (x, y, t) ∈ R×R×R
where the two notations are related by z = x + iy ∈ C. This set is endowed with the
Euclidean topology, and differential structure. This turns H into a manifold with a global
chart given b the identity map. H is also endowed with the group law





(x, y, t)(x′, y′, t′) = (x+ x′, y + y′, t+ t′ +
1
2
(yx′ − xy′)). (4.2)
It is worth pointing out that Im(zz̄′) = −ω(z, z′) where ω : C × C → R is the standard
symplectic form in C. It is not hard to check that this law turns H into a group with iden-
tity (0, 0) and inverse (z, t)−1 = (−z,−t). Since both the group product and inversion are
polynomials in the coordinates, it follows that H is in fact a Lie group. The left invariant
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(x, y, t+ ε) = (0, 0, 1).























The Lie algebra of H, denoted by h, is given by h = span{X, Y, T}. Perhaps the one of
the most important properties of the H is that it satisfies the bracket relation [X, Y ] = T ,
while all other brackets are zero. Setting h0 = span{X, Y }, and h1 = span{T}, we see
that h satisfies h = h0 ⊕ h1 with dim h0 = 2, dim h1 = 1, and [h0, h0] = h1, [h0, h1] = 0,
and [h1, h1] = 0. Loosely speaking, this tells us that the distribution h0 encodes enough
information to recover all of h, so that restricting movement in H to the distribution
h0 at every point still allows to connect any two points in H. This is formalized as
follows, a curve γ : I ⊂ R → H is said to be horizontal if it is absolutely continuous,
and γ̇(s) ∈ h0
∣∣
γ(s)
for almost every s ∈ I. That is to say, there are bounded functions,














a(s)2 + b(s)2ds. (4.5)
If we write γ in coordinates, γ(s) = (x(s), y(s), t(s)), then γ is horizontal if, and only



















horizontality condition (4.4) says that γ is horizontal if, and only if,
2ṫ(s) = x(s)ẏ(s)− y(s)ẋ(s). (4.6)
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This, in turn, induces a horizontal path-distance on H given for p, q ∈ H by
dcc(p, p
′) = inf{|γ|h0 : γ : [0, 1]→ H is horizontal and γ(0) = p, γ(1) = p′}. (4.7)
Figure 4.1: The horizontal distribution along the x and y axes
A rather remarkable fact is that, despite having positive co-dimension at every point, the
distribution h0 induces a finite distance. That is to say, H is horizontally path connected.
This is a spacial case of a more general result of Chow and Rashevskii that I will be
covering later. For the sake of completeness in the exposition, i present a proof of this
special case.
Theorem 4.1. Given any two points p, p′ ∈ H, there exists a horizontal path γ such that
γ(0) = p and γ(1) = p′
Proof. We will first see that it is enough to show that any point in the t-axis is horizontally
connected to the origin.
First note that since the frame {X, Y } is left invariant, so is the horizontality condition.
That is to say, denoting Lq : H → H the left translation map Lq(p) = qp, if γ is a
horizontal path from p to p′ then Lqγ is a horizontal path from qp to qp
′. So, without loss
of generality, we may assume p′ = 0.
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Next we show that straight lines contained in C× {0} passing through the origin, are
horizontal. Indeed, any such line is given by `θ(s) = (s cos θ, s sin θ, 0) for some θ ∈ [0, π]
The horizontality condition is trivially checked as s cos θ d
ds
(s sin θ)− s sin θ d
ds
(s cos θ) = 0.
It follows that, denoting π : H→ C the map π(z, t) = z, for any point p ∈ H, (π(p), 0) is
horizontally connected to the origin.
It is left to show that (π(p), 0) and p are horizontally connected. The theorem will
then follow by concatenation. Once again, appealing to left invariance, we may assume





t, 0, 0), 0 ≤ s ≤ 1






t, (s− 1)t), 1 ≤ s ≤ 2






t, t), 2 ≤ s ≤ 3
(0, 0, 0), otherwise.
It is not hard to check that each of them satisfy the horizontality condition (4.6), so that
the path γ : [0, 1]→ H given by γ(s) = γ1(3s) +γ2(3s) +γ3(3s) is horizontal, and satisfies
γ(0) = 0 and γ(1) = (0, 0, t). This completes the proof.
While this theorem shows that any two points can be connected by a horizontal curve,
it gives no information about length minimizing curves, i.e. geodesics. It should be
clear at this point that left translates of length minimizing curves are themselves length
minimizing. So to understand geodesics in H, it is enough to understand geodesics from
the origin. Let γ : [0, 1] → H be a horizontal path from (0, 0, 0) to (x0, y0, t0). Write
γ in coordinates as γ(s) = (x(s), y(s), t(s)). The horizontal length of γ agrees with the
Euclidean length of the path π ◦ γ : H → R2 from (0, 0) to π(p) = (x0, y0). Hence







Therefore, the problem of finding horizontal length minimizing curves from (0, 0, 0) to p
in H can be restated as finding length minimizing paths Γ = (x, y) : [0, 1] → R2 with
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If t0 = 0, finding geodesics becomes trivial as straight lines satisfy the constrain. Assume
t0 6= 0, and either x0 6= 0 or y0 6= 0. Let us take a closer look at this constrain. First, let
Γ′ : I → R2 be the straight line between (0, 0) and (x0, y0) and let Γ̃ be the concatenation
of Γ and Γ′. Note that Γ̃ is a close loop bounding a compact region D ⊂ R2.
Figure 4.2: Horizontal curve shown in blue with its projection shown in red together
with the straight line and bounded region in R2.










The right side of (4.9) becomes 2Area(D). Meanwhile, since Γ′ is a straight line it can be
written of the from Γ′(x, y) = (x,mx), so that P (Γ′(s))dx′(s) − Q(Γ′(s)dy′(s) = 0. The
left side of (4.9) becomes exactly∫ 1
0
(x(ξ)ẏ(ξ)− y(ξ)ẋ(ξ)dξ).
The problem of finding horizontal geodesics can now be interpreted as minimizing the
perimeter of the regionD while keeping a fix area equal to t0. The iso-perimetric inequality
of R2 reveals that Γ must be an arc of a circle. Lastly, if x0 = y0 = 0, then π ◦ γ is a
closed loop itself and using Γ′ is not needed. Condition (4.8) still fixes the area bounded
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by π ◦ γ so the iso-perimetric problem still applies. In this case the length is minimized
when π ◦ γ is a circle. Note, however, that there are infinitely many circles, containing
the origin, with any given area. So in this case, geodesics are not unique. It follows that
geodesics from the origin in H are either straight lines in C × {0}, lifts of arcs of circle,
or lifts of full circles, lifted by defining t(s) via (4.8). In the case of geodesics between
the origin and a point (0, 0, t0) in the t- axis, although geodesics are not unique, they all
have the same curvature. Indeed, since the circles π ◦ γ must bound a fix area of exactly
t0, they all must have the same radius, and therefore the same curvature. This curvature





2 . The structure of geodesics, as explained here, has also
been explain in more details in several expository books in the subject, for instance [20],
[83] and [10].
The structure of the Heisenberg group does not stop here, as it also admits a homoge-
neous structure. For each r > 0 consider the map δr : H→ H, given by
δr(z, t) = (rz, r
2t). (4.10)
It is not hard to see that this maps are group homomorphism, but moreover for any
function f ∈ C1(H), X(f ◦ δr) = r(Xf) ◦ δr, and Y (f ◦ δr) = r(Y f) ◦ δr. therefore, if γ is
a horizontal path, so is δr ◦γ and, moreover, |δr ◦γ|H = r|γ|H. It follows that the dilations
{δr : r > 0} are homogeneous of degree 1 with respect to the Carnot-Caratheodory
distance. That is, for p, q ∈ H,
dcc(δrp, δrq) = rdcc(p, q). (4.11)
The Heisenber group also admits a gauge norm which induces another left-invariant met-
ric. The Kornáyi gauge norm || · ||H : H→ R is given by
||(z, t)||4H = |z|2 + 16t2. (4.12)
The Kornayi distance is then given by
dH(p, q) = ||q−1p||H. (4.13)
It is quite easy to see that dH(p, q) = 0 ⇐⇒ p = q, and that dH(p, q) = dH(q, p). In order
to show that dH is in fact a metric, one must show that it satisfies the triangle inequality.
It is enough to show that the Korányi norm satisfies ||pq||H ≤ ||p||H+||q||H. Put p = (z, t),
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and q = (w, s) and compute,




= ||z + w|2 + 4i(t+ s+ 1
2
Im(zw̄))|2
= ||z|2 + 4it+ 2zw̄ + 4is+ |w|2|2
≤ (||p||2H + 2|z||w|+ ||q||2H)2
= (||p||H + ||q||H)4.
The left invariance of dH follows directly from the definition. More can be said; it is quite
clear form the explicit formula for || · ||H, that ||δrp||H = r||p||H. Thus, homogeneous
dilations are also homogeneous of degree 1 with respect to the metric dH.
Theorem 4.2. There exist a constant C > 0 such that for all p, q ∈ H,
1
C
dcc(p, q) ≤ dH(p, q) ≤ Cdcc(p, q).
Proof. Since both distances are left invariant, we may assume q = 0. Moreover, δr is
homogeneous of degree 1 with respect to both of these distances, we may dilate by
dcc(0, p)
−1. Therefore, it is enough to show that there is a constant C > 0 such that
for all p ∈ {p′ ∈ H : dcc(p, 0) = 1} =: S2cc,
1
C
≤ dH(0, p) = ||p||H ≤ C.
Now, since S2cc is separated form the origin, both ||·||H and 1||·||H|| are continuous. Moreover,




} the claim follows.
This says that from a Lipschitz point of view, these two metrics are equivalent. When
studying questions that are bi-Lipschitz invariant, like those regarding Hausdorff dimen-
sion, either metric can be used without altering the results. The Koranyi metric makes
it quite easy to see the fractal nature of the Heisenberg group. If dH is restricted to
the t-axis, it coincides (up to a constant) with the square root of the Euclidean metric.
Therefore the Hausdorff dimension of the t-axis, with respect to the metric dH (or dcc), is
2. In fact, more is true, the Hausdorff dimension of any C1 curve which is not horizontal,
is 2 and the overall Hausdorff dimension of H is 4. This peculiarities, among others, make
it a central object of study in analysis on metric spaces.
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To summarize, the Heisenberg group is a non-commutative Lie group, with a nilpotent
and graded Lie Algebra. It admits a Carnot-Caratheodory metric which makes is into a
subRiemannian manifold. It also admits a homogeneous structure by the non isotropic
dilations δr, and a gauge norm which induces a left invariant distance equivalent to the
Carnot-caratheodory metric. Moreover, In addition to being an interesting space with
extremely rich structure, it also arises very naturally in different contexts and areas of
mathematics. In Section 4.3, I will discuss in detail one of these appearances, but before
then, in the next section, I will talk about various types of spaces that generalize some of
the properties of the Heisenberg group.
4.2 Generalizations of the Heisenber group
In this section I will go over several generalizations of the Heisenberg group. As noted
before, H is a special case of some, more general, types of spaces. I will discuss some
of these types spaces and explain how the Heisenberg group fits into a larger context
regarding them. Some of the standard, expository, references in this regard are [20], and
[56] among others. The first section of [72] also contains a short introduction to the
specific topic of Carnot groups which I will be talking about in this section.
The first obvious generalization, and the one that will be most relevant throughout this
thesis, is higher dimensional Heisenberg groups. The nth Heisenberg group is the smooth
manifold Hn = Cn × R, also identified with Rn × Rn × R in the usual way. I denote a
typical point by p = (z, t) ∈ Cn × R or alternatively p = (x, y, t) ∈ Rn × Rn × R with
z = x+ iy. The group law now becomes








As with the group law in H, the group law in Hn can be written as (z, t)(z′, t′) = (z +
z′, t + t′ − 1
2
ω(z, z′)). Written in real coordinates (4.14) rewrites as (x, y, t)(x′, y′, t′) =




























with j = 1, . . . , n. In this case, n of the brackets are non-trivial. indeed, one can check
that for j = 1, . . . , n [Xj, Yj] = T , while all other brackets are zero. Now, the horizontal
distribution is defined as hn0 = span{X1, . . . , Xn, Y1, . . . , Yn} ⊂ hn = THn. The rest of the
structure is defined in the same way as before. That is, the frame {X1, . . . , Xn, Y1, . . . , Yn}
is declared orthonormal, inducing a metric on h0 which in turns induces a horizontal
path length on Hn. This path length is then used to define a left invariant, Carnoth-
Caratheodory path distance which I will also denote by dcc. In this higher dimensional
case, the structure of geodesics is more complicated. Lines through the origin in, con-
tained in Cn × {0} are still geodesics but geodesics from zero to points with non-zero t
coordinate are not determined by a simple application of the iso-perimetric inequality.
A horizontal curve, γ, between the origin and (z, t) satisfies that the sum of the areas
bounded by the projections of γ onto each of the xjyj-planes, and the straight line from
zero to πxjyj(z), is equal to t. However, even for distance minimizing curves, these pro-
jections might have self intersections so this signed area has to account for this. I will
skip over the details of this, however the structure of geodesics in Hn has been treated in
many places, for instance [84], [13], and [1]. In addition, in [58], the authors give a proof
using different, perhaps simpler, techniques to the ones used in the other 3 references.
Hn also admits a homogeneous structure induced by the same dilations as before, where
now the Cn coordinates are scaled by r and the t coordinate is scaled by r2. I keep
the same notation, δr(z, t) = (rz, r
2t). These dilations are group homomorphisms and
homogeneous of degree one with respect to dcc. The Korányi gauge takes the same form,
||(z, t)||4Hn = |z|4 + 16t2. and induces a left invariant metric, dHn , in the same way. As
before, dcc and dHn are bi-Lipschitz equivalent.
Throughout the rest of this thesis I will be working on Hn given that results proven
here obviously apply to the first Heisenberg group. However, it should be noted that, in
some situations, there are some differences between H and Hn for n > 1. For example
subgroups which are closed under dilations and contain the t-axis are never horizontally
path connected in H but they might be in Hn.
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Another way to generalize the structure of the Heisenberg group, in a way that keeps
most of its properties, is with the notion of Carnot groups. These where first introduces
by G. Folland in [49] under the name of “stratified groups”. The name “Carnot groups”
was coined by P. Pansú in his doctoral thesis who later studied them extensively, for
instance in [91].
Let G be a connected, simply connected Lie group. We say its Lie algebra, Lie(G) = g,
admits a stratification if there exists subspaces, V1, . . . , Vs ⊂ g, such that
1. g = V1 ⊕+ · · ·+⊕Vs
2. Vj+1 = [Vj, V1], for j = 1, . . . s− 1 and all other brackets are trivial.
We call this, a stratification of step s. A group whose Lie algebra admits a stratification is
called stratified group. The second condition is known as “bracket generating condition”
or “Horomander’s condition” and, as we will see later, it plays a pivotal role in the theory
of Carnot groups, and more generally subRiemannian spaces. If G is a stratified group one
may define a distribution H (i.e. a subbundle of the tangent bundle) in a left invariant way
by denoting by Lp : G→ G the left translation by p ∈M and setting Hp := (Lp)∗V1. The
distribution H is referred to as the horizontal distribution. Choosing an inner product,






1/2 (v ∈ Hp). (4.16)
An absolutely continuous curve, γ : [0, 1]→ G, is said to be horizontal if γ̇(t) ∈ Hγ(s) for





In turn, this horizontal curve length induces a left invariant path distance on G, given by
dgV1 (p, q) = inf{|γ|gV1 : γ ∈ C
1([0, 1], G), γ̇ ∈ H and, γ(0) = p, γ(1) = q} (4.18)
The metric space (G, dgV1 ) is called a Carnot group, sometimes referred to in the literature
as a subRiemannian Carnot group. If instead of choosing an inner product on V1 one
simply chooses a norm, || · ||V1 , the rest of construction follows through in the same way,
also giving raise to a left invariant, constrained, path distance distance onG. The resulting
metric space is referred to in some of the literature as a subFinsler Carnot group. Much of
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the literature however, uses the blanket term “Carnot group” to refer to stratified groups,
even before a choice of norm in the first layer of the stratification.
The second condition in the definition of stratified Lie algebra, implies that stratified Lie
algebras are nilpotent. This in turn implies that the Baker-Campbell-Hausdorff formula
is a polynomial, and not an infinite series. As a consequence, for Carnot groups, the
exponential map exp : g → G is a global diffeomorphism. This allows us to endow G
with homogeneous dilations, very much in the same way as done in Hn. Specifically, for
r > 0 one defines δ̃r : g→ g, by defining δ̃rX = rjX for X ∈ Vj and extending it linearly
to all of g. Then the dilations δr : G → G are given by δr(p) = exp ◦ δ̃r ◦ exp−1(p). By
exponentiating each layer of the stratification, elements of G can be written in coordinates
(v1, . . . , vs) such that exp
−1(0, . . . , vj, . . . , 0) ∈ Vj. Dilations can be express explicitly in
these coordinates as δr(v1, . . . , vs) = (rv1, r
2v2, . . . , r
svs). By definition, for X ∈ V1 and
f ∈ C1(G), X(f ◦ δr) = r(Xf) ◦ δr. It follows that the group homomorphisms δr, are
homogeneous of degree 1 with respect to the metric dgV1 .
It should be clear at this point that Hn is a specific example of a Carnot group where hn
admits a step 2 stratification with V1 = span{Xj, Yj : j = 1, . . . , n}, and V2 = span{T}.
Heisenberg groups are considered to be the simplest non-trivial examples of Carnot group
and many of the research questions considered in Carnot groups can be solved in Hn long
before general solutions, applicable to all Carnot groups, are found. Examples of such
problems are, smoothness of geodesics (e.g. [107], [85]), classification of monotone sets
(e.g. [31], [86]), bi-Lipschitz embeddings into Banach spaces (e.g. [22], [23]), among many
others. The theory of Carnot groups continues to be a very active area of research with
many problems in many different areas including geometric analysis, differential equa-
tions, conformal theory, mapping theory, control theory, etc. Their rich structure makes
them very useful and interesting objects of study.
The last generalization that I will go into some details on, is that of subRiemannian
manifolds. subRiemannian manifolds are similar (as manifolds) to Carnot groups, but lack
a group structure. Therefore, some other differences arise. A subRiemannian manifold is
a triple (M,H, g) where M is a smooth manifold, H is a bracket generating distribution
(i.e. subbundle) of TM and g is a choice of smoothly varying inner product on H. A
distribution, H ⊂ TM is said to be bracket generating if there are independent vector
fields V1, . . . , Vd ∈ H such that at each p ∈M ,
1. Hp = span{Vj1 , Vj2 , . . . , Vjkp}
2. TpM = span{Vj1 , [Vj2 , Vj1 ], [Vj3 , [Vj2 , Vj1 ]], . . .},
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where 1 ≤ j1, . . . , jkp ≤ d, and kp is an integer depending on p
In contrast with Carnot groups, the horizontal distribution does not need to have
constant rank. That is to say, dimHp may vary with p. If dimHp is constant, (M,H, g)
is said to be equiregular. On Carnot groups, since HpM = (Lp)∗V1, the horizontal
distribution has constant rank. Just as in the case of Carnot groups, subRiemannian
manifolds inherit a “constrained” path metric induced by g. An absolutely continuous
path γ : [0, 1]→M is horizontal if γ̇(ξ) ∈ Hγ(ξ) for almost every ξ ∈ [0, 1]. The horizontal





Then, the distance between any two points in M is by the minimal horizontal path length
between them. As mentioned earlier, it is remarkable that despite Hp potentially having
positive co-dimension at every point, any two points in the manifold can be connected by
horizontal path. This is exactly the contents of Chow–Rashevskii theorem ([26]) which
states that if H is a bracket generating distribution on a connected smooth manifold
then any two points are connected by a H-horizontal path. This theorem justifies the
definition of the distance on Carnot groups via (4.18) but applies more generally to any
subRiemannian manifold.
These spaces are heavily studied as they have direct connections to many of the prob-
lems talked about before, like the problem of smoothness of geodesics and Lipschitz em-
beddability. These spaces also have a great deal of applications in control theory.
There are many other types of spaces that generalize the properties of Hn. For instance,
subFinsler manifolds (see [27]), and scalable groups (see [73]), among others. These further
generalization will not play any role in this thesis so no further details are included.
4.3 The Heisenberg Group in Quantum Mechanics
In this section I discuss how the Heisenberg group arises naturally in quantum physics.
This will lay the ground work for discussing the representation theory of Hn. Many of
the details are skipped as the quantum mechanical technicalities will not play a role in
my work. There are, however, many places in the literature that discuss the important
connection between quantum theory and the Heisenberg group. For instance [103], [104],
[50], as well as [109] and [102].
In physics, an “observable” of a physical system is a physical quantity that can be
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measured. For example, if the system is a free particle moving in n dimensions, position
and momentum are two of many observables. In the classical approach, an observable is a
real valued function defined on the space of all possible states of the system. However, in
quantum mechanics the possible states of such a particle are encoded in its wave function.
This function belongs to a Hilbert space representing the state space, i.e. the space of all
possible states for the system. In this approach, observables are linear operators acting
on this Hilbert space. For example, our spin-less, free particle in n dimensions has a




|ψ(ξ, t)|2dξ = 1 for all t ∈ R.
The probability of finding the particle in a region D ⊂ Rn at a time t, is given by∫
D
|ψ(ξ, t)|2dξ.















where ej is the j
th coordinate unit vector, this leads to the consideration of the jth coor-
dinate position operator
Qjψ(ξ, t) = ξjψ(ξ, t). (4.19)
Of similar interest is the momentum operator. For this, we look at the plane-wave solution
to Schödinger’s equation, which is
ϕ(ξ, t) = e
i
} (ξ·p−Et),
where ξ ∈ Rn is the position of the particle, p is the momentum vector, E is the energy,
and } is the reduced Planck constant which we, unashamedly, set equal to 1. These
functions are not in L2(Rn), however they form the “so-called” momentum basis. The
momentum basis is not a basis in the usual sense but, via the Fourier transform, one
can still express any L2(Rn) wave function in terms of these plane waves. We skip these
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details and work with these plane waves formally. It is clear that
∂
∂ξj
ϕ(ξ, t) = ipjϕ(ξ, t),
which leads us to consider the jth coordinate momentum operator




These two observables will play an important role in the subsequent discussion, so for the
sake of simplicity, and to formalize the discussion, consider the Hilbert space L2(Rn) and
think of the unbounded operators Qj, and Dj as defined on suitable subspaces of L
2(Rn),
















ψ(ξ) = eix·ξψ(ξ) =: [e(x)ψ](ξ).
Similarly, it is possible to compute exp(iy · D) explicitly. First note that Dψ = −i∇ψ,
denote by τ(y) the operator of translation by y, [τ(y)ψ](ξ) = ψ(ξ + y), then from the
definition of the gradient,
lim
y→0
|[τ(y)ψ](ξ)− ψ(ξ) + [iy ·Dψ](ξ)|
||y||
. (4.20)
Since for any positive integer N , τ(y) = τ( y
N










)N = exp(iy ·D).
So, the position and momentum operators each generate a one parameter group of unitary
operators, {e(x) : x ∈ Rn}, and {τ(y) : y ∈ Rn} respectively. These families of operators
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do not commute with one another. Indeed,
[e(x)τ(y)ψ](ξ) = eix·ξψ(ξ + y),
whereas,
[τ(y)e(x)ψ](ξ) = eix·(ξ+y)ψ(ξ + y) = eix·yeix·ξψ(ξ + y),
so that
τ(y)e(x) = eix·ye(x)τ(y). (4.21)
This means that the family of operators {e(x)τ(y) : x, y ∈ Rn} does not form a group.
This family, however, can be extended to a group by adding the family {χ(t) : t ∈ R}
given by
χ(t)ψ(ξ) = eitψ(ξ).




= χ(t+ t′ + x′ · y)e(x+ x′)τ(y + y′).
Thus, this last family of unitary operators forms the group R2n+1 with law
(x, y, t)(x′, y′, t′) = (x+ x′, y + y′, t+ t′ + x′ · y). (4.22)
This non-commutative group is known as the polarized Heisenberg group, and denoted
Hnpol. Now, the group law in (4.22) is not symmetric with respect to the variables so
instead, one may consider the joint exponential exp(ix ·Q+iy ·D). In a way similar to the
preceding computation, one may check that exp(ix ·Q+ iy ·D) = eix·y2 e(x)τ(y) =: ρ(x, y).
Considering the family {ρ(x, y, t) = χ(t)π(x, y) : x, y ∈ Rn, t ∈ R}, gives
ρ(x, y, t)ρ(x′, y′, t′) = ρ(x+ x′, y + y′, t+ t′ − 1
2
(xy′ − yx′)),
which, recalling (4.14), tells us that this group of unitary operators is isomorphic to
Hn. In fact, the groups Hnpol and Hn are isomorphic as Carnot groups. This way, the
Heisenberg group arises as the phase space of a quantum system where position and
momentum are the observables of interest. This also leads to the consideration of the
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maps ρλ : Hn → B(L2(Rn)) given by,




)ψ(ξ + y). (4.23)
By the previous discussion, it follows that for each λ ∈ R∗ : R\{0}, ρλ is a homomorphism,
in fact {ρλ}λ give a complete description of the representations of Hn. This will be covered
in more detail in a later section.
In view of the commutation relation between e(x) and τ(y), it is relevant at this point
to state Stone-VonNeumann’s theorem.
Theorem 4.3. Let {U(x) : x ∈ Rn} and {V (y) : y ∈ Rn} be two one-parameter groups
of unitary operators. If for every x, y ∈ Rn,
V (y)U(x) = eix·yU(x)V (y),
then V (y) and U(x) are unitarily equivalent to τ(y) and e(x). That is to say, ∃ unitary
operator W on L2(Rn) such that
W ∗V (y)W = τ(y)
W ∗U(x)W = e(x).
There are many equivalent versions, and thus many proofs, of this influential result.
For statements and proofs most related to the structure of Hn as discussed here refer to
[103] and [50]. There is a lot more that can be said about the role of the Heisenberg group
in quantum mechanics and I will come back to it in a later section when discussing its




PROJECTION AND SLICING THEOREMS IN THE
HEISENBERG GROUP
In Hn, the homogeneous structure induced by dilations, allows the definition of “subspace-
like” subgroups and thus projections. In this chapter I will review some of the work done
regarding these projections, as well as slicing theorems related to them. As discussed
earlier, Hausdorff dimension defined with respect to the Heisenberg distance is different
to that define with respect to the Euclidean distance in R2n+1. However, as we will see,
there is a close interplay between these and they are both used in most contexts involving
dimension distortion. In order to avoid confusion I will be using the notation dimE and
dimH to denote Euclidean and Heisenberg Hausdorff dimensions respectively. Perhaps the
most important relation between the two is the following dimension comparison ([8, 9]).
Theorem 5.1 (Dimension Comparison Principle ). Let A ⊂ Hn and set α := dimE A,
β := dimHA. Then
max{α, 2α− 2n} ≤ β ≤ min{2α, α + 1}. (5.1)
Moreover, for any pair of numbers (α, β) satisfying (5.1), there is a bunded Borel set E
such that dimE E = α and dimHE = β.
This principle can be applied to great effect when studying dimension distortion by
homogeneous projections.
5.1 Homogeneous projections and vertical plane sections
The parabolic dilations defined as in (4.10), give Hn a homogeneous structure, so it makes
sense to talk about homogeneous subgroups.
Definition 5.1. A subgroup G ⊂ Hn is homogeneous if
δr(G) ⊂ G for all r > 0.
These subgroups are analogous to vector subspaces of Rn. Homogeneous subgroups
come in 2 kinds, those that are completely contained in Cn × {0} and those that contain
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all of the t-axis. First I discuss the first kind.
Let G ⊂ Cn × {0} be a homogeneous subgroup, and (z, 0), (w, 0) ∈ G. Then one must
have that
(z, 0)(w, 0) = (z + w,
1
2
(z, w)) ∈ G.
From here we see 2 things. Firstly, z + w ∈ π(G) so π(G) ⊂ Cn must be closed under
addition. Moreover, since δbCn×{0} is the classical scalar multiplication by r, it follows
that π(G) must be a linear subspace of Cn. Secondly, we must have ω(z, w) = 0, so π(G)
must be an isotropic linear subspace of Cn = R2n. It is not hard to check that the opposite
is true. If V ∈ Gh(2n,m) then V = V × {0} ⊂ Hn is a homogeneous subgroup. For this
reason, hereafter, I use the notation V to refer to the homogeneous subgroup correspond-
ing to V ∈ Gh(2n,m). These types of homogeneous subgroups are called “horizontal”
subgroups.
Now suppose the homogeneous subgroup G is not contained in Cn × {0}, so there is a
point p = (x, y, t) ∈ G with t 6= 0. Then
δ 1
2
[(x, y, t)(x, y, t)](−x,−y,−t) = (0, 0, 1
2
t).
So, by dilation and inversion, Gmust contain all points of the form (0, 0, t) with t ∈ R. The
t-axis itself is a homogeneous subgroup. Any other homogeneous subgroup of this kind,
must also be a linear subspace of of R2n+1. This is simply because for (x, y, t)(u, v, s) ∈ G,
(x+ u, y + v, t+ s) = (0, 0,
1
2
(x · v − y · u))(x, y, t)(u, v, s) ∈ G.
These homogeneous subgroups are known as “vertical” subgroups. vertical subgroups are
normal in Hn, in fact the t-axis is the center of Hn.
In studying the metric geometry of Hn, greater importance is given to vertical subgroups
of the form V ⊥ × R where V ∈ Gh(2n,m), in other words, V⊥ where V is a horizontal
subgroup. This is because for any given V ∈ Gh(2n,m), Hn admits semi-direct splittings
Hn = Vn V⊥, and Hn = V⊥ oV.
That is to say, every point p ∈ Hn can be written, in a unique way, as a product pVpV⊥ ,
or p′V⊥pV depending on the order of the splitting. This defines three different projection
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maps, PV : Hn → V and PLV⊥ , P
R
V⊥ : H
n → V⊥, given by “reading off” the correspond-
ing component. The horizontal projection map coincides with the Euclidean orthogonal
projection map PV×{0} : R2n+1 → V × {0}, while the vertical projections are given by
PLV⊥(p) = pPV(p)
−1, and PRV⊥(p) = PV(p)
−1p.
Due to the non-commutativity of Hn, the two vertical projection maps are actually dif-
ferent, and behave differently with respect to the metric dHn . The maps P
L
V⊥ are, in a
sense, more natural in the structure of the Heisenberg group. This is simply because the
geometric structure of Hn is constructed to be left invariant and the fibers if PLV⊥ are
left cosets of the horizontal subgroup V. In particular, the fibers of PLV⊥ are horizontal
curves and therefore are metrically identical with the same Hausdorff dimension. This is
not the case with the fibers of the map PRV⊥ which are right cosets of V. For this reason,
the maps PLV⊥ have a prominent presence in the literature having been studied in the
context of dimension distortion ([7, 6]), Sobolev mappings ([5]), uniform measures ([25]),
and intrinsic rectifiability ([82, 24]) among others. In contrast, up until recently ([61]),
the maps PRV⊥ were nearly absent from the literature, appearing only in the context of
iso-perimetric problems in the Grushin plane, where a connection with Hn appears by
way of these maps ([2]).
The specific problem which is most relevant to my work is that of Hausdorff dimension
distortion by homogeneous projections. Let us first discuss the case of the family of
horizontal projections {PV : V ∈ Gh(2n,m)}. Since ωbV×V≡ 0 for all V ∈ Gh(2n,m), it
follows that dHnbV≡ dEbV . Therefore, for any set A ⊂ Hn, dimH PV(A) = dimE PV (A).
Moreover, PV = PV ◦ π and since we already know the dimension distortion (or lack
thereof) caused by the family {PV : V ∈ Gh(2n,m)}, the question of dimension distortion
by {PV : V ∈ Gh(2n,m)} can be answer by studying the distortion caused by the map
π : (Hn, dHn)→ (R2n, dE).
Theorem 5.2. For A ⊂ Hn,
dimHA− 2 ≤ dimE π(A) ≤ dimHA.
Proof. The map π is 1-Lipchitz. Indeed,





4 = dHn((z, t), (w, s)).
44
Therefore, by (2.3) the upper bound follows.
The original proof of the lower bound, in [7], uses a covering argument. Here i prove it
using energies. If dimHA ≤ 2 then the lower bound is trivial, so assume dimHA > 2
and pick 2 < s < dimHA. By Frostman lemma there is a measure µ ∈ M(A) such that
µ(BHn(p, r)) . rs ∀ p ∈ Hn, and r > 0. Since π#µ ∈ M(π(A)), the aim is to show that






|π(q)− π(p)|−σ dµ(q) dµ(p)
Since spt(µ) is compact, we can fix R > 0 such that spt(µ) ⊂ BE(0, R). For z ∈ R2n
the set {q ∈ Hn : |π(q) − z| ≤ r} is a cylinder with radius r, so {q ∈ Hn : |π(q) − z| ≤
r} ∩ spt(µ) ⊂ B2nE (z, r)× [−R,R]. This cylinder can be covered by at most dCr−2e balls
of radius r, where C = C(n,R) is independent of z and r ([7, Lemma 6.5]). It follows



















































Since σ and s are chosen arbitrarily close to dimHA the lower bound follows.
From here, understanding dimension distortion by horizontal projections is quite simple.
Corollary 5.1. Let A ⊂ Hn,
1. If dimHA ≤ m+ 2 then dimHA−2 ≤ dimE PV(A) ≤ dimHA for µ2n,m-almost every
V ∈ Gh(2n,m).
2. If dimHA > m+ 2 then Hm(PVA) > 0 for µ2n,m-almost every V ∈ Gh(2n,m).
3. If dimHA > 2m+ 2 then Int(PVA) 6= ∅ for µ2n,m-almost every V ∈ Gh(2n,m).
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The proof follows from applying the analogous theorem for isotropic planes to the set
π(A). Moreover, projecting the t-axis shows that this theorem is sharp.
The family of vertical projections {PLV⊥ : V ∈ Gh(2n,m)} were first considered in the
context of dimension distortion in [6, 7]. This problem is much more complicated and
continues to be an active area of research. For each V ∈ Gh(2n,m), the map PLV⊥ is not
a group homomorphism, nor linear, and it is not Lipschitz. They are locally 1
2
-Hölder, so
in principle these map could not only decrease Hausdorff dimension in some directions,
but they could also increase it. The following example shows that this is in fact the case.
Example 5.1. In H, let V0 = {(x, 0, 0) : x ∈ R}, so that V⊥0 = {(0, y, t) : y, t ∈ R}.
Let S be the segment of the horizontal line S = {(0, s, 0) : s ∈ [0, 1]} and A be the left
translate of S by (1, 0, 0); that is A = {(1, s,− s
2
) : s ∈ [0, 1]}. Since A is a segment of a
horizontal curve, dimHA = 1. However, it is not hard to see that
PLV⊥0
A = {(0, s,−s) : s ∈ [0, 1]}
is not contained in any horizontal curve, therefore dimH PV⊥0 A = 2. In fact, one can check
that dimH PV⊥A = 2 for all but one choice of V⊥.
Despite the difficulties that this family of maps presents, significant progress has been
made towards bounding the almost sure dimension of PLV⊥A in terms of the dimension of
A. The following theorem shows the best known almost sure bounds, it is a combination
of the results obtained in [7] and the improvements made recently in [61]





2 dimHA if dimHA ∈ [0, 1]
dimHA+ 1 if dimHA ∈ [1, 2n−m]
dimH A−m
2
+ n+ 1 if dimHA ∈ [2n−m, 2n+ 2−m]







dimHn A if dimHn A ∈ [0, 1]
1 if dimHn A ∈ [1, 2]
dimHn A− 1 if dimHn A ∈ [2, 2n−m+ 1]
2n−m if dimHn A ∈ [2n−m+ 1, 2n+ 1]
2(dimHn A− n− 1)−m if dimHn A ∈ [2n+ 1, 2n+ 2],
for µ2n,m-almost every V ∈ Gh(2n,m).
Better almost sure lower bounds exist in the first Heisenberg group [44, 59]. It is also
conjectured that dimH P
L
V⊥A ≥ dimHA for µ2n,m-almost every V ∈ Gh(2n,m), but this
remains an open problem. Dimension distortion by the family {PRV⊥ : V ∈ Gh(2n,m)}
will be discussed in Section 5.3.
The problem of planar slices of sets has also been studied in the Heisenberg group.
Because the dimension distortion by horizontal projections is well understood, It is pos-
sible to figure out the dimension of slices of sets by the fibers of these maps (which are
translates of vertical planes). In [7] the authors showed,
Theorem 5.4. If s > m + 2 and A ⊂ Hn is a set such that 0 < Hs(A) < ∞, then for
µ2n,m-almost every plane V ∈ Gh(2n,m)
Hm(u ∈ V : dimH[A ∩ (V ⊥ ∗ u)] = s−m) > 0.
Here V ⊥ ∗ u denotes the right translation by u of the vertical subgroup V ⊥. It is worth
noting that since V ⊥ is a normal subgroup u ∗ V ⊥ = V ⊥ ∗ u. Other slicing theorems,
including the analogue of Theorem 3.7 were obtained in [95] and will be discussed in the
following chapter.
5.2 Intersection of Projections, and Planar Slices in the
Heisenberg group
This section is based on the paper Intersection of Projections and Slicing Theorems for
the Isotropic Grassmannian and the Heisenberg Group [95]. There the main goal was to
further analyze dimensional properties of vertical-planar slices of sets in Hn, in particular,
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to obtain a dimension estimate on the set of exceptions to the slicing theorem. Analogues
to Theorem 3.3 and 3.7 where studied and the main results are the following.
Theorem 5.5. Let A,B ⊂ Hn be Borel sets, let V denote the horizontal subgroup corre-
sponding to the isotropic plane V ∈ Gh(2n,m), and let PV denote the horizontal projection
onto V.
1. If dimHA, dimHB > m+ 2 then,
µ2n,m(V ∈ Gh(2n,m) : Hm(PVA ∩ PVB) > 0) > 0.
2. If dimHA, dimHB > 2m+ 2 then,
µ2n,m(V ∈ Gh(2n,m) : Int(PVA ∩ PVB) 6= ∅) > 0.
3. If dimHA > m+ 2, dimHB ≤ m+ 2 but dimHA+ dimHB > 2m+ 4, then
µ2n,m(V ∈ Gh(2n,m) : dimH[PVA ∩ PVB] > dimHB − 2− ε) > 0.
Theorem 5.6. Let m+ 2 < s ≤ 2n. If A ⊂ Hn is a Borel set such that 0 < Hs(A) <∞,
then for almost every p ∈ Hn
Hs−m[A ∩ (V⊥ ∗ p)] ≤ s−m for µ2n,m − a.e. V ∈ Gh(2n,m).
And,
Theorem 5.7. Let s ∈ R be such that m + 2 < s ≤ 2n + 2, and A ⊂ Hn be a Borel set
with 0 < Hs(A) <∞. Then, there is a Borel set B ⊂ Hn with dimB ≤ m+ 2, such that
for all p ∈ Hn \B,
µ2n,m(V ∈ Gh(2n,m) : dim[A ∩ (V⊥ ∗ p)] = s−m) > 0. (5.2)
In order to prove Theorem 5.5, and analogous result is first proven about the family of
isotropic planes in R2n.
Theorem 5.8. Let A,B ⊂ R2n be Borel sets, and for V ∈ Gh(2n,m) let PV be the
orthogonal projection onto V .
1. If dimA > m and dimB > m, then
µ2n,m(V ∈ Gh(2n,m) : Hm(PVA ∩ PVB) > 0) > 0.
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2. If dimA > 2m and dimB > 2m, then
µ2n,m(V ∈ Gh(2n,m) : Int(PVA ∩ PVB) 6= ∅) > 0.
3. If dimA > m, dimB ≤ m, and dimA+ dimB > 2m, then for all ε > 0,
µ2n,m(V ∈ Gh(2n,m) : dim[PVA ∩ PVB] > dimB − ε) > 0.
Once this theorem is proven, Theorem 5.5 follows by simply applying this theorem to
the sets π(A) and π(B).
Similarly, analogues of Theorems 5.5 and 5.7 for Gh(2n,m) were proven in [95] but
these statements do not imply their Heisenberg analogues. In both cases however, the
proofs follows the same techniques so I will present the proofs of Theorems 5.5 and 5.7
later in this section. Now I focus on the proof of Theorem 5.8, this proof is similar to the
arguments used by the authors in [81], and it highlights some of the standard techniques
in the theory of fractal projections.
However, before I can proceed with the proof of these theorems, I must introduce the
following integral-geometric formula,
Lemma 5.1 (Isotropic disintegration formula). There exists a positive constant c =
























Now we take a closer look at the inner double-integral. We know that U(n) acts tran-
sitively on S2n−1, therefore, up to multiplication by a constant, there is a unique U(n)-
invariant measure on S2n−1. Since σ2n−1 is O(n) invariant, it is in particular U(n) in-
variant. Hence any U(n)-invariant measure on S2n−1 must be a constant multiple of the






m−1(v)dµ2n,m(V ), is U(n)-invariant. So as noted
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Now all is set to proceed with the proofs.
Proof of Theorem 5.8.
1. By the energy version of Frostman’s theorem, there is µ ∈ M(A) and ν ∈ M(B)
such that Im(µ) < ∞ and Im(ν) < ∞. By Lemma 3.2, this implies that for µ2n,m-
almost all V ∈ G(n,m), PV#µ and PV#ν are absolutely continuous with respect
to Hm with densities µV , νV ∈ L2(V,Hm) respectively. By Hölder’s inequality,
the function µV νV is in L
1(V,Hm) so the measure µV νV dHm, which is compactly
supported on PVA∩PVB, is finite. The claim is proven by showing that µV νV dHm
is a positive measure for a µ2n,m-positive measure set of planes. Since µV and νV
are in L2, by Plancherel’s theorem, so are µ̂V and ν̂V , so their product is in L
1. This





















' Im(µ, ν) > 0.
It follows that for a µ2n,m-positive measure subset ofG(n,m),
∫
V
µV (v)νV (v)dHm(v) >
0. This completes the prove of the first statement.
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2. Since α, β > 2m, one can choose σ and τ such that 2m < σ < α, 2m < τ < β
and µ ∈ M(A), ν ∈ M(B) with Iσ(µ) < ∞, and Iτ (ν) < ∞. As seen in the proof
of Theorem 3.1, the densities, µV and νV , of PV#µ and PV#ν are now continuous,
and so is their product. Since for V in a µ2n,m-positive measure subset fo G(n,m),∫
V
µV νV dHm > 0 it follows that for such V µV νV remains positive in some open
set. Since spt(µV νV ) ⊂ PVA ∩ PVB, the claim follows.
3. Begin in the same way, by choosing s, t ∈ R such thatm < s < dimA, 0 < t < dimB
and s + t > 2m, and µ ∈ M(A) and ν ∈ M(B) with finite s and t energies
respectively. Since s > m we have that for µ2n,m − a.e. V, PV#µ  dHm with
density µV ∈ L2(V ). Following the same lines as the proof of part 1, we aim
to finds a family of measures ρV ∈ M(PV (A) ∩ PV (B)), but this time we also
require that It(ρV ) < ∞. In principle, we would like to use the family of measures
ρV = µV dPV#ν. However, a priori, we do not know that µV ∈ L1(PV#ν). Instead,
let µδ = µ ∗ψδ be the standard convolution approximation to µ, where ψ is smooth











Now, as δ → 0, µ̂δ = µ̂ψ̂δ → µ̂ψ̂(0) = µ̂. Hence the right hand side of (5.3) goes
to κ′(n,m)Im(µ, ν). By the choice of µ and ν, and since s+ t > 2m, (2.13) tells us
that 0 < Im(µ, ν) <∞. Hence, ∃ c, C > 0 such that ∀ δ > 0,
c <
∫ ∫
PV#µδ(v)dPV#ν(v)dµ2n,m < C. (5.4)
The aim is now to show that µV ∈ L1(PV#ν) and that∫∫




This, together with (5.4) would show that
µV dPV#ν ∈M(PVA ∩ PVB).
To prove (5.5) we follow a similar argument to the one used in [81] for the analogous
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statement.
First not that since m − 2 s−m
2











|x|2n−t|ν̂(x)|2dx . It(ν) <∞.
(5.6)
Next, note that we can write PV#µδ(v) = ψ
V




w)dH2n−m(w) for v ∈ V .
Once again by Lemma 5.1,
∫∫
|v|s−m|µ̂V (v)|2dHm(v)dµ2n,m(V ) = κ(n,m)
∫
|x|s−2n|µ̂(x)|2dx . Is(µ) <∞
which tells us that for µ2n,m almost every V, µV is in the fractional Sobolev space
H
s−m






dµ2n,m(V ) <∞. (5.7)
Therefore, taking α = s−m
2
in [77, Theorem 17.3], we conclude that for µ2n,m−almost
every V , the maximal function MV PV#µ(v) = supδ>0 |ψVδ ∗PV#µ(v)| is in the space
L1(PV#ν) with∫
V






By the dominated convergence theorem it follows that for µ2n,m−almost every V ∈
Gh(2n,m) the sequence PV#µδ converges to fV := µV bspt(PV#ν) in L1(PV#ν). That





converges to the function





for µ2n,m−almost every V ∈ Gh(2n,m). But Moreover, for such V
























Once more by dominated convergence this gives us (5.5), and by (5.4) we get
c <
∫∫
fV (v)dPV#ν(v)dµ2n,m(V ) =
∫∫
PV#µδ(v)dPV#ν(v)dµ2n,m < C. (5.8)
With this, consider the measure fV PV#ν. By (5.8) we know that for µ2n,m-positively
many V, fV is positive and finite on a set of positive PV#ν measure. Therefore
fV PV#ν is a non-trivial measure supported on spt(µV )∩ spt(νV ) ⊂ PV (A)∩PV (B).
That is, fV PV#ν ∈ M(PV (A) ∩ PV (B)). For each such V , pick a large enough
constant CV so that the measure 1{fV ≤CV }fV PV#ν is still non-trivial, and so that
1{fV ≤CV }fV PV#ν has finite t-energy. Since t can be chosen arbitrarily close to dimB
the claim follows.
The proof of Theorem 5.6 takes advantage of Eilenberg’s inequality and the properties
of push-forward measures.
Proof of Theorem 5.6. First, we show that for any R > 0, for L2n+1-almost every p ∈ Hn
Hs−m[A ∩ (V⊥ ∗ p)]1NE(V,R)(p) <∞, (5.9)
for µ2n,m-almost every V ∈ Gh(2n,m). Here, as before, NE(V, R) is the Euclidean tubular
neighborhood of V of radius R and L2n+1 is the (2n+ 1)-dimensional Lebesgue measure.
I think it is important to remark that there is a constant d = d(n), depending only on
n, such that L2n+1 = dH2n+2. So using L2n+1 is equivalent to using the, arguably more
intrinsic, measure H2n+2.
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To show (5.9), let λ = L2n+1bNE(V,R). Since NE(V, R) = BV ⊥,E(0, R) × V, for any mea-




= L2n+1(P−1V (S) ∩NE(V, R))
= L2n+1−m(BV ⊥,E(0, R))Lm(S)
= C(R, n,m)Hm(S).
Here C(R, n,m) is a constant, depending only onR, n, andm, which involves the L2n+1−m-
volume of the ball of radius R in R2n+1−m, as well as the universal constant c such that
cHm = Lm in Rm.
















Hs−m[A ∩ (V⊥ ∗ v)]dHm(v)dµ2n,m(V )
. Hs(A) <∞,
where the last line follows by integrating Elinebger’s inequality with respect to µ2n,m.
Now supppose there is E ⊂ Hn is such that L2n+1(E) > 0 and for every p ∈ E,
Hs−m[A ∩ (V⊥ ∗ p)] =∞,
for a µ2n,m-positive measure subset of Gh(2n,m). Without lost of generality we may
assume E is compact, so there is R0 > 0 such that E ⊂ BE(0, R0) ⊂ NE(V, R0) for every
V. So we have that for every p ∈ E
Hs−m[A ∩ (V⊥ ∗ p)]1NE(V,R0)(p) = Hs−m[A ∩ (V⊥ ∗ PV(p))] =∞,
for a µ2n,m-positive measure subset of Gh(2n,m) which is a contradiction. It follows that
for L2n+1-almost every p ∈ Hn
Hs−m[A ∩ (V⊥ ∗ p)] <∞ for µ2n,m − a.e.V ∈ Gh(2n,m).
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Note that this implies that for almost every p ∈ Hn
dimH[A ∩ (V⊥ ∗ p)] ≤ s−m, for µ2n,m − a.e. V ∈ Gh(2n,m), (5.10)
however, it gives no information about the dimension of the set of Heisenberg points
for which this dimensional bound fails. Turns out, the dimensional bound (5.10) holds
for all p ∈ Hn.
Lemma 5.2. Let A ⊂ Hn be a Borel set with 0 < Hs(A) <∞ for some m+2 < s ≤ 2n+2.
Then, for all p ∈ Hn
dim[A ∩ (V⊥ ∗ p)] ≤ s−m for µ2n,m − a.e. V ∈ Gh(2n,m).
The proof of this lemma follows from the proof of Theorem 6.8 in [7], details can be
found in [95]. this allows us to focus only on the dimensional lower bound in order to
prove Theorem 5.7
Proof of Theorem 5.7. Without loss of generality assume A is compact and set
B := {p ∈ Hn : µ2n,m(V : dim[A ∩ (V⊥ ∗ p)] ≥ s−m) = 0}.
Since A is compact, (p,V) → dim[A ∩ (V⊥ ∗ p)] is a Borel function, so B is a Borel set.
Suppose dimB > σ > m + 2 and pick ν ∈ M(B) so that ν(BHn(p, r)) . rσ so that by
[7, Proposition 6.1], PV#ν  Hm for µ2n,m-almost every V ∈ Gh(2n,m). Similarly let
µ = HsbA∈M(A), possibly restricted to a further subset, so that µ(BHn(p, r)) . rs. It is
also true that PV#µ  Hm for µ2n,m-almost every V ∈ Gh(2n,m). By [7, Theorem 6.8],
for µ-almost all p ∈ Hn
dim[A ∩ (V⊥ ∗ p)] ≥ s−m, for µ2n,m − a.e. V ∈ Gh(2n,m). (5.11)
By assumption, for ν-almost every q ∈ Hn
dim[A ∩ (V⊥ ∗ q)] < s−m, for µ2n,m − a.e. V ∈ Gh(2n,m). (5.12)
Applying Tonelli’s theorem we may switch the order of the measures so that for µ2n,m-
almost every V ∈ Gh(2n,m)
dim[A ∩ (V⊥ ∗ p)] ≥ s−m, for µ− a.e. p ∈ Hn, (5.13)
55
and,
dim[A ∩ (V⊥ ∗ q)] < s−m, for ν − a.e. q ∈ Hn. (5.14)
A contradiction is found by finding p ∈ spt(µ) and q ∈ spt(ν) satisfying (5.13) and (5.14)
respectively, and such that PV(p) = PV(q). For µ2n,m-almost every V ∈ Gh(2n,m), PV#µ
and PV#ν have densities µV and νV respectively. For such V define,
AV := {p ∈ Hn : dim[A ∩ (V⊥ ∗ p)] ≥ s−m}
BV := {q ∈ Hn : dim[A ∩ (V⊥ ∗ q)] < s−m}
CV := {v ∈ V : µV (v)νV (v) > 0}.
For µ2n,m-almost every V, µ(Hn \ AV) = 0 and ν(Hn \ BV) = 0. By Theorem 5.5, for
a µ2n,m-positive measure subset of Gh(2n,m), Hm(CV) > 0. We can pick a horizontal
subgroup where all 3 things are satisfied simultaneously. By (3.2) (or rather it’s Hn
analogue), ∫
Hn
µV⊥∗v(Hn \ AV)dHm(v) = µ(Hn \ AV) = 0,
and ∫
Hn
νV⊥∗v(Hn \BV)dHm(v) = ν(Hn \BV) = 0.
By (the Hn analogue of) (3.4), 0 < µV (v) = µV⊥∗v(Hn), and 0 < νV (v) = νV⊥∗v(Hn).
Hence, µV⊥∗v(AV) > 0 and νV⊥∗v(BV) > 0 for almost every v ∈ V. In particular, there is
v ∈ CV for which both µV⊥∗v and νV⊥∗v are positive, so we find p ∈ AV, q ∈ BV such that
PV(p) = PV(q) = v. This completes the proof.
5.3 Right Coset Projections in the Heisenberg group
This section is based on work done in collaboration with Terence L.J. Harris and Chi
N.Y. Hunynh ([61]).
As mentioned before, the vertical projection maps are related by PRV⊥(A) = −P
L
V⊥(−A)
so they image of a set under these is different. Moreover, the maps have different behaviors
with respect to the metric. This can be seen in Example 5.1 as one can check that
PRV⊥0
A = {(0, s, 0) : s ∈ [0, 1]}
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is horizontal. Thus, 2 = dimH P
L
V⊥0
A 6= dimH PRV A = 1. As mentioned before, this is
because the maps PRV⊥ , in a sense, are not natural maps in the metric structure of H
n.
However, they do arise naturally in a different context accompanied by a more natural
metric on the target space V⊥. In order to motivate this section, I will first describe the
problem in the setting of the first Heisenberg group, where a connection with the Grushin
plane arises.
5.3.1 The Grushin plane
In order to study Hausdorff dimension distortion by right coset projections, the plane
V⊥ must be endowed with a metric. When studying left coset projections it is standard
to consider the ambient distance restricted to V⊥. However, it will be more natural to
consider a different metric which is closely related to the metric of the Grushin plane.




where (v, τ) ∈ R2. These vector fields span the whole tangent space at every point outside
of the singular set {v = 0}, and by taking them to be orthonormal there, one gets a line
form
ds2 = dv2 +
dτ 2
v2
on R2 \ {(0, τ) : τ ∈ R}. One can check that [T, V ] = ∂
∂τ
, which allows to extend this
metric to a Carnot-Carathéodory path distance in all of R2. The resulting metric, denoted
by dG, turns G into a subRiemannian manifold whose horizontal curves are curves that
have horizontal tangent at every point where they cross the critical line. That is to say,
γ : [0, 1]→ G is horizontal if there exist absolutely continuous functions a and b such that
γ̇(s) = a(s)T + b(s)V,

















For the purposes of computing Hausdorff dimension of sets, it is useful to have a more
explicitly computable distance formula. This is exactly the content of the following the-
orem (See for instance Section 2.3 in [11]).
Theorem 5.9. Let








Then there exists a constant C > 0 such that 1
C
dG(z, w) ≤ d′G(z, w) ≤ CdGz, w) for all
z, w ∈ G.
The space G has a homogeneous structure provided by the dilations δr : G → G,
(v, τ) → (rv, r2τ). Indeed, it is not hard to see from (5.16)) (resp. (5.17)), that δr is
homogeneous of degree 1 with respect to the metric dG (resp. d
′
G). In addition, notice
that for each τ0 ∈ R the map Lτ0(v, τ) = (v, τ + τ0) is an isometry of (G, dG). Indeed, if
γ is a path between (v, τ) and (x, y), it is clear that γτ0 = Lτ0γ is also a path between
(v, τ + τ0) and (x, y + τ0). Moreover, If γ is horizontal, we have that
γ̇(s) = a(s)T + b(s)V.
It is clear that the push-forward of Lτ0 is the identity matrix, so it follows that
γ̇τ0(s) = a(s)T + b(s)V.
This tells us that γτ0 is also horizontal and ΛG(γτ0) = ΛG(γ). The claim then follows by
taking the infimum over all such paths.
5.3.2 Right coset quotient space in H1
Hereafter we only consider the projections PRV⊥ which we will simply denote by PV⊥ . For
each fixed V we can consider the quotient space of right cosets of V, denoted V\H, with
quotient distance
dV\H(Vp,Vq) = inf{dcc(gp, q) : g ∈ V}. (5.18)
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Since 0 ∈ V for every V it follows that dV\H(Vp,Vq) ≤ dcc(p, q). Each element of V\H
can be written as Vp for exactly one p ∈ V⊥; this allows us to identify V\H with the
plane V⊥ via the map Vp 7→ p. Turns out, the image of Vp under this map coincides
with PV⊥q for any q ∈ Vp. That is to say, as a map of sets: PV⊥(Vp) = {p}. This gives
an identification of V\H with R2. In what follows, we will study the metric on R2 which
turns this set bijection into an isometry. This exposition follows the arguments in [2].
The unitary group U(1) acts smoothly and transitively on Gh(1, 1) ≈ S1. Given any
two horizontal subgroups V, V ′ ∈ Gh(1, 1), there is a unitary matrix R ∈ U(1) such that
RV = V′ and RV⊥ = V′⊥. Since unitary rotations are isometric automorphisms of Hn, we
only need to consider the problem for a specific choice of V. To simplify our computations
we fix
V0 = {(x, 0, 0) : x ∈ R},
so that
V⊥0 = {(0, y, t) : y, t ∈ R}.
In this case, the vertical projection map turns into
PV⊥0 (x, y, t) =
(









induces the aforementioned iden-
tification of V0\H with R2 via the quotient map. Abusing notation we will also denote
this identification map by PV⊥0 , and think of it as the same map.
For ζ ∈ R2 with ζ = (u, v), consider the analytic change of variables in H,







Under this change of variables we have that Φ(ζ, τ) = (0, v, τ), where Φ := PV⊥0 ◦ Ψ is
the projection in the new coordinates. The horizontal vector fields in the new variables




where X̃ := Ψ−1∗ X and Ỹ := Ψ
−1
∗ Y . Under the new coordinates, the pushforward of Φ
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can be represented by the constant matrix
(Φ∗)(u,v,τ) =
0 0 00 1 0
0 0 1
 .




Here the pushforward Φ∗W of a vector field W on H is defined to be the unique vector
field Z on the Grushin plane satisfying ZΦ(u,v,τ) = (Φ∗)(u,v,τ)W(u,v,τ) for all (u, v, τ). The
pushforward under PV⊥0 is defined similarly, and satisfies PV⊥0 ∗ = Φ∗Ψ
−1
∗ . One might notice
that the vector fields in (5.20) are exactly the vector fields from (5.15) that give R2 the
Grushin plane structure.
Theorem 5.10. The space (V0\H, dV0\H) is isometrically isomorphic to (G, dG).
Proof. If Γ : [0, 1] → H is a horizontal path in H then there exist absolutely continuous
functions a, b : [0, 1]→ R such that
Γ̇ = aX + bY.
It follows that
ṖV⊥0 (Γ) = PV⊥0 ∗Γ̇ = Φ∗Ψ
−1
∗ Γ̇ = aT + bV,







ds = ΛH(Γ). (5.21)
This tells us that given p, p′ ∈ V⊥0 , every H-horizontal path between the fibers V0p and
V0p′ induces a G-horizontal path between p and p′ of the same length. Therefore,
dG(p, p
′) ≤ inf{dcc(qp, p′) : q ∈ V0} = dV0\H(p, p′).
Now we aim to show that every G-horizontal path between p, p′ ∈ V⊥0 has a H-horizontal
lift between V0p and V0p′. This would imply dV0\H(p, p′) ≤ dG(p, p′) and finish the proof.
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and set Γ : [0, 1] → H to be Γ(s) = (u(s), v(s), τ(s)). The integrand in the definition of
u is in L1[0, 1] since γ has finite length in G. The Fundamental Theorem of Calculus for
































almost everywhere. Comparing to (5.19) we see that Ψ ◦ Γ is a horizontal lift of γ in H,
and by (5.21),










This completes the proof.
As mentioned before, everything shown for V0 carries over to any horizontal line V, so
we have a family of mappings
{
PV⊥ : (H, dcc)→ (V⊥, dG)
}
. This last theorem has several
applications, for instance, in [2] the authors used this fact to solve a certain iso-perimetric
problem in G by projecting geodesics in Hn via the map PV⊥0 . It is therefore natural to
ask about the generic effect of this map on Hausdorff dimension. Moreover, it motivates
exploring the problem in higher dimensions.
5.3.3 The right coset quotient space in Hn
This section generalizes the right coset quotient space to higher dimensional Heisenberg
groups. In Hn, given V ∈ Gh(2n,m), consider the quotient space of right cosets of V,
V\Hn := {Vp : p ∈ Hn} ,
61
endowed with the quotient distance
dV⊥\Hn(Vp,Vp′) = inf {dcc(qp, p′) : q ∈ V} .
Just as in H, there is a unique way to write elements of V⊥\Hn as Vq with q ∈ V⊥.
Therefore V⊥\Hn is identified with V⊥ by the map Vq 7→ q. This map coincides with the
map on V⊥\Hn induced by PV⊥ , that is PV⊥(Vp) = {PV⊥(p)}. For each fixed V, the map










An upper bound is found by choosing a specific q ∈ V. In particular, choosing q =
PV(p
′)−1PV(p), and appealing to left invariance of dcc we see that,
dV⊥\Hn(PV⊥(p), PV⊥(p
′)) ≤ dcc(p, p′).
Denoting by πW the Euclidean orthogonal projection onto W , an explicit formula for the






ω(πV (z), πV ⊥(z)
)
. (5.23)
Unlike the case of H, the space V⊥\Hn for n ≥ 2 does not resemble, at least not imme-
diately, any well understood subRiemannian space. Because of this, we do not have an
explicit formula to compute distances as we do in G with (5.17). Nevertheless, V⊥\Hn
inherits a rich structure from Hn which allows us to have a more intuitive understanding
of the space.
Since U(n) acts smoothly and transitively on Gh(2n,m), Understanding the metric
properties of V⊥0 \Hn for a fixed V0 will get us the same properties for V⊥\Hn in general.
As we did in the previous section, we fix the horizontal subgroup
V = V0 := {(x1, . . . , xm, 0, . . . , 0) : xj ∈ R},
for the rest of this section. This gives us
V⊥o = {(0, . . . , 0, xm+1, . . . , xn, y1, . . . , yn, t) : xj, yj, t ∈ R}.
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We discuss some of the symmetries of the space V⊥\Hn.
Homogeneous dilations
For each r > 0 the map δr : V⊥\Hn → V⊥\Hn given by
δr(0, . . . , 0, xm+1, . . . , yn, t) =
(









′)) = r inf
q∈V
dcc(δ1/r(q)p, p
′) = rdV⊥\Hn(p, q).
The last equality follows from the fact that V is homogeneous (so that δ1/r(q) ∈ V).
Group action by Hn−m
We embed Hn−m in Hn by the map ξ 7→ ξ̂ given by,
(u1, . . . , un−m, v1, . . . , vn−m, τ) 7→ (0, . . . , 0, u1, . . . , un−m, 0, . . . , 0, v1, . . . , vn−m, τ),
where in the right hand side the first m coordinates and coordinates n+ 1 through n+m
are all zero. With this notation we can see that Hn−m acts on Hn by “left translation”
via the map
Lξp = ξ̂p.
To see that this action is isometric, note that for each ξ ∈ Hn−m, ξ̂ commutes with
elements of V. Indeed, writing q = (z, 0) ∈ V and ξ̂ = (ŵ, τ), it is not hard to see that

















′) = dV⊥\Hn(p, p
′).
This action is smooth with respect to the quotient topology but it is not transitive. For a
point (0, . . . , 0, xm+1, . . . , xn, y1, . . . , yn, t) ∈ V ⊥ its orbit consist exactly of all other points
of the form (0, . . . , 0, x′m+1, . . . , x
′





′). Therefore, the orbit space is
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parametrized by Rm.
Group action by U(n−m)
Similarly, we embed U(n − m) into U(n) via the map R 7→ R̃ given for each z =
(x1, . . . , xn, y1, . . . , yn) ∈ R2n by
R̃z = z̃.
Here
z̃ = (x1 . . . , xm, x̃m+1, . . . , x̃n, y1 . . . , ym, ỹm+1, . . . , ỹn)
with
(x̃m+1, . . . , x̃n, ỹm+1, . . . , ỹn) = R(xm+1, . . . , xn, ym+1, . . . , yn).




where p = (z, t) ∈ V ⊥ '
V⊥\Hn. Once again, it is not hard to check that this action, as an action naturally
extended to all of Hn, fixes V pointwise. Therefore R̂(qp) = qR̂p for each q ∈ V and




















′) = dV⊥\Hn(p, p
′).
Like the Hn−m action, the action by U(n−m) is smooth but not transitive. The orbit of
a point (0, . . . , 0, xm+1, . . . , xn, y1, . . . , yn, t) ∈ V ⊥ consists of all other points of the form
(0, . . . , 0, x′m+1, . . . , x
′




n, t). Therefore, the orbit space is parametrized
by Rm+1.
The group action by Hn−m reveals that there are “Rm many” copies of the set Hn−m em-
bedded in V ⊥ in a natural way. More precisely, using the notation p = (x1, x2, y1, y2, t) ∈
Rm × Rn−m × Rm × Rn−m × R = Hn, for a fixed ỹ ∈ Rm we denote by Uỹ the orbit
Uỹ = {Lξ(0, ỹ, 0, 0) ∈ Hn : ξ ∈ Hn−m}. The map Hn → Uỹ given by (x, y, t)→ (0, x, ỹ, y, t)
gives a natural embedding of the set Hn into V ⊥.
Proposition 5.1. The restrictions of dV⊥0 \Hn and dcc to U0̃ coincide.
Proof. The proof begins with the following claim: For any x1 ∈ Rm, x2, y2 ∈ Rn−m, and
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t ∈ R
dcc((x1, x2, 0, y2, t), 0) ≥ dcc((0, x2, 0, y2, t), 0).
To prove the claim assume γ is a horizontal path such that γ(0) = 0 and γ(1) =




(ẏ1(s)x(s) + ẏ2(s)x2(s)− ẋ1(s)y1(s)− ẋ2(s)y2(s)),





Therefore, the curve γ̃(s) = (0, x2(s), 0, y2(s), t(s)) is horizontal with γ̃(0) = 0 and
γ̃(1) = (0, x2, 0, y2, t). The claim follows by taking infimums.
Now, as mentioned earlier, it is easy to check that ω(V, U0̃) = 0 so that V and U0̃
commute, and moreover, for q ∈ V and p ∈ U0̃, qp = q + p. In particular, if p, p′ ∈ U0̃ it
follows that
dV⊥0 \Hn(p













−1p′, 0) = dcc(p
′, p),
where the first equality in the last line follows from the claim. This completes the proof
of the proposition.
Corollary 5.2. The map ι : (Hn−m, dcc,Hn−m) → (V ⊥, dV⊥0 \Hn) given by ι(x, y, t) =
(0, x, 0, y, t) is an isometric embedding.
Proof. It is clear that ι : Hn−m → U0̃ ⊂ V ⊥ is bijective. By Proposition 5.1,
dV⊥0 \Hn(ι(x, y, t), ι(u, v, s))
= dV⊥0 \Hn((0, x, 0, y, t), (0, u, 0, v, s))
= dcc((0, x, 0, y, t), (0, u, 0, v, s))
= dcc,Hn−m((x, y, t), (u, v, s)).
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Proposition 5.1 and its corollary, do not hold for ỹ 6= 0. In particular, for ỹ 6= 0, the
natural embedding of the orbit Uỹ is not an isometric, nor bi-Lipschitz, embedding of
(Hn−m, dcc). Indeed, if ỹ 6= 0 and p = (0, x, ỹ, y, 0), q = (0, u, ỹ, v, 0) ∈ Uỹ, we have
dHn(p, q) = [(|x− u|2 + |y − v|2)2 + 4(u · y − x · v)2]1/4, (5.24)
whereas,




||(x̃, x− u, 0, y − v,−x̃ · ỹ − 1
2
(x · v − y · u))||Hn .
In particular, choosing x̃ = −1
2
(x · v − y · u) ỹ|ỹ|2 gives the upper bound
dV⊥0 \Hn(p, q) . [
1
4
(x · v − y · u)2 + |x− u|2 + |y − v|2]1/2.
Comparing with (5.24) one sees that dV⊥0 \HnbUỹ cannot be bi-Lipschitz equivalent to
dHnbUỹ , and therefore to dccbUỹ . This is analogous to the situation in H. Indeed, fol-
lowing the standard notation for the nth Heisenberg group, H0 = R2(0)×R is not {0} but
rather the t−axis. In other words (H0, dcc) is simply the snowflaked real line (R, d1/2E ).
In particular, in H1, Corollary 5.2 makes reference to the fact that the critical line of G
is an isometric copy of (R, d1/2E ) whereas all other vertical lines are Riemannian copies of
the real line.
We expect the space V⊥\Hn, in the case n > 1, to behave in an analogous way to G,
in that the metric should be Riemannian away from the critical subspace U0̃ and extend
as a Carnot-Caratheodory metric to U0̃. We were unable to prove this, so it remains an
interesting problem to check if (V ⊥, dV⊥\Hn) is isometrically equivalent (or at least bi-
Lipschitz equivalent) to a non equi-regular Carnot-Caratheodory space. In other words,
can one find bracket generating vector fields in R2n−m+1 such that R2n−m+1 with the
induced Carnot-Caratheodory distance is isometrically (or even bi-Lipschitz) equivalent
to (V ⊥, dV⊥\Hn)?
Despite not having an explicitly computable formula for the distance, it is still possible
to obtain dimension distortion bounds for the family of right-coset projections. The main
results in [61] are,
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Theorem 5.11. For 1 ≤ m ≤ n and any Borel set A ⊆ Hn,
min{2 dimE A, dimE A+ 1}
≥ dimE PRV⊥(A) ≥

dimE A if dimE A ∈ [0, 2n−m]
2n−m if dimE A ∈ [2n−m, 2n]
dimE A−m if dimE A ∈ [2n, 2n+ 1]
(5.25)







if dimHn ∈ [0, 2]
dimHn A− 1 if dimHn ∈ [2, 2n−m+ 1]
2n−m if dimHn ∈ [2n−m+ 1, 2n+ 1]
dimHn A−m− 1 if dimHn ∈ [2n+ 1, 2n+ 2]
(5.26)
for µn,m-a.e. V ∈ Gh(n,m). If dimE A ≤ 2n−m then (5.25) is sharp, and if dimHn A ≤
2n+ 1−m then (5.26) is sharp.
In addition, this results allowed us to obtain the following bound for the case of standard
(left coset) projections in Hn with respect to the ambient metric.







if dimHn ∈ [0, 2]
dimHn A− 1 if dimHn ∈ [2, 2n−m+ 1]
2n−m if dimHn ∈ [2n−m+ 1, 2n+ 1]
dimHn A−m− 1 if dimHn ∈ [2n+ 1, 2n+ 2]
(5.27)
for µn,m-a.e. V ∈ Gh(n,m).
Theorem 5.12 improves this almost sure lower bound in the range dimHn A ∈ [2, 2n+1].





dimHn A if dimHn A ∈ [0, 1]
1 if dimHn A ∈ [1, 2]
dimHn A− 1 if dimHn A ∈ [2, 2n−m+ 1]
2n−m if dimHn A ∈ [2n−m+ 1, 2n+ 1]
2(dimHn A− n− 1)−m if dimHn A ∈ [2n+ 1, 2n+ 2],
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for µ2n,m-almost every V ∈ Gh(2n,m).
In proving these theorems, the bulk of the work goes into proving (5.25). Both (5.26)
and (5.27) follow directly from (5.25) by applying the Dimension Comparison Principle.
In turn, the proof of 5.25 follows the same potential-theoretic technique used in the proof
of the standard projection theorems in Euclidean space. By way of Theorem 2.1, one
picks a measure µ ∈ M(A) with finite σ-energy for some σ < dimHA and then tries




V⊥#µ, dV⊥\Hn)dµ2n,m by Iσ(µ) for an appropriate choice of s.
The proof is technical and uses different ad-hoc strategies in different parts of the range
of dimensions for A, so it is omitted from this thesis but interested readers are referred
to [61, Section 4].
68
CHAPTER 6
A POTENTIAL THEORETIC APPROACH TO
BOX AND PACKING DIMENSIONS IN THE
HEISENBERG GROUP
The potential theoretic approach to Hausdorff dimension discussed in Chapter 2, is known
to be valid in quite general metric spaces. So motivated by Section 3.5 one is led to consider













and ask what are the most general metric spaces for which Theorem 3.9 holds. Us-
ing Assuad’s Embedding theorem, one can show without much effort, that a version of
Theorem 3.9 holds for doubling metric measure spaces but the value of σ after which
dimσB(A) = dimB(A), depends on the snowflaking constant as well as the dimension of
the co-domain of the Assuad embedding, and can be much larger than the doubling di-
mension of the metric space X. I am interested in the case X = Hn and d = dHn . In that
case we get,
Theorem 6.1. Let A be a compact subset of Hn, then
dim
σ
H,B(A) = dimH,B(A), and dim
σ
H,B(A) = dimH,B(A),
for all σ ≥ Q = 2n+ 2.
Here dimH,B denotes the box counting dimension with respect to the metric dH, and
dimσH,B denotes the σ-dimensional profile defined with respect to the kernel Φ
σ
r (p) =
min{1, rσ||p||σH}. Moreover, this also holds for packing dimension. In the proof of Theorem
6.1 I make use of Strichartz’s self similar tilings of H. These tilings are the Heisenberg
analogue of tilings by cubes in Euclidean space and are ofter refer to as “Heisenberg
cubes”. For a complete description of this tiles the reader is referred to [100], [101] and
[106]. Here we simply introduce the tilings for higher dimensional Heisenberg groups, Hn,
and the properties that will be relevant in the proof.
Fix an integer b ≥ 2, write HnZ := {p = (z, t) ∈ Hn : z ∈ Z + iZ, t ∈ Z}, and let
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D := {p = (z, t) ∈ HnZ : |z|∞ ≤ b−12 , |t| ≤
b2−1
2
}. Then, there exist a non-empty, compact,















Now we state without proof some of the properties that we will need. Write Tm := {Tmp :
p ∈ δbm(HnZ}, then
(i) If T, T ′ ∈ Tm are such that T 6= T ′, then Int(T ) ∩ Int(T ′) = ∅.
(ii) Tm refines Tm+1 in the sense that every tile in Tm is completely contained inside a
unique tile in Tm+1.



















(iv) If we call the tiles Tmp and T
m
q adjacent, with p = (z, t), q = (w, s), whenever
|z−w|∞ ≤ bm, and |t− s| ≤ 18nb2n, then each tile in Tm is adjacent to 32n(36n+ 1)
other tiles in Tm. Note that this notion of adjacent does not mean the tiles are
adjacent in the literal sense.
(v) The distance between non-adjacent tiles is at least 2(1− rout)bm ≥ bm/2
Lemma 6.1. Suppose diam(A) = b
m
3
, then A can intersect at most 32n(36n + 1) tiles in
Tm
Proof. Let T ∈ Tm be such that A ∩ T 6= ∅, then A can only intersect tiles adjacent to
T . Indeed, if A intersects a non-adjacent tile T ′ ∈ Tm we have that







We may also prescribe the diameters of the tiles by dilating Tm by the appropriate
scalar. Set d0 =diam(T0) so that diam(T
m
p ) = b
md0. We might dilate each tile in Tm by
δrb−md−10 to obtain a tiling of H
n by self-similar tiles of diameter r. Denote by T rm the
collection of such tiles. It is clear from Lemma 6.1 that a set A with diam(A) = r
3d0
can
intersect at most 32n(36n+ 1) tiles in T rm.
From here, the proof of Theorem 6.1 follows the same lines as the Euclidean proof, by
showing that the logarithmic behaviors of Nr(A) and Cr(A) are comparable as r → 0.
Lemma 6.2. Let A ∈ Hn be a compact set. Suppose there exist µ ∈ M(A) such that for
some γ > 0





, where cn is a constant depending only on n. This is true, in particular,
if for some σ > 0, Eσr (µ) ≤ γ.
Proof. Denote by T rm(A) the set of tiles in T rm that intersect A, and suppose there are
T ′(A) of them. Then












(µ× µ)({(p, q) ∈ T × T})
≤ T ′(A)(µ× µ)({(p, q) : ||q−1p|| ≤ r})
≤ T ′(A)γ ≤ 32n(36n+ 1)N r
3b0
(A)γ.
The last inequality follows from the the fact that each set accounted in N r
3b0
intersects at
most 32n(36n+ 1) tiles in T rm. It is clear that
1BH(p, r) ≤ Φσr (p),
Therefore if there is µ ∈M(A) such that Eσr (µ) ≤ γ then (6.1) holds.
Lemma 6.3. Let A ⊂ Hn be a non-empty compact set and let µ ∈ M(A) be such that
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if σ = Q
cσ,n
γ
if σ > Q
(6.2)
Proof. To simplify notation, let M = dlogb diamAr e. For every p ∈ A we have:




















Now, let {BHn(pi, r)}B
′
r(A)
i=1 be a packing of A by balls where B
′
r(A) is the maximal number


















In addition, for each p ∈ Hn and R > 0, V ol(BHn(p,R)) ∼ RQ. It is clear then that, by
volume comparison, for p ∈ A at most cbmQ of the p′is lie inside BHn(p, bmr). Therefore p
belongs to at most c′BmQ of the balls BHn(pi, bmr). From here we get that for σ ≥ Q,
B′r(A)∑
i=0
µ(BHn(pi, bmr)) ≤ bmQµ(A) = bQ+σb−σ(1−m)bm(Q−σ) ≤ bQ+σb−σ(1−m). (6.5)
The computation now splits into 2 cases.
Case 1: σ = Q
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Finally using the fact that Nr(A) ≤ c′nB′r(A) the claim for σ = Q follows.
Case 2: σ > Q.
We claim that for some m,
B′r(A)γb

















≤ B′r(A)γ(1− (M/r)Q−σ) ≤ B′r(A)γ,
which contradicts (6.4). So once again, using (6.5), we get,














































Note that the equivalent statement for packing dimension follows directly from Theo-
rem 2.4.
A box-counting (and packing) dimension distortion result for horizontal projections in
Hn, follows trivially from the work of Falconer and Howroyd. In [37] the following is
proven
Theorem 6.2 (Theorem 2.7, [38]). Let A ⊂ Rn (Ω,P) be a probability space and {fω :
A→ Rm} be a family of maps such that there exist constants c, γ, σ > 0 with
P(|fω(x)− fω(y)| ≤ r) ≤ cϕσrγ (x− y).
Then, for P-a.e. ω ∈ Ω,
dimE,B(A) ≥ γdimmE,B(A)
Since Euclidean orthogonal projections are 1-Lipschitz, we trivially have
dimE,B PV (A) = dim
m
E,B PV (A) ≤ dimmE,B A
But moreover, by Lemma 3.1, isotropic projections satisfy,
ϕmr (x) ≤ µn,m{V ∈ Gh(2n,m) : |PV (x)| ≤ r} ≤ cn,mϕmr (x), (6.6)
so the family of maps {PV : V ∈ Gh(2n,m)} with the probability measure µ2n,m on
Gh(2n,m), satisfies Theorem 6.2 with γ = 1, σ = m. We therefore obtain,
Corollary 6.1. Let A ⊂ R2n be a compact set. Then
dimE,B PVA = dim
m
E,B A, for µn,m − a.e.V ∈ Gh(2n,m),
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This gives a direct relation between the box counting dimension of PV (A), for A ⊂ Hn,
and the m box counting profile of the set π(A).
Corollary 6.2. Let A ⊂ Hn be a compact set. Then,
dimHn,B PVA = dim
m
E,B π(A), for µn,m − a.e.V ∈ Gh(2n,m),
This shows that dimHn,B PVA is µ2n,m-almost surely constant. This however, makes no
use of the potentials with respect to the intrinsic metric on Hn. It would be interesting to
see if this potential theoretic approach can be used to estimate box-counting and packing
dimension distortion by vertical projections.
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CHAPTER 7
A FOURIER THEORETIC APPROACH TO
HAUSDORFF DIMENSION IN THE HEISENBERG
GROUP
This chapter is based on the pre-print [94]. There, the main goal is to use the group Fourier
transform on Hn to establish results analogous to Theorem 2.11, and most importantly,
Theorem 2.12. In order to do this, I must first review the Fourier theory of the Heisenberg
group. Moreover, in order to get an analogous result to Theorem 2.12, I used an alternative
approach to Fourier transform developed recently by H. Bahouri, J.Y. Chemin, and R.
Danchin in [3, 4]. My hope is that this chapter, aside from discussing my own work, will
serve as a short introduction to both approaches, suitable for a graduate student getting
started in the subject. Many of the computations are quite technical and many others
are merely algebraic manipulations, as such, most of them are not presented here. The
intention is to convey the general ideas of the theory while discussing my contributions
to it. All the details and computations can be found in the original paper. For the sake
of simplifying certain computations, it is convenient to work with a re-normalized (yet








7.1 Group Fourier Transform in Hn
In the general theory of Fourier analysis on groups, in order to introduce the Fourier
transform, one first needs a complete description of the representations of the group. The
representation theory of Hn is not too complicated, it arises naturally from the quantum
construction discussed in Section 4.3. Before discussing it further, I need to introduce
some notation and recall some definitions. Let H be a Hilbert space and B(H) the set of
bounded operators on H. An operator U ∈ B(H) is unitary if U∗U = UU∗ = I, where
U∗ denotes the adjoint of U . Denote by U(H) ⊂ B(H) the group of unitary operators on
H.
For a group G, a map ρ : G→ U(H) is said to be a strongly continuous representation
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if it is a group homomorphism which is continuous with respect to the strong operator
topology on U(H). That is, for each ϕ ∈ H, the map ρϕ : G→ H given by ρϕ(g) = ρ(g)ϕ
is continuous.
A strongly continuous representation, ρ, of a group G, is said to be irreducible if there
is no non-trivial subspace W ⊂ H such that ρ(g)W ⊂ W for all g ∈ G.
In the case of the Hn, for each λ ∈ R∗, the map ρλ : Hn → U(L2(Rn)) defined by (4.23),
is a strongly continuous, unitary representation of Hn. The fact that it is a homomorphism
follows form the discussion in Section 4.3. Strong continuity and irreducibility are not
too hard to check, see for instance [103, pp. 8]. In addition, as a consequence of the
Stone-Von Neumann theorem, the maps {ρλ : λ ∈ R∗} give a complete description of the
representations of Hn.
Theorem 7.1. If ϑ : Hn → U(L2(Rn)) is a strongly continuous, irreducible representation
which is non-trivial at the center, then ϑ is unitarily equivalent to ρλ for some value of λ.
Proof. Since ϑ is non-trivial at the center (i.e. the t-axis) by Schur’s lemma, it must map
it holomorphically to the center of U(L2(Rn)). Moreover, since ϑ(0, 0, t) must be unitary,
we must have c(t) = eiλt for some λ. Similarly, the group law requires that








ϑ(x, 0, 0)ϑ(0, y, 0) = eiλx·yϑ(0, y, 0)ϑ(x, 0, 0).
By Stone-Von Neumann’s theorem, ϑ(x, 0, 0) and ϑ(0, y, 0) must be unitarily equivalent
to e(λx) and τ(y). This completes the proof.
This allows us to introduce the Fourier transform of integrable functions in Hn. For
f ∈ L1(Hn) the Fourier transform of f is the operator-valued function







The integral is in the Bochner sense, that is to say f̂(λ)ϕ is the function such that for





It is not hard to see that for each λ, f̂(λ) is indeed bounded. In fact, if we denote
by || · ||op the operator norm in B(L2(Rn)), we have ||f̂(λ)||op ≤ ||f ||1. As expected, the
Fourier transform takes convolutions to “products”, where now the product is composition
of operators. Since neither the group law, nor composition of operators are commutative
one has to be consistent with the order in which the functions are placed in the convolution.
Here,





f̂ ∗ g(λ) = f̂(λ)ĝ(λ).
As mentioned before, the group Fourier transform shares many properties with the clas-
sical Fourier transform in Rn. In what follows some of this properties will be discussed,
many of them follow from the more general theory of Fourier theory on groups but for
the sake of completeness Heisenberg-specific proofs are included.
As one expects from the Fourier transform, depending on the regularity of f , one can
obtain more than just boundedness of the operators f̂(λ). To state this formally, I first
need to introduce more notation.
A compact operator T is said to be in the Schatten p-class, denoted Sp(L
2(Rn)), if its
singular values are in `p. That is
tr[(TT ∗)p/2] <∞.
The Schatten p-norm of T ∈ Sp(L2(Rn)) is ||T ||Sp = Tr[(TT ∗)p/2]1/p. Note that S1 is the
trace class and S2 is the class of Hilbert-Schmidt operators.





and denote by Lp(R∗, Sp(L2(Rn)); d%) the space of Sp(L2(Rn))-valued functions on R∗







The spaces Lp(R∗, Sp(L2(Rn)); d%) are examples of non-commutative Lp spaces. In






The simplified notation Lp(Sp) is used to denote these spaces. With these definitions in
place, we can continue our discussion by drawing parallels between the Fourier transform
in Hn and the classical Euclidean theory. For instance, one very important property of the
classical Fourier transform is Plancherel’s theorem. Turns out, there is a non-commutative
analogue that holds in Hn.
Theorem 7.2 (Plancherel Theorem). If f ∈ L1(Hn) ∩ L2(Hn) then f̂ ∈ L2(S2) with
||f ||2 = ||f̂ ||L2(S2). (7.2)






Since L1(Hn)∩L2(Hn) is dense in L2(Hn), Plancharel theorem extends to all of L2(Hn)
making the Fourier transform a Hilbert space isomorphism between L2(Hn) and L2(S2).
Another important aspect of the Euclidean Fourier transform is its interaction with the
Schwartz class. The space S (Hn) coincides with S (R2n+1). As expected, the regularity
of functions in S (Hn) translate as regularity of their Fourier transform (this will be
made much more precise later) and allows the following inversion formula analogous to
the Euclidean one.






In analogy with Euclidean space, if µ ∈M(Hn) one defines its Fourier transform as the





This is a specific case of the more general theory of characteristic functions of measures
on locally compact groups (see for instance H. Heyer [62] and E. Siebert [98]). It is not
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hard to see that µ̂(λ) is indeed bounded with ||µ̂(λ)||op ≤ µ(Hn). Many properties of the
Fourier transform of functions also extend to measures. For instance, group convolutions
are defined as usual by




and their Fourier transform is a composition of operators
f̂ ∗ µ = f̂(λ)µ̂(λ).
In studying the group Fourier transform of measures, it is extremely useful to use
convolution approximations. Approximations to the identity in the convolution algebra
L1(Hn) coincide with classical approximations to the identity in L1(R2n+1). The following
properties are easy to check
Lemma 7.1. Let {ψε}ε>0 be an approximation to the identity in L1(Hn).
1. ψε → δ0 in the weak sense.
2. If f ∈ L1(Hn), ψ ∗ f → f in L1(Hn).
3. If g ∈ C(Hn) is bounded, ψ ∗ g → g point-wise.
4. If µ ∈M(Hn), ψε ∗ µ→ µ in the weak sense.
Here, δ0 denotes the Dirac distribution. It is possible, by way of (7.5), to explicitly




ρλ(p)ϕdδ0(p) = ρλ(0)ϕ = ϕ.
That is, δ̂0 = I, the identity operator. One expects that the weak convergence of ap-
proximations to the identity, ψε, implies some form of convergence of ψ̂ε to I. This is
indeed the case, for each λ, ψ̂ε(λ)→ I, in the strong operator topology. This is a common
theme on Fourier analysis on groups, weak convergence on the group side, translates to
convergence on the strong operator topology on the Fourier side.
Indeed, a corollary of this proposition, and the convolution theorem for measures, is
that if µ ∈M(Hn), the function µε = ψε ∗µ satisfies µ̂ε(λ)→ µ̂(λ) in the strong operator
topology.
80
As mentioned in the introduction, a quick consequence of the extension of FE to dis-






Since, as of now, there is no satisfactory extension of the group Fourier transform to
the space of distributions, the analogous results in the Heisenberg case does not follow as
easily. Nevertheless, with some additional work one can prove the following






This extension of Plancherel’s formula to measures is what allows to establish my result
connecting the integrability of µ̂ to the density of µ.
Proposition 7.1. Let µ ∈M(Hn).
(i) If µ̂ ∈ L2(S2), then dµ = fdp for f ∈ L2(Hn).
(ii) If µ̂ ∈ L1(S1), then dµ = gdp for g ∈ C(Hn).
Proof. (i) Since the Fourier transform is an isometric isomorphism between L2(Hn)
and L2(S2), it follows that ∃ f ∈ L2(Hn) such that f̂(λ) = µ̂(λ) for % − a.e. λ.
The aim is to show that this f is the density of µ. As before, let {ψε}ε>0 ⊂ C∞c
be an approximation to the identity and put µε = ψε ∗ µ, and fε = ψε ∗ f . By the
convolution theorem,
µ̂ε = ψ̂εµ̂ = ψ̂εf̂ = f̂ε, %− almost everywhere ,
and since µε, fε ∈ L2(Hn), one has that µε = fε almost everywhere. Let ψ be a
















which proves the claim.
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is a well defined continuous function on Hn. As before, the aim is to show that g is
the density of µ. To see this, let µε be as before. Since µε ∈ S (Hn), µ̂ε(λ) ∈ S1 for
each λ. Also, µ̂ε(λ) → µ̂(λ) in the strong operator topology. Now, it is possible to
extract a subsequence {µk} such that
• µk ∈ S (Hn),
• µk → µ weakly,
• µ̂k(λ)→ µ̂(λ) in the strong operator topology,








|tr(ρλ(p)∗µ̂k(λ))| ≤ ||ρλ(p)∗||op||ψ̂k(λ)||optr(|µ̂(λ)|) . tr(|µ̂(λ)|) ∈ L1(S1).














Since, for all k ∈ N, ||ψk||L1(Hn) ≤ 1, it follows that pointwise convergence, implies











This completes the proof.
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7.2 Fourier Coefficients in Hn




The inner integral is of the form
µ ∗Kσ(p), (7.7)
where “∗” denotes group convolution, and Kσ denotes the Riesz kernel for the Koranyi
norm, Kσ(p) = ||p||−σHn for 0 ≤ σ < 2n+ 2. One would like to use the convolution theorem
to compute energy integrals in the frequency domain. However, Kσ is not in L
p for any p,
therefore first step in such a computation would be to extend the group Fourier transform
to tempered distributions. This has been recently done by the authors in [3] and [4] where
they introduced a frequency space for Hn and, with it, an alternative definition for the
Fourier transform in the Heisenberg group. This section will present this approach and
all results that will be relevant to the proof of the energy formula.
The main idea behind these Fourier coefficients is, instead of studying the operator f̂ , to
study its matrix coefficients. The matrix coefficients of an operator, are dependent on
the choice of an orthonormal basis, however in this case, it turns out to be convenient to
choose a basis comprise of eigenfunctions for the Euclidean Fourier transform.
Definition 7.1 (Hermite functions and re-scaled Hermite functions.). For x ∈ R and





















Finally, the re-scaled Hermite functions are given for α ∈ N, λ ∈ R∗, and x ∈ Rn, by
φα,λ(x) := |λ|n/4φα(|λ|1/2x).
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Let H̃n = Nn × Nn × R∗, and denote typical points by ζ = (α, β, λ). For f ∈ L1(Hn)
let FHn(f) : H̃n → C be the map
FHn(f)(ζ) = FHn(f)(α, β, λ) := 〈f̂(λ)φα,λ, φβ,λ〉L2(Rn). (7.8)
For simplicity, FHn(f) is interchangeably denoted by f̂Hn . This transform shares many
important properties, or at least analogues thereof, with the classical Fourier transform.
Some of these properties are what allowed the authors to extend it to tempered distri-
bution by characterizing the image of S (Hn). Many of these properties will be of great
relevance later in this work when computing energies of measures via integrals on the
frequency domain. Because of this, a brief introduction to this Fourier coefficient ap-
proach is given next. Many of the proofs are skipped, but readers are referred to the
aforementioned references where all the proofs are presented and more details are given.
Perhaps the most clear advantage of this approach is that the function f̂Hn can be
written as an integral of f with respect to an appropriate kernel. Specifically, letting
Φ : Hn × H̃n → C be given by





















)φβ,λ(ξ−y2)dξ is what is known as
the Fourier-Wigner transform of φα,λ and φβ,λ. In general, the Fourier-Wigner transform
of two functions ϕ, ψ ∈ L2(Rn) is the function on R2n given by









This integral formulation of FHn simplifies many computations. For instance, the in-
version formula for S (Hn) becomes much simpler. Before I state it, the space H̃n must









η(α, β, λ)dρ(λ). (7.11)
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One has, for f ∈ S (Hn) ,




One of the most important properties of the Fourier transform is its effect on convolutions.
With this approach the convolution theorem recasts as follows,
FHn(f ∗ g)(α, β, λ) =
∑
γ∈Nn
f̂Hn(γ, β, λ)ĝHn(α, γ, λ) =: f̂Hn · ĝHn(α, β, λ). (7.12)
Yet another property of the map FHn is that it turns smoothness into decay.
Lemma 7.2. For any q ∈ N, there exist Nq ∈ N and constant Cq > 0 such that
[1 + |λ|(|α|+ |β|+ n) + |α− β|]q |f̂Hn(α, β, λ)| ≤ Cq||f ||Nq ,S , (7.13)
where ||f ||Nq ,S is the classical family of Schwartz semi-norms,
||f ||N,S (Hn) := sup
|α|≤N
||(1 + |z|2 + t2)N/2∂αz,tf ||L∞(Hn).
This decay result motivates the definition of the metric dH̃n on H̃
n defined by
dH̃n(ζ, ζ
′) = |λ(α + β)− λ′(α′ + β′)|`1 + |(α− β)− (α′ − β′)|`1 + |λ− λ′|. (7.14)
The metric dH̃n will be relevant later. Now we focus on the characterization of FHn(S (Hn)),
which requires several definitions and results first.
Definition 7.2. Let η : H̃n → C be a function differentiable with respect to λ, and f
be a function in S (Hn). For j ∈ N, denote by δj ∈ Nn the point with a “1” in the jth










































(f(z, s)− f(z,−s))ds (7.17)
Σ̂0(η) :=
η(α, β, λ)− (−1)|α+β|η(α, β,−λ)
λ
(7.18)
(M2f)(z, t) := |z|2f(z, t) (7.19)
(M0f)(z, t) := itf(z, t). (7.20)
Then, the following holds
Theorem 7.5. For f ∈ S (Hn),
FHn(M2f) = −∆̂(FHnf) (7.21)
FHn(M0f) = D̂λ(FHnf) (7.22)
FHn(Pf) = −iΣ̂0(FHnf) (7.23)
In a sense, this is analogous to the fact that the Fourier transform turns decay into
smoothness. With this at hand one may define the Schwartz space on H̃n as follows,
Definition 7.3. η ∈ S (H̃n) if
1. For any given (α, β) ∈ Nn, η(α, β, ·) : R∗ → C is smooth.
2. For any N ∈ N the functions ∆̂Nη, D̂Nλ η, and Σ̂0D̂Nλ η, all decay faster than any
power of d0 = |λ|(|α + β|+ n) + |α− β|.
The space S (H̃n) is equipped with the family of semi-norms







λ η + Σ̂0D̂
N ′
λ η] (7.24)
Theorem 7.6. The map FHn : S (Hn) → S (H̃n) is a a continuous isomorphism with






Perhaps the biggest inconvenience of the metric space (H̃n, dH̃n) is that it is not com-
plete, however, for any f ∈ L1(Hn), f̂Hn is uniformly continuous on (H̃n, dH̃n). It is
therefore natural to extend f̂Hn to the metric completion of (H̃n, dH̃n) which is denoted
by (Ĥn, dĤn). The metric space (Ĥ
n, dĤn) is explicitly given by Ĥ
n = H̃n ∪ Ĥn0 , where
Ĥn0 = Rn∓ × Zn, with Rn∓ = (R−)n ∪ (R+). For ζ ∈ Ĥn, if ζ ∈ Ĥn0 we denote it by
ζ = (ẋ, k). The metric dĤn is given by
dĤn(ζ, ζ
′) = dH̃n(ζ, ζ
′), if ζ, ζ ′ ∈ H̃n
dĤn((α, β, λ), (ẋ, k)) = |λ(α + β)− ẋ|`1 + |α− β − k|`1 + |λ|, if (α, β, λ) ∈ H̃
n, (ẋ, k) ∈ Ĥn0
dĤn((ẋ, k), (ẋ
′, k′)) = |ẋ− ẋ′|`1 + |k − k′|`1 , if (ẋ, k), (ẋ′, k′) ∈ Ĥn0 .
Abusing notation, the extension of f̂Hn is also denoted by f̂Hn . The space S (Ĥn) is
defined to be the space of all continuous functions, η, in Ĥn such that ηbH̃n∈ S (H̃n). It










The convolution theorem extends as follows,
FHn(f ∗ g)(ẋ, k) =
∑
k′∈Zn
f̂Hn(ẋ, k − k′)ĝHn(ẋ, k′).
The space S (Ĥn) with the semi-norms (7.24) is a Frechét space, so It makes sense to
talk about its topological dual. This will be the class of tempered distributions on H̃n
and will be denoted S ′(Ĥn). This allows the following definition.
Definition 7.4. For T ∈ S ′(Hn), FHn(T ) ∈ S ′(Ĥn) is given by
〈FHnT |η〉S ′(Ĥn)×S (Ĥn) = 〈T |F
τ
Hnη〉S ′(Hn)×S (Hn).






Turns out FHn : S ′(Hn)→ S ′(Ĥn) is a continuous injection.
7.2.1 Fourier coefficients of measures
This distributional definition of FHn clearly applies to measures in M(Hn). The goal of
this section is to explore properties of this distributional transform keeping in mind the
goal of computing the Fourier transform of Kσ. This is precisely a first step in obtaining
a frequency formulation of energy integrals. In addition to the distributional definition of
FHn , the definition of FHn on functions can be extended to M(Hn) by using either (7.8)
or (7.10). A quick use of Fubini’s theorem shows that, just as with functions, these give





Lemma 7.3. Let µ̂Hn be as in (7.25), and let FHnµ denote the distributional Fourier
transform µ as in Definition 7.4. Then, FHnµ = µ̂Hn as distributions. That is to say,
FHnµ is given by integration against the function µ̂Hn.
Proof. The proof is a straight forward computation using Fubini’s theorem. Let η ∈
S (Ĥn), then

















The following lemma, which before took some work to prove, is now immediate.






























The hope is to extend this Lemma to the integral in (7.7). However, while this applies
to f ∈ S (Hn), Kσ∗µ is not in the Schwarz class and, a priori, may not even be a tempered
distribution. Moreover, as of yet, there is no suitable extension of the convolution theorem
to distributions. If f, g, h ∈ S (Hn) a quick computation yields∫
Hn




where f̃(p) = f(−p). This motivates the definition of the convolution of distributions
with Schwartz functions. We recall the definition here,
Definition 7.5. For g ∈ S (Hn), T ∈ S ′(Hn), g ∗ T is the distribution given, for all
f ∈ S (Hn), by
〈g ∗ T |f〉 = 〈T |g̃ ∗ f〉.
In a similar way, for η, θ, ψ ∈ S (Ĥn) we compute∫
Ĥn




























where ητ (α, β, λ) = η(β, α, λ), and ητ (ẋ, k) = η(ẋ,−k). This motivates the following,
Definition 7.6. For η ∈ S (Ĥn) and Ψ ∈ S ′(Ĥn), η · Ψ is defined as the distribution
given, for all θ ∈ S (Ĥn), by,
〈η ·Ψ|θ〉 = 〈Ψ|ητ · θ〉
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Along side the transform F τHn the following transform is also introduced: F−τHn : S (Hn)→





With this, we have a total of 4 “Fourier-like” transforms FHn ,F−τHn : S (Hn)→ S (Ĥn) and
F−1Hn ,F τHn : S (Ĥn)→ S (Hn). The following relations between these are easily verified.
Lemma 7.5. Let f ∈ S (Hn), η ∈ S (Ĥn) and for any function ϑ : Ĥn → C denote
ϑ− (α, β, λ) = ϑ(α, β,−λ).
1. (FHn)−1 = F−1Hn ,
2. (F τHn)−1 = F−τHn
3. F−τHn f = [FHnf ]−
4. F−1Hnη = F τHn(η−)
5. F−τHn f̃(ζ) = [FHnf ]τ (ζ)
Lemma 7.6. For f ∈ S (Hn), and T ∈ S ′(Hn), FHn(f ∗ T ) = f̂Hn · T̂Hn in the sense of
distributions.
Proof. Let f ∈ S (Hn), T ∈ S ′(Hn) and η ∈ S (Ĥn). Then, using (5) on Lemma 7.5,
〈FHn(f ∗ T )|η〉 = 〈f ∗ T |F τHnη〉
= 〈T |f̃ ∗ F τHnη〉
= 〈T |F τHn(F−τHn f · η)〉
= 〈FHnT |F−τHn f · η〉
= 〈FHnT |F−τHn f̃ · η〉
= 〈FHnT |[FHnf ]τ · η〉
= 〈FHnf · FHnT |η〉.
This completes the proof.
Before finishing this section, let’s put the distributional Fourier transform to work by
computing FHnδ0 in the sense of distributions, where δ0 is the Dirac distribution at zero.
This is done by the authors in [4] but given that this explicit computation will be of great
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relevance when computing the Fourier transform of Kσ, I present the (rather simple)
computation here. For η ∈ S (Hn),
〈FHnδ0|η〉 = 〈δ0|F τHnη〉
















It follows that FHnδ0 = 1{α=β} in the sense of distributions.
7.2.2 The Fourier transform of the Koranyi-Riesz kernel
Another inprotant property of the classical Fourier transform is its interaction with dif-
ferential operators. In Hn one should expect any reasonable definition of the Fourier







Turns out that ∆Hn is a FHn multiplier with FHn∆Hnf = |λ|(2|α|+ n)FHnf , f ∈ S (Hn).
In [48], G.B. Folland showed that there is a constant d = d(n) depending only on n such
that the fundamental solution of ∆Hn is d(n)
−1KQ−2. This allows to, quite easily, compute
FHnKQ−2 in the sense of distributions. This computation will be done later in greater
generality (i.e. for Kσ, 0 < σ < Q) but it turns out that




This gives an explicit formula for FHnKσ for a particular choice of σ. To obtain the more
general case of arbitrary 0 ≤ σ ≤ Q, one might be tempted to consider a fundamental so-
lution of the fractional subLaplacian ∆
σ/2
Hn , and use a similar computation. Although one
can show that if Rσ is a fundamental solution of ∆
σ/2
Hn then FHnRσ = d̃(n, σ)
1α=β
[|λ|(2|α|+n)]σ/2
in the sense of distributions, however it is not true that Rσ is a constant multiple of Kσ
(unless, of course, σ = 2). In fact, there is no known explicit formula for Rσ. There has
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been work done in the direction of realizing Rσ as explicitly as possible, see for instance
[12], and more recently [108] where a specific case is treated. Instead, it proves useful
to consider conformally invariant fractional powers of the subLaplacian. This operator
arises naturally in CR geometry as studied for instance in [18], [17], [52] and [69]. It also
arises in studying the extension problem in Hn, [51], and has been studied in the context
of Hardy inequalities in the Heisenberg group, [96]. In what follows, this operator will be
introduced and studied in the context of FHn .






















are the rescaled special Hermite functions. The set {Θ(·, ζ)}α,β∈Nn forms a complete






〈fλ|Θ(·, ζ)〉Θ(z, ζ). (7.26)
This expansion has a more compact form in terms of Laguerre functions. For k ∈ N,



















Just as with the Hermite functions, `δk can be adapted to the representation theory of Hn











(fλ ∗−λ `n−1k,λ )(z). (7.27)
This relation between the special Hermite expansion and the Laguerre expansion will be
instrumental in computing K̂σ, but first, conformally invariant fractional powers of the
subLaplacian are introduced.
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Definition 7.7. For 0 ≤ σ ≤ Q the conformally invariant σ-fractional subLaplacian is













fλ ∗λ `n−1k,λ (z)e
−iλtdρ(λ). (7.28)
This ‘modified’ subLaplacian is of great importance here because its fundamental solu-
tion is precisely d(n, σ)−1KQ−σ where d(n, σ) is a constant depending only on n and σ. A
proof of this can be found in [96, Section 3] (see, specifically, equation (3.10)). One can















= 2|λ|(k + n
2
) = |λ|(2k + n).
This highlights the relation between Lσ and ∆σ/2Hn . Indeed, ∆
σ/2
Hn = U(σ)Lσ where U(σ)
is a bounded operator depending only on σ. In particular, U(2) is the identity operator.
Moreover, due to the relation between Laguerre and Hermite expansions, one can check
that Lσ is a multiplier for FHn .
Theorem 7.7. For f ∈ S (Hn), Lσ satisfies









Using the interplay between FHn and F τHn from Lemma 7.5, on can verify the following
identity on the the frequency side.
Corollary 7.1. For η ∈ S (Ĥn),











In order to compute FHnKσ explicitly, Theorem 7.7 needs to be extended to distribu-






Therefore, Lσ is extended to distributions in the usual way. For T ∈ S ′(Hn), LσT ∈
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S ′(Hn) is given, for g ∈ S (Hn), by
〈LσT |g〉 = 〈T |Lσg〉.









In the S ′(Ĥn) sense. Indeed,
〈FHnLσT |η〉 = 〈LσT |F τHnη〉
= 〈T |LσF τHnη〉
















From here one obtains the desired result.
Proposition 7.2.








in the sense of distributions.


























FHnKQ−σ = d(n,Q− σ)1{α=β},
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in the sense of S ′(Ĥn), as claimed.
Hereafter, to simplify notation, I denote








The group Fourier transform of the Koranyi-Riez kernel, has been known for quite some


















where d̃n is a constant, and Pk(λ) is the orthogonal projection of L
2(Rn) onto the
eigenspace {φα,λ : |α| = k}. A quick, computation renders
〈Pk(λ)φα,λ, φβ,λ〉L2(Rn) = 1{α=β and |α|=k},
which, at least formally, further supports Proposition 7.2.
7.2.3 Application to energy integrals
The explicit expression for FHnKσ brings us a step closer to the coveted analogue of (2.12).
In fact, it is now possible to compute energies of Schwartz functions as an integral over







Lemma 7.7. For g ∈ S (Hn)









g ∗Kσ(p)g(p)dp = 〈g ∗Kσ|g〉






























The goal is to replace g ∈ S (Hn) by µ ∈M(Hn). This can be done with the standard
convolution approximation.
Proposition 7.3. Let µ ∈M(Hn)




Proof. Let ψ be a compactly supported, smooth function so that defining ψε(p) = ε
−Qψ(δ1/εp)
makes {ψε}ε>0 a compactly supported, smooth approximation to the identity. Set µε =
µ ∗ ψε so that µ ∈ C∞c (Hn) as well. By Lemma 7.7,













I will first deal with the frequency side, and show the convergence by splitting the proof
in 2 cases.




Since Φ is continuous and bounded, it follows from weak convergence that µ̂ε,Hn → µ̂Hn
point-wise. Therefore, by Fatou’s Lemma,





so the equality is trivial.
Now assume ∫
Ĥn
KQ−σ(α, λ)|µ̂Hn(ζ)|2dζ ≤ ∞.
The following identity will be used: Let H be a Hilbert space and {ej}j∈N and orthonormal
basis. For an operator A ∈ B(H),∑
j
|〈Aei|ej〉H |2 = ||Aei||2H .
Since KQ−σ is independent of β, it follows that
∑
β |µ̂Hn(α, β, λ)|2 is finite for each fixed
β ∈ Nn and %-almost all λ ∈ R∗. Moreover it is integrable with respect to the product
measure #× % where # stands for the counting measure on Nn. Recalling (7.8),∑
β






Since µ̂ε(λ)→ µ̂(λ) in the strong operator topology, it follows that for each fixed λ ∈ R∗


















β |µ̂ε,Hn(α, β, λ)|2 can be dominated as follows,∑
β
































Now the energy on the spatial domain is studied.
Once again, if Iσ(µ) =∞, Fatou’s Lemma gives,
∞ ≤ lim inf
ε→0
Iσ(µε),
so the equality is trivial.









Using W = δ1/ε(a
−1p) and Z = δ1/ε(b
−1q), the inner integral becomes∫∫
||δε(Z)b−1aδε(W )||−σHnψ(Z)ψ(W )dZdW.
As ε→ 0, this integral goes to ||b−1a||−σHn as long as a 6= b. Moreover, it shows that∫∫
||q−1p||−σHnψε(a
−1p)ψε(b
−1q)dpdq . ||b−1a||−σHn .
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This completes the proof.
There is a potential application of Proposition 7.3 to the distance set problem in the
Heisenberg group. In Euclidean space, it is conjectured that if A ⊂ Rn is a Borel set with
dimA > n
2
, then H1(D(A)) > 0 where D(A) = {|x − y| : x, y ∈ A}. The current best





if n = 2 ([57])
9
5





+ o(1) if n ≥ 4 ([34])
.
The analogous problem for the Heisenberg distance has not been studied, however I
suspect this Fourier approach can be used to study this problem. Let A ⊂ Hn be a Borel





It is not hard to see that µd ∈ M(DHn(A)), where DHn(A) = {||q−1p||Hn : p, q ∈ A}.




where σr is the surface measure of the Koranyi sphere of radius r. Indeed, using Fubini’s


































If µ is a general measure, one can take µε = ψε ∗ µ as in the proof of Theorem 7.3. On
one hand, by weak convergence one can check that µε,d → µd as ε → 0. On the other









Rr(α, λ)|µ̂Hn,ε(α, β, λ)|2dζ, (7.32)
where Rr(α, λ) is related to σ̂Hn in that
σ̂Hn(α, β, γ) = Rr(α, λ)1α=β
in the sense of distributions ([54]). If there is a value s0 > 0 such that Rr(α, λ) .r
KQ−s0(α, λ), then picking µ such that Is0(µ) < ∞ would allows us, by way of by (7.32),
to bound |µε,d(r)| uniformly. By dominated convergence this would imply that µd is also
given by a function. In turn, we could conclude that dimA > s0 =⇒ H1(DHn(A)) > 0.
It is worth noting that in Rn, the analogue is true with s0 = n+12 , since the surface
measure of the Euclidean sphere, ςn−1r , satisfies
ς̂n−1r (ξ) .r |ξ|
1−n
2 .
However, the best dimension bounds discussed before are obtained using slightly different,
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albeit still Fourier theoretic, approaches.
The coefficients Rr(α, λ) have been computed in terms of integrals of Laguerre functions
(see for instance [53]). Specifically, there is a constant, d′(n), depending only on n such
that
Rr(α, λ) = d
′(n)
k!








r2 sin θ(cos θ)n−1dθ. (7.33)
Further studying these coefficients, and in particular the joint asymptotic behavior for
large values of α and λ, might yield some results in the direction of the Heisenberg distance
set problem. Beyond the distance set problem, I hope this approach will prove useful in
tackling other problems relating to Hausdorff dimension in Hn.
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[24] Vasileios Chousionis, Katrin Fässler, and Tuomas Orponen. Intrinsic Lips-
chitz graphs and vertical β-numbers in the Heisenberg group. Amer. J. Math.,
141(4):1087–1147, 2019.
[25] Vasilis Chousionis, Valentino Magnani, and Jeremy T. Tyson. On uniform measures
in the Heisenberg group. Adv. Math., 363:106980, 2020.
103
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