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We measure the mass difference, ∆m0, between the D
∗(2010)+ and the D0 and the natural line
width, Γ, of the transition D∗(2010)+ → D0π+. The data were recorded with the BABAR detector
at center-of-mass energies at and near the Υ (4S) resonance, and correspond to an integrated lumi-
nosity of approximately 477 fb−1. The D0 is reconstructed in the decay modes D0 → K−π+ and
D0 → K−π+π−π+. For the decay mode D0 → K−π+ we obtain Γ = (83.4 ± 1.7 ± 1.5) keV
and ∆m0 = (145 425.6 ± 0.6 ± 1.8) keV, where the quoted errors are statistical and system-
atic, respectively. For the D0 → K−π+π−π+ mode we obtain Γ = (83.2 ± 1.5± 2.6) keV and
∆m0 = (145 426.6 ± 0.5± 2.0) keV. The combined measurements yield Γ = (83.3 ± 1.2 ± 1.4) keV
and ∆m0 = (145 425.9 ± 0.4± 1.7) keV; the width is a factor of approximately 12 times more precise
than the previous value, while the mass difference is a factor of approximately 6 times more precise.
PACS numbers: 13.20.Fc, 13.25.Ft, 14.40.Lb, 12.38.Gc, 12.38.Qk, 12.39.Ki, 12.39.Pn
I. INTRODUCTION
The D∗(2010)+ (D∗+) line width provides a window
into a nonperturbative regime of strong physics where
the charm quark is the heaviest meson constituent [1–
3]. The line width provides an experimental check of
models of the D meson spectrum, and is related to the
strong coupling of the D∗+ to the Dπ system, gD∗Dπ.
In the heavy-quark limit, which is not necessarily a good
approximation for the charm quark [4], this coupling can
be related to the universal coupling of heavy mesons to
a pion, gˆ. There is no direct experimental window on
∗ Now at the University of Tabuk, Tabuk 71491, Saudi Arabia
† Also with Universita` di Perugia, Dipartimento di Fisica, Perugia,
Italy
‡ Now at the University of Huddersfield, Huddersfield HD1 3DH,
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¶ Now at University of South Alabama, Mobile, Alabama 36688,
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the corresponding coupling in the B system, gB∗Bπ, since
there is no phase space for the decay B∗ → Bπ. However,
the D and B systems can be related through gˆ, which
allows the calculation of gB∗Bπ. The B
∗Bπ coupling is
needed for a model-independent extraction of |Vub| [5, 6]
and is presently one of the largest contributions to the
theoretical uncertainty on |Vub| [7].
We study the D∗+ → D0π+ transition using the
D0 → K−π+ and D0 → K−π+π−π+ decay modes to
measure the values of the D∗+ line width, Γ, and the
difference between the D∗+ and D0 masses, ∆m0. The
use of charge conjugate reactions is implied throughout
this paper. The only prior measurement of the width is
Γ = (96± 4± 22) keV by the CLEO collaboration where
the uncertainties are statistical and systematic, respec-
tively [8]. That measurement is based on a data sample
corresponding to an integrated luminosity of 9 fb−1 and
reconstructed D0 → K−π+ decays. In the present anal-
ysis, we have a data sample that is approximately 50
times larger. This allows us to apply tight selection cri-
teria to reduce background, and to investigate sources of
systematic uncertainty with high precision.
The signal is described by a relativistic Breit-Wigner





(m20 −m2)2 + (m0ΓTotal(m))2
, (1)
where ΓD∗Dπ is the partial width to D
0π+, m is the
D0π+ invariant mass, m0 is the invariant mass at the
pole, and ΓTotal(m) is the total D
∗+ decay width. The











where Fℓ=1Dπ (p) =
√
1 + r2p2 is the Blatt-Weisskopf form
factor for a vector particle with radius parameter r and
daughter momentum p, and the subscript zero denotes
a quantity measured at the pole [9, 10]. The value of
the radius is unknown, but for the charm sector it is
expected to be ∼ 1GeV−1 [11]. We use the value r =
1.6GeV−1 from Ref. [12] and vary this value as part of
our investigation of systematic uncertainties.
The full width at half maximum (FWHM) of the RBW
line shape (≈ 100 keV) is much less than the FWHM of
the almost Gaussian resolution function which describes
more than 99% of the signal (≈ 300 keV). Therefore,
near the peak, the observed FWHM is dominated by the
resolution function shape. However, the shapes of the
resolution function and the RBW differ far away from
the pole position. Starting (1.5 − 2.0)MeV from the
pole position, and continuing to (5 − 10)MeV away (de-
pending on the D0 decay channel), the RBW tails are
much larger. The signal rates in this region are strongly
dominated by the intrinsic line width, not the resolu-
tion functions, and the integrated signals are larger than
the integrated backgrounds. We use the very different
resolution and RBW shapes, combined with the good
signal-to-background rate far from the peak, to measure
Γ precisely.
The detailed presentation is organized as follows. Sec-
tion II discusses the BABAR detector and the data used
in this analysis, and Section III describes the event se-
lection. Section IV discusses a correction to the detector
material model and magnetic field map. Section V de-
tails the fit strategy, Section VI discusses and quantifies
the sources of systematic uncertainty, and Section VII de-
scribes how the results for the two D0 decay modes are
combined to obtain the final results. Finally, the results
are summarized in Section VIII.
II. THE BABAR DETECTOR AND DATA
This analysis is based on a data sample correspond-
ing to an integrated luminosity of approximately 477 fb−1
recorded at and 40MeV below the Υ (4S) resonance by
the BABAR detector at the PEP-II asymmetric energy
e+e− collider [13]. The BABAR detector is described in
detail elsewhere [14, 15], so we summarize only the rel-
evant components below. Charged particles are mea-
sured with a combination of a 40-layer cylindrical drift
chamber (DCH) and a 5-layer double-sided silicon ver-
tex tracker (SVT), both operating within the 1.5-T mag-
netic field of a superconducting solenoid. Information
from a ring-imaging Cherenkov detector is combined with
specific ionization (dE/dx) measurements from the SVT
and DCH to identify charged kaon and pion candidates.
Electrons are identified, and photons measured, with a
CsI(Tl) electromagnetic calorimeter. The return yoke of
the superconducting coil is instrumented with tracking
chambers for the identification of muons.
III. EVENT SELECTION
We reconstruct continuum-producedD∗+ → D0π+s de-
cays in the two Cabibbo-favored channels D0 → K−π+
and D0 → K−π+π−π+. The pion from the D∗+ de-
cay is called the “slow pion” (denoted π+s ) because of
the limited phase space available. The mass difference of
the reconstructed D∗+ and D0 is denoted as ∆m (e.g.
m (K−π+π+s ) − m (K−π+) for the D0 → K−π+ chan-
nel). The resolution in ∆m is dominated by the reso-
lution of the π+s momentum, especially the uncertainty
of its direction due to Coulomb multiple scattering. The
selection criteria for the individual D0 channels are de-
tailed below; however, both modes have the same D∗+
requirements. The selection criteria were chosen to en-
hance the signal-to-background ratio (S/B) to increase
the sensitivity to the long RBW tails in the ∆m distri-
bution; we have not optimized the criteria for statistical
significance. Because this analysis depends on the RBW
tails, we pay particular attention to how the selection
criteria affect the tail regions.
The entire decay chain is fit using a kinematic fitter
with geometric constraints at each vertex and the addi-
tional constraint that the D∗+ emerges from the lumi-
nous region, also referred to as the beam spot. The con-
fidence level of the χ2 for this fit must must be greater
than 0.1%. In addition, the confidence level for the χ2
from fitting the D0 daughter tracks to a common vertex
must be at least 0.5%. These confidence level selections
reduce the set of final candidates by approximately 2.1%.
The beam spot constraint improves the ∆m resolution by
a factor of 2.5, primarily because it constrains the direc-
tion of the π+s . If there is more than one D
∗+ candidate
in the event, we choose the one with the highest full decay
chain confidence level. The reconstructed D0 mass must
be within the range 1.86GeV to 1.87GeV. The mass dif-
ference between the D∗+ and D0 is required to satisfy
∆m < 0.17GeV. A large amount of the combinatorial
background is removed by requiring p∗(D∗+) > 3.6GeV,
where p∗ is the momentum measured in the e+e− center-
of-mass frame for the event.
To select well-measured slow pions we require that the
7 m [GeV]∆
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FIG. 1. (color online) Disjoint sets ofD0 → K−π+ candidates
illustrating the candidates that fail the tracking requirements
have worse ∆m resolution. Each histogram is normalized to
its peak. The events that populate the narrowest peak are the
nominal D∗+ candidates that pass all selection criteria. The
events that populate the intermediate and widest peaks pass
all selection criteria except either the slow pion candidates
or D0 daughters fail the SVT requirements or fail the DCH
requirements, respectively.
π+s tracks have at least 12 measurements in the DCH
and have at least 6 SVT measurements with at least
2 in the first three layers. For both D0 → K−π+
and D0 → K−π+π−π+, we apply particle identification
(PID) requirements to the K and π candidate tracks.
To select candidates with better tracking resolution, and
consequently improve the resolution of the reconstructed
masses, we require that D0 daughter tracks have at least
21 measurements in the DCH and satisfy the same SVT
measurement requirements for the slow pion track. Fig-
ure 1 illustrates the signal region distributions for three
disjoint sets ofD0 → K−π+ candidates: those passing all
tracking requirements (narrowest peak), those otherwise
passing all tracking requirements but failing the SVT hit
requirements (intermediate peak), and those otherwise
passing all tracking requirements but failing the require-
ment that both D0 daughter tracks have at least 21 hits
in the DCH and the π+s track has at least 12 hits in
the DCH (widest peak). The nominal sample (narrowest
peak) has better resolution and S/B than candidates that
fail the strict tracking requirements. We reduce back-
grounds from other species of tracks in our slow pion
sample by requiring that the dE/dx values reported by
the SVT and DCH be consistent with the pion hypoth-
esis. Figure 2 shows the ∆m distribution for candidates
otherwise passing cuts, but in which the slow pion can-
didate fails either the SVT or DCH dE/dx requirement.
The dE/dx selections remove protons from slow pion in-
teractions in the beam pipe and detector material as well
as electrons from the D∗0 decay chain discussed below.
As shown in Fig. 2, while this requirement removes much
more signal than background, the S/B ratio of the re-
moved events is distinctly worse than that in the final
sample.
 m [GeV]∆












FIG. 2. Events with D∗+ candidates from D0 → K−π+ that
pass all selection criteria, but the slow pion candidate fails
the dE/dx requirement.
 m [GeV]∆










FIG. 3. Events with D∗+ candidates from D0 → K−π+ that
pass all selection criteria, but the slow pion candidate is iden-
tified by the algorithms as either a photon conversion in the
detector material or a π0 Dalitz decay.
The Dalitz decay π0 → γe+e− produces background
where we misidentify an positron as a π+s . We eliminate
such candidates by reconstructing a candidate e+e− pair
and combining it with a γ. If the e+e− vertex is within
the SVT volume and the invariant mass is in the range
115MeV < m (γe+e−) < 155MeV, then the event is re-
jected. Real photon conversions in the detector material
are another source of background where electrons can be
misidentified as slow pions. To identify such conversions
we first create a candidate e+e− pair using the slow pion
candidate and an identified electron track from the same
8event and perform a least-squares fit with a geometric
constraint. The event is rejected if the invariant mass of
the putative pair is less than 60MeV and the constrained
vertex position is within the SVT tracking volume. Fig-
ure 3 shows the ∆m distribution for candidates otherwise
passing cuts, but in which the slow pion candidate is iden-
tified as an electron using either of these π0 conversion
algorithms. As shown in Fig. 3, only a small number of
D∗+ candidates pass all other selection criteria but have
a slow pion rejected by these algorithms. Again, the S/B
ratio of this sample is distinctly worse than that of the
final sample.
We identified additional criteria to remove candidates
in kinematic regions where the Monte Carlo (MC) sim-
ulation poorly models the data. The MC is a cock-
tail of qq¯ and ℓ+ℓ− sources where q = u, d, s, c, b and
ℓ = e, µ, τ . The simulation does not accurately replicate
the momentum distributions observed in data at very
high and low D∗+ momentum values, so we require that
3.6GeV < p∗(D∗+) < 4.3GeV and that the laboratory
momentum of the slow pion be at least 150MeV. In an
independent sample of K0S → π−π+ decays, the recon-
structed K0S mass is observed to vary as a function of
the polar angle θ of the K0S momentum measured in the
laboratory frame with respect to the electron beam axis.
We define the acceptance angle to reject events where
any of the daughter tracks of the D∗+ has cos θ ≥ 0.89
to exclude the very-forward region of the detector. This
criterion reduces the final data samples by approximately
10%.
The background level in the D0 → K−π+π−π+ mode
is much higher than that in D0 → K−π+, and so we re-
quire D0 daughter charged tracks to satisfy stricter PID
requirements. The higher background arises because the
D0 mass is on the tail of the two-body K−π+ invari-
ant mass distribution expected in a longitudinal phase
space model, however it is near the peak of the 4-body
K−π+π−π+ invariant mass distribution [16]. In addi-
tion, there is more random combinatorial background in
the 4-track D0 → K−π+π−π+ mode than in the 2-track
D0 → K−π+ mode.
The initial fit to the D0 → K−π+π−π+ validation sig-
nal MC sample had a bias in the measured value of the
D∗+ width. An extensive comparison revealed that the
bias originated from regions of phase space that the MC
generator populated more frequently than the data. Ev-
idently, there are amplitudes that suppress these struc-
tures in the data, that are neither known nor included
in the MC generator. We avoid the regions where the
MC disagrees with the data by rejecting a candidate if
either
(
m2 (π+π+) < −1.17m2 (π−π+) + 0.46GeV2) or(
m2 (π−π+) < 0.35GeV2 and m2 (K−π+) < 0.6GeV2
)
.
This veto is applied for each π+ daughter of the D0 can-
didate. Including or excluding these events has no notice-
able effect on the central values of the parameters from
the data. These vetoes reduce the final candidates by
approximately 20%.
There is an additional source of background that must
be taken into account for the K−π+π−π+ channel that
is negligible for the K−π+ channel. In a small fraction
of events (< 1%) we mistakenly exchange the slow pion
from D∗+ decay with one of the same-sign D0 daughter
pions. From the fits to the validation signal MC sample
we find that this mistake would shift the reconstructed
mass values and introduce aO(0.1 keV) bias on the width.
To veto these events we recalculate the invariant mass
values after intentionally switching the same-sign pions,
and create the variables m′ ≡ m (K−π+π−π+s ) and
∆m′ ≡ m (K−π+π−π+π+s ) − m (K−π+π−π+s ). There
are two pions from the D0 decay with the same charge as
the slow pion, so there are two values of ∆m′ to consider.
In this procedure the correctly reconstructed events are
moved away from the signal region, while events with this
mis-reconstruction are shifted into the signal region. Fig-
ure 4(a) shows the (m′,∆m′) distribution for MC events
with correctly reconstructed D0, where the majority of
events are shifted past the bounds of the plot and only a
small portion can be seen forming a diagonal band. The
events with the slow pion and a D0 daughter swapped
are shown in Fig. 4(b) and form a clear signal. We reject
events with ∆m′ < 0.1665GeV. Using fits to the valida-
tion signal MC sample, we find that this procedure re-
moves approximately 80% of the misreconstructed events
and removes the bias reconstructed mass and the fitted
value of the width. The (m′,∆m′) distribution for data
is shown in Fig. 4(c). Removing the ∆m′ region reduces
the final set of D0 → K−π+π−π+ candidates by approx-
imately 2%. The phase space distribution of events in
MC and data differ slightly, so we expect differences in
the efficiency of this procedure.
IV. MATERIAL MODELING
In the initial fits to data, we observed a very strong
dependence of the RBW pole position on the slow pion
momentum. This dependence is not replicated in the
MC, and originates in the magnetic field map and in the
modeling of the material of the beam pipe and the SVT.
Previous BABAR analyses have observed the similar ef-
fects, for example the measurement of the Λ+c mass [17].
In that analysis the material model of the SVT was al-
tered in an attempt to correct for the energy loss and the
under-represented small-angle multiple scattering (due to
nuclear Coulomb scattering). However, the momentum
dependence of the reconstructed Λ+c mass could be re-
moved only by adding an unphysical amount of material
to the SVT. In this analysis we use a different approach to
correct the observed momentum dependence and adjust
track momenta after reconstruction.
We determine correction parameters using a sample
of K0S → π+π− candidates from D∗+ → D0π+ decay,
where we reconstruct D0 → K0Sπ−π+. In this study
we require that the K0S daughter pions satisfy the same
tracking criteria as the slow pions of the D∗+ analysis.








































































FIG. 4. (color online) Illustrations of the (m′,∆m′) system in (a) MC with the D∗+ correctly reconstructed, (b) MC with the
slow pion and a D0 daughter pion swapped during reconstruction, and (c) in data. The majority of correctly reconstructed
decays are located outside of the shown (m′,∆m′) range.
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FIG. 5. Sample of K0S → π




−π+)π+s decay where the K
0
S daughter pions
satisfy the same tracking criteria as the slow pions of the D∗+
analysis.
pipe and to be well-separated from the D0 decay vertex.
These selection criteria yield an extremely cleanK0S sam-
ple (approximately 160000 candidates, > 99.5% pure),
which is shown in Fig. 5. This sample is used to deter-
mine fractional corrections to the overall magnetic field
and to the energy losses in the beam pipe (Ebmploss ) and,
separately, in the SVT (Esvtloss). The points represented
as open squares in Fig. 6 show the strong dependence
of the reconstructed K0S mass on laboratory momentum.
Adjusting only the estimated energy losses and detector
material flattens the distribution, but there is still a re-
maining discrepancy. This discrepancy is shown by the
open squares in Fig. 6 at high momentum and indicates
an overall momentum scale problem. These two effects
lead us to consider corrections to the laboratory momen-
tum and energy of an individual track of the form
p→ p (1 + a)
E → E + bbmpEbmploss + bsvtEsvtloss (3)
where the initial energy losses are determined by the
Kalman filter based on the material model. To apply
the correction to a pion track, the magnitude of the mo-
mentum is first recalculated using the pion mass hypoth-
esis and the corrected energy as shown in Eq. (3) where
the energy losses (Ebmploss and E
SVT
loss ) are taken from the
original Kalman fit. Then, the momentum is scaled by
the parameter a shown in Eq. (3) and the energy of the
particle is recalculated assuming the pion mass hypothe-
sis. The order of these operations, correcting the energy
first and then the momentum, or vice versa, has a neg-
ligibly small effect on the calculated corrected invariant
mass. After both pion tracks’ momenta are corrected the
invariant mass is calculated. Then the sample is sepa-
rated into 20 intervals of K0S momentum. Figure 6 shows
TABLE I. Energy-loss and momentum correction parameters
of Eq. (3) which remove the momentum dependence of the
reconstructed K0S mass shown in Fig. 6. The nominal param-
eters shift the average reconstructed masses to be the PDG
mean value, also shown in Fig. 6. To estimate the associated
systematic uncertainty, the procedure was repeated to give





S) mPDG + 1σPDG mPDG − 1σPDG
a 0.00030 0.00031 0.00019
bbmp 0.0175 0.0517 0.0295
bsvt 0.0592 0.0590 0.0586
m(π+π−) as a function of the slower pion laboratory mo-
mentum and illustrates that the momentum dependence
of the original sample (open squares) has been removed
after all of the corrections (closed circles). We determine
the best set of correction parameters to minimize the
χ2 of the bin-by-bin mass difference between the π+π−




)± 1σPDG = 497.614± 0.024MeV) [18].
To estimate the systematic uncertainty in values mea-
sured from corrected distributions, we find new param-
eter values by tuning the π+π− invariant mass to the
nominal K0S mass shifted up and down by one stan-
dard deviation. These three sets of correction param-
eters are listed in Table I. The resulting average re-
constructed K0S masses after correction are 497.589 ±
0.007MeV, 497.612±0.007MeV, and 497.640±0.007MeV
for target masses mPDG(K
0
S)− 1σPDG, mPDG(K0S), and
mPDG(K
0
S) + 1σPDG, respectively. As these average val-
ues are so well-separated we do not include additional
systematic uncertainties from parameters that could de-
scribe the central value. The systematics studies of
fit result variations in disjoint subsamples of laboratory
momentum remain sensitive to our imperfect correction
model.
The best-fit value of a = 0.00030 corresponds to an in-
crease of 4.5 Gauss on the central magnetic field. This is
larger than the nominal 2 Gauss sensitivity of the mag-
netic field mapping [14]. However, the azimuthal de-
pendence of ∆m0 (discussed in Sec. VI) indicates that
the accuracy of the mapping may be less than originally
thought.
The momentum dependence of ∆m0 in the initial re-
sults is ascribed to underestimating the dE/dx loss in the
beam pipe and SVT, which we correct using the factors
bbmp (1.8%) and bSVT (5.9%). Typical dE/dx losses for
a minimum ionizing particle with laboratory momentum
2GeV traversing the beam pipe and SVT at normal inci-
dence are 4.4MeV. The corrections are most significant
for low-momentum tracks. However, the corrections are
applied to all D∗+ daughter tracks, not just to the slow
11
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FIG. 6. (color online) Mass value of theK0S obtained by fitting
the invariant π+π− mass distribution shown as a function of
the slower pion laboratory momentum before (open squares)
and after (closed circles) all energy-loss and momentum cor-
rections have been applied. Note that the horizontal scale is
logarithmic.
pion. The momentum dependence is eliminated after the
corrections are applied. All fits to data described in this
analysis are performed using masses and ∆m values cal-
culated using corrected 4-momenta. The MC tracks are
not corrected because the same field and material mod-
els used to propagate tracks are used during their recon-
struction.
V. FIT METHOD
To measure Γ we fit the ∆m peak (the signal) with
a relativistic Breit-Wigner (RBW) function convolved
with a resolution function based on a Geant4 MC sim-
ulation of the detector response [19]. As in previous
analyses [8], we approximate the total D∗+ decay width
ΓTotal(m) ≈ ΓD∗Dπ(m), ignoring the electromagnetic
contribution from D∗+ → D+γ. This approximation has
a negligible effect on the measured values as it appears
only in the denominator of Eq. (1). For the purpose
of fitting the ∆m distribution we obtain dΓ(∆m)/d∆m
from Eqs. (1) and (2) by making the substitution m =
m(D0) + ∆m, where m(D0) is the current average mass
of the D0 meson [18].
Our fitting procedure involves two steps. In the first
step we model the resolution due to track reconstruction
by fitting the ∆m distribution for correctly reconstructed
MC events using a sum of three Gaussians and a function
to describe the non-Gaussian component. The second
step uses the resolution shape from the first step and
convolves the Gaussian components with a relativistic
Breit-Wigner of the form in Eq. (1) to fit the ∆m dis-
tribution in data, and thus measure Γ and ∆m0. We fit
the ∆m distribution in data and MC from the kinematic
threshold to ∆m = 0.1665GeV using a binned maximum
likelihood fit and an interval width of 50 keV. Detailed
results of the fits are presented in the Appendix .
A. Modeling experimental resolution
We generate samples of D∗+ decays with a line width
of 0.1 keV, so that all of the observed spread is due to
reconstruction effects. The samples are approximately 5
times the size of the corresponding samples in data. The
non-Gaussian tails of the distribution are from events
in which the πs decays to a µ in flight and where co-
ordinates from both the π and µ segments are used in
track reconstruction. Accounting for these non-Gaussian
events greatly improves the quality of the fit to data near
the ∆m peak.
We fit the ∆m distribution of the MC events with the
function
fNGSNG (∆m; q, α) + (1− fNG) [f1G (∆m; µ1, σ1)
+f2G (∆m;µ2, σ2) + (1− f1 − f2)G (∆m;µ3, σ3)]
(4)
where the G (∆m;µi, σi) are Gaussian functions and
fNG, f1, f2 are the fractions allotted to the non-Gaussian
component and the first and second Gaussian compo-
nents, respectively. The function describing the non-
Gaussian component of the distribution is
SNG (∆m; q, α) = ∆mu
q eαu, (5)
where u ≡ (∆m/∆mthres)2 − 1 and ∆mthres = mπ is the
kinematic threshold for the D∗+ → D0π+ process. For
∆m < ∆mthres, SNG is defined to be zero.
Figure 7 shows the individual resolution function fits
for the two D0 decay modes. Each plot shows the to-
tal resolution probability density function (PDF) as the
solid curve, the sum of the Gaussian contributions is rep-
resented by the dashed curve, and the SNG function as
a dotted curve describing the events in the tails. The
resolution functions should peak at the generated value,
∆mMC0 = m(D
∗(2010)+) − m(D0) [18]. However, the
average value of the µi is slightly larger than the gen-
erated value of ∆mMC0 . The SNG function is excluded
from this calculation as the peak position is not well de-
fined and SNG describes less than 1% of the signal. We
take this reconstruction bias as an offset when measuring
∆m0 from data and denote this offset by δm0. The δm0
offset is 4.3 keV and 2.8 keV for the D0 → K−π+ and
D0 → K−π+π−π+ modes, respectively. As discussed in
Sec. VI, although the values of δm0 are larger than the fi-
nal estimates of the systematic uncertainty for ∆m0, they
are required for an unbiased result from fits to the val-
idation signal MC samples. The systematic uncertainty
associated with δm0 is implicitly included when we vary
the resolution shape, as discussed in Sec. VI. The pa-
rameter values, covariance matrix, and correlation ma-
trix are present for each decay mode in the Appendix in
Tables VII - XI.
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FIG. 7. (color online) Binned maximum likelihood fit to the
∆m resolution distribution of MC samples for both D0 decay
modes. The interval size is 50 keV, and the high mass tails are
dominated by low statistics. Normalized residuals are defined
as (Nobserved −Npredicted) /
√
Npredicted. The shapes in the
distribution of the normalized residuals are from dominance
by Poisson statistics. In the peak region the total PDF is
visually indistinguishable from the Gaussian component of
the resolution function.
 m [GeV]∆









































































FIG. 8. (color online) The results of the fits to data for each
D0 decay mode. The fitted parameter values are summarized
in Table II. The solid curve is the sum of the signal (dashed
curve) and background (dotted curve) PDFs. The total PDF
and signal component are visually indistinguishable in the
peak region.
B. Fit Results
The parameters of the resolution function found in the
previous step are used to create a convolved RBW PDF.
In the fit to data, SNG has a fixed shape and relative
fraction, and is not convolved with the RBW. The rel-
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ative contribution of SNG is small and the results from
the fits to the validation signal MC samples are unbiased
without convolving this term. We fit the data using the
function,
P(∆m; ǫ,Γ,∆m0, c) =
fS
S(∆m; ǫ,Γ,∆m0)∫ S(∆m) d (∆m) + (1− fS)
B(∆m; c)∫ B(∆m) d (∆m)
(6)











∆m;µMC2 −∆mMC0 , σMC2 (1 + ǫ)
)




∆m;µMC3 −∆mMC0 , σMC3 (1 + ǫ)
)]
+fMCNG SNG(∆m; q
MC , αMC), (7)
and B is the background function
B(∆m) = ∆m √u ecu, (8)
where, again, u ≡ (∆m/∆mthres)2 − 1. The nomi-
nal RBW function has a pole position located at m =
∆m0 +m(D
0) and natural line width Γ. The Gaussian
resolution functions convolved with the RBW have cen-
ters offset from zero by small amounts determined from
MC, µi −∆mMC0 (see Table VII in the Appendix). The
widths determined from MC, σMCi , are scaled by (1 + ǫ)
where ǫ is a common, empirically determined constant
which accounts for possible differences between resolu-
tions in data and simulation. As indicated in Eq. (7),
the parameters allowed to vary in the fit to data are the
scale factor (1 + ǫ), the width Γ, pole position ∆m0 and
background shape parameter c. The validation of the fit
procedure is discussed in Sec. VIC.
Figure 8 shows the fits to data for both D0 decay
modes. The total PDF is shown as the solid curve,
the convolved RBW-Gaussian signal as the dashed curve,
and the threshold background as the dotted curve. The
normalized residuals show the good agreement between
the data and the model. Table II summarizes the re-
sults of the fits to data for the two modes. The co-
variance and correlation matrices for each mode are pre-
sented in Tables XII - XV in the Appendix. The tails
of the RBW are much longer than the almost Gaus-
sian resolution function. The resolution functions deter-
mined from the fits to MC drop by factors of more than
1000 near ∆m ≈ 147MeV with respect to the peak. At
∆m = 148MeV the resolution functions have dropped by
another factor of 10 and are dominated by the SNG com-
ponent. The resolution functions used in fitting the data
allow the triple-Gaussian part of the resolution function
to scale by (1+ǫ), but the events observed above 148MeV
are predominantly signal events from the RBW tails and
background. The signal from a zero-width RBW would
approach 3 events per bin (see Fig. 7). The observed
signal levels are of order 30 events per bin (see Fig. 8).
Table II also shows the fitted S/B at the peak and in
the ∆m tail on the high side of the peak. The long non-
Gaussian tail of the RBW is required for the model to fit
the data so well.
As the observed FWHM values from the resolution
functions are greater than the intrinsic line width, the
observed widths of the central peaks determine the val-
ues of ǫ. The scale factor, (1 + ǫ), allows the resolution
functions to expand as necessary to describe the distribu-
tion in real data. As one naively expects, the fitted values
of the scale factor are strongly anti-correlated with the
values for Γ (the typical correlation coefficient is -0.85).
TABLE II. Summary of the results from the fits to data for
theD0 → K−π+ and D0 → K−π+π−π+ channels (statistical
uncertainties only); S/B is the ratio of the convolved signal
PDF to the background PDF at the given value of ∆m, and
ν is the number of degrees of freedom.
Parameter D0 → Kπ D0 → Kπππ
Number of signal events 138 536± 383 174 297± 434
Γ ( keV) 83.3 ± 1.7 83.2 ± 1.5
scale factor, (1 + ǫ) 1.06± 0.01 1.08 ± 0.01
∆m0 ( keV) 145 425.6 ± 0.6 145 426.6 ± 0.5
background shape, c −1.97± 0.28 −2.82 ± 0.13
S/B at peak
2700 1130
(∆m = 0.14542 (GeV))
S/B at tail
0.8 0.3
(∆m = 0.1554 (GeV))
χ2/ν 574/535 556/535
VI. SYSTEMATIC UNCERTAINTIES
We estimate systematic uncertainties associated with
instrumental effects by looking for large variations of re-
sults in disjoint subsets. The systematic uncertainties
associated with our fit procedure are estimated using a
variety of techniques. These methods are summarized in
the following paragraphs and then discussed in detail.
To estimate systematic uncertainties from instrumen-
tal effects, we divide the data into disjoint subsets corre-
sponding to intervals of laboratory momentum, p, of the
D∗+, azimuthal angle, φ, of the D∗+ in the laboratory
frame, and reconstructed D0 mass. In each of these vari-
ables we search for variations greater than those expected
from statistical fluctuations.
After the corrections to the material model and mag-
netic field, the laboratory momentum dependence of the
RBW pole position is all but eliminated. We find that
Γ does not display an azimuthal dependence, however
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TABLE III. Summary of systematic uncertainties with correlation, ρ, between the D0 → K−π+ and D0 → K−π+π−π+




. The methods used to calculate or define the
correlations are described in Sec. VID. The total systematic uncertainties are calculated according to the procedure defined in
Sec. VII.
Source
σsys (Γ) [ keV] ρ
σsys (∆m0) [ keV] ρ
Kπ Kπππ Kπ Kπππ





variation 0.00 1.53 0.56 0.00 0.00 0.22
Disjoint azimuthal variation 0.62 0.92 -0.04 1.50 1.68 0.84
Magnetic field and material model 0.29 0.18 0.98 0.75 0.81 0.99
Blatt-Weisskopf radius 0.04 0.04 0.99 0.00 0.00 1.00
Variation of resolution shape parameters 0.41 0.37 0.00 0.17 0.16 0.00
∆m fit range 0.83 0.38 -0.42 0.08 0.04 0.35
Background shape near threshold 0.10 0.33 1.00 0.00 0.00 0.00
Interval width for fit 0.00 0.05 0.99 0.00 0.00 0.00
Bias from validation 0.00 1.50 0.00 0.00 0.00 0.00
Radiative effects 0.25 0.11 0.00 0.00 0.00 0.00
Total 1.5 2.6 1.7 1.9
∆m0 does. Neither Γ nor ∆m0 displays a clear system-
atic shape with reconstructed D0 mass.
The uncertainties associated with the various parts of
the fit procedure are investigated in detail. We vary the
parameters of the resolution function in Eq. (4) according
to the covariance matrix reported by the fit to estimate
systematic uncertainty of the resolution shape. Chang-
ing the end point for the fit estimates a systematic uncer-
tainty associated with the shape of the background func-
tion. We also change the background shape near thresh-
old. To estimate the uncertainty in the Blatt-Weisskopf
radius we model the D∗+ as a point-like particle. We fit
MC validation samples to estimate systematic uncertain-
ties associated with possible biases. Finally, we estimate
possible systematic uncertainties due to radiative effects.
All of these uncertainties are estimated independently for
the D0 → K−π+ and D0 → K−π+π−π+ modes, and are
summarized in Table III.
A. Systematics using disjoint subsets
We chose to carefully study laboratory momentum, re-
constructed D0 mass, and azimuthal angle φ in order to
search for variations larger than those expected from sta-
tistical fluctuations. For each disjoint subset, we use the
resolution function parameter values and ∆m0 offset de-
termined from the corresponding MC subset.
If the fit results from the disjoint subsets are compat-
ible with a constant value, in the sense that χ2/ν ≤ 1
where ν denotes the number of degrees of freedom, we
assign no systematic uncertainty. However, if we find
χ2/ν > 1 and do not determine an underlying model
which might be used to correct the data, we ascribe an
uncertainty using a variation on the scale factor method
used by the Particle Data Group (see the discussion of
unconstrained averaging [18]). The only sample which
we do not fit to a constant is that for ∆m0 in intervals of
azimuthal angle. We discuss below how we estimate the
associated systematic uncertainty.
In our version of this procedure, we determine a factor
that scales the statistical uncertainty to the total un-
certainty. The remaining uncertainty is ascribed to un-
known detector issues and is used as a measure of sys-
tematic uncertainty according to
σsys = σstat
√
S2 − 1 (9)
where the scale factor is defined as S2 = χ2/ν. The χ2
statistic gives a measure of fluctuations, including those
expected from statistics, and those from systematic ef-
fects. Once we remove the uncertainty expected from
statistical fluctuations, we associate what remains with
a possible systematic uncertainty.
We expect that χ2/ν will have an average value of unity
if there are no systematic uncertainties that distinguish
one subset from another. If systematic deviations from
one subset to another exist, then we expect that χ2/ν
will be greater than unity. Even if there are no system-
atic variations from one disjoint subset to another, χ2/ν
will randomly fluctuate above 1 about half of the time.
To be conservative, we assume that any observation of
χ2/ν > 1 originates from a systematic variation from one
disjoint subset to another. This approach has two weak-
nesses. If used with a large number of subsets it could
hide real systematic uncertainties. For example, if in-
stead of 10 subsets we chose 1000 subsets, the larger sta-
tistical uncertainties wash out any real systematic vari-
ation. Also, if used with a large number of variables,
about half the disjoint sets will have upward statistical
fluctuations, even in the absence of any systematic vari-
ation. We have chosen to use only three disjoint sets of
events, and have divided each into 10 subsets to mitigate
the effects of such problems.
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FIG. 9. (color online) The values of Γ (left) and ∆m0 (right) obtained from fits to data divided into 10 disjoint subsets in
laboratory momentum p (top row), reconstructed D0 mass (center row), and azimuthal angle (bottom row). The quantities
p and φ are defined by the D∗+ momentum. Each point represents an individual fit and each horizontal line is the nominal
fit result (i.e. integrating over the variable). The correlation value of Γ (or ∆m0) measured from the D
0
→ K−π+ and
D0 → K−π+π−π+ samples for each of the variables chosen is given above each plot. The widths from the nominal fits and the
weighted average agree well and the corresponding lines are visually indistinguishable.
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We choose the range for each subset to have approx-
imately equal statistical sensitivity. In each subset of
each variable we repeat the full fit procedure (determine
the resolution function from MC and fit data floating
ǫ,Γ,∆m0, and c). Figs. 9(a) and 9(b) show the fit results
in subsets of laboratory momentum for Γ and ∆m0, re-
spectively. Neither D0 mode displays a systematic pat-
tern of variation; however, we assign small uncertain-
ties for each channel using Eq. (9). Similarly, Figs. 9(c)
and 9(d) show the results in ranges of reconstructed D0
mass for Γ and ∆m0. While neither mode displays an ob-
vious systematic pattern of variation, the width for the
K−π+π−π+ mode is assigned its largest uncertainty of
1.53 keV using Eq. (9).
Figures 9(e) and 9(f) show Γ and ∆m0, respectively,
in subsets of azimuthal angle. In this analysis we have
observed sinusoidal variations in the mass values for
D0 → K−π+, D0 → K−π+π−π+, and K0S → π+π−,
so the clear sinusoidal variation of ∆m0 was anticipated.
The important aspect for this analysis is that, for such
deviations, the average value is unbiased by the variation
in φ. For example, the average value of the reconstructed
K0S mass separated into intervals of φ is consistent with
the mass value integrating across the full range. The
width plots do not display azimuthal dependencies, but
each mode has χ2/ν > 1 and is assigned a small sys-
tematic uncertainty using Eq. (9). The lack of sinusoidal
variation of Γ with respect to φ is notable because ∆m0
(which uses reconstructed D masses) shows a clear sinu-
soidal variation. The results for the D0 → K−π+ and
D0 → K−π+π−π+ datasets are highly correlated, and
shift together. The signs and phases of the variations
of ∆m0 agree with those observed for D
0 → K−π+,
D0 → K−π+π−π+, and K0S → π+π−. We take half of
the amplitude obtained from the sinusoidal fit shown on
Fig. 9(f) as an estimate of the uncertainty. An extended
investigation revealed that at least part of this depen-
dence originates from small errors in the magnetic field
from the map used in track reconstruction. There is some
evidence that during the field mapping (see Ref. [14]) the
propeller arm on which the probes were mounted flexed,
which mixed the radial and angular components of the
magnetic field.
The FWHM values of the resolution functions vary by
about 8% for each decay channel. For D0 → K−π+ the
FWHM ranges from 275 keV to 325 keV for the 30 disjoint
subsets studied. The FWHM of the D0 → K−π+π−π+
resolution function ranges are 310 keV to 350 keV for the
30 disjoint subsets studied. Fig. 10 shows the values of
the scale factor corresponding to the values of Γ and ∆m0
shown in Fig. 9.
B. Additional systematics
We estimate the uncertainty associated with the cor-
rection parameters for the detector material model and
magnetic field by examining the variation between the




)± 1σPDG mass values [18]. The width
measured from the D0 → K−π+ mode fluctuates equally
around the value from the fit using the nominal correc-
tion parameters. We take the larger of the differences
and assign an uncertainty of 0.29 keV. The value of ∆m0
for this mode fluctuates symmetrically around the nom-
inal value and we assign an uncertainty of 0.75 keV. The
width measured from the D0 → K−π+π−π+ fluctuates
asymmetrically around the nominal value, and we use
the larger difference to assign an uncertainty of 0.18 keV.
The value of ∆m0 for this mode fluctuates symmetrically
around the nominal value, and we assign an uncertainty
of 0.81 keV.
We use the Blatt-Weisskopf radius r = 1.6GeV−1 (∼
0.3 fm) [12]. To estimate the systematic effect due to the
choice of r we refit the distributions treating the D∗+ as
a point-like particle (r = 0). We see a small shift of Γ,
that we take as the estimate of the uncertainty, and an
effect on the RBW pole position that is a factor of 100
smaller than the fit uncertainty, that we neglect.
We determine the systematic uncertainty associated
with the resolution function by refitting the data with
variations of its parametrization. We take the covariance
matrix from the fit to MC resolution samples for each
mode (see Tables VIII and X in the Appendix) and use it
to generate 100 variations of these correlated Gaussian-
distributed shape parameters. We use these generated
values to refit the data, and take the root-mean-squared
(RMS) deviation of the resulting fit values as a measure of
systematic uncertainty. This process implicitly accounts
for the uncertainty associated with the reconstruction off-
set.
Our choice of fit range in ∆m is somewhat arbitrary,
so we study the effect of systematically varying its end
point by repeating the fit procedure every 1MeV from the
nominal fit end point, ∆m = 0.1665GeV, down to ∆m =
0.1605GeV. Altering the end point of the fit changes the
events associated with the RBW tails and those associ-
ated with the continuum background. Each step down
allows the background to form a different shape, which
effectively estimates an uncertainty in the background
parametrization. Values below ∆m = 0.16GeV are too
close to the signal region to provide a reasonable choice
of end point. There is no clear way to estimate the as-
sociated systematic uncertainty, so we take the largest
deviation from the nominal fit as a conservative estimate.
The shape of the background function in Eq. (8) is
nominally determined only by the parameter c and the
residuals in Figs. 8(a) and 8(b) show signs of curva-
ture indicating possible systematic problems with the
fits. Changing the end points over the range consid-
ered changes the values of c substantially from −1.97
to −3.57, and some fits remove all hints of curvature in
the residuals plot. We also examine the influence of the
background parametrization near threshold by changing√
u in Eq. (8) to u0.45 and u0.55. The value of the frac-
tional power controls the shape of the background be-
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FIG. 10. (color online) The values of the scale factor (1 + ǫ) obtained from fits to data divided into 10 disjoint subsets
in laboratory momentum p, reconstructed D0 mass, and azimuthal angle. The quantities p and φ are defined by the D∗+
laboratory momentum. Each point represents an individual fit and each horizontal line is the nominal fit result (i.e. integrating
over the variable).
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tween the signal peak and threshold. For example, at
∆m = 0.142 GeV changing the power from 0.5 to 0.45
and 0.55 varies the background function by +18% and
-15%, respectively. The RBW pole position is unaffected
by changing the background description near threshold
while Γ shifts symmetrically around its nominal values.
We estimate the uncertainty due to the description of the
background function near threshold by taking the aver-
age difference to the nominal result.
In the binned maximum likelihood fits we nominally
choose an interval width of 50 keV. As a systematic check,
the interval width was halved and the fits to the data
were repeated. The measured Γ and ∆m0 values for both
modes are identical except for the width measured in
the D0 → K−π+π−π+ decay mode. We take the full
difference as the systematic uncertainty for the choice of
interval width.
C. Fit Validations
We generate signal MC with Γ = 88 keV and ∆m0 =
0.1454GeV. The background is taken from a MC cocktail
and paired with the signal in the same ratio as from the
corresponding fits to data. Fits to both decay modes
describe the validation samples well. The fit results are
summarized in Table IV. We observe a small bias in the
fitted width for the D0 → K−π+π−π+ mode. We take
the full difference between the fitted and generated value
of the width and assign a 1.5 keV error.
We also investigated the uncertainty due to radiative
effects by examining the subset of these events generated
without PHOTOS [20]. The values of the RBW pole are
identical between the fits to the total validation signal
MC sample and the subsets, so we do not assign a sys-
tematic uncertainty to the poles for radiative effects. The
widths measured in each mode show a small difference to
the results from the nominal validation sample. We take
half of this difference as a conservative estimate of the
systematic uncertainty associated with radiative effects.
TABLE IV. Summary of results of the fits to theD0 → K−π+
and D0 → K−π+π−π+ validation MC samples. The width
from the D0 → K−π+π−π+ decay mode has a small bias,
which we take as a systematic uncertainty.
Fit value Generated D0 → Kπ D0 → Kπππ
Γ[ keV] 88.0 88.5± 0.8 89.5 ± 0.6
scale factor, 1 + ǫ 1.0 1.003 ± 0.004 1.000 ± 0.001
∆m0[ keV] 145400.0 145399.7 ± 0.4 145399.2 ± 0.4
χ2/ν – 613/540 770/540
D. Determining correlations
The fourth and seventh columns in Table III list
the correlations between the D0 → K−π+ and D0 →
K−π+π−π+ systematic uncertainties. These correlations
are required to use information from both measurements
to compute the average. The correlations in laboratory
momentum, reconstructed D0 mass, and azimuthal an-
gle disjoint subsets are calculated by finding the cor-
relation between the 10 subsets of D0 → K−π+ and
D0 → K−π+π−π+ for each of the variables. In a simi-
lar way we can construct datasets using the sets of cor-
rection parameters for magnetic field, detector material
model, and the ∆m fit range. We assume no correla-
tion for the resolution shape parameters and the vali-
dation shifts, which are based on the individual recon-
structions. Our studies show that the values chosen for
the Blatt-Weisskopf radius and interval width affect each
mode identically, so we assume that they are completely
correlated.
E. Consistency checks
In addition to the investigations into the sources of sys-
tematic uncertainty, we also perform a number of consis-
tency checks. These checks are not used to assess system-
atics, nor are they included in the final measurements,
but serve to reassure us that the experimental approach
and fitting technique behave in reasonable ways. First,
we lower the p∗ cut from 3.6GeV to 2.4GeV. This allows
in more background and tracks with poorer resolution,
but the statistics increase by a factor of three. Corre-
spondingly, the signal-to-background ratios measured at
the peak and in the tails decrease by approximately a
factor of three. The fit results for this larger dataset are
consistent with the nominal fit results. The second con-
sistency check widens the reconstructed D0 mass window
from 10MeV to 30MeV. Again, this increases the number
of background events and improves statistical precision
with central values that overlap with the nominal fit re-
sults. Finally, we fix the scale factor in the fit to data
to report statistical uncertainties on Γ similar to those
in the measurement by CLEO [8]. Our reported “statis-
tical” uncertainties on Γ are from a fit in which ǫ floats.
As expected, there is a strong negative correlation be-
tween ǫ and Γ with ρ (Γ, ǫ) ≈ −0.85. If less of the spread
in the data is allotted to the resolution function then it
must be allotted to the RBW width, Γ. We refit the
D0 → K−π+ and D0 → K−π+π−π+ samples fixing ǫ to
the value from the fit where it was allowed to float. This
effectively maintains the same global minimum while de-
coupling the uncertainty in Γ from ǫ. The statistical un-
certainty on the width decreases from 1.7 keV to 0.9 keV
for the D0 → K−π+ decay mode and from 1.5 keV to
0.8 keV for the D0 → K−π+π−π+ decay mode.
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VII. COMBINING RESULTS
Using the correlations shown in Table III and the for-
malism briefly outlined below, we determine the values
for the combined measurement. For each quantity, Γ and
∆m0, we have a measurement from the D
0 → K−π+ and
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where i is an index which runs over the sources of system-
atic uncertainty. In the final step we expand the nota-
tion to explicitly show that the diagonal entries incorpo-
rate the full systematic uncertainty and that the statis-
tical uncertainty for the individual measurements plays
a part in determining the weights. The covariance ma-
trices are calculated using Table III and the individual
measurements. From the covariance matrix we extract
the weights, w, for the best estimator of the mean and































The weights show that the combined measurement is
dominated by the cleaner D0 → K−π+ mode. The total



















The statistical contribution is the first term and is
simply calculated using the individual measurements
and the weights. The remaining two terms repre-
sent the systematic uncertainty, which is simply the
remainder of the total uncertainty after the statisti-
cal contribution has been subtracted. The weighted
results are Γ = (83.3± 1.2± 1.4) keV and ∆m0 =
(145 425.9± 0.4± 1.7) keV.
VIII. SUMMARY AND CONCLUSIONS
We have measured the pole mass and the width of
the D∗+ meson with unprecedented precision, analyz-
ing a high-purity sample of continuum-produced D∗+
TABLE V. Selected rows from Table 11 of Ref. [22]. State
names correspond to the current PDG listings. The third
column is the ratio, R = Γ/gˆ2, extracted from the model






D∗ (2010)+ 96± 4± 22 keV 143 keV 0.82± 0.09
D1 (2420)




0 23± 5MeV 38MeV 0.77± 0.08
in e+e− collisions at approximately 10.6GeV, equivalent
to approximately 477 fb−1, collected by the BABAR de-
tector. The results for the two independent D0 decay
modes agree with each other well. The dominant sys-
tematic uncertainty on the RBW pole position comes
from the azimuthal variation. For the decay mode D0 →
K−π+ we obtain Γ = (83.4± 1.7± 1.5) keV and ∆m0 =
(145 425.6± 0.6± 1.7) keV while for the decay mode
D0 → K−π+π−π+ we obtain Γ = (83.2± 1.5± 2.6) keV
and ∆m0 = (145 426.6± 0.5± 1.9) keV. Account-
ing for correlations, we obtain the combined measure-
ment values Γ = (83.3± 1.2± 1.4) keV and ∆m0 =
(145 425.9± 0.4± 1.7) keV.
The experimental value of gD∗Dπ is calculated using



























where we have again ignored the electromagnetic con-
tribution. The strong couplings can be related through
isospin by gD∗D0π+ = −
√
2gD∗D+π0 [8]. Using Γ and the
mass values from Ref. [18] we determine the experimen-
tal coupling gexp
D∗D0π+
= 16.92± 0.13± 0.14. The univer-







. This parametrization is
different from that of Ref. [8] and is chosen to match a
common choice when using chiral perturbation theory, as
in Refs. [4, 21]. With this relation and fπ = 130.41MeV,
we find gˆexp = 0.570± 0.004± 0.005.
The paper by Di Pierro and Eichten [22] quotes re-
sults in terms of a ratio, R = Γ/gˆ2, which involves the
width of the particular state and provides a straightfor-
ward method for calculating the corresponding value of
the universal coupling constant within their model. The
coupling constant should then take the same value for
the selected D(∗) decay channels listed in Table V, which
shows the values of the ratio R extracted from the model
and the experimental values for Γ, as they were in 2001.
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TABLE VI. Updated coupling constant values using the latest
width measurements. Ratio values are taken from Table V.
Significant differences are seen among the coupling constants





D∗ (2010)+ 83.3± 1.2± 1.4 keV 143 keV 0.76 ± 0.01
D1 (2420)
0 31.4± 0.5± 1.3MeV 16MeV 1.40 ± 0.03
D∗2 (2460)
0 50.5± 0.6± 0.7MeV 38MeV 1.15 ± 0.01
At the time of publication, gˆ was consistent for all of the
modes in Ref. [22]. In 2010, BABAR published much more
precise results for the D1 (2420)
0 and D∗2 (2460)
0 [23].
Using those results, this measurement of Γ, and the ratios
from Table V, we calculate new values for the coupling
constant gˆ. Table VI shows the updated results. We
estimate the uncertainty on the coupling constant value
assuming σΓ ≪ Γ. The updated widths reveal significant
differences among the extracted values of gˆ.
After completing this analysis, we became aware of
Rosner’s 1985 prediction that the D∗+ natural line width
should be 83.9 keV [24]. He calculated this assuming a
single quark transition model to use P-wave K∗ → Kπ
decays to predict P-wave D∗ → Dπ decay properties.
Although he did not report an error estimate for this
calculation in that work, his central value falls well
within our experimental precision. Using the same proce-
dure and current measurements, the prediction becomes
(80.5 ± 0.1) keV [25]. A new lattice gauge calculation
yielding Γ(D∗+) = (76 ± 7+8−10) keV, has also been re-
ported recently [1].
The order of magnitude increase in precision confirms
the observed inconsistency between the measured D∗+
width and the chiral quark model calculation by Di
Pierro and Eichten [22]. The precise measurements of
the widths presented in Table VI provide solid anchor
points for future calculations.
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Appendix
In this appendix we present the covariance and correla-
tion matrices for the fits described in Sect. VA and VB.
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TABLE VII. Summary of the results from the fits to the MC resolution sample for the D0 → K−π+ and D0 → K−π+π−π+
channels (statistical uncertainties only). Parameters are defined in Eqs. (4) and (5).
Parameter D0 → K−π+ D0 → K−π+π−π+
fNG 0.00559 ± 0.00018 0.0054 ± 0.00016
α 1.327 ± 0.091 1.830 ± 0.092
q −23.04± 1.02 −29.24 ± 1.07
f1 0.640 ± 0.013 0.730 ± 0.008
f2 0.01874 ± 0.00086 0.02090 ± 0.00069
µ1 ( keV) 145402.36 ± 0.33 145402.84 ± 0.24
µ2 ( keV) 145465.37 ± 9.39 145451.63 ± 7.83
µ3 ( keV) 145404.58 ± 0.75 145399.07 ± 0.81
σ1 ( keV) 119.84 ± 0.84 112.73 ± 0.52
σ2 ( keV) 722.89 ± 20.6 695.04 ± 15.75
σ3 ( keV) 212.31 ± 2.42 209.54 ± 2.41
TABLE VIII. Covariance matrix for the parameters from the fit to D0 → K−π+ MC resolution sample. Parameters are defined
in Eqs. (4) and (5). Symmetric elements are suppressed.
fNG α q f1 f2 µ1 µ2 µ3 σ1 σ2 σ3
fNG 3.263e-08
α 1.002e-05 8.311e-03
q -1.139e-04 -8.914e-02 1.033e+00
f1 -7.780e-07 -3.250e-04 3.662e-03 1.581e-04
f2 5.671e-08 2.336e-05 -2.627e-04 -6.724e-06 5.761e-07
µ1 1.064e-13 -2.634e-11 -4.741e-10 1.426e-10 -3.353e-12 1.081e-13
µ2 -1.998e-10 -1.059e-07 9.350e-07 2.265e-08 -1.913e-09 2.996e-13 8.823e-11
µ3 -1.016e-11 -3.919e-09 4.775e-08 1.158e-09 -6.553e-11 -1.423e-13 -1.102e-12 5.624e-13
σ1 -4.662e-11 -1.949e-08 2.196e-07 1.012e-08 -3.980e-10 9.854e-15 1.342e-12 7.143e-14 7.072e-13
σ2 -2.474e-09 -1.035e-06 1.173e-05 1.584e-07 -1.306e-08 1.144e-14 4.486e-11 1.887e-12 9.422e-12 4.260e-10
σ3 -1.756e-10 -7.341e-08 8.275e-07 2.942e-08 -1.469e-09 2.487e-14 5.008e-12 2.302e-13 1.818e-12 3.528e-11 5.872e-12
TABLE IX. Parameter correlation coefficients for the parameters from the fit toD0 → K−π+ MC resolution sample. Parameters
are defined in Eqs. (4) and (5). Symmetric elements are suppressed.
fNG α q f1 f2 µ1 µ2 µ3 σ1 σ2 σ3
fNG 1.000
α 0.608 1.000
q -0.621 -0.962 1.000
f1 -0.343 -0.284 0.287 1.000
f2 0.414 0.338 -0.340 -0.705 1.000
µ1 0.002 -0.001 -0.001 0.034 -0.013 1.000
µ2 -0.118 -0.124 0.098 0.192 -0.268 0.097 1.000
µ3 -0.075 -0.057 0.063 0.123 -0.115 -0.577 -0.156 1.000
σ1 -0.307 -0.254 0.257 0.958 -0.624 0.036 0.170 0.113 1.000
σ2 -0.664 -0.550 0.559 0.611 -0.834 0.002 0.231 0.122 0.543 1.000
σ3 -0.401 -0.332 0.336 0.966 -0.799 0.031 0.220 0.127 0.892 0.705 1.000
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TABLE X. Covariance matrix for the parameters from the fit to D0 → K−π+π−π+ MC resolution sample. Parameters are
defined in Eqs. (4) and (5). Symmetric elements are suppressed.
fNG α q f1 f2 µ1 µ2 µ3 σ1 σ2 σ3
fNG 2.746e-08
α 9.170e-06 8.565e-03
q -1.076e-04 -9.539e-02 1.149e+00
f1 -3.981e-07 -1.799e-04 2.071e-03 6.953e-05
f2 4.133e-08 1.829e-05 -2.100e-04 -3.847e-06 4.784e-07
µ1 1.274e-12 5.343e-10 -6.776e-09 -1.097e-10 9.246e-12 5.648e-14
µ2 -1.434e-10 -7.936e-08 6.757e-07 1.332e-08 -1.478e-09 1.399e-13 6.134e-11
µ3 -1.909e-13 2.382e-10 2.094e-09 -6.916e-10 1.981e-11 -1.016e-13 -1.394e-12 6.582e-13
σ1 -2.191e-11 -9.918e-09 1.142e-07 4.099e-09 -2.061e-10 -5.895e-15 7.264e-13 -4.344e-14 2.724e-13
σ2 -1.669e-09 -7.535e-07 8.781e-06 7.332e-08 -8.820e-09 -2.122e-13 2.902e-11 -1.152e-13 3.967e-12 2.480e-10
σ3 -1.428e-10 -6.452e-08 7.441e-07 1.919e-08 -1.303e-09 -3.679e-14 4.432e-12 -1.616e-13 1.084e-12 2.561e-11 5.806e-12
TABLE XI. Parameter correlation coefficients for the parameters from the fit to D0 → K−π+π−π+ MC resolution sample.
Parameters are defined in Eqs. (4) and (5). Symmetric elements are suppressed.
fNG α q f1 f2 µ1 µ2 µ3 σ1 σ2 σ3
fNG 1.000
α 0.598 1.000
q -0.606 -0.962 1.000
f1 -0.288 -0.233 0.232 1.000
f2 0.361 0.286 -0.283 -0.667 1.000
µ1 0.032 0.024 -0.027 -0.055 0.056 1.000
µ2 -0.110 -0.109 0.080 0.204 -0.273 0.075 1.000
µ3 -0.001 0.003 0.002 -0.102 0.035 -0.527 -0.219 1.000
σ1 -0.253 -0.205 0.204 0.942 -0.571 -0.048 0.178 -0.103 1.000
σ2 -0.639 -0.517 0.520 0.558 -0.810 -0.057 0.235 -0.009 0.483 1.000
σ3 -0.358 -0.289 0.288 0.955 -0.782 -0.064 0.235 -0.083 0.862 0.675 1.000
TABLE XII. Covariance matrix for the parameters from the fit to D0 → K−π+ data. Parameters are defined in Eqs. (7) and
(8). Symmetric elements are suppressed.
∆m0 ǫ Nsig Nbkg c Γ
∆m0 3.181e-13
ǫ 4.060e-10 4.909e-05
Nsig 3.782e-06 3.533e-01 1.199e+04
Nbkg -3.692e-06 -3.448e-01 -8.631e+03 1.470e+05
c -6.288e-09 -5.534e-04 -1.711e+01 1.668e+01 7.936e-02
Γ -1.017e-13 -9.965e-09 -1.084e-04 1.058e-04 1.779e-07 2.920e-12
TABLE XIII. Parameter correlation coefficients for the parameters from the fit to D0 → K−π+ data. Parameters are defined
in Eqs. (7) and (8). Symmetric elements are suppressed.
∆m0 ǫ Nsig Nbkg c Γ
∆m0 1.000
ǫ 0.103 1.000
Nsig 0.061 0.461 1.000
Nbkg -0.017 -0.128 -0.206 1.000
c -0.040 -0.280 -0.555 0.154 1.000
Γ -0.106 -0.832 -0.579 0.161 0.370 1.000
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TABLE XIV. Covariance matrix for the parameters from the fit to D0 → K−π+π−π+ data. Parameters are defined in Eqs. (7)
and (8). Note that Γ and ∆m0 are measured in keV. Symmetric elements are suppressed.
∆m0 ǫ Nbkg Nsig c Γ
∆m0 2.206e-13
ǫ 2.586e-10 4.605e-05
Nbkg 3.251e-06 4.233e-01 2.259e+04
Nsig -3.208e-06 -4.179e-01 -1.313e+04 1.874e+05
c -1.742e-09 -2.021e-04 -8.226e+00 8.095e+00 1.678e-02
Γ -6.213e-14 -8.633e-09 -1.191e-04 1.175e-04 6.072e-08 2.289e-12
TABLE XV. Parameter correlation coefficients for the parameters from the fit to D0 → K−π+π−π+ data. Parameters are
defined in Eqs. (7) and (8). Note that Γ and ∆m0 are measured in keV. Symmetric elements are suppressed.
∆m0 ǫ Nbkg Nsig c Γ
∆m0 1.000
ǫ 0.081 1.000
Nbkg 0.046 0.415 1.000
Nsig -0.016 -0.142 -0.202 1.000
c -0.029 -0.230 -0.422 0.144 1.000
Γ -0.087 -0.841 -0.524 0.179 0.310 1.000
