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Abstract
In this paper we show that the system of difference equations
xn = ayn−k +
dyn−kxn−(k+l)
bxn−(k+l) + cyn−l




where n ∈ N0, k and l are positive integers, the parameters a, b, c, d, α, β, γ, δ are real
numbers and the initial values x−j , y−j , j = 1, k + l, are real numbers, can be solved
in the closed form. We also determine the asymptotic behavior of solutions for the case
l = 1 and describe the forbidden set of the initial values using the obtained formulas. Our
obtained results significantly extend and develop some recent results in the literature.
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1. Introduction and preliminaries
For the past two decades there has been an intense interest in nonlinear difference
equations, see [2,5–7,18,36,37,40,42,44]. In the meantime, the two-dimensional or three-
dimensional systems of these equations have become the center of interest of researchers.
See, for example, [9, 16, 17, 22, 25, 34, 38, 43, 45, 46, 48]. Theoretically, it is very important
to characterize the behavior of the solutions of these equations and systems. Although
many methods are proposed by researchers, the most basic method to do this is to find a
closed formula of the solution of the equation or system and analyze it. In [21], McGrath




xn, n ∈ N0, (1.1)
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where the parameters a, b, c, d, and the initial values are real numbers. The authors solved
Eq. (1.1) and investigated the existence and behavior of the solution of Eq. (1.1) by using
some known results. In [39], Tollu et al. considered the following difference equations
xn = αxn−k +
δxn−kxn−(k+l)
βxn−(k+l) + γxn−l
, n ∈ N0, (1.2)
where k and l are fixed natural numbers, α, β, γ, δ ∈ R, and the initial values x−i,
i = 1, k + l, are real numbers. The authors showed that Eq. (1.2) is solvable in closed
form and presented formulas for the solutions. They also studied the long-term behavior
of the solutions of Eq. (1.2). Some particular cases of the extension of Eq. (1.2) have been
studied recently in papers [11–14, 33]. More precisely, Eq. (1.2) in the case α = 0, δ =
1, β = 1, γ = ±1 was studied in [11, 12] and in [33] the case α = 0, δ = 1 was studied,
while in [13, 14] the case k = 1, l = 1 and k = 2, l = 2 were studied. Eq. (1.1) and Eq.








, n ∈ N0, (1.3)
where k and l are fixed natural numbers. If the equation yn = f (yn−l) , n ∈ N0, is a
solvable type, then Eq. (1.3) is solvable, too.
On the other hand, in [41], Eq. (1.2) in the case α = 0, δ = 1, β = ±1, γ = ±1 was







, n ∈ N0, (1.4)
with real nonzero initial values x−i, y−i, for i = 0, 1, such that some of their solutions
are associated to Fibonacci numbers and some of their solution formulas were proved by
induction. However, the formulas have not been confirmed by some theoretical explana-
tions.
In this paper, we give some theoretical explanations for the formulas of solutions of the
difference equations system given in (1.4). Moreover, we show that the following more
general difference equation system
xn = ayn−k +
dyn−kxn−(k+l)
bxn−(k+l) + cyn−l
, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0, (1.5)
where k and l are positive integers, a, b, c, d, α, β, γ, δ ∈ R, and the initial values x−j ,
y−j , j = 1, k + l, are real numbers, can be solved closed form. Also, we investigate some
particular cases of system (1.5) and give a study of the long-term behavior of its solutions
for the case l = 1. Finally, we also give natural explanation for the formulas presented in
[41].
For more works on the topic, see, for example, [3, 4, 8, 10, 23, 24, 26–32, 35, 47] and the
references therein. Also, see the books [1, 15,20].
Now, we should recall that the Fibonacci sequence {Fn}∞n=0 is defined by
Fn+2 = Fn+1 + Fn, n ∈ N0, (1.6)
with the initial values F0 and F1. Considering [19], the characteristic equation of (1.6)







2 . Thus, the Binet’s Formula for Fibonacci sequence, Fn =
αn−βn
α−β , can be thought
as a solution of Fibonacci sequence. Also, it is obtained to extend negatively subscripted
Fibonacci sequence as
F−n = F−n+2 − F−n+1 = (−1)n+1 Fn, n ∈ N0. (1.7)
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2. Solvability of system (1.5)
In this section we show that the system (1.5) is solvable in closed form. First, we write
































, n ≥ −l, (2.1)
in the last expressions, we get the system of equations
un =
acvn−l + ab + d
cvn−l + b
, vn =
αγun−l + αβ + δ
γun−l + β
, n ∈ N0, (2.2)
where the parameters a, b, c, d, α, β, γ, δ, in the new variables un and vn. By using the
first equation of (2.2) in its second equation and its second equation in its first equation,
we obtain the independent equations
un =
(acαγ + abγ + dγ) un−2l + acαβ + acδ + abβ + dβ
(cαγ + bγ) un−2l + cαβ + cδ + bβ
, n ≥ l, (2.3)
and
vn =
(acαγ + cαβ + cδ) vn−2l + abαγ + αγd + αβb + δb
(γac + βc) vn−2l + γab + γd + bβ
, n ≥ l. (2.4)
If we apply the decomposition of indexes n → 2lm+i, for m ≥ −1 and i ∈ {l, l+1, . . . , 3l−
1}, to (2.3) and (2.4), they become
u2lm+i =
(acαγ + abγ + dγ) u2l(m−1)+i + acαβ + acδ + abβ + dβ
(cαγ + bγ)u2l(m−1)+i + cαβ + cδ + bβ
, m ∈ N0, (2.5)
v2lm+i =
(acαγ + cαβ + cδ)v2l(m−1)+i + abαγ + αγd + αβb + δb
(γac + βc)v2l(m−1)+i + γab + γd + bβ
, m ∈ N0. (2.6)
Let u(i)m = u2lm+i, v
(i)
m = v2lm+i, for some m ≥ −1 and i ∈ {l, l + 1, . . . , 3l − 1}. Then
equations in (2.5)-(2.6) can be written as the following:
u(i)m =
(acαγ + abγ + dγ) u(i)m−1 + acαβ + acδ + abβ + dβ
(cαγ + bγ) u(i)m−1 + cαβ + cδ + bβ
, m ∈ N0, (2.7)
v(i)m =
(acαγ + cαβ + cδ) v(i)m−1 + abαγ + αγd + αβb + δb
(γac + βc) v(i)m−1 + γab + γd + bβ
, m ∈ N0, (2.8)
which is essentially in the form of Riccati difference equation. If we use the change of
variables
u(i)m =
acαγ + abγ + dγ + cαβ + cδ + bβ
cαγ + bγ
rm −
cαβ + cδ + bβ
cαγ + bγ
, m ≥ −1, (2.9)
where cαγ + bγ ̸= 0, in Eq. (2.7) and the change of variables
v(i)m =
acαγ + abγ + dγ + cαβ + cδ + bβ
γac + βc
sm −
γab + γd + bβ
γac + βc
, m ≥ −1, (2.10)
where γac + βc ̸= 0, in Eq. (2.8), then (2.7) and (2.8) are transformed into the following
equations:
rm = 1 −
R
rm−1
, sm = 1 −
R
sm−1
, m ∈ N0, (2.11)
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where acαγ +abγ +dγ +cαβ +cδ +bβ ̸= 0 and R = cdγδ(acαγ+abγ+dγ+cαβ+cδ+bβ)2 , respectively.
The equations in (2.11) can be transformed into the following equations:
zm+1 = zm − Rzm−1, m ∈ N0, (2.12)
ẑm+1 = ẑm − Rẑm−1, m ∈ N0, (2.13)
by means of the changes of variables rm = zm+1zm with the initial values z−1 = 1 and
z0 = r−1 and sm = ẑm+1ẑm with the initial values ẑ−1 = 1 and ẑ0 = s−1, respectively. (2.12)
and (2.13) are in the same form and have the characteristic equation λ2 − λ + R = 0.




















if R = 14 ,













if R = 14 ,
m ≥ −1, (2.15)











if R ̸= 14 ,
2r−1+(2r−1−1)(m+1)
4r−1+(4r−1−2)m if R =
1
4 ,







if R ̸= 14 ,
2s−1+(2s−1−1)(m+1)
4s−1+(4s−1−2)m if R =
1
4 ,
m ≥ −1, (2.17)
















































































































where A = acαγ+abγ+dγ+cαβ+cδ+bβ, B1 = cαγ+bγ, C1 = cαβ+cδ+bβ, B2 = γac+βc,
C2 = γab + γd + βb, G1 = λ1B1 xi−2lyi−2l−k + λ1C1 − RA, G2 = λ2B1
xi−2l
yi−2l−k
+ λ2C1 − RA,
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K1 = λ1B2 yi−2lxi−2l−k + λ1C2 − RA, K2 = λ2B2
yi−2l
xi−2l−k
+ λ2C2 − RA, H1 = 2B1 xi−2lyi−2l−k + 2C1,
H2 = 2B2 yi−2lxi−2l−k + 2C2 for i ∈ {l, l + 1 . . . , 3l − 1}. From (2.1) we have that
xn = unyn−k = unvn−kxn−2k, yn = vnxn−k = vnun−kyn−2k, n ≥ k − l, (2.22)
x2km+i = u2km+iy2km+i−k = u2km+iv2km+i−kx2k(m−1)+i, m ∈ N0, (2.23)
y2km+i = v2km+ix2km+i−k = v2km+iu2km+i−ky2k(m−1)+i, m ∈ N0, (2.24)










for every m ∈ N0 and i = k − l, 3k − l − 1. Since every non-negative integer can be written








v2ks+2kj+iu2ks+2kj+i−k, m1 ∈ N0, (2.28)
where j ∈ {0, 1, . . . , l − 1} and i = k − l, 3k − l − 1.
By the following theorem, we characterize the forbidden set of the initial values for the
system (1.5).
Theorem 2.1. The forbidden set of the initial values for system (1.5) is the union of two
sets {−→
















= (g ◦ f)−m (K1)










X = (x−k−l, x−k−l+1, . . . , x−1, y−k−l, y−k−l+1, . . . , y−1), K1 = − bβ+cαβ+cδbγ+cαγ ,
K2 = − bβ+abγ+dγcβ+acγ .
Proof. Let (xn, yn)n≥−k−l be a solution of the system (1.5). If x−j = 0 or y−j = 0 for
some j = 1, k, then xn cannot be calculated after a term yn0 , n0 ∈ N0. For example,
if x−k = 0, then y0 = 0, and so xl cannot be calculated. For the dual of this case, the
result is same, too. That is, if y−k = 0, then x0 = 0, and so yl cannot be calculated. For
the other initial values, the case is not same. Because, if x−j = 0 or y−j = 0 for some
j = k + 1, k + l, then xn ̸= 0, yn ̸= 0 for n ≥ 0. So, we incorporate the set{−→
X : x−j = 0 or y−j = 0, j = 1, k
}
in the forbidden set. Now, we suppose that xn ̸= 0 and yn ̸= 0. The solution (xn, yn)n≥−k−l
of the system (1.5) is not defined if and only if bxn−(k+l)+cyn−l = 0 and βyn−(k+l)+γxn−l =
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= −βγ for n ≥ −k − l,








for n ∈ N0. Now, we again consider the system (2.2) and the functions
g (t) = act + ab + d
ct + b
, f (t) = αγt + αβ + δ
γt + β
which correspond to the equations of (2.2). Hence, we can describe the solutions of (2.7)
and (2.8) as follows:
v
(i)






































for m ≥ 0. By using (2.29) and the implicit forms (2.30)-(2.33), we have
v
(i)

















= (g ◦ f)−m
(























= (f ◦ g)−m
(





g−1 (t) = −bt + ab + d
ct − ac
, f−1 (t) = −βt + αβ + δ
γt − αγ
,
respectively. This means that if one of the conditions in (2.34)-(2.37) holds, then 2m − th
iteration or (2m + 1) − th iteration in (2.2) cannot be calculated. Consequently, desired
result follows from (2.1). Also, note that system associated with the functions f−1 and
g−1 is
wn =
−bw̃n−l + ab + d
cw̃n−l − ac
, w̃n =
−βwn−l + αβ + δ
γwn−l − αγ
, n ∈ N0,
and is solvable. That is, the right hand sides of the equalities in (2.34)-(2.37) can be
obtained in the closed form. 
3. Some special cases of the system (1.5)
In this section we deal with some special cases of the system (1.5). We note that the
system (1.5) is trivial, if a = d = 0 or α = δ = 0 and can be undefined, if b = c = 0 or
β = γ = 0. So, we consider definable cases.
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3.1. Case d = 0
If d = 0 then the system (1.5) reduces to the following system
xn = ayn−k, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0.
By using the changes of variables in (2.1) we get
un = a, vn =
αγa + αβ + δ
γa + β
. (3.1)
Putting (3.1) in (2.27) and (2.28), we get solutions of the system (1.5).
3.2. Case δ = 0
If δ = 0 then the system (1.5) reduces to the following system
xn = ayn−k +
dyn−kxn−(k+l)
bxn−(k+l) + cyn−l
, yn = αxn−k, n ∈ N0.
This case is dual of previous case. By using the changes of variables in (2.1) we get
un =
acα + ab + d
cα + b
, vn = α (3.2)
Putting (3.2) in (2.27) and (2.28), we get solutions of the system (1.5).
3.3. Case d = δ = 0
If d = δ = 0 then the system (1.5) reduces to the following linear system
xn = ayn−k, yn = αxn−k, n ∈ N0,
which is one of simplest cases. By using the changes of variables in (2.1) we get
un = a, vn = α (3.3)
Putting (3.3) in (2.27) and (2.28), we get solutions of the system (1.5).
3.4. Case c = 0






yn−k, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0.





αβb + αγab + αγd + bδ
βb + γab + γd
. (3.4)
Putting (3.4) in (2.27) and (2.28), we get solutions of the system (1.5).
3.5. Case γ = 0
If γ = 0 then the system (1.5) reduces to the following system








xn−k, n ∈ N0.
By using the changes of variables in (2.1) we get
un =
abβ + acαβ + acδ + βd





Putting (3.5) in (2.27) and (2.28), we get solutions of the system (1.5).
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3.6. Case c = γ = 0











xn−k, n ∈ N0.








Putting (3.6) in (2.27) and (2.28), we get solutions of the system (1.5).
3.7. Case a = c = 0






yn−k, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0.





αγd + αβb + δb
γd + βb
. (3.7)
Putting (3.7) in (2.27) and (2.28), we get solutions of the system (1.5).
3.8. Case α = γ = 0
If α = γ = 0 then the system (1.5) reduces to the following system






xn−k, n ∈ N0.
By using the changes of variables in (2.1) we get
un =






Putting (3.8) in (2.27) and (2.28), we get solutions of the system (1.5).
3.9. Case a = c = α = γ = 0







xn−k, n ∈ N0.








Putting (3.9) in (2.27) and (2.28), we get solutions of the system (1.5).
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3.10. Case a = b = 0




, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0. (3.10)
By using the changes of variables in (2.1), we get un = dcvn−l from the first equation of
(3.10) and so
vn =
(αβc + δc) vn−2l + αγd
βcvn−2l + γd
, n ≥ l, (3.11)




























+ λjC10 − R10A10, P10 = 2B10 yi−2lxi−2l−k + 2C10 for j ∈ {1, 2}, i = l, 3l − 1.








































if R10 = 14 .
(3.15)




+ λjC10 − R10A10, P̂10 = 2B10 yi−2lxi−2l−k + 2C10 for r = 0, l − 1, i1 ∈ {0, 1},
j ∈ {1, 2}, i = l, 3l − 1. Putting (3.12) and (3.15) in (2.27) and (2.28), we get solutions of
the system (1.5).
3.11. Case α = β = 0
This case is dual of the previous case and reduces the system (1.5) to the following
system






, n ∈ N0. (3.16)
By using the changes of variables in (2.1), the system (3.16) is transformed into the system
un =
(abγ + dγ) un−2l + acδ
bγun−2l + cδ
, n ≥ l, vn =
δ
γun−l
, n ∈ N0. (3.17)
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+ λjC11 − R11A11, P11 = 2B11 xi−2lyi−2l−k + 2C11 for j ∈ {1, 2}, i = l, 3l − 1.








































if R11 = 14 ,
(3.21)




+ λjC11 − R11A11, P̂11 = 2B11 xi−2lyi−2l−k + 2C11 for r = 0, l − 1, i1 ∈ {0, 1},
j ∈ {1, 2}, i = l, 3l − 1. Putting (3.18) and (3.21) in (2.27) and (2.28), we get solutions of
the system (1.5).
3.12. Case a = b = α = β = 0







, n ∈ N0.







vn−2l, n ≥ l, (3.22)














where m ∈ N0 and i ∈ {l, l + 1, . . . , 3l − 1}. Putting (3.23) in (2.27) and (2.28), we get
solutions of the system (1.5).
3.13. Case b = 0
If b = 0, then the system (1.5) reduces to the following system
xn = ayn−k +
dyn−kxn−(k+l)
cyn−l
, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0. (3.24)





αγun−l + αβ + δ
γun−l + β
, n ∈ N0. (3.25)
From (3.25), we get the equations
un =
(acαγ + dγ) un−2l + acαβ + acδ + βd
cαγun−2l + cαβ + cδ
,
vn =
(αγac + αβc + δc) vn−2l + αγd
(γac + βc) vn−2l + γd
, n ≥ l.
(3.26)
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if R13 = 14 ,
(3.28)
where R13 = dγcδ(acαγ+dγ+cαβ+cδ)2 , A13 = acαγ + dγ + cαβ + cδ, B13 = cαγ, C13 = cαβ + cδ,




λjĈ13 − R13A13, P13 = 2B13 xi−2lyi−2l−k + 2C13, P̂13 = 2B̂13
yi−2l
xi−2l−k
+ 2Ĉ13 for j ∈ {1, 2},
i ∈ {l, l + 1, . . . , 3l − 1}. Putting (3.27) and (3.28) in (2.27) and (2.28), we get solutions
of the system (1.5).
3.14. Case β = 0
This case is dual of the previous case. Hence, in this case, the system (1.5) is as follows:
xn = ayn−k +
dyn−kxn−(k+l)
bxn−(k+l) + cyn−l
, yn = αxn−k +
δxn−kyn−(k+l)
γxn−l
, n ∈ N0. (3.29)
By using (2.1), we get the system
un =





, n ∈ N0, (3.30)
from (3.29). Therefore, from the system (3.30), we get
un =
(acαγ + abγ + dγ) un−2l + acδ
(cαγ + bγ) un−2l + cδ
,
vn =
(acαγ + δc) vn−2l + abαγ + αγd + δb
γacvn−2l + γab + γd
, n ≥ l.
(3.31)













































if R14 = 14 ,
(3.33)
where R14 = dγcδ(acαγ+abγ+dγ+cδ)2 , A14 = acαγ + abγ + dγ + cδ, B14 = cαγ + bγ, C14 = cδ,




λjĈ14 − R14A14, P14 = 2B14 xi−2lyi−2l−k + 2C14, P̂14 = 2B̂14
yi−2l
xi−2l−k
+ 2Ĉ14 for j ∈ {1, 2},
i ∈ {l, l + 1, . . . , 3l − 1}. Putting (3.32) and (3.33) in (2.27) and (2.28), we get solutions
of the system (1.5).
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3.15. Case b = β = 0
If b = β = 0 then the system (1.5) reduces to the following system
xn = ayn−k +
dyn−kxn−(k+l)
cyn−l
, yn = αxn−k +
δxn−kyn−(k+l)
γxn−l
, n ∈ N0.







, n ∈ N0. (3.34)
From the system (3.34) we get
un =
(acαγ + γd) un−2l + acδ
cαγun−2l + cδ
, vn =
(αγac + δc) vn−2l + αγd
γacvn−2l + γd
, n ≥ l. (3.35)













































if R15 = 14
(3.37)
where R15 = cdγδ(acαγ+dγ+cδ)2 , A15 = acαγ + γd + cδ, B15 = cαγ, C15 = cδ, B̂15 = γac,
Ĉ15 = γd, P15j = λjB15 xi−2lyi−2l−k + λjC15 − R15A15, P̂15j = λjB̂15
yi−2l
xi−2l−k
+ λjĈ15 − R15A15,
P15 = 2B15 xi−2lyi−2l−k + 2C15, P̂15 = 2B̂15
yi−2l
xi−2l−k
+ 2Ĉ15 for j ∈ {1, 2}, i ∈ {l, l + 1, . . . , 3l − 1}.
Putting (3.36) and (3.37) in (2.27) and (2.28), we get solutions of the system (1.5).
3.16. Case abcd ̸= 0
Here we deal with the case when abcd ̸= 0. Since in this case the system (1.5) can be
written in the form of
xn = ayn−k +
yn−kxn−(k+l)
b1xn−(k+l) + c1yn−l
, yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0,
with b1 = bd and c1 =
c
d , we may assume that d = 1. Hence we will consider the system




yn = αxn−k +
δxn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0,
(3.38)




(abγ + γ + acαγ) xn−2lyn−(k+2l) + abβ + β + acαβ + acδ













, n ≥ l.
(3.39)
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Remark 3.1. For abcαβγδ ̸= 0 in the system (1.5), it is easy to see that there is the
degenerate case ∣∣∣∣ acαγ + abγ + dγ acαβ + acδ + abβ + dβcαγ + bγ cαβ + cδ + bβ
∣∣∣∣ = 0
if and only if d = 0. Hence, we avoid the degenerate case via the assumption d ̸= 0.
3.16.1. The case abγ+γ+acαγ+bβ+cαβ+cδ = 0. If abγ+γ+acαγ+bβ+cαβ+cδ = 0,




− (bβ + cαβ + cδ) xn−2lyn−(k+2l) +
−β(bβ+cαβ+cδ)+acγδ
γ













, n ≥ l,
(3.40)
from (3.39). By using the change of variables (2.1), we get the system
un =
− (bβ + cαβ + cδ) un−2l + −β(bβ+cαβ+cδ)+acγδγ
(bγ + cαγ) un−2l + bβ + cαβ + cδ
,
vn =
αγun−l + (αβ + δ)
γun−l + β
, n ≥ l,
(3.41)
which can be written as
(bγ + cαγ) un + bβ + cαβ + cδ =
abcγδ + ac2αγδ + c2αβδ + cδbβ + c2δ2
(bγ + cαγ) un−2l + bβ + cαβ + cδ
,
vn =
αγun−l + (αβ + δ)
γun−l + β
, n ≥ l.
(3.42)
By applying the change of variables (bγ + cαγ) un + bβ + cαβ + cδ = tn to the system
(3.42), we obtain
tn =
abcγδ + ac2αγδ + c2αβδ + cδbβ + c2δ2
tn−2l
= tn−4l
= cj , n ≥ 3l, j = 1, 4l,
(3.43)
where each cj is a constant which dependents to the initial values x−i, y−i, i = 1, k + l.
Consequently, by using (bγ + cαγ) un + bβ + cαβ + cδ = tn and considering the system
(3.42), we get
un =
tn − (bβ + cαβ + cδ)
bγ + cαγ
, n ≥ −l, vn =
αtn−l + δb
tn−l − cδ
, n ∈ N0. (3.44)
Putting (3.44) in (2.27) and (2.28), we get solutions of the system (1.5).
3.17. Case αβγδ ̸= 0
Here we deal with the case when αβγδ ̸= 0. Since in this case the system (1.5) can be
written in the form of
xn = ayn−k +
dyn−kxn−(k+l)
bxn−(k+l) + cyn−l
, yn = αxn−k +
xn−kyn−(k+l)
β1yn−(k+l) + γ1xn−l
, n ∈ N0,
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with β1 = βδ and γ1 =
γ
δ , we may assume that δ = 1. Hence we will consider the system




yn = αxn−k +
xn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0,
(3.45)
















(αβc + c + αγac) yn−2lxn−(k+2l) + αβb + b + αγab + αγd
(βc + γac) yn−2lxn−(k+2l) + βb + γab + γd
, n ≥ l.
(3.46)
Remark 3.2. For αβγabcd ̸= 0 in the system (1.5), it is easy to see that there is the
degenerate case ∣∣∣∣ αγac + αβc + δc αγab + αγd + αβb + δbγac + βc γab + γd + βb
∣∣∣∣ = 0
if and only if δ = 0. Hence, we avoid the degenerate case via the assumption δ ̸= 0.
3.17.1. The case αβc+c+αγac+βb+γab+γd = 0. If αβc+c+αγac+βb+γab+γd = 0,
















− (βb + γab + γd) yn−2lxn−(k+2l) +
−b(βb+γab+γd)+αγcd
c
(βc + γac) yn−2lxn−(k+2l) + βb + γab + γd
, n ≥ l,
(3.47)
from (3.46). By using the change of variables (2.1), we get the system
un =




− (βb + γab + γd) vn−2l + −b(βb+γab+γd)+αγcdc
(βc + γac) vn−2l + βb + γab + γd
, n ≥ l,
(3.48)
which can be written as
un =
acvn−l + (ab + d)
cvn−l + b
, n ≥ l,
(βc + γac) vn + βb + γab + γd =
αβγcd + αγ2acd + γ2abd + γdβb + γ2d2
(βc + γac) vn−2l + βb + γab + γd
, n ≥ l.
(3.49)
Next, by applying the change of variables (βc + γac) vn + βb + γab + γd = t̂n to the
system (3.49), we obtain
t̂n =
αβγcd + αγ2acd + γ2abd + γdβb + γ2d2
t̂n−2l
= t̂n−4l
= dj , n ≥ 3l, j = 1, 4l,
(3.50)
where each dj is a constant which dependents to the initial values x−i, y−i, i = 1, k + l.
Consequently, by using (βc + γac) vn + βb + γab + γd = t̂n and considering the system





, n ∈ N0, vn =
t̂n − (βb + γab + γd)
βc + γac
, n ≥ −l. (3.51)
Putting (3.51) in (2.27) and (2.28), we get solutions of the system (1.5).
3.18. Case abcdαβγδ ̸= 0
Here we deal with the case when abcdαβγδ ̸= 0. Since in this case the system (1.5) can
be written in the form of
xn = ayn−k +
yn−kxn−(k+l)
b2xn−(k+l) + c2yn−l
, yn = αxn−k +
xn−kyn−(k+l)
β2yn−(k+l) + γ2xn−l
, n ∈ N0,
with b2 = bd , c2 =
c
d , β2 =
β
δ and γ2 =
γ
δ , we may assume that d = 1 and δ = 1. Hence we
will consider the system




yn = αxn−k +
xn−kyn−(k+l)
βyn−(k+l) + γxn−l
, n ∈ N0,
(3.52)




(abγ + acαγ + γ) xn−2lyn−(k+2l) + abβ + β + acαβ + ac
(bγ + cαγ) xn−2lyn−(k+2l) + bβ + cαβ + c




(αβc + αγac + c) yn−2lxn−(k+2l) + αβb + b + αγab + αγ
(βc + γac) yn−2lxn−(k+2l) + βb + γab + γ
, n ≥ l.
(3.53)
Remark 3.3. For abcαβγ ̸= 0 in the system (1.5), it is easy to see that there is the
degenerate case ∣∣∣∣ acαγ + abγ + dγ acαβ + acδ + abβ + dβcαγ + bγ cαβ + cδ + bβ
∣∣∣∣ = 0,∣∣∣∣ αγac + αβc + δc αγab + αγd + αβb + δbγac + βc γab + γd + βb
∣∣∣∣ = 0,
if and only if d = 0 and δ = 0. Hence, we avoid the degenerate case via the assumptions
d ̸= 0 and δ ̸= 0.
3.18.1. The case abγ +acαγ +bβ +cαβ +c+γ = 0. If abγ +acαγ +bβ +cαβ +c+γ = 0,




− (bβ + cαβ + c) xn−2lyn−(k+2l) +
−β(bβ+cαβ+c)+acγ
γ
(bγ + cαγ) xn−2lyn−(k+2l) + bβ + cαβ + c




− (βb + γab + γ) yn−2lxn−(k+2l) +
−b(βb+γab+γ)+αγc
c
(βc + γac) yn−2lxn−(k+2l) + βb + γab + γ
, n ≥ l,
(3.54)
from (3.53). By using the change of variables (2.1), we get the system
un =
− (bβ + cαβ + c) un−2l + −β(bβ+cαβ+c)+acγγ
(bγ + cαγ) un−2l + bβ + cαβ + c
, n ≥ l,
vn =
− (βb + γab + γ) vn−2l + −b(βb+γab+γ)+αγcc
(βc + γac) vn−2l + βb + γab + γ
, n ≥ l,
(3.55)
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which can be written as
(bγ + cαγ) un + bβ + cαβ + c =
abcγ + ac2αγ + cbβ + c2αβ + c2
(bγ + cαγ) un−2l + bβ + cαβ + c
, n ≥ l,
(βc + γac) vn + βb + γab + γ =
αβγc + αγ2ac + γβb + γ2ab + γ2
(βc + γac) vn−2l + βb + γab + γ
, n ≥ l.
(3.56)
Next, by applying the change of variables (bγ + cαγ) un+bβ+cαβ+c = kn and (βc + γac) vn+
βb + γab + γ = k̂n to the system (3.56), we obtain
kn =
abcγ + ac2αγ + cbβ + c2αβ + c2
kn−2l
= kn−4l = ej , n ≥ 3l, j = 1, 4l,
k̂n =
αβγc + αγ2ac + γβb + γ2ab + γ2
k̂n−2l
= k̂n−4l = êj , n ≥ 3l, j = 1, 4l,
(3.57)
where each ej and êj are constants which dependent to the initial values x−i, y−i, i =
1, k + l. Consequently, by using (bγ + cαγ) un + bβ + cαβ + c = kn and (βc + γac) vn +
βb + γab + γ = k̂n, we get
un =
kn − (bβ + cαβ + c)
bγ + cαγ
, vn =
k̂n − (βb + γab + γ)
βc + γac
, n ≥ −l. (3.58)
Putting (3.58) in (2.27) and (2.28), we get solutions of the system (1.5).
4. Long-term behavior of the system for abcαβγ ̸= 0 when l = 1
In this section, we investigate the long-term behavior of the solutions of the system
(1.5) when l = 1, abcαβγ ̸= 0. In this case, we get the system
xn = ayn−k +
yn−kxn−k−1
bxn−k−1 + cyn−1
, yn = αxn−k +
xn−kyn−k−1
βyn−k−1 + γxn−1
, n ∈ N0. (4.1)


























































































































if R̃ = 14 ,
(4.3)
where R̃ = cγ(acαγ+abγ+γ+cαβ+c+bβ)2 , D = acαγ + abγ + cαβ + bβ + c + γ, E1 = cαγ + bγ,
F1 = cαβ + c + bβ, E2 = γac + βc, F2 = γab + γ + βb, Z1 = 2E1 xi−2yi−k−2 + 2F1, Z2 =
2E2 yi−2xi−k−2 + 2F2, Nj := λjE1
xi−2
yi−k−2
+ λjF1 − R̃D and Tj := λjE2 yi−2xi−k−2 + λjF2 − R̃D for
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i ∈ {1, 2}, j ∈ {1, 2}, k ∈ N and r ∈ Sk,i, where
Sk,i =
{
{k−i−12 + i1; i1 = 0, k − 1} if (k − i) odd,
{⌊k−i−12 ⌋ + i1; i1 = 1, k} if (k − i) even.











, Lj := Dλj−F1E1 , Mj :=
Dλj−F2
E2




+ λjF2 − R̃D for i ∈ {1, 2} and j ∈ {1, 2}. Then the following statements are
true.
(a) If |λ1| > |λ2| and |L1M1| < 1, then xn → 0 and yn → 0, as n → ∞.
(b) If |λ1| > |λ2| and |L1M1| > 1, then |xn| → ∞ and |yn| → ∞, as n → ∞.
(c) If |λ1| > |λ2| and L1M1 = 1, then (xn)n≥−k−1 and (yn)n≥−k−1 are convergent.
(d) If |λ1| > |λ2| and L1M1 = −1, then (x2kn+2r+i)n∈N0 and (y2kn+2r+i)n∈N0, for
i ∈ {1, 2}, r ∈ Sk,i are convergent.
(e) If |λ1| < |λ2| and |L2M2| < 1, then xn → 0 and yn → 0, as n → ∞.
(f) If |λ1| < |λ2| and |L2M2| > 1, then |xn| → ∞ and |yn| → ∞, as n → ∞.
(g) If |λ1| < |λ2| and L2M2 = 1, then (xn)n≥−k−1 and (yn)n≥−k−1 are convergent.
(h) If |λ1| < |λ2| and L2M2 = −1, then (x2kn+2r+i)n∈N0 and (y2kn+2r+i)n∈N0, for





































































for n1 ∈ N0, i ∈ {1, 2} and r ∈ Sk,i. Then, if |λ1| > |λ2|, we get
lim
n1→∞
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for each i ∈ {1, 2}. From (4.2), (4.3), and (4.6), the results follow from the assumptions in
(a) and (b). For each i ∈ {1, 2} and sufficiently large n1, (4.4) and (4.5) can be written as
a(r)n1 =















































































































































































1584 M. Kara, Y. Yazlik, D.T. Tollu
From (4.2), (4.3), (4.7), and (4.8), the results in (c) can be seen easily. For each i ∈ {1, 2}
and sufficiently large n1, (4.4) and (4.5) can be again written as
a(r)n1 =



























































































































































































From (4.2), (4.3), (4.9), and (4.10), the results in (d) can be seen easily. Proofs of the
(e)-(h) are not given in here since they could be obtained similar with proofs of the (a)-
(d). 
Theorem 4.2. Assume that R̃ = cγ(acαγ+abγ+γ+cαβ+c+bβ)2 =
1
4 , xi−k−2 yi−k−2 ̸= 0 for




Then the following statements are true.
(a) If | (D−2F1)(D−2F2)4E1E2 | < 1, then xn → 0 and yn → 0, as n → ∞.
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(b) If | (D−2F1)(D−2F2)4E1E2 | > 1, then |xn| → ∞ and |yn| → ∞, as n → ∞.
(c) If | (D−2F1)(D−2F2)4E1E2 | = 1 and
(D−2F1)(D−2F2)
2D(D−F1−F2) > 0, then |xn| → ∞ and |yn| → ∞, as
n → ∞.
(d) If | (D−2F1)(D−2F2)4E1E2 | = 1 and
(D−2F1)(D−2F2)
2D(D−F1−F2) < 0, then xn → 0 and yn → 0, as
n → ∞.
Proof. If R = cγ(acαγ+abγ+γ+cαβ+c+bβ)2 =
1







Z1 + (Z1 − D)(kn1 + r + 1)








Z2 + (Z2 − D)(kn1 + r + ⌊ i−k−12 ⌋ + 1)









Z2 + (Z2 − D)(kn1 + r + +1)








Z1 + (Z1 − D)(kn1 + r + ⌊ i−k−12 ⌋ + 1)




for every n1 ∈ N0, i ∈ {1, 2} and r ∈ Sk,i. If at least one of the coefficients of n1 is different














= D−2F22E2 for i ∈ {1, 2},
we get the equality (4.13). From (4.13), the results follow from the assumptions in (a)


















































































From (4.14), by using the fact that
∑n1
j1=1(1/j1) → ∞ as n1 → ∞, then the statements
easily follow. 
5. Some other applications
Now, we will give theoretical explanations for the formulas of solutions of difference
equations systems given in [41] as some applications of the main results in Section 2.







, n ∈ N0. (5.1)
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5.1. Case b = c = d = β = γ = δ = 1
We will derive the solution forms of the system (5.1) with b = c = d = β = γ = δ = 1,







, n ∈ N0, (5.2)
given in [41], through analytical approach. Also, the general solutions of the system (5.2)
are expressed in terms of Fibonacci numbers. Now, to begin with, taking b = c = d = β =
γ = δ = 1 in (2.12)-(2.13), we have
qm+1 − qm +
1
9
qm−1 = 0, m ∈ N0. (5.3)
The characteristic equation of (5.3) can be clearly obtained as of the form λ2 − λ + 19 = 0,



























3 . On the
other hand, taking into account A = 3, B1 = B2 = 1, C1 = C2 = 2 and the Binet Formula
for Fibonacci numbers, we can rewrite the equations in (2.18)-(2.19) as
u2m+i = 3
(λ1ui−2 + 2λ1 − 13)λ
m+1
1 − (λ2ui−2 + 2λ2 − 13)λ
m+1
2
(λ1ui−2 + 2λ1 − 13)λ
m





(λ1vi−2 + 2λ1 − 13)λ
m+1
1 − (λ2vi−2 + 2λ2 − 13)λ
m+1
2
(λ1vi−2 + 2λ1 − 13)λ
m




for m ∈ N0, i ∈ {1, 2}.
Using the relations α̂β̂ = −1, α̂2 + β̂ = 2, β̂2 + α̂ = 2 in (5.4)-(5.5) we get
u2m+i =
(α̂2m+4 − β̂2m+4)ui−2 + (α̂2m+6 − β̂2m+6) − (α̂2m+3 − β̂2m+3) − (α̂2m+2 − β̂2m+2)
(α̂2m+2 − β̂2m+2)ui−2 + (α̂2m+4 − β̂2m+4) − (α̂2m+1 − β̂2m+1) − (α̂2m − β̂2m)
− 2
= F2m+4ui−2 + F2m+6 − F2m+3 − F2m+2
F2m+2ui−2 + F2m+4 − F2m+1 − F2m
− 2





(α̂2m+4 − β̂2m+4)vi−2 + (α̂2m+6 − β̂2m+6) − (α̂2m+3 − β̂2m+3) − (α̂2m+2 − β̂2m+2)
(α̂2m+2 − β̂2m+2)vi−2 + (α̂2m+4 − β̂2m+4) − (α̂2m+1 − β̂2m+1) − (α̂2m − β̂2m)
− 2
= F2m+4vi−2 + F2m+6 − F2m+3 − F2m+2
F2m+2vi−2 + F2m+4 − F2m+1 − F2m
− 2




where Fn is n-th Fibonacci number, ui−2 = xi−2yi−3 , vi−2 =
yi−2
xi−3
. From (2.1), (5.2), and (5.6),
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By substituting the formulas in (5.8)-(5.11) into (2.27)-(2.28) and changing indexes, we
have the following results.
Theorem 5.1. Assume that (xn, yn)n≥−2 is a well-defined solution of the system (5.2).














, m ≥ −1,
where {Fn}∞n=0 = {0, 1, 1, 2, 3, 5, 8, 13, ...}, F−1 = 1.
5.2. Case b = −c = d = −β = −γ = δ = 1
We will derive the solution forms of the system (5.1) with b = −c = d = −β = −γ =







, n ∈ N0, (5.12)
given in [41], through analytical approach. Also, the general solutions of the system (5.12)
are expressed in terms of Fibonacci numbers. Now, to begin with, taking b = −c = d =
−β = −γ = δ = 1 in (2.12)-(2.13), we have
qm+1 − qm +
1
9
qm−1 = 0, m ∈ N0. (5.13)
The characteristic equation of (5.13) can be clearly obtained as of the form λ2 − λ + 19 = 0



























3 . On the
other hand, taking into account A = −3, B1 = −1, B2 = 1, C1 = C2 = −2 and the Binet
Formula for Fibonacci numbers, then we can rewrite the equations in (2.18)-(2.19) as
u2m+i = 3
(−λ1ui−2 − 2λ1 + 13)λ
m+1
1 − (−λ2ui−2 − 2λ2 + 13)λ
m+1
2
(−λ1ui−2 − 2λ1 + 13)λ
m





(λ1vi−2 − 2λ1 + 13)λ
m+1
1 − (λ2vi−2 − 2λ2 + 13)λ
m+1
2
(λ1vi−2 − 2λ1 + 13)λ
m




for m ∈ N0, i ∈ {1, 2}.
Using the relations α̂β̂ = −1, α̂2 + β̂ = 2, β̂2 + α̂ = 2 in (5.14)-(5.15) we get
u2m+i =
−(α̂2m+4 − β̂2m+4)ui−2 − (α̂2m+6 − β̂2m+6) + (α̂2m+3 − β̂2m+3) + (α̂2m+2 − β̂2m+2)
−(α̂2m+2 − β̂2m+2)ui−2 − (α̂2m+4 − β̂2m+4) + (α̂2m+1 − β̂2m+1) + (α̂2m − β̂2m)
− 2
= −F2m+4ui−2 − F2m+6 + F2m+3 + F2m+2−F2m+2ui−2 − F2m+4 + F2m+1 + F2m
− 2
= −F2m+1ui−2 − F2m+2−F2m+2ui−2 − F2m+3
,
(5.16)
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v2m+i = −
(α̂2m+4 − β̂2m+4)vi−2 − (α̂2m+6 − β̂2m+6) + (α̂2m+3 − β̂2m+3) + (α̂2m+2 − β̂2m+2)
(α̂2m+2 − β̂2m+2)vi−2 − (α̂2m+4 − β̂2m+4) + (α̂2m+1 − β̂2m+1) + (α̂2m − β̂2m)
+ 2
= −F2m+4vi−2 − F2m+6 + F2m+3 + F2m+2
F2m+2vi−2 − F2m+4 + F2m+1 + F2m
+ 2




where Fn is n-th Fibonacci number, ui−2 = xi−2yi−3 , vi−2 =
yi−2
xi−3
. From (2.1), (5.12), and






























By substituting the formulas in (5.18)-(5.21) into (2.27)-(2.28) and changing indexes, we
have the following results.
Theorem 5.2. Assume that (xn, yn)n≥−2 is a well-defined solution of the system (5.12).














, m ≥ −1,
where {Fn}∞n=0 = {0, 1, 1, 2, 3, 5, 8, 13, ...}, F−1 = 1.
5.3. Case b = −c = d = β = γ = δ = 1
We will derive the solution forms of the system (5.1) with b = −c = d = β = γ = δ = 1,







, n ∈ N0, (5.22)
given in [41], through analytical approach. Also, the general solutions of the system (5.22)
are expressed in terms of Fibonacci numbers. Now, to begin with, taking b = −c = d =
β = γ = δ = 1 in (2.12)-(2.13), we have
qm+1 − qm − qm−1 = 0, m ∈ N0. (5.23)
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The characteristic equation of (5.23) can be clearly obtained as of the form λ2 − λ − 1 = 0
with the roots λ1 = 1+
√
5




2 = β̂. On the other hand, taking into
account A = 1, B1 = 1, B2 = −1, C1 = 0, C2 = 2 and the Binet Formula for Fibonacci
numbers, we can rewrite the equations in (2.18)-(2.19) as for, m ∈ N0 and i ∈ {1, 2},
u2m+i =
(λ1ui−2 + 1)λm+11 − (λ2ui−2 + 1)λ
m+1
2
(λ1ui−2 + 1)λm1 − (λ2ui−2 + 1)λm2
, (5.24)
v2m+i = −
(−λ1vi−2 + 2λ1 + 1)λm+11 − (−λ2vi−2 + 2λ2 + 1)λ
m+1
2
(−λ1vi−2 + 2λ1 + 1)λm1 − (−λ2vi−2 + 2λ2 + 1)λm2
+ 2, (5.25)
for m ∈ N0, i ∈ {1, 2}.
Using the relations α̂β̂ = −1, α̂2 + β̂ = 2, β̂2 + α̂ = 2 in (5.24)-(5.25) we get
u2m+i =
(α̂m+2 − β̂m+2)ui−2 + (α̂m+1 − β̂m+1)
(α̂m+1 − β̂m+1)ui−2 + (α̂m − β̂m)





(α̂m+2 − β̂m+2)vi−2 − (α̂m+4 − β̂m+4)
−(α̂m+1 − β̂m+1)vi−2 + (α̂m+3 − β̂m+3)
+ 2
= Fm+2vi−2 − Fm+4
−Fm+1vi−2 + Fm+3
+ 2




where Fn is n-th Fibonacci number, ui−2 = xi−2yi−3 , vi−2 =
yi−2
xi−3
. From (2.1), (5.22) and






























By substituting the formulas in (5.28)-(5.31) into (2.27)-(2.28) and changing indexes, we
have the following results.
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Theorem 5.3. Assume that (xn, yn)n≥−2 is a well-defined solution of the system (5.22).














, m ≥ −1,
where {Fn}∞n=0 = {0, 1, 1, 2, 3, 5, 8, 13, ...}, F−1 = 1.
5.4. Case b = c = d = β = −γ = δ = 1
We will derive the solution forms of the system (5.1) with b = c = d = β = −γ = δ = 1,







, n ∈ N0, (5.32)
given in [41], through analytical approach. Also, the general solutions of the system (5.32)
are expressed in terms of Fibonacci numbers. Now, to begin with, taking b = c = d = β =
−γ = δ = 1 in (2.12)-(2.13), we have
qm+1 − qm − qm−1 = 0, m ∈ N0. (5.33)
The characteristic equation of (5.33) can be clearly obtained as of the form λ2 − λ − 1 = 0
with the roots λ1 = 1+
√
5




2 = β̂. On the other hand, taking into
account A = 1, B1 = −1, B2 = 1, C1 = 2, C2 = 0 and the Binet Formula for Fibonacci
numbers, then we can rewrite the equations in (2.18)-(2.19) as
u2m+i = −
(−λ1ui−2 + 2λ1 + 1)λm+11 − (−λ2ui−2 + 2λ2 + 1)λ
m+1
2
(−λ1ui−2 + 2λ1 + 1)λm1 − (−λ2ui−2 + 2λ2 + 1)λm2
+ 2, (5.34)
v2m+i =
(λ1vi−2 + 1)λm+11 − (λ2vi−2 + 1)λ
m+1
2
(λ1vi−2 + 1)λm1 − (λ2vi−2 + 1)λm2
, (5.35)
for m ∈ N0, i ∈ {1, 2}.
Using the relations α̂β̂ = −1, α̂2 + β̂ = 2, β̂2 + α̂ = 2 in (5.14)-(5.15) we get
u2m+i =
(α̂m+2 − β̂m+2)ui−2 − (α̂m+4 − β̂m+4)
−(α̂m+1 − β̂m+1)ui−2 + (α̂m+3 − β̂m+3)
+ 2
= Fm+2ui−2 − Fm+4
−Fm+1ui−2 + Fm+3
+ 2





(α̂m+2 − β̂m+2)vi−2 + (α̂m+1 − β̂m+1)
(α̂m+1 − β̂m+1)vi−2 + (α̂m − β̂m)




where Fn is n-th Fibonacci number, ui−2 = xi−2yi−3 , vi−2 =
yi−2
xi−3
. From (2.1), (5.32), and































By substituting the formulas in (5.38)-(5.41) into (2.27)-(2.28) and changing indexes, we
have the following results.
Theorem 5.4. Assume that (xn, yn)n≥−2 is a well-defined solution of the system (5.32).














, m ≥ −1,
where {Fn}∞n=0 = {0, 1, 1, 2, 3, 5, 8, 13, ...}, F−1 = 1.
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