Widely used recurrent units, including Long-short Term Memory (LSTM) and Gated Recurrent Unit (GRU), perform well on natural language tasks, but their ability to learn structured representations is still questionable. Exploiting Tensor Product Representations (TPRs) -distributed representations of symbolic structure in which vector-embedded symbols are bound to vector-embedded structural positions -we propose the TPRU, a recurrent unit that, at each time step, explicitly executes structural-role binding and unbinding operations to incorporate structural information into learning. Experiments are conducted on the Logical Entailment, Multi-genre Natural Language Inference (MNLI), and language modelling tasks, and our TPR-derived recurrent unit provides strong performance compared to LSTM and GRU baselines. Furthermore, our TPRU demonstrates expected performance gain when certain symbol-related hyperparameters are varied.
Introduction
Recent advances in deep learning benefit largely from neural networks' ability to learn distributed representations of inputs from various domains [2] ; even samples from different modalities can be easily compared in a common representation space [8, 39] . In contrast to one-hot representations which cannot directly represent the possible componential structure within data [12] , distributed representations are potentially capable of inducing implicit structure in the data, or explicit structure that is not presented along with the data. In statistical inference, distributed representations show considerable power, although the interpretability of learnt distributed representations is limited.
Symbolic computing can take advantage of the structure of data and denote each substructure as a symbol; throughout computation, the representations derived by symbolic computing maintain the structure of data explicitly, and each substructure can be retrieved by simple computation [3] . With enough symbols, the underlying structure of data can be encoded thoroughly. The explicit usage of symbols in symbolic computing systems improves the power of induced representations to encode structure, but forgoes the similarity-based generalisation enabled by distributed representations.
Tensor product representation (TPR) [34] is an instantiation of general neural-symbolic computing in which symbol structures are embedded in a vector space via a filler-role decomposition: the structure is captured by a set of N roles r i (e.g., left-child-of-root), each of which is bound to a filler f i (a symbol or substructure). A TPR embedding of a symbol structure S derives from vector embeddings of the roles {r i } and their fillers {f i } via the outer or tensor product: S = N i=1 r i ⊗ f i = N i=1 r i f i = RF , where R and F respectively denote matrices having the role or filler vectors as columns. Each r i ⊗ f i is the embedding of a role-filler binding: a constituent; ⊗ is the binding operation. The unbinding operation returns the filler of a particular role in S; it is performed by the inner product: f i = u i S, where u i is the dual of r i , satisfying u i r j = δ ij ≡ 1 if i = j else 0. Letting U be the matrix with columns {u i }, we have U R = I.
Let {r i } ⊂ R d×1 . For now, we consider filler vectors {f i } ⊂ R 1×1 ; later we will consider higherdimensional filler vectors. In the 1-dimensional case, S ∈ R d×1 ; we henceforth denote S as b, a binding complex. Let f ∈ R N ×1 = F be the column vector comprised of the N {f i } ⊂ R 1×1 . The binding and unbinding operations, simultaneously over all roles, become b = Rf and f = U b.
(1) With binding and unbinding operations and sufficient role vectors, the binding complex b can represent the structure of data from a wide range of domains. Theoretical results show simple neural operations over TPRs can compute important families of recursive symbolic functions [35] .
The general question we address here is: does constraining neural networks to learn hidden distributed representations that embed structures -specifically, via TPRs -provide an inductive bias that increases performance (and ultimately, interpretability) of networks performing tasks where structured representations have proved useful in symbolic models, when explicit structure is not presented to the model? We aim to address this question within a variety of architectures, e.g. Transformers [37] , but to begin, here we examine gated RNNs, asking whether providing RNNs with an inductive bias to deploy TPRs improves or degrades the capability of networks in inference and NLP tasks. Each of our experiments contrasts a given architecture with and without the bias. For answering our question, it is this comparison that is relevant, rather than comparison with very different architectures that may currently provide state-of-the-art performance.
Our contribution is threefold:
• We propose a gated recurrent unit, the TPRU, which integrates distributed representations with symbolic computing implemented through TPR binding and unbinding operations according to Eq. 1. The TPRU has comparable parameters to the Gated Recurrent Unit (GRU) [6] , and significantly fewer than the widely-used Long-short Term Memory (LSTM) [13] .
• We present strong experimental results with our TPRU on the Logical Entailment task [9] , Natural Language Inference (MNLI and QNLI) datasets [40] , and language modelling.
• Increasing the representational capacity by incorporating more role vectors into the TPRU, and by increasing the dimensionality of the filler vector, improves performance across all these tasks.
Related Work
Recent efforts on learning structured distributed representations can be categorised into two types: enforcing a strong global geometrical constraint on the representation space, such as hyperbolic embedding [21, 42] , and introducing inductive biases into the architecture of networks, including Relational Memory Core [30] and neural-symbolic computing methods [3] . The latter category subdivides into models that insert neural networks into discrete structures [1, 27, 36] and those that insert discrete structures into neural network representations [11] . Our work falls in this last category: learning structured representations by incorporating the inductive biases inherent in TPRs.
Some prior work has incorporated TPRs into RNN representations. Question-answering on SQuAD [29] was addressed [23] with an LSTM with hidden state given by a single TPR binding; the present work deploys complexes containing multiple bindings. TPR-style unbinding was applied in caption generation [14] , but the representations were deep-learnt and not explicitly designed to be TPRs as in the present work. A contracted version of TPRs, Holographic Reduced Representations, was utilised to decompose input space and output space with filler-role decomposition [18] . Our work differs from these prior papers in that TPR filler-role binding and unbinding operations are explicitly carried out in our proposed recurrent unit, and the two operations directly determine the update of the hidden states. Closest to the present work is [31] , which performed question-answering by using TPRs to embed simple knowledge graphs as tensors; our model does not deploy graph-based inference, which is less natural for the inference tasks we address than it is for the question-answering task addressed in [31] .
The model designed specifically for the logical entailment task [9] used given parse trees of the input propositions. Our model does not receive parsed input and must learn simultaneously to identify, encode, and use the structure necessary to compute logical entailment. In NLI, which plays a central role in NLP [7] , neural models have persistently made errors explicable as failure to encode propositional structure [4] . The structural TPR bias in our proposed TPRU may thus be expected to enhance both inference tasks, even when not introducing more parameters than GRUs or LSTMs.
3 Proposed Recurrent Unit: The TPRU As shown in both LSTM [13] and GRU [6] design, a gating mechanism helps the hidden state at the current time step to directly copy information from the previous time step, and alleviate vanishing and exploding gradient issues. Our proposed recurrent unit deploys a single gate, adopting the input gate of the GRU, omitting the reset gate. We expect that further augmenting our TPRU to 2 gates as in the GRU, or 3 gates as in the LSTM, will lead to yet better performance.
At each time step, the TPRU receives two input vectors; one is the binding complex from the previous time step b t−1 ∈ R d×1 and the other is the vector representation of the external input to the network at current time step x t ∈ R d ×1 . The TPRU produces a binding complex b t ∈ R d×1 . An input gate g t is computed to calculate a weighted sum of the information produced at current time step b t and the previous binding
where σ(·) is the logistic sigmoid function, • is the Hadamard (element-wise) product, and W b ∈ R d×d and W x ∈ R d×d are matrices of learnable parameters. As we now explain, the calculation of b t is carried out by the unbinding and binding operations of TPR (Eq. 1).
Unbinding Operation

Consider a set of hypothesised unbinding vectors
these can be used to unbind fillers f b,t from the previous binding complex b t−1 using Eq. 1. We posit two matrices V x ∈ R d×d and V b ∈ R d×d that transform the current input x t ∈ R d ×1 and the binding complex b t−1 into the binding space R d×1 yielding fillers f x,t and f b,t :
A strong sparsity constraint is enforced by applying a rectified linear unit (ReLU) to both f b,t and f x,t [41] , and their interaction is calculated by taking the square of the sum of the two sparse vectors.
The resulting vector f t is then normalised to form a distribution f t .
and b x are two scalar parameters for stable learning, and (·) n refers to the n-th entry of the vector in the parenthesis.
Binding Operation
Given a hypothesised set of binding role vectors R = [r 1 , r 2 , ..., r N ] ∈ R d×N , applying the binding operation in Eq. 1 to the fillers f t at time t gives the candidate update b t for the binding complex,
The gating mechanism controls the weighted sum of the candidate vector b t and the previous binding complex b t−1 to produce a binding complex b t at current time step, as given by Eqs. 2.
Unbinding and Binding Role Vectors
In the TPRU, there is a matrix of role vectors R used for the binding operation and a matrix of unbinding vectors U used for the unbinding operation. To control the number of parameters in our Therefore, in total, our proposed TPRU has six learnable matrices:
The number of parameter matrices the same as that of GRU and less than that of LSTM, and, when d < d, the number of learnable parameters is less than that of GRU.
Tasks
Three entailment tasks, including an abstract logical entailment task and two relatively realistic natural language entailment task, as well as a language modelling task on a large and a small corpus, are considered to demonstrate that the TPRU is capable of inducing structured representation through learning. Each of the three entailment tasks provides pairs of samples, and for each pair, the model needs to tell whether the first (the premise) entails the second (the hypothesis). Language modelling is used to demonstrate the ability of our proposed model on sequential modelling.
As our goal is to learn structured vector representations, the proposed TPRU serves as an encoding function, which learns to process a proposition or sentence one token at a time, and produce a vector representation. During learning, two vector representations are produced by the same recurrent unit given a pair of samples, then a simple feature engineering method (e.g. concatenation of the two representations) is applied to form an input vector for subsequent classification. In general, with a simple classifier, e.g. a linear classifier or a multi-layer perceptron with a single hidden layer, the learning process forces the encoding function to produce high-quality representations of samples, either propositions or sentences; better representations enable stronger performance.
Logical Entailment (Propositional logic) In propositional logic, for a pair of propositions, A and B, the value of A B is independent of the identities of the shared variables between A and B, and is dependent only on the structure of the expression and the connectives in each subexpression. Logical entailment is thus a good test-bed for evaluating a model's ability to carry out abstract, highly structure-sensitive reasoning [9] .
Natural Language Inference -determining whether a premise sentence entails a hypothesis sentence -combine the structure-dependence of logical entailment with the NLP tasks of inferring word meaning in context as well as the hierarchical relations among sentence constituents. Two datasets are considered, which are Multi-genre NLI and QNLI. [40, 38] . The Multi-genre Natural Language Inference (MNLI) dataset [40] collects sentence pairs in ten genres; only five genres are available in the training set, while all ten genres are presented in the development set. QNLI [38] is collected from Stanford Question Answering dataset (SQuAD) [29] , on which a model needs to predict whether the context sentence contains the answer to the question sentence or not.
Language Modelling
We follow the autoregressive setting of decomposing the joint probability on tokens into a product of conditional probabilities on generating the current token given tokens in the left context. This requires the learnt representation to capture the potentially highly structured information accumulated prior to the current time step in order to make a confident prediction of the current token. A proper inductive bias towards constructing structured representations should enhance performance on the task. Two corpora used in our experiment are WikiText-103 and WikiText-2 [20] , in which one contains 103 million tokens in the training set while the other only has 2 million. The results will tell us how well our proposed TPRU generalises across different training scales.
Training Details
Experiments are conducted in PyTorch [25] with the Adam optimiser [16] and gradient clipping [24] . Reported results are averaged from the results of three random initialisations. Our proposed TPRU has only one input gate and also has similar number of parameters, so the GRU is the most relevant comparison partner. LSTM is also included as it is widely-used as well and it generally yields better performance than GRU does. For each model, hyperparameters are searched based on the small selected validation set on each task, including dropout rates, learning rate and batch size.
Plain Architecture -Inference: For both the Logical Entailment task and the MNLI task, we train two-layer recurrent networks built using our proposed TPRU, networks built using its direct comparison counterpart, the GRU, as well as LSTMs. A global max-pooling over time is applied to the hidden states produced by each recurrent unit at all time steps to generate the vector representation for a given logical proposition or sentence. Given a pair of generated representations u and v, a vector is constructed to represent the difference between two vectors [u; v; |u − v|; u • v], where u • v is the Hadamard product and |u − v| is the absolute difference, and the vector is fed into a multi-layer perceptron which has only one hidden layer with ReLU activation function. The feature engineering and the choice of classifier are suggested by prior work [33, 38] .
Symbolic Vocabulary Permutation [9] is applied as data augmentation during learning on the logical entailment task: exploiting α-equivalence, this systematically replaces the variables in a proposition pair with randomly sampled alternative variables, as only connectives matter on this task. Table 1 presents the results. For the MNLI task, the Stanford Natural Language Inference (SNLI) dataset [4] is included as additional training data as recommended [38] , and ELMo [26] is applied for producing word vectors. The best model is chosen according to the averaged classification accuracy on the five matched and five mismatched dev sets. The results are presented in Table 2 . SOTA models come from Alibaba DAMO NLP Group, and the results are available on the GLUE leaderboard. 1 BiDAF Architecture -Inference: Bi-directional Attention Flow (BiDAF) [33] has been successfully applied to various NLP tasks [33, 5] , and provides strong performance on NLI tasks [38] . The BiDAF architecture contains a layer for encoding two input sequences, and another for encoding the concatenation of the output from the first layer and the context vectors determined by the bidirectional attention mechanism. In our experiments, the dimensions of both layers are set to be the same, and the same type of recurrent unit is applied across both layers. The same settings are used for experiments on LSTM and our TPRU models. Specifically, for TPRU, the recurrent units in both layers have the same number of role vectors. Other learning details are as in the plain architecture. Tables 1 and 2 respectively present results on the Logical Entailment and the MNLI task, with BiDAF results in parentheses.
Language Modelling: On the language modelling task, the same two-layer architecture [20] is adopted in our experiments on LSTM and our proposed TPRU. For WikiText-103, Bytepair encoding (BPE) vocabulary with 100k merges (10k for WikiText-2) are applied to encode the corpus into indices [32] . The output prediction layer is tied to the input word embedding layer as advised in prior work [28, 15] . Each model is trained for 64 epochs on the training set; the best one is selected based on perplexity on the validation set, and then evaluated on the test set. Table 3 shows the best performance of each model after the hyperparameter search.
Discussion
On the Logical Entailment task, when it comes to larger dimensionality, our TPRU appears to be more stable than GRU during learning as we observed that the GRU with the BiDAF architecture failed to converge in two out of three trials. On certain test sets, our (singly-gated) TPRU slightly underperforms the LSTM, possibly due to the three gates (and more parameters) of the LSTM: future research could incorporate more sophisticated gating mechanisms into the TPRU.
On the MNLI tasks, our proposed TPRU consistently outperforms both the LSTM and GRU when a large number of role vectors is deployed. Unexpectedly, all models, (LSTM, GRU and our TPRU) perform better on the mismatched dev set than on the matched one, perhaps because it is easier.
On the language modelling task on WikiText-103 and WikiText-2, our TPRU provides similar perplexity on the test set to the LSTM. The learning plot in Figure 3b shows that our TPRU learns faster on the training set than the GRU and the LSTM, and given the performance on the dev set and the test set, our TPRU also generalises better. The learning plot and the performance table both show that incorporating symbolic computing via updating the binding complex helps learning. 
Effect of Increasing the Number of Role Vectors
In TPRs [34] , the number of role vectors indicates the number of unique symbols that will be used in the final representations of data. Since each symbol is capable of representing a specific substructure of the input data, increasing the number of role vectors eventually leads to more highly structured representations if there is no limit on the dimensionality of role vectors.
Experiments are conducted to show the effect of increasing the number of role vectors on the performance on both tasks. As shown in Tables 1 and 2 , adding more role vectors into our proposed TPRU gradually improves the performance on the two entailment tasks.
Interestingly, on the Logical Entailment task, the performance of our proposed TPRU with only eight role vectors matches that of GRU with the same dimensionality. The number of role vectors required for our TPRU to match the performance of GRU and LSTM on MNLI task is much less than the dimension of the hidden states, which suggests that the distributed representations learnt in both the LSTM and GRU are highly redundant and can be reduced to fewer dimensions; this also shows that the LSTM and GRU are not able to extensively exploit the representation space. Meanwhile, the introduced symbolic computing executed by binding and unbinding operations in our proposed unit encourages the model to take advantage of distinct role vectors to learn useful structured representations. Figure 1 presents the learning curves, including training loss and accuracy, of our proposed TPRU with varying number of role vectors on the two entailment tasks. As shown in the graphs, incorporating more role vectors leads to not only better performance, but also faster convergence during training. The observation is consistent on both the Logical Entailment and MNLI tasks.
Effect of Increasing the Dimensionality of Fillers/Symbols
Both fillers and roles in TPRs [34] are tensors with arbitrary dimensions, which empowers the representation ability of TPRs. In our case, as we aim to produce a distributed vector representation of the given input sequence rather than a tensor representation, the fillers are reduced to filler numbers, in which case, the symbol represented by each filler is limited to one-dimensional vector.
In our proposed TPRU, the unbinding operation is instantiated by the dot-product (inner-product) operation between the binding complex and the unbinding vectors. One plausible way to upgrade filler numbers to filler vectors is to split the binding complex into multiple slices, and split each unbinding vector accordingly: then the dot-product is carried out on each pair of slices rather than the entire vector. In this case, the dimension of the resulting filler vectors is determined by the number of slices predefined prior to learning, and is limited by the dimension of the binding complex. The normalisation step is operated on the same dimension on multiple filler vectors independently and in parallel, which results in multiple normalised probability distributions. Each binding role vector is split into the same number of slices, and each distribution is applied to bind the same slices from all binding role vectors into a single slice. All slices are concatenated together to form a single vector which has the same dimensionality as the input binding complex. A similar idea was proposed as the multi-head attention mechanism in prior work and has been shown to be effective in terms of performance gain without additional computational cost [37] . It was widely adopted in prior work on Transformer networks for various tasks.
In our implementation of the Logical Entailment task, the binding complex is split into eight slices, each with the same dimension. Figure 2 shows training logs with eight slices and also with only one slice for three different numbers of role vectors in our proposed TPRU. In general, shifting from filler numbers to filler vectors in our TPRU provides faster convergence and better performance on the training set. However, as the number of role vectors increases, the improvement gained decreases, which leads to an interesting hypothesis that the effect of increasing number of role vectors might be correlated to that of increasing the dimensionality of filler vectors.
Conclusion
We have proposed a recurrent unit (TPRU) that executes binding and unbinding operations in Tensor Product Representations. The explicit execution in our recurrent unit leverages advantages of both distributed representations and neural-symbolic computing, which allows it to learn structured distributed representations. Our TPRU has significantly fewer parameters than LSTMs, and fewer than GRU when the dimension of the input vector is larger than that of the binding complex.
The Logical Entailment, Multi-genre Natural Language Inference and Language Modelling tasks all seem to require highly structured representations to make good predictions. Plain and BiDAF architectures are applied on the first two tasks, and a multi-layer architecture is applied on the last one. Our proposed TPRU outperforms its closest comparison partner, the GRU, and it provides better performance than the LSTM on MNLI and comparable performance on Language Modelling tasks while being slightly worse on certain test sets on the Logical Entailment task.
Experiments show that adding more role vectors tends to provide stronger results and faster convergence during learning, which parallels the utility of symbols in symbolic computing systems. In addition, a multi-slice dot-product operation that is used to upgrade fillers/symbols from numbers in our simplification of TPRs to vectors yields faster convergence and improved final performance.
The TPRU investigated here contains only a simple input gate which is identical to that of the GRU. The additional reset gate in the GRU, or the more sophisticated gating mechanisms of the LSTM, could be incorporated into the TPRU, potentially boosting performance.
We believe that our work incorporating symbolic computing in RNNs extends the potential for interpretability of RNNs since, in our proposed TPRU model, each hidden state/binding complex is a linear combination of a fixed, predefined set of random vectors. Prior work [23, 14, 22] has shown that deep-learnt filler, role, and unbinding vectors in language models are interpretable in terms of identifiable syntactic and semantic concepts. Analyses [19] also show that standard RNNs can be interpreted as learning TPRs in their hidden representations. Future work will focus on the interpretability of the binding and unbinding operations.
A Mutual Information between Learnt Role Vectors and POS Tags
We calculated the pointwise mutual information between the following two terms:
1. The maximally selected role vector at each time step i t = max n (f t ) n 2. The part-of-speech tag provided by a pretrained tagger 2 .
The following table, Table 4 , shows the indices of two role vectos that have highest mutual information with a specific POS tag. Table 4 : Pointwise mutual information, we only picked the top 2 for illustration.
POS Tag Index of the role vector Point-wise Mutual Information
