Neurophysiological and psychophysical research has provided convincing evidence that the shape of complex stationary objects is neurally encoded in representations that are based on learned two-dimensional prototypical views. A number of neural models have been proposed that account for this fact, and which also model correctly the invariance properties of neurons in the ventral pathway with respect to spatial position and scaling of the recognized objects. We have developed a model for the recognition of biological motion that exploits similar neural principles. The proposed model is compatible with a number of well-known neurophysiological facts and reproduces a variety of psychophysical results. A number of predictions is derived from the model that can be tested psychophysically, neurophysiologically, and in FMRI experiments.
Introduction
Experimental research has provided insights in the neural basis of the recognition of complex stationary objects, like faces. A central principle, that is supported by neurophysiological as well as by psychophysical evidence, is the representation of three-dimensional objects in terms of learned two-dimensional prototypical views (see [12] for a review). Logothetis et al. have found "viewtuned" neurons in area IT of the macaque that become selective for individual views of artificial three-dimensional objects after training, and which show a gradual decay of the activation with the dissimilarity between test and training view [9] . Such neurons show also substantial invariance of their responses with respect to the position and size of the stimulus. Theoretical modeling has shown that these results can be accounted for in quantitative detail, by simple feed-forward neural network models that achieve invariance through nonlinear pooling of responses that are selective for different stimulus positions and spatial scales [11] .
Much less is known about the neural basis recognition of complex movements, e.g. locomotion or actions. Classical experiments by Johansson show that the human visual system is very sensitive for biological movements, and that complex actions can be recognized even from strongly impoverished stimuli (point light displays) that consist of a small number of illuminated moving dots [6] . The biological relevance of this capability seems evident, but few is known about the underlying neural mechanisms. A small number of neurophysiological results exists on the recognition of biological motion and actions indicating that different areas in the superior temporal sulcus are selective for whole body movements and gestures (e.g. [10] ).
In this paper we investigate the question if neural mechanisms that have been shown to be relevant for stationary object recognition can also be exploited for the recognition of complex movement patterns. For this purpose, a neural model is devised that embeds a number of basic facts that are known from neurophysiology about the ventral and dorsal pathway. This model is tested with stimuli that have been used in psychophysical experiments on biological motion.
We demonstrate that a relatively simple model without global feedback mechanisms is sufficient to account for a broad spectrum of experimental results on biological motion perception. Figure 1 gives an overview of the model. It consists of two separate pathways for the processing of form and optic flow information. This structure was not only chosen for anatomical reasons, but also because psychophysical evidence shows that biological motion can be recognized from motion information alone (e.g. in the case of "point light walkers"), but also from individual stationary key frames.The form pathway includes computational functions that are usually associated with cortical areas V1/2, V4 and IT of the macaque monkey. The motion pathway models the computational functions of neurons in the areas MT and MST, and higher motion sensitive visual areas in the dorsal stream, like areas TPO and TE in the superior temporal sulcus.
Model

Form pathway
The model of the form pathway is similar to a recent model for the invariance properties of neurons in area IT [11] . The form pathway consists of three layers. The neurons in the first layer are spatially local oriented Gabor filters with two different spatial scales and eight different orientations. These units model the response properties of V1 simple cells. The second layer is composed from position-invariant bar detectors 1 modeling properties of complex cells in cortical areas V2 and V4. Invariance is achieved by pooling the responses of the orientation-sensitive neurons from the previous layer for different spatial positions and different spatial scales. This pooling was achieved using a maximum operation instead of linear summation. It can be shown that only such nonlinear pooling preserves the selectivity of the pooled response for the detected feature. Linear summation leads either to bad invariance properties, or the selectivity for the bar is lost. (See [11] for further details.)
The third layer of the form pathway consists of "view-tuned neurons" that model the properties of cells in area IT. Consistent with earlier models, such neurons are modeled by Gaussian radial basis functions that receive input from the invariant bar detectors. The view-tuned neurons are selective configurations of the human body that arise during individual instances of biological motion. During presentation of a biological motion stimulus these neurons are activated subsequently in a fixed sequence. The basis function units were trained with key frames from prototypical exam- 
Motion pathway
The motion pathway is also hierarchically organized. The units in the first layer represent the motion energy of the stimulus, a function that is typically associated with cortical areas V1/2 and MT. In the simulations, we used an articulated geometrical model to define the stimuli, so that the motion energy of the stimulus could be analytically calculated from the optic flow to save simulation time.
The second layer of the motion pathway consists of detectors for the local structure of the optic flow field. Neurons with this property that are sensitive for translational, rotational, expansion and contraction flow have been reported in cortical area MST 2 [7] . Detectors for translation, expansion and contraction flow were sufficient for the recognition of the tested stimuli. Consistent with neurophysiological results, these detectors are invariant with respect to the spatial position of the stimulus in the receptive field. Invariance was achieved again by pooling the responses of non-invariant detectors using a maximum operation. The expansion and contraction detectors combined the responses of two receptive subfields using a multiplicative operation in order to account for the neurophysiological result that MST cells respond only weakly when only a part of their preferred optic flow pattern is presented.
The highest level of the motion pathway consists of neurons that are selective for complex optical flow configurations that arise during instances of biological motion. These cells are functionally homologous to the "view-tuned neurons" in the form pathway. They were also modeled by radial basis function units that were trained with optic flow sequences from the prototypical example sequences.
Dynamic recognition network
The neural architecture described so far allows to recognize individual image frames or complex optic flow field patterns that occur during instances of biological motion. A system for the recognition of movement patterns must however associate information over longer periods in time. It seems plausible to assume that this is achieved by dynamic recurrent neural networks. Cortical area IT is known to associate information over time, and reverberatory activity in recurrent neural circuits has been discussed as possible explanation [2] . In both pathways the temporal association of information is accounted for by assuming that the view-tuned neurons and the optic flow pattern-sensitive neurons are laterally connected forming a recurrent dynamic recognition networks.
The simple network structure that is underlying the the temporal association of information in the model has been analyzed in detail in [1] . It has been shown that this network can stabilize solutions that account for a memorization of information (like in area IT). Assuming asymmetric lateral connections leads to a class of solutions that can propagate stimulus-induced activity with directional selectivity. A mathematical analysis that exceeds the scope of this paper shows that such solutions arise only if the view-tuned (or the optic-flow-pattern) neurons are activated in the correct temporal order. In this case a stable traveling pulse of activation propagates over the representation indicating the presence of the encoded biological motion pattern. If the frames of a biological motion stimulus are presented in the wrong or inverse temporal order the traveling activation pulse can not be formed. In this case the activity in the recognition layers of the model remains very small.
To obtain a mathematical description, each radial basis function unit is associated with a dynamic neural activity variable u kp (t). The neural units that encode temporally subsequent image frames of the same prototypical motion pattern are ordered along a line. A "neural field" arises in which the presence of a prototypical motion pattern is encoded by a traveling pulse of activation.
The inputs of the neurons are given by s kp (t) according to equation ( 
Results
The model was tested with about 50 stimuli that were generated by tracking real video sequences of different types of locomotion ("walking", "running", "limping", and "marching" in different directions). In the original video sequences 12 key points were tracked, and their trajectories were used to animate a stick figure that corresponded approximately to the outline of the person in the original images, and to generate point light displays [6] .
Within this paper only a small number of simulations can be discussed in more detail. Important results are: (1) Biological motion can be recognized by each individual pathway alone. High selectivity for the individual locomotion types is achieved, but also good generalization for multiple recordings of the same locomotion pattern. (2) The model achieves invariance of the recognition against displacements of the figure up to half of the figure width in agreement with psychophysical results [13] . Scaling invariance is achieved in a regime of 1:5 octaves. Such invariance properties and selectivity can hardly be achieved with simple template matching models. (3) The model predicts view-variance of the recognition in both pathways. When the stimulus is rotated in the image plane, or in depth relative to the training pattern the activity in the neural representation decreases gradually with the rotation angle (cf. Figure 2 ). This result is compatible with neurophysiological results [10] and predicts a decay in recognition performance for unfamiliar views as observed in several psychophysical experiments (e.g. [3] ). Figure 3 ). This result is consistent with the observation that untrained subjects can not recognize stationary non-moving point light stimuli. (5) Another prediction of the model is a generalization to time-warped stimuli. For this purpose the walking stimulus was first accelerated (by 20%) and then slowed such that the total cycle time remained constant. With this temporal distortion of the stimulus, the form pathway still discriminates between the patterns whereas the motion pathway looses selectivity. This shows that, on one hand, the model shows generalization to patterns with monotonically distorted timing. On the other hand, this predicts that the motion pathway is less tolerant against time warping than the form pathway. (6) Finally, the model predicts smooth generalization fields when new locomotion patterns are presented that are morphs between the different learned prototypical locomotion patterns. We created such morphs by linearly combining three locomotion patterns ("walking", "running", and "limping") using a technique that was presented in [4] . All these linear combinations look like natural locomotion patterns. Figure 4 shows a gray level plot of the activity in the neural representation for "walking". The distance of a pixel from the edges of the triangle indicates the contributions of the prototypical patterns to the morph. The activation in the neural walking representation varies very smoothly with the contributions of the prototypes. A smooth variation of the neural activity with the contributions of prototypes to morphs between stationary stimuli was observed neurophysiologically in the prefrontal cortex (Freeman et al., submitted) .
We tested the prediction of smooth generalization fields psychophysically by presenting subjects morphs between different locomotion patterns. We gathered different psychophysical measures that can be assumed to covary with the activation in the cortical representation (probability of classification and a rating for the "naturalness" of the the perceived pattern). Like in our simulations, we found smooth variation of these measures with the contribution of the different prototypes to the morph [8] . This experimental result confirms the prediction of smooth generalization fields.
Discussion
We have presented a biologically plausible neural model that accounts for a variety of psychophysical results on the perception of biological motion. To our knowledge not much theoretical work exists on neural mechanisms in this field. Most similar to the presented theory is the connectionist model [5] that was not closely related to neurophysiological and psychophysical results.
The proposed model has a relatively simple architecture and, does not contain global feedback mechanisms. Interestingly, a variety of results can already be accounted for by this simple hierarchical model. The introduction of top-down effects, like attentional influences, is one further direction for a refinement of the developed theory. To limit the number of necessary training examples it is important for learning-based approaches to combine high selectivity for complex patterns with a substantial degree of invariance with respect to scaling and displacements of the stimulus in the visual field. The model achieves invariance without sophisticated normalization or alignment mechanisms. This makes the proposed neural principles potentially fruitful for computer vision applications.
Several model predictions motivate specific biological experiments. For instance, the different generalization properties of the two pathways could be tested using functional imaging techniques. The analysis of the neural dynamics makes specific predictions about the time course of activation which can be tested in single unit recording experiments. This should allow to distinguish different dynamic mechanisms for the association of information over time 3 .
