We investigate nonlinear dynamical systems from the mode competition point of view, and propose the necessary conditions for a system to be chaotic. We conjecture that a chaotic system has at least two competitive modes (CM's). For a general nonlinear dynamical system, we give a simple, dynamically motivated definition of mode suitable for this concept. Since for most chaotic systems it is difficult to obtain the form of a CM, we focus on the competition between the corresponding modulated frequency components of the CM's. Some direct applications result from the explicit form of the frequency functions. One application is to estimate parameter regimes which may lead to chaos. It is shown that chaos may be found by analyzing the frequency function of the CM's without applying a numerical integration scheme. Another application is to create new chaotic systems using custom-designed CM's. Several new chaotic systems are reported.
Introduction
Chaos has been extensively studied in the past three decades and many significant results have been obtained. However, there are many open questions. Even a general rigorous definition of chaos has not been universally accepted, even if its broad properties are uncontroversial. For example, chaotic motion is bounded and sensitive to initial conditions. The fractal nature of attractors is also accepted even if it is not essential. However, some authors (e.g. [Wiggins, 1990] ) do not regard a positive Lyapunov exponent as necessary, even if sufficient for sensitivity to initial conditions. Nevertheless, the well-accepted characteristics of chaos are good enough to be used to determine whether a motion is chaotic or not, but are not helpful in predicting the location in parameter space of a chaotic regime for a given nonlinear system. Often, to find chaos for a given system, we must first study the stability of the fixed points of the system. Then we identify typical behaviors in known routes leading to chaos [Weiss & Vilaseca, 1991] by applying a numerical approach and varying one or more parameters to move away from the stable regimes of the fixed points. In the context of numerical investigation, the largest Lyapunov exponent and the Poincaré map are used to confirm the occurrence of chaos.
However, the numerical approach is often so time consuming as to border on hopeless, especially when the system has many parameters. For example, in the 1980 Texas experiment, chaos was definitely confirmed in the Belousov-Zhabotinskii reaction (B-Z reaction) [Turner et al., 1981] , which was first reported in 1958. In order to give a theoretical explanation of the phenomenon, a popular model, called the Oregonator, was derived by Field and Noyes [1974] . This model involves only three variables, but has four adjustable parameters. To find the chaotic parameter regimes of the model, much numerical work was carried out, but failed [Richetti et al., 1987] . This presented a dilemma: Does such a simplified model really fail to reproduce the chaos of the original system or should we continue to search the parameter space because it is yet to be found [Richetti et al., 1987] ? If we cannot find chaos with such methods in a specific known system, it is thus no trivial matter to find parameter regimes where chaos exists in general dynamical systems. It becomes even more problematic to design dynamical systems that have chaotic regimes, let alone find them.
Creation of complicated dynamical systems has practical value in studies of chaos-based communication [Pecora & Carroll, 1990; Cuomo & Oppenheim, 1993; Short, 1994; Pecora et al., 1997; Yao et al., 2002a; Yao et al., 2004] . These studies suggest that the security of such communication relies on the randomness (complexity) of the chaotic carrier generated by a chaotic system. Although one may use a number of coupled nonlinear systems, such as spatially extended systems [Sundar & Minai, 2000; Wei & Zhao, 2002] , partial differential equations [Kocarev et al., 1997] to increase the randomness (complexity) of the carrier, since such systems may have more than one positive Lyapunov exponent and the fractal dimension of their attractors may be large. Nevertheless, low dimensional but highly chaotic systems are still desired not only for improving the security of the communication but for understanding the nature of complexity and chaos. This paper introduces a new strategy in identifying chaotic regimes which we have found useful in creating new chaotic systems. Nicolis and Prigogine [1977] speculated that competition in species will result in the variety and complexity of species. Haken, in his book Synergetics [Haken, 1983] , further suggested that coexistence of multiple competing modes may result in complex behavior such as chaos. According to Haken, the competitors need not be living things. They can be any generalized modes that compete for limited sources, for example, the energy of the system. A fundamental difference between Haken's mode concept and the more traditional idea of mode is that Haken's mode determines the form of the motion rather than describing it. To be precise, we are accustomed to expressing the solution of some problem in terms of superposition of normal modes. Haken's modes appear not in the solution of a differential equation but in the differential equation itself. As pointed out by Haken, the concept of mode has numerous advantages because it allows people to better understand complexity and chaos.
Can we give a mathematical definition for this mode concept so that we may meaningfully consider competition between them for our purpose? In answering this question, we need to take into account the variety of definitions of "mode" that exist in many fields such as physics, biology, ecology and music. However, these "modes" are not suitable as "competing modes".
In the next section, we will give a brief review of definitions of mode in several fields, and then in Sec. 3 propose necessary conditions of a system to be chaotic from the mode competition point of view. In order to use these conditions to study nonlinear dynamical systems, we propose a simple definition of competitive mode (CM) in the remainder of Sec. 3. Because for most nonlinear systems it is difficult to obtain the exact form of a CM (e.g. "mode shape", frequently used in engineering literature), we consider the competition between CM's via their corresponding modulated frequency components. It is found that there is a relationship between the competition of the frequency components and the dynamical behavior of the investigated system. The applications of the CM for estimating chaotic parameter regimes of some dynamical systems, including the "smooth" Chua's system are given in Secs. 4 and 5 respectively. In Sec. 6, this concept is used for constructing new chaotic systems. Finally, results are discussed and conclusions are made in Sec. 7.
Modes
The word "mode" comes from modus, which is a Latin word for "measure" or "size". In physics, a mode often denotes an oscillation of single frequency. A related usage is the term, normal mode, which refers to an oscillation in which all particles move with the same frequency and phase. Recent studies consider a mode as the solution of a model system. The model system captures the main dynamical behavior of the original system. Thus, the solution of the original system could be well approximated by the solution of the model system. For a complex dynamical system, there can be more than one model system, and the solution of the original system may be obtained by combining the solutions of the model systems.
When one uses a model system to find the approximate solution of the original system, the model system must be at least approximately solvable (integrable). Shaw and Pierre [1993] extended the concept of mode to some invariant manifold and used their normal mode to analyze nonlinear vibrations. Their modes usually stand for the motion in the invariant manifolds, and the solution of the system is a linear or nonlinear combination of the modes. Thus, the solution of the system is determined by the property of the modes. When the behavior of the model system is nonchaotic, the solution of the original system is also nonchaotic, because the solution is linear or nonlinear combination of finite number of modes implying that the power spectrum of the solution is not broad band as required for chaos. On the other hand, if the model system is chaotic, their method [Shaw & Pierre, 1993] can also be used to study the behavior of the original chaotic system. However, in this case, the model system itself cannot be analytically solved. Furthermore, their work mainly focuses on simplifying the analysis of higher-and infinitedimensional systems, not on mode competition. For the latest development of their work, see [Shaw & Pierre, 1994] and [Pesheck et al., 2002] .
Every field of science and engineering seems to have its own definition of mode. For example, when a system is described by a partial differential equation (PDE), in order to simplify the computation and analysis, one often reduces the PDE into some ordinary differential equations (ODE's). Modes are often considered as the key to constructing a Fourier series decomposition. To reflect the complexity of the PDE, more than one mode should be included in the decomposition. As an example, let us consider the following PDE describing a thin plate in a flow [Yu et al., 2001] :
where w is the displacement of a point in the center plane of the thin plate in the z direction, φ is the stress function, ρ, h, µ, E are parameters, and F (x, y) cos Ω 1 t is the transverse force of the flow on the plate. By considering the boundary conditions and the first two modes,
one may construct an approximate solution of w in the form of
where u i (t) (i = 1, 2) are, respectively, the amplitudes of the two modes [Yu et al., 2001] . Correspondingly, the transverse force can also be expressed approximately by
where F 1 and F 2 are parameters. By substituting Eqs. (4) and (5) into Eqs. (1) and (2), and then using a technique like the Galerkin method [Pesheck et al., 2002] to determine the expression of u 1 (t) and u 2 (t), one finally obtains the following dimensionless equations:
where dot denotes differentiation with respect to time t, x i = ( √ ab/h 2 )u i (i = 1, 2), ω 1 and ω 2 are the two linear natural frequencies of the thin plate, while Ω 1 and Ω 2 are the frequencies of the external forces. µ > 0 is the damping coefficient, and is a small perturbation parameter. For a more detailed description of the equations and parameters, see [Yu et al., 2001] . Now, instead of the original system described by Eqs. (1) and (2), Eqs. (6) and (7) are used to determine the parameter regimes where chaos appears, which agrees with the result obtained from the original system.
We have reviewed some definitions of modes. However, these definitions either cannot be directly used to study chaos and complexity, or have not been used to study the dynamical behavior from the mode competition point of view. For example, the modes given in Eq. (3) help separate the spatial mode from the temporal mode of the original PDEs (1) and (2), but the dynamical behavior of the ODEs (6) and (7) for the temporal mode still needs to be studied using other approaches such as normal forms and numerical simulation [Yu et al., 2001] . Here, the problem is: if we want to use mode competition to simplify the study of a system's dynamical behavior, then what kind of modes can be used as competitive modes? In the next section, we propose the necessary conditions for a system to be chaotic based on mode competition, and an expression of CM for nonlinear dynamical systems.
A Definition of CM
In the previous section, we did not emphasize the competition among modes. In the sense of Haken [1983] , Nicolis and Prigogine [1977] , modes may be considered to be competing with each other in some way, for example, to occupy the maximal resource of a system. A fundamental problem in the study of modes is how to mathematically define such a competitive mode (CM). First of all, certainly we need to know what form a CM should have. For a simple sinusoidal mode, all components of the mode, including the frequency, phase and amplitude, are constants. The result of competition between such modes is straightforward, and therefore such a mode cannot be expected to imply complex dynamical phenomena such as chaos, since it is expected that the results of competition in a chaotic system are complicated. In fact, it has been observed that the power spectrum of a chaotic system is broad band, which strongly suggests that frequencies associated with CM might be expected to be functions of evolution variables.
Secondly, since we attribute the behavior of a dynamical system to the competition between modes, a system with complicated behavior such as chaos must have at least two CM's in competition. Lack of competition for example, when the system has at most one CM, or the CM's never compete with another, does not provide appropriate circumstances.
Finally, we need to establish a "competition rule" between CM's, which can be used to classify the dynamical behavior of the system. Conveniently if practical methods are sought, the simplest rule is the comparison of the values of their corresponding components: the bigger dominates the smaller. As a result of competition, the system's dynamical behavior is mainly determined by the characteristic of the bigger components. For an oscillating system such as a chaotic system, the components of a mode include the frequency, phase and amplitude of the oscillation. If there exist two modes, A and B, in the system, and if at time t the amplitude of A is larger than that of B, the amplitude of the system at t is mainly dominated by the mode A. However, for the other components (frequency and phase) of a mode, it is hard to say whether they are bigger or not. However, from the dynamical point of view, we are interested only in finding if they are competitive. Therefore, for the sake of simplicity, we use the following as a simple "rule": If the corresponding components of CM's are not equal at any time, they are considered not competitive and we say one dominates the other; otherwise if they are equal at some time, then they are considered competitive at that time. For a dynamical system, the competition of modes should be tested after the transient period ends.
Thus, we assume that the modes determine the dynamical behavior of a system. If one mode dominates all others, the system's behavior is controlled by the dominant mode, which seizes the most efficient way of occupying the system's resources. If, on the other hand, no mode dominates the others for all time, the competition amongst the modes results in complicated behavior. It should be noted that the classical definition of "mode shape" used in engineering emphasizes the shape/solution of the motion, while in this paper by "mode competition" we emphasize the characteristics of the motion.
Based on the above discussions, before giving our definition of CM, we propose a conjecture for the necessary conditions under which a system is chaotic.
Conjecture 1. The necessary conditions for a dynamical system to be chaotic are given as follows:
(i) there exist at least two modes in the system; (ii) at least two such modes are competitive via their corresponding components; and (iii) at least one component of such a mode is the function of evolution variables such as t.
Remark 1. The first condition is obvious since one mode can only generate one type of simple motion. The second one requires the modes to be fairly matched with each other. The last condition excludes a system from being chaotic if all the modes are constants, such as in the linear case. As discussed, there are many definitions of modes, but some of them cannot be used as CM's. That is, if the system is chaotic, the competition of its modes cannot display the complicated dynamical behavior. In the remainder of this section, we give a simple definition of mode which can be used as a CM.
Let us start by considering the linear system:
where A sin Ωt is the external force (A = 0), and ω is a parameter not equal to Ω. In system (8) there are two modes m 1 (t) and m 2 (t) which satisfÿ
The solution of the system can be expressed as x = c 1 m 1 + c 2 m 2 , where c 1 and c 2 are constants determined by the initial condition of system (8).
Thus, the mode m 1 corresponds to the frequency ω, and m 2 to the frequency Ω. We may call m 1 the internal mode, and m 2 the external mode. Clearly, the system's dynamical behavior (periodic or divergent) is determined by these two modes. Now we rewrite system (8), by introducing y = sin Ωt, asẍ
which can be further put in the vector form:
where in general g and h are functions of t. (For system (10) g is a constant vector.) As we have mentioned, ω corresponds to the internal mode, and Ω to the external mode. For system (10), we restate that ω is associated with the mode in the x direction and Ω with the mode in the y direction. Now, we define our competitive mode. Consider the general nonlinear autonomous system, given bẏ
where
To study the general system (12) using modes, one first constructs some modes m k (t), k ≤ n based on some properties of the system such as the invariant manifold [Shaw & Pierre, 1993] . In general, these modes satisfy the following model equations.
where M = [m 1 , m 2 , . . . , m k ] T , both A and B are k × k matrices which can be functions of M and t.
The solution of system (13) may be expressed as a linear or nonlinear combination of these modes. In the linear case, one has
where x = [x 1 , x 2 , . . . , x n ] T and C is an n × k coefficient matrix, which can be determined using a method such as the Galerkin approach [Pesheck et al., 2002] . The main difficulties of the above mode procedure are to find the appropriate manifold, namely, to construct the mode equation (13) based on the manifold, and to obtain the modes by solving the equation, especially when the system is chaotic. To overcome the difficulties, we construct our mode equation below.
Differentiating Eq. (12) with respect to t yields
where g i and h i are functions of x, and g i is bounded. Comparing Eq. (15) to system (10) shows that h i should not contain the variable x i . It can be seen from Eq. (15) that the dynamical behavior of x i is determined by the functions g i and h i , as well as the system's initial condition. Furthermore, the dynamical behaviors of systems (12) and (15) (15) is periodic, i.e. f j (t + T ) = f j (t), j ∈ [1, n] for some T > 0, then system (12) must be periodic too; suppose system (15) is chaotic, implying that f j , j ∈ [1, n] must be chaotic, and thus system (12) is chaotic too. Hence, system (15) can be taken as a model system of system (12). Definition 1. For system (12), the competitive modes are defined to be the solution,
Remark 2. The difference between systems (12) and (15) is obvious. First, the dimension of system (12) is n, but that of system (15) is 2n. Therefore, second, these two systems cannot be related to one another by a one-to-one map. Third, system (15) is conservative in the sense of ∇ · F = 0, where F is the vector field of system (15), no matter whether system (12) is conservative or not. However, as argued above, when the model system is periodic or chaotic, its dynamical behavior is related to the original system. The model system (15) does not have any corresponding stable equilibrium point because it is conservative. But here we are not interested in equilibrium points. We will present more discussion later on the relationship between the model system and the original system.
The above mode definition is simple but may not be perfect. For some specific systems, one can have a better mode definition. Even with such a simple definition, we still, in general, cannot solve the mode equations except when the g i 's and h i 's take very simple forms. However, if we focus on the mode competition via their functional frequency components g i 's, namely, g i 's are not constants but variables (i.e. explicitly or implicitly functions of time), we shall show that the dynamical behavior of the system is relative to the competition. In this sense with a comparison to system (9), we have Definition 2. For system (15), if g i > 0 at some t, we call g i the frequency component of the competitive mode x i . If g i ≤ 0 at any time, we shall simply state that g i does not exist.
Remark 3. When the model system is nonlinearly coupled, the components of CM's affect each other. It then makes sense to focus on g i 's and the above definition is reasonable. Now, we conjecture necessary conditions for chaos based on the competition between CM's via their frequency components, g's.
Conjecture 2. The conditions for a dynamical system to be chaotic are given below: (i) there exist at least two g's in the system; (ii) at least two g's are competitive or nearly competitive, that is, there are g i g j > 0 at some t; (iii) at least one g is the function of evolution variables such as t; and (iv) at least one h is the function of the system variables.
Remark 4
(a) Under the conditions (i) and (ii), if there exist g i (t) g j (t) > 0 at some time t = t 0 , the submodel systems associated with x i and x j have the same or approximately the same frequency, g i (t 0 ). Further, according to condition (iv), if x i and x j are coupled via h i and/or h j , the model system, (15), is in or close to resonance at t 0 . (Condition (iv) is for coupling system variables so that resonance could exist. If the model system is built upon some manifold, condition (iv) may not be necessary.) (b) Since the model system is conservative, the eigenvalues of the Jacobian at any point on the orbit are in the form of ±λ i , with Re(λ i ) ≥ 0, where i = 1, 2, . . . , n/2 and n the dimension of the model system. Condition (ii) implies that the orbit repeatedly returns to or approaches the resonant regime. Thus when resonance occurs at least at one of Re(λ i ) > 0, resulting in the existence of an unstable manifold, while the eigenvalue, −λ i leads to a stable manifold. We have shown that at resonance, determined from the equation g i = g j > 0, there exist saddles and the orbits passing these saddles are homoclinic-saddle orbits. (c) A chaotic orbit has at least one saddle because otherwise the largest Lyapunov exponent of the orbit cannot be positive. Because of continuity, there are infinite many saddles in chaotic orbits, and usually this also holds for a periodic orbit. However, saddles are usually invisible because they are easily destroyed by perturbations [Haller, 1999] . By using condition (ii), one can determine the special saddles existing in the resonant regime. They make a greater contribution to the sensitivity of the initial condition than the other saddles in the orbits because, besides their positive eigenvalues, the resonance also greatly helps increase the sensitivity. (d) Condition (iii) is necessary for chaos because otherwise the model system is always in resonance under conditions (i) and (ii). The original system (12) is different from the model system but our numerical results obtained from the original system show that condition (iii) is indeed necessary. Particularly, condition (iii) guarantees the existence of perturbations near the resonant regime so that the resonant points are saddles. (e) One should note the close relationship between the model system and the original system. As a conservative system, the model system can, in general, have three types of states: periodic, chaotic and divergent. When the original system is periodic, namely, f 's in Eqs. (12) and (15) are periodic, then the model system can be periodic or divergent depending upon how f j and ∂f i /∂x j (see Eq. (15)) interact, but not chaotic. Similarly, when the original system is chaotic, the model system can be chaotic or divergent but not periodic. On the other hand, based on the model system one can construct infinite first-order dissipative systems. In other words, given
one can have infinite solutions ofẋ i,k , k = 1, 2, 3, . . . . But only one of them, sayẋ i,1 = f i , satisfies
where f i 's uniquely determine the first-order differential equations, the original system. Fur-
share the same functions g i and h i . Therefore, it is safe to use g's and h's to study the dynamical behavior of the original system.
We have noticed that the proof for the above conditions is not an easy task and requires much more work. However, readers may find motivation from the resonant point of view. Chaos has been found near resonance in many physical, chemical and biological systems [Haller, 1999] . Mode competition might be considered as a generalization of resonance with at least two frequencies. Certainly, these frequencies should not be all constants. Therefore, naturally one can imagine that the system may exhibit complex phenomena when these frequencies are close or interactive, regardless of the effect from other components (e.g. phase and amplitude).
In the following, we use the well-known Lorenz and Rössler systems to show by example how g's determine the dynamical behavior of nonlinear systems.
The Lorenz system [Lorenz, 1963] is described byẋ
where α and β are parameters. The system has three fixed points, given by (x 0 , y 0 , z 0 ) = (0, 0, 0) and (± β(α − 1), ± β(α − 1), α − 1). Differentiating Eq. (18) with respect to t and then substituting Eqs. (18) and (19) into the resulting equation yields
which indicates that
Similarly, one can obtain g y and g z as
The competition may occur in three pairs of g's, namely, (g x , g y ), (g x , g z ) and (g y , g z ). Obviously, g x < g y for any t. Thus, we see that the frequency component of the CM in the x direction is "dominated" by that in the y direction, and we need only consider the competition in the other two pairs. It should be pointed out that hereafter by "dominated" or "dominating" we mean the two corresponding modes are neither interactive (i.e. separated) nor very close to each other since, in general, a mode with larger g need not always "dominate" the one with smaller g.
Figures 1(a) and 1(b) show the functions g x , g y and g z when the Lorenz system exhibits chaotic and period-1 motions, respectively (g x (< 0) is not depicted in Fig. 1(b) ). The values of g i displayed in Fig. 1 are obtained by first numerically integrating the Lorenz system under the initial condition taken near the fixed point, for parameter values β = 2.6667, and α = 25 and 24.5, respectively, to get x(t), y(t) and z(t), and then using x(t), y(t) and z(t) to calculate g x , g y and g z given in Eqs. (22)-(24). It is seen that (i) g x < g z in both cases, which indicates that there is no competition between the modes in the x and z directions; (ii) g z > 0 in both cases, while g y > 0 for some times in Fig. 1(a) and all time in Fig. 1(b) , which means that CM's exist in the y and z directions; (iii) in the chaotic case (see Fig. 1(a) ), g y and g z are predominant over each other alternatively, while in the periodic case (see Fig. 1(b) ), g z dominates g y so that only one g is in effect. Therefore, we may conclude that the competition between g y and g z results in chaotic motion (see Fig. 1(c) ), while the lack of competition leads to the simple dynamical behavior (see Fig. 1(d) ).
The Rössler system [Rössler, 1976] is given bẏ which has two fixed points (x 0 , y 0 , z 0 ) = (0.5γ, −2.5γ, 2.5γ), γ = α ± α 2 − 0.8β, where α and β are parameters. From system (25), one obtains
The functions g x , g y and g z versus t are depicted in Figs. 2(a) and 2(b) when system (25) is in a chaotic state and a period-1 state, respectively. It is seen from Fig. 2(a) that g y is dominated by g x but competition exists in both pairs, (g x , g z ) and (g y , g z ), and the motion is chaotic (see the phase portrait given in Fig. 2(c)) ; while in Fig. 2(b) g's are separated at any time for the period motion, as shown in Fig. 2(d 
Application of CM: Estimating Chaotic Parameter Regimes
In [Yao et al., 2002b] , we used our CM concept to find chaos of the system described by Eqs. (6) and (7), where the form of g's can be analyzed without any numerical simulation. By introducing
we can rewrite Eqs. (6) and (7) aṡ
The g-functions are easily found to be:
When, as it should be, the term 2 µ 2 is very small, a g y 1 or g y 2 will dominate the other, depending upon the sign of α 1 . Similarly g y 3 or g y 4 dominates the other depending upon the sign of β 1 . For g y 5 and g y 6 , only the larger of Ω 1 and Ω 2 need be considered because the smaller will be dominated by the larger. Without loss of generality, assume that α 1 > 0, β 1 > 0, and Ω 2 ≥ Ω 1 , then only the competition among g y 2 , g y 4 and g y 6 need be studied because if g y i < 0, then g y i−1 < 0 too, where i = 2, 4, 6. For instance, when ∼ O(1) and Ω 2 = 0, but ω 1 or ω 2 Ω 2 , then g y 6 is out of competition. Only g y 2 and g y 4 need to be considered. Further, if ω 1 = ω 2 , then the difference between f 1 and f 2 should be large so that g y 2 and g y 4 can predominate over each other alternatively. For example, when = 0.1, µ = 0.01, ω 1 = ω 2 = 1.0, f 1 = 0.9, f 2 = 6.0, Ω 1 = Ω 2 = 0.1, α 1 = α 2 = 1.0, β 1 = 0.1, β 2 = 1.0, F 1 = 0.5, F 2 = 0.8, the system exhibits chaotic motions, as shown in Figs For most nonlinear systems the relationship between g's cannot be directly analyzed. But since g's are given in analytic form, we may roughly analyze their behavior from the averaged form over the evolution variable t where t is taken from t 0 to ∞. We propose the following heuristic: When there exist at least two positive averaged g's, the system may exhibit chaotic motions. Otherwise, chaos is not expected.
For example, consider the Lorenz system again. We may define g y = −1 − 10α + 10 z + x 2 , where · · · denotes an average of · · · over t from t 0 to ∞. For instance, z = lim t→∞ (1/t) t 0 z(t )dt is an average value -the mean. If we restrict attention to the local behavior of the system, then
where A, B, ω 1 , ω 2 , φ 1 and φ 2 are constants, and x 0 and y 0 represent the fixed points. Around the fixed points, we have z ≈ z 0 , x 2 x 2 0 . Therefore,
when the nontrivial fixed points are considered. A similar discussion gives
If both g y and g z are positive, chaotic motion may exist. For example, when α = 25, β = 2.6667, both g y and g z are greater than zero, and the system is truly chaotic. However, when α = 24.5, β = 2.6667, both g y and g z are greater than zero, but the system is periodic. This indicates that the averaged g's condition for predicting chaos is at most necessary. Even though the condition is not sufficient, it is still very useful in estimating chaotic parameter regimes easily and efficiently, in particular for high dimensional systems involving a large number of parameters. We demonstrate this using the following two examples.
Example 1
Our first example is a six-dimensional psychological model for stress and coping [Neufeld, 1999] . The six-dimensional equation is given bẏ y 1 = a − by 3 y 4 − cy 1 , y 2 = y 5 (a − by 3 y 4 − cy 1 )(1 + y 6 ) − ey 2 − f y 3 y 4 y 1 + g,
where a, b, c, d, e, f, g, h, i, j, k are non-negative parameters, see [Neufeld, 1999] and [Levy et al., 2003 ] for the meaning of y i , i = 1, . . . , 6. The variables y 2 and y 4 , which describe the stress arousal level and coping activity, are most important. The fixed points of system (31) are Numerical work has shown that it is difficult to find chaotic and even periodic motions of the system (31). It is also very complicated to analytically determine the parameter boundary where the fixed points lose stability.
Let us apply our CM approach to system (31) and find the following six g's: Figure 4 shows some phase portraits of the system under the group of parameters. Figure 5 shows the functions g y 3 , g y 4 and g y 5 versus t (g y 2 is close to g y 3 ). While g y 3 is predominant most of the time, g y 4 and either g y 5 dominate the others in some intervals of t. g y 1 and g y 6 are not shown in Fig. 5 because they are always less than zero.
We have also applied the CM approach to study a number of chaotic systems such as the Rössler hyper-chaotic system [Rössler, 1991] and the disk dynamo system [Hardy & Steeb, 1999] . The results are very encouraging: Only the parameter regimes where the nonlinear system has at least two positive averaged g's may exhibit chaotic behavior. This suggests that one may, instead of g's, use the averaged g's to estimate chaotic parameter regimes. 
Example 2
The next example is the Oregonator model [Field & Noyes, 1974 ]:
, and s, w, q and f are parameters. All variables and parameters are non-negative. A group of frequently used parameters is s = 77.27, w = 0.1610, q = 8.375 × 10 −6 , f = 1.0. Under these values of parameters, the system's fixed point is α 0 = ρ 0 = 488.68, η 0 = 0.99796. Because the scales of these parameters are very different, it is extremely difficult to find chaos via numerical simulation. Here we consider the general case.
From Eqs. (33)- (35), we can find
The mode associated with the direction ρ does not exist because g ρ is strictly negative. Thus, we only need to consider those associated with the directions α and η. Because all the variables and parameters are non-negative, in order to have g η greater than 0, Eq. (37) suggests that q be small and s be large. This conclusion agrees with the selection of parameter values often used in the literature. However, such a choice may cause g α < 0. We further consider the averaged g η ,
It follows from Eq. (33) that
Substituting Eq. (40) into Eq. (39) yields
Because both g η and g ρ are less than zero, the system has at most one positive averaged g function, g α . Based on this analysis, we conclude that chaos in the Oregonator model is rare though we cannot absolutely exclude the existence of chaos from this model. This agrees with the results from numerical experiment [Field & Noyes, 1974] .
Application of CM: The "Smooth" Chua's Systems
Chua's famous circuit [Matsumoto, 1984; Chua et al., 1986] is the first real electronic system used to exhibit chaos. Unlike the Lorenz and Rössler systems which have nonlinear coupled terms, Chua's system is piecewise-linear. This means that our CM approach cannot be applied because the piecewiselinear term is not differentiable at the turning points. Our CM approach can however be applied to the recently proposed "smooth" Chua's system. See [Tsuneda, 2005] for the details of how the original Chua's system is transformed to the smooth Chua's system, which is described bẏ
where k i , i = 1, . . . , 6 are parameters. We note that the system has only one nonlinear term, k 3 x 3 , and the system equations are not nonlinearly but linearly coupled, even though simple Chua's system still displays very interesting and complicated dynamical behavior, as well as many chaotic attractors, even when the nonlinear term is very weak, namely, |k 3 /k 1 | 1, |k 3 /k 2 | 1 [Tsuneda, 2005] . Performing the CM on the system, we obtain
Since g y and g z are constant, they are not competitive. For the system to be chaotic, g x must exist and compete with at least one of g y and g z . Since the last term of g x can be rewritten as 3k 3 xẋ, this term oscillates around zero no matter what values of k 3 are chosen. Thus, we may interpret the behavior of g x as an oscillation around the value of
is close to g y or g z , chaos may appear. Based on the forms of g x , g y and g z , we have the following results. The smooth Chua's system has been extensively studied by Tsuneda [2005] using numerical simulations. Twenty three parameter regions, denoted by C-1 ∼ C-20, and C-7', C-13', C-17', for which the system is chaotic or periodic, are identified in [Tsuneda, 2005] . For convenience, Table 2 in [Tsuneda, 2005] is copied here as Table 1 . Comparing these 23 regions with the above CM analysis, we have found that Case (1a) contains 8, 12, 13, 15, 16, 13', Case (1b) contains C-18, Case (1c) contains C-3, 5, 9, 10, 14, 20, and Case (1d) contains C-1, 2, 6, 7, 11, 17, 19, 7', 17 '. We have also noticed that Case (2a) contains 8, 12, 13, 15, 16, 13', 2, 6, 7, 11, 17, 19, 7', 17 '. Thus, from the CM point of view, in these 23 parameter regions investigated by Tsuneda [2005] the smooth Chua's system could exhibit complicated dynamical behavior such as chaos. In other words, the regions classified by CM agree with those identified by Tsuneda [2005] .
Based on the work of Tsuneda [2005] , in some of these 23 parameter regions the smooth Chua's system is not chaotic. In order to filter out some nonchaotic parameter regions and to find new chaotic attractors in new parameter regions, we further transform the linear coupled smooth Chua's system into a nonlinear coupled smooth Chua's system, under which our CM approach may be more useful from the resonance viewpoint. From the first equation of system (42), we have
(k 1 = 0, otherwise there is no chaos.) Substituting Eq. (44) into the other two equations of system (42), and denoting by x 1 = x, x 2 =ẋ, we obtain the following nonlinear coupled smooth Chua's system:
Then the g's based on system (45) are found to be
in which only g z is constant. Again, we can interpret
). Then, for system (45), we have the following results.
Case 1.
If g x 1 and g x 2 are competitive, then
Comparing with the 23 parameter regions identified by Tsuneda [2005] , we have found that all the regions, except C-3, 5, 9, 14, are contained in this case.
Case 2.
If g x 1 and g z are competitive, then
Thus, it is found that C-9 and C-10 are contained in Case (2a), and none of these 23 regions is contained in Case (2b).
Case 3. If g x 2 and g z are competitive, then k 4 (k 1 + k 2 + k 5 + 3k 3 x 2 1 ) k 4 k 5 + k 2 6 < 0. Hence, we have k 4 (k 1 + k 2 + 3k 3 x 2 1 ) k 2 6 > 0, and (3a) if k 4 > 0 and k 1 + k 2 < 0, then k 3 > 0 and k 5 < 0; (3b) if k 4 < 0 and k 1 + k 2 > 0, then k 3 < 0 and k 5 > 0.
Thus, C-10 is contained in Case (3a) and none in Case (3b).
As stated in Sec. 4, one of the advantages of our CM is to find chaos. From the above analysis, we have seen that if the parameter values satisfy Case (2b) or Case (3b), chaos may appear in the smooth Chua's system, however these cases were not investigated in [Tsuneda, 2005] . For Case (2b), we found a chaotic attractor when (k 1 , k 2 , k 3 , k 4 , k 5 , k 6 ) = (−2, 6.5, −0.15, −1, 4, −1) and the initial condition is taken near the origin. (In this section, all the initial conditions are chosen near the origin as done in [Tsuneda, 2005] .) The attractor and corresponding g's are displayed in Figs. 6(a) and 6(c), respectively. The attractor obtained from the linear coupled smooth Chua's system (42), with the same parameter values and initial condition, is depicted in Fig. 6(b) for the sake of comparison with the attractors in [Tsuneda, 2005] . For Case (3b), another chaotic attractor was found when (a) (b) Fig. 9 . Results for the smooth Chua's system (42), case C-6: (a) the strange attractor; and (b) the corresponding g's.
corresponding g's for Fig. 7(a) is given in Fig. 7(c) .
It is observed that all g's are competitive in these two cases and the attractors are somewhat complicated. Since these two attractors exist in different categories of parameter regions from those investigated by Tsuneda [2005] in the viewpoint of CM, the two sets may have some aspects different from the others. We repeated numerical simulations for all the 23 cases listed in [Tsuneda, 2005] and checked the competition of g's in Eq. (46) obtained from the nonlinear coupled system (45). We have found that for C-6 g x 2 and g z are nearly competitive, and for all other chaotic cases, there are at least two g's in competition. Figures 8 and 9 display the attractors and corresponding g's for C-1 and C-6, respectively. Since for C-6 g's do not cross although they are close to each other (near resonance), chaos is not strong. We have also seen that for some periodic cases found in [Tsuneda, 2005] , the g's are not in competition. One of the examples is C-14, as depicted in Fig. 10 . 
Application of CM: Constructing New Chaotic Systems
In the previous sections, we have shown that function g plays an important role in the study of chaotic systems. We have estimated chaotic parameter regimes based on the necessary condition that a chaotic system should have at least two CM's. In this section, we will apply the same rule to actively create new chaotic systems. For constructing a chaotic system, we first design n (≥ 2) g's so that at least two of the g's are competitive in some parameter regime. The n g's are expressed in n second-order differential equations similar to Eq. (15). These equations form a system of at least 2n dimensions. If we are interested in lower dimensional systems, or particularly, lower dimensional first-order differential systems, we may add some constraints to the second-order differential equations. In other words, we seek a subspace of the 2n-dimensional space so that a lower dimensional system exists in the subspace. Note that the constraints only help derive a lower dimensional system from the higher one, but do not affect the designed g's.
For example, to obtain a three-dimensional first-order differential system, a general approach can be described as follows.
First, we design the functions g x and g y in the following equations to be competitive in some parameter regime so that the competition may result in chaos.
In general, Eqs. (47) and (48) construct a dynamical system in R 5 spanned by {x,ẋ, y,ẏ, z} because we are going to use z as a variable. In other words, we need five independent initial values for, respectively, x,ẋ, y,ẏ and z to solve the system. In this space, we seek a three-dimensional subspace in which x,ẋ, y,ẏ and z are not independent but constrained, and the system may be chaotic. Second, we design the constraint, given bẏ
At this stage, the system, which consists of Eqs. (47)- (49), is not five-but, in general, fourdimensional because the state ofẋ is determined by x, y and z. Also, the constraint has to be designed in such a form that the competition between g x and g y holds in some part of the parameter space induced by these equations. Actually, by these two steps, we can obtainẏ andż. Next, differentiating Eq. (49) with respect to t results inẍ
Then combining Eqs. (47) and (50) yields
Now, if ∂f /∂z = 0 and ∂f/∂y = 0, then we havė
y is uniquely determined by x, y, z. In this case, the system which consists of Eqs. (48), (49) and (52) is three-dimensional because we can solve the system by using the initial conditions for x, y and z. That is, our new system no longer includes Eq. (47).
Similarly, differentiating Eq. (52) with respect to t and combining with Eq. (48), we obtain
Finally, we may solveż from Eq. (53).
Equations (49), (52) and (53) form the expected system. From this system, we can obtain g x , g y and g z , in which g x and g y are the same as in Eqs. (47) and (48), respectively, while g z is new. Since we need only two competing g's, the form of g z will not resist the appearance of chaos.
For chaos, the forms of g x and g y should be designed to be greater than 0 in some parameter regimes. The requirement on the forms of h 1 (y, z) and h 2 (x, z) by condition (iv) given in Conjecture 2 is easily satisfied, and we choose the forms as simple as possible. We present three examples in the following, some of which have been used in improving the security of communications via chaos synchronization [Yao et al., 2002a] .
Example 1
We design g x , g y and the corresponding secondorder differential equations as follows.
where α and β are parameters. g x = α − y and g y = 1 − β 2 . When |β| < 1, g y exists. Then one can adjust α so that g x will oscillate around g y because g x contains y. The competition of these two g's may result in chaos. The forms of h 1 = −z and h 2 = βx − z are very simple and relative to z from which we can deduceż. Except for these requirements, all of these forms are chosen arbitrarily.
To obtain a three-dimensional first-order system, we add the following constraint,
to Eqs. (54) and (55). Differentiating Eq. (56) with respect to t and then using Eq. (55), we obtaiṅ
Then differentiating Eq. (57) with respect to t and then using Eq. (54) giveṡ
Equations (56)- (58) form the required system. From this system, we have
which is dominated by g x . To estimate the chaotic parameter regimes, we further use the averaged g's. The nontrivial fixed point of the system is (−1 − αβ, (α + 1)/β, (−α − 1)/β) near which
We note that α does not appear in g x , g y and g z . This is because we use first-order approximation of y to get y . When β ∈ (−1, 0), there exist at least two averaged g's. Especially, for β ∈ (−0.5, 0), three averaged g's exist. Because α is free, we can first choose β in the regime, then adjust α to find the chaos, as shown in Fig. 11 . This example shows that it is easy to apply CM's to construct a chaotic system which allows much freedom to make parameter changes. When the form of the function g i is complicated, the result of competition among CM's may become intricate too. Next, we show an example with more complicated forms of g i .
Example 2
In this example, we construct a four-dimensional system. In this case, one may use four differential equations, for example, two second-order differential equations which define two g's and two first-order differential equations. The two secondorder differential equations contains two other free variables. The dimension of the subsystem is then six. However, the two first-order differential equations constrain the second-order equations. Therefore, the whole system is four-dimensional. Thus, leẗ
where α, β 1 , β 2 and γ are parameters, and x, y, z and w are variables. From Eqs. (61), (63) and (64), we findż
From Eqs. (62)- (64), we can similarly obtaiṅ
Equations (63)- (66) form a possibly chaotic system. The function g's of the system are
One may adjust the parameters so that the g's are competitive. Because the only fixed point of the system is (0, 0, 0, 0), one can easily get the averaged g's, given by
Therefore, when α > 1 and γ < −max(β 2 1 , β 2 2 ), there exist at least two averaged g's. The local structure of the chaotic attractors of the system is expected to be complicated. For example, when α = 20.2, β 1 = 0.322, β 2 = 0.2 and γ = −1.4, the system is chaotic as shown in Fig. 12(a) . The attractor is more entangled than that of the system consisting of Eqs. (56)- (58) (see Fig. 13(a) ). The corresponding g x , g y , g z and g w versus t are displayed in Fig. 12(b) . It is seen that all g's are in competition with each other. The competition results in the complicated structure of the chaotic attractor.
When β 1 = β 2 , g y g w , then the competition between g y and g w may become stronger. The structure of the chaotic attractor is expected to be more complicated than that when β 1 = β 2 . Figures 13(a) and 13(b) show, respectively, the chaotic attractor and the functions g x , g y , g z and g w versus t when α = 38.2, β 1 = β 2 = 0.2 and γ = −0.6. It is observed that the local structure of the attractor is even more entangled than that in Fig. 12(a) , and that all g's are in competition. 
Example 3
In the last example, we create a class of systems exhibiting complex chaotic attractors using complicated g's. In addition, we wish to use this example to further show that CM's reveal the nature of chaos to some extent. Leẗ
where α i are parameters, i = 1, 2, . . . , n (n ≥ 2). When these parameters are greater than 0, we may have at least n positive g's. As it may not be easy to find a corresponding n-dimensional firstorder differential equations, we use this secondorder differential equations directly, which turn out to be 2n-dimensional in phase space. If all the parameters and initial conditions take the same corresponding values, the 2n-dimensional systems reduce to two-dimensional no matter the value of n (>1), and the dynamical behavior of the systems is trivial. However, complex motions can be triggered by any small perturbations in the initial conditions or the parameters.
The functions g i 's are
Therefore, we have 2n positive g's when the parameters are greater than 0, but n pairs of them are equal. These systems can have very complicated attractors. Here, we consider the simplest case of the system when n = 2. It has been found that with larger n, the dynamical behavior of the systems is more complicated. For instance, when n = 3 we have observed an interesting attractor similar to a three-dimensional poodle [Essex & McKitrick, 2002] .
When n = 2, the system is rewritten as:
where α and β are parameters. Obviously, when α is close to β, and the magnitudes of x and y are approximately equal (which is possible because the system is symmetric), the g's of the system are in full competition. Highly chaotic motions may result from the competition. On the other hand, when the difference between α and β is large, the magnitudes of x and y may be quite different. In this case, there may be no competition among g's except in the equal pairs (g x , gẋ) and (g y , gẏ), and thus the behavior of the system becomes simpler. Figures 14 and 15 show the attractors and the g's of the system when α = β and α β, respectively. It is seen that the numerical results agree with our analytical predictions based on g's.
To show the complexity of the chaotic attractors obtained above, we further consider the relation between the competition of the g's and the largest Lyapunov exponent (λ) of the system. In general, for a given system, a larger positive λ implies a more complex chaotic attractor. Figure 16 depicts λ when α increases from 0.1 to 10 while β ≡ 0.1. It clearly indicates that the maximum λ appears when α = β for which the g's are in good competition (see Fig. 14(b) ). As α increases (leaving away from β), λ becomes smaller, which agrees with that observed from Fig. 14(d) : the competition among the g's is getting weaker, when α > 5.8, λ → 0 + , and the state of the system is indeed quasi-periodic. The complete Lyapunov exponent spectrum of the system is (λ, 0, 0, −λ) because ∇ · F= 0.
Further, to see how g's determine the dynamical behavior of a nonlinear system, we construct a dissipative system which has similar g's as those of system (71). To do this, we modify system (71) aṡ x 1 = c 1 x 1 + x 2 , x 2 = −c 2 x 2 − (α + y 2 1 )x 1 − y 1 , y 1 = c 1 y 1 + y 2 , y 2 = −c 2 y 2 − (β + x 2 1 )y 1 + x 1 ,
where α, β, c 1 and c 2 are parameters. The functions g's now become
When c 1 < c 2 , system (72) is dissipative. The competition of the g's is similar to that of system (71) except that g x 1 > g x 2 and g y 1 > g y 2 . When α = β, the competition among the g's can be strong, and otherwise may be weak. Figure 17 (a) displays a highly chaotic attractor when α = β = 1.5, while Fig. 17(b) shows a quasi-periodic attractor when α = 1.7, β = 1.5. In both cases, we have taken c 1 = 1.0, c 2 = 1.1. Therefore, we may conclude that the complexity of an attractor depends more on the competition of the CM's than on the dissipation of the system.
Conclusion and Discussion
In this paper, we have investigated nonlinear dynamical systems from the mode competition point of view, and proposed a simple approach to construct competitive modes. We have focused on the competition between the corresponding frequency components of the modes. The frequency components, g's, are in general a function of t. For a given ODE, it is easy to find the g's and the averaged g's which can be used to estimate chaotic parameter regimes. From this mode point of view, chaotic motion is the result of competition between modes. At least two competitive modes must exist in order to have chaotic motions. Although this condition is at most only a necessary condition, it is very useful to identify the parameter regimes where chaos may exhibit. The mode competition may lead to complicated motion, but not necessarily chaos.
It is hoped that a sufficient and necessary condition based on mode competition can be found in future. This is a challenging task.
In particular, two applications of g's have been presented in this paper. One is to estimate chaotic parameter regimes for a given system such as the "smooth" Chua's system, and the other is to construct more complex chaotic systems. It has been found from several examples that the complexity of a chaotic attractor is related to the form and the number of g's. Because it is not difficult to use g's to design any complex form and any number of g's, more complex chaotic systems could be easily designed.
There are still many fundamental problems unsolved in mode competition. Some include: how to prove that the competition condition is necessary for a system to be chaotic, how to quantitatively measure the competition, and how to find more rigorous definition of competitive modes. We believe that these studies of mode competition will help understand the nature of complexity and chaos.
