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Abstract
We propose a DC proximal Newton algorithm for solving nonconvex regularized sparse
learning problems in high dimensions. Our proposed algorithm integrates the proximal New-
ton algorithm with multi-stage convex relaxation based on difference of convex (DC) program-
ming, and enjoys both strong computational and statistical guarantees. Specifically, by lever-
aging a sophisticated characterization of sparse modeling structures/assumptions (i.e., local
restricted strong convexity and Hessian smoothness), we prove that within each stage of con-
vex relaxation, our proposed algorithm achieves (local) quadratic convergence, and eventually
obtains a sparse approximate local optimum with optimal statistical properties after only a
few convex relaxations. Numerical experiments are provided to support our theory.
1 Introduction
We consider a high dimensional regression or classification problem: Given n independent obser-
vations {xi , yi}ni=1 ⊂Rd ×R sampled from a joint distribution D(X,Y ), we are interested in learning
the conditional distribution P(Y |X) from the data. A popular modeling approach is the General-
ized Linear Model (GLM) (McCullagh, 1984), which assumes
P (Y |X;θ∗) ∝ exp
(
YX>θ∗ −ψ(X>θ∗)
c(σ )
)
,
where c(σ ) is a scaling parameter, and ψ is the cumulant function. A natural approach to estimate
θ∗ is the Maximum Likelihood Estimation (MLE) (Pfanzagl, 1994), which essentially minimizes
the negative log-likelihood of the data given parameters. However, MLE often performs poorly in
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parameter estimation in high dimensions due to the curse of dimensionality (Bu¨hlmann and Van
De Geer, 2011).
To address this issue, machine learning researchers and statisticians follow Occam’s razor prin-
ciple, and propose sparse modeling approaches (Tibshirani, 1996; van de Geer, 2008; Raginsky
et al., 2010; Belloni et al., 2011). These sparse modeling approaches assume that θ∗ is a sparse
vector with only s∗ non-zero entries, where s∗ < n d. This implies that only a few variables in
X are essentially relevant to modeling, which is actually very natural to many real world appli-
cations, such as genomics and medical imaging (Neale et al., 2012; Eloyan et al., 2012; Liu et al.,
2015). Numerous empirical results have corroborated the success of sparse modeling in high di-
mensions. Sparse modeling approaches usually obtain a sparse estimator of θ∗ by solving the
following regularized optimization problem,
θ = argmin
θ∈Rd
L(θ) +Rλtgt(θ), (1.1)
where L : Rd → R is a twice differentiable convex loss function (e.g., negative log-likelihood or
pseudo-likelihood),Rλtgt :Rd →R is a sparsity-inducing decomposable regularizer, i.e.,Rλtgt(θ) =∑d
j=1 rλtgt(θj ) with rλtgt : R → R, and λtgt > 0 is the regularization parameter. Most of the exist-
ing sparse modeling approaches can be cast as special examples of (1.1), such as sparse linear
regression Tibshirani (1996), sparse logistic regression (van de Geer, 2008), and sparse Poisson
regression (Raginsky et al., 2010).
For convex regularizers, e.g., Rtgt(θ) = λtgt||θ||1 (Tibshirani, 1996), we can obtain global op-
tima in polynomial time and characterize their statistical properties. However, convex regulariz-
ers incur large estimation bias, since they induces too large penalty for the coefficients with large
magnitudes. To address this issue, several nonconvex regularizers are proposed, including the
minimax concave penalty (MCP, Zhang (2010a)), smooth clipped absolute deviation (SCAD, Fan
and Li (2001)), and capped `1-regularization (Zhang, 2010b). The obtained estimator (e.g., hypo-
thetical global optima to (1.1)) can achieve faster statistical rates of convergence than their convex
counterparts in parameter estimation (Negahban et al., 2012; Loh and Wainwright, 2015; Wang
et al., 2014; Fan et al., 2015).
Related Work: Despite of these superior statistical guarantees, nonconvex regularizers raise greater
computational challenge than convex regularizers in high dimensions. Popular iterative algo-
rithms for convex optimization, such as proximal gradient descent (Beck and Teboulle, 2009;
Nesterov, 2013) and coordinate descent (Luo and Tseng, 1992; Shalev-Shwartz and Tewari, 2011),
no longer have strong global convergence guarantees for nonconvex optimization. Therefore, es-
tablishing statistical properties of the estimators obtained by these algorithms becomes very chal-
lenging, which explains why existing theoretical studies on computational and statistical guar-
antees for nonconvex regularized sparse modeling approaches are so limited until recent rise of
a new area named “statistical optimization”. Specifically, machine learning researchers start to
incorporate certain structures of sparse modeling (e.g. restricted strong convexity, large regular-
ization effect) into the algorithmic design and convergence analysis for nonconvex optimization.
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This further motivates a few recent progresses: Loh and Wainwright (2015) propose proximal
gradient algorithms for a family of nonconvex regularized estimators with a linear convergence to
an approximate local optimum with suboptimal statistical guarantees; Wang et al. (2014); Zhao
et al. (2014) further propose homotopy proximal gradient and coordinate gradient descent algo-
rithms with a linear convergence to a local optimum with optimal statistical guarantees; Zhang
(2010b); Fan et al. (2015) propose a multistage convex relaxation based (also known as Difference
of Convex (DC) Programming) proximal gradient algorithm, which can guarantee an approximate
local optimum with optimal statistical properties. The computational analysis in Fan et al. (2015)
further shows that within each stage of the convex relaxation, the proximal gradient algorithm
achieves a (local) linear convergence to a unique sparse global optimum for the relaxed convex
subproblem.
Motivation: The aforementioned approaches only consider first order algorithms, such as prox-
imal gradient descent and proximal coordinate gradient descent. The second order algorithms
with theoretical guarantees are still largely missing for high dimensional nonconvex regularized
sparse modeling approaches, but this does not suppress the enthusiasm of applying heuristic sec-
ond order algorithms to real world problems. Some evidences have already corroborated their
superior computational performance over first order algorithms (e.g. glmnet, Friedman et al.
(2010)). This further motivates our attempt towards understanding the second order algorithms
in high dimensions.
Our Contribution: We study a multistage convex relaxation based proximal Newton algorithm for
nonconvex regularized sparse learning. This algorithm is not only highly efficient in practice, but
also enjoys strong computational and statistical guarantees in theory. Specifically, by leveraging
a sophisticated characterization of local restricted strong convexity and Hessian smoothness, we
prove that within each stage of convex relaxation, our proposed algorithm maintains the solution
sparsity, and achieves a (local) quadratic convergence, which is a significant improvement over
the (local) linear convergence of the proximal gradient algorithm in Fan et al. (2015) (See more
details in later sections). This eventually allows us to obtain an approximate local optimum with
optimal statistical properties after only a few number of convex relaxation stages. Numerical
experiments are provided to support our theory. To the best of our knowledge, this is the first
of second order based approaches for high dimensional sparse learning using convex/nonconvex
regularizers with strong statistical and computational guarantees.
Organization: The rest of this paper is as follows: In Section 2, we introduce the basic assump-
tions of the objective function and our algorithm; In Section 3, we present both statistical and
computational theories that guarantee the convergence of our proposed algorithm; In Section 4,
we provide numerical experiments to support our theories; In Section 5, we detailedly explain why
our second order algorithm is superior to the existing first order algorithms in practice, and dis-
cuss the extensions of our methodology and theory to proximal sub-sampled Newton and Quasi-
Newton algorithms; The proof sketches of our theories are presented in Section 6; The technical
lemmas and supplementary materials are presented in Appendix.
3
Notations: Given a vector v ∈ Rd , we denote the set of index for non-zero entries as supp(v), the
number of non-zero entries as ||v||0 = ∑j 1(vj , 0), the p-norm as ||v||p = (∑dj=1 |vj |p)1/p for a real p >
0, ||v||∞ = maxj |vj |, and the subvector with the j-th entry removed as v\j = (v1, . . . , vj−1,vj+1, . . . , vd)> ∈
Rd−1. Given an index set A ⊆ {1, ...,d}, A⊥ = {j | j ∈ {1, ...,d}, j <A} is the complementary set to A.
We use vA to denote a subvector of v indexed by A. Given a matrix A ∈ Rd×d , we use A∗j (Ak∗) to
denote the j-th column (k-th row) andΛmax(A) (Λmin(A)) as the largest (smallest) eigenvalue of A.
We define ||A||2F =
∑
j ||A∗j ||22 and ||A||2 =
√
Λmax(A>A). We denote A\i\j as the submatrix of A with
the i-th row and the j-th column removed, A\ij (Ai\j ) as the j-th column (i-th row) of A with its
i-th (j-th) entry removed, and AAA as a submatrix of A with both row and column indexed by A.
If A is a positive semidefinite matrix, we define ||v||A =
√
v>Av as the induced seminorm for vector
v. We use conventional notation O(·), Ω(·),Θ(·) to denote the limiting behavior, ignoring constant,
and OP (·) to denote the limiting behavior in probability. C1,C2, . . . are denoted as generic positive
constants.
2 DC Proximal Newton Algorithm
Throughout the rest of the paper, we assume: (1) L(θ) is nonstrongly convex and twice continu-
ously differentiable, e.g., the negative of log-likelihood function for the generalized linear model
(GLM); (2) L(θ) takes an additive form, i.e.,
L(θ) = 1
n
n∑
i=1
`i(θ),
where each `i(θ) is associated with an observation (xi , yi) for i = 1, ...,n. Take GLM as an example,
we have
`i(θ) = ψ(x
>
i θ)− yix>i θ,
where ψ is the cumulant function.
For nonconvex regularization, we use the capped `1 regularizer (Zhang, 2010b) defined as
Rλtgt(θ) =
d∑
j=1
rtgt(θj ) = λtgt
d∑
j=1
min{|θj |,βλtgt}, (2.1)
where β > 0 is an additional tuning parameter1. Our algorithm and theory can also be extended to
the SCAD and MCP regularizers in a straightforward manner (Zhang, 2010a; Fan and Li, 2001).
As shown in Figure 1, rλtgt(θj ) can be decomposed as the difference of two convex functions (Boyd
and Vandenberghe, 2009),
rλ(θj ) = λ|θj |︸︷︷︸
convex
−max{λ|θj | − βλ2,0}︸                  ︷︷                  ︸
convex
.
4
=  
θj θj θj
Figure 1: The capped `1 regularizer is the difference of two convex functions. This allows us to
relax the nonconvex regularizer based the concave duality.
This motivates us to apply the difference of convex (DC) programming approach to solve the
nonconvex problem. We then introduce the DC proximal Newton algorithm, which contains three
components: the multistage convex relaxation, warm initialization, and proximal Newton algo-
rithm.
(I) The multistage convex relaxation is essentially a sequential optimization framework (Zhang,
2010b)2. At the {K + 1}-th stage, we have the output solution from the previous stage θ̂{K}. For
notational simplicity, for all j = 1, . . . ,d, we define a regularization vector λ{K+1} ∈Rd as
λ{K+1} =
(
λ
{K+1}
1 , ...,λ
{K+1}
d
)>
, where λ{K+1}j = λtgt ·1
(
|θ̂{K}j | ≤ βλtgt
)
.
Let  be the Hadamard (entrywise) product. We solve a convex relaxation of (1.1) at θ = θ̂{K} as
follows,
θ
{K+1}
= argmin
θ∈Rd
Fλ{K+1}(θ), where Fλ{K+1}(θ) = L(θ) + ||λ{K+1} θ||1, (2.2)
where ||λ{K+1}  θ||1 = ∑dj=1λ{K+1}j |θj |. One can verify that ||λ{K+1}  θ||1 is essentially a convex
relaxation of Rλtgt(θ) at θ = θ̂{K} based on the concave duality in DC programming.
Remark 2.1. We emphasize that θ
{K}
denotes the unique sparse global optimum for (2.2) (The unique-
ness will be elaborated in later sections), and θ̂{K} denotes the output solution for (2.2) when we termi-
nate the iteration at the K-th convex relaxation stage. The stopping criterion will be explained later.
(II) The warm initialization is the first stage of DC programming, which solves the `1-regularized
counterpart of (1.1),
θ
{1}
= argmin
θ∈Rd
L(θ) +λtgt||θ||1. (2.3)
1The capped `1 regularizer is also independently proposed by Shen et al. (2012) with a different name – “Truncated
`1 Regularizer”.
2The DC programming approach is also independently proposed by Shen et al. (2012) as heuristics, and their sta-
tistical theory is still based on the hypothetical global optima.
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This is an intuitive choice for sparse statistical recovery, since the `1-regularized estimator can
give us a good initialization, which is sufficiently close to θ∗. Note that (2.3) equivalent to (2.2)
with λ{1}j = λtgt for all j = 1, . . . ,d, which can be viewed as the convex relaxation of (1.1) by taking
θ̂{0} = 0 for the first stage.
(III) The proximal Newton algorithm proposed in Lee et al. (2014) is then applied to solve the
convex subproblem (2.2) at each stage, including the warm initialization (2.3). For notational
simplicity, we omit the stage index {K} for all intermediate updates of θ, and only use (t) as the
iteration index within the K-th stage for all K ≥ 1. Specifically, at the K-th stage, given θ(t) at the
t-th iteration of the proximal Newton algorithm, we consider a quadratic approximation of (2.2)
at θ(t) as follows,
Q(θ;θ(t),λ{K}) = L(θ(t)) + (θ −θ(t))>∇L(θ(t)) + 1
2
||θ −θ(t)||2∇2L(θ(t)) + ||λ{K} θ||1, (2.4)
where ||θ −θ(t)||2∇2L(θ(t)) = (θ −θ(t))>∇2L(θ(t))(θ −θ(t)). We then take
θ(t+
1
2 ) = argmin
θ
Q(θ;θ(t),λ{K}).
Since L(θ) = 1n
∑n
i=1 `i(θ) takes an additive form, we can avoid directly computing the d by d
Hessian matrix in (2.4). Alternatively, in order to reduce the memory usage when d is large, we
rewrite (2.4) as a regularized weighted least square problem as follows
Q(θ;θ(t),λ{K}) = 1
n
n∑
i=1
wi(zi − x>i θ)2 + ||λ{K} θ||1 + constant, (2.5)
where wi ’s and zi ’s are some easy to compute constants depending on θ(t), `i(θ(t))’s, xi ’s, and yi ’s.
Remark 2.2. Existing literature has shown that the `1-regularized quadratic problem in (2.5) can be
efficiently solved by coordinate descent algorithms in conjunction with the active set strategy (Zhao
et al., 2014). See more details in Friedman et al. (2010) and Appendix A.
For the first stage (i.e., warm initialization), we require an additional backtracking line search
procedure to guarantee the descent of the objective value (Lee et al., 2014). Specifically, we denote
∆θ(t) = θ(t+
1
2 ) −θ(t).
Then we start from ηt = 1 and use a backtracking line search procedure to find the optimal ηt ∈
(0,1] such that the Armijo condition (Armijo, 1966) holds. Specifically, given a constant µ ∈ (0.9,1),
we update ηt = µq from q = 0 and find the smallest nonnegative integer q such that
Fλ{1}(θ(t) + ηt∆θ(t)) ≤ Fλ{1}(θ(t)) +αηtγt ,
where α ∈ (0, 12 ) is a fixed constant and
γt = ∇L
(
θ(t)
)> ·∆θ(t) + ||λ{1}  (θ(t) +∆θ(t)) ||1 − ||λ{1} θ(t)||1.
6
We then set θ(t+1) as θ(t+1) = θ(t) + ηt∆θ(t) and terminate the iterations for the smallest t when the
following approximate KKT condition holds:
ωλ{1}
(
θ(t)
)
= min
ξ∈∂||θ(t)||1
||∇L(θ(t)) +λ{1}  ξ ||∞ ≤ ε,
where ε is a predefined precision parameter. Then we set the output solution as θ̂{1} = θ(t). Note
that θ̂{1} is then used as the initial solution for the second stage of convex relaxation (2.2). The
proximal Newton algorithm with backtracking line search is summarized in Algorithm 1.
Such a backtracking line search procedure is not necessary at K-th stage for all K ≥ 2. In other
words, we simply take ηt = 1 and θ(t+1) = θ(t) +∆θ(t) = θ
(t+ 12 ) for all t ≥ 0 when K ≥ 2. This leads
to more efficient updates for the proximal Newton algorithm from the second stage of convex
relaxation (2.2). We summarize our proposed DC proximal Newton algorithm in Algorithm 2.
Algorithm 1 Proximal Newton Algorithm (ProxNewton)
Input: θ(0), λtgt, ε
Initialize: t← 0, λ{1}j ← λtgt, µ← 0.9, α← 14
Repeat:
θ(t+
1
2 )← argminθQ(θ;θ(t),λ{1})
∆θ(t)← θ(t+ 12 ) −θ(t)
γt←∇L
(
θ(t)
)> ·∆θ(t) + ||λ{1}  (θ(t) +∆θ(t)) ||1 − ||λ{1} θ(t)||1
ηt← 1, q← 0
Repeat:
ηt← µq
q← q+ 1
Until Fλ{1}
(
θ(t) + ηt∆θ(t)
)
≤ Fλ{1}
(
θ(t)
)
+αηtγt
θ(t+1)← θ(t) + ηt∆θ(t)
t← t + 1
Until ωλ{1}(θ(t)) ≤ ε
Return: θ(t).
3 Computational and Statistical Theories
Before we present our theoretical analysis, we first introduce some preliminaries, including im-
portant definitions and assumptions. We define the largest and smallest s-sparse eigenvalues of
the Hessian matrix as follows.
Definition 3.1. Given any positive integer s, we define the largest and smallest s-sparse eigenvalues
of ∇2L(θ) as
ρ+s = sup
‖v‖0≤s
v>∇2L(θ)v
v>v and ρ
−
s = inf‖v‖0≤s
v>∇2L(θ)v
v>v .
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Algorithm 2 DC Proximal Newton Algorithm
Input: θ̂{0}, λtgt, β, ε
Warm Initialization: θ̂{1}← ProxNewton(θ̂{0},λtgt, ε), K ← 1
Repeat:
λ
{K+1}
j ←
 0, if |θ̂
{K}
j | > βλtgt
λtgt, if |θ̂{K}j | ≤ βλtgt
t← 0, θ(0) = θ̂{K}
Repeat:
θ(t+1)← argminθQ(θ;θ(t),λ{K+1})
t← t + 1
Until ωλ{K+1}(θ(t)) ≤ ε
θ̂{K+1}← θ(t)
K ← K + 1
Until Convergence
Return: θ̂{K}.
Moreover, we define κs = ρ+s /ρ
−
s as the s-sparse condition number.
The sparse eigenvalue (SE) properties are widely studied in high dimensional sparse model-
ing problems, and are closely related to restricted strong convexity/smoothness properties and
restricted eigenvalue properties (Zhou, 2009; van de Geer and Bu¨hlmann, 2009; Raskutti et al.,
2010; Negahban et al., 2012). For notational convenience, given a parameter θ∈Rd and a real
constant R > 0, we define a neighborhood of θ with radius R as
B(θ,R)=
{
φ ∈Rd | ||φ−θ||2 ≤ R
}
.
Our first assumption is for the sparse eigenvalues of the Hessian matrix over a sparse domain.
Assumption 1. Given θ ∈ B(θ∗,R) for a generic constant R, there exists a generic constant C0 such that
∇2L(θ) satisfies the SE properties with parameters ρ−s∗+2s˜ and ρ+s∗+2s˜ satisfying
0 < ρ−s∗+2s˜ < ρ
+
s∗+2s˜ < +∞ with s˜ ≥ C0κ2s∗+2s˜ s∗ and κs∗+2s˜ = ρ+s∗+2s˜/ρ−s∗+2s˜.
Assumption 1 requires that ∇2L(θ) has finite largest and positive smallest sparse eigenvalues,
given that θ is sufficiently sparse and close to θ∗. Similar conditions are widely applied in the
analyses of efficient algorithms for solving high dimensional learning problems, such as proximal
gradient and coordinate gradient descent algorithms (Xiao and Zhang, 2013; Wang et al., 2014;
Zhao et al., 2014; Li et al., 2016a,b). A direct consequence of Assumption 1 is the restricted strong
convexity/smoothness of L(θ) (RSC/RSS, Bu¨hlmann and Van De Geer (2011)). Given any θ,θ′ ∈Rd ,
the RSC/RSS parameter can be defined as
δ(θ′ ,θ)=L(θ′)−L(θ)−∇L(θ)>(θ′ −θ).
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For notational simplicity, we define
S = {j | θ∗j , 0} and S⊥ = {j | θ∗j = 0}.
The following proposition connects the SE properties to the RSC/RSS property.
Proposition 3.2. Given θ,θ′ ∈ B(θ∗,R) with ||θS⊥ ||0 ≤ s˜ and ||θ′S⊥ ||0 ≤ s˜, L(θ) satisfies
1
2
ρ−s∗+2s˜‖θ′ −θ‖22 ≤ δ(θ′ ,θ) ≤
1
2
ρ+s∗+2s˜‖θ′ −θ‖22.
The proof of Proposition 3.2 is provided in Bu¨hlmann and Van De Geer (2011), and therefore
is omitted. Proposition 3.2 implies that L(θ) is essentially strongly convex, but only over a sparse
domain (See Figure 2).
The second assumption requires ∇2L(θ) to be smooth over the sparse domain.
Assumption 2 (Local Restricted Hessian Smoothness). Recall that s˜ is defined in Assumption 1.
There exist generic constants Ls∗+2s˜ and R such that for any θ,θ′ ∈ B(θ∗,R) with ||θS⊥ ||0 ≤ s˜ and
||θ′S⊥ ||0 ≤ s˜, we have
sup
v∈Ω, ||v||=1
v>(∇2L(θ′)−∇2L(θ))v ≤ Ls∗+2s˜||θ −θ′ ||22,
where Ω = {v | supp(v) ⊆ (supp(θ)∪ supp(θ′))}.
Assumption 2 guarantees that∇2L(θ) is Lipschitz continuous within a neighborhood of θ∗ over
a sparse domain. The local restricted Hessian smoothness is parallel to the local Hessian smooth-
ness for analyzing the proximal Newton method in low dimensions (Lee et al., 2014), which is also
close related to the self-concordance (Nemirovski, 2004) in the analysis of Newton method (Boyd
and Vandenberghe, 2009).
In our analysis, we set the radius R as
R=
ρ−s∗+2s˜
2Ls∗+2s˜
. (3.1)
Note that 2R = ρ
−
s∗+2s˜
Ls∗+2s˜ is the radius of the region centered at the unique sparse global minimizer of
(2.2) for quadratic convergence of the proximal Newton algorithm, which will be further discussed
later. This is parallel to the convergent radius in low dimensions (Lee et al., 2014), except that we
restrict the parameters over the sparse domain.
The third assumption requires λtgt to be chosen appropriately.
Assumption 3. Given the true modeling parameter θ∗, there exist generic constant C1 such that
λtgt = C1
√
logd
n
≥ 4||∇L(θ∗)||∞.
Moreover, for large enough n, we have
√
s∗λtgt ≤ C2Rρ−s∗+2s˜.
9
Restricted Strongly Convex
Nonstrongly Convex
Figure 2: An illustrative two dimensional example of the restricted strong convexity. L(θ) is
not strongly convex. But if we restrict θ to be sparse (Black Curve), L(θ) behaves like a strongly
convex function.
Assumption 3 guarantees that the regularization is sufficiently large to eliminate irrelevant
coordinates such that the obtained solution is sufficiently sparse (Bickel et al., 2009; Negahban
et al., 2012). In addition, λtgt can not be too large, which guarantees that the estimators are close
enough to the true model parameter. The above assumptions are deterministic. We will verify
these assumptions under GLM in the statistical analysis.
Our last assumption is on the predefined precision parameter ε as follows.
Assumption 4. For each stage of solving the convex relaxed subproblem (2.2) for all K ≥ 1, we set
ε =
C3√
n
≤ λtgt
8
for some generic small constant C3.
Assumption 4 guarantees that the output solution θ̂{K} at each stage for all K ≥ 1 has a suffi-
cient precision, which is critical to our convergence analysis of multistage convex relaxation.
3.1 Computational Theory
We first characterize the convergence for the first stage of our proposed DC proximal Newton
algorithm, i.e., the warm initialization for solving (2.3).
Theorem 3.3 (Warm Initialization, K = 1). Suppose that Assumptions 1 ∼ 4 hold with R defined in
(3.1). After sufficiently many iterations T <∞, the following results hold for all t ≥ T :
||θ(t) −θ∗||2 ≤ R and Fλ{1}(θ(t)) ≤ Fλ{1}(θ∗) +
15λ2tgts
∗
4ρ−s∗+2s˜
,
which further guarantee
ηt = 1, ||θ(t)S⊥ ||0 ≤ s˜, and ||θ(t+1) −θ
{1}||2 ≤ Ls∗+2s˜2ρ−s∗+2s˜
||θ(t) −θ{1}||22,
where θ
{1}
is the unique sparse global minimizer of (2.3) satisfying ||θ{1}S⊥ ||0 ≤ s˜ and ωλ{1}(θ
{1}
) = 0.
Moreover, we need at most
T + loglog
(
3ρ+s∗+2s˜/ε
)
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iterations to terminate the proximal Newton algorithm for the warm initialization (2.3), where the
output solution θ̂{1} satisfies
||θ̂{1}S⊥ ||0 ≤ s˜, ωλ{1}(θ̂{1}) ≤ ε, and ||θ̂{1} −θ∗||2 ≤
18λtgt
√
s∗
ρ−s∗+2s˜
.
The proof of Theorem 3.3 is provided in Appendix 6.1. Theorem 3.3 implies:
(1) The objective value is sufficiently small after finite T iterations of the proximal Newton
algorithm, which further guarantees solutions to be sparse as well as good computational
performance in all follow-up iterations.
(2) The solution enters the ball B(θ∗,R) after finite T iterations. Combined with the sparsity
of the solution, it further guarantees that the solution enters the region of quadratic con-
vergence. Thus the backtracking line search stops immediately and output ηt = 1 for all
t ≥ T .
(3) The total number of iterations is at most O(T +loglog(1/ε)) to achieve the approximate KKT
condition ωλ{1}(θ
(t)) ≤ ε, which serves as the stopping criterion of the warm initialization
(2.3).
Remark 3.4. To eliminate the notational ambiguity, we emphasis again the difference between θ{1}
and θ̂{1}: θ{1} is the unique sparse global minimizer of (2.3) that satisfies the KKT condition, i.e.,
ωλ{1}(θ
{1}
) = 0; θ̂{1} is the output solution of Algorithm 1 that satisfies the approximate KKT condition,
i.e., ωλ{1}(θ̂{1}) ≤ ε for some predefined ε > 0. Notations θ{K} and θ̂{K} with the same interpretations
above are also used for later stages K ≥ 2.
Given these good properties of the output solution θ̂{1} obtained from the warm initialization,
we can further show that our proposed DC proximal Newton algorithm for all follow-up stages
(i.e., K ≥ 2) achieves better computational performance than the first stage. This is character-
ized by the following theorem. For notational simplicity, we omit the iteration index {K} for the
intermediate updates within each stage for the multistage convex relaxation with K ≥ 2.
Theorem 3.5 (Stage K , K ≥ 2). Suppose Assumptions 1 ∼ 4 hold with R defined in (3.1). Then within
each stage K ≥ 2, for all iterations t = 1,2, ..., we have
||θ(t)S⊥ ||0 ≤ s˜ and ||θ(t) −θ∗||2 ≤ R,
which further guarantee
ηt = 1, ||θ(t+1) −θ{K}||2 ≤ Ls∗+2s˜2ρ−s∗+2s˜
||θ(t) −θ{K}||22, and Fλ{K}(θ(t+1)) < Fλ{K}(θ(t)),
where θ
{K}
is the unique sparse global minimizer of (2.2) at the K-th stage satisfying ||θ{K}S⊥ ||0 ≤ s˜ and
ωλ{K}(θ
{K}
) = 0. Moreover, we need at most
loglog
(
3ρ+s∗+2s˜/ε
)
.
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iterations to terminate the proximal Newton algorithm for the K-th stage of convex relaxation (2.2),
where the output solution θ̂{K} satisfies ||θ̂{K}S⊥ ||0 ≤ s˜, ωλ{K}(θ̂{K}) ≤ ε, and
||θ̂{K} −θ∗||2 ≤ C2
‖∇L(θ∗)S‖2 +λtgt
√∑
j∈S
1(|θ∗j | ≤ βλtgt) + ε
√
s∗
+C30.7K−1||θ̂{1} −θ∗||2,
for some generic constants C2 and C3.
...
Region of Quadratic Convergence
Output Solution for the 2nd Stage
Output Solution for the Last Stage
Neighborhood of ✓⇤ : B(✓⇤,R)
Initial Solution for Warm Initialization
Output Solution for Warm Initialization
b✓{0}
b✓{1}b✓{2}
b✓{eK}
✓⇤
Figure 3: A geometric interpretation of local quadratic convergence: the warm initialization
enters the region of quadratic convergence (orange region) after finite iterations and all follow-
up stages remain in the region of quadratic convergence. The final estimator θ̂{K˜} has a better
estimation error than the estimator θ̂{1} obtained from the convex warm initialization.
The proof of Theorem 3.5 is provided in Appendix 6.2. A geometric interpretation for the
computational theory of local quadratic convergence for our proposed algorithm is provided in
Figure 3. Within each stage of the convex relaxation (2.2) for all K ≥ 2, Theorem 3.5 implies:
(1) The algorithm maintains a sparse solution throughout all iterations t ≥ 1. The sparsity fur-
ther guarantees that the SE properties and local restricted Hessian smoothness hold, which
are necessary conditions for the fast convergence of the proximal Newton algorithm.
(2) The solution is maintained in the region B(θ∗,R) for all t ≥ 1. Combined with the sparsity
of the solution, we have that the solution enters the region of quadratic convergence. This
guarantees that we only need to set the step size ηt = 1 and the objective value is monotone
decreasing without the sophisticated backtracking line search procedure. Thus, the proxi-
mal Newton algorithm enjoys the same fast convergence as in low dimensional optimization
problems (Lee et al., 2014).
(3) With the quadratic convergence rate, the number of iterations is at most O(loglog(1/ε)) to
attain the approximate KKT condition ωλ{K}(θ
(t)) ≤ ε, which is the stopping criteria at each
stage.
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3.2 Statistical Theory
Recall that our computational theory relies on deterministic assumptions (Assumptions 1 ∼ 3).
However, these assumptions involve data, which are sampled from certain statistical distribution.
Therefore, we need to verify that these assumptions hold with high probability under mild data
generation process (e.g., GLM) in high dimensions in the following lemma.
Lemma 3.6 (GLM). Suppose that xi ’s are i.i.d. sampled from a zero-mean distribution with covariance
matrix Cov(xi) = Σ such that ∞ > cmax ≥ Λmax(Σ) ≥ Λmin(Σ) ≥ cmin > 0, and for any v ∈ Rd , v>xi is
sub-Gaussian with parameter at most a||v||22, where cmax, cmin, and a are generic constants. Moreover,
for some constant Mψ > 0, at least one of the following two conditions holds:
(1) The Hessian of the cumulant function ψ is uniformly bounded: ||ψ′′ ||∞ ≤Mψ, or
(2) The covariates are bounded ||xi ||∞ ≤ 1, and
E[max
|u|≤1
[ψ′′(x>θ∗) +u]p] ≤Mψ for some p > 2.
Then Assumptions 1 ∼ 3 hold with high probability.
The proof of Lemma 3.6 is provided in Appendix D. Given that these assumptions hold with
high probability, the computational theory holds, i.e., the proximal Newton algorithm attains
quadratic rate convergence within each stage of convex relaxation with high probability. We then
further establish the statistical rate of convergence for the obtained estimator in parameter esti-
mation.
Theorem 3.7. Suppose the observations are generated from GLM satisfying the conditions in Lemma 3.6
for large enough n such that n ≥ C4s∗ logd and β = C5/cmin is a constant defined in (2.1) for generic
constants C4 and C5, then with high probability, the output solution θ̂{K} satisfies
||θ̂{K} −θ∗||2 ≤ C6
√s∗n +
√
s′ logd
n
+C70.7K
√
s∗ logd
n

for generic constants C6 and C7, where s′ =
∑
j∈S 1(|θ∗j | ≤ βλtgt).
Theorem 3.7 is a direct result combining Theorem 3.5 and the analyses in Zhang (2010b). As
can be seen, s′ is essentially the number of non-zero θj ’s with smaller magnitudes than βλtgt,
which are often considered as “weak” signals. Theorem 3.7 essentially implies that by exploit-
ing the multi-stage convex relaxation framework, our DC proximal Newton algorithm gradually
reduces the estimation bias for “strong” signals, and eventually obtains an estimator with better
statistical properties than the `1-regularized estimator. Specifically, let K˜ be the smallest integer
such that after K˜ stages of convex relaxation we have
C70.7
K˜

√
s∗ logd
n
 ≤ C6 max

√
s∗
n
,
√
s′ logd
n
,
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which is equivalent to requiring K˜ = O(loglogd). This implies the total number of the proximal
Newton updates is at most
O (T + loglog(1/ε) · (1 + loglogd)) .
In addition, the obtained estimator attains the optimal statistical properties in parameter estima-
tion:
||θ̂{K˜} −θ∗||2 ≤ OP
(√s∗
n
+
√
s′ logd
n
)
v.s. ||θ̂{1} −θ∗||2 ≤ OP
(√s∗ logd
n
)
. (3.2)
Recall that θ̂{1} is obtained by the warm initialization (2.3). As illustrated in Figure 3, this implies
the statistical rate in (3.2) for ||θ̂{K˜} − θ∗||2 obtained from the multistage convex relaxation for the
nonconvex regularized problem (1.1) is a significant improvement over ||θ̂{1}−θ∗||2 obtained from
the convex problem (2.3). Especially when s′ is small, i.e., most of non-zero θj ’s are strong signals,
our result approaches the oracle bound3 OP (
√
s∗/n) (Fan and Li, 2001) as illustrated in Figure 4.
OP
 r
s⇤
n
+
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s0log d
n
!
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Fast Bound: Nonconvex
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Figure 4: An illustration of the statistical rates of convergence in parameter estimation. Our
obtained estimator has an error bound between the oracle bound and the slow bound from the
convex problem in general. When the percentage of strong signals increases, i.e., s′ decreases,
then our result approaches the oracle bound.
4 Experiments
We compare our DC Proximal Newton algorithm (DC+PN) with two competing algorithms for
solving nonconvex regularized sparse logistic regression problems.They are accelerated proximal
3The oracle bound assumes that we know which variables are relevant in advance. It is not a realistic bound, but
only for comparison purpose.
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gradient algorithm (APG) implemented in the SPArse Modeling Software (SPAMS, coded in C++,
Mairal et al. (2014)), and accelerated coordinate descent (ACD) algorithm implemented in R pack-
age gcdnet (coded in Fortran, Yang and Zou (2013)). We further optimize the active set strategy
in gcdnet to boost its computational performance. To integrate these two algorithms with the
multistage convex relaxation framework, we revise their source code.
To further boost the computational efficiency at each stage of the convex relaxation, , we apply
the pathwise optimization for all algorithms (Friedman et al., 2010; Zhao et al., 2014). Specifi-
cally, we use a geometrically decreasing sequence of regularization parameters {λ[m] = αmλ[0]}Mm=1,
where α ∈ (0,1) is a shrinkage ratio, and λtgt = λ[M]. For each λ[m], we apply the corresponding
algorithm (DC+PN, DC+APG, and DC+ACD) to solve the nonconvex regularized problem (1.1).
The value of λ[0] is chosen to be the smallest value such that the corresponding solution is zero.
Moreover, we initialize the solution for a new regularization parameter λ[m+1] using the output
solution obtained with λ[m]. Such a pathwise optimization scheme has achieved tremendous suc-
cess in practice (Friedman et al., 2010; Zhao et al., 2012; Li et al., 2015), and we refer Zhao et al.
(2014) for more involved theoretical analysis.
All three algorithms are compared in wall clock time and objective values with λtgt ≈ 14
√
logd/n.
Our DC Proximal Newton algorithm is implemented in C with double precisions, and called from
R by a wrapper. Our comparison contains 3 datasets: “madelon” (n = 2000,d = 500, Guyon
et al. (2005)), “gisette” (n = 2000,d = 5000, Guyon et al. (2005)), and three simulated datasets:
“sim 1k”, “sim 5k”, and “sim 10k”. For the simulated data sets, we choose n = 1000 and d = 5000,
and generate each xi independently from a d-dimensional normal distribution N (0,Σ), where
Σjk = 0.5|j−k| for all j,k = 1, ...,d. We generate y ∼ Bernoulli(1/[1 + exp(−x>i θ∗)]), where θ∗ has all
0 entries except randomly selected 20 entries. The non-zero entries are independently sampled
from U(0,1).
Table 1: Quantitive timing comparisons for on nonconvex-regularized sparse logistic regression.
DC+PN denotes our proposed DC proximal Newton algorithm; ACD denotes the coordinate de-
scent algorithm combined with the active set strategy; APG denotes the accelerated proximal gra-
dient algorithm. The average values and standard errors (in parentheses) of timing performance
(in seconds) are presented.
madelon gisette sim 1k sim 5k sim 10k
DC+PN
1.51(±0.01)s 5.35(±0.11)s 1.07(±0.02)s 4.53(±0.06)s 8.82(±0.04)s
obj value: 0.52 obj value: 0.01 obj value: 0.01 obj value: 0.01 obj value: 0.01
DC+ACD
5.83(±0.03)s 18.92(±2.25)s 9.46(±0.09) s 16.20(±0.24) s 19.1(±0.56) s
obj value: 0.52 obj value: 0.01 obj value: 0.01 obj value: 0.01 obj value: 0.01
DC+APG
1.60(±0.03)s 207(±2.25)s 17.8(±1.23) s 111(±1.28) s 222(±5.79) s
obj value: 0.52 obj value: 0.01 obj value: 0.01 obj value: 0.01 obj value: 0.01
The experiments are performed on a personal computer with 2.6GHz Intel Core i7 and 16GB
RAM. For each algorithm and dataset, we repeat the algorithm 10 times and we report the aver-
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age values and standard errors of the wall clock time in Table 1. The stopping criteria for each
algorithms are tuned such that they attains similar optimization errors. As can be seen in Table 1,
our DC Proximal Newton algorithm significantly outperforms the competing algorithms in terms
of the timing performance.
We then illustrate the quadratic convergence of our DC proximal Newton algorithm within
each stage of convex relaxation using the “sim” datasets. Specifically, we provide the plots of gap
towards the optimal objective of the K-th stage, i.e., log(Fλ{K}(θ(t))−Fλ{K}(θ{K})), for K = 1,2,3,4 in a
single simulation in Figure 5. We see that our DC proximal Newton algorithm achieves quadratic
convergence, which is consistent with our theory.
(a) Simulated Data, λ = 0.036 (b) Gissete Data, λ = 0.02
Figure 5: Timing comparisons in wall clock time. Our DC proximal Newton algorithm demon-
strates superior quadratic convergence (consistent with our theory), and significantly outperforms
the DC proximal gradient algorithm.
5 Discussions and Future Work
We first provide detailed discussions on the superior performance of our DC proximal Newton
in our experiment, and then discuss potential variants – DC proximal sub-sampled Newton or
Quasi-Newton algorithm.
5.1 Drawbacks of first order algorithms
There exist two major drawbacks of existing multi-stage convex relaxation based first order algo-
rithms:
(1) The first order algorithms have significant computational overhead in each iteration, e.g.,
for GLM, computing gradients requires frequently evaluating the cumulant function and
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its derivatives. This often involves extensive non-arithmetic operations such as log and exp
functions, which naturally appear in the cumulant function and its derivates and are compu-
tationally expensive. To the best of our knowledge, even if we use some efficient numerical
methods for calculating exp in Schraudolph (1999); Malossi et al. (2015), the computation
still needs at least 10 − 30 times more CPU cycles than basic arithmetic operations, e.g.,
multiplications. Our proposed DC Proximal Newton algorithm cannot avoid calculating
the cumulant function and its derivatives, when computing quadratic approximations. The
computation, however, is much less intense, since the convergence is quadratic.
(2) The first order algorithms are computationally expensive with the step size selection. Al-
though for certain GLM, e.g., sparse logistic regression, we can choose the step size param-
eter as
η ≈Λ−1max
1n
n∑
i=1
xix
>
i
 .
However, such a step size often leads to very poor performance. In contrast, as our theoret-
ical analysis and experiments suggest, the proposed DC proximal Newton algorithm needs
very few line search steps, which saves much computational efforts.
Some recent papers on proximal Newton or inexact proximal Newton also demonstrate local
quadratic convergence guarantees, such as Yen et al. (2014); Yue et al. (2016). However, their
conditions are much more stringent than the SE properties in terms of the dependence on the
problem dimensions. Specifically, their quadratic convergence can only be guaranteed on a much
smaller ball/neighborhood. For example, the constant nullspace strong convexity in Yen et al.
(2014), which plays the same role as the smallest sparse eigenvalue ρ−s∗+2s˜ in our analysis, is as
small as 1/d. Thus, they can only guarantee the quadratic convergence in a region with radius
O(1/d), which is very small in high dimensions. However, in our analysis, ρ−s∗+2s˜ can be a constant,
which is (almost) independent of d (Bu¨hlmann and Van De Geer, 2011) and much larger than
O(1/d). A similar issue that the quadratic region is too small exists in Yue et al. (2016) as well.
5.2 Extension to sub-sampled or Quasi-Newton algorithms
Our methodology can be further extended to proximal sub-sampled Newton or Quasi-Newton
algorithms using either BFGS-type or subsampled Hessian matrices. Taking the Proximal sub-
sampled Newton algorithm as an example, we replace the Hessian matrix with an approximate
Hessian matrix in each proximal Newton iteration. Suppose that at the t-th iteration of the K-
th stage, we randomly select a mini-batch X (t) ⊂ {1, ...,n} of m samples from the data with equal
probability (i.e., |X (t)| =m). We then consider an alternative quadratic approximation
Q̂(θ;θ(t),λ(K),X (t)) = L(θ(t)) + (θ −θ(t))>∇L(θ(t)) + 1
2
||θ −θ(t)||2
Ĥ(θ(t),X (t)) + ||λ{K} θ||1, (5.1)
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where Ĥ(θ(t),X (t)) is the subsampled Hessian matrix
Ĥ(θ(t),X (t)) = 1
m
∑
i∈X (t)
∇2`i(θ(t)).
By exploiting the additive nature of L(θ), we can further rewrite (5.1) as
Q̂(θ;θ(t),λ(K),X (t)) = 1
m
∑
i∈X (t)
wi(x
>
i θ)
2 + g>θ + ||λ{K} θ||1 + constant, (5.2)
where g ∈ Rd and wi ∈ R for all i ∈ X (t) are some easy to compute constants depending on θ(t),
`i(θ(t))’s, xi ’s, and yi ’s. Similar to (2.5), (5.2) only requires O(md) memory usage and can be ef-
ficiently solved by coordinate descent algorithms in conjunction with the active set strategy, soft
thresholding, and residual update. See more details in Appendix A. Note that the line search pro-
cedure is needed for the proximal sub-sampled Newton algorithm throughout all iterations and
stages.
The sub-sampled Hessian matrices preserve the spectral behaviors when the batch size m is
large enough (e.g. m = Ω(s∗ logd)). Thus, restricted strong convexity, smoothness, and Hessian
smoothness hold, and similar theoretical results are expected to hold. A major difference is that
we get slower convergence (e.g. superlinear or linear depending on the batch size m) instead of
quadratic convergence. This is a fundamental tradeoff between Proximal Newton and proximal
sub-sampled Newton (or Quasi-Newton) algorithm in both low and high dimensions. We will
leave this for further investigation.
6 Proofs of Main Results
We provide proof sketches for the main results of Theorem 3.3 and 3.5 in this section.
6.1 Proof of Theorem 3.3
We provide a few important intermediate results. The first result characterizes the sparsity of the
solution and an upper bound of the objective after sufficiently many iterations as follows. The
proof is provided in Appendix C.1.
Lemma 6.1. Suppose that Assumptions 1 ∼ 4 hold. After sufficiently many iterations T < ∞, the
following results hold for all t ≥ T :
||θ(t)S⊥ ||0 ≤ s˜ and Fλ{1}(θ(t)) ≤ Fλ{1}(θ∗) +
15λ2tgts
∗
4ρ−s∗+2s˜
.
We then demonstrate the parameter estimation and quadratic convergence conditioning on
the sparse solution and bounded objective. The proof is provided in Appendix C.2.
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Lemma 6.2. Suppose that Assumptions 1 ∼ 4 hold. If ||θ(t)S⊥ ||0 ≤ s˜, and Fλ{1}(θ(t)) ≤ Fλ{1}(θ∗) +
15λ2tgts
∗
4ρ−s∗+2s˜
,
we have
||θ(t) −θ∗||2 ≤
18λtgt
√
s∗
ρ−s∗+2s˜
and ||θ(t+1) −θ{1}||2 ≤ Ls∗+2s˜2ρ−s∗+2s˜
||θ(t) −θ{1}||22
Moreover, we characterize the sufficient number of iterations for the proximal Newton updates
to achieve the approximate KKT condition. The proof is provided in Appendix C.3.
Lemma 6.3. Suppose that Assumptions 1 ∼ 4 hold. If ||θ(T )S⊥ ||0 ≤ s˜, and Fλ{1}(θ(T )) ≤ Fλ{1}(θ∗) +
15λ2tgts
∗
4ρ−s∗+2s˜
at some iteration T , we need at most
T1 ≤ loglog
(
3ρ+s∗+2s˜
ε
)
extra iterations of the proximal Newton updates such that ωλ{1}(θ(T+T1)) ≤ λtgt8 .
Combining Lemma 6.1 ∼ 6.3, we have desired results in Theorem 3.3.
6.2 Proof of Theorem 3.5
We present a few important intermediate results that are key components of our main proof.
The first result shows that in a neighborhood of the true model parameter θ∗, the sparsity of the
solution is preserved when we use a sparse initialization. The proof is provided in Appendix B.1.
Lemma 6.4 (Sparsity Preserving Lemma). Suppose that Assumptions 1 and 2 hold with ε ≤ λtgt8 .
Given θ(t) ∈ B (θ∗,R) and ||θ(t)S⊥ ||0 ≤ s˜, there exists a generic constant C1 such that
||θ(t+1)S⊥ ||0 ≤ s˜ and ||θ(t+1) −θ∗||2 ≤
C1λtgt
√
s∗
ρ−s∗+2s˜
.
We then show that every step of proximal Newton updates within each stage has a quadratic
convergence rate to a local minimizer, if we start with a sparse solution in the refined region. The
proof is provided in Appendix B.2.
Lemma 6.5. Suppose that Assumptions 1 ∼ 4 hold. If θ(t) ∈ B (θ∗,R) and ∥∥∥θ(t)S⊥∥∥∥0 ≤ s˜, then for each
stage K ≥ 2, we have
||θ(t+1) −θ{K}||2 ≤ Ls∗+2s˜2ρ−s∗+2s˜
||θ(t) −θ{K}||22.
In the following, we need to use the property that the iterates θ(t) ∈ B(θ{K},2R) instead of
θ(t) ∈ B (θ∗,R) for convergence analysis of the proximal Newton method. This property holds
since we have θ(t) ∈ B (θ∗,R) and θ{K} ∈ B (θ∗,R) simultaneously. Thus θ(t) ∈ B
(
θ
{K}
,2R
)
, where
2R = ρ
−
s∗+2s˜
Ls∗+2s˜ is the radius for quadratic convergence region of the proximal Newton algorithm.
The following lemma demonstrates that the step size parameter is simply 1 if the the sparse
solution is in the refined region. The proof is provided in Appendix B.3.
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Lemma 6.6. Suppose that Assumptions 1 ∼ 4 hold. If θ(t) ∈ B(θ{K},2R) and ||θ(t)S⊥ ||0 ≤ s˜ at each stage
K ≥ 2 with 14 ≤ α < 12 , then ηt = 1. Further, we have
Fλ{K}(θ(t+1)) ≤ Fλ{K}(θ(t)) + 14γt .
Moreover, we present a critical property of γt. The proof is provided in Appendix B.4.
Lemma 6.7. Denote ∆θ(t) = θ(t) −θ(t+1) and
γt = ∇L
(
θ(t)
)> ·∆θ(t) + ‖λ{K}  (θ(t) +∆θ(t))‖1 − ‖λ{K}  (θ(t))‖1.
Then we have γt ≤ −||∆θ(t)||2∇2L(θ(t)).
In addition, we present the sufficient number of iterations for each convex relaxation stage to
achieve the approximate KKT condition. The proof is provided in Appendix B.5.
Lemma 6.8. Suppose that Assumptions 1∼ 4 hold. To achieve the approximate KKT conditionωλ{K}
(
θ(t)
)
≤
ε for any ε > 0 at each stage K ≥ 2, the number of iteration for proximal Newton updates is at most
loglog
(
3ρ+s∗+2s˜
ε
)
.
We further present the contraction of the estimation error along consecutive stages, which is a
direct result from oracle statistical rate in Fan et al. (2015).
Lemma 6.9. Suppose that Assumptions 1 ∼ 4 hold. Then there exists a generic constant c1 such that
the output solutions for all K ≥ 2 satisfy
||θ̂{K} −θ∗||2 ≤ c1
‖∇L(θ∗)S‖2 +λtgt
√∑
j∈S
1(|θ∗j | ≤ βλ) + ε
√
s∗
+ 0.7||θ̂{K−1} −θ∗||2.
Combining Lemma 6.4 ∼ Lemma 6.7, we have the quadratic convergence of the proximal
Newton algorithm within each convex relaxation stage. The rest of the results in Theorem 3.5
hold by further combining Lemma 6.8 and recursively applying Lemma 6.9.
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A Coordinate Descent Algorithms with the Active Set Strategy
We first provide a brief derivation of the quadratic approximation (2.4) into a weighted least
square problem. For notational convenience, we omit the indices {K} and (t) for a particular iter-
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ation of a stage. Recall that we want to minimize the following `1-regularized quadratic problem
∆θ̂ = argmin
∆θ
∆θ>∇L(θ) + 1
2
∆θ>∇2L(θ)∆θ + ||λ (θ +∆θ)||1. (A.1)
For GLM, we have
L(θ) = 1
n
n∑
i=1
ψ(x>i θ)− yix>i θ,
where ψ is the cumulant function. Then we can rewrite the quadratic function ∆θ>∇L(θ) +
1
2∆θ
>∇2L(θ)∆θ in subproblem (A.1) as a weighted least squares form (Friedman et al., 2010):
1
2n
n∑
i=1
(
2
(
yi −ψ′(x>i θ)
)
x>i ∆θ +ψ
′′(x>i θ)(x
>
i ∆θ)
2
)
=
1
2n
n∑
i=1
wi(zi − x>i ∆θ)2 + constant,
where wi = ψ′′(x>i θ), zi =
yi−ψ′(x>i θ)
ψ′′(x>i θ)
, and the constant term does not depend on ∆θ. This indicates
that (A.1) is equivalent to a Lasso problem with reweighted least square loss function:
∆θ̂ = argmin
∆θ
1
2n
n∑
i=1
wi(zi − x>i ∆θ)2 + ||λ (θ +∆θ)||1. (A.2)
By solving (A.2), we can avoid directly computing the d × d Hessian matrix ∇2L(θ) in (A.1) and
significantly reduce the memory usage when d is large.
We then introduce an algorithm for solving (A.2) leveraging the idea of active set update. The
active set update scheme is very efficient in practice (Friedman et al., 2010) with rigid theoretical
justifications (Zhao et al., 2014). The algorithm contains two nested loops. In the outer loop, we
separate all coordinates into two sets: active set and inactive set. Such a partition is based on some
heuristic greedy scheme, such as gradient thresholding (also called strong rule, Tibshirani et al.
(2012)). Then within each iteration of the middle loop, the inner loop only updates coordinates
in the active set in a cyclic manner until convergence, where the coordinates in the inactive set
remain to be zero. After the inner loop converges, we update the active set based on a greedy
selection rule that further decreases the objective value, and repeat the inner loop. Such a proce-
dure continues until the active set no longer changes in the outer loop. We provide the algorithm
description as follows and refer Zhao et al. (2014) for further details of active set based coordinate
minimization. We use (p) to index the p-th iteration of the outer loop, and (p, l) to index the l-th
iteration of the inner loop at the p-th iteration of the outer loop.
Inner Loop. The active set A and inactive set A⊥ are respectively set as
A← {j | θj , 0} = {j1, j2, . . . , js} and A⊥← {j | j <A},
where j1 < j2 < . . . < js. A coordinate-wise minimization of (A.2) is performed throughout the
inner loop. Specifically, given θ(p,l) at the l-th iteration of the inner loop, we solve (A.2) by only
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considering the j-th coordinate in the active set and fix the rest coordinates in a cyclic manner for
all j = j1, j2, . . . , js, i.e.,
∆θ̂j = argmin
∆θj
1
2n
n∑
i=1
wi(zi −
∑
k∈A,k,j
x>ik∆θk − x>ij∆θj )2 + |λj(θj +∆θj )|. (A.3)
Then we update θ(p,l+1)j = θ
(p,l)
j + ∆θ̂j . Solving (A.3) has a simple closed form solution by soft
thresholding, i.e.,
∆θ̂j ←
S( 1n
∑n
i=1wiδij ,λj )
1
n
∑n
i=1wix
2
ij
,
where δij = zi −∑k∈A,k,j xik∆θk and S(a,b) = sign(a)max{|a| − b,0} for real values a and b. More-
over, the residual δij can be updated efficiently. Specifically, after the update of ∆θ̂j for the j-th
coordinate, then for the next non-zero coordinate, e.g., j ′ ∈ A, we update the residual as
δij ′ = δij − x>ij∆θ̂j + xij ′∆θj ′ .
This reduces the computational cost of updating each coordinate from O(s) to O(1), only with an
increase of the memory cost O(s) for maintaining the previous updates of ∆θj .
Given a convergence parameter a ∈ (0,1), we terminate the inner loop when
‖θ(p,l+1) −θ(p,l)‖2 ≤ aλ.
Outer Loop. At the beginning of the outer loop, we initialize the active set A(0) as follows
A(0)← {j | |∇jL(θ(0))| ≥ (1− ν)λ} ∪ {j | θ(0)j , 0},
where ∇jL(θ(0)) is the j-th entry of ∇L(θ(0)), ν ∈ (0,0.1) is a thresholding parameter, and the
inactive set is A(0)⊥ = {j | j <A(0)}.
Suppose at the p-th iteration of the outer loop, the active set isA(p). We then perform the inner
loop introduced above usingA(p) until the convergence of the inner loop and denote θ(p+1) = θ(p,l),
which is the output of the inner loop. Next, we describe how to update the active set A(p) using
the following greedy selection rule.
• We first shrink the active set as follows. The active coordinate minimization (inner loop)
may yield zero solutions on A(p). We eliminate the zero coordinates of θ(p+1) from A(p), and
update the intermediate active set and inactive set respectively as
A(p+ 12 )← {j ∈ A(p) | θ(p+1)j , 0} and A
(p+ 12 )⊥ ← {j | j <A(p+ 12 )}.
• We then expand the active set as follows. Denote
j(p) = argmax
j∈A(p+
1
2 )⊥
|∇jL(θ(p+1))|.
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The outer loop is terminated if
|∇j(p)L(θ(p+1))| ≤ (1 + δ)λ,
where δ 1 is a real positive convergence parameter, e.g., δ = 10−5. Otherwise, we update
the sets as
A(p+1)←A(p+ 12 ) ∪ {j(p)} and A(p+1)⊥ ←A(p+
1
2 )⊥ \{j(p)},
B Proof of Intermediate Results for Theorem 3.5
For notational convenience, we denote
R`1λ (θ) = ||λθ||1.
We also introduce an important notion as follows, which is closely related with the SE proper-
ties.
Definition B.1. We denote the local `1 cone as
C(s,ϑ,R)=
{
v,θ : S ⊆M, |M| ≤ s,‖vM⊥‖1 ≤ ϑ‖vM‖1,‖θ −θ∗‖2 ≤ R
}
.
Then we define the largest and smallest localized restricted eigenvalues (LRE) as
ψ+s,ϑ,R = sup
u,θ
{
v>∇2L(θ)v
v>v : (v,θ) ∈ C(s,ϑ,R)
}
,
ψ−s,ϑ,R = infu,θ
{
v>∇2L(θ)v
v>v : (v,θ) ∈ C(s,ϑ,R)
}
.
The following proposition demonstrates the relationships between SE and LRE. The proof can
be found in Bu¨hlmann and Van De Geer (2011), thus is omitted here.
Proposition B.2. Given any θ,θ′ ∈ C(s,ϑ,R)∩B(θ∗,R), we have
c1ψ
−
s,ϑ,R ≤ ρ−s ≤ c2ψ−s,ϑ,R, and c3ψ+s,ϑ,R ≤ ρ+s ≤ c4ψ+s,ϑ,R.
where c1, c2, c3, and c4 are constants.
B.1 Proof of Lemma 6.4
We first demonstrate the sparsity of the update. For notational convenience, we omit the stage
index {K}. Since θ(t+1) is the minimizer to the proximal Newton problem, we have
∇2L(θ(t))(θ(t+1) −θ(t)) +∇L(θ(t)) +λ ξ(t+1) = 0,
where ξ(t+1) ∈ ∂||θ(t+1)||1.
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It follows from Fan et al. (2015) that if Assumption 3 holds, then we have minj∈S ′⊥{λj} ≥ λtgt/2
for some set S ′ ⊃ S with |S ′ | ≤ 2s∗. Then the analysis of sparsity of can be performed through λtgt
directly.
We then consider the following decomposition
∇2L(θ(t))(θ(t+1) −θ(t)) +∇L(θ(t))
= ∇2L(θ(t))(θ(t+1) −θ∗)︸                     ︷︷                     ︸
V1
+∇2L(θ(t))(θ∗ −θ(t))︸                  ︷︷                  ︸
V2
+∇L(θ(t))−∇L(θ∗)︸                ︷︷                ︸
V3
+∇L(θ∗)︸  ︷︷  ︸
V4
.
Consider the following sets:
Ai =
{
j ∈ S ′⊥ : |(Vi)j | ≥ λtgt/4
}
, for all i ∈ {1,2,3,4}.
Set A2. We have A2 =
{
j ∈ S ′⊥ : |(∇2L(θ(t))(θ∗ −θ(t)))j | ≥ λtgt/4
}
. Consider a subset S ′ ⊂ A2 with
|S ′ | = s′ ≤ s˜. Suppose we choose a vector v ∈ Rd such that ‖v‖∞ = 1 and ‖v‖0 = s′ with s′λtgt/4 ≤
v>∇2L(θ(t))(θ∗ −θ(t)). Then we have
s′λtgt/4 ≤ v>∇2L(θ(t))(θ∗ −θ(t)) ≤ ‖v(∇2L(θ(t))) 12 ‖2‖(∇2L(θ(t))) 12 (θ∗ −θ(t))‖2
(i)≤
√
ρ+s∗+2s˜ρ
+
s′‖v‖2‖θ∗ −θ(t)‖2
(ii)≤
√
s′ρ+s∗+2s˜ρ
+
s′‖θ∗ −θ(t)‖2
(iii)≤
C′
√
s′ρ+s∗+2s˜ρ
+
s′λtgt
√
s∗
ρ−s∗+2s˜
, (B.1)
where (i) is from the SE properties, (ii) is from the definition of v, and (iii) is from ‖θ(t) − θ∗‖2 ≤
C′λtgt
√
s∗/ρ−s∗+2s˜. Then (B.1) implies
s′ ≤ C2ρ
+
s∗+2s˜ρ
+
s′s
∗
(ρ−s∗+2s˜)2
≤ C2κ2s∗+2s˜s∗, (B.2)
where the last inequality is from the fact that s′ = |S ′ | achieves the maximum possible value such
that s′ ≤ s˜ for any subset S ′ of A2. (B.2) implies that s′ < s˜, so wo must have S ′ = A2 to attain the
maximum. Then we have
|A2| = s′ ≤ C2κ2s∗+2s˜s∗.
Set A3. We have A3 =
{
j ∈ S ′⊥ :
∣∣∣∣(∇L(θ(t))−∇L(θ∗))i ∣∣∣∣ ≥ λtgt/4}. Suppose we choose a vector v ∈ Rd
such that ‖v‖∞ = 1, ‖v‖0 = |A3| and
v>
(
∇L(θ(t))−∇L(θ∗)
)
=
∑
i∈A3
vi
(
∇L(θ(t))−∇L(θ∗)
)
i
=
∑
i∈A3
∣∣∣∣(∇L(θ(t))−∇L(θ∗))i ∣∣∣∣ ≥ λtgt|A3|/4. (B.3)
Then we have
v>
(
∇L(θ(t))−∇L(θ∗)
)
≤ ||v||2||∇L(θ(t))−∇L(θ∗)||2
(i)≤ √|A3| · ||∇L(θ(t))−∇L(θ∗)||2
(ii)≤ ρ+s∗+2s˜
√|A3| · ||θ(t) −θ∗||2, (B.4)
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where (i) is from the definition of v, and (ii) is from the mean value theorem and analogous
argument for A2.
Combining (B.3) and (B.4), we have
λtgt|A3| ≤ 4ρ+s∗+2s˜
√|A3| · ||θ −θ∗||2 (i)≤ 8λtgtκs∗+2s˜√3s∗|A3|
where (i) is from ‖θ(t) −θ∗‖2 ≤ C′λtgt
√
s∗/ρ−s∗+2s˜ and definition of κs∗+2s˜ = ρ
+
s∗+2s˜/ρ
−
s∗+2s˜. This implies
|A3| ≤ C3κ2s∗+2s˜s∗.
SetA4. By Assumption 3 and λtgt ≥ 4||∇L(θ∗)||∞, we have
0 ≤ |V4| ≤
∑
i∈S ∗⊥
4
λtgt
|(∇L(θ∗))i | ·1(|(∇L(θ∗))i | > λtgt/(4)) =
∑
i∈S ∗⊥
4
λtgt
|(∇L(θ∗))i | · 0 = 0, (B.5)
Set A1. From Lemma E.1, we have Fλ(θ(t+1)) ≤ Fλ(θ∗) + λtgt4 ||θ(t+1) −θ∗||1. This implies
L(θ(t+1))−L(θ∗) ≤ λtgt(||θ∗||1 − ||θ(t+1)||1) +
λtgt
4
||θ(t+1) −θ∗||1
= λtgt(||θ∗S ′ ||1 − ||θ(t+1)S ′ ||1 − ||θ(t+1)S ′⊥ ||1) +
λtgt
4
||θ(t+1) −θ∗||1
≤ 5λtgt
4
||θ(t+1)S ′ −θ∗S ′ ||1 −
3λtgt
4
||θ(t+1)S ′⊥ −θ
∗
S ′⊥ ||1. (B.6)
where the equality holds since θ∗S ′⊥ = 0. On the other hand, we have
L(θ(t+1))−L(θ∗) (i)≥ ∇L(θ∗)(θ(t+1) −θ∗) ≥ −||cL(θ∗)||∞||θ(t+1) −θ∗||1
(ii)≥ −λtgt
4
||θ(t+1) −θ∗||1 = −
λtgt
4
||θ(t+1)S ′ −θ∗S ′ ||1 −
λtgt
4
||θ(t+1)S ′⊥ −θ
∗
S ′⊥ ||1, (B.7)
where (i) is from the convexity of L and (ii) is from Assumption 3. Combining (B.6) and (B.7), we
have
||θ(t+1)S ′⊥ −θ
∗
S ′⊥ ||1 ≤ 3||θ
(t+1)
S ′ −θ∗S ′ ||1,
which implies that θ(t+1) −θ∗ ∈ C(s∗,3,R) with respect to the set S ′.
We have A4 =
{
j ∈ S ′⊥ : |(∇2L(θ(t))(θ∗ −θ(t+1)))j | ≥ λtgt/4
}
. Consider a subset S ′ ⊂ A2 with |S ′ | =
s′ ≤ s˜ and a vector v ∈Rd similar to that in A2. Then we have
s′λtgt/4 ≤ v>∇2L(θ(t))(θ(t+1) −θ∗) ≤ ‖v(∇2L(θ(t))) 12 ‖2‖(∇2L(θ(t))) 12 (θ(t+1) −θ∗)‖2
(i)≤ c1
√
ρ+s∗+2s˜ρ
+
s′‖v‖2‖θ∗ −θ(t+1)‖2
(ii)≤ c1
√
s′ρ+s∗+2s˜ρ
+
s′‖θ∗ −θ(t+1)‖2
(iii)≤
c2
√
s′ρ+s∗+2s˜ρ
+
s′λtgt
√
s∗
ρ−s∗+2s˜
, , (B.8)
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where (i) is from SE condition and Proposition B.2, (ii) is from the definition of v, and (iii) is from
‖θ(t+1) −θ∗‖2 ≤ C′λtgt
√
s∗/ρ−s∗+2s˜. Following analogous argument in for A2, we have
|A1| ≤ C1κ2s∗+2s˜s∗.
Combining the results for Set A1 ∼ A4, we have that there exists some constant C0 such that
||θ(t+
1
2 )
S⊥ ||0 ≤ C0κ2s∗+2s˜s∗ ≤ s˜.
From Lemma 6.6, we further have that the step size satisfies ηt = 1, then we have θ(t+1) = θ
(t+ 12 ).
The estimation error follows directly from Lemma E.2.
B.2 Proof of Lemma 6.5
For notational simplicity, we introduce the following proximal operator,
proxH,gr (θ) = argminθ′ r(θ
′) + g>(θ′ −θ) + 1
2
||θ′ −θ||2H .
Then we have
θ(t+1) = prox
∇2L(θ(t)),∇L(θ(t))
R`1
λ{K} (θ
(t))
(
θ(t)
)
.
By Lemma 6.4, we have
||θ(t+1)S⊥ ||0 ≤ s˜.
By the KKT condition of function minFλ{K} , i.e., −∇L(θ{K}) ∈ ∂R`1λ{K}(θ
{K}
), we also have
θ
{K}
= prox
∇2L(θ(t)),∇L(θ{K})
R`1
λ{K} (θ
{K}
)
(
θ
{K})
.
By monotonicity of sub-gradient of a convex function, we have the strictly non-expansive prop-
erty: for any θ,θ′ ∈R, let u = proxH,gr (θ) and v = proxH,g
′
r (θ′), then
(u − v)>H(θ −θ′)− (u − v)> (g − g ′) ≥ ‖u − v‖2H .
Thus by the strictly non-expansive property of the proximal operator, we obtain
||θ(t+1) −θ{K}||2∇2L(θ{K}) ≤
(
θ(t+1) −θ{K}
)> [
∇2L(θ(t))
(
θ(t) −θ{K}
)
+
(
∇L(θ{K})−∇L(θ(t))
)]
≤ ||θ(t+1) −θ{K}||2
∥∥∥∥∇2L(θ(t))(θ(t) −θ{K})+ (∇L(θ{K})−∇L(θ(t)))∥∥∥∥
2
. (B.9)
Note that both ||θ(t+1)||0 ≤ s˜ and ||θ{K}||0 ≤ s˜. On the other hand, from the SE properties, we have
||θ(t+1) −θ{K}||2∇2L(θ{K}) = (θ
(t+1) −θ{K})>∇2L(θ{K})(θ(t+1) −θ{K}) ≥ ρ−s∗+2s˜||θ(t+1) −θ
{K}||22. (B.10)
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Combining (B.9) and (B.10), we have∥∥∥∥θ(t+1) −θ{K}∥∥∥∥
2
≤ 1
ρ−s∗+2s˜
∥∥∥∥∥∇2L(θ(t))(θ(t) −θ{K})+ (∇L(θ{K})−∇L(θ(t)))∥∥∥∥∥
2
=
1
ρ−s∗+2s˜
∥∥∥∥∥∥
∫ 1
0
[
∇2L
(
θ(t) + τ
(
θ
{K} −θ(t)
))
−∇2L
(
θ(t)
)]
·
(
θ
{K} −θ(t)
)
dτ
∥∥∥∥∥∥
2
≤ 1
ρ−s∗+2s˜
∫ 1
0
∥∥∥∥∥[∇2L(θ(t) + τ (θ{K} −θ(t)))−∇2L(θ(t))] · (θ{K} −θ(t))∥∥∥∥∥
2
dτ
≤ Ls∗+2s˜
2ρ−s∗+2s˜
∥∥∥∥θ(t) −θ{K}∥∥∥∥2
2
,
where the last inequality is from the local restricted Hessian smoothness of L. Then we finish the
proof by the definition of R.
B.3 Proof of Lemma 6.6
Suppose the step size ηt < 1. Note that we do not need the step size to be ηt = 1 in Lemma 6.4 and
Lemma 6.5. We denote ∆θ(t) = θ(t+
1
2 ) −θ(t). Then we have∥∥∥∆θ(t)∥∥∥
2
(ii)≤
∥∥∥∥θ(t) −θ{K}∥∥∥∥
2
+
∥∥∥∥θ(t+ 12 ) −θ{K}∥∥∥∥
2
(ii)≤
∥∥∥∥θ(t) −θ{K}∥∥∥∥
2
+
Ls∗+2s˜
2ρ−s∗+2s˜
∥∥∥∥θ(t) −θ{K}∥∥∥∥2
2
(iii)≤ 3
2
∥∥∥∥θ(t) −θ{K}∥∥∥∥
2
, (B.11)
where (i) is from triangle inequality, (ii) is from Lemma 6.5, and (iii) is from
∥∥∥∥θ(t) −θ{K}∥∥∥∥
2
≤ R ≤
ρ−s∗+2s˜
Ls∗+2s˜ .
By Lemma 6.4, we have ∥∥∥∆θ(t)S⊥∥∥∥0 ≤ 2s˜.
To show ηt = 1, it is now suffice to demonstrate that
Fλ{K}(θ(t+
1
2 ))−Fλ{K}(θ(t)) ≤ 14γt .
By expanding Fλ{K} , we have
Fλ{K}(θ(t) +∆θ(t))−Fλ{K}(θ(t)) = L(θ(t) +∆θ(t))−L(θ(t)) +R`1λ{K}(θ(t) +∆θ(t))−R
`1
λ{K}(θ
(t))
(i)≤ ∇L(θ(t))>∆θ(t) + 1
2
∆(θ(t))>∇2L(θ)∆θ(t) + Ls∗+2s˜
6
∥∥∥∆θ(t)∥∥∥3
2
+R`1
λ{K}(θ
(t) +∆θ(t))−R`1
λ{K}(θ
(t))
(ii)≤ γt − 12γt +
Ls∗+2s˜
6
∥∥∥∆θ(t)∥∥∥3
2
(iii)≤ 1
2
γt +
Ls∗+2s˜
6ρ−s∗+2s˜
∥∥∥∆θ(t)∥∥∥∇2L(θ) ∥∥∥∆θ(t)∥∥∥2
(iv)≤
(
1
2
− Ls∗+2s˜
6ρ−s∗+2s˜
∥∥∥∆θ(t)∥∥∥
2
)
γt
(v)≤ 1
4
γt ,
where (i) is from the restricted Hessian smooth condition, (ii) and (iv) are from Lemma 6.7, (iii)
is from the same argument of (B.10), and (v) is from (B.11), γt < 0, and
∥∥∥∥θ(t) −θ{K}∥∥∥∥
2
≤ R ≤ ρ−s∗+2s˜Ls∗+2s˜ .
This implies θ(t+1) = θ(t+
1
2 ).
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B.4 Proof of Lemma 6.7
We denote H = ∇2L(θ(t)). Since ∆θ(t) is the solution for
min
∆θ(t)
∇L
(
θ(t)
)> ·∆θ(t) + 1
2
∥∥∥∆θ(t)∥∥∥2
H
+R`1
λ{K}
(
θ(t) +∆θ(t)
)
then for any ηt ∈ (0,1], we have
ηt∇L
(
θ(t)
)> ·∆θ(t) + η2t
2
∥∥∥∆θ(t)∥∥∥2
H
+R`1
λ{K}
(
θ(t) + ηt∆θ
(t)
)
≥ ∇L
(
θ(t)
)> ·∆θ(t) + 1
2
∥∥∥∆θ(t)∥∥∥2
H
+R`1
λ{K}
(
θ(t) +∆θ(t)
)
By the convexity of R`1
λ{K} , we have
ηt∇L
(
θ(t)
)> ·∆θ(t) + η2t
2
∥∥∥∆θ(t)∥∥∥2
H
+ ηtR`1λ{K}
(
θ(t) +∆θ(t)
)
+ (1− ηt)R`1λ{K}(θ(t))
≥ ∇L
(
θ(t)
)> ·∆θ(t) + 1
2
∥∥∥∆θ(t)∥∥∥2
H
+R`1
λ{K}
(
θ(t) +∆θ(t)
)
.
Rearranging the terms, we obtain
(1− ηt)
(
∇L
(
θ(t)
)> ·∆θ(t) +R`1
λ{K}
(
θ(t) −∆θ(t)
)
−R`1
λ{K}(θ
(t))
)
+
1− η2t
2
∥∥∥∆θ(t)∥∥∥2
H
≤ 0
Canceling the (1− ηt) factor from both sides and let ηt→ 1, we obtain the desired inequality,
γt ≤ −
∥∥∥∆θ(t)∥∥∥2
H
.
B.5 Proof of Lemma 6.8
We first demonstrate an upper bound of the approximate KKT parameterωλ{K} . Given the solution
θ(t−1) from the (t−1)-th iteration, the optimal solution at t-th iteration satisfies the KKT condition:
∇2L(θ(t−1))(θ(t) −θ(t−1)) +∇L(θ(t−1)) +λ{K}  ξ(t) = 0,
where ξ(t) ∈ ∂||θ(t)||1. Then for any vector v with ||v||2 ≤ ||v||1 = 1 and ||v||0 ≤ s∗ + 2s˜, we have
(∇L(θ(t)) +λ{K}  ξ(t))>v = (∇L(θ(t)))>v − (∇2L(θ(t−1))(θ(t) −θ(t−1)) +∇L(θ(t−1)))>v
= (∇L(θ(t))−∇L(θ(t−1)))>v − (∇2L(θ(t−1))(θ(t) −θ(t−1)))>v
(i)≤
∥∥∥∥(∇2L(θ˜)) 12 (θ(t) −θ(t−1))∥∥∥∥
2
·
∥∥∥∥v>(∇2L(θ˜)) 12 ∥∥∥∥
2
+
∥∥∥∥(∇2L(θ(t−1))) 12 (θ(t) −θ(t−1))∥∥∥∥
2
·
∥∥∥∥v>(∇2L(θ(t−1))) 12 ∥∥∥∥
2
(ii)≤ 2ρ+s∗+2s˜
∥∥∥θ(t) −θ(t−1)∥∥∥
2
, (B.12)
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where (i) is from mean value theorem with some θ˜ = (1 − a)θ(t−1) + aθ(t) for some a ∈ [0,1] and
Cauchy-Schwarz inequality, and (ii) is from the SE properties. Take the supremum of the L.H.S.
of (B.12) with respect to v, we have∥∥∥∇L(θ(t)) +λ{K}  ξ(t)∥∥∥∞ ≤ 2ρ+s∗+2s˜ ∥∥∥θ(t) −θ(t−1)∥∥∥2 . (B.13)
Then from Lemma 6.5, we have
∥∥∥∥θ(t+1) −θ{K}∥∥∥∥
2
≤
(
Ls∗+2s˜
2ρ−s∗+2s˜
)1+2+4+...+2t−1 ∥∥∥∥θ(0) −θ{K}∥∥∥∥2>
2
≤
(
Ls∗+2s˜
2ρ−s∗+2s˜
∥∥∥∥θ(0) −θ{K}∥∥∥∥
2
)2t
.
By (B.13) and (B.11) by taking ∆θ(t−1) = θ(t) −θ(t−1), we obtain
ωλ{K}
(
θ(t)
)
≤ 2ρ+s∗+2s˜
∥∥∥θ(t) −θ(t−1)∥∥∥
2
≤ 3ρ+s∗+2s˜
∥∥∥∥θ(t−1) −θ{K}∥∥∥∥
2
≤ 3ρ+s∗+2s˜
(
Ls∗+2s˜
2ρ−s∗+2s˜
∥∥∥∥θ(0) −θ{K}∥∥∥∥
2
)2t
.
By requiring the R.H.S. equal to ε we obtain
t = log
log
(
3ρ+s∗+2s˜
ε
)
log
 2ρ−s∗+2s˜
Ls∗+2s˜
∥∥∥∥θ(0)−θ{K}∥∥∥∥
2
 = loglog
(
3ρ+s∗+2s˜
ε
)
− loglog
 2ρ
−
s∗+2s˜
Ls∗+2s˜
∥∥∥∥θ(0) −θ{K}∥∥∥∥
2

(i)≤ loglog
(
3ρ+s∗+2s˜
ε
)
− loglog4 ≤ loglog
(
3ρ+s∗+2s˜
ε
)
,
where (i) is from the fact that
∥∥∥∥θ(0) −θ{K}∥∥∥∥
2
≤ R = ρ−s∗+2s˜2Ls∗+2s˜ .
C Proof of Intermediate Results for Theorem 3.3
C.1 Proof of Lemma 6.1
Given the assumptions, we will show that for all large enough t, we have
||θ(t+1)S⊥ ||0 ≤ s˜.
Following the analysis of Lemma 6.6, Lemma 6.7, and Appendix F, we have that the objective
Fλ{1} has sufficient descendant in each iteration of proximal Newton step, which is also discussed
in Yen et al. (2014). Then there exists a constant T such that for all t ≥ T , we have
Fλ{1}(θ(t)) ≤ Fλ{1}(θ∗) +
λtgt
4
||θ(t) −θ∗||1,
where ||θ(t)−θ∗||1 ≤ cλtgt
√
s∗/ρ−s∗+s˜ from similar analysis in Fan et al. (2015). The rest of the analysis
is analogous to that of Lemma 6.4, from which we have ||θ(t)S⊥ ||0 ≤ s˜.
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C.2 Proof of Lemma 6.2
The estimation error is derived analogously from Fan et al. (2015), thus we omit it here. The claim
of the quadratic convergence follows directly from Lemma 6.5 given sparse solutions.
C.3 Proof of Lemma 6.3
The upper bound of the number of iterations for proximal Newton update is obtained by combin-
ing Lemma 6.1 and Lemma 6.8. Note that
T1 ≤ log
log
(
3ρ+s∗+2s˜
ε
)
log
 2ρ−s∗+2s˜
Ls∗+2s˜
∥∥∥∥θ(T+1)−θ{1}∥∥∥∥
2
 .
Then we obtain the result from
∥∥∥∥θ(T+1) −θ{1}∥∥∥∥
2
≤ R = ρ−s∗+2s˜2Ls∗+2s˜ .
D Proof of Theorem 3.7
It is demonstrated in Ning et al. (2014) that Assumptions 1 ∼ 3 hold given the LRE properties
defined in Definition B.1. Thus, combining the analyses in Ning et al. (2014) and Proposition B.2,
we have that Assumptions 1 ∼ 3 hold with high probability. Assumption 4 also holds trivially by
choosing ε = c√
n
for some generic constant c. The rest of the results follow directly from Theo-
rem 3.5 and the analyses in Zhang (2010b).
E Further Intermediate Results
Lemma E.1. Given ωλ{K}(θ̂{K}) ≤ λtgt8 , we have that for all t ≥ 1 at the {K + 1}-th stage,
ωλ{K+1}(θ
(t)) ≤ λtgt
4
and Fλ{K+1}(θ(t)) ≤ Fλ{K+1}(θ∗) +
λtgt
4
||θ(t) −θ∗||1.
Proof. Note that at the {K + 1}-th stage, θ(0) = θ̂{K}. Then we have
ωλ{K+1}(θ
(0)) = min
ξ∈∂||θ(0)||1
||∇L(θ(0)) +λ{K+1}  ξ ||∞
(i)≤ min
ξ∈||θ(0)||1
||∇L(θ(0)) +λ{K}  ξ ||∞ + ||(λ{K+1} −λ{K}) ξ ||∞
(ii)≤ ωλ{K}(θ(0)) + ||λ{K+1} −λ{K}||∞
(iii)≤ λtgt
8
+
λtgt
8
≤ λtgt
4
,
where (i) is from triangle inequality, (ii) is from the definition of the approximate KKT condition
and ξ, and (iii) is from ωλ{K}(θ
(0)) = ωλ{K}(θ̂
{K}) ≤ λtgt8 and ||λ{K+1} −λ{K}||∞ ≤
λtgt
8 .
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For some ξ(t) = argminξ∈∂||θ(t)||1 ||∇L(θ(t)) +λ{K+1}  ξ ||∞, we have
Fλ{K+1}(θ∗)
(i)≥ Fλ{K+1}(θ(t))− (∇L(θ(t)) +λ{K+1}  ξ(t))>(θ(t) −θ∗)
≥ Fλ{K+1}(θ(t))− ||∇L(θ(t)) +λ{K+1}  ξ(t)||∞||θ(t) −θ∗||1
(ii)≥ Fλ{K+1}(θ(t))−
λtgt
4
||θ(t) −θ∗||1
where (i) is from the convexity of Fλ{K+1} and (ii) is from the fact that for all t ≥ 0, ||∇L(θ(t)) +
λ{K+1}  ξ(t)||∞ ≤ λtgt4 . This finishes the proof.
Lemma E.2 (Adapted from Fan et al. (2015)). Suppose ||θ(t)S⊥ ||0 ≤ s˜ and ωλ{K}(θ(t)) ≤
λtgt
4 . Then there
exists a generic constant c1 such that
||θ(t) −θ∗||2 ≤
c1λtgt
√
s∗
ρ−s∗+2s˜
.
F Global Convergence Analysis
For notational convenience, we denote F = Fλ and R = R`1λ in the sequel. We first provide an
upper bound of the objective gap.
Lemma F.1. Suppose the F (θ) = R(θ) + L(θ) and L(θ) satisfies the restricted Hessian smoothness
property, namely, for any θ,h ∈Rd
d
dτ
∇2L(θ + τh)|τ=0  C
√
h>∇2L(θ)h · ∇2L(θ),
for some constant C. Let ∆θ be the search direction and let θ+ = θ + τ∆θ for some τ ∈ (0,1]. Then
F (θ+) ≤ F (θ) +
[
−τ +O(τ2)
]
‖∆θ‖2H .
Proof. From the convexity of R, we have
F (θ+)−F (θ) = L(θ+)−L(θ) +R(θ+)−R(θ)
≤ L(θ+)−L(θ) + τR(θ +∆θ) + (1− τ)R(θ)−R(θ)
= L(θ+)−L(θ) + τ (R(θ +∆θ)−R(θ))
= ∇L(θ)> · (τ∆θ) + τ (R(θ +∆θ)−R(θ)) + τ
∫ τ
0
(∆θ)>∇2L(θ +α∆θ)∆θdα.
By Lemma 6.7 and the restricted Hessian smoothness property, we obtain
F (θ+)−F (θ) ≤ −τ ‖∆θ‖∇2L(θ) + τ
∫ τ
0
(∆θ)>∇2L(θ +α∆θ)∆θdα
= −τ ‖∆θ‖∇2L(θ) + τ
∫ τ
0
dα
∫ α
0
dz
d
dz
(∆θ)>∇2L(θ + z∆θ)∆θ + τ
∫ τ
0
dα(∆θ)>∇2L(θ)∆θ
=
(
−τ +O(τ2)
)
‖∆θ‖2∇2L(θ) .
34
Next, we show that ∆θ , 0 when θ have not attained the optimum.
Lemma F.2. Suppose the F (θ) =R(θ) +L(θ) has a unique minimizer, and L(θ) satisfies the restricted
Hessian smoothness property. Then ∆θ(t) = 0 if and only if θ(t) = θ.
Proof. Suppose ∆θ is non-zero at θ. Lemma F.1 implies that for sufficiently small 0 < τ ≤ 1,
F (θ + τ∆θ(t))−F (θ) ≤ 0.
However F (θ) is uniquely minimized at θ, which is a contradiction. Thus ∆θ = 0 at θ.
Now we consider the other direction. Suppose ∆θ = 0, then θ is a minimizer of F . Thus for
any direction h and τ ∈ (0,1], we obtain
∇L(θ)>(τh) + 1
2
τ2h>Hh+R(θ + τh)−R(θ) ≥ 0.
Rearrange, we obtain
R(θ + τh)−R(θ) ≥ −τ∇L(θ)>h− 1
2
τ2h>Hh
Let DF (θ,h) be the directional derivative of F at θ in the direction h, thus
DF (θ,h) = lim
τ→0
F (θ + τh)−F (θ)
τ
= lim
τ→0
τ∇L(θ)>h+O(τ2) +R(θ + τh)−R(θ)
τ
≥ lim
τ→0
τ∇L(θ)>h+O(τ2)− τ∇L(θ)>h− 12τ2h>Hh
τ
= 0.
Since F is convex, then θ is the minimizer of F .
Then, we show the behavior of ‖∆θ‖H and R(θ +∆θ) when ∆θ , 0.
Lemma F.3. Suppose at any point θ ∈Rd , we have ∇L(θ) ∈ span
(
∇2L(θ)
)
. If ∆θ , 0 then either
‖∆θ‖H > 0 or R (θ +∆θ) <R (θ) .
Proof. Recall that ∆θ is obtained by solving the following sub-problem,
∆θ = argmin
∆θ
R(θ +∆θ) +∇L(θ)>∆θ + ‖∆θ‖2H .
If ‖∆θ‖H = 0 and ∆θ , 0, then
∆θ ⊥ span(H) and ∇L(θ)>∆θ = 0.
Thus
R (θ +∆θ) <R (θ) .
Notice that R (θ +∆θ) ,R (θ), since otherwise ∆θ = 0 is a solution.
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Finally, we demonstrate the strict decrease of the objective in each proximal Newton step.
Lemma F.4. Suppose at any point θ ∈Rd , we have ∇L(θ) ∈ span
(
∇2L(θ)
)
. If ∆θ , 0 then
F (θ + τ∆θ) < F (θ),
for small enough τ > 0.
Proof. By Lemma F.3, if ∆θ , 0, then either ‖∆θ‖H > 0 orR(θ+∆θ)−R(θ) < 0. If it is the first case,
then by Lemma 6.7,
γ = ∇L(θ)>∆θ +R(θ +∆θ)−R(θ) < −‖∆θ‖H < 0.
It is the second case, then ∇L(θ)>∆θ = 0 and
γ =R(θ +∆θ)−R(θ) < 0.
Moreover, we have
F (θ + τ∆θ)−F (θ) = L(θ + τ∆θ)−L(θ) +R(θ + τ∆θ)−R(θ)
≤ τ∇L(θ)>∆θ + τ
2
2
∆θ>H∆θ +O(τ3) +R(θ + τ∆θ)−R(θ)
≤ τ∇L(θ)>∆θ + τR(θ +∆θ) + (1− τ)R(θ)−R(θ) + τ
2
2
∆θ>H∆θ +O(τ3)
= τ(γ +O(τ)).
where the first inequality is from the restricted Hessian smoothness property. Thus F (θ + τ∆θ)−
F (θ) < 0 for sufficiently small τ > 0.
Since each step, the objective is strictly decreasing, thus the algorithm will eventually reach
the minimum.
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