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a b s t r a c t
Some of the error control codes are applied to high speedmemory systems using RAMchips
with either 1-bit I/O data (b = 1) or 4-bit I/O data (b = 4). However,modern large-capacity
memory systems use RAM chipswith 8, 16, or 32 bits of I/O data. A new class of codes called
m-spotty byte error codes provides a good source for correcting/detecting errors in those
memory systems that use high-density RAM chips with wide I/O data (e.g. 8, 16, or 32 bits).
The MacWilliams identity provides the relation of weight distribution of a code and that
of its dual code. The main purpose of this paper is to present a version of the MacWilliams
identity form-spotty weight enumerators of linear codes over arbitrary finite fields.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The error control codes have a significant role in improving reliability in communications and computer memory
systems [1]. The byte error control codes such as Single b-bit byte Error Correcting–Double b-bit byte Error Detecting codes
and Single-bit Error Correcting–Double-bit Error Detecting–Single b-bit byte Error Detecting codes are now applied to the
computer memory systems using RAM chips with 4-bit I/O data, i.e., b = 4 bits [1]. Recently, the use of high-density RAM
chips with wide I/O data of 8, 16, or 32 bits, i.e., b = 8, 16, or 32 bits, has become popular. These memories are quite
insecure to multiple random bit errors when they are exposed to strong electromagnetic waves, neutrons, and other cosmic
rays. Because of these facts, in order to be able to correct multiple errors a new spotty byte error calledm-spotty byte error
is introduced in [2] for binary codes. Recently, a MacWilliams identity has been proven for m-spotty byte error codes [3].
Most of the work on byte errors as known to the author is done over the binary field or extension fields of binary fields. The
definition of m-spotty weight enumerators originally introduced for binary codes has been extended to the ring F2 + uF2,
with u2 = 0 and a MacWilliams type identity for m-spotty weight enumerators is proved in [4]. Recently, Lee m-spotty
weight enumerators over quaternary codes have been introduced and a MacWilliams type identity is proved in [5]. In this
paper, we considerm-spotty byte error control linear codes over finite fields and establish a MacWilliams type identity for
m-spotty weight enumerators, which is the main result.
The organization of this paper is as follows: Section 2 presents definitions of m-spotty weight and m-spotty distance.
Section 3 presents the MacWilliams identity for m-spotty weight, and Section 4 illustrates the weight distribution of the
m-spotty byte error control code by an example. Finally, the paper concludes in Section 5.
2. Preliminaries
The m-spotty Hamming distance for binary linear codes is shown to be metric [6]. Let Fq be the finite field consisting of
q elements, where q is a prime power, and F nq be the vector space of n-tuples over Fq. A linear code C of length n over Fq is a
subspace of F nq , that is a linear code of length n over Fq. The elements of C are called codewords.
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The Hamming weightw of a codeword c is the number of nonzero places of the codeword c and is denoted byw(c). The
Hamming distance between the codewords c and v is defined by d(c, v) = w(c − v).
Let c = (c11, c12, . . . , c1b, . . . , cn1, cn2, . . . , cnb) ∈ F bnq be a codeword of length N = bn. The first byte of c is the first b
entries denoted by (c11, c12, . . . , c1b). Hence, the ith byte of c will be denoted by ci = (ci1, ci2, . . . , cib).
Definition 2.1 ([6]). A spotty byte error is defined as t or fewer bits errors within a b-bit byte, where 1 ≤ t ≤ b.
Now, we extend the definition ofm-spotty weights originally introduced in [2] for binary codes to codes over Fq.
Definition 2.2. Let e ∈ FNq be an error vector and ei ∈ F bq be the ith byte of e where 1 ≤ i ≤ n. The number of t/b-errors in
e, denoted bywM(e), and calledm-spotty weight is defined as
wM(e) =
n−
i=1

w(ei)
t

where ⌈x⌉ denotes the ceil value of x, i.e., given an x ∈ Rwith a ≤ x < a+ 1 and a ∈ Z then ⌈x⌉ = a+ 1.
Definition 2.3 ([6]). Let c and v be codewords ofm-spotty byte error control code C . Here, ci and vi are the ith bytes of c and
v, respectively. Then,m-spotty distance between c and v, denoted by dM(c, v), is defined as follows:
dM(c, v) =
n−
i=1

d(ci, vi)
t

.
3. The MacWilliams identity
Let c = (c1, c2, . . . , cN) and v = (v1, v2, . . . , vN) be two elements of FNq . The inner product of c and v, denoted by ⟨c, v⟩,
is defined as follows:
⟨c, v⟩ =
n−
i=1
⟨ci, vi⟩ =
n−
i=1

b−
j=1
cijvij

.
Here, ⟨ci, vi⟩ =∑bj=1 cijvij denotes the inner product of ci and vi. Also, cij and vij are the jth bits of ci and vi, respectively.
Definition 3.1 ([7]). Let α be a primitive element of Fq where q = pm and p is a prime. An element β of Fq can be
written uniquely in the form β = β0 + β1α + β2α2 + · · · + βm−1αm−1 where βi ∈ Fp or equivalently as an m-tuple
β = (β0, β1, . . . , βm−1) ∈ Fmp . Now for each fixed β = (β0, β1, . . . , βm−1), χβ is a complex-valued mapping on Fq defined
as
χβ(γ ) = ξβ0γ0+β1γ1+···+βm−1γm−1
for all γ = (γ0, γ1, . . . , γm−1) ∈ Fq. χβ is called a character of Fq. For concreteness we choose β = 1, i.e., the character χ1
defined by
χ1(γ ) = ξ γ0 for, γ = (γ0, γ1, . . . , γm−1) ∈ Fq. (1)
If q is a prime p, this is simply χ1(γ ) = ξ γ , γ ∈ Fq, where ξ = e2π i/p.
The following lemma plays an important role in obtaining the main theorem.
Lemma 3.1 ([7]). Let f be a function defined on F nbq . We definef (c) = −
v∈Fnbq
χ1(⟨c, v⟩)f (v), c ∈ F nbq . (2)
Then, the following relation holds between f (v) andf (c):−
v∈C⊥
f (v) = 1|C |
−
c∈C
f (c). (3)
Here, C⊥ denotes the dual code of C, where C⊥ = {v ∈ FNq : ⟨c, v⟩ = 0 for all c ∈ C}.
Let αj = #{i : w(ci) = j, 1 ≤ i ≤ n}. That is αj is the number of bytes having Hamming weight j, 0 ≤ j ≤ b, in a
codeword. The summation of α0, α1, . . . , αb is equal to the code length in bytes, that is
∑b
j=0 αj = n. The Hamming weight
distribution vector (α0, α1, . . . , αb) is determined uniquely for the codeword c. Then, them-spotty weight of a codeword u
is expressed aswM(c) =∑bj=0⌈j/t⌉.αj. Let A(α0,α1,...,αb) be the number of codewords with the Hamming weight distribution
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vector (α0, α1, . . . , αb). For example, let (111 011 010 101 000 100) be a codeword with byte b = 3. Then, the Hamming
weight distribution vector of the codeword is (α0, α1, . . . , α3) = (1, 2, 2, 1). Therefore, A(1,2,2,1) is the number of codewords
with the Hamming weight distribution vector (1, 2, 2, 1) [3].
Definition 3.2 ([3]). The weight enumerator form-spotty byte error control code C is defined as
W (z) =
−
c∈C
zwM (c).
By using the parameter A(α0,α1,...,αb), which denotes the number of codewords with the Hamming weight distribution
vector (α0, α1, . . . , αb),W (z) can be expressed as follows:
W (z) =
−
(α0,α1,...,αb)
α0,α1,...,αb≥0
α0+α1+···+αb=n
A(α0,α1,...,αb)
b∏
j=0
(z⌈j/t⌉)αj . (4)
Here,
∑b
j=0 ⌈j/t⌉ .αj, which is the exponent of z, denotes them-spotty weight of codeword.
We introduce the following definition in order to have a compact presentation that is going to appear in the proof of the
main theorem.
Definition 3.3. The function V (q,t)j (z) is defined as
V (q,t)j (z) =
j−
x=0

b−j−
y=0
(−1)x(q− 1)y

j
x

b− j
y

z⌈(x+y)/t⌉. (5)
Here,

j
l

= 0 for j < l, and

0
0

= 1.
The following theorem holds for the weight enumerator W (z) of the code and that of the dual code C⊥, expressed as
W⊥(z).
Theorem 3.1. Let C be a linear code. The relation between the m-spotty t/b-weight enumerators of C and its dual is given by
W⊥(z) =
−
(α0,α1,...,αb)
α0,α1,...,αb≥0
α0+α1+···+αb=n
A⊥(α0,α1,...,αb).
b∏
j=0
(z⌈j/t⌉)αj = 1|C |
−
(α0,α1,...,αb)
α0,α1,...,αb≥0
α0+α1+···+αb=n
A(α0,α1,...,αb).
b∏
j=0
(V (q,t)j (z))
αj . (6)
Proof. In Lemma 3.1, we set f (v) =∏ni=1 z⌈w(vi)/t⌉ where vi denotes the ith byte of v. Then,
f (c) = −
v∈Fnbq
χ1(⟨c, v⟩)
n∏
i=1
z⌈w(vi)/t⌉
=
−
v∈Fnbq
χ1(⟨c1, v1⟩ + ⟨c2, v2⟩ + · · · ⟨cn, vn⟩)
n∏
i=1
z⌈w(vi)/t⌉
=
−
v1∈Fbq
−
v2∈Fbq
· · ·
−
vn∈Fbq

n∏
i=1
χ1(⟨ci, vi⟩)z⌈w(vi)/t⌉

=
n∏
i=1
−
vi∈Fbq
χ1(⟨ci, vi⟩)z⌈w(vi)/t⌉
 .
Here,
∑
vi∈Fbq χ1(⟨ci, vi⟩)z⌈w(vi)/t⌉ depends on w(ci) which is the weight of fixed vector ci. Assume that the Hamming
weight of the fixed vector ci isw(ci) = j, then∑vi∈Fbq χ1(⟨ci, vi⟩)z⌈w(vi)/t⌉ equalsV (q,t)j (z). Then, the functionf (c) is expressed
as
f (c) = b∏
j=0
(V (q,t)j (z))
αj .
Substituting this to the following equation
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Table 1
Hammingweight distribution vectors of the codewords in the
original code and the numbers of codewords.
Hamming weight vector Number
(3, 0, 0, 0) 1
(1, 0, 1, 1) 2
(1, 1, 1, 0) 4
(1, 0, 2, 0) 2
Table 2
Polynomials V (3,t)j for b = 3 and t = 2.
V (3,2)0 (z) = 1+ 18z + 8z2
V (3,2)1 (z) = 1+ 3z − 4z2
V (3,2)2 (z) = 1− 3z + 2z2
V (3,2)3 (z) = 1− z2
−
v∈C⊥
f (v) = 1|C |
−
c∈C
f (c),
then the following relation is obtained:−
v∈C⊥
b∏
j=0
(z⌈j/t⌉)αj = 1|C |
−
c∈C
b∏
j=0
(V (q,t)j (z))
αj .
Hence, the m-spotty weight enumerator W (z) of the code C and that of the dual code C⊥, expressed as W⊥(z), satisfy the
following relation:−
(α0,α1,...,αb)
α0,α1,...,αb≥0
α0+α1+···+αb=n
A⊥(α0,α1,...,αb).
b∏
j=0
(z⌈j/t⌉)αj = 1|C |
−
(α0,α1,...,αb)
α0,α1,...,αb≥0
α0+α1+···+αb=n
A(α0,α1,...,αb).
b∏
j=0
(V (q,t)j (z))
αj . 
4. Example
Let
G =

1 0 2 2 2 0 0 0 0
0 1 1 0 1 0 0 0 0

be the generator matrix of a ternary linear code C of length 9. C has 9 codewords. The dual code of C is a ternary linear code
of length 9 and it has 2187 codewords.
Before we compute the m-spotty weight enumerator of the original code, we demonstrate how we apply the formulae.
It is straightforward to show that the codeword c = (0, 1, 1, 0, 1, 0, 0, 0, 0) belongs to C . Let b = 3 and t = 2. Then, the
Hamming weight distribution vector of the codeword is (α0, α1, α2, α3) = (1, 1, 1, 0). The Hamming weight distribution
vectors of the codewords in the original code C , the numbers of codewords, and polynomials V (3,t)j for b = 3 and t = 2 are
shown in Tables 1 and 2 for the necessary computations to apply the main theorem.
By Eq. (4) and Table 1, we obtain them-spotty weight enumerator of C as
W (z) = 1+ 6z2 + 2z3.
By Theorem 3.1 and Table 2, we obtain
W⊥(z) = 1|C |
−
α0+α1+α2+α3=3
A(α0,α1,α2,α3)
3∏
j=0
(V (3,2)j (z))
αj
= 1
9
(V (3,2)0 (z))
3 + 4
9
(V (3,2)0 (z))(V
(3,2)
1 (z))(V
(3,2)
2 (z))+
2
9
(V (3,2)0 (z))(V
(3,2)
2 (z))
2
+ 2
9
(V (3,2)0 (z))(V
(3,2)
2 (z))(V
(3,2)
3 (z)) = 1+ 20z + 80z2 + 702z3 + 976z4 + 376z5 + 32z6.
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5. Conclusion
In this paper, we prove aMacWilliams identity form-spottyweight enumerators over finite fields.We conclude the paper
by giving an illustration of the theorem. This provides the relation between the m-spotty weight enumerator of the code
and that of the dual code.
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