The notion of generalized Berinde type contraction non-self maps in partially ordered metric spaces is introduced, and some best proximity point theorems for this class are established.
Introduction and preliminaries
Fixed point theory is one of the most powerful and fruitful tools in the study of many branches of mathematics, mathematical sciences and economics ( [6, 21] ). Many authors (for example, [1, 2, 8, 9, 11, 12, 13, 17, 24, 28, 31] and reference therein) extended, improved and generalized Banach's contraction principle.
Especially, the author of [5] proved the following fixed point result.
Theorem 1.1. Let (X, d) be a complete metric space. Suppose that a map T : X → X satisfies the following condition:
there exists two constant k ∈ (0, 1) and L ≥ 0 such that, for all x, y ∈ X, d(T x, T y) ≤ kd(x, y) + Ld(y, T x).
Then
(1) T has a fixed point;
(2) for any x 0 ∈ X, the Picard iteration {x n } defined by x n+1 = T x n for all n ∈ N∪{0}, converges to some fixed point x * , and the following estimates hold:
there exists a constant k ∈ (0, 1) such that (i) for all n ∈ N ∪ {0},
(ii) for all n ∈ N,
Very recently, the authors of [16] obtained a generalization of Banach's contraction principle. They proved the following theorem. Then, T has a fixed point, and for each x 0 ∈ X, the Picard iteration {x n } defined by x n+1 = T x n for all n ∈ N ∪ {0}, converges to some fixed point. Moreover, if x * and y * are two distinct fixed points of T , then d(x * , y * ) ≥ 1 2 .
Best proximity point theorems is to provide sufficient conditions to solve a minimization problem.
The author of [10] intoduced the concept of best proximity point.
Let (X, d) be a metric space, A and B be nonempty subsets of X, and let T : A → B be a map.
A point x ∈ A is called best proximity point of the map T if
.
for all x ∈ A, it can be obserbed that the grobal minimum of the map x → d(x, T x) is attained from a best proximity point.
Note that if the underying map T is self map, then best proximity point reduce to fixed point.
A lot of authors (for instance, [3, 4, 7, 10, 14, 15, 18, 19, 23, 25, 26, 29, 30] and reference therein) obtained best proximity point theorems for certain contractions.
In this paper, we introduce the concept of generalized Berinde type contraction non-self maps and prove the existence of a best proximity point for such maps in partially odered complete metric spaces.
We recall the following notations and definitions. Let (X, ) be a partially ordered set. We say that (X, , d) is a partially ordered metric space when there exists a metric d on X.
If there exists a metric d on X such that (X, d) is a complete metric space, then we say that (X, , d) is a partially ordered complete metric space.
Let (X, , d) be a partially ordered metric space, and let A and B be nonempty subsets of X.
We use the following notations:
Note that if A ∩ B = ∅, then A 0 = ∅ and B 0 = ∅. Also, note that [25] if A and B are closed subsets of a normed linear space with d(A, B) > 0 then A 0 and B 0 are contained in boundaries of A and B, respectively.
The pair (A, B) said to have p-property [27] if, for any x 1 , x 2 ∈ A 0 and
Obviously, (A, A) has the p-property when A is nonempty subset of X. Recently, the authors [32] gave the following concept, which is weaker than the p-property.
The pair (A, B) said to have weak p-property if, for any x 1 , x 2 ∈ A 0 and
Let T : A → B be a map. The map T is said to be proximally nondecreasing if it satisfies the condition:
Note that if A = B, then T reduces to nondecreasing map, i.e. x y implies T x T y.
X is called regular if, for any sequence {x n } ⊂ X with x n x n+1 for all n ∈ N and lim n→∞ x n = x,
x n x for all n ∈ N.
X is called C-regular if, for any sequence {x n } ⊂ X with x n x n+1 for all n ∈ N and lim n→∞ x n = x, there exists a subsequence {x n(k) } of {x n } such that x n(k) x for all k ∈ N.
Note that if X is regular then it is C-regular.
Best proximity points
A map T : A → B is called generalized Berinde type contraction if there exists L ≥ 0 such that, for all x, y ∈ A with x y,
We now present and prove theorem about existence of a best proximity point for generalized Beride type contractions. Then, T has a best proximity point. Moreover, the sequence {x n } defined by d(x n+1 , T x n ) = d(A, B) for all n ∈ N ∪ {0}, converges to some best proximity point x * , and the following estimates hold:
there exists a constant k ∈ (0, 1) such that
Furthermore, if x * and y * are two distinct and comparable best proximity points of T , then
Proof. By hypothesis (4), there exist x 0 , x 1 ∈ A 0 such that x 0 x 1 and
Continuing this process, we can find a sequence {x n } in A 0 such that, for all n ∈ N,
If there exists n 0 ∈ N such that
. Hence, the proof is finished. Now, we assume that x n−1 = x n for all n ∈ N. From (2) we have
for all n ∈ N. Since T is generalized Berinde type contraction and x n−1 x n for all n ∈ N, from (2.1) with x = x n−1 and y = x n , and using (2.6) we have
where
Then, we have
For m > n, we obtain
which implies {x n } is a Cauchy sequence in A.
Since A is a closed subset of the complete metric space X, there exists x * ∈ A such that lim
Letting n → ∞ in (2.5), by the continuity of T , it follows that
Letting p → ∞ in (2.10), we have
From (2.8) and (2.10) we have
Letting p → ∞ in above inequality, we have
for all n ∈ N ∪ {0}.
Suppose that d(x * , T x * ) = d(A, B) = d(y * , T y * ) and x * ≺ y * . Since (A, B) satisfies weak p-property, from (2.1) we have Then, T has a best proximity point. Moreover, the sequence {x n } defined by d(x n+1 , T x n ) = d(A, B) for all n ∈ N ∪ {0}, converges to some best proximity point, and (2.2) and (2.3) hold.
Proof. Following the proof of Theorem 2.1, we know that the sequence {x n }, defined by d(x n , T x n−1 ) = d(A, B) for all n ∈ N, converges to some x * ∈ A and x n−1 x n for all n ∈ N. From condition (6), there exists a subsequence {x n(k) } of {x n } such that
We note that
Letting k → ∞ in the above inequality, we obtain
Applying (2.1), for all k, we get that
Letting k → ∞ in the above inequlity, we have
On the other hand, we get
and so lim
Letting k → ∞ in the inequality (2.12), and by using (2.11),(2.13) and (2.14), we have
which is a contradiction. Thus, d(x * , T x * ) = d(A, B).
By Theorem 2.1 and Theorem 2.2, we obtain the following result. Then, T has a best proximity point. Moreover, the sequence {x n } defined by d(x n+1 , T x n ) = d(A, B) for all n ∈ N ∪ {0}, converges to some best proximity point, and (2.2) and (2.3) hold.
If we take A = B = X in Theorem 2.1 and Theorem 2.2, then we have the following fixed point result.
Corollary 2.4. Let (X, , d) be a partially ordered complete metric space, and let T : X → X be a map. Suppose that the following conditions are satisfied:
(1) there exists a constant L ≥ 0 such that, for all x, y ∈ X with x y,
(2) there exist x 0 ∈ X such that x 0 T x 0 ; (3) T is nondecreasing; (4) either T is continuous or X is C-regular.
Then, T has a fixed point. Moreover, the Picard iteration {x n } given by x n+1 = T x n for all n ∈ N ∪ {0}, converges to some fixed point, and (2.2) and (2.3) hold.
Furthermore, if x * and y * are two distinct and comparable fixed points of T , then
Corollary 2.5. Let (X, , d) be a partially ordered complete metric space, and let T : X → X be a map. Suppose that the following conditions are satisfied:
(1) for all x, y ∈ X with x y,
Remark 2.1. Corollary 2.5 is a generalization of Theorem 1 of [16] to the case of partially ordered metric spaces. Theorem 2.6. Let (X, , d) be a partially ordered complete metric space, and let (A, B) be a pair of nonempty closed subsets of X such that A 0 = ∅. Let T : A → B be a map. Suppose that the following conditions are satisfied:
(2) the pair (A, B) satisfies the weak p-property; (3) there exist k ∈ (0, 1) and L ≥ 0 such that
for all x, y ∈ A with x y;
(5) T is proximally nondecreasing; (6) either T is continuous or X is C-regular.
Then, T has a best proximity point. Moreover, the sequence {x n } defined by d(x n+1 , T x n ) = d(A, B) for all n ∈ N ∪ {0}, converges to some best proximity point x * , and (2.2) and (2.3) hold.
Proof. As in the proof of Theorem 2.1, we can find a sequence {x n } in A 0 such that, for all n ∈ N,
Hence, we deduce
As in the proof of Theorem 2.1, there exists
The rest of proof is similar as proof of Theorem 2.1 and Theorem 2.2.
If we take A = B = X in Theorem 2.6, then we have the following fixed point result.
Corollary 2.7. Let (X, , d) be a partially ordered complete metric space, and let T : X → X be a map. Suppose that the following conditions are satisfied:
(1) there exist k ∈ (0, 1) and L ≥ 0 such that, for all x, y ∈ X with x y, d(T x, T y) ≤ kd(x, y) + Ld(y, T x);
Remark 2.2. Corollary 2.7 is a generalization of Theorem 1 of [5] to the case of partially ordered metric spaces.
Corollary 2.8. [20] Let (X, , d) be a partially ordered complete metric space, and let T : X → X be a map. Suppose that the following conditions are satisfied:
(1) there exists k ∈ (0, 1) such that, for all x, y ∈ X with x y, d(T x, T y) ≤ kd(x, y);
(2) there exist x 0 ∈ X such that x 0 T x 0 ; (3) T is nondecreasing; (4) T is continuous.
For the uniqueness of a fixed point of self map defined on partially ordered metric spaces, the authors [20, 22] considered the following hypothesis.
(B) every pair x, y ∈ X has a lower and upper bound.
Adding condition (B) to the hypothesis of Corollary 2.8, Corollary 2.8 reduce to Theorem 1 of [22] . Corollary 2.9. Let (X, , d) be a partially ordered complete metric space, and let T : X → X be a map. Suppose that the following conditions are satisfied:
Adding condition (B) to the hypothesis of Corollary 2.9 and replacing Cregularity with regularity, Corollary 2.9 reduce to Theorem 2.3 of [20] .
We now give an example to illustrate Theorem 2.1. Let T : A → B be a map defined by T ((x, 0)) = (x, 1). (A, B) , and so the condition (4) of Theorem 2.1 is satisfied.
Let However, it is not possible. Thus, condition (2.15) of Theorem 2.6 is not satisfied.
