We extend Thurston's characterization of postcritically finite rational maps to the setting of arbitrary non-postcritically finite hyperbolic and sub-hyperbolic rational maps.
Introduction
Thurston's characterization of postcritically finite rational maps is one of the major tools in complex dynamics. It enables us to produce various kind of rational maps with prescribed dynamical properties. And the method is purely combinatorial. There are many applications of Thurston's theory. Just to mention a few, we may cite for example Mary Rees' descriptions of parameter spaces (see [Re] ), McMullen's rational quotients ([Mc2] ), Kiwi's characterization of polynomial laminations (using previous work of Bielefield-Fishier-Hubbard ([BFH] ) and Poirier ([Po] )), etc.
Here is one concrete problem that can be solved using Thurston's characterization:
Problem 1. Given any string of integers k 1 , · · · , k p with k i ≥ 1 and Π i k i > 1, is there a polynomial P such that: (A) it has a periodic cycle {c 1 , c 2 , · · · , c p } such that the local degree of P at c i is k i ; and (B) it has no other critical points?
Using purely algebraic method to determine a map satisfying only (A) is relatively easy, but satisfying both (A) and (B) seems completely out of reach. However, one can construct easily a topological model map for it, and then apply Thurston's criterion to show that this model map can be indeed made analytic, without altering the required properties.
One drawback of Thurston's theorem is that it can only be applied to postcritically finite rational maps, with, in particular, a connected Julia set. Although its power can be extended to reach some non-postcritically finite maps, when combined with other techniques in the field, so far nobody has not been able to make it applicable to maps with disconnected Julia sets.
For instance we may change the above problem slightly to: Problem 2. Is there a polynomial P satisfying condition (A) above, as well as condition (B'): there are several critical points escaping to ∞? Such a P would necessarily have a disconnected Julia set J. To solve such problems it is necessary to develop a Thurston-like theory for non-postcritically finite maps.
Over the years, there has been several attempts to extend Thurston's theory beyond postcritically finite maps. For example, David Brown (see [Br] ), supported by previous work of Hubbard and Schleicher ([HS] ), has succeeded in extending the theory to the uni-critical polynomials with an infinite postcritical set (but always with a connected Julia set), and pushed it even further to the infinite degree case, namely the exponential maps. See also Jiang and Zhang [JZ] .
In this paper, supported by previous works of Cui, Jiang and Sullivan ([CJS] ), as well as unpublished manuscripts of Cui, we extend Thurston Theorem to the full setting of arbitrary non-postcritically finite hyperbolic or sub-hyperbolic rational maps. In particular, we provide an affirmative answer to Problem 2 above.
However, Problem 2, or the study of maps with disconnected Julia set, is not our only motivation here. Another objective of us is to develop a parametrized version of the theory, so that one can prescribe a whole path of continuously varying combinatorics (with connected Julia set or not), and simultaneously realize them as rational maps. This was another reason to go to non-postcritically finite maps, as the postcritically finite ones are totally disconnected in the parameter space.
Therefore this work consists of the first step of a long program, as exposed in [C2] , to the study of deformations and bifurcations of rational maps. In a forthcoming paper ( [CT] ), we will extend our characterization to the setting of geometrically finite rational maps (i.e. maps with parabolic periodic points), and then give a detailed study of their relations with hyperbolic rational maps. A geometrically finite map g often sits on the boundary of several hyperbolic components, and does so in a quite subtle way: if you approach it algebraically, you may or may not get an different geometric limit, depending very much how you approach it. This subtlety makes the study for the deformation of g very difficult. However, it is relatively easy to describe combinatorially all the possible bifurcations. Then, equipped with our Thurston-like realization result, we will be able to prove easily the existence of such bifurcations. For instance we will classify all the hyperbolic components H that contain a path converging to g and that along the path the algebraic and geometric limits coincide. Conversely, given a hyperbolic component H, we will apply our technique to determine all the boundary geometrically finite maps g that are path-accessible from H with the same properties.
Statements
All branched coverings, homeomorphisms in this paper are orientation preserving. Let G : C → C be a branched covering with degree deg G ≥ 2. Its postcritical set is defined to be P G := closure{G n (c)| n > 0, c a critical point of G}.
Denote by P ′ G the accumulation point set of P G . We say that G is postcritically finite if every critical point has a finite orbit (i.e. P ′ G = ∅). We say that G is a sub-hyperbolic semi-rational map if P ′ G is finite (or empty); and in case P ′ G = ∅, the map G is holomorphic in a neighborhood of P ′ G and every periodic point in P ′ G is either attracting or super-attracting.
Two sub-hyperbolic semi-rational maps G 1 and G 2 are called c-equivalent, if there is a pair (φ, ψ) of homeomorphisms of C, and a neighborhood U 0 of P ′ G 1 such that: (a) φ • G 1 = G 2 • ψ; (b) φ is holomorphic in U 0 ; (c) the two maps φ and ψ are equal on P G 1 ∪ U 0 and are isotopic to each other rel P G 1 ∪ U 0 .
Given a sub-hyperbolic semi-rational map G, we consider the problem of whether there is a rational map c-equivalent to it.
Thurston gave a combinatorial criterion of the same problem for postcritically finite branched coverings, based on the absence of Thurston obstructions (see §2.3 and Theorem 2.6 below). We prove here, as our main result: Theorem 1.1. Let G be a sub-hyperbolic semi-rational map with P ′ G = ∅. Then G is c-equivalent to a rational map g if and only if G has no Thurston obstruction. In this case the rational map g is unique up to Möbius conjugation.
Refer to §2.3 for the definition of Thurston obstruction. The necessity of having no Thurston obstruction, and the unicity of the rational map g, are known to be true for a wider class of maps. See [Mc2] (or Theorem 2.7 below) and [C1] .
Thus it remains only to prove the existence part here: i.e. to show that if G is unobstructed then it is c-equivalent to a rational map.
Actually the no-obstruction condition in both our theorem and Thurston's original one, is in general a difficult condition to verify, as there are infinitely many candidate obstructions. Therefore in order to apply them effectively, further efforts are often needed. In the postcritically finite setting, many methods have been developed to overcome this difficulty. But in the case at hand, our result would have been left unsatisfactory if no further criteria have been given. Fortunately, what we have actually proved (see Theorem 3.8 below) does provide more effective criteria. More precisely we will decompose the dynamics into several renormalization pieces that are actually postcritically finite maps, together with a transition matrix that records the gluing data. This decomposition is not entirely trivial and presents some interests even for rational maps. We then prove that in order to be c-equivalent to a rational map it amounts only to check Thurston's condition for the renormalizations (thus back to the postcritically finite setting), and for the gluing data, which is only one eigenvalue to calculate.
We obtain also a combination result that is very practical to use. We will show in Theorem 7.1 that for any finite collection f i of rational maps with connected Julia set J i (postcritically finite or not), together with a compatible (unobstructed) gluing data D, one can glue the f i 's on neighborhoods of J i together following D, to obtain a rational map g, so that each f i appears as a renormalization of g.
To illustrate the power of Theorem 7.1, we show how to construct, using solutions of Problem 1 above as renormalizations, and quadratic Hubbard trees as gluing data, a family of hyperbolic (non-polynomial) rational maps, all of which with disconnected Julia sets.
For a similar decomposition-gluing approach, we recommend [Pi] . The topology of Julia components for hyperbolic rational maps has been well understood. See [PT] . Theorem 1.1 was already announced in [CJS] , together with a sketch of the main ideas of the proof. Numerous details there were however missing, and sometimes erroneous. The presentation here will be totally different. In particular we will introduce an important concept such as self branched coverings of constant complexity and show how to locate them for a global map. This will allow us to develop a renormalization theory, and will lead to a considerable simplification of the global structure of the proof, as well as to the two stronger and easier to use results Theorems 3.8 and 7.1.
Along the proof we will provide numerous supporting diagrams and pertinent examples.
Here is a polynomial version of Theorem 1.1, solving in particular Problem 2 above.
Corollary 1.2. Let G be a sub-hyperbolic semi-rational map with G −1 (∞) = ∞. Assume that P ′ G = {∞} and that every periodic cycle in P G contains critical points. Then G is c-equivalent to a polynomial.
Ideas of the proof.
Contrary to the approach in [Br] , [HS] or [JZ] , we will not modify the proof of Thurston's theorem to adopt to our situation. Instead we will make a careful decomposition to reduce the renormalizable parts to the postcritically finite setting, and then apply Thurston's theorem to them. We then apply Grötzsch inequality and a kind of reversed inequality for the gluing of these renormalization pieces. Although this can be done by-passing the quasi-conformal theory, we choose however to deform at first our map to a quasi-regular map, and then prove the theorem in the quasi-conformal setting. This would allow us to apply the Measurable Riemann Mapping theorem, rather than doing cut-and-glue surgery, resulting thus a much better control of the isotopy classes of the underlying maps.
The general strategy of the proof of Theorem 1.1 is as follows: Let G be a semi-rational map satisfying the conditions of the theorem.
Step 1 (preparation): We replace G by a quasi-regular representative in its c-equivalence class (Lemma 2.1). This is a very easy step. Now for such a map G there is a well-defined filled Julia set K G , which is the set of points not attracted by the cycles in P ′ G . Our next objective is to modify G within its equivalence class so that it is also holomorphic near K G . This is done in two steps:
Step 2 (restriction): We can cover K G by a specific puzzle neighborhood E so that the local map F := G| E : E → G(E) is a self branched covering of constant complexity (see definition in §3 and Theorem 3.1), and furthermore F has no obstructions (see §3. 2 and Theorem 3.4) .
Step 3 (Thurston-like theorem for self branched coverings): We prove that any self branched covering of constant complexity without obstructions is equivalent to a holomorphic model (Theorem 3.3) . This is actually the key step, whose proof will occupy §4-6. In case the map is non-renormalizable we only need to play with the Grötzsch inequality on moduli of annuli together with the standard quasi-conformal surgery. In the renormalizable case we will need to combine with Thurston's original theorem, together with a form of reversed Grötzsch inequality.
We are then in position to apply the Shishikura principle to achieve the final
Step 4 (conclusion): This modified G is conjugate to a rational map (see Lemma 2.4 ). This is a quite standard technique.
Organization.
The paper is organized as follows: In §2 we prove Steps 1 and 4 above. We introduce the concept of self branched covering and show how it appear as a restriction of a global map. We recall the definition of Thurston obstructions and state Thurston's original theorem. We state a Thurston-like result for annuli coverings (Lemma 2.5).
In §3 we introduce the concept of constant complexity maps and their associated obstructions. We state our Thurston-like theorem, Theorem 3.3, in this setting. We prove that any global maps has a local restriction satisfying the hypothesis of Theorem 3.3. Finally we give the proof of Theorem 1.1 (assuming Theorem 3.3). We prove also a stronger version of it.
In §4 we will prove at first Lemma 2.5, as well as the non renormalizable case of Theorem 3.3. The following sections §5,6 are devoted to the proof of Theorem 3.3 in the presence of renormalizations. The strongest version, Theorem 7.1, of our result is contained in §7.
Finally §8 contains the proof Corollary 1.2 and a construction of rational maps with disconnected Julia sets, encoded by quadratic Hubbard trees. attracted by the cycles in P ′ G , i.e.
Our objective is to show that if G has no Thurston obstruction then G is c-equivalent to a certain rational map. The general strategy is the following:
We show at first that up to a change of representatives in the c-equivalence class of G, we may assume that G is quasi-regular. This will be done in Lemma 2.1.
Definition 1. For two subsets E 1 , E 2 of C, we use the symbol E 1 ⊂⊂ E 2 if the closure of E 1 is contained in the interior of E 2 . We use also E c := C E to denote the complement of E in C.
We will then chop the space into three parts
We will consider G| E : E → L as an independent dynamical system, and try to find invariant complex structures for a suitable deformation of G within L. We will be able to do so for a carefully chosen L. This is the content of Theorem 3.4 and Theorem 3.3.
Once this is done it is quite easy, using the standard surgery technique, to put a complex structure on the remaining part V so that the global structure is invariant by the deformation of G. An integrating map of this structure will conjugate our deformed map to a rational map. This is done in Lemma 2.4.
Making the map quasi-regular
Lemma 2.1. Let G be a sub-hyperbolic semi-rational map with P ′ G = ∅. Then G is c-equivalent to a quasi-regular sub-hyperbolic semi-rational map.
Proof. Consider G as a branched covering from C onto C. There is a unique complex structure X ′ on C such that G : (C, X ′ ) → C is holomorphic (see [DD] , section 6.1.10). The uniformalization theorem provides thus a conformal homeomorphism ξ : (C, X ′ ) → C. Set R := G • ξ −1 . Then R : C → C is a branched covering, holomorphic with respect to the standard complex structure, therefore a rational map.
Let U ⊂ C be a finite union of quasi-discs whose closures are disjoint, such that P ′ G ⊂ U , G −1 (U ) ⊃ U and G is holomorphic in a neighborhood of U with respect to the standard complex structure. Then the new structure X ′ is compatible with the chart G −1 (U ), so ξ(U ) is also a finite disjoint union of quasi-discs. Set L := C U . Then there is a quasi-conformal homeomorphism η : L → ξ(L) such that η = ξ on (∂L) ∪ (P G ∩ L) and η is isotopic to ξ rel (∂L) ∪ (P G ∩ L) (see Lemma C.2). Set ζ = η −1 • ξ on L and ζ = id on U . Then ζ is isotopic to the identity rel U ∪ P G . So G • ζ −1 is c-equivalent to G. But G • ζ −1 = R • η on L, with η quasi-conformal and R holomorphic. One sees that G • ζ −1 is quasi-regular in L, thus quasi-regular on C.
Self branched coverings as restrictions
We will cover K G by a suitable puzzle L so that in particular G −1 (L) ⊂⊂ L, just as in Branner-Hubbard's study of cubic polynomials with disconnected Julia set (see [BH] ). The restriction G| G −1 (L) , considered as a dynamical system, leads naturally to the concept of self branched coverings. Such dynamical systems can be also considered as generalization of ) in two aspects: the domain of definitions will be several components each with several boundary curves (this is necessary as we are dealing with rational maps), and the dynamics will be quasi-regular branched coverings without necessarily analyticity.
Definition 2. We say that E ⊂ C is a regular continuum if it is a compact and connected nonempty subset of C whose boundary consists of finitely many disjoint quasi-circles. We say that L ⊂ C, L = ∅ is a (regular) puzzle, if it is the union of finitely many disjoint regular continua. A connected component of L is also called an L-piece.
For G a quasi-regular branched covering and Q ⊂ C a regular continuum, a necessary and sufficient condition for each component of G −1 (Q) to be a regular continuum is that ∂Q does not contain any critical value of G.
Definition 3. We say that a triple (F, E, L), or sometimes simply F , is a (quasi-regular) self branched covering, if: • E ⊂⊂ L ⊂ C are two nested regular puzzles; • F : E → L is a quasi-regular branched covering.
• Any critical point of F , if any, has its entire orbit contained in E.
(Note that no critical point of F is contained in ∂E as components of ∂E and ∂L are Jordan curves.)
To a self branched covering (F, E, L) we associate its postcritical set and filled Julia set by: P F := closure{F n (c) | n > 0, c a critical point of F };
While P F might be empty, the set K F is never empty. We have F −1 (K F ) = K F , F (P F ) ⊂ P F and P F ⊂ K F .
We say furthermore that (F, E, L) is postcritically finite if every critical point c of F , if any, has a finite orbit, i.e. P F is finite or empty. In particular we say that (F, E, L) is an annuli covering if each component of L and E is a closed annulus, and F is unbranched, i.e. P F = ∅.
The following restriction principle is our main motivation to introduce the above concepts: Lemma 2.2. Let G be a quasi-regular sub-hyperbolic semi-rational map with P ′ G = ∅. Then there exists a puzzle L ⊂ C such that
and that every critical point of G in G −1 (L) has its entire orbit contained in L. Now (G| G −1 (L) , G −1 (L), L) is a postcritically finite self branched covering with P F = P G ∩ L and K F = K G . It is called a restriction of G near K G . And L is called an invariant puzzle neighborhood of K G . Proof. One can find an open set U 0 which is the union of a quasi-disc neighborhood for each point of P ′ G so that these quasi-discs have disjoint closures, that ∂U 0 is disjoint from P G , that G is holomorphic in a neighborhood of U 0 , and that G(U 0 ) ⊂⊂ U 0 .
Examples.
A. Let E ⊂⊂ L be two closed quasi-discs, and F : E → L be a holomorphic proper map without escaping critical orbits. Then F is a polynomial-like map in the sense of Douady-Hubbard, K F is simply the filled Julia set, and P F is the postcritical set.
B. (IFS) L is a closed quasi-disc, E is the union of finitely many disjoint closed quasi-discs contained in the interior of L, and F maps each E-piece quasi-conformally onto the larger disc L. In this case P F = ∅ and K F is the non-escaping set of F . If F is also holomorphic, the filled Julia set K F is a Cantor set. This happens when F is z 2 + c for large c and L is a disc in C bounded by an equipotential such that 0 ∈ L but c ∈ L.
The following two examples are very important for this work:
C. Let f : C → C be a hyperbolic rational map with P ′ f = ∅. Therefore the accumulation set P ′ f of its postcritical set consists of finitely many attracting or superattracting cycles. Let U be the union of finitely many quasi-discs with disjoint closures such that P ′ f ⊂ U , f (U ) ⊂⊂ U and P f ∩ ∂U = ∅ (such U exists always). Set L = C U . Set L = f −N (L) for some large N so that L ∩ P f = f −1 (L) ∩ P f . Then f | f −1 (L) a postcritically finite holomorphic self branched covering. Note that L may contain some of the superattracting cycles of f . D. Annuli coverings. Let A = A 1 ⊔ · · · ⊔ A k ⊂ C be the union of disjoint regular annuli (i.e. closed annuli with quasi-circle boundary curves). For each pair (i, j) with i, j ∈ {1, · · · , k}, let A ijδ , for δ running through some finite or empty index set (depending on (i, j)), be regular annuli such that A ijδ ⊂⊂ A i and A ijδ is an essential sub-annulus of A i (i.e., A ijδ separates the two boundary components of A i ). Furthermore the A ijδ 's are mutually disjoint for all possible i, j and δ. Set E = ijδ A ijδ . Assume E = ∅. Let f : E → A be an unbranched quasi-regular covering so that f maps each A ijδ onto A j as a covering of degree d ijδ . Then (f, E, A) is a self (un)branched covering. Clearly P f = ∅. In this case K f is a non-empty compact set, and each of its connected components has exactly two complementary components. Such annuli coverings will play a key role in the gluing of various postcritically finite pieces into a non-postcritically finite global map. In case f is holomorphic one may expect K f to be the product of a Cantor set with a Jordan curve. See the example in [Mc1] .
The final example connects our concept to the classical Thurston map:
E. By convention we may consider E = L = C as puzzles and a quasi-regular postcritically finite branched covering F : C → C as a self branched covering.
Motivated by Thurston's theory, we give the following:
Definition 4. We say that two self branched coverings (F, E, L) and (R,
We say that a self branched covering (F, E, L) is c-equivalent to a holomorphic model, if there is a holomorphic self branched covering (R, E ′ , L ′ ) c-equivalent to it.
We have the following criterion:
Proof. Assume that (F, E, L) is c-equivalent to a holomorphic self branched covering (R, E ′ , L ′ ). Let (Φ, Ψ) be the pair of quasi-conformal maps given by Definition 4. Set Θ = Φ −1 • Ψ. Then Θ satisfies the required isotopic conditions. Let µ be the Beltrami coefficient of Φ. Then (2) means exactly that (F
Conversely assume the existence of the pair (Θ, µ). By the Measurable Riemann Mapping Theorem, there is a quasi-conformal map Φ of C whose Beltrami coefficient µ Φ satisfies that µ Φ = µ on L and µ Φ = 0 elsewhere. Set Ψ = Φ • Θ. Then for R := Φ • F • Ψ −1 , L ′ := Φ(L) and E ′ := Ψ(E), we know that (R, E ′ , L ′ ) is a holomorphic self branched covering c-equivalent to (F, E, L).
The following result relates self branched coverings to our main interest (Theorem 1.1) through restriction (Lemma 2.2): Lemma 2.4. Let G be a quasi-regular sub-hyperbolic semi-rational map with P ′ G = ∅. Assume that G has a restriction near K G that is a self branched covering c-equivalent to a holomorphic model. Then G is c-equivalent to a rational map.
Proof. Let (F, E, L) be a restriction of G near K G such that it is c-equivalent to a holomorphic model. By Lemma 2.3 there is a pair (Θ, µ), with Θ a quasi-conformal map of L satisfying Θ| ∂L∪(P G ∩L) = id and Θ isotopic to the identity rel ∂L ∪ (P G ∩ L), with µ a Beltrami differential on L such that µ ∞ < 1 and (G • Θ −1 ) * µ = µ| Θ(E) .
0 and L n = G −n (L 0 ). As L n forms a decreasing sequence of sets shrinking down to K G , there is an integer N ≥ 0 such that L N ⊂ L. So every orbit passing through L 0 E stays there for at most N + 1 times before being trapped by U 0 .
Extend the map Θ to a quasi-conformal map of C by setting Θ := id on C L, then Θ is quasi-conformal and isotopic to the identity rel P G . Set G 1 = G • Θ −1 . Then G 1 is again quasiregular, and is holomorphic on Θ(U 0 ) = U 0 . Clearly, each G 1 -orbit passes through L 0 Θ(E) at most N + 1 times.
Extend now µ outside L by µ = 0. Let Φ : C → C be a global integrating map of this extended µ. Set H := Φ • G 1 • Φ −1 . Then H is again quasi-regular, and is holomorphic in the interior of Φ • Θ(E) and in Φ(U 0 ). Elsewhere each H-orbit passes at most N + 1 times.
One can now apply the Shishikura principle: we spread out the Beltrami differential ν 0 ≡ 0 using iterations of H to get an H-invariant Beltrami differential ν. Note that ν = 0 on Φ(U 0 ), and ν ∞ < 1. Integrating ν by a quasi-conformal homeomorphism ψ (necessarily holomorphic on Φ(U 0 )), we get a new map R := ψ • H • ψ −1 which is a rational map and is c-equivalent to H, therefore to G. See the following diagram.
Grötzsch inequality and Thurston obstructions
Here we are interested in whether a given self branched covering (for example a restriction of G near K G as in Lemma 2.2) is c-equivalent to a holomorphic model. We will see that, similar to Thurston's theory, the answer depends on the presence or not of the so called Thurston obstruction. Thurston obstructions are in fact closely related to the Grötzsch inequality on moduli of annuli. The best way to understand them is to start from real models.
1. Slope obstruction. Suppose we want to make a tent map f on [0, 1] with folding point c and with f (c) > 1, with left slope d 1 and right slope −d 2 . This is possible iff d −1 1 + d −1 2 < 1. More generally, suppose we have k disjoint closed intervals I 1 ⊔ · · · ⊔ I k in R, on which we have a topological dynamical system with the following combinatorics:
For each pair (i, j), there are finitely many (might be zero) intervals I ijδ , for δ running through some finite or empty index set (depending on (i, j)), such that (TOP) I ijδ is a sub-interval of I i , and the I ijδ 's are mutually disjoint for all possible i, j and δ.
(DYN) f : I ijδ → I j is a homeomorphism for all possible i, j and δ.
The question we ask is: given a collection of slopes (in absolute value) (d ijδ ) ijδ , Is there a collection of (I j , I ijδ and f : I ijδ → I j ) so that each f : I ijδ → I j is affine with slope (in absolute value) d ijδ , for every possible multi-index (i, j, δ)?
Let us search at first necessary conditions. Assume that such a piece-wise affine map f exists.
Let D = (a ij ) denotes the transition matrix δ 1/d ijδ (it is a non-negative matrix). Then the necessary condition (3) , can be reformulated as: Dv < v, where v := (|I i |) is a vector with strictly positive entries.
It is quite easy to check that this necessary condition is also sufficient. Therefore the answer to the above question is: such an affine dynamical system exists if and only if the transition matrix D admits a vector v with strictly positive entries so that Dv < v, or equivalently (see Lemma A.1), if and only if the leading eigenvalue λ(D) of D from Perron-Frobenius theorem is strictly less than 1.
Once this is done, the following 'complexification' will become easy:
2. Grötzsch obstruction. Now we may think the intervals I j are thin tubes, and the subintervals I ijδ as essential sub-annuli. More precisely, as in Example D above: let A = A 1 ⊔· · ·⊔A k ⊂ C be a union of disjoint regular annuli. For each pair (i, j), let (A ijδ ) δ be finitely many (might be zero) disjoint annuli such that (TOP) A ijδ ⊂⊂ A i and A ijδ is an essential sub-annulus of A i . Furthermore the A ijδ 's are mutually disjoint for all possible i, j and δ.
(DYN) f : A ijδ → A j is a quasi-regular covering of degree d ijδ for all possible i, j and δ. Set E = ijδ A ijδ and consider (f, E, A) as a self (un)branched covering with empty postcritical set. The question is: is (f, E, A) c-equivalent to a holomorphic model?
Assume that f is already holomorphic. Denote by |A * | the modulus (rather than the length) of the interior of the annulus A * . Then |A ijδ | = |A j |/d ijδ (due to (DYN)) and j,δ |A ijδ | < |A i | (due to Grötzsch inequality and (TOP)). Therefore the leading eigenvalue λ(D) of the transition matrix D is less than 1. We have, naturally: This Lemma is not needed in the proof of our main result. But it helps the understanding of Thurston obstructions and its proof will shed light to our more complicated situation. We will provide a proof in §4.3.
3. Thurston obstruction for a pair (h, P). Let h : C → C be a branched covering, and P ⊂ C a closed set satisfying P h ⊂ P and h(P) ⊂ P. In case that P is finite, we say that two such pairs (h, P), ( h, P) are c-equivalent if there is a pair of homeomorphisms (φ, ψ) : C → C such that φ(P) = P, that φ is isotopic to ψ rel P, and that φ • h • ψ −1 = h.
A Jordan curve γ disjoint from P is said null-homotopic (resp. peripheral) rel P if one of its complementary component contains zero (resp. one) point of P. A Jordan curve that is disjoint from P, such that each of its two complementary components contains at least two points of P, is said non-peripheral rel P.
We say that Γ = {γ 1 , · · · , γ k } is a multicurve of (h, P), if each γ i is a Jordan curve disjoint from P and is non-peripheral rel P, and the γ j 's are mutually disjoint and mutually nonhomotopic rel P.
Each multicurve Γ induces a (h, P)-transition matrix D = D Γ together with its leading eigenvalue λ(D Γ ) as follows: Let (γ ijδ ) δ∈Λ ij denote the collection of the components of h −1 (γ j ) homotopic to γ i rel P, with Λ ij some finite or empty index set depending on ij. Then h : γ ijδ → γ j is a topological covering of a certain degree d ijδ . The transition matrix is defined to be D Γ = ( δ∈Λ ij 1/d ijδ ).
We say that a multicurve Γ is (h, P)-stable if every curve of h −1 (γ), with γ ∈ Γ, is either null-homotopic or peripheral rel P, or is homotopic rel P to a curve in Γ. This implies that for any m > 0, every curve of h −m (γ), γ ∈ Γ is either null-homotopic or peripheral rel P, or is homotopic rel P to a curve in Γ.
We say that a multicurve Γ is a Thurston obstruction for (h, P) if it is (h, P)-stable and λ(D Γ ) ≥ 1. In the particular case P = P h we say simply that Γ is a Thurston obstruction for h. Theorem 2.6. (Marked Thurston theorem) . Let h be a postcritically finite branched covering of C with deg h ≥ 2. Assume that the signature of its orbifold is not (2, 2, 2, 2) , or more particularly P h contains periodic critical points or at least five points. Let P be a finite set satisfying P h ⊂ P and h(P) ⊂ P. If (h, P) has no Thurston obstructions, then (h, P) is c-equivalent to a unique rational map model. More precisely there are homeomorphisms (φ, ψ) : C → C such that φ is isotopic to ψ rel P and that f := φ•h•ψ −1 is a rational map. Moreover the conformal conjugacy class of the pair (f, φ(P)) is unique.
Furthermore, if h is quasi-regular, both φ and ψ can be taken to be quasi-conformal.
Here we omit the definition of orbifold and its signature (see e.g. [DH1] ). We mention only that if P h contains periodic critical points, or at least 5 points, then the signature of its orbifold is not (2, 2, 2, 2) . This is enough for our purpose here.
Remark. Our statement is slightly different than the original Thurston Theorem, where P = P h . But the arguments in [DH1] can be easily adapted to prove this more general form. In case h is quasi-regular, we may replace φ by a quasi-conformal map φ ′ isotopic to φ rel P. This is possible since P is finite (see Lemma C.2). Lifting this isotopy will provide us a quasi-conformal
Conversely, we have the following result of McMullen ([Mc2]):
Theorem 2.7. Let f be a rational map with deg f ≥ 2, and let P be a closed subset such that f (P) ⊂ P and P f ⊂ P. Let Γ be a (f, P)-stable multicurve whose transition matrix is denoted by D. Then λ(D) ≤ 1. If λ(D) = 1, then either f is postcritically finite whose orbifold has signature (2, 2, 2, 2) ; or Γ includes a curve that is contained in the Siegel discs or Herman rings of f .
Again this form is slightly stronger than McMullen's original version. But the proof goes through without any trouble.
4. Thurston-like theory for self branched coverings. This will be developed in the remaining part of the paper.
3 There are unobstructed restrictions near K G In §3.1 we will define the concept of self branched coverings of constant complexity, and then show that they appear as restrictions of sub-hyperbolic semi-rational maps (Theorem 3.1). We then define in §3.2 Thurston-like obstructions for general self branched coverings of constant complexity. Finally in §3.3 we will state and prove the main result in this section: Theorem 3.4, which says that given any sub-hyperbolic semi-rational map G without Thurston obstructions there is a restriction of G near K G that is a self branched covering of constant complexity without Thurston-like obstructions.
Achieving constant complexity
Let (F, E, L) be a self branched covering. The following facts are used in this section frequently.
Basic pull-back principle. Given any S ⊂ L a closed annulus (resp. disc) disjoint from P F , every component of F −1 (S) is again an annulus (resp. disc) disjoint from P F . Given S ⊂ L a closed disc containing a unique point of P F , and this point is in the interior of S, then every component of F −1 (S) is again a disc, containing at most one point of P F .
We say that a regular continuum Q ⊂ L is simple (relative to (F, E, L)) if either Q is contained in a regular closed annulus A in L such that A is disjoint from P F ; or Q is contained in a regular closed disc D in L, such that D contains zero or one point of P F in its interior, and that ∂D ∩ P F = ∅. Otherwise we say Q is complex. In particular if Q is an L-piece, then Q is simple if either Q is annular and disjoint from P F , or Q is disc-like and contains zero or one point of P F .
Constant complexity means roughly that under the pull-back by F , both the number and the (homotopic) shapes of the complex L-pieces remain stable. More precisely:
Definition 5. We say that a self branched covering (F, E, L) is of constant complexity, if either every L-piece is simple; or every complex piece Q of L contains a unique complex E-piece E Q . In the latter case we require also that E Q ∩ P F = Q ∩ P F and that each complementary component of E Q contains at most one component of ∂Q.
For an example one may take g(z) = z 2 − 1. Cut off a suitable neighborhood of P g = {∞, 0, −1} to obtain an puzzle neighborhood L of the Julia set so that g −1 (L) ⊂⊂ L. In this case L has only one piece Q, which has three boundary curves, and E Q = g −1 (L) has four boundary curves. Now (g, g −1 (L), L) is a self branched covering of constant complexity. For details and further examples, see §4.1.
Given a sub-hyperbolic semi-rational map G with P ′ G = ∅, the following purely combinatorial result simplifies to the maximum the puzzle structure near the filled Julia set. This presents some interests even for rational maps. A very naive way to construct invariant puzzle neighborhoods of the filled Julia set is to pull-back enough times the complement of an open neighborhood of the attracting cycles (as in Example C above). But successive pull-backs by a non-polynomial map may create puzzle pieces with very complicated topology. We will try to simplify as much as possible the pieces, while keeping the invariance of the puzzle, and guaranteeing that the pulled back pieces do not become more complicated.
Theorem 3.1. Let G be a quasi-regular sub-hyperbolic semi-rational map with P ′ G = ∅, regardless whether G has Thurston obstructions or not. Then there is a restriction of G near K G , denoted by (F, E, L), which is a postcritically finite self branched covering of constant complexity, such that for every L-piece Q, each complementary component of Q contains points of P G .
In the particular case that G is a polynomial with all its critical points escaping to ∞, the invariant puzzle neighborhood L of K G can be obtained by pulling back enough times a large closed disc ∆ in C bounded by a generic equipotential. In this case every L-piece is simple.
To prove this theorem, we need the following process.
Filled-in process. Let E ⊂ C be a regular continuum. The filled-in of E, denote byÊ, is defined to be the union of E with all its complementary components disjoint from P G . Clearly, ∂Ê ⊂ ∂E.
Proof. This property is easier to understand from their complements. Note that E c 2 is a disjoint union of discs while (Ê 2 ) c is the union of some of them which meet points of P G . Because E c 1 ⊃⊃ E c 2 , these discs are compactly contained in E c 1 , which can not be thrown away under filled-in process of E 1 since they meet points of P G . So (Ê 1 ) c ⊃⊃ (Ê 2 ) c and henceÊ 1 ⊂⊂Ê 2 .
Pull-back property. Let Q ⊂ C be a regular continuum with ∂Q ∩ P G = ∅, and let E 1 be a component of
Then V is also a disjoint union of discs disjoint from P G . These discs are contained in G −1 (Q) = ∪Ẽ i and hence can not separate anyẼ i , i.e.Ẽ i V is also connected for 1 ≤ i ≤ k. Therefore E 1 =Ẽ 1 V . Note that each component ofẼ 1 ∩ V is the union of some components of V which are discs disjoint from P G . They are also components of C E 1 . By definition,
Proof of Theorem 3.1. As in the proof of Lemma 2.2, one can find an open set U 0 which is the union of a quasi-disc neighborhood for each point of P ′ G so that these quasi-discs have disjoint closures, that ∂U 0 is disjoint from P G , that G is holomorphic in a neighborhood of U 0 , and that
Topologically L 0 is the sphere minus finitely many (open) holes. Set L n = G −n (L 0 ) for each n ≥ 0. Then each L n is a puzzle (i.e. with finitely many regular continuum components) and is decreasing relative to n, with n L n = K G .
Choice of N ′ to stabilize the postcritical set. Clearly there is an integer N ′ ≥ 0 such that L n ∩ P G = K G ∩ P G for all n ≥ N ′ , in other words we have excluded all postcritical orbits attracted by P ′ G by taken n large enough. Therefore every critical point of G in L N ′ is actually in K G and is eventually periodic.
Choice of N ′′ to stabilize the homotopy classes of the boundary curves. Note that ∂L n ∩ ∂L m = ∅ if n = m. For any integer m ≥ 0, we consider the homotopy classes within L 0 P G of the Jordan curves in m k=0 ∂L k . The number of these homotopy classes is weakly increasing with respect to m, but is uniformly bounded from above, as (L 0 P G ) c = P G ∪ U 0 has only finitely many connected components (finitely many open discs together with finitely many isolated points). There is therefore an integer N ′′ ≥ N ′ such that for any n ≥ N ′′ , every boundary curve of L n is either null homotopic or homotopic, within L 0 P G , to a curve in
Filled-in for L n . For any two L n -pieces, their filled-in are either disjoint or one contains another. Let L n be the union of the filled-in of all the L n -pieces. Then each L n -piece is the filled-in of an L n -piece; for every L n -piece Q, each complementary component of Q contains points of P G ; and the total number of L n -pieces might be less than that of L n -pieces.
We say that a regular continuum E is simple (rel G) if E is contained in either a regular annulus disjoint from P G ; or a regular disc D containing at most one point of P G (with ∂D ∩ P G = ∅). Otherwise we say E is complex (rel G). It is easy to check from the definition that if Q is a complex (rel G) L n -piece Q, thenQ is a complex (rel G) L n -piece.
We have defined complex continuum in global setting and self branched covering setting. It is quite easy to check that these two definitions have the following relation: Assume that (F, E, L) is a restriction of G near K G such that for each L-piece Q, every complementary component of Q contains points of P G . Let E be a regular continuum in L. Then E is complex (relative to (F, E, L)) if and only if it is complex (rel G).
Assume
ThenẼ ⊂Ê ⊂⊂ L n by the pull-back property and the monotonicity property of filled-in, since E is L n+1 -piece and hence is contained in an L n -piece. Combining with the fact that each L n -piece is the filled-in of an L n -piece, we have
Choice of N to stabilize the number and the shape of the complex pieces. From now on we assume n ≥ N ′′ . We claim that each non-null-homotopic (rel P G ) curve γ on G −k (∂L n ) is homotopic to a curve on ∂L n rel P G for k ≥ 1. Note that γ ⊂ G −k (∂L n ) ⊂ G −k (∂L n ) = ∂L n+k . By the stability of the homotopy classes of boundary curves, there is an integer m < N ′′ ≤ n so that γ is homotopic (rel P G ) to a curve β on ∂L m . Because L n+k ⊂⊂ L n ⊂⊂ L m , there exists a curve α on ∂L n so that α separates β from γ. So α is also homotopic (rel P G ) to γ. Let Q be the L n -piece containing α. The fact that α is not null-homotopic implies thatQ is a L n -piece and α ⊂ ∂Q. The claim is proved.
Let Q be a complex (rel G) L n -piece. Assume that E 1 and E 2 are G −1 (L n )-pieces in Q and that E 1 is complex (rel G). Then there is a closed curve γ on ∂E 1 such that γ separates E 1 γ from E 2 . If γ is null-homotopic rel P G , then E 2 is simple and E 2 ∩ P G = ∅. Assume that γ is non-null-homotopic rel P G . From the above claim, we have a curve α on ∂L n such that α is homotopic to γ rel P G . Moreover, α can be taken on ∂Q since E 1 ⊂ Q. Now the closed annulus enclosed by γ and α, denote by
The above argument shows that Q contains at most one complex (rel G)
We can show now that each complementary component of E contains at most one component
Let s n be the number of complex (rel G) L n -pieces. Let t n be the number of complex (rel G) G −1 (L n )-pieces. Then t n ≤ s n since each complex (rel G) L n -piece contains at most one complex (rel G) G −1 (L n )-piece. We claim that s n+1 ≤ t n .
LetÊ 1 andÊ 2 be distinct complex (rel G) L n+1 -pieces, where E 1 and E 2 are L n+1 -pieces. Then E 1 and E 2 are also complex (rel G) by the definition. Note that L n+1 ⊂ G −1 (L n ) ⊂ L n+1 . We have two distinct G −1 (L n )-piecesẼ 1 andẼ 2 such that E i ⊂Ẽ i ⊂Ê i (i = 1, 2). AgainẼ 1 andẼ 2 are also complex (rel G). So s n+1 ≤ t n . Now we have s n+1 ≤ s n . There is therefore an integer N ≥ N ′′ such that s n ≡ s N for n ≥ N . The self branched covering (G| G −1 (L N ) , G −1 (L N ), L N ) is a restriction of G near K G . It is of constant complexity and for every L N -piece Q, each complementary component of Q contains points of P G .
Thurston-like obstructions for constant complexity maps
Let (F, E, L) be a general self branched covering. The following notions are natural.
We say that two Jordan curves γ, γ ′ ⊂ L P F are F -homotopic, if they are homotopic within L P F . We say that a Jordan curve γ
For any complex L-piece Q, a regular continuum E satisfying that E ∩ P F = Q ∩ P F and that each complementary component of E Q contains at most one complementary component of Q, is said to be parallel to Q. One way to obtain such a E is as follows: first thicken the boundary of Q (without touching P F ) to reduce Q to a sub continuum E ′ , then dig a few open holes compactly contained in E ′ P F , the result is a continuum E parallel to Q. This is also equivalent to say that Q E has only annular or disc-like components, and is disjoint from P F (see Figure 1 ). Therefore a self branched covering (F, E, L) is of constant complexity if every complex L-piece Q contains a unique complex E-piece E Q and E Q is parallel to Q. This notion is manufactured in order to keep track of the pull-backs of the complex pieces not covered by the basic pull-back principle. It is equivalent to the following two equalities (and justifies its name): 1. The number of complex E-pieces is equal to the number of complex L-pieces. 2. The F -homotopy classes of the non-F -null-homotopic curves on ∂E is equal to the F -homotopy classes of the non-F -null-homotopic curves in ∂L.
Pull-back stability of curves and pieces
We have the following:
Before proving it we will decompose L following its topology and its intersecting property with P F . Let Q be a L-piece. We say that Q is of A-type if Q ∩ P F = ∅ and Q has exactly two boundary curves; is of O-type if Q ∩ P F = ∅ and Q has exactly one boundary curve; is of R-type if Q ∩ P F is a single point and Q has exactly one boundary curve; is of C-type if #(Q ∩ P F ) + #(boundary curves) ≥ 3 (see (4) ). Note that a L-piece is complex iff it is a C-piece.
We now decompose L into C ⊔ R ⊔ A ⊔ O with C the union of C-type pieces, R the union of R-type pieces, A the union of A-type pieces and O the union of O-type pieces. It may happen that some subsets among O, A, R, C are empty. See examples in §4.1.
Classification of L-pieces
(4) 1 boundary curve 2 boundary curves ≥ 3 boundary curves
(1) follows from the basic pull-back principle.
(2) Again due to the basic pull-back principle we just need to prove it for n = 1. Let γ be a boundary curve of L. Then γ is a boundary curve of some L-piece Q.
If Q is of O-type, then all components of F −1 (Q) are discs in L and are disjoint from P F . Therefore all curves in F −1 (γ) are F -null-homotopic.
Recall that by the definition of constant complexity, each
But each component of Q ′ E Q ′ for a C-piece Q ′ is either an annulus or a disc, and is contained in L P F . So each boundary curve of E, in particular each curve of F −1 (γ), is either F -nullhomotopic or F -homotopic to a curve in ∂L. (5) . In any case each boundary curve of each of E, in particular each curve of F −1 (γ), is either F -null-homotopic or F -homotopic to a curve in ∂L.
(
Because the number of C-pieces are finite, each of them is eventually periodic for F * .
(4) Let Q be a C-piece. We have seen from (3) 
It is reduced from E Q after thickening the boundary and then cutting off a few disjoint holes (without touching
is again a C-piece.
The gluing curve system and the gluing obstruction
Let (F, E, L) be a self branched covering of constant complexity. We consider now only the boundary curves of L that are non-F -peripheral. Some of them might be F -homotopic to each other.
Definition 6. A gluing curve system Y of F is a collection of curves in ∂L representing all the F -homotopy classes of the non-F -peripheral curves in ∂L. The gluing transition matrix
where the sum is taken over all the Jordan curves (if any) of α ⊂ F −1 (γ j ) that are F -homotopic to γ i . We will say that F has a gluing obstruction if Y = ∅ and the leading eigenvalue of W Y satisfies that λ(W Y ) ≥ 1.
Clearly W Y (thus λ(W Y )) depends only on (F, E, L) but not on the various choices for Y . A closed curve in ∂L is F -null-homotopic iff it is contained in ∂O, is F -peripheral iff it is contained in ∂R. Two closed curves in ∂L are F -homotopic iff they are the boundary of a A-piece. Label by + and − the two boundary curves for each A-piece Q, i.e. ∂Q = ∂ + Q ⊔ ∂ − Q.
Let ∂ + A and ∂ − A denote the union of the corresponding boundary curves of every A-pieces. Then the gluing curve system Y can be taken to be the collection of closed curves in ∂C ∪ ∂ + A.
Polynomials with all critical points escaping to ∞ provide examples, when restricted to a suitable neighborhood of the Julia set, of self coverings with Y = ∅. For an annuli covering
Renormalizations
A self branched covering of constant complexity has renormalizations of Thurston type (see below), which we will see later have extensions that are global postcritically finite branched coverings.
Definition 7. A postcritically finite self branched covering (H, E, Q) is of Thurston type if it is of constant complexity and both E and Q are connected.
For example the map g(z) = z 2 − 1, when restricted to a suitable neighborhood of its Julia set, is of Thurston type.
Let (F, E, L) be a self branched covering of constant complexity. Assume C = ∅. By Lemma 3.2, we have a map F * defined on the collection of C-pieces by
Fix now one renormalization (H, E, Q). Mark one point in each complementary component of Q. Set P to be the union of P F ∩ Q with these marked points. Then there is a quasi-regular branched covering h : C → C as an extension of H such that h(E c ) = Q c , h(P) ⊂ P and all the critical values of h are contained in P (these conditions imply that P h ⊂ P, and h is postcritically finite if H is). We say that (h, P) is a marked extension of the renormalization (H, E, Q).
(This can be realized quite naturally: let ∆ E be a complementary component of E, bounded by a quasi-circle β. Then either ∆ E contains a unique complementary component ∆
Q to be a degree d quasi-regular extension of H| β with p ′ as the unique critical value (this implies that h has a unique critical point as well), so that h(p) = p ′ if p exists (and therefore p is the unique critical point).) Remark. It is quite easy to see that any two marked extensions of a Thurston type renormalization (H, E, Q) are c-equivalent (see §2.3.3 for definition). In particular, whether or not (H, E, Q) has a marked extension with Thurston obstructions, depends only on F and Q, but not on the precise position of the marked points nor the choice of the marked extension. Furthermore, if an extension (h, P) has a periodic critical point, and is c-equivalent to a rational model (f, P), then this model depends only on F and Q.
We can now state our Thurston-like result for self branched coverings:
Theorem 3.3. Any postcritically finite self branched covering of constant complexity without renormalized obstructions nor gluing obstructions is c-equivalent to a holomorphic model.
No obstructions
We are now in position to prove:
Theorem 3.4. Assume that G is a quasi-regular sub-hyperbolic semi-rational map with P ′ G = ∅ and without Thurston obstructions. Then there is a restriction (F, E, L) of G near K G so that it is a postcritically finite self branched covering of constant complexity, and has no renormalized obstructions nor gluing obstructions. Furthermore every complementary component of any Lpiece contains points of P G .
By Theorem 3.1, there is a restriction of G near K G , denoted by (F, E, L), which is a postcritically finite self branched covering of constant complexity, and which satisfies that every complementary component of any L-piece contains points of P G . We will prove that, under the extra assumption of G is unobstructed, this (F, E, L) is also unobstructed.
The following facts are used frequently in the sequel: Two curves in L P F are F -homotopic implies that they are homotopic rel P G . This is because for every
Let Y be a gluing curve system of F . Regardless whether G has Thurston obstructions, we want to relate Y to a G-stable multicurve so that their transition matrices have the same leading eigenvalue.
1. Decomposition of Y . Recall that a gluing curve system Y is a collection of curves in ∂L representing all the F -homotopy classes of non-F -peripheral curves in ∂L. It can be taken to be the collection of curves in ∂ + A ⊔ ∂C.
By considering the homotopy rel P G , we split Y into Y = X ⊔ Z, where Z is the collection of curves in Y that are peripheral rel P G , and X is the collection of curves in Y that are non-peripheral rel P G . Note that each curve in Y is non-null-homotopic rel P G .
For both X and Z, we define their F -transition matrices W X and W Z as in (6), with Y replaced by X and Z. As usual, we will use λ(W X ) and λ(W Z ) to denote their leading eigenvalues.
Because Z is F -stable, the transition matrix W Y has the following block decomposition:
where O denotes a rectangle zero-matrix.
Lemma 3.5. There is a power q ≥ 1 such that
Proof. Denote by G the collection of curves in ∂L which are peripheral rel P G . It consists of curves in Z and curves in ∂R. Each γ ∈ G bounds a disc which contains a unique point a = a(γ) of P G . We decompose G into G = G p ⊔ G 0 according to a(γ) is periodic or not.
If a(γ) is not periodic, then G −k(γ) (a(γ)) contains no points of P G for some integer k(γ) ≥ 1. Thus there is an integer k ≥ 1 so that each curve in G −k (γ) for γ ∈ G 0 is null-homotopic rel P G and hence is F -null-homotopic. Now assume that a is p-periodic. Since a is not attracted by P ′ G , we have a ∈ K G = K F and hence a ∈ L.
Denote by {η 1 , · · · , η m } all the curves in ∂L homotopic to η m := γ rel P G , and numerated in the increasing order, i.e. the open disc D j bounded by η j containing a contains η j−1 . Then each annulus A(η j , η j−1 ) is either a L-piece or intersects L c . In particular D 1 is an R-piece, since there is no curve in ∂L separating a ∈ L from η 1 ⊂ L.
Fix j ∈ {1, · · · , m}. Then G −p (η j ) has a unique component β j homotopic to η j rel P G , other components are either F -null-homotopic or F -homotopic to a curve in G 0 . We will prove that β j ⊂ D j for j = 1, · · · , m. This is clearly true for β 1 since it is the boundary of E 1 , the component of G −p (D 1 ) containing a, and as a F −p (L)-piece, E 1 ⊂⊂ D 1 . Assume by contradiction that j is the minimal integer such that β j ⊂ D j . Then β j ∩ D j = ∅. Consider the annulus A(β j , β j−1 ). It is mapped by G p onto A(η j , η j−1 ) which is a sub annulus of A(β j , β j−1 ). Therefore A(η j , η j−1 ) is forward invariant by G p . We know that either A(η j , η j−1 ) is a L-piece or there is a point z ∈ A(η j , η j−1 ) ∩ L c . In the latter case, the point z is not contained in K G . So {G np (z)} n>0 accumulates to P ′ G and at the same time belongs to A(η j , η j−1 ). This is impossible as P G ∩ A(η j , η j−1 ) = ∅. So A(η j , η j−1 ) must be a L-piece. But then its preimage by G p should be contained in L, resulting A(β j , β j−1 ) ⊂⊂ A(η j , η j−1 ). This is again impossible. Therefore β j ⊂ D j for all j = 1, · · · , m.
Denote by Q j the L-piece containing η j for j ≥ 2. Then Q j is disjoint from the R-piece D 1 . If Q j ∩ D j = ∅, then Q j is disjoint from β j as β j ⊂ D j . Otherwise, we have Q j ⊂ D j . Then η j−1 ⊂ Q j since no curve in ∂L separates η j from η j−1 . Therefore the closed annulus A(η j , η j−1 ) is an L-piece. So A(β j , β j−1 ) is an F −p (L)-piece. Now β j−1 is disjoint from A(η j , η j−1 ) implies that these two pieces are disjoint. It follows that for j ≥ 2, the curve β j is contained in a different L-piece than η j .
There is then an integer q a , such that for all n ≥ q a , all curves of G −n (η j ) are either F -nullhomotopic or F -homotopic to a curve in ∂R.
Combining these arguments together, we find a q, such that every curve in
2. Decomposition of X. Now we further decompose X into X = X 1 ⊔ · · · ⊔ X k according to the homotopy rel P G , i.e., two curves in X are homotopic rel P G if and only if they are contained in one subset X i . Pick one curve γ i in each X i and denote Γ := {γ 1 , · · · , γ k }. Clearly Γ is a G-multicurve.
Since every curve in Γ is contained in ∂L, each curve in G −1 (γ) (γ ∈ Γ) is F -homotopic (and hence homotopic rel P G ) to a curve in ∂L by Lemma 3.2 (2) . Note that Γ includes all the homotopy classes of non-peripheral (rel P G ) curves in ∂L. We know that Γ is a G-stable multicurve. Denote by D Γ the transition matrix of G on Γ and λ(D Γ ) its leading eigenvalue.
Lemma 3.6. λ(W X ) = λ(D Γ ).
Proof. Set D Γ := (b ij ) and W X := (a δβ ). By definition
where G ij is the collection of curves in G −1 (γ j ) homotopic to γ i rel P G ; F δβ is the collection of curves in F −1 (β) F -homotopic to δ. We claim that, for any i, j,
At first we assume β = γ j . Clearly,
As γ j ⊂ ∂L, for any α ∈ G ij , α is F -homotopic to a Jordan curve in ∂L by Lemma 3.2, in particular a curve δ ∈ Y since Y represents all the non-peripheral F -homotopy classes. Furthermore δ ∈ X i since it is F -homotopic to α, and hence homotopic rel G to γ i . So α ∈ F δβ . Now we have ∪ δ∈X i F δβ = G ij , which implies the claim for β = γ j . When β = γ j , replace γ j by β in Γ. The replacement does not change the transition matrix D Γ . So the claim is still true.
Apply Theorem A.6, we have λ(W X ) = λ(D Γ ).
In summary, we have:
Lemma 3.7. Let Γ be a G-multicurve representing all the non-peripheral homotopy (rel G) classes of curves in a gluing curve system Y . Then Γ is G-stable and the transition matrix
Remark. One can also prove easily the following fact, although we will not need it in the sequel: the multicurve Γ in the above Lemma is canonical in the sense that: (1) its homotopy classes depend only on G, but not on the choice of the constant complexity restriction (F, E, L); (2) for any irreducible multicurve (ref to [Mc2] ) Γ ′ of G, each curve in Γ ′ is either homotopic to a curve in Γ or homotopic to a curve contained in a complex L-piece.
Proof of Theorem 3.4. By Theorem 3.1, there is a restriction of G near K G , denoted by (F, E, L), which is a self branched covering of constant complexity, such that for every L-piece Q, each complementary component of Q contains points of P G . Let Y be a gluing curve system of F and Γ be a G-multicurve representing all the nonperipheral homotopy (rel G) classes of curves in Y . Then λ(W Y ) = λ(D Γ ) by Lemma 3.7. As G has no Thurston obstructions, we have λ(W Y ) = λ(D Γ ) < 1. Now we want to show that F has no renormalized obstructions. Let (H, E, Q) be a renormalization of (F, E, L). Mark one point in each complementary disc of Q. In particular, this point can be chosen in P G . Set P to be the union of P F ∩ Q (which is equal to P G ∩ Q) with these marked points. Let (h, P) be a marked extension of (H, E, Q). Then P h ⊂ P ⊂ P G and h is postcritically finite.
At first, we show that deg h ≥ 2. Let Y Q = {γ 1 , γ 2 , · · · , γ k } to denote the boundary curves of Q. Then Y Q ⊂ Y . Since each complementary component of E contains at most one component of ∂Q, we have k Jordan curves β i (i = 1, · · · , k) on ∂E such that β i is homotopic to γ i within
By renumerating the curves, we may assume that {γ 1 , · · · , γ m } (1 ≤ m ≤ k) is a τ -cycle, i.e. τ (γ i ) = γ i+1 for 1 ≤ i < m and τ (γ m ) = γ 1 . This implies that H −1 (γ i+1 ) has a component homotopic to γ i within Q P F for 1 ≤ i < m and H −1 (γ 1 ) has a component homotopic to γ m within Q P F . If Π m i=1 deg H| β i = 1, then this τ -cycle forms a Levy cycle, it contradicts with λ(W Y ) < 1. So Π deg H| β i > 1. Therefore deg h ≥ 2. Now we want to show that (h, P) has no Thurston obstructions. Let Γ h be a (h, P)-stable multicurve. As each complementary component of Q contains exactly one marked point, a Jordan curve in C P is always homotopic rel P to a Jordan curve in the interior of Q P G . So we may choose the representatives (rel P) so that each curve in Γ h is contained in the interior of Q P = Q P G .
By definition of a multicurve each γ in Γ h is non-peripheral rel P and the curves in Γ h are mutually disjoint and mutually non-homotopic rel P. Since P ⊂ P G , the curves in Γ h are also non-peripheral rel P G and mutually non-homotopic rel P G . Therefore Γ h is also a multicurve for G.
Each curve γ in Γ h can not be homotopic rel P G to a curve ξ in Γ. Otherwise, the annulus between γ and ξ contains no points of P G . As γ is contained in the interior of Q P G and ξ ⊂ ∂L, there is a Jordan curve γ ′ ⊂ ∂Q so that γ is homotopic to γ ′ rel P G (and rel P). But γ ′ is peripheral rel P since each complementary component of Q contains exactly one point of P. So γ is also peripheral rel P. This is impossible as Γ h is a (h, P) multicurve. Therefore Γ h ∪ Γ is again a multicurve for G.
We
Therefore it is either null-homotopic or peripheral (rel P G ), or F -homotopic (thus homotopic rel P G ) to a curve in Γ.
If β ⊂ E, then it is either homotopic rel P to a curve η in Γ h and hence is homotopic rel P G to η since both β and η are contained in Q P G , or null-homotopic rel P (and thus nullhomotopic rel P G ), or peripheral around b ∈ P. In the last case, β is either peripheral rel P G (if b ∈ Q ∩ P G ), or homotopic rel P (thus homotopic rel P G ) to a curve in Γ (if b is not contained in Q). Combining with the fact that Γ is G-stable, we see that Γ h ∪ Γ is G p -stable. The claim is proved.
Let A = (a δη ) (resp. B = (b αγ )) be the transition matrix of Γ h (resp. of Γ h ∪ Γ) for (h, P) (resp. for G p ). Then a δη ≤ b δη for δ, η ∈ Γ h by the definitions. Extend A to a matrix A ′ = (a ′ αγ ) by adding 0 to the extra entries so that A ′ has same size as B. Then we have a ′ αγ ≤ b αγ and hence λ(A) = λ(A ′ ) ≤ λ(B) by Corollaries A.3 and A.4. But λ(B) < 1 as G p has no Thurston obstructions. We conclude that λ(A) < 1. So (h, P) has no Thurston obstructions.
Proof of Theorem 1.1
We may now give the proof of Theorem 1.1 modulo Theorems 3.3:
Proof of Theorem 1.1 (the existence part). Let G be sub-hyperbolic semi-rational map with P ′ G = ∅ and without Thurston obstruction. We may assume in addition that G is globally quasi-regular, up to a change of representatives in its c-equivalence class (by Lemma 2.1).
We may then apply Theorem 3.4 to G to show that it has a restriction (F, E, L) near K G which is a postcritically finite self branched covering of constant complexity without renormalized obstructions nor gluing obstructions. Therefore (F, E, L) is c-equivalent to a holomorphic model by Theorem 3.3. We may then apply Lemma 2.4 to conclude that G is c-equivalent to a rational map.
We have actually proved a stronger result:
Theorem 3.8. Let (F, E, L) be a postcritically finite self branched covering of constant complexity without renormalized obstructions. Assume furthermore that G : C → C is a quasi-regular sub-hyperbolic semi-rational extension of F , satisfying the following properties:
(1) (F, E, L) is a restriction of G near K G and there are P G -points in each complementary component of any L-piece.
(2) For a multicurve Γ representing the non-peripheral homotopy classes (rel P G ) of curves in ∂L, its G-transition matrix D Γ has leading eigenvalue λ(D Γ ) < 1.
Then G is c-equivalent to a rational map. In particular G has no Thurston obstruction.
Proof. Applying Lemma 3.7 we have λ(W Y ) < 1 for a gluing curve system Y of F . This implies that (F, E, L) is c-equivalent to a holomorphic model by Theorem 3.3, which in turn implies that G is c-equivalent to a rational map, by Lemma 2.4.
Note that it could be more difficult to check the condition of Theorem 1.1, namely G has no Thurston obstructions. Whereas Theorem 3.8 turns it into the problem of checking the leading eigenvalue of D Γ for a single multicurve Γ, and then the absence of Thurston obstructions for postcritically finite branched coverings, to which there is a huge literature (see for example the references in [ST] ). This form is particularly suitable for combination of rational maps, i.e. starting with postcritically finite rational maps (thus already holomorphic) as the renormalizations and glue them suitably together. This is illustrated by our examples in §8.
When no renormalization exists
From now on we concentrate on the proof of Theorem 3.3: an unobstructed postcritically finite self branched covering of constant complexity is c-equivalent to a holomorphic model.
Examples of constant complexity maps
The following examples are to be kept in mind:
Example 1. Let g(z) = z 2 − 1. Then ∞ is a superattracting fixed point and {0, −1} is a superattracting periodic cycle. Choose a regular continuum Q, bounded by three potential curves γ ∞ , γ 0 , γ −1 , one in each attracting basin, so that g −1 (Q) ⊂⊂ Q.
Set E := g −1 (Q). It has four boundary curves: β ∞ , β 0 , β −1 and β 1 , with β i homotopic to γ i , i ∈ {∞, 0, −1} within Q, and β 1 bounds a disc containing 1. Then (g, E, Q) is a Thurston type self (unbranched) covering, and is holomorphic.
Choose a finite index set I i for each i ∈ {∞, 0, −1, 1}. For each j ∈ I i , define a quasi-regular branched coveringF ij of C such that there is no critical values in Q. LetẼ ij be a component of F −1 ij (Q). Denote by A i (i = ∞, 0, −1) the open annuli bounded by γ i and β i . Denote by A 1 the open disc enclosed by β 1 . Let φ ij be an embedding fromẼ ij into A i such that they are quasi-conformal inside and their images are mutually disjoint and regular, i.e. their images E ij := φ ij (Ẽ ij ) have quasi-circle boundary curves.
is a self (unbranched) covering of constant complexity with P F = ∅, and with (F | E , E, Q) as a renormalization. We have C = Q, A = O = R = ∅ and Y = {γ ∞ , γ −1 , γ 0 }. See (7) .
Example 2. As above but a bit more specific. Choose only one regular closed annulus A in (essentially) A ∞ (the annulus bounded by β ∞ and γ ∞ ). Denote by A(γ 0 , γ ∞ ) the closed annulus bounded by γ 0 and γ ∞ . Then A ⊂⊂ A(γ 0 , g ∞1 ) essentially. Fix an integer m ≥ 1 and let f m : A → A(γ 0 , γ ∞ ) be a quasi-regular covering of degree m (better reversing the order of the boundary if you want later a global extension). Set 
A criterion for c-equivalence to holomorphic models
The following simple remark turns the criterion Lemma 2.3 into a more practical form:
Lemma 4.1. (piecewise analytization) Let (F, E, L) be a self branched covering. Then (F, E, L) is c-equivalent to a holomorphic model if and only if: For each L-piece Q, there is a pair of quasi-conformal maps θ Q : Q → Q, φ Q : Q → Q ′ ⊂ C Q ′ (here we consider C Q ′ as a distinct copy of the Riemann sphere), such that: (1) θ Q is the identity on ∂Q ∪ P F and is isotopic to the identity rel ∂Q ∪ P F . (2) For every E-piece E contained in Q, and for Q = F (E) (which is again a L-piece), the composition
The proof is almost straight forward. One just need to apply Lemma 2.3 for (Θ, µ) = (θ Q , µ(φ Q )) on each L-piece Q, where µ(φ Q ) is the Beltrami coefficient of φ Q .
The annuli case
In view of Lemma 4.1 to prove that a self branched covering (F, E, L) is c-equivalent to a holomorphic model, it amounts to construct a pair (φ Q , θ Q ) for each L-piece Q satisfying (8). In practical the maps φ Q will always be constructed first. In order to construct the isotopy θ Q so that the resulting map R E is holomorphic, one has to reverse the order of construction, namely to construct each R E first, and then each θ E = θ Q | E , and finally glue the various θ E 's together to get θ Q . See the following schema:
Order of the construction
Proof of Lemma 2.5. We consider A = A 1 ⊔ · · · ⊔ A k to be a collection of disjoint regular annuli contained in one Riemann sphere C. We take one more copy C i of the Riemann sphere for each i = 1, · · · , k. Set E ijδ = A ijδ for all possible multi-indices (i, j, δ), with i, j ∈ {1, · · · , k} and δ in some finite or empty index set depending on (i, j). Then E = ijδ E ijδ is a collection of disjoint essential regular sub-annuli in A with E ijδ ⊂⊂ A i , and f : E ijδ → A j is a quasi-regular covering of degree d ijδ . We will prove that (f, E, A) is c-equivalent to a holomorphic self (unbranched) covering, under the assumption that λ(D) < 1 for the transition matrix D.
For each i ∈ {1, · · · , k}, we will construct a pair (θ i , φ i ) such that (see (10) ): (a) θ i : A i → A i is a quasi-conformal map, which is the identity on ∂A i and is isotopic to the identity rel ∂A i . It sends E ijδ to some E ijδ for each possible (j, δ).
(b) φ i : C → C i is a quasi-conformal map. It maps A i to some annulus A ′ i , and sends each
Once this is done we can apply Lemma 4.1 to conclude that (f, E, A) is c-equivalent to a holomorphic model.
1. Definition of (φ i , A ′ i ): For the transition matrix D, our crucial assumption is that λ(D) < 1. We may thus choose a vector v := (v 1 , · · · , v k ) with strictly positive entries such that Dv < v (see Lemma A.1), i.e. ∀ i = 1, · · · , k,
For each i = 1, · · · , k, choose A ′ i ⊂ C i a closed round annulus of modulus v i (the modulus of a closed annulus will mean the modulus of its interior as an open annulus), and φ i : C → C i a quasi-conformal map with φ i (A i ) = A ′ i . From now on we will try to construct the isotopy θ i . In order to make the resulting maps R ijδ holomorphic we will have to build each R ijδ first (see (9) ).
Fix an index (i, j, δ). From the lower diagram of (10) one sees that R ijδ as a covering is isomorphic to f : E ijδ → A j . This implies that R ijδ should be also an annuli covering of degree d ijδ . But R ijδ is supposed to be holomorphic and mod (A ′ j ) = v j . This imposes that E ′ ijδ must be a sub-annulus of A ′ i with modulus v j /d ijδ . 2. Definition of (E ′ ijδ , R ijδ ). Fix an index i. For every possible choice of (j, δ), choose a closed round essential annulus
(3) the closed annuli E ′ ijδ are mutually disjoint for all possible indices (j, δ) and are displaced in A ′ i in the same order as the (E ijδ )'s in A i . This is possible precisely because of (11) .
Choose now R ijδ : E ′ ijδ → A ′ j a holomorphic covering of degree d ijδ among the two round annuli, so that it permutes the boundary curves in the same way as f :
More precisely this can be done through boundary labeling: for each A i choose a labelling by + and − for its two boundary curves. This induces a labelling by ± on the boundary curves of each essential sub-annulus E ijδ , so that ∂ − E ijδ separates ∂ − A i to ∂ + E ijδ . Now use each φ i to transport these labellings to A ′ i and E ′ ijδ . The covering f :
, the corresponding boundary component of A ′ j . 3. Definition of ( E ijδ , θ ijδ ). Fix an index (i, j, δ). Set E ijδ := φ −1 i (E ′ ijδ ) (there are a priori two ways to label its boundary curves, one as an essential sub-annulus of A i , one transported by φ −1 i of the labeling of ∂E ′ ijδ , but these two labellings actually coincide). Let θ ijδ : E ijδ → E ijδ be a lift of the quasi-conformal map φ j : A j → A ′ j via the two quasiregular coverings of the same degree:
It is a quasi-conformal map and preserves the boundary labelling (note that there are choices in the lifting, but any choice will do).
Definition of θ
It exists always, because all the boundary curves are quasi-circles and all θ ijδ are quasi-conformal maps preserving the boundary labelling (see Lemma C.2).
Note that this is THE place where we need to do quasi-conformal extension. That's why we have required all the boundary curves to be quasi-circles.
The map θ i satisfies all the required properties, except possibly the one about their homotopy type.
4'. Adjustment of the homotopy type of θ i . As the lower commuting diagram in (10) only requires information on θ ijδ , we will modify each θ i without changing its value on the E ijδ 's.
Fix an index i. Choose an arc β connecting the two boundaries of A i . Then θ i (β) is again an arc in A i with the same end points. Precompose θ i with a quasi-conformal repeated Dehn twist supported in the interior of (A i ) (j,δ) E ijδ if necessary we can ensure that θ i (β) is homotopic to β (rel ∂A i ). After this adjustment θ i is well isotopic to the identity rel ∂A i .
A new definition of R ijδ . In the above construction the holomorphic model maps R ijδ are particularly easy to find, as they are simply holomorphic coverings among round annuli. The following method is less direct, but is more systematic and therefore more suitable to find a holomorphic model branched covering for any F | E : E → Q.
Assume that the E ′ ijδ 's are already defined as above. For every choice of (j, δ), extend f | E ijδ : E ijδ → A j to a global quasi-regular branched covering h = h ijδ : C → C so that it has exactly one critical value in each complementary component of A j (it does not matter which extension to choose). Lift by φ j • h the standard complex structure, and integrate it by a quasiconformal map χ and set R = φ j • h • χ −1 . Then R is a rational map and R :
. This allows us to choose a homeomorphism η :
is a holomorphic covering isomorphic to f : E ijδ → A j . If necessary replace η by another quasiconformal map so that R•η −1 permutes the boundary labelling in the same way as f :
The non-renormalizable case
Proof of Theorem 3.3 in case C = R = ∅.
Let (F, E, L) be a self branched covering. Decompose L into O ⊔ A ⊔ R ⊔ C as in (4) . Assume that C = R = ∅ (this implies in particular P F = ∅ and F is a covering). Then F is of constant complexity and there is nothing to renormalize. Furthermore the gluing curve system Y is simply the collection of one boundary curve in each A-piece. Assume now λ(W Y ) < 1. We want to prove that (F, E, L) is c-equivalent to a holomorphic model.
Definition of (E ′ , R E ). Now the order of the construction becomes important.
For any E-piece E, there are two A⊔O-pieces Q and Q (possibly the same) such that E ⊂⊂ Q and F (E) = Q. As F is a covering, we know that E is an annulus (resp. disc) if and only if Q is an annulus (resp. disc).
We decompose E into E A ⊔ E 0,A ⊔ E 0,0 as follows:
• E A consists of E-pieces that are essential sub-annuli in A. We numerate as above these pieces by E ijδ so that E ijδ ⊂ A i and F (E ijδ ) = A j . Label by ± the boundary curves of each A i , give each ∂E ijδ the induced labelling.
• E 0,A consists of the remaining annular E-pieces. Such a piece E is a closed annulus contained in some L-piece Q, with either Q = O i or Q = A i . In the latter case E is contained in a component S of Q (j,δ) E ijδ , and E is non-essential in S. See Figure 1 . In any case both boundary curves of E are F -null-homotopic. Furthermore E has one complementary component ∆ E that is entirely contained in Q. We will call ∆ E the hole of E. We will label ∂E so that ∂ − E = ∂∆ E . Therefore ∂ + E denotes the outer boundary of E.
• Finally E 0 consists of the disc pieces of E. Such a piece E may be contained in A or in O, but F (E) is always an O-piece, and F : E → F (E) is a homeomorphism.
The general strategy is quite simple to explain: we should at first construct (E ′ , R E ) for all the E A -pieces as in Lemma 2.5. For the remaining E-pieces, as they may be nested in each others holes, we should construct (E ′ , R E ) inductively from outer pieces to inner pieces.
Construction of
to be a round annulus in A ′ i exactly as in the proof of Lemma 2.5 above, in particular the various E ′ ijδ for a given i are displaced in A ′ i exactly in the same order as the E ijδ 's in A i and
, and permuting the boundary labelling in the same way as F : E ijδ → A j .
We want to set E ′ to be an innessential annulus in S ′ with modulus v j /d E , so that there is a holomorphic covering R E : E ′ → A ′ j of degree d E . However one might run into some moduli difficulty if we do so randomly, as various pieces of E 0,A in S may be nested in each others holes. The correct way to do this is to place E ′ one by one from outside to inside. More precisely, numerate the E 0,A -pieces in S by E Sjδ , with δ running in some index set (depending on j) such that F (E Sjδ ) = A j and it is a covering of degree d Sjδ . Define then a layer (depth) function l(E) on the set of (E Sjδ ) jδ as follows: set l(E) = 1 if E is outermost, i.e. not contained in the hole of any other E 0,A -pieces. Set inductively l(E) = m if E is contained immediately in the hole of a E Sjδ with l(E Sjδ ) = m − 1.
Start now with an E Sjδ so that l(E Sjδ ) = 1. Choose E ′ Sjδ ⊂⊂ S ′ to be any round inessential annulus of modulus v j /d Sjδ . Label its outer boundary curve by +. Choose then R Sjδ : E ′ Sjδ → A ′ j a holomorphic covering of degree d Sjδ , so that it permutes the boundary labelling in the same way as F :
Construct similarly (E ′ , R E ) for every layer 1 pieces in S, and be sure that the various E ′ 's are mutually disjoint. Now we should construct (E ′ , R E ) for the next layer E 0,A -pieces in S. Proceed this layer by layer. As each time we are supposed to find finitely many disjoint annuli non mutually nested of prescribed moduli in the hole of some previously constructed E ′ , the construction is always realizable.
Do this construction for every component S of L E A .
We should choose a closed quasi-disc E ′ in Q ′ disjoint from the previously constructed pieces, together with a conformal map R E : E ′ → Q ′ . There is no difficulty here and we omit the details.
To recapitulate we may extend the layer function l(E) on all E-pieces so that l(E) = 0 for E A -pieces and l(E) = +∞ for E 0 -pieces, and then construct (E ′ , R E ) following the natural order of the layer function.
3. Definition of ( E, θ E ). This is done exactly as in Lemma 2.5, by 
4. Definition of θ Q . Fix an L-piece Q. We claim that we can define a quasi-conformal map θ Q : Q → Q so that θ Q = θ E on each E-piece E contained in Q and θ Q = id on ∂Q. Clearly the extension can be chosen so that θ Q is a homeomorphism, as the θ E 's for all possible E preserve the boundary labelling. But all the boundary curves are quasi-circles and all the θ E 's are quasi-conformal. One can then apply Lemma C.2 to make the extension quasi-conformal.
4'. Adjustment of the homotopy type of θ A i . Clearly θ Q for Q an O-piece is already isotopic to the identity rel ∂Q. However for Q an A-piece one might have to precompose θ with a repeated Dehn twist supported on the interior of Q E as in Lemma 2.5. After that θ Q is also isotopic to the identity rel ∂Q.
Rational realization of the renormalization
The following two sections are devoted to the proof of Theorem 3.3 in view of Lemma 4.1: Let (F, E, L) be a postcritically finiteself branched covering of constant complexity without renormalized obstructions nor gluing obstructions. We will construct a pair (φ Q , θ Q ) for every L-piece Q so that they satisfy Points (1) and (2) of Lemma 4.1.
Decompose L into C ⊔ R ⊔ A ⊔ O as in (4) .
Marked set P Q . To clarify the argument, we will consider each L-piece Q as being contained in a distinct copy C Q of the Riemann sphere C. Mark one point in each component of C Q Q. Set P Q to be the union of P F ∩ Q with these marked points.
Disc-marked extension and equipotentials
We always denote by D the unit disc.
A marked disc is a pair (∆, a) with ∆ an open hyperbolic disc in C and a marked point a ∈ ∆. An equipotential γ of a marked disc (∆, a) is a Jordan curve that is mapped to a round circle under a conformal map χ : ∆ → D with χ(a) = 0. The potential of such a γ is defined to be κ(γ) := modA(∂∆, γ), the modulus of the annulus between ∂∆ and γ. These notions do not depend on the choice of χ, and κ maps the set of equipotentials bijectively onto the open interval ]0, +∞[. For example in the marked disc (D, 0), the circle {|z| = e −v } is an equipotential with potential v (we define mod{r < |z| < 1} := − log r).
For our map F , and any L-piece Q, the above marking P Q makes each complementary disc of Q into a marked disc. We will use κ Q to denote the potential function of these complementary marked discs of Q.
Lemma 5.1. Let Q 1 and Q 2 be C-pieces with F (E 1 ) = Q 2 where E 1 is the unique complex E-piece contained in Q 1 . Let ρ be a positive function defined on the set of Jordan curves in ∂Q 1 . Then there is a quasi-regular branched covering h :
Such a map h will be called a disc-marked extension of F : E 1 → Q 2 associated to the function ρ.
Proof. Let α be a boundary component of E, bounding a unique complementary component ∆ α of E. Then η := F (α) is a boundary curve of Q 2 , and bounds a unique complementary marked disc (∆ η , b) of Q 2 . Set d := deg(F : α → η).
Note that ∆ α may contain zero or one complementary component of Q. In the former case, define h α : ∆ α → ∆ η to be a quasi-conformal map if d = 1, or a quasi-regular map with a unique critical value
In the latter case α is homotopic within Q 1 P F to a unique boundary curve γ of Q 1 . Let ∆ γ be the component of C Q 1 Q 1 enclosed by γ. Then ∆ γ ⊂⊂ ∆ α , and ∆ γ together with the marked point a ∈ ∆ γ is a complementary marked disc of Q 1 .
Let η 1 be the equipotential in the marked disc (∆ η , b) with potential κ(η 1 ) = ρ(γ). Denote by ∆ 1 the disc enclosed by η 1 and contained in ∆ η . Define h γ : ∆ γ → ∆ 1 by h γ (z) = ϕ −1 1 • (ϕ(z)) d , where ϕ (resp. ϕ 1 ) is a conformal map from the marked disc (∆ γ , a) (resp. (∆ 1 , b) ) onto the unit disc D with ϕ(a) = 0 (resp. ϕ 1 (b) = 0). Then there is a quasi-regular covering h αγ from
The map F | E 1 together with h α for all boundary curves of E forms a quasi-regular branched covering h : C Q 1 → C Q 2 . It satisfies the conditions (a)-(e).
Rational realization of the renormalization
Consider the same marking P Q (thus the function κ Q ) for each L-piece Q as above.
We will also use marked discs in a slightly different setting. Let f be a postcritically finite rational map with non-empty Fatou set. Then each Fatou component ∆ is canonically marked by the unique eventually periodic point a in ∆. We call (∆, a) a marked disc of f . The equipotentials of these marked discs will be called equipotentials of f . Notice that equipotentials in a periodic Fatou component correspond to round circles in Böttcher coordinates. We will use κ to denote the potential function of these marked discs.
Let now Q 1 , · · · , Q p be periodic cycle of C-pieces for F * , i.e. for i = 1, · · · , p we have
By assumption (F, E, L) has no renormalized obstructions nor gluing obstructions. The following lemma and its corollary is really the key point:
Lemma 5.2. Let ρ, resp. σ, be two positives functions defined respectively on the set of Jordan curves in p i=1 ∂Q i , resp. in ∂Q 1 . For 1 ≤ i ≤ p, let h i : C i → C i+1 be a disc-marked extension of F : E i → Q i+1 associated to the function ρ, given by Lemma 5.1.
Then there are pairs of quasi-conformal automorphisms (Φ i , Ψ i ) of C i and holomorphic maps R i : C i → C i+1 (i = 1, · · · , p), such that they satisfy the following conditions: 1 (see (16) ).
(3) For any i = 1, · · · , p, and f i :
and f i is a postcritically finite rational map. The conformal conjugacy class of each f i depends only on F and Q i , but not on the choices of the markings, nor the functions ρ and σ, nor on h i , Φ i , Ψ i .
(4) Φ 1 is holomorphic in C 1 Q 1 . For each Jordan curve γ ⊂ ∂Q 1 , the curve Φ 1 (γ) is an equipotential of f 1 with potential κ(Φ 1 (γ)) = σ(γ).
Consequently we have:
For each Jordan curve γ ⊂ ∂Q i , and for β γ the unique curve in ∂E i homotopic to γ within Q i P F , both Φ i (γ) and Φ i (β γ ) are equipotentials in the same marked disc of f i . And their potentials are related as follows:
(2) For each Jordan curve γ ⊂ ∂Q 1 , and for β γ the curve in ∂E 1 homotopic to γ within Q 1 P F , the curve Ψ 1 (β γ ) is an equipotential in the marked disc of f 1 that contains Φ 1 (γ), with potential
See the following commutative diagram.
Denote by (H, E, Q 1 ) the renormalization of F relative to Q 1 . Set
Then h(P Q 1 ) ⊂ P Q 1 and P h ⊂ P Q 1 . Clearly, (h, P Q 1 ) is a marked extension of the renormalization (H, E, Q 1 ) (refer to §3.2.3).
The pair (φ, ψ) and f 1 via Thurston. Since the marked points in C 1 Q 1 map to themselves by h, they are eventually h-periodic. Let b be a periodic marked point in C 1 Q 1 with period k ≥ 1. Denote by ∆ b the component of C 1 Q 1 that contains the marked point b and γ b := ∂∆ b . Then there is unique component of h −k (γ), denote by β, such that β is homotopic to γ rel P Q 1 . Note that γ is contained in the gluing curve system Y and β is a component of F −kp (γ) in Q 1 . Thus the assumption that (F, E, L) has no gluing obstruction, i.e. λ(W Y ) < 1, implies that
This implies that deg h ≥ 2 and that h has a periodic critical point (in the cycle of b). The assumption that F has no renormalized obstructions implies that (h, P Q 1 ) has no Thurston obstructions. So Thurton Theorem 2.6 provides us a pair of quasi-conformal maps (φ, ψ) of C 1 and a rational map f 1 , whose conformal conjugacy class depends only on the c-equivalence class of (h, Q 1 ) (which depends only on F and Q 1 by the remark after Definition 8), such that ψ is isotopic to φ rel P Q 1 and f 1 = φ • h • ψ −1 . In particular f 1 does not depend on the choice of the functions ρ and σ. Moreover, P f 1 ⊂ φ(P Q 1 ). As any periodic cycle (b) of marked points in C Q 1 contains a critical point of h, the cycle (φ(b)) is a superattracting periodic cycle for f 1 . Consequently, for every marked point a in C 1 Q 1 , φ(a) is an eventually superattracting periodic point of f 1 .
From (φ, ψ) to (Φ 1 , Ψ 1 ). For every marked point a in C 1 Q 1 , denote by ∆ a the component of C 1 Q 1 that contains the point a and γ a = ∂∆ a . Denote by η a the equipotential of the Fatou component of f 1 containing φ(a) (with φ(a) as a marked point), with potential κ(η a ) = σ(γ a ). Then there is a quasi-conformal map Φ 1 in the isotopy (rel P Q 1 ) class of φ such that for every marked point a in C 1 Q 1 , we have Φ 1 (γ a ) = η a (this is because γ a , resp. η a , is peripheral around the point a ∈ P Q 1 , resp. the point φ(a) ∈ φ(P Q 1 )). Moreover, Φ 1 can be taken to be holomorphic on a ∆ a = C 1 Q 1 .
Φ 2 , R 2 and then R 1 . This is illustrated in the following diagrams:
More precisely pull-back the complex structure of C 1 to C p by Φ 1 •h p , we have a quasi-conformal map Φ p : C p → C p such that R p := Φ 1 • h p • Φ −1 p is holomorphic. As a disc-marked extension, we know that h p is holomorphic in C p Q p whose h p -image is contained in C 1 Q 1 . Combining with the result that Φ 1 is holomorphic in C 1 Q 1 and the equation R p • Φ p = Φ 1 • h p , we see that Φ p is holomorphic in C p Q p .
Inductively, for i = p − 1, · · · , 2, we have a quasi-conformal map Φ i :
Getting Ψ i and f i . As a disc-marked extension, we know that the critical values of h i is contained in P Q i+1 and h i (P Q i ) ⊂ P Q i+1 for 1 ≤ i ≤ p. Because Ψ 1 is isotopic to Φ 1 rel P Q 1 , there is a quasi-conformal map Ψ p of C p such that Ψ p is isotopic to Φ p rel P Qp and Ψ 1 • h p = R p • Ψ p . Inductively, there is a quasi-conformal map Ψ i of C i for i = p − 1, · · · , 2, such that Ψ i is isotopic to Φ i rel P Q i and Ψ i+1 •h i = R i •Ψ i . Set then f i := R i−1 •· · ·•R 1 •R p •· · ·•R i . Now we have the following commutative diagrams:
The above formula
shows that f i is c-equivalent to h i−1 • · · · • h 1 • h p • · · · • h i , which is postcritically finite. So f i is also postcritically finite and P f i ⊂ Φ i (P Q i ). Clearly it is c-equivalent to a marked extension of the renormalization relative to Q i . Again its conformal conjugacy class depends only on F and Q i .
. It is classical that their Julia sets are related by J (f i ) = R −1 i (J (f i+1 )). Note that the critical values of R i are contained in Φ i+1 (P Q i+1 ), which is eventually periodic under f i+1 . We see that R i maps equipotentials of f i to equipotentials of f i+1 .
As a disc-marked extension, for each Jordan curve γ ⊂ ∂Q p , the curve h p (γ) lies on an equipotential in a complementary marked disc of Q 1 . Because each Jordan curve in ∂Φ 1 (Q 1 ) lies on an equipotential of f 1 and Φ 1 is holomorphic in C 1 Q 1 , the curve h p (γ) goes to an equipotential of f 1 by Φ 1 . This equipotential of f 1 is pulled back by R p to equipotentials of f p . Thus Φ p (γ) lies on an equipotential of f p . Inductively, we have that each Jordan curve in ∂Φ i (Q i ) lies on an equipotential of f i for i = 1, · · · , p.
Similarly, each curve in Φ i (∂E i ) lies on an equipotential of f i for i ≥ 2 and each curve in Ψ 1 (∂E 1 ) lies on an equipotential of f 1 .
Fix i ∈ {1, · · · , p}. For each Jordan curve γ ⊂ ∂Q i , and for β γ the curve in ∂E i homotopic to γ within Q i P F , we have that
Fix now 2 ≤ i ≤ p. By the construction of h i in Lemma 5.1, the curve h i (γ) is an equipotential with potential ρ(γ) in a complementary marked disc of Q i+1 . We have modh i (A(γ, β γ )) = ρ(γ), where A(γ, β γ ) is the annulus between them. Notice that Φ i+1 is conformal in C i+1 Q i+1 . We also have modΦ i+1 • h i (A(γ, β γ )) = ρ(γ). From the equation
.
Remark 1. For every i, if we make a normalization by requiring that three given distinct points in P Q i (note that #P Q i ≥ 3 since Q i is a C-piece) go to (0, −1, ∞) under the action of Φ i , then f i is uniquely determined, as well as the homotopy class (rel P Q i ) of Φ i .
Remark 2. For a F * -periodic cycle (Q 1 , · · · , Q p ), we have p renormalizations (one for each Q i ). Lemma 5.2 shows that none of them has Thurston obstructions if one of them has no Thurston obstructions.
Proof of Theorem 3.3
This section is a continuation of the previous one, under the same assumptions.
Choice of the positive vector
Let Y be a gluing curve system of F . It can be chosen to be the collection of Jordan curves in ∂C ∪ ∂ + A. By assumption, for the F -transition matrix W Y , we have λ(W Y ) < 1. Applying Lemma A.1, we have a positive vector
where the last sum is taken over all curves α in F −1 (η) that are F -homotopic to γ. Moreover, there is also a number v 0 > 0 such that:
Let M > 0 be a large number to be determined later.
Definition of
Fix now the positive functions σ and ρ as follows: for every Jordan curve γ ⊂ ∂Q 1 , σ(γ) := M v(γ); for every Jordan curve γ ⊂ ∂Q i (i = 1, · · · , p),
where β γ is the curve in ∂E i homotopic to γ within Q i P F . Note that ρ(γ) > 0 for every γ by (17).
Lemma 6.1. There are pairs of quasi-conformal maps (φ Q i , ψ Q i ) of C Q i and holomorphic maps
is a postcritically finite rational map whose conformal conjugacy class depends only on F and Q i ; (d) For each i ∈ {1, · · · , p}, for each Jordan curve γ ⊂ ∂Q i , and for β γ the curve in ∂E i homotopic to γ within Q i P F , both φ Q i (γ) and ψ Q i (β γ ) are equipotentials in the same marked disc of f Q i with potentials Let γ be a Jordan curve in ∂Q 1 . Then κ(Φ 1 (γ)) = σ(γ) = M v(γ) by Lemma 5.2 (4). Let γ be a Jordan curve in ∂Q p and β γ be the curve in ∂E p homotopic to γ within Q p P F . Applying formula (13) and (14), we have
Inductively, for i = p − 1, · · · , 2, we have κ(Φ i (γ)) = σ(γ) = M v(γ) for any Jordan curve γ ⊂ ∂Q i . Therefore κ(Φ i (γ)) = M v(γ) for any i and any γ ⊂ ∂Q i .
Fix any i ∈ {1, · · · , p}. Let β be a non-F -null-homotopic curve in ∂E i . By (13), (14) and (15), we have
Let γ be a Jordan curve in ∂Q 1 and β γ be the Jordan curve in ∂E 1 homotopic to γ within Q 1 P F . From the above formula and (17), we deduce that κ(Ψ 1 (β γ )) < κ(Φ 1 (γ)). This implies that Ψ 1 (E 1 ) ⊂⊂ Φ 1 (Q 1 ).
For i = 2, · · · , p, set
Obviously, (a)-(d) hold for i ≥ 2 by the above computation. Now we want to define ψ Q 1 .
Notice that Ψ 1 (E 1 ) ⊂⊂ Φ 1 (Q 1 ) and Ψ 1 is isotopic to Φ 1 rel P Q 1 . We know that for each Jordan curve γ ⊂ ∂Q 1 , both γ and Ψ −1 1 • Φ 1 (γ) are contained in the same disk component ∆ of C 1 E 1 , and are homotopic within ∆ {a}, where a is the unique point of P Q 1 in ∆. Therefore there is a quasi-conformal map η of C 1 isotopic to the identity rel P Q 1 so that η| E 1 = id and η = Ψ −1
Furthermore, one can require that ψ Q 1 is isotopic to Φ 1 rel P Q 1 ∪ ∂Q 1 . In fact, assume that ξ t is a quasi-conformal isotopy (rel P Q 1 ) (0 ≤ t ≤ 1) with ξ 0 = id and ξ 1 = Φ −1 1 • ψ Q 1 . For any component D of C 1 Q 1 , let a be the unique point of P Q 1 in D and γ = ∂D. Then {ξ t (z) : 0 ≤ t ≤ 1} is a closed curve for z ∈ γ, whose winding number k γ around a is independent of the choice of the point z ∈ γ.
Pick an annular neighborhood A(γ) in C 1 E 1 for every Jordan curves γ on ∂Q 1 so that they are mutually disjoint. Then there is a quasi-conformal isotopy ζ γ,t (0 ≤ t ≤ 1) (rel ∂A(γ)) of A(γ) with ζ γ,0 = id, ζ γ,1 | γ = id and ζ γ,t (γ) = γ, such that the winding number of {ζ γ,t (z) : 0 ≤ t ≤ 1} (z ∈ γ) around a is −k γ . Extend the collection (ζ γ,t ) γ to be a single quasi-conformal map ζ t of C 1 with ζ t = id on C γ A(γ). Set ψ Q 1 := ψ Q 1 • ζ 1 . Then ξ t • ζ t is an isotopy (rel P Q 1 ) connecting the identity with Φ −1 1 • ψ Q 1 . The locus {ξ t • ζ t (z) : 0 ≤ t ≤ 1} is a closed curve for every point z ∈ ∂Q 1 , whose winding number is zero.
This allows us to prove that ξ 1 •ζ 1 = Φ −1 1 • ψ Q 1 is isotopic to the identity rel P Q 1 ∪∂Q 1 . More precisely, for each component of C 1 (P Q 1 ∪ ∂Q 1 ), replace ξ t • ζ t byξ t , the conformal natural extension in the isotopy class (rel boundary) of ξ t • ζ t .
for i = 1 is also derived from the above computation.
Set L ′ = Q 1 ∪ · · · ∪ Q p and E ′ = E 1 ∪ · · · ∪ E p . Then (F, E ′ , L ′ ) is a self branched covering of constant complexity. By now we have already proved that (F, E ′ , L ′ ) is c-equivalent to a holomorphic model. 6.3 Definition of (φ Q , ψ Q ) for non-periodic C-pieces Assume that Q is a non-F * -periodic C-piece. Then there are C-pieces
Denote by C i = C Q i for the simplicity. As Q 1 is F * -periodic, there are a quasi-conformal map φ Q 1 of C 1 and a postcritically finite rational map f 1 of C 1 such that they satisfy the conditions of Lemma 6.1.
Fix −k ≤ i ≤ 0. Let h i : C i → C i+1 be a disc-marked extension of F : E i → Q i+1 , given by Lemma 5.1, associated to the function
where γ is a Jordan curve in ∂Q i and β γ is the curve in ∂E i homotopic to γ within Q i P F . As before, there are quasi-conformal maps φ Q i = φ i of C i and holomorphic maps R i : C i → C i+1 such that the following diagram commutes:
The name 'canonical' means that up to a Möbius transformation, the configuration formed by these marked discs is uniquely determined. Note that when a disc-marked extension h i is chosen, up to a Möbius transformation, φ i is uniquely determined by φ i−1 . As φ i−1 varies in its homotopy class, φ i varies simultaneously in its homotopy class while R i remains unchanged. On the other hand various choices of disc-marked extensions are related by quasi-conformal maps. More precisely, ifh i is another choice of the disc-marked extension, then there is a quasi-conformal map ξ of C i isotopic to the identity rel P Q i , such thath i = h i • ξ. Now set φ i = φ i •ξ, we get the same holomorphic map R i . This implies that the maps f i are in dependent of the extensions (but may depend on the marking). In particular, the canonical marked discs are independent of the large number M involved in the function ρ (therefore involved in the extensions h i ). Lemma 6.2. With the assumption above, for any i = −k, · · · , 0, there are quasi-conformal maps
Proof.
(1) is obvious. The proof of (2) is quite easy by following the same argument in §6.2.
6.4 Definition of (φ Q , ψ Q ) for other L-pieces
Then it is a closed annulus and one of its boundary curve, say γ, is contained in the gluing curve system Y . We define φ Q to be a quasi-conformal map from Q to a round annulus in C with modulus
We will define a map ψ A for all annular components A of L E m , including the A-pieces. For this we decompose E into E m ⊔ E 2 ⊔ E 0 as follows: • E m is the union of complex E-pieces; • E 0 is the union of E-pieces which are contained in a disk D ⊂ L with #(D ∩ P F ) ≤ 1; • E 2 is the union of E E 0 -pieces which are contained in an annulus A ⊂ L with A ∩ P F = ∅.
Clearly, the above three sets are mutually disjoint. Topologically, E m ⊂ C and E 2 ⊂ C ∪ A.
See Figures 1 and 2 it is parallel to Q i 1. Definition of an auxiliary map ϕ E for E 2 -pieces.
Assume that E is a E 2 -piece and Q is an L-piece with E ⊂ Q. Set Q := F (E). Then both Q and Q are contained in C ∪ A. Decompose E 2 into E (2, 2) ⊔ E (2,m) so that F (E (2, 2) ) ⊂ A and F (E (2,m) ) ⊂ C.
If Q is an A-piece, then there is a quasi-conformal map ϕ E from E onto a closed round annulus such that φ b Q • F • ϕ −1 E is holomorphic in the interior of ϕ E (E). Let γ one of the two boundary curves in ∂ Q with γ ∈ Y . Then there is a Jordan curve β in ∂E so that F (β) = γ. From (21), we have:
Now assume Q is a C-piece. Then there is a quasi-regular branched covering h E :
Q . Note that ∂E has exactly two non-F -null-homotopic boundary curves β and β ′ . They are F -homotopic. From Lemma 6.1 and Lemma 6.2, we know that
is an equipotential, in a marked disc (∆, b) (resp. (∆ ′ , b ′ )) of the postcritically finite rational map f b Q when Q is F * -periodic, or in a canonical marked disc, denote also by (∆, b) (resp. (∆ ′ , b ′ )) otherwise, whose potentials are Clearly, ϕ E (β) and ϕ E (β ′ ) are equipotentials with potentials
Let A(E) denote the annulus bounded by β and β ′ . Applying Lemma B.1, there is a constant C(E) > 0 which is independent of the choice of M , such that
Choice of M. As E (2,m) has only finite many pieces E with C(E) independent of the choice of the number M , we can choose M large enough such that
where v 0 is the number appeared in (18).
Embedding of ϕ E (E) and construction of ψ A .
Every E 2 -piece E is contained in A or in an annular component of C E m . We will embed ϕ E (E) into the interior of A ∪ C E m so that they are mutually disjoint.
Assume that Q is an A-piece. Let γ be a boundary curve of Q with γ ∈ Y . From (22) and (23), we have E⊂Q∩E (2, 2) mod ϕ E (E) + E⊂Q∩E (2,m) mod
where the last sum is taken over all the curves β in F −1 (η) for every η ∈ Y such that β is F -homotopic to γ.
The right term is less than M v(γ) = mod(φ Q (Q)) by (18). Therefore, as in §4.4, one can embed holomorphically ϕ E (E) essentially into the interior of φ Q (Q) for every E 2 -piece E ⊂ Q according to the original order of their non-F -null-homotopic boundary curves, such that they are mutually disjoint. In other words, we have a quasi-conformal map ψ Q from Q onto φ Q (Q), such that
Following a similar argument as above, we have a quasi-conformal map ψ A from A onto ψ Q (A), such that
Then θ Q | ∂Q = id and θ Q is isotopic to the identity rel ∂Q ∪ (Q ∩ P F ). Moreover, for every
Now if E 0 ∪ O ∪ R = ∅, the proof of Theorem 3.3 is already completed. Otherwise one can follow the argument in §4.4 (there is no more trouble in case R = ∅) to modify θ Q on Q (E 2 ∪ E m ∪ ∂Q) with the help of a suitable layer function. This ends the proof of Theorem 3.3.
A combination result
A regular open set is by definition the complement of a regular puzzle.
Let U, V be regular open sets in C with V ⊂⊂ U . Let G : U → V be a quasi-regular branched covering. We say that (G, U, V ) is a locally holomorphic attracting system, if there is a finite set P ′ ⊂ U such that: • G(P ′ ) = P ′ ; • G is holomorphic in a neighborhood of P ′ and each cycle in P ′ is (super)attracting;
• for any z ∈ V the limit set of {G n (z)} is contained in P ′ .
Let (F, E, L) be a self branched covering of constant complexity, in particular F is quasiregular. We say that F has no analytization obstruction is it has no gluing obstruction, and , for each renormalization (H, E, Q) (if any, and not necessarily postcritically finite), either (1) (H, E, Q) is postcritically finite and has a marked extension without obstructions; or (2) For the integer p such that H = F p | E , each step of the composition
What we have proved in this paper can be reformulate in the following stronger form:
Theorem 7.1. Let G be a quasi-regular branched covering of C with degree at least 2. Assume that C = V ⊔ L is a splitting with L a regular puzzle such that:
is a locally holomorphic attracting system; (c) (G, G −1 (L), L) is a self branched covering of constant complexity without analytization obstructions.
Let K be the union of the filled Julia set K H of each of the holomorphic renormalizations.
Then there is a rational map g and a pair of qc-homeomorphisms φ, ψ of C such that
• ψ is isotopic to φ rel P G ∪ K;
• the Beltrami coefficient of φ is equal to 0 almost everywhere on K.
Disconnected Julia sets encoded by Hubbard trees
Example 3 (suggested by M. Rees and M. Shishikura). In the following denote by A(ξ 1 , ξ 2 ) the annulus bounded by ξ 1 , ξ 2 . See Figure 2 . Figure 2 : The self-branched-covering and the associated weighted tree in Example 3.
Here C has a unique component Q = Q(γ a , γ b , γ c ), the set A has a unique component A = A(η − , η + ), O = ∅ and P = (Q ∪ A(η − , η + )) c . The set E m has a unique component E Q , with separating boundary curves β a , β b , β c . The set E 2 has two components: one E AQ with f ill(E AQ ) = A(β − AQ , β + AQ ), and the other E QA2 = A(β + QA2 , β − QA2 ). The set E 0 is empty. And F : E → L is a self-unbranched-covering of constant complexity, with the following dynamics of the curves and components:
This map has a global sub-hyperbolic semi-rational extension G with P ′ G = {0, 1, 2, 3} forming a superattracting periodic cycle
And, denoting by D(ξ) the disc bounded by ξ disjoint from 0,
Here there are two critical points in A(γ a , η − ) ⊂ A(β a , β − AQ ) ⊂ basin(0) (one of them is 0), one critical point in D(γ b ) (the point 1) and one critical point in D(γ c ) (the point 2). There are no other critical points. Note also G −1 (L) = E ∪ E QA1 ∪ E AA , with E QA1 (resp. E AA ) an annulus contained in one hole of E Q (resp. in A) and mapped by G qquasi-conformally onto A.
The multicurves X ′ , X, Y, Z are identical, and are equal to {γ a , γ b , γ c , η + }. The transition matrix D together with a vector so that Dv < v is given below:
The periodic part F | E Q : E Q → Q can be completed into a degree three branched covering with only three postcritical points which is always c-equivalentto a postcritically finiterational map g Q . By Theorem 3.3, the self-branched-covering F | E : E → L is c-equivalentto a holomorphic map. By Theorem 3.8, the semi-rational map F : C → C is c-equivalentto a rational map.
The following application provides a rich family of examples, including Example 3 above as a period 4 case with weight vector (3, 2, 2, 1).
Let f c : z → z 2 + c such that 0 is periodic. Let H c be its associated Hubbard tree (see [DH2] for definition). The map f c acts on the edges of H c as a Markov map, in other words the image of an edge is the union of finitely many edges. Denote by {e 1 , · · · , e k } the edges of H c . Let w = (w 1 , · · · , w k ) be a weight vector with strictly positive integer entries. We obtain a weighted tree H c,w by assigning the weight w i to each edge e i of H c . We define the weighted Markov matrix M c,w = (m ij ) by m ij = 1/w i if f c (e i ) contains e j , and m ij = 0 otherwise. Denote by λ(M c,w ) its leading eigenvalue.
Theorem 8.1. Let f c : z → z 2 + c be a polynomial such that 0 is periodic. Let H c be its associated Hubbard tree, and w be a weight vector such that λ(M c,w ) < 1. Then there is a hyperbolic rational map R with disconnected Julia set, and U c ⊂ H c a small neighborhood of the cycle of 0, such that (1) R| E induces a self branched coveringof constant complexity(R| E , E, L), for some E ⊂ L ⊂ C;
(2) there is a continuous map π : L → H c U c with π • R = f c • π on E, such that for every z ∈ J c ∩ H c the fiber π −1 (z) is a Julia component of R.
(3) Every Julia component of R is either a point, or is mapped by some R l into E and stays there. In the latter case, it is either a Jordan curve, or is mapped by some π • R k to a branching point of H c , and is a covering of the Julia set of some postcritically finiterational map (of degree greater than 1).
Proof. Due to the length of the paper, we will only sketch the main ideas of the proof. Let Glue these pieces together along the boundary curves following the topology of H c to get a topological sphere S 2 . Except on the pieces E i , there is a natural projection π from S 2 to H c . Let U = π −1 (U c ) and V = π −1 (V c ). Set then E = S 2 V and L = S 2 U .
We then build a hyperbolic semi-rational map G on S 2 following the dynamics of f c on H c and the weight vector w, as in Example 3, but this time with a careful choice of the Thurston type map corresponding to each periodic branching points of H c as follows:
Let α ∈ H c be a p-periodic branching point. Then the first return map f p c is locally injective, and permutes periodically the edges from α. At least one of the edge has weight > 1 (by assumption on λ(M c,w )). Numerate the cycle of edges as {e 1 , · · · , e k }, with weights w 1 , · · · , w k respectively.
Choose a branched cover h of C with h −1 (∞) = ∞ and with the critical points (in C) contained in {c 1 , · · · , c k } such that h has local degree w i et c i and that the critical values are distinct. Such a map h certainly exists. If necessary postcompose h with a qc-homeomorphism fixing ∞ we may further assume h(c i ) = c i+1 (c k+1 = c 1 ). Now h is a topological polynomial, (i.e. a branched covering with h −1 (∞) = ∞). Then every eventual obstruction must be a socalled Levy cycle surrounding postcritical cycles without critical points (this was first proved by S. Levy). In our case every critical point of h is periodic, so h has no obstruction. Let W be C minus a small disc around each c i so that h −1 (W ) ⊂⊂ W .
Let Q be the L-piece corresponding to α. Choose now G on the periodic cycle of Q so that G p | E p Q : E p Q → Q is topologically conjugate to h| h −1 (W ) : h −1 (W ) → W . Now f c is injective on each edge of H c and X = Y = Z for the self branched coveringG| E : E → L of constant complexity. Therefore the transition matrix W Z is equal to M c,w . By the choice of w, we have λ(W Z ) = λ(M c,w ) < 1.
Hence G satisfies the conditions of Theorem 3.8. Consequently G is c-equivalentto a hyperbolic rational map R, via a pair of qc-homeomorphisms (θ, φ). Set L ′ = φ(L), E ′ = φ • θ(E) and π ′ | L ′ E ′ = π • (φ • θ) −1 . Then g := R| E ′ : E ′ → L ′ is a self-branched-covering of constant complexity. One can then extend π ′ to E ′ by successive pull-backs of g and f c | Hc , and by taking limits. We obtain then the properties 1) and 2). Finally the property 3) follows from a general result of Pilgrim-Tan//Cui about the topology of the Julia components of hyperbolic rational maps (see [PT] ). We omit the details.
A similar result can be obtained for preperiodic Hubbard trees as well. The answer of our first problem in the introduction is contained in the construction of h above. To prove Corollary 1.2 which answers in particular our second problem, one just need to check that the map F in the corollary has no Thurston obstructions and then to apply Theorem 1.1. By assumption F is a topological polynomial with every periodic cycle in P F P ′ F containing critical points. As such a map can not have Levy cycles, nor Thurston obstructions.
A Non-negative matrices Lemma A.1. Let D = (a ij ) be a real square matrix with a ij ≥ 0 for each entry a ij . Denote by λ its spectral radius, i.e. the maximal modulus of the eigenvalues. Then λ < 1 iff there is a vector v with every entry strictly positive (writing v > 0), such that Dv < v.
Proof. The following proof is provided by H.H. Rugh. Necessity: Assume v > 0 and Dv < v. Then Dv ≤ av for some 0 ≤ a < 1. Define a norm on the underlying vector space by x = i (v i · |x i |). Then, writing |x| as the vector whose i-th entry is |x i |, we have t Dx = t v t D|x| = t (Dv)|x| ≤ a t v|x| = a x . Therefore, λ := max
Sufficiency: Now assume λ < 1. By continuity of the spectral radius, there is ǫ > 0 such that the spectral radius λ ǫ of D + ǫ := (a ij + ǫ) satisfies λ ǫ < 1. Now the Perron-Frobenius Theorem assures that λ ǫ is also an eigenvalue (called the leading eigenvalue) and it has a strictly positive eigenvector v > 0. So Dv ≤ (D + ǫ)v = λ ǫ v < v .
Note that it follows that λ is also an eigenvalue of D (called the leading eigenvalue). Lemma A.1 actually gives an equivalent definition of the eigenvalues. Proof. Denote λ 0 = λ(C), λ 1 = λ(A) and λ 2 = λ(B). For any ǫ > 0, let v = (v 1 , v 2 ) be a positive vector so that Cv < (λ 0 + ǫ)v by Lemma A.1. Then
Again by Lemma A.1, we have max{λ 1 , λ 2 } < (λ 0 + ǫ). As ǫ is arbitrary, we have max{λ 1 , λ 2 } ≤ λ 0 .
Conversely, for any ǫ > 0, we have vectors v 1 and v 2 such that Av 1 < (λ 1 + ǫ)v 1 and Bv 2 < (λ 2 + ǫ)v 2 . In particular, there is a large number M > 0 so that M Bv 2 + Dv 1 < (λ 2 + ǫ)M v 2 . Therefore
So λ 0 < max{λ 1 , λ 2 } + ǫ. As ǫ is arbitrary, we have λ 0 ≤ max{λ 1 , λ 2 }.
Let A be an n × n matrix with a block decomposition    B 11 · · · B 1k . . . . . .
where B ij is an n i × n j matrix. We say that the block decomposition is projected if for each B ij , there is a number b ij such that the summation of each column of B ij is equal to b ij . This property could be understood as the following: An n × n matrix can be considered as a linear map of R n defined by the left action:
According to the block decomposition of A, there is a consecutive decomposition of the index set I = {1, · · · , n} by I = I 1 ⊔ · · · ⊔ I k with #I i = n i . Define a linear projection π : R n → R k by
Lemma A.5. There is a k × k matrix B such that π • A = B • π if and only if the block decomposition A = (B ij ) is projected. In this case, B = (b ij ).
Proof. Set A = (a δβ ). For any v ∈ R n ,
If the block decomposition is projected, then for β ∈ I j , δ∈I i a δβ = b ij . Therefore π • Av = B • π(v). Conversely, assume that π • A = B • π. For β ∈ I j , let e β ∈ R n be a vector whose β-entry is 1 and 0 elsewhere. Then (π • Ae β ) i = b ij , and (B • π(e β )) i = δ∈I i a δβ . So for β ∈ I j , δ∈I i a δβ = b ij , i.e. the block decomposition is projected.
Theorem A.6. Assume that A is a non-negative square matrix with a projected block decomposition A = (B ij ). Set B = (b ij ). Then λ(A) = λ(B).
Proof.
Let v = 0 be an eigenvector of A for the leading eigenvalue λ(A), i.e. Av = λ(A)v. Set u = π(v). Then Bu = π • Av = π(λ(A)v) = λ(A)π(v) = λ(A)u by the above Lemma. So λ(A) is an eigenvalue of B and hence λ(A) ≤ λ(B) since the leading eigenvalue is the maximum of the eigenvalues.
Conversely, let u = 0 be an eigenvector of the transpose B t of B for the leading eigenvalue λ(B) (note that B and B t have same leading eigenvalues), i.e. B t u = λ(B)u. Set v = (v β ) ∈ R n by v β := u j for β ∈ I j . Then For δ ∈ I i ,
So λ(B) is an eigenvalue of A t . Therefore we again have λ(B) ≤ λ(A).
B Reversing the Grötzsch inequality
A equipotential γ in a marked disc (∆, a) is a curve mapped onto a round circle under a conformal map ϕ : (∆, a) → (D, 0). The potential of γ is defined to be the modulus of the annulus between ∂∆ and γ.
Lemma B.1. Let (D i , z i ), i = 1, 2 be two disjoint marked hyperbolic discs. Then there is a constant C > 0 independent of v 1 > 0, v 2 > 0 such that, for the annulus A(v 1 , v 2 ) between the equipotential in D 1 of potential v 1 and the equipotential of D 2 of potential v 2 , we have v 1 + v 2 ≤ mod (A(v 1 , v 2 )) ≤ v 1 + v 2 + C Proof. The left hand side is just the Grötzsch inequality.
The conformal radius of a marked disc (∆, 0) is defined to be the radius r if there is a conformal map ϕ : (∆, 0) → (D(0, r), 0) with ϕ ′ (0) = 1. And the conformal radius of a marked disc ( ∆, ∞) is defined to be the conformal radius of (π( ∆), 0) with π(z) = 1/z. Let ξ be a Möbius transformation of C with ξ(z 1 ) = 0 and ξ(z 2 ) = ∞. Any two such maps differ by a multiplicative constant. So the product C 1 · C 2 of the conformal radii of (ξ(D 1 ), 0) and (ξ(D 2 ), ∞) is independent of the choice of ξ. Denote by W i the component of A(v 1 , v 2 ) c containing z i , i = 1, 2. By Koebe 1/4-Theorem, ξ(W 1 ) contains {|z| ≤ C 1 r 1 /4} and ξ(W 2 ) contains {|z| ≥ 4/(C 2 r 2 )}, where r i = e −v i . Therefore mod (A(v 1 , v 2 )) ≤ log 4 C 2 r 2 · 4 C 1 r 1 = log 16 C 1 C 2 1 r 1 r 2 = log 16 C 1 C 2 + v 1 + v 2 .
C Quasi-conformal extensions
We state here several results about quasi-conformal maps that have been frequently used in the paper.
Lemma C.1. Let h : C 1 → C 2 be a homeomorphism between two quasi-circles C 1 and C 2 in C. If h can be extended to a quasi-conformal map on an one-side neighborhood of C 1 , then h can be extended to a global quasi-conformal homeomorphism of C. Moreover the extension can be chosen to be a diffeomorphism from C C 1 onto C C 2 .
Lemma C.2. Let Ω i ⊂ C (i = 1, 2) be two open connected domains such that ∂Ω i (i = 1, 2) consists of p ≥ 0 disjoint quasi circles (we allow the case p = 0). Let P ⊂ Ω 1 be a finite set (may or may not be empty). Let f : Ω 1 → Ω 2 be an orientation preserving homeomorphism. If, either p = 0, or f | ∂Ω 1 can be extended to a quasi-conformal map on an one-side neighborhood of each curve of ∂Ω 1 , then there is a quasi-conformal homeomorphism in the isotopy class of f modulo ∂Ω 1 ∪ P.
Lemma C.3. Let h : S 1 → S 1 be an orientation preserving homeomorphism of the unit circle. Assume that h can be extended as a quasi-conformal map f on an inner neighborhood B of S 1 (i.e. B ⊃ {1 − ε < |z| < 1} for some ε > 0), then h is quasi-symmetric.
Proof. Denote by µ the Beltrami coefficient of f . Denote by D the unit disc. Let ν = µ on B and ν = 0 on D B. By the Measurable Riemann Mapping Theorem, there is a quasi-conformal homeomorphism g of D whose Beltrami coefficient is ν. Then g| S 1 is quasi-symmetric. On the other hand, f • g −1 is holomorphic on g(B). Therefore f • g −1 | S 1 : S 1 → S 1 is real-holomorphic, in particular quasi-symmetric. So h = (f • g −1 ) • g| S 1 is also quasi-symmetric.
Proof of Lemma C.1. Fix i = 1, 2. By definition of quasi-circles, there is a quasi-conformal homeomorphism φ i of C such that φ i (C i ) = S 1 . Furthermore φ i can be chosen to be diffeomorphism on C C i as follows: Set ∆ = φ −1 i (D). Let ψ : ∆ → D be a conformal map. Then φ i • ψ −1 : D → D is a quasi-conformal homeomorphism. Thus its boundary map is quasi-symmetric. Let η be the Beurling-Ahlfors extension of this boundary map, it is a diffeomorphism of D. Now η • ψ| ∆ is again a diffeomorphism, whose boundary map is φ i | S 1 . Set h 1 = φ 2 • h • φ −1 1 . Then by Lemma C.3 this h 1 is quasi-symmetric, thus has a quasi-conformal extension to C. Moreover its extension can be chosen to be a diffeomorphism outside S 1 . Thus h = φ −1 2 • h 1 • φ 1 can be extended to a quasi-conformal homeomorphism of C, and a diffeomorphism outside C 1 .
Proof of Lemma C.2. By Lemma C.1 we can assume that ∂Ω i are smooth Jordan curves and that f | ∂Ω 1 is a diffeomorphism. Then one can find a diffeomorphism in its isotopy class rel ∂Ω 1 ∪ P.
