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VLASOV-MAXWELL-BOLTZMANN DIFFUSIVE LIMIT
JUHI JANG
Abstract. We study the diffusive expansion for solutions around Maxwellian
equilibrium and in a periodic box to the Vlasov-Maxwell-Boltzmann system,
the most fundamental model for an ensemble of charged particles. Such an
expansion yields a set of dissipative new macroscopic PDE’s, the incompress-
ible Vlasov-Navier-Stokes-Fourier system and its higher order corrections for
describing a charged fluid, where the self-consistent electromagnetic field is
present. The uniform estimate on the remainders is established via a unified
nonlinear energy method and it guarantees the global in time validity of such
an expansion up to any order.
1. Introduction and Formulation
The dynamics of charged dilute particles can be described by the celebrated
Vlasov-Maxwell-Boltzmann system:
∂tF+ + v · ∇xF+ + (E + v ×B) · ∇vF+ = Q(F+, F+) +Q(F+, F−),
∂tF− + v · ∇xF− − (E + v ×B) · ∇vF− = Q(F−, F+) +Q(F−, F−),(1.1)
with initial data F±(0, x, v) = F0,±(x, v). For notational simplicity we have set all
physical constants to be unity, see [8] for more background. Here F±(t, x, v) ≥ 0 are
the spatially periodic number density functions for the ions (+) and electrons (-)
respectively, at time t ≥ 0, position x = (x1, x2, x3) ∈ [ − π,π]3 = T3 and velocity
v = (v1, v2, v3) ∈ R3. The collision between particles is given by the standard
Boltzmann collision operator Q(G1, G2) with hard-sphere interaction:
Q(G1, G2) =
∫
R3×S2
|(u− v) · ω|{G1(v′)G2(u′)−G1(v)G2(u)}dudω,(1.2)
where v′ = v − [(v − u) · ω]ω and u′ = u+ [(v − u) · ω]ω.
The self-consistent, spatially periodic electromagnetic field [E(t, x), B(t, x)] in
(1.1) is coupled with F±(t, x, v) through the Maxwell system:
∂tE −∇×B = −
∫
R3
v(F+ − F−)dv, ∇ · B = 0,
∂tB +∇× E = 0, ∇ · E =
∫
R3
(F+ − F−)dv,
(1.3)
with initial data E(0, x) = E0(x), B(0, x) = B0(x).
It turns out that it is convenient to consider the sum and difference of F+ and
F− as proposed in [4]. Defining
(1.4) F ≡ F+ + F− and G ≡ F+ − F−,
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(1.1) and (1.3) can be rewritten as following:
∂tF + v · ∇xF + (E + v ×B) · ∇vG = Q(F, F ),
∂tG+ v · ∇xG+ (E + v ×B) · ∇vF = Q(G,F ),
∂tE −∇×B = −
∫
R3
v G dv, ∇ · B = 0,
∂tB +∇× E = 0, ∇ ·E =
∫
R3
G dv,
(1.5)
with initial data F (0, x, v) = F0(x, v), G(0, x, v) = G0(x, v), E(0, x) = E0(x) and
B(0, x) = B0(x).
Now we introduce the diffusive scaling to (1.5): for any ε > 0,
ε∂tF
ε + v · ∇xF ε + (Eε + v ×Bε) · ∇vGε = 1
ε
Q(F ε, F ε),
ε∂tG
ε + v · ∇xGε + (Eε + v ×Bε) · ∇vF ε = 1
ε
Q(Gε, F ε),
ε∂tE
ε −∇×Bε = −
∫
R3
v Gε dv, ∇ · Bε = 0,
ε∂tB
ε +∇× Eε = 0, ∇ · Eε =
∫
R3
Gε dv.
(1.6)
For notational simplicity, we normalize the global Maxwellian as
(1.7) µ(v) =
1
(2π)3/2
e−|v|
2/2.
We consider the following formal expansion in ε around the equilibrium state
[F,G,E,B] = [µ, 0, 0, 0]: for any n ≥ 1,
F ε(t, x, v) = µ+
√
µ{εf1(t, x, v) + ε2f2(t, x, v) + ...+ εnf εn(t, x, v)},
Gε(t, x, v) =
√
µ{εg1(t, x, v) + ε2g2(t, x, v) + ...+ εngεn(t, x, v)},
Eε(t, x) = {εE1(t, x) + ε2E2(t, x) + ...+ εnEεn(t, x)},
Bε(t, x) = {εB1(t, x) + ε2B2(t, x) + ...+ εnBεn(t, x)}.
(1.8)
To determine the coefficients f1(t, x, v), ..., fn−1(t, x, v); g1(t, x, v), ..., gn−1(t, x, v);
E1(t, x), ..., En−1(t, x); B1(t, x), ..., Bn−1(t, x), we plug the formal diffusive expan-
sion (1.8) into the rescaled equations (1.6):
(ε∂t + v · ∇x){εf1 + ...+ εnf εn}
+
1√
µ
{ε(E1 + v ×B1) + ...+ εn(Eεn + v ×Bεn)} · ∇v[
√
µ{εg1 + ...+ εngεn}]
=
1
ε
√
µ
Q(µ+
√
µ{εf1 + ...+ εnf εn}, µ+
√
µ{εf1 + ...+ εnf εn}),
(ε∂t + v · ∇x){εg1 + ...+ εngεn}
+
1√
µ
{ε(E1 + v ×B1) + ...+ εn(Eεn + v ×Bεn)} · ∇v[µ+
√
µ{εf1 + ...+ εnf εn}]
=
1
ε
√
µ
Q(
√
µ{εg1 + ...+ εngεn}, µ+
√
µ{εf1 + ...+ εnf εn}),
(1.9)
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ε∂t{εE1 + ...+ εnEεn} − ∇ × {εB1 + ...+ εnBεn} = −
∫
R3
v
√
µ{εg1 + ...εngεn}dv,
ε∂t{εB1 + ...+ εnBεn}+∇× {εE1 + ...+ εnEεn} = 0,
∇ · {εE1 + ...+ εnEεn} =
∫
R3
√
µ{εg1 + ...εngεn}dv,
∇ · {εB1 + ...+ εnBεn} = 0.
To expand the right hand side Q in the above, we define L the well-known linearized
collision operator and L another linearized operater as
(1.10) Lf ≡ − 1√
µ
{Q(µ,√µf) +Q(√µf, µ)},
(1.11) Lg ≡ − 1√
µ
Q(
√
µg, µ),
and the nonlinear collision operator Γ as (non-symmetric)
(1.12) Γ(f, g) ≡ 1√
µ
Q(
√
µf,
√
µg).
Note that Lf and Lg can be written as following in terms of Γ:
(1.13) Lf = −{Γ(√µ, f) + Γ(f,√µ)}, Lg = −Γ(g,√µ).
Now we equate the coefficients on both sides of the equation (1.9) in front of
different powers of the parameter ε. Let
f−1 = f0 ≡ 0, g−1 = g0 ≡ 0, E0 ≡ 0, B0 ≡ 0
to obtain
∂tfm + v · ∇xfm+1 + 1√
µ
∑
i+j=m+1
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj)
= −Lfm+2 +
∑
i+j=m+2
i,j≥1
Γ(fi, fj),
∂tgm + v · ∇xgm+1 + 1√
µ
∑
i+j=m+1
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj)− Em+1 · v√µ
= −Lgm+2 +
∑
i+j=m+2
i,j≥1
Γ(gi, fj),
(1.14)
for −1 ≤ m ≤ n− 3 as well as
∂tEm −∇×Bm+1 = −
∫
vgm+1
√
µdv, ∇ ·Bm+1 = 0,
∂tBm +∇× Em+1 = 0, ∇ · Em+1 =
∫
gm+1
√
µdv,
(1.15)
for 0 ≤ m ≤ n− 2. Moreover, we can collect terms left in (1.9) with powers εn−1 or
higher and divide by εn−1 to get the equations for the remainders f εn, g
ε
n, E
ε
n, B
ε
n.
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Note that all the εm+1-th order terms vanish for m ≤ n−3 because of (1.14). First,
we write equations for f εn and g
ε
n:
ε2∂tf
ε
n + εv · ∇xf εn + Lf εn =
{−∂tfn−2 − v · ∇xfn−1 − 1√
µ
∑
i+j=n−1
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj) +
∑
i+j=n
i,j≥1
Γ(fi, fj)}
+ ε{−∂tfn−1 − 1√
µ
∑
i+j=n
i,j≥1
(Ei + v × Bi) · ∇v(√µgj) +
∑
i+j=n+1
i,j≥1
Γ(fi, fj)}
+ εnΓ(f εn, f
ε
n) +
n−1∑
i=1
εi{Γ(f εn, fi) + Γ(fi, f εn)}+
∑
i+j≥n+2
εi+j−nΓ(fi, fj)
− ε
n+1
√
µ
(Eεn + v ×Bεn) · ∇v(
√
µgεn)
− 1√
µ
n−1∑
i=1
εi+1{(Ei + v ×Bi) · ∇v(√µgεn) + (Eεn + v ×Bεn) · ∇v(
√
µgi)}
− 1√
µ
∑
i+j≥n+1
εi+j−n+1(Ei + v ×Bi) · ∇v(√µgj);
ε2∂tg
ε
n + εv · ∇xgεn − εEεn · v
√
µ+ Lgεn =
{−∂tgn−2 − v · ∇xgn−1 − 1√
µ
∑
i+j=n−1
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj) + En−1 · v√µ
+
∑
i+j=n
i,j≥1
Γ(gi, fj)}+ ε{−∂tgn−1 − 1√
µ
∑
i+j=n
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj)
+
∑
i+j=n+1
i,j≥1
Γ(gi, fj)}+ εnΓ(gεn, f εn) +
n−1∑
i=1
εi{Γ(gεn, fi) + Γ(gi, f εn)}
+
∑
i+j≥n+2
εi+j−nΓ(gi, fj)− ε
n+1
√
µ
(Eεn + v ×Bεn) · ∇v(
√
µf εn)
− 1√
µ
n−1∑
i=1
εi+1{(Ei + v ×Bi) · ∇v(√µf εn) + (Eεn + v ×Bεn) · ∇v(
√
µfi)}
− 1√
µ
∑
i+j≥n+1
εi+j−n+1(Ei + v ×Bi) · ∇v(√µfj).
(1.16)
Similarly, by (1.15), we get the remainders for Eεn, B
ε
n:
ε∂tE
ε
n −∇×Bεn =− ∂tEn−1 −
∫
R3
vgεn
√
µdv, ∇ · Bεn = 0,
ε∂tB
ε
n +∇× Eεn =− ∂tBn−1, ∇ · Eεn =
∫
R3
gεn
√
µdv.
(1.17)
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The fluid equations can be obtained through the conditions (1.14) and (1.15).
We first recall that the operator L ≥ 0, and for any fixed (t, x), the null space of L is
generated by [
√
µ, v
√
µ, |v|2√µ]. For any function f(t, x, v) we thus can decompose
f = P1f + {I−P1}f
where P1f (hydrodynamic part) is the L
2
v projection on the null space for L for
given (t, x). We can further denote
(1.18) P1f = {ρf (t, x) + v · uf (t, x) + ( |v|
2
2
− 3
2
)θf (t, x)}√µ.
Here we define the hydrodynamic field of f to be
[ρf (t, x), uf (t, x), θf (t, x)]
which represents the density, velocity and temperature fluctuations physically. For
the velocity field uf (t, x), we further define its divergent-free part as
P0uf = the divergent-free projection of uf
so that
∇ · {P0uf} ≡ 0.
Similarly, one can show that L ≥ 0 and for any fixed (t, x), the null space of L
is one dimensional vector space generated by [
√
µ]. Likewise, any g(t, x, v) can be
decomposed into
g = P2g + {I−P2}g
where P2g (hydrodynamic part) is the L
2
v projection on the null space for L for
given (t, x). We can further denote
(1.19) P2g = σg(t, x)
√
µ.
Here σg(t, x), the hydrodynamic field of g, can be interpreted as the concentration
difference. For more details about L and P2, we refer [4]. Before going on, we state
the coercivity of L and L which will be often used in the subsequent sections: there
exists a δ > 0 such that
(1.20) 〈Lf, f〉 ≥ δ|(I−P1)f |2ν , 〈Lg, g〉 ≥ δ|(I−P2)g|2ν .
See Lemma 1 in [8] for its proof. Note that the operator L defined in [8] is equivalent
to [L,L] in our case.
Now define [ρm, um, θm, σm] to be the corresponding hydrodynamic field of the
m-th coefficients fm and gm. As for the first coefficients f1(t, x, v) and g1(t, x, v),
from (1.14)
(1.21) {I−P1}f1 = 0 and {I−P2}g1 = 0
which immediately yield that
(1.22) B1 = 0 and E1 = ∇φ1
up to constant and for some function φ1(t, x) satisfying △φ1 = σ1; in particular,
B1 may be assumed to be zero physically in a sense that nonzero constants B1 do
not cause the hydrodynamic equations (1.25)-(1.28) to change. It will be shown in
Lemma 3.1 that its velocity fluctuation u1(t, x) is incompressible:
(1.23) ∇ · u1 ≡ 0 or u1 = P0u1,
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and its density and temperature fluctuations ρ1(t, x) and θ1(t, x) satisfy the Boussi-
nesq relation:
(1.24) ρ1 + θ1 ≡ 0.
Moreover, [u1, θ1, σ1] satisfies the nonlinear incompressible Vlasov-Navier-Stokes-
Fourier equations:
∂tu1 + u1 · ∇u1 +∇p1 = η∆u1 + σ1∇φ1,(1.25)
∂tσ1 + u1 · ∇σ1 = α∆σ1 − ασ1,(1.26)
∆φ1 = σ1,(1.27)
∂tθ1 + u1 · ∇θ1 = κ∆θ1,(1.28)
where p1(t, x) is the pressure and η, κ, α > 0 are physical constants.
As for the coefficients fm(t, x, v), gm(t, x, v) form ≥ 2, by (1.14), the microscopic
part of fm and gm is determined by:
{I−P1}fm = L−1{−∂tfm−2 − v · ∇xfm−1 +
∑
i+j=m
i,j≥1
Γ(fi, fj)
− 1√
µ
∑
i+j=m−1
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj)},(1.29)
{I−P2}gm = L−1{−∂tgm−2 − v · ∇xgm−1 +
∑
i+j=m
i,j≥1
Γ(gi, fj)
− 1√
µ
∑
i+j=m−1
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj) + Em−1 · v√µ}.(1.30)
On the other hand, for the hydrodynamic field of fm and gm:
P1fm = {ρm(t, x) + v · um(t, x) + { |v|
2
2
− 3
2
}θm(t, x)}√µ,
P2gm = σm(t, x)
√
µ,
we can deduce an m-th order incompressibility condition
(1.31) ∇ · {I − P0}um = −∂tρm−1,
an m-th order Boussinesq relation
ρm + θm = ∆
−1∇ · {−u1 · ∇(P0um−1)− P0um−1 · ∇u1 + E1σm−1 + Em−1σ1
+Rum−1}+ 〈
|v|2√µ
3
, L−1({I−P1}v · ∇xP1fm−1)〉 − 5
2
θ1θm−1 − um−1 · u1,
(1.32)
and an m-th order linear Vlasov-Navier-Stokes-Fourier system for [P0um, θm, σm]:
(∂t + u1 · ∇ − η∆)P0um + P0um · ∇u1 +∇pm − (E1σm + Emσ1) = Rum,(1.33)
(∂t + u1 · ∇ − α∆+ α)σm + P0um · ∇σ1 = Rσm,(1.34)
(∂t + u1 · ∇ − κ∆)θm + P0um · ∇θ1 = Rθm,(1.35)
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∇× Em = −∂tBm−1, ∇ ·Em = σm,(1.36)
∇×Bm =
∫
R3
{I−P2} gmv√µdv + ∂tEm−1, ∇ ·Bm = 0,(1.37)
with compatibility conditions coming from conservation laws
(1.38)
d
dt
∫
T3
Emdx = −α
∫
T3
Emdx+ ℓm−1,
∫
T3
Bmdx = 0.
HereRum, R
σ
m, R
θ
m and ℓm−1, defined precisely in (3.2), (3.3), (3.4) and (3.20), essen-
tially depend only on fj, gj , Ej , Bj for j ≤ m−1, since {I−P1}fm, {I−P2}gm,
{I − P0}um, as well as ρm + θm have been determined.
In order to state our results precisely in the next section, we introduce the
following norms and notations. We use 〈· , ·〉 to denote the standard L2 inner
product in R3v, while we use (· , ·) to denote L2 inner product either in T3 × R3
or in T3 with corresponding L2 norm || · ||. We use the standard notation Hs to
denote the Sobolev space W s,2. For the Boltzmann collision operator (1.2), define
the collision frequency to be
(1.39) ν(v) ≡
∫
R3
|v − v′|µ(v′)dv′,
which behaves like |v| as |v| → ∞. It is natural to define the following weighted L2
norm to characterize the dissipation rate.
|g|2ν ≡
∫
R3
g2(v)ν(v)dv, ||g||2ν ≡
∫
T3×R3
g2(x, v)ν(v)dvdx.
Observe that for hard sphere interaction,
(1.40) ||(1 + |v|) 12 g|| ≤ C||g||ν .
In order to be consistent with the hydrodynamic equations, we define
(1.41) ∂βγ = ∂
γ1
x1∂
γ2
x2∂
γ3
x3∂
β1
v1 ∂
β2
v2 ∂
β3
v3
where γ = [γ1, γ2, γ3] is related to the space derivatives, while β = [β1, β2, β3] is
related to the velocity derivatives.
We now define instant energy functionals and the dissipation rate.
Definition 1 (Instant Energy) For N ≥ 8, for some constant C > 0, an
instant energy functional EN(f, g, E,B)(t) ≡ EN (t) satisfies:
(1.42)
1
C
EN (t) ≤
∑
|β|+|γ|≤N
||[∂βγ f, ∂βγ g]||2(t) +
∑
|γ|≤N
||[∂γE, ∂γB]||2(t) ≤ CEN (t).
Definition 2 (Dissipation Rate) For N ≥ 8, the dissipation rate DN (f, g)(t)
is defined as
DN (f, g)(t) =
∑
|γ|≤N
||[∂γP1f, ∂γP2g]||2(t)
+
1
ε2
∑
|β|+|γ|≤N
||[∂βγ {I−P1}f, ∂βγ {I−P2}g]||2ν(t).
(1.43)
We remark that both the instant energy and the dissipation rate are carefully de-
signed to capture the structure of the rescaled Vlasov-Maxwell-Boltzmann equation
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(1.6). First of all, the electromagnetic field [E,B] is included only in the instant
energy, which prevents the exponential decay on EN unlike the pure Boltzmann
case for hard potentials. See [9] and [16]. Notice that there is no 1ε2 factor in front
of the hydrodynamic part [P1f,P2g] in the dissipation rate DN (f, g), since only
the microscopic part [{I−P1}f, {I−P2}g] should vanish as ε→ 0. For notational
simplicity, the Einstein’s summation convention is used for Greek letter up to order
N ≥ 8 throughout the paper, unless otherwise specified. We denote ∇ = ∇x and
use C to denote a constant independent of ε. We also use U(·) to denote a general
positive polynomial with U(0) = 0.
2. Main Results
The first result is to determine the coefficients f1, f2, ...fm; g1, g2, ...gm; E1, E2,
...Em; B1, B2, ...Bm in a diffusive approximation (1.8).
Theorem 2.1. Letm divergent-free vector-valued functions [u01(x), u
0
2(x), ..., u
0
m(x)],
2m scalar functions [θ01(x), θ
0
2(x)...θ
0
m(x);σ
0
1(x), σ
0
2(x), ...σ
0
m(x)] be given such that
||u01||H2 + ||θ01 ||H2 + ||σ01 ||H2 ≤M
and ∫
T3
σ0r(x)dx = 0,
∫
T3
u0r(x)dx = −
∑
i+j=r
i,j≥1
∫
T3
E0i (x) ×B0j (x) dx,
∫
T3
3
2
θ0r(x)dx = −
1
2
∑
i+j=r
i,j≥1
∫
T3
E0i (x) · E0j (x) +B0i (x) · B0j (x) dx,
for 1 ≤ r ≤ m. Here E0i , B0j are defined by Ei(0, x), Bj(0, x) which have been induc-
tively determined at the precedents since i, j < r, starting with the average condi-
tions
∫
T3
B01dx = 0 and
∫
T3
E01dx = 0. Then for sufficiently small M and given m
real vectors e1(= 0), e2, ..., em, there exist unique functions f1(t, x, v), f2(t, x, v), ...,
fm(t, x, v); g1(t, x, v), g2(t, x, v), ..., gm(t, x, v); E1(t, x), E2(t, x), ..., Em(t, x) and
B1(t, x), B2(t, x), ..., Bm(t, x) with∫
T3
σr(t, x)dx = 0,
∫
T3
P0ur(t, x)dx = −
∑
i+j=r
i,j≥1
∫
T3
Ei(t, x)×Bj(t, x) dx,
∫
T3
3
2
θr(t, x)dx = −1
2
∑
i+j=r
i,j≥1
∫
T3
Ei(t, x) · Ej(t, x) +Bi(t, x) ·Bj(t, x) dx,
(2.1)
such that initially P0ur(0, x) = u
0
r(x), θr(0, x) = θ
0
r(x), σr(0, x) = σ
0
r (x) and∫
T3
Er(0, x)dx = er, and f1(t, x, v), g1(t, x, v), E1(t, x), B1(t, x) satisfy (1.21)-(1.28)
and fr(t, x, v), gr(t, x, v), Er(t, x), Br(t, x) satisfy (1.29)-(1.38) for 2 ≤ r ≤ m.
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Moreover, for 1 ≤ r ≤ m, for any β, and for all s ≥ 3, there exists a polyno-
mial Ur,β,s with Ur,β,s(0) = 0 such that∑
|τ |≤s
{||[∂βτ fr, ∂βτ gr||ν(t) + ||[∂τEr, ∂τBr]||(t)}
≤ e−λtUr,β,s(
∑
1≤j≤r
{||u0j ||H2s+4(r−j) + ||θ0j ||H2s+4(r−j) + ||σ0j ||H2s+4(r−j)}),
(2.2)
where space-time derivatives
∂τ = ∂
τ0
t ∂
τ1
x1∂
τ2
x2∂
τ3
x3
and λ can be chosen as 14 min{η, κ, α} for sufficiently small M .
We now turn to the most important question about the remainder estimates for
f εn, g
ε
n, E
ε
n and B
ε
n. We first study the classical case for the first order remainders
f ε ≡ f ε1 , gε ≡ gε1, Eε ≡ Eε1 , Bε ≡ Bε1
which satisfy the nonlinear Boltzmann type equations:
∂tf
ε +
1
ε
v · ∇xf ε + 1
ε2
Lf ε =
1
ε
Γ(f ε, f ε)− 1√
µ
(Eε + v ×Bε) · ∇v(√µgε),(2.3)
∂tg
ε +
1
ε
v · (∇xgε −√µEε) + 1
ε2
Lgε = 1
ε
Γ(gε, f ε)− 1√
µ
(Eε + v ×Bε) · ∇v(√µf ε),
ε∂tE
ε −∇× Bε = −
∫
gεv
√
µ dv, ∇ ·Bε = 0,
ε∂tB
ε +∇× Eε = 0, ∇ · Eε =
∫
gε
√
µ dv.
(2.4)
Theorem 2.2. Let N ≥ 8. Let f ε(0, x, v) = f ε0 (x, v), gε(0, x, v) = gε0(x, v) and
Eε(0, x) = Eε0(x), B
ε(0, x) = Bε0(x) satisfy the mass, momentum and energy con-
servation laws:
(f ε0 ,
√
µ) = 0, (gε0,
√
µ) = 0,
(f ε0 , v
√
µ) + ε
∫
T3
Eε0 ×Bε0dx = 0,
(f ε0 , |v|2
√
µ) + ε
∫
T3
|Eε0 |2 + |Bε0 |2dx = 0.
(2.5)
Then there exists an instant energy functional EN (f ε, gε, Eε, Bε)(t) such that
if EN (f ε, gε, Eε, Bε)(0) is sufficiently small, then
(2.6)
d
dt
EN (f ε, gε, Eε, Bε)(t) +DN (f ε, gε)(t) ≤ 0.
In particular,
(2.7) sup
0≤t≤∞
EN (f ε, gε, Eε, Bε)(t) ≤ EN (f ε, gε, Eε, Bε)(0).
Moreover, for k ≥ 1 there exists CN,k > 0 such that
(2.8) EN (f ε, gε, Eε, Bε)(t) ≤ CN,kEN+k(f ε, gε, Eε, Bε)(0)
{
1 +
t
k
}−k
.
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We remark that our initial data f ε0 , g
ε
0, E
ε
0 , B
ε
0 are general and can contain ini-
tial layer for the Vlasov-Navier-Stokes-Fourier limit. We can easily include (one)
temporal derivative ∂t in our definition of instant energy and dissipation rate, and
obtain the same uniform bound for such a new norm. With such a modification,
the boundedness of ∂tf
ε
0 , ∂tg
ε
0, ∂tE
ε
0 , ∂tB
ε
0 automatically removes the formation
of any initial layer.
For higher order remainders f εn, g
ε
n, E
ε
n, B
ε
n with n ≥ 2, we have
Theorem 2.3. Let N ≥ 8. Given f1,f2,...fn; g1,g2,...gn; E1,E2,...En; B1,B2,...Bn
constructed in Theorem 2.1 and let
|||[u0n, θ0n, σ0n]|||N (t)
≡
∑
1≤j≤n
{||u0i ||H2N+10+4(n−j) + ||θ0i ||H2N+10+4(n−j) + ||σ0i ||H2N+10+4(n−j)}.(2.9)
And let
F ε(0, x, v) ≡ µ+√µ{εf1(0, x, v) + ...+ εn−1fn−1(0, x, v) + εnf εn(0, x, v)},
Gε(0, x, v) ≡ √µ{εg1(0, x, v) + ...+ εn−1gn−1(0, x, v) + εngεn(0, x, v)},
Eε(0, x) ≡ εE1(0, x) + ...+ εn−1En−1(0, x) + εnEεn(0, x),
Bε(0, x) ≡ εB1(0, x) + ...+ εn−1Bn−1(0, x) + εnBεn(0, x)
(2.10)
be given initial data satisfying the following conservation laws:∫
T3
∫
R3
{F ε(0, x, v)− µ(v)}dvdx = 0,
∫
T3
∫
R3
Gε(0, x, v)dvdx = 0,∫
T3
∫
R3
vF ε(0, x, v)dvdx +
∫
T3
Eε(0, x)×Bε(0, x)dx = 0,∫
T3
∫
R3
|v|2{F ε(0, x, v)− µ(v)}dvdx +
∫
T3
|Eε(0, x)|2 + |Bε(0, x)|2dx = 0.
(2.11)
Then there exist an instant energy functional EN and a positive polynomial U with
U(0) = 0 such that if both ε and
EN (f εn − fn, gεn − gn, Eεn − En, Bεn −Bn)(0)
are sufficiently small, then
sup
0≤t≤∞
EN (f εn − fn, gεn − gn, Eεn − En, Bεn −Bn)(t)
≤{eU(|||[u0n,θ0n,σ0n]|||N)EN (f εn − fn, gεn − gn, Eεn − En, Bεn −Bn)(0)
+ ε2U(|||[u0n, θ0n, σ0n]|||N )}.
(2.12)
Moreover, for k ≥ 1 there exists CN,k > 0 such that
EN (f εn − fn, gεn − gn, Eεn − En, Bεn −Bn)(t)
≤ CN,k{eU(|||[u
0
n,θ
0
n,σ
0
n]|||N)EN+k(f εn − fn, gεn − gn, Eεn − En, Bεn −Bn)(0)
+ ε2U(|||[u0n, θ0n, σ0n]|||N )}
{
1 +
t
k
}−k
.
(2.13)
Note that the conservation laws (2.11) in Theorem 2.3 imply the conservation
laws for f εn, g
ε
n, E
ε
n, B
ε
n due to (2.1). See (7.5) for the precise description. In
addition, we remark that the positivity for the initial data (F ε ± Gε)(0, x, v) ≥ 0
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which is equivalent to F ε±(0, x, v) ≥ 0 through the relation (1.4) can be verified in
the same way as discussed in the Appendix of [9].
There are several macroscopic fluid models for classifying the dynamics of a
charged fluid, but none has been derived from the Boltzmann theory mathemat-
ically. This is because the construction of the global solution to the important
Vlasov-Maxwell-Boltzmann system had been open for a long time until only a few
years ago, in [8], a unique global in time classical solution near a global Maxwellian
for such a master system was constructed. However, it still remains a major open
problem: to construct global renormalized solutions to the same system.
Singular limit problems emanating from the Boltzmann equations have been
studied by many people for decades [1, 2, 3, 5, 6, 7, 9, 10, 11, 12, 14, 15, 17]–
a great overview of the issue is given in [9, 13, 18]. In particular, in the recent
work [9], higher order approximations with the unified energy method have now
been shown to give rise to a rigorous passage from the Boltzmann equation to the
Navier-Stokes-Fourier systems beyond the Navier-Stokes approximation.
In this article, we rigorously establish the global in time validity of the diffusive
expansion (1.8) to the rescaled Vlasov-Maxwell-Boltzmann equations (1.6) for any
order. This not only gives the uniform estimates for the higher order corrections,
but also leads to the mathematical derivation of new dissipative hydrodynamic
equations, which we call Vlasov-Navier-Stokes-Fourier System. An interesting fea-
ture of our result is that for the chosen incompressible regime, the nontrivial mag-
netic effect in the limit first occurs in the second order expansion (n = 2), while the
electric effect is important at any order. We believe our result opens a new line of
research for those macroscopic approximations both physically and mathematically.
The method of this paper is based on the improvement of the recently developed
nonlinear energy method in [8, 9]. We use the reformulation (1.5), by introduc-
ing new unknowns (1.4), to simplify both the character of the Vlasov-Maxwell-
Boltzmann system and the analysis presented in this paper endowed with the clear,
concrete linearized collision operators L and L. Macroscopic equations and local
conservation laws are proven to be key tools to build the crucial positivity of L and
L. The most important analytical difficulty lies in deriving the uniform estimates
on f ε and gε. Due to the singular behavior of the time derivative in our prob-
lem, the positivity estimate for purely spatial derivatives is invoked: see (5.4) in
Lemma 5.1. Notice that an additional term ddtG(t) is needed. Such a differential
form can still yield decay estimates with the notion of equivalent instant energies.
The local conservation laws are used to estimate the more singular temporal de-
rivative for the hydrodynamic field directly in terms of purely spatial derivatives
of the microscopic part. We also use the trick of the integration by parts in the
time variable and, in turn, by using such a uniform estimate, avoid encountering
[∂t{I−P1}f ε, ∂t{I−P2}gε]. This complication is another reason for introducing
the notion of equivalent instant energies.
As pointed out in [8], the Vlasov-Maxwell-Boltzmann system is tricky to handle
due to the hyperbolic nature of Maxwell equation and indeed, it is the most intrigu-
ing and critical part of this article to control electromagnetic fields. For that, we
first utilize the macroscopic equation (5.13) to estimate electric fields and then the
Maxwell equation itself for magnetic fields. Noting that the macroscopic equation
(5.13) is simpler than the one considered in [8] owing to the reformulation (1.5),
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we remark that our method together with the positivity estimate (5.4) provides
another lucid and concise way of proving the global in time classical solution for
the Vlasov-Maxwell-Boltzmann equations, especially without using the temporal
derivatives.
On the other hand, it is delicate to establish the well-posedness of the new
hydrodynamic equations because of their complexity, mainly stemming from elec-
tromagnetic fields. It turns out that the compatibility conditions (1.38) for aver-
ages of electromagnetic fields are necessary and sufficient conditions in order for
the Vlasov-Navier-Stokes-Fourier systems to have the unique solution. We should
point out that those conditions are natural restrictions in that they can be derived
from conservation laws. In turn, the exponential decay of hydrodynamic variables
as well as the solvability of hydrodynamic equations lead to the solvability of kinetic
equations and almost the same decay for approximate solutions. While the same
exponential decay rate is obtained for the pure Boltzmann case, we are able to
obtain only the polynomial decay rate (2.8) and (2.13) for solutions of the Vlasov-
Maxwell-Boltzmann equations (compare with (2.6) and (2.13) in [9]) by applying
the method proposed in [16]. In particular, for higher order remainders the more so-
phisticated continuity argument is employed in order to get the desired polynomial
decay rate (2.13) from (7.15).
The paper will proceed as follows: we will derive the high order linear Vlasov-
Navier-Stokes-Fourier system in Section 3; we will prove Theorem 2.1 for coefficients
f1(t, x, v), ..., fm(t, x, v), g1(t, x, v), ..., gm(t, x, v), E1(t, x), ..., Em(t, x), B1(t, x), ..,
Bm(t, x) in Section 4; Section 5 will be devoted to the positivity of L and L; in the
last two sections, the first and higher order remainder estimates–Theorem 2.2 and
Theorem 2.3– will be proven respectively.
3. High Order Vlasov-Navier-Stokes-Fourier System:
Formal Derivation
In this section, we derive the microscopic equations (1.29), (1.30) and hydrody-
namic equations (1.31)-(1.38). We shall use many results from [9].
Lemma 3.1. Assume that the expansion (1.8) satisfies (1.6) and such that
for |τ |+ |β| ≤ N ,
n−1∑
m=1
{||[∂βτ fm, ∂βτ gm]||ν+||[∂τEm, ∂τBm]||}
+ ||[∂βτ f εn, ∂βτ gεn]||ν + ||[∂τEεn, ∂τBεn]|| <∞.
(3.1)
Then there exist fn(t, x, v), gn(t, x, v), fn+1(t, x, v), gn+1(t, x, v) and En(t, x),
Bn(t, x) such that (1.14) and (1.15) are valid for all m ≤ n − 1. Moreover, f1
and g1 satisfy (1.21), the incompressibility condition (1.23), the Boussinesq rela-
tion (1.24), and the first order Vlasov-Navier-Stokes-Fourier system (1.25)-(1.28);
E1 and B1 satisfy (1.22). For m ≥ 2, fm, gm, Em, Bm satisfy the microscopic equa-
tion (1.29) and (1.30), the m-th order incompressibility condition (1.31), the m-th
order Boussinesq relation (1.32), and the m-th order Vlasov-Navier-Stokes-Fourier
system (1.33)-(1.38) with
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Rum ≡ 〈v · ∇xL−1{∂t{I−P1}fm−1 −
∑
i+j=m+1,
i,j>1
Γ(fi, fj)}, v√µ〉
+ 〈v · ∇xL−1{{I−P1}(v · ∇x{I−P1}fm), v√µ〉
− 〈v · ∇xL−1{Γ(f1, {I−P1}fm) + Γ({I−P1}fm, f1)}, v√µ〉
+ 〈v · ∇xL−1{ 1√
µ
∑
i+j=m,
i,j≥1
(Ei + v ×Bi) · ∇v(gj√µ)}, v√µ〉(3.2)
− (∂t + u1 · ∇ − η∆){I − P0}um − {I − P0}um · ∇u1
− (∇ · {I − P0}um)u1 + η
3
∇(∇ · {I − P0}um)
+
∑
i+j=m+1,
i,j>1
{Ei∇ ·Ej − (∂tEj−1 −∇×Bj)×Bi};
Rσm ≡ 〈v · ∇xL−1{∂t{I−P2}gm−1 −
∑
i+j=m+1,
i,j>1
Γ(gi, fj)},√µ〉
+ 〈v · ∇xL−1{{I−P2}(v · ∇x{I−P2}gm),√µ〉
− 〈v · ∇xL−1{Γ(g1, {I−P2}gm) + Γ({I−P2}gm, g1)},√µ〉(3.3)
+ 〈v · ∇xL−1{ 1√
µ
∑
i+j=m,
i,j≥1
(Ei + v ×Bi) · ∇v(fj√µ)},√µ〉
− {∇ · (I − P0)um}σ1 − (I − P0)um · ∇σ1;
Rθm ≡ 〈v · ∇xL−1{∂t{I−P1}fm−1 −
∑
i+j=m+1,
i,j>1
Γ(fi, fj)},
|v|2√µ
5
〉
+ 〈v · ∇xL−1{{I−P1}(v · ∇x{I−P1}fm),
|v|2√µ
5
〉
− 〈v · ∇xL−1{Γ(f1, {I−P1}fm) + Γ({I−P1}fm, f1)},
|v|2√µ
5
〉
+ 〈v · ∇xL−1{ 1√
µ
∑
i+j=m,
i,j≥1
(Ei + v ×Bi) · ∇v(gj√µ)},
|v|2√µ
5
〉(3.4)
+ (
2
5
∂t − u1 · ∇+ κ1∆){ρm + θm}
− {∇ · (I − P0)um}θ1 − (I − P0)um · ∇θ1
− 2
5
∑
i+j=m+1,
i,j≥1
Ei · (∂tEj−1 −∇×Bj);
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pm ≡ (ρm+1 + θm+1)− 〈
|v|2√µ
3
, L−1{{I−P1}(v · ∇xP1fm)}〉(3.5)
+
5
2
θ1θm + (um · u1).
Also the conservation laws (2.1) are valid for each m.
Proof. Notice that (1.14) is clearly valid for m < n− 2 under the assumption (3.1)
since it can be derived by letting ε→ 0 after dividing (1.9) by εm+1. By the same
token, (1.15) holds for m < n − 1. We now show the existence of the coefficients
fn, gn, En, Bn and fn+1, gn+1 so that the equations (1.14) for m = n− 2, n− 1 and
(1.15) for m = n−1 are satisfied. Firstly, by (3.1), up to a subsequence, there exist
fn, gn, En, Bn such that
[f εn, g
ε
n]⇀ [fn, gn] weakly in || · ||ν and [Eεn, Bεn]⇀ [En, Bn] weakly in || · ||.
The assumption (3.1) guarantees the existence of their derivatives. By subtracting
off Lfn, Lgn on both sides of (1.16) we can isolate the zeroth order terms in
the remainder equations and deduce (1.14) for m = n − 2 at least in the sense of
distributions. Moreover, letting ε→ 0 of (1.17), we also deduce (1.15) form = n−1
at least in the sense of distributions.
Next, in order to find fn+1 and gn+1, we use (1.14) for m = n − 2 to simplify
(1.16) as
L
{
f εn − fn
ε
}
= −ε∂tf εn − v · ∇xf εn
+ {−∂tfn−1 − 1√
µ
∑
i+j=n
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj) +
∑
i+j=n+1
i,j≥1
Γ(fi, fj)}
+ εn−1Γ(f εn, f
ε
n) +
n−1∑
i=1
εi−1{Γ(f εn, fi) + Γ(fi, f εn)}+
∑
i+j≥n+2
εi+j−n−1Γ(fi, fj)
(3.6)
− ε
n
√
µ
(Eεn + v ×Bεn) · ∇v(
√
µgεn)
− 1√
µ
n−1∑
i=1
εi{(Ei + v ×Bi) · ∇v(√µgεn) + (Eεn + v ×Bεn) · ∇v(
√
µgi)}
− 1√
µ
∑
i+j≥n+1
εi+j−n(Ei + v ×Bi) · ∇v(√µgj) ;
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L
{
gεn − gn
ε
}
= −ε∂tgεn − v · ∇xgεn + Eεn · v
√
µ
+ {−∂tgn−1 − 1√
µ
∑
i+j=n
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj) +
∑
i+j=n+1
i,j≥1
Γ(gi, fj)}
+ εn−1Γ(gεn, f
ε
n) +
n−1∑
i=1
εi−1{Γ(gεn, fi) + Γ(gi, f εn)}(3.7)
+
∑
i+j≥n+2
εi+j−n−1Γ(gi, fj)− ε
n
√
µ
(Eεn + v ×Bεn) · ∇v(
√
µf εn)
− 1√
µ
n−1∑
i=1
εi{(Ei + v ×Bi) · ∇v(√µf εn) + (Eεn + v ×Bεn) · ∇v(
√
µfi)}
− 1√
µ
∑
i+j≥n+1
εi+j−n(Ei + v ×Bi) · ∇v(√µfj).
Take the inner product of (3.6) with {I−P1}
{
fεn−fn
ε
}
. By (1.20), the LHS of
(3.6) is bounded from below by
δ||(I−P1)
{
f εn − fn
ε
}
||2ν .
On the other hand, for the inner products in the RHS of (3.6), by (1.40), we have
(−ε∂tf εn − v · ∇xf εn − ∂tfn−1,
1
ε
{I−P1}{f εn − fn})
≤ {ε||∂tf εn||+ ||∇xf εn||ν + ||∂tfn−1||} ×
1
ε
||{I−P1}{f εn − fn}||ν ;
(− 1√
µ
∑
i+j=n
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj), 1
ε
{I−P1}{f εn − fn})
≤ {
∑
i+j=n
i,j≥1
(||Ei||+ ||Bi||)(||gj ||ν + ||∇vgj ||)} × 1
ε
||{I−P1}{f εn − fn}||ν .
For the remaining terms, we use Lemma 3.3 in [9] to get the upper bound as
{{(
n−1∑
i=1
||gi||ν + ||gεn||ν) · (
n−1∑
i=1
(||Ei||+ ||Bi||) + ||Eεn||+ ||Bεn||)}
+(
n−1∑
i=1
||fi||ν + ||f εn||ν)2} ×
1
ε
||{I−P1}{f εn − fn}||ν
We therefore conclude that 1ε ||{I−P1}{f εn−fn}||ν is uniformly bounded. Similarly,
one can show that 1ε ||{I−P2}{gεn− gn}||ν is also uniformly bounded. Hence there
exist fn+1, gn+1 such that
{I−P1}
{
f εn − fn
ε
}
⇀ fn+1, {I−P2}
{
gεn − gn
ε
}
⇀ gn+1 weakly in || · ||ν .
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Subtracting off Lfn+1, Lgn+1 on both sides of (3.6) and (3.7), we again isolate the
zeroth order term. Letting ε→ 0 again, one can deduce (1.14) for m = n− 1.
We now turn to the derivation of various hydrodynamic equations based on (1.14)
and (1.15). For the pure Boltzmann case, it is well known that the case m = 1
yields the celebrated nonlinear incompressible Navier-Stokes equations and m > 1,
the Navier-Stokes-Fourier system of which derivation can be found in [9] (p.21-25).
We take the same path to derive new dissipative PDE’s from the rescaled Vlasov-
Maxwell-Boltzmann system. We will use numerous results from [9]. First consider
(1.14) when m = −1. It is equivalent to (1.21) and hence we get
f1 = {ρ1 + v · u1 + ( |v|
2 − 3
2
)θ1}√µ and g1 = σ1√µ.(3.8)
When m = 0, electromagnetic field equations become ∇ × B1 = 0, ∇ · B1 = 0,
∇×E1 = 0, and ∇·E1 = σ1. Thus we may assume B1 = 0 and E1 = ∇φ1 for some
φ1 which satisfies ∆φ1 = σ1 under the restriction
∫
B1dx = 0 and
∫
E1dx = 0;
indeed, a nonzero constant B1 does not produce any new macroscopic terms in
(1.14) when m = 1, since
v ×B1 · ∇v(√µg1) = v ×B1 · ∇v(σ1µ) = v ×B1 · (−σµ)v = 0,
〈 1√
µ
v ×B1 · ∇v(√µf1),√µ〉 = 〈 1√
µ
v ×B1 · ∇v(v · u1µ),√µ〉 = 0,
where the last equality is due to the integration by parts in v. Recalling the kernel
of L and L, by collision invariant property,
〈v · ∇xf1, [1, v, |v|2/2]√µ〉 = 0 and 〈v · ∇xg1 − E1 · v√µ,√µ〉 = 0.(3.9)
Plugging (3.8) into (3.9), the very first equation gives rise to the incompressibility
(1.23) and Boussinesq relation (1.24). Microscopic part of f2 and g2 can be written
as following by solving (1.14) when m = 1 for Lf2 and Lg2:
{I−P1}f2 = L−1{−v · ∇xf1 + Γ(f1, f1)},
{I−P2}g2 = L−1{−v · ∇xg1 + Γ(g1, f1) + E1 · v√µ}
= L−1(v√µ) · (−∇xσ1 + E1) + σ1f1,
(3.10)
because of the following identity obtained from (1.13) and (1.21):
(3.11) L−1Γ(g1, f1) = σ1L−1Γ(√µ, f1) = σ1L−1[−Lf1 + Lf1] = σ1f1.
Notice that {I−P1}f2 and {I−P2}g2 are completely determined by already
known functions. By collision invariant property, we get for m = 1
〈∂tf1 + v · ∇xf2 + 1√
µ
E1 · ∇v(√µg1), [1, v, |v|2/2]√µ〉 = 0,
〈∂tg1 + v · ∇xg2 + 1√
µ
E1 · ∇v(√µf1)− E2 · v√µ,√µ〉 = 0.
(3.12)
The process is similar to the derivation from pure Boltzmann to Navier-Stokes
except that now we have new terms to deal with; for instance, see [1, 13] for the
computation of 〈∂tf1 + v · ∇xf2, [1, v, |v|2/2]√µ〉. Here we pay attention to those
extras such as electric field related terms. Note that magnetic fields are not involved
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at this stage. The first equation of (3.12) is equivalent to
∂tρ1 +∇ · u2 + 〈 1√
µ
E1 · ∇v(√µg1),√µ〉 = 0,
∂tu1 + u1 · ∇u1 +∇p1 − η∆u1 + 〈 1√
µ
E1 · ∇v(√µg1), v√µ〉 = 0,
3
2
∂t{ρ1 + θ1}+ 5
2
u1 · ∇θ1 − 5
2
κ∆θ1 +
5
2
∇ · u2 + 〈 1√
µ
E1 · ∇v(√µg1), |v|
2
2
√
µ〉 = 0.
Electric field related terms can be taken care of by integrating by parts in v:
〈 1√
µ
E1 · ∇v(√µg1),√µ〉 = E1 ·
∫
∇v(σ1µ)dv = 0,
〈 1√
µ
E1 · ∇v(√µg1), v√µ〉 = E1 ·
∫
∇v(σ1µ)vdv = −E1
∫
σ1µdv = −E1σ1,
〈 1√
µ
E1 · ∇v(√µg1), |v|
2
2
√
µ〉 = E1 ·
∫
∇v(σ1µ) |v|
2
2
dv = −E1 · (σ1
∫
v
√
µdv) = 0.
Thus the first equation in (3.12) leads to (1.31) for m = 2 as well as (1.25) and
(1.28). Before going any further, let us integrate (3.12) over T3 and then, based on
the above computation, we get
d
dt
∫
T3
u1(t, x)dx =
d
dt
∫
T3
θ1(t, x)dx =
d
dt
∫
T3
σ1(t, x)dx = 0
which assures the validity of (2.1) for m = 1. For the LHS of the second equation
in (3.12), since
〈 1√
µ
E1 · ∇v(√µf1)− E2 · v√µ,√µ〉 = 0 and 〈v · ∇xP2g2,√µ〉 = 0,
first it is reduced to
〈∂tg1 + v · ∇xg2 + 1√
µ
E1 · ∇v(√µf1)− E2 · v√µ,√µ〉
= ∂tσ1 + 〈v · ∇x{I−P2}g2,√µ〉.
By (3.10), the second term can be written as,
〈v · ∇x{I−P2}g2,√µ〉 = 〈v · ∇x{L−1(v√µ) · (−∇xσ1 + E1) + σ1f1},√µ〉
= −α∆σ1 + ασ1 +∇ · (σ1u1)
= −α∆σ1 + ασ1 + u1 · ∇σ1,
(3.13)
where
α =
∫
R3
L−1(v√µ) · v√µ dv > 0.
Hence we obtain (1.26) and it completes the case m = 1.
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Next we move onto higher order systems; consider (1.14) for m ≥ 2. We shall
use an induction on m. First by collision invariant property, we get the following:
〈∂tfm + v · ∇xfm+1 + 1√
µ
∑
i+j=m+1
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj), [1, v, |v|
2
2
]
√
µ〉 = 0,
〈∂tgm + v · ∇xgm+1 + 1√
µ
∑
i+j=m+1
i,j≥1
(Ei + v × Bi) · ∇v(√µfj)− Em+1 · v√µ,√µ〉
= 0,
(3.14)
where 〈∂tfm+ v · ∇xfm+1, [1, v, |v|2/2]√µ〉 was computed for pure Boltzmann case
in [9] (p.21-25). Here we will compute electromagnetic field related terms and then
combine them with the result in [9].
Notice that for each i, j ≥ 1,
〈 1√
µ
(Ei + v ×Bi) · ∇v(√µgj), √µ〉 = 0,
since each integrand is a perfect derivative in v. Hence the very first equation of
(3.14) yields the (m+ 1)-th order incompressibility condition:
(3.15) ∂tρm +∇ · um+1 = 0.
To derive the velocity equation, we look at the next electromagnetic field term:∑
i+j=m+1
i,j≥1
〈 1√
µ
(Ei + v ×Bi) · ∇v(√µgj), v√µ〉
= −
∑
i+j=m+1
i,j≥1
∫
(Ei + v ×Bi) gj√µdv (by the integration by parts)
= −
∑
i+j=m+1
i,j≥1
{Ei∇ · Ej − (∂tEj−1 −∇×Bj)×Bi} (by (1.15))
So the second part of the first equation in (3.14) with (4.8) in [9] is equivalent to
∂tum + 〈v · ∇xL−1{−∂tfm−1 − v · ∇xfm − 1√
µ
∑
i+j=m
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj)
+
∑
i+j=m+1
Γ(fi, fj)}, v√µ〉 −
∑
i+j=m+1
i,j≥1
{Ei∇ · Ej − (∂tEj−1 −∇×Bj)×Bi}
= −∇x(ρm+1 + θm+1),
(3.16)
where we have applied (1.29) to solve for the microscopic part (I−P1)fm+1. Any
term of which index is lower than m in the above makes a contribution to the
remainder Rum. In particular, all other electromagnetic terms are to be included in
the remainder except for Em∇ · E1 and E1∇ · Em. For the estimate of the rest,
we refer [9] (p.21-25). As splitting um = P0um + (I − P0)um, one can readily keep
track of each term in (1.33), (3.2) and (3.5). In addition, to obtain the m-th order
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Boussinesq relation (1.32), we use the pressure pm−1 in (3.5) to solve for ρm + θm.
Notice that by taking divergence of the (m − 1)-th order Navier-Stokes equation
(1.33), we have another expression for pm−1 as
pm−1 = ∆−1∇ · {−u1 · ∇(P0um−1)− P0um−1 · ∇u1 + E1σm + Emσ1 +Rum−1}.
For the temperature equation, we need to compute the following electromagnetic
term:∑
i+j=m+1
i,j≥1
〈 1√
µ
(Ei + v ×Bi) · ∇v(√µgj), |v|
2
2
√
µ〉
= −
∑
i+j=m+1
i,j≥1
∫
(Ei + v ×Bi) · vgj√µdv (by the integration by parts)
= −
∑
i+j=m+1
i,j≥1
Ei ·
∫
vgj
√
µdv (since V ×W · V = 0 for V,W vectors in R3)
=
∑
i+j=m+1
i,j≥1
Ei · (∂tEj−1 −∇×Bj) (by (1.15))
Then the last part of the first equation in (3.14) by using (4.8) in [9] becomes
5
2
∂tθm + 〈v · ∇xL−1{−∂tfm−1 − v · ∇xfm − 1√
µ
∑
i+j=m
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj)
+
∑
i+j=m+1
Γ(fi, fj)}, |v|
2
2
√
µ〉+
∑
i+j=m+1
i,j≥1
Ei · (∂tEj−1 −∇×Bj)
= ∂t{ρm + θm},
(3.17)
where (3.15) has been used. One can easily deduce (1.35) as well as (3.4).
Now we come to the second equation in (3.14). It is equivalent to
(3.18) ∂tσm + 〈v · ∇x(I−P2)gm+1,√µ〉 = 0,
because 〈 1√µ
∑
i+j=m+1
i,j≥1
(Ei + v × Bi) · ∇v(√µfj) − Em+1 · v√µ,√µ〉 = 0 and
〈v · ∇xP2gm+1,√µ〉 = 0. Solving for the microscopic part (I−P2)gm+1 by (1.30)
and plugging it into (3.18), we deduce that
∂tσm + 〈v · ∇xL−1{−(I−P2)(v · ∇xP2gm) + Em · v√µ+ Γ(g1,P1fm)
+Γ(P2gm,f1)},√µ〉
= 〈v · ∇xL−1{∂t(I−P2)gm−1 + (I−P2)(v · ∇x(I−P2)gm)− Γ(g1, (I−P1)fm)
−Γ((I−P2)gm,f1) + 1√
µ
∑
i+j=m
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj)
+
∑
i+j=m+1
i,j≥2
Γ(gi,fj)}, v√µ〉.
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Note that each term in the RHS of (3.19) essentially has an index of lower than m
and hence is part of (3.3). Terms in the LHS can be computed in the same way as
in (3.13). Recalling P2gm = σm
√
µ, we get
〈v · ∇xL−1{(I−P2)(v · ∇xP2gm)},√µ〉 = α∆σm,
〈v · ∇xL−1{Em · v√µ},√µ〉 = ασm,
〈v · ∇xL−1{Γ(g1,P1fm) + Γ(P2gm, f1)},√µ〉 = ∇ · (σ1um) +∇ · (σmu1),
where we have used the fact Γ(
√
µ,P1fm) = LP1fm and Γ(√µ, f1) = Lf1 which
follow from the following observation: for any h with Lh = 0,
Lh = −Γ(h,√µ) = Γ(√µ, h), since − Lh = Γ(h,√µ) + Γ(√µ, h).
Therefore, (1.34) can be derived with the remainder Rσm (3.3).
As for field equations, (1.15) with the definition of P2gm immediately leads to
(1.36) and (1.37). To get the compatibility conditions (1.38), take the integral in x
of field equations in (1.15) and then the periodic boundary conditions give rise to
d
dt
∫
T3
Bmdx = 0,
d
dt
∫
T3
Emdx = −
∫
T3
∫
R3
vgm+1
√
µ dv dx.
Thus
∫
T3
Bmdx = 0 may be assumed for all time. The dynamics of
∫
T3
Emdx is
more complicated. First note that
∫ ∫
P2gmv
√
µdvdx = 0. By using (1.30), we
have
d
dt
∫
T3
Emdx = −
∫
T3
∫
R3
(I−P2)gm+1 v√µ dvdx
= −
∫
T3
∫
R3
v
√
µ L−1{−∂tgm−1 − v · ∇xgm +
∑
i+j=m+1
i,j≥1
Γ(gi, fj)
− 1√
µ
∑
i+j=m
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj) + Em · v√µ}dvdx
= α
∫
T3
Em dx+ ℓm−1,
where
ℓm−1 ≡
∫
T3
∫
R3
∂tgm−1L−1(v√µ)dvdx
+
∑
i+j=m
i,j≥1
∫
T3
∫
R3
1√
µ
(Ei + v ×Bi) · ∇v(√µfj)L−1(v√µ)dvdx.(3.20)
Note that ℓm−1 only contains terms of index lower than m and
∫
Emdx at t = 0
for m ≥ 2 can be arbitrarily given. Other terms have vanished after the integration
because of either a perfect derivative or collision invariant property.
It remains to verify conservation laws (2.1) for m ≥ 2 to finish Lemma. Firstly,
it is easy to see
d
dt
∫
T3
ρmdx = 0 and
d
dt
∫
T3
σmdx = 0,
by integrating (3.15) and (3.18) over T3. We give the detailed computation for the
average of the velocity and the similar argument can be applied to the temperature
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field. Integrate (3.16) to get
(3.21)
d
dt
∫
T3
umdx =
∑
i+j=m+1
i,j≥1
∫
T3
{Ei∇ · Ej − (∂tEj−1 −∇×Bj)×Bi} dx.
To simplify the RHS, we observe the following:∫
T3
Ei(∇ ·Ej) + Ej(∇ · Ei)dx = −
∫
T3
(∇× Ei)× Ej + (∇× Ej)× Ei dx
=
∫
T3
∂tBi−1 × Ej + ∂tBj−1 × Ei dx,∫
T3
(∇×Bj)×Bi + (∇×Bi)×Bj dx = 0 (since ∇ ·Bi = ∇ · Bj = 0),
where we have integrated by parts. Thus the RHS of (3.21) is equivalent to∑
i+j=m+1
i,j≥1
∫
T3
∂tBi−1 × Ej − ∂tEj−1 ×Bi dx
and in turn by rearranging indices we deduce
d
dt
∫
T3
umdx = − d
dt
∑
i+j=m
i,j≥1
∫
T3
Ei ×Bj dx.
Moreover,
∫
T3
umdx =
∫
T3
P0umdx, since {I − P0}um = ∇qm for some scalar func-
tion qm by the Helmholtz-Hodge decomposition. Therefore, the desired result fol-
lows. 
4. The Diffusive Coefficients
We now show that we can determine the coefficients f1, f2, ...fm; g1, g2, ...gm and
E1, ...Em;B1, ...Bm by giving the initial divergent free part of velocity field u
0
i (x),
the temperature field θ0i (x), the concentration difference field σ
0
i (x) and the average
value ei of initial electric field E
0
i with e1 = 0.
Proof. (of Theorem 2.1:) We use the induction over r. First consider the case r = 1.
We need to solve the system (1.25)-(1.28) with (1.23) and
∫
u1 =
∫
θ1 =
∫
σ1 = 0.
Once a priori estimate is given, the existence and the uniqueness of a solution
[u1(t, x), θ1(t, x), σ1(t, x), φ1(t, x)] follow from the standard iteration argument via
the fixed point theorem. Thus it suffices to illustrate a priori energy estimate in
the subsequence. First we take ∂γ derivatives of (1.25)-(1.28):
∂t∂γu1 + u1∇∂γu1 +∇∂γp1 − η∆∂γu1 = −∂γ1u1∇∂γ2u1 + ∂γ(σ1∇φ1),
∂t∂γσ1 + u1∇∂γσ1 − α∆∂γσ1 + α∂γσ1 = −∂γ1u1∇∂γ2σ1,
∂t∂γθ1 + u1∇∂γθ1 − κ∆∂γθ1 = −∂γ1u1∇∂γ2θ1,
∆∂γφ1 = ∂γσ1, ∇ · u1 = 0.
(4.1)
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The last three summations are over γ1 + γ2 = γ with |γ1| ≥ 1. Let γ = 0.
Multiply first three equation in (4.1) by [u1, σ1, θ1], integrate over T
3 and by the
incompressibility we get
1
2
d
dt
[
∫
|u1|2 + |σ1|2 + |θ1|2dx] + η
∫
|∇u1|2dx+ α
∫
|∇σ1|2dx+ κ
∫
|∇θ1|2dx
+ α
∫
|σ1|2dx =
∫
σ1∇φ1 · u1dx.
Note that the RHS can be absorbed into the LHS assuming M is sufficiently small
at time t, since∫
σ1∇φ1 · u1dx ≤ (sup
x
|u1|)||σ1|| · ||∇φ1|| ≤ CM ||σ1||2,
where we have used the Sobolev embedding theorem and the L2 estimate for the
poisson equation ∆φ1 = σ1. Similarly, the energy estimate for |γ| ≤ 2 shows
1
2
d
dt
[
∫
|∂γu1|2 + |∂γσ1|2+|∂γθ1|2dx] + η
∫
|∇∂γu1|2dx+ α
∫
|∇∂γσ1|2dx
+κ
∫
|∇∂γθ1|2dx+α
∫
|∂γσ1|2dx
≤ sup
x
(|u1|+ |θ1|+ |σ1|)(||∂γu1||2 + ||∇∂γu1||2 + ||∂γσ1||2 + ||∇∂γσ1||2 + ||∂γθ1||2
+ ||∇∂γθ1||2 + ||∇∂γφ1||2).
Each term in the RHS can be absorbed into the LHS such that
1
2
d
dt
(||u1||2H2 + ||σ1||2H2 + ||θ1||2H2) +
η
2
||∇u1||2H2 +
α
2
||σ1||2H3 +
κ
2
||∇θ1||2H2 ≤ 0.
Applying the Poincare´ inequality, for λ = 14 min{η, α, κ} > 0 we have
||u1(t)||H2 + ||σ1(t)||H2 + ||θ1(t)||H2 ≤ Ce−λt{||u01||H2 + ||σ01 ||H2 + ||θ01||H2},
which immediately implies the existence, uniqueness and exponential decay of
u1(t, x), σ1(t, x) and θ1(t, x).
Next we turn to high order derivative cases. We claim that for s ≥ 3, there exists
a polynomial Us ≥ 0 with Us(0) = 0 such that
(4.2) ||u1(t)||Hs + ||θ1(t)||Hs + ||σ1(t)||Hs ≤ e−λtUs(||u01||Hs + ||θ01 ||Hs + ||σ01 ||Hs ).
Separating the case of |γ1| = 1 or |γ1| = s, and the case of |γ1| ≤ s− 1, |γ2| ≤ s− 2,
we estimate the L2 norm of the RHS’ in (4.1) by
{C(||u1||H2 + ||σ1||H2) + ξ}{
∑
|γ|=s+1
(||∂γu1||+ ||∂γσ1||+ ||∂γθ1||) +
∑
|γ|=s
||∂γ∇φ1||}
+ Cξ{||u1||Hs−1 + ||σ1||Hs−1 + ||θ1||Hs−1 + ||∇φ1||Hs−1}2,
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for any small number ξ > 0, by an interpolation in the Sobolev Space. We then use
standard energy estimate for ∂γu1, ∂γσ1 and ∂γθ1 to get (∇ · u1 = 0)
1
2
d
dt
∑
|γ|=s
{||∂γu1||2 + ||∂γσ1||2 + ||∂γθ1||2}
+
∑
|γ|=s
{η||∇∂γu1||2 + κ||∇∂γθ1||2 + α||∂γσ1||2 + α||∇∂γσ1||2} ≤
{C(||u1||H2 + ||σ1||H2)+ξ}{
∑
|γ|=s+1
||∂γu1||+ ||∂γσ1||+ ||∂γθ1||+
∑
|γ|=s
||∇∂γφ1||}2
+ Cξ{||u1||Hs−1 + ||σ1||Hs−1 + ||θ1||Hs−1 + ||∇φ1||Hs−1}4.
Note that ||∇φ1||Hs−1 ≤ C||σ1||Hs−1 . For C(||u1||H2 + ||σ1||H2) and ξ sufficiently
small, we deduce from the Poincare´ inequality and an induction for s− 1 over the
last lower order term that∑
|γ|≤s
||∂γu1(t)||+ ||∂γσ1(t)||+ ||∂γθ1(t)||
≤ e−λt
∑
|γ|≤s
||∂γu1(0)||+ ||∂γσ1(0)||+ ||∂γθ1(0)||
+
∫ t
0
e−λ{t−τ}e−2λτ{Us−1(||u01||Hs−1 + ||σ01 ||Hs−1 + ||θ01 ||Hs−1)}2dτ
≤ e−λtUs(||u1(0)||Hs + ||σ1(0)||Hs + ||θ1(0)||Hs ).
We thus conclude our claim (4.2).
Now let us turn to general space-time derivatives ∂τ . Notice that
∆p1 = ∇ · {σ1∇φ1 − u1 · ∇u1}.
We then use repeatedly the equations (1.25), (1.26) and (1.28) to solve for temporal
derivatives to get∑
|τ |≤s
{||∂τu1(t)|| + ||∂τσ1(t)||+ ||∂τθ1(t)||} ≤ e−λtU2s(||u1(0)||H2s + ||σ1(0)||H2s
+ ||θ1(0)||H2s).
Notice that we need twice many spatial derivatives now for the initial data. Finally,
since
f1 ≡ v · u1√µ+ { |v|
2
2
− 5
2
}θ1√µ, and g1 ≡ σ1√µ,
it follows that for any s ≥ 0 and β,∑
|τ |≤s
||[∂βτ f1(t), ∂βτ g1(t)]||ν ≤ C
∑
|τ |≤s
{||∂τu1(t)||+ ||∂τσ1(t)||+ ||∂τθ1(t)||}
≤ e−λtU2s(||u01||H2s + ||σ01 ||H2s + ||θ01 ||H2s).
Recall that E1 = ∇φ1 with ∆φ1 = σ1 and B1 = 0. Our theorem thus is valid for
r = 1.
Assume that f1, f2, ...fr, g1, g2, ...gr, E1, E2, ...Er, and B1(= 0), B2, ...Br have
been constructed to satisfy (1.29)-(1.38) for up to r ≥ 1. We now construct fr+1,
24 JUHI JANG
gr+1 in two steps.
Step One : Construct the microscopic part {I−P1}fr+1 and {I−P2}gr+1
from the microscopic equation (1.14).
In order to solve for {I−P1}fr+1 and {I−P2}gr+1, we need (3.14) for m =
r− 1, which are equivalent to (3.15), (3.16), (3.17) and (3.19) for m = r − 1, to be
true. By the induction hypothesis, the r-th incompressibility condition (1.31) and
the (r − 1)-th temperature equation (1.35) imply that (3.15) and (3.17) hold for
m = r − 1. And (r − 1)-th concentration difference equation (1.34) leads to (3.19)
for m = r − 1. Finally, applying the r-th order Boussinesq relation (1.32) into the
(r− 1)-th order Vlasov-Navier-Stokes system (1.33), we conclude that the pressure
pr−1 is given by (3.5) for m = r−1, which also implies that (3.16) is valid for r−1.
Therefore, we can solve {I−P1}fr+1 and {I−P2}gr+1 from (1.14) such that
L{I−P1}fr+1 = −∂tfr−1 − v · ∇xfr − 1√
µ
∑
i+j=r
i,j≥1
(Ei + v ×Bi) · ∇v(√µgj)
+
∑
i+j=r+1
i,j≥1
Γ(fi, fj);
L{I−P2}gr+1 = −∂tgr−1 − v · ∇xgr − 1√
µ
∑
i+j=r
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj)
+Er · v√µ+
∑
i+j=r+1
i,j≥1
Γ(gi, fj).
We next estimate such microscopic parts. Since two expressions in the above have
almost same structure, we compute only one term {I−P2}gr+1. The same argu-
ment can be applied to {I−P1}fr+1. Taking ∂βτ derivatives, we get
(∂βτ L{I−P2}gr+1, ∂βτ {I−P2}gr+1)
= (−∂βτ ∂tgr−1 − ∂βτ {v · ∇xgr}−∂βτ {
1√
µ
∑
i+j=r
i,j≥1
(Ei + v ×Bi) · ∇v(√µfj)}
+∂βτ {Er · v
√
µ}+∂βτ
∑
i+j=r+1
i,j≥1
Γ(gi, fj), ∂
β
τ {I−P2}gr+1).
Applying Lemma 3.3 in [9], we first get (Cβ = 0 if β = 0)
1
2
||∂βτ {I−P2}gr+1||2ν − Cβ ||{I−P2}gr+1||2ν
≤(−∂t∂βτ gr−1 − ∂βτ {v · ∇xgr}+ ∂βτ {Er · v
√
µ}, ∂βτ {I−P2}gr+1)
+ (∂βτ
∑
i+j=r+1
i,j≥1
Γ(gi, fj), ∂
β
τ {I−P2}gr+1)
+ (−∂βτ {
1√
µ
∑
i+j=r
i,j≥1
(Ei + v ×Bi) · ∇v√µfj}, ∂βτ {I−P2}gr+1)
≡(I) + (II) + (III).
(4.3)
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Since |∂β{v√µ}| is uniformly bounded, by using (1.40), (I) is bounded by
{||∂t∂βτ gr−1||+ ||∂βτ∇xgr||ν + ||∂β−β1τ ∇xgr||+ ||∂τEr||} × ||∂βτ {I−P2}gr+1||ν ,
where |β1| = 1. Applying Lemma 3.3 in [9] again, the nonlinear collision term (II)
is bounded by∑
i+j=r+1
i,j≥1
{||∂βτ gi|| · ||∂βτ fj||ν + ||∂βτ gi||ν · ||∂βτ fj ||} × ||∂βτ {I−P2}gr+1||ν .
To control the electromagnetic terms (III), we introduce the following inequality.
Claim. There exists C > 0 such that for |τ | ≤ s and β1 ≤ β,
(∂βτ {
1√
µ
(E + v ×B) · ∇v(√µf)}, ∂βτ g)
≤ C
∑
|τ˜ |≤max{s,3}
(||∂τ˜E|| · ||∂βτ˜∇vf ||+ ||∂τ˜B|| · ||∂β1τ˜ ∇vf ||ν
+ ||∂τ˜E|| · ||∂β1τ˜ f ||) · ||∂βτ g||ν .
(4.4)
The direct result of the claim is that (III) is bounded by∑
i+j=r
i,j≥1
∑
|τ˜ |
{||[∂τ˜Ei, ∂τ˜Bi]|| · ||∂βτ˜∇vfj ||ν + ||∂τ˜Ei|| · ||∂βτ˜ fj ||} × ||∂βτ {I−P2}gr+1||ν ,
where |τ˜ | ≤ max{|τ |, 3}. From the induction hypothesis (2.2) for f1, ...fr; g1, ...gr
and E1, ...Er;B1, ...Br, consequently, we deduce that for |τ | ≤ s, (there are s + 1
derivatives for fr, gr)
||[∂βτ {I−P1}fr+1, ∂βτ {I−P2}gr+1]||ν
≤ Ce−λtUr+1(
r∑
i=1
{||u0i ||H2s+2+4(r−i) + ||θ0i ||H2s+2+4(r−i) + ||σ0i ||H2s+2+4(r−i)}).
(4.5)
To complete (4.5), it remains to prove the above claim.
Proof of Claim: First we note that
1√
µ
(E + v ×B) · ∇v(√µf) = (E + v ×B) · ∇vf − E ·
v
√
µ
2
f.
We compute only one term and other terms can be treated similarly.
(∂βτ {E · ∇vf}, ∂βτ g) =
∫ ∫
∂τ1E · (∂βτ2∇vf)∂βτ gdvdx (where τ1 + τ2 = τ)
≤ (
∫ ∫
|∂τ1E · (∂βτ2∇vf)|2dvdx)
1
2 ||∂βτ g||
≤ C(
∑
|τ˜ |≤max{s,3}
||∂τ˜E|| · ||∂βτ˜∇vf ||) · ||∂βτ g||
At the last step we have applied the Sobolev imbedding theorem. Note that
min{|τ1|, |τ2|}+ 2 ≤ max{|τ |, 3}. Therefore, this finishes the first step.
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Step Two : Construct the hydrodynamic field P1fr+1 and P2gr+1 i.e. ρr+1,
ur+1, θr+1, σr+1 and the electromagnetic field Er+1 and Br+1.
First of all, we recall that {I − P0}ur+1 = ∇qr+1 for some scalar function qr+1
and hence from (1.31) one obtains
∆qr+1 = −∂tρr,
where {I − P0}ur+1 has average zero. Hence the elliptic L2 estimates lead that∑
|τ |≤s ||∂τ{I−P0}ur+1|| is bounded by
∑
|τ |≤s ||∂τ∂tρr||, which is bounded by the
RHS of (4.5) by the induction hypothesis.
We determine ρr+1 + θr+1 from the Boussinesq relation (1.32):
ρr+1 + θr+1 = ∆
−1∇ · P0{−u1 · ∇{P0ur} − ur · ∇{P0u1}+Rur }
+ 〈 |v|
2√µ
3
, L−1{v · ∇xfr−1 + Γ(f1, fr)}〉 − 5
2
θ1θr − ur · u1.
Notice that by the formula (3.2) and the induction hypothesis, we easily conclude
||∆−1∇·P0∂τRur || is bounded by the RHS of (4.5). Hence
∑
|τ |≤s ||∂τ{ρr+1+θr+1}||
is bounded again by the RHS of (4.5).
Finally, to determine the remaining P0ur+1, σr+1, θr+1 and Er+1, Br+1 we solve
the (r + 1)-th order linear Vlasov-Navier-Stokes-Fourier system (1.33)-(1.38). By
the standard energy method (∇·P0ur+1 = 0), there is the unique solution [P0ur+1,
σr+1, θr+1, Er+1, Br+1]. We illustrate the energy estimates in the subsequence.
First, Br+1 is estimated and other terms will be done all together. From (1.37) and
the Poincare´ inequality, we get
||∂τ∇Br+1|| ≤ ||{I−P2}∂τgr+1||+ ||∂τ∂tEr||, ||Br+1|| ≤ C||∇Br+1||.
By (4.5) and the induction hypothesis,
∑
|τ |≤s ||∂τBr+1|| is bounded by the desired
quantity.
Next we move onto other terms. Take ∂τ derivatives of (1.33) when m = r + 1,
multiply by ∂τP0ur+1 and integrate over T
3 to get
1
2
d
dt
||∂τP0ur+1||2 + η||∇∂τP0ur+1||2
= −(∂τ{u1 · ∇P0ur+1 + P0ur+1 · ∇u1}, ∂τP0ur+1)
+ (∂τ{E1σr+1 + Er+1σ1}, ∂τP0ur+1) + (∂τRur+1, ∂τP0ur+1).
By the Cauchy-Schwartz inequality and Sobolev imbedding theorem, first two terms
in the RHS can be estimated as follows:
(∂τ{u1 · ∇P0ur+1 + P0ur+1 · ∇u1}, ∂τP0ur+1)
≤ η
8
∑
|τ |≤s+1
||∂τP0ur+1||2 + Cη
∑
|τ |≤s+2
||∂τu1||4;
(∂τ{E1σr+1 + Er+1σ1}, ∂τP0ur+1)
≤ η
8
∑
|τ |≤s+1
||∂τP0ur+1||2 + α
4
∑
|τ |≤s
||∂τσr+1||2 + α
8
∑
|τ |≤s
||∂τEr+1||2
+ Cη,α
∑
|τ |≤s+1
||∂τσ1||4.
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In the same fashion, starting with (1.34) and (1.35) respectively, one gets
1
2
d
dt
||∂τσr+1||2 + α||∇∂τσr+1||2 + α||∂τσr+1||2
= −(∂τ{u1 · ∇σr+1 + P0ur+1 · ∇σ1}, ∂τσr+1) + (∂τRσr+1, ∂τσr+1),
≤ α
6
∑
|τ |≤s+1
||∂τσr+1||2 + η
8
∑
|τ |≤s
||∂τP0ur+1||2 + Cα
∑
|τ |≤s+2
||∂τσ1||4
+ (∂τR
σ
r+1, ∂τσr+1);
1
2
d
dt
||∂τθr+1||2 + κ||∇∂τθr+1||2
= −(∂τ{u1 · ∇θr+1 + P0ur+1 · ∇θ1}, ∂τθr+1) + (∂τRθr+1, ∂τθr+1)
≤ κ
2
∑
|τ |≤s+1
||∂τθr+1||2 + η
8
∑
|τ |≤s
||∂τP0ur+1||2 + Cκ
∑
|τ |≤s+2
||∂τθ1||4
+ (∂τR
θ
r+1, ∂τθr+1).
For the electric field, from (1.36), we obtain
||∂τ∇Er+1|| ≤ ||∂τ∂tBr||+ ||∂τσr+1||.
The conservation laws (2.1) and (1.38) are utilized to handle no derivative terms:
by Poincare´ inequality,
||P0ur+1|| ≤ C||∇P0ur+1||+ C|
∫
P0ur+1dx|
≤ C||∇P0ur+1||+ C
∑
1≤i≤r
(||Ei||2 + ||Bi||2);
||σr+1|| ≤ C||∇σr+1||;
||θr+1|| ≤ C||∇θr+1||+ C
∑
1≤i≤r
(||Ei||2 + ||Bi||2);
||Er+1|| ≤ C||∇Er+1||+ C|
∫
Er+1dx|
≤ C||∇Er+1||+ C|e−αt
∫
E0r+1dx+
∫ t
0
e−α(t−s)ℓrds|.
Based on the above estimates, following the argument in [9] (p.30-31), by the in-
duction hypothesis and the Gronwall lemma, one can verify that (2.2) holds for
m = r + 1 and thus it completes the proof of the theorem. 
5. Uniform Spatial Energy Estimate
In this section, we consider the following model problem:
∂tf
ε +
v
ε
· ∇xf ε + 1
ε2
Lf ε = hε1,
∂tg
ε +
v
ε
· (∇xgε −√µEε) + 1
ε2
Lgε = hε2,
(5.1)
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coupled with the Maxwell equations
ε∂tE
ε −∇×Bε = −
∫
R3
gεv
√
µdv + jε1 , ∇ · Bε = 0,
ε∂tB
ε +∇× Eε = jε2 , ∇ · Eε =
∫
R3
gε
√
µdv,
(5.2)
where hε1, h
ε
2, j
ε
1 and j
ε
2 will be given. We shall establish a uniform space-time
energy estimate for f ε, gε, Eε and Bε.
We use a different representation for the hydrodynamic field (fluid) parts P1f
ε,
P2g
ε in a different way as:
[P1f
ε, P2g
ε] = [{aε(t, x) + bε(t, x) · v + cε(t, x)|v|2}√µ, dε(t, x)√µ].
Our goal is to estimate aε(t, x), bε(t, x), cε(t, x), dε(t, x) and Eε(t, x), Bε(t, x) in
terms of (I−P1)f ε and (I−P2)gε.
We remark that our argument in this section is valid for all ε ≤ 1. In particular,
the case of ε = 1 yields another proof of the existence of the classical solution for
the Vlasov-Maxwell-Boltzmann system without using the time derivative.
Lemma 5.1. Assume f ε, gε, Eε, Bε are solutions to the system (5.1), (5.2) such
that for all t ≥ 0, ∫
T3
aε(t, x)dx = O(ε(||[Eε, Bε]||2(t))) +O(εA),∫
T3
bε(t, x)dx = O(ε(||[Eε, Bε]||2(t))) +O(εA),∫
T3
cε(t, x)dx = O(ε(||[Eε, Bε]||2(t))) +O(εA),∫
T3
dε(t, x)dx = 0 and
∫
T3
Bε(t, x)dx = 0,
(5.3)
where we have used the standard big O notation in ε and A(t) is a function of t.
And suppose that ||Eε||2 + ||Bε||2 ≤ M for some constant M . Then there exists a
constant C1 > 0 such that
∑
|γ|≤N
||[∂γP1f ε, ∂γP2gε]||2 ≤ εdG(t)
dt
+
C1
ε2
∑
|γ|≤N
||[∂γ{I−P1}f ε, ∂γ{I−P2}gε]||2ν
+ C1ε
2
∑
|γ|≤N−1
||∂γhε||||2 + ε2A2 + C1ε2(||jε1 ||2 + ||∇jε1 ||2 + ||jε2 ||2 + ||∇jε2 ||2)
(5.4)
where ε ≤ 1 and G(t) is a function of t satisfying
(5.5) |G(t)| ≤
∑
|γ|≤N
||[∂γf ε, ∂γgε]||2(t) +
∑
|γ|≤N
||[∂γEε, ∂γBε]||2(t),
and ∂γh
ε
|| is the L
2
v projection of [∂γh
ε
1, ∂γh
ε
2](t, x, v) on the subspace generated by
[
√
µ, vi
√
µ, vivj
√
µ, vi|v|2√µ].
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Proof. As well illustrated in [9], there are two fundamental ingredients in the proof.
First of all, we use the Local Conservation Laws: By multiplying
√
µ, v
√
µ, |v|2√µ
with the first equation of (5.1),
√
µ with the second equation and then integrating
in v ∈ R3, we obtain the following:
aεt =
1
2ε
〈v · ∇x(I−P1)f ε, |v|2√µ〉+ 〈hε1, {
5
2
− |v|
2
2
}√µ〉,
cεt +
1
3ε
∇x · bε = − 1
6ε
〈v · ∇x(I−P1)f ε, |v|2√µ〉+ 〈hε1, {
|v|2
6
− 1
2
}√µ〉,
bεt +
1
ε
{∇xaε + 5∇xcε} = −1
ε
〈v · ∇x(I−P1)f ε, v√µ〉+ 〈hε1, v
√
µ〉,
dεt = −
1
ε
〈v · ∇x(I−P2)gε,√µ〉+ 〈hε2,
√
µ〉.
(5.6)
The second ingredient is the study of the Macroscopic Equations : notice that by
plugging f ε ≡ P1f ε + (I−P1)f ε and gε ≡ P2gε + (I−P2)gε into (5.1),
ε{aεt + bεt · v + cεt |v|2}
√
µ+ v · {∇xaε +∇xbε · v +∇xcε|v|2}√µ
= −{ε∂t + v · ∇x}(I−P1)f ε − 1
ε
L(I−P1)f ε + εhε1,
ε dεt
√
µ+ v · {∇xdε − Eε}√µ
= −{ε∂t + v · ∇x}(I−P2)gε − 1
ε
L(I−P2)gε + εhε2.
Fixing t and x, and comparing the coefficients on both sides in front of the [
√
µ, v
√
µ,
vivj
√
µ, vi|v|2√µ], we obtain the macroscopic equations as
∇xcε = lεc + εhεc,(5.7)
ε∂tc
ε + ∂ib
ε
i = l
ε
i + εh
ε
i ,(5.8)
∂ib
ε
j + ∂jb
ε
i = l
ε
ij + εh
ε
ij for i 6= j,(5.9)
ε∂tb
ε
i + ∂ia
ε = lεbi + εh
ε
bi,(5.10)
ε∂ta
ε = lεa + εh
ε
a,(5.11)
ε∂td
ε = lεd + εh
ε
d,(5.12)
∇xdε − Eε = lεe + εhεe.(5.13)
Here by elementary linear algebra, the linear parts lεc , l
ε
i , l
ε
ij , l
ε
bi, l
ε
a, l
ε
d and l
ε
e are all
of the form
either 〈−{ε∂t + v · ∇x}(I−P1)f ε, ζ〉 − 1
ε
〈L(I−P1)f ε, ζ〉
or 〈−{ε∂t + v · ∇x}(I−P2)gε, ζ〉 − 1
ε
〈L(I −P2)gε, ζ〉
(5.14)
where ζ is a (different) linear combination of the basis [
√
µ, v
√
µ, vivj
√
µ, vi|v|2√µ]
accordingly, while hεc, h
ε
i , h
ε
ij , h
ε
bi, h
ε
a, h
ε
d and h
ε
e are defined as 〈hε, ζ〉 with same
choices of ζ. Notice that
||∂γhεc||+ ||∂γhεi ||+ ||∂γhεij ||+ ||∂γhεbi||+ ||∂γhεa||+ ||∂γhεd||+ ||∂γhεe|| ≤ C||∂γhε||||.
The macroscopic equations (5.7)-(5.11) have the same structure as the pure
Boltzmann case. Following the proof of Lemma 6.1 in [9], we can deduce the
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estimates on ∇x∂γ1aε, ∇x∂γ1bε and ∇x∂γ1cε: for |γ1| ≤ N − 1,
1
2
||∇∂γ1bε||2 ≤ −
d
dt
∫
T3
〈ε(I−P1)∂γ1f ε, ζij〉 · ∂j∂γ1bεdx
+
C
ε2
{||∇x∂γ1(I−P1)f ε||2ν + ||∂γ1(I−P1)f ε||2ν}
+ Cε2{||∇x∂γ1aε||2 + ||∇x∂γ1cε||2 + ||∂γ1hε||||2},
1
2
||∇∂γ1cε||2 ≤ −
d
dt
∫
T3
〈ε(I−P1)∂γ1f ε, ζc〉 · ∇x∂γ1cεdx
+
C
ε2
{||∇x∂γ1(I−P1)f ε||2ν + ||∂γ1(I−P1)f ε||2ν}
+ Cε2{||∇x∂γ1aε||2 + ||∇x∂γ1c||2 + ||∂γ1hε||||2},
1
2
||∇∂γ1aε||2 ≤ −
d
dt
{
∫
T3
〈ε(I−P1)∂γ1f ε, ζ〉 · ∇x∂γ1aεdx+
∫
T3
ε∂γ1b
ε · ∇x∂γ1aεdx}
+
C
ε2
{||∇x∂γ1(I−P1)f ε||2ν + ||∂γ1(I−P1)f ε||2ν}
+ Cε2{||∂γ1hε||||2 + ||∇∂γ1bε||2}.
We shall, however, estimate ∇x∂γ1dε in the same spirit.
∆∂γ1d
ε
i =
∑
j
∂jj∂γ1d
ε
i
=
∑
j
∂j [∂γ1E
ε
j + ∂γ1 l
ε
e + ε∂γ1h
ε
e] by (5.13)
= ∂γ1d
ε +
∑
j
[∂j∂γ1 l
ε
e + ε∂j∂γ1h
ε
e] (since ∇ ·Eε = dε)
Multiply the above by ∂γ1d
ε and integrate to get
(5.15)
∫
T3
|∇x∂γ1dε|2 + |∂γ1dε|2dx =
∑
j
∫
T3
(∂γ1 l
ε
e + ε∂γ1h
ε
e) · ∂j∂γ1dεdx.
Recall that
∂γ1 l
ε
e =− 〈ε∂t(I−P2)∂γ1gε, v
√
µ〉
− 〈v · ∇x(I−P2)∂γ1gε, v
√
µ〉 − 1
ε
〈L(I−P2)∂γ1gε, v
√
µ〉.
Last two terms are of the desired form. As for the first one, we integrate it by parts
in the t variable: ∫
T3〈ε∂t(I−P2)∂γ1gε, v
√
µ〉 · ∂j∂γ1dεdx
=
d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂j∂γ1dεdx
+
∫
T3
〈(I−P2)∂j∂γ1gε, v
√
µ〉 · ε∂t∂γ1dεdx.
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Replace ε∂t∂γ1d
ε with ∂γ1 l
ε
d + ε∂γ1h
ε
d in the latter integral by the macroscopic
equation (5.12). Thus (5.15) leads to the following:
1
2
(||∇∂γ1dε||2 + ||∂γ1dε||2) ≤ −
d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂j∂γ1dεdx
+
C
ε2
{||∇x∂γ1(I−P2)gε||2ν + ||∂γ1(I−P2)gε||2ν}(5.16)
+ Cε2||∂γ1hε||||2.
The field estimate, the new ingredient of the proof, comes into play for the need
of the estimates on no derivative terms aε, bε and cε to complete the proof of
Lemma: from (5.3) we obtain by the Poincare´ inequality,
||aε||2 + ||bε||2 + ||cε||2 ≤ ||∇aε||2 + ||∇bε||2 + ||∇cε||2
+ ε2(||Eε||2 + ||Bε||2)2 + ε2A2.(5.17)
Also it will play an important role not only to close the energy estimates in later
sections but also to achieve decay rates (2.2) and (2.8). The intriguing computa-
tion is carried out in two steps: firstly, the electric field will be estimated via the
macroscopic equation (5.13) and then the Maxwell equations (5.2) will give rise to
the estimate on the magnetic field.
We start with (5.13): Eε = ∇xdε − lεe − εhεe.
||∂γ1Eε||2 =
∫
T3
(∇x∂γ1dε − ∂γ1 lεe − ε∂γ1hεe) · ∂γ1Eεdx
≤
∫
T3
(∇x∂γ1dε − ε∂γ1hεe) · ∂γ1Eεdx−
∫
T3
∂γ1 l
ε
e · ∂γ1Eεdx
≤ −||∂γ1dε||2 +
||∂γ1Eε||2
4
+ ε2||∂γ1hεe||2 −
∫
T3
∂γ1 l
ε
e · ∂γ1Eεdx
(5.18)
The last term needs a special care.
−
∫
T3
∂γ1 l
ε
e · ∂γ1Eεdx =
∫
T3
〈ε∂t∂γ1(I−P2)gε, v
√
µ〉 · ∂γ1Eεdx
+
∫
T3
〈v · ∇x∂γ1(I−P2)gε +
1
ε
L(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eεdx
≡ (I) + (II)
It is easy to see that the second term (II) is bounded by
||∂γ1Eε||2
4
+
C
ε2
{||∇x(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ1gε||2ν}.
As for the first term (I), we first integrate it by parts in t:
d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eεdx−
∫
T3
〈(I −P2)∂γ1gε, v
√
µ〉 · ε∂t∂γ1Eεdx.
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By using the Maxwell equation (5.2) to eliminate ε∂t∂γ1E
ε in the second term, we
get the following:
−
∫
T3
〈(I−P2)∂γ1gε, v
√
µ〉 · ε∂t∂γ1Eεdx
=
∫
T3
|〈(I−P2)∂γ1gε, v
√
µ〉|2dx+
∫
T3
〈(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1jε1 dx
−
∫
T3
〈(I−P2)∂γ1gε, v
√
µ〉 · ∇ × ∂γ1Bεdx
≤ 3
2
||(I−P2)∂γ1gε||2ν +
1
2
||∂γ1jε1 ||2 + Cξ||∇x(I−P2)∂γ1gε||2ν + ξ||∂γ1Bε||2,
where ξ is a fixed small number and we have integrated by parts in x to get the
last inequality. Hence (5.18) leads to
1
2
||∂γ1Eε||2 + ||∂γ1dε||2 ≤
d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eεdx
+Cξ{||∇x(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ1gε||2ν}
+ε2||∂γ1hεe||2 +
1
2
||∂γ1jε1 ||2 + ξ||∂γ1Bε||2.
(5.19)
As for the estimate on ∂γ1B
ε, recall that ∇×Bε = ε∂tEε+ 〈(I−P2)gε, v√µ〉− jε1 .
Let |γ2| ≤ N − 2.
||∇ × ∂γ2Bε||2 =
∫
T3
(ε∂t∂γ2E
ε + 〈(I−P2)∂γ2gε, v
√
µ〉 − ∂γ2jε1) · ∇ × ∂γ2Bεdx
=
d
dt
∫
T3
ε∂γ2E
ε · ∇ × ∂γ2Bεdx−
∫
T3
∂γ2E
ε · ∇ × ε∂t∂γ2Bεdx
+
∫
T3
(〈(I−P2)∂γ2gε, v
√
µ〉 − ∂γ2jε1) · ∇ × ∂γ2Bεdx
By (5.2), the second term containing ε∂t∂γ2B
ε in the above can be majorized as
following:∫
T3
∂γ2E
ε · (∇×∇× ∂γ2Eε −∇× ∂γ2jε2)dx
=
∫
T3
∂γ2E
ε · (∇(∇ · ∂γ2Eε)−∆∂γ2Eε −∇× ∂γ2jε2)dx
=
∫
T3
∂γ2E
ε · ∇∂γ2dεdx+
∫
T3
|∇∂γ2Eε|2dx−
∫
T3
∂γ2E
ε · ∇ × ∂γ2jε2dx
≤
∫
T3
|∂γ2Eε|2 + |∇∂γ2Eε|2dx+
1
2
∫
T3
|∇∂γ2dε|2 + |∇ × ∂γ2jε2 |2dx
On the other hand, the last term is bounded by
Cξ(||(I−P2)∂γ2gε||2ν + ||∂γ2jε1 ||2) + ξ||∇ × ∂γ2Bε||2
for any small number ξ. After absorbing ξ||∇ × ∂γ2Bε||2 into the LHS, we obtain
for some 0 < C2 = 1− ξ < 1,
C2||∇ × ∂γ2Bε||2 ≤
d
dt
∫
T3
ε∂γ2E
ε · ∇ × ∂γ2Bεdx+
∫
T3
|∂γ2Eε|2 + |∇∂γ2Eε|2dx
+
1
2
∫
T3
|∇∂γ2dε|2 + |∇ × ∂γ2jε2 |2dx+ Cξ(||(I−P2)∂γ2gε||2ν + ||∂γ2jε1 ||2).(5.20)
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Letting |γ2| = |γ1| − 1 ≥ 0, combine (5.19) with (5.20) to get for some 0 < C3 < 1,
C3||∂γ1Eε||2 ≤
d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eε + ξC2ε∂γ2Eε · ∇ × ∂γ2Bεdx
+Cξ{||∇x(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ2gε||2ν}(5.21)
+ε2||∂γ1hεe||2 + ||∂γ1jε1 ||2 + ξ||∇ × ∂γ2jε2 ||2.
Now let us go back to (5.17). After applying (5.20) and (5.21) for |γ1| = 0, 1 and
|γ2| = 0 with fixed small ξ, we have
C4(||Eε||2 + ||Bε||2) ≤ d
dt
∫
T3
εEε · ∇ ×Bεdx
+
d
dt
∫
T3
〈ε(I−P2)∇xgε, v√µ〉 · ∇Eε + 〈ε(I−P2)gε, v√µ〉 · Eεdx
+
C
ε2
{||∇x(I−P2)∇xgε||2ν + ||(I−P2)∇xgε||2ν + ||(I−P2)gε||2ν}
+ ε2(||∇xhεe||2 + ||hεe||2) + ||jε1 ||2 + ||∇jε1 ||2 + ||jε2 ||2 + ||∇jε2 ||2,
(5.22)
where 0 < C4 < 1 and ε ≤ 1. This estimate with (5.17) finally finishes (5.4) and
thus Lemma. 
Lemma 5.2. Assume f ε, gε, Eε, Bε are solutions to the system (5.1), (5.2) and
satisfy (5.3). Then there exists constant C1 ≥ 1 such that the following energy
estimate is valid:
d
dt
{C1
∑
|γ|≤N
{||[∂γf ε, ∂γgε]||2 + ||[∂γEε, ∂γBε]||2} − εδG(t)}
+ δ
∑
|γ|≤N
{ 1
ε2
||[∂γ{I−P1}f ε, ∂γ{I−P2}gε]||2ν + ||[∂γP1f ε, ∂γP2gε]||2}
≤ 2C1
∑
|γ|≤N
{(∂γhε1, ∂γf ε) + (∂γhε2, ∂γgε)} + ε2δ
∑
|γ|≤N−1
||∂γhε||||2
+
2C1
ε
∑
|γ|≤N
(||∂γEε|| · ||∂γjε1 ||+ ||∂γBε|| · ||∂γjε2 ||)
+ ε2δA2 + ε2δ(||jε1 ||2 + ||∇jε1 ||2 + ||jε2 ||2 + ||∇jε2 ||2).
(5.23)
Proof. The standard ∂γ energy estimates with (5.1) and (5.2) give rise to
1
2
d
dt
{||∂γf ε||2 + ||∂γgε||2}+ 1
ε2
{(L∂γf ε, ∂γf ε) + (L∂γgε, ∂γgε)}
−1
ε
(v
√
µ · ∂γEε, ∂γgε) = (∂γhε1, ∂γf ε) + (∂γhε2, ∂γgε).
Use (5.2) twice to deal with − 1ε (v
√
µ · ∂γEε, ∂γgε):
−1
ε
(v
√
µ · ∂γEε, ∂γgε) = 1
ε
∫
T3
∂γE
ε · {ε∂t∂γEε −∇× ∂γBε − ∂γjε1}dx
=
1
2
d
dt
{||∂γEε||2 + ||∂γBε||2} − 1
ε
∫
T3
{∂γEε · ∂γjε1 + ∂γBεR · ∂γjε2}dx
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But from Lemma 5.1, there is a constant C1 ≥ 1 such that
δ
2ε2
∑
|γ|≤N
||[∂γ{I−P1}f ε,∂γ{I−P2}gε]||2ν
≥ 1
2C1
∑
|γ|≤N
{δ||[∂γP1f ε,∂γP2gε]|| − εδG(t)} − ε2δ
∑
|γ|≤N−1
||∂γhε||||2
−ε2δA2 − ε2δ(||jε1 ||2+||∇jε1 ||2 + ||jε2 ||2 + ||∇jε2 ||2).
By (1.20), multiplying by C1 and collecting terms, we deduce our lemma. 
6. The First Order Remainder
In this section, we prove Theorem 2.2. We study the solution to the kinetic
equation (2.3). We first establish the spatial energy estimate for ∂γf
ε and ∂γg
ε.
Lemma 6.1. Let f ε, gε, Eε, Bε be solutions to the system (2.3)-(2.4) which satisfy
the following conservation laws:∫
T3
aε(t, x)dx =
ε
2
∫
T3
|Eε(t, x)|2 + |Bε(t, x)|2dx,∫
T3
bε(t, x)dx = −ε
∫
T3
Eε(t, x)×Bε(t, x)dx,∫
T3
cε(t, x)dx = −ε
6
∫
T3
|Eε(t, x)|2 + |Bε(t, x)|2dx,∫
T3
dε(t, x)dx = 0 and
∫
T3
Bε(t, x)dx = 0.
(6.1)
Then for any instant energy functional EN (f ε, gε, Eε, Bε) where N ≥ 8, there is a
constant C > 0 such that
d
dt
{C1{||[∂γf ε, ∂γgε]||2 + ||[∂γEε, ∂γBε]||2} − εδG(t)}
+ δ{ 1
ε2
||[∂γ{I−P1}f ε, ∂γ{I−P2}gε]||2ν + ||[∂γP1f ε, ∂γP2gε]||2}
≤ C{EN (f ε, gε, Eε, Bε) 12 + EN (f ε, gε, Eε, Bε)}DN (f ε, gε).
(6.2)
Notation: We use EN and DN instead of EN (f ε, gε, Eε, Bε) and DN (f ε, gε) with-
out confusion.
Proof. Note that (6.1) falls into the category of (5.3) with A = 0. We apply Lemma
5.2 with
hε1 ≡
1
ε
Γ(f ε, f ε) +
1
2
Eε · vgε − (Eε + v ×Bε) · ∇vgε,
hε2 ≡
1
ε
Γ(gε, f ε) +
1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε,
jε1 = j
ε
2 ≡ 0.
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It suffices to estimate the RHS of (5.23): we only need to estimate ε2||∂γhε||||2 and
(∂γh
ε
1, ∂γf
ε) + (∂γh
ε
2, ∂γg
ε). Terms related to collision kernel such as 1εΓ(f
ε, f ε),
1
εΓ(g
ε, f ε) are bounded by C{(EN ) 12 + EN}DN due to Lemma 7.1 in [9]. Here we
show that the ones related to the electromagnetic field also have the same bound.
First we look at the projection part ||∂γhε||||2 including Eε and Bε:
∫
T3
[
∫
R3
∂γ{1
2
Eε · vgε − (Eε + v ×Bε) · ∇vgε}ζdv]2dx
+
∫
T3
[
∫
R3
∂γ{1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε}ζdv]2dx.
(6.3)
We will only estimate the first term. Let γ = γ1 + γ2 where |γ| ≤ N − 1.
(I) ≡
∫
T3
[
∫
R3
{1
2
∂γ1E
ε · v∂γ2gε − (∂γ1Eε + v × ∂γ1Bε) · ∇v∂γ2gε}ζdv]2dx
If |γ1| ≤ |γ2|, we take the sup of ∂γ1Eε, ∂γ1Bε:
(I) ≤
∫
T3
|∂γ1Eε|2|
∫
R3
v∂γ2g
εζdv|2dx+
∫
T3
|∂γ1Eε|2|
∫
R3
∂γ2g
ε∇vζdv|2dx
+
∫
T3
|∂γ1Bε|2|
∫
R3
v × ∂γ2gε∇vζdv|2dx
≤ E|γ1|+2{
∫
T3
|
∫
R3
v∂γ2g
εζdv|2dx+
∫
T3
|
∫
R3
∂γ2g
ε∇vζdv|2dx
+
∫
T3
|
∫
R3
v × ∂γ2gε∇vζdv|2dx} (Sobolev imbedding theorem)
≤ E|γ1|+2(
∫
R3
|vζ|2 + |∇vζ|2 + |v∇vζ|2dv)
∫
R3
∫
R3
|∂γ2gε|2dxdv (Ho¨lder ineq)
≤ E|γ1|+2 D|γ2| (Note that ζ decays exponentially)
≤ EN DN (N ≥ 8);
on the other hand, if |γ2| < |γ1|, we take the sup of ∂γ2gε:
(I) ≤ sup
x,v
|∂γ2gε| {
∫
T3
|∂γ1Eε|2|
∫
R3
vζdv|2dx+
∫
T3
|∂γ1Eε|2|
∫
R3
∇vζdv|2dx
+
∫
T3
|∂γ1Bε|2|
∫
R3
v ×∇vζdv|2dx}
≤ D|γ2|+4 E|γ1|
≤ EN DN (N ≥ 8).
Thus we conclude that for |γ| ≤ N − 1,
(6.4) ε2||∂γhε||||2 ≤ CEN DN .
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Now we turn to (∂γh
ε
1, ∂γf
ε) + (∂γh
ε
2, ∂γg
ε) for |γ| ≤ N .∫
T3
∫
R3
∂γ{1
2
Eε · vgε − (Eε + v ×Bε) · ∇vgε} · ∂γf εdvdx
+
∫
T3
∫
R3
∂γ{1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε} · ∂γgεdvdx
=
∑
γ1 6=0
∫
T3
∫
R3
{1
2
∂γ1E
ε · v∂γ2gε − (∂γ1Eε + v × ∂γ1Bε) · ∇v∂γ2gε} · ∂γf εdvdx
(6.5)
+
∑
γ1 6=0
∫
T3
∫
R3
{1
2
∂γ1E
ε · v∂γ2f ε − (∂γ1Eε + v × ∂γ1Bε) · ∇v∂γ2f ε} · ∂γgεdvdx
+
∫
T3
∫
R3
Eε · v∂γf ε∂γgεdvdx−
∫
T3
∫
R3
(Eε + v ×Bε) · ∇v(∂γf ε∂γgε)dvdx
The worst last (|γ|+1)-th derivative term of becomes zero after the integration by
parts. As we note that ν(v) ∼ (1 + |v|) and ∫ ∫ vfgdvdx ≤ C||f ||ν ||g||ν , we apply
the Sobolev imbedding theorem to other terms like the previous argument and then
we can get the desired bound (EN ) 12DN . 
In order to prove Theorem 2.2, it remains to estimate the velocity derivatives.
Proof. (of Theorem 2.2:) We notice that for the hydrodynamic part [P1f
ε,P2g
ε],
(6.6) ||[∂βγP1f ε, ∂βγP2gε]|| ≤ C||[∂γP1f ε, ∂γP2gε]||
which has been estimated in Lemma 6.1. It suffices to estimate the remaining
microscopic part
[∂βγ1{I−P1}f ε, ∂βγ1{I−P2}gε]
for |γ1| + |β| ≤ N , |γ1| ≤ N − 1 and β > 0. We take ∂βγ1 of equations (2.3) and
sum over |γ1|+ |β| ≤ N to get
∂t∂
β
γ1(I−P1)f ε +
1
ε
v · ∇x∂βγ1(I−P1)f ε +
1
ε2
∂βγ1L(I−P1)f ε
+ {∂t∂βγ1P1f ε +
1
ε
v · ∇x∂βγ1P1f ε +
1
ε
(
β1
β
)
∂β1v · ∇x∂β−β1γ1 f ε}
= ∂βγ1{
1
ε
Γ(f ε, f ε) +
1
2
Eε · vgε − (Eε + v ×Bε) · ∇vgε};
∂t∂
β
γ1(I−P2)gε +
1
ε
v · [∇x∂βγ1(I−P2)gε − ∂β(
√
µ)∂γ1E
ε] +
1
ε2
∂βγ1L(I−P2)gε
(6.7)
+ {∂t∂βγ1P2gε +
1
ε
v · ∇x∂βγ1P2gε +
1
ε
(
β1
β
)
∂β1v · [∇x∂β−β1γ1 gε − ∂β−β1(
√
µ)∂γ1E
ε]}
= ∂βγ1{
1
ε
Γ(gε, f ε) +
1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε},
where |β1| = 1. We illustrate the estimate on only {I−P2}gε and the other one
can be done in the same way. Also we will use many results from [9]. Taking the
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inner product with ∂βγ1{I−P2}gε, we get
1
2
d
dt
{||∂βγ1(I−P2)gε||2}+
1
ε2
(∂βγ1L(I −P2)gε, ∂βγ1(I−P2)gε)
−1
ε
(v · ∂β(√µ)∂γ1Eε, ∂βγ1(I−P2)gε) + (∂t∂βγ1P2gε +
1
ε
v · ∇x∂βγ1P2gε
+
1
ε
(
β1
β
)
∂β1v · ∂β−β1γ1 ∇x∂γ1gε, ∂βγ1(I−P2)gε)
−(1
ε
(
β1
β
)
∂β1v · ∂β−β1(√µ)∂γ1Eε, ∂βγ1(I−P2)gε)
=
1
ε
(∂βγ1Γ(g
ε, f ε), ∂βγ1(I−P2)gε)
+(∂βγ1{
1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε}, ∂βγ1(I−P2)gε).
(6.8)
Here we only estimate the terms including Eε or Bε. We utilize the field estimate
from the previous section. Other terms can be estimated in the same way as
presented in [9]. See the proof of Theorem 2.2 there (p.38-40). The third term on
the LHS of (6.8) can be taken care of as following:
1
ε
(v · ∂β(√µ)∂γ1Eε, ∂βγ1(I−P2)gε)
≤ Cξ||∂γ1Eε||2 +
ξ
ε2
||∂βγ1(I−P2)gε||2ν (ξ is a small positive fixed number)
≤ C˜ξ d
dt
∫
T3
〈ε(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eε + C2ε∂γ2Eε · ∇ × ∂γ2Bεdx
+C˜ξ{||∇x(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ1gε||2ν + ||(I−P2)∂γ2gε||2ν}+ ENDN
+
ξ
ε2
||∂βγ1(I−P2)gε||2ν (by (5.21) and (6.4))
where |γ2| ≤ N − 2. One gets the same estimate for (1ε
(
β1
β
)
∂β1v · ∂β−β1(√µ)∂γ1Eε,
∂βγ1(I−P2)gε), since it is bounded by Cξ||∂γ1Eε||2 + ξε2 ||∂βγ1(I−P2)gε||2ν . Define
G˜(t) by
G˜(t) ≡ C˜ξ
∫
T3
〈(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eε + C2∂γ2Eε · ∇ × ∂γ2Bεdx.
Next, the last term in (6.8) will be treated. We decompose fε and gε into P1f
ε+
(I−P1)f ε and P2gε + (I−P2)gε respectively:
(∂βγ1{
1
2
Eε · vf ε − (Eε + v ×Bε) · ∇vf ε}, ∂βγ1(I−P2)gε)
= (∂βγ1{
1
2
Eε · vP1f ε − (Eε + v ×Bε) · ∇vP1f ε}, ∂βγ1(I−P2)gε)
+ (∂βγ1{
1
2
Eε · v(I−P1)f ε − (Eε + v ×Bε) · ∇v(I−P1)f ε}, ∂βγ1(I−P2)gε)
≡ (I) + (II)
(6.9)
The both terms can be computed in the same spirit as in (6.5). The main concern
is that the number of derivatives could be N + 1 for the worst case due to the
Vlasov term [∇vgε,∇vf ε]. As for (I), we recall that the hydrodynamic parts are
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not affected by the velocity derivative as noted in (6.6) and so we can deduce that it
is bounded by (EN ) 12DN . For the second term (II) , the (N+1)-th order derivative
term together with the similar term stemming from the first equation in (6.7) is
gone by the integration by parts:
((Eε + v ×Bε) · ∇v∂βγ1(I−P1)gε, ∂βγ1(I−P2)f ε)
+ ((Eε + v ×Bε) · ∇v∂βγ1(I−P1)f ε, ∂βγ1(I−P2)gε) = 0.
and hence it is also bounded by (EN ) 12DN .
Combining the above estimates with Theorem 2.2 in [9], we obtain for |γ1| ≤
N − 1 and |β|+ |γ1| = N ,
d
dt
{1
2
||[∂βγ1{I−P1}f ε, ∂βγ1{I−P2}gε]||2}
+
δ
4ε2
||[∂βγ1{I−P1}f ε, ∂βγ1{I−P2}gε]||2ν
≤ C{||[∂γ1f ε, ∂γ1gε]||2ν +
1
ε2
(||∇x(I−P2)∂γ1gε||2ν + ||(I −P2)∂γ1gε||2ν)}
+ ε
d
dt
G˜+ C{(EN ) 12 + EN + ε2}DN .
Multiplying the above by factor 4 and adding a large multiple K of (6.2), we get
the following for |γ| ≤ N , |β|+ |γ1| ≤ N and |γ1| ≤ N − 1,
d
dt
[K{C1{||[∂γf ε, ∂γgε]||2 + (||∂γEε||2 + ||∂γBε||2)} − εδG(t)}
+ 2||[∂βγ1{I−P1}f ε, ∂βγ1{I−P2}gε]||2 − 4εG˜(t)] + δDN
≤ CK{(EN ) 12 + EN + ε2}DN .
(6.10)
Notice that
G(t) ≤ C
∑
|γ|≤N
{||[∂γP1f ε, ∂γP2gε]||+ ||∂γEε||+ ||∂γBε||} · {||[∂γP1f ε, ∂γP2gε]||
+||[∂γ{I−P1}f ε, ∂γ{I−P2}gε]||+ ||∂γEε||+ ||∂γBε||}.(6.11)
And G˜(t) has the same bound. We thus can redefine an instant energy by
EN (f ε, gε, Eε, Bε) ≡ K{C1{||[∂γf ε, ∂γgε]||2 + (||∂γEε||2 + ||∂γBε||2)} − εδG(t)}
+2||[∂βγ1{I−P1}f ε, ∂βγ1{I−P2}gε]||2 − 4εG˜(t),(6.12)
for ε sufficiently small. With such a small ε > 0, adjusting the constants in (6.10)
and applying a standard continuity argument, we thus deduce (2.6) by letting EN
sufficiently small initially. Indeed, our argument is still valid for ε = 1, since we
can choose K, C1 large enough. And that guarantees the global existence of the
Vlasov-Maxwell-Boltzmann system.
Since no estimates for the highest N -th derivatives of Eε, Bε are not available
as we can see that full (up to N -th) derivatives of gε are needed in the RHS of
(5.21) to control the (N − 1)-th derivative of Eε, and hence the dissipation rate is
weaker than the instant energy, we do not expect exponential decay unlike the pure
Boltzmann case. To obtain a decay rate (2.8), we use an interpolation argument
presented in [16]. We point out that our method is slightly easier because we do
not have to deal with the time derivative. The key idea is to get a bound for the
N -th derivatives ∂γE
ε and ∂γB
ε with the bound of higher energy. Let k be a
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positive integer and |γ| ≤ N . By an interpolation between Sobolev spaces HN−1
and HN+k, we get
||∂γEε||2 + ||∂γBε||2 ≤ C{||Eε||
2k
k+1
HN−1
+ ||Bε||
2k
k+1
HN−1
}{||Eε||
2
k+1
HN+k
+ ||Bε||
2
k+1
HN+k
}.
Due to (2.7), (5.20) and (5.21) we have
||Eε||
2k+2
k
HN
+ ||Bε||
2k+2
k
HN
≤ CN+kEN+k(0) 1k {||Eε||2HN−1 + ||Bε||2HN−1}
≤ CN+kEN+k(0) 1k {ε d
dt
˜˜
G+DN},
where ε sufficiently small and
(6.13)
˜˜
G(t) ≡
∫
T3
〈(I−P2)∂γ1gε, v
√
µ〉 · ∂γ1Eε + ∂γ2Eε · ∇ × ∂γ2Bεdx,
up to constant multiple. In particular, we have | ˜˜G(t)| ≤ EN . Noting that the other
part of EN , i.e. the nonelectromagnetic part is bounded by DN , a lower bound for
DN can be given as following:
CN,kEN+k(0)− 1k E
k+1
k
N − ε
d
dt
˜˜
G ≤ DN .
It follows that
(6.14)
d
dt
{EN − ε ˜˜G}+ CN,kEN+k(0)− 1k E k+1kN ≤ 0.
Letting E˜N = EN − ε ˜˜G, we get 1C EN ≤ E˜N ≤ CEN for some C > 1 and thus (6.14)
becomes
d
dt
E˜N + CN,kEN+k(0)− 1k E˜
k+1
k
N ≤ 0.
After dividing this by E˜
k+1
k
N and integrating it over [0, t], we get (2.8). 
7. High Order Remainder
In this section, we establish Theorem 2.3 for n ≥ 2. As noted in [9], the re-
mainder equations (1.16) and (1.17) contain singular terms such as zeroth order
terms or first order terms in ε which make it hard to apply the energy estimate
directly. The difficulty is resolved by introducing new unknowns f εR, g
ε
R, E
ε
R and
BεR, which can be obtained from further construction of (n + 1)-th coefficients
fn+1, gn+1, En+1, Bn+1 and (n + 2)-th coefficients fn+2, gn+2, En+2, Bn+2 in the
diffusive expansion (1.9). The compatibility conditions (1.14) and (1.15) will then
eliminate such severe singularity in ε.
We reformulate the problem. Given f1, ..., fn; g1, ..., gn; E1, ..., En; B1, ..., Bn de-
termined by the initial data, we further construct artificial fn+1, gn+1, En+1, Bn+1
and fn+2, gn+2, En+2, Bn+2 by letting m = n + 1 and m = n + 2 in Theorem 2.1
with constant initial data satisfying
u0m ≡ −
1
|T3|
∑
i+j=m
i,j≥1
∫
T3
E0i (x) ×B0j (x) dx; σ0m ≡ 0;
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θ0m ≡ −
1
3|T3|
∑
i+j=m
i,j≥1
∫
T3
E0i (x) ·E0j (x) +B0i (x) ·B0j (x) dx.
Let us introduce new unknowns f εR, g
ε
R, E
ε
R and B
ε
R such that
f εR ≡ f εn − fn − εfn+1 − ε2fn+2, EεR ≡ Eεn − En − εEn+1 − ε2En+2,
gεR ≡ gεn − gn − εgn+1 − ε2gn+2, BεR ≡ Bεn −Bn − εBn+1 − ε2Bn+2.
(7.1)
Plugging (7.1) into the remainder equations (1.16), (1.17) and applying (1.14) up
to m = n as well as (1.36), (1.37) for m = n+ 2 we get for n ≥ 2,
∂tf
ε
R +
v
ε
· ∇xf εR +
1
ε2
Lf εR ≡ hε1,
∂tg
ε
R +
v
ε
· ∇x(gεR −
√
µEεR) +
1
ε2
LgεR ≡ hε2,
(7.2)
ε∂tE
ε
R −∇×BεR = −
∫
R3
vgεR
√
µdv − ε3∂tEn+2, ∇ ·BεR = 0,
ε∂tB
ε
R +∇× EεR = −ε3∂tBn+2, ∇ ·EεR =
∫
R3
gεR
√
µdv,
(7.3)
where
hε1 ≡ h1(f εR) + h1(f) + h1(EεR, BεR) + h1(E,B),
hε2 ≡ h2(gεR) + h2(g) + h2(EεR, BεR) + h2(E,B),
and each hi is given as follows:
h1(f
ε
R) ≡ εn−2Γ(f εR, f εR) +
n+2∑
i=1
εi−2{Γ(f εR, fi) + Γ(fi, f εR)},
h1(f) ≡
∑
i+j≥n+3
εi+j−n−2Γ(fi, fj)− ε{∂tfn+1 + v · ∇xfn+2} − ε2∂tfn+2,
h1(E
ε
R, B
ε
R) ≡ −
εn−1√
µ
(EεR + v ×BεR) · ∇v(gεR
√
µ)
− 1√
µ
n+2∑
i=1
εi−1{(Ei + v ×Bi) · ∇v(gεR
√
µ) + (EεR + v ×BεR) · ∇v(gi
√
µ)},
h1(E,B) ≡ − 1√
µ
∑
i+j≥n+2
εi+j−n−1(Ei + v ×Bi) · ∇v(gj√µ),
h2(g
ε
R) ≡ εn−2Γ(gεR, f εR) +
n+2∑
i=1
εi−2{Γ(gεR, fi) + Γ(gi, f εR)},
h2(g) ≡
∑
i+j≥n+3
εi+j−n−2Γ(gi, fj)− ε{∂tgn+1 + v · ∇xgn+2} − ε2∂tgn+2,
h2(E
ε
R, B
ε
R) ≡ −
εn−1√
µ
(EεR + v ×BεR) · ∇v(f εR
√
µ)
− 1√
µ
n+2∑
i=1
εi−1{(Ei + v ×Bi) · ∇v(f εR
√
µ) + (EεR + v ×BεR) · ∇v(fi
√
µ)},
(7.4)
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h2(E,B) ≡ − 1√
µ
∑
i+j≥n+2
εi+j−n−1(Ei + v ×Bi) · ∇v(fj√µ) + εEn+2 · v√µ.
Our goal is to study f εR, g
ε
R, E
ε
R and B
ε
R which are equivalent to f
ε
n, g
ε
n, E
ε
n and
Bεn via (7.1). The procedure closely follows the proofs of the last section. We first
establish pure spatial energy estimate in Lemma 7.1. We write the hydrodynamic
field parts P1f
ε
R and P2g
ε
R as:
[P1f
ε
R, P2g
ε
R] = [{aεR(t, x) + bεR(t, x) · v + cεR(t, x)|v|2}
√
µ, dεR(t, x)
√
µ].
Lemma 7.1. Assume that (1.8) are the solution to the kinetic equation (1.6) such
that the following conservation laws hold:∫
T3
aεRdx =
εn
2
∫
T3
|EεR|2 + |BεR|2dx+
n+2∑
i=1
εi
∫
T3
{Ei · EεR +Bi · BεR}dx
+
1
2
∑
i+j≥n+3
1≤i,j≤n+2
εi+j−n
∫
T3
Ei ·Ej +Bi ·Bjdx,
∫
T3
bεRdx =− εn
∫
T3
EεR ×BεRdx−
n+2∑
i=1
εi
∫
T3
{Ei ×BεR + EεR ×Bi}dx
−
∑
i+j≥n+3
1≤i,j≤n+2
εi+j−n
∫
T3
Ei ×Bjdx,
∫
T3
cεRdx =−
εn
6
∫
T3
|EεR|2 + |BεR|2dx−
1
3
n+2∑
i=1
εi
∫
T3
{Ei · EεR +Bi ·BεR}dx
− 1
6
∑
i+j≥n+3
1≤i,j≤n+2
εi+j−n
∫
T3
Ei ·Ej +Bi ·Bjdx,
∫
T3
dεRdx =0 and
∫
T3
BεRdx = 0.
(7.5)
Then there is λ > 0 so that for any ξ > 0, there exists some polynomial Uξ(0) = 0
such that
d
dt
{C1
∑
|γ|≤N
{||[∂γf εR, ∂γgεR]||2 + ||[∂γEεR, ∂γBεR]||2} − εδG(t)}
+δ
∑
|γ|≤N
{ 1
ε2
||[∂γ{I−P1}f εR, ∂γ{I−P2}gεR]||2ν + ||[∂γP1f εR, ∂γP2gεR]||2}
≤ e−λtUξ(|||{un, θn, σn}|||2N){ε2 + EN}
+ C{(EN ) 12 + EN + εUξ(|||{un, θn, σn}|||N ) + ξ}DN ,
(7.6)
for ε sufficiently small, EN ≡ EN (f εR, gεR, EεR, BεR)(t) and DN ≡ DN (f εR, gεR)(t).
Notation: EN [i] ≡ EN (fi, gi, Ei, Bi)(t).
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Proof. Note that (7.5) falls into the category of (5.3) with
A ≡
n+2∑
i=1
(||Ei||2 + ||Bi||2).
We apply Lemma 5.1 and Lemma 5.2 with jε1 = −ε3∂tEn+2, jε2 = −ε3∂tBn+2 to
obtain the following, an analogue of (5.23):
d
dt
{C1
∑
|γ|≤N
{||[∂γf εR, ∂γgεR]||2 + ||[∂γEεR, ∂γBεR]||2} − εδG(t)}
+ δ
∑
|γ|≤N
{ 1
ε2
||[∂γ{I−P1}f εR, ∂γ{I−P2}gεR]||2ν + ||[∂γP1f εR, ∂γP2gεR]||2}
≤ 2C1
∑
|γ|≤N
{(∂γhε1, ∂γf εR) + (∂γhε2, ∂γgεR)}+ ε2δ
∑
|γ|≤N−1
||∂γhε||||2
+ 2C1ε
2(||∂γEεR|| · ||∂t∂γEn+2||+ ||∂γBεR|| · ||∂t∂γBn+2||)
+ ε2δ
n+2∑
i=1
(||[Ei, Bi]||2)2 + ε8δ(||[∂tEn+2, ∂tBn+2]||2 + ||[∂t∇En+2, ∂t∇Bn+2]||2)
≡(I) + (II) + (III).
(7.7)
Now it suffices to estimate (I), (II) and (III) in the above to finish Lemma. Ob-
serve that by Theorem 2.1
(7.8) (III) ≤ Cε2e−2λtU(|||{un, θn, σn}|||2N ).
As for (II), we use the Cauchy-Schwartz inequality:
(II) ≤Cε2(EN ) 12 e−λtU(|||{un, θn, σn}|||N)
≤Ce−λtU(|||{un, θn, σn}|||N ){ε4 + EN}.
(7.9)
The estimate for (I) can be done similarly as in the pure Boltzmann case. Electro-
magnetic related terms do not cause any technical difficulty. Following the proof of
Lemma 8.1 in [9], we can obtain
ε2
∑
|γ|≤N−1
||∂γhε||||2 ≤ e−2λtU(|||{un, θn, σn}|||2N ){ε2 + EN}
+C{ε2EN + ε2e−2λtU(|||{un, θn, σn}|||2N)}DN ;(7.10)∑
|γ|≤N
{(∂γhε1, ∂γf εR)}+ (∂γhε2, ∂γgεR) ≤ e−λtUξ(|||{un, θn, σn}|||2N ){ε2 + EN}
+C{ε(EN) 12 + εUξ(|||{un, θn, σn}|||N ) + ξ}DN .
Hence, as adjusting constants and collecting terms, we deduce our lemma. 
In order to prove Theorem 2.3, it remains to estimate the velocity derivatives.
Proof. (of Theorem 2.3:) It suffices to estimate just the remaining part
[∂βγ {I−P1}f εR, ∂βγ {I−P2}gεR].
VLASOV-MAXWELL-BOLTZMANN DIFFUSIVE LIMIT 43
We follow exactly the same argument in the proof of Theorem 2.2. Comparing ∂βγ1
derivative of (7.2) with (6.7), we notice the only difference is that now ∂βγ1h
ε
1 and
∂βγ1h
ε
2 are more complicated. Thus it is enough to estimate only
(∂βγ1h
ε
1, ∂
β
γ1{I−P1}f εR) + (∂βγ1hε2, ∂βγ1{I−P2}gεR).
Here we illustrate how it works for electromagnetic related terms. The terms con-
taining h1(f), h1(f
ε
R), h2(g) or h2(g
ε
R) can be done in the same way as in [9]. See
the proof of Theorem 2.3 there (p.50-51). Recalling (2.2), we first get
(∂βγ1h1(E,B), ∂
β
γ1{I−P1}f εR) + (∂βγ1h2(E,B), ∂βγ1{I−P2}gεR)
≤ εe−λtU(|||{un, θn, σn}|||N )||[∂βγ1{I−P1}f εR, ∂βγ1{I−P2}gεR]||ν
≤ ε2e−λtU(|||{un, θn, σn}|||N )(DN ) 12
≤ ε2e−2λtUξ(|||{un, θn, σn}|||2N ) +
ξ
2
DN .
Note that we have also taken into account ε∂βγ1(En+2 · v
√
µ) in h2(E,B). On the
other hand, as for h1(E
ε
R, B
ε
R) and h2(E
ε
R, B
ε
R), by splitting f
ε
R, g
ε
R into P1f
ε
R +
(I−P1)f εR, P2gεR + (I−P2)gεR as in (6.9), one can get
(∂βγ1h1(E
ε
R, B
ε
R), ∂
β
γ1{I−P1}f εR) + (∂βγ1h2(EεR, BεR), ∂βγ1{I−P2}gεR)
≤ ε(EN ) 12 ||[∂βγ1gεR, ∂βγ1f εR]||ν · ||[∂βγ1{I−P1}f εR, ∂βγ1{I−P2}gεR]||ν
+ ε
n+2∑
i=1
εi−1{(EN [i]) 12 ||[∂βγ1gεR, ∂βγ1f εR]||ν + (EN )
1
2 ||[∂βγ1∇vgi, ∂βγ1∇vfi]||ν}
· 1
ε
||[∂βγ1{I−P1}f εR, ∂βγ1{I−P2}gεR]||ν
≤ ε(EN ) 12DN + εe−λtU(|||{un, θn, σn}|||N){DN + (EN ) 12 (DN ) 12 }
≤ εe−λtU(|||{un, θn, σn}|||N)EN + {ε(EN) 12 + e−λtU(|||{un, θn, σn}|||N )}DN .
Therefore, as in the proof of Theorem 2.2, with all the above estimates as well
as the ones in [9] (p.50-51), we deduce that for any ξ > 0,
d
dt
[K{C1{||[∂γf εR, ∂γgεR]||2 + ||[∂γEεR, ∂γBεR]||2} − εδG(t)}
+ 2δ||[∂βγ {I−P1}f εR, ∂βγ {I−P2}gεR||2 − 4εδG˜(t)] + δDN
≤ e−λtUξ(|||{un, θn, σn}|||2N ){ε2 + EN}
+ C{(EN) 12 + EN + εUξ(|||{un, θn, σn}|||N ) + ξ}DN .
(7.11)
We redefine an equivalent instant energy functional EN as in (6.12) to get
d
dt
EN +DN ≤ e−λtUξ(|||{un, θn, σn}|||2N ){ε2 + EN}
+ C{(EN ) 12 + EN + εUξ(|||{un, θn, σn}|||N ) + ξ}DN .
Choose and then fix ε and ξ so that εUξ(|||{un, θn, σn}|||N) is sufficiently small.
We also assume that
EN ≤M
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sufficiently small such that the coefficient in front of DN satisfies
C{(EN ) 12 + EN + εUξ(|||{un, θn, σn}|||N) + ξ} < 1
2
.
Thus we obtain
(7.12)
d
dt
EN + 1
2
DN ≤ Ce−λtU(|||{un, θn, σn}|||2N ){ε2 + EN}.
In turn, we have
d
dt
{e−CU(|||{un,θn,σn}|||2N)
∫
t
0
e−λsdsEN}
≤ Ce−CU(|||{un,θn,σn}|||2N)
∫
t
0
e−λsdse−λtε2U(|||{un, θn, σn}|||2N ).
Integrating over t, we deduce
sup
0≤t≤∞
EN (t) ≤ eCU(|||{un,θn,σn}|||
2
N)
∫
∞
0
e−λsds{EN(0) + Cε2U(|||{un, θn, σn}|||2N )}.
We conclude for ε sufficiently small and for some other polynomial U,
sup
0≤t≤∞
EN (t) ≤ eU(|||{un,θn,σn}|||
2
N){EN (0) + ε2U(|||{un, θn, σn}|||N)}
< M/2.
(7.13)
A standard continuity argument shows that the hypothesis EN (t) ≤M is valid and
(7.13) is proven.
Recalling
f εR = {f εn − fn}+ εfn+1 + ε2fn+2, EεR = {Eεn − En}+ εEn+1 + ε2En+2,
gεR = {gεn − gn}+ εgn+1 + ε2gn+2, BεR = {Bεn −Bn}+ εBn+1 + ε2Bn+2,
and by Theorem 2.1,
EN (εfn+1 + ε2fn+2, εgn+1 + ε2gn+2, εEn+1 + ε2En+2, εBn+1 + ε2Bn+2)
≤ Cε2e−2λtU(|||{un, θn, σn}|||2N),
(7.14)
we thus deduce (2.12) for f εn − fn, gεn − gn, Eεn − En, Bεn −Bn.
To get a decay rate (2.13), we use the interpolation argument as done in the last
part of the previous section. Let |γ| ≤ N and k ≥ 1. Recall that
||∂γEεR||2 + ||∂γBεR||2 ≤ C{||EεR||
2k
k+1
HN−1 + ||BεR||
2k
k+1
HN−1}{||EεR||
2
k+1
HN+k
+ ||BεR||
2
k+1
HN+k
}.
Denote a bound for EN by IN , i.e.
IN ≡ eU(|||{un,θn,σn}|||
2
N ){EN(0) + ε2U(|||{un, θn, σn}|||N )}.
Due to (5.20), (5.21), (7.10) and (7.13) we have
||EεR||
2k+2
k
HN
+ ||BεR||
2k+2
k
HN
≤ CN+k(IN+k) 1k {||EεR||2HN−1 + ||BεR||2HN−1}
≤ CN+k(IN+k) 1k {ε d
dt
˜˜
G+DN + e−2λtU(|||{un, θn, σn}|||2N )IN},
where ε sufficiently small and
˜˜
G(t) is defined in (6.13) so that | ˜˜G(t)| ≤ EN . Noting
that the other part of EN , i.e. the nonelectromagnetic part is bounded by DN , a
lower bound for DN can be given as following:
CN,k(IN+k)
− 1
k E
k+1
k
N − ε
d
dt
˜˜
G− e−2λtU(|||{un, θn, σn}|||2N )IN ≤ DN .
VLASOV-MAXWELL-BOLTZMANN DIFFUSIVE LIMIT 45
It follows from (7.12) that
(7.15)
d
dt
{EN − ε ˜˜G}+ CN,k(IN+k)− 1k E k+1kN ≤ Ce−λtIN U(|||{un, θn, σn}|||2N).
Letting E˜N = EN − ε ˜˜G, we get 1C EN ≤ E˜N ≤ CEN for some C > 1 and thus (7.15)
becomes
d
dt
E˜N + CN,k(IN+k)− 1k E˜
k+1
k
N ≤ Ce−λtIN U(|||{un, θn, σn}|||2N ).
Multiply the above by (1 + tk )
k, we get
(7.16)
d
dt
{(1 + t
k
)kE˜N (t)} ≤ Q(t) + Ce−λt(1 + t
k
)kIN U(|||{un, θn, σn}|||2N ),
where
Q(t) ≡ (1 + t
k
)k−1E˜N (t)− CN,k(IN+k)− 1k (1 + t
k
)kE˜
k+1
k
N (t)
= (1 +
t
k
)k−1E˜N (t){1− CN,k(IN+k)− 1k {(1 + t
k
)kE˜N (t)} 1k }.
To conclude our theorem, it suffices to verify the following statement:
Claim. There exists C˜N+k > 0 such that
sup
t
{(1 + t
k
)kE˜N (t)} ≤ C˜N+kIN+k,
since the same conclusion is valid for EN and recalling (7.1), combining with (7.14),
we can deduce (2.13).
Proof of Claim: Let S be the set of t such that Q(t) < 0. Note that Q(t) > 0
for sufficiently small M and small t, which implies that Sc is nonempty. If S is an
empty set, namely Q(t) ≥ 0 for all t, we can set C˜N+k = (CN,k)−k. Let t1 ∈ S. We
can find t0 ≤ t1 so that t0 ∈ Sc and Q(t) ≤ 0 for t0 ≤ t ≤ t1. Integrate (7.16) from
t0 to t1 to get
(1 +
t1
k
)kE˜N (t1) ≤ (1 + t0
k
)kE˜N (t0) + CINU(|||{un, θn, σn}|||2N )
∫ t1
t0
e−λs(1 +
s
k
)kds
≤ (CN,k)−kIN+k + CINU(|||{un, θn, σn}|||2N)
∫ ∞
0
e−λs(1 +
s
k
)kds.
Choosing C˜N+k = (CN,k)
−k + CU(|||{un, θn, σn}|||2N)
∫∞
0 e
−λs(1 + sk )
kds, we con-
clude the proof. 
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