On $n$-norm preservers and the Aleksandrov conservative $n$-distance
  problem by Gehér, Gy. P.
ar
X
iv
:1
50
7.
05
04
6v
2 
 [m
ath
.M
G]
  1
9 M
ar 
20
17
ON n-NORM PRESERVERS AND THE ALEKSANDROV
CONSERVATIVE n-DISTANCE PROBLEM
GY. P. GEHE´R
Abstract. The goal of this paper is to point out that the results obtained in
the recent papers [7, 8, 10, 11] can be seriously strengthened in the sense that
we can significantly relax the assumptions of the main results so that we still
get the same conclusions. In order to do this first, we prove that for n ≥ 3 any
transformation which preserves the n-norm of any n vectors is automatically
plus-minus linear. This will give a re-proof of the well-known Mazur–Ulam-
type result that every n-isometry is automatically affine (n ≥ 2) which was
proven in several papers, e.g. in [9]. Second, following the work of Rassias and
Sˇemrl [23], we provide the solution of a natural Aleksandrov-type problem in
n-normed spaces, namely, we show that every surjective transformation which
preserves the unit n-distance in both directions (n ≥ 2) is automatically an
n-isometry.
1. Introduction and statements of the main results
Characterisations of Euclidean motions under mild hypothesis goes back to 1953,
when Beckman and Quarles proved in [2] that an arbitrary transformation of Rd
(d ≥ 2) which preserves unit Euclidean distance (in one direction) is automatically
a Euclidean motion (see [3, 19] for alternative proofs). A similar conclusion does
not hold in general, when we consider another norm on Rd, namely, it is quite easy
to construct a map on R2 which preserves unit ℓ∞-distance but it is not an ℓ∞-
isometry. The problem of characterising those at least two, but finite dimensional
normed spaces X which satisfy the property that any transformation φ : X → X
which preserves distance 1 (in one direction) is an isometry, was raised by Aleksan-
drov in [1], hence it is usually called the Aleksandrov conservative distance problem.
Recently the author of this paper managed to show that the answer is affirmative
for a large class of norms on R2 (see [16]) which includes all strictly convex norms
(see also [25] for that case). But in full generality the Aleksandrov problem is still
open even in R2. However, some nice modified version of the problem was solved,
see e.g. [5, 23].
Turning back to Euclidean spaces, we may ask what those transformations
φ : E → F are which satisfy the following property:
n(x1 − x0, . . . , xn − x0) = 1 =⇒
n(φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)) = 1 (x0, . . . xn ∈ E).
(nVOPP)
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Here E and F are real inner product spaces, n ∈ N, 2 ≤ n ≤ min(dimE, dimF ),
and n(x1−x0, . . . , xn−x0) denotes the usual n-dimensional volume (will be simply
called n-volume from now on) of the parallelepiped
{∑n
j=1 tj(xj −x0) : tj ∈ [0, 1]
}
,
spanned by the vectors x1−x0, . . . xn−x0. Lester and Martin proved that 2VOPP
maps are Euclidean motions if n = 2 < dimE = dimF < ∞; and equiaffine
transformations, if n = 2 = dimE = dimF , [20, 21]. (An equiaffine transformation
is an affine map φ : E → F such that the determinant of the matrix of the linear
part of φ, represented in some orthonormal bases of E and ranφ, has determinant
±1). This is the so-called Lester–Martin theorem. A similar result for nVOPP
maps is given in [4].
The notion of n-volume and nVOPP maps can be generalised in the following
natural way. Let X be a real vector space with dimX ≥ n, and let us consider an
n-variable function ‖·, . . . , ·‖ : Xn → [0,∞) which satisfies the following properties
for every x1, . . . xn, x˜1 ∈ X :
(nN1) ‖x1, . . . , xn‖ = 0 ⇐⇒ x1, . . . xn are linearly dependent,
(nN2) ‖x1, . . . , xn‖ = ‖xσ(1), . . . , xσ(n)‖ holds for any permutation σ ∈ Sn,
(nN3) ‖α · x1, x2, . . . , xn‖ = |α| · ‖x1, x2, . . . , xn‖ for every α ∈ R, and
(nN4) ‖x1 + x˜1, . . . , xn‖ ≤ ‖x1, . . . , xn‖+ ‖x˜1, . . . , xn‖.
Then we call (X ; ‖·, . . . , ·‖) a (real) n-normed space. Note that the following prop-
erty of n-norms is an easy consequence of (nN1) and (nN4):
(nN5) if y, x2 . . . xn are linearly dependent, then ‖x1 + y, . . . , xn‖ = ‖x1, . . . , xn‖.
Obviously n(·, . . . , ·) is an n-norm ifX is an inner product space. The investigation
of n-normed spaces started in the second half of the twentieth century (see e.g. [13,
15, 22]), and it is a widely-investigated area even today.
Throughout this paper, if we do not say otherwise, X and Y will always denote
real n-normed spaces, and the n-norms on them will be denoted by the symbol
‖·, . . . , ·‖. A transformation φ : X → Y is called an n-isometry if it satisfies
‖x1 − x0, . . . , xn − x0‖ = ‖φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)‖ (nI)
for every x0, . . . xn ∈ X . The fact that all n-isometries which fixes 0 are automat-
ically linear is very-well known and it is usually referred to as the Mazur–Ulam
theorem for n-normed spaces. However, in this paper we will investigate a more
general class of transformations which will be called n-norm preservers. They are
mappings φ : X → Y satisfying the following condition:
‖x1, . . . , xn‖ = ‖φ(x1), . . . , φ(xn)‖ (x1, . . . xn ∈ X). (nNP)
We will prove in this paper that every n-norm preserver is automatically a plus-
minus linear mapping and utilising that we will re-prove the aforementioned Mazur–
Ulam-type theorem.
The Aleksandrov problem can be raised in n-normed spaces, as a possible gen-
eralisation of the Lester–Martin theorem. We say that the map φ : X → Y has the
nDOPP property (according to [10, 23]) if it fulfilles the following:
‖x1 − x0, . . . , xn − x0‖ = 1 =⇒
‖φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)‖ = 1 (x0, . . . xn ∈ X).
(nDOPP)
The Aleksandrov problem for n-normed spaces is to characterise those finite di-
mensional n-normed spaces X such that any nDOPP mapping φ : X → X is an
n-isometry.
ON n-NORM PRESERVERS AND THE ALEKSANDROV PROBLEM 3
For a moment let us consider two (1-)normed spaces X and Y . Usually we can-
not expect from a general 1DOPP transformation φ : X → Y to have a nice form,
if dimX = dimY =∞ or dimX < dimY (see e.g. [2, 12]). Therefore in [23], Ras-
sias and Sˇemrl considered surjections on normed spaces which fulfils the so-called
(1SDOPP) property (defined below). They managed to show that such transfor-
mations are close to be isometries. In light of that, we will call the transformation
φ : X → Y an nSDOPP mapping, if it satisfies the following property (n ∈ N):
‖x1 − x0, . . . , xn − x0‖ = 1 ⇐⇒
‖φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)‖ = 1 (x0, . . . xn ∈ X).
(nSDOPP)
The goal of this paper is to contribute to the Aleksandrov problem in n-normed
spaces, and as a byproduct, to significantly strengthen the results of [7, 8, 10,
11]. Namely, we significantly relax the assumptions in those papers so that the
conclusions still remain the same.
A map φ : X → Y between real vector spaces is called plus-minus linear, if there
exists a map ǫ : X → {−1, 1} such that ǫ(·)φ(·) is a linear transformation. Now, we
state our first main result.
Theorem 1. Let X and Y be two real n-normed spaces with n ≥ 3, and φ : X → Y
be a (not necessarily surjective) transformation which satisfies (nNP). Then φ(·)
is plus-minus linear.
The proof relies on the fundamental theorem of projective geometry and a pre-
vious result of the author ((i) of [17, Theorem 1]). For n(·, . . . , ·) we will obtain
a consequence, Corollary 1, that can be considered as an additional result to [17,
Theorem 1].
Our second main result considers nSDOPP surjections.
Theorem 2. Let X and Y be two real n-normed spaces with n ≥ 2, and φ : X → Y
be a surjective nSDOPP transformation. Then φ is an injective, affine map, and
therefore it is an n-isometry.
In the proof we will apply the fundamental theorem of affine geometry, and as a
consequence, we will obtain a Lester–Martin type theorem in Corollary 5.
2. Proofs
We begin with stating the fundamental theorem of projective geometry, in the
version in which it will be needed. For a real vector space X , we denote the
projectivised space (i.e. the set of all one-dimensional subspaces) by P (X). The
element of P (X) generated by 0 6= x ∈ X will be denoted by [x] := R · x. In
general, if M ⊂ X , then [M ] will denote the subspace generated by the set M .
If L ⊆ X is a two-dimensional subspace, then [L] is called a projective line. The
following theorem is a special case of [14, Theorem 3.1] (namely, when W = {0}
and K1 = K2 = R).
Theorem 3 (The fundamental theorem of projective geometry). Let X and Y
be two real vector spaces of dimensions at least three. Let us consider an arbitrary
(not necessarily surjective) transformation g : P (X)→ P (Y ) such that the following
conditions are satisfied:
(i) ran g is not contained in a projective line,
(ii) 0 6= c ∈ [a, b] (a 6= 0 6= b) implies g([c]) ⊆
[
g([a]), g([b])
]
.
4 GY. P. GEHE´R
Then there exists an injective linear transformation A : X → Y such that we have
g([x]) = [Ax] (0 6= x ∈ X).
Moreover, A is unique up to a non-zero scalar factor.
In fact, a generalised version of this theorem is stated in [14] for vector spaces
over division rings, where the existence of a semi-linear map is shown. But, as the
only endomorphism of R is the identity, here all semi-linear maps are linear.
Before we prove Theorem 1 we provide the following lemma, which could be
generalised for n-norms on n-dimensional spaces in a similar way, however, we only
need this special case here.
Lemma 1. In a two-dimensional space every 2-norm is a non-zero scalar multiple
of 2(·, ·).
Proof. The statement is clear from the following calculation:∥∥α1x1 + α2x2, β1x1 + β2x2∥∥ =
∥∥∥∥
(
α2 −
α1
β1
β2
)
x2, β1x1 + β2x2
∥∥∥∥
=
∣∣∣∣α2 − α1β1 β2
∣∣∣∣ · ∥∥x2, β1x1 + β2x2∥∥ =
∣∣∣∣α2 − α1β1 β2
∣∣∣∣ · ∥∥x2, β1x1∥∥
=
∣∣∣∣det
(
α1 α2
β1 β2
)∣∣∣∣ · ∥∥x1, x2∥∥(2)[x1,x2]
whenever β1 6= 0. If β1 = 0 6= β2, by interchanging the role of x1 and x2, we obtain
the same equation. Finally, if β1 = β2 = 0, then the above equation is trivially
fulfilled. 
Now, we are in the position to prove our first main result.
Proof of Theorem 1. By (nNP), φ preserves linear independence of n vectors in
both directions. We observe that this is true for k vectors (2 ≤ k < n) as well.
Indeed, on the one hand, it is obvious that φ preserves linear independence of k
vectors (2 ≤ k < n) in one direction. On the other hand, if φ(x1), . . . φ(xk) are
linearly independent (2 ≤ k < n), then there are some vectors φ(xk+1), . . . φ(xn)
such that the system φ(x1), . . . φ(xn) is still linearly independent, since otherwise
ranφ would be contained in a subspace of dimension less than n. Thus x1, . . . xk
are linearly independent too.
We define the projectivisation of φ in the following way:
Pφ : P (X)→ P (Y ), Pφ([x]) = [φ(x)]. (1)
By the above observations it is apparent that Pφ is well-defined and that it satisfies
the conditions of Theorem 3. Therefore we obtain an injective linear transformation
A : X → Y (which is unique up to a scalar multiple) that satisfies
[φ(x)] = [Ax] (0 6= x ∈ X), (2)
and which brings us one step closer to conclude the plus-minus linearity of φ.
Next, we consider two arbitrary linearly independent vectors x1, x2 ∈ X . We
set some other vectors x3, . . . xn ∈ X such that the system x1, . . . xn is still linearly
independent. By the above observations we have
φ(x) ∈ [φ(x1), φ(x2)] ⇐⇒ x ∈ [x1, x2] (x ∈ X).
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It is quite straightforward that∥∥·, ·∥∥(2)
[x1,x2]
: [x1, x2]→ R+,
∥∥z1, z2∥∥(2)[x1,x2] := ‖z1, z2, x3, . . . , xn‖
and ∥∥·, ·∥∥(2)
[φ(x1),φ(x2)]
: [φ(x1), φ(x2)]→ R+,∥∥u1, u2∥∥(2)[φ(x1),φ(x2)] := ‖u1, u2, φ(x3), . . . , φ(xn)‖
define 2-norms on the subspaces [x1, x2] and [φ(x1), φ(x2)], respectively. Observe
that the restriction
φ|[x1,x2] : [x1, x2]→ [φ(x1), φ(x2)]
satisfies ∥∥φ(z1), φ(z2)∥∥(2)[φ(x1),φ(x2)] = ∥∥z1, z2∥∥(2)[x1,x2] (z1, z2 ∈ [x1, x2]).
Now, an easy application of Lemma 1 and [17, Theorem 1 (i)] gives a bijective linear
map A[x1,x2] : [x1, x2]→ [φ(x1), φ(x2)] such that
φ(u) ∈ {A[x1,x2]u,−A[x1,x2]u} (u ∈ [x1, x2]), (3)
and this holds for every two linearly independent vectors x1, x2 ∈ X . Clearly, by
(3) and (2),
[Au] = [A[x1,x2]u] (u ∈ [x1, x2]). (4)
holds for every two linearly independent vectors x1, x2 ∈ X . We claim that there
is a non-zero constant c[x1,x2] such that we have
c[x1,x2] ·A|[x1,x2] = A[x1,x2]. (5)
Indeed, by (4) we have A[x1,x2]xj = αjAxj (j = 1, 2) with some constants αj ∈
R \ {0}, whence we get
[A(x1 + x2)] = [Ax1 +Ax2] =
[
1
α1
A[x1,x2]x1 +
1
α2
A[x1,x2]x2
]
=
[
A[x1,x2]
(
1
α1
x1 +
1
α2
x2
)]
=
[
A
(
1
α1
x1 +
1
α2
x2
)]
.
But A is injective, therefore we get α1 = α2. If we set c[x1,x2] = α1, then this
constant satisfies (5).
Finally, let us consider two pieces of two-dimensional subspaces F1 and F2 of
X . If {0} 6= F1 ∩ F2 6= F1, then by (3) and (5) we obtain cF2 ∈ {cF1 ,−cF1}. If
{0} = F1 ∩ F2, then there exists a third two-dimensional subspace F3 such that
{0} 6= Fj ∩ F3 6= F3 (j = 1, 2) holds, and applying the previous case we get
cF2 ∈ {cF1 ,−cF1}. Since
1
c
·A (c 6= 0) also fulfils (4), we may suppose without loss
of generality that cF ∈ {−1, 1} holds for every two-dimensional subspace F ⊆ X ,
and thus by (3) and (5) φ is plus-minus linear. 
The following corollary is a supplementary result to [17, Theorem 1], where we
do not have to assume completeness of the spaces, nor bijectivity of φ.
Corollary 1. Let E and F be real inner product spaces, n ∈ N, 3 ≤ n ≤ dimE,
and φ : E → F be a transformation which satisfies
n(x1, . . . , xn) = n(φ(x1), . . . , φ(xn)) (x1, . . . xn ∈ X). (nVPP)
Then we have the following conclusions:
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(i) If dimE = n, then there exist a function ǫ : E → {−1, 1} and an equiaffine
linear transformation A : E → F such that the following holds:
φ(x) = ǫ(x)Ax (x ∈ E).
(ii) If n < dimE, then there exist a function ǫ : E → {−1, 1} and a linear (not
necessarily surjective) isometry R : E → F such that
φ(x) = ǫ(x)Rx (x ∈ E)
is satisfied.
Proof. By Theorem 1, we immediately obtain the existence of a function ǫ : E →
{−1, 1} such that ǫ(·)φ(·) is linear. Since φ(·) fulfilles the conditions of our statement
if and only if ǫ(·)φ(·) does, there is no loss of generality if we assume that φ is linear.
If dimE = n, then the statement is clear.
Now, we assume 2 < n < dimE, and show that φ is an isometry. Let us con-
sider the restriction ψ := φ|H : H → φ(H) into an arbitrary (n + 1)-dimensional
subspace H ⊆ E, where clearly dimφ(H) = n + 1. Let us observe that whenever
U : φ(H) → H is an arbitrary linear isometry, then ψ(·) satisfies (nVOPP) if and
only if U(ψ(·)) : H → H does. By the polar decomposition (or singular value de-
composition), there exists a suitable U such that U(ψ(·)) has a diagonal matrix rep-
resentation with positive diagonal elements, in some orthonormal base h1, . . . hn+1
of H . Thus we may assume without loss of generality that ψ(hj) = djhj is satisfied
with some dj > 0 (j = 1, . . . n+ 1). Since n(h1, . . . , hn) = 1 = n(h2, . . . , hn+1),
we obtain
d1 · · · · · dn = n(d1h1, . . . , dnhn) = 1 = n(h2, . . . , hn+1) = d2 · · · · · dn+1,
which further implies d1 = dn+1. Similarly, we get d1 = d2 = · · · = dn+1, but this
is possible only in the case when d1 = · · · = dn+1 = 1, i.e. when φ|H is an isometry.
Since H was arbitrary, our map is indeed an isometry. 
Next, we state a strong version of the fundamental theorem of affine geometry
below, which is a special case of [18, Theorem 2.1]. We call a mapping η : X → Y
between two real vector spaces a lineation if it maps any three collinear points of X
into collinear points of Y . It is straightforward to show that if η is injective, then
it is a lineation if and only if we have
φ(Aff(a, b)) ⊆ Aff(φ(a), φ(b)) (a, b ∈ X, a 6= b),
where Aff(M) denotes the affine subspace generated by M ⊆ X .
Theorem 4 (The fundamental theorem of affine geometry, [18]). Let η : R2 → R2
be an injective lineation whose range is not contained in any affine line. Then η is
an injective affine transformation.
However, we want to use Theorem 4 for arbitrary real vector spaces. This ex-
tension can be obtained quite straightforwardly, as presented below.
Corollary 2. Let X and Y be two real, at least two-dimensional vector spaces, and
suppose that η : X → Y is an injective lineation whose range is not contained in an
affine line. Then η is an injective affine transformation.
Proof. Let a and b be two different points in X . Since ran η ( Aff(η(a), η(b)), there
exists a vector c ∈ X such that η(a), η(b) and η(c) are affine independent. Clearly,
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a, b and c must be also affine independent, moreover, we have η(Aff(a, b, c)) ⊆
Aff(η(a), η(b), η(c)). We consider the restriction
η|Aff(a,b,c) : Aff(a, b, c)→ Aff(η(a), η(b), η(c)).
By Theorem 4, the function η|Aff(a,b,c) preserves all affine combinations of a and b.
Since a and b were arbitrary, this completes the proof. 
At this point we point out that in the proof of Theorem 2 we will only need the
classical version of the fundamental theorem of affine geometry where the map is
bijective and the preservation of collinearity is assumed in both directions. The
reason why we stated Theorem 4 will be revealed right after Corollary 3. We
proceed with the verification of the following lemma.
Lemma 2. Let n ≥ 2, X and Y be two n-normed spaces, and φ : X → Y be an
nDOPP transformation. Then the following conditions are fulfilled:
(i) for every 2 ≤ k ≤ n, φ preserves affine independence of k vectors in one
direction,
(ii) φ is injective,
(iii) ranφ is not contained in any affine line.
Proof. Let x0, x1, . . . xn−1 ∈ X be a system of affine independent vectors. Since
dimX ≥ n, there exists a vector xn such that ‖x1 − x0, . . . , xn − x0‖ = 1, and
hence that ‖φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)‖ = 1. This completes the case k = n
in (i). For the k < n case we simply find some vectors xk, . . . xn−1 ∈ X such that
the system x0, . . . xk−1, xk, . . . xn−1 is still affine independent.
We observe that (ii) simply means (i) in the k = 2 case, and that (iii) follows
easily from (nDOPP). 
We have the following easy consequence of Lemma 2 and Corollary 2.
Corollary 3. Let n ≥ 2, and assume that φ : X → Y is a lineation which satisfies
(nDOPP). Then φ is an affine n-isometry.
Next, let us observe that Corollary 3 implies the following results: [8, Theorem
3.1], [10, Theorems 2.10 and 2.12], [11, Theorems 4 and 6] and [7, Theorem 3.6].
Namely, if in [8, Theorem 3.1] we relax the assumption about 2-isometriness and
instead simply assume that f is a 2DOPP mapping, then we basically get the
statement of Corollary 3 when n = 2. In [10, Theorem 2.10] if we drop the n-
Lipschitz and the n-collinearity assumptions, then again we obtain the statement
of Corollary 3. We can deal similarly with [10, Theorem 2.12]. The paper [11]
considers 2-isometries. Similarly as before, the conditions about 2-Lipschitzness
in [11, Theorem 4] can be deleted and we still get the same conclusion. Also, in
[11, Theorem 6] the property (*) is unnecessary to assume. Finally, let us consider
the statement of [7, Theorem 3.6]. As it was shown in [7, Lemma 3.3], any map
satisfying (i)–(iii) automatically preserves n-distance ρ. Also (iii) implies that f
is a lineation. Therefore, as in Corollary 3, we immediately infer that f is an
n-isometry. So the assumption about weak-n-isometriness is excrescent.
We proceed with proving the Mazur–Ulam theorem for n-normed spaces.
Corollary 4. Every n-isometry φ : X → Y is automatically affine (n ≥ 2).
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Proof. Lemma 2 gives that φ is injective and its range is not contained in any affine
line. If n = 2, then (nI) ensures that φ is a lineation, and by Corollary 2 we are
done.
On the other hand, if n > 2, then an easy calculation gives that for every a ∈ X
the map X ∋ x − a 7→ φ(x) − φ(a) ∈ Y is an n-norm preserver. Thus Theorem 1
implies that every affine line going through a is mapped into an affine line which
goes through φ(a). Therefore φ is a lineation, which completes the proof. 
The above corollary was obtained e.g. in [9, Theorem 3.3]. We proceed with
proving our result on surjective nSDOPP transformations.
Proof of Theorem 2. Let us assume first that n ≥ 3. Then by Lemma 2 φ is a
bijective lineation, moreover, the same holds for the inverse φ−1 : Y → X . An easy
application of the classical version of the fundamental theorem of affine geometry
(or also Corollary 2) gives that φ is affine, and therefore it is an n-isometry.
Now, assume that n = 2. We obviously have that both φ and φ−1 are bijec-
tive 2SDOPP maps. Therefore it is enough to show that φ is a lineation, because
then we can use the classical version of the fundamental theorem of affine geom-
etry. Let us consider three different collinear points x0, x1, x2, and assume that
φ(x0), φ(x1), φ(x2) are not collinear. We may assume, by re-indexing these three
points if necessary, that x1 6=
1
2 (x0 + x2). Then by [7, Theorem 3.1], we can find a
φ(x) ∈ Y such that
‖φ(x0)− φ(x), φ(x1)− φ(x)‖ = ‖φ(x1)− φ(x), φ(x2)− φ(x)‖ = 1.
But this implies
‖x0 − x1, x1 − x‖ = ‖x0 − x, x1 − x‖ = 1 = ‖x1 − x, x2 − x‖ = ‖x1 − x, x2 − x1‖,
and thus, by collinearity and (nN3), we get x2 − x1 ∈ {x0 − x1, x1 − x0}, a contra-
diction. Therefore φ is indeed a lineation. 
We have the following Lester–Martin type consequence.
Corollary 5. Let n ≥ 2, E and F be two real inner product spaces, and φ : E → F
be a surjective transformation which satisfies the following condition:
n(x1 − x0, . . . , xn − x0) = 1 ⇐⇒
n(φ(x1)− φ(x0), . . . , φ(xn)− φ(x0)) = 1 (x0, . . . xn ∈ E),
(nSVOPP)
Then φ is an isometry if dimE ≥ n+ 1, and an equiaffinity if dimE = n.
Proof. Theorem 2 gives us that φ is an affine transformation. An easy application
of Corollary 1 completes the proof. 
It would be interesting to explore whether the conclusion of Theorem 1 holds in
the n = 2 case, even for the very special 2-norm 2(·, ·). Note that by [17, Theorem
1], we have this conclusion for Hilbert spaces and bijective transformations. A
possible way to attack this problem could be to show that we have the conclusion
of Theorem 1 in the case when dimX = 2 = n, and then apply the fundamental
theorem of projective geometry for the general case.
It would be also interesting to see to what extent the assumptions of Theorem 2
can be relaxed. We suspect that in the most general case, i.e. for (not necessarily
onto) nDOPPmaps, there must be counterexamples, even for n(·, . . . , ·). However,
to the best of our knowledge, no counterexamples have been provided so far.
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