On a probabilistic approach to the Schrödinger equation with a time-dependent potential  by Doss, Halim
Journal of Functional Analysis 260 (2011) 1824–1835
www.elsevier.com/locate/jfa
On a probabilistic approach to the Schrödinger equation
with a time-dependent potential
Halim Doss
Université de Paris-Dauphine CEREMADE, UMR CNRS no 7534, Place du Maréchal de Lattre de Tassigny, 75775,
Paris cedex 16, France
Received 7 July 2010; accepted 1 December 2010
Available online 22 December 2010
Communicated by Daniel W. Stroock
Abstract
We study, by probabilistic methods, some classes of Schrödinger equations related to time-dependent
potentials, analytic with respect to the space variable.
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Résumé
On étudie, par des méthodes probabilistes, certaines classes d’Équations de Schrödinger associées à des
potentiels dépendant du temps, analytiques en la variable d’espace.
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Consider the Schrödinger equation:
⎧⎨⎩ ıh∂Ψ∂t (t, x) = − h
2
2m
Ψ (t, x) + V (t, x)Ψ (t, x),
Ψ (0, x) = f (x)
(1)
where t ∈ R+, x ∈ Rn, ı2 = −1, V (resp. f ) is a sufficiently regular map from R+ × Rn
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Laplacian.
First of all, we introduce, for each p ∈ R∗, a small perturbation p of the operator 
(p “tends” to 0 = , when p → 0) such that, if the potential V = (V (t, x)) and the initial
condition f = (f (x)) admit continuous extensions to R+×Cn and Cn respectively, holomorphic
with respect to the space variable x, without any growth condition at infinity, then problem (1)
(associated to p), admits a unique strong solution Ψ = (Ψ (t, x)) which can be extended as a
C1 map from R+ × Cn to C, analytic with respect to x ∈ Cn. Moreover we have, under these
conditions, a Feynman–Kac type stochastic representation of the solution Ψ .
When the parameter p is equal to zero, we remark that problem (1) admits similarly a unique
“regular” solution, by the same method and under some analyticity and growth conditions at
infinity, also expressed in [7].
The present work is therefore a natural extension of the results established in [7,8] (see also
[13,14]) to the case where the potential is time-dependent. It may also be related to the numerous
studies devoted to the same problem and using the Feynman Integral developed, for instance, in
[1–3,9–12] and references therein.
However and to the best of our knowledge, the class of time-dependent potentials that we are
able to handle here is totally new.
In the sequel, we assume, without loss of generality, that the constant m, in problem (1), is
equal to 1.
Assumption (I).
1. There exists a continuous map V˜ from R+ × Cn to C such that, for each t ∈ R+, the partial
map: x ∈ Cn → V˜ (t, x) ∈ C is holomorphic and V˜|R+×Rn = V .
2. There exists a holomorphic map f˜ from Cn to C such that f˜|Rn = f .
We introduce a filtered probability space: (Ω,F , (Ft )t0,P ) satisfying the usual conditions,
and an Ft -Brownian motion (Bt )t0 = (B1(t), . . . ,Bn(t),Bn+1(t))t0 with values in Rn+1 such
that B0 = 0 a.s.
All the proofs in the sequel are based on the following Itô formula, valid for holomorphic
functions.
Lemma 1. Consider (Z1(t))t0, . . . , (Zd(t))t0, d complex-valued continuous Ft -semi-martin-
gales and ϕ = (ϕ(t, x))t0, x∈Cd a C1 map from R+ × Cd to C such that, for each t  0, the
map: x ∈ Cd → ϕ(t, x) ∈ C is holomorphic.
If Zt = (Z1(t), . . . ,Zd(t)), then we have, a.s., for every t  0:
ϕ(t,Zt ) = ϕ(0,Z0)+
t∫
0
∂ϕ
∂t
(s,Zs)ds +
d∑
l=1
t∫
0
∂ϕ
∂xl
(s,Zs)dZl(s)
+ 1
2
d∑
l,k=1
t∫
0
∂2ϕ
∂xl∂xk
(s,Zs)d
〈
Zl,Zk
〉
s
(2)
where
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Zl,Zk
〉= 〈(Zl)+ ı(Zl),(Zk)+ ı(Zk)〉
= 〈(Zl),(Zk)〉− 〈(Zl),(Zk)〉+ ı{〈(Zl),(Zk)〉+ 〈(Zl),(Zk)〉}.
Proof. Immediate, using the standard Itô formula and the analyticity condition, cf. [7]. 
1. Perturbations p , p = 0, of the Laplacian 
For each p ∈ R∗ and x = (x1, x2, . . . , xn) ∈ Cn, we define
(∗) p(x) =
n∑
l=1
(1 + √ıpxl)2 ∂
2
∂x2l
where
√
ı = 1+ı√
2
, ı2 = −1.
First, we study problem (1) by substituting  by p .
Theorem 1. Let p ∈ R∗.
Consider the Cauchy problem:⎧⎨⎩ ıh
∂
∂t
Ψ (t, x) = −h
2
2
pΨ (t, x) + V (t, x)Ψ (t, x),
Ψ (0, x) = f (x), t  0, x ∈ Rn
(3)
where the data V and f satisfy Assumption (I). The problem (3) admits then a unique strong
solution Ψ = (Ψ (t, x))t0,x∈Rn which can be extended as a C1 map from R+×Cn to C, analytic,
for each t  0, with respect to the space variable x ∈ Cn.
In addition, one has the following representation, for each (t, x) ∈ R+ × Cn:
Ψ (t, x) = E
{
f˜
(
Xxt
)
exp
(
1
ıh
t∫
0
V˜
(
t − s,Xxs
)
ds
)}
(4)
where (Xxs )s0 = (X1(s), . . . ,Xn(s))s0 is a diffusion process with values in Cn, given by⎧⎨⎩Xl(s) =
(
1
p
√
ı
+ xl
)
exp
(
ıp
√
hBl(s) + 12p
2hs
)
− 1
p
√
ı
,
l ∈ {1,2, . . . , n}, s  0, x = (x1, x2, . . . , xn) ∈ Cn.
(5)
Proof. Let x ∈ Cn, y ∈ C and 0  s  u be fixed. Consider the solution Zt = Zst (x, y),
s  t  u, of the following S.D.E. in Cn × C 	 Cn+1:
Zt =
(
x
y
)
+
t∫
s
σ (Zv)dBv +
t∫
s
b(v,Zv)dv, t ∈ [s, u] (6)
where, for each z = (z1, . . . , zn, zn+1) ∈ Cn+1, v ∈ [s, u], σ(z) is the (n + 1, n + 1) complex
diagonal matrix given by
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σl,l(z) =
√
ıh
(
1 + p√ızl
)
, l = 1,2, . . . , n,
σn+1,n+1(z) = 0
and ⎧⎨⎩
b(v, z) = (bl(v, z))l=1,2,...,n+1,
bn+1(v, z) = 1
ıh
V˜ (u − v, z), bl(v, z) = 0 if l ∈ {1,2, . . . , n}.
A simple computation shows that the Cn+1-valued process Zt = Zst (x, y) (s  t  u), is given
by the explicit formulae:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Zt =
(
Z1(t), . . . ,Zn(t),Zn+1(t)
)
, where for l ∈ {1,2, . . . , n}:
Zl(t) =
(
1
p
√
ı
+ xl
)
exp
[
ıp
√
h
(
Bl(t)−Bl(s)
)+ 1
2
p2h(t − s)
]
− 1
p
√
ı
, and
Zn+1(t) = y + 1
ıh
t∫
s
V˜
(
u − v, (Z1(v), . . . ,Zn(v)))dv.
(7)
Note that the diffusion process (Zst [(x, y),•])t∈[s,u] given by (6) and (7) is such that, for almost
all ω ∈ Ω , the map (x, y) ∈ Cn+1 → Zst [(x, y),ω] ∈ Cn+1 is analytic, and we have, furthermore,
the following remarkable property:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
for each compact set K ⊆ Cn+1, T > 0, (α,β) ∈ N × N:
Sup ω∈Ω
0stuT
(x,y)∈K
∣∣∣∣ ∂α+β∂xα∂yβ Zst [(x, y),ω]
∣∣∣∣ C
where C = CK,T ,(α,β) is a positive constant
(8)
and | • | is the usual norm on Cn+1.
Now, let us denote by H the set of holomorphic maps from Cn+1 to C.
For each r ∈ H, 0 s  t  u and (x, y) ∈ Cn × C, we put
Π(s,t)r(x, y) = E
{
r
(
Zst
[
(x, y),•])}. (9)
Remark, thanks to property (8), that Π(s,t)r(x, y) is well defined and holomorphic with respect
to (x, y) ∈ Cn+1.
Lemma 2. Given the preceding definitions, Π(s,t)r(x, y) has a continuous derivative with respect
to the variables s and t , under the condition 0 s  t  u.
Proof. We know, by the Markov property, that for every 0 s  t  u and (x, y) ∈ Cn × C,
E
{
r
(
Zsu(x, y)
)
/Ft
}= Π(t,u)r(Zst (x, y)), a.s. (10)
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Π(s,u)r(x, y) = E
{
Π(t,u)r
(
Zst (x, y)
)}
. (11)
Let us denote by Lt the “infinitesimal generator” of the diffusion process (Zst (x, y)):⎧⎪⎨⎪⎩
for every (x, y) ∈ Cn × C, t ∈ [s, u], and r ∈ H:
Lt r(x, y) =
{
ıh
2
n∑
l=1
(1 + √ıpxl)2 ∂
2
∂x2l
+ 1
ıh
V˜ (u − t, x) ∂
∂y
}
r(x, y).
(12)
Applying Lemma 1, we see, first, that for every t ∈ [s, u]:
Π(s,t)r(x, y) = E
{
r
(
Zst (x, y)
)}= r(x, y) + t∫
s
E
{Lvr(Zsv(x, y))}dv (13)
since
E
{
n∑
l=1
t∫
s
∂r
∂xl
(
Zsv
)[√
ıh
(
1 + p√ıZl(v)
)]
dBl(v)
}
= 0
the integrability conditions justifying these computations are satisfied, by the estimations (8).
We conclude, by (13), that the map:
t ∈ [s, u] → Π(s,t)r(x, y)
has a continuous derivative on [s, u].
Let us now study the derivative with respect to s, using formula (11) and putting
θ(s) = Π(s,u)r(x, y) for s ∈ [0, u[. (14)
It follows from Lemma 1 and (8), that if t ∈ [s, u],
θ(s) = E{Π(t,u)r(Zst (x, y))}
= Π(t,u)r(x, y) +
t∫
s
E
{Lv[Π(t,u)r](Zsv(x, y))}dv.
Therefore, if 0 s < t < u:
θ(s) − θ(t)
(s − t) = −
1
(t − s)
t∫
s
E
{Lv[Π(t,u)r](Zsv(x, y))}dv,
and we have, by continuity:
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s→t
s<t
θ(s)− θ(t)
(s − t) = −Lt [Π(t,u)r](x, y)
and
lim
t→s
t>s
θ(s)− θ(t)
(s − t) = −Ls[Π(s,u)r](x, y).
So, the left and right derivatives of the function θ , defined by (14), exist and are equal and
continuous on [0, u[. We conclude, by the preceding computations that for every 0  t  u,
(x, y) ∈ Cn × C and r ∈ H, the map
s ∈ [0, t] → Π(s,t)r(x, y)
has a continuous derivative on [0, t] given by
∂
∂s
Π(s,t)r(x, y) = −Ls[Π(s,t)r](x, y).  (15)
End of the proof (Theorem 1): For every (x, y) ∈ Cn × C, let us denote
r(x, y) = f˜ (x) exp(y)
where f satisfy Assumption (I).
Consider, for each t ∈ [0, u]
Ψ˜t (x, y) = Π(u−t,u)r(x, y). (16)
The preceding considerations (Lemma 2) show that Ψ˜t (x, y) is holomorphic with respect to
(x, y), C1 with respect to t and we see, substituting in formula (15), t by u and s by u − t ,
respectively, that Ψ˜ is a solution of the following problem:⎧⎨⎩
∂
∂t
Ψ˜t (x, y) = Lu−t [Ψ˜t ](x, y),
Ψ˜0(x, y) = r(x, y) = f˜ (x) exp(y); (x, y) ∈ Cn × C, t ∈ [0, u];
(17)
but
Lu−t [Ψ˜t ](x, y) =
{
ıh
2
n∑
l=1
(1 + √ıpxl)2 ∂
2
∂x2l
+ 1
ıh
V˜
(
u− (u − t), x) ∂
∂y
}
Ψ˜t (x, y) (18)
and
Ψ˜t (x, y) = E
{
r
(
Zu−tu (x, y)
)}= E{f˜ (Z1(u), . . . ,Zn(u)) exp(Zn+1(u))}
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t by v and s by u − t respectively; furthermore
Zn+1(u) = y + 1
ıh
u∫
u−t
V˜
(
u − v, (Z1(v), . . . ,Zn(v)))dv
= y + 1
ıh
t∫
0
V˜
(
t − w, (Z1(w + u − t), . . . ,Zn(w + u− t)))dw.
We remark then, by homogeneity, that the processes (Z1(w + u − t), . . . ,Zn(w + u− t))w0
and (Xxw)w0 have the same law, where (Xxw)w0 is given by formula (5).
So, if Ψ (t, x) and Ψ˜t (x, y) are defined by formulae (4) and (16) respectively, we have the
following relation:
Ψ˜t (x, y) = Ψ (t, x) exp(y) (19)
and, coming back to Eqs. (17) and (18), we see that (Ψ (t, x))t0, x∈Cn gives us a strong solution
of the Cauchy problem (3), satisfying the conditions imposed in Theorem 1.
Uniqueness: Let (X (t, x)) be a strong solution of the Cauchy problem (3), satisfying the
conditions imposed in Theorem 1.
For each (x, y) ∈ Cn × C and t  0 define
X˜t (x, y) = X (t, x) exp(y). (20)
Let u ∈ R∗+ and consider (Zt )t∈[0,u] the process solving S.D.E. (6) (where we fix s = 0), given
by (7).
Introduce, for every t ∈ [0, u]:
ϕ(t) = X˜u−t (Zt ) = X
(
u − t, (Z1(t), . . . ,Zn(t))) exp(Zn+1(t)).
We see, thanks to Lemma 1 and using the notation of Theorem 1, that
ϕ(u) = f (Z1(u), . . . ,Zn(u)) exp(Zn+1(u))
= f (Xxu) exp
(
y + 1
ıh
u∫
0
V˜
(
u − s,Xxs
)
ds
)
= ϕ(0)+ Mu +
u∫
0
{
− ∂
∂u
X˜u−v(Zv)+ LvX˜u−v(Zv)
}
dv
= X˜u(x, y)+Mu (21)
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tions (8)) and Lv is the “infinitesimal generator” given by (12) (substituting t by v in that
formula).
Taking expectations on both sides of (21), we conclude that for every u > 0 and (x, y) ∈
C
n × C, we have
X˜u(x, y) = E
{
f
(
Xxu
)
exp
(
y + 1
ıh
u∫
0
V˜
(
u− s,Xxs
)
ds
)}
= Ψ (u,x) exp(y)
= X (u, x) exp(y)
and hence, for every u 0 and x ∈ Cn: X (u, x) = Ψ (u,x). 
Remark 1. Let us come back to formula (10) (Markov property); we see that the process:
{
Π(t,u)r
(
Zst (x, y)
)
, t ∈ [s, u]}
is a continuous Ft -martingale on [s, u].
Moreover, knowing that Π(t,u)r(x, y) has a continuous derivative with respect to t (on [s, u]),
and is analytic with respect to (x, y) ∈ Cn × C, we can apply again Lemma 1:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
a.s., for every t ∈ [s, u],
Π(t,u)r
(
Zst (x, y)
)= Π(s,u)r(x, y) + Nt
+
t∫
s
{
∂
∂v
Π(v,u)r
(
Zsv(x, y)
)+ Lvr(Zsv(x, y))}dv (22)
where Lv is given in (12) and (Nt )t∈[s,u] is a continuous Ft -martingale.
Appealing to classical theory (cf. e.g. [7]), we deduce from (22) that⎧⎨⎩
a.s., for every v ∈ [s, u],
∂
∂v
Π(v,u)r
(
Zsv(x, y)
)+ Lvr(Zsv(x, y))= 0 (23)
and, if v = s:
∂
∂s
Π(s,u)r(x, y) + Lsr(x, y) = 0,
recovering formula (15).
Remark 2. Let us clarify, from a probabilistic point of view, in what sens the operator p , p = 0,
given by (∗), converges to , when p → 0.
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Xxs
)
s0 =
(
X
p,x
s
)
s0 =
(
X1(s), . . . ,Xn(s)
)
s0
the diffusion process with values in Cn, given by (5), appearing in the Feynman–Kac formula (4)
(see Theorem 1).
We see that, for each l ∈ {1,2, . . . , n}, (Xl(s))s0 is a solution of the following S.D.E.:
Xl(s) = xl +
√
ıh
s∫
0
(
1 + √ıpXl(s)
)
dBl(s) (24)
(cf. [7,6]) and we deduce from (24), using classical estimations, that: for each T > 0 and compact
K ⊆ Cn, there exists a constant C = CT,K > 0 such that for every p ∈ ([−1,+1]\{0}):
Supx∈KE
{
Supt∈[0,T ]
∣∣Xp,xt − (x + √ıhBt )∣∣2} p2C −−−→p→0 0 (25)
where (Bt )t0 = (B1(t), . . . ,Bn(t))t0.
Therefore, the diffusion process (Xp,xt )t0, related to the operator ıh2 p (via Theorem 1),
“converges”, when p → 0, to the process (x+√ıhBt )t0, related to ıh2  (cf. Theorem 2, below).
2. Study of the limit case p = 0
Let © be a non-empty open set of Rn and V (resp. f ), a sufficiently regular map from R+×©
(resp. ©), to the complex numbers C.
As in [7], we study here, under analyticity conditions, the Schrödinger equation:⎧⎨⎩ ıh∂Ψ∂t (t, x) = −h
2
2
Ψ (t, x)+ V (t, x)Ψ (t, x),
Ψ (0, x) = f (x)
(26)
where (t, x) ∈ R+ × ©, ı2 = −1.
Consider D = D© the open set of Cn given by
D = {x + √ıy where x ∈ ©, y ∈ Rn}. (27)
Assumption (I′).
1. There exists a continuous map V˜ from R+ × D to C such that, for each t ∈ R+, the partial
map V˜ (t,•) : x ∈ D → V˜ (t, x) ∈ C is holomorphic and V˜|R+×© = V .
2. There exists a holomorphic map f˜ from D to C such that f˜|© = f .
We are going to formulate a theorem analogous to Theorem 1, and which corresponds to the
limit case p = 0. Note, however, that the diffusion process (Xx)t0 = (Xp,xt )t0 related to thet
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the simple process (X0,xt )t0 where
X
0,x
t = x +
√
ıhBt (28)
and since the latter process doesn’t satisfy estimations (8), we shall introduce, as in [7], for
integrability reasons, some growth conditions at infinity concerning the data V˜ and f˜ .
The open set D = D© ⊆ Cn being given by (27), we introduce the space:
(∗∗) T = {ϕ : D → C satisfying: for each xo ∈ ©, there exists an open neighbourhood Uxo ⊆ ©
of xo and positive constants αxo and βxo such that, if (x, y) ∈ Uxo × Rn, we have the
inequality |ϕ(x + √ıy)| exp(αxo + βxo .|y|)}.
Assumption (II). Assumption (I′) being satisfied, we assume furthermore that
1. For every T > 0: Supt∈[0,T ] exp{V˜ (t,•)} ∈ T where V˜ is the imaginary part of V˜ .
2. f˜ ∈ T .
Theorem 2. Under Assumption (II) about the data f and V , the problem (26) admits a unique
strong solution Ψ = (Ψ (t, x))(t,x)∈R+×© which can be extended as a C1 map from R+ ×D to C,
analytic with respect to x, x ∈ D, and such that, for every T > 0: Supt∈[0,T ] |Ψ (t,•)| ∈ T .
Moreover, one has the following representation, for each (t, x) ∈ R+ × D:
Ψ (t, x) = E
{
f˜ (x + √ıhBt ) exp
(
1
ıh
t∫
0
V˜ (t − s, x + √ıhBs)ds
)}
. (29)
Proof. It follows, step by step, the proof of Theorem 1, as the random variables involved in this
context are integrable, thanks to Assumption (II); cf. [7]. 
Examples. Let v be continuous a map from R+ × C to C such that, for every t  0, the partial
map: x ∈ C → v(t, x) ∈ C is holomorphic.
(1) Given l = (l1, l2, . . . , ln) ∈ Rn\{0} and c ∈ R, we consider the open set of Rn:
© = {x = (x1, x2, . . . , xn) ∈ Rn such that l.x + c = 0}
where l.x =∑nj=1 lj xj , and the map V : R+ × © → C defined by
V (t, x) = v
(
t,
1
|l.x + c|r
)
, for every (t, x) ∈ R+ × © (30)
where r > 0 is fixed.
We introduce the open set of Cn D = D©, given by (27). Let f be an analytic map from D
to C, belonging to the space T , defined by (∗∗).
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the Schrödinger equation:⎧⎨⎩ ıh
∂Ψ
∂t
(t, x) = −h
2
2
Ψ (t, x) + v
(
t,
1
|l.x + c|r
)
Ψ (t, x),
Ψ (0, x) = f (x), where (t, x) ∈ R+ × ©.
(31)
The problem (31) admits a unique strong solution, Ψ = (Ψ (t, x))(t,x)∈R+×©, which can be ex-
tended as a C1 map from R+ × D to C, analytic with respect to x, x ∈ D, and such that for every
T > 0, Supt∈[0,T ] |Ψ (t,•)| ∈ T .
For (t, x) ∈ R+ × D, the solution is given by the formula
Ψ (t, x)
= E
{
f (x + √ıhBt ) exp
(
1
ıh
t∫
0
v
(
t − s, exp
(
− r
2
log
[
(l.x + c + √ıhl.Bs)2
]))
ds
)}
(32)
where the symbol log[ ] represents the principal complex determination of the logarithmic func-
tion extended to C\J , where J = ıR+.
Proof. One can easily prove, using the estimations established in [7, Proposition 4], that the po-
tential V given in (30), and the initial function f satisfy Assumption (II). Therefore Proposition 3
follows from a direct application of Theorem 2. 
(2) With the notations of Example 1, one can handle similarly other potentials given, for
instance, by ⎧⎪⎨⎪⎩V (t, x) = v
(
t,
1
(sin(l.x + c))r
)
, t  0; r ∈ N∗ fixed,
x ∈ © = {x ∈ Rn: l.x + c = kπ, for every k ∈ Z}, (33){
V (t, x) = v(t, (tan(l.x + c))r), t  0; r ∈ N∗ fixed,
x ∈ © = {x ∈ Rn: l.x + c = π2 + kπ, for every k ∈ Z}, (34)
V (t, x) = v(t,P (x)), t  0, x ∈ Rn (35)
where P(•) is a polynomial function on Cn of degree d ∈ N∗, P(x) = a0 + a1.x + · · · + ad.xd ,
with the following conditions:
• al , l = 0,1, . . . , d is a symmetric multilinear map from (Cn)l to C such that al[(Rn)l] ⊆ R;
• d = 2 + 4k, k ∈ N and (−1)k.ad < 0.
The previous examples illustrate the fact that, by Theorem 2, one can solve the Schrödinger
equation with time-dependent potentials admitting strong singularities.
H. Doss / Journal of Functional Analysis 260 (2011) 1824–1835 1835Remark 3. Consider the solution Ψ = (Ψh(t, x)) of the Schrödinger equation (3) (given by
Theorem 1), or (26) (given by Theorem 2). We can prove, using the results established in [4,8],
for “small” t , when h → 0, semi-classical asymptotic expansions, for every N ∈ N∗:
Ψh(t, x) = exp
(
ı
h
S(t, x)
){
b0(t, x) + b1(t, x)h + · · · + bN(t, x)hN + ◦
(
hN
)} (36)
where the functions S(t, x) and bl(t, x), l ∈ N, have explicit expressions with the help of Wiener
integrals “around” a “critical” trajectory γ (t,x).
P.S. Our motivation for studying Schrödinger equation stems from the work of [5].
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