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SUBTREES AND INDEPENDENT SUBSETS IN UNICYCLIC
GRAPHS AND UNICYCLIC GRAPHS WITH FIXED SEGMENT
SEQUENCE
ERIC OULD DADAH ANDRIANTIANA AND HUA WANG
Abstract. In the study of topological indices two negative correlations are
well known: that between the number of subtrees and the Wiener index (sum
of distances), and that between the Merrifield-Simmons index (number of in-
dependent vertex subsets) and the Hosoya index (number of independent edge
subsets). That is, among a certain class of graphs, the extremal graphs that
maximize one index usually minimize the other, and vice versa. In this paper,
we first study the numbers of subtrees in unicyclic graphs and unicyclic graphs
with a given girth, further confirming its opposite behavior to the Wiener in-
dex by comparing with known results. We then consider the unicyclic graphs
with a given segment sequence and characterize the extremal structure with
the maximum number of subtrees. Furthermore, we show that these graphs are
not extremal with respect to the Wiener index. We also identify the extremal
structures that maximize the number of independent vertex subsets among
unicyclic graphs with a given segment sequence, and show that they are not
extremal with respect to the number of independent edge subsets. These re-
sults may be the first examples where the above negative correlation failed in
the extremal structures between these two pairs of indices.
1. Introduction
The study of topological indices and the extremal graphs that maximize or min-
imize them have attracted much attention in the recent years. In particular, the
number of subtrees n(G) of a graph G has been found to be “negatively correlated”
to the Wiener index [20]
W(G) =
∑
u,v∈V (G)
dG(u, v)
where dG(u, v) denotes the distance between u and v in G. This negative correla-
tion was observed as among certain categories of graphs, the extremal structures
that maximize n(G) also minimizes W(G) and vice versa. In [16] the correlations
between a number of pairs of graph invariants were examined, n(G) and W(G) were
found to be the most (negatively) correlated. Along this line extremal graphs with
respect to n(G) [1, 13, 23, 24] have been found to coincide with those with respect
to W(G) [12, 19, 22, 23] in many different classes of graphs.
Another pair of such “negatively correlated” graph invairants are the Merrifield-
Simmons index [10]
σ(G) = |{B ⊆ V (G) : {{u, v} : u, v ∈ B} ∩ E(G) = ∅}|
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and the Hosoya index [6]
Z(G) = |{B ⊆ E(G) : e ∩ e′ = ∅ for any e 6= e′ in B}|.
They count the number of independent vertex subsets and the number of indepen-
dent edge subsets, respectively. The extremal graphs with respect to Z(·) and σ(·)
are shown to coincide in several classes of graphs (that is, what maximizes one
minimizes the other). For details we recommend the survey [18] and the references
therein.
A unicyclic graph is a connected graph that contains exactly one cycle. As
many of the earlier extremal problems for these graph invariants were considered
for various classes of trees, examining extremal problems for unicyclic graphs seems
to be the natural next step. In the case of the Wiener index, some of such results
have already been reported [4, 11, 14, 15].
We denote by Cn, Sn and Pn the n-vertex cycle, star and path, respectively. For
n ≥ 3, let USn be the unicyclic graph obtained by adding an edge to join two leaves
of Sn, and UPn be the unicyclic graph obtained by identifying a vertex of C3 and
an end of Pn−2 (Figure 1). We will first characterize the extremal structures among
all unicyclic graphs that maximize or minimize the number of subtrees.
US6 UP6
Figure 1. The graphs US6 and UP6.
Theorem 1.1. For any n-vertex unicyclic graph G with n ≥ 3, we have
n(USn) ≥ n(G) ≥ n(UPn).
Generalizing the notations USn and UPn, we define US
l
n to be the graph ob-
tained by attaching n − l pendent vertices to one vertex of Cl and UP
l
n to be
obtained by attaching a pendent path of length n − l to a vertex of Cl. It is easy
to see that USn = US
3
n and UPn = UP
3
n . Now for unicyclic graphs with a given
girth we have the following.
Theorem 1.2. If G is an n-vertex unicyclic graph with girth l, then
n(USln) ≥ n(G) ≥ n(UP
l
n)
for any integer n ≥ l ≥ 3.
Theorems 1.1 and 1.2, compared with known results on the Wiener index (see
for instance [21]), further confirming the negative correlation between n(G) and
W(G).
A path P in G is called a segment if the end vertices of P are of degrees 1 or
at least 3 in G, and the internal vertices of P are all of degree 2 in G. The non-
increasing sequence of the segment lengths in G is called its segment sequence. For
example, the segment sequences of Sn and Pn are (1, 1, . . . , 1) and (n− 1), respec-
tively. Extremal problems on trees with a given segment sequence have recently
been considered [2,3,7]. In particular, findings concerning n(G) and W(G) further
confirm the negative correlation between them.
Sometimes in specific arguments we may, when there is no confusion, allow a
segment sequence to be not necessarily non-increasing. After all, the ordering of
the entries does not change the set of segment lengths in a graph.
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We denote by U(l1, . . . , lm) the set of all unicyclic graphs with segment sequence
(l1, . . . , lm). If li ≥ 3, Ui(l1, . . . , lm) is the element of U(l1, . . . , lm) whose cycle
consists of one segment of length li and the segments not on the cycle form a
starlike tree. We then have the following for unicyclic graphs with a given segment
sequence.
Theorem 1.3. Let (l1, . . . , lm) be a segment sequence of an n-vertex unicyclic graph
with l1 ≥ 3. For any U ∈ U(l1, . . . , lm), we have
n(U) ≤ n(U1(l1, . . . , lm)).
Remark 1. It is interesting to note that the analogue of Theorem 1.3, with respect
to the Wiener index, is not true. For instance, U1(4, 4, 1, 1) does not minimize the
Wiener index among all graphs in U(4, 4, 1, 1) since
W(H1) = 118 < 120 = W(U1(4, 4, 1, 1))
where H1 is as shown in Figure 2.
H1 H2 = U1(4, 4, 1, 1)
Figure 2. The graphs H1 and H2 = U1(4, 4, 1, 1) in Remark 1.
In other words, we have one of very few cases of extremal structures where the
negative correlation between n(G) and W(G) fails to hold.
When every segment is too short to form a cycle on its own, that is, when l1 ≤ 2
where U1(l1, . . . , lm) is not a simple graph, the extremal unicyclic graph is
Uli,lj (lσ(1), . . . , lσ(t); lσ(t+1), . . . , lσ(m−2)),
where σ : {1, 2, . . . ,m − 2} −→ {1, 2, . . . ,m} \ {i, j} is the natural bijection that
preserves the numerical ordering. This graph is obtained from the cycle Cli+lj by
attaching t pendent paths of lengths lσ(1), . . . , lσ(t) at one vertex v and m − t − 2
pendent paths of lengths lσ(t+1), . . . , lσ(m−2) to another vertex so that the graph
has the segment sequence (l1, . . . , lm). For example the graph H1 in Figure 2 is
U4,4(1; 1). Noting that Uli,lj (lσ(1), . . . , lσ(t); lσ(t+1), . . . , lσ(m−2)) fails to be a simple
graph if li = lj = 1, the extremal unicyclic structure may also be the graph U
1
n,
obtained by attaching a pendent vertex to each of two vertices of C3 and n − 5
pendent vertices to the third vertex.
Theorem 1.4. Let (l1, . . . , lm) be a segment sequence with l1 ≤ 2 and H ∈
U(l1, . . . , lm):
i) If l1 = 2 and m ≥ 4, then
n(H) ≤ n(Ul1,l2(l3, . . . , lm−1; lm)).
ii) If l1 = 1 and m ≥ 6, then
n(H) ≤ n(U1m).
Now let Un,m denote the set of unicyclic graphs with n vertices and m segments.
Again we have several possible extremal structures that maximize the number of
subtrees, depending on the value of n and m.
Theorem 1.5. Let G ∈ Un,m for some integers n ≥ 3 with n ≥ m:
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i) If n ≥ m+ 2, then
n(G) ≤ n(U1(l1, . . . , lm)),
where (l1, . . . , lm) is a segment sequence of n-vertex unicyclic graphs with
2li + 1 ≤ l1 ≤ 2li + 3 for any i 6= 1.
ii) If n = m+ 1, then n(G) ≤ n(U2,1( 1 . . . , 1︸ ︷︷ ︸
m−3 times
; 1)).
iii) If n = m, then n(G) ≤ n(U1n).
Similarly, for the number of independent vertex subsets, we have the following
among unicyclic graphs with a given segment sequence.
Theorem 1.6. Consider a segment sequence L = (l1, . . . , lm) with l1 ≥ 3:
• If L contains an even entry li ≥ 3 and if li0 is the smallest such entry, then
σ(Ui0(l1, . . . , lm)) ≥ σ(G) (1)
for any G ∈ U(l1, . . . , lm).
• If all the li’s that are at least 3 are odd, then
σ(U1(l1, . . . , lm)) ≥ σ(G) (2)
for any G ∈ U(l1, . . . , lm).
Equality in each of (1) and (2) holds if the two compared graphs are isomorphic.
Remark 2. Again, the analogue of Theorem 1.6 for Z does not hold. For example,
Z(U1(6, 4)) = 114 < 115 = Z(U2(6, 4)).
That is, among unicyclic graphs with a given segment sequence the extremal trees
that maximize σ(·) are not necessarily the same as those that minimize Z(·). Thus
the well known negative correlation between σ(·) and Z(·) also fails to hold in
U(l1, . . . , lm).
Similar conclusion as Theorem 1.4 holds for the number of independent vertex
subsets when all segments are short.
Theorem 1.7. Let (l1, . . . , lm) be a segment sequence with l1 ≤ 2 and H ∈
U(l1, . . . , lm):
i) If l1 = 2 and m ≥ 4, then
σ(H) ≤ σ(Ul1,l2(l4, . . . , lm−1; l3)).
ii) If l1 = 1 and m ≥ 6, then
σ(H) ≤ σ(U1m).
Our last theorem provides a characterization of the unicyclic graph with fixed
number of segments and maximum σ(·).
Theorem 1.8. Let G ∈ Un,m for some positive integers n ≥ m.
i) If n ≥ m+ 3, then
σ(U2(ℓ1, . . . , ℓm)) ≥ σ(G),
where ℓ1 = n−m− 2, ℓ2 = 4 and ℓ3 = · · · = ℓm = 1.
ii) If n = m+ 2, then σ(U2,2(1, . . . , 1︸ ︷︷ ︸
m−3 times
; 1)) ≥ σ(G).
iii) If n = m+ 1, then σ(U2,1(1, . . . , 1︸ ︷︷ ︸
m−3 times
; 1)) ≥ σ(G).
iv) If n = m, then σ(U1n) ≥ σ(G).
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In Section 2 we will present the proofs of Theorems 1.1 and 1.2. We then consider
the extremal structures, among unicyclic graphs with a given segment sequence or
the number of segments with respect to the number of subtrees, showing Theo-
rems 1.3, 1.4, 1.5 in Section 3. Section 4 is devoted to the number of independent
subsets, where Theorems 1.6, 1.7, 1.8 are proven. We comment on our findings in
Section 5.
2. Subtrees of unicyclic graphs
First we introduce some notations and useful observations. Let ηk(G) be the set
of k-vertex subtrees of G and nk(G) = |ηk(G)|. It is easy to see that n0(G) = 1,
n1(G) = |V (G)| and n(G) =
∑
k≥0 nk(G). We also define
nk(A, G) = |{T ∈ ηk(G) : A is in T }|
and
n(A, G) =
∑
k≥0
nk(A, G)
where A can be any collection of vertices and/or edges of G.
The following lemma lists some basic enumeration results.
Lemma 2.1. For any integer n ≥ 2, we have
• nk(Pn) = n− k + 1 for any integer n ≥ k ≥ 1;
• nk(Cn) = n for any integer n ≥ k ≥ 1;
• nk(Sn) =
(
n−1
k−1
)
for any integer n ≥ k ≥ 2.
Hence
n(Pn) =
n2 + n+ 2
2
,
n(Cn) = n
2 + 1, (3)
and
n(Sn) = n+ 2
n−1.
Proof. The proof follows from noticing that subtrees (with at least one vertex) in
Pn or Cn are simply subpaths (including the ones on single vertices) decided by its
end vertices, and a subtree in Sn containing the center is determined by the leaves
it contains. We skip the details. 
The following extremal result on nk(G) among trees is useful to us.
Theorem 2.2 ([9]). For any n-vertex tree T , we have
nk(Sn) ≥ nk(T ) ≥ nk(Pn)
for any integer k ≥ 0.
Of course, Theorem 2.2 implies the extremality of n(Sn) and n(Pn). When
considering subtrees containing a particular vertex, we have the following analogue
of Theorem 2.2.
Lemma 2.3. Let c be the center of Sn, ν an end of Pn, and v any vertex of an
n-vertex tree T , then
nk(c, Sn) ≥ nk(v, T ) ≥ nk(ν, Pn)
for any integer k ≥ 0.
Proof. The k = 0, 1 cases are trivial. For any k ≥ 2 and any v ∈ V (T ), we have
nk(c, Sn) = nk(Sn) ≥ nk(T ) ≥ nk(v, T ) ≥ 1 = nk(ν, Pn).

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2.1. Unicyclic graphs. First note that there is only one unicyclic graph on 3
vertices. For n = 4, there are exactly two unicyclic graphs US4 = UP4 and C4,
with n(US4) = n(C4).
Proof of Theorem 1.1. We proceed by induction on n. Assume n(USn) ≥ n(G) ≥
n(UPn) for any unicyclic graph G on n vertices, for n ≤ l for some l ≥ 3. For such
a graph G we first establish an analogue of Lemma 2.3 for unicyclic graphs. Let c
be the branching vertex (a vertex of degree at least 3) of USn and ν be the only
vertex of degree 1 in UPn (or one vertex of the cycle if n = 3), then for any vertex
v in an n-vertex unicyclic graph G we have
n(c, USn) = n(USn)− n− 1 ≥ n(G)− n− 1 ≥ n(v,G) ≥ n+ 3 ≥ n(ν, UPn).
If e is an edge on the cycle of G chosen to be closest to v, then there are at least
n subtrees containing v in G − e, and there are at least three subtrees of G that
contain both v and e. So the second to last inequality is valid for any n (not just
for n ≤ l).
Now, assume that G is a (n = l + 1)-vertex unicyclic graph. We consider two
cases:
• First, suppose G has a pendent vertex v with neighbor v′, let u be a leaf
in USn and c be its branching vertex. Let ν
′ be the neighbor of ν in UPn.
Then G− v is still a unicyclic graph and
n(USn) = n(USn − u) + n(u, USn)
= n(USn−1) + n(c, USn−1) + 1
≥ n(G− v) + n(v′, G− v) + 1 = n(G)
≥ n(UPn−1) + n(ν
′, UPn−1) + 1
= n(UPn − ν) + n(ν, UPn) = n(UPn).
• If G has no pendent vertex, then G = Cn. Direct computation shows, for
n ≥ 4
n(USn) = n0(USn) + n1(USn) + n2(USn) +
n∑
k=3
nk(USn)
= 1 + n+ n+
n∑
k=3
((
n− 1
k − 1
)
+ 2
(
n− 3
k − 3
))
= 2n−1 + 2n−2 + n+ 1 ≥ n2 + 1 = n(Cn)
and
n(UPn) =
n2 + n+ 2
2
+ 3(n− 3) =
n2 + 7n− 16
2
≤ n2 + 1 = n(Cn).

2.2. Unicyclic graphs with fixed girth. Instead of proving Theorem 1.2 we
show a stronger statement below, it is easy to see that Theorem 1.2 follows as an
immediate consequence.
Theorem 2.4. If G is an n-vertex unicyclic graph with girth l, then
nk(US
l
n) ≥ nk(G) ≥ nk(UP
l
n)
for any integers k ≥ 0 and n ≥ l ≥ 3.
Proof. We proceed by induction on n. When n = l or l+1 there is only one n-vertex
unicyclic graph with girth l.
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Assume that the inequalities hold whenever l ≤ n ≤ t for some t ≥ l + 1. Now,
we consider the case where n = t+ 1 ≥ l + 2. As part of the induction hypothesis,
we know that
nk(US
l
t) ≥ nk(G) ≥ nk(UP
l
t )
for any integers k ≥ 0 and 3 ≤ l ≤ t, and any unicyclic graph G on t vertices with
girth l.
For any v ∈ V (G), c being the branching vertex of USlt and ν being the leaf in
UP lt , we have, for k ≥ 2,
nk(c, US
l
t) = nk(US
l
t)− nk(Pl−1) ≥ nk(v,G),
nk(v,G) ≥ nk(ν, UP
l
n) =


1 if k ≤ n− l + 1,
k − (n− l) if n− l + 1 ≤ k ≤ n,
0 otherwise
and
nk(v,G) ≥


1 if k ≤ d+ 1,
k − d if d+ 1 ≤ k ≤ d+ l,
l if d+ l ≤ k ≤ n,
0 otherwise
where d ≤ n − l is the distance between v and the cycle in G. Consequently, for
any k ≥ 2, we have
nk(c, US
l
t) ≥ nk(v,G) ≥ nk(ν, UP
l
t ).
With n ≥ l + 2, G must have a leaf v with a neighbor v′. Let ν be the leaf in
UP ln with neighbor ν
′, and µ be a leaf in USln. Then, for any k ≥ 2 we have
nk(US
l
n) = nk(US
l
n − µ) + nk(µ, US
l
n) = nk(US
l
n−1) + nk−1(c, US
l
n−1)
≥ nk(G− v) + nk−1(v
′, G− v) = nk(G)
≥ nk(UP
l
n−1) + nk−1(ν
′, UP ln−1)
= nk(UP
l
n − ν) + nk(ν, UP
l
n) = nk(UP
l
n).

3. Subtrees of unicyclic graphs with given segment sequences
In this section we consider the extremal unicyclic graphs, with a given segment
sequence or number of segments, that maximize the number of subtrees. We start
with a technical Lemma.
Lemma 3.1. Let C = Cn(l1, l2, . . . , lm) be a unicyclic graph obtained by attach-
ing m pendent paths of lengths l1, l2, . . . , lm to vertices of Cn. Define SC =
SCn(l1, l2, . . . , lm) to be the special case where all m paths are attached to a single
vertex of Cn (Figure 3). Then for any non-negative integer k we have
nk(C) ≤ nk(SC). (4)
Furthermore, if c is the branching vertex of SC, then for any vertex v on the cycle
of C we have
nk(v, C) ≤ nk(c, SC). (5)
Proof. The case of k = 0 or 1 is obvious. For k ≥ 2, we proceed by induction on m.
If m = 1, the inequality (4) is obvious as we have C = SC. Inequality (5) follows
from the fact that there are more subtrees containing c than those containing any
other vertex v on the cycle of C = SC.
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C SC
Figure 3. Examples of the graphs C and SC in Lemma 3.1.
Suppose that (4) and (5) hold for m ≤ s for some s ≥ 1, and consider now the
case m = s+ 1. Let P be a pendent path of length lm with vertices u on the cycle
of C and v1, v2, . . . , vlm not on the cycle. Note that by the induction hypothesis
nk(u,C − v1 − v2 − · · · − vlm) ≤ nk(c, SC − v1 − v2 − · · · − vlm)
for any k ≥ 0. For any integer k ≥ 2, we have
nk(C) = nk(C − v1 − v2 − · · · − vlm) + nk(P )
+
∑
k1+k2=k+1
k1,k2≥2
nk1(u,C − v1 − v2 − · · · − vlm) · nk2(u, P )
≤ nk(SC − v1 − v2 − · · · − vlm) + nk(P )
+
∑
k1+k2=k+1
k1,k2≥2
nk1(c, SC − v1 − v2 − · · · − vlm) · nk2(c, P )
= nk(SC)
and
nk(v, C) = nk(v, C − v1 − v2 − · · · − vlm)
+
∑
k1+k2=k+1
k2≥2
nk1({v, u}, C − v1 − v2 − · · · − vlm) · nk2(u, P )
≤ nk(v, C − v1 − v2 − · · · − vlm)
+
∑
k1+k2=k+1
k2≥2
nk1(u,C − v1 − v2 − · · · − vlm) · nk2(u, P )
≤ nk(c, SC − v1 − v2 − · · · − vlm)
+
∑
k1+k2=k+1
k2≥2
nk1(c, SC − v1 − v2 − · · · − vlm) · nk2(c, P )
= nk(c, SC)
for any vertex v on the cycle of C. 
Now we establish, through a series of observations, the characteristics of the
extremal structure among unicyclic graphs with a given segment sequence. We
first introduce an operation that, while preserving the segment sequence of a graph,
generate more subtrees of any size. This is a slightly stronger version of Lemma 1
in [3], the proof is similar.
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Lemma 3.2. Let P be a path with end vertices u and v. Let G and K be connected
graphs (not necessarily trees), which contain vertices u′ and v′, respectively. Let H
be the graph obtained by merging u with u′, and v with v′. Let v1, v2, . . . , vl be the
neighbors of v in K. Define
H ′ = H − vv1 − vv2 − · · · − vvl + uv1 + uv2 + · · ·+ uvl
as in Figure 4. Then for any integer k ≥ 0, we have
nk(H
′) ≥ nk(H)
with equality if and only if G or K is a single vertex (in which case H and H ′ are
isomorphic) or k ∈ {0, 1, 2}.
u vP
G K u vP
H ′H
G
K
Figure 4. The graphs H and H ′ in Lemma 3.2.
Proof. We construct a one-to-one map from the set of k-vertex subtrees of H to
that of H ′:
• Any subtrees that contain no edge from G or no edge fromK stay the same.
• A subtree S of H that uses edges from both G and K is mapped to that of
H ′ spanned by the same set of vertices; such subtrees contain the entire P .
If 3 ≤ k ≤ |H | and neither G or K is a single vertex, then H ′ can have subtrees
using edges from G and K but none from P . These subtrees do not have preimages
in the above map. 
Lemma 3.2 can, of course, be stated for general n(.) instead of nk(.). While
doing so we also replace the path P with a general graph R in the statement.
Lemma 3.3. Let u and v be vertices of a graph R, such that n(u,R) ≥ n(v,R).
Let G and K be connected graphs, which contain vertices u′ and v′, respectively.
Let H be the graph obtained by merging u with u′, and v with v′, and H ′ obtained
by merging u′, v′ and u. Then, we have
n(H ′) ≥ n(H)
with equality if and only if n(u,R) = n(v,R) and K is a single vertex (in which
case H and H ′ are isomorphic).
Proof.
n(H ′)− n(H) =
(
n(u,R)− n(v,R)
)
n(v′,K) + (n(u′, G)− 1)(n(v′,K)− 1).

The next observation introduces some simple conditions that can be used to
compare the number of subtrees of different graphs.
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Lemma 3.4. Let K be a graph with at least two vertices, one of which is u. Let H
and H ′ be two other graphs with vertices w and w′ respectively. Let G be the graph
obtained from K and H by identifying u and w, and G′ the graph obtained from
identifying u and w′. Then
n(G′) ≥ n(G)
if
n(H ′) ≥ n(H) and n(w′, H ′) ≥ n(w,H). (6)
Furthermore, we have n(G′) > n(G) if strict inequality holds in at least one of the
conditions in (6).
Proof. Assuming (6), we have
n(G′) = n(H ′) + n(K)− 2 + (n(w′, H ′)− 1)(n(u,K)− 1)
≥ n(H) + n(K)− 2 + (n(w,H) − 1)(n(u,K)− 1)
= n(G)
with equality if and only if both equalities hold in (6). 
In the next few lemmas we compare the total number of subtrees by establishing
the conditions (6) between certain pairs of subgraphs.
Lemma 3.5. For any integers l1 ≥ l2 ≥ 3, we have
n(U1(l1, l2)) ≥ n(U2(l1, l2)) and n(u, U1(l1, l2)) ≥ n(v, U2(l1, l2)),
where u and v are the branching vertices of U1(l1, l2) and U2(l1, l2), respectively.
The equality holds if and only if l1 = l2.
Proof. First, we choose an edge (on the cycle) incident to the branching vertex of
U1(l1, l2). We count the number of subtrees by considering the ones that contain
this edge and the others, yielding
n(U1(l1, l2)) = n(Pn) + |{(x, y, z) : x, y, z ≥ 0, x+ y ≤ l1 − 2 and z ≤ l2}|
= n(Pn) + (l2 + 1)
l1(l1 − 1)
2
= n(Pn) +
l21l2 − l1l2 + l
2
1 − l1
2
. (7)
Similarly
n(U2(l1, l2)) = n(Pn) +
l1l
2
2 − l1l2 + l
2
2 − l2
2
.
Thus
n(U1(l1, l2))− n(U2(l1, l2)) = (l1 − l2)(l1l2 + l2 + l1 − 1)/2 ≥ 0
with equality if and only if l1 = l2. Through the same enumeration process, we also
have
n(u, U1(l1, l2)) = (l2 + 1)
(l1 + 1)l1
2
, (8)
n(v, U2(l1, l2)) = (l1 + 1)
(l2 + 1)l2
2
and thus
n(u, U1(l1, l2))− n(v, U2(l1, l2)) = (l1 + 1)(l2 + 1)(l1 − l2))/2 ≥ 0
with equality if and only if l1 = l2. 
The following lemma considers a specific case. We skip the proof that follows
from direct calculations.
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Lemma 3.6.
n(U1(4, 3)) < n(U1(3, 2, 2)) and n(c, U1(4, 3)) < n(b, U1(3, 2, 2))
where c and b are the branching vertices of U1(4, 3) and U1(3, 2, 2) respectively.
The graphs compared in the following lemma do not have the same segment
sequences. It claims that we can reduce the length of the cycle to form a new
pendent segment, without reducing the total number of subtrees.
Lemma 3.7. Let G be a connected graph with at least two vertices, one of which
is v. Define C = Cn(v,G) to be the graph obtained by merging v with a vertex of
the n-vertex cycle Cn, and U = U1(l1, l2, v, G) to be the graph obtained by merging
v with the branching vertex of U1(l1, l2). If n = l1 + l2 with l1 ≥ l2 > 0 and l1 ≥ 3,
then we have
n(C) < n(U).
Proof. Let u and z be the vertex of Cn and U1(l1, l2), respectively, merged with v
to obtain C and U . For the sake of generality we let d be the distance between z
and the branching vertex of U1(l1, l2) and state our proof accordingly. Note that
we have d = 0 here and Remark 3 addresses cases with other possible values of d.
Note that n(v,G) ≥ 2. Direct calculation and previously established facts (see
(3), (7) and (8)) yield
• n(U1(l1, l2)) =
n2+n+2
2 +
l2
1
l2−l1l2+l
2
1
−l1
2 ;
• n(Cn) = n
2 + 1;
• n(u,Cn) = n
2 + 1− n(Pn−1) =
n2+n
2 ;
• n(z, U1(l1, l2)) =
l2
1
+l1
2 + l2|{(x, y) : x, y ≥ 0 and x+ y ≤ l1 − d− 1}|
+l2|{(x, y) : x, y ≥ 0 and x+ y ≤ d− 1}|
=
l2
1
+l1
2 + l2
(l1−d+1)(l1−d)
2 + l2
(d+1)d
2 .
Since l1 > d+ 1, we now have
n(z, U1(l1, l2))− n(u,Cn) = l2
l1(l1 − 1− d) + d
2 − l2 − 1
2
> 0 for l1 ≥ 3.
Consequently, as l1 ≥ 3 and l2 ≤ l1, we conclude that
n(U)− n(C) = n(U1(l1, l2)) + (n(z, U1(l1, l2))− 1)(n(v,G)− 1)
− n(Cn)− (n(u,Cn)− 1)(n(v,G)− 1)
≥ n(U1(l1, l2))− n(Cn) + n(z, U1(l1, l2))− n(u,Cn)
=
n2 + n+ 2
2
+
l21l2 − l1l2 + l
2
1 − l1
2
− n2 − 1
+ l2
l1(l1 − 1− d) + d
2 − l2 − 1
2
= l2(l1(l1 − d− 2) + d
2 − l2) > 0 for d = 0. (9)

Remark 3. Although d = 0 in Lemma 3.7, other values of d will also occur when
studying graphs with short segments.
By verifying that (9) is non-negative for d = 0, for d = 1 and l2 = 1, and for
d = 2 and l2 ≤ 2, we have n(U)− n(C) ≥ 0 for U and C as defined in Lemma 3.7.
These observations will be useful when considering graphs with short segments.
We are now ready to prove Theorems 1.3, 1.4 and 1.5.
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Proof of Theorem 1.3. Let U be the graph in U(l1, . . . , lm) with the maximum num-
ber of subtrees. By Lemma 3.2, it suffices to consider the case where all pendent
paths are attached to some vertices of a cycle. Let U ′ be obtained from U by
moving all the pendent path to one vertex, Lemma 3.1 implies that
n(U) < n(U ′)
unless U = U ′.
If U ′ ∈ U(l1, . . . , lm) then we are done.
Note that, however, it is possible that U ′ /∈ U(l1, . . . , lm) if U had more than one
segment in its cycle. Should this be the case we can apply Lemma 3.7 and pull out
of the cycle of U ′ the segments of U contained in it, one at a time, to form pendent
paths. At each step, the number of subtrees increases.
Let U ′′ be the graph obtained when we cannot do this anymore. Then the cycle
in U ′′ consists of:
(i) two segments of length 2 of U ;
(ii) or three segments of length 1 of U , or two segments of U of lengths 1 and
2 respectively;
(iii) or just one segment of U .
• In the case of (i):
– If U had a segment of length at least 4, then by Lemmas 3.4 and 3.5 we
can replace the cycle of U ′′ with the longest segment and then replace
the new length-4 pendent segment by two segments of length 2;
– Otherwise the maximum length of any segment in U is 3, and by
Lemmas 3.4 and 3.6 we can replace U1(4, 3) by U(3, 2, 2) (while leaving
the rest of the graph the same).
Either way we can only increase the number of subtrees.
• In the case of (ii), we may simply replace the cycle C3 with one formed
by the longest segment, and replace the new pendent segment of length 3
by three segments of length 1, or one segment of length 1 and another of
length 2. It is easy to see that, in these cases, we can only increase the
number of subtrees.
• In the case of (iii), we only need to replace the cycle with the longest
segment. Again, we can only increase the number of subtrees through
doing so.
In any of these scenarios we end up with U ′′′ = U1(l1, l2, . . . , lm) ∈ U(l1, . . . , lm)
that maximizes the number of subtrees. 
Proof of Theorem 1.4. Suppose that (l1, . . . , lm) is a segment sequence of an uni-
cyclic graph. Let G ∈ U(l1, . . . , lm) be with girth g.
Case 1: Suppose that l1 = l2 = 2. If g is at least l1 + l2 + lm, then by Lemmas
3.1, 3.2 and 3.7 we have n(G) ≤ n(U1(l1 + l2 + lm, l3, . . . , lm−1)). In this case
l1 + l2 + lm ∈ {5, 6}. From Remark 3, we have n(U1(l1 + l2 + lm, l3, . . . , lm−1)) ≤
Ul1,l2(l3, . . . , lm−1; lm). Now consider the case where the girth g is strictly less than
l1 + l2 + lm.
• If g = 5, then we must have lm = 1. The result once again follows from
Lemma 3.7 and Remark 3.
• If g = 4 and the cycle consists of two segments (of length 2), then our
claim follows from Lemma 3.3. Note that if u and v are the two branching
vertices in U2,2(2; 1), where the pendent segment of length 2 is attached to
u, then n(u, U2,2(2, 1)) > n(v, U2,2(2, 1)).
• If g = 3, then lm = 1, then the claim follows from applications of Lemma
3.3 and the facts that
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n(U2,2(l, 1)) = (l
2 + 33l+ 54)/2 > (l2 + 29l+ 50)/2 = n(U2,1(l, 2))
and
n(u, U2,2(l, 1)) = 16(l+ 1) > 14(l+ 1) = n(v, U2,1(l, 2)),
where the pendent path of length l in U2,2(l, 1) (resp. U2,1(l, 2)) is attached
at u (resp. v).
Case 2: If l1 = 2, l2 = 1, then lm = 1 and the argument is similar to Case 1.
Case 3: Now we assume that l1 = 1:
• Suppose that g ≥ 5. Then n ≥ 10 and n(G) < n(U1(5, 1, . . . , 1)). Since
n(U2,1(1; 1)) = 28 > 26 = n(C5) and n(v, U2,1(1; 1)) = 17 > 15 = n(u,C5)
where u is an arbitrary vertex of C5 and v the vertex of degree 2 in U2,1(1; 1),
we have n(U1(5, 1, . . . , 1)) < n(U
1
m) by Lemma 3.4.
• Suppose that g = 4, then n ≥ 8. We can assume (by Lemma 3.3) that
three of the four branching vertex of G have degree 3. Then we have
n(G) = 12 · 2n−5 + 2n−7 + n+ 19 < n+ 6 + 17 · 2n−5 = n(U1m) for n ≥ 8.
• The case of g = 3 follows from direct application of Lemma 3.3.

Proof of Theorem 1.5. Cases (ii) and (iii) are immediate consequences of Theorem
1.4.
For case (i), first note that the condition 2li+1 ≤ l1 ≤ 2li+3 for any i 6= 1 also
implies that |li − lj | ≤ 1 for any i, j ∈ {2, . . . ,m}, and the condition n ≥ m + 2
allows us to have a segment of length at least 3.
Case 1: If the length of the longest segment is at least 3, then by Theorem 1.3
we may assume our extremal unicyclic graph on n vertices with m segments is of
the form U1(l1, . . . , lm). Let b(U1(l1, . . . , lm)) denote the branching vertex in this
graph and St be the t-th segment with length lt, for any t.
• For any 2 ≤ i ≤ m, if l1 ≤ 2li, direct calculation as before shows
n(U1(l1 + 1, li − 1)) > n(U1(l1, li))
and
n(b(U1(l1 + 1, li − 1)), U1(l1 + 1, li − 1)) ≥ n(b(U1(l1, li)), U1(l1, li)).
Hence by Lemma 3.4, replacing S1 and Si with segments of length l1 + 1
and li − 1 would increase the number of subtrees.
• If l1 ≥ 2li + 4 > 2li + 3 for some 2 ≤ i ≤ m, similarly we have
n(U1(l1 − 1, li + 1)) ≥ n(U1(l1, li))
and
n(b(U1(l1 − 1, li + 1)), U1(l1 − 1, li + 1)) > n(b(U1(l1, li)), U1(l1, li)).
Lemma 3.4 implies that replacing S1 and Si with segments of length l1 − 1
and li + 1 would increase the number of subtrees.
Case 2: Now we consider the case where the longest segment has length 2. After
repeated applications of Lemmas 3.1, 3.2 and 3.7 we have U1(l1, . . . , lm−1), where
l1 ∈ {3, 4}, that has at least as many subtrees as before.
If l1 = 4, then n(U1(3, 1, l2, . . . , lm−1)) > n(U1(l1, . . . , lm−1)). Otherwise l1 = 3
and there has to be i0 ∈ {2, . . . ,m− 1} with li0 = 2. In this case we have
n(U1(l1, . . . , li0−1, 1, 1, li0+1, . . . , lm−1)) > n(U1(l1, . . . , lm)).
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Both Case 1 and Case 2 led to extremal structures as described in case (i) of
Theorem 1.5.

4. Independent subsets of unicyclic graphs
We now consider the maximum σ(·) in unicyclic graphs with a given segment
sequence or number of segments. We start with recalling some of the previous
established results.
As in Figure 5, we define P (n, k,G, v) to be the graph obtained by merging a
vertex v of G with the k-th vertex on Pn. The following is known as the “Sliding
Lemma” [17, 25].
Lemma 4.1 ([17,25]). Let n be a positive integer, and write it as n = 4m+ h, for
some h ∈ {1, 2, 3, 4} and for some m ∈ N. Then
σ(P (n, 2, G, v)) > σ(P (n, 4, G, v)) > · · · > σ(P (n, 2m+ 2l, G, v))
> σ(P (n, 2m+ 1, G, v)) > · · · > σ(P (n, 3, G, v)) > σ(P (n, 1, G, v))
and
Z(P (n, 2, G, v)) < Z(P (n, 4, G, v)) < · · · < Z(P (n, 2m+ 2l, G, v))
< Z(P (n, 2m+ 1, G, v)) < · · · < Z(P (n, 3, G, v)) < Z(P (n, 1, G, v))
where l = ⌊h−12 ⌋.
vk vk+1 vn−1 vnvk−1v2v1
G
v
Figure 5. The graph P (n, k,G, v).
Lemma 4.2 ([8]). Let K,H1 and H2 be connected graphs, such that v, u ∈ V (K),
v′ ∈ V (H1), u
′ ∈ V (H2) and E(Hi) 6= ∅ for i = 1, 2. Let (as in Figure 6)
• G be the graph obtained from merging u and v with u′ and v′ respectively;
• G1 be the graph obtained from merging v, u
′ and v′; and
• G2 the graph obtained from merging u, u
′ and v′.
Then σ(G) < max{σ(G1), σ(G2)}.
In particular, if K is a path then the transformation in Lemma 4.2 corresponds
to that of Lemma 3.2. By choosing the Hi’s to be pendent segments in a unicyclic
graph, repeated applications of Lemma 4.2 achieves the transformation in Lemma
3.1.
4.1. Unicyclic graphs with a given segment sequence. Restricting our atten-
tion to unicyclic graphs with a given segment sequence, we introduce a few more
technical observations. In the rest of paper we will also use the notation [u] for the
closed neighborhood of a vertex u.
Lemma 4.3. For any l1, l2, . . . , ln with li > 3 for some i ∈ {1, 2, . . . , n}, we have
σ(Ui(l1, l2, . . . , ln)) < σ(Ui(l1, l2, . . . , li−1, li1 , li2 , li+1, . . . , ln)),
where li1 ≥ 3, li2 ≥ 1, li1 + li2 = li and Ui(l1, l2, . . . , li−1, li1 , li2 , li+1, . . . , ln) is the
unicyclic graph obtained by merging one vertex of the cycle Cli1 with the center of
the starlike graph with segment sequence (l1, l2, . . . , li−1, li2 , li+1, . . . , ln).
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H1 H2
H1
H2
H1
H2G
K
G1K
G2K
Figure 6. Graphs described in Lemma 4.2.
Proof. Let u (resp. u′) be a vertex on the cycle of U = Ui(l1, l2, . . . , ln) (resp.
U ′ = Ui(l1, l2, . . . , li−1, li1 , li2 , li+1, . . . , ln)) that is adjacent to the branching vertex
of U (resp. U ′). Then Lemma 4.1 implies that σ(U ′ − u′) > σ(U − u). Since
U ′ − [u′] is a spanning subgraph of U − [u], we obtain
σ(U) = σ(U − u) + σ(U − [u]) < σ(U ′ − u′) + σ(U ′ − [u′]) = σ(U ′).

Lemma 4.3 essentially allows one to “pull” segments from a long cycle and in-
crease σ(·) at the same time. The next lemma treats the cases when one can
no longer pull any segments from the cycle. This happens if the remaining cycle
consists of two segments of length 2, or two segments of length 1 and 2, or three
segments of length 1. We will explore the change in σ(·) when this cycle (of length
3 or 4, after another cycle takes its place) is split into the corresponding segments.
Following the notations of Lemma 3.7, we let Ui(l1, l2, . . . , ln, v, G) be the graph
obtained by merging a vertex v of G with the branching vertex of Ui(l1, l2, . . . , ln),
and S(l1, l2, . . . , ln, v, G) be obtained by attaching the paths Pl1+1, Pl2+1, . . . , Pln+1
at the vertex v of G.
Lemma 4.4. For any vertex v in a graph G and l ≥ 3, we have
σ(U2(l, 4, v, G)) < σ(U1(l, 2, 2, v, G)), σ(U2(l, 3, v, G)) < σ(U1(l, 2, 1, v, G))
and
σ(U2(l, 3, v, G)) < σ(U1(l, 1, 1, 1, v, G)).
Proof. From the fact σ(Pn+2) = σ(Pn+1) + σ(Pn) for all n ≥ 0, it is easy to show
by induction that 3σ(Pn+1) > 4σ(Pn) for all n ≥ 0.
In the calculations below, w is chosen to be a vertex adjacent to v, not in G, but
on the cycle. Then by Lemma 4.1 we have
σ(U2(l, 3, v, G)) = σ(U2(l, 3, v, G)− w) + σ(U2(l, 3, v, G)− [w])
= σ(S(l, 1, v, G)) + σ(Pl ∪ (G− v))
< σ(S(l − 2, 2, 1, v, G)) + σ(P1 ∪ P2 ∪ Pl−3 ∪ (G− v))
= σ(U1(l, 2, 1, v, G))
and
σ(U1(l, 1, 1, 1, v, G)) = σ(U1(l, 1, 1, 1, v, G)− w) + σ(U1(l, 1, 1, 1, v, G)− [w])
= σ(S(l − 2, 1, 1, 1, v, G)) + σ(P1 ∪ P1 ∪ P1 ∪ Pl−3 ∪ (G− v))
> σ(S(l, 1, v, G)) + σ(Pl ∪ (G− v)) = σ(U2(l, 3, v, G)).
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Similarly we have
σ(U2(l, 4, v, G)) = σ(S(l, 2, v, G)) + σ(P1 ∪ Pl ∪ (G− v))
and
σ(U1(l, 2, 2, v, G)) = σ(S(l − 2, 2, 2, v, G)) + σ(Pl−3 ∪ P2 ∪ P2 ∪G− v).
Consequently
σ(U2(l, 4, v, G))− σ(U1(l, 2, 2, v, G)) < (2σ(Pl)− 9σ(Pl−3))σ(G − v)
= (6σ(Pl−3) + 4σ(Pl−4)− 9σ(Pl−3))σ(G − v)
= (4σ(Pl−4)− 3σ(Pl−3))σ(G − v) < 0 if l ≥ 4.
When l = 3,
σ(U2(3, 4, v, G)) = σ(P3 ∪ P3 ∪ (G − v)) + σ(P2 ∪ P1 ∪ (G− [v]))
= 25σ(G− v) + 6σ(G− [v])
≤ 27σ(G− v) + 4σ(G− [v])
= σ(P2 ∪ P2 ∪ P2 ∪ (G− v)) + σ(P1 ∪ P1 ∪ (G− [v]))
= σ(U1(3, 2, 2, v, G)).

One more technical lemma is needed, then we are ready to prove Theorem 1.6.
Lemma 4.5. If n ≥ m ≥ 1 are integers, then
σ(Pn ∪ Pm−1) ≤ σ(Pn−1 ∪ Pm) if m is odd,
and
σ(Pn ∪ Pm−1) ≥ σ(Pn−1 ∪ Pm) if m is even.
Proof. The case n = m is trivial. For the rest of the proof we assume n > m. For
m = 1 and n ≥ 2 we have
σ(Pn ∪ Pm−1) = σ(Pn) = σ(Pn−1) + σ(Pn−2)
≤ 2σ(Pn−1) = σ(Pn−1 ∪ Pm).
For m = 2 we have
σ(Pn ∪ Pm−1) = σ(Pn ∪ P1) = 2σ(Pn) = 2σ(Pn−1) + 2σ(Pn−2)
≥ 3σ(Pn−1) = σ(Pn−1 ∪ Pm).
We now proceed by induction on m:
• If m is odd, then m− 1 is even, by the induction hypothesis we have
σ(Pn−2)σ(Pm−1) ≤ σ(Pn−1)σ(Pm−2).
Thus
σ(Pn ∪ Pm−1) = σ(Pn)σ(Pm−1) = σ(Pn−1)σ(Pm−1) + σ(Pn−2)σ(Pm−1)
≤ σ(Pn−1)σ(Pm−1) + σ(Pn−1)σ(Pm−2) = σ(Pn−1 ∪ Pm).
• If m is even, then similarly we have
σ(Pn ∪ Pm−1) = σ(Pn)σ(Pm−1) = σ(Pn−1)σ(Pm−1) + σ(Pn−2)σ(Pm−1)
≥ σ(Pn−1)σ(Pm−1) + σ(Pn−1)σ(Pm−2) = σ(Pn−1 ∪ Pm).

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Proof of Theorem 1.6. From Lemmas 4.2, 4.3 and 4.4 we know that to find the
graph with maximum σ in U(l1, . . . , lm), we only need to consider graphs of the
form Ui(l1, . . . , lm).
Let Im = {1, . . . ,m}. Note that
σ(Ui(l1, . . . , lm)) = σ(Pli−1)
∏
j∈Im
j 6=i
σ(Plj ) + σ(Pli−3)
∏
j∈Im
j 6=i
σ(Plj−1).
Assume that there exist even entries in (l1, . . . , lm), and li0 is the smallest of
them. If i ∈ Im and i < i0 (i.e. li ≥ li0), then by Lemma 4.5 we have
σ(Ui0 (l1, . . . , lm))− σ(Ui(l1, . . . , lm))
= (σ(Pli0−1)σ(Pli)− σ(Pli0 )σ(Pli−1))
∏
j∈Im
j 6=i,i0
σ(Plj )
+ (σ(Pli0−3)σ(Pli−1)− σ(Pli0−1)σ(Pli−3))
∏
j∈Im
j 6=i,i0
σ(Plj−1)
= (σ(Pli0−1)σ(Pli)− σ(Pli0 )σ(Pli−1))
∏
j∈Im
j 6=i,i0
σ(Plj )
+ (σ(Pli0−3)σ(Pli−2)− σ(Pli0−2)σ(Pli−3))
∏
j∈Im
j 6=i,i0
σ(Plj−1)
+ (σ(Pli0−3)σ(Pli−3)− σ(Pli0−3)σ(Pli−3))
∏
j∈Im
j 6=i,i0
σ(Plj−1)
= (σ(Pli0−1)σ(Pli)− σ(Pli0 )σ(Pli−1))
∏
j∈Im
j 6=i,i0
σ(Plj )
+ (σ(Pli0−3)σ(Pli−2)− σ(Pli0−2)σ(Pli−3))
∏
j∈Im
j 6=i,i0
σ(Plj−1) ≥ 0.
If i ∈ Im, li ≥ 3 and i > i0 (i.e. li ≤ li0), then li has to be odd and again by
Lemma 4.5 we have
σ(Ui0 (l1, . . . , lm))− σ(Ui(l1, . . . , lm))
= (σ(Pli0−1)σ(Pli)− σ(Pli0 )σ(Pli−1))
∏
j∈Im
j 6=i,i0
σ(Plj )
+ (σ(Pli0−3)σ(Pli−2)− σ(Pli0−2)σ(Pli−3))
∏
j∈Im
j 6=i,i0
σ(Plj−1) ≥ 0.
The proof of the case where all entries (at least 3 in the segment sequence) are
odd is similar. 
Proof of Theorem 1.7. Let G ∈ U(l1, . . . , lm) be one with the maximum value of
σ(G). By Lemma 4.2 we can assume that G is a graph obtained by attaching pen-
dent vertices to vertices of a cycle. Furthermore, all, except possibly one, branch-
ing vertices in G must have degree 3. Further let g be the girth of G and let
S(li1 , . . . , lik) denote the starlike graph with segment sequence (li1 , . . . , lik). First
consider the case when l1 = 2.
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If g ≥ l1+ l2+ l3, then it is easy to see that σ(G) ≤ σ(U1(l1+ l2+ l3, l4, . . . , lm))
and
σ(Ul1,l2(l4, . . . , lm; l3))− σ(U1(l1 + l2 + l3, l4, . . . , lm))
=


∏m
i=4 σ(Pli )(σ(S(l1 − 1, l2 − 1, l3))− σ(Pl1+l2+l3−1))
+
∏m
i=4 σ(Pli−1)(σ(Pl3+1)− σ(Pl1+l2+l3−3)) if l2 = 2,
∏m−1
i=3 σ(Pli)(σ(Pl1+l3)− σ(Pl1+l2+l3−1))
+
∏m−1
i=3 σ(Pli−1)(σ(Pl3 )− σ(Pl1+l2+l3−3)) if l2 = 1,
≥0,
with equality only if the two graphs under consideration are isomorphic to each
other. Note that replacing a pendent segment of length 2 by two pendent segments
of length 1 (if necessary) also increases σ(.)
Now let l1 + l2 + l3 > g. Then g ∈ {3, 4, 5} and we consider different cases:
• If g = 5, then we must have l2 = l3 = 2 and lm = 1. Our claim follows
from Lemma 4.2 and the fact that
σ(U4,1(t1, . . . , ts; t))− σ(U2,2(t1, . . . , ts, t− 1; 2))
=
s∏
i=1
σ(Pti )(σ(Pt+4)− σ(Pt−1)σ(S(1, 1, 2))
+
s∏
i=1
σ(Pti−1)(σ(P2)σ(Pt)− σPt−2σ(P3))
=
s∏
i=1
σ(Pti )(8σ(Pt−1) + 5σ(Pt−2)− 14σ(Pt−1))
+
s∏
i=1
σ(Pti−1)(3σ(Pt)− 5σPt−2) < 0
and
σ(U3,2(t1, . . . , ts; t))− σ(U2,2(t1, . . . , ts, t− 1; 2))
=
s∏
i=1
σ(Pti )(σ(S(1, 2, t)− σ(Pt−1)σ(S(1, 1, 2))
+
s∏
i=1
σ(Pti−1)(σ(Pt+2)− σPt−2σ(P4)) < 0,
as Pt−1 ∪ S(1, 1, 2) and Pt−2 ∪ P4 are spanning subgraphs of S(1, 2, t) and
Pt+2, respectively.
• If g = 4 and l2 = 2, then the claim follows from Lemma 4.2 and the fact
that
σ(U3,1(t1, . . . , ts; t))− σ(U2,2(t1, . . . , ts; t))
=
s∏
i=1
σ(Pti )(σ(Pt+3)− σ(S(1, 1, t))) +
s∏
i=1
σ(Pti−1)(2σ(Pt)− σ(Pt+1))
=
s∏
i=1
σ(Pti )(σ(Pt+3)− σ(S(1, 1, t))) +
s∏
i=1
σ(Pti−1)(2σ(Pt)− σ(Pt+1))
=−
s∏
i=1
σ(Pti) +
s∏
i=1
σ(Pti−1) < 0
18
and
σ(U2,2(2, t1, . . . , ts; 1))− σ(U2,2(t1, . . . , ts, 1; 2))
=
s∏
i=1
σ(Pti )(3σ(S(1, 1, 1))− 2σ(S(1, 1, 2))) +
s∏
i=1
σ(Pti−1)(2σ(P2)− σ(P3))
=−
s∏
i=1
σ(Pti) +
s∏
i=1
σ(Pti−1) < 0. (10)
• If g = 4 and l2 = 1, then our claim follows from Lemma 4.2 and the identity
σ(U1(4, t1, . . . , ts))− σ(U2,1(t1, . . . , ts; 1))
=
s∏
i=1
σ(Pti)(σ(P3)− σ(P3)) +
s∏
i=1
σ(Pti−1)(σ(P1)− σ(P1)) = 0.
• If g = 3 and l2 = 2, then our claim follows from Lemma 4.2, (10) and the
fact that
σ(U2,1(2, t1, . . . , ts; t))− σ(U2,2(t1, . . . , ts, 1; t))
=
s∏
i=1
σ(Pti )(3σ(Pt+2)− σ(S(1, 1, t))) +
s∏
i=1
σ(Pti−1)(2σ(Pt)− σ(Pt+1)) < 0.
• If g = 3 and l2 = 1, our claim follows from Lemma 4.2.
If l1 6= 2, then all segments are of length 1. Let u and v be branching vertices
of degree 3 in G and U1m, respectively. Then, it is easy to see (note that U
1
m − [v]
consists of m− 4 isolated vertices) that
σ(U1m) = σ(U
1
m − v) + σ(U
1
m − [v]) ≥ σ(G− u) + σ(G− [u]) = σ(G)
with equality only if G is isomorphic to U1m. 
4.2. Unicyclic graphs with given number of segments. We first point out
the following well known fact that can be directly obtained from Lemma 13 of [5]
through σ(Pi ∪ Pj) = Fi+2Fj+2 = m(Pi+1 ∪ Pj+1). Here Fn’s are the Fibonacci
numbers and m(G) is the matching number of G.
Lemma 4.6. Let n be a positive integer, and write it as n = 4m + h, for some
h ∈ {1, 2, 3, 4} and for some m ∈ N. Then
σ(Pn−2 ∪ P2) < σ(Pn−4 ∪ P4) < · · · < σ(Pn−2m−2l ∪ P2m+2l)
< σ(Pn−2m−1 ∪ P2m+1) < · · · < σ(Pn−3 ∪ P3) < σ(Pn−1 ∪ P1),
where l = ⌊h−12 ⌋.
Proof of Theorem 1.8. We will first prove case (i). The idea is very similar to that
of the proof of Theorem 1.5 and we skip some details.
By Lemma 4.2, we may let G be a unicyclic graph obtained from attaching
pendent paths to a cycle. Letting G′ be obtained from G by moving all pendent
paths to one single vertex, we have σ(G′) ≥ σ(G). Furthermore, from Lemma 4.1,
it suffices now to consider the case where all except possibly one pendant segments
of G′ are of length 1. It is easy to see that whenever G′ does not have m segments,
we can pull an edge from the cycle or from the longest pendent segment, and keep
the value of σ(·) non-decreasing at all times. In the rest of this proof we compare
such a G′ with U = U2(l1, . . . , lm).
Denote by u and v the branching vertices in U = U2(l1, . . . , lm) and G
′, re-
spectively. Let h1 and h2 be the lengths of the cycle and the longest pendent
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path in G′, respectively. Then from our discussion above we have h1 ≥ 3 and
h1 + h2 = n− (m− 2). By Lemma 4.6 we have
σ(U) = σ(U − u) + σ(U − [u])
= σ((m− 2)P1 ∪ P3 ∪ Pn−m−3) + σ(P1 ∪ Pn−m−4)
≥ σ((m− 2)P1 ∪ Ph1−1 ∪ Pn−m+1−h1) + σ(Ph1−3 ∪ Pn−m+h1)
= σ(G′ − v) + σ(G′ − [v]) = σ(G′).
Cases (ii), (iii) and (iv) follow from Theorem 1.7 and the fact that
σ(U2,2(1, . . . , 1; 1))− σ(U1(3, 1, . . . , 1))
= 2n−4σ(S(1, 1, 1)) + σ(P2)− 2
n−4σ(P4)− 2
4 > 0.

5. Concluding remarks
In this paper we mainly considered the extremal problems in unicyclic graphs
with respect to the number of subtrees and the number of independent sets. Given
the rich literature on extremal problems with respect to the number of subtrees in
various classes of trees, it is rather surprising that our Theorems 1.1 and 1.2 appear
to be the first time any extremal results have been presented for the number of
subtrees in unicyclic graphs. The extremal trees that maximize or minimize the
number of subtrees among all unicyclic graphs of a given order turned out to be
exactly those minimize or maximize the Wiener index among these graphs. This
further confirms the well known negative correlation between these two very well
studied topological indices.
We then considered the analogous problems for unicyclic graphs with a given
segment sequence, characterizing the extremal graph (that maximize the number
of subtrees) in Theorem 1.3. It is interesting to see examples showing that the
analogous statement is not true for the Wiener index. This is perhaps the first pair
of non-trivial extremal structures where the negative correlation failed. Based on
the information on unicyclic graphs with a given segment sequence and following
similar arguments the extremal problem, with respect to the number of subtrees,
is also considered for unicyclic graphs with short segments or with a given number
of segments, leading to Theorems 1.4 and 1.5.
With respect to the number of independent sets of a graph, known as the
Merrifield-Simmons index σ(·), similar questions are considered and results analo-
gous to those for the number of subtrees are presented in Theorems 1.6, 1.7 and 1.8.
Once again an example is provided, showing that the negative correlation between
σ(·) and the number of matchings of a graph (Z(·)) fails to hold in unicyclic graphs
with a given segment sequence. Noting that this also seems to be the first known
case of such examples of extremal structures, it may be interesting to explore what
makes the class of unicyclic graphs with a given segment sequence special in such
studies.
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