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Abstract
We study the normalization of a monomial ideal, and show how to compute its
Hilbert function (using Ehrhart polynomials) if the ideal is zero dimensional. A
positive lower bound for the second coefficient of the Hilbert polynomial is shown.
1 Introduction
Let R = k[x1, . . . , xd] be a polynomial ring over a field k and let I be a monomial
ideal of R minimally generated by xv1 , . . . , xvq . As usual for a = (ai) in N
d we set
xa = xa11 · · ·x
ad
d . If R is the Rees algebra of I, R = R[It], we call its integral closure
R the normalization of I. This algebra has for components the integral closures of the
powers of I:
R = R⊕ It⊕ · · · ⊕ Iiti ⊕ · · · ⊂ R⊕ It⊕ · · · ⊕ Iiti ⊕ · · · = R.
In our situation R ⊂ R is a finite extension. By a result of Vasconcelos [13, Theo-
rem 7.58], the I-filtration F = {Ii}∞i=0 stabilizes for i ≥ d, i.e., I
i = I Ii−1 for i ≥ d. We
complement this result by showing that if deg(xvi ) = r for all i, then F stabilizes for i
greater or equal than the minimum of rank(v1, . . . , vq) and d−⌊d/r⌋+1 (Proposition 2.1
and Corollary 2.7).
If dim(R/I) = 0, we are interested in studying the Hilbert function of F :
f(n) = ℓR(R/In) = cdn
d + cd−1n
d−1 + · · ·+ c1n+ c0 (ci ∈ Q; n≫ 0).
We will express f(n) as a difference of two Ehrhart polynomials (Proposition 3.6)
and show a lower bound for cd−1 (Proposition 3.16). In particular we obtain an efficient
way of computing the Hilbert function of F using integer programming methods. As an
application we show that e0(d − 1)− 2e1 ≥ d− 1, where ei is the ith Hilbert coefficient
of f . For monomial ideals this improves the inequality e0(d − 1) ≥ 2e1 given by Polini,
Ulrich and Vasconcelos [11, Theorem 3.2] that holds for an arbitrary m-primary ideal I
of a regular local ring (R,m). This inequality turns out to be useful to bound the length
of divisorial chains for classes of Rees algebras [11, Corollary 3.5].
In the sequel we use [3, 12] as references for standard terminology and notation on
commutative algebra and polyhedral geometry. We denote the set of non-negative real
(resp. integer, rational) numbers by R+ (resp. N, Q+).
2 Normalization of monomial ideals
To avoid repetition, we continue to use the notation and definitions used in the intro-
duction.
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Proposition 2.1 Let r0 be the rank of the matrix (v1, . . . , vq). If v1, . . . , vq lie in a
hyperplane of Rd not containing the origin, then Ib = IIb−1 for b ≥ r0.
Proof. Let Q+A
′ be the cone in Qd+1 generated by the set
A′ = {(v1, 1), . . . , (vq, 1), e1, . . . , ed},
where ei is the ith unit vector in Q
d+1. Assume b ≥ r0. Notice that we invariably
have IIb−1 ⊂ Ib. To show the reverse inclusion take xα ∈ Ib, i.e., xmα ∈ Ibm for some
0 6= m ∈ N. Hence (α, b) ∈ Q+A
′. Applying Carathe´odory’s theorem for cones [12,
Corollary 7.1i], we can write
(α, b) = λ1(vi1 , 1) + · · ·+ λr(vir , 1) + µ1ej1 + · · ·+ µsejs (λℓ, µk ∈ Q+),
where {(vi1 , 1), . . . , (vir , 1), ej1 , . . . , ejs} is a linearly independent set contained in A
′.
Notice that vi1 , . . . , vir are also linearly independent because they lie in a hyperplane not
containing the origin. Hence r ≤ r0. Since b = λ1 + · · ·+ λr, we obtain that λℓ ≥ 1 for
some ℓ, say ℓ = 1. Then
α = vi1 + (λ1 − 1)vi1 + λ2vi2 + · · ·+ λrvir + µ1ej1 + · · ·+ µsejs ,
and consequently xα ∈ IIb−1. ✷
Remark 2.2 In this proof we may replace Q by R because according to [14, p. 219] we
have the equality Zd+1 ∩ R+A
′ = Zd+1 ∩Q+A
′.
Lemma 2.3 Let A′ = {e1, . . . , ed} ∪ {(a1, . . . , ad, 1)| ai ∈ N;
∑
i ai = r}, where r ≥ 2 is
an integer. Then the irreducible representation of the cone R+A
′, as an intersection of
closed halfspaces, is given by
R+A
′ = H+e1 ∩ · · · ∩H
+
ed
∩H+ed+1 ∩H
+
a ,
where a = (1, . . . , 1,−r) and H+a = {x ∈ R
d+1 | 〈x, a〉 ≥ 0}.
Proof. We set A = {e1, . . . , ed, re1 + ed+1, . . . , red + ed+1} and N = {e1, . . . , ed+1, a}.
The cone R+A
′ has dimension d + 1 and one has the equality R+A
′ = R+A. Thus it
suffices to prove that F is a facet of R+A if and only if F = Hb ∩ R+A for some b ∈ N .
Let 1 ≤ i ≤ d+ 1. Consider the following sets of vectors:
Γi = {e1, e2, . . . , êi, . . . , ed, ed+1} and Γ = {re1 + ed+1, . . . , red + ed+1},
where êi means to omit ei from the list. Since Γi and Γ are linearly independent, we
obtain that F = Hb ∩ R+A is a facet for b ∈ N , i.e., dim(F ) = d and R+A ⊂ H
+
b .
Conversely let F be a facet of the cone R+A. There are linearly independent vectors
α1, . . . , αd ∈ A and 0 6= b = (b1, . . . , bd+1) ∈ R
d+1 such that
(i) F = R+A ∩Hb,
(ii) Rα1 + · · ·+ Rαd = Hb, and
(iii) R+A ⊂ H
+
b .
Since e1, . . . , ed are in A, by (iii) one has:
〈ei, b〉 = bi ≥ 0 for i = 1, . . . , d. (1)
Set B = {α1, . . . , αd} and consider the matrix M whose rows are the vectors in B. To
finish the proof we need only show that there exists c ∈ N such that Hb = Hc. Consider
the following cases. Case (1): If the ith column of M is zero for some 1 ≤ i ≤ d+ 1, we
set c = ei. Case (2): If B = {re1 + ed+1, . . . , red + ed+1}, then we set c = a. Case (3):
Now we assume that
B = {ei1 , . . . , eis , rej1 + ed+1, . . . , rejt + ed+1},
where s, t > 0, s+ t = d, 1 ≤ i1 < · · · < is ≤ d, 1 ≤ j1 < · · · < jt ≤ d, and M has all its
columns different from zero. Since bi1 = 0, using
〈rei1 + ed+1, b〉 = bd+1 ≥ 0,
〈rej1 + ed+1, b〉 = rbj1 + bd+1 = 0,
and Eq.(1), we obtain bd+1 = 0. Then ed+1 ∈ Hb. It follows readily that Hb is generated,
as a vector space, by the set {e1, e2, . . . , êi, . . . , ed, ed+1} for some 1 ≤ i ≤ d. Thus in
this case we set c = ei. ✷
Let r ≥ 2 be an integer. For the rest of this section we make two assumptions: (i)
R[t] has the grading δ induced by setting δ(xi) = 1 and δ(t) = 1−r, and (ii) deg(x
vi ) = r
for all i. Thus R = R[It] becomes a standard graded k-algebra. In this case R and R
have rational Hilbert series. The degree as a rational function of the Hilbert series of R,
denoted by a(R), is called the a-invariant of R.
For use below recall that the rth Veronese ideal of R is the ideal generated by all
monomials of R of degree r. If xa is a monomial we set log(xa) = a.
Proposition 2.4 Let J be the rth Veronese ideal of R and let S = R[Jt] be its Rees
algebra. (a) If r ≥ d, then a(S) = −2. (b) If 2 ≤ r < d and d = qr+ s, where 0 ≤ s < r,
then
a(S) =
{
−(q + 2) if s ≥ 2,
−(q + 1) if s = 0 or s = 1.
Proof. Let A′ be as in Lemma 2.3. As S is normal, according to a formula of Danilov-
Stanley [3], the canonical module ωS of S can be expressed as
ωS = ({x
atb| (a, b) ∈ NA′ ∩ (R+A
′)o}) = ({xatb| (a, b) ∈ Zd+1 ∩ (R+A
′)o}), (2)
where (R+A
′)o denotes the relative interior of R+A
′ and NA′ is the subsemigroup of
Nd+1 generated by A′. In our situation recall that a(S) = −min{i | (ωS)i 6= 0}.
Let m ∈ ωS . We can write m = x
a(xbtc), where xbtc = (f1t) · · · (fct) and fi is
a monomial of degree r for all i. Notice that δ(m) = |a| + c, where a = (ai) and
|a| = a1 + · · · + ad. Since log(m) = (a + b, c) is in the interior of the cone R+A
′, using
Lemma 2.3 one has c ≥ 1, ai + bi ≥ 1 for all i, and |a| + |b| ≥ rc + 1. As |b| = rc,
altogether we get:
|a|+ |b| ≥ d and |a| ≥ 1. (3)
In particular δ(m) ≥ 2. This shows the inequality a(S) ≤ −2 because m was an
arbitrary monomial in ωS . To prove (a) notice that by Lemma 2.3 the monomial
m1 = x
r−d+2
1 x2 · · ·xdt is in ωS and δ(m1) = 2. Hence a(S) = −2. To prove (b)
there are three cases to consider. We only show the case s ≥ 2, the cases s = 1 and s = 0
can be shown similarly.
Case s ≥ 2: First we show that δ(m) ≥ q + 2. If c > q, then from Eq.(3) we get
δ(m) ≥ q + 2. Assume c ≤ q. One has the inequality:
r(q − c) + s ≥ (q − c) + 2. (4)
From Eq.(3) one has |a|+ |b| = |a|+ rc ≥ d = rq + s. Consequently
δ(m) = |a|+ c ≥ r(q − c) + s+ c. (5)
Hence from Eqs.(4) and (5) we get δ(m) ≥ q + 2. Therefore one has the inequality
a(S) ≤ −(q + 2), to show equality it suffices to prove that the monomial
m2 = x
2
1x
2
2 · · ·x
2
r−s+1xr−s+2 · · ·xdt
q+1
3
is in ωS and has degree q+2. An easy calculation shows that δ(m2) = q+2. Finally let
us see that m2 is in ωS via Lemma 2.3. That the entries of log(m2) satisfy Xi > 0 for
all i is clear. The inequality
X1 +X2 + · · ·+Xd > rXd+1, (6)
after making Xi equal to the ith entry of log(m2), transforms into
2(r − s+ 1) + (d− (r − s+ 1)) > r(q + 1),
but the left hand side is r(q + 1) + 1, hence log(m2) satisfies Eq. (6). Hence log(m2) is
in the interior of R+A
′, i.e., m2 ∈ ωS . ✷
The next result sharpen [5, Theorem 3.3] for the class of ideals generated by mono-
mials of the same degree.
Proposition 2.5 If 2 ≤ r < d, then the normalization R of I is generated as an R-
module by elements g ∈ R[t] of t-degree at most d− ⌊d/r⌋.
Proof. Set fi = x
vi for i = 1, . . . , q. Consider the subsemigroup C of Nd+1 generated
by the set {e1, . . . , ed, (v1, 1), . . . , (vq, 1)} and the subgroup ZC generated by C. Since
ZC = Zd+1, the normalization of I can be expressed as:
R = k[{xatb| (a, b) ∈ Zd+1 ∩ R+C}].
Let m = xatb be a monomial of R with (a, b) 6= 0. We claim that δ(m) ≥ b. To show
this inequality write
(a, b) = λ1e1 + · · ·+ λded + µ1 log(f1t) + · · ·+ µq log(fqt),
where λi ≥ 0, µj ≥ 0 for all i, j. Hence
|a| = λ1 + · · ·+ λd + (µ1 + · · ·+ µq)r and b = µ1 + · · ·+ µq.
Consequently δ(m) = |a| + (1 − r)b = (λ1 + · · · + λd) + b ≥ b. We may assume that
k is infinite. There is a Noether normalization A = k[z1, . . . , zd+1]
ϕ
→֒ R such that
z1, . . . , zd+1 ∈ R1. If ψ is the inclusion from R to R, note that A
ψϕ
−→ R is a Noether
normalization. By [8], the ring R is Cohen-Macaulay. Hence R is a free A-module that
according to [14, Proposition 2.2.14] can be written as
R = Am1 ⊕ · · · ⊕Amn, (7)
wheremi = x
βitbi . Set hi = |{j | δ(mj) = i}|. Using that the length is additive we obtain
the following expression for the Hilbert series of R:
H(R, z) =
n∑
i=0
zδ(mi)
(1− z)d+1
=
h0 + h1z + · · ·+ hsz
s
(1− z)d+1
.
Recall that a(R) = −min{i | (ω
R
)i 6= 0}, where ωR is the canonical module of R. Let
J be the rth Veronese ideal of R and let S = R[Jt] be its Rees algebra. Notice that
R ⊂ S because R[It] ⊂ S and S is normal. Since dim(R) = dim(S) = d + 1, from the
Danilov-Stanley formula (see Eq. (2)) it is seen that a(R) ≤ a(S); see the proof of [5,
Proposition 3.5]. Therefore using Proposition 2.4 we get:
a(R) = s− (d+ 1) ≤ a(R[Jt]) ≤ −⌊d/r⌋ − 1,
and s ≤ d− ⌊d/r⌋. Altogether if mi = x
βitbi , one has:
bi ≤ δ(mi) ≤ s ≤ d+ 1 + a(R[Jt]) ≤ d− ⌊d/r⌋. (8)
Therefore the t-degree of mi is less or equal than d− ⌊d/r⌋, as required. ✷
4
Proposition 2.6 Ib = IIb−1 for b ≥ d+ 2 + a(R[Jt]).
Proof. It suffices to prove the inclusion Ib ⊂ IIb−1. Let xa ∈ Ib, i.e., m = xatb ∈ R.
From Eq. (7) and noticing that A ⊂ R, we can write m = (xγ tc)mi for some i, where
mi = x
βitbi and xγ ∈ Ic. Using Eq. (8) gives c ≥ 1. Thus xa ∈ IcIbi . To complete the
proof notice that IcIbi = I(Ic−1Ibi) ⊂ IIbi+c−1 = IIb−1. ✷
Corollary 2.7 Ib = IIb−1 for b ≥ d− ⌊d/r⌋+ 1.
Proof. By Proposition 2.4 one has a(R[Jt]) ≤ −⌊d/r⌋ − 1. Hence the result follows
applying Proposition 2.6. ✷
3 Zero dimensional monomial ideals
Let R = k[x1, . . . , xd] be a polynomial ring over a field k, with d ≥ 2, and let I be a
zero dimensional monomial ideal of R minimally generated by xv1 , . . . , xvq . Here we will
study the integral closure of the powers of I and its Hilbert function.
We may assume that vi = aiei for 1 ≤ i ≤ d, where a1, . . . , ad are positive integers
and ei is the ith unit vector of Q
d. Set α0 = (1/a1, . . . , 1/ad). We may also assume that
{vd+1, . . . , vs} is the set of vi such that 〈vi, α0〉 < 1, and {vs+1, . . . , vq} is the set of vi
such that i > d and 〈vi, α0〉 ≥ 1. Consider the convex polytopes in Q
d:
P := conv(v1, . . . , vs), S := conv(0, v1, . . . , vd) = {x |x ≥ 0; 〈x, α0〉 ≤ 1},
and the rational convex polyhedron Q := Qd+ + conv(v1, . . . , vq).
Proposition 3.1 In = ({xa| a ∈ nQ ∩ Zd}) for 0 6= n ∈ N.
Proof. Let xα ∈ In, i.e., xmα ∈ Inm for some 0 6= m ∈ N. Hence
α/n ∈ conv(v1, . . . , vq) +Q
d
+ = Q
and α ∈ nQ ∩ Zd. Conversely let α ∈ nQ ∩ Zd. It is seen that xmα ∈ Inm for some
0 6= m ∈ N, this yields xα ∈ In. ✷
Let us give a simpler expression for Q. From the equality
Qd+ + conv(v1, . . . , vd) = {x |x ≥ 0; 〈x, α0〉 ≥ 1},
we get that vi ∈ Q
d
+ + P for i = 1, . . . , q. Using the finite basis theorem for polyhedra
[12, Corollary 7.1b] we have that Qd+ + P is a convex set. Hence Q ⊂ Q
d
+ + P , and
consequently we obtain the equality
Q = Qd+ + P. (9)
Corollary 3.2 If 〈vi, α0〉 ≥ 1 for all i, then In = (x
a1
1 , . . . , x
ad
d )
n for n ≥ 1.
Proof. It follows at once from Proposition 3.1 and Eq. (9). Notice that in this case
P = conv(a1e1, . . . , aded). ✷
The Hilbert function of the filtration F = {In}∞n=0 is defined as
f(n) = ℓ(R/In) = dimk(R/In); n ∈ N \ {0}; f(0) = 0.
As usual ℓ(R/In) denotes the length of R/In as an R-module. For simplicity we call f
the Hilbert function of I.
Corollary 3.3 ℓ(R/In) = |Nd \ nQ| for n ≥ 1.
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Proof. The length of R/In equals the dimension of R/In as a k-vector space. By
Proposition 3.1 the set B = {xc| c /∈ nQ} is precisely the set of standard monomials of
R/In. Thus B is a k-vector space basis of R/In, and the equality follows. ✷
The function f is a polynomial function of degree d:
f(n) = cdn
d + cd−1n
d−1 + · · ·+ c1n+ c0 (n≫ 0),
where c0, . . . , cd ∈ Q and cd 6= 0. The polynomial cdx
d + · · · + c0 is called the Hilbert
polynomial of F . One has the equality d!cd = e(I) = e(I), where e(I) is the multiplicity
of I, see [7]. We will express f(n) as a difference of two Ehrhart polynomials and then
show a positive lower bound for cd−1.
The Ehrhart function of P is the numerical function χP :N → N given by χP (n) =
|Zd ∩ nP |. This is a polynomial function of degree d1 = dim(P ):
χP (n) = bd1n
d1 + · · ·+ b1n+ b0 (n≫ 0),
where bi ∈ Q for all i. The polynomial EP (x) = bd1x
d1 + · · · + b1x + b0 is called the
Ehrhart polynomial of P .
Remark 3.4 Some well known properties of EP are (see [3]):
1. bd1 = vol(P ), where vol(P ) denotes the relative volume of P .
2. bd1−1 = (
∑s
i=1 vol(Fi))/2 where F1, . . . , Fs are the facets of P .
3. χP (n) = EP (n) for all integers n ≥ 0. In particular EP (0) = 1.
4. Reciprocity law of Ehrhart : EoP (n) = (−1)
dEP (−n) ∀n ≥ 1,
where EoP (n) = |Z
d ∩ (nP )o| and (nP )o is the relative interior of nP .
Lemma 3.5 P = S ∩Q.
Proof. Clearly P ⊂ S∩Q. Conversely let z = (zi) ∈ S ∩Q. Assume that z /∈ P . By the
separating hyperplane theorem [9, Theorem 3.23], there are 0 6= b = (bi) ∈ R
d and c ∈ R
such that 〈b, vi〉 ≤ c for i = 1, . . . , s and 〈b, z〉 > c. Assume c > 0. Since biai ≤ c for
all i and 〈α0, z〉 ≤ 1, we get 〈b, z〉 ≤ 〈α0, z〉c ≤ c, a contradiction. If c = 0, then bi ≤ 0
for all i and 〈b, z〉 ≤ 0, a contradiction. If c < 0, we write z = δ + p, for some δ ∈ Qd+
and p ∈ P . Then c < 〈b, z〉 = 〈b, δ〉+ 〈b, p〉 ≤ 〈b, δ〉 + c. Thus 0 < 〈b, δ〉, a contradiction
because bi ≤ 0 for all i. ✷
Proposition 3.6 f(n) = ES(n)− EP (n) for n ∈ N. In particular
f(n) = cdn
d + cd−1n
d−1 + · · ·+ c1n+ c0 for n ∈ N and c0 = 0.
Proof. Since EP (0) = ES(0) = 1, we get the equality at n = 0. Assume n ≥ 1. Using
Lemma 3.5, we get the decomposition Q = (Qd+ \ S) ∪ P . Hence
nQ = (Qd+ \ nS) ∪ nP =⇒ N
d \ nQ = [Nd ∩ (nS)] \ [Nd ∩ (nP )].
Therefore by Corollary 3.3 we obtain f(n) = ES(n)− EP (n). ✷
Example 3.7 Let I = (x41, x
5
2, x
6
3, x1x2x
2
3). Notice that
P = conv((4, 0, 0), (0, 5, 0), (0, 0, 6), (1, 1, 2)).
Using Normaliz [4], to compute the Ehrhart polynomials of S and P , we get
f(n) = ES(n)− EP (n) = (1 + 6n+ 19n
2 + 20n3)
−(1 + (1/6)n+ (3/2)n2 + (13/3)n3) = (35/6)n+ (35/2)n2 + (47/3)n3.
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Theorem 3.8 [13, Theorem 7.58] Ib = IIb−1 for b ≥ d.
Remark 3.9 We can use polynomial interpolation together with Theorem 3.8 and Propo-
sition 3.6 to determine c1, . . . , cd, see Example 3.10.
Example 3.10 Let I = (x101 , x
8
2, x
5
3). Using CoCoA [6] we obtain that the values of f
at n = 0, 1, 2, 3 are 0, 112, 704, 2176. By polynomial interpolation we get:
f(n) = ℓ(R/In) = (200/3)n3 + 40x2 + (16/3)n, ∀n ≥ 0.
Lemma 3.11 Let α = (αi) and β = (βi) be two vectors in Q
d
+ such that αi = βi for
i = 1, . . . , d− 1, βd > αd and 〈β, α0〉 < 1. Then
(a) β ∈ conv(v1, . . . , vd, α).
(b) If αi > 0 for i = 1, . . . , d− 1, then β ∈ conv(v1, . . . , vd, α)
o.
(c) If αi > 0 for i = 1, . . . , d− 1 and α ∈ P , then β ∈ P
o.
Proof. (a) To see that β is a convex combination of v1, . . . , vd, α we set:
s =
d∑
i=1
αi/ai = 〈α0, α〉 < 1, µ = 1−
[
βd − αd
ad(1 − s)
]
> 0,
λi = (1 − µ)αi/ai ≥ 0, i = 1, . . . , d− 1,
λd = (βd − µαd)/ad = ((βd − αd)/ad) + αd(1 − µ)/ad > 0.
Then β = λ1v1 + · · ·+ λdvd + µα and λ1 + · · ·+ λd + µ = 1, as required.
(b) Set V = {v1, . . . , vd, α} and ∆ = conv(V ). Since V is affinely independent, ∆ is
a d-simplex. From [2, Theorem 7.3], the facets of ∆ are precisely those sets of the form
conv(W ), where W is a subset of V having d points. If β is not in the interior of ∆, then
β must lie in its boundary by (a). Therefore β lies in some facet of ∆, which rapidly
yields a contradiction.
(c) By part (b) we get β ∈ conv(v1, . . . , vd, α)
o ⊂ P o, as required. ✷
Notation The relative boundary of P will be denoted by ∂P .
Lemma 3.12 If α ∈ ∂P \ conv(v1, . . . , vd) and αi > 0 for i = 1, . . . , d, then the vector
α′ = (α1, . . . , αd−1, 0) is not in P .
Proof. Notice that 〈α, α0〉 < 1. If α
′ ∈ P , then by Lemma 3.11(c) we obtain α ∈ P o, a
contradiction. Thus α′ /∈ P . ✷
For use below we set
Ki = {(ai) ∈ S| ai = 0} = conv({v1, . . . , vd, 0} \ {vi}); 1 ≤ i ≤ d,
H = conv(v1, . . . , vd); K = (∪
d
i=1Ki) \H ; L = ∂P \H, if H ( P.
Consider the map ψ:L→ K given by
ψ(α) =
{
α, if αi = 0 for some 1 ≤ i ≤ d,
(α1, . . . , αd−1, 0), if αi > 0 for all 1 ≤ i ≤ d.
Take α ∈ L. Then 〈α, α0〉 < 1. Since ∂P ⊂ P ⊂ S it is seen that ψ(α) ∈ K. Indeed
if αi = 0 for some i, then ψ(α) = α ∈ Ki \ H . If αi > 0 for all i, then α is a convex
combination of v1, . . . , vd, 0. Hence ψ(α) is a convex combination of v1, . . . , vd−1, 0 and
ψ(α) ∈ Kd \H .
Lemma 3.13 ψ is injective.
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Proof. Let α = (αi), β = (βi) ∈ L. Assume ψ(α) = ψ(β). If αi = 0 for some i and
βj = 0 for some j, then clearly α = β. If βi > 0 for i = 1, . . . , d and αj = 0 for some j,
then αd = 0 and αi = βi for i = 1, . . . , d− 1, by Lemma 3.12 we can readily see that this
case cannot occur. If αiβi > 0 for all i, then α = β by Lemma 3.11(c). ✷
Let us introduce some more notation. We set
Ai = {vj | 1 ≤ j ≤ s; xi /∈ supp(x
vj )};
Pi = conv(Ai); Hi = conv({v1, . . . , vd} \ {vi}) ⊂ Pi ⊂ Ki.
Lemma 3.14 ∂P ∩Ki = Pi for i = 1, . . . , d.
Proof. For simplicity of notation assume i = 1. Let α = (αi) ∈ ∂P ∩K1, then α ∈ P
and α1 = 0. Since α is a convex combination of v1, . . . , vs it follows rapidly that α is
a convex combination of A1, i.e., α ∈ P1. Conversely let α ∈ P1. Clearly α ∈ K1 ∩ P
because A1 ⊂ K1 ∩ P . Assume that α /∈ ∂P . Then α ∈ P
o. If dim(P ) = d− 1, we have
that P = conv(v1, . . . , vd) and P is a simplex. Thus by [2, Theorem 7.3], the facets of P
are F1, . . . , Fd, where Fi = conv(v1, . . . , vi−1, vi+1, . . . , vd). The relative boundary of P
is equal to F1 ∪ · · · ∪ Fd. Hence α /∈ Fi for all i and we can write α = λ1v1 + · · ·+ λdvd,
where
∑d
i=1 λi = 1 and 0 < λi < 1 for i = 1, . . . , d. Thus we get αi > 0 for i = 1, . . . , d,
a contradiction. If dim(P ) = d, then α ∈ P o ⊂ So. As in the previous case, but now
using that S is a d-simplex, we get αi > 0 for all i, a contradiction. Hence α ∈ ∂P . ✷
Lemma 3.15 [1, p. 38] Let A1, . . . , At be finite subsets of a set S, then˛˛˛
˛˛ t[
i=1
Ai
˛˛˛
˛˛ = tX
i=1
|Ai| −
tX
i<j
|Ai ∩ Aj |+
tX
i<j<k
|Ai ∩ Aj ∩Ak| ∓ · · ·+ (−1)
t−1
˛˛˛
˛˛ t\
i=1
Ai
˛˛˛
˛˛
Proposition 3.16 Let Ii be the ideal obtained from I by making xi = 0 and let e(Ii)
be its multiplicity. If cdx
d + cd−1x
d−1 + · · · + c1x + c0 is the Hilbert polynomial of the
filtration F = {In}∞n=0, then
2cd−1 ≥
d−1∑
i=1
e(Ii)
(d− 1)!
.
Proof. Case (I): dim(P ) = d. Let ES(x) = adx
d + · · · + a1x + 1 (resp. EP (x) =
bdx
d + · · ·+ b1x+ 1) be the Ehrhart polynomial of S (resp. P ). By Proposition 3.6, we
have the equality ci = ai − bi for all i. From the decompositions
P = P o ∪ ∂P, S = So ∪ ∂S, ∂S = K ∪H, ∂P = L ∪H,
and using the reciprocity law of Ehrhart (Remark 3.4) we get:
f(n) = ES(n)− EP (n)
= EoS(n) + |∂(nS) ∩ Z
d| − (EoP (n) + |∂(nP ) ∩ Z
d|)
= (−1)dES(−n)− (−1)
dEP (−n) + |nK ∩ Z
d| − |nL ∩ Zd|
for 0 6= n ∈ N. Therefore, after simplifying this equality, we obtain:
2(cd−1n
d−1 + cd−3n
d−3 + terms of lower degree) = |nK ∩ Zd| − |nL ∩ Zd| = g(n).
By the comments just before Lemma 3.13, we have the inclusions:
ψ(L) ⊂M :=
[(
d−1⋃
i=1
(∂P ∩Ki)
)
∪Kd
]
\H ⊂ K :=
(
d⋃
i=1
Ki
)
\H.
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Using Lemma 3.14, we obtain:
M =
(
d−1⋃
i=1
(Pi \Hi)
)
∪ (Kd \Hd) and K =
d⋃
i=1
(Ki \Hi).
Set h(n) = |nK ∩ Zd| − |nM ∩ Zd|. Since Pi \ Hi ⊂ Pi, Ki \ Hi ⊂ Ki for all i and
because Pi ∩ Pj , Ki ∩ Kj are polytopes of dimension at most d − 2 for i 6= j, by the
inclusion-exclusion principle (Lemma 3.15) we obtain:
h(n) =
d∑
i=1
|n(Ki \Hi) ∩ Z
d| −
d−1∑
i=1
|n(Pi \Hi) ∩ Z
d|
−|n(Kd \Hd) ∩ Z
d|+ p(n) =
d−1∑
i=1
(EKi(n)− EPi(n)) + p(n) (n≫ 0),
where |p(n)| is bounded by a polynomial function P (n) of degree at most d − 2. In
particular limn→∞(p(n)/n
d−1) = 0. By Lemma 3.13, the map ψ:nL → nψ(L) given by
ψ(nα) = nψ(α) is injective. Hence
ψ(nL ∩ Zd) ⊂ nψ(L) ∩ Zd ⊂ nM ∩ Zd ⇒ |nL ∩ Zd| ≤ |nM ∩ Zd|.
Consequently g(n) = |nK ∩ Zd| − |nL ∩ Zd| ≥ h(n). Altogether we get
2cd−1 = lim
n→∞
g(n)
nd−1
≥ lim
n→∞
h(n)
nd−1
= lim
n→∞
(∑d−1
i=1 (EKi(n)− EPi(n))
nd−1
+
p(n)
nd−1
)
.
Therefore the required inequality follows by observing that the polynomial function
fi(n) = EKi(n) − EPi(n) is the Hilbert function of Ii. Thus fi(n) has degree d − 1
and its leading coefficient is equal to e(Ii)/(d− 1)!.
Case (II): dim(P ) = d − 1. Let ES(x) = adx
d + · · · + a1x + 1 (resp. EP (x) =
bd−1x
d−1+ · · ·+ b1x+1) be the Ehrhart polynomial of S (resp. P ). There is an injective
map from nP to nKd induced by α 7→ (α1, . . . , αd−1, 0). Hence
vol(P ) = lim
n→∞
|Zd ∩ nP |
nd−1
≤ lim
n→∞
|Zd ∩ nKd|
nd−1
= vol(Kd).
The facets of S are K1, . . . ,Kd and Kd+1 := P . Therefore by Proposition 3.6 and using
the formulas for ad−1 and bd−1 (see Remark 3.4) we conclude:
cd−1 = ad−1 − bd−1 =
1
2
d+1∑
i=1
vol(Ki)− vol(P ) = −
1
2
vol(P ) +
1
2
d∑
i=1
vol(Ki)
≥
1
2
d−1∑
i=1
vol(Ki) =
1
2
d−1∑
i=1
e(Ii)
(d− 1)!
.
✷
Let e0, e1, . . . , ed be the Hilbert coefficients of f . Recall that we have:
f(n) = e0
 
n+ d− 1
d
!
− e1
 
n+ d− 2
d− 1
!
+ · · ·+ (−1)d−1ed−1
 
n
1
!
+ (−1)ded,
where e0 = e(I) is the multiplicity of I and cd = e0/d!. Notice that ed = 0 because
f(0) = 0, and ei ≥ 0 for all i, this follows from [10].
Corollary 3.17 e0(d− 1)− 2e1 ≥ e(I1) + · · ·+ e(Id−1) ≥ d− 1.
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Proof. From the equality cd−1 =
1
d!
[
e0
(
d
2
)
− de1
]
and using Proposition 3.16 we obtain
the desired inequality. ✷
Example 3.18 Let m = (x1, . . . , xd) and let I = m
k. Then
f(n) =
 
kn+ d− 1
d
!
=
kd
d!
n
d +
kd−1
(d− 2)!2
n
d−1 + terms of lower degree,
e0 = k
d, e1 = (d− 1)(k
d − kd−1)/2, and we have equality in Proposition 3.16.
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