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Abstract
In this thesis, density functional theory is applied in a study of thermodynamic
properties of so-called complex metal hydrides, which are promising materials
for hydrogen storage applications.
Since the unit cells of these crystals can be relatively large with many sym-
metrically inequivalent atomic coordinates, we have developed a new numerical
optimization scheme, which allows for a fast convergence of the coordinate re-
laxation.
Moreover, a method for the eﬃcient calculation of phonon frequencies has
been developed, which is based on a combination of density functional the-
ory calculations and the electrostatics of eﬀective point charge systems. The
method is O(N) times faster than conventional approaches employing a cal-
culation of the full Hessian matrix (N : number of atoms per unit cell) and
is thus suitable for the assessment of thermodynamic stabilities based on the
vibrational entropies of large systems in particular.
A more detailed analysis of the phonon spectrum has been performed for
the compound Mg(BH4)2, where several crystal symmetries have been proposed
theoretically and experimentally. By means of an analysis of the instabilities
of these structures, a new, stable phase has been determined.
Aiming at ﬁnding scaling relationships between alloy stabilities and com-
putationally inexpensive properties, the stabilities of cation-alloyed metal alu-
minum hexahydrides have been studied. The analysis shows that charge density
symmetries are correlated to the stability. In addition, the vibrational entropies
of these systems have been estimated in a maximally localized Wannier function
basis without calculating charge density perturbations.
In a combined experimental and computational approach, the kinetic prop-
erties of hydrogen diﬀusion processes in sodium aluminum hydride have been
studied, showing that the mobility of hydrogen is limited by high energetic
barriers in the intermediate decomposition product Na3AlH6 in particular, and
that the eﬀect of titanium as a dopant on the dynamics is negligible.
vi Abstract
The presented methods and studies demonstrate possibilities for a design of
new materials for hydrogen storage applications based on qualitative screening
and the precise analysis of known structures.
Resume´
I denne afhandling bliver tæthedsfunktionalteori anvendt i en række studier
af termodynamiske egenskaber af s˚akaldte komplekse metalhydrider, som er
potentielle materialer til brintlagring.
Fordi enhedscellerne af disse krystaller kan være store med mange sym-
metrisk uafhængige koordinater, er en ny numerisk strukturoptimeringsmetode
blevet udviklet. Denne algoritme sikrer en hurtig konvergens af relaksationen
af atomernes koordinater.
Derudover er en hurtig algoritme til beregningen af fonon frekvenser blevet
udviklet, baseret p˚a en kombination af tæthedsfunktionalteori og en model
Hamilton operator konstrueret fra eﬀektive elektrostatiske systemer. Metoden
er O(N) gange hurtigere end konventionelle algoritme (N : antal af atomer i
enhedscellen) og er derfor velegnet til berigningen af termodynamisk stabilitet
af komplekse systemer baseret p˚a vibrationernes bidrag til entropien.
En mere præcis beregning af fononspektret er blevet udført for systemet
Mg(BH4)2, hvor mange forskellige krystalsymmetrier er blevet foresl˚aet teo-
retisk og eksperimentelt. Ved hjælp af en analyse af ustabilitet af disse struk-
turer er en ny stabil fase blevet fundet.
Fordi legeringer kan vise gunstige termodynamiske egenskaber, er stabiliteten
af legerede metal aluminum hexahydrider blevet beregnet. Analysen viser, at
symmetrier i ladningstæthed er korrelerede med stabiliteten. Baseret p˚a en
transformation til maksimalt lokaliserede Wannier funktioner, er vibrationsen-
tropier blevet vurderet uden beregning af perturbationer.
For systemet NaAlH4, er kinetiske egenskaber af brintdiﬀusionsprocesser
blevet beregnet og derudover undersøgt eksperimentelt. Dette kombinerede
studie viser, at bevægelighed af brint er indskrænket af høje energetiske bar-
rierer samt at dotering med titanium har kun en begrænset eﬀekt p˚a denne
dynamik.
De præsenterede metoder og studier antyder mulighederne for udvikling
af nye materialer til brintlagring baseret p˚a kvalitativ screening og præcise
viii Resume´
analyser af kendte strukturer.
Included publications
[P1]
[
J. Voss and T. Vegge, Symmetry enhanced convergence of crystal struc-
ture optimization. Submitted to J. Comp. Phys.
[P2]
[
J. Voss and T. Vegge, Γ-point lattice free energy estimates from O(1)
force calculations. J. Chem. Phys. 128, 184708 (2008).
[P3]
[
]
J. Voss, J. S. Hummelshøj, Z.  Lodziana, and T. Vegge, Structural sta-
bility and decomposition of Mg(BH4 )2 isomorphs — an ab initio free
energy study. Accepted for publication in J. Phys.: Condens. Matter.
[P4]
[
]
J. Voss and T. Vegge, Understanding the thermodynamic stabilities of
cation-alloyed complex metal hydrides from ground state properties of
model structures. Submitted to Model. Simul. Mater. Sci. Eng.
[P5]
[
]
][
J. Voss, Q. Shi, H. S. Jacobsen, M. Zamponi, K. Lefmann, and T. Vegge,
Hydrogen dynamics in Na3AlH6: A combined density functional theory
and quasielastic neutron scattering study. J. Phys. Chem. B 111, 3886
(2007).
[P6]
[
]
][
Q. Shi, J. Voss, H. S. Jacobsen, K. Lefmann, M. Zamponi, and T. Vegge,
Point defect dynamics in sodium aluminum hydrides — A combined
quasielastic neutron scattering and density functional theory study.
J. Alloys Compd. 446, 469 (2007).
x
1Introduction
Computational materials design
The prediction of materials properties and their optimization with respect to
the composition before synthesis in experiments is a key problem in computa-
tional materials science. Two major challenges for the design of new materials
based on simulations at the atomic scale are the prediction of crystal struc-
tures [1] and the assessment of properties at larger scales than the length and
time scales accessible to atomistic modeling approaches [2]. Recent advances
in the ﬁeld of crystal structure prediction are the metadynamics technique [3],
including order parameters as dynamic variables in addition to the atomic co-
ordinates for a simulation of phase transitions, and evolutionary algorithms
[4]. Multiscale approaches [5] bridge the gaps from atomistic up to mesoscopic
and macroscopic scales, where transition state theory [6–8], e.g., allows for an
estimate of the rates of rarely occurring processes.
For the calculation of properties at the atomic scale, so-called ab initio or
ﬁrst-principles approaches, which are based on a quantum mechanical descrip-
tion of the interactions between electrons and atomic nuclei with the atomic
numbers and masses as only input, have the advantage of a wider range of
applicability with respect to e.g. diﬀerent chemical environments of the atomic
nuclei compared to empirical methods at the price of higher computational
complexity [9]. The ab initio calculation of the electronic ground state struc-
ture within density functional theory [10] in the Kohn-Sham scheme [11] has
become a standard approach to study bulk crystal structures, surfaces, and
molecules (in particular for systems containing ≫10 electrons, where an accu-
rate treatment using wave-function-based methods usually is computationally
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unfeasible) [12].
In order to predict the phase stabilities of crystal structures, the dominant
entropic contributions to the free energy can be obtained from the numerically
calculated phonon density of states for solid phases with negligible disorder
[13–16] or e.g. within the cluster expansion approach for crystalline alloys with
occupational disorder [17, 18]. The computational studies presented in this
thesis focus on the former type of systems, i.e. ideal crystal structures, where
an analysis of the phonon dispersion can identify thermodynamic instabilities
and phase transition paths to lower energetic structures.
The calculations and developed methods presented here aim at demonstrat-
ing ways to a design of novel solid state hydrogen storage materials, based on
an understanding of known structures and correspondingly derived strategies
for qualitative screening studies of new materials.
Hydrogen as an energy carrier
Hydrogen as a synthetic fuel — if produced by the splitting of water using
renewable, carbon-neutral energy resources — could become a solution to the
global problems of climate change due to CO2 emissions [19, 20] and increasing
demand for fossile fuels, especially in the transportation sector, confronted with
limited resources [21]. Burning of hydrogen with oxygen yields water as only
exhaust product. Hydrogen is furthermore the ideal fuel for fuel cells, where the
achievable eﬃciency of energy conversion is not subject to the thermodynamic
constraints of Carnot processes, which require a cyclic dissipation of entropy.
Besides a sustainable and eﬃcient production of hydrogen, ideally based
e.g. on photovoltaic cells and electrolysis of water or direct splitting in photo-
chemical cells [22–25], an approach to store hydrogen with suﬃcient capacity
at safe pressures needs to be developed for mobile applications in particular
[26]. Hydrogen can be stored reversibly e.g. as a pressurized gas, a liquid, by
physisorption on surfaces, or by chemisorption in solid matrices.
Hydrogen storage
Conventional high-pressure tanks consisting of steel are used to store hydrogen
gas at pressures up to 20 MPa. Since the wall thickness has to be increased
with the pressure, thus limiting the gravimetric storage capacity, light weight
composite cylinders are developed that withstand pressures up to 80 MPa,
approaching capacities of&10 mass-% hydrogen [27]. The maximally achievable
volumetric capacity, however, is only .40 kg H2/m
3 [27], and there are safety
concerns related to the storage at these high pressures [26, 27].
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A higher volumetric capacity of ∼70 kg H2/m3 is achieved by storing liq-
uid hydrogen in cryogenic tanks [27]. For a liquefaction by isenthalpic Joule-
Thomson expansion, hydrogen is pre-cooled with liqueﬁed nitrogen, since the
inversion temperature of hydrogen (∼200 K) lies below room temperature. The
total process requires a third of the energy content of the stored hydrogen [28].
A further disadvantage is a permanent boil-oﬀ of hydrogen.
In physisorption-based storage approaches, the adsorption of molecular hy-
drogen onto surfaces is mediated by van der Waals interactions. Due to this
weak type of interaction, storage by physisorption requires low temperatures.
Maximally achievable gravimetric hydrogen storage capacities using carbon
nanotubes and other carbon nanostructures are e.g. only of the order of 1 mass-
% at room temperature and high pressures, and only a few percent higher at
liquid nitrogen temperature (77 K) [29, 30]. In order to reduce the limitations
given by the weak van der Waals forces, hydrogen molecules can be trapped in
micro-porous materials [31]. The proposed storage of hydrogen in zeolites [32]
has the disadvantage of a high mass density of the aluminosilicate framework
[33]. Due to their low densities, metal-organic frameworks could be candidates
for on-board hydrogen storage applications [34–36]. While reversible hydrogen
uptake of up to 7.5 mass-% at 77 K has been reported, at room temperature
the storage of only .1.5 mass-% hydrogen has been achieved [37]. Moreover,
encapsulation of hydrogen molecules in clathrates [38] has been proposed as an
approach to hydrogen storage [39]. High pressures of over 200 MPa required
for a formation of the clathrate hydride can be reduced by the addition of
e.g. tetrahydrofuran for stabilization [40], reducing the storage capacity, how-
ever, to only ∼1 mass-% for pressures <60 MPa [41, 42].
In chemisorption-based approaches, molecular hydrogen is dissociated be-
fore integration in a metal lattice or formation of a chemical compound and
recombined upon release. For the storage in form of metal hydrides, hydrogen
atoms occupy interstitial sites in the metal lattice. Charging can be performed
by absorption of hydrogen dissociated at the surface or of hydrogen atoms from
an electrolyte. During a ﬁrst order phase transition between an initial solid so-
lution of hydrogen and a sub-lattice of hydrogen, the sorption of hydrogen
takes place at constant pressure. For host alloys of lanthanides and e.g. Ni,
Al, Mn, or Co (on the basis of the prototype structure LaNi5), which are used
as anodes for nickel metal hydride batteries, this allows for desorption of the
stored hydrogen at pressures of the order of 0.1 MPa at room temperature [43].
Due to the large masses of the metal atoms, gravimetric densities are typi-
cally limited to 1–2 mass-% depending on the alloy. The binary hydride MgH2
has a storage capacity of 7.6 mass-%, but exhibits a desorption temperature of
∼570 K and slow sorption kinetics, which can be improved upon by ball milling
of magnesium with e.g. vanadium [44]. Alloying with e.g. nickel [45] has the
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disadvantage of a reduced gravimetric storage capacity.
The so-called complex metal hydrides formed by alkali or earth-alkali met-
als and (AlHn∈{4,6})
(n−3)−, (NH2)
−, or (BH4)
− groups (despite the compounds
corresponding to the former two groups not containing ionic metal complexes)
are considered as potential hydrogen storage materials for on-board applications
due to their both good volumetric and gravimetric capacities [46, 47]. However,
the storage of hydrogen by the formation of chemical compounds, where the de-
composition often proceeds in several steps with signiﬁcant structural changes,
can lead to a desorption at impractically high temperatures and to slow sorp-
tion kinetics requiring high pressures for hydrogenation. Complex hydrides
have thus only attracted interested as storage materials, since Bogdanovic´ and
Schwickardi [48] have shown in 1997 that doping of NaAlH4 with titanium
lowers the desorption temperature and allows for cyclic re-hydrogenation at
pressures around 6–15 MPa. As titanium also improves the sorption proper-
ties of other complex hydrides [49, 50], understanding the role of the titanium
dopant can be of importance for the design of catalysts. Experiments indi-
cate a dispersion of titanium atoms into aluminum particles [51], where density
functional theory calculations show that titanium could catalyze H–H bond
breaking [52, 53]. Furthermore, volatile AlnH3n species are observed, which
could improve the mass transport between the decomposition products Al and
NaH [54].
Lithium amide, LiNH2, mixed with lithium hydride has been proposed as
a hydrogen storage material with a capacity of ∼10 mass-% H2 [55]. The high
desorption temperature of ∼700 K can be reduced to about 370 K by replacing
a third of the lithium by magnesium atoms [56], only reducing the theoretical
gravimetric storage capacity to about 7 mass-%.
Excluding the hydrogen content in lithium hydride, which decomposes at
too high temperatures for practical applications, lithium borohydride, LiBH4,
has a high storage capacity of about 14 mass-%, where the decomposition tem-
perature of ∼570 K can be lowered by about 100 K by a mixture with SiO2
powder [57]. A further borohydride of interest for hydrogen storage applications
is Mg(BH4)2. The phases involved in the decomposition process, which is not
fully understood yet, depend on the experimental conditions [58–61]. Powder
diﬀraction patterns reveal large unit cells for a low- and an idealized high-
temperature phase of Mg(BH4)2, containing 330 (see Fig. 1.1) and 176 atoms
per asymmetric unit, respectively [62, 63]. The high-temperature phase is fur-
thermore proposed to consist of a disordered arrangement of layers of ∼20 A˚
thickness. This list of proposed solid state hydrogen storage materials is not
comprehensive; other approaches are e.g. based on a mixture of borohydrides
and amides [64].
Besides the generally diﬃcult task of structural prediction, the challenges for
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a) b)
Figure 1.1: Depiction of computationally relaxed unit cells and atomic coordi-
nates of a hexagonal low-temperature phase of Mg(BH4)2 containing 30 formula
units per primitive cell. The coordination of magnesium with boron atoms is
represented by orange tetrahedra (a) and by diﬀerent colors indicating rings of
coordination polyhedra (b; from [P3]; ﬁgure created by Jens S. Hummelshøj),
respectively. The coordination of boron with hydrogen atoms is depicted as
green tetrahedra (omitted for simplicity in the ﬁgure to the right).
the computational design of novel complex hydrides for hydrogen storage appli-
cations in particular are i.a. related to the complexity of the crystal structures,
requiring a large computational eﬀort for the determination of the equilibrium
coordinates within density functional theory. Since furthermore the coordi-
nates of several structures have to be optimized for a search for stable phases,
an optimization scheme minimizing the number of the computationally expen-
sive electronic structure calculations is of particular importance. Similarly, the
calculation of lattice free energies for a comparison of phase stabilities and es-
timates of decomposition temperatures is computationally expensive for large
structures with many symmetrically inequivalent sites.
Outline
Followed by a description of new approaches to these computational problems,
the theoretical background for the calculations is summarized. In Ch. 2, the
theory for the calculation of the electronic structure is described. Ch. 3 deals
with the dynamics of the degrees of freedom of the atomic nuclei, explaining
the calculation of the phonon dispersion and of the rates of dynamic events in
solids, e.g. diﬀusive hydrogen jumps.
In Ch. 4, a structure optimization procedure is presented, which takes ad-
vantage of crystal symmetries, leading to an improved convergence for systems
with many atoms per unit cell in particular, which allows for an eﬃcient de-
termination of the equilibrium coordinates of e.g. the experimentally proposed
phases of Mg(BH4)2. Furthermore, a new approach to the calculation of ap-
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proximate lattice free energies is presented, which has the same computational
complexity as a ground state calculation, irrespective of the number of symmet-
rically inequivalent atomic displacements, and is therefore suitable for screening
studies of e.g. alloy stabilities.
In Ch. 5, results for stabilities of complex metal hydrides and point defect
dynamics in sodium aluminum hydride are presented. An analysis of phase sta-
bilities and transitions for magnesium borohydride is followed by a numerical
charge density analysis of model structures for cation-alloyed metal aluminum
hexahydrides, showing a correlation between symmetries and alloy stabilities.
Finally, the results of a combined experimental and computational study of the
inﬂuence of the titanium dopant on bulk diﬀusion of hydrogen in sodium alu-
minum hydride are summarized, demonstrating the advantages of this approach
for the analysis of dopants for complex hydrides.
2Electronic structure
The quantum mechanical problem of interacting electrons and atomic nuclei is
of fundamental importance to the ﬁelds of condensed matter physics, chemistry,
and materials science. A system of electrons and atomic nuclei is described by
the many-particle Hamiltonian
Hˆ =
∑
i
pˆ2i
2m
+
∑
I
Pˆ 2I
2MI
− e2
∑
i,I
ZI∣∣∣rˆi − RˆI ∣∣∣
+
e2
2
∑
i,j 6=i
1
|rˆi − rˆj| +
e2
2
∑
I,J 6=I
ZIZJ∣∣∣Rˆi − Rˆj∣∣∣ , (2.1)
where MI and ZI are the nuclear masses and proton numbers, respectively. PˆI
and RˆI are the nuclear and pˆi and Rˆi the electronic momentum and position
operators, respectively (in real space coordinates, pˆ → −i~∇). h = 2π~ is
Planck’s constant, e is the elementary charge, and m is the electron mass. The
ﬁrst two terms in Eq. (2.1) are the kinetic energy operators for the electronic and
nuclear subsystems, respectively. The following term accounts for the Coulomb
attraction between electrons and nuclei. The remaining sums accounting for
Coulomb repulsion are divided by two, because all particle pairs enter the sums
twice. In the following, we use atomic units by deﬁning e = m = ~ = 1; lengths
are given in units of the Bohr radius a0 ≈ 0.529 A˚ and energies in Hartree
H ≈ 27.211 eV.
The eigenenergies E of the system are given by the time-independent Schro¨-
dinger equation [65]
Hˆ|E〉 = E|E〉. (2.2)
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A ﬁrst approximation to this complex problem is the Born-Oppenheimer ap-
proximation [66], which is a separation of nuclear and electronic timescales, as
the nuclear masses are at least three orders of magnitude larger than the elec-
tron mass. The electronic system is assumed to adiabatically follow changes in
the nuclear coordinates RI , i.e. nuclear motion does not cause excitations in
the electronic system. The wave functions |E〉 separate into products of elec-
tronic and nuclear wave functions, and the electronic Schro¨dinger equation can
be solved separately for a ﬁxed nuclear coordinate conﬁguration. The corre-
sponding electronic Hamiltonian is given in real space coordinates as
H = −1
2
∑
i
∇2i +
1
2
∑
i,j 6=i
1
|ri − rj | −
∑
i,I
ZI
|ri −RI | . (2.3)
This Hamiltonian and the corresponding electronic eigenenergies and eigen-
vectors only depend parametrically on the nuclear coordinates RI . For the
calculation of the total energy, the electrostatic energy of the nuclei, assumed
as point charges, is added to the energy of the electronic system.
In order to calculate the adiabatic forces acting on the nuclear point charges,
i.e. the gradient of the total energy in the space of the nuclear coordinates, one
considers the derivative of the total energy with respect to a variable, the
electronic Hamiltonian depends parametrically on. The contribution of the
ion-ion interaction is simply given by the classical Coulomb forces in a system
of point charges. The derivative of the electronic energy E with respect to a
parameter λ, e.g. a nuclear coordinate, is (using that the norm of the electronic
ground state |Ψ〉 does not depend on λ)
∂E
∂λ
=
〈
Ψ
∣∣∣∂Hˆ
∂λ
∣∣∣Ψ〉+ 〈∂Ψ
∂λ
∣∣∣Hˆ∣∣∣Ψ〉+ 〈Ψ∣∣∣Hˆ∣∣∣∂Ψ
∂λ
〉
=
〈
Ψ
∣∣∣∂Hˆ
∂λ
∣∣∣Ψ〉+E ∂
∂λ
〈Ψ|Ψ〉︸ ︷︷ ︸
=0
. (2.4)
As the kinetic energy operator of the electrons does not depend on the nuclear
coordinates, the electronic contribution to the adiabatic forces is only due to the
(negative of the) expectation value of the potential energy gradient. Since the
corresponding terms in (2.3) depending on the nuclear coordinates are sums
of single electron operators, the integral over the electronic degrees of free-
dom reduces to a three-dimensional integral of the potential gradient times the
probability density to ﬁnd an electron (not depending on an electronic index,
as electrons are indistinguishable particles; this will be discussed in more detail
in Sec. 2.1). The gradient can thus be calculated from the classical electro-
static interaction of the nuclear point charges with the electronic ground state
2.1 Hartree-Fock theory 9
charge density. Eq. (2.4) is known as the Hellmann-Feynman theorem [67, 68].
This theorem reﬂects the fact that ﬁrst order variations in the eigenvectors
change the corresponding eigenvalues only to second order — the eigenstates
|Ψ〉 are stationary points of the energy functional E[|Ψ〉]. Once the electronic
ground state is calculated, the gradient at the Born-Oppenheimer surface can
be obtained eﬃciently from the unperturbed ground state density, which is of
importance for optimization of the nuclear coordinates and molecular dynamics
simulations.
The electronic Schro¨dinger equation
Hˆ |Ψ〉 = E|Ψ〉 (2.5)
allows for numerical solution only for systems containing a very small number
of electrons due to the Coulomb interaction between the electrons. Further
approximations are necessary to handle larger systems. In the following, two
standard approaches are summarized, which map the many-particle problem
onto eﬀective single-particle problems. Essential for these approximations is
the Rayleigh-Ritz variational principle [69, 70] for the ground state energy E0:
∀ |Φ〉 | 〈Φ|Φ〉 <∞ : E[|Φ〉] =
〈
Φ
HˆΦ〉
〈Φ|Φ〉 ≥ E0. (2.6)
The functional (2.6) is minimal if, and only if |Φ〉 is a ground state wave func-
tion.
Before starting to discuss the density functional theory approach which was
used for the calculations presented in this thesis, we begin with an outline of
the Hartree-Fock approach, to show the diﬀerences between considering the
electronic ground state energy as functionals of the density and the many-
electron wave function, respectively, and the implications for approximating
correlations.
2.1 Hartree-Fock theory
In the Hartree approximation [71], the many-electron ground state is assumed
to separate into a product of single-electron wave functions. In a mean ﬁeld ap-
proach, the Coulomb interaction of a single electron with the remaining N − 1
electrons with wave functions 〈r|j〉 is approximated by the interaction with
the electrostatic potential generated by the sum of the charge densities of the
remaining electrons (Vext is the external potential given by e.g. a ﬁxed conﬁg-
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uration of atomic nuclei):
V
(i)
eff = Vext +
∫
d3r′
∑
j 6=i | 〈r′| j〉|2
|r − r′| , (2.7)
resulting in a set of N coupled single-electron Schro¨dinger equations with ef-
fective potentials V
(i)
eff : [
−∇
2
2
+ V
(i)
eff
]
〈r|i〉 = εi〈r|i〉. (2.8)
In order to calculate the many-electron ground state energy E, the Coulomb
repulsion energy has to be subtracted from the sum of the eﬀective single-
electron energies:
E =
∑
i
εi − 1
2
∑
j 6=k
∫
d3r
∫
d3r′
| 〈r| j〉 〈r′| k〉|2
|r − r′| , (2.9)
because the eﬀective potentials V
(i)
eff cause the electron-electron interaction to
be counted twice.
Since electrons are indistinguishable fermions, electronic wave functions
must be antisymmetric with respect to the exchange of two electrons, which
implies a vanishing wave function for two electrons in the same single-electron
state (Pauli exclusion principle [72]). This is taken into account by the Hartree-
Fock approximation [73], which antisymmetrizes the Hartree ansatz by assum-
ing that the electronic ground state 〈x1, ..., xN |Ψ〉 can be expressed as a single
Slater determinant [74]:
〈x1, ..., xN |Ψ〉 = 1√
N !

〈x1 |ψ1〉 · · · 〈x1 |ψN 〉
...
. . .
...
〈xN |ψ1〉 · · · 〈xN |ψN〉
 , (2.10)
where xi = (ri, σ ∈ {↑, ↓}) is a combined orbital and spin coordinate, and |ψj〉
is a spin-orbital occupied by one electron. The resulting set of equations can
be transformed into the eigenvalue problem [75]
Fˆ |ψk〉 = fk |ψk〉 , (2.11)
with the Fock operator Fˆ deﬁned as〈
x
Fˆψk〉 =
[
−∇
2
2
+ Vext +
∑
i,σ′
∫
d3r′|〈x′ |ψi〉 |2 1|r − r′|
]
〈x |ψk〉
−
∑
j,σ′
∫
d3r′ 〈ψj |x′〉 1|r − r′| 〈x
′ |ψk〉 〈x |ψj〉 . (2.12)
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The eﬀective electrostatic potential or Hartree potential in (2.12) includes the
contributions from all electrons, but the self-interaction for i = k is canceled
exactly by the last term, a sum over the exchange integrals, for j = k. The
many-electron ground state energy E is given as
E =
1
2
N∑
k=1
(
fk +
〈
ψk
−∇22 + Vext
ψk
〉)
. (2.13)
Both the Hartree and Hartree-Fock partial diﬀerential equations (Eqs. (2.8)
and (2.11), respectively) contain potentials, which depend on the solution of the
partial diﬀerential equations. Solutions minimizing the many-electron ground
state energy according to Eq. (2.6) can be obtained by variation of the param-
eters of trial wave functions or by optimizing the expansion coeﬃcients in a
suitable, ﬁnite basis set. Most commonly, however, the solutions are obtained
iteratively by starting with a construction of the potentials from a guess for
the wave functions and updating the potentials according to the resulting wave
functions, until self-consistency is reached.
2.1.1 Density matrices
In the Hartree ansatz, the probability of ﬁnding electrons is given by a product
of the corresponding single-electron densities; the electrons are uncorrelated.
To study systems of indistinguishable particles, it is convenient to introduce
single- and two-particle density matrices, as all operators in the Hamiltonian
(2.3) act on single electrons or pairs of electrons, respectively. Since the particles
are indistinguishable, tracing out all electronic degrees of freedom except for
the ones of one or two electrons, respectively, discards the information of the
many-particle wave function that is redundant for the calculation of the energy.
The diagonal n(x) of the single-particle density matrix ρ(x;x′)
n(x) = ρ(x;x) (2.14)
ρ(x;x′) = N
∑
σ2···σN
∫
d3r2 · · ·d3rNΨ(x, x2, ..., xN )
× Ψ∗(x′, x2, ..., xN) (2.15)
yields the particle density at coordinate x. For a single Slater determinant, the
particle density simply is the sum of the spin-orbital densities. The trace over
the spin degree of freedom yields
n(r) =
∑
σ
n(x) (2.16)
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ρ(r; r′) =
∑
σ,σ′
δσ,σ′ρ(x;x
′). (2.17)
The two-particle density matrix ρ2(x1, x2;x
′
1, x
′
2) can be expressed as [76]
ρ2(x1, x2;x
′
1, x
′
2) =
N(N − 1)
2
∑
σ3···σN
∫
d3r3 · · ·d3rNΨ(x1, x2, x3, ..., xN )
× Ψ∗(x′1, x′2, x3, ..., xN ). (2.18)
The pair density
n2(x1;x2) = 2ρ2(x1, x2;x1, x2) (2.19)
is the probability density to ﬁnd one particle at x1 and another at x2. Tracing
out the spin degrees of freedom yields the spin-independent pair density
n2(r1; r2) =
∑
σ,σ′
n2(x1;x2). (2.20)
The pair density of a single Slater determinant is
nHF2 (x1;x2) =
∑
i,j
[
ψi(x1)ψj(x2)ψ
∗
i (x
′
1)ψ
∗
j (x
′
2)
− ψi(x1)ψj(x2)ψ∗j (x′1)ψ∗i (x′2)
]
. (2.21)
The particles are correlated due to the antisymmetry of the many-particle wave
function. In many-particle physics, this phenomenon is called ‘exchange’, while
the term ‘correlation’ is restricted to the additional correlations in interacting
systems, where the ground state generally is a linear combination of Slater
determinants. This correlation is neglected in the Hartree-Fock approach.
The eﬀect of exchange and correlation on the energy can be seen by ex-
pressing the Coulomb interaction in terms of density matrices (single-electron
contributions are not aﬀected by exchange and correlation) [76]:
ECoulomb =
1
2
∫
d3rd3r′|r − r′|−1n2(r; r′) (2.22)
=:
1
2
∫
d3rd3r′|r − r′|−1n(r)n(r′)
+
1
2
∫
d3rd3r′|r − r′|−1n(r)hxc(r, r′). (2.23)
The ﬁrst term in Eq. (2.23) is the Hartree energy, i.e. the electrostatic inter-
action of the charge density n(r) with itself; the second term is the exchange-
correlation energy, which can be interpreted as the interaction of the charge
2.1 Hartree-Fock theory 13
density with an exchange-correlation hole
hxc(r, r
′) = h(r, r′)/n(r), (2.24)
with the pair correlation function
h(r, r′) = n2(r; r
′)− n(r)n(r′). (2.25)
In the Hartree-Fock approximation, i.e. for a single Slater determinant, the
hole is only due to exchange; the interaction with this positively charged hole
cancels the self-interaction in the Hartree energy. Considering a system with
N/2 orbitals |ϕi〉 occupied by two electrons each, we can write the pair density
(2.21) as (taking into account the antisymmetry of the spin wave functions for
tracing out the spin degrees of freedom)
n2(r; r
′) = n(r)n(r′)− 1
2
|ρ(r; r′)|2, (2.26)
with
n(r) = 2
N/2∑
i=1
ϕ∗i (r)ϕi(r) (2.27)
ρ(r; r′) = 2
N/2∑
i=1
ϕ∗i (r
′)ϕi(r). (2.28)
Using Eq. (2.26) the exchange hole can be expressed as
hx(r, r
′) = −
∣∣∣∑N/2i=1 ϕ∗i (r′)ϕi(r)∣∣∣2∑N/2
j=1 ϕ
∗
j (r)ϕj(r)
. (2.29)
The limit limr→r′hx(r, r
′) = −n(r)/2 reﬂects that for a single Slater deter-
minant, the origin of the hole is only exchange, not aﬀecting electrons with
diﬀerent spin. An expansion of the many-electron wave function in Slater de-
terminants, i.e. the inclusion of correlation, lowers the magnitude of this limit
due to Coulomb repulsion.
A way to introduce correlation into the Hartree-Fock scheme is the conﬁgu-
ration interaction approach, approximating the ground state wave function by
a linear combination of Slater determinants. These Slater determinants are ob-
tained from Hartree-Fock spin orbitals by also occupying excited single-particle
states. The many-particle Hamiltonian is diagonalized in a basis of these Slater
determinants. Due to the computational expense for the corresponding matrix
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elements, the number of particles or the number of Slater determinants that
can be taken into account is limited.
A simpliﬁcation of the Hartree-Fock method is the Hartree-Fock-Slater ap-
proach [77], where the computationally expensive exchange integrals are re-
placed by a local density approximation. The exchange energy is approximated
as a spatial integral over an energy density that is approximated at each co-
ordinate r by the exchange energy density of a free electron gas of constant
density nconst = n(r).
2.2 Density functional theory
All single- and two-particle contributions to the many-particle Hamiltonian
(2.3) can be expressed in terms of the single-particle density matrix and the
pair density, since the corresponding integrals over the electronic degrees of
freedom reduce to integrals over the degrees of freedom of one and two electrons,
respectively, the remaining degrees of freedom being traced out. The knowledge
of these two matrices would thus suﬃce to calculate the ground state energy.
Hohenberg and Kohn [10] have shown, however, that all ground state properties
are uniquely determined by the particle density, which means a reduction of
degrees of freedom to a minimum of the problem to be solved.
The ﬁrst Hohenberg-Kohn theorem [10] states that no two external poten-
tials not only diﬀering by a constant
V
(1)
ext (r)− V (2)ext (r) 6= const, (2.30)
with (Tˆ and Uˆ are the kinetic energy and particle-particle interaction operators,
respectively)
Hˆ(1,2) = Tˆ + Uˆ + Vˆ
(1,2)
ext , (2.31)
can lead to the same ground state charge density n(r). If the corresponding
many-particle Hamiltonians (2.31), diﬀering only in their external potentials
V
(1)
ext and V
(2)
ext , with ground states |Ψ(1)〉 and |Ψ(2)〉 had the same charge density
n(r), the following inequality would hold for non-degenerate ground states due
to the variational principle (2.6):
E(1) =
〈
Ψ(1)
Hˆ(1)Ψ(1)〉
<
〈
Ψ(2)
Hˆ(1)Ψ(2)〉 = 〈Ψ(2)Hˆ(2) + Vˆ (1)ext − Vˆ (2)extΨ(2)〉 , (2.32)
and hence
E(1) < E(2) +
∫
d3r
(
V
(1)
ext (r)− V (2)ext (r)
)
n(r). (2.33)
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Exchanging the superscripts (1) and (2), an inequality for E(2) is obtained that
is a contradiction to (2.33), and therefore, V
(1)
ext and V
(2)
ext cannot lead to the
same ground state charge density. For a given number of particles and their
interaction, the density uniquely determines the external potential, which in
turn determines the Hamiltonian and therefore all observables.
The second Hohenberg-Kohn theorem [10] states that the energy as a func-
tional of the density is minimal for the ground state charge density under the
constraint that the density integrates to the number of particles. Using that
the wave function |Ψ〉 is a functional of the density n for non-degenerate ground
states,1 we can express the Rayleigh-Ritz variational principle as
E0 = min
|Ψ[n]〉
〈
Ψ[n]
HˆΨ[n]〉
= min
|Ψ[n]〉
〈
Ψ[n]
Tˆ + Uˆ + VˆextΨ[n]〉
= min
n
〈
Ψ[n]
F [n] +
∫
d3rv(r)n(r)
Ψ[n]
〉
, (2.34)
with v(r) = Vext(r) and the functional F [n], which is universal since it does not
depend on the external potential. A ﬁrst order variation of the ground state
density leaves the energy unchanged:
δ
δn
(
F [n] +
∫
d3rv(r)n(r)− µ
[∫
d3rn(r)−N
])
= 0, (2.35)
where the chemical potential µ has been introduced as a Lagrangian multiplier
for the integral constraint of the number of particles N :
µ =
δF [n]
δn
+ v(r). (2.36)
With the knowledge of F [n] the ground state density could be calculated using
Eq. (2.35). The Hohenberg-Kohn theorems, however, provide no concept for
constructing the universal potential.
The Hohenberg-Kohn theorems assume a spin-independent external poten-
tial v(r). For spin-dependent external potentials v = v↑ + v↓, e.g. a Zeeman
coupling of the electron spins to an external magnetic ﬁeld,2 the energetic con-
tributions are
∫
d3rv↑(r)n↑(r) and
∫
d3rv↓(r)n↓(r), with the spin up and down
1For degenerate ground states, there exists no unique functional |Ψ[n]〉. A further subtlety
is that not all charge densities are v-representable, i.e. these densities do not correspond to
the ground state given by any external potential [78]. These problems are solved within the
constrained search formulation, where all antisymmetric N-particle wave functions are considered
that correspond to a fixed trial density [79–81].
2In the presence of a vector potential A, the canonical electronic momentum becomes
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densities n↑(r) and n↓(r), respectively. The Hohenberg-Kohn formalism can be
extended to energetic functionals E[n↑,n↓], or equivalently, to energetic func-
tionals of the density n = n↑ + n↓ and the spin polarization ξ = (n↑ − n↓)/n.
Spin density functional theory is furthermore applied to magnetic solids and
atoms and molecules with unpaired spins [83, 84].
First attempts to solve the electronic structure problem in terms of the
density predate the Hohenberg-Kohn theorems: Thomas [85] and Fermi [86]
have independently considered a density functional, where the kinetic energy
is approximated by that of a homogeneous non-interacting electron gas:
ETF =
3
10
(3π2)2/3
∫
d3rn5/3(r)
+
∫
d3rv(r)n(r) +
1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r − r′| . (2.37)
Apart from single atoms with large atomic numbers, this approximation to
the kinetic energy generally turns out to be too inaccurate: the Thomas-Fermi
approach e.g. does not predict stable molecules [87]. This no-binding theorem
persists [87] when extending Eq. (2.37) by Dirac’s exchange term [88] for the
homogeneous interacting electron gas:
Ex = −3
4
(
3
π
)1/3 ∫
d3rn4/3(r). (2.38)
With a density gradient correction to the kinetic energy functional due to von
Weizsa¨cker [89], molecules may be formed. Unfortunately, the gradient ex-
pansion of the kinetic energy functional diverges at sixth order, and the con-
struction of kinetic energy functionals is diﬃcult [90]. The introduction of an
auxiliary system of non-interacting electrons in an eﬀective potential, the so-
called Kohn-Sham system [11], allows for a generally more accurate calculation
of the kinetic energy, accounting for the neglected kinetic correlations in the
non-interacting auxiliary system by a density functional.
2.2.1 The Kohn-Sham system and the local density approx-
imation
Kohn and Sham [11] have proposed to express the functional E[n] as a sum of
the kinetic energy T0[n] of the ground state of a non-interacting system of same
p = v − αA (α≈1/137 is the fine structure constant and v the electronic velocity). Therefore,
expectation values of the kinetic energy operator depend on the external potential A, and the
charge density based Hohenberg-Kohn formalism breaks down. In order to treat the effect of
an external magnetic field B = ∇ × A on the orbitals as well, an extension to current density
functional theory has been developed [82].
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density as the interacting system, the electrostatic energy of the charge den-
sity interacting classically with itself — the Hartree energy, and the exchange-
correlation energy Exc, containing all remaining energetic contributions and
corrections due to many-body terms:
EKS[n] = T0[n] +
1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r − r′| +Exc[n]. (2.39)
According to the ﬁrst Hohenberg-Kohn theorem, the ground state density
uniquely determines the external potential veff for the auxiliary non-interacting
system. For non-interacting fermions, the ground state is a single Slater de-
terminant, and the many-particle problem reduces to the calculation of single-
particle spin-orbitals, which are singly occupied up to the Kohn-Sham Fermi
energy.3
For closed-shell systems systems with zero spin-polarization, i.e. n↑ = n↓,
N/2 Kohn-Sham orbitals |ϕi〉 with lowest eigenlevels are doubly occupied, re-
sulting in the density
n(r) = 2
N/2∑
i=1
|ϕi(r)|2. (2.40)
The kinetic energy of the non-interacting system is given as
T0 = −
N/2∑
i=1
∫
d3rϕ∗i (r)∇
2ϕi(r) =
N/2∑
i=1
∫
d3r|∇ϕi(r)|2. (2.41)
First order variations of the Kohn-Sham wave functions leave EKS unchanged:
3To avoid algorithmic instabilities due to the changing occupation of states crossing the Fermi
surface during the minimization of Eq. (2.39) (problematic in particular for metallic systems),
the restriction of integer occupation numbers is lifted near the Fermi surface. Occupying the
Kohn-Sham eigenstates according to the Fermi-Dirac distribution
fFD(εi) =
1
exp[(εi − µ)/τ ] + 1
for a fictitious electronic temperature τ (usually an order of magnitude higher than the room
temperature value of ∼25 meV), the Helmholtz free energy FKS = EKS − τS/kB is minimized
[91] (S is the electronic entropy and kB is Boltzmann’s constant). Since FKS and EKS depend
to lowest order quadratically on τ with opposite signs [92], EKS can be extrapolated to zero
temperature as [93]
E0KS =
1
2
(EKS + FKS) +O(τ
3).
As a further advantage, the smoother occupation near the Fermi surface allows for a coarser
Brillouin zone sampling (see Sec. 2.3).
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δEKS
δϕ∗i (r)
=
δT0
δϕ∗i (r)
+
∫
d3r′
[
Vext(r
′)
+
∫
d3r′′
n(r′′)
|r′ − r′′| + vxc(r
′)
]
δn(r′)
δϕ∗i (r)
= 0, (2.42)
with the exchange-correlation potential
vxc(r) =
δExc
δn(r)
. (2.43)
From Eqs. (2.40) and (2.41) follows
δn(r′)
δϕ∗i (r)
= 2ϕi(r)δ(r − r′), (2.44)
and
δT0
δϕ∗i (r)
= −∇2ϕi(r), (2.45)
respectively. The constraint of orthonormal Kohn-Sham orbitals leads to the
single-particle Schro¨dinger-like equation(
−1
2
∇
2 + veff(r)
)
ϕi(r) = εiϕi(r), (2.46)
with the eﬀective potential
veff(r) = Vext(r) +
∫
d3r′
n(r′)
|r − r′| + vxc(r). (2.47)
Since the eﬀective potential depends on the density and hence on the Kohn-
Sham wave functions through the Hartree and exchange-correlation potentials,
Eq. (2.46) is solved self-consistently by iteratively diagonalizing Eq. (2.46) and
updating veff , to calculate the ground state charge density n(r) of the interact-
ing system.4 Correcting for double-counting terms due to the eﬀective poten-
tial, the electronic energy reads
EKS[n] = 2
∑
i
εi − 1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r − r′|
+ Exc[n]−
∫
d3rvxc[n](r)n(r). (2.48)
4An alternative to this self-consistent field approach is the direct minimization of Eq. (2.39)
with respect to the expansion coefficients of the Kohn-Sham eigenfunctions in a given basis set
[94, 95].
2.2 Density functional theory 19
For spin-polarized systems, Kohn-Sham systems are constructed for each
spin direction σ ∈ {↑, ↓} with spin-dependent eﬀective potentials
vσeff(r) = V
(σ)
ext (r) +
∫
d3r′
n(r′)
|r − r′| + v
σ
xc(r), (2.49)
with
vσxc =
δExc[n
↑, n↓]
δnσ(r)
. (2.50)
The spin up and down densities are constructed from N↑ and N↓ singly occu-
pied Kohn-Sham states of the corresponding auxiliary systems, respectively.
Provided that the ground state density of the interacting system can be con-
structed from the density of a single Slater determinant, the Kohn-Sham ansatz
so far is an exact approach to the electronic structure problem. Approximations
have to be made to the universal (i.e. independent of Vext) exchange-correlation
functional Exc[n].
In order to represent Exc[n] by the interaction with an exchange-correlation
hole (cf. Eq. (2.23)), the hole has to be adjusted to take the kinetic correlations
into account, being neglected by T0[n]. This can be achieved by integrating
over the strength of the electronic Coulomb interaction, which is turned on
adiabatically, under the constraint that the ground state density remains un-
changed [96, 97]. Using the Hellmann-Feynman theorem (2.4), the change in
energy from zero (λ = 0) to full (λ = 1; the interaction is scaled linearly with
λ) Coulomb interaction Vˆee is
∆E =
∫ 1
0
dλ
〈
Ψ(λ)
∂Hˆ∂λ
Ψ(λ)
〉
=
∫ 1
0
dλ
〈
Ψ(λ)
VˆeeΨ(λ)〉 . (2.51)
Since the density is ﬁxed, the Hartree potential is not aﬀected; the exchange-
correlation hole (2.24), however, is averaged over the coupling parameter λ:
h¯xc(r, r
′) =
∫ 1
0
dλhxc(λ; r, r
′), (2.52)
and the exchange-correlation functional in the Kohn-Sham approach corre-
spondingly reads
Exc[n] =
1
2
∫
d3rn(r)
∫
d3r′
h¯xc(r, r
′)
|r − r′| . (2.53)
From Eqs. (2.14)–(2.19) follows for the density n and the pair density n2
n(r) =
1
N − 1
∫
d3r′n2(r; r
′). (2.54)
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Figure 2.1: Exchange hole of the unpolarized, homogeneous, non-interacting
electron gas, given by hx(u/kF) = −9n/2 · [(sinu − u cosu)/u3]2, with u =
kF|r − r′| and the Fermi wave vector kF = (3π2n)1/3. At the center, the
hole has the value −n/2, since electrons with opposite spin are not aﬀected by
exchange. Properties of the determinantal ground state are obtained from the
single-particle density matrix, which is diagonal in momentum space and at
zero temperature simply given by 〈k |ρ|k′〉 = δkk′2Θ(kF −k), corresponding to
an occupation of the momentum eigenstates with spin up and down up to kF.
Fourier transformation to the real space representation yields the two-particle
density matrix via Eq. (2.26) (see e.g. [76] or [99]).
This leads to a sum rule for the exchange-correlation hole (cf. Eqs. (2.24) and
(2.25)): ∫
d3r′hxc(r, r
′) =
∫
d3r′
(
n2(r, r
′)
n(r)
− n(r′)
)
= −1, (2.55)
which holds independently of the system and type of interaction, and hence
also for the interaction-strength-averaged h¯xc(r, r
′). The charge depletion in
the exchange-correlation hole corresponds to exactly one electron. Eq. (2.55)
applies also to the exchange-only holes (2.29) of single Slater determinants.
Therefore, the remaining correlation part of an exchange-correlation hole cor-
responds to a neutral charge distribution [98].
In developing approximations to h¯xc(r, r
′), the fulﬁllment of the sum rule
(2.55) has proven to be crucial [100]. Since the kinetic energy apart from
correlation and the long range Hartree terms are accounted for in the Kohn-
Sham equations (2.46) and (2.47), Kohn and Sham [11] have proposed a local
density approximation (LDA) to the remaining energetic contribution Exc[n],
in analogy to the approach to exchange in the Hartree-Fock-Slater method
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[77] mentioned above. In this approach, the exchange correlation density is
approximated locally by the energy density corresponding to the interaction of a
homogeneous electron gas with its exchange-correlation hole, and hence the sum
rule is obeyed. For the homogeneous electron gas, h¯xc(r, r
′) is a function of the
distance |r−r′|. Also the pair density n2, i.e. the probability to ﬁnd one electron
at r and another at r′, only depends on this diﬀerence. From Eqs. (2.26) and
(2.28) follows that the homogeneous Hartree-Fock ground state therefore is
formed from plane wave single-particle states. Hence, the ground state wave
functions of the non-interacting and interacting homogeneous electron gases are
equal in the Hartree-Hock approximation (while only for the latter exchange
causes a change in energy), and the exchange hole is the same for both systems
(see Fig. 2.1); the interaction strength average only aﬀects the correlation hole.
The exchange-correlation energy is expressed in the form
ELDAxc [n] =
∫
d3rn(r)εhomxc (n(r)), (2.56)
where εhomxc (n(r)) is the exchange-correlation energy per electron of the homo-
geneous electron gas of constant density equal to the value of the generally
inhomogeneous density n at coordinate r. The corresponding exchange-corre-
lation potential is given as
vLDAxc (r) = ε
hom
xc (n(r)) + n(r)
∂εhomxc
∂n
∣∣∣∣
n=n(r)
. (2.57)
For the homogeneous Hartree-Fock ground state, an analytical expression for
εhomx (n(r)) is known (cf. Eq. (2.38)) [88]:
εhomx (n(r)) = −
3
4π
[3π2n(r)]1/3. (2.58)
The correlation energy per electron in the homogeneous electron gas,
εhomc (n(r)) = ε
hom
xc (n(r)) − εhomx (n(r)), has been parametrized by ﬁtting
[101, 102] to random-phase approximations [103] and in principal exact nu-
merical quantum Monte Carlo calculations [104]. For spin-polarized systems,
the local spin density approximation is used [83].
In contrast to Hartree-Fock theory, where the self-interaction in the Hartree-
term is canceled by exchange, the self-interaction is canceled in the LDA com-
pletely only in the limit of a homogeneous density. The success of the LDA
can be attributed to its representation of the exchange-correlation hole with
the correct sum rule (2.55). For an inhomogeneous system the exchange-corre-
lation energy per electron in terms of the exchange-correlation h¯xc(r, r
′) hole
reads
εxc[n](r) =
1
2
∫
d3r′
h¯xc(r, r
′)
|r − r′| . (2.59)
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Hence, the spherical average of the hole enters the exchange-correlation energy
due to the isotropy of the Coulomb interaction. This average is represented
relatively well by the spherically symmetric exchange-correlation hole in the
LDA, which indicates another advantage of this approximation [84].
In the case of large charge density variations, the local density approxi-
mation becomes insuﬃcient, a problem in particular for ﬁnite and semi-ﬁnite
systems. In order to improve upon the LDA in terms of the density gradi-
ent ∇n(r), gradient corrections have to be generalized from an expansion of
Exc to eﬀectively account for re-summation to inﬁnite order [90] and to main-
tain correct properties of the LDA, e.g. the sum rule (2.55) [100]. Compared
to results obtained within the LDA only, generalized gradient approximations
(GGA) improve upon binding and atomic energies; furthermore, structure re-
laxations based on the GGA yield improved bond lengths and angles [98]. For
the calculation of the electronic structure of solids, the generalized gradient ap-
proximations according to Perdew and Wang [105, 106] or Perdew, Burke, and
Ernzerhof [107] are commonly used.5 Further approximations include e.g. the
so-called Meta-GGA, which also depends on the Laplacian of the charge density
or the kinetic energy density of the occupied Kohn-Sham orbitals [109–111].
With the local approximation to exchange in the Hartree-Fock-Slater ap-
proach, the computational complexity is basically equal to that of the Kohn-
Sham approach. The diﬀerence lies in the fact, that in the Hartree-Fock-
Slater method, the optimal determinantal (i.e. neglecting correlations due to
the Coulomb interaction) ground state is obtained, while in the Kohn-Sham
approach to density functional theory the ground state density is calculated
taking correlations approximately into account. The Slater determinant of the
auxiliary Kohn-Sham wave functions is not an approximation to the ground
state wave function. Hence, with the calculation of the ground state density,
generally corresponding to a non-determinantal ground state wave function
of interacting electrons, correlations due to the Coulomb interaction are ac-
counted for, and the electronic ground state energy is generally approximated
better than in the Hartree-Fock-Slater method. With the knowledge of an ap-
proximation to the ground state wave function in the latter approach, however,
the energy for removal of an electron under the assumption that the remaining
single-particle states keep unchanged is given by the Fock-operator eigenvalue
of the emptied state [112]. In the Kohn-Sham scheme only the highest occu-
pied Kohn-Sham eigenlevel can be identiﬁed with the negative of the ionization
energy for ﬁnite systems [113].
5A revised form of the GGA due to Perdew, Burke, and Ernzerhof improves upon adsorption
energetics [108].
2.3 Periodic systems 23
2.3 Periodic systems
In crystalline solids, the nuclear equilibrium positions are ordered periodically
in space. With the resulting periodic external potential v(r) for an inﬁnite
crystal, the ground state charge density n(r) and all other local physical prop-
erties have the same periodicity as the nuclear coordinate conﬁguration. The
corresponding Hamiltonian is invariant with respect to translation by a lattice
vector T , which can be expressed as a sum of integer multiples of the basis
vectors a1, a2, and a3 spanning a unit cell of the system:
T =
3∑
i=1
niai, ni ∈ Z. (2.60)
The atomic positions that are repeated with the unit cell form the atomic basis.
Unit cells with minimal volume ΩP = det(aP1 ,a
P
2 ,a
P
3 ) are called primitive cells.
The vectors aPi are the corresponding primitive basis vectors. Primitive cells
contain a minimal atomic basis. The primitive cell comprising all points that
are closer to its center than to the periodic images of the center is called Wigner-
Seitz cell.
A periodic function, e.g. the charge density n(r), can be expanded into a
Fourier series:
n(r) =
∑
G
nG exp(iGr), (2.61)
with
nG =
1
Ω
∫
Ω
d3r n(r) exp(−iGr), (2.62)
where Ω is the unit cell volume. The reciprocal lattice vectors G are charac-
terized by
exp(iGT ) = 1, (2.63)
and can be expressed as sums of integer multiples of the reciprocal basis vectors
bi = 2π
aj × ak
Ω
, bi · aℓ = 2πδiℓ, (2.64)
where (i, j, k) is a cyclic permutation of (1, 2, 3). The Wigner-Seitz cell in
reciprocal space is called ﬁrst Brillouin zone.
The operator Tˆε translating a single-particle state |ϕ〉 in an eﬀective poten-
tial, e.g. a Kohn-Sham wave function, by a vector of inﬁnitesimal length can
be derived by a Taylor expansion of the wave function:〈
r
Tˆεϕ〉 := 〈r + ε|ϕ〉
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= ϕ(r) + iε∇ϕ|r
=
〈
r
1 + iεkˆϕ〉 +O(ε2). (2.65)
Decomposing a ﬁnite translation into a product of inﬁnitesimal translations,
we obtain for the operator Tˆ for translation by a lattice vector:〈
r
Tˆϕ〉 = 〈r + T |ϕ〉
= lim
ℓ→∞
(
1 + ikˆ
T
ℓ
)ℓ
=
〈
r
exp(ikˆT )ϕ〉 . (2.66)
Since the Hamiltonian Hˆ is invariant with respect to translation by a lattice
vector T , the operators Hˆ and Tˆ commute
[Tˆ , Hˆ] = 0. (2.67)
Therefore Tˆ and Hˆ have a common eigenbasis (in the case of degenerate sub-
spaces, a set of vectors spanning these subspaces can be chosen to be eigen-
vectors of both Tˆ and Hˆ). Hence, the so-called crystal momentum k (the
generator of the translation) is conserved modulo the addition of a recipro-
cal lattice vector, leaving the eigenvalue exp(ikT ) of the translation operator
Tˆ unchanged. Translation by a lattice vector only changes the phase of the
single-particle wave functions.
Labeling the eigenstates of the Hamiltonian Hˆ with the quantum number
k and an orbital quantum number n, the wave functions can be written as a
lattice-periodic function 〈r|un,k〉 modulated by a plane wave with wave vector
k (which is an eigenfunction of kˆ and therefore also of Tˆ ):
〈r|ϕn,k〉 = exp(ikr)〈r|un,k〉. (2.68)
Eq. (2.68) and the equation
Tˆ |ϕn,k〉 = exp(ikT )|ϕn,k〉 (2.69)
are known as Bloch’s theorem [114]. The eigenenergies εn,k corresponding to
the Bloch functions (2.68) depend on the crystal momentum k. Using the com-
mutator [pˆ, exp(ikrˆ)] = k exp(ikrˆ), an eigenvalue problem of a k-dependent
Hamiltonian with the lattice-periodic 〈r|un,k〉 as eigenfunctions can be formu-
lated: [
−1
2
(∇+ ik)
2
+ v(r)
]
〈r|un,k〉 = εn,k〈r|un,k〉. (2.70)
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The allowed values for the wave vectors are obtained by imposing Born-von
Ka´rma´n boundary conditions [115] on electronic excitations, i.e. assuming that
excitations are periodic on a lattice with basis vectors Njaj , j ∈ {1, 2, 3}, where
the Nj are large integers such that the errors introduced by this approximation
are small. Translation by these basis vectors maps the system onto itself. The
corresponding phase factors thus equal one
exp(iNjkaj) = 1. (2.71)
Decomposing this translation into Nj steps, the wave vectors allowed by the
cyclic boundary conditions are given as sums of integer multiples of bj/Nj . In
the limit Nj →∞, this set of allowed wave vectors becomes continuous.
By subtraction of a reciprocal lattice vector G, each wave vector k′ can be
reduced to a vector
k = k′ −G (2.72)
in the ﬁrst Brillouin zone with
exp(ik′r)〈r|un,k′〉 = exp[i(k + G)r]〈r|un,k′〉 = exp(ikr)〈r|un,k〉, (2.73)
where, in analogy to Eq. (2.70), the transformation exp(−iGr)Hˆ exp(iGr)
yields6
〈r|un,k〉 = exp(iGr)〈r|un,k+G〉. (2.74)
Reducing the dispersion of a free electron, ε(k) = k2/2, to a reciprocal cell, de-
generacies with respect to the quantum number k at the Brillouin zone bound-
aries appear, where the dispersion corresponding to plane wave eigenstates with
opposite phases is reduced to the same k-points. These degeneracies are lifted
by a periodic, non-constant potential, leading to energy gaps between continu-
ous electronic bands for inﬁnite systems.
The electronic ground state energy and other properties of an inﬁnite pe-
riodic system per unit cell can be obtained by solving (2.70) with periodic
boundary conditions for the ﬁnite number of electrons contained in the unit
cell, integrating the dispersion with respect to the continuous set of wave vec-
tors k over the volume of the ﬁrst Brillouin zone (in numerical calculations this
integral is usually approximated by a sum over a ﬁnite set of points).
2.3.1 Plane wave basis sets
In the limit of a constant potential, the eigenfunctions |un,k〉 are plane waves
|G〉 with reciprocal lattice vectors (including zero) as wave vectors. In a pe-
6The multiplication of the eigenfunction 〈r|un,k+G〉 by the phase factor exp(iGr) means a
similarity transformation (pˆ, rˆ)→ (pˆ−G, rˆ) [116]. The kinetic energy operator in (2.70) becomes
−(∇+ ik)2/2→ −(∇+ i{k + G})2/2.
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riodic, non-constant potential the plane wave states are mixed, and the eigen-
functions can be expanded in the basis of plane waves:
〈r|un,k〉 =
∑
G
c
(G)
n,k 〈r|G〉, (2.75)
with
c
(G)
n,k = 〈G|un,k〉. (2.76)
Using Eqs. (2.70) and (2.75), the Kohn-Sham diﬀerential equations (2.46) can
be converted into a set of linear equations (with non-linear dependence of the
eﬀective potential on the solution) [99]:∑
G′
[
1
2
|k +G|2δGG′ + VG−G′
]
c
(G′)
n,k = εn,kc
(G)
n,k . (2.77)
VG is a Fourier expansion coeﬃcient of the eﬀective potential (2.47):
VG =
1
Ω
∫
Ω
d3r veff(r) exp(−iGr). (2.78)
The Fourier coeﬃcients of the Hartree potential can be obtained by Fourier
transformation of the Poisson equation ∇2V H(r) = −4πn(r):
V HG =
4πnG
G2
. (2.79)
The divergence of V HG=0, which is due to the contribution from the average
electronic charge density, is canceled by corresponding terms for the electronic
interaction with the nuclei and interactions between the nuclei for electrically
neutral systems.
The kinetic energy operator is diagonal in the plane wave basis and the
corresponding matrix elements are therefore calculated eﬃciently in momentum
space. The calculation of terms which contain powers of the wave functions in
real space, e.g. the charge density, are calculated more eﬃciently in real space,
since these multiplications correspond to convolutions in Fourier space. The
charge density and wave functions are transformed eﬃciently between real and
momentum space using discrete fast Fourier transforms, in order to allow for a
calculation of all terms in diagonal form.
The size of the plane wave basis is limited by a cutoﬀ for the kinetic energy:
1
2
|k +G|2 ≤ Ecut. (2.80)
For a given eﬀective potential, Eq. (2.77) is solved separately in this ﬁnite basis
for a set K of k-points sampling the Brillouin zone. The resulting charge density
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is a sum of the densities of the eigenfunctions over k ∈ K. Hence, the eﬀective
potential to be updated iteratively depends on the solutions of (2.77) for all
k ∈ K.7
2.3.2 Pseudopotentials
Strongly bound core states require large kinetic energy cutoﬀs to be expanded
to suﬃcient accuracy in the plane wave basis. The nodal structure of valence
electron wave functions in the core regions, owing to their orthogonality to
the core states, also corresponds to high energetic Fourier components. The
size of the plane wave basis can be reduced signiﬁcantly by the introduction of
pseudopotentials [118], which are constructed to yield nodeless valence pseudo-
wave functions within the core regions surrounding the nuclei; the core states
are assumed to be frozen in their atomic conﬁgurations. This leads to a further
reduction of the size of the electronic structure problem by less eﬀective single-
particle states entering the Kohn-Sham equations.
Since the angular momentum ℓ is conserved for spherically symmetric sys-
tems, the radial part of the wave function of an isolated atom has only to be
orthogonal to the radial parts of states with same quantum number ℓ. Hence,
the most general form of an atomic pseudopotential is
Vˆ PS =
∑
ℓ
ℓ∑
m=−ℓ
V PSℓ (rˆ) · |ℓm〉〈ℓm|. (2.81)
Instead of projecting onto the spherical harmonics |ℓm〉, it is advantageous in
terms of computational eﬀort, to introduce projectors with angular and radial
dependence, that are constructed such that the integration due to the radial
dependence of the V PSℓ (r) is taken into account by the projection operations,
leading to a separable form of the pseudopotential [119]:
Vˆ PS = V PSloc (rˆ) +
∑
ℓ
ℓ∑
m=−ℓ
|ψPSℓmδV PSℓ 〉〈δV PSℓ ψPSℓm|
〈ψPSℓm|δV PSℓ |ψPSℓm〉
, (2.82)
with the reference pseudo-wave functions ψPSℓm of the isolated atom, the local
potential V PSloc (r) that equals V (r) outside the core sphere, and the potentials
δV PSℓ (r) that are the diﬀerences of V
PS
ℓ (r) to the local potential and hence are
zero outside the sphere.
7The number of k-points can be reduced due to symmetries in the crystal in addition to the
periodicity, e.g. with respect to inversion, rotation, or reflection (cf. Sec. 4.1). Equivalent k-points
are represented by a single k-point with an accordingly increased weight for sums over k.
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Figure 2.2: All-electron (AE) and pseudo- (PS) wave functions (a) and pseu-
dopotentials (b) for the 3s and 3p valence states of an isolated aluminum atom
(calculated with the pseudopotential generator code Opium [117]). −ZV/r is
the asymptotic behavior of the Coulomb potential seen by the valence states
at large distances from the ionic core (ZV = 3).
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Ab initio pseudopotentials are constructed from Kohn-Sham calculations for
single atoms including all core and valence electrons. The lowest energetic va-
lence state of a given angular momentum (higher energetic states with same an-
gular momentum are excited states of the corresponding pseudo-Hamiltonian)
is replaced by a nodeless pseudo-wave function, matching the original wave
functions outside a sphere of radius rc. The corresponding pseudopotential can
be calculated by inverting the radial Schro¨dinger equation for the pseudo-wave
function and a given reference energy (often the Kohn-Sham eigenvalue ob-
tained from the all-electron calculation). The resulting potential is then to be
unscreened by subtracting the contributions from the pseudo-valence density,
which is straightforward for the Hartree potential being linear in the density.
The non-linear dependence of the exchange-correlation potential can be taken
into account by non-linear core corrections [120].
For norm-conserving pseudopotentials, the norm of the pseudo-wave func-
tions is constrained to be equal inside the core sphere to the norm of the
corresponding all-electron wave functions. Apart from leading to the same
electrostatic potential outside the sphere, this ensures that ﬁrst order devia-
tions from the free-atom eigenvalues only change the logarithmic derivatives of
the pseudo-wave functions outside the sphere to second order [121]. This means
a good transferability of the pseudopotential to chemical environments which
do not alter the characteristics of the atomic spectra signiﬁcantly. Fig. 2.2
shows an example of norm-conserving pseudopotentials for the valence states
of aluminum and the corresponding pseudo-wave functions generated in the
Troullier-Martins scheme [122].
In the ultrasoft pseudopotential formalism [123], the norm-conservation con-
straint inside the core sphere is lifted, allowing for pseudo-wave functions with-
out high Fourier components even if the radial all-electron wave function for
r > 0 already is nodeless (i.e. for ℓ = n−1; n: principal quantum number) and
strongly localized. The separable representation (2.82) is extended to more
than one reference energy for each angular momentum and the correspond-
ing projectors, to re-introduce transferability of the ultrasoft pseudopotential
despite the lack of norm conservation. The pseudo-valence charge density is
corrected by an augmentation charge, which is calculated by tracing out all ref-
erence state (|sℓm〉, |s′ℓm〉) degrees of freedom of auxiliary functions ∆Qs,s′(r)
(subscripts ℓm dropped for simplicity) over the space spanned by the occupied
pseudo-valence states. These auxiliary functions are non-zero only inside the
core region:
∆Qs,s′ = 〈ψAEs |r〉〈r|ψAEs′ 〉 − 〈ψPSs |r〉〈r|ψPSs′ 〉, (2.83)
with the all-electron and pseudo-wave functions |ψAEs 〉 and |ψPSs 〉 of the isolated
atom, respectively. The resulting Kohn-Sham eigenstates overlap in the core
regions, leading to a generalized eigenvalue problem. Although the introduction
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of several reference state projectors per angular momentum in the ultrasoft
pseudopotential approach means additional complexity for the total energy
calculation, the reduction of the size of the plane wave basis generally still
lowers the overall computational eﬀort signiﬁcantly.
An alternative approach to introduce pseudized wave functions is the pro-
jector-augmented wave method [124], where a linear transformation Tˆ medi-
ates between the states |ψPS〉, pseudized in the so-called augmentation sphere
around the atom with radius rc, and the all-electron states |ψAE〉:
|ψAE〉 = Tˆ|ψPS〉. (2.84)
The Schro¨dinger equation for the pseudo-wave functions reads:
Tˆ
+HˆTˆ|ψPSi 〉 = εiTˆ+Tˆ|ψPSi 〉, (2.85)
with the eigenvalue εi corresponding to the eigenstate |ψPSi 〉. Similar to the
case of ultrasoft pseudopotentials, the pseudized wave functions overlap inside
the augmentation sphere. Outside the sphere, the operator Tˆ is identity:
Tˆ = 1 +
∑
i
(|ψAEi 〉 − |ψPSi 〉) 〈αi|, (2.86)
where |αi〉 is a projector function with
∑
i |ψPSi 〉〈αi| = 1 for r ≤ rc and
〈αi|ψPSj 〉 = δij. By adding 0 = Λˆ −
∑
ij |αi〉〈ψPSi |Λˆ|ψPSj 〉〈αj| to Eq. (2.85)
for an operator Λˆ vanishing outside the sphere, terms that require high plane
wave cutoﬀs can be canceled in the plane wave expansion, being accounted for
by a radial integration over the augmentation sphere instead.
An advantage of the projector-augmented wave method is that the trans-
formation (2.84) allows for a calculation of the all-electron wave functions (a
similar transformation can be applied in the ultrasoft pseudopotential formal-
ism to reconstruct the all-electron wave functions [125]).
Implementations of the density functional formalism used in
this work
For the calculation of the electronic structures and total energies of complex
metal hydrides, which are presented in Chs. 4 and 5, we have relied on estab-
lished implementations of the density functional theory formalism, namely, the
pseudopotential plane wave codes Dacapo by Hammer, Hansen, Nørskov, et
al. [108] and Pwscf by Baroni, de Gironcoli, Dal Corso, Giannozzi, et al. [126]
and the projector-augmented wave implementation in the Vasp code by Kresse
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and Furthmu¨ller [127]. The usage of diﬀerent codes has allowed for a veriﬁ-
cation of the general applicability of the implementation of the methods pre-
sented in Ch. 4. Furthermore, the diﬀerent features of the implementations
have been used, e.g., for a calculation of core electron charge densities in the
projector-augmented wave formalism or for a Kohn-Sham orbital analysis tak-
ing advantage of the possibility to use diﬀerent types of pseudopotentials.
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3Born-Oppenheimer dynamics
3.1 Lattice dynamics
So far, we have considered a ﬁxed conﬁguration of nuclear coordinates. As
mentioned above, we can assume a parametrical dependence of the electronic
Hamiltonian on the nuclear coordinates in the Born-Oppenheimer approxima-
tion [66]. We will ﬁrst consider a ﬁnite system containing N atoms (peri-
odic systems will be considered in Sec. 3.1.1). With the nuclear coordinates
R ∈ R3N , the Hamiltonian Hˆn for the ionic degrees of freedom reads
Hˆn = −M−1∇
2
R
2
+ V (R), (3.1)
where, due to the separation of nuclear and electronic timescales, the poten-
tial V (R) is given by the sum of the electronic ground state energy for the
parameters R and the electrostatic energy of the nuclear point charge system.
Mij = δijM⌊i/3⌋ is the mass matrix, where M⌊i/3⌋ is the mass of the nucleus
corresponding to the coordinate Ri.
In the harmonic approximation, the potential is expanded to second order
in the nuclear coordinates around a conﬁguration R0 the potential energy is
minimal for, and hence the gradient vanishes:
V (R−R0) ≈ V0 + 1
2
3N∑
ij=1
Hij (Ri −R0,i) (Rj −R0,j) , (3.2)
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where
Hij = ∂
2V
∂Ri∂Rj
∣∣∣∣
R0
(3.3)
is the Hessian matrix of the potential energy. The potential (3.2) results in a
Schro¨dinger equation for 3N coupled one-dimensional harmonic oscillators.
The eigenstates of the Hamiltonian of a single one-dimensional harmonic
oscillator (ω is the classical eigenfrequency, m is the particle mass in units of
the electron mass (atomic units), and xˆ and pˆ are the position and momentum
operators, respectively)
Hˆosc =
pˆ2
2m
+
1
2
mω2xˆ2 (3.4)
can be obtained from an ansatz for the wave functions as products of poly-
nomials and Gaussians [128] or by algebraically transforming the Schro¨dinger
equation [129]. In the latter approach, the position and momentum operators
are replaced by the operators
bˆ =
1√
2
(√
mωxˆ+
i√
mω
pˆ
)
(3.5)
bˆ+ =
1√
2
(√
mωxˆ− i√
mω
pˆ
)
, (3.6)
yielding
Hˆosc = ω
(
bˆ+bˆ+
1
2
)
. (3.7)
From the commutator [xˆ, pˆ] = i follows [bˆ, bˆ+] = 1. From this relation follows
for the operators bˆ and bˆ+ acting on an eigenstate |n〉, that also bˆ|n〉 and bˆ+|n〉
are eigenstates, with an eigenlevel lowered or raised by the energy ω, respec-
tively. bˆ is the annihilation and bˆ+ the creation operator for a bosonic quasi
particle of energy ω. The uncertainty principle ensures that the eigenenergies
of bound states cannot be lower than the potential energy minimum. Thus the
annihilation operator acting on the ground state yields zero. From the corre-
sponding diﬀerential equation follows that the ground state energy is ω/2. The
eigenenergies of the harmonic oscillator are
εn = ω
(
n+
1
2
)
, (3.8)
with the number of vibrational quanta n ∈ {0, 1, 2, ...}.
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The classical equations of motion for a system of the 3N coupled one-
dimensional harmonic oscillators with the potential energy (3.2) and kinetic
energies M⌊j/3⌋x˙
2
j/2 are
M⌊j/3⌋x¨j = −
∑
k
Hjkxk, (3.9)
with the coordinates xj = Rj − R0,j. With the ansatz xj = uj exp(iωt) a
generalized eigenvalue problem in the space of the displacement amplitudes uj
can be obtained:
Hu = ω2Mu. (3.10)
The transformation H˜ = L−1HL−1 with Lij =M
1/2
⌊i/3⌋δij, results in the equiv-
alent eigenvalue problem
H˜u˜ = ω2u˜, (3.11)
with the polarization vectors u˜ = Lu. Bosonic annihilation and creation op-
erators for a mode with frequency ωµ are constructed in analogy to Eqs. (3.5)
and (3.6) by projection of the 3N dimensional position and momentum opera-
tors onto the polarization vector u˜µ [130]. The commutators for the resulting
operators are
[bˆµ, bˆν ] = [bˆ
+
µ , bˆ
+
ν ] = 0
[bˆµ, bˆ
+
ν ] = δµν , (3.12)
i.e. vibrational quanta in diﬀerent modes µ 6= ν are annihilated and created
independently. The corresponding Hamiltonian therefore becomes a sum of the
Hamiltonians of one-dimensional harmonic oscillators (deﬁning V0 := 0):
Hˆ3N−osc =
∑
µ
ωµ
(
bˆ+µ bˆµ +
1
2
)
, (3.13)
with the eigenvalues
E(n1, ..., n3N−6) =
∑
µ
ωµ
(
nµ +
1
2
)
, (3.14)
where nµ ∈ {0, 1, 2, ...} is the number of vibrational quanta in mode µ (six
degrees of freedom do not correspond to vibrational normal modes but to in-
variance of the energy with respect to translation and rotation of the system).1
1If the configuration R0 with vanishing total energy gradient refers to a saddle point on
the potential energy surface, negative Hessian eigenvalues appear, corresponding to imaginary
frequencies, i.e. non-oscillatory motion. The system is unstable with respect to displacements in
the corresponding directions (cf. Sec. 5.1).
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3.1.1 Energetic dispersion in periodic systems
For a periodic system, the corresponding Hamiltonian Hˆ of coupled harmonic
oscillators is invariant with respect to a translation by a lattice vector. There-
fore, in analogy to Bloch’s theorem (2.69), an eigenstate translated by a lattice
vector T also is an eigenstate of the Hamiltonian, diﬀering only by a phase
factor exp(iqT ). In analogy to electronic excitations discussed in Sec. 2.3, the
allowed wave vectors form a continuous set. Wave vectors q outside the ﬁrst
Brillouin zone correspond to waves with oscillations between atomic positions,
and hence describe the same elastic waves of atomic displacements as wave
vectors q′ = q −G in the ﬁrst Brillouin zone. In contrast to the reduction of
the dispersion of the electronic eigenenergies, the wave vectors q can thus be
restricted to the ﬁrst Brillouin zone. In order to take advantage of this restric-
tion, we look for a representation of the Hamiltonian in terms of integrals over
the ﬁrst Brillouin zone. The operators for the nuclear coordinates xT ∈ R3s
in a primitive cell (containing s atoms) translated from a chosen origin by a
lattice vector T are correspondingly replaced by the integral
xˆT =
√
Ω
(2π)3
∫
BZ
d3q exp(−iqT )Xˆq, (3.15)
where Ω is the unit cell volume. Multiplication of Eq. (3.15) by [Ω/(2π)3]1/2×
exp(iq′T ) and summation over the lattice vectors T yields a Fourier series for
the operator Xˆq:
Xˆq =
√
Ω
(2π)3
∑
T
exp(iqT )xˆT , (3.16)
where we have used that∑
T
exp(iqT ) =
(2π)3
Ω
∑
G
δ(q +G), (3.17)
which follows from a Fourier expansion of the right-hand side of Eq. (3.17).
A corresponding expansion in the momentum operators pˆT can be used to
construct operators Pˆq, that are conjugate to the operators (3.16) [131]:
Pˆq =
√
Ω
(2π)3
∑
T
exp(−iqT )pˆT , (3.18)
with the commutator
[Xˆq, Pˆq′ ] = iδqq′ . (3.19)
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Inversion of (3.18) yields
pˆT =
√
Ω
(2π)3
∫
BZ
d3q exp(iqT )Pˆq . (3.20)
Using Eqs. (3.15) and (3.20), the Hamiltonian for the nuclear degrees of freedom
can be written in the harmonic approximation as
Hˆ =
Ω
2(2π)3
∫
BZ
d3q
∫
BZ
d3q′
(∑
T
PˆqM
−1Pˆq′ exp[i(q + q
′)T ]
+
∑
T ,T ′
XˆqHT−T ′Xˆq′ exp[−iqT − iq′T ′]
)
, (3.21)
with the mass matrixM of the atoms in the unit cell and the Hessian
HT−T ′,i,j = ∂2V/∂xT ,i∂xT ′,j. (3.22)
Since q is restricted to the ﬁrst Brillouin zone, it follows from Eq. (3.17) that
lattice sums over phase factors of the form exp[i(q + q′)T ] imply q = −q′.
The Hessian matrix elements do not depend on the absolute positions of the
corresponding unit cells in the lattice, but on the diﬀerence vector of their
origins (denoted by the subscript T − T ′). We correspondingly replace the
summation over T ′ by a summation over T ′′ = T − T ′ and introduce the
Fourier transform D(q) ∈ C3s × C3s of the Hessian matrix:
D(q) =
∑
T ′′
exp(−iqT ′′)HT ′′ . (3.23)
Using that Xˆ−q = Xˆ
+
q and Pˆ−q = Pˆ
+
q , the Hamiltonian (3.21) can be rewritten
as
Hˆ =
1
2
∫
BZ
d3q
(
PˆqM
−1Pˆ+q + XˆqD(q)Xˆ
+
q
)
. (3.24)
Using the commutator (3.19), the corresponding eigenvalues can be obtained
for a given wave vector by algebraical transformation of the integrand of (3.24),
introducing annihilation and creation operators for a phonon with wave vector
q and energy ωq,α, yielding a phonon dispersion with 3 acoustic and 3s − 3
optical branches labeled by the mode index α [131]. The acoustic modes have
zero energy for q = 0, due to the translational invariance of the atomic basis
in the unit cell, and show a linear dispersion in the limit of long wavelengths
compared to the lattice constants, in analogy to acoustic waves in a continuous
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medium. The energies of optical phonons are nonzero for q = 0, corresponding
to oscillations in the atomic basis with opposite phases, which in the case of
diﬀerent atomic species can be excited by electromagnetic radiation with typical
frequencies of the order of 10 THz (infrared).
In the harmonic approximation, phonons with diﬀerent wave vectors or ener-
gies are created and annihilated independently. In the presence of anharmonic
terms in the potential energy the modes are coupled, corresponding to inter-
actions between the phonons, dominating e.g. the thermal conductivity of in-
sulators. Further examples of materials properties that are due to anharmonic
potentials include the eﬀect of thermal expansion of solids and the temperature
dependence of elastic coeﬃcients [132].
3.1.2 Thermodynamics of the phonon gas
We assume that small thermal displacements of the nuclei from their equilib-
rium positions can be approximated suﬃciently well by harmonic potentials.
Thus the energetic spectrum is described by Eq. (3.14) (with N → ∞ for an
inﬁnite crystal; expressions in terms of the phonon dispersion will be discussed
later). Thermodynamic properties of the phonon gas can be derived from the
corresponding partition function of independent, distinguishable harmonic os-
cillators
Z =
∏
µ
∞∑
nµ=0
exp
[
−βωµ
(
nµ +
1
2
)]
=
∏
µ
exp
(
−βωµ
2
) ∞∑
nµ=0
[exp(−βωµ)]nµ
=
∏
µ
1
2 sinh
(
βωµ
2
) , (3.25)
with β = (kBT )
−1 (kB ≈ 3.17 · 10−6 Hartree/K is Boltzmann’s constant) and
µ enumerating all modes in the crystal. The free energy of the phonon gas is
F = − 1
β
lnZ =
1
β
∑
µ
ln
[
2 sinh
(
βωµ
2
)]
. (3.26)
A uniform rescaling of the nuclear coordinates corresponds to a multiplication
of (3.9) by a constant factor, not aﬀecting the classical eigenfrequencies, which
determine the quantum mechanical energetic spectrum. Therefore, the free
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energy does not depend on the volume in the harmonic approximation.2 The
pressure p = (∂F/∂V )T=const is zero, and hence the Gibbs free energy G =
E−TS+pV = F+pV equals the free energy F in the harmonic approximation.
The entropy of the phonon gas is3
S = −∂F
∂T
= kB
∑
µ
[
βωµ
2
coth
(
βωµ
2
)
− ln
(
2 sinh
{
βωµ
2
})]
, (3.27)
vanishing at zero temperature. With the equality of the thermodynamical po-
tentials F and G, the heat capacities at constant volume and constant pressure
are equal:
CV = Cp = T
∂S
∂T
=
∑
µ
kBβ
2ω2µ
4
[
cosh2
(
βωµ
2
)
− 1
] . (3.28)
In the limit of large temperatures β−1 ≫ ωmax/2 and a large number of atoms,
the heat capacity per atom approaches the value 3kB, which is the Dulong-
Petit law, corresponding to a classical equipartition of the thermal energy; the
classical mean value in thermal equilibrium of both potential and kinetic energy,
being equal on average for a harmonic oscillator, is β−1/2 for each mode.
The sums over modes in Eqs. (3.26)–(3.28) can alternatively be expressed
as integrals over the phonon density of states. In terms of a normalized phonon
density of states g(ω) with
∞∫
0
dωg(ω) = 1, (3.29)
the free energy per primitive unit cell (containing s atoms) reads
F =
3s
β
∞∫
0
dωg(ω) ln
[
2 sinh
(
βω
2
)]
. (3.30)
2In the so-called quasi-harmonic approximation, anharmonicities are taken into account to the
extent that the force constants, i.e. the matrix elements of the Hessian are calculated for different
unit cell volumes.
3Non-phononic contributions to the entropy in solids can be due to molecular rotations or due
to structural disorder. Disorder is negligible in (most of) the solids we will consider. Rotations
of e.g. complex ions require relatively high energies of the order of 1 eV in most of the systems
studied here, such that these degrees of freedom can be assumed to be frozen out at near ambient
temperatures and below.
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The contribution of each branch α ∈ 3s can be calculated as an integral over
the density in q-space over the volume Vω+dω, for which the dispersion of the
branch lies in the interval [ω, ω + dω]:
gα(ω)dω =
Ω
3s(2π)3
∫
Vω+dω
d3q. (3.31)
With dω = dq · (∇qω), the density of states due to branch α is given as an
integral over the surface of constant energy ω in q-space:
gα(ω) =
Ω
3s(2π)3
∫
ω=const
dσ
v
(α)
q
, (3.32)
with the group velocity v
(α)
q =∇qω of branch α.
3.1.3 Calculation of the phonon dispersion
While the total energy gradient with respect to the nuclear coordinates is
due to the electrostatics of the nuclear point charge system and the unper-
turbed charge density of the electronic system (Hellmann-Feynman theorem,
cf. Eq. (2.4)), the calculation of the Hessian involves ﬁrst order perturbations
of the electronic charge density. There are three categories of computational
approaches to ab initio lattice dynamics: approximation of the Hessian by ﬁnite
force diﬀerences obtained from total energy calculations for displaced conﬁgu-
rations [13, 14, 133–136], spectral analysis of the velocity autocorrelation from
molecular dynamics simulations [16], and calculation of the linear response of
the charge density within density functional perturbation theory [15, 137–139].
The latter approach has the advantage that responses to perturbations of dif-
ferent wave vectors are decoupled [15], while the former two methods require
supercells such that Hessian matrix elements between periodic images can be
neglected. Due to large atomic mass diﬀerences in the compounds consid-
ered here, consisting of metal and hydrogen atoms, a large number of discrete
time steps would be required to resolve the oscillations of the larger atoms us-
ing molecular dynamics simulations, the lighter elements requiring short time
steps. We have used atomic-displacement-based approaches for the calculation
of vibrational spectra, with the advantage that the computational solution to
the electronic structure problem only needs to provide total energy gradients,
i.e. unperturbed ground state properties of displaced conﬁgurations. The linear
response method has been considered to benchmark the computational com-
plexity of a new approach to estimate phonon frequencies [P2] presented in
Sec. 4.2.
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3.1.3.1 Finite force differences approach
In the displacement-based methods, Hessian-vector products are approximated
by ﬁnite force diﬀerences:
Hd ≈ ε−1 [∇E(R0 + εd)−∇E(R0)] , (3.33)
where ε is used to scale the displacement d (the leading error of Eq. (3.33) can
be reduced from O(ε) to O(ε2) by considering symmetric force diﬀerences for
R0±εd). The total energy gradient∇E(R0) vanishes if R0 represents a conﬁg-
uration extremizing the total energy. Projecting Eq. (3.33) for a given displace-
ment d of the u atoms in the supercell onto a displacement d′ yields a matrix
element of the Hessian Hsuper ∈ R3u × R3u. By considering symmetries in the
super cell, the number of 3u ab initio force calculations to construct Hsuper
can be reduced to the number of displacements that are not mapped by point
group symmetry operations S onto each other. The forces due to symmetrically
equivalent displacements are related by the corresponding transformations S.
With the displacement of an atom in the supercell all periodic images of
this atom are displaced as well. The calculated Hessian Hsuper therefore is a
linear combination of Hessian matrices Hsuper
T˜
of the form of Eq. (3.22) [13]:
H
super =
∑
T˜
H
super
T˜
, (3.34)
where T˜ is a vector of the supercell lattice. In order to calculate the Fourier
transform of the Hessian of the extended system according to Eq. (3.23),
Eq. (3.34) generally has to be decoupled into the contributions from super-
cell Hessian matrices with diﬀerent distances between the periodic images. An
exception is the Fourier transform for wave vectors that are vectors G˜ of the
supercell reciprocal lattice. If the supercell is e.g. formed by repeating an or-
thorhombic primitive cell once in x-direction, the X-point (q = (1/2, 0, 0) in
units of the reciprocal lattice corresponding to the primitive cell) becomes the
reciprocal lattice vector G˜ = (1, 0, 0). For a supercell consisting of n prim-
itive cells, Hsuper can be split into n2 blocks Hprim.U ;t,t′ , where t and t′ label
the atomic coordinates in primitive cells with origins separated by a vector
U inside the supercell, respectively. The matrices Hprim.U are supercell lat-
tice sums over the blocks Hprim.
U ;T˜
of Hsuper
T˜
in analogy to Eq. (3.34). If q is a
reciprocal lattice vector G˜, all terms in the Hessian Fourier transform (3.23)
which correspond to a lattice vector U + T˜ are added with the same phases
exp[−iG˜(U + T˜ )] = exp(−iG˜U ). Hence, Eq. (3.23) becomes
D(G˜) =
∑
U
exp(−iG˜U )Hprim.U . (3.35)
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For q /∈ {G˜}, the calculated linear combinations of Hessian matrices have
to be decoupled into the matrices Hprim.
U ;T˜
, which are then added with phase
factors exp[−iq(U + T˜ )] 6= exp(−iqU ). If the supercell is chosen suﬃciently
large, such that interatomic force constants for atoms separated by a supercell
basis or longer vector can be neglected, the remaining Hessian matrix elements
Hprim.
U ;T˜ ;t,t′
can be obtained by considering coordination shells of equivalent atoms
surrounding the atom corresponding to the degree of freedom t. The Hessian
matrix elements can then be approximated as [136]
Hprim.
U ;T˜ ;t,t′
= wt,t′Hprim.U , (3.36)
where wt,t′ is a weight equal for all contributions from the same coordination
shell. The weights are given by the constraint that the Fourier transform (3.23)
calculated from the matrices (3.36) coincides with Eq. (3.35) for reciprocal
lattice vectors G˜ [136].
Since the second order energy derivatives for the Hessian Hsuper are ap-
proximated by ﬁnite diﬀerences in numerically calculated ﬁrst order deriva-
tives, the results for the Hsuper can deviate (generally slightly) from the sym-
metry Hsupers,s′ = Hsupers′,s , which can be corrected for by forming the average of
Hsuper with its transpose. Another general property of the Hessian follows from
the translational invariance with respect to a rigid translation of the crystal,
e.g. along one of the cartesian axes. The sum of the Hessian matrix elements
over the u corresponding coordinate indices vα (α ∈ {x, y, z}) vanishes, since
the forces exerted on the nuclei remain unchanged for a rigid translation:
∑
vα
∂2E
∂rvα∂rv′α
= −
∑
vα
∂Fv′α
∂rvα
= 0 ∀ v′α. (3.37)
Due to the usage of ﬁnite basis sets, e.g. grids in numerical approaches to the
electronic structure problem, the translational invariance is not (fully) resolved,
and hence Eq. (3.37) is not fulﬁlled. The translational invariance reﬂected
in Eq. (3.37) is important for the behavior of acoustic modes for small wave
vectors, and can be corrected for by replacing the diagonal elements of the
Hessian with the negative of the sums of the corresponding oﬀ-diagonal elements
[134], or by imposing Eq. (3.37) as a constraint with a certain weight for the
ﬁtting of harmonic force ﬁelds to ab initio force constants [136, 140].
Free energies can be calculated by approximating a Brillouin zone integral
over the contributions to the free energy by a sum over a ﬁnite set of q-points,
or as an integral over the phonon density of states obtained from a Monte Carlo
sampling of the dispersion [136, 140].
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3.1.3.2 Linear response
Within density functional perturbation theory, the Hessian of the total energy
is calculated according to
∂2E
∂Ri∂Rj
= −∂Fj
∂Ri
=
∂
∂Ri
(
∂EN
∂Rj
+
∫
d3rn(r)
∂V (r)
∂Rj
)
=
∂2EN
∂Ri∂Rj
+
∫
d3r
(
∂n(r)
∂Ri
∂V (r)
∂Rj
+n(r)
∂2V (r)
∂Ri∂Rj
)
, (3.38)
where we have used that the electronic contribution to the adiabatic forces Fj is
given by electrostatic interaction of the nuclear point charges with the ground
state charge density n(r). The contribution of the derivatives of the energy EN
of the nuclear point charge system is calculated using Ewald summation (see
App. A). In addition to these electrostatic contributions, the calculation of the
Hessian involves the linear response ∂n(r)/∂Ri.
With the ﬁnite diﬀerence operator (∆Ri is the displacement of a nuclear
coordinate)
∆if :=
∂f
∂Ri
∆Ri, (3.39)
a linearized ﬁnite diﬀerence response of the charge density in the Kohn-Sham
scheme can be formulated [15]:
∆in(r) = 4
Nocc/2∑
ℓ=1
ψ∗ℓ (r)∆iψℓ(r), (3.40)
where the sum runs over the doubly occupied Kohn-Sham orbitals |ψℓ〉.4 First
order perturbation theory yields for the variation |∆iψℓ〉 (see e.g. [141]):
(Hˆ − εℓ)|∆iψℓ〉 = −(∆iVˆ −∆iεℓ)|ψℓ〉, (3.41)
4Since we consider systems with time-reversal symmetry (external magnetic fields, e.g., are
not considered), non-degenerate eigenstates are real (or have a constant complex phase that can
be chosen unity) and degenerate eigenstates are either real or appear as complex conjugate pairs.
Therefore, the right-hand side of Eq. (3.40) is real (if a complex-valued state is occupied, so is
also its degenerate complex conjugate). Without time-reversal symmetry, the real part of the
right-hand side would have to be taken.
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where Hˆ is the unperturbed Kohn-Sham Hamiltonian with eigenvalues εn (the
ﬁrst order variation of the eigenvalues is ∆iεℓ = 〈ψℓ|∆iVˆ |ψℓ〉). The perturbing
self-consistent potential ∆iVˆ is given as
∆iV (r) = ∆iVext(r) +
∫
d3r
∆in(r
′)
|r − r′| +
∂vxc
∂n
∣∣∣∣
n=n(r)
∆in(r). (3.42)
Due to the dependence of (3.40) on the variations of all occupied Kohn-Sham
orbitals, Eq. (3.41) is solved self-consistently for each |∆iψℓ〉 (alternatively, the
equations can be converted to a system of coupled linear equations, since (3.42)
is a linear functional of the charge density variation, which depends linearly on
the variations of the Kohn-Sham orbitals).
Expanding the ﬁrst order corrections to the Kohn-Sham orbitals in the basis
of the unperturbed orbitals, the variation of the charge density reads
∆in(r) = 4
Nocc/2∑
ℓ=1
∑
m 6=ℓ
ψ∗ℓ (r)
〈
ψm
∆iVˆψℓ〉
εℓ − εm ψm(r), (3.43)
where the sum over m includes all unoccupied and occupied orbitals apart
from |ψℓ〉. The coupling of occupied states does not contribute to the charge
density variation, because the corresponding terms cancel with opposite signs
of the denominator in (3.43).5 A calculation of the charge density variation
according to (3.43) would require the calculation of all Kohn-Sham orbitals with
a computational eﬀort of O(N3b ), where Nb is the number of basis functions. Nb
is generally much larger than the number of electron Ne (especially for general
bases such as plane waves), such that an iterative diagonalization (based on
Hamiltonian-vector products without explicit construction of the Hamiltonian)
yielding only the occupied orbitals and scaling as O(N2eNb) [99] is preferable.
However, the fact that the charge density response only depends on the coupling
of the unoccupied to the occupied orbitals can be used to remove the singularity
of Hˆ − εℓ in Eq. (3.41) [15]:
(Hˆ + αPˆo − εℓ)|∆iψℓ〉 = −Pˆe∆iVˆ |ψℓ〉, (3.44)
where α is a real scalar, and Pˆo and Pˆe = 1− Pˆo are projectors for the occupied
and empty subspaces, respectively. The additional term on the left-hand side
removes the singularity due to the zero eigenvalue 〈ψℓ|Hˆ−εℓ|ψℓ〉. The projector
5For the case of degeneracies in the occupied orbital manifold, linear combinations of the de-
generate orbitals are formed, such that the expansion of the states in powers of the perturbation is
continuous for zero coupling strength. Replacing degenerate sets of orbitals by these linear com-
binations, the contributions of couplings in the occupied manifold to the charge density variation
cancel as well.
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Pˆe on the right-hand side ensures that this modiﬁcation does not aﬀect the
components of the wave function variations contributing to the charge density
variation, which are orthogonal to the occupied orbitals. This allows for an
iterative solution of Eq. (3.44) requiring only the knowledge of the occupied
part of the unperturbed spectrum, which scales per perturbation as the self-
consistent calculation of the ground state charge density [15].6
From an expansion of the perturbing potential in a Fourier series follows that
perturbations of diﬀerent wavelengths decouple [15]. This is an advantage of the
density functional perturbation theory approach over the force-based methods,
since the linear response calculations can therefore be performed for the primi-
tive unit cell. This advantage becomes less important for larger systems, where
all signiﬁcant interatomic force constants are resolved within the primitive unit
cell, and therefore supercell calculations are unnecessary for force-based meth-
ods as well.
3.2 Solid state rate processes
If the motion of the nuclei can be described by classical mechanics, the cal-
culation of the corresponding dynamics is substantially simpliﬁed compared
to a quantum mechanical treatment. From the time-dependent Schro¨dinger
equation
d
dt
|Ψ〉 = −iHˆ|Ψ〉 (3.45)
follows Ehrenfest’s theorem [143] about the temporal evolution of expectation
values
d
dt
〈
Λˆ
〉
= −i
〈[
Λˆ, Hˆ
]〉
+
〈
dΛˆ
dt
〉
, (3.46)
representing the correspondence between the equation of motion of a classical
variable and a quantum mechanical expectation value. With the commutators[
Pˆ , f
(
Rˆ
)]
= −i∇
Rˆ
f
(
Rˆ
)
[
Rˆ, g
(
Pˆ
)]
= i∇
Pˆ
g
(
Pˆ
)
(3.47)
for the position and momentum operators Rˆ and Pˆ (which are not explic-
itly time-dependent), equations of motion resembling Hamilton’s equations of
6Modifications to allow for a smearing of the electronic occupation near the Fermi surface to
reduce the number of sampling q-points have been introduced by de Gironcoli [142].
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motion for classical mechanics can be derived:
d
dt
〈
Rˆ
〉
=
〈
∇
Pˆ
Hˆ
〉
d
dt
〈
Pˆ
〉
= −
〈
∇
Rˆ
Hˆ
〉
. (3.48)
For a potential of the form Vˆ = Vˆ (Rˆ), one obtains an equation of motion
similar to Newton’s second law (M is the diagonal mass matrix):
M
d2
dt2
〈
Rˆ
〉
= −
〈
∇
Rˆ
Vˆ
〉
. (3.49)
Quantum mechanical expectation values evolve like classical variables, if the
operators for gradient and average on the right-hand sides of Eqs. (3.48) and
(3.49) can be exchanged, respectively, which is approximately the case, if the
wave functions are suﬃciently localized in time and space with respect to typical
length scales given by the potential.
The thermal wavelength λ = [2π/(MkBT )]
1/2 of a 4He nucleus or a nucleus
with larger mass M is less than 1 A˚ at the boiling temperature of nitrogen
(kBT ≈ 7 meV) and only half in length at room temperature, such that quan-
tum mechanical coherence at larger distances can be neglected for nuclei with
suﬃciently large masses at suﬃciently high temperatures. For hydrogen atoms,
however, the thermal wavelength is 1 A˚ at room temperature, i.e. a classical
description of the corresponding degrees of freedom can already become insuf-
ﬁcient for near ambient temperatures.
Assuming a potential energy barrier of parabolic shape separating the initial
and ﬁnal conﬁgurations of nuclear coordinates of a dynamical process, a simple
expression can be obtained for the so-called cross-over temperature Tc below
which tunneling dominates over classical dynamics [144–146]: for tunneling to
be dominant, the ratio of thermal wavelength to typical classical length scale
must be larger than the ratio of thermal energy kBT to energy barrier. In
the simple case of a parabolic barrier, the classical length scale is given by the
radius of curvature, i.e. the inverse curvature. With these assumptions, the
cross-over temperature reads [146]
Tc =
ωb
2πkB
, (3.50)
where ωb is the magnitude of the imaginary frequency corresponding to the
instability at the barrier top.
For all diﬀusion processes involving hydrogen atoms considered here, we
have numerically obtained (as described in the following) values for the crossing
temperature below 200 K, such that tunneling of nuclei can be neglected at
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Figure 3.1: Schematic contour plot of a two-dimensional potential energy sur-
face. The dashed line represents the one-dimensional surface dividing the re-
gions R and P . S denotes a saddle point on the dividing surface (which is the
only saddle point for this simple example).
near ambient temperatures. For the investigation of jump processes, we will
therefore assume the nuclear coordinates to obey classical equations of motion,
where the forces are due to the electrostatics of the nuclear point charge system
and the charge density of the electronic system, adiabatically following the
changes in the nuclear coordinates.
3.2.1 Transition state theory
Within transition state theory [6–8], the conﬁguration space of a system with
3N degrees of freedom obeying classical mechanics is divided by a (3N − 1)-
dimensional surface into two regions attributed to the reactants R and the
products P of a reaction R → P , respectively (see Fig. 3.1). R and P could
e.g. represent adjacent vacant sites. The calculation of an estimate for the
corresponding rate constant by means of a simulation of the nuclear dynamics
with ﬁnite time steps is infeasible,7 since transitions from R to P usually are so-
called rare events occurring typically several orders of magnitude less frequently
than vibrations around an energetic minimum conﬁguration in either R or P .
This separation of timescales, however, allows for a calculation of the rate
constant from equilibrium properties, if the separation is large enough such that
the system can establish a Boltzmann equilibrium in R, and if the transition is
slow enough such that a corresponding equilibrium is formed at each point of
the trajectory in R.
7An approach to extend the timescales that are accessible to molecular dynamics simulations
is the so-called hyperdynamics method [147], in which bias potentials are added in the simulations
to raise the energy basin corresponding to R.
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A dividing surface is placed between the energy basins corresponding to R
and P so that all classical trajectories between R and P pass the surface. Only
those trajectories contribute to the rate, that lead from R to P with the system
remaining in P for a long time compared to vibrational timescales. Deﬁning the
rate as the unidirectional ﬂux fromR to P through the dividing surface (without
subtracting the ﬂux from P to R), trajectories which cross the surface more
than once cause the transition rate to always be overestimated within transition
state theory, since trajectories passing the surface several times, before the
systems remains in either P or R (so-called dynamical recrossing), are counted
as several reactions instead of one or zero reactions, respectively. Hence, a
variational principle with respect to the placement of the dividing surface can
be established [148–150], corresponding to a maximization of the free energy
of the surface [151–153].8 The dividing surface hence becomes a bottleneck for
the transition, both in terms of potential energy and entropy barriers.
With the assumption, that the system is in Boltzmann equilibrium for all
points of the trajectory in R, and that, once the dividing surface as a bottleneck
is reached, the system will be led into P without recrossing the surface, an
estimate for the rate can be obtained from the average velocity for passing
through the surface and from the probability of ﬁnding the system close to
the dividing surface. This probability is calculated as an integral over the
conﬁguration space volume TS of the so-called transition state, which has an
inﬁnitesimal width σ perpendicular to the dividing surface.
For dynamic events in crystal structures, it is usually suﬃcient (for moder-
ate temperatures below the melting point) to expand the potential energy to
second order in the coordinates with respect to the points in R and TS the
system is most probable to be found at, respectively, neglecting the insuﬃcient
description by these expansions of the potential energy in regions of conﬁgu-
ration space with low probabilities [155, 156]. For R, the point with highest
probability is an energetic minimum and for TS, generally a saddle point. In-
troducing mass-scaled normal coordinates uI,uS ∈ R3N (which are given as
eigenvectors of mass-scaled Hessian matrices — cf. Eq. (3.11)) for the expan-
sions around the minimum in R with potential energy VI and the saddle point
in TS with potential energy VS, respectively, the probability PTS of ﬁnding the
system in TS reads
PTS =
[det(L)]−1 σ˜
∫
d3N−1uS exp
[
− 1
kBT
(
VS +
1
2
∑3N−1
i=1 ω
2
S,iu
2
S,i
)]
[det(L)]−1
∫
d3NuI exp
[
− 1kBT
(
VI +
1
2
∑3N
j=1 ω
2
I,ju
2
I,j
)]
8The free energy of the surface can e.g. be calculated as the reversible work for moving the
surface from the energy basin minimum in R along the path of minimum energy towards the
considered surface [154].
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=
σ˜√
2πkBT
∏3N
j=1 ωI,j∏3N−1
i=1 ωS,i
exp
(
−VS − VI
kBT
)
, (3.51)
where we have assumed the potential energy in TS to be constant in the di-
rection of the inﬁnitesimal mass-scaled width σ˜ (scaled with the corresponding
unstable mode), omitting this degree of freedom from the expansion. The nor-
malizing integral corresponding to the probability to initially ﬁnd the system in
R has been extended to all of conﬁguration space, assuming errors from a non-
vanishing probability in P due to ﬁnite values of the expansion of the potential
to be negligible. ωI,i and ωS,i are the eigenfrequencies of the system for the
minimum and saddle point conﬁgurations, respectively. The crystal is assumed
to be macroscopically constrained, such that there are no zero frequencies ow-
ing to invariances with respect to rigid translations or rotations [155]. The
factors [det(L)]−1 =
∏N
i=1M
−3/2
i (Mi are the masses of the nuclei) are due to
the mass scaling of the coordinates in the integrals over the Boltzmann factors.
The average rate of crossing through TS — once the system has reached
TS — is obtained from the Maxwell-Boltzmann distribution:
v˜ave
σ˜
=
∫∞
0
dv˜v˜ exp
(
− v˜22kBT
)
σ˜
∫∞
−∞
dv˜′ exp
(
− v˜′22kBT
) = √kBT√
2πσ˜
, (3.52)
where v˜ave is the average unidirectional velocity through TS mass-scaled in the
same proportion as the unstable mode at the saddle point perpendicular to the
dividing surface. Multiplication of Eqs. (3.51) and (3.52) yields the estimate of
the transition rate:
kR→P =
1
2π
∏3N
j=1 ωI,j∏3N−1
i=1 ωS,i
exp
(
−VS − VI
kBT
)
, (3.53)
which has the form of Arrhenius’ equation for thermally activated processes
[157].
The Boltzmann factor in Eq. (3.53) corresponds to a potential energy bar-
rier, while the frequency ratios represent an entropy barrier. If the frequencies
ωI are low, corresponding to a weak conﬁnement in R, and the frequencies ωS
are high, corresponding to a strong conﬁnement in TS, the rate is low compared
to the opposite case of conﬁnement strengths in R and TS, respectively.
3.2.2 Numerical saddle point determination
The calculation of the transition rate according to Eq. (3.53) only requires the
knowledge of the potential energies and eigenfrequencies of the system for the
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initial minimum and saddle point conﬁgurations, respectively. Within eigen-
mode following approaches [158–161], the sign of the projection of the potential
energy gradient on the lowest eigenmode is inverted, following this modiﬁed
gradient to a saddle point on the potential energy surface. We will use a diﬀer-
ent approach to obtain saddle points which only requires ﬁrst-order energetic
derivatives and generally is thus computationally more eﬃcient. This method
furthermore requires the knowledge of P and the minimum conﬁguration of the
corresponding energy basin. The minimum energy path connecting the mini-
mum conﬁgurations of the initial and ﬁnal states is sampled by a ﬁnite number
of conﬁgurations, called images. This path is the trajectory with largest sta-
tistical weight; a variation of the path perpendicular to the trajectory always
leads to an increased energy at the corresponding points. Only the tangential
component of the potential energy gradient along the path is nonzero. Local
maxima of the minimum energy path are saddle points on the potential energy
surface, of which the highest maximum generally characterizes the overall rate,
if the process is slow enough to allow for the formation of Boltzmann equilibria
in the intermediate, metastable conﬁgurations [162].
3.2.2.1 The nudged elastic band approach
In the so-called nudged elastic band method [163], the images of an initial guess
for the minimum energy path are moved in conﬁguration space according to
a gradient given by the projections of the potential gradient perpendicular to
the path, and parallel projections of spring forces between adjacent images,
maintaining an even sampling of the path. The tangential projection of the
true potential gradient is not considered, because it would lead the intermedi-
ate images to the initial and ﬁnal conﬁgurations, respectively. Perpendicular
projections of the spring forces are generally not considered,9 as this would
cause a deviation of the optimized path from a minimum energy path.
Extensions to the nudged elastic band method allow for an improved saddle
point localization. In the climbing image approach [162], the image with highest
energy of a path pre-optimized using the regular nudged elastic band method
is moved according to the potential energy gradient including the tangential
projection with inverted sign. The other images are moved according to true
perpendicular and parallel spring forces, allowing the path to adjust as the
highest energy image approaches the saddle point.
9If the parallel spring force becomes large compared to the perpendicular forces, the optimiza-
tion of the corresponding images can lead to kinks in the path, preventing convergence to the
minimum energy path. In these cases, also the perpendicular projections of the spring forces are
considered, with increasing weight for adjacent pairs of path elements approaching perpendicular-
ity [163]. Alternatively, the tangent of the discretized path is calculated from asymmetric finite
differences around each image, which are weighted according to potential energy differences [164].
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In the adaptive nudged elastic band method [165], consecutive regular
nudged elastic band calculations with relatively few images are performed. For
a converged path, a new nudged elastic band is constructed between the two
images adjacent to the image with maximal energy. This is repeated until a
suﬃcient resolution near the saddle point is obtained.
We have used the nudged elastic band implementation in the Campos
project [166] for the calculation of jump paths of point defects in complex
hydrides (see Sec. 5.3). Due to the computational eﬃciency of the adaptive
nudged elastic band method given by the small number of simultaneously opti-
mized images, we have used this approach for the localization of saddle points.
52 Born-Oppenheimer dynamics
4New methods
4.1 Crystal structure optimization with symme-
try-enhanced convergence
4.1.1 Introduction
The calculation of the phonon dispersion or of transition rates described in the
previous chapter depends on the determination of a conﬁguration of nuclear co-
ordinates minimizing the total energy. In order to ﬁnd such a conﬁguration, the
total energy gradient for a starting guess of coordinates is calculated from the
electrostatics of the nuclear point charges (see App. A) and the interaction with
the corresponding electronic ground state density using the Hellmann-Feynman
theorem (2.4). The negative of the gradient, i.e. the forces are followed to a new
set of coordinates, for which again the electronic charge density and the total
energy gradient are calculated. This procedure is repeated until suﬃcient con-
vergence in total energy and forces is reached. Similarly, the lattice constants
are optimized according to the stress tensor of the unit cell [167] (generally
involving consecutive coordinate and unit cell relaxations).
In addition to the translational symmetry of the lattice, crystals can display
further symmetries e.g. with respect to rotations, inversions, or reﬂections.
Since consecutive symmetry operations form a new symmetry operation, the
translations and possible other operations form a group, the so-called space
group.
There are seven crystal systems, which are categorized with respect to three,
two, or no equal lattice constants and with respect to equal or unequal angles
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of π/2, 2π/3, or arbitrary values between the basis vectors. Triclinic systems
have the lowest symmetry with all lattice constants being diﬀerent, and all
angles being diﬀerent and unequal to π/2 and 2π/3. Cubic systems have the
highest symmetry. The seven crystal systems can be further divided into 14
Bravais lattices with respect to up to four possible centerings of the atomic
basis: primitive, base-centered, body-centered, and face-centered. In the former
three cases, the conventional unit cell can be divided into primitive cells. In
combination with 32 point group and compound symmetry operations, there
are 230 space groups [168].
Since the electronic ground state charge density has the same symmetry
as the nuclear coordinates, the forces exerted on nuclei with coordinates coin-
ciding with symmetry elements such as mirror planes, rotation axes, or inver-
sion centers have one or more force components that vanish independently of
the (symmetric) conﬁguration of the other nuclei, depending on the type and
number of symmetry elements the position coincides with. The corresponding
coordinates are thus ﬁxed by symmetry. For coordinates that do not coincide
with symmetry elements, the forces generally only vanish if the total energy is
extremal for the given conﬁguration. For these general sites there are n sym-
metrically equivalent sites, where n is the number of point group and compound
symmetry operations of the space group.
For complex structures, there generally are many coordinates that are not
ﬁxed by symmetry and that are hence to be relaxed. Starting guesses for the
coordinates of light elements based on X-ray diﬀraction patterns often require
a signiﬁcant amount of optimization steps until the equilibrium conﬁguration
is found. We have therefore implemented a coordinate relaxation scheme which
takes advantage of the crystal symmetries leading to an enhanced convergence
[P1].
4.1.2 Method
A set of symmetrically equivalent coordinates is generated from a reference co-
ordinate by application of the symmetry operations. Using the so-called Wyck-
oﬀ coordinates [169], the set of equivalent sites is given as linear equations in the
coordinates scaled with the basis vectors. The reﬂection of a reference coordi-
nate (x, y, z) with respect to the plane y = 1/2 e.g. is given as (x,−y, z) (taking
into account the y and y+1 represent symmetrically equivalent coordinates; a
reﬂection at y = 1/2 is thus equivalent to a reﬂection at y = 0).
We consider the reference coordinates wj,α (α ∈ {1, 2, 3}) as only degrees
of freedom for the coordinate relaxation by mapping the total energy gradient
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∇E on the corresponding coordinate subsystem:
∂E
∂wj,α
:=
1
ε
[(
W (w1,1, ..., wj,α + ε, ..., wn,3)
− W (w1,1, ..., wj,α, ..., wn,3)
)
·∇E [W (wi,α)]
]
, (4.1)
where W (w1,1, ..., wn,3) are the cartesian coordinates of the atomic basis gen-
erated from the reference coordinates (implemented here using the Wyckoﬀ
coordinates of the given space group). Note that Eq. (4.1) does not depend on
the magnitude of the displacement ε. The gradient components corresponding
to ﬁxed coordinates are set to zero, such that deviations from the symmetry
due to numerical inaccuracies or symmetry breaking algorithms for the elec-
tronic structure calculation do not cause a drift of these coordinates. Due to
the perfect symmetrization of the forces in Eq. (4.1), general coordinates are
not aﬀected by these numerical problems either. Symmetries cannot be broken
because only the reference coordinates are changed directly, while the symmet-
rically equivalent coordinates are regenerated at each optimization step.
4.1.3 Computational details
We have used the gradient projection scheme in combination with a quasi-
Newton optimization algorithm [170], where, in contrast to a standard New-
ton optimization, the iterative relaxation of the coordinates Rk according to
Rk+1 = Rk − [H(Rk)]−1 ·∇E(Rk) is only based on an approximate (inverse)
Hessian, avoiding the computationally expensive calculation of second order
derivatives of the total energy. With an initial guess for the Hessian, e.g. a
scalar matrix, curvature information is approximated progressively from the
calculated gradients ∇E(Rk).
For the examples in the following, total energies and gradients were cal-
culated using the plane wave density functional theory codes Dacapo [108]
(used for the Na3AlH6 example) and Vasp [127, 171] (used for the remain-
ing examples) to test the implementation of the gradient projection scheme.
For Dacapo, ultrasoft pseudopotentials [123] were used, while the Vasp cal-
culations were performed in the projector-augmented wave [124] scheme. The
Perdew-Wang-91 exchange-correlation functional [105, 106] was used for all cal-
culations. A kinetic energy cutoﬀ of 350 eV was used for the plane wave basis
sets. The electronic Brillouin zones were sampled on Monkhorst-Pack grids
[172] with mesh spacings of less than 0.05 A˚−1. The optimization processes
were controlled within the Campos Atomic Simulation Environment [166] us-
ing a symmetry conserving [173] quasi-Newton implementation.
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Figure 4.1: Relaxation of internal coordinates for Na3AlH6 (a) and LiB3O5 (b),
using free and symmetry-constrained quasi-Newton optimization schemes, re-
spectively. Total energies are speciﬁed per unit cell with respect to the cohesive
energies of the constituting elements. (From [P1], submitted to the Journal of
Computational Physics; http://www.elsevier.com/locate/jcp.)
4.1.4 Examples
In the following, the analysis of structure relaxations presented in Ref. [P1]
is summarized. As a ﬁrst simple example, the internal coordinates of the
monoclinic crystal Na3AlH6 are optimized, an intermediate product in the de-
composition process of NaAlH4, which is a candidate material for reversible
hydrogen storage in complex metal hydrides [48]. The energetic convergence
with respect to the optimization steps starting with coordinates obtained from
powder diﬀraction data for P21/n-Na3AlH6 [174] are shown in Fig. 4.1a. The
optimization of the reference coordinates is faster and more monotonous than
the direct optimization of all coordinates. The symmetry-constrained relax-
ation is e.g. within a 3 window of the converged energy after four steps,
while the free relaxation requires 7 steps to reach this level of convergence.
The relaxation of the internal coordinates of LiB3O5 (space group Pna21
[175]), which is a nonlinear optical crystal [176], is shown in Fig. 4.1b. While
the symmetry-constrained relaxation is faster for the ﬁrst four steps, the free
optimization converges better close to the energetic minimum. It is thus advan-
tageous to perform a relaxation of the reference coordinates until the average
residual forces have reached a given value (here: 0.1 eV/A˚). The curvature in-
formation gathered so far by the quasi-Newton algorithm is used to construct
a diagonal starting guess for an unconstrained relaxation by dividing the ob-
tained diagonal Hessian matrix elements by the number of equivalent sites.
This combined relaxation shows a good overall convergence (see Fig. 4.1b).
An optimal structure relaxation procedure is essential for the coordinate op-
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Figure 4.2: Free and symmetry-constrained internal coordinate optimization of
the conventional unit cell of Mg(BH4)2 in space group Fddd. Total energies are
speciﬁed per conventional unit cell with respect to the cohesive energies of the
constituting elements. (From [P1], submitted to the Journal of Computational
Physics; http://www.elsevier.com/locate/jcp.)
timization of large, complex structures with many symmetrically inequivalent
degrees of freedom and a large computational eﬀort for the calculation of the
electronic structure. A proposed, idealized phase of Mg(BH4)2 (a material of
possible interest for hydrogen storage applications) in space group Fddd [63]
contains 176 atoms per primitive unit cell (704 atoms per conventional unit
cell). The optimization of the reference coordinates only involves 62 degrees
of freedom. Since the gradient obeys the crystal symmetries (neglecting the
numerical problems mentioned above), the number of degrees of freedom is
eﬀectively reduced to the same extent for the direct optimization of all coordi-
nates. Although the total energy gradient has been symmetrized by calculating
the average forces with respect to the point group symmetry operations as im-
plemented in Vasp (Ref. [127]), a small drift in the coordinates in the free
relaxation due to numerical inaccuracies leads this large system out of sym-
metry and prevents convergence (see Fig. 4.2).1 The symmetry-constrained
relaxation, on the other hand, converges well in about ten steps.
The Fddd phase is proposed to show structural disorder with half unit cells
shifted with respect to each other [63] (see Fig. 4.3). The gradient projection
technique allows for the inclusion of symmetry breaking parameters, e.g. shifts
for the considered system, into the relaxation scheme. The total energy gradient
is correspondingly mapped onto a diﬀerence vector due to a small change in
the shift in analogy to Eq. (4.1). Starting from arbitrary shifts and relaxing
1Due to the high uncertainty in hydrogen coordinates obtained from powder diffraction pat-
terns, one could relax these positions first keeping the other coordinates fixed, in order to prevent
the loss of symmetry.
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Figure 4.3: Conventional unit cell of Fddd-Mg(BH4)2. Magnesium is repre-
sented by blue, boron by red, and hydrogen by white spheres. Changes in the
conﬁguration due to a shift of the unit cell half with x > 1/2 by y = 1/2
are shown in green. (From [P1], submitted to the Journal of Computational
Physics; http://www.elsevier.com/locate/jcp.)
both shifts and internal coordinates, we ﬁnd shifts for x > 1/2 in both y- and
z-direction by 0, ±1/4, and 1/2 to correspond to local energetic minima, with
the displacements by ±1/4 resulting in an increase in total energy of 0.1 eV
per formula unit compared to displacements by 0 and 1/2.
4.1.5 Conclusion
The presented gradient projection approach for a relaxation of the reference
coordinates, from which symmetrically equivalent sites are regenerated at each
optimization step, generally shows a faster convergence than a direct optimiza-
tion of all coordinates. Close to convergence, lifting the symmetry constraints
can accelerate the relaxation, where approximations to the Hessian diagonal el-
ements obtained within the preceding symmetry-constrained optimization can
be reused. For large systems, the gradient projection technique has the advan-
tage that crystal symmetries are maintained irrespective of numerical deviations
from the symmetries in the total energy gradient. For further implementations
based on the symmetry-regeneration scheme see Ref. [P1].
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4.2 Γ-point lattice free energies from O(1) force
calculations
4.2.1 Introduction
Once conﬁgurations corresponding to energetic minima are found, thermody-
namic stabilities can be compared by calculating the free energies of the crystal
structures. In the case of negligible structural disorder, phononic contributions
to the entropy are generally dominant.
As described in Sec. 3.1.3, the determination of the Hessian matrix of the
energy involves the calculation of the charge densities for O(N) displaced con-
ﬁgurations or of the charge density responses to O(N) perturbations. With
a ground state charge density calculation scaling with the cube of the system
size (based on e.g. density functional theory calculations using a plane wave
basis set), the total eﬀort for the calculation of the Hessian is thus O(N4).2
If a few or only one eigenmode has to be calculated, e.g. for an eigenmode
following scheme to ﬁnd saddle points on the potential energy surface, itera-
tive diagonalization algorithms can be employed that only require products of
the Hessian matrix and vectors. In this way a construction of the full Hessian
matrix is avoided, reducing the overall computational eﬀort [158–161, 177].
We have proposed a method for estimates of lattice free energies [P2], which
is also based on approximate Hessian-vector products, however, only requiring
O(1) charge density calculations to roughly approximate the full frequency
spectrum.
4.2.2 Method
The approach is based on the idea that only one force calculation (in addition to
the structure optimization) would be required to calculate the eigenfrequencies
of a system, if the Hessian eigenvectors were known. The product of the Hessian
H and the sum of eigenvectors w :=
∑
i ui is approximated as
Hw ≈ 1
ε
[
∇E(R0 + εw)−∇E(R0)
]
, (4.2)
2The structure optimization also requires several charge density calculations. Due to weak
interatomic couplings at long distances, the optimization of large structures can require signifi-
cantly less steps than the number of degrees of freedom (cf. the symmetry-constrained relaxation
shown in Fig. 4.2). However, only in a certain vicinity of the minimum the potential energy is
approximately harmonic and thus the minimization problem quadratic in the coordinates. With
starting guesses at further distance from the minimum, the relaxation of the coordinates using
quasi-Newton or conjugate gradient algorithms can require more than O(N) steps.
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where ε is used to scale the displacement and the term ∇E(R0) accounts
for possible residual forces of the optimized structure. Approximations to the
Hessian eigenvalues hi are obtained by projection of the ﬁnite force diﬀerence
(4.2) onto the Hessian eigenvectors ui:
hi = u
T
i Hw. (4.3)
We calculate rough estimates to the vibrational eigenvectors using a model
Hamiltonian, the construction and evaluation of which is negligible compared
to a ground state calculation within density functional theory. Besides the
low computational cost for the calculation of the Hessian matrix, the model
Hamiltonian must allow for an inexpensive adjustment to yield an energetic
minimum for the equilibrium coordinates of the Hamiltonian that is used to
calculate the ﬁnite force diﬀerence (4.2). Here, we use a simple eﬀective point
charge model to calculate the eigenvectors, which is described in Sec. 4.2.2.1.
The calculation of the eigenfrequencies corresponds to the diagonalization of
a mass-scaled Hessian (cf. Eq. (3.11)). The mass scaling can either be performed
for the Hessian constructed from the above described eigenpairs as
H˜ij = Hij√
M⌊i/3⌋M⌊j/3⌋
(4.4)
or by mass scaling both the displacement and the resulting forces according to
w′i =
wi√
M⌊i/3⌋
, (4.5)
where M⌊i/3⌋ are the nuclear masses. Note that Eq. (4.5) does not correspond
to the sum of polarization vectors.
4.2.2.1 Construction of the model Hamiltonian
As a starting point for the construction of the point charge model system, we
perform a Bader analysis [178] of the electronic ground state density, where
the charge density is divided into regions in real space which are separated
by surfaces deﬁned by a vanishing normal component of the charge density
gradient. We have used the Bader analysis code by Henkelman et al. [179, 180],
which employs an algorithm marking steepest ascent paths on a charge density
grid until maxima are found. Paths that cross already visited grid points will
follow the corresponding path to a maximum and therefore receive the same
marking as this path, hereby being attributed to the same Bader region. Charge
density maxima which coincide with nuclear coordinates and maxima with
closest distance to a certain nucleus are attributed with the surrounding Bader
regions to the corresponding atoms.
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The integrated charge density in the Bader regions is added to the corre-
sponding nuclear charges to form an eﬀective point charge system. The elec-
trostatic energy of this system and energetic derivatives with respect to the
nuclear coordinates are evaluated using Ewald lattice sums (see App. A). We
optimize the magnitudes of the charges using a nonlinear least squares algo-
rithm [181] to yield an energetic minimum for the equilibrium coordinates given
by the more accurate Hamiltonian. The sums of positive and negative point
charges are each constrained to be constant to avoid the trivial solution of zero
charges.
4.2.3 Computational details
Ground state charge densities were calculated using the plane wave density
functional theory code Dacapo [108], describing the ionic cores by ultrasoft
pseudopotentials [123], and the projector-augmented wave [124] code Vasp
[127, 171] for the K2NaAlH6 and MgZn2 structures, respectively. The Perdew-
Wang-91 approximation [105, 106] to the exchange-correlation functional was
used, and the size of the plane wave basis sets was limited by a cutoﬀ of 350 eV.
Electronic Brillouin sampling was performed on a Monkhorst-Pack grid [172]
with a spacing of ∼0.1 A˚−1.
4.2.4 Examples
The compound K2NaAlH6 is a cation-alloyed complex metal hydride. Crystal
symmetry and decomposition temperature are known from experiments [182,
183]. This system is hence interesting for testing whether ab initio lattice
free energies can be used to estimate decomposition temperatures of alloyed
complex metal hydrides with the potential of predicting new stable alloys.
Within the presented approach, the structural relaxation is followed by a
Bader analysis of the electronic ground state charge density (see Fig. 4.4a). The
sum of approximate mass-scaled eigenvectors calculated from the optimized
point charge model is compared to the corresponding sum obtained from O(N)
force calculations within density functional theory for displaced conﬁgurations
in Fig. 4.4b. The polarization vector sums are similar with an average error in
the cartesian components of the approximate eigenvectors of ∼30%, allowing
for rough estimates of the eigenvalues which are only aﬀected to second order
by these errors. Oﬀ-diagonal elements of the Hessian matrix in the canonical
coordinate basis constructed from these eigenpairs, however, correspondingly
have too large errors to allow for e.g. a decoupling of the calculated Hessian into
contributions of interatomic coupling between diﬀerent supercells to calculate
the phonon dispersion. The method presented here is thus restricted to the cal-
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a) b)
Figure 4.4: Bader charges (a) and comparison of polarization vector sums (b)
for the conventional unit cell of the alloy K2NaAlH6 in space group Fm3¯m.
The representing spheres of the nuclei and attributed Bader charges are shown
in red for potassium, blue for sodium, and gray for aluminum. White spheres
represent hydrogen; the corresponding Bader volumes are shown in green. The
green and red arrows represent the sum of polarization vectors based on the
model Hamiltonian andO(N) charge density calculations, respectively. In order
to show the similarities in the modes, the eigenvectors obtained in the diﬀerent
approaches are added with aligned phases, by adding two such eigenvectors with
maximum overlap to the corresponding sums with the same phase ϕ ∈ {±1}.
culation of phonon frequencies at the Γ-point, providing a good approximation
to the lattice free energy for suﬃciently large unit cells.
A comparison of the Γ-point frequencies for the conventional unit cell of
K2NaAlH6 calculated from the single displacement method and from O(N)
displacements, respectively, is shown in Fig. 4.5. The overall frequency range
is covered by the rough Γ-point frequency estimates, interpolating the more
accurately calculated spectrum.
The phonon dispersion of K2NaAlH6 (Fig. 4.6) consists of four separate
bands. The lowest band with phonon energies up to ∼30 meV corresponds
to acoustic modes and to optical modes in the metal atom framework. The
band within the energetic range of ∼40–60 meV is due to libration modes.
The band in the range ∼90–120 meV is dominated by Al–H bond bending
vibrations, and the bands in the range∼140–180meV and at about 190 meV are
due to antisymmetric and symmetric bond stretching vibrations, respectively.
The Γ-point frequencies obtained from one displacement do not resolve the
corresponding gaps in the spectrum (Fig. 4.5). Due to the rough approximation
to the polarization vectors, the correct eigenfrequencies are mixed, which leads
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Figure 4.5: Phonon energies at the Γ-point of the conventional unit
cell of K2NaAlH6 calculated from 1 and O(N) displacements, respec-
tively. (From [P2], Copyright 2008 American Institute of Physics;
http://link.aip.org/link/?JCP/128/184708.)
to a smearing of the spectrum such that gaps and degeneracies are generally
not resolved.
A large fraction of the phonon energies of crystals with high energetic bond
bending and stretching modes, however, is large compared to kBT at near
ambient temperatures. In the limit T → 0, the lattice free energy (3.26) is
given by (half) the arithmetic mean of the phonon energies. For temperatures
low compared to the high phonon energies, a mixing of these frequencies does
thus not cause large errors in the lattice free energy.
The lattice free energies of K2NaAlH6 and the decomposition products KH
and NaH in the reaction
K2NaAlH6 → 2KH+NaH +Al + 3
2
H2 (4.6)
have been obtained from phonon dispersion calculations, the corresponding
Γ-point frequencies of the conventional unit cells, and the approximations to
these frequencies obtained within the approach presented here, respectively.
The Gibbs free energy for Al has been generated from data in Ref. [184], and
data for H2 have been taken from Ref. [185]. For K2NaAlH6 and the metal
hydride phases, pV terms have been neglected. The diﬀerence in the decom-
position temperatures obtained from the Γ-point contributions to the lattice
free energies obtained from 1 and O(N) displacements is relatively small (see
Fig. 4.7). The approximate and accurate Γ-point free energies of 450 K and
470 K are fortuitously closer to the experimentally observed decomposition
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Figure 4.6: Phonon dispersion and density of states (DOS) of K2NaAlH6 cal-
culated using ﬁnite force diﬀerences as implemented in Ref. [140] along the
directions Γ = (0, 0, 0)→ X = (1/2, 1/2, 0)→ K = (3/4, 3/8, 3/8)→ Γ→ L =
(1/2, 1/2, 1/2) (phonon wave vectors speciﬁed in units of the reciprocal lattice
basis vectors).
temperature of 530 K [182] than the value of 430 K obtained from the full
phonon dispersion. Considering that the energies for these elevated temper-
atures have been obtained within a harmonic approximation, e.g. neglecting
the volume dependence of the force constants, the decomposition temperature
estimates are relatively good.
Decomposition temperatures of complex crystals with high phonon frequen-
cies due to bond bending and stretching modes can be roughly estimated using
the single displacement method (cf. also Fig. 2 in Ref. [P2]). For systems
without high frequency modes, a diﬀerent approach to the lattice free energy
estimate is necessary. The maximum phonon energies of e.g. the metallic, stan-
dard Laves phase structure MgZn2 (space group P63/mmc [186]) are about
30 meV (see Fig. 4.8a) due to the absence of “molecular-like” modes. There-
fore, the errors in the approximate frequencies cause a signiﬁcant deviation
from the lattice free energies calculated using O(N) displacements already for
near ambient temperatures, and the approximation to the free energy based on
a single displacement generally is inadequate (Fig. 4.8b).
In analogy to the Einstein model for solids [187], which is a reasonable
approximation for high temperatures, we neglect interatomic couplings, i.e. the
nuclei are assumed to oscillate independently (in contrast to the Einstein model,
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Figure 4.7: Gibbs free energy diﬀerence between the decomposition prod-
ucts and the reactant K2NaAlH6 in reaction (4.6) calculated from the full
phonon dispersion and the Γ-point frequencies of the conventional unit cells
of K2NaAlH6 and the metal hydride phases obtained from 1 and O(N) dis-
placements, respectively.
we will not restrict the phonon spectrum to a single frequency). With this
assumption, the product of Hessian eigenvalues can be approximated as
∏
i
hi ≈
∏
j
(
xTj Hw
)/(∑
k
xTj uk
)
, (4.7)
where xj are the canonical basis vectors of the atomic coordinate system and the
productHw is approximated using a single displacement according to Eq. (4.2).
With the high-temperature limit of Eq. (3.26) approaching the logarithm of the
product of the phonon frequencies (the prime denotes that zero frequencies due
to translational invariance are left out):
Fvib(kBT ≫ ωmax)→ kBT ln
( ∏′
µ ωµ
(kBT )3N−3
)
, (4.8)
the lattice free energies at high temperatures can be estimated using Eq. (4.7)
without extraction of the phonon frequencies. This approximation yields good
results for the free energy for temperatures large compared to relatively low
maximum phonon energies in the absence of bond stretching and bending modes
(Fig. 4.8b; see also Fig. 4b in Ref. [P2]).
Further examples for the application of the single-displacement approach
can be found in Ref. [P2].
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Figure 4.8: Γ-point phonon energies (a) and lattice free energies (b) for the
hexagonal P63/mmc phase of MgZn2 calculated from 1 and O(N) displace-
ments, respectively. (Adapted from [P2], Copyright 2008 American Institute of
Physics; http://link.aip.org/link/?JCP/128/184708.)
4.2.5 Conclusion
The presented approach to the approximation of the Γ-point phonon frequencies
is based on a model Hamiltonian for the calculation of rough estimates to the
eigenmodes and on O(1) charge density calculations for the approximation of
the eigenspectrum. Degeneracies and gaps in the phonon spectrum are usually
not resolved, but lattice free energy estimates for temperatures low compared to
the energies of the dominant part of the phonon spectrum are approximately
given by the average phonon frequency and are hence aﬀected only little by
the interpolating behavior of the estimated spectrum. For temperatures high
compared to the maximum phonon energies, a reasonable approximation of the
lattice free energy based on a single displacement is possible using a direct
approximation of the product of frequencies.
As only the Γ-point frequencies can be obtained with this method, the unit
cell (or supercell used for the calculation) of the crystal must be suﬃciently
large to yield reasonable results for the lattice free energy. Since for large
systems no supercells are required to resolve all relevant force constants, both
force-based and linear response methods (see Sec. 3.1.3.2) have a computational
eﬀort of O(N) charge density calculations for the same system size. The fast
single displacement scheme is thus preferable for large, complex systems, if only
rough estimates to the lattice free energy are required, e.g. for screening studies
of alloy stabilities.
5Dynamics and stabilities of
complex metal hydrides
5.1 Lattice dynamics and phase stabilities of
Mg(BH4)2
5.1.1 Introduction
Complex metal hydrides exhibit both a good volumetric and gravimetric ca-
pacity to store hydrogen, and are therefore regarded as promising materials for
on-board applications [46]. The considered systems include aluminum hydrides
[48], amides [55], and borohydrides [57]. Besides high storage capacities, the
material should release hydrogen (and preferably also allow for recharging) at
controlled, near ambient conditions.
Magnesium borohydride, Mg(BH4)2, has a relatively high capacity of 14.9
mass-% hydrogen and releases a large fraction of its hydrogen content in the
temperature range of 300–400◦C [58]. The decomposition involves several steps
which depend on the experimental conditions and are not fully understood yet
[58–61]. Doping with TiCl3 is reported to reduce the initial dehydriding tem-
perature by ∼170 K, where the eﬀect of the dopant is suggested be due to the
formation of a new phase [49]. A detailed analysis of the phases involved in the
decomposition is thus necessary to understand the limitations (or the potential)
of Mg(BH4)2 or similar systems as solid state hydrogen storage materials.
Cˇerny´ et al. [62] and Her et al. [63] have independently determined the
crystal structure of a low-temperature phase of Mg(BH4)2 by powder diﬀrac-
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tion. The structure belongs to space group P61 and contains 330 atoms, i.e. 30
formula units per unit cell. Her et al. [63] have furthermore proposed a high-
temperature phase with idealized Fddd symmetry, containing 176 atoms per
primitive and 704 atoms per conventional unit cell. A disorder parameter had
to be introduced to ﬁt the diﬀraction pattern to this space group, indicating
that half unit cells are shifted with respect to each other in b- or c-direction
[63] (cf. Fig. 4.3).
Prior to the experimental characterization of the large structures, simpler
structures had been proposed on the basis of density functional theory calcu-
lations with P 3¯m1 [188] and Pmc21 [189] symmetry, respectively. A numer-
ical optimization of the experimentally proposed P61 and Fddd phases was
performed by Ozolin¸sˇ et al. [190] and Dai et al. [191]. Moreover, Ozolin¸sˇ et
al. [190] have obtained a low-density phase (space group I 4¯m2) with a lower
energy than all other previously proposed phases using a screening procedure
based on rigid-ion electrostatics [192]. Van Setten et al. [193] have estimated
lattice free energies from the Γ-point phonon frequencies of the proposed P61
and Pmc21 phases, not resolving instabilities (corresponding to negative Hes-
sian eigenvalues) at larger wave vectors.
We have calculated the phonon dispersion of all proposed phases of
Mg(BH4)2. The structure with I 4¯m2 symmetry is found to have instabilities in
the acoustic modes at the Brillouin zone boundary. Following the correspond-
ing displacements, we have obtained a new phase with F222 symmetry [P3],
which is free unstable modes and has a lower free energy than all previously
proposed structures.
5.1.2 Computational details
Total energies and gradients were calculated with the projector-augmented
wave [124] code Vasp [127, 171], using the Perdew-Wang-91 exchange-corre-
lation functional [105, 106]. The Kohn-Sham wave functions were expanded
in plane wave basis sets with cutoﬀs of up to 500 eV, and the electronic Bril-
louin zones were samples with mesh spacings of less than 0.06 A˚−1 for the large
P61 and Fddd structures and less than 0.03 A˚
−1 for the theoretically proposed
structures.
For the latter phases, the phonon dispersion was calculated based on ﬁnite
force diﬀerences using the program Phonon [140]. Due to limitations of this
code, the larger, experimentally proposed P61 and Fddd structures were treated
separately, considering the Γ-point frequencies for cells containing 30 and 64
formula units Mg(BH4)2, respectively. To estimate the phonon density of states
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ρ [g/cm3] ∆Egs [eV]
F222 0.54 -0.10
I 4¯m2 0.56 -0.09
P61 0.82 0.00
Pmc21 0.88 0.14
Fddd 0.90 0.10
Pm 0.91 0.23
I41/amd 1.01 0.14
P 3¯m1 1.04 0.35
Table 5.1: Comparison of densities and ground state energies ∆Egs (relative to
the ground state energy of the P61 phase) per formula unit of the considered
Mg(BH4)2 phases. (Adapted from [P3], accepted for publication in J. Phys.:
Condens. Matter; http://www.iop.org/EJ/journal/JPhysCM.)
for comparison to the theoretically proposed phases, the integrated density
G(ω) =
3N∑
i=1
Θ(ω − ωi) (5.1)
(Θ(ω) is the Heaviside function and ωi are the eigenfrequencies) was interpo-
lated and diﬀerentiated.
5.1.3 Results
In the following the results presented in Ref. [P3] are summarized. All previ-
ously proposed phases have been optimized to obtain the corresponding ground
state energies (see Tab. 5.1). The low-density I 4¯m2 phase has the lowest ground
state energy of all previously proposed phases, and the P61 structure has a
lower ground state energy than the idealized Fddd high-temperature phase.
The relative phase stabilities are determined by the free energy. Neglecting
the structural disorder proposed for the Fddd phase, we calculate the phononic
contributions to the entropy to estimate the structural stabilities.
A calculation of the phonon density of states (Fig. 5.1) shows that all con-
sidered structures which exhibit a tetrahedral coordination of magnesium with
boron atoms have a similar phonon spectrum. The low-frequency band in the
range 0–20 THz is due to acoustic modes and optical modes in the magnesium-
boron framework, the band in the range 30–40 THz is due to librational modes,
and the narrow high-frequency band at 70 THz is due to B–H bond stretching
vibrations. The only phase not showing a tetrahedral coordination of Mg with
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Figure 5.1: Calculated phonon densities of states of the proposed phases
of Mg(BH4)2. Imaginary frequencies corresponding to unstable modes are
represented by negative real values. The dashed lines indicate an er-
ror of 0.1/THz in the density of states associated to the modes due
to the numerically unresolved invariance with respect to rigid transla-
tions. (From [P3], accepted for publication in J. Phys.: Condens. Matter;
http://www.iop.org/EJ/journal/JPhysCM.)
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Figure 5.2: Shear transformation of the conventional unit cell of Mg(BH4)2 in
space group I 4¯m2 and the resulting optimized atomic displacements (based on a
Vesta [194] rendition). Magnesium is represented by orange and yellow spheres
and the coordination of boron with hydrogen by green and blue tetrahedra for
the undisplaced and displaced conﬁgurations, respectively.
B atoms is the hexagonal P 3¯m1 structure, which exhibits a sixfold coordination
instead, resulting in a slightly diﬀerent phonon density of states with a split
librational band.
In addition to the previously proposed structures and the new F222 phase,
which is described below, we have constructed a high-density phase in I41/amd
symmetry that is free of imaginary modes (see Fig. 5.1), i.e. suﬃciently small
displacements from the equilibrium coordinates always mean an increase in
energy, supporting meta stability of this structure. We have furthermore con-
sidered a structure with Pm symmetry, which is the simplest structure (one
formula unit per unit cell) obeying the tetrahedral coordination of Mg with B
atoms.
Since the I 4¯m2 phase has the lowest ground state energy of the previously
proposed structures, we have analyzed the phonon dispersion of this structure
in detail. At the Γ-point all phonon frequencies are real within the numeri-
cal accuracy of the results. At the N -point (the facet center of the Brillouin
zone boundary), however, two acoustic modes become unstable. Following the
atomic displacements corresponding to these modes, the total energy of the
system is lowered. Simultaneously relaxing the cell parameters, we ﬁnd a εx,y
shear deformation (i.e. α = β = 90◦, γ 6= 90◦; see Fig. 5.2) of the conventional
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Figure 5.3: Conventional unit cell of Mg(BH4)2 in space group F222 (based
on a Vesta [194] rendition). The coordination of magnesium with boron is
represented by orange tetrahedra, the coordination of boron with hydrogen by
green tetrahedra.
unit cell of the tetragonal I 4¯m2 structure. The resulting cell is the primitive
cell of a phase with C2221 symmetry. Further relaxation leads to a F222 struc-
ture (containing two formula units per primitive cell), which has a 10 meV
lower total energy per formula unit than the I 4¯m2 phase and is free of in-
stabilities (i.e. there are no imaginary phonon frequencies; see Fig. 5.1). This
face-centered system shows a tetrahedral coordination of Mg with B atoms (see
Fig. 5.3) and has thus a phonon density of states of similar shape compared to
the other phases with same coordination.
Conversely, we have shear transformed the conventional unit cell of the I 4¯m2
phase (corresponding to a change of the angle γ of 2◦) without imposing atomic
displacements. Relaxing the internal coordinates and the unit cell volume,
the energy of the system is lowered by 6 meV per formula unit compared
to the undistorted I 4¯m2 structure, indicating negative elastic constants and
thus structural instability. Macroscopic deformations can thus be used as an
alternative to the calculation of the phonon dispersion for an investigation of
corresponding instabilities due to acoustic modes.
In order to be able to estimate the stability of Mg(BH4)2 even if the sym-
metry of stable phases were not known, we have estimated lattice free energies
for all phases by excluding imaginary frequencies (corresponding to 1% of the
integrated phonon density of states of the unstable phases) from the integration
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Figure 5.4: Comparison of free energies with respect to the proposed
low-temperature P61 phase. Td,exp. = 320
◦C is the experimentally de-
termined temperature for the ﬁrst decomposition step of Mg(BH4)2 [58].
(From [P3], accepted for publication in J. Phys.: Condens. Matter;
http://www.iop.org/EJ/journal/JPhysCM.)
in Eq. (3.30). The calculated free energies only diﬀer signiﬁcantly for phases
with considerable density diﬀerences and for the P 3¯m1 phase with diﬀerent
coordination of the Mg atoms (Fig. 5.4). None of the calculated free energies
(including the free energy of the proposed high-temperature Fddd phase) in-
tersects with the free energy of the low-temperature P61 structure below the
experimentally determined temperature of 320◦C for the ﬁrst decomposition
step of Mg(BH4)2. Since the Fddd structure, however, is only proposed to be
an idealized symmetry of a structure with disorder, other entropic terms should
dominate the free energy, which have not been considered here.
For an estimate of the desorption temperature of Mg(BH4)2, we have as-
sumed an idealized decomposition step, not considering further suggested de-
composition products and steps [58, 60]:
Mg(BH4) 2 →MgH2 + 2B+ 3H2. (5.2)
The Gibbs free energy of H2 has been interpolated from data in Ref. [185].
For solid phases, pV terms have been neglected. The lattice free energies of
MgH2 and B have been calculated for phases with P42/mnm and R3¯m sym-
metry, respectively. Excluding the P 3¯m1 phase with energetically unfavorable
coordination of Mg, the calculated initial decomposition temperatures lie in
the range T = 400–500 K. Estimating the decomposition temperature based
on lattice free energies of Mg(BH4)2 phases with similar densities, very simple
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Figure 5.5: Calculated lattice free energies of the proposed phases of Mg(BH4)2
and Gibbs free energies of the decomposition products MgH2 + 2B +
3H2. (From [P3], accepted for publication in J. Phys.: Condens. Matter;
http://www.iop.org/EJ/journal/JPhysCM.)
structures, e.g. the Pm phase, yield similar results compared to the large P61
and Fddd structures. Simple model structures can thus be used to estimate
desorption temperatures of Mg(BH4)2 and possibly similar compounds, if the
energetically favored tetrahedral coordination of Mg with B atoms is obeyed.
The experimentally observed high temperature for the ﬁrst decomposition step
(for which (5.2) is only an assumption) of about 600 K is proposed to be due to
kinetic limitations [58], which could explain the lower calculated estimate for
the desorption temperature of 400 K for the high-density structures based on
thermodynamic equilibrium conditions.
5.1.4 Conclusion
We have presented a comprehensive lattice free energy study of all proposed
phases of Mg(BH4)2. Based on an analysis of the instabilities of the previously
proposed low energetic I 4¯m2 phase, we have obtained a new structure with
F222 symmetry which has a lower free energy than all previously proposed
phases and is free of instabilities.
We have shown that a macroscopic deformation of the unit cell can be
used to detect elastic instabilities due to imaginary frequencies in the acoustic
spectrum, constituting a complementary approach to the calculation of the
phonon dispersion for investigation of corresponding structural stabilities.
The lattice free energies and corresponding approximated desorption tem-
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peratures are found to diﬀer only little compared to the accuracy of the esti-
mates for systems of similar density and coordination. Model structures with
small unit cells could thus be used to approximate desorption temperatures,
which allows for an estimate of the stability even if the symmetry of the system
is not known a priori. Since the small structures yield similar decomposition
temperatures compared to the large, complex phases, a computationally expen-
sive calculation of the lattice free energy of the latter structures can be avoided,
if only rough free energy estimates are required, e.g. for screening studies of
alloy stabilities.
5.2 Thermodynamic stability of metal aluminum
hexahydrides
5.2.1 Introduction
For a systematic design of new hydrogen storage materials, a way of predicting
the structural properties of interest needs to be found. Besides good storage
capacities, an optimal material should both be suﬃciently stable at ambient
conditions, to ensure safety, and release hydrogen at moderate temperatures.
Alloying of structures, e.g., with too high and too low decomposition tem-
peratures, respectively, could lead to materials with desirable, intermediate
thermodynamic properties.
Nakamori et al. [188] have found a linear correlation between the heat of
formation and the cation electronegativity of metal borohydrides. Similar rela-
tions have also been established for metal aluminum hydrides [195]. Nickels et
al. [196] have observed an intermediate decomposition temperature for the al-
loy KLi(BH4)2 compared to the constituents KBH4 and LiBH4, which suggests
that the average cation electronegativity could be used as an indicator for the
thermodynamic properties of the corresponding alloys.
Alkali metal aluminum hexahydrides of the stocheometry M2M
′AlH6 have
been studied experimentally [182] and numerically [197] for the cation species
M,M ′ ∈ {Li,Na,K}, observing that stable alloys (i.e. M 6= M ′) only exist
if M has a larger ionic radius than M ′. Graetz et al. have reported interme-
diate decomposition temperatures for the alloys compared to the phases with
M = M ′ with the exception of Na2LiAlH6, which has a higher decomposition
temperature than the constituting phases Na3AlH6 and Li3AlH6. Since the
above mentioned alloy instabilities and the unexpectedly increased stability of
Na2LiAlH6 cannot be predicted by means of an average cation electronega-
tivity, we have analyzed the electronic ground state charge densities of these
structures, in order to ﬁnd computationally inexpensive properties which are
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correlated to the alloy stabilities [P4].
As demonstrated in Sec. 5.1, the search for the symmetry of the ground
state structure can be very complex and computationally expensive. We have
noticed, however, that simple model structures with the energetically favored
coordination of the cations can be used to estimate structural stabilities. Van
Setten et al. [198] have shown that ground state energies of complex metal
hydrides can be approximated by rigid-ion electrostatics neglecting the details
of the crystal structure. For a ﬁrst estimate of the ground state energy, the
knowledge of the crystal symmetry is not necessary, as long as the energetically
preferred local coordination is obeyed. Although the crystal symmetries of
the stable cation-alloyed metal aluminum hexahydrides are known from exper-
iments [182], we use the face-centered cubic structure of K2NaAlH6 (Fig. 5.6)
as a model for all considered structures, in order to test whether this simpli-
ﬁcation allows for reasonable stability estimates. Due to the high symmetry
of this phase, only one independent coordinate and the lattice constant have
to be optimized, reducing the computational eﬀort for a screening study to a
minimum.
5.2.2 Computational methods
The electronic ground state charge densities were calculated with the projec-
tor-augmented wave [124] code Vasp [127, 171], using the Perdew-Wang-91
exchange-correlation functional [105, 106]. The size of the plane wave basis sets
were limited by cutoﬀ energies of 350 eV. Electronic Brillouin zone sampling
was performed with k-point grid spacings of∼0.03 A˚−1. A Bader charge density
analysis was performed as implemented in Refs. [179, 180] including gradient
information from the core states in the projector-augmented wave scheme.
For an analysis of the Kohn-Sham Hamiltonians, we have furthermore cal-
culated maximally localized Wannier function basis sets [199] using the Wan-
nier90 code [200]. Wannier functions [201] are Fourier transforms of the
Bloch functions (2.68). In a generalized deﬁnition, Wannier functions are
Fourier transforms of crystal momentum-dependent unitary transformations
of the Bloch functions, allowing for a construction of localized real space basis
sets that can e.g. be used to interpret chemical bonding in terms of molecular
orbitals. Since the Bloch functions are unique except for a crystal momentum-
dependent phase factor (corresponding to the arbitrary constant overall phase
of an electronic eigenstate), the Wannier functions |w〉 can diﬀer signiﬁcantly in
shape for diﬀerent phase factors, and only the sum of Wannier function centers∑
w〈w|rˆ|w〉 is invariant with respect to the corresponding gauge transforma-
tions [202]. Maximally localized Wannier functions are obtained by minimiza-
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Figure 5.6: Conventional unit cell of Fm3¯m-K2NaAlH6. Potassium, sodium,
aluminum, and hydrogen are depicted as brown, blue, gray, and white spheres,
respectively. The brown and blue polyhedra indicate the 12-fold and octahedral
coordination of a potassium and a sodium cation, respectively. (From [P4],
submitted to Modelling and Simulation in Materials Science and Engineering;
http://www.iop.org/EJ/journal/MSMSE.)
tion of the mean square spread [199]
Ω =
∑
w
[〈
w
rˆ2w〉− (〈wrˆ1w〉)2] . (5.3)
The Bloch functions used for the transformation to the maximally localized
Wannier functions were calculated with the plane wave density functional the-
ory code Pwscf [126], using norm-conserving pseudopotentials [203] generated
for the local density approximation to the exchange-correlation functional [101].
In order to obtain maximally localized Wannier function basis sets of minimal
dimension for a simple analysis, only occupied bands and the Γ-point contri-
bution to the electronic dispersion were considered, and single-valence electron
pseudopotentials were used for all alkali metals.
Due to the diﬀerent approximations and parameters, the structures were
optimized independently for the calculations using the Vasp and Pwscf codes,
respectively.
5.2.3 Results
A Bader analysis of the charge densities of the model structures shows that
the alloys Na2LiAlH6, K2LiAlH6, and K2NaAlH6 have lower integrated Bader
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Figure 5.7: Bader charge diﬀerences between the cation sites with 12-fold and
octahedral coordination of cubic metal aluminum hexahydride model phases in
dependence of the sum of cation electronegativities per formula unit (decom-
position temperatures of the experimentally observed phases from Ref. [182]).
The green dotted line indicates an approximate asymmetry threshold above
which no stable alloys exist. Apart from the alloys with lithium occupying the
octahedral sites, the Bader charge diﬀerences show a linear correlation with
respect to the sum of cation electronegativities for phases with the same cation
species occupying the octahedral or 12-fold coordinated sites, indicated by red
and blue lines, respectively. The slopes of the parallel lines have been ﬁtted with
respect to the phases where all cation sites are occupied by the same species.
(From [P4], submitted to Modelling and Simulation in Materials Science and
Engineering; http://www.iop.org/EJ/journal/MSMSE.)
valence charge density diﬀerences between the cation sites with octahedral (M’)
and 12-fold coordination (M; cf. Fig. 5.6) than the phases with M = M ′ (see
Fig. 5.7). The phases with increased Bader charge symmetry are just the
stable alloys, for which species with larger ionic radii occupy the sites with
12-fold coordination compared to the octahedrally coordinated sites. Partic-
ularly symmetric are the Bader charges around the cation sites for the alloy
Na2LiAlH6, where the corresponding charge diﬀerence of magnitude 5.8 ·10−3 e
in principle is zero in terms of the accuracy of the calculations. This symmetry
might be an indicator for the higher decomposition temperature for the case
(M,M ′) = (Na,Li) compared to the cases M = M ′ = Li and M = M ′ = Na,
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respectively.
For the unstable structures, where the species M have smaller ionic radii
than M ′, the Bader charge diﬀerences are larger compared to the constituting
phases. There is an asymmetry threshold of about 0.3 e, above which no stable
phases exist. Although the calculation of the charge diﬀerences is based on
cubic model structures for all phases, the estimated Bader charge asymmetries
can be used to identify the stable and unstable structures.
The integrated charge density asymmetries for systems with equal M or
M ′, respectively, show a linear relationship with respect to the sum of Paul-
ing cation electronegativities per formula unit (Fig. 5.7), except for the alloys
K2LiAlH6 and Na2LiAlH6 in particular, which will be treated separately in a
vibrational free energy analysis in order to explain the increased stability. The
linear correlations exhibit the same slopes for phases which are related by a
substitution for either M or M ′, respectively. The slopes of the corresponding
ﬁts in Fig. 5.7 are (in atomic units) −1.11± 0.03 and 0.72± 0.02 for structures
with the same species occupying the cation sites with 12-fold and octahedral co-
ordination, respectively. With the knowledge of a few asymmetries to estimate
the slopes, the asymmetries for the remaining phases could be approximated
from the linear relationships. Although the linearly extrapolated asymmetry
estimates for the K2LiAlH6 and Na2LiAlH6 structures would deviate by ∼0.1–
0.2 e from the values based on the charge density analysis, the phases would
still be identiﬁed as being stable due to low asymmetries.
In addition to the ground state properties, entropic terms have to be consid-
ered in order to assess the thermodynamic stabilities of the structures. We will
estimate the vibrational zero point energies from the ground state Kohn-Sham
orbitals without calculating charge density changes due to coordinate displace-
ments. As we have noticed in Sec. 4.2, the lattice free energies of complex metal
hydrides are dominated by high frequency librational and bond bending and
stretching modes. This allows for a rough estimate to the zero point energy
from the average frequencies of the hydrogen atom subsystem, neglecting the
low frequency part of the phonon dispersion, which can exhibit imaginary fre-
quencies for the compounds with a ground state symmetry diﬀerent from that
of the Fm3¯m model structure, corresponding to a rearrangement of the metal
atom framework.
A transformation of the Bloch function eigenbasis to a maximally localized
Wannier function basis yields six orbitals per primitive unit cell (Fig. 5.8), cen-
tered close to the hydrogen coordinates for all considered phases. We approx-
imate the eﬀect of the displacement of a hydrogen atom as a rigid translation
of the nearby centered Wannier orbital. The corresponding transformation is
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Figure 5.8: XCrySDen [204] rendition of maximally localized Wannier func-
tions for the primitive unit cell of Na2LiAlH6. Sodium, lithium, aluminum,
and hydrogen are depicted as blue, red, gray, and white spheres, respectively.
(From [P4], submitted to Modelling and Simulation in Materials Science and
Engineering; http://www.iop.org/EJ/journal/MSMSE.)
given as
Tˆ = 1 +
(
|w˜〉 − |w〉
)
〈w|, (5.4)
where |w˜〉 denotes the Wannier orbital displaced from its center. For a simpliﬁ-
cation of the calculations, we deﬁne the electronic ground state energies of the
unperturbed structures to be zero. This corresponds to vanishing Kohn-Sham
Hamiltonian diagonal elements 〈w|Hˆ |w〉 in the maximally localized Wannier
function basis, being all equal due to the crystal symmetries. The energetic
change due to the transformation (5.4) is given by the trace over the trans-
formed Hamiltonian:
Tr(Tˆ +Hˆ Tˆ ) = 〈w|Hˆ |w˜〉+ h.c., (5.5)
where we have used that the energy of the unperturbed system vanishes per
deﬁnition. We estimate the electronic contribution to the diagonal elements
of the Hessian of the hydrogen subsystem using ﬁnite displacements of the
Wannier centers. The remaining contributions to the Hessian are approximated
by Ewald sums (see App. A) over ionic core charges equaling the negative of
the corresponding valence charges.
In Tab. 5.2, the estimated librational and bond stretching and bending con-
tributions to the zero point energies are compared to more accurate results ob-
tained from density functional theory calculations for displaced conﬁgurations.
The approximated energies are found to be within 20% of the computationally
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F˜ [eV] F [eV]
stable phases
Li3AlH6 1.26 1.54
Na2LiAlH6 1.23 1.42
Na3AlH6 1.34 1.44
K2LiAlH6 1.24 1.27
K2NaAlH6 1.31 1.32
K3AlH6 1.39 1.33
unstable phases
Li2NaAlH6 1.33 1.52
Li2KAlH6 1.40 1.46
Na2KAlH6 1.39 1.43
Table 5.2: Librational and bond stretching and bending contributions to the
free energy at T = 0. The energies F˜ have been obtained from electrostatic con-
tributions from the ionic cores and perturbations of the Wannier centers, while
the energies F have been calculated within density functional theory using ﬁnite
displacements. (From [P4], submitted to Modelling and Simulation in Materials
Science and Engineering; http://www.iop.org/EJ/journal/MSMSE.)
more expensive results based on several charge density calculations. Both ap-
proaches yield the lowest vibrational free energy for the Na2LiAlH6 phase in the
sector of stable alloys with M,M ′ ∈ {Li,Na}, which is an additional indication
for the increased stability of Na2LiAlH6 besides the symmetric distribution of
Bader charges.1
5.2.4 Conclusion
We have analyzed the stabilities of cation-alloyed metal aluminum hexahydrides
based only on density functional theory calculations for unperturbed conﬁgu-
rations of cubic model structures. The diﬀerence in Bader charge attributed to
the cation sites is found to be correlated to the stability of the corresponding al-
loys, where high asymmetries indicate unstable phases. The charge diﬀerences
show a linear relationship with respect to the sum of cation electronegativities
per formula unit except for K2LiAlH6 and especially Na2LiAlH6, which could
be an indication for the increased decomposition temperature of the latter alloy
compared to the constituents. This is furthermore supported by the vibrational
1X-ray powder diffraction patterns of Na2LiAlH6 show no deviation from the stocheometry
M=Na and M ′=Li [205], and configurational contributions to the entropy can therefore be ne-
glected.
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zero point energies obtained from a distortion analysis of maximally localized
Wannier function basis sets.
5.3 Point defect dynamics in NaAlH4 and
Na3AlH6
5.3.1 Introduction
Metal aluminum hydrides have attracted interest as hydrogen storage materials,
since Bogdanovic´ and Schwickardi [48] have shown that titanium-doped sodium
aluminum tetrahydride can reversibly desorb and re-absorb hydrogen at near
ambient conditions. NaAlH4 decomposes in several steps:
NaAlH4 ↔ 1
3
Na3AlH6 +
2
3
Al + H2
↔ NaH +Al + 3
2
H2. (5.6)
The decomposition temperature of NaH is too high (∼700 K) [185] for hydrogen
storage applications. Although the reversible hydrogen storage capacity is only
up to about 4 mass-% [48], understanding the eﬀect of the titanium dopant
can be important for the design of catalysts for other complex metal hydrides,
as doping with titanium also improves the sorption kinetics of e.g. Mg(AlH4)2
and Ca(AlH4)2 [50].
A proposed model for the role of titanium is the formation of alloys with
aluminum [206], supported by X-ray absorption ﬁne structure measurements
[51] showing that for the most part, titanium is atomically dispersed in the alu-
minum phase. Density functional theory calculations by Chaudhuri et al. [52,
53] indicate a catalyzation of H–H bond breaking on titanium-containing alu-
minum surfaces. Furthermore, volatile AlnH3n species experimentally observed
during reforming of catalyst-doped NaAlH4 [54] are suggested to mediate im-
proved mass transport of Al to NaH.
Another model suggests that bulk-substituted titanium [207] improves bulk
diﬀusion of hydrogen. Palumbo et al. [208] have observed fast point defect
dynamics with a relatively low activation barrier of 0.126 eV using an anelastic
spectroscopy technique with a larger fraction of mobile species for titanium-
doped samples, proposing that this enhancement corresponds to improved bulk
diﬀusion of hydrogen in the intermediate decomposition product Na3AlH6 [209].
In a combined computational and experimental approach, we have studied
hydrogen dynamics in Ti-doped and undoped NaAlH4 and Na3AlH6 [P5,P6].
We ﬁnd hydrogen diﬀusion in Na3AlH6 to require signiﬁcant activation and
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enhanced hydrogen diﬀusion in both Ti-doped NaAlH4 and Na3AlH6 to be
unlikely. We propose that the dynamic process observed by Palumbo et al. [208]
could be related to the diﬀusion of other point defects, e.g. Na vacancies.
5.3.2 Computational details
Total energies and gradients were calculated with the plane wave density func-
tional theory code Dacapo [108], describing the ionic cores by ultrasoft pseu-
dopotentials [123]. The Perdew-Wang-91 [105, 106] approximation to the ex-
change-correlation functional was used. The size of the plane wave basis sets
was limited by a kinetic energy cutoﬀ of 340 eV. Jump diﬀusion paths were
calculated using 2 × 2 × 1 supercells (corresponding to supercell volumes of
2 · 4.99 × 2 · 4.99 × 1 · 11.12 A˚3 and 2 · 5.27 × 2 · 5.46 × 1 · 7.60 A˚3 for I41/a-
NaAlH4 [210] and P21/n-Na3AlH6 [174], respectively). The electronic Brillouin
zones were sampled on 2× 2× 2 Monkhorst-Pack grids [172].
The nuclear coordinates of initial guesses for H vacancy or interstitial conﬁg-
urations were relaxed to obtain the corresponding formation energies. Two such
conﬁgurations were considered as initial and ﬁnal conﬁgurations of minimum
energy jump paths. Initial guesses for the paths based on a linear interpolation
of the initial and ﬁnal coordinates were optimized within the nudged elastic
band approach [163] using a ﬁnite number of images; for the determination of
the saddle point on the potential energy surface characterizing the transition
state the adaptive nudge elastic band method [165] was used (cf. Sec. 3.2.2).
The vibrational frequencies corresponding to the initial state and saddle point
conﬁgurations for a calculation of the jump rate using Eq. (3.53) were obtained
from ﬁnite displacements, where the degrees of freedom of all nuclei inside a ra-
dius of ∼4 A˚ around the diﬀusing species at the initial or saddle point position
were considered, assuming diﬀerences in the remaining frequencies between the
initial and saddle point conﬁgurations to be negligible.
5.3.3 Incoherent quasielastic neutron scattering
In addition to the ab initio modeling of jump processes, we have performed
incoherent quasielastic neutron scattering experiments. This technique provides
information about jump geometries and rates, allowing for a direct comparison
to the results obtained within transition state theory.
Quasielastic neutron scattering is sensitive to the motion of hydrogen in
particular, owing to a stochastic distribution of scattering lengths of diﬀerent
magnitude and sign. In the limit of long neutron wavelengths compared to the
range of interaction and the neutron radius (∼10−4 A˚), an elastic scattering
process with an incoming plane wave exp(ikx) representing a neutron scattered
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isotropically at the nucleus can be expressed in terms of incident and outgoing
waves as (the nucleus is positioned at the origin)
Ψ(r) = exp(ikx) +
−a
r
exp(ikr), (5.7)
where a is the scattering length [211]. For the case of hydrogen, the spins of
proton and scattered neutron couple to a singlet (S2 = 0, Sz = 0) or to a
triplet (S2 = 1, Sz ∈ {±1, 0}). For the singlet, the scattering length is negative
corresponding to an unbound state, while for the triplets, the scattering length
is positive indicating the existence of a bound state [211]. This leads to a large
incoherent neutron scattering cross-section given by the variance of the scat-
tering length [212].2 In the case of inelastic scattering, the double diﬀerential
incoherent scattering cross-section reads [213]
d2σi
dΩdω
=
1
2π
(〈
a2
〉
S
− 〈a1〉2
S
) kout
kin
×
∞∫
−∞
dt exp(iωt)
∑
j
〈exp[−iqRj(0)] exp[iqRj(t)]〉T , (5.8)
where ω = (2mn)
−1(k2in − k2out) is the energy transferred to the sample (using
atomic units; mn ≈ 1839 is the neutron mass in units of the electron mass), and
q = kin − kout is the momentum transfer. 〈...〉S denotes here3 the statistical
average over singlet and triplet coupling. 〈...〉T denotes the ensemble average
over the trajectories Rj(t) of the jth nucleus in thermal equilibrium (i.e. there
are no chemical potential gradients.). Ω is the solid angle in q-space (we have
performed the experiments on powder samples; the angular dependence is thus
not resolved, and a powder average is obtained instead, depending on ω and the
length of q only). The integral over time and the sum over nuclei correspond
to Fourier transforms of the self-correlation function yielding the probability
for a nucleus with position Rj(0) at time t = 0 to be found at position Rj(t
′)
at time t = t′.
While only the coherent scattering cross-section resolves interference be-
tween neutrons scattered at diﬀerent nuclei, Eq. (5.8) is characterized by single-
particle dynamics. The transfer of the energy ω between neutron and sample
results in a so-called quasielastic broadening of the scattered neutron intensity
versus energy transfer with respect to the elastic scattering peak at ω = 0 with
ﬁnite width given by the instrumental resolution.
2Due to the dominance of incoherent over coherent neutron scattering in the case of hydro-
gen, the corresponding crystal structures generally are derived from the interference patterns of
deuterated samples.
3Incoherent scattering can also be due to isotope disorder.
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In the experiments presented here, the instrumental resolution was obtained
for each sample from the scattering intensity at T = 30 K, assuming the prob-
ability for jump processes to be negligible at this temperature. Jump lengths
and rates were obtained by ﬁtting the quasielastic broadening to models for
diﬀusive processes [214, 215], which will be discussed later.
5.3.4 Results
5.3.4.1 Density functional theory calculations
The calculated formation energies for hydrogen interstitials based on a relax-
ation of the internal coordinates corresponding to the point defect conﬁgu-
rations are very high in both NaAlH4 and Na3AlH6: 2.40 eV and 2.42 eV,
respectively. The formation energies for hydrogen vacancies are 1.61 eV and
1.54 eV for NaAlH4 and Na3AlH6, respectively. We therefore assume hydrogen
diﬀusion to be vacancy mediated in these systems.
There are two types of hydrogen vacancy jumps in the considered systems:
diﬀusional jumps between vacant sites bound to diﬀerent aluminum atoms and
localized jumps, where the vacancy remains bound to the same aluminum atom.
While only the former promote macroscopic hydrogen diﬀusion, the latter could
be of importance as connections between diﬀusional jumps. Both types of jumps
contribute to the quasielastic broadening and must hence be considered for a
jump geometry analysis based on the incoherent scattering cross-section.
For NaAlH4, the calculated activation energies for diﬀusional jumps are
Ea ≥ 0.31 eV depending on the vacant sites, while the barrier for a localized
jump is Ea = 0.44 eV (see Fig. 5.9). For Na3AlH6, however, the activation
energies of diﬀusional jumps (Fig. 5.10a) are high with values of Ea ≥ 0.75 eV,
and the barrier for localized jumps (Fig. 5.10b) is lower with a value of Ea =
0.41 eV.
In order to study the inﬂuence of bulk-substituted titanium on the bar-
riers for hydrogen vacancy jumps, we have compared the energies required
for Ti@Al and Ti@Na substitutions. The calculated energy for a substitution
at an aluminum site in NaAlH4 is 0.86 eV. The corresponding energy for a
Ti@Na substitution is 2.63 eV. For Na3AlH6, the energies for substitution at
aluminum sites and at sodium sites with eightfold and octahedral coordina-
tion are 0.95 eV, 2.00 eV, and 2.44 eV, respectively. In the case that titanium
does bulk substitute, substitution for aluminum is thus energetically preferred
for both NaAlH4 and Na3AlH6 in agreement with previous calculations also
considering the cohesive energies of the metals as references [216, 217].
Based on the calculations using 2 × 2 × 1 supercells, hydrogen is trapped
by titanium in Na16(Ti@Al)Al15H63, corresponding to Ti–H distances up to at
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Figure 5.9: Total energy versus reaction coordinate for the calculated minimum
energy paths in Na16Al16H63 and Na24Al8H47 for diﬀusional and localized hy-
drogen vacancy jumps. The reaction coordinate corresponds to the coordinate
diﬀerence vector between adjacent images. (Adapted from [P6], Copyright 2007
Elsevier B. V.; http://dx.doi.org/10.1016/j.jallcom.2007.04.041.)
least ∼7 A˚. For Na24(Ti@Al)Al7H47, the activation energy of only two diﬀu-
sional jumps per supercell is reduced to 0.36 eV. All localized hydrogen motion
is trapped by titanium for the considered supercell dimensions. The trapping
of hydrogen could lead to a formation of local hydrogen vacancies, i.e. without
removing hydrogen from the system. For Na3AlH6, e.g., the total cost, includ-
ing the energy for the substitution of titanium, for a distant hydrogen atom
transferred close to titanium is 1.21 eV, i.e. 0.33 eV cheaper than a vacancy
formation in undoped Na3AlH6.
5.3.4.2 Experiment
Since the presented calculations of jump paths are not exhaustive with respect
to larger supercell sizes for titanium doped systems in particular, a compari-
son to the results from incoherent neutron scattering can be used to examine
whether e.g. the restriction of the maximal distance between hydrogen va-
cancy and titanium due to the supercell dimensions precludes the prediction
of the observed vacancy dynamics in doped systems. Due to restrictions of
the temperature ranges at the neutron scattering facility (Ju¨lich), a calculation
of activation energies from jump rates measured at diﬀerent temperatures was
not possible. Activation energies have been obtained from rates measured at a
single temperature and the ratio of partition functions in Eq. (3.53) based on
vibrational frequencies calculated using density functional theory for the initial
and saddle point conﬁgurations of diﬀusional and localized jumps, respectively.
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a) b)
Figure 5.10: Minimum energy jump paths in Na24Al8H47 between vacant hy-
drogen sites bound to diﬀerent aluminum atoms (a) and the same aluminum
atom (b), respectively. Sodium is represented by blue, aluminum by gray, and
hydrogen by white spheres. The red spheres indicate the motion of hydrogen
involved in the vacancy jumps.
As hydrogen diﬀusion is vacancy mediated in the considered systems, it
has to be taken into account that the quasielastic broadening is due to the
involved motion of hydrogen atoms. While hydrogen vacancy jumps contribut-
ing to macroscopic diﬀusion can be considered to constitute a random walk,
the corresponding atomic jumps are correlated. In a zero-order approximation
with one atomic jump per vacancy jump, the only eﬀect is a rescaling of the
jump rate, which is inversely proportional to the width of the broadening, while
the shape of the broadening with respect to q is not aﬀected [218]. Using the
numerically obtained ratios of partition functions, an error of e.g. 50% in the
estimated rate would only lead to an error of kBT/2 in the calculated activation
energy.
In order to identify hydrogen (vacancy) dynamics that are constricted to
a certain volume, the ratio of elastically scattered neutron intensity to total
intensity can be considered, which depends on the momentum transfer in the
case of spatially restricted motion [215]. For NaAlH4, this ratio is found to
be independent of q (within the given experimental resolution), and a ﬁt of
the momentum transfer dependence of the quasielastic broadening measured
at 390 K to a jump diﬀusion model corresponding to spatially unrestricted
random walks [214] yields a jump rate of k ≈ 4× 108 s−1 and a jump length of
about 2.6 A˚ [P6], which is only a rough estimate, because the model assumes
an isotropic jump geometry (the predicted jump lengths are 2.55 A˚ and 2.78 A˚
for localized and diﬀusional jumps, respectively). Using the ratio of partition
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Figure 5.11: Ratio of elastic to total scattering intensity with respect to
momentum transfer measured at 390 K (a) and radial probability den-
sity for ﬁnding a jumping species in two perpendicular planes (b) for un-
doped Na3AlH6. The inset shows a Gaussian ﬁt to the peak at r =
(2.81 ± 0.14) A˚. (Adapted from [P6], Copyright 2007 Elsevier B. V.;
http://dx.doi.org/10.1016/j.jallcom.2007.04.041.)
functions calculated for a diﬀusional vacancy jump in Na16Al16H63, we obtain
an activation energy of 0.39 eV from the experimentally observed rate, which
could be due to an eﬀective average of localized and diﬀusional jump rates [219].
For Na3AlH6, however, the predicted barrier for diﬀusional jumps is almost
twice as high as the barrier for localized jumps, and the ratio of elastic to total
scattering intensity measured at 390 K shows a clear q-dependence (Fig. 5.11a).
To model the restricted motion of a vacancy in an (AlH5)
2− group, we consider
two perpendicular planes which the jumping species are assumed to be con-
stricted to. The ratio of elastic to total scattering intensity can be calculated
as the absolute square of the Fourier transform of the accessible volume to
q-space [215]. Assuming circularly symmetric probability densities to ﬁnd the
diﬀusing species in the planes, the powder average is given as an integration over
the polar angle θ in q-space, aligning the qz-axis with one of the plane normals.
Approximating this integral by a three-point quadrature (θ ∈ {0, π/2, π}), the
ratio of elastic to total scattering intensity reads
Ielastic
Itotal
=
1
4
∣∣∣∣∣∣
∞∫
0
drρ(r)r [j0(qr) + 1]
∣∣∣∣∣∣
2
, (5.9)
where ρ(r) is the radial probability density in the planes and j0(x) = sin(x)/x
is the spherical Bessel function of the ﬁrst kind and order zero. From the
measured ratio (5.9), we have obtained the radial probability density by a least
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squares ﬁt [181] to a spline interpolation of the ratio (see Fig. 5.11b). The large
peak at r = 0 is due to immobile hydrogen. The peak at r ≈ 2.8 A˚ corresponds
to jumps between adjacent vacant sites in an (AlH5)
2− anion. This is only
a rough estimate to the jump length due to the assumed circular symmetry
in the planes (the predicted jump lengths for localized and diﬀusional jumps
in Na24Al8H47 are 2.50 A˚ and 3.08 A˚, respectively). Based on the measured
quasielastic broadening and the ratio of partition functions calculated from
vibrational frequencies for the initial and saddle point conﬁgurations of the
predicted localized hydrogen vacancy jump path, we obtain an activation energy
of Ea = 0.37 eV, in agreement with the numerically predicted value of 0.41 eV
for localized jumps.
The intensity ratio (5.9) for titanium doped Na3AlH6 also exhibits a clear
q-dependence [P6], showing that bulk hydrogen vacancy diﬀusion is limited in
space. The barriers for these localized events are lowered to 0.31 eV. Macro-
scopic bulk diﬀusion of hydrogen therefore is limited also for titanium doped
Na3AlH6 in agreement with the numerically predicted activation energies.
5.3.4.3 Other point defect dynamics
Since the quasielastic broadening, which is dominated by incoherent scattering
at jumping hydrogen atoms, revealed no dynamics with barriers below ∼0.3 eV,
we have considered other point defect dynamics which could be related to the
barrier of 0.126 eV observed by Palumbo et al. [208]. These dynamics are ex-
pected to occur in the intermediate product Na3AlH6 [209]. We have calculated
an activation energy of Ea = 0.12 eV for sodium vacancy jumps in Na23Al8H48
from sites with eightfold to sites with octahedral coordination (Fig. 5.12).
Palumbo et al. [208] have studied defect dynamics in sodium aluminum
hydride by macroscopic oscillatory deformation with two diﬀerent frequencies.
The rate is tuned with the temperature, and at resonance, the jumping species
follow the externally applied oscillations, observed as a loss of elastic energy.
For an external frequency of ∼5 kHz, the resonance temperature was found
to be about 70 K. From the shift in resonance temperature for a diﬀerent
frequency, the activation energy was determined.
From a vibrational analysis for the initial and saddle point conﬁgurations
of the sodium vacancy diﬀusion path and the calculated barrier of 0.12 eV, we
obtain a jump rate of 4.3 × 103 s−1 for T = 70 K, a further indication, that
the observed point defect dynamics could be due to sodium vacancy jumps.
For deuterated samples, a shift of the resonance temperature to 77 K for the
external frequency of ∼5 kHz was observed [209]. The ratio of partition func-
tions for the numerically obtained sodium vacancy jump rate is dominated by
the vibrational frequencies of the diﬀusing sodium atom. The lower frequen-
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Figure 5.12: Minimum energy sodium vacancy jump path in Na23Al8H48 (based
on a Vesta [194] rendition). Sodium is represented by blue, aluminum by gray,
and hydrogen by white spheres. The path of the sodium ion diﬀusing between
the vacant sites is shown in yellow. The octahedral and eightfold coordination
at the corresponding sites is depicted as green and red polyhedra, respectively.
cies of deuterium due to its larger mass compared to hydrogen can thus not
explain a resonance shift of 7 K for the considered sodium vacancy dynamics.
As e.g. the lattice constants of hydrides and deuterides can diﬀer [220, 221], we
have re-optimized the initial and ﬁnal conﬁgurations and the minimum energy
path, keeping the Al–D bond lengths ﬁxed at the values obtained from powder
diﬀraction patterns of Na3AlD6 [174]. Due to non-negligible residual forces
exerted on the corresponding degrees of freedom, we approximate the change
in the ratio of partition functions for the deuterated system by considering the
changes in the frequencies of the diﬀusing sodium atom only. The correspond-
ingly estimated resonance temperature for deuterated systems at a frequency
of 5 kHz is T = 76 K, supporting that the observed dynamics might be due to
sodium vacancy jumps.
5.3.5 Conclusion
In a combined computational and experimental approach, we have identiﬁed
the dynamic processes related to bulk diﬀusion of hydrogen in sodium alu-
minum hydride. While macroscopic hydrogen diﬀusion has been observed in
NaAlH4 at near ambient temperatures, hydrogen jumps in Na3AlH6 have been
found to be restricted in space with high activation energies & 0.8 eV for dif-
fusional vacancy jumps between (AlH5)
2− and (AlH6)
3− groups. The eﬀect of
the titanium dopant on bulk diﬀusion of hydrogen is found to be negligible.
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Since the incoherent scattering shows no activation energies below ∼0.3 eV,
we suggest that the point defect dynamics with a barrier of 0.126 eV observed
using anelastic spectroscopy [208] are not related to hydrogen jumps but could
e.g. be due to sodium vacancy dynamics in Na3AlH6.
An advantage of the combined approach is in general, that the numerically
predicted activation energies can be used to examine whether a q-independence
of the elastic to total intensity ratio is due to spatially unrestricted dynamics
or due to insuﬃcient experimental resolution. On the other hand, the exper-
imentally observed jump lengths and rates can be used to examine whether
larger supercell sizes allowing for more conﬁgurations of titanium dopant sites
and hydrogen vacancy jump paths are needed to reproduce the observed rates
and jump geometries.
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6Summary and outlook
The work presented in this thesis focuses on the thermodynamics of complex
metal hydrides, which comprise several compounds with promising properties
for hydrogen storage applications. On the basis of density functional theory,
lattice free energies of these crystal structures have been calculated in order
to compare phase stabilities and to estimate decomposition temperatures. An-
alyzing instabilities given by non-vibrational modes present in all previously
proposed structures of magnesium borohydride, stable phases of this compound
have been derived. Neglecting imaginary frequencies in the phonon dispersion
of unstable phases exhibiting the energetically preferred local coordination, the
correspondingly calculated free energies would allow for a rough decomposition
temperature estimate, even if the crystal symmetries of the stable structures
were not known.
In order to be able to eﬃciently optimize the atomic coordinates of crystal
structures with many degrees of freedom per asymmetric unit, we have de-
veloped a coordinate relaxation scheme which preserves crystal symmetries in
the presence of numerical inaccuracies in the total energy gradient and further-
more leads to an improved convergence with respect to the number of electronic
structure calculations required to determine the equilibrium conﬁguration.
Moreover, an optimally scaling approach to assess lattice free energies has
been developed, which is based on a computationally inexpensive calculation
of polarization vectors for an auxiliary eﬀective point charge system, combined
with a single total energy gradient calculation within density functional theory.
Taking advantage of the asymptotic behavior of lattice free energies at low
and high temperatures, reasonable estimates to the lattice free energy can be
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obtained from roughly approximated phonon frequencies. This allows for an
eﬃcient assessment of e.g. alloy stabilities of insulators with high frequency
bond stretching and bending modes, such as complex metal hydrides, and also
of metals and semiconductors.
A combined experimental and computational analysis of hydrogen vacancy
jump processes in sodium aluminum hydride has shown that bulk diﬀusion
of hydrogen is limited especially in the intermediate decomposition product
Na3AlH6, and the eﬀect of titanium as a dopant on the diﬀusional dynamics
has been found to be negligible. The integration of the incoherent quasielastic
neutron scattering technique, which is sensitive to single-particle dynamics of
hydrogen in particular, and the ab initio prediction of jump geometries and
rates is a promising approach to the understanding of bulk hydrogen dynamics
in potential hydrogen storage materials.
Outlook
The conclusion that simple model structures can be used to roughly assess the
stability of complex metal hydrides allows for qualitative screening studies of
thermodynamic stabilities, if the constructed model systems obey an energeti-
cally optimal local coordination (a corresponding analysis of mixing enthalpies
is currently being performed for metal borohydride structures [Hummelshøj,
Landis, Voss, et al., manuscript in preparation]). The rigid-ion electrostatic
prototype screening approach developed by Majzoub and Ozolin¸sˇ [192] could
be used for a systematic generation of model structures.
For the metal aluminum hexahydride structures considered in Sec. 5.2, the
cations occupy two symmetrically inequivalent sites. Here, binary cation alloy-
ing simply corresponds to diﬀerent metal cations occupying the symmetrically
inequivalent sites. For e.g. ternary cation alloys of metal aluminum hexahy-
drides or alloys in general that are not formed by substitution of a full set
of symmetrically equivalent sites, the resulting crystal structure might have a
diﬀerent symmetry, or a partial substitution can occur. In the latter case, the
entropy due to the occupational disorder has to be considered for an analysis
of the alloy stability, which could be calculated e.g. using the cluster expansion
technique [17, 18].
In the case of negligible disorder, the generally dominant phononic contri-
bution to the entropy can be obtained eﬃciently from an additional electronic
charge density calculation using the single displacement method presented in
Sec. 4.2. In this way the model structures of compounds with promising ther-
modynamic properties could be selected for a further, more detailed analysis.
As demonstrated in Sec. 5.1, stable phases might be found by following
non-vibrational modes based on a calculation of the phonon dispersion (which
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is not guarantied to yield the structure with lowest free energy, depending on
the model structure used as a starting point). Due to the high computational
complexity of the Hessian matrix calculation scaling as O(N) charge density
calculations (N : number of atoms per asymmetric unit), an iterative calculation
of the mode corresponding to the negative eigenvalue of largest magnitude of the
mass-scaled Hessian might be advantageous for large structures in particular.
In the case of complex metal hydrides, e.g., a subtraction of the square of a
guess for the typical bond stretching frequency from the diagonal of the mass-
scaled Hessian shifts the eigenvalues such that the eigenvalue corresponding to
the above mentioned mode has the largest magnitude. Power methods [161] or
similar iterative approaches will thus converge to the corresponding eigenpair.
If the obtained mode corresponds to a rigid translation (i.e. to a re-shifted
eigenvalue of zero), the Γ-point phonon spectrum can be expected to be free of
imaginary frequencies. If an unstable mode is found instead, a stable structure
might be found by following the corresponding displacement in the atomic
coordinates. It should be noted, however, that this iterative approach would
only be able to identify instabilities given by imaginary Γ-point frequencies;
phase transitions to structures with larger unit cells than the (super) cell of the
model structure corresponding to instabilities at larger wave vectors would not
be resolved.
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AEwald summation
Since the evaluation of the electrostatic energy and its derivatives in partic-
ular is of central importance for several projects presented in this thesis, the
derivation of the corresponding formulas are in the following explained in detail.
The slowly converging lattice sums over inverse distances, appearing e.g. in
the electrostatic energy of the nuclear point charge system of periodic systems,
can be split into quickly converging sums in direct and reciprocal space, respec-
tively. These so-called Ewald sums [222] can be constructed by adding spherical
Gaussians centered at the atomic sites, which each integrate to the negative of
the charge of the corresponding nucleus. The nuclear electrostatic potentials
are approximately canceled at long range (exactly at inﬁnite distance), leading
to rapidly converging sums of the corresponding terms in real space. To com-
pensate the added charge density, the potential of the negative of this density
is evaluated in reciprocal space.
The electrostatic potential of the lattice sum of Gaussian charge distribu-
tions is obtained from the corresponding Poisson equation in reciprocal space,
where the sum over unit cell integrals is converted into an integral over all space
(we will use atomic units; Z is the atomic number of the nucleus):
−G2 ϕ˜G
Z
= −4πΩ−1
∑
T
∫
Ω
d3r
η3
π3/2
exp
[
−η2(r − T )2)
]
× exp[−iG(r − T )]
= −4πΩ−1
∫
d3r
η3
π3/2
exp(−η2r2) exp(−iGr)
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= −4πΩ−1 exp
(
− G
2
4η2
)
, (A.1)
where the parameter η controls the inverse width of the Gaussians in real space
and thereby the convergence of the sums in direct and reciprocal space. The
potential ϕ(1) of a single Gaussian in real space centered at the origin is given
by the inverse Fourier transform
ϕ(1)(r)
Z
=
4π
(2π)3
2π
1∫
−1
d cos θ
∞∫
0
dG
G2
G2
exp
(
− G
2
4η2
)
× exp(iGr cos θ), (A.2)
where, taking advantage of the spherical symmetry, the Gz-axis for the integral
in reciprocal space is chosen parallel to the vector r. Because of the symmetric
boundaries of the integral over d cos θ, the imaginary part of Eq. (A.2) due
to the factor i sin(iGr cos θ) in the integrand vanishes, and thus all terms in
the integrand antisymmetric in G are canceled by the polar integration. The
integration over dG can therefore be extended to −∞ (with a division by 2):
ϕ(1)(r)
Z
=
1
2π
1∫
−1
d cos θ
∞∫
−∞
dG exp
(
− G
2
4η2
)
exp(iGr cos θ)
=
2√
π
η
1∫
0
d cos θ exp(−η2r2 cos2 θ)
=
erf(ηr)
r
, (A.3)
where, using the symmetry of the corresponding integrand, the interval [−1, 1]
for the polar integration has been transformed to [0, 1].
With erfc(x) = 1 − erf(x), the electrostatic energy EN of the nuclear point
charges with atomic numbers Zk can be expressed per unit cell as
EN =
1
2

∑
kℓ
ZkZℓ
∑
T 6=tkℓ
erfc(η|tkℓ − T |)
|tkℓ − T | A
A
+
4π
Ω
∑
G6=0
exp
(
− G24η2
)
G2
(∑
k
Zk exp(iGrk)
)2
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− 2η√
π
∑
k
Z2k −
π
Ωη2
(∑
k
Zk
)2
A
A

 , (A.4)
with the nuclear positions rk and the diﬀerence vectors tkℓ = rk − rℓ. For
the sum over reciprocal lattice vectors, the double sum over nuclear indices has
been reduced to the square of a single sum. The diverging term for G = 0 is
canceled by corresponding terms due to the average electronic charge density,
if the system is electrically neutral (cf. the Fourier components (2.79) of the
Hartree potential), and is thus left out.
For the sum in direct space, the self-interaction terms with T = tkℓ are left
out. The self-interaction contribution to the sum in reciprocal space is given by
the limit Ω→∞ with k = ℓ in the double sum ∑kℓ ZkZℓ exp(iGtkℓ), yielding
a continuous set of vectors G. Hence, the sum in reciprocal space becomes an
integral. The resulting term is subtracted from the energy (ﬁrst term in last
line of Eq. (A.4)). The last term in (A.4) corresponds to setting the average
electrostatic potential to zero [222, 223]. Since the G = 0 component is left out
in the Fourier series, the term to be subtracted from the potential is given by
the average real space contribution to the potential:
1
Ω
∑
T
∫
Ω
d3r
erfc(η|r − T |)
|r − T | =
4π
Ω
∫
d3rr erfc(ηr)
=
4π
Ω
∫
d3rr
2√
π
∞∫
ηr
du exp(−u2) = 4π
Ω
∫
d3rr2
2√
π
∞∫
η
dv exp(−r2v2)
=
π
Ω
∞∫
η
dv
2
v3
=
π
Ωη2
. (A.5)
The real space sum in (A.4) converges faster for larger values of η, i.e. for
narrower Gaussian charge distributions in real space. The sum over reciprocal
lattice vectors, on the other hand, converges faster for broader Gaussians. A
reasonable compromise is a value for η of the order of the minimum spacing of
the reciprocal lattice vectors [99].
The contribution of the nuclear point charge system to the forces exerted on
the nuclei are given by the derivatives of Eq. (A.4) with respect to the nuclear
coordinates rk,α (α ∈ {x, y, z}):
Fk,α = − ∂EN
∂rk,α
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ℓ
Zℓ
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T 6=tkℓ
tkℓ,α − Tα
|tkℓ − T |2
(
erfc(η|tkℓ − T |)
|tkℓ − T |
+
2η√
π
exp
[
−η2|tkℓ − T |2
])
+
4π
Ω
∑
G6=0
exp
(
− G24η2
)
G2
GαZk
∑
ℓ
Zℓ sin(Gtkℓ), (A.6)
where we have used that the nuclear potentials are spherically symmetric
around the nuclear positions, and that hence the Fourier series for a nuclear
potential can be written as
1
Ω
∑
G6=0
ϕG exp(iGr) =
1
Ω
∑
G6=0
ϕG cos(Gr). (A.7)
The contribution to the Hessian matrix is (α and β are indices for the cartesian
axes):
Hk,α;ℓ,β = ∂
2EN
∂rk,α∂rℓ,β
= (−1)δkℓZk
∑
m
Zm (δℓm + δkℓ − δℓmδkℓ)
×
[ ∑
T 6=tkm
{
− δαβv(|tkm − T |) + (tkm,α − Tα)(tkm,β − Tβ)|tkm − T |2
× (3v(|tkm − T |) + 2u(|tkm − T |))
}
−4π
Ω
∑
G6=0
exp
(
−G
2
4η2
)
GαGβ
G2
cos(Gtkm)
]
, (A.8)
with the substitutions
u(x) =
2η√
π
exp(−η2x2), (A.9)
v(x) =
u(x)
x2
+
erfc(ηx)
x3
. (A.10)
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1 Introduction
The symmetries of crystals can be classiﬁed by 7 crystal systems, from
triclinic with lowest symmetry to cubic systems. These 7 systems can
be furthermore divided into up to four subsystems each with respect
to the allowed lattice centerings (primitive, base-, body-, and face-
centered), yielding 14 Bravais lattices. In combination with the 32
crystallographic point groups and compound symmetry operations,
this totals in 230 space groups (1). R. W. G. Wyckoﬀ (2) introduced
a simple way of describing these crystal symmetries by relating sym-
metrically equivalent atomic coordinates by linear equations in the
coordinates in the basis of the lattice vectors.
Using computer simulations to obtain the exact atomic conﬁguration
which minimizes the total energy is important, e.g. to verify coordi-
nates obtained from powder diﬀraction data coordinates of light el-
ements. The computationally optimized conﬁguration is the starting
point for further analysis, e.g. the energetic comparison of diﬀerent
phases, the calculation of the phonon dispersion and free energies,
etc.
We use Wyckoﬀ’s compact equations to project the total energy
gradient, calculated using e.g. ab-initio methods, onto the so-called
Wyckoﬀ coordinate system. From this minimal system of coordinates,
all atomic coordinates in the unit cell are generated using Wyckoﬀ’s
simple equations mentioned above. This subsystem-projected gradi-
ent is followed, minimizing the total energy in order to ﬁnd the equi-
librium coordinates. Apart from ensuring symmetry to be maintained
throughout the relaxation process in the presence of deviations from
symmetry in the forces (due to limited numerical accuracy or elec-
tronic structure calculation implementations not conserving symme-
try), a quasi-Newton based optimization of the Wyckoﬀ coordinates
following the corresponding projected gradient is found to be gener-
ally faster than a direct optimization of all coordinates.
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This type of optimization is often very time consuming, in particular
for large systems, and methods which provide a general speed-up of
the convergence are therefore interesting.
2 Method
For a system containing N atoms in the unit cell with the symme-
tries for the atomic coordinates given by 3n Wyckoﬀ coordinates,
we deﬁne W (wi,α) ∈ R3N to be the full crystallographic coordinate
system generated from the Wyckoﬀ coordinates wi,α (i ∈ {1, ..., n},
α ∈ {1, 2, 3}). We require W (wi,α) to generate coordinates with the
correct symmetries, even if the Wyckoﬀ input parameters wi,α are
not compatible with the symmetry, i.e. incorrect input parameters
are adjusted.
A gradient in the space of the Wyckoﬀ coordinates wi,α of the total en-
ergyE can be calculated from the total energy gradient∇E [W (wi,α)]
for the full coordinate system:
∂E
∂wj,α
:=
1
ε
(
W (w1,1, ..., wj,α + ε, ..., wn,3)
−W (w1,1, ..., wj,α, ..., wn,3) ,
∇E [W (wi,α)]
)
, (1)
where ( , ) : R3N ×R3N 7→ R denotes the dot product and ε is a small
displacement. Note that the gradient (1) does not depend on the mag-
nitude of ε. The gradient∇E [W (wi,α)] is calculated eﬃciently using
classical electrostatics for the undisplaced conﬁguration only, since
1st order errors in the wave functions only result in 2nd order errors
in the electronic eigenenergies, according to the Hellmann-Feynman
theorem (3; 4). For ab-initio approaches, like e.g. density functional
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theory (DFT) (5), the computational eﬀort for evaluating Eq. (1) for
each ionic optimization step is negligible compared to the eﬀort for
the electronic structure calculation.
Since W generates coordinates which obey the symmetry of the space
group, following the gradient (1) and using the Wyckoﬀ coordinates
wi,α as only degrees of freedom, the symmetry is maintained, even
if the numerically calculated total energy gradient ∇E [W (wi,α)] is
deviating from the symmetry due to broken symmetries in the imple-
mentation of the electronic structure calculation or due to numerical
inaccuracies. For ﬁxed Wyckoﬀ coordinates wi,α, e.g., Eq. (1) is ex-
actly zero, because W (wi,α) only generates displaced conﬁgurations
which are in agreement with the symmetries.
Here, we optimize the Wyckoﬀ coordinates wi,α using a quasi-Newton
method with Broyden-Fletcher-Goldfarb-Shanno (6; 7; 8; 9) Hes-
sian update, which is eﬃcient for structure optimization problems
(10; 11; 12). With a symmetric guess for the initial Hessian, this
method does not break the crystal symmetry (10). We are therefore
able to compare the Wyckoﬀ coordinate optimization approach pre-
sented here to a relaxation which follows the total energy gradient
∇E [W (wi,α)] directly, relying on the symmetries in the forces to
maintain the crystal symmetry throughout the optimization process.
Due to the optimization of the Wyckoﬀ coordinates wi,α using the
gradient (1), a typical guess for the initial Hessian matrix, e.g. a
scalar matrix, yields a diﬀerent scaling of the search direction com-
ponents than for a standard quasi-Newton optimization using the to-
tal energy gradient ∇E [W (wi,α)]. The reason being that, according
to Eq. (1), displacing a Wyckoﬀ coordinate means the simultaneous
displacement of all corresponding symmetrically equivalent sites. We
ﬁnd the constrained symmetry and diﬀerent gradient/Hessian scaling
to result in improved convergence properties for structure relaxation
based on a quasi-Newton optimization.
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3 Computational Setups
To test the general applicability of the implementation, we have cal-
culated total energies and gradients using two widely used DFT (5)
codes: Dacapo (13) for the Na3AlH6 example and the Vienna Ab-
initio Simulation Package (VASP) (14) for the remaining structures.
The Kohn-Sham wave functions (15) were expanded in planewave ba-
sis sets with cut-oﬀ energies of 350 eV. The electronic Brioullin zones
were sampled with mesh spacings of≤0.05 A˚−1. The Perdew-Wang-91
exchange-correlation functional (16; 17) was used for all calculations.
For Dacapo, ultrasoft pseudopotentials (18) were used to describe the
ionic cores, while for VASP, projector-augmented wave (19) poten-
tials (20) were used. The coordinate optimization was implemented
and performed within the CAMPOS Atomic Simulation environment
(21).
4 Examples
In the following we present a comparison of the Wyckoﬀ coordinate
relaxation and the common total energy gradient based atomic coor-
dinate relaxation. The examples are chosen to reﬂect the applicability
to diﬀerent classes of materials with complex structures, where many
Wyckoﬀ coordinates wi,α are not ﬁxed by symmetry and must there-
fore be optimized.
4.1 Na3AlH6
Na3AlH6, crystallizing in space group P21/n (22), is an intermediate
product in the decomposition of NaAlH4 (23), which has become a
model system for the study of metal complex hydrides as candidates
125
-4.53
-4.52
-4.51
-4.5
-4.49
 0  4  8
to
ta
l e
ne
rg
y 
[eV
]
number of quasi-Newton steps
symmetry constrained
free
Fig. 1. Internal coordinate optimization of P21/n-Na3AlH6 starting from
powder diﬀraction coordinates for Na3AlD6 (22), both with and without
numerically constrained crystal symmetries. Total energies are speciﬁed
per crystallographic unit cell with respect to the cohesive energies of the
constituting elements.
for reversible hydrogen storage (24; 25; 26; 27; 28). Fig. 1 shows
the convergence of the total energy for this system starting from
coordinates based on powder diﬀraction data (22). The constrained
relaxation of the Wyckoﬀ coordinates is faster and more monotonous
than the free relaxation of all coordinates. To reach 3%0 deviance
from the ﬁnal converged total energy, e.g., the constrained relaxation
requires 4 steps, while the free relaxation requires 7 quasi-Newton
steps.
4.2 LiB3O5
LiB3O5, which crystallizes in space group Pna21 (29), is of special
interest as a nonlinear optical crystal (30; 31; 32; 33). The convergence
of the Wyckoﬀ coordinate optimization is much faster for the ﬁrst few
steps compared to the free relaxation (Fig. 2). After step 10, where
the energy already is in a 0.6%0 window of the converged energy,
the behavior of the Wyckoﬀ optimization becomes non-monotonous.
In this (special) case, the Wyckoﬀ optimization is converging more
slowly than the free relaxation very close to convergence of the total
126
Fig. 2. Symmetry constrained and unconstrained coordinate optimization
of Pna21-LiB3O5 starting with pre-optimized lattice constants, and a com-
bined symmetry constrained optimization switching after step 5 to free
relaxation. Total energies are speciﬁed per crystallographic unit cell with
respect to the cohesive energies of the constituting elements.
energy. If very low, relaxed forces on the atoms are required, the
Wyckoﬀ coordinates should be used only for an initial amount of
steps before switching to a free relaxation. Here, we have optimized
the Wyckoﬀ coordinates until the average force on the ionic cores has
become 0.1 eV/A˚. The Hessian information obtained during these
ﬁrst 5 steps is re-used by extending the diagonal elements (dividing
the elements by the number of symmetrically equivalent sites) to
the diagonal of a guess for the Hessian of the full atomic coordinate
system. This combined relaxation process has a fast convergence and
is monotonous close to convergence as well (Fig. 2).
4.3 Mg(BH4)2
The proposed method is found to have the most pronounced eﬀect
on very large systems. A proposed high-temperature phase of the
promising hydrogen storage material Mg(BH4)2 in space group Fddd
(34; 35; 36), has a very large unit cell, containing 176 atoms in the
primitive unit cell (704 atoms in the crystallographic unit cell). For
systems of this magnitude, a fast coordinate optimization scheme is
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Fig. 3. Constrained and free coordinate optimization of Fddd-Mg(BH4)2
starting from diﬀraction pattern coordinates (34). Total energies are spec-
iﬁed per crystallographic unit cell with respect to the cohesive energies of
the constituting elements.
crucial, in order to minimize the number of force calculations needed
to ﬁnd the equilibrium conﬁguration. Fig. 3 shows the Wyckoﬀ co-
ordinate and free relaxation for this system. We note, that the total
energy gradient has been symmetrized as implemented in VASP (14),
to overcome the slightly broken symmetries due to the DFT imple-
mentation. Nevertheless, the small remaining imperfections in the re-
stored symmetries lead to a small drift in the coordinates for the free
relaxation, which for large systems and for ill-deﬁned input parame-
ters, leads to a loss of symmetry and to a hindrance of convergence
(given the inherent diﬃculty of characterizing hydrogen positions ex-
perimentally, a standard approach to optimizing such a large system
would be an initial optimization of the hydrogen coordinates only).
The Wyckoﬀ coordinate relaxation on the other hand converges well.
The sum over symmetrically equivalent displaced sites in the gra-
dient (1) is a symmetrization of the forces, such that the approach
presented here does not depend on a symmetrization of the total
energy gradient on the side of the electronic structure calculation.
Furthermore, the Fddd phase is considered only to be an idealized
phase of Mg(BH4)2; the ‘real’ phase derived from experiments is pro-
posed to have additional structural disorder with a correlation length
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Fig. 4. (Color online.) Unit cell of the Fddd phase of Mg(BH4)2 (Mg is
represented by blue, B by red, and H by white spheres). Conﬁgurational
changes due to a shift of the right half of the unit cell by 0.5 in y-direction
are shown in green by thickened lines.
of half a unit cell in x-direction (34). Correspondingly, shifts of half
unit cells in y- in z-direction are possible (see Fig. 4). These shifts
mean that for x > 0.5, the symmetry is broken. Such symmetry vio-
lating shifts, which are normally very diﬃcult to treat in calculations,
are here simply included as additional parameters into our gradient
projection scheme. By displacing all atoms aﬀected by the shift and
projecting the total energy gradient on this displacement, a combined
Wyckoﬀ plus symmetry breaking parameters quasi-Newton optimiza-
tion is possible. Starting from arbitrary shifts in y- in z-direction, we
ﬁnd that shifts by 0, ±0.25, and 0.5 lead to energetic minima. Shifts
by ±0.25 result in an increase in energy by 0.1 eV per formula unit
compared to shifts by 0 and 0.5.
5 Conclusion and Outlook
We have developed a crystal structure optimization scheme, where
the Wyckoﬀ coordinates are considered as only degrees of freedom for
the internal coordinate system. This approach is stable against nu-
merical asymmetries in the forces and generally leads to much faster
convergence than a direct relaxation of all coordinates, in particular
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for large, ill-deﬁned structures. For a relaxation to very low forces,
the symmetry constraints can lead to a slower convergence than a free
relaxation. In these cases, the initially fast Wyckoﬀ optimization can
be combined with a free relaxation in a quasi-Newton scheme below
a convergence cut-oﬀ. The implementation of the Wyckoﬀ coordi-
nate optimization is available as a module for the CAMPOS Atomic
Simulation Environment (21).
The correction of coordinates to match given crystal symmetries im-
plemented for the gradient projection technique presented here, can
be furthermore used to generate symmetric starting guesses based
on e.g. asymmetric results from molecular dynamics calculations for
ﬁnite temperatures. The symmetries are re-constructed from those
atomic coordinates, which are in a locally optimal conﬁguration,
i.e. the sites with the lowest forces acting on them are chosen to
generate the full crystal coordinate system. A separate tool for crys-
tal structure (re-)generation is available online (37).
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We present a new method for estimating the vibrational free energy of crystal
(and molecular) structures employing only a single force calculation, for a
particularly displaced conﬁguration, in addition to the calculation of the
ground state conﬁguration. This displacement vector is the sum of the
phonon eigenvectors obtained from a fast – relative to e.g. density functional
theory1 – Hessian calculation using interatomic potentials. These potentials
are based here on eﬀective charges obtained from a density functional theory
calculation of the ground state electronic charge density, but could also be
based on other, e.g. empiric approaches.
I. INTRODUCTION
At ﬁnite temperatures, the stability of a crystalline system is not only
determined by the ground state energy, but by the free energy. For a per-
fect crystal, the phononic contributions to the entropy are most important.
In addition to minimizing the potential energy to locate the ground state
conﬁguration, the calculation of free energies is important to estimate phase
stabilities of the system. The ability to quickly assess the free energy of a
given crystal structure is particularly important in the investigation of phase
stabilities or decomposition temperatures of theoretically predicted materials
or structures. The approach to approximate free energy calculation presented
here will be of particular value to predictive screening studies, where quick
free energy estimates are essential to cover wide ranges of possible structural
input parameters for exploring trends in thermodynamic properties.
According to the Hellmann-Feynman theorem,2,3 the forces acting on the
ionic cores, i.e. ﬁrst order energy derivatives, can be calculated within clas-
sical electrostatics from the ground state charge density, since the electronic
eigenenergies only change in second order with ﬁrst order wave function vari-
ations. For the calculation of the Hessian matrix of the energy, i.e. second
order derivatives, charge density changes have to be evaluated. These can be
obtained within density functional perturbation theory4 or from ﬁnite force
diﬀerences of displaced conﬁgurations. By the former approach, the phonon
frequencies can be calculated at a given k-point in the Brioullin zone with a
computational complexity per perturbation of an iterative ground state charge
density calculation using density functional theory1 (DFT). For nonzero k-
points, the latter approach requires enlarged supercells to resolve interatomic
couplings between the periodic images. Furthermore, charge densities for
O(N) displaced conﬁgurations have to be calculated, where N is the number
of atoms in the unit cell. The computational eﬀort can be reduced signiﬁcantly
for both approaches by taking crystal symmetries into account.
We present a method which obtains phonon frequencies using ﬁnite force
diﬀerences, where the frequencies are extrapolated from the forces due to a
single displacement, independent of the number of atoms. A decoupling of
displaced planes of atoms due to periodic boundary conditions is not possible
within this approach. Therefore, only the Γ-point contribution to the free
energy can be calculated, which is a good approximation for suﬃciently large
systems. Within linear response or density functional perturbation theory,
the computational eﬀort for the calculation of the Γ-point frequencies scales
as the eﬀort for a single ground state charge density calculation per perturba-
tion. The displacement approach presented here can be of interest, since no
perturbations according to the single degrees of freedom are necessary but all
degrees of freedom are taken into account by one displacement, irrespective
of the system size. Moreover, the method presented here only employs the
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classical ionic degrees of freedom and the corresponding forces, making this
approach generally applicable when linear response calculations are unavail-
able.
II. Γ-POINT PHONON FREQUENCIES
In a harmonic approximation, the phononic contribution to the free energy
is given as:
Fvib(T ) = r kBT
∞∫
0
dωg(ω) ln
[
2 sinh
(
~ω
2kBT
)]
, (1)
where g(ω) is the normalized phonon density of states, r is the number of
degrees of freedom in the unit cell, and kB is Boltzmann’s constant. The
contribution of the Γ-point to (1) is
FΓvib(T ) = kBT
3N∑
i=1
′
ln
[
2 sinh
(
~ωi
2kBT
)]
, (2)
where N is the number of atoms in the unit cell and ωi are the phonon
frequencies. The prime denotes that the three zero frequencies correspond-
ing to translational invariance are left out. In the zero temperature limit,
Eq. (2) becomes a sum over the phonon frequencies, while for high tempera-
tures kBT ≫ max(~ωi), Eq. (2) approaches the logarithm of the product of
the phonon frequencies:
FΓvib(T ≫ max(~ωi)/kB)→ kBT ln
( ∏′
i ~ωi
(kBT )
3N−3
)
, (3)
where the prime again denotes that the zero frequencies due to translational
invariance are left out.
The frequencies of a system of coupled oscillators are the square roots of
the eigenvalues of the generalized eigenvalue problem
H v = ω2M v, (4)
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where H is the Hessian matrix and v is an eigenvector. Mi,j = m⌊i/3⌋δi,j is a
mass matrix, with the atomic masses mk. Eq. (4) can be easily converted to
the eigenvalue problem
H˜ v˜ = ω2 v˜, (5)
yielding the same eigenvalues ω2 as Eq. (4). H˜ is a mass-scaled Hessian
matrix:
H˜ = LH L , (6)
with
Li,j =
1√
m⌊i/3⌋
δi,j . (7)
In the following we will use Eq. (5) to calculate the vibrational eigenfrequencies
of the system.
III. METHOD
The main idea of this method is that the eigenvalues of the Hessian matrix
can be estimated from O(1) force calculations, if rather rough approximations
to the eigenvectors are available. For a given conﬁguration (optimized within
e.g. DFT), a model Hamiltonian is constructed, such that it yields an ener-
getic minimum for the given atomic coordinates. With this computationally
inexpensive representation of the system, the Hessian matrix is approximated.
From the sum of the eigenvectors ui of this approximate Hessian, a displace-
ment vector w is constructed:
w :=
∑
i
ui. (8)
The Hessian H of the more accurate Hamiltonian (here: DFT) is projected
onto this displacement vector to extract the Hessian eigenvalues hi:
hi ≈ uTi H w. (9)
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The Hessian-vector product is approximated by the forces acting on a dis-
placed conﬁguration:
H w ≈ ε−1[∇E(r0 + εw)−∇E(r0) ], (10)
where r0 are the ground state coordinates and ε is used to scale the displace-
ment for the ﬁnite diﬀerence. The gradient of the ground state conﬁguration
∇E(r0) might be neglected, if the conﬁguration is well relaxed.
For the calculation of the vibrational eigenfrequencies, the Hessian matrix
has to be mass-scaled according to Eq. (6). This can either be performed for
a Hessian matrix constructed from the approximate eigenpairs (hi, ui), or by
mass scaling the displacement and the calculated forces by a multiplication of
both vectors with the matrix L (Eq. (7)). For the latter way of obtaining the
mass-scaled Hessian, the eigenvalues are obtained using approximate eigen-
vectors of Eq. (5). We have found the former approach of the mass scaling of
the constructed Hessian to generally give more accurate results. Especially for
systems with large mass diﬀerences, the accuracy of the ﬁnite force diﬀerence
obtained from the mass-scaled displacement can be reduced.
We construct the approximate set of Hessian eigenvectors using interatomic
potentials. We construct these potentials from the ground state charge den-
sity. We assume the energy of the system to be described locally by the
Coulomb interaction of eﬀective point charges at the atomic positions. The
forces on the point charges are calculated using Ewald summation.5 We use
a Bader charge density analysis6 as implemented in [7,8] to attribute valence
electron charge density to the ionic cores. We assume the attributed charges
to be eﬀective point charges at the corresponding atomic coordinates. We
optimize the eﬀective charges by using non-linear least squares ﬁtting9 to
minimize the forces on the ground state conﬁguration (only modifying the
eﬀective charges but not the atomic coordinates). We constrain the sum of
negative and positive charges to be constant, respectively, to avoid the triv-
ial solution of zero charges. For systems containing coordinates which are
completely ﬁxed by symmetry, the corresponding forces are always zero and
therefore no ﬁtting is necessary. Using these interatomic potentials, we calcu-
late approximate Hessian eigenpairs.
Whereas these eigenvalues are generally not useful, the eigenvectors ui re-
ﬂect symmetries and coordination, and a projection of an accurate Hessian
onto these vectors can give frequencies in reasonable ranges. Generally, the in-
teratomic potential representation of the system might be unstable, i.e. there
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are negative curvatures due to these potentials. However, we still ﬁnd the
geometric information contained in the eigenvectors to be useful by consider-
ing the absolute value of the right-hand side of Eq. (9) when extracting the
eigenvalues. Since the vectors ui are only approximate eigenvectors, which
are linear combinations of the eigenvectors of an accurate Hessian matrix, the
phonon frequencies are mixed and degeneracies are generally not resolved. In
the special case of complex compounds with a broad range of phonon frequen-
cies, it is possible to reduce the frequency mixing for the lowest eigenfrequen-
cies by linear extrapolation (see Sec. VA for an example).
For low temperatures, compared to the lowest Γ-point phonon energies, the
free energy calculated from the Hessian matrix constructed from the forces due
to the displacement as outlined above is generally a good estimate, because the
free energy is basically a sum of the phonon energies, and thus less sensitive
to errors in the eigenmode vectors than single phonon energies.
For temperatures higher than the highest phonon energies, the free en-
ergy calculated from the approximate frequencies generally will not be a good
estimate, since the free energy converges to the logarithm of the product of
eigenfrequencies (see Eq. (3)). Based on the single displacement (8), we esti-
mate the change of a 3N -dimensional volume after the linear transformation
given by the Hessian matrix. This provides an estimate of the determinant
of the Hessian matrix, which equals the product of its eigenvalues hi. We
estimate this product by
∏
i
hi ≈
∏
j
(
xTj H w
)/(∑
k
xTj uk
)
, (11)
again using Eq. (10) to approximate H w. The xj are the basis vectors of
the canonical real space basis of the atomic coordinates. Eq. (11) is exact for
vibrationally decoupled atomic coordinates, and can generally be interpreted
as an estimate of how the volume spanned by the canonical basis vectors xj
is scaled by the Hessian matrix. To obtain the product of eigenfrequencies,
Eq. (11) has to be mass-scaled. Since the determinant of a product of matrices
equals the product of the determinants of the matrices, the scaling can simply
be performed by a division with the product of the atomic masses.
In the following, we provide examples of the application of the method to
the calculation of free energies.
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IV. ELECTRONIC STRUCTURE CALCULATION
The energy gradients were calculated within density-functional theory1 us-
ing two diﬀerent programs to test the general applicability and implemen-
tation of the approach. The software package Dacapo10 was used for the
K2NaAlH6 and GaAs examples and VASP
11 for the remaining crystal struc-
tures, using planewave basis sets with cut-oﬀ energies of 350–400 eV and the
Perdew-Wang-91 exchange-correlation functional12,13 for all calculations. Da-
capo uses ultrasoft pseudopotentials14 for a description of the ionic cores, while
for VASP projector-augmented wave15 potentials16 were used. The electronic
Brioullin zones were sampled with k-point spacings of ∼0.1 A˚−1.
To assess the accuracy of the free energy estimates, we perform reference
calculations using 3N displacements for diagonalization of the full Hessian
matrices.
V. EXAMPLES
In this section, representative results for the free energy calculation method
are presented for diﬀerent classes of materials, covering both the low and high
phonon frequency ranges.
A. Na3AlH6 and K2NaAlH6
As a ﬁrst example, we consider two complex metal aluminum
hexahydrides17–19 of interest as reversible hydrogen storage materials,20–25
where cation alloying is possible, rendering them interesting for screening
studies.
The phonon spectrum of the complex metal hydride Na3AlH6 (space group
P21/n)
26 contains relatively high energetic librational and bond-stretching
(in this case Al–H bonds) modes, which are typical for the phonon spectrum
of this kind of material. A distinct feature is the high frequency band of
bond-stretching modes around 170 meV (see Fig. 1(a)). While degeneracies
are not resolved in the single-displacement frequencies, the correct range of
phonon energies is covered, interpolating the “exact” spectrum. Only a small
fraction of the spectrum lies below typical values of kBT , and therefore the
approximated free energy is in good agreement with the result based on 3N
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FIG. 1: Comparison of Γ-point phonon frequency spectra (a) and lattice free energies
(b) calculated for Na3AlH6 both from 3N displacements and the O(1) method pre-
sented here, respectively. To improve the quality of the lowest approximate phonon
frequencies, the ﬁve lowest nonzero frequencies were generated from a linear extrap-
olation of the ten next higher frequencies.
displacements (see Fig. 1(b)), since the free energy approaches the arithmetic
average of the phonon energies for temperatures low compared to the high
phonon energies.
One of the important thermodynamic properties that can be calculated
based on the lattice free energies, is the decomposition temperature of a com-
pound by comparing to the energies of the constituents. For known mate-
rials, these energies can either often be obtained from tabulated data or be
calculated. As an example, we estimate the decomposition temperature of
Na3AlH6. Fig. 2 shows the Gibbs free energies (pV terms for solid phases
have been neglected) for Na3AlH6 and its decomposition products in the re-
142
-30
-29.5
-29
-28.5
-28
 250  300  350  400  450  500
G
 [e
V]
T [K]
exact Γ-phonon calc.:
Na3AlH63NaH + Al + 3/2H2
approx. calc.:
Na3AlH63NaH + Al + 3/2H2
FIG. 2: Gibbs free energies for Na3AlH6 and its decomposition products calculated
both by diagonalization of the full Hessian and the O(1) method.
action
Na3AlH6 → 3NaH + Al + 3
2
H2. (12)
The Gibbs free energy for Al has been generated from data in Ref. [27]; data
for H2 have been taken from Ref. [28]. The free energies of Na3AlH6 and NaH
have been calculated both using one and 3N displacements. The agreement
between the two approaches is good, yielding a decomposition temperature of
∼350 K. Ke and Tanaka28 have previously calculated a decomposition tem-
perature of 390 K for Na3AlH6. Considering that the latter value is based on a
quasi-harmonic approximation and that the phonon dispersion has been taken
into account, our quick estimate of the decomposition temperature yields a
satisfactory result. Experimentally,29 a value of 423 K has been obtained for
the decomposition temperature.
A stable binary cation alloy is K2NaAlH6 (space group Fm3¯m),
30 with
larger atomic mass diﬀerences than Na3AlH6. As a test case for alloyed sys-
tems, we have estimated the free energy of this compound using the O(1)
method presented here. For this compound, the bond-stretching band lies at
160 meV (see Fig. 3(a)). The corresponding degeneracy is not resolved at all
in the extrapolated spectrum. Since low temperature free energies basically
depend on the average phonon frequency, the lattice free energy approxima-
tion still is quite good (see Fig. 3(b)).
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FIG. 3: Comparison of Γ-point phonon frequency spectra (a) and lattice free energies
(b) calculated for K2NaAlH6 both with one and 3N displacements, respectively.
B. GaAs
We continue with tests for systems which do not show high frequency
modes due to molecular bonding in the crystal. As a model semiconductor,
we have considered GaAs, which crystallizes in the zincblende structure (space
group F 4¯3m).31 The optical Γ-point frequencies are separated by ∼18 meV
from the acoustic frequencies (see Fig. 4(a)). The frequencies obtained from
the O(1) method do not show this gap; optical and acoustic modes are mixed.
The average error in the six lowest optical frequencies is about 15% with a
corresponding error of ∼40% in the eigenvectors. The error in the higher
frequencies is smaller: ∼3%. The maximal phonon frequencies are relatively
low, only about 30 meV, which is of the same magnitude as kBT at room
temperature. Therefore, the free energy calculated using the approximate
frequencies obtained from the O(1) method is not a good approximation for
temperatures T > 0 (see Fig. 4(b)). Alternatively, the product of the phonon
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FIG. 4: Comparison of Γ-point phonon frequency spectra (a) and lattice free energies
(b) calculated for GaAs both with one and 3N displacements, respectively.
frequencies is approximated directly using Eq. (11) from the forces due to
the single displacement, instead of projecting the forces onto the approximate
eigenvectors to extract the frequencies. The high temperature free energy
approximation according to Eq. (3) using this product yields relatively good
results (even for temperatures below kBT = 30 meV).
C. MgZn2
Finally, we apply our method to a simple metallic alloy. We have consid-
ered the hexagonal η-phase of MgZn2 (space group P63/mmc),
32 which is the
reference C14 Laves phase material. Similar to the case of GaAs, the highest
phonon energies are around 30 meV due to the absence of “molecular-like”
modes (see Fig. 5(a)). Also here, the free energy calculated from the approx-
imated phonon frequencies is only a good approximation for T → 0. Using
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FIG. 5: Comparison of Γ-point phonon frequency spectra (a) and lattice free energies
(b) calculated for MgZn2 both with one and 3N displacements, respectively.
the direct approximation of the product of the phonon frequencies (Eq. (11))
together with the high temperature approximation Eq. (3), which basically
depends on the geometric mean value of the frequencies, the corresponding
approximated free energy is in good agreement with the “exactly” calculated
free energy for temperatures higher than about 50 K (see Fig. 5(b)).
The average error in the frequencies obtained using the O(1) method for
the four example cases considered here is about 10% with a corresponding er-
ror of 30% in the eigenvectors. The errors in the modes could be reduced using
better potentials for the Hessian eigenvector approximation. An advantage of
the simple point charge model used here is that it can be optimized to yield
an energetic minimum for given atomic coordinates, i.e. the ground state con-
ﬁguration obtained using e.g. DFT. A possibility to improve the interatomic
potentials could be the inclusion of the forces due to the special displace-
ment calculated using DFT as additional constraints into a re-optimization or
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extension of the model potentials.
VI. CONCLUSION
We have developed a method for a fast approximation of lattice free ener-
gies. This approach can be very useful for quick estimates of decomposition
temperatures of new or theoretically proposed compounds. These fast, rough
estimates are very important for screening studies of e.g. alloy stability at
ﬁnite temperatures. It is, however, in general not expected to be accurate
enough for a reliable determination of phase transition temperatures based on
an energetic comparison of diﬀerent phases lying very close in energy, since
degeneracies in the phonon spectrum, determining the peak heights in the
phonon density of states, are not resolved within this approach.
Free energies can be extrapolated from the forces due to a single atomic
displacement for low and high temperatures compared to the phonon energies,
rendering this approach suitable both for complexes with molecular bonds and
high phonon energies and semiconductors and metals.
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Abstract. We present the ﬁrst comprehensive comparison
between free energies, based on a phonon dispersion calculation
within density functional theory, of theoretically predicted
structures and the experimentally proposed α (P61) and β
(Fddd) phases of the promising hydrogen storage material
Mg(BH4)2.
The recently proposed low-density I 4¯m2 ground state is
found to be thermodynamically unstable with soft acoustic
phonon modes at the Brillouin zone boundary. We show that
such acoustic instabilities can be detected by a macroscopic
distortion of the unit cell. Following the atomic displacements
of the unstable modes, we have obtained a new F222 structure,
which has a lower energy than all previously experimentally
and theoretically proposed phases of Mg(BH4)2 and is free of
imaginary eigenmodes. A new metastable high-density I41/amd
structure is also derived from the I 4¯m2 phase.
Temperatures for the decomposition are found to be in the
range of 400–470 K and largely independent of the structural
complexity, as long as the primary cation coordination polyhedra
are properly represented. This opens a possibility of using
simple model structures for screening and prediction of ﬁnite
temperature stability and decomposition temperatures of novel
borohydride systems.
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1. Introduction
The search for novel hydrogen storage materials which combine high
hydrogen content with the potential for reversible storage under
near ambient conditions, has directed the focus from alanates to
borohydride systems. The binary alkali borohydrides, e.g. LiBH4
[1, 2], are found to be too thermodynamically stable, whereas
the divalent Ca(BH4)2 and in particular Mg(BH4)2 have extracted
interest, since empirical [3] and density functional theory (DFT)
calculations on model structures [4] have indicated highly favorable
thermodynamical properties.
Although originally synthesized in 1950 [5], a speciﬁc crystal
structure was not proposed for Mg(BH4)2 until 2007, when Cˇerny´
et al. [6] and Her et al. [7], independently, proposed a hexagonal
‘low temperature’ (α) P61 phase consisting of 330 atoms in the unit
cell and a density of ρ = 0.78 g/cm3. Her et al. [7] furthermore
proposed an anti-phase boundary modiﬁcation of an orthorhombic
Fddd super structure (704 atoms) as a ‘high temperature’ (β) phase
(ρ = 0.76 g/cm3), and observed at least one additional modiﬁcation.
Ch lopek et al. [8] have presented XRD and DSC data, which indicates
that even the P61 (α) phase could be metastable. Neither of these
structures can, however, account for the tetragonal, high density (ρ
= 0.99 g/cm3) phase originally obtained by Konoplev and Bukulina
in 1971 [9], using a diﬀerent synthesis procedure.
Prior to the characterization of the α-phase, a number of simpler
structures had been proposed on the basis of density functional theory
(DFT) calculations: a hexagonal structure in space group P 3¯m1
[4] and a orthogonal structure in space group Pmc21 [10]; recently,
the ground state energies of the α and β phases were calculated
independently by Ozolins et al. [11] and Dai et al. [12]. Van Setten et
al. [13] have later estimated free energies from the Γ-point frequencies,
excluding unstable modes with larger wave vectors, that lead to larger
structures with lower energies.
The phase stability can only be determined from the free energy,
and we present the ﬁrst direct comparison of free energies based
on the calculation of the phonon dispersion of the most stable
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theoretically predicted structures and the experimentally proposed
α and β super structures, yielding surprisingly small diﬀerences
between ground state energies and free energies of these structures.
Based on a vibrational analysis of the recently proposed low-
density I 4¯m2 phase [11] which indicates thermodynamic instability
of this phase, we obtain a new F222 structure of Mg(BH4)2. We ﬁnd
the F222 phase to have a lower free energy than any other proposed
experimental or theoretical structure. We also identify the existence
of a new meta stable high density (ρ = 1.01 g/cm3) tetragonal
I41/amd structure without instabilities, which may account for the
experimentally observed and uncharacterized tetragonal high-density
structure (ρ = 0.99 g/cm3) [9]. This phase can be interpreted as a
folded form of the low density I 4¯m2 structure (ρ = 0.56 g/cm3).
We expect the speciﬁc conditions of the current chemical
synthesis procedure [8] combined with kinetically limited phase
transitions between the large super structures could account for the
lack of (recent) experimental observations of F222 or I41/amd, and
we anticipate future experimental veriﬁcation of a highly complex
phase diagram, similar to that of Ca(BH4)2 [14], e.g., by use of high
pressure experiments.
The calculations also show that the thermodynamic properties
of even highly complex borohydride super structures can be well
estimated by DFT using even simple model structures, if the
primary coordination polyhedra are correctly accounted for. A purely
thermodynamic estimate, i.e., not considering the inherently slow
kinetics of borohydride systems [8], of the decomposition temperature
yields values of 400–470 K for the idealized decomposition, Mg(BH4)2
→ MgH2 + 2B + 3H2, for the complex and the simple unit cell
structures.
These ﬁndings enable faster screening studies of thermodynamic
stability and decomposition temperatures for, e.g. ternary and
quaternary borohydride systems; not only in terms of reduced
computational eﬀort due to smaller system sizes, but also with the
advantage that the exact space group need not to be known a priori.
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2. Computational Details
Total energies and gradients were calculated within density functional
theory [15] (DFT) using the Vienna Ab-initio Simulation Package
(VASP) [16]. The Kohn-Sham wave functions [17] were expanded in
planewave basis sets with energy cut oﬀs of up to 500 eV. Brioullin
zone sampling was performed on meshes with a k-point spacing of
≤ 0.03A˚−1 (for the larger P61 and Fddd structures, the spacing was
≤ 0.06A˚−1). The Perdew-Wang-91 exchange-correlation functional
[18, 19] was used in combination with the projector-augmented wave
method [20], using parametrizations due to Kresse and Joubert [21].
Phonon dispersions and phonon densities of states were
calculated by the direct method in the harmonic approximation
with the software package Phonon [22], using the Hellmann-Feynman
forces from minimal sets of atomic displacements. To resolve inter-
atomic couplings, super cells containing no less then eight formula
units of Mg(BH4)2 were used.
Due to the large system sizes, the P61 and Fddd structures
were treated separately and only the contribution of the dispersion
folded to the Γ-point in supercells containing 330 and 704 atoms,
respectively, were considered; this is generally a good approximation
due to the very large super cells. The corresponding densities of
states have been obtained by diﬀerentiating a spline interpolation of
the integrated phonon density of states at the supercell Γ-point. The
integrated density G(ω) is given by:
G(ω) =
3N∑
i=1
Θ(ω − ωi) , (1)
with the Heaviside function Θ(ω) and the phonon frequencies ωi.
For perfect crystalline solids, the vibrational contribution to the
free energy is most important, and can be calculated in the harmonic
approximation from the normalized phonon density of states g(ω) as:
Fvib(T ) = r kBT
∞∫
0
dω g(ω) ln
[
2 sinh
(
h¯ω
2kBT
)]
, (2)
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where r is the number of degrees of freedom in the unit cell and kB
is Boltzmann’s constant.
3. Analysis
I41/amd a = 8.252A˚ c = 10.474A˚
Mg (4a) (0, 0.75, 0.125)
(4b) (0, 0.25, 0.375)
B (16h) (0, 0.4846, 0.2305)
H (16h) (0, 0.6135, 0.2880)
(16h) (0, 0.4970, 0.1142)
(32i) (0.8368, 0.3745, 0.4902)
Table 1. Calculated lattice parameters and Wyckoﬀ coordinates of
I41/amd-Mg(BH4)2.
F222 a = 9.928A˚ b = 11.183A˚ c = 11.891A˚
Mg (4a) (0, 0, 0); (4c) (1/4, 1/4, 1/4)
B (16k) (0.0990, 0.1383, 0.1316)
H (16k) (0.1314, 0.1030, 0.2252)
(16k) (0.1651, 0.0800, 0.0635)
(16k) (0.1223, 0.2438, 0.1127)
(16k) (0.9769, 0.8735, 0.8747)
Table 2. Calculated lattice parameters and Wyckoﬀ coordinates of F222-
Mg(BH4)2.
The experimentally [6, 7, 9] and theoretically [4, 10, 11] proposed
phases of Mg(BH4)2 vary signiﬁcantly in density, coordination and
complexity. In order to evaluate the stability of the proposed
structures, we present the ﬁrst comparison of the stability of
the diﬀerent Mg(BH4)2 phases based on DFT lattice free energy
calculations. We have calculated the ground state energies and
phonon density of states for the experimentally proposed P61 [6] and
Fddd [7] structures, and theoretically proposed Pmc21 [10], P 3¯m1
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[4], and I 4¯m2 [11] phases. We furthermore present results for three
other structures, a monoclinic Pm (Figure 1; coordinates and unit cell
parameters in supplementary material) phase, a tetragonal I41/amd
(Figure 2b; coordinates and lattice constants in Table 1), and the
orthorhombic F222 structure (Figure 3; coordinates and unit cell
parameters in Table 2), which all capture the ideal local coordination
and display interesting characteristics.
Figure 1. (Colour online) The structure of Pm. Yellow tetrahedra represent
the Mg–B coordination and blue tetrahedra the BH4
− groups.
3.1. Structural coordination
In order to understand why Mg(BH4)2, in contrast to most metal
borohydrides, apparently forms large super structures, and to
understand the signiﬁcance of the structural contributions to the total
energy, we ﬁrst analyze the coordination of the proposed structures.
Based on this analysis, we propose a I41/amd (Figure 2b)
structure which has the same topology as the experimental structures
and the high density phase observed in Ref. [9].
All the Mg(BH4)2 structures compared here show a tetrahedral
arrangement of BH−4 ions around the Mg ion, except for P 3¯m1
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Figure 2. (Colour online) The a) I 4¯m2 and b) I41/amd structures of
Mg(BH4)2. Note the similarity of the I41/amd phase to a
double-folded I 4¯m2 structure. The yellow and red tetrahedra
show the coordination of the B atoms around the Mg atoms.
Blue tetrahedra represent the BH4
− groups.
proposed by Nakamori et al. [4], which consists of identical layers
of edge-sharing octahedra. For all the tetrahedral structures, the
tetrahedra are corner sharing, but the connection of the coordination
polyhedra is much more complex for the α- and β-phases than for
the theoretically proposed phases [7].
The octahedral P 3¯m1 phase can be interpreted as consisting of
an ABAB... stacking of boron planes with magnesium in half of the
octahedral interstities (Figure 4a), and it is the most dense of the
structures with a density of 1.04 g/cm3. This structure is in essence
close-packed, and therefore provides an upper bound of the mass
density that can be achieved. The dense Pmc21, Pm, and I41/amd
structures follow an ABCABC... stacking (Figure 4b-d). The Pm
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Figure 3. (Colour online) The structure of Mg(BH4)2 in space group F222
(blue tetrahedra: coordination of the B atoms, yellow tetrahedra:
coordination of Mg with B atoms).
Figure 4. (Colour online) The a) P 3¯m1 (ρ = 1.04 g/cm3) b) Pmc21
(ρ = 0.88 g/cm3) and the proposed c) Pm (ρ = 0.91 g/cm3)
and d) I41/amd (ρ = 1.01 g/cm
3) structures of Mg(BH4)2. The
blue spheres represent the Mg atoms and the yellow tetrahedra
the BH4
− groups. Note the small diﬀerence between the Pmc21
and the I41/amd phases.
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phase is the smallest structure (11 atoms per unit cell) which captures
the optimal primary coordination.
The new I41/amd corresponds to two identical I 4¯m2 sub-lattices
of corner-sharing tetrahedra folded into each other and thereby
forming a close-packed structure (Figure 2b). The main diﬀerence
between the I 4¯m2, I41/amd and F222 structures and the previously
proposed theoretical ones lies in the arrangement of the polyhedra;
the latter being layered and the ﬁrst forming 3D networks, as
observed for the experimental structures. Where the experimental
structures have huge unit cells with ﬁve, eight and ten membered
rings of tetrahedra in P61 and four and eight membered rings in
Fddd, the I 4¯m2 unit is much simpler and has only one kind of six
membered rings. In P61, the rings penetrate each other while for
I41/amd, the rings belonging to each of the two I 4¯m2 sub-lattices
penetrate the other (Figure 5).
Figure 5. (Colour online) The structure of P61 Mg(BH4)2. Shown are
the Mg–B tetrahedra. Diﬀerent colours are used to distinguish
diﬀerent coordinational rings.
In the following, the inﬂuence of the diﬀerences in coordination
on the structural stability is studied energetically, taking into account
both the ground state energy of the electron-ion system and the
lattice free energy.
3.2. Electronic density of states (DOS)
To study the inﬂuence of changing the coordination on the electronic
structure, the electronic densities of states have been calculated.
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Figure 6. Electronic densities of states for diﬀerent phases of Mg(BH4)2
plotted relative to the respective Fermi energies.
A comparison of the electronic density of states (DOS) for
the proposed structures (see Figure 6) shows only small diﬀerences
between the shapes of the DOS. All phases are insulators with
calculated band gaps of around 6 eV.
The electrostatic ion-ion and ion-electron interaction energy
is signiﬁcantly higher for the low-density I 4¯m2 and F222 phases
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ρ [g/cm3] ∆Egs [eV] Fvib [eV] (300K)
F222 0.54 -0.10 2.02
I 4¯m2 0.56 -0.09 2.06
I41/amd 1.01 0.14 2.04
P61 0.82 0.00 2.12
Fddd 0.90 0.10 2.09
Pmc21 0.88 0.14 2.02
Pm 0.91 0.23 2.00
P 3¯m1 1.04 0.35 2.07
Table 3. Comparison of densities and ground state and lattice free energies
per formula unit (∆Egs (relative to ground state energy of P61)
and Fvib, respectively) of the considered Mg(BH4)2-phases.
than for the other phases. This energy diﬀerence is slightly
overcompensated by lower electronic energies, resulting in a lower
total energy for the F222 phase (see Table 3) than all other previously
proposed structures (the electronic density of states in Figure 6 are
plotted against the Fermi levels; the Fermi level is e.g. 1.54 eV lower
per formula unit for the F222 than for, e.g. the P61 phase).
3.3. Phonon DOS
To investigate the stability and the inﬂuence of the structural
diﬀerences on the vibrational free energies and the decomposition
temperatures, we have calculated the phonon densities of states
(PDOS) for the diﬀerent phases.
Figure 7 shows the calculated PDOS for the analyzed structures.
All spectra share general characteristics consisting of three separate
bands (except for P 3¯m1, which shows further splitting). The low
frequency regime at 0–20 THz is due to acoustic modes and optical
modes in the magnesium/boron framework, the medium range (30–40
THz) corresponds to libration modes, and the narrow high frequency
regime at ∼70 THz to B–H stretching vibrations.
The PDOS of the structures are very similar, in particular for
the most stable F222, I 4¯m2, I41/amd and P61 phases (the Pmc21
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Figure 7. Normalized phonon densities of states for diﬀerent phases of
Mg(BH4)2. Imaginary frequencies are represented by negative
real values. The dashed lines indicate the error of 0.1/THz
per mode in the PDOS associated to the modes, due to the
numerically unresolved translational symmetry.
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phase was recently shown to be unstable by Ozolins et al. [11]); all
displaying optical modes in the low frequency domain and a very
narrow B–H stretching band. In contrast to the other phases, the
librational band of the P 3¯m1 phase is split into two peaks, caused
by the diﬀerences in primary structure.
The existence of imaginary modes not resulting from numerically
unresolved symmetries (see Figure 7) is an indication of phase
instabilities; the corresponding atomic displacements can, however,
be followed in order to determine the stable phase. The uncertainty
in PDOS per mode due to the numerically unresolved translational
invariance is about 0.1/THz in the systems considered, as indicated
by dashed lines in Figure 7.
We have analyzed the phonon dispersion of the most promising
previously proposed I 4¯m2 structure in detail. At the Γ-point, all
frequencies are real within the range of numerical accuracy. At the
N -point of the Brillouin zone (center of zone facet) two acoustic
modes become unstable. This is an indication of instability due to
long wavelength acoustic vibrations. Instability of the low frequency
acoustic phonons can be detected via macroscopic deformation of
the unit cell. Indeed, an ǫx,y shear deformation combined with a
relaxation of the internal degrees of freedom and the volume of the
unit cell leads to a lowering of the total energy by 6 meV per formula
unit.
In order to identify the corresponding ground state structure,
we have simultaneously imposed atomic coordinate displacements
corresponding to the above mentioned unstable modes of the I 4¯m2-
phase. Following the atomic displacements of these modes, we ﬁnd
that the conventional I 4¯m2 cell is distorted (in agreement with the
shear instability mentioned above) to the primitive cell of a structure
in space group C2221 and further to F222 symmetry (containing
22 atoms per primitive cell). The ground state energy of the F222
phase is lower by 10 meV per formula unit compared to the I 4¯m2
phase. The phonon dispersion of the F222 phase shows, within
the numerical accuracy no imaginary frequencies, and we do not
ﬁnd any instabilities with respect to lattice strains, supporting the
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thermodynamic stability. Also for the proposed I41/amd phase,
the numerically calculated PDOS is free of imaginary modes, which
supports a meta stability and possible high pressure existence of this
high-density structure.
A zone boundary instability of acoustic modes in the I 4¯m2
structure points out that a normal mode analysis at the Γ-point
may fail in predicting meta stability of the structure. Therefore,
calculations of the stability of the structure with respect to a
macroscopic deformation of the unit cell shall be applied as an
additional measure. For stable structures, deformation of the unit cell
leads to an increase in energy according to the elastic properties of the
compound (Etot ∼ Cǫ2, where Etot is the total energy of the system,
C is the elastic constant, and ǫ is the deformation tensor of the unit
cell). A deviation from harmonic behavior, especially a decrease of
the total energy for strained structures, indicates a negative value
of C, and therefore that the given structure is thermodynamically
unstable with respect to macroscopic deformations.
3.4. Free energies
The free energies of the structures determine the relative stability
of the diﬀerent phases. In order to predict at which temperatures
phase transitions would occur, we have calculated the lattice free
energies from the PDOS above using Eq. (2). In order to show
that the decomposition temperature of Mg(BH4)2 can be estimated,
even if a stable ground state structure was not known, we have also
calculated free energies in the presence of unstable modes by omitting
the corresponding imaginary part (∼1% integrated PDOS for the
unstable structures) of the PDOS from the integration in Eq. (2).
Plotting the change in free energy as a function of temperature
relative to the low temperature P61 phase (Figure 8), we ﬁnd the free
energy diﬀerences for the Mg(BH4)2 phases to be relatively small
owing to the similar PDOS. The calculated ground state energies
(see Table 3) are also quite similar, diﬀering by less than 0.1 eV
per H2 (typically <0.05 eV), even though a comparison of the mass
densities shows a large variation for the diﬀerent phases. The simple
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Figure 8. (Colour online) Comparison of free energies with respect to the P61
low-temperature phase. Td,exp.=320
◦C is the experimentally
determined temperature for the ﬁrst decomposition step of
Mg(BH4)2 [8].
tetragonal I 4¯m2 and orthorhombic F222 phases are unique, having
the lowest ground state energies and a signiﬁcantly lower density than
the other phases. The stable F222 structure has the lowest energy
of all investigated Mg(BH4)2 phases.
The phase with third lowest energy is the P61 phase. According
to our calculations, none of the free energies of the higher energy
phases cross that of the P61 phase below the experimentally
determined initial decomposition temperature [8] of 320◦C (Figure 8).
The P 3¯m1 (erroneous coordination) and surprisingly also the Fddd
phase, show no intersection with the free energy of the P61 phase
at all in the temperature range considered here. We note that the
Fddd phase is reported to be composed of disordered layers parallel
to the b, c-plane [7], which gives raise to entropic contributions
not considered here; both ground state conﬁguration and free
energy might therefore be diﬀerent for the experimentally observed
phase. Other non-phononic degrees of freedom, like rotations, will
furthermore be of relevance at elevated temperatures [23].
To assess or predict at which temperatures the corresponding
most stable phases would decompose to release hydrogen, the free
energies of the decomposition products also have to be determined.
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3.5. Desorption temperatures
The decomposition of Mg(BH4)2 was recently proposed to proceed
in several steps including the formation of dodecaboranate species
[8, 24], but to assess the stability of Mg(BH4)2, we consider only the
following idealized decomposition step
Mg (BH4)2 → MgH2 + 2B + 3H2. (3)
We estimate the desorption temperature by comparing the free
energies of the Mg(BH4)2 phases to the Gibbs free energy of the right
hand side of reaction (3) (we neglect pV terms for the solid phases).
The lattice free energies of MgH2 (space group P42/mnm) and B
(space group R3¯m) have been calculated using the software package
Phonon [22], and values for the Gibbs free energy of H2 have been
interpolated from data in Ref. [25].
The temperature dependence of the free energies is shown in
Figure 9. The desorption temperature for reaction (3) can be
estimated to be 400–470 K for all phases with correct primary
coordination. Especially if we disregard the high energy of the
conﬁgurationally diﬀerent P 3¯m1 structure, the estimated desorption
temperatures diﬀer only little compared to the accuracy of the DFT-
based estimate.
Figure 9. (Colour online) The sum of ground state energy Egs and lattice free
energy Fvib per formula unit for the diﬀerent phases of Mg(BH4)2
and the decomposition products MgH2 + 2B + 3H2.
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Due to similar PDOS, the proposed structures would all start to
decompose at 400–470 K. This is ∼150 K below the experimentally
observed decomposition temperature [8]. This high decomposition
temperature is thought to be due to kinetic limitations (in a
more complex reaction than (3) [24]) rather than thermodynamic
equilibrium properties [8], which have been considered in the
calculations presented here.
4. Conclusions
We have analyzed the structural stability of diﬀerent candidate
structures for the promising hydrogen storage material Mg(BH4)2.
The electronic and phonon density of states are very similar for
the investigated phases, resulting in only very small diﬀerences in free
energies for phases which obey the primary coordination of Mg. By
analysis of the instability of the previously proposed I 4¯m2 phase with
respect to a macroscopic transformation of the unit cell characterized
by acoustic mode zone boundary instabilities, we have obtained a new
structure with F222 symmetry. This phase is free of instabilities and
has a lower free energy than all other previously proposed structures.
Decomposition temperatures of 400–470 K have been obtained.
Since the calculated free energies for the diﬀerent phases of Mg(BH4)2
are quite similar for simple systems to very large unit cells,
thermodynamic screening studies in, e.g. ternary and quaternary
borohydride systems are possible by considering only simple model
unit cells for an estimate of the structural stability of these
compounds, as long as the expected primary coordination is obeyed.
This means that simple model structures can be used to
investigate structural stability of complex structures, even if the
crystal symmetries are not known a priori. In alloyed system, e.g.
mixed Mg and Ca borohydride, a simple structure should thus allow
for tetrahedral and octahedral coordination of Mg and Ca with B
atoms, respectively.
We have shown that acoustic instability can be easily detected
by macroscopic deformation of the unit cell, constituting a simple
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method to determine corresponding structural stabilities beyond a
vibrational analysis.
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a = 10.163A˚ c = 36.485A˚
x y z x y z
Mg 0.0336 0.5060 0.9988 0.3373 0.3906 0.4501
0.5284 0.4941 0.1731 0.3924 0.3388 0.0549
0.0017 0.1256 0.9194
B 0.7016 0.7253 0.2999 0.8195 0.8742 0.9381
0.5420 0.6939 0.8012 0.0159 0.5333 0.7762
0.0209 0.7240 0.3722 0.4917 0.5056 0.5026
0.8477 0.3050 0.3700 0.0184 0.4820 0.5623
0.2941 0.5879 0.3365 0.1275 0.1833 0.0672
H 0.5745 0.6532 0.2865 0.7406 0.8598 0.2967
0.7822 0.6852 0.2841 0.7113 0.7055 0.3325
0.7899 0.9424 0.9148 0.9356 0.9511 0.9558
0.8354 0.7777 0.9219 0.7147 0.8267 0.9600
0.4965 0.7184 0.7725 0.6279 0.8058 0.8194
0.6153 0.6331 0.7926 0.4289 0.6165 0.8199
0.8929 0.4544 0.7612 0.1192 0.6155 0.7555
0.0503 0.4449 0.7897 1.0007 0.6162 0.7982
0.8998 0.6840 0.3878 0.9921 0.7046 0.3395
0.0751 0.6515 0.3857 0.1165 0.8583 0.3755
0.4869 0.5813 0.4771 0.6266 0.5573 0.5092
0.4388 0.3704 0.4962 0.4161 0.5121 0.5280
0.8127 0.3831 0.3514 0.9819 0.3643 0.3784
0.8198 0.1925 0.3519 0.7788 0.2817 0.3989
0.8956 0.4393 0.5773 1.0020 0.3836 0.5402
0.1213 0.5017 0.5829 0.0543 0.6053 0.5488
0.2087 0.5104 0.3611 0.4164 0.6704 0.3512
0.2552 0.6691 0.3207 0.2965 0.5031 0.3130
0.0599 0.2131 0.0906 0.2238 0.1666 0.0833
0.1753 0.2883 0.0453 0.0500 0.0674 0.0494
Table 1: Calculated lattice parameters and Wyckoﬀ coordinates of
Mg(BH4)2 in spacegroup P61.
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I 4¯m2 a = 8.297A˚ c = 9.339A˚
Mg (2a) (0,0,0); (2d) (0,0.5,0.75)
B (8i) (0.7706,0.5,0.5934)
H (8i) (0.2459,0,0.9645); (8i) (0.6495,0.5,0.6696);
(16j) (0.8439,0.6246,0.6194)
Pm a = 5.366A˚ b = 4.301A˚ c = 4.299A˚ γ = 86.14◦
Mg (1a) (0,0,0)
B (1a) (0.2210,0.0491,0); (1b) (0.8212,0.5331,0.5)
H (1a) (0.6899,0.3124,0); (1a) (0.0479,0.4611,0);
H (1b) (0.9921,0.1100,0.5); (1b) (0.3263,0.2877,0.5);
H (2c) (0.2847,0.8810,0.7212); (2c) (0.7762,0.6828,0.2367)
Pmc21 a = 4.261A˚ b = 5.734A˚ c = 8.307A˚
Mg (2a) (0,0.2910,0.0024)
B (2a) (0,0.5189,0.2463); (2b) (0.5,0.9218,0.4763)
H (2a) (0,0.4117,0.3744); (2a) (0,0.2684,0.7568);
H (2b) (0.5,0.7112,0.4436); (2b) (0.5,0.0345,0.3543);
H (4c) (0.2769,0.9715,0.5637); (4c) (0.2428,0.5336,0.6773)
P 3¯m1 a = 4.233A˚ c = 5.575A˚
Mg (1a) (0,0,0)
B (2d) (2/3,1/3,0.1952)
H (2d) (2/3,1/3,0.9772); (6i) (0.8211,0.1789,0.2787)
Table 2: Calculated lattice parameters andWyckoﬀ coordinates of proposed
high-temperature phases of Mg(BH4)2.
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1. Introduction
Complex metal hydrides are considered as promising materials
for onboard hydrogen storage applications, due to their good
volumetric and gravimetric capacities. A major obstacle is to
ﬁnd a material which is both suﬃciently thermodynamically stable
at ambient conditions, to ensure safety, and releases hydrogen at
moderate temperatures (1). By alloying candidate structures, new
materials with intermediate thermodynamic properties can possibly
be engineered (2; 3). Nakamori et al. (4) have found that the heat
of formation of metal borohydrides scales linearly with the Pauling
electronegativity of the metal, and similar relationships have also
been established for metal aluminium hydrides (5).
An unresolved issue is how the stabilities of cation-alloyed
complex hydrides can be predicted from a minimal set of properties
that are either tabulated values or can be calculated with little
computational eﬀort. The experimental results of Graetz et al. (2)
and density functional theory (DFT) calculations by Løvvik et al. (6)
show that alloys of the structure M2M
′AlH6 form only if the cation
M has a larger ionic radius than M ′ (or M =M ′). In contrast to an
expected interpolation, the alloy Na2LiAlH6 is found to decompose
at higher temperatures than both Li3AlH6 and Na3AlH6 (2).
The purpose of the presented work is to ﬁnd computationally
inexpensive (based on DFT calculations) “descriptors” to establish
approximate scaling relationships to the experimentally well-studied
(2) properties of cation-alloyed metal aluminium hexahydrides. In
particular, the eﬀect of stabilization of Na2LiAlH6 will be investigated
as a possible indicator for the perspectives of alloying of hydrogen
storage materials beyond a simple interpolation of the properties of
the constituents.
Van Setten et al. (7) have found that the formation energies of
complex metal hydrides can be described reasonably well be rigid-ion
electrostatics, neglecting the details of the crystal structure; i.e. the
knowledge of the ground state crystal structure is not important for a
ﬁrst estimate of the ground state energy. Simple model structures can
176
Figure 1. (Colour online.) Calculated crystal structure of K2NaAlH6 in
space group Fm3¯m (potassium is represented by brown, sodium
by blue, aluminium by grey and hydrogen by white spheres).
The brown polyhedron represents the 12-fold coordination of
a potassium cation, the blue octahedron the coordination of a
sodium cation.
thus be used to approximate the ground state properties of complex
hydrides. Although diﬀerent space groups have been determined for
the M2M
′AlH6 alloys (2), we use the cubic structure of K2NaAlH6
(space group Fm3¯m; see Figure 1) as a model structure for all such
alloys.
It is important to restrict the calculations to simple model
structures, since the search for the ground state structure within
DFT is generally very complex considering only a single system,
and becomes untractable in the even larger conﬁgurational spaces
of alloyed systems.
2. Computational details
Lattice constants and internal coordinates have been optimized
independently using the DFT (8) codes VASP (9), for an all-electron
charge density analysis, and PWSCF (10) for further analysis in a
maximally localized wannier function (MLWF) basis (11). In the
VASP calculations, projector augmented wave (12) potentials (13)
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generated for the Perdew-Wang-91 exchange-correlation functional
(14) have been used. In order to construct simple (i.e. of smallest
possible dimension) MLWF Hamiltonians, single valence electron
pseudopotentials (15) for the cations generated for the exchange-
correlation functional according to Perdew and Zunger (16) have
been used. The Kohn-Sham (17) wave functions have been
expanded in plane wave basis sets with kinetic energy cutoﬀs of
350 eV and a Brillouin zone sampling with a k-point spacing of
∼0.03 A˚−1 (to minimize the dimension of the MLWF Hamiltonian,
the corresponding calculations have only been performed for the Γ-
point).
A Bader charge density analysis (18) as implemented in Refs. (19;
20) has been performed including gradient information from the core
states in the projector augmented wave scheme. The MLWFs have
been generated using the Wannier90 code (21).
3. Results
A Bader charge density analysis of the crystal structures M2M
′AlH6,
with M,M ′ ∈ {Li,Na,K}, shows a symmetric distribution of
valence charge between the cation sites, if the octahedral sites are
occupied by cations with smaller ionic radii than the sites with 12-
fold coordination (see Figure 1). This is the case for the alloys
Na2LiAlH6, K2LiAlH6 and K2NaAlH6, which show Bader charge
diﬀerences of less than 0.3 e (see Figure 2). For Na2LiAlH6, the
corresponding integrated charge density diﬀerence with a magnitude
of only 5.8 · 10−3 e is in principle zero in terms of the accuracy
of the calculations. The (almost) perfect symmetry of the valence
charge distribution between the diﬀerent cation species could be an
indicator for the unexpectedly higher decomposition temperature for
the case (M,M ′) = (Na,Li) compared to the cases M = M ′ = Li
and M =M ′ = Na (2).
For alloys with high asymmetries ∆Q & 0.3 e, i.e. more Bader
charge attributed to the octahedral sites, on the other hand, no stable
alloys exist. These are just the cases where the cation speciesM have
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Figure 2. (Colour online.) Diﬀerences in the integrated Bader
charges around the cations versus the sum of Pauling
cation electronegativities per formula unit (decomposition
temperatures from (2)). The green dotted line marks an
approximate asymmetry threshold above which no stable alloys
exist. The blue and red lines connect the alloys with equal cation
species in the sites with 12-fold and octahedral coordination,
respectively. The two corresponding slopes have been ﬁtted
relative to the points with M = M ′. The Bader charge
diﬀerences for K2LiAlH6 and Na2LiAlH6 deviate from the linear
trends, in particular for the latter system, which is therefore
treated separately in a free energy analysis.
smaller ionic radii thanM ′. For all systems with smaller asymmetries,
the alloys are known to be stable from experiments (2). Although
cubic model structures were used for all alloys, instead of calculating
the properties of the known crystal structures of the stable alloys,
the charge density asymmetry descriptor obtained from the Fm3¯m
model structures clearly identiﬁes stable and unstable alloys.
The integrated charge density diﬀerences show linear dependen-
cies with respect to the sum of cation negativities for all phases apart
from the cases (M,M ′) = (Na,Li) and (M,M ′) = (K,Li) with highly
symmetric Bader charge diﬀerences, in particular for the Na2LiAlH6
structure, which will be treated separately in a vibrational free en-
ergy analysis. The remaining systems with sameM or sameM ′ show
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Figure 3. Parametrization of the decomposition temperatures of metal
aluminium hexahydride alloys in dependence of the Pauling
cation electronegativities and the integrated charge density
asymmetries. In order to weight the stabilizing eﬀect of a
symmetric charge distribution between the diﬀerent cation sites,
the decomposition temperatures have been ﬁtted to a sum
of two exponential functions, Td = 3 · 10−8K(∆Q/e)−4 +
108Kexp(−aχ)+b, with the ﬁtting parameters a = −5.45±0.01
and b = (445 ± 2) K. χ is the sum of cation electronegativities
per formula unit and ∆Q the diﬀerence in Bader charge
between cation sites with octahedral and 12-fold coordination,
respectively.
a linear dependence of the valence charge asymmetry descriptor with
respect to the sum of cation electronegativities with same slopes for
all phases which are related by a substitution for either M or M ′, re-
spectively. The slopes of the corresponding ﬁts shown in Figure 2 are
(in units of the elementary charge) −1.11± 0.03 and 0.72± 0.02 for
the cases of equalM andM ′, respectively. With the knowledge of the
asymmetry descriptor for only one alloy, the asymmetry descriptors
for all other alloys could be calculated using these two slopes. For the
two highly symmetric cases, the linearly extrapolated asymmetry de-
scriptors would deviate more from the DFT results than for the other
structures, but the corresponding alloys would still be identiﬁed as
being stable.
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Figure 4. (Colour online.) XCrySDen (25) rendition of the MLWFs centred
near the hydrogen positions for the primitive cell of Na2LiAlH6.
Sodium, lithium, aluminium and hydrogen are represented by
blue, red, grey and white spheres, respectively.
For the sake of visualization, we have parametrized the
decomposition temperatures of the alloys with respect to the sum
of the cation electronegativities per formula unit and to the charge
density asymmetry descriptors (see Figure 3). The decomposition
temperatures are described relatively well, including the stabilization
of Na2LiAlH6.
The stability of crystals is determined by the free energy. We
will estimate the vibrational contributions to the free energy based
on a MLWF analysis. A transformation of the Bloch function
basis (without unoccupied bands to reduce the dimensions of the
Hamiltonian matrix) to a MLWF basis yields six orbitals per
primitive unit cell, which are centred close to the hydrogen positions
for all alloys considered here (see an iso-surface plot for the alloy
Na2LiAlH6 in Figure 4 as an example). We will estimate the eﬀect
of changes in the electronic orbitals to approximate zero point free
energies, without calculating the perturbed electronic eigenstates due
to atomic displacements. For simplicity, we shift the sum of electronic
eigenenergies of the six-dimensional MLWF Hamiltonian, such that
the diagonal elements in the MLWF basis (which are all equal due to
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symmetry) become zero. We estimate the eﬀect of the displacement
of a hydrogen atom on the electron Hamiltonian H to be given by
the transformation T +HT , with the operator
T = 1 +
(
|w˜〉 − |w〉
)
〈w|, (1)
where |w〉 is a MLWF and |w˜〉 the MLWF displaced from its centre.
The total electronic energy for the perturbed conﬁguration is given by
the trace over the transformed Hamiltonian. Using that the diagonal
elements 〈w|H|w〉 are zero, the trace becomes
Tr(T +HT ) = 〈w|H|w˜〉+ h.c. + E, (2)
with the unperturbed electronic ground state energy E. Approximat-
ing the eﬀect of a displacement of a hydrogen atom by a translation
of the corresponding Wannier centre, we estimate the electronic con-
tribution to the corresponding Hessian diagonal elements by ﬁnite
diﬀerences in the displacements. The remaining contributions to the
Hessian are estimated from the electrostatics of the ionic core system
using an Ewald summation (22), with the ionic cores being approx-
imated as point charges equalling the negative of the corresponding
valence charges.
Since the Fm3¯m structure is not the ground state conﬁguration
for all the systems considered, imaginary phonon frequencies could
appear corresponding to phase transitions. The phonon spectra of
these complex systems are, however, dominated by high frequency
librational and Al–H bond stretching and bending modes in the
range of ∼100–200 meV (23), while the imaginary modes correspond
to rearrangement of the M,M ′–Al framework. We can therefore
estimate the dominant contribution to the zero point lattice free
energy with phonon energies &100 meV by only considering the
corresponding eigenmodes of the hydrogen sub system, keeping
the other atomic degrees of freedom ﬁxed. Table 1 shows the
estimated zero point free energies in comparison to DFT calculations
using ﬁnite displacements to calculate the Hessian matrices. The
approximated free energies are found to be within 20% of the
computationally more expensive results based on several DFT
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F˜ [eV] F [eV]
stable phases
Li3AlH6 1.26 1.54
Na2LiAlH6 1.23 1.42
Na3AlH6 1.34 1.44
K2LiAlH6 1.24 1.27
K2NaAlH6 1.31 1.32
K3AlH6 1.39 1.33
unstable phases
Li2NaAlH6 1.33 1.52
Li2KAlH6 1.40 1.46
Na2KAlH6 1.39 1.43
Table 1. Librational and bond stretching and bending contributions
to the free energy at T = 0. The energies F˜ are based on
electrostatic contributions from the ionic cores and perturbations
of the Wannier centres, and the energies F are calculated within
DFT using ﬁnite displacements.
calculations for displaced conﬁgurations. Both approaches yield the
lowest vibrational contribution to the free energy for the stabilized
Na2LiAlH6 in the sector of stable alloys containing lithium and/or
sodium cations, showing that these contributions to the entropy
could explain why Na2LiAlH6 is more stable than the constituting
phases Li3AlH6 and Na3AlH6. X-ray powder diﬀraction patterns of
Na2LiAlH6 show no deviation from the stocheometry M=Na and
M ′=Li (24); conﬁgurational contributions to the entropy can thus be
neglected.
4. Conclusion
Based only on DFT calculations of model ground state structures
of cation-alloyed aluminum hexahydrides, we are able to explain
the stabilities of the corresponding systems. We ﬁnd the diﬀerence
in Bader charge around the diﬀerent cation sites to be a good
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descriptor of the stability of the alloys. These asymmetry descriptors
themselves show a general linear correlation to the sum of Pauling
cation electronegativities with deviations for alloys which are more
stable than the constituents. Inclusion of rough estimates of the zero
point lattice free energies, supporting the stabilities of these alloys,
can be obtained from a distortion analysis of a MLWF basis of the
ground state model structures.
Our results show the potential of predicting thermodynamic
properties of alloyed complex metal hydrides based on ground state
calculations within DFT beyond an assumed interpolation of the
known properties of the constituents.
Acknowledgments
We acknowledge ﬁnancial support by the NABIIT program funded
by the Danish Research Councils for Strategic Research, and the
Danish Center for Scientiﬁc Computing (DCSC) for computer time.
The Center for Atomic-scale Materials Design is supported by the
Lundbeck Foundation.
References
[1] Orimo S, Nakamori Y, Eliseo J R, Zu¨ttel A and Jensen C M
2007 Chem. Rev. 107 4111
[2] Graetz J, Lee Y, Reilly J J, Park S and Vogt T 2005 Phys. Rev.
B 71 184115
[3] Nickels E A, Jones M O, David W I F, Johnson S R, Lowton
R L, Sommariva M and Edwards P P 2008 Angew. Chem. 120
2859
[4] Nakamori Y, Miwa K, Ninomiya A, Li H, Ohba N, Towata S,
Zu¨ttel A and Orimo S 2006 Phys. Rev. B 74 045126
[5] Matsunaga T, Buchter F, Miwa K, Towata S, Orimo S and Zu¨ttel
A 2008 Renew. Energ. 33 193
[6] Løvvik O M, Swang O and Opalka S M 2005 J. Mater. Res. 20
3199
184
[7] van Setten M J, de Wijs G A and Brocks G 2007 J. Phys. Chem.
C 111 9592
[8] Hohenberg P and Kohn W 1964 Phys. Rev. 136 B864
[9] Kresse G and Furthmu¨ller J 1996 Phys. Rev. B 54 11169
[10] Baroni S, de Gironcoli S, Dal Corso A, Giannozzi P et al.
http://www.pwscf.org
[11] Marzari N and Vanderbilt D 1997 Phys. Rev. B 56 12847
[12] Blo¨chl P E 1994 Phys. Rev. B 50 17953
[13] Kresse G and Joubert D 1999 Phys. Rev. B 59 1758
[14] Perdew J P, Chevary J A, Vosko S H, Jackson K A, Pederson
M R, Singh D J and Fiolhais C 1992 Phys. Rev. B 46 6671
[15] Pseudopotentials of von Barth-Car type from
http://www.quantum-espresso.org
[16] Perdew J P and Zunger A 1981 Phys. Rev. B 23 5048
[17] Kohn W and Sham L J 1965 Phys. Rev. 140 A1133
[18] Bader R F W 1990 Atoms in Molecules – A Quantum Theory
(Oxford: Oxford University Press)
[19] Henkelman G, Arnaldsson A and Jo´nsson H 2006 Comput.
Mater. Sci. 36 254
[20] Sanville E, Kenny S D, Smith R and Henkelman G 2007 J.
Comput. Chem. 28 899
[21] Mostoﬁ A A, Yates J R, Lee Y S, Souza I, Vanderbilt D and
Marzari N 2008 Comput. Phys. Commun. 178 685
[22] Ewald P P 1921 Ann. Phys. (Leipzig) 64 253
[23] Voss J and Vegge T 2008 J. Chem. Phys. 128 184708
[24] Claudy P, Bonnetot B, Bastide J P and Le´toﬀe´ J M 1982 Mat.
Res. Bull 17 1499
[25] Kokalj A 1999 J. Mol. Graph. Model. 17 176
185
Paper P5
188
Hydrogen dynamics in Na3AlH6 - a combined
density functional theory and quasielastic neutron
scattering study
J. Voss,1,2 Q. Shi,1,3 H. S. Jacobsen,1,3 M. Zamponi,4 K. Lefmann,1
and T. Vegge1
1Materials Research Department, Risø National Laboratory,
Technical University of Denmark,
DK-4000 Roskilde, Denmark
2Center for Atomic-scale Materials Design,
Technical University of Denmark,
DK-2800 Kongens Lyngby, Denmark
3Niels Bohr Institute, University of Copenhagen,
DK-1017 Copenhagen, Denmark
4Institut fu¨r Festko¨rperforschung, Forschungszentrum Ju¨lich,
D-52425 Ju¨lich, Germany
Accepted manuscript of the article J. Phys. Chem. B 111, 3886 (2007)
Copyright 2007 by the American Chemical Society.
http://dx.doi.org/10.1021/jp0667036
Abstract
Understanding the elusive catalytic role of titanium-based additives on the
reversible hydrogenation of complex hydrides is an essential step towards
developing hydrogen storage materials for the transport sector. Improved
bulk diﬀusion of hydrogen is one of the proposed eﬀects of doping sodium
alanate with TiCl3, and here we study hydrogen dynamics in doped and
undoped Na3AlH6 using a combination of density functional theory cal-
culations and quasielastic neutron scattering. The hydrogen dynamics is
found to be vacancy mediated and dominated by localized jump events,
whereas long range bulk diﬀusion requires signiﬁcant activation. The frac-
tion of mobile hydrogen is found to be small for both undoped and doped
Na3AlH6 even at 350K, and improved hydrogen diﬀusion as a result of bulk
substituted titanium is found to be unlikely. We also propose that previ-
ously detected low temperature point defect motion in sodium alanate could
result from vacancy mediated sodium diﬀusion.
1 Introduction
In 1997 Bogdanovic´ and Schwickardi1 showed that sodium alanate doped
with titanium is cyclically dis- and rechargeable with hydrogen under near
ambient conditions. NaAlH4 decomposes in two steps:
NaAlH4 ↔ 1
3
Na3AlH6 +
2
3
Al + H2
↔ NaH +Al + 3
2
H2, (1)
where the two steps release 3.7 and 1.9 weight-% of hydrogen, respectively.
The decomposition temperature of NaH is generally too high for hydrogen
storage applications.2
Despite intense research eﬀorts, the physical understanding of the cat-
alytic role of titanium on the improved hydrogen ab- and desorption kinetics
has remained elusive, possibly due to a multiplicity in eﬀects.3,5, 4, 6
A number of diﬀerent models have been proposed to describe the cat-
alytic eﬀect of titanium, one of which is the formation of catalytic AlxTiy
complexes at the surface,7 improving either dissociation and recombination
of molecular hydrogen or mass transport; a second model suggests bulk
substitution of titanium for aluminum or sodium atoms, whereby hydrogen
diﬀusion can be improved.8
Recent anelastic spectroscopy experiments on thermally treated sodium
alanate samples reveal fast point defect dynamics at T = 70K with a
much larger fraction of mobile species for titanium doped samples, therefore
appearing to support the model of improved hydrogen diﬀusion due to bulk
substituted titanium.9 This anelastic feature is expected to occur in the
Na3AlH6 phase.
10
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In this paper, we focus on bulk hydrogen dynamics in the intermediate
product Na3AlH6. By combining density functional theory (DFT) calcu-
lations and quasielastic neutron scattering (QENS), we ﬁnd the hydrogen
dynamics to be vacancy mediated and dominated by localized events. The
mobile hydrogen fraction is found to be low for both undoped and Ti-doped
Na3AlH6, and long range bulk diﬀusion requires signiﬁcant activation. Im-
proved hydrogen diﬀusion due to bulk substituted titanium8 is found to be
unlikely.
2 Theoretical Method
The electronic structure is calculated using density functional theory12 in
the DACAPO plane wave basis set implementation.13 The ion cores are
described by ultrasoft pseudopotentials.14 The exchange and correlation
eﬀects are described by the PW91 functional.15 The Kohn-Sham wave-
functions12 are expanded in a plane wave basis set with a cutoﬀ energy of
340 eV (for the density grid a cutoﬀ of 600 eV is used). The wave functions
are sampled on a k-point mesh of spacing ∼0.3 A˚−1 in all three directions.
The total energy of the system and the Hellmann-Feynman forces on
the ion cores are minimized using a quasi Newton method.16 In order to
calculate the optimum crystal structure for T = 0K, both atomic coordi-
nates and unit cell parameters are relaxed iteratively. The resulting struc-
tural parameters for P21/n-Na3AlH6 (space group # 14) are presented in
Table 1 (the values for β tend to vary insigniﬁcantly between diﬀerent cal-
culations2,17, 18, 19 and experiment20). For the calculation of formation and
activation energies, we use computational (2x2x1) supercells with volume
2 · 5.27 × 2 · 5.46 × 7.60 A˚3, containing 80 atoms.
In the calculational setup, vacancies are created by removing an atom
from the supercell and re-relaxing the atomic coordinates. Two such va-
cancy conﬁgurations are then considered as initial and ﬁnal state of a va-
cancy mediated diﬀusion process, respectively.
A path technique known as the nudged elastic band (NEB) method21 is
used to accurately determine activation energies for the hydrogen dynamics.
Here, the reaction path is represented by a ﬁnite number of conﬁgurations.
An initial guess for the coordinates of the intermediate images of the sys-
tem is a linear interpolation between the initial and ﬁnal states. This path
is then relaxed to the minimum energy path on the potential energy sur-
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Unit cell parameters [A˚]
a = 5.27 (5.39)
b = 5.46 (5.514)
c = 7.60 (7.725)
β = 89.99◦ (89.86◦)
Wyckoﬀ positions
Na(2b): 0, 0, 0.5
Na(4e): -0.010, 0.454, 0.255 (-0.006, 0.461, 0.252)
Al(2a): 0, 0, 0
H(4e): 0.102, 0.051, 0.218 (0.091, 0.041, 0.215)
H(4e): 0.226, 0.329, 0.544 (0.234, 0.328, 0.544)
H(4e): 0.162, 0.269, 0.934 (0.165, 0.266, 0.944)
Table 1: Calculated structural parameters for P21/n-Na3AlH6 (experimen-
tal values from [20] in parentheses).
face. The NEB consists of the conﬁgurations connected by springs, which
stabilize the distances between the images. Only spring forces parallel to
the path are considered in order to avoid perturbation of the curved path.
Atomic forces are considered only perpendicular to the path, such that the
energy gradients dragging the intermediate images to the initial and ﬁnal
states are mapped out, respectively.
For the accurate localization of transition states, i.e. local maxima of
the minimum energy path, a modiﬁcation of the NEB approach is used:
the adaptive nudged elastic band (ANEB) method.22 In this approach, sub
paths consisting of only ﬁve conﬁgurations are relaxed iteratively, where the
internal sub path containing the current conﬁguration with highest energy
is replaced by a sub path. Therefore, this method will generally ﬁnd the
transition state of a simple path with only one maximum.
For thermally activated processes like those investigated here, the ac-
tivation energy Ea, i.e. the diﬀerence between the ground state energy of
initial and transition state, enters the reaction rate in a Boltzmann factor.
The corresponding relation is known as the Arrhenius equation:
τ−1 = τ−10 exp
(
− Ea
kBT
)
. (2)
The prefactor τ−10 is determined by the ratio of the partition functions of
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the transition and initial state, respectively.23 In harmonic transition state
theory,23 the prefactor only depends on the eigenfrequencies of the initial
and transition state:
τ−10,TST =
1
2π
∏
i ω
I
i∏′
j ω
T
j
, (3)
where the prime denotes that the imaginary frequency at the transition
state corresponding to the unstable eigenmode in the direction of the re-
action coordinate is left out. The harmonic approximation has previously
been shown even to be able to treat complex systems and elevated temper-
atures.25,24
The eigenfrequencies are calculated by mass-weighting the diagonalized
Hessian of the total energy. The Hessian is determined by calculating the
Hellmann-Feynman forces for conﬁgurations with each atom displaced in
one direction.
3 Experimental Methods
The Na3AlH6 samples were synthesized by energetic ball-milling of stoichio-
metric mixtures of NaH and NaAlH4 as proposed by Hout et al.
26 NaAlH4
(Sigma-Aldrich, 90%), NaH (Sigma-Aldrich, 95%), and the catalyst precur-
sor, TiCl3 (Alfa Aesar, TiCl3·1/3 AlCl3, purity 76-78% TiCl3) were used
as received in powder form. The pure Na3AlH6 sample (sample I) was pre-
pared by ball-milling of stoichiometric mixtures of NaH and NaAlH4 for 5
hours. In sample II, 4 mol-% TiCl3 was added to a mixture of NaAlH4 and
NaH, which had already been ball-milled for 4.5 hours, and subsequently
ball-milled for an additional half hour. All materials handling was per-
formed in an argon-ﬁlled glove box. The powder ball-milling was performed
in a stainless steel vial with 55 cm3 internal volume sealed with Teﬂon O-
rings. Five wolfram carbide (WC) balls with a diameter of approximately
10mm and a total weight of about 31 g were used for the preparation of the
samples. Three grams of each sample was produced with the weight ratio of
ball to powder as 10:1. The samples were characterized with X-ray powder
diﬀraction (XRPD) using a Bragg-Brantano STOE diﬀractometer (40 kV,
30mA, Cu Kα with λ = 1.5418 A˚). The sample powders were placed in
a specially designed air-tight sample holder with an aluminum foil X-ray
window and a Si reference under inert gas protection in a glove box.
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Figure 1: The X-ray powder diﬀraction spectra of NaAlH4 + 2NaH mixture
ball-milled 5 hours (upper) and 4.5 hours continued another half hour with
addition of TiCl3 (lower). The sharp peaks at 28.44
◦, 47.30◦, and 56.12◦
stem from the Si reference sample.
The X-ray powder diﬀraction spectra of doped/undoped Na3AlH6 (see
Fig. 1) show a very high rate of conversion since the NaAlH4 peaks are
absent and only small peaks of NaH (decomposed Na3AlH6) are seen.
In the present work, the quasielastic neutron scattering (QENS) tech-
nique was employed to investigate the hydrogen dynamics in Na3AlH6.
QENS experiments were performed on the high-resolution backscattering
spectrometer (BSS) located at the Forschungszentrum Ju¨lich. The backscat-
tering geometry for both monochromator and analyzer is employed to ob-
tain an energy resolution of 0.8µeV FWHM, making it possible to resolve
quasielastic broadening of approximately 0.1µeV. Doppler-shifting the in-
cident neutrons by rapidly moving the monochromator crystals changes the
incident energy, Ei. The setup has energy transfers of ±17µeV. With the
Si(111) monochromator and analyzer a neutron wavelength of λ = 6.271 A˚
is selected. Ten helium counters, which were located very close to the sam-
ple, record the analyzed neutrons simultaneously.
The samples were loaded in ﬂat 0.1 × 30.0 × 40.0mm3 Al containers
sealed with indium wire. The sample thickness was chosen to minimize
multiple-scattering eﬀects. The powder-ﬁlled containers were oriented close
to 45◦ with respect to the incident beam. The spectra were recorded by
ten detectors which correspond to a range of scattering vectors of q = 0.16–
1.87 A˚−1. The instrumental resolution functions were determined from the
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measured QENS spectra of each sample at low temperature (T = 30K).
Due to the large incoherent scattering cross-section for hydrogen,27
QENS is an optimal technique for studying hydrogen dynamics, since al-
most all signal stems from hydrogen atoms. The measured neutron scatter-
ing intensity in the experiment is proportional to the dynamical structure
factor S(q, ω), which is a sum of coherent and incoherent contributions:
S(q, ω) = Scoh(q, ω) + Sinc(q, ω), (4)
in which q is the scattering vector and h¯ω is the energy transfer. S(q, ω) is
understood as the powder average of S(q, ω):
S(q, ω) =
1
4π
∫
dΩS(q, ω). (5)
The incoherent scattering function Sinc(q, ω) is the space and time Fourier
transform of the self-correlation functionGs(r, t), describing the probability
that a particle, which at time t0 = 0 is located at the origin, is found
at position r at time t. Sinc(q, ω) also can be expressed in terms of the
intermediate scattering function I(q, t):
Sinc(q, ω) =
∫
dt I(q, t) exp(iωt) (6)
I(q, t) =
∫
d3r Gs(r, t) exp(iqr), (7)
with I(q, t) being the space Fourier transform of the self-correlation func-
tion Gs(r, t). For small q, this space Fourier transform has the form of
I(q, t) = exp(−q2Dt), which represents an exponential decay in time (D is
the diﬀusion constant). The time Fourier transform then has a Lorentzian
lineshape:
Sinc(q, ω) =
1
π
Dq2
(Dq2)2 + ω2.
(8)
This expression has a peak at ω = 0 with a width (HWHM) of
Γ = Dq2. (9)
For large q, equation (9) generally is not valid, because the diﬀusion cannot
be considered continuous. The ﬁnite steps of diﬀusing atoms in lattices are
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taken into account by the Chudley-Elliott model.28 For long range diﬀusion
of hydrogen atoms, Γ is given for large q by
Γ(q) =
6D
L2
(
1− sin qL
qL
)
, (10)
for a ﬁxed hydrogen jump length L and a hydrogen diﬀusion constant for
a spherical jump distribution
D =
L2
6τ
. (11)
When a quasielastic compenent is present, the spectra are ﬁtted to the
model of an incoherent scattering function:
Stotinc(q, ω) = R(q, ω)
⊗
(
B0δ(ω) +B1L0(ω,Γ)
)
+Cbackgr. , (12)
in which δ(ω) is the elastic delta function, L0(ω,Γ) is the quasielastic
Lorentzian with an energy width (HWHM) Γ at ω = 0, B0 is the elastic
incoherent signal, and Cbackgr. is the constant background term. The ratio
of the amplitudes B1/(B0+B1) determines the fraction of mobile hydrogen
atoms. The convolving function R(q, ω) is the instrumental resolution func-
tion, which for this instrument is modeled well by the sum of one Gaussian
and two Lorentzians with half widths σ1, σ2, σ3, respectively:
R(q, ω) = A1G1(ω, σ1) +A2L1(ω, σ2)
+A3L2(ω, σ2). (13)
4 Results and Discussion
Hydrogen diﬀusion through the bulk towards the surface is important for
fast desorption from the material. This type of process is either mediated
by hydrogen interstitials or vacancies.
4.1 DFT results
From the DFT calculations, we ﬁnd the formation energy of hydrogen in-
terstitials to be very high: 2.42 eV for undoped Na3AlH6. For Ti@Al-doped
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(a)
(b)
Figure 2: (colors online) Long range hydrogen diﬀusion path in (a)
Na24Al8H47 and (b) Na24(Ti@Al)Al7H47. Representing colors: sodium:
blue, aluminum: gray, titanium: red, and hydrogen: white.
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Na3AlH6, the energy is also high, but it depends on the distance to tita-
nium. Away from Ti, molecular hydrogen forms (due to weakened Al–H
bonds caused by Ti), whereas the formation energy of an interstitial next
to titanium is 0.74 eV plus the high cost of the Ti substitution (see below).
Hydrogen diﬀusion in Na3AlH6 is therefore expected to be mediated
by hydrogen vacancies, which diﬀuse between neighboring (AlH5)
2− and
(AlH6)
3− groups (see Fig. 2(a)).
Deposition of titanium atoms into the alanate matrix is done by bulk
substitution of Ti@Al-sites. In the bulk, the Al-sites are found to be pre-
ferred over Na-sites in agreement with existing calculations19 also using
the cohesive energies of aluminum, sodium, and titanium as references.
For Ti@Al-sites, the calculated substitution energy is 0.95 eV, for Ti@2b-
Na-sites 2.44 eV, and for Ti@4e-Na-sites 2.00 eV. Assuming Ti does bulk
substitute for Al, an eﬀect of titanium could be a lowering of the hydro-
gen vacancy formation energies. The DFT calculations result in a vacancy
formation energy of 1.54 eV for undoped Na3AlH6. Depending on the site,
the formation energy for a hydrogen vacancy in the (AlH6)
3− groups sur-
rounding titanium in Na24(Ti@Al)Al7H48 can be as low as 1.38 eV.
Taking into account the energy required for the Ti@Al substitution
(0.95 eV), the hydrogen vacancy formation in pure Na3AlH6 is energeti-
cally cheaper. However, titanium substituting aluminum can act as a hy-
drogen trapping site; thereby creating a hydrogen vacancy by transferring
a distant hydrogen atom close to titanium, which is comparatively cheap:
0.26 eV (distance Ti–H initially 7.2 A˚). With an energy of 0.95 eV for the
substitution of aluminum by titanium, the total cost for this local hydro-
gen vacancy formation without removing a hydrogen atom from the bulk is
1.21 eV, i.e. 0.33 eV less expensive compared to hydrogen vacancy forma-
tion in undoped Na3AlH6.
Fig. 2(b) shows the diﬀusion of a hydrogen atom from an (AlH6)
3− to
an (AlH5)
2− group in titanium doped Na3AlH6 (titanium substituting alu-
minum: Na24(Ti@Al)Al7H48). The activation energies obtained from the
NEB calculations are quite high for undoped Na3AlH6: Ea = 0.75 eV or
higher. There are two possible hydrogen diﬀusion paths with jump lengths
around 3.0 A˚ having barriers of the order of 0.8–0.9 eV and three paths at
3.1–3.2 A˚ with higher barriers around 1.0 eV. For Ti@Al-doped Na3AlH6,
the barrier can be signiﬁcantly lower, depending on the diﬀusion path and
the distance to the titanium dopant. Barriers as low as 0.36 eV are found
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Figure 3: Minimum energy paths for long range hydrogen diﬀusion in un-
doped and titanium doped Na3AlH6.
Figure 4: Elastic temperature scans on undoped Na3AlH6.
(see Fig. 3), although these are only accessible to a small fraction of the hy-
drogen atoms (<1% for∼4 mol-% TiCl3 dopant). The corresponding hydro-
gen jump lengths are 3.08 and 2.80 A˚ for the undoped and titanium doped
system, respectively. Jumps directly to and from titanium are not consid-
ered, because titanium binds additional hydrogen atoms quite strongly, and
hence does not promote hydrogen diﬀusion.
We continue by comparing these ﬁndings to the experimental observa-
tions from the QENS experiments.
4.2 QENS data
Elastic temperature scans at h¯ω = 0 on doped and undoped Na3AlH6
at 30–350K (see Fig. 4) show a roughly linear decrease in intensity with
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Figure 5: The QENS spectra with q = 1.87 A˚−1 for undoped Na3AlH6
measured at T = 30K and 390K, respectively.
Figure 6: Quasielastic broading versus scattering angle for undoped
Na3AlH6 at T = 390K (solid line: ﬁt to Chudley-Elliott diﬀusion model).
T up to ∼250K and a Debye-Waller q-dependence.29 Above this value,
there is a downwards curvature, indicating that intensity is transfered to
the inelastic regions. QENS spectra of undoped Na3AlH6 were measured
at 150 K, 250K, 350K, and 390K, and the doped samples at 300K and
350K. QENS spectra with q = 1.87 A˚−1 for undoped Na3AlH6 measured
at T = 30K and 390K are shown in Fig. 5.
The spectra in Fig. 5 show limited quasielastic broadening for undoped
Na3AlH6 at 390K, best seen in the tails at ±2–4µeV. At lower tempera-
tures, eﬀectively no broadening was observed in the undoped samples. The
hydrogen atoms are assumed to be frozen at low temperature (T = 30K),
thus the instrumental resolution function for each value of q was determined
by ﬁtting the QENS spectrum with a quasielastic Lorentzian halfwidth of
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Figure 7: Quasielastic broadening versus scattering angle for titanium
doped Na3AlH6 at T = 350K (solid line: Chudley-Elliott ﬁt for long range
diﬀusion; dashed line: Chudley-Elliott ﬁt for localized hydrogen dynamics
in the undoped system; empty diamonds: low intensity resulting in high
uncertainty in Γ).
zero in equation (12). The QENS spectra at higher temperatures were
ﬁtted with ﬁxed resolution parameters and free values of Γ, B0, B1, and
C. The q-dependence of the quasielastic Lorentzian halfwidths as a func-
tion of scattering vectors is shown for undoped Na3AlH6 at 390K (Fig. 6)
and doped Na3AlH6 at 350K (Fig. 7). Due to a lower signal intensity and
thus higher uncertainty at low q-values in the present work, the ratio of
the amplitudes B1/(B0+B1), i.e. the fraction of mobile hydrogen atoms,
determined at high q was used as a ﬁxed value when data ﬁtting at low q.
4.3 Combined data analysis
An accurate ﬁt of the QENS data for undoped Na3AlH6 at T = 390K to the
Chudley-Elliott diﬀusion model (see Fig. 6) yields a hydrogen jump length
of L ≃ 2.80 A˚ and an inverse jump rate τ = 2.35 ns. At this temperature,
13% of the hydrogen was found to be mobile. Since the diﬀusion is vacancy
mediated, it must be taken into account that only the motion of the vacancy
can be considered as a random walk, while the involved atomic motions are
correlated (see e.g. [30]). In a zero-order approximation, i.e. one atomic
jump per vacancy diﬀusion step, the only eﬀect is a rescaling of τ .31 The
uncertainty on τ might therefore be signiﬁcant, but even a 50% error in τ
only results in an error of kBT/2 in the activation energy, corresponding to
∼20meV at 390K.
Using a prefactor of τ−10 = 2.23 · 1013 s−1 obtained from a vibrational
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analysis of the initial and transition state of an internal hydrogen diﬀusion
path using DFT calculations, we obtain an activation energy of 0.37 eV
from the Chudley-Elliott ﬁt. This barrier is much lower than the acti-
vation energies calculated using DFT for diﬀusional processes in undoped
Na3AlH6. Since the QENS data for undoped Na3AlH6 did not show sig-
natures of hydrogen motion corresponding to jump lengths and activation
energies obtained from the DFT calculations for long range diﬀusion (cf. ta-
ble 2), we continued to investigate localized events, i.e. vacancy mediated
hydrogen jumps on the same (AlH5)
2− complex. This is supported by a
q-dependent elastic incoherent structure factor32 as opposed to NaAlH4,
33
indicating spatial localization of the diﬀusing species in undoped Na3AlH6.
These localized events will not contribute to macroscopic hydrogen diﬀu-
sion.
The QENS data was found to be in good agreement with our DFT
results for hydrogen jumps in the same (AlH5)
2− group (see Fig. 8), where
the calculated activation energy is 0.41 eV (energies and jump lengths, L =
2.50 A˚, are equal for all possible jump sites on an (AlH5)
2− group, leading
to only one Lorentzian in the QENS spectrum). The calculated barrier for
long range diﬀusion is at least 0.75 eV.
For titanium doped Na3AlH6, a Chudley-Elliott ﬁt for T = 350K (see
Fig. 7) using a calculated prefactor of τ−10 = 2.13 · 1013 s−1 results in an
activation energy of 0.31 eV. In this case, the fraction of mobile hydrogen
fractions is found to be as low as 2%. This value was ﬁxed, based on an
average of the high q results, but the broadening is sensitive to this fraction.
The lower barrier could stem from long range hydrogen diﬀusion near a
Ti@Al dopant with a calculated activation energy of Ea = 0.36 eV and a
jump length of L = 2.80 A˚. The broadening is more likely explained by
localized dynamics in undoped Na3AlH6 with a jump length of 2.50 A˚ (see
Fig. 7), since only a slightly higher fraction of mobile hydrogen is observed
for Ti-doped Na3AlH6. In undoped Na3AlH6 at 350K, less than 1% of the
hydrogen appears to be mobile, but it was not possible to determine the
broadening as a function of q, due to the weak intensity. The observed
broadening appears to be similar for undoped and doped Na3AlH6 samples
at 350K.
It should be noted that for localized, low barrier jumps between intersti-
tial sites in other systems with higher symmetry, e.g. as observed in Laves
phase materials,34 one would expect a q-independent broadening at large
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τ−1(T ) L Ea mobile
[GHz] [A˚] [eV] frac. [%]
undoped samples – T = 390K
QENS 0.4 2.80 0.37 13
DFTD 9 · 10−6 3.08 0.75
DFTL 0.1 2.50 0.41
doped samples – T = 350K
QENS 0.8 2.80 0.31 2
DFTD 0.1 2.80 0.36
DFTL no well-deﬁned local H dynamics path
(H trapped by Ti)
Table 2: Experimental and theoretical results for hydrogen diﬀusion in un-
doped and Ti-doped Na3AlH6. The theoretical results for Localized events
and long range Diﬀusion are labeled DFTL and DFTD, respectively. The
QENS values for the activation energies have been calculated using DFT
results for the prefactors τ−10 .
q for localized events.35,36 However, according to the model of successive
oscillatory and diﬀusive motion by Singwi and Sjo¨lander,37 a smaller dif-
fusion rate can lead to a q-dependent broadening also for larger q.33 Our
DFT calculations result in a prefactor for local H dynamics in Na3AlH6 of
τ−10 = 2.23 ·1013 s−1, which is two orders of magnitude smaller than prefac-
tors for localized events in the Laves phase materials.34 With an activation
energy of 0.37 eV for hydrogen dynamics in Na3AlH6 being at least twice as
large compared to activation energies for localized dynamics in the Laves
phase materials,34 the jump rate at e.g. 390K is at least ﬁve orders of mag-
nitude smaller for localized events in Na3AlH6. The broadening is therefore
still q-dependent for larger q compared to the Laves phase materials. This
would explain, why even localized hydrogen motion in the complex case of
Na3AlH6 should also display q-dependent broadening as described by the
Chudley-Elliott model.
Only by combining the experimental QENS results, which show a Chudley-
Elliott broadening appearing to originate from a long range diﬀusional pro-
cess, with the dynamical parameters obtained from the DFT calculations,
was it possible to correctly identify the observed hydrogen dynamics as
localized events.
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Figure 8: (colors online) Local hydrogen dynamics path in Na24Al8H47.
Since the QENS experiments clearly show no hydrogen dynamics with
activation energies less than ∼0.3 eV, we continued to investigate (using
only DFT calculations) alternative explanations to the observed point de-
fect diﬀusion with an activation energy of 0.126 eV reported by Palumbo et
al.9
For vacancy mediated sodium diﬀusion from a 4e to a 2b-site (see Fig. 9),
our DFT calculations yield an (asymmetric) activation barrier of 0.12 eV
and a jump length of 2.51 A˚. Vibrational analysis of the initial and tran-
sition state of this diﬀusion process yields a jump rate of 4.26 · 103 s−1 at
the resonance temperature of T = 70K as observed by Palumbo et al.9
For deuterated systems, a shift of the resonance temperature to T = 77K
was observed.10 We have therefore included possible eﬀects of deuteration
into our DFT calculations on sodium diﬀusion. The higher mass of deu-
terium compared to hydrogen leads to lower vibrational frequencies of the
deuterium atoms. In addition, the lattice constants of hydrides and deuter-
ates can diﬀer,38,39 giving raise to more complicated inﬂuence on diﬀusion
rates. The pre-exponential factor of the jump rate is mainly determined
by the frequencies of the diﬀusing sodium atom. Therefore, corrections
to the jump rate due to deuteration cannot simply be taken into account
by considering the mass of deuterium for obtaining the frequencies from
the Hessian matrix. In this case, anharmonic eﬀects leading to diﬀerent
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bond lengths compared to undeuterated systems are more important. We
therefore estimate the eﬀect of deuteration by calculating the minimum
energy path of the vacancy mediated sodium diﬀusion with the constraint
of the Al–D bondlengths being held at their values determined by X-ray
diﬀraction20 (1.746 A˚, 1.758 A˚, and 1.770 A˚).
Keeping the Al–D bondlengths ﬁxed at non-equilibrium distances, we
only consider the frequencies of the diﬀusing sodium atom at the initial and
transition state. Only considering these frequencies, the prefactor of the
jump rate for the deuterated system is 13% lower compared to the system
without constraints on bond lengths (i.e. the undeuterated system). The
resonance temperature shift can then be estimated using the exponential
dependence of the jump rate on the temperature (2) and that jump rate and
angular vibration frequency are equal at anelastic resonance.10 Assuming
the activation energy to be 0.01 eV higher for the deuterated system than
for the undeuterated system (as measured by Palumbo et al.10), we obtain
a shift of the resonance temperature to T = 76K.
Besides the lowered formation energies for local hydrogen vacancies in
Ti-doped Na3AlH6, the formation of hydrogen vacancies is favorable close
to sodium vacancies (see also [19]). The formation energy for a sodium
vacancy at 2b-Na sites in undoped Na3AlH6 is 2.65 eV (and 0.24 eV higher
for 4e-Na sites). The formation of a hydrogen vacancy close to the sodium
vacancy means a gain of 1.32 eV. Hence, the overall energy for such a
hydrogen vacancy is only 1.34 eV. This might be an initial reaction path
of the decomposition of Na3AlH6.
4.4 Discussion
Palumbo et al.9 have reported point defect motion with a low activation
energy of 0.126 eV, detected by anelastic spectroscopy with 5 · 103 jumps/s
at a resonance temperature of T = 70K for both undoped and titanium
doped sodium alanate. They observe these mobile defects in thermally
treated and compacted disc samples, and conclude that they are most likely
due to hydrogen vacancy dynamics in the Na3AlH6 phase.
10
The lowest activation energies for hydrogen diﬀusion we have deter-
mined by DFT are much larger: 0.41 eV for local hydrogen dynamics in
Na3AlH6 and 0.36 eV for long range diﬀusion in Ti-doped Na3AlH6. Fur-
thermore, the QENS data, being “selective” to hydrogen motion, shows no
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Figure 9: (colors online) Sodium diﬀusion path between a 4e and a 2b
sodium vacancy site.
signatures of diﬀusion below T = 250K (i.e. with activation barriers less
than ∼0.3 eV) in either undoped or titanium doped Na3AlH6.
Based on DFT calculations and QENS data we conclude that the ob-
served point defect motion at 70K is likely not related to bulk hydrogen
diﬀusion. Below ≤ 250K the elastic signal (see Fig. 4) lacks features which
would result from a diﬀusion broadening larger than 0.1µeV. With a pro-
posed rate of 5 · 103 s−1 at T = 70K and the 0.8µeV resolution at BSS,
diﬀusing point defects involving hydrogen should yield 1–2µeV broadening
in doped and undoped samples alike10 at 150K. However, at this temper-
ature, no broadening was observed in the QENS data. Considering other
possible mobile species, our DFT results for sodium diﬀusion could account
for the anelastic resonance at 70K, yielding a jump rate of 4.26 · 103 s−1
at this temperature and an activation barrier of 0.12 eV. This agreement
with the experimental results of Palumbo et al.9 is further supported by
consistence with respect to a shift of the resonance temperature to 77K for
deuterated sodium alanate.10
Since no hydrogen diﬀusion with barriers below 0.3 eV is observed using
QENS or DFT in neither NaAlH4
33 nor Na3AlH6, doped or undoped, we
propose that the observed point defect motion could be related to diﬀusion
of sodium or other non-hydrogen species in Na3AlH6. Secondly, the feature
could be inherent from the thermal treatment procedure or stem from the
compacted nature of the samples. More work is needed to clarify this.
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5 Conclusion
With a combined experimental and theoretical approach, we are able to
fully analyze hydrogen dynamics in sodium alanate. For undoped Na3AlH6,
long range hydrogen diﬀusion is energetically expensive (activation energies
of ∼0.8 eV). The QENS results for undoped Na3AlH6 with an activation
barrier of ∼0.4 eV can therefore only be attributed to localized hydrogen
vacancy dynamics within the same (AlH5)
2− group, where the calculated
barriers agree well. This clearly illustrates the synergy of the integrated
theoretical and experimental approach, since an independent QENS analy-
sis of the Chudley-Elliott behavior would have led to the conclusion of long
range hydrogen diﬀusion.
If titanium does bulk substitute, the activation barriers for long range
hydrogen diﬀusion could be signiﬁcantly lower (on the order of 0.4 eV). In
this case, the QENS data ﬁt the DFT results for such a long range process
quite well. However, the experimental results can be explained by localized
hydrogen dynamics as well. Given the high cost of bulk substitution of
Ti-atoms combined with an only slightly higher fraction of mobile hydro-
gen for Ti-doped Na3AlH6 observed at 350K and the lack of experimental
conﬁrmations of lattice expansions due to Ti,11 it is unlikely that bulk sub-
stituting titanium8 can explain the improved desorption kinetics as a result
of improved bulk diﬀusion of hydrogen.
In our QENS experiments, we have only observed hydrogen dynam-
ics with activation energies of about 0.3–0.4 eV. We propose that the low
temperature point defect diﬀusion reported by Palumbo et al.9 at 0.126 eV
either involves sodium diﬀusion in Na3AlH6 or it is inherent from the ther-
mal treatment or sample compaction processes.
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1 Introduction
Titanium based dopants have been found to catalyze the decomposi-
tion and regeneration of NaAlH4,
1 but the physical explanation has
remained elusive. A number of diﬀerent models have been proposed to
describe the catalytic eﬀect of titanium,2,3 one suggesting improved
hydrogen diﬀusion from bulk substitution of titanium for aluminium
or sodium.4
Hydrogen dynamics between interstitial sites in Laves phase materi-
als5 can be investigated using quasielastic neutron scattering (QENS),
but to describe NaAlH4 and Na3AlH6, with and without a TiCl3
precursor, density functional theory calculations (DFT) were also
needed.
We ﬁnd hydrogen diﬀusion to be mediated by hydrogen vacancies
and to require signiﬁcant thermal activation. Furthermore, improved
hydrogen diﬀusion by bulk substitution of Ti at Na or Al-sites is not
observed.
2 Calculational setup
The electronic structure is calculated using density functional theory6
in the DACAPO plane wave basis set implementation.7 The ion cores
are described by ultrasoft pseudopotentials,8 and the exchange and
correlation eﬀects are described by the PW91 functional.9 The Kohn-
Sham wave functions are expanded in a plane wave basis set with a
cutoﬀ energy of 25 Ry (for the density grid a cutoﬀ of 45 Ry is
used). The wave functions are sampled on a k-point mesh of spacing
∼0.3 A˚−1 in all three directions.
The optimum crystal structure at zero temperature is obtained by
214
iterative relaxation of unit cell parameters and atomic coordinates.
For the calculation of formation and activation energies, we use com-
putational (2x2x1) supercells for the NaAlH4 and Na3AlH6 systems.
Vacancies are created by removing an atom from the supercell and re-
relaxing the atomic coordinates; two such neighboring vacancy con-
ﬁgurations are then considered as initial and ﬁnal state of a vacancy
mediated diﬀusion process.
The rate τ−1 of a thermally activated process decreases exponen-
tially with the ratio of the activation energy Eact to temperature
kBT . Within harmonic transition state theory (hTST),
10 the pre-
exponential factor depends only on the eigenfrequencies of the initial
and transition states; hTST has previously been shown to be able to
describe complex systems and elevated temperatures.11,12 We use the
nudged elastic band (NEB)13 path technique to accurately locate the
transition states for the hydrogen dynamics.
3 Experimental methods and diﬀusion models
Four diﬀerent samples were prepared and analyzed. NaAlH4 (Sigma-
Aldrich, 90%) and the catalyst precursor TiCl3 (Alfa Aesar, TiCl3·1/3
AlCl3, purity 76-78% TiCl3) were used as received in powder form.
The undoped Na3AlH6 sample was synthesized by energetic ball-
milling of stocheometric mixtures of NaH (Sigma-Aldrich, 95%) and
NaAlH4, as proposed by Hout et al.,
14 for 5 hours. The doped Na3AlH6
sample was prepared by 4.5 hours ball-milling of the mixture and a
subsequent half hour ball-milling with 4 mol-% TiCl3 additive. To
eliminate potential crystallite size eﬀects,15 the undoped and doped
NaAlH4 samples were ball-milled in the same way as Na3AlH6.
All materials handling was performed within an argon-ﬁlled glove
box, and all samples were characterized with X-ray powder diﬀrac-
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tion, see Refs. [16, 17].
The QENS experiments were performed on the high-resolution back-
scattering spectrometer (BSS) located at the Forschungszentrum Ju¨-
lich. The samples were loaded in ﬂat 0.1×30.0×40.0 mm3 Al contain-
ers and oriented close to 45◦ with respect to the incident beam. The
spectra were recorded by ten detectors which correspond to a range
of scattering vectors of q = 0.16–1.87 A˚−1. The measured neutron
scattering intensity in the experiments can be expressed as
Stotinc(q, ω) = R(q, ω)⊗
(
B0δ(ω) +B1L0(ω,Γ)
)
+ Cback, (1)
in which B0δ(ω) is the elastic peak, B1L0(ω,Γ) is the quasielastic
lorentzian, and Cback is the constant background term. The resolution
function R(q, ω) is determined from the measured QENS spectra of
each sample at low temperature (T = 30 K).16
The ﬁnite steps of diﬀusing atoms in lattices are taken into account by
the Chudley-Elliott (CE) model.18 For long range diﬀusion of atoms,
Γ is given for large q by
Γ(q) =
6D
L2
(
1− sin qL
qL
)
, (2)
with the hydrogen jump length L and a hydrogen diﬀusion constant
D = L2/(6τ).
The CE model assumes a random-walk of the diﬀusing species.18
For the vacancy mediated diﬀusion observed here, the motion of the
vacancy is a random walk, while the involved atomic jumps are cor-
related. In a zero-order approximation, i.e. one atomic jump per va-
cancy diﬀusion step, the only eﬀect is a rescaling of τ ,19 which will
cause negligible errors in the estimated activation energies.17
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Localized hydrogen dynamics cause q-independent quasielastic broad-
ening for large scattering vectors,20,21 yet lower diﬀusion rates may
result in a q-dependent broadening at lower q (see appendix A).
In addition to ﬁtting the QENS data to the CE model (Eq. 2), we esti-
mate the volume accessible to the diﬀusing hydrogen (vacancy) from
the ratio of elastic to total scattering intensity, the so-called elastic
incoherent structure factor (EISF).22 The EISF is proportional to the
absolute square of the Fourier transform of the accessible volume.23
The diﬀusing species are constricted to two perpendicular planes cor-
responding to the four possible jumps of a vacancy in a (AlH5)
2−
complex, assuming a radially symmetric probability density in the
planes. Approximating the powder average by a three-point integra-
tion over the polar angle θ with vanishing sin(θ) at the end points,
the normalized EISF A0 can be written as
A0(q) =
1
4
∣∣∣∣
∫ ∞
0
drρ(r)r [ j0(qr) + 1]
∣∣∣∣2 (3)
(j0 is the Bessel function of order zero). We estimate the radial prob-
ability density ρ(r) by a least squares ﬁt of the experimental data for
the EISF to Eq. (3).
4 Results from neutron scattering
The samples were subjected to elastic temperature scans to iden-
tify potential transitions temperatures, where scattering intensity is
transferred from the elastic to the inelastic regions.
For doped NaAlH4, no drop in elastic scattering intensity - except
for the Debye-Waller factor - is seen for temperatures up to 315 K
(Fig. 1); a similar scan for undoped NaAlH4 up to 412 K indicated
no signiﬁcant hydrogen dynamics below ∼ 350 K.16
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Fig. 1. Elastic temperature scan for NaAlH4 doped with 4-mol% TiCl3.
For doped Na3AlH6, a small and gradual transfer is observed at tem-
peratures above ∼ 250 K and similarly in a ≤ 350 K scan for undoped
Na3AlH6.
17
Quasielastic scans were performed on NaAlH4 at 30, 315, 390 K and
30, 315 K for doped NaAlH4.
16 For Na3AlH6, the scans were per-
formed at 30, 150, 250, 350, 390 K for the undoped sample and 30,
250, 300, 350 K for the doped sample (see Ref. [17]). Due to the high
equilibrium pressure of Ti-doped samples,24 we were not able to go
to higher temperatures.
The QENS data for NaAlH4 revealed that neither the doped nor the
undoped samples displayed any quasielastic broadening at tempera-
tures ≤ 315 K. In fact, only approx. half a percent of the hydrogen
was mobile in the undoped sample at 390 K.
For Na3AlH6, no quasielastic broadening was observed below 350 K,
and even at this temperature only the doped sample displayed a sig-
niﬁcant amount of mobile hydrogen (2%). At 390 K, the undoped
Na3AlH6 sample did display signiﬁcant broadening (13% mobile hy-
drogen) and a clear CE-type (Eq. 2) q-dependence, see Ref. [17].
Inverse jump rates and jump lengths for the mobile hydrogen atoms
(see Table 1) were obtained by ﬁtting QENS data to the CE model
(2) using prefactors from the DFT calculations, since reliable QENS
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NaAlH4 Na3AlH6
T τ−1(T ) Ljump Eact T τ
−1(T ) Ljump Eact
(K) (GHz) (A˚) (eV) (K) (GHz) (A˚) (eV)
undoped samples
QENS 390 0.4 ∼2.6 0.39 390 0.4 2.80 0.37
DFTL 0.09 2.55 0.44 0.1 2.50 0.41
DFTD 5 2.78 ≥0.31 9·10−6 3.08 ≥0.75
titanium doped samples
QENS 315 < 0.25∗ 350 0.8 2.8 0.31
DFTL no well-defined path – H trapped by Ti
DFTD H trapped by Ti 0.1 2.80 ≥0.36
Table 1
The calculational results for Local dynamics and long range Diffusion are labeled DFTL
and DFTD, respectively. The QENS values rely on the DFT prefactors to determine
Eact.
∗) Derived from the instrumental resolution.
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Fig. 2. Elastic incoherent structure factor for NaAlH4 and Na3AlH6.
data was only available at one temperature for each sample.
A least squares ﬁt of the EISF (see Fig. 2) to Eq. (3) for undoped
and doped Na3AlH6 yields jump lengths around 2.8 A˚ (see Fig. 3), in
good agreement with the Chudley-Elliott ﬁt for localized hydrogen
dynamics.17 Large peaks at r = 0 account for immobile hydrogen. In
order to increase the resolution of ρ(r), the experimental values for
the EISF have been interpolated with splines. The EISF for undoped
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NaAlH4 at 390K (see Fig. 2) does not display a q-dependence within
the given experimental resolution, suggesting a non-localized process.
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Fig. 3. Radial probability densities for diﬀusing species in undoped and
doped Na3AlH6 (inset: Gaussian ﬁt to ﬁrst peak at r = 2.81 ± 0.14 A˚).
5 Calculations results
In order to clearly identify the dynamic events observed in the QENS
data, we have calculated the prefactors and activation energies for
long range H diﬀusion and localized H dynamics using DFT. We ﬁnd
hydrogen diﬀusion to be vacancy mediated due to high formation
energies of interstitials. For undoped NaAlH4, the formation energy
for a hydrogen vacancy is 1.61 eV while the cost for an interstitial is
2.40 eV (for Na3AlH6 the energies are 1.54 eV and 2.42 eV, respec-
tively).17
In undoped NaAlH4, diﬀusion from an (AlH4)
− tetrahedron to a
faulted AlH3 complex is found to have the lowest activation energy
of Eact = 0.31 eV (see Fig. 4a). The barrier for localized motion (see
Fig. 4b) in the same AlH3 complex is 0.44 eV. These ﬁndings agree
with the 0.39 eV obtained form the QENS data (Table 1) and the
EISF results.
In undoped Na3AlH6, long range H diﬀusion is limited (Eact ≥0.75 eV),
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Fig. 4. The calculated activation energies for localized H dynamics and
long range H diﬀusion in NaAlH4 and Na3AlH6 (a) and the calculated
minimum energy diﬀusion path for localized hydrogen motion in undoped
NaAlH4 (b) (representing colors: sodium: blue; aluminum: gray; hydrogen:
white).
while the barrier for localized dynamics, where the vacancy remains
bound to the same Al-atom is signiﬁcantly lower: 0.41 eV (see Fig. 4a).
The QENS barrier is found to be 0.37 eV, in clear support of the lo-
calized dynamics observed in the EISF.
To calculate the potential eﬀect of bulk substituted titanium on the
hydrogen dynamics, the Al-sites were used since they are energeti-
cally preferred over Na-sites for both NaAlH4
25 and Na3AlH6.
17 For
an insigniﬁcant fraction of the hydrogen atoms in doped Na3AlH6
(<1% for doping with 4 mol-% TiCl3), the activation energy for long
range diﬀusion could be lowered to 0.36 eV (see Table 1). For doped
NaAlH4, H is trapped by Ti for Ti–H distances up to at least ∼7 A˚.
Neither case would yield signiﬁcantly improved hydrogen dynamics.
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6 Discussion
The barrier for long range hydrogen diﬀusion in NaAlH4 was found to
be lower than the barrier for localized hydrogen dynamics, whereas
the opposite is observed for Na3AlH6, eﬀectively excluding long range
diﬀusion in this alanate.
Excellent agreement between the QENS and DFT data shows that a
limited amount of hydrogen diﬀusion is observed in NaAlH4, whereas
only localized hydrogen dynamics is found in Na3AlH6. In both cases,
high temperatures are needed and the addition of a TiCl3 catalyst
was found to have a limited eﬀect on the bulk hydrogen dynamics.
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A Quasielastic broadening in the case of low diﬀusion rates
In Singwi and Sjo¨lander’s model for diﬀusive motion,20 the diﬀusing
species oscillate around their equilibrium position for a mean time
τosc and then diﬀuse continuously for a mean time τdiff . The eﬀec-
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tive diﬀusion constant is D ≈ L2
6(τdiff+τosc)
(L is the jump length). For
τdiff ≫ τosc, the broadening of the diﬀerential scattering cross section
is dominated by continuous diﬀusion, displaying a q2-dependence.20
For τdiff ≪ τosc, the shape of the diﬀerential scattering cross sec-
tion is a Lorentzian, the width of which becomes q-independent for
q2Dτosc ≫ 1. We assume this inequality to be fulﬁlled, but we do not
restrict τdiff to be much smaller than τosc. With inverse diﬀusion rates
of the order of 1 ns for localized events in Na3AlH6 and broadenings of
the order of 1µeV, we have q2Dτosc ≫ 1 ∼ ω2τ 2diff . Using Eqs. (15a),
(15b) and (17) from Ref. [20], we obtain the following simpliﬁed ex-
pression for half-width at half maximum of the diﬀerential scattering
cross section:
∆ω =
q2D (τdiff + τosc)√
τ 2oscq
4D2(τdiff + τosc)
2 + 2τdiffτosc
. (A.1)
In order to approach the asymptotic limit τ−1osc of (A.1), the condi-
tion q2L2 ≫ 6
√
2τdiff
τosc
must be fulﬁlled. A q-dependent broadening for
larger wave vectors could therefore be explained by lower diﬀusion
rates τ−1diff .
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