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Abstract
Inductively minimal geometries form an in.nite family of incidence geometries on which
.nite symmetric groups act /ag-transitively. They were introduced in Buekenhout et al. (in:
N.L. Johnson (Ed.), Mostly Finite Geometries, Marcel Dekker, New York, 1997, pp. 185–190)
and satisfy, among other, the (IP)2 and RWPRI conditions (see Bull. Belg. Math. Soc. Simon
Stevin 5 (1998) 213–219). In the present paper we characterize the truncations of inductively
minimal geometries which satisfy both of these conditions. We also determine all rank 2 residues
in these truncations. This enables one to .nd the diagram of these truncations.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
When producing incidence geometries satisfying certain properties, it is useful to
have standard constructions which enable the creation of new examples from known
ones. One of these constructions is known as truncation. Unfortunately, a truncation
of a geometry  does not, in general, inherit all properties of . This is the case for
the properties (IP)2 and RWPRI considered in this paper.
For degrees n67, all residually connected, geometries satisfying (IP)2 and RWPRI
on which the symmetric group Sn acts /ag-transitively can be produced by computer
and are listed in [6]. This list inspired theoretical work. The highest rank geometries
satisfying both (IP)2 and RWPRI can be constructed in a uniform way as inductively
minimal geometries (see [5]). These geometries were studied in [3] and provide a huge
family of geometries on which a .nite symmetric group acts /ag-transitively. From this
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family, a new family of geometries with a residue isomorphic to the geometry of the
Petersen graph was constructed in [7] and it seems that even more geometries can be
obtained from them. Observation of lower rank geometries for Sn in [6] shows that a lot
of them are truncations of inductively minimal geometries. This leads to the theoretical
work presented here.
We characterize the truncations of inductively minimal geometries which satisfy the
RWPRI and (IP)2 conditions and obtain the following results.
Theorem 1. A J -truncation of an inductively minimal pair with basic diagram (I;∼)
satis1es (IP)2 if and only if the subgraph induced on J is connected and satis1es the
(0; 1; all)-property.
Theorem 2. A truncation of an inductively minimal geometry which satis1es (IP)2
also satis1es RWPRI.
Moreover we determine the rank 2 residues of the truncations of inductively min-
imal geometries which satisfy (IP)2. This enables one to make the diagram of these
truncations in the sense of [1].
Theorem 3. Let i∼j be an edge of the basic diagram of an (IP)2 truncation J of
an inductively minimal geometry  with diagram (I;∼). A residue of type {i; j} in
J is isomorphic to a certain subset geometry SsG(k; l).
2. General denitions and notation
2.1. Incidence geometry
We brie/y recall some basic de.nitions from incidence geometry. For more details,
the reader is referred to [2,4].
We de.ne an incidence geometry to be a quadruple (X; ∗; I; t) in which (X; ∗) is an
undirected graph and t is a map X → I from X to a set I such that the preimages
t−1(i) are cocliques for each i∈I . The vertices of (X; ∗) are called elements of the
geometry, two adjacent elements are said to be incident and the relation ∗ is termed
incidence relation. We assume that x ∗ x for all x∈X , i.e. the incidence relation is
re/exive. The graph (X; ∗) is called the incidence graph of the geometry. For a set A
of elements of the geometry, the image t(A) of A under t is called the type of A and
I\t(A) is the cotype of A. The set I is the type set of the geometry and t is the type
function. The rank of the geometry is the cardinality of the type set I . It is usually
denoted by the letter n in what follows.
In shorthand notation, a geometry (X; ∗; I; t) will always be denoted by a Greek
capital letter . When a symbol  appears in the text, we assume implicitly that it
stands for a geometry with element set X , incidence relation ∗, type set I and type
function t.
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Let  be a geometry (X; ∗; I; t) as described. A set of pairwise incident elements is
called a 7ag of . Hence a /ag is a clique in the incidence graph of . Flags of type
I are called chambers. In a geometry, we assume that every /ag whose type is not
the full set I is contained in at least two chambers.
With a /ag F , we can associate a new geometry F =(XF; ∗F ; IF ; tF) in which XF is
the set of elements in X \F which are incident with all elements of F . The incidence
relation ∗F and type function tF are the restrictions of ∗ and t to XF ; the type set IF
is I\t(F). The geometry F is called the residue of F in . If F is a singleton {x},
we write x instead of {x}.
For every type i of a geometry, we de.ne the i-order to be the integer which is one
less than the number of elements in the residue of a /ag of cotype {i}.
A geometry  is said to be residually connected if the incidence graph (XF; ∗F) of
the residue F is connected for every /ag F with |I\t(F)|¿2.
For a subset J of the type set of =(X; ∗; I; t), we de.ne the truncation of  with
respect to J (or J -truncation for short). This is the geometry J =(t−1(J ); ∗J ; J; tJ ),
where ∗J and tJ are restrictions of the incidence relation and type function of  to the
set t−1(J ).
For the sequel, rank two geometries play an important role. In such a geometry it
is natural to call the elements of one type points and the elements of the other type
lines. A rank 2 geometry in which all points are incident with all lines is called a
generalized digon.
Let  be a rank 2 geometry. With  we associate three integers denoted by dp, g
and dl. The middle parameter g is half the girth of the incidence graph G of . To
compute dp, we take a point x in  and look for a longest geodesic path in G with .rst
vertex x. The length of such a path is called the point-diameter of  and is denoted
by dp. Similarly the line-diameter is the maximum distance between a line and any
other vertex in G. The line-diameter is denoted by dl.
A geometry is said to satisfy (IP)2 if in every rank 2 residue which is not a gen-
eralized digon, two diLerent elements of the same type are incident with at most one
element of the other type.
Interesting geometries are those with a lot of “symmetry”. A way to measure
this symmetry is to study automorphisms. An isomorphism between two geometries
(X; ∗; I; t) and (X ′; ∗′; I; t′) with the same type set is a bijection  between the element
sets X and X ′ such that incidence and type of elements are preserved. This means
that x ∗ y implies (x) ∗′ (y) for each x; y∈X and that t′ ◦ = t. An automorphism
of  is an isomorphism from  onto itself.
2.2. Groups and geometries
A group G is said to act on a geometry  if there is an action of G on the element
set X of  and the permutations induced on X are automorphisms of . A group act-
ing on a geometry  is called 7ag-transitive if it is transitive on the set of chambers
of .
We de.ne a geometry-group pair to be a pair (;G) consisting of a geometry  and
a group G acting /ag-transitively on it. We shall often abuse language when talking
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about geometry-group pairs. For example we talk about a /ag in a geometry-group
pair when we actually consider a /ag in the geometry of the pair.
A pair (;G) satis.es property WPRI if G acts primitively on the set of elements
of type i for at least one i∈I . This is equivalent to the fact that the stabilizer Gi of
an element of type i is a maximal subgroup of G.
Looking at the residue of a /ag F , one can take the stabilizer GF of F in G which
acts on the residue F . This yields a geometry-group pair (F; GF). We say that the pair
(;G) satis.es property RWPRI if for every /ag F in , the pair (F; GF) satis.es
WPRI.
Given two geometries 1 = (X1; ∗1; I1; t1) and 2 = (X2; ∗2; I2; t2), we de.ne the direct
sum of these geometries to be the geometry 1⊕2 = (X; ∗; I; t), where X is the disjoint
union X1unionsqX2, the type set I is I1unionsqI2, the type function t is t1unionsq t2. Two elements of
the direct sum geometry are incident if and only if they were either incident in one of
the summands or they belong to diLerent summands. Formally, we have ∗= ∗1 unionsq ∗2
unionsq{{x1; x2} | x1∈X1; x2∈X2}. Given two geometry-group pairs (1; G1) and (2; G2) the
direct product G1×G2 acts on the direct sum 1⊕2 in a natural way. This action is
also /ag-transitive because chambers in 1⊕2 are disjoint unions of chambers in 1
and 2.
2.3. Diagrams
Following ideas of Buekenhout [1], the structure of a geometry can conveniently be
described by a diagram. Although diagrams can be de.ned for geometries in general,
we assume that some group is acting /ag-transitively on our geometries.
We de.ne the basic diagram of such a geometry  as a graph with vertex set I and
the following adjacency. Given two types i and j, we consider the residue ij of a /ag
of type I\{i; j}. This residue is a geometry of rank 2 and, since  is endowed with
/ag-transitive group of automorphisms, it will always be of a .xed isomorphism type,
no matter which /ag of cotype {i; j} we choose. The vertices i and j are adjacent in
the basic diagram of  if and only if the residue ij is not a generalized digon.
The next theorem is very useful and was proved Buekenhout in [1].
Theorem 4 (Direct sum theorem). Let  be a residually connected geometry of 1nite
rank and let i and j be two types contained in distinct connected components of the
basic diagram of . Then every element of type i in  is incident with every element
of type j. This means that  is the direct sum of geometries whose basic diagrams
are the connected components of the basic diagram of .
The diagram of a /ag-transitive geometry  gives a more detailed description of .
It is in fact the basic diagram enriched with the orders, diameters and girth for each
rank 2 residue. In this paper only the basic diagram will be used but all information
needed for the full diagram is provided.
Remark 5. Given a 7ag-transitive geometry  with basic diagram (I;∼), the basic
diagram of a residue F is the graph induced on the vertices of I\t(F). For truncations
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we don’t have such a nice property and diagrams may change. Also RWPRI and (IP)2
are not preserved by truncation.
2.4. Subset geometries
Denition 6. Let n and k be positive integers such that 0¡k¡n − 1. The subset
geometry SsG(n; k) is de.ned as the rank 2 geometry in which the points and lines
are, respectively, the k-subsets and the (k + 1)-subsets of a set S of cardinality n.
Incidence is symmetrised inclusion.
The next lemma is straightforward to prove.
Lemma 7. Let  be a subset geometry SsG(n; k) with n−k¿k. We have the following
properties:
(1) The symmetric group of degree n acts 7ag-transitively on ;
(2) The pair (; Sn) satis1es both RWPRI and (IP)2;
(3) The point-order of  is k;
(4) The line-order of  is n− k − 1;
(5) The girth of the incidence graph of  is 6;
(6) The point-diameter of  is 2k + 1;
(7) The line-diameter of  is 2k + 2 except when n − k = k + 1. In this case the
line-diameter equals the point-diameter.
2.5. Inductively minimal geometries
In [5], it is proved that inductively minimal geometries are uniquely determined by
their diagram. We use this property to de.ne inductively minimal geometries.
Denition 8. An IM-diagram is a connected graph (I;∼) with .nite vertex set I and
adjacency relation ∼ such that the following properties are satis.ed:
(IM1) The graph (I;∼) has no circuit of length l¿3.
(IM2) Every edge of (I;∼) is on a unique maximal clique.
(IM3) Each vertex of (I;∼) is either on one or on two maximal cliques of (I;∼).
We recall that a circuit in a graph is a chordless cycle. A path between two vertices
in a graph is said to be geodesic if there is no shorter path joining the same two
vertices. Hence a geodesic path is always chordless. Concerning chordless paths in an
IM-diagram, one has the following easy lemma.
Lemma 9. In an IM-diagram, any pair of vertices is joined by a unique geodesic path
and a path is geodesic if and only if it is chordless.
A vertex in a graph whose removal increases the number of connected components
is called a cut vertex. A vertex which is not a cut vertex will be called an end in what
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follows. We shall also use the term nonend as a synonym for cut vertex. A nonend i
of a graph (I;∼) such that all connected components of the graph induced on I\{i}
have the same cardinality, is called a middle of the graph.
From the de.nition of IM-diagram, we see that the vertices are partitioned into two
classes: the ones which belong to exactly one maximal clique and the others. These
two classes correspond to the ends and the nonends of the IM-diagram, respectively.
We proceed by de.ning the inductively minimal geometry associated to an IM-
diagram (I;∼). The set of ends of (I;∼) is denoted by E. For a cut vertex i∈I , the
graph induced on I\{i} has exactly two connected components. We denote the union
of {i} and one (randomly chosen) such connected component by Ii and let QIi be the
complement of Ii in I . For an end e, we say Ie = {e}. Put Ei = Ii ∩ E for every vertex
i. Note the cardinality of I with n and let S be a set of n+1 elements. The inductively
minimal geometry associated to (I;∼) will be constructed on the cartesian product
E× S which will be called a grid. For subsets E′⊆E and S ′⊆ S, we call the subgrid
E′× S ′ a block and the block QE′× QS ′ is called the orthogonal complement of E′× S ′
and is denoted by (E′× S ′)⊥.
For every vertex i of the IM-diagram, we de.ne the elements of type i to be the
unions (Ei×T )∪(Ei×T )⊥ of orthogonal blocks of E× S with T a subset of S with |Ii|
elements. It is clear that we only need one of the two blocks to completely determine
the element and one can see that choosing the other connected component of I\{i} as
Ii yields the same union of orthogonal blocks. This means that the description given
here is independent of the choice made for Ii.
We declare two elements (Ei×T ) ∪ (Ei×T )⊥ and (Ej ×U )∪ (Ej ×U )⊥ incident
if and only if either (Ei×T )⊆⊃(Ej ×U ) or (Ei×T )⊥⊆⊃(Ej ×U ). Here the symbol ⊆⊃
stands for symmetrised inclusion: for two sets A and B, the expression A⊆⊃B stands for
A⊆B or A⊇B.
From this construction it follows that, for an end e of the IM-diagram, an inductively
minimal geometry has exactly n+ 1 elements of type e. The symmetric group on the
set S which is of degree n+1 acts /ag-transitively on the geometry just de.ned. In [3]
it is also shown that these geometries satisfy the (IP)2 and RWPRI conditions and
that they are residually connected. This allows us to apply the “direct sum theorem”
(Theorem 4) on residues and truncations of inductively minimal geometries.
Consider a subset J of the type set I of an inductively minimal geometry  and
suppose the graph induced on I\J by the basic diagram of  has connected components
I1, I2, . . . , Ik . The residue of a /ag F of type J is the direct sum 
I1
F ⊕I2F ⊕· · ·⊕IkF of
truncations which are inductively minimal geometries. The stabilizer of F is isomorphic
to the direct product GI1F ×GI2F ×· · ·×GIkF , where GIlF , denotes the stabilizer of a /ag of
type I\Il containing F for each l∈{1; 2; : : : ; k}. Since the summands in the residue of
F are inductively minimal geometries we have GIlF ∼= Snl+1, where nl is the cardinality
of Il for l∈{1; 2; : : : ; k}. From this we see that the residue of an element of nonend
type i is the direct sum of two inductively minimal geometries and that its stabilizer
is isomorphic to a direct product Sn1+1× Sn2+1 with n1 +1+n2 +1= n+1 (where n is
the rank of ). It is well-known (see [8] for example) that this stabilizer is a maximal
subgroup of Sn+1 in all cases except when n1 = n2. This is the case when i is a middle
of the diagram of .
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3. Basic diagram of a truncation
We now characterize the subsets J of the type set of an inductively minimal geometry
 for which the truncation J satis.es (IP)2.
Lemma 10. Given a subset J of a type set I and an inductively minimal geometry 
with diagram (I;∼), if the subgraph induced on J is disconnected, then the truncation
J does not satisfy (IP)2.
Proof. Let i and j be two vertices in diLerent connected components of J and at
minimal distance in (I;∼), compared with other pairs of vertices chosen in the same
two components. Consider a shortest path (i= i0; i1; : : : ; ik = j) from i to j in I . Then
we can be sure that k¿1 and il =∈J for every l∈{1; 2; : : : ; k−1}. Now take a residue F
of type {i0; i1; : : : ; ik}. This is an inductively minimal geometry with string diagram of
length k. This diagram has two ends which are exactly i and j. From being inductively
minimal it follows that every element of type i in F is incident with k+1 of the k+2
elements of type j. This means that if we take two diLerent elements of type i, the
elements of type j incident with both of them are the intersection of two (k+1)-subsets
of a set of size k + 2. Since such an intersection contains at least k¿1 elements, we
have shown that (F){i; j}, which is a subset of a residue of type {i; j} in J , does not
satisfy (IP)2.
In view of (IP)2, we have to make truncations of rank at least two. We .rst study
the truncations which have rank equal to 2.
Lemma 11. Let  be an inductively minimal geometry with diagram (I;∼) and rank
n¿3. Let i∼j be two vertices of (I;∼) such that {i; j} is a maximal clique. The
truncation {i; j} satis1es (IP)2.
Proof. We .rst show that i and j cannot both be ends. The rank of the geometry is at
least 3, hence there must be another vertex k∈I adjacent to either i or j. Since ends
of an IM-diagram belong to exactly one maximal clique, the vertex k must be adjacent
to both i and j, contradicting the hypothesis that {i; j} is a maximal clique.
Without loss of generality we may assume that j is a nonend. Denote the connected
components of I\{j} by I1 and I2. We can suppose i∈I1 and choose an end e of (I;∼)
which belongs to I1. If |I1|= n1, we know that an element x of type j is incident with
exactly n1 +1 elements of type e, which uniquely de.ne x. Denote this set of elements
of type e by Tj. Since i∈I1 and i∼j, an element of type i is incident with exactly n1
elements of type e and is uniquely de.ned by these. An element of type i which is
determined by a set Ti of elements of type e is incident with x if and only if Ti⊆Tj.
Let x and x′ be two elements of type j. They can be identi.ed with two diLerent sets
Tj and T ′j of cardinality n1+1. An element of type i incident with both is characterized
by a set Ti of size n1 which must be contained in Tj and T ′j . It is clear that the
intersection of two diLerent sets of cardinality n1 + 1 can contain at most one set of
size n1.
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Fig. 1. If J does not contain m the truncation to J cannot satisfy (IP)2.
Lemma 12. Given a subset J of a type set I and an inductively minimal geometry 
with diagram (I;∼), if J satis1es (IP)2, then for every maximal clique M of (I;∼),
we have that J contains either none, one or all of the vertices of M .
Proof. Suppose J contains at least two vertices i and j of a maximal clique M of size
at least 3. If m is a vertex of M not in J , we look at a residue F of type {i; j; m}.
This is an inductively minimal geometry of rank 3 whose diagram is a complete graph
on three vertices. From the construction of inductively minimal geometries, we know
that the structure of this residue is given by the grid in Fig. 1.
We see that any choice of two elements of one type, say i, is incident with two
elements of any other type. Since {i; j}F is a subset of a residue of type {i; j} in J ,
the proof is .nished.
We introduce an abbreviation for the property encountered here.
Denition 13. A subgraph J of a graph (I;∼) is said to satisfy the (0; 1; all)-property
if for every maximal clique M of (I;∼) we have that J contains either none, one or
all of the vertices of M .
We need some more properties of IM-diagrams.
Lemma 14. Let (I;∼) be an IM-diagram, J⊆I a connected subgraph and K a sub-
set of J . Any two vertices of J\K belong to the same connected component of
J\K if and only if they belong to the same connected component of I\K .
Proof. One implication is trivial. Suppose there is no path in J\K between two vertices
i and j which belong to the same connected component of I\K . Since J is a connected
subgraph, there is a chordless path ! from i to j in J . We can deduce that ! must have
at least one vertex in K . Since i and j are chosen in the same connected component
of I\K , we have a chordless path " joining these two vertices in I\K . Again we can
deduce that " has at least one vertex outside J . We end up with two diLerent chordless
paths in (I;∼) between the vertices i and j. This contradicts Lemma 9.
Lemma 15. In an IM-diagram (I;∼) we take a subgraph J satisfying the (0; 1; all)-
property. For every subset K of J , the subgraph J\K , seen as a subgraph of I\K ,
satis1es the (0; 1; all)-property.
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Proof. Fix a maximal clique M in I\K and suppose J\K contains at least two vertices
of M . In (I;∼), we .nd a maximal clique N ⊇M with N\M ⊆K . This implies N⊆J
because J⊇J\K satis.es the (0,1,all)-property when considered as a subgraph of I .
But then M ⊆ J\K .
Theorem 16. A J -truncation of an inductively minimal pair with basic diagram (I;∼)
satis1es (IP)2 if and only if the graph induced on J is connected and satis1es the
(0; 1; all)-property.
Proof. We suppose |J |¿2 and J = I . The necessity of both conditions follows from
Lemmas 10 and 12.
Now assume that J is a connected subgraph of (I;∼) satisfying the (0,1,all)-property.
We consider a /ag F in J whose residue (in J ) is of rank 2. Suppose J\t(F)= {i; j}.
If i and j are in diLerent components of the diagram of F , the direct sum theorem
ensures (IP)2. In the other case, we can assume that the k connected components of
F (here we do not exclude k =1) are numbered in such a way that i; j∈I1. Since
J= t(F)∪{i; j}, we know that Il ∩ J=∅ for any component Il = I1 and, by Lemma 14,
the vertices i and j are adjacent. Actually, JF is the rank 2 truncation ˜
{i; j} where
˜=I1F , an inductively minimal geometry. By Lemma 15, the set I1 ∩ J={i; j} is a
maximal clique of (I1;∼), whence application of Lemma 11 terminates the proof.
The RWPRI truncations of inductively minimal pairs can also be characterized in
terms of their basic diagram.
Theorem 17. Let (;G) be an inductively minimal pair with basic diagram (I;∼) and
J⊆I . The truncation J satis1es RWPRI if and only if none of the vertices j∈J is
the middle of a connected component of the subgraph (I\J )∪{j}.
Proof. If j is the middle of a connected component I1 of (I\J )∪{j}, we take a /ag
F of type J\{j}. We know that I1F is inductively minimal and has j as middle of its
diagram. This means that the stabilizer (G1F)j of an element of type j is not maximal
in G1F6GF . Truncating to J provides (F)
J ⊆ (J )F which is nonempty and consists
only of elements of type j which have no maximal stabilizer. Hence we have a residue
which is not WPRI.
If J is not RWPRI, we can .nd a /ag F in J such that (J )F is not WPRI. This
means that for every j∈J\t(F), the stabilizer (GF)j is not maximal in GF . Choose
j∈J\t(F). Let I1 be the connected component of I\t(F) containing j, the others are
I2; : : : ; Ik . We know that the stabilizer GF is a direct product G1F ×G2F × · · · ×GkF where
GlF ∼= S|Il|+1 and IlF is inductively minimal for every l∈{1; 2; : : : ; k}. The stabilizer
(GF)j of an element of type j∈I1 is in fact (G1F)j ×G2F × · · ·×GkF which implies
that (GF)j is maximal in GF if and only if (G1F)j is maximal in G
1
F . We know that
only the middle of the diagram of an inductively minimal pair can produce a non-
maximal stabilizer. This shows that j is the middle of I1, a connected component of
(I\J )∪{j}.
72 P. Cara /Discrete Mathematics 267 (2003) 63–74
The surprise is that when a truncation of rank ¿2 of an inductively minimal geom-
etry satis.es (IP)2, one gets the RWPRI property for free. For truncations of rank 1
we can say that (IP)2 is satis.ed but that RWPRI is not ful.lled when you truncate to
a middle vertex of the IM-diagram.
Theorem 18. Let J be a truncation of rank at least two of an inductively minimal
geometry . If J satis1es (IP)2 then it also satis1es RWPRI.
Proof. Using the characterizations of Theorems 16 and 17 the proof boils down to
showing that if J is connected and satis.es the (0,1,all)-property, then no vertex j∈J
can be the middle of a connected component of (I\J )∪{j}.
Hence suppose J satis.es the properties required for an (IP)2 truncation and take
j∈J . Since |J |¿2 and J is connected, there must be another vertex j′∈J which is
adjacent to j. This shows that one of the cliques to which j belongs in (I;∼) must be a
subset of J . If j is an end of (I;∼), the connected component of (I\J )∪{j} containing
j is a singleton and hence has no middle. For a nonend j, the second maximal clique
containing it in (I;∼) does either lie completely inside J or has only j in common
with J . In the .rst case the connected component of (I\J )∪{j} containing j is again
the singleton {j}. For the other case we remark that j must be an end of the connected
component of (I\J )∪{j} containing it. It follows that j is cannot be a middle of this
component.
4. Basic diagram and rank 2 residues of (IP)2 truncations of inductively minimal
geometries
In what follows we assume |J |¿1.
Theorem 19. Let  be an inductively minimal geometry with basic diagram (I;∼) and
let J⊆I be the vertex set of a connected subgraph of (I;∼) satisfying the (0; 1; all)-
property. The basic diagram of the truncation J is the graph induced on J by (I;∼).
Proof. First consider an edge i∼j in the graph induced on J . Since this is also an
edge in (I;∼), there is a residue QF of type {i; j} in  which contains at least two
elements of diLerent type which are not incident. The residue JF with F = QF ∩ t−1(J )
is of type {i; j} in the truncation and must also contain these elements, implying that
the vertices i and j form an edge in the basic diagram of J .
If i and j are not adjacent in (I;∼), then every residue QF of type {i; j} in  is a
digon with two elements of each type because  is thin. Now consider the residue of
the /ag F = QF ∩ t−1(J ) in . We have F ⊇QF and hence the truncation of F to J
contains two elements of type i say which are both incident with two elements of type
j. This contradicts the fact that J satis.es (IP)2, unless this residue is a generalized
digon. It is clear that every /ag F of cotype {i; j} in J is contained in a /ag QF of
the same cotype in . Hence all residues of type {i; j} in J have to be generalized
digons.
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We now investigate the structure of a rank 2 residue in an (IP)2 truncation of an
inductively minimal geometry.
Theorem 20. Let i∼j be an edge of the basic diagram of an (IP)2 truncation J of
an inductively minimal geometry  with diagram (I;∼). A residue of type {i; j} is
isomorphic to a certain subset geometry SsG(k; l).
Proof. In fact we have three types of residues.
(1) Suppose neither i nor j is an end of J and a nonend of (I;∼). By the (0,1,all)-
property J must contain the maximal clique on the edge i∼j. Take a vertex
i′∈I\J . If i and i′ are adjacent, then i must be a nonend in (I;∼), implying that i
must also be a nonend of J . But this implies that both maximal cliques containing
i in (I;∼) must be included in J , contradicting the fact that i′ was outside J . Hence
no vertex outside J can be adjacent to either i or j. For a /ag F of cotype {i; j}
in J , the diagram of the residue F must have one connected component which
consists only of the vertices i and j. Applying the direct sum theorem (Theorem 4)
we can extend F to a /ag QF of cotype {i; j} in  such that the residues JF and
QF contain the same elements of type i and j. But the residue QF is isomorphic
to the unique inductively minimal geometry of rank 2, which is easily seen to
be the subset geometry SsG(3; 1). This geometry has three points and three lines
and every point is on two lines. Therefore this geometry is sometimes called a
triangle.
(2) Now assume that j is an end of J and a nonend of (I;∼) and i not. As usual we
take F to be a /ag of cotype {i; j} in J and denote the connected component
of (I\J )∪{i; j} containing j by I1. Now I1 is a connected subgraph in which i
is an end (because both maximal cliques containing i in (I;∼) are contained in
J ). Moreover i has valency 1 in this subgraph because all its neighbors except
j belong to t(F). As before we extend F to a /ag QF of type I\I1 in . The
geometry QF is an inductively minimal geometry with |I1|+ 1 elements of type i.
Since the only vertex adjacent to i in the subgraph I1 is j, an element y of type
j in the residue QF corresponds to a union ({i}×Tj)∪ ({i}×Tj)⊥ of orthogonal
blocks where Tj has cardinality two. The set Tj can be identi.ed with the pair of
elements of type i in QF which are incident with y. Since incidence is decided by
inclusion, the truncation of this residue to J is isomorphic to the subset geometry
SsG(|I1|+1; 1). Traditionally, this geometry is called the circle geometry on |I1|+1
points (see [1]).
(3) In the last case both i and j are ends of J but nonends in (I;∼). For a /ag F of
cotype {i; j} in J we denote the connected component of I\t(F)= (I\J )∪{i; j}
containing the vertices i and j by I1. The vertices i and j are two adjacent nonends
in the IM-diagram I1 and the maximal clique containing them in I1 is {i; j} be-
cause the other vertices of the maximal clique containing the edge i∼j appear
in J . Put n1 := |I1|. The elements of type i in F are unions of orthogonal blocks
(Ei×Ti)∪ (Ei×Ti)⊥ where Ti is an |Ii|-subset of a set of n1+1 elements. Remem-
ber that Ii is the union of a connected component of I1\{i} and {i} and that once Ii
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is chosen, we can choose Ij for the nonend j in such a way that Ei⊆Ej (Corollary
5.2 in [7]). We choose to construct Ii with the smallest connected component of
I1\{i} and if I1\{j} has an even smaller connected component, we swap the names
i and j of the vertices considered. Denote the cardinality of Ii by ni. Now the
elements of type i in the residue JF can be identi.ed with the ni-subsets of a
set S of n1 + 1 elements and the elements of type j correspond to the (ni + 1)-
subsets of S. Incidence in the truncation JF of type {i; j} is symmetrised inclu-
sion and so we conclude that this residue is isomorphic to the subset geometry
SsG(n1 + 1; ni).
To conclude we remark that our choice of Ii in the previous proof implies
n1 + 1 − ni¿ni so that we can use Lemma 7 to describe the structure of the residue
JF in detail. This enables one to construct the complete diagram (rather than only
the basic diagram) of the truncations considered here.
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