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Résumé:  
 
Notre société fait face à de nombreux risques qui affectent des vies humaines. Les 
autorités publiques doivent donc déterminer le budget optimal à consacrer à chaque 
projet visant à diminuer ces risques sociaux. L’analyse avantages-coûts est un outil très 
utilisé pour l’évaluation de ces projets. La tâche du gouvernement est de mettre en 
place des projets ou des réglementations qui génèreront des bénéfices supérieurs aux 
coûts de leur implantation. Les coûts sont habituellement assez faciles à déterminer, 
mais comment évaluer les bénéfices reliés à la sauvegarde de vies humaines? Depuis 
les années 70, le nombre d’études réalisées sur la mesure de la valeur statistique d’une 
vie humaine (VSV) est impressionnant. Plusieurs valeurs ont été estimées, et ce, à 
l’aide de différentes méthodes. La difficulté des gouvernements à choisir une valeur, 
provient de la grande variabilité dans les résultats obtenus. En effet, les VSV observées 
varient de 0,5 million de dollars jusqu’à 50 millions de dollars ($ US 2000). L’objectif 
principal de cet article est d’aider à comprendre d’où vient cette grande variabilité dans 
les résultats. Nous voulons aussi déterminer quelle valeur nous semble la plus 
raisonnable. 
 
Mots clés: Valeur statistique d’une vie humaine, méta-analyse, régression à effets 
mixtes, méthode hédonique d’estimation des salaires, risque, effet revenu, aversion au 
risque 
 
Classification JEL: D13, D80, H43, J38, J58 
 
 
Abstract: 
 
Our society faces many risks that affect human life. Cost-benefit analysis is a very 
popular project-evaluation tool for reducing these social risks. The government has to 
set projects or regulations whose benefits will outweigh costs. It is quite easy to evaluate 
costs but how to evaluate the benefits linked to protecting human life? Since the 1970s, 
many values of life have been estimated with different methods. The wide variability of 
the results range from 0,5 million up to 50 million ($US, 2000). The main goal of this 
study is to analyze the source of this variability in results. We also want to determine a 
reasonable value for public decision making. 
 
Keywords: Value of statistical life, meta-analysis, mixed effects regression model, 
hedonic wage method, risk, income effect, risk aversion 
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LE CALCUL DE LA VALEUR STATISTIQUE D’UNE VIE HUMAINE 
 
INTRODUCTION 
 
Notre société fait face à de nombreux risques qui affectent des vies humaines, notamment dans 
certains domaines tels que la santé (SRAS, VIH, H1N1, H5N1, etc.), l’environnement, les 
catastrophes naturelles, les transports (accidents de la route et aériens) ainsi que la sécurité au 
travail. Il ne faut pas être utopique et penser que les risques doivent être éliminés complètement 
mais ils doivent être compensés et gérés efficacement. Les autorités publiques doivent donc 
déterminer le budget optimal à consacrer à chaque projet visant à diminuer les risques. 
 
L’analyse avantages-coûts est un outil très utilisé pour l’évaluation de projets qui réduisent ces 
risques sociaux. La tâche du gouvernement est de mettre en place des projets ou des 
réglementations qui génèreront des bénéfices supérieurs aux coûts de leur implantation. Les coûts 
sont habituellement assez faciles à déterminer, mais comment évaluer les bénéfices reliés à la 
sauvegarde de vies humaines? Il est important de mentionner que nous ne parlons pas de la valeur 
d’une vie en particulier, mais bien d’un individu complètement anonyme parmi la société. Pour 
éviter les confusions, nous utiliserons l’appellation « valeur statistique d’une vie » (VSV). Nous 
ne voulons en aucun temps aborder les aspects sentimentaux et éthiques que pourrait engendrer 
une telle problématique. Si une petite fille court le risque de tomber dans un puits, le 
gouvernement (ou la communauté) serait probablement incité à dépenser une somme très 
importante pour la protéger. Une même somme qui, investie ailleurs (infrastructures routières par 
exemple), aurait pu sauver plusieurs vies (Thaler, 1974). Il est aussi essentiel de comprendre que 
le concept de la VSV ne repose pas sur la valeur certaine d’un décès, mais bien sur la valeur d’une 
petite variation du risque de décès (Viscusi, 2005).
2
  
 
Tous les jours, les individus prennent des décisions qui reflètent la valeur qu’ils associent à leur 
santé et leur risque de décès, que ce soit en conduisant leur automobile, en fumant, ou en ayant un 
emploi dangereux (Viscusi et Aldy, 2003). Le risque observé fait en quelque sorte partie des 
préférences révélées des individus. Chaque individu choisit, en partie, le niveau d’exposition au 
                                                 
2
 « Les investissements du gouvernement dans les mesures de santé et de sécurité tendent à réduire un peu les risques 
auxquels font face d’importants segments de la population. C’est cette réduction des risques qu’on peut évaluer par 
l’analyse avantages-coûts » (Secrétariat du Conseil du Trésor, 1998). 
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risque qui lui est optimal. Tout comme les gouvernements, la minimisation inconditionnelle du 
niveau de risque est non désirable pour l’individu en particulier. C’est par ces décisions de 
marché, impliquant habituellement un arbitrage entre le risque et une certaine somme d’argent, 
que les économistes tentent de mesurer le montant que la société est prête à payer pour sauver 
une vie humaine. 
 
Depuis les années 70, le nombre d’études réalisées sur la mesure de la valeur statistique d’une vie 
humaine est impressionnant. Plusieurs valeurs ont été estimées, et ce, à l’aide de différentes 
méthodes. La difficulté des gouvernements à choisir une valeur, provient de la grande variabilité 
dans les résultats obtenus. En effet, les VSV observées varient de 0,5 million de dollars jusqu'à 50 
millions de dollars ($ US 2000). 
 
L’objectif principal de cet article est d’aider à comprendre d’où vient cette grande variabilité dans 
les résultats. Nous voulons aussi déterminer quelle valeur nous semble la plus raisonnable. Nous 
désirons donc analyser la sensibilité des valeurs obtenues empiriquement par rapport aux 
caractéristiques de la population à l’étude (revenu moyen, niveau de risque initial, race, sexe, 
etc.). Nous voulons aussi vérifier si les différences de méthodologies entre les études influencent 
les résultats obtenus. Nous croyons que nos résultats permettront de mieux comprendre toute la 
problématique entourant l’évaluation d’une vie humaine et nous aideront à mieux mettre en garde 
les décideurs publics face au choix d’une valeur dans leurs analyses avantages-coûts. 
 
Les trois prochaines sections de cet article consistent en une revue de la littérature qui présente 
les principales méthodes utilisées pour inférer la VSV. Nous faisons en même temps un survol des 
travaux ayant le plus contribué à l’avancement des connaissances sur le sujet. La première section 
étudie l’approche du capital humain, qui associe la valeur de la vie d’un individu à sa 
contribution économique au bien-être de la société. Nous analysons ensuite l’approche de la 
disposition à payer (DAP). Cette dernière se base sur la volonté à payer d’un individu pour 
réduire son risque de décès ou sa disposition à accepter un certain montant pour voir son 
espérance de vie augmenter. Étant l’approche la plus acceptée et la plus documentée, nous y 
consacrons la plus grande partie de cet exposé. Nous effectuons une dérivation théorique du 
modèle et nous tentons de déduire le comportement de la volonté à payer suite à une variation 
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dans la richesse initiale ainsi qu’une variation de la probabilité de décès initiale de l’individu. 
Nous regardons également la relation qu’il y a entre l’aversion au risque d’un individu et sa 
volonté à payer. Cette section nous permet de mieux comprendre les concepts qui sont utiles lors 
des études empiriques. 
 
La troisième section introduit brièvement les modèles utilisant l’approche QALY (quality-
adjusted life year). Ces modèles prennent en considération la qualité de vie des individus qui sont 
sauvés par l’intervention gouvernementale. L’utilisation de cette méthode se fait principalement 
dans les domaines de la médecine et de la santé publique. 
 
La quatrième section analyse les concepts de base dans l’utilisation de la disposition à payer 
agrégée des politiques publiques impliquant la sauvegarde de vies humaines. Nous y présentons, 
entre autres, un article de Drèze (1992) où celui-ci propose une approche intéressante permettant 
d’utiliser la disposition à payer dans la détermination du niveau de sécurité optimal par les 
sociétés. 
 
Nous montrons, étape par étape dans la section cinq, la façon dont les chercheurs parviennent 
empiriquement à mesurer la valeur statistique d’une vie humaine. Nous effectuons également un 
survol des différents choix méthodologiques, effectués par les chercheurs, pouvant avoir un 
impact sur l’estimation de la VSV. 
 
La sixième section se consacre entièrement à l’application de la méta-analyse dans l’évaluation 
de la VSV. Le début de ce chapitre présente en détail la méthodologie retenue pour effectuer les 
méta-analyses et nous discutons plus en détail de l’approche de Bellavance et al. (2009). Celle-ci 
repose sur le modèle à effets mixtes (Raudenbush, 1994). Nous croyons qu’elle est la plus 
appropriée pour ce genre de travail, puisqu’elle tient compte de l’hétérogénéité dans les 
estimations de la valeur de la vie. C’est par cette approche innovatrice que cette étude se 
distingue des autres méta-analyses effectuées sur le sujet. Nous faisons ensuite un survol de 
quelques méta-analyses présentes dans la littérature et portant sur la valeur statistique d’une vie 
humaine. Finalement, en conclusion, nous discutons des implications de ces résultats pour les 
décideurs publics. 
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SECTION 1 : LE CAPITAL HUMAIN 
 
Cette approche mesure la valeur d’une vie humaine à partir de sa contribution au bien-être de la 
société. Elle se calcule en termes de revenu et de production. Dublin et Lotka (1947) définissent 
la valeur d’une vie humaine comme étant la valeur actualisée des revenus nets futurs d’un 
individu. Cela correspond à ses revenus bruts moins ce qu’il dépense pour lui-même (soit sa 
consommation). Selon cette approche, la valeur d’une vie est obtenue de la façon suivante : 
 
 
an
ann
annia rPCYV
)()1()( , (1) 
 
où 
iaV  est la valeur de l’individu i à l’âge a, nY  est le revenu brut de l’individu à la période n, nC  
est la consommation à la période n, naP  est la probabilité à l’âge a de vivre jusqu’à l’âge n et r est 
le taux d’actualisation. Ce taux d’actualisation devrait être proche d’un rendement à long terme 
sur un actif très peu risqué, comme un bon du Trésor ou une obligation gouvernementale. La 
consommation de l’individu peut être interprétée comme un coût de subsistance. Seuls les 
revenus de travail doivent être pris en considération, car les éléments patrimoniaux (mobiliers, 
immobiliers, etc.), ne disparaissent pas lorsque l’individu décède et ils continuent à produire un 
revenu aux autres membres de la société, surtout à sa famille. 
 
Cette approche a la qualité d’être actuarielle et simple d’application. Mais elle s’est attiré un 
grand éventail de critiques. D’abord, en se concentrant seulement sur les revenus, cette approche 
oublie complètement le désir individuel de vivre (Arthur, 1981) et donc les préférences des 
individus. Par exemple, une découverte médicale qui prolongerait l’espérance de vie de 75 à 85 
ans, n’aurait aucune justification sociale, puisqu’à cet âge les revenus de travail sont 
habituellement nuls. Ensuite, l’hypothèse que la maximisation du bien-être nécessite la 
maximisation du PIB n’est pas tout à fait juste. En effet, supposons un projet d’investissement 
impliquant la construction d’une usine très polluante. La résultante serait une augmentation du 
PIB, mais il n’est pas certain que le bien-être général de la population en serait augmenté. 
L’approche du capital humain ne tient donc pas compte des coûts sociaux. De plus, nous pouvons 
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mettre en doute la pertinence de la variable 
nY  (revenus bruts) pour mesurer la contribution d’un 
individu au bien-être d’une société. Une telle méthode soutiendrait qu’un joueur de hockey 
apporte plus à une société qu’un médecin ou un professeur. Finalement, l’utilisation stricte d’une 
telle approche peut attribuer une valeur nulle ou négative à la vie de retraités, de femmes au foyer 
et de chômeurs, puisqu’ils n’ont aucun revenu de travail. Cela soulève une sérieuse question 
d’équité. 
 
Nous pouvons utiliser l’approche brute pour éviter d’obtenir des valeurs négatives. Celle-ci est 
présentée à l’équation (2). L’interprétation économique de cette modification stipule que la 
consommation ( nC ) soustraite des revenus bruts de l’individu, dans l’approche nette, doit plutôt 
être ajoutée pour tenir compte de la perte pour cet individu (de ne plus consommer). L’approche 
nette est toutefois plus cohérente avec les théories du capital. En effet, les flux de revenus du 
capital (humain) y sont ainsi calculés en déduisant les coûts de maintenance (subsistance), 
comme tout capital non humain. 
 
 
an
ann
ania rPYV
)()1( . (2) 
 
À ses débuts, l’approche du capital humain apporta beaucoup aux théories d’assurance-vie. Celle-
ci fut également introduite en économie de la santé par des travaux de Fein (1958) sur les 
maladies mentales, de Mushkin (1962) et de Rice (1967). Au cours des années, la méthode a été 
généralisée pour tenir compte de la croissance des salaires due à la croissance de la productivité 
(Department of Health and Human Services, 2009). Dans ce document, on montre également 
comment ternir compte des avantages sociaux et du travail ménager dans le revenu brut (voir 
également Rice et al., 1989). À partir des années 60, une nouvelle approche est apparue dans la 
littérature, celle de la disposition à payer (DAP). Plusieurs chercheurs, dont Dionne et al. (2002), 
recommandent de ne plus utiliser l’approche du capital humain et soutiennent que la DAP repose 
sur des fondements théoriques beaucoup plus solides. Toutefois, dans la pratique, les analystes et 
les décideurs font encore souvent référence à l'approche du capital humain. 
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SECTION 2 : LA DISPOSITION À PAYER 
 
Ces dernières années, l’approche la plus populaire dans la littérature économique pour déterminer 
la valeur statistique d’une vie humaine, est sans contredit celle de la disposition à payer 
(willingness-to-pay). La valeur de la vie est mesurée par le montant qu’une personne est prête à 
payer pour diminuer son exposition au risque. À l’opposé, la disposition à accepter (willingness-
to-accept) est le montant qu’une personne serait prête à accepter pour voir son exposition au 
risque augmenter. La valeur statistique d’une vie humaine se calcule donc par la somme d’argent 
qu’une société est prête à payer pour réduire l’exposition au risque de chacun de ses membres. 
On valorise ainsi l’effort monétaire fourni pour réduire la probabilité de décès.  
 
Cette approche a plusieurs avantages comparativement à celle du capital humain. D’abord, elle 
tient compte du désir individuel de vivre plus longtemps (Arthur, 1981). Une découverte 
médicale qui prolongerait l’espérance de vie de 75 à 85 ans, aurait une justification sociale avec 
cette approche. En effet, la plupart des personnes seraient disposées à payer un certain montant 
pour bénéficier de ces années supplémentaires. Ce concept valorise donc la vie en soi et non pas 
seulement les conséquences de la mort, ce qui évite les valeurs nulles ou négatives (Le Pen, 
1993).  
 
Prenons, par exemple, une société composée de 1 million de personnes qui envisagent de financer 
un projet public de sécurité. Supposons que ces personnes sont prêtes à payer 100 $ en moyenne 
pour réduire la probabilité de décès de 3/100 000 à 1/100 000, ce qui correspond à 20 vies pour 
cette société. La disposition à payer pour sauver ces 20 vies est de 100 millions de dollars. Cela 
équivaut à 5 millions de dollars par vie sauvée. Il y a deux grandes méthodes pour mesurer la 
disposition à payer. Il y a l’approche par les préférences révélées (ou déclarées), ainsi que la 
méthode d’évaluation contingente.  
 
2.1 L’approche des préférences révélées 
 
L’hypothèse de cette méthode soutient que les individus révèlent leurs préférences par leur 
comportement sur le marché (Dionne et Lanoie, 2004). Leurs préférences pour le risque se 
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reflètent dans des décisions impliquant un arbitrage entre une certaine somme d’argent et un 
risque. Cette approche a l’avantage de se baser sur des faits réels et observables. 
 
La majorité des travaux utilisant cette méthode sont du type risque-salaire. Son but est de mesurer 
la valeur d’une augmentation du risque dans un environnement de travail. Pour ce faire, on 
construit une base de données incluant plusieurs types d’emplois. On trouve les salaires moyens 
de ces emplois, les niveaux de risque de décès associés et quelques caractéristiques reliées à 
l’emploi. On effectue ensuite une régression des salaires moyens sur les différentes 
caractéristiques. Le coefficient obtenu associé à la variable risque correspond à une prime de 
risque salariale en pourcentage, que l’individu accepte en échange d’une variation de risque 
marginale. Il s’agit ici d’une disposition à accepter (ou à recevoir). 
 
Certains auteurs sont plutôt sceptiques quant à l’utilisation des divergences de salaires pour 
inférer la disposition à accepter des individus à la suite d’une variation du risque de mortalité. Le 
Pen (1993) énumère quatre grandes raisons qui poussent à croire que les différences entre salaires 
ne sont pas de bonnes mesures des différences de risque de mortalité entre emplois : 
 
- L’information que détiennent les travailleurs sur les risques qu’ils encourent est imparfaite. 
- Les emplois risqués attirent en général des individus ayant une aversion au risque plus faible, 
exigeant des primes de risques moins élevées. 
- Il y a des imperfections sur le marché du travail. 
- La prime de risque effective ne couvre pas seulement le risque de décès, mais l’ensemble des 
risques encourus (blessures, invalidités, etc.).  
 
Dans un même ordre d’idée, Dionne et Lanoie (2004) soulignent que l’approche des préférences 
révélées utilisant la méthode risque-salaire ne peut fonctionner que si les deux hypothèses 
suivantes sont respectées. D’abord, on suppose que les travailleurs sont en situation 
d’information complète sur les risques encourus des différents emplois. Si cette information n’est 
pas juste, alors les demandes salariales pour ces emplois ne reflèteront plus les vrais risques et les 
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résultats de l’étude seront biaisés.3 La deuxième hypothèse stipule que chaque travailleur choisit 
librement son emploi et peut le changer quand bon lui semble. Cette hypothèse permet également 
d’avoir des primes de risque non biaisées. Par exemple, si un travailleur ne peut changer d’emploi 
facilement, à la suite d’une hausse de son risque et que son salaire n’augmente pas 
convenablement, la prime de risque ne reflètera plus le vrai risque encouru.  
 
La principale difficulté dans l’application de la méthode risque-salaire repose sur la construction 
de la base de données. En effet, pour être le plus juste possible, il faut construire une base très 
désagrégée sur chaque type d’emplois dans une même industrie, ce qui peut entraîner un très 
grand nombre de catégories. 
 
D’autres travaux utilisant la même méthode des préférences révélées tentent de déduire les 
préférences des individus dans leurs choix de consommation quotidienne. Plus spécifiquement il 
s’agit d’analyser les choix impliquant des arbitrages entre des montants et des risques, comme 
lors de l’achat d’un détecteur de fumée. Encore une fois, les consommateurs doivent avoir accès à 
l’information exacte concernant les niveaux de réduction de risque reliés dans l’achat de ces 
biens. Dans le cas contraire l’analyse sera encore une fois biaisée.4 
 
2.2 L’approche de l’évaluation contingente 
 
Développée dans les années 50, cette approche s’est beaucoup perfectionnée depuis. La quantité 
de travaux utilisant cette méthode ne cesse de se multiplier, surtout aux États-Unis et en Grande-
Bretagne. La raison de cette popularité vient du fait qu’elle est applicable pour toute la population 
et non pas seulement les salariés, en toute circonstance et pour toute valeur économique.  
 
Son principe est simple. Il s’agit de construire un questionnaire qui permet de révéler la 
disposition à payer des répondants face à des situations de marché hypothétiques. Cette méthode 
tente ainsi d’imiter les comportements sur le marché normal (réel), mais sans les imperfections 
                                                 
3
 Un des objectifs conjoints des gouvernements et des syndicats est justement de fournir cette information aux 
travailleurs. 
4
 Nous ne ferons pas une analyse exhaustive des études utilisant le marché des biens de consommation. Nous 
suggérons au lecteur  intéressé de consulter Dardis (1980), Blomquist (1979), ainsi que Dreyfus et Viscusi (1995).  
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pouvant biaiser les montants révélés. Le grand avantage de cette méthode consiste en la 
possibilité pour le chercheur de construire son questionnaire et de choisir son échantillon pour en 
retirer exactement l’information désirée (Lanoie et al., 1995). Par contre, les personnes ayant 
complété le questionnaire auraient peut-être répondu différemment si elles avaient été réellement 
confrontées à la situation. Il s’agit du principal inconvénient de cette méthode. 
 
2.3 Le modèle théorique de la DAP 
 
Le modèle standard pour évaluer la valeur d’une vie humaine, basé sur le concept de la 
disposition à payer, fut initialement formulé par Drèze (1962). Par la suite, il fut principalement 
popularisé par Jones-Lee (1976), Schelling (1968), Mishan (1971) et Weinstein et al. (1980). 
Analysons maintenant, en détail, la conception et les hypothèses de ce modèle. 
 
Le modèle stipule que chaque individu est doté d’une richesse initiale w et est sujet à seulement 
deux états de la nature possibles durant la période, soit être vivant (v) ou mort (m). Les 
probabilités associées à ces états sont respectivement (1 – p) et p. Le bien-être de l’individu est 
représenté par son utilité espérée, 
 
 1 ,v mEU w p U w pU w  (3) 
 
où wUv  et wUm  représentent respectivement ses fonctions d’utilité conditionnelles von 
Neumann-Morgenstern durant sa vie, ainsi qu’à sa mort. Pour sa part, la fonction wUm  décrit la 
satisfaction qu’obtient l’individu en laissant ses biens en héritage à ses proches. Elle peut 
également être interprétée comme une fonction d’utilité pour la famille.  
 
De façon intuitive, on peut supposer que l’individu préfère la vie à la mort et donc que l’utilité 
retirée de la richesse est supérieure dans l’état v que dans l’état m. Nous avons l’inégalité 
suivante : 
 
 . , wwUwU mv  (4) 
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Cette richesse est la même dans les deux états de la nature puisqu’on suppose que l’individu a 
accès à un marché d’assurances pour se couvrir de toutes pertes financières ou matérielles 
(Dionne et Lanoie, 2004).
5
  
 
La littérature propose souvent que l’utilité marginale retirée de la richesse est supérieure dans 
l’état de survie que dans l’état de décès, 
 
 ' ' 0, .v mU w U w w  (5) 
 
Cette hypothèse provient, entre autres, de Pratt et Zeckhauser (1996), qui fondent leur 
argumentation sur un dead-anyway effect. Selon eux, l’individu doit nécessairement profiter 
davantage d’une augmentation de sa richesse alors qu’il est en vie plutôt que lorsqu’il est décédé.  
 
L’individu a également une aversion au risque dans les deux états de la nature. Cela signifie que 
son utilité marginale est décroissante dans les deux états de la nature, 
 
 '' '', 0v mU w U w . (6) 
 
Comme mentionné plus haut, la disposition à payer correspond au montant qu’une personne est 
prête à payer pour diminuer son exposition au risque. Dans ce modèle, il s’agit de se demander 
quel montant x de sa richesse initiale w l’individu serait prêt à payer pour voir sa probabilité de 
décès p se réduire à p
*
, tout en gardant son utilité espérée constante. Il suffit donc de trouver le x 
qui satisfait cette égalité : 
 
 * *1 1 .v m v mEU w p U w pU w p U w x p U w x  (7) 
 
Pour trouver la DAP, ou le terme x qui résout l’équation (7), il suffit d’effectuer la différentielle 
totale de l’équation (7) par rapport à w et p, sous l’hypothèse qu’elle demeure constante, 
 
 0dp
p
EU
dw
w
EU
dEU . (8) 
 
                                                 
5
 Cette hypothèse n’est pas nécessaire à la dérivation du modèle, mais simplifie sa présentation. 
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Par substitutions, nous trouvons: 
 
 ,
)(
)(
1 ''' wEU
wU
wpUwUp
wUwU
dp
dw
mv
mv  (9) 
 
soit la disposition à payer marginale, correspondant au taux marginal de substitution entre la 
richesse et la probabilité de décès. Le terme au numérateur représente la différence, en termes 
d’utilité, entre la vie et la mort. Le dénominateur représente l’espérance de l’utilité marginale de 
la richesse. C’est cette expression qui est utilisée dans les études empiriques pour calculer la 
valeur statistique d’une vie. Avec ce montant que l’individu est prêt à payer pour éviter une petite 
variation de risque (dp), nous pouvons déterminer la valeur de la vie correspondante : 
(dw/dp)/Δp. Si l’on reprend l’exemple vu précédemment, où l’individu moyen d’une société est 
prêt à payer 100 $ pour réduire sa probabilité de décès de 3/100 000 à 1/100 000, on trouve que le 
Δp correspondant est de 2/100 000 et que dw/dp est de 100 $. La valeur de la vie correspondante 
est donc de 100/(2/100 000), soit de 5 millions de dollars.  
 
À l’aide de l’hypothèse (4), nous pouvons affirmer que l’individu demandera toujours une 
compensation positive pour subir une augmentation de son risque. À l’inverse, il acceptera 
toujours une compensation négative pour profiter d’une diminution de son risque. 
 
Afin de déterminer la forme des courbes d’indifférence dans le plan (w, p), nous devons d’abord 
effectuer une dérivée de la disposition à payer par rapport à p, pour déterminer comment elle 
réagit face à une variation de son exposition au risque initiale : 
 
 
' '2
22 ' '1
v m m v
m v
U w U w U w U wdDAP d w
dp dp pU w p U w
. (10) 
 
Le résultat est ambigu et dépend de l’hypothèse de l’équation (5). Si nous l’acceptons et 
affirmons que l’utilité marginale de la richesse est supérieure dans l’état de survie, alors nous 
pouvons avancer, tout en tenant compte des équations (4) et (5), que l’équation (10) est positive. 
Ainsi, la disposition à payer de l’individu croît avec son niveau de risque initial. L’interprétation 
économique de ce résultat démontre que les individus préalablement exposés à un plus grand 
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risque (pompiers, mineurs, etc.) devraient, en général, être plus réticents à une augmentation de 
leur risque que d’autres individus, et ce, pour un même niveau de variation. Ce résultat n’obtient 
toutefois pas l’unanimité parmi les auteurs sur le sujet. Smith et Desvousges (1987), à l’aide d’un 
questionnaire, obtiennent des résultats contraires. En effet, la DAP est davantage élevée pour des 
risques plus faibles. Breyer et Felder (2005), analysent précisément la relation entre le risque de 
décès initial et la disposition à payer des individus dans diverses circonstances. Ils tentent, entre 
autres, de déterminer si le raisonnement intuitif de Pratt et Zeckhauser (1996) tient la route. Ils 
arrivent à deux grandes conclusions. Tout d’abord, en présence d’un marché d’assurance parfait, 
un individu égoïste
6
 et possédant une aversion pour le risque, verra toujours sa DAP augmenter 
avec le risque de décès. Cependant, ceci est principalement dû à un effet revenu plutôt qu’au 
dead-anyway effect de Pratt et Zeckhauser. Ensuite, pour un  individu altruiste, les auteurs 
affirment que le résultat peut être inversé. Il arrive que la DAP diminue avec le risque initial. Une 
condition suffisante consisterait à ce qu’une partie significative de la richesse soit perdue lors du 
décès de l’individu (comme du capital humain). Parallèlement, Dionne et Eeckhoudt (1985) et 
Dachraoui et al. (2004) soutiennent qu’il est très difficile de prédire la décision d’autoprotection 
et de volonté à payer lorsque la probabilité d’accident est inférieure à ½. Les auteurs démontrent 
que, dans un tel cas, l’effet d’une variation du p peut se traduire autant par une baisse que d’une 
hausse de la prime de risque. Ceci s’applique à notre analyse, puisque la probabilité de décès 
initiale est souvent inférieure à ½. Nous allons donc conclure que la relation entre la DAP et le 
risque de décès initial reste ambiguë. 
 
Il est également intéressant d’effectuer une dérivée de la DAP par rapport à w, afin de trouver 
l’effet de la richesse initiale sur la DAP. Intuitivement on peut s’attendre à ce qu’une personne 
plus riche soit disposée à payer davantage qu’une personne plus pauvre. Après quelques calculs 
nous trouvons : 
 
 .
)(
)()()()()()(
2'
'''''2
wEU
wUwUwEUwUwUwEU
dpdw
wd
dw
dDAP mvmv
 (11) 
 
                                                 
6
 Par égoïste, nous entendons une personne qui préférera toujours la consommation à l’héritage.  
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Encore une fois, si nous acceptons les hypothèses (5) et (6), nous pouvons affirmer que 
l’équation (11) est positive. La disposition à payer augmente avec le niveau de richesse initiale de 
l’individu. Ce résultat ne constitue pas vraiment un problème puisqu’il fait l’unanimité dans la 
littérature. Il soulève cependant une question d’équité. Comme le souligne Michaud (2001), les 
projets qui concernent des gens aisés risquent d’être préférés aux projets qui touchent des gens 
plus pauvres.  
 
Si nous acceptons l’hypothèse que l’utilité marginale de la richesse est plus élevée dans la vie que 
dans la mort, les signes des équations (10) et (11) sont positifs et nous pouvons tracer les courbes 
d’indifférence de l’individu entre sa richesse et sa probabilité de décès. Comme l’illustre la figure 
1, les courbes d’indifférence sont convexes et leurs pentes sont positives. La pente des courbes 
d’indifférence correspond au taux marginal de substitution entre la richesse et la probabilité de 
décès, soit la disposition à payer de l’individu. Pour un même niveau d’utilité espérée, une 
augmentation de la richesse ou de la probabilité de décès augmente la pente de la tangente, donc 
augmente la DAP. Similairement, pour une même probabilité de décès, l’individu passe 
nécessairement à un niveau d’utilité espérée supérieur, lorsque sa richesse augmente. À l’inverse, 
pour un niveau de richesse fixe, une augmentation de sa probabilité de décès lui entraîne une 
baisse de son utilité espérée.  
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Figure 1 
Forme des courbes d’indifférence entre la richesse 
et la probabilité de décès 
 
 
 
2.4 L’aversion au risque et la DAP 
 
La littérature suggère fréquemment que l’aversion au risque peut modifier la disposition à payer 
des individus. On prétend souvent que les individus ayant une plus grande aversion au risque sont 
disposés à payer davantage pour réduire leur probabilité de décès (Eeckhoudt et Hammitt, 2001). 
Ceci peut créer des problèmes dans la détermination de la valeur statistique d’une vie humaine à 
l’aide d’une méthode risque-salaire. En effet, dans le marché compétitif du travail, il y a une 
répartition naturelle des individus plus riscophobes vers les emplois moins risqués et vice versa. 
Les études qui utilisent une méthode risque-salaire pourraient donc sous-estimer la valeur 
statistique de la vie des individus qui décident de ne pas travailler dans des emplois risqués et 
surestimer la valeur de la vie des individus qui détiennent des emplois plus risqués (Eeckhoudt et 
Hammit, 2004). 
 
Dachraoui et al. (2004), tentent d’expliquer comment les comportements des gens face aux 
risques influencent leur disposition à payer pour réduire ces risques. Pour y arriver, ils utilisent le 
concept d’aversion au risque mélangée (mixed risk aversion), qui est souvent attribuée aux 
p 
DAP 
EU3 
EU2 
EU1 
w0 
p0 
w 
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fonctions d’utilité croissantes ayant des dérivées de signes alternés.7 Ils démontrent que, si un 
individu A est plus riscophobe qu’un autre individu B, il aura une disposition à payer pour 
réduire son risque plus élevée que B, seulement si la probabilité de décès est inférieure à ½. Li et 
Dionne (2010) montrent qu’une condition suffisante pour qu’un individu riscophobe ait une 
disposition à payer (réalise plus de prévention) qu’un individu risconeutre est que son niveau de 
prudence ''' ''U U  soit inférieur à une certaine borne pouvant être mesurée à l’aide de la 
squeness de la distribution de la perte (voir aussi Eeckhoudt et Gollier, 2005). Nous pouvons 
ainsi affirmer qu’en général la disposition à payer des individus peut augmenter avec l’aversion 
au risque, puisque dans plusieurs cas cette condition sera respectée. (Pour une étude récente sur la 
relation aversion au risque et valeur de la vie, voir Bommier et Villeneuve, 2010.) 
 
SECTION 3 : L’APPROCHE QALY 
 
L’approche QALY (quality-adjusted life-year) figure parmi les plus importantes pour évaluer la 
valeur d’un changement dans les risques concernant la santé et la mortalité d’un individu. Elle est 
surtout utilisée dans les domaines de la médecine et de la santé publique. Pour sa part, la 
disposition à payer est plutôt employée dans l’évaluation de risques environnementaux et dans les 
transports (Hammit, 2002). Décrivons d’abord l’approche QALY et ensuite nous ferons une 
comparaison avec la DAP. 
 
3.1 Le modèle 
 
L’idée derrière l’approche QALY repose sur le principe que certaines interventions 
gouvernementales ne font pas seulement que sauver des vies humaines, mais peuvent également 
améliorer la qualité de vie. Supposons qu’un gouvernement soit dans l’obligation de choisir entre 
deux projets; le premier entraîne la sauvegarde de deux vies par année, le deuxième permet de 
sauver une vie et une dizaine de blessés graves par année. Lequel de ces deux projets devrait-il 
adopter? S’il ne tient pas compte des blessés, le gouvernement pourrait prendre des décisions qui 
ne maximise pas les états de santé agrégés d’une société, surtout qu’il est souvent observé que 
certains états de santé peuvent être pires que la mort. QALY est donc une méthode qui permet de 
                                                 
7
 Ceci correspond à la quasi-totalité des fonctions d’utilité utilisée dans la littérature. Pour une analyse plus détaillée 
de ce concept, voir Caballé et Pomansky (1996). 
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mesurer les bénéfices d’une intervention gouvernementale en termes de quantité et de qualité de 
vies sauvées.  
 
La valeur attribuée à la santé d’un individu correspond à la somme du produit arithmétique de 
l’espérance de vie (T) (ou durée de vie) et d’une certaine mesure de qualité de vie (q). L’individu 
passe au travers différents états de santé au cours de sa vie, la mort étant le dernier. Il s’agit donc 
de pondérer chacune des années de vie restantes par un indice représentant l’état de santé de 
l’individu, 
 
 
N
i
iiTqQ
1
. (12) 
 
L’équation (12) sépare la vie de l’individu en N périodes, expérimentant des états de santé 
différents dans chacune d’elles. Un QALY, qui représente une année complète avec un état de 
santé optimal, constitue l’unité du résultat obtenu à cette équation. Comme la DAP, le modèle 
QALY représente en quelque sorte la fonction d’utilité de l’individu, avec ses préférences face à 
sa santé. Il préférera toujours une situation lui procurant plus de QALY. Il est important de 
souligner que l’équation (12) ne tient pas compte du comportement face au risque des individus. 
Tel que présenté à la figure 2, la valeur de l’intervention gouvernementale est donc mesurée par 
la différence entre le nombre de QALYs obtenus avec et sans l’intervention (Hammitt, 2002) et où 
T1 et T2 représentent deux niveaux d’espérance de vie. 
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Figure 2 
Gain d’une intervention gouvernementale selon QALY 
 
 
3.2 Les indices de qualité de vie 
 
Avec l’équation (12), la difficulté consiste à bien évaluer cette mesure q. Plusieurs instruments 
ont été construits pour effectuer cette tâche. Nous présenterons les deux principaux : le Health 
Utilities Index Mark 3 (Feeny et al., 1995 et 1996) et l’EuroQol EQ-5D (Kind, 1996).  
 
Le Health Utilities Index Mark 3 (HUI3) est un indice d’états de santé qui classifie les différents 
états possibles à l’aide d’un système à huit dimensions ou caractéristiques : la vision, l’audition, 
l’élocution, la mobilité, la dextérité, l’émotion, la pensée et la mémoire, ainsi que la douleur. 
Chacune de ces dimensions est évaluée sur une échelle à cinq ou six niveaux. En partant de l’état 
où il n’y a aucune restriction à celle comportant de graves restrictions, on totalise 972 000 états 
différents possibles. Pour obtenir la mesure de qualité de vie individuelle q, une simple fonction 
multi-attributs doit être appliquée,
8
 
 
 371,0)(371,1 87654321 bbbbbbbbq , (13) 
 
où les bi sont les valeurs données dans le tableau 1. 
 
                                                 
8
 Pour plus de détails concernant cette fonction voir Furlong et al. (1998). 
0 
Sans intervention 
Avec intervention 
1 
T T1 T2 
Gain en QALY 
q 
 18 
 
Tableau 1  
Indice d’utilité de santé Mark 3 
 
Niveau Vision Audition Élocution Mobilité Dextérité Émotion Pensée/mémoire Douleur 
1 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
2 0,98 0,95 0,94 0,93 0,95 0,95 0,92 0,96 
3 0,89 0,89 0,89 0,86 0,88 0,85 0,95 0,90 
4 0,84 0,80 0,81 0,73 0,76 0,64 0,83 0,77 
5 0,75 0,74 0,68 0,65 0,65 0,46 0,60 0,55 
6 0,61 0,61   0,58 0,56   0,42   
 
 
Par exemple, supposons un individu qui ne fait face à aucune restriction dans toutes les 
dimensions du tableau 1, sauf en ce qui a trait à l’audition (niveau 2) et à la dextérité (niveau 3). 
La valeur attribuée à la santé de cet individu serait donc de 0,775.
9
 
 
Comme son nom l’indique, la deuxième échelle de qualité de vie, EuroQol EQ-5D est d’origine 
européenne. Elle est plus simple à utiliser et encore plus rapide que HUI3. Elle évalue la santé 
d’un individu à partir de seulement cinq dimensions : mobilité, soins de soi, activités usuelles, 
douleur et inconfort, ainsi qu’anxiété et dépression. Chaque dimension est évaluée en trois points 
(1 : aucun problème, 2 : problème modéré, 3 : problème sévère). Cette échelle permet un total de 
243 états de santé différents. En ajoutant les états d’inconscience et de mort, qui ne peuvent être 
mesurés par cette échelle, nous obtenons un total de 245 états. Ces états de santé sont représentés 
sous la forme de cinq chiffres. Par exemple, un score de 1-1-1-3-2 représente une personne 
éprouvant des douleurs extrêmes et étant quelque peu anxieuse, alors que les trois autres 
dimensions ne sont pas affectées. Pour obtenir la valeur associée à chaque état de santé, nous 
devons utiliser le tableau 2, regroupant la perte de valeur associée à chaque réponse obtenue. Il 
s’agit de soustraire d’un état optimal (q = 1) la somme des différentes pertes de valeur obtenue 
dans le tableau.
10
  
 
                                                 
9
 1,371(1 0,95 1 1 0,88 1 1 1) 0,371 0,775.q  
10
 q = 1 – (Sommes des pertes de valeur). 
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De plus, si au moins un résultat se retrouve au niveau 2, il faut soustraire la constante 0,081 du 
résultat. En présence d’un résultat de niveau 3, on doit soustraire 0,269 (McDowell et Newell, 
1996).
11
 
 
Tableau 2 
EuroQol EQ-5D 
 
  Niveaux 
Dimensions 1 2 3 
Mobilité 0 -0,069 -0,314 
Soins de soi 0 -0,104 -0,214 
Activités usuelles 0 -0,036 -0,094 
Douleur et inconfort 0 -0,123 -0,386 
Anxiété et dépression 0 -0,071 -0,236 
 
Par exemple, l’individu ayant eu un score de 1-1-1-3-2 aurait une valeur attribuée à son état de 
santé de 0,193.
12
 
 
Le tableau 3 illustre quelques autres exemples possibles. On réalise que certains scores peuvent 
entraîner des valeurs plus petites que zéro et que 1-1-1-1-1 représente l’état de santé optimal. 
 
Tableau 3 
Quelques exemples de l’échelle EuroQol EQ-5D 
  
État de santé Valeur (q) 
11111 1,000 
11221 0,760 
22222 0,516 
23322 0,079 
33332 -0,429 
 
Appliquons maintenant ces concepts à un exemple d’intervention gouvernementale. Supposons 
deux individus (A et B) hospitalisés. L’intervention permettra à l’individu A de prolonger sa vie 
de 15 années dans un état de santé q = 0,5 constant jusqu’à sa mort (pour simplifier) et 10 années 
à l’individu B dans un état q = 0,9 (également constant). En utilisant une variante de l’équation 
(12), pour des états de santé constants, nous obtenons :  
                                                 
11
 Les chiffres présentés au tableau 2 ont été dérivés empiriquement par analyses de régression. On constate 
cependant deux fonctions « escalier » bien distinctes lorsque les répondants choisissent au moins un niveau 2 ou 3 
(McDowell et Newell, 1996). C’est comme si on déplaçait complètement l’ordonnée à l'origine. C’est pour cette 
raison qu’il faut soustraire ces constantes. Pour une explication plus détaillée voir Dolan (1997). 
12
 193,0269,0081,0071,0386,01q . 
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 ,pqQ  (14) 
 
et ainsi, 
5,7155,0AQ  
.9109,0BQ  
 
Dans cet exemple, où les états de santé sont constants et les coûts d’intervention identiques pour 
les deux individus, le gouvernement devrait d’abord favoriser l’individu B puisqu’il génère 1,5 
QALYs supplémentaires. Par contre, si les coûts sont différents, pour des maladies différentes, par 
exemple, alors le gouvernement, dans le but d’effectuer un ordonnancement, aura recours à un 
ratio coûts/utilité (cost-effectiveness), où l’utilité sera le gain en QALY de chacune des 
interventions.  
 
L’approche QALY est de plus en plus utilisée dans d’autres domaines que la médecine et la santé 
publique. La National Highway Traffic Safety Administration (NHTSA) a développé un indice 
FCI (Functional Capacity Index) pour mesurer les pertes de qualité de vie provenant d’accidents 
automobiles. Par exemple, à l’aide de cet indice, nous obtenons des ratios coûts/QALY pour les 
sacs gonflables du côté conducteur et passager de respectivement 24 000 $ et 61 000 $ ($ US 
1993) par QALY sauvé (Graham et al., 1997). 
 
Une mesure de remplacement à QALY est DALY (disability-adjusted life year). Cette mesure est 
principalement utilisée dans les pays en développement (Fox-Rushby, 2002) et fut proposée par 
Christopher Murray (1994). Contrairement à QALY, qui accorde la même valeur à chaque année 
de vie dans un même état de santé (peu importe l’âge), DALY accorde un poids supérieur aux 
années de milieu de vie et inférieur aux années de début (enfance) et de fin de vie (retraite). Les 
années de travail d’un individu contribuent davantage à la société, un peu comme dans l’approche 
du capital humain. Le facteur de poids est yye , où y est l’âge en années et β est un paramètre 
habituellement fixé à 0,04 (Hammit, 2002).
13
 
 
                                                 
13
 Pour une présentation détaillée de cet indicateur voir Murray (1994). 
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3.3 DAP vs QALY 
 
Le modèle QALY a pour objectif la maximisation de la santé agrégée d’une société. La santé y est 
mesurée en termes de QALY et la santé agrégée par la somme des QALYs (Wagstaff, 1991). Le 
gouvernement, étant obligé de choisir entre plusieurs interventions, devrait procéder par un ratio 
coût-utilité pour effectuer l’allocation des ressources le plus efficacement possible. Cette 
approche semble appropriée pour effectuer un ordonnancement dans les interventions. Par contre, 
rien ne nous indique si la société est vraiment prête à payer pour celles-ci. Par exemple, si le 
gouvernement doit prendre une décision concernant une seule intervention, cette approche nous 
informera sur le gain en QALY qui en résultera, mais ne nous indiquera pas si ces QALY en valent 
le coût pour ses citoyens. De plus, comment un gouvernement peut-il comparer un projet dans le 
secteur de la santé, par exemple, où les bénéfices peuvent être mesurés en termes de QALY, avec 
un projet dans un autre secteur public, où les bénéfices ne peuvent pas être mesurés de cette 
façon? Il y a définitivement une nécessité de pouvoir déterminer la valeur d’un QALY. 
 
Au début de cet article, nous avons spécifié que le gouvernement est confronté à un problème lors 
de l’attribution d’une valeur monétaire à la sauvegarde de vies humaines, dans ses calculs 
avantages-coûts. Or, le modèle QALY, qui semble attrayant a priori, ne le permet pas et les études 
pour tenter d’estimer la valeur monétaire d’un QALY sont très peu nombreuses et non 
concluantes. 
 
Deux principales raisons expliquent pourquoi très peu d’auteurs ont accordé une attention 
particulière à cette approche. Premièrement, pour être incorporé à l’analyse avantages-coûts, le 
modèle QALY doit reposer sur plusieurs hypothèses très restrictives (Pliskin et al., 1980) : 
 
1) Neutralité face au risque d’espérance de vie : l’individu est neutre face au risque de son 
espérance de vie. Par exemple, il serait indifférent entre une loterie lui assurant de vivre les 25 
prochaines années et une loterie avec 50 % de chance de vivre 50 années supplémentaires et 
50 % de chance de mourir immédiatement. 
2) Relation d’arbitrage consistante de longévité pour la santé : la fraction de l’espérance de vie 
qu’un l’individu est prêt à sacrifier pour améliorer sa santé est constante dans le temps.  
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3) Indépendance de l’utilité dans le temps : l’utilité de l’individu à chacune des périodes est 
indépendante. Ses préférences face à des loteries sur sa santé sont indépendantes de son 
espérance de vie (longévité) et vice versa. De plus, ses préférences face aux loteries sur sa 
santé ou son espérance de vie sont indépendantes de sa richesse (revenu). 
 
Deuxièmement, plusieurs s’entendent sur la structure du modèle QALY, soit qu’un certain poids q 
soit attribué à chaque année de vie restante T. Toutefois il n’y a aucun consensus sur la bonne 
façon d’obtenir ces poids. Ainsi, le choix d’un indice (HUI3, EQ-5D, etc.) et de ses poids 
correspondants reste encore très subjectif.  
 
Compte tenu de ces remarques, la majorité des auteurs s’accordent pour dire que la DAP reflète 
plus justement les préférences des individus. L’approche QALY est cependant très intéressante, 
surtout du fait qu’elle tient compte de la possibilité de subir des blessures qui engendrent des 
états de santé pouvant être pires que la mort. Par contre, plusieurs études devront encore être 
réalisées pour qu’elle soit acceptée par les décideurs publics et les économistes. Entre autres, 
l’idée d’utiliser la DAP pour mesurer la valeur des blessures corporelles serait une voie de 
recherche à développer. Pour le reste de l’article, nous allons plutôt nous concentrer sur les décès 
seulement. 
 
SECTION 4 : LA DAP ET LA POLITIQUE PUBLIQUE OPTIMALE 
 
Cette section analyse les concepts de base dans l’utilisation de l’approche de la disposition à 
payer pour les politiques publiques impliquant la sauvegarde de vies humaines. Nous 
introduisons du même coup, les plus importantes critiques à son sujet. Nous examinons en 
particulier les travaux de Drèze (1992), de Pratt et Zeckhauser (1996), ainsi que ceux de Viscusi 
(2000).  
 
Le concept de la disposition à payer pour réduire le risque de mortalité est certainement 
l’approche la plus commune et la plus acceptée auprès des économistes (Viscusi, 1993). La 
majorité s’entend pour dire que la DAP est la meilleure méthode présentement pour mesurer les 
préférences individuelles. Toutefois, dans la plupart des analyses avantages-coûts impliquant des 
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projets gouvernementaux, il ne s’agit pas de mesurer l’impact sur les préférences individuelles 
mais bien collectives.  
 
Plusieurs auteurs se sont donc penchés sur la façon optimale d’agréger les DAP individuelles 
pour arriver à une mesure sociale. Les pratiques courantes en matière d’analyse avantages-coûts 
évaluent les projets gouvernementaux en comparant la moyenne des DAP individuelles avec les 
coûts per capita des différents projets. Cette façon de faire est cependant critiquée par plusieurs 
chercheurs en économie publique et environnementale. 
 
4.1 La quantité efficiente de sécurité 
 
Drèze (1992) utilise une approche qui permet d’utiliser la DAP pour déterminer le niveau de 
sécurité optimal qu’un gouvernement devrait établir. Les conditions d’optimalité de ce modèle 
nous apportent quelques intuitions pertinentes au problème d’agrégation des préférences. 
Supposons une société composée de n individus (i = 1…n). Chaque individu choisit 
simultanément un niveau de dépense zi en sécurité publique, où  
 
 
n
i
i zz
1
 (15) 
  
est la dépense totale de l’intervention publique. La probabilité de décès est pi(z) avec 
 
 0
dz
dpi , (16) 
 
puisque l’augmentation de la dépense en sécurité diminue la probabilité de décès. L’espérance 
d’utilité individuelle est donc illustrée comme suit : 
 
 )())(1()()( iiviiiimiii zwUzpzwUzpEU , (17) 
 
où miU  et viU  sont les fonctions d’utilité conditionnelles de l’individu i, ce qui est similaire à 
l’équation (7). Selon Drèze, pour arriver à une politique sociale efficiente au sens de Pareto, nous 
devons résoudre le problème suivant : 
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, (18) 
 
où  est le multiplicateur de Lagrange associé à la contrainte (15), et 
i
 est un poids qui 
représente un point sur la frontière de Pareto. Les conditions de premier ordre de ce système 
sont : 
 
 
i
vimi
i
i UU
dz
dp
0)(  (19) 
 
 ....1,0)1( '' niUpUp viimiii  (20) 
 
Nous pouvons éliminer le multiplicateur 
i
 de chacune des deux CPO pour obtenir, 
 
 1
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i
i
i
mivii
dz
dp
EU
UU
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, (21) 
 
où 
i
 est la DAP en (9), 
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Il s’agit donc du montant maximum que l’individu i serait prêt à payer pour voir sa probabilité de 
décès diminuer de pi. 
 
Le terme 
dz
dpi  dans l’équation (21) est celui en (16) et de signe négatif. Drèze continue son 
raisonnement en définissant, 
 
 
i
i
i
dz
dp pd
dz
c
i
1
, (23) 
 
comme étant le coût marginal pour sauver une vie par l’intervention publique. Nous pouvons 
donc réécrire (21) avec l’aide de (23) : 
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Ensuite, en ajoutant et en soustrayant la moyenne des DAP calculées (
i
i
n
1
) au membre de 
droite : 
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1
. (28) 
 
Si nous prenons comme hypothèse qu’il n’y a pas de covariance entre dz
dpi et la mesure de 
disposition à payer i , alors le terme de cov ,  de l’équation (28) est nul et nous obtenons : 
 
 
i
i
n
c
1
. (29) 
 
La quantité de sécurité publique efficiente est donc obtenue lorsque le coût marginal pour sauver 
une vie est égal à la moyenne des dispositions à payer marginales dans la population. 
 
Sans cette hypothèse, l’utilisation de la moyenne des dispositions à payer va créer un biais, 
puisqu’on oublie la covariance de l’équation (28). Dans la réalité, cette hypothèse n’est pas tout à 
fait plausible. Il y a certainement un lien entre la disposition à payer des individus et leur
dz
dpi . Plus 
la probabilité de décès (pi) d’un individu diminue avec l’intervention publique (z), plus il devrait 
être disposé à payer pour en profiter. 
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4.2 Hétérogénéité dans les risques 
 
Chaque individu est confronté à des niveaux de risque différents, ce qui influence du même coup 
les bénéfices retirés de chaque intervention. Viscusi (2000) va même jusqu’à décrire trois sources 
d’hétérogénéité dans les risques dont nous devrions tenir compte, afin de prendre des décisions 
plus efficientes en sécurité publique. D’abord, il y a l’hétérogénéité dans les expositions aux 
risques; chaque individu fait face à des niveaux de risques différents selon son travail, son âge, 
son sexe, etc. Par exemple, un employé de la construction a plus de chance de mourir d’un 
accident de travail qu’un employé de bureau. Une personne de 70 ans est plus susceptible de 
décéder d’un infarctus qu’une jeune personne.  
 
Deuxièmement, nous retrouvons de l’hétérogénéité dans les dispositions à accepter le risque. Par 
exemple, certaines personnes vont éviter de marcher dans les parcs la nuit, par crainte d’être la 
cible d’une agression, tandis que d’autres ne le percevront pas comme un si grand risque. De 
plus, les gens moins riscophobes auront tendance à accepter une plus faible compensation 
monétaire pour travailler dans des emplois dangereux.  
 
Finalement, il y a l’hétérogénéité dans les préférences pour des activités qui impliquent des 
risques. La plongée sous-marine, le ski alpin, la motocyclette ou même la cigarette introduisent 
un plus grand risque, mais ces activités procurent également une satisfaction pour ceux qui les 
pratiquent, autres que le risque en soi. Cette satisfaction varie d’une personne à l’autre.  
 
Ces trois différentes sources d’hétérogénéité dans les risques sont évidemment très reliées. Les 
gens qui se passionnent pour les activités qui introduisent des risques élevés devraient être moins 
riscophobes. La cigarette est probablement le meilleur exemple pour illustrer ceci. Une étude de 
Viscusi et Hersch (1998) montre effectivement que les hommes fumeurs ont 16 % plus de chance 
de ne pas mettre leur ceinture de sécurité en voiture que les hommes non fumeurs. 
 
4.3 Concentration des risques 
 
Pratt et Zeckhauser (1996) montrent également que la concentration ou la dispersion des risques 
dans une population visée peut affecter la mesure de la disposition à payer agrégée. Supposons n 
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individus, avec un risque agrégé égal à P. Chaque individu fait face à un risque moyen de p = P/n 
et une diminution de risque associée à un projet de r = R/n. Les auteurs cherchent à savoir 
comment la disposition à payer agrégée pour réduire P d’une quantité R est affectée par le 
nombre d’individus exposés (n). Deux effets peuvent influencer le résultat :  
 
-  Le dead-anyway effect entraîne que plus le risque est concentré, plus les personnes cibles 
deviennent identifiables et plus la disposition à payer est élevée. Par exemple, un individu 
atteint d’une grave maladie serait probablement prêt à sacrifier toute sa richesse pour une 
mince chance de survie. 
-  Le high-payment effect, à l’opposé, fait en sorte que plus le risque est concentré, plus les 
gens concernés vont payer, ce qui augmente leur utilité marginale de la richesse en présence 
d’aversion au risque. Il se produit en quelque sorte un effet revenu qui, pour un gain d’utilité 
donné, diminue la DAP des gens concernés lorsque le risque est plus concentré. Par exemple, 
la disposition à payer d’une petite communauté, pour réduire une certaine probabilité de 
décès provenant de déchets toxiques, pourrait atteindre 1 million de dollars. Par contre, il est 
peu probable qu’un individu supportant le risque à lui seul payerait 1 million de dollars pour 
la même réduction de probabilité de décès.  
 
À l’aide de fonctions d’utilité identiques à celles que nous avons utilisées à la section 2, Pratt et 
Zeckhauser illustrent la relation d’arbitrage qu’il y a entre ces deux effets. Trois courbes sont 
représentées dans la figure 3 : une première pour une réduction de 1/4 du niveau de risque initial, 
une deuxième pour une réduction de 1/6 et une dernière pour une réduction de 1/10.  
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Figure 3 
Disposition à payer agrégée selon  
la concentration du risque 
  
 
Comme prévu, la disposition à payer est plus élevée pour une grande réduction de risque (1/4) et 
plus faible pour une petite réduction (1/10). Les courbes ont trois formes différentes. D’abord 
pour une grande réduction de risque (1/4), la pente de la courbe est positive en tout point puisque 
l’effet de paiement élevé prédomine. Plus le risque est dispersé, plus la disposition à payer 
agrégée sera élevée. Ensuite, pour une réduction moyenne (1/6), l’effet de paiement élevé 
prédomine quand seulement une petite partie de la population est à risque. L’effet de mort 
imminente prend par contre le dessus lorsque le risque est plus dispersé et ainsi la pente devient 
négative. Finalement, pour les petites réductions de risque (1/10), le dead-anyway effect 
prédomine pour tous les niveaux de concentration de risque. Ce qui confère à la courbe une pente 
négative. La DAP agrégée est donc plus élevée lorsque le risque est concentré. Puisque la 
majorité des interventions gouvernementales impliquent de très petites réductions de probabilités 
de décès, nous pouvons supposer que l’effet de mort imminente devrait être l’effet ayant la plus 
grande influence. 
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Risque concentré Risque dispersé 
= 1/4 = 1/6 = 1/10 
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4.4 Répartition de la richesse 
 
Comme le stipule Drèze (1992), un projet gouvernemental devrait être approuvé seulement si 
celui-ci apporte une amélioration au sens de Pareto. Celle-ci est réalisée lorsque le projet 
augmente la qualité de vie d’au moins une personne sans détériorer celle d’une autre. La figure 4 
illustre la situation pour deux individus (A et B). 
 
Figure 4 
Amélioration au sens de Pareto  
 
 
Considérons l’allocation x comme étant le point de départ. Il est évident qu’il y a moyen 
d’améliorer la situation de A et B en changeant pour une allocation qui permet d’être sur le 
segment ab de la frontière.  
 
Toutefois, la majorité des politiques gouvernementales ne permettent pas une amélioration 
directe au sens de Pareto. Il est peu probable qu’un gros projet puisse améliorer la situation de 
certains individus sans détériorer celle d’autres; il y a des gagnants et des perdants. Par exemple, 
la construction d’une autoroute permet de sauver du temps à de nombreux automobilistes, mais le 
bruit et la pollution diminuent la qualité de vie des résidents qui demeurent près de celle-ci. 
Cependant, la règle de Pareto permet un transfert des gagnants aux perdants. Si les gagnants 
Frontière de Pareto 
Utilité de A 
 
Utilité de B 
Amélioration au 
sens de Pareto 
a 
b 
x 
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pouvaient au moins compenser les perdants, alors il s’agirait d’une amélioration potentielle au 
sens de Pareto, également appelée amélioration au sens de Hicks et Kaldor. 
 
L’utilisation de cette approche soulève toutefois des objections. D’abord, elle ne nécessite pas la 
compensation. Cela signifie qu’une amélioration au sens de Hicks et Kaldor peut détériorer la 
situation réelle d’individus, contrairement à une amélioration au sens de Pareto. De plus, cette 
approche peut créer des injustices selon la répartition de la richesse (Pratt et Zeckhauser, 1996). 
En général, la disposition à payer d’une population pauvre sera plus faible que la disposition à 
payer d’une population riche, et ce, pour une même amélioration. Ceci peut générer de l’injustice 
de deux façons. Premièrement, si le gouvernement doit choisir entre deux projets qui apportent le 
même niveau de bénéfices à deux populations différentes, en termes d’utilité, la population la 
plus riche sera avantagée car elle aura une DAP plus élevée. Le gouvernement considérera le 
projet avec la DAP la plus élevée comme étant celui qui crée le plus de valeur à la société. Par 
contre, ce n’est pas tout à fait vrai en termes de bien-être. Deuxièmement, si un projet génère des 
bénéfices à une population riche et des coûts à une population pauvre, l’utilisation de la 
disposition à payer sous-évaluera les coûts par rapport aux bénéfices et le projet sera accepté. 
Dans la réalité, les décideurs publics accordent peu d’importance à ce problème de répartition de 
la richesse. 
 
Cette revue nous a permis de bien comprendre toute la complexité et l’importance de bien 
mesurer la DAP d’une population avant de prendre une décision au sujet de projets 
gouvernementaux. Dans le prochain chapitre nous allons examiner l’approche empirique, utilisée 
par les chercheurs, pour mesurer la DAP d’un échantillon de la population. 
 
SECTION 5 : APPROCHE EMPIRIQUE 
 
À ce jour, plusieurs études empiriques ont été publiées concernant l’évaluation statistique d’une 
vie humaine. Cependant, nous ne voulons pas faire une revue de littérature complète sur le sujet. 
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Cette section sera donc entièrement consacrée à l’analyse de la méthode hédonique d’estimation 
des salaires.
14
  
 
5.1 Méthodologie 
 
Dans son oeuvre intitulé The Wealth of Nations (1776), Adam Smith stipule que le salaire des 
travailleurs varie en fonction des conditions de travail dans lesquelles ils évoluent. Cette 
affirmation révèle en fait un marché pour le risque. Dans ce marché interviennent les travailleurs 
et les employeurs. Les travailleurs offrent leur main-d’oeuvre en échange d’un salaire et en même 
temps les employeurs offrent un salaire pour l’exécution d’un travail. Le salaire d’équilibre, qui 
résulte de l’interaction entre les deux parties, indique le montant exigé pour accomplir le travail. 
En acceptant l’emploi, le travailleur accepte également ses caractéristiques, dont le risque qui lui 
est associé. La méthode hédonique d’estimation des salaires tente d’utiliser ce point d’équilibre 
pour évaluer la prime de risque versée aux travailleurs. 
 
Figure 5 
Équilibre sur le marché du travail 
 
 
                                                 
14
 Pour une revue de littérature au sujet d’autres méthodes, le lecteur peut consulter Michaud (2001) et Dionne et 
Lanoie (2004). 
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w2(p2) 
w1(p1) 
w(p) 
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La figure 5 illustre la situation pour deux travailleurs et deux employeurs (Viscusi et Aldy, 2003). 
Les courbes d’indifférence des deux travailleurs sont représentées par EU1 et EU2. Elles 
correspondent à l’équation (7) de la section 2. Les frontières d’offre des entreprises sont, quant à 
elles, représentées par OC1 et OC2. Les deux points de tangence que nous retrouvons à la figure 5 
correspondent à la DAP des deux travailleurs, soit à l’équation (9).  
 
Thaler et Rosen (1975) furent les premiers à tester empiriquement cette méthodologie. Leur idée 
était d’estimer une courbe passant au travers des points d’équilibre, comme les w(p) de la figure 
5.  
 
5.2 Modèle économétrique et estimation de la DAP 
 
Le modèle général pour estimer la disposition à payer prend la forme suivante : 
 
 iii pXw , (30) 
 
où wi est le salaire de l’individu i, Xi est un vecteur de variables explicatives comprenant les 
caractéristiques de l’individu et de l’emploi, pi représente le risque de l’emploi, β et  sont les 
paramètres de l’équation à estimer par régression. 
 
Toutefois, selon Mincer (1974), le salaire d’un individu est donné par : 
 
 
)( ii pX
i ew . (31) 
 
C’est pour cette raison que la plupart des chercheurs utilisent plutôt la forme semi-logarithmique 
de (30), 
 
 iii pXw )ln( . (32) 
 
En dérivant (32) par rapport à pi, nous obtenons : 
 
 
i
i
dp
wd )ln(
, (33) 
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où  représente la variation en pourcentage de
iw pour une variation d’une unité de ip .
15
 En 
d’autres mots, il s’agit de la prime salariale exigée par l’individu i pour accepter une variation 
marginale de son risque. Pour obtenir la disposition à payer (ou à recevoir), il nous faut plutôt 
i
i
dw
dp
. En décomposant (33) nous obtenons, 
 
 
i
i
ii
i
dp
dw
wdp
wd 1)ln(
 (34) 
 
 i
i
i w
dp
dw
DAP . (35) 
 
La disposition à payer de l’individu i est donc obtenue en multipliant le paramètre  par le 
revenu de i. Selon l’unité de la variable dépendante wi, la DAP sera exprimée en terme horaire, 
hebdomadaire, mensuel ou annuel. Il sera important d’en ternir compte lors du calcul de la valeur 
de la vie.  
 
La spécification économétrique s’obtient simplement en ajoutant un terme d’erreur aléatoire à 
l’équation (32), ce qui reflète les facteurs non-observables influençant le salaire de i, 
 
 iiii upXw )ln( . (36) 
avec ui ~ N(0, σ
2
). 
 
En estimant les paramètres de l’équation (36) à l’aide d’une régression linéaire, nous obtenons ˆ , 
soit la prime salariale moyenne pour une augmentation marginale de la probabilité de décès. À 
partir de l’équation (35), nous pouvons affirmer que la disposition à payer moyenne de 
l’échantillon est obtenue en multipliant ˆ  par le revenu moyen. L’utilisation du revenu moyen 
dans le calcul de la DAP nécessite cependant l’utilisation d’un échantillon assez homogène et de 
grande taille, afin de ne pas créer de biais. Comme nous l’avons vu plus haut, un ajustement doit 
être fait à la DAP pour qu’elle soit exprimée en dollars annuels. Finalement, comme nous l’avons 
souligné à la section 2, pour calculer la valeur statistique d’une vie humaine, la DAP doit être 
                                                 
15 Il ne s’agit pas de la variation en pourcentage de ln(wi). Pour une présentation des modèles log-level, voir 
Wooldridge (2000). 
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divisée par la variation de probabilité de décès. Cette variation dans la probabilité de décès est 
approximée, dans l’analyse de régression, à une unité de la variable pi.
16
 Nous pouvons alors 
exprimer la valeur statistique d’une vie comme suit : 
 
 
)(
)(ˆ
décèsdeéprobabilitladeunité
annuelmoyensalaire
VSV , (37) 
 
où le numérateur correspond à la DAP en dollars annuels et le dénominateur à une approximation 
de la variation de probabilité de décès. 
 
Maintenant que nous avons bien compris comment se mesure la valeur statistique d’une vie 
humaine, regardons comment celle-ci peut être influencée par les choix méthodologiques des 
chercheurs. 
 
5.3 Choix méthodologiques  
 
Dans chacune des études estimant la valeur statistique d’une vie humaine, les auteurs font face à 
des choix méthodologiques, que ce soit dans la construction de l’échantillon ou dans la technique 
d’analyse. Ces différents choix peuvent certainement influencer les résultats obtenus et 
probablement expliquer la grande variabilité des VSV publiées. Dans cette section, nous allons 
énumérer brièvement quelques-uns de ces choix et prédire leur impact direct ou indirect sur la 
valeur de la vie. 
 
5.3.1 Choix des échantillons 
 
Une des principales raisons qui explique les variations dans les valeurs de la vie provient des 
différences dans les caractéristiques des échantillons utilisés. Il est clair que toutes les décisions 
prises par le chercheur, influençant les caractéristiques de son échantillon, auront des 
conséquences sur la valeur de la vie estimée. Voici quelques-unes des caractéristiques pouvant 
avoir un impact important.  
 
                                                 
16
 Dans la majorité des études, la variable mesurant la probabilité de décès est exprimée en morts par 10 000 
travailleurs. Dans ces cas, l’unité de la variable pi est 1/10 000. 
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Comme nous l’avons présenté aux équations (10) et (11), le salaire et le risque de décès initial 
peuvent avoir un impact sur la DAP des individus et ainsi sur la VSV. En se basant sur la théorie 
vue à la section 2, les études utilisant des échantillons d’individus plus fortunés devraient obtenir 
des estimations de la valeur de la vie plus élevées. Pour ce qui est des échantillons de personnes 
plus à risque, les résultats attendus sont ambigus. À ce jour, aucune étude ne semble avoir été 
effectuée pour tester directement ces hypothèses. 
 
En général, les femmes se retrouvent rarement dans des emplois risqués. Même à l’intérieur d’un 
même emploi, les tâches plus risquées sont habituellement confiées aux hommes (Leigh, 1987). Il 
n’est donc pas surprenant de constater que la majorité des décès, classifiés par industrie ou par 
occupation, concernent des hommes. Une probabilité de décès qui incorporerait les hommes et les 
femmes devrait donc bien refléter le risque des hommes, mais pas vraiment celui des femmes. 
C’est pour cette raison que certains auteurs excluent totalement les femmes de leur échantillon. 
D’autres les incluent mais incorporent une variable binaire (homme ou femme) dans leurs 
régressions. Il est donc possible que l’inclusion ou l’exclusion des femmes dans les échantillons 
puisse avoir un impact sur les coefficients estimés et donc des VSV.
17
 
 
Beaucoup d’auteurs ont étudié l’effet de la syndicalisation sur la disposition à payer des 
travailleurs. Plusieurs concluent que l’affiliation à un syndicat est associée à une DAP plus 
élevée. La raison principale qui explique cette prime salariale plus élevée chez les travailleurs 
syndiqués, est l’accès à de l’information plus juste concernant leur sécurité. Sans cette 
information exacte, les travailleurs peuvent sous-estimer leur risque et ainsi demander une 
compensation salariale moins élevée. De plus, les syndicats peuvent être de bons mécanismes 
pour véhiculer aux dirigeants d’entreprises les préoccupations des travailleurs face à ces risques 
et pour négocier de meilleures compensations salariales. Cependant, certains auteurs (Marin et 
Psacharopoulos, 1982; Meng, 1989; Sandy et Elliott, 1996) obtiennent des DAP plus élevées chez 
les non-syndiqués et plus faibles chez les syndiqués.
18
 Il n’y a donc pas de consensus sur la 
véritable influence de la syndicalisation sur la DAP. Pour mesurer cet impact, certains auteurs 
                                                 
17
 Leigh (1987) n’obtient qu’une petite différence dans la valeur de la vie lorsqu’il exclut les femmes de son 
échantillon.  
18
 Pour une revue plus complète des études analysant l’impact de la syndicalisation, voir Sandy et al. (2001), ainsi 
que Viscusi et Aldy (2003). 
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séparent simplement leur échantillon en deux (syndiqués et non-syndiqués). D’autres introduisent 
dans leurs régressions une variable binaire de syndicalisation en interaction avec la variable de 
risque. Toutefois, dans la majorité des études, les auteurs tiennent compte de cet effet en 
introduisant simplement une variable binaire sans interaction.  
 
Les différences raciales peuvent également influencer les valeurs de la vie obtenues dans les 
études. Viscusi (2003) y consacre d’ailleurs tout un article. Il obtient des VSV considérablement 
moins élevées chez les travailleurs de race noire, comparativement à celles des blancs. Viscusi 
avance deux raisons pouvant expliquer ses résultats. D’abord, on observe que les travailleurs 
noirs se retrouvent, en général, dans des emplois plus risqués que les blancs. Il est donc possible 
que les préférences pour le risque diffèrent selon les races. Deuxièmement, les opportunités de 
travail peuvent être plus réduites chez les noirs. Plusieurs études illustrent encore la présence de 
discrimination raciale sur le marché du travail, ce qui se manifeste par des différences salariales 
entre blancs et noirs pour un même emploi. Il est à noter que cette discrimination raciale peut 
également réduire la mobilité des travailleurs noirs.
19
 
 
Certains auteurs portent une attention à l’occupation des travailleurs. On s’intéresse 
particulièrement à l’impact d’incorporer des cols bleus et des cols blancs dans un même 
échantillon. Puisque les cols bleus sont victimes de quatre à cinq fois plus d’accidents (Root et 
Sebastien, 1981), certains auteurs les excluent de leurs études. Pour cette même raison, d’autres 
vont plutôt exclure les cols blancs. Ces choix auront un impact sur la valeur de la vie, ainsi que 
sur la significativité des résultats. 
 
5.3.2 Choix de la variable risque 
 
Il est clair que la variable mesurant le risque de décès des travailleurs est l’une des plus 
importantes dans la méthode hédonique d’estimation des salaires. Le choix de cette variable 
devrait donc se faire avec minutie et devrait être bien justifié dans les études. La mesure de risque 
idéale serait celle perçue par les travailleurs. Cependant la majorité des chercheurs utilisent des 
                                                 
19
 Selon Dionne et Lanoie (2004), cette mobilité est essentielle pour appliquer une analyse risque-salaire. 
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mesures de risques produites par des organismes, qui comptabilisent le nombre de décès par 
industrie ou par occupation.
20
  
 
Le Bureau of Labor Statistics (BLS), une section du U.S. Department of Labor, est la source la 
plus utilisée par les chercheurs américains. Des années 60 jusqu’au début des années 90, le BLS 
obtenait ses données à partir d’un sondage annuel distribué à des milliers d’entreprises de 
plusieurs industries. Ces données étaient ensuite compilées par code SIC (Standard Industrial 
Classification) à deux ou trois chiffres, donc de façon plutôt agrégée. Cette façon d’obtenir les 
données et de les compiler souleva un doute parmi les chercheurs quant à la possibilité d’erreurs 
de mesure (Moore et Viscusi, 1988a). Comme nous l’avons spécifié à la section 2, il est 
important d’avoir une mesure de risque désagrégée. Le fait d’attribuer la même probabilité de 
décès à chaque travailleur d’une même industrie, peut créer des erreurs de mesure car chacun de 
ces travailleurs n’a pas la même occupation et ne fait pas face au même risque. 
 
Tableau 4 
Probabilité de décès moyenne par industrie  
(BLS : 1972-1982, NIOSH : 1980-1985) 
 
  Probabilité de décès par 100 000 travailleurs 
Industries NIOSH BLS 
 Exploitation minière 40,0 18,7 
 Construction 32,7 28,7 
 Manufactures 4,4 1,5 
 Transports, communication et utilités 20,2 10,7 
 Commerce en gros 2,2 2,7 
 Commerce de détail 3,2 2,0 
 Finance, assurance et immobilier 2,3 4,0 
 Services   3,4 0,9 
Source : Moore et Viscusi (1988a).   
 
Le National Institute of Occupational Safety and Health (NIOSH), encore un organisme 
américain, permet aux chercheurs d’utiliser des données par occupation depuis 1980. Le NIOSH 
obtient ses informations des certificats de décès émis à la suite d’accidents sur les lieux de travail. 
Selon Moore et Viscusi (1988a), cette méthode est plus convenable car elle se base sur un 
recensement plutôt qu’un sondage. Les auteurs comparent également les statistiques des deux 
                                                 
20
 Habituellement les chercheurs vont utiliser une moyenne des probabilités de décès sur quelques années. Cela évite 
les distorsions provoquées par une catastrophe pouvant se produire à une certaine année dans une certaine 
industrie. 
 38 
 
organismes (tableau 4). Ils constatent que les probabilités de décès élaborées à l’aide des données 
du NIOSH sont approximativement 50 % plus élevées que celles construites à l’aide des données 
du BLS.  
 
À partir de 1992, le BLS passe également par l’entremise d’un recensement pour recueillir ses 
données, soit le Census of Fatal Occupational Injuries (CFOI). En comparant maintenant les 
probabilités de décès sur la période allant de 1992 à 1995, nous voyons des changements non 
négligeables (tableau 5). D’abord les différences entre les organismes sont moins importantes. 
Ensuite, on remarque que c’est au tour du BLS de rapporter des probabilités de décès supérieures. 
 
Tableau 5 
Probabilité de décès moyenne par industrie (1992-1995) 
 
  Probabilité de décès par 100 000 travailleurs 
Industries NIOSH BLS 
 Agriculture, forêts et pêches 17,0 23,9 
 Exploitation minière 24,5 26,3 
 Construction 12,8 13,4 
 Manufactures 3,6 3,8 
 Transports et utilités 10,4 10,6 
 Commerce en gros 3,5 5,4 
 Commerce de détail 2,8 3,6 
 Finance, assurance et immobilier 1,1 1,5 
 Services   1,5 1,8 
Source : Viscusi et Aldy (2003)   
 
 
Quelques études utilisent également des données actuarielles.
21
 Ces données proviennent d’une 
étude de la Society of Actuaries (SOA) qui fut publiée en 1967. Une première caractéristique très 
importante de cette étude est de mesurer le nombre de décès en excès à une espérance.
22
 La 
mesure de risque n’est donc pas identique à celle du BLS et du NIOSH. Une deuxième 
caractéristique importante de cette étude concerne son intérêt particulier pour les emplois les plus 
risqués. Par conséquent, les probabilités de décès moyennes des échantillons des études qui 
utilisent cette source sont beaucoup plus élevées comparativement aux autres. Elles sont de 
l’ordre de 1 mort par 1 000 travailleurs, comparativement à 1 mort par 10 000 travailleurs dans 
                                                 
21
 Voir Thaler et Rosen (1975), Brown (1980), Arnould et Nichols (1983), ainsi que Gegax, Gerking et Schulze 
(1991). 
22
 Cette espérance de décès est calculée en fonction de la structure d’âge à l’intérieur de chaque occupation, ainsi 
qu’à l’aide de tables de survie. 
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les articles utilisant les données d’un autre organisme. Par conséquent, nous soulevons un doute 
quant à la pertinence d’utiliser cette source. 
 
Pour ce qui est des études non américaines, les données sont habituellement de sources 
gouvernementales. Par exemple, au Canada on utilise souvent les données recueillies par 
Statistique Canada et le ministère du Revenu. Au Québec, on a également accès aux données de 
la Commission de la santé et de la sécurité du travail (CSST). 
 
Ces comparaisons entre les différents organismes nous permettent de saisir l’importance et 
l’impact face au choix de la source de la variable risque. Selon l’organisme choisi, les données 
retirées peuvent être très différentes et entraîneront vraisemblablement des valeurs de la vie 
également très différentes.  
 
5.3.3 Choix des modèles 
 
Dans les deux sous-sections précédentes, nous avons montré que les données et les variables 
utilisées par les chercheurs influencent certainement les VSV obtenues. Maintenant nous verrons 
que les décisions prises par les chercheurs, concernant la façon d’analyser les données, peuvent 
également être la source de grandes variations. 
 
La majorité des études utilisent la méthode des moindres carrés ordinaires (MCO) pour estimer 
l’équation (36). Ces modèles traitent la variable de risque comme étant une variable exogène. 
Viscusi (1978a) insiste sur le fait qu’il faut tenir compte d’un effet revenu. Par conséquent, si 
nous supposons que la sécurité est un bien normal, les individus plus fortunés devraient en 
principe choisir des emplois moins risqués. Cette hypothèse signifie que l’utilisation des MCO 
entraînerait un biais du coefficient estimé associé au risque ( ). Pour traiter la variable risque 
comme endogène au modèle, il faut procéder par équations simultanées. Garen (1988) fut le 
premier chercheur à développer un tel modèle afin de l’appliquer à l’estimation de la valeur 
statistique d’une vie humaine. En général, on observe des valeurs de la vie supérieures dans les 
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études qui utilisent cette méthode.
23
 Il n’est pas évident qu’elles utilisent toutes des méthodes 
appropriées d’estimation (Knieser et al., 2007). 
 
Les chercheurs doivent également choisir les variables indépendantes à insérer dans leurs 
modèles. Ces choix sont plutôt subjectifs, mais ils influenceront certainement les résultats. 
Certains auteurs n’utilisent pas seulement une forme linéaire de la variable risque, mais 
également la forme au carré. Ceci permet de tenir compte de la relation non linéaire entre le 
revenu et le risque. La variable risque peut également être utilisée en interaction avec certaines 
caractéristiques des travailleurs (race, âge, sexe, syndicalisation, région, etc.). Ces interactions 
permettent la segmentation du marché du travail (Day, 1999). Par exemple, il est possible que les 
individus d’une certaine région soient compensés différemment pour un même risque, en 
comparaison à ceux d’une autre région ou que les individus d’un groupe d’âge soient plus aptes à 
prendre certains risques. 
 
En principe, les travailleurs devraient non seulement exiger une compensation salariale pour le 
risque de décès, mais également pour le risque de blessure. Cependant, l’inclusion de la variable 
blessure dans les modèles soulève des interrogations. D’abord, l’omission de celle-ci peut biaiser 
positivement le coefficient relié au risque de décès. Toutefois, comme le soulignent Viscusi et 
Aldy (2003), le risque de décès est très corrélé avec le risque de blessure, alors l’utilisation des 
deux variables dans une même spécification peut affecter les résultats à cause de la colinéarité. 
Arabsheibani et Marin (2000) soutiennent plutôt que l’inclusion ou l’exclusion de la variable 
blessure n’a pas d’effet significatif sur le coefficient de la variable risque de décès.  
 
Dans la littérature, beaucoup de chercheurs semblent oublier l’existence d’indemnisation pour les 
accidentés du travail. Arnould et Nichols (1983) soutiennent que les individus profitant 
d’indemnisation exigent, en général, une compensation salariale moins élevée face à une hausse 
de leur risque de décès. Par ailleurs, les auteurs prétendent que les études qui omettent d’inclure 
cette variable dans leurs modèles doivent nécessairement obtenir des résultats biaisés. Nous 
constatons cependant que très peu d’études américaines incorporent cette variable. La principale 
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 Voir Garen (1988), Siebert et Wei (1994), Sandy et Elliott (1996), Shanmugam (2001), ainsi que Gunderson et 
Hyatt (2001).  
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raison découle probablement de la difficulté à obtenir les données.
24
 Des évidences empiriques 
ont également démontré que la présence d’indemnisations implique d’importantes réductions 
dans les niveaux de salaires (Fortin et Lanoie, 2000). 
 
SECTION 6 : MÉTA-ANALYSE  
 
Jusqu’à maintenant, nous avons présenté les concepts théoriques et les considérations pratiques 
reliés à l’estimation de la valeur statistique d’une vie humaine. Dans le reste de l’article, nous 
tenterons de discerner de quelle façon les différences dans les caractéristiques des études 
expliquent la grande variabilité dans les résultats obtenus. Nous utiliserons un outil statistique 
appelé méta-analyse. 
 
Contrairement aux traditionnelles revues de littérature narrative, les méta-analyses permettent une 
analyse scientifique et exhaustive des résultats provenant de différentes études. Compte tenu de 
l’ampleur des données à analyser, Glass et al. (1981) soutiennent que l’utilisation d’une approche 
scientifique est essentielle pour effectuer une analyse complète et rigoureuse. De plus, les méta-
analyses permettent de mieux orienter les recherches futures (Hunter et Schmidt, 2004). Depuis 
les vingt dernières années, il n’est pas très surprenant de constater une émergence d’études 
utilisant ce puissant outil statistique.  
 
La méthodologie utilisée dans les méta-analyses repose principalement sur la construction et 
l’analyse d’un indicateur statistique commun à chaque étude, appelé l’effet taille (effect size). 
Pour obtenir des valeurs comparables, l’effet taille est habituellement exprimé en unités d’écart-
type. Dans la plupart des méta-analyses, on compare soit des coefficients de corrélation, des 
différences de moyennes ou des rapports de cotes (odds ratio). Dans celles qui nous intéressent, 
l’indicateur « standardisé » est plutôt la valeur statistique d’une vie humaine. La méta-régression 
est l’une des techniques les plus populaires dans le domaine des sciences économiques afin 
d’effectuer une méta-analyse. Elle permet d’analyser la relation entre les caractéristiques des 
                                                 
24
 Aux États-Unis, les programmes d’indemnisation sont régis par chacun des états. Par contre, au Canada, 
l’information est disponible directement par le gouvernement fédéral (ministère du Revenu) et le gouvernement 
du Québec. 
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différentes études. Dans ce type d’analyse, les VSV extraites de chaque article sont utilisées pour 
former la variable dépendante. 
 
6.1 Approche méthodologique 
 
Comme nous l’avons déjà mentionné, on constate de grandes variations dans les estimations de 
valeurs de la vie. Celles-ci compliquent le travail des décideurs publics. En effet, ces derniers 
doivent déterminer une valeur à insérer dans leurs calculs avantages–coûts. Il est donc primordial 
qu’ils comprennent la provenance de cette variabilité dans les résultats, afin de faire un choix 
plus éclairé.  
 
Dans le but de bien saisir les sources de cette variabilité, Bellavance et al. (2009) ont effectué une 
méta-analyse d’études estimant la valeur statistique d’une vie humaine. Ils se sont cependant 
distingués des autres méta-analyses déjà réalisées, en employant une méthodologie plus robuste 
et plus adéquate. L’approche utilisée repose principalement sur le modèle à effets mixtes (mixed 
effects model) (Raudenbush, 1994).  
 
Supposons d’abord que chaque étude utilise une méthodologie parfaitement identique et que les 
échantillons utilisés soient de même taille et construits aléatoirement à partir d’une même 
population. Les valeurs de la vie obtenues ne seront pas identiques car les échantillons utilisés 
sont vraisemblablement différents. Cependant, nous pouvons affirmer que cette variation dans les 
résultats est entièrement due à la variance d’échantillonnage (Raudenbush, 1994). Elle peut 
également être appelée variance d’estimation, puisque les variations dans les échantillons auront 
un impact sur les estimations de la valeur de la vie. Si nous croyons que la variabilité dans les 
résultats obtenus est strictement due à cette variance d’estimation, alors nous devons utiliser un 
modèle à effets fixes.
25
 Toutefois, comme nous l’avons vu à la section 5.3, plusieurs différences 
méthodologiques sont observables dans les études. Celles-ci doivent probablement expliquer, en 
partie, les variations dans les estimations de la valeur de la vie. De plus, même si chaque auteur 
utilisait exactement la même méthodologie, plusieurs autres facteurs non observables et 
incontrôlables influenceraient les résultats. Le modèle à effets aléatoires tient compte de cette 
hétérogénéité dans les études et prend comme hypothèse que la variance d’estimation n’est pas la 
                                                 
25
 Voir Cooper et Hedges, p. 285. 
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seule source des variations observées. C’est pour cette raison que nous croyons que ce modèle est 
le plus approprié pour réaliser une méta- analyse. 
 
Nous allons maintenant présenter le modèle à effets aléatoires de façon plus détaillée, en 
décrivant chacune des procédures à suivre. En premier lieu, nous devons estimer la valeur 
statistique d’une vie VSVj dans chacune des J études recueillies.
26
 Il s’agit d’une estimation de la 
« vraie » valeur de la vie j . La relation entre les deux valeurs peut alors s’écrire comme suit : 
 
 , 1... .j j jVSV e j J  (40) 
 
où les erreurs d’estimation (ej) sont indépendantes, d’espérance nulle et de variance vj. Ensuite, 
nous élaborons un modèle de prédiction de la vraie valeur de la vie : 
 
 
0 1
K
j jk jkk
X u , (41) 
 
où 
- 
0
 est la constante; 
- Xjk  sont les caractéristiques des études qui estiment la valeur de la vie; 
- 
1,..., K  sont les coefficients de la régression qui captent la relation entre j et les 
caractéristiques des études; 
- ju est un terme d’effet aléatoire associé à l’étude j, qui mesure les effets non mesurables par 
le modèle et qui influencent j . Chaque effet aléatoire est indépendant, de moyenne zéro et 
de variance 2
j
. 
Dans un modèle à effets fixes, l’effet aléatoire est simplement retranché de l’équation (41). Ce 
modèle suppose donc que les caractéristiques des études expliquent complètement les variations 
dans les vraies valeurs de la vie. De son côté, le modèle à effets mixtes tient compte de 
l’hétérogénéité non observable qui ne peut être considérée dans le modèle et qui peut expliquer 
les variations dans les vraies valeurs de la vie. 
 
En substituant (41) dans (40), nous obtenons notre modèle de régression à estimer : 
                                                 
26
 Voir équation (37). 
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0
1
K
j k jk j j
k
VSV X u e . (42) 
 
Ce modèle a comme particularité d’avoir deux éléments dans le terme d’erreur, l’effet aléatoire et 
l’erreur d’estimation. La variance de jVSV , conditionnelle aux caractéristiques jkX , est trouvée 
par : 
 
 * 2( )
jj j j j
v Var u e v , (43) 
 
où 
iv  est la variance de l’estimation de la VSV dans l’étude j (j = 1…J). 
 
Comme le soutient Raudenbush (1994), il ne serait pas approprié d’effectuer une régression par 
moindres carrés ordinaires pour estimer l’équation (42), puisqu’une telle méthode prend comme 
hypothèse l’homoscédasticité. Cela signifie que les erreurs dans le modèle de régression ont la 
même variance. Or, le modèle qui nous intéresse repose plutôt sur une hypothèse 
d’hétéroscédasticité. La variance résiduelle du modèle ( *jv ) n’est pas constante, puisque jv  
diffère d’une étude à l’autre. Nous devons donc utiliser la méthode des moindres carrés pondérés, 
où les poids optimaux sont l’inverse des variances obtenues dans chacune des études : 
 
 * 21/ 1/ ( )
jj i j
poids v v . (44) 
 
Si 2
j
est nulle, alors le modèle à effets fixes sera suffisant et les poids optimaux seront de 1/ jv . 
Le calcul de jv , se fait assez facilement et ne nécessite que certaines données présentes dans les 
études.
27
 Comme nous le voyons à l’équation (44), le calcul des poids optimaux du modèle à 
effets aléatoires nécessite un terme supplémentaire, la variance de l’effet aléatoire ( 2
j
). Or, ce 
terme n’est pas donné dans les études et doit donc être estimée. Pour ce faire, nous devons 
effectuer l’estimation des paramètres de l’équation (42).  
 
En résumé, l’estimation des paramètres de la régression (42) passe par l’estimation de 2
j
 et 
celle-ci dépend des paramètres inconnus de la régression. Il y a deux approches qui peuvent 
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 Parmi celles-ci on retrouve l’erreur type associée au coefficient ˆ .  
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résoudre ce dilemme. D’abord, on peut procéder par la méthode des moments, qui se résume en 
trois étapes. La première consiste à utiliser la méthode des moindres carrés ordinaires ou la 
méthode des moindres carrés pondérés pour obtenir des estimations provisoires des paramètres de 
l’équation (42),
0
ˆ ˆ,..., K . Ensuite, il s’agit d’utiliser l’espérance de la somme des résidus afin 
d’effectuer une estimation de la variance de l’effet aléatoire, 2ˆ
j
. Finalement, une nouvelle 
estimation des paramètres de la régression est effectuée à l’aide de la méthode des moindres 
carrés pondérés, où les poids sont donnés par, 
 
 2ˆ1/ ( )
jj j
poids v . (45) 
 
L’autre méthode consiste à utiliser le maximum de vraisemblance. En supposant la normalité de 
iVSV , cette méthode permet d’estimer les paramètres ( 0 1, ,..., K ) de l’équation (42), ainsi que 
la variance de l’effet aléatoire, 2
j
. Cependant, cette méthode est surtout efficace en présence 
d’un échantillon de grande taille (Raudenbush, 1994). Puisque les méta-analyses se concentrent 
souvent sur l’analyse de la méthode hédonique d’estimation des salaires, les échantillons retenus 
ne seront probablement pas assez volumineux pour appliquer cette méthode. L’utilisation de la 
méthode des moments est donc plus adéquate dans plusieurs cas.
28
 Bellavance et al. (2009) 
présentent des extensions de ce modèle de base afin d’estimer des modèles avec des 
spécifications économétriques plus complètes. 
 
6.2 Méta-analyses sur la valeur de la vie 
 
Récemment, quelques méta-analyses ont été effectuées dans le but de synthétiser l’information 
des études estimant la valeur statistique d’une vie humaine. Ces méta-analyses diffèrent par la 
composition de leur échantillon, les modèles de régression utilisés, ainsi que par les variables 
explicatives des spécifications. Dans cette sous-section, nous ferons un bref survol de ces méta-
analyses.
29
 
 
                                                 
28
 Pour obtenir la procédure exacte utilisée, sous forme matricielle, voir Cooper et Hedges (p. 318). 
29
 Pour quelques revues de littérature différentes sur le sujet, le lecteur peut consulter les travaux de Fisher et al. 
(1989), Miller (1990) et Viscusi (1993). 
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Liu et al. (1997) furent probablement parmi les premiers chercheurs à effectuer une méta-analyse 
d’études estimant la valeur statistique d’une vie humaine. Ils utilisèrent 17 VSV, pour lesquelles 
les revenus moyens et les probabilités moyennes de décès étaient disponibles. Ces observations 
furent sélectionnées à partir du tableau 2 de Viscusi (1993), qui contient majoritairement des 
études d’origine américaine. Dans leur analyse, le même poids est attribué à chacune des études. 
Une simple régression par moindres carrés ordinaires, ne contenant que deux variables 
explicatives (revenu et risque), est utilisée par les auteurs. Le logarithme naturel des valeurs de la 
vie est utilisé comme variable dépendante. Ils obtiennent un coefficient positif mais non 
significatif pour la variable revenu et un coefficient négatif et significatif pour la variable de 
risque. L’élasticité-revenu obtenue de la régression a une valeur de 0,53, mais n’est pas 
significative. 
 
Miller (2000) utilise un échantillon composé de 68 études provenant de 13 pays différents. À la 
différence de Liu et al. (1997), qui n’utilisent que des études préconisant la méthode risque-
salaire, celui-ci inclut également les études mesurant la disposition à payer via le marché de la 
consommation et la méthode d’évaluation contingente. D’ailleurs, il incorpore dans ses 
régressions des variables binaires pour tenir compte de la méthode appliquée dans les études. Une 
autre particularité de l’étude de Miller concerne l’utilisation du produit intérieur brut (PIB) et du 
produit national brut (PNB) per capita comme variables explicatives, au lieu des revenus 
individuels. Encore une fois, le même poids est attribué à chacune des études. Les coefficients 
associés aux revenus (PIB ou PNB) sont positifs et significatifs dans toutes les spécifications. 
L’élasticité-revenu reste relativement stable d’un modèle à l’autre et oscille entre 0,85 et 1,00. Il 
est surprenant de constater qu’aucune variable de risque n’est présente dans les différentes 
spécifications. 
 
Bowland et Beghin (2001) effectuent une méta-analyse à l’aide de 33 études utilisées dans les 
travaux de Viscusi (1993) et de Desvousges et al. (1995). Ces études proviennent tous de pays 
industrialisés et utilisent soit la méthode risque-salaire, soit la méthode d’évaluation contingente. 
Le but des auteurs étant d’utiliser leurs résultats pour estimer une valeur de la vie pour le Chili, 
ils lient chaque étude aux caractéristiques démographiques des pays où celle-ci a été réalisée Les 
auteurs, soucieux de la non-normalité des résidus, emploient une méthode de régressions robustes 
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selon Huber (1964, 1981). Cette méthode accorde un poids moins élevé aux données moins 
crédibles. Bowland et Beghin obtiennent une élasticité-revenu significative pour plusieurs 
spécifications, variant entre 1,7 à 2,3. En ce qui concerne la probabilité de décès, les paramètres 
estimés sont principalement positifs et significatifs. Par la méthode des moindres carrés 
ordinaires, les résultats obtenus sont très similaires. Il est à noter que les auteurs n’incorporent 
aucune caractéristique méthodologique des études parmi leurs variables explicatives. Comme 
nous l’avons vu précédemment, ces caractéristiques peuvent expliquer en partie les variabilités 
dans les valeurs de la vie estimées.  
 
Mrozek et Taylor (2002) construisent un échantillon de 33 études (américaines et autres) utilisant 
la méthode hédonique d’estimation des salaires. Les auteurs ont décidé d’inclure toutes les 
spécifications disponibles dans chacune des études. Au total, 203 observations ont été recueillies. 
Comme nous venons de le voir à la section 6.1, cette façon de procéder entraîne possiblement un 
biais, puisque les observations perdent leur indépendance. Pour ne pas accorder plus de poids aux 
études qui utilisent un grand nombre de spécifications différentes, un poids de 1/N est attribué à 
chaque observation, où N correspond au nombre de valeurs de la vie provenant de l’étude en 
question. L’estimation est donc obtenue par moindres carrés pondérés plutôt que par MCO. Tous 
les modèles présentés par les auteurs indiquent une relation positive et significative entre le 
risque moyen et la valeur statistique d’une vie humaine. Mrozek et Taylor obtiennent, à l’aide de 
leur modèle complet, une élasticité-revenu significative de 0,49. Une forme réduite du modèle, 
qui exclut trois des variables explicatives, génère une élasticité-revenu significative de 0,46. 
 
Viscusi et Aldy (2003) effectuent une méta-analyse à l’aide d’un échantillon composé d’environ 
50 études provenant de 10 pays différents. Comme pour l’échantillon de Mrozek et Taylor 
(2002), seules les études qui emploient la méthode risque-salaire ont été retenues. L’estimation 
est effectuée par régressions robustes ainsi que par moindres carrés ordinaires. Les résultats 
obtenus restent assez stables d’une spécification à l’autre. Les paramètres associés à la variable 
de risque moyen sont tous négatifs et significatifs. L’élasticité-revenu est, quant à elle, positive et 
significative pour toutes les spécifications. Celle-ci varie entre 0,49 et 0,60 pour les spécifications 
utilisant les MCO et oscille entre 0,46 et 0,48 pour les résultats obtenus par régressions robustes. 
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De Blaeij et al. (2003) réalisent une méta-analyse à l’aide d’études mesurant la valeur de la vie 
dans un contexte de sécurité routière. Ils construisent un échantillon composé de 95 valeurs de la 
vie provenant de 30 études différentes. Comme pour Mrozek et Taylor (2002), nous retrouvons 
plusieurs VSV provenant d’une même étude. Le but de l’article est de tenter d’expliquer d’où 
proviennent les variations observées dans les VSV estimées par ce type d’étude. En particulier, les 
auteurs désirent comparer l’effet d’utiliser l’approche des préférences révélées, plutôt que celle 
de l’évaluation contingente. La méthodologie employée par ceux-ci comporte deux étapes. 
D’abord ils effectuent une analyse bivariée à l’aide de Q-Tests30. Les auteurs forment plusieurs 
groupes présentant des caractéristiques communes, pour ensuite les comparer. Les résultats 
confirment la présence d’importantes variations entre les groupes ainsi qu’à l’intérieur même de 
ces groupes. Les auteurs procèdent, par la suite, à une analyse multivariée par méta-régression, 
afin d’augmenter la robustesse à leurs résultats. Dans certaines spécifications, un poids est 
attribué à la variable dépendante (VSV), selon la fiabilité de l’estimation. À défaut d’obtenir les 
variances des valeurs de la vie pour chacune des études, ce qui serait plus approprié, ils utilisent 
plutôt la taille des échantillons comme poids.
31
 Ils obtiennent une élasticité-revenu significative 
de 1,67, où les revenus sont exprimés en PIB per capita. Selon les auteurs, ce résultat élevé est dû 
à la présence de multicolinéarité avec la variable « time trend », qui est une mesure du temps. 
Sans cet effet, l’élasticité-revenu est plutôt de 0,50. En ce qui concerne la variable de risque, les 
seuls résultats significatifs se retrouvent dans les modèles n’incluant que les études utilisant 
l’approche de l’évaluation contingente. Les paramètres estimés dans ces modèles sont positifs. 
Finalement, les résultats de la méta-régression permettent aux auteurs de conclure que l’approche 
des préférences révélées entraîne des valeurs de la vie significativement moins élevées que 
l’approche de l’évaluation contingente. 
 
Bellavance, Dionne et Lebeau (2009) ont analysé 37 études utilisant l’approche hédonique. Leur 
méta-analyse est unique, car elle est la première à utiliser le modèle de régression à effets mixtes 
(Raudenbush, 1994) pour analyser des études sur la valeur statistique d’une vie. Cette méthode 
permet de contrôler les variations des variances dans les échantillons des différentes études. Ces 
variations peuvent être influencées par des facteurs contrôlables et non contrôlables. Le modèle 
                                                 
30
 Les Q-tests servent à détecter la présence d’hétérogénéité dans un sous-groupe. 
31 Puisque la taille de l’échantillon est habituellement reliée de façon inverse à la variance, celle-ci est souvent 
utilisée par les chercheurs pour remplacer ou estimer la variance. 
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de Raudenbush (1994) permet de tenir compte de ces deux sources d’hétérogénéité. Bellavance et 
al. (2009) concluent que les principales variations entre les valeurs des différentes études sont 
dues à des méthodologies différentes utilisées par les chercheurs. Ils obtiennent une valeur 
moyenne de la VSV de 5,8 millions de dollars (US de 2000), ce qui correspond aux conclusions 
de Dionne et Lanoie (2004) et de Knieser et al. (2007). Ils obtiennent un effet risque et une 
élasticité revenus variant entre 0,84 et 1,08. 
 
Les auteurs vérifient également que plusieurs effets méthodologiques influencent leur estimation 
de la valeur d’une vie. Les chercheurs qui utilisent la variable de risque comme étant endogène 
obtiennent des valeurs beaucoup plus élevées. Il n’est pas évident que l’analyse de l’endogénéité 
soit appropriée dans tous les cas. Les études contenant des variables pour tenir compte des 
compensations pour les accidents du travail ont des valeurs plus faibles. Les populations à l’étude 
sont également importantes. Les populations les plus riches ont des valeurs de la vie plus élevées 
et les populations contenant des gens altruistes génèrent une relation négative entre la valeur 
d’une vie humaine et la probabilité d’accident. Finalement, les résultats sont affectés par le pays 
de l’étude, l’année de publication, la race des travailleurs et la source de la variable risque. 
 
Tableau 6 
Résumé des résultats des méta-analyses 
 
 Risque Revenu 
Élasticité-revenu 
 Signe Signif. Signe Signif. 
Liu et al. (1997) - OUI + NON 0,53 
Miller (2000) n.a. n.a. + OUI 0,85 à 1,00 
Bowland et Beghin (2001) + OUI + OUI 1,7 à 2,3 
Mrozek et Taylor (2002) + OUI + OUI 0,46 à 0,49 
Viscusi et Aldy (2003) - OUI + OUI 0,46 à 0,60 
de Blaeij et al. (2003) + OUI + OUI 0,5 
Bellavance et al. (2009) – OUI + OUI 0,84 à 1,08 
 
Au tableau 6, nous présentons un résumé des résultats de différentes méta-analyses effectuées.
32
 
Nous pouvons affirmer qu’il y a définitivement une relation positive entre les revenus et les 
                                                 
32
 Les six méta-analyses que nous venons d’analyser ont été choisies selon leur popularité dans la littérature. Ce sont 
également les seules, à notre connaissance, à avoir été publiées dans une revue scientifique. Pour d’autres méta-
analyses, le lecteur peut consulter Desvousges et al. (1995), Day (1999), Takeuchi (2000), Michaud (2001), ainsi 
que Dionne et Michaud (2002). 
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estimations de la valeur de la vie. De plus, nous constatons que l’élasticité-revenu obtenue par ces 
différentes méta-analyses est toujours de valeur égale ou inférieure à 1, à l’exception de l’étude 
de Bowland et Beghin (2001). Cependant, nous ne pouvons rien conclure à propos de la relation 
entre le risque moyen et la valeur de la vie. Dans certains cas, les auteurs obtiennent des 
coefficients positifs et significatifs, dans d’autres plutôt négatifs et significatifs. Cette relation 
semble donc ambiguë, comme indiqué dans la section théorique. 
 
Conclusion 
 
Depuis plus de 30 ans, les économistes tentent de mesurer la valeur statistique d’une vie 
humaine, de plusieurs façons différentes. Dans cet article, nous avons présenté la disposition à 
payer comme étant la méthode la plus adéquate pour mesurer les préférences individuelles en 
matière de risque. Toutefois, nous avons pu constater qu’elle a également des faiblesses. D’abord, 
nous avons réalisé que les propriétés théoriques de la DAP sont plutôt fragiles et ne semblent pas 
concorder empiriquement avec celles de la VSV. Ensuite, lorsqu’on effectue un survol des 
nombreuses études qui ont tenté d’estimer la VSV à l’aide de la DAP, on constate des écarts 
considérables, ce qui s’avère problématique pour les gouvernements. L’utilisation d’une VSV qui 
ne reflète pas adéquatement la volonté à payer des citoyens, entraînera de mauvaises décisions de 
la part des décideurs publiques. 
 
Les résultats des méta-analyses nous permettent de conclure que la variabilité des résultats 
provient, en grande partie, de différences méthodologiques. Nous avons vu que les 
caractéristiques des échantillons utilisés par les chercheurs ont un impact considérable sur les 
VSV obtenues. En effet, les échantillons composés d’individus plus fortunés, de race blanche et 
moins exposés au risque de décès entraînent des VSV plus élevées. Ces résultats informent les 
décideurs publics quant à l’importance de la représentativité des échantillons utilisés. Il est 
toutefois essentiel que l’aspect d’équité des projets gouvernementaux soit considéré dans la prise 
de décisions (Drèze, 1992).  
 
Plusieurs autres facteurs méthodologiques ont également un impact important sur les VSV 
estimées. Entre autres, les chercheurs qui tiennent compte de la nature endogène de la variable de 
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risque obtiennent des VSV considérablement plus élevées. De plus, la forme des spécifications 
utilisées influence aussi les résultats. Lorsqu’une variable mesurant le niveau de compensation 
salariale allouée aux travailleurs est incluse dans les modèles, nous vérifions des VSV réduites. 
Finalement, nous constatons que le pays d’origine des études, l’année de leur publication, ainsi 
que la source de la variable de risque utilisée, influencent de façon significative la VSV.  
 
Quelle valeur utiliser pour évaluer des projets? Trois études semblent indiquer que lorsque les 
problèmes méthodologiques sont bien pris en compte, la valeur devrait se situer entre cinq et six 
millions de dollars de 2000 (Bellavance et al., 2009; Dionne et Lanoie, 2004; Knieser et al., 
2007). 
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