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It is shown that any convex or concave extremum problem possesses a 
subsidiary extremum problem which has certain homogeneous properties. 
Analogous to the given problem, the “homogenized” extremum problem seeks 
the minimum of a convex function or the maximum of a concave function over 
a convex domain. By using homogenized extremum problems, new relation- 
ships are developed between any given convex extremum problem (P) and 
a concave extremum problem (P*) (also having a convex domain), called the 
“dual” problem of (P). This is achieved by combining all possibilities in 
tabular form of (1) the values of the extremum functions and (2) the nature of 
the convex domains including perturbations of all problems (P), (P*), and each 
of their respective homogenized extremum problems. 
This detailed and refined classification is contrasted to the relationships 
obtainable by combining only the possible values of the extremum functions 
of the problems (P) and (P*) and the possible limiting values of these functions 
stemming from perturbations of the convex constraint domains of(P) and (P*), 
respectively. 
The extremum problems in this paper and classification results are set forth 
in real topologically paired vector spaces having the Hahn-Banach separation 
property. 
1. INTRODUCTION 
This paper develops new relationships between a given convex extremum 
problem and another extremum problem, called its “dual” problem. A 
convex extremum problem (P) seeks to minimize a convex function over a 
convex constraint domain, while the dual problem (P*) seeks to maximize a 
concave function over another convex constraint domain. We study the 
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structure between these two problems by classifying conceivable and per- 
missible events on 
(a) the minimizing value of the convex function of(P) and the maximizing 
value of the concave function of (P*) and 
(/3) the nature of the convex constraint domains of (P) and (P*). 
Some of these events are easily illustrated in the well-known finite element- 
ary linear programming classification table. Here, problem (P) and its dual 
(P*) are elementary finite linear programs. 
CLASSIFICATION TABLE 
The abbreviations “CONS” or “INC” denotes whether the convex constraint 
domain is nonempty or empty, respectively, called “consistent” or “incon- 
sistent” in the linear programming literature. When the constraint domain is 
nonempty, then the linear functional value is either bounded “BD” or 
unbounded “UBD”. Any given linear problem (P) and its dual (P*) may 
occur only in one of the joint-events 1, 2, 3, or 4, and all other joint-events 
are forbidden and thereby denoted by “0”. Elementary examples show that 
the four events are realizable. 
Returning to the general case, the Classification Table is not valid because 
of examples where problem (P) is consistent and bounded but (P*) is incon- 
sistent; see [2]. When the convex constraint domain is not a finite dimensional 
polyhedral set or when the extremum problem is in an infinite dimensional 
space, various convergence complexities arise. Therefore, various subclasses 
of events are required. Consequently, more rows and columns are needed in 
the Classification Table. 
For example, the minimizing value of the functional of a convex extremum 
problem (P) may be finite, -00, or +co. Its constraint domain may be 
empty, or not. However, by slightly relaxing the constraint condition by a 
perturbation, the relaxed domain is another convex domain which may not 
be empty. In this case when the perturbations approach 0, one obtains special 
solutions termed “asymptotic solutions”. By computing functional values of 
asymptotic solutions, further conceivable events for (P) arise. For the given 
problem (P), only certain combinations of conceivable events are permissible, 
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and their total number is 7. Events analogously described arise for the dual 
problem (P*), and their total permissible nulber is also 7. However, when 
combining permissible events for both problems (P) and (P*) together, 
many of the conceivable joint-events are forbidden. In fact, out of a total of 
49 conceivable joint-events, only 11 are permissible. Some of these and related 
classifications are given in [2, 3, 6, 1 I, 14, 15, 231. 
In this paper we carry the classification process much further by introducing 
a new construction which yields even more detailed and refined information 
about the original convex extremum problems. This is in the form of a pair 
of subsidiary problems (H) and (H*) associated with the given convex 
extremum problem (P) and its dual problem (P*), respectively. These new 
problems are also convex and concave, respectively, and are constructed 
from linearizations of (P) and (P*), respectively. They satisfy certain homo- 
geneous properties and are therefore termed “homogenized extremum 
problems”. 
In linear programming the existence of a homogeneous problem is rather 
transparent. In this case this construction has already been done by Duffin [6] 
in 1956. We illustrate this case. 
EXAMPLE 1. Let A be a continuous linear operator on a locally convex 
space E to a locally convex space F, and let E* be a space paired topologically 
with E. Let c E E*, b E F*, and let C be a closed convex cone in E. 
Compute min(c, x) for all x E E subject to the constraints Ax = b and x E C. 
This is an infinite linear program and its infinitelinear homogenized programis 
Compute min(c, x) for all x E E subject to the constraints Ax = 0 and x E C. 
Duffin [6] used the linear homogenized program to give information about 
the original linear program. For example, he used a linear homogenized 
program to characterize the existence of asymptotically consistent solutions 
as well as the existence of consistent solutions of the given linear program. 
Later in Kallina-Williams [ 141 and Ref. [15], linear homogenized programs 
were used to obtain classification refinements for a given pair of linear extre- 
mum problems. 
One of the goals of this paper is to determine conceivable and permissible 
events on (a) and (p) but with respect to all the nonlinear problems (P), 
(P*), (H), and (H*) simultaneously. Four theorems are developed in order 
to determine forbidden joint-events. The first theorem (proved in Appendix 1) 
extends the 49 conceivable joint-event classification achieved for linear 
extremum problems to an arbitrary convex problem (P) and its dual (P*). 
The second theorem characterizes consistency of (P) [(P*)] by the existence 
of a specific permissible event of (H*) [(H)]. The third theorem characterizes 
asymptotic consistency of (P) [(P*)] by the existence of another specific 
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permissible event of (H*) [(H)]. The fourth theorem ties certain permissible 
events of(P) [(P*)] to certain permissible events of(H) [(H*)]. 
The end result is a classification similar to the linear extremum problem 
case as presented in [14, 151. It states that out of 121 conceivable joint-events 
between any convex extremum problem (P) and its dual (P*), only 11 are 
permissible. 
In an analogous manner, another pair of convex extremum subsidiary 
problems having homogeneous properties is introduced. When permissible 
events of these particular subsidiary problems are combined with those of the 
original (P) and (P*), then 400 joint-events are conceivable but only 93 are 
permissible. 
Finally, these classifications are contrasted to those obtainable from 
combining only the permissible values and limiting values of the extremum 
functions of a convex extremum problem (P) and its dual (P*). By using 
classification methods, a new characterization is obtained for when 0 is in the 
closure of the domain of an arbitrary closed convex function. 
To begin the process, we make a choice of a particular form of the dual 
problems to study. We present the dual convex problems in the underlying 
framework of Gale’s work [IO], but as generalized in the convex “bifunction” 
terminology of Rockafellar [24, Sections 29 and 301 which are all related to 
the conjugate function approach of Fenchel [9]; see also Stoer-Witzgall [28]. 
We turn now to the development of classification schemes for convex 
extremum problems over real topological vector spaces having the Hahn- 
Banach extension property. The first task is to introduce definitions which 
adequately encompass and discriminate the phenomena of “events” that 
occur on (a) and (/3). This is done by defining dualit~~ states for any given 
convex extremum problem (P) and its dual (P*). 
2. DUALITY STATES FOR CLOSED CONVEX BIFUNCTION DUAL FAMILIES 
Let E, F be real topological vector spaces which have the Hahn-Banach 
extension property (HBEP) (see [12]), and let E”, F* be topologically paired 
with E, F, respectively (see [4]). Thus F x E is topologically paired with 
F* x E* in the product topology. 
Let G be a bifunction from F to E, that is, to each u E F is associated an 
extended real-valued function on E, Gu: E--f [-co, co]. The value of Gu 
at a point x E E is denoted by (Gu) (x) (see Rockafellar [24, Sections 29 
and 301. We assume throughout that G is a proper closed convex bifunction. 
This means that the graph function g is proper, closed, and convex on F x E 
where, by definition, 
Au, ~1 = (W (~1. (1) 
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Recall that proper means that g(u, X) is not identically $-CO and g(u, X) 
is not allowed to take on the value --co. 
The ad!o& of G is defined as the bifunction (see Rockafellar [24]) from 
E* to F* given by 
(G*x*) (u*) = inn{(Gu) (x) - (x, x*) + (u, u*)}. (4 
XEE 
G* is also proper closed and convex since G is. Then it follows that 
(G*x*) (u*) = -g*(-u”, x*), (3) 
where g* is the conjugate transform of g, valid in this infinite dimensional 
setting (Asplund [I], Brondsted [5], and Moreau [20, 211, see also Rockafellar 
[24, p. 3091). 
Remark. Following the conventions of [24], the closure of a convex 
function is defined to be the lower semicontinuous hull off if f  nowhere has 
the value -co. If  f  assumes the value -cc somewhere, then its closure, 
cl f ,  is defined to be the constant function - co. These distinctions are given 
in [24, pp. 52-541, in particular, the comment after Corollary 7.2.2. 
Throughout this paper we use the definition of closure as given in Rocka- 
fellar [24], and thus, for example, Corollary 30.2.2 is applicable to our 
analysis. 
We consider the following pair of dual convex programs: 
Program (P): Seek inf(G0) (x) subject to x E E 
and 
Program (P*): Seek sup(G*O) (u*) subject to u* EF. 
These dual programs are related to the dual family, 
P+ p*1 = VW: (p*,*)l (U.z*)EFXB* 
(4) 
(5) 
(6) 
which usually arises from perturbations of a given convex program. 
Following [24], let 
and 
dom(Gu) = {X E E 1 (Gu) (x) < a} (7) 
dom G = {u E F 1 Gu is proper on E}. (8) 
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We say that Program (P) [(P*)] is 
CONS (consistent) if 
INC (inconsistent) if 
AC (asymptotically consistent) if 
SINC (strongly inconsistent) if 
The value of Program (P) [(P*)] is 
dom GO # @adorn G*O # a], 
(9) 
dom GO = @[dam G*O = ia], 
(10) 
0 E cl(dom G) [0 E cl(dom G*)], 
(11) 
0 $ cl(dom G) [0 $ cl(dom G*)]. 
(12) 
(inf G) (0) [(sup G*) WI7 (13) 
while the subvalue of Program (P) [(P*)] is 
(cl(inf G)) (0) [cl(sup G*)) (0)]. (14) 
Any of these may be finite or infinite. See Rockafellar [24] for definitions 
of these terms in F-space, which extend to the infinite dimensional setting 
here. 
Using definitions (9)-( 14), the following states are introduced for Program 
(PI KP”)l. 
(i) Let Program (P) [(P*)] be CONS. Then it is BD (bounded) if 
(inf G) (0) > -co [(sup G*) (0) < co]. Otherwise it is UBD (unbounded). 
(ii) Let Program (P) [(P*)] be AC. Then it is PAC (properly AC) if 
(cl(inf G)) (0) < cc [(cl(sup G*)) (0) > -CO]. Otherwise it is IAC (impro- 
perly AC). 
(iii) Let Program (P) [(P*)] be PAC. Then it is ABD (asymptotically 
BD) if (cl(inf G)) (0) > --co [(cl(sup G*)) (0) < co]. Otherwise it is AUBD. 
A duality state of the pair of programs (P) and (P*) is a pair of states, one of 
Program (P) and one of Program (P*). 
Duality states of the above type were developed by Duffin [6] and Ben- 
Israel-Charnes-Kortanek [2, 31 for infinite linear programs. Definitions 
related to those above were developed in [3] for convex programming pro- 
blems. 
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3. LINEAR PROGRAMMING EQUIVALENTS FOR PROGRAMS (P) AND (P*) 
We first present Program (P) and Program (P*) in slightly altered but 
equivalent forms, respectively, 
Program (P) 
Seek the inf g(u, X) 
subject to (u, x) E (0 x E) n (F x E) (15) 
and 
Program (P *) 
Seek the sup[-g*(--u*, X*)1 
subject to (u*, x*) E(F* x 0) n (F* x E*). (16) 
3.1. Program (P) 
We seek homogenized convex programs of Programs (P) and (P*), respect- 
ively. These are to be called homogeneous de&ant bifunctions. These particular 
bifunctions are constructed from a linearization of the convex program 
(P) [(P*)] and are related to several linear homogeneous type programs in the 
literature [6, 14, 151. 
To begin this construction, we introduce a linear operator A as follows: 
A:(FxE)xRxR+(FxE)xRxR 
by 
A ((r) , E, 0) = ((;) PO, 0) . (17) 
a continuous linear operator in the product topology on 
;“F TE) x R x R. Using the pairing, it follows that the adjoint AT of A 
is given by 
AT: (F* x E*) x R x R-t (F* x E*) x R x R 
AT i(;:) , 5,~) = ((lf)*, 0,~) . 
(18) 
AT is also continuous in the product topology. 
For any set WC (F x E) x R, let C(W) denote the homogenization of 
W ([28])l, also called the associated cone in [3], defined by 
1 See also [24, p. 631. 
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We shall also use the notation [3] 
W*={W*E(F* xE*) x RIeu~W=x(w,w*)>O} (19) 
and 
WTI={w*~(F* xE*) x RIwEW>(W,W*>>-1). (20) 
Introduce the linear Program (CP): 
Seek the inf((CP) 0) (a) 
subject to 2=((;),&0j~(FxE)xRxR (21) 
where 
((CP) u”) (5) = 5 + 6 (2 1 f  E cl C(epig), Af = ((i) , 0, 1) + ~2) 
and epig denotes the epigraph of g and 8 is an indicator function, see [24, 
p. 281. 
The dual linear program is 
Program (CP) * 
Seek the sup((cP)* 0) (E*) 
subject to zi* = ((i:) ,<,q) E(F* x E*) x R x R (22) 
where 
((CP)* a*) (zi*) = -7 + 6 (zi* 1 ATU* + ((3 , 1,O) - f* E {cl{C(epig)}}*. 
Observe that the names of the linear programs (21) and (22) are the same 
as the names of their respective bifunctions (CP) and (CP)*. The convention 
is henceforth adopted of giving a program determined by a bifunction at the 
zero vector the same name as the bifunction. This convention then applies to 
all bifunctions in this paper except the very first two, namely, G and G*. 
In this terminology (CP) (0) denotes the value of the associated bifunction 
at the zero vector perturbations, which as a vector lies in the space 
(F x E) x R x R. Therefore, (inf(CP)) (0) is the value of Program (CP). 
Similarly, (sup(CP)*) (0) denotes the value of Program (CP)*, where here 
OE(F* x E*) x R x R. 
Using these identifications, the following equivalences are more computa- 
tional than conceptual. 
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THEOREM 1. (a) Program (P) is CONS o Program (CP) is CONS in 
which case (inf G) (0) = (inf(CP)) (0). 
(b) Program (P) is AC * Program (CP) is AC in which case 
(cl(inf G)) (0) = (cl(inf(CP))) (0). 
(c) Program (P*) is CONS o Program (CP)* is CONS in which case 
(sup G*) (0) = (sup(CP)*) (0). 
(d) Program (P*) is AC o Program (CP) * is AC in which case 
(cl(sup G*)) (0) = (cl(sup(CP)*)) (0). 
Proof. The fact that Program (P) is CONS[AC] if and only if Program 
(CP) is CONS[AC] follows from the decomposition of cl{C(epig)}, i.e., 
cl{C(epig)} = C(epig) U /“+‘~g)l . (23) 
See [24, p. 631. Then, by construction of the linear Program (CP) and its 
associated bifunction denoted (CP) (see [24, p. 31 l-3121, it follows that 
and 
(inf G) (0) = (inf(CP)) (0) (24) 
(cl(inf G)) (0) = (cl(inf(CP))) (0). 
This proves parts (a) and (b). 
(25) 
Now, Program (P*) is CONS[AC] if and only if Program (CP)* is 
CONS[AC] follows analogously from the decomposition of cl{C(epig)}*, 
i.e., 
cl{C(epig)}* = C((epig)?r) U ((epz)*) , (26) 
see [3, p. 6811, where the proof there is valid for any closed convex set. 
To prove the equalities in (c) and (d), it is easiest to use parts (a) and (b) 
together with Corollary 30.2.2 of Rockafellar [24].2 
Applying this corollary to the bifunctions associated with Programs P and 
P*, we obtain 
(sup G*) (0) = (cl(inf G)) (0) (27) 
and 
(cl(sup G*)) (0) = (inf G) (0). (28) 
2 See Appendix 1, relation (*), for a statement of this result. 
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Applying this corollary to the bifunctions associated with Programs (CP) and 
w?*, we obtain 
(sup(CP)*) (0) = (cl(inf(CP))) (0) (2% 
and 
(cl(sup(CP)*)) (0) = (inf(CP)) (0). (30) 
Now part (b) together with (27) and (29) shows 
(sup G*) (0) = (sup(CP)*) 0% (31) 
which proves (c). Using part (a) with (28) and (30) shows 
CcUsu~ G*)) (0) = (cl(supW’)*)) 6% (32) 
which proves (d). This completes the proof of Theorem 1. 
Program (CP) gives rise to a homogenized linear program to be introduced 
shortly. This program gives information about Program (P). We also need a 
homogenized linear program stemming from Program (P*). To construct 
this program, one could work with Program (CP)*. However, it is easier 
to construct another dual pair of linear programs whose primal is the asso- 
ciated cone problem of Program (P*). Following this route, we obtain a 
parallel development of the homogeneous derivant bifunctions both positive 
and negative for Programs (P) and (P*), respectively. 
3.2. Program (P*) 
Analogous to Section 3.1, define a linear operator B as follows: 
B: (F” x E*) x R x R +(F* x E*) x R x R, 
where 
Thus its adjoint is given by 
B=:(F x E) x R x R+(F x E) x R x R, 
where 
B= ((zj ,t, oj = ((;j ,O, 0) .
(33) 
(34) 
Both B and BT are continuous linear operators in their respective topologies. 
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Consider the following dual linear programs: 
Program (CP *) 
Seek the sup((cP*) 0) (z?*) 
subject to ii* = (($) , 5, 7) E(F* x E*) x R x R 
where 
(35) 
((CP”) +F*) (Ei*) = [ + 6 (li* 1 z2* E cl{C(epi A*)}, Bzi* = ((i) , 0, 1) + i*) 
and 
h*(u*, x*> = -g*(--u*, Lx*) on F* x E*, 
and 
Program (CP*)* 
Seek the inf((CP*)* 0) (2) 
subject to 3i; = f(z), 4,8) E (F x E) x R x R (36) 
where 
((CP*)* 6) (2) = 6’ + 6 (2 1 BG - ((:I , 1,O)) - 5 E {cl{C(epi h*)}}*. 
Analogous to Section 3.1, we denote by (CP*) the associated bifunction to 
Program (CP*) in (35). The dual bifunction in (36) shall be deboted by (CP*)*. 
Then, analogous to Theorem 1 we obtain the following theorem whose 
proof is completely symmetrical to the proof of Theorem 1, and therefore 
is omitted. 
THEOREM 2. (a) Program (P*) is CONS o Program (CP*) is CONS in 
which case 
(sup G*) (0) = (sup(CP*)) (0). 
(b) Program (P*) is AC o Program (CP*) is AC in which case 
(cl(sup G*)) (0) = (cl(sup(CP*))) (0). 
(c) Program (P) is CONS CJ Program (CP*)* is CONS in which case 
(inf G) (0) = (inf(CP*)*) (0). 
(d) Program (P) is AC e Program (CP*)* is AC in which case 
(cl(inf G)) (0) = (cl(inf(CP*)*)) (0). 
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4. THE HOMOGENIZED PROBLEMS FOR (P) AND (P*) 
For linear programming problems over convex cones in linear topological 
spaces under minimization, the “positive homogeneous derivant” [15] or 
“modified homogeneous constrant set” of [14] is related to Duffin’s homo- 
genized program [6, p. 1631 developed 17 years ago. Duffin’s homogenized 
program is always consistent and subconsistent, and its value and subvalue 
is either 0 or -co. As a subsidiary linear extremum problem, the positive 
homogeneous derivant may be consistent, inconsistent, asymptotically 
consistent, or strongly inconsistent, and thus the terminology CONS, INC, 
AC, and SINC has been used for these mutually exclusive and collectively 
exhaustive states. The following equivalences can then be verified. 
Each line in the table is an equivalence, e.g., for line (b), HP has subvalue 
---co * PHD is AC. Therefore, the homogenized program when taken 
together with its 2 possible values and 2 possible subvalues is equivalent to 
the 4 duality states of the positive homogeneous derivant listed in Table I. 
TABLE I 
Homogenized Program [6] Positive Homogeneous Derivant [15] 
(a) with subvalue 0 
(b) with subvalue - 53 
(cl with value 0 
(4 with value - cc 
SINC 
AC 
INC 
CONS 
Analogous to infinite linear programming we now develop both positive 
and negative homogeneous derivant bijunctions for closed convex bifunction 
dual families. For the positive case, we relate the derivant bifunctions to the 
recession functions of the convex function g(u, X) and the concave function 
h*(u”, x*), respectively. 
4.1. Homogeneous Derivant Bifunctions for Program (P) 
Working on Program (CP), we obtain first a positive linear homogenized 
program as follows: 
Program HD(CP) 
Seek the inf(HD(CP) 0) (a) 
subject to i = ((;) , 5,~‘) E(F x E) x R x R 
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where 
(HD(CP)) 0) (a) = S(L? I3i: E cl{C(epig)), 
a~=(C),o,oj+~,E~-1+r), (37) 
where 
O=(J,r)E((F x E) x R x R) x R, and Y  > 0. 
Program HD(CP) gives rise to the following bifunction (IV) (x), where 
v =(u,O)EF x R and XEE. 
I 
0 if (go+) (3 G - 1 and 0 = 0, 
(Iv) (x) = 
1 
0 if 0g (+ (3) < -1 and 0 > 0, (38) 
+a otherwise. 
As usual, the convex bifunction (38) generates the following program. 
Program I 
Seek 
subject to 
inf(I0) (x) 
(39) 
x E E. 
PROPOSITION 1. Program I is equivalent to Program HD(CP) in the sense 
of equivalence of all bifunction duality states of each program. 
Proof. We use the fact that O+(epi g) = epi(gO+), where gO+ is the reces- 
sion function of g(u, x), see [24, p. 661. Now Program I is CONS o 3x E E 
such that (go+) (2) 6 - 1. Upon setting t = (go+) (E), this is equivalent to 
((4 1 5, oj E (“+“opig’j 
which is equivalent to Program (HD(CP)) being CONS. In this case, the 
objective values agree because they are both 0 trivially. 
Assume now that Program I is AC. Then there exists a net {(u,, , 0,), xv / r} 
such that 
liymk , e,) = 0 
and 
(go+)(:)<--1 if &,=O and 07g($(z))<-l if 6’,>0. 
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Define 
(40) 
Now if (a) 0, = 0, then 
If (b) 0, > 0, 
by definition (40). This implies 
Hence, combining (a) and (b), it follows that for each y, 
((2) , &, , 0,) E C(epig) + fepibgOf)) = cl{C(epig)}. 
Y 
Furthermore, 
Finally, lim supV 5, < - 1, showing that Program HD(CP) is also AC. In 
this case, the subvalues of I and HD(CP) agree since they are both trivially 
zero. 
On the other hand, assume that Program HD(CP) is AC. Then there exists 
a net {(,“;I), &,‘, 0,’ 1 r} such that 
((21) , E,‘, %‘) 6 cl{C(epig)l for each y  
and 
liYm(uy’, e,‘) = 0 and limysup fV’ < - 1. 
Since cl{C(epig)} is a convex cone, it follows that 
Thus, lim sup,, &, < -2. 
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Now there exists a subnet ((E;), tU , 0, 1 p) such that the following inequal- 
ities hold: 
(gO+)(::j<[,$-1 if Q,=O 
and 
Since 
it follows that Program I is AC. This concludes the proof of Proposition 1. 
Since it stems from a linear program, the bifunction (IV) (x) of (38) is 
closed convex. It is called the positive homogeneous derivant bifunction of 
Program (P). By applying definitions (9)-(14) to Program I, additional states 
may be defined for Program (P). Because the value (and subvalue) of Pro- 
gram I is either 0 or + co, only 4 new states arise and are as follows: 
We say that Program (P) is 
(i) HCONS if Program I is CONS, 
(ii) HINC if Program I is INC, (41) 
(iii) HAC if Program I is AC, 
(iv) HSINC if Program I is SINC. 
Analogously, the negative homogeneous derivant bifunction is determined 
by replacing the constraint E < -1 in Program HD(CP) by the constraint 
5 > 1. This gives rise to another bifunction called a negative homogeneous 
bifunction, denoted by HD-(CP): 
where 
(HD-(CP) 8) (2) = 8(2 1 f E cl(C(epig)}, 
ai=((~j,o,oj+ti,E~l-rj, 
(42) 
rf = (~2, r) E ((F x E) x R x R) x R and r 2 0. 
Analogously, Program (P) is said to be H-CONS, H-INC, H-AC, or 
H-SINC according to whether Program HD-(CP) is CONS, INC, AC, or 
SINC, respectively. 
4.2. Homogenized Programs for Program (P*) 
Working with Program (CP*), (35) we obtain a positive homogenized 
linear program analogously. 
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Program HD(CP*) 
Seek the inf(HD(CP*) 0) (G*) 
subject to 3 = (($I) > 5,71) E(F* x E”) x R x R 
where 
(HD(CP*) 8*) (G*) = S(fi* 1 z2* E cl{C(epi h*)}, 
Bli*=(j;j,O,oj+s*,i>l-sj 
where 
** = (a*, s) E ((F* x E*) x R x R) x R and 
Let T* = (x*, 7) E E* x R, and introduce the bifunction 
I 
s 2 0. 
if (h*O+) (1:) >, 1 and 
if Th* i$ f$jj 3 1 and 
otherwise, 
and consider the related program: 
Program J 
Seek sup( JO) (@*) 
subject to u* E F*. 
(43) 
(45) 
Analogous to Proposition 1 (and its proof), we have the following result: 
PROPOSITION 2. Program J is equivalent to Program HD(CP*) in the 
sense of equivalence of all bifunction duality states of each program. 
The bifunction (JT*) (u*), (44), . IS a p t osi ive homogeneous derivant for Pro- 
gram (P*). Analogous to introducing 4 new states for Program (P), we say 
that Program (P*) is 
(i) HCONS if Program J is CONS, 
(ii) HINC if Program J isINC, (46) 
(iii) HAC if Program J is AC, 
(iv) HSINC if Program J is SINC. 
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Analogous to the development of (42), a negative homogenized program for 
Program (P*) is obtained by replacing the constraint 5 > 1 in Program 
HD(CP*) by [ < -1. This new linear program is denoted HD-(CP*) and is 
determined by the bifunction: 
(HD-(CP*) z*) (zZ*) = 6(zZ* 1 O* E cl(C(epi h*)}, 
(47) 
where 
x* = (a*, s)E((F* x E*) x R x R) x R and s 3 0. 
Program (P*) is said to be H-CONS, H-INC, H-AC, and H-SINC 
according to whether Program HD-(CP*) is CONS, INC, AC, or SINC, 
respectively. 
5. DETERMINING PERMISSIBLE “COMPOUND" DUALITY STATES OF 
(P) AND (P*) 
Let (P) and (P*) be the program pair of (4) and (5) so that definitions 
(9)-(14) and (i)-(iii) apply. This gives rise to Theorem 11 and Table VI of 
Appendix 1 due to Ben-Israel-Charnes-Kortanek [3]. An alternate proof is 
given in Appendix 1. 
Table VI of Appendix 1 indicates that any convex extremum problem (P) 
(and its dual (P*)) has 7 permissible states itself. This is seen from examining 
the rims of the table. To each of these states, however, conceivably three 
new ones arise logically from its positive homogeneous derivant, namely, 
HSINC, HAC and HCONS, HAC and HINC. Thus, the mixing of per- 
missible states of(P) with permissible states of its positive derivant gives rise 
to new states for (P) termed compound states, conceivably 21 in number. But 
Theorems 3-5 applied to Table VI restrict both the number of permissible 
compound states of (P) and (P*) individually and the number of permissible 
compound duality states between them jointly. The net result is Theorem 7 
and Table II of the next section whose proof is given in Appendix 2. 
An analogous approach is taken with respect to negative homogeneous 
derivants. However, Theorem 6 permits only a slight reduction in the number 
of permissible compound duality states, and hence the compound classifica- 
tion scheme here is much more combinatorial as set forth in Theorem 8 and 
Table III. 
Theorems 3 and 4 below are extensions to convex programming of 
Duffin’s [6] Corollaries 2 and 1, respectively. 
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THEOREM 3. Program (P) [(P*)] is AC e Program (P*) [(P)] is HINC. 
Proof. Program (P) is AC -Program (CP*)* is AC by Theorem 2(d). 
By Corollary 2 [6], Program (CP*)* is AC e Program HD(CP*) is INC, 
when HINC is identified to the condition of Corollary 2 by Table I. Further, 
Program HD(CP*) is INC -Program (P*) is HINC by Proposition 3. 
Next, Program (P*) is AC o Program (CP)* is AC by Theorem l(d). By 
Corollary 2 [6], Program (CP)* is AC o Program (HD(CP)) is INC using 
Table I. Finally, Program HD(CP) is INC u Program (P) is HINC by 
Proposition 1. 
THEOREM 4. Program (P) [(P*)] is CONS- Program (P*) [(P)] is 
HSINC. 
Proof. Program (P) is CONS -Program (CP*)* is CONS by Theorem 
2(c). By Corollary I [6], Program (CP*)* is CONS o Program HD(CP*) is 
SINC, again using Table I. Now Program HD(CP*) is SINC o Program (P*) 
is HSINC by Proposition 3. 
Next, Program (P*) is CONS -Program (CP)* is CONS by Theorem 
l(c). By Corollary 1 [6], Program (CP)* is CONS -Program HD(CP) is 
SINC. Therefore using Proposition 1, Program HD(CP) is SINC o Program 
(P) is HSINC, completing the proof of Theorem 4. 
Remark. In definition (38), the two terms (go+) (,“) and Bg(l/B (i)), 0 > 0 
are used. By Corollary 8.5.2 of [24], 
for every (3 E domg. This fact and the definition of conjugation may lead to 
alternate proofs of Theorems 3 and 4. 
One may compare Theorem 3 with Theorem 27.1 of [24]. The definition 
HINC of (41), i.e., (gO+) (3 3 0, all x E E, is similar to the inequality of 
part (i) of Theorem 27.1. In general, however, the function g(z) itself is not 
proper which is one of the hypotheses of Theorem 27.1. It may happen that 
g(z) is identically t-00 corresponding to an inconsistent program P. Thus, 
Theorem 27.1 is not immediately applicable to characterizing the condition, 
(gO+) (f.) 3 0, for all x E E. 
THEOREM 5. 
(a) Program(P) [(P*)] is ABD 5 Program (P) [(P*)] is HSINC. 
(b) Program(P) [(P*)] is IAC s- Program (P) [(P*)] is HSINC. 
(c) Program (P) [(P*)] is AUBD o Program (P) [(P*)] is AC and HAC. 
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Proof. Program (P) [(P*)] is ABD or IAC > Program (P*) [(P)] is 
CONS by Table VI of Appendix 1. Hence, Program (P) [(P*)] is HSINC by 
Theorem 4, which proves (a) and (b). 
To prove (c), assume Program (P) [(P*)] is AUBD (hence AC), and assume 
to the contrary that Program(P) [(P*)] is HSINC. Then, by Theorem 4, 
Program (P*) [(P)] is CONS which contradicts Program (P) [(P*)] being 
AUBD by Table VI. Therefore, (P) [(P*)] is HAC, and therefore Program 
(P) [(P*)] is HAC and AC. 
On the other hand, if Program (P) [(P*)] is AC and HAC, then adding an 
HAC solution net to an AC solution net yields an AUBD solution net to 
Program (P) [(P*)]. See Lemma 6 of [2] for this idea in the context of linear 
programming. This completes the proof of part (c) and hence Theorem 5. 
THEOREM 6. Program (P) [(P*)] is IAC * Program(P) [(P*)] is H-AC, 
see (42). 
Pyoof. Let (CP)- be the linear program defined by (21) where the bifunc- 
tion (CP)- itself is determined by replacing the variable “p’ by the variable 
“ -t” in the definition of bifunction (CP) in (21). It then follows that 
Program (CP)- has a positive derivant, HD((CP)-) analogous to (37), but 
where “ -E < 1 + Y" now appears in the definition of HD((CP)-). Hence 
upon comparing this with (42), it follows that Program (CP)- is HAC if and 
only if Program (CP) is H-AC. 
Assume now that (P) is IAC. Then by Theorem l(b), Program (CP) is 
IAC, and hence Program (CP)- is AUBD. Therefore, by Table II (which is 
independent of Theorem 6), the dual program (CP)-* is INC. Therefore, by 
Theorem 4 applied to Program (CP)- and its dual, Program (CP)- is HAC 
and, hence, Program (CP) is H-AC, i.e., Program (P) is H-AC. 
6. COMPOUND CLASSIFICATION WITH HOMOGENIZED BIFUNCTIONS 
6.1. Compound Classi$cation Theorem with Positive Homogeneous Derivant 
Bifunctions 
THEOREM 7. Of the 121 mutually exclusive and collectively exhaustive 
compound duality states for Programs (P) and (P*) and their derivants (38) and 
(44) respectively listed in Table II, only 11 are possible and are those denoted by 
positive integers. A zero in Table II means the corresponding compound duality 
state is impossible, and the nonxero integer denotes the corresponding example in 
[2] of that state. [For those who are interested, 11 examples are also given in 
[ 131 in an infinite dimensional nonreflexive Banach space setting.] 
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TABLE I1 
Compound Classification with Positive Homogeneous Derivant Bifunctions 
CONS 
IF.1 
(P”) 
ABD AUBD HAC A ABD - 
HSlNCl HINC IHCONS I 
ED 1 UBD HSINC HINC ~HC~NS~HSINC HlNc ltiC0~~ 
I I I I I I I 
The proof of this Theorem follows from repeated use of Theorems 3-5 
and Table VI in an analogous way that the linear versions of these theorems 
are used to derive the compound classification for the case of linear program- 
ming in topological vector spaces. See [14, IS]. We include a complete proof 
of this compound classification theorem in Appendix 2. 
6.2. Compound Classifications with Negative Homogeneous Derivant Ba@c- 
tions 
The listing of compound characteristics for Program (P) and its negative 
homogeneous derivant is almost completely combinatorial. The classification 
Theorem of Table VI (see Appendix 1) involves 7 states for Program (P) 
and a priori there are 3 homogeneous states for each of these (H-SINC, 
H-AC and H-INC, H-AC and H-CONS) giving a possible total of 21. 
However, a slight reduction, to 20, is made possible by Theorem VI which 
implies that Program (P) IAC and H-SINC is impossible. The possible 
compound characteristics are set forth in Table III. 
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Without the existence of a theorem which relates permissible states of a 
given problem to permissible states of the negative homogeneous derivant 
of its dual, we are led to the following Theorem, which has been proved by 
Rom [25] for the linear case, which using the equivalences we have established 
extends to convex bifunctions. 
6.3. Compound Classification with Negative Derivant Bifunctions 
THEOREM 8. Of the 400 mutually exclusive and collectively exhaustive 
compound duality states for Programs (P) and (P*) and their negative homo- 
geneous derivant bifunctions dejned 6y Table III, only 93 are possible. 
7. CLASSIFICATION SCHEMES AND CONVEX ANALYSIS 
The concepts of value and subvalue of a program see (13) and (14) are 
related to all of the duality states introduced in Section 2, simply because 
every program has a value and subvalue, regardless of the duality state which 
it and its dual form. In this section we give this relationship by embedding 
each of the 11 possible duality states into a value and subvalue oriented 
classification scheme. 
In order to apply the 11 examples [2] directly here and in the proof in 
Appendices I and 2, we alter the program formulation slightly. Replace 
Programs (1.C) and (II.C*) of [2] with Programs (P) and (P*) with the specific 
perturbations given below in bifunction form. 
Program (P). Let c be a fixed vector in Ii”, b a fixed vector in R”, A a 
fixed m x n-matrix, and C a closed convex cone in Rn. 
Seek the inf(G0) (x) 
subject to XER~ (48) 
where 
(Gu) (x) = (-c, x) + S(x j x E C, Ax = b + u). 
Program (P*) 
Seek the sup(G*O) (u”) 
subject to UTERI (49) 
where 
(G*x*) (u*) = (4, u”) + 6(u* 1 A=u* - c - x* E C”). 
Then, the 11 so-numbered examples are generated from the same data for 
c, A, b, and C in [2]. 
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TABLE III 
Compound States for (P) with Negative Homogeneous Derivant Bifunctions 
CONS INC I 
In convex analysis, the seeds of a general classification result which is value 
and subvalue oriented were sown in 1965 in Rockafellar’s Theorem 6 [23, 
pp. 179-1801 and later firmed up in the bifunction terminology as Corollary 
30.2.2 in “Convex Analysis” [24, p. 3151. If, in addition, the 11 possible 
states are demonstrated by examples, then this corollary can be used to prove 
the classification theorem of Table VI for convex programming and is so 
used in Appendix 1. 
In addition, Table VII associates each of the 11 examples [2] to one of six 
cases determined by values and subvalues of (inf G) (0), (cl(inf G)) (0) 
(sup G*) (0), and (cl(sup G*)) (0). Th ese examples and Corollary 30.2.2 then 
yield the following classification result. 
7.1, Value-Subvalue Oriented Classification Theorem 
THEOREM 9. Of the 36 mutually exclusive and collectively exhaustive cases 
for problems (P) and (P*) with respect to the values and subvalues (inf G) (0), 
(sup G*) (0), (cl(inf) G)) (0), (cl(sup G*)) (0), only 6 are possibZe and are 
those denoted in Table IV by positive integers. A zero in the table means the 
corresponding case is impossible and the nonzero integers denote the corresponding 
example of [2], possibly grouped together for a given value-subvalue c,ase. 
Proof. The proof follows from Rockafellar’s Corollary 30.2.2 [24] and 
the Ben-Israel-Charnes-Kortanek linear programming example data, used 
for linear programs in 3 or 4 space of the form (48) and (49). 
Observe that the clustering of the duality states into the value-subvalue 
oriented scheme involves the forced mixing of different homogeneous 
characteristics either of the primal, dual, or of both problems. For example, 
duality states 6 and 9 are collected together for the value-subvalue case 
(inf G) (0) = +co, (cl(inf G)) (0) = -co, (sup G*) (0) = -co, and 
(cl(sup G*)) (0) = +co. Upon checking their positive homogeneous deri- 
vants, we find the results of Table V. 
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TABLE IV 
Value-Subvalue Oriented Classification Theorem 
(PI I inf G < +a0 
cl hf G) 
\ ’ finite 
clhf G) = --oD 
(P+l 
inf G finite llnf G 9-m 
TABLE V 
(PI (P*) 
6 HINC HCONS 
9 HCONS HINC 
Thus, in the compound classification, the 4 duality states 6, 9, 10, 11 are 
separated out, while they appear in one box in the value-subvalue oriented 
scheme. Similarly duality states 3 and 4 are lumped together, as well as 
duality states 7 and 8. 
8. THE DUALITY STATES OF PROPER OR IMPROPER CONVEX FUNCTIONS 
I- 
CI 
inf G = +oD I 
Let f  be a closed convex function on E. We embed f  into a closed convex 
proper bifunction g(q X) on F x E such that 
do> xl =m> x E E. WY 
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The existence of many convex functionsg satisfying (50) is clear geometrically; 
see for example, Rockafellar’s “New Applications of Duality in Nonlinear 
Programming”, presented at the 7th International Symposium on Mathe- 
matical Programming, the Hague, 1970. 
In this section we have two objectives. First, we generalize Rockafellar’s 
Theorem 27.1(i) [24] characterizing 0 E cl(domf*). Second, we show which 
duality states are possible when f is proper and which are possible when f is 
improper, where the dual convex program stems from the closed convex 
proper graph function g(u, x) of the bifunction G. 
THEOREM 10. Let g(u, x) be a closed convex proper graph function (1) on 
F x E and f  (x) = g(0, x) Vx. Then 
(1) Program (P*) AC => 0 E cl(domf*). 
(2) I f  f(x) is proper, then 0 E cl(dom f  *) 3 Program (P*) is AC. 
Proof. (1) Assume Program (P*) is AC. Then there exists a net 
WY*, u,*) j r} such that -g*(-uy*, x,*) > -co and lim, xv* = 0. There- 
fore, for each y, 
(f# 4”’ xy *) + f  (x)> 2 ;~;K(u, x)7 (uy*, -x,“)> + g(u, x)> 
= -g*(-z&*, x,*) > --co. 
This implies that xv* E dom f  * and hence 0 E cl(domf*). 
(2) f(x) proper implies that Program(P) is CONS. Assume 0 E cl(domf*). 
Then by Theorem 27.1(i) of [24], (fO+) (x) 3 0. But by an elementary 
calculation, 
(go+) (07 4 = (f0’) (49 x E E. (51) 
Therefore by (41), see also (38), P ro g ram (P) is HINC. But only duality 
states 1, 5, and 7 are possible for Program (P) and Program (P*) since Pro- 
gram (P) is CONS and HINC. And in these states, Program (P*) itself is AC. 
This completes the proof of (2) and hence the proof of Theorem 10. 
COROLLARY 1. Let g(u, x) be a closed convex proper graph function (1) 
on F x E andf(x) = g(0, x), x E E. Then 0 E cl(dom f  *) except when program 
pair (P)-(P*) is in duakty state 8. Moreover, in duality state 8, 0 $ cl(dom f  *). 
Proof. We consider two cases. 
Case 1. Program (P) is CONS. Only 4 states (I, 5, 7, 8) are possible. 
Except for state 8, Program (P*) is AC, and hence by Theorem 10(l), 
0 E cl(dom f  *). 
Case 2. Program (P) is INC. This means f(x) = (GO) (x) = +co, 
x E E and trivially 0 E cl(domf*), since domf* = E* in this case. 
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It remains to show that 0 $ cl(domf*) for duality state 8. Assume (P)-(P*) 
is in state 8. Then if f is proper, it follows that 0 6 cl(dom f *) by Theorem 
l\)(2), since Program (P*) is SINC. If f is improper, then since Program (P) 
is CONS, there exists x such that f  (3) = -co. This means dom f * = ia, 
and hence 0 $ cl(dom f *). 
Therefore, when (P)-(P*) is in duality state 8, 0 $ cl(dom f *). 
COROLLARY 2. Let g(u, x) be a closed convex proper graph function (1) on 
F x E, and let f  (x) = g(0, x), x E E. Consider the duality states of the programs 
(Pi-(P*): inf(G0) (x), x E E and sup(G*O) (u*), u* EF”. 
(i) In duality states 1, 5, and 7, f(x) is proper; 
(ii) In duality state 8, f  ( ) x ma or may not be proper and both cases are y  
realizable. 
(iii) In duality states 2, 3, 4, 6, 9, 10, 11, f(x) is improper. 
Proof. (i) and (iii) readily follow from Theorem 10. In (ii), a proper 
function f  is given by Example 8 [2] taken in the form (48) and (49). The 
function identical to ---a3 gives an example of state 8 having improper f.  
APPENDIX I: A CONVEX CONJUGATE TRANSFORM 
CLASSIFICATION THEOREM [3] 
THEOREM 11. Of the 49 mutually exclusive and collectively exhaustive 
duality states of Programs (P) and (P*), only 11 are possible and are those 
denoted in Table VI by positive integers. A zero in Table VI means that the 
corresponding state is impossible. The possible duality states are numbered accord- 
ing to examples l-l 1 of Ben-Israel-Charnes-Kortanek [2], when the dual 
programs of each are taken in the form of (48) and (49). 
Proof. We shall use Rockafellar’s Corollary 30.2.2 [24, p. 3151 which 
reads 
(inf G) (0) = (cl(sup G*) (0) 2 (sup G*) (0) = (cl(inf G)) (0) (*) 
where G is any closed convex bifunction from F to E. We shall use (*) working 
row by row, starting with the state of (P*O) for each row. 
Row 1. (P*) is CONS, BD, ABD. This means (inf G) (0) is bounded 
and also (cl(inf G)) (0) is bounded. Hence, (P) is also CONS, BD, ABD, i.e., 
only state 1 occurs. 
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TABLE VI 
Row 2. (P*) CONS, BD, and AUBD. This means 
(inf G) (0) = + co o (PO) INC 
and also (cl(inf G)) (0) is bounded * (P) is ABD. Hence, only state 2 occurs 
in row 2. 
Row 3. (P*) CONS, UBD. This means (cl(inf G)) (0) = +co. If  
0 E cl(dom G), i.e., AC, then (P) is IAC. If  0 4 cl(dom G), then (P) is SINC. 
Hence, only states 3 and 4 are possible in row 3. 
Row 4. (P*) INC, ABD. Since (cl(sup G*)) (0) is bounded, so is 
(inf G) (0), i.e., (P) is CONS, BD (hence AC). But 
(sup G*) (0) = --co * (cl(inf G)) (0) = -co * (P) 
is AUBD since it is AC. Hence only state 5 is possible in row 4. 
Row 5. (P*) INC, AUBD. Hence (inf G) (0) = $-co + (P) INC. Also 
(sup G*) (0) = --co + (cl(infF)) (0) = -co. Hence, if (P) is AC, then it is 
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AUBD. Otherwise it is SINC. Hence only states 11 and 6 are possible in 
row 5. 
Row 6. (P*) IAC. This means 
(cl(sup G*)) (0) = -co 5 inf FO = -co 3 (P) 
is CONS, UBD. Hence, only state 7 is possible. 
Row 7. (P*) SINC. This means 
(sup G*) (0) = -co 2 (cl(inf G)) (0) = -CO 
also. However (cl(sup G*)) (0) cannot be finite, and hence we consider two 
cases: 
(1) (cl(sup G*)) (0) = + co. This means (inf G) (0) = + 03 3 (P) INC. 
If (P) AC, then it is AUBD, since (cl(inf G)) (0) = -co. Otherwise it is 
SINC. 
(2) (cl(sup G*)) (0) = - co. This means (inf G) (0) = -co => (P) is 
CONS, UBD. Hence only states 8, 9, and 10 are possible in row 7. 
The proof is completed by remarking that the 11 states designated as the 
only possible ones than can occur do, in fact, occur as demonstrated by the 
11 examples in [2]. Q.E.D. 
The following table gives the values of the extrema (bounded or 
unbounded) for Problems (P) and (P*) for each of the 11 states. 
TABLE VII 
APPENDIX 2: PROOF OF THE COMPOUND CLASSIFICATION THEOREM 
WITH PHD CLOSED CONVEX BIFUNCTIONS 
The Impossible States 
Row 1. The impossible states follow from row 1 of Table VI. For the 
only possible state, state 1, (P) and (P*) are both HSINC from Theorem 4. 
409/46/3-14 
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Row 2. The impossible states follow from row 2 of Table VI. For the 
only possible state, state 2, (P) is HSINC from Theorem 5(a). Since (P*) is 
AUBD, it follows from Theorem 5(c) that (P”) is HAC. Theorem 3 implies 
that (P*) is also HINC. 
Rows 3. 4. Row 3 of Table VI splits into 2 rows according to whether 
(P*) is HINC or HCONS since it necessarily is HAC from Theorem 5(c). 
In these two rows, the only possible states involve (P) being IAC, state 3, 
or (P) being SINC, state 4. If(P) is IAC, then by Theorem 3, (P*) is HINC, 
and of course (P) is HSINC by Theorem 5(b). If(P) is SINC, then by Theo- 
rem 3, (P*) is HCONS. Further, since (P*) is CONS, Theorem 4 shows 
that (P) is HSINC. 
Row 5. The impossible states follow from row 4 of Table VI. For the 
only possible state, state 5, (P) is HAC by Theorem 5(c) and HINC by 
Theorem 3. Theorem 5(a) shows that (P*) is HSINC. 
Rows 6, 7. Row 5 of Table VI splits into two rows according to 
whether (P*) is HINC or HCONS since by Theorem 5(c) it is HAC. In these 
two cases, the only possible states involve (P) being AUBD or (P) being 
SINC. If (P) is AUBD, then (P) is HAC by Theorem 5(c) and HINC by 
Theorem 3. Similarly, (P*) is also HAC and HINC. If, on the other hand, 
(P) is SINC, then (P*) is HCONS by Theorem 3, and by Theorem 3 (P) is 
also HINC. 
Row 8. The impossible states follow from row 6 of Table VI. For 
the only possible state, state 7, (P*) is HSINC by Theorem 5(b) and (P) 
is HAC and HINC by Theorem 5(c) and Theorem 3, respectively. 
Rows 9, 10, 11. Row 7 of Table VI splits into 3 rows by the mutually 
exclusive states: (a) HSINC, (b) HAC and HINC, and(c) HAC and HCONS. 
Thus, one must determine how the possible states 8, 9, and 10 fall in these 
subclasses. 
State 8. By Theorem 5(c), (P) is HAC. Hence, it is either HINC or 
HCONS, and Theorem 3 shows it is HCONS. (P*) is HSINC by Theorem 4. 
State 9. Theorem 3 shows that (P) is HCONS. By Theorem 4, (P*) 
is HAC. By Theorem 3, (P*) is HINC. 
State 10. By Theorem 3, (P) and (P*) are both HCONS and hence 
HAC automatically. 
The Possible States 
The 11 examples of [2] show that the 11 states are indeed realizable, when 
the dual programs of each are taken in the form of (48) and (49). 
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APPENDIX 3: AN EXAMPLE OF A POSITIVE HOMOGENEOUS 
DERIVANT BIFUNCTION 
Let x E R1 and u E R1 and define 
Then 
(Gx*) @*) = l~yd--x*) if ;Tt*h;;seyd --u* - x* = 0, 
It follows that 
Upon setting v = (u, 19), relation (38) reads 
0 if (go+) (t) < -1 if 
(I;) (x) = 0 if &($(J)<-1 if 
+a otherwise. 
(52) 
(53) 
(54) 
e=o 
e>o (55) 
Therefore, according to (41), Program (P) is HINC because of (54). To see, 
however, that Program (P) is HAC, take 
(U~C , 0,) = (0, $) and ek Xk=-. k 
Then 
li$uk , ek) = (0, O> and (uk , 0,) E dom I for each k. 
Furthermore, for each k, (I(uk , ok)) (a$ = 0, since 
Hence Program (P) is HAC. 
In this example, the dual programs (P) and (P*) fall into compound duality 
state 7. 
754 K. 0. KORTANEK 
ACKNOWLEDGMENT 
The writer is indebted to Richard J. Duffin for many discussions on the concepts of 
this paper and his suggestions for clarifying their presentation. 
REFERENCES 
1. E. ASPLUND, Topics in the theory of convex functions, 1n “Theory and Applica- 
tions of Monotone Operators” (A. Ghizzetti, Ed.), pp. l-33, Tipografia Oderisi 
Editrice, Gubbio, Italy, 1969. 
2. A. BEN-ISRAEL, A. CHARNES, AND K. 0. KORTANEK, Duality and asymptotic 
solvability over cones, Bull. Amer. Math. Sot. 74 (1969), 318-324, Erratum 76 
(1970), 426. 
3. A. BEN-ISRAEL, A. CHARNFS, AND K. 0. KORTANEK, Asymptotic duality over 
closed convex sets, J. Math. Anal. Appl. 35 (1971), 677-690. 
4. N. BOURBAKI, “Espaces Vectoriels Topologique,” Hermann and Cie, Paris, 
1955. 
5. A. BRONDSTED, Conjugate convex functions in topological vector spaces, Mat. 
Fys. Medd. Danske Vid. S&k 34 (1964), l-26. 
6. R. J. DUFFIN, Infinite programs, in “Linear Inequalities and Related Systems” 
(H. W. Kuhn and A. W. Tucker, Eds.), pp. 157-170, Princeton University Press, 
Princeton, 1956. 
7. R. J. DUFFIN, Convex analysis treated by linear programming, Mathematical 
Programming 4 (1973), 125-143. 
8. KY FAN, Asymptotic cones and duality of linear relations, J. Approx. Theory 5 
(1969), 152-159. 
9. W. FENCHEL, Convex cones, sets, and functions, “Lecture Notes,” Princeton 
University, Princeton, 1951. 
10. D. GALE, A geometric duality theorem with economic applications, Rev. Econ. 
Studies 34 (1967). 19-24. 
11. W. GOCHET, K. 0. KORTANEK, AND Y. SMEERS, On a classification theorem for 
geometric programming and complementarity theorems, MSR Report No. 261, 
Carnegie-Mellon University, Pittsburgh, October 1971. 
12. D. A. GREGORY AND G. H. SHAPIRO, Nonconvex linear topologies having Hahn- 
Banach extension property, Proc. Amer. Math. Sot. 25 [1970), 902-905. 
13. S. A. GUSTAFSON, K. 0. KORTANEK, AND W. 0. ROM, Non-Chebysevian moment 
problems, SIAM J. Numer. Anal. 7 (1970), 335-342. 
14. C. KALLINA AND A. C. WILLIAMS, Linear programming in reflexive spaces, SIAM 
Rev. 13 (1971), 350-376. 
15. K. 0. KORTANEK, On a compound duality classification scheme with homogeneous 
derivants, Rend. Mat. 5 (1972), 349-356. 
16. K. 0. KORTANEK AND W. 0. ROM, Classification schemes for the strong duality of 
linear programming over cones, Operations Res. 19 (1971), 1571-1585. 
17. K. 0. KORTANEK, W. 0. ROM, AND A. L. SOYSTER, Solution sets of convex programs 
related to chemical equilibrium problems, Operations Res. 21 (1973), 240-246. 
18. K. 0. KORTANEK AND A. L. SOYSTER, On refinements of some duality theorems in 
linear programming over cones, Operations Res. 20 (1972), 137-142. 
19. K. S. KRETSCHMER, Programmes in paired spaces, Can. J. Moth. 13 (1961), 
221-238. 
EXTREMUM PROBLEMS OVER LINEAR TOPOLOGIES 755 
20. J. J. MOREAU, Fonctions Convexe en DualitC, multigraph, Seminaires de Math& 
matique, Faculte des Sciences, Universite de Montepelier, 1962. 
21. J. J. MOREAU, Convexity and duality, in “Functional Analysis and Optimization” 
(E. R. Caianello, Ed.), pp. 14.5-169, Academic Press, New York, 1966. 
22. E. L. PETERSON, Symmetric duality for generalized unconstrained geometric 
programming, SIAM /. Appl. Math. 19 (1970), 487-526. 
23. R. T. ROCKAFELLAR, Duality and stability in extremum problems involving 
convex functions, PaciJic J. Math. 21 (1967), 167-187. 
24. R. T. ROCKAFELLAR, “Convex Analysis,” Princeton University Press, Princeton, 
1970. 
25. W. 0. ROM, Classification theory in mathematical programming and applications, 
Ph.D. Thesis, Cornell University, Ithaca, New York, June 1970. 
26. M. SCHECHTER, Linear programs in topological vector spaces, 1. Math. Anal. Appl. 
37 (1972), 492-500. 
27. M. SCHECHTER, Dual linear relations over intersections, Department of Mathe- 
matics Report, Lehigh University, Bethlehem, PA, 1972. 
28. J. J. STOER AND C. WITZGALL, “Convexity and Optimization in Finite Dimensions 
I,” Springer-Verlag, Berlin, 1970. 
29. A. L. SOYSTER, Classification methods in convex programming problems and 
duality over convex sets with applications, Ph.D. Thesis, Carnegie-Mellon 
University, Pittsburgh, 1972. 
