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Abstract
In this paper, we present a necessary and sufficient condition for a nonnegative tensor
to be a primitive one, show that the exponent set of nonnegative primitive tensors with
order m(≥ n) and dimension n is {k|1 ≤ k ≤ (n − 1)2 + 1}.
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1 Introduction
An n× n nonnegative square matrix A = (aij) is nonnegative primitive (or simply, prim-
itive) if Ak > 0 for some positive integer k. The least such k is called the primitive exponent
(or simply, exponent) of A and is denoted by γ(A).
Let a, b, n be positive integers with b > a, [a, b]o = {k|k is an integer and a ≤ k ≤ b},
[n] = [1, n]o = {1, 2, . . . , n}, En = {k| there exists a primitive matrix A of order n such that
γ(A) = k}.
In 1950, H. Wielandt [9] first stated the sharp upper bound for γ(A), that is, γ(A) ≤ wn =
(n− 1)2 + 1 for all n × n primitive matrices and showed that En ⊆ [1, wn]
o. In 1964, A. L.
Dulmage and N. S. Mendelsohn [3] revealed the so-called gaps in the exponent set of primitive
matrices, that is, En ⊂ [1, wn]
o, where “gap” is a set of consecutive integers [a, b]o(⊂ [1, wn]
o),
such that no n × n matrix A satisfying γ(A) ∈ [a, b]o. In 1981, M. Lewin and Y. Vitek [4]
found all gaps in [⌊1
2
wn⌋ + 1, wn]
o, and conjectured that [1, ⌊1
2
wn⌋]
o has no gaps, where ⌊x⌋
denotes the greatest integer ≤ x. In 1985, Shao [10] proved that this Lewin-Vitek Conjecture
is true for all sufficiently large n, and the conjecture has one counterexample when n = 11
since 48 6∈ E11. Finally, in 1987, Zhang [13] continued and completed the work. He showed
that the Lewin-Vitek Conjecture holds for all n except n = 11. Thus the exponent set En
for primitive matrices of order n is completely determined.
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Since the work of Qi [8] and Lim [5], the study of tensors and the spectra of tensors (and
hypergraphs) and their various applications have attracted much attention and interest. In
[1] and [2], Chang et al. defined the irreducibility of tensors, the primitivity of nonnegative
tensors, and extended many important properties of (nonnegative) primitive matrices to
(nonnegative) primitive tensors. As an application of the general tensor product defined by
Shao [11], Shao presented a simple characterization of the primitive tensors in terms of the
zero pattern of the powers of A. He also proposed a conjecture on the primitive degree γ(A).
Recently, the authors [12] confirmed the conjecture of Shao by proving Theorem 1.1.
Theorem 1.1. ([12] Theorem 1.2) Let A be a nonnegative primitive tensor with order m and
dimension n. Then its primitive degree γ(A) ≤ (n− 1)2 + 1, and the upper bound is sharp.
Therefore, it is natural to consider the question to completely determine the exponent set
of primitive tensors with order m and dimension n. Let m(≥ 2), n be positive integers and
E(m, n) = {k| there exists a primitive tensor A of order m and dimension n such that k = γ(A)}.
The main result of this paper is as follows.
Theorem 1.2. Let m,n be positive integers with m ≥ n ≥ 3. Then E(m, n) = [1, (n− 1)2+
1]o.
The above theorem shows that there are no gaps in tensor case when m ≥ n ≥ 3. It is
well-known that there exist gaps when m = 2, therefore it is an interesting open problem to
determine whether there exist gaps when 3 ≤ m < n.
The arrangement of the paper is as follows. In Section 2, we will give some definitions and
properties. In Section 3, we present a necessary and sufficient condition for a nonnegative
tensor to be a primitive one (Theorem 3.4). In Section 4, We prove the main result (Theorem
1.2).
2 Preliminaries
An order m dimension n tensor A = (ai1i2···im)1≤ij≤n (j=1,...,m) over the complex field C is
a multidimensional array with all entries ai1i2···im ∈ C (i1, . . . , im ∈ [n] = {1, . . . , n}). The
majorization matrix M(A) of the tensor A is defined as (M(A))ij = aij···j(i, j ∈ [n]) by
Pearson [6].
Let A (and B) be an order m ≥ 2 (and k ≥ 1), dimension n tensor, respectively. In [11],
Shao defines a general product AB to be the following tensor D of order (m− 1)(k − 1) + 1
and dimension n:
diα1···αm−1 =
n∑
i2,...,im=1
aii2···imbi2α1 · · · bimαm−1 (i ∈ [n], α1, . . . , αm−1 ∈ [n]
k−1).
The tensor product possesses a very useful property: the associative law ([11] Theorem
1.1).
In [2] and [7], Chang et al. and Pearson define the primitive tensors as follows.
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Definition 2.1. ([2, 7]) Let A be a nonnegative tensor with order m and dimension n,
x = (x1, x2, . . . , xn)
T ∈ Rn a vector and x[r] = (xr1, x
r
2, . . . , x
r
n)
T . Define the map TA from
Rn to Rn as: TA(x) = (Ax)
[ 1
m−1
]. If there exists some positive integer r such that T r
A
(x) > 0
for all nonnegative nonzero vectors x ∈ Rn, then A is called primitive and the smallest such
integer r is called the primitive degree of A, denoted by γ(A).
In [11], Shao shows the following results and defines the primitive degree by using the
properties of tensor product and the zero patterns.
Proposition 2.2. ([11] Theorem 4.1) A nonnegative tensor A is primitive if and only if there
exists some positive integer r such that Ar is essentially positive. Furthermore, the smallest
such r is the primitive degree of A, γ(A).
In [12], the authors prove some necessary conditions for a nonnegative tensor to be a
primitive one, and they also prove the following result.
Proposition 2.3. ([12] Remark 2.6) Let A be a nonnegative tensor with order m and di-
mension n. Then A is primitive if and only if there exists some positive integer r such that
M(Ar) > 0. Furthermore, the smallest such r is the primitive degree of A, γ(A).
In [12], the authors introduce some theoretical concepts of digraphs and matrices.
Let D = (V,A) denote a digraph on n vertices. Loops are permitted, but no multiple
arcs. A u → v walk in D is a sequence of vertices u, u1, . . . , uk = v and a sequence of
arcs e1 = (u, u1), e2 = (u1, u2), . . . , ek = (uk−1, v), where the vertices and the arcs are not
necessarily distinct. We use the notation u → u1 → u2 → · · · → uk−1 → v to refer to this
u → v walk. A closed walk is a u → v walk where u = v. A path is a walk with distinct
vertices. A cycle is a closed u → v walk with distinct vertices except for u = v. The length
of a walk W is the number of arcs in W , denoted by l(W ). A k-cycle is a cycle of length k,
denoted by Ck.
Definition 2.4. ([12] Definition 2.9) Let D = (V,A) denote a digraph on n vertices. A
digraph D′ = (V,A′) is called the reversed digraph of D where (j, i) ∈ A′ if and only if
(i, j) ∈ A for any i, j ∈ V , denoted by
←−
D .
Let M = (mij) be a square nonnegative matrix of order n. The associated digraph
D(M) = (V,A) of M (possibly with loops) is defined to be the digraph with vertex set
V = {1, 2, . . . , n} and arc set A = {(i, j)|mij 6= 0}. The associated reversed digraph
←−−−
D(M) = (V,A′) of M (possibly with loops) is defined to be the digraph with vertex set
V = {1, 2, . . . , n} and arc set A = {(j, i)|mij 6= 0}. Clearly, the associated reversed digraph
of M is the reversed digraph of the associated digraph of M .
Let N+D(i) = {j ∈ V (D)|(i, j) ∈ E(D)} denote the out-neighbors of i and d
+
i = |N
+
D (i)|
denote the out-degree of the vertex i in D. The following Proposition is the graph theoretical
version of Proposition 2.7 in [12].
Proposition 2.5. ([12] Proposition 2.7) Let A be a nonnegative primitive tensor with order
m and dimension n, M(A) the majorization matrix of A. Then in the digraph
←−−−−−−
D(M(A)) =
(V,A′), we have:
(i) For each j ∈ V , the out-degree of the vertex j, d+j ≥ 1 and N
+
D (j) 6= {j}.
(ii) There exists at least a vertex j ∈ V , the out-degree of the vertex j, d+j ≥ 2.
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The authors [12] also presented the definition of j-primitive degree for a nonnegative
tensor and obtained the following result.
Definition 2.6. ([12] Definition 2.13) Let A be a nonnegative tensor with order m and
dimension n. For a fixed integer j ∈ [n], if there exists a positive integer k such that
(M(Ak))uj > 0, for all u ∈ [n],
then A is called j-primitive and the smallest such integer k is called the j-primitive degree of
A, denoted by γj(A).
Proposition 2.7. ([12] Proposition 2.14) Let A be a nonnegative primitive tensor with order
m and dimension n. Then γ(A) = max
1≤j≤n
{γj(A)}.
3 Necessary and sufficient conditions for nonnegative
tensors to be primitive
In this section, we will present necessary and sufficient conditions for a nonnegative tensor
to be a primitive one. Let A be a nonnegative tensor with order m and dimension n. For
positive integers k and j ∈ [n], we put
Sk(A, j) = {u ∈ [n] | (M(A
k))uj > 0}, k = 1, 2, . . . .
Then S1(A, j) = {u ∈ [n] | (M(A))uj > 0} = N
+
←−−−−−−
D(M(A))
(j).
By the definitions of the general tensor product and the majorization matrix of a tensor,
we can show that
(M(Ak+1))uj =
n∑
j2,...,jm=1
auj2···jm(M(A
k))j2j · · · (M(A
k))jmj, (3.1)
it follows that u ∈ Sk+1(A, j) if and only if there exist indices j2, . . . , jm ∈ Sk(A, j) and
auj2···jm > 0. Thus
Sk+1(A, j) = {u ∈ [n] | there exist j2, . . . , jm ∈ Sk(A, j) and auj2···jm > 0}. (3.2)
By the definition of Sk(A, j), we have the following result.
Lemma 3.1. Let A be a nonnegative tensor with order m and dimension n.
(i) Let k, l, i, j be positive integers such that 1 ≤ i, j ≤ n. Suppose that Sk(A, i) = Sl(A, j),
then Sk+r(A, i) = Sl+r(A, j) holds for every positive integer r.
(ii) For any j ∈ [n], let k be the least positive integer such that Sk(A, j) = [n]. Then for
any integer l ≥ k, Sl(A, j) = [n].
Proof. (i) Since Sk(A, i) = Sl(A, j), by (3.2), we have
Sk+1(A, i) = {u ∈ [n] | there exist j2, . . . , jm ∈ Sk(A, i) and auj2···jm > 0}
= {u ∈ [n] | there exist j2, . . . , jm ∈ Sl(A, j) and auj2···jm > 0}
= Sl+1(A, j).
Therefore (i) follows by induction on r.
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(ii) Let k be the least positive integer such that Sk(A, j) = [n]. We complete the proof
by the following two cases.
Case 1: k > 1.
Then Sk−1(A, j) ⊂ [n], by (3.2), we have
[n] = Sk(A, j)
= {u ∈ [n] | there exist j2, . . . , jm ∈ Sk−1(A, j) ⊂ [n] and auj2···jm > 0}
⊆ {u ∈ [n] | there exist j2, . . . , jm ∈ Sk(A, j) = [n] and auj2···jm > 0}
= Sk+1(A, j) ⊆ [n].
Thus Sk+1(A, j) = [n], and we can show Sk+r(A, j) = [n] for any nonnegative integer r by
induction on r.
Case 2: k = 1.
Then S1(A, j) = [n], i.e., (M(A))uj > 0 for all u ∈ [n]. By taking j2 = j3 = · · · = jm = j,
it is easy to show that S2(A, j) = [n]. Therefore Sl(A, j) = [n] for any positive integer l by
induction on l.
Remark 3.2. Let A be a nonnegative tensor with order m and dimension n. Then for any
j ∈ [n], γj(A) is the least positive integer k satisfying Sk(A, j) = [n] by Definition 2.6.
Denote ej the vector (of dimension n) whose jth component is 1 and others are 0 for any
j = 1, . . . , n. Let x
(0)
j = ej and for any nonnegative integer k, we define
x
(k+1)
j = Ax
(k)
j .
By the definition of the general tensor product by Shao, we know x
(0)
j , x
(1)
j , . . . are vectors
(of dimension n). Let
Tk(A, j) = {u ∈ [n] | the uth component of x
(k)
j is larger than 0}.
By the definition of x
(1)
j , for u ∈ [n], we have(
x
(1)
j
)
u
= auj···j = (M(A))uj,
it follows that S1(A, j) = T1(A, j) by the definitions of S1(A, j) and T1(A, j). Since
(
x
(k+1)
j
)
u
=
n∑
i2,...,im=1
aui2···im
(
x
(k)
j
)
i2
· · ·
(
x
(k)
j
)
im
,
it follows that
(
x
(k+1)
j
)
u
> 0 if there exist some indices i2, . . . , im ∈ Tk(A, j) and aui2···im > 0,
thus Sk+1(A, j) = Tk+1(A, j). Now by induction on k and the definitions of Sk(A, j) and
Tk(A, j), we see that Sk(A, j) = Tk(A, j) for all k and j ∈ [n]. Therefore, we have
Theorem 3.3. Let A be a nonnegative tensor with order m and dimension n. For a fixed
integer j ∈ [n], A is j-primitive if and only if there exists some positive integer k such that
x
(k)
j > 0 and the smallest such integer k is the j-primitive degree γj(A).
Theorem 3.4. Let A be a nonnegative tensor with order m and dimension n. Then A is
primitive if and only if there exists some positive integer k such that x
(k)
j > 0 for all j ∈ [n].
Furthermore, the smallest such integer k is the primitive degree γ(A) and γ(A) ≤ (n−1)2+1.
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Proof. By Proposition 2.3, Definition 2.6 and Theorem 3.3, we know that
A is primitive
⇐⇒ there exists some positive k such that M(Ak) > 0
⇐⇒ for all j ∈ [n], there exists some positive k such that (M(Ak))uj > 0 for all u ∈ [n]
⇐⇒ for all j ∈ [n], A is j-primitive
⇐⇒ for all j ∈ [n], there exists some positive integer k such that x
(k)
j > 0.
Thus by Theorem 1.1, Proposition 2.7, Theorem 3.3 and the above arguments, we know
that the smallest such integer k is the primitive degree γ(A) and γ(A) ≤ (n− 1)2 + 1.
4 Proof of the main result
By the relation between matrices and digraphs, we know that
(Ak)uj > 0⇐⇒ there exists a walk of length k from u to j in the digraph D(A)
⇐⇒ there exists a walk of length k from j to u in the digraph
←−−−
D(A).
Then we obtain the following proposition.
Proposition 4.1. Let A be a nonnegative matrix of order n, j ∈ [n], k be positive integers,
Sk(A, j) = {u ∈ [n] | (A
k)uj > 0}. Then
Sk(A, j) = {u ∈ [n] | there exists a walk of length k from j to u in the digraph
←−−−
D(A)}.
Lemma 4.2. Let A be a nonnegative tensor with orderm and dimension n such that aii2···im =
0 if i2 · · · im 6= i2 · · · i2 for any i ∈ [n]. Then for any positive integers j ∈ [n] and k,
Sk(A, j) = Sk(M(A), j). (4.1)
Proof. We prove Sk(A, j) = Sk(M(A), j) by induction on k. Clearly, k = 1 is obvious by the
fact S1(A, j) = {u ∈ [n] | (M(A))uj > 0} = N
+
←−−−−−−
D(M(A))
(j) = S1(M(A), j).
Assume that (4.1) holds for k = l ≥ 1. Then by (3.1), (3.2) and Proposition 4.1, we have
Sl+1(A, j)= {u ∈ [n] | (M(A
l+1))uj > 0}
= {u ∈ [n] | there exist j2, . . . , jm ∈ Sl(A, j) and auj2···jm > 0}
= {u ∈ [n] | there exist v ∈ Sl(A, j) and auv···v > 0}
= {u ∈ [n] | there exist v ∈ Sl(M(A), j) and (M(A))uv > 0}
= {u ∈ [n] | there exists a walk of length l from j to v and arc (v, u) in
←−−−−−−
D(M(A))}.
= {u ∈ [n] | there exists a walk of length l + 1 from j to u in
←−−−−−−
D(M(A))}.
= Sl+1(M(A), j).
Thus, for any positive integers j ∈ [n] and k, Sk(A, j) = Sk(M(A), j) holds.
Lemma 4.3. ([12] Corollary 3.4) Let A be a nonnegative primitive tensor with order m and
dimension n such that aii2···im = 0 if i2 · · · im 6= i2 · · · i2 for any i ∈ [n]. If M(A) is primitive,
then γ(A) = γ(M(A)).
Let M1 =


0 0 · · · 1 1
1 0 · · · 0 0
0 1 · · · 0 0
0 0
. . . 0 0
0 0 · · · 1 0


. It is well known that M1 is primitive, and γ(M1) =
(n− 1)2 + 1.
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Figure 1. digraph
←−−−−
D(M1)
Let A0 be the nonnegative primitive tensor with order m and dimension n such that
aii2···im = 0 if i2 · · · im 6= i2 · · · i2 for any i ∈ [n], and M(A0) = M1. Then by Lemma 4.2, we
have Sk(A0, j) = Sk(M1, j) for any j ∈ [n] and any positive integer k, and by Lemma 4.3, we
have γ(A0) = (n− 1)
2 + 1.
The following result is well known.
Proposition 4.4. Let a, b be positive integers, if a, b are coprime (g.c.d.(a, b) = 1), then
equation ax+ by = ab− a− b has no nonnegative integral solutions (x, y).
Proposition 4.5. Let A0 be the nonnegative primitive tensor with order m and dimension
n defined as above. Then γn−1(A0) = n
2 − 3n+ 3.
Proof. By Remark 3.2, Proposition 4.1 and Lemma 4.2, we know
γn−1(A0) = min{k | Sk(A0, n− 1) = [n]}
= min{k | Sk(M1, n− 1) = [n]}
= min{k | there exists a walk of length k from n− 1 to u in
←−−−−
D(M1) for all u ∈ [n]}.
Let W be any walk of length n2 − 3n+ 2 from vertex n− 1 to vertex n in
←−−−−
D(M1). Then
W is a union of the unique path P from n− 1 to n (of length 1) and several cycles of length
n − 1 and several cycles of length n. Let l(W ) be the length of W . Then there exist two
nonnegative integer a, b such that
n2 − 3n+ 2 = l(W ) = 1 + na + (n− 1)b, a ≥ 0, b ≥ 0.
Note that n, n− 1 are coprime, by Proposition 4.4, we know that equation n2− 3n+1 =
nx + (n − 1)y has no nonnegative integral solutions (x, y). It is a contradiction. Therefore
there does not exist a walk of length n2 − 3n + 2 from n − 1 to n in
←−−−−
D(M1), it implies
Sn2−3n+2(M1, n− 1) 6= [n] and thus γn−1(A0) > n
2 − 3n+ 2.
Let u ∈ [n] be any vertex in
←−−−−
D(M1), P be the path of length l = l(P ) from vertex n− 1
to vertex u, then
l =


0, if u = n− 1;
1, if u = n;
u or u+ 1, if u = 1, 2, . . . , n− 2.
Let Cn−1 and Cn be the cycles of length n− 1 and n in
←−−−−
D(M1), respectively. Take
W =


(n− 3)Cn−1 + Cn, if u = n− 1;
1 + (n− 2)Cn−1, if u = 1 or u = n;
l + (l − 3)Cn−1 + (n− l)Cn, if u = 2, 3, . . . , n− 2, where 3 ≤ l ≤ n− 1.
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Clearly, the length of W , l(W ) = n2 − 3n + 3. Therefore there exists a walk of length
n2 − 3n + 3 from n − 1 to any u ∈ [n] in
←−−−−
D(M1), it implies Sn2−3n+3(M1, n − 1) = [n] and
thus γn−1(A0) ≤ n
2 − 3n + 3.
Combining the above arguments, we have γn−1(A0) = n
2 − 3n+ 3.
Remark 4.6. Similar to the proof of Proposition 4.5, take
W =
{
(n− 2)Cn−1, if u = n− 1;
l + (l − 2)Cn−1 + (n− l − 1)Cn, if u = 1, 2, . . . , n− 2, where 2 ≤ l ≤ n− 1.
We can show that there exists a walk of length n2 − 3n+ 2 from n− 1 to any u ∈ [n− 1] in
←−−−−
D(M1), it implies that Sn2−3n+2(M1, n−1) = [n−1] and there does not exist a walk of length
n2 − 3n+ 2 from n− 1 to n in
←−−−−
D(M1).
Note that S1(A0, n−1) = {1, n}, then for any positive integer k with 1 ≤ k ≤ n
2−3n+2,
we can show that 2 ≤ |Sk(A0, n−1)| = |Sk(M1, n−1)| ≤ n−1 by Proposition 4.1, Proposition
4.5 and Remark 4.6.
Proposition 4.7. ([11] Corollary 4.1 ) Let A be a nonnegative tensor with order m and
dimension n. If M(A) is primitive, then A is also primitive.
Proposition 4.8. Let m,n, k be positive integers with m ≥ n ≥ 3 and 1 ≤ k ≤ n2 − 3n+ 2,
Ak be the nonnegative tensor with order m and dimension n such that for any i ∈ [n],
(Ak)ii2···im =
{
1, if {i2, . . . , im} = Sk(A, n− 1);
(A0)ii2···im, otherwise.
Then M(Ak) =M(A0) =M1 and Ak is primitive.
Proof. Clearly, Ak is well-defined since m ≥ n and |Sk(A, n− 1)| ≤ n− 1.
Since |Sk(A, n−1)| ≥ 2 for any k, then i2 . . . im 6= i2 . . . i2 when {i2, . . . , im} = Sk(A, n−1),
and thus M(Ak) =M(A0) = M1 by the definition of the majorization matrix of a tensor.
Note that M1 is primitive, then Ak is primitive by Proposition 4.7.
Proposition 4.9. Let k be positive integer with 1 ≤ k ≤ n2 − 3n + 2. Then S1(A0, n −
1), S2(A0, n− 1), . . . , Sk(A0, n− 1) are pairwise distinct proper subsets of [n].
Proof. Clearly, S1(A0, n − 1), S2(A0, n − 1), . . . , Sk(A0, n − 1) are proper subsets of [n] by
2 ≤ |Sp(A0, n− 1)| ≤ n− 1 for all p ∈ [k].
If Sp(A0, n − 1) = Sq(A0, n − 1) for 1 ≤ p < q ≤ k, then by (i), (ii) of Lemma 3.1 and
Proposition 4.5, we have
Sn2−3n+2(A0, n− 1) = Sq+(n2−3n+2−p)(A0, n− 1) = Sn2−3n+3(A0, n− 1) = [n],
but Sn2−3n+2(A0, n−1) = [n−1] 6= [n] by Remark 4.6, it is a contradiction. Thus S1(A0, n−
1), S2(A0, n− 1), . . . , Sk(A0, n− 1) are pairwise distinct.
Theorem 4.10. Let m,n, k be positive integers with m ≥ n ≥ 3 and 1 ≤ k ≤ n2 − 3n + 2,
Ak be the nonnegative primitive tensor defined as above. Then γ(Ak) = γn(Ak) = n+ k.
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Proof. Firstly, we show that St(Ak, n− 1) = St(A0, n− 1) for any positive integer t ∈ [k] by
induction on t.
By Proposition 4.8, we have S1(Ak, n − 1) = {u ∈ [n] | (M(Ak))u,n−1 > 0} = {u ∈
[n] | (M(A0))u,n−1 > 0} = S1(A0, n− 1) = {1, n}. Then t = 1 holds.
Assume that St(Ak, n − 1) = St(A0, n − 1) for t = l ≥ 1 holds. Then for t = l + 1 ≤ k,
Sl(A0, n − 1) 6= Sk(A0, n − 1) by Proposition 4.9. If i2, . . . , im ∈ Sl(A0, n − 1), we have
(Ak)ui2...im > 0⇐⇒ (Ak)ui2...im = (A0)ui2...im > 0 by the definition of Ak. Thus by (3.2),
Sl+1(Ak, n− 1) = {u ∈ [n] | there exist i2, . . . , im ∈ Sl(Ak, n− 1) and (Ak)ui2...im > 0}
= {u ∈ [n] | there exist i2, . . . , im ∈ Sl(A0, n− 1) and (Ak)ui2...im > 0}
= {u ∈ [n] | there exist i2, . . . , im ∈ Sl(A0, n− 1) and (A0)ui2...im > 0}
= Sl+1(A0, n− 1).
It follows that St(Ak, n − 1) = St(A0, n − 1) for any positive integer t with 1 ≤ t ≤ k, and
thus S1(Ak, n− 1), S2(Ak, n− 1), . . . , Sk(Ak, n− 1) are pairwise distinct proper subsets of [n]
for 1 ≤ k ≤ n2 − 3n+ 2 by Proposition 4.9.
Since (Ak)ii2···im = 1 for any i ∈ [n] when the set {i2, . . . , im} = Sk(Ak, n− 1), we have
Sk+1(Ak, n− 1) = {u ∈ [n] | there exist j2, . . . , jm ∈ Sk(A, n− 1) and (Ak)uj2···jm > 0} = [n].
and thus γn−1(Ak) = k + 1 by Remark 3.2.
By the definition of Ak, an easy computation shows that
S1(Ak, n− 1) = S2(Ak, n− 2) = S3(Ak, n− 3) = · · · = Sn−1(Ak, 1) = Sn(Ak, n).
By (i) of Lemma 3.1 and the definition of j-primitive degree, we have
S1(Ak, n− 1) = S2(Ak, n− 2)
=⇒
{
([n] 6=)S1+r(Ak, n− 1) = S2+r(Ak, n− 2), if 1 ≤ r ≤ k − 1;
([n] =)S1+k(Ak, n− 1) = S2+k(Ak, n− 2), if r = k.
=⇒ γn−2(Ak) = k + 2.
Similarly, we can prove γn−3(Ak) = k + 3, . . . , γ1(Ak) = n + k − 1, γn(Ak) = n + k. Then
following form Proposition 2.7, we have γ(Ak) = max
1≤j≤n
γj(Ak) = γn(Ak) = n+ k.
Proof of Theorem 1.2: Let t be any positive integer with 1 ≤ t ≤ (n − 1)2 + 1, we will
show that there exists a nonnegative primitive tensor Bt with order m and dimension n such
that γ(Bt) = t. We complete the proof by the following two cases.
Case 1: 1 ≤ t ≤ n.
It is well known that there exists a primitive matrix At of order n such that γ(At) = t.
We define the tensor Bt to be the nonnegative primitive tensor with order m and dimension
n such that (Bt)ii2···im = 0 if i2 · · · im 6= i2 · · · i2 for any i ∈ [n], and M(Bt) = At. Then
γ(Bt) = γ(At) = t by Lemma 4.3.
Case 2: n + 1 ≤ t ≤ (n− 1)2 + 1.
We choose Bt = At−n. Then γ(Bt) = n + (t− n) = t by Theorem 4.10.
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