ABSTRACT Consider a two-hop half-duplex relay channel (source-relay-destination) with a Markovianconstrained relay. The capacity of such channel is shown to be equal to the well-known cut-set upper bound. For the case where the relay-to-destination link is noise-free, the optimal state transition probabilities that give rise to the capacity are determined. This result links the relay channel to Shannon's entropy maximization by introducing a relay adjacency matrix. For the case where both source-to-relay and relayto-destination links are noisy, lower bounds on the achievable information rates for various constrained sequences are computed. We conjecture that our numerical bounds are tight. The numerically computed capacities and optimized information rates are significantly higher than the rate achieved by the traditional predetermined time-sharing scheme.
I. INTRODUCTION
The relay channel models a communication scenario, where a wireless link is aided by a relay to increase the spectral efficiency of a wireless communication system. The general model for a relay channel that considers a source communicating with a destination via a relay was first studied by van der Meulen [1] and later by Cover and Gamal [2] . Further advances in theoretical limits and coding of the relay channel were made by Cover and Gamal [3] . Kramer et al. [4] gave a comprehensive survey on single/multiple-relay channels.
In the literature, the relay typically operates in halfduplex mode: the relay either transmits or receives signals at any instant. In half-duplex setting, the system defines a time-sharing schedule a priori, where the channel is time shared between reception mode and transmission mode. Kramer [5] showed that if the relay switches among the three sleep-reception-or-transmission modes, each occupying a certain fraction of the time, then higher information rates can be achieved, when compared to that of a fixed mode structure, i.e., all terminals know at all times which mode (receive or transmit) every terminal is using. Timing strategy is also proved to be capacity achieving for deterministic half-duplex relay networks [6] . Furthermore, capacity achieving input distribution for Gaussian channel with halfduplex/idealized duty cycle constraint was proved to be discrete by Zhang and Guo [7] . Zlatanov et al. [8] extended these results to a two-hop half-duplex relay channel and computed the capacity.
All the above results were obtained for memoryless relay channels. Marina et al. [9] carried out pioneering work on capacity theorems for relay channels with finite length intersymbol interference (ISI), or equivalently with memory. For such channels, the authors showed the capacity-achieving transmission strategy of the relay and proved a special structure for the capacity achieving distributions of the source and relay signals. Unlike the prior work that considered the relay channel with finite length ISI, in this paper, we consider a two-hop relay channel (see FIGURE 1) , where the relay is In this paper, we aim at finding capacity of a two-hop half-duplex relay channel, where the relay uses constrained sequences, e.g., runlength limited (RLL) sequences, due to
• joint energy and information transmission requirements [20] , and/or
• existence of switching noise [21] , [22] . In this paper, we consider binary RLL sequences and adopt the definition in [23] as shown below.
Definition 1 (RLL(L 0 , L 1 ) Sequences [23] ): A binary runlength limited constrained sequence RLL (L 0 , L 1 ) has L 0 and L 1 as the sets of admissible runlengths of binary symbol 0 and 1, respectively.
Note that the conventional runlength limitation in [12] can be included in this RLL definition as a special case as introduced below. 
Definition 2 (RLL([d, k], L 1 ) sequences [12]): A binary runlength limited constrained sequence RLL([d, k], L 1 ) with its state transition diagram in FIGURE 2 satisfies the following conditions simultaneously:
1 As mentioned above, the first motivation of considering a relay with constrained sequences is due to the use of joint energy and information transfer in a low-power wireless relay network [20] , where the relay uses RLL ([d, k] , L 1 ) sequences with symbol 1 indicating one unit energy transfer and 0 no energy transfer.
The other motivation is due to the existence of switching noise, an induced ISI caused by the relay's switching between reception mode and transition mode [22] . Switching noise can be avoided by better hardware design or introducing a short guard time after switching occurs [24] . Introducing a short guard time after a transition from reception-totransition mode and transition-to-reception mode results in RLL({0}∪[1+g, ∞), {0}∪[1+h, ∞)) constrained sequences, defined as: 2) {0} ∪ [1 + h, ∞)-constraint -if no switching then the runlength of 1's between successive 0's is 0, otherwise the runlength of 1's after a 01 must be at least h. This can be easily applied to our two-hop half-duplex relay channel, where symbol 0 represents relay's reception mode, and 1 its transmission mode (see details in Section II).
Motivated by the above applications, we provide the general capacity analysis on a two-hop relay channel with constrained sequences and give examples when the relay has runlength limited constraints. When the relay-to-destination link is noise-free, we derive the capacity achieving Markovian input. When both source-to-relay and relay-to-destination links are noisy, tight lower bounds on information rates can be computed and optimized using the generalized BlahutArimoto algorithm (GBAA) [18] modified for this channel. Our numerical results show that significant information rate gains are possible, when compared to that of a predetermined time-sharing strategy.
The rest of the paper is organized as follows. In Section II, we introduce the system model. In Section III, we present a capacity achieving coding scheme. In Section IV, we show simulation results. Conclusions are drawn in Section V.
Notation: The uppercase letters are used to denote random variables and the lowercase letters denote their realization. For a time-dependent random variable, the index n ∈ Z denotes time (e.g., X n ) and a sequence of time-dependent random variable [X n , X n+1 , . . . , X m ] is shortly denoted as X m n . Boldface letters are utilized to denote vector and the matrices are denoted by boldface sans-serif letters. If A is a matrix, then its entry is denoted by A ij . Lastly, the letter H denotes the entropy, the letter I denotes the mutual information and the letter I denotes the mutual information rate.
II. SYSTEM MODEL
A two-hop half-duplex relay channel, as depicted in FIGURE 1, is denoted by (X × U, p (v, y|x, u) , V × Y). The channel is defined by four alphabet sets: X , U, V, Y and a conditional probability function p(v, y|x, u) on V × Y for given inputs X n ∈ X and U n ∈ U. For the n-th transmission cycle, the source sends a symbol X n ∈ X to the relay and the relay sends a symbol U n ∈ U to the destination over the channel p (v, y|x, u) . The alphabets X , U, V, Y are assumed to be finite and the relay channel is memoryless in the sense that (v n , y n ) depends on only current transmitted symbols (x n , u n ).
We emphasize that the difference between our setting and an ordinary two-hop relay channel is that the relay is not free to choose every letter in U during each transmission; instead, the relay is Markovian constrained i.e., sequences transmitted by relay are governed by a finite-state machine. We further consider the relay to be half-duplex.
A (2 NR , N ) code for the two-way relay channel consists of:
• a set of messages {1, 
Channel capacity C is defined as the supremum over the set of achievable rates.
A. MARKOVIAN CONSTRAINT
We consider a relay node that transmits constrained sequences U N 1 generated by a finite-state machine to the destination. Denote S n the machine's state at time n, with realization s n ∈ S {1, . . . , M }. We assume that the sequence of states S n forms a time-invariant Markov chain which is characterized by its initial state S 0 and a probability transition matrix P with the entries P ij being the state transition probabilities of the Markov process denoted by
For each row, we have M j=1 P ij = 1. We define T to be the set of all valid transition from state i to state j, i.e., if a Markov state sequence can be taken from state i to state j with non-zero probability, then it is a valid transition and (i, j) ∈ T . In addition, we assume that the Markov chain is finite-state, irreducible, and aperiodic so that the chain has a unique stationary distribution µ = [µ 1 , µ 2 , . . . , µ M ], and any initial distribution tends to the stationary distribution as n → ∞. This stationary distribution is called the steady-state distribution satisfying the stationary condition
and M j=1 µ j = 1. The symbol U n transmitted by relay is produced by a valid transition from state S n−1 to S n . Once the initial state S 0 is determined, there is a one-to-one correspondence between the input sequences U N 1 and the state sequences S N 1 for the relay-to-destination channel; therefore, the mutual information rate [25] for relay-to-destination channel may be expressed as
where (a) follows from the fact that the choice of initial state does not affect mutual information [11] . Remark: In this work, we focus on binary constrained sequences sent by a relay node in which the inputs for relayto-destination channel U n take values on the alphabet U = {0, 1}, however our results also extend to the case of a larger alphabet size.
B. HALF-DUPLEX CONSTRAINT
We assume that the relay is half-duplex. In particular, the source is allowed to transmit symbols X n when the relay is sending symbol U n = 0, i.e., the relay is in reception mode. Otherwise, when the relay is in transmission mode, i.e., U n = 0, the source-to-relay channel is idle. This can be modeled as
where V n takes value on V. The probabilities of the relay in reception and transmission modes are denoted by Pr(U n = 0) and Pr(U n = 0), respectively. Let Q be the set of all transitions from state i to state j that are labeled with 0, i.e., (i, j) ∈ Q. Under our assumption on the Markov chain, we have
By law of total probability, the probability of the relay being in the reception mode can be written as
III. MAIN RESULTS

A. GENERAL CAPACITY
We study the capacity of a two-hop relay channel with a Markovian constrained relay.
Lemma 1 (Cut-Set Bound): For a two-hop relay channel with a Markovian constrained relay, the capacity C is upper bounded by
Proof: Lemma 1 is proved in Appendix. Lemma 2: The upper bound in (8) can be further expanded to
Proof: Consider the first inequality in (8), where
Pr(U n = 0)I (X n ; V n |U n = 0) (10) where (a) follows (7) and I (X n ; V n |U n = 0) = 0 when the relay is in transmission mode. We then follow the standard time sharing argument by introducing a new random variable Z to be uniformly distributed over
Substituting the above into (8) yields (9). Theorem 1: For a two-hop half-duplex relay channel with a Markovian constrained relay, the capacity is given by
Proof: Theorem 1 is proved in Appendix. The capacity is achieved, since 1) in the case of two-hop half-duplex relay channel, the zero symbols (U n = 0) from the relay are part of the codeword that conveys messages to the destination; meanwhile, the source node is able to send messages during transmission of these zero symbols. 2) the block Markov coding scheme is conducted. Considering B blocks of transmission, each of N symbols, a sequence of B − 1 messages
. . , B − 1 was sent from the source to the relay, and the relay then decodes the message at the end of each block and sends it to the destination with one block delay. Hence, B − 1 messages will be transmitted over B N -transmission blocks. As B → ∞, for fixed N , the rate R(B − 1)/B is arbitrarily close to R [3] . By block Markov coding, the source knows what the relay transmits. This guarantees that the positions of zero symbols (U n = 0) from the relay are revealed to the source node and their proportion in each block b is given by (7).
B. CAPACITY WITH NOISE-FREE SECOND LINK
Corollary 1: Consider a two-hop relay channel, where the relay-to-destination link is noise-free and the relay is Markovian constraint. Then (12) in Theorem 1 becomes
Proof: For noise-free relay-to-destination link, given the stationary Markovian constraint in (2), the second term in (12) becomes
which can be optimized over
In (12), we observe that, for all (i, j) ∈ Q, the source is allowed to transmit information with a constant I (X ; V |U = 0) when U = 0, where I (X ; V |U = 0) is solely associated with p(x|u = 0). Hence, we conclude the first term in (13), which is maximized over p(x|u = 0) as well as
Below we provide the generalized maximum mutual information between source and relay.
Definition 4 (Relay Mutual Information Matrix I): The relay mutual information matrix I has entries
for (i, j) ∈ T . In the special case of half-duplex relaying,
Using the above definition, (13) in Corollary 1 becomes
For a noise-free point-to-point channel, the computation of the maximum entropy of Markov source can be related to the adjacency matrix associated with the corresponding finitestate machine (see [10] ). Motivated by this method, for a relay channel, we define relay adjacency matrix, which leads to the maxentropic state transition probabilities.
Definition 5 (Relay Adjacency Matrix A(ζ )): The relay adjacency matrix A(ζ ) is given by its entry A ij (ζ ) defined as follows
for some ζ ∈ [0, +∞).
Remark: When ζ = 1, the relay adjacency matrix A(1) is the standard adjacency matrix in [10] .
Next we state the maxentropic state transition probabilities for the Markovian constrained relay in a two-hop half-duplex relay channel. Consider A(ζ ) in Definition 5 and let l(ζ ) = [l 1 (ζ ), l 2 (ζ ), . . . , l M (ζ )] and r T (ζ ) = [r 1 (ζ ), r 2 (ζ ), . . . , r M (ζ )] T be the left and right eigenvectors, respectively, corresponding to the largest real eigenvalue λ max (ζ ) of the relay adjacency matrix
be a normalization constant for l(ζ ) and r(ζ ). 
for some ζ ∈ [0, +∞). Proof: Let Q ij = µ i P ij and (15) becomes
The rest of the proof follows directly from solving (19) with respect to Q ij . Notice that the first term in (19) is a linear function in Q ij and the second term is concave in Q ij which can be proved using log-sum inequality [26] . Since the concave function in (19) is always bounded by 0 and log λ max (1), hence there are two cases to be considered.
Case 1: The capacity is limited by that of relay-todestination link, i.e., the linear function is above the concave function while the concave function reaches its maximum. Hence, we have
In this case, we only need to consider the capacity of the second link. The unique optimal probability assignment P * ij that gives rise to the capacity is given by [10] 
where ζ = 1 and λ max (1) is the maximum eigenvalue of the standard adjacency matrix A(1) and the noise-free capacity is log λ max (1).
Case 2:
The capacity of source-to-relay link is less than or equal to the capacity of relay-to-destination link, i.e., 
Since in (19) , the first term is a linear function in Q ij and the second term is a concave function in Q ij , hence the maximum is achieved when they are equal. This leads to the following optimization problem with linear cost function and convex inequality constraint:
where T ij = 0, for noise-free link in all valid transition (i, j) ∈ T (while, for noisy case, T ij is defined in Definition 6, which can be any real number associated with the valid transition (i, j) ∈ T ). The rest of this proof is in Appendix and is a straightforward routine by introducing Lagrange multipliers (η, γ i , ζ ) to the constraints (C.2), (C.3), and (C.4) correspondingly. It turns out that constraint (C.1) is always satisfied and hence it is not included in the optimization problem. The solution to this optimization problem is
where ζ is the Lagrange multiplier for the constraint (C.4) and lies in [0, +∞). Substituting the solutions µ * i and P * ij into (C.4) yields (25) and ζ can be found by solving the above equation that gives rise to the largest value of ζ · log λ max (ζ ).
Corollary 3 (Maximal-Eigenvalue Characterization of the Noise-Free Capacity): For a two-hop half-duplex relay channel with a Markovian constrained relay and a noise-free relayto-destination link, the capacity is given by
where λ max (ζ ) is the largest eigenvalue of A(ζ ) for some fixed ζ ∈ [0, +∞). Proof: Corollary 3 follows directly from Theorem 2 and is proved in Appendix.
Remark: The logarithm of the maximal eigenvalue of a noise-free adjacency matrix A(1), i.e., log λ max (1) , is the maximum achievable noise-free entropy rate of a Markov process according to [10] . Assuming that both links are noiseless, the maximum achievable noise-free entropy rate with conventional time sharing approach is given by R conv = 1 2 log λ max (1) bits/use.
In the following, we will consider an example of a two-hop half-duplex relay, where the relay adopts 
C. NOISY CAPACITY WITH BOTH NOISY LINKS AND ITS LOWER BOUND OBTAINED VIA GBAA
Now we investigate the noisy capacity by means of GBAA [18] to a two-hop half-duplex relay channel with a Markovian constrained relay. It was shown in [19] that the global convergence of GBAA is in general not theoretically guaranteed. Nevertheless, we may still find a good set of state transition probabilities that give rise to a very tight lower bound on capacity via GBAA. Consider a two-hop half-duplex relay channel, where the relay-to-destination link is noisy. We are interested in computing its capacity
Following Kavčić's approach [17] , by applying chain rule to the second term in (27) yields
as N → ∞ and the entropy in the second term of (28) can be further written as
where E Y N 1 |i,j denotes the conditional expectation taken over the observation Y N 1 when (S n = j, S n−1 = j). We define p n (i, j|Y N 1 ) and p n−1 (i, Y N 1 ) be the a-posteriori probabilities
and by using Bayes rules, (29) yields
.
To simplify this expression, we define the a-posteriori state transition weight matrix T.
Definition 6 (A-Posteriori State Transition Weight Matrix T [27]): The a-posteriori state transition weight matrix T is given by its entry
This allows us to simplify the general capacity (27) into the following compact form
If we assume that the a-posteriori state transition weight T ij can be computed, then, similar to the noise-free case, in which we define the relay adjacency matrix A(ζ ), we may also link the noisy capacity to the adjacency matrix with the corresponding finite-state machine by defining the noisy adjacency matrix G and the noisy-relay adjacency matrixÃ(ζ ). Here again, the noisy version of the relay adjacency matrixÃ(ζ ) leads to the solution to (33).
Definition 7 (Noisy Adjacency Matrix G [17]): The noisy adjacency matrix G is given by its entry
G ij = 2 T ij if (i, j) ∈ T 0 otherwise (34)
Definition 8 (Noisy-Relay Adjacency MatrixÃ(ζ )): The noisy-relay adjacency matrixÃ(ζ ) is given by its entrỹ
for some ζ ∈ [0, +∞). Then the capacity is C = ζ logλ max (ζ ) which can be achieved by
whereλ max (ζ ) is the maximum eigenvalue of the noisy-relay adjacency matrixÃ(ζ ) andr T (ζ ) = [r 1 (ζ ),r 2 (ζ ), . . . ,r M (ζ )] T is the corresponding right eigenvector.
Remarks: 1) When ζ = 1, the noisy-relay adjacency matrixÃ(1) reduces to a noisy adjacency matrix G. 2) When the relay-to-destination channel is noisefree, the a-posteriori probabilities p n (i, j|Y N 1 ) and p n−1 (i|Y N 1 ) are either 0 or 1, we have T ij = 0 for all valid transitions (i, j) ∈ T . The noisy-relay adjacency matrixÃ(ζ ) reduces to a relay adjacency matrix A(ζ ).
3) The derivation of the maxentropic state transition probabilities (36) is omitted since the proof of Theorem 2 already includes T ij . Note that, although the exact value of T ij is not computable, an estimate of the value T ij can be computed using the sum-product (BCJR, Baum-Welch) algorithm [28] since the a-posteriori probabilities p n (i, j|Y N 1 ) and p n−1 (i|Y N 1 ) are the outputs of the sum-product algorithm, i.e., [17] 
Algorithm 1 Generalized Blahut-Arimoto Algorithm for Case 1 [17] Initialization: Choose an arbitrary distribution P ij that satisfies the following two conditions: 1) If (i, j) ∈ T then 0 < P ij < 1, otherwise P ij = 0; and 2) For each i, require that j:(i,j)∈T P ij = 1. Repeat until convergence Step 1:
1) For N large, generate u N 1 according to P ij and pass them through the noisy channel according to p(y|u) to get y N 1 . 2) While keeping all P ij fixed, for each (i, j) ∈ T , run the sum product algorithm and compute the estimateT ij . 3) Compute the standard noisy adjacency matrixÂ(1) asÂ
and find its maximal eigenvalueλ max (1) and its corresponding right and left eigenvectorsr T (1) andl (1), respectively. 4) For all (i, j) ∈ T , compute the transition probability matrix P ij and the corresponding state distribution µ i as
end
For N large, we have (with probability 1) lim N →∞Tij = T ij and letĜ ij = 2T ij ,Â ij =Ĝ ij · A ij . We are now ready to formulate the GBAA described in [17] and [18] to a two-hop relay channel with a Markovian relay node. Case 1: First consider the case that the capacity is limited by the capacity of relay-to-destination link in (33), i.e., the linear function is above the concave function. While the concave function reaches its maximum, we have the following condition i,j:(i,j)∈T
In this case, we only need to compute the noisy capacity of relay-to-destination link. This then becomes the problem of finding the optimal Markovian input over a point-to-point noisy channel considered in [17] , in which GBAA was first introduced to solve this problem. At the end of the execution of Algorithm 1, if condition (38) is not satisfied, Case 2 is considered. 
Case 2: The capacity of source-to-relay link is less than or equal to the capacity of relay-to-destination link, i.e.,
i,j:(i,j)∈T
Q ij I ij − log j :(i,j )∈T Q ij Q ij − T ij ≤ 0 (39)
IV. NUMERICAL RESULTS
In this section, we present numerical results on capacity of a two-hop half-duplex relay channel under different source-torelay and relay-to-destination links. We assume that the relay
A. NOISE-FREE BOTH LINKS
Let us first consider the case that both source-to-relay and relay-to-destination links are noise-free. Hence, we have the a-posteriori state transition weight matrix T with its entries
and the relay mutual information matrix I with its entries
Under such setting, we compute and list the capacities based on Theorem 2 and Corollary 3, when the relay adopts differ-
Remark: In the case of unconstrained cases, we have ζ = 0.3614 and λ max = 4.4035, yielding the capacity C = 0.7729 bits/use. The capacity value 0.7729 coincides with the unconstrained capacity over a noiseless two-hop half-duplex relay channel in [6] , [8] , and [29] , i.e., the largest root of the equation H (x) = x.
B. NOISY LINKS: TWO BSCs WITH THE SAME CROSS-OVER PROBABILITY p
In this subsection, we consider a two-hop half-duplex relay channel with a Markovian constraint relay and two BSCs links of the same cross-over probability p. We have the a-posteriori state transition weight matrix T defined in
Algorithm 2
Initialization: Choose an arbitrary distribution P ij that satisfies the following two conditions: 1) If (i, j) ∈ T then 0 < P ij < 1, otherwise P ij = 0; and 2) For each i, require that j:(i,j)∈T P ij = 1. Repeat until convergence Step 1:
1) For N large, generate u N 1 according to P ij and pass them through the noisy channel according to p(y|u) to get y N 1 . 2) While keeping all P ij fixed, for each (i, j) ∈ T , run the sum product algorithm and compute the estimateT ij . 3) Compute the noisy-relay adjacency matrixÂ(ζ ) aŝ
where ζ is the solution to the following equation
Find its maximal eigenvalueλ max (ζ ) and its corresponding right and left eigenvectorsr T (ζ ) andl(ζ ), respectively. 4) For all (i, j) ∈ T , compute the transition probability matrix P ij and the corresponding state distribution µ i as
end Definition 6 and
Under this setting, we compute tight lower bounds on the constrained capacities via Algorithm 1 and Algorithm 2 sequentially, i.e., at the end of the execution of Algorithm 1, if condition (38) is not satisfied, then perform Algorithm 2. We compare our results with
• the upper bounds on the noisy capacity, i.e., the capacity C nf of the two-hop relay channel with a noise-free relayto-destination link, and a BSC source-to-relay link with cross-over probability p,
• the maximal achievable rate by time-sharing scheme [30] is then given by
which can be computed via Algorithm 1. We conduct the same comparison as that in FIGURE 6, except that the relay uses a RLL( [1, 3] , [0, 1]) sequence, instead. We report our comparisons in FIGURE 8. we computed the optimized information rate for the case that the relay node is RLL ([1, 3], [0, 1] ) constrained. The vertical black dash-dot line at p = 0.045 indicates that for crossover probability p ≤ 0.045, the optimized information rate is computed via Algorithm 1, i.e., there is always enough information fed into the relay and the relay may transmit VOLUME 7, 2019 information at its full rate. For the case that p > 0.045, since condition (38) is not satisfied, i.e., the relay may not transmit at its full rate, Algorithm 2 is performed to find an equilibrium point such that the source is feeding information to the relay at the same rate that the relay is transmitting.
In FIGURE 9 , we compare our optimized information rate for various RLL ([d, k] , L 1 ) constraint against the unconstrained optimized information rate in [8] . For RLL([0, k], L 1 ) constraint, where k ∈ 1, 3, 7, we observe that the larger values of k lead to higher optimized information rate. In particular, when k = 7, our scheme approach to the unconstrained optimized information rate. This agrees with our intuition that as the relay becomes less constrained (i.e., as k → ∞), the problem transforms into optimizing mutual information rate for a BSC two-hop half-duplex relay channel with an unconstrained relay.
V. CONCLUSION
We studied the capacity of a two-hop half-duplex channel (source-relay-destination) with a Markovian constrained relay. For this channel, we show that when the zero symbol transmitted by the relay also conveys information; during its transmission, the source is able to transmit information to the relay, significant rate gains are possible. For the case with a noise-free relay-to-destination link, capacity achieving input is derived. When both source-to-relay and relay-todestination links are noisy, the constrained mutual information rate are optimized using the GBAA algorithm modified for two-hop relay channels. These results may be instrumental in deriving capacity when constrained sequences are introduced to a more complex network.
APPENDIX PROOF OF LEMMA 1
Given any (2 NR , N ) code for the relay channel with a Markovian constrained relay, the p.m.f on the joint ensemble W , X, U, V , Y is given by
where the input for relay-to-destination channel U n is a function of U n−1 and all past V n−1 1
. For a two-hop relay channel with a Markovian constraint relay, we have
where
The first inequality is straightforward, consider
where (a) follows from the fact that conditioning reduces entropy.
To establish the second inequality, consider
where ( ) are conditionally independent given (X n , U n ).
Note that since we are only allowed to transmit symbols from the source to the relay while the relay is in reception mode, i.e., u n = 0, it is then equivalent to generate x N 1 according to
p(x n |u n = 0). The codeword x N 1 consists of two parts, x and x . The first part x is generated according to n∈ [1:N ] u n =0 p(x n |u n = 0), which compromises N · Pr(U n = 0) symbols to be transmitted when the relay is in reception mode. The rest N · Pr(U n = 0) symbols x are generated according to n∈ [1:N ] 
The entire codebook is revealed to the source, the relay and the destination prior to communication.
B. ENCODING
To send the message index w ∈ [1 : 2 NR ], the source sends the codeword x (w b |w b−1 ) from C b .
C. RELAY ENCODING
Let A (|R|) defined in [26] denote the set of jointly typical 
E. ANALYSIS OF PROBABILITY OF ERROR
We analyze the probability of error averaged over codes. Assume without loss of generality that W b = 1. LetW b be the relay message estimate at the end of block b. The decoder makes an error only if one of the following events occur:
Thus the probability of error is upper bounded by
By the law of large numbers, Pr(E 1 (b)) tends to zero as N → ∞. The Shannon-McMillan-Breiman theorem extends the Asymptotic Equipartition Property (AEP) to stationary ergodic inputs over memoryless channel, then the joint typicality decoding can be adopted for jointly ergodic processes (U, Y ) [26] . Therefore, Pr(E 2 (b)) tends to zero as N → ∞ if R < 1 N I(U; Y ). To upper bound the first term Pr(Ẽ(b)), definẽ 
We have to solve the following equations
and yields
We get
Notice that P ij = 2 
From constraint (C.2), we have By the Perron-Forbenius theorem [31] , we have λ(ζ ) = λ max (ζ ). This completes the proof of Theorem 2.
MAXIMAL EIGENVALUE CHARACTERIZATION
When P * ij and µ * i are used, the maximal entropy H (S 2 |S 1 ) yields 
Thus, for a fixed ζ , the entropy rate is maximized for λ(ζ ) being the largest eigenvalue of the relay adjacency matrix A(ζ ). For an irreducible and non-negative matrix A(ζ ), the Perron-Forbenius theorem guarantees that there exists an unique real, positive eigenvalue λ max [31] . The right and left eigenvectors r T (ζ ), l(ζ ) corresponding to the eigenvalue λ max (ζ ) have positive and non-negative entries, respectively. Hence, the maxentropic stationary distributions µ * i and state transition probabilities P * ij will have positive probabilities.
