Abstract-This paper develops a framework for state-space estimation when the parameters of the underlying linear model are subject to uncertainties. Compared with existing robust filters, the proposed filters perform regularization rather than de-regularization. It is shown that, under certain stabilizability and detectability conditions, the steady-state filters are stable and that, for quadratically-stable models, the filters guarantee a bounded error variance. Moreover, the resulting filter structures are similar to various (time-and measurement-update, prediction, and information) forms of the Kalman filter, albeit ones that operate on corrected parameters rather than on the given nominal parameters. Simulation results and comparisons with H1, guaranteed-cost, and set-valued state estimation filters are provided.
I. INTRODUCTION
The Kalman filter is the optimal linear least-mean-squares estimator for systems that are described by linear state-space Markov models (see, e.g., [1] , [2] ). Since its inception in the early 1960s, it has played a significant role in numerous fields ranging from orbit determination, to finance, to communications, to control, and other fields.
A central premise in the Kalman filter theory is that the underlying state-space model is accurate. When this assumption is violated, the performance of the filter can deteriorate appreciably (see, e.g., the edited volumes [3] , [4] , as well as [5] , which contain several discussions and articles on practical issues in Kalman filtering design. See also the simulation examples further ahead in Sec. VII). This filter sensitivity to modeling errors has led to several works in the literature on the development of robust state-space filters; robust in the sense that they attempt to limit, in certain ways, the effect of model uncertainties on the overall filter performance. Three distinctive approaches to state-space estimation in this regard are H 1 filtering, set-valued estimation, and guaranteed-cost designs.
The H 1 approach attempts to construct filters that bound the 2-induced norm of the operator that maps the disturbances to the estimation errors (see, e.g., [6] - [14] ). One limitation of H 1 designs for on-line (i.e., recursive) filter operation is that they require continuous testing of a certain existence condition. When the condition fails at any particular iteration, the desired H 1 performance is lost and the filter can diverge. This is a consequence of the fact that H 1 filters minimize certain indefinite quadratic forms and, as a result, they perform de-regularization (see, e.g., [15] ). One method to ameliorate this difficulty is to increase the value of the robustness parameter ; this however comes at the expense of decreasing the robustness of the filter (see again the simulations in Sec. VII). This issue is of such concern for on-line filtering operations that several tools and tuning methods have been studied in the literature, especially for linear time-invariant models, with the objective of enabling the designer to check a priori whether a prescribed robustness level can be guaranteed by an H 1 filter over intervals of arbitrary lengths (see, e.g., the works [16] , [17] ).
A second useful approach to robust estimation is the setvalued estimation approach. In this design, one attempts to construct ellipsoids around state estimates that are consistent with the observations and subject to certain norm constraints on the noise disturbances (see, e.g., [18] , [19] , [20] and the many references in the latter edited volume). Some extensions to handle model uncertainties are described in [14] , [21] , [22] , with the reference [22] considering a class of model uncertainties that can be described by integral (or sum) quadratic constraints. Here again one is faced with the requirement of checking for certain existence conditions, which can be an impediment to on-line filtering -see the simulation results in Sec. VII.
A third well-studied approach to robust estimation is the guaranteed-cost paradigm. Here one attempts to construct statespace estimators that guarantee that the steady-state variance of the state estimation error is upper bounded by a certain constant value for all admissible uncertainties in the model (see, e.g., [14] , [23] , [24] , [25] and also [26] , [27] ). The solution usually involves some design parameters that need to be selected adequately (or tuned) in order to guarantee the existence of a positive-definite stabilizing solution of a certain discrete algebraic Riccati equation -see Sec. VI-D. The arguments and the derivations in most cases (see, e.g., [14] , [23] , [25] ) are limited to time-invariant and quadratically-stable nominal models in steady-state operation. Extensions of the results to finitehorizon time-variant models are considered in [28] , [29] . The solution in [28] , however, leads to a more involved filter structure and suffers from instability problems, as acknowledged by the authors [28] [p. 185] and also observed in simulations. The solution in [29] is one that is consistent with the steady-state filters developed in [14] , [23] , [25] . It again requires testing of certain existence conditions, which can be a limitation for online operation. The discussion in [29] further elaborates on sufficient conditions for guaranteed operation over arbitrarily long intervals of time.
In this paper we develop a robust procedure for state-space estimation in the presence of modeling uncertainties. Compared with the standard Kalman filter, which is known to minimize the regularized residual norm at each iteration, the new filters are designed to minimize the worst-possible regularized residual norm over the class of admissible uncertainties at each iteration. In addition, compared with the aforementioned robust formulations, the resulting filters perform data regularization rather than de-regularization; a property that circumvents existence conditions and is convenient for on-line operation. The new filters are also shown to lead to stable steady-state performance and, for quadratically-stable models, they are further shown to guarantee bounded error variances. Moreover, the proposed framework applies to a general class of parametric uncertainties, specified through the selection of a modeling function (x) -see the remark in the paragraph following Eq. (7).
We start our exposition in the next section by formulating a generic regularized least-squares problem for models with data uncertainties. Once this is done, we shall then focus on the statespace estimation problem in some detail.
Notation. For a column vector z and a positive-definite matrix W, we write kzk 2 and kzk 2 W to denote the Euclidean norm and its weighted version, namely, z T z and z T Wz, respectively. Also, for brevity, we may sometimes write A T W( ) instead of A T WA especially when the factor A admits a long expression (see, e.g., the last expression in the statement of Thm. 3).
II. REGULARIZED LEAST-SQUARES WITH UNCERTAINTIES
As is well-known (see, e.g., [2] ), many estimation techniques rely on solving regularized least-squares problems of the form min x x T Qx + (Ax ? b) T W(Ax ? b) ; (1) where x T Qx is a regularization term with Q = Q T > 0 and W = W T 0 is a weighting matrix. 1 The unknown vector x is n?dimensional, while A is N n and b is N 1. Both A and b are assumed known, and the solution of (1) iŝ x = Q + A T WA] ?1 A T Wb:
In practice, the nominal data fA; bg are often subject to disturbances and/or uncertainties. Such errors can degrade the performance of the estimator (2). For example, if the actual data matrix were (A+ A), for some unknown perturbation A, then the estimator (2) that is designed based on A alone, and without accounting for the existence of A, can perform poorly.
This motivated us to introduce in [30] a robustified version of (1) that can account for a general class of uncertainties in the data fA; bg. Thus let J(x; y) denote a two-variable cost function of the form J(x; y) = x T Qx + R(x; y); 1 When Q is sign-indefinite, as is common in H1 formulations (e.g., [11] , [15] ), we say that the solution performs de-regularization. In such situations, the least-squares problem need not always have a minimum; the Hessian matrix with respect to x needs to be positive-definite.
by the additional term Hy. The matrix H provides the designer with the freedom of restricting the uncertainty y to certain range spaces. While y itself is not known, we assume that what is known is a bound on its Euclidean norm, say kyk (x), for some known (linear or nonlinear) nonnegative function (x). Observe that the bound on y is allowed to depend on x.
Consider now the problem of solvinĝ x = arg min x max kyk (x) J(x; y): (3) Problem (3) can be interpreted as a constrained two-player game problem, with the designer trying to pick an estimatex that minimizes the cost while the opponent fyg tries to maximize the cost. The game problem is constrained since it imposes a bound (through (x)) on how large (or how damaging) the opponent can be. Observe further that the strength of the opponent can vary with the choice of x. We shall assume in the sequel that H and (x) are not identically zero, H 6 = 0 and ( ) 6 = 0; (4) since if either is zero, the game problem (3) trivializes to (1) .
A special case of (3) was studied in [31] - [34] with the choices W = I, Q = 0, H = I, and (x) = kxk. It turns out, however, that for treating the state-space estimation problem of this paper one has to allow for nontrivial choices of fW; Q; Hg, as well as for more general choices of (x). The problem in this general case is richer in structure and its solution requires some care to avoid the introduction of multiple regularization parameters, as was shown in [30] . In this paper, we focus on the following specialization of (3),
where f Ag denotes an N n perturbation matrix to the nominal matrix A, b denotes an N 1 perturbation vector to the nominal vector b, and f A; bg are assumed to satisfy a model of the form
where is an arbitrary contraction, k k 1, and fH; E a ; E b g are known quantities of appropriate dimensions (E b is a column vector). Perturbation models of the form (6) are common in robust filtering and control and can arise from tolerance specifications on physical parameters (see [35] for an example). In order to see how (5) is a special case of (3), we rewrite the cost in (5) which is a special case of (3) for the particular choice (x) = kE a x ? E b k: One can also handle the case in which the uncertainties f A; bg in (5) are unrelated yet bounded, say k Ak ; k bk b
for some nonnegative scalars f ; b g, instead of (6) . In this case, problem (5) reduces to a special case of (3) for the choice (x) = kxk + b -see [36] .
The formulation (3) is more general than (6) and (7) in that it allows for other classes of perturbations through the choice of the function (x). The solution of (3) in this general case is discussed in [30] , [37] . In this paper we focus on perturbations of the form (6) . Our arguments are such that they can be extended to other classes of perturbations. The following result is proven in [30] , [37] .
Theorem 1 (Solution) The problem (5)-(6) has a unique solutionx that is given by (compare with (2)):
where the modified weighting matrices f b Q; c 
and
[The notation X y denotes the pseudo-inverse of X.]
Moreover, the value of the resulting optimal cost of (5) is equal to G(^ ), and is given by
A. Structure of the Solution
We thus see that the solution of (5)-(6) requires that we first determine an optimal nonnegative scalar parameter,^ , which corresponds to the minimizing argument of the function G( ) over the semi-open interval kH T WHk; 1). For convenience of notation, we shall denote the lower bound on by l , i.e., l = kH T WHk: (16) Compared with the solution (2) of the standard regularized leastsquares problem (1), we see that the expression forx in (8) 
which is typical of regularized least-squares problems with coupling.
B. The Minimization of G( )
For any value of in the interval l ; 1), the matrix W( ) in (13) is nonnegative-definite so that G( ) 0 for l (it may become negative for < l ). In addition, it can be proven that the function G( ) has a unique minimum in the interval l ; 1); and hence that it has a unique global minimum and no local minima [37] . This indicates that the determination of^ can be sought via optimization routines that need not be concerned with the possibilities of local minima. In addition, a useful observation from many simulations that we have performed is that the function G( ) tends to reach amplitudes close to its minimum value at arguments that are generally close to the lower bound l (see, e.g., [38] ). We shall use this observation in a future section to suggest a practical approximation for the optimal^ without the need to explicitly minimize G( ). In particular, we shall later set^ = (1 + ) l , for some > 0, i.e., we shall set^ at a multiple of the lower bound. More on this issue later. For now, we continue with the optimal choice for .
C. Invertibility Condition
In the state-space context that we study in Sec. IV, the matrix W will be positive-definite (and, hence, invertible) so that W( ) itself will always be positive-definite (and, hence, also 
This expression will be useful in the sequel; we shall henceforth assume that the boundary point l is excluded and use this simpler expression.
III. STANDARD STATE-SPACE ESTIMATION
We now discuss how to incorporate the earlier discussions into a state-space context. We first review the standard Kalman filtering solution for accurate state-space models.
A. The Kalman Filter
Thus consider a state-space description of the form x i+1 = F i x i + G i u i ; i 0; (19) 
Here, ij is the Kronecker delta function that is equal to unity when i = j and zero otherwise.
The well-known Kalman filter provides the optimal linear least-mean-squares (l.l.m.s., for short) estimate of the state variable given prior observations. More specifically, introduce the following predicted and filtered estimates:
x i = l.l.m.s. estimate of x i given fy 0 ; y 1 ; : : : ; y i?1 ĝ x iji = l.l.m.s. estimate of x i given fy 0 ; y 1 ; : : : ; y i?1 ; y i g and the corresponding error variances,
Then the fx i ;x iji g can be constructed recursively as follows (see, e.g., [2] ):
x i+1 = F ixiji ; i 0 (23) x i+1ji+1 =x i+1 + P i+1ji+1 H T i+1 R ?1 i+1 e i+1 (24) e i+1 = y i+1 ? H i+1xi+1 (25) where (28) and with initial conditionŝ x 0j0 = P ?1 0j0 H T 0 R ?1 0 y 0
It also holds, when the required inverses exist, that
Equations (23)- (28) are known collectively as the time-and measurement-update form of the Kalman filter. It can be further seen from these equations that the following prediction forms of the Kalman filter also hold:
where P i satisfies the Riccati recursion
with initial conditionsx 0 = 0 and P 0 = 0 .
B. A Deterministic Interpretation
Each step (23)- (28) of the time-and measurement-update form of the Kalman filter admits a deterministic interpretation as the solution to a regularized least-squares problem, as we shall now explain (see also [39] [pp. 390-391]). We will use this interpretation to motivate a procedure for robust state-space estimation that is based on the result of Theorem 1.
Thus fix a time instant i and assume that the filtered estimatê x iji has already been computed with the corresponding error variance matrix P iji (assumed positive-definite) 2 . Given a new measurement y i+1 , we then pose the problem of estimating x i again, along with u i , by solving
This problem can be interpreted as follows. Given an initial estimatex iji for x i , one seeks to improve upon it by incorporating the additional information that is provided by the new measurement y i+1 . The design criterion is one that minimizes the (regularized) squared residual norm. Now the solution of (35) is known to lead to the filter equations (23)- (28) . Indeed, we can rewrite (35) 2 The final filter recursions are independent of P ?1 iji so that the requirement of an invertible P iji can be relaxed.
Here, the notation colfa; bg denotes a column vector with entries a and b, and (a b) denotes a block diagonal matrix with entries a and b.
We shall denote the minimizing arguments of (35) byx iji+1 andû iji+1 . From the solution (2) of any such regularized leastsquares problem, we find that (37) where we introduced the quantity (in agreement with the statespace constraint (19) ):
If we further introducê
and substitute the expressions (36)- (37) for fx iji+1 ;û iji+1 g into the definition (38), we re-establish after some straightforward algebra the time-and measurement-update form (23)- (28) of the Kalman filter.
IV. ROBUST STATE-SPACE ESTIMATION
Referring again to the state-space model (19)- (20), we shall first study the case of uncertainties in the matrices fF i ; G i g alone. The matrix H i will be initially assumed known exactly.
Later we shall address the general case (see Sec. IV-F). Thus consider the uncertain model
where the perturbations in fF i ; G i g are modeled as
for some known matrices fM i ; E f;i ; E g;i g and for an arbitrary contraction i , k i k 1. Observe that for generality we are allowing the quantities fM i ; E f;i ; E g;i g to vary with time. The case of uncertainties in F i only can be handled by setting E g;i = 0. Likewise, the case of uncertainties in G i only can be handled by setting E f;i = 0. Finally, the case of accurate models is obtained by setting M i = 0, E f;i = 0, and E g;i = 0. Now assume that at step i we are given an a priori estimate for the state x i . We shall denote this initial estimate byx iji . Assume further that we are also given a positive-definite weighting matrix P iji , along with the observation at time (i+1), i.e., y i+1 . subject to (39) and (41) . Here, the weighting matrices fQ i ; R i+1 g can be regarded as covariance matrices (as in (22)) with fu i ; v i ; x 0 g modeled as random variables, or simply as weighting matrices in a purely deterministic context. Problem (42) can be seen to be the robust version of (35) in the same way that (5)- (6) is the robust version of (1). It can be interpreted as attempting to improve the estimatex iji of x i by incorporating the additional information that is provided by y i+1 and by minimizing the worst-possible (regularized) squared residual norm.
Once the solutions fx iji+1 ;û ij+1 g have been found, we can use them to construct an estimate for the future state x i+1 as in (38) . We shall also use the nominal data fF i ; G i ; H i g, the uncertainty model parameters fM i ; E g;i ; E f;i g, and the weighting matrices fQ i ; R i ; P iji g to determine a weighting matrix P i+1ji+1 for the next step. With fx i+1ji+1 ; P i+1ji+1 g so determined we proceed to solve a similar problem at the next iteration and determine fx i+2ji+2 ; P i+2ji+2 g, and so on.
Let us now exhibit the recursions that characterize this construction. To begin with, we note that problem (42) can be written more compactly in the form (5)- (6) 
According to Theorem 1, the solution fx iji+1 ;û iji+1 g is then found by solving the system of equations:
where
Moreover,^ i is the minimizing argument in the interval
of the corresponding scalar-valued function G( ) in (12) fF; G; H; M; E f ; E g g. This is because G( ) depends on both P iji andx iji . However, for simplicity of notation here, we have not indicated this time-dependence explicitly.
A. Time and Measurement-Update Form
Now substituting (55)-(56) into (54), we can solve for fx iji+1 ;û iji+1 g. Substituting the resulting expressions into (38) we can establish, after some considerable algebra, the time-and measurement-update robust algorithm listed in Table 1 . The major step in the algorithm is step 3, which consists of recursions that are very similar in nature to the time-and measurement-update form of the Kalman filter (cf. Equations (23)- (28)). The main difference is that the new recursions operate on modified parameters rather than on the given nominal values. This is where steps 1 and 2 in the algorithm are needed: they correct the parameters to the values necessary for the robust estimation step. 3 In the absence of any modeling uncertainties (i.e., with M i = 0, E f;i = 0, and E g;i = 0), the recursions can be seen to collapse to those of the Kalman filter, as expected.
Note further from the listing in Table 1 
B. The Prediction Form
The recursions of Table 1 can be manipulated into an alternative so-called prediction form, which propagates the quantities fx i ; P i g directly. Thus note that by combining the equations for x i+1 andx iji from Table 1 Step 1. If H i+1 M i = 0, then set^ i = 0. Otherwise, construct G( ) of (12) with the identifications (43)- (53) 
Step 3. Update fx iji ; P iji g as follows:
e i+1 = y i+1 ? H i+1xi+1 
IV-E below we shall see that (58) collapses to the standard form of a discrete-time Riccati recursion in some useful special cases. Table 2 summarizes the prediction form of the robust algorithm.
Assumed uncertain model. Same as in Table 1 .
Initial conditions:x 0 = 0; P 0 = 0 , and b R 0 = R 0 .
Step 1a. Using f b R i ; H i ; P i g compute P iji :
Step 1b. Same as step 1 of Table 1 .
Step 2. Determine f b Q i ; b R i ; b F i ; b G i g as in step 2 of Table 1 .
Step 3. Now update fx i ; P i g to fx i+1 ; P i+1 g as follows: Table 3 : Listing of the robust filtering algorithm in information form.
C. The Information Form
The algorithm can also be rewritten in an alternative so-called information form that propagates the inverses of the matrices P iji rather than the matrices themselves. This form requires the invertibility of F i . Thus note that it follows from the time and measurement-update form of Table 1 that
so that if we multiply both sides of the above equation by P ?1 i+1ji+1 from the left we obtain the first recursion in Step 3 of Table 3 , which propagates the normalized state estimate P ?1 ijix iji . In addition, by inverting the equations for P i+1ji+1 and P i+1 from Table 1 we obtain the algorithm listed in Table 3 .
D. Special Cases
The recursions in all forms can be simplified in some useful special cases: E g;i = 0 (i.e., no uncertainty in G i ), E T f;i E g;i = 0 (i.e., the uncertainty in G i is orthogonal to that in F i ), and E f;i = 0 (i.e., no uncertainty in F i ).
In the first case (E g;i = 0), it is easy to see that the expres- 
In the third case (E f;i = 0), it follows that
and b Q i as in (59).
E. The Correction Parameter^ i
The algorithms of Tables 1-3 require, at each iteration i, the minimization of a cost function G( ) over the interval 2 ( l;i ; 1), with the lower bound as defined in Table 1 . As remarked earlier in Sec. II-B, a reasonable approximation for^ i is to set it equal to a multiple of the lower bound, saŷ
for some tuning parameter (that could be chosen to be timevariant as well); see Fig. 4 for an example comparing a filter implementation that is based on the optimal^ i with an implementation that is based on the above approximation for the choice = 0:5.
Using the approximation (60), it is easy to see that the recursion (58) now becomes a standard Riccati recursion in the three special cases considered in the previous section (viz., E g;i = 0, E f;i = 0, or E T f;i E g;i = 0).
F. Uncertainties in the Measurement Equation
The discussions in the earlier subsections can be extended to the case of uncertainties in all matrices fF i ; G i ; H i g, i.e.,
An examination of the derivation following (42) All other recursions remain unchanged. We shall therefore ignore this extension in the sequel due to its similarity with the cases studied so far.
V. STEADY-STATE RESULTS
We now examine the steady-state performance of the proposed filters when the model parameters are constant, say fF; G; H; M; E f ; E g ; Q; Rg: Only the contraction i is allowed to vary with time. In particular we shall establish that under certain detectability and stabilizability assumptions the steady-state filters are stable and that, in addition, for quadratically-stable models they guarantee bounded error variances.
A. Stability
We consider first the case that involves uncertainties in the system dynamics only. That is, we consider an uncertain model of the form This model is often studied in the literature of robust filtering.
We further assume that the correction parameter^ i is set to a constant value that is equal to a multiple of the admissible lower bound, i.e., i = (1 + ) l = (1 + )kM T H T R ?1 HMk =^ ; (64) for some > 0 chosen by the designer, and for all i.
The prediction form of the robust filter in this case becomes (cf. ?1
where the last form is independent of P ?1 i .
Note that even though the coefficient matrix F is constant, the matrix that appears multiplyingx i is time-variant and equal to b F i . This is in contrast to a Kalman filtering implementation. 
Lemma 1 (Two useful identities) Let

Proof:
The algebra is omitted.
}
Using the second identity in the lemma we can rewrite the recursion for the state estimate aŝ x i+1 = F p;ixi + F p;i P i H T b R ?1 y i : (65) We are now in a position to establish the main result of this section concerning the convergence of the robust filter to a stable steady-state filter. But we know from the first identity in the previous lemma that this matrix coincides with F p , and the result is therefore estab- 
with uncertainties in both F and G that satisfy E T f E g = 0. The identities of Lemma 1 will continue to hold, as well as the conclusion of Thm. 2.
B. Bounded Steady-State Error Variances
We continue with the model (61)-(63) and further assume that it is quadratically stable, i.e., that there exists a positive-definite matrix V such that
for all contractions . By the small gain theorem of [44] , [45] , the quadratic stability requirement is equivalent to the combined conditions of a stable F and a bounded norm kE f (zI ? F) ?1 Mk 1 < 1. 
Using arguments that are common in guaranteed-cost designs (e.g., as in [14] , [24] ), it is now immediate to establish the following conclusion. since it is often studied in the literature on robust filtering.
A. Kalman Filtering
We already explained before the differences and similarities between the proposed recursions and those of the Kalman filter. For instance, while both solutions do not require existence conditions, the new recursions operate on modified parameters that take into account the model uncertainties.
B. H 1 Filtering
The a-priori central H 1 filter of level > 0 for estimating the combination s i = L i x i of the state vector is given by (see, e.g., [8] , [11] ): 
In general, there is no guarantee beforehand that these conditions will be satisfied for all iterations. In addition, even if the conditions are satisfied over a horizon of length N, there is no guarantee that they will be satisfied over a horizon of longer duration. This is an inconvenience for on-line operation since when condition (74) fails at any particular iteration, the H 1 performance is lost and divergence can occur (see the simulations in Sec. VII). Note also that the larger the value of the easier it is to satisfy (74). However, larger values of reduce the robustness of the filter.
C. Set-Valued Estimation
The set-valued approach to state-estimation [18] is based on determining ellipsoids around the state estimates that are consistent with the measured data. The centers of the ellipsoids are taken as estimates for the states. There have been numerous works in the literature on extending this approach to deal with uncertain models, e.g., of the form (71)-(73) -see [20] , [21] , [22] , [46] . In particular, the following recursions are from [46] (we are intentionally using notation that is similar to ours although the variables fP iji ; K ;i ; R ;i g below have of course different meanings from the ones we introduced in Table 3 Some straightforward algebra will show that the recursion for the state estimate given above is equivalent to
The above equations can now be compared with those in Table 3 and the differences will become evident. One issue here is that the above recursions will constitute a robust set-valued estimation solution only under certain conditions on the data. For example, it is necessary that, for all i, R ;i 0 and N(R ;i ) N(K ;i ) (75) where N( ) denotes the nullspace of its argument. These two conditions may sometimes be difficult to satisfy in practice.
Note, for example, that a negative term ?E T f;i+1 E f;i+1 is subtracted from the right-hand side of the recursion for P ?1 i+1ji+1 above. This term can be large and it can lead to indefinite initial values for R ;i that ultimately cause filter breakdown, as can be seen from the simulations of Fig. 1 .
D. Guaranteed-Cost Designs
The idea of guaranteed-cost designs is to develop filters that guarantee an upper bound on the variance of the estimation error. Such designs have been studied mostly for quadraticallystable time-invariant models in steady-state operation (e.g., [14] , [23] , [24] ), though, as mentioned in the introduction, extensions exist to time-variant and finite-horizon scenarios. The guaranteed-cost filters in [14] , [24] have different forms, which is expected since each tries to enforce an upper bound in a particular manner.
The filter equations from [14] [p. 44] require G = I and they can be summarized as follows. First, the designer selects a small positive parameter (as explained below). Then useŝ In order to compare our steady-state filter with the above equations, we shall show first how to rewrite our prediction filter in a form that is close to the above. Thus refer to Sec. V and note first the easily verifiable identity
so that our steady-state filter can be written in the alternative form Comparing the recursions (76) and (78) for the state estimates, as well as the Riccati equations (77) and (79), we see that there are essentially four differences between a guaranteedcost design and the proposed steady-state filter:
1. The negative scalar ? is replaced by a positive scalar^ . The appearance of a negative scalar ? in the guaranteed-cost DARE (77) imposes a constraint on the selection of : its value has to be properly selected so as to guarantee a positive-definite difference The guaranteed-cost filter equations from [24] have a different form that relies on two Riccati equations; they are omitted for brevity.
VII. SIMULATION RESULTS
For comparison purposes, we employ the following numerical values of a 2-dimensional time-invariant model used in [14] : 
A. Set-Valued Estimation
The two top plots in Fig. 1 show a simulation for which i = ?0:8508 = for all i. Two curves are shown in each plot and they refer to: the actual trajectory of the top entry of the state vector (solid line), the trajectory that is produced by the robust set-valued estimation algorithm (dashed line in leftmost plot), and the trajectory that is produced by the new robust filter (dashed line in rightmost plot). We see that the set-valued estimates diverge around iteration 64 (the overshoot reaches a peak of approximately 28) and then stay at a constant level thereafter. This behavior was observed repeatedly for random choices of i . This occurs because of the violation of the existence conditions (75); the smallest eigenvalue of R ;i becomes negative fast and stays negative for an extended period of time. Due to this effect, we are excluding the robust set-valued algorithm from our additional simulations below.
B. Ensemble-Average Error Variance Curves
In Fig. 2 we generated more elaborate performance curves as follows. Each point in each curve is the average over 500 experiments. Each experiment j fixes at a value that is selected randomly between -1 and 1 and generates 1000-long random measurements fy i g. The data is then filtered by a particular algorithm leading to an estimated trajectory fx (j) i g for the experiment j. At the end of the 500 experiments, we have 500 such GC [14] and GC [24] New filter The plots in the middle row of Fig. 2 compare the performance of the new robust filter to that of optimized guaranteedcost designs. These designs choose by minimizing an upper bound on the error variance. The value of used for (76) is 5:98 10 ?6 . We see that in this example, by averaging the performance over all experiments (which corresponds to averaging over random selections of in the interval ?1; 1]), the filters tend to exhibit a similar steady-state performance (recall that the proposed filter achieves this performance via regularization).
The plots in the last row of Fig. 2 In the above simulations we employed the approximation (60) by choosing = 0:5. Figure 4 shows that this approximation provides a good alternative for this example over the implementation that is based on computing the optimal^ i at each iteration (the curves were obtained in this case by averaging over 200 experiments). [We may remark that we have omitted from our comparisons the robust minimum-variance filter of [28] due to divergence problems.]
There are some interesting distinctions in performance between all filters. Figure 5 shows the variance curves that corre- spond to the case in which is selected uniformly from within the interval ?1; 0], while Figure 6 corresponds to the case in is selected uniformly from within the interval 0; 1]. In the former case we see that the performance of the Kalman filter is comparable to, or even better than, the other filters, while it is noticeably worse in the latter case. The performance of the proposed filter in the latter case can also be improved by increasing the value of . [14] and GC [24] GC [14] New filter Finally, Figure 7 demonstrates the case in which i is allowed to vary randomly during each experiment.
C. Concluding Remarks
In this work we proposed a framework for robust state-space estimation that is based on minimizing, at each filter iteration, the worst-possible (regularized) squared residual norm. The resulting recursions were presented in three equivalent forms: a GC [14] and GC [24] New filter GC [14] New filter time-and measurement-update form, a prediction form, and an information form. All forms share similar characteristics with the corresponding forms in Kalman filtering with the distinction that in the robust context, the recursions rely on corrected parameters rather than nominal parameters. The filters were also shown, under certain detectability and stabilizability assumptions, to tend to stable steady-state estimators. In addition, for models that are quadratically stable, the filters were further shown to guarantee bounded error variances.
The new recursions were also compared with other robust filters, namely, H 1 filters, guaranteed-cost filters, and set-valued estimation filters. In particular, it was shown that the new filters do not require existence conditions and that they apply to time-variant as well as time-invariant models. They also apply to finite-horizon and infinite-horizon scenarios.
There are several issues that deserve further investigation. One issue is extension of the results to other classes of model uncertainties, such as replacing (41) with conditions of the form k F i k f;i and k G i k g;i for some known bounds f n;i ; f;i g. This corresponds to a different choice of the function (x) in (3). Other issues include a closer examination of the stochastic properties of the developed filters, a more explicit characterization of the error variance, and a more detailed study of the optimality properties of the filters over extended intervals rather than locally. Another issue is the development of array variants, in addition to fast algorithms. The former would tend to exhibit better numerical properties while the latter would be more appropriate for large-scale problems.
