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ABSTRACT
Deep optical images are often crowded with overlapping objects. This is especially true in
the cores of galaxy clusters, where images of dozens of galaxies may lie atop one another. Accu-
rate measurements of cluster properties require deblending algorithms designed to automatically
extract a list of individual objects and decide what fraction of the light in each pixel comes from
each object. In this paper, we introduce new software tool called the Gradient And INterpolation
(GAIN) based deblender. GAIN is used as a secondary deblender to improve the separation of
overlapping objects in galaxy cluster cores in Dark Energy Survey images. It uses image intensity
gradients and an interpolation technique originally developed to correct flawed digital images.
This paper is dedicated to describing the algorithm of the GAIN deblender and its applications,
but we additionally include modest tests of the software based on real Dark Energy Survey
coadd images. GAIN helps to extract unbiased photometry measurement for blended sources
and improve detection completeness while introducing few spurious detections. When applied
to processed Dark Energy Survey data, GAIN serves as a useful quick fix when a high level of
deblending is desired.
Subject headings: surveys: catalogs: techniques: image processing
1. Introduction
Deep, wide-field, ground-based imaging surveys
have an important role to play in the near fu-
ture of astronomy. Existing projects like the Pan-
STARRS1 and the Dark Energy Survey (DES)2
are mapping thousands of square degrees of the
⋆Following authors listed alphabetically.
1http://pan-starrs.ifa.hawaii.edu/
2http://www.darkenergeysurvey.org/
sky to 24th magnitude and beyond. During the
next decade, the Large Synoptic Survey Telescope
(LSST)3 plans to image 20,000 square degrees to
28th magnitude. These surveys support an enor-
mous range of science goals, from identifying near-
Earth objects to measuring the expansion history
of the universe. One important goal for all of these
surveys is to measure the properties of galaxy clus-
ters. Clusters are extreme objects, marking the
3http://www.lsst.org/
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upper limit of structure formation. As such, prop-
erties of their population are highly sensitive to
basic cosmological parameters like the expansion
history and cosmic mass density. Detecting galaxy
clusters and measuring their properties precisely is
an important task.
While deep optical images greatly facilitate
the detection and measurement of clusters, they
present some data processing challenges. There
exist several software packages for processing
wide-field optical images; each attempts to auto-
matically detect astronomical sources and mea-
sure their properties (Jarvis and Tyson 1981;
Beard et al. 1990; Maddox et al. 1990; Yee 1991;
Bertin and Arnouts 1996; Andreon et al. 2000;
Lang et al. 2014, Lang et al., in prep). The
SExtractor (Bertin and Arnouts 1996) package is
among one of the most popular of these tools.
These packages have greatly aided astronomical
imaging studies, but may become inefficient when
processing deep images crowded with objects. A
common problem is the failure to detect objects
blended with others, i.e., failing to deblend.
The Dark Energy Survey has adopted an ad-
vanced version of SExtractor in the data pro-
cessing pipeline for catalog production (the Dark
Energy Survey collaboration, in prep.). To han-
dle crowded images, SExtractor has a deblend-
ing procedure that decides if a detected object
should be further separated as several branch-
ing components. Upon application to DES
data, a few SExtractor set-ups (including the
DEBLEND MINCONT ,DEBLEND NTHRESH ,
CLEAN PARAM parameters and the image
convolution filters) were explored, but the im-
proved detection efficiency of blended sources
comes at the cost of an increasing amount of
spurious detections and deteriorated photometry
measurements. Although an optimum deblend-
ing setting has been determined to maximize DES
data quality for general purposes, some scientific
studies involving crowded regions like galaxy clus-
ters set a different, more demanding requirement.
The deblending problem also seems to plague
other reduction packages. The data processing
pipeline of the Sloan Digital Sky Survey (SDSS)
is very different from that of DES (York et al.
2000; Lupton et al. 2001). However, there are also
reports about suppressed completeness around
bright objects (Adelman-McCarthy et al. 2006;
Mandelbaum et al. 2005), implying that deblend-
ing was also an issue. A few other sky survey
programs tackle the deblending dilemma with
two SExtractor runs, one optimized for detect-
ing isolated objects and one optimized for de-
tecting blended objects, but the output from the
second run will need to be pruned and refined.
This is usually achieved with precision profile
fitting methods (GIM2D Simard et al. 2002;
GALFIT Peng et al. 2002, 2010), which turns
out to be too slow for extremely large data sets
like those from DES. Another successful prac-
tice focuses on deblending images crowded with
point sources, like the images of globular clusters
(Federici et al. 1983; Stetson 1987; Diolaiti et al.
2000; Savage and Oliver 2007), but the technique
cannot be directly applied to extra-galactic imag-
ing surveys. When deblending point sources, the
intrinsic shape of every object can be more or less
accurately estimated, but extra-galactic images
are dense with galaxies, each with its own un-
known shape, brightness, and size. Their images
often overlap, making the identification of individ-
ual galaxies and measurements of their brightness
a challenge.
In this paper, we describe a new software pack-
age that aids blended source detection and pho-
tometry measurement – the Gradient And INter-
polation based deblender (GAIN deblender). The
GAIN deblender is a secondary package that oper-
ates on clean, already processed astronomical im-
ages, and requires one round of source extraction
to be done before its application. It automati-
cally identifies blended sources, separates them,
and prepares the photometry measurement of each
individual source. This software is primarily de-
signed for extremely wide surveys like DES, and
running speed is one of the biggest feature. The
algorithms may also be of use for other data sets
like those from HST and SDSS. We note that a fu-
ture version of SExtractor featuring an improved
deblender is under development (Bertin, private
communication), which DES plans to implement
upon its delivery. Meanwhile, our software pro-
vides a quick fix that assists current DES data
production. It can also be combined to use with
future SExtractor releases.
The rest of this paper is organized as follows.
We introduce the features and functions of the
GAIN deblender in Section 2 and explain the al-
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gorithms in Section 3. We then analyze the effec-
tiveness of this approach with real full-depth DES
data, and the result is presented in Section 4. The
software characteristics are summarized and dis-
cussed in Section 6.
2. Software Features and Functions
The Gradient And INterpolation based de-
blender (GAIN deblender) is written in c++
and IDL and can be acquired online4. It oper-
ates on processed images that have been cleaned:
flatfielded, background subtracted, with cosmic
rays removed. We assume that the users have
already done one round of source extraction by
other means, and are using this package for find-
ing blended sources that are missed in the pre-
vious procedure. The final output from GAIN
are deblended (blending-effect removed) images
of blended sources. GAIN does not include any
catalog extraction module for producing catalogs
from images. In our application in this paper, we
use SExtractor to produce source catalogs from
the deblended images.
The first function of the software is the identi-
fication of blended sources. It begins by indepen-
dently identifying all sources in the image, then
matching its results to the user supplied object
list. Sources not matched to the user supplied in-
put list are kept as new sources to be extracted
from the blended image. This procedure is illus-
trated in Figure 1. The upper left panel in Fig-
ure 1 shows a DES image containing a bright star
and a brightest cluster galaxy. The upper right
panel of Figure 1 shows sources detected by SEx-
tractor (226 objects in blue circles) and some ad-
ditional sources identified by GAIN (42 objects in
red boxes). Note that this package is sensitive
to image imperfections as is the case around the
saturated star in the left half of the image. In gen-
eral, the GAIN algorithm can find blended sources
without introducing as many false detections as
SExtractor with an aggressive deblending setting.
This is illustrated by the 80 objects in black circles
in the lower right panel of Figure 1.
The second function of the software aims to cor-
rectly assign the light in each pixel to the blended
sources. This procedure is illustrated in Figure 2.
4https://github.com/yyzhang/gain deblend
Given a detected blended source, a region to be de-
blended is computed by our package. GAIN then
interpolates for the light that comes from “back-
ground sources” as shown in the middle panel.
The residual between the original image and the
“background sources” interpolation is the light
from the blended source alone (right panel). This
constitutes the final output from GAIN. Users will
need to employ an independent catalog-extraction
software to construct catalogs from the deblended
images.
We find GAIN to be useful for two scenarios.
In many applications, GAIN would be used both
to detect blended sources using the first compo-
nent and to extract light for those sources using
the second component. It may also be used by
skipping the first step, and using the second com-
ponent to extract light for user supplied blended
sources. This step is recommended if the user has
blended sources in their first round of source ex-
traction and wants to obtain consistent photome-
try for all blended sources.
The GAIN package is fast enough to apply to
wide field optical surveys. On a workstation com-
puter equipped with Intel Xeon Processor E5645,
running on a 10, 000 × 10, 000 pixels image with-
out parallelization, the source detection module
takes approximately 300 seconds to identify 10,000
sources (without matching to a user supplied in-
put catalog). The light separation module takes
approximately 10 seconds for every 1,000 sources.
The memory usage of this package depends on the
size of the input image. It is generally more than
twice the size of the image. For example, the total
size of four tiles of DES coadd images is ∼ 3.5 GB,
the peak memory usage of GAIN running on these
images can be higher than 8GB.
3. Software Algorithms
In the previous section, we mention that GAIN
has two functions that can be combined for detect-
ing blended sources and processing their images.
In this section, we explain the algorithms used in
these functions. The flowchart in Figure 3 demon-
strates the computing steps during the application
of the two functions.
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Fig. 1.— Upper Left: the linear combination of DES r, i and z coadd images for a cluster field. There
is a bright star on the left and a brightest cluster galaxy on the right. Upper Right: same image with
detected sources marked out. Blue circles are SExtractor detections (226 objects) using standard DES
pipeline settings. Red squares (42 detections) are additional detections found through GAIN. Lower left:
SExtractor detections with an aggressive deblending setting (DEBLEND MINCONT = 1 × 10−6), which
tends to introduce many spurious detections. Lower Right: black circles (80 detections) are the additional
Sextractor detections gained by more aggressive deblending. For comparison, GAIN detections from the
upper right panel are shown again in this figure. In these figures, we only show sources brighter than 24.0
mag in i.
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Fig. 2.— Left: r band DES coadd images of four blended sources. The circles indicate the areas to be
deblended. Middle: images that contain light from neighbors of the blended sources. Right: the residual
between the left and middle panels, which shows the light from the blended sources within the circle.
3.1. Source Detection
The source detection component of GAIN aims
to identify the local maxima in images which are
associated with real objects. Our approach is
inspired by the crowded field stellar photometry
software DAOPHOT (Stetson 1987). The pres-
ence of a separable astronomical object usually
causes a local image intensity maximum. Unfor-
tunately, many, even most, local intensity maxima
are generated by image noise rather than real as-
tronomical objects. Procedures to eliminate these
noise peaks are therefore necessary.
One approach to reducing the impact of noise
is to smooth the whole image. While smoothing is
very effective at eliminating noise, it also washes
out the saddle points which separate close pairs of
real astronomical sources, exacerbating the prob-
lem of blending. When close pairs are separated
by distances around twice the FWHM of the see-
ing, and one source is brighter than the other,
even very modest smoothing merges the two. To
do the best job of deblending, we would like to
avoid smoothing. Instead of finding maxima in
smoothed images, GAIN uses the image segmen-
tation procedure and the image Laplacian map to
reduce the impact of noise.
Source detection in GAIN begins with identi-
fying sources on raw, unsmoothed images, then
purges the identifications assigned with low pixel
area in the segmentation map. To further elimi-
nate spurious detections, GAIN cross matches the
remaining identifications to sources identified in a
“weighted Laplacian” map (which we explain in
Section 3.1.2). The software performs two other
rounds of segmentation area purging during the
“weighted Laplacian” step and during the “cross
matching” step.
3.1.1. Segmentation of Images
Purging of noise peaks can be aided by segment-
ing an image into separate regions, each associated
with one element in the seed list of maxima. This
seed list may include all local maxima, or may
be produced by some other means, for example it
could be a list of objects identified by SExtractor.
In this first round of segmentation, we use image
local intensity maxima, computationally defined
as the pixels with intensity higher than the eight
neighboring pixels. To segment the image, we use
a simplified version of Meyer’s watershed flooding
algorithm (Meyer 1992). To prime the segmenta-
tion procedure, we give each of the pixels in the
seed list a unique region label. The goal of seg-
mentation is then to label every pixel in the image
as either belonging to one of the regions or re-
siding in a boundary between the regions. The
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Identify Laplacian 
Map Maxima
Purge According to
Segmentation Area
Identify Local
Intensity Maxima
Purge According to
Segmentation Area
Cross Match
Purge According to
Segmentation Area
User Input Blended
Source List
Image Processing
Deblended Images for
Blended Objects
Catalog Extraction
(User Step)
GAIN Package
Fig. 3.— A flow chart demonstrating the GAIN computing steps explained in Section 3.
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Fig. 4.— Upper left: Original DES coadd image, same as the one shown in Figure 1, but is zoomed in to
best illustrate the segmentation procedure. Upper right: the segmentation map derived using all the local
intensity maxima. Lower left: the segmentation map derived using all the local maxima of the weighted
Laplacian map. Lower right: the segmentation map derived using the cross matched local maxima between
the intensity map and the weighted Laplacian map. In the three segmentation maps, the empty white regions
are the “boundarys” (see Section 3.1.1 for definition), and the pixels in black are associated with the seeds
(local maxima from the intensity map, from the weighted laplacian map, and the cross matching between
the two).
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process begins by ranking all pixels in the image
in descending order of intensity. As we move down
the list, we apply the following procedure to each
pixel.
1. If this pixel is already labeled (because it was
in the seed list), its label remains unchanged.
2. If this pixel is unlabeled, and all of the
neighboring pixels are unlabeled, this pixel
is marked as a boundary. This should be true
only for local maxima not found in the seed
list.
3. If this pixel is unlabeled, and some or all of
the neighboring pixels are already labeled,
and their labels (except those labeled as
boundary) are not all the same, this pixel
is labeled as a boundary.
4. If this pixel is unlabeled, and some or all of
the neighboring pixels are already labeled,
and their labels (except those labeled as
boundary) are all the same, this pixel is given
that label. If all the labeled neighbors are la-
beled as boundary, this pixel will also be a
boundary.
Note that this procedure differs from the orig-
inal implementation of Meyer’s algorithm. When
the original seed list includes all of the local max-
ima (as shown in the upper right panel of Fig-
ure 4), the procedure above gives the same result
as Meyer’s, though it is much faster. When the
seed list does not include all of the local maxima,
as will be the case in our GAIN application, this
algorithm yields thick boundaries (shown in the
lower panels of Figure 4). This may not be desir-
able for computer vision applications like those for
which Meyer’s watershed algorithm was invented,
but it is acceptable for our purposes.
After the segmentation is complete, we count
the number of pixels labeled as belonging to each
element of the original seed list. This number re-
flects the total area associated with each seed by
the algorithm. We then purge false detections by
eliminating seeds with segmentation areas smaller
than an adjustable threshold value. For example,
we purge all seed maxima associated with fewer
than 27 pixels in DES coadd images. This thresh-
old is set to reflect the the typical size of unre-
solved point sources in DES coadd images, but its
value is finalized through trial and error, as are the
other threshold values mentioned in this paper.
3.1.2. Cross Matching to Laplacian Maxima
To populate an effective list of sources for de-
blending, GAIN generates a Laplacian map (3× 3
pixels Laplacian) of the original image. This is
a useful approach because the contrast between
real objects and their local background can be
greatly enhanced in a Laplacian map. In terres-
trial image processing applications, the Laplacian
of Gaussian method is often used for edge detec-
tion (Lindeberg 1993). In these applications, an
image is first smoothed on some scale with a Gaus-
sian kernel, and then the Laplacian of the resulting
image is calculated. However, in astronomical im-
ages, real objects already have had their spatial
extent smoothed by an instrumental PSF, so that
finding features in the Laplacian is an effective ap-
proach to object detection.
One limitation of this approach is that extended
low contrast sources are not prominent in the
Laplacian map. Since many of the sources in-
deed have low surface-brightness, we ameliorate
this problem by weighting the Laplacian map with
a transformed version of the original image inten-
sity map. This weight map, denoted as Iw(x, y),
is computed from the original image intensity map
I(x, y) as,
I′(x, y) = I(x, y)−min(I)
Iw(x, y) =
{
I′(x, y), if I′(x, y) ≤ mean(I′)
log I
′(x,y)
mean(I′) +mean(I
′), otherwise.
(1)
We use the logarithmic values for high inten-
sity pixels to suppress their weight. The weighted
Laplacian map is then derived from the raw
Laplacian map L(x, y) and the image weight map
Iw(x, y), as
Lw(x, y) = L(x, y)Iw(x, y). (2)
Unlike the original image intensity map, where
pixel values range across many orders of magni-
tude, the pixel values of Iw(x, y) span a much nar-
rower range. Finally, we smooth Lw(x, y) with a
Gaussian function (σ = 1pixel for application to
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Fig. 5.— Upper Left: original DES coadd image, same as the one shown in Figure 1 and Figure 4. Upper
Right: the Laplacian map of the same image. The fine features of the original image, like the spiral arms
of the galaxy at the bottom right, are enhanced in the Laplacian map. Lower Left: intensity weighting
map (Iw) derived as described in Section 3.1.2. High intensity peaks are suppressed in this weighting map.
Lower right: weighted Laplacian map in Section 3.1.2 which combines the Laplacian map with the intensity
weighting map to bring out faint features.
DES coadd images, value adjustable). Local max-
ima identified in this smoothed, weighted Lapla-
cian image then become the seeds for the segmen-
tation and purging step described in Section 3.1.1.
For illustration, we show the smoothed, weighted
Laplacian image of a DES coadd image in Figure 5.
We also show the segmentation result using local
maxima from this smoothed, weighted Laplacian
image in Figure 4.
3.1.3. Further Purging
As a final step of cleaning, we cross match
the complete list of local maxima from the orig-
inal image with the list of local maxima from
the smoothed and weighted Laplacian image.
We retain those local maxima which have cor-
responding peaks (within 2 pixels or 0.53”) in the
smoothed and weighted Laplacian image. This list
of matched local maxima then becomes the seed
list for the segmentation process (illustrated in
the lower right panel of Figure 4). Local maxima
associated with sufficiently large areas in the seg-
mentation map then form the final list of GAIN
detected objects.
3.1.4. Matching to User Supplied Catalog
The usual application of GAIN follows an ini-
tial round of source extraction using tools like
SExtractor. GAIN aims to search for additional
blended sources missed by these applications. For
this reason, we match the GAIN source list to
the user supplied source list, and single out those
sources not identified by the original reduction as
a list of newly identified, deblended sources.
For this matching procedure, the (x, y) coor-
dinates of the user supplied sources are taken as
input. Then in descending order of the intensity
value at the user supplied sources’ coordinates,
we search for each source’s nearest match in our
source list from Section 3.1. All matches with a
separation less than a threshold value (set to 10
pixels or 2.7” for our application to the DES data)
are considered valid matches. The matched source
is then removed from our list and the match-
ing process continues. After removing all GAIN
sources which match the user supplied list, the re-
maining sources constitute our list of newly iden-
tified, deblended sources.
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3.2. Deblend Blended Sources
The most difficult aspect of blended object pho-
tometry is untangling the relative contributions of
light from multiple sources. It is not uncommon
for a faint source near a bright object to sit atop
a background with photon count equal to – or in
extreme cases several times higher than – the pho-
ton count of the source. To measure photometry
for blended objects, we must account for the light
contributed by their neighbors.
3.2.1. Separating the Light
To disentangle light from multiple sources, we
use an image inpainting technique originally de-
veloped in the computer vision field. In this field,
many techniques have been developed to recover
damaged parts of an image, or to remove com-
ponents that are unwanted. Our method is in-
spired by the Telea (2004) technique which is used
to “inpaint” an image, i.e., to recover the tex-
ture of a small patch of an image from its sur-
rounding pixels. It cannot re-create new pat-
terns in the to-be-filled region, but rather fills
them with a smooth background through interpo-
lation. The problem this technique tries to solve
is similar to our light separation problem. It al-
lows us to estimate the light contribution from the
more extended sources in the blended pixels. We
choose the Telea (2004) technique over a variety of
other available approaches (Bertalmio et al. 2000;
Criminisi et al. 2004) because it is computation-
ally efficient and has been extensively studied.
The Telea (2004) technique works as follows.
Given an intensity map, an unknown pixel can
be inpainted with a value approximated from its
known neighbors. Telea (2004) developed an effi-
cient way to prioritize pixels in an unknown patch
and determine the order in which they are in-
painted, starting from the pixels nearest to the
boundary and progressing inward (Sethian 1996).
This technique explicitly maintains a narrow band
of pixels to be filled in as one of its features. Our
implementation is adapted from the Telea (2004)
technique, with a few modifications. A brief de-
scription follows.
1. Identify the regions to be inpainted: for each
deblended source, this region is defined as a
circle centered on the object, with an area
equal to the segmentation area from Sec-
tion 3.1.1. Pixels in this region are labeled
as unknown, and the rest as known.
2. Initiate the narrow band: the narrow band
is a list of pixels originally identified as un-
known, that have at least one neighbor la-
beled as known. Pixels in the narrow band
are prioritized in the ascending order of their
original intensity value.
3. Begin inpainting: select the highest priority
pixel from the narrow band and inpaint it.
We explain how this is done in the next two
items. After inpainting this pixel, label it
as known, and check if it has any unknown
neighbors. If there are any, add them to
the narrow band list, re-prioritize the narrow
band, and repeat this step until the narrow
band is empty.
4. Inpaint a pixel: to inpaint one pixel, we fill
it with the zeroth order approximation value
from its known neighbors,
I(q) =
Σpwp × I(p)
Σpwp
(3)
with wp being the weighting for each neigh-
boring pixel.
5. The computation of wp follows the original
definition in Telea (2004) as
wp = dir(p, q) · dst(p, q) · lev(p, q) (4)
with
dir(p, q) =
(~p− ~q)
||~p− ~q||
· ~N(p), ~N(p) = ∇I(p),
dst(p, q) =
1
||~p− ~q||2
and
lev(p, q) =
1
1 + |Iorginal(p)− Iorginal(q)|
.
(5)
Here, ~p−~q is the vector from pixel p to pixel
q. dir(p, q) (dir stands for direction) eval-
uates if the p and q pixels are aligned with
the image intensity gradient direction ~N(p).
The gradient vector, ~N(p) = ∇I(p), is ap-
proximated with the four neighboring pixels
of p. dst(p, q) (dst stands for distance) eval-
uates the distance between p and q. lev(p, q)
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(lev stands for level) evaluates the closeness
of image intensity before the inpainting pro-
cedure.
At step 2, we prioritize the narrow band pixels
according to their image intensity values. This de-
viates from the fundamental feature of the Telea
(2004) algorithm in that Telea (2004) prioritize
the narrow band in the order of pixels’ distance
to the original known and unknown region bound-
ary, while the distance to the boundary is cal-
culated from the fast marching solution to the
Eikonal Equation (Sethian 1996). This is designed
to mimic the practice in manual inpainting that
the pixels closest to the known region are filled
first (Bertalmio et al. 2000, 2001). However, we
prioritize pixels for inpainting using their inten-
sity value rather than their distance to the known
region. This is because pixels with lower intensity
are less affected by the astronomical object we are
removing, and filling them in first allows for more
reliable background reconstruction. Also, we use
Equation 3 for step 4 with zeroth order approxi-
mation rather than the first order approximation
used in Telea (2004) because astronomical images
are noisy, and the derivatives at pixel scale are
unreliable.
After using the above method for “background”
interpolation for one object, the interpolated im-
age contains light from the object’s neighbors.
The difference between the original image and the
interpolated image contains the extracted light for
this deblended object.
3.2.2. Catalog Production
GAIN does not contain a module that pro-
duces source catalogs from deblended images. To
produce a useful catalog of deblended sources,
we need to measure magnitudes and shapes, as
well as to classify each as a star or a galaxy.
Many packages capable of doing this are available
(Bertin and Arnouts 1996; Simard et al. 2002;
Peng et al. 2002, 2010), and a user might choose
their favorite. For our application to the DES
data, we use SExtractor (Bertin and Arnouts
1996). The tests described in the following sec-
tions are also based on the application of SEx-
tractor. We provide the wrapper code for such an
application in our package. Applications of other
software, like GALFIT(Peng et al. 2002, 2010),
are possible as well.
When choosing software for cataloging, we ad-
vise users to consider a few things:
1. The light extracted image of one object may
be smaller than the area that contains all
of its light. One should consider how to re-
construct/account for the light of the object
outside this region.
2. Because of the above constraint, photometry
from model fitting is probably more appro-
priate. With our application of SExtractor,
we find that Kron (Kron 1980) and Petrosian
(Petrosian 1976) magnitudes can provide re-
liable photometry.
3. Some star/galaxy separation methods may
not work on light extracted images. When
we use SExtractor on such images, we find
that the class star quantity fails most of the
time because of the small area used for light
separation. Star/galaxy separation using
SExtractor spread model quantity (a classi-
fier that evaluates object profile with local
PSF, Bertin 2011) is still effective.
4. Methods Validation
We verify the performance of the following as-
pects of GAIN : photometry measurement, source
detection completeness, and source detection pu-
rity. We also include a modest test on star/galaxy
separation as part of the photometry test.
We want to test this package on optical images
with complex deblending challenges, while all the
sources in these images are known and already
reliably measured. Our principal goal is to im-
prove deblending around bright cluster galaxies,
so we designed a test to simulate this challenge
by adding simulated Brightest Cluster Galaxies
(BCGs) to real deep optical images. For this test,
we use deep coadd images from DES. Cleaning
of individual exposures, coaddition of the images,
and initial extraction of sources are all done us-
ing standard data processing pipelines from the
DES collaboration (Mohr et al. 2012). We then
select regions with few bright stars or real BCGs,
so that deblending is not an important issue be-
fore the addition of a simulated BCG. Object cat-
alogs extracted from these images are then used
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Fig. 6.— Left: An r band DES coadd image. The 10 sigma limiting magnitude of this image is 25.3mag as
measured from the SExtractor mag auto uncertainty. Right: The same image after adding simulated BCGs.
The size of these two images is approximately 3.15′× 3.15′. The apparent magnitude of the simulated BCGs
is approximately ∼ 19 mag.
as “truth tables” in our testing procedure. When
we add simulated BCGs to these images, some ob-
jects which are initially isolated and clean become
blended, giving us a well understood deblending
challenge to test against.
In Figure 6, we show an image before and after
adding simulated BCGs. For the results presented
in this section, we make simulated galaxy images
of Sersic profile with Sersic index n = 4 and Ser-
sic radius Re = 10′′ at ∼ 19.0 magnitude (exact
values vary depending on how brightness is mea-
sured). We convolve these profiles with the PSF
function and add them into the image. We also
ran the test with simulated galaxies of different
magnitudes (±2 magnitude) and different Sersic
parameters. The results are qualitatively inde-
pendent of these changes. In this test, we com-
bine GAIN with SExtractor for photometry mea-
surement. We compare the performance of this
set-up to the result from solely using SExtrac-
tor. Throughout the test, the major SExtractor
deblending parameter, DEBLEND MINCONT is
set at 0.001, which is found to be optimum for
processing Dark Energy Survey early data.
We note that the algorithm we describe in this
paper is designed for deblending between a satel-
lite object and its much brighter neighbors. It may
also be desirable to deblend closely spaced pairs
and triples of astronomical objects. GAIN can in-
deed help with this kind of deblending problem,
but its performance in these applications remains
unverified. Because pairs or triplets do not always
cause local maxima, it is hard to distinguish them
from extended sources without using the image
PSF (which is being implemented in a future ver-
sion of SExtractor). GAIN is not optimized for
this kind of deblending.
Finally, to thoroughly evaluate the deblending
problem, the performance of GAIN, and more im-
portantly the detection and photometry measure-
ment of cluster galaxies in DES, one may wish
to compare a data set with much higher resolu-
tion to DES data. A project comparing HST and
DES data to study the DES data processing per-
formance and its scientific effects is in progress
(Palmese et al., in prep.).
4.1. Photometry Measurement
To test whether GAIN can improve photome-
try measurement for blended sources, we use it
to measure sources that become blended in the
altered coadd image. We run SExtractor on the
unaltered image as well as the image with simu-
lated BCGs. We select sources that are flagged to
be unblended (SExtractor flag = 0) and isolated
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Fig. 7.— Comparison of photometry measurements and star/galaxy separation quantities with SExtractor
using the “global background” setting. (a)(b) Offsets between the ”truth” magnitudes and measurements
from altered images for “artificially” blended objects. (c)(d) Comparison of star/galaxy separation quantities
for “artificially” blended objects.
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Fig. 8.— Comparison of photometry measurements and star/galaxy separation quantities with SExtractor
using the “local background” setting. (a)(b) Offsets between ”truth” magnitudes and measurements from
altered images for “artificially” blended objects. (c)(d) Comparison of star/galaxy separation quantities for
“artificially” blended objects.
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in the original image but become blended (SEx-
tractor flag = 3) upon the addition of simulated
BCGs. As these objects are considered to be clean
in the original image, we treat their photometry
measurement from this image to be the truth. In
the images altered with simulated BCGs, we com-
pare measurements of these sources from SExtrac-
tor directly and from SExtractor with GAIN im-
plementation to their “truth” values. The result
is shown in Figure 7 (a)(b).
Because light from simulated BCGs in the al-
tered image is not completely accounted for in the
basic SExtractor reductions, the blended sources
typically have their brightness overestimated, of-
ten by as much as 0.5mag. Comparing to model
magnitudes (Bertin 2011; Desai et al. 2012) in the
truth table, Kron magnitudes (mag auto) from the
blended image are subject to more bias than model
magnitudes. When GAIN is implemented, the
measurements are significantly improved: both
model magnitudes and Kron magnitudes for these
“artificially” blended sources appear to be unbi-
ased.
The photometry measurements from SExtrac-
tor in Figure 7 are obtained with the “global
background” evaluation setting. In Figure 8, we
show comparisons adopting SExtractor local back-
ground setting. A local background setting does
help diminishing the biases, but is not sufficient
to eliminate them. In addition, the scatter of pho-
tometry measurement is much larger with a local
background setting.
In addition to magnitude measurements, we
also include a modest comparison of star/galaxy
separation parameters for these sources. This is
shown in Figure 7 (c)(d) and Figure 8 (c)(d). We
find that the class star quantity has become inef-
fective for star/galaxy separation as discussed in
Section 3.2.2. Another star/galaxy separation pa-
rameter spread model appears to remain effective.
4.2. Purity and Completeness
In this section, we examine the improvement
of completeness (did we recover all real objects)
and purity (are all the new deblended objects real)
after implementing GAIN.
After introducing simulated BCGs into deep
optical images, issues associated with the deblend-
ing procedures emerge: object detection becomes
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Fig. 9.— Completeness of the C1 catalog (blue
solid line, from SExtractor) and completeness of
the combination (red dashed line) of C1 and C2
(C2 from GAIN) as computed in Section 4.2.1.
The non-negligible incompleteness of SExtractor
catalog can be improved by GAIN all the way to
25.5 mag. The vertical dotted line shows the 10
sigma limiting magnitude of the image that the
test is performed on. The errors in this plot are
estimated assuming poisson distribution.
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Fig. 10.— Purity of C1 (blue Solid line) by SEx-
tractor and C2 (red dotted line) by GAIN and pu-
rity of the combination of C1 and C2 (red dashed
line) as computed in Section 4.2.2. The unsatisfy-
ing purity of C1 at the bright end indicates that
the deblending procedure of SExtractor is prone
to introduce spurious detections. Also, the purity
of the combination of C1 and C2 is affected by the
purity of C1. On the other hand, the sources con-
tained in C2 (GAIN output) are highly consistent
with the previous running. The vertical dotted
line marks the 10 sigma limiting magnitude of the
image that the test is performed on. The errors in
this plot are estimated assuming poisson distribu-
tion.
incomplete and spurious detections appear. We
use GAIN to improve deblending and then exam-
ine its impact on detection completeness and pu-
rity. Note that the face values of completeness
and purity presented in this section should not be
taken as estimations for real astronomical images,
as we are imposing exaggerated deblending diffi-
culty in the testing images. The test here are only
meant to show the effectiveness of GAIN with ex-
treme situations.
4.2.1. Completeness
For the completeness test, we first run SExtrac-
tor on the unaltered coadd image, and use the re-
sulting catalog as the Truth Table 1 (TT1). Run-
ning GAIN on the original, unaltered coadd image
produces a catalog of blended sources not detected
in Truth Table 1, and we use this list of additional
sources as Truth Table 2 (TT2). The combination
of TT1 and TT2 is then used as the total truth
table (TT) in our completeness and purity tests.
We then insert simulated BCGs, run SExtractor
on the image to produce Catalog 1 (C1), and run
the GAIN package to search for blended sources
and extract a supplemental Catalog 2 (C2). We
then take all objects brighter than some magni-
tude limit from TT and match them to the C1
and C2 catalogs.
The matching is done in descending order of
brightness for objects in the Truth Tables. For one
object in the TTs, we search for the object that is
nearest in C1 or C2. If the nearest neighbor from
C1 or C2 is separated less than 5 pixels to the TT
object, we claim this object as matched. Once a
C1/C2 object is used as a match, it is removed
from the list available for matching. The TT sam-
ple is matched to the C1 or C2 sample deeper by
1 mag to ensure that the completeness evaluation
is not subject to photometry measurement scat-
ters. We evaluate completeness by computing the
ratio between the number of matched objects and
the total number of objects in the TT sample. We
compute this quantity for SExtractor by match-
ing TT1 to C1 and for GAIN improved catalogs
by matching TT to the combination of C1 and C2.
The result is shown in Figure 9.
After the image is altered by simulated BCGs,
a small but non-negligible fraction of sources are
missed from SExtractor data reduction, especially
at the faint end. The situation is noticeably im-
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proved after the application of GAIN, demonstrat-
ing the effectiveness of the software.
4.2.2. Purity upon Deblending
As there is no clear definition of “real” objects
in the DES images, for the purity test, we focus on
evaluating the number of spurious detections in-
troduced by the deblending procedure rather than
categorizing objects as “real” or not.
To test the purity of the catalogs, we match C1
or C2 from the altered coadd images to Truth Ta-
bles from un-altered coadd images. The procedure
is similar to the completeness test in Section 4.2.1,
except that we match Catalogs to the Truth Ta-
bles instead of match Truth Tables to Catalogs.
We match the C1 or C2 sample above a magni-
tude limit to the TT sample deeper by 1mag. We
match C1 to T1, C2 to the combination of T1 and
T2 and also the combination of C1 and C2 to the
combination of T1 and T2. We calculate purity
as the ratio between the number of matched ob-
jects in C1 or C2 sample and the total number of
objects in the sample. The result is shown in Fig-
ure 10. In this plot, GAIN 1 is the purity for the
combination of C1 and C2, while GAIN2 is the
purity of C2 alone. The purity of SExtractor (SE)
is evaluated as the purity of C1 alone.
In Figure 10, purity of C1 (SE) lowers toward
the bright end, and is less than 80% at magnitude
21. This is partially caused by deteriorated pho-
tometry and astrometry measurements of blended
objects. Spurious and real objects in C1 are bi-
ased brighter because of blending (see discussion
in 4.1), which affects the bright end of the purity
test. The purity of the combination of C1 and C2
(GAIN 1) is also negatively influenced by spuri-
ous detections in C1. For C2 (GAIN 2) alone, the
sources contained in C2 are consistent with sources
contained in T1 and T2 to ∼ 99%. Figure 10 in-
dicates that while performing the deblending pro-
cedure, SExtractor is likely to introduce spurious
detections but GAIN is not.
5. Discussion
In this paper, we describe modest tests show-
ing that GAIN improves the reliability of photom-
etry for blended objects. However, these tests are
only designed to demonstrate the effectiveness of
GAIN, and we recommend caution before apply-
ing these test results to new analyses. The com-
pleteness, purity, and photometry test results pre-
sented here should be considered valid only for
this application of SExtractor and GAIN. GAIN
is a supplement to object finding and photometry
packages like SExtractor, and its performance in-
evitably depends on details of its image processing
partner. In this paper we compare the SExtractor
and GAIN combined photometry output to SEx-
tractor output, but do not investigate the original
SExtractor photometry measurements.
A key element in any discussion of galaxy pho-
tometry is the evaluation of background light,
which mostly comes from the sky. No photom-
etry measurement algorithm will produce reason-
able results if the sky background is inaccurately
estimated. For this reason, any tests of photo-
metric reduction algorithms must address back-
ground subtraction. GAIN does not perform pho-
tometry measurements or sky subtraction, so its
connection to this issue is remote. Nevertheless,
we have tested GAIN’s susceptibility to imper-
fect sky background subtraction by performing an
additional round of background subtraction for
the test images used in Section 4. We employ
the SExtractor local background evaluation func-
tion for this procedure, and then apply GAIN to
these images that have went through an unnec-
essary (the images have already been background
subtracted) and wrong (using improper SExtrac-
tor background evaluation setting) round of back-
ground subtraction. The results of GAIN applica-
tion in this scenario remain quantitatively similar
to those reported above, confirming our expecta-
tion that background subtraction has little impact
on GAIN efficacy.
While the background estimation in this test
is improper, it is not outrageously wrong. How-
ever, if it had been outrageously wrong, no pho-
tometry algorithm would produce reasonable re-
sults. This test at least shows that GAIN is
not sensitive to imperfect background subtraction.
Note that when performing image interpolation for
blended sources, GAIN does perform an additional
round of local background subtraction, in which
the “background” light is contributed by neigh-
boring objects. Our test in Section 4 have already
verified GAIN’s effectiveness on this aspect.
When applying GAIN for a specific science
analysis, one may wish to design additional tests
17
that focus on aspects of GAIN relevant to the anal-
ysis. For this paper, aimed at deblending galaxies
in crowded cluster cores, the real image plus simu-
lated galaxy approach outlined in Section 4 seems
to be the most relevant approach. We also consid-
ered tests using simulated images, but found them
more difficult to interpret. Completeness and pu-
rity measures vary with environment, and objec-
tively distinguishing different environments is not
trivial. Finally evaluating the realism of the sim-
ulated images without a specific scientific goal in
mind is challenging. It is for these reasons that
we have chosen to test GAIN with this real image
plus simulated galaxy approach.
Finally, GAIN is not a substitute for packages
that would yield precision photometry measure-
ment for blended objects (GALAPAGOS Barden
et al. 2012; Galametz et al. 2013; GASPHOT
D’Onofrio et al. 2014). These packages tend to
perform two rounds of SExtractor source extrac-
tion with the second round tuned to pick up faint
blended sources. As the second round of source ex-
traction tends to yield many spurious objects and
biased photometry, precision photometry fitting
software needs to be employed to purge and refine
the final catalog. Compared to these packages, the
biggest advantage of GAIN is speed. The multi-
pass approaches used on crowded fields are gener-
ally too slow for full wide field survey data, lim-
ited by the speed of precision photometry fitting.
For example, the GASPHOT package is about 100
times slower than GAIN. It took GAIN 7 days
to run for 300 deg2 DES science verification data
on a small computer cluster, but it would take
GASPHOT 1.92 years for the same field. GAIN is
strikingly efficient in terms of computing demands.
6. Summary
Deep astronomical images face deblending chal-
lenges, especially in the crowded cores of galaxy
clusters. Current deblending algorithms are not
optimized to handle this problem. To take full ad-
vantage of the opportunity offered by new surveys
like the DES, we need better methods for extract-
ing accurate galaxy lists in cluster cores. In this
paper, we describe a relatively simple approach to
sorting out blended sources in these crowded re-
gions. The design of this GAIN package includes
two innovative features.
1. This package makes use of the Laplacian of
an intensity image for blended source detec-
tion. In deblending procedures, one of the
biggest challenges occurs when the intensity
contrast between blended sources is too low
to trigger detection. In this paper, we have
shown that this problem can be alleviated
by measuring the image intensity gradient.
The image intensity gradient is often used
in the computer vision field to bringing out
fine details of an image. Future astronom-
ical data production software can make use
of this information to help deblending.
2. This package uses an interpolation tech-
nique to separate blended light from multiple
sources. This is an improvement comparing
to two popular approaches: simply assigning
pixels to blended sources which is inaccurate
but computationally efficient, and simulta-
neously fitting profiles of multiple sources
which is accurate but computationally inef-
ficient. Our method provides a nice balance
between accuracy and efficiency.
We have tested this package on DES coadd im-
ages. Our tests show that it can increase the reli-
ability of photometry for blended objects. It can
also increase the completeness of blended source
detection, while introducing only a modest num-
ber of spurious detections. Upon application to
DES data, GAIN has been used to improve clus-
ter galaxy detection and modeling of cluster cen-
tral galaxy light profile. It is also possible to apply
GAIN to HST and SDSS images.
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