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Об одном двустороннем итерационном методе решения 
краевой задачи с запаздыванием 
Ю. И. КОВАЧ (Ужгород, СССР), J. HEGEDŰS (Szeged) 
Краевые задачи типа Штурма—Лиувилля для дифференциальных урав-
нений с отклоняющимся аргументом представляют большой интерес (см. 
напр. [5], [6]). 
Задачи такого рода рассматривались напр. в [1], [2], [3], а также и в [5], 
[6] (см. библиографию в этих книгах), где доказывались теоремы существо-
вания и единственности, теоремы о собственных значениях и собственных 
функциях. Для аналитического и численного решения этих задач и оценки 
решения и его производных удобным средством является метод двусторо-
нних приближений, который применялся для разных задач с запаздыванием 
[7-10]. 
В этой работе изложен двусторонний итерационный метод решения кра-
евой задачи для дифференциального уравнения я-го порядка (я ^ 2 ) с запазды-
вающим аргументом такого типа, где первые я—1 граничных условий зада-
ются в начальной точке, а последнее в правом конце рассматриваемого отрезка. 
Тем самым мы на эту задачу распространили результаты работы [9], где 
для краевой задачи иного типа построены двусторонние приближения в 
случае системы уравнений, специального вида. Эта статья примыкает к рабо-
те [10], где строился итерационный метод решения начальной задачи для 
системы с запаздыванием. 
Краевая задача, которую мы будем рассматрив ать, для обыкновенного 
уравнения n-го порядка рассматривалась в [4]. 
В конце работы мы коротко отметим, как переносятся основные резуль-
таты на системы уравнений я г го порядка ( я ; ^ 2 , г = 1, 2, ..., г). 
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1. Постановка задачи 
В разделах 1—6 мы будем рассматривать следующую краевую задачу: 
(1,1) 
У°Чх) = Ду] =f(x,y(x),...,y(^(x),y(g0(x)), ..../""»fen-ito)) (Ош хш 1), 
(1.2) Я 0 ) = . . . = ^ ("-8 )(0) = 3 ' ( " - 1 ) С1) -0 ( п * 2), 
(1-3) y\E=Q(x), 
где заданные функции / , gh Q и начальное множество Е удовлетворяют следу-
ющим условиям: 
a) f(x, и0, ..., и„_1, vQi . . . , u„_i) определена в одном из двух (2п + 1)-мерных 
брусов DK и Deo". 
DK: 0 ^ х s 1, |и,-| ^ К, ^ К, где К постоянная, К > О, 
£)„: 0 ^ х ^ 1, |м,-| < оо, < со 
/ непрерывна и удовлетворяет условию Липшица: 
} (/ = 0, ..., n— 1), 
л-1 
причем.если / определена только в й к то | / | ^ К . 
б ) & € С [ 0 , 1], X ^ х (/ = 0, . . . , и - 1 ) , 
где Я отрицательная постоянная, gn_1 не меняет знак на [0, 1] (см. Замечание 6.1), 
в ) £ = [Я,0], 
г) <2(х) определена и (« —1)-раз непрерывно дифференцируема на Е и 
2 (0 ) = . . . = е<"-2>(0) = 0, 
причем в случае если / определена только в то 
-1е<»1 ^ к (/ = о , . . . , « - 1 ) . 
При этих условиях функцию у(х) мы будем называть решением задачи 
(1.1), (1.2), (1.3) если она принадлежит классу С"~2[Х, 1] (У"_ 1 )(х) при л = 0 
может иметь разрыв первого рода), а сужение ее на [0, 1] классу С"[0, 1] и 
если она удовлетворяет уравнению (1.1) на [+0, 1] и условиям (1.2), (1.3). 
Отметим, что краевая задача рассматриваемая на произвольном отрезке 
г - х—а • „ РЛ „ [а, Ь], заменой t — -—— сводится к краевой задаче на отрезке [0, 1], а условия 
НО) = Уо, •-,У("'2)(0) = Уп-2~, / " _ 1 ) ( 1 ) = У„-! 
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подстановкой 
z(x) = у (х)-
сводятся к нулевым условиям (1.2). 
Последний раздел (разд. 7) посвящен краевой задаче для системы урав-
нений типа (1.1). 
2. Существование и единственность решения задачи 
Очевидно, что задача (1.1), (1.2), (1.3) эквивалентна задаче: 
б(х) , х<=Е, 
(2.1) у(х) = - ¡ G(x,t)f[y(t)]dt, же[0,1], 
Н ^ к и ё С - Ч + О , 1] 
где G(x, t) есть функция Грина задачи 
уМ(х) = h(x) (0 s í s 1), у(0) = ... = у<"~4(0) = /»-"(I) = 0, 
а именно 
(* á t), 
G(x, t) = 
Л 
~ ( n - 1)! 
Отметим некоторые свойства функции G: 
xn'1-(x-t)"-1 
(í ё х). 
= (у = о , . . . ,л—2), (и - 1 - j ) \ 
p-iGfct) 0 ах"- 1 -i i, 
Л 
dx1 - ( - / G(x, t)F(t) Л) = F(x) С[0, 1]). 
Введем обозначение 
= {*:&(*) > 0} (i = 0, ...,п- 1). 
Т е о р е м а 2 .1 . Если выполнено условие 




i Л п - 2 2——г + шах / 1 + 2 dt 1, 
то решение задачи (1.1), (1.2), (1.3) существует и единственно. 
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Д о к а з а т е л ь с т в о . Рассмотрим множество 
ф : 2 € С " - 2 [ Я , 1 ] , г|в = 0 , 4 о л ] е С - ^ О , 1], 1г<;»| ^ К, ¿ " - » ( 1 ) = 0} 
(/ = 0, 1), 
М = если / определена только ъ О к , 
{ г - .2€С- 2 [Я , 1], г|Е = 0 , г и . ц е С - Ч О Л ] , 2<--«(1) = 0}, 
если / определена в . 
Вводим норму в М по формуле 
• 1И1 = "2 т а х |2<г)(л:)|. 
;=о х е [о, 1] 
На М определим оператор А: 
6 0 ) , х£Е, 
А2 = - / С(х, 0 / И 0 № х€[0, 1]. 
о 
Непосредственно можно убедиться в том, что оператор А множество М 
переводит в М, и что задача (1.1), (1.2), (1.3). эквивалентна уравнению 
У = Ау. 
Используя условие Липшица и свойства С, для любых г, у£_М получаем 
\\Ay-AzW 35 N / "2 [ Ь ( г ) ( 0 - 2 « ( 0 1 + | / 0 ( й ( 0 ) - ^ 0 ( й ( 0 ) | ] Л + о '=° (2-3) \ х к 
п-Х 
Вместо суммы 2 ^ ' Ч О - 2 < г ) ( 0 1 поставим число \\у —г\\, а вместо 
¡=о 
¡ У Ч & М ) - Д л я т е х ^ [0 ,1 ] , для которых g ¡ ( 0 : > 0 ставим число 
т а х |}>(г)(0—г(,)(0-|> Д л я остальных ( это слагаемое обращается в нуль. Итак 
'€[0,1] 
получим: 
\\Ay-AzW й \\у^г\\Ы 
Значит при выполнении условия (2;2) А будет сжатием. В силу теоремы 
о сжатом отображении, решение уравнения у=Ау существует, единственно и 
может быть найдено методом последовательных приближений. 
Теорема доказана. 
Если в (2.3) вместо всех производных С поставим единицу, то получаем 
более простое условие сжатости 2пИ < 1. 
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В следующих разделах мы будем излагать итерационные методы. В раз-
делах 3, 4, 5 фигурируют предположения о существовании некоторых функций 
(х), (х) с неположительной и неотрицательной невязкой соответст-
венно. В случае бруса йк, если | / | ^ К , такие гг(х), и ^ х ) можно найти явно: 
именно можно взять функцию равную <2(х) на £ и некоторому многочлену 
на [0, 1], а если условие (2.2) выполнено, то легко показать, что они существу-
ют и для случая бруса Аналогичное утверждение справедливо и для сис-
темы уравнений (разд. 7). 
3. Нелинейное уравнение с неположительными частными производными 
Поставленную задачу мы сейчас будем решать для следующего частного 
случая. 
(¡) Условия б), в), г) выполнены, 
(/ = 0, . . . , « - 1), 
-щ- и л и 
0 0 Ж . , ЛС^О 
ди1 ' 
(Ш) А сжато отображает М в М, 
(¡у) Существуют две функции 21(х), н \ ( х ) £ М , п-раз непрерывно диффе-
ренцируемые на [0, 1], для которых 
а 1(х) = 2 < " ) ( х ) - / и ^ о , = 
Двусторонние приближения к решению у(х) строятся по формулам 
гр+1 = Аг„, мр+г = Аюр (р = 1 ,2 , . . . ) . 
Для них справедлива следующая 
Т е о р е м а 3 .1 . При справедливо 
•*«\х)//?*{х)У/г<р(х) (I = 0,..., п- 1 ) 1 
2<рп)(х) / / • у<"> (X) / / М'';>(х) I - х - 1} 
Д о к а з а т е л ь с т в о . Учитывая, что А сжатие получаем: все гр, \мр при-
надлежат М и и-раз непрерывно дифференцируемы на [0, 1], кроме того 
\\zp-yW, К - . И 1 - 0 ( / » - « ) , 
*) Запись / / у'^Чх), у>Л)(х)// означает, что последовательности {и^1'(л:)}, 
{г 5,'> (х)} монотонно не убьшают, соотв. не возрастают и равномерно сходятся к у ( ° ( х ) . 
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а это означает, что при /?— 
2?(х) -у" (х), н>(;>(х)-у(»(х) = О (/ = 0,..., п - 1; 
Отсюда в силу непрерывности / получаем, что при °° 
2{?ЧХ)-У(П){Х), и>>(х)- /">(х) = 0 1). 
Нам осталось доказать монотонность последовательностей (х)}, 
{и'^'(х)} (я=0, ...,п). Для этого заметим, что при всех р натуральных спра-
ведливы следующие формулы 
(3.1) 
где 









- / С ( х , 0 ^ р ( 0 Л , 1], 
а невязки ар(х), /?р(х) определяются по формулам 
АР (Х) = Г ( " Ч Х ) - / [ Г Р ] , /»Р(*) = « * ) - Л Ы 
Непосредственной проверкой можно убедиться в том, что при всех р на-
туральных 
(3.2) 
где как и в дальнейшем через 
, Ч V1 V а"+1(х) = Д ~Ьщ 
^ = Д ж, 
к 
9«(х) + дvi Ц'Ш*)), 
¥ 
ди( обозначаем промежуточное (по формуле 
Лагранжа) значения этих производных. Воспользуясь этой формулой, на осно-
вании (¡V) получаем, что при всех р натуральных 
ар(х) 0, р„(х) ё О , 
а отсюда по (3.1) получаем доказываемую монотонность. 
С л е д с т в и е 3.1. Если <2(х)=0 и / (х , 0, . . . , 0) ^ 0 , то 
ум(х) 3= 0, / п ) ( х ) £ 0 •(/ = 0, ..., и - 1; 0 х 1), 
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а если ()(х) = 0 и / ( х , 0, ..., 0) ё 0, то 
у ( 0(х) 3? 0, /">(х) 0 (г = 0, ..., п- 1; 0 == х з= 1). 
Это сразу получается из теоремы 3.1, ведь в первом случае можно взять 
^ ( х ^ О , а во втором и ^ х ^ О . 
Приведенные в этом разделе результаты справедливы в частности для 
линейных уравнений с неположительными коэффициентами. 
4. Нелинейное уравнение с неотрицательными частными производными 
Предположим, что все условия предыдущего раздела выполнены, кроме 
второй строки (п), заменяющейся в этом разделе условием 
<г = ° - ' > • 
При обозначениях предыдущего раздела для решения у(х) поставленной 
задачи и последовательностей (гДх)}, {и>р(х)}, образованных как и прежде 
методом последовательных приближений, исходя из ^1(х), \У1(Х), справедлива 
следующая 
Т е о р е м а 4 .1 . Если ах(х)+а2(х) ^ 0 , то при ( /=1 ,2 , ...) 
г Ш / / ? Ч х ) / / г $ - х ( х ) («" = 0, ..., и - 1 ) ' 
аналогично из Д1(х)+/?2(х) ^ 0 следует, что при /—°° (/=1,2, ...) 
(0 ^ х ^ 1), 
(I = 0, . . . , « - 1 ) 1 
(0 ё х ^ 1). 
Д о к а з а т е л ь с т в о . Как и в доказательстве теоремы 3.1 по теореме о 
сжатом отображении получаем, что все гр, и>р€М (р = 1, 2, ...) и что они «-раз 
непрерывно дифференцируемы на [0, 1], кроме того при р—°° 
2р}(х) ~ Уи)(х), и><5)(х) = ./*>(*) (0 тё х 1, 5 = 0, ..., и). 
Нам осталось доказать монотонность подпоследовательностей фигури-
рующих в теореме. 
Применяя формулу Лагранжа, легко показать, что при всех />=1,2, ... 
п-1 
*р+1(х) = 2 
1 = 0 






3«(х) + К 
дvi Щ Ш ) 
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а отсюда, поскольку а х (х)ёО, /^(х) =;0 по формулам (3.1) получаем, учитывая 
неотрицательность частных производных у / , при 0 ё х ё 1 ; г = 0, ..., п— 1; 
/ = 1 ,2 , . . . 
2 « ( х ) , 2<21>(Х) ^ 2<»И{Х), 4">(*) ^ 
И><?(х) £ П'<Ц1(х), >4Р(х) ^ и ^ ( х ) , и ^ ( х ) и^>(х), м><Г+1(х) ^ 
Из (3.1 легко получить, что 
'О, х£Е, 
1 




/ С(х, 0 ( 0 + &(01 А» *€[0, 1], 
откуда используя условие теоремы и свойства в получаем, что 
2<»(х) 2<<>(х), 
Очевидно, что при всех р £ 2 натуральных 
(0 дг х з? 1, г = 0, ..., и— 1). 
р̂ + 2 = IV Р + 2 " = Аи>р+1-Аи>р. 
Расписав эти формулы по.самому определению А, дифференцируя их я-раз 
(,? = 0, . . . ,«) , применяя формулу Лагранжа и используя свойства С, (4.2) и 
неотрицательность частных производных/, по индукции можно убедиться в том, 
что последовательности фигурирующие в теореме не возрастают, соотв. не 
убывают. Теорема доказана. 
С л е д с т в и е 4 .1 . Если (2(х) = 0 и / (х , щ, ..., vn_1)^0 при всех 
(г = 0, ..., п — 1), то 
0, /">(х) ё О (0 ^ х ^ 1; г = 0, ..., п - 1), 
аналогично из того, что ()(х) = 0 и /{х,щ, _ ^ 0 при всех м, ^ 0, £0 
(; = 0, ..., п — 1) следует, что 
У«(х) - 0, / п ) ( х ) ё 0 (0 з= х. =§ 1: г = 0, ..., и - 1); 
Для доказательства достаточно заметить, что в первом случае можно 
взять (х)=0, а во втором случае ууг(х)^0, и что при таком выборе 
х1(х) + а2(х) = - Л - щ ] , & (* )+&(*) = - / [ - Э Л . 
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Очевидно, что вместо неотрицательности (соотв. неположительности) / 
достаточно потребовать выполнение следующих неравенств 
f (x , 0, ..., 0) е 0, Л - 7 / J ё 0; / (* , 0, 0) ^ 0, Л - S J = 0, 
где ?71; .9, образуем соответственно из z, и w1(x) = 0. Прежние выводы 
останутся верными и в этом случае. 
. Укажем теперь на один метод, с помощью которого можно найти такие 
функции Zj, Wj из М, которые дают неположительные (соотв. неотрицательные 
невязки). Возьмем две произвольные функции z, w из М, и-раз непрерывно диф-
ференцируемые на [0, 1]. Вычислим для них невязки 
а(х) = z("> (х) - f [ z ] , Ji (х) = vv("> (x) -f[w}. 
Возьмем теперь какие-нибудь две непрерывные на [0, 1] функции а(/), fi(t) для 
которых ' 






- J G(x,t)a(t)dt, x€[0, 1], 
о 
0, . x£E, 
i 
- / G(x,t)P(t)dt, x€[0, 1], 
гх(х) = г(х) + )?(х), и>]Хх) = н'(х) + 9(х). 
Очевидно, что г ^ х ) и и ^ х ) п-раз непрерывно дифференцируемы на [0, 1] и 
что если их производные не превосходят числа К, то они принадлежат М в 
случае бруса (в случае В 0 0 : г 1 , н б е з у с л о в н о ) . Справедливо поэтому 
для них 
Л е м м а 4 .1 . Если г15 и ^ е М , то а х ( х ) ^ 0 , /^(х) &0. 
В справедливости леммы легко убедиться. 
Отметим наконец, что приведенные в этом разделе результаты справед-
ливы в частности для линейных уравнений с неотрицательными коэффициен-
тами. 
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5. Нелинейное уравнение с непрерывными частными производными 
. Поставленную задачу в этом разделе мы будем рассматривать при сле-
дующих предположениях 
(О Условия б), в), г) выполнены, 





(i = 0, ..., n — 1), 
(ш) А сжато отображает М в М и условие (2.2) выполнено. 
(¡V) Существуют две функции г^х), (х) £ М , п-раз непрерывно диффе-
ренцируемые на [0, 1], для которых определенные ниже невязки а г , /?, неполо-
жительны, соотв. неотрицательны. 
. Итерационный процесс тут строится исходя из г1(х), мг(х) по формулам 
(5.1) 
где 
zP+i(x) = j(Azp + Awp) - j 0p(x) 
wp+1 (x) = у (Azp + A Wp) + j 0 p (x) 
( p = 1 ,2 , . . . ) , 
0p(x) 
J G{x,t)Ap{t)dt если O g x ^ l , 
если x £ E , 
Ap(ty = "z Ъ[z('K0 + -<>(/)-w?(gi(/))] ( O s / s 1). 
i=0 
Невязки ap(x), flp(x) и функции t]p(x), 9p(x) определяются по формулам 
1 , ' 1 ap(x) = z<p"> (x) - - f [ z p ] - -f[wp] - y Ap(x), 
1 
PP(x) = w(;)(x)--f[zp]--f[wp]+-Ap(x), 
>b(x) 
9p(x) = 
2 J L PJ 2 
x f E , 




- / G{x,t)PP{t)dt, x£[0, 1]. 
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Условие (¿у) при сказанных в конце раздела 2 отпадает. Из практичес-
ких соображенний покажем еще один способ построения этих функций г^х) , 
м^х). Возьмем какие-нибудь две функции г(х), ц>(х)£М, п-раз непрерывно диф-
ференцируемые на [0, .1]. Вычислим для них невязки' «(.г), /?(х), которые мы 
получаем таким образом, что в формулах для а2(х), Рг(х) вместо (х), н^ (х) 
подставляем г(х), ю(х). Возьмем теперь какие-нибудь две непрерывные на 
[О, 1] функции а, /3 для которых 










- / < 7 ( х , 0 Д ( 0 л , *£[0, 1], 
(х) = г (х) +г) (х), (х) = у> (х) + 9 (х). 
Очевидно, что эти функции я-раз непрерыно дифференцируемы на [0, 1] 
и что если их производные не превосходят числа К, то они принадлежат М 
в случае бруса 1)к (в случае бруса £>о=: Vч^М безусловно). Справедлива 
поэтому для них 
Л е м м а 5.1. Если г1,\\>1£М, то а х (х )^0 , Д г (х)а0. 
В справедливости леммы легко убедиться. 
Обозначим через у(х) решение рассматриваемой задачи. Справедлива для 
него следующая 
Т е о р е м а 5.1. Если выполнены условия 
(¡) г2, не выходят из М *), 
00 ос1(х) + а2(х) з= 0, /Л(х) + /]2(х) ^ 0, 
то при /-»°о (/ = 1, 2, ...); г = 0, ..., и— 1 
4Р(х)//уЩх)//4Р-1(х), X (л) //У® (х)// Н>0> (х) 1 
4?)-1(х)///»\х)//2®(х), ( 
Д о к а з а т е л ь с т в о . Доказательство разбиваем на три части: А), Б), В). 
А) Предположим, что все гр ,ц>р£Ми найдем связь между г (р](х) и г ^ ( х ) , 
и>£>(х) и н - ^ ^ х ) при р= 1,2, ...; 5=0, . . . ,и; 0 й х ^ 1 . 
*) В случае бруса это автоматически выполняется. 
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•Используя свойства С легко показать, что 
(5.2) гр+1(х) = гр(х)-г]р(х), XV >+1 (х) = и; р (х)-9 р (х) (р= 1 ,2 , . . . ) . 
Применяя формулу Лагранжа к разностям/[2р]—/[1р — цр] и/[и-'()] — /[\\>р — !)р] мы 











= у 2 
^ 1 = 0 
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1 п-1 




Учитывая теперь неположительность (соотв. неотрицательность) множителей 
в скобках и то, что а^л^ёО, легко убедиться по индукции в том, 
что п р и р нечетном ар(х) ^ 0 , Рр(х) Ш0, а при р четном <хр(х) ёО, Рр(х) ^ 0 . Отсю-
да по (5.2) получаем, что при / = 1 , 2 , ...; / = 0, . . . ,п — 1; 0 ё х ё 1 
1 2<;11(х), • 4>(х) - г|{>+1(*); и ^ ^ х ) ^ и><;>(х), и<«>+1(х) - . 
(5.3) 
Из проведенных (пока формальных) рассуждений можно сделать следу-
ющие выводы. Если при некотором р натуральном ... , гр; н^, .. . , у/р при-
надлежат М, тогда г р + 1 , п>()+1 можно вычислить по закону (5.2) и будут спра-
ведливы неравенства (5.3) соответствующие четности р между г ^ 1 ( х ) и 
^ ( х ) и * « ( * ) . 
Б) Покажем теперь, что. все гр , принадлежат М, за одно найдем связь 
между 2<$\г(х) и 2<р (х), и^ | 2 (х) и и> ̂  (х) при 5 = 0, ..., п; 
По условию 0) функции г2 , м>2 принадлежат М. Применим поэтому теперь 
последнее утверждение части А) доказательства в случае р = 2. Как частный 
результат получаем формулы (5.2) для р=\, 2. Складывая, а потом дифферен-
цируя их получаем при $ = 0, . . . ,и ; 0 ё х = 1: 
л 1 
(*) = / в(х, О М 0 + а 2 (0] Л , 
(5.4) 
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а из этих формул в силу условия (и) и свойств С, учитывая неравенства (5.3) 
для г2; у>!, и?2; и их производных получаем при /=0 , ...,п — 1 
Щ г«>(Х) (х), *?>(*) == И>«(х) 5= „ р ( х ) 1 
( 5 ' 5 ) 2^(х) == 2М(х) й 2(»)(Х), ^ и-^'Чх) 3§ < > ( * ) } ( 0 - Х " 1} ' 
По самому построению итераций г3\Е = 'Л'3\Е = (2, так что (5.5) обеспечено, что 
г3 , м>3£М. Отсюда в силу последнего утверждения части А) доказательства 
получаем при 0 ё х ё 1 , /=0 , . . . ,п — 1 следующие неравенства 
(5.6) 2«)(х) ^ 7«>(х), г Р ( х ) й г1")(х); < ( * ) ^ *<'>(*), Ц">(х) ^ и ^ ( х ) . 
Из (5.1) получаем при ). Ш х ^ 1 
(5.7) г 4 (х ) - г 2 (х ) = у (А г, + - А.-.-Ау^) + 1 ( 0 ^ * ) - ©а(*)). 
Отсюда используя формулу Лагранжа получаем при О ^ х ^ 1 
(5.8) 
72(Х)-74(Х) = 1 / С(х, О Д { ( 4 ' Ч 0 - ^ Ч 0 ) 
} 










Совершенно аналогично можно показать, что при 0 з = х ё 1 имеет место следу-
ющая формула 













- Д . + 
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Учитывая теперь свойства С и неравенства (5.5) легко из (5.8) и (5.9) вывести 
неравенства справедливые при / = 0 , . . . , и — 1 
(5.10) г ^ ( х ) == г Р ( х ) , Ш 2 ^ ( х ) , н><п)(х) == 
которые вместе с (5.6) обеспечивают то, что г 4 ,и ' 4 €М, ведь при 
г=0, . . . , « — 1 
2 « ( х ) 3= 2«(х) ^ 
(5.11) 
2^(х) ^ ^ 2^(х), м><2п)(х) ^"»(х) ^ и-' '"^)-
Для доказательства того, что гр, у>р£М и При любом р натуральном, 
надо по методу математической индукции провести аналогичные только что 
проведенным рассуждения. Именно, из того, что . . . , 
принадлежат М констатируем выполнение неравенств (5.3) соответственно 
четности р между р — I -ыми и /7-ыми приближениями и их производными /-го 
порядка ( /=0 , ...,п— 1). После этого выписываем неравенства типа (5.8), (5.9) 
полученные с заменой в них индексов 1, . . . , 4 на р — 3, ..., р. По этим равенствам 
используя неравенства между г ^ ^ х ) , и^А^х) и г£13(х), и>£2.3(х) при 
5=0 , ...,п получаем неравенства типа (5.10), а это вместе с неравенствами 
для 2р, 2р_1; и>р, у/р_х дает неравенства типа (5.11). Итак получаем, что г{р] (х), 
И^г)(х) заключены между 2<'11(х) и г£12(х), >У^'11(Х) И И>®_2(Х) соответственно. 
Поскольку все первые р— 1 приближений принадлежат М, потому и гр, У1>р£М. 
Имеют при этом место следующие неравенства при 0 ё х ^ 1 ; 1=1, 2, ...; 
г=0, . . . , и —1 
4 Н х ) з 4>+ 1(х) ^ 2^_!(Х), ^ ( Х ) И $ ц ( * ) Тё И>$(х), 
4Ых) ^ 411ЛХ) 2<1Чх), ^ ( х ) ^ >^>+1(х) ^ ^ ( х ) , 
(5.12) 
4Нх) ^ 4 Р + 2 ( Х ) ^ г|р+Х(х), и>«>+1(х) ^ И $ > + 2 ( * ) ^ Цр(х), 
В) Докажем, что 2{р}(х) н><?}(х) у (1)(х) на отрезке [0, 1] при 
5=0, ..., п. 
Заметим для этого, что из (5.1) получаем 
1 
(5.13) 2 р + 1 (х) -и> р + 1 (х) = - / С(х, 1)Ар(0<1( (0 ^ х ^ 1). 
о 
Если теперь оценим правую часть по норме, аналогично тому, как это 
мы сделали при доказательстве теоремы 2.1, то в силу условия (2.2) получим 
(5.14) \\гР+1-*Р+1\\^е\\2р-ц>р\\ (р = 1 ,2 , . , . ) , 
где 9 постоянная, 0 < 0 < 1. 
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Из этого неравенства и из формул (5.12) выражающих монотонность пос-
ледовательностей итераций гр , *л>р и их производных следует, что при 0 ^ х ^ 1, 
1 = 0, ..., п—\, р=\, 2, ... 
• И й 2 ( * ) - 4 ° ( * ) 1 ^ 0р_111*1-и'111. ^ б" - 111^-^11. 
Отсюда учитывая (5.14) и то, что при х£Е гр(х) = мр(х) = ()(х) при всех 
р = 1 ,2, . . . , сразу следует, что последовательности {г^(Х)}, {Н^(Х)} равно-
мерно сходятся на [Я, 1] при г=0, . . . ,и —1 к общему пределу ^¡(х) = 
=Уо1) (*)> т.е. эти последовательности сходятся в М по норме, а в силу полноты 
М, у0(:М. 
Перейдем теперь к пределу при — в формулах (5.1). Мы получим в 
силу непрерывности А, что у0=Ау0, откуда следует, что у0=у (через у мы 
обозначили единственное решение нашей задачи). Утверждение теоремы для 
и-ьтх производных отсюда и из (5.12) легко вывести; надо продифференци-
ровать и-раз формулы (5.1), перейти к пределу п р и п р и н я т ь во внимание 
неравенства (5.12) и то, что у(п) (х) =/[у]. Теорема доказана. 
Отметим, что как подробные вычисления показывают, условия (и) тео-
ремы эквивалентны некоторым условиям для похожим на условие 
сжатости (2.2). 
6. Монотонные приближения в случае уравнения 
с непрерывными производными 
Рассмотрим поставленную задачу при условиях фигурирующих в начале 
предыдущего раздела, с той разницей, что здесь будут использованы не числа 
мажорирующие по модулю частные производные / , а лишь какая-нибудь 
верхняя граница этих производных Й: 
(г = 0 , . . . , и— 1; N ^ 0 ) , 
кроме того функции Ар, ар, /?р определяются здесь по следующим формулам: 
Ар(х) = NЯ2lz^x) + z^(gi(x))-w^x)-w^gi(x))l 
1 = 0 
а р (х) = 4 " ) ( х ) - л 2 р ] + ^р(х), рр(х) = *Р(х)-/[пр]-Ар(х). 
Функции г]р, Эр, определяются по ар , /?р а г р + 1 , и>р+1 по 2р и и>р так же, как в 
6» 
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формулах (3.1). ГТредпологаем естественно, что существуют функции и>х для 
которых а,(х) ^ 0 , р, (х) ^ 0 . Очевидно, что гр+1, и>р+1 в этом случае можно 
вычислить и по закону 
(6.1) гр+1(х) = Агр + вр(х), пр+1(х) = Апр - 0 р (х) , 
где 0 р ( х ) определяется по Лр так же, как в (5.1). 
Монотонность последовательностей {г(р] (х)}, { н ^ (х)} здесь доказывается 
следующим образом. Учитывая формулы для ^ (х ) , Рг(х) получаем 
О, х£Е, 
1 
- / С ( х , 1 ) [ Ь 1 ( < 2 1 - к 1 ) + а 1 {1) -р 1 (1 ) ]^ , х<Е[0, 1], 
где Ь г есть линейный дифференциальный оператор действующий на элемен-
тах специального множества М для случая бруса и <2(х)=0 (см. разд. 




и — 1 
А(^) = 2 





равны функциям а((0> ¿>¡(0 фигурирующим в формуле Лаг-
/ И - / К ] = "¿Ып И ° Ы 0 ) - " ? > ( * « ( ' ) ) ] } . 
1 = 0 
Предположим, что оператор 
0, 
Ахг = 
сжато отображает М0 в М0, тогда в силу результатов раздела 3 получаем 
(6.2) (х) == г[1) (х), (х) 3 (х) (/ = 0, ..., п - 1; 0 ё х ^ 1). 
Оператор Аг заведомо будет сжатием если К . ди1 
-2Ы ¥-2Я при всех I-
= 0, ..., п— 1 не превосходят числа N удовлетворяющего условию (2.2). 
Доказательство монотонности продолжаем методом математической ин-
дукции. Предположим, что М!, принадлежат М. Тогда спра-
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ведливы согласно обозначениям предыдущих разделов при р = \, ..., / — 1 сле-
дующие формулы 
(6.3) 
аР+1<Х) 2 к 1 = 0 I 
д/ •И 0 / 
п — 1 
+ N 2 №4*)+ £№(*))], 






- и + 
•И 
2 [<(*)+ <(&(*))]• 1 = 0 
Отсюда видна знакопостоянность невязок, а поэтому справедливы в частности 
и неравенства при р=\, ¡'=0, ..., я—1; 
(6.4) 2%г{х) ^ г«(х) , ^>{х) == ^ ( х ) ' грЧху^гриху.криЮ^прЮ. 
По формуле Лагранжа имеем при 2 ^рШ натуральном 
/ [ Г Р ] - / К ] = ? К Р ( 0 [ 4 ° ( 0 - Н > « ( 0 ] + Б Г > Р ( 0 [ * < Ч А ( 0 ) - < > ( А ( 0 ) ] } . 
1 = 0 
По функциям Щ р, Ь1 р определяем дифференциальные операторы Ьр и операторы 
Ар действующие на элементах М0. 
= П2 [ К Д О - 2 М ) ^ \ х ) + , ( / ) - 2Й)2«(я г(0)]> /=о 
Л 00 = 
х£Е, 
/ С(х, 1)Ьр(2)с11, х€[0,1]. 
Поскольку при 2 ^ р ё / 
2р+Лх)-м>р+1(х) = Ар^р-Кр) 
и коэффициенты Ь р неположительны следует, что 
(6.5) 
2%х(х)-у/%х{х) ^ 0, м ^ и ю - г ^ и х ) г о (г = 0, ..., и —1; р = 1, 0 ё * ё 1), 
а это вместе с неравенствами (6.4) обеспечивает, что г1 + 1 , \\>1+1£М. По ин-
дукции значит можно получить неравенства (6.4), (6.5) при всех р натуральных 
(р^2) и утверждать, что гр , м;р£М при всех р. 
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Если дополнительно предположить, что семейство операторов Ар 
(/> =2 , 3, ...) обладает свойством равностепенной сжатости, т.е. 
(6.6) 1Ир2|| = 9\\г\\ (/> = 2,3, . . . ; О < 0 < 1 ) , 
то таким же путем, как в теореме 5.1 можно доказать на основании нера-
венств (6.4), (6.5) монотонность последовательностей {г{р> (.г)}, (х)} и их 
сходимость к ,у(5)(х) т.е. к производным решения рассматриваемой краевой 
задачи п р и . 0 ё х ^ 1 . Итак мы доказали следующую теорему: 
Т е о р е м а . 6 .1 . Если Ах сжатие и семейство операторов Ар (рё2) об-
ладает свойством равностепенной сжатости, тогда при 0 ё х ^ 1, / =0 , .. . , п — \ 
Отметим, что (6.6) будет выполнено например, если коэффициенты всех 
Ьр не превосходят по модулю числа N удовлетворяющего условию (2.2). 
З а м е ч а н и е 6 .1 . Условие ^„-.¡Хх) не меняет знак при 0 ^ х ^ 1 в рассмат-
риваемых уравнениях обеспечивает непрерывность Уи) (х) на всем отрезке [0, 1], 
где у(х) есть решение соответствующего интегрального уравнения (2 .1) . 
Пусть теперь имеется конечное число точек (их совокупность обозначим 
через 5) в которых функция gn_1 меняет знак. Пусть [0, 1] = [0, 1 ] \ 5 . Со-
ответствующее интегральное уравнение (2.1) и в этом случае разрешимо в М 
при выполнений условия (2.2). Решение обозначаем через у(х). Его можно 
принять за решение поставленной задачи, несмотря на то, что уравнение (1.1) 
выполняется вообще говоря только на [0, 1], поскольку в точках 5 функция 
>,(л) (х) может иметь разрывы. Последовательности {гДх)}, {и>Дх)} строятся 
так же, как и выше, но здесь аДх), Рр(х), 1](р\(х), (х), г(рп) (х), (х) непрерывны 
только на [0,1] и поэтому г^ (х), у\>р"> (х) -£у("> (х) только при х€[0, 1]. Все 
неравенства для я-ых производных справедливы только на [0, 1]. Все утвержде-
ния приведенные выше, связанные с (х), (х), (х), и>®(х), _у(0(х) оста-
ются в силе при ¿=0, . . . ,и — 1. . 
Что касается случая, когда g n - 1 меняет знак в бесконечно много точ-
ках, отметим, что мы построили пример, где это множество имеет меру 1 - е 
(е произвольное число между 0 и 1) и поэтому поставленная задача не имеет 
решения в том смысле, как это говорилось в разделе 1, поскольку п-я про-
изводная решения интегрального уравнения (2.1) в точках этого множества 
терпит разрыв. 
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7. О системе уравнений типа (1.1) 
Результаты изложенные выше легко распространяются на задачу (7.1), 
(7.2), (7.3): 
(7.1) у("<>(х) = /¡[y]=fl(x,y1(x), ...,уг(х), (х); 
СО СО ' СО (О 
(О ё х =s 1), 
(7.2) y,(0) = ... = yf'~»(0) = ^"<-»(1) = 0 (и, s i = 1, ...,/-),. 
(7.3) л1и = <2<' (' = 
где заданные функции f¡, (g¡j, Q¡ и начальное множество E удовлетворяют 
следующим условиям: 
Область определения / ( есть или конечный брус: х меняется между 0 и 
1, а остальные блоки переменных между числами — K¡ и K¡, или же все блоки 
меняются между — и причем в первом случае множество значений 
f¡ содержится в [—.К;, функции непрерывны и удовлетворяют условию 
Липшица. Функции g¡;J(x) принадлежат классу С[0, 1], их значения содержатся 
при всех х между Л и х (Л постоянная, /. 0), giy„,-i не меняют знака (см. 
замечание'6.1), а Е есть отрезок [/, 0]. Функции 2,(х) принадлежат классу 
C (" ¡_1) (Е) и все их производные до (и,—2)-го в нуле равны нулю, а в случае 
конечных блоков их производные до (n¡—1)-го порядка включительно содер-
жатся в [— K¡,K¡]. Вектор функцию у{х) = (уг{х), . . . ,у г(х)) мы будем'называть 
решением нашей задачи при условиях аналогичных сказанным в разделе 1, 
при этом задача (7.1), (7.2), (7.3) эквивалентна операторному уравнению 
(7.4) y¡(x) = {Ау\ = 
Qi(x), х€Е, 
i 
~jGt(x,0ftmdt, х6[0, 1] 
(/ = 1, . . . , /•), 
где получаем из С (см. разд. 2) с заменой и "на «¡, а оператор А определен 
на множестве М х Х . . .ХМГ где М г = М в случае бесконечных блоков, только 
п заменяем на и(, а при конечных блоках М1 получаем из М (см. разд. 2) с 
заменой п, К на пь К^ Задача (7.4) имеет единственное решение если 
^ N-
i = l 
Í 2 - - L + шах / f . + ^ Í ^ U , , 
«¡! s = l r ; I = 0 п.-'Ц,/ l 1=0 O X 3 ) J 
(здесь Msj={x: g'_,(x)>0}, a /V¡ есть постоянная в условии Липшица для /,). 
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Здесь строим последовательности вектор функций {zp(x)}, {wp(x)}; схо-
димость их производных к _y(s) (х) и все неравенства приведенные выше ос-
таются справедливыми если их понимать для вектор фунций покомпонентно. 
Невязки ар(х) = (ар Д(х), . . . , арД(х)) определяются (соответственно разделам 3, 4; 
5; 6) таким образом: 
(i)' 
apJ(x) = z$(x)-fi(x, 2„д(х), ..., z ^ i g ^ i x ) ) ) , 
Zp,i(x) = z(pn:}{x)-fi[zp] + Ap<i{x), 
где . -
r "s-1 0) ' (0 
= N ¡ 2 2 [z® ( x ) - < , ( x ) + z « ( & , , ( * ) ) - < > . ( g . , , ( x ) ) l s= l í = 0 
a Ap ¡(x) получается из Ap i(x) заменой N, на верхнюю границу производных 
/¡ . Невязки Др(х) = (/?р1(х), . . . , j3P;r(x)) определяются аналогично, только члены 
содержащие Ap l, Ap i берутся с обратным знаком. После этого ясно, как ос-
тальные формулы, напр. для rjp(x), 5р(х), z p + 1 , vvp+1 выписываются в этом слу-
чае по компонентам. 
Вышеизложенный метод применялся для решения конкретных задач и 
сходимость приближений оказалась достаточно быстрой. Его можно приме-
нить и в том случае, когда метод шагов не применим, а также и в том случае, 
(О 
когда все g;(x), gtj(x)=x т.е. для краевых задач без запаздывания. Погреш-
ность вычислений при этом методе удобно оценивается. 
Изложенный выше метод распространяется и на другие краевые задачи, 
отличные от указанных выше, а также и на задачи с запаздыванием, рассмотрен-
ные в работах [11—20]. 
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