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Abstract
The so-called swapping algorithm was designed to simulate from spin glass distributions, among others.
In this note we show that it mixes rapidly, in a very simple disordered system, the Hopfield model with two
patterns.
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1. Introduction
Markov Chain Monte Carlo (MCMC, for short) methods belong to the standard toolbox of
many scientists in natural sciences, physics, statistics, and econometrics. Among the MCMC
methods the Metropolis–Hastings chain is one of the most prominent general purpose algorithms:
Given an irreducible, aperiodic Markov chain (the base chain) on the underlying state space, it
allows one to sample from a Markov chain with any given invariant distribution. The idea of
the Metropolis–Hastings algorithm, of always accepting states with a higher probability than the
current state and accepting states that are less likely with a probability equal to the ratio of the
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probability of the new state and the probability of the current state, is borrowed from the original
method proposed by Metropolis et al. in 1953 [19] in the context of statistical physics. Similarly
to the Glauber dynamics (a classical method in statistical physics), the Metropolis–Hastings
algorithms has problems when the target distribution has isolated modes, i.e. states that are
locally very likely but globally not optimal. Such situations occur, e.g., in statistical physics
in the presence of a phase transition and the slow convergence of the Glauber dynamics to the
equilibrium distribution there is known under the name of “metastability”. This metastability is
particularly a problem in many disordered systems in statistical mechanics, spin glasses etc., that
are for some models conjectured to have exponentially (in the system size) many isolated modes.
To overcome this problem several ideas for speeding up the convergence of the Metro-
polis–Hastings algorithm have been proposed, among them the so-called swapping algorithm
(see [8]) or parallel tempering (see [21]) and the simulated tempering algorithm (see [17,9], and
[15]) that both rely on similar ideas.
In many practical applications these algorithms seem indeed to be able to improve the con-
vergence of the Metropolis chain. However, the theoretical results for these algorithms are rather
limited: Zheng and Madras [16] were able to show that the swapping chain converges quickly
for the Curie–Weiss model as well as for a distribution with a double-well potential on the line
(other than the Metropolis chain in the same models). On the other hand, relying on results from
Zheng’s Ph.D. Thesis ([24]), Bhatnagar and Randall [1] prove that both the swapping algorithm
and simulated tempering are slowly mixing for the three-state Potts model and conjecture that
this is caused by the first-order phase transition in the Potts model (while the phase transition in
the Curie–Weiss model is of second order).
The aim of the current paper is to analyze the speed of convergence in a very simple disordered
model, the Hopfield model with finitely many, more precisely with two, patterns. Even though
this model does not exhibit a spin glass phase (the spin glass phase in the Hopfield model only
occurs when the number of patterns increases at least linearly with the number of neurons), it is
a model with a genuine disorder and thus a test model for the paradigm that swapping helps to
improve the convergence of MCMC algorithms in disordered systems.
We organize the paper in the following way. The second section introduces the swapping
algorithm (based on the Metropolis–Hastings chain) formally. In Section 3 we give a brief
description of the Hopfield model with finitely many patterns. Section 4 contains some technical
results that we quote from other papers: Since we will prove the rapid mixing property via
bounding the gap of the corresponding Markov chain from below, this section basically shows
how to obtain such spectral gap estimates. Section 5 contains the statement of our main result:
The swapping algorithm is almost surely rapidly mixing for a Hopfield model with two i.i.d.
patterns. Section 6 contains the proof of our main result. It relies on the idea that in the Hopfield
model with two patterns, we can partition the set of configurations into four subsets of equal
probability (for the equilibrium measure) and then we can use some of the ideas applied by
Madras and Zheng [16].
2. The swapping algorithm
The swapping algorithm is a way to speed up the convergence of the Metropolis–Hastings
algorithm by parallelizing it at different temperatures. Thus we will first define the Metro-
polis–Hastings algorithm. We assume that A is a finite set and that we want to sample from
a distribution pi on A. Moreover assume that K is any irreducible, symmetric Markov chain on
A (the base chain, or proposal chain). The Metropolis–Hastings chain M on A is a new Markov
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chain given by the transition probabilities
M(x, y) =

K (x, y) if x 6= y and pi(y) ≥ pi(x)
K (x, y)
pi(y)
pi(x)
if x 6= y and pi(y) < pi(x)
1−
∑
z 6=x
M(x, z) if x = y.
It is easy matter to check that M is reversible with respect to pi and hence, by the Markov chain
convergence theorem, the distribution of the corresponding Markov chain converges to pi (in any
desired norm).
In our applicationAwill be the setA = {−1,+1}N , for some integer N (which will be large),
and on this set A we take as base chain the natural nearest neighbor random walk on A, i.e.
K (x, y) =
{ 1
N
if dH (x, y) = 1
0 otherwise.
Here dH (x, y) is the Hamming distance, i.e. the number of coordinates in which x and y differ.
So, intuitively speaking, the proposal chain selects one of the N coordinates at random and
flips it. Now we assume that the distribution we want to sample from depends on an additional
parameter β (which in our example will be the inverse temperature) and that for some values of
β, e.g. the small ones, the distribution of the Metropolis–Hastings algorithm converges rapidly to
piβ , while for large values this convergence is slow (this will be made more precise in Section 4).
The idea is now to use this fast convergence at small parameter values together with the similarity
of the piβ , if β does not change too much, to build up a scheme of interpolation between small and
large parameter values. To be more precise: Choose an integer M (which may and will depend
on N later on) and for each i ∈ {0, . . . ,M} choose a parameter value βi such that
0 = β0 < β1 < · · · < βM = β∗
where β∗ is the parameter of our desired distribution. In our case we will always use βi = iM β∗.
For each i ∈ {0, . . . ,M} we also take an element xi ∈ A. The state of the algorithm will hence
be x = (x0, x1, . . . , xM ) ∈ AM+1. The swapping chain now consists of alternating two steps:
(1) A Metropolis move, where one element i ∈ {0, . . . ,M} is selected uniformly at random and
the corresponding xi performs a Metropolis–Hastings random walk with base chain K and
invariant distribution piβi .
(2) A swapping move, where one of the elements i ∈ {0, . . . ,M} is selected uniformly at random
and the positions of xi and xi+1 are interchanged (“swapped”) with a probability transition
that has the product of the piβi as the invariant distribution.
Let us make this a bit more formal. For each i ∈ {0, . . . ,M} denote by Ti the Metro-
polis–Hastings chain with base chain K and invariant measure pii := piβi . The transition matrix
of the “Metropolis part” or “updating” part of the swapping algorithm then is given by
P(x, y) = 1
2
δ(x, y)+ 1
2(M + 1)
M∑
i=0
∏
j 6=i
δ(x j , y j )× Ti (xi , yi ), x, y ∈ AM+1.
Note that, as usual, with probability one half the chain does nothing, which has the advantage
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that it is automatically aperiodic and that the corresponding operator
P = 1
(M + 1)
M∑
i=0
I ⊗ I ⊗ · · · ⊗
(
I + Ti
2
)
⊗ I ⊗ · · · ⊗ I
is positive.
For the “pure swapping” part of the algorithm, for x ∈ AM+1 and i ∈ {0, . . . ,M − 1} denote
by x i,i+1 the vector x with the i’th and the i + 1’st coordinates interchanged. Moreover, for
i ∈ {0, . . . ,M − 1}, define the acceptance probabilities
%i,i+1(x) := min
{
1,
pii (xi+1)pii+1(xi )
pii (xi )pii+1(xi+1)
}
.
Then the transition probabilities of the “pure swapping” part are given by
Q(x, y)
=

1
2M
%i,i+1(x) if y = x i,i+1 for a fixed i ∈ {0, . . . ,M − 1}
0 if x 6= y and y 6= x i,i+1 for some fixed i ∈ {0, . . . ,M − 1}
1−
∑
z 6=x
Q(x, z) if x = y.
Here x, y are taken from AM+1. Note that also the operator associated with Q is positive due to
the factor 12 in the first line of the definition of Q. Moreover defining Π to be
Π (x) = pi0(x0)pi1(x1) · · ·piM (xM ), (2.1)
we see that both P and Q are reversible with respect to Π .
The swapping algorithm is now defined to be a combination of the chains P and Q. For
convenience and in agreement with the definitions in [16] we define it to be
P˜ := P Q P, (2.2)
which is reversible with respect to pi . As in [16] we remark that the pure swapping chain is, of
course, reducible. If y is not x i,i+1 for some i , then y cannot be reached from x , no matter how
many pure swapping steps one does. On the other hand, this pure swapping part is an extremely
important ingredient of the algorithm. Indeed, otherwise it would simply consist of a product of
Metropolis chains and it would converge as slowly as the slowest one of them.
3. The Hopfield model with finitely many patterns
The so-called Hopfield model was invented by Pastur and Figotin [22] as a simple, indeed
soluble, model of a spin glass. Nowadays it has become widely known as a simple model of a
neural network due to its reinvention and reinterpretation by Hopfield [10]. Since it is simpler
to understand the terminology and setting of the Hopfield model from the neural networks
perspective, we will use this point of view.
The Hopfield model, like any neural network, consists of a set of vertices, labelled with
V = {1, . . . , N }, to denote the neurons and a set of edges E ⊆ {{i, j}, i, j ∈ V } to represent
the synapses. In the case of the Hopfield model the graph G = (V, E) is the complete graph on
N vertices, i.e. each neuron is connected with any other neuron. Since, in a first approximation,
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every neuron may be either firing or silent, the set {−1,+1} encodes the neural activities of a
single neuron. The vector σ = (σi )Ni=1 ∈ {−1,+1}N hence represents the neural activity of the
network (at a given point in time).
The network is supposed to store information. This information is presented to it already in
encoded form, i.e. as a sequence of N bits that are either plus or minus 1. These sequences
ξµ = (ξµi ) ∈ {−1,+1}N are called patterns. They are indexed by µ = 1, . . . p. For the purpose
of this note we will just consider the case of a fixed p that is independent of N . However, some
of the most difficult questions in the context of the Hopfield model occur when p increases with
N .
In order to store these patterns we need more variables Ji j indexed by the edges {i, j} ∈ E .
We set
Ji, j = 1N
p∑
µ=1
ξ
µ
i ξ
µ
j .
This is Hebb’s learning rule. The idea behind it is that if we start with a fixed pattern, say ξ1,
or close to it, we may hope to converge to that pattern (i.e. to retrieve it) by applying a steepest
descent dynamics, i.e. by flipping each σi into the direction of its local field (
∑
j σ j Ji, j ). This is
done via the mapping
Di (σ ) = Di (σi ) : σi 7→ sgn
(
N∑
j=1
σ j Ji, j
)
. (3.1)
Here sgn is the sign function. Indeed, this is easily seen to work for p = 1, and hence if we just
want to store one pattern. In this case Ji, j = 1N ξ1i ξ1j and, if we start, e.g., with σ = ξ1, then
Di (ξ
1
i ) = sgn
(
1
N
N∑
j=1
ξ1j ξ
1
i ξ
1
j
)
= ξ1i
for all i = 1, . . . , N . The same works if the input is a (not too) corrupted version of ξ1 and if
one stores a larger number of, e.g. independent, patterns. The question of how many patterns can
be stored in a network with N neurons has become known as the discussion of the storage
capacity of the Hopfield model. For references see e.g. [18,20,12–14]. The name “steepest
descent dynamics” or “gradient descent dynamics” refers to the fact that this dynamics finds
the local minima of the function
HN (σ ) = −12
N∑
i, j=1
σiσ j Ji, j = − 12N
N∑
i, j=1
σiσ j
p∑
µ=1
ξ
µ
i ξ
µ
j . (3.2)
This is the energy function of the Hopfield model.
Now, if instead of the gradient descent dynamics, one uses a stochastic retrieval dynamics,
e.g. a Glauber dynamics at inverse temperature β > 0, the invariant measure of this dynamics is
the Gibbs measure associated with HN at inverse temperature β > 0, i.e.
piN ,β(σ ) := exp(−βHN (σ ))Z N ,β . (3.3)
Here, of course,
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Z N :=
∑
σ
e−βHN (σ ).
For the purpose of this paper we will always assume that the patterns are independent and
identically distributed, such that all random variables (ξµi )i,µ are i.i.d. with
P(ξµi = 1) = P(ξµi = −1) =
1
2
.
Note that this in particular implies that HN is a random function (depending on the realization
of ξ = (ξµi )i,µ) and the piN ,β are random measures on {−1,+1}N . However, for p growing
slowly with N , in particular for finite p, they exhibit an almost sure behavior, that is, in the
limit for large N , the system behaves in many respects independently of the realization of ξ . In
particular, it is well known that the system almost surely undergoes a phase transition at β = 1.
One way to formalize this is to consider an order parameter of the system, the overlap parameter.
This is given by
m N (σ ) = (mµN (σ ))pµ=1 with mµN (σ ) =
1
N
N∑
i=1
σiξ
µ
i . (3.4)
The importance of the overlap parameter is based on two observations. First, the overlap
parameter measures how much a configuration agrees or disagrees with one of the given patterns:
A large overlap in the µ’th coordinate means that σ is close to ξµ; a large negative value of the
same coordinate implies that σ is close to the negative of ξµ. Theorems that state that certain
coordinates of m N do not vanish with high probability therefore make a statement about whether
or not certain patterns are stored under a stochastic retrieval dynamics. Second, note that the
energy function can be expressed as a function that solely depends on the overlap parameter,
since
HN (σ ) = −N2 ‖m N (σ )‖
2
2
where ‖ · ‖2 simply is the L2-norm.
One way to state the above mentioned phase transition result is the following
Theorem 3.1 (cf. [22,11,2]). For finitely many patterns p (independent of N) the following
holds true for P-almost all realizations of the patterns ξ :
lim
N→∞piN ,β(m N (σ ))
−1 = 1
2p
p∑
µ=1
(δz+(β)eµ + δz−(β)eµ). (3.5)
Here eµ is the µ’th unit vector in Rp and z+(β) is the largest solution of the so-called
Curie–Weiss equation
z = tanh(βz) (3.6)
and z−(β) = −z+(β).
Remark 3.2. Theorem 3.1 does indeed describe a phase transition, since (3.6) has only one
solution for β ≤ 1 (the high temperature regime), but three (symmetric) solutions for β > 1 (the
low temperature regime). In other words, for β smaller than 1, a typical (i.e. randomly drawn
according to piN ,β ) configuration will have no significant overlap with any of the patterns, while
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for larger β there will be a certain µ and a certain sign such that in the limit of large N most of
the configurations (with respect to piN ,β ) σ overlap with ξµ (or its negative).
One should also note that, for p = 1, the Hopfield model agrees with the Curie–Weiss model
via the simple transformation σi 7→ σiξ1i and Theorem 3.1 is nothing but the well-known fact
that for the Curie–Weiss model there is a phase transition, which can be expressed in terms of
the magnetization 1N
∑n
i=1 σi .
In this note we ask ourselves whether one can simulate rapidly from the Hopfield distribution
piN ,β . The fact that for p = 1 the Hopfield model and Curie–Weiss model agree shows that a
simple Metropolis–Hastings algorithm does not work for low temperatures, since this has been
proven to converge slowly already in the Curie–Weiss model at low temperatures by Madras [15].
We will thus investigate the convergence properties of the Swapping Algorithm for the Hopfield
model. This will also answer the question of whether the speed of convergence can be determined
by the number of minima of the energy function (since the energy function in the Hopfield model
has even more minima than the energy function of the three-state Potts model).
4. Technical preparations
In this section we will state and quote some of the relevant estimates from other articles.
Also we will make precise (for the first time in this paper) what exactly we mean by “rapid
mixing” and “slow mixing”. To this end, we measure the distance between the distribution of a
Markov chain on a finite state space B with transition matrix P (which, for the purpose of this
section, is not necessarily the chain associated with the swapping algorithm) and its invariant
measure pi after n steps as the total variation distance. If P is reversible with respect to pi , which
we will always assume, then P can be diagonalized and it is rather obvious that the speed of
convergence of Pn (for any initial distribution) should be governed by the size of the eigenvalue
of P which in absolute value is closest to 1 (apart from the case for the eigenvalue 1, of course).
This can be formalized in various ways. One is given by Diaconis and Saloff-Coste [6]. They
show that, if we order the eigenvalues of P as
1 = λ0 > λ1 > · · · > λ|B|−1 > −1
and set
Gap(P) := 1−max{λ1, λ|B|−1}
(which in our case will always be 1− λ1), then we obtain for any starting point x ∈ B
‖Pnx − pi‖ ≤
1
2
√
pi(x)
(1− Gap(P))n .
Here |B| is the length of every x ∈ B, ‖ · ‖ denotes the total variation norm and the lower index
x is the starting point of the chain.
Another way to obtain similar bounds is to consider the first time when the total variation
distance between the chain and the invariant measure is smaller than a given ε > 0:
τx (ε) := min{n : ‖Pnx − pi‖ ≤ ε}.
We will call P rapidly mixing if τx (ε) can be bounded by a polynomial in |B| = N (and− log ε).
The opposite situation is called torpid mixing. Sinclair [23] shows that with
pi∗ := min
x∈B
pi(x)
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one has
τx (ε) ≤ 1Gap(P) log
1
pi∗ε
and
τx (ε) ≥ |λ1|2Gap(P) log
1
2ε
.
It thus suffices to bound the so called spectral gap Gap(P) by a polynomial of the system size
to prove that P is rapidly mixing. One such method is to use the characterization of the second-
largest eigenvalue of P with Dirichlet forms. To this end consider the Dirichlet form associated
with P , defined for any real valued function f on B as
E( f, f ) = 1
2
∑
x,y∈B
( f (x)− f (y))2 P(x, y)pi(x)
and the variance of f :
Var( f ) = Epi ( f 2)− (Epi ( f ))2 = 12
∑
x,y∈B
( f (x)− f (y))2pi(y)pi(x).
Then the spectral gap of P can be computed as
Gap(P) = inf
{E( f, f )
Var( f )
: f ∈ L2(pi) and f 6≡ const.
}
(4.1)
(cf. [7]).
Often it will be useful to compare the spectral gap of a Markov chain to that of another one. In
the case of a product chain the spectral gap is given by that of the “slowest chain”, i.e. of the one
with the smallest spectral gap. This result, that was already stated before, can be found e.g. in the
paper [5] by Diaconis and Saloff-Coste.
Lemma 4.1. For each i = 1, . . . ,m let Ki be a Markov chain on Bi . Let K be the product
Markov chain on the product space
∏m
i=1 Bi
K = 1
m
m∑
i=1
I ⊗ I ⊗ · · · ⊗ I ⊗ Ki ⊗ I ⊗ · · · ⊗ I.
Then
Gap(K ) = 1
m
min{Gap(Ki ), i = 1, . . . ,m}.
The next lemma, which is also due to Diaconis and Saloff-Coste [5], deduces a comparison
for the spectral gaps from a comparison of the associated Dirichlet forms. In view of (4.1) this
should not come as a surprise.
Lemma 4.2. Let K and K ′ be two Markov chains on the same state space B with invariant
measures pi and pi ′, and Dirichlet forms E and E ′, respectively. If there are constants C > 0 and
c > 0 such that
E ′ ≤ CE and pi ≤ cpi ′
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then also
Gap(K ′) ≤ C
c
Gap(K ).
Also, it will be useful to compare the spectral gap of one step of a Markov chain with that of m
iterations of the same chain. This is done by the following
Lemma 4.3. For any reversible finite Markov chain P, one has
Gap(P) ≥ 1
m
Gap(Pm)
for any positive integer m.
The proof can be found in [16].
A technique that is a key to the proof of the rapid mixing property of the swapping algorithm,
not only for the Hopfield model, but also already for the Curie–Weiss model, is described in
detail by Madras and Zheng. Again we assume that P is the transition matrix of a Markov chain
on some finite state space B that is reversible with respect to a probability measure pi on B. Now
we decompose B into disjoint subsets Bi such that
B =
m⋃
i=1
Bi Bi ∩ B j = ∅, i 6= j.
Furthermore we consider the restriction Pi of P to Bi defined by
Pi (x, B) := P(x, B)+ 1x∈B P(x,B \ Bi ), for x ∈ Bi , B ⊆ Bi ,
i.e. Pi rejects jumps that leave Bi . Pi is reversible with respect to the restriction of pi to Bi .
Let Q be another Markov chain on B that is reversible with respect to pi . For Q we consider
the Markov chain on the coarser space of the Bi , i.e. we define
Q(i, j) = 1
pi(Bi )
∑
x∈Bi
∑
y∈B j
pi(x)Q(x, y), i, j = 1, . . . ,m.
Q is reversible with respect to the vector pi(B1), . . . , pi(Bm).
The important result for our purpose was established by Caracciolo, Pelissetto and Sokal [3]
(cf. also [16]).
Theorem 4.4. Assume that Q as an operator is positive and denote by Q1/2 its positive root.
Then
Gap(Q1/2 P Q1/2) ≥ Gap(Q)min{Gap(Pi ) : i = 1, . . . ,m}.
The following lemma will help us to apply Theorem 4.4. It follows from Lemma 4.3 together
with Lemma 7 in [16]. For a proof see [16].
Lemma 4.5. In the situation of Theorem 4.4 the following estimate holds true:
Gap(Q P Q) ≥ 1
3
Gap(Q1/2(Q P Q)Q1/2).
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5. Statement of the result
We will now state the central result of the paper.
Theorem 5.1. Consider the Markov chain P˜ associated with the swapping algorithm with M
parallel chains for simulating from the Gibbs measure piN ,β∗ of the Hopfield model with two
patterns at a fixed given temperature β∗. Then it holds for all β∗ > 0 and all realizations of the
patterns ξ1 and ξ2 such that ξ1 6= ±ξ2 that
Gap(P˜) ≥ 1
12
ϑ4
N
M+24
M7 N 8
. (5.1)
Here ϑ = e−β∗/2. In particular, if we choose M = cN for some positive constant c, this implies
that the swapping algorithm is rapidly mixing.
Remark 5.2. For p = 2, the idea of the proof is to first introduce new variables, which allow us
to divide the set of configurations into four subsets of equal probability (for every measure piN ,β ).
The case of a finite number p ≥ 3 of patterns, for which the method cannot be extended directly,
is now under our consideration. Moreover, the proof of our result indicates that the power of N
and M in the right hand side of (5.1) will depend on p. This dependence on p indicates that the
problem of simulating rapidly from the invariant measure of the Hopfield model with a number
of patterns that increases with N may be much harder, maybe even impossible.
6. Proof of the theorem
We will now prove our main result Theorem 5.1. As we explained previously, we consider
the case p = 2 in the rest of the paper. Our proofs resemble those given by Madras and Zheng
in [16] for the case of Curie–Weiss model. The key idea will be to decompose the swapping
algorithm appropriately, such that Theorem 4.4 is applicable. Here Q will be (more or less) the
pure swapping chain, while P represents the Metropolis–Hastings chain. If we subdivide our
state space into pieces of an appropriate size we “just” need to show that the pure swapping
chain mixes rapidly between these pieces (which means that they must not be too small) and
that the Metropolis–Hastings chain mixes rapidly on each of the pieces (which means that they
must not be too big, either, since we want to avoid a situation of two minima of the free energy
function, as in the Metropolis–Hastings chain for the Curie–Weiss model).
We start with a simple observation
Lemma 6.1. With ϑ = e−β∗/2 we have that
%i,i+1(σ ) ≥ ϑ2N/M
for all i = 0, . . . ,M − 1 and all σ = (σ 0, . . . , σM ) ∈ ({−1,+1}N )M+1.
Proof. Recall that βi = iM β∗. Now, setting pii (σ ) := piN ,βi (σ ), with piN ,βi defined in (3.3),
%i,i+1(x) := min
{
1,
pii (σ
i+1)pii+1(σ i )
pii (σ i )pii+1(σ i+1)
}
= min
1,
e
iβ∗/M N2
2∑
µ=1
(mµN (σ
i+1))2
e
(i+1)β∗/M N2
2∑
µ=1
(mµN (σ
i ))2
e
iβ∗/M N2
2∑
µ=1
(mµN (σ
i ))2
e
(i+1)β∗/M N2
2∑
µ=1
(mµN (σ
i+1))2

M. Lo¨we, F. Vermet / Stochastic Processes and their Applications 119 (2009) 3471–3493 3481
= min
1, e
β∗/M N2
2∑
µ=1
(mµN (σ
i ))2
e
−β∗/M N2
2∑
µ=1
(mµN (σ
i+1))2

≥ ϑ2N/M ,
the latter, because each component of mµN of the overlap vector is obviously between −1
and 1. 
We now define the decomposition of the state space that we need in order to be able to apply
Theorem 4.4. To this end, let Λ1 = { j ∈ {1, . . . , N } : ξ1j = ξ2j } and Λ2 = { j ∈ {1, . . . , N } :
ξ1j = −ξ2j }. Let λ1 := #(Λ1) and λ2 := #(Λ2). We suppose that λ1 and λ2 are strictly positive,
i.e. ξ1 and ξ2 are not identical, and ξ1 is not just the negative of ξ2. Now, for each σ ∈ {−1,+1}N
and i = 1, 2, define zi (σ ) = #{ j ∈ Λi : σ j = ξ1j }. Consider the space S = {−,+}2 and for
σ ∈ {−1,+1}N define its signature by sign(σ ) to be the vector
sign(σ ) =
(
sgn
(
z1(σ )− λ12
)
, sgn
(
z2(σ )− λ22
))
∈ S,
where for each i = 1, 2 we define
sgn
(
zi (σ )− λi2
)
=

+ if zi (σ )− λi2 > 0
− if zi (σ )− λi2 < 0.
In the case where λi/2 is an integer we declare half of the configurations σ ∈ {−1,+1}N with
zi (σ ) − λi2 = 0 to satisfy sgn(zi (σ ) − λi2 ) = + and the others to fulfill sgn(zi (σ ) − λi2 ) = −.
More precisely, we consider the configurations with restriction to Λi : With each σ |Λi verifying
zi (σ |Λi ) − λi2 = 0 (zi depends only on the coordinates in Λi ), we associate the unique
configuration with restriction to Λi , σ |′Λi , such that (σ |Λi )′j = −(σ |Λi ) j for all j ∈ Λi . We
then decide that for each such pair (σ |Λi , σ |′Λi ) (which may be ordered arbitrarily) the first
element satisfies sgn(zi (σ |Λi )− λi2 ) = + and the second sgn(zi (σ |′Λi )− λi2 ) = −.
Now, for x ∈ ({−1,+1}N )M+1 we define the signature of x to be the signature of its last M
components (the infinite temperature case β0 = 0 plays a special role in this entire analysis), and
hence a vector in SM . More formally, for x = (x0, . . . , xM ) ∈ ({−1,+1}N )M+1 we define
signt(x) := (sign(x1), . . . , sign(xM )) ∈ SM .
Now we partition the space X := ({−1,+1}N )M+1 accordingly. For 0 ≤ k1, k2 ≤ M and
k = (k1, k2) put
Sk := {s = (s jr ) j=1,2
r=1,...,M
∈ SM : For j = 1, 2, k j of the components of (s jr )r=1,...,M are +}.
Hence the Sk partition the set SM and the sets
Xk := {x ∈ X : signt(x) ∈ Sk}
partition the set X .
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Now with Q defined as in Section 2 (the pure swapping chain), we define the aggregated chain
Q as in Section 4: For i, j ∈ {0, . . . ,M}2 let
Q(i, j) = 1
Π (Xi )
∑
x∈Xi
∑
y∈X j
Π (x)Q(x, y), (6.1)
where Π is defined as in (2.1) and is the invariant measure for Q. Then Theorem 4.4 and
Lemma 4.5 tell us that
Gap((Q P Q)) ≥ 1
3
Gap(Q1/2(Q P Q)Q1/2) ≥ 1
3
Gap(Q) min
k∈{0,...,M}2
Gap((Q P Q)|Xk ) (6.2)
where (Q P Q)|Xk is the swapping algorithm restricted to Xk .
We therefore start by estimating the spectral gap of Q. To this end observe that Q is a random
walk on {0, . . . ,M}2 that can go at most one step per coordinate and unit of time (but also on
all diagonals) and that such a step is only taken if the zeroth and the first temperature levels are
swapped.
Since Q is reversible with respect to Π , the aggregated chain Q is reversible with respect to
the probability distribution (pk) := (Π (Xk)), where the index k is taken from {0, . . . ,M}2. Now,
let
Zs = {σ ∈ {−1,+1}N : sign(σ ) = s}, for s ∈ {−,+}2.
By symmetry, we have for all i = 0, . . . ,M,
pii (Z(−,−)) = pii (Z(−,+)) = pii (Z(+,−)) = pii (Z(+,+)) = 1/4. (6.3)
Indeed, if we define the variables yµ as yµ(σ ) := #{ j ∈ {1, . . . , N } : σ j = ξµj }, for µ = 1, 2,
the energy function HN can be rewritten as
HN (σ ) = − 12N
2∑
µ=1
(2yµ(σ )− N )2.
Using then the relations y1(σ ) = z1(σ )+ z2(σ ), y2(σ ) = z1(σ )− z2(σ )+λ2 and λ1+λ2 = N ,
we get after some easy calculations
HN (σ ) = − 4N
((
z1(σ )− λ12
)2
+
(
z2(σ )− λ22
)2)
.
For each σ ∈ Z(+,+), if we change all coordinates σ j for j ∈ Λ1, we get a configuration
σ ′ ∈ Z(−,+) with z1(σ ′) = λ1 − z1(σ ) and then HN (σ ) = HN (σ ′). We can proceed similarly
for Z(+,−) and Z(−,−). Then we have a bijection preserving the measures pii between the four
subsets Zs , which gives (6.3).
This implies in particular that each of the sets Xk has the probability
pk = Π (Xk) = 4−M
(
M
k1
)(
M
k2
)
, k = (k1, k2).
Let us compare the chain Q to another chain. Observe that Q(k, l) = 0 if l has at least one
component i with |ki − li | > 1. We first prove the following estimate:
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Lemma 6.2. Let k, l ∈ {0, . . . ,M}2 such that ki = li − 1 for one component i and k j = l j for
the other. Then
Q(k, l) ≥ 1
8M
ϑ2N/M
M − ki
M
.
Proof. Let i ∈ {1, 2}, j ∈ {1, 2} \ {i} and k, l ∈ {0, . . . ,M}2 such that ki = li − 1 and k j = l j .
For h ∈ {1, 2}, let th(σ ) := sgn(zh(σ )− λh2 ). The only way to have Q(x, y) > 0 for x ∈ Xk and
y ∈ Xl is that ti (x0) = +, ti (x1) = −, t j (x0) = t j (x1) and y = x0,1, i.e. the positions of x0 and
x1 are interchanged. Then, if we define
Sik = {s = (shr ) h=1,2
r=0,...,M
∈ S × Sk : si0 = +, si1 = − and s j0 = s j1},
we have
pk Q(k, l) =
∑
y∈Xl
∑
x∈Xk
Π (x)Q(x, y)
=
∑
s∈Sik
∑
x0,x1 :ti (x0)=+,ti (x1)=−,
t j (x0)=t j (x1)=s j0
∑
x2,...,xM :
th (xr )=shr ,
h=1,2, 2≤r≤M
Π (x)Q(x, x0,1)
=
∑
s∈Sik
∑
x0,x1 :ti (x0)=+,ti (x1)=−,
t j (x0)=t j (x1)=s j0
∑
x2,...,xM :
th (xr )=shr ,
h=1,2, 2≤r≤M
Π (x)
1
2M
%0,1(x)
≥ 1
2M
∑
s∈Sik
∑
x0,x1 :ti (x0)=+,ti (x1)=−,
t j (x0)=t j (x1)=s j0
pi0(x0)pi1(x1)ϑ
2N/M
∑
x2,...,xM :
th (xr )=shr ,
h=1,2, 2≤r≤M
M∏
j=2
pi j (x j )
= 1
2M
∑
s∈Sik
(
1
4
)(M+1)
ϑ2N/M
= 1
2M
(
1
4
)(M+1)
ϑ2N/M
(
M − 1
ki
)((
M − 1
k j − 1
)
+
(
M − 1
k j
))
.
Indeed, we get the inequality of the fourth line by Lemma 6.1 and the definition (2.1) of the
measure Π . Then we use the property (6.3) and for the last equality, we count the number of
terms in the set Sik . Now, since pk = 4−M
∏2
h=1
(
M
kh
)
, we get
Q(k, l) ≥ 1
8M
ϑ2N/M
M − ki
M
(
k j
M
+ M − k j
M
)
= 1
8M
ϑ2N/M
M − ki
M
. 
Now we describe the chain that we will compare Q to. Let K be the random walk on the same
set {0, . . . ,M}2 again conditioned on K staying inside this set. The random walk K has transition
probabilities K (k, l) = 0 if ‖k − l‖1 :=∑2j=1 |k j − l j | > 1, K (k, l) = 14 if ‖k − l‖1 = 1 and
K (k, k) = 1−
∑
l∈{0,...,M}2
‖k−l‖1=1
1
4
.
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Now let R be the Metropolis–Hastings chain with base chain K for the product of
binomial distributions on {0, . . . ,M}2 with parameter 1/2, and hence for the distribution p =
(pk)k∈{0,...,M}2 . Its spectral gap may be evaluated by the results in [5]: Indeed, since R is the
Metropolis chain for the product of two binomial distributions, we have Gap(R) ≥ 12M . Now we
will use the chain R to estimate the spectral gap of the chain Q. As a matter of fact, we observe
that for i ∈ {1, 2}, j ∈ {1, 2} \ {i}, k, l ∈ {0, . . . ,M}2 with li = ki + 1 and k j = l j ,
R(k, l) = K (k, l)min
{
1,
pl
pk
}
= 1
4
min
{
1,
M − ki
ki + 1
}
.
On the other hand, from the above computation we obtain
Q(k, l) ≥ 1
8M
ϑ2N/M
M − ki
M
≥ 1
16M
ϑ2N/M min
{
1,
M − ki
ki + 1
}
≥ 1
4M
ϑ2N/M R(k, l).
We can prove the same estimate for k, l such that ‖k − l‖1 = 1, with ki = li + 1 for some i .
Moreover, we have R(k, l) = 0 whenever ‖k − l‖1 > 1. These results give finally that
Q(k, l) ≥ 1
4M
ϑ2N/M R(k, l)
for all k, l ∈ {0, . . . ,M}2. Since both Q and R have the same invariant measure, we obtain
EQ ≥
1
4M
ϑ2N/MER
and hence Lemma 4.2 implies the following proposition.
Proposition 6.3. The spectral gap of Q is bounded from below by
Gap(Q) ≥ 1
8M2
ϑ2N/M .
Now, in inequality (6.2), we need a lower bound for each of the terms Gap((Q P Q)|Xk ). First,
we have
Gap((Q P Q)|Xk ) ≥
1
8
Gap(Qk Pk Qk),
as in (26) in [16], where Pk and Qk are the restrictions of P and Q, respectively, to the set Xk .
Next we use a further decomposition, this time of each Xk : For each s ∈ Sk , we set
Xs := {x ∈ Xk : signt(x) = s},
which induces the decomposition
Xk =
⋃
s∈Sk
Xs .
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Since Qk is positive and reversible, Lemma 7 and its Remark 3 in [16] imply that Gap(Qk
Pk Qk) ≥ Gap((Qk)1/2 Pk(Qk)1/2) and we again apply Theorem 4.4 to (Qk)1/2 Pk(Qk)1/2 to
obtain
Gap((Q P Q)|Xk ) ≥
1
8
Gap(Qk)min
s∈Sk
Gap(Pˆs),
where Pˆs is the restriction of Pk to the set Xs .
We will next estimate the gap of the Markov chain Qk for k ∈ {0, . . . ,M}2, i.e. the Markov
chain on Sk induced by Qk . More precisely, for s, t ∈ Sk define
Qk(s, t) = pkΠ (Xs)
∑
y∈Xt
∑
x∈Xs
Πk(x)Qk(x, y).
Here Πk is Π restricted to Xk , and hence
Πk(A) = Π (A ∩ Xk)pk A ⊆ X ,
and Qk is Q restricted to Xk ; thus
Qk(x, A) := Q(x, A ∩ Xk)+ Q(x,X \ Xk) x ∈ Xk, A ⊆ X .
Naturally,
Qk(s, s) = 1−
∑
t 6=s
Qk(s, t).
Note that since Qk is reversible with respect to pk , so is Qk with respect to
ps := Π (Xs)/pk .
Observe that for s 6= t ∈ Sk , both s and t are matrices with columns s.i =
(
s1i
s2i
)
and t.i =(
t1i
t2i
)
, i = 1, . . . ,M , respectively. Now, obviously, Qk(s, t) 6= 0 if and only if there is a single
i ∈ {1, . . . ,M} such that(
s1i
s2i
)
=
(
t1,i+1
t2,i+1
)
(6.4)
and (
s1,i+1
s2,i+1
)
=
(
t1i
t2i
)
. (6.5)
Let us assume that s and t satisfy (6.4) and (6.5). Then
ps Qk(s, t) =
∑
y∈Xt
∑
x∈Xs
Πk(x)Qk(x, y)
=
∑
x∈Xs
Π (x)
pk
Qk(x, x
i,i+1)
= 1
pk
∑
x∈Xs
Π (x)
1
2M
%i,i+1(x)
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≥ 1
2Mpk
∑
x∈Xs
Π (x)ϑ2N/M
= ϑ
2N/M
2Mpk
Π (Xs)
= ϑ
2N/M
2M
(
M
k1
) (
M
k2
) .
Here, for the inequality we used Lemma 6.1, while in the last line we exploited
Π (Xs) = 4−M while pk = 4−M
(
M
k1
)(
M
k2
)
.
We will bound the spectral gap of Qk by comparison with a two-dimensional exclusion process
U on Sk , defined as follows. The simple exclusion process U˜m on {−,+}M with exactly
m ∈ {1, . . . ,M − 1} particles “+” on the line segment {1, . . . ,M} is defined in the usual way:
One of the particles, selected uniformly at random with probability 1/m, tries to jump to the
left or to the right with equal probability (it doesn’t jump if the destination site is occupied or is
outside of {1, . . . ,M}). For this process we know that
Gap(U˜m) ≥ 4
mM2
(cf. [4]). Now U˜k1 and U˜k2 induce the Markov chain
U := 1
2
(U˜k1 ⊗ I + I ⊗ U˜k2).
Following Lemma 4.1 we can compute the spectral gap of U as
Gap(U ) = 1
2
min{Gap(U˜k1),Gap(U˜k2)} ≥ 2
M3
.
Now, on the other hand, from the above estimate and the fact that ps = 1( M
k1
)(
M
k2
) we obtain
Qk(s, t) ≥ 1M ϑ
2N/MU (s, t).
Since the two processes U and Qk have the same invariant distribution (the uniform law ps), we
obtain for the associated Dirichlet forms
EQk ≥
1
M
ϑ2N/MEU
and thus
Proposition 6.4. For all k ∈ {0, . . . ,M}2 the spectral gap of Qk satisfies
Gap(Qk) ≥ 2 ϑ
2N/M
M4
.
We now turn to the estimation of the spectral gap of the Metropolis part of the algorithm that
is responsible for the rapid mixing on the subsets of the state space with just one local minimum
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of the energy function. For every s ∈ Sk , we have
Pˆs = 1M + 1
M∑
i=0
I ⊗ · · · ⊗ I︸ ︷︷ ︸
i
⊗
(
I + T s.ii
2
)
⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
M−i
,
where T s.00 = T0 by convention and T s.ii is the Metropolis–Hastings random walk with base
chain K and invariant distribution pii , restricted to the set Xs.i := {x ∈ X : sign(x) = s.i }.
By Lemma 4.1, it is enough to prove a lower bound for the spectral gap of each of the
Pˆs.i := (I + T s.ii )/2.
For i = 0, i.e. β0 = 0, we can remark as in [16], p. 95–96, that T0 is the random walk on the
hypercube {−1,+1}N from Example 3.2 of [5] and
Gap
(
I + T0
2
)
= 1
N
.
For i = 1, . . . ,M , let us do this with simplified notation. To this end define the spaces
Xs1,s2 := {x ∈ X : sign(x) = (s1, s2)}
for s1, s2 ∈ {−,+}. As already mentioned, by construction of these sets, we have
piβ(Xs1,s2) =
1
4
for all s1, s2 ∈ {−,+} and all temperatures β. We fix an arbitrary β > 0 and a choice of
s1, s2 ∈ {−,+}. We denote by T the restriction of the Metropolis chain to Xs1,s2 at temperature
β and by Pˆ ,
Pˆ := I + T
2
.
Note that since Pˆ has only non-negative eigenvalues, its associated operator is positive. More
formally, we have
Pˆ(x, y) =

1
2N
min{1, e−β(HN (y)−HN (x))} if ‖x − y‖1 = 2
0 if ‖x − y‖1 > 2
1−
∑
z 6=x
Pˆ(x, z) if x = y.
Note that since for x, y with ‖x − y‖1 = 2 we have
HN (y)− HN (x) = N2
2∑
µ=1
(mµN (x))
2 − (mµN (y))2 ≤ 4.
This implies that for ‖x − y‖1 = 2
Pˆ(x, y) ≥ 1
2N
e−4β .
Let [a] be the integer part of a. Setting
M−i := {0, . . . , [λi/2]}
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and
M+i := {[(λi + 1)/2], . . . , λi },
for i = 1, 2, we can make the decomposition
Xs1,s2 =
⋃
i1∈Ms11
⋃
i2∈Ms22
X i1,i2s1,s2
with
X i1,i2s1,s2 := {x ∈ Xs1,s2 : z1(x) = i1, z2(x) = i2}.
Theorem 4.4 and Lemma 4.3 together yield
Gap(Pˆ) ≥ 1
4
Gap(Pˆ4) = 1
4
Gap(V 1/2 Pˆ2V 1/2)
≥ 1
4
Gap(V ) min
i1∈Ms11 ,i2∈M
s2
2
Gap(Pˆ2(i1,i2)) (6.6)
where V := Pˆ2 and V is the aggregated chain of V on the space {(i1, i2) : i1 ∈Ms11 , i2 ∈Ms22 },
i.e.
V ((i1, i2), ( j1, j2)) = 1q(i)
∑
x∈X i1,i2s1,s2
∑
y∈X j1, j2s1,s2
4piβ(x)Pˆ2(x, y),
with
q(i) =
∑
x∈X i1,i2s1,s2
4piβ(x) =
4ri1ri2
(
λ1
i1
) (
λ2
i2
)
e
4β
N ((i1− λ12 )2+(i2− λ22 )2)
Z N (β)
for all i = (i1, i2). In the last formula, ri j is equal to 1 except if λ j is even and i j = λ j/2. In
this case, ri j = 1/2. This corresponds to the configurations x such that z j (x) = λ j/2: We set
their sign to be+ for half of them and− for the others, which explains the factor 1/2. Moreover,
Pˆ2(i1,i2) is the restriction of Pˆ
2 to the set X i1,i2s1,s2 . We will thus try to bound the spectral gap of both
V as well as all the Pˆ2(i1,i2). For the first we prove:
Proposition 6.5. The spectral gap of the chain V at inverse temperature β satisfies
Gap(V ) ≥ 64e
−4β
N 5
.
The proof of this proposition uses Poincare´’s inequality. If for each pair i, j ∈ {(i1, i2) : i1 ∈
M
s1
1 , i2 ∈ Ms22 } we select a path γi, j connecting i with j , where the possible edges of γi, j are
the couple of points (a, b) with a, b ∈ {(i1, i2) : i1 ∈Ms11 , i2 ∈Ms22 } such that V (a, b) > 0, the
spectral gap of V can be bounded by
Gap(V ) ≥ 1
κ
with
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κ := max
e
1
Vˆ (e)
∑
γi, j3e
|γi, j | q(i) q( j) (6.7)
(where the max is taken over all edges e and the sum runs over all paths using this edge), |γi, j |
denotes the number of edges in the path γi, j and for an edge e = (i, j) = ((i1, i2), ( j1, j2)),
Vˆ (e) = q(i)V (i, j).
Observe that since Pˆ(x, x) ≥ 1/2 we have that
Pˆ2(x, y) ≥ 1
2
Pˆ(x, y) for all x 6= y.
Due to this property, it is possible to consider paths with edges connecting only points i, j such
that i = (i1, i2) and j = ( j1, j2) ∈ {(i1+ 1, i2), (i1− 1, i2), (i1, i2+ 1), (i1, i2− 1)}. Moreover,
for such admissible choices of i, j ,
V (i, j) = 1
q(i)
∑
x∈X i1,i2s1,s2
∑
y∈X j1, j2s1,s2
4 piβ(x)Pˆ2(x, y)
≥ 1
q(i)
∑
x∈X i1,i2s1,s2
4piβ(x)
1
2
Pˆ(x, y)
≥ 1
4N
e−4β .
Thus for each edge e = (i, j) with i = (i1, i2) and j = ( j1, j2) we have (as long as it has
non-zero Pˆ-probability)
Vˆ (e) = q(i) V (i, j) ≥ q(i) 1
4N
e−4β
as well as
Vˆ (e) = q( j) V ( j, i) ≥ q( j) 1
4N
e−4β .
In order to be able to apply Poincare´’s inequality effectively, we also need an estimate for the
invariant measure. To this end we start with a lemma that looks at first glance of little use.
Lemma 6.6. For each choice of s = (s1, s2) ∈ {−,+}2 and each fixed i2 ∈ Ms22 , the
distribution (q((i1, i2)), i1 ∈Ms11 ) is unimodal and takes its maximum in a value imax(s) which
is independent of i2.
By symmetry, this is also true for (q((i1, i2)), i2 ∈Ms22 ) for each choice of i1 ∈Ms11 .
Proof. Note that for each s and each fixed choice of i2, the mapping
i1 7→ q((i1, i2))
equals
i1 7→
ri1
(
λ1
i1
)
e
4β
N
(
i1− λ12
)2
Z˜ N (β)
with an appropriate normalizing factor Z˜ N (β). Now, we suppose that s1 = +. Then for
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i1 ∈ {λ1+12 + 1, . . . , λ1} if λ1 is odd (and for i1 ∈ {λ12 + 2, . . . , λ1} if λ1 is even), we have
q((i1 − 1, i2))
q((i1, i2))
= i1
λ1 − i1 + 1 exp
(
4β
N
(−2i1 + λ1 + 1)
)
,
which can be written as
q((i1 − 1, i2))
q((i1, i2))
= e f (i1),
with
f (t) = log(t)− log(λ1 − t + 1)+ 4βN (−2t + λ1 + 1).
Then we have
f ′′(t) = − 1
t2
+ 1
(λ1 − t + 1)2 ,
which is strictly positive for t > λ1+12 . Since the function f is convex on [λ1+12 , λ1] and
f (λ1+12 ) = 0, we get that the function f changes sign at most once on [λ1+12 , λ1]. This implies
directly that the distribution (q((i1, i2)), i1 ∈ M+1 ) is unimodal if λ1 is odd. Now, if λ1 is even,
for i1 = λ12 + 1, we have
q((i1 − 1, i2))
q((i1, i2))
= 1
2
i1
λ1 − i1 + 1 exp
(
4β
N
(−2i1 + λ1 + 1)
)
= λ1/2+ 1
λ1
e−
4β
N < 1,
if λ1 ≥ 2. Combining q((λ12 , i2)) < q((λ12 + 1, i2)) with the preceding properties of f gives
the unimodality of (q((i1, i2)), i1 ∈ M+1 ) for λ1 even. And using the fact that q((i1, i2)) =
q((λ1 − i1, i2)) for i1 ∈ [0, λ12 ], by symmetry, (q(i1, i2), i1 ∈M−1 ) is also unimodal. 
This lemma immediately implies
Lemma 6.7. For each choice of s = (s1, s2) and each pair i = (i1, i2) and j = ( j1, j2) in Xs1,s2
there is a path (v1, v2), (v2, v3), . . . , (vn−1, vn) such that v1 = i and vn = j and vl and vl+1
only differ in one coordinate and in this coordinate they differ by 1 and such that the distribution
qi1,i2 is unimodal along this path.
Proof. Consider the coordinates k ∈ {1, 2} such that
ik < imax(s) < jk or jk < imax(s) < ik,
where imax(s) is defined as in the previous lemma. Let r ∈ {0, 1, 2} the number of these
coordinates.
If r = 0, for instance i1 ≤ j1 ≤ imax (s) and i2 ≤ j2 ≤ imax (s), we choose the path as
follows: First we change the coordinate i1 into the direction of j1 (by one unit per step) and keep
the other coordinate fixed until we have reached j1. Next, we change the coordinate i2 in the
same fashion, until we have reached j2.
If r = 1, for instance suppose that i1 < imax(s) < j1 and i2 ≤ j2 ≤ imax. We choose the path
as follows: First we change the coordinate i2 into the direction of j2 (by one unit per step) and
keep the other coordinate fixed until we have reached j2. Next, we change the coordinate i1 in
the same fashion, until we have reached j1.
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If r = 2, first we change the coordinate i1 into the direction of j1 (by one unit per step) and
keep the other coordinate fixed until we have reached imax. Then we change the coordinate i2
until we have reached j2. After that we change the first coordinate, until we have reached j1.
Clearly, these paths are paths connecting i and j that change only one coordinate by one unit
per step. Due to the previous lemma the distribution q(i1, i2) is unimodal along these paths.
Observe that, of course, for r = 0 and r = 1, we considered particular configurations for
i1, i2, j1, j2, but all other cases can be treated similarly. 
With this collection of paths we now compute Poincare´’s bound.
To this end we need to give an upper bound to κ as defined in (6.7). Now, as there are at most
N 2/16 edges e in each path,
κ ≤ N
3
4
e4β max
e
1
q(a)
∑
γi, j3e
q(i)q( j),
where a = (a1, a2) is one end point of the edge e. Now, due to the monotonicity result in
Lemma 6.7, by the construction of every path γi j containing an edge e = (a, b), we have either
q(i) ≤ q(a) or q( j) ≤ q(a). Then, for each e,∑
γi, j3e
q(i)q( j) ≤
∑
i∈Ms11 ×M
s2
2
q(a)
∑
j∈Ms1×Ms2
q( j) ≤ N
2
16
q(a),
the last sum being equal to 1.
This gives finally
κ ≤ N
5
64
e4β ,
and thus a polynomial bound on the spectral gap of V .
Finally, we need to bound the spectral gap of Pˆ2(i1,i2) for each choice of i1, i2. If (i1, i2) ∈
{0, λ1} × {0, λ2}, the set X i1,i2s1,s2 consists of one element, only. For all other choices of i1, i2, we
can walk with Pˆ2(i1,i2) from x to y, if x, y ∈ X
i1,i2
s1,s2 , x 6= y, ‖x − y‖1 = 2, by visiting a vertex z
in one of the “neighboring sets” X j1, j2s1,s2 , il = jl ± 1 for an index l ∈ {1, 2} and il ′ = jl ′ for the
other index. By the bound on the transition probabilities we have given above,
Pˆ2(i1,i2)(x, y) ≥ Pˆ(x, z)Pˆ(z, y)
≥ 1
4N 2
e−8β .
Now, since each X i1,i2s1,s2 has polynomial size (in N ) and the transition probabilities of Pˆ2(i1,i2) are
bounded from below by the inverse of a polynomial, the spectral gap of Pˆ2(i1,i2) is bounded from
below as well by the inverse of a polynomial (in N ). A comparison to a two-dimensional version
of the Bernoulli–Laplace diffusion (as in [16], p. 95) yields a bound of the form
Proposition 6.8. The spectral gap of Pˆ2(i1,i2) satisfies
Gap(Pˆ2(i1,i2)) ≥
e−8β
N 3
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Proof. We write x = (x˜1, x˜2), with x˜i = (x j , j ∈ Λi ) for i = 1, 2, and we compare Pˆ2(i1,i2) to
the following model of diffusion:
B(x, y) = 1
2
(B1,i1 ⊗ I + I ⊗ B2,i2)((x˜1, x˜2), (y˜1, y˜2)),
where B j,i j is the exclusion process with i j particles on the complete graph with λ j sites, such
that at each time, a randomly chosen particle jumps to a randomly chosen vacant site: For x, y
such that B(x, y) > 0 and y˜ j 6= x˜ j , we have
B(x, y) = 1
2
i j
λ j − i j ,
and then for all x, y ∈ X i1,i2s1,s2 ,
Pˆ2(i1,i2)(x, y) ≥
e−8β
2N 2
B(x, y).
Since the spectral gap of B j,i j is
λ j
i j (λ j−i j ) and the two Markov chains B and Pˆ
2
(i1,i2)
have the
same invariant measure (the uniform distribution on X i1,i2s1,s2 ), we get
Gap(Pˆ2(i1,i2)) ≥
e−8β
2N 2
Gap(B)
≥ e
−8β
2N 2
1
2
min{Gap(B1,i1),Gap(B2,i2)}
≥ e
−8β
N 3
. 
Putting things together we obtain, from (6.6) and Propositions 6.5 and 6.8,
Proposition 6.9. The spectral gap of the Markov chain Pˆ satisfies
Gap(Pˆ) ≥ 16 e
−12β
N 8
.
Since by our consideration at the beginning of this section and the results presented in
Section 4
Gap((Q P Q)) ≥ 1
3
Gap(Q1/2(Q P Q)Q1/2) ≥ 1
3
Gap(Q) min
k∈{0,...,M}2
Gap((Q P Q)|Xk )
as well as
Gap((Q P Q)|Xk ) ≥
1
8
Gap(Qk)min
s∈Sk
Gap(Pˆs)
where s = (s1, s2) and Pˆs is the restriction of Pˆ to Xs1,s2 analyzed above, we obtain from
Propositions 6.3, 6.4 and 6.9 and the definition of Pˆs
Gap(Q P Q) ≥ 1
24
1
8M2
ϑ2
N
M 2
ϑ2
N
M
M4
1
M + 116
e−12β
N 8
,
which gives finally
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Gap(Q P Q) ≥ 1
12
ϑ4
N
M+24
M7 N 8
.
If we choose e.g. N = M this is of the order of the inverse of a polynomial in N .
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