We describe an invertible nonlinear image transformation that is well-matched to the statistical properties of photographic images, as well as the perceptual sensitivity of the human visual system. Images are first decomposed using a multi-scale oriented linear transformation. In this domain, we develop a Markov random field model based on the dependencies within local clusters of transform coefficients associated with basis functions at nearby positions, orientations and scales. In this model, division of each coefficient by a particular linear combination of the amplitudes of others in the cluster produces a new nonlinear representation with marginally Gaussian statistics. We develop a reliable and efficient iterative procedure for inverting the divisive transformation. Finally, we probe the statistical and perceptual advantages of this image representation, examining robustness to added noise, rate-distortion behavior, and artifact-free local contrast enhancement.
INTRODUCTION
Image analysis often relies on the choice of representation. Most of the literature is based on linear representations, which are well understood, and which can be optimized to minimize statistical dependencies (e.g., using principal components analysis, or more recently, independent components analysis 1, 2 ). The basis functions obtained using these methods are localized oriented filters at different spatial scales, which we can loosely refer to as "wavelets". Such representations have been used as an effective substrate for a wide variety of applications in machine vision and image processing. Nevertheless, linear decompositions do not (and probably cannot 3 ) completely eliminate higher-order statistical dependencies. It is thus natural to ask whether we might develop better representations by incorporating invertible nonlinear transformations. 4 In recent years, a local gain control model, sometimes known as divisive normalization has become popular for modeling biological vision. Each coefficient of a linear transform is divided by a Minkowski combination of a cluster of neighboring coefficient amplitudes. This type of model can explain nonlinearities in the responses of mammalian cortical neurons, 5, 6 nonlinear masking phenomenon in human visual perception, [7] [8] [9] and has also been empirically shown to produce approximately Gaussian marginal distributions 10 and to reduce statistical dependencies of the original linear representation. [11] [12] [13] [14] [15] Recently, several authors have developed invertible image transformations that incorporate divisive normalization. [16] [17] [18] In this paper, we derive a new form of divisive representation from a multi-scale Markov random field model for images. We first develop the model, demonstrating that it can account for basic statistical properties of photographic images, and describe efficient methods for estimating the model parameters. We show that divisive normalization arises naturally as a means of simplifying the statistical properties of the linear coefficients, and we develop a reliable and efficient iterative procedure for inverting this divisive normalization transformation. Last, we demonstrate the promise of this representation in terms of perceptual resilience to noise contamination, image compression, and adaptive enhancement of local contrast.
STATISTICAL IMAGE MODEL
Photographic images exhibit highly non-Gaussian statistical behaviors. When decomposed in a wavelet decomposition, the coefficients tend to have highly kurtotic marginal distributions. 19, 20 More importantly, there are higher-order statical dependencies between coefficients at nearby locations, orientations and scales. 11, 21 Such higher-order dependencies can be illustrated by examining the conditional distribution of adjacent pairs of wavelet coefficients.
Consider two coefficients (x 1 , x 2 ) representing images at adjacent spatial locations, within the same subband of a steerable pyramid, 22 a type of overcomplete multiscale oriented transform. Assuming spatial homogeneity, we examine the conditional histogram of this pair of coefficients, gathered over the whole subband. Fig. 1 (a) shows this conditional histogram, which illustrates several important aspects of the relationship between the two coefficients. First, both the conditional mean and variance of x 1 exhibit strong dependency on the value of x 2 . The conditional mean can be approximated with a linear function of x 2 (shown as a solid blue line). The conditional variance can also be fit with a linear function of the mean-corrected square of x 2 (shown as a blue dashed line). 11, 12, 23 This linear description provides a surprisingly good approximation across different images and subbands. Shown in Fig. 1 (b) are histograms of relative fitting errors, computed as the ratio of the difference between data (i.e., the conditional means and variances) and their fittings and the standard deviation of the data, over 4 different images and 20 subbands of the conditional mean and variance of the same pair of coefficients.
A variety of models have been proposed to capture these local statistical behaviors. Several authors have used a generalized Gaussian to model subband marginal distributions. [24] [25] [26] [27] Local joint statistics have been described using spherically invariant random processes, 28 including: binary Gaussian mixtures, 29, 30 infinite Gaussian scale mixtures, 23, 31, 32 elliptical generalized Gaussians, 33 and Bessel K-forms. 34 Local models have been extended to global models by invoking a Markov structure on a tree, 29, 30, 35 or a spatial Markov random field. [36] [37] [38] [39] [40] 
Multi-scale Conditionally Gaussian Markov Image Model
Here, we attempt to develop the simplest global model that captures the conditional mean and variance relationships described above. We first assume that the linearity of the pairwise dependency of mean and variance extends to dependency on a generalized neighborhood of coefficients at nearby locations, orientations and scales. Denoting the indices of coefficients within the generalized neighborhood of coefficient x i as N (i), we define:
That is, the conditional mean of a coefficient is a linear function of the neighboring coefficients, and the conditional variance is a linear combination of mean-corrected squares of neighboring coefficients, plus a constant. 11, 12 In order to limit the dimensionality of the parameter space, we also assume homogeneity in position and scale: the set of parameters {a j , b, c j } governing the dependencies are assumed to be the same for each neighborhood, regardless of absolute spatial position or scale.
These constraints do not uniquely specify the image density, either locally or globally. A well-known criterion for selecting a unique density that satisfies such constraints is that of maximum entropy. 41 The conditional density p(x i |x j , j ∈ N (i)) that has the highest entropy possible while still satisfying the constraints of Eqs. (1) and (2) is a Gaussian density, of the form:
If we further assume that the joint distribution over all coefficients is of maximal entropy, subject to the neighborhood-conditioned marginal specified in Eq. (3), the resulting global model is a Markov Random Field (MRF) 42 over the wavelet coefficients. The Markov property implies that the density for a single coefficient conditioned on the full set of coefficients is equal to the density conditioned only on the coefficients in the neighborhood, and this marginal density is Gaussian as specified in Eq. (3). But despite this, it is important to emphasize that the full density on the coefficients is not jointly Gaussian in the conventional sense, since the variance of each coefficient depends on its neighbors.
Parameter Estimation
The parameters in the MRF model {a j , b, c j }, need to be estimated from images. For a given statistical model, the most common method for estimating model parameters from data is to maximize the likelihood function. However, the joint density of the MRF-based model is defined implicitly with the ensemble of all 1-D neighborconditional distributions, and direct maximization of likelihood is intractable. Instead, we can use maximum pseudo-likelihood (MPL) 43 estimation, which finds parameters that maximize the product of all 1-D conditionals, i p(x i |x j , ∀j), or equivalently i log p(x i |x j , ∀j). In the case of our MRF model, the MPL parameter estimation reduces to solving
with the additional constraint that σ 2 i > 0 for all i. This expression differs substantially from previous leastsquares forms for estimating variance conditioned on a neighborhood. 11, 12 But it is similar to the method described in [ref. 14] , which was developed in the absence of a global statistical model for purposes of eliminating statistical dependencies between coefficients. This nonlinear constrained optimization problem may be solved using numerical conjugate gradient descent methods, which lead to a minimum of the objective function in Eq. (4), but do not guarantee global optimality.
DIVISIVE NORMALIZATION TRANSFORM
Because the joint density of the coefficients under the MRF model is implicit, it is difficult to perform standard operations (e.g., inference, sampling). But the form of the conditional density leads naturally to an invertible nonlinear image transformation that has significantly simpler statistical structures than the original linear representation. We define the divisive normalization transform (DNT), as
Shown in Fig. 2 (a) is a wavelet subband of a photographic image, and in (c) is the DNT of this subband. Compared to the wavelet subband, the DNT coefficients are more homogeneous with similar statistics across different locations. Furthermore, as shown in Fig. 2 (b) and (d), the DNT representation has a marginal distribution much closer to Gaussian than that of the original subband. A similar observation was first made for local derivative measurements. 10 Under the MRF model, as specified by the 1D conditionals of Eq. (3), each normalized coefficient r i has a Gaussian distribution with zero mean and unit variance. Thus, the normalized representation is both homogeneous and marginally Gaussian, unlike the original linear representation. Each DNT coefficient, r i , is independent of σ 2 i (see Appendix), and is thus independent of the original coefficients in its neighborhood, x j , j ∈ N (i). The DNT coefficients are not guaranteed to be independent of each other, 15 but empirical observations suggest that they have significantly less dependency than in the original linear representation. 11, 14, 15 
Inverting the Transformation
Given a DNT representation of an image, we need a method of recovering the original image. There are three basic possibilities. First, we could retain the mean and variance values,µ i and σ 2 i . While this makes inversion straightforward, it requires substantial storage overhead, and is likely to lead to added complexity in applications. Second, we could choose an ordering for the coefficients, and enforce a rule that the conditioning neighborhood for each coefficient contains only coefficients occurring earlier in the list (that is, for each i and j ∈ N (i), we require j < i). For example, we could only include coefficients at coarser scales in the divisive neighborhood, as was done in a previous implementation of a "contrast pyramid", 44 as well as a previous normalization pyramid. 16 Inversion in this case is again simple, but the restriction to coarse-scale or asymmetric spatial neighborhoods may limit the stastistical performance of the model. Finally, we can try to invert the unrestricted DNT, as expressed in Eq. (5). Several iterative procedures to accomplish this have been studied for a normalized version of the blocked discrete cosine transform (DCT). 13, 17 Here, we develop a more efficient and reliable procedure and apply it to a wavelet transform.
To describe the inversion procedure, we first rewrite Eq. (5) in matrix/vector form. Denote x = (x 1 , · · · , x D ) T as the vectorized wavelet representation of an image (including coefficients in all subbands), r = (r 1 , · · · , r D ) T as the corresponding DNT coefficients, and b a D-dimensional vector whose elements are all equal to parameter b. Furthermore, let A and C be the matrices that compute sums over the neighborhoods using weights a j and c j , respectively. In this notation, for example, Ax is equivalent to the right side of Eq. (1). These D × D matrices implement a generalized form of convolution, and thus are efficient to compute.
Using this notation, the DNT is performed with the following sequence of operations:
where y, z and u are intermediate variables, I D is the D-dimensional identity matrix, the √ · and sgn(·) operations are applied to each vector element, and ⊗ and denote element-wise multiplication and division, respectively. To invert the transformation, we simply invert each step in Eqs. (6) - (9):
where D(·) is the operator that generates a diagonal matrix, with diagonal elements equal to those of its vector argument. The inversion of Eq. (8) relies on the fact that u ⊗ v = D(u)v for any vectors {u, v}. If the matrices in Eqs. (11) and (13) are full rank, the DNT is invertible. In particular, the matrix in Eq. (11) will be stably invertible as long as the eigenvalues of symmetric matrix D(u)C are not too close to one.
For small dimensionality D, the matrix inversion steps in Eqs. (11) and (13) may be computed directly, but for large D (e.g., a wavelet representation of a typical image) this is computationally prohibitive. Instead we develop an efficient iterative algorithm for these steps. First, we transform Eqs. (11) and (13) into two equivalent linear equations:
The two equations have the same solution as the original matrix inversion problem. However, the right-hand sides of these equations use symmetric positive definite matrices, and are thus easily solved using conjugate gradient descent, 45 with a guarantee of convergence to the correct solution. The matrix-vector products of Eq. (14) may all be efficiently implemented by linearly combining convolution operations over subbands. In addition, if the matrix turns out not to be invertible, this method is well-behaved, converging to the least-squares optimal (pseudo-inverse) solution.
PERCEPTUAL RELEVANCE
We have developed a DNT representation based on an explicit statistical model. A number of articles in the perception literature have shown that the divisive normalization operation can effectively explain masking phenomena, in which the presence of large coefficients can reduce the visibility of errors in coefficients that are nearby in location, orientation, or scale. [7] [8] [9] In this section, we demonstrate the perceptual relevance of the representation by testing its resilience to noise contamination. A perceptually-matched representation should have the property that equal-size distortions in the representation should correspond to equally visible distortions in the image domain. Thus, adding white noise to the representation should lead to equally visible distortions throughout the image. On the other hand, adding white noise in a non-perceptual representation (e.g., the pixel domain) produces distortions that are homogeneously distributed throughout the image, but whose visibility varies greatly depending on the local image context. For example, distortions in smooth regions will be more noticable than those near discontinuous features.
We compare the DNT representation with four other linear representations: raw pixels, Fourier transform, orthogonal wavelet and 8-orientation steerable pyramid. The DNT representation used an 8-orientation steerable pyramid as the front-end linear representation, and a neighborhood containing a 5×5 spatial block of coefficients and 3 × 3 blocks in two adjacent orientations and the next coarsest scale. We perturb an image by adding white Gaussian noise to the coefficients of each representation, and adjusting the variance of this noise so that the reconstructed distorted images all have the same mean square error relative to the original image. For wavelet and steerable pyramid representations, the noise amplitude is matched to a given fraction of the standard deviation for each subband. For the Fourier representation, the noise is Gaussian with a power spectrum 1/(a + bf γ ), where the parameters {a, b, γ) are chosen to best fit the Fourier amplitude of the original image. Fig. 3 is the result of this procedure for a particular photographic image, with the pixel-domain PSNR set to 25dB. The perceptual quality of the images is dramatically different. For linear representations, the noise is statistically homogeneous and independent of the image content. For the DNT, large perturbations are confined to the vicinity of high contrast image features (e.g., edges), where they are less visible because of masking effects.
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To quantify the perceptual difference between these images as a function of image PSNR, we used a recent perceptual image quality metric, the structural similarity image metric (SSIM). 46 Numerically, the SSIM index lies in the range between 0 and 1, with larger values indicating better image perceptual quality. We performed the analysis on a set of four images, and for PSNR levels ranging from 15dB to 30dB. For each representation and noise level, we generated 10 example images and computed the average SSIM over these. Shown in Fig. 4 are the plots of SSIM for each image representation as a function of the PSNR (in the pixel domain). The plot indicates that across all noise levels, the images for which noise was added in the DNT domain should appear less distorted (according to SSIM) than those for which noise was added to any of the other representations.
COMPRESSION
Next we consider the DNT as a substrate for image compression. The dual statistical and perceptual properties of the DNT suggest that it should be quite effective at jointly optimizing the tradeoff between rate and distortion. 17 To test this, we estimated rate-distortion curves for both linear and divisive orthogonal wavelet representations, under scalar quantization. For the DNT, we used uniform quantization, with an optimal binsize chosen for each band. For the linear wavelet decomposition, we used a Lloyd-Max quantizer similar to that used in JPEG2000. 47 For each subband, the bin boundaries and values were chosen to optimize the mean squared error of the quantized subband with a given number of bins. For all quantizers, we forced one bin to be centered over the origin. For the rate, we used a direct (plugin) estimate of the Shannon entropy of each subband, and for distortion we used the mean squared error. A rate-distortion curve was computed for each subband, and optimal bit allocation between subbands was accomplished by choosing equal-slope points on these curves. For each such slope, we summed the corresponding entropy and squared error across all bands, producing a single point on the overall rate-distortion curve. Repeating this over many slopes, and interpolating between the resulting points, produces the overall rate-distortion curve for the representation.
For all tests, we used images of size 512 × 512, subtracted the mean, and then decomposed into subbands of a six-level separable pyramid using a 9-tap quadrature mirror filter set. 48 The DNT is constructed using a 3 × 3 spatial neighborhood with a generic set of parameters learned over a large set of images so as to simplify the encoding procedure. Fig. 5 are rate distortion curves for the divisive and linear wavelet representations, as well as for the raw pixel domain (using Lloyd-Max quantization). Each curve is averaged over five standard grayscale images ("boats","lena","barbara","baboon", and "goldhill"). Note that overall the DNT indicates better coding performance then the linear wavelet, especially for the high bit rate, despite the fact that the linear wavelet curve is based on a more powerful quantization scheme.
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To illustrate the perceptual benefits of the DNT, Fig. 6 shows cropped portions (size 256×256) of two images with the same coding cost (0.06 bits per pixel). The DNT image is seen to contain many detailed structures that are completely absent from the linear wavelet example. At the same time, the DNT image is also smoother, presumably because the quantized coefficients are smoothed during the inverse transform. Below each image is the SSIM perceptual quality measure, which reflects our subjective experience, assigning a higher value to the DNT image. 
CONTRAST ENHANCEMENT
Representing images in the DNT domain mimics important aspects of human visual perception. In this section, we make use of this in enhancing the visual appearance of low contrast regions of photographic images. In general, contrast varies widely across a typical photographic image. The goal of contrast enhancement is to boost contrast in those regions where it is low or moderate, while leaving it unchanged where it is high. This requires that the contrast enhancement be adapted to the local image content.
Many recent contrast adjustment methods are based on representing images in the wavelet domain. 7, 49-52 A common theme is to use a point-wise nonlinear mapping (typically a power function with exponent less than 1, known as "gamma correction" when applied in the pixel domain) to adjust coefficient values image so that small values are boosted substantially, but large values are boosted only slightly or left alone. Such methods have been shown able to effectively improve the global appearance of the image. However, the independent adjustment of the transform coefficients often introduces substantial artifacts such as ripples and halos around high-contrast features, and these are typically eliminated in a post-processing step. 49 , 51, 52
Method
We first transform the steerable pyramid coefficients of the image into the DNT domain, using a DNT transform with a generalized neighborhood including a 5×5 spatial cluster of coefficients within the same subband, a 3×3 cluster within two adjacent orientation subbands, and a 3 × 3 cluster within the "parent" subband at the next coarsest scale. In the DNT domain, each coefficient is individually boosted by a gamma-like nonlinear mapping:
where ,τ and γ are adjustable parameters. The parameter γ ∈ (0, 1] determines the strength of the enhancement effect (small γ produces a large effect, and γ = 1 has no effect). Parameter (set to 0.01 in our examples) prevents amplification of noise in low signal areas, and parameter τ represents a value that is unmodified by the mapping (typically, this is set to the maximum value of the subband). The modified DNT coefficients are then inverted back to the linear pyramid domain, from which the contrast enhanced image is reconstructed. Although there is no guarantee that the nonlinearly modified DNT representation will remain invertible, we have not encountered any failures in practice.
Experiments
To illustrate the efficacy of image contrast enhancement with DNT representation, we first test it on an artificial image containing vertical edges of different strengths. In Fig.7(a) , we show a horizontal scan line from this test image. We compared contrast enhancement in the DNT domain with two other methods based on linear image representations. Fig. 7(b) shows the contrast enhancement result of a standard "unsharp masking" operation, which corresponds to convolution with a filter that boosts high frequency content. The image is first decomposed with a two-band steerable pyramid, then coefficients in each subband are multiplied by a scalar whose value is larger for higher-frequency bands. Note that the overall image contrast is boosted by this simple procedure, but the large and small steps in intensities are increased by the same factor. Fig. 7(c) shows the result of using a more elaborate contrast enhancement method, using a gamma correction in the wavelet domain. 49, 51, 52 With a two-band steerable pyramid decomposition of the image, the coefficient magnitudes were transformed with a nonlinear function (similar to Eq. (15), but |x| is replaced by the local standard deviation of coefficients). The contrast enhanced image is then obtained by inverting the pyramid decomposition. As shown in Fig. 7(c) , this method alleviates some of the problems of the global high-pass filtering: large steps are now boosted only a small amount. On the other hand, visible ringing artifacts are introduced in the smooth regions around edges. In Fig. 7 (d), contrast enhancement resulting from a global gamma correction in the DNT domain is shown. Compared to the two methods based on linear representations, the small steps in the image are boosted substantially while the large steps are only slightly changed, and this is achieved with a minimal introduction of artifacts. Fig. 8 shows contrast enhancement results of four natural photographic images * , using the gamma nonlinearity in the DNT domain. We used an 8-orientation, 6-level steerable pyramid, and estimated the DNT parameters for each image individually. In processing the RGB color images, we converted them into the "L*a*b" color space, contrast enhanced the luminance channel, and then transformed the resulting image back into RGB space.
The γ values are chosen for each individual image to produce visually acceptable results. For all images, the overall contrast is boosted, and details in the low contrast regions (e.g., the upper left corner in the first image showing the windows of a building) are significantly more visible.
CONCLUSION
In this paper, we described a Markov random field model for images that captures the conditional mean and variance behavior between coefficients in a multiscale oriented decomposition. We showed that this naturally leads to a nonlinear image representation based on a local divisive normalization transform. We developed methods for estimating the model parameters, and for inverting the divisive normalization transform. We then demonstrated the statistical and perceptual relevance of this image representation, and showed a simple application to contrast enhancement.
We expect this representation to benefit a number of applications in image processing and machine vision. An obvious candidate is compression, in which a previous normalization representation based on a block-DCT decomposition exhibited substantial improvements in perceptual appearance of compressed images. 17 In addition, this representation seems promising as a substrate for applications which require nonlinear image manipulation, as in the contrast enhancement example. For example, blending of images or inpainting to remove artifacts could benefit from this type of representation. We also believe the model may be significantly extended by directly incorporating orientation and phase properties into the local predictions of mean and variance, and we are currently examining these possibilities. where
is a Gaussian distribution with mean µ and variance σ 2 , then the normalized variable r = x−µ √ σ 2 , is Gaussiandistributed with mean 0 and variance 1, and is independent of σ 2 .
Proof:
P r(r ≤ R) = P r(x ≤ √ σ 2 R + µ)
Then the PDF of r is obtained by taking derivative of P r(r ≤ R) with regards to R, as:
Next, in order to show that r and σ 2 are independent, we need to prove p r,σ 2 (R, Z) = p r (R) · p σ 2 (Z). 
