Argumentation has proven successful in a number of domains, including Multi-Agent Systems and decision support in medicine and engineering. We propose its application to a domain yet largely unexplored by argumentation research: computational linguistics. We have developed a novel classification methodology that incorporates reasoning through argumentation with supervised learning. We train classifiers and then argue about the validity of their output. To do so, we identify arguments that formalise prototypical knowledge of a problem and use them to correct misclassifications. We illustrate our methodology on two tasks. On the one hand, we address cross-domain sentiment polarity classification, where we train classifiers on one corpus, for example, Tweets, to identify positive/negative polarity and classify instances from another corpus, for example, sentences from movie reviews. On the other hand, we address a form of argumentation mining that we call Relation-based Argumentation Mining, where we classify pairs of sentences based on whether the first sentence attacks or supports the second or whether it does neither. Whenever we find that one sentence attacks/supports the other, we consider both to be argumentative, irrespective of their stand-alone argumentativeness. For both tasks, we improve classification performance when using our methodology, compared to using standard classifiers only.
INTRODUCTION
We argue every day, we attempt to impart our views and understanding of things on others, and we use language as the prime vehicle of doing so. Accordingly, argumentation has been studied extensively by a variety of scholars, not least by philosophers and computational linguists, who, among other problems, have studied the way arguments are communicated and how they interact in language, for example, as in Toulmin [2003] and Van Eemeren and Grootendorst [2003] . Since the mid-2000s, advances in computational linguistics have commonly relied on data-driven solutions, as in, for example, Collobert et al. [2011] , Mikolov et al. [2013] , and Socher et al. [2013] . The field of computational argumentation (henceforth called just argumentation), on the other hand, has emerged as a discipline concerned with developing formal, logic-based accounts of arguments, for example, as in Dung [1995] , Kowalski and Toni [1996] , and Modgil et al. [2013] . Recently, as illustrated by, for example, Hogenboom et al. [2015] , there appears Authors' addresses: L. Carstens and F. Toni, South Kensington Campus, Huxley Building, Room 430, London SW7 2AZ, UK; emails: {lucas.carstens10, ft}@imperial.ac.uk. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromto be growing consent that, in order to achieve significant advances in artificial intelligence, in general, and computational linguistics, in particular, we may need to consider data-and knowledge-driven approaches in unison. To this end, we propose a novel classification methodology, called Classification enhanced with Arguments (CleAr) , in which we use argumentation, together with supervised learning, to consolidate these streams of research on arguments into a single classification procedure. This allows us to integrate data-driven approaches to computational linguistics, that is, machine learning, with more knowledge-heavy approaches, that is, argumentation. We consult knowledge specific to the problem at hand to argue about the validity of class labels proposed by a classifier. Whenever we identify sufficiently strong arguments, arguing against a class label suggested by a classifier or for a different label, we overrule the classifier and instead base our classification decision on what the arguments tell us.
In this article, in addition to presenting CleAr, we also describe an instantiation thereof to tackle Relation-based Argumentation Mining (RbAM) , an approach to argumentation mining where we classify sentence pairs based on whether we identify argumentative relations between sentences. As part of our work on RbAM, we describe a corpus of around 2,200 hand-annotated sentence pairs. Finally, we describe an instantiation of CleAr for cross-domain sentiment polarity classification to incorporate generic sentiment knowledge as arguments to decrease the negative impact of domain dependence in classification. We evaluate CleAr for RbAM and polarity classification on a variety of domains, ranging from news articles to movie reviews and Tweets. In summary, with the work presented in this article, we aim to verify or disprove the following hypotheses:
-The use of CleAr improves classification performance when applied to cross-domain sentiment polarity classification. -The use of CleAr improves classification performance when applied to Relation-based Argumentation Mining.
We test each of these hypotheses for two different versions of CleAr, where we use different argumentation frameworks, Extended Social Abstract Argumentation (ESAA) and the Discontinuity-Free Quantitative Argumentation Debate (DF-QuAD) [Rago et al. 2016] , to instantiate our approach.
This article builds on and extends preliminary work as follows. The concepts underpinning CleAr were introduced in Carstens and Toni [2015a] but in an informal manner. Here we also describe initial results of applying CleAr to sentiment polarity classification. We conceptually described RbAM in Carstens and Toni [2015b] , focusing on motivation for developing RbAM as an alternative to conventional argumentation mining approaches. With this article, we introduce formal definitions for both CleAr and RbAM, building on the underpinnings of Carstens and Toni [2015b] , and we provide extensive evaluations of the two.
The remainder of this article is organised as follows. In Section 2, we first review relevant background in argumentation and corpus-based computational linguistics. We then formally define CleAr as a four-step classification procedure in Section 3. Based on this we describe instantiations and evaluations of CleAr for RbAM and Polarity classification in Sections 4 and 5, respectively. Before concluding the article in Section 7, we give a brief summary of related work in Section 6.
Attack ⊆ Args × Args and (A, B) ∈ Attack is read as "A attacks B." Bipolar Argument Frameworks (BAF) Cayrol and Lagasquie-Schiex 2005] [Rago et al. 2016] , assume that arguments are equipped with a base score, that is, a real number in [0, 1] . The base score amounts to an intrinsic (non-dialectical) strength of arguments, which is then altered to give the final (dialectical) strength, based on the (dialectical) strength of attacking and supporting arguments. The resulting strength of arguments is determined by aggregating the strength of attackers against and supporters for these arguments for restricted types of frameworks that can be represented as trees.
Formally, an ESAA framework is a tuple <Args, Attack, Support, S 0 >, where <Args, Attack, Support> is a BAF, extended with a function S 0 : Args → [0, 1], assigning a base score to arguments. A DF-QuAD framework is a tuple <Ans, Pro, Con, R, S 0 >, where Ans is a set of possible answers to a question and Pro and Con are two types of arguments, attacks, and supports, respectively. R is a relation between ar- 
Both approaches then define strength S : X → [0, 1], where X is Args in ESAA and Ans ∪ Pro ∪ Con in DFQuAD, assigning a score to answers and/or arguments, taking S 0 , as well as supports and attacks, into account. Let v 0 be the base score of an argument A, and v att , v sup the combined strength of all attackers against A and supporters for A, respectively. Then the dialectical strength of A is given, in ESAA, by g(v 0 , v att , v sup ) defined as follows:
otherwise.
Here v att = nil/ v sup = nil if there are no attackers against/supporters for (respectively) A or all such attackers/supporters have strength 0 (and are thus ineffective [Baroni et al. 2015] ). The combined strength v att /v sup of (the sequence S of the strength of) all attacks against/supports for A is computed as F * (v 0 , S), for * = att or * = sup (respectively), defined recursively as follows, in ESAA:
Whereas in ESAA the strengths of attacks (F att ) and supports (F sup ) are aggregated using separate functions, DF-QuAD defines a single strength aggregation function:
Once strengths of arguments for and against an argument have been aggregated using F, the dialectical strength of an argument with base score S 0 and combined strengths of attacks and supports v att and v sup , respectively, is calculated as follows:
Refer to Carstens et al. [2015] for details and example calculations for ESAA and to Rago et al. [2016] for the same on DF-QuAD.
Corpus-Based Computational Linguistics
In corpus-based computational linguistics, we focus on solving natural language problems through supervised learning approaches. This broadly means that we take a corpus of instances of text, for example, sentences, each assigned to one of a predefined set of classes, and train a statistical classification model on this corpus. This model is then used to classify unseen instances according to patterns that were identified to occur more often in one class than any of the other classes in the training corpus. In argumentation mining, for example, this may mean building solutions based on corpora where instances are labeled to be either arguments or non-arguments, as in, for example, Moens et al. [2007] .
To classify such instances, using common classifiers like Random Forests (RF) [Breiman 2001], Support Vector Machines (SVM) [Cortes and Vapnik 1995] , and Naive Bayes (NB) classifiers [John and Langley 1995] , we need to represent them numerically. A common approach to doing so is to use a Bag-of-Words (BOW). For example, with binary BOW [Salton and McGill 1986] representation of text we simply track the occurrence of words in each instance. Every instance is represented by the same amount of features, one for each word appearing in the vocabulary of the training corpus used. If, for example, our training corpus contains 10,000 unique words, then the feature vector representing each instance will be comprised of 10,000 features, also. Each feature is instantiated to a value of either 1 or 0, depending on whether the word represented by a feature occurs in an instance or whether it does not, respectively. Alternatives to this representation include term frequency-inverse document frequency and representations based on feature engineering, as in, for example, Moens et al. [2007] and Rooney et al. [2012] , where one aims to identify a set of semantic and/or syntactic characteristics of text that are conducive towards distinguishing classes and that we can represent numerically. et al. 2011] . With the advent of ever-increasing computing power, however, more datadriven approaches have come into focus. Building statistical models based on everlarger datasets gained traction and more knowledge-heavy solutions began to fall out of favour. More recently, however, a rekindling of the methods of old has been taking place [Hogenboom et al. 2015] , indicating that, after a prolonged period of placing data at the centre of computational linguistics, certain problems may call for a consolidation of the two streams of research.
To this end, we have developed a novel classification methodology that incorporates reasoning through argumentation with corpus-based computational linguistics: CleAr. Broadly, we take a supervised classifier, such as RF, and use argumentation to enhance its performance. As a first step, we classify an instance, using the model built by the classifier, for example, determining a sentence to exhibit negative or positive polarity. We then use Argumentation to argue on the validity of this class label. We do this by consulting a collection of arguments, an argument base (AB), for those applicable to the instance in question. To classify an instance, we first apply a conventional classification model, trained on an annotated corpus, which provides us with a class label. We then argue about whether the suggested class label is appropriate by identifying arguments that apply to the instance in question. These arguments may then strengthen the class label suggestion, they may weaken it, or they may strengthen/weaken other class labels. If the suggested class label is sufficiently weakened, or another class label suggestion strengthened, then we overrule the suggestion made by the classifier and base the classification on what the arguments tell us. The classification procedure is composed of the following four steps, described in detail below, for a given instance I:
(1) Classify I and assign scores to possible class labels, using a given classification model. (2) Identify arguments and relations applicable to instance I within a given argument base AB. (3) Calculate dialectical strength of class labels according to an Argumentation algorithm, for example, ESAA or DF-QuAD, for the AF built in step (2) by instantiating AB for I. (4) Make final classification decision, based on dialectical strength calculated in step (3).
Step (1): Instance Classification
To make a classification decision for a particular instance I, we take as a starting point the output of a classifier C for I. We assume that the output is the set of all possible class labels for the instance at hand: A = {a 1 , . . . , a n }, where n ≥ 2. We further assume that each a i in A is assigned a score P a i by C, with n i=1 P a i = 1. If C is a probabilistic classifier, then we use the posterior probabilities provided by the classifier as scores. Although classifiers such as SVM are non-probabilistic, ways of assigning posteriors to their output have been proposed, for example, by Gönen et al. [2008] and Platt [1999] . As a simple, ad hoc alternative, we may assign predefined scores to class labels where the label chosen by the classifier receives a higher initial score than the other possible labels in A. We may, for example, use F 1 measures obtained during the training of the classifier to inform the choice of of these initial scores. In this case, we assign P a i = F 1 to the a i selected by the classifier and P a j = 1−F 1 n−1 to each a j not selected by the classifier. The output of step (1) is thus the set of all possible class labels, each of which has a score assigned.
To exemplify, imagine we are considering whether to book a room at a hotel h. We then try to classify instance I = h, where the set of all possible class labels is A = {yes, no}. Say our classifier determines that we should book h, and it does so with a confidence 0.6. We would then assign scores to our possible labels as P yes(h) = 0.6 and P no(h) = 0.4. Here we use yes(h) and no(h) to indicate that labels yes/no are under consideration for instance I = h.
Step (2): Argument Identification
In step (2), we use arguments to deliberate on whether class labels suggested by the supervised classifier in step (1) are correct. The argument base AB is a collection of the arguments we use to do so, where each argument formalises some sort of knowledge conducive to solving the problem in question. We assume that AB is comprised of arguments of the form
where I refers to optional additional information, id(I, I ) is an identifier univocally identifying the argument, Premise(I, I ) formalises some domain knowledge about I, and Conclusion(I, I ) may be one of the possible class labels in I or another argument's premise. In addition to its premise and conclusion, each argument is defined by three metrics as follows:
relation R id(I,I ) that determines which class label or other arguments it relates to
Note that these arguments are templates to be instantiated when I and possibly I , if present, are known. We consider an argument defined this way to be applicable to an instance I whenever its premise holds for I. To continue our example, say we have an AB concerned with hotels, and three of its arguments go as follows:
α(I) : I has star rating of 1 ⇒ I is labeled as no β(I) : I is in a good neighbourhood ⇒ I is labeled as yes γ (I, SR) : Expert gave star rating SR of I ⇒ I has star rating SR.
Assume also that the argument metrics have the following values:
where no(I)/yes(I) are shorthand for I is labeled as no/yes, respectively. The scores S 0 here may, for example, reflect that it is more important to us that a hotel is highly rated than it being well located. However, note that the general problem of choosing scores for arguments is an ongoing research question [Baroni et al. 2015] . SR in γ modulates the argument type based on the additional information provided. To determine the arguments' applicability to I = h, we need to match their premises to information about h. If h indeed has a one-star rating, but we know nothing about its neighbourhood, nor do we know who provided the rating, then we select and instantiate only α(I) from AB. R α(h) tells us that α(h) is related to the label no. T α(h) : Pro, in turn, tells us that the relation to the label is one of support. The result of step (2) can be viewed graphically in tree form, as shown in Figure 1 . Note that the root node denotes the instance in question, the second layer represents possible class labels, each assigned their score, and subsequent nodes denote arguments and their base score.
The output of step (2) is thus an AF <Ans, Pro, Con, R, S 0 >, where Ans = A and Pro/Con is the set of all applicable arguments in AB with Pro ∈ T id(I,I ) /Con ∈ T id(I,I ) , respectively. R is the set of all pairs (X, Y ) such that X, Y ∈ Pro ∪ Con ∪ Ans and (X, Y ) is an instance, with respect to I, of some R id (I, I ). For X ∈ Pro ∪ Con, let S 0 be defined as S 0 (X) = S id (I,I ) , where id(I, I ) is the unique identifier of argument X if X ∈ Pro∪Con and S 0 (X) = P X if X ∈ Ans. This DF-QuAD framework can be represented alternatively as an ESAA framework, as we have seen in Section 2.1.
Step (3): Answer Strength Calculation
In this step, we calculate the dialectical strength of each class label, based on the output of step (2). Figure 2 shows the result of calculating this strength for our example using the ESAA algorithm, and thus treating the output of step (2) as an ESAA framework, but note that we may use any other algorithm to execute step (3), as long as there is a possible mapping of the relevant metrics as we have given from DF-QuAD to ESAA. Also note that the strength S a i of a class label a i should not be interpreted as a confidence value. Indeed, in general n i=1 S a i = 1. Also, we adopt a convention to show the dialectical strength of the arguments and class labels as subscripts to distinguish them from base score, which are shown as superscripts.
To continue our illustration, say we also knew that the hotel was in a good neighbourhood. Then the output of step (3) would be as shown in Figure 3 , where we have added the appropriate support β(h) to yes(h). We may also encounter arguments that are in relation with other arguments, instead of class labels, such as γ (I, SR). If, for our example, we knew SR = 1 was provided for h by an expert, then γ (h, 1) would also apply and we would obtain as output of step (3) Figure 4 . Any further applicable arguments may be incorporated in the same manner.
Step (4): Final Classification Decision
To obtain our final classification, we only need to consider the strength of all class labels in A after executing step (3). Let S = {S a 1 , . . . , S a n }, where S a i is the strength of a i resulting from step (3). For the instantiations of CleAr described in Sections 4 and 5, the final classification decision is made by choosing the maximal element of S, but Fig. 3 . Tree view of the output after executing step (3) for the hotel example, where both α and β are applicable to h. The subscripts denote the dialectical strengths, calculated using ESAA. any other criteria, for example, by setting thresholds, may be employed to choose the final class label. Should two or more class labels have the same strength after step (3), we use the label suggested by the classifier in step (1) as a tie breaker. In our example we would hence choose no if arguments were applicable as in Figure 2 , thus overruling the original recommendation by the classifier, and yes if the situation were as shown in Figures 3 and 4 , thus upholding the original classification.
CLEAR FOR RELATION-BASED ARGUMENTATION MINING
Argumentation Mining is generally understood as a problem of (1) identifying arguments in text, as in, for example, Boltuzic andŠnajder [2015] , Moens et al. [2007] , and Palau and Moens [2009] , and (2) connecting said arguments through attack and support relations, as in, for example, Boltuzic andŠnajder [2014] , Kirschner et al. [2015] , and Park and Cardie [2014] . With RbAM [Carstens et al. 2014] , we propose an alternative view, in which we focus solely on relations between sentences. In RbAM, we classify pairs of sentences, a Parent and a Child, as belonging to one of three classes, Attack (Att), Support (Sup), or Neither (N) , where Neither denotes everything other than an attack or support relation. Whenever we identify the Child to be an attack or support on the Parent, we consider both sentences to be argumentative, irrespective of their individual argumentative quality. Here we give an instantiation of CleAr for RbAM, describing each step in turn below.
Step (1): Instance Classification
We first classify instance I, for example, using a model trained on one of the corpora described in Section 4.5, where I is a pair of sentences (P, C), such as the following pair pc = ( p, c): p = With her cautious attitude Mrs. M. will struggle as party leader! c = And we can all agree that her reserved character will not please voters! 
Sim mainly stopwords
Sim mainly nonStopwords
For three-class RbAM, the class labels are A = {Att, Sup, N}, while for two-class RbAM we we have A = {Att, Sup}.
Step (2): Argument Identification
Once we have classified I, we identify arguments and relations that are applicable to the instance in question, as described in Section 3.2. We have built an argument base AB RbAM that currently consists of 172 arguments and contains arguments from the five following categories:
(1) Keyword (73 arguments) (2) First word (11 arguments) (3) Sentiment (3 arguments) (4) Similarity (12 arguments) (5) Negation (73 arguments)
We show examples from each category in Table I . Arguments may support/attack either the class labels Att and Sup or other arguments from AB RbAM . When arguments support/attack another argument, they do so by supporting/attacking the other argument's premise. Note that at present there are no arguments in AB RbAM attacking or supporting the N class label.
Arguments from the Keyword category are concerned with discourse markers appearing in either the Parent P or the Child C. With the FirstWord category, we additionally check whether the discourse marker is the first word of the Child sentence, further supporting the notion of a relation being present. In the above example pair pc, the keyword And appears as the first word in C. This renders two arguments applicable, namely κ2(I) and φ2(I), shown in Table I . Indeed, the output of step (2) for I = pc is shown in Figure 5 . To exemplify, we assume that in step (1) the instance was labeled with A = Sup and that P Sup( pc) was 0.607.
For the Sentiment category, we use the Stanford CoreNLP sentiment library [Socher et al. 2013 ] to classify the individual sentiment of C and P. We have found that the sentiment of C is a good indicator of the argumentative relation to another sentence, if one is present, which may be mediated by P's sentiment. The Similarity category contains various arguments reflecting different types of relatedness between P and C. The degree of similarity is measured using Wu and Palmer's WordNet similarity measure [Wu and Palmer 1994] , and we argue for or against relatedness depending on whether this similarity is above or below a threshold of 0.1, respectively (see θ 1 (I), θ 2 (I), θ 3 (I)). We have chosen this threshold by empirically determining the average relatedness measure for a held-out collection of sentence pairs, split by class. Whenever the similarity surpasses the determined threshold, arguments apply that support both the labels Att and Sup, indicating that some relation is present. When the similarity is below the threshold, on the other hand, arguments that attack the same class labels apply. We further argue about where the similarity between P and C stems from, for example, stop words or non-stop words (see θ 4 (I), θ 5 (I)). Whenever the majority of words that contribute to a high degree of relatedness are stop words an argument applies that attacks the similarity arguments. Finally, we have arguments dealing with negation, such as ν1(I) in Table I . A keywords's sentiment will broadly either be neutralised (e.g., not awful) or reversed (e.g., not good) when negated. To reflect this, the presence of negations is formalised as an attack on applicable keyword arguments. Note that currently all arguments in AB RbAM have the same score of 0.5. This is not because we believe that they should be but rather a choice owed to the current lack of ways to make informed choices for scores. How we may render score assignment more flexible remains an open research question; one possible option may be to extend existing approaches to determining the strength of arguments in abstract argumentation frameworks without requiring any initial scores, as, for example, in Matt and Toni [2008] , so support is also taken into account. Another direction may be to study relationships between quantitative semantics for argumentation and fuzzy logic, as, for example, in Alsinet et al. [2008] .
Step (3): Answer Strength Calculation
In the third step of CleAr, we determine the strength of each possible class label by including the applicable arguments identified in step (2), as described in Section 3.3. The output of step (3) for our running example is shown in Figure 6 , where the dialectical strength has been calculated for all nodes by applying the ESAA method. We compare two ways of calculating answer strength for RbAM, where, on the one hand, we use the ESAA algorithm and, on the other hand, we use DF-QuAD, described in Section 2, as part of our evaluation in Section 4.5.
In the final step, we need to make a classification choice based on the dialectical strengths of the labels that we have calculated in step (3). For example, if we use the method outlined in Section 3.4, we simply choose whichever of S Sup , S Att , S N has the highest dialectical strength.
Corpora and Evaluation
4.5.1. Corpora. Below we describe the following corpora, each of which we have used to build classification models for our evaluation of CleAr for RbAM:
(1) Internet Argument Corpus (IAC) [Walker et al. 2012] (2) Argument Interchange Format corpus (AIFdb) [Lawrence et al. 2012; Lawrence and Reed 2014 ] (3) News articles corpus [Carstens and Toni 2015b] While corpora (1) and (2) are based on third-party corpora, we have purpose built corpus (3) as part of our developments. Both corpora (2) and (3) consist of pairs of sentences or sentence-like structures; the IAC constituents that make up each pair may be composed of multiple sentences. While corpora (1) and (2) are comprised of instances from the Att and Sup classes only, corpus (3) also contains instances assigned to the N class.
The IAC [Walker et al. 2012 ] is composed of text extracted from the debating website 4forums.
2 As part of their posts, users of 4forums have the option of quoting other users and replying to the quoted text. From posts that contain quotes, Walker et al. [2012] have created annotated pairs of quotes and responses to the quotes, Q-R pairs, as well as chains of related posts from the same source. As these text passages are clearly marked in the forum, they are easily identifiable. The structure of the Q-R pairs aligns well with that needed in RbAM, where we treat the quote of the pair to be the Parent and the response to be the Child.
Based on the Argument Interchange Format [Bex et al. 2013; Chesnevar et al. 2006; Rahwan and Reed 2009 ], Lawrence and colleagues [2012, 2014] have built the AIFdb, 3 an online repository of corpora annotated according to AIF specifications. It is comprised of 54 sub-corpora, concerned with a variety of topics, ranging from discussions that have taken place on the BBC Moral Maze 4 to argumentative micro-texts. Each corpus is subdivided into a collection of tree-structured argument maps. Of the 54 corpora, we have chosen a subset of 18, because the remaining 36 corpora are either small (below 20 argument maps) or the content was in a language other than English. AIF defines five node types [Bex et al. 2013; Chesnevar et al. 2006] , from which we create a five-class corpus, using the original types as labels, and a two-class corpus where we use only pairs that are connected through node types equivalent to support (RA-nodes) or attack relations (CA-nodes).
To fully evaluate RbAM, it was necessary to have a corpus at hand that was composed of instances not only assigned to the Att and Sup classes but also to the N class, as well. To this end, we chose to create a new corpus from scratch rather than artificially creating instances for the third class and adding them to an existing corpus. We chose the domain of news articles, focusing on a collection of publications concerned with the UK Independence Party. The rise of this eurosceptic party in the UK was a common and contentious topic at the time of our annotation work and thus seemed a natural choice. The corpus resulting from these annotations is composed of 2,274 instances where the split between classes is Att = 413, Sup = 456, and N = 1,385. We selected a random subset of 200 instances to be labeled by three annotators to test for inter-annotator agreement. We calculated agreement using Fleiss' kappa, which provides an agreement measure that takes the probability of chance agreement into consideration. Agreement on the 200 instances lay at κ = .4287 (Standard Error = 0.0705, 95% Confidence Interval = 0.2905 to 0.5670). From the annotations, we created two corpora, a twoclass ( Att, Sup) corpus and a three-class (Att, Sup, N) corpus, and balanced the class distribution in each, retaining 413 instances per class, a total 826 for the two-class corpus and 1,239 for the three-class corpus.
Evaluation.
To evaluate the performance of applying CleAr to RbAM we conducted a two-tiered evaluation. In a first step we trained three different models on each corpus described above, exploiting RF, SVM, and NB classifiers, respectively. After initial experiments to gauge performance, we opted to train the Support Vector Machines using polynomial kernels (with C = 1 and = 2 −12 ) rather than, for example, radial basis function or linear kernels. For Random Forests, Oshiro and colleagues [2012] point out that little gain in classification performance seems to be made when using any more than 128 trees in a forest. We have found, however, that increasing the tree count from 128 to 256 helps performance for some corpus combinations, and we have hence opted to report results from building Random Forests with 256 trees (with unlimited maximum tree depth and the Weka 5 default number of features K = log 2 (num f eatures) + 1). We chose parameter values based on a simple grid search for the baseline and used the same parameter values when applying CleAr. To select a representation of instances we conducted some preliminary experiments across different corpus and classifier combinations, omitted here for space reasons. These showed that representing instances with a set of features, formalising the same knowledge as do the arguments in Table I , produced slightly inferior results compared to using a BOW representation only. Table II compares the results of training classifiers for the two-class News corpus where instances are represented by features and BOW, respectively, illustrating how the simpler BOW representation compares favourably. Accordingly, we apply CleAr using classifiers trained on the BOW representation, as described in Section 2.2, and report results below. For each of the corpora described above, we then chose the best performing classification model from these three, according to F 1 measures, as the baselines, and attempted to improve upon it by applying CleAr. We compare the performance of using classifiers only with that of using CleAr, applying either ESAA or DF-QuAD for argument strength calculation. We conduct a total of 12 experiments, 4 (corpora) ×1 (model per corpus) ×3 (baseline vs. two Argumentation algorithms with CleAr). We describe the experiments, split by corpora, in turn below. A summary of all evaluations can be found in Figure 7 , where we show the F 1 measures across experiments.
For the first run of experiments, we take the best-performing model trained on the IAC, RF, and use this model as part of CleAr. The aim is then to identify whether, by using ESAA or DF-QuAD, we improve on the baseline provided by the RF. Table IIIa shows the baseline classification performance in comparison to the two applications of CleAr. We find that applying CleAr with ESAA yields no improvements on the baseline. Using DF-QuAD, on the other hand, gives us an improvement on the baseline F 1 measure of 0.017 points.
For the application of CleAr to the AIFdb corpora, we limit ourselves to the two-class version. This is due to the fact that our argument base is concerned with determining attack and support relations, whereas in the five-class AIFdb corpus instances are labeled according to the Rhetorical Structure Theory (RST) node types connecting the I-nodes. Table IIIb shows the results of applying CleAr in comparison to the baseline. Again, applying CleAr with ESAA produces no performance improvement, while DFQuAD yields an improvement in F 1 scores by 0.007 points.
For the final run of experiments, we compare the baseline obtained from training RF on the two-and three-class News articles corpora. Table IIIc shows the results for the  two-class corpus, while Table IIId shows the results for the three-class corpus. Again, in both cases, applying CleAr with ESAA has no impact on classification, while applying it using DF-QuAD yields an improvement in both cases. For the two-class corpus, the F 1 score is improved by 0.022 points, and for the three-class corpus we achieve an improvement of 0.014 points. With the application of CleAr with DF-QuAD, we improve on all four baselines. We do not achieve statistically significant differences ( p = 0.686 6 ). Note, however, that the statistical power of the significance tests is low, due to the small number of experiments we compare. Yeh [2000] also points out that standard tests for statistical significance often underestimate the significance of differences in classification for natural language problems. We believe that more tests are needed to confirm or disprove the results provided here, but we see it as an encouraging sign that, using DF-QuAD semantics, we obtain improvements on all corpora.
CLEAR FOR CROSS-DOMAIN SENTIMENT POLARITY CLASSIFICATION
Sentiment Analysis is generally concerned with (1) identifying opinionated text, for example, as in Wiebe et al. [2004] and Zhang and Ye [2008] , and (2) identifying the polarity of text that is deemed to be opinionated, for example, as in Pang et al. [2002] , Taboada et al. [2011] , and Turney [2002] . These tasks may be defined as a three-class problem, classifying instances in a single pass as positive, negative, or neutral, as in, for example, Kouloumpis et al. [2011] . Another popular approach has been to split the problem into two binary classification problems, where we first extract opinionated text and then classify its polarity, as in, for example, Jiang et al. [2011] . We focus on task (2), which is referred to as polarity classification. More specifically, we address binary cross-domain polarity classification, where we train models on corpora that assign sentences (or Tweets) to one of two classes: positive or negative. We then use this model to classify unseen instances from a different domain; we may, for example, train a model on a corpus of Tweets and then use this model to classify sentences from movie reviews. Below we formally define an instantiation of CleAr for sentiment polarity classification.
Step (1): Instance Classification
We first classify instance I, using a model trained on one of the corpora described in Section 5.5. Each instance I is either a sentence or a Tweet, such as the following sentence m:
He was not capable of resolving disputes within his party.
For binary polarity classification, the set of class labels is A = {Neg, Pos}, where Pos stands for Positive and Neg stands for Negative.
Step (2): Argument Identification
Once we have classified instance I, we identify arguments and relations that are applicable to the instance in question, as described in Section 3.2. The argument base AB SA we have built for polarity classification is comprised of two types of arguments:
(1) Keyword (6,815 arguments) (2) Negation (6,815 argument)
To construct keyword arguments. we have used existing resources, namely word lists of positive and negative words. Each word in such a word list is used to create an argument where the word itself is considered the premise, and its polarity is treated as the conclusion. All arguments have a syntax analogous to the arguments shown for RbAM in Table I . To create keyword arguments, we have opted to use a list compiled by Hu and Liu [2004] , composed of a total of 6,815 keywords, 2,014 whose class is Positive and 4,801 whose class is Negative. In addition to keyword arguments, we use a class of arguments to handle negation, defined analogously to the one described in Section 4.2. For our example sentence m, the following three arguments from AB SA would be applicable:
Arguments κ 2 (m) and κ 4 (m) argue for the labels Neg and Pos, respectively, due to certain keywords occurring in m, and ν 1 (m) attacks κ 4 (m), reflecting that the keyword is negated. The output of step (2) for this example, I = m, is shown in Figure 8 . To exemplify, we assume that in step (1) the instance was labeled with A = Neg and that P Neg(m) was 0.6. Note that, while the argument dealing with negation is assigned a score of 0.6, all arguments supporting positivity are assigned the same score, 0.5, while all those supporting negativity are assigned a score of 0.3. We assign different scores to the two groups of keyword arguments, because we have a grand total of 2,019 arguments supporting positivity in our argument base, compared to 4,810 arguments supporting negativity. As for RbAM, assigning a base score to arguments systematically is an important question for future work.
Step (3): Answer Strength Calculation
In the third step of CleAr, we determine the strength of each possible class label, including the applicable arguments identified in step (2), as described in Section 3.3. The output of step (3) is shown in Figure 9 , where we have applied the ESAA method to calculate dialectical strength.
Step (4): Final Classification Decision
During the final step of CleAr, we need to make a classification choice based on the final scores of the labels that we have calculated in step (3). For our example, we can determine the maximum of the scores S Pos(m) , S Neg(m) . If S Pos(m) is larger than S Neg(m) , then we label the sentence in question as Positive; if S Neg(m) is larger, then we label the sentence as Negative. Again, whenever S Pos(m) = S Neg(m) , we revert back to the original classification proposed in step (1).
Corpora and Evaluation
Below we briefly describe the corpora based on which we have built CleAr for crossdomain polarity classification, as well as a summary of our evaluations. A more in-depth description of both can be found in Carstens and Toni [2015a] . As with RbAM we have selected three corpora on which to run our experiments. Here, however, the way we evaluate performance differs somewhat. Because we are interested in cross-domain classification, we were provided with a natural split between training and test data. For each experiment, we have simply trained our models on one corpus and classified all instances from another corpus. This means that we conducted six sets of experiments, where in each we have used one of the corpora described below to train a classification model and another to test the classifier on.
5.5.1. Corpora. We have used two corpora comprised of Tweets, the Sanders corpus [Sanders 2011 ] and the STS corpus [Saif et al. 2013] , while the third corpus [Pang and Lee 2005] is made up of positive and negative sentences taken from movie reviews. The Sanders corpus, developed by Sanders Analytics, 7 is composed of 5,513 manually annotated Tweets. Each Tweet belongs to one of four categories, Apple, Google, Microsoft, or Twitter. The STS corpus has been developed with a focus on annotating entities, such as Obama or Taylor Swift, in Tweets alongside their sentiment. To ensure that the corpus only contains Tweets on topics that differ from those that make up the Sanders corpus, we removed all Tweets from the Technology category, giving us a total of 1,799 Tweets. Of those Tweets, 1,211 are negative and the remaining 588 are positive. The movie reviews corpus is composed of 10,662 sentences, with 5,331 sentences labeled as positive and the other 5,331 labeled as negative.
Evaluation.
The results of training classification models on each of these corpora and testing these models on the remaining two corpora are summarised in Figure 10 , showing the F 1 measures of all experiments. For each corpus combination, we show three baselines, one each for classifiers trained using RF, SVM, and NB classifiers. For RF, we use again 256 trees, as well as the Weka default number of features. For SVM, we employ polynomial kernels (with C = 1 and = 1 −12 ). Every baseline is shown in comparison to the results of applying CleAr, as described above, to that baseline. For space reasons, here we report only the application of CleAr with the ESAA Framework, which outperforms the application of CleAr with DF-QuAD for every combination of corpora and classifiers. Note that in all cases the application of CleAr produces significant ( p < 0.01 8 ) improvements on the baseline. A more detailed breakdown is shown in Table IV . This means that, through the application of CleAr, we have been able to improve commonly poor cross-domain classification to more promising [Modgil et al. 2013; Mozina et al. 2005 Mozina et al. , 2007 . Our work is similar in spirit to both AARL and ABML. Like the latter, we integrate argumentation with supervised learning but additionally make use of the dialectical power of argumentation by allowing argumentation frameworks corresponding to trees of potentially unlimited depth and using algorithms for determining strength. The former does so as well but instead uses reinforcement learning. In contrast to both, we also use a numerical representation of argument strength.
In argumentation mining, computational linguistics is used to extract arguments from text. Much work here has focused on the identification of individual arguments, or parts of arguments, in text, as in, for example, Boltuzic andŠnajder [2015] and Lippi and Torroni [2015b] , as opposed to considering relations the way we have. AraucariaDB [Reed and Rowe 2004] , which constitutes a significant chunk of the AIFdb corpus described in Section 4.5, has been a popular target for argumentative analysis. Rooney and colleagues [2012] train SVM on the AraucariaDB corpus, based on words, word lemmata, and part-of-speech tags. Another development on AraucariaDB is presented by Moens and colleagues [2007] , who focus on identifying argumentative sentences using multinomial Naive Bayes classifiers. Some research has also addressed the challenges of trying to identify relations between arguments [Kirschner et al. 2015; Park and Cardie 2014; Petasis and Karkaletsis 2016] . Boltuzic andŠnajder [2014] use textual entailment [Dagan et al. 2006 ] to identify support relations between posts in discussion fora. Furthermore, recent developments of graphical representations of argumentative text, such as in Barker and Gaizauskas [2016] and Toledo-Ronen et al. [2016] , illustrate possible paths towards identifying argumentative relations. Amgoud and colleagues [2015] extrapolate a formal representation of arguments and their internal structure as part of a framework to represent arguments that have been mined from natural language text. This constitutes a first attempt at intertwining argumentation mining with formal representations of arguments. Serrurier [2008a, 2008b] use training examples, as conventionally used to build classification models, to construct arguments for assigning instances to classes instead. Despite these, and other, developments, to our knowledge, no implementation has been proposed to date that fully automates the process of building argument frameworks from text. For more in-depth surveys of the field, refer, for example, to Palau and Moens [2009] , Peldszus and Stede [2013] , and Lippi and Torroni [2015a] .
There is a broad interest in developing solutions for cross-domain classification, particularly Sentiment Analysis, illustrated in, for example, Bollegala et al. [2011] , Bollegala et al. [2013] , Dragoni et al. [2015] , Tsai et al. [2013] , Weichselbraun et al. [2014] , and Xia et al. [2013] . For example, colleagues [2011, 2013] construct a sentiment sensitive lexicon whose contents are used to expand feature sets that represent text. Tsai and colleagues [2013] build a concept-level sentiment lexicon based entirely on common sense knowledge. We may use such thesauri to try and create argument bases and thus incorporate the knowledge in our classification methodology. Xia and colleagues [2013] propose the feature ensemble plus sample selection method; they also provide an overview of domain adaptation work in sentiment analysis.
Finally, there appears to be a critical link between the two phenomena we have studied in our work, sentiment and argumentation. It seems reasonable to assume that human argumentation is not conducted purely based on rational insights but rather that sentiment plays an important role in how arguments are put forth. This has been corroborated in an empirical study by Benlamine and colleagues [2015] and, as illustrated in Table I , has motivated us to formalise the presence of sentiment, positive or negative, as arguments that help us to determine the presence of arguments.
CONCLUSION
We have described our work at the intersection of argumentation and supervised learning and how we may bring the two fields together to help us in solving computational linguistics challenges. Specifically, we have described CleAr, a novel classification methodology that integrates knowledge in the form of arguments with supervised learning for computational linguistics. We have developed two instantiations of CleAr to address specific computational linguistics tasks:
(1) RbAM (2) Cross-domain Sentiment Polarity Classification
RbAM is an approach to argumentation mining that capitalises on argumentative relations between sentences. While, for sentiment polarity classification, we have used existing resources, we have developed resources for performing RbAM from scratch. This has included the construction of a tailor-made corpus of annotated sentence pairs. We believe that our developments illustrate a novel and promising application area for argumentation, namely the improvement of corpus-based classifiers for computational linguistics problems. We have shown that, by applying the CleAr methodology, we can improve performance both in (cross-domain) sentiment polarity classification and in (relation-based) argumentation mining. Additionally, we have highlighted the importance of considering text in relation to what surrounds it to identify arguments and argumentative structures in text. By applying argumentation to computational linguistics problems and by using computational linguistics to identify argumentative text, we have highlighted the reciprocal link between the two fields, illustrating how we stand to benefit from considering insights from both fields in unison.
Future work will need to address a variety of challenges. In sentiment analysis, the most pressing shortcoming of our work is arguably that we have limited ourselves to polarity classification, and we aim to apply our methodology to sentiment detection, too. To improve RbAM, among other tasks, we will need to identify more sophisticated ways of constructing sentence pairs from free text. For both tasks, as well as any other to which we may apply CleAr, we will need to identify effective ways of extending and constructing new argument bases, as well as making more informed choices of base scores for said arguments. To further evaluate the viability and scope of our work, we will need to test it on more corpora, either existing ones or purpose-built ones tailored to our problems. Existing corpora that offer valuable data include, but are not limited to, those described in Cabrio and Villata [2014] and Rosenthal et al. [2015] .
