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ABSTRACT 
 
Impeller stirred tank reactors (STRs) are commonly used in the chemical 
processing industries for a variety of mixing and blending technologies. In this research, 
a numerical study of flow and mixing inside turbulently agitated STRs are carried out. An 
immersed boundary method (IBM) is utilized to represent moving impeller geometries in 
the background of multi-block structured curvilinear fluid. The IBM This curvilinear-
IBM methodology is further combined with the large eddy simulation (LES) technique to 
address the issue of modeling unsteady turbulent flows in the STR. Verification of the 
combined IBM-LES implementation strategy in curvilinear coordinates is done through 
comparisons with the measurements of laminar and turbulent flows in baffled STRs with 
pitched blade impellers. Flow structures are studied inside a dished bottom pitched-blade 
baffled for different impeller rotational speeds in the turbulent regime to observe the 
formation of trailing edge vortices which are associated with higher levels of turbulent 
kinetic energy relative to the remaining flowfield. Instabilities occurring at a frequency 
lower than the frequency of impeller rotation are identified from the time signal of 
velocity components. The role of these low frequency macro-instabilities (MI) is 
explored by observing changes in the three-dimensional circulation pattern within the 
STR. Significant amount of kinetic energy is observed to be associated with the dynamics 
of the trailing edge vortices during MI cycles. Flow inside an unbaffled Rushton impeller 
STR is perturbed using time-dependent impeller rotational speeds at a dominant MI 
frequency. Perturbation increased the mean radial width of the impeller jet-stream and 
enhanced overall turbulent kinetic energy compared to the constant rotational speed 
cases. Large-scale periodic velocity fluctuations due to perturbations produced large 
 xv
strain rates favoring higher turbulence production. Fluctuations in power consumptions 
are shown to correlate with the perturbation amplitude. Study on the mixing of a passive 
scalar inside STR showed that the growth rate of unmixed tracer is influenced by the MI 
oscillations. Perturbation of the STR flow resulted into significant reduction of mixing 
time. The spatio-temporal behavior of the large-scale mixing structures revealed that fast 
mixing is promoted due to the break-up of unmixed segregated zones during a 
perturbation cycle. 
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CHAPTER 1. INTRODUCTION 
 
1.1 Motivation 
Many commonly used plastic and polymers are derived from hydrocarbon 
processing techniques in the chemical industry. Due to high viscosities, diffusion time 
scales are large compared with reaction and polymerization kinetics.  So, an efficient 
mechanical mixing process is extremely important for better production rate. The mixing 
technologies are estimated to produce several hundred billion dollars of polymer-based 
products annually. Improvements in existing technologies can therefore potentially 
translate to several billion dollars in annual cost savings. Mixing inside a vessel can be 
performed in a number of ways; however, stirred tank reactors (STRs) are used for more 
than 50% of the chemical production processes all over the world (Hemrajani and 
Tatterson, 2003). According to Tatterson et al. (1991), half of the $750 billion per year 
output of the U. S. chemical industry is circulated through STRs, and nearly $1-20 billion 
per year is potentially lost due to inefficient design of the mixers. Better design of STRs 
requires a detailed understanding of the dynamics of the associated flow and the effects of 
different operational conditions in it. 
 
1.2 Background 
1.2.1 Geometry and Working Principle of Stirred Tanks 
Schematic of a conventional stirred tank is shown in Figure 1.1. It is a vertical 
cylindrical vessel equipped with a rotating mixer. For turbulent or transitional mixing, wall 
baffles are generally installed within the tank in order to prevent solid body rotation of the 
bulk fluid away from the impeller. The baffles also cause an axial flow inside the tank 
promoting mixing between the top and the bottom of the tank. The tank is usually a vertical 
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cylindrical vessel with flat or dished bottom. Larger tanks are usually constructed with a 
flat bottom. Dish bottomed tanks are mostly used for solids suspension in order to prevent 
accumulation of unmixed solid particles in the corners.  
 
Figure 1.1 Schematic of a stirred tank (Hemrajani and Tatterson, 2003) 
 
The main components of the rotating mixer are: impellers, shaft, shaft seal, 
gearbox, and a motor drive. More than one impeller are often used for tanks with high 
aspect ratio (liquid height (Z)/diameter (T) >1.5). Based on the specific application 
requirement several impeller geometries are used. For low to medium viscosity fluids 
turbine impellers are used. These turbine impellers can be broadly classified as radial flow 
impellers and axial flow impellers. 
 Radial flow impellers are generally used for gas-liquid and liquid-liquid dispersion. 
A few radial flow impeller profiles are shown in Figure 1.2(a). As suggested by their name, 
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the discharges from the radial flow impellers are radially outward towards the tank wall. In 
presence of baffles they provide two strong circulation zones above and below the 
impellers (Figure 1.2(b)). 
                   1.2(a) 
                                           1.2(b) 
 Figure 1.2 (a) Profiles of radially pumping impellers (Hemrajani and Tatterson, 
2003), (b) velocity vectors due to radial pumping (Ciofallo et al., 1996) 
 
Axial flow impellers (Figure 1.3a) are mostly used in blending, solid incorporation 
and heat transfer where the flow is directed towards the bottom wall (Figure 1.3b). 
However, in situations like gas dispersion or solids mixing, an up-pumping flow is 
obtained. A pitched blade turbine (PBT) impeller consists of a hub with an even number of 
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blades pitched any angle between 100 and 900. However, 450 is the most common blade 
angle for PBTs. The discharges from PBTs have both axial and radial component and can 
be considered as a mixed flow impeller. For a high D/T ratio or for low impeller speeds, 
PBTs behave as radial flow impellers (Hemrajani and Tatterson, 2003). 
                         (a) 
                                           (b) 
 Figure 1.3 (a) Profiles of axial pumping impellers (Hemrajani and Tatterson, 2003), 
(b) velocity vectors due to axial pumping (Schaffer et al., (1998)) 
 
Hydrofoil impellers (Figure 1.4) are used for getting an axial discharge with low 
shear rate. High shear impellers (Figure 1.5) are used along with axial flow impellers at 
high speeds for grinding, dispersing pigments or making emulsions. 
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Figure 1.4 Profiles of hydrodynamic impellers (Hemrajani and Tatterson, 2003) 
 
Figure 1.5 Profiles of high shear impellers (Hemrajani and Tatterson, 2003) 
 
1.2.2 Mixing 
1.2.2.1 The Mixing Process 
When two mutually soluble liquids are mixed together two things happen. First, the 
liquids are broken up into intermingled clumps. The shapes of the clumps vary depending 
upon the mixing process. However, the average size of the clumps decrease up-to a certain 
range as mixing is continued. This is the macro aspect of mixing which is mainly driven by 
mechanical forces.  
Mixing at the micro level occurs via molecular inter-diffusion of the two fluids 
across the boundaries of the clumps. This process is spontaneous and continues even if the 
mechanical mixing is stopped. Due to this diffusion process, any mixture of two soluble 
liquids becomes completely uniform after a substantial amount of time. Especially for 
liquids, the breaking-up and inter-diffusion are largely independent processes which 
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produce distinguishable results. The former reduces the size of the clumps, while the latter 
tends to obliterate the difference of concentration between neighboring regions of mixture.  
 
Figure 1.6: (a) stretching of a non-diffusive blob. (b) Stretching accompanied by 
diffusion. (c) Break-up of an active blob into smaller structures (Ottino, 1989) 
 
Figure 1.6 describes the most important physics occurring during mechanical 
mixing. In the simplest case (Figure 1.6a), an initially designated material region of fluid 
stretches and folds throughout the space. In Figure 1.6b, blob diffusion in a fluid is 
depicted. In this case, the boundaries of the stretched fluid blob become diffuse and the 
level curves of concentration determine the extent of mixing. Figure 1.6c shows 
mechanical mixing of an active blob, where the blob breaks up due to interfacial tensile 
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forces, producing smaller fragments. A measure of the extent of mechanical mixing is 
given by striation thickness, s, as shown in Figure 1.6(a). 
Fluid mixing is basically a process involving reduction of length scales 
accomplished by stretching and folding of fluid elements involving distribution of the fluid 
throughout the space, accompanied by breakup of the fluids if they differ sufficiently in 
density and viscosity. For truly turbulent flows, this behavior of fluid elements shows a 
chaotic nature. Also, for extremely simplified flows, the structure of the fluid elements can 
be very complex and exponentially dependent on initial conditions. Hence, study of a 
dynamical system is often utilized to characterize fluid mixing. 
1.2.2.2 Laminar Mixing in Stirred Tank Flows 
Metzner and Norwood (1960) observed segregation of laminar stirred tank flow. 
The segregated regions located both above and below the impeller are approximately of 
circular cross-section. Lamberto et al. (1996) visualized mixing in a highly viscous stirred 
tank flow. Their observation confirmed existence of Kolmogorov-Arnold-Moser (KAM) 
tori like structures. The KAM tori are the invariant irrotational tori of an integrable system 
which are conserved in the perturbed system too. Existence of KAM tori indicates unmixed 
zones in the flow field. However, they showed that transport through the surface of the tori 
can be enhanced by periodic forcing of impeller speed, which enhances mixing in the flow. 
A different kind of segregation is observed in tall tanks fitted with multiple impellers on a 
common shaft. Although mixing in the vicinity of impellers may be very fast, the transport 
between adjacent well mixed zones are often very slow (Whitton, 1993). These 
observations indicate the existence of second type of KAM surfaces that partially separate 
adjacent stirred regions in a multi-impeller flow. 
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Harvey et al. (1997) computationally obtained the flow-field inside a four-impeller 
laminar stirred tank with hemispherical bottom. The Poincare section obtained from time 
integration of particle velocity clearly shows the presence of KAM tori-s that separates 
adjacent stirred zones. De la Villeon (1998) studied dynamic mixing behavior in a stirred 
tank where Lyaponuv exponent was used as a measure of mixing efficiency. Lamberto et al 
(2001) predicted the shapes and locations of the tori correctly using a computational 
approach. 
1.2.2.3 Turbulent Mixing 
Turbulence, due to irregular motions at large scale mixes and transports species, 
momentum and energy much faster than molecular diffusion. Diffusivity of turbulence is a 
parameter that characterizes the ability of turbulence to mix quickly. 
a. Lagrangian Description of Turbulent Diffusion  
The Lagrangian velocity of a fluid element in a location a at time t is given as 
[ ]( , ) ( , )Dv a t x a t
Dt
=                                                 (1.1) 
The Lagrangian position of the particle at time t is given by the integral 
0
( , ) ( , )
t
X a t a v a t dt′ ′= + ∫                                         (1.2) 
Let us consider a point X1 starting its flow from location a1. The average displacement of 
the particle for a sufficiently long time period is given as 1 1( ) 0X a a− = , (  implies 
time averaging). Instead, the mean square displacement is used as a parameter 
characterizing turbulence motion. This mean square displacement distribution was obtained 
by Taylor (1921) as 
( )2 21 1 11
0
2 1
t
X a v t d
t
τ ρ τ − = − 
 
∫                                   (1.3) 
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where,  1 1 1 111 2
1
( , ). ( , )v a t v a t
V
τρ +=  is the Lagrangian autocorrelation coefficient. The 
Lagrangian time-scale is defined as 
( )11 11
0
LT dρ τ τ
∞
= ∫                                            (1.4) 
For short diffusion times, when t <TL11, as 11 1ρ → , 
( )2 2 21 1X a v t− =                                       (1.5) 
And, for substantially long diffusion time, we get 
( )2 21 1 112 LX a v T t− =                                     (1.6) 
Drawing an analogy with Fick's theory, Baldyga and Bourne (1998) defined a Diffusion 
coefficient TD′  such that
2
0TD v t′ =  for short diffusion time and 
2
02TD v t′ =  for long diffusion 
times, where 20 ( ,0) ( ,0)v v a v a= • . The probability P(x; t) that a moving point will be 
present at location x after a time t from initiation of the flow is related with the diffusion 
coefficient as 
2
2
( , )( , )
3
TD P x tP x t
t x
′∂ ∂
=
∂ ∂
                                    (1.7) 
The smaller the probability density, higher the chances of mixing in that zone. 
b. Multi-particle Dispersion by Fully Developed Turbulence 
Biferale et al (2005) studied movement and evolution of Lagrangian tracer 
tetrahedral in an isotropic turbulent flow. The injected 9600 tetrahedral over a unit 
geometry with their centre of masses uniformly distributed all over the domain. As the 
tetrahedral move with the flow, they grow in size and takes deformed shapes (Figure 1.7). 
The shape of the tetrahedral is characterized in the transformed co-
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ordinate: 0 1 2 3 4( ) /2x x x xρ = + + + , 1 2 1( ) / 2x xρ = − , 2 3 3 1 (2 ) / 6x x xρ = − − , 3 4 2 3 1 (3 )/ 12x x x xρ = − − − . 
Now, 0ρ does not contribute to Lagrangian statistics. Therefore, the information about 
particle separations are packed in the square matrix ρ  whose columns are three vectors iρ . 
The eigenvalues of the square matrix Tρρ  shows the evolution of shape and size of each 
tetrad with time. The time history of eigenvalues shows two different regions. At very 
small time 
n
t τ<  (
n
τ  is the Kolmogorov time scale), the growth of the eigenvalues are slow 
due to the incompressibility and the viscous effects.  
 
Figure 1.7 Evolution of the tetrads (Biferale et al., 2005) 
 
At this viscous range, the shape dynamics is governed by Lagrangian Lyaponuv 
exponent. The exponential growth of particles brings them out of viscous range to inertial 
range, where the eigenvalues grow in a cubic order of time. A near Gaussian distribution of 
particles is predicted from the PDF of the eigenvalues of Tρρ . 
c. Eulerian Description of Turbulent Diffusion 
The governing differential equation of transport of dynamically passive species in 
an Eulerian frame of reference is given as 
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2
2j
j j
c c c
u D
t x x
∂ ∂ ∂
+ =
∂ ∂ ∂
                                                (1.8) 
For the turbulence flow, Reynolds decomposition can be applied both to velocity and 
concentration, i.e., u u u′= + and c c c′= + , to yield 
2
2j
j j j
c c c
u D u c
t x x x
∂ ∂ ∂ ∂
′ ′+ = −
∂ ∂ ∂ ∂
                              (1.9) 
The term u c′ ′  is analogous to the Reynolds stress term in momentum transport equation 
and is to be modeled. An eddy diffusion coefficient is used to model this term as 
i T
i
c
u c D
x
∂
′ ′ =
∂
                                                (1.10) 
A number of models can be used to determine eddy diffusivity TD . A mixing length model 
gives 
2
1
2
T
T
ulD
Sc x
∂
= ∂
                                                (1.11) 
In a liquid mixture, the local value of concentration variance can be divided into three parts 
according to the scale of segregation and related mechanism of mixing, namely inertial-
convective ( 21σ ), viscous-convective ( 22σ ) and viscous dissipation. The balance equation of 
each component of concentration variance 2iσ -s are given as  
( )
2 2 2
i i i
j T Pi Di
j j j
u D D R R
t x x x
σ σ σ∂  ∂ ∂∂
+ = + + − ∂ ∂ ∂ ∂  
                          (1.12) 
where RPi and RDi are the production and dissipative terms which are to be modeled to close 
the above equations. Various mixer models have been proposed to model production 
(Spalding (1971), Fox (1996), Baldyga and Henczka (1997)) and dissipative (Lesieur 
(1990) , Baldyga et al, (1997)) terms. 
 12
1.2.2.4 Turbulent Mixing in Stirred Tanks 
The mixing time is the time measured from the instant of tracer addition until the 
vessel concentration has reached a specific degree of homogeneity. The degree of 
homogeneity in a vessel can be identified several ways, The most common method 
specifies the degree of uniformity based on the concentration of tracer at a particular point 
as a function of time. The highest concentration inside the vessel is also used as a 
parameter of mixing. With time and enhancement of mixing, the blobs of tracer diffuse in 
the flow, and the value of highest concentration decreases. Biggs (1963) The degree of 
uniformity may be defined by percentage of vessel volume with concentration (1± 
0:005)C∞. Ogawa and Ito (1975) have suggested a mixing criterion based on idea of 
entropy in information theory. The extent of mixing M of a tracer of volume V0 and 
concentration C0 in the vessel of volume VT with n-subranges of volume Vi is given as 
( )
1
0 0
ln
ln /
n
i i i
T
V p P
M
V V V
 
 
 
=
  
∑
                                                   (1.13) 
where Pi is the probability density of concentration in i-th cell. M increases with 
augmentation in mixing. Edwards (1985) suggested the use of concentration variance to 
specify degree of mixing using n detectors 
( )2
12
1
n
i
i
c c
n
σ
∞
=
−
−
∑
=
                                               (1.14) 
in a mixing operation  2σ  decreases with time. Ranade et al (1991) computed mixing time 
based on all the above parameters for a turbulent flow inside a stirred vessel. However, the 
mixing times indicated by each of the parameters were different from the others.  There 
have been a number of studies in order to find out an empirical correlation between the 
mixing time and impeller speed and diameter (Prochazka and Landau (1961), Sano and 
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Usui (1985), Ruszukowski (1994)).  Verschuren et al. (2002) validated mixing models in 
using an LDV observed value of turbulent diffusion in order to compute mean 
concentration and concentration fluctuation for a STR with Rushton Turbines. They 
validated their model with PLIF experiments. Osman and Varely (1999), Jaworski et al, 
(2000) and Bujalski et al., (2002) predicted mixing time with a RANS approach using 
sliding mesh of multiple frames of reference approach. However, their predictions were 
much higher than observed values due to under prediction of turbulence levels in RANS 
approach. Hartmann et al. (2006) obtained a better prediction of mixing time using a Large-
eddy simulation (LES) technique for modeling small-scale turbulent fluctuations. 
 
1.2.3 Macroinstabilities 
Macroinstabilities (MI) are of importance in stirred tank flows since they have an 
effect on the mixing and heat transfer as well as on the structural stability of the tank. 
Yianneskis et al. (1987) observed fluctuations of frequencies less than impeller rotation 
frequency in their LDV experiment, which they termed as ‘pseudoturbulence’. Bittorf et al. 
(2000) identified that two-thirds of the tank volume for an axial impeller STR shows an 
active mean circulation, and the remaining one-third is governed by macroinstabilities. 
Hasal et al. (2004) analyzed the tangential force effects on radial baffles for both PBT and 
Rushton impeller STRs and concluded that 50% of the total dynamic forces on the baffles 
are due to macroinstabilities. Based on their LDA study on fully baffled Rushton impeller 
STRs, Nikiforaki et al. (2003) inferred that MI can cause a mean velocity variation up to 
30% of the impeller tip velocity and can increase the turbulence level upto 25%.  Kresta et 
al. (2004) and Galletti et al. (2005) identified two different mechanisms of the MI: (a) 
instability in the impeller jet stream and the circulation pattern, and (b) instability due to 
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precessional vortex motion around the shaft. Comparing relative energies associated with 
these two types of instabilities, Kresta et al. (2004) showed that the jet instability is more 
active in the near impeller region and in the main circulation loop, while the precessional 
vortex instability plays a major role in the dynamics of the flow in the upper portion of the 
tank. The impeller jet instability can be correlated with changes in circulation patterns due 
to (i) variation in Reynolds number (Hockey et al. (1996) and Galletti et al. (2004)) and (ii) 
change in impeller clearance (Chapple et al. (1994) and Galletti et al. (2003)). 
Macroinstabilities play a vital role in the mixing process inside a stirred tank due to 
their impacts on mass transport rates. Bittorf and Kresta (2000) identified that 2/3 of the 
tank volume for an axial impeller STR shows an active mean circulation and remaining 1/3 
is governed by macroinstabilities. Haam et al. (1992) measured local heat fluxes and 
temperatures on a stirred tank wall. They observed time dependent fluctuations in the heat 
transfer rate which they attributed to precessional vortex motion.  The macroinstability 
fluctuations also produce a significant dynamic force on the mechanical parts of the mixing 
system (Bruha et al., 1996). The slowly varying stresses induced by this fluctuation may 
cause a mechanical failure in certain cases. Hasal et al. (2004) analyzed the tangential force 
effects on radial baffles for both PBT and Rushton impeller STRs and concluded that 50% 
of total dynamic forces on the baffles are due to macroinstabilities. So, macroinstabilities 
are important to understand from the point of view of structural designs too. Also, for a 
multiphase flow, Derksen (2003) observed presence of precessing vortices in a solids 
distribution system, where the lower vortex enhance the mass transfer through resuspension 
of the solids lying on the bottom of tank. Guillard et al. (2000) observed instability patterns 
in coherent mixing structures inside a Rushton impeller agitated tank and concluded that 
large scale fluctuations have a significant effect on the mixing performance of stirred tanks. 
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1.2.4 Enhancement of Mixing in Stirred Tanks 
Experiments have been carried out for last 5-6 decades with a goal of achieving better 
mixing performance. . Mixing can often be improved by increasing the rate of stirring by 
using higher impeller speed. However, this process requires more power input. Hence, 
other methods of improving mixing are studied.  
In polymerization reactors, the final viscosity of the derived polymer solution can be 
10,000 times greater than the initial viscosity of monomer and its solvents. So, mixing of a 
varying-rheology fluid inside a particular stirred tank is a challenging problem in industrial 
practice. When a chemical reaction or a property change occurs inside a stirred tank, two 
mixing mechanisms are usually required: (1) dispersion of one or more components at low 
viscosity and (2) homogenization of dispersed phases at higher viscosity. However, most of 
the impeller designs for tank mixing are optimized for certain viscosity ranges. Therefore, a 
system that will give best possible mixing over the whole viscosity range has to be 
designed.  
In industry, following mixers are commonly used for a large viscosity range (Tanguy et 
al., 1997): 
i) Multiple intermeshing kneading paddles mounted on a carousel (planetary 
mixer) 
ii) A main centered impeller associated with off-centered ancillary turbines located 
close to the vessel surface 
iii) Co-axial impellers of a similar type rotating in same speed 
iv) Co-rotating or contra-rotating co-axial impellers of different types with different 
speeds. 
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Co-axial impellers present an elegant combination of the effectiveness of open and 
proximity impellers. Open impellers (e.g. Rushton or pitched blade turbine) are efficient in 
the low to mid viscosity range while a proximity impeller (e.g. helical ribbon or anchor) 
operates at high viscosities (Tanguy and Thibault, 2002).  
  Yianneskis et al. (1987), Dong et al. (1994) demonstrated existence of unmixed 
segregated zones inside low impeller speed stirred tanks. Moreover, these structures exist 
in both baffled and unbaffled stirred tanks. As observed by Harvey et al. (1995), these 
segregated zones can be visualized as KAM tori-like structures impending movement of 
fluid through its surfaces. Lamberto et al. (1996) demonstrated that with a periodic 
fluctuation of impeller rotation rate faster homogenizations of the segregated zones can be 
obtained resulting a better mixing.  Yao et al. (1998) also observed an augmentation of 
mixing rate with a time-varying impeller rotational speed. Lamberto et al. (2001) 
demonstrated that as rotational speed changes, the geometric region of tori formation shifts 
and some of the fluid in the well-mixed region for the previous impeller speed now forms a 
new segregated region. As, the center of the torus shifts with change of rotational speed, a 
swirling motion is set inside the torus. Now, again, when the speed drops or increases to the 
previous speed, some of the fluid trapped inside the segregated region comes out of the 
torus into the well-mixed region. Moreover, within the new segregated region, a volume of 
previously well-mixed fluid continues to swirl around poorly mixed fluid volume. The 
whole process enhances mixing of fluids. For turbulent STR flows, mixing is hindered due 
to the fact that the impeller jest stream and circulation bubbles do not spread more than 2/3-
rd of the tank volume (Bittorf et al. (2000)). Outside this active circulation regions, 
turbulence levels are very low and consequently mixing shows a very slow rate. Gao et al. 
(2007) used the idea of actively perturbing the flow with the objective of obtaining better 
 17
mixedness. In their PIV study, a step-variation of the impeller speed has been used to 
dynamically perturb the stirred tank flow field. They obtained significant improvements of 
turbulent fluctuations that contributed to an enhanced spreading of the radial jet-streams 
coming out of the impeller blades which can potentially contribute to a better global mixing 
in the STR. 
 
1.2.5 Computational Strategies for Stirred Tank Flows 
Computational fluid dynamics (CFD) can be effectively used for predicting flow 
inside a stirred tank vessel and having a detailed understanding of flowphysics and mixing 
process inside the tank. However, computation of flow inside a baffled stirred tank has 
been a challenging issue due to presence of both stationary baffles and moving impeller 
boundaries. Especially, specifying proper boundary condition for rotating impeller 
geometries in a non-rotating frame of reference is a difficult task. The initial approach was 
adding appropriate momentum source and sink terms (Hervey and Greaves, 1982, Placek 
and Tavalradis, 1985) in the governing equations for modeling the azimuthally averaged 
effect of impeller rotations. Kresta and Wood (1991) utilized the idea that flow generated 
by passing turbine blades are mainly consisting of trailing edge vortices and they developed 
a mathematical model which use experimental data of time averaged and fluctuating 
velocity components of fluid in trailing edge vortex regime. However, applicability of this 
method is extremely limited due to unavailability of detailed experimental data for 
industrial mixing operations. Use of experimental data for modeling the effect of impeller 
rotations can be avoided by specifying proper boundary conditions at impeller surfaces 
while solving the exact momentum equations. For an unbaffled tank, an approximate 
steady state method called method of snap-shots was used by Ranade and Dommeti (1996), 
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Harvey and Rogers (1996) and Harvey et al. (1997), where flow at a single instant of time 
is computed when the impeller is at a fixed position relative to the baffle. Mass sources are 
added in the governing equation for modeling the effect of impeller rotation which mimics 
the rotation of impeller in absence of baffles. However, this method cannot be used for 
obtaining time-dependent azimuthal variation of flow field, especially in the near-baffle 
region.  Yoon et al. (2001) used a theoretical model by superposition of the tip vortex 
induced flow and flow swept by the impellers to mimic the effects of impeller rotation.  
Luo et al. (1994) used a multiple reference frame model where one rotating reference frame 
was used near the impeller region and the baffles were considered inside a stationary 
rotating frame. The velocity at the surface interface one frame of reference is updated from 
extrapolated velocity information from the other frame during each iteration. The idea of 
using multiple reference frames is extended for unsteady stirred tank simulations in a 
sliding mesh approach where the grid system for the rotating frame of reference simulating 
the near impeller region also rotates with respect to the fixed grid system that contains the 
stationary baffles and tank wall. Peng and Murthy (1993), Murthy et al. (1994), Bakker et 
al. (2000) obtained good agreement with experimental results using this approach for 
various impeller geometries. However, relative movement of two meshes imposes 
restrictions on time-steps and also generating a grid that conforms to the impeller 
geometries is a costly process. In this study, an immersed boundary method has been used 
for modeling moving impeller geometries in a single stationary curvilinear grid system 
with no-slip boundaries at the baffles. In an immersed boundary method, boundary 
conditions for a solid geometry inside a flow field are replaced using a forcing function in 
the momentum equations. Verzicco et al. (2000) and Revstedt and Fuchs (2001) obtained 
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very good agreement with experimental results for Rushton impeller stirred tanks using 
immersed boundary methods. 
Prediction of correct behavior of turbulence is another issue in computation of 
stirred tank flows at higher impeller speeds. Eggels (1996) performed a direct numerical 
simulation of turbulent stirred tank flow using a huge grid system that consists of 45 
million grid points. He showed that, quite good agreement can also be obtained using 
Large-eddy simulation where relatively much smaller grid system is required. A number of 
researchers used RANS for stirred tank simulations (Ranade and Joshi (1989), Kresta and 
Wood (1991), Wechsler et al. (1999)), however predictions of turbulent kinetic energy 
were not very satisfactory for most of the simulations.  Jones et al. (2001) studied stirred 
tank flow with Rushton impellers using different two-equation turbulence models. They 
concluded that all of these models overpredict the radial velocity components and 
substantially underpredict the turbulent kinetic energy. Yoon et al. (2003) predicted the 
mean flow and turbulence in a rushton impeller stirred tank satisfactorily using Large-eddy 
simulation. Hartmann et al. (2004) compared both RANS and LES with LDA data and 
observed that LES gives a better prediction of turbulent kinetic energy and resolves local 
velocity fluctuations. 
 
1.3 Objectives of the Dissertation 
  Improvement in design of stirred tanks can potentially translate to several billion 
dollars savings in Chemical, Polymer and Processing industries. Better design of stirred 
tanks requires a detailed understanding of the associated flow behavior and mixing process 
inside the tank. However, descriptions of the physics of flow instabilities and their effects 
on the mixing process have not been well communicated for turbulent Stirred tank flows. 
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The goal of the current research is to accomplish a comprehensive study of the flow and 
mixing inside turbulent stirred tanks. Mixing performances of different tank and impeller 
geometries as well as different operating conditions are investigated. Knowledge developed 
from this exercise is then utilized to explore possibilities of enhancement of mixing through 
introduction of instabilities in stirred tank flow field.  
The specific goals of the dissertation are: 
a. To validate the applicability of the immersed boundary method for stirred tank 
flows.  
b. To explore the flow physics in stirred tanks (with different impeller geometries) 
with specific focus on macro-instabilities, turbulence, evolution of large scale 
structures and mixing. 
c. To explore the strategy for improving mixing by actively perturbing turbulent STR 
flows.  
 
1.4 Organization of the Dissertation 
Subsequent chapters of this dissertation have been organized in following manner: 
The current chapter states the motivation, background and objectives of this 
research. 
Chapter 2 describes the governing equations for flow and species transport for an 
incompressible Newtonian fluid. It discusses the implementation of immersed boundary 
method used for modeling the boundary conditions of moving impeller geometries. The 
Large-eddy simulation technique for modeling small scale turbulent fluctuations in a 
curvilinear grid system has also been discussed here.  
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Chapter 3 discusses the numerical methodology applied for solving the flow 
equations, which is backbone of the compressible parallel flow solver CHEM3D used for 
the entire computational study. The discretization schemes for convective and viscous flux 
as well as linearization of primitive variables have been described in this chapter. The 
parallelization strategy for this multi-block solver is also described in this chapter. 
Chapter 4 presets three validation cases of this computational approach. As the first 
validation study, a laminar multi-impeller stirred tank flow has been simulated using 
immersed boundary method and results are compared with experimental observations. 
Then, the LES implementation has been validated for a turbulent flow over a backward 
facing step. Lastly, the combined LES-immersed boundary implementation has been 
validated for a turbulent stirred tank problem. 
In chapter 5, Turbulent flow inside a dished bottom baffled stirred tank reactor 
(STR) with a 450 pitched blade impeller is studied numerically for three different impeller 
rotational speeds. The features of the large-scale and turbulent flow structures are 
visualized. Macro-instability (MI) frequencies are identified from the time signal of the 
velocity components. The role of these MI oscillations is explored by observing changes in 
the three-dimensional circulation pattern and trailing-edge vortex structures within the 
STR. The contribution of MI-s to the kinetic energy (velocity fluctuations) is also 
calculated. 
In chapter 6, Flow in unbaffled Rushton-impeller stirred tank reactor (STR) is 
studied for constant and time-dependent impeller speeds. Perturbation in impeller speed is 
showed to Increase the width of the impeller jet and magnitude of turbulent fluctuations. 
Higher values of production and convection of turbulent kinetic energy are observed for the 
perturbed case. Changes in the mean flow-field during the perturbation cycle are 
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investigated. Augmentation in the dissipation of turbulent kinetic energy is calculated 
which ensures a better mixing at the molecular scale due to the perturbation. 
Chapter 7 reports the studies on perturbation cycles of different amplitude and 
shape for the previous Rushton-impeller STR. Changes in the mean flow field, turbulence 
level and impeller jet spreading are examined. Production of turbulent kinetic energy due to 
both the mean and periodic component of the velocity field is presented. Fluctuations in 
power consumptions due to perturbation are also calculated, and shown to correlate with 
the perturbation amplitude 
In chapter 8, mixing of a passive scalar inside a pitched blade turbine (PBT) 
impeller stirred tank (STR) is studied. Mixing time is calculated based on 95% 
homogenization of the scalar over the entire tank volume. The growth rate of unmixed 
tracer is observed to identify the effects of macroinstability oscillations. The enhancement 
in mixing due to perturbation of the STR flow using a step-change is reported by observing 
the spatio-temporal behavior of the large-scale mixing structures. Mechanism of the mixing 
enhancement is explored by investigating dynamic changes in the concentration 
distribution and velocity field over the perturbation cycle. 
In Chapter 9, conclusions from findings of the accomplished study are presented 
and the future work is proposed. 
 23
CHAPTER 2. GOVERNING EQUATIONS AND 
MODELS 
 
2.1 Background 
Computational fluid dynamics (CFD) has matured over past several decades into a 
“routinely-used” design tool to provide cost-effective and accurate design solutions in the 
chemical industries. With high performance computing (HPC) platforms available, it is 
now possible to handle the problems of industrial relevance using super-computing 
resources. However, the algorithmic challenges posed by the problems for the efficient 
representation of complex impellers and their relative movement in the tank are still 
enormous, and require special techniques and significant computational resources. For 
example, a deforming mesh methodology that regenerates the fluid mesh around moving 
rigid geometries would be extremely time-consuming for large problems. Moreover, in 
some problems, moving parts (impellers) might sweep only a small fraction of the total 
computational domain. A sliding mesh approach may be a good alternative for problems 
where the interface can be defined clearly between the blocks that are moving relative to 
the fluid mesh at all times (Murthy et al., 1994). However, for complex impeller designs 
and intermeshing extruders, the sliding mesh approach might not be feasible or 
computationally very demanding (several sliding blocks in the computational domain). On 
the contrary, Immersed Boundary Methods (IBM) add the influence of moving geometries 
through “forcing” terms in the momentum equations for the fluid, and therefore the IBM 
does not face the issues of regenerating the fluid mesh around the moving geometries. 
Further, there is no constraint on the prescribed motion of the rigid geometries (unlike 
sliding meshes) to get an interface to exchange information across moving and stationary 
blocks.  However, a Cartesian coordinate implementation of the traditional IBM to 
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represent the outer boundary of a cylindrical tank would potentially waste about 20% of the 
total grid points in the vicinity of the corner edges in an underlying square cross-sectional 
Cartesian mesh. Thus, from this perspective, a body-fitted grid remains an accurate and 
economic discretization for the bulk of the computational domain such as STR. An 
immersed boundary method in curvilinear grids is proposed here to alleviate the issues of 
sliding meshes and deforming grids that are otherwise needed to represent the moving 
impeller, while retaining the advantages of the body-fitted grids that accurately and 
economically represent the outer boundary of the tank with baffles. The proposed 
immersed boundary concepts and algorithms in this study are developed and implemented 
in a body fitted multi-block curvilinear finite volume solver.  
The issue of turbulence modeling in STR is addressed here by large eddy 
simulation. Jones et al. (2001) tested six different two-equation turbulence models for STR, 
and found that none of the model predictions compared well with published data. In STR 
flows,  a range of energetic flow scales that are inherently unsteady are encountered, and 
LES is well-suited for such flows since they resolve the more energetic scales. By 
combining the curvilinear IBM with the LES methodology, a solution procedure is 
obtained that can efficiently address the problems in the laminar-to-turbulent regime and 
complex geometries, for example, those with multiple independently moving impellers. 
There are only very few studies that have exploited IBM in curvilinear grids. Ghias 
et al. (2004) implemented IBM in non-conforming curvilinear meshes to study the tip flows 
around a rotor in hover. You et al. (2004) used a combined LES-IBM methodology in 
curvilinear grids to study the tip-clearance flows in turbo-machines. In this paper, we 
present a specific implementation strategy for combining IBM on curvilinear grids with 
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LES, and demonstrate its application for STR flows. The advantages of this approach will 
be further discussed in the presentation of the results.  
 
2.2 Governing Equations 
The non-dimensional governing equations for the conservation of mass and 
momentum for an incompressible Newtonian fluid are given as:  
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where ui is velocity field, p is pressure, Re is the non-dimensional Reynolds number 
defined in terms of characteristic velocity and length scales of the problem and fi is the 
body force term due to immersed boundary.  
The species transport equation is given as 
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where Z is the concentration field scalar, D is the diffusivity of the species. 
 
2.3 Boundary Conditions 
The tank the baffle walls are considered to be no-slip boundaries with zero velocity. 
The shaft is considered to be a rigid no-slip wall with rotational speed w. An immersed 
boundary method is applied to obtain rigid no slip boundary conditions on the moving 
impeller blades. 
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2.4 Immersed Boundary Method  
At this point, a brief overview of the immersed boundary method (IBM) is 
presented. In the IBM, the complex geometrical features are incorporated by adding a 
forcing function in the governing equations. With the IBM, grid points internal (or in the 
vicinity, in case of moving geometries) to a solid surface have body force terms added such 
that the no-slip boundary conditions at the interior surface is exactly satisfied (Peskin, 
1972; Fadlun et al. 2000; Tyagi, 2003). The forcing function is zero everywhere except at 
the surface where the influence of the solid boundaries is assigned (Fig 2.1). Details of 
identifying “forced points” around the moving rigid geometry in a fixed mesh are 
illustrated in Figure 2.1. The surfaces of moving rigid geometries are represented as 
Lagrangian markers and the surface normals can be used to define the interior and exterior 
of the moving immersed solids with respect to fixed fluid mesh (Figure 2.1a). Appropriate 
interpolation stencils can be formed using the various “tagged-points” in the computational 
domain. These points include: the “solved” flow field points, the “forced” points inside the 
moving immersed objects without any influence from “solved” fluid points, and the “forced 
points at the immersed boundary” using an appropriate interpolation scheme incorporating 
the influence from all other tagged points except immersed boundary points (Figure 2.1c). 
There are several other ways to achieve similar forcing (Tyagi and Acharya, 2005). Also, 
for moving geometries, these forcing terms can be prescribed in a general time-dependent 
fashion. On a fixed Cartesian mesh with geometry defined on moving Lagrangian markers 
(surface points), the need for time consuming grid-generation methods is therefore not 
required. However, for several different forcing strategies at the immersed boundary, the 
intersection of these immersed boundaries with the underlying cartesian mesh need to be 
computed in an efficient fashion. 
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(a) 
Immersed surface can be located using 
the surface normals defined at the 
triangulated facets 
(b) 
Tagging of the Eulerian cells (fluid mesh) 
defines the region for application of 
immersed boundary interpolation schemes. 
 (c ) 
 
Figure 2.1 Schematic to illustrate a) immersed surface (Lagrangian), b) fluid mesh 
(Eulerian) and identification/tagging of different cells in computational domain and c) 
Details of the interpolation scheme showing the points in the interior of the immersed 
body (solid), on the solid surface (Lagrangian marker), solved points (fluid) and the 
immersed boundary points (forced) (Tyagi et al., 2007). 
 
 Several researchers (Iaccarino and Verzicco, 2003; Tseng and Ferziger, 2003) have 
used the inverse-distance weighted interpolation to evaluate the body forces on the 
immersed grid points. A general interpolation scheme can be written as 
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where Vm are the computed solution around the immersed point, wm is the weight, p is the 
power exponent (usually set to 2), hm is the distance of corresponding grid points from the 
forced point, and R is the maximum of hm (Franke, 1982). This inverse-distance forcing 
strategy is adopted in the present study. 
The computed velocity field needs to be consistent with the no-slip requirement at 
the geometric features of the immersed solid object. As a first step, the exact location of the 
geometric features to be rendered is solved or specified at the Lagrangian markers (Figure 
2.1a). Note that in general, these locations will not coincide with computational grid nodes. 
The weights can be evaluated by an appropriate interpolation scheme to satisfy the no-slip 
condition on these solid walls (Figure 2.1c). Thus, the influence of the moving complex 
geometric features is distributed on the computational mesh through these body force 
terms. For pressure and scalar concentration, a zero gradient condition is assumed at the 
impeller surface. 
 
2.4.1 Immersed Boundary Method in Curvilinear Grid System 
As a first step, a description of complex moving geometries is needed for the 
immersed boundary method. Description of complex geometric features can be achieved 
using a Stereo-Lithography (STL) format (Ito and Nakahashi, 2002). The STL 
representation of any surface is a collection of unconnected triangles of sizes inversely 
proportional to the local curvature of the original surface. STL format is the standard for 
Rapid Prototyping and all the CAD systems have the capability to automatically export any 
given surface in STL format. Therefore, complex geometries can be described without the 
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need of a surface mesh (with the restriction that these surfaces must be closed manifolds). 
However, in this study, various surface grids are generated using GambitTM to define the 
moving rigid geometries. Preprocessor for the immersed boundary flow solver generates all 
the interpolation data by separating the computational domain into fluid, solid and 
immersed cells. The properties of surface normal vector are used to tag these cells (Figures. 
2.1a & 2.1b). Alternatively, a simple ray tracing technique can also be used. By tracking 
the moving surfaces using these tags in a multi-block curvilinear mesh, usage of deforming 
meshes or sliding meshes can be completely avoided. Appropriate interpolation schemes 
for the forcing term in the momentum equations are used around these immersed cells 
(Figure 2.1c). The proposed “optimal” approach can capitalize on the advantages offered 
by the block structured curvilinear meshes, the STL (or any other convenient) format for 
defining the surface grid and the interpolation schemes using the immersed boundary 
method. It also avoids the substantial computational overhead associated with deforming 
meshes.  
In the impeller stirred tanks, each impeller (in case of multiple impellers) geometry 
is stored as a separate input file and hence provides the fidelity to move them 
independently. The search/tagging is performed only in a fraction of the computational 
domain that contains the moving impeller and it therefore saves a considerable amount of 
computation (Figure 2.2). It is only in these blocks that the immersed boundary forcing is 
also applied. In all the current studies, the impeller (immersed) zones are disjoint and 
therefore, the forcing schemes and search/tagging strategies do not face any conflicting 
scenarios. 
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Multi-block Computational Grid 
 
             Impeller 
Geometry* 
 
 
 
 
                 
Immersed Zones 
 
 
 
 
 
*Complex surfaces can be created using any 
CAD or surface mesher.  STL files, Gambit 
neutral files, GridPro triangulations, ICEM, 
etc 
 
 
Figure 2.2 Identification of immersed zones to localize the search for the immersed 
points in the Eulerian curvilinear mesh and illustration of the static curvilinear solid 
boundaries with respect to the moving impeller blades (Lagrangian surface mesh) 
(Tyagi et al., 2007). 
 
2.5 Large-eddy Simulation 
In Large-eddy Simulation (LES), the larger three dimensional unsteady turbulent 
motions are directly represented, whereas the effects of the smaller scales are modeled. 
This technique is based on separation of large energy carrying scales or resolved scales and 
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small dissipative scales. On the mathematical level, This scale separation is formalized in 
the form of a frequency low-pass filter (Tyagi, 2003; Sagaut, 2001).  
The general filtering operation (introduced by Leonardo, 1974) is defined by  
( )( , ) ( ) ( )i i i i
D
u x t u x G x x dx′ ′ ′= −∫                                       (2.4) 
where, D is the entire domain and G is the filter function. The filtered variable is denoted 
by an A top-hat or box filter in real space is given by 
i i1/ 2         if x -x( )
0               otherwise
i i
i iG x x
′ ∆ < ∆
′
− = 

                           (2.5) 
where, ∆ is the filterwidth. The Fourier transform of G(x) is the response function R(k) in 
wavenumber space with  2 ,  i i
i
k L
L
pi
=  is the filterwidth. 
where, ∆  is the filterwidth. The Fourier transform of G(x) is the response function R(k) in 
wavenumber space with 2 ,  i i
i
k L
L
pi
= is the filterwidth. 
( ) ( ) ikx
D
R k G x e dx≡ ∫∫∫                                              (2.6) 
that gives 
[ ]1( ) cos( ) sin( )
2i i iD
R k kx i kx dx≡ +
∆∫∫∫
                          (2.7) 
 
or,     
sin( )( ) ii
i
kR k
k
∆
=
∆
                                                (2.8) 
or,                                                          
sin( ) ii
i
R αα
α
=                                                   (2.9) 
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where, αs is the phase angle corresponding to wavenumber ki .  
The highest resolvable wavenumber corresponds to the minimum resolvable length 
scale, 2∆i. Let sα  corresponds to the highest resolvable length wavenumber that implies  
2 2
2s i ii iL
pi pi
α pi= ∆ = ∆ =
∆
                                       (2.10) 
Therefore, the box-filter resolves a phase angle of -pi  to pi   in the spectral space. 
 
Figure 2.3 How the box-filter operates on subgrid-scale wave components 
 
The application of this filter to Navier-Stokes equation yields the constitutive 
mathematical model for Large-eddy Simulation. The convective term, because it is non-
linear, has to be decomposed. Part of the resultant term can be calculated directly from the 
resolved scales, the rest have to be modeled. 
  Two major modeling approaches are: functional modeling, based on representing 
kinetic energy transfer and structural modeling, which aims to reproduce the eigenvectors 
of the statistical correlation tensors to the subgrid modes. Because the small-scale motions 
tend to be more universal, the modeling in LES can be significantly simplified yet the 
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results can be more accurate than those obtained by RANS computations. 
 
2.5.1 Large-eddy Simulation for a Curvilinear Mesh 
However LES in complex geometries introduce additional challenges due to the 
computational effort needed for grid generation and commutation errors introduced due to 
spatial filtering on non-uniform curvilinear grids (Tyagi and Acharya, 2005). In LES, the 
governing equations are spatially filtered and then transformed to the computational 
domain. The filterwidth (proportional to the grid size) represents the scales in the flow field 
that are resolved. The non-dimensional filtered governing equations for the conservation of 
mass, momentum and energy for an incompressible Newtonian fluid in curvilinear 
coordinate system are given as (Jordan, 1999; Tafti, 2004):  
Continuity equation: 
( ) 0=
∂
∂ j
j
Ugξ                                                 (2.11) 
Momentum Equations: 
( ) ( ) ( )( )
( ) SgC
u
ggpaguUgug
t
s
t
k
ijk
tj
i
j
j
i
j
j
i
3/22
Re
1
Re
1
Re
1
=








∂
∂






+
∂
∂
+
∂
∂
−=
∂
∂
+
∂
∂
ξξξξ
 (2.12) 
where ( ) ( )
k
j
k
j
kk
jj
x
auagUg
∂
∂
==
ξ
      ,  are the contravariant velocity components and 
associated metric terms respectively. The term g  is the Jacobian of the transformation, 
and ijg  are the elements of the contravariant metric tensor. 
The problem associated with this filtering approach is due to unfiltered metric terms in the 
LES equations, which gives a first order truncation error. 
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  The strain rate tensor is given by ( ) ( ) 





∂
∂
+
∂
∂
=
m
k
i
m
m
i
k
m
ik
u
a
u
aS ξξ2
1
 and S  is the 
magnitude of the strain rate tensor. In the above equations the over-bar represents the 
filtered quantities. 
The anisotropic subgrid ( ) and subtest scale (~) stress tensor is formulated in terms of 
the Smagorinsky eddy viscosity model (Smagorinsky, 1963), and is given by: 
( )
( ) ijsaij
ijs
a
ij
SSgCT
SSgC
~~
2
2~
3/22
3/22
~
α
τ
−=
−=
                                                   (2.13) 
Cs is the model coefficient and is assumed to be same at both subgrid as well as subtest 
level. α denotes the ratio of filterwidths at the test level to the grid level. The Germano 
Identity (Germano et al., 1991) relates the SGS stresses at different filter levels in terms of 
the filtered fields only 
,
~
~
ij i j ij i j i ji j
i jij ij ij i j
T u u u u u uu u
u uL T u u
τ
τ
= − = −
= − = −
ɶ ɶ
ɶ ɶɶ
                                       (2.14) 
where the Leonard stress, ijL ,  is the difference between sub-test (~) and sub-grid () stress terms. 
Using the Smagorinsky’s model for SGS terms, the Germano identity relates the anisotropic 
components of Leonard stress with the strain rate tensor as,  
( )2/321 23
~
a
ij ij ij kk s ij ijL L L C g S S S Sδ α
 
 = − = − −
 
 
ɶ ɶ
                          (2.17) 
( )2/322aij s ijL C g M∆=−                                           (2.18) 
So, finally Smagorinsky constant can be calculated as 
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( )
2
2/3
1 1
2
a
ij ij
s
ij ij
L M
C
M Mg
⋅
= −
⋅
                                        (2.19) 
For numerical stability, the coefficient Cs is limited to positive values only or smoothed in 
a general fashion (Tyagi and Acharya, 2005). 
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CHAPTER 3. COMPUTATIONAL APPROACH AND 
METHOD OF SOLUTION 
 
3.1 Grid System 
 The compressible flow code uses a block-structured body fitted curvilinear grid 
system where the entire domain is decomposed in a number of hexahedral curvilinear 
blocks with each block containing a regular array of three-dimensional curvilinear 
hexahedral cells (Figures 3.1a and 3.1b). All primitive variables like velocity, pressure and 
temperature are defined at the cell centers (j,k,l), while the fluxes are calculated at the 
interfaces. Inside the fluid domain, each face of a particular block shares similar grid point 
locations with an adjacent face of a neighboring block. In the decomposed domain, 
governing equations are solved inside each block while information from the neighboring 
block is used as a boundary condition. 
 
 
 
(a) 
(b) 
Figure 3.1 (a) Curvilinear Block Structured mesh, (b) Typical finite volume cell and 
fluxes. 
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3.2 General Transport Equations 
The conservation equation for an arbitrary quantity φ  can be written as 
( ) .( ) .( )u S
t
ρφ ρ φ φ∂ + ∇ = ∇ Γ∇ +
∂
                                       (3.1) 
where ρ  the density, u is is the convective velocity and  Γ  is the diffusivity. The terms in 
the left hand side represent unsteady flux and flux due to convection respectively and the 
terms in right hand side represent diffusion of  φ  and a general source term S respectively. 
The quantity φ  can be either any of the flow variables or any scalar. This conservation 
equation can be expanded in a Cartesian coordinate system as 
( ) ( ) ( ) ( ) ( ) ( ) ( )u v w S
t x y z x x y y z z
φ φ φρφ ρ φ ρ φ ρ φ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + = Γ + Γ + Γ +
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   (3.2) 
Or, in a conservative form, 
( ) ( ) ( ) ( )u v w S
t x x y y z z
φ φ φρφ ρ φ ρ φ ρ φ∂ ∂ ∂ ∂ ∂ ∂ ∂+ − Γ + − Γ + − Γ =
∂ ∂ ∂ ∂ ∂ ∂ ∂          (3.3) 
This equation can also be interpreted as a flux balance equation 
( ) ( ) ( )v v vQ E E F F G G St x y z
∂ ∂ ∂ ∂
+ − + − + − =
∂ ∂ ∂ ∂                      (3.4) 
where Q is the conserved variable, E, F and G are the combined effects of scalar fluxes due 
to advection in three respective orthogonal directions. Ev, Fv and Gv are the respective 
viscous fluxes. 
 
3.3 Governing Equations 
The Favre-averaged Navier-Stokes equations have been solved in a transformed 
body-fitted gird system. The i-th species partial pressure, density, mass fraction, molecular 
weight and enthalpy is defined as pi, ρ i, Yi, hi and the thermodynamic pressure, mixture 
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density, velocity components and temperature are given by p, ρ , u, v, w and T, 
respectively. 
All the species are assumed to obey an equation of state:  
pi= ρ iRT/ Wi.                                                     (3.5) 
 
Figure 3.2 General and transformed coordinates 
 
The equations are transformed to a generalized frame of reference with coordinate 
directions ξ, η and ζ (Figure 3.2). The transformed vector equation can be written as 
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ( ) ( ) ( )v v vQ E E F F G G St ξ η ς
∂ ∂ ∂ ∂
+ − + − + − =
∂ ∂ ∂ ∂
                       (3.6) 
The hats denote flux vectors in generalized coordinate system and are obtained from the 
flux vectors in the Cartesian frame (x,y,z) using the relations: 
1 1
ˆ ˆ
1 1
ˆ ˆ( ) ( )
1 1
ˆ ˆ( ) ( )
1 1
ˆ ˆ( ) ( )
x y z v x v y v z v
x y z v x v y v z v
x y z v x v y v z v
Q Q H H
J J
E E F G E E F G
J J
F E F G F E F G
J J
G E F G G E F G
J J
ξ ξ ξ ξ ξ ξ
η η η η η η
ζ ζ ζ ζ ζ ζ
= =
= + + = + +
= + + = + +
= + + = + +
    (3.7) 
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where, J is the jacobian of the transformation. 
The conserved variable vector and Cartesian inviscid fluxes are 
1,
2
1,
2
1,
2
1,
                  ....... , , , ,
  ....... , , , , ( )
  ....... , , , , ( )
....... , , , , ( )
T
N t
T
N t
T
N t
T
N t
Q Y Y u v w E
E uY uY u p uv uw E p u
F vY vY uv v p vw E p v
G wY wY uw vw w p E p w
ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ
 =  
 = + + 
 = + + 
 = + + 
                    (3.8) 
Et is the total energy, Et = ρ [e+1/2(u2+v2+w2)], where e is the specific internal energy. 
The viscous fluxes are written as 
1
1
1
, , , , , , ( )
, , , , , , ( )
, , , , , , ( )
T
v x xN xx xy xz xex
T
v y yN xy yy yz y ye
T
v z zN xz yz zz z ze
E q q u q
F q q u q
G q q u q
τ τ τ τ
τ τ τ τ
τ τ τ τ
 = ⋅∇ + 
 = ⋅∇ + 
 = ⋅∇ + 

⋯

⋯

⋯
              (3.9) 
where the viscous stress components are obtained as 
22 ( ) ( )
3
22 ( ) ( )
3
22 ( ) ( )
3
xx e e xy yx e
yy e e yz zy e
zz e e xz zx e
u u v w v u
x x y z x y
v u v w v w
y x y z z y
w u v w u w
z x y z z x
τ µ µ τ τ µ
τ µ µ τ τ µ
τ µ µ τ τ µ
∂ ∂ ∂ ∂ ∂ ∂
= − + + = = +
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂
= − + + = = +
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂
= − + + = = +
∂ ∂ ∂ ∂ ∂ ∂
      (3.10) 
where µe is the effective total molecular viscosity. 
The energy fluxes in the three coordinate directions are given by 
1
1
1
e
e
e
N s
x e s sms
N s
y e s sms
N s
z e s sms
T Yq k h D
x x
T Yq k h D
y y
T Yq k h D
z z
ρ
ρ
ρ
=
=
=
∂ ∂
= +
∂ ∂
∂ ∂
= +
∂ ∂
∂ ∂
= +
∂ ∂
∑
∑
∑
                                   (3.11) 
where, T is the temperature, ke is the effective thermal conductivity. 
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3.4 Preconditioning 
A low Mach number preconditioner (Weiss, 1994) has been used to rescale the 
acoustic scales to the convective scale for a low Mach number flow. A pseudo-time 
derivative of the dependent primitive variable vectors is added to the transport equation as, 
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ( ) ( ) ( )v v vU Q E E F F G G Stτ ξ η ζ
∂ ∂ ∂ ∂ ∂Γ + + − + − + − =
∂ ∂ ∂ ∂ ∂
                 (3.12) 
where, the dependent variable vector ˆU is defined as the vector comprised of primitive 
variables 
[ ]1 21ˆ , ,....., , , , , TNU p p p u v w TJ=                                (3.13) 
and the preconditioning matrix, Γ  can be given as 
1
1 1 1
2 2
2 2 2
1 2
1 2
1
1
... 0 0 0
... 0 0 0
... ... ... ... ... ... ... ...
... 0 0 0
... 0 0
... 0 0
N N
N N N
N
N
W Y Y Y
RT T
WY Y Y
RT T
WY Y Y
RT T
WW W u
u u u
RT RT RT T
WW W v
v v v
RT RT RT T
W
w
R
ρ
ρ
ρ
ρρ
ρρ
+ Θ Θ Θ −
Θ + Θ Θ −
Θ Θ + Θ −
    Γ = + Θ + Θ + Θ −     
     
    
+ Θ + Θ + Θ −     
     
2
1 2
... 0 0
...
N
N pm
WW w
w w
T RT RT T
H
u v w C
T
ρρ
α α α ρ ρ ρ ρ
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
+ Θ + Θ + Θ −      
      
  
−  
  
              (3.14) 
where, 
2 2
1 1
refU a
Θ = −                                                     (3.15) 
with  
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( )2 22min ,max ,refU a V k V∞ =                                     (3.16) 
And for p-th species,  
1pp
W
H
RT
α
 
= Θ + − 
 
                                       (3.17) 
H is enthalpy per unit mass, V

 is the local velocity magnitude, V
∞

 is a reference 
velocity, a is the local sound speed and K is a constant. 
Equation (3.12) gives three dimensional unsteady transport equations for a 
chemically reacting mixture of N species in a generalized curvilinear frame of references. 
There are N continuity equations (for N species) solving for partial pressure of each species 
and three momentum equations and the energy equation. Hence equation (3.12) gives N+4 
coupled differential equations with non-linearity due to inviscid fluxes. A numerical 
method has been followed to solve this system of equations. 
 
3.5 Numerical Method 
The transformed coordinate directions ξ, η and ζ are discretized using integer 
counters j, k and l respectively.  n and p are respective discretization counters for time and 
pseudo-time. 
A three-point physical time differencing scheme is used in order to obtain a second 
order time-accuracy. 
1 1
ˆ ˆ ˆ ˆ3 4
2
n n n
i i i iQ Q Q Q
t t
+ −∂ − +
=
∂ ∆
                                          (3.18) 
where ∆t is the increment in time, i can be any of the variables j,k and l. 
A two point Euler differencing is used for calculating pseudo-time derivatives 
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, 1 , 1 ,
ˆ ˆ ˆ
n p n p n p
i i iU U U
τ τ
+ +∂ −
=
∂ ∆
                                           (3.19) 
A second order low diffusion flux splitting scheme (Edwards, 1997) has been used for 
calculating convective fluxes. 
 
3.6 Flux Splitting Scheme for Navier-Stokes Calculations (Edwards, 1997) 
The Navier-Stokes equations in the flux balance form in the transformed 
coordinates were giveen as equation (3.6) as 
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ( ) ( ) ( )v v vQ E E F F G G St ξ η ζ
∂ ∂ ∂ ∂
+ − + − + − =
∂ ∂ ∂ ∂
 
where, ˆE , ˆF  and ˆG  are the convective fluxes in three respective orthogonal directions. 
Now, any of these convective fluxes are split into convective and pressure parts. 
The flux in ξ direction, ˆE , is calculated at the cell interface i+1/2 for the i-th cell as 
1/2 1/2 1/2
ˆ ˆ ˆ
c p
i i iE E E+ + += +                                                   (3.20) 
where, superscript c denotes convective terms and p denotes pressure. 
The idea of flux splitting is to split convective and pressure fluxes for a 
compressible flow into two components according to their propagations in two orthogonal 
directions. Then appropriate upwinding is applied for each component.  
Splitting for convective part is given as 
1/2
ˆ ˆ ˆ
c
i L RE U W U W
+ −
+ = +                                             (3.21) 
where, ˆW  is the primitive variable vector  
[ ]1 2ˆ , ..., , , , , TNW p p p u v w T=                                      (3.22)     
and, ˆLW  and ˆRW  are calculated as 
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1 1
1
ˆ ˆ
2
ˆ ˆ
2
i i
L i
i i
R i
W W
W W + ++
Γ Ψ
= +
Γ Ψ
= −
                                                  (3.23) 
with 
1 1
1 1
1 i ii
i i ref
p P
p P pε
+ −
+ −
 
−
Γ = −  
− + 
                                          (3.24) 
and 
( ) ( )2 2
2 2 2
1
2
ˆ ˆ
ˆ ˆ
a constant
i
i i
i i i
W W
W W
ε ε
ε
ε
+ − − +
+ −
+ +
− −
∆ + ∆ + ∆ + ∆
Ψ =
∆ + ∆ +
∆ = −
∆ = −
=
                                     (3.25) 
Now, U+ and U- are obtained as 
21/2 1/2ˆ 1 2
L Rp pU a M M
Vρ
±
  
−
= ± −  
   
                             (3.26) 
where, 1/2aˆ  is the geometric mean of sound speed based on temperature and pressure 
component of  WL and WR (equations 3.23, 3.24). The Mach number terms are calculated 
as 
( )
2
2 2
1/ 2
10.25 1
2
abs
abs
L R L R
UM
a
M M Mβ β
=
 
= + −  
 
                          (3.27) 
where, 
( )( )
,
,
1/2
, ,
ˆ
max 0,1 int
L R
L R
L R L R
u
M
a
Mβ
=
= − −
                                     (3.28) 
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Pressure splitting gives PL and PR as 
( ) ( )2, , ,1 1 24L R L R L RP M M= + ∓                                  (3.29) 
Substituting (3.22-3.29) in equation 3.21, we get the discretization for convective part. 
For, the pressure fluxes, the flux splitting is obtained by splitting total pressure into 
two components PL and PR (equation 3.28) such that the net pressure can be calculated as 
( ) ( )( ) ( )21 1 12 2net L R L R refP P P P P P P V P Pρ+ − + −= + + − − + + +         (3.30) 
with 
  
, , , ,
(1 )L R L R L R L RP Pα β β± = + −                                (3.31) 
where, 
,L Rβ  comes from equation (3.28) and ,L Rα  is calculated as, 
( ), ,1 1 sgn2L R L RMα  = +                                   (3.32) 
The viscous fluxes are calculated using three point second order central difference 
scheme. 
 
3.7 Linearization and Solution Scheme 
 Now, the discretized equation system for a point with indices (j,k,l) at n+1-th time 
step for p+1-th pseudo time iteration is the following 
( )1, 1 , 1 1, 1 1
1, 1 1, 1
1/2 1/2
1, 1 1, 1
1/2 1/2
1, 1 1, 1
1/2 1/2
1
ˆ ˆ ˆˆ ˆ 3 4
2
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ
       
p n p n p n n n
i i i i i
p n p n
v vj j
p n p n
v vk k
p n p n
v vl l
U U Q Q Q
t
E E E E
F F F F
G G G G
τ
+ + + + + −
+ + + +
+ −
+ + + +
+ −
+ + + +
+ −
Γ  
− + − + ∆ ∆
   + − − −   
   + − − −   
   + − − −   
1, 1
ˆ
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The solution vector is the change in dependent variable and is defined as: 
1 1
ˆ ˆ ˆ
p p p
i i iU U Uδ + += − . Let us define Pi as the generic expression for fluxes ˆE , ˆF and ˆG  for 
i=j ,k and l respectively. Now, the linearization of inviscid and viscous fluxes, conserved 
variable and source terms are respectively 
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Where the viscous flux, inviscid flux and conserved variable jacobians are respectively 
given as 
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Now, the final matrix equation for ˆUδ at the p+1-th pseudo time step at n+1-th 
time step is 
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Equation 3.28 is solved using an Incomplete LU decomposition technique in the flow code 
CHeM3D which is an compressible curvilinear reacting flow solver developed by Dow 
Chemicals. 
 
3.8 Parallelization: Strategy and Implementation 
The flow code solves the flow equations in a zonal manner.  The solution domain is 
divided into an arbitrary number of hexagonal grid zones, Z, and the parallel solution 
strategy partitions these domains among an arbitrary number of processes, P, with the 
requirement that P≤  Z.  Each process obtains a solution on its pre-assigned portion of the 
domain, subject to the boundary conditions for that part of the domain.  Domain boundaries 
which are not physical boundaries obtain their data from the neighboring domains, either 
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by in-memory data transfer when the domains reside on the same process or through inter-
process data transfers when they reside on different processes. The inter-process 
communication is accomplished via the industry-standard MPI protocol (Gropp et al., 
1999).  
Parallel efficiency is highly dependent on the application and can be controlled by 
the user in the grid generation step.  It is expected that applications using zones of 
approximately the same size will exhibit a higher level of parallel efficiency due to uniform 
communication and computation load. Data on the boundaries of each block are 
communicated to its adjacent blocks during every solution iteration.  The amount of 
information needed to update these inter-block values is kept to a minimum.  The parallel 
setup routines precompute the memory addresses of both the sources and destinations of all 
data transfer events, whether in-memory or inter-process. Using these precomputed 
addresses, only the data values must be exchanged during each iteration, minimizing the 
communications overhead. 
The computational effort must be divided among each process such that each 
completes its work in about the same length of time.  By ensuring that the number of zones 
describing the solution domain is significantly larger than the number of processes, and that 
the zones are fairly uniform in size, a good computational load balance can be achieved.  
Computational load balancing alone is not sufficient to ensure good parallel performance.  
For a given number of computational zones, the inter-processor communications increase 
with the number of processes assigned to the problem. Also, if the sizes of the zones are 
made too small, the amount of data transferred, relative to the amount of CPU work 
required, will also increase.  Assignment of grid zones to a user-defined number of 
processes is automatic and is accomplished using METIS (Karypis and Kumar. 1998).  
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In the implementation of immersed boundaries techniques, each immersed surface 
is described by a surface grid file.   In general, these immersed surfaces are free to move 
around in the entire computational grid (all zones).   To increase overall efficiency and 
limit the extent of the search algorithm, each zone in the computational grid is assigned a 
logical switch indicating if a search is required for the presence of immersed surfaces.  
Tagging and searching of immersed boundary points and construction of weighting 
functions need to be done efficiently to avoid this becoming a large computational task.  
One problem encountered was that the immersed surfaces often (as is the case for the 
present application) reside in only a small portion of the computational domain.  The 
processors on which these flagged zones (for searching and tagging) resided become 
overloaded while all other processors (containing no flagged zones at all) sat idle, thus, 
significantly decreasing overall parallel performance. For example, in the laminar STR 
problem presented in the next section, out of 1728 total grid zones, only 128 where tagged 
for searching (in the immediate vicinity of the impellers).  For computations involving 64 
processors, only 5 processors contained tagged zones. Obviously, the magnitude of this 
computational speed-up is dependent on the geometry. To address this, an algorithm has 
been developed which subdivided all zones flagged for searching to all available 
processors, thus permitting full processor participation in the search and tagging. During 
preliminary runs for the laminar tank problem, the redistribution of the cell tagging tasks to 
all processes resulted in a 10-fold decrease in computational time.   
The flow solver CHEM3D has been tested over a wide range of computing 
platforms. Scalability tests show that it is almost linearly scalable in Pentum-4 Xeon 
processors using Myrinet (Supermike situated at Louisiana State University) up to almost 
60 processors (Figure 3.3). 
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     Figure 3.3 Scale up of CHEM3D 
 
Experiences of using this code upto 800 processors on quadcore Xeon clusters (of 
queenbee, LONI) using infiband communications confirm the scalability of this code up to 
a large number of processors (Table 1) 
Table 3.1: Computational time for different number of processors in queenbee 
 Grid size (no. of 
cells and blocks) 
Processors No. of 
iterations 
Computational 
time 
Computational time for  a 
single iteration 
/processor/cell (seconds) 
 3.1 million cells, 
2088 Blocks 
320  
(40 x 8 in 
queenbee) 
9200 48 hrs 1.893x10-8 
 4.2 million cells, 
3552 Blocks 
320  
(40 x 8 in 
queenbee) 
5760 48 hrs 2.232x10-8 
 4.2 million cells, 
3552 Blocks 
800  
(100 x 8 in 
queenbee) 
12820 48 hrs 3.76x10-9 
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CHAPTER 4. VALIDATION OF THE NUMERICAL 
MODEL 
 
4.1 Validation of Immersed Boundary Method: Laminar Multiple Impeller Stirred 
Tank 
As a benchmark for the immersed boundary method implementation in complex 
geometries with moving boundaries, a laminar multi-impeller tank is simulated.  
Simulation of stirred tank flows has been an issue of active research for a long time. For the 
simple configuration of a Rushton impeller in a stirred tank, a sliding mesh approach has 
been commonly employed (Luo et al., 1993; Perng and Murthy, 1993; Murthy et al., 1994). 
An approximate steady state method called the method of snapshots, applied to laminar 
pitched-blade simulation was presented by Harvey et al. (1995). Harvey and Rogers (1996) 
compared results from the method of snapshots with those of unsteady computations and 
found reasonable agreement. Harvey et al. (2000) further applied this technique to multiple 
impeller blades, and by using a combination of method of snapshots and multiple reference 
frames they demonstrated fairly good results. 
A schematic of the multi-impeller geometry of interest is presented in Figure 4.1 and 
corresponds to the experimental setup of Harvey et al. (2000). Rotation speed of the 
impeller stacks is 92 RPM and Reynolds number based on rotation speed and the diameter 
of the largest impeller is 86. 
  The computational grid for the multi-impeller tank contains 1728 blocks and about 
3.5 million grid points and was generated using commercial gird generation software 
GridproTM. The surface meshes for all the impeller blades have total 68,415 elements and 
were generated using GambitTM. The computation was performed on 64 processors of HPC 
cluster connected by MyrinetTM interconnect for 120 CPU hours. 7667 time iterations were 
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obtained during the entire computation. Time averaging was performed over 16 revolutions 
of the impellers. Each physical timestep for the computation was 2.173 milliseconds.  
 
Figure 4.1 Schematic diagram of the multi-impeller stirred tank corresponding to the 
experimental setup of Harvey et al. (1997). Different axial locations are at z/R2 = (a) 
3.58, (b) 3.23, (c) 2.89, (d) 2.55, (e) 2.21, (f) 1.87, (g) 1.53 and (h) 1.19. 
 
The comparison of the computational results with the experimental data of Harvey 
et al. (2000) is presented in Figure 4.2. Data is compared at different axial stations at z/R2 = 
a) 3.58, b) 3.23, c) 2.89, d) 2.55, e) 2.21, f) 1.87, g) 1.53 and h) 1.19. A good agreement is 
obtained for all the velocity components at these axial locations in the tank. In particular, 
the axial as well as azimuthal components of velocity field are predicted remarkably well at 
all the axial locations.  
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A  e 
B  f 
C  g 
D  h 
Figure 4.2 Comparison of the computed (lines) averaged velocity components with the 
experimental measurements of Harvey et al. (1997) (symbols) along the radial 
direction at different axial locations z/R2 = (a) 3.58, (b) 3.23, (c) 2.89, (d) 2.55, (e) 2.21, 
(f) 1.87, (g) 1.53 and (h) 1.19. axial (dash-dot line, ○), radial (solid line, ) and 
azimuthal (dashed line, ∆) velocity components (Tyagi et al., 2007). 
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To further illustrate the complex flow field, streamlines are presented for a baffle-
plane in Figure 4.3. These streamlines are projected on an axial cross-section of the stirred 
tank, and therefore the pitched blades are represented by their rectangular projections from 
the side-view. It is because of this projected view that several of these streamlines appear to 
enter the baffles and the impellers. The flow field in the vicinity of the impellers is shown 
in various insets. Downward axial pumping of the fluid along the shaft in the vicinity of 
impellers is due to the pitch of the impeller blades. Around the tip of the largest impeller, 
the axial flow compartmentalizes into lower and upper recirculation zones.  
 
 
Figure 4.3 Details of the flow field in a multi-impeller stirred tank: Streamtraces are 
shown in a baffle plane and the velocity vector details are shown in the insets in the 
vicinity of each impeller. 
 
Clearly, the present method provides predictions that are in good agreement with 
the measurements. In terms of specific advantages, the method does not suffer from any 
overhead associated with the deforming mesh approach. The computations associated with 
the immersed boundary search and interpolation are small compared to the calculations that 
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would be required in the regeneration of fluid mesh and/or interpolation of flow fields 
associated with deforming meshes. Also, the curvilinear IBM does not have any restriction 
in defining an interface between relatively moving and stationary blocks associated with 
sliding mesh method. In fact, the moving rigid geometries can be specified by any arbitrary 
motion as long as it does not violate the time-integration constraints. Further, the proposed 
method does not need the steady state flow assumption associated with method of 
snapshots. 
 
4.2 Validation of Large-eddy Simulation Technique: Turbulent Backward Facing 
Step 
To verify the implementation of SGS model and filters in the generalized large eddy 
simulation methodology, a simple problem of turbulent flow over a backward-facing step 
(BFS) is simulated. Reynolds number based on the freestream velocity and the step height 
is 5100. The length of the inlet section before the backward facing step is 10 times of the 
step height. The inlet has a logarithmic mean velocity profile. In outlet, an Orlansky 
boundary condition has been used, whereas the lateral boundaries are symmetric. Wall is 
assumed to be no-slip. A Cartesian mesh has been used for the simulation. Computational 
grid is composed of 3 blocks and about 15,000 grid points. A total number of 7891 time 
iterations has been obtained in 84 CPU hours on 2 processors. Physical timestep is taken as 
0.01 seconds. The averaging of the turbulent flowfield is performed over 15 flow-through 
times in the computational domain. The computed reattachment length (in terms of step 
height, h) is 6.30h as compared to 6.28h reported in the direct numerical simulations (DNS) 
by Le et al. (1997). Mean streamwise velocity component as well as the turbulent statistics 
(rms normal component) are presented in Figure 4.4 and match satisfactorily with the 
experimental data of Jovic and Driver (1994) 
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Figure 4.4 Comparison of the LES computations with the experimental data of Jovic 
and Driver (1994) at streamwise stations x/h = A) 4.0, B) 6.0 and C) 10.0 for (a) Mean 
streamwise component of velocity  and (b) rms normal component of velocity (Tyagi et 
al., 2007). 
 
4.3 Validation of Combined LES and IBM: Turbulent Stirred Tank 
There are a large number of computational studies dealing with turbulent flows in 
impeller stirred tanks. Eggels (1996) used lattice-Boltzmann method (LBM) to simulate the 
turbulent flow in a baffled tank stirred with a Rushton turbine and the agreement between 
the computed averaged velocity components as well as turbulent kinetic energy and the 
experimental data was good. Revstedt et al. (1998) used a surface force distribution scheme 
to simulate impeller stirred tank flows. This approach uses Lagrange polynomials to 
distribute the surface force onto the fluid mesh. Wechsler et al. (1999) presented the 
computational results for a pitched blade impeller stirred flow using a two-equation 
turbulence model. Jones et al. (2001) presented results with improved turbulence models 
for stirred tank flows with no baffles. Under-prediction of the turbulent kinetic energy in 
the vicinity of impeller is a typical behavior of these turbulence models. Verzicco et al. 
(2000) used immersed boundary method to simulate an unbaffled tank stirred by a paddle 
type impeller using coarse-DNS. However, these predictions were only in qualitative 
agreement with experimental data. Dersken (2001) presented an assessment of LES for 
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pitched blade stirred tank flows using the lattice Boltzmann method and showed that the 
predictions matched with the experimental data very well. More recently, Dersken (2003) 
has used LES in conjunction with the Lagrangian tracking of solid particles to model the 
suspensions in the stirred tanks. Hartmann et al. (2004) revealed a flow macroinstability by 
means of LES in a Rushton turbine stirred tank. Strongly non-homogeneous distribution of 
turbulent kinetic dissipation rate suggests that for turbulent cases, better turbulence closure 
models such as LES would be needed for STRs (Bakker et al., 2000; Jones, 2003). Note 
that most of the above-stated LES studies were performed using LBM and it is in contrast 
to the current study that utilizes the curvilinear LES equations in conjunction with the IBM. 
In addition, LBM based simulations need many more degrees of freedom (approximately 
five times more than conventional LES) to attain reasonably accurate and comparable 
predictions. Further, most of the above-mentioned methods are not easily extendable to the 
multiple moving geometries of interest, and hence, an implementation of IBM in multi-
block curvilinear meshes is advocated. To address the issue of turbulence modeling in the 
stirred tank situations, the curvilinear large eddy simulation approach is adopted here.  
The problem selected is that of Schafer et al. (1998) who presented comprehensive 
LDA measurements for the pitched blade turbine stirred tanks. Schematic diagram for the 
flat bottom single pitched blade stirred tank geometry used for the computational study is 
presented in Figure 4.5 and corresponds to the experimental setup of Schafer et al. (1998). 
Rotation speed for the impeller is 2673.6 RPM and the Reynolds number based on the 
rotation speed and impeller diameter in the stirred tank is 7280.  
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Figure 4.5 Schematic diagram for the pitched blade impeller stirred baffled tank 
corresponding to the experiments of Schafer et al. (1998). 
 
The computational grid for the single-pitched blade stirred tank is composed of 
3024 blocks comprising of about 2.3 million grid points. The surface mesh for the impeller 
blade contained 7128 triangular elements and is generated using GambitTM .The 
computation is performed on 64 processors for 120 CPU hours. In a total, 7923 time 
iterations have been obtained during the entire computational time. Phase averaging is 
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performed over 85 complete revolutions of the impeller. Physical timestep of 0.2 
milliseconds is used.  
Comparisons of the computed averaged velocity components and turbulent kinetic 
energy with the experimental measurements of Schafer et al. (1998) are presented along the 
radial direction at different axial stations z/T = a) 0.145, b) 0.330, c) 0.460 and d) 0.670 in 
Fig 4.6. Agreement between computations and experimental data is satisfactory with minor 
discrepancies close to the impeller shaft for axial and radial components of velocity at the 
axial station below the impeller. Note that the agreement between the predicted turbulent 
kinetic energy from LES with the experimental data is excellent. Clearly, the current LES 
can resolve the energy containing scales better than most RANS results presented in the 
literature so far (e.g., Jones et al., 2001; Hartmann et al., 2004). It should also be noted that 
the agreement shown by the predictions in Figure 4.6 are comparable in accuracy with 
LBM calculations of Derksen (2001) who utilized nearly five-times as many points (2403 
grid points) in their calculation.  
To show the details of the complex flow field, streamtraces of the instantaneous 
velocity field in a baffle-plane are presented along with the detailed view of velocity 
vectors around the impeller tip in the inset (Figure 4.7). These streamtraces are projected 
on an axial cross-section of the stirred tank and the pitched blade is represented by a simple 
rectangular projection from the side-view. Patterns of the instantaneous streamtraces reveal 
several critical points in the flow field at the baffle planes. Dynamical description of these 
critical points can quantitatively explain the mixing in the tank, and will be presented in a 
later chapter.  
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a  
b                                                          
c  
 d                                                             
Figure 4.6 Comparison of the computed (lines) averaged velocity components (left) 
and turbulent kinetic energy (right) along the radial direction at different axial 
stations with the experimental measurements (symbols) (Schafer et al. 1998) z/T = (a) 
0.145, (b) 0.330, (c) 0.460 and (d) 0.670. Axial (Dotted line, ○), Azimuthal (Dashed line, 
∆) and Radial (Solid line,) velocity components (Tyagi et al., 2007). 
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The velocity vectors show the details of downward pumping action by the pitched 
impeller.  Figure 4.8 shows the distribution of cross correlation components of Reynolds 
stress tensor in the impeller plane. All the three components ( ru u θ′ ′ , ru w′ ′ and , u wθ′ ′ ) 
showed a high value in the portion of the tank volume where the downward pumping is 
active. The asymmetry in Reynolds stress components arise due to macroinstabilities in the 
flow. 
 
(a) 
 
 
 
(b) 
Figure 4.7 (a) Instantaneous streamtraces in the baffle-plane for single pitched blade 
impeller stirred tank, (b) Details of the velocity vectors near the impeller (Tyagi et al., 
2007). 
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(a)  (b) 
 
(c) 
Figure 4.8 Reynolds stress components in a mid-baffle impeller plane (a) ru u θ′ ′ , (b) 
ru w′ ′   and (c) ru u θ′ ′ (Tyagi et al., 2007) . 
 
4.4 Conclusions 
 Computations using the curvilinear IBM are verified against the laminar flow multi-
impeller stirred tank data of Harvey et al. (2000). The predictions match the data quite well 
confirming that the curvilinear IBM approach is suitable for STR. For turbulent STR flows, 
the predictions of the combined IBM–LES methodology in curvilinear coordinates 
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compared satisfactorily against the experimental data of Schafer et al. (1998). Present 
results required only one-fifth of the computational grid sizes as compared to the LBM 
calculations of Derksen (2001), where 2403 grid points were used for LES of STR flow in 
an identical configuration. Further, the computed results for turbulent kinetic energy were 
in better agreement than most of the earlier RANS calculations for STR flows (Jones et al. 
2001). 
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 CHAPTER 5. FLOW STRUCTURES AND THE 
EFFECT OF MACRO-INSTABILITIES IN A 
PITCHED-BLADE STIRRED TANK 
 
 
5.1 Background 
Better design of STRs requires a detailed understanding of the associated flow 
behavior. Over the years there have been number of studies investigating the characteristics 
of flow inside stirred tanks. The early studies were aimed toward determining correlations 
relating the performance to the operating conditions and system geometry (Rushton et al., 
1950). However, over the last two decades there have been a number of studies reporting 
detailed visualizations of flow-field inside a stirred tank reactor and quantification of 
several mixing parameters. Riet et al. (1975) studied velocity and pressure distribution 
within the trailing vortex core inside a STR with six bladed disc Rushton agitators. They 
observed a high shear rate inside the vortices. Yianneskis et al. (1987) visualized STR 
flows using laser Doppler anemometry and studied the mean flow characteristics and 
formation of ring vortices above and below a Rushton impeller. Their experiments 
indicated that turbulent mixing plays an important role in the impeller region. Kresta et al. 
(1993) studied trailing vortex formation for STR flows with pitched blade impellers and 
observed formation of a trailing vortex near the lower tip of the blade extending 
approximately over 20% of the blade surface and a smaller vortex at the top corner of the 
impeller blade.  Hockey et al. (1996) observed the anisotropic behavior of turbulence inside 
a baffled STR around a 600 pitched blade impeller and in its discharge stream. Schafer et 
al. (1996) used 2D LDV measurements at different azimuthal planes to study the trailing 
vortex characteristics in a turbulent STR with pitched blade impellers. They observed the 
trailing vortex to be of spiral shape where the locus of the vortex centre is inclined about 
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200 to the blade-passage plane of the impeller. Their turbulence measurements indicated 
that the levels of turbulent kinetic energy are higher inside the vortex core. Escudie et al. 
(2004) used Jeong and Hussain’s (1995) definition of vortex to characterize the trailing 
vortices generated by a Rushton turbine. Their definition is based on the eigenvalues of the 
tensor ( 2 2S + Ω ), where S and Ω  are the symmetric and anti-symmetric parts of the 
velocity gradient tensor respectively.  The negative second eigenvalue of the tensor 
determines the positive definiteness of the matrix
2
i j
p
x x
∂
∂ , and identifies the presence of a 
vortex core. They concluded that the exchange of turbulent kinetic energy between 
organized and turbulent motion near the vortical structures in a Rushton impeller STR is of 
the same order as the production of turbulent kinetic energy. Derksen et al. (1999), 
Warnerson et al. (2000), Ducci et al. (2006) studied the behavior of turbulence in Rushton 
impeller STRs. Derksen et al. (1998) obtained the second and third invariant of anisotropy 
tensor for a STR and inferred that the anisotropy is strongest near the wake of an impeller 
blade. Sheng et al. (2000) and Kresta et al. (1993) studied the levels of turbulence inside 
pitched blade impeller STRs. They observed a high dissipation rate of turbulent kinetic 
energy in the active circulation region below the impeller. Tyagi et al. (2007) computed the 
off-diagonal Reynolds stress components for a pitched blade impeller turbulent STR flow 
and showed anisotropic behavior of turbulence in the near impeller region. An asymmetry 
in the computed parameters was observed which indicates presence of some large scale 
macroinstability periodicities other than impeller rotation. 
Hasal et al. (2000) used a proper orthogonal decomposition (POD) technique on 
time series data of axial velocity in a Rushton impeller baffled STR to find the 
contributions of different MI frequencies at different spatial locations. However, they found 
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that distinct modes of MI oscillations can not be clearly observed for high Reynolds 
number flows (Re=75000). Roussinova et al. (2000) used a velocity decomposition 
technique by which they averaged out high frequency periodic and random components 
and quantified energy associated with MI oscillations. In order to identify different distinct 
MI frequencies, they performed fast Fourier transform (FFT) and Lomb spectral analysis 
for unevenly spaced time signal of velocity. Nikiforaki et al. (2003) showed that a long 
enough sampling time is required to identify clear peaks of MI oscillations from the energy 
spectrum obtained using an FFT. Roussinova et al. (2004) used a wavelet analysis of the 
time signal to identify the range of frequencies within which MI oscillations occurred. 
Ducci et al. (2008) decomposed MI flow structures for a Rushton impeller STR using POD 
of the velocity signal to study interaction between MI-s of high and low frequencies. 
The reported studies on MI indicate a linear relationship between the MI frequency 
and impeller rotational speed. For PBT-s, Roussinova et al. (2004) reported that circulation 
pattern instability has one major peak at a frequency f/N=0.186 (N is the impeller rotational 
speed expressed in revolutions per second).  Montes et al. (1997) and Hasal et al. (2000) 
obtained f/N=0.057 for a precessional vortex instability inside a PBT tank at Re=75000.  
Hasal et al. (2008) carried out an analysis of chaotic features of MI flow patterns and 
inferred that chaotic components of the flow due to MI oscillations are solely dependent on 
impeller speed and vessel impeller geometry. Roussinova et al. (2003) used LES to study 
changes in the circulation pattern during a macroinstability cycle. They observed that the 
impingement of the impeller jet stream on the tank wall introduces one kind of instability 
which is dominant for a particular geometric configuration with D/T=0.5 and C/D=0.5 
(which they referred to as a resonant geometry). The other macroinstabilities are due to (i) 
instability of the converging radially inward flow deflected by the baffles near the tank wall 
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and (ii) precessional motion of the vortex over the shaft rotation. From the animations of 
time dependent flow, Kresta et al. (2003) explained the transient behavior of circulation 
loops for a resonant geometry PBT.  Bruha et al. (2007) studied the growth and collapse of 
the primary circulation loop in a pitched-blade impeller stirred tank. They found that this 
disintegration of primary circulation can be attributed to the disequilibrium of the shaft 
power and total energy dissipation, which makes the impeller jet stream unstable and 
promotes secondary flow in the below-impeller region. Fan et al. (2004) showed changes in 
circulation pattern for a Rushton impeller STR using a digital particle image velocimetry 
and a similar behavior was confirmed using LES (Fan et al.  (2006)), where they observed 
a periodic break-up of the lower circulation bubble.  
The precessional vortex motion associated with the MI has been studied in detail by 
a number of investigators. Hartmann et al. (2004) performed LES to observe the effects of 
macroinstability in a Rushton impeller STR flow. They observed a vortex precessing 
around the impeller shaft with a period of 40-50 impeller revolutions. Micheletti et al. 
(2005) performed LDA experiments on Rushton impeller STRs to observe precessional 
flow macroinstability and obtained a correlation between impeller rotation frequency and 
macroinstability frequency for a series of operating conditions. Ducci and Yianneskis 
(2007) used a vortex detection method based on a PIV dataset to observe the motion of 
precessional vortex around the shaft. The vortex rotated a complete circle around the shaft 
during an MI cycle. However, they observed repeated disappearance and reappearance of 
the vortex indicating intermittency in the precessional vortex evolution and growth. They 
extended this study to estimate the effects of MI vortex on mixing. Mixing time was 
observed to change by 20% when the tracer was injected inside the precessional vortex 
core. Guillard et al. (2000) used concentration data inside a Rushton-impeller STR to 
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identify large scale mixing structures. They showed that at higher impeller speed (i.e., at 
turbulent regime) the mixing structures become unstable and the tracer is convected faster 
within the tank volume. 
The present study focuses attention on a dished-bottom PBT with baffles, and 
undertakes a detailed computational-experimental study at three different impeller speeds. 
The overall goal of the study is to contribute to an improved understanding of the PBT 
flowfield, and specifically to examine the role of the MI on the flow and turbulence. It 
should be noted that the published data for curved- or dished-bottom tanks is limited, 
although such tanks are used commonly in industrial practice. The experimental study by 
The Dow Chemicals using Particle Image Velocimetry (PIV) (Cloeter, 2007) to measure 
the three-dimensional flowfield at two planes relative to the impeller position provides a 
basis for verifying our simulations. The computational study utilizes LES to study in detail 
the role of the MI on the flow structures and turbulence.  Since the impeller jet stream has a 
strong three dimensional nature when it hits the tank wall (Bittorf et al. (2001)), in the 
present study, the circulation pattern of the three-dimensional impeller jet-stream are 
studied to understand the details of the mechanism which makes it unstable and gives rise 
to the MI oscillations. Further, the present work estimates the contribution of the MI 
oscillation to the turbulent kinetic energy in the vicinity of the trailing edge vortices. 
 
5.2 Flow Configuration 
A schematic of the PBT geometry considered in this study is shown in Figure 5.1 
and consists of a clear acrylic tank of inner diameter 17.5 inches. The bottom head is a 2.75 
inch depth dished bottom, measured from the tangent line.  The tank was filled with water 
to a height of 17.5 inch above the bottom tangent, giving total volume of 21.1 gallons (1.9 
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gallon bottom head, 18.2 gallon straight wall). The tank is fully baffled with four 1.5 inch 
wide baffles extending down the entire straight-wall and mounted ¼ inch off the tank wall.  
The baffle thickness is ¼ inch.   
(a) 
(b) (c) 
Figure 5.1: (a) Schematic of the stirred tank showing the measurement window, (b) 
top view of the laser plane for 45° plane, (c) ) top view of the laser plane for 0° plane 
(Cloeter, 2007). 
 
A single 9 inch diameter pitched blade turbine (PBT) with four 45° blades, 1.75 
inch blade width, and 0.212 inch blade thickness was mounted on a 5/8 inch shaft.  The hub 
outer diameter and height was 1.52 inch.  The impeller and shaft were painted flat black to 
minimize laser reflections.  The impeller-turbine was mounted 6 inch off of the tank bottom 
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as measured from the bottom center of the impeller.  This setup gives a D/T of 0.51, Z/T = 
1.0, and C/T of 0.343.  Speeds of 50, 100 and 150 RPM were used, corresponding to 
impeller Reynolds numbers of 44,000, 88,000, and 132,000 where deionized water was 
considered as the working media. 
 
5.3 Grid, Validation and Verification 
 The computational grid for the single-pitched blade stirred tank is composed of 
2088 blocks comprising of about 3.1 million grid points and was generated using 
commercial gird generation software GridproTM. The surface mesh for the impeller blade 
contained 105154 triangular elements and is generated using GambitTM. The computation is 
performed on 200 processors (64 bit 2.33 GHz Xeon quadcore) for 96 CPU hours. This 
corresponds to 9600 time iterations representing 48 rotations of the impeller have been 
obtained during the entire simulation for each Reynolds numbers. Phase averaging is 
performed over 40 complete revolutions of the impeller.  
A typical grid-independence study cannot be performed for LES that uses a filter size 
which is the same as the grid width because the modeled subgrid stresses change with the 
grid spacing. Therefore, in assessing the grid independence for LES, one has to consider 
that the differences observed may be related to the accuracy of the sub-grid stress 
modeling.  
Finer grid solutions were obtained with 5.2 million cells and 3480 blocks in the 
mesh for the 50 RPM case. Figure 5.2 shows the in-plane non-dimensionalized velocity 
components for the finer and the coarser mesh along with the experimental data in the 45° 
plane (Figure 5.1b). The solutions on the coarser 3.1 million grid agree quite well with the 
finer 5.2 million grid calculations thus verifying the accuracy of the computed solutions.   
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 (a) in-plane velocity  
 
 
 
 
z/R=-0.6 
 
 
 
 
 
z/R=0.0 
 
 
 
 
 
 
z/R=0.2 
 
Figure 5.2: Grid independence study comparing non-dimensionalized velocity 
components for 50 RPM [solid line for finer mesh, dashed line for coarser mesh and 
symbols for experimental data of Cloeter (2007)]. 
 
Predictions of the radial velocity are in excellent agreement with the experimental 
data (Cloeter, 2007) at all three axial locations shown. The axial velocity profiles below the 
impeller plane (z/R=-0.6) also show quite good agreement with the data. At the impeller 
plane (z/R=0) and slightly above it (z/R=0.2) there is qualitative agreement between the 
predictions and the data, but the axial velocity seems over-predicted in the downwash 
region r/R<1. More discussions on the agreement between data and predictions are 
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provided in the next section but, in general, the predictions show satisfactory validation 
with respect to the measurements. 
 
5.4 Results and Discussions 
5.4.1 Mean Velocity and Turbulence 
 In this section comparison is made between the PIV measurements (Cloeter, 2007) 
and computational results for in-plane phase averaged (with respect to the blade passage 
frequency) velocity components and turbulent kinetic energy. PIV data is obtained in two 
vertical windows: (i) in a plane containing the impeller blade (0° plane in Figure 5.1c), and 
(ii) a mid-impeller plane (45° plane in Figure 5.1b),). Near the tank wall, the laser sheet has 
a 0.5 inch gap relative to the baffle.  The measured and predicted velocity vectors in these 
two planes are shown for two different rotational speeds, 50 RPM and 100 RPM 
respectively in Figure 5.3 and 5.4. A part of the viewing plane (between the impeller 
blades) has been obstructed from the camera by the impellers for the 45° plane and we do 
not see any measured vectors in this region. For both of these RPMs, the measured and the 
predicted velocity vectors show similar behavior exhibiting magnitudes of the total 
dimensionless in-plane velocity to be at the same level. The sizes and shapes of the 
predicted impeller jet stream as well as the main circulation bubble appear to be similar to 
those in the experiments.   
Figure 5.5 and 5.6 show comparisons between non-dimensionalized axial and radial 
velocities, at 50 and 100 RPM respectively, along two radial lines at different axial heights 
(z/R=0.2, z/R=-0.6), which represent locations above and below the impeller mid-height. 
Agreement between computations and experimental data is satisfactory in general and quite 
good for the radial velocity component (within 10-15%).  
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 Experimental Numerical 
 
 
 
 
0º 
plane 
(a)  
  
 
 
 
 
45º 
plane 
(b) 
  
Figure 5.3: Comparison of experimental (Cloeter, 2007) velocity vectors (non-
dimensionalized with respect to impeller speed VT) with numerical results for 50 RPM 
for (a) 0º plane, (b) 45º plane. 
 
Predicted turbulent kinetic energy at these two locations are compared with 
experimental results for the 100 RPM case (Figure 5.7). The agreements are overall 
satisfactory in a qualitative sense, although quantitative differences exist. It should be noted 
that the simulations only predict the resolved turbulent kinetic energy, and that the 
uncertainty in the kinetic energy measurements in PIV data are generally higher than those 
of the mean data. At z/R=- 0.6, computational prediction of turbulent kinetic energy agrees 
quite well (at least in the profile trend) with the experimental data for both 0° and 45° 
planes. At z/R=0.2, which is slightly above the impeller plane, levels of turbulent kinetic 
energy are qualitatively well predicted. In the vicinity of the impeller, over-prediction of 
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turbulent kinetic energy is consistent with previous LES calculations on stirred tank 
geometries (Derksen, 2001; Tyagi et. al., 2007).  
 Experimental Numerical 
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Figure 5.4: Comparison of experimental (Cloeter, 2007) velocity vectors (non-
dimensionalized with respect to impeller speed VT) with numerical results for 100 
RPM for (a) 0º plane , (b) 45º plane. 
 
5.4.2 Visualization of Large-scale Flow Structures 
 Due to the interaction of the fluid streams from the side and top edges of the 
impeller blade, a trailing vortex is formed at the tip of the impeller. The vortical structures 
around the impeller blades have been identified by the contours of negative second 
eigenvalue of the tensor 2 2S + Ω , where S and Ω  are, respectively, the symmetric and anti 
symmetric parts of the velocity gradient tensor. The orange surface in Figure 5.8 depicts 
the formation of a trailing vortex in the wake of impeller blades for three different 
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rotational speeds: 50 RPM, 100 RPM and 150 RPM respectively. In all three cases, the 
vortices are observed to move downward following an axis 18°-21° inclined to the 
horizontal plane (similar to the observations of Schaffer et al.,1998). The vortical structure 
spreads up to the following blade and promotes mixing between the fluid jets coming out of 
the two consecutive blades. Similar formation of trailing vortices was observed by Schaffer 
et al. (1998) and Kresta et al. (1993). The 150 RPM case shows an enhancement in vortex 
spreading compared to the lower RPM cases.  
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Figure 5.5: Comparison of experimental (Cloeter, 2007) velocity (non-dimensionalized 
with respect to VT) with numerical results for 50 RPM for:  (a) z/R=-0.6, ((b) z/R=0.2 
 
The low frequency macro-instability (MI) oscillation of the circulating fluid streams 
interact with the trailing edge vortices (discussed in a later section of this paper). This 
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interaction leads to a periodic break-down and growth of trailing-edge vortices. Due to this, 
the trailing-edge vortices appear to be distorted and thinned in the vicinity of the following 
impeller blade in all three cases. Presence of negative second eigenvalue of ( 2 2S + Ω ) over 
the front side of the next impeller confirms the growth of boundary layer over both sides of 
the impeller blades (Tay and Tatterson, 1985). 
 
 
 0º plane 45º plane 
 
 
 
 (a)  
Z/R=-
0.6 
radial
axial
r/R
v/
V T
.6 .8 1 1.2 1.4-.6
-.4
-.2
0
.2
.4
.6
radial
axial
r/R
v/
V T
.6 .8 1 1.2 1.4-.6
-.4
-.2
0
.2
.4
.6
 
 
 
 
(b)  
Z/R=0.2 
radial
axial
r/R
v/
V T
.6 .8 1 1.2 1.4-.6
-.4
-.2
0
.2
.4
.6
radial
axial
r/R
v/
V T
.6 .8 1 1.2 1.4-.6
-.4
-.2
0
.2
.4
.6
 
Figure 5.6: Comparison of experimental (Cloeter, 2007) velocity (non-dimensionalized 
with respect to VT) with numerical results for 100 RPM for: z/R=-0.6, (b) z/R=0.2  
 
 
5.4.3 Behavior of Turbulence 
Turbulence is observed to be of an enhanced level in the vicinity of the trailing 
vortices and main circulation loop along the impeller jet-stream. The contours of non-
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dimensionalized turbulent kinetic energy in a vertical plane making an angle of 45° with 
the impellers are depicted in Figure 5.9 along with velocity vectors for two different 
impeller speeds. In both of the cases, kinetic energy is high along the impeller jet-stream 
and shows a peak at the trailing edge vortex location. Schaffer et al. (1998) and Escudie at 
al. (2004) observed similar behavior of turbulent kinetic energy in the vicinity of trailing 
edge vortices for pitched-blade and Rushton impellers respectively. Another significant 
peak of kinetic energy is observed near the corner of the dished bottom which can be 
attributed to the secondary circulation set in by the impeller jet stream hitting the tank 
corner.  
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Figure 5.7: Comparison of experimental turbulent kinetic energy (Cloeter, 2007) 
(non-dimensionalized with respect to VT2) with numerical results for 100 RPM for:  
(a) z/R=-0.6,  (b) z/R=0.2. 
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Although no significant enhancement is observed in the levels of non-dimensional 
turbulent kinetic energy (k/VT2) with increases in impeller speed (i.e., Reynolds number), 
for 150 RPM case, a higher kinetic energy near the secondary circulation is observed which 
is due to the fact that for a PBT axial pumping increases with increase in rotational speed 
and the enhancement in axial velocity forms a stronger corner vortex. 
 
(a) (b) 
(c) 
Figure 5.8: Trailing-edge vortex structures for: (a) 50 RPM, (b) 100 RPM, and (c) 150 
RPM (Roy et al., 2010). 
 
The turbulent flow inside a stirred tank is observed to be highly anisotropic in 
nature. In order to characterize anisotropic behavior, the invariants of the anisotropy tensor 
ija  are calculated. The anisotropy tensor, defined as 
2
3
i j
ij ij
u u
a
k
δ= −  has first invariant equal 
to zero, the second and third invariants are obtained as 2 ij jiA a a=  and 3 ij jk kiA a a a= . In 
 79
order to quantify anisotropy using a single parameter, a distance from isotropic state is 
measured as  2 22 3A A A= +  (Lumley, 1978).  
(a) 
(b) 
Figure 5.9: Contours of kinetic energy (non-dimensionalized with respect to VT2) with 
velocity vectors on a vertical plane for: (a) 50 RPM, (b) 150 RPM (Roy et al., 2010). 
 
As shown in Figure 5.10, the anisotropy parameter is observed to assume a high 
value in the vicinity of the vortex cores, along the impeller jet-stream and near the tank 
walls. The anisotropic behavior is weak in rather undisturbed zones inside the volume of 
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the tank.  However, the circulation bubble is observed to show a more isotropic behavior at 
50 RPM (Figure 5.10a), but at a higher RPM, periphery of the circulation bubble becomes 
anisotropic (Figure 5.10b). 
 
Figure 5.10: Contours of turbulent anisotropy for: (a) 50 RPM, and (b) 150 RPM. 
 
 
 
5.4.4 Macroinstability Detection 
      To examine the temporal signature, a time series was recorded which contains 
information from 120 revolutions of the impeller. The frequency spectrum of the axial 
velocities confirms the existence of high amplitude oscillations with frequencies much less 
than the blade passage frequency (BPF). These oscillations are commonly termed as 
Macro-Instability (MI) oscillations. Axial velocity-signals at five different points are 
analyzed to identify the MI frequencies using (i) an FFT and (ii) a wavelet analysis. The 
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points are in the following locations: (a) inside the smaller circulation zone near the dished 
bottom, (b)  in the trailing edge vortex location, (c) inside the upper circulation bubble, (d) 
close to one of the baffles and, (e) near the impeller tip. Macroinstability oscillations are at 
much lower frequency than the blade passage frequency (BPF) but a number of low 
magnitude oscillations of frequency higher than BPF are present in these time signals 
ranging up to the turbulent time-scales; these are not from macroinstabilities and hence can 
be filtered from the FFT. Accordingly, an FFT is done on a resampled time signal where 
any oscillation of frequency higher than BPF is averaged out. The FFT data appears to be 
noisy due to a smaller sampling time (Nikiforaki et al. (2003) showed that for 350 RPM, a 
sampling time around 800 sec is required to identify distinct MI frequencies; this is a very 
long sampling time and practically impossible to obtain due to limits set by computational 
resources). The wavelet analysis identifies frequencies with a high amplitude oscillation 
over the entire sampling time; the average power for each frequency is shown in order to 
clearly identify the MIs.   In Figure 5.11 (a-e), both FFT and wavelet analysis show similar 
peaks identifying low frequency and high amplitude macroinstability oscillations in these 
five locations. Wavelet analysis shows that only near the impeller tip (zone e), BPF is 
associated with high amplitude oscillations. At the other four locations, the power 
associated with the MI oscillations is more than the power associated with BPF fluctuation. 
At different regions, a range of MI frequencies starting from f/N= 0.036 to 0.4 are 
observed. This observation is consistent with that reported by Roussinova et al. (2003) and 
Ducci et al. (2008) where a number of MI oscillations with different frequency are present 
inside a STR. A MI frequency of logarithmic value -1.8 is found to be observed in all 
locations except the impeller tip. This frequency corresponds to an oscillation of period 
equal to five shaft rotations.  
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Figure 5.11: FFT and wavelet analysis for 5 different points at locations (a) to (e) 
identifying the MI frequencies at a rotational speed of 50 RPM (Roy et al., 2010). 
 
 
  BPF 
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The f/N value for this frequency is 0.2, which is close to observation of Roussinova et al. 
(2003) for a PBT with flat bottom STR (f/N=0.186), which occurred due to bulk changes in 
the circulation pattern. Instability at this frequency is further investigated to understand its 
effects on the large-scale flow field and is discussed in the next section. 
For 100 and 150 RPM, we observe similar MI frequency giving MI oscillations in 
the range of   f/N = 0.055 to 0.35 and f/N=0.056 to 0.32 respectively.  The lower 
frequencies obtained here agrees with observations of Hasal et al. (2000) and Nikiforaki et 
al. (2003) (Hasal considered Re= 75000).  Nikiforaki el al. (2003) explains that the very 
low-frequency MI originates from the motion of precessional vortices around the shaft and 
is mostly active in the upper volume of the STR.  The higher frequency MI that is observed 
(in the range of f/N=0.2 to 0.4) arises due to the instability of impeller jet-stream (discussed 
in the next section in this paper). For, C/D=0.67, Roussinova et al (2004) observed a 
maximum MI frequency of f/ N =0.26 corresponding to the impeller stream instability. The 
differences in our observations can be attributed to a different STR geometry (dished 
bottom STR with D/T=0.51 and C/D=0.685). 
 
5.4.5 Changes in Mean Flow during an MI Cycle 
  Kresta et al. (2004) attributed the origin of the MI oscillation (f/N=0.186 in their 
experiments) to the changes of circulation patterns inside the STR. For a resonant geometry 
(D/T=0.5, C/D=0.5) using four-bladed PBT, Roussinova et al. (2003) observed growth and 
disappearance of two circulation loops during a complete MI cycle. For a different 
geometry (D/T=0.33, C/D=1) using a six-bladed PBT, Bruha et al. (2007) observed a 
single primary circulation loop changing its form and size with time. In this section, a 
detailed study has been carried out on the behavior of flow during an MI cycle in a dished 
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bottom STR with PBT with geometric parameters D/T=0.51 and C/D=0.685 (C measured 
from the lower tangent line) at 50 RPM impeller rotational speed.  
 (a) (b) 
(c) (d) 
(e) 
Figure 5.12: Two-dimensional streamtraces with contours of trailing edge vorticity in 
a mid-impeller plane at different phases of an MI cycle (Roy et al., 2010). 
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Five different time instants representing evenly spaced phases during an MI cycle 
(f/N=0.2) are observed for five cycles, and data at each phase is averaged over these five 
MI cycles in order to average out fluctuations arising from high frequency turbulent 
oscillations. Streamtraces projected in a vertical plane passing through the middle of two 
consecutive impeller blades are depicted in Figure 5.12 for these five different phases. A 
cartoon showing the main three-dimensional circulation pattern is depicted alongside 
(Figure 5.13). From Figure 5.12a to 5.12e, this main circulation bubble shrinks in size and 
impeller jet stream undergoes a change in orientation from axial (Fig. 5.12a, 5.12c) to 
radial (Fig. 5.12b, 5.12e) and to axial  again. The trailing-edge vortex location (identified 
by the levels of maximum magnitude of vorticity) oscillates within z/R=-0.4 to z/R=-0.6. 
Near the dished bottom wall of the tank, a smaller secondary circulation is observed to 
form during a major part of this cycle (Figure 5.12a to 5.12d) and dissipates at the end 
(12e).   
To understand this behavior further, 3D streamlines are observed and schematic of 
these streamlines with respect to the baffle and tank-wall are shown in Figure 5.13.  At the 
beginning of the cycle, the impeller jet stream, having a strong axially downward 
component, hits the corner of the tank and takes an upward turn and is re-entrained 
downwards by the suction side of the diametrically opposite impeller blade.  At the next 
phase shown, the impeller jet stream loses its strong axial nature due to growth of the lower 
circulation bubble (Figure 5.12b, 5.13b), which is pushed upwards and the size of the 
circulation loop increases. At these two phases (Figure 5.13a and 5.13b) the impeller jet 
stream is almost aligned with the impeller blade in the azimuthal sense. At next two phases 
(Figure 5.13c and 5.13d), the impeller jet stream spreads in the azimuthal direction, and the 
length of the circulation loop starts to decrease. At this stage, the azimuthally spread 
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impeller jet stream hits the radial wall of one of the baffles and the flow is reflected back 
towards the impeller (Figure 5.13d) which suppresses the axial and azimuthal component 
of impeller jet velocity and the jet stream again comes back into the plane of the impeller 
blade with a more radially-directed flow (Figure 5.13e). Correspondingly the length of the 
circulation loop further decreases.  
 (a) (b)  
 
(c)  (d) 
                                     (e) 
Figure 5.13: Schematic showing impeller jet-streams at different phases of an MI. 
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The impingement of impeller jet stream in the baffle is captured in the power 
spectrum of this point (Figure 5.11d) where we observe a distinct peak of amplitude at the 
same MI frequency corresponding to f/N=0.2. At this phase, most of the streamlines 
interact with the preceding blade, which enhances azimuthal velocity in the jet stream 
coming out of that blade and similar changes in circulation pattern occur there. The fluid 
stream reflected from the tank bottom circulates in the dished bottom of the tank as a 
secondary circulation loop (Figure 5.12b-5.12d, 5.13b -5.13d), and this secondary 
circulation breaks down (Figure 5.12e, 5.13e) when the impeller jet hits the baffle and is 
reflected towards the impeller again. 
  The MI instability due to changes in the mean circulation pattern affects the trailing 
edge vortex structures (identified as the iso-surface of negative second eigenvalue of the 
tensor 2 2S + Ω ) in the near impeller region; this is visualized in Figure 5.14 for different 
phases of the MI cycle. At the beginning of the cycle, a nicely formed trailing edge vortex 
(TEV) comes out of the impeller blade B as shown in Figure 5.14a. In Figure 5.14b (after a 
time-span of T/5, T being the period of this MI oscillation), the TEV from B is observed to 
be smaller (presumably due to vortex breakup). TEV growth and breakup is again observed 
after another T/5 time-span (Figure 5.14c). In Figure 5.14d, after another T/5 time span, the 
TEV is broken down completely due to the interaction with the impeller jet stream from C 
as well as recirculated fluid stream towards the same impeller blade C (Figure 5.14d) and 
the broken portion of the TEV has moved away from the near-impeller region towards the 
tank walls. The TEV again starts to grow when this period of MI cycle is complete (Figure 
5.14e). The detached parts of the trailing edge vortex, which has a high kinetic energy 
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moves away from the impeller and hits the tank-wall and baffles acting as source of further 
low frequency fluctuations. 
 (a) 
 (b) 
(c) (d) 
 (e) 
Figure 5.14: Trailing-edge vortices originating from impeller-blade B (Roy et al., 
2010).  
 
5.4.6 Energy Associated with MI 
  The kinetic energy in the velocity fluctuations k, for a stirred tank flow, is defined 
as follows (Hartmann et al., 2004), 
MIbpfranii kkkuuk ++=−= )(2
1 22
                                       (5.1) 
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where, kran is the random contribution to the kinetic energy due to turbulent fluctuations, 
and kbpf  and kMI are the respective coherent contributions to the total kinetic energy due to 
blade passage frequency (bpf) and macro-instability oscillations.  
(a) 
 
(b) 
 Figure 5.15: kinetic energy of velocity fluctuations (non-dimensionalized with respect 
to VT2)  around the impeller: (a) bpf phase-averaged kinetic energy on a plane 
between two impellers, (b) kinetic energy averaged at a phase equal to MI with 
frequency f/N=0.2 (Roy et al. (2010)) 
 
Figure 5.15a depicts the distribution of non-dimensional kinetic energy phase-
averaged with respect to the blade passing frequency on a vertical plane passing through an 
impeller blade. This profile of kinetic energy contains contributions due to turbulent 
fluctuations and MI oscillations and is free from contributions due to blade passing 
motions. The highest level of this kinetic energy is observed in the trailing-edge vortex core 
having a non-dimensionalized value of 0.052. Now, the phase-averaged data at this vertical 
plane is again averaged at the phase of the MI oscillation (corresponding to a period of 5 
impeller rotations) for 20 MI cycles. The profile of kinetic energy, as shown in Figure 
5.15b, is now free from the contributions of this particular MI oscillation. The levels of 
kinetic energy are observed to be smaller than Figure 5.15a. Maximum value of non-
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dimensional kinetic energy after this phase averaging is observed to be of a value of 0.038.  
This shows that 27 % of fluctuating energy near impeller jet stream is due to this MI 
oscillation which is consistent with observations of Roussinova et al. (2000) who calculated 
the kinetic energy contribution due to similar type of MI to be 18-31 % near the impeller jet 
stream. So, the difference in levels of kinetic energy between the two profiles shown in 
Figure 5.15a and Figure 5.15b is a measure of kinetic energy contributed by the periodic 
dynamics of the trailing edge vortices with a frequency corresponding to that of the MI, 
that is, of the order of 5 impeller rotations. So, a significant part of total kinetic energy of 
velocity fluctuations comes from the MI oscillation at this frequency. The distinct peak of 
turbulent kinetic energy near the trailing edge vortex location (Figure 5.15a) can not be 
seen after averaging out the periodic MI fluctuations (Figure 5.15b).  We have not averaged 
out the other MI frequencies, so their contributions are still present in the kinetic energy 
profile at Figure 5.15b. It should be noted that the MI influences on kinetic energy appear 
to be most significant in the impeller jet-stream region and the region where it hits the tank 
corner.  
 
5.5 Conclusions 
  The flow features in a pitched blade impeller STR were studied via large-eddy 
simulation for different impeller rotational speeds. LES calculations were found to be in 
good agreement with the measurements. The general features of the flowfield are consistent 
with those of PBT with a downward directed impeller jet stream, formation of the trailing 
edge vortices and high levels of turbulent kinetic energy in the trailing vortex regions. The 
measure of turbulence anisotropy was calculated to be high near the impeller, trailing 
vortices and solid walls. A spectral decomposition of the predicted velocities revealed 
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macroinstabilities (MI-s) with the dominant MI being of the order of 5 impeller 
revolutions. The macroinstability frequencies at different region of the STR were identified 
and shown to be in the range of previous studies. Changes in the three-dimensional flow 
pattern during different phases of the macroinstability cycle were observed along with 
streamtraces projected into a mid-impeller plane, in order to understand the mechanism of 
this instability. One mechanism identified was the interaction of the impeller jet stream 
with the tank baffles. The macroinstability was observed to affect the dynamics of trailing 
edge vortices. A substantial part of total kinetic energy of velocity fluctuation was observed 
to arise due to the interaction of the impeller jet stream macroinstability with trailing edge 
vortex structures. 
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CHAPTER 6. ACTIVE PERTURBATION OF 
STIRRED TANK FLOW 
 
6.1 Background 
Studies have been carried out for the last 5-6 decades with the goal of achieving 
better mixing performance. For a turbulent flow in a stirred baffled tank at high Reynolds 
number, a common strategy for mixing augmentation is by increasing the rate of stirring, 
i.e., the impeller speed.  However, this approach may not be cost effective from the energy-
requirement point of view. For example, for a highly viscous polymer-type fluid, the 
energy requirement for high RPM may go beyond the structural capacity of the tank. Also, 
for many biotechnological applications, materials may not withstand high shear. Hence, 
other ways of mixing enhancement need to be investigated. 
Many researchers have demonstrated existence of segregated regions in laminar or 
moderately low Reynolds number turbulent stirred tank flows from both experimental 
(Metzner and Taylor (1960), Yianneskis et al. (1987), Dong et al. (1994)) and 
computational (Desouza and Pike (1972), Peng and Murthy (1993), Harvey et al. (1996)) 
studies. These segregated regions acts as a barrier to good mixing by increasing the mixing 
time as well as the amount of by-products generated in industrial operations. So, in order to 
ensure an enhancement in the mixing performance of a stirred tank, one has to find out an 
effective way for dispersion of the segregated unmixed zones into the surrounding bulk 
fluid.  
Aref (1984) showed that the rate of stirring for an unsteady three dimensional flow 
can be enhanced by creating chaotic advections in the flowfield. Aref and Balachandar 
(1986) extended this idea to study stokes flow between two co-rotating cylinders with 
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different axes of rotations. They observed that for an alternate rotation of inner and outer 
cylinder, chaotic advection sets in and the stagnation zone between two cylinders 
diminishes.  Franjione et al. (1989) showed that in a lid-driven cavity flow, periodic lid 
velocity can introduce chaos and enhance mixing. Liu et al. (1994) showed that in a similar 
lid-driven cavity flow, periodicity of lid velocity increases stretching of fluid elements and 
thus enhances fluid-mixing. They also observed that due to chaotic advection, unstable 
manifolds wrap themselves around the islands preventing formation of segregated low 
stretching zones. Lamberto et al. (1996) utilized this idea of chaotic mixing to prevent 
formation of segregated regions in STR flows. They introduced instabilities in the flow 
field through a time varying RPM of the impeller. For a sufficient low Reynolds number 
(Re~9 to 18) flow, they performed a direct visualization of acid-base-indicator mixture to 
observe the break-up of the segregated  tori structures due to these dynamic perturbations. 
Yao et al. (1998) also observed an improvement in mixing rate with a time-varying 
impeller rotational speed. They also obtained a faster mixing by periodically changing the 
direction of impeller rotation. Lamberto et al. (2001) demonstrated that as rotational speed 
changes, the stable tori formed at one constant impeller speed breaks up and the unmixed 
fluid disperses in the outer fluid. Alvarez et al. (2002) adopted an alternative route of 
perturbing the flow field by using an off-centered shaft, where the geometric asymmetry 
introduces chaotic advection in the flow-field.  Asciano et al. (2002) studied combined 
effects of variable RPM and off centered shafts and obtained a high mixing rate. However, 
they observed that reversing the direction of impeller rotation has a negative effect on 
axially pumping impellers as it reverses the direction of fluid jets. Using impellers mounted 
on two different off-centered shafts, they obtained a complete break-up of segregated 
zones. 
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Stirred tank flows become turbulent around a Reynolds number ( 2Re /ND ν= ) of 
200 (Distelhoff, 1995). While turbulence enhances mixing, the flow is fully turbulent in the 
entire tank volume only at a much higher Reynolds number regime (Re > 10000). For a 
moderately turbulent flow (Re~O(1000)), hindrance to mixing comes due to the fact that 
the turbulent fluctuations are suppressed outside the active circulation region away from 
the impeller jet-stream. Therefore, increases in impeller jet width as well as an enhanced 
spreading of turbulence throughout the tank volume are the key objectives for mixing 
enhancement at these intermediate Reynolds numbers. The idea of periodic excitation of 
the flow field can be utilized in order to accomplish both of these objectives for a 
moderately turbulent STR flow. It has been observed that the periodic excitation of 
turbulent shear layer leads to formation of strong discrete vortices (Fiedler et al., 1985). 
Using a triple decomposition of turbulent flow field, Hussain (1970) showed that in 
presence of periodic perturbations, the energy is drained from the organized scales of the 
periodic motion to the turbulent scales. Thus, the vortices originated due to periodic 
excitation of the shear layer break down into smaller vortices following an energy 
cascading process until it reaches the dissipative scales, and thus enhance levels of small-
scale turbulence throughout the flow domain. For flow past a rib, Acharya and Panigrahi 
(2004) observed that external large scale perturbations enhance spreading of the shear layer 
as well as mixing of the fluid elements. Hwang et al. (2003) showed that mixing and heat 
transfer between two fluid-streams are strongly enhanced when one of the input streams is 
perturbed with significant amplitude. For an unbaffled Rushton impeller turbulent stirred 
tank flow, Gao et al. (2007) used this idea of actively perturbing the flow with the objective 
of obtaining better mixedness. In their PIV study, a step-variation of the impeller speed has 
been used to dynamically perturb the stirred tank flow field. They obtained significant 
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improvements of turbulent fluctuations which contributed to an enhanced spreading of the 
radial jet-streams coming out of the impeller blades and augmented the mixing of fluids 
inside the tank. As per Hussain’s analysis (1970), fluctuation of the impeller motion will 
introduce an energy transfer from organized periodic scales of motion to the turbulent 
scales and both production and dissipation of turbulent kinetic energy will increase. 
Increased turbulence in the inertial range will contribute to macro-scale fluid mixing and 
the increase in dissipation will enhance mixing in the molecular level.  In this paper, we 
examine, via Large Eddy Simulations (LES), the role of perturbations on the flowfield and 
turbulence in a Rushton tank.  
Stirred tank flows at a constant rotational speeds are reported to show low 
frequency high amplitude oscillations called macro-instabilities (MI) due to (i) instabilities 
in the impeller jet-stream and circulation pattern and (ii) formation of the precessional 
vortices which move around the shaft with a frequency lower than the blade-passage 
frequency (Kresta et al., 2004; Galletti et al., 2005). Macro-instabilities increase the overall 
turbulence level inside the tank contributing to significant amount of kinetic energy of 
velocity fluctuations (Roussinova et al., 2000, Roy et al., 2009). For unbaffled Rushton 
impeller stirred tanks, the dominant macroinstability oscillation is observed to occur at a 
frequency f/N ≈ 0.02 (N being the rotational speed of the impeller expressed in revolutions 
per second) over a wide range of Reynolds number and tank geometries (Nikiforaki et al., 
2003, Hartmann et al., 2004). For the present study, while actively perturbing the STR 
flow-field by varying the impeller speed, we chose this frequency (f/N ≈ 0.02, N being the 
mean impeller rotational speed) as the perturbation frequency with expectation of further 
exploiting or enhancing the dominant MI instabilities present in the flow. 
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The present study uses LES to numerically investigate the effects of impeller speed 
perturbation in an unbaffled Rushton impeller STR flow. For the baseline flow condition, 
the rotational impeller speed is held constant at 3 RPS (denoted as C-3). This corresponds 
to a Reynolds number of 1145 which places this flow in the intermediate turbulent flow 
regime, as per the discussion earlier. For the time-dependent impeller speed, a low-
frequency square-wave modulation between 2 RPS and 4 RPS (denoted as C-2-4) is 
superimposed with a time period of 15s (f/N=0.022 corresponding to reported MI for 
Rushton STR). The average time-dependent rotational speed is 3 RPS and therefore these 
results can be directly compared with the observations at a constant 3 RPS speed. Also a 4 
RPS (denoted as C-4) case is considered to examine if a constant impeller speed increase is 
more effective than using a constant higher rotational speed. The increases in jet width as 
well as in the turbulent quantities are quantified. Evolution of turbulence is investigated by 
exploring distribution of Reynolds stresses and the production and convection terms of the 
kinetic energy budget equations. 
 
6.2 Geometry and Computational Details 
The configuration of the stirred tank (shown in Figure 6.1) is the same as that of 
Gao et al. (2007) for which measurements were reported for both baseline and perturbed 
cases (and used here for validation), and consists of a cylindrical tank with a 16 mm 
diameter shaft located at the center of the tank. A Rushton turbine with a 2 mm thick disk 
and six blades symmetrically arranged along its circumferential direction is fixed on the 
shaft. The distance between the blade vertical center and the flat base plate of the tank, H2, 
is equal to 110 mm. The inner diameter of the cylindrical tank, D1, is approximately equal 
to 294 mm. The six-blade Rushton turbine impeller has a tip to tip diameter (2R) of 100 
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mm. The blade width w, is equal to 20 mm, its length L, is equal to 25 mm, and its 
thickness, tb is 2 mm.  
 
Figure 6.1: Schematic of the Rushton impeller tank (all dimensions are in mm) 
 
 The Reynolds number is determined by Re=NDT2/ν where, N is the impeller 
rotational speed (rev./sec.), DT is the impeller diameter (m), and ν is the kinematic viscosity 
of the working fluid (m2/s). In this study, the Re values are 1145 and 1527, respectively, for 
impeller rotational speeds of 3 RPS and 4 RPS. For the time-dependent RPS, Re varied 
between 764 and 1527, with a mean Re of 1145. 
Our previous studies (Tyagi et al., 2007, Roy et al., 2010) with pitched-blade 
baffled turbulent STRs showed that for a Reynolds number of 7280, a grid system with 2.3 
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million cells satisfactorily resolved the turbulent scales, and for Reynolds number of the 
order of 105, grid-independent solutions are obtained for a grid comprising 3.1 million cells 
(by comparing with a 5.2 million cell simulation). Based on these experiences, the 
computational grid used for the simulation of the present stirred tank flow (Re=764~1527) 
is made composed of 3552 blocks comprising of about 4.2 million grid points (generated 
using GridproTM). The surface mesh for the impeller blade contained 75166 triangular 
elements and is generated using GambitTM. One rotation of the impeller blades took 
approximately 90 minutes on 320 processors (64 bit 2.33 GHz quadcore Xeon). 
 In order to obtain converged time-averaged velocity and turbulent statistics, 
averaging over 60 revolutions of the impellers (360 snapshots for phase-averaging relative 
to the blade passage frequency (BPF)) was found adequate for the constant impeller speed. 
For the perturbed case, the flow field is averaged at the blade passage frequency for 90 
seconds of flow during which 270 complete rotations of the impeller blade have been 
obtained. This corresponds to 6 cycles of the perturbation (at a perturbation cycle time 
period of 15 sec or f/N=0.022) and a total of 1620 samples that have been averaged during 
this period.  
 
6.3 Results and Discussions 
6.3.1 Comparison with Experimental Data 
The measurements used to benchmark the computational results are obtained from 
the study of Gao et al. (2007) who performed PIV measurements of the flowfield for 3 
RPS, 4 RPS and the perturbed 2-4 RPS cases. Figure 6.2 shows comparisons of the 
computed phase-averaged (300 after the blade passage) radial velocity and in-plane cross 
correlation component of the Reynolds stress tensor ( r zu u′ ′ ) with the measurements of Gao 
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et al. (2007). The comparison is shown along the axial direction (z) at two different radial 
locations: (a) r/R=1.1 and (b) r/R=1.6, for a constant impeller speed of 3 RPS (namely, C-3 
case). As noted earlier, the computational dataset is averaged over 60 revolutions of the 
impeller in order to obtain steady phase averaged velocity and turbulence. The agreement 
between the predicted velocity and experimental data is excellent. At the radial locations 
corresponding to r/R=1.1 (Figure 6.2a) and r/R=1.6 (Figure 6.2b), the radial velocity is 
observed to be the highest slightly below the impeller plane (2z/w=0). The positions of the 
peak of the radial velocity component in these two locations indicate that the radial jet is 
moving towards the bottom of the tank. This downward inclination of the jet-stream can be 
attributed to the proximity of the impeller to the lower tank surface. Reynolds stress 
component predicted from LES shows satisfactory agreement with experimental data. 
In order to examine the dominant macroinstability frequencies present in the flow, 
Fast Fourier Transform (FFT) of the velocity field was performed at several locations in the 
flowfield.  Figure 6.3 shows the spectra of the radial component of velocity at three 
locations, below the impeller plane (z/T=-0.23), near the impeller plane (z/T=-0.033), and 
above the impeller plane (z/T=0.33). At all locations a low frequency with a time-period of 
approximately 15 seconds (f/N=0.022) is clearly present and represents one of the 
significant MI modes. Therefore, selection of a perturbation frequency time period of 15 
seconds was based on this observation of the MI frequency. 
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a 
  
 
 
 
 
b 
  
Figure 6.2: Comparison between experimental and computational data along axial 
lines at (a) r/R=1.1 and (b) r/R=1.6 at 30° blade angle. Phase averaged radial velocity 
is compared in the left, right figures show comparison of the in-plane cross-term of 
Reynolds stress tensor. 
 
A square-wave perturbation with a duty cycle of 50% as shown in Figure 6.4 is 
used.  The max and min amplitudes of the perturbation are 4 and 2 RPS which leads to a 
mean of 3 RPS and a mean-to-max/min amplitude of 33%. It should be noted that this 
represents a fairly significant perturbation amplitude.  
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Figure 6.3: FFT of radial velocity signals showing macro-instability periods for 3 RPS 
fixed impeller rotational speed at three different locations: (a) below impeller 
(r/R=1.2, z/T=-0.23), (b) near Impeller (r/R=2, z/T=-0.033) and (c) above  impeller 
(r/R=2.4, z/T=0.33) 
 
6.3.2 Effects of Impeller Speed Variation  
a Jet Spreading 
The impeller stream coming out of a Rushton impeller behaves like a free jet 
ejected into a bulk of slowly moving fluid which spreads out vertically entraining a 
considerable amount of surrounding fluid (Dong, et al., 1994). The spreading of impeller 
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jet-stream plays a vital role in the  fluid mixing process and can be considered as one of 
the measures of mixing inside the stirred tank. This spreading of the jet-stream can be 
characterized by its width calculated as the distance between the axial locations above and 
below the impeller where the radial velocity diminishes to zero. Using this definition, the 
widths of the radial jet corresponding to different impeller speeds are compared. In order to 
compare the jet spreading with available experimental data (Gao et al., 2007), phase 
averaged data is obtained at six different angular locations 10° apart from each other, where 
the 0° plane contains an impeller blade in it. 
 
Figure 6.4: The perturbation cycle showing the phases on which flow-field has been 
analyzed 
 
The mean velocity averaged all over blade positions is defined as: 
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where ( )jiU t  is the i-th component of instantaneous velocity at time t (j-th sample) , and 
pM  is the number of samples acquired at the α-plane during phase averaging ( pM  is 1620 
in the present study corresponding to six cycles of impeller speed perturbation).  
 
(a) C-3 (3 RPS) 
 
(b) C-4 (4 RPS) 
 
(c) C-2-4 (2-4 RPS, 15 sec 
period) 
Figure 6.5: mean velocity vectors averaged over six angular locations showing the 
profile of the radial jet-stream 
 
The mean velocity vectors obtained for different RPMs (C-3, C-4, C-2-4) are shown 
in Figure 6.5, where the zero radial velocity iso-contour is depicted by the dashed line and 
represents the boundary of the impeller jet-stream. The width of the impeller-jet is 
observed to increase in the axial direction as it moves towards the tank wall, and the 
spreading increases with rotational speed (C-4). The increase in jet-spreading is substantial 
for the variable impeller rotational speed (C-2-4), but is asymmetric with greater spreading 
in the downward direction. Also, for the perturbed case, the recirculation bubbles (both 
below and above the impeller position) grow in size and their centers are pushed more 
toward the outer tank wall. Both the jet-spreading and the growth of the recirculation zones 
are expected to result in better mixing inside the tank. Figure 6.6 shows variation of 
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impeller-jet width as a function of the radial distance obtained from both computational 
results and experimental data which agree well with each other. For each case, the jet-width 
increases monotonically with radial distance till about r/R=1.6, beyond which there is a 
plateauing effect. The impeller-jet-width for the C-2-4 case is clearly greater than the 
corresponding C-3 and C-4 cases. For example, at r/R=1.3, the jet-width for the C-2-4 case 
is nearly 25% larger than the C-3 case, and at r/R=1.4, the enhancement is nearly 20% over 
both the C-3 and C-4 cases. For a confined STR, 20-25% increase in the 
entrainment/spreading represents a substantial potential improvement in the mixing 
process. 
 
Figure 6.6: Comparison of radial jet-width for different impeller speeds (experimental 
and computational results) [symbols are for experimental data, lines are for 
computational results: 3 RPS constant □,         ; 4 RPS constant ○,              ; and 2-4 
RPS with 15 sec perturbation frequency ∆,              ] 
 
b Turbulent Fluctuations 
In order to determine the turbulence statistics, the triple decomposition (Hussain 
and Reynolds, 1972) approach is used where the periodic components due to impeller blade 
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passage are removed from the calculation of turbulence statistics by averaging at the phase 
of the blade-passage frequency. This phase-averaging is done over 270 revolutions of the 
impeller, i.e., six perturbation cycles.  
The phase averaged Root mean square (RMS) of velocity fluctuation at any angular 
location α is found as  
( ) 2 2
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Averaging over all six blade positions α (as discussed in previous section), the mean RMS 
velocity of fluctuation (i-th component), 
_i rmsu  is obtained. 
 
Constant 3 RPS 
 
Constant 4 RPS 
 
                                                                            2-4 RPS with 15 sec perturbation frequency 
Figure 6.7: Non-dimensionalized radial velocity fluctuation RMS for different RPM  
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Figure 6.7 shows the contours of the mean RMS of the radial velocity fluctuations 
(non-dimensionalized with respect to mean blade-tip velocity). For constant rotational 
speeds, with increase in impeller speed (3 RPS to 4 RPS), peak radial velocity fluctuations 
increase just by 10%. However, for the variable impeller-speed case, the peak value 
increases by almost 40%, and there is greater radial coverage of the high turbulence region.  
To quantify these differences further, Figure 6.8 shows the distribution of RMS of radial 
velocity along a vertical line passing through the core of the impeller jet-stream at two 
radial locations: (a) r/R=1.1, (b) r/R=1.6. Predictions are compared with experimental data 
(Gao et al., 2007) for the C-3 and C-2-4 cases and show good agreement. Near the impeller 
location, r/R=1.1, the increase in radial RMS of velocity is almost 45% due to perturbation. 
At r/R=1.6, this enhancement is around 30%.  These increases in turbulent fluctuations are 
expected to contribute to greater diffusional transport and mixing.  
 
(a) 
 
(b) 
Figure 6.8: Non-dimensionalized RMS of radial velocity fluctuations at two different 
radial locations: (a) r/R=1.1 and (b) r/R=1.6. [Symbols are for experimental data, lines 
are for computational results: 3 RPS constant □,               and 2-4 RPS with 15 sec 
perturbation frequency ○,                ] 
 
Figure 6.9 shows that the non-dimensionalized axial velocity RMS fluctuations 
increase by around 30% at peak locations during perturbation. The distributions of the axial 
RMS along vertical lines at three different radial locations (a) r/R=0.85, (b) r/R=1.1 and 
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(c) r/R=1.6 are shown in Figure 6.10 for both C-3 and C-2-4 cases. In the core of the 
impeller jet-stream axial RMS is enhanced by nearly 50% or greater for the perturbed flow 
compared with the fixed impeller speed case (Figure 6.10b and c). It can be also observed 
in Figure 6.7 and 6.9, that for constant impeller case, both axial and radial velocity 
fluctuations show high values only up to r/R=2.5, whereas in the perturbed case, they 
extend further in both radial directions. For the perturbed flow, the impeller jet hits the tank 
wall with a high radial velocity and circulates in the axial direction in two opposite 
circulation loops below and above the impeller height forming boundary layers over the 
tank wall (Figure 6.5c). Due to this, an enhanced distribution of axial RMS velocity is 
observed along the tank wall for the perturbed case (Figure 6.9) resulting into propagation 
of turbulence through out the tank height. Moreover, in Figure 6.9 and 6.10a we can see 
dual-peaks of axial velocity around r/R=0.85, below and above the impeller which is 
almost four times of the axial velocity RMS at that location for the constant impeller speed. 
The increase in axial velocity RMS results into better entrainment of surrounding fluid by 
the jet. Overall, the higher levels of velocity fluctuations obtained due to the perturbation in 
impeller speed are expected to lead to greater turbulent diffusion of the impeller-jet 
momentum, and in turn, this contribute to an enhanced spreading of the impeller-jet-stream.  
The increase in turbulent fluctuations originates from the low-frequency fluctuation 
introduced by the periodic step-perturbation of the impeller speed which is further broken 
down due to its own interaction with the background turbulence (Hussain, 1970). Part of 
the energy associated with this perturbation wave is transferred to the turbulent scales and 
augments the production of turbulent kinetic energy in the vicinity of the impeller jet-
stream. Figure 6.11 depicts the contours of the production of turbulent kinetic energy 
 108
( ii j
j
u
u u
x
∂
′ ′
∂
) for two different impeller speeds, i.e., cases C-3 and C-2-4 in two different 
vertical planes: α =0° (i.e., the plane containing the impeller blade) and α =30° (i.e., the 
plane making 30° angles with consecutive impeller blades). The perturbed case clearly 
show a much higher kinetic energy production (almost 4 to 6 times enhancement) 
compared to the fixed impeller speed flow. The impeller jet-stream region show highest 
production rate along which the peak production is found in between (r/R=1.1 to r/R=1.6). 
The higher production of turbulence can be related with periodic break-up and 
disappearance of the impeller jet-stream during a perturbation cycle (discussed later). 
 
Constant 3 RPS 
 
Constant 4 RPS 
 
2-4 RPS with 15 sec perturbation frequency 
Figure 6.9: Non-dimensionalized axial velocity fluctuation RMS for different RPM  
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(a) (b) 
(c) 
 
Figure 6.10: Non-dimensionalized RMS of axial velocity fluctuations at three different 
radial locations: (a) r/R=0.85, (b) r/R=1.1 and (c) r/R=1.6. [3 RPS constant,          and 
2-4 RPS with 15 sec perturbation frequency,               ] 
 
Using a triple decomposition Hussain (1970), separated out periodic component of 
velocity ˜ ui  due to impeller speed perturbation from the mean time-averaged velocity iU  
and turbulent fluctuations ′ u i  as 
i i i iU U u u′= + +ɶ                                                               (6.4) 
 and obtained the budget equation for turbulent kinetic energy due to periodic perturbation 
as 
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where P is the production of turbulent kinetic energy due to the perturbed velocity field. In 
examining the in-plane velocity vectors in a vertical plane 5° behind the impeller-blade 
location (Figure 6.12a), it can be inferred that for the C2-4 case, the peaks of the axial 
velocity fluctuation (as observed in Figure 6.9c and 6.10a at r/R=0.85) arise due to the 
interaction between the radial impeller jet with the downward circulated fluid towards the 
impeller blade near this location (r/R=0.85). The production of kinetic energy (P) due to 
periodic components of velocity fluctuation clearly shows higher values at these two 
locations (Figure 6.12b - drawn on an expanded scale). This indicates that the periodicity in 
the large-scale velocity field enhances turbulence in the perturbed flow field thus 
augmenting the fluctuation of axial velocities. 
   C-3 (3 RPS) C-2-4 (2-4 RPS with 15 sec period) 
 
 
 
 
 
 
a 
 
 
 
 
 
 
 
 
b 
 
 
Figure 6.11: Production of turbulent kinetic energy for different RPM at two axial 
planes (a) on the impeller plane, (b) 30° angle with the impellers 
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Part of the turbulent kinetic energy produced by the action of impeller jet is 
convected and dissipated over the tank volume. The convection of turbulent kinetic energy 
( u k∇ i ) is also much higher (3 to 4 times in their peak values at different planes) for the 
step-perturbation case (C-2-4) (Figure 6.13). Plane (b) at an angle of 30°clearly shows that 
energy is being convected in the axial direction as the blade rotates azimuthally. This 
behavior of kinetic energy convection for the perturbed cases is partly responsible for the 
enhanced spreading of turbulence along the upper and lower part of the tank..  
(a) (b) 
Figure 6.12: (a) Non-dimensionalized axial velocity fluctuation for the perturbed flow 
(C2-4) with in-plane velocity vectors at a vertical planes 5° after the impeller blade 
position (vectors showed with uniform length), (b) production of turbulent kinetic 
energy due to periodic components of velocity on that plane (P of eqn. 6.5). 
 
 Figure 6.14 depicts the distribution of the rate of dissipation of turbulent kinetic 
energy for C-3 and C-2-4 cases respectively. Assuming statistically isotropic turbulence 
Sharp et al’s (1999) method calculates dissipation directly from the time-average of the 
gradients of velocity fluctuations as: 
( ) ( ) ( ) ( )}2 2 2 2 2 2 2 2 2 2, , , , , , , , , , , ,12 2 22r r z z r r z z r z z r r z z r r z z r r r z zu u u u u u u u u u u uε ν   = + + + + + + + + + + − +    (6.6) 
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where 
,i ju is j-directional derivative of i-th component of velocity fluctuation. Expectedly, 
dissipation is highest in the region of high turbulent fluctuations, i.e., in the impeller jet-
stream for both C-3 and C2-4 cases. For moderate Reynolds number flows, Yoon et al. 
(2009) did not observe any significant enhancement in subgrid-scale dissipation with four 
times increase in impeller rotational speed. However, the step-perturbation (C-2-4 case) 
produces almost six-times enhancement in peak dissipation with the higher levels of kinetic 
energy dissipation extending close to the tank wall (r/R=2.5) in the radial direction. For the 
fixed impeller speed of 3 RPS (C-3 case), there is very low dissipation beyond r/R=1.6. 
The rate of dissipation of turbulent kinetic energy is a measure by which energy containing 
scales break down to molecular level and contributes to micro mixing and heat transfer. 
Therefore, enhanced distribution of energy dissipation confirms that mixing at molecular 
level increases when the step-perturbation is applied. 
 
c Trailing-edge Vortices 
Due to the interaction of the fluid streams from the side and top edges of a blade, 
trailing vortices are formed from the tip of the impeller-blade. For a Rushton impeller, 
these vortical structures grow both in azimuthal and radial direction spreading up to the 
following blade and promoting mixing between the fluid jets coming out of the two 
consecutive blades. The trailing-edge vortices around the impeller blades have been 
identified by the contours of negative second eigenvalues of the tensor 2 2S + Ω  (Jeong et 
al., 1997), where S and Ω  are, respectively, the symmetric and anti symmetric parts of the 
velocity gradient tensor (Figure 6.15a).   
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 C-3 (3 RPS) C-2-4 (2-4 RPS with 15 sec period) 
 
 
 
 
 
 
a 
 
 
 
 
 
 
 
 
b 
 
 
Figure 6.13: Convection of turbulent kinetic energy for different RPM at two axial 
planes (a) on the impeller plane, (b) 30° angle with the impellers 
 
Clearly the trailing edge vortices have grown to a much greater extent due to the 
step perturbation. For the specific iso-surface contour selected, Figure 6.15(b) shows an 
azimuthal growth about 70° and radial spreading upto r/R=1.42 of the trailing edge vortices 
in the step perturbation case (C-2-4) compared with azimuthal spread of 35° and radial 
growth of r/R=1.18 obtained for the fixed impeller speed case (C-3). Yoon et al. (2009) 
observed that the trailing-edge vortices weaken with increase in Reynolds number for 
turbulent STR-s. Periodic perturbation on the other hand strengthen the trailing-edge 
vortices, appears to be an effective way to enhance the spreading of these vortical 
structures. 
 
 114
 C-3 (3 RPS) C-2-4 (2-4 RPS with 15 sec period) 
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Figure 6.14: Dissipation of turbulent kinetic energy for different RPM at two axial 
planes (a) on the impeller plane, (b) 30° angle with the impellers. 
 
Enhancement in turbulence plays a major role in growth of the trailing edge-
vortices as the combinations of the gradients of the Reynolds stress terms are found to 
contribute to the transport of large-scale vorticity in a turbulent flow. Considering the 
trailing-edge vortex to be approximately of an azimuthal structure, we can write down the 
equation for transport of mean azimuthal vorticity as 
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 C-3 (3 RPS) C-2-4 (2-4 RPS with 15 sec period) 
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Figure 6.15: Contour of Negative second eigenvalue of 2 2S + Ω identifying the trailing 
edge vortex surfaces: (a) 3D view, (b) top view. 
 
   
From the LES results, we have calculated the terms P1 through P4 that contribute to the 
growth of the vortex structure.  Figure 6.16 shows that in the 30° plane, for the step-
perturbation case (C-2-4), all of these Reynolds stress gradients (P1 to P4) are of much 
higher value than C-3 case. For turbulent flow in a rectangular channel with vortex 
generators, Perkins (1970) analyzed the contribution of Reynolds stress gradients in growth 
and decay of large scale longitudinal vorticity. Following a similar analysis, we can see that 
the terms P2 and P3 contribute to the spreading of vorticity in a cross-plane (i.e., a constant-
theta vertical plane for trailing-edge vortex). P2 has the mixed gradients of velocity 
fluctuations in the cross plane and it produces a rotational acceleration of the fluid acting 
like a body force producing shear on the fluid elements. P3 acts as the diffusion of cross-
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term of the Reynolds stress tensor ( r zu u′ ′ ) where r zu u′ ′  can be correlated with large-scale 
shear strain rate as 1
2
r z
r z t rz t
u u
u u S
z r
ν ν
∂ ∂ 
′ ′ = = ⋅ + ∂ ∂ 
 in an eddy-viscosity assumption. The 
diffusion of shear stress due to P3 increases the size of the vortex in that plane. Both P2 and 
P3 show a much higher value for the C2-4 case compared with fixed impeller speed 
confirming production of high shear rate and higher diffusion of the vorticity in the cross-
plane due to which a stronger vortex with a larger shape is produced. P1 contains the 
azimuthal gradient of r z
r z
u u
u u u u
z r r
θ θ
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, where contributions come from 
Reynolds shear stresses and their gradients in the plane of the vortex core. This term 
augments to the growth of the vortex in the azimuthal direction and a high value of P1 
ensures that the vortex spreads away from the originating impeller blade toward the 
following impeller blade ensuring a better mixing of the fluid in the near impeller region. A 
very small value of P1 for C-3 case explains why it does not grow up to the following 
impeller blade as compared to the C-2-4 case. P4 acts like a centrifugal force on the fluid 
elements and in the perturbed flow, the high value of P4 contributes to greater radial 
spreading of the trailing edge vortex compared to the fixed C-3 case. 
 
6.3.3 Changes in the Flow Field during a Perturbation Cycle 
It has been observed that perturbation in the impeller speed enhances turbulence 
level inside the tank due to which spreading of the impeller jet-stream as well as the growth 
of trailing edge vortices is enhanced which has the potential for resulting in better mixing. 
In order to better understand the mechanism behind this increase in turbulent fluctuations, 
we investigate the behavior of the impeller jet-stream at five different phases of the 
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perturbation cycle. Figure 6.4 shows the perturbation cycles with a period of 15 seconds 
and these five different phases during a particular cycle. Figure 6.17 (a-e) depicts the 
behavior of the impeller jet-stream at each of the phases respectively. Averaged flow-fields 
for these five equispaced phases are obtained by averaging instantaneous flow field over 48 
samples for each phase to eliminate smaller-scale turbulent fluctuations. Since only a 
limited number of samples are used in the phase-averaging, some jitter is expected, but the 
trends are expected to be reflected correctly.  
Phase-1 represents an early time-instant during the 4 RPS part of the perturbation 
cycle shortly after it transitions from the 2 RPS phase where the fluid inside the tank had 
much lesser momentum. The velocity vectors at this phase are shown in Figure 6.17(a) 
where the impeller jet-stream appears to be strongly radial pushing the bottom and upper 
recirculations towards the side wall. The almost vertical vectors below and above the jet-
stream, and their corresponding velocity magnitudes, indicates strong and large 
recirculation bubbles in the upper and lower portion of the tank. As the impeller continues 
to rotate with the higher speed (4 RPS), and time advances to phase-2 marked in Figure 6.4, 
the trailing edge vortex (Figure 6.15) increases in size and strength, and interacts with the 
impeller jet-stream. This interaction is shown with greater clarity in Figure 6.18(a) where 
the trailing edge vortex core originating from the preceding impeller blade-tip is shown at 
the time-instance corresponding to phase-2. At this time instance, the trailing edge vortex 
hits the impeller jet-stream due to which the jet loses its radial strength and is deflected 
down (Figure 6.17(b)) with an axially downward component. Due to reduction in radial 
momentum of the jet, the recirculation bubbles move radially inward closer to the impeller 
blade. 
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 C-3 (3 RPS) C-2-4 (2-4 RPS with 15 sec period) 
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Figure 6.16: Contour of Reynolds stress gradients appearing in the mean vorticity 
equation. 
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(a) (b) 
(c) (d) 
(e) 
Figure 6.17: Phase averaged velocity vectors on the impeller plane for five different 
phases 
 
The interaction with the impeller jet also weakens the trailing edge vortex, and as seen in 
Figure 6.18(a), the lower trailing edge vortex already appears to be twisted due to the 
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axially downward nature of the broken jet-stream in its vicinity. In the next phase (phase-
3), the trailing edge-vortex is observed to be reduced in size and not fully spreading upto 
the next impeller plane (Figure 6.18(b)).  
 
(a) 
 (b) 
Figure 6.18: Interaction between impeller jet-stream and trailing edge vortex for (a) 
phase-2 and (b) phase-3. 
 
As the trailing edge vortex loses its strength and shrinks in size, it does not interfere with 
the growth of the impeller jet-stream and the jet-stream again becomes more radial as 
shown in the next shown phase (phase-3 [Figure 6.17(c)]) when the impeller speed has just 
been dropped to 2 RPS from 4 RPS. Now, at phase-4 (Figure 6.17(d)), when the impeller 
has rotated 3 seconds (i.e., six complete rotations) with a speed of 2 RPS, the impeller jet-
stream is observed to be completely suppressed, and instead a group of smaller vortices that 
are spatially distributed are seen.  The mechanism of breaking-down and vanishing of the 
impeller jet-stream (as seen in phase-4) is investigated further by looking at the nature of 
the flow-field at different time instants after the impeller rotational speed is dropped to 2 
RPS from 4 RPS. Figure 6.19 (b-f) shows instantaneous velocity vectors in the vicinity of 
the impeller blade-tip during this part of the perturbation cycle.  
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a d 
b e 
c f 
Figure 6.19: Instantaneous velocity vectors on the impeller plane (a) just before 
impeller speed has been reduced to 2 RPS and (b) to (e): (b) 0.0054 sec, (c) 0.042 sec, 
(d) 0.083 sec, (e) 0.125 sec and (f) 0.5 sec after the impeller speed has been reduced to 
2 RPS from 4 RPS during a perturbation cycle. 
 
Figure 6.19(a) depicts instantaneous velocity vectors due to 4 RPS rotational speed just 
before the speed is reduced to 2 RPS. At this time-instant, the impeller produces a radial 
jet-stream from its tip. Figure 6.20 (a-f) shows the changes in radial and axial component of 
velocity from the last time-step (i.e., in 2.778 x 10-3 seconds) at these respective time 
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instants in the same location. In Figure 6.20(a), we can see that radial velocity increases 
with time near the impeller tip ensuring the outward propagation of radial jet and also the 
differences in axial velocity show that fluid is being pushed away from the impeller due. 
Figures 6.19 & 6.20 (b)-(d) correspond to the time instants just after the impeller speed is 
dropped to 2 RPS. It can be seen that the radial velocity at the tip of the impeller decreases 
and fluid recirculated from the lower and upper sides of the radial jet moves towards the 
impeller forming smaller vortical structures (see Figs 6.19c and e for example). At this part 
of the perturbation cycle, negative change in radial velocity is observed in the vicinity of 
the impeller-tip (Figs. 6.19 d-f). The decrease in radial velocity confirms the weakening of 
the radial jet and the impeller jet stream losing its characteristic radial or downward-radial 
structure. Changes in the axial velocity shows positive values below the impeller and 
negative values above the impeller, which indicates that fluid from the recirculation 
bubbles, move axially toward the impeller plane. This axial movement of the recirculation-
bubble fluid is due to the inertial effects—as the impeller speed drops from 4 to 2 RPS, the 
impeller jet loses its momentum (as seen and discussed above) faster than the recirculation 
bubble above and below the jet stream. This causes the axial migration of the fluid from 
above and below the impeller towards the impeller-plane, as seen from the changes in axial 
velocity in Figure 6.20 (b-f), leading to the churning of the tank flow and smaller vortices 
[see Figure 6.19(f) and 6.17(d)-(e)). In Figure 6.19(d), we can see that the existing radial 
jet-stream has been completely detached from the impeller tip and in Figure 6.19(e) the jet 
starts to break down due to axial velocity of the fluid in its vicinity. 
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a d 
b e 
c f 
Figure 6.20: Increase in axial and radial velocity in the impeller plane (a) just before 
impeller speed has been reduced to 2 RPS and (b) to (e): (b) 0.0054 sec, (c) 0.042 sec, 
(d) 0.083 sec, (e) 0.125 sec and (f) 0.5 sec after the impeller speed has been reduced to 
2 RPS from 4 RPS during a perturbation cycle. 
 
After 0.5 seconds, this radial jet is completely dispersed in the bulk of the fluid (Figure 
6.19(f)). Therefore, the time-averaged flow-field at phase-4 does not show any trace of the 
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impeller jet-stream and a few smaller vortices are formed due to break-up of the radial jet 
(Figure 6.17(d)). In the next phase (Figure 6.17(e)), those vortices break down into further 
smaller vortices and spans toward the tank wall. Therefore, the energy pumped into the 
bulk of the fluid by the rotating impeller blades during this phase is carried away by these 
small vortical structures, which break down into further into smaller vortices. This 
churning of the tank flow into small vortical structures that are spatially distributed appears 
to increase the turbulence levels and provide greater spreading of the turbulence inside the 
tank (Figure 6.22).  At the end of this perturbation cycle, the impeller speed is again 
increased to 4 RPS and due to presence of weak recirculation existing from 2 RPS 
condition, the impeller jet-stream quickly establishes a high radial momentum and grows as 
seen in Figure 6.17(a) again.  
 Changes in the large-scale velocity field at different phases of a perturbation cycle 
results in large periodic strains which are responsible for increase in production of turbulent 
kinetic energy (Ho et al., 1984). We have also observed higher production of turbulent 
kinetic energy due to the periodic velocity fluctuations in the vicinity of the impeller blade 
(Figure 6.12(b)). In Figure 6.11, the production of turbulent kinetic energy for the 
perturbed case shows two distinct peaks in the plane containing the impeller blade. The 
first one is around r/R=1.1 which arises due to periodic growth and break-up of the radial 
impeller jet due to the changes in the impeller speed and the second one is near r/R=1.5, 
where the impeller jet-stream interacts with the trailing-edge vortex (Figure 6.18). FFT 
spectrums of the radial velocity have been obtained for three locations along the impeller 
jet-stream: (a) r/R=1.1 (near the impeller blade tip), (b) r/R=1.5 (where the trailing edge 
vortex interacts with impeller jet) and (c) r/R=2.9 (near the tank wall) in Figure 6.21(a-c). 
It can be seen that both near the impeller blade tip and the tank wall, a single large peak at 
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the perturbation frequency (1/15 sec) is present  (Figure 6.21(a) and 6.21(c)) while a 
number of peaks are seen in Figure 21(b) with the dominant peaks having time periods of 
1/15 Hz corresponding to the perturbation frequency and 0.48 Hz which corresponds to the 
time-scale of this vortex jet-stream interaction. Hence, we can infer that the oscillations due 
to this interaction contribute to a large portion of the fluctuating energy inside the tank and 
acts as a source of production of turbulent kinetic energy. 
(a) 
(b) 
(c) 
Figure 6.21: FFT spectrum for radial velocity along the impeller jet-stream at (a) 
r/R=1.1, (b) r/R=1.5 and (c) r/R=2.9. 
 
 Figure 6.22(a-e) depicts the contours of phase-averaged in-plane turbulent kinetic 
energy (normalized with respect to square of average impeller speed) for phases 1 to 5 
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respectively during the perturbation cycle (Figure 6.4). During phase 1 (Figure 6.22(a)), the 
turbulent kinetic energy is carried by the impeller jet-stream which interacts with the 
trailing–edge vortex at phase 2 and at the location of trailing-edge vortex and jet-stream 
interaction (r/R ≈1.5) a high kinetic energy is produced (Figure 6.22(b)). In phase-3 (Figure 
6.22(c)), as the jet regains part of its radial momentum, the peak turbulent kinetic energy is 
convected with the jet-stream. However, during phase 3, turbulent kinetic energy far away 
from the impeller is quite low (of normalized value around 0.1). In phase 4 (Figure 6.22(d)) 
the jet-stream vanishes and small packets of highly turbulent fluid gets distributed in the 
tank volume, and although the peak turbulence decreases, turbulence level away from the 
impeller near the bottom and top wall of the tank increases to a non-dimensional value of 
0.3. Therefore, in this phase turbulence is distributed throughout the tank volume. In phase 
5 (Figure 6.22(e)), these peaks of the turbulent kinetic energy decrease in magnitude 
indicating that large portion of turbulent kinetic energy is already dissipated. This temporal 
decay of turbulence is associated with enhanced dissipation for the perturbed cases leading 
to potentially greater mixing. . 
 
6.4 Conclusions 
Large-eddy simulations have been carried out for observing the effects of dynamic 
perturbation of the impeller speed on the flow and turbulence inside a turbulent STR. The 
numerical predictions of velocity and Reynolds stress components agreed satisfactorily 
with reported PIV experimental data for both the baseline (N=3 RPS) and the perturbed 
cases. The perturbation frequency of the impeller rotational speed is selected to be the 
dominant macroinstability frequency (f/N=0.022) in the baseline unperturbed flow.  
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(a)  (b) 
 (c)  (d) 
 (e) 
Figure 6.22: Phase averaged in-plane turbulent kinetic energy on the impeller plane 
for five different phases 
 
The impeller jet is observed to spread 20-25% more in radial direction due to the 
periodic variation of the impeller speed. This increased jet spreading for the perturbed 
impeller speed is linked to a substantial enhancement in the fluctuating components of 
radial and axial velocity (30-45%) that is observed and associated with significantly higher 
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turbulence production rates.  A corresponding increase in convection of turbulent energy 
results in a higher level of turbulence distributed throughout the tank geometry. Dissipation 
of turbulent kinetic energy is also observed to increase by 4-6 times due to impeller speed 
perturbation indicating potentially better mixing at molecular level. Enhancement in the 
gradients of Reynolds stress terms in the perturbed STR flow results in the growth of the 
trailing edge vortices, which spread up to the following impeller.  
The behavior of the impeller jet-stream during different phases of the perturbation 
cycle is studied. The trailing edge vortex is observed to interact with the impeller jet stream 
introducing a large scale oscillation in the stirred tank and contributing to overall 
production of turbulence. During the transition from the high-speed to the low-speed part 
of the perturbation cycle, the impeller jet-stream is observed to vanish and break down into 
smaller vortical structures that are spatially distributed in the tank. The impeller-jet is re-
established during the high-speed part of the cycle. This periodic break-up and growth of 
impeller jet-stream contributes to enhanced convection and dissipation of turbulent kinetic 
energy throughout the entire volume of the tank indicating potential for a better mixing in 
perturbed turbulent STR flows. 
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CHAPTER 7. PERTURBED TURBULENT STIRRED 
TANK FLOWS WITH AMPLITUDE AND SHAPE 
VARIATIONS 
 
7.1 Background 
Stirred tank flows become turbulent around a Reynolds number ( 2Re /ND ν= ) of 
200 (Distelhoff, 1995). However, in a moderate Reynolds number regime (Re~1000) 
turbulent fluctuations do not spread throughout the entire tank volume and are observed 
only at the vicinity of the impeller jet. Therefore, increases in impeller jet width as well as 
an enhanced spreading of turbulence throughout the tank volume are the key objectives for 
mixing enhancement in this type of flows. The idea of periodic excitation of flow field can 
be utilized in order to accomplish both of these objectives for a moderately turbulent STR 
flow.  
Periodic excitations of turbulent shear layers in simple flows (jets, back-steps etc.) 
have been well studied. It has been observed that excitation leads to formation of strong 
discrete vortices (Fiedler et al., 1985). Strong excitations at subharmonic frequencies lead 
to successive merging of these vortices resulting in vortex pairing by which the shear layer 
entrains more fluid from surrounding and grows in size (Riley et al, (1980)). Perturbed 
shear layers grow significantly in presence of background turbulence indicating that 
turbulent fluctuations couple with forced perturbation to enhance this entrainment process. 
As the turbulent entrainment of the surrounding irrotational fluid increases the vortex 
radius, the vortices become unstable and another dynamic process, referred to as vortex 
tearing takes place (Moore et al. (1975), Pierrehumbert et al. (1981)) due to which the 
larger vortices break up into smaller ones. Wyganski et al. (1987) indicated that in 
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turbulent free shear flows, coherent structures show different growth patterns based on the 
frequency and magnitude of the perturbations and leads to enhancement in turbulent 
fluctuations. The reattachment length in a turbulent backward facing step was observed to 
decrease by 30% in the PIV study of Yoshika et al. (2001) when perturbation at an 
optimum frequency was applied and Reynolds stresses increased markedly near the 
reattachment zone. Turbulent free jets show a preferred mode for the passage of vortical 
structures during external perturbations for which the ratio of the peak amplitude to the 
initial amplitude reaches a maximum value (Crow et al. (1971)). Perturbations are reported 
to break the axisymmetric nature of the circular free jet establishing a helical mode of 
energy transfer (Drubka (1981)). Due to the background oscillations, jet spreading as well 
as turbulent fluctuations along the axial direction increases (Ivanov (1972)). Using a triple 
decomposition of turbulent flow field Hussain (1970) showed that in presence of periodic 
perturbations, the energy is drained from the organized large-scales of the periodic motion 
to the smaller turbulent scales. Thus, the vortices originated due to periodic excitation of 
the shear layer break down into smaller vortices following an energy cascading until they 
reach the dissipative scales and thus enhance levels of turbulence throughout the flow 
domain. For flow past a rib, Acharya and Panigrahi (2004) observed that external large 
scale perturbations enhance spreading of the shear layer as well as mixing of the fluid 
elements. Hwang et al. (2003) showed that mixing and heat transfer between two fluid-
streams are strongly enhanced when one of the input streams is perturbed with significant 
amplitude. Bar-Ell et al. (1983) and Schneider (1985) demonstrated that low frequency 
periodic perturbations of the concentration field inside the continuous stirred tank reactors 
affects the chemical kinetics and significantly improve the reaction rate. 
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For an unbaffled Rushton impeller turbulent stirred tank flow, Gao et al. (2007) 
used this idea of actively perturbing the flow with the objective of obtaining better 
mixedness. In their PIV study, a step-variation of the impeller speed has been used to 
dynamically perturb the stirred tank flow field. They obtained significant improvements of 
turbulent fluctuations which contributed to an enhanced spreading of the radial jet-stream 
coming out of the impeller blades and augmented the mixing of fluid inside the tank. 
Stirred tank flows at a constant rotational speeds are reported to show low frequency high 
amplitude oscillations called macro-instabilities (MI) due to (i) instabilities in the impeller 
jet-stream and circulation pattern and (ii) formation of the precessional vortices which 
move around the shaft with a frequency lower than the blade-passage frequency (Kresta et 
al. (2004), Galletti et al. (2005)). Macro-instabilities act as added perturbations over the 
impeller rotation contributing to significant amount of kinetic energy of velocity 
fluctuations (Roussinova et al., 2000, Roy et al., 2010). For unbaffled Rushton impeller 
stirred tanks, the dominant macroinstability oscillation is observed to occur at a frequency 
f/N≈0.02 (N being the rotational speed of the impeller expressed in revolutions per second) 
over a wide range of Reynolds number and tank geometries (Nikiforaki et al., 2003, 
Hartmann et al., 2004). 
In the present study, the STR flow-field is actively perturbed by varying the 
impeller speed at a frequency equal to the MI frequency (f/N ≈0.02, N being the mean 
impeller rotational speed). Three different perturbation cycles are chosen at this frequency 
(time period of 15 sec): (A) a sinusoidal variation of the impeller speed with amplitude of 
20% of the mean impeller speed (named case sine20) where impeller speed is varied from 
2.7 to 3.3 RPS, (B) a step function with impeller speed variation from 2.7 to 3.3 RPS, i.e., 
an amplitude 20% of the mean Impeller speed (case step20) and (C) step function with 
 132
66% amplitude of impeller speed variation (case step66) where minimum and maximum 
impeller speeds are respectively 2 RPS and 4 RPS. The mean impeller speed is chosen as 3 
RPS, which corresponds to a Reynolds number of 1145 for impeller diameter of 0.1 m. The 
large eddy simulation data is analyzed for changes in the mean flow pattern of the impeller 
jet-stream as well as the turbulent fluctuations during different phases of the perturbation 
cycle for these three cases and compared with an unperturbed flow at the mean impeller 
speed. Power consumption during a perturbation cycle for each of the cases is calculated in 
order to get an estimate of the penalty on operational cost for obtaining better mixing. The 
energy transfer from the organized periodic scales of motion to the turbulent scales is 
studied by calculating the production terms of the kinetic energy budget equations to 
understand the mechanism of generation of turbulence from the fluctuations in the large-
scales. 
 
7.2 Geometry and Computational Details 
The configuration of the stirred tank and the grid used are the same as the Rushton 
STR considered in the last chapter. 
 
7.3 Results and Discussion 
7.3.1 Effects of Impeller Speed Variation on the Mean Flow Statistics 
Mean Velocity Vectors and Jet Spreading 
The mean velocity averaged over all blade positions is defined as: 
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where iU
α
 is the phase-averaged velocity at different angular positions, and bN  is the 
total number of these angular positions used in the averaging. The phase-average velocity 
is defined as  
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where ( )jiU t  is the i-th component of instantaneous velocity at time t (j-th sample) , and 
pM  is the number of samples acquired at the α-plane during phase averaging (as noted 
earlier, pM  is 1620 in the present study corresponding to six cycles of impeller speed 
perturbation).  
The time-averaged velocity vectors along the impeller plane ( U i α =0 ) obtained for 
the baseline case  is shown in Figure 7.1(a), and for the different perturbation cycles 
(sine20, step20, step66) in Figure 7.1(b) to 7.1(d) respectively, where the zero radial 
velocity iso-contour is depicted by the dashed line and represents the boundary of the 
impeller jet-stream. The impeller-jet is observed to spread in the axial direction as it moves 
towards the tank wall. The spread of the impeller jet-stream is visibly much higher due to 
perturbations. For the high amplitude perturbation (step66), the jet entrains much greater 
fluid from the lower portion of the tank and the jet becomes inclined towards the bottom 
wall of the tank (Figure 7.1d). For all three perturbation cases, strong axial velocity vectors 
(higher than the baseline) are seen near the side wall of the tank. This implies that the jet 
steam hits the side wall with a higher momentum for the perturbed cases and circulates 
along the wall forming a higher-speed boundary layer along it. Recirculation bubbles below 
and above the impeller are therefore larger in size for the perturbed flows. For the sine20 
case, impeller jet spreading is mostly significant after r/R=2.0, which can be associated 
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with the periodic flapping of the impeller jet due to perturbation at this level (discussed 
later and shown in Figure 7.9). 
 
 
(a) 3RPS constant 
 
(b) Sine20 
 
(c) step20 
 
(d) Step66 
Figure 7.1: impeller-plane velocity vectors showing the profile of the radial jet-stream 
 
The impeller stream coming out of a Rushton impeller behaves like a free jet 
ejected into a bulk of slowly moving fluid which spreads out vertically entraining a 
considerable amount of surrounding fluid (Dong, et al., 1994). The spreading of impeller 
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jet-stream plays a vital role in the fluid mixing process and can be considered as one of the 
measures of mixing inside the stirred tank. This spreading of the jet-stream can be 
characterized by its width calculated as the distance between the axial locations above and 
below the impeller where the radial velocity diminishes to zero (shown in Fig. 7.1 by the 
solid red line). Using this definition, the widths of the radial jet corresponding to different 
perturbation cycles are compared.  
Figure 7.2 shows the mean impeller-jet spreading (averaged over six planes from 0 
to 60 degrees, each 10-degree apart) as a function of radial distance from the impeller tip. 
Experimental data for the fixed 3 RPS case is shown by the open symbols (Gao et. al., 
2007); the simulated results for this case (solid line) show excellent agreement with the 
measured data. It can be observed that the step66 case shows a significant increase in 
impeller jet width throughout the tank radius. For the sine20 and step20 cases, this growth 
is more enhanced only away from the impeller (r/R > 1.9).  At r/R ≈2.2, the perturbed cases 
have a nearly 50% greater jet-spreading than the baseline case. This represents a substantial 
enhancement in the jet-spreading via the introduction of the perturbations. 
 
Figure 7.2: Radial variation of the jet-width averaged over six angular locations  
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Turbulent Fluctuations 
In order to determine the turbulence statistics, the periodic components due to 
impeller blade passage are removed from the calculation of turbulence statistics by 
averaging at the phase of the blade-passage frequency. This phase-averaging is done over 
270 revolutions of the impeller, i.e., six perturbation cycles. The phase averaged root mean 
square (RMS) of velocity fluctuation at any angular location α is found as  
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(a)3RPS constant 
 
(b)Sine20 
 
(c)step20 
 
(d)Step66 
Figure 7.3: Non-dimensionalized in-plane turbulent kinetic energy 
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(a)3RPS constant 
 
(b) Sine20 
 
(c)step20 
 
(d)Step66 
Figure 7.4: Non-dimensionalized radial velocity fluctuation RMS  
 
Figure 7.3 shows contours of the in-plane kinetic energy of fluctuations calculated 
as ( )2 21. . 2 rms rmsk e v w= + α= 0  in the impeller plane. It can be seen that peak kinetic energy 
increases slightly (around 9%) for sine20 case and substantially (around 25%) for step20 
case. However, for step66 case, this increase is significantly more pronounced and almost 
87.5% more than fixed RPS case. Furthermore, high turbulence regions are observed in the 
very-near vicinity and directly above and below the impeller blades which were absent in 
the baseline and low-perturbation cases. In order to better understand these effects, and the 
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contributions from different components of the velocity fluctuations, the behavior of the 
axial and radial components of velocity fluctuations are explored in detail.  
Figure 7.5: Non-dimensionalized radial RMS velocity along an axial line at r/R=1.1   
averaged over six angular locations 
 
Figure 7.4 shows the contours of the RMS of the radial velocity fluctuations (non-
dimensionalized with respect to mean blade-tip velocity) in the impeller plane. The 
sinusoidal perturbation do not contribute to any noticeable improvement in radial RMS, 
however peak RMS increases by 10% during step perturbation with 20% amplitude 
(step20) and by almost 50% for step perturbation with 66% amplitude (step66). Figure 
7.4(d) also shows that during this high amplitude perturbation radial RMS fluctuations are 
higher at the very vicinity of the impeller blade (r/R~1) and also spreads close to the tank 
walls (r/R~2.6). So clearly, enhancements in turbulence (Fig. 7.3) in the radial direction are 
partly contributed to by the radial velocity fluctuations. These increases in turbulent 
fluctuations are expected to contribute to greater diffusional transport and mixing.  Figure 
7.5 shows the radial RMS profiles for different cases along an axial line at r/R=1.1 that is 
averaged over all six blade positions α (as discussed in the previous section). Experimental 
data of Gao et al. (2007) is available at this axial plane and is also shown for constant 3RPS 
case. The predictions of the vrms show the same trends as the experiments and the peak 
values are in agreement to within 10%. It is clearly seen that the perturbations enhance 
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turbulence levels with the step66 case exhibiting peak levels that are nearly 50% greater 
than the baseline case in the impeller jet stream. In the recirculation regions above and 
below the impeller-jet the lower-perturbation levels appear to do exhibit greater 
enhancements in turbulence.  
 
(a)3RPS constant 
 
(b) Sine20 
 
(c)step20 
 
(d)Step66 
Figure 7.6: Non-dimensionalized axial velocity fluctuation RMS 
 
Figure 7.6 shows the non-dimensionalized RMS fluctuations in the impeller plane 
where all three perturbation cases result in an increase in levels of axial RMS, with the 
highest increases for the step66 case (as in Figures 7.3 and 7.4). The key difference for the 
step66 case is the appearance of high axial-velocity fluctuation levels observed just below 
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and above the impeller location. This behavior is consistent with that observed for the 
kinetic energy plot in Figure 7.3, and indicate that the axial velocity fluctuations (and not 
urms) are responsible for the higher turbulence levels above and below the impeller blades. 
Also, perturbations increase axial RMS along the impeller jet-stream and therefore across 
the width of the jet stream an enhanced spread of fluctuations are observed most 
significantly for step20 case. The differences between the step20 and step66 cases are 
quite remarkable, in that, the step20 case enhances greater axial broadening of the high-
turbulence region while with step66 the highest peak levels are obtained but have a 
narrower footprint in the impeller jet-stream and high turbulence levels in the very-near 
vicinity of the impeller, especially below and above the impeller tip.    For the perturbed 
cases, fluctuations extend closer to the tank wall, and this is most clearly evident for the 
step66 case where the impeller jet hits the tank walls with a high radial velocity and 
circulates in the axial direction in two opposite circulation loops below and above the 
impeller height forming higher-speed boundary layers over the tank wall (Figure 7.1(b)-
(d)). The higher values of the axial RMS along the wall arise due to perturbation of the 
impinging jet stream on the tank wall that results into significant fluctuations of velocity in 
the vicinity of the tank wall. A similar behavior of perturbed impinging jet has been 
observed in a DNS study on flow and heat transfer due to impinging perturbed jet by Jiang 
et al. (2006). Due to this turbulence is propagated in the axial direction.  
Figure 7.7(a) show axial RMS along r/R=1.5 where a 20% and 10% increase in the 
peak value is observed for sine20 and step20 cases. The highest peaks of axial RMS for the 
step66 case are below and above the impeller blade, so it does not show the highest value 
along this line with only a 15% greater peak RMS. Figure 7.7(b) shows axial RMS 
distribution along a radial line at 2z/w=0.0 (impeller plane) and a 20-30% increase in peak 
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value is observed for the sine20 and step20 cases with a smaller increase for the step66 
case. High values for the perturbed cases are worth noting near the tank boundary 
(r/R>2.5), due to jet-impingement effects noted earlier, where the step66 shows 80% 
higher value than fixed RPS case. 
 
(a) (b) 
Figure 7.7: Non-dimensionalized axial RMS velocity on the impeller plane (a) along 
an axial line at r/R=1.5, (b) along a radial line at 2z/w=0 
 
 
7.3.2 Changes in the Phase-Averaged Flow Field during a Perturbation Cycle 
It has been observed that perturbation in the impeller speed enhances turbulence 
level inside the tank and also augments to the spreading of the impeller jet-stream 
indicating a potential for better mixing. In order to better understand the mechanism behind 
this increase in turbulent fluctuations, we investigate the behavior of the impeller jet-stream 
at five different phases of the perturbation cycle. Figure 7.8 (a)-(c) shows the perturbation 
cycles respectively for cases sine20, step20 and step66 and locates these five different 
phases during the 15 seconds perturbation period in of the each particular cycle. Time-
averaged flow-fields for these five equi-spaced phases are obtained by averaging 
instantaneous flow field over 48 samples for each phase to eliminate smaller-scale 
turbulent fluctuations.  
 142
(a) sine20 
(b) step20 
(c) step66 
Figure 7.8: Perturbation cycles with different phases marked into them 
 
The impeller jet-stream behaves like a free jet in the surrounding of slowly moving 
fluid. Free jets were observed to be affected significantly due to perturbations in several 
previous studies (e.g., Ivanov (1972), Farell et al. (2003) and Tatsumi et al. (2006)), where 
the break-up of the axisymmetric nature of the jet stream and remarkable enhancements of 
turbulence were observed.  Atassi et al. (1993) observed that with perturbations an increase 
in mean velocity and turbulence in the core of the jet was obtained, and a decrease in 
turbulence level outside the jet core occurred due to local velocity decrease. However, the 
radial jet generated from the impeller tip has intrinsic differences with a free axisymmetric 
jet. Most importantly, the stirred tank being a confined geometry, recirculated fluid with a 
slower time-scale interacts with the jet-stream. Further, during a perturbation cycle, inertial 
effects from the recirculated flow that originated during the higher impeller velocity phase, 
interacts with the jet-stream generated by the lower impeller velocity phase and disrupts its 
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growth significantly. This mechanism is very prominent during sudden changes of impeller 
speed due to step perturbations (step20 and step66). 
  
(a)-phase1 
 
 (b)-phase 2 
 
 (c)-phase 3 
 
 (d)-phase 4 
 
 (e)-phase 5 
Figure 7.9: Phase averaged velocity vectors on the impeller plane for five different 
phases for sine20 case 
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Figure 7.9(a)-(e) depicts the behavior of the impeller jet-stream at each of the 
phases respectively for sinusoidal perturbation of the impeller speed from 2.7 to 3.3 RPS 
(sine20).  Phase-1 represents a time instant when the impeller speed is 3.38 RPS and still 
increasing. A strong radial jet is observed which hits the tank side-wall and forms strong 
upper and lower circulation bubbles. As the impeller speed reduces from its peak, the 
impeller jet weakens in strength but due to inertial effects the circulation bubbles lag in 
response. Therefore, in phase-2, where the impeller speed is 3.18 RPS, the jet stream is 
observed to be distorted by its interactions with the upper and lower recirculation zones 
which, due to inertial effects, has not lost all the momentum associated with the higher RPS 
phase. The bigger circulation bubble from the upper half of the impeller pushes the 
impeller-jet stream downwards (Figure 7.9(b)).  This process continues in phase-3, where 
the impeller velocity drops to 2.82 RPS and the impeller jet loses its radial strength and 
becomes more axially downward. Subsequent decrease in impeller velocity further 
weakens the impeller jet and keeps it oriented axially downward (phase-4). At this stage 
impeller velocity starts to increase again and as the jet is inclined downward, the 
recirculation in the bottom half of the impeller grows stronger and it pushes the jet-stream 
upward. In phase-5, the impeller velocity is 3 RPS (i.e., same as the mean velocity), the 
impeller jet is observed to become stronger and also inclined upward as it moves away 
from the blade tip. So, the sinusoidal perturbation results in a periodic strengthening and 
weakening of the impeller jet with its flapping behavior in the axial plane. This flapping is 
more prominent away from the impeller (beyond r/R=1.7) and this contributes to the 
spreading of the mean impeller jet-stream in this region (Figure 7.1b). Figure 7.10(a-e) 
portrays the distribution of in-plane turbulent kinetic energy at these five different phases. 
In phase-1, high turbulent kinetic energy is mostly observed along the radial jet-stream. In 
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phase-2, the circulated fluid from above and below disrupts the radial jet-stream (Figure 
7.9(b)) and turbulence level increases due to this interaction.  
 
 (a)-phase 1 
 
(b)-phase 2 
 
(c)-phase 3 
 
(d)-phase 4 
 
(e)-phase 5 
Figure 7.10: Phase averaged in-plane turbulent kinetic energy on the impeller plane 
for five different phases during sine20 cycle 
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Also, the turbulent fluctuations spread throughout the tank height due to this interaction 
and turbulent diffusion. In subsequent phases, turbulent kinetic energy decreases 
substantially (see phases 4 & 5) as the impeller jet and the circulation bubbles lose their 
strength. 
 
 (a)-phase 1 
 
 (b)-phase 2 
 
 (c)-phase 3 
 
 (d)-phase 4 
 
 (e)-phase 5 
Figure 7.11: Phase averaged velocity vectors on the impeller plane for five different 
phases for step20 case 
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 (a)-phase 1 
 
(b)-phase 2 
 
 (c)-phase 3 
 
(d)-phase 4 
 
(e)-phase 5 
Figure 7.12: Phase averaged in-plane turbulent kinetic energy on the impeller plane 
for five different phases during step20 cycle 
 
Figure 7.11(a)-(e) portrays the impeller jet-stream at different phases respectively 
for step perturbation of impeller speed from 2.7 to 3.3 RPS (step20).  In phases 1-3, the 
impeller is at the higher-speed phase while phases 4-5 correspond to the lower-speed phase. 
While the behavior shows distinct similarities with the sine20 case, there are intrinsic 
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differences in the velocity magnitudes and unsteady flow patterns. In phase 1, as the 
impeller switches to the higher speed, a strong impeller jet and upper and lower 
recirculation bubbles are created. There is strong flow dynamics leading to a flapping 
motion of the impeller jet in the later phases. In phases 4-5, the impeller speed is dropped 
to 2.7 RPS and the jet starts weakening. In phase-4 we see the weakened radial jet which 
further loses its strength and becomes axially downward-inclined due to the circulated fluid 
from the upper circulation loop in phase-5. Figure 7.12(a-e) portrays the distribution of in-
plane turbulent kinetic energy at these five different phases for this step20 case. In phase-1, 
turbulent fluctuations are high in the vicinity of the radial jet-stream. In the next phase, the 
interaction of the circulated fluid with the impeller jet increases the peak value and 
spreading of the turbulent kinetic energy. This phase contributes maximum to the overall 
turbulence of the flow. After the impeller speed is dropped to 2.7 RPS, in phase 4 and 5, 
the magnitudes of turbulent kinetic energy decreases and turbulence is observed only in the 
near impeller region and in the core of the impeller jet.  
In Figure 7.13(a-e) velocity vectors for the step66 cycle have been depicted for the 
same five phases. Phase-1 represents an early time-instant during the 4 RPS part of the 
perturbation cycle shortly (1.5 seconds after) after it transitions from the 2 RPS phase 
where the fluid inside the tank had much lesser momentum. The velocity vectors at this 
phase are shown in Figure 7.13(a) where the impeller jet-stream appears to be strongly 
radial and the almost vertical vectors below and above the jet-stream, and their 
corresponding velocity magnitudes, indicating strong and large recirculation bubbles in the 
upper and lower portion of the tank. As the impeller continues to rotate with the higher 
speed (4 RPS), and time advances to phase-2, the trailing edge vortex generated from the 
previous impeller tip increases in size and strength, and interacts with the impeller jet-
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stream, and due to this, the jet loses its radial strength (Figure 7.13(b)) is oriented axially 
downward. The interaction with the impeller jet also weakens the trailing edge vortex 
which shrinks in size (phase-3).  
 
 (a)-phase 1 
 
 (b)-phase 2 
 
 (c)-phase 3 
 
 (d)-phase 4 
 (e)-phase 5 
Figure 7.13: Phase averaged velocity vectors on the impeller plane for five different 
phases for step66 case 
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The jet-stream again becomes radial as shown in this phase. When the impeller speed is 
dropped to 2 RPS at phase-4, the impeller jet-stream is observed to be completely 
suppressed (Figure 7.13(d)). The Trailing-edge vortex jet stream interaction (phase-2) and 
the mechanism of breaking-down and vanishing of the impeller jet-stream (as seen in 
phase-4) is discussed in detail in the previous chapter, and is linked to the sudden 
deceleration of the impeller jet combined with the slower inertial response of the 
recirculating bubbles that interact with the jet and break it down. The flow-field at phase-4 
show only a few smaller vortices formed due to break-up of the radial jet (Figure 7.13(d)). 
In the next phase (Figure 7.13(e)), those vortices break down into further smaller vortices 
and spans toward the tank wall. Figure 7.14(a-e) depicts the contours of phase-averaged in-
plane turbulent kinetic energy (normalized with respect to square of average impeller 
speed) for phases 1 to 5 respectively during the perturbation cycle. During phase 1 (Figure 
7.14(a)), the turbulent kinetic energy is high in the impeller jet-stream. The trailing-edge 
vortex interacts with the impeller-jet in phase 2 (Figure 7.13(b)) and at the interaction 
location (r/R ≈1.5) a high kinetic energy is produced (Figure 7.14(b)) which is also 
convected in axial direction across the tank volume. In phase-3 (Figure 7.13(c)), as the jet 
regains part of its radial momentum, the peak turbulent kinetic energy is convected with the 
jet-stream. However, during the 4 RPS part of the perturbation cycle (represented by phase-
1 to phase-3), turbulent kinetic energy far away from the impeller is low (of normalized 
value around 0.01). In phase-4 (Figure 7.14(d)) the jet-stream vanishes and small packets 
of highly turbulent fluid gets distributed in the tank volume, and although the peak 
turbulence decreases, turbulence level away from the impeller near the bottom and top wall 
of the tank increases to non-dimensional values of 0.03-0.035. Therefore, in this phase 
turbulence is convected throughout the tank volume. In phase-5 (Figure 7.14(e)), these 
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peaks of the turbulent kinetic energy are convected further away from the impeller and they 
decrease in magnitude indicating that large portion of turbulent kinetic energy is already 
dissipated. Therefore, during this perturbation cycle, convection and dissipation of 
turbulence increases resulting into a potentially better mixing inside the stirred tank. 
  
(a)-phase 1 
 
(b)-phase 2 
 
(c)-phase 3 
 
(d)-phase 4 
 
(e)-phase 5 
Figure 7.14: Phase averaged in-plane turbulent kinetic energy on the impeller plane 
for five different phases during step66 cycle 
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7.3.3 Effect of Perturbation on Turbulence  
Turbulence level inside the stirred tank is observed to be enhanced significantly by the 
active perturbation of the flow using different time dependent impeller speed cycles. Also, 
the large scale structures in the entire tank volume are observed to change significantly 
during perturbation cycles resulting periodicity in the turbulent kinetic energy distribution. 
Large strain rates generated by the periodic growth, coalescence and dissipation of the 
large-scale structures (as seen in Figure 7.13) are responsible for generation of small-scale 
eddies leading to production of turbulence (Ho et al., 1984). In several earlier studies, 
eddy-viscosity types of models have been proposed to correlate turbulent fluctuations with 
strain rates due to periodic structures (Hussain and Reynolds (1972), Davis, (1974)). The 
periodic component of velocity can be separated out from the mean velocity and turbulent 
fluctuation using a triple decomposition (Hussain, 1970) 
i i i iU U u u′= + +ɶ  
where iU  is the mean time-averaged velocity, iiuɶ  is the periodic component arising due to 
perturbation and iu′ is the turbulent part. Now, the strain rate generated by the periodic 
velocity component for different perturbation cycles can be compared in order to 
understand the differences in turbulence enhancement. Figure 7.15, 7.16 and 7.17 
respectively show in-plane components of the strain-rate tensor for sin20, step20 and 
step66 cases respectively. It can be observed that periodic component of velocity produces 
lot of positive and negative strains near the impeller as well as near the tank wall in phases 
1, 2 and 3 resulting in stretching and shearing of the fluid elements which, in turn, enhances 
the production of turbulence. However for sine20 and step20 cases (Figure 7.15 and 7.16), 
during the low RPS half of the cycle, periodic contribution to strain rates are very low and 
concentrated mostly near the impeller tip.  
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Figure 7.15: components of strain rate tensor due to velocity fluctuations (sine20 case) 
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Figure 7.16: components of strain rate tensor due to velocity fluctuations (step20 case) 
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Figure 7.17 components of strain rate tensor due to velocity fluctuations (step66 case) 
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 Although Figure 7.16 (step20) shows that during this part of the perturbation cycle, 
step perturbation produces some shear strain in the upper and lower circulation fluid; 
Figure 7.15 (sine20) does not show any periodic strain in these regimes. This explains that 
the flipping of the impeller jet during these two phases of the sine20 cycle (Figure 7.9(d) 
and (e)) do not contribute to turbulence enhancement keeping turbulence level almost 
similar to the base 3RPS case (Figure  7.3b). A very significant enhancement in periodic 
shear strain rate is seen for phases 4 and 5 in step66 case (Figure 7.17) which is due to the 
break-up of the impeller jet stream and advection of circulated fluid across the impeller 
plane. The large strain rates produced throughout the perturbation cycle for this case 
enhance the overall turbulence to a higher extent. 
 Hussain (1970) obtained the budget equation for turbulent kinetic energy due to 
periodic perturbation as 
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where (     ) signifies time averaging and ( ) signifies phase averaging. Now, in the 
above equation the terms P1 and P2 represent production of turbulent kinetic energy due to 
mean and periodic velocity field.  Figure 7.18 shows the production of turbulent kinetic 
energy from mean as well as periodic velocity components. Figure 7.18(a) shows that the 
contribution to production due to periodic component has a peak value 8% of the peak 
mean production for sine20 perturbation. For the step20 perturbation, the mean production 
is of same level of the sine20 case, but the production due to periodic component enhances 
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to 16% of the mean production resulting into an enhancement in turbulent kinetic energy 
(Figure 7.3(b) and (c)).  
                   
(a) sine20 
                     
(b) step20 
                    
(c) step66 
Figure 7.18 Turbulent kinetic energy production by the mean (left) and the periodic 
components (right) 
 
The mean production increases by around four times for the step66 case compared with 
previous two cases as the overall levels of turbulence is much higher in this case (Figure 
7.18c). In addition, a larger contribution in production by the perturbed field is observed in 
this case, peak value of periodic production being 80% of the mean production term. We 
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also observe high production of turbulent kinetic energy by the periodic component above 
and below the impeller where production due to mean velocity is negligible. This 
production component significantly enhances axial velocity fluctuation here and peaks of 
axial RMS as seen in Figure 7.6(d) appear due to this high production. 
 
7.3.4 Variation in Power Number 
 
Figure 7.19: Power number (calculated based on the average impeller speed) 
variation during a perturbation cycle for: solid line- sine20, dashed line- step20 and 
dash-dotted line- step66 case 
 
 Power number for a stirred tank flow is defines as 
3 5p
PN
N Dρ
=  
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where N is the rps of the impeller, D is the diameter and P is the power required to move 
the impeller. The Power P is calculated as P pu ds dsj j j j= − − Γ∫∫ ∫∫ , where Γ is the stress 
due to fluid motion on the impeller blade. For a moderately turbulent STR flow with 
Rushton impellers, Power number has been observed to be around 4.67 (Hockey (1990)). 
Our computation gives an average power number of 4.63 for a constant 3rps impeller 
rotation. The variation of power numbers during perturbation cycles are shown in Figure 
7.19. This variation appears to correlate well with the impeller speed variation, the average 
power number for sine20 case is 4.72, for step20 case is 4.83 and for step66 case is 5.12. 
So, it can be inferred that perturbation potentially leads to a better mixing without any 
significant penalty on power requirement. 
 
7.4 Conclusions  
Large-eddy simulations have been undertaken to understand the potential of dynamic 
perturbations of the impeller speed on mixing inside a turbulent STR. Three different 
perturbation cycles are studied and all of them are observed to produce higher turbulence 
levels and better spreading of the impeller jet stream. For the same amplitude of impeller 
speed variation, a step perturbation produced more turbulence than a sinusoidal wave 
perturbation. With increase in amplitude of the impeller speed variation, turbulence levels 
inside the tank enhanced. Large strain rates are produced during perturbation cycles due to 
periodic changes in the mean flow field. The periodic strain in the fluid motion produced 
significant amount of turbulent kinetic energy. Production due to periodic component of 
velocity is observed to be around 8-16% of the mean production for low amplitude 
perturbations and 80% for high frequency oscillations. The increase in time-averaged 
power input rate for the perturbation cycles are not very significant (around10% for the 
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large amplitude step perturbation) suggesting that perturbing the flow field can result in 
higher turbulence level and better mixing without any substantial loss due to power input. 
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CHAPTER 8. SCALAR MIXING IN A TURBULENT 
STIRRED TANK WITH PBT:  ROLE OF IMPELLER 
SPEED PERTURBATION 
 
 
8.1 Background 
Many commonly used plastics and polymers are derived from hydrocarbon 
processing techniques in the chemical industry. Some examples include: the non-metallic 
components in an automobile, tennis shoes, packaging materials for food and other 
products, electronic components including cases, CD disks, wire and cable coatings, fibers 
for super-absorbent baby diapers and foam products including acoustical and thermal 
insulating materials such as those found in residential and commercial building materials. 
Many of these polymer products are manufactured in stirred tank reactors (STR) where 
impellers are used to mix reactants to form products. Due to high viscosities, diffusion time 
scales are large compared with reaction and polymerization kinetics. Therefore, an efficient 
mechanical mixing process is extremely important for better production rate. Mixing 
technologies are estimated to produce several hundred billion dollars of polymer-based 
products annually. Improvements in existing technologies can therefore potentially 
translate to several billion dollars in annual cost savings. According to Tatterson et al. 
(1991), half of the $750 billion per year output of the U. S. chemical industry is circulated 
through STRs, and nearly $1-20 billion per year is potentially lost due to inefficient design 
of the mixers. Better design of STRs requires a detailed understanding of the associated 
flow behavior which involves identification of large-scale mixing structures and the 
dynamics of their growth and dispersion with the inherent instabilities of the STR flows. 
In stirred tank bioreactors, the specific reactants such as the substrate and living 
cells are brought in close contact with the correct stochiometry so that the necessary 
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biological reactions can occur. Examples of such reactions include biomass production and 
synthesis of biological products from DNA molecules to biologically active proteins. The 
dispersal of the synthesized products including the toxic products, inhibitors and secondary 
products is also of interest in the mixing process. Industrial fermentation is another 
application where stirred tanks play a major role and where the mixing process is vital to 
the right product yield. For example, concentration gradients can induce overflow 
metabolism in the micro-organisms in the culture and lead to locally depleted oxygen 
concentrations and non-homogeneity resulting in unexpected chemistry. Starvation 
conditions, non-uniform concentrations and temporal oscillations have all been linked to 
decreased performance and expression of stress proteins (Bylund et al., 1999; Xu, 1999). 
The above applications address the need to control, and in some cases enhance, the 
spatio-temporal mixing at different scales.  The quality of the final product is dependent on 
mixing at the molecular level or micromixing. The phenomena of micromixing is governed 
by several factors like reaction kinematics, molecular diffusivity but is also bounded by 
extreme conditions like complete segregation or maximum mixedness of the bulk flow 
pattern (macromixing). Since the dynamics of macromixing span the spectrum of scales 
including those corresponding to the tank (e.g., macro-instabilities), impeller (trailing edge 
vortices) and turbulence (kolmogorov eddies), and these scales are intrinsically coupled, 
understanding and controlling mixing across these scales requires a physics-based approach 
and the appropriate simulation and experimental tools. 
There have been a large number of experimental studies on the global 
characterization of the mixing process inside turbulent stirred tanks. Most of these 
experiments focused on dispersion of a non-reactive passive tracer in the bulk of the stirred 
tank fluid. There have been largely two types of techniques used for measuring 
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concentration of the dissolved species. First comes the use of conductivity probes to 
measure transient species mixedness (Holmes et al., 1964; Shuie et al. , 1984). Ruszkowski 
(1994) used multiple probes in order to measure degree of mixedness at different locations 
inside the tank. However, this method was observed to be obtrusive due to insertion of 
probes which affects the circulation inside the STR geometry (Distelhoff et. al., 1997). The 
other method was by injecting colored species and observing its decolorization (Moo-
Young et al, 1972, Brennan et al., 1976). But this method is completely based upon visual 
observation and therefore highly dependent on subjective decision by the observer. The 
mixing times predicted by the above two methods do not agree very well with each other. 
A third advanced technique is using laser induced fluorescence (LIF) (by Gaskey et al., 
1990; Distelhoff et al., 1997) and Planar LIF (PLIF) (by Guillard et al., 2000) in which 
mixing time is calculated with greater confidence. Roussinova et al. (2008) used intrusive 
spectrophotometers to calculate species concentration in baffled stirred tanks where the 
intrusion of spectrometer probes, however, did not significantly affect the main flow.   
 Most of these experimental studies were focused towards finding a correlation 
between mixing time and power number and investigating the effects of impeller geometry, 
tank geometry and the tank-impeller diameter ratio (D/T) on the mixing time (Houccine et 
al., 2000). Also, in the turbulent regime, mixing time depends on the levels of turbulent 
dissipation (Nienow, 1997) inside the STR. For a wide range of Reynolds numbers and 
impeller geometries, Ruszokowski (1994) and Grenville et al. (1996) obtained the 
correlation between power input to the tank, tank-impeller diameter ratio and mixing time 
in turbulent stirred tanks. However, Hartmann et al., (2006) reported that these correlations 
underpredict the mixing time. They also observed that the mixing time depends 
substantially on the relative position of the tracer injection point with respect to the baffles 
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and also on the impeller height, and with changes in the injection location, the prescribed 
correlations fail. This is the due to the fact that the stirred tank flows are much complex in 
nature and the inherent complexity results into differences in residence time of the tracer 
particles at different locations. For moderately low Reynolds number stirred tank flows, 
several researchers have observed segregated regions (Dong et al., 1994; Hervey et al, 
1996) which acts as barriers to scalar advection. Also, due to the low turbulence levels 
away from the impeller jet stream, a slower mixing rate is obtained (Gao et al., 2007). 
Bittorf et al. (2000) identified that two-third of the tank volume for an axial impeller STR 
shows an active mean circulation set-in by the impeller jet stream, and the remaining one-
third is governed by low frequency oscillations termed as macroinstabilities (Yianneskis et 
al., 1987). Roy et al. (2010) showed that around 25% of turbulent kinetic energy originates 
from to changes in the three-dimensional flow pattern of the impeller jet-stream during 
these macroinstability oscillations. Therefore, a proper understanding of the complex 
mixing process inside a stirred tank vessel can be obtained only from a detailed study of the 
flow and concentration field inside the tank and by investigating the role of low frequency 
MI oscillations. 
 From the statistical PLIF description of the concentration field, Guillard et at. 
(2000) identified the large scale mixing structures at different axial and radial planes inside 
a turbulent stirred tank and studied the instabilities of these structures. But they inferred 
that a PLIF is not sufficiently adequate to obtain a deeper understanding of the three 
dimensional mixing process. Hence, computational methods can be most suitably used for 
this purpose. Most of the computational studies on prediction of mixing inside turbulent 
stirred tanks used RANS based turbulence models (Osman et al., 1999; Jaworski et al., 
2000 and Shekhar et al., 2002). However, RANS simulations are reported to severely 
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underpredict turbulent kinetic energy in the impeller discharge stream severely (Hartmann 
et al., 2004; Jones et al., 2003) whereas Large-eddy simulation (LES) has shown its 
efficiency in properly resolving the mean and turbulent features in impeller STR flows 
(Darksen et al., 1999; Tyagi et al., 2007). Since the turbulent scales contribute significantly 
to mixing, an LES based study is chosen. There are only a limited number of publications 
on LES of stirred tank mixing. Yeoh et al. (2005) predicted mixing time within 18% 
variation from values given by standard correlations for a baffled rushton impeller 
turbulent stirred tank using LES coupled with sliding mesh methodology. Min et al. (2006) 
showed that LES predictions are better than RANS for predicting the variation of mixing 
time with different impeller rotational speed. Hartmann et al. (2006) obtained qualitative 
agreement with PLIF data by Houccine et al (1994) using a Large-eddy simulation 
technique coupled with immersed boundary method. They showed that depending on the 
radial, angular and vertical location of injection point with respect to the baffles and the 
impeller, the mixing time changes significantly. However, a detailed description of the 
spatio-temporal evolution of the mixing structures and dissipation of the passive scalar has 
still not been accomplished. In the present study, we try to understand the mixing behavior 
inside a dished bottom pitched blade impeller stirred tank using large eddy simulation and 
immersed boundary method. Flow and turbulence in this geometry has already been 
validated with experimental results on a previous paper (Roy et al., 2010). The relation of 
mixing parameters with macroinstability is also investigated in this present study. Earlier 
studies on turbulent stirred tank flow field (Gao et al., 2007, Roy et al., 2010) suggested 
that active perturbation of the flow by using a time-dependent impeller speed potentially  
can contribute to enhancement in mixing by promoting a better spreading of the impeller 
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jet and enhancing the turbulence level inside the tank. In the present study, impeller speed 
is perturbed in the macroinstability frequency and changes in mixing pattern are observed.  
 
8.2 Geometry and Computational Details 
The configuration of the stirred tank is same as the pitched blade impeller STR considered 
in the fifth chapter where the tracer is injected for 5 seconds in a vertical plane containing 
the baffles at a height 6 inch above the impeller. 
 An impeller rotational speed of 50 RPM is used as the baseline case with a 
corresponding to an impeller Reynolds Numbers of 44,000. For the perturbed case, 
impeller speed varied from 33.33 to 66.66 RPM resulting into an impeller speed variation 
of 29333 to 58666. 
The computational grid for the single-pitched blade stirred tank is composed of 
2088 blocks comprising of about 3.1 million grid points and was generated using 
commercial gird generation software GridproTM. The surface mesh for the impeller blade 
contained 105154 triangular elements and is generated using GambitTM .The computation is 
performed on 200 processors (quadcore xeon) for 96 CPU hours. In our previous study, we 
obtained excellent agreement with experimental observations of the mean and turbulent 
flow parameters using this grid (Roy et al., 2010). 
 
8.3 Results and Discussion 
8.3.1 Mixing Time for the Fixed Impeller Speed 
Mixing time is the time measured starting from the instant of tracer addition in 
which the vessel concentration reaches a specific degree of homogeneity. Concentration 
variance can be used to specify degree of mixing  
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Mixing time is defined as the time (from the starting of the injection) in which mixc  
becomes less than 5%. In the PLIF study by The Dow Chemicals, mixing time for the 
current STR geometry was observed to be 30.5 seconds for a constant 50 RPM impeller 
speed. Our computation predicted a mixing time of 31.8 seconds close to this experimental 
value. 
 
8.3.2 Effect of Macroinstabilities in Scalar Mixing 
Macroinstabilities are the low frequency oscillations which contribute to dynamic 
changes in the large-scale flow structures as well as enhance turbulent kinetic energy inside 
the STR vessels. In our previous study on the same geometry (Roy et al., 2010), we 
observed changes in the impeller jet stream orientations and growth of trailing edge 
vortices growth during a macroinstability cycle; and all of these changes in large-scale flow 
structures can potentially play a major role in scalar convection. Furthermore, increase in 
turbulent kinetic energy leads to a better mixing of fluid in the molecular level. In order to 
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identify the effects of macro-instability in global mixing, we define mixing structures as 
bulk of fluid volume with concentration values (a) 1.05 mc c>  and (b) .95 mc c< , where a 
can be associated with the volume of the unmixed tracer and b with the volume of the 
segregated zones inside which the rate of tracer dissipation is relatively slow. Efficiency in 
mixing can be related with specific growth rate of tracer blob or specific decay rate of 
segregated zones (Ottino, 1989). The Fourier transformations of the specific changes in 
volumes a and b, respectively depicted in Figure 8.1(a) and 8.1(b), show high amplitude 
fluctuations at macroinstability frequencies f/N=0.038 and f/N=0.2 along with the blade 
passage frequency (N) at 3.333 Hz. These two MI frequencies were also observed in the 
velocity signal (Roy et al., 2010) and identified respectively to be associated with 
precessional vortex instability and impeller jet stream instability. Therefore, the dynamic 
changes in the flow structures due to macroinstability clearly affect the growth of scalar 
volume and its dissipation into the unmixed fluid promoting mixing inside the stirred tank. 
  
 Figure 8.1: FFT of growth rate of volume of fluid with (a) 1.05 mc c>  and (b) .95 mc c<  
 
8.3.3 Impeller Speed Perturbation and Enhancement in Mixing 
As, the macroinstability fluctuations assume an important role in mixing by promoting the 
growth of scalar in the bulk of the STR fluid, we try to enhance the global mixing by 
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perturbing the flow in a dominant macroinstability frequency (f/N=0.2, i.e., a time period 
of 6 seconds) but with a higher amplitude. Based on our previous study with different 
perturbation cycles, a step fluctuation of the impeller speed is chosen with amplitude of 
66% of the mean impeller speed (Figure 8.2).  
 
Figure 8.2: MI/perturbation cycle with time-instants shown into it (MI cycle is in 
green line, perturbation Impeller speed is black solid line; dashed line shows 
average/fixed impeller speed) 
 
Figure 8.3(a) and (b) show the mean velocity vectors on the impeller plane 
(averaged over 60 impeller rotations) respectively for the constant RPM and perturbed 
case. It can be seen that the impeller jet stream is more axial during the constant RPM case, 
which is due to the fact that in the perturbed case, during the lower RPM half of the 
perturbation, impeller jet stream is mostly radial (as low impeller speed produce radial 
impeller jet for PBT). Both of these cases show in-plane velocity of similar peak magnitude 
but the spread of active circulation zone (with in-plane v/VT>0.1) is more for the perturbed 
case. We also see a zone of relatively low velocity magnitude close to the impeller tip (near 
r/R=1.4) in the fixed 50 RPM case, where the fluid moves with a slower speed and acts like 
a segregated zone. Nevertheless, this segregated zone vanishes in the perturbed case 
favoring a better mixing in the near impeller region. Figure 8.4(a) and (b) show the 
contours of non-dimensional turbulent kinetic energy for these two cases respectively. Peak 
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turbulent kinetic energy increases by almost 50% due to the perturbation, which also 
suggests a favorable condition for mixing enhancement. 
(a) (b) 
Figure 8.3: Time-averaged velocity vector on an impeller plane colored with non-
dimensionalized in-plane velocity magnitude: (a) fixed 50 RPM, and (b) step 
perturbation with 33.33-66.66 RPM 
 
(a) (b) 
Figure 8.4: Time-averaged non-dimensionalized turbulent kinetic energy in: (a) 
fixed 50 RPM, and (b) step perturbation with 33.33-66.66 RPM 
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 For the perturbed case, we observed a mixing time of 26.2 seconds, indicating a 
significant 5.6 seconds reduction from the unperturbed case. Now, the time history of the 
growth of mixed volume and unmixed tracer is shown in Figure 8.5(a) and (b) respectively.  
 
(a) 
 
(b) 
Figure 8.5: Time history of growth rate of volumes with concentration levels: 
(a)1.05 .95m mc c c> >  and (b) 1.1 mc c>  [green line: perturbed case, red line: fixed RPM] 
 
Figure 8.5(a) shows volume of fluid that has a concentration value within 5% of mean 
concentration ( 0.95 1.05m mc c c≤ ≤ ). This concentration level can be considered as perfect 
mixedness. It can be seen that just after the injection is stopped there is a growth of the 
volume of mixed fluid which then decreases for the next 6 seconds and then again starts to 
increase. The rate of increase of the mixed volume is higher for the perturbed case, and 
especially show a stiff rate just after 20-th second when the mixing rate is still quite slow 
for the unperturbed case. If we look into the volume growth rate with concentration 10% 
higher than the mean ( 1.1 mc c> ), i.e., growth rate of unmixed volume (Figure 8.5b), it 
shows a sharp increase after end of the injection period for the next 3 seconds and then 
decreases to zero in 13-th second (from t=0) for perturbed case and 13.5-th second for the 
unperturbed case. It shows that in the first half of the MI/perturbation cycle, unmixed 
volume grows in size as the blobs of the tracer spreads across the tank volume. As the 
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impeller speed is lower for the perturbed case during this half of the cycle (33.3333 RPS), 
the segregation is more than the unperturbed case and volume of unmixed fluid is higher. 
In the next half, as the speed increases, a better mixing is obtained in the perturbed flow. 
 
8.3.4 Spatio-temporal Behavior of Scalar in Unperturbed and Perturbed Flow 
 In order to understand the mixing patterns, the spatio-temporal behavior of the 
scalar dissipation is investigated. For Lagrangian mixing the idea of residence time is 
utilized in order to estimate the time interval for which the tracer particles stay within a 
particular location inside the vessel geometry. The spatial distribution of the residence time 
indicates the extent of mixing at different locations of the geometry. In this study using 
scalar concentration as the mixing variable, the idea of residence time distribution can be 
translated to the map describing probability of finding concentration value above or below 
a particular fraction of the mean concentration, i.e.,  Pr[0.95 1.05 ]
m m
c c c≤ ≤  gives the fraction 
of time for which concentration value remains within 5%± of  Cm (which is considered to 
be a well mixed state).  
 
Figure 8.6: vertical planes on which probability maps are depicted 
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(a) (b) 
(c) (d) 
Figure 8.7: Colors contours of (I) Pr[0.95 1.05 ]m mc c c≤ ≤  with (II) Pr[ 1.1 ]mc c≥ (red solid 
lines) and (III) Pr[ 0.9 ]mc c≤ (black dashed lines) in vertical planes (a)-(d) for fixed 
RPM. 
 
Figure 8.6 shows four different vertical planes (a-d) on which the probability maps 
(I) Pr[0.95 1.05 ]m mc c c≤ ≤ (color contours), (II) Pr[ 1.1 ]mc c≥ (red solid lines) and (III) 
Pr[ 0.9 ]mc c≤ (black dashed lines) for the first 16 seconds after the end of the tracer 
injection period are depicted. Clearly, the map-I shows the fraction of time for which scalar 
concentration is within the mixed range, map-II shows the fraction of time for which the 
injected scalar remained unmixed with the surrounding fluid and map-III shows the 
fraction of time during which the base fluid does not get any significant amount of scalar 
convected into it. Figure 8.7(a)-(d) shows these maps for the unperturbed case. In Figure 
8.7a, unmixed scalar (red line) shows a high probability near the opposite side of the 
injection point, which indicates that the injected scalar is pushed radially outward and 
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azimuthally clockwise with the impeller rotation and then starts coming downwards (Figure 
8.7(c),(d)). The unmixed base fluid is mostly seen near the shaft and in the segregation 
zone close to impeller (near / 1.4r R≈  as observed in Figure 8.3a). Consequently, these 
zones show a poor mixing with Pr[0.95 1.05 ] 0.05m mc c c≤ ≤ ∼ .  
(a) (b) 
(c) (d) 
Figure 8.8: Colors contours of (I) Pr[0.95 1.05 ]m mc c c≤ ≤  with (II) Pr[ 1.1 ]mc c≥ (red solid 
lines) and (III) Pr[ 0.9 ]mc c≤ (black dashed lines) in axial planes: (a) z/R=2.0, (b) 
z/R=1.0, (c) z/R=0.0, and (d) z/R=-0.5 for fixed RPM. 
 
Figure 8.8(a-d) show the probability maps for this unperturbed case in four axial 
planes (above the impeller at z/R=2 and z/R=1, on the impeller plane at z/R=0 and below 
impeller at z/R=-0.5), which also confirm the clockwise movement of the injected tracer, 
unmixed zones near the shaft and formation of segregated region in the vicinity of the 
impeller ( / 1.4r R≈ ). It can be seen that, close to the wall, where value of Pr[ 1.1 ]mc c≥  is 
high (around 0.1), overall mixing is good. Therefore, in the present flow condition, tracer 
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easily diffuses into the surrounding fluid and mixing is mostly inhibited in the regions 
where the tracer is poorly convected due to the local decreases in velocity and formation of 
segregated zones. Figure 8.9 (a-d) and 8.10(a-d) show the probability maps for the 
perturbed case. Showing a contrast with the movement of the tracer towards the opposite 
half of the tank from the injection point, as seen for the fixed RPM case, we see that high 
concentration scalar resided for significant time (Probability>0.1) in the both sided of the 
tank and probability of good mixedness Pr[0.95 1.05 ]m mc c c≤ ≤  is more than 10% for most 
of the tank volume. The near-impeller segregated zones vanish and the unmixed zones near 
the shaft shrink in size. Therefore, perturbation promotes mixing by a better spreading of 
tracer throughout the tank volume and by breaking up the segregated zones. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 8.9: Colors contours of (I) Pr[0.95 1.05 ]m mc c c≤ ≤  with (II) Pr[ 1.1 ]mc c≥ (red solid 
lines) and (III) Pr[ 0.9 ]mc c≤ (black dashed lines) in vertical planes (a)-(d) for 
perturbed case. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 8.10: Colors contours of (I) Pr[0.95 1.05 ]m mc c c≤ ≤  with (II) Pr[ 1.1 ]mc c≥ (red 
solid lines) and (III) Pr[ 0.9 ]mc c≤ (black dashed lines) in axial planes: (a) z/R=2.0, (b) 
z/R=1.0, (c) z/R=0.0, and (d) z/R=-0.5 for perturbed case. 
 
 
8.3.5 Flow and Mixing Structures during MI/Perturbation Cycle 
 Now, to study the mechanism of better mixing due to impeller speed perturbation, 
we chose a particular cycle of MI/perturbation (6 to 12 seconds of the flow) and look into 
the behavior of scalar distribution in different axial planes during the five different time 
instants in this cycle (Figure 8.2) for both fixed RPM and perturbed flow. Figure 8.11 (a)-
(e) show the concentration distribution over four axial planes at these five different 
respective time instants for the unperturbed case. It can be observed that although the high 
concentration zones dissipates with time, lower concentration zone in the wake of the 
impeller blades continue to exist even at the end of the cycle (at z/R=0.0 plane in Figure 
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8.11(d), (e)). This zone acts as a barrier to mixing as we see probability of mixedness is 
very poor in this radial-axial location (Figure 8.7 and 8.8). Figure 8.12 shows velocity 
vectors on the two vertical planes, injection plane on the right and on the plane of next 
impeller on the left.  We can observe, an unmixed segregated zone (c/cm<0.6) is located 
close to the impeller tip at the beginning of the MI cycle (Figure 8.12 (a), (b)). With the 
changes of orientation of the impeller jet-stream during this MI cycle, the segregated zone 
moves away from the impeller tip but spreads in the baffled plane (Figure 8.12(d),(e) at the 
same axial/radial location and therefore mixing time increases. Figure 8.13(a)-(e) shows 
contours of concentration in the axial planes respectively at these five time-instants of the 
perturbation cycle (Figure 8.2) Figure 8.14(a)-(e) shows velocity vectors and concentration 
contours in these time instants. At first two time instants (Figure 8.13(a) and (b)) , the 
mixing is slow due to lower impeller speed (33.33 RPM) and the contours mostly show 
segregated regions of high and low concentration. In Figure 8.14(a) and (b), an almost 
radial weak impeller jet shows that high concentration zones spread towards the tank wall 
and also moves down with the recirculated fluid. Figure 8.13/8.14(c) shows the first instant 
during higher RPM part of the cycle. At this phase, high concentration blobs are distributed 
throughout the tank volume and they start to mix with the surrounding fluid. However, 
segregated regions, as observed for the fixed RPM case, are similarly observed here on 
z/R=0.0 plane at this time instant. Now, as the impeller continues to move with the higher 
speed, the downward velocity increases as well as the circulation bubbles become stronger 
and also a higher level of turbulence is obtained (enhancing the total turbulent kinetic 
energy (Figure 8.4)). This increases local mixing and therefore, the unmixed blobs dissipate 
into surrounding fluid, so no segregated region is observed in the later stages (Figure 
8.13/14 (d) and (e)) And this mechanism contributes to the overall reduction in mixing time. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 8.12: Distribution of concentration in different vertical planes during one MI 
cycle at time instants: (a) t1, (b) t2, (c) t3, (d) t4 and (e) t5 [as shown in Figure 3] for 
the fixed 50 RPM case. 
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(a) (b)  
(c) (d)  
 
(e) 
Figure 8.13: In-plane velocity vectors contoured with concentration values at the 
injection plane (right hand side) and the next impeller plane (left hand side) during 
one MI cycle at time instants: (a) t1, (b) t2, (c) t3, (d) t4 and (e) t5 [as shown in Figure 
3] for the fixed 50 RPM case. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 8.14: Distribution of concentration in different vertical planes during one 
perturbation cycle at time instants: (a) t1, (b) t2, (c) t3, (d) t4 and (e) t5 [as shown in 
Figure 3] for the perturbed case. 
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(a) (b)  
(c) (d)  
 
(e) 
Figure 8.15: In-plane velocity vectors contoured with concentration values at the 
injection plane (right hand side) and the next impeller plane (left hand side) 
during one perturbation cycle at time instants: (a) t1, (b) t2, (c) t3, (d) t4 and (e) t5 
[as shown in Figure 3] for the perturbed case.  
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8.4 Conclusions 
Mixing inside a turbulent baffled PBT stirred tank is studied for fixed and perturbed 
impeller speeds. The dissipation rate of the unmixed scalar volume showed effects of 
macroinstability oscillations in global mixing. A probabilistic map of concentration over a 
substantial time of the flow is studied in order to explore the spatio-temporal behavior of 
the mixing process and the zones inside the stirred tank with poor mixing rate are 
identified. During fixed impeller speed flow, mixing is observed to be hindered due to 
formation of these unmixed segregated regions which break down during a perturbed flow 
resulting into a better mixing with an almost 1/6-th decrease mixing time. 
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CHAPTER 9. CONCLUSIONS AND SCOPE OF 
FUTURE WORK 
 
9.1 Conclusions 
A methodology for curvilinear coordinate implementation of the immersed 
boundary method combined with large eddy simulation on multi-block meshes is 
developed. The present method does not suffer from any drawbacks of various other 
alternatives such as deforming mesh, sliding mesh or method of snapshots in terms of 
computational time or accuracy. Computations using the curvilinear IBM are verified 
against the laminar flow multi-impeller stirred tank data of Harvey et al. (2000). For 
turbulent STR flows, the predictions of the combined IBM-LES methodology in curvilinear 
coordinates compared satisfactorily against the experimental data of Schafer et al. (1998) in 
resolving large-scale and turbulent velocities.  
Flow features in a dished bottom baffled stirred tank reactor (STR) with a 450 
pitched blade impeller were studied via this large-eddy simulation. Instabilities (MI) 
occurring at a frequency lower than the frequency of impeller rotation are identified from 
the time signal of the velocity components. The three-dimensional circulation pattern 
within the stirred tank changed its orientation during the MI cycle.  The MI oscillations 
influenced the growth and dissipation of trailing edge vortices. The interaction of trailing 
edge vortices with impeller jet stream macroinstability significantly contributed to the 
turbulence levels inside the STR. 
Large eddy simulation (LES) revealed that the perturbation of the impeller 
rotational speed increased the width of the impeller jet as well as magnitude of turbulent 
fluctuations compared to the constant rotational speed cases. For the perturbed flow, 
trailing edge vortices propagated farther both in radial and azimuthal direction; the higher 
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gradients of the Reynolds stress terms promoted the spreading of the trailing edge vortices. 
Dissipation of turbulent kinetic energy is augmented due to the perturbation ensuring a 
better mixing at the molecular scale. 
In order to study effect of different perturbation cycles, perturbation amplitudes of 
20% and 66% and perturbation shapes of square-wave and sine-wave are investigated, and 
changes in the mean flow field, turbulence level and impeller jet spreading are examined. 
Large-scale periodic velocity fluctuations due to perturbations are noticed to produce large 
strain rates favoring higher turbulence levels inside the tank. Production of turbulent kinetic 
energy due to both the mean and periodic component of the velocity field is presented. 
Turbulent kinetic energy showed an appreciable enhancement during a square-wave 
perturbation with 66% amplitude. Fluctuations in power consumptions due to perturbation 
are also calculated, and shown to correlate with the perturbation amplitude. The 
fluctuations of power requirement show that the penalty in average power is optimum 
during perturbation cycles, however the fluctuation in the power requirement is quite high 
(almost 1.5 times of the mean power input) during step increase of the agitation speed (for 
66% amplitude). Therefore, in a practical design of a stirred tank for perturbed operating 
condition, special attention has to be given for designing of seals and gearboxes that will 
have to withstand the dynamic loading due to power and impeller speed fluctuations. 
Mixing of a passive scalar inside a pitched blade turbine impeller STR is studied 
using LES coupled with immersed boundary method. The growth rate of unmixed tracer 
confirmed the effects of MI frequencies in the global mixing process. Perturbation of the 
STR flow sing a step-change in the impeller speed in a specific macro-instability frequency 
resulted into significant reduction of mixing time. The spatio-temporal behavior of the 
large-scale mixing structures showed that perturbation effects spread the unmixed tracer 
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blobs throughout the volume and then breaks the segregated zones and thus promotes a fast 
mixing. 
 
 9.2 Scope of Future Works 
 In this study, as the basic physics of macroinstabilities and perturbation effects in 
turbulent stirred tank is studied, based on this understanding the future work may aim at 
following directions: 
(i) The inherent instability of the STR flow (MI) can be used to obtain a better 
mixing. It has been recently argued (Yainneskis et al., 2008) that MI-s can 
enhance mixing particularly if the injection location (for the reactant) is chosen 
appropriately relative to the path of the precessing MI structure. For PBT-s, 
where the MI-s are expected to be more complex in nature, the issue of 
optimizing mixing via injection location and timing relative to the spatio-
temporal features of the MI can be explored. Toward this end, also the passive 
strategies for MI modulation via small asymmetries in the shaft location can be 
examined. 
(ii) Multiple PBT are very commonly employed in industry as a means of achieving 
improved mixing and lower mixing times in the entire tank. Depending on 
Reynolds numbers, the PBT to PBT spacing, and other geometrical patterns, the 
flow patterns and the MI in the STR can be quite different. Depending on the 
spacing between the PBT-s, one can get segregated mixing zones, fully-mixed 
zones, and interacting zones. There are no studies of MI for such configurations, 
yet these are among the most commonly employed geometries in practice. 
Understanding the characteristics of the MI, and their role on the flow field, 
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flow structures, turbulence and mixing for multi-PBT STR-s will be an 
interesting study. 
(iii) The current study shows that perturbation effects can promote mixing to a 
highly appreciable scale. However, it focused only on a limited number of 
perturbation cycles in two specific STR geometries. A number of geometries 
can be studied for different ranges of Reynolds number with different 
perturbation cycles and the optimum perturbation strategy can be identified 
from a parametric study which will then lead to design of next generation STR-
s. The optimum specification of perturbation cycle can finally come from the 
information of total energy requirement to obtain a satisfactory level of 
mixedness. 
(iv) Also, this work can be extended for non-Newtonian fluids which are of more 
interest in multi-billion dollar polymer industry. As the sophisticated 
experimental techniques like PIV or PLIF fails in a non-Newtonian medium due 
to inherent opacity of the fluid, a computational study can be the only route to 
build a proper understanding of the complexity of non-Newtonian STR flows. 
(v) A visualization-based study is being carried out with collaboration of computer 
science department and CCT, LSU in order to understand behavior of passive 
scalars particles seeded in the surface of a spherical blob injected into the STR 
flow via pathline visualizations (Bohra et al. 2010). This study will focus on 
Lagrangian mixing and try to quantify mixing characteristics at different 
locations of the tank from the changes of the surface properties of the injected 
blob.  
 
 187
REFERENCES 
 
Acharya, S., and Panigrahi, P.K., (2004). Reattaching Shear Layer Behind a Rib-Turbulator 
Excited by Fundamental and Subharmonic Tones, J. of Wind Engineering & Industrial 
Aerodynamics, Vol. 92, pp. 1219-1244. 
 
Alvarez, M. M., Zalc, J. M., Shinbrot, T., Arratia, P. E., and Muzzio, F. J., (2002). 
Mechanisms of Mixing and Creation of Structure in Laminar Stirred Tanks, AIChE 
Journal, 48, 2135-2148. 
 
Aref, H., (1984). Stirring by Chaotic Advection, Journal of Fluid Mechanics, 143, 1-21. 
 
Aref, H., and Balachandar, S., (1986). Chaotic Advection in a Stokes Flow, Physics of 
Fluids, 29, 3515-3521. 
 
Ascanio.G., Brito-Bazan, M., La Fuente E.B-L., Carreau P.J., and Tanguy P.A., (2002). 
Unconventional Configuration Studies to Improve Mixing Times in Stirred Tanks, The 
Canadian Journal of Chemical Engineering 80, 558–565. 
 
Atassi, N., Boree, J., and CHarnay, G., (1993). Transient Behavior of an Axisymmetric 
Turbulent Jet, Applied Scientific research, 51, 137-142. 
 
Bakker, A., Oshinowo, L.M., and Marshall, E.M., (2000). The use of Large Eddy 
Simulation to Study Stirred Vessel Hydrodynamics, 10th European Conference on Mixing, 
Delft, the Netherlands. 
 
Baldyga, J. and, Bourne, J. R., (1998). Turbulent Mixing and Chemical Reactions, Wiley 
and Sons. 
 
Baldyga, J. and, Bourne, J. R. and, Hearn, S. J., (1997) Interaction between Chemical 
Reactions and Mixing on Various Scales, Chem. Engg. Sci., 52, 457-468. 
 
Baldyga, J. and, Henczka, M.,  (1997) Turbulent Mixing and Parallel Chemical Reactions 
in a Pipe Application of a Closure Model., Proc. Eur Conf. on Mixing, 11, Paris, 341. 
 
Bar-Ell, K., and Geiseier, W., (1983). Perturbations around Steady States in a Continuous 
Stirred Tank Reactor, Journal of Physical Chemistry, 87, 1352-1357. 
 
Biferale, L., Boletta, G., Celani, A., Devenish, B.J., Lanotte, A., and Toschi, F. (2005) 
Multi-particle Dispersion in Fully Developed Turbulence. 
 
Biggs, R.D., (1963). Mixing Rates in Stirred Tanks. AIChE 9, 636–647. 
 
Bittorf, K.J., and Kresta, S.M.., (2000). Active Volume of Mean Circulation for Stirred 
Tanks Agitated with Axial Impellers, Chem Eng Sci, 5, 1325-1335. 
 
 188
Bittorf, K.J., and Kresta, S.M.., (2001). Three-dimensional Wall Jets: Axial Flow in a 
Stirred Tank, Chem Engg Science, 47, 1277-1284. 
 
Bohra, B., Harhad, F., Benger W., Ritter, M.,  Brener, N.,  Iyenger, S. S., Karki, B. B., Roy, 
S., Acharya, S.,  Liu, K., and Ulmer, B., (2010). Evolving Time Surfaces in a Virtual 
Stirred Tank. Acccpeted for WSCG Journal. 
 
Brennan, D. J. and Lehrer, I. H. (1976). Impeller Mixing in Vessels: Experimental Studies 
on the Influence of Some parameters and the Formulation of a General Mixing Time 
Equation, Trans Inst. Chem Eng., 54, 139-152. 
 
Bruha, O., Bruha, T., Fort, I. and, Jhaoda, M., (2007). Dynamics of the Flow Pattern in a 
Baffled Mixing vessel with an Axial Impeller, Acta Polytechnica, Vol. 47, pp. 17-26. 
 
Bruha, O., Fort, I., and Smolka, P., (1995). Phenomenon of Turbulent Macro-instabilities in 
Agitated Systems, Collected Czech Chemical Communications, 60, 85-95. 
 
Bruha, O., Fort, I.,  Smolka, P., and Jahoda, M., (1996). Experimental Study of Turbulent 
Macroinstabilities in an Agitated System with Axial High-speed Impeller and with Radial 
Baffels, Collected Czech Chemical Communications, 60, 85-95. 
 
Bujalski, W., Z. Jaworski, and A. W. Nienow, (2002). CFD Study of Homogenization with 
Dual Rushton Turbines  Comparison with Experimental Results, Chem Engg Res and 
Design , 80, 97-108.  
 
Bylund, F., Collet, E., Enfors, S., Tragradh, C., and Larsson, G., (1999). Substrate Gradient 
Formation in Large-scale Bioreactor Lower Cell Yield and Increases By-product 
Formation. Bioprocess Engineering, Vol. 18, pp. 171-180. 
 
Chapple, D., and Kresta S. M., (1994). The Effect of Geometry on the Stability of Flow 
Patterns in Stirred Tanks, Chemical Engineering Science, 49, 3651-3660. 
 
Ciofallo, M., Brucato, A., Griasfi, F., and Torraca, N., (1996). Turbulent Flow in Closed 
and Free-Surface Unbafffled Tanks Stirred by Radial Impellers, Chemical Engineering 
Science, 51, 3557-3573. 
 
Cloeter, M. D., (2007). PIV Data on Turbulent Stirred Tank Flows, Private 
Communication. 
 
Davis. R. E., (1974). Perturbed Turbulent Fow, Eddy Viscosity and the Generation of 
Turbulent Stresses, Journal of Fluid Mechanics, 63, 673-693. 
 
De La Villeon, J., Bertrand, F., Tanguy, P.A., Labrie, and R., Bousquet, J.,Lebouvier,              
D., (1998). Numerical Investigation of Mixing Efficiency of Helical Ribbons.      AIChE. 
Journal 44, 972–977. 
Dersken, J.J., (2001). Assessment of Large Eddy Simulations of Agitated Flows, Trans. 
IChemE., 79A, 824-830. 
 
 189
Dersken, J.J., (2003). Numerical Simulation of Solids Suspension in a Stirred Tank, AIChE 
Journal, 49, 2700-2714. 
 
Dersken, J.J., Doleman, M.S. and Van der Akker, H. E. A., (1999). Three-dimensional 
LDA Measurements in the Impeller Region of Turbulently Agitated Stirred Tank, 
Experiments in Fluids, 21, 522-532. 
 
Dersken, J.J., Doleman, M.S. and Van der Akker, H. E. A., (1998).  Phase-resolved Three-
Dimensional LDA Measurements in the Impeller Region of Turbulently Stirred Tank, 
Laser Techniques Applied to Fluid Mechanics, 9-th International Symposium, Lisbon, 
Portugal. 
 
Desouza, A., and Pike, R.W., (1972) Fluid Dynamics and Flow Patterns in Stirred Tanks 
with a Turbine Impeller, Canadian Journal of Chemical Engineering 50 ,15-27. 
 
Distelhoff, M.F.W., Laker, J., Marquis, A.J. and Nouri, J.M., (1995). The Application of a 
Strain Gauge Technique to Measurement of the Power Characteristics of Five Impellers. 
Exp. Fluids, vol 20, pp. 56–58. 
 
Distelhoff,  M. F. W., Marquis, A. J., Nouri, J. H., and Whitelaw,  J. M.,  (1997). Scalar 
Mixing Measurement in Batch Operated Stirred Tanks. , Canadian J. of Chem Engg. 75, 
641-647. 
 
Dong, L. Johansen, S. T. and Engh, T. A., (1994). Flow Induced by an Impeller in an 
Unbaffled Tank-. Experimental. Chemical engineering Science, 49, 549-560. 
 
Drubka R.E., (1981). Instabilities in Near Field of Turbulent Jets and their Dependence on 
Initial Conditions and Reynolds Number, PhD Thesis, Ill. Inst. Technol., Chicago. 
 
Ducci, A., and Yianneskis, M., (2006). Turbulent Kinetic Energy Transport in the Impeller 
Stream of Stirred Vessels, Chem. Eng. Sci., 61, 2780-2790. 
 
Ducci, A., and Yianneskis, M., (2007). Vortex Tracking and Mixing Enhancement in 
Stirred processes, AICHE journal., 53, 305-315. 
 
Ducci, A., Doulgerakis, Z and, Yianneskis, M., (2008). Decomposition of Flow Structures 
in Stirred Reactors and Implications for Mixing Enhancement, Ind. Eng. Chem. Res., 47, 
3664-3676. 
 
Edwards, J.R., (1997). A low-diffusion flux-splitting scheme for Navier-Stokes 
calculations, Computers and Fluids, 26, 635-659. 
 
Edwards, A. C., Sherman, W. D., and Breidenthal, R. E., (1985). Turbulent Mixing in 
Tubes with Transverse Injection. AIChE J. 31, 516. 
 
Eggels, J.G.M., (1996). Direct and Large-eddy Simulation of Turbulent Fluid Flow using 
the Lattice-Boltzmann Scheme, International Journal for Heat and Fluid Flow, 17, 307-323. 
 
 190
Escudle, R., Bouyer, D., and Line, A., (2004). Characterization of Trailing Vortices 
Generated be a Rushton Turbine, AIChE J., Vol. 50, pp. 75-86. 
 
Fadlun, E., Verzicco, R., Orlandi, P., and Yusof, J.M., (2000). Combined Immersed 
Boundary Finite Difference Methods for Complex Flow Simulations, Journal of 
Computational Physics., 161, 35-60. 
 
Fan, J., Rao, Q., Wang, Y., and Fei, W., (2004). Spatio-temporal Analysis of Macro-
instability in a Stirred Vessel via Digital Particle Image Velocimetry (DPIV), Chem. Engg. 
Sci., 59, 1863-1873. 
 
Fan, J., Wang, Y., and Weiyang, F. E. I., (2006). Large Eddy Simulations of Flow 
Instabilities in a Stirred Tank Generated by a Rushton Turbine,  Chinese Journal of Chem. 
Engg., 15, 202-208. 
 
Farell, B., and Ioannou, P. J., (2003). Structural Stability of Turbulent Jets, Journal of the 
Atmospheric Sciences, 60, 2101-2118. 
 
Fasano, J. B., and Penney, W.R., (1991) Avoid Blending Mix-ups, Chemical Engineering 
Progress 10 (87). 56–63. 
 
Fiedler, H. E., and Mensing, P, (1985) The Plane Turbulent Shear Layer with Periodic 
Excitation, Journal of Fluid Mechanics, 150, 281-309. 
 
Fox, R. O., (1996). Computational Methods for Turbulent Reacting Flows in the Chemical 
Process Industry, Rev. Inst. Fr. Pet.. 
 
Franjione, J. G., Leong, C.-W., and Ottino, J. M., (1989). Symmetries Within Chaos: A 
Coute to Effective Mixing, Physics of Fluids A, 1, 1772-1783. 
 
Franke, R., (1982). Scattered Data Interpolation: Tests of Some Methods, Mathematics of 
Computations, 38, 181-200. 
 
Galletti, C, Brunazzi, E., Yianneskis, M.,  and Paglianti, E., (2003). Spectral and Wavelet 
Analysis of the Flow Pattern Transition with Impeller Clearance Variations in a Stirred 
Vessel, Chem. Eng. Sci., 58, 3859–3875. 
 
Galletti, C., Paglianti, A., Lee, K. C., and Yianneskis, M., 2004, Reynolds Number and 
Impeller Diameter Effects on Instabilities in Stirred Vessels, AIChE, Vol. 50, pp 2050-
2063. 
 
Galletti, C., Paglianti, A., and Yianneskis, M., (2005). Observations on the Significance of 
Instabilities Turbulence and Intermittent Motions on Fluid Mixing Processes in Stirred 
rRactors, Chemical Engineering Science, 60, 2317–2331. 
 
Gao, D. R., Acharya, S., Wang Y. Q., and Uhm, J. H. (2007). Flow Field along Rushton 
Impeller Stirred tank by Particle Image Velocimetry measurement. Chinese Journal of 
Chemical engineering, 12, 843-850. 
 191
 
Gaskey, S., Vacus, P., David, R., Andre J. C., and Villermaux, J., (1988). Investigation on 
Concentration Fluctuation in a Continuous Stirred Tank by Space Resolved Fluorescence 
Spectroscopy, Sixth European conference on mixing, Pavia, Italy. 
 
Germano, M., Piomelli, U., Moin, P., and Cabot, W.H., (1991). A Dynamic Subgrid-scale 
Eddy Viscosity Model, Physics of Fluids, 3, 1760-1765. 
 
Ghias, R., Mittal, R., and Lund, T.S., (2004). A Non-body Conformal Grid Method for 
Simulation of Compressible Flows with Complex Immersed Boundaries, 42nd AIAA 
Aerospace Sciences Meeting and Exhibit, Reno, NV. 
 
Gilmanov, A., Acharya, S., (2008). A Computational Strategy for Simulating Heat Transfer 
and Flow past Deformable Objects, International Journal of Heat and Mass Transfer, 51, 
4415-4426. 
 
Gropp, W., and Lusk, E., Skjellum, A., (1999). Using MPI: Portable Parallel Programming 
with the Message-passing Interface, second edition, The MIT Press. 
 
Grenville, R. K., and Tilton, J., (1996). A New Theory Improves Correlation of Blend 
Time Data from Turbulent Jet Mixed Vessels, Trans. IChemE, 74, 390-396. 
 
Guillard, F., Tragardh, C. and, Fuchs, L., (2000) A Study on the Instability of Coherent 
Mixing Structures in a Continuously Stirred Tank, Chemical Engg Sci., 55, 5657-5670. 
 
Haam, S. R., Brodkey, J. B., and Fasano, J. B., (1992). Local Heat Transfer in a Mixing 
Vessel using Heat Flux Sensors., Industrial Journal of Chemical Research, 31, 1384-1392. 
 
Hartmann, H., Dersken, J.J., and Van der Akker, H.E.A., (2006).  Mixing times in a 
turbulent Stirred Tank by Means of LES, AIChE Journal, 52, 3696-3706. 
 
Hartmann, H., Dersken, J.J., and Van der Akker, H.E.A., (2004). Macroinstability 
Uncovered in a Ruston Turbine Stirred Tank by Means of LES, AIChE Journal, 50, 2383-
2393. 
 
Hartmann, H., Dersken, J. J., Montavon, C., Pearson, J., Hamill, I.S., and Van der Akker, 
H.E.A., (2004). Assessment of Large Eddy and RANS Stirred Tank Simulations by Means 
of LDA, Chemical Engineering Science, 59, 2419-2432. 
 
Harvey III, A.D., and Lee, C.K., Rogers, S.E., (1995). Steady-state Modeling and 
Experimental Measurement of a Baffled Impeller Stirred Tank, AIChE Journal, 41, 2177-
2186. 
 
Harvey, P. S., and Greaves, M., (1982). Turbulent Flow in an Agitated Vessel I: A 
Predictive Model, Transaction of Institute of Chemical Engineering, 60, 201-209. 
 
Harvey III, A.D., and Rogers, S.E., (1996). Steady and Unsteady Computation of Impeller 
Stirred Reactors, AIChE Journal, 42, 2701-2712. 
 192
 
Harvey III, A.D., Wood, S.P., and Leng, D.E., (1997). Experimental and Computational 
Study of Multiple Impellers Flows, Chemical Engineering Science, 52, 1479-1491. 
 
Harvey III, A.D., West, D.H., and Tufillaro, N.B., (2000). Evaluation of Laminar Mixing in 
Stirred Tanks Using a Discrete-time Particle-mapping Procedure, Chemical Engineering 
Science, 55, 667-684. 
 
Harvey III, A.D., Tyagi, and M., Jones, R.M. (2004). Computation of Impeller Stirred Tank 
Flows using an Immersed Boundary Method, Presented at AIChE Annual Meeting, Austin 
TX, Nov. 7-12.  
 
Hasal, P., Fort, I, and Kratena, J. (2004). Force Effects of the Macro-instability Flow 
Pattern on Radial Baffles in a Stirred Vessel with Pitched Blade and Rushton Turbine 
Impellers, Trans. I Chem E, 82(A9), 1268-1281. 
 
Hasal. P., Montes J.-L., Boisson, and H., C., Fort, I. (2000) Macro-instabilities of velocity 
field in stirred vessel: detection and analysis. Chem. Eng. Sci.. 55, 391-401. 
 
Hasal, P., Jahoda, M., and Fort, I., (2008). Macro-instability : a Chaotic Flow Component 
in Stirred Tanks, Phil. Trans. of the Royal Society, 366, 409-418 
 
Hemrajani, R. R., and Tatterson, G. B., (2005) Mechanically Stirred Vessels, Handbook of 
Industrial Mixing, Willey Intersciences, 345-390. 
 
Ho, C.M., and Huerre, P., (1984). Perturbed Free Shear Layer. Annual Review of Fluid 
Mechanics, 16, 365-424. 
 
Hockey, R. M., and Nouri, J.M. (1996). Turbulent Flow in a Baffled Vessel Stirred by 600 
Pitched Blade Impeller, Chem. Enginering Science, 51(19). 4405-4413. 
 
Holmes, D. B., Voncken, R. M., and Dekker, J. A., (1964).. Fluid Flow in Turbine Stirred 
Baffled Tanks I: Circulation Time, Chem. Engg. Sci., 19, 201-208. 
 
Houcine, I., Plasari, E., and David, R., (2000). Effect of the stirred tank’s design on power 
consumption and mixing time in liquid phase, Chem Engg. Technol., 23,  605-613. 
 
Houcine, I., Vivier, H., David, R., and Villemaux,  J., (1994). Comparison of Mixing 
Action of Several Stirrers by Laser Sheet Visualization and Image Processing. IChemE 
symposium series, 136, 97-104. 
 
Hussain, A.K.M.F., (1970). The Mechanism of a Perturbation Wave in Turbulent Shear 
Flow. PhD dissertation, Stanford University. 
 
Hussain, A. K. M. F., and Reynolds, W. C., (1972). The Mechanics of an Organized Wave 
in Turbulent Shear flow. Part 3. Theoretical Models and Comparison with Experiment. J 
Fluid Mech., 54, 263-288.  
 
 193
 
Hwang, S.D., and Cho. H. H., (2003). Effects of Acoustic Excitation Positions on Heat 
Transfer and Flow in Axisymmetric Impinging Jet: Main Jet Excitation and Shear Layer 
Excitation. Int. J. Heat and Fluid flow, vol 24, 199-299 
 
Ito,Y., and Nakahashi, K., (2002). Direct Surface Triangulation using Stereolithography 
Data, AIAA Journal, 40, 490-496. 
 
Ivanov, N. N., (1972). Escape of a Turbulent Jet under the Effect of Acoustic Perturbations, 
Journal of Applied Mechanics and Technical Physics, 13, 48-52. 
 
Jaworski, Z., W. Bujalski, N. Otomo, and A. W. Nienow, (2000). CFD Study of 
Homogenization with Dual Rushton Turbines - Comparison with Experimental Results. 
Part I: Initial Studies, Chem Engg Res and Design , 78, 327-340. 
 
Jeong, J., and Hussain, F., (1995). On the Identification f a Vortex, Journal of Fluid 
Mechanics, 69, 285-310. 
 
Jiang, X., Zhao, H., and Luo, K. (2006). Direct Simulations of a Transitional Unsteady 
Impinging Hot Jet, Book chapter: Direct and Large-eddy Simulations VI, Springer 
Netherlands, 487-494. 
 
Jones, R.M., Harvey III, A.D., and Acharya, S., (2001). Two-equation Turbulence 
Modeling for Impeller Stirred Tanks, ASME Journal of Fluids Engineering, 123, 640-648. 
 
Jones, R.M. (2003). Advanced Turbulence Modeling for Industrial Flows, Ph.D. 
Dissertation, Louisiana State University, Baton Rouge, LA. 
 
Jordan, S.A., (1999). A Large Eddy Simulation Methodology in Generalized Curvilinear 
Coordinates, Journal of Computational Physics, 148, 322-340. 
 
Jovic, S., and Driver, D.M., (1994). Backward-facing Step Measurement at Low Reynolds 
Number, Reh = 5000, NASA Technical Memorandum. 108807. 
 
Karypis, G., and Kumar, V. (1998). METIS, A Software Package for Partitioning 
Unstructured Graphs, Partitioning Meshes, and Computing Fill-reducing Orderings of 
Sparse Matrices. University of Minnesota, karypis@cs.umn.edu. 
 
Kelly, W., And Gigas, B., (2003) Using CFD to Predict the Behavior of Power Law Fluids 
near Axial-flow Impellers Operating in the Transitional Flow Regime, Chem. Engineering. 
Science, 58, 2141-2152. 
 
Kresta, S.M. and Boyle, K.D., (2003). Visualized Mixing CD ROM. In: Paul, E.L., Atiemo 
Obeng, V. and Kresta, S.M., Editors, 2003. Handbook of industrial mixing, Wiley, New 
York. 
 
 194
Kresta, S.M.,  Roussinova, V. T. (2004). Comments to ‘On the Origin, Frequency and 
Magnitude of Macro-instabilities of the Flows in Stirred Vessels’ by Nikiforaki et al., 
Chemical Engineering Science, 59, 951-953. 
 
Kresta, S. M., and Wood, P. E. (1993). The flow field produced by a pitched blade turbine, 
Chem. Engg. Sci., 48.1761-1774. 
 
Laccarino, G., and Verzicco, R., (2003). Immersed Boundary Technique for Turbulent 
Flow Simulations, Applied. Mechanics Review, 56, 331-347. 
 
Lamberto, D. J., and Alvarez, M. M. and, Muzzio,  F. J., (2001) Computational Analysis of 
Regular and Chaotic Mixing in a Stirred tank Reactor, Chem. Engg. Sci., 56, 4887-4899. 
 
Lamberto, D. J., and Muzzio, F. J., Swadsom, P. D. and, Tonchovich, A. L., (1996) Using 
Time Dependent RPM to Enhance Mixing in Stirred Vessels, Chem. Engg. Sci., 51. 733-
746.  
 
Le, H., Moin, P., and Kim, J., (1997). Direct Numerical Simulation of Turbulent Flow over 
a Backward-facing Step, Journal of Fluid Mechanics, 330, 349-374. 
 
Leisure, M., (1990). Turbulence in Fluids: Stochastic and Numerical Modeling, Kluwer, 
Dordrecht. 
 
Liu, J., Piomelli, U., and Spalart, P.R. (1996). Interaction between a Spatially Growing 
Boundary Layer and Embedded Streamwise Vortices, JFM, 326, 151-179. 
 
Liu, M., Peskin, R., L., Muzzio, F. J., and Leong, C. W., (1994). Structure of Stretching 
Field in Chaotic Cavity Flows. AICHE, 40, 1273-1286. 
 
Lumley, J. (1978) Computational Modeling of Turbulence Flows, Adv. Appl. Mech. 26, 
123. 
 
Luo, J., A. Gosman, R. Issa, J. Middleton, and M. Fitzgerald, (1993). Full Flow Field 
Computation of Mixing in Baffled Stirred Vessels, Trans. I. Chem. Eng., Part A, Chem. 
Eng. Res. Des. 71, 342-351. 
 
Luo, J., R. Issa, and A. Gosman, (1994). Prediction of Impeller Induced Flows in Mixing 
Vessels using Multiple Frames of References, Inst. Chem. Eng. Symp. Ser, 136, 549-556. 
 
Metzenar, A. B., and Norwood, K, W., (1960) Flow Patterns in Agitated Vessels, AICHE 
Journal, 6, 432-437 
 
Metzner, A. B., and Otto, R. E., (1953) Agitation of Non-Newtonian Fluids, AICHE 
Journal, 3, 3-10 
 
Micheletti, M. and Yianneskis, M. (2004). Precessional Flow Macro-instabilities in Stirred 
Vessels: Study of Variations in Two Locations through Conditional Phase-averaging and 
 195
Cross-correlation Approaches. Proceedings 11th International Symposium on Application 
of Laser Techniques to Fluid Mechanics, Lisbon, Portugal.  
 
Min, J., and Gao, Z., (2006). Large Eddy Simulations of Mixing Time in a Stirred Tank, 
Chinese Journal of Chemical Engineering, 14, 1-7. 
 
Montante, G., and Lee, K. C., Brucato, A., and Yianneskis, M., (1999).  Double to Single-
loop Flow Pattern Transition in Stirred Vessels, Canadian Journal of Chemical 
Engineering, 77, 649-659. 
 
Moore, D. W., and Saffman, P. G., (1975). The Density of Organized Vortices in a 
Turbulent Mixing Layer, Journal of Fluid Mechanics, 80,321-367. 
 
Moo-Young, M.,  Tichar, K., and Dullien, F. A. L., (1972).. The Blending Efficiencies of 
Some Impeller in Batch Mixing,  AIChE journal, 18, 178-182. 
 
Murthy, J.Y., Mathur, S.R., and Choudhury, D., (1994). CFD Simulation of Flows in 
Stirred     Tank Reactors using a Siding Mesh Technique, Mixing 8, Proceedings of the 
eighth European conference on mixing, Institution of Chemical Engineers, Symposium 
series no. 136, 341-348. 
 
Nienow, A. W., (1997). On Impeller Circulation and Mixing Effectiveness in the Turbulent 
Flow Regime, Chem Engg Sci., 52, 2557-2565. 
 
Nikiforaki, L., Montane . G., Lee, K.C., and Yianneskis, M. (2003). On the Origin, 
Frequency and Magnitude of Macro-instabilities of the Flows in Stirred Vessels,  Chem. 
Engineering Science, 58, 2937-2949. 
 
Ogawa K.. and Ito S.. (1975). A Befinition of Quality of Mixedness. J Chem. Eng. Japan 8, 
No.2, 148-151. 
 
Osman, J. J., and J. Varley, (1999). The Use of Computational Fluid Dynamics (CFD) to 
Estimate Mixing Times in a Stirred Tank. In: IChemE Symposium Series, 146, 15-22. 
 
Otino, J.,M, (1989). The Kinematics of Mixing: Stretching, Chaos and Transport, 
Cambridge University Place. 
 
Perng, C.-Y., and Murthy, J.Y., (1993). A Sliding-Mesh Technique for Simulation of Flow 
in Mixing Tanks, ASME Winter Annual Meeting, New Orleans, LA, pp.1-9. 
 
Peskin, C.S., (1972). Flow Patterns around Heart Valves: A Numerical Method, Journal of 
Computational Physics, 10. 
 
Pierrehumbert, R. T., and Widnall, S.E., (1981). The Structure of Organized Vortices in a 
Free Shear Layer, Journal of Fluid Mechanics, 102, 301-313. 
 
Placek K., and Traqvalarides, L. L., (1985) Turbulent Flow in Stirred Tanks, I: Turbulent 
Flow in Turbine Impeller Region, AICHE, 31, 1113-1124. 
 196
 
Prochazka, J., and J. Landau, (1961). Studies on Mixing XII. Homogenation of Miscible 
Liquids in the Turbulent Region, Coll Czech Chem Commun , 26, 2961-2970. 
 
Ranade V.V., and Boume J.R. and Joshi J.B., (1991). Fluid Mechanics and Blending in 
Agitated Tanks. Chem. Eng. Sci. 46, No.8, 1883-1893. 
 
Ranade, V.V. and Dommeti, S., (1996). Computational snapshot of flow generated by axial 
impellers in baffled stirred vessels. Chem. Engng Res. Des., 74, 476-484 
 
Ranade, V.V., and Joshi, J. B., (1989). Flow Generated by Pitched Blade Turbines II: 
Simulation using k-Є Models, hem Engg Comm, 81, 197-214. 
 
Revstedt, J., and L. Fuchs, (2000). Handling Complex Boundaries on a Cartesian Grid 
Using Surface Singularities, Int. J. Numer. Methods Fluids , 35, 125-150. 
 
Revstedt, J., Fuchs, L., and Tragardh, C., (1998). Large eddy Simulations of the Turbulent 
Flow in a Stirred Reactor, Chemical Engineering Science, 53, 4041-4053. 
 
Rielly, C.D., and Britter, R.E., (1985). Mixing Times for Passive Tracers in Stirred Tanks. 
Proceedings of the Fifth European Conference Mixing Wurzburg. 
 
Riley, J. J., and Metcalfe, R. W., (1980). Direct Numerical Simulation of a Perturbed 
Turbulent Mixing Layer, AIAA paper No.80-0274. 
 
Riet, V., and Smith, J.M., (1975). The Trailing Vortex System Produced by Rushton 
Agitators, Chem. Engg. Sci., 30, 1093-1105. 
 
Roussinova, V., Grgic, B. and Kresta, M., (2000). Study of Macro-instabilities in Stirred 
Tanks using a Velocity Decomposition Technique. Chemical Engineering Research and 
Design, 78, 1040–1052. 
 
Roussinova, V. T., Kresta, S. M., and Weetman, R., (2003). Low Frequency Macro-
instabilities in a Stirred Tank: Scale-up and Prediction Based on Large Eddy Simulations, 
AIChE, 58, 2297-2311. 
 
Roussinova, V. T., Kresta, S. M., and Weetman, R., (2004). Resonant Geometries for 
Circulation Pattern Macroinstabilities in a Stirred Tank, AIChE, 50,   2986-3005. 
 
Roy, S., and Acharya, S., (2007). Study of Flow and Turbulence inside the Stirred Tank 
and Investigation on the Effects of Macroinstability on Trailing Edge Vortex Structures, 
ASME IMECE, Nov 11-15, Seattle. 
 
Roy, S., Acharya, S., and Gao, D., (2008). Active Enhancement of Mixing through 
Impeller-speed Perturbation in a Stirred Tank, ASME International Mechanical 
Engineering Congress and Exposition (IMECE), November 2008, Boston, 
Massachusetts. 
 
 197
Roy, S, Acharya, S., and Cloeter, M. D., (2010). Flow Structures and Effects of 
Macroinstabilities in a Pitched-blade Stirred Tank, Chemical Engineering Sciences, 65, 
3009-3024. 
 
Rushton H. H., Costich E. W. and , Everett H. J., (1950). Power Characteristics of Mixing 
Impeller I and II. Chem Engg Prog, 46, 395-404. 
 
Ruszkowski, S., (1994). A Rational Method for Measuring Blending Performance, and 
Comparison of Different Impeller Types, In: Proceedings of the 8th European conference 
on mixing, September 21st-23rd, Cambridge, U.K.  
 
Sano, Y., and H. Usui, (1985). Interrelations Among Mixing Time, Power Number and 
Discharge Flow Rate Number in Baffled Mixing Vessels, Journal of Chem Eng Japan, 47-
52, 
 
Sagaut, P., (2001). Large Eddy Simulation for Incompressible Flows. Springer-Verlag 
Berlin, Germany. 
 
Schafer, M., Yianneskis, M., Wachter, P. and Durst, F., (1998). Trailing Vortices around a 
45° Pitched-blade Impeller, AIChE J., Vol. 44, pp. 1233-1246. 
 
Schierholz, W. F., (2005). The Mixing Behavior of Non-Newtonian Fluids in a Stirred 
Tank, Simulation of complex flows (CFD), NAFEMS Seminar, April 25-26, 
Niedernhausen/Wiesbaden, Germany, 
 
Schneider, F.W., (1985). Periodic Perturbations of Chemical Oscillators: experiments, Ann. 
Rev. Phys. Chem., 36, 347-378. 
 
Sharp K.V., Kim K.C., and Adrian R.J., (1999). A Comparison of Dissipation Estimation 
Methods in a Stirred Tank using Particle Image Velocimetry (PIV), Proc. 3rd ASME/JSME 
Fluids Engineering Division Summer Meeting(18-23 JulyM San Francisco, California, 
USA. 
 
Shekhar, M., and Jayanti, S., (2002). CFD Study of Power and Mixing Time for Paddle 
Mixing in Unbaffled Vessels, Transaction of the IchemE,: Chem Engg, Res, and Desg , 80, 
482-498. 
 
Sheng, J., Meng, H., and Fox, R.O., (2000). A Large Eddy PIV Method for Turbulence 
Dissipation Rate Estimation, Chem. Engg. Science, Vol. 55, pp 4423-4434. 
 
Smagorinsky, J., (1963). General Circulation Experiments with the Primitive Equations. I: 
The Basic Experiment, Monthly Weather Review, 91, 99-165. 
 
Spalding, D. B., (1971). Concentration Fluctuations in a Round Turbulent Free Jet, Chem. 
Engg. Sci., 26, 95-123. 
 
 198
Tafti, D.K., (2004). Evaluating the Role of Subgrid Stress Modeling in a Ribbed Duct for 
the Internal Cooling of Turbine Blades, International Journal for Heat Fluid Flow, 26, 92-
104. 
 
Tanguy, P., and De La Fuent, E., (1996). A New Investigation of the Metzner and Otto 
Concept for Anchor Impellers, Canadian Journal of Chemical Engineering, 74, 222-228. 
 
Tanguy, P.A., Thibault, F., (2002). Power-draw Analysis of a Coaxial Mixer with 
Newtonian and Non-Newtonian Fluids in the Laminar Regime, Chemical Engineering 
Science, 57, 181-187 
 
Tanguy, P. A., Thibault, F., Fuente, E. B., L., Solares, T. E., and Tecante, A., (1997). 
Mixing Performance Induced by Coaxial Flat Blade – Helical Ribbon Impellers Rotating at 
Different Speeds. Chemical Engineering Sciences, 52, 1733-1741. 
 
Tatsumi, K., Shinohara, E., Okamoto, F., Kitaoka, Y., and Nakabe, K, (2006). Mixing 
Characteristics of Multijet Modified by Cyclic Perturbation. JSME International Journal, 
Series B, vol 49, 959-965. 
 
Tatterson, G. B., Brodkey, R., and Calbrese, R. V., (1991). Move Mixing Technology into 
the 21st century, Chemical Engineering Progress, 6, 45-48. 
 
Taylor, G. I., Diffusion by Continuous Movements, Proc, (1921) London Math Soc., 20, 
196-212 
 
Tay, M., and Tatterson, G.B., (1985). Form and Skin Drag Contributions to Power 
Consumption for Pitched-blade Turbine, AIChE Journal 31, 1915–1918. 
 
Tseng, Y.-H., Ferziger, J.H., (2003). A Ghost-cell Immersed Boundary Method for Flow in 
Complex Geometry, Journal of Computational Physics, 192, 593-623. 
 
Tyagi, M., (2003). Large Eddy Simulations of Complex Turbulent Flows, Ph.D. 
Dissertation, Louisiana State University, Baton Rouge, LA. 
 
Tyagi, M., and Acharya, S., (2005). Large Eddy Simulation of Turbulent Flows in 
Complex and Moving Rigid Geometries using the Immersed Boundary Method, 
International Journal for Numerical Methods in Fluids, 48, 691-722.  
 
Tyagi, M., Roy, S., Acharya, S., and Hervey, A.D., (2007). Simulation of Laminar and 
Turbulent Impeller Stirred Tanks using Immersed Boundary Method and Large Eddy 
Simulation Technique in Multi-block Curvilinear Geometries, Chemical Engineering Sci., 
62, 1351-1363. 
 
Verzicco, R., Iaccarino, G., Fatica, M. and, Orlandi, P., (2000). Flow in an Impeller Stirred 
Tank using an Immersed Boundary Method, CTR Annual Research Briefs, 251-261. 
 
Verschuren, I. L. M., Wijers, J.G. and,  Keurentjes, J.T.F. ,  Mean Concentrations and 
Concentration Fluctuations in a Stirred-tank Reactor, AIChE J., 48(7). 1390-1401, (2002). 
 199
 
Wechsler, K., Breuer, and M., Durst, F., (1999). Steady and Unsteady Computations of 
Turbulent Flows Induced by a 4/45° Pitched-blade Impeller, Journal of Fluids 
Engineering., 121, 318-329. 
 
Weiss, J.M., and Smith, W.A., (1995). Preconditioning Applied to Variable and Constant 
Density Flows, AIAA Journal, 33, 2050-2057. 
 
Westphalen, D., Roth, K., and Brodrick, J., (2006). Heat Transfer Enhancement, ASHRAE 
Journal, 48.68-71. 
 
Whitton, M. J., (1993) Gas Liquid Mixing in Tall Vessels Fitted with Multiple Impellers, 
PhD thesis, Cranfield Institute of Technology. 
 
Wyganski, I. J., and Petersen, A. R., (1987). Coherent Motion in Excited Free Shear Flows, 
AIAA Journal, 25, 201-213. 
 
Xu, B. (1999). Metabolic response of P. Stutzeri and E. Coli Subjected to Starvation and 
Surplus of Carbon/Energy Substrates in Bioreactors. Ph.D. dissertation, Royal Institute of 
Technology, Stockholm, Sweden (Chapters 2.4}2.7, 3.3 and indexed manuscripts V and 
VI).  
 
Yianneskis, M., Popiolek, Z. and Whitelaw, J.H., (1987) An Experimental Study of the 
Steady and Unsteady Flow Characteristics of Stirred Reactors, Journal of Fluid Mechanics, 
175, 537-555. 
 
Yao, W.G., Sato, H., Takahashi, K. and Koyama, K., (1998). Mixing Performance 
Experiments in Impeller Stirred Tanks Subjected to Unsteady Rotational Speeds. Chemical 
Engineering Science, 53, 17, pp. 3031–3040. 
 
Yeoh, S.L,. Papadakis G., and Yianneskis, M. (2005). Determination of Mixing Time and 
Degree of Homogeneity in Stirred Vessels with Large Eddy Simulation , 60, pp 2293-2302 
 
Yoon, S. H., Balachandar. S., and Ha. M. Y. (2003). Large Eddy Simulation of Flow in a 
Stirred Tank, Journal of Fluids Engg., 124, 486-500. 
 
Yoon, S. H., Balachandar S. and Ha, M. Y. (2009) Large-eddy Simulation of Flow in an Unbaffled 
Stirred Tank for Different Reynolds Number. Phys of Fluids. 21, available online. 
 
Yoon, S. H., Sharp K. V., Hill, D. F., Adrian, R. J., Balachandar S., Ha, M. Y., and Kar, K. (2001). 
Integrated Experimental and Computational Approach to Simulation of Flow in a Stirred tank, 
Chemical Engineering Science, 56, 6635-6649. 
 
Yoshika, S., Obi, S., and Masuda, S., (2001). Turbulence statistics of Periodically 
Separated Flow over Backward-facing Step, International Journal of Heat and Fluid Flow, 
22, 393-401. 
 
You D., Mittal, R., Wang, M. and Moin, P., (2004). Computational Methodology for 
Large-eddy Simulation of Tip-clearance Flows, AIAA Journal, 42, 271-279. 
 200
VITA 
 
Somnath Roy is son of Mrs. Suchitra Roy and Mr. Debasish Roy. He was born in Kolkata, 
India, in October 1980. He graduated with a Bachelor of Mechanical Engineering (B. M. 
E.) degree from Jadavpur University, India, in 2002 and a Master of Technology (M. 
Tech.) degree in mechanical engineering from Indian Institute of Technology Kanpur, 
Kanpur, Utttar Pradesh, in 2004, after which he joined Louisiana State University, Baton 
Rouge, to pursue his doctoral studies in mechanical engineering in the fall of 2004. He 
expects to receive the degree of Doctor of Philosophy at the May 2010 commencement. 
 
 
