We demonstrate how relative equilibria of a vibrating molecule, which are families of principal periodic orbits otherwise known as nonlinear normal modes, can be used to describe the global polyad structure of vibrational energy levels. The classical action integral n(E) computed along these orbits at different energies E corresponds to the polyad quantum number n so that the energy E(n) of different relative equilibria describes the splitting of n-polyads. Further information on the internal polyad structure can be driven from the stability analysis of relative equilibria. We use the ozone molecule as a concrete example where n-polyads or "hyperpolyads" should be distinguished from the wellknown polyads of the 1:1 stretching mode resonance; the stretching polyads are structural elements of hyperpolyads. We give dynamical interpretation of the relation between relative equilibria and n-polyads based on the normal form reduction in the limit of small vibrations near the equilibrium.
Introduction
In this article we intend to describe the global polyad structure of the vibrational levels of ozone. We consider the classical mechanical analogue of the vibrational molecular system and use the results of the qualitative analysis of this classical analogue in order to characterize the polyad structure of the original quantum system. After specifying the dynamical or polyad symmetry of our system, we find its relative equilibria (RE), which provide the framework of the qualitative study.
Definition of relative equilibrium. Consider a Hamiltonian dynamical system with phase space P and Lie symme-system is invariant with regard to rotations of the laboratory fixed frame, G = SO(3), g t = SO (2) , and RE correspond to rotation about stationary axes [1a,2] . Due to additional finite symmetries, the molecule has usually several equivalent stationary axes. Molecular spectroscopists have recognized long ago that such axes manifest themselves in the quantum spectrum as level clusters [3] . Applications [4, 5] normally study the reduced system, for which stationary axes of rotation become equilibria. For each non-zero value of the length j of the total angular momentum, the reduced phase space is a 2-sphere S 2 j . The reduced Hamiltonian is a function on this space. It is often called rotational energy surface [6] and is depicted as a deformed sphere whose maxima, minima, or saddle points represent RE.
Vibrational relative equilibria
We can extend our definition of RE by allowing that the symmetry G is not necessarily strict, but is an approximate dynamical symmetry. This extension is particularly useful in the study of molecular vibrations.
Resonances
The molecular vibrational Hamiltonian in the case of small vibrations about a well-defined molecular equilibrium (the case of "rigid" molecules) is a power series
in displacements q k and conjugate momenta p k , whose terms can be distinguished by the uniform smallness parameter . The quadratic part of H is
where K is the number of vibrational degrees of freedom and frequencies Comparing H (0) and n, we note that frequencies ω k in the linearized Hamiltonian H (0) are approximated in n by integers m k . Furthermore, it is often convenient to rescale energy so, that H (0) ω −1 ≈ n, where ω is the mean characteristic vibrational frequency of the molecule. We also find from the equations of motion for the system with Hamiltonian n that ϕ t acts as a rotation on the phase space R 2K q,p .
Reduction of dynamical symmetry
In general, the Poisson bracket {H (s) , n} does not vanish unless s = 0. We assume, however, that the higher orders H (s) are approximately G-invariant. More precisely, assuming that {H (s) , n} for s > 0 are small, we can normalize H so that all terms H (s) in the transformed Hamiltonian H Poisson commute with n. The normal form H is, therefore, strictly G-invariant. The canonical transformation L : H → H is a near unity transformation which becomes identity when → 0 [7] ; in particular, H (0) = H (0) . Like the original Hamiltonian H, the normal form H is an -series. The most practical and direct method of normalizing such series is the Lie series method [8a-d] . In most cases with K > 1, the series H diverges when taken to unreasonably high orders (see, for example, Appendix 7 of [1a] ). Consequently, we have to truncate H and specify conditions at which such truncated normal form is useful. Normally we restrict the energy H, the value of n, and/or the perturbation scale .
By construction, the Hamiltonian function n is an integral of motion of the normalized system. We can, therefore, reduce this system at each given value of n > 0, so that the value of n becomes a parameter. The reduced Hamiltonian H n is the normal form H expressed as a function on the reduced phase space P n .
In the case of the resonance condition 1:1: · · · :1, the reduced phase space is the complex projective space CP K−1 . Dynamical variables of the reduced system are quadratic polynomials in (q, p) which Poisson commute with n and generate a Poisson algebra su(K). In this paper we will encounter spaces CP 2 and CP 1 .
The reduced phase space of the two-mode system (K = 2) with resonance 1:1 is a 2-sphere S 2 which is isomorphic to CP 1 [9] . This basic case has, of course, been studied in great detail, notably in application to the Hénon-Heiles system [10] and its molecular analogues [11] , and 1:1 resonant vibrational subsystems of polyatomic molecules [12] . Since the reduced system is equivalent to the reduced rotational system (see Appendix A.4), we use the analysis described briefly in Section 1.1.
Polyads and polyad Hamiltonians
The term polyad quantum number is now widely used in molecular spectroscopy to label a relatively isolated aggregation of vibrational states [13] . For example, two stretching modes of an AB 2 molecule often have nearly the same frequencies ω 1 and ω 3 and can, therefore, be considered as a 1:1 system mentioned above. A stretching polyad of such molecule is labeled by n s = n 1 + n 3 , where n 1 and n 3 are numbers of quanta in each of the stretching modes. The polyad number can be extended to include the bending vibration as well. Frequently, there is a near 1:2 resonance between stretching and bending modes. Then the polyad number can be defined as
Such number is often used for triatomic molecules [14] . If the normal mode frequencies of AB 2 can be approximated by integers k 1 :k 2 :k 3 , we can use the polyad number N k 1 :k 2 :k 3 = k 1 n 1 + k 2 n 2 + k 3 n 3 .
According to this general definition, the number N 2:1:2 should be used instead of the above N 1: 1 2 :1 . In this work, we will use the polyad number (cf. Appendix A.1) n = N 1:1:1 = n 1 + n 2 + n 3 ,
which we call the hyperpolyad number. We propose to classify quantum states first using n and then, if possible, other quantum numbers. This principle works very well in the ozone molecule where all known assigned vibrational levels [15a,b] 2 can be easily and unambiguously grouped into n-polyads, even though the resonance condition for ozone is much closer to 5:3:5 or 2:1:2 than to plain 1:1:1. Polyad Hamiltonians are used in spectroscopy to describe internal structure of polyads. These spectroscopic Hamiltonians are called effective and model to emphasize the absence of explicit inter-polyad interaction terms and the liberty in the choice of resonance condition, respectively. Parameters of the polyad Hamiltonian are often treated as phenomenological spectroscopic constants, whose values are obtained by fitting experimental data. To further confuse the uninitiated, typical resonance conditions (=models) and related polyad Hamiltonians are traditionally named after Fermi, DarlingDennyson, and others [16] . The simplest example is again the 1:1 Hamiltonian, which is analogous to an effective rotational Hamiltonian. (Recall that the "rotational polyad" is a multiplet of levels with the same angular momentum quantum number J, see Appendix A.4 and [17] .) Going back to Section 1.2.2 we can see that (i) the polyad approximation amounts to the dynamical symmetry assumption given by the resonance condition and followed by reduction, (ii) polyad Hamiltonians are nothing but reduced Hamiltonians H n , (iii) vibrational dynamics of the reduced system defines internal polyad structure. Spectroscopists construct quantum polyad HamiltoniansĤ n using terms which preserve the polyad number. In order to commute with quantum operatorn, terms inĤ n are restricted to have creationannihilation operators of certain degree and type. This is analogous to the classical construction of the ring of the dynamical invariants (see Appendix A.2). 2 The work [15b] gives essentially almost the same potential as in [15a] . The latter was obtained using MORBID, which made a few approximations in the kinetic energy operator. These were "absorbed" in the potential. The new paper removed this deficiency using the "Exact Kinetic Energy" operator.
Modes and periodic orbits
The spectroscopic concept of "mode" is often confusingly vague. The common practice of opposing "local" and "normal" modes can be a good example. The concept of RE helps to bring the situation in better order.
Consider the standard bound molecular system of small vibrations described in terms of small displacements q and corresponding conjugate momenta p. The zero-order vibrational Hamiltonian is a sum of two positively definite quadratic forms, the kinetic energy T and potential V. The phase space variables (q, p) can be chosen so that both T(p) and V(q) are diagonal. Such variables correspond to normal modes [18] . The presence of symmetry often simplifies the task of diagonalization. Thus ozone and molecules AB 2 have only one asymmetric displacement q 3 which defines the normal mode ν 3 unambiguously. The form of the two symmetric modes ν 1 and ν 2 depends on the particular T(p) and V(q).
The dynamical concept of mode begins with the theorem of Weinstein [19] . Consider a stable equilibrium of a Hamiltonian system with K degrees of freedom, and suppose that harmonic frequencies are incommensurate, i.e., there are no resonances. Then near the limit of linearization, i.e., at energies h close to the equilibrium energy h 0 , the system has a set of K energy-dependent families of periodic trajectories which are defined by the nonlinear terms of the local Hamiltonian. These families are basic vibrational modes of the system near the given equilibrium. To distinguish them from the K normal modes defined above, it was suggested to use the term nonlinear normal modes [20a-c] . We realize immediately that, in fact, these modes are nothing but vibrational RE.
In a resonant system, the number of nonlinear normal modes (=RE) can be a priori greater than the number of normal modes (coordinates) [20a-c] . Again, the presence of symmetry can greatly simplify the task of characterizing these RE. Thus recall the textbook example of the eight RE of the two-dimensional Hénon-Heiles system [10,20a-c] , a nonlinear 1:1 resonant oscillator with symmetry D 3 , and its molecular analogue-the H + 3 molecular ion [11] .
As the energy h gets further from h 0 , nonlinear normal modes (=RE) can bifurcate, and in particular, their number can increase. These bifurcations correspond to bifurcations of the equilibria of the reduced system. The new (families of) periodic trajectories are, therefore, also RE. Different sets of RE correspond to qualitatively different internal polyad structures. The classic example of an RE-bifurcation is the so-called normal-to-local mode transition, which happens in ozone when h is very close to h 0 . We will discuss this bifurcation in detail.
At very low energies, the ozone molecule has three nonlinear normal modes which correlate with the three normal modes, symmetric and antisymmetric stretching ν 1 and ν 3 , and bending ν 2 . At slightly higher energies, it also has two extra equivalent RE, which spectroscopists call "bond length" modes or local modes [21] . These modes are close to the vibration of the individual O O bonds.
Like any stable periodic trajectories, stable RE of period T RE (n) can undergo period-s bifurcations which involve trajectories of period sT RE (n). Within the framework of the polyad approximation, we can only describe period-1 bifurcations. Such bifurcations affect the internal structure of the hyperpolyad but not its validity. Cascading higher-period bifurcations signal the destruction of hyperpolyads and the onset of chaos. However, when suggesting the limits of the hyperpolyad approximation for the classical system, we should also consider that the quantum analogue system is, generally, more robust to chaos, and our approximation has a good chance to stretch further than we would expect classically.
Assignment of quantum states
Classical textbooks on molecular vibrations and spectroscopy [16, 18] usually suggest normal modes for vibrational energy level assignment. More recently, the local modes of a number of hydrogen-bonded molecules and ozone were suggested as more "physical" [21] . On the other hand, both nomenclatures can be considered formally equivalent in the limit of small distortions where local and normal modes are linear combinations of each other and there is linear relationship between the corresponding quantum numbers. The current spectroscopic practice is to present both local and normal mode quantum numbers and specify their relationship.
Dynamical approach to assigning quantum states is based on localization near RE or, in general, other dynamically invariant subspaces. Consider a sufficiently stable relative equilibrium Π, such as the local mode RE of ozone. Take a projection Π q of the periodic orbit Π in the original phase space R 2K (q,p) on the configuration space R K q . When a quantum wavefunction is localized near Π q , its nodes follow Π q . In the limiting case the number of such nodes N Π equals the polyad quantum number N. When N Π is less than N, other degrees of freedom are involved in the direction transversal to Π. Yet, if N Π is sufficiently close to N, the node pattern can still remain a regular lattice which follows Π. For such states N Π is clearly a good quantum number. Of course, not all states fall into such category. Other states can, possibly, be assigned in terms of other stable RE, and some strongly delocalized states would remain without any meaningful dynamical assignment except for the hyperpolyad number N. Thus, our main proposition is to begin with the hyperpolyad assignment of all states, and then classify them further where it is possible.
Outline
The paper has three main directions. In order to uncover the existence of hyperpolyads, we first study numerically (see Section 3) the main periodic orbits of the vibrational system of ozone with Hamiltonian in [15a,b] . We then show the relation of these orbits to relative equilibria. We normalize the initial three-mode Hamiltonian of [15a] and analyze RE as equilibria of the reduced system (Section 4). Finally we compute quantum levels in two ways, using local linearization near stable periodic orbits (Section 3.3) and by quantization of the global normal form (Section 4.5). We reproduce adequately all quantum levels assigned in [15a-c] and thus demonstrate the validity of the polyad approximation. Subsequently, we address the main problem faced in [15a,b,22] , namely the assignment of quantum levels computed numerically. We suggest a direct method of computing the hyperpolyad number for a given wavefunction (Section 5).
This work should, of course, be regarded in the context of numerous publications on the vibrational levels and dynamics of triatomic and polyatomic molecules [23,24a-f] , including more recent work on ozone [15a-c,25,26] . In particular, we like to mention the work by Lu and Kellman [14] , who study ozone on the basis of a 2:1:2 model polyad Hamiltonian. They focus mainly on stretching polyads (cf. Section 4.3) and apply the standard analysis based on the angular momentum analogy [6, 12, 5] .
Contrary to [14] , we derive our polyad approximation from the full vibrational Hamiltonian, which describes all experimentally known states of ozone. The same computation was independently attempted by Joyeux [27] , who obtained even better reproduction of the numerical quantum energies of [15a,b] . However, far from trying to compete with [15a-c] in accuracy of reproduced quantum energies, we consider our classical study and the subsequent quantization as a basic qualitative tool of dynamical characterization of computed states. We like to focus mostly on the global hyperpolyad structure and on the problem of level assignment.
Ozone molecule
The most abundant isotopomer of ozone molecule has three identical atoms and isosceles equilibrium configuration with two equal bond lengths r 12 = r 23 = r e and the bond angle α e . Vibrations of this molecule are described most naturally in terms of two dimensionless bond length displacements ξ 1 and ξ 2 , such that
and the bond angle displacement α. In these coordinates, the kinetic energy term T in the Hamiltonian
has the form (2) is invariant with respect to bond permutation C 2 and time reversal T . These two finite symmetry operations generate a group of order four with structure Z 2 × Z 2 . Appendix B gives a detailed description of this group and of its implications.
For the normalization purposes we represent the Hamiltonian (2) as a power series H(q, p) in the near equilibrium normal mode displacements q = (q 1 , q 2 , q 3 ) and conjugate momenta p = (p 1 , p 2 , p 3 )
The totally symmetric coordinates q 1 and q 2 depend on ξ 1 + ξ 2 and α; the symmetric stretch q 1 has a predominant contribution due to ξ 1 + ξ 2 while the bending coordinate q 2 depends mostly on α. The anti-symmetric stretch coordinate q 3 is proportional to (ξ 1 − ξ 2 ). The zero order term in the series H(q, p) is in the standard diagonal quadratic form. Note, that unlike in some other AB 2 molecules, such as water, the symmetric stretch frequency ω 1 is larger than that of the asymmetric stretch. In this study we expanded H(q, p) to degree 6 (order 4 ); cubic and quartic terms in this series are listed in Table 1 .
Relative equilibria as principal periodic orbits
We begin with direct numerical study of periodic orbits which correspond to relative equilibria (RE). As follows from Section 1.2, we should be interested primarily in the energy-action characteristics of these orbits. Indeed, action corresponds to classical polyad number n and the polyad structure is given by the RE energies at fixed n. We argue that our periodic orbit analysis justifies the basis for using the 1:1:1 resonance model. This agrees with Lu and Kellman [14] , who did not find low energy bifurcations in their 2:1:2 model except for the local mode bifurcation, which can be equally well described by the 1:1:1 model.
Energy-action characteristics
Continuation of periodic orbits of molecular systems has been done by a number of authors, notably Prosmiti and Farantos [28] . We do it in a somewhat different context [29] . We opted for the very well-developed continuation package CONTENT [30] , 3 which can be easily adapted for our purposes by introducing a free dummy parameter λ in the equations of motioṅ
We normally start from a normal mode and continue the periodic orbit by allowing the period to change and calculating the energy and action. The parameter λ is also varied but maintained around zero. In this way one is able to produce a graph of the energy against the action for every periodic orbit, see Fig. 1 .
Bifurcation of periodic orbits
At very low energies, the three periodic orbits (POs) correlate with the three normal modes, see Fig. 1 ; the bending PO has the minimum energy at given fixed action n, the symmetric stretch PO stays on top, and the asymmetric stretch PO lies slightly below it. The first bifurcation, which happens in ozone, is the well-known bifurcation of the asymmetric stretch PO resulting in normal-to-local mode transition [14] . This bifurcation is indicated by point A in Fig. 1 with energy E = 1336 cm −1 and action n = 1.24, which is even below the ground state energy of 1451 cm −1 . The asymmetric stretch PO loses stability and the two stable equivalent local-mode PO branch out. The bifurcation breaks the bond permutation symmetry C 2 . The two local-mode PO remain symmetric with regard to the time reversal symmetry T but are mapped into each other by C 2 . Continuation of the unstable PO and the two new POs is shown in Fig. 1 by a fine line and a single bold line, respectively. As the action n increases further, the energy separation between the unstable asymmetric stretch PO and the local-mode POs increases, stability of the two local-mode POs grows and quantum localization near them becomes possible. Since these POs are equivalent due to the C 2 symmetry of the system, the localized quantum states form doublets which are readily observed experimentally.
Next, there are two pairs of period doubling bifurcations. Point B corresponds to the sequence of two bifurcations of the bending PO, while point C marks the two bifurcations of the local-mode PO. In these bifurcations, each PO becomes briefly unstable thus bringing in some irregularity in the dynamics. It is hard to judge from the limited analysis given here about the full impact of these bifurcations. It seems that they are unimportant to the global polyad structure. This will be further justified by the comparison to quantum levels.
Analyzing the energy-action diagram in Fig. 1 further, we observe a bifurcation of the symmetric stretch PO (point D) at E = 10 857 cm −1 and n = 10.04. This is a pitchfork bifurcation which produces two new equivalent POs while the parent PO loses stability. However, unlike in the case of the local modes, the child branches stay so close to the parent that they can be hardly distinguished in Fig. 1 . Another difference is that this bifurcation breaks the T symmetry and not C 2 . The two new PO remain symmetric with regard to C 2 but are mapped into each other by T .
Comparing these results to a computation with a more recent potential [15b] , shows that the system of POs remains essentially unchanged (see below, energy E in cm −1 and action n).
Point
Ref Nevertheless, we can see that the energy of point D varies largely even for a slightly different potential [15b] . Such sensitivity may point to compromised global high-energy properties of potentials [15a,b] , and makes continuation into higher energy-action values questionable.
To summarize, we detected a number of bifurcations of "basic" periodic orbits of ozone, which can potentially damage the polyad approximation. However, most of them are of very local character (B and C) and are unlikely to be pronounced in the quantum spectrum, or happen very high in energy. The general conclusion is that the onset of chaos and the breakdown of our global 1:1:1 hyperpolyad approximation should happen for n > 10; classical dynamics is sufficiently regular (most of the tori are still present) at lower n and corresponding energies.
Local quantization near stable RE
Quantum states localized near a stable periodic orbit (PO) can be characterized using a local approximation of our Hamiltonian near the orbit. We can do this even when normalization is impossible, i.e., when the polyad approximation is no longer valid. In the simplest case, we consider the ground state of the harmonic approximation, i.e., the most localized state described in Section 1.2.5.
Computing harmonic frequencies (ω , ω ) of oscillations in other degrees of freedom about the "central" PO comes at no additional cost because continuation programs, such as CONTENT, return the eigenvalues of the monodromy matrix and the stability indexes (s , s ) of the PO. We can, therefore, find the estimates of harmonic frequencies in the directions transversal to the PO. Note that (ω , ω ) for a stable PO are real numbers whose signs are given by the stability indexes +1 or −1.
Quantization in this harmonic approximation is straightforward. The action integral along the PO equals n 0 + µ, where the Maslov's correction µ for all RE is 1 2 and does not change throughout the range of action-energies we consider. Actions for the two transversal oscillations are n + 1 2 and n + 1 2 . Here n 0 , n , n are integers, and n and n are small. This defines the EBK tori situated near the PO, and the energy of the corresponding quantum states
where E PO is the energy-action characteristics of the PO in question.
Results of such quantization for the bending PO are compared to the assigned quantum levels from [15a] in Table 2 . These levels lie just above the bending PO energy (lowest) in the energy-action diagram, see Figs. 1 and 2. Agreement for other POs is less satisfactory. Our simple approximation cannot account for tunneling in the case of the local mode PO, and we can only predict the average (unsplitted) energy. The symmetric stretch PO at high n seems to be strongly affected by bifurcation D and the resulting presence of close satellite PO (see Fig. 1 ). This makes our harmonic approximation ineffective since at least one of the transversal motions is, obviously, very anharmonic. Nevertheless, Table 2 shows that it is possible to relate relative equilibria, periodic orbits, and quantum levels and then continue to higher energies.
Hyperpolyad classification of quantum states
In the previous section, we saw how certain localized states correlate with RE. Here we like to globalize the relation of the energy-action diagram for RE and the quantum energy spectrum of the system. This provides motivation for the rest of the paper and its appendices.
Conventionally, the normal mode quantum numbers are (v 1 , v 2 , v 3 ), where subscripts correspond to our normal modes. We take all quantum states for which normal mode assignment (v 1 , v 2 , v 3 ) was determined in [15a] and compute the hyperpolyad quantum number
as defined in (1). This number and the classical action integral n classical computed for each RE are related by the standard 3- Fig. 2 . Energies of periodic orbits (PO) and assigned quantum levels of ozone. Bold and fine solid lines indicate stable and unstable PO, respectively; circles mark bifurcations. Quantum levels are computed in [15a]; left-and rightward dashes correspond to symmetric and antisymmetric levels. Comparing to Fig. 1 , note that the average polyad energy E 0 (n) is subtracted from E(n).
oscillator quantization rule
Such polyad quantization is compared to the "local" near-RE scheme of the previous section in Appendix E. We can now superimpose quantum energy levels and the classical energy-action diagram of periodic orbits as shown in Fig. 2 . We see immediately that the energy of RE's embraces the quantum spectrum correctly and that the latter exhibits a clear hyperpolyad structure. We should also point out that assignment of the polyad number n does not have to rely on the normal mode assignments (v 1 , v 2 , v 3 ). In fact, the hyperpolyad assignment can remain physical even when the normal mode assignment is impossible. This is discussed in Section 5, where an alternative way of computing and assigning the value of the hyperpolyad quantum number N is proposed.
Relative equilibria as equilibria of reduced classical Hamiltonian
We now follow the approach reviewed in Section 1.2 and uncover the relation of the periodic orbits studied in the previous section to the reduced system. Necessary details of reduction and normal form analysis are presented in Appendix A. 
Reduced Hamiltonian
We normalize the initial Taylor series expanded Hamiltonian to order 4 (degree 6 in z, see Table 1 ) using standard Lie series technique [8a-d] . The transformed Hamiltonian, or the first normal form H n = 923.488n + 208.872x 3 + 163.455n 3 + · · · can be expressed in terms of invariants as shown in Table 3 . We now fix the value of n and consider it as a parameter. This defines the first reduced Hamiltonian H n as a function on the first reduced phase space P n ∼ CP 2 n .
Stationary points of H n
Qualitative analysis of possible stationary points of the reduced system with Hamiltonian H n begins with the premise that H n is a C 2 × T invariant Morse function on the reduced phase space CP 2 . Appendices B and C (see in particular Table B .1 and Fig. B.1 ) explain how symmetry and topology arguments can be used to find stationary points of such function. In particular we show that the asymmetric stretch RE (as) has fixed coordinates on CP 2 n while symmetric stretch (ss) and bending (b) RE lie on the C 2 × T invariant circle S 1 .
When energies are close to 0, the ss and b points correspond to the symmetric stretch and bending normal modes. The two modes have the same symmetry and mix when n increases. Position of ss and b on CP 2 n depends on n, see Appendix C and Table 4 . Using positions of the three RE we compute their energy-action characteristics E(n) as the value of H n (Table 3) at the corresponding points on CP 2 n , and com- 
pare this characteristics to numerically computed actions in Fig. 3 . It should be noted that errors in the normal form expressions for E(n) at n ≈ 10 are of the same order as (or superior to) the contribution due to the n 3 term in E(n). This inaccuracy of the high order normal form can (at least partly) be attributed to the globally inaccurate representation of the initial Hamiltonian in terms of Taylor series near the equilibrium, see Section 6.
Stretching polyads of ozone with resonance 1:1
Like in many triatomic molecules, the frequencies of symmetric and antisymmetric stretching modes of ozone, ω 1 and ω 3 are very close to a 1:1 resonance and are known to form polyads. In order to describe these stretching polyads within our approach we introduce the second additional approximate integral of motion (additional dynamical symmetry) n s = n 1 + n 3 and normalize again as explained in Fig. 3 . Comparison of the analytical formulas for the energy-action characteristics of RE obtained from the normal form H n and computed numerically for periodic orbits; ss, as, b, and ls denote symmetric stretch, asymmetric stretch, bending, and local stretch RE. 
is given in Table 5 . Notice that 0 ≤ n s ≤ n. It is also convenient to use the complimentary quantity δ = n − n s (the "bending mode" action), such that n ≥ δ ≥ 0. Analysis of the second reduced system is entirely analogous to that of the rotational energy surfaces [6] and effective Hamiltonians on the polyad sphere [12] (see Section 1). We look for equilibria (stationary points) of the Hamiltonian function H n,n s defined on the 2-sphere S 2 n s . In the stretching and bending limit with n s = n (δ = 0) and n s = 0 (δ = n), respectively, these equilibria lift to periodic orbits in the phase space R 6 (q,p) of the original system; when 0 < n s < n they lift to 2-tori. The former are, of course, relative equilibria (RE) which we already studied in Section 4.2. The latter can be also qualified as RE's in a broader sense (see Appendix A.5). The limiting "purely" stretching polyad with n s = n is at the top hyperpolyad energy and is represented by the energies of the three stretching RE, the symmetric, asymmetric, and local stretching modes, shown in Figs. 1 and 2 .
Relative equilibria of H n,n s are analyzed in Appendix D.3. The two fixed RE correspond to the critical orbits of the C 2 × T action on the second reduced phase space S 2 n s illustrated in Fig. 4 , left. Their energy H n,n s is given in Table 6 . In the limit of n s = n and n s = 0 expressions in this table equal those for stretching and bending RE in Table 4 . Local modes bifurcate from the (as) point at a very small n crit , they remain T -invariant and move on the T -invariant circle as shown in Fig. 4 . Position of these RE on S 2 and the value of H n,n s is given in Table 7 . Graphic representation of H n,n s in the region n > n crit is shown in Fig. 4, right. 
Classification of quantum states based on second normalization
To compare our results for the relative equilibria of the second normalized system with the known quantum energy Fig. 4 . Stratification of the second reduced phase space S 2 (polyad sphere) under the action of C 2 × T (left). Black dots mark fixed points which correspond to relative equilibria (ss) and (as), white dots show local mode RE. Second normal form H n,ns for the 1:1 stretching polyad of ozone with n s = n = 6 as a function on S 2 (right). Black and white stripes represent constant level sets of H n,ns with arbitrarily fixed spacing. Table 6 Energy of relative equilibria of ozone which correspond to fixed points of the C 2 × T symmetry group action on the second reduced phase space S 2 n,ns ss : The energy is obtained as the value of the second normal form H n,ns computed to order 4; note that s 2 = t 2 = 0 and δ = n − n s ≥ 0. Solutions are given in terms of powers of x = n − n crit > 0 and δ = n − n s ≥ 0 in the last column, e.g., n crit = 1.24438 + 1.13419δ + · · ·. spectrum of ozone [15a] we should introduce quantum number N s of the stretching 1:1 polyads. The combined quantumclassical correspondence rule is
Here the value of the classical action n s = n − 1 2 corresponds to the maximum quantum number N s in the hyperpolyad N; the half-quantum remains in the bending mode, cf. Appendix E.
The energy-action plot of RE of the second normalized system is shown in Fig. 5 . In the limiting cases (n s = n for the stretching RE ss, as, and ls, and n s = 0 for the bending RE) our curves represent the RE of the first normalized system shown in Figs. 1 and 2 . When n > n s > 0, they represent the energy H n,n s of the RE of the second normalized system. The curves, representing such RE for the special values Fig. 5 . They correspond to the uppermost, second top, and third top quantum 1:1 polyad. The structure of these "small" polyads replicates the structure of the n = n s limit. While the 1:1 polyads overlap partially in energy, the RE of the same type remain well separated and the 1:1 approximation remains valid in the studied action range. However, the visualization of the corresponding quantum level structure is compromised. Despite the overlap and the incompleteness of the list of observed and assigned quantum levels of ozone provided in [15a,b] , several doublets of quasidegenerate quantum levels corresponding to two equivalent RE of the local stretching mode ls can be seen near the bottom of 1:1 polyads. A more detailed analysis is possible using quantum energies in Table 8 in the next section.
Quantization of the second normal form
We quantize our second normal form H n,n s in order to detail the global qualitative description of the whole energy spectrum. As shown in Appendix D.3, invariants (
2 t 2 ) generate a Poisson algebra which is a standard so(3) with Casimir j = 1 2 n s . We replace these invariants by angular momentum operators ( 1 , 2 , 3 ) and diagonalize the (2j + 1) × (2j + 1) matrix ofĤ n,n s ( 1 , 2 , 3 ) in the standard basis of spherical harmonic functions |j, m .
Of course, we should not forget the obvious limitations of our classical normalization and the above quantization. Both remain correct only in the sense of main (=classical) contributions to the high degree terms. Thus starting with the classical function H n,n s , we have no way to define correct ordering of noncommuting operators ( 1 , 2 , 3 ). The best we can do is to use symmetrized Hermitian combinations.
Despite all apprehension, our method provides excellent results shown in Table 8 . Increasing errors for higher polyads should be explained (at least partially) not by the breakdown of the polyad approximation but rather by the deficiency of the Taylor series representation of the initial Hamiltonian. Note that similar factors cause the divergence of classical RE energies illustrated in Fig. 3 .
Direct polyad assignment
To demonstrate the validity and utility of our hyperpolyad classification, we took quantum energy levels of ozone identified in [15a,b] . However, the normal (or local) mode identification of computed quantum levels often turns out difficult and even prohibitive. As pointed to us by Tyuterev [22] , one of the authors of the direct quantum computation for ozone [15a,b] , assignment in terms of conventional normal-mode quantum numbers (v 1 , v 2 , v 3 ) becomes increasingly dubious starting with N = 4, . . . , 6. In this region, wavefunctions become heavy mixtures distributed over many basis functions. Often there is no clearly dominant function and sometimes the leading contribution can be as low as 5%. Furthermore, the node analysis often does not confirm the traditional "spectroscopic" assignment. This all is further complicated by the problem of internal-to-normal coordinate conversion and by the extreme sensitivity of some of the predicted states to small variations of potential parameters and basis. It should be pointed out, that similar difficulties are typical for other molecules.
We saw that the polyad numbers N and N s of ozone remained valid at high excitations, while the individual normal mode assignments (v 1 , v 2 , v 3 ) were no longer applicable. In principle, N (and N s ) can be computed directly from quantum wavefunctions. Since wavefunctions are defined on the original configuration space, we should first express n in terms of the original normal mode coordinates q and conjugate momenta p, see Appendix A. This gives a series
whose high order terms [L −1 n] k are given in Table 9 . The polyad number N is the expectation value L −1 n for the quantum analogue of L −1 n. In order to estimate the accuracy of the proposed method, we checked how well the quantity L −1 n in (5) (truncated to some order) is conserved along the trajectories of the original system in the phase space R 6 (q,p) . This could be done easily for the RE trajectories found in Section 3. At a given fixed value of action and energy, we computed the action p dq and 2πL −1 n along RE and studied their difference. In most cases this difference remained small; in some cases, however, it peaked at sharp turning points, where our Taylor series reproduced the potential particularly poorly.
We should admit that in practice, the proposed assignment method has a number of limitations. For example, the L −1 n quantity is obtained as a series in normal mode coordinates (q, p). Its extrapolation to high energies can be made difficult not only due to the "legitimate" restrictions of the polyad approximation, but also because the Taylor series fails to re- produce well the original Hamiltonian. On the quantum side, computing expectation values of high powers of momenta p requires high order derivatives, which can be difficult to evaluate numerically. We believe, however, that in the case of ozone, using a few first orders of L −1 n should enable advancing hyperpolyad assignments well beyond the today's limit indicated in Fig. 5 and Table 8 .
Discussion
In general, due to their rotator analogy, the two-mode polyads (such as the stretching polyads of ozone) are the only polyads, whose dynamical description is relatively widely implemented (see series of papers by Kellman and coworkers, such as [12, 23, 14] ). Polyads formed by a larger number of modes are often introduced formally in relation to good quantum numbers (cf. [13,24d,f] ), and very few studies attempted to analyze them dynamically. Relative equilibria of such systems are commonly treated as simple periodic orbits, though their relation to the polyad integral of the normal form approximation and their role in understanding the internal structure of polyads is intuitively recognized [27] .
Arguably, the principal obstacle to the dynamical analysis of polyads formed by a larger number of modes is the geometry of their reduced phase spaces. Thus, even though the CP 2 polyad space of the 1:1:1 resonance system is sufficiently simple [31,32,33a-d] for being used as widely as the "polyad sphere", it is rarely mentioned in molecular literature on three mode systems. It is possible that some researchers avoid CP 2 because they underestimate the broadness of the 1:1:1 resonance in an anharmonic system and favor more elaborate resonance models, which reproduce more closely the ratio of the harmonic frequencies of the molecule, e.g. 5:3:5 in the case of ozone. We hope that our present work would finally convince most of the skeptics of the versatility of CP 2 .
It should be noted that resonances complicate the situation even further. Thus, in the simplest case of the two mode oscillator system with higher resonances, the reduced phase space is a topological sphere, which is, unlike the 1:1 polyad space, not smooth. It has been discussed comprehensively in the mathematical literature in the example of the "classic" two-mode Fermi system, or the 1:2 resonance; see Fig.  4 .1 of Appendix B.4 (Example 3) in [34,36, p. 40] , and the semiclassical analysis in [35] . Regrettably, this mathematical work has been as yet of little impact on the molecular community, and the geometry of the m 1 :m 2 polyad spaces is still not clearly understood [37] . Geometry of the three mode polyad spaces in the case of higher resonances can be very complex. Such spaces are known as weighted projective spaces [38] . Only in some cases, such as 1:2:2 used in [14] to model ozone, they can be described as CP 2 with singularities. The best known counterexample is the 1:1:2 polyad space, whose geometry is very difficult to trivialize [39] . However, this geometry can be simplified due to an additional Lie symmetry, such as the axial SO(2) symmetry of linear triatomic molecules. The CO 2 molecule and its mechanical analogues is the most recently revisited interesting example [40a-c] , where singular reduction of both the 1:1:2 polyad symmetry and the SO(2) symmetry results in an integrable approximation with two respective first integrals n ≥ 0 and −n < < n and the reduced phase space, which is either a topological sphere (for = 0) or a smooth sphere S 2 . Our 1:1:1 model of ozone, where we also introduce the second Lie symmetry, is simpler because reduction is regular and all second reduced phase spaces with n s < n are the same (Section 4.3) .
The above observations led to our two principal motivations for this paper: (i) to uncover once again the dynamics and phase space geometry of higher polyad systems in a fundamental molecular system of current interest, and (ii) to make explicit the relationship between the polyad approximation and RE. Far from trying to be didactic, we like to complement the significant body of the contemporary work on the vibrational analysis of triatomic and polyatomic molecules. We strongly believe that only complete understanding of the hyperpolyad dynamics can enable further progress in this field.
Figs. 2 and 5 illustrate the central role, which RE play in shaping the hyperpolyad structure of the quantum energy level spectrum. This relation of RE to the existence of hyperpolyads is further confirmed by the agreement of numerical action-energy data (Section 3) with the analytical expansions for E(n) obtained in the hyperpolyad approximation (Table 4 ). In fact, the deviation of the two is almost invisible on the scale of Fig. 2 .
It is tempting to explain, why this works so well in the case of ozone and to generalize, if possible, beyond this case. The answer is, however, difficult to give quantitatively. The most important resonance in ozone is the 1:1 resonance of stretching modes. This resonance is included in the 1:1:1 polyad model and is treated correctly. At the same time, the bending-to-stretching frequency ratio of 3:5 is sufficiently far from the Fermi resonance 1:2 and can be ignored at low polyad numbers n. We can, therefore, argue that the plain 1:1:1 hyperpolyad approximation applies in cases which are far from exact low-order resonances. Furthermore, the lowest 3:5 resonance term is of degree 8, while our present study is limited to degree 6 (order 4 ). Indeed, Fig. 3 suggests that our normal form formulas diverge quickly when n approaches 8, . . . , 10. At the same time, another, more obvious source of this divergence is the inefficiency of the Taylor series approximation of the potential [15a], which goes bad at degrees higher than 4.
It is indisputable and, in fact, widely accepted, that the RE-based analysis is a basic and very effective tool, which can be used in systems with many degrees of freedom. It will be interesting to study how it can be extended to relative periodic orbits (Appendix A.5) and find applications of such extension in real molecular systems. Another very promising generalization is the analysis based on rotationvibration relative equilibria [33d]. It will be equally interesting to study continuation of RE to high energies (cf. [29] ) in order to understand the breakdown of the polyad approximation.
Appendix A. Reduction of the 1:1:1 symmetry and first normal form Consider the vector field X n of the 1:1:1 harmonic oscillator with Hamiltonian
In complex phase space coordinates
the flow of X n is a rotation
of the complex space C 3 ∼ R 6 (q,p) . We transform the initial phase space C 3 into the phase spaceC 3 of the normalized system using a near identity transformation L, which can be constructed as a Lie series [8a-d] . The transformed Hamiltonian H, or the normal form, is a formal power series in variablesz. We expect that in the normalized coordinatesz the Hamiltonian flow ϕ H of our initial system has ϕ n as a component. In other words, all terms in the series H Poisson commute with n, i.e., they are invariant with respect to the oscillator symmetry ϕ n . We can, therefore, reduce the ϕ n component.
After the near identity normalization transformation L is constructed, we can find the inverse L −1 :C 3 → C 3 also in the form of a Lie series [8a-d] . On the transformed spaceC 3 , the integral n equals the quadratic form in (A.1), and RE are geometric circles S 1 . The L −1 transformation is necessary to reconstruct n and its orbits RE for the original system. In particular, n becomes a series L −1 n in (z,z), see Eq. (5) and Table 9 .
A.1. Reduced phase space
Since ϕ n acts freely onC 3 (for all n > 0) reduction is straightforward. We descend on the constant level set of n (which is a hypersphere of radius ρ = √ 2n) and identify all points of this set which belong to the same circular orbit of ϕ n . Hence a point on the reduced phase space P n , which we call the hyperpolyad space, corresponds to all pointsz on the transformed phase spaceC 3 which have the same module |z| = ρ and which differ only in total phase exp(it). It follows that for any n > 0 the space P n is isomorphic to a complex projective space CP 2 .
One possible etymology of the term hyperpolyad is that the associated polyad integral n in (A.1) and the polyad number n in (1) are related directly to the hyperradius in the vibrational phase space of the system: 
At the same time, such terminology helps to distinguish hyperpolyads of ozone from the widely known stretching polyads of this molecule, where one hyperpolyad contains a family of "smaller" purely stretching polyads.
A.2. Invariant polynomials
Consider all polynomials in (z,z) which are invariant with respect to the flow ϕ n of the vector field X n of the 1:1:1 oscillator. In other words, consider all polynomials in (z,z) which Poisson commute with n. A direct calculation shows that the total degrees in (z 1 , z 2 , z 3 ) and (z 1 ,z 2 ,z 3 ) of these polynomials must equal. The multiplicative ring of all ϕ ninvariant polynomials is generated by quadratic polynomials of the form zz. Our particular choice of such generators is presented in Table A .1.
A.3. Integrity basis
Any ϕ n -invariant polynomial function, such as the normal form H, can be expressed in terms of invariants in Table A.1. Although these invariants are linearly independent, there is a number of algebraic dependencies (or "sygyzies") among them. This means that the expression of H may not be unique. We say that the ring of all ϕ n -invariant polynomials is not generated freely.
It is possible, however, to represent H uniquely using the so-called integrity basis whose particular realization is
Here the ring R is freely generated by the so-called principal invariants (x 3 , s 1 , s 2 , s 3 ) and n. (These invariants enter in arbitrary degrees.) All other invariants are auxiliary and should be used as factors of degree 1 or 0.
A.4. Reminder on the two mode case
For a lower dimensional example consider a similar procedure for the 1:1 oscillator. In this case, the polyad space is the space CP 1 which is diffeomorphic to a 2-sphere S 2 [9] . This space is often called the polyad phase sphere [12] . Generators (j 1 , j 2 , j 3 ) of the ring of invariant polynomials are angular momentum components defined in the way similar to ( 
where 2j is, of course, equivalent to the polyad integral n.
With no other symmetries (such as time reversal, etc) taken into account this ring has the structure R(j; j 1 , j 2 ) × {1, j 3 }.
In this paper, we work with two different realizations of the above construction: the C 2 -invariant S 2 subspace of CP 2 and the phase space of the second reduced problem in the approximation of the 1:1 stretching mode resonance. In the latter case, we use invariants (x 2 , s 2 , t 2 ). In quantum mechanics, an entirely analogous construction of angular momentum operators in terms of two boson operators was given by Schwinger [17] . However, while the classical reduced rotational system is equivalent to the reduced 1:1 resonant oscillator system, the quantization rule for the integral j of each system is different. In the latter system, n = 0, 1, 2, . . . and j = 1 2 n.
A.5. Relative equilibria
In this work, we work with an integrable approximation to a Hamiltonian system with three degrees of freedom and phase space P = R 6 (q,p) . To build this approximation, we assume that the original system has an approximate dynamical Lie symmetry G 1:1:1 = SO(2), whose action on P is given by the flow ϕ n of the system with Hamiltonian n in (A.1). The G 1:1:1 action on P is free, and after its reduction, we obtain the first reduced system with Hamiltonian H n on the phase space P n = CP 2 n . Each point of P n with n > 0 represents (lifts to) a circular orbit S 1 n of G 1:1:1 , i.e., of ϕ n . Relative equilibria (RE) of our system are special periodic orbits in P, which coincide with the circular orbits S 1 n , and which map to stationary points of H n on P n .
We then consider yet another dynamical symmetry G 1:1 = SO(2) associated with the flow ϕ n s of the model 1:1 resonant purely stretching Hamiltonian
Reducing second time, we arrive at the second reduced system with phase space P n,n s = S 2 n,n s , where 0 ≤ n s ≤ n, and Hamiltonian H n,n s . Now, for 0 < n s < n, we have RE, which lift to special dynamically invariant 2-tori in P. These tori are group orbits of the total approximate dynamical symmetry G = SO(2) × SO(2) = S 2 induced by the combined flow ϕ n • ϕ n s . For n s = n and n s = 0, we have S 1 (= periodic orbit) RE. They correspond to the ones already found during the first reduction.
Alternatively, the first reduced system can have no continuous symmetries and cannot be reduced further. Periodic orbits of such system on the phase space P n are defined by its dynamics (see Appendix A.6), i.e., they are not group orbits. These periodic orbits lift to 2-tori in P, which should be called relative periodic orbits.
A.6. Dynamics of the reduced system
Equations of motion for the reduced system are written using the Poisson algebra P formed by the eight invariant polynomials
This algebra is isomorphic to su(3). To find its structure constants we use definitions in Table A .1, compute the Poisson brackets of the above generators in the initial variables (z,z) and re-express the results in terms of the integrity basis (A.2). The integral of motion n is, of course, the Casimir of P. Once the structure constants are known, the eight equations of motion are computed as brackets of the reduced Hamiltonian H n (an element in the enveloping algebra) and the elements of P. An analysis of these equations is beyond the scope of our paper which concentrates solely on relative equilibria. However, in Section 4.2 we consider the dynamics restricted to the C 2 -invariant subspace S 2 ⊂ CP 2 and in Section 4.3 we study the dynamics of the second reduced system. In both cases we use an appropriate so(3) subalgebra of P.
Appendix B. Finite symmetries
Since the three-atom permutations are prohibitive at the energies we consider, the total symmetry group of the vibrational Hamiltonian (2) is the Z 2 × Z 2 group of order four which, is generated by the bond permutation
and the momentum reversal
also known as time reversal. We describe below the consequences of the presence of this symmetry group.
The generators of the group Z 2 × Z 2 act on the normal mode variables as follows
Rewritten in terms of (z,z), this action becomes 
Stabilizer
Coordinate restrictions Topology
The CP 2 restrictions on z are implied.
The reduced system inherits the above finite symmetries. Taking them into account facilitates finding and analyzing relative equilibria.
B.1. Action on the reduced phase space CP 2
Actions of different symmetry groups on CP 2 were considered in [31] and later in [32] . Due to the presence of the Z 2 × Z 2 action, the phase space CP 2 is not homogeneous and has several invariant subspaces which are characterized in Table B .1 and Fig. B. 1. In particular, we find one fixed point with coordinates z = (0, 0, z 3 ). Since the phase of z 3 is irrelevant for the characterization of the point (0, 0, z 3 ) on CP 2 , we use (0, 0, √ 2n). We also note a C 2 invariant 2-sphere (or CP 1 ). This subspace is dynamically invariant because the spatial symmetry C 2 is symplectic. It receives our special attention in Section 4.2. We further remark that the T -invariant real projective space RP 2 and the C 2 -invariant sphere S 2 intersect on a circle S 1 , and that the fixed point (0, 0, z 3 ) lies on RP 2 . Table B .1. The 2-sphere and the RP 2 space are glued along the circle. Small circle dots show relative equilibria, symmetric stretch (ss), bending (b) , and asymmetric stretch (as); the fixed point (0, 0, 1) is marked black.
B.2. Action on dynamical invariants
Action of Z 2 × Z 2 on CP 2 and resulting invariant subspaces of CP 2 can be most conveniently studied using the (z,z) definitions of the invariants in Table A.1. We find that T : (n, x, s, t) → (n, s, x, −t),
In particular it follows that (s 1 , s 2 , t 1 , t 2 ) vanish on the C 2 -invariant sphere S 2 ∈ CP 2 . Moreover, the variable z 3 vanishes on this sphere (see Table B .1) and hence
Remaining invariants (x 3 , s 3 , t 3 ) are bound by the relation
We can, therefore, represent the C 2 -invariant sphere embedded in an ambient space R 3 with coordinates (x 3 , s 3 , t 3 ). We can also account for above finite symmetry properties of the dynamical invariants (n, x, s, t) in order to improve the integrity basis introduced in Appendix A.3 and thus make expressing the normal form H even more efficient. First, since our system is invariant with respect to the time reversal operation T which changes sign of auxiliary invariants (t 1 , t 2 , t 3 ), we can see immediately that H belongs to a smaller ring with the structure
Furthermore, we can also account for the C 2 symmetry (see Appendix B) but at the cost of having a more sophisticated integrity basis
Appendix C. Stationary points of the first normal form H n
We use the information on symmetry and topology of the first reduced system in order to predict relative equilibria (RE) as stationary points of the first normal form H n . We then show how to find their exact positions on CP 2 n for a concrete H n .
C.1. Prediction based on symmetry and topology
We assume that H n is a Z 2 × Z 2 invariant Morse function on CP 2 n whose number and type of stationary points is allowed by the topology of CP 2 and the symmetry Z 2 × Z 2 . The action of Z 2 × Z 2 on CP 2 is detailed in Appendix B. This action has the isolated fixed point (0, 0, √ 2n) (critical orbit) which must be the stationary point of H n . Furthermore, H n should obey Morse requirements for CP 2 and for each invariant subspace in All these requirements can be satisfied by the three points representing symmetric stretch (ss), asymmetric stretch (as), and bending (b) relative equilibria. The as RE is a fixed point, while ss and b lie on the circle S 1 = S 2 ∩ RP 2 as shown in Fig. B. 1. All RE have time reversal symmetry; ss and b are also C 2 -invariant. This minimal RE set is further confirmed by the stability analysis.
C.2. Position of stationary points
When energies are close to 0 (near the equilibrium z = 0) and n is small the ss and b points correspond to the symmetric stretch and bending normal modes with coordinates ( √ 2n, 0, 0) and (0, √ 2n, 0), respectively. To find the position of ss and b we write equations of motion on CP 2 and restrict them to the C 2 -invariant sphere S 2 (see Section A.4). The three equations remaining after such restriction are written in terms of the so(3) algebra generated by (x 3 , s 3 , t 3 ). They resemble Euler's equations. We further restrict these equations to the T -invariant circle S 1 by setting t 3 = 0. The Hamiltonian H n is T -invariant and does not depend on t 3 . As a result,ẋ 3 andṡ 3 are multiples of t 3 and vanish. To solve the last equation The formal series solution for s 3 and x 3 is obtained by Newton's iteration and is shown in Table 4 .
C.3. Stability of RE
Given the normal mode frequencies ω 1 > ω 3 > ω 2 of ozone and the Morse requirements for CP 2 and the subspaces involved, we can further infer that in the absence of any other stationary points the signatures should be (− − − −) (Morse index 4), (+ + − −) (index 2), and (+ + + +) (index 0), respectively. The ss and b points remain stable when restricted on S 2 , where their signatures are (− −) (maximum, index 2) (+ +) (minimum, index 0), respectively. The Morse index of ss and b on RP 2 is also 0 and 2, while the as point on RP 2 is unstable with signature (− +) and index 1. In general, Hamiltonian stability of RE cannot be found from Morse indexes. It is clear, however, that ss and b remain stable (elliptic) as long as they correspond to the global maximum and minimum of energy at given n.
To check the stability of the as RE in the limit n → 0, we rewrite the lowest order of the first normal form (cf. 3 ≈ 1087n + 45n 1 − 372n 2 , as a local linearized Hamiltonian ω 1 n 1 + ω 2 n 2 near the fixed point (as) with z = (0, 0, √ 2n). We conclude that at very low n the (as) RE is stable (elliptic) with one small positive frequency ω 1 and one large negative frequency ω 2 . To find how ω 1 and ω 2 change with n, we can use (z 1 , z 2 ) as local coordinates near z = (0, 0, √ 2n), express z 3 =z 3 = 2n − z 1z1 − z 2z2 , and linearize higher order terms H n (z 1 , z 2 ,z 1 ,z 2 ) from It can be seen that λ 2 remains imaginary within the interval n = 0, . . . , 10 of the validity of our normal form, while λ 1 becomes quickly real at n ≈ 1.50. This bifurcation corresponds to the normal-to-local mode transition described as point A in Section 3.2 (see Fig. 1 ). It is further analyzed using the second normal form in Section 4.3 (see Fig. 4 ) and 1 2 x 2 , 1 2 s 2 , 1 2 t 2 ) is a standard so(3) algebra with Casimir n s . Since H n,n s is Tinvariant, it does not depend on t 2 , so thatẋ 2 andṡ 2 vanish when t 2 = 0. Therefore, all time reversal invariant stationary solutions (with t 2 = 0, i.e., on the T stratum) other than those at the fixed points (with s 2 = 0) satisfy the equation From Table 5 (Note that is a placeholder for the formal smallness parameter and should be set to 1.) Solving these equations we confirm that at very low values of n and n s the second normal form H n,n s is the simplest Morse function on S 2 with only two stationary points, a maximum at x 2 = −n s and a minimum at x 2 = n s . Additional pair of equivalent solutions is characterized in Table 7 . This pair appears when n becomes larger than n crit = 1.24438 + 1.13419δ − 0.35633 × 10 −2 δ 2 + · · · , where n ≥ δ = n − n s ≥ 0. (Notice the excellent agreement with the value of n crit for the A point in Section 3.2.) The two new RE are, of course, the local modes. The normal-tolocal mode bifurcation at n = n crit is a textbook example of a bifurcation with broken symmetry Z 2 (which in our case is realized as C 2 • T or C 2 ); it is also often called a "pitchfork" bifurcation. As n > n crit increases the two points move along the T -invariant circle where t 2 = 0. The C 2 symmetry makes these points equivalent; they are absolute minima of H n,n s (see Fig. 4, right) .
Appendix E. On the choice of local action-angle coordinates in different EBK quantization schemes
In Sections 3.3, 3.4, 4.4 , and 4.5, we used different Einstein-Brillouin-Keller (EBK) quantization schemes in order to describe all or part of the quantum states of our system. It is instructive to understand the difference of these schemes. Recall that EBK quantization uses local action-angle coordinates, which are defined by the choice of the local cycle basis on the EBK tori. In Section 3.3, one of the cycles γ 0 follows the periodic orbit (PO), and two others (γ , γ ) correspond to small oscillations about the PO. Recall that this PO is a relative equilibrium and is the orbit of the flow ϕ n . Consequently, exciting transversal modes with quantum numbers (n , n ) changes the hyperpolyad number n. The cycle basis for the same torus in the polyad scheme of Section 3.4 is (γ 0 , γ −γ 0 , γ −γ 0 ). As a consequence, local quantum numbers in the two schemes differ as illustrated in Fig. D.1 .
Quantizing the stretching polyad action n s in Section 4.4 has some similarity with that for the bending RE in Section 3.3, cf. Figs. D.1 and 5. The difference now is that ω and ω are assumed to be in 1:1 resonance and therefore, n and n cannot be used as independent conserved quantities. We use the "small polyad" number n s = n + n instead.
