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a b s t r a c t
A new approach to numerically solve the forward–backward functional differential
equation
x′(t) = ax(t)+ bx(t − 1)+ cx(t + 1), (1)
is presented, where a, b, and c are constant parameters. The step by step version of the
Tau method is applied to approximate the solution of Eq. (1) by a piecewise polynomial
function. A boundary value problem is posed, solved with the proposed method, and
analyzed. The numerical results obtained are consistent with those produced by other
methods found in the literature.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper the segmented Lanczos–Taumethod is used to find numerical solutions of a functional differential problem
with both delayed and advanced arguments (i.e., a forward–backward problem), which is also referred to as mixed-type
functional differential equation (MFDE). We consider here the following linear autonomous problem subject to boundary
conditions
x′(t) = ax(t)+ bx(t − 1)+ cx(t + 1), t ∈ R;
x(t) = ψ1(t), t ∈ [−1, 0]; x(t) = ψ2(t), t ∈ (K − 1, K ] (2)
for any given positive integer K ≥ 2, where a, b and c are constant parameters, and ψ1 and ψ2 are smooth real-value
functions.
The study of such equations is relatively recent and is motivated by the interest of some researchers to attack some
practical problems that arise naturally in various contexts, such as: the modeling of the propagation of nerve impulse in a
myelinated axon [1], problems in optimal control [2], in economic dynamic problems [3], and in the study of travelingwaves
in discrete spatial media such as lattices [4].
An initial value problem of mixed-type was previously investigated by Iakovleva and Vanegas [5] for a particular case,
proving existence and uniqueness of solutions. Ford and Lumb [6] also proved existence and uniqueness, considering amore
general equation than in [5].
In the last twenty years several articles have been published related to the study of functional differential equations of
mixed-type (see, for example, [2–4,7–9]). However, all these studies aremainly of a theoretical-qualitative type, and as far as
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we know the numerical treatment of the mixed-type problem has received little attention. Eq. (2) has recently been studied
numerically in [6,10]. In Ref. [6] schemes based on linear θ-methods are introduced and in [10] the study started in [6] is
continued, by proposing algorithms based on collocation and least squares methods, and a reduction approach to a ODE.
Additional theoretical and numerical insights of [6,10] have recently appeared in [11–13].
In this work, we present a different approach to numerically solve problem (2). The Tau method, by construction, allows
us to directly obtain polynomial approximations of high accuracy and reliability [14]. Although the class of equations
considered here is relatively simple, the method can be extended to more general problems (e.g. nonlinear systems). We
think that, in a similar way as in [15,16] the segmented Tau method was applied to nonlinear delay differential equation
problems and in [17] the method was applied to a non-autonomous problem, it can also be extended to the nonlinear and
non-autonomous MFDE cases. The application of this approach to nonlinear and non-autonomous cases will be the aim of a
future work.
This paper is organized as follows. In the next section we give a brief overview of the Tau method. In Section 3, we find
the piecewise polynomial approximation of the boundary value problem (2) using the segmented Lanczos–Tau method. In
Section 4 we present preliminary numerical experimentation to illustrate the advantages of the proposed strategy. Finally,
in Section 5 we present some concluding remarks.
2. The Tau method
The Tau method (or the τ -method), first introduced by Lanczos [18–20] and later used by Luke [21] to obtain rational and
polynomial approximations mostly for hypergeometric functions, is an important example of how to get approximations of
functions defined by a differential equation.
A convergence analysis and error bounds for the Tau method was considered by Lanczos [18–22], Luke [21], Ortiz and
Pham [23,24], and El-Daou and Ortiz [25]. The recursive form of the Tau method, formalized by Ortiz in [14], was extended
to the case of systems of ordinary differential equations in [26], and also an error analysis was given there. The basic
philosophy of the method was extended to the numerical solution of linear and nonlinear initial value, boundary value,
and mixed problems for ordinary differential equations (see [24,27,28]), consequently applied to the eigenvalue prob-
lems [29–31], to ‘‘stiff’’ problems [27], and to the partial differential equations [32], among others. The Tau method has
also been used as an analytic tool in the discussion of equivalence results across numerical methods (see [33,34]). It is
an important feature of the Tau method that no trial solutions, approximate quadratures or large matrix inversions are
required [27].
In the formulation of a step-by-step Tau version it is allowed to construct piecewise polynomial approximations of a given
functionwhich can beused to start a refining process (see [35] for details). TheOrtiz Step by Step Taumethod (or SSTmethod to
abbreviate) was later applied efficiently to the solution of linear and nonlinear boundary value problems [27]. More recently,
computational strategies for a parallel implementation of the SST method were proposed in [36].
In recent papers [15–17,37] the step-by-step Taumethod was applied to find polynomial approximations to the solution
of linear and nonlinear delay differential equations. These papers seem to show that the segmented Taumethod is a natural
and promising strategy in the numerical solution of functional differential equations.
Next we briefly sketch Ortiz’s recursive formulation of the Tau method and its segmented version (the SST method).
The notation used here is, with slight modifications, that of [14]. Let Pj be the class of polynomials of degree less than or
equal to j. Let us consider the equation defined by the differential operator L:
Ly(x) ≡
ν
i=0
pi(x)y(i)(x) = f (x), (3)
where pi(x) and f (x) are polynomials of finite degree (on the contrary, they are polynomial approximations of given
functions), and y(i)(x) represents the i-th derivative of y(x). We assume also that the solution y(x) of (3) satisfies conditions
(fk, y) = sk, k = 1, . . . , ν, x ∈ [a, b], (4)
where [a, b] is a compact interval, fk are linear functionals acting on y(x), and represent the supplementary conditions (i.e., the
initial, boundary or mixed conditions) to be satisfied by the required solution y(x).
In order to express the Tau method approximations as a weighted arithmetic mean of successive partial sums of the
power series solutions and obtaining approximations of high precision, Lanczos proposed in 1956 [20] the concept of the
canonical polynomials Qn(x), n ∈ N0 ≡ N ∪ {0}, associated with a linear differential operator. Afterwards, Ortiz introduced
the more workable definition of Qn(x) [14], LQn(x) = xn + Rn, where Rn(x) is a polynomial generated by {xi}, i ∈ S (set
of indices for which canonical polynomials remain undefined), and is called the residual polynomial of Qn(x). Note: RS ≡
spani∈S{xi}.
Another important concept is that of generating polynomials [14], which are obtained from applying L to xn, where n ∈ N0.
From them we can find a recursive relation for the canonical polynomials.
Each differential operator L (that belongs to the class characterized by (3)) is uniquely associated with a sequence {Qn},
n ∈ N0 − S, of canonical polynomials. For further details about how to generate this sequence and precise definitions of
Ortiz algebraic theory of the Tau method we refer to [14].
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Wenow follow the notation used in [27]. Let v = {vi(x)} = Vx be a polynomial basis defined by a lower triangularmatrix
V = (vij), with i, j ∈ N, acting on x = (1, x, x2, . . .)T . Let Qˆ = {Qˆn(x)}, n ∈ N− S be such that LQˆn(x) = vn(x)+ Rˆn(x), and
Qˆn(x) =nj=0 vjQj(x), where j ∉ S.We consider the perturbed equation
Lyn(x) = f (x)+ Hn(x), (5)
where Hn(x) =mi=0 τ (n)i vn−i(x) ∈ Pn, which is called the perturbation term, is expressed in terms of the basis v. The τ (n)i ’s
are parameters that we wish to find. Further we assume that f (x) =ri=0 αivi(x),where r ≤ n. Hence,
yn(x) =
m
i=0
τ
(n)
i Qˆn−i(x)+
r
i=0
αiQˆi(x), (6)
where i ∉ S. Eq. (6) is called the Tau approximant of order n of y(x), and satisfies exactly (5) and (4). ν Tau parameters are
chosen such that yn satisfies exactly conditions (4). Additional Tau parameters (say s) are chosen such that the residuals
of Lyn(x) match the components of f (x) + Hn(x) belonging to RS . If there exist t exact polynomial solutions of (3), then
s+ ν − t − 1 = m (see [27,14] for details).
In [38] Roos and Pfeifer showed that the Tau method is a method of Galerkin–Petrov type, thus the convergence of the
method follows from Vainikko’s convergence theorem [39]. It had been also reported in [40] that the original Tau method
is, in many cases, comparable to the accuracy of best uniform approximations or near optimal polynomial approximations
of the same degree.
We observe that the generation of the canonical polynomials depend neither on the conditions (4) nor on the interval
in which the solution is required. These features allow us to introduce the concept of Ortiz’s segmented approximations
(i.e. the SST method).
LetΠ be a partition of the interval [a, b] into subintervals Ij = [xj−1, xj], j = 1, . . . , E, where x0 = a < x1 < x2 < · · · <
xE = b. We consider, for j = 1, . . . , E, the Tau approximants ynj(x), with x ∈ Ij, which define a piecewise Tau approximant
yn(x) of order n of the solution y(x) of problem (3) and (4), if each of the ynj ’s satisfies (3) with a polynomial perturbation
term H jn(x), with x ∈ Ij, and, for k = 1, . . . , ν, (fk, ynr ) = sk(r = 1, . . . , E), and, for j = 2, . . . , E, y(i)nj−1(xj−1) = y(i)nj (xj−1),
i = 0, . . . , ν−1. The construction of a piecewise Tau approximation yn(x) of the solution y(x) of problem (3) and (4) depends
only on one matrix V and one canonical sequence Q [27, Theorem 2].
There is a range of possibilities in the choice of a basis v. For instance, if v = {xn}n∈N, the Taumethod carries out the power
series expansion method, where a high accuracy is to be expected near the point of expansion. On the other hand, Lanczos
in [20,22] suggested the choice of Chebyshev and Legendre polynomials to obtain a better distribution of errors over the
interval in which the original problem is defined and the approximate solution is required. In particular, Lanczos’ remark
concerning the approximations obtained using a Legendre polynomial perturbation term, allows us to obtain accurate
estimations at the end point of that interval [22], which is the key fact to construct the step-by-step formulation of the
Tau method in which the error is minimized at the matching point of successive steps [35].
3. Solving boundary value equation (2) using the segmented formulation
We consider the intervals of the form (k, k+1]with k = −1, . . . , K −1. It is clear that if t ∈ (−1, K ], then t ∈ (k, k+1]
for some k. Hence, if s = t − k then s ∈ [0, 1]. Define
xk(s) := x(s+ k) = x(t), s ∈ [0, 1], k = 0, . . . , K − 2,
x−1(s) := ψ1(s− 1), s ∈ [0, 1],
xK−1(s) := ψ2(s+ K − 1), s ∈ [0, 1].
Substituting the above expression in problem (2) the following expressions are obtained
x′k(s) = axk(s)+ bxk−1(s)+ cxk+1(s), s ∈ [0, 1], k = 0, . . . , K − 2,
x−1(s) := ψ1(s− 1), s ∈ [0, 1],
xK−1(s) := ψ2(s+ K − 1), s ∈ [0, 1].
(7)
Moreover, to ensure continuity in the approximation sought on the interval (0, K − 1] the following condition must be
satisfied:
xk(0) = xk−1(1) for k = 0, . . . , K − 1. (8)
Now, with the aim of finding a polynomial approximation of solution of (2) in the interval (0, K − 1], we will use the SST
method,which consists of applying the Taumethod in each subinterval (k, k+1], with k = 0, . . . .K−2. Begin by introducing
the perturbation term, for each k, on the right side of (7) to obtain the perturbed equation
X ′k(s) = aXk(s)+ bXk−1(s)+ cXk+1(s)+ H(k)n (s), (9)
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where
H(k)n (s) = τk
n
j=0
C (n)j s
j, k = 0, . . . , K − 2, s ∈ [0, 1], (10)
andwhere, for each k, the τk constant needs to be determined and C
(n)
j represents the j-th coefficient of the shifted Chebyshev
polynomial of degree n. From (5), Eq. (9) is the perturbed form of Eq. (7).
Next, define the linear differential operator L
L[·] = d
ds
[·] − a[·], (11)
from which it follows that, for each k, (9) becomes
L[Xk(s)] = bXk−1(s)+ cXk+1(s)+ H(k)n (s), s ∈ [0, 1]. (12)
Then, to obtain a polynomial approximation of the solution of (7) on each subinterval (k, k + 1](k = −1, . . . , K − 1), one
must determine the exact solution of the expression (12) in the form of a polynomial for each k. To do this, the parameter
τk must be calculated for each step k. The polynomials sought are assumed to be of the form:
Xk(s) =
n
j=0
a(k)j s
j, s ∈ [0, 1], (13)
with a(k)j , j = 0, . . . , n, constants. When k = −1 and k = K − 1, (13) represents a polynomial approximation (shifted to the
interval [0, 1]) of the functionsψ1 andψ2 on the intervals [−1, 0] and [K − 1, K ], respectively. Ψ−1 and ΨK−1 denote these
approximations, respectively. So,
x−1(s) ≃ Ψ−1(s) = X−1(s) =
r(−1)
j=0
a(−1)j s
j, (14)
xK−1(s) ≃ ΨK−1(s) = XK−1(s) =
r(K−1)
j=0
a(K−1)j s
j, (15)
where r(−1) and r(K−1) are positive integers less than or equal to n and denote the degree of the polynomial approximations
(14) and (15) respectively. In (13) the convention that if r(−1) < n, a(−1)j = 0 for all j = r(−1) + 1, . . . , n, is assumed.
Furthermore, in accordance with (8), (12) must satisfy the conditions
Xk(0) = Xk−1(1) with k = 0, . . . , K − 1. (16)
Substituting (10) and (13) (with k − 1 and k + 1 instead of k) in the corresponding term on the right side of Eq. (12), we
obtain
L[Xk(s)] =
n
j=0

ba(k−1)j + ca(k+1)j + τkC (n)j

sj, s ∈ [0, 1], k = 0, . . . , K − 2. (17)
Now, using the definition of Lanczos’ canonical polynomials with S = ∅ (see Section 1), L[Qm(t)] = tm, ∀ t ∈ R, restricted
on the interval [0, 1], and the linearity of the operator L, we have
L[Xk(s)] = L

n
j=0

ba(k−1)j + ca(k+1)j + τkC (n)j

Qj(s)

,
from which
Xk(s) =
n
j=0

ba(k−1)j + ca(k+1)j + τkC (n)j

Qj(s). (18)
We continue with Ortiz’s recursive formulation [14]. In [37] a recurrence formula for the canonical polynomials associated
with linear operator L (with parameter τ = 1), is presented and is defined as:
Qm(t) = −m!a
m
i=0
1
am−ii! t
i, t ∈ R, m ≥ 0. (19)
Therefore, considering that (19) is defined on the subinterval [0, 1] of R, (18) becomes
Xk(s) =
n
j=0
 j
i=0

−1
a
 ba(k−1)j + ca(k+1)j + τkC (n)j  j!
aj−ii! s
i
 . (20)
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Moreover, since
n
j=0
j
i=0
Aijsi =
n
j=0
n
i=j
Ajisj, (21)
where Aij denotes the (i, j)-th element in an array, (20) is set to be
Xk(s) =
n
j=0
 n
i=j

−1
a
 ba(k−1)i + ca(k+1)i + τkC (n)i  i!
ai−jj!
 sj, (22)
for s ∈ [0, 1] and k = 0, . . . , K − 2 (i.e., for each k, the exact polynomial solution of the perturbed equation (17)).
Remark on the system of linear equations involved.
Substituting (13) in the left side of (22), we obtain the equation
n
j=0
a(k)j s
j =
n
j=0
 n
i=j

−1
a
 ba(k−1)i + ca(k+1)i + τkC (n)i  i!
ai−jj!
 sj,
from which by equating the corresponding terms on both sides of the equality, for every k = 0, . . . , K − 2, it follows that
a(k)j =
n
i=j

−1
a
 ba(k−1)i + ca(k+1)i + τkC (n)i  i!
ai−jj! for j = 0, . . . , n, (23)
where the coefficients

a(−1)j
n
j=0
and

a(K−1)j
n
j=0
are assumed known (see (14) and (15)), and a(−1)j = 0 for all j = r(−1)
+ 1, . . . , n, and a(K−1)j = 0 for all j = r(K−1) + 1, . . . , n. While the values of the coefficients

a(0)j
n
j=0
,

a(1)j
n
j=0
, . . . ,
a(K−2)j
n
j=0
, and parameters τ0, τ1, . . . , τK−2 are to be determined. So far there are (K − 1)(n + 1) equations and
(K − 1)(n+ 1)+ (K − 1) unknowns.
Using the conditions given in (16), we obtain K additional linear equations. Indeed, by substitution of (13) in (16), it
follows that
a(k)0 =
n
j=0
a(k−1)j , k = 0, . . . , K − 1. (24)
Then, from (23) and (24) (each equation in (23) is defined for all j = 0, . . . , n) an overdetermined system of linear equations
is obtained. Indeed, there are (K − 1)(n+ 1)+ K equations and (K − 1)(n+ 1)+ (K − 1) unknowns. The system defined
by (23) and (24) can be written in matrix form as AX = B, or in detail as

I T1 0 · · · 0 0 R1
T2 I T1 · · · 0 0 R2
0 T2 I · · · 0 0 R3
...
...
...
. . .
...
...
...
0 0 0 · · · I T1 RK−2
0 0 0 · · · T2 I RK−1
D1 D2 D3 · · · DK−2 DK−1 N


−→a (0)
−→a (1)
−→a (2)
...
−→a (K−1)
−→a (K−2)
−→τ

=

−→
B
(−1)
−→
0
−→
0
...
−→
0
−→
B
(K−1)
−→
V

, (25)
where the matrix A is of order ((K − 1)(n+ 1)+ K)× ((K − 1)(n+ 1)+ (K − 1)), and the column vectors X and B have
(K − 1)(n+ 1)+ (K − 1) and (K − 1)(n+ 1)+ K components respectively.
The matrix A associated to the system (25) has the following features: The submatrix 0 is the null matrix of order
(n + 1) × (n + 1) and the submatrix I is the identity matrix of the same order as 0. The submatrices T1 and T2 are upper
triangular of order (n+ 1)× (n+ 1), whose (i, j)-th elements are, for i, j = 1, . . . , n+ 1,
T1(i, j) = 1a
ci!
ai−jj! and T2(i, j) =
1
a
bi!
ai−jj! .
Note that if b = c , the matrices T1 and T2 are equal. In addition, the submatrices Dh, with h = 1, 2, . . . , K − 1, are matrices
of order K × (n+ 1) that have only two nonzero rows; namely, the h-th row is of the form (1, 0, . . . , 0) and (h+ 1)-th row
has all its elements equal to−1.While the submatrices Rh, with h = 1, 2, . . . , K −1, are matrices of order (n+1)× (K −1),
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which have K − 2 columns with all its entries equal to zero, and the h-th column, with elements in the (j + 1)-th entry of
the form
rj+1,h =
n
l=j
1
a
C (n)l l!
al−jj! for j = 0, . . . , n.
The submatrix N is a null rectangular matrix of order K × (K − 1).
On the other hand, the column vectors−→a (k), for k = 0, . . . , K − 2, in the unknown vector X of system (25), corresponds
to the n+ 1 coefficients of step k defined by the finite sequence

a(k)j
n
j=0
. Also the column vector−→τ represents the vector
(τ0, τ1, . . . , τK−2)T of length K − 1, where T denotes the transpose operation. In the vector B of independent terms of
system (25), there are K − 3 (for K ≥ 3) null vectors of length n+ 1, all represented by−→0 . The elements of column vectors−→
B
(−1) ∈ Rn+1 and −→B (K−1) ∈ Rn+1 are defined by the coefficients of the polynomial approximations Ψ−1 and ΨK−1 given
by (14) and (15) respectively. That is, for j = 0, . . . , n, the (j+ 1)-th entry of−→B (−1) and−→B (K−1) are given by
n
i=j

−1
a

ba(−1)i i!
ai−jj! and
n
i=j

−1
a

ca(K−1)i i!
ai−jj! ,
respectively. The column vector
−→
V of length K , K ≥ 3, is defined by
n
j=0 a
(−1)
j , 0, . . . , 0,−a(K−1)0
T
.
In the particular case K = 2, the rectangular system of linear equations (25) is reduced to the following
I R1
D1 N
−→a (0)
τ0

=
−→
B
(−1),(1)
−→
V

,
where, I , R1, D1, N and
−→a (0) are as described before. The column vector −→V ∈ R2 now represents the vector
n
j=0
a(−1)j ,−a(K−1)0
T
, and for j = 0, . . . , n, the (j+ 1)-th entry of the vector, denoted by−→B (−1),(1) ∈ Rn+1, is given by
n
i=j

−1
a

ba(−1)i i! + caii!
ai−jj! .
We noted that as a result of the Tau method formulation process and its application to the specific problem addressed
in this paper, both the parameters defining the problem and the Chebyshev coefficients used in the construction of the
coefficient matrix A have the effect of producing in general an ill-conditioned system, with some entries very small and
others comparatively large. (Application of the Tau method does not always mean that the systems involved are highly
ill-conditioned; see, for example, [37].)
Next, the overdetermined system AX = B is solved. For this purpose, the Householder QR factorization of the matrix A
was performed (it is well known that computations with Householder matrices are very stable [41]), hence QRX = B. From
which it follows that RX = Q TB. Then, as R is an upper triangular matrix, we solve the system RX = Q TB through back
substitution. Thus, we obtain the value of the vector X . In particular, the first (K − 1)(n+ 1) elements of vector X provides,
for every k = 0, . . . , K − 2, the values of the coefficients

a(k)j
n
j=0
.
Finally, the analytical solution on the interval (0, K − 1] of the boundary value problem (2), is approximated by the
following piecewise polynomial function
x(t) ≃ Xk(s) = Xk(t − k), t ∈ (k, k+ 1], k = 0, . . . , K − 2,
where Xk represents the polynomial of degree n defined on the interval [0, 1], whose coefficients are given by the sequence
a(k)j
n
j=0
.
In Section 4, we tabulate some numerical results to compare the efficiency of the Tau method, in its segmented version,
with results from other methods proposed in [10], in the numerical solution of boundary value problems.
4. Numerical experiments
In this sectionwe present and analyze the performance of the piecewise polynomial approximation obtained in Section 3
to solve problem (2) when the SST method is applied. We compare our results with those reported by other authors. The
numerical examples illustrate the reliability and accuracy achieved when the segmented Tau method is used.
Specifically, our numerical results are compared with those produced by applying the methods proposed in [6,10]. The
efficiency of the formulation of the Tau method used here is measured in terms of the degree of approximations required
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to reach a given accuracy and is determined by the order of convergence considered in the numerical experiments of
[6,10]. It is worth point out that in [25] the dependence of both the speed of convergence of the approximation error and the
order of approximation n on the behavior of the τk’s were investigated. The authors of [25] proved that these parameters
decay exponentially in terms of n. In our numerical experiments we also observed a similar behavior. The extension of this
result to the case of the MFDE problem considered here would be an important research topic, which would provide a more
detailed analysis on the application of the Tau method. In [25] the dependence of τk parameters on ℓ, the measure of the
interval on which the approximation is sought, was also shown and for a fixed n they proved that the tau parameters decay
as (ℓ/2)n.
It was remarked in [6, Section 8] that ‘‘the boundary value problem of MFDEs is not well understood, . . . . However, if the
original problem does not have a solution, then the numerical scheme will nevertheless provide a solution, but this time to
a perturbation of the original problem!’’. And this is exactly how the Tau method works (see Section 2).
For the initial value problem associated to (2) (see [10]) if the initial function ψ ∈ C∞[−1,1], and satisfies the condition
ψ (i+1)(0) = aψ (i)(0)+ bψ (i)(−1)+ cψ (i)(1), whereψ (i) denotes the i-th derivative ofψ , then the initial value problem has
a unique solution [5,10]. The Cauchy problem is, in general, not well-posed [2]. This is the most relevant difficulty that one
encounters when dealing with MFDEs. In this paper the segmented Tau method is applied to problems of this type whose
analytical solution is known.
As observed at the end of the Section 2, Lanczos demonstrated that when Chebyshev polynomials are replaced by
Legendre polynomials as a basis a significant increase in accuracy of a Tau approximant is attained at the endpoint of the
approximation range [22]. It follows from this result that more accurate information is provided to each interval by its
predecessor by way of supplying it with a more accurate initial value. However, in the case of boundary value problems,
the discretization described in Section 3 was programmed, considering both the Chebyshev and the Legendre polynomials,
showing that numerical results of similar accuracy were obtained for both bases of polynomials. Therefore, in the following
experiments with this kind of problem, the Chebyshev polynomials will be the only ones considered.
The results in this section were obtained using the MATLAB 7.0 package and were run on an Intel Pentium 4 Processor
(with 16 significant digits). Here, are taken into account some computational parameters obtained as the processing time
and the accuracy of the approximations. In each case a comparison of the numerical results obtained here with the best
values attained from the direct evaluation of the analytical solution is presented. Experiments 1 and 2 are related to the
boundary value problems of type (2) and were selected from Ref. [10].
In [10], the 2-norm error in most experiments was used. So, to perform a proper comparison of the results obtained by
the SST method and the ones reported by Teodoro et al. in [10] during the experimentation with boundary value problems,
the error between the piecewise polynomial approximations and the exact solution of the problem is estimated. This error
is defined as follows:
1
N
∥x− X∥2,
where x and X are vectors of length N corresponding to the values of the exact and numerical solutions with the same grid
of N points for the chosen test problem, and ∥ · ∥2 denoting the Euclidean norm. In the tables of numerical results we denote
this error type by Error ε(SST), to indicate the 2-norm error obtained by using the approximate solutions achieved from to
apply the SST method; ε(θ) to show the error produced from the Ford and Lumb’s algorithm (first proposed in [6]), where to
discretize the mixed-type functional differential equation a θ-method is used; and the ε(LSM) and ε(CM) to respectively show
the errors derived from both the least squaresmethod (LSM) and the collocationmethod (CM) (see [10] for details). Also, the
parameter n represents the degree of each polynomial when we apply the SST method to approximate the exact solution of
the problem in each of the subintervals (i, i+ 1], i = 1, . . . , K − 1.
As in Section 3was observedweapplied theQR factorization to solve linear systems. By applying theMATLABpackage, the
qr function performs the orthogonal–triangular decomposition of a matrix. [Q,R] = qr(A) produces an upper triangular
matrix R of the same dimension as A and a unitary matrix Q so that A = Q*R. If [m n] = size(A), then Q is m-by-m and
R ism-by-n. For a reviewof some results concerning numerical techniques for applyingQRmethod to ill-conditioned systems
we refer to [41,42]. We think that the ill-conditioned matrices involved in the computation of τ ’s parameters could be
avoided by using some form of matrix scaling strategy. This requires additional analysis and is beyond the scope of the
present paper.
Experiment 1. Consider the boundary value problem (2), where a = m − 0.5e−m–0.5em, b = c = 0.5, ψ1(t) = emt for all
t ∈ [−1, 0], and ψ2(t) = emt with t ∈ (K − 1, K ], which was originally proposed in [6,10].
The exact solution to this problem is: x(t) = emt , t ∈ R.
This first experiment is solved numerically for valuesm = −0.5, 0.6, 3 and K = 3, 4. Thus, for each given parameter K ,
three boundary problems are solved, which leads to solving six different problems.
In Tables 1 and 2 the 2-norm error for the approximations found on the interval (0, 1] are shown, in cases m =
−0.5, 0.6, 3, with K = 3 and K = 4, respectively.
In the experiments carried out by Teodoro et al. in [10], we observed that the collocation method is one that provides
the most satisfactory results. For each of the methods considered in Tables 1 and 2, the 2-norm error was obtained using
information over 64 equally spaced nodes on the interval (0, 1].
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Table 1
The 2-norm errors on (0, 1], with K = 3 form = −0.5, 0.6, 3, obtained by applying the SST method proposed in this paper,
and θ , LSM and CMmethods reported in [10].
Error ε(·) n m = −0.5 n m = 0.6 n m = 3
ε(SST) 4 7.870× 10−08 4 3.507× 10−07 5 4.908× 10−03
ε(SST) 5 2.010× 10−09 5 1.380× 10−08 6 4.155× 10−04
ε(SST) 6 2.805× 10−11 6 1.772× 10−10 9 2.247× 10−07
ε(SST) 8 5.972× 10−15 9 1.350× 10−15 13 1.465× 10−12
ε(θ) 9.067× 10−07 5.328× 10−06 9.168× 10−04
ε(LSM) 3.666× 10−10 2.147× 10−09 5.437× 10−04
ε(CM) 1.767× 10−12 1.230× 10−11 3.627× 10−07
Table 2
The 2-norm errors on (0, 1], with K = 4 for m = −0.5, 0.6, 3, obtained by applying the SST method and
methods reported in [10].
Error ε(·) n m = −0.5 n m = 0.6 n m = 3
ε(SST) 4 7.526× 10−08 4 3.991× 10−07 9 3.318× 10−03
ε(SST) 5 1.785× 10−09 5 2.448× 10−08 10 2.130× 10−04
ε(SST) 6 2.782× 10−11 6 4.448× 10−10 11 2.670× 10−05
ε(SST) 8 6.268× 10−15 9 1.950× 10−15 13 1.045× 10−06
ε(θ) 6.356× 10−07 7.577× 10−06 1.382× 10−03
ε(LSM) 7.330× 10−10 4.292× 10−09 1.087× 10−03
ε(CM) 3.758× 10−11 3.527× 10−10 1.775× 10−05
Table 3
The 2-norm errors on (0, 2] (K = 3) form = −0.5, 0.6, 3, obtained by applying the SST method and two of
the methods reported in [10].
Error ε(·) n m = −0.5 n m = 0.6 n m = 3
ε(SST) 4 3.393× 10−08 4 3.020× 10−07 6 1.394× 10−03
ε(SST) 5 8.049× 10−10 5 9.773× 10−09 7 1.401× 10−04
ε(SST) 8 2.402× 10−15 9 9.837× 10−16 13 2.489× 10−11
ε(LSM) 2.366× 10−09 1.310× 10−08 6.365× 10−03
ε(CM) 2.591× 10−10 1.517× 10−09 3.844× 10−04
Table 4
The 2-norm errors on (0, 3] (K = 4) for m = −0.5, 0.6, 3, obtained by applying the SST method and two of the methods
reported in [10].
Error ε(·) n m = −0.5 n m = 0.6 n m = 3
ε(SST) 4 5.160× 10−08 4 4.671× 10−07 9 2.179× 10−02
ε(SST) 5 9.191× 10−10 5 2.237× 10−08 10 1.399× 10−03
ε(SST) 8 1.944× 10−15 9 2.695× 10−15 13 6.864× 10−06
ε(LSM) 2.233× 10−08 1.261× 10−07 7.470× 10−01
ε(CM) 1.003× 10−09 6.192× 10−09 1.649× 10−03
In Tables 1 and 2, when m = −0.5 and m = 0.6, it is interesting to observe that it is sufficient to use polynomial
approximations of degrees 4, 5, and 6 to attain similar errors to those obtained in [10]. Also the numerical results obtained
using the SST method with n = 8 and n = 9, form = −0.5 andm = 0.6, respectively, in both tables, were very favorable to
our approach. When m = 3, Table 1 shows polynomials of degrees 5, 6, and 9 were required to attain Tau approximations
with similar errors to those obtained by the other threemethods. Similarly, for the case of Table 2, whenm = 3, polynomials
of degrees 9–11 were needed. However, in both tables it is shown that, when m = 3, the smallest 2-norm error is reached
when the segmented Tau method with n = 13 was applied.
Now, in Tables 3 and 4 the 2-norm errors obtained on (0, 2] and (0, 3] respectively are shown. These errors were
evaluated considering the values of 128 equally spaced nodes on each subinterval of the form (i−1, i], with i = 1, . . . , K−1,
for K = 3 and K = 4.
In Tables 3 and 4, for cases m = −0.5 and m = 0.6, similar errors to those found for LSM and CM were obtained when
we use Tau piecewise polynomial approximations of degrees 4 and 5, respectively. We ran our algorithms for K = 3 and
K = 4, using the SST method with values of n equal to 8 and 9, obtaining approximate values of around 15 significant digits
form = −0.5 andm = 0.6, respectively.
Whenm = 3, we note that the SST method with n = 13 provides the best 2-norm error in the approximations required.
It should be noted that in this case (m = 3), when the Tau method is used, the errors obtained produce an approximation
on the interval (0, 2] (Table 3) of around eleven significant digits, while LSM and CM only provide two and four of them,
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Table 5
The ∞-norm error on the intervals (0, 1] and (1, 2] (K = 3), for m = 1,
obtained for the SST and CMmethods.
Error ε(·) n (0, 1] (1, 2]
ε(SST) 5 7.112× 10−06 1.416× 10−05
ε(SST) 6 1.634× 10−07 4.232× 10−07
ε(SST) 10 7.949× 10−13 7.256× 10−13
ε(CM) 4.665× 10−07 3.623× 10−06
respectively. In addition, over the interval (0, 3] (Table 4) the number of significant digits obtained by the SST method was
in average five, which exceeds those achieved by LSM and CM with one and three digits.
Experiment 2. Consider the same boundary value problem as discussed in Experiment 1, but now with m = 1 and K = 3
(i.e., problem (2) with a = 1 − 0.5e−1 − 0.5e, b = c = 0.5, ψ1(t) = et ,∀ t ∈ [−1, 0], and ψ2(t) = et , t ∈ (2, 3]).
The analytical solution of this problem is: x(t) = et , t ∈ R. In this experiment, the error of approximation is the difference
between exact and numerical solutions in the∞-norm.
In Table 5 the errors of piecewise polynomial approximations obtained from the SST method over the intervals (0, 1]
and (1, 2] are shown. Also, the error achieved on these intervals corresponding to the collocation method (CM) is reported.
We note that this method guarantees seven and six digits of accuracy of the approximate solution in (0, 1] and (1, 2],
respectively. But to attain this same error using the SST method it is sufficient that n = 6. This can be improved by
constructing polynomials of degree n = 10, which provides twelve exact digits of the analytical solution of the problem.
5. Final remarks
This paper together with some recent papers (see, for example, [15–17,37]) seems to demonstrate that the step-by-step
Taumethod is a natural approach and promising strategy in the numerical solution of themixed-type functional differential
boundary value problem (1).
We observe here that our numerical results are consistent with those reported by other authors elsewhere and verify
their validity.
As it was observed in Section 4, the discretization was programmed, considering both the Chebyshev and the Legendre
polynomials. Results of similar accuracy were obtained for both bases of polynomials. However, we think that this is an
issue that requires further research, conducting a separated analysis of the results depending on the kind of polynomial
basis used.
It would be interesting to study if the ill-conditioned system and the similar performance of Chebyshev and Legendre
polynomials are related to the BVP in itself when c is not null. It could form the basis for a future research project. It is worth
noting that for c = 0 case (1) becomes a delay differential equation. This is a particular case of the problem addressed in [37].
Currently in most of real world applications of MFDEs (e.g., in Economy and in Biology) we have to deal with non-
autonomous or nonlinear equations, in this regardwe expect that in the near future our strategy of resolution can be applied
to these kinds of problems.
Acknowledgments
We thank to Prof. Minaya Villasana from Universidad Simón Bolívar for leading us to some MFDE references and for his
constructive comments. Special thanks also to reviewers for their valuable work.
The first author was partially supported by the Consejo de Desarrollo Científico y Humanístico (CDCH) at UCV.
The second author was partially supported by the Decanato de Investigación y Desarrollo (DID) at USB.
References
[1] H. Chi, J. Bell, B. Hassard, Numerical solution of a nonlinear advance-delay-differential equation from nerve conduction theory, J. Math. Biol. 24 (1986)
583–601.
[2] A. Rustichini, Functional differential equations of mixed type: the linear autonomous case, J. Dynam. Differential Equations 1 (2) (1989) 121–143.
[3] A. Rustichini, Hopf bifurcation of functional differential equations of mixed type, J. Dynam. Differential Equations 1 (2) (1989) 145–177.
[4] J.Mallet-Paret, S. Verduyn Lunel,Mixed-type functional differential equations, holomorphic factorization, and applications, in: Proceedings of Equadiff
2003, International Conference on Differential Equations (Hasselt, Belgium), World Scientific, Singapore, 2005, pp. 73–89.
[5] V. Iakovleva, C. Vanegas, On the solutions of differential equations with delayed and advanced arguments, Electron. J. Differ. Equ. Conf. 13 (2005)
57–63.
[6] N. Ford, P. Lumb, Mixed-type functional differential equations: a numerical approach, J. Comput. Appl. Math. 229 (2) (2009) 471–479.
[7] K. Abell, E. Elmer, A. Humphries, E.V. Vleck, Computation of mixed type functional differential boundary value problems, SIAM J. Appl. Dyn. Syst. 4 (3)
(2005) 755–781.
[8] G. Kamenskii, A. Myshkis, Mixed functional–differential equations, Nonlinear Anal. 34 (1998) 283–297.
[9] A. Myshkis, Stability of linear mixed functional–differential equations with commensurable deviations of the space argument, Differ. Equ. 38 (2002)
1415–1422.
[10] F. Teodoro, P. Lima, N. Ford, P. Lumb, New approach to the numerical solution of forward–backward equations, Front. Math. 4 (1) (2009) 155–168.
C. Da Silva, R. Escalante / Computers and Mathematics with Applications 62 (2011) 4582–4591 4591
[11] N. Ford, P. Lumb, P. Lima,M. Teodoro, The numerical solution of forward–backward differential equations: decomposition and related issues, J. Comput.
Appl. Math. 234 (9) (2010) 2745–2756.
[12] P. Lima, M. Teodoro, N. Ford, P. Lumb, Analytical and numerical investigation of mixed-type functional differential equations, J. Comput. Appl. Math.
234 (9) (2010) 2826–2837.
[13] P. Lima, M. Teodoro, N. Ford, P. Lumb, Finite element solution of a linear mixed-type functional differential equation, Numer. Algorithms 55 (2–3)
(2010) 301–320.
[14] E. Ortiz, The Tau method, SIAM J. Numer. Anal. 6 (1969) 480–492.
[15] L. Cordero, R. Escalante, Segmented Tau approximation for a parametric nonlinear neutral differential equation, Appl. Math. Comput. 190 (2007)
866–881.
[16] H. Khajah, Tau method treatment of a delayed negative feedback equation, Comput. Math. Appl. 49 (2005) 1767–1772.
[17] H. Khajah, E. Ortiz, On a differential-delay equation arising in number theory, Appl. Numer. Math. 21 (1996) 431–437.
[18] C. Lanczos, Trigonometric interpolation of empirical and analytical functions, J. Math. Phys. 17 (1938) 123–199.
[19] C. Lanczos, Introduction, Tables of Chebyshev polynomials, in: Appl. Math. Ser. U.S. Bur. Stand., vol. 9, Government Printing Office, Washington, 1952.
[20] C. Lanczos, Applied Analysis, Prentice-Hall, Inc, New Jersey, 1956.
[21] Y. Luke, The Special Functions and their Approximations, Vol. II, Academic Press, New York, 1969.
[22] C. Lanczos, Legendre versus Chebyshev polynomials, in: J. Miller (Ed.), Topics in Numerical Analysis, Academic Press, New York, 1973.
[23] E. Ortiz, A. Pham-Ngoc-Dinh, An error analysis of the taumethod for a class of singularly perturbed problems for differential equations, Math.Methods
Appl. Sci. 6 (1984) 457–466.
[24] E. Ortiz, A. Pham-Ngoc-Dinh, On the convergence of the Tau method for nonlinear differential equations of Riccati’s type, Nonlinear Anal. 9 (1985)
53–60.
[25] M. El-Daou, E. Ortiz, Error analysis of the Tau method: dependence of the error on the degree and on the length of the interval of approximation,
Comput. Math. Appl. 25 (7) (1993) 33–45.
[26] J. Freilich, E. Ortiz, Numerical solution of systems of ordinary differential equations with the tau method: an error analysis, Math. Comput. 39 (1982)
467–479.
[27] P. Onumanyi, E. Ortiz, Numerical solution of stiff and singularly perturbed boundary value problems with a segmented-adaptive formulation of the
Tau method, Math. Comput. 43 (167) (1984) 189–203.
[28] E. Ortiz, H. Samara, An operational approach to the Tau method for the numerical solution of non-linear differential equations, Computing 27 (1981)
15–25.
[29] T. Chaves, E. Ortiz, On the numerical solution of two point boundary value problems for linear differential equations, Z. Angew. Math. Mech. 48 (1968)
415–418.
[30] K. Liu, E. Ortiz, Tau method approximate solution of high-order differential eigenvalue problems defined in the complex plane, with an application to
Orr–Sommerfeld stability equation, Commun. Appl. Numer. Methods 3 (1987) 187–194.
[31] E. Ortiz, H. Samara, Numerical solution of differential eigenvalue problems with an operational approach to the Tau method, Computing 31 (1983)
95–103.
[32] S. Namasivayam, E. Ortiz, Best approximation and the numerical solution of partial differential equations with the Tau method, Port. Math. 40 (1985)
97–119.
[33] M. El-Daou, E. Ortiz, The Tau method as an analytic tool in the discussion of equivalence results across numerical methods, Computing 60 (4) (1998)
365–376.
[34] E. Ortiz, A. Pham-Ngoc-Dinh, Some remarks on structural relations between the Tau method and the finite element method, Comput. Math. Appl. 33
(4) (1997) 105–113.
[35] E. Ortiz, Step by step Tau method — part I: piecewise polynomial approximations, Comput. Math. Appl. 1 (1975) 381–392.
[36] R. Escalante, Parallel strategies for the step by step Tau method, Appl. Math. Comput. 137 (2003) 277–292.
[37] L. Cordero, R. Escalante, Segmented Tau approximation for test neutral functional differential equations, Appl. Math. Comput. 187 (2007) 725–740.
[38] H.-G. Roos, E. Pfeifer, The convergence result for the Tau method, Computing 42 (1) (1989) 81–84.
[39] G. Vainikko, Funktionalanalysis der Diskretisierungsmethoden, Teubner-Verlag, Leipzig, 1976.
[40] E. Ortiz, W. Purser, F. Rodriguez-Cañizares, Automation of the Tau method, Tech. Rep. NAS pp. 01–72, Imperial College, 1972 (Presented to the
Conference on Numerical Analysis organized by the Royal Irish Academy, Dublin, 1972).
[41] N. Higham, Accuracy and Stability of Numerical Algorithms, second ed., Society for Industrial and Applied Mathematics, Philadelphia, 2002.
[42] L. Trefethen, D. Bau, III, Numerical Linear Algebra, Society for Industrial and Applied Mathematics, Philadelphia, 1997.
