The usual confidence set for a multivariate mean vector can be improved upon by recentering the set at a Stein-type estimator: this fact is known to be true under many different distributional assumptions. Thus far, however, the case of unknown variance has not been dealt with analytically. In this paper we prove that recentered set estimators dominate the usual set estimator when sampling is from any of a class of spherically symmetric distributions with unknown variance.
Instead, the experimenter need only assume that sampling is from any of a class of s.s.d. It is then tempting to try to show that this robustness of shrinkage estimators carries over to the case of confidence intervals. Although Hwang (1983, 1987) , and Hwang and Casella (1982, 1984) have very general results in the normal case with u 2 known, they only have numerical evidence that the usual confidence interval can be dominated !n the 01nknown variance case (see Casella and Hwang (1987) for all e.
We have
where f is the density of Z. Thus, defining k 2 = ~Fo:,p,v, we can write Following the argument in Theorem 2.1 of Hwang ar-~d Casella {1982). we have
where s = IIYII and </ > is its density function. In fact, due to the convexity of co,
over s 2 then gives inequality (2.3).
Therefore, we only need to consider the integral 
2-Ji h(v +w 2 ) 2 J(v +w2)
Thus (3.1) cannot be bounded from below. Similar to the normal distribution, the double exponential has tails that are not flat enough to satisfy to this condition. We will see below that the multivariate -t is a limiting case with respect to this criterion.
Consider now the multivariate-t distribution with parameters (}, u 2 and N (degrees of freedom):
For this distribution we have
ff(t) N+p+v h(t) 2(N + t)
an increasing function of t. Thus 
2(N + (1 + (k-y'a)2)w2)'
and We now just have to solve the equation however, shows that a proof conditional on 8 2 cannot succeed in the normal case. Table 1 gives some values of a0 for a:= 0.05. As one can see, the obtained values are far from the 'optimal choice'
The bounds given in Table 1 2 (t*-t*-
which cannot be bounded from below.
For the double-exponential distribution, we get the same conclusion as before (g(t) = lnM-Vt where M is a normalizing constant).
Consider now the multivariate -t distribution; we have (see (3.2) )
It has been proved in Hwang and Chen (1986) The bounds obtained in Table 2 are greater than their counterparts in Table 2 . Yet they still remain significantly inferior to the "optimal" bound for point estimates, given in (3.4) . This fact definitely shows the need for methods which do not work conditionally on 8 2 but which, roughly speaking, stay "inside the integrals". Table 2 . Solutions of (3.4) for a = 0.05.
