The unmanned aerial vehicle (UAV) photogrammetric survey of an archaeological site has proved itself to be particularly efficient. In order to obtain highly accurate and reliable results, it is necessary to design carefully the flight plan and the geo-referencing, while also evaluating the indicators of the accuracy rate. Using as a test case a UAV photogrammetric survey conducted on the archaeological site of the Roman Amphitheatre of Avella (Italy), in this paper, we propose a pipeline to assess the accuracy of the results according to some quality indicators. The flight configuration and the georeferencing chosen is then be checked via the residuals on the ground control points (GCPs), evenly distributed on the edges and over the entire area. With the aim of appraising the accuracy of the final model, we will suggest a method for the outlier detection, taking into account the statistical distribution (both global and of portion of the study object) of the reprojection errors. A filter to reduce the noise within the model will then be implemented through the detection of the angle formed by homologous rays, in order to reach a compromise between the number of the usable points and the reduction of the noise linked to the definition of the 3D model. the technological development of UAVs, which are becoming easier to drive and more reliable, has indirectly favoured the increase of photogrammetric applications, especially for medium and large scale.
Introduction
Over the last decade, the use of photogrammetry for the acquisition of digital 3D models has undergone a significant increase in its applications. In fact, thanks to the evolution of algorithms from computer vision and new computation techniques, factors that were once known to be weak points of the technique including photogrammetric image processing, now take less time and are mostly automated [1] .
Over time, there has been a gradual evolution from the use of dense point clouds acquired with laser scanner technology, common in many 3D surveying applications, to an increasing use of photogrammetry, thanks to the introduction of automatic Structure from Motion (SfM) technology [2] .
The factors that have favoured the unmanned aerial vehicle (UAV) acquisition technique, compared to the terrestrial laser scanner (TLS) technique, are mainly: a lower cost of the instrument, a higher speed of data acquisition and, above all, a better texture of the 3D model, useful also for a correct analysis and archaeological characterization [3, 4] . The disadvantages of UAVs include the limitation of the payload, the reduced autonomy and the greater dependence on climatic conditions (e.g., wind) [5, 6] .
From 2000 onwards, drones have become increasingly used for aerial photogrammetry applications and the first studies on the quality of the results were published in those years [7] ; more recently, visualizations, meaning non-scientific applications, the estimation of the accuracy of the model can be left out.
It is especially in the field of AR that you can find various tools for online viewing and editing of the photogrammetric model. These tools can help some professionals with dissemination and documentation in the field of CH, for purposes such as the creation of virtual museums or remote knowledge of archaeological sites that are not so well known or are difficult to reach [33] [34] [35] [36] . The use of drones in this field is not limited to 3D modelling only, but is a powerful tool to virtually visit the area of interest.
On the contrary, in the overall field of CH, where the purpose is the conservation and/or monitoring of archaeological heritage or architectural restoration, the evaluation of metric accuracy is necessary to avoid producing documents that are 'incorrect' from a metric point of view. In the analysis of accuracy, it is not possible to generalize the rules for choosing the optimal parameters of acquisition regardless of the object of interest.
From the literature, it is clear that the accuracy of the model is dependent on certain photogrammetric parameters. Among those that most affect the accuracy of the output are:
• the angle formed between the homologous rays in the different shots; generally, the greater this angle (within a certain interval), the greater the achievable accuracy, as Krauss studies show a direct proportionality between the base/height ratio and accuracy [37] ; • the measurement of ground control points (GCPs); for the same number, the measurement accuracy of GCPs is directly proportional to the accuracy of the photogrammetric model [10] .
The methodology used to estimate the calibration parameters of the camera, which is generally performed in the laboratory, but can also be performed directly during the post-processing phase by applying the self-calibration procedures (although these procedures are usually less accurate) is also of great relevance for the achievable accuracy.
Evaluating the accuracy of a georeferenced 3D model can be done in several ways. A basic method is to analyse the residues of the bundle adjustment (BA) by computing the root mean squared error (RMSE) of the residues on the GCPs or by using the coordinates measured on the ground independently of the points with which to compare the coordinates measured on the photogrammetric model (check point) [38] .
Camera positions derived from the SfM algorithm do not have the scale and orientation provided by GCP coordinates; as a result, the 3D point cloud is generated in relative coordinates, referred to the image coordinate system. Georeferencing of this model is generally done using a small number of GCPs located at clearly visible positions both on the ground and in the photographs; it is necessary to carry out a detailed study of the positions of the GCPs in order to maximize the accuracy obtained from the photogrammetric projects.
Harwin and Lucieer [39] note that the number and distribution of GCPs have an effect on the accuracy of the model. All photogrammetric users agree that a configuration with many points evenly distributed over the surveyed area is optimal; for optimal results in planimetry, it is essential to place the GCPs at the edge of the study area. However, this point configuration does not optimize altimetry results [40] . Some researchers compared different software products for generating 3D point clouds and noted that the differences in results also depend on the software used [41] ; flight altitudes also influence the quality of the model [42] .
This work is the continuation of a previous research, published in [43] , which had as its main purpose to verify which method of image acquisition and which modality of Global Positioning Satellite System (GNSS) survey of the GCPs allowed to produce the best 3D model, from which to derive traditional graphic designs, at the scales of representation commonly used.
The present work focuses on the quality analysis of the best model obtained with the best technique previously identified.
The sparse point cloud, made only by tie points (TPs), is the starting point for the realization of the complete 3D model; however, the presence of low quality TPs is evident, and their removal is appropriate because their presence affects the results of the next steps, which consist of the recomputation of the orientation parameters, and the creation of the final dense cloud.
Most of the photogrammetric software provides the possibility to filter the TPs based on the estimate of the reprojection error associated with each of them. In our work, we wanted to deepen the contribution of the reprojection error but also took into account the geometry of acquisition by studying the correlation between the mean value of the angles formed by the homologous rays that intersect on the TPs and the noise on the creation of the model. Some points, potential outliers, can be removed by analysing the frequency distribution of the reprojection errors on the basis of the confidence interval, obtained experimentally on our data.
In this note we propose an algorithm for the calculation of roughness on the sparse point cloud that can be studied in relation to the associated angular interval.
Case Study and Data Acquisition

The Roman Amphitheatre of Avella (Italy)
Considering the archaeological traces, the Amphitheatre of Avella ( Figure 1 ) can be dated between the end of the 8th and the beginning of the 7th century BC. The Amphitheatre, is similar in composition to the complex located in Pompeii, and is one of the oldest in Campania, and in Italy [44] . Unlike other more recent sites, like the Colosseum in Rome or the Flavio Amphitheatre in Pozzuoli, there are no underground passages and there are only two monumental entrances, consisting of vaulted hallways in the 'opus caementicium' placed on opposite sides of the main axis. The structure consists of two external semi-circular structures joined by orthogonal walls and of an internal oval-shaped arena, which covers an area of 63.6 × 34.3 m. 
UAV Photogrammetric Flight
The UAV system used for this application is an assembled hexacopter ( Figure 2a ) with a net weight of the sensor of about 2.3 kg and maximum payload of 1 kg. The installed camera is a mirrorless Sony Nex 7 with 24-megapixel APS-C sensor (6000×4000 pixels, 23.5×15.6 mm and a Pixel Size of 3.96 μm) and a fixed Sony E-Mount lens (16 mm focal length, Field of View-FOV 83°).
The complete equipment uses several control boards and a complex set of sensors. In particular, the elements that characterize it are:
• a frame in carbon and fiberglass with six arms;
• six brushless motors 740 kV with and propellers 14×5 cm; The 'cavea' is developed on three orders: the 'ima cavea', the 'media cavea', and the 'summa cavea'. The other few remains are located on the south and east sides, while the 'media cavea', is divided into three parts (moeniana, praecintiones and baltei). These are still in a good state of preservation. The idea of performing a 3D digitization of the Amphitheatre was born in early 2016 when there was a survey, study and analysis of the archaeological site was carried out as part of the Project 'The Amphitheatre of Avella, from its origins to the digital: architecture, landscape, virtual representation, innovations for knowledge and fruition'.
A detailed and precise digital acquisition and 3D modelling of the Amphitheatre was decided upon, aimed at using different 3D recording technologies and modelling techniques. Due to the high metric quality of the required documents, it was necessary to pay attention to the metric error of the photogrammetric model, with particular importance on an accurate topographic measurements made during the campaign phase.
The project purpose is a first digitization of the Amphitheatre; a cartographic output (consisting of plans and sections) at a scale 1:100 and 1:50 will be produced starting from the final 3D model, to document in the current conservation status. In agreement with the 'Soprintendenza Archeologica, Belle Arti e Paesaggio per le province di Salerno e Avellino', an average spatial resolution of 10 mm for the 3D model was then chosen, since it was considered sufficient to their aims.
Obviously, lighter and simplified 3D models can be obtained from the highest resolution once subsampling methods were applied.
The UAV system used for this application is an assembled hexacopter ( Figure 2a sensor, focal length and flight height). Larger overlaps correspond to smaller base-lines, i.e., smaller intersection angles which result in lower accuracy [37] . The frequency of the intervallometer has been set to acquire images every 2 s along the parallel flight lines, resulting in the acquisition of an image about every 6 m along the flight lines. The camera was set to aperture priority mode and a diaphragm aperture of f/8 for nadir images and f/5.6 for oblique ones have been used, where the f is the focal length.
The UAV had a flight-time of ~8 min whilst carrying its payload (using two lithium polymer battery, 11 Ah, 22.2 V, 6 cel. A generous overhead, ~4 min, was left in order to safely land the UAV). In Italy, unaided visual line of sight (VLOS) have to be maintained whilst operating UAV [45] .
The image acquisition was planned bearing in mind the project requirements -a ground sampling distance (GSD) of about 1 cm -and, at the same time, with the aim of guaranteeing a high level of automation in the following step of the data elaboration.
The total amount of acquired images is 626, of which, 435 were by automatic flight plan and camera in nadir, while the remaining 191 were taken with a manual flight and optical camera axis tilted at 45°. The nadir flight was developed from the northwest to southeast, which provides a ground coverage of about 47.0×31.2 m. The manual flight was carried out with a tilted camera and an average height of flight of 21 m, which provides an inconstant ground coverage, ranging between 16.0×11.0 m and 23.5×15.6 m, respectively.
The acquired images were processed in a single project, containing both nadir (425) and oblique images (191) . Figure 2b shows the position of the photogrammetric shots, in orange the images acquired in nadir with automatic flight plan, in yellow the oblique images acquired in manual mode. 
GCPs Acquisition
To georeference the photogrammetric shots three GCP networks surveyed with GNSS (Global Navigation Satellite System) techniques were used, one in fast-static and two in network Real Time Kinematic (nRTK). A GNSS receiver GEOMAX Zenith 25 Series in nRTK mode and a Trimble 5700 GPS receiver in fast-static mode were used.
In UAV photogrammetry, the best solution is to distribute the GCPs uniformly, both at the edges and within the area [40] . The spatial distribution of the GCPs in the three configurations is shown in Figure 3 . The fast-static network is composed of eight vertices, which are natural points clearly identified, the well distributed spatially and altimetrically (A1-A8, in red). The two nRTK networks are made up of seventeen natural points (A1-A17, in yellow) and twenty-two artificial coded targets [46] (42×29.7 cm, format A3, P1-P22, in black) respectively. Eight points (from A1 to A8) are in common for the first two networks. The complete equipment uses several control boards and a complex set of sensors. In particular, the elements that characterize it are: For the acquisition of the photogrammetric shots, a double capture mode was then selected. The first one using an automatic flight plan for the acquisition of nadir photogrammetric images and the second one using manual mode with the camera's optical axis tilted at about 45 • , to survey the vertical walls and any shadow cones present in the 'cavea'.
The flight lines were designed using a DJI Ground-Station software package. For all surveys the UAV was set to a target altitude of 24 m above the take off point (32 m from arena plan) and horizontal ground speed of 3.0 m/s. The height is computed in the DJI Ground-Station software using elevation data derived from Google Earth. Parallel flight lines were programmed to have an image front-overlap of 80% and side-overlap of 60%, setting the proper camera parameters (dimensions of the sensor, focal length and flight height). Larger overlaps correspond to smaller base-lines, i.e., smaller intersection angles which result in lower accuracy [37] .
The frequency of the intervallometer has been set to acquire images every 2 s along the parallel flight lines, resulting in the acquisition of an image about every 6 m along the flight lines. The camera was set to aperture priority mode and a diaphragm aperture of f/8 for nadir images and f/5.6 for oblique ones have been used, where the f is the focal length.
The UAV had a flight-time of~8 min whilst carrying its payload (using two lithium polymer battery, 11 Ah, 22.2 V, 6 cel. A generous overhead,~4 min, was left in order to safely land the UAV). In Italy, unaided visual line of sight (VLOS) have to be maintained whilst operating UAV [45] .
The image acquisition was planned bearing in mind the project requirements-a ground sampling distance (GSD) of about 1 cm -and, at the same time, with the aim of guaranteeing a high level of automation in the following step of the data elaboration.
The total amount of acquired images is 626, of which, 435 were by automatic flight plan and camera in nadir, while the remaining 191 were taken with a manual flight and optical camera axis tilted at 45 • . The nadir flight was developed from the northwest to southeast, which provides a ground coverage of about 47.0 × 31.2 m. The manual flight was carried out with a tilted camera and an average height of flight of 21 m, which provides an inconstant ground coverage, ranging between 16.0 × 11.0 m and 23.5 × 15.6 m, respectively.
The acquired images were processed in a single project, containing both nadir (425) and oblique images (191) . Figure 2b shows the position of the photogrammetric shots, in orange the images acquired in nadir with automatic flight plan, in yellow the oblique images acquired in manual mode.
In UAV photogrammetry, the best solution is to distribute the GCPs uniformly, both at the edges and within the area [40] . The spatial distribution of the GCPs in the three configurations is shown in Figure 3 . The fast-static network is composed of eight vertices, which are natural points clearly identified, the well distributed spatially and altimetrically (A1-A8, in red). The two nRTK networks are made up of seventeen natural points (A1-A17, in yellow) and twenty-two artificial coded targets [46] (42 × 29.7 cm, format A3, P1-P22, in black) respectively. Eight points (from A1 to A8) are in common for the first two networks.
The GNSS survey refers to the Italian geodetic and cartographic System UTM/ETRF00 [47] through a connection to two permanent stations (AVEL and ROBS) included in the national Geodetic Network located within a radius of 10 km from the test area. A new point (master) has been materialized near the Amphitheatre and connected to the permanent stations with static baselines. The GNSS survey refers to the Italian geodetic and cartographic System UTM/ETRF00 [47] through a connection to two permanent stations (AVEL and ROBS) included in the national Geodetic Network located within a radius of 10 km from the test area. A new point (master) has been materialized near the Amphitheatre and connected to the permanent stations with static baselines.
Methods
The level of accuracy that one tries to obtain is proportional to both the scale of representation, and the graphic error. Therefore, it is essential to verify the entity.
According to Padua et al. [48] , to obtain more details and to generate a more accurate 3D model, it is more appropriate to also acquire oblique images. To decide which is the best set of data in terms of accuracy, the data of two different photogrammetric configurations have been analysed: • only nadir images;
• both nadir and oblique images.
To georeference the images, in both cases the GCPs, consisting of natural points on the ground and photogrammetric targets, were measured with GNSS receivers in fast-static and nRTK modalities.
Once the best data set has been selected, a more detailed accuracy analysis of the final 3D model was performed, analysing a number of quality features of the sparse 3D point cloud. The following quality features analysed in greater detail:
• the residual on the image coordinates, also called 'reprojection errors', computed in the georeferencing phase, starting with the result of the adjustment of the GNSS measurements; they represent the accuracy of the computation of each tie point belonging to the sparse cloud; • the angle between the homologous rays of all tie points for each pair of images and the average of the angle values; • the number of images (image count) used to estimate the position of each tie point. 
According to Padua et al. [48] , to obtain more details and to generate a more accurate 3D model, it is more appropriate to also acquire oblique images. To decide which is the best set of data in terms of accuracy, the data of two different photogrammetric configurations have been analysed:
• only nadir images; • both nadir and oblique images.
• the residual on the image coordinates, also called 'reprojection errors', computed in the georeferencing phase, starting with the result of the adjustment of the GNSS measurements; they represent the accuracy of the computation of each tie point belonging to the sparse cloud; • the angle between the homologous rays of all tie points for each pair of images and the average of the angle values; • the number of images (image count) used to estimate the position of each tie point.
After the analysis of both the residuals on GCPs and the error projection, only the configuration that optimizes these two parameters will be further analysed with the evaluation of angles and image count. The objective is to evaluate the influence of these parameters within the photogrammetric process by applying the appropriate filters to remove noise.
To evaluate the effectiveness of the noise reduction the surface roughness was estimated by applying a least squares plane fitting interpolation to the points of the cloud within a sphere of fixed radius. The corresponding RMSE value derived from the interpolation is then associated with each point of the cloud. The averages frequency distributions, is a better interpolate the RMSE values, have been correlated with the filtering parameters used.
Finally, a correlation analysis between the computed quality features will be carried out, to analyse the relationships that exist between them. Figure 4 shows a flow chart of the data processing, including those analysed in the reference work [43] . After the analysis of both the residuals on GCPs and the error projection, only the configuration that optimizes these two parameters will be further analysed with the evaluation of angles and image count. The objective is to evaluate the influence of these parameters within the photogrammetric process by applying the appropriate filters to remove noise.
Finally, a correlation analysis between the computed quality features will be carried out, to analyse the relationships that exist between them. Figure 4 shows a flow chart of the data processing, including those analysed in the reference work [43] . 
Data Elaboration
In order to process the photogrammetric data, PhotoScan software package by Agisoft (ver. 1.4.2 build 4164, 2017) has been used [49] .
The interior orientation parameters were estimated in PhotoScan using a self-calibrating bundle adjustment by including the GCPs. This strategy was chosen as each SfM tool provided different solutions to estimate the camera calibration. Therefore, it is important that the calibration software used to estimate the parameters employs the same mathematical model as the one used for bundle adjustment. These estimated parameters were then used to orient the images. Additionally, the estimated parameters were kept constant during the entire SfM processing.
The following parameters were set to build the sparse cloud consisting of tie-points: in the 'Align Photos' phase, accuracy = high (original photos), key point limit = 4000, tie point limit = no.
To carry out the tests, a Dell precision tower 3620 workstation, 32 Gb Ram, 500 Gb SSD storage, Intel Xeon E3 1200 V5 processor and a Radeon Pro WX5100 GPU were used. 
To carry out the tests, a Dell precision tower 3620 workstation, 32 Gb Ram, 500 Gb SSD storage, Intel Xeon E3 1200 V5 processor and a Radeon Pro WX5100 GPU were used. A first estimate of the quality of the georeferencing is given by the residuals on the GCPs and the associated RMSE [10] :
where the subscript C indicates the coordinates estimated from the bundle adjustment, R indicates the reference values, E and N are respectively the East, North cartographic coordinates, h is the ellipsoidal height, and n indicates the number of GCPs. The next step was the building of the dense cloud, we used the following parameters: quality = high (1/4 of original photos), depth filtering = disable.
Once the photogrammetric image processing is complete, the textured 3D model used to extract the nadir orthophoto was created. The orthophoto will then be vectorised to draw the plan of the Amphitheatre of Avella.
Reprojection Error
The reprojection error is a geometric error corresponding to the image distance between a projected point and a measured one [50] . It is used to quantify how closely an estimate of a 3D point recreates the point's true projection.
For the computation of the 3D coordinates of a tie point, the parameters of inner and external orientation of the camera and the image coordinates of the point are used. Once its coordinates are computed, the 3D point is reprojected on all the images where it appears. The distance between the image-point and the reprojected point on a single image is the reprojection error. This error is also referred to as RMS image residual [50] . Mathematically, the reprojection error is obtained as follows:
where: f u and f v are the focal lengths in u and v directions and [u c ,v c ] is the principal point offset, t c is the position of the camera centre in an object space, R c is the rotation from the camera back to the object frame and K is the matrix of interior parameters. P is the vector containing the coordinates p i of the projective space. The product KP c represents the projective matrix.
Each tie point extracted is associated with a reprojection error value ε i , which is the module of the sum of the reprojection errors computed for the number of cameras that see the i-th tie point.
In addition, using a Matlab tool (i.e., Statistics toolbox), the frequency distribution of the reprojection errors that best fits the data has been studied. The distribution was used to remove external values at a chosen experimental threshold, which are considered outliers. The tie points corresponding to threshold values that identify them as TPs have been removed using an algorithm implemented in Python environment.
Angle Between Homologous Points
It is known that one of the parameters that most influences the accuracy of a photogrammetric project is the base/height ratio [37] .
In this paper, the analysis on base/height ratio was carried out by estimating the angle between two projecting lines (called the 'intersection angle'). The photogrammetric software we used does not give the value of this angle in output, so we implemented an algorithm in the Python environment.
For the extraction and computation of the parameters of interest, two libraries have been used: NumPy [51] , a library for adding support for large, multi-dimensional arrays and matrices, along with a large collection of high-level mathematical functions to operate on these arrays; Pandas [52] , an open source, Berkeley Software Distribution (BSD) licensed library providing high-performance, easy-to-use data structures.
The input parameters used to compute the intersection angles are:
Given the k-th tie point seen from two images i and j, the direction vectors u i and v j are given by the relations:
where the subscript O i indicates the projection centre of the i-th frame and O j of the j-th frame, E, N, h are the cartographic coordinates. The relation gives the intersection angle α:
The estimate of the intersection angle has been made using all the pairs of frames that see the i-th tie point, computing for each pair the intersection angle and finally computing the average intersection angle between the n frames that show the point, eliminating the extreme values. Finally, the process associates the average angular value obtained with each tie point extracted. The whole process is implemented in Python.
Result and Discussion
Results of the GNSS Survey
The five hours spent to connect the master station to the permanent stations has ensured high precision in the position of the points, 4 mm in planimetry and 10 mm in altimetry.
From the master station to the GCPs, the distance was less than 50 m and the baselines were measured with sessions lasting longer than 30 minutes. The computation of the baselines produced RMS in the order of 5 mm in planimetry and 12 mm in height. The GCP positions obtained with static baselines represent the reference values to evaluate the accuracy of the measurements in nRTK mode. The absolute values of the differences in coordinates are on average 15 mm in planimetry and 26 mm in altimetry, the associated RMS is 9 mm and 12 mm respectively. Note that, the uncertainty associated with nRTK measurements was on average 8 mm in planimetry and 15 mm in elevation. This result confirms the reliability of the nRTK network in real time, and authorizes the use of the nRTK modality for positioning the remaining GCPs.
Building of the Sparse Point Cloud
Oblique images are useful to reduce the shadow areas in which data could not be acquired, as on vertical elements (i.e., walls). In our case study, the values of residuals on the GCPs are more dispersed when using both nadir and oblique images while they are less dispersed but higher if you use only the nadir images. Using photogrammetric artificial targets, the interquartile range is smaller, and the lowest residuals were obtained using the nadir image-only set. When using both nadir and oblique images, the test shows that the most accurate result is obtained using GCP surveys in fast-static, which is the most accurate survey modality.
For the nadir image-only set, the GNSS survey mode used has less influence; in fact, nRTK measurements, both on natural points and on photogrammetric targets, have an interquartile range and similar average residuals.
For the following phases of data extraction and analysis, the dataset used is complete, consisting of nadir and oblique images. Figure 5 shows some views of the sparse cloud obtained with that data set. The point cloud has an average density of 400 points/m 2 . It is possible to notice some errors (noise) on the arena and on the 'cavea' (lighter scattered points). It is clear that the sparse point clouds need to be filtered out before the final computation of the orientation parameters can be made. The creation of the dense cloud must be done with the parameters estimated using the sufficiently accurate tie points. and the lowest residuals were obtained using the nadir image-only set. When using both nadir and oblique images, the test shows that the most accurate result is obtained using GCP surveys in faststatic, which is the most accurate survey modality. For the nadir image-only set, the GNSS survey mode used has less influence; in fact, nRTK measurements, both on natural points and on photogrammetric targets, have an interquartile range and similar average residuals.
For the following phases of data extraction and analysis, the dataset used is complete, consisting of nadir and oblique images. Figure 5 shows some views of the sparse cloud obtained with that data set. The point cloud has an average density of 400 points/m 2 . It is possible to notice some errors (noise) on the arena and on the 'cavea' (lighter scattered points). It is clear that the sparse point clouds need to be filtered out before the final computation of the orientation parameters can be made. The creation of the dense cloud must be done with the parameters estimated using the sufficiently accurate tie points. 
Reprojection Error
The frequency distribution that best fits the data (the reprojection errors) is the Weibull distribution ( Figure 6 ). Also for these errors the chosen configuration (data set consisting of nadir and oblique images, georeferenced with GCPs surveyed in fast-static) is the one that gave the best results (lowest errors) [43] . 
The frequency distribution that best fits the data (the reprojection errors) is the Weibull distribution ( Figure 6 ). Also for these errors the chosen configuration (data set consisting of nadir and oblique images, georeferenced with GCPs surveyed in fast-static) is the one that gave the best results (lowest errors) [43] . Figure 7 shows the classified map of the reprojection errors on the amphitheatre. The error pattern is very homogeneous; no areas with particular problems were identified, except for the south-western area of the arena. In the south-eastern area, at the metal steps, the distribution is more heterogeneous; this is mainly due to the presence of highly reflective material that produces more noise. For a more detailed analysis, it is necessary to concentrate on limited and significant portions of the structure.
For the purpose of the analysis, a standard section was identified, 2 m wide (Figure 8a,b,d) , very noisy, and containing part of the 'cavea', the arena and the vertical walls. The Weibull distribution interpolated the data, shape and scale parameters were estimated, with the uncertainties of the associated estimates (Figure 8c ).
The frequency distribution that best fits the data (the reprojection errors) is the Weibull distribution ( Figure 6 ). Also for these errors the chosen configuration (data set consisting of nadir and oblique images, georeferenced with GCPs surveyed in fast-static) is the one that gave the best results (lowest errors) [43] . Figure 7 shows the classified map of the reprojection errors on the amphitheatre. The error pattern is very homogeneous; no areas with particular problems were identified, except for the southwestern area of the arena. In the south-eastern area, at the metal steps, the distribution is more heterogeneous; this is mainly due to the presence of highly reflective material that produces more noise. For a more detailed analysis, it is necessary to concentrate on limited and significant portions of the structure. For the purpose of the analysis, a standard section was identified, 2 m wide (Figure 8a, b, d) , very noisy, and containing part of the 'cavea', the arena and the vertical walls. The Weibull distribution interpolated the data, shape and scale parameters were estimated, with the uncertainties of the associated estimates (Figure 8c ). The study of the distribution was used to determine the threshold values, in order to remove the points with associated reprojection error values above the estimated threshold values. All points with error values higher than the 'lower cumulative distribution' were removed; in better detail, those higher than the 99th, 95th, and 90th percentile.
Observing Figure 9 it is possible to notice how filtering of the point cloud was done by analysing the reprojection error allows the removal of some points mostly scattered (in red in Figure 9 ) to be considered not to be representative of the trend of the structure, but does not lead to great advantages in reducing noise. However, most of the isolated points have not been filtered out. For the purpose of the analysis, a standard section was identified, 2 m wide (Figure 8a, b, d) , very noisy, and containing part of the 'cavea', the arena and the vertical walls. The Weibull distribution interpolated the data, shape and scale parameters were estimated, with the uncertainties of the associated estimates (Figure 8c ). The study of the distribution was used to determine the threshold values, in order to remove the points with associated reprojection error values above the estimated threshold values. All points with error values higher than the 'lower cumulative distribution' were removed; in better detail, those higher than the 99th, 95th, and 90th percentile.
Observing Figure 9 it is possible to notice how filtering of the point cloud was done by analysing the reprojection error allows the removal of some points mostly scattered (in red in Figure 9 ) to be considered not to be representative of the trend of the structure, but does not lead to great advantages in reducing noise. However, most of the isolated points have not been filtered out. 
Analysis of Angle Values between Homologous Rays
A better result for the reduction of 'noise', as computed by the method indicated above, are obtained by filtering the point cloud according to the average angle, computed for each tie point, and thus analysing the acquisition geometry. Figure 10 shows a cross-section filtered in steps of 5°.
Angles lower than 5° produce very noisy results since they derive from a very small base/height ratio. Therefore, excluding the step by step small angles, much more relevant and less noisy surfaces were obtained. Beyond 20°, the points belonging to the vertical face are removed, so no analysis with greater angles has been made. Figure 11 shows the trends of the average RMSE values obtained with the parameters used for the angle filter. The mean values of the distribution were calculated by interpolating a Burr type XII distribution, since it was the one that best fit the values of RMSE. The radius of the research sphere was set at 25 cm and therefore only the points deviating from the interpolated surface of this quantity 
A better result for the reduction of 'noise', as computed by the method indicated above, are obtained by filtering the point cloud according to the average angle, computed for each tie point, and thus analysing the acquisition geometry. Figure 10 shows a cross-section filtered in steps of 5 • . extreme values, the average value of RMSE remains constant, around 5.2 cm. On the contrary, as the angle increases, the average value of RMSE decreases linearly. In Figure 11 it is possible to identify two sections; the first (from 1° to 4°) is strictly linear and has a greater slope than the second section (from 5° to 25°), which is also linear. Angles lower than 5 • produce very noisy results since they derive from a very small base/height ratio. Therefore, excluding the step by step small angles, much more relevant and less noisy surfaces were obtained. Beyond 20 • , the points belonging to the vertical face are removed, so no analysis with greater angles has been made. Figure 11 shows the trends of the average RMSE values obtained with the parameters used for the angle filter. The mean values of the distribution were calculated by interpolating a Burr type XII distribution, since it was the one that best fit the values of RMSE. The radius of the research sphere was set at 25 cm and therefore only the points deviating from the interpolated surface of this quantity are considered. In the case of the filter with reprojection error there are no benefits from the removal of noise; as the percentile used to estimate the threshold decreases and therefore the removal of extreme values, the average value of RMSE remains constant, around 5.2 cm. On the contrary, as the angle increases, the average value of RMSE decreases linearly. In Figure 11 it is possible to identify two sections; the first (from 1 • to 4 • ) is strictly linear and has a greater slope than the second section (from 5 • to 25 • ), which is also linear. 
Correlation Analysis
For the optimal configuration, the reprojection error values and the average angles have been related. The correlation is high and positive (Pearson Correlation greater than 0.9, Figure 12a ). The graphs in Figure 12b , c have an exponential trend that shows the relationships between the number of tie points with the angle and the number of images used to generate that tie point. It should be noted that small angles are more frequent (Figure 12b ), a symptom of a greater overlap of images. Also, tie points that are computed using very distant images and therefore with very high angles are rare. The number of images used to determine most of the tie points are small, indicating a higher frequency of small angles (Figure 12c ). The software used, PhotoScan, allows us to compute the position of all points that are visible on at least two images. The tie points visible only on two images will be located with a low value of accuracy. Counting the number of images used to compute the position of the tie points allows us to evaluate the quality of the 3D positioning of a point, which is also a function of an adequate value of angle between homologous rays.
The results allow us to say that, at least with reference to the dataset used, we are faced with two opposing needs: A high number of close images (very small angle values) allows the correlation of a very high number of tie points and therefore a detailed reconstruction of the object surveyed, so it is advisable to use a high number of images even very close. However, we can see that close images induce a strong noise and therefore a lower accuracy of interpolation, so it would be better to remove the images that are too close (i.e., small angles). The trend of the RMSE in function of the value of the minimum angle between images allowed as to remove close images ( Figure 11 ) that can suggest the threshold value to choose, which for this dataset is 5°.
Conclusions
The UAV survey of the Avella Amphitheatre confirms the importance of good georeferencing to obtain sufficiently accurate results; the quality of this georeferencing can be verified using a sufficient number of uniformly distributed check points.
However, a careful analysis of the point cloud is also necessary to obtain high quality and reliable products. The quality of the point cloud has been verified on the basis of the computation of 
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The results allow us to say that, at least with reference to the dataset used, we are faced with two opposing needs: A high number of close images (very small angle values) allows the correlation of a very high number of tie points and therefore a detailed reconstruction of the object surveyed, so it is advisable to use a high number of images even very close. However, we can see that close images induce a strong noise and therefore a lower accuracy of interpolation, so it would be better to remove the images that are too close (i.e., small angles). The trend of the RMSE in function of the value of the minimum angle between images allowed as to remove close images ( Figure 11 ) that can suggest the threshold value to choose, which for this dataset is 5 • .
However, a careful analysis of the point cloud is also necessary to obtain high quality and reliable products. The quality of the point cloud has been verified on the basis of the computation of the reprojection error associated with each TP and the graphical visualization of the values of this error has highlighted the weak areas of the survey. The study of the frequency distribution of the values usually allows the identification of a statistical distribution (in this case a Weibull distribution) and the relative confidence interval (associated with a pre-selected confidence level), in order to consider the points falling out of the interval as outliers and to remove them from the TPs cloud. It has been helpful to take into account not only the global behaviour, but also some profiles corresponding to certain cross sections of the model that have been analysed in more detail.
The geometry of the acquisition of the frames has as known a huge impact on the precision of a photogrammetric survey, but, in the case of a UAV survey, the high number of shots functional to a good outcome of the correlation makes it difficult to identify the single images that have contributed to the determination of the position of each TP. The implementation of ad hoc algorithms has allowed us to extract the value of the angle formed by the homologous rays on each pair of images that 'sees' each TP; from the analysis of these values it has been possible to quantitatively evaluate that the close-up frames have led to the correlation of a large number of TPs, but also to the generation of a higher noise.
By analysing some profiles in detail, it was possible to fix an angle threshold value that determines the TPs to be removed to filter the noise, while maintaining a correct modelling of the object. The elimination of TPs strongly influences the computation of the orientation parameters. The update of the alignment computation and transformation parameters is based only on the remaining tie points. The next step will be to automatically filter the sparse cloud within the proprietary software. Once the noise has been reduced, a more accurate dense cloud will be produced. The product will be more suitable for automatic vectorization and mapping.
The proposed method is believed to be applicable in all cases involving similar structures, and we propose to apply the method to several test cases, partly already being studied. 
