The relationship between economic fundamentals and the likelihood of a stock-out is investigated using an annual storage model with rational expectations. The likelihood of a stock-out is then examined as a source of bias in econometric estimates of supply response.
Introduction
Storage achieves two important goals in world agriculture. First, annual crops are stored to provide food for consumption throughout the year. Second, stocks are held across years as insurance against the eects of a poor harvest. Stock-outs occur when stocks are drawn down to zero, disrupting these important functions.
At the level of the microeconomy, individuals with rational expectations speculate on the chance for future pro®ts by storing. Their behaviour has been modelled using microeconomic principles by Samuelson (1971) , Williams and Wright (1991) and Laroque (1992, 1996) among others. One conclusion of this line of research has been that stock-outs can cause price spikes and troughs. Eort has been spent discovering and describing the eect of stock-outs, but scant attention has been paid to the cause of stock-outs. This paper makes two contributions towards understanding the cause and eect of stock-outs. The ®rst contribution is to analyse the eect of market fundamentals on the probability of a stock-out. Comparative statics allow the eects of small changes to be signed, and simulations allow the magnitude of large changes to be calculated. The second contribution relates the probability of a stock-out to bias in two econometric estimators of supply response. prominent model, that of Deaton and Laroque (1992) , diers only in the way storage costs are treated. (Deaton and Laroque use a discount factor on price and a shrinkage factor on stocks, whereas Williams and Wright use a discount factor on price and a ®xed marginal cost of storage.) In this paper, the existence of a risk-neutral representative storer is assumed, and the storer is assumed to maximise the expected net present value of pro®ts: The ®rst-order condition is obtained by dierentiating V t with respect to s t . If s t b 0, then V t p t q d t ÿ ks t E t p t 1 q d t 1 ÿ ks t 1 a1 r additional terms devoid of s t , which means V t p t s t ÿ 1 ÿ s t q s t ÿ ks t E t p t 1 s t ÿ s t 1 q s t 1 ÿ ks t 1 a1 r additional terms devoid of s t . The derivative of V t with respect to s t is ÿp t ÿ k E t p t 1 a1 r. Setting the derivative equal to zero yields the ®rst-order condition for an interior maximum: E t p t 1 ÿ 1 rp t ÿ K 0, where K k1 r. If s t 0, then a corner solution occurs, and E t p t 1 ÿ 1 rp t ÿ K`0. The Kuhn±Tucker conditions account for both interior and corner solutions. They include an Euler equation (the supply of storage curve) and a complementarity condition.
Supply of storage: E t p t 1 ÿ 1 rp t ÿ Ks t 0 Complementarity: E t p t 1 ÿ 1 rp t ÿ K`0 or s t b 0.
Storage models of this type are based on the assumptions of rational expectations, in®nite planning horizons, risk neutrality, no arbitrage opportunities, no convenience yield, and negligible transaction costs (see Williams and Wright (1991) or Deaton and Laroque (1992) for a complete theoretical treatment).
System dynamics can be characterised by calculating the equilibrium relationship between price and optimal carryover stocks. Gustafson (1958a Gustafson ( , 1958b was the ®rst to use numerical methods to do so, and Deaton and Laroque (1992) proved that it can be done under general conditions. Let us denote this relationship by f s t p t . The properties of f X have been established: it is non-increasing, convex, and continuous on 0Y I. When s t 0, there is a stock-out. E t ÿ 1 p t reaches its maximum, and p t is not uniquely determined from knowledge of s t . The domain of f X can be extended to 0Y I by de®ning f 0 to be the stock-out reservation price, the minimum price needed to induce a stock-out. We denote this price by f 0 p Ã X f X and therefore p Ã are conditional on the underlying parameters and structure of the market but not conditional on the level of stocks.
The probability of a stock-out
We denote the conditional probability of a stock-out by % t Probs t 0js t ÿ 1 . We de®ne v The unconditional probability of a stock-out depends on the unconditional distribution of s t ÿ 1 . We call SX the unconditional cumulative probability distribution (cdf ) of s t ÿ 1 . S ÿ1 x s t ÿ 1 means there is an unconditional probability x of observing storage levels less than or equal to s t ÿ 1 . We let v Ã x D p Ã ÿ S ÿ1 x ÿ q e t a'q e t , and %x denote Probs t 0 j s t ÿ 1 S ÿ1 x, which equals Probv`v Ã x. We call " % the unconditional probability of a stock-out, i.e. " % 1 0 %x dx. Now we consider the eects of d , r, and ' on " %. We consider ®rst an exogenous counter-clockwise rotation of the demand curve about the mean; we represent this in®nitesimal change by d d . Let us assume for now that the supply elasticity (with respect to expected price) is zero. Taking the derivative of " % with respect to d in this manner yields
The ®rst factor, d%xadv Ã x, is positive by de®nition. The ®rst factor of the ®rst term in brackets is negative if demand is downward sloping. The second factor of the ®rst term in brackets is non-positive and the second term is also non-positive because highly elastic demand reduces the upside potential for future price movements more than it increases downside potential. The change reduces the economic incentive to store, decreases the stock-out reservation price, and shifts the stockholding cdf up. Conversely, highly inelastic demand increases the upside potential for price movements, increasing the economic incentive for agents to store and raising the stock-out reservation price.
For example, as d 3 I, there is no price uncertainty and no incentive to store; p Ã is small. As d 3 0, there is a great deal of price uncertainty and a great incentive to store; p Ã is large. Therefore, dp Ã ad d and dS ÿ1 xad d`0 . 1 Another way to look at the same eect is that stockouts are less costly to consumers when demand is elastic, pushing their stock-out reservation price lower. Conversely, stock-outs are more costly to consumers when demand is inelastic (Williams and Wright, 1991: Chapter 4) . Figure 1 1 The explicit computation of the derivatives is not possible, regardless of the functional forms chosen for the underlying behavioural model, because the solution consists of non-analytical equilibrium relationships. At some level, all comparative statics analyses are exercises in intuition, and in this case economic intuition is the only tool that can be used in signing derivatives such as dp Ã ad d . The derivative represents a¯attening of the demand curve, speci®cally a counterclockwise rotation.
elasticities, 0 and 1 . An increase in the elasticity of demand has two eects on v Ã x. First, the curve shifts up, corresponding to an increase in v Ã x conditional on a ®xed s t ÿ 1 . Second, S ÿ1 x is reduced, and a movement along the curve occurs, corresponding to a reduction in s t ÿ 1 . The upward shift is represented by the ®rst term in brackets above, D H p Ã a'q e t Á dp Ã ad d , and the movement along the curve is represented by the second term in brackets, ÿ1a'q e t Á dS ÿ1 xad d . The sum of the two changes is the total change in v Ã x. By the chain rule, the derivative of " % with respect to d is positive. In other words, the unconditional probability of a stock-out increases when the elasticity of demand increases. In the extreme, if d were in®nite there would be no chance for price to change and no one would store. The probability of a stock-out would be 100 per cent.
Let us consider next an exogenous change in the discount rate; we represent this in®nitesimal change by dr. Taking the derivative of " % with respect to r yields
The ®rst factor in brackets is negative if demand is downward sloping. The second factor is negative and the second term is non-positive because a high discount rate increases the opportunity cost of storing, reducing the economic incentive for agents to store, lowering the stock-out reservation price, and shifting the stockholding cdf up. Conversely, a low discount rate decreases the opportunity cost of storing, increasing the economic incentive for agents to store and raising the stock-out reservation price (Williams and Wright, 1991: Chapter 4) . By the chain rule, the derivative of " % with respect to r is positive. In other words, the probability of a stock-out increases when the discount rate increases. In the extreme, if r were in®nite the opportunity cost of storing would be in®nite and no one would store. The probability of stock-out would be 100 per cent.
Let us consider next an exogenous change in the standard deviation of yield shocks; we represent this in®nitesimal change by d'. Taking the derivative of " % with respect to ' yields
The ®rst factor, d%xadv Ã x, is positive by de®nition. D H p Ã is negative if demand is downward sloping. dp Ã ad' and dS ÿ1 ad' are non-negative because a high standard deviation increases the upside potential for future price movements but leaves downside potential ®xed at zero. The change increases the economic incentive to store, increases the stock-out reservation price, and shifts the stockholder cdf down. Conversely, a low standard deviation decreases the upside potential for price movements, decreasing the economic incentive for agents to store and decreasing the stock-out reservation price (Williams and Wright, 1991: Chapter 4) . In the extreme case of ' 0, there is no chance price will increase and no incentive to store. The ®rst term, then, is negative, and the second term is positive but subtracted. % with respect to ' is of ambiguous sign. This result con®rms the observations made by Lence and Hayes (1998) , who use simulations to examine the eect of uncertainty on ®rm behaviour. The direct eect of uncertainty (the third term of the derivative) is to increase the probability of a stock-out, but the indirect eect (the ®rst two terms of the derivative) is to increase the economic incentive for agents to store. The total eect, therefore, is ambiguous and can be determined only by simulations.
If supply elasticity is non-zero, then d , r, and ' also aect q e t . As d and r increase, the eects are a reduction in expected price and a corresponding decrease in q e t . When the q e t eects are considered, the signs of the derivatives of " % with respect to d and r are unchanged, and their magnitudes are increased. An increase in ' induces an increase in expected price and a corresponding decrease in q e t . The derivative of " % with respect to ' remains ambiguous.
Simulations
The simulation model assumes the following functional forms for demand and supply: The target crop size, q e t , represents the planting-time expectation of the size of the following harvest. It equals acreage times expected yield and is determined at time t ÿ 1. p r t is the rational producer's incentive price described by Williams and Wright (1991: 33±36) ; it is the expected price plus an adjustment because of the commonality of supply shocks across producers. (Results dier little when E t ÿ 1 p t replaces p r t in the supply equation.) Quantity demanded is not restricted to equal quantity supplied because storage is allowed. The elasticity of demand is d when p t 100, and the elasticity of supply is s when p r t 100; d and s are assumed constant. The random variable v t is distributed as Normal(0,1), and the crop yield standard deviation, ', is strictly positive.
Pseudo-data were generated by solving the optimal storage problem over a wide range of parameters. The base case for the underlying parameters is f d 0X20; s 0X50; ' 0X10; K 2X0; r 0X05g. Discount rates were the source of variation in storage costs, and varied between 0.00 and 0.10. The standard deviation of yield shocks varied from 0.05 to 0.30, and demand elasticity varied between 0.10 and 1.00. In each simulation 1000 observations were generated using numerical methods.
For each set of parameters, the value of " % was determined by simulating data and counting the number of stock-outs and dividing by the number of observations (1000 in every case).
2 The simulated eects on " % of changing d , r, and ' each one at a time while holding the others constant are presented in Table 1 . Elastic demand results in frequent stock-outs, con®rming the result from the previous section. For example, when d rises from 0.1 to 1.0, the chance of a stock-out rises from 12 per cent to 68 per cent. Low discount rates also result in fewer stock-outs: " % is 7 per cent when r is zero and rises to 33 per cent when r is 10 per cent. Low variability of yield shocks has the opposite eect: " % is 38 per cent when ' is 5 per cent and falls to 8 per cent when ' is 30 per cent. In this example at least, the indirect eect of uncertainty is larger that the direct eect. The total eect of increased uncertainty in this example is a reduction in the probability of a stock-out.
3. Supply response estimation
Motivation
Annual crop supplies respond to producer expectations of future crop prices. The elasticity of that supply response is important for the analysis of farm policies that aect crop prices and storage, and has been studied extensively. There are two approaches to dynamic supply response estimation. The ®rst begins with the underlying primal or dual optimisation problem and derives a supply elasticity indirectly from pro®t function or cost function parameter estimates. This approach cannot be used when cost data are unavailable. The second, less rigorous approach assumes the existence of a target supply curve and directly estimates the relationship between expected prices and target supply levels.
The second approach may be executed in a variety of ways, but two estimators are prominent: least squares (LS) and generalised method of moments (GMM). 4 The most commonly used is the LS estimator, which assumes price expectations are linear combinations of variables in the information set. LS estimators include ordinary least squares (OLS), non-linear least squares, two-stage least squares, three-stage least squares, Zellner (seemingly unrelated) regression estimators, and other variants. 5 More recently, Hansen's GMM estimation has become useful in such work. For example, Pindyck (1994) , in his study of copper futures, used GMM to estimate the parameters of the intertemporal arbitrage Euler equation. Applied econometricians often ®nd themselves choosing between LS and GMM. This section provides a review of the estimation strategies and a simulation analysis of their bias, relating it to the probability of a stock-out. 4 In the last few years maximum likelihood models have been developed to estimate fundamental parameters simultaneously with a non-parametric or semi-non-parametric representation of the optimal storage rule by embedding an in®nite horizon stochastic dynamic programming routine inside a maximum likelihood hill-climbing routine as in Fair and Taylor (1983) . Applications have been implemented by Deaton and Laroque (1995) , Glauber and Miranda (1995) , and Miranda and Rui (1997) . This computationally demanding approach has been dif®cult to implement because the curse of dimensionality limits its structural complexity. Further advances in algorithms and processor speeds may make it feasible in applied work.
Estimators

Least squares (LS)
LS assumes that expected price can be approximated well by a linear function of variables in the current information set, I t ÿ 1 . This assumption is expressed as
where p t is the price at time t, p e t is the expectation of p t formed at time t ÿ 1, e t is a random error, E t ÿ 1 represents mathematical expectations based on information in I t ÿ 1 , is a row vector of parameters to be estimated, and z t ÿ 1 is a column vector of instruments in I t ÿ 1 . The instrument vector can include any information available at time t ÿ 1, such as powers of lagged prices, stocks, and acreage.
LS imposes a subset of the restrictions implied by Muth (1961) , whose rational expectations hypothesis can be restated in the current context: If p e t is formed rationally, then e t must be uncorrelated with all information known at time t ÿ 1. If equation (1) is estimated by LS, then e t can be shown to be uncorrelated with z t ÿ 1 . However, Muth's hypothesis implies an in®nite number of additional restrictions, corresponding to the entirety of I t ÿ 1 . For completeness, z t ÿ 1 should span all predetermined variables to eliminate all possible sources of correlation. If any additional variables are correlated with e t , then p e t is not a rational price forecast, and estimates of the model's parameters may be biased.
A related problem is that of generated regressors. It is not uncommon for a price equation such as (1) to be estimated with a supply response equation in a two-step procedure. This procedure is problematic at best, and a number of researchers have investigated the bias involved. This paper does not purport to improve upon past work on generated regressor bias, but the reader is referred to the following studies, and references therein, for details: Pagan (1984 Pagan ( , 1986 ; Oxley and McAleer (1995) ; Smith and McAleer (1995) ; Gawande (1997) . Generated regressor bias is eliminated herein by estimating the price equation simultaneously with the supply response equation.
Generalised method of moments (GMM)
GMM was developed by Hansen (1982 Hansen ( , 1985 and has been reviewed by Hall (1993) and Ogaki (1993) . As applied here, it assumes that expected price, p e t , is predetermined by the supply of storage equation or Euler equation from Section 2.1:
where s t ÿ 1 denotes stocks carried over from period t ÿ 1, r is the discount rate, K is constant marginal storage costs, and 4 t is a mean-zero random variable uncorrelated with the elements of I t ÿ 1 . The sample analogue to equation (3) is the aggregator function G T X:
where T is the sample size and is the parameter vector to be estimated. The GMM estimate of , denoted Ã , is calculated numerically by minimising the following quadratic form:
where W T is a weighting matrix (Newey and West, 1987; Andrews, 1991; Hall, 1993; SAS, 1993) .
Sources of bias
GMM's generality has made it a suitable alternative to LS when estimating structural parameters, but the approaches have some common problems. First, neither LS nor GMM guides the selection of instruments, z t . In a recent study of copper futures, Pindyck (1994) uses 30 dierent instruments; it is not uncommon to use 40 or more instruments in a single estimation procedure. All relevant information is assumed to be represented by z t , but the choice of variables to include there is arbitrary. The apparent consensus is that if any variable could conceivably in¯uence expectations, it should be added to the set of instruments. In contrast to LS, GMM allows instrumental variables to be included without sacri®cing degrees of freedom or eciency. Additional instruments increase the number of moment conditions but do not change the number of parameters to be estimated. However, both LS and GMM are subject to the possible exclusion of an important element of I t ÿ 1 , and as such may be open to systematic bias. The issue of optimal instrument selection is emerging in the GMM literature.
6 Further developments could alleviate this problem. It is assumed in this analysis that instrument set is chosen appropriately and induces no bias.
Second, once z t has been chosen, there is no guarantee that its relationship to expectations will remain ®xed over time. Both methods are subject to the Lucas Critique (Lucas, 1976) when distributions of the endogenous variables are not static. For example, if the US Department of Agriculture implements a price support policy for US soybeans, the distribution of prices in the soybean market becomes truncated at the support price, causing all moments of the distribution to be state-dependent in a complicated fashion. This structural change results in biased, inconsistent hybrid estimators. A consistent estimator can be obtained only by restricting attention to data collected entirely before the price support policy was implemented.
A stock-out is like a structural change. A structural non-linearity exists because stocks cannot fall below zero. No exogenous structural change occurs, but the relevant price distribution still has high-order moments that are state-dependent. The probability of a stock-out results in biased hybrid estimators, and simulations can aid in measuring the bias.
Simulations
A variety of alternative models exist within the broad headings of LS and GMM, but for the sake of comparison the following analysis builds on Williams and Wright (1991) . Adapting Ravallion's (1985) rice model, they use simulations to investigate supply elasticity bias for two sample sizes and one set of structural parameters. Their work reveals a signi®cant downward bias in supply elasticity estimates, enough to`give practitioners pause'. They suggest that the LS estimator may be consistent because increasing the simulated sample size from 20 to 40 raised the elasticity estimate from 0.14 to 0.20 when the true parameter value was 0.30.
Williams and Wright's work in this area leads to more questions than answers: Is the LS estimator really consistent? If so, what sample sizes are large enough to justify asymptotic theory? How does the bias change with the choice of structural parameters? Might a GMM estimator fare better? Their simulation study is extended here in a systematic way to provide answers to these intriguing questions.
Econometric speci®cation
The estimator of supply elasticity provides the basis for comparison here. It is the only parameter common to the LS and GMM models. In each simulation 1000 data samples were generated by numerical methods using the functional forms from Section 2.3. Each sample size was denoted by N, with N sequential observations on price, stocks, expected production (plantings), and actual production (harvest). Data were constructed to ensure they were stationary. The starting point for each sample was randomised by dropping a series of pre-initial observations. The base case for N was 60 observations, which correspond to 60 years of data. Each model was estimated 1000 times for each set of parameters. The results are summarised in Table 2 and described in the next section.
As noted previously, LS requires instruments on the right-hand side of a price expectation equation. The price expectation equation to be estimated is p t a 0 a 1 p t ÿ 1 a 2 p 2 t ÿ 1 a 3 p tÿ2 a 4 q e t a 5 q e t ÿ 1 a 6 s t ÿ 1 e t Y E t ÿ 1 e t 0X 6
The supply equation to be estimated is
where e t is the deviation from expected price and w t is the supply shock. Equations (6) and (7) were estimated simultaneously with simulated data using Zellner (seemingly unrelated) regression. The Zellner (1962) estimator does not suer from simultaneity bias because q e t is predetermined at time t ÿ 1 and does not depend upon e t .
The GMM model that corresponds to equations (6) and (7) for comparison involves a price expectations equation (8), 7 and a supply equation (9):
Estimation of (8) and (9) was also performed using simulated data generated by the storage model from Section 2 with functional forms from Section 2.3. Comparisons between the two estimators can be made only if the instrument sets are the same. The instruments used for z t with (8) and (9) are the same as those appearing in equation (6): 1, p t ÿ 1 , p 2 t ÿ 1 , p tÿ2 , q e t , and s t ÿ 1 . 8 The two-step GMM estimator with the Parzen kernel was used (Andrews, 1991; SAS, 1993; Hanson et al., 1996) . The minimisation problem for the simultaneous estimation problem corresponds exactly to equations (4) and (5) using the Kronecker product of e t Y w t and z t .
The source of bias in these two estimators conceivably could be omitted variables, structural change, an incomplete instrument set, or stock-outs. The underlying model is known, and there are no omitted variables in equations (6)±(9). There also is no structural change in the simulated data. The instrument set is identical for the two estimators, so the only remaining cause of bias is stock-outs. The relationship between stock-outs and bias can be established by considering the simulation results. Table 2 shows how sample size aects relative bias. Bias in the LS estimator is signi®cantly larger than that in the GMM estimator at all sample sizes. Even in a sample size of 500 observations (not shown in Table 2 ), the LS estimator is still biased by nearly 50 per cent. In contrast, the GMM estimator is biased by only 20.2 per cent for a sample size of 20 and by 31.8 per cent for a sample size of 150. Bias in the LS estimator decreases as the sample size increases, but bias in the GMM estimator reaches a minimum with approximately 40 observations and increases gradually as N increases.
Results
Results from this part of the experiment tend to refute Williams and Wright's assertion that the LS estimator may be consistent. In Table 2 , the LS estimator's bias falls with sample size, but at a decreasing rate. Although this result is not proof of the LS estimator's inconsistency, its ®nite sample 7 Equation (8) is the linearised form of the Euler equation derived from the storage model. The Euler equation can be expressed as 0E t ÿ 1 p t Y p t ÿ 1 Y s t ÿ 1 0 for some function 0X, or 2 p t Y p t ÿ 1 Y s t ÿ 1 4 t for some function 2X and errors 4 t . Linearising 2X yields equation (8): p t a 0 a 1 p t ÿ 1 a 2 s t ÿ 1 e t for some set of coef®cients a i and errors e t .
8 As discussed previously, the choice of instruments is arbitrary. Hayashi and Sims (1983) suggest using lagged values of endogenous variables as instruments, but Tauchen (1986) shows that bias increases with the degree of over-identi®cation. Therefore, the number of instruments was limited to six (including the instrument 1). Two tests were conducted of the sensitivity of bias to the choice of instrument set by modifying the base case experiment in two cases by (i) dropping the p properties lend little support to the hypothesis. Similarly, the GMM estimator appears to be inconsistent because GMM bias increases with sample sizes greater than 40. The base case experiments were repeated for a sample size of 10,000 observations; bias was 47 per cent for LS and 40 per cent for GMM. These results indicate that stock-outs cause inconsistency in both estimators.
Inconsistency is especially interesting in the context of earlier rational expectations arguments, such as McCallum (1976) ; however, it is not the primary concern in applied econometrics because samples are always ®nite in practice. More important is ®nite sample bias for sample sizes commonly encountered in practical work. The following results calculate bias for samples of size 60. Table 2 shows how demand elasticity aects relative bias. The LS estimator is badly biased for all demand elasticities. In contrast, the GMM estimator is nearly unbiased for small demand elasticities and somewhat biased for large elasticities. At an elasticity of 0.10, the LS estimator bias is 54.7 per cent, and the GMM estimator bias is 6.4 per cent. In each case, the GMM estimator generates less bias than the LS estimator. Relative bias rises with the magnitude of the demand elasticity.
To generalise these results, we consider the eect of an alternate stochastic speci®cation. For example, the underlying yield shocks may exhibit substantial skewness. The results so far have assumed a multiplicative Normal distribution, but a Lognormal yield distribution, q s t q e t exp'v t , also could apply. Results dier little and are also illustrated in Table 2 . Table 2 also shows how discount rate r aects relative bias. Again, the LS estimator is signi®cantly biased for all values of r. In contrast, the GMM estimator is nearly unbiased for low values of r. For both estimators, bias rises as r rises. When r rises to 0.10, relative bias rises to 70.1 per cent for the LS estimator and 21.0 per cent for the GMM estimator. Table 2 also shows how the yield standard deviation aects relative bias. We let the standard deviation (in percentage terms) of the yield distribution be denoted '. For a sample size of 60, the LS estimator is highly biased at all levels of '. Bias in the GMM estimator falls o quickly as ' rises and is negligible for ' greater than 0.20. When ' rises to 0.30, the LS estimator is biased by 33.6 per cent, and the GMM estimator is biased by 0.4 per cent.
Relative bias in the supply elasticity estimates does not depend systematically on supply elasticity. Experimenting with dierent elasticities revealed little dierence in relative bias when the underlying supply elasticity was changed. As a result, the qualitative relationships among the underlying parameters and relative bias can be generalised over a range of supply elasticities.
The results shown in Table 2 are puzzling in isolation, but examining the points together through a common frame of reference can solve the puzzle. % and relative bias. However, if " % is less than 15 per cent, then the base case GMM estimator generates less than 10 per cent bias, which may be acceptable for some applications. The results in Table 2 derive from the behaviour described in Figure 2 . Figure 2 demonstrates that simulated relative bias rises with the unconditional chance of a stockout, that is, corrBiasY " % b 0. Less rigorously stated, dBias/d" % b 0. The relationship between bias and " % can be explained by a fundamental relationship among " %, serial correlation in prices, and the shape of the conditional price distribution. The model predicts that corr p t ÿ 1 Y p t is greatest and the conditional price distribution is most symmetric when s t ÿ 1 is large and p t ÿ 1 is low (Samuelson, 1971; Williams and Wright, 1991; Deaton and Laroque, 1992) . As a result, the estimates are least subject to bias and the probability of a stock-out is smallest when stocks are high and price is low. Therefore, the estimates should be least biased when the probability of a stock-out is smallest. Bias and the probability of a stock-out are correlated, as shown in Figure 2 . Table 2 , omitting the case where d 1X0 because they fell well right of the remaining points in the ®gure, and adding three points calculated by varying the supply elasticity (not reported elsewhere). The points corresponding to Lognormal yield shocks were also included. One point on the GMM graph in Figure 2 does not ®t the pattern well. It represents a greater than 60 per cent bias at an unconditional chance of a stock-out of roughly 38 per cent and corresponds to the base case with the yield standard deviation reduced to 5 per cent. The result is due to lack of variability in the simulated data, which generated a wide range of simulated supply elasticity estimates, with a minimum of 4.55 and a maximum of ±3.28. The yield standard deviation is the only source of randomness in the simulations.
which LS exhibits more bias than GMM, but less variance. Both distributions exhibit some positive skewness. Sampling distributions such as those in Figure 3 show GMM estimator variance to be higher than that of LS over the whole parameter space. Consequently, the GMM t-ratio test statistic was less powerful than that for LS. Further comparison can be drawn by examining the t-ratio's simulated standard deviation, which should equal one asymptotically. For a sample size of 60, the standard deviation was 1.86 for GMM and 0.80 for LS. For a sample size of 150, the standard deviation fell to 1.38 for GMM and rose to 0.86 for LS. These results are not prescriptive, but suggest that the usual t-ratios may be`too low' for LS and`too high' for GMM if the unadjusted t-tables are used. In addition, the asymptotic standard errors of the estimates were uniformly too low compared with the observed standard deviations of the simulated estimates.
10 If precise con®dence intervals are required, then bootstrapping is recommended.
Conclusion
Stock-outs were related to underlying economic fundamentals using an annual storage model with rational expectations. Comparative statics showed how small changes in the elasticity of demand, the discount rate, and the standard deviation of yield shocks could increase the frequency of stock-outs. Simulations con®rmed that an increase in the elasticity of demand or in the discount rate could increase the frequency of stock-outs. A change in the standard deviation of yield shocks, however, had opposing direct and indirect eects on the frequency of stock-outs. Simulations demonstrated over a wide range of parameters for the speci®c model considered that the indirect eect dominates the direct eect. An increase in uncertainty was shown to increase the frequency of stock-outs.
Stock-outs were also related to bias for two estimators of supply response. Williams and Wright (1991) asked whether LS is too badly biased for use in policy analysis. As a guide for future empirical analysis, this question was addressed through a simulation study of bias in the LS and GMM estimators. Simulations provided three important results. First, the GMM estimator generated less bias than the LS estimator for every set of parameters. Second, GMM was shown to exhibit minimal bias for some sets of parameters. Third, a positive relationship was discovered between relative bias and the probability of a stock-out. Bias was smallest when demand was inelastic, the discount rate was low, or the yield distribution was highly variable. In those cases, the probability of a stock-out was at its lowest.
The implication of this line of research is that stock-outs occur more or less frequently in dierent markets as a result of dierences in market fundamentals. Policy analysis is the most crucial for those markets with frequent stockouts. Yet, it is exactly those markets for which our econometric estimators are most biased. Better tools are needed for analysing markets with frequent stock-outs, and further research is indicated.
