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 1. 序論 
 











リアとし、2006 年 6 月現在で約 9700 万加入を実現している【5】。ところが、無線設備
が携帯網専用であり、また網内設備も大部分が専用設備のため、大規模化及び経済化に
は限界がある。一方、家庭や企業用に普及している無線 LAN 技術(IEEE 802.11a/b/g/n) 
【18】の応用により、最大通信速度の高速化(11n で 100Mbps 以上)、低価格な市販無線設
備の部品流用による公衆無線設備コストの低減、また、網設備を固定網と共有すること
による網コストの低減、が実現され、高速・低価格な公衆無線 LAN サービスが、特に北







 また、128 ビットのアドレスを使用可能な IPv6 関連の標準化が進み、膨大な数の端
末を IP ネットワークに接続する基本技術がそろいつつある。現在の IP 通信は、ヒト対
ヒトまたはヒト対モノ(サーバ)との通信が主流であるが、今後はモノ対モノの通信に拡
大すると思われる。既に、主にヒトが操作する携帯電話、PC、 PDA 等の端末に加え、ヒ








キテクチャ (以下スケーラブルアーキテクチャ)が必要である。図 1-1 に目的とするモバ
イルネットワークの外部条件を示す。 
ユビキタスサービスを実現するモバイルネットワーク技術としては、無線メディアに
独立でかつ IP より上位のレイヤに対しては移動を隠蔽可能な IP モビリティ技術【17】
【19】の適用が望ましい。IP モビリティ技術は、マクロモビリティ技術と、シームレス・
ハンドオーバ技術で構成し、両者の組み合わせによりシームレスな IP 通信サービスを実











約 7 倍(約 70 億)の端末数までスケーラブルに 1 システムに収容可能であること示す(課
題 1)。 
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図  1-1 目的とするモバイルネットワークの外部条件 
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 1.2. 要求条件と課題 















課題 1 スケーラブルな大規模リアルタイム分散データベースアクセス技術の明確化 








 1.3. 論文の構成と各章の概要 
本論文は、上記で述べたサービス連続技術に関する研究成果をまとめたものである。
2 章以降の概要を以下に示す。 
1.3.1. 第 2 章の概要 




プロトコルとしては、モバイル IP、LIN6(Location Independent Networking for IPv6)、







ース(以下 DB)は、主記憶装置(メモリ)内にデータを格納するインメモリ DB の適用が望
ましいが、現状の市販ハードの適用を考慮すると、主記憶容量及びプロセッサ性能の制







































































 2. IP モビリティ技術の課題 













具体的なプロトコルとしては、モバイル IP【16】【17】、LIN6(Location Independent 
Networking for IPv6) 【2】、(以上 IP レイヤでのモビリティ技術)、 SIP(Session 




(Home Address: HoA)を使用する。モバイル IPv6 の基本動作の概要を図 2-1 により以下
に説明する。なお、端末には、移動管理サーバ(Home Agent: HA)と同じサブネットに属
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 し端末が移動しても継続して使用するアドレス(Home Address: HoA)を、事前に割り当て
ておく。 
① 端末が HoA と異なるサブネットに移動すると、端末は移動先で得た IP アドレス
(Care of Address: CoA)と HoA との対応を HA に登録する。 
② 通信相手端末(CN)は、常に端末の固定アドレス(HoA)宛にパケットを送信する。 
③ HA は HoA アドレス宛のパケットを移動端末に代理して受信すると、受信したパケ
ットを HoA に対応する CoA 宛(図では CoA1)に IP in IP でカプセル化して転送す
る。 
④ 端末は HA から受信したパケットをデカプセル化し CN 発 HoA 宛パケットを得る。 
⑤ 端末が移動すると移動先から得た CoA(図では CoA2)を HA に転送する。 
⑥ CN は、端末が移動しても常に端末の固定アドレス(HoA)宛にパケットを送信する。 
⑦ HAは HoAアドレス宛のパケットをCoA2宛に IP in IPでカプセル化して転送する。 
⑧ 以上により、端末のアプリケーションから見ると常に固定の IP アドレス(HoA)を
用いて、移動しても通信を継続する。 
 
図  2-1 モバイル IPv6 の動作概要 
移動管理サーバ
(Mobile IP 
Home Agent (HA) )


































































































































スト形方式(方式 B)の 2 つの方式を比較している。まず、両者について個々のモジュー
ルが具備する主記憶の容量やプロセッサの処理容量から決まる所要モジュール数の定量
評価を行い、方式 A では主記憶上に DB と宛先 DB 決定表を保持する必要があるため端末
数の増加に応じて宛先 DB 決定表のサイズが増加し DB 領域を圧迫し全て食いつぶしたと
ころで所要モジュール数が無限大に発散してしまうこと、一方、方式 B ではアクセス要
求を受信したモジュール内にアクセス先のデータを持たない場合でも他の各モジュール

























 2.2. シームレス・ハンドオーバ技術  
2.2.1. シームレス・ハンドオーバ技術の概要 
シームレス・ハンドオーバ技術とは一般に、移動端末が移動先で使用する IP アドレ












り実現方法が異なる。IETF では FMIPv6 の検討が最も先行し、既に experimental RFC【19】





端末からの指示により端末宛のパケットを移動先の IP アドレス(図では CoA2)宛
パケットに IP in IP デカプセル化して送信する。 
③ 移動先のアクセスルータ(図では AR2)は CoA2 宛のパケットを受信すると、端末が






以上の処理により、移動後の AR と MN 間の IP レイヤ手順を削減し高速ハンドオーバを実
現、またハンドオーバ中に AR2 でパケットをバッファすることで、スムーズハンドオー
バを実現する。モバイル IP と組み合わせた場合、HA への位置登録は、MN と AR 間のハン


































供する場合、多数の AR に一斉に機能追加が必要である。また FMIP では AR 間の連携が必
要なため、様々なメーカ・機種の AR 間で相互接続が確認されている必要がある。以上 2
点はサービス導入時に障壁になる可能性があり問題である。また、FMIP では AR 間でパ
ケットを転送する機能があるが、悪意端末によるなりすましを防ぐためには MN と AR 間
 14
 の FMIP 信号についてユーザ認証を行う必要がある。ところが、ハンドオーバ毎に FMIP
信号を終端する装置(AR)が変更になるため、ハンドオーバ時間を長くせずにユーザ認証
で使用するセキュリティアソシエーション(Security Association: SA)を、NAR と MN 間
に設定する方法が課題である。本課題への対策案についてはいくつかの方法【D3】【21】
が提案されているが、処理量が重い、特定の認証方法に依存しているなどの問題があり


















また、モバイル IP における位置登録時間を短縮する観点で、モバイル IP 技術を拡張
した階層化モバイル IP(Hierarchical Mobile IP: HMIP)が Mipshop WG で検討されてい
る【24】。HMIP では、MN の広域な移動はホームエージェント(Home Agent: HA) 【17】で
管理し、MN のローカルな移動は、MN の近辺にあるモバイルアンカーポイント(Mobile 
Anchor Point: MAP) で管理することで、MAP の近辺で MN が移動する場合は、標準のモ
バイル IP 技術に比べて MN の位置登録に要する時間を短縮する。さらに、MAP において、
ハンドオーバ中に MN 宛パケットをバッファすることで、ハンドオーバ中のパケットロス
 15







場合、網内装置で MN の通信相手端末になりすまして MN にパケットを再送することで、
通信相手端末における TCP 輻輳制御機能(スロースタート)の発生を抑止し、TCP スルー
プットの低下を防止する提案がある【26】。本提案をモバイル IP の HA に適用することで、
AR に機能を追加せずにハンドオーバ時の TCP スループットの低下を防止可能であるが、
TCP 以外のトランスポート層プロトコル(UDP や IPsec トンネル)への対応は出来ない。ま
た、ハンドオーバ時間を短縮する機能については、考慮されていない。 
さらに、L2 接続時間を短縮する観点で、無線 LAN の設定値を最適化する検討がある
【27】。L2 接続時間は、接続可能な AP を探索するために各無線チャネル(以下 ch)で Probe
信号を送信し AP からの応答を待つ処理(以下 AP サーチ処理)が支配的であるが、従来の
無線 LAN 製品では、AP の使用率が 1 に近くても、確実に応答を受信できるように、probe
の応答待ちタイマ(MaxChannel Time)を 100ms～数 100ｍｓに設定している例が多い。と
ころが、無線 LAN セルを連続して配備する場合は、使用率の高い AP の応答を待って、ハ
ンドオーバ時間が長くなるよりは、使用率の低い(応答時間の早い)AP を選択し、高速に
ハンドオーバを実現した方がサービス品質がよいと考えられる。このため、文献【27】
では AP の使用率と probe への応答時間の関係を解析し、802.11b の場合で応答待ちタイ
マは 10ms 程度が最適値であることを示している。ところが、無線 LAN では複数の ch を
使用可能(例えば 802.11b の場合、日本国内では 14ch 使用可能)であるため、サービスエ


































いる。従来、分散された DB へのアクセス方式案として、ネットワークから受信した DB
アクセス要求を宛先のDBへ転送するユニキャスト形方式(方式 A)とマルチキャストで届












と方式 D の適用範囲を定量的に示す。 
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 3.1. 検討の背景 
携帯電話や PHS 等のユビキタスサービスが拡大を続けている【4】。携帯電話の契約数
は、2006 年 6 月末時点で 9700 万台を上回っている状況である【5】。これらのサービス
は、公衆電話網(PSTN：Public Switched Telephone Network)をベースとする高度インテ
リジェントネットワーク(AIN：Advanced Intelligent Network)【6】によって実現され
ている。最近では、インターネットの著しい進展と相俟って、IP 網にも拡大することを




PHS サービスで約 400B)必要となる。現在の IP 通信は、ヒト対ヒトまたはヒト対モノ(サ
ーバ)との通信が主流であるが、今後はモノ対モノの通信に拡大すると思われる。既に、




以上の端末を収容可能な大規模 DB が必要になると考えられる。 





上の制限が発生する。2006 年現在では、市販ハイエンドサーバ(例：Dell PowerEdge 2900、 
HP ProLiant DL580 G4)の最大主記憶容量は 3.6 節に示すように 48GB～64GB 程度である。
これら容量を前提とした場合、DB が大規模になるに伴い、それを 1つの主記憶装置には
収容しきれない状況となる。また、DB アクセス時の所要プロセッサ性能の観点からも、












 3.2. 各節の概要 




















































図  3-1 ユビキタスネットワークにおける移動端末と移動管理サーバの接続関係 
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 3.3.2. 分散形サービス制御プラットフォーム  
(1)ネットワーク構成 
ユビキタスサービスの今後の需要拡大を考慮した場合、サービス制御ノードにおいて








(ii)モジュール分散形単一大規模ノード構成方式：     


















(i) Multiple nodes each of which has its own DB



























の復旧を可能とするために DB のバックアップ用に二次記憶装置を配備する。 
IMCI
CPU
Mi   (1≦i≦n): DB management modules 
DBi(1≦i≦n): Distributed databases





NAC : Network Access Controller
CPU : Central Processing Unit












































図  3-4 モジュール間通信方式 
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 3.4. 問題の所在とアプローチ方法 
本節では、分散形サービス制御プラットフォームのモジュール間通信方式として従来
提案されている 2 方式について方式上の問題点を概観するとともに、両者の問題点を同







 方式 A は DB アクセス要求を受信したモジュールから目的のモジュールへユニキャ
ストする。図 3-5 に方式 Aのデータベース検索シーケンスを示す。 
(a) ネットワークは任意のモジュール(ここでは M1)に DB アクセスを要求する。 








宛先 DB 決定表の構成は、以下の 2 案が考えられるが、本論文では以下の考察から、
案 2を前提とする【12】。 
 
案 1：端末 ID の上位ビットあるいは、数値の範囲により、振り分け先の DB を管
理する。 




このため、端末 ID の空間の中で、使用される ID は離散的であり、かつ、
サービスへの登録・削除は端末単位、またその頻度は、従来の通信サービ
ス(固定電話、携帯など)に比べ高いと予想される。そこで、各 DB の負荷の








一方、方式 B は、DB アクセス要求を受信したモジュールからマルチキャスト通信を
行い、各受信側モジュールではアクセス先のデータが自分の保持する DB 内に存在するか
否かを判断する。図 3-5 に方式 Bのデータベース検索シーケンスを示す。 









トフォーム全体(n モジュール分)に加わる DB アクセス要求を処理することとなり、プラ













Method A：Unicast to selected  DB 
Method B：Multicast to all DBs













図  3-5 従来方式の動作概要 
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 3.4.2. アプローチ方法 
前述したように、従来提案された 2 つの分散 DB アクセス法には主記憶容量を圧迫す
る問題またはプロセッサ処理容量を圧迫する問題が内在するため、目標とする 30 億端末
収容まで十分なスケーラビリティを確保できない(両方式のスケーラビリティについて





アクセス頻度(トラヒック)を K、各ユーザへのアクセス頻度についての順位を m とする
時、おおよそ 
 





























































































 (2) 主記憶容量制限低減のための機能分散 
同一モジュール内に宛先 DB 決定表と DB を持つ構成では、収容端末数が増大し宛先
DB 決定表のサイズが主記憶容量のサイズに近づいた場合、所要モジュール数が発散して





3.5.1. 方式 C(ハイブリッド方式) 
提案する方式 C では、DB を管理する各モジュールの主記憶装置上に、全端末(X)の中で
アクセス頻度の上位から S*X(0<S<1)番目までの端末と当該端末の DB を保持するモジュ
ールとの対応関係を記録する限定した「宛先 DB 決定表」を用いる点が特徴である。本論
文中では、パラメータ S を宛先 DB 決定表登録率と呼ぶこととする。 
図 3-7 に本方式のデータベース検索シーケンスを示す。 
(a) ネットワークは任意のモジュール(ここでは M1)に DB アクセスを要求する。 



















Method C: Hybrid of Method A and B

















 3.5.2. 方式 D(ハイブリッド機能分散方式) 
提案する方式 D は、「宛先 DB 決定表」を管理する振り分けモジュールと、DB 管理モ
ジュールの 2 種類のモジュールに機能を分割する。宛先 DB 決定表は、全端末(X)の中で
アクセス頻度の上位から、主記憶装置の容量を超えないまでの端末と当該端末の DB を保
持する DB 管理モジュールとの対応関係を記録する限定した「宛先 DB 決定表」を用いる
点が特徴である。 
図 3-8 に本方式のデータベース検索シーケンスを示す。 











宛先 DB 決定表は、DB と同一モジュールには搭載しないため、収容端末数が増大時の
主記憶容量の圧迫の程度は、方式 C に比べさらに緩和することが期待される。 
また、マルチキャスト通信は、アクセス頻度が低い端末に対する DB アクセス要求に
ついてのみ行うが、方式 Cに比べ宛先 DB 管理表のエントリサイズを大きくすることがで
きるため、モジュール間通信の処理も方式 C ほどには増加せず、処理容量の圧迫の程度








図  3-8 提案方式 D(ハイブリッド機能分散方式) 


















 3.6. 方式 C の評価 
本節では、分散形サービス制御プラットフォームが収容する端末数に対し必要とされ
るモジュール数を方式 A、方式 B、方式 Cの 3方式について評価し、方式 Cの有効性を明
確にする。 
3.6.1 項では、方式 A、B、Cを定量的に比較し、方式 Cが方式 A、 B それぞれの主記
憶容量による制限やプロセッサ処理容量による制限を同時に改善可能なことを示す。
3.6.2 項及び 3.6.3 項では方式 C で導入した方式制御パラメータの特徴について分析を
示す。3.6.4 項では、現状の市販サーバハード仕様を前提に方式 Cが目標とする 30 億端
末まで、分散形サービス制御プラットフォームをスケーラブルに構成可能であることを
定量的に示す。 
なお、3.6.1 項～3.6.3 項の評価は 2002 年に実施しているため、当時の代表的な市販
サーバ(Ultra Spark4：主記憶容量 4GB、プロセッサ 400MHz)の適用を想定し、主記憶容
量中データベースとして 3GB 使用可能、通常運用時の DB 処理に使用可能なプロセッサ性
能(OS のオーバーヘッド、保守処理、繁忙時処理のためのマージンなどを除く)として
50MIPS と仮定して定量評価を行っている。2006 年現在、代表的な市販サーバのスペック
は表 3-1 に示すように、主記憶容量は最大で 64GB、プロセッサ 3GHz～3.7GHz(2 プロセ
ッサ)であり、2002 年時に前提としたハードスペックに対して、大きく向上している。 
そこで、3.6.4 項では、これらスペックを参考に、64GB の主記憶容量中 60GB を DB に
使用可能と仮定、また、DB 処理に使用可能なプロセッサ性能は 1000MIPS と仮定し、方
式 Cのスケーラビリティの範囲を評価する。 
なお、3.6.1 項～3.6.3 項の評価では、使用可能な主記憶容量とプロセッサ性能はと










 表  3-1 2006 年 9 月時点の市販サーバハード仕様例 
メーカ 機種名 プロセッサ 最大主記憶容量
(メモリサイズ) 
 

















































  ｘ［×106端末/ノード］：プラットフォーム当たりの収容端末数  
  α［B/端末］  ：端末当たりのデータサイズ 
  β［B/端末］  ：宛先 DB 決定表におけるデータエントリサイズ 








(a)方式 Aの所要モジュール数  MMAN
 端末プロファイルデータの保持に必要な容量と宛先 DB 決定表の保持に必要な容量
との合計がγ[GB]以下である必要があるため、次式のようになる。 









−≥∴  ・・・・・・・・・・・・・・・・・・・・・・・・(3) 






(b)方式 Bの所要モジュール数  MMBN
 方式 B では、各モジュールの主記憶が収容端末数分のデータを収容できれば十分で






αxNMMB ≥∴   ・・・・・・・・・・・・・・・・・・・・・・・・・(5) 
 
(c)方式 Cの所要モジュール数  MMCN
 方式 C では、全収容端末の S 倍の端末のみ宛先 DB 決定表で管理する。よって、次
式のようになる。 
 









−≥∴    ・・・・・・・・・・・・・・・・・・・・・・(7) 
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γx [×106](γ=3GByte、β=20Byte)において無限大に発散する。図 3-9 より、








一方、方式 C は両者の中間の特性を示す。特に、S=0.1 程度とすると、方式 Bに近い
特性を示す。
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s = 0.1s = 0.3
Method A
Method CMethod C













α: data size per user (400 B)
β: data size per management table entry (20 B)
γ: available main memory size (3GB)
 





 (2) プロセッサ処理容量制限 
次に、プロセッサの処理容量から決まる所要モジュール数について評価する。 
(2-1)モジュール内の処理フロー 







































Search the table for destination DB
(Dd0 *log2Sx steps)
found a module 
name
(Probability is T)

















Flow of method A:
Flow of method B:
Flow of method C
and method D:                   or































x［×106端末／ノード］  ：ノード当たりの収容ユーザ数 
ρ ［×106命令／秒］  ：通常時の DB 処理に使用可能なプロセッサの 
MIPS(Mega Instructions Per Second)値 
λ (x)［トランザクション／秒］ ：ネットワークから加わるトランザクション 
(DB アクセス要求)の発生率 
 





 ( ) νλ ××=
100
0.005xx  





(a)方式 Aにおけるノード内所要モジュール数  PRAN
 
 


























 (b)方式 Bにおけるノード内所要モジュール数  PRBN
 
 




















20 log32 ・・・・・・・・(10) 
 
(c)方式 Cにおけるノード内所要モジュール数  PRCN
方式 Cでは、、宛先 DB 決定表により宛先 DB を決定した場合(確率 T)は、ユニキャスト
通信により特定の DB モジュールに DB 検索を要求し、宛先 DB 決定表で宛先 DB を決定で
きなかった場合(確率(1-T))に、マルチキャストにより全 DB モジュールに DB 検索を要求
する。よって、以下の式に従う。 
 


















2020 log)1(3)1(log2    
        ・・・・・・・・・・・(11) 
 
















CKdm ・・・・・・・・・・・・・・・・・・・・・・・ (12) 






























KdmT ・・・・・・・・・・・・・・ (13) 
 
ここで が十分大きいことから、 と仮定すると、パラメータ Tと宛先 DB 決
定表登録率 S の関係は式(14)に従う。なお、T(S=1)=1 が方式 Aに、T(S=0)=0 は方式 Bに
一致し、0<T<1 (0<S<1)が方式 C に該当する。 
x 121 >>−Cx
 



























20 40 60 80 100 120 140 160 180 200
ρ: available processing capacity (50 MIPS)
C2: constant of Zipf’s equation (0.7)
Ds: steps to receive or send data to the network (8,000)
Dd0: steps to search management table (50) (Binary search)
Du0: steps to search database (50) (Binary search)
Dc: steps to receive or send data to the modules (2,000)
Da: steps to access database (5,000)













number of users accommodated (X) [106]



















図  3-11 プロセッサ性能制限による所要モジュール数 
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方式 A および方式 B の場合、所要モジュール数 NA及び NBは式(15)及び式(16)で求め
ることができる。 
 
NA=Max{NMMA(x, S), NPRA(x, S, T(S))} (S=1) ・・・・・・・・・・・・・・・(15) 
NB=Max{NMMB(x, S), NPRB(x, S, T(S))}} (S=0) ・・・・・・・・・・・・・・ (16) 
 
一方、方式 C の場合は、所要モジュール数 Nｃが宛先 DB 決定表登録率 S(0<S<1)  に依
存し、次式(17)を満たす S の値(これを Sr とする)の時に所要モジュール数 Ncが最適に
なる。 
 




NC = NMMC(x, Sr(x, C2)) = NPRC(x, Sr, T(Sr, C2)) ・・・・・・・・・・・・・(18) 
 
図 3-12 に 3 方式の所要モジュール数を示す。方式 Cでは偏り係数 C2=0.7 とした場合
のグラフを示しており、同図には最適パラメータ値 Sr のグラフも付記している。図 3-12
に示すように、方式 Cにおいて宛先 DB 決定表登録率 S を最適に選ぶことにより、所要モ
ジュール数を従来の方式 Aや方式 B よりも大幅に削減することができる。図 3-12 の計算
例では、方式 C の場合、収容端末数 Xが 20[×106]から 200[×106] (10 倍)の範囲で、所
要モジュール数は約 3～43(約 10 数倍)であり、収容端末数にほぼ比例して配備すればよ
い。 
以下にそれぞれの方式の性能限界について考察する。方式 Aでは主記憶容量の制限の
方がきびしいため、所要モジュー数は式(15)における NMMA(x, S)の値から決まる。方式 A
の性能限界は、収容端末数の増加に伴って宛先 DB 決定表のサイズが拡大していき丁度主
記憶装置の容量に一致する点であり、具体的には x=150[x106]となる(図 3-9 参照)。 
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 また、方式 B では、プロセッサ処理容量の制限の方がきびしいため、所要モジュール
数は式(16)における NPRB(x, S, T(S))の値から決まる。方式 B の性能限界は、端末数の増
加に伴って各モジュール内のプロセッサ処理量が増加していき丁度プロセッサの処理容
量に一致する点であり、具体的には式(10)においてＮPRB を∞にした時の左辺(即ち、
( ) cDxλ となる)がρに一致する所のｘの値であり、式(10)より、 






[×106] ( 2000,3,50 === cDMIPS νρ ) 
よって、約 170[×106]端末の点となる。 
これらに対し、方式 Cでは端末数の増加に対し、常に最適な制御パラメータ値 Sr(ｘ)
を適用することにすると、その限界は方式 A や方式 B よりも大幅に緩和する。即ち、方
式 Cの限界は、端末数の増加に伴って宛先 DB 決定表のサイズが主記憶容量に一致し、同
時に各モジュールのプロセッサ処理量がプロセッサ処理容量と一致する点で起こりえ














































































図  3-12 方式 A、B、Cの所要モジュール数 
(主記憶容量 3GB、プロセッサ性能 50MIPS 時) 
 
  
3.6.2. 方式 Cの宛先 DB 決定表登録率 S について 
(1) 収容端末数 Xと Sr の関係 
方式 Cにおいて、偏り係数 C2=0.7 と固定し収容端末数 Xを変化させたときの、宛先 DB





NMMCは S が小さいほど増加率が大きく、NPRCは S が 1 に近いほど増加率が大きい。本計算
モデルでは、X が小さい場合(約 50(×106)以下)、Sに依存せず NMMC>NPRCになるため、Xが
増加するにつれて交点(NC, Sr)は 0 から増加する。また X の増加に対する NCの増加率は
下に凸であり、Xの増加に対する Sr の増加率は上に凸になる(図 3-12 参照)。 
 
(2) 偏り係数 C2変動に対する対策 




収容端末数=1.0*108固定とし、偏り係数 C2を変化させたときの、宛先 DB 決定表登録
率 S と NMMC及び NPRC の関係を図 3-14 に示す。NMMCは式(7)に、NPRCは式(11)に基づいてい
る。NMMCと NPRCの交点が、それぞれの偏り係数 C2に対応する式(17)と式(18)の解(Nc, Sr)
である。図 3-14 に示すように、偏り係数(C2)が 0.55～0.95 の範囲において所要モジュ
ール数は 14～16 であり、大きな差がない。   
トラフィック変動によるデータベース検索性能の低下を防止するためには、宛先 DB
決定表登録率Ｓの値(従って宛先 DB 決定表の大きさ)は、想定する偏り係数 C2の値に対
応する Sr に比べ、余裕を持った値に設定することが望ましい。IN におけるフリーダイ
ヤルサービスのトラフィック実測値を考慮すると、3.4.2 項(1)に示すように偏り係数
C2=0.7～0.8 程度になると考えられる。C2=0.7 とおくと、NC=15、Sr=0.16 になる。実際の
設備では 16 台のモジュールを配備すると仮定すると、S=0.25 (主記憶容量の制限で収容
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NMMC:X=80, 120, 160, 200 [106]
NMMC:X=100, 140, 180 [106]
NＰＲC:X=80, 120, 160, 200 [106]
NＰＲC:X=100, 140, 180 [106]











































































































3.6 節の冒頭で述べたように、3.6.1 項～3.6.3 項の評価では、2002 年当時の代表的
な市販サーバ(Ultra Spark4：主記憶容量 4GB、プロセッサ 400MHz)の適用を想定し、γ(主
記憶装置中データベースとして使用可能な容量)=3GB、ρ(通常時に DB 処理に使用可能な
プロセッサ性能)=50MIPS と仮定して定量評価を行っている。 
一方、表 3-1 に示した 2006 年現在の代表的な市販サーバハードでは、主記憶容量は
最大で 64GB、プロセッサ 3～3.7GHz(2 プロセッサ)であり、2002 年時に前提としたハー
ドスペックに対して、大きく向上している。 
3.6.1 項～3.6.3 項の評価は現状の市販サーバハードを用いても、定性的には普遍で






 (1) 評価結果 
図 3-15 に 3 方式の所要モジュール数を示す。本評価では、γ、及びρについて、以
下の値を使用した。 
γ=60GB          : DB で使用可能な主記憶装置の容量 
ρ=1000MIPS      : 通常時の DB 処理に使用可能なプロセッサの 
MIPS(Mega Instructions Per Second)値 
 
評価に用いた計算式及びそれ以外のパラメータの値は図 3-12 の評価と同一である。 
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α: data size per user (400 B)
β: data size per management table entry (20 B)
γ: available main memory size (60GB)
ρ: available processing capacity (1000 MIPS)
C2: constant of Zipf’s equation (0.7)
Ds: steps to receive or send data to the network (8,000)
Dd0: steps to search management table (50) (Binary search)
Du0: steps to search database (50) (Binary search)
Dc: steps to receive or send data to the modules (2,000)
Da: steps to access database (5,000)
ν: transactions / call  (3)
図  3-15 方式 A、B、Cの所要モジュール数 
(主記憶容量 60GB、プロセッサ性能 1000MIPS 時) 
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 (2)考察 
(i) 方式 Cのスケーラビリティの範囲について 
図 3-15 の計算例では、方式 C の場合、収容端末数 Xが 0.4[×109]から 4[×109] (10
倍)の範囲で、所要モジュール数は約 3～46(約 15 倍)であり、収容端末数にほぼ比例し
て配備すればよいことが分かる。これより、現状の市販サーバハード途方式 C の組み合
わせにより、目標とする 0～30 億端末までのスケーラビリティを実現可能と考えられる。 
 
(ii) 図 3-12 との比較に関する考察 




では、図 3-12 の 20 倍の端末を、図 3-12 の所要モジュール数と同数のモジュールで収容
可能である。 
方式 B の所要モジュール数は、式(10)のプロセッサ性能制限で決定する。1 トラン
ザクションあたりで必要な処理量に注目すると、各 DB を検索する処理量が収容端末数の
対数で増加するため、1 モジュールあたりで収容可能な収容端末数は、使用可能なプロ
セッサ性能に比例して増加しない。このため、図 3-15 において、図 3-12 の 20 倍の端末
収容するためには、図 3-12 の所要モジュール数よりも多いモジュールが必要である。た
とえば、図 3-12 で、0.8 億端末を約 25 モジュールで収容しているが、図 3-15 では 16
億端末(20 倍)の収容には、約 30 モジュール(1.2 倍)必要になっている。 
一方、方式 C の所要モジュール数は、主記憶容量制限により決定する所要モジュー
ル数と、プロセッサ容量制限により決定する所要モジュール数が同一になるように最適
パラメータ値 Sr を調整することで決定する。このため、図 3-15 において、方式図 3-12
の 20 倍の端末収容するためには、図 3-12 の所要モジュール数よりもやや多いモジュー
ルが必要であるが、方式 Bにくらべると増分が少ないことが分かる。たとえば、図 3-12
で、1.6 億端末を 30 弱のモジュールで収容しているが、図 3-15 では 32 億端末(20 倍)
を、30 強のモジュール(1.03 倍)で収容しており、ほとんど増加していない。  
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 3.7. 方式 D の評価  
本節では、分散形サービス制御プラットフォームが収容する端末数に対し必要とされ
るモジュール数を方式 D について評価し、方式 C との比較により方式 D の適用範囲を明
確にする。なお、本節の評価では、2006 年現在の代表的な市販サーバの適用を想定し、
主記憶装置中データベースとして 60GB、通常時の DB 処理に使用可能なプロセッサ性能
を 1000MIPS と仮定して定量評価を行っている。 
3.7.1. 各種モジュールの所要数評価  











  ｘ［×106端末/ノード］：プラットフォーム当たりの収容端末数  
  α［B/端末］  ：端末当たりのデータサイズ 
  β［B/端末］  ：宛先 DB 決定表におけるデータエントリサイズ 





(a)方式 Dにおけるノード内所要振り分けモジュール数  MMDmN
方式 Dの振り分けモジュールは、宛先 DB 決定表を搭載し DB は搭載しない。 
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βxNMMDm ≥     ( γβ <x )・・・・・・・・・・・・・・・・・(19) 
1≥MMDmN          ( γβ ≥x )・・・・・・・・・・・・・・・・(20) 
 
(b)方式 Dにおけるノード内所要 DB モジュール数  MMDdN
端末データを保持する DB に使用可能な容量がγ[GB]以下であるため、次式のように
































方式 A、B、C の評価と同一の以下のパラメータを使用する。 
 
x［×106端末／ノード］  ：ノード当たりの収容ユーザ数 
ρ ［×106命令／秒］  ：通常時の DB 処理に使用可能なプロセッサの 
MIPS(Mega Instructions Per Second)値 
λ (x)［トランザクション／秒］ ：ネットワークから加わるトランザクション 
(DB アクセス要求)の発生率 
 














(a)方式 Dにおけるノード内所要振り分けモジュール数  PRDmN



















憶装置に搭載可能な分のみ宛先 DB 決定表で管理を行う。 
従って、Sの値は以下の式に従う。 










(b)方式 Dにおけるノード内所要 DB モジュール数  PRDdN
方式 D は、方式 C 同様、宛先 DB 決定表により宛先 DB を決定した場合(確率 T)は、ユ
ニキャスト通信により特定の DB モジュールに DB 検索を要求し、宛先 DB 決定表で宛先
DB を決定できなかった場合(確率(1-T))に、マルチキャストにより全 DB モジュールに DB
検索を要求する。よって、以下の式に従う。 










x )1()1( ・・・・・・・・(29) 

















T = 1              (x< β
γ
)・・・・・・・・・・・・・・・・・・・・・(31) 




















評価結果を図 3-16 に示す。 
主記憶容量制限による所要数(NMMDm)は、収容端末数が 0 から増加すると宛先 DB 決定
表のサイズが主記憶容量に一致する 30 億端末(3x109)まで線形に増加し、以後 1 固定と
なる。 
プロセッサ処理容量制限による所要数(NPRDm)は、収容端末数の増加に対して線形に増
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α: data size per user (400 B)
β: data size per management table entry (20 B)
γ: available main memory size (60GB)
ρ: available processing capacity (1000 MIPS)
C2: constant of Zipf’s equation (0.7)
Ds: steps to receive or send data to the network (8,000)
Dd0: steps to search management table (50) (Binary search)
Du0: steps to search database (50) (Binary search)
Dc: steps to receive or send data to the modules (2,000)
Da: steps to access database (5,000)





















図  3-16 振り分けモジュールの所要数 
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 (3-2)所要 DB 管理モジュール数 
評価結果を図 3-17 に示す。 
主記憶容量制限による所要数(NMMDd)は、収容端末数の増加に対して線形に増大する。 
プロセッサ処理容量制限による所要数(NPRDd)については、収容端末数が 0 から増加す
ると宛先 DB 決定表のサイズが主記憶容量に一致する 30 億端末(3x109)まで線形に増加
し、以後増加率が増大し所要数は発散していく。 
増加率が増大する理由は、以下の 2 つである。 
・ 収容端末数が30億を超えると一部の端末についてはDBアクセスがマルチキ
ャストになるが、ユニキャストに比べてマルチキャストの DB 管理モジュー
ル側の負荷合計は DB モジュール数に比例するため。 
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α: data size per user (400 B)
β: data size per management table entry (20 B)
γ: available main memory size (60GB)
ρ: available processing capacity (1000 MIPS)
C2: constant of Zipf’s equation (0.7)
Ds: steps to receive or send data to the network (8,000)
Dd0: steps to search management table (50) (Binary search)
Du0: steps to search database (50) (Binary search)
Dc: steps to receive or send data to the modules (2,000)
Da: steps to access database (5,000)




















図  3-17 DB 管理モジュールの所要数 
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 3.7.2. 所要モジュール数総計の評価 
図 3-18 に 4方式の所要モジュール数を示す。方式 A、B、C は図 3-15 と同一である。




方式 C と比較すると、30 億端末以下では、方式 C の方が方式 D に比べモジュール数
が少ない。0～30 億近辺の拡大図を図 3-19 に示す。端末数が 0～20 億近辺まででみると、
方式 Dの所要モジュール数は、方式 Cにくらべ 50～30％程度多く必要である。端末数が
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 3.7.3.  主記憶容量及びプロセッサ性能の使用率と所要
モジュール数の関係に対する考察 






率を、図 3-20 に示す。 




は、約 49％で一定になっている。これは、この領域では DB 検索を全てユニキャストで
実施するため、DBアクセス一回あたりの必要な処理量がほとんど変わらないためである。
(厳密には、端末数が増大すると 2 分木検索を実施する回数が増加する。ところが、図
3-15 に示すように、1 回の 2 分木検索あたりのステップ数を 50 step と見込むため、網
側の送受信処理のステップ数 16k step に比べ非常に小さい。また 2分木検索回数は端末
数に対して対数で増加するため、端末数がたとえば 32 倍になっても、1トランザクショ
ンあたりの 2 分木検索で増加するステップ数は高々250 step 程度である。このためほと
んど影響はない)  
端末数が 30 億を越えると、振り分けモジュール及び DB 管理モジュールはともに主記
憶容量を全て使用する(使用率 1)。プロセッサ使用率については、徐々にマルチキャス
































図  3-20 方式 Dの主記憶装置及びプロセッサ使用率 
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を確保できることを定量的に示した。方式 D については、方式 C に比べさらに幅広い範
囲でスケーラビリティを確保できることを示した。また現状の市販サーバの主記憶容量
及びプロセッサ性能を前提とした場合、所要モジュール数の観点で、約 30 億端末までは















(1)物品の設備に必要な費用   





















0b x ( )xCm は、次式となる。 








mm ⋅+=⋅+= 00 ・・・・・・・・・・・・・・・・・・(A2) 
両方式案の差を とすると、 ( )xD











⎛ −=−= ｓ ・・・・・・・・・・・・・・・(A3) 














 構成し、複数台のモジュールに対し、1 モジュールの予備をおく n+1 予備構成が一般的
である。実用化された装置の価格をベースとした場合、二重化構成 : 1 重化構成の価格
比は 1：0.57 となり、方式案(ⅱ)で信頼性をできるだけ高くするものとして、n=3 と仮
定した場合、 
  ： =1×3：0.57×3＋0.57=3：2.28  即ち、 sb mb
  ssm bbb 76.03
28.2 == ・・・・・・・・・・・・・・・・・・・・・・・・(A5)   
となる。(A4)、(A5)を(A3)へ代入すると、 
























































たに導入された AR と MN 間の信号についてはハンドオーバ毎に認証が必要であるが、方
法が未解決などの課題がある。そこで、本章では、第一に現状の標準技術および FMIP の
特徴を概観し、シームレス・ハンドオーバを実現するための課題を抽出する。次いで、




なお、本章において、プロトコル名に v4 または v6 が付与されているばあい (例
DHCPv6)、IP バージョンによる差があることを示している。v4、v6 を付与せず表記され
ている場合(例 DHCP)、IP バージョンによらず共通の仕様であることを示している。 
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移動端末(Mobile Node: MN)がサブネット間を移動しても、MN と MN の通信相手端末
(Correspondent Node：CN)間の通信を継続可能とする技術として、モバイル IP 技術【16】
【17】がある。モバイル IP では、MN 固定の IP アドレス(ホームアドレス)と、MN が移動
先で使用する IP アドレス(気付けアドレス)の対応をホームエージェント(Home Agent: 
HA)に登録(以下位置登録)することで IP レイヤのモビリティを実現する。ところが、標
準の無線 LAN 技術[2]、IP 技術及びモバイル IP 技術を用いて、MN がサブネット間をハン
ドオーバ(Hand over: ハンドオーバ)すると、MN と AP 間のレイヤ 2再接続手順、MN とア
クセスルータ(Access Router: AR)間の IP レイヤ再接続手順、及び MN と HA 間の位置登














 【21】、レイヤ 2 の処理時間(無線 LAN で最大数 100ms)を短縮する仕組みがない、などの
課題がある。そこで、本章では、シームレス・ハンドオーバ実現のために必要な機能を、








第 4.3 節以降の各節の概要を以下に示す。 




詳細を説明し、提案方式により、標準の無線 LAN 及び IP プロトコルのみをサポートする
レイヤ 2 装置及び AR と組み合わせてシームレス・ハンドオーバを実現し、かつ、FMIP
の課題を解決することを示す。さらに、第 4.6 節では、MN を収容する DHCP サーバ及び
HA の切替について考察を述べる。第 4.7 節では、提案方式と、FMIP 及び高速ルータ広告
方式の特徴を比較し、提案方式の優位点を明確化する。さらに、第 4.8 節では IPv6 にお
ける提案方式について、Linux OS 上に実装して動作確認を行った結果を示す。最後に第






本節では標準の無線 LAN 技術及びモバイル IP 技術を用いて、MN がサブネット間をハ
ンドオーバした場合のハンドオーバ時間内訳を示し、短縮が必要な処理を明らかにする。
使用する IP のバージョンにより処理が異なるため、IPv6 及び IPv4 のそれぞれについて
分析を行う。 
4.3.1. IPv6 の処理 
IPv6を用いて MNがサブネット間をハンドオーバした場合のシーケンス例を図 4-1に
示す。ただし、標準のプロトコル仕様の範囲で MN 内の処理はハンドオーバ時間高速化の
ために最適化している。図 4-1 の手順①～③の内訳を以下に示す。 
 
(1)手順①(レイヤ 2 処理) 
手順①は、P サーチ処理と、Authentication 及び Association 処理で構成する。例え
ば、応答待ちタイマを文献【27】の最適値 10ms にマージンを加え 20ms に設定すると仮
定すると 802.11b の場合、日本では無線 LAN のチャネルを 14ch 使用可能であるため、AP
サーチ処理時間の合計は 280ms(20ms×14ch)になる。Authentication 及び Association
処理時間は、無線 LANchip 及びドライバの種類に依存するが数 ms～10ｍｓ程度である
【31】。以上、合計で約 300ms と見込む。 
 




(a)移動検出処理(Neighbor Ureachability Detection：NUD)処理(RFC2461) 
MN は MN は、レイヤ 2 処理が完了すると、移動前に接続していたリンク内の
AR(Previouse AR: PAR)宛に、近隣要請信号(Neighbor Solicitation: NS)を送信し、PAR
からの応答(Neighbor Advertisement: NA)が無い場合、サブネットを移動したと判定す
る。(Neighbor Unreachable Detection: NUD)デフォルト値で 3秒以上) 
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 (b)新 IP レイヤ設定情報の入手 
新プレフィックス、新しいリンク上のゲートウェイルータ(New AR: NAR)の IP アドレ
ス、MAC アドレスを入手するため、MN はルータ広告要請信号(Router Solicitation: RS)
を送信し、RS を受信した AR は新プレフィックス等の情報を含むルータ広告信号(Router 
Advertisement: RA)を送信する。ただし、AR は RS 受信後ランダム(デフォルト値で最大




信号を送信し、DHCP サーバは DHCP confirm 信号受信後、ランダム(デフォルト値で最大
1 秒)にまってから DHCP replay を応答し、MN が接続するリンクで使用可能な各種 IP レ
イヤ設定情報(DNS アドレスなど)を MN に通知する。本処理は合計で 0～1.5 秒を要する。 
(c)新 IP アドレスの重複検出 
MN が生成した新 IP アドレス(stateless アドレス使用の場合)あるいは DHCP サーバ
から割り当てられた新 IP アドレス(stateful アドレス使用の場合)について、移動先サ
ブネットで既に使用中の端末がいないことを確認するため、新 IP アドレスあてに NS を
送信し、応答(NA)がないことを確認する(Duplicate Address Detection: DAD)。本処理
は 3秒以上を要する。 
 
(3)手順③(モバイル IPv6 処理) 
手順③で、MN は、HA と同一プレフィックスのホームアドレス(MN の移動によらず固
定)と、MN の新 IP アドレス(Care of Address: CoA) との対応を、位置登録信号(Binding 
Update: BU)で、HA に登録する。HA は、BU を受信すると、MN に位置登録応答信号(Binding 
Acknowledgement: BA)を応答し、以後 MN のホームアドレス宛パケットを、新 CoA 宛に
IP in IP でカプセル化して転送する。手順③で要する時間は、MN と HA 間で、BU/BA を
交換するための往復遅延時間＋信号処理時間の合計になる。③の往復遅延時間は、国内


























































 4.3.2. IPv4 の処理 
IPv4を用いて MNがサブネット間をハンドオーバした場合のシーケンス例を図 4-2に
示す。図 4-2 の手順①～③の内訳を以下に示す。 
 
(1)手順①(レイヤ 2) 
手順①(レイヤ 2)処理は、IP のバージョンとは独立で、4.3.1 項(1)と同一であり、
AP サーチ処理と、Authentication 及び Association 処理で構成する。このため、同一の
根拠により AP サーチ処理時間の合計は 280ms(20ms×14ch)、Authentication 及び
Association 処理時間は無線 LANchip 及びドライバの種類に依存するが数 ms～10ｍｓ程
度と見込む。 
 
(2)手順②(移動先での IP レイヤ処理) 
手順②の各処理について、DHCPv4【28】【29】のプロトコルデフォルト値を使用時の
値を以下に示す。合計で 10 秒以上になる。 
 
(a)移動検出処理 
MN は、レイヤ 2 処理が完了すると、1 秒から 10 秒までの間のランダムな時間待って
から、ハンドオーバ前に割り当てられていた IP アドレスを含む DHCPREQUEST メッセー
ジを DHCPv4 サーバ宛に送信する。ハンドオーバにより MN はサブネットを移動し、旧 IP
アドレスは使用できなくなっているため、DHCPv4 サーバは、DHCPNACK メッセージによ
り、旧アドレスの使用不可、を MN に通知する。本メッセージの受信により、MN はサブ
ネット間の移動を検出する。本処理は 1から 10 秒の時間を要する。 
 
(b)新 IP レイヤ設定情報の入手 
MNはサブネット間の移動を検出すると、10秒以上待ってから、DHCPDISCOVER をDHCPv4
サーバに送信する。DHCPv4 サーバは、DHCPOFFER メッセージを返信し、MN は受信した
DHCPOFFER メッセージから 1 つを選択(注：DHCPv4 は複数ある場合がある)し、該メッセ
ージから移動先で使用する IPv4 アドレスを得る。さらに、選択した DHCPv4 サーバに、
HCPREQUEST メッセージを送信し、該サーバからの DHCPACK メッセージにより、その他の
IP レイヤ設定情報(DNS アドレスなど)を得る。本処理は 10 秒以上の時間を要する。 
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 (c)新 IP アドレスの重複検出 
DHCPv4 サーバから割り当てられた新 IP アドレスについて、移動先サブネットで既に
使用中の端末がいないことを確認する処理ため、新 IP アドレスあてに ARP メッセージ
【34】を送信し、重複がないことを確認する(DAD)。 
 
(3)手順③(モバイル IPv4 処理) 
手順③で、MN は、MN のホームアドレス(MN の移動によらず固定)と、MN の新 IP アド
レス(Care of Address: CoA) との対応を、位置登録信号(Registration Request: RReq)
で、HA に登録する。HA は、RReq を受信すると、MN に位置登録応答信号(Registration 
Reply:RRep)を応答し、以後 MN のホームアドレス宛パケットを、新 CoA 宛に IP in IP で
カプセル化して転送する。手順③で要する時間は、MN と HA 間で、RReq/RRep を交換する
ための往復遅延時間＋信号処理時間の合計になる。国内のインターネット経由の通信で
あれば最大で数 10ms 程度と見込む。 
 
(4)IPv4 でのハンドオーバ時間高速化のための課題 






















































4.4.1. FMIP の概要 
IETF では、シームレス・ハンドオーバの実現を目指す Fast Handovers for Mobile 
IP(FMIP)の標準化の検討が進められ、FMIPv6 については既に experimental RFC4068 が
公開されている。Experimental RFC とは、研究等の目的で検討される技術仕様に関する
ドキュメントである。なお、国際標準を目的とした RFC は、Standard Track RFC と呼ば
れる。 
FMIP では、図 4-3 に示すように高速ハンドオーバ機能及びスムーズハンドオーバ機
能の 2つの機能をハンドオーバサービスエリア内の全 AR に具備し、シームレスなハンド
オーバを実現する。FMIP は、IPv6 及び IPv4 のそれぞれに対応したプロトコルが検討さ
れている。ただし両者の機能はほぼ同様なため、以下の説明は FMIPv6 について行う。 




移動先 AP を決定すると、通信中の AR(PAR)に、代理ルータ広告要請信号(Router 
Solicitation for Proxy: RtSolPr)により、移動先 AP の識別子(Basic Service Set 
Identifier: BSSID)を通知する。PAR は、RtSolPr 信号を受信すると、代理ルータ広告信
号(Proxy Router Advertisement: PrRtAdv)により該 BSSID に対応するリンクのプレフィ
ックス及び新 IP アドレスなどの IP レイヤパラメータ値を MN に通知する。MN は移動後









MN は PAR から PrRtAdv を受信すると、移動先で使用予定の新 IP アドレス(新気付け
アドレス、New Care of Address: NCoA)と、旧リンクで使用している IP アドレス(旧気
付けアドレス、Old Care of Address: PCoA)との対応を、高速位置登録信号(Fast Binding 
Update: FBU)で PAR に通知する。PAR は FBU 信号を受信すると、NCoA に最長一致するプ
レフィクに属する AR(New AR: NAR)に、MN が使用予定の NCoA をハンドオーバ起動信号
(Handover Initiate: HI)で通知する。NAR は、MN から申告された NCoA を使用可能か判
断し、ハンドオーバ応答信号(Handover Acknowledgement: HACK)で、PAR に応答する(使
用不可の場合、代わりの NCoA を通知する)。PAR はその応答を、高速位置登録応答信号
(Fast Binding Acknowledgement: FBACK)で MN に転送する。PAR は FBACK 送信後は MN の
PCoA 宛のパケットを、IP in IP パケットにカプセル化して、NCoA 宛に転送する。NAR は
HACK 送信以後、NCoA 宛に転送されたパケットをバッファする。MN は、接続するリンク
を変更すると、前記高速ハンドオーバ機能により得た NAR アドレス宛に、高速近隣公告
信号(Fast Neighbor Advertisement: FNA)を送信し、NCoA 宛パケットの受信が可能にな
った旨を通知する。NAR は FNA を受信すると、MN に近隣広告応答信号(Neighbor 
Advertisement Acknowledgement: NAACK)を応答すると共に、NAR 内でバッファしていた
NCoA 宛パケットを、MN へ転送する。 
MN は、NAACK 受信後、HA にホームアドレスと NCoA の対応を BU で登録し、以後、CN
から MN 宛のパケットは、PAR 非経由になる。 また DHCP コンファーム手順により、移動























































































 4.4.2. FMIP の課題 
FMIP を実サービスに適用する場合以下の課題がある。 
①機能配備上の課題 




現状の一般的な無線 LAN chip では、AP のサーチ中レイヤ 3 信号を受信できないた
め、その間パケットロスが発生する。 
③SA の再設定 
FBU のなりすましによる転送先の変更を防ぐため、モバイル IP の BU と同様、MN と
AR 間で FBU の認証が必要である。ところが、FMIP ではハンドオーバ毎に MN が通信す




ステートフル IPv6 アドレスを使用する場合、一般の IP 端末は DHCP サーバから IP
アドレスを得るが、FMIP の高速ハンドオーバ機能では、FMIP の信号を用いて PAR か
ら MN に新 IP アドレスを配布する。ところが、DHCP サーバは、MN と同一サブネット






 4.5. 提案するシームレス・ハンドオーバ方法 
4.5.1. 集約配備法の提案 
FMIP の課題「①機能配備上の課題」について図 4-5 に示すようにシームレス・ハン
ドオーバ実現機能を AR から分離し、DHCP サーバとホームエージェント(HA)(またはモバ
イルアンカーポイント(MAP))に集約配備する方法を提案する。 
高速ハンドオーバ機能については、NW プレフィックス等 IP レイヤの情報の管理が主
体であること、また、一般の IP 端末では DNS サーバアドレスなどの入手のため DHCP サ
ーバへのアクセスは必須と思われること、また、複数の AR に対して 1 台設置する運用が
可能であることから、DHCP サーバに配備する。 
またスムーズハンドオーバ機能についてはMNの新IPアドレスを位置登録時に必要な





























 4.5.2. スムーズハンドオーバ機能実現方法 
標準のモバイル IPv6 の位置登録信号(BU) 及びモバイル IPv4 の位置登録信号(RReq)
に新規オプションを追加し、MN から HA/MAP に対してパケット転送の抑止・解除を指示
可能とする機能を追加する。 
FMIP の課題「②AP サーチ中のパケロス」については、HA/MAP へパケット転送抑止を
指示後にＬ2 サーチを行うことで防止する。本配備法では、移動前に新 IP アドレスを確
定する必要がないため、L2 サーチは、パケット転送抑止指示後に実施すればよい。MNは
新リンクに接続後に新 IP アドレスを確定し、HA/MAP へ新 IP アドレスの登録及びパケッ









どを行う。一般に一つの DHCP サーバで複数のドメインを管理可能であり、複数の AR に
対して DHCP サーバを一つ設置することができる。 
提案方式では、DHCP メッセージに新規オプション(ハンドオーバオプション)を定義
し、ハンドオーバの前に MN が接続している DHCP ドメイン内の全 AP 及びそれら AP に物
理的に隣接する AP(両者を併せて、以下移動先候補の AP と呼ぶ。なお、後者の AP は MN
が接続している DHCP ドメインに隣接する DHCP ドメイン内の AP の一部になる)に対応す
る新プレフィクスなどの情報を、DHCP サーバから MN に通知することで通信断時間の短
縮を実現する。ただし、IPv4 ではアドレス数が少ないため、複数の IP アドレスを移動
前に MN に割り当てることが困難な場合が想定される。このため、オプション機能として
移動後に IPv4 アドレスを高速に MN に割り当てる方法が有効である。 
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 本提案方式では、一般端末向けのステートフル IP アドレスの管理と、MN 向けのステ
ートフル IP アドレスの管理を、同一の DHCP サーバ内で管理可能である。このため、FMIP
の課題「④アドレス管理の装置間連携」は、本提案方式では発生しない。 
IPv6 での基本シーケンスを図 4-6 に示す。IPv4 での基本シーケンスを図 4-7 に示す。
IPv6/v4 で共通の基本機能と、IPv4 でのオプション機能を以下に示す。 
 
(1)IPv4/v6 共通の基本機能 
DHCPv6 ハンドオーバオプションに対する DHCP REPLY メッセージで MN に通知される





さらに、機能(D)は、FMIP に対して新規な機能であり、ハンドオーバ時の DHCP メッ
セージ数を削減する機能である。なお、DAD 実施中の通信を可能とするため、本配備方
法でも Opt DAD 等の技術と組み合わせが必要である。 
 
(A) リンク間移動識別情報：ドメイン内のリンクを識別する ID(リンク ID)を新たに
導入し、移動先候補の AP(MAC アドレスで識別)毎に、属するリンク ID を記述する。





(B)新 IP レイヤ設定情報：標準の技術では移動後に RA や DHCP により MN に送付する
情報(新プレフィックス、ゲートウェイの IP アドレス、MAC アドレス、MN の
Stateful IP アドレス)を、MN に事前配布することで、移動後にそれらを網から得
る手順を不要とする。(移動先候補のリンク単位) 
 
(C)Ｌ2 プロファイル情報：各移動先候補の AP の L2 情報(無線 LAN の場合、AP が使用
する ch 番号など)及び各 AP に物理的に隣接する AP の ID を通知する。本情報によ
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 り、たとえば無線 LAN 間でハンドオーバを行う場合、現在接続中の AP に物理的に
隣接する AP の使用する ch のみサーチすればよいので、ハンドオーバ時のＬ2 接
続時間を標準技術に比べて短縮可能である。(例えば、物理的に隣接する AP が 4




(D)ドメイン ID 情報：標準の DHCPv6 では、MN が接続する AP を変更した場合、移動後
の AP が旧 AP と同一ドメインに属するかどうか知る手段がないため、移動毎にコ
ンファーム手順(MN が使用中の DNS サーバアドレスなどが継続して有効かどうか
確認する手順)が必要であるが、本来同一ドメイン内の移動では、コンファームを
行う必要がない(デフォルトルータなどリンク毎の情報は RA で配布)。また標準の
DHCPv4 では、DHCP によりリンク毎の情報を MN に通知する必要があるため、異な
るリンクに接続毎に MN は DHCPv4 サーバへアクセスが必須であったが、提案方式
では上記ドメイン内の(A)、(B)、(C)の情報を一括して MN に配布するため、同一
ドメイン内での移動ではリンクに接続毎に DHCPv4 サーバへアクセスする必要が
ない。そこで、v4/v6 ともに各ドメインを識別可能なドメイン ID を新たに定義し、
各移動先候補の AP が属するドメインの ID を MN に通知することで、MN は移動時
にドメイン間の移動か否か識別し、ドメイン内の移動では移動後の DHCP サーバへ




対応する IP アドレスをアサイン出来ない場合、新 IP アドレスを "null" と指定する。 
MN はリンクを移動すると、移動前に受信した高速ハンドオーバオプションの応答を
サーチし、接続したリンクに対応する IP アドレスを得て、そのアドレスを使用する。も
し、そのアドレスが "null" で、かつハンドオーバのトリガが MN の移動によるものであ
り、旧 AP の故障ではないと判断できる場合(たとえば、旧 AP からの受信信号の電波強度




 DHCPv4 への送信が発生し、輻輳が発生する可能性があるため、同メッセージの送信を 1
秒から 10 秒の間ランダムに待ってから DHCPv4 サーバに送信する。 
DHCPv4 サーバは、DHCPACK メッセージにより MN の新 IP アドレスを、MN に直ちに通
知する。 
本機能を適用した場合、ハンドオーバ前に新 IP アドレスを DHCPv4 サーバから MN が
得る場合に比べ、新リンクで MN と DHCPv4 サーバ間で 1 メッセージ交換する分、通信断
時間が長くなる。ただし、通常のネットワーク設計では、DHCPv4 サーバと MN の接続は
高々数ホップのため、DHCPv4 サーバ内での処理時間を含め、数ｍｓ以下で処理が完了し、
MN と CN 間での通信への影響はほとんどない、と考えている。 
 
4.5.4. 標準のルータ及びレイヤ 2設備との接続性 
(1)標準のレイヤ 2設備との接続性 
本提案方式では、MN がサーチする無線メディア種類及び ch 数を、MN の位置で使用可
能なメディア及びchのみとすることで、ハンドオーバ時のレイヤ2処理時間を短縮する。




本提案方式では、移動後に MN に設定が必要な情報を移動前に DHCP サーバから MN に
配布することにより移動後のルータ探索処理及び DHCP 手順等を省略することで、ハンド
オーバ時の IP レイヤ処理時間を短縮する。標準の IP プロトコルでは、ルータは MN にル
ータのアドレスを通知後に初めてMNからルータのMACアドレス宛のパケットを受信する
ため、移動後のルータと MN 間の IP レイヤシーケンスが標準プロトコルから変更になる。


































































































図  4-7 提案するサーバベース・シームレス・ハンドオーバ方式(IP4)  
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 4.6. DHCP サーバ及び HA の切り替え 




の情報も、ハンドオーバの前に MN は入手する前提であるため、DHCP サーバ切り替え後
も、新しい DHCP サーバと MN 間で通信を行わずに、MN と CN 間の通信を継続することが
できる。そのため、新しい DHCP サーバと MN 間の SA の設定に時間がかかっても、MN と
CN 間の通信に影響することはない。 
標準の DHCP では、事前共有鍵により DHCP メッセージを認証する方法が規定されてい





HAまたは MAP の管理可能な MN のロケーションは、IP リーチャブルであれば制限はな
い。MN と HA または MAP 間のホップ数が長くなると、通信断時間に影響するが、日本国
内であれば、インターネット内の往復遅延時間は、現状数 10ms 程度であり、ほとんど問




















































































 4.8. 実機による提案方式の評価 










びレイヤ 2 設備(COREGA 社 AP CG-WLBARAGS など)と組み合わせ、実機で、ハンドオーバ
を実施し、図 4-6 のシーケンス通りの動作を確認した。ただし、DAD については、Opt-DAD
との組み合わせを想定し、動作させていない。 
なお、ハンドオーバトリガについては、MN で AP からの beacon 信号受信時の電波強
度を監視し、1 秒間に 5 回閾値以下検出で、ハンドオーバを起動した。Beacon 送信間隔
は、100ms とした。また、使用する無線 LANch の番号は、1ch のみとしたが、ハンドオー














表  4-2 使用したソフト及び追加機能の概要 
 
 






















Linux FedoraCore 3, kernel 
2.6.8.1

























 4.8.2. ハンドオーバ処理時間の評価 
試作ソフトにおける、MN 内部のハンドオーバ処理シーケンスを図 4-9 に示す。ハン
ドオーバ処理を、①L2 接続～NAR のカーネルへの登録、②新 IP アドレスのカーネルへの
登録、③位置登録～ping 導通の 3つに分割した場合の、それぞれの処理時間を表 3-2 に
示す。 
6 章に示したように、ハンドオーバ処理時間の合計は、FMIP の数 100ms(机上推定値)
に対し、提案方式では、約 100ms(机上推定値)と見込んでいるが、今回の試作システム
では、5回測定の平均で 525ms となった。ただし、以下の考察から、提案方式において、
ハンドオーバ処理時間約 100ms の実現は可能と見込んでいる。 
 
(1) L2 接続～NAR のカーネルへの登録 
ハンドオーバ前に最後に送信した ping reply から、カーネルに対する MN の新
IP アドレスの通知までは、平均 112ms(108ms～119ms)であった。今回の測定では、
probe 信号の応答待ちタイマ=100ms で 1ch のみサーチとしているが、DHCP サーバ
から MN に指示するサーチチャネル数を複数にした場合トータルの L2 サーチ時間
が長くなる懸念がある。しかるに、1 章に示したように probe 信号の応答待ちタ
イマは、10ms 程度が最適という検討[11]があるため、無線 LAN ドライバを修正し、
L2 サーチ時間を例えば 20ms に変更することで、サーチチャネル数を 1～
4(802.11b/g で混信せずに同時に使用可能な ch 数)の範囲で、約 30ｍｓ～90ｍｓ
程度になると思われる。 
 
(2) 新 IP アドレスのカーネルへの登録 
カーネルに対する MN の新 IP アドレス通知から、新 IP アドレス登録の完了ま
では、平均 406ms(37ms～770ms)と長かった。ただし、BSD における実装例で、新
IP アドレスの登録に 1.2ms という報告がある【33】ことから、OS の実装に大き
く依存すると思われ、ソフト最適化後には、数 ms での実現が可能と思われる。 
 
(3)位置登録～ping 導通 
新 IP アドレス登録の完了から、ハンドオーバ後の最初の ping REPLY までは、
平均 7ms(2ms～14ms)であった。ping の間隔が 10ms 固定であることを考慮すると、
 100
 十分に短い。なお、今回の試作システムでは、MN-HA 間が 2ホップと短かったが、
MN-HA 間のホップ数が大きく、HA への位置登録時間が長い場合には、MAP と組み
合わせることで、数ｍs～数 10ms での実現が可能と思われる。 
 




図  4-9 試作ソフトにおける MN 内部のハンドオーバ処理シーケンス 
平均525ms (164～881ms)













































 4.9. 本章の総括 




表的なシームレス・ハンドオーバ方式である FMIP の課題(L2 処理時間の短縮方法、既存
の DHCP との整合方法及び SA 設定方法)を解決することを示し、さらにハンドオーバ時の
DHCP メッセージ数についても従来技術に比べて削減することを示した。 
また、Linux OS の端末及び DHCPv6 サーバ上に提案方式の一部(高速ハンドオーバ機
能)を実装し、無改造の市販ルータ及びレイヤ 2 設備と組み合わせて問題なく動作するこ
とを示した。さらに、試作ソフトを用いて提案方式のハンドオーバ処理時間(通信断時間)
を測定し、ソフト最適化時には、サービスエリア内で無線 LAN を 4ch 使用してもハンド
オーバ処理時間約 100ｍｓ以下を実現できる見通しがあることを示した。 
なお、本提案方式については、標準化に向けて IETF で提案中である。【D1】【D2】 
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分散 DB アクセス方法の提案 
従来、分散された DB へのアクセス方式案として、ネットワークから受信した DB アク
セス要求を宛先のDBへ転送するユニキャスト形方式(方式 A)とマルチキャストで届ける









るハイブリッド形方式(方式 C)を提案した(第 3.5.1 項)。また、ハイブリッド形方式で
発生する大規模時の主記憶容量圧迫をさらに低減するハイブリッド機能分散方式(方式





分なスケーラビリティを確保できることを定量的に示した(第 3.6.4 項)。 
方式 Dについては、方式 Cに比べさらに幅広い範囲でスケーラビリティを確保できる
ことを示した(第 3.7.2 項)。また現状の市販サーバの主記憶容量及びプロセッサ性能を
前提とした場合、所要モジュール数の観点で、約 30 億端末までは方式 Cを適用し、さら
に大規模時には方式 Dの適用が望ましいことを定量的に示した(第 3.7.3 項)。 
従来のリアルタイム分散データベース検索方式では、現状の一般的な市販サーバスペ













ータ(AR)へ機能を追加し AR 間の連携により実現するため、様々なメーカの多数の AR で
構成する網の場合、機能追加及び相互接続の確認に要する作業が多く、スムーズな導入
の妨げになる可能性がある。また、シームレス・ハンドオーバ実現のために新たに導入
された AR と MN 間の信号についてはハンドオーバ毎に認証が必要であるが、方法が未解
決などの課題がある。 
そこで、本論文では、シームレス・ハンドオーバ実現のために必要な機能を、AR で
はなく、複数の AR で共有して使用可能な DHCP サーバ及びホームエージェントへ配備す
ることで、機能追加が必要な装置数を削減し装置間の連携を不要とする機能配備案と、
それを実現する新たなプロトコルを提案した(第 4.5 節、第 4.6 節)また、本提案では、
従来の代表的なシームレス・ハンドオーバ方式である FMIP の課題(L2 処理時間の短縮方
法、ハンドオーバ信号の認証など)を解決することを示し、さらにハンドオーバ時の DHCP
手順についても従来技術に比べて削減することを示した(第 4.5 節、第 4.7 節)。 
また、LinuxOSの端末及びDHCPv6サーバ上に提案方式の一部(高速ハンドオーバ機能)
の試作ソフトを実装し、モバイル IP ソフト、無改造の市販ルータ及びレイヤ 2設備と組
み合わせて問題なく動作することを示した(第 4.8.1 項)。さらに、提案方式のハンドオ
ーバ処理時間(通信断時間)を測定し、ソフト最適化時には、サービスエリア内で無線 LAN
を 4ch 使用してもハンドオーバ処理時間約 100ｍｓを実現できる見通しがあることを示
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