In this paper, we enlighten the role of variational inequalities for obtaining convergence rates in Tikhonov regularization of nonlinear ill-posed problems with convex penalty functionals under convexity constraints in Banach spaces. Variational inequalities are able to cover solution smoothness and the structure of nonlinearity in a uniform manner, not only for unconstrained but, as we indicate, also for constrained Tikhonov regularization. In this context, we extend the concept of projected source conditions already known in Hilbert spaces to Banach spaces, and we show in the main theorem that such projected source conditions are to some extent equivalent to certain variational inequalities. The derived variational inequalities immediately yield convergence rates measured by Bregman distances.
Introduction
After the millennium, there was a substantial progress in regularization theory including convergence rate results for linear and nonlinear ill-posed operator equations in Banach spaces (see, e.g., [1, 4, 6, 13, [23] [24] [25] ). The extension of the theory from Hilbert spaces to Banach spaces was strongly motivated by a wide field of inverse problems in natural sciences, engineering and finance, which were modeled by the operator equations under consideration. Owing to the seminal paper [6] the concept of Bregman distances could be established as a powerful tool for measuring the regularization error in the Banach space setting. The paper [13] introduced variational inequalities into the theory that cover solution smoothness and the structure of nonlinearity in a uniform manner. From those variational inequalities which are formulated based on dual pairings, Bregman distances and norms of differences of operator values, one can immediately derive convergence rates in Tikhonov regularization with convex penalty functionals also for non-smooth operators. In [10] it was shown that the classical concept of source conditions and the variational inequality concept coincide for the special case of linear operators in Hilbert spaces. The discussions in [3, 11, 13, 15] concerning the interplay of source conditions and such variational inequalities, however, do not explicitly meet the practically important case that a priori information restricts the admissible solutions to a convex set.
In a Hilbert space setting, Tikhonov regularization of ill-posed operator equations under convexity constraints was originally studied in a systematic way for the linear case in [21] and extended to nonlinear problems and general Hölder source conditions in [7, 22] . It was outlined there that source conditions required for obtaining convergence rates can be constructed by applying metric projectors to classical source conditions. This is mostly a reformulation of another type of variational inequality formulated for inner products and holding for all elements of the convex set of admissible solutions. For the analysis of such projected source conditions, we also refer to [8, 16, 19, 20, 26, 27] .
In this paper, we extend the results on projected source conditions to the concept of Tikhonov-type regularization in Banach spaces in light of the variational inequality approach from [13] .
The paper is organized as follows. After preparing the setting in the next section we present our main result in section 3. The normal cone condition occurring there is reinterpreted as a projected source condition in section 4. For linear forward operators, the main theorem is proven in section 5 and for nonlinear ones in section 6.
Problem setting and basic assumptions
We consider the problem of solving ill-posed operator equations
as mathematical models of inverse problems, where 
for the dual pairing ·, · with respect to X * and X. The weak convergence in Y is defined in an analog manner.
Ill-posedness of (2.1) means that for exact right-hand sides y = y 0 ∈ F (D(F )), the solutions of the operator equation need not be uniquely determined and small perturbations on the right-hand side may lead to arbitrarily large errors in the solution. For such problems, regularization methods are required in order to obtain stable approximate solutions. Here we assume that perturbed data y δ are available instead of y satisfying the inequality
with noise level δ 0 and that a priori information can be exploited which allows us to restrict the set of admissible solutions to some non-empty subset 
with a prescribed norm exponent 1 < p < ∞. In this context, we refer to
as the domain of and set
Throughout this paper, we make the following assumptions.
Assumption 2.1. 
assumed to be non-empty, and moreover a bounded linear operator
Remark 2.2. In principle, assumption 2.1 above and the assumptions in [13] are comparable. Hence, for all α > 0 and all y δ , the existence of regularized solutions x δ α minimizing T δ α can be concluded from theorem 3.1 in [13] . Moreover, from [13, theorem 3.4], we find the existence of -minimizing solutions x † required in our assumption 2.1 (d) if the operator equation (2.1) has a solution in C and if C is closed and therefore due to the convexity also weakly closed. In this context, note that in [13, assumption 4.1] conditions were formulated that had to hold on level sets M α max (ρ) for sufficiently large ρ > 0. Throughout this paper, we will avoid such conditions by making associate assumptions for all elements from C. We conclude this remark by mentioning that the operator
As obvious for regularization theory in Banach spaces, we will use Bregman distances with respect to of two elements x andx from D( ) and associated with someξ ∈ ∂ (x) which are defined as
The Bregman distance can be defined only forx with ∂ (x) = ∅.
We measure the accuracy of approximations
. Following the ideas from [13] with the extensions in [15] and [3] , then one can prove the following convergence rate result. 
for an appropriate parameter choice α = α(δ).
Proof. Since x δ α ∈ C for all α > 0 and all δ 0, the assertion can be proven in the same way as theorem 4.4 in [13] for the case ϕ(t) = t and theorem 4.3 in [3] for general ϕ. One only has to replace the sets M α max (ρ) there by C. We also refer to both papers with respect to the explicit structure of the required parameter choice.
In the following, we formulate sufficient and for the special case ϕ(t) = t also necessary conditions under which a variational inequality (2. In a Hilbert space setting under constraints imposed by a convex and closed set C and for nonlinear Tikhonov regularization with the penalty functional (x) = x −x 2 , the traditional source conditions
(cf, e.g., [9, chapter 10]) have to be replaced by the projected source conditions 6) in order to obtain comparable convergence rates, where P C : X → X denotes the metric projector onto the set C which is well defined in the Hilbert space X. By means of the inner product ·, · in the Hilbert space X, this condition can be rewritten as
or when using the normal cone
of C at the pointx ∈ C alternatively as
(cf, e.g., [7, 22] ). In the Banach space setting and for general convex penalty functionals , source conditions for the unconstrained case attain the form
for some ξ † ∈ ∂ (x † ) (cf, e.g., [13, 24] and [3, 12, 15] ). An extension of the concept of projected source conditions to the Banach space setting can be based on the extended analog
of condition (2.9), where the associated normal cone
exploiting the dual pairing ·, · with respect to X * and X.
Main result
Let C be convex and let assumption 2. 
is satisfied for some concave and increasing function ϕ : 
The proof of theorem 3.1 will be given in section 6 in a rather simple way after presenting some preparations and auxiliary results in the subsequent sections. Note that the nonlinearity condition (3.1) can be replaced by alternative conditions; see remark 6.2.
Combining the first part of theorem 3.1 with proposition 2.3, we obtain convergence rates from a projected source condition (2.11) in Banach spaces. In fact, if there are ξ † ∈ ∂ (x † ) and η ∈ Y * such that
with N C (x † ) from (2.12) and if
for all x ∈ C, then theorem 3.1 yields a variational inequality (2.4), and based on this inequality proposition 2.3 provides the convergence rate
Projected source conditions
In this section, we will show that the conditions of the form (2.11) that play a prominent role in our theory can be referred to as projected source conditions generalizing (2.6) to Banach spaces and sets of constraints C that fulfill the following assumption. Under assumption 4.1, the duality mapping J : X → X * for the Banach space X (as an analog to the Riesz isomorphism in the Hilbert space) defined as
is a well defined, bijective and unitary mapping, i.e. the set J (x) is a singleton for all x ∈ X, and we have J −1 = J * (see, e.g., [28, proposition 47.19] ), where J * denotes the duality mapping on X * . Moreover, the metric projector P C : X → X is well defined and determines for allx ∈ X a unique element
(see, e.g., [2, chapter 3, section 3.2]). Following [18] , we have the equivalence
Hence, under assumption 4.1, condition (2.11) can be rewritten as
As this chain of equivalences shows, (2.11) attains the alternative form
which is a projective version of (2.10) under the convexity constraints expressed by the set C. x −x 2 with fixedx ∈ X in (2.3). That is, we consider the minimization problem
For this specific setting, the subdifferential of at x † is ∂ (x † ) = {ξ † } with ξ † = x † −x, and therefore with the Riesz isomorphism J and by setting w := η, the projected source condition (4.3) reduces to (2.6).
The case of linear forward operators
We first consider bounded linear operators A = F : X → Y with adjoint A * : Y * → X * . Theorem 3.1 will turn out to be an extension of the results derived in this section.
The proofs below are essentially based on separation of convex sets. Therefore, we state the following separation theorem, which is an immediate consequence of [5, 
With the help of this lemma, we now derive a projected source condition (2.11) from the variational inequality (3.2) with β 1 = 1 in the case of a linear operator A = F . 
Proof. We apply lemma 5.1 to the sets E 1 := {(x, t) ∈ X × R : x ∈ C, t (x † ) − (x)},
To see that the assumptions of that lemma are satisfied, first note that int E 2 = ∅. Further, we have E 1 ∩ (int E 2 ) = ∅ if we can show that E 1 ∩ E 2 is a subset of the boundary of E 2 . So let (x, t) ∈ E 1 ∩ E 2 and set (x n , t n ) := x, t − 1 n for n ∈ N. Then (x n , t n ) → (x, t) and using the definition of E 1 and inequality (5.1), we obtain
that is, (x n , t n ) / ∈ E 2 . In other words, (x, t) is indeed a boundary point of E 2 . Together with (x † , 0) ∈ E 1 ∩ E 2 , lemma 5.1 provides ξ ∈ X * and τ ∈ R such that 
