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1 Introduction
Warehouses are one of the most important elements in physical distribution and in the last
decades, much research has been done about them, see Gu et al. (2007) and de Koster et al.
(2007) for reviews. Among all warehouse activities, order picking is getting most attention. It
is estimated that more than fifty percent of the operational costs are related to the order picking
process (Coyle et al. (1996)), which makes optimization in this field very beneficial. These
optimizations are performed by the development of (combinations of) order batching, order
picking routing and rack assignment strategies.
The increasing popularity of e-commerce has made order picking even more important,
as warehouses are faced with quite late order cut-off times and the time for picking is short.
One of the strategies employed to fasten order picking is to operate a so-called forward-reserve
storage area from which the most demanded products can be picked quickly, see Gu et al.
(2007) and de Koster et al. (2007). In this area one does piece picking instead of bulk picking.
In order to let many products benefit from such an area, the stocks in this area are limited and
they are replenished from a bulk reserve area from the back of the warehouse. Often, these
replenishments are planned following a so-called (s; S)-policy. In this policy the stock of a
product in the forward area is replenished up to the level S as soon as it drops below s items (s
and S are specified for each product, based on long term demand information and rack space).
However, since time pressure forces many warehouses to simultaneously perform order
picking and replenishment operations, it is not infrequent to find that an order picker has to
pick a product before the replenishment crew had the time to replenish it and thus faces a
stockout (which we will call a 0-pick). We observed this problem in a warehouse belonging to
a renowned luxury cosmetics firm.
The problem mentioned above can be addressed if each product’s short-term demand is
known. This information makes it possible to identify products which may cause a 0-pick if
not replenished soon enough. In the warehouse studied in this paper, this demand information
is available because the warehouse uses a wave-picking strategy, in which ‘waves’ of orders
are released in succession. Namely, at the beginning of a wave, every order line that will be
picked in that wave is known. Predicting the exact moment at which the products will run out
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of stock is however difficult, as there can be quite some variation in the order picking times and
the exact order pick moment depends on the routes taken.
Although there is some literature about forward-reserve areas, it mainly concerns its size
and the quantity of replenishments, but not about prioritizing the replenishments. There do
exists resemblances with inventory-routing problems and our results could be used in that area
as well. In this paper, three policies are proposed that prioritize replenishment orders based on
the short-term demand information mentioned above. The goal of these policies is to minimize
the number of 0-picks. We first prove optimality results of some policies and next we compare
them using simulation. Finally, the real-life results of implementing one of these three replen-
ishment policies in a warehouse are presented.
This paper is organized as follows. Section 2 contains a detailed description of the problem.
In section 3 a short overview of the literature dealing with this problem is given. Section 4
describes the problem in a more stylized way, namely by means of assumptions. Based on
these assumptions, three replenishment policies are proposed in section 5. In section 6, these
policies are compared by means of simulation. Section 7 contains the results of implementing
one of the three stock replenishment policies. Finally, section 8 states a few general conclusions
that can be drawn from this paper.
2 Problem Description
As mentioned in the introduction, the analyzed warehouse uses a forward-reserve storage strat-
egy. The forward area, also called the piece picking area, is restricted to a separate area of the
warehouse, while bulk or mass storage takes place in the so-called reserve area. The biggest
advantage of this storage strategy is that it decreases the order pick times. The distances the
order pickers have to cover are relatively small, because the order picking process only takes
place in a limited part of the warehouse. Another advantage is that products can be easily
stocked in different quantities (e.g. per box or per pallet). The biggest disadvantage is that the
stock in the piece picking area has to be replenished from the reserve area.
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The picking policy applied in this warehouse is wave-picking. Each picking wave corre-
sponds to a predefined shipping schedule, meaning that all orders which have to be shipped
together are released at the same moment in a certain order. There is no information about the
time at which an individual order line will be handled, except for the fact that it takes place
somewhere between the beginning and the end of the wave.
A replenishment order corresponds to one product that is replenished. In this paper we
associate a priority to every replenishment order and execute the one(s) with the highest prior-
ity first. Thanks to online control of the (piece picking) inventory, the inventory level in this
warehouse is updated continuously. This makes it possible to launch automatic replenishment
orders from the Warehouse Management System (WMS) when the stock level of a given prod-
uct declines to a predetermined limit level. In this case, 30% of the total inventory capacity of
the rack is taken as the limit. This replenishment policy is often called the (s; S)-policy. Here
s denotes the reorder point (in the case taken as 30% of the rack capacity), and S the so-called
order-up-to level (the rack capacity). The product-specific values of s and S are periodically
reviewed by the warehouse management by solving the so-called forward-reserve problem (see
for example Hackman et al. (1990) and Frazelle et al. (1994)). As soon as a replenishment
order is placed, it is placed at the bottom of the list of replenishment orders, meaning that a
FIFO (first-in-first-out) strategy is used.
Replenishment workload is divided depending on the destination point. The piece picking
area is split up in three U-shaped zones, and each of these zones is replenished by one fork-
lift driver. Each driver receives the replenishment orders by means of a print-out. This list of
replenishment orders is edited as soon as the WMS detects a need for replenishment. These
replenishment orders are executed in small batches to reduce travelling time. Because of time
pressure, the picking and replenishment operations take place throughout the working day in a
continuous and simultaneous way.
However, although the replenishment orders launched by the WMS were diligently exe-
cuted by the forklift drivers, it was not infrequent to find that the more frequently demanded
products in a given picking wave were out of stock before the replenishment crew has had the
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time to replenish them. There are two main causes of this problem. First, the stock levels in the
forward area are relatively small due to the restricted amount of space that is assigned to this
area. The second cause can be found in the relatively large variation in a product’s demand,
which is mainly because the orders coming from the same class of retailers are often prepared
together. Hence one of the assumptions underlying the calculation of the s and S parameters,
being a stationary demand process, is violated, yet an alternative calculation is very difficult.
As scientific literature could not provide a replenishment policy with simultaneous picking
and replenishment operations aiming to avoid 0-picks in the forward area, a new replenishment
policy had to be designed.
3 Literature Review
There is hardly any literature available about the problem described in section 2. Some more
details on the problem, but no analysis of the priority rules, can be found in Carrasco-Gallego
& Ponce-Cueto (2009). Particularly the combination of wave-picking and replenishing during
the order-picking process makes our problem very specific. We only found two papers that can
be applied (partly) to our situation.
Gagliardi et al. (2008) also consider a warehouse with a forward-reserve storage strategy
and a pick-to-belt operation. Four heuristic replenishment policies are proposed in that paper.
Two of them are based on long-term demand, while the other two take information about short-
term demand into account by checking incoming orders. He considers only the next product
to be replenished, while we consider wave-picking and set priorities for all products to be
replenished by several people.
Another paper that has to be mentioned is the one of Van den Berg et al. (1998), which
is also about replenishment policies. This paper assumes replenishments during idle periods.
Therefore, the priorities of the replenishment orders is irrelevant, opposed to our situation. The
goal of their replenishment policy is to determine which (unit-load) replenishments minimize
the expected amount of labor (picking-time and replenishment-time) during the picking period.
So, the emphasis lays on the costs of picking and replenishment. In this paper, we concentrate
on the costs of 0-picks only.
The papers described above focus on the replenishment process. Alternatively, the problem
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of 0-picks could be tackled by optimizing the inventory level of the products in the piece picking
area. The problem of determining which products should be stored in the forward area and in
what quantities is well-known as the forward-reserve problem. Hackman et al. (1990) were
the first who presented a heuristic for this problem, aiming to minimize both the replenishment
costs and the order-pick costs. Later, this research was extended by Frazelle et al. (1994) by
also determining the optimal size of the forward area. Again, the emphasis lays on the costs of
picking and replenishment.
Although the problem originates from replenishment in warehouses, one may also en-
counter it in other situations where stock replenishments have to be prioritized, e.g. in case
retailers need to be replenished under a vendor-management inventory scheme and the trans-
port capacity is limited. In the so-called inventory routing problems (see Moin & Salhi (2007),
retailer’s replenishments are combined with determining vehicle routings. Here one plans the
vehicles for multiple days, while taking information on the inventory into account. The inven-
tory evolution is predicted with deterministic or stochastic models, the latter being much more
complex than the first one. One predicts per day whether there will be a stockout and use that
information to prioritize the replenishment for certain days. Next one does a routing where one
looks at routing efficiency versus extra inventories caused by replenishments done too early.
An example using simulation optimization is from Vonolfen et al. (2011). In our case we have
a continuous execution rather than a day planning and we take more demand information into
account. Next, we do not model the replenishment vehicle routing, as that would make the
model very complex. Finally, our approach is analytical with simulation used for performance
evaluation.
4 Model
In this section we present a model for the problem of minimizing 0-picks described in section 2
by means of assumptions about the warehouse and its operations:
 A1: The warehouse uses a forward-reserve storage strategy.
 A2: Real-time information about the piece picking inventory is known.
 A3: The warehouse uses a wave-picking strategy.
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 A4: Replenishment orders are executed during the order picking process.
 A5: The priority of a replenishment order is set at the beginning of the wave, and not
changed afterwards.
The first four assumptions form necessary conditions for this paper to be directly applicable. It
is important to notice that A2 provides information about the inventory level in the piece picking
area and that A3 provides the short-term demand information. Together these assumptions
make it possible to identify those products whose stock levels are insufficient to fulfill the
needs in the wave. We will call these products emergency products from now on.
The fifth assumption requires some extra explanation. Replenishment orders and their pri-
orities can be determined either continuously, or periodically. In the first case, these are updated
by continuously reviewing information about demand and inventory. In the latter case, replen-
ishment orders and their priorities are set once in a certain period (for example: once in a wave),
and not changed afterwards. Although the first approach may be better in terms of 0-picks, it
has some major disadvantages. First of all it is very hard to implement. Second, this approach
may cause many changes of replenishment orders during a wave, which may cause a lot of
stress among the replenishment crew. That is why assumption A5 is made.
5 Replenishment Policies
Now we have framed the problem of minimizing 0-picks by means of assumptions, three differ-
ent stock replenishment policies will be proposed, aiming to minimize the number of 0-picks
in a given wave. Before the replenishment policies are explained, some notation is given that
is required for understanding those policies.
5.1 Notations
 T : the duration of the wave.
 H: the set of the emergency products; and its elements h 2 f1; 2; : : : ; jHjg.
 Nh: the number of orders containing product h in the wave.
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 h: the set of all possible orderings in which all Nh order lines containing product h in
the wave can be picked. This means Nh! permutations; and its elements h:
 Qh(k): the quantity required of product h, in the kth time product h is picked in the wave
(1  k  Nh). Obviously Qh(k) depends on h:
 Sh(k): the inventory level of product h before the kth time product h is picked in the
wave (1  k  Nh). Obviously Sh(k) depends on h:
 I: the set of the replenishment orders that will be executed in the wave; and its elements
i 2 f1; 2; : : : ; jIjg .
 ti: time at which replenishment order i is executed (ti  tj for all i < j).
 Xh(ti): the number of 0-picks occurring for product h in the wave, in case that product
h is replenished at time ti.
 fhi = E[Xh(ti)]: the expected total number of 0-picks occurring for product h in the
wave, in case that this product is replenished at time ti.
 Yh(ti): the number of times product h is picked in the wave (0-picks included) before
time ti.
 The decision variable:
zhi =
8<: 1 if emergency product h is assigned to replenishment i;0 otherwise :
5.2 Stock Replenishment Policies
In this section, three replenishment policies will be explained. The idea of these replenishment
policies is to assign priorities to replenishment orders based on the expected number of 0-picks
of a product. Each of the policies uses different amount of information from the WMS and
different assumptions, so that these policies differ in complexity.
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5.2.1 Stock-Needs Rule (SNR)
The first replenishment policy is the least complex one. The idea of this replenishment policy
is to start identifying the emergency products. This can be done because of assumptions A2
and A3. After that, different levels of priority are set among these products. These priorities
are set based on the following reasoning: the lower the stock level of a given product in the
piece picking area (i.e., Sk(1)) compared to the registered needs for that product in a certain
wave

i.e.,
PNh
k=1Qh(k)

, the higher the chances of having a 0-pick for that product in that
wave. Therefore, the ratio stock / needs

i.e., Sk(1)
.PNh
k=1Qh(k)

is used to assign different
replenishment priorities among the emergency products. The emergency product which has the
lowest value for this ratio gets the highest priority, the one with the second-lowest value gets
the second-highest priority and so on. These priorities of the replenishment orders are set at the
beginning of the wave and executed in small batches afterward. After all emergency products
are replenished, forklift drivers can keep on performing replenishment operations following the
traditional replenishment policy (i.e. the (s; S)-policy). The replenishment policy described
above will be called the Stock-Needs Rule (SNR) from now on.
5.2.2 Order-Quantity-Based Rule (OQBR)
Whereas the SNR only looks at the stock-level compared to the aggregate demand in a wave,
the replenishment policy presented next uses all short-term demand information that is avail-
able. Namely, it models the expected number of 0-picks occurring for a certain product as a
function of the time it is replenished by taking all individual order lines into account. Given
these functions of all emergency products, a Linear Assignment Problem (LAP) can be solved
to minimize the total expected number of 0-picks. However, in order to do this, some extra
assumptions are required:
 A6: The duration of a wave is known in advance
 A7: The time at which an order line will be handled (pick time), has a uniform distribu-
tion between the starting-time and the end-time of a wave.
 A8: The pick times of the order lines containing a certain product are independent of
each other.
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 A9: The way in which replenishments are batched is independent from labor costs
 A10: The time at which the ith replenishment order is executed, ti, can be predicted at
the beginning of the wave and is independent of the product that is replenished.
 A11: The inventory levels in the warehouse (forward + reserve) are sufficient to complete
the customers’ orders.
 A12: After a product is replenished, the inventory level is at least such that it fulfills the
needs during the rest of the wave.
 A13: If the stock-level of a certain product is insufficient to fulfill the requirements of an
order line, nothing will be picked.
Some of the assumptions stated above (e.g. A6, A8, or A10) may not be met in reality. For ex-
ample, the duration of a wave and the replenishment times may have to be estimated. However,
these assumptions have to be made in order to simplify the problem and to model it.
Generally, there is no information about the time at which an individual order line is han-
dled. As in the case described in section 2, the only information one has is that it will be
somewhere between the beginning and the end of the wave. This means that we have no reason
for differentiating “pick-probability” between different time units, which explains assumption
A7.
Assumption A9 is made in order to keep focusing on costs of 0-picks. If the problem would
be extended to both minimizing costs of 0-picks and costs of replenishment, calculations in the
replenishment policy presented next would become too complex. If a warehouse doesn’t meet
assumptions A11 till A13, some little adaptations in the replenishment policy presented below
can be made so that these settings are taken into account.
Based on assumptions A1 till A13, we can start modeling the problem of minimizing the
total expected number of 0-picks in a certain wave now. Due to assumption A10 we know that
the set of replenishment orders, as well as the times at which they are executed, is known at the
beginning of the wave. This means that the priority of a replenishment order is automatically
determined by its replenishment time (the product which corresponds to the replenishment
order that has the earliest replenishment time has the highest priority). Observing this, the
problem of assigning replenishment priorities to emergency products in order to minimize the
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costs created by 0-picks in a given wave is the same as ‘assigning’ emergency products to pre-
defined replenishment orders in such a way that the expected number of 0-picks is minimized.
Furthermore, notice that the way in which these replenishments are batched is independent
from costs (A9), and that ti is independent of the product replenished (A10). Therefore, the
problem of assigning optimal replenishment priorities to emergency products can be modeled
as an assignment problem:
min
X
h2H
X
i2I
zhifhi (1)
s:t:
X
h2H
zhi  1;8i 2 I (2)X
i2I
zhi = 1;8h 2 H (3)
zhi 2 f0; 1g; 8i 2 I;8h 2 H: (4)
The objective function tells us that we want to minimize the expected costs caused by 0-
picks of all emergency products. Restriction (2) makes sure that at most 1 emergency product
is assigned to a replenishment order. Restriction (3) tells us that every emergency product has
to be replenished.
In case that jHj > jIj, restriction (2) should be changed intoX
h2H
zhi = 1;8i 2 I;
and restriction (3) should be changed intoX
i2I
zhi  1; 8h 2 H;
so that exactly one emergency product is assigned to every replenishment order.
The binary programming model described in (1)-(4) is an NP-hard problem (Martello &
Toth (1987)). Moreover, this kind of problems is hard to implement in a WMS, because com-
plicated solution tools are required for solving this problem. However, observe the following:
given that jHj  jIj, the emergency products will be assigned to the first jHj replenishment
orders in order to minimize the total expected number of 0-picks. Therefore we can leave the
other replenishment orders out of consideration. Let us call the new set of replenishment or-
ders I. As jHj = jIj, the inequality of restriction (2) can be replaced by an equality. By
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doing this, we translate the problem described above into a classical Linear Sum Assignment
Problem (LSAP) (Burkard & C¸ela (1999)). Similarly, in case that jHj > jIj, the problem can
still be modeled as an LSAP, by adding (jHj   jIj) extra imaginary replenishments at ti = T .
Let us call the new set of replenishment orders I. By this trick, it holds that jHj = jIj,
which makes (1)-(4) an LSAP again. After the assignment, the products that are assigned to
the imaginary replenishments must be erased from the replenishment list.
There are several algorithms that can solve an LSAP very fast, and that are relatively easy
to implement. For example, the Hungarian algorithm (Kuhn (1955)) or the Munkres Algo-
rithm (Munkres (1957)). Alternatively, the problem could be solved by means of heuristics.
For example, an ordered list heuristic in which, starting with the first replenishment order, se-
quentially the unassigned emergency product with the highest value for fhi is assigned , see
De Vries (2010) for more details. In order to improve the heuristic solution, a local search can
be applied afterward.
In order to solve the LSAP, the parameters fhi have to be known. These parameters can be
calculated based on assumptions A1-A13. Another way of calculating this parameter will be
presented in section 5.2.3. In order to distinguish them, we give this one a superscript OQBR
(Order-Quantity-Based Rule: this policy takes the quantity required in each order line into
account), which is the name of the replenishment policy that uses this version of fhi.
fOQBRhi = E
OQBR[Xh(ti)] =
NhX
j=1
E [Xh(ti)jYh(ti) = j]  P(Yh(ti) = j)
A6 A8
=
NhX
j=1
E [Xh(ti)jYh(ti) = j] 

Nh
j



ti
T
j


T   ti
T
Nh j
(5)
=
NhX
j=1
X
h2h
E [Xh(ti)jYh(ti) = j; h]  P(h) 

Nh
j



ti
T
j


T   ti
T
Nh j
A6 A8
=
NhX
j=1
X
h2h
E [Xh(ti)jYh(ti) = j; h]  1
Nh!


Nh
j



ti
T
j


T   ti
T
Nh j
A11 A13
=
NhX
j=1
X
h2h
jX
k=1
1Sh(k)<Qh(k) 
1
Nh!


Nh
j



ti
T
j


T   ti
T
Nh j
(6)
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where
Sh(k) =
8<: Sh(1) 
Pk 1
n=1Qh(n)  1Sh(n)>Qh(n) if k > 1;
Sh(1) otherwise :
In order to calculate the expected number of 0-picks before replenishment (EOQBR[Xh(ti)]),
this number is conditioned on the number of picks before replenishment (Yh(ti)), and multiplied
by the probability that this situation occurs (P(Yh(ti) = j)). This probability is easy to calculate
if you observe that under assumptions A6-A8, this situation is a binomial probability experi-
ment of Nh trials (with p(success) = ti=T; and p(failure) = (T   ti)=T;). Next, the expected
number of 0-picks given the number of picks before replenishment (E [Xh(ti)jYh(ti) = j]) is
conditioned on the ordering in which the Nh order lines containing product h are picked (h),
and multiplied by the probability that this ordering occurs. Because of assumptions A6-A8, all
permutations have the same probability. After that, given the number of picks before replen-
ishment (Yh(ti)), given the ordering of the picks (h), the number of 0-picks can be counted,
which is done by the indicator function (1Sh(k)<Qh(k)). This indicator function will be equal to
one if an order picker meets insufficient stock to fulfill the needs of its order (A13) and if k  j.
This way we deal with the assumption that a 0-pick can only occur before replenishment (A11,
A12). Because of assumptions A2 and A3, all parameters Sh(k); Qh(k), and Nh are known.
Furthermore, A6 provides T and A10 provides ti for every i.
As we already showed, the problem of minimizing the number of 0-picks can be modeled
by (1)-(4) under A1-A13. If parameters fhi in (1) are unbiased, solving (1)-(4) will yield the
optimal solution under these assumptions. Since formula (6) provides an unbiased estimate of
the parameters fhi under these assumptions, we can conclude the following proposition:
P1 : the Order-Quantity Based Rule provides the optimal replenishment orders under as-
sumptions A1-A13
After all parameters fOQBRhi are obtained by (6), and problem (1)-(4) is solved, the replenish-
ment crew can be provided with the replenishment orders and their priorities (provided by the
optimal values of the variables zhi). As in the SNR, as soon as all emergency products are
replenished, forklift drivers can keep on performing replenishment operations following the
traditional replenishment policy (i.e. the (s; S)-policy).
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5.2.3 Order-Based Rule (OBR)
Though the OQBR will find the optimal assignment of priorities to replenishment orders in
case that assumptions A1 till A13 hold, it has one major disadvantage. Namely, all possible
orderings in which the Nh orders containing product h are picked have to be distinguished in
(6). The number of orderings increases exponentially as Nh increases, and the computation
time also does so. This implicates that the OQBR will face the problem of a huge computation
time as soon as there are some products that are ordered a lot. That is why we also present a
variant of the replenishment policy presented in section 5.2.2, which uses a slightly different
formula for calculating fhi. This version does not have the problem of increasing computation
times, but simplifies the problem by assuming the following:
 A14: All order lines containing product h, require the same number of products:
Qh =
PNh
k=1Qh(k)
Nh
:
Assuming A1-A14, the expression for fhi can be calculated with the formula derived below.
This time the superscript OBR (Order-Based Rule: this policy particularly looks at the number
of orders for each emergency product) is used in order to distinguish the replenishment policy
that uses this formula from the one that is based on assumptions A1-A13.
fOBRhi = E
OBR[Xh(ti)] =
NhX
j=1
E [Xh(ti)jYh(ti) = j]  P(Yh(ti) = j)
A6 A8
=
NhX
j=1
E [Xh(ti)jYh(ti) = j] 

Nh
j



ti
T
j


T   ti
T
Nh j
A11 A14
=
NhX
j=1
1Sh(1) j Qh<0 

j Qh   Sh(1)
Qh

 1
Nh!


Nh
j



ti
T
j


T   ti
T
Nh j
: (7)
Like we did in the derivation of fOQBRhi , the expected number of 0-picks before replenishment
is conditioned on the number of picks before replenishment and multiplied by the probability
that this situation occurs. This probability is calculated the same way as in (5). Because
of assumption A14, all orders containing product h can be seen as equal. This means that
the number of 0-picks before replenishment (E [Xh(ti)]), given an number of picks before
replenishment (Yh(ti)), can be calculated by counting the number of times that there is no Qh
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items on stock

1Sh(1) j Qh<0 
l
j Qh Sh(1)
Qh
m
. This is the main difference with fOQBRhi , which
had to define all possible orderings in which the orders containing product h could be picked
in order to ‘count’ the number of 0-picks. Again, A2, A3, A6 and A10 provide all parameters
required, and assumptions A11-A13 are taken into account by only counting a 0-pick if it
occurs before replenishment and if the stock-level is insufficient to fulfill the needs of an order
line.
Under A1-A14 the problem of minimizing the number of 0-picks can still be modeled
by (1)-(4), which will yield the optimal solution if parameters fhi in (1) are unbiased. Since
formula (7) provides an unbiased estimate of the parameters fhi under these assumptions, we
can conclude the following proposition:
 P2: the Order Based Rule provides the optimal replenishment orders under assumptions
A1-A14
Like in the OQBR, the replenishment crew can be provided with the replenishment orders
and their priorities (provided by the variables zhi) after solving (1)-(4), with parameters fhi
calculated based on (7). The forklift drivers can keep on performing replenishment operations
following the traditional (s; S)-policy as soon as all emergency products are replenished.
6 Comparison of Stock Replenishment Policies
In the previous sections we presented three stock replenishment policies, which differ in com-
plexity. Without a doubt, the OBR is more complex than the SNR, and the OQBR is more
complex than the OBR. As complexity brings about costs in the form of implementation, main-
tenance, and updates of the software, it is relevant to know whether those costs are worth to be
made. In this section we try to give an answer to this question by comparing the replenishment
policies by simulating replenishments during a wave.
6.1 Methodology and design of experiments
The idea of the simulation experiment presented next is to apply the replenishment policies
presented in this paper to imaginary waves. However, since the difference between two re-
plenishment policies in terms of 0-picks differs per wave, and since the characteristics of (the
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orders generated in) a wave differ a lot among warehouses, it makes no sense to draw quan-
titative conclusions (e.g., policy A always performs x percent better than policy B) from the
results of these simulation experiments. Instead, the goal of the simulation experiment pre-
sented next is to uncover qualitative differences between the policies. The choices for the
characteristics of the simulated waves presented next are therefore more or less random, and
only meant to reveal these differences between the replenishment policies. Next to uncovering
qualitative differences, the results of the simulation experiments may give an impression of
what the quantitative differences could be under certain circumstances.
The simulation model uses the open source software that solves the LSAP (Cao (2008)).
This software contains the so-called Munkres algorithm (Munkres (1957)). In order to check
the validity of our program, we compared simulation results with the theoretical performance
of the replenishment policies.
The imaginary warehouse meets all features described in the assumptions A1-A13. In or-
der to test the quality of the policies, imaginary waves are generated based on the following
characteristics:
 T = 3; jHj = 20; jIj = 20;
 Nh = uniformly distributed on integers f1; 2; ; 10g; 8h 2 H;
 Qh(k) = uniformly distributed on integers f1; 2; ; 10g; 8h 2 H; 8k = 1; : : : ; Nh;
 Sh(1) = uniformly distributed on integers f0; 1; ; Dh   1g; 8h 2 H; where Dh =PNh
k=1Qh(k);
 ti = i  TR; where TR = T=jIj; 8i 2 I;
 sh : reorder point product h in (s; S) policy = E[Dh] + 1:5
p
V(Dh); 8h 2 H:
The reason why the uniform distribution is chosen in order to generate Nh, is to reveal the
qualitative difference between the OQBR (/OBR) and the SNR. The sub-optimality of the SNR
is mainly caused by the fact that this policy rejects part of the short-term demand information.
As it only looks at the aggregate demand of a product, the SNR tends to assign lower than
optimal priority to products for which Nh is great (high number of 0-picks expected) and vice
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versa for products for which Nh is small. In order to reveal this shortcoming, it is required that
Nh shows some variation. This is done by generating Nh out of a uniform distribution.
In order to show the difference between the OQBR and the OBR, some variation in Qh(k)
is required. Namely, by making assumption A14 the OBR implicitly assumes zero variation
in Qh(k). In order show the effect of this shortcoming, Qh(k) is generated out of a uniform
distribution.
In the simulation experiment, also the performance of the Random + (s; S)-policy is tested.
In reality this policy causes replenishment of products that do not need to be replenished on the
short term and vice versa. In order to simulate these cases we base the product specific sh on
the long-term demand. Namely by taking sh as the expected demand per wave plus 1.5 times
the standard deviation of the demand per wave. This can be calculated by means of the law of
total variation (and expectation), using the distributions of Nh and Qh(k) as given above. This
gives a value of 30:25 + 1:5 17:17  56 for every sh.
Last, also the initial inventory level (Sh(1)) of product h is randomly generated. Since
Dh of emergency products exceeds Sh(1), the inventory level has to be initiated somewhere
between zero and Dh   1, which is done by a uniform distribution.
Based on the characteristics listed above, the orders to be picked in a wave, the inventory
levels and sh are randomly generated. Given these orders, the three replenishment policies pre-
sented in this paper prioritize the replenishment orders. Next, for every replenishment policy,
simulation is used to obtain the distribution of the number of 0-picks resulting from applying
the replenishment orders generated by this policy to this wave. Every time the wave is sim-
ulated (5.000 times), new order pick times are randomly generated based on A7. Common
random numbers are used for every replenishment policy. In order to add more generality, this
simulation is done for 1.000 waves, generating new orders and inventory levels for every wave.
6.2 Results
The results of applying the replenishment policies 5.000 times to 1.000 randomly generated
waves, creating new random pick times every simulated wave, are stated below in Table 1.
The OQBR is modeled based on assumptions A1-A13, which makes it quite logical that
this stock replenishment policy performs best in a simulation model that acts based on these
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Table 1: Results of applying the replenishment policies to 1.000 randomly generated waves
Replenishment Mean # Mean % Std. of % 95% Conf. Interval
Policy 0 picks dif. with dif. with of mean % dif.
per wave the OQBR the OQBR with the OQBR
Random + (s; S) 53.59 491.5 86.73 [ 486.2, 496.9]
SNR 12.56 35.5 14.24 [34.6, 36.4]
OBR 9.61 3.7 2.83 [ 3.5, 3.9]
OQBR 9.29 - - -
assumptions. The OBR performs only a little worse, which must be due to assumption A14.
Among the three replenishment policies we developed, the SNR performs worst, which is not
strange because of the amount of short-term demand information it rejects. Still, differences
among the three are relatively small, particularly when these differences are compared to the
difference with the Random + (s; S) policy.
As we said, the results depend on the settings of the imaginary warehouse. Yet, there are
some factors that may indicate to what extent the number of 0-picks will change when one
replenishment policy is chosen instead of another.
As we already suggested in section 6.1, variance inNh causes the difference in performance
between the OQBR and the OBR, whereas variance in Qh(k) causes the difference in perfor-
mance between the OQBR (/OBR) and the SNR. This induces the question whether there is
a correlation between the difference in performance between two policies (0-picks) and these
variances. Namely, if these relations exist, decision makers could measure the value of these
variances in their warehouse. This way, they can get an idea of the relative benefits of imple-
menting a certain replenishment policy instead of another.
In order to test this, 1.000 waves are simulated (each one 5.000 times) again based on the
characteristics listed in section 6.1. However, in order to get a better insight in the relation
between the variance in Qh(k) and the difference in performance between the OQBR and the
OBR, we generated Qh(k) out of a uniform distribution on the integers f1; : : : ; 10g for 200 of
the 1000 waves, on the integers f2; : : : ; 9g for 200 waves, on the integers f3; : : : ; 8g for 200
waves, and so on. Similarly, in order to get a better insight in the relation between the variance
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in Nh and the difference between the OQBR and the SNR, we generated Nh out of a uniform
distribution on the integers f1; : : : ; 10g for 200 of the 1000 waves, on the integers f2; : : : ; 9g
for 200 waves, on the integers f3; : : : ; 8g for 200 waves, and so on.
After simulation, for all of these 1.000 waves the difference in performance between the
OQBR and the OBR is calculated. Let nOBR and nOQBR be the number of 0-picks resulting
from applying the OBR and the OQBR to a certain wave respectively. Then, for a given wave
the difference in performance between the OBR and the OQBR is calculated by taking the
average value of 100((nOBR nOQBR)=nOQBR 1) over the 5.000 simulations. For all 1000
waves this mean difference in performance is compared with the variance in Qh(k). This way
the correlation between these statistics can be calculated. The same is done for the difference
between the OQBR and the SNR compared to the variance in Nh.
As shown in Figure 1, the results indeed give a positive correlation of 0.36 between the
percentage difference between the number of 0-picks of OQBR and OBR and the variance in
Qh(k). The correlation between the percentage difference between the OQBR and the SNR
and the variance in Nh is even equal to 0.85, see Figure 2.
R
e
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e
Var(Qh(k))
Figure 1: V ar(Qh(k)) vs. % difference between OQBR and OBR of 1000 waves
A good explanation of the first correlation can be found in the fact that the OBR assumes
A14. If this assumption is met, there won’t be any difference between the results of the OBR
and the OQBR. However, when the distance between the reality and this assumption is growing
bigger, which is the case when Qh(k) shows more variation, the bias in the calculations made
by the OBR will grow bigger, causing that this difference increases.
The difference between the OQBR(/OBR) and the SNR can be explained by the fact that the
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Figure 2: V ar(Nh) vs. % difference between OQBR and SNR of 1000 waves
first takes Nh into account, while the SNR doesn’t. This will cause sub-optimality in the SNR,
because Nh is a good indicator of the number of 0-picks that may occur for a certain product.
As stated in section 6.1, this causes that the SNR tends to assign lower than optimal priority
to products for which Nh is great and vice versa for products for which Nh is small. If Nh of
all emergency products is almost the same, this sub-optimality will not be very big. This will
often be the case when a wave lasts very short. In contrast, when there is much variation in this
statistic, this will cause that the difference between these two replenishment policies increases.
In short, there are good reasons to assume that the difference between the OQBR and the
OBR increases when the variance in Qh(k) increases, and that the difference between the SNR
and the OQBR(/OBR) increases when the variance in Nh increases (so also often when T
increases). This is also confirmed in experiments performed in De Vries (2010).
Last, also the mean computation times of the process of transforming demand and inventory
information into replenishment orders are calculated for each replenishment policy, see Table 2.
The computation-times and their variances are relatively small. The replenishment orders are
generated only once per wave, so that the computation times stated above won’t cause a waste
of labor due to waiting for replenishment orders. Because the (s; S) policy is a continuous
review policy in which replenishment orders are updated continuously, there is no (measurable)
computation time for generating the replenishment orders for this policy.
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Table 2: Mean and variance of computation time of generating the replenishment orders per
replenishment policy
Replenishment Policy Mean (seconds) Variance
(s; S) - -
SNR 0.003 0.000
OBR 0.030 0.001
OQBR 1.707 5.458
7 Results of implementation in warehouse
At the time of the case study (see also Carrasco-Gallego & Ponce-Cueto (2009)), the SNR was
the only available replenishment policy that takes short-term demand information into account.
Therefore this policy was chosen to be implemented in the warehouse. After implementation
in the warehouse’s WMS, its effectiveness was monitored by measuring the relative number of
order lines that caused a 0-pick. Figure 3 shows how the effect of implementing the SNR is. The
SNR is progressively implemented in each of the three piece picking areas during the following
months: April, May, June. Before policy implementation in March, there were almost 14 order
lines for every 1000 which caused a 0-pick. When implementation was considered complete,
0-picks had been reduced to less than 3 for every 1000 lines. This means that using the SNR
instead of the (s; S) policy decreased the number of 0-picks with about 80%. Those results
obtained after the implementation of the SNR policy in the real life warehouse are coherent with
the results obtained in the simulation study. In the latter, the switch from the Random+(s; S)
policy to the SNR reduced the mean 0-picks per wave from 53.59 to 12.56, that is a 76.5%
decrease.
8 Conclusions
In this paper new internal stock replenishment policies for warehouses using a forward-reserve
storage strategy have been presented, in order to minimize the problem of 0-picks. The unique
feature of these policies is that they assign priorities to replenishment orders based on short-
term demand information that is available because of the wave-picking strategy used in the
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Figure 3: SNR implementation results in a warehouse
warehouse.
The first stock replenishment policy proposed in this paper, called the Stock-Needs Rule,
is based on the idea of assigning priorities to replenishment orders based on a ratio dividing
available inventory by wave-demand of the corresponding product.
The second replenishment policy makes use of all short-term demand information that is
available in order to assign priorities to replenishment orders. This policy is called the Order-
Quantity Based Rule. The problem of minimizing the total expected number of 0-picks is
modeled as a Linear Sum Assignment Problem. In this problem products are assigned to re-
plenishment orders based on the expected number of 0-picks that occurs for a product if it is
assigned to a certain replenishment order (i.e., replenished at a pre-known time). This value can
be calculated exactly because of some assumptions that are made (i.e., A6-A8). Because the
computation time of calculating this value explodes when some products are ordered often, a
simplified (biased) version of the formula that calculates this value is made. The replenishment
policy that uses this formula instead of the original one is called the Order Based Rule.
Though the OQBR outperformed the other replenishment policies in a simulation experi-
ment, it is not true that this one should always be favored at the expense of the other policies.
First, the replenishment policies should also be compared in terms of costs of implementation,
maintenance, and updates of replenishment policy in the warehousing software. Namely, these
costs will be relatively high for the OQBR and the OBR.
Second, if the assumptions the OQBR and the OBR are based on are not met, the difference
in performance between replenishment policies can decrease. For example, simulation exper-
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iments in De Vries (2010) have shown that the difference between the OQBR and the other
policies gets a bit smaller when the replenishment times are stochastic instead of deterministic.
However even if there is a substantial bias in their calculations, the OQBR and the OBR have
the great advantage of taking all short-term demand information into account.
Last, the relative performance of a replenishment policy depends very much on the settings
of the warehouse. Two variables are explained that are correlated with the difference between
the replenishment policies in terms of 0-picks: the variance in Nh and the variance in Qh(k).
Decision makers should measure the value of these variables in their warehouse, so that they
can get an idea of the relative benefits of implementing a certain replenishment policy instead
of another. This way they can make a good trade-off between benefits in terms of 0-picks and
costs in terms of complexity.
Because the SNR was the only replenishment policy that was available at the time of the
case study, this policy replaced the (s,S) policy in the warehouse. Implementation reduced the
average number of 0-picks from 13.8 to 2.9 per 1000 order lines, which reveals the effectiveness
of this stock replenishment policy.
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