Abstract: In this paper, we give a basis for the derivation module of the cone over the Shi arrangement of the type D ℓ explicitly.
1. Introduction. Let V be an ℓ-dimensional vector space. An affine arrangement of hyperplanes A is a finite collection of affine hyperplanes in V . If every hyperplane H ∈ A goes through the origin, then A is called to be central. When A is central, for each H ∈ A, choose α H ∈ V * with ker(α H ) = H. Let S be the algebra of polynomial functions on V and let Der S be the module of derivations Der S := {θ : S → S | θ(f g) = f θ(g) + gθ(f ), f, g ∈ S, θ is R-linear}. We say that A is a free arrangement if D(A) is a free S-module. The freeness was defined in [15] . The Factorization Theorem [16] states that, for any free arrangement A, the characteristic polynomial of A factors completely over the integers.
Let E = R ℓ be an ℓ-dimensional Euclidean space with a coodinate system x 1 , . . . , x ℓ , and Φ be a crystallographic irreducible root system. Fix a positive root system Φ + ⊂ Φ. For each positive root α ∈ Φ + and k ∈ Z, we define an affine hyperplane H α,k := {v ∈ V | (α, v) = k}.
In [10] , J.-Y. Shi introduced the Shi arrangement
when the root system is of the type A ℓ . This definition was later extended to the generalized Shi arrangement (e.g., [4] ) 
Embed E into V = R ℓ+1 by adding a new coordinate z such that E is defined by the equation z = 1 in V . Then, as in [7] , we have the cone cS(Φ) of S(Φ)
In [18] , M. Yoshinaga proved that the cone cS(Φ) is a free arrangement with exponenets (1, h, . . . , h) (h appears ℓ times), where h is the Coxeter number of Φ. (He actually verified the conjecture by P. Edelman and V. Reiner in [4] , which is far more general.) He proved the freeness without finding a basis. In [13] , for the first time, the authors gave an explicit construction of a basis for D(cS(A ℓ )). Then D. Suyama constructed bases for D(cS(B ℓ )) and D(cS(C ℓ )) in [14] . In this paper, we will give an explicit construction of a basis for D(cS(D ℓ )). A defining polynomial of the cone over the Shi arrangement of the type D ℓ is given by
Note that the number of hyperplanes in cS(D ℓ ) is equal to 2ℓ(ℓ − 1) + 1.
Our construction is similar to the construction in the case of the type B ℓ .
The essential ingredients of the recipe are the Bernoulli polynomials and their relatives.
2. The basis construction. Proposition 2.1. For (p, q) ∈ Z ≥−1 × Z ≥0 , consider the following two conditions for a rational function B p,q (x):
Then such a rational function B p,q (x) uniquely exists. Morever, the B p,q (x) is a polynomial unless (p, q) = (−1, 0) and
Proof. Suppose (p, q) = (−1, 0). Since the right hand side of the first condition is a polynomial in x, there exists a polynomial B p,q (x) satisfying the first condition. Note that B p,q (x) is unique up to a constant term. Define a polynomial
we have
is the unique solution satisfying the both conditions. Next we suppose (p, q) = (−1, 0). Then we compute
Thus B −1,0 (x) = −(1/x) is the unique solution satisfying the both conditions. Definition 2.2. Define a rational function B p,q (x, z) in x and z by
Then B p,q (x, z) is a homogeneous polynomial of degree p + 2q except the two cases:
For a set I := {y 1 , . . . , y m } of variables, let
, where σ n stands for the elementary symmetric function of degree n.
Definition 2.3. Define derivations
for j = 1, . . . , ℓ − 1 and
for j = ℓ, where
Note that ϕ j (z) = 0 (1 ≤ j ≤ ℓ). In the rest of the paper, we will give a proof of the following theorem:
Theorem 2.4. The derivations ϕ 1 , . . . , ϕ ℓ , together with the Euler derivation
Proof. Define
Assume that 1 ≤ j ≤ ℓ − 1 and (k, k 0 ) = (−1, 0). Then J = K 1 ∪ K 2 , n 1 = |J 1 |, n 2 = |J 2 |, and B −1,0 (x i , z) = −1/x i . Therefore each F ij is a polynomial. Thus ϕ j (x i ) is a nonzero polynomial and there exists a nonzero polynomial F ij . Compute
Let < denote the pure lexicographic order of monomials with respect to the total order
When f ∈ S = C[x 1 , x 2 , . . . , x ℓ , z] is a nonzero polynomial, let in(f ) denote the initial monomial (e.g., see [6] ) of f with respect to the order <.
and F iℓ from the proof of Lemma 2.5 when K 1 , K 2 , n 1 , n 2 are fixed. Let deg (xi) f denote the degree of f with respect to x i when f = 0.
(1) Since, for every nonzero F ij , we obtain
Hence we may conclude
and thus
when B k,k0 (x i , z) is nonzero. The equality holds if and only if n 1 = n 2 = 0.
This proves (2)
. Now we only need to prove (3). Let i = j < ℓ in ( * ). Then the equality in(F ii ) = x 
because the leading term of B 2ℓ−2i−1,0 (x i , z) is equal to
Next let i = ℓ in ( * * ). Then the equality
holds if and only if
From Proposition 2.6, we immediately obtain the following Corollary:
(2) Moreover, the leading term of det ϕ j (x i ) is equal to
Next, we will prove ϕ j ∈ D(S(D ℓ )) for 1 ≤ j ≤ ℓ. We denote S(D ℓ ) simply by S ℓ from now on. Before the proof, we need the following two lemmas:
0≤n1≤|J1| 0≤n2≤|J2|
Proof. (1) is easy because the left handside is equal to
(2) The left handside is equal to
which is equal to the right handside.
Lemma 2.9. (1)The polynomial
is divisible by x s + ǫx t − z.
Proof.
(1) follows from the fact that −B k,k0 (x, z) = B k,k0 (−x, z) in Proposition 2.1.
(2) follows from the following congruence relation of polynomials modulo the ideal (x s + ǫx t − z):
Proposition 2.10. Every ϕ j lies in D(S ℓ ).
Proof. For 1 ≤ j ≤ ℓ − 1, 1 ≤ s < t ≤ ℓ, and ǫ ∈ {−1, 1}, by Lemma 2.9 and Lemma 2.8, we have the following congruence relation of polynomials modulo the ideal (x s + ǫx t − z):
Case 1. When x s ∈ J, ( †) = 0. Case 2. When x s ∈ J 2 and x t ∈ J 2 , ( †) = 0. Case 3. When x s ∈ J 1 and x t ∈ J 2 , ( †) = 0. Case 4. When x s ∈ J 1 , x t ∈ J 1 and ǫ = 1, ( †) = 0. Case 5. If x s ∈ J 1 , x t ∈ J 1 and ǫ = −1, then s = j < t = j + 1. So ( †) is divisible by x s + ǫx t − z.
We also have the following congruence relation of polynomials modulo the ideal (x s + ǫx t − z): Since s < t ≤ ℓ, we have x s ∈ J = {x 1 , . . . , x ℓ−1 }. Thus ( † †) = 0. Therefore ϕ j (x s + ǫx t − z) is divisible by x s + ǫx t − z for 1 ≤ j ≤ ℓ, 1 ≤ s < t ≤ ℓ. For 1 ≤ j ≤ ℓ, ϕ j (x 2 s − x 2 t ) = 2x s ϕ j (x s ) − 2x t ϕ j (x t ) is divisible either by x s B k,k0 (x s , z) − x t B k,k0 (x t , z) or by x s B −1,k0 (x s , z) − x t B −1,k0 (x t , z), we have ϕ j (x (x s +ǫx t −z)(x s +ǫx t ).
