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Abstract
Correctness is an important aspect of workﬂow management systems. However, most of the workﬂow literature focuses only on
the modeling aspects and assumes that a workﬂow is correct if during the execution it respects the control and data dependency
speciﬁed by the workﬂow designer. To address the correctness question properly we propose a new workﬂow model based on Hoare
semantics that allows to: (1) automatically check if the desired outcome of a workﬂow can be produced by its actual implementation,
(2) automatically synthesize a workﬂow implementation from the workﬂow speciﬁcation and a given task library.
In particular we: (1) formalize the semantics of workﬂows and tasks with pre- and postconditions, (2) for each control construct
we provide a set of sound inference rules formalizing its semantics. While most of our workﬂow constructs are standard, two of
them are new: the universal and the existential constructs. We then describe algorithms for automatically checking the correctness
of workﬂows and for automatic workﬂow generation.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Correctness is an important aspect of workﬂow management systems. Although most of the workﬂow community is
interested in workﬂow modeling aspects, a few researchers have been investigating techniques for supporting workﬂow
correctness [7,18,45,60]. An excellent overview of correctness issues in workﬂow management is given in [42]. More
recently, a formalization of workﬂows based on set and graph theory that addresses correctness issues is given in [6].
Some researchers focused on the correctness aspects that ensure data consistency when concurrency and failures
are present. These techniques emerge from the areas of extended transaction models [3,32,30,31,67], multi-databases
[47,19] and transactional workﬂows [60]. However, the constraints that the data and control ﬂow have to satisfy were
not discussed in a formal way. Other researchers focused on data and control ﬂow requirements. These techniques
include control ﬂow graphs, triggers (i.e., event-condition-action rules) [27], temporal constraints [26,62] and net-
based approaches [1]. However, most of these approaches, although formal, assume the workﬂow is correct if the
constraints on data and control ﬂow are satisﬁed during execution. Whether, the ﬁnal state of the whole workﬂow is
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the desired one is neither speciﬁed nor proved. Thus, to the best of our knowledge, a formal framework for reasoning
about the correctness of a workﬂow with respect to a speciﬁcation of its outcome is still missing.
Recently, a semantic-correctness theory has been developed for transaction processing systems [14,11,12]. This
theory is useful both for improving the performance of a transaction processing system [13] and for reasoning about
execution correctness of transactions running at different isolation levels [15]. In this paper we extend this semantic-
correctness theory to modeling and reasoning about workﬂows. Speciﬁcally, we develop a formal model in which
workﬂows are assumed to be constructed from a library of tasks to promote task reuse. The semantics of tasks and
workﬂows is speciﬁed in terms of pre- and postconditions, and a sound inference rule is provided to precisely specify
each of our workﬂow constructs. Based on this model we develop algorithms that automatically: (1) check if a workﬂow
implementation satisﬁes its speciﬁcation, (2) synthesize a workﬂow implementation from the workﬂow description and
a given task-library. Since the veriﬁcation and synthesis problems are in general undecidable, we restrict our attention
to ﬁnite data domains only.
The rest of the paper is organized as follows: Section 2 introduces the main features of our model using a negotiation
workﬂow example. Section 3 deﬁnes some preliminary concepts. Section 4 presents the task model. Section 4 describes
the workﬂow model. Section 6 formalizes the semantics of workﬂow constructs which are used to build a workﬂow
from tasks or from other workﬂows. Section 7 describes an algorithm that veriﬁes the correctness of a given workﬂow.
Section 8 describes an algorithm that automatically generates a correct workﬂow if the algorithm can ﬁnd it, based on
the workﬂow description and a given task library. Section 9 describes some related work and provides some discussion;
ﬁnally. Section 10 concludes the paper and points out some remaining future work.
2. Workﬂow model features
A workﬂow is generally used to model a complex business process. It can be viewed as a directed graph, in which the
nodes represent tasks and the arcs describe their execution ordering. The execution of tasks in a workﬂow is controlled
by a workﬂow controller. The state of the workﬂow is maintained in the controller’s database.
Example 2.1. To introduce our workﬂow notation and model we use a trade negotiation example. Part of the negotiation
workﬂow is shown in Fig. 1. The workﬂow describes a negotiation between parties A and B. It starts with the execution
of task Start(A,B), in which A establishes a connection to B and makes an initial bid. During negotiation, either party
can choose to accept an offer or provide a counter offer by executing task Neg(x). If one party chooses to accept an
offer, the other party will agree with the acceptance by executing task Agree(x).1 Thereafter, both parties enter the
settlement stage. Based on the number of brokerage branches involved in the negotiation, a result obtained by executing
task BrokerageHouse, either the branches corresponding to both parties settle the deal by executing Settle(x)
for all x ∈ {A,B} (the right box), or if both parties are from the same branch, that branch settles the deal by executing
Settle(x) for some x ∈ {A,B} (the left box).
This example illustrates the following features of our workﬂow model:
1. A task may be parameterized. For example, task Neg(x) is parameterized by the participating party x ∈ {A,B}.
2. A task T might take one of several actions non-deterministically. Here, the non-determinism means that the workﬂow
controller has no control over which action T might take during execution. One situation is that the user decides
which action of T to take. For example, the result of task Neg(x) is either newbid(x) (the party provides a new
bid) or agree(x) (the party agrees with the other party’s proposal).
3. A task may assign a value to a variable accessible to following tasks. For example, task BrokerageHouse will
write variable br containing the number of parties involved in the negotiation.
4. A branch traversal may be guarded with a condition. For example, br = 1 and br = 2 guard the outgoing left and
right branches of the ⊕ connector.
5. An existential workﬂow node ⊕x∈DW(x) (to be shown as a special case of a conditional workﬂow) non-deterministi-
cally runs workﬂow W(x) for only one instance x ∈ D.
6. A universal workﬂow node ⊗x∈DW(x) concurrently runs workﬂow W(x) for all instances x ∈ D.
1 A real trade negotiation workﬂow would allow both parties to withdraw from the negotiation before they enter the settlement stage.
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Fig. 1. A trade negotiation workﬂow example.
3. Preliminary deﬁnitions
A predicate is a statement that asserts a relationship about workﬂow objects. It has a unique identiﬁer and a ﬁnite
sequence of parameters. The value of each parameter is drawn from a ﬁnite domain. A predicate is called a proposition
if its parameter sequence is empty or all its parameters are instantiated. For example, newbid(x) represents the relation
“there is a new bid proposed by x that has not been responded to.” The workﬂow database stores the value of each
proposition of a workﬂow instance.
A variable, y, is a semantic entity that has an ordered ﬁnite domain denoted by Dom(y). Its value is stored in the
workﬂow database and is accessible to all tasks. For each variable y, predicate gen(y) states that “y’s value is deﬁned
and available”. For example, br represents “the number of branches involved in the negotiation” and the execution of
task BrokerageHouse makes gen(br) true. The workﬂow database stores the value of each variable.
A condition is a comparison between a variable y and a constant from y’s domain. The interpretation of a comparison
operator is deﬁned as part of the model, and a condition on y evaluates to true if y has a value (gen(y) is true) and
the comparison is satisﬁed, and false otherwise. For example, for a variable y whose domain is integer, the following
comparisons are deﬁned: <,  , =, >,  . Although the model supports variables of different ordered domains, in this
paper, we assume each variable has an integer domain and only the above ﬁve comparisons are considered.
An atomic formula is a predicate or a condition. To describe the expected outcome of a workﬂow, we use the
well-formed formulas of the ﬁrst order logic deﬁned as follows [40]:
Deﬁnition 3.1 (Well-formed formula (wff )). A well-formed formula (wff) is deﬁned recursively as follows:
1. An atomic formula is a wff.
2. If  and  are wffs, then ¬,  ∧  and  ∨  are wffs.
3. If  is a wff, and x is a variable, then ∀x and ∃x are wffs.
4. wffs are generated only by a ﬁnite number of applications of rule 1, 2, 3.
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A state is an assignment of values to variables and propositions. Each wff denotes a set of states. For example,
¬a∧ b∧ (x > 5) represents a set of states in which “a is false, b is true, and x has a value that is greater than 5”. Given
a wff A and a state , the set of states represented by A is denoted by [[A]], and  satisﬁes A if and only if  ∈ [[A]]. To
specify the effect of executing a task, we introduce the notion of action as follows.
Deﬁnition 3.2 (Action). A literal is a predicate or a condition (positive literal), or its negation (negative literal). An
action is a list of literals. Given an action A, the sets of positive and negative literals in A are represented by A+ and
A−, respectively. For convenience, in this paper, we denote an action as a conjunction of literals.
Semantically, each action speciﬁes the changes that a task makes to the state by assignments. For example, action
a ∧ ¬b represents “the execution assigns true to a and false to b”.
4. The task model
Tasks are the basic building blocks of workﬂows. We assume that each task T has theACID properties of conventional
transactions [34] and it must be initiated in a state satisfying some wff called its precondition, to ensure its execution
correctness. During execution, a task T takes one of its actions non-deterministically (the non-determinism feature of
a task is illustrated in Example 2.1). A formal deﬁnition of task speciﬁcation is as follows.
Deﬁnition 4.1 (Task speciﬁcation). A task speciﬁcation is a triple
{P(x)} T (x) [Q1(x),Q2(x), . . . ,Qn(x)], (1)
where x is a sequence of parameters. P(x) is a wff called T ’s precondition, and each Qi(x) is an action of T .
Example 4.2. Task Settle(x) in Example 2.1 can be speciﬁed by
{da} Settle(x) [stl(x)],
where da is a proposition which asserts that “the deal is agreed to by both parties” and stl(x) asserts that “party x has
settled the deal”.
In the remainder of the paper, the parameter sequence x is omitted when it is implicit. Pictorially, a task T is
represented by a box labeled with T ’s identiﬁer having one input edge and n output edges, as shown in Fig. 2. The
input edge is labeled with T ’s precondition P and each of T ’s output edges is labeled with Qi (i = 1, 2, . . . , n).
Deﬁnition 4.3 (Frame semantics). We deﬁne the following so called frame semantics for task speciﬁcation {P } T [Q1,
Q2, . . . ,Qn]: if T is initiated in a state S that satisﬁes wff P ′ and P ′ ⇒ P , then when T terminates, the resulting
state satisﬁes result(P ′,Qi), where Qi is chosen by T non-deterministically 2 and the function result is deﬁned by
result(P ′,Qi) = (P ′/Qi) ∧ Qi . Here, (P ′/Qi) represents wff P ′ with every literal l deleted if l ∈ Qi or ¬l ∈ Qi .
For example, givenP ′ = a∧b∧¬c, andQi = ¬b∧c∧d, we have (P ′/Qi) = a and result(P ′,Qi) = a∧¬b∧c∧d.
The result function formalizes the following:
1. For each literal l such that l ∈ Q+i , its value becomes true.
2. For each literal l such that ¬l ∈ Q−i , its value becomes false.
3. For each literal in l ∈ P ′ such that l,¬l /∈ Qi , its value remains unchanged.
Example 4.4. Suppose task T is speciﬁed by {a∧b} T [¬a∧c,¬b∧d] and is initiated in a state satisfying a∧b∧¬c.
Then when T terminates, the resulting state satisﬁes result(a ∧ b ∧ ¬c,¬a ∧ c) = ¬a ∧ b ∧ c for the ﬁrst action or
result(a ∧ b ∧ ¬c,¬b ∧ d) = a ∧ ¬b ∧ ¬c ∧ d for the second action.
2 One possible implementation is, an integer returned by the invocation of T indicates which action of T has been taken, for example i indicates
action Qi has been taken.
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Fig. 2. The task model.
One might be tempted to specify a task {a} T [b, c] by {a} T [b ∨ c] so that each task has one input edge and one
output edge that corresponds to one-entry–one-exit structured notion of programming languages. However, by doing
so, we would lose information since the execution of {a} T [b ∨ c] contains one more possibility which is not implied
by the ﬁrst speciﬁcation: assign true to both b and c. Using exclusive-or between b and c will not do it either since if
b is true initially, then the execution of T might terminate in a state in which both b and c are true. How to represent
a task as an one-input–one-output unit and how to generate workﬂow automatically based on this new task model is
an interesting future work. This paper presents our workﬂow veriﬁcation and generation algorithms based on the task
model deﬁned in this section.
A set of tasks is used to build a task library and they can be reused to build different workﬂows with the workﬂow
constructs deﬁned in Section 6.
Deﬁnition 4.5 (Task library). A task library is a tuple (P,V, C,L, T ) where
1. P is a ﬁnite set of predicates.
2. V is a ﬁnite set of variables with ﬁnite ordered domains.
3. C is a ﬁnite set of conditions deﬁned on V .
4. L is the set of literals deﬁned by P , V , and C.
5. T is a set of task speciﬁcations with preconditions and actions over L.
5. The workﬂow model
We consider a workﬂow as a business process that is constructed from tasks in the task library using the constructs
deﬁned in Section 6.
Deﬁnition 5.1 (Workﬂow description). A workﬂow description is a triple
{P(x)} W(x) {Q1(x),Q2(x), . . . ,Qn(x)}, (2)
where x is a sequence of parameters. P(x) is a wff called W ’s precondition. Q1(x),Q2(x), . . . ,Qn(x) is a set of wffs,
called W ’s postcondition. Each Qi is called an outcome of W .
Pictorially, if we ignore its internal structure, a workﬂow W can be represented by a box labeled with its identiﬁer.
It has one input edge and n output edges (see Fig. 3). The input edge is labeled with W ’s precondition P , and each of
T ’s output edges is labeled with its corresponding outcome Qi (i = 1, 2, . . . , n).
Deﬁnition 5.2 (Assertional semantics). We deﬁne the following so called assertional semantics for workﬂow descrip-
tion {P } W { Q1, Q2, . . . , Qn}: when W is initiated in a state satisfying P , then when it terminates, the resulting state
satisﬁes one of the Qi (i = 1, . . . , n).
Deﬁnition 5.3 (Correctness of a workﬂow). A workﬂow W is correct with respect to workﬂow precondition WPre and
workﬂow postcondition WPost1, . . . ,WPostn if {WPre}W {WPost1, . . . ,WPostn} is a theorem.
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Fig. 3. An abstraction of a workﬂow.
The differences between frame and assertional semantics are summarized as follows:
• The frame semantics of a task speciﬁes fully its functionality when it is executed from a state satisfying the task’s
precondition. In this way, a task can be reused in different workﬂows to implement different desirable assertional
semantics.
• Assertional semantics does not fully specify the functionality of a workﬂow. For each triple (2), we might have
several implementations from different tasks with different frame semantics (see Example 5.4).
• We can infer the assertional semantics of a task from its frame semantics, but not the other way around since for
triple (2), there might exist several implementations.
Example 5.4. Given a workﬂow description {¬a} W {a∨b}, any task with the following frame semantics can be used
to implement workﬂow W :
1. {¬a} T1 [a].
2. {¬a} T2 [b].
3. {¬a} T3 [a ∧ b].
4. {¬a} T4 [a, b].
5. {true} T5 [a].
Example 5.5. Suppose the frame semantics speciﬁcation of task T is {¬a} T [a ∧ b] and workﬂow W is described by
its assertional semantics {¬a} W {a ∧ b}. Suppose the initial state satisﬁes ¬a ∧ ¬b ∧ ¬c. If we execute T , then after
T terminates, the resulting state satisﬁes a ∧ b ∧ ¬c, whereas if we execute W , then after W terminates, the resulting
state satisﬁes a ∧ b and the value of c might be true or might be false.
The following inference rules, called frame rules, establish the relationship between the frame and assertional
semantics of a workﬂow. In particular, one can infer from frame semantics to assertional semantics, but not the other
way around.
{P } T [Q1,Q2, . . . ,Qn], P ′ ⇒ P
{P ′} T {result(P ′,Q1), result(P ′,Q2), . . . , result(P ′,Qn)} ,
where P ′ is an arbitrary wff and the result function is deﬁned in Section 4.
Theorem 5.6 (Soundness of frame rule I ). Frame rule I is sound.
Proof. It is obvious. 
Example 5.7. For example, from {a ∧ c} T [¬a ∧ b, a ∧ ¬b] and (a ∧ b ∧ c) ⇒ (a ∧ c) one can infer that
{a ∧ b ∧ c} T {¬a ∧ b ∧ c, a ∧ ¬b ∧ c}.
{P } T [Q1,Q2, . . . ,Qn]
{P ∧∧ni=1 residue(Gi,Qi)} T {G1,G2, . . . ,Gn}
where G1,G2, . . . ,Gn are arbitrary wffs and the residue function is deﬁned as follows:
residue(Gi,Qi) =
{ false if Gi ∧ Qi = false∧
(Gi − Qi) otherwise,
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whereGi−Qi denotes the set difference of the sets of literals named inGi andQi . One can prove that residue(Gi,Qi)∧
Qi ⇒ Gi . One way to understand this rule is to assume that Gi is to be the postcondition of workﬂow W when it
produces the outcome Qi . This requires P ∧ residue(Gi,Qi) to be the precondition of W . Since any Qi might be
chosen by W during execution, this precondition needs to be strengthened to P ∧∧ni=1 residue(Gi,Qi).
Theorem 5.8 (Soundness of frame rule II). Frame rule II is sound.
Proof. Let S = P ∧ ∧ni=1 residue(Gi,Qi). We only need to prove result(S,Qi) ⇒ Gi for an arbitrary Gi (i =
1, 2, . . . , n). We prove this by contradiction.
Suppose result(S,Qi) ⇒ Gi is false. Then there must exist a truth assignment A such that A(result(S,Qi)) = true
but A(Gi) = false. Thus, there must exist a literal l in Gi such that A(l) = false. Consider the following cases:
1. l appears in Qi , then result(S,Qi) ⇒ Qi ⇒ l, since A(result(A,Qi)) = true we have A(l) = true. This is a
contradiction.
2. l appears in Qi , then we have residue(Gi,Qi) ≡ false and thus S ≡ false, the conclusion of frame rule II is a
theorem since the workﬂow’s precondition is false.
3. Neither l nor l appears in Qi , then residue(Gi,Qi), S and thus result(S,Qi) all contain literal l. Since A(result(S,
Qi)) = true, we have A(l) = true. This is another contradiction.
This proves frame rule II is sound. 
Example 5.9. Suppose a task is speciﬁed by {a ∧ c} T [¬a ∧ b, a ∧ ¬b] where Q1 = ¬a ∧ b, and Q2 = a ∧ ¬b. For
G1 = ¬a ∧ c, and G2 = a ∧ d , we have residue(G1,Q1) = c and residue(G2,Q2) = d. Using frame rule II, we have
the following theorem: {a ∧ c ∧ d} T {¬a ∧ c, a ∧ d}.
Example 5.10. For task speciﬁcation {a} T [¬a ∧ b ∧ d] and wff G = ¬a ∧ b ∧ ¬c, we have residue(G,Q) = ¬c.
Thus {a ∧ ¬c} T {¬a ∧ b ∧ ¬c} is a theorem.
Example 5.11. For task speciﬁcation {a}T [¬a∧b] and wffG = a, we have residue(G,Q) = false. Thus {false}T {a}
is a theorem. This indicates that there is no starting state in which T can be executed to produce a.
A special form of this rule occurs when Gi ≡ Qi (i = 1, 2, . . . , n). Then residue(Gi,Qi) ≡ true (i = 1, 2, . . . , n),
and from frame rule II, we can derive the following inference rule:
{P } T [Q1,Q2, . . . ,Qn]
{P } T {Q1,Q2, . . . ,Qn} .
In order to derive all workﬂow descriptions that are logically implied by a given workﬂow description, we introduce
the following inference rule, called the consequence rule. It states that, given a workﬂow description, one can strengthen
its precondition, and weaken each outcome in its postcondition and get another workﬂow description. This allows us
to adapt the interfaces (pre- and postconditions) of workﬂows in order to be able to compose them.
{P } W {Q1,Q2, . . . ,Qn}, P ′ ⇒ P, ∀i (Qi ⇒ Q′i )
{P ′} W {Q′1,Q′2, . . . ,Q′n}
.
Theorem 5.12 (Soundness of consequence rule). Consequence rule is sound.
Proof. It is obvious. 
The following theorem indicates that, by using Frame rule I and the consequence rule, one can derive all workﬂow
descriptions that are logically implied by a given task speciﬁcation. Therefore, Frame rule II is redundant. However, it
is convenient to have Frame rule II when one would like to derive a workﬂow description with given postconditions,
while Frame rule I is useful if one would like to derive a workﬂow description with a given precondition.
Theorem 5.13 (Completeness). Given a task speciﬁcation {P } T [Q1,Q2, . . . ,Qn], Frame rule I and the consequence
rule are complete to derive all workﬂow descriptions that are logically implied by the task speciﬁcation.
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Proof. See [46]. 
6. Workﬂow constructs
Tasks are building blocks of workﬂows. First of all, a workﬂow con consist of a single task. Since a task is spec-
iﬁed with frame semantics, we can infer its corresponding assertional semantics using the frame rules described in
Section 5.
We also deﬁne the SKIP workﬂow as the identity, the empty workﬂow. The assertional semantics of a SKIP workﬂow
is deﬁned by the following so called SKIP rule:
{P } SKIP {P },
where P is an arbitrary wff. The SKIP rule formalizes the execution semantics of the identity: the execution of a skip
workﬂow does not change the state of the workﬂow.
Theorem 6.1 (Soundness of SKIP rule). SKIP rule is sound.
Proof. It is obvious. 
Similar to the skip statement in programming language, it might be convenient to have this identity workﬂow. For
example, in Section 8, our automatic workﬂow generation algorithm uses a SKIP workﬂow as the initial value for the
partial workﬂow that is generated.
The following constructs allow us to construct workﬂows from the SKIP workﬂow, single task workﬂows and other
existing workﬂows that are constructed recursively using these constructs.
6.1. Composition
The composition construct allows one to run two workﬂows one after another. Given two workﬂows, W1 and W2,
a workﬂow can be composed by connecting one of W1’s output edges to W2’s input edge. The resulted workﬂow is
denoted by; (W1, i,W2) (abbreviated by W1;W2 when W1 has only one output edge) where i represents the output
edge of W1 that is connected to the input edge of W2. The composition construct is illustrated in Fig. 4. The following
inference rule, called the composition rule, formalizes the execution semantics of the workﬂow composition construct.
{P1} W1 {Q1, . . . ,Qn}, {P2} W2 {R1, . . . , Rm}, Qi ⇒ P2
{P1} ; (W1, i,W2) {Q1, . . . ,Qi−1, R1, . . . , Rm,Qi+1, . . . ,Qn} .
Theorem 6.2 (Soundness of composition rule). Composition rule is sound.
Proof. It is obvious. 
W1 W2
Fig. 4. Composition construct.
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Fig. 5. The loop construct.
xW(x)
Fig. 6. The universal construct.
Example 6.3. Given two workﬂow descriptions: {¬a} W1 {b ∧ c, d} and {b} W2 {e}, the description for one of the
compositions is {¬a} ; (W1, 1,W2) {e, d}.
6.2. Loop
Given a workﬂow W described by P W {Q1, . . . ,Qn}, if Qi ⇒ P , then we can connect the output edge
labeled with Qi to the input edge of W . The resulting workﬂow is denoted by ↑ (W, i) and described by {P }
↑ (W, i) {Q1,Q2, . . . ,Qi−1,Qi+1, . . . ,Qn}. ↑ (W, i) will have one input edge and n − 1 output edges. The loop
construct is illustrated in Fig. 5. The following inference rule, called the Loop rule, formalizes the assertional semantics
of the loop construct.
{P } W {Q1,Q2, . . . ,Qn}, n2, Qi ⇒ P
{P } ↑ (W, i) {Q1, . . . ,Qi−1,Qi+1, . . . ,Qn} .
Theorem 6.4 (Soundness of the loop rule). The loop rule is sound.
Proof. see [46]. 
6.3. Universal
The universal construct allows one to run different instances of the same workﬂow concurrently.
Given a workﬂow W(x), a workﬂow can be constructed that runs all instances of W(x) concurrently for x ∈ D ⊆
Dom(x). The workﬂow is denoted by ⊗x∈DW(x) (abbreviated by ⊗xW(x) when D is implicit). When ⊗xW(x) is
initiated, all instances of W(x) will be initiated concurrently, and the execution of ⊗xW(x) ﬁnishes when the execution
of all instances ﬁnish. Workﬂow ⊗xW(x) is illustrated in Fig. 6 and it has one input edge and one output edge. The
execution semantics of the universal construct is formalized by the following rule, called the universal rule.
{P(x)} W(x) {Q1(x),Q2(x), . . . ,Qn(x)}, ∗
{∀xP (x)} ⊗x W(x) {∀xQ(x)} ,
where P(x), Q1(x), . . . ,Qn(x) are arbitrary wffs and Q(x) = Q1(x) ∨ · · · ∨ Qn(x). Since W(x) itself might be
constructed from other tasks, a wff, called intermediate assertion, is associated with each intermediate edge of W(x)
which is expected to be true for the correctness proof of W(x). The ∗ of the universal rule represents the following
interference-free condition: tasks of different instances of W(x) do not interfere with each other’s pre- and post-
conditions and their intermediate assertions [54].
Theorem 6.5 (Soundness of universal rule). Universal rule is sound.
Proof. It is obvious. 
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(W1,W2, ...,Wn)
Fig. 7. The conjunction construct.
Example 6.6. Suppose {da} Settle(x) [stl(x)] and Dom(x) = {′A′, ′B ′}, we can infer {da} Settle(x) {stl(x)} using
the frame rule and then {da} ⊗x Settle(x) {∀xstl(x)} since the interference-free condition is satisﬁed.
6.4. Conjunction
The universal construct allows one to run different instances of the same workﬂow concurrently. A conjunction
construct, on the other hand, allows one to run several different workﬂows concurrently.
Given a set of workﬂows W1,W2, . . . ,Wn, a workﬂow denoted by ⊗(W1,W2, . . . ,Wn) can be constructed such that
during execution, all workﬂows W1,W2, . . . ,Wn will execute concurrently. The conjunction construct is illustrated in
Fig. 7. The following inference rule, called the conjunction rule, formalizes the execution semantics of the workﬂow
conjunction construct.
{Pi} Wi {Q1i , . . . ,Qmii } (i = 1, . . . , n), ∗
{∧ni=1 Pi} ⊗ (W1, . . . ,Wn) {∧ni=1 Qi} ,
where Qi = Q1i ∨ · · · ∨ Qmii (i = 1, . . . , n) and ∗ represents the following interference-free condition: tasks of
different Wi do not interfere with each other’s pre- and post-conditions and their intermediate assertions [54].
Theorem 6.7 (Soundness of conjunction rule). Conjunction rule is sound.
Proof. It is obvious. 
6.5. Conditional
The conditional construct allows one to execute one instance of a workﬂow based on the current state.
Given a workﬂow W(x, y) and a wff r(x, y), if for any value of y, there exists an x ∈ Dom(x) such that r(x, y) is
true, then a workﬂow can be constructed such that, based on the value of y, will arbitrarily choose a value of x ∈ Dom(x)
such that r(x, y) is true and executeW(x, y). The resulting workﬂow is denoted by ⊕x(r(x, y),W(x, y)) and illustrated
in Fig. 8 (in general, each W(x, y) might have several output edges, and all of them join together). The semantics of
the conditional construct can be formalized by the following rule, called conditional rule.
{P(x, y)} W(x, y) {Q1(x, y), . . . ,Qn(x, y)}, (P ∧ r(x, y)) ⇒ P(x, y), gen(y) ⇒ ∃xr(x, y)
{P ∧ gen(y)} ⊕x (r(x, y),W(x, y)) {∃xQ(x, y)} ,
where Q(x, y) = Q1(x, y) ∨ · · · ∨ Qn(x, y).
Theorem 6.8 (Soundness of conditional rule). The Conditional rule is sound.
Proof. It is obvious. 
Example 6.9. Suppose we have two tasks
• Task Die allows one to throw a die and save the result in variable y. It is described by {true} Die {gen(y)} where
Dom(y) = {1, 2, 3, 4, 5, 6}.
• Task Init (x) allows party x to propose the initial bid during a negotiation. It is described by {true} Init(x)
{newbid(x)}, where Dom(x) = {1, 2} and Dom(x) contains all the identiﬁers of the parties involved.
Suppose we want to construct a workﬂow such that two parties throw a die, if the result is greater than 3, then
party 1 will propose the initial bid, otherwise party 2 will propose the initial bid. The workﬂow is described
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W(1, y)
W(2, y)
W(n,y) 
r(1,y)
r(2, y)
r(n,y)
Fig. 8. The conditional construct.
by {true} Die;⊕x(r(x, y), Init(x)) {newbid(x)} where
• r(1, y) def= y > 3,
• r(2, y) def= y3.
It is interesting to consider the special case in which gen(y) ≡ true, r(x, y) ≡ true, P ≡ ∀xP (x), and W(x, y) is
free of y, then the conditional rule becomes:
{P(x)} W(x) {Q1(x), . . . ,Qn(x)}
{∀xP (x)} ⊕x W(x) {∃xQ(x)} ,
where Q(x) = Q1(x) · · ·Qn(x) and ⊕xW(x) is an abbreviation of ⊕x(true,W(x)).
Example 6.10. For task: {da} Settle(x) {stl(x)} and D = {′A′, ′B ′}, we can infer {da} ⊕x Settle(x) {∃xstl(x)}.
6.6. Disjunction
The conditional construct allows one to execute one instance of the same workﬂow based on the current state; the
disjunction construct, on the other hand, allows one to execute one workﬂow of a given set of workﬂows based on the
current state.
Given a set of workﬂows W1(y),W2(y), . . . ,Wn(y) and a wff r(x, y), if for any value of y, there exists an x ∈
Dom(x) such that r(x, y) is true, then a workﬂow can be constructed that, based on the value of y, will arbitrar-
ily choose a value of x ∈ Dom(x), such that r(x, y) is true and execute Wx(y). The resulting workﬂow is de-
noted by ⊕x(r(x, y),W1(y), . . . ,Wn(y)). The disjunction construct is illustrated in Fig. 9. The following rule, called
Disjunction rule formalizes the semantics of the disjunction construct under this situation.
{Px(y)} Wx(y) {Q1x(y), . . . ,Qmxx (y)} (x = 1 · · · n), (P ∧ r(x, y)) ⇒ Px(y), gen(y) ⇒ ∃xr(x, y)
{P ∧ gen(y)} ⊕x (r(x, y),W1(y), . . . ,Wn(y)) {∨nx=1 Qx(y)} ,
where Qx(y) = Q1x(y) ∨ · · · ∨ Qmxx (y) (x = 1 · · · n).
Theorem 6.11 (Soundness of disjunction rule). The Disjunction rule is sound.
Proof. It is obvious. 
Similarly, a special case is one in which gen(y) ≡ true, r(x, y) ≡ true, P =∧nx=1 Px , and Wx(y) is free of y, then
Disjunction rule becomes
{Px} Wx {Q1x, . . . ,Qmxx } (x = 1 · · · n)
{∧nx=1 Px} ⊕x (W1, . . . ,Wn) {∨nx=1 Qx} ,
where Qx = Q1x ∨ · · · ∨ Qmxx (x = 1 · · · n).
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W1(y)
W2(y)
Wn(y)
r(1,y)
r(2,y)
r(n,y)
Fig. 9. The disjunction construct.
6.7. Putting it together
In this chapter, in addition to the SKIP workﬂow and single task workﬂows, we have deﬁned six workﬂow constructs
that allow us to build workﬂows from existing workﬂows. Except the composition construct, all constructs produce a
workﬂow with one-input–one-output property. The following open problems remain to be solved:
• Develop a task and workﬂow model in which both tasks and workﬂows have one-input–one-output property, and
adapt the composition rule to the new model so that all these six constructs preserve this one-input–one-output
property.
• Investigate the completeness of these constructs (i.e., is this set of constructs complete to represent any reasonable
workﬂow). In particular, the notion of completeness needs to be formalized, and the completeness proof needs to be
investigated.
In this paper, we limit oursevles to consider a workﬂow space deﬁned recursively by the six constructs we have
deﬁned. More formally,
Deﬁnition 6.12 (Deﬁnable workﬂow). In addition to the SKIP workﬂow and single task workﬂows, a workﬂow is
deﬁnable by the following rules:
1. If W1 and W2 are workﬂows, then ; (W1, i,W2) is a workﬂow.
2. If W is a workﬂow then ↑ (W, i) is a workﬂow.
3. If W(x) is a workﬂow, then ⊗xW(x) is a workﬂow.
4. If W1, . . . ,Wn are workﬂows, then ⊗(W1, . . . ,Wn) is a workﬂow.
5. If W(x, y) is a workﬂow and r(x, y) is a wff, then ⊕x(r(x, y),W(x, y)) is a workﬂow.
6. If W1(y), . . . ,Wn(y) are workﬂows and r(x, y) is a wff, then ⊕x(r(x, y),W1(y), . . . ,Wn(y)) is a workﬂow.
7. Besides the SKIP workﬂow and single task workﬂows, workﬂows can only be constructed from a ﬁnite number of
applications of the above rules.
Given a workﬂow, it might or might not be correct with the correctness notion deﬁned in Deﬁnition 5.3. The next
section sketches an algorithm to check if a workﬂow is correct with respect to a given workﬂow precondition and
postcondition.
7. Automatic workﬂow veriﬁcation
Given a workﬂow W deﬁnable by Deﬁnition 6.12, we would like to check automatically if W is correct with
respect to a given workﬂow precondition WPre and workﬂow postcondition WPost1, . . . ,WPostn, i.e., to check if
{WPre} W {WPost1,WPost2, . . . ,WPostn} is a theorem. In this section we sketch such an algorithm.
The algorithm is based on function Annotate that marks each edge e of W with a wff, Ae, called its annotation,
to characterize the state of the workﬂow when control point reaches e. The pseudocode of Annotate(WPre,W) is
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Annotate(WPre, W)
{
Annotate the input edge of W with WPre
if (W == SKIP) // SKIP workflow
annotate the output edge of W with WPre
and return true
else if (W is a single task workf low){
suppose W is implemented by {P } T [Q1,Q2, · · · ,Qn]
if (WPre ⇒ P)
annotate each output edge i of T
by result (WPre,Qi) and return true
}
else if (W == ; (W1, i,W2)){ // Composition
if (Annotate(WPre,W1)) return Annotate(Ai(W1),W2)
}
else if (W == ↑ (W1, i)) // Loop
if (Annoate(WPre,W1) and Ai(W1) ⇒ WPre)
return true
else if (W == ⊗xW(x)) // Universal
if (Annotate(WPre,W(x)) and tasks of instances of
W(x) are interf erence − f ree of each other){
annotate the output edge of W with
∀xAD(W(x)) and return true
}
}
else if (W == ⊗(W1,W2, · · · ,Wn)){ // Conjunction
if (all of Annotate(WPre,Wi) (i = 1, 2, · · · , n)
return true and tasks of all Wi are
interf erence − f ree of each other){
annotate the output edge of W by
∧n
i=1 AD(Wi)
and return true
}
else if (W == ⊕x(r(x, y),W(x, y))){ // Conditional
if (Annotate(WPre ∧ r(x, y),W(x, y))){
annotate the output edge of W
by ∃xAD(W(x, y)) and return true
}
}
else if (W == ⊕x(r(x, y),W1(y), . . . ,Wn(y)){ // Disjunction
if (all Annotate(WPre ∧ r(x, y),Wx(y)) return true){
annotate the output edge of W
by
∨n
x=1 AD(Wx(y)) and return true}
}
return f alse
}
Fig. 10. Function Annotate pseudocode.
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illustrated in Fig. 10. We use Ai(W) to denote the annotation of the output edge i of workﬂow W , and use AD(W) to
denote the disjunction of the annotations of all the output edges of workﬂow W .
Function Annotate will abort the annotation process and return false whenever one of the following situations
occurs:
1. The annotation of some edge of W does not imply the precondition of the following task.
2. W has a component ⊗xW(x), and some tasks of instances of W(x) interfere one with another.
3. W has a component ⊗(W1, . . . ,Wn), and some tasks of workﬂow Wi (i = 1, . . . , n) interfere one with another.
Otherwise it will complete the annotation process and return true. A workﬂow W is correct if and only if
1. Annotate(WPre,W) returns true.
2. The annotation of each output edge of W implies the workﬂow postcondition WPost.
If only 1 holds, then those output edges whose annotations do not imply the workﬂow postcondition are referred to as
W ’s dangling edges. We describe function Annotate in the following.
Given the workﬂow precondition WPre, Annotate(Wpre,W) annotates the input edge of W by WPre, and an-
notates other edges of W recursively based on the outmost construct (see Deﬁnition 6.12) of W (the pseudocode of
Annotate(WPre,W) is shown in Fig. 10 in which “//” is the delimiter for comments):
1. SKIP workﬂow: Annotate the output edge of W with WPre and return true.
2. Single task workﬂow: Suppose W is implemented by {P } T [Q1,Q2, . . . ,Qn]. If WPre ⇒ P holds then annotate
each output edge i of T with result(WPre,Qi) and return true; otherwise, return false.
3. Composition: W =; (W1, i,W2). Invoke Annotate(WPre,W1) and if it returns true then invoke Annotate
(Ai(W1),W2). If both Annotate(WPre,W1) and Annotate(Ai(W1),W2) return true, then return true; otherwise
return false.
4. Loop: W =↑ (W1, i). Invoke Annotate(WPre,W1) and if it returns true and Ai(W1) ⇒ WPre then return true;
otherwise, return false.
5. Universal: W = ⊗xW(x). Invoke Annotate(WPre,W(x)), if it returns true and tasks of all instances of W(x)
are interference-free [54], then annotate the output edge of W with ∀xAD(W(x)) and return true; otherwise return
false.
6. Conjunction:W = ⊗(W1,W2, . . . ,Wn). InvokeAnnotate(WPre,Wi) (i = 1, 2, . . . , n) and if all of them return true
and tasks of all Wi (i = 1, . . . , n) are interference-free [54], then annotate the output edge of W with∧ni=1 AD(Wi)
and return true; otherwise return false.
7. Conditional: W = ⊕x(r(x, y),W(x, y)). Invoke Annotate(WPre ∧ r(x, y),W(x, y)), and if it returns true then
annotate the output edge of W with ∃xAD(W(x, y)) and return true; otherwise, return false.
8. Disjunction: W = ⊕x (r(x, y),W1(y), . . . ,Wn(y)). Invoke Annotate(WPre ∧ r(x, y), Wx(y)) for each x = 1, 2,
. . . , n, and if all of them return true then annotate the output edge of W with
∨n
x=1 AD(Wx(y)) and return true;
otherwise return false.
An example of workﬂow automatic veriﬁcation is available in [46].
8. Automatic workﬂow generation
In this section, we describe an algorithm that, given a task library L, a workﬂow precondition WPre and postcondition
WPost, will automatically generate a correct workﬂow with respect to WPre and WPost. To guarantee the termination
of our algorithm, we limit ourselves to generate only workﬂows that contain no more than MaxSize tasks, where
MaxSize is an arbitrary integer speciﬁed by the user. We assume that negation in a wff only occurs in literals since
we can always transform an arbitrary wff into an equivalent one with this property using De Morgan’s laws. We also
assume that each wff is fully parenthesized, and its outmost logical connective is called its principal operator.
We consider the workﬂow generation as a search problem in a search space graph (See Fig. 11) which is deﬁned as
follows: nodes represent sets of states and are labeled by the corresponding wff’s, and edges represent workﬂows and are
labeled by the corresponding workﬂows. Each edge labeled by workﬂow W connects from node QW , the postcondition
of W , to node PW , the precondition of W . Therefore, for each node G, its outgoing edges represent those workﬂows that
haveG as the postcondition, and connect to nodes, calledG’s children, that represent their corresponding preconditions.
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Gs (a solution node)
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Fig. 11. Search space graph.
For example, in Fig. 11, the outgoing edges of node WPost are labeled by W11,W12, . . . ,W1n, and the children of
WPost are labeled by G11,G12, . . . ,G1n. Given a task library L, a workﬂow precondition WPre and postcondition
WPost, the search space graph must be ﬁnite since we assume all variables have ﬁnite domains in our workﬂow model.
Loops are possible in a search space graph since we might have the following situation: there exist two nodes GA and
GB such that there is a path from GA to GB , and one of the outgoing edges of GB corresponds to a workﬂow whose
precondition is GA. For example, for task library L that contains the following two task speciﬁcations, {a} T1 [b] and
{b} T2 [a], and workﬂow postcondition a, the corresponding space graph has a cycle.
To generate a workﬂow with respect to workﬂow precondition WPre and postcondition WPost, one searches a path in
the space graph from the node labeled by WPost, to some node Gs (the shaded node in Fig. 11) such that WPre ⇒ Gs .
To avoid getting into an inﬁnite loop, one might keep track of all the nodes that have been visited, and backtrack
if a visited node is visited again. Another alternative, which is used in this paper, is to limit ourselves to generate
workﬂows that contain at most MaxSize tasks, where MaxSize is speciﬁed by the user. In theory, this might lead
to the incompleteness of our workﬂow generation algorithm, since there might exist a correct workﬂow that contains
more than MaxSize tasks; in practice, however, one can usually estimate a reasonable value for MaxSize based on
the task library and the requirement of the application.
The automatic workﬂow generation algorithm is based on function genWF , genQ and f ix which are described
in the following subsections. To generate a workﬂow from workﬂow precondition WPre to workﬂow postcondition
WPost, one invokes genWF(WPre, WPost, WPost, SKIP), which will in turn invoke itself recursively and the other two
functions, genQ and f ix.
8.1. Function genWF
Function genWF(WPre,WPost,G,W) (see Fig. 12 for its pseudocode) returns a workﬂow with respect to a given
precondition WPre and postcondition WPost, or false if it cannot ﬁnd such a workﬂow. genWF has four arguments:
• WPre, the workﬂow precondition.
• WPost, the workﬂow postcondition.
• G, the current node to be expanded in the search space graph. Initially, it is equal to Wpost .
• W , the workﬂow that corresponds to the path from node G to WPost. It is the workﬂow that has been generated so
far and initially, it is the SKIP workﬂow.
The algorithm starts by expanding G = WPost with invocation genWF(WPre, WPost, WPost, SKIP). Given a node
G to be expanded, the following three steps are performed:
• If the partial workﬂow W is already greater than MaxSize, then no further attempt to expand G will be made and
false is returned (line 3).
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1) genWF(WPre, WPost, G, W)
2) {
3) if (size(W) > MaxSize) return f alse
4) else if (WPre ⇒ G){
5) if (f ix(WPre,WPost,W)) return W
6) else return f alse
7) }
8) else{
9) qG = genQ(G)
10) while(!isEmpty(qG)){
11) WG = dequeue(qG)
12) G′ = the precondition of WG w.r.t. G
13) Ws = genWF(WPre,WPost,G′,W ′)
14) if (Ws <> f alse) return Ws
15) }
16) return f alse
17) }
18) }
Fig. 12. Function genWF pseudocode.
• Otherwise, if WPre ⇒ G, then G is a solution node (line 4). W , the workﬂow that corresponds to the path from
node G to WPost, however, might be incomplete in the sense that it might contain multiple output edges, and the
annotations of some of these output edges might not imply WPost. We call these edges as dangling edges. f ix(W)
will transformW into a complete workﬂow. If f ix(W) returns true, thenW is completed successfully and is returned,
otherwise, W cannot be completed and false is returned (line 13).
• Otherwise, we continue to expand G by invoking qG = genQ(G) where genQ(G) returns a queue of workﬂows that
have G as its postcondition, and the result is saved in queue qG (line 9). For each workﬂow WG in qG, we calculate
its precondition G′, and continue to expand node G′ by invoking Ws = genWF(WPre, WPost, G′, W′) recursively
where W ′ = WG;W (the while loop from line 10 through 15) until a complete workﬂow Ws is returned (line 14) or
all children of G are expanded (qG becomes empty in line 10).
8.2. Function genQ
Function genQ(G) returns a queue of workﬂows that have G as its postcondition and its pseudocode is illustrated
in Fig. 13 in which emptyQueue() returns an empty queue, and q.append(S) appends a set of workﬂows S to the tail
of queue q. Queue q is initialized to an empty queue, and we do the following:
1. Add each task T to q if one of its actions contains G, i.e., T alone will implement G (line 4 and 5).
2. Conjunction (G = A ∧ B) (line 6 through 13): we invoke q1 = genQ(A) and q2 = genQ(B) recursively. As a
result, q1 contains a set of workﬂows that realize A, and q2 contains a set of workﬂows that realize B. We then add
every possible ⊗{W1,W2} to q where W1 ∈ q1 and W2 ∈ q2, and tasks of W1 and tasks of W2 are interference-free
[54]; we also add every possible W1;W2 when W2 does not invalidate A, and every possible W2;W1 when W1 does
not invalidate B.
3. Disjunction (G = A ∨ B) (line 14 through 18): we invoke q1 = genQ(A) and q2 = genQ(B) recursively. As a
result, q1 contains a set of workﬂows that realize A, and q2 contains a set of workﬂows that realize B. We then add
every possible ⊕{W1,W2} to a set S where W1 ∈ q1 and W2 ∈ q2.
4. Universal (G = ∀xQ(x)) (line 19 through 21): we invoke genQ(Q(x)) recursively, and add every ⊗xW(x) into q
where W(x) ∈ genQ(Q(x)) if tasks of all instances of W(x) are interference-free of each other [54].
5. Conditional (G = ∃xQ(x) (line 22 and 23): we invoke genQ(Q(x)) recursively, and add every ⊕xW(x) into q
where W(x) ∈ genQ(Q(x)).
Finally, function genQ(G) returns q to its caller.
S. Lu et al. / Theoretical Computer Science 353 (2006) 71–92 87
1)genQ(G)
2){
3) q = emptyQueue()
4) if (an action of some task T contains G)
5) add every such T to q
6) else if (G = A ∧ B){ // Conjunction
7) q1 = genQ(A)
8) q2 = genQ(B)
9) q.append({⊗{W1,W2} | W1 ∈ q1,W2 ∈ q2
10) and tasks of W1 and W2 are interf erence f ree})
11) q.append({W1;W2 | W1 ∈ q1,W2 ∈ q2, and condition 1})
12) q.append({W2;W1 | W1 ∈ q1,W2 ∈ q2, and condition 2})
13) }
14) else if (G = A ∨ B) // Disjunction
15) q1 = genQ(A)
16) q2 = genQ(B)
17) q.append({⊕{W1,W2}|W1 ∈ q1,W2 ∈ q2})
18) }
19) else if (G = ∀xQ(x)) // Universal
20) q.append({⊗xW(x)|W(x) ∈ genQ(Q(x)),
21) tasks of W(x) are interferece free})
22) else if (G = ∃x(Q(x)){ // Conditional
23) q.append({⊕xW(x)|W(x) ∈ genQ(Q(x))}
24)
25) return q
26)}
Fig. 13. Function genQ pseudocode.
8.3. Function f ix
A workﬂow W is incomplete when the annotation of some output edge of W does not imply the workﬂow postcon-
dition. Function f ix(WPre,WPost,W) (illustrated in Fig. 14) completes a workﬂow if it is not, and returns true when
W is completed, or false if W cannot be completed.
1. If there exists an edge d in W and d’s annotation Ad is implied by the annotation of edge e, Ae, then a loop construct
is introduced by connecting e to d .
2. Otherwise, let A∨ be the disjunction of all the annotations of W , and invoke W′ = genWF(Ae, A∨, WPost, SKIP).
We use A∨ as the workﬂow postcondition and use WPost as the initial working wff since any dangling edge whose
annotation implies A∨ can be considered as non-dangling edges during the execution of the above genWF , since
during the next iteration of the while loop they can be dealed with by the ﬁrst step.
When genWF returns, if W ′ is not a false then we attach W ′ to e and we continue to deal with the next dangling
edge; otherwise, W cannot be completed, and false is returned.
Finally, after all dangling edges are completed, f ix returns true. An example of workﬂow automatic generation is
available in [46].
9. Related work and discussion
Workﬂow technologies originated from the work on business reengineering and ofﬁce automation in the 1970s. Since
then a substantial effort has been devoted to this area as corporations automate their business processes. Currently,
there are hundreds of commercial systems on the market. In [57,49], some of the most typical products are reviewed.
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1) ﬁx(WPre, WPost, W)
2) {
3) Annotate(WPre,W)
4) f or(each dangling edge e in W){
5) if (Ae implies the annotation Ad of some edge d)
6) connect e to d
7) else{
8) let A∨ be the disjunction of all the annotations of W
8) W ′ = genWF(Ae,A∨,WPost, SKIP)
9) if (W ′ <> false) attach W ′ to e
10) else return f alse
11) }
12) Annotate(WPre,W)
13) }
14) return true
15) }
Fig. 14. Function ﬁx pseudocode.
Workﬂows evolved from transactions as the limitations of atomicity and isolation became evident in distributed and
heterogeneous systems. Serializability had long been recognized as a performance bottleneck, and database systems
all provide less restrictive notions of isolation. On the research side, the nested transaction model [50] was introduced
to generalize the concept of atomicity, and the multilevel model [69] was introduced to enhance performance by taking
advantage of the semantics of applications. These models, however, preserved the basic concepts of atomicity and
isolation.
A more radical departure from the basic transaction model came with extended transaction models, e.g., the ACTA
model [22], Flex [55], ConTract [56]. Both atomicity and isolation are relaxed. A review of these extended transaction
models are summarized in [30,48], and their application in workﬂow systems can be found in [38,39]. To deal with
advanced applications in which long-lived transactions are present, some researchers propose to decompose transactions
into steps to increase concurrency while ensuring semantic correctness [10,41,4].
The workﬂow model generalizes these models with more constructs and broader functionality [3]. According to the
workﬂow reference model [37] provided by the Workﬂow Management Coalition, a workﬂow describes a business
process, and a Workﬂow Management System (WFMS) deﬁnes, manages, and executes a workﬂow using the workﬂow
logic to control the initiation of tasks.
Several formal methods have been proposed for specifying and modeling workﬂows. These include event algebra
[61], state charts [51], Petri nets [65,1], temporal logic [68], and concurrent transaction logic [26]. However, most
of these approaches, although formal, assume the workﬂow is correct if the constraints on data and control ﬂow are
satisﬁed during execution. Whether the ﬁnal state of the whole workﬂow is a desired one or not is neither speciﬁed nor
proved. Since workﬂows are designed manually in these frameworks, designers are required to understand complicated
business requirements and intricate control and data dependencies among different tasks. This becomes an error-prone
and time-consuming procedure when a workﬂow involves hundreds or thousands of tasks. This has motivated recent
effort on automatic workﬂow generation [58,23]. In this paper, we have developed a formal workﬂow model in which
workﬂows can be constructed from a library of tasks to promote task reuse. The semantics of tasks and workﬂows is
speciﬁed in terms of preconditions and postconditions, and a sound inference rule is established to specify the semantics
of each workﬂow construct. Based on this model, an algorithm has been developed to generate a workﬂow automatically
from a task library and a speciﬁcation of the desired outcome.
Our workﬂow model currently supports communication between different tasks via the shared variables that are
stored in a workﬂow database. However, more advanced event-driven communication between tasks are desirable to
support more general business processes. We will investigate the workﬂow veriﬁcation and generation problems in
such a richer set of primitives in the future.
Observant readers might notice that the constructs we introduced for our workﬂow model have a lot of simi-
larities to those in programs. However, a workﬂow has the following two characteristics that distinguishes it from
S. Lu et al. / Theoretical Computer Science 353 (2006) 71–92 89
a program:
• While the building blocks of a program are statements, the building blocks of a workﬂow are tasks, which are
software components with well-deﬁned input–output interfaces. Therefore, although the constructs for a regular
program need to be complete to spell out all possible executions, the design of constructs for workﬂows only needs
to accommodate most control ﬂows in practice.
• In our workﬂow model, the state space of a workﬂow is ﬁnite and loops take a limited form, as a result, auto-
matic veriﬁcation and generation become possible. In contrast, a general program cannot be veriﬁed or generated
automatically due to the need to choose loop invariants for which there exist no general algorithms.
The problem of automatic workﬂow generation is closely related to the problem of propositional STRIPS planning
in artiﬁcial intelligence, which is to ﬁnd a sequence of actions to achieve a goal from a given initial state. The
readers are referred to [2] and [36] for surveys on the planning literature. In general, propositional STRIPS planning
is intractable [20], hence, in practice, planning systems are built based on various heuristics or restrictions over the
expressiveness of actions and formulas [20,52]. Currently, GRAPHPLAN [16] and SATPLAN [43] are considered
among the most efﬁcient planning systems.
In contrast to the propositional STRIPS planning model, the workﬂow domain has the following characteristics:
• In its full generality, in the planning domain, there are few restrictions on actions (e.g., a robot can pick up and put
down an object an arbitrary number of times). Therefore, the search space is large and the problem is intractable.
We believe in the workﬂow domain, each task generally achieves a signiﬁcant, durable result (e.g., update a bank
account). If it runs successfully, it generally needs to be run only once (or a bounded number of times) in a workﬂow
execution. In the literature, the unique-event property assumption is made for this purpose [26,62]. As a result, the
search for a solution is greatly simpliﬁed.
• In the planning domain, there are usually no ordering relationships between propositions. In the workﬂow domain,
as each task gets executed, the workﬂow state should be updated to reﬂect the “progress” that has been made. In
[46], the notion of “progress” is formalized by a hierarchical structure of a task library, i.e., the acyclicity of its
dependency graph. This hierarchical structure will signiﬁcantly reduce the size of the problem search space and may
lead to efﬁcient algorithms.
• A workﬂow may be more than just a sequence of tasks; instead, it may contain workﬂow constructs such as condi-
tionals and parallels. The semantics of these constructs need to be considered to generate a correct workﬂow.
The ﬁrst two characteristics suggest that there might exist efﬁcient algorithms for automatic workﬂow generation;
the last characteristic implies that existing planning algorithms are not directly applicable to automatic workﬂow
generation.
Recently, the emergence of Web service technologies provides a new way for applications to communicate with
each other. Web service protocols, such as SOAP and WSDL, provide a foundation that software applications can
use to expose their programmatic interfaces on the Web. Many standards are proposed on how to specify the coor-
dination of Web service communication and execution as workﬂows. Microsoft’s XLANG [64] is a block-structured
language with control ﬂow constructs such as sequence, switch, while loop, all for parallel routing, and pick for race
conditions based on timing or external triggers. In contrast to XLANG, IBM’s WSFL [44] is not limited to block
structures and allows for directed graphs, which can be nested but must be acyclic. In the meanwhile, Sun, BEA,
SAP and Intalio have introduced another Web service composition language called WSCI (Web Service Choreogra-
phy Interface) [5]. Intalio also initiated the Business Process Management Initiative (BMPI.org) which developed the
BPML (Business Process Markup Language) [17]. OASIS and UN/CEFACT support ebXML (Electronic Business
using eXtensible Markup Language) (www.ebxml.org). Another notable language is XPDL (XML Process Deﬁnition
Language) [53] that was released by the Workﬂow Management Coalition (WfMC) (www.wfmc.org) to support the
exchange of workﬂow speciﬁcations between different workﬂow products. The recently released Business Execution
Language for Web Services (BPEF4WS) [25] combines several standards such as WSFL [44] from IBM and XLANG
[64] from Microsoft. It allows a mixture of block structured and graph structured process models thus making the
language more expressive but more complex at the same time. Finally, some researchers have used UML [29] as a
workﬂow speciﬁcation language. Having a standard is a good idea, but having too many of them might be not. A
comparison between these different languages is beyond the scope of this paper, the reader is referred to [66] for
such details.
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It is not our goal to introduce another workﬂow speciﬁcation language. Instead, our development of a workﬂow model
focuses on supporting semantics based veriﬁcation and synthesis of workﬂows. It is expected that the algorithms we
presented here can be adapted to verify and synthesize business processes deﬁned using other workﬂow speciﬁcation
languages as well. For example, a veriﬁcation and synthesis algorithm for BPEL4WS abstract processes [25] has been
developed recently as an extension of the work presented in this paper [28].
Some work has been done on automatic Web service synthesis based on AI planning. For example, Daniela Berardi
et al. [8,9] used situation calculus to model the actions of Web services, and dynamically generate an execution tree.
Mark Carman et al. [21] maps the synthesis problem to a planning problem in which state descriptions are ambiguous
and operator deﬁnitions are incomplete. Dan Wu et al. [70] described how to use an AI planning system SHOP2 to
automatically compose Web services based on DAML-S. Mithun Sheshagiri [59] translates a DAML-S description of
Web services into a set of STRIPS-like planning operators by a set of rules and queries.
Though most approaches map Web service synthesis into AI planning problems, many point out that the Web service
domain has its own special characteristics and current AI planning is not going to provide a complete solution [63,59].
First, a Web service (task) often has multiple outcomes and non-deterministic behavior. The workﬂow needs to guarantee
correctness on all paths. Second, workﬂow languages provide a set of control constructs, and the synthesis algorithm
needs to choose the constructs wisely in order to produce a well-structured workﬂow. Planning focuses on generating
a path for conjunctive goals and does not consider actions with conditional or non-deterministic effects. Recently,
planning algorithms have been developed to handle more complex situations, such as conditions and non-determinism
(i.e., [35,24]). However, they are not intended to generate structured workﬂows and many workﬂow constructs and
concepts are missing.
10. Conclusion
We deﬁned a set of inference rules for the workﬂow constructs that we introduced. These rules are the basis of
reasoning about the correctness of workﬂows and automatic generation of workﬂows based on the workﬂow description
and a given task library. Future work includes the improvement of these algorithms and their applications, for example,
the virtual enterprises and failure handling. We will also investigate the workﬂow veriﬁcation and generation problems
in a richer set of primitives that involve event-driven communication between tasks. Future work also includes a
performance comparison study of the proposed workﬂow synthesis algorithm and existing planners such as PDDL
planner [33].
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