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Abstract
Bipartite experiments are a recent object of study in causal inference, whereby treatment is
applied to one set of units and outcomes of interest are measured on a different set of units.
These experiments are particularly useful in settings where strong interference effects occur
between units of a bipartite graph. In market experiments for example, assigning treatment
at the seller-level and measuring outcomes at the buyer-level (or vice-versa) may lead to
causal models that better account for the interference that naturally occurs between buyers
and sellers. While bipartite experiments have been shown to improve the estimation of
causal effects in certain settings, the analysis must be done carefully so as to not introduce
unnecessary bias. We leverage the generalized propensity score literature to show that we
can obtain unbiased estimates of causal effects for bipartite experiments under a standard
set of assumptions. We also discuss the construction of confidence sets with proper coverage
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probabilities. We evaluate these methods using a bipartite graph from a publicly available
dataset studied in previous work on bipartite experiments, showing through simulations a
significant bias reduction and improved coverage.
1 Introduction
Unlike the majority of experiments used in both academic and industry settings which assume
that the units receiving the treatment and the units having measurable outcomes of interest
impacted by the treatment are the same, bipartite experiments abandon this assumption. In
these experiments studied in recent causal inference literature such as Papadogeorgou et al.
(2019) and Pouget-Abadie et al. (2019), there are two distinct groups of units linked together
forming a bipartite graph. One group of units receives the treatment while the other group is
potentially affected by that treatment by means of being connected to the treated units on the
other side of the bipartite graph.
For example, consider an experiment on a buyer-item market platform (e.g. Amazon, Airbnb),
where the treatment causes some change to the item’s offer (e.g. a price discount, faster delivery
time). Assigning treatment randomly to different buyers may pose a practical problem: buyers
may feel discriminated if they receive different offers for the same item. Assigning treatment at
the item-level and running a classical (non-bipartite) experiment would lead to measuring out-
comes at the item-level as well, which may pose a different statistical problem: substitute goods
are likely to lead to a violation of the stable unit treatment value assumption (SUTVA), crucial
for the unbiased estimation of causal effects. The solution suggested in Papadogeorgou et al.
(2019) and Pouget-Abadie et al. (2019) is to assign treatment at the item-level and measure
buyer outcomes.
In a bipartite experiment, the units whose outcomes of interest we measure—the buyers in
the previous example—can no longer be considered assigned to treatment or control. To ob-
tain causal estimates, the experimenter must relate their outcomes to a measure of treatment
exposure they receive, which occurs along the edges of a bipartite graph. The graph, weighted
or unweighted, is assumed fully known and determines what level of treatment exposure a unit
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receives. In the example of the market platform experiment, buyers who almost exclusively
interact with treated items may be considered “highly exposed,” while buyers who never inter-
act with treated items would be considered “never exposed.” Exposure can be real-valued or
categorical, scalar or vector-valued, but it is always a function of the bipartite graph and of the
random assignment to treatment and control of the diversion side of the bipartite graph. It is
itself a random variable from which causal claims can be made.
In this paper, we study the estimation of causal effects in a bipartite experiment setup.
More specifically, we introduce a generalized-propensity-score-based estimator and show that
it is unbiased under a set of reasonable assumptions in the general bipartite graph case. We
also discuss practical implementations of this estimators and statistical inference based on these
implementations. Interference bias can be substantial in network settings. For instance, Holtz
et al. (2020) use Airbnb data to compare cluster-level randomized experiments designed to reduce
the bias with the simple Bernoulli unit-level randomization design. They find the difference in
estimated average treatment effects exceeding 30% suggesting a major interference bias.
In the rest of this section, we formally introduce the setting and compare our results to prior
work. In Section 2, we consider a simple example to illustrate why more na¨ıve estimators may
fail in practice. In Section 3, we introduce the assumptions necessary to prove the unbiasedness
of our estimator based on the propensity score. In Section 4, we present important practical
considerations for implementing the suggested estimation procedure. In Section 5, we show that
na¨ıve bootstrap methods lead to proper coverage under an uncorrelated error model, and show
that a parametric bootstrap method we suggest leads to proper coverage under a correlated
error model. Finally, in Section 6, we present a set of simulations on a real-world graph used
in previous work on bipartite experiments, showing substantial reductions of bias for the causal
estimands of interest.
1.1 Related Work
Bipartite randomized experiments are motivated by settings where violations of the stable unit
treatment value assumption (Rubin, 1980) occur, known as interference. Spanning as far back
as early work on the contamination of irrigation fields (Kempton, 1997) and vaccination tri-
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als (Struchiner et al., 1990), and continuing more recently with the work of Hong and Rau-
denbush (2005); Hudgens and Halloran (2008); Tchetgen and VanderWeele (2012); Toulis and
Kao (2013); Forastiere et al. (2016); Galagate (2016); Ogburn et al. (2017); Eckles et al. (2017);
Saveski et al. (2017); Saint-Jacques et al. (2019); Johari et al. (2020); Fatemi and Zheleva (2020);
Viviano (2020) to name a few, this literature has studied design and analysis modifications en-
abling better causal estimates.
The bipartite randomized experiment framework, introduced by Zigler and Papadogeorgou
(2018) and continued by Pouget-Abadie et al. (2019), is relatively novel in that it is the first to
consider distinct sets of units playing the roles of receiving treatment and having measurable
outcomes of interest. Such a consideration—the authors claim—is key to creating more flexible
and representative models of treatment responses to interventions on bipartite graphs where
interference is present.
Both papers are key to motivating this current work. More specifically, Zigler and Papado-
georgou (2018) introduces useful notation, terminology, and estimands as well as a Horvitz-
Thompson-inspired estimator for a subset of these estimands. Pouget-Abadie et al. (2019)
introduces a linear exposure assumption—which we re-use in several of our examples and
simulations—and focuses on finding a clustering of the bipartite graph which improves the
variance of common estimators rather than on obtaining unbiased estimators of causal effects.
Unlike Zigler and Papadogeorgou (2018), this paper is primarily concerned with the estimation
of the total average treatment effect (i.e. every unit that can be treated is treated compared
to no units treated) and establishes theoretical results for both an unbiased estimator and its
variance estimators based on bootstrap as well as illustrates these results using simulations. We
evaluate our methodology on the respective datasets provided by the authors.
Much of our work is inspired by Imbens (2000) and Hirano and Imbens (2004), which gen-
eralize the propensity score literature to the multivalued and continuous treatment settings.
Our suggested unbiased estimator is itself a direct extension of their work to fit the bipartite
experiment framework. Some differences with their setting remain however. Their work mainly
considers settings where multivalued and continuous treatments are assigned independently from
one unit to another, while treatment exposures may have a complex correlation structure de-
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pending on the bipartite graph. Imai and Van Dyk (2004) suggest an alternative estimator in
the continuous treatment setting, which we consider in Section 4.
Del Prete et al. (2020) consider a network setting and assume that the outcome of a unit
is affected by its own treatment status as well as those of its neighbors. They use generalized
propensity score ideas to construct the estimates of both the direct treatment effect and the
spillover effect. A notable feature of Del Prete et al. (2020) paper is that the authors are
specifically interested in observational settings. While our primary application of interest is the
setting of bipartite experiments, we also allow for observational nature of the data.
Finally, the recent literature on bipartite experiments builds on the existing work by Aronow
et al. (2017) and Sa¨vje (2019), which provides a general framework for treatment effect esti-
mation on graphs discussing the issues of interference, identification, and exposure mapping
misspecification. This paper focuses on a more specific, but widely used, bipartite graph setting
providing theoretical results for estimation and inference as well as illustrating the performance
of suggested procedures using simulations.
1.2 Our Setting
We refer to the units receiving treatment or control as diversion units and to the units with
measurable outcomes of interest as outcome units. We assume that they are distinct and there
exists a bipartite graph between them, with N outcome units and M diversion units. Each
edge (i, j) between outcome unit i ∈ [1, N ] and diversion unit j ∈ [1,M ] is associated with a
weight Wij ∈ R, which is known and not affected by the treatment. The observed outcome of
outcome unit i is denoted by Yi, and the treatment assignment of diversion unit j is denoted
by Zj ∈ {0, 1}, whereby Zj = 1 if diversion unit j is treated and 0 otherwise. An illustration is
included in the Appendix.
The treatment exposure Ei received by outcome unit i is a function of the bipartite graph and
of the random assignment Z = {Zj}j∈[1,M ]. Because the bipartite graph is assumed constant—
an assumption we will come back to in Section 3—we will often write Ei(Z) as the treatment
exposure outcome unit i has received under treatment assignment Z ∈ {0, 1}M . The exact
functional form of the treatment exposure is problem-dependent and must be decided by a
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domain expert. The assumption is that it is known, probabilistic, and captures all variations of
potential outcomes: ∀i ∈ [1, N ], ∀ Z ∈ {0, 1}M , Yi(Z) = Yi(Ei(Z)).
In the working examples of Papadogeorgou et al. (2019), the outcome of interest depends on
a “direct effect,” equal to 1 if the closest power plant (diversion unit) to the hospital (outcome
unit) is treated and 0 otherwise, and an “indirect effect,” equal to the proportion of power
plants, upwind from the hospital, which are treated. Pouget-Abadie et al. (2019) considers a
slightly different functional form for the exposure, referred to as the linear exposure assumption.
Under this assumption, the exposure of outcome unit i is a weighted proportion of its treated
neighboring diversion units in the bipartite graph: ∀i ∈ [1, N ], Ei(Z) =
∑M
j=1WijZj. While
the results stated in our paper are mostly agnostic to the exact functional form of the exposure
function, we will often assume the latter linear exposure assumption for simplicity of exposition.
In order to construct treatment effect estimands in a bipartite experiment, it is useful to
consider the exposure-response curve, which maps each level of exposure to the mean of the
potential outcome in the population for that level of exposure: µ : e 7→ E[Yi(e)]. If exposure
is limited to the segment [0, 1]—as is the case for the linear treatment exposure assumption
when the graph weights are appropriately normalized—one estimand of interest is µ(1)− µ(0).
This is the bipartite-experiments-equivalent of the population average treatment effect (ATE),
measuring the effect of all units being treated versus none of them being treated, and is the
main estimand of interest in the empirical Section 6. Another potential estimand of interest
is the derivative of the exposure-response curve corresponding to the impact of an incremental
change in exposure at a given exposure level.
2 Na¨ıve Estimators Are Biased—A Simple Example
In this section, we illustrate with two different estimators that inference methods that do not
control for the heterogeneity of different outcome units’ exposure distributions are generally
biased.
Consider using the average of observed outcomes at a given exposure level to estimate the
exposure-response function at that exposure level: µˆ(e) = |J(e)|−1∑i∈J(e) Yi, where J(e) =
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{i ∈ [1, N ] : Ei = e} is the set of outcome units with observed exposure Ei equal to e. As a
slightly more sophisticated alternative, consider running a linear regression Yi ∼ Ei and using
the regression coefficient as an estimate of the treatment effect µ(1) − µ(0). In the following
example, we show that both approaches generally produce biased estimates.
Suppose we are given a simple bipartite graph with two types of outcome units: outcome
units of type S (single) are connected to a single diversion unit and outcome units of type D
(double) are connected to exactly two diversion units. Suppose each outcome unit is connected
to its own set of diversion units, each diversion unit being connected to a single outcome unit.
To simplify the exposition further, we will assume that the graph weights {Wi:} of outcome units
of type S (resp. D) are equal to 1 (resp. 1/2), such that the weights corresponding to a given
outcome unit always sum to one, and that the two types are present in equal proportions in the
graph. Finally, suppose that only units of type D react to treatment. Namely, ∀e, Yi(e) = 0 for
units of type S and Yi(e) = e for units of type D. An illustration is included in the Appendix.
Assuming a treatment assignment sampled uniformly at random with probability p = 1/2,
units of type S can receive two levels of exposure with equal probability (ES = 0 with probability
1/2 and 1 otherwise), while units of type D can receive three (ED = 0 with probability 1/4, ED = 1
with probability 1/4, and ED = 1/2 otherwise). The first estimator estimates µ(0) correctly since
µˆ(0) = µ(0) = 0, but estimates µ(1) incorrectly since µˆ(1) = 1/3 < 1/2 = µ(1). The discrepancy
occurs because units at exposure level 1 are twice more likely to be of type S than D and not
react to treatment, despite both types being equally present in the population. The regression
estimator is also biased since cov(Ei, Yi)/var(Ei) = 1/3 < 1/2 = µ(1)−µ(0). The fact that these
two methods produce identical estimates is purely coincidence. Their estimates will generally
be different since the regression approach accounts for outcome values at all observed levels of
exposure while the nonparametric approach depends on Yi(0) and Yi(1) only.
3 Unbiased Estimation in Theory
To produce correct estimates in the example of the previous section, we need to account for
the fact that not all outcome units have the same exposure distribution. In this section, we
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introduce estimators of causal effects, inspired by the generalization of the propensity score to
the multivalued and continuous treatment literature (Imbens, 2000; Hirano and Imbens, 2004;
Imai and Van Dyk, 2004) as well as the literature on estimation under interference (Aronow
et al., 2017; Sa¨vje, 2019), and prove their unbiasedness under a restricted set of assumptions.
We begin with a set of standard assumptions required for our results to hold.
Assumption 1 (Fixed Weights). The graph weights {Wij}N,M are not affected by the treat-
ment assignment Z. Formally, Z ⊥ {Wij}N,M
In Papadogeorgou et al. (2019), the bipartite graph is given by the fixed geographic distance
between power plants and hospitals. In the market setting of Pouget-Abadie et al. (2019), the
bipartite graph is given by buyers’ preferences for different item categories. It is in principle
possible for items to become more or less desirable to a buyer as a function of treatment. This
assumption restricts our attention to the settings where the graph weights are not affected by
the treatment.
Assumption 2 (Strong Unconfoundedness). The exposure Ei received by outcome unit i
is independent of all its potential outcomes given the graph weights W = (W1, . . . ,WN)
T , where
Wi = (Wi1, . . . ,WiM)
T : Ei ⊥ {Yi(e)}e∈[0,1] | W .
Under strong unconfoundedness, the observed exposure of each outcome unit is independent of
the potential outcomes of that unit, when conditioned on the bipartite graph weights. Assump-
tion 2 is often compared with its slightly weaker version Imbens (2000).
Assumption 3 (Weak Unconfoundedness). The assignment to a particular level of ex-
posure is independent of the potential outcome corresponding to that exposure, given the graph
weights W : ∀e ∈ [0, 1], 1[Ei = e] ⊥ Yi(e) | W , where 1[Ei = e] is the indicator function for
outcome unit i receiving exposure level e.
In practice, while the slightly weaker Assumption 3 is sufficient to establish most of our results,
it may be difficult—as argued by Imbens (2000)—to find examples where one assumption holds
while the other does not, and it may be easier to reason about the more intuitive Assumption 2
directly. Under the linear treatment exposure assumption in Pouget-Abadie et al. (2019), both
8
Assumption 2 and Assumption 3 are verified for Bernoulli or Completely Randomized treatment
assignments. Indeed, conditionally on W , the exposure Ei received by outcome unit i is a fixed
weighted-sum of random variables orthogonal to the potential outcomes of unit i.
3.1 The Generalized Propensity Score
We now introduce our suggested generalized-propensity-score-based estimator, inspired by the
extension of the propensity score to the multivalued and continuous treatment literature (Hirano
and Imbens, 2004) .
Definition (Generalized Propensity Score). Let the Generalized Propensity Score for
exposure level e ∈ R and weights w = (w1, . . . , wM)T be the probability of receiving exposure e
conditionally on the weights w: r(e,w) = Pr (Ei = e|Wi = w).
In the spirit of early results by Rosenbaum and Rubin (1983), under weak unconfoundedness,
it is sufficient to condition on the generalized propensity score to get conditional independence
of 1[Ei = e] and Yi(e). Formally, this result is summarized in the following two lemmas.
Lemma 1 (Balancing Property). Under Assumptions 1 and 3, for a given exposure level
e ∈ [0, 1]: 1[Ei = e] ⊥Wi|r(e,Wi).
Lemma 2 (Unconfoundedness Given GPS). Under Assumptions 1 and 3, for a given
exposure level e ∈ [0, 1]: 1[Ei = e] ⊥ Yi(e)|r(e,Wi).
Lemma 2 follows mainly from Lemma 1, and is key to setting up the unbiasedness result of our
estimator. It states that to achieve independence of observing a potential outcome at exposure
level e with the event of receiving that same exposure level, it suffices to condition on the
propensity score at that same exposure level. This saves us from having to condition on the
entire vector W , and observing little to no outcomes at a given conditioned exposure level. We
now present the main theoretical result allowing for unbiased estimation of the exposure-response
function, and its derived estimands.
Theorem 1. Define the exposure-level-cross-propensity-score function as β(e, r) = E[Yi|Ei =
e, r(Ei,Wi) = r]. Under Assumptions 1 and 3, for a given (e, r) ∈ [0, 1]2, the next equalities
hold: β(e, r) = E[Yi(e)|r(e,Wi) = r] and µ(e) = E[β(e, r(e,Wi))].
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The proofs of Lemmas 1, 2, and Theorem 1 closely follow those in Imbens (2000) and can be
found in the Appendix, along with the results for another unbiased Horvitz-Thompson-based
estimator for the special case when the estimand of interest is a function of µ(0) and µ(1).
3.2 Revisiting the Simple Example
We illustrate the merit of the generalized propensity score estimator on the simple example
from Section 2. We begin by computing the average of potential outcomes at all levels of
exposure and propensity score, β(e, r). For (e, r) ∈ {(0, 1/2) ∪ (1, 1/2) ∪ (0, 1/4)}, β(e, r) = 0;
β(e = 1/2, r = 1/2) = 1/2; β(e = 1, r = 1/4) = 1. To estimate the exposure response curve at 0 and
1, we compute the average of β at e = 0 and e = 1, making sure to use the propensity score of
each outcome unit for the imputed exposure level, as opposed to the propensity score for their
observed exposure level. Units of type S (resp. type D) have the propensity score of 1/2 (resp.
1/4) at the exposure levels e ∈ {0, 1}, leading to µˆ(e) = 1/2 · β(e, 1/2) + 1/2 · β(e, 1/4) since each
type is present in equal proportions. It follows that µˆ(e) is equal to 0 if e = 0 and 1/2 if e = 1,
in line with the true exposure response function µ(e) = e/2.
4 Practical Considerations for Unbiased Estimation
As discussed in Section 3.2, provably unbiased estimates of the exposure-response function
can only be obtained at exposure levels which every outcome unit has a positive probability of
receiving. Depending on the nature of the bipartite graph and the weights assigned to the edges,
this may eliminate from consideration most if not all exposure levels except e ∈ {0, 1} which
always have positive probabilities of being observed in this setting. Thankfully, practitioners
generally assume some form of regularity for the potential outcomes. Bucketing exposure levels
to an appropriate granularity allows us to faithfully represent the exposure response curve while
ensuring that each outcome unit can effectively receive an exposure within every exposure bucket
with some positive probability. To compute the probability of an outcome unit receiving an
exposure level within a given bucket, it may be easier to do so by simulating a sufficient number
of treatment assignments and computing a histogram approximation of each outcome unit’s
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exposure distribution.
Furthermore, while the generalized propensity score methodology begins by estimating the
exposure-level-cross-propensity-score function β(e, r), doing so nonparametrically may be dif-
ficult if the data is too sparse to obtain meaningful estimates, even when bucketing exposure
levels and propensity scores as suggested in the previous paragraph. Practitioners may find
more success with a parametric form for β(e, r). In their paper on propensity scores for the
continuous treatment case, Hirano and Imbens (2004) suggest using a second degree polyno-
mial of the exposure, Ei, and the generalized propensity score, Ri. This amounts to running
a regression of Yi on a constant, Ei, E
2
i , Ri, R
2
i , and the interaction term, Ei · Ri, and using
the resulting approximation βˆ(e, r) in the second step of the unbiased estimation methodology:
µ(e) = N−1
∑
i βˆ(e, r(e,Wi)). Another alternative is to use a flexible machine learning approach
that can capture the nonlinearity of β. In Section 6, we present results based on using kernel
ridge regression (see, for example, Friedman et al., 2001).
Moreover, while our estimator is provably unbiased under a standard set of assumptions, it
may suffer from having large variance in practice, a common problem of propensity-score-based
methods. One suggestion is to impute the exposure response curve at many different levels of
exposure, and fit a parametric form to “smooth out” the imputed curve. For example, in the
linear exposure assumption with normalized weights considered in Pouget-Abadie et al. (2019),
as the number of outgoing edges of an outcome unit i grows, the variance of its received exposure
shrinks towards its expectation E[Ei] = p, leaving the experimenter with few observations at
exposures e = {0, 1}. In Section 6, to reduce the variance of µˆ(1)− µˆ(0), we fit both parametric
and non-parametric models of the exposure-response curve µ for all observed values of exposure
e to estimate its value at the endpoints.
Finally, an alternative to the suggested generalized-propensity-score-based estimator is to
stratify using characteristics of each unit’s exposure distribution (e.g. some moments of that
distribution). Such a stratified estimator would compute the average observed outcomes for all
units receiving a given exposure coupled with having those characteristics within a certain range.
The estimates from each strata would then be pooled together to estimate the exposure response
function. A similar method was suggested by Imai and Van Dyk (2004) for the continuous
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treatment case. While it is not guaranteed to produce unbiased estimates, this method may be
easier to compute than generalized propensity scores and in some cases still reduces the bias
compared to more na¨ıve estimators.
5 Variance Estimation
The proposed approach can be considered practical only if it provides a way to estimate con-
fidence intervals for the parameter of interest. One simple way to estimate variance is to treat
the model as a simple regression problem, ignoring the dependence of exposures across out-
come units. For example, a “na¨ıve bootstrap” method would sample individual observations
(Yi, Ei,Wi) with replacement, computing for each sample set a value for the estimator and
constructing the confidence interval using the quantiles of the resulting distribution.
We begin by showing that these standard variance estimators lead to correct coverage proba-
bilities under i.i.d. error terms. More formally, suppose that the correct response model is given
by Y = Φ(W,E)~β + ~ε, where Φ is a parametric function of the graph weights W and exposure
E, subject to certain regularity conditions, and the error term ~ε verifies E[~ε|Φ(W,E)] = 0 and
Var(~ε|Φ(W,E)) = σ2εIN , where IN is the identity matrix. For convenience, from now on, we
ignore the vector notation for β and ε, implying that both are vectors of dimensions K and N
respectively.
Theorem 2. Under certain regularity conditions on Φ(W,E), if the coordinates of ε are i.i.d.
with 0 mean and finite variance, both the na¨ıve bootstrap- and the asymptotic OLS-based methods
lead to valid confidence intervals.
We refer the reader to the Appendix for the proof of Theorem 2, a discussion of the regularity
conditions on Φ(W,E), as well as closed-form expressions for inference under an extra set of
assumptions.
The assumption of uncorrelated error terms may not be tenable in many cases. In the context
of market experiments discussed in the introduction, a seller may change the price of an item
affecting the total amount Yi spent by every buyer i that buys from that seller. To capture these
correlated error terms, we consider a more general model: Y = Φ(W,E)β + Wγ + ε, where
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the correlation is introduced through the additional Wγ term. Let u = Wγ + ε, such that the
response model can be more concisely written as Y = Φ(W,E)β + u. To avoid identification
issues for β, we impose that γ = {γj} are i.i.d. normal, with mean 0 and variance σ2γ.
Theorem 3. If ε are i.i.d. with 0 mean and finite variance σ2ε , and γ are i.i.d. normal with
mean 0 and variance σ2γ, then under some regularity assumptions on Φ(E,W) (discussed in the
Appendix), we have: var(
√
N(βˆ − β)∣∣E,W) = σ2εQ−1Φ + σ2γQ−1Φ QΦWQ−1Φ , where QΦ = N−1ΦTΦ
and QWΦ = N
−1ΦTWWTΦ.
Because the na¨ıve bootstrap estimate results in a sample average corresponding to (σ2ε +
σ2γtr(WW
T ))Q−1Φ , it will not produce correct confidence intervals in general. A proof of this
result as well as the previous theorem are given in the Appendix. To construct valid confidence
intervals, we need to correctly specify Φ(W,E) and estimate both σ2ε and σ
2
γ properly. We
suggest the following “parametric bootstrap” procedure:
(i) Regress Y on Φ(W,E) to estimate βˆ and uˆ and regress uˆ on W to obtain εˆ as residuals.
(ii) Set σˆ2ε = N
−1εˆT εˆ and σˆ2γ = (QΦN
−1uˆT uˆ− σˆ2ε)/tr(WWT ).
(iii) Sample γb ∼ N (0, σˆ2γ) and εb ∼ N (0, σˆ2ε), compute Yb = Φ(W,E)βˆ + Wγb + εb.
(iv) Regress Yb on Φ(W,E) to obtain βˆb.
(v) Use the distribution of βˆb − βˆ as an approximation for the distribution of βˆ − β.
Theorem 4. The “parametric bootstrap” procedure outlined above leads to valid confidence in-
tervals under the model assumptions of Theorem 3.
The proof is included in the Appendix.
6 Empirical Results
Through simulation on synthetic graphs as well as the Amazon buyer-item graph from Pouget-
Abadie et al. (2019), we show that, our suggested estimators and bootstrap estimation methods
outperform the na¨ıve approaches. We also apply the proposed methodology to the (observa-
tional) dataset from Zigler and Papadogeorgou (2018) and discuss the results.
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6.1 Fully Simulated Example
We begin by comparing 3 estimation procedures on a completely simulated dataset: (i) a “na¨ıve
regression” of Yi on Ei without consideration of the heterogeneous exposure distributions across
outcome units, (ii) a parametric model for a correctly specified (assumed known) functional
form of Φ(W,E), (iii) a non-parametric propensity-score-based approach utilizing kernel ridge
regression that is agnostic to the exact functional form of Φ(W,E).
Our simulated bipartite graph consists of N = 1000 outcome units and M = 100 diversion
units. Each outcome unit i is connected to mi diversion units, where mi is distributed uniformly
over the set of integers from 1 to 10. All weights Wij are set to be equal to 1/mi. For the
diversion units, the treatment assignments Zj are chosen to be i.i.d. Bernoulli random variables
with parameter p = 1/2. We start by letting σ2ε = 0.5 and σ
2
γ = 0 from Section 5, which implies
uncorrelated errors.
We consider two forms for the exposure-response function. First, we let µi(e) = C · e, where
C = N−1
∑N
i=1 mi in order to make each specification more comparable to the other. We refer
to this exposure-response specification as having homogeneous treatment effects. In this case,
the na¨ıve regression method (i) coincides with the correctly specified model (ii), thus we report
only the results for the former in Table 1. Second, we let µi(e) = mi · e. Under the second
specification, the more diversion units a given outcome unit is connected to, the stronger it
reacts to small changes in exposure—in other words, we have heterogeneous treatment effects
across outcome units.
We run 100 simulations and compare the methods based on the average bias as well as
the average Root Mean Square Error (RMSE) of the estimates µˆ(1) − µˆ(0), where the average
is taken across the simulations. We construct nominally 95% confidence intervals using 200
na¨ıve bootstrap samples, as suggested by Theorem 2 of Section 5. Table 1 reports the results.
Reductions in bias and RMSE relative to the na¨ıve approach are reported alongside the absolute
numbers. As expected, na¨ıve regression only performs well for homogeneous treatment effects,
while correctly-specified models for Φ(W,E) always perform well. Non-parametric approaches
like kernel ridge regression that approximate Φ(W,E) also perform well across both settings.
Furthermore, na¨ıve bootstrap coverage is correct for all properly-specified models ((i) and (ii)
14
Fully Simulated Data Amazon Graph
Method (i) (ii) (iii) (i) (ii) (iii)
Homogeneous treatment effects
Bias of µˆ(1)− µˆ(0) 0.003 0.002 0.002 0.001
Bias reduction 48% 66%
RMSE of µˆ(1)− µˆ(0) 0.028 0.022 0.028 0.023
RMSE reduction 22% 19%
Na¨ıve Bootstrap Coverage 95% 94% 97% 95%
Heterogeneous treatment effects
Bias of µˆ(1)− µˆ(0) 2.390 0.002 0.083 0.888 0.005 0.430
Bias reduction 100% 97% 99% 52%
RMSE of µˆ(1)− µˆ(0) 2.397 0.024 0.352 0.912 0.012 0.481
RMSE reduction 99% 85% 99% 47%
Na¨ıve Bootstrap Coverage 0% 95% 62% 0% 95% 50%
Notes: (i) = na¨ıve regression, (ii) = correctly specified parametric model, (iii) = kernel ridge regression
Table 1: Bias, RMSE, and Coverage with Uncorrelated Errors
for homogeneous treatment effects, and (ii) only for heterogeneous treatment effects), validating
the results of Theorem 2. While we have no explicit guarantees for the coverage of the na¨ıve
bootstrap for kernel-ridge regression, we find that it performs well for homogeneous treatment
effects, and outperforms naive regression for heterogeneous effects.
Correlated Errors. We ran another set of simulations allowing correlated errors and setting
σ2γ = 0.5. We consider the case of homogeneous treatment effects and compare the na¨ıve
bootstrap against the parametric bootstrap approach proposed in Section 5. We assume that the
functional form of Φ(W,E) is known as discussed in that section and show that the parametric
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approach achieve a coverage of 97%, while the na¨ıve approach achieves only 75% coverage,
validating Theorem 4.
6.2 Amazon Data
We repeat the analysis from the previous section using a sub-sample of the user-item graph based
on Amazon reviews from He and McAuley (2016); McAuley et al. (2015). The graph structure
in this example is obtained by sampling 1000 users with the numbers of reviews ranging from
just a few to several dozen. The rest of the data generating process remains unchanged relative
to the fully simulated dataset. The results based on 100 simulations are reported in Table 1 and
lead to the same conclusions we obtained from the fully synthetic graph.
6.3 The Papadogeorgou, Choirat, and Zigler (2019) Dataset
The authors analyze a real-world setting whereby a specific filter system is implemented at
certain power plants across the US and they seek to determine its impact on cardiovascular
disease (CVD) hospitalization rates in the surrounding areas. In total, there are M = 473
power plants, playing the role of diversion units, and N = 17743 zipcodes, playing the role of
the outcome units, included in the study, which ran in June–August 2004.
The response of the outcome units is measured in the number of hospitalizations for CVD
among certain medicare beneficiaries. Due to the sensitivity of these data, we use the simulated
outcome data provided by the authors of Papadogeorgou et al. (2019). All other covariates were
provided as is.
There are a few notable differences between this and the two other settings discussed in
the current section. Most importantly, Papadogeorgou et al. (2019) deal with observational
data. Consequently, the unconfoundedness assumptions are not trivially satisfied and have to
be justified based on the available data and institutional knowledge of the researchers. Another
important feature is that the functional forms of neither the propensity score function, nor
the exposure response function are known to the researchers. This implies that the propensity
score function has to be estimated from data and that—unlike in the two previous examples—
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we cannot compare the performance of the proposed method to that of the correctly specified
model since the correct specification is unknown. In essence, there is no “ground truth” to use
for evaluation. It is, however, still possible to compare the estimates obtained using the na¨ıve
approach and the proposed methodology. If these estimates are substantially different from
each other, the researchers might want to put additional effort into investigating the potential
reasons behind that. The main reason we present these results is to illustrate how the proposed
methods can be used in purely observational settings.
To define the bipartite graph, we use the same grouping method as the one implemented in
the original paper. We construct K = 50 geographic clusters and assume that zipcodes within
each cluster are only affected by the power plants belonging to that same cluster (see the source
paper for an illustration). If a zipcode and a power plant find themselves in the same cluster,
we create a bipartite edge with the weight inversely proportional to the geographic distance
between them (so that all the weights still add up to one). In our simulations we employ the
linear exposure assumption from Pouget-Abadie et al. (2019), such that, for a given outcome
unit i, Ei(Z) =
∑
jWijZj, where Zj = 1 signifies that power plant j has installed the filter and
the weights are normalized and inversely proportional to the distance from zipcode i to power
plant j.
In Papadogeorgou et al. (2019) the authors do not assume an identically distributed assign-
ment to treatment for each power plant. They fit a diversion-unit-level propensity score model
to learn at which rate each power plant receives the treatment. We use similar methodology
and predict the treatment status utilizing a linear SVM and the power plant level features.
Given that the outcome data provided by the authors is obscured for sensitivity reasons,
no direct comparison of our estimates to those presented in Papadogeorgou et al. (2019) is
informative. For this reason, we employ the linear exposure assumption which may not be the
most adequate exposure mapping assumption in this setting. It, however, allows us to maintain
the methodology from the rest of this paper.
We also focus on the average treatment effect between the exposures e = 1 and e = 0. To
be able to estimate this treatment effect we need to predict the probabilities of observing these
exposure levels for each outcome unit. We assume that each power plant is treated independently
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with the probability estimated using the linear SVM model described above. This allows us to
construct the exposure distribution. Namely, with all weights Wij having distinct values across
j, the probability of observing ei =
∑
jWijzj ∈ [0, 1] is estimated as:
Pˆ (Ei = ei) =
∏
{j|zj=1}
pˆj
∏
{j|zj=0}
(1− pˆj),
where pˆj is the estimated probability that Zj = 1.
We estimate the exposure response by utilizing the na¨ıve regression and the kernel ridge
method outlined in Section 6.1. We also present the 95% confidence intervals produced using
1000 bootstrap simulations.
Method (i) (ii)
Average Treatment Effect −0.045 −0.029
95% Confidence Intervals [−0.107, 0.016] [−0.066, 0.010]
Notes: (i) = na¨ıve regression, (ii) = kernel ridge regression
Table 2: Average Treatment Effect: Power Plants and CVD Hospitalizations Data
The estimates from the two methods are neither significantly different from zero, nor from each
other. However, the confidence intervals produced using the kernel ridge method are almost
40% tighter.
7 Conclusion
We have shown that practitioners running bipartite experiments should be conscious of the
possible bias concerns of inference methods that do not account for heterogeneous treatment
effects and exposure distributions. We suggest propensity score corrections inspired largely by
the work from Hirano and Imbens (2004) and Imai and Van Dyk (2004), and discuss practical
considerations when using such estimators. We provide theoretical results showing that na¨ıve
bootstrap methods lead to correct coverage probabilities for response models with uncorrelated
errors, and suggest a parametric bootstrap method for a set of response models with correlated
error terms. Our theoretical results are validated on synthetic and real-world graphs through
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simulations. We also consider an observational setting and compare the results obtained using
the na¨ıve and the proposed approaches. Potential future research directions include a more
thorough investigation of estimation and inference methods which tackle experiments that might
affect the structure of the bipartite graph.
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A Appendix (Additional Results)
A.1 Illustrations
In Figure (a) below, we illustrate a bipartite randomized experiment between outcome units
with measurable outcomes of interest Yi and diversion units, randomly assigned to treatment
(Zj = 1) or control (Zj = 0). In Figure (b) below, we illustrate a building block of the simple
example from Section 2 of the main paper. We distinguish two types of outcome units: Those
connected to a single diversion unit (type S), and those connected to two diversion units (type
D).
(a) Bipartite Randomized Experiment (b) Building Block for the Simple Example
A.2 Additional Considerations for Observational Data
While the paper is primarily concerned with experimental experimental settings, the results are
formulated in a way that makes them valid in observational settings as long as the unconfound-
edness assumptions are satisfied.
In practical terms, working with observational data usually implies two things:
• The functional form of the generalized propensity scores is unknown and the generalized
propensity scores have to me estimated.
• There is a variety of potential estimands of interest.
The first point is self-explanatory, but the the second one requires an explanation. In the
majority of experimental settings the researchers are primarily interested in estimating µ(1) −
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µ(0), the average effect of treating the whole population versus not treating anyone. When
dealing with observational data, treating the whole population may not be feasible and the
researchers might be interested in evaluating the cost-effectiveness of a marginal intervention
which is the case in, for example, Papadogeorgou et al. (2019).
A.3 Additional Horvitz-Thompson-based estimators
In this section, we cover an additional result in the spirit of Horvitz and Thompson (1952),
when the parameter of interest is a function of µ(1) and µ(0):
Theorem 5. Under the Fixed Weights assumption and the Weak Unconfoundedness assumption,
µ(0) = E
[
Yi ·D(0)
r(Ei,Wi)
]
and µ(1) = E
[
Yi ·D(1)
r(Ei,Wi)
]
.
A.4 Additional Sufficient Conditions for the Unbiasedness of Na¨ıve
Estimators
We present two results that provide—rather strong—sufficient conditions for the unbiasedness
of na¨ıve estimators.
Proposition 1. Suppose that Assumptions 1 ands 3 hold. If for some e ∈ [0, 1], E[Yi(e)|W ] =
µ(e), then
E
 1
|J(e)|
∑
i∈J(e)
Yi
 = µ(e).
In other words, if potential outcomes are the same in expectation regardless of the graph weights,
then averaging the outcomes observed at a given exposure level produces an unbiased point
estimate of the exposure-response curve.
If, in addition to the assumptions in Proposition 1, E[Yi(e)] = α + βe and strong uncon-
foundedness holds, the na¨ıve regression produces an unbiased estimate too.
Proposition 2. Suppose that Assumptions 1 ands 3 hold. If for all e ∈ [0, 1], E[Yi(e)|W ] =
α+ βe, then ∆ˆ = βˆOLS, where βˆOLS is the slope estimate from the regression of Yi on Ei, is an
unbiased estimate of ∆ = µ(1)− µ(0).
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A.5 Details on Unbiased Estimator with Proper Coverage
Assume that we are interested at finding µ(e) at a finite number of potential exposures {e1, . . . , eR}.
Let Φ(W,E) = [
D(e1)√
r(e1,W )
, . . . ,
D(eR)√
r(eR,W )
], and Y˜ =
Y√
r(E,W )
. Then the regression coeffi-
cient before
D(e1)√
r(e1,W )
from the regression of Y˜ on Φ(W,E) is given by the expression:
βˆr =
N∑
i=1
YiDir
r(Ei,Wi)
N∑
i=1
Dir
r(Ei,Wi)
As N →∞, by LLN:
1
N
N∑
i=1
Dir
r(Ei,Wi)
→a.s. E
[
Dr
r(E,W )
∣∣∣ν] = r(er,W )E [ 1
r(er,W )
∣∣∣ν] = 1.
Hence, βˆr →a.s. 1
N
N∑
i=1
YiDir
r(Ei,Wi)
, which was shown to be an unbiased and consistent estimator
of µ(er). Theorem 2 can then be used for constructing confidence intervals around βˆ.
A.6 Block Design
An alternative to the parametric bootstrap approach discussed in the paper is a block (or
cluster) design inspired by the time series literature. The idea is to split the graph into several
components and perform a bootstrap procedure by sampling the entire components instead of
individual observations. This allows to preserve the correlation structure within each component.
In this section we present some theoretical properties and discuss simulation results utilizing
this approach.
The graph is generated as follows. First, a number of blocks, {b1, . . . , bK}, are drawn from
distribution over blocks characterized by the measure µ0. Then a number of weak links {Eij}i 6=j
for i, j = 1, K is drawn. The weakness means that
∑
w∈Eij
w is small (exact technical conditions
to be worked out).
Recall that τˆ = τ +
1
N
∑
k e
′
kuk
1
N
∑
k e
′
kek
, where N the total number of outcome units and ek and
uk are k
th sub-vectors of regressors (exposures and unit vector) and residuals respectively. The
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variance of the estimator is then:1
V(
√
N(τˆ − τ)) = V
[
1√
N
∑
k e
′
kuk
1
N
∑
k e
′
kek
]
→p
V
[
1√
N
∑
k e
′
kuk
]
[∫
b
ζbE[e2i |b]dµ0(b)
]2 ,
where ζb =
nb∫
b nbdµ0
and nb the number of outcome units in block b. Next, as the terms in the
sum are independent, we have:
V
[
1√
N
∑
k
e′kuk
]
=
1
N
∑
k
V(e′kuk) =
1
N
∑
k
E [e′kuku
′
kek]→p
∫
b
ζb
e′bΩ
u
b eb
nb
dµ0(b)
All objects in those expressions can be estimated by sample analogues. Indeed, the denominator
can be directly approximated as
[
1
N
∑
k e
′
kek
]2
, while the numerator becomes 1
N
∑
k
e′kuˆkuˆ
′
kek. The
last expression can further be simplified under different assumptions.
To illustrate the ideas presented in this section we perform simulations on a bipartite graph
that can be split into 10 components. There may or may not be some edges connecting different
components. We illustrate (see Figure 1) the performance of the clustered bootstrap by plotting
the coverage of the proposed method in comparison with the na¨ıve bootstrap approach as a func-
tion of the share of total graph edges cut by separating the graph into 10 disjoint components.
The more edges are cut, the worse is the performance of the clustered approach. However, it
can be a good alternative to the na¨ıve design, when there are not too many edges connecting
different components. In practice, the researcher will have to determine the suitable compo-
nents using one of the graph clustering algorithms. The comparison of different alternatives
while important, is beyond the scope of this paper.
1Should be inverse matrices instead of division, please read accordingly.
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A.7 Formal Construction of the Data Generating Process for Vari-
ance Estimation with Examples
In this section, we detail a formal construction of the data generating process that is used to
prove the results of Section 5, namely Theorems 2 and 3.
Each outcome unit’s outcome is considered as a realized sequence of (Γk,uk,Zk,Wk)
∞
k=1,
where the set of possible sequences is denoted as O and
• uk is a vector of length Nk of unobserved shocks (errors).
• Γk is a sequence of graphs with arbitrary number of divergence units and Nk outcome
units
• Wk are the corresponding weights of the graph
• Zk is realizations of treatments over divergence units of graph Γk.
There is a sequence of underlying σ-algebras S0 ⊆ S1 ⊆ S2 ⊆ . . . over O with the property
that (Γk,uk,Zk,Wk) is measurable with respect to Sk. P0,P1, . . . are the measures over those
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σ-algebras. Note that Γk, Wk, and Zk uniquely define the exposure generating process Ek. A
few examples below show how this formal construction can be applied rigorously.
• Standard treatment effects. In this case Γk is a bipartite graph of k diversion units and
k outcome units with unweighted edges. uk = {u1, . . . , uk} are the iid random variables
drawn from a distribution Fu with mean 0 and finite σ
2
u. Sk is the product σ-algebra, and
Pk is the product measure. S0 = {∅,O}.
• Weakly dependent blocks. Γk is now a graph of k blocks, with edges between each pair
of blocks. Wk denote the weights of the inner links and between-links, with the property
that the ratio of between-weights to within-weights converges to 0 a.s. In this example,
uk = {u1, . . . , uk} are the iid random variables drawn from a distribution Fu with mean 0
and finite σ2u. Sk is the product σ-algebra, and Pk is the joint distribution satisfying the
property that marginal distribution of observing a particular set of blocks (i.e., integrating
out Wk) results in the product measure over blocks. S0 = {∅,O}.
• Influential units. For this specific setting, we consider non-trivial S0 σ-algebras. For
example, the graph contains a single influential unit, with all other units being like the
standard treatment effects example. In that case, we have S0 = {∅, 0, 1, {0, 1}}, indicating
events of the influential unit being treated or not. The rest of the construction is the same
like in standard treatment example with the exception that σ-algebras and measures now
have to be cross-producted with S0 and the measure over S0 respectively. Note that in
this construction we have for any k:
P(E1 ≥ 0.5, . . . , Ek ≥ 0.5) = P(inf. unit is treated) = Pk({Z0 = 1}) = p9 0,
even though all units have independent realizations of u’s and Z’s.
• AR-1 process. Suppose that Γ enumerates both types of units and the link between
an outcome and diversion units exists iff the number of outcome unit is equal to the
number of diversion unit or greater than that number by exactly one. In this scenario, the
path-based distance between any two outcome units i and j is equal to 2|i − j|. Setting
cov(ui, uj) = ρ
dist(i,j) results in the AR-1 process.
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• Clusters. Diversion units are a union of two subsets C and I. Each of the outcome units
is connected to one unit in C and one unit in I. cov(ui, uj) = v0I[ci = cj].
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B Appendix (Proofs)
B.1 Proof of Proposition 1
Note: In this proof as well as the next one, we slightly abuse the notation by using W to refer
to all of the graph weights, not just those corresponding to outcome unit i.
As i ∈ J(e) if and only if Di(e) = 1, we can write
E
 1
|J(e)|
∑
i∈J(e)
Yi
 = E
 1∑
i
Di(e)
N∑
i=1
YiDi(e)

= E
 N∑
i=1
E
 Di(e)∑
i
Di(e)
Yi(e)
∣∣∣∣W


= E
[
N∑
i=1
E
 Di(e)∑
i
Di(e)
∣∣∣∣W

× E [Yi(e)|W ]
]
= µ(e),
where the second to last equality follows from weak unconfoundedness and the last equality
follows from E [Yi(e)|W ] = E [Yi(e)] = µ(e).
B.2 Proof of Proposition 2
For the na¨ıve regression estimator βˆOLS we have
E
[
βˆOLS
]
=
cov(Yi, Ei)
var(Ei)
,
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where
cov(Yi, Ei) =E[YiEi]− E[Yi]E[Ei]
=E [EiE [Yi|W ]]− αE[Ei]− β (E[Ei])2
=E [Ei (α + βEi)]− αE[Ei]− β (E[Ei])2
=β · var(Ei).
The second and third equalities follow from the fact that E[Yi(e)|W ] = α + βe for all e ∈ [0, 1]
and strong unconfoundedness.
Consequently, E[βˆOLS] = β = µ(1)− µ(0) = ∆.
B.3 Proof of Lemma 1
Since, by definition, r(e,W ) = Pr(E = e|W ) = Pr(D(e) = 1|W ) = E[D(e)|W ], we have:
Pr(D(e) = 1|W , r(e,W )) = E[D(e)|W , r(e,W )]
= E[D(e)|W ]
= r(e,W ).
Next,
Pr(D(e) = 1|r(e,W )) = E[D(e)|r(e,W )]
= E
[
E[D(e)|W , r(e,W )]
∣∣∣r(e,W )]
= r(e,W )
since E[r(e,W )|r(e,W )] = r(e,W ) and taking into account the equality above. As a result,
Pr(D(e) = 1|W , r(e,W )) =Pr(D(e) = 1|r(e,W )).
Hence, D(e) and W are independent conditional on r(e,W ).
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B.4 Proof of Lemma 2
Similarly to the previous proof,
Pr(D(e) = 1|Y (e), r(e,W )) = E[D(e)|Y (e), r(e,W )]
= E
[
E[D(e)|Y (e),W , r(e,W )]
∣∣∣Y (e), r(e,W )]
= E[r(e,W )|Y (e), r(e,W )]
= r(e,W ),
where the second equality follows from the weak unconfoundedness. Since we also know from
the previous lemma that Pr(D(e) = 1|r(e,W )) = r(e,W ), we have:
Pr(D(e) = 1|Y (e), r(e,W )) = Pr(D(e) = 1|r(e,W ))
and, as a result, D(e) and Y (e) are independent conditional on r(e,W ).
B.5 Proof of Theorem 1
Let’s prove the first equality.
β(e, r) = E[Y |E = e, r(E,W ) = r]
= E[Y (e)|E = e, r(E,W ) = r]
= E[Y (e)|E = e, r(e,W ) = r]
= E[Y (e)|D(e) = 1, r(e,W ) = r].
Therefore, using weak unconfoundedness,
E[Y |E = e, r(E,W ) = r] = E[Y (e)|r(e,W ) = r]
which proves the first equality.
For the second equality we have:
E[β(e, r(e,W ))] = E
[
E[Y (e)|r(e,W )]
]
= E[Y (e)]
= µ(e),
where the second equality follows from the law of iterated expectations.
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B.6 Proof of Theorem 2
Assumption 4. The cumulative distribution function of Φ(W,E) produced by the Data Gener-
ating Process (DGP) converges almost surely to FΦ(·; ν), where ν is S0-measurable.
Conditional on any realization of the data, we can write:
√
N(βˆ − β) = ( 1
N
N∑
i=1
Φ(Wi, Ei)Φ(Wi, Ei)
′)−1(
1√
N
N∑
i=1
uiΦ(Wi, Ei)).
By Assumption 1, the first term converges a.s. to some QΦ(ν)
−1 and the second term converges
in distribution to N (0, σ2uQΦ(ν)).2 As a consequence,
√
N(βˆ − β)|ν →d N (0, σ2uQΦ(ν)−1).
Let us calculate the asymptotic intervals for naive bootstrap and naive normal approxima-
tion. Standard reasoning implies that conditional on ν both procedures asymptotically approxi-
mate
√
N(βˆ−β) asN (0, σ2uQΦ(ν)−1), which is exactly the same form, as the correct distribution.
Hence, in the limit we have P(β ∈ Cα|ν) = 1− α for almost any ν.
It then follows that:
P(β ∈ Cα) = E[P(β ∈ Cα|ν)]→a.s. E[1− α] = 1− α.
B.7 Proof of Theorem 3
In this case, we can denote ui =
∑K
j=1wijγj + εi and see that:
3
E[u|E,W] = 0,
V(u|E,W) = σ2εIN + σ2γWW′.
As a result, βˆ = (Φ′Φ)−1Φ′Y is an unbiased estimator of β conditional on any realization of
E,W. Consequently:
√
N(βˆ − β) =
(
1
N
Φ′Φ
)−1(
1√
N
Φ′u
)
.
2Independence of ui’s imply that only the products of i with i survive in the variance term.
3There is clearly a problem with this expression as WW′ can require enormous computational power. That’s
why we need to impose approximate block structure and use bootstrap for practical applications. However, for
smaller applications we do not even need any of those assumptions.
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To prove asymptotic distribution results, we would need an extra assumption on the behavior
of the interplay between Φ and W of the following form:
Assumption 5.
1
N
Φ′WW′Φ→a.s. QΦW (ν) with ν being S0-measurable.
Recall that under Assumption 4,
1
N
Φ′Φ →a.s. QΦ(ν). The variance of
√
N(βˆ − β) is given by
the expression:
V(
√
N(βˆ − β)∣∣E,W) =
E
[(
1
N
Φ′Φ
)−1(
1
N
Φ′uu′Φ
)(
1
N
Φ′Φ
)−1 ∣∣∣E,W] =(
1
N
Φ′Φ
)−1(
1
N
Φ′E
[
uu′
∣∣E,W]Φ)( 1
N
Φ′Φ
)−1
=(
1
N
Φ′Φ
)−1(
1
N
Φ′
(
σ2ε IN + σ
2
γWW
′)Φ)( 1
N
Φ′Φ
)−1
=
σ2ε
(
1
N
Φ′Φ
)−1
+ σ2γ
(
1
N
Φ′Φ
)−1(
1
N
Φ′WW′Φ
)(
1
N
Φ′Φ
)−1
→a.s.
σ2εQΦ(ν)
−1 + σ2γQΦ(ν)
−1QΦW (ν)QΦ(ν)−1.
B.8 Proof of Theorem 4
From Theorem 3 it follows that:
√
N(βˆb − βˆ)→d N (0, σˆ2εQΦ(ν)−1 + σˆ2γQΦ(ν)−1QΦW (ν)QΦ(ν)−1),
which is equal to
√
N(βˆ − β) asymptotically as soon as σˆγ and σˆ are consistent. We now show
that they are. Since uˆ are uniformly consistent estimates for u as long as βˆ is consistent, εˆ
converge uniformly to ε˜–the residuals from regression of true u on W. Denote PW and MW
the projection and residual from projection on span(W) respectively. Note that both these
matrices are symmetric meaning that XT = X and idempotent meaning that X2 = X. Finally,
as u = Wγ + ε, MWu = MWW︸ ︷︷ ︸
=0
γ +MWε. Hence:
1
N
εˆT εˆ→a.s. 1
N
ε˜T ε˜ =
1
N
uTMWM
T
Wu =
1
N
εTMWε =
1
N
εT ε− 1
N
εTPWε.
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The first term converges almost surely to σ2ε , while the second term is a random variable with
the variance equal to:
2tr
(
P TWPW
)
= 2tr (PW) = 2tr
(
W(WTW)−1WT
)
= 2tr
(
WTW(WTW)−1
)
= 2K
As
K
N
→ 0, 1
N
εˆT εˆ→a.s. σ2ε . Finally, as
1
N
uˆT uˆ→a.s. (σ2ε+σ2γtr(WWT ))Q−1Φ , σˆ2γ is also consistent.
B.9 Proof of Theorem 5
The proofs for e = 0 and e = 1 are analogous, so we present a proof for some exposure level
E = e, where e can be either 0 or 1.
First, by the law of iterated expectations
E
[
Y ·D(e)
r(E,W )
]
= E
[
E
[
Y ·D(e)
r(E,W )
∣∣∣∣W]]
which is equal to
E
[
E
[
Y
r(E,W )
∣∣∣∣D(e) = 1,W] · Pr (D(e) = 1|W )]
since
E
[
E
[
Y ·D(e)
r(E,W )
∣∣∣∣D(e) = 0,W]] = 0.
Next, given D(e) = 1, we have r(E,W ) = r(e,W ) and Y = Y (e). Therefore, the expression
above conditional on D(e) = 1, can be written as:
E
[
E
[
Y (e)
r(e,W )
∣∣∣∣D(e) = 1,W] · Pr (D(e) = 1|W )] .
As r(e,W ) is a function of W and D(e) is independent of Y (e) conditional on W (weak
uncondoundedness), we can remove the conditioning on D(e) = 1. The expression becomes:
E
[
E
[
Y (e)
r(e,W )
∣∣∣∣W] · r(e,W )] = E [E[Y (e)|W ]]
= E[Y (e)]
= µ(e),
where we use the definition of the generalized propensity score to replace Pr(D(e) = 1|W ) by
r(e,W ).
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