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IDEALISTIC EXPONENTS AND THEIR CHARACTERISTIC
POLYHEDRA
BERND SCHOBER
Abstract. In this paper we study Hironaka’s idealistic exponents in the situation over
Spec (Z). In particular we give an idealistic interpretation of the tangent cone, the
directrix, and the ridge. The main purpose is to introduce the notion of characteristic
polyhedra of idealistic exponents and deduce from them intrinsic data on the idealistic
exponent.
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Introduction
Polyhedra are important tools to study the nature of singularities. For example, in [H3]
Hironaka used characteristic polyhedra of singularities to prove resolution of excellent hy-
persurface singularities in dimension two. Further he introduced the notion of characteristic
polyhedra of an ideal in [H1], which in [CJS] has been used to extend [H3] to the case of
excellent schemes of dimension at most two. Moreover, the characteristic polyhedron of an
ideal plays an essential role in the work of Cossart and the author [CSc2], where a strictly
decreasing invariant for the strategy of [CJS] is constructed.
Based on Hironaka’s work we develop in this paper the notion of characteristic polyhedra
of idealistic exponents. The starting point for this study was the task to show that the
invariant introduced by Bierstone and Milman [BM1] in order to prove constructive resolu-
tion of singularities in characteristic zero can be purely determined by considering certain
polyhedra and their projections. This result and thus a first application of characteristic
polyhedra of idealistic exponents is discussed in [Sc2].
Nevertheless the theory of these polyhedra goes beyond the situation over fields of char-
acteristic zero. Another interesting application would be the reinterpretation of the strategy
of [CJS] in the language of idealistic exponents. Since Hironaka’s characteristic polyhedron
is intensively used in [CJS] and [CSc2] there is the need to introduce appropriate polyhedra
in the setting of idealistic exponents.
Another direction to go on would be to interpret the characteristic polyhedra of idealistic
exponents in the language of Rees algebras which are used by Villamayor and his students
to study singularities over perfect fields ([BrV], [BeV], [BGV]), or in the language of ideal-
istic filtrations by Kawanoue and Matsuki [K]. The investigations on the behavior of the
polyhedra in this theories might give new insight in their approaches.
Supported by the Emmy Noether Programme “Arithmetic over finitely generated fields” (Deutsche
Forschungsgemeinschaft) and by a Research Fellowship of the Deutsche Forschungsgemeinschaft.
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2 BERND SCHOBER
Given a regular scheme Z of finite type over Spec (Z) we recall the notion of pairs E =
(J, b), where J ⊂ OZ is a quasi-coherent ideal sheaf and b ∈ Z+ an integer. (Later this will
be extended to b ∈ Q+). Roughly speaking, two pairs are equivalent, denoted by ∼, if they
under go the same resolution process. Additionally, there is a technical part in the definition
of ∼ that the first condition is even true after adding some new variables. The latter is a
crucial property for proofs and is sometimes called Hironaka’s trick. An idealistic exponent
E∼ denotes then the equivalence class of a pair E with respect to ∼.
To a pair E we can associate the tangent cone, the directrix and the ridge. The latter
two are closely related: for example if the base field is perfect, then the reduced ideal of the
ridge and the ideal of the directrix coincide. A detailed discussion of this is given in Remark
2.6.
It was already shown in [H2] that the directrices of equivalent pairs coincide (perfect
base field!). In order to reveal a similar relation for the tangent cone resp. the ridge we
introduce the concepts of idealistic tangent cones Tx(E), idealistic directrices DirX(E), and
idealistic ridges Ridx(E) of a pair E at a singular point x. Whereas the first concept (of an
idealistic variant of the tangent cone) already appears in the work of Benito and Villamayor
(see section 1.2 in [BeV]) or Kawanoue and Matsuki (see Definition 1.1.2 in [K]), the latter
two are completely new. We have
Proposition A. Let E1 ∼ E2 be two equivalent pairs and x ∈ Sing (E1) = Sing (E2). Then
Tx(E1) ∼ Tx(E2), Dirx(E1) ∼ Dirx(E2), and Ridx(E1) ∼ Ridx(E2).
This means the idealistic tangent cone, the idealistic directrix and the idealistic ridge are
actually invariants of the idealistic exponent E∼.
Another important tool for the study of singularities is the coefficient ideal with respect
to V (y), where (y) = (y1, . . . , yr) is part of a regular system of parameters (short r.s.p.)
(u, y) = (u1, . . . , ue, y) of the local ring R = OZ,x at a singular point x. We define its
counterpart in the language of idealistic exponent, called coefficient pairs Dx(E, u, y), where
x ∈ Sing (E). So far no special assumptions on the system (y) are made except for being
part of a r.s.p. We then can show
Proposition B. Let E1 ∼ E2 be two equivalent pairs on a regular local Noetherian ring R
(e.g. R = OZ,x) and let (u, y) be a r.s.p. for R.
(1) Then the coefficient pairs with respect to the same V (y) are again equivalent,
Dx(E1, u, y) ∼ Dx(E2, u, y)
(2) If we have two choices V (y) and V (z) for a fixed system (u) and a fixed pair E such
that E ∩ (y, 1) ∼ E ∩ (z, 1), then the coefficient pairs are also equivalent,
Dx(E, u, y) ∼ Dx(E, u, z)
In particular, Dx(E, u, y)∼ is an invariant of the idealistic exponent E∼.
For fixed data (E, u, y) we define its associated polyhedra ∆(E ; u ; y ) and investigate
their first properties. Unfortunately, they behave badly under the equivalence relation ∼; in
Example 4.9 we show that there exist equivalent pairs whose associated polyhedra are not
equal. Thus the polyhedron is not an invariant of the idealistic exponent E∼.
Nevertheless there is some hope: We can recover the order of the coefficient idealistic
exponent from the associated polyhedra which is an invariant of E∼ (Proposition 4.7).
Imitating the construction of Hironaka’s characteristic polyhedron for a singularity we
define the characteristic polyhedron ∆(E ; u ) of a pair E with respect to a certain system
of regular elements (u) = (u1, . . . , ue). More precisely, ∆(E ; u ) is the intersection over all
possible choices for (y),
∆(E ; u ) =
⋂
(y)
∆(E ; u ; y ).
An interesting question is then if there is a good choice for (y) such that ∆(E ; u ; y ) =
∆(E ; u ). We give an affirmative answer in
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Theorem C. Let E = (J, b) be a pair on a regular local Noetherian ring R and denote by
(u, y) = (u1, . . . , ue; y1, . . . , yr) a r.s.p. for R such that the initial forms of (y) yield the
whole directrix Dirx(E).
Then there exist elements (y∗) = (y∗1 , . . . , y
∗
r ) in R̂ such that (u, y
∗) is a r.s.p. for R̂, (y∗)
yields Dirx(E), and
∆(E ; u ; y∗ ) = ∆(E ; u )
Moreover, later we can give a simple proof that if V (y) has maximal contact then the
polyhedron ∆(E ; u ; y ) associated to a pair E is independent of the choice of the maximal
contact variables (y) (Proposition 6.1).
But still the characteristic polyhedra of pairs do not behave well under ∼. Thus we
discuss in Remark 5.8 the concept of a unique characteristic polyhedron of an idealistic
exponent E∼. Further we sketch in Remark 5.9 how the notion of characteristic polyhedra
can be extended to the quasi-homogeneous situation, i.e. where we put certain weights on
each element of the r.s.p. of R.
For our purposes it is not crucial that we obtain a unique characteristic polyhedron for
an idealistic exponent. The important issue is that the information which we obtain from
the polyhedra are invariants of the idealistic exponent E∼. In this context we prove for
δx(E, u) := δx(∆(E ; u )) = min{|v| = v1 + . . .+ ve | v ∈ ∆(E ; u )} ∈ 1
b!
Ze+
Theorem D. The rational number δx(E, u) does not depend on (y) and is invariant under
the equivalence relation ∼. Therefore δx(E, u) is an invariant of the idealistic exponent E∼
and (u).
In the situation over fields of characteristic zero this will be the essential ingredient to
deduce the connection between the invariant of Bierstone and Milman and the characteristic
polyhedra of idealistic exponents in [Sc2].
Acknowledgement: The results presented here are part of my thesis [Sc1]. I thank my
advisors Uwe Jannsen and Vincent Cossart for countless discussions on the topic and all their
support. I’m grateful to the Laboratoire de Mathe´mathiques Versailles for their hospitality
during my visit in September 2012 and my stay since October 2014.
1. Pairs and idealistic exponents
Originally Hironaka introduced idealistic exponents on regular schemes which are of finite
type over a perfect field, see [H2] and [H4]. Later he extended this notion to idealistic
exponents on regular Noetherian schemes which are not necessarily of finite type over a
base, see [H5]. In [Sc1] the author recalled the definitions and worked out the proofs of
the first properties for the case over arbitrary fields in detail. In this article we focus on
idealistic exponents on a regular Noetherian schemes of finite type over Z which is sufficient
for our purposes. (We follow the usual convention and write over Z and not over Spec (Z)).
Let Z be a regular irreducible scheme of finite type over Z. Note that by the Hilbert
basis theorem Z is Noetherian.
Definition 1.1. A pair E = (J, b) on Z is a pair consisting of a quasi-coherent ideal sheaf
J ⊂ OZ and a positive integer b ∈ Z+.
We define its order at a point x ∈ Z (not necessarily closed) as
ordx(E) =

ordx(J)
b , if ordx(J) ≥ b and
0 , else,
where ordx(J) = sup{d ∈ Z≥0 ∪ {∞} | Jx ⊆ Mdx} (and Mx denotes the maximal ideal in
the local ring at x). Further we define the singular locus (or support) of E as
Sing (E) = {x ∈ Z | ordx(J) ≥ b}.
We denote the closed subscheme corresponding to J by X ⊆ Z.
If Z = Spec (R) is affine, then we also say E is a pair on R.
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Definition 1.2. Let E = (J, b) be a pair on Z. A blow-up pi : Z ′ → Z with center D is
called permissible for E, if D is regular and D ⊆ Sing (E). The transform of E is then given
by E′ = (J ′, b), where J ′ is defined via JOZ′ = J ′Hb, where H denotes the ideal sheaf of
the exceptional divisor.
In other literature exist different notions of permissible centers, see for example [CJS].
There these are regular subschemes D ⊂ X such that additionally X is normally flat along
D ([CJS], Definition 2.1).
Definition 1.3. We define a local sequence of regular blow-ups (short LSB) over Z as a
sequence of the form
(1.1)
Z = Z0 ⊃ U0 pi1←− Z1 ⊃ U1 pi2←− . . . pil−1←− Zl−1 ⊃ Ul−1 pil←− Zl
∪ ∪ ∪
D0 D1 . . . Dl−1
where l ∈ Z+ ∪ {∞}, each Ui ⊂ Zi is an open subscheme, Di ⊂ Ui is a regular closed
subscheme and pii+1 : Zi+1 → Ui denotes the blow-up with center Di, 0 ≤ i ≤ l − 1.
Remark 1.4. Let E = (J, b) be a pair on Z and consider a LSB as in (1.1). In Definition
1.2 we have introduced when a blow-up is permissible for E and further we have defined
the transform of E under such a blow-up. Denote by Ei the transform of E0 := E in Zi for
0 ≤ i ≤ l − 1. Then we say that the LSB (1.1) is permissible for E if each blow-up pii+1 is
permissible for Ei for 0 ≤ i ≤ l − 1.
Let (t) = (t1, . . . , ta) be a finite system of indeterminates. Then we use the notation
Z[t] := Z ×Z AaZ = Z ×Spec(Z) Spec (Z[t]).
We consider the pair E[t] = (J [t], b), where J [t] = JOZ[t] (with respect to the canonical
projection).
Definition 1.5. Let E1 = (J1, b1) and E2 = (J2, b2) be two pairs on Z. Then we define
E1 ⊂ E2
if the following condition holds:
(1.2)
Let (t) = (t1, . . . , ta) be an arbitrary finite system of indeterminates and let Ei[t] =
(Ji[t], bi), i ∈ {1, 2}. If any LSB over Z[t] is permissible for E1[t], then it is also
permissible for E2[t].
Further we say E1 and E2 are equivalent,
E1 ∼ E2,
if both E1 ⊂ E2 and E1 ⊃ E2. By E1 ∩E2 ∼ E3 we mean that a LSB over Z[t] is permissible
for E3[t] if and only if it is permissible for E1[t] and E2[t].
An idealistic exponent E∼ is the equivalence class of a pair E.
In other literature pairs are sometimes also called idealistic exponents (e.g. [H5]). In
order to avoid confusion when coming to results and the dependence on the choice of a
representant of the equivalence class, we use the original terminology [H2] of pairs and
idealistic exponents.
By definition we have for x ∈ Sing (E1 ∩ E2): Sing (E1 ∩ E2) = Sing (E1) ∩ Sing (E2) and
ordx(E1 ∩ E2) = min{ordx(E1), ordx(E2)}.
The following basic properties of pairs hold:
Lemma 1.6. Let E = (J, b) and Ei = (Ji, bi), i ∈ {1, 2, 3, 4}, be pairs on Z.
(i) For every a ∈ Z+ we have (Ja, ab) ∼ (J, b).
(ii) Let m ∈ Z+ with b1 | m and b2 | m. Then
(J1, b1) ∩ (J2, b2) ∼
(
J
m
b1
1 + J
m
b2
2 ,m
)
.
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(iii) We always have (J1J2, b1 + b2) ⊃ (J1, b1) ∩ (J2, b2). If further Sing (Ji, bi + 1) = ∅
for i ∈ {1, 2}, then the previous inclusion becomes an equivalence.
(iv) If E1 ⊂ E2 and E3 ⊂ E4, then E1 ∩ E3 ⊂ E2 ∩ E4. In particular E1 ∼ E2 implies by
symmetry E1 ∩ E3 ∼ E2 ∩ E3.
(v) Let pi : Z ′ → Z be a permissible blow-up for E1 and E2. Then (E1 ∩E2)′ ∼ E′1 ∩E′2.
Proof. All claims follow by looking at the definitions. For a more detailed proof see Lemma
1.1.8 in [Sc1], where we only have to replace the base field k by Z. 
By (i) we may extend the definition of pairs (J, b) to b ∈ Q+: Suppose b = cd ∈ Q+,
where the greatest common divisor of c, d ∈ Z+ is 1. Then we define (J, b) to be a pair with
assigned number b ∈ Q+ which is equivalent to (Jd, b d).
The following is an example, where the assumptions of the second part of (iii) do not
hold. For a strategy for constructing such examples see [Sc1] Remark 1.1.9.
Example 1.7. Consider the ideals J1 = 〈x3 + y5〉, J2 = 〈xz2 + y3〉 ⊂ Z[x, y, z]. Since
the blow-up with center V (x, y) is permissible for (J1J2, 4) but not for (J2, 2), we have
(J1J2, 4) 6⊂ (J1, 2) ∩ (J2, 2).
Another important result is the following
Proposition 1.8 (Numerical Exponent Theorem; [H5], Theorem 5.1). Let E1 = (J1, b1)
and E2 = (J2, b2) be pairs on Z. If E1 ⊂ E2, then
ordx(E1) ≤ ordx(E2) for all x ∈ Z.
By symmetry E1 ∼ E2 implies ordx(E1) = ordx(E2) for all x ∈ Z. In particular we get
Sing (E1) = Sing (E2) if E1 ∼ E2.
The last statement implies that Sing (E∼) is an invariant of the idealistic exponent.
Proof. Consider the local situation at x ∈ Z. We introduce a new variable t and construct a
LSB S(α, β) in the following way: First blow up α-times the origin, where we consider each
time the T -chart. After this we blow up β-times with center V (t).
Suppose there exists an x0 ∈ Z with ordx0(E1) > ordx0(E2). Set α0 := b1b2 and β0 =
(ordx0(E1) − 1)α0. Then S(α0, β0) is permissible for E1, but not for E2. This contradicts
E1 ⊂ E2 and the claim follows.
For a more detailed proof see Theorem 5.1 in [H5] or Proposition 1.1.10 in [Sc1]. 
The converse of the Numerical Exponent theorem is in general false. More precisely the
condition ordx(E1) ≤ ordx(E2) for all x ∈ Z is not stable under permissible blow-ups. An
easy example is given by E1 = (y2 + x3, 2) and E2 = (x2 + y3, 2) over A2Z.
Notation. Let m ∈ N0 be a non-negative integer and Z as usual a regular scheme (resp.
let R be a regular ring). Then we denote by Diff≤mZ (Z) (resp. Diff
≤m
Z (R)) the (absolute)
differential operators of OZ (resp. R) on itself.
Proposition 1.9 (Diff Theorem; [H5], Theorem 3.4). Let E = (J, b) be a pair on Z and
m ∈ N0. Let D be a left OZ-submodule of Diff≤mZ (Z). Then
(J, b) ⊂ (DJ, b−m)
or equivalently (J, b) ∼ (DJ, b−m) ∩ (J, b).
If m ≥ b, then the assigned number of (DJ, b −m) is not positive and hence is a priori
not defined. But the singular locus {x ∈ Z | ordx(DJ) ≥ b − m} still defined. Then
Sing (DJ, b−m) = Z and the claim follows immediately.
We also use this proposition in the case of a single differential operator D ∈ Diff≤mZ (Z);
here we identify D with the submodule of Diff≤mZ (Z) generated by D.
Proof. Since the situation does not change by extending Z to Z[t], we may assume (t) = ∅.
Let D ⊂ Z be an arbitrary closed regular subscheme and let pi : Z ′ → Z be the blow-up
with center D. We show:
(i) If pi is permissible for (J, b), then so it is for (DJ, b−m).
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(ii) The relation between the transforms of (J, b) and (DJ, b −m) under pi is the same
as before.
Let y ∈ Z be a generic point of D. The first part follows by the fact that Jy ⊂M l, for some
l ∈ Z+, implies DJy ⊂M l−m. (For example see [H5], Lemma 3.1).
For (ii) we have to show that there exists an OZ′ -submodule D′ of Diff≤mZ (Z ′) such that
(DJ)′ = D′J ′, with (DJ, b−m)′ = ((DJ)′, b−m) and (J, b)′ = (J ′, b).
Caution: Do not forget that the transformations are given by different laws, namely
(DJ)OZ′ = Hb−m(DJ)′ and JOZ′ = HbJ ′, where H ⊂ OZ′ denotes the ideal sheaf of the
exceptional divisor.
Let Q ⊂ OZ be the ideal sheaf corresponding to the center D. Then the required property
holds for D′ := H−b+m · D · Qb (viewed as an OZ′ - left module in the function field of Z).
It is only left to verify D′ ⊂ Diff≤mZ (Z ′).
The last part and more details are given in the proof of Theorem 3.4 in [H5] or Proposition
1.1.13 in [Sc1]. 
Let (f1, . . . , fm) denote a set of generators of the ideal J and let D be as before. Instead
of DJ we want to apply the Diff Theorem for the ideal generated by (Df1, . . . ,Dfm). In
general, these two ideals do not coincide. We frequently use the Diff Theorem in the following
slightly modified version:
Corollary 1.10. Let E = (J, b) on Z and D ⊂ Diff≤mZ (Z) be as in the previous theorem.
Further let (f1, . . . , fm) be a set of generators of the ideal J . Then
(J, b) ⊂ ( 〈Df1, . . . ,Dfm〉, b−m )
or equivalently (J, b) ∼ ( 〈Df1, . . . ,Dfm〉, b−m ) ∩ (J, b).
Proof. By Proposition 1.9 we have (J, b) ⊂ (DJ, b − m). Further 〈Df1, . . . ,Dfm〉 ⊆ DJ
implies (DJ, b−m) ⊂ (〈Df1, . . . ,Dfm〉, b−m) (use Lemma 1.6(ii)). This shows the assertion.

Since this is an immediate consequence of the Diff Theorem, we do not distinguish between
the corollary and the proposition. If we use them, then we refer only to the Diff Theorem,
Proposition 1.9.
2. Tangent cone, directrix and ridge
Let x ∈ Z be an arbitrary point and let R = OZ,x be the regular local ring with maximal
ideal M and residue field K = R/M . Therefore we can associate the tangent space of Z at
x
Tx(Z) := Spec (grx(Z)),
where grx(Z) =
⊕
a≥0M
a/Ma+1.
Let further E = (J, b) be a pair on Z. By abuse of notation we neglect in Ex = (Jx, b)
the index x and write also E = (J, b). In the following we introduce the tangent cone,
the directrix and the ridge of E at x and we discuss the aspect of their uniqueness up to
equivalence. In order to get the last point we give an interpretation of these objects as
idealistic exponents.
Definition 2.1. Let f ∈ R and b ∈ Q+ with b ≤ ordx(f). We define the b-initial form of f
(with respect to M) as
in(f, b) :=
{
f mod M b+1, if b ∈ Z+,
0, if b /∈ Z+.
Note that b < ordx(f) implies in(f, b) = 0.
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Definition 2.2. Let E = (J, b) be a pair on Z and x ∈ Sing (E). Then we define the
tangent cone Tx(E) ⊂ Tx(Z) of E at x as the subspace generated by the homogeneous ideal
Inx(J, b) ⊂ grx(Z), where
Inx(J, b) := Inx(E) :=
{ 〈J mod M b+1〉 = 〈in(f, b) | f ∈ J〉, if b ∈ Z+,
〈0〉, if b /∈ Z+.
Let E1 = (J1, b1),E2 = (J2, b2) be two pairs on Z. Then we set
Inx(E1 ∩ E2) = Inx(E1) + Inx(E2)
Remark 2.3. (1) The ideal Inx(J, b) ⊂ grx(Z) is well-defined and generated by homo-
geneous elements of degree b, because x ∈ Sing (E) and thus ordx(J) ≥ b.
(2) The tangent cone Tx(E) is not invariant under the equivalence relation ∼. We
overcome this later by using an idealistic interpretation of the tangent cone.
(3) If ordx(E2) > 1, then Inx(E2) = 〈0〉 and thus Tx(E1 ∩ E2) = Tx(E1).
Let us for the moment consider a more general situation: Let K be a field, consider
the polynomial ring S = K[W ] = K[W1, . . . ,Wn] as a graded ring and let I ⊂ S be a
homogeneous ideal. Then I defines a cone C = Spec (S/I). In this setting we can define the
directrix and the ridge of C which go back to Hironaka and Giraud.
Definition 2.4. The directrix Dir(C) of the cone C is the smallest K-subvectorspace T =⊕r
j=1KYj ⊂ S1 =
⊕n
i=1KWi generated by elements Y1, . . . Yr ∈ S1 (homogeneous of degree
one) such that
( I ∩ K[Y1, . . . , Yr] )S = I.
Hence T =
⊕r
j=1KYj is the minimal K-subspace such that I is generated by elements in
K[Y1, . . . , Yr]. (i.e. (Y1, . . . , Yr) is the smallest list of variables to describe the generators of
I).
We also say (Y ) = (Y1, . . . , Yr) defines the directrix and we implicitly assume that r is
minimal. By abuse of notation we denote the vector space in Ank = Spec (S) corresponding
to Dir(C) also by Dir(C). Further we call IDir(C) := 〈Y1, . . . Yr〉 the ideal of the directrix.
Recall that a polynomial ϕ ∈ K[W ] = S is called additive if for any x, y ∈ Kn we have
ϕ(x+ y) = ϕ(x) + ϕ(y).
Definition 2.5. The ridge (or faˆıte in French) Rid(C) of the cone C is the smallest additive
subspace K[ϕ1, . . . , ϕl] ⊂ S generated by additive homogeneous polynomials ϕ1, . . . , ϕl ∈ S
such that
( I ∩ K[ϕ1, . . . , ϕl] )S = I.
As above we say (ϕ1, . . . , ϕl) defines the ridge, identify Rid(C) with the group subscheme
which it defines in AnK and we call IRid(C) := 〈ϕ1, . . . , ϕl〉 the ideal of the ridge.
Remark 2.6. In the case of char(K) = 0 the additive polynomials are those homogeneous
of degree one. Thus the previous definitions coincide in this situation, Dir(C) = Rid(C).
If p = char(K) > 0 is positive, then the additive homogeneous polynomials are of the
form ϕ =
∑n
i=1 λiW
q
i , λi ∈ K and q = pe, e ∈ Z≥0. If moreover K is perfect, then ϕ = ψq
for some ψ ∈ K[W ] homogeneous of degree one. Hence the directrix is the reduction of the
ridge, Dir(C) = (Rid(C))red, if K is perfect.
For arbitrary K and λ ∈ K, we do not know if there is an element ρ ∈ K such that
ρq = λ, q = pe as before. But there is a purely inseparable finite extension K(λ)/K such
that this property holds in K(λ); e.g. K(λ) = K[X]/〈Xq − λ〉. Since {λ(j)i ∈ K | ϕj =∑n
i=1 λ
(j)
i W
qj
i , qj = p
ej , ej ∈ Z≥0, j ∈ {1, . . . , l}
}
is a finite set, there exists a purely
inseparable finite extension K ′/K such that Dir(C)K′ = (Rid(C)K′)red, where (.)K′ =
(.)×K K ′.
For more details on the ridge (and in particular an intrinsic definition) see [G1] and
[BHM].
Coming back to our situation (S = grx(Z), C = Tx(E) = Spec (S/Inx(E))), we have
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Definition 2.7. Let E = (J, b) be a pair on Z. Then we define
(1) the directrix of E at x by Dirx(E) := Dirx(Tx(E)),
(2) and the ridge of E at x by Ridx(E) := Ridx(Tx(E)).
Let E1 = (J1, b1) and E2 = (J2, b2) be two pairs on Z. Then
Dirx(E1 ∩ E2) = Dirx(E1) ∩Dirx(E2) and Ridx(E1 ∩ E2) = Ridx(E1) ∩ Ridx(E2)
We now come to the idealistic interpretation of the tangent cone Tx(E), the directrix
Dirx(E) and the ridge Ridx(E) of E at x ∈ SingE.
Observation 2.8. Before we start, we want to point out the following:
(1) Let E = (J, b) be a pair on Z. By Lemma 1.6(i) E is equivalent to Ea := (Ja, ab)
for all a ∈ Z+. Let x ∈ Sing (E) = Sing (Ea) and R = OZ,x as before. We denote
by K the residue field of R and (w) = (w1, . . . , wn) should be a r.s.p. for R. Then
grx(Z) ∼= K[W ] = K[W1, . . . ,Wn], where Wi denotes the image of wi in M/M2
(M = 〈w1, . . . , wn〉), and Inx(E) = 〈in(f, b) | f ∈ J〉. We want to show the
following equality of ideals in grx(Z):
Inx(Ea) = (Inx(E))a.
Clearly, in(f + g, b) = in(f, b) + in(g, b) for f, g ∈ J . Consider an element g ∈
Ja which is of the form g = g1 · · · ga for g1, . . . , ga ∈ J . Since x ∈ Sing (E) the
initials in(gi, b) are either zero or homogeneous of degree b (ordx(gi) ≥ b) for all
i ∈ {1, . . . , a}. Thus in(g, ab) = ∏ai=1 in(gi, b) and we get the desired equality
Inx(Ea) = (Inx(E))a.
If we put Tx(E) := (Inx(E), b) and Tx(Ea) := (Inx(Ea), ab), then the last equa-
tion implies that these are equivalent pairs on Tx(Z) = Spec (grx(Z)).
Let IDirx(E) = 〈Y1, . . . , Yr〉 be the ideal of the directrix with elements Yj ∈
K[W ], 1 ≤ j ≤ r, which are homogeneous of degree one. By definition of the
directrix, the generators of Inx(E) are contained in K[Y1, . . . , Yr] and (Y ) is minimal
with this condition. This implies that the generators of Inx(Ea) are contained in
K[Y1, . . . , Yr] and (Y ) is also minimal: Suppose this is wrong, say they are contained
in K[Z1, . . . , Zs] for some s < r. Then the same is true for the generators of Inx(E)
which is a contradiction. This shows
Dirx(E) = Dirx(Ea).
In particular, Dirx(E) := (IDirx(E), 1) and Dirx(Ea) := (IDirx(Ea), 1) are equivalent
pairs on Tx(Z).
Now let IRidx(E) = 〈ϕ1, . . . , ϕl〉 be the ideal of the ridge with additive homoge-
neous polynomials ϕi ∈ K[Y1, . . . , Yr] ⊂ K[W ], 1 ≤ i ≤ l. Since ϕi is additive, the
order is some p-power, say pdi for some di ∈ N0 (p = char(K)). Let pc (c ∈ N0) be
the maximal p-power dividing a. Then
IRidx(Ea) = 〈ϕp
c
1 , . . . , ϕ
pc
l 〉.
Hence Ridx(E) =
⋂l
i=1(ϕi, p
di) and Ridx(Ea) =
⋂l
i=1(ϕ
pc
i , p
di+c) are equivalent
pairs on Tx(Z).
(2) Let E1 = (J1, b) and E2 = (J2, b) be two pairs on Z and further x ∈ Sing (E1 ∩ E2).
By definition Inx(E1 ∩ E2) = Inx(E1) + Inx(E2) and this is equal to
Inx(J1, b) + Inx(J2, b) = Inx(J1 + J2, b).
Hence Tx((J1, b) ∩ (J2, b)) = Tx(J1 + J2, b) and this implies the equality of the
corresponding directrices and ridges.
This observation gives the hint that the tangent cone (resp. the ridge) of equivalent pairs
might be related if we use an idealistic interpretation. Hence we introduce the following
definitions of the tangent cone, the directrix and the ridge as pairs and prove that these
actually give well-defined idealistic exponents. The variant of the tangent cone appeared
already in the language of idealistic filtrations ([K], Definition 1.1.2) and also in the language
of Rees algebras ([BeV], section 1.2), but the concepts of directrix and ridge considered as
pairs are completely new.
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Definition 2.9. Let E = (J, b) be a pair on Z and x ∈ Sing (E). Recall that K denotes
the residue field of Z at x and p = char(K) ≥ 0. Let further IDirx(E) = 〈Y1, . . . , Yr〉 and
IRidx(E) = 〈ϕ1, . . . , ϕl〉 for elements Yj homogeneous of degree one, 1 ≤ j ≤ r, and additive
homogeneous polynomials ϕi of order p
di , 1 ≤ i ≤ l. Then we define the following pairs on
Tx(Z) = Spec (grx(Z)):
Tx(E) = ( Inx(E), b ) (idealistic tangent cone of E at x),
Dirx(E) = ( IDirx(E), 1 ) (idealistic directrix of E at x),
Ridx(E) =
⋂l
i=1(ϕi, p
di ) (idealistic ridge of E at x) .
If we have two pairs on Z, say E1 = (J1, b1) and E2 = (J2, b2), and x ∈ Sing (E1 ∩E2), then
Tx(E1 ∩ E2) = Tx(E1) ∩ Tx(E2) = ( Inx(E1), b1 ) ∩ ( Inx(E2), b2 ),
Dirx(E1 ∩ E2) = Dirx(E1) ∩ Dirx(E2) = ( IDirx(E1) + IDirx(E2), 1 ),
Ridx(E1 ∩ E2) = Ridx(E1) ∩ Ridx(E2).
Remark 2.10. By Observation 2.8 we have for an arbitrary pair and a positive integer
a ∈ Z+
Tx(J, b) ∼ Tx(Ja, ab), Dirx(J, b) = Dirx(Ja, ab), Ridx(J, b) ∼ Ridx(Ja, ab).
Further we have seen in the observation that for two pairs with the same assigned number
Tx(J1, b) ∩ Tx(J2, b) = Tx(J1 + J2, b), which implies the equalities of the corresponding
idealistic directrices and ridges.
Lemma 2.11. Let E = (J, b) be a pair on Z and x ∈ Sing (E). Then we have
(i) Dirx(E) ⊂ Ridx(E) ⊂ Tx(E).
(ii) Dirx(E) = Sing (Dirx(E)) ⊆ Sing (Ridx(E)) ⊆ Sing (Tx(E)) ⊆ Tx(Z).
Proof. Let (Y ) = (Y1, . . . , Yr) be the elements (homogeneous of degree one) which determine
Dirx(E) and extend these by (U) = (U1, . . . , Ue) such that grx(Z) = K[U, Y ]. Further let
(ϕ) = (ϕ1, . . . , ϕl) be the additive homogeneous polynomials which yield Ridx(E).
Since the generators of all three pairs are homogeneous, the extension of the base by
K[T1, . . . , Ta] does not change the situation. Hence, we may consider the pairs on K[U, Y ].
Since by definition the generators of Inx(E) are contained in K[ϕ] ⊂ K[Y ], any center which
is permissible for Dirx(E) (resp. Ridx(E)) is so for Ridx(E) (resp. Tx(E)). After blowing up
either Dirx(E) (resp. Ridx(E)) is resolved or the situation is still the same. This shows (i).
The first equality and the last inclusion of (ii) follow by definition and (i) implies the
rest via the Numerical Exponent Theorem, Proposition 1.8. 
In characteristic zero or if the characteristic p > 0 is greater than b, we have the following
Corollary 2.12. Let E = (J, b) be a pair on Z and x ∈ Sing (E). Assume char(K) = 0 or
b < char(K), where K denotes the residue field of Z at x. Then
Dirx(E) ∼ Ridx(E) ∼ Tx(E).
In particular Dirx(E) = Sing (Dirx(E)) = Sing (Ridx(E)) = Sing (Tx(E)).
Proof. By Lemma 2.11 we only have to show Tx(E) ⊂ Dirx(E). Let (R = OZ,x,M,K) be
the local ring of Z at x and let (u, y) = (u1, . . . , ue, y1, . . . , yr) be a r.s.p. for R such that
IDirx(E) = 〈Y1, . . . , Yr〉, where Yj denotes the image of yj in M/M2. Then
Dirx(E) = (〈Y1, . . . , Yr〉, 1) ∼ (Y1, 1) ∩ . . . ∩ (Yr, 1).
Recall that Tx(E) = (Inx(E), b). By definition of the directrix, the generators of Inx(E) are
contained in K[Y ] and each Yj appears to a non-zero power. Hence they lie in 〈Y 〉b \ 〈Y 〉b+1
and every generator F ∈ Inx(E) can be written as
F =
∑
B∈Zr≥0
|B|=b
CB Y
B ,
for some CB ∈ K. Further for every 1 ≤ j ≤ r there exists a generator F (j) ∈ Inx(E) such
that there is a B(j) = (B1, . . . , Br) ∈ Zr≥0 with CB(j) 6= 0 and Bj ≥ 1. Therefore this is an
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element of Inx(E), where Yj appears. Set M(j) := B(j)−ej ∈ Zr≥0. (Here ej ∈ Zr≥0 denotes
the j-th unit vector with zero everywhere except the j-th place, there is a one). Note that
|M(j)| = b − 1. Let DM(j) ∈ Diff≤b−1K (K[Y ]) be the differential operator which is defined
via
DM(j)(C Y B) =
(
B
M(j)
)
C Y B−M(j).
for C ∈ K and B ∈ Zr≥0. In particular, DM(j)(C Y B(j)) = C
(
B(j)
M(j)
)
Yj = C Bj Yj and
DM(j)(C Y B) = 0 if |B| = b and B /∈M(j) + Zr+; consequently
DM(j)(F (j)) = CB(j)Bj Yj +
∑
B′(i)
CB′(i)B
′
i Yi,
where B′(i) = (B′1, . . . , B
′
r) ∈ {M(j) + ei | i ∈ {1, . . . , r} \ {j}}. Since we have 1 ≤ Bj ≤ b
and char(K) = 0 or b < char(K), we get that Bj (and thus CB(j)Bj) is a unit in K. We
set
Y ∗j := (CB(j)Bj)
−1DM(j) F (j) = Yj +
∑
B′(i)
(CB(j)Bj)
−1CB′(i)B′i Yi ∈ K[Y ].
Let j = 1. We choose in R a system of representatives of K = R/M and define with this
y∗1 ∈ R by replacing (Y ) by (y) in the definition of Y ∗1 . The system (y∗1 , y2, . . . , yr) fulfills
the same properties as (y). So we may consider the r.s.p. (u; y∗1 , y2, . . . , yr) instead of (u, y)
and put D1 := DM(1). (Note that D1 is defined in terms of (Y )). Then we repeat the above
procedure to obtain y∗2 and D2. After that we determine y∗3 and D3 . . . We continue until
we get (y∗) = (y∗1 , . . . , y
∗
r ) . Then the Diff Theorem 1.9 yields for all j ∈ {1, . . . , r} that
(F (j), b) ⊂ (DjF (j), 1) = (Y ∗j , 1). This implies
Tx(E) = (Inx(E), b) ⊂ (Y ∗1 , 1) ∩ . . . ∩ (Y ∗r , 1) = Dirx(E).

Remark 2.13. For the arbitrary case the equivalences need not hold. One reason is that
Bj may be zero in K. Therefore the assumption char(K) = 0 or b < char(K) is essen-
tial. In fact, the equivalence Ridx(E) ∼ Tx(E) is even true without the assumption on the
characteristic. A detailed proof of this result will appear in [DSc].
If K is perfect, then Dirx(E) = (Y1, 1) ∩ . . . ∩ (Yr, 1) ∼ (Y p
d1
1 , p
d1) ∩ . . . ∩ (Y pdrr , pdr ) =
Ridx(E), for certain dj ∈ Z≥0.
We have seen that there is not necessarily a relation between the tangent cones Tx(E) of
equivalent pairs. For idealistic interpretations we have the following strong result.
Proposition 2.14 (Proposition A). Let E1 = (J1, b1) and E2 = (J2, b2) be two pairs on Z
with E1 ⊂ E2 and x ∈ Sing (E1) ⊆ Sing (E2). Then we have
(i) Tx(E1) ⊂ Tx(E2).
(ii) Dirx(E1) ⊆ Dirx(E2) and hence Dirx(E1) ⊂ Dirx(E2).
(iii) Ridx(E1) ⊂ Ridx(E2).
By symmetry we get equivalence ∼ and equality if E1 ∼ E2.
This yields that the idealistic version of the tangent cone, the directrix and the ridge are
uniquely determined by x and the equivalence class of E. i.e. by the idealistic exponent E∼.
Thus E∼ yields well-defined idealistic exponents Tx(E)∼, Dirx(E)∼, and Ridx(E)∼.
In the special situation over perfect fields the implication E1 ∼ E2 ⇒ Dirx(E1) = Dirx(E2)
was already proven in [H2], Proposition 19.2
Proof. By Observation 2.8 the result holds in the case E = (J, b) ∼ (Ja, ab) for some a ∈ Z+.
Hence it suffices to consider b1 = b2 = b. As always we denote R = OZ,x with maximal ideal
M and residue field K. Let (w) = (w1, . . . , wn) be a r.s.p. for R.
Let E = (J, b) ∈ {(E1)x, (E2)x}. First we extend the base R to R0 = R ×K K[t],
where t is an independent indeterminate. Then (w, t) is a r.s.p. for R0. We use the
notation E0 = (J (0) = J [t], b) and V0 = Spec (R0). Let L0 ⊂ V0 denote the line V (w) and
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x0 ∈ L0 ⊂ Z0 the origin V (w, t). We now consider for α ∈ Z+ the following LSB, which is
permissible for E (since x ∈ Sing (E)),
(2.1)
L0 ∼= L1 ∼= . . . ∼= Lα−1 ∼= Lα
∩ ∩ ∩ ∩
V0
pi1←− Z1 ⊃ V1 pi2←− . . . piα−1←− Zα−1 ⊃ Vα−1 piα←− Zα ⊃ Vα
∈ ∈ ∈ ∈
x0 x1 . . . xα−1 xα,
where pii : Zi → Vi−1 is the blow-up with center xi−1 ∈ Vi−1, Li ∼= L0 is the strict transform
of L0, xi denotes the unique intersection point of Li with the exceptional divisor of the
blow-up pii and Vi = Spec (Ri) ⊂ Zi is the T -chart of the blow-up, i ∈ {1, . . . , α}. Recall
that L0 = V (w), hence xi = V
(
w
ti , t
)
, Li = V
(
w
ti
)
and
(
w
ti , t
)
is a r.s.p. for Ri.
Let f ∈ J (0) be an arbitrary element. In the M -adic completion of R we have f(w) =
f0(w) + h(w), where f0 denotes the part homogeneous of degree b and h(w) ∈ 〈w〉b+1. Let
d = d(f) = ordx(h), d > b. The transform of f in Vα is given by
(2.2) f (α)
(w
tα
, t
)
= f
(α)
0
(w
tα
)
+ tα·(d−b) · h∗, for some h∗ ∈
〈w
tα
〉b+1
+ 〈t〉.
Recall that xα = V (
w
tα , t). It is clear that the generators of the ideal of the tangent cone
(and thus also its idealistic version) at x did not change under the extension of the base
and by the previous we see that the tangent cone at xα is the same as the one before the
permissible LSB (2.1); just replace in Inx(J
(0), b) the coordinates (w) by ( wtα ) in order to
get Inxα(J
(α), b).
Given E1 ⊂ E2, then we can perform the above permissible LSB and get E(α)1 ⊂ E(α)2 on
Vα. Further every f
(α) ∈ J (α)1 and g(α) ∈ J (α)2 is of the form (2.2). Now choose α so large
that
α · (d(f)− b) ≥ b and α · (d(g)− b) ≥ b (∗)
for every f (α) ∈ J (α)1 and g(α) ∈ J (α)2 .
For simplicity let us drop the indices and assume from the very beginning that E1 ⊂ E2
on V0 are of the special type described above. By the previous discussion this is justified. As
usual capital letters (W,T ) denote the images of (w, t) in 〈w, t〉/〈w, t〉2. We want to point
out that by (2.2) the generators of Inx(E1) and Inx(E2) are contained in K[W ]. Hence we
consider Tx(E1) and Tx(E2) as pairs on Spec (K[W ]).
Since the tangent cones are generated by homogeneous elements, an extension by some
independent indeterminates (t′) = (t′1, . . . , t
′
a) for some a ∈ Z+ does not affect the situation.
So it suffices to consider the case without an extension of the base.
For (i) we first want to show
(2.3) Tx(E1) ⊂ Tx(E2).
Suppose this is wrong. Then there exists a LSB (♦) over K[W ] which is permissible for
Tx(E1), but not for Tx(E2). By (2.2) Inx(E1) is generated by the f0(W ) and Inx(E2) by
the g0(W ) (for f ∈ J1 and g ∈ J2). We can lift the centers of (♦) back to R (by choosing
a system of representatives of K = R/M in R and using (w) instead of (W )). Further we
can intersect them with V (t) and obtain a LSB over R0. Because of the special form (2.2)
we get by blowing up these modified centers a LSB (♦˜) over V0, which is permissible for
E1 by the permissibility of (♦) and property (∗) of α. But since (♦) is not permissible for
Tx(E2) = (Inx(E2), b), we also have that (♦˜) is not permissible for E2. This contradicts
E1 ⊂ E2 and proves (i).
Now we come to (ii), Dirx(E1) ⊆ Dirx(E2). By Lemma 2.11 Dirx(Ei) ⊆ Sing (Tx(Ei))
and by definition of the directrix it is a permissible center for Tx(Ei), i ∈ {1, 2}. Further
(2.3) implies that Dirx(E1) is a permissible center for Tx(E2), which contains the origin. By
the minimality of the directrix Dirx(E2) any permissible center containing the origin must
lie in Dirx(E2). This implies Dirx(E1) ⊆ Dirx(E2). The second part of (ii) is clear.
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Part (iii), Ridx(E1) ⊂ Ridx(E2), is similar to (i). Assume Ridx(E1) 6⊂ Ridx(E2), then
there exists a LSB over K[W ] which is permissible for Ridx(E1), but not for Ridx(E2). By
the definition of the ridge, this LSB is permissible for Tx(E1), but not for Tx(E2). This is
a contradiction to (2.3). (Alternatively one could lift the LSB as in the proof of (i) to one
over R0 and this yields a contradiction to E1 ⊂ E2 as before). 
3. Idealistic coefficient exponents and maximal contact
An important tool to study the singularities at a point x ∈ Z in characteristic zero is the
coefficient ideal with respect to a closed subscheme of maximal contact.
We now give the precise definition of the coefficient ideal in the idealistic setting. But we
do not restrict our attention to characteristic zero and admit an arbitrary residue field of
Z at x. It is known that the concept of maximal contact does not work in full generality,
therefore we define the coefficient pair with respect to any regular subvariety W = V (z) =
V (z1, . . . , zn) containing x; we only want to assume that (z) is part of a r.s.p. for the local
ring R of Z at x. (The interesting case for us is, when W = V (y1, . . . , ys) (s ≤ r), where
(y) = (y1, . . . , yr) is such that the image of (y) in grx(Z) defines the directrix Dirx(E)).
Definition 3.1. Let E = (J, b) be a pair on Z and x ∈ Z. Let (R = OZ,x,M,K) be the
regular local ring of Z at x. We consider a fixed system of elements (u) = (u1, . . . , ud) which
can be extended to a r.s.p. for R. Let (z) = (z1, . . . , zs) be elements of R such that (u, z) is
a r.s.p. for R. We define the coefficient pair Dx(E, u, z) of E at x with respect to (z) as the
pair on W = Spec (K[[u]]) which is given by the following construction: Any f ∈ Jx may
be written (in the M -adic completion R̂) as
f = f(u, z) =
∑
B∈Zs≥0
fB(u) z
B
with fB(u) ∈ K[[u]]. Then we set D(f, u, z) :=
⋂
B∈Zs≥0
|B|<b
(fB(u), b− |B|) and define further
Dx(E, u, z) :=
⋂
f∈Jx
D(f, u, z) =
b−1⋂
l=0
( I(l, u, z), b− l ),
where I(l, u, z) = 〈 fB | f ∈ Jx, B ∈ Zs≥0 : |B| = l 〉.
The idea of coefficient ideals goes back to Hironaka (in the context of idealistic exponents
this appears in [H4] Theorem 1.3, p.908, and [H2] section 8, Theorem 5, p.111) and was
developed by Villamayor (for basic objects) and Bierstone-Milman (for presentations).
We may consider Ex and Dx(E, u, z) as pairs on R̂. Then we have Ex ⊂ Dx(E, u, z) by
construction.
In our context one of the first questions coming into one’s mind may be the following: Are
the coefficient pairs of equivalent pairs also equivalent? For the idealistic approach there is
no reference known to the author where this is proven. Hence we give the affirmative answer
in
Theorem 3.2. Let E1 ⊂ E2 be two pairs on Z, x ∈ Z, and (u, z) = (u1, . . . , ud; z1, . . . , zs)
a r.s.p. for (R = OZ,x,M,K). Then we have
Dx(E1, u, z) ⊂ Dx(E2, u, z).
By symmetry, E1 ∼ E2 implies Dx(E1, u, z) ∼ Dx(E2, u, z).
This implies that an idealistic exponent E∼ determines a unique idealistic exponent
Dx(E, u, z)∼, called the idealistic coefficient exponent.
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Proof. Let E = (J, b) ∈ {E1,E2}. We consider Ex = (Jx, b) on R. In order to simplify the
notation we suppress the index x and write J = Jx and E = Ex. First of all let us mention
the following easy observation:
Consider (J, b) ∩ (z, 1). By Lemma 1.6(ii) we may then assume that in the
expansion of all g ∈ J , g = ∑B gB(u)zB , we have gB(u) = 0 for all B ∈ Zs≥0
with |B| ≥ b.
(∗)
For M ∈ Zs≥0 let DM ∈ Diff≤jK (R̂), j = |M |, be the differential operator defined by
DM (CA,B uAzB) =
(
B
M
)
CA,B u
AzB−M
for CA,B ∈ K. In particular DM (CA,M uAzM ) = CA,M uA. Further, we define for j ∈
{1, . . . , b− 1} the finite sets
S(j) = {M ∈ Zs≥0 | |M | = j}.
Let M ∈ S(b− 1). By the Diff Theorem 1.9 we have (J, b) ∼ (J, b) ∩ (DMJ, 1) and hence
(z, 1) ∩ (J, b) ∼ (z, 1) ∩ (J, b) ∩ (DMJ, 1).
In here, we have for g =
∑
B∈Zs≥0 gB(u) z
B ∈ J (where the expansion is considered in R̂)
DM (g) = gM (u) +
∑
B∈M+Zs≥0
|B|>|M |=b−1
(
B
M
)
gB(u) z
B−M = gM (u),
where the last equality follows by (∗). If we apply this to all M ∈ S(b − 1) and all g ∈ J ,
we get
(3.1) (z, 1) ∩ E ∼ (z, 1) ∩ (J, b) ∩
⋂
M∈S(b−1)
(DMJ, 1) ∼ (z, 1) ∩ E ∩ D(1)(E),
where we define D(1)(E) := (I(1), 1) with
I(1) := 〈 gM |M ∈ S(b− 1), g ∈ J 〉 ⊂ K[[u]].
(Note that D(1)(E) is a pair on R̂′ := K[[u]]). The ideal I(1) is generated by those gM (u)
which appear in expansions of elements g of J in front of some power zM with |M | = b− 1.
By Lemma 1.6 (i) and (iii),
(I(1), 1) ∩ (〈z〉b−1, b− 1) ∼ (I(1), 1) ∩ (z, 1) ∩ (〈z〉b−1I(1), b).
Let us consider (z, 1) ∩ (J, b) ∩ D(1)(E). By part (ii) of Lemma 1.6 we
may assume that in the expansion of all g ∈ J , g = ∑B gB(u)zB , we have
gB(u) = 0 for all B ∈ Zs≥0 with |B| = b − 1. Together with (∗) we get
gB(u) = 0 for all B ∈ Zs≥0 with |B| ≥ b− 1.
(∗∗)
Now let M ∈ S(b− 2). The Diff Theorem 1.9 yields (J, b) ∼ (J, b) ∩ (DMJ, 2) and therefore
(z, 1) ∩ (J, b) ∩ D(1)(E) ∼ (z, 1) ∩ (J, b) ∩ (DMJ, 2) ∩ D(1)(E).
In here, we have for g =
∑
B∈Zs≥0 gB(u) z
B ∈ J
DM (g) = gM (u) +
∑
B∈M+Zs≥0
|B|>|M |=b−2
(
B
M
)
gB(u) z
B−M = gM (u),
where the last equality follows by (∗∗). If we apply this to all M ∈ S(b− 2) and all g ∈ J ,
we get
(3.2) (z, 1) ∩ E ∩ D(1)(E) ∼ (z, 1) ∩ E ∩ D(1)(E) ∩ D(2)(E),
where we define
D(2)(E) := (I(2), 2) =
⋂
M∈S(b−2)
(DMJ, 2)
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with I(2) := 〈 gM |M ∈ S(b− 2), g ∈ J 〉 ⊂ K[[u]]. (Again D(2)(E) is a pair on R̂′ = K[[u]]).
Putting (3.1) and (3.2) together gives
(3.3) (z, 1) ∩ E ∼ (z, 1) ∩ E ∩ D(1)(E) ∩ D(2)(E).
We go on with this procedure and get at the end
(3.4) (z, 1) ∩ E ∼ (z, 1) ∩ E ∩
b−1⋂
l=1
D(l)(E) ∼ (z, 1) ∩
b⋂
l=1
D(l)(E),
where for l ∈ {1, . . . , b− 1} we have D(l)(E) = (I(l), l) and
I(l) = 〈 gM |M ∈ S(b− l), g =
∑
gM (u)y
M ∈ J 〉 ⊂ K[[u]].
By extending (∗∗) we may assume that in the expansion of an element g ∈ J , g =∑
M gM (u)z
M , we have gM = 0 for all M ∈ Zs≥0 with |M | ≥ 1. So we set
I(b) := 〈 g(0,...,0) | g =
∑
gM (u)z
M ∈ J 〉 ⊂ K[[u]]
and D(b)(E) := (I(b), b).
By construction
⋂b
l=1D(l)(E) = Dx(E, u, z) is a pair on K[[u]] and therefore does not
involve any element of (z).
Hence we get for E1 and E2 (recall E1 ⊂ E2)
(3.5) (z, 1) ∩ Dx(E1, u, z) ∼ (z, 1) ∩ E1 ⊂ (z, 1) ∩ E2 ∼ (z, 1) ∩ Dx(E2, u, z).
Since Dx(E1, u, z) and Dx(E2, u, z) are pairs on K[[u]], this already implies
Dx(E1, u, z) ⊂ Dx(E2, u, z),
which proves the theorem. 
Corollary 3.3. We want to point out, that (3.4) implies
(z, 1) ∩ E ∼ (z, 1) ∩ Dx(E, u, z)
(Keep in mind that we have here the local situation at a point x).
By the last theorem, Dx(E, u, z) is invariant under the equivalence relation ∼ if we fix
(u, z). But we might also consider various choices for (z). In this case we have
Proposition 3.4. Let E be a pair on Z and x ∈ Z. Fix a system of elements (u) =
(u1, . . . , ud) which can be extended to a r.s.p. for (R = OZ,x,M,K). Let (z) = (z1, . . . , zs)
and (y) = (y1, . . . , ys) be two possible extensions of (u). Assume (z, 1)∩E ⊂ (y, 1)∩E. Then
Dx(E, u, z) ⊂ Dx(E, u, y).
By symmetry, (z, 1) ∩ E ∼ (y, 1) ∩ E implies Dx(E, u, z) ∼ Dx(E, u, y).
Proof. First of all, Corollary 3.3 and the assumption imply
(z, 1) ∩ Dx(E, u, z) ∼ (z, 1) ∩ E ⊂ (y, 1) ∩ E ∼ (y, 1) ∩ Dx(E, u, y). (∗)
Let (♦) be a LSB over K[[u]] which is permissible for Dx(E, u, z). We can lift it to a LSB
(♦˜) over K[[u]][z] just by intersecting the centers with V (z). Then (♦˜) is permissible for
(z, 1) ∩ Dx(E, u, z) and by (∗) it is so for (y, 1) ∩ Dx(E, u, y). In particular, it is permissible
for Dx(E, u, y) and since the latter lives on K[[u]], the LSB (♦) is permissible for Dx(E, u, y).
This shows the assertion. 
Therefore under the special assumption (z, 1) ∩ E ∼ (y, 1) ∩ E the coefficient pair for a
fixed system (u) does not depend on the choice of (z). In particular this holds,
• if (z, 1) ∼ (y, 1) or
• if (y, 1) ∩ E ∼ E ∼ (z, 1) ∩ E.
Theorem 3.2 and Proposition 3.4 imply Proposition B.
Let us now introduce the concept of maximal contact, which is an important tool in the
proof of resolution of singularities in characteristic zero. Classical references for this are [G2]
and [AHV].
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Definition 3.5. Let E = (J, b) be a pair on Z and x ∈ Sing (E). Let (z) = (z1, . . . , zs) be
a system of elements in the local ring (R = OZ,x,M) which can be extended to a r.s.p. for
R. We say W := V (z) has maximal contact with E at x if the following equivalence holds
Ex = (Jx, b) ∼ (z, 1) ∩ (Jx, b).
In particular, the images of (z) in M/M2 are part of a minimal generating system for the
directrix Dirx(E).
We have the following result on the existence of maximal contact
Lemma 3.6. Let E = (J, b) be a pair on Z, x ∈ Sing (E), and (u, y) = (u1, . . . , ue, y1, . . . , yr)
be a r.s.p. for (R = OZ,x,M,K) such that the images of (y) in M/M2 define the Dirx(E).
Assume char(K) = 0 or b < char(K).
Then there exists a system (z) = (z1, . . . , zr) of elements in R̂ such that we have for every
j ∈ {1, . . . , r}:
(i) The images of zj and yj in M/M
2 coincide.
(ii) If we set (u˜(j)) := (u, z1, . . . , zj−1, zj+1, . . . , zr), then
Ex ∼ (zj , 1) ∩ Dx(E, u˜(j), zj).
In particular, Ex ∼ (z, 1)∩Dx(E, u, z), i.e. each V (zj) (and thus V (z1, . . . , zr)) has
maximal contact with E at x.
(iii) There exist Dj ∈ Diff≤b−1K (K[Y ]) and F (j) ∈ Inx(E) such that Dj(F (j)) = j Zj
for some units j ∈ R. Further there are f(j) ∈ JR̂ which map in grx(Z) to F (j)
and (D′j(f(j)), 1) ∼ (zj , 1), where D′j denotes the differential operator on R̂ induced
by Dj.
Proof. In fact, (i) and (ii) follow immediately from the proof of (iii). Thus we focus on this
part. Recall the following from the proof of Corollary 2.12:
Every generator F ∈ 〈Y 〉b \〈Y 〉b+1 of Inx(E) can be written as F =
∑
B∈Zr≥0:|B|=b CB Y
B
for some CB ∈ K. Further for j = 1 there exists a generator F (j) of Inx(E) such that
there is a B(j) = (B1, . . . , Br) ∈ Zr≥0 with CB(j) 6= 0 and Bj ≥ 1 (Yj appears). Set
M(j) := B(j) − ej ∈ Zr≥0, |M(j)| = b − 1. Let Dj := DM(j) ∈ Diff≤b−1K (K[Y ]) the
differential operator which is defined via DM(j)(C Y B) =
(
B
M(j)
)
C Y B−M(j). Consequently
DM(j)(F (j)) = CB(j)Bj Yj +
∑
B′(i) CB′(i)B
′
i Yi,
where B′(i) = (B′1, . . . , B
′
r) ∈ {M(j) + ei | i ∈ {1, . . . , r} \ {j}}. The assumptions on
char(K) imply that Bj (and thus CB(j)Bj) is a unit in K. Set
Y ∗j := (CB(j)Bj)
−1DM(j) F (j) = Yj +
∑
B′(i)
(CB(j)Bj)
−1CB′(i)B′i Yi ∈ K[Y ].
We choose as system of representatives of K = R/M in R and define with this y∗1 ∈ R by
replacing (Y ) by (y) in the Y ∗1 . The system (y
∗
1 , y2, . . . , yr) fulfills the same properties as
(y). So we may consider the r.s.p. (u; y∗1 , y2, . . . , yr) instead of (u, y) and put D1 := DM(1).
Then we repeat the above procedure for j = 2 to obtain y∗2 and D2. We continue this until
we have obtained (y∗) = (y∗1 , . . . , y
∗
s ) .
Denote by D′j the differential operator on R̂ induced by Dj , 1 ≤ j ≤ s. (Dj extends by
acting trivially on (u)). Further there exist f(j) ∈ JR̂, which are mapped to F (j) ∈ grx(Z)
and D′j(f(j)) = jy∗j + hj for some units j ∈ R and elements hj ∈ R̂, which do not involve
y∗j . Set for every j ∈ {1, . . . , s}
zj := y
∗
j + 
−1
j hj .
Then Dj(F (j)) = j Zj , (D′j(f(j)), 1) = (zj , 1) and by the Diff Theorem 1.9 we have Ex ∼
Ex ∩ (zj , 1). Together with Corollary 3.3 we get Ex ∼ (z, 1) ∩ Dx(E, u, z). This proves (i)
and (ii) holds by construction of the elements (z). 
Corollary 3.7. Fix (u) as above and let (y) and (z) be two extensions of (u) to a r.s.p.
such that V (y) and V (z) have maximal contact. Then we have Dx(E, u, y) ∼ Dx(E, u, z).
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Proof. By the previous lemma and Corollary 3.3
(y, 1) ∩ Ex ∼ (y, 1) ∩ Dx(E, u, y) ∼ Ex ∼ (z, 1) ∩ Dx(E, u, z) ∼ (z, 1) ∩ Ex
and Proposition 3.4 implies Dx(E, u, y) ∼ Dx(E, u, z). 
4. First steps with polyhedra for idealistic exponents
First let us explain why polyhedra are useful in the context of resolution of singularities.
For this we introduce the Newton polyhedron of a pair.
Let E = (J, b) be a pair on Z and x ∈ Sing (E). Denote as usually by (R = OZ,x,M,K)
the local ring of Z at x. By abuse of notation we skip the index x and write E = (J, b)
instead of Ex. Fix a system (u) = (u1, . . . , ue) of elements in M which can be extended to
a r.s.p. for R. We consider various choices of a system (y) = (y1, . . . , yr) such that (u, y) is
a r.s.p. for R.
Let (f) = (f1, . . . , fm) be a set of generators of J . In the M -adic completion of R we can
write each element g ∈ J as
(4.1) g =
∑
(A,B)∈Zn≥0
CA,B u
A yB
with coefficients CA,B ∈ R× ∪ {0}. Denote by CA,B,i the coefficients of the expansion of fi,
1 ≤ i ≤ m.
Definition 4.1. For the given data we introduce the following objects.
(1) The Newton polyhedron ∆N (E, u, y) (or ∆Nx (E, u, y)) of E = (J, b) at x with respect
to (u, y) is defined to be the smallest closed convex subset of Rn≥0 containing all
elements of the set
S(f, b;u, y) :=
{
(A,B)
b
+ Rn≥0
∣∣∣∣ 1 ≤ i ≤ m ∧ CA,B,i 6= 0 ∧ |B| ≤ b} .
Let E′ be another pair on Z which is singular at x. Then ∆N (E ∩ E′, u, y) ⊂ Rn≥0
denotes the smallest closed convex subset containing ∆N (E, u, y) and ∆N (E′, u, y).
(2) Using this we define the polyhedron ∆(E, u, y) = ∆x(E, u, y) of E = (J, b) at x with
respect to (u, y) as the Newton polyhedron of the coefficient pair with respect to
(y);
∆(E, u, y) := ∆N (Dx(E, u, y), u) ⊆ Re≥0.
Further ∆(E ∩ E′, u, y) ⊂ Re≥0 denotes the smallest closed convex subset containing
∆(E, u, y) and ∆(E′, u, y).
If there is no confusion possible, we just say ∆N (E, u, y) is the Newton polyhedron of E and
∆(E, u, y) is the polyhedron of E.
These polyhedra are not necessarily invariant under the equivalence relation ∼ , see Ex-
ample 4.9. But they are independent of the choice of the generators (f) = (f1, . . . , fm) of
J . We could define ∆N (E, u, y) to be the smallest closed convex subset of Rn≥0 containing
all the elements of the set
S˜(E, u, y) :=
 (A˜, B˜)b + Rn≥0
∣∣∣∣ ∃ g = ∑
(A,B)
CA,B u
A yB ∈ J : CA˜,B˜ 6= 0 ∧ |B˜| ≤ b
 .
In fact, denote by ∆(S) the polyhedron generated by some set S ⊂ Rn≥0. Then we have:
Lemma 4.2. The Newton polyhedron does not depend on the choice of the generating set
(f) = (f1, . . . , fm) of J . More precisely,
∆(S(f, b;u, y) ) = ∆( S˜(E, u, y) ).
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Proof. Since f1, . . . , fm ∈ J , we get the inclusion ∆(S(f, b;u, y) ) ⊆ ∆( S˜(E, u, y) ). On the
other hand, let g ∈ J = 〈f1, . . . , fm〉. Then g =
∑m
i=1 λifi for λi ∈ R and therefore we
get that in the expansion of g every (A,B) ∈ Zn≥0 with non-zero coefficient and |B| ≤ b is
contained in ∆(S(f, b;u, y) ). This yields ∆(S(f, b;u, y) ) = ∆( S˜(E, u, y) ). 
The definition of the coefficient pair implies that ∆(E, u, y) is the smallest convex subset
of Re≥0 containing
(4.2) S∗(f, b;u, y) :=
{
A
b− |B| + R
e
≥0
∣∣∣∣ 1 ≤ i ≤ m ∧ CA,B,i 6= 0 ∧ |B| < b} .
Proposition 4.3. The polyhedron ∆(E, u, y) associated to a pair E = (J, b) = (〈f〉, b) on R
is a certain projection of the corresponding Newton polyhedron ∆N (E, u, y).
Proof. This follows immediately by investigating how the projection of a point (A,B) from
(0, . . . , 0, 1) ∈ Rn≥0 onto Rn−1 × {0} is determined. Applying this several times we obtain
the assertion.
For more details see [Sc1], Proposition 2.1.3 and Lemma 2.4.1. 
Corollary 4.4. The polyhedron ∆(E, u, y) of a pair E = (J, b) is independent of the chosen
set of generators (f) = (f1, . . . , fm).
Proof. This is an immediate consequence of Lemma 4.2 and Proposition 4.3. 
An important invariant of the singularity of E at x is the order of the coefficient pair with
respect to a system (y) which determines Dirx(E). Using the following definition this can
be recovered from the polyhedron ∆(E ; u ; y ).
Definition 4.5. Let ∆ ⊂ Rn≥0 be any subset. We define
δ(∆) := inf{ |v| = v1 + . . .+ vn | v = (v1, . . . , vn) ∈ ∆ }.
If ∆ = ∆(E, u, y), then we set δx(∆(E, u, y)) := δ(∆(E, u, y)).
As an immediate consequence of Definition 4.1 we get:
Lemma 4.6. Let E = (J, b) be a pair on Z, x ∈ Sing (E), and (u, y) a r.s.p. for the local
ring OZ,x. Then δx(∆(E, u, y)) coincides with the order of the coefficient pair Dx(E, u, y).
Note that we did not make any further assumptions on the system (y) (e.g. that it yields
the directrix of E).
Although the polyhedra ∆(E, u, y) may change under ∼ or under different choices for (y),
we have that δx(∆(E, u, y)) is an invariant of the idealistic exponent E∼. More precisely:
Proposition 4.7. Let E = E1 ∼ E2 be two equivalent pairs on Z and x ∈ Sing (E). Let
(u, y) be a r.s.p. for OZ,x.
(1) Then we have:
δx(∆(E1, u, y)) = δx(∆(E2, u, y)).
(2) Let (u, z) be another choice for the r.s.p. and suppose (z, 1) ∩ E ∼ (y, 1) ∩ E. Then
δx(∆(E, u, y)) = δx(∆(E, u, z)).
This implies in particular that this number is independent of the choice the maximal
contact coordinates.
Proof. The first (resp. second) part is a consequence of Theorem 3.2 (resp. Proposition
3.4), the Numerical Exponent Theorem, Proposition 1.8, and Lemma 4.6 above. 
But we want to show something more. In the following two examples we see that
δx(∆(E, u, y)) depends on the choice of (y) and further the polyhedra (and thus the Newton
polyhedra) of equivalent pairs may differ. Nevertheless, we want to prove that for arbitrary
characteristic we are able to maximize δx(∆(E, u, y)) with respect to the choices for (y), so
that the obtained number depends only on E, x and (u). For this we introduce the intrinsic
polyhedron ∆x(E, u) in section 6.
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Example 4.8. Consider the pair
E = (y2 + u71u32, 2) = (z2 + 2zu21 + u41 + u71u32, 2)
over any field K, where y := z + u21 and the point of interest x is the origin. Then we get
δx(∆(E, u, y)) = 5 and δx(∆(E, u, z)) = 1. The picture looks as follows:
∆(E, u, z) ∆(E, u, y)
Example 4.9. The Newton polyhedron and the polyhedron of E may change under the
equivalence ∼ . The origin of this example is [BM2], Example 5.14, p.788 and it has been
slightly modified and worked out for our setting together with Vincent Cossart.
Let K = C, d ∈ Z+, d ≥ 2. We look at the origin of A4C. Consider the two pairs
E1 = (zd − xd−1yd−1, d) ∩ (t, 1)
E2 = (zd − xd−1yd−1, d) ∩ (td−1 − xd−2yd−1, d− 1)
First, (t, z) yields the directrix in both cases; therefore (u) = (x, y) and (y) = (t, z).
The generating set of the polyhedron associated to E1 is V1 =
{ (
d−1
d ,
d−1
d
)}
and the one
for E2 is V2 =
{(
d−1
d ,
d−1
d
)
;
(
d−2
d−1 , 1
)}
. Clearly the polyhedra are different which implies
that also the Newton polyhedra differ.
From the Diff-Theorem, Proposition 1.9, we obtain by applying the differential operators
∂
∂x and
∂d−2
∂td−2 that
E1 ∼ (zd − xd−1yd−1, d) ∩ (xd−2yd−1, d− 1) ∩ (t, 1) ∼ E2.
Therefore E1 and E2 are two equivalent pairs whose associated polyhedra differ!
The picture for d = 2 looks as follows:
∆(E1; t, z;x, y) ∆(E2; t, z;x, y)
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The last example plays also a crucial role if there exist exceptional components of a
resolution process. It forces us in [Sc2] (or see also [Sc1]) to introduce idealistic exponents
with history, which take care of the exceptional components and the preceding resolution
process.
5. Characteristic polyhedra of an idealistic exponent
In this section we define the characteristic polyhedron of a pair by imitating the construc-
tion of Hironaka’s characteristic polyhedron of a singularity. After that we discuss what the
characteristic polyhedron of an idealistic exponent is.
Recall the construction of Hironaka’s characteristic polyhedron. More detailed references
are section 7 of [CJS], section 2.2 of [Sc1], or Hironaka’s original work [H1].
Let (R,M,K = R/M) be a regular local Noetherian excellent ring, J ⊂ R a non-zero
ideal and (u, y) = (u1, . . . , ue; y1, . . . , yr) a r.s.p. of R. Note that so far we do not make any
other assumptions on (u, y), e.g. we do not suppose that (y) is related to the directrix of J .
Set R′ = R/〈u〉 and J ′ = J ·R′.
Definition 5.1. (1) Let f ∈ R be an element in R, f /∈ 〈u〉. Then we can expand f in
a finite sum
(5.1) f =
∑
(A,B)∈Re+r≥0
CA,B u
A yB
with coefficients CA,B ∈ R× ∪ {0}. Denote by n = n(u)(f) the order of f mod 〈u〉
in the ideal generated by yj = yj mod 〈u〉, j ∈ {1, . . . , r}. Then we define the
polyhedron ∆( f ; u ; y ) associated to (f, u, y) as the smallest closed convex subset
of Re≥0 containing all elements of the set{
A
n− |B| + R
e
≥0
∣∣∣∣ CA,B 6= 0 ∧ |B| < n } .
(2) Let (f) = (f1, . . . , fm) be a system of elements in R with fi /∈ 〈u〉 for every i. Then
the polyhedron ∆( f ; u ; y ) associated to (f, u, y) is defined to be the smallest closed
convex subset of Re≥0 containing
⋃m
i=1 ∆( fi ; u ; y ).
The polyhedron ∆( f ; u ; y ) clearly depends on the choice of (f) = (f1, . . . , fm). A
special class of system of generators an ideal J are so called (u)-standard bases (see [H1],
Definition (2.20)). Since the polyhedra ∆(E ; u ; y ) are independent of the choice of the
generators (Corollary 4.4) we do not recall this quite technical definition. We only remark
that they are generators (f) = (f1, . . . , fm) of J such that fi /∈ 〈u〉 and which are ordered
by the order of f mod 〈u〉, and moreover m is as small as possible.
Definition 5.2. Let J ⊂ R be a non-zero ideal and (u) = (u1, . . . , ue) a system of elements
as before. We define
∆( J ; u ) =
⋂
(y)
⋂
(f)
∆( f ; u ; y ),
where the first intersection ranges over all systems (y) extending (u) to a r.s.p. of R and the
second runs over all possible (u)-standard bases (f) = (f1, . . . , fm) of J . The polyhedron
∆( J ; u ) is called the characteristic polyhedron of J with respect to (u).
This is not Hironaka’s original definition. But one can deduce from the following result
due to Hironaka that the two definitions coincide.
Theorem 5.3 ([H1], Theorem (4.8)). Let J ⊂ R be a non-zero ideal and (u) = (u1, . . . , ue)
a system of regular elements in R that can be extended to a r.s.p. of R. Set R′ = R/〈u〉 and
J ′ = J ·R′. Let (y) = (y1, . . . , yr) be a system of elements in R extending (u) to a r.s.p. of
R and moreover assume that (y) yields the ideal generating the directrix of J ′.
Then there exists a (u)-standard basis (f̂) = (f̂1, . . . , f̂m) in R̂ and a system of elements
(ŷ) = (ŷ1, . . . , ŷr) such that (u, ŷ) is a r.s.p. of R̂, (ŷ) determines the directrix of J
′ and
∆( f̂ ; u ; ŷ ) = ∆(J ; u ).
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Starting with any r.s.p. (u, y) and any (u)-standard basis (f) Hironaka shows how to ob-
tain (ŷ) and (f̂) by applying the procedure of vertex preparation which consists of alternately
normalizing the generators and solving the vertices of ∆( f ; u ; y ).
In [CSc1] Cossart and the author extend the result of [CP] and investigate under which
conditions it is possible to attain the characteristic polyhedron without going to the com-
pletion.
We imitate the definition of ∆( J ; u ) in order to define ∆(E ; u ):
Definition 5.4. Let (J, b) be a pair on R and let (u) = (u1, . . . , ue) be a system of regular
elements that can be extended to a r.s.p. of R. We define
∆(E ; u ) :=
⋂
(y)
∆(E ; u ; y ),
where the intersection ranges over all systems (y) extending (u) to a r.s.p. of R and as
before ∆(E ; u ; y ) denotes the polyhedron associated to E and (u, y) (see Definition 4.1
and (4.2)). We call ∆(E ; u ) the characteristic polyhedron of the pair E with respect to (u).
Analogous to Theorem 5.3 we have
Theorem 5.5 (Theorem C). Let E = (J, b) be a pair on a regular local Noetherian excellent
ring R and denote by (u, y) = (u1, . . . , ue; y1, . . . , yr) a r.s.p. for R such that the initial
forms of (y) yield the whole directrix Dirx(E).
Then there exist elements (y∗) = (y∗1 , . . . , y
∗
r ) in R̂ such that (u, y
∗) is a r.s.p. for R̂, (y∗)
yields Dirx(E), and
∆(E ; u ; y∗ ) = ∆(E ; u )
Proof. We use Hironaka’s polyhedron in order to give a different description of ∆(E ; u ):
Let (f) = (f1, . . . , fm) be a (u)-standard basis of J . Let (g) := (g1, . . . , gl) := (fi1 , . . . fil),
l ≤ m and 1 ≤ i1 < i2 < . . . < il ≤ m, be those elements of (f) which fulfill n(u)(fiα) = b.
Set I := 〈g〉 ⊂ R. Then there is a system (x) = (x1, . . . , xs) := (yj1 , . . . , yjs) with s ≤ r and
1 ≤ j1 < j2 < . . . < js ≤ r which is a minimal generating set of its directrix Dirx(I). Let
(w) = (w1, . . . , wd) be the elements {u, y} \ {x}, d = r + e− s ≥ e. By definition giα /∈ 〈w〉
for all 1 ≤ α ≤ l and (x) also defines the directrix of I ′ = IR′, where R′ = R/〈w〉. Hence
we can apply Theorem 5.3 and obtain elements (ĝ) and (x̂) such that
∆( I ; u ) = ∆( ĝ ; u ; x̂ ) = ∆( (ĝ, b) ; u ; x̂ ).
Let (f̂) = (f̂1, . . . , f̂m) be the (u)-standard basis which we obtain by putting together
(ĝ) and the other elements of (f) which we did not touch. We claim that the associated
polyhedron is minimal, i.e.
∆(E ; u ; x̂ ) = ∆(E ; u ).
First of all, the assumption that (y) yields the whole directrix of E implies that (g) are
those elements of (f) which are of order b at the origin, and further (x) = (y) is a minimal
generating set of the directrix Dirx(I).
If we start with another choice for (y), say (z), then we can apply the above procedure
and obtain (ẑ) with ∆(E ; u ; ẑ ) ⊂ ∆(E ; u ; z ). Therefore we have to show
(5.2) ∆(E ; u ; ŷ ) = ∆(E ; u ; ẑ ),
which then implies the assertion of the theorem.
By abuse of notation we write in the following (y) (resp. (z)) instead of (ŷ) (resp. (ẑ)).
Consider h ∈ J and let h = ∑(A,B) CA,B uAyB be an expansion as in (4.1). Then
S(h, b;u, y) :=
{
A
b− |B|
∣∣∣∣ CA,B 6= 0 ∧ |B| < b} .
contains the vertices of the polyhedron ∆( (h, b) ; u ; y ) and thus generates it. Moreover,
∆(E ; u ; y ) is smallest closed convex subset of Re≥0 containing
⋃
h∈J ∆( (h, b) ; u ; y ).
IDEALISTIC EXPONENTS AND THEIR CHARACTERISTIC POLYHEDRA 21
By the assumption we have in R̂ an expansion of yj , for every j ∈ {1, . . . , r}, which is of
the form
(5.3) yj = Lj(z) +Hj(u, z) +Qj(u), where
 Lj(z) ∈ K[z] are polynomials homogeneous of degree one such that
〈L1(z), . . . , Lr(z) 〉 = 〈z1, . . . , zr〉 ⊂ R.
 Hj(u, z) ∈ K[[u, z]] are contained in 〈u, z〉2 and Hj(u, 0) = 0,
 Qj(u) ∈ K[[u]] are contained in 〈u〉2.
We split the substitution from (y) to (z) into the following three steps:
yj
(1)7−→ Lj(z)
(2)7−→ Lj(z) +Hj(u, z)
(3)7−→ Lj(z) +Hj(u, z) +Qj(u).
for 1 ≤ j ≤ r. We show that the polyhedra after each step coincide with ∆(E ; u ; y ) ⊂ Re≥0.
In step (1), a monomial uAyB is mapped to uA
∏r
j=1 Lj(z)
B . Since every Lj(z) is
homogeneous of degree one, we obtain the same point Ab−|B| after the substitution. Although
some monomials contributing to a point v of the polyhedron might vanish under the change
from (y) to (z) it can never happen that all of them disappear, i.e. v is still appearing in
the polyhedron with respect to (z).
Next we come to step (2). By the first step, we may assume that it is given by
yj = zj +Hj(u, z).
Consider an expansion of Hj(u, z) in R̂, Hj(u, z) =
∑
(C,D) λj,C,D u
CzD, for certain λj,C,D ∈
K = R/M . By the assumptions we have |D| ≥ 1, and if |D| = 1 then C 6= 0. (Otherwise
this monomial could already be shifted into Lj(z)).
Pick (C,D) ∈ Ze≥0 × Zr≥0 with λj,C,D 6= 0 for some j ∈ {1, . . . , r}. Let us consider the
substitution
yj
(2C,D)
= zj + λj,C,D u
CzD, 1 ≤ j ≤ r.
An easy computation shows
yB =
B1∑
M1=0
· · ·
Br∑
Mr=0
λM,C,D (u
CzD)M1+...+Mr zB−(M1,...,Mr) =
=
B∑
M=0
λM,C,D (u
C)|M | zB−M+D·|M |,
(∗)
where we set λM,C,D :=
∏r
j=1
(
Bj
Mj
)
λ
Mj
j,C,D Using this for CA,Bu
AyB , we see that all the
points which might appear are of the form
v′ :=
A+ C · |M |
b− ( |B −M |+ |D| · |M | )
For M = (0, . . . , 0) we obtain the same point Ab−|B| back with the same coefficient CA,B .
Since |D| ≥ 1, and C 6= 0 if |D| = 1, we get
v′ ∈
(
A
b− |B| + R
e
≥0
)
\
{
A
b− |B|
}
.
Therefore vertices are not touched and the polyhedron does not change under (2C,D). We
apply this for each (C,D) with non-zero coefficients and get that the polyhedron does not
change in step (2).
Finally, we have to deal with step (3): In order to avoid too long notation we set
∆(y) := ∆( (J(u, y), b) ; u ; y ) = ∆( (J, b) ; u ; y ) and ∆(z) := ∆( (J(u, y(u, z), b) ; u ; z ) =
∆( (J, b) ; u ; z ). Our goal is to show ∆(y) = ∆(z). By the first two steps we may assume
that the substitution given by
yj = zj +Qj(u), 1 ≤ j ≤ r,
for some Qj(u) =
∑
C∈Ze≥0 DC,j u
C ∈ 〈u〉2 ⊂ K[[u]].
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Let (f̂) = (f̂1 . . . , f̂m) be the (u)-standard base of J which we obtained by the construction
at the beginning of the proof. By abuse of notation we write (f) = (f1 . . . , fm) instead of
(f̂) = (f̂1 . . . , f̂m).
Let (f (b)) = (f1, . . . , fq), 1 ≤ q ≤ m, be those elements of (f) with ordx(fi) = b for all i ∈
{1, . . . , q}. The construction implies the minimality of the polyhedron ∆( (f (b), b ; u ; y ) =
∆( f (b) ; u ; y ) with respect to choices for (f (b); y).
Pick C ∈ Ze≥0 with DC,j 6= 0 for some j ∈ {1, . . . , r}. Let us consider the substitution
yj
(3C)
= zj +DC,j u
C , 1 ≤ j ≤ r.
First of all, this cannot delete any of the vertices of ∆( f (b) ; u ; y ) — otherwise we get a
contradiction to the minimality of this polyhedron. Further (3C) creates the point C ∈
∆( f (b) ; u ; z ): Similar to (∗) we have
yB =
B1∑
M1=0
· · ·
Br∑
Mr=0
DM,C (u
C)M1+...+Mr zB−(M1,...,Mr) =
B∑
M=0
DM,C (u
C)|M | zB−M , (∗′)
where we set DM,C :=
∏r
j=1
(
Bj
Mj
)
D
Mj
C,j . For |B| = b we obtain C ∈ ∆( f (b) ; u ; z ) ⊆
∆( (f, b) ; u ; z ). Here we use the assumption that (y) yields the whole directrix of E. If this
is not the case, there might not necessarily exist a monomial with |B| = b such that C is
created in the polyhedron, see Example 5.6 below.
Let us see how ∆( (f, b) ; u ; y ) behaves under the change (3C). By (∗′) we have for
arbitrary A ∈ Ze≥0 and B ∈ Zr≥0
CA,B u
A yB =
B∑
M=0
CA,B DM,C u
C·|M |+A zB−M .
The corresponding points are
C · |M |+A
b− |B|+ |M | =
|M |
b− |B|+ |M | · C +
A
b− |B|+ |M |
=
|M |
b− |B|+ |M | · C +
b− |B|
b− |B|+ |M | ·
A
b− |B|
(∗∗)
for M = (M1, . . . ,Mr) ∈ Zr≥0 and 0 ≤ Mj ≤ Bj for all j. If |B| ≥ b, then |M |b−|B|+|M | ≥ 1
and the first line of (∗∗) implies C·|M |+Ab−|B|+|M | ∈ C + Re≥0.
So suppose |B| < b. For |M | = 0 we get Ab−|B| back and the coefficient of uA zB is CA,B .
The factors before Ab−|B| and C in the last line of (∗∗) are both non-negative, they are smaller
or equal one and their sum is
|M |
b− |B|+ |M | +
b− |B|
b− |B|+ |M | = 1.
Therefore every point C·|M |+Ab−|B|+|M | is contained in the connecting line between
A
b−|B| and C
(for |B| < b and M ∈ Zr≥0 with 0 ≤Mj ≤ Bj for all j).
The conclusion is:
(i) Either C ∈ ∆(y) is already contained in the polyhedron. Then we do not create a
new vertex C under the change (3C). Further we have seen that all points which
appear newly are contained on the line between the original point and C and thus
they are in the interior of ∆(y). In particular the vertices are not touched and we
get ∆(y) = ∆(z).
(ii) Or C /∈ ∆(y) and C becomes a vertex of ∆(z). Moreover by the last argument ∆(z)
is the smallest closed convex subset containing C and ∆(y).
Together we see that in both cases ∆(y) ⊆ ∆(z). Up to now we have considered only a part
of the substitution yj = zj +Qj(u) = zj +
∑
C∈Ze≥0 DC,j u
C . We apply this for each C with
non-zero coefficients and get
∆(y) ⊆ ∆(z).
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But the new vertices created in (ii) appear in the polyhedron ∆( f (b) ; u ; z ) and can be
eliminated. This is a contradiction to the minimality and we obtain the desired equality
(5.2): ∆(E ; u ; y ) = ∆( (f, b) ; u ; y ) = ∆( (f, b) ; u ; z ) = ∆(E ; u ; z ).
This completes the proof of Theorem 5.5. 
The assumption in Theorem 5.5 that the initial forms of (y) = (y1, . . . , yr) yield the whole
directrix Dirx(E) is crucial.
Example 5.6. Consider the pair E = (〈f1, f2〉, 2) over a field K, char(K) = p ≥ 3, given
by
f1(u, y) = y
2
1 + h1(u1) and f2(u, y) = u3y2 + (y2 + u
n
2 )
p + h2(u1).
for some h1, h2 ∈ K[u1] and an integer n ∈ Z+, n ≥ 2. The system (y1, y2, u3) generates the
directrix Dirx(E) and the elements with n(u)(fi) = b = 2 are (g) = (f1). Let h1(u1) be such
that ∆( f1 ; u ; y ) = ∆( f1 ; u ) coincides with the characteristic polyhedron.
Suppose Theorem 5.5 would hold in this case. Then ∆( (f, 2) ; u ; y ) should be indepen-
dent of the choice of (y). For (z) = (z1, z2) = (y1, y2 + u
n
2 ) we get
f1(u, z) = z
2
1 + h1(u1) and f2(u, z) = u3z2 − un2u3 + zp2 + h2(u1)
and still ∆( f1 ; u ; z ) = ∆( f1 ; u ; y ) = ∆( f1 ; u ). Set v :=
(
0, np2 , 0
)
and w :=
(
0, n2 ,
1
2
)
.
Obviously (0, 0, 1), v ∈ ∆( (f, 2) ; u ; y ) and (0, 0, 1), w ∈ ∆( (f, 2) ; u ; z ). The assumption
p 6= 2 implies p > 2 and thus np2 > n. Therefore w /∈ ∆( (f, 2) ; u ; y ) and further v /∈
∆( (f, 2) ; u ; z ).
The polyhedra ∆( (f, 2) ; u ; y ) and ∆( (f, 2) ; u ; z ) are essentially different.
The previous example illustrates that in general it is not possible to make ∆(f, b;u, y)
(with our definitions) independent of the choice of the system (y). But still we can say
something in the previous case, where (y) does not give the whole directrix. Namely, in both
cases of Example 5.6 the point (0, 0, 1) appears in the polyhedra. Hence δ(∆(f, 2;u, y)) =
δ(∆(f, 2;u, z)) = 1. For the general statement see Lemma 6.4.
Note that for the definition of ∆( J ; u ) the points of the form Ani−|B| , ni = n(u)(fi),
are considered. On the other hand, ∆(E ; u ) is defined by those of the form Ab−|B| and in
general b ≤ ni. Therefore these two polyhedra do not necessarily coincide:
Example 5.7. Let K be a field of characteristic three and set b = 2. Let
f1 = z
2
1 + u
3
1 and f2 = z
3
2 + z
2
2u
2
2 + u
9
2
and J = 〈f1, f2〉 ⊂ K[u, z]〈u,z〉. The polyhedron ∆(f, u, z) is generated by
{
(3,0)
2 ,
(0,2)
1 ,
(0,9)
3
}
and the vertices are Vert(∆(f, u, z)) =
{
v :=
(
3
2 , 0
)
, w := (0, 2)
}
. One can show that we
already have ∆(f, u, z) = ∆(J, u).
On the other hand, Vert(∆(E ; u ; z )) =
{
v =
(
3
2 , 0
)
, v˜ :=
(
0, 92
)}
, where we set E :=
(〈f1, f2〉, b = 2). The vertex v˜ we can be eliminated by change the coordinates to (x1, x2) :=
(z1, z2 + u
3
2). Thus ∆(E ; u ; z ) 6= ∆(E ; u ). Since the order of f2 at the origin is three
and thus bigger than b = 2, the directrix of E = (〈f1, f2〉, 2) is only given by Z1! If we set
y1 := z1 and u3 := z2, then f2 ∈ 〈u1, u2, u3〉, which means that the assumption fi /∈ 〈u〉 of
Theorem 5.3 does not hold.
Therefore there is an essential difference between the polyhedron of the ideal J and the
polyhedron of the pair E = (J, b).
Remark 5.8 (Characteristic polyhedra of idealistic exponents). The characteristic poly-
hedron ∆(E ; u ) may not behave well under the equivalence relation ∼. Proposition 6.1
implies that in Example 4.9 the polyhedra are already minimal and although the pairs in
this example are equivalent, the polyhedra do not coincide.
In Theorem 6.3 below we proof that δx(∆(E1 ; u )) = δx(∆(E2 ; u )) for two equivalent
pairs. Therefore this is an invariant of the idealistic exponent E∼. Moreover, in [Sc2] this
result is used to deduce that the invariant of Bierstone and Milman for their constructive
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resolution of singularities in characteristic zero can be obtained solely by considering poly-
hedra. This means from this point of view it is not necessary to have a unique polyhedron
of an idealistic exponent.
One way to get a unique characteristic polyhedron for an idealistic exponent would be
to characterize a canonical representant. Since the changes of the polyhedra occur when we
apply differential operator a candidate for the canonical representant could be by applying
all differential operators DiffZ(R) on J and then reducing via (Ja, ab) ∼ (J, b), a ∈ Z+ as
much as possible. In fact, we show in Lemma 6.2 that the reduction in the last step does
not change our polyhedron. These things already appear in Hironaka’s work [H5], where he
uses the notion of Diff-full pairs (loc. cit., Definition 11.2) and shows how to obtain such a
situation (loc. cit., Lemma 11.2). The previous idea also appears in [BGV], Theorem 3.11,
where a canonical representant for a Rees algebra given over a perfect field is detected.
Remark 5.9 (Quasi-homogeneous characteristic polyhedra). Let R be regular Noetherian
local ring and (u, y) = (u1, . . . , ue; y1, . . . , yr) be a r.s.p. for R. So far we never used weights
on the elements of (u, y), respectively, to be more precise, we assigned to each of them the
weight 1. For an element g =
∑
CA,Bu
AyB ∈ R and a non-negative rational number b ∈ Q+
the polyhedron ∆( (g, b) ; u ; y ) was then defined via the points Ab−|B| with CA,B 6= 0 and
|B| < b (Definition 4.1 and (4.2)). But in principle we are not forced to consider only this
situation – and in order to obtain refined information on the singularity it might also be
useful to change the view in certain directions. (Note that the following generalization can
also be done for Hironaka’s characteristic polyhedron).
Let ν : R→ Q ∪ {∞} be a monomial valuation on R defined by
ν(ui) = αi, ν(yj) = βj , ν(λ) = 0, and ν(0) =∞,
where λ ∈ R× is a unit in R and αi, βj ∈ Q≥0 are non-negative rational numbers, 1 ≤ i ≤ e
and 1 ≤ j ≤ r. The example which we are having in mind and which will appear in
[Sc2] is, when (y) determines the directrix of a pair E, ∆(E ; u ; y ) = ∆(E ; u ) is minimal,
αi =
1
δ < 1, for all i, where δ := δ(∆(E ; u )) (Definition 4.5), and βj = 1, for all j.
For g ∈ R and b ∈ Q+ as above set E = (g, b). Then we define the associated ν-polyhedron
∆ν(E;u; y) as the smallest closed convex subset of Re≥0 containing all the elements of{
α·A
b− |β·B| + R
e
≥0 | CA,B 6= 0 ∧ |β·B| < b
}
,
where we abbreviate α·A := (α1A1, . . . , αeAe) and β·B := (β1B1, . . . , βrBr). One possibility
to define the characteristic ν-polyhedron is by
∆ν(E;u) :=
⋂
(y)
∆ν(E;u; y),
where the intersection runs over all systems (y) extending (u) to a r.s.p. for R and which
fulfil the additional condition ν(yj) = βj , 1 ≤ j ≤ r. We set δν := δ(∆ν(E;u)).
All the notions and results of before can then be developed and proven in this setting.
We only remark that in the ν-variant of Theorem 5.5 the assumption on the system (y)
becomes: (y) determines the ν-directrix which is the directrix of the ν-initial forms on the
weighted graded ring, where the weight is induced by ν.
Moreover, Theorem 6.3 and Lemma 6.4 below are also true in the quasi-homogeneous
situation.
6. Some properties
In this final section we state some of the properties of the characteristic polyhedra and
on the information they provide.
First, we prove that the polyhedra are independent of the choice of the maximal contact.
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Proposition 6.1. Let E = (J, b) be a pair on (R,M). Fix a system of elements (u) =
(u1, , . . . , ud) which can be extended to a r.s.p. for R. Let (y) = (y1, . . . , ys) ⊂ R such a
possible extension and suppose further that V (y) has maximal contact with E at the origin.
Then the polyhedron ∆(E ; u ; y ) is independent of the choice of (y) with these properties.
This means if (z) ⊂ R is another extension of (u) and V (z) has maximal contact, then
∆(E ; u ; y ) = ∆(E ; u ; z ).
Proof. Since both have maximal contact with E, we have by definition
E ∼ E ∩ (y, 1) ∩ (z, 1) (∗)
Since (u, z) is a r.s.p. for R, we can express (y) by these elements, and as in the proof of
Theorem 5.5 (see (5.3)) we have in R̂ an expansion yj = Lj(z) + Qj(u) + Hj(u, z), where
Lj(z) ∈ K[z] are polynomials homogeneous of degree one, Qj(u) ∈ 〈u〉2, and Hj(u, z) ∈
〈u, z〉2 with Hj(u, 0) = 0, for any j ∈ {1, . . . , s}.
Let g ∈ J and consider an M -adic expansion of this element
g =
∑
A,B
CA,B u
AyB .
As we already have seen in the proof of Theorem 5.5 we do not change the polyhedron if
we insert yj = Lj(z) +Qj(u) +Hj(u, z). The vertices are fixed and the points coming from
Qj(u) appear by (∗) already before the change from (y) to (z). All other points, which may
occur, lie on the connecting line between some point of the generating set of ∆(E ; u ; y )
and some point coming from Qj(u). 
We have seen that the polyhedra may change under the equivalence relation ∼. But we
can also say when the polyhedra is stable.
Lemma 6.2. Let E = (J, b) and Ei = (Ji, bi), i ∈ {1, 2}, be pairs on Z and x ∈ Sing (E).
As usual (R,M,K) denotes the regular local ring of Z at x and (t) = (t1, . . . , tn) = (u, y)
is a r.s.p. for R. We consider the situation at x and abbreviate the notation by ∆(J, b) :=
∆( (J, b) ; u ; y ).
(i) If a ∈ Z+, then ∆(J, b) = ∆(Ja, ab).
(ii) Suppose b1, b2 ∈ Z+ and let c ∈ Z+ with b1 | c and b2 | c. Then
∆((J1, b1) ∩ (J2, b2)) = ∆
(
J
c
b1
1 + J
c
b2
2 , c
)
.
(iii) Let M ∈ Zn≥0 and m := |M |. Recall that DM ∈ Diff≤mK
(
R̂
)
denotes the differen-
tial operator defined by DM
(
CD t
D
)
=
(
D
M
)
CD t
D−M . We set DlogM := tMDM ∈
Diff≤mK
(
R̂
)
. Then
∆
(
(J, b) ∩ (DlogM J, b−m)
)
= ∆(J, b).
Proof. The proofs emerge from a study of the vertices’ behavior under the equivalences
(J, b) ∼ (Ja, ab), (J1, b1)∩ (J2, b2) ∼ (J
c
b1
1 + J
c
b2
2 , c), and (J, b)∩ (DlogM J, b−m) ∼ (J, b). For
a detailed proof see [Sc1], Lemma 2.4.4 and Lemma 2.4.5. 
Let E be a pair on Z and x ∈ Sing (E). Further denote by (u, y) a r.s.p. of OZ,x such
that (y) determines Dirx(E). Then we define
δx(E, u) := δx(∆(E ; u )) = min{|v| = v1 + . . .+ ve | v ∈ ∆(E ; u )} ∈ 1
b!
Ze>1
By the results of the previous sections we have
Theorem 6.3 (Theorem D). The rational number δx(E, u) does not depend on (y) and
is invariant under the equivalence relation ∼. Therefore δx(E, u)∼ is an invariant of the
idealistic exponent E∼ and (u).
Proof. By definition δx(E, u) does not depend on (y). By Theorem 5.5 it is attained by
some (ŷ) living in the completion of the local ring at x. Proposition 4.7 implies then the
invariance under ∼. 
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If we drop the assumption on (y) to give the directrix, then we do not know if there is a
polyhedron which is independent of the system (y); we have shown in Example 5.6 that we
are not able to make ∆(f, b;u, y) independent of this choice.
But still we can say something in the case, where (y) = (y1, . . . , ys) can only be extended
to a system (y1, . . . , yr), r > s, which yields the directrix:
Lemma 6.4. Let E = (J, b) be a pair on Z and x ∈ Sing (E) as before (thus ordx(J) ≥ b).
Fix a system of elements (u1, . . . , ud) in R = OZ,x which can be extended to a r.s.p. for R.
Let (y) = (y1, . . . , ys) be such an extension of (u). Assume further that (y, ue+1, . . . , ud),
e < d, gives the directrix Dirx(E). Then we have
δx( ∆(E ; u1, . . . , ud ; y1, . . . , ys ) ) = 1
In particular this is independent of the choice of (y) and invariant under ∼. Therefore it
is an invariant only depending on the idealistic exponent E∼ and (u).
Proof. By assumption there is an f ∈ J with in(f, b) /∈ K[Y1, . . . , Ys]. Hence its expansion
f =
∑
(A,B) CA,B u
A yB there is an (A,B) such that
CA,B 6= 0, |A| 6= 0 and |A|+ |B| = b.
Since IDirx(E) = 〈Y1, . . . , Ys, Ue+1, . . . Ud〉, we can choose (A,B) such that the corre-
sponding monomial cannot be deleted by any coordinate changes. Then (A,B) yields in
∆x(E; u1, . . . , ud; y1, . . . , ys ) the point v := Ab−|B| with |v| = 1. Further ordx(J) ≥ b implies
δx( ∆(E ; u1, . . . , ud ; y1, . . . , ys ) ) ≥ 1.
Together this yields the assertion. 
A first application of the characteristic polyhedra of idealistic exponents and these re-
sults is given in [Sc2], where the author deduces the invariant of Bierstone and Milman for
constructive resolution of singularities in characteristic zero purely by considering certain
polyhedra and their projections.
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