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We study active Brownian particles as a paradigm for genuine non-equilibrium phase transitions.
Access to the critical point in computer simulations is obstructed by the fact that the density is
conserved. We propose a modification of sampling finite-size fluctuations and successfully test this
method for the 2D Ising model. Using this model allows us to determine accurately the critical point
of two dimensional active Brownian particles at Pecr = 40(2), φcr = 0.597(3). Based on this estimate,
we study the corresponding critical exponents β, γ/ν, and ν. Our results are incompatible with the
2D-Ising exponents, thus raising the question whether there exists a corresponding non-equilibrium
universality class.
The notion “active matter” encompasses a wide range
of systems and phenomena at the border of physics,
chemistry, and biology that share a common trait: they
are out of thermal equilibrium due to local dissipation
stemming from the directed motion of its constituents.
Examples range from actomyosin [1–3] (actin filaments
driven by molecular motors) to swimming bacteria [4, 5]
to colloidal particles propelled by a multitude of mech-
anisms [6–14]. The interplay of interactions with this
persistent motion leads to a variety of collective dynamic
behaviors such as swarming [15], turbulent motion [16],
giant number fluctuations [17, 18], and clustering [19–22].
In the language of statistical physics, this behavior often
can be characterized as ”phases” with abrupt changes
depending on external parameters such as temperature
and density.
Such phase transitions have been investigated inten-
sively, and much has been learned from the study of
minimal model systems. The arguably simplest model
that shows an order-disorder phase transition ending in
a critical point is the Ising model of a lattice of spins in-
teracting with their nearest neighbors. In particular the
understanding of critical points has sparked intensive re-
search that has cumulated in the development of tools
such as the renormalization group and finite-size scaling
in computer simulations that have found application in a
wide range of problems. Specifically the system-size de-
pendence of order parameter fluctuations and the cross-
ing of cumulants has proven to be very successful [23–26].
Denoting the order parameter as m, the ratio
Q` = 〈m2〉2/〈m4〉 (1)
becomes independent of system size ` exactly at the criti-
cal point. Hence, plotting this quantity for several values
of ` allows to locate the critical point from the intersec-
tion with high accuracy.
Universal behavior and scaling invariance are not re-
stricted to passive systems but are also observed in sys-
tems driven away from thermal equilibrium. A well-
studied paradigm constitutes the KPZ equation, origi-
nally proposed for the evolution of interfaces [27]. Re-
garding phase transitions, previous studies have focused
on non-equilibrium effects on the critical point and the
critical exponents of an underlying equilibrium phase
transition. Examples include two dimensional and three
dimensional Ising models under shear [28–31] and ac-
tive versions of the Ising model [32, 33]. In the con-
text of active particles, the influence of self-propulsion
on the gas-liquid transition in the continuous Asakura-
Oosawa model [34] (with alignment interactions) and in a
Lennard-Jones fluid [35] (without alignment interactions)
have been determined.
While driving a system featuring a passive transition
influences its critical behavior, genuine non-equilibrium
transitions without a passive counterpart are much less
studied. Active Brownian particles (ABPs) have emerged
as a minimal model showing such a transition: the coex-
istence of dilute and dense regions in the absence of cohe-
sive forces [22, 36–41]. While the binodal lines away from
the critical point have already been determined [22, 36]
with good accuracy, the precise position of the critical
point remains unknown. The close resemblance with
passive phase separation suggests that density fluctua-
tions of ABPs become scale invariant in the vicinity of
the critical point. In the following, we employ extensive
computer simulations to shed first light on the critical be-
havior of ABPs and the intriguing possibility of a novel
non-equilibrium universality class.
To be specific, we simulate N particles moving in d =
2 dimensions in a box with periodic boundaries. The
coupled equations of motion read
r˙k = −∇kU + Pe
dBH/σ
(
cosϕk
sinϕk
)
+
√
2Rk (2)
with normal distributed Gaussian noise Rk and poten-
tial energy U modeling short-range repulsion with effec-
tive hard disk diameter dBH and Lennard Jones length
σ. Every particle has an orientation, the evolution of
which is described by the angle ϕk undergoing free ro-
tational diffusion with diffusion coefficient Dr. Particles
are propelled along this orientation with constant speed.
Throughout, we employ dimensionless quantities with
the speed given by the Pecle´t number Pe. Further details
can be found in the Supplementary Information [42].
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2To determine critical points in passive fluids and sus-
pensions, best practice is to conduct numerical simu-
lations in the grand canonical ensemble with the total
number of particles fluctuating [43–45]. In driven sys-
tems, this option is not (yet) available due to the lack of
a rigorous free energy. An alternative strategy to sample
density fluctuations are block-density-distribution meth-
ods [46–50]. By subdividing a simulation box into smaller
subboxes, we allow every subbox to have a fluctuating
particle number while the remaining system effectively
acts as a particle reservoir. Especially in three dimen-
sional off-lattice systems this approach has proven to be
very successful [26]. Even though it only works for a
rather small range of intermediate subbox sizes it pro-
vides accurate results in equilibrium [26] as well as non-
equilibrium systems [34]. Nonetheless, there are severe
draw-backs especially in two dimensions. For off-lattice
systems, e.g. a Lennard-Jones fluid in two dimensions,
the method seems to work to some extent, but for the
2D Ising model, it completely fails if the underlying sim-
ulation takes place in the canonical ensemble [50]. This
failure is demonstrated in Fig. 1a). The plot shows the
cumulant ratio Q` [Eq. (1)] for the subbox magnetization
m as a function of temperature T averaged over indepen-
dent runs for different subbox lengths ` using the origi-
nal block-magnetization-distribution method [23, 24, 46].
The curves do not cross over a large temperature range
around the critical temperature.
This failure can be traced to the biased measurement
of the order parameter distribution in the subboxes,
which does not reproduce the grand canonical distribu-
tion due to the over-expression of interfaces [50]. To solve
this problem, we propose an improved block-distribution
method [42]. In a nutshell, we exploit the stability of
interfaces in a finite system (even in the vicinity of a
critical point) to sample subboxes away from the inter-
face. By simulating an elongated box with aspect ra-
tio 1 : 3, we force the system into a slab geometry, see
Fig. 1c). Although, close to the critical point, fluctu-
ations increase such that bubbles or even rifts can ap-
pear. Going further into the homogeneous region, the
slab eventually dissolves. Four subboxes of size `× ` are
placed in the box, two at the center of mass and two
shifted by 3` in x direction. Aside from avoiding the in-
terfaces, the necessary simulations of systems with differ-
ent sizes then allow to also eliminate the second length
scale that is introduced by the size of the surrounding
simulation box in the original method. Including only
the indicated boxes into the calculation of the magneti-
zation, the new method is indeed able to predict the criti-
cal point of the 2D Ising model with remarkable accuracy.
Below the critical point, i.e., in the phase-separated re-
gion, the Q`(T )-curves are ordered going from large val-
ues for large subboxes to small values for small subboxes.
At the critical temperature the curves now cross and at
even higher temperatures, i.e., in the homogeneous re-
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FIG. 1. Critical temperature of the 2D Ising model. a) Cu-
mulant ratio Q`(T ) as a function of temperature T for dif-
ferent subbox sizes ` = 5, 6, 10, 12, 15 (top to bottom) do not
cross applying the original block-magnetization distribution
method on an underlying canonical simulation. As discussed
in Ref. [50], the cumulants do not intersect due to the pres-
ence of interfaces. b) Using the modified block-magnetization
method, Q`(T )-curves for different ` = 8, 10, 12, 15 (same
color scale as in a)) now cross very close to the critical tem-
perature Tc ≈ 2.269185 (indicated by the dashed vertical line)
even if the underlying simulation is canonical. c) Schematic
representation of the simulation box used for the cumulant
analysis. Simulations are done at medium packing fractions
in an elongated box with an edge length ratio of 1:3. This
results in a slab geometry where the slab is always aligned
with the short axis. Two subboxes are then placed at the
center of mass. The other two subboxes are shifted by 3` in
x direction.
gion, they invert their order. This shows that our new
method indeed allows to circumvent the main problems
of the original block-magnetization-distribution method.
Encouraged by these results, we now return to the ac-
tive Brownian particles. Analogously to the Ising system,
we study simulation boxes with aspect ratio of 1 : 3 and
then evaluate subboxes in the center of the dense and the
dilute slab (cf. Fig. 1c). In place of the magnetization
we employ the subbox density fluctuations m = ρ`−〈ρ`〉
away from the average density and vary the propulsion
speed Pe. Here ρ` = N`/`
2 with N` the fluctuating num-
ber of particles in a subbox with edge length `. The
resulting curves for Q`(Pe) with values of ` between 10
and 17.5 are shown in Fig. 2b). To make contact to
the physics of hard spheres and previous estimates of
the phase diagram [22, 36, 40], we use the packing frac-
tion φ = ρpid2BH/4 instead of the density. Similarly to
the Ising system, the curves show the correct ordering
3above (Pe ≥ 42.1) and below (Pe ≤ 37.6) a putative
critical point. Between Pe = 37.6 and Pe = 42.1 the
curves cross. This is already a very remarkable result as
it supports that scaling laws as known from equilibrium
finite size scaling are valid also in this non-equilibrium
system. Outside this interval, the points corresponding
to different edge lengths are clearly separated, whereas
within this intermediate interval the points’ uncertainties
do not allow to distinguish between them, which in turn
indicates that Pecr lies within this interval. Note that
even after eliminating the additional scaling variable of
box length over subbox length there are still successive
intersections over this region. Also, even though every
point corresponds to between 58-174 independent runs
that are used to determine the average of Q`(Pe), the
resulting uncertainties in Q` are still notable. Nonethe-
less, this analysis allows to estimate the critical point to
be at Pecr = 40(2). To estimate the critical density, we
average the mean packing fractions 〈φ`〉 over all subbox
sizes, all independent runs, and over all Peclet numbers
between 37.6 and 42.1. This results in an estimate of
φcr = 0.597(3). As this is an average over different sub-
box sizes and Peclet numbers, the uncertainty is given
as the standard deviation of the density for all subbox
sizes and Peclet numbers each averaged over all respec-
tive runs.
Even though our new method gives a much more ac-
curate and reliable result, we also checked its consistency
with the original block-density-distribution method,
which, regardless of its shortcomings, still gives an esti-
mate of the critical point [42]. This estimate is compat-
ible with the results of the modified method excluding
interfaces (albeit of course less precise). Furthermore,
it is possible to determine a lower bound for the criti-
cal speed based on the divergence of the static structure
factor, as well as an upper bound by analyzing the clus-
ter size distribution. Both bounds agree well with our
current estimate. Altogether, we can conclude that the
critical point in ABPs is located at Pecr = 40(2) and
φcr = 0.597(3). This point is shown as a red diamond in
the phase diagram in Fig. 2a). Interestingly, the critical
point in ABPs does not lie on the linear extension of the
rectilinear diameter, which is shown as red circles. While
this is rather uncommon in equilibrium systems, a sim-
ilar behavior has been found for other non-equilibrium
transitions as well [34, 35].
We now extract numerical estimates for the critical ex-
ponents allowing insight into the critical behavior and the
universality class of ABPs. For this purpose, we define
the dimensionless distance
τ =
Pe−1 − Pe−1cr
Pe−1cr
(3)
to the critical point, generalizing the usual expression by
treating the propulsion speed as an inverse temperature.
First, we turn to the order parameter exponent β. In
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FIG. 2. Critical point of active Brownian particles. a) Coex-
isting packing fractions φ [22, 36] showing our estimate for the
critical point as a red diamond. The rectilinear diameter is
shown as red circles. For all points without errorbars, the sta-
tistical uncertainty is smaller than the symbol size. Points far
from the critical point (Pe > 120) are connected by a dashed
line as a guide for the eye. For points close to critical point,
the gas and liquid branch are both fitted with a power law,
where the exponent β = 0.45 is the best estimate arising from
our analysis of the critical exponents. b) Cumulant intersec-
tion analysis for ABPs. A crossing of Q`(Pe) [Eq. (1)] for all
system sizes ` can be seen between Pe ' 38 and Pe ' 42,
giving an estimate of the critical point of Pecr = 40(2). Error
bars are estimated from independent runs. The dashed lines
are again only included as guides to the eye.
the phase separated region, but still close to the critical
point, one expects a power-law increase of the mean or-
der parameter 〈m〉 ∝ τβ , see Fig. 3a). To account for the
uncertainty in the determination of Pecr, we show three
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FIG. 3. Determination of critical exponents (thick lines correspond to the estimate of Pecr, the dashed lines show lower (purple)
and upper (orange) bounds). a) Log-log-plot of the order parameter 〈m〉 ∝ φliq − φgas vs. the distance to the critical point τ
[Eq. (3)] for different estimates of the critical speed. Connecting lines are shown as guides to the eye. The order parameter
exponent β is given by the slope of the curve. Ising and MF slopes are shown as dashed lines for reference. b) Log-log-plot of the
particle number fluctuations’ dependence on the subbox size. Their slope corresponds to γ/ν with the susceptibility exponent
γ and the correlation length exponent ν. Again, Ising and MF slopes are shown as dashed lines for reference. c) Log-log-plot
of Q`’s slope against the subbox size. The derivative dQ`/dτ
∣∣
τ'0 is determined by fitting a linear function to Q`(τ) in the
critical region. The slope of the curve in the log-log-plot corresponds to 1/ν [42]. 2D-Ising (ν = 1), 3D-Ising (ν ' 0.63), and
MF (ν = 1/2) universality are shown for reference as dashed lines in increasing order of steepness.
curves corresponding to our best estimate of Pecr ' 40
as well as (generous) lower and upper bounds of 37.6 and
42.1, respectively. All three curves show a reasonably lin-
ear behavior within the uncertainties of the order param-
eter. Instead of a fit, as guides we show the slopes cor-
responding to 2D Ising (β = 1/8), 3D Ising (β ≈ 0.326),
and MF (β = 1/2). For all reasonable estimates of Pecr,
the slope of the resulting curve is significantly lower than
that of the 2D Ising universality behavior.
Both the finite-size behavior of Q` and the behavior
of the order parameter approaching the critical point in-
dicate that usual scaling arguments are applicable, with
scale-free density fluctuations at the critical point. This
implies the existence of a correlation length ξ that di-
verges as ξ ∼ τ−ν with exponent ν. Assuming that the
susceptibility
χ` =
〈(N` − 〈N`〉)2〉
〈N`〉 (4)
diverges as χ∞ ∼ τ−γ in the infinite size limit, one de-
rives the relation χ` = χ0(`/ξ)ξ
γ/ν = `γ/ν χ˜(x) with
scaling function χ˜(x) replacing τ by ξ and assuming a
prefactor χ0 that depends on system size only through
the ratio x = `/ξ. Since ξ is bound by the dimension
of the full box 2` and the quotient of that length and
the subbox height is fixed, close to the critical point the
scaling function saturates to a constant value and we
can extract the ratio of γ/ν from the slope of the cal-
culated χ` plotted against ` in Fig. 3b). We see that the
resulting slope is again smaller than that expected for
2D Ising (γ/ν = 1.75), and even farther from 3D Ising
(γ/ν ≈ 1.96) or MF (γ/ν = 2).
Finally, we turn to the dependence of Q`’s deriva-
tive with respect to the distance from the critical point
around criticality: dQ`/dτ
∣∣
τ'0. It is expected to have a
power law dependence on the system size ` with exponent
1/ν [42]. To estimate the derivative, we fit Q`(τ) in the
region were we estimated the critical point [Pe = 40(2)]
with a linear function. Its dependence on the system size
is shown in Fig. 3c). The slope of this curve is signifi-
cantly lower than that expected for 2D Ising (1/ν = 1),
indicating that ν > 1. Using rough estimates for the
critical exponents (β ' 0.45, ν ' 1.4, and γ ' 2.1) a ten-
tative check of the scaling relation γ+2β = 2ν shows that
it is approximately satisfied, which, given the numerical
uncertainties, serves as a provisional check of consistency.
Within a mean-field treatment of the equations (2), the
qualitative phase behavior of ABPs is indeed recovered
with a critical point characterized by the expected mean-
field exponents [51]. The relevant non-linearity ∼ ρ4 is
that of the Ising class for short-range interactions. Hence,
in the presence of additive noise one would expect that
the critical point also falls into the Ising universality
class. Somewhat surprisingly (given the strong resem-
blance with ordinary phase separation), our numerical
results indicate that this might not be the case. Extract-
ing critical exponents from numerical data crucially de-
pends on the precise determination of the critical point.
5An exact determination, which would allow a definite an-
swer to the question of the existence of an “active mat-
ter” universality class, is still precluded by the statistical
uncertainties in the determination of the critical point.
Nevertheless, our best estimate Pecr ' 40(2) for the crit-
ical speed implies that all exponents do not agree with
the corresponding 2D Ising values, cf. Fig. 3.
To conclude, employing a novel method we were able to
determine the critical point of ABPs to be at Pecr = 40(2)
and φcr = 0.597(3). Moreover, we have provided numer-
ical evidence that the universality class might not agree
with Ising 2D universality despite the strong qualitative
agreement with passive liquid-gas phase separation. This
is somewhat unexpected and we hope that these results
will stimulate further research into the theoretical under-
pinning of scale invariance in active matter and genuine
non-equilibrium phase transitions.
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MODEL
The dynamics of active Brownian Particles are gov-
erned by the coupled equations of motion
r˙k = −∇kU + Pe
dBH/σ
(
cosϕk
sinϕk
)
+
√
2Rk (1)
and
ϕ˙k =
√
2DrTk (2)
with Peclet number Pe = (3v0)/(dBHDr) and indepen-
dent and normal distributed Gaussian noises Rk and Tk.
The interactions
U({ri}) =
∑
i<j
uWCA(|ri − rj |) (3)
are modeled via the strongly repulsive Weeks-Chandler-
Anderson pair potential [1]
uWCA(r) =
{
4
(
r−12 − r−6 + 14
)
r < 21/6
0 r ≥ 21/6. (4)
As units of length and time we choose σ and σ2/D
with bare diffusion coefficient D, respectively. The in-
teraction strength  = 100 is chosen to only allow for
small overlaps. The resulting effective diameter [2] is
dBH ≈ 1.10688. The rotational diffusion constant is given
by Dr = 3/d
2
BH. The equations are then integrated by an
Euler scheme except for the data on the larger boxes that
were used to determine the static structure factor, which
were integrated using a higher order predictor-corrector
scheme [3].
IMPROVED BLOCK-DISTRIBUTION METHOD
As the overexpression of interfaces seems to be the
main problem in the original scheme, we try to include
only subboxes that do not contain an interface. By sim-
ulating an elongated box with side length ratio 1 : 3, we
force the system into a slab geometry, exploiting the sta-
bility of interfaces in finite systems. We then place four
subboxes with side lengths ` in the system. To ensure a
proper sampling of both phases but also the exclusion of
the interface region we place two subboxes aligned par-
allel to the slab in the middle of each, the dense and the
dilute region. The dense boxes are positioned around
the center of mass in x direction [4]. The dilute boxes
are then shifted by 3`.
As a proof of concept, we test this method using the ex-
ample of the two dimensional Ising model. In contrast to
the original approach for which the curves correspond-
ing to different system sizes do not cross at all (Fig. 1
a) of the manuscript), the new method is indeed able
to predict the critical point with remarkable accuracy.
Fig. 1 b) of the manuscript shows Q`(T ) with subbox
magnetization m for subbox sizes of ` = 8, 10, 12, 15. Be-
low the critical point, i.e. in the phase separated region,
the Q`(T )-curves are ordered going from large values for
large subboxes to small values for small subboxes. At the
critical temperature (which is indicated by the dashed
vertical line) the curves cross and at even higher temper-
atures, i.e., in the homogeneous region, they invert their
order. This shows that our new method indeed allows to
accurately predict the critical temperature in the two di-
mensional Ising model, circumventing the main problems
of the original block-magnetization-distribution method.
Excluding the interface region, the measured distribution
is much closer to the true grand canonical distribution.
Furthermore, simulating different sized systems for the
different subbox sizes allows to eliminate the additional
scaling variable of box length over subbox length occur-
ring in the original block-distribution method.
In addition to the determination of the critical point,
data from the analysis can be used to estimate critical
exponents (cf. Fig. 3) of the manuscript). Fig. 1 demon-
strates that the analysis is working nicely in the case of
the 2D Ising model, for which the slopes in the log-log-
plot reproduce the exponents well within the uncertain-
ties of the data.
QUALITATIVE JUSTIFICATION FOR
CROSSING OF CUMULANTS
A crucial aspect of this subsystem method is that in
the regime of the ordered phase two of the four ` × `
subboxes are centered in the middle of the “liquid” do-
main, which has the linear dimension (2`)× (3`) (Fig. 1
of the manuscript). This constraint must be maintained
not only at low temperatures but also in the critical re-
gion, noting that (in the grandcanonical ensemble) the
order parameter distribution in d = 2 dimensions still
has a pronounced double-peak structure, throughout the
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FIG. 1. a) Log-log-plot of the susceptibility vs. the sub-
box size. The slope corresponds to γ/ν (cf. Fig. 3b) of the
manuscript). The dashed line shows corresponds to the lit-
erature value, fitting perfectly to the data’s slope. b) Log-
log-plot of Q`’s slope against the subbox size. The derivative
dQ`/dτ
∣∣
τ'0 is determined by fitting a linear function to Q`(τ)
in the critical region. The slope of the curve in the log-log-
plot corresponds to 1/ν [5] (cf. Fig. 3c) of the manuscript).
2D-Ising (ν = 1) universality is shown for reference as dashed
lines, fitting to the data’s slope within its uncertainties.
critical region, and the two peaks merge in a single peak
above Tc when the correlation length ξ has become much
smaller than the linear dimension 2` of the system. For
this reason, it is useful to choose the coordinate system
such that the origin coincides with the center of mass of
the system (the Ising model is then considered as lattice
gas, particles have mass unity). The geometry then looks
as shown in Figure 1 a) of the manuscript.
For systems in the Ising universality class, critical cor-
relations grow isotropically. Thus, the growth of the cor-
relation length ξ is limited by the smaller linear dimen-
sion 2` in the chosen geometry. The average distance
of the liquid-vapor interfaces from the boundaries of the
measurement boxes is `, and when ξ is distinctly smaller
than 2`, the typical length scale w of interfacial fluctu-
ations in the d = 2 Ising model is, from capillary wave
theory and exact solutions [6, 7]
w ∝
√
2`ξ (5)
where the prefactor is of the order unity. Eq. (5) implies
that for ξ  2` the “measurements” of the density in the
subboxes cannot be affected by interfacial fluctuations,
and it is reasonable to assume that the fluctuations in
the liquid subboxes are independent from the fluctua-
tions in the vapor subboxes. Of course, the fluctuations
in the two liquid subboxes are not independent of each
other, because they interact across their boundaries in
y directions twice (each subbox has the same upper and
lower neighbor subbox, because of the periodic boundary
conditions in y-direction).
However, in x-direction there are intervening 2` × 2`
regions on both sides of the subboxes (half filled by liquid
regions, half by vapor) which act as “particle reservoirs”
for the particle number fluctuations in the “measurement
boxes”. This situation is not identical to the grandcanon-
ical ensemble of statistical mechanics, but qualitatively
similar (in the grandcanonical ensemble, one considers a
subbox which can exchange particles with an infinitely
large reservoir at the same average density [8]). Thus,
when 2` ξ, one can in principle divide each `× ` sub-
box into many weakly interacting subsystems to conclude
that the distribution of density in the subbox must be
(approximately) Gaussian, due to the law of large num-
ber [8–13]
pliqiudsubbox(ρ) ∝ exp{−(ρ− ρcoex` )2 `2/(2kBTχ`eff)}, (6)
pvaporsubbox(ρ) ∝ exp{−(ρ− ρcoexv )2 `2/(2kBTχυeff)}. (7)
Taking the average of all 4 subboxes yields the desired
double-peak distribution, analogous to the grandcanoni-
cal ensemble.
For a lattice gas, we have a symmetry for the “suscepti-
bilities” χ`eff = χ
υ
eff , while no such symmetry is expected
for off-lattice fluids, of course. However, it can be as-
serted that for the chosen geometry these effective suscep-
tibilities typically will be smaller than their counterparts
in the grandcanonical ensemble, but still of the same or-
der of magnitude. The fact that they are smaller can be
concluded from the expectation that the constraints of
conserved total density in the system (we work here at an
3average density ρ = ρcrit, ρcrit = (ρ
coex
v + ρ
coex
` )/2 = 1/2
in the lattice gas) removes some fluctuations, which still
are possible in the grandcanonical ensemble. The ex-
pectation that χ`eff , χ
v
eff are of the same order as their
grandcanonical counterpart χ`, χv can be justified from
the explicit computation of these quantities for `× ` sub-
systems of L× L homogeneous systems in the canonical
ensemble [11–13] for various fluids. Due to the presence
of two interfaces in our system, however, one cannot take
over any of the results in the literature [11–13] to the
present case quantitatively.
When Eqs. (6, 7) hold, it follows immediately [9] that
the cumulant of the density distribution (with respect to
the average density ρcrit) converges to 1 for T < Tc when
`→∞, i.e. with ∆ρ = ρ− ρcrit we have
Q` =
〈(∆ρ)2〉2`
〈(∆ρ)4〉` −→`→∞1 . (8)
Note that this result does not hold for subboxes which
contain interfaces, and hence when one fails to exclude
those [10] the finite size analysis of the density distribu-
tion no longer is straightforward.
Of course, when one wishes to study critical phenom-
ena, one is not only interested in the region T < Tc, but
one wishes to pass through the critical region well up into
the region of the weakly correlated disordered phase. For
T  Tc, when one still fixes the boxes which were related
to the liquid (for T ≤ Tc) at the origin, there will nev-
ertheless be no longer any significant difference in the
density distribution of any of the boxes; the 6`× 2` sys-
tem has density inhomogeneities only on scales ξ  2` at
T  Tc). So averaging over all 4 subboxes again follows
a Gaussian distribution, but now centered at the average
density ρcrit,
psubbox(ρ) ∝ exp{−(ρ− ρcrit)2`2/(kBTχeff)} (9)
and hence in this region the cumulant Q` → 1/3 as
` → ∞. Of course, for the region near Tc one can
postulate (which includes additional assumptions about
scaling relations at this point) the same finite size scaling
hypothesis as proposed in [10], again referring to an
average over all 4 subboxes
psubbox(ρ) = `
β/ν p˜{(ρ− ρcrit)`β/ν , `1/ντ} , (10)
where τ = 1 − T/Tc, β and ν are the critical exponents
of the Ising model, and p˜ is a scaling function, similar -
but not identical - to the scaling function that applies in
the grand-canonical ensemble.
Eq. (10) is essentially identical to the proposal given in
[10], for subsystems of a canonical ensemble. However, in
this paper an average over all subsystems contained in the
total system was taken, not conceiving that one needs to
distinguish between subsystems for the “measurements”
and subsystems containing the interfaces, and moreover
acting as particle reservoirs. Thus, although Eq. (10)
was proposed earlier [10], this proposal really referred to
a physically different situation, and also its usefulness
could NOT be demonstrated previously, for systems in
the canonical ensemble of statistical mechanics.
Note that Eq. (10) leads to the standard expressions
for the moments, for instance
〈(∆ρ)2k〉 = `−2kβ/νf2k(`1/ντ) (11)
where f2k is a scaling function whose explicit form is not
needed, and hence
Q` = Q˜(`
1/ντ) , (12)
in the regime where `  1 and ξ  1, and `, ξ are
about of the same order (ξ would become infinite for
τ = 0, for a macroscopic system, of course). Near τ = 0
the scaling function Q˜ can be expanded as a Taylor series
Q` = Q˜(0) + Q˜
′`1/ντ + · · · ; (13)
the constant Q˜(0) is similar (but not identical) to the
corresponding constant of the grand canonical ensemble.
Note that from Eqs. (11), (13) both exponents β/ν and
1/ν can be estimated, since
〈(∆ρ)2〉 ∝ `−2β/ν , dQ`/dτ
∣∣
τ=0
∝ `1/ν . (14)
Eqs. (14) are identical to their counterparts in the grand-
canonical ensemble, but for subsystems taken from a
canonical ensemble their practical usefulness has not
been shown earlier.
RESULTS OF THE ORIGINAL SUBSYSTEM
METHOD
We also compared our estimate for the critical point
of ABPs to the results of the original subsystem method
[9, 10, 17–19], in which a quadratic box of side length
L is subdivided into N2 subsystems by a regular grid of
spacing ` = L/N . Each of these strongly correlated sub-
systems is then treated as a quasi-grandcanonical system
which allows to determine Q`. In contrast to the modi-
fied method used in our manuscript, the medium density
averaged over all subsystems is fixed. Measuring Q` at
different overall densities yields maxima as seen in Figure
2 a) for a system in the homogeneous region. Analyzing
Q` along their loci of maximum value Q`,max(Pe) [14–
16] yields intersections similar to those of the modified
method presented in the manuscript. Due to a more pro-
nounced spread of intersections, the uncertainty is much
larger though. As shown in Figure 2 b) these intersection
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FIG. 2. Original subsystem method: a) Dependence of Q`
in subsystems of different sizes on the overall density at a
propulsion strength in the homogeneous region Pe = 33.21.
The curves exhibit maxima at increasing densities for increas-
ing subsystem size. As suggested in [14–16] we evaluate Q`
for all subsystems along their locus of maximum value (as
indicated by the crosses). b) Crossing of Q`,max(Pe) when
going from the homogeneous to the phase separated region.
Generally, the results agree with those of our modified sub-
system method presented in the manuscript. Note, however,
a more pronounced spread of intersections starting at Pe ≈ 34
for small subsystems and going up to Pe ≈ 41 for the larger
subsystems.
move from Pe ≈ 34 up to Pe ≈ 41 starting with smaller
and going to larger subsystems. Possible causes for this
could be the over expression of interfaces due to the phase
separation as well as the additional scaling variable N ,
which were already mentioned in the manuscript. Note
that, as is common in subsystem distribution methods
[9, 10, 17–21], only a small range of subsystem sizes can
be used and the selection process is somewhat empirical.
The critical density can be estimated by the position of
the locus of large subsystems at the critical propulsion
strength. This estimate is rather rough, as the resolu-
tion of density points used is low. Despite the compara-
bly large uncertainties and the other shortcomings of the
method, its results corroborate the estimate of the criti-
cal point in the manuscript in both propulsion strength
and density.
STATIC STRUCTURE FACTOR
We also studied the low-q limit of the static structure
factor measured in a quadratic box of side length L = 130
at a constant particle number corresponding to φ ' φcr.
For sufficiently large systems it is expected to follow a
Lorentzian [22] (see also Ref. [23] for η = 0):
S(q) =
S0
1 + (ξq)2−η
, (15)
that can be fitted to the data to get an estimate of the
correlation length ξ. In this case S0 is a free fit parameter,
η is the (constant) anomalous dimension that determines
the power law scaling S(q) ∝ q−2+η for intermediary q
values. Note, though, that this power law is only valid
for 2pi`  q  2piD , where D is the typical distance be-
tween nearest neighbor particles at the chosen density.
In addition one must be in the regime 2piξ  q. Fig-
ure 3a)-c) show the structure factor data, comparing it
to power law slopes indicated by dashed lines. By naively
fitting the low-q limit of the data to Eq. (15) assuming
an anomalous dimension corresponding to the maximum
slope, one finds that only η < 0 is able to reproduce
the measured S(q) reasonably well. However, a negative
anomalous dimension is not physical, as it would imply
a divergence of order parameter auto-correlations with
increasing distance.
It turns out that an naive extraction of anomalous di-
mensions and correlation lengths from the static struc-
ture factor in this finite system with constant particle
number is not successful. It seems that the system size
L = 130a studied in this work is still not sufficient to
allow a reasonable extraction of the power law behavior
S(q) ∝ q−2+η for intermediary q values. Instead, ne-
glecting important finite size effects is giving unphysical
results.
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