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Abstract
The problem is to find a probability measure, supported in the unit cube, such that the projections
onto each of the three coordinate planes are uniform, that minimizes the expectation of the minimum
of x1, x2, x3. This is an infinite linear programming problem. Its solution by way of discrete
approximation seems to be far out of reach. In this paper I describe a solution.
 2003 Elsevier Inc. All rights reserved.
1. The problem
In 1968 I was studying several questions related to order-statistics [M1], attempting
to understand what is implied by various kinds of partial knowledge about marginal
distributions. The simplest of this class of problems is as follows. Find a probability
measure, supported in the unit hypercube (0,1)n, such that each of the projections onto
the coordinate axes is uniform, while the expectation of the minimum coordinate is
minimized. The problem is one of infinite linear programming. The measure µ is required
to satisfy an infinite set of moment constraints: for all t in (0,1) and all permutations σ of
(1,2, . . . , n)
t∫
0
1∫
0
· · ·
1∫
0
µ(dxσ1,dxσ2, . . . ,dxσn) = t,
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m1 =
1∫
0
· · ·
1∫
0
min(x1, . . . , xn)µ(dx1, . . . ,dxn)
is minimized. This problem has a simple solution: define
g(x) = 1/n2 + (x − 1/n)−,
where x− = min(x,0). Then
n∑
i=1
g(xi) 1/n +
(
min(xi) − 1/n
)
− min(xi),
so that
m1 E
(∑
g(Xi)
)
=
∑
E
(
g(Xi)
)= n
1∫
0
g(x)dx = 1/(2n).
Equality is attained if the measure satisfies the constraints and vanishes whenever∑
(g) < min(x); for example, set the density equal to (n/(n − 1))n−1 throughout
the n regions {0 < xi < 1/n, 1/n < xj < 1 for j = i}, i = 1,2, . . . , n, with f = 0
elsewhere.
After this easy success, it was frustrating to find that the next case is intractable. I posed
this problem in SIAM Review [M2]: find a probability measure µ, supported in the unit
cube (0,1)3 such that each of the projections onto the three coordinate planes is uniform,
and such that the expectation
M1 =
1∫
0
1∫
0
1∫
0
min(x1, x2, x3)µ(dx1,dx2,dx3)
is minimized. Now the moment constraints are
ξ1∫
0
ξ2∫
0
1∫
0
µ(dx1,dx2,dx3) = ξ1ξ2, 0 < ξ1, ξ2 < 1, (1)
and similarly for the other two pairs of coordinates. The problem is to find a (non-negative)
measure µ that satisfies (1) and that minimizes the objective function M1. Clearly (by
averaging over permutations of the coordinates) we may assume that µ is symmetric in its
arguments.
The dual problem involves three integrable functions g12, g13, g23 defined on (0,1)2
such that
182 C.L. Mallows / Advances in Applied Mathematics 31 (2003) 180–192g12(x1, x2) + g13(x1, x3) + g23(x2, x3)min(x1, x2, x3), (x1, x2, x3) ∈ (0,1)3.
Clearly we may replace each of g12, g13, g23 by their average, and we may assume this is
symmetric in its arguments. So the dual problem is to find a symmetric g that maximizes
3
∫∫
g(x1, x2)dx1 dx2 subject to
g(x1, x2) + g(x1, x3) + g(x2, x3)min(x1, x2, x3), (x1, x2, x3) ∈ (0,1)3. (2)
General theory (see, e.g., Kemperman [K]) assures us that this maximum will solve the
original problem, i.e., there will exist a measure µ that satisfies the moment conditions (1)
and is supported on the set where (2) is an equality.
No solution to the problem was submitted to SIAM Review. I worked on the problem
intermittently for 25 years, and the problem attracted the interest of Joop Kemperman and
Teun Ott [K] and Robert Vanderbei [V]. Kemperman and Ott were able to conjecture the
correct value of M1. Vanderbei implemented a finite LP approximation to the problem, but
a grid of 8000 points in the unit cube was not enough to enable a conjecture to be made.
Lai and Robbins [L1,L2] have studied some related problems.
2. Some first guesses
The solution to this problem turns out to be very complicated. I will describe a solution
below; some parts of this solution are believed to be unique. Clearly, whenever a solution
µ has a density µ(dx1,dx2,dx3)/(dx1 dx2 dx3) within a convex region that contains a
rectilinear block (a1, b1) × (a2, b2) × (a3, b3) with b1 < a2, a3, there will be many other
solutions that have the same projections of the density within this block and that give the
same value for M1. (If the block includes any interval on the main diagonal x1 = x2 = x3
we can apply the whole construction recursively to a cubical sub-block.) However if µ
assigns positive measure to a region of lower dimensionality, for example a plane, this part
of µ may be unique. It is clear that the support of µ cannot include any one-dimensional
regions. We do not need to consider fractal regions. I have not fully explored the uniqueness
problem.
A first guess at a solution of (1) is as follows. Set
H = (0,1/2)× (1/2,1)× (1/2,1)∪ (1/2,1)× (0,1/2)× (1/2,1)
∪ (1/2,1)× (1/2,1)× (0,1/2)
and make µ(dx1,dx2,dx3) = 2 dx1 dx2 dx3 throughout the region (0,1/2)3 ∪H . This gives
M1 = 7/32 = 0.21875. We can improve on this by applying the same construction recur-
sively within (0,1/2)3; thus set µ(dx1,dx2,dx3) = 2k+1 dx1 dx2 dx3 if 2k(x1, x2, x3) ∈ H ,
and zero elsewhere. This gives M1 = 3/14 = 0.214857. However this bound is not sharp;
there is no function g(x1, x2) that satisfies (2) and achieves equality throughout the support
of this µ.
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g(x, y) =
{
(4x − y)/8, 3x < y,
(x + y)/8, 4x < 6y < 9x,
(4y − x)/8, 3y < 2x.
(3)
It is straightforward to verify that (2) is satisfied throughout (0,1)3, so we get the lower
bound
minM1  3
∫ ∫
g(x, y)dx dy = 5/24 = 0.208333.
However this bound is not sharp either.
3. A solution
Meditation on the form of g(x, y) above suggests that a solution to the dual problem
might be the following. Take two monotone functions f,b with b(0) = f (0) = 0, b(1) < 1,
and define four regions:
R1 = {0 < x < b(y)}, R2 = {b(y) < x < y}, R3 = {b(x) < y < x},
R4 = {0 < y < b(x)}.
Now define g(x, y) = ri (x, y) for (x, y) ∈ Ri , i = 1,2,3,4, where
r1(x, y) = x/2 − f (y), r2(x, y) = r3(x, y) = f (x)+ f (y),
r4(x, y) = y/2 − f (x). (4)
Taking b(x) = 2x/3, f (x) = x/8 we retrieve the function in (3) above. g will be
continuous if b(x)/2 = 2f (x)+f (b(x)). The key observation is that f need not be strictly
monotone; this implies that b is not uniquely defined. We are led to consider the function
f shown in Fig. 1. Here, 1/2 < w < 1, and f is the continuous monotone piecewise linear
function such that for k = 0,1,2, . . .
f (x) =
{
w/6, w < x < 1,
x/2 − 2−kw/3, 5w/6 < 2kx < w,
2−kw/12, w/2 < 2kx < 5w/6.
The corresponding function b(x) is 2x − 2−k7w/6 for 5w/6 < 2kx < w, and arbitrary
within (2−k5w/6,2−kw) for w < 2kx < 5w/3, k = 0,1,2, . . . .
The resulting four (connected) regions R1,R2,R3,R4 are shown in Fig. 2. Notice that
the regions R1,R2 overlap in a series of rectangular regions, as do R3 and R4. Use (4)
to define g1(x, y) = ri (x, y) for (x, y) ∈ Ri . These definitions are proper, since in the
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rectangular regions common to R1 and R2 we have r1 = r2, and similarly in the regions
common to R3 and R4.
It is straightforward (if tedious) to verify that this g1 satisfies (2). Computation shows
that
1∫
0
1∫
0
g1(x, y)dx dy = w − 3
2
w2 + 19
27
w3
and this is maximized when
w = 3(9 −
√
5)
38
= 0.5339946, M1 = 3
∫ ∫
g1 dx dy = 297 +
√
125
1444
= 0.2134213.
So this may be the desired value for M1. It is comforting that this value lies between the
bounds we found above! To verify that this is indeed the correct solution to our problem,
we need to describe a measure µ that satisfies (1) and is supported in the region where (2)
holds with equality.
We will do this in detail below, but first we point out that this measure µ also solves the
associated problems:
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maximize M2 =
∫ ∫ ∫
med(x1, x2, x3)dµ(x1, x2, x3),
minimize M3 =
∫ ∫ ∫
max(x1, x2, x3)dµ(x1, x2, x3),
where med(x, y, z) is the median. To see this, note that if we define g2(x, y) and g3(x, y)
by replacing the functions r1, . . . , r4 above by
r21 (x, y) = 2f (y), r22 (x, y) = x − 2f (x) − 2f (y),
r23 (x, y) = y − 2f (x)− 2f (y), r24 (x, y) = 2f (x),
and
r31 (x, y) = y/2 − f (y), r32 (x, y) = (y − x)/2 + f (x) + f (y),
r33 (x, y) = (x − y)/2 + f (x) + f (y), r34 (x, y) = x/2 − f (x),
respectively, we have
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g3(x, y)+ g3(x, z)+ g3(y, z)max(x, y, z)
throughout (0,1)3, with equality in the same region where (2) holds with equality. Thus
the same measure µ achieves each of these extrema.
4. The measure µ
The support of the measure µ is the union of three congruent regions; we will work with
the one (which we call R) whose projection onto the (x1, x2) plane is given by R2 ∪R3 and
whose projection onto the (x1, x3) plane is given by R4. A perspective view of the region
R is given in Fig. 3.
Before continuing with our description, it is convenient to perform an overall scaling of
the problem. We now take the basic cube to be (0,36 + v)3, where 36/(36 + v) = w, so
that v = 6(3 +√5) = 31.416. We also require the measure µ to have total mass (36 + v)2,
so that its projections onto the coordinate planes are required to have unit density. These
changes merely scale M1 by a factor (36 + v)3.
A notational device that will be very convenient is the following. Suppose X is some part
of R. Then we denote by X(ijk) the region obtained by permuting the coordinates (1,2,3)
to (i, j, k). So taking X = R, the measure µ has support in R(123) ∪ R(231) ∪ R(312). Also,
we denote by X(ij) the projection of X onto the (i, j) coordinate plane, and by X(i) its
projection onto the ith coordinate axis. We abbreviate X(ijk)(12) to Xij , and X(ijk)(1) to Xi .
We use the same convention for the measures assigned to these regions; thus our task is
to exhibit a measure µ = µ123, with support in R = R123, such that µ12 + µ13 + µ23 has
Fig. 3.
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to a region G. Also, we will write dµ for the density µ(dx1,dx2,dx3)/(dx1 dx2 dx3)
(if it exists), dµ12 for the density µ12(dx1,dx2)/(dx1 dx2) (which must exist), and dµ1
for the density µ1(dx1)/dx1 (which also must exist). A final convention is that within
any rectilinear region (s1, t1) × (s2, t2) × (s3, t3) we denote by (ξ1, ξ2, ξ3) the relative
coordinates ξi = (xi − si )/(ti − si ), i = 1,2,3.
Let L1 be the part of R that lies within the L-shaped prism (0,36)3 − (0,18)2 × (0,36).
Also, let Lk = 2−(k−1)L1, and let L0 be the part of R within the outer L-shaped prism
(0,36 + v)2 × (0,36)− (0,36)3. Then R =⋃∞k=0 Lk .
Define µ−1 = 0. For k = 0,1,2, . . . we will exhibit a measure µk with support in Lk
such that for k = 0,1,2,3, . . . (µ12k +µ13k +µ23k +µ13k−1 +µ23k−1)|L12k is uniform (with unit
density). (All other parts of µ have projections that do not intersect L12k .) For k = 2,3, . . .
these measures will satisfy
µk(x, y, z) = 4µk−1(2x,2y,2z) (5)
so we need only describe µ1 and µ0. We will show that we can define µ0 so that its
projections agree with what (5) would give for k = 1.
The complicated region Lk is most easily described by breaking it into a series of
smaller pieces. It is not clear a priori how this should be done. Consider, for exam-
ple, the box (18,30) × (18,30) × (0,18), which is part of L1. At first sight it might
seem necessary to break this box into an infinity of slabs, with breaks at z = 15,9,
Fig. 4.
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with breaks at (15,9,15/2), and similarly for the other parts of the region. We choose to
divide L0 into 10 pieces A0, A1, A2, A3, B1, B2, B3, B(213)1 , B
(213)
2 , B
(213)
3 , and L1 into
21 pieces a0, a1, a2, a3, b1, b2, b3, c1, c2, c3, d0, d1, d2, d3, b(213)0 , etc., d
(213)
0 , etc. We
write a for a0 ∪ a1 ∪ a2 ∪ a3, etc. It turns out that we can set µ|d0 = 0, so from here on we
ignore d0 and d(213)0 .
Figure 4 shows the (x1, x2) projection of L0 ∪ L1. The four regions a0, a1, a2, a3 all
project into the square labeled a, etc. Figure 5 shows perspective views of the 10 pieces of
L0 and the 19 pieces of L1 (omitting d0).
In Fig. 6 we display the regions L120 and L
12
1 divided into 27 regions; in 15 of these we
show which of the 29 pieces contribute to the total projected measure. The other 12 regions
are dealt with by symmetry. Note that in the region (30,36)× (0,15) we do not show the
(A) (B)
(a) (b)
(c) (d)
Fig. 5.
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division of d13 into its three parts; this is legitimate because (it turns out) we are able to
choose µ|d to be uniform in the x3 direction.
At this point we have already made several arbitrary choices; a few more are needed
before we can go into deductive mode. The region c1 is a square pyramid; we make dµ|c1
uniform, and as large as possible. Since the height of c1 is 12, we can make dµ|c1 no larger
than 1/12, since otherwise dµ|c2 ∪ c3 would have to be negative somewhere. The volume
of c1 is 144; thus we make µ(c1) = 12. Also we choose to make µ(c2) = 9. We can
now argue as follows. Clearly µ(A) = µ12(A) = v2, and µ12((36,36 + v) × (0,36)) =
µ(A) + 2µ(B), so that µ(B) = (36v − v2)/2 = 72, by definition of v. Hence from the
region (36,36 + v) × (30,36) we see that µ(A0) = 6v − 72. To satisfy (3) with k = 1 we
must have µ(b) = 18, so that µ(a0) = 36 −18 = 18. Continuing in this way, we can derive
the total measure of each of the 20 labeled regions. See Table 1.
Consider the region F = {30 < x1 < 36, x2 < x1 −42}. We have µ(F)12 = 144, and the
density of the projection onto the x1 axis is d(µ|F)1 = 2x1 − 42, 30 < x1 < 36. But since
d(µ|c)12 is uniform (= 1), we must have d(µ|c)1 = 6, and similarly d(µ|d)1 = 72 − 2x1,
so that d(µ|2b(213))1 must be 24(x1 − 30). Hence
d(µ|b)2 = 12(x2 − 15) = 36ξ2. (6)
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R µ(R) x1 x2 x3
A v2 (36,36 + v) (36,36 + v) (0,36)
A0 6v − 72 (30,36)
A1 12v − 24 (18,30)
A2 3v − 9 (15,18)
A3 15v − 39 (0,15)
B 72 (36,36 + v) (30,36) (0,30)a
B1 24 (18,30)a
B2 9 (15,18)
B3 39 (0,15)
a 144 (18,30) (18,30) (0,18)
a0 18 (15,18)
a1 51.6 (9,15)
a2 12.15 (7.5,9)
a3 62.25 (0,7.5)
b 18 (18,30) (15,18) (0,15)b
b1 6 (9,15)b
b2 2.25 (7.5,9)
b3 9.75 (0,7.5)
c 36 (30,36) (30,36) (0,30)c
c1 12 (18,30)c
c2 9 (15,18)
c3 15 (0,15)
d 36 (30,36) (18,30)d (0,15)
d1 14.4 (9.15)
d2 3.6 (7.5,9)
d3 18 (0,7.5)
a x3 < 2x2 − 42.
b x3 < 2x2 − 21.
c x3 < 2x1 − 42 and x3 < 2x2 − 42.
d x2 > 2x1 − 42.
Similarly from the region (18,30)× (0,18) we can deduce that
d(µ|b)1 = 3(30 − x1) = 36(1 − ξ1). (7)
Since we must have d(µ|b)12  1, (6) and (7) force d(µ|b)12 to be zero for 4x2 <
x1 + 42 (i.e., ξ2 < ξ1), and uniform (= 1) for ξ2 > ξ1. Notice that this implies that the
projections of the three measures µ|R123,µ|R231,µ|R312 are disjoint. It now follows that
the projection d(µ|a0)13 must be uniform in the complementary triangle ξ2 < ξ1 and (by
symmetry) d(µ|a0)23 is also uniform in a triangle. Since d(µ|a0)12  1, this forces µ|a0 to
be uniform on the plane x3 = (x1 +x2)/4+3 (i.e., within a0, on the plane ξ3 = ξ1 +ξ2 −1).
Continuing in this way, we can derive the projections of each of the pieces of R, and
can verify that in each region X we can choose µ|X to agree with these projections. The
full description of the measure µ|R appears in Table 2. It is straightforward to verify that
the projections add up correctly in each of the 15 labeled regions in Fig. 6.
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X µ(X) Description
A0 6v − 72 box, dµ = (v − 24ξ3)/v2
A1 12v − 24 box, dµ = (v − 4 + 4ξ3)/v2
A2 3v − 9 box, dµ = (v − 3)/v2
A3 15v − 39 box, dµ = (5v − 13)/5v2
B1 24 prism, dµ = (1 + ξ3)/2v
B2 9 box, dµ = 1/2v
B3 39 box, dµ = 13/30v
a0 18 triangle (3,5,8)
a1 51.6
3 pyramid (1,2,4,6,8) dµ = 1/96
4.5 triangle (4,6,7)
4.5 triangle (3,5,8)
14.4 prism (1,2,3,4,5,6) dµ = 1/30
25.2 box, dµ = 7/240
a2 12.15
1.35 prism (1,2,3,4,5,6) dµ = 3/160
10.8 box, dµ = 1/20
a3 62.25
3 pyramid (1,3,4,7,8) dµ = ξ2/120
3 pyramid (1,5,6,7,8) dµ = ξ1/120
11.25 prism (1,2,3,4,5,6) dµ = 1/48
45 box, dµ = 1/24
b1 6
1.5 tetrahedron (1,2,3,6) dµ = 1/24
4.5 triangle (1,3,5)
b2 2.25 prism (1,2,3,4,7,8) dµ = 1/12
b3 9.75 prism (1,2,3,4,7,8) dµ = (5 + 2ξ1 − 2ξ2)/60
c1 12 pyramid dµ = 1/12
c2 9 prism (1,2,3,4,5,6) dµ = 1/6
c3 15 a
3 prism (1,2,3,4,9,10) dµ = (1 − 2ξ1)/30
4.5 prism (3,4,7,8,9,10) dµ = (1 − ξ1)/15
4.5 prism (5,6,7,8,9,10) dµ = (1 − ξ2)/15
3 prism (1,2,5,6,9,10) dµ = (1 − 2ξ2)/30
d1 14.4 prism dµ = 1/15
d2 3.6 prism dµ = 1/15
d3 18 prism dµ = 1/15
Notes: (1) d(µ|a3)13 = (16−5ξ1 +ξ21 )/20. (2) d(µ|b3)13 = (4−3ξ1 −ξ21 )/20.
(3) d(µ|b3)23 = (5ξ1 − ξ21 )/5. (4) d(µ|c3)13 = 1 − ξ1 + ξ21 .
a Within the region c3, vertices #9 and #10 are (33,33,0) and (33,33,15),
respectively.
In all but four cases, the density is linear (or constant) within each sub-region. Unless
otherwise indicated, the measure is uniform within the part. When it is not uniform, the
density is given as a function of the relative coordinates (ξ1, ξ2, ξ3). Each part is identified
by listing its vertices, taking the vertices of the piece of R in lexicographical order (i.e.,
sorting according to h2x1 + hx2 + x3, with h huge). Thus within the region a0, we order
the vertices of the box as shown:
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#2 18 18 18
#3 18 30 15
#4 18 30 18
#5 30 18 15
#6 30 18 18
#7 30 30 15
#8 30 30 18
Then according to Table 2, within this region the measure µ|a0 is uniform on the triangle
with vertices #3, #5, and #8; the total measure µ(a0) = 18. The projected measure (µ|a0)12
is uniform (with density d(µ|a0)12 = 1/4) in a triangle, and the projected measure (µ|a0)13
is also uniform in a triangle (with density d(µ|a0)13 = 1).
5. Conclusion
Many problems of this general type are easily dealt with, provided we have at most
one-dimensional marginal constraints. For example, we can easily find a two-dimensional
distribution such that for some a, each margin is standard Normal, while the probability
P(X + Y < a) is maximized. Another easy case is that of an n-dimensional distribution
(with arbitrary equal marginals) such that the probability P(Xr :n < a) is maximized,
where Xr :n is the rth order-statistic, i.e., the rth largest coordinate. Is it not remarkable
that going from one-dimensional marginal constraints to two-dimensional ones leads to so
much difficulty? I have not even tried to think about any problems with three-dimensional
marginals.
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