Abstract-We present a simple Markovian framework for modeling packet traffic with variability over several time scales. We present a fitting procedure for matching second-order properties of counts to that of a second-order self-similar process. Our models essentially consist of superpositions of two-state MMPP's. We illustrate that a superposition of four two-state MMPP's suffices to model second-order self-similar behavior over several time scales. Our modeling approach allows us to fit to additional descriptors while maintaining the second-order behavior of the counting process. We use this to match interarrival time correlations.
I. INTRODUCTION
T HIS paper is motivated by recent measurement studies of variable packet traffic of, e.g., local area network (LAN) and variable bit rate (VBR) video which reveal behavior very different from Poisson. The measurements suggest that the traffic exhibits variability over several time scales. The variability over many time scales makes it difficult to find a natural time scale over which to consider the traffic for dimensioning purposes which is very unlike POTS (plain old telephone systems) where measurements over 15 min or "busy hour" traditionally has given sufficient information for dimensioning purposes.
A characteristic of the observed traffic is that the second order properties of counts seemingly display behavior which in other contexts has been associated with long-range dependence (LRD) and self-similarity. These findings have motivated the assertion that the observed traffic exhibits second-order selfsimilar behavior over several time scales. This assertion has given rise to some debate within the teletraffic community of a more philosophical nature. However, the variability over many time scales is apparent in the observed traffic, and it also appears clear that this behavior should be taken into account when dimensioning a system. From a performance evaluation point of view, the ultimate goal in modeling observed traffic seems to be at least twofold. 1) To be able to calculate performance measures given certain (hopefully sufficient!) traffic characteristics. 2) To create a framework for exploring what happens with system performance if the traffic characteristics change.
Until recently, it has been unclear whether Markov-based models could model these observed phenomena with a state space of a reasonable size. This has spurred research in the area of traffic models inherently more suited for modeling second order self-similar behavior, e.g., Fractional Brownian Motions (FBM) [14] and chaotic maps [4] . For these models, however, the tools for analyzing queueing behavior are still in an embryonic state. Additionally most of the novel models are focused on capturing the first-and second-order characteristics of counts which, in general, are known to be insufficient when attempting to predict queueing behavior.
In this paper we suggest superpositions of two-state Markovian sources as a very versatile tool for the modeling of variable packet traffic with LRD. From a Markovian perspective, the successful application of this special model class to the modeling of LRD over a number of time scales is about the simplest one could hope for. The benefits of using a Markov model are obvious-a whole array of tools for calculating performance measures is already available. Our main objective is to illustrate that appropriately constructed Markov models appear to be a viable modeling tool also in the context of modeling LRD traffic over several time scales. In this paper, we will therefore primarily concentrate on illustrating how a Markov model can be fitted to a given set of descriptors of the traffic, e.g., rate and variance time curve, rather than looking into the delicate issue of how to obtain these descriptors from real traffic traces.
We by no means claim that the individual parameters obtained in our models have a ready physical interpretation. However, by construction, our models are well suited for modeling the aggregate behavior of a stochastic process which exhibits variability over a number of time scales. Stated loosely, the volume of traffic modeled by each of the individual two-state sources can be associated with the volume of the traffic showing variability on a given particular time scale.
The main contributions in this paper are the following. We give a modeling framework for the application of superpositions of two-state Markovian sources to the modeling of LRD over several time scales. We present an algorithm for fitting the covariance function of the Markovian model to that of second order self-similar processes over several time scales. We show that the fitting algorithm works well over the entire range of the Hurst parameter. A superposition of three to four two-state models is sufficient to model self-similar behavior reasonably accurate over four to five time scales. We discuss the fitting to additional arrival process descriptors besides second-order properties of the counting process. Our modeling approach permits that additional fitting can be done while maintaining first-and second-order properties of the counting process. Finally, we briefly look into some problems and pitfalls when inferring about the stochastic behavior of a process from traces.
Part of this work was presented at INFOCOM 97 [1] , including a preliminary version of the fitting algorithm. In this paper, we present a refined and improved fitting procedure. At INFOCOM 97, a related fitting algorithm was presented [5] where a mixture of exponentials is fitted to a heavy-tailed distribution function. A rather different approach for modeling LRD with Markov chains is presented in [16] .
The fitting procedure for the covariance structure of the counting process can readily be adapted to the setting of fluid models. In fact, fitting the covariance structure of the rate in a Markov Modulated fluid model, consisting of superpositions of two-state Markov Modulated fluid models, to that of secondorder self-similar process, can be done in basically the same manner as here. Analysis of fluid systems with superposition of heterogeneous Markov Modulated fluid sources as input is done in, e.g., [3] and references therein.
II. PRELIMINARIES
We construct our model for the variable packet traffic as a superposition of two-state Markovian models. We apply two-state Markov Modulated Poisson Processes (MMPP) also known as the Switched Poisson Process (SPP). The superposition is itself an MMPP which is a special case of the Markovian Arrival Process (MAP) [10] , [11] , [13] .
Let our model consist of a superposition of two-state models. The th two-state model can be parameterized as follows:
(1) where has negative diagonal elements and nonnegative off-diagonal elements and is a nonnegative matrix with at least one nonzero entry. The sum of and is an irreducible infinitesimal generator with the stationary probability vector The MAP model of the superposition can be expressed as where denotes the Kronecker sum. Let be the number of arrivals in from the th SPP. The variance time curve for the th SPP can be written as (2) where and For the th SPP, the covariance function of the number of events in two timeslots of size with timeslots between them is expressed by (3)
Assuming
Taylor expansion of the rightmost term gives: So for we have (4) For an SPP, the first-and second-order properties of the counting process are clearly completely determined by the three entities and Since the SPP is a four parameter model, this leaves one degree of freedom in constructing different SPP's with identical first-and second-order properties of their counting processes. In [2] , a construction is presented that defines a continuum of SPP's with identical first-and second-order properties of their counting processes. Following [2] , we find that for the th SPP, every defines an SPP (as a function of with identical first-and second-order properties of the counting process.
(5)
In our setting, this can be used, e.g., to fit to additional descriptors after having obtained fits to first-and secondorder properties of the counting process. Given that a model consists of a superposition of SPP's, we have degrees of freedom for this defined by choosing
We use this to match interarrival time correlations.
III. FITTING TO THE COUNTING PROCESS
Measurements studies of variable packet traffic (e.g., [9] ) suggest that second-order properties of the number of packets arriving in a timeslot display the same type of behavior (over several time scales) as an asymptotically second-order selfsimilar process. Second-order self-similarity can be described, e.g., by the covariance function of the number of packets in a slot behaving asymptotically as where is an absolute measure of the variance (a positive constant), and is the lag. In the literature, is referred to as the Hurst parameter (e.g., [12] ). For the LAN traffic traces we have looked at, the covariance structure of the counting process is reasonably well described by the asymptotic covariance also for small
The parameters and should obviously be estimated from the trace. However, the estimation of the covariance function from the data appears relatively noisy for the LAN data we have examined. By fitting to the structure instead of directly to the estimated covariance we attempt to circumvent effects associated with noisy estimation. With our fitting approach, we could just as well fit directly to data in that the only requirements are that the covariance should decay monotonically and have a slower than exponential decay. So with our modeling approach we want to achieve that where denotes the number of time scales over which we want to model the packet traffic.
We will, in the remaining part of this section, outline the fitting procedure for matching asymptotic second-order self-similarity of counts. Since the procedure is somewhat involved, we will, at the end of the section, give a flow diagram of the algorithm. As an overview, before going into detail, it is worth mentioning that the fitting algorithm requires the following five input parameters:
1) mean rate of process , 2) lag 1 correlation , 3) Hurst parameter , 4) number of IPP's , and 5) number of time scales to be modeled We want to achieve variability over a number of time scales. This should be reflected in the choices of time constants for each individual SPP, i.e., the choice of modulating parameters and In this spirit, we initially choose the modulating parameters of the SPP's to satisfy i.e., the modulating parameters are chosen logarithmically with a factor The smallest time scale we are interested in modeling is the packet level. The fundamental rate is given relative to this time scale and assumed to be between 1.0 and 10.0. To achieve this, we initially choose in the range [0.25, 0.75]. Most often we have used A procedure is then needed to find 1) the arrival intensities and 2) the logarithmic spacing parameter Also, as will be shown, our initial choice of can be altered in step 3) of the fitting procedure while maintaining the (initally chosen) sums
The fitting procedure for the self-similar covariance structure is a three-step procedure. Step 1: The first step is to find the logarithmic spacing parameter This step requires the number of SPP's and the number of time scales The parameter is determined from
The parameters and should be chosen so that due to a fundamental assumption in step 2). We have now obtained the initial values
Step 2: The second step partially determines the arrival intensities
The step requires the Hurst parameter the number of time scales and the number of SPP's and Without loss of generality, we only work with We note from the variance-time curve and covariance function of an SPP given in Section II that the arrival intensities are only involved in through the quantity This is not surprising since it is always possible to interpret the superposition of SPP's as a superposition of Interrupted Poisson Processes (IPP's) and a Poisson process. In our case, the IPP's would clearly have arrival intensity and the Poisson intensity would be determined as
With this interpretation, in step 2, we determine the vector of s up to a normalizing constant i.e., Setting in formula (4), and hence assuming we have for the th IPP's covariance that where it is used that A key element in this part of the fitting procedure is that for each of the SPP's, the covariance is fairly constant for all lags up to some From this point, the th SPP's covariance decays rapidly and is magnitudes lower at lags where Since the modulating intensities have been chosen logarithmically, we can find the relative size of the SPP arrival intensities assuming that the logarithmic spacing parameter is not too small. To exemplify, consider a model consisting of a superposition of three IPP's where IPP1: and In Fig. 1 , it is shown how the autocorrelations of the 3 IPP's behave as a function of in Fig. 1 ). From this, it can be seen that for the superposition, only IPP3 contributes significantly to the correlation for while both IPP2 and IPP3 contribute significantly to the correlation for and finally for all three IPP's contribute significantly to the correlation. Since the three correlations are simply scalings of the three covariances, the qualitative behavior described holds for covariances too. These observations lead to the following fitting scheme. Proceding in this manner, we finally get cov From these equations, the relative magnitudes are obtained iteratively. Since here we are only interested in relative magnitudes, we set in the first equation which determines the ratio From the second equation, we then obtain from the third equation, we obtain and so on. Not all the equations can necessarily be satisfied. In these cases, the corresponding intensity is set to zero.
Step 3: The third step is to determine the constant from the previous step and the Poisson intensity This step requires the one-step correlation the fundamental rate and the results obtained in the previous steps. In order for our model to have the one step correlation the equality shown at the bottom of the next page must hold. Here, and is the required scaling of the covariance function of the superposition of IPP's with arrival intensities defined (5) it is evident that there are many different superpositions of SPP's that will yield a feasible solution; however, in this section we will be content in finding just one of these.)
This can be done by fixing the constants and in formulas (2) • We use the one-step correlation as a surrogate for an absolute variance measure since, with the outlined procedure fitting to the correlation structure, completely determines the fit and hence also the absolute variance.
• As mentioned in the last sentence of step 2, it is possible that a number, say of the 's are set to 0. This occurs when the Hurst parameter is relatively high, approximately
The number of "active" SPP's in the fitted model is thus given by and the corresponding MAP model has states. One of the input parameters to the fitting algorithm is the number of SPP's to be used. In our implementation, we interpret this parameter as the number of "active" SPP's to be used. We always start the fitting procedure with If it turns out that the fitting procedure can be completed in one iteration. If we increment by one and carry out steps 1-3 again. This last procedure is continued until
This simple procedure has worked in all the cases we have examined.
• When fitting with the algorithm described above, it turns out that particularly for not too small, approximately , the correlation function fit to can be improved by allowing the th SPP's modulating parameters, and to be altered in an additional least-squares fit; see the bottom of the next page.
IV. FITTING TO DATA
After matching first-and second-order properties of counts, we still, as outlined in Section II, have degrees of freedom in fitting to additional descriptors. Models maintaining first-and second-order properties of counts can be generated by choosing satisfying and applying the results (5). Analyzing the publicly available Bellcore LAN traces pAug.TL and pOct.TL, it can be seen that both the estimated correlation of counts function and the estimated correlation of inter-arrival times (IAT) function apparently have a power-law decay over a number of time scales. In fact, their decay parameters appear identical. These observations suggest that the correlation functions can be described by the expressions cor for the correlations of counts and cor for the correlations of interarrival times. When fitting to data with seemingly LRD behavior, we employ a two-step procedure. First, we estimate the rate the parameters cor and cor from the data. Second, we feed our MAP fitting algorithm with these extracted descriptors of the data. We have thus chosen to apply the degrees of freedom left from the fit to the counting process to make a least-squares fit to the IAT correlations. The IAT correlations for a MAP are readily calculated using results from, e.g., [6] .
Apart from the appeal of trying to base the model solely on second-order properties of both the counting process and the process of interarrival times, the two correlation structures implicitly contain higher order information about each other. From an algorithmical viewpoint, however, this approach is not as attractive as attempting to fit to higher order properties of the counting process since the independence of individual SPP's reduces complexity and makes fitting easier. The matrix operations necessary when fitting to the interarrival time correlations can here readily be substituted with scalar operations.
We have applied the standard estimator of the correlation functions. Clearly there are many nontrivial statistical issues in the estimation of the correlation functions for the data-a finite trace of a process that has variability over (at least) the number of time scales spanned by the sample. To go into these issues is, however, beyond the scope of this paper.
V. RESULTS
In this section we will present results from our fitting approach. First, we show three examples-Figs. 2-4-of fitting to asymptotic second-order self-similarity of the counting process. In the examples, we superpose four SPP's to model this behavior over five time scales. The parameters defining the models obtained are given in Table I . As indicated by the figures, our counting process fitting approach seems to work well over the entire range of the Hurst parameter. In Fig. 5 we have the IDC curves for the three examples.
In Figs. 6 and 7 we show results obtained when fitting to the publicly available Bellcore LAN trace denoted pOct.TL. The parameters for the fit are given in Table II .
In Figs. 8-10 , we compare the tail distribution of the queue found with trace-driven simulation of the data with the analytical results obtained for our models. In Figs. 11 and 12 we show the corresponding fits for the Bellcore trace denoted pAug.TL. For this trace, the parameters obtained are given in Table III . The corresponding queuing results are given in Figs. 13-15 . The analytical results are obtained by applying matrix analytic methods see, e.g., [10] or [13] . The service time used is deterministic and scaled to obtain the different loads examined. Clearly the obtained fits to pOct.TL (Figs. 8-10 ) are better than those to pAug.TL (Figs. 13-15) .
It is interesting to note that even being able to model second order properties of both the counting process and the interarrival time process closely does not appear sufficient to allow for accurate prediction of queueing behavior. This is an intriguing result which we will address in forthcoming work. More specifically, the forthcoming work will demonstrate that a number of classical point process descriptors are not necessarily capable of giving sufficient information for prediction of the impact on a queue of a point process.
VI. DISCUSSION
As discussed in Section IV, we have degrees of freedom for fitting to additional descriptors after matching rate and second order properties of counts. We have used these degrees of freedom to match the interarrival time correlations.
However, as done, e.g., in [15] , the fitting could also be done to higher order properties of the counting process and/or the marginal properties of the counting process. In [15] , it is described how a special case of the MMPP, the Circulant Modulated Poisson Process (CMPP), can be designed to match a given input rate steady-state distribution or, equivalently, the marginal distribution of the counting process, after having been fitted to match second-order properties. In principle, we can use the same approach and use the degrees of freedom to match the marginal properties of the counting process, i.e., matching its steady-state distribution as closely as possible with a numerical fitting scheme. In our case, the histogram of the marginal distribution of counts is readily obtainable from the LAN traces. In [8] , the queueing behavior of ARMA models (which are non-Markovian) is compared to that of CMPP Markov models capturing the steady-state distribution of the rate and the second-order properties of counts of the ARMA models. For the examples examined, the queueing behavior is very similar. In [7] it is suggested to decompose the traffic in three different frequency regions for link bandwidth allocation design. For the CMPP examples considered, the marginal distribution of the counting process is shown to contain sufficient information for dimensioning purposes in the low-frequency area. However, when utilizing the approach for real traffic traces, the results are mixed. For LRD traffic, it is a subject for further study whether or not fitting to the steady-state distribution of the rate is better than fitting to the interarrival time correlations.
It has been claimed that Markov models will not suffice because measurements indicate that the traffic characteristics differ tremendously from day to day. However, it is not apparent whether this is due to LRD or the individual measurement intervals not being long enough to capture all the time constants in the traffic. In the latter case, it is not surprising if you get different results from day to day. Generating different traces (by simulation) with our MAP models, this is most apparent when the Hurst parameter is relatively large.
Ultimately the best modeling approach is the one that first of all permits the accurate calculation of the relevant performance measures, and (of course, more important) can consistently predict performance accurately from the provided traffic descriptors. Another natural concern when choosing a model is to (as far as possible) limit the number of parameters to be used, i.e., parsimonious modeling. Given that, in general, queueing behavior cannot accurately be predicted on the basis of first-and second-order properties of the counting process, there seems to be no reason to think that modeling these for variable packet traffic is sufficient. Models for secondorder self-similar traffic, which are described with only very few parameters, say three or four, are for obvious reasons very appealing. However, for these models, other descriptors are implicitly fixed after matching first-and second-order properties of counts. If it turns out that other important descriptors are not matched well, there seems little point in applying a simple model inherently limited to matching firstand second-order properties of counts. Clearly, parsimonious modeling is relative to what traffic characterization descriptors are sufficient. At this point, there seems to be no unified evidence of what, in practice, are sufficient descriptors, so it might actually turn out that even a Markovian model is one of the most parsimonious in terms of parameters because of its versatility in matching a variety of descriptors even with relatively simple models.
