Abstract Partial differential equations with distributional sources-in particular, involving (derivatives of) delta distributions-have become increasingly ubiquitous in numerous areas of physics and applied mathematics. It is often of considerable interest to obtain numerical solutions for such equations, but any singular ("particle"-like) source modeling invariably introduces nontrivial computational obstacles. A common method to circumvent these is through some form of delta function approximation procedure on the computational grid; however, this often carries significant limitations on the efficiency of the numerical convergence rates, or sometimes even the resolvability of the problem at all. In this paper, we present an alternative technique for tackling such equations which avoids the singular behavior entirely: the "Particle-without-Particle" method. Previously introduced in the context of the self-force problem in gravitational physics, the idea is to discretize the computational domain into two (or more) disjoint pseudospectral (Chebyshev-Lobatto) grids such that the "particle" is always at the interface between them; thus, one only needs to solve homogeneous equations in each domain, with the source effectively replaced by jump (boundary) conditions thereon. We prove here that this method yields solutions to any linear PDE the source of which is any linear combination of delta distributions and derivatives thereof supported on a one-dimensional subspace of the problem domain. We then implement it to numerically solve a variety of relevant PDEs: hyperbolic (with applications to neuroscience and acoustics), parabolic (with applications to finance), and elliptic.
Introduction
Mathematical models often have to resort-be it out of expediency or mere ignorance-to deliberately idealized descriptions of their contents. A common idealization across different fields of applied mathematics is the use of the Dirac delta distribution, often simply referred to as the delta "function", for the purpose of describing highly localized phenomena: that is to say, phenomena the length scale of which is significantly smaller, in some suitable sense, than that of the problem into which they figure, and the (possibly complicated) internal structure of which can thus be safely (or safely enough) ignored in favour of a simple "pointlike" cartoon. Canonical examples of this from physics are notions such as "point masses" in gravitation or "point charges" in electromagnetism.
Yet, despite their potentially powerful conceptual simplifications, introducing distributions into any mathematical model is something that must be handled with great technical care. In particular, let us suppose that our problem of interest has the very general form
where L is an n-dimensional (partial, if n > 1) differential operator (of arbitrary order m), u is a quantity to be solved for (a function, a tensor etc.) and we assume that Sthe "source"-is distributional in nature, i.e. we have S : D(U ) → R, where we use the common notation D(U ) to refer to the set of smooth compactly-supported functions, i.e. "test functions", on U . It follows, therefore, that u-if it exists-must also be distributional in nature. So strictly speaking, from the point of view of the classic theory of distributions [1] , the problem (1) is only well-defined-and hence may admit distributional solutions u-provided that L is linear 1 . The problem with a nonlinear L is essentially that, classically, products of distributions do not make sense [2] . While there has certainly been work by mathematicians aiming to generalize the theory of distributions so as to accommodate this possibility [3] [4] [5] , in the standard setting we are only really allowed to talk of linear problems of the form (1) . Opportunely, very many of the typical problems in physics and applied mathematics involving distributions take precisely this form.
The inspiration for considering (1) in general in this paper actually comes from a setting where one does, in fact, encounter non-linearities a priori: namely, gravitational physics. (For a general discussion regarding the treatment of distributions therein, see Ref. [6] .) In particular, equations such as (1) arise when attempting to describe the backreaction of a body with a "small" mass upon the spacetime through which it moves-known as its selfforce [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . (A similar version of this problem exists in electromagnetism, where a "small" charge backreacts upon the electromagnetic field that determines its motion [12, [17] [18] [19] .) In the full Einstein equations of general relativity, which can be regarded as having the schematic form (1) with u describing the gravitational field (that is, the spacetime geometry, in the form of the metric) and S denoting the matter source (the stress-energy-momentum tensor), L is a nonlinear operator. Nevertheless, for a distributional S (representing the "small" mass as a "point particle" source) one can legitimately seek solutions to a linearized version of (1) in the context of perturbation theory, i.e. at first order in an expansion of L in the mass. The detailed problem, in this case, turns out to be highly complex, and in practice, u must be computed numerically. The motivation for this, we may add, is not just out of purely theoretical or foundational concern-the calculation of the self-force is also of significant applicational value for gravitational wave astronomy. To wit, it will in fact be indispensable for generating accurate enough waveform templates for future space-based gravitational wave detectors such as LISA [20, 21] vis-à-vis extreme-mass-ratio binary systems, which are expected to be among the most fruitful sources thereof. For these reasons, having at our disposal a practical and efficient numerical method for handling equations of the form (1) is of consequential interest.
What is more, these sorts of partial differential equations (PDEs) arise frequently in other fields as well; indeed, (1) can adequately characterize quite a wide variety of (linear) mathematical phenomena assumed to be driven by "localized sources". A few examples, which we will consider one by one in different sections of this paper, are the following:
(i) First-order hyperbolic PDEs: in neuroscience, advection-type PDEs with a delta function source can be used in the modeling of neural populations [22] [23] [24] [25] ; (ii) Parabolic PDEs: in finance, heat-type PDEs with delta function sources are sometimes used to model price formation [26] [27] [28] [29] [30] [31] ; (iii) Second-order hyperbolic PDEs: in acoustics, wave-type PDEs with delta function (or delta derivative) sources are used to model monopoles (or, respectively, multipoles) [32, 33] ; more complicated equations of this form also appear, for example, in seismology models [32, [34] [35] [36] [37] , which we will briefly comment upon. (iv) Elliptic PDEs: Finally, we will look at a simple Poisson equation with a singular source [38] ; such equations can describe, for example, the potential produced by a very localized charge in electrostatics.
Scope of this paper
The purpose of this paper is to explicate and generalize a practical method for numerically solving equations like (1) , as well as to illustrate its broad applicability to the various problems listed in (i)-(iv) above. Previously implemented with success only in the specific context of the self-force problem [39] [40] [41] [42] [43] [44] [45] [46] , we dub it the "Particle-without-Particle" (PwP)
method. (Other methods for the computation of the self-force have also been developed based on matching the properties of the solutions on the sides of the delta distributionssee, e.g., the indirect (source-free) integration method of Refs. [47] [48] [49] [50] [51] [52] .) The basic idea of the PwP approach is the following: One begins by writing u as a sum of distributions each of which has support outside (plus, if necessary, at the location of) the points where S is supported; one then solves the equations for each of these pieces of u and finally matches them in such a way that their sum satisfies the original problem (1) . In fact, as we shall soon elaborate upon, this approach will not work in general for all possible problems of the form (1). However, we will prove that it will always work if, rather than the source being a distribution defined on all of U , we have instead S : D(I ) → R with I ⊆ R representing a one-dimensional subspace of U .
To make things more concrete, let us briefly describe this procedure using the simplest possible example: let f : U → R be an arbitrary given function and suppose S = f δ where δ : D(I ) → R is the delta function supported at some point x p ∈ I . Then, to solve (1), one would assume the decomposition (or "ansatz") u = u − Θ − + u + Θ + with Θ ± : D(I ) → R denoting appropriately defined Heaviside distributions (supported to the right/left of x p , respectively), and u ± : U → R being simple functions (not distributions) to be solved for. Inserting such a decomposition for u into (1), one obtains homogeneous equations Lu ± = 0 on the appropriate domains, supplemented by the necessary boundary conditions (BCs) for these equations at x p ∈ I , explicitly determined by f . Generically, the latter arise in the form of relations between the limits of u − and u + (and/or the derivatives thereof) at x p , and for this reason are called "jump conditions" (JCs). Effectively, the latter completely replace the "point" source S in the original problem, now simply reduced to solving sourceless equations-hence the nomenclature of the method.
While in principle one can certainly contemplate the adaptation of these ideas into a variety of established approaches for the numerical solution of PDEs, we will focus specifically on their implementation through pseudospectral collocation (PSC) methods on ChebyshevLobatto (CL) grids. The principal advantages thereof lie in their typically very efficient (exponential) rates of numerical convergence as well as the ease of incorporating and modifying BCs (JCs) throughout the evolution. Indeed, PSC methods have enjoyed very good success in past work [39] [40] [41] [42] [43] [44] [45] [46] on the PwP approach for self-force calculations (and in gravitational physics more generally [53] , including arbitrary precision implementations [54] ), and so we shall not deviate very much from this recipe in the models considered in this paper. Essentially the main difference will be that here, instead of the method of lines which featured in most of the past PwP self-force work, we will for the most part carry out the time evolution using the simplest first-order forward finite difference scheme; we do this, on the one hand, so that we may illustrate the principle of the method explicitly in a very elementary way without too many technical complications, and on the other, to show how well it can work even with such basic tactics. Depending on the level of accuracy and computational efficiency required for any realistic application, these procedures can naturally be complexified (to higher order, more domains, more complicated domain compactifications etc.) for properly dealing with the sophistication of the problem at hand.
To summarize, past work using the PwP method only solved a specific form of Eq. (1) pertinent to the self-force problem: that is, with a particular choice of L and S (upon which we will comment more later). It did not consider the question of the extent to which the idea of the method could be useful in general for solving distributionally-sourced PDEs. These appear, as enumerated above, in many other fields of study-and we submit that a method such as this would be of valuable benefit to researchers working therein. The novelty of the present paper will thus be to formulate a completely general PwP method for any distributionally-sourced (linear) problem of the form (1) with the single limiting condition that supp(S) ⊂ I ⊆ U where dim(I ) = 1. We will prove rigorously why and how the method works for such problems, and then we will implement it to obtain numerical solutions to the variety of different applications mentioned earlier in order to illustrate its broad practicability. We will see that, in general, this method either matches or improves upon the results of other methods existent in the literature for tackling distributionally-sourced PDEs-and we turn to a more detailed discussion of this topic in the next subsection.
Comparison with other methods in the literature
Across all areas of application, the most commonly encountered-and, perhaps, most naively suggestible-strategy for numerically solving equations of the form (1) is to rely upon some sort of delta function approximation procedure on the computational grid [38, [55] [56] [57] . For instance, the simplest imaginable choice in this vein is just a narrow hat function (centered at the point where the delta function is supported, and having total measure 1) which, for better accuracy, one can upgrade to higher-order polynomials, or even trigonometric functions. Another readily evocable possibility is to use a narrow Gaussianand indeed, this is one option that has in fact been tried in self-force computations as well (see Ref. [58] , for example). However, this unavoidably introduces into the problem an additional, artificial length scale: that is, the width of the Gaussian, which a priori need not have anything to do with the actual ("physical") length scale of the source. Moreover, there is the evident drawback that no matter how small this artificial length scale is chosen, the solutions will never be well-resolved close to the distributional source location: there will always be some sort of Gibbs-type phenomenon 2 there. Methods for solving (1) which are closer in spirit to our PwP method have been explored in Refs. [61] and [62] . In particular, both of these works have used the idea of placing the distributional source at the interface of computational grids-however, they tackle the numerical implementation differently than we do.
In the case of Ref. [61] -which, incidentally, is also concerned with the self-force problem-the difference is that the authors use a discontinuous Galerkin method (rather than spectral methods, as in our PwP approach), and the effect of the distributional source is accounted for via a modification of the numerical flux at the "particle" location. This relies essentially upon a weak formulation of the problem, wherein a choice has to be made about how to assign measures to the distributional terms over the relevant computational domains. In contrast, we directly solve only for smooth solutions supported away from the "particle" location, and account for the distributional source simply by imposing adequate boundary-i.e. jump-conditions there.
Ref. [62] is closer to our approach in this sense, as the authors there also use spectral methods and also account for the distributional source via jump conditions. However, the difference with our method is that Ref. [62] treats these jump conditions as additional constraints (rather than built-in boundary conditions) for the smooth solutions away from the distributional source, thus over-determining the problem. That being the case, the authors are led to the need to define a functional (expressing how well the differential equations plus the jump conditions are satisfied) to be minimized-constituting what they refer to as a "least squares spectral collocation method". There is however no unique way to choose this functional. Moreover, the complication of introducing it is not at all necessary: our approach, in contrast, simply replaces the discretization of (the homogeneous version of) the differential equations at the "particle" location with the corresponding jump conditions (i.e. it imposes the jump conditions as boundary conditions, by construction-something which PSC methods are precisely designed to be able to handle), leading to completely determined systems in all cases which are solved directly, without further complications.
Finally, neither Ref. [61] nor [62] analyzed to any significant extent the conditions under which their methods might be applicable to more general distributionally-sourced PDEs. As mentioned, in the present paper we will devote a careful proof entirely to this issue. This paper is structured as follows. Following some mathematical preliminaries in Section 2, we prove in Section 3 how the PwP method can be formulated and applied to problems with the most general possible "point" source S : D(I ) → R, that is, one containing an arbitrary number of (linearly combined) delta derivatives and supported at an arbitrary number of points in I . Thus, one can use it on any type of (linear) PDE involving such sources, which we illustrate with the applications listed in (i)-(iv) above in Sections 4-7 respectively. Finally, we give concluding remarks in Section 8.
Setup
We wish to begin by establishing some basic notation and then reviewing some pertinent properties of distributions that we will need to make use of later on. While we will certainly strive to maintain a fair level of mathematical rigour here and throughout this paper (at least, insofar as a certain amount of formal precaution is inevitably necessary when dealing with distributions), our principal aim remains that of presenting practical methodologies; hence the word "distribution" may at times be liberally interchanged for "function" (e.g. we may say "delta function" instead of "delta distribution") and some notation possibly slightly abused, when the context is clear enough to not pose dangers for confusion.
Distributionally-sourced linear PDEs
Consider the problem (1) with S : D(I ) → R, where I ⊆ R is a one-dimensional subspace of U ⊆ R n , as discussed in the introduction. Then we can view U as a product space, U = I × V with V = U /I ⊆ R n−1 , and write coordinates on U as x = (x, y) with x ∈ I and y = (y 1 , . . . , y n−1 ) ∈ V , such that
denotes any arbitrary function on U . It is certainly possible, in the setup we are about to describe, to have V = ∅, i.e. problems involving just ODEs (on U = I ) of the form (1)-and, in fact, our first elementary example illustrating the PwP method in the following section will be of such a kind. For the more involved numerical examples we will study in later sections, we will most often be dealing with functions of two variables, x ∈ I for "space" (or some other pertinent parameter) and t ∈ V ⊆ R for time.
For any function (2) involved in these problems, we will sometimes use the notation f = ∂ x f for the "spatial" derivative; also, we may employḟ = ∂ t f for the partial derivative with respect to time t when {t} is (a subspace of) V . Now, as in the introduction, let L be any general m-th order linear differential operator. The sorts of PDEs (1) that we will be concerned with have the basic form
where f (x), g(x) etc. are "source" functions prescribed by the problem at hand, and we employ the convenient notation
to indicate the Dirac delta distribution on I centered at the "particle location" x p (y)-the functional form of which can be either specified a priori, or determined via some given prescription as the solution u itself is evolved. When there is no risk of confusion, we may sometimes omit the y dependence in our notation and simply write x p . In fact, our PwP method can even deal with multiple, say M , "particles". PwP computations of the self-force have actually only required M = 1 (there being only one "particle" involved in the problem), so the general M ≥ 1 case has not been considered up to now. Concordantly, to express our problem of interest (3) in the most general possible form, let us employ the typical PDE notation for "multi-indices" [63] , α = (α 0 , α 1 , . . . , α n−1 ) with each α I ∈ Z ≥ being a non-negative integer (indexed from I = 0 to I = n−1 so as to make sense vis-à-vis our coordinate notation on U , instead of the more usual practice to label them from 1 to n), and |α| = n−1 . Hence, we are dealing with any problem which can be placed into the form
with f ij : U → R denoting the "source" functions (for the j-th delta derivative of the i-th particle) and K ∈ Z ≥ the highest order of the delta function derivatives in S, appropriately supplemented by initial/boundary conditions (ICs/BCs).
Let us give a few basic examples to render this setup more palpable. One very simple example-that which will serve as our first illustration of the PwP method in the next section-is the simple harmonic oscillator with a constant delta function forcing (source) term-that is, the ODE (with V = ∅):
where δ (p) (x) = δ(x − x p ) for some fixed x p ∈ I , and a ∈ R. Another example is the wave equation with a moving singular source,
with x p (t) specified as a function of time.
Properties of distributions
We now wish to remind the reader of a few basic properties of distributions before proceeding to describe the PwP procedure; for a good detailed exposition, see e.g. Ref. [64] . Let f : U → R be, as before, any function involved in the problem (5) . We denote by
the function evaluated at the "particle" position. Furthermore, let φ ∈ D(I ) be any test function on I . Then we define the action of the distribution associated with f as:
We say that two functions f and g are equivalent in the sense of distributions if
An identity which will be important for us in discussing the PwP method is the following [3, 65] :
where δ
. For concreteness, let us write down the first three cases explicitly here:
For the interested reader, we offer in Appendix A a proof by induction of the formula (11), which is instructive for appreciating the subtleties generally involved in manipulating distri-
be the Heaviside function which is supported to the right/left (respectively) of x p . Then, we have:
and so on for higher order partials.
For notational expediency, we may sometimes omit the (p) subscript on the Heaviside functions (and derivatives thereof) when the context is sufficiently clear.
3 The "Particle-without-Particle" method As discussed heuristically in the introduction, the basic idea of our method for solving (5) is to effectively eliminate the "point"-like source or "particle" from the problem by decomposing the solution u into a series of distributions: specifically, Heaviside functions
and, if necessary, delta functions (plus delta derivatives) at supp(S):
where u i : U → R and we need to include the second sum with
We will prove in this section that one can always obtain solutions of the form (18) to the problem (5). In particular, inserting (18) into (5) will always yield homogeneous equations
along with JCs on (the derivatives of) u-and possibly (derivatives of) h ij if applicable. In general, we define the "jump"
Henceforth, for convenience, we will generally omit the y-dependence and simply write
First we will work through a simple example in order to offer a more concrete sense of the method, and afterwards we will show in general how (18) solves (5).
Simple example
We illustrate here the application of our PwP method to a very simple ODE (and singleparticle) example. We will consider the problem
where δ is simply the delta function centered at x p = 0. We begin by decomposing u as
where Θ ± (x) = Θ(±x), and we insert this into (21) . Using (16), the LHS becomes simply
Now before we can equate this to the distributional terms in the source (RHS), we must apply the identity (11) . In particular, we use
. Thus, the above becomes
. (26) Plugging this into the DE (21), we have
Therefore the original problem is equivalent to the system of equations:
Let us solve (28), for simplicity, taking L = π/4. The left homogeneous equation in (28) has the general solution u
, and the BC tells us that 0 =
The right homogeneous equation in (28) similarly has general solution u
So far we have two equations (29)- (30) for four unknowns (the integration constants in the general solutions). It is the JCs in (28) that provide us with the remaining necessary equations to fix the solution. We have u
+ (understood in the appropriate limit approaching x p = 0). Hence the JCs tell us:
(We can think of the JCs as a mixing of the degrees of freedom in the homogeneous solutions in such a way that they "link together" to produce the solution generated by the original distributional source.) Solving (29)- (32), we get
+ . We now have the full solution to our original problem (21):
General proof
Suppose we have M "particles" located at supp(S) = {x pi } M i=1 ⊂ I , as in the problem (5), with x p1 < x p2 < · · · < x pM . (NB: For M ≥ 2, if there exists any subset of V where it should happen that x pi (y) > x pi+1 (y) as a consequence of the y-evolution, we can, without loss of generality, simply swap indices within that subset so as to always have x pi < x pi+1 , ∀i.) Furthermore let us assume for the moment that the maximum order of delta function derivatives in the source is one less than the order of the PDE (or smaller), i.e. K = m − 1. In this case, we do not need to consider the second term on the RHS of (18), i.e. u is just split up into pieces which are supported only in between all the particle locations: u 0 (x) to the left of x p1 , u 1 (x) between x p1 and x p2 , ..., u i (x) between x pi and x pi+1 , ..., and finally u M to the right of x pM . Thus, we take
where we define
denoting, as before,
Another way of stating this is that we assume for u a piecewise decomposition
where the D i 's are disjoint subsets of I between each "particle location", i.e.
where
The general strategy, then, is to insert (34) into (5), and to obtain a set of equations by matching (regular function) terms multiplying the same derivative order of the Heaviside distributions. Explicitly, using the Leibniz rule, we get
At zeroth order in derivatives of the Heaviside functions, i.e. the sum of all |β| = 0 terms in the LHS above, we will always simply obtain-in the absence of any Heaviside functions on the RHS-a set of M + 1 homogeneous equations, which constitute simply the original equation on each disjoint subset of I but with no source:
At first order and higher in the Heaviside derivatives (thus, zeroth order and higher in delta function derivatives), i.e. the sum of all |β| = 0 terms in the LHS of (39), we have terms of the form
for some y-dependent functions F ij : V → R and G ij : V → R which arise from the implicit differentiation (e.g., Eqns. (16)- (17)), and the precise form of which does not concern us for the present purposes. Plugging (42) into (39) and manipulating the sums, we get
where for convenience we have defined
for some y-dependent functions H ij : V → R (related to F ij and G ij , and the precise form of which is also unimportant). At this point, one must be careful: before drawing conclusions regarding the equality of terms (the coefficients of the delta function derivatives) in (43) , one should apply the identity (11) . Doing this, one obtains:
with the omitted summation limits as before. Thus, we see that on the LHS, we have terms involving
Thus, defining the y-dependent functions
we can use (48) to write (45) in the form:
where the terms involving u i partials "at the particle" should be understood as the limit evaluated from the appropriate direction, i.e.
Having obtained (51), we can finally match the coefficients of each δ (k) (pi) to obtain the JCs with which the homogeneous equations (40) must be supplemented.
Let us now extend this method to problems where the maximum order of delta function derivatives in the source equals or exceeds the order of the PDE, i.e. K ≥ m, a case not previously required-and hence not yet considered-in any of the past PwP work on the self-force. To do this, we just add to our ansatz the second term on the RHS of (18), which for convenience we denote u δ ; that is:
with h ij (y) to be solved for. Inserting (54) into (5) we get, on the LHS of the PDE, the homogeneous problems (at zeroth order) as before, then the LHS of (51) due again to the sum of Heaviside functions term in (54) , plus the following due to the sum of delta function derivatives:
using the Leibniz rule. Next, we employ the Faà di Bruno formula [66] to carry out the implicit differentiation of the delta function derivatives; writing (n − 1) dimensional multiindices on V (pertaining only to the y variables) with tildes, e.g.β = (β 1 , . . . , β n−1 ), we have the following:
q k = l and s k=1 q kλk =β}. Therefore, with all the summation limits the same as above, we get
Finally, we use the distributional identity (11) to obtain
with which the higher order delta function derivatives on the RHS of (5) can be matched.
Limitations of the method
Let us now discuss more amply the potential issues one is liable to encounter in any attempt to extend the PwP method further beyond the setup we have described so far. Firstly, we stress once more that the method is applicable only to linear PDEs. As pointed out in the introduction, this is simply an inherent limitation of the classic theory of distributions. In particular, there it has long been proved [2] (see also the discussion in Ref. [5] ) that there does not exist a differential algebra (A, +, ⊗, δ) wherein the real distributions can be embedded, and: (i) ⊗ extends the product over
holds. Attempts have been made to overcome this and create a sensible nonlinear theory of distributions by defining and working with more general objects dubbed "generalized functions" [4] . Nonetheless, these have their own drawbacks (e.g. they sacrifice coherence between the product over C 0 (R) and that of the differential algebra), and different formulations are actively being investigated by mathematicians [5, 67] . A PwP method for nonlinear problems in the context of these formulations could be an interesting line of inquiry for future work.
Secondly, as we have seen, the PwP method as developed here is guaranteed to work only for those (linear) PDEs the source S of which is a distribution not on the entire problem domain U , but only on a one-dimensional subspace I of that domain. One may sensibly wonder whether this situation can be improved, i.e. whether a similar procedure could succeed in tackling equations with sources involving (derivatives of) delta functions in multiple variables-yet, one may also immediately realize that such an attempted extension quickly leads to significant complications and potentially impassable problems. Let us suppose that the source contains (derivatives of) delta functions inn > 1 variables. We still define I such that supp(S) ⊂ I , so now we have I ⊆ Rn, and let us adapt the rest of our notation accordingly so that an arbitrary function on U is
We also adapt the multi-index notation to α = (ᾱ 1 ,ᾱ 2 , . . . ,ᾱn, α 1 , α 2 , . . . , α n−n ). We can still write the most general linear partial differential operator, just as we did earlier, as
Moreover, in general, we use the barred boldface notationv for any vector in I ,v = (v 1 , . . . ,vn) ∈ I ⊆ Rn.
One may first ask whether a PwP-type method could be used to handle "point" sources in I ⊆ Rn. In other words, can we find a decomposition of u which could be useful for a problem of the form
(assuming for simplicity a single point source atx p ∈ I ) with∇ = ∂/∂x and given functions f : U → R,ḡ : Un → R etc.? Intuitively, in order to match the delta function (derivatives) on the RHS, we might expect u to contain then-dimensional Heaviside function Θ : D(I ) → R. Thus, in the same vein as (34), a possible attempt (for K < m) might be to try a splitting such as
where Π is here the Cartesian product and the entrywise product; but whether or not this will work depends completely upon the detailed form of L. For example, the procedure might work in the case where L contains a nonvanishing D (1,1,. ..,1,α1,...,αn−n) term, so as to produce a δ(x −x p ) term upon its action on u (in the form (62)), needed to match the f (x) term on the RHS of (61). However, this still does not guarantee that all the distributional terms can in the end be appropriately matched, and so in general, one should not expect that such an approach in these sorts of problems will yield a workable strategy.
To render the above discussion a little less abstract, let us illustrate what we mean by way of a very simple example. Consider a two-dimensional Poisson equation
, where the RHS is the two-dimensional delta function supported at the origin. An attempt to solve this via our method would begin by decomposing the solution into a form u = j u j Θ j , for some suitably-defined Heaviside functions Θ jsupported, for example, on positive/negative half-planes in each of the two coordinates, or perhaps on each quadrant of R 2 . However, the RHS of this problem is, by definition,
, and there is no way to get such a term from the operator L = ∂ 2 x + ∂ 2 y acting on any linear combination of Heaviside functions. The unconvinced reader is invited to try a few attempts for themselves, and the difficulties with this will quickly become apparent.
That said, one case in which a PwP-type procedure could work is when the source contains (one-dimensional) "string"-like singularities (instead ofn-dimensional "point"-like ones) in each of thex variables-in other words, when our problem is of the form
with f a : U → R, g a : U → R etc. Then, a decomposition of u which can be tried in such
First order hyperbolic PDEs
We now move on to applications of the PwP method, beginning with first order hyperbolic equations. First we look at the standard advection equation, and then a simple neural population model from neuroscience. Finally, we consider another popular advection-type problem with a distributional source-namely, the shallow water equations with discontinuous bottom topography-and briefly explain why the PwP method cannot be used in that case.
Advection equation
As a first very elementary illustration of our method, let us consider the (1 + 1)-dimensional advection equation for u(x, t) with a time function singular point source at some x = x * :
where we assume that the source time function g(t) is smooth and vanishes at t = 0. On an unbounded spatial domain (i.e. x ∈ R), the exact solution of this problem is
i.e. the forward-translated source function in the right half of the future light cone emanating from x * . If we suppose that the source location satisfies (66) is also a solution of our problem (65) 
This precise problem is treated in Ref.
[57] using a (polynomial) delta function approximation procedure, with the following: g(t) = e
−(t−t0)
2 /2 , t 0 = 8, L = 40 and x * = 10 + π.
We numerically implement the exact same setup, but using our PwP method: that is, we de-
Inserting this into (65), we get homogeneous PDEs ∂ t u ± + ∂ x u ± = 0 to the left and right of the singularity, i.e. on
respectively, along with a jump in the solution [u] * = g(t) at the point of the source singularity.
The details of our numerical scheme are described in Appendix C.1. We also offer in Appendix B a brief description of the PSC methods and notation used therein.
The solution for zero initial data is displayed in Figure 1 , and the numerical convergence in Figure 2 . For the latter, we plot-for the numerical solution u at t = T /2-both the absolute error (in the l 2 norm on the CL grids, as in Ref. [57] ), abs = ||u − u ex || 2 , as well as the truncation error in the right CL domain D + given simply the absolute value of the last spectral coefficient a N of u + . We see that the truncation error exhibits typical (exponential) spectral convergence; the absolute error converges at the same rate until N ≈ 40, after which it converges more slowly because it becomes dominated by the O(∆t) = O(N −2 ) error in the finite difference time evolution scheme. Nevertheless, for the same number of grid points, our procedure still yields a lower order of magnitude of the l 2 error as was obtained in Ref. [57] with a sixth order finite difference scheme (relying on a a source discretization with 6 moment conditions and 6 smoothness conditions); we present a simple comparison of these in the following table: abs N = 80 N = 160 Ref. [57] O(10 
Advection-type equations in neuroscience
Advection-type equations with distributional sources arise in practice, for example, in the modeling of neural populations. In particular, among the simplest of these are the so-called "integrate-and-fire" models. For some of the earlier work on such models from a neuroscience perspective, see for example [22, 23] and references therein; for more recent work focusing on mathematical aspects, see [24, 25] . Their aim is to describe the probability density ρ (v, t) of neurons as a function of certain state variables v and time t. Often the detailed construction of these models can be quite involved and dependent on a large number of parameters, so to simply illustrate the principle of our method we here consider the simple case where the single state variable is the voltage V . Then, generally speaking, the dynamics of ρ(V, t) takes the form of a Fokker-Planck-type equation on V ∈ (−∞, L] with a singular source at some fixed V = V * < L,
The source time function N (t) must be such that conservation of probability, i.e. ∂ t dV ρ = 0, is guaranteed under homogeneous Dirichlet BCs. As a simplification of this problem, let us suppose, as is sometimes done, that the diffusive part (the second derivative term on the LHS) of (67) is negligible. Moreover, in simple cases, the velocity function f in the advection term has the form f = −V + constant, and we just work with the constant set equal to 1. We restrict ourselves to a bounded domain for V which for illustrative purposes we just choose to be I = [0, L]. Demanding homogeneous Dirichlet BCs at the left boundary in conjunction with conservation of probability fixes the source time function to be N (t) = (1 − L)ρ(L, t). Thus, we are going to tackle the following problem:
We now implement the PwP decomposition:
. Inserting this into the PDE (68), we get the homogeneous problems
t).
An example solution for Gaussian initial data centered at V = 0.3 is displayed in Figure  3 , and the numerical convergence in Figure 4 . In the latter, we plot-again for the numerical solution ρ at the final time-the truncation error as well as (in the absence of an exact solution) what we refer to as the conservation error, cons = |1 − I dV ρ(V, t)|, which simply measures how far we are from exact conservation of probability. Both of these exhibit exponential convergence. The integral in cons is computed as a sum over both domains,
and numerically performed on each using a standard pseudospectral quadrature method (as in, e.g., Chapter 12 of Ref. [68] ).
This procedure can readily be complexified with the inclusion of a diffusion term, and indeed we will shortly turn to purely diffusion (heat-type equation) problems in the following section.
Advection-type equations in other applications
Another advection-type application in which one may be tempted to try applying some form the PwP method is the shallow water equations. Setting the gravitational acceleration to 1, these read:
where B(x) is the elevation of the bottom topography, h(x, t) is the fluid depth above the bottom and u(x, t) is the velocity. If the topography is discontinuous, i.e. if B / ∈ C 0 (R), then the RHS of (69) will be distributional; this can happen, e.g., if the bottom is a step (if B = Θ, then the RHS is 0 −hδ ), a wall etc. However, the problem with applying the PwP method here is that (69) is nonlinear, and so one encounters precisely the sorts of issues detailed at the end of the preceding section. Indeed, explicit numerical solutions that have been obtained for (69) in the literature [69, 70] qualitatively indicate that a PwP-type decomposition as described here would be inadequate (and, anyway, nonsensical mathematically) for such problems.
Parabolic PDEs
We begin by analyzing the standard heat equation and then move on to an application in finance which includes two (time-dependent) singular source terms. (68) with (normalized) Gaussian initial data centered at V = 0.3. Fig. 4 Convergence of the numerical scheme for the problem (68).
Heat equation
Let us consider now the (1 + 1)-dimensional heat equation for u(x, t) with a constant point source at a time-dependent location x = x p (t), with Dirichlet boundary conditions:
In this case, we do not have the exact solution. This problem is treated in [38] using a delta function approximation procedure, with the following setup: I = [0, 1], α = 0 = β and λ = 10; constant-valued and sinusoidal point source locations x p (t) are considered. We implement here the same, using our PwP method:
)). Inserting this into (70), we get homogeneous PDEs
x u ± = 0 to the left and right of the singularity,
respectively; additionally, we have the following JCs:
The details of the numerical scheme are given in Appendix C.2, and results for zero initial data in Figures 5 and 6 .
Heat-type equations in finance
We consider a model of price formation initially proposed in Ref. [26] ; see also Refs. [27] [28] [29] [30] [31] . This model describes the density of buyers f B (x, t) and the density of vendors f V (x, t) in a system, as functions of of the bid or, respectively, ask price x ∈ R for a certain good being traded between them, and time t ∈ [0, ∞).
The idea is that when a buyer and vendor agree on a price, the transaction takes place; the buyer then becomes a vendor, and vice-versa. However, it is also assumed that there exists a fixed transaction fee a ∈ R. Consequently, the actual buying price is x + a, and so the (former) buyer will try to sell the good at the next trading event not for the price x, but for x + a. Similarly, the profit for the vendor is actually x − a, and so he/she would not be willing to pay more than x − a for the good at the next trading event. In time, this system should achieve an equilibrium.
Mathematically, the dynamics of the buyer/vendor densities is assumed to be governed by the heat equation with a certain source term. The source term in each case is simply the (time-dependent) transaction rate λ(t), corresponding to the flux of buyers and vendors, at the particular price where the trading event occurs, shifted accordingly by the transaction cost. Thus the system is described by
and
where the free boundary x p (t) represents the agreed price of trading at time t, and the transaction rate is λ(
The functional form of λ(t) is uniquely fixed simply by the requirement that the two densities are conserved, i.e. ∂ t dxf B = 0 = ∂ t dxf V , under the assumption that we have homogeneous Neumann BCs at the left and right boundaries respectively.) Now, we can actually combine this system into a single problem for the difference between buyer and vendor densities,
The "spatial" (i.e. price) domain can be taken to be bounded, and homogeneous Neumann BCs are assumed at the boundaries. Thus the problem we are interested in is:
, and we have defined x p± (t) = x p (t) ± a. Moreover, one can show that from this setup, it follows that the free boundary evolves viȧ
In this case, we have not one but two singular source locations on the RHS of the PDE. Hence, in order to implement the PwP method, we must here divide the spatial domain I into three disjoint regions, with the two singularity locations at their interfaces:
)). Inserting this into the PDE (74), we get homogeneous problems (∂
Before proceeding to the numerical implementation, we note that it is possible to derive an exact stationary dx f , one can show that in the stationary (t → ∞) limit,
which we can use to determine the exact stationary solution
The problem (74) is solved numerically in Ref. [27] (see also section 2.5.2 of [31] ) using (Gaussian) delta function approximations for the source on an equispaced computational grid. We implement here using our PwP method the exact same setup: in particular, we take a transaction fee of a = 0.1 and initial data f I (x) = As we evolve forward in time, we use Chebyshev polynomial interpolation to determine the transaction rate λ(t) (i.e. the negative of the spatial derivative of the solution at x p (t)) as well as the evolution of x p (t) via (75) .
The numerical scheme is given in Appendix C.2, and results in Figures 7 and 8 . In particular, in Figure 7 we show the numerical solution for f , and in Figure 8 , the price as a function of time as well as the numerical convergence rates. For the latter, we plot not only the truncation error but also the absolute error with the stationary solution (78), in this case, using the infinity norm: abs = ||f − f stat || ∞ . Of course, since we can only evolve the solution up to a finite time (which we choose to be t = T = 1), we should not expect this to converge to zero; however, its decline with increasing N nevertheless serves to illustrate a good validation of our results.
We remark that our numerical implementation here not only requires an order of magnitude fewer grid points than that of Ref. [27] , but in fact yields convergence to the correct stationary solution while that of Ref. [27] does not. Indeed, in the latter, not only are more points required (essentially due to the necessity of resolving well enough the Gaussianapproximated delta functions) but the scheme actually fails, even so, to approach (78) as well as ours by the same finite time, t = T = 1. (To wit, Ref. [27] obtains x p → 0.71 in the large t limit, instead of the correct value, 0.7223, which we achieve with our PwP method as shown in Figure 8 .)
Second order hyperbolic PDEs
We move on to consider in this section second order hyperbolic problems. In particular, we first solve the standard (1 + 1)-dimensional elastic wave equation, taking a delta derivative source. Afterwards, we discuss possible physical applications of this and obstacles theretoincluding problems in gravitational physics and seismology.
Wave equation
Let us consider the the elastic wave equation, in the form of the following simplified (1+1)-dimensional problem for u(x, t) with a delta function derivative source at a fixed point x * ∈ I = [0, L], and homogeneous Dirichlet boundary conditions:
It is actually possible to derive an exact solution for this problem on an unbounded domain I = R. For the interested reader, the procedure is explained in Appendix D. For concreteness we take a simple sinusoidal source time function g(t) = κ sin(ωt), in which case the exact solution reads: where sgn(·) is the sign function, with the property d(sgn(x))/dx = 2dΘ(x)/dx = 2δ(x).
To solve (79) numerically, we implement the now familiar PwP decomposition:
Inserting this into (79), we get homogeneous PDEs ∂ T with v = ∂ x u and w = ∂ t u, as
The numerical scheme is given in Appendix C.3, and results in Figures 9 and 10 . The absolute error is again computed in the infinity norm on the CL grids: abs = ||u − u ex || ∞ .
The same problem (79) is considered numerically in Ref. [32] , but using a different (polynomial) source function g(t), and a discretization procedure for the delta function (derivatives) on the computational grid (carried out in such a way that the distributional action thereof yields the expected result on polynomials up to a given degree). With our PwP method here, we obtain the same order of magnitude of the (absolute) error in the numerical solution as that in Ref. [32] for the same (order of magnitude of) number of grid points; however the drawback of the "discretized delta" method of Ref. [32] , in contrast to the PwP method, is that the solution in the former is visibly quite poorly resolved close to the singularity.
We add that we have also carried out the solution to the problem shown in Figure 9 using higher-order (from second up to eighth order) finite-difference time evolution schemes. These yield no visible improvement (at any order tried) in either the absolute or the truncation error relative to the first-order time evolution results. Thus the spacial pseudospectral grid appears to control the total level of the error, with a higher-order scheme for the time evolution producing, at least in this case, no greater benefits.
Wave-type equations in physical applications
As we have mentioned, our numerical studies in this paper are largely motivated by their applicability to the computation of the self-force in gravitational physics. There one encounters different levels of complexity of this problem, the simplest being that of the self-force due to a scalar field-as a conceptual testbed for the more complicated and realistic problem of the full self-force of the gravitational field-in a fixed (non-dynamical) black hole spacetime. This can refer to a non-spinning (Schwarzschild-Droste 3 ) black hole, where the problem is of the form (1) where L = ∂ 2 t − ∂ 2 x + V is just a simple (1 + 1)-dimensional wave operator with some known potential V and a source S = f δ (p) , with dim(I ) = 1. We recognize this now as quite typical for the application of our PwP method, and indeed this has been done with success in the past [39] [40] [41] [42] [43] [44] [45] [46] . As we briefly remarked in the Introduction, the main difference between most of these works and our numerical schemes throughout this paper is that for the time evolution, rather than relying on finite-difference methods, the former made use of the method of lines. This can be quite well-suited especially for these types of (1 + 1)-dimensional hyperbolic problems, which can be formulated in terms of characteristic fields propagating along the two lightcone directions (t ± x = const.). The imposition of the JCs is then achieved quite simply in this setting by just evolving, in the left domain, the characteristic field propagating towards the right and relating it (via the JC) to the value of the characteristic field propagating towards the left in the right domain. For the interested reader, this kind of procedure is described in detail in Chapter 3 of Ref. [39] .
We could also consider the scalar self-force problem in a spinning (Kerr) black hole spacetime, however the issue there-owing to the existence of fewer symmetries in the problem than in the non-spinning case-is that dim(I ) = 2 in the time domain (with a more complicated second-order hyperbolic operator L); however, this could be remedied for a possible PwP implementation by passing to the frequency domain, which transforms (1) to an ODE (with dim(I ) = 1, V = ∅, and again, a simple source S = f δ (p) ).
The application of the PwP method to the full gravitational self-force is a subject of ongoing work, however (modulo certain technical problems relating to the gauge choice, which we will not elaborate upon here) in the Schwarzschild-Droste case it essentially reduces to solving the same type of problem (1) with dim(I ) = 1 and S = f δ (p) + gδ (p) . The equivalent problem in the Kerr case once again suffers from the issue that dim(I ) = 2 in the time domain, so the PwP method cannot be applied there except after a transformation to the frequency domain (which produces dim(I ) = 1 and S = f δ (p) + gδ (p) + hδ (p) in this case).
Outside of gravitational physics, another setting where the PwP technique could also possibly prove useful is in seismology. There, however, the modeling of seismic waves [32, [34] [35] [36] [37] typically involves equations of the form (61) with 3-dimensional delta functions (i.e. dim(I ) =n = 3, usually referring to the 3 dimensions of ordinary space) which, as we have amply discussed in relation thereto, are not directly amenable to a PwP-type approach as such. However, the methods outlined in this paper might be of some use if symmetries or other simplifying assumptions can, in a situation of interest, reduce the dimension of the distributional source to 1 (as an alternative to delta function approximation procedures, which are common practice in this area as well).
Elliptic PDEs
Finally, we consider in this section the elliptical problem appearing in section 4.3 of Ref. [38] : namely, the Poisson equation on a square of side length 2 centered on the origin in R 2 , with a simple (negative) one-dimensional delta function source supported on the circle of radius r * = 1 2 ,
In this case, the polar symmetry of the PDE entails that the solution will only depend on the radial coordinate r (which in this case notationally substitutes the x coordinate in antecedent sections). Indeed, (82) has an exact solution which is simply given by
We can use the fact that in polar coordinates,
θ , and so numerically all we need to do is solve (∂ The detailed numerical scheme is given in Appendix C.4, and results in Figure 11 . In this case, we simply plot the errors along the positive x-axis in R 2 on the CL grids: in addition to the right-domain truncation error, we also show (as is done in Ref. [38] ) the absolute error in both the l 1 -norm,
abs = ||u − u ex || 1 , as well as in the infinity norm,
abs = ||u − u ex || ∞ . Up to N ≈ 20, we observe the typical (exponential) spectral convergence of all three errors, with a significant (by a few orders of magnitude) improvement over the results of Ref. [38] (using delta function approximations) for the latter two.
Conclusions
We have expounded in this paper a practical approach-the "Particle-without-Particle" (PwP) method-for numerically solving differential equations with distributional sources; to summarize, one does this by breaking up the solution into (regular function) pieces supported between-plus, if necessary, at-singularity ("particle") locations, solving sourceless (homogeneous) problems for these pieces, and then matching them via the appropriate "jump" (boundary) conditions effectively substituting the original singular source. Building upon its successful prior application in the specific context of the self-force problem in general relativity, we have here generalized this method and have shown it to be viable for any linear partial differential equation of arbitrary order, with the provision that the distributional source is supported only on a one-dimensional subspace of the total problem domain. Accordingly, we have demonstrated its usefulness by solving first and second order hyperbolic problems, with applications in neuroscience and acoustics, respectively; parabolic problems, with applications in finance; and finally a simple elliptic problem. In particular, the numerical schemes we have employed for carrying these out have been based on pseudospectral collocation methods on Chebyshev-Lobatto grids. Generally speaking, our results have yielded varying degrees of improvement in the numerical convergence rates relative to other methods in the literature that have been attempted for solving these problems (typically relying on delta function approximation procedures on the computational grid).
We stress once more that the main limitations of the our PwP method as developed here are that it is only applicable to linear problems with one-dimensionally supported distributional sources. Thus, interesting lines of inquiry for future work might be to explorehowever/if at all possible-extensions or adaptations of these ideas (a) to nonlinear PDEs, which would require working with nonlinear theories of distributions (having potential applicability to problems such as, e.g., the shallow-water equations with discontinuous bottom topography); (b) to more complicated sources than the sorts considered in this paper, perhaps even containing higher-dimensional distributions but possibly also requiring additional assumptions, such as symmetries (which might be useful for problems such as, e.g., seismology models with three-dimensional delta function sources).
after rearranging the sum terms. Using the recursive formula for the binomial coefficient,
, and then including the first and last terms in (91) into the sum, we get:
Now using φ
, φ , we finally obtain
which is what we wanted to prove.
B Pseudospectral collocation methods
We use this appendix to describe very cursorily the PSC methods used for the numerical schemes in this paper and to introduce some notation in relation thereto. For good detailed expositions see, for example, Refs. [68, 75, 76] . We work on Chebyshev-Lobatto (CL) computational grids. On any domain 
which can straightforwardly be transformed (by shifting and stretching) to the desired grid on D. For any function f : D → R we denote via a subscript its value at the i-th CL point, f (X i ) = f i , and in slanted boldface the vector containing all such values,
There exists an (N + 1) × (N + 1) matrix D, the so-called CL differentiation matrix, such that the derivative values of f can be approximated simply by applying it to (96), i.e. f = Df . For convenience, we also employ the notation M(r i : r f , c i : c f ) to refer to the part of any matrix M from the r i -th to the r f -th row and from the c i -th to the c f -th column. (A simple ":" indicates taking all rows/columns.)
C Numerical schemes for distributionally-sourced PDEs
C.1 First-order hyperbolic PDEs
We apply a first order in time finite difference scheme to the homogeneous PDEs; thus, prior to imposing BCs/JCs, the equations become
, where the vectors u ± k contain the values of the solutions on the CL grids at the k-th time step, D ± is the CL differentiation matrix on the respective domains, and ∆t is our time step. We can rewrite the discretized PDE as u
To impose the BC and JC, we modify the equations as follows:
Similarly, for our neuroscience application, we discretize the PDE using a first order finite difference scheme:
. Hence, prior to imposing the BC/JC, we have ρ
. To impose the BC/JC, we just modify the equations accordingly: 
For transforming back, we have
Thus, for any function f (t, x) in these problems, we must take care to express the time partial using the chain rule as
where in the second line we have used (105)-(106). Now, let us use this to formulate the numerical schemes for our problems-first, for the heat equation. Let D ± k denote the CL differentiation matrices on each of the two domains at the k-th time step. Then, using (108), we have here the following finite difference formula for the homogeneous PDEs prior to imposing BCs/JCs: 
Note that we are actually introducing an error by using (for convenience and ease of adaptability) D 
C.3 Second-order hyperbolic PDEs
We again apply a first order in time finite difference scheme to the homogeneous PDEs; prior to imposing BCs/JCs, the equations become 
We can rewrite the discretized PDE as
To impose the BCs and JCs, we modify the equations as follows: 
C.4 Elliptic PDEs
In this case we have no time evolution, and we simply need to solve ((D ± ) 2 + diag(1/X ± i )D ± )u ± = M ± u ± = 0, modified appropriately to account for the BCs and JCs. In particular, we first solve for u + using the BCs, and then for u − using the solution for u + to implement the JCs: 
D Exact solution for the elastic wave equation
A useful method for obtaining exact solutions to the problem (79) on I = R is outlined in Ref. [32] ; we follow the same procedure here, except using a sinusoidal source time function (rather than a polynomial, as is done in Ref. [32] ). We begin by Fourier transforming the PDE in the spatial domain, usinĝ u (ξ, t) = R dx u (x, t) e −iξx , u (x, t) = 1 2π
Thus, multiplying the PDE in (79) by e −iξx , integrating over R and applying integration by parts with the assumption of vanishing boundary terms, we get the following equation for the Fourier transform of u:
u + ξ 2û = iξg (t) e −iξx * .
One can easily check that the exact solution of (123) 
Inserting g(τ ) = κ sin(ωτ ) into (124) and carrying out the integrals, we get
Finally, plugging (125) back into (122) and using 
we get the solution (80).
