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Abstract—Abnormal event detection in video is a complex computer vision problem that has attracted significant attention in recent
years. The complexity of the task arises from the commonly-agreed definition of an abnormal event, that is, a rarely occurring event
that typically depends on the surrounding context. Following the standard formulation of abnormal event detection as outlier detection,
we propose a scene-agnostic framework that learns from training videos containing only normal events. Our framework is composed of
an object detector, a set of appearance and motion auto-encoders, and a discriminator. Since our framework only looks at object
detections, it can be applied to different scenes, provided that abnormal events are defined identically across scenes. This makes our
method scene agnostic, as we rely strictly on objects that can cause anomalies, and not on the background. To overcome the lack of
abnormal data during training, we propose an adversarial learning strategy for the auto-encoders. We create a scene-agnostic set of
out-of-domain adversarial examples, which are correctly reconstructed by the auto-encoders before applying gradient ascent on the
adversarial examples. We further utilize the adversarial examples to serve as abnormal examples when training a binary classifier to
discriminate between normal and abnormal latent features and reconstructions. Furthermore, to ensure that the auto-encoders focus
only on the main object inside each bounding box image, we introduce a branch that learns to segment the main object. We compare
our framework with the state-of-the-art methods on three benchmark data sets, using various evaluation metrics. Compared to existing
methods, the empirical results indicate that our approach achieves favorable performance on all data sets. In addition, we provide
region-based and track-based annotations for two large-scale abnormal event detection data sets from the literature, namely
ShanghaiTech and Subway.
Index Terms—abnormal event detection, anomaly detection, auto-encoders, adversarial training, security and surveillance.
F
1 INTRODUCTION
A BNORMAL events are defined as rare occurrences thatdeviate from the normal patterns observed in familiar
events. Moreover, the classification of an event as normal
or abnormal always depends on the context. For instance,
driving a truck on the street is considered normal, but,
if the truck enters a pedestrian area, the event becomes
abnormal. Considering the commonly-adopted definition of
abnormal events and the reliance on context, it is difficult to
obtain a sufficiently representative set of anomalies for all
possible contexts, making traditional supervised methods
less applicable to abnormal event detection. Therefore, the
majority of anomaly detection methods proposed so far
are based on outlier detection [1], [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23], [24], [25], learning normality models
from training videos containing only normal events. During
inference, an event is labeled as abnormal if it deviates from
the normality model. In general, existing abnormal event
detection methods build the normality model using local
features [6], [7], [11], [12], [13], [20], [22], [25], [26], [27],
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[28], global (frame-level) features [3], [8], [10], [14], [15], [16],
[17], [18], [19], [21], [29], or both [2], [4], [30]. Such methods
work well when training and testing are conducted on the
same scene. If we switch to a different scene at inference
time, however, the methods based on local or global features
tend to fail because the features used for the normality
model are specific to the training scene. There are a few
approaches that do not require any training data [31], [32],
[33], [34], instead employing different algorithms for change
detection at test time. Such methods can be considered
scene-agnostic, but they typically obtain lower performance
levels compared to methods that rely on training data to
build normality models. Other works, such as [35], frame
anomaly detection as an action recognition task, considering
only events that are always abnormal, irrespective of the
context, e.g. arson attacks, burglaries or traffic accidents.
By considering only generic abnormal events, the method
developed by Sultani et al. [35] is implicitly scene-agnostic.
However, the method violates the commonly-accepted def-
inition of abnormal events, being considered by others [36]
more as an action recognition method. A handful of meth-
ods [5], [37], [38] also have the potential to be scene-agnostic,
while still taking into account the reliance on context of
anomalies. This is achieved by applying an object detector
before feature extraction, allowing the model to learn the
normality only with respect to the objects, while ignoring
the background or other elements specific to the scene.
Similar to the above mentioned works [5], [37], [38], we
employ an object detector, analyzing the abnormality at the
object level by extracting appearance or motion features
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to represent each object. Different from preliminary works
that rely on object detection [5], [37], [38], we are the
first to present a cross-database (cross-domain) evaluation,
demonstrating that our proposed method is scene-agnostic.
Remarkably, our cross-domain results on Avenue [11] and
ShanghaiTech [12] surpass many of the recently reported in-
domain results (see Section 4.8).
The current work stems from our recent work [5] propos-
ing an object-centric framework that applies a single-shot
detector (SSD) [39] on each frame, then learns deep unsu-
pervised features using convolutional auto-encoders (CAEs)
on top of the detected objects. The latent training features
are subsequently clustered using the k-means algorithm
to obtain clusters representing various types of normality.
The learning phase ends by training a binary classifier to
discriminate each normality cluster from the rest, accord-
ing to the one-versus-rest scheme. During inference, the
highest classification score corresponding to a given test
sample represents the normality score of that respective
sample. While our preliminary framework attained state-
of-the-art results at the time of publication [5], we observed
that the auto-encoders sometimes produce excessively good
reconstructions for abnormal examples, resulting in a higher
false negative rate. Furthermore, the previous framework
contains multiple components that are not integrated into
an end-to-end pipeline. In order to adopt an end-to-end
processing pipeline in our current work, we remove the
k-means clustering and the one-versus-rest classification
steps, replacing them with a single binary classifier that is
trained to discriminate between normal examples from the
training data and adversarial examples from a generic data
set. Furthermore, we make significant changes to the auto-
encoders, introducing skip connections and two decoder
branches, one for adversarial training and one for object
segmentation. To cope with the lack of anomalies during
training, we introduce a generic set of out-of-domain data
samples that play the role of abnormal samples, which
we call “adversarial” because the auto-encoders are not
supposed to reconstruct these examples, i.e. we expect good
reconstructions for normal data samples only. To address
the issue regarding the excessively good reconstructions
for abnormal examples observed in the preliminary frame-
work [5], we perform adversarial training using a generic set
of adversarial examples to prevent the auto-encoders from
generalizing to such data samples, inherently inducing the
same behavior for abnormal examples. All our changes lead
to significant improvements over the preliminary results
reported in our earlier work [5].
We conduct experiments on three challenging bench-
mark data sets, namely Avenue [11], ShanghaiTech [12]
and Subway [40], reporting favorable performance levels
compared to the state-of-the-art methods [3], [4], [5], [6],
[8], [10], [11], [12], [15], [16], [17], [21], [22], [29], [31],
[32], [33], [34], [35], [37], [38], [41], [42]. While we report
results for the standard frame-level area under the curve
(AUC) metric, we also report our performance levels in
terms of the Region-Based Detection Criterion (RBDC) and
Track-Based Detection Criterion (TBDC). These criteria were
recently introduced by Ramachandra et al. [16], who argued
that the frame-level AUC is inadequate to fully evaluate
abnormal event detection systems, essentially because it
does not take into consideration spatial localization, count-
ing a frame as a correct detection even when the pixels
predicted as abnormal do not overlap with the ground-
truth abnormal pixels. Since Ramachandra et al. [16] did
not provide the region-based and track-based annotations
required to compute RBDC and TBDC on ShanghaiTech
and Subway, we labeled these data sets ourselves. We re-
lease the annotations along with our open source code at:
https://github.com/lilygeorgescu/AED.
The rest of this paper is organized as follows. We present
related work on abnormal event detection in video in Sec-
tion 2. Our method is described in detail in Section 3. We
present the anomaly detection experiments and results in
Section 4. Finally, our conclusions are drawn in Section 5.
2 RELATED WORK
Most of the recent works treat abnormal event detection
as an outlier detection task [1], [2], [3], [4], [6], [7], [8],
[9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23], [24], [25], [26], [28], [30], [43], [44], learning
a model using only normal data. Then, at inference time,
the events that diverge from the normality model are la-
beled as abnormal. A handful of works [2], [11], [26], [30],
[43] proposed to build a dictionary of atoms representing
normal events, labeling the events that are not represented
in the dictionary as abnormal. For example, Dutta et al. [26]
proposed an approach that builds a model of familiar events
from training data using a sparse coding objective. Then, the
model is incrementally updated in an unsupervised manner
as new patterns are observed in the test data.
Other recent approaches [4], [10], [12], [17], [18], [19],
[20], [23], [29], [37], [38], [44], [45] employed deep learning
in order to detect the anomalous frames in a video. For
instance, Liu et al. [10] proposed to detect abnormal frames
by predicting the next frame in the video, given the previous
four frames. Their hypothesis is that an abnormal frame
should be harder to predict than a normal one. Thus, the
peak signal-to-noise ratio between the predicted frame and
the original frame is expected to be lower for abnormal
frames. More recently, Ramachandra et al. [17] used video-
patches to detect the anomalies in videos. They stored a set
of exemplars for each region in the video frames, comparing
each video patch from the test video to each exemplar
from the corresponding region. The minimum distance is
interpreted as the anomaly score.
Similar to our work, which learns features in an un-
supervised manner, there are a few works that employ
unsupervised learning steps for abnormal event detection
[4], [23], [26], [43], [44]. There are also some works that are
completely unsupervised [31], [32], [33], [34], requiring no
training data to perform anomaly detection. Different from
such works, our method employs an object detector trained
with supervision. The object detector helps our method to
become scene-agnostic. Another way we introduce supervi-
sion into our framework is through adversarial examples.
Our auto-encoders learn to output poor reconstructions for
adversarial examples through adversarial training, while
still being capable of reconstructing normal patterns. We
also use the adversarial examples to train binary classifiers
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on top of the auto-encoder features and reconstructions, in
a supervised way.
More closely related to our work, some methods use
auto-encoders in order to learn useful features [4], [20], [23],
[42], [44]. For example, Nguyen et al. [42] used an auto-
encoder with two branches to detect the anomalous frames.
The input of the auto-encoder is the current frame of the
video. The first branch predicts the frame intensity, while
the second branch predicts the motion between the current
frame and the next frame. Unlike the first branch which
is a standard auto-encoder, the second branch follows a
U-Net architecture. Different from Nguyen et al. [42] and
other methods based on auto-encoders, we train our auto-
encoders on detected objects, which helps our method to
better localize anomalies and to become scene-agnostic. We
also employ adversarial training, which enables us to obtain
good reconstructions for normal objects only.
There are also some works [19], [41], [42] that use Gener-
ative Adversarial Networks (GANs) [46] in order to detect
abnormal events in videos. For instance, Nguyen et al. [42]
used a discriminator to distinguish between the generated
optical flows and the real ones. Therefore, in order to re-
construct the motion, their network is also guided by the
discriminator to produce realistic optical flows. Our method
does not employ GANs, i.e. we do not train a generator
and a discriminator in an adversarial fashion. In our case,
the adversarial training consists of propagating the reversed
gradients from an adversarial decoder through the encoder,
forcing the auto-encoder to output bad reconstructions for
adversarial examples. While we integrate a binary classifier
after each auto-encoder, the respective classifier is only
trained to discriminate between normal and adversarial
reconstructions (both kinds of examples being generated,
not real), without interfering with the learning process of
the auto-encoder. We refrain from referring to our binary
classifiers as discriminators to avoid any confusion with
GANs. Different to these previous works [19], [41], [42], we
are the first to perform adversarial training using a generic
set of adversarial examples.
Relation to preliminary CVPR 2019 version [5]. Since
our method stems from the method proposed in [5], we
consider it as the most closely related work. Ionescu et al. [5]
was the first work to propose an object-centric framework,
employing a single-stage detection framework (SSD [47]
with Feature Pyramid Networks (FPN) [39]) on each frame
in order to extract objects of interest. Representative features
for normal objects are learned using three auto-encoders,
one for appearance features and two for motion features.
Upon training the auto-encoders, the concatenated latent
features are grouped into k clusters of normality using the
k-means algorithm. For each normality cluster, an SVM is
trained to discriminate the corresponding cluster from the
rest, using the one-versus-rest scheme. During inference,
the one-versus-rest SVM is applied to obtain a normality
score for each detected object. The maximum score among
the scores assigned by the SVM to each normality cluster is
the normality score for an object. Different from the work
of Ionescu et al. [5], we replace the k-means clustering
step with (i) binary classifiers that learn to distinguish be-
tween normal objects and adversarial ones. Furthermore, we
make significant changes to the auto-encoders, integrating
(ii) skip connections, (iii) adversarial training and (iv) a
segmentation branch. The adversarial training helps us to
obtain poor reconstructions for the abnormal objects, such as
bicycles or cars in pedestrian areas. Moreover, the adversar-
ial examples enable us to replace the one-versus-rest SVM
with deep binary classifiers that discriminate between nor-
mal and adversarial objects. The adversarial examples are
database-agnostic, meaning that they can be used for any
type of scene, as demonstrated throughout our experiments.
Indeed, we utilize the same adversarial examples for every
data set that we experimented with. One last difference
from our previous work [5] is to replace image gradients
with (v) optical flow. In the end, the proposed changes
lead to a significantly different model, bringing consistently
superior performance over the preliminary work [5], espe-
cially in terms of the recently-introduced RBDC and TBDC
metrics [16].
3 METHOD
3.1 Motivation
We distinguish two realistic requirements that are especially
desired when designing a framework for abnormal event
detection in real-word scenarios. Based on these require-
ments, we introduce a set of design choices in our proposed
framework.
The first requirement is to learn from training videos
containing only normal events, deeming supervised learn-
ing methods needing both positive (normal) and negative
(abnormal) samples unusable for abnormal event detec-
tion. Nonetheless, we believe that including any form of
supervision is an important step towards obtaining better
performance in practice. Motivated by this, we incorporate
two approaches for including supervision into our frame-
work. The first approach is to employ a single-shot object
detector [48], which is trained with class and bounding-
box supervision, in order to obtain object detections that
are subsequently used throughout the rest of the processing
pipeline. The second approach consists of gathering a large
and generic pool of adversarial examples, substituting the
need for abnormal examples during training.
The second requirement is to apply the same model on
multiple scenes with similar context, eliminating the need
to retrain the model for each and every scene. For example,
a model that is trained on road traffic is expected to work
well on multiple road traffic scenes. This has motivated us to
design a scene-agnostic framework. Since we employ an ob-
ject detector and analyze abnormality at the object level, our
framework is close to being scene-agnostic. We take it a step
further and equip our auto-encoders with a segmentation
branch to focus on reconstructing only the corresponding
segment in each bounding box, thus completely ignoring
the background. We conduct cross-database experiments to
demonstrate that our framework is indeed scene-agnostic.
3.2 Overview
Our abnormal event detection pipeline is illustrated in Fig-
ure 1. An object detector is applied on the video, resulting in
a set of object detections. For each object detection, optical
flow maps are computed with respect to the previous and
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Fig. 1. Our anomaly detection framework based on training convolutional auto-encoders with skip connections on top of object detections. In the
learning phase, adversarial examples are used to train the adversarial decoder branch using gradient ascent. The absolute differences between
the inputs and the reconstructions are provided as input to a binary classifier corresponding to each convolutional auto-encoder. In the inference
phase, we can label a test sample as abnormal if the average classification score is negative, i.e. the sample is labeled as adversarial. Components
represented in dashed lines are not used during inference. Best viewed in color.
next frames. The object detections are given as input to
an appearance auto-encoder, while the optical flow maps
are given as input to two motion auto-encoders. The auto-
encoders learn to reconstruct the detections and flow maps
extracted from the input video. At the same time, the auto-
encoders unlearn to reconstruct examples from the pool of
adversarial training samples passing through the encoder
and the adversarial decoder branch. The appearance auto-
encoder has a third decoder branch that learns to reconstruct
object segments. The segmentation branch is also depicted
in Figure 1. The absolute differences between the inputs
and reconstructions are subsequently used to learn three
binary classifiers for discriminating between normal exam-
ples (labeled as positive) and adversarial examples (labeled
as negative). During inference, the average scores (class
probabilities) provided by the three classifiers represent
normality scores associated to the input object detections.
3.3 Object Detection and Preprocessing
In this work, we employ a fast single-stage object detec-
tion framework, YOLOv3 [48], that is pre-trained on MS
COCO [49]. We do not fine-tune the object detector on
abnormal event detection data sets. Throughout our exper-
iments, we did not observe any significant false negatives
due to the employment of a pre-trained object detector.
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This is likely due to the fact that anomalous events are
mostly associated with humans and their interaction with
other humans or vehicles, e.g. humans riding bikes, people
fighting, people stealing or throwing backpacks and so on.
Such categories (human, bike, backpack, etc.) are present in
the MS COCO data set. Nevertheless, the detector can be
retrained in case of any missing categories.
We opted for YOLOv3 due to its combined advantage of
superior detection performance (in terms of mean Average
Precision) and high speed (30 frames per second on a single
GPU). We are interested in achieving an optimal trade-off
between accuracy and speed, YOLOv3 being an excellent
choice in this regard. The object detector is applied on each
frame t, resulting in a set of bounding boxes at each frame.
To obtain the input for the appearance auto-encoder, we
crop the objects according to the detected bounding boxes,
then, we convert the resulting image crops to grayscale.
To obtain segmentation maps during training time, we em-
ploy Mask R-CNN [50]. Since Mask R-CNN is slower than
YOLOv3, we only use it to obtain segments, necessary at
training time, but not during inference. To obtain the motion
representation corresponding to an object, we use optical
flow. We compute the optical flow using the pre-trained
version of SelFlow [51], applying it on each tuple of three
consecutive frames. More precisely, to compute the flow at
frame t, the SelFlow network receives the frames t−1, t and
t+ 1, respectively. The resulting optical flow is composed of
the forward and the backward optical flow maps. In order
to extract the optical flow corresponding to each object in a
frame t, we apply the bounding boxes detected by YOLOv3
to crop out the corresponding flow maps. As we obtain
two flow maps from SelFlow, we employ two motion auto-
encoders, one being used to encode the forward motion
and the other to encode the backward motion. This is
consistent with our preliminary framework [5], which also
employed two motion auto-encoders, although these were
trained on top of image gradients instead of optical flow
maps. Our motion auto-encoders are trained on tensors with
two channels, one for the orientation and the other for the
magnitude of the motion vectors.
3.4 Adversarial Examples
We gathered a collection of adversarial examples that are
problem-agnostic, enabling us to use the same collection ir-
respective of the data set. The purpose of using the adversar-
ial examples is twofold. First of all, adversarial images force
the auto-encoders to forget generic reconstruction patterns,
projecting only normal objects to the learned manifold.
Second of all, they represent an excellent way to fill in for
the lack of abnormal data that would be required to train
the binary classifiers using classic supervision.
The collection of adversarial examples does not contain
objects that can appear in real abnormal event detection
scenarios, such as people, cars, bicycles, firearms and so
on. Instead, it contains texture images [52], flower images
[53], anime images, butterfly images and some categories
from Tiny ImageNet that are unrelated to abnormal event
detection, such as hourglass and acorn. In total, the data set
of adversarial examples is composed of 66,918 images. Since
an object can be classified both as normal or abnormal,
the distinction being based on the context, we completely
refrain from adding any object class that is likely to appear
in a video surveillance scene. To obtain adversarial motion
patterns, we compute optical flow maps on frame triplets
selected at time t− k, t and t+ k from the (normal) training
video. We choose k = {3, 4, 5, 6} for the experiments,
artificially magnifying the motion stored in the adversarial
optical flow maps.
3.5 Architecture
Our neural architecture is composed of three convolutional
auto-encoders (CAEs), each followed by a binary neu-
ral network classifier. The auto-encoders share the same
lightweight architecture, with only their input being differ-
ent. One CAE takes as input cropped grayscale images of
objects and learns to encode the appearance of objects in
its latent space. The other two CAEs receive as input the
orientation and the magnitude of the motion vectors stored
in the optical flow maps, learning to represent motion in
their latent spaces. The input size for the appearance CAE
is 64 × 64, while the input size for the motion CAEs is
64× 64× 2.
Each encoder is composed of three convolutional (conv)
layers, each followed by a max-pooling layer with a filter
size of 2 × 2 applied at a stride of 2. The conv layers are
formed of 3 × 3 filters. Each conv layer is followed by
Rectified Linear Units (ReLU) [54] as the activation function.
The first two conv layers consist of 32 filters, while the
third layer consists of 16 filters. The latent representation
is composed of 16 activation maps of size 8× 8.
Each decoder starts with an upsampling layer, increasing
the spatial support of the activation maps by a factor of
2×. The upsampling operation is based on nearest neighbor
interpolation. After upsampling, we apply a conv layer with
16 filters of 3 × 3. The first upsampling and conv block
is followed by another two upsampling and conv blocks.
The last conv layer of an appearance decoder is formed of
a single conv filter, while the last conv layer of a motion
decoder is formed of two filters. In both cases, the number
of filters in the last conv layer is chosen such that the size of
the output matches the size of the input.
We note that the appearance CAE incorporates one en-
coder e and three decoder branches. The first decoder d is
used to reconstruct the normal objects, the second decoder
d′ is used to decode the adversarial objects and the third de-
coder d′′ is used to generate a mask that segments the object
and ignores the background of the input image. Different
from the appearance CAE, the motion CAEs incorporate one
encoder e˜ and only two decoder branches, one denoted by d˜
for reconstructing the normal objects and the other denoted
by d˜′ to decode the adversarial examples.
In order to distinguish between normal and adversarial
examples, we train binary classifiers using classic supervi-
sion. We designate a binary classifier for each representation
of the object, namely the appearance, the backward motion
and the forward motion. The actual input of a binary clas-
sifier is the absolute difference between the input and the
output of the corresponding CAE. In a set of preliminary
experiments we tried to use directly the reconstructions
instead of the absolute differences, but the results were
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considerably worse. For the appearance CAE, the absolute
difference is a matrix of 64 × 64 components, while for
the motion CAEs, the absolute difference is a tensor of
64 × 64 × 2 components. Since the inputs of the binary
classifiers are of the shape as the CAEs, we employ the same
sequence of three conv and max-pooling layers as in the
encoders. The resulting activation maps are subsequently
passed through a neural network that follows the LeNet
architecture [55], except that the spatial support of the conv
filters is always 3 × 3 and the pooling operation is max-
pooling instead of average-pooling. In summary, a binary
classifier is composed of five conv layers, a fully-connected
layer and a Softmax classification layer.
We note that our architecture is also equipped with skip
connections. Each conv layer in an encoder has skip con-
nections to the corresponding conv layer in each standard
or adversarial decoder that belongs to the same CAE as
the encoder, following the U-Net architecture [56]. Instead
of concatenating the features as in U-Net, we sum up the
corresponding activation maps, as in ResNet [57]. Skip
connections are also added between the last conv layer of
an encoder and the third conv layer of the corresponding
binary classifier. Since the first part of the binary classifier
coincides with the encoder in terms of architecture, we can
sum up the corresponding activation maps, both forming a
tensor of 8× 8× 16 components.
3.6 Training the Auto-encoders
We train the auto-encoders using adversarial training, prop-
agating the reversed gradients from the adversarial branch
of each CAE through the corresponding encoder. Let θe, θd,
θd′ and θd′′ be the parameters of the appearance encoder e,
the main appearance decoder d, the adversarial appearance
decoder d′ and the segmentation decoder d′′, respectively.
Analogously, let θe˜, θd˜ and θd˜′ be the parameters of the
motion encoder e˜, the main motion decoder d˜ and the
adversarial motion decoder d˜′, respectively. For the motion
auto-encoders, the loss function for reconstructing an input
optical flow x˜ of h × w × c components is the pixel-wise
mean squared error:
Lmot-rec(x˜, xˆ) = 1
h · w · c
h∑
i=1
w∑
j=1
c∑
k=1
(x˜ijk − xˆijk)2 , (1)
where xˆ = d˜(e˜(x˜, θe˜), θd˜) is the main output of a motion
auto-encoder. We note that h = w = 64, while c = 2.
Similarly, we define the loss for the adversarial branch of
the motion CAEs as follows:
Lmot-adv(x˜, x¯) = 1
h · w · c
h∑
i=1
w∑
j=1
c∑
k=1
(x˜ijk − x¯ijk)2 , (2)
where x¯ = d˜′(e˜(x˜, θe˜), θd˜′) is the output of the adversarial
motion decoder. In the above equations, it is important to
highlight that the notations e˜, d˜ and d˜′ are interchangeably
used to denote components of both motion auto-encoders.
For the appearance CAE, we also have the segmentation
decoder d′′, which is trained jointly with the principal
decoder d. Hence, the loss function for reconstructing an
input x and a segmentation map s is the sum of the pixel-
wise mean squared error computed with respect to main
decoder and the logistic error computed with respect to the
segmentation decoder:
Lapp-rec(x, xˆ, s, sˆ) = 1
h · w
h∑
i=1
w∑
j=1
(xij − xˆij)2 +
+
1
h·w
h∑
i=1
w∑
j=1
−sij ·log(sˆij)− (1− sij)·log(1− sˆij),
(3)
where x is a grayscale image, xˆ = d(e(x, θe), θd) is the
main output of the auto-encoder and sˆ = d′′(e(x, θe), θd′′)
is the output of the segmentation decoder. We notice that
the segmentation mask is estimated from the input x, the
ground-truth segmentation mask s being used only for the
comparison with the output sˆ. According to the described
architecture, the size of both inputs is h = w = 64.
As the segmentation map is a binary map separating the
foreground object from the background, we opted for the
logistic loss on the segmentation branch. The loss for the
adversarial branch of the appearance CAE is defined analo-
gously to Equation (2):
Lapp-adv(x, x¯) = 1
h · w
h∑
i=1
w∑
j=1
(xij − x¯ij)2 , (4)
where x¯ = d′(e(x, θe), θ′d) is the output of the adversarial
decoder.
We note that the parameters θe of the appearance en-
coder are implicitly used in all decoding branches of the
appearance CAE. The same applies to the motion CAEs.
Since our goal is to obtain poor reconstructions for the
adversarial examples, we train the decoders d′ and d˜′ as
adversaries. For the motion auto-encoders, the parameters
θd˜′ are updated to optimize the loss defined in Equation (2),
while the parameters θe˜ of the shared encoder are updated
to fool the decoder d˜′. This leads to the following update
rules for the parameters:
θd˜ ← θd˜ − η ·
∂Lmot-rec
∂θd˜
, (5)
θd˜′ ← θd˜′ − η ·
∂Lmot-adv
∂θd˜′
, (6)
θe˜ ← θe˜ − η ∂Lmot-rec
∂θe˜
+ η · λ · ∂Lmot-adv
∂θe˜
, (7)
where η is the learning rate and λ is a weight for the
reversed gradient. We note that the encoder is trained using
gradient descent with respect to the main decoder and
gradient ascent with respect to the adversarial decoder. To
ensure convergence, λ must be less than 1. As suggested
in [58], we set λ = 0.2 for our experiments. For the
appearance auto-encoders, the parameter update rules are
equivalent, while only adding the standard gradient descent
for the segmentation decoder:
θd ← θd − η ·
∂Lapp-rec
∂θd
, (8)
θd′ ← θd′ − η ·
∂Lapp-adv
∂θd′
, (9)
θd′′ ← θd′′ − η ·
∂Lapp-rec
∂θd′′
, (10)
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θe ← θe − η
∂Lapp-rec
∂θe
+ η · λ · ∂Lapp-adv
∂θe
. (11)
Once again, we set λ = 0.2 for the experiments. We train
the auto-encoders using the Adam optimizer [59] with the
learning rate η = 10−4, keeping the default values for the
other parameters of Adam.
3.7 Training the Binary Classifiers
After training the auto-encoders until convergence, we re-
move the additional decoder branches d′, d′′ and d˜′, while
freezing the parameters θe, θd, θe˜ and θd˜ of the remaining
components. We then pass all the training examples, in-
cluding the adversarial ones, through the main appearance
and motion decoders, obtaining the final reconstructions for
the training data. The next step is to compute the absolute
difference between each input example and its correspond-
ing reconstruction. For a tensor x representing the absolute
difference and the binary label y associated to x, we employ
the binary cross-entropy to train the classifiers:
Lcross-entropy(y, yˆ) = −y · log(yˆ) + (1− y) · log(1− yˆ), (12)
where yˆ represents the prediction (class probability) for
sample x. In order to use the cross-entropy loss, the nor-
mal examples, taken from the training video, are labeled
with y = 1 and the adversarial examples are labeled with
y = 0. Our classifiers are optimized using Adam [59] with a
learning rate of 10−3.
3.8 Inference
During inference, we run the YOLOv3 detector to determine
the bounding boxes of objects in the current frame. We then
compute the optical flow maps for the entire frame. For each
detected object, we apply the CAEs (without the additional
decoder branches d′, d′′ and d˜′) to obtain the appearance
and motion reconstructions. Then, we compute the absolute
differences and pass them to the binary classifiers. Because
we have three binary classifiers, we obtain three class prob-
abilities for each object. A class probability is interpreted as
a normality score normalized between 0 and 1. The final
anomaly score for an object x is obtained by subtracting the
average of the three normality scores from 1, resulting in an
anomaly score between 0 and 1:
s(x) = 1−mean(yˆ(i)),∀i ∈ {1, 2, 3}, (13)
where yˆ(i) is a normality score provided by one of the
three classifiers. We expect abnormal examples from the test
video to be classified as adversarial examples, having an
abnormality score closer to 1.
By reassembling the anomaly scores of the detected
objects into an anomaly map for each frame, we obtain pixel-
level anomaly detections. Hence, our framework can also
perform anomaly localization. When the bounding boxes
of two objects overlap, we keep the maximum of anomaly
score for the overlapping area. In order make the pixel-level
maps smoother, we apply a 3D mean filter. The frame-level
anomaly score is obtained by taking the maximum inside
the prediction map for the corresponding frame. We further
apply a Gaussian filter to temporally smooth the frame-level
anomaly scores.
4 EXPERIMENTS
4.1 Data Sets
We present results on three of the largest benchmark data
sets, namely Avenue [11], ShanghaiTech [12] and Subway
[40]. Although UCSD Ped [13] and UMN [14] are among the
most widely-used abnormal event detection benchmarks,
we consider these data sets as being small and saturated.
Hence, we do not conduct experiments on UCSD Ped and
UMN.
Avenue. The Avenue data set [11] consists of 16 training
videos and 21 test videos. The training videos have a total
of 15,328 frames, while the test videos have 15,324 frames.
The resolution of each video frame is 360 × 640 pixels. The
original data set is annotated both at the pixel level and at
the frame level. Region-level and track-level annotations are
provided by Ramachandra et al. [16].
ShanghaiTech. The ShanghaiTech Campus data set [12] is
one of the largest data sets for abnormal event detection.
It contains 330 training videos and 107 test videos. The
resolution of each video frame is 480 × 856 pixels and the
data set has a total of 316,154 frames. ShanghaiTech contains
both frame-level and pixel-level annotations. We provide
region-level and track-level annotations for ShanghaiTech.
Subway. The Subway surveillance data set [40] is formed of
two videos, training and testing being conducted indepen-
dently on the two videos. The length of one video (Entrance
gate) is 96 minutes and the length of the other (Exit gate)
is 43 minutes. The Entrance gate video has 144,251 frames,
while the Exit gate has 64,903 frames. The resolution of each
video frame is 384× 512 pixels. For the Entrance video, we
follow [2], [6] and split the video in 53% frames for training
and 47% frames for testing. For the Exit video, similar to [6],
[11], we use the first 15 minutes for training and the rest of
the video for testing. This data set contains only frame-level
labels. We provide pixel-level, region-level and track-level
annotations for both videos in the Subway data set.
4.2 Evaluation
As our first evaluation metric, we consider the area under
the curve (AUC) computed with respect to the ground-
truth frame-level annotations. With some exceptions, we
note that many previous works do not mention if the frame-
level AUC is computed by (i) concatenating all frames then
computing the score (this is the micro-averaged AUC), or
by (ii) computing the frame-level AUC for each video, then
averaging the resulting scores (this is the marco-averaged
AUC). We therefore report both frame-level AUC mea-
sures. Additionally, we report the Region-Based Detection
Criterion (RBDC) and the Track-Based Detection Criterion
(TBDC), two new metrics introduced by Ramachandra et
al. [16]. In their work, Ramachandra et al. [16] demonstrated
that the frame-level AUC is not a representative metric
to evaluate abnormal event detection frameworks, thus
proposing RBDC and TBDC as alternative metrics. RBDC
takes into consideration every region that is detected as
abnormal. If the intersection over union of a ground-truth
region and a predicted region is at least β, the predicted
region is considered a true positive, otherwise it is a false
positive. TBDC takes into consideration the detection of
tracks. A track is an abnormal event that occurs across
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Fig. 2. Normal (top), adversarial (middle) and abnormal (bottom) examples and optical flow maps with reconstructions provided by the appearance
and the motion convolutional auto-encoders, which are trained either without adversarial training (left) or with adversarial training (right). The auto-
encoders provide worse reconstructions for adversarial and abnormal examples after adversarial training, which is the desired effect. The normal
and abnormal samples are selected from the Avenue [11] and the ShanghaiTech [12] test sets, while the adversarial examples are select from our
pool of adversarial examples. Best viewed in color.
several consecutive frames. Each track is formed of a set of
regions. A track is considered detected if at least a fraction
α of the ground-truth regions belonging to the track are
detected. More details about these new evaluation metrics
are presented in [16]. Following Ramachandra et al. [16], we
set α = 0.1, β = 0.1 and compute the area under the ROC
curve considering false positive rates that are less than or
equal to 1.
4.3 Parameter and Implementation Details
In the object detection stage, we employ the YOLOv3 [48]
detector, which is pre-trained on the MS COCO data set
[49]. During training and inference, we keep the detections
with a confidence level higher than 0.8 for the Avenue and
the ShanghaiTech data sets. Because the Subway data set
has a lower frame resolution, we set the confidence level
at 0.5. We employ the pre-trained Mask R-CNN [50] to
obtain frame-level segmentation maps, and the pre-trained
SelFlow [51] to obtain frame-level optical flow maps. The
CAEs and the binary classifiers are trained from scratch in
TensorFlow [60]. We train the CAEs for 20 epochs with the
learning rate set to 10−4, as in [5]. The binary classifiers are
trained for 30 epochs with the learning rate set to 10−3. In
each experiment, we set the mini-batch size to 64 samples.
4.4 Preliminary Results
In Figure 2, we present a set of qualitative results to analyze
the behavior of the appearance and motion auto-encoders
with and without adversarial training. For each input sam-
ple, we provide the corresponding output and the abso-
lute difference between input and output, respectively. We
notice that, without adversarial training, the auto-encoders
provide excessively good reconstructions for the abnormal
examples, indicating that the auto-encoders generalize well
to abnormal data samples coming from a very close distribu-
tion to the training data distribution. Unfortunately, in our
application domain, we do not want the auto-encoders to
generalize to abnormal examples. Instead, we would prefer
to obtain visibly worse reconstructions for the abnormal
examples, thus enabling the detection of such examples.
This is the main motivation behind our decision to in-
troduce adversarial training. We observe that, in general,
the auto-encoders based on adversarial training provide
worse reconstructions. However, we are not interested in
the quality of the reconstructions, but on the difference of
quality between reconstructions for normal samples and
reconstructions for abnormal samples. Indeed, we observe
that the auto-encoders based on adversarial training exhibit
visibly worse reconstructions for abnormal examples than
for normal examples, this being the desired effect. We notice
the same effect on the adversarial examples, only at a
greater level. This happens because the adversarial exam-
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TABLE 1
Micro-averaged AUC, macro-averaged AUC, RBDC and TBDC scores
(in %) of our approach compared to the state-of-the-art methods [3],
[4], [5], [6], [8], [10], [11], [12], [15], [16], [17], [21], [22], [29], [31], [32],
[33], [37], [41], [42] on the Avenue data set. When it is unclear if the
reported frame-level AUC is micro-averaged or macro-averaged, we
placed the score in the middle. The best results are highlighted in bold.
Method AUC RBDC TBDC
Micro Macro
Lu et al. [11] 80.9 - -
Hasan et al. [4] 70.2 - -
Del Giorno et al. [31] 78.3 - - -
Smeureanu et al. [29] 84.6 - - -
Ionescu et al. [32] 80.6 - - -
Luo et al. [12] 81.7 - - -
Liu et al. [10] 85.1 - - -
Liu et al. [33] 84.4 - - -
Lee et al. [41] 87.2 - -
Lee et al. [8] 90.0 - -
Ionescu et al. [6] 88.9 - - -
Wu et al. [22] 86.6 - -
Nguyen et al. [42] 86.9 - - -
Ionescu et al. [5] 87.4 90.4 15.77 27.01
Tang et al. [21] 85.1 - -
Dong et al. [3] 84.9 - -
Park et al. [15] - 88.5 - -
Doshi et al. [37] 86.4 - -
Ramachandra et al. [16] 72.0 35.80 80.90
Ramachandra et al. [17] 87.2 41.20 78.60
Ours 92.3 90.4 65.05 66.85
ples are used in the adversarial training procedure, while
the abnormal examples are selected from the test set. In
summary, we conclude that introducing adversarial training
is helpful in achieving the desired goal, that of obtaining
visibly better reconstructions for normal examples than for
abnormal examples.
4.5 Quantitative Results on Avenue
We first compare our approach with several state-of-the-art
methods [3], [4], [5], [6], [8], [10], [11], [12], [15], [16], [17],
[21], [22], [29], [31], [32], [33], [37], [41], [42] reporting results
on the Avenue data set. The corresponding micro-averaged
frame-level AUC, macro-averaged frame-level AUC, RDBC
and TBDC scores are presented in Table 1. Notably, in terms
of the micro-averaged and the macro-averaged AUC values,
our method surpasses all exiting methods. With a micro-
averaged AUC of 92.3%, our method is the only method
surpassing the 90% threshold on the Avenue data set by
a certain margin. There are at least two works [5], [15]
that report the macro-averaged AUC. Our current approach
obtains the same macro-averaged AUC as our preliminary
method [5], but our micro-averaged AUC is almost 5%
higher than the result reported in [5]. In terms of RBDC
and TBDC, only Ramachandra et al. [16], [17] report the
results on the Avenue data set. Additionally, we compute
the RBDC and TBDC scores for our previous framework
presented in [5]. Comparing to Ramachandra et al. [17], we
obtain a considerable improvement of 23.85% in terms of
Fig. 3. Frame-level anomaly detection scores between 0 and 1 (on
the vertical axis) provided by our current approach versus the earlier
version proposed in [5], for test video 03 from Avenue [11]. Ground-truth
abnormal events are represented in cyan, our scores are depicted in red
and the scores of the earlier method are depicted in blue. Best viewed
in color.
RBDC. We believe that this improvement is due to the fact
that we detect objects in the scene, resulting in higher over-
laps between our predicted regions and the ground-truth
regions. In terms of TBDC, Ramachandra et al. [16] attains
the state-of-the-art result of 80.90%. Since RDBC takes into
consideration every region from the ground-truth and since
we surpass Ramachandra et al. [16] by a large margin, we
conjecture that our method is able to detect many more
ground-truth regions with a lower rate of false positives.
However, given the fact that our TBDC is lower than that
of Ramachandra et al. [16], we conjecture that our method
does not detect all the tracks in the ground-truth, given
the maximum false positive rate of 1. Finally, comparing
our method to the preliminary version proposed in [5], we
report improvements of almost 50% in terms of RBDC and
almost 40% in terms of TBDC, respectively. We therefore
consider that the proposed framework is significantly better
compared to its earlier version [5].
In Figure 3, we present the frame-level anomaly scores
(corresponding to a frame-level AUC of 98.83%) produced
by our method versus the anomaly scores (corresponding to
a frame-level AUC of 93.25%) produced by our previous
approach [5] on test video 03 from Avenue. According
to the ground-truth labels, which are also illustrated in
Figure 3, there are two abnormal events in the respective
test video. Our approach is able to identify both events,
without including any false positive detections, while our
earlier approach [5] only identifies the second event.
4.6 Quantitative Results on ShanghaiTech
We further compare our method with the state-of-the art
approaches [3], [4], [5], [8], [10], [12], [15], [21], [35], [37]
on the ShanghaiTech data set, presenting the corresponding
results in Table 2. The state-of-the-art results in terms of
the micro-averaged and the macro-averaged frame-level
AUC are attained by our previous method [5]. The method
proposed in the current work outperforms its previous
version by a margin of 4% in terms of the micro-averaged
AUC and a margin of 4.4% in terms of the macro-averaged
AUC, respectively. We note that there are no previous works
reporting RBDC and TBDC scores on ShanghaiTech, since
we are the first to provide the necessary region-level and
track-level annotations for this data set. Nevertheless, we
compute the RBDC and TBDC scores for our previous
method proposed in [5]. Our current method surpasses the
earlier version by more than 20% in terms of the RDBC.
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TABLE 2
Micro-averaged AUC, macro-averaged AUC, RBDC and TBDC scores
(in %) of our approach compared to the state-of-the-art methods [3],
[4], [5], [8], [10], [12], [15], [21], [35], [37] on the ShanghaiTech data set.
When it is unclear if the reported frame-level AUC is micro-averaged or
macro-averaged, we placed the score in the middle. The best results
are highlighted in bold.
Method AUC RBDC TBDC
Micro Macro
Hasan et al. [4] 60.9 - -
Luo et al. [12] 68.0 - - -
Liu et al. [10] 72.8 - - -
Sultani et al. [35] - 76.5 - -
Lee et al. [8] 76.2 - -
Ionescu et al. [5] 78.7 84.9 20.65 44.54
Doshi et al. [37] 71.6 - -
Tang et al. [21] 73.0 - -
Dong et al. [3] 73.7 - -
Park et al. [15] - 72.8 - -
Ours 82.7 89.3 41.34 78.79
Fig. 4. Frame-level anomaly detection scores between 0 and 1 (on the
vertical axis) provided by our current approach versus the earlier version
proposed in [5], for test video 05 0024 from ShanghaiTech [12]. Ground-
truth abnormal events are represented in cyan, our scores are depicted
in red and the scores of the earlier method are depicted in blue. Best
viewed in color.
The improvement is even higher in terms of the TBDC, the
difference being 34.25% in favor of the current method. This
demonstrates that our method is able to better localize the
anomalies, having a lower rate of false positives per frame.
Since ShanghaiTech is one of the largest anomaly detection
data sets, we consider our results reported in Table 2 as
noteworthy.
In Figure 4, we display the frame-level anomaly scores
(corresponding to a frame-level AUC of 99.65%) of our
method against the ground-truth labels on a ShanghaiTech
test video with one abnormal event. On this video, we can
clearly observe a strong correlation between our anomaly
scores and the ground-truth labels. The preliminary frame-
work proposed in [5] produces anomaly scores that are less
correlated to the ground-truth, its frame-level AUC for the
selected test video being 96.12%.
4.7 Quantitative Results on Subway
The Subway data set was originally annotated at the frame-
level only. Therefore, in order to determine the ground-truth
regions and tracks, we first had to annotate the data set at
the pixel-level. During the manual annotation process, our
annotators observed that there are some frames that were
labeled as abnormal, but those frames did not contain any
abnormal objects or events. In these circumstances, many
Fig. 5. Frame-level anomaly detection scores between 0 and 1 (on the
vertical axis) provided by our approach versus the approach of Ionescu
et al. [6], for a chunk of video trimmed out from Subway Exit. Ground-
truth abnormal events are represented in cyan, our scores are depicted
in red and the scores of Ionescu et al. [6] are depicted in blue. Best
viewed in color.
false positive frames were counted as correct detections in
previous works, which is wrong. In order to rectify this
problem, we also relabeled the data set at the frame-level
based on the identified abnormal regions, such that, if there
is an abnormal region in a frame, the respective frame is
considered anomalous. We note that our new labels were
subject to the agreement of two independent annotators.
Hence, we consider our new labels to be more accurate that
the original ones.
In order to compare our work with all previous works
[2], [4], [6], [22], [27], [30], [31], [32], [34], we report the
performance obtained using the original frame labels. Since
we have access to the exact implementation of the top
scoring method on the Subway data set, namely that of
Ionescu et al. [6], we were able to compute the frame-level
AUC, the RBDC and the TBDC scores for the respective
method. The comparative results are reported in Table 3.
As the Subway data set contains only one testing video per
scene, the micro-averaged frame-level AUC is equivalent to
the macro-averaged frame-level AUC.
Results on Subway Exit. Considering the old labels, on the
Exit video, the state-of-the-art result of 95.1% in terms of
the frame-level AUC is obtained by Ionescu et al. [6], our
method being able to achieve the third best score of 92.1%.
Even though our results are lower than those of Ionescu et
al. [6] on the original labels, when we switch to the new
ones, we outperform their method by 0.9%. Furthermore, in
terms of RBDC and TBDC, we surpass the state-of-the-art
method of Ionescu et al. [6] by very large margins, namely
24.1% in terms of RBDC and 15.34% in terms of TBDC,
respectively.
We compare our frame-level anomaly scores (corre-
sponding to a frame-level AUC of 98.30%) against the
ground-truth labels on a chunk of the Exit test video in
Figure 5. There are several abnormal events, which seem
to be grouped into two temporal clusters. Our approach
correctly identifies both groups of abnormal events, without
false positives. As reference, the frame-level scores pro-
duced by the method of Ionescu et al. [6] are also included
in Figure 5. While the approach of Ionescu et al. [6] seems to
identify both clusters of abnormal events, it also produces
high anomaly scores for some normal frames, thus having a
higher false positive rate compared to our approach.
Results on Subway Entrance. Considering the frame-level
AUC on the old labels for the Entrance video, it seems
that our method is surpassed by many other approaches.
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TABLE 3
Frame-level AUC, RBDC and TBDC scores (in %) of our approach compared to the state-of-the-art methods [2], [4], [6], [22], [27], [30], [31], [34]
on the Subway data set. The best results are highlighted in bold.
Exit Entrance
Method AUC RBDC TBDC AUC RBDC TBDC
Old labels New labels Old labels New labels
Cong et al. [30] 83.0 - - - 80.0 - - -
Saligrama et al. [27] - - - - 89.1 - - -
Cheng et al. [2] - - - - 92.7 - - -
Hasan et al. [4] 80.7 - - - 94.3 - - -
Del Giorno et al. [31] 82.4 - - - 69.1 - - -
Ionescu et al. [32] 86.3 - - - 71.3 - - -
Wu et al. [22] 89.5 - - - 91.1 - - -
Ionescu et al. [6] 95.1 92.8 23.85 52.62 93.5 82.4 23.15 49.90
Pang et al. [34] 92.7 - - - 88.1 - - -
Ours 92.1 93.7 47.95 67.96 87.6 92.2 64.42 76.97
Fig. 6. Frame-level anomaly detection scores between 0 and 1 (on the
vertical axis) provided by our approach versus the approach of Ionescu
et al. [6], for a chunk of video trimmed out from Subway Entrance.
Ground-truth abnormal events are represented in cyan, our scores are
depicted in red and the scores of Ionescu et al. [6] are depicted in blue.
Best viewed in color.
Hasan et al. [4] attained the state-of-the-art score of 94.3%,
being closely followed by Ionescu et al. [6] with a score
of 93.5%. Although our frame-level AUC score is lower
on the old labels, when considering the new labels, we
report an improvement of over 10% compared to Ionescu et
al. [6]. We also obtain superior results in terms of RBDC and
TBDC, respectively. Our approach outperforms the method
presented in [6] by 41.27% in terms of RBDC, being able
to detect many more regions with a lower rate of false
positives. With a TBDC of 76.97%, we surpass the method
of Ionescu et al. [6] by more than 27%.
As for Subway Exit, we select a chunk of the Subway
Entrance test video to compare our frame-level anomaly
scores to those of Ionescu et al. [6] as well as to the ground-
truth labels, illustrating the comparison in Figure 6. There
are three abnormal events in the selected chunk and our
method provides peak anomaly scores for all three events,
attaining a frame-level AUC of 94.56% on the selected
chunk of video. However, our method also provides high
anomaly scores for some frames before the first abnormal
event. Nevertheless, the method of Ionescu et al. [6] exhibits
high anomaly scores for many normal frames, thus having
a much higher false positive rate. Consequently, the frame-
level AUC obtained by Ionescu et al. [6] is only 91.76%.
TABLE 4
Micro-averaged AUC, macro-averaged AUC, RBDC and TBDC scores
(in %) of our approach trained on the ShanghaiTech training videos and
tested on the Avenue test videos. Several methods trained on the
Avenue training videos [4], [11], [12], [16] or methods that require no
training data [31], [32] are included as reference. When it is unclear if
the reported frame-level AUC is micro-averaged or macro-averaged,
we placed the score in the middle.
Method Training AUC RBDC TBDC
Micro Macro
Lu et al. [11] Avenue 80.9 - -
Hasan et al. [4] Avenue 70.2 - -
Del Giorno et al. [31] None 78.3 - - -
Luo et al. [12] Avenue 81.7 - - -
Ionescu et al. [32] None 80.6 - - -
Ramachandra et al. [16] Avenue 72.0 35.80 80.90
Ours (in-domain) Avenue 92.3 90.4 65.05 66.85
Ours (cross-domain) ShanghaiTech 83.6 81.0 46.56 62.76
4.8 Cross-Database Quantitative Results
In order to demonstrate that our framework is indeed scene-
agnostic, we conducted cross-database experiments consid-
ering two pairs of data sets, namely ShanghaiTech→Avenue
and Avenue→ShanghaiTech.
ShanghaiTech→Avenue. The results for the first pair of data
sets are presented in Table 4. As expected, the performance
of our method on Avenue is lower when training is per-
formed on ShanghaiTech instead of Avenue. For example,
the micro-averaged AUC score degrades from 92.3% to
83.6%. Yet, this result is still better than many state-of-the-
art results [4], [11], [12], [16] that rely on models trained
on the target data set (Avenue). Our cross-domain method
also outperform models that perform change detection at
test time [31], [32], which do not require any training data.
In terms of RBDC, our cross-domain approach outperforms
the in-domain method of Ramachandra et al. [16] by 5.36%,
being able to accurately detect the abnormal regions with
a lower false positive rate. Remarkably, the TBDC score of
our cross-domain method only drops by 4.09% compared to
our in-domain framework. This confirms that the abnormal
tracks are still being accurately detected, even though we
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Fig. 7. True positive (left) versus false positive (middle) and false negative (right) detections of our framework. Examples are selected from the
Avenue [11] (first row), the ShanghaiTech [12] (second row), the Subway Exit [40] (third row) and the Subway Entrance [40] (fourth row) data sets.
Best viewed in color.
TABLE 5
Micro-averaged AUC, macro-averaged AUC, RBDC and TBDC scores
(in %) of our approach trained on the Avenue training videos and tested
on the ShanghaiTech test videos. Several methods trained on the
ShanghaiTech training videos [4], [5], [8], [10], [12], [15], [21], [35], [37]
are included as reference. When it is unclear if the reported frame-level
AUC is micro-averaged or macro-averaged, we placed the score in the
middle.
Method Training AUC RBDC TBDC
Micro Macro
Hasan et al. [4] ShanghaiTech 60.9 - -
Luo et al. [12] ShanghaiTech 68.0 - - -
Liu et al. [10] ShanghaiTech 72.8 - - -
Sultani et al. [35] ShanghaiTech - 76.5 - -
Lee et al. [8] ShanghaiTech 76.2 - -
Ionescu et al. [5] ShanghaiTech 78.7 84.9 20.65 44.54
Doshi et al. [37] ShanghaiTech 71.6 - -
Tang et al. [21] ShanghaiTech 73.0 - -
Dong et al. [3] ShanghaiTech 73.7 - -
Park et al. [15] ShanghaiTech - 72.8 - -
Ours (in-domain) ShanghaiTech 82.7 89.3 41.34 78.79
Ours (cross-domain) Avenue 76.3 86.3 32.55 63.89
train our framework on scenes from a different data set.
Avenue→ShanghaiTech. In the second cross-domain exper-
iment, we trained our framework on the Avenue data set,
evaluating it on the ShanghaiTech data set. The correspond-
ing results are presented in Table 5. Even though the Shang-
haiTech data set is much larger than the Avenue data set,
we are still able to obtain compelling results. In terms of the
micro-averaged frame-level AUC, our cross-domain method
surpasses most of the state-of-the-art methods [3], [4], [8],
[12], [21], [37], which were trained on the ShanghaiTech
training set. In terms of RBDC, we observe a performance
degradation of only 8.79% for our cross-domain method
compared to its in-domain version. In terms of TBDC, our
performance decreases from 78.79% to 63.89%, but we still
outperform the state-of-the-art method of Ionescu et al. [5]
by a significant margin of 19.35%.
Overall. Since our cross-domain method is able to outper-
form many state-of-the-art methods [3], [4], [5], [8], [12], [12],
[16], [21], [31], [37] that are trained on the target data sets, we
conclude that our method is scene-agnostic, providing good
results even when testing is performed on scenes never seen
during training.
4.9 Qualitative Results
Figure 7 illustrates a set of true positive, false positive and
false negative abnormal event localizations from Avenue,
ShanghaiTech, Subway Exit and Subway Entrance. We note
that the anomaly maps overlapped over the presented
frames were subject to a 3D mean filter, hence, the shapes of
the detections do not coincide with object bounding boxes.
Avenue. The examples selected from the Avenue data set
are illustrated on the first row. From left to right, the true
positive detections are a person running, a person walking
besides a bike and a person throwing an object. The false pos-
itive example is a person entering the scene from an unusual
location (closer to the camera than usual). The false negative
example is represented by papers thrown in the air, which are
not detected because paper is not among the classes known
by the pre-trained object detector.
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TABLE 6
Micro-averaged AUC, macro-averaged AUC, RBDC and TBDC scores (in %) obtained by making gradual design changes to our original method
presented in [5], until the framework converges to our current proposal. Best results are highlighted in bold. Notations: MAE represents the MAE
between the CAE input and output; AD is short for absolute differences between the CAE input and output; LF is short for the CAE latent features.
Object CAE Motion CAE CAE CAE Anomaly Avenue ShanghaiTech
Detector Input Type Adversarial Segmentation Skip Detection AUC RBDC TBDC AUC RBDC TBDC
Type Branch Branch Connections Method Micro Macro Micro Macro
SSD-FPN fusion gradients k-means+OVR SVM 87.4 90.4 15.77 27.01 78.70 84.90 20.65 44.54
SSD-FPN motion gradients MAE 77.8 78.8 16.12 30.17 72.20 79.30 24.24 49.69
SSD-FPN appearance - MAE 77.6 77.4 16.77 29.90 75.60 81.90 26.30 50.44
SSD-FPN fusion gradients MAE 78.3 79.2 16.42 30.01 72.40 79.70 24.35 49.74
YOLOv3 motion gradients MAE 72.4 74.6 47.88 48.34 65.60 76.80 19.11 44.72
YOLOv3 appearance - MAE 78.3 76.5 49.94 44.22 67.50 78.40 21.69 48.13
YOLOv3 fusion gradients MAE 74.8 75.4 51.49 48.80 65.80 77.70 19.54 45.16
YOLOv3 motion SelFlow MAE 80.3 81.7 50.60 52.65 69.30 79.80 22.84 52.66
YOLOv3 fusion SelFlow MAE 81.6 82.3 52.89 52.70 69.80 80.60 22.90 52.70
YOLOv3 motion SelFlow X MAE 77.6 81.3 44.96 49.66 69.00 80.50 23.23 52.62
YOLOv3 appearance - X MAE 76.7 79.7 48.84 45.28 67.30 79.00 21.48 48.67
YOLOv3 fusion SelFlow X MAE 80.0 83.4 49.98 51.69 69.20 81.20 23.23 52.68
YOLOv3 appearance - X X MAE 77.3 79.5 49.86 43.45 67.90 77.10 20.67 48.29
YOLOv3 fusion SelFlow X X MAE 79.9 83.7 50.72 51.38 69.20 81.10 23.11 52.71
YOLOv3 motion SelFlow X classifier on AD 84.8 85.7 46.30 62.54 78.80 87.90 34.79 72.97
YOLOv3 appearance - X X classifier on AD 79.7 81.5 36.98 49.66 62.30 75.10 24.21 54.28
YOLOv3 fusion SelFlow X X classifier on AD 86.2 85.9 50.68 63.74 77.50 87.70 33.78 69.79
YOLOv3 motion SelFlow X classifier on LF 86.5 86.2 49.96 63.10 81.60 88.60 36.43 74.31
YOLOv3 appearance - X X classifier on LF 89.2 83.4 48.13 53.38 63.30 74.10 30.44 66.80
YOLOv3 fusion SelFlow X X classifier on LF 86.6 88.2 51.79 63.26 81.90 89.10 37.31 75.33
YOLOv3 motion SelFlow X classifier on AD+LF 86.1 82.5 45.29 65.02 80.00 87.30 37.49 75.71
YOLOv3 appearance - X X classifier on AD+LF 87.4 83.3 49.15 53.23 64.80 77.20 31.00 68.35
YOLOv3 fusion SelFlow X X classifier on AD+LF 91.6 90.6 62.11 67.55 82.40 88.90 41.26 77.29
SSD-FPN fusion SelFlow X X classifier on AD+LF 82.6 80.7 21.29 34.12 78.40 81.70 28.73 59.10
YOLOv3 motion SelFlow X concatenate classifier on AD+LF 87.4 87.2 52.87 64.17 81.00 87.40 37.24 75.54
YOLOv3 appearance - X X concatenate classifier on AD+LF 81.7 83.7 46.08 49.94 68.50 75.80 33.05 72.37
YOLOv3 fusion SelFlow X X concatenate classifier on AD+LF 90.9 90.5 64.59 65.12 82.50 88.30 38.79 76.68
YOLOv3 motion SelFlow X sum classifier on AD+LF 84.8 84.0 46.58 63.57 81.40 88.10 37.78 76.05
YOLOv3 appearance - X X sum classifier on AD+LF 83.0 82.4 39.57 52.83 63.90 73.50 33.72 69.31
YOLOv3 fusion SelFlow X X sum classifier on AD+LF 92.3 90.4 65.05 66.85 82.70 89.30 41.34 78.79
ShanghaiTech. The examples from ShanghaiTech are illus-
trated on the second row of Figure 7. The true positive
abnormal events detected by our framework are (from left to
right) two people running, a person jumping and a person riding
a bike. The false positive example consists of two people that
are detected in the same bounding box by the object detector,
generating a very unusual motion. The false negative exam-
ple is a person riding a skateboard, which is not detected by
YOLOv3 because the person is too small (just entering the
scene from the far end).
Subway Exit. The examples from Subway Exit are presented
on the third row. From left to right, the first two true positive
detections represent a person walking in the wrong direction,
while the third true positive example is a person loitering.
The false positive example is a person crossing the scene from
left to right. The false negative example is a person loitering.
Subway Entrance. The examples from Subway Entrance are
presented on the last row of Figure 7. From left to right, the
first two true positive examples represent a person jumping
over the gate, while the third true positive example is a person
loitering. The false positive example is represented by two
people interacting, one of them facing the wrong direction
(according to the definition of abnormal events for Subway
Entrance [40]). The false negative example is a person walking
in wrong direction.
4.10 Ablation Study
We perform an ablation study on the Avenue and the
ShanghaiTech data sets to emphasize the effect of each
component over the overall performance of our framework.
The ablation results are presented in Table 6. The first row
corresponds the method presented in [5], which attains
good AUC scores, yet seems to underperform in terms of
RBDC and TBDC. Our first design change is to eliminate
the k-means clustering and the one-versus-rest (OVR) SVM.
The model is left with three auto-encoders, the anomaly
score being computed as the mean absolute error (MAE)
between the input and the reconstruction of each CAE.
Although the AUC scores record significant drops with
respect to the original method [5], we observe some per-
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formance improvements in terms of RBDC and TBDC. Our
next design change is the replacement of the SSD-FPN [39]
with YOLOv3 [48]. This change causes further performance
drops on Avenue, in terms of AUC, and on ShanghaiTech,
in terms of all metrics. However, YOLOv3 brings significant
improvements on Avenue, in terms of RBDC and TBDC.
Even though the results obtained with YOLOv3 [48] are
not very encouraging, we have decided to continue the
experiments with YOLOv3 [48], as it detects four times more
objects than SSD-FPN, while having a lower false positive
rate. The models presented so far use the image gradients as
input to the motion auto-encoders, as proposed in [5]. Our
next change is to replace image gradients with optical flow
maps given by SelFlow [51]. This seems to be a very impor-
tant design change, leading to significant performance gains
with respect to all metrics. We continue our ablation study
by considering the integration of an adversarial branch in
each auto-encoder, while also switching from conventional
training to adversarial training. Through adversarial train-
ing, we obtained improvements of around 1% in terms of
the macro-averaged frame-level AUC on both data sets. In
a similar manner, we updated the architecture and the loss
of the appearance CAE to determine the model to output
segmentation maps. This change seems to bring some slight
improvements on Avenue, in terms of RBDC. Upon integrat-
ing the binary classifiers into our framework, we observe
major improvements with respect to all performance met-
rics. We note that training the binary classifiers would not
be possible without the adversarial component. Hence, the
adversarial component plays an indirect yet important role
in our framework, giving us a good reason to keep it. As
input for the binary classifiers, we considered three options.
Our first option is to use the absolute differences (AD)
between inputs and reconstructions of the CAEs, obtaining
improvements of more than 12% in terms of TBDC and
more than 6% in terms of the micro-averaged frame-level
AUC, on both data sets. Our second option, which is based
on providing the latent features (LF) as input to the binary
classifiers, leads to further performance gains. Our third
option is to combine the absolute differences and the latent
features. In the combination, the latent features are passed
to the binary classifiers through some skip connections, as
illustrated in Figure 1. By combining the absolute differences
and the latent features, we reach the state-of-the-art macro-
averaged frame-level AUC of 90.6% on the Avenue data
set, surpassing the method presented in [5]. Interestingly,
we note that replacing YOLOv3 back with SSD-FPN, while
keeping all the other design changes presented so far, does
not seem to be effective, confirming that YOLOv3 is a better
choice in the end. Our next design change is to integrate
skip connections into the CAEs, drawing our inspiration
from U-Net [56]. This design change seems to degrade
performance. Our last design change is to integrate skip
connections by summing up the corresponding features
instead of concatenating them as in U-Net. The resulting
micro-averaged frame-level AUC scores of 92.3% on the
Avenue data set and 82.7% on the ShanghaiTech data set
are state-of-the-art.
4.11 Running Time
Compared to our previous method described in [5], one of
the most important changes in terms of time is the replace-
ment of SSD-FPN with YOLOv3. For optimal performance,
we process the video in mini-batches of 15 frames. Even
though YOLOv3 [48] is much faster than SSD [47] with
Feature Pyramid Networks [39], it still requires about 430
milliseconds to process 15 frames, thus running at 34 frames
per second (FPS). The slowest component of our framework
is SelFlow [51], which runs at 16 FPS on our mini-batches of
15 frames. Due to the fact that our CAEs are very light, they
require only 3 milliseconds to extract the latent features and
to output the reconstruction for one input image. Our binary
classifiers are even faster, requiring only 1.5 milliseconds
to obtain the normality score for one object. Reassembling
the anomaly scores of the detected objects into an anomaly
map for each frame takes less than 1 millisecond. Putting
all the components together, our framework runs at 11
FPS with a reasonable average of 5 objects per frame. We
note that our current framework is equivalent in terms of
time to its earlier version proposed in [5]. Nevertheless, we
would like to note that 64% of the processing time is spent
computing the optical flow and 31% is spent detecting the
objects. Therefore, one way to speed up the running time is
to replace SelFlow with a faster optical flow predictor. The
reported running times were measured on an GeForce GTX
1080 Ti GPU with 11 GB of RAM.
4.12 Failure Cases
Besides Avenue, ShanghaiTech and Subway data sets, we
also tried to apply our anomaly detection framework on the
recently introduce Street Scene data set [16]. Street Scene
was relevant to us because it is a large data set and we
would have been able to compare our method in terms of
RBDC and TBDC with an existing work [16]. Street Scene
contains a single outdoor scene which is filmed from above,
as shown in the frames illustrated in Figure 8. Since the
objects are relatively small and filmed from an atypical
perspective, the pre-trained YOLOv3 detector fails to detect
the objects of interest in most cases. In Figure 8, we present
two examples in which the YOLOv3 detections (surrounded
by green bounding boxes) do not include the abnormal
objects (surrounded by blue bounding boxes), which are
hard to see even with the naked eye. In such cases, our
anomaly detection framework has no chance of detecting
the anomalies. In order to demonstrate that it is impossible
to surpass the state-of-the-art method [16] due to the poor
performance of the object detector, we compute the RBDC
for the YOLOv3 detections obtained for the confidence level
0.5, while assuming that the anomaly detection framework
would output perfect results on the test set. In this setting,
our RBDC score is 17.12%, which is 5% under the RBDC
score of 21% reported in [16]. We thus conclude that our
framework fails to perform well when the objects of interest
are too small or filmed in atypical perspectives. Certainly,
the obvious solution is to train or fine-tune the object de-
tector on the training video, but this would require manual
labeling, which is not available for Street Scene.
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.
Fig. 8. Two frames from Street Scene [16] illustrating failure cases
of our framework. Objects detected by YOLOv3 are surrounded by
green bounding boxes, while abnormal objects are surrounded by blue
bounding boxes. There is no overlap between abnormal and detected
objects. Best viewed in color.
5 CONCLUSION
In this paper, we have presented a set of significant de-
sign changes to our abnormal event detection approach
presented at CVPR 2019 [5]. More specifically, we replaced
the k-means clustering and the one-versus-rest SVM with
a set of binary classifiers that learn from normal and ad-
versarial examples. Additionally, we modified the convo-
lutional auto-encoders by adding adversarial and segmen-
tation branches, as well as skip connections. Our design
changes resulted in significant performance improvements
in terms of both RBDC and TBDC. As a secondary contri-
bution of our work, we release region-level and track-level
annotations for the ShanghaiTech [12] and the Subway [40]
data sets. Our experiments conducted on Avenue, Shang-
haiTech and Subway indicate that our approach generally
attains state-of-the-art results. We also demonstrated that
our approach is scene-agnostic, outperforming many ap-
proaches from the recent literature [3], [4], [5], [8], [12], [12],
[16], [21], [31], [37], when our method is tested on scenes
not seen during training (unlike the related works that are
trained and tested on the same scenes).
In future work, we aim to study new ways to improve
the computational time of our abnormal event detection
framework. More precisely, we will pursue faster object
detection and optical flow estimation methods, which cur-
rently account for 95% of our total processing time. Another
option is to remove the optical flow altogether, modeling the
motion information using 3D convolutions.
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