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Abstract
A simple modification method for single-stage generic object detection neural networks, such as YOLO and
SSD, is proposed, which allows for improving the detection accuracy on video data by exploiting the temporal
behavior of the scene in the detection pipeline. It is shown that, using this method, the detection accuracy of
the base network can be considerably improved, especially for occluded and hidden objects. It is shown that
a modified network is more prone to detect hidden objects with more confidence than an unmodified one. A
weakly supervised training method is proposed, which allows for training a modified network without requiring
any additional annotated data.
Introduction
Recently, multiple convolutional neural network based generic
object detection architectures arose, which allowed to dramati-
cally improve the detection accuracy relative to traditional ap-
proaches and achieve state-of-the-art performance. These neural
architectures allowed for creating multiple practical systems in
the field of robotics, automation, and monitoring. These archi-
tectures can mainly be categorised into two types, i.e., single-
and two-stage detectors. The latter are region proposal neural
networks and include the R-CNN family [1, 2, 3, 4], SPP-net
[5], R-FCN [6], and FPN [7]. Meanwhile, single-stage object
detectors predict all objects in a scene with a single pass through
the neural network. Such dectors include Yolo [8], SSD [9], and
SqueezeDet [10].
All these neural architectures have multiple practical applica-
tions, particularly, they are often used for training and making
inferences on still frames extracted from video streams. Mean-
while, a priori, they can only detect objects in a video frame that
can be detected by looking at that video frame. Although, in
many scenarios, the information available in the current frame
is not enough for reliably detecting an object. For example,
an object, which is occluded in the current frame, cannot be
detected by looking only into that current frame; however, if
we also look at the previous frames, where the object was not
occluded, we can be confident about the location of the object
in the current frame.
In this work, we propose a new modification method for single-
stage object detectors. This method aims to encode the previous
frames of a video in a way that can be exploited to improve
detections in the current frame.
We show that this modification method allows for a considerable
improvement in the object detection accuracy of the base model,
especially, for occluded objects. We also show that a modified
network is more prone to produce higher scores for occluded
objects than the base network.
In a related work [11], a recurrent convolutional architecture was
created by replacing convolutional layers of the base single-stage
object detection network with the proposed Bottleneck-LSTM
layers. These Bottleneck-LSTM are similar to ConvLSTM lay-
ers [12] and use depthwise separable convolution instead of the
simple one, which makes it possible to reduce computational
costs dramatically. In contrast to the latter work, in our work,
we use ConvLSTM cells to encode information from previous
frames only, without including the current frame. Meanwhile,
the features of the unmodified architecture, representing the
current frame, are used together with recurrent encoding of the
previous frames in further computations. The motivation behind
our approach is that, in our case, the recurrent unit is not forced
to encode the current frame, which we suppose on average con-
tains relatively more information for making reliable predictions
than the information found in the previous frames. The latter
allows for using the recurrent unit more efficiently for encoding
frame history. Another motivation is that our approach makes
it possible to transfer all weights from the original architecture.
The work [13] proposes an architecture that is based on an atten-
tion mechanism and ConvLSTM units to accomplish temporally
aware single-shot real-world object detection.
In this work, we also propose a weakly supervised training
approach for a modified network. This approach allows for
training the model on a dataset of videos, which only provides
annotations for separate isolated frames of a video sequence as
apposed to annotations for all frames of a dataset. This training
approach permits to use the modification method in practical
systems that apply single-stage object detectors and are trained
on frames taken from videos, without requiring additional data.
1 Modification Method
We propose a modification method for single-stage object de-
tectors, such as Yolo [8], SSD [9], and SqueezeDet [10], which
aims to embed the history in such a way that can be exploited to
improve detections for a current frame. This mechanism embeds
features of certain convolutional layers of a neural network and
their time behaviour in the previous frames, using a recurrent
architecture, namely, ConvLSTM [12] cells. Next, this encoding
is passed to the upper layer along with feature maps of the same
layer of the unmodified network, as illustrated in the figure 1.
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Figure 1: Modification is done between two convolutional layers.
A ConvLSTM cell encodes output feature maps of the lower
convolutional layer up to, but not including, feature maps for the
current frame. This encoding is concatenated with the output of
the lower layer computed on the current frame and passed to the
upper convolutional layer for further processing.
2 Experimental Setup
In our experimental setup, we use YOLOv3-tiny [8] as a base
network, as it is lightweight, quick to train, and, at the same
time, very robust. We use a TensorFlow 2.0 implemetation of
the YOLO3-tiny network available on GitHub1. We achieve
this modification by inserting ConvLSTM [12] cells at the last
feature maps of the neural network, just before the prediction
output layers. YOLOv3-tiny has two such outputs. Each of
these outputs is modified with a separate ConvLSTM cell with a
number of filters equal to the number of filters of the encoded
layer. Next, the output of the ConvLSTM cell is concatenated
with the output of the same layer of the modified network. As a
result, the number of the input feature maps of the output layer
doubles. Such an experimental setup only slightly increases the
computational costs required for forward propagation through
the network.
3 Training
We train our neural network on the MOT16-17 dataset [14].
This is a convenient dataset for evaluating the performance of
a network on occluded objects, as it contains corresponding
ground truth. We use the first 80% of each video in the dataset
for training, while the remaining 20% is for testing. The original
network is pretrained on ImageNet [15] and COCO [16] datasets.
The input to the neural network is a sequence of video frames,
1YoloV3 Implemented in TensorFlow 2.0: https://github.com/
zzh8829/yolov3-tf2.
while the supervisory signal is composed of an annotation on a
single frame of the sequence. The location of that frame in the
sequence is chosen randomly. This training approach allows to
train a model on a video dataset, which only provides ground-
truth bounding boxes for isolated frames from video sequences
instead of all frames in a sequence. We train using the same loss
function as for an unmodified network.
In our training process, we freeze all layers preceding the con-
volutional layers, after which we introduce the modification.
When training large recurrent neural networks, one of the main
issues is related to fitting network states through time into the
memory of the computing unit in order to compute the gradient
of all weights of a neural network. As a result of the freezing
of most layers of the base network, it is only required to keep
the computational results of the nonfrozen layers, while back-
propagating through time. Such a reduction in the volume of
required information makes it possible to select large neural ar-
chitectures as a base network, such as YoloV3, and use a larger
number of consequent frames during training without exceeding
the memory limits of the computing unit.
We train the network for 10 epochs without changing hyperpa-
rameters in the implemetation.
4 Evaluation Metrics
During evaluation, we aim to compare the relative performance
of the model when it encodes information from previous frames
with a situation when it only uses the current frame to make
predictions. We introduce a notion that the model predicts in
plain and sequenced modes, when it respectively uses a single
frame or also encodes the previous ones to make predictions. For
evaluation purposes, we compare all-point interpolated Precision
x Recall curves and all-point interpolated average precisions
(AP) [17]. All evaluations are done for 70% of intersection over
the uninon threshold.
Precision P and recall R are defined as follows:
P =
TP
TP + FP
, (1)
R =
TP
TP + FN
, (2)
where TP is the true positive (the number of correct detections
of ground-truth bounding boxes); FP is the false negative (the
number of incorrect detections of bounding boxes); and FN
is the false negative (the number of undetected ground-truth
bounding boxes).
We are also interested in comparing the performances between
plain and sequenced inference modes on objects which are oc-
cluded by other objects in the scene and those that are visible.
For this purpose, we utilize the visibility ratio provided in the
ground truths of the MOT17 dataset, which is a number between
0 and 1 that indicates which part of an object is visible. This
number varies due to occlusions and image border cropping.
Using this information, we split true positives on two parts:
TP = TPhidden + TPvisible, (3)
where TPhidden is the number of true positive bounding boxes
with visibility less than 0.5 and TPvisible is the number of true
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Figure 2: All-point interpolated Precision x Recall curves for
plain and sequend modes .
positive bounding boxes with visibility greater than or equal
to 0.5. Next, we define the corresponding hidden and visible
precisions and recalls as
Pvisible =
TPvisible
TPvisible + FP
,Rvisible =
TPvisible
TPvisible + FN
(4)
Phidden =
TPhidden
TPhidden + FP
,Rvisible =
TPhidden
TPhidden + FN
(5)
and use them to calculate the corresponding Precision x Recall
curves and average precisions.
5 Results
Figure 2 demonstrates interpolated Precision x Recall curves
on the test dataset when the model runs in plain and sequenced
modes. The model has similar precisions until recall 0.2 in plain
and sequenced modes. Meanwhile, above recall 0.2, in the case
when the model predicts in the sequenced mode, it considerably
outperforms its predictions in the plain mode. The AP values for
the plain and sequenced modes are 0.66 and 0.73, respectively,
which indicates that the sequenced mode outperforms the plain
mode by approximately 20% in terms of the absolute error
according to the AP metric.
Figure 3 shows interpolated Precision x Recall curves for the
visible objects in the test dataset according to precision and
recall definitions (4). Overall, both inference modes have similar
performance on visible objects. It can be noted that, according
to the AP score and definition (4), the plain mode outperforms
slightly the sequenced mode on visible objects for the recall
< 0.5, and, vice versa, the sequenced mode outperforms slightly
the plain mode for the recall > 0.5. The AP values for plain and
sequenced modes are 0.72 and 0.74, respectively, showing that,
on average, the sequenced inference mode outperforms slightly
the plain one.
Figure (4) demonstrates interpolated Precision x Recall curves
for the hidden objects in the test dataset according to precision
and recall definitions (5). We can note that the sequenced in-
ference outperforms enormously the plain inference mode for
hidden objects, which is in contrast to the case of visible objects.
0.0 0.2 0.4 0.6 0.8
Recall
0.2
0.4
0.6
0.8
1.0
Pr
ec
isi
on
Sequenced
Plain
Figure 3: All-point interpolated Precision x Recall curves for
plain and sequend modes for visible objects (according to defi-
nitions (4)).
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Figure 4: All-point interpolated Precision x Recall curves for
plain and sequend modes for hidden objects (according to defini-
tons (5)).
The average precisions are 0.27 and 0.48, respectively, which in-
dicates that in the sequenced inference mode the network is able
to detect correctly almost twice as many hidden objects as in
the plain inference mode. The latter shows that the network can
encode information from previous frames in the video stream in
such a way that it is pretty confident about the locations of the
objects that become hidden.
Figure 5 shows the TPvisible/TP value relative to the recall for
the plain and sequenced inference modes. The curves demon-
strate how prone the network is to produce a high probability
to hidden objects. It can be noted that, after recalling a small
number of ground truth bounding boxes, the network gives con-
siderably higher scores to hidden objects when it runs in the
sequenced mode as compared to its runs in the plain mode. Both
curves rise with increasing recall values. The relation between
the total numbers of hidden and all ground truth boxes is equal
to 0.39, which is the point where both curves would reach R = 1
if the network was able to recall all ground truth boxes.
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Figure 5: TPvisible/TP vs Recall for plain and sequenced infer-
ence modes.
6 Conclusion
In this paper, we have proposed a modification method for single-
stage generic object detection convolutional neural networks.
This method allows to encode the temporal behaviour of a scene,
which serves as additional information in the object detection
pipeline. The application of this method allows for considerable
improvements in the accuracy of the base network, while it only
slightly increases computational costs. We have compared the
inference on still frames with that on a video stream and have
shown dramatic improvements in occluded object detection, as
well as a considerable overall detection improvement.
Nowadays, most state-of-the-art object detection architectures
make predictions by looking at still frames and find multiple in-
dustrial applications by processing each frame of a video stream.
We have also proposed a training approach, which makes it
possible to train a modified network on existing data, without
requiring tedious annotations of all frames of the video dataset.
The simultaneous application of the modification method and
the corresponding training approach makes it easy to improve
products that are largely based on object detection. Industrial
fields of such products include, but are not limited to, security
monitoring, smart traffic light systems, manufacturing automa-
tion, and medicine.
In contrast to standard object detection approaches, people tend
to take into account time behavior when they point to the location
of an object. For example, if we observe a person walk around a
corner of a building, we can be pretty sure about their location,
although they are out of sight at this stage. From this point
of view, we can consider this work to be an attempt to model
temporal considerations of human visual perception.
References
[1] R. Girshick, J. Donahue, T. Darrell, and J. Malik. Rich
feature hierarchies for accurate object detection and seman-
tic segmentation. In 2014 IEEE Conference on Computer
Vision and Pattern Recognition, pages 580–587, June 2014.
doi: 10.1109/CVPR.2014.81.
[2] R. Girshick. Fast r-cnn. In 2015 IEEE International Con-
ference on Computer Vision (ICCV), pages 1440–1448,
Dec 2015. doi: 10.1109/ICCV.2015.169.
[3] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian
Sun. Faster r-cnn: Towards real-time object detection
with region proposal networks. In C. Cortes, N. D.
Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett,
editors, Advances in Neural Information Process-
ing Systems 28, pages 91–99. Curran Associates,
Inc., 2015. URL http://papers.nips.cc/paper/
5638-faster-r-cnn-towards-real-time-object-detection-with-region-proposal-networks.
pdf.
[4] K. He, G. Gkioxari, P. Dollár, and R. Girshick. Mask r-
cnn. In 2017 IEEE International Conference on Computer
Vision (ICCV), pages 2980–2988, Oct 2017. doi: 10.1109/
ICCV.2017.322.
[5] K. He, X. Zhang, S. Ren, and J. Sun. Spatial pyramid pool-
ing in deep convolutional networks for visual recognition.
IEEE Transactions on Pattern Analysis and Machine In-
telligence, 37(9):1904–1916, Sep. 2015. ISSN 1939-3539.
doi: 10.1109/TPAMI.2015.2389824.
[6] Jifeng Dai, Yi Li, Kaiming He, and Jian Sun. R-fcn: Object
detection via region-based fully convolutional networks.
In D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon,
and R. Garnett, editors, Advances in Neural Information
Processing Systems 29, pages 379–387. Curran Associates,
Inc., 2016. URL http://papers.nips.cc/paper/
6465-r-fcn-object-detection-via-region-based-fully-convolutional-networks.
pdf.
[7] T. Lin, P. Dollár, R. Girshick, K. He, B. Hariharan, and
S. Belongie. Feature pyramid networks for object detection.
In 2017 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pages 936–944, July 2017. doi: 10.
1109/CVPR.2017.106.
[8] Joseph Redmon and Ali Farhadi. Yolov3: An incremental
improvement. arXiv, 2018.
[9] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian
Szegedy, Scott E. Reed, Cheng-Yang Fu, and Alexander C.
Berg. Ssd: Single shot multibox detector. In Bastian Leibe,
Jiri Matas, Nicu Sebe, and Max Welling, editors, ECCV
(1), volume 9905 of Lecture Notes in Computer Science,
pages 21–37. Springer, 2016. ISBN 978-3-319-46447-3.
[10] Bichen Wu, Forrest Iandola, Peter H. Jin, and Kurt Keutzer.
Squeezedet: Unified, small, low power fully convolu-
tional neural networks for real-time object detection for
autonomous driving. 2016.
[11] Mason Liu and Menglong Zhu. Mobile video object detec-
tion with temporally-aware feature maps. 2018 IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 5686–5695, 2018.
[12] Xingjian Shi, Zhourong Chen, Hao Wang, Dit-Yan Ye-
ung, Wai-kin Wong, and Wang-chun Woo. Convolutional
lstm network: A machine learning approach for precipita-
tion nowcasting. In Proceedings of the 28th International
Conference on Neural Information Processing Systems -
Volume 1, NIPS’15, page 802–810, Cambridge, MA, USA,
2015. MIT Press. doi: 10.5555/2969239.2969329.
[13] X. Chen, J. Yu, and Z. Wu. Temporally identity-aware ssd
with attentional lstm. IEEE Transactions on Cybernetics,
50(6):2674–2686, June 2020. ISSN 2168-2275. doi: 10.
1109/TCYB.2019.2894261.
Preprint – Modification method for single-stage object detectors that allows to exploit the temporal behaviour of a scene to
improve detection accuracy 5
[14] Anton Milan, Laura Leal-Taixé, Ian D. Reid, Stefan Roth,
and Konrad Schindler. MOT16: A benchmark for multi-
object tracking. CoRR, abs/1603.00831, 2016. URL http:
//arxiv.org/abs/1603.00831.
[15] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In 2009 IEEE conference on computer vision
and pattern recognition, pages 248–255. Ieee, 2009.
[16] Tsung-Yi Lin, Michael Maire, Serge Belongie, James
Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and
C. Lawrence Zitnick. Microsoft coco: Common objects
in context. In David Fleet, Tomas Pajdla, Bernt Schiele,
and Tinne Tuytelaars, editors, Computer Vision – ECCV
2014, pages 740–755, Cham, 2014. Springer International
Publishing. ISBN 978-3-319-10602-1.
[17] R. Padilla, S. L. Netto, and E. A. B. da Silva. A survey on
performance metrics for object-detection algorithms. In
2020 International Conference on Systems, Signals and
Image Processing (IWSSIP), pages 237–242, 2020.
