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MTS MTS
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MTS n
[6] 2n− 1
MTS k-HST
MTS [11] O(log2 n log log n)
[13][14]
O(log n) [6, 10]
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2.2.2
t = 1, 2, . . . , T
1. dt ∈ D D
2. xt ∈ X X .
3. Cost(dt, xt)
Cost
T ,
x1, x2, . . . , xT ∈ X
T∑
t=1
Cost(dt, xt) ∼= min
d∗∈D
T∑
t=1
Cost(d∗, xt) (2.1)
d1, d2, . . . , dT
D X Cost
2.2.3
7
A a b
A CostA
CostA ≤ a · CostOPT + b
CostOPT
1
2.2.4
1.
2.
D′
D′ = {D }
8
n D
pt = (pt(1), pt(2), . . . pt(n)) ∈ D′, xt ∈ X
Cost′(pt, xt)
Cost′(pt, xt) =
∑
d∈D
pt(d)Cost(d, xt)
•
– D = {1, 2, . . . , n} X d ∈ D, x ∈ X
Cost(d, x) ∈ [0,M ]
– t pt(i) i
pt = (pt(1), pt(2), . . . pt(n))
– lt = (lt(1), lt(2), . . . lt(n))
pt · lt
d ∈ D lt(d) = Cost(d, xt)
–
T∑
t=1
pt · lt ≈ min
d∈D
T∑
t=1
lt(d).
•
2.1
0 < β < 1
wt(i) i
1
pt(i)
9
begin
for i=1 to n do
initial weight
for t=1 to T do begin
output                             
where
observe                                      
suffer cost 
for i=1 to n do
end
end
Algorithm:Hedge(β)
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•T∑
t=1
pt · lt ≤
ln(1/βM)
1− βM min1≤i≤n
T∑
t=1
lt(i) +
M lnn
1− βM (2.2)
min1≤i≤n
∑T
t=1 lt(i)
2.3 vs.
2.3.1
2.2.2
t = 1, 2, . . . , T
1. dt ∈ D D
2. xt ∈ X X .
3. Cost(d1, x1, d2, x2, . . . , dt, xt)
1 2
T∑
t=1
Cost(d1, x1, d2, x2, . . . , dt, xt)
∼= min
d∗1,d
∗
2,...,d
∗
T∈D
T∑
t=1
Cost(d∗1, x1, d
∗
2, x2, . . . , d
∗
t , xt) (2.3)
11
2.3.2
2.4
2.4.1
12
t = 1, 2, . . . , T
1. rt ∈ [1, h]
2. mt ∈ [1, h]
3. rt ≤ mt Costt = −rt
Costt = 0
D X [1, h]
2.4.2
1
1
t = 1, 2, . . . , T
1. xt ∈ [0, 1]
2. dt ∈ {0, 1}
3. Costt = −dtxt
−1 Costt = 0
D = {0, 1} X = [0, 1]
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3(MTS)
3.1
S S d : S × S → <+ (S, d)
<+ d i, j, k ∈ S
1. i 6= j d(i, j) > 0
2. d(i, i) = 0
3. d(i, j) = d(j, i)
4. d(i, j) + d(j, k) ≥ d(i, k)
S
14
(S, d) d
d(i, j) =
{
0 (i = j)
1 (i 6= j)
d 1 4
MTS
3.2 MTS
MTS (S = {1, 2, . . . , n}, d)
t = 1, 2, . . . , T
(1) (2) (3)
1. lt = (lt(1), lt(2), . . . , lt(n)) ∈ (<+)n
1 ≤ i ≤ n lt(i) i
2. st ∈ S
3. Costt = d(st−1, st) + lt(st) d(st−1, st)
lt(st) t
s0 = s1 1
15
s∗1, s
∗
2, . . . , s
∗
T
OPT
OPT =
T∑
t=1
d(s∗t−1, s
∗
t ) + lt(s
∗
t )
= min
s1,s2,...,sT
T∑
t=1
(
d(st−1, st) + lt(st)
)
l1, l2, . . . , lT∑
tCostt OPT
S dmin
dmax
dmin = min
i,j∈S,i6=j
d(i, j) dmax = max
i,j∈S
d(i, j)
3.3 MTS
MTS
t
j (∈ S) S
{Pr(st = i | st−1 = j) | i ∈ S} i
s1, s2, . . . , sT
st
S Pr(st = i), i ∈ S
MTS
MTS
lt
s1, s2, . . . , st−1
i, j ∈ S pt(i) = Pr(st = i) at(j, i) = Pr(st = i | st−1 = j)
t Costt E[d(st−1, st)+ lt(st)] = E[d(st−1, st)]+
E[lt(st)]
pt = (pt(1), pt(2), . . . , pt(n))
lt
E[lt(st)] = pt · lt =
n∑
i=1
pt(i)lt(i)
16
E[d(st−1, st)] =
n∑
j=1
pt−1(j)E[d(st−1, st) | st−1 = j]
=
n∑
j=1
pt−1(j)
n∑
i=1
a(j, i)d(j, i) (3.1)
pt−1 {at(j, i) | i, j ∈ S}
i ∈ S
pt(i) =
n∑
i=1
pt−1(j)at(j, i) (3.2)
{at(j, i) | i, j ∈ S} pt
pt−1 (3.2) (3.1)
{at(j, i) | i, j ∈ S}
n∑
j=1
pt−1(j)
n∑
i=1
at(j, i)d(j, i)
pt(i) =
n∑
i=1
pt−1(j)at(j, i) (∀i ∈ S)
at(j, i) ≥ 0 (∀i, j ∈ S)
n∑
i=1
at(j, i) = 1
pt pt−1 Move(pt,pt−1)
t
E[d(st−1, st)] = Move(pt,pt−1)
at(j, i)
MTS
t = 1, 2, . . . , T (1) (2) (3)
1. lt = (lt(1), lt(2), . . . , lt(n)) ∈ (<+)n
2. S pt = (pt(1), pt(2), . . . , pt(n))
3. Costt = Move(pt,pt−1)+pt · lt
p0 = p1 1 0
17
Move(pt,pt−1)
3.1.
Move(pt,pt−1) ≤ dmax
∑
i:pt−1(i)>pt(i)
(pt−1(i)− pt(i))
. (3.1)
E[d(st−1, st)] =
n∑
j=1
pt−1(j)
n∑
i=1
at(j, i)d(j, i)
i, j ∈ S d(j, j) = 0 d(j, i) ≤ dmax
E[d(st−1, st)] ≤ dmax
n∑
j=1
pt−1(j)
∑
i6=j
at(j, i)
= dmax
n∑
j=1
pt−1(j)(1− at(j, j)) (3.3)
E[d(st−1, st)] (3.3)
(3.3)
at(j, j)
at(j, j) =
{
pt(j)/pt−1(j) pt−1(j) ≥ pt(j)
1 pt−1(j) < pt(j)
(3.4)
i 6= j at(j, i)
(3.4) (3.3)
3.4 MTS
MTS
3.4.1
MTS
18
3.1 MTS
チョコ
機
械
の
モ
ー
ド
客の注文
バニラ
チョコ
バニラ
1
2
2
3
3.1:
MTS
$1
3+1+(1+2)+2+2+2 = $13
(1+ 2)+ (1+ 1)+ (1+ 2)+ 2+ (1+ 1)+ (1+ 2) = $15
3.4.2
” ”
, , , , , , . . . k
19
n = k! S
S = {1, 2, . . . , k} pi
t n pit ∈ S
lt(pit) = pit
d(pit−1, pit)
MTS
3.5 MTS
MTS
3.5.1 (WFA)
ω t i
[6]
ω0(i) = d(start, i), (3.5)
ωt(i) = min
j∈S
{ωt−1(j) + lt(j) + d(j, i)}. (3.6)
start ∈ S
t i
st−1 st−1
st
st = argmin
j∈S
{ωt−1(j) + lt(j) + d(st−1, j)} (3.7)
j
n 2n− 1 MTS
20
3.5.2 (R-WFA)
(k-HST) [11]
[7]
i pt(i)
t
pt(i) =
1
n
+
1
n
n∑
j=1
(
ωt(j)− ωt(i)
dmax
)t
O(log6 n)
3.5.3
MTS
[6]
1.
2. 1
3.
O(log n)
3.5.4
MTS
MTS [10]
∑T
t=1Cost(s
∗
t , xt) s
∗
1, s
∗
2, . . . , s
∗
T∣∣{2 ≤ t ≤ T | s∗t−1 6= s∗t}∣∣
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[12] MTS
O(log n)
3.6 MTS
MTS MTS
st−1
st lt
MTS
MTS
MTS
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4MTS
MTS
MTS
MTS
4.1 MTS
MTS
G = (V,E) V S 2T
V =
T⋃
t=1
(V ′t ∪ Vt)
t 1 ≤ t ≤ T
V ′t = {v′t,i | i ∈ S} Vt = {vt,i | i ∈ S}
v′t,i t i st−1 i
vt,i lt(i)
u v G u
23
vt-1,1
v
t-1,3
v
t-1,2
v’
t,1
v’
t,3
v’
t,2
v
t,1
v
t,3
v
t,2
d(i,j) i,j∈S
l
t
(1)
l
t
(2)
l
t
(3)
4.1: t
v
E =
(
T⋃
t=2
Vt−1 × V ′t
)
∪ {(v′t,i, vt,i) | 1 ≤ t ≤ T, i ∈ S}
t 2 ≤ t ≤ T
(vt−1,i, v′t,j) ∈ Vt−1 × V ′t d(i, j)
vt−1,i v′t,j t
t 1 ≤ t ≤ T (v′t,i, vt,i) t
lt(i) v
′
t,i
vt,i
lt t 4.1 Vt−1 V ′t Vt
G n = 3 4.2 t = 3
1 V0
MTS G
t = 1, 2, . . . , T V ′t Vt n
lt Vt
vt,i st = i
d(st−1, st) + lt(st) vt−1,st−1 vt,st
s1, s2, . . . , sT G V
′
1
VT
s∗1, s
∗
2, . . . , s
∗
T
G
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v’
2,3
v
1,3
v’
1,1
v’
1,2
v
1,1
v’
2,1
v’
2,2
v
3,1
v
3,2
v’
1,3
v
3,3
v
2,1
v
2,2
v’
3,1
v’
3,2
v
2,3
v’
3,3
v
1,2
t =1
t =2
t =3
4.2: t = 3
4.2 MTS
MTS
MTS
t
lt,min = mini∈S lt(i) l
r
t
lrt = (lt(1)− lt,min, lt(2)− lt,min, . . . , lt(n)− lt,min)
0
4.1.
MTS G′
a A MTS G a
. G′ CostA,G′
CostA,G′ ≤ a · CostOPT,G′ + b
CostOPT,G′ G
′
G
∑T
t=1 lt,min ≡ LB G
25
CostA,G
CostA,G = CostA,G′ + LB
≤ a · CostOPT,G′ + b+ LB
CostOPT,G =
CostOPT,G′ + LB
CostA,G ≤ a(CostOPT,G − LB) + b+ LB
≤ a · CostOPT,G + b
G a
0 MTS
MTS
M
M
4.2.
2dmax 2dmax MTS G
′
a B MTS
G a A
. G′ 2dmax
G A G′ B
B B
B
A B
0
B
B
B h G
A B B′
4.3
G A G′ B
4.3 CostA,G,h
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アルゴリズム A の動作 アルゴリズム B’の動作
h 回
G’ において
飽和した辺
G’ において
飽和した辺
G’ において
飽和していない辺
重みが 0 の辺
G’において
飽和していない辺
重みが 0 の辺
4.3: G
CostB,G′,h l
h
CostB,G′,h ≥ 2hdmax + l,
CostA,G,h ≤ (h+ 1)dmax + l.
h ≥ 1 CostA,G,h ≤ CostB,G′,h
A
A B
CostB,G′ , CostA,G
CostA,G ≤ CostB,G′
CostB,G′ ≤ a · CostOPT,G′ + b
CostA,G ≤ a · CostOPT,G′ + b
G′ B A
27
G′ G
G′
CostOPT,G = CostOPT,G′ .
CostA,G ≤ a · CostOPT,G + b
A a
4.1 4.2 MTS
0 2dmax
MTS
M M = 2dmax
0
4.3
MTS
MTS
t
dt
d∗ D
D
dt d
∗
d∗
MTS t st S
s∗1, s
∗
2, . . . , s
∗
T S
T G
S
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v’
1,1
v
T,1
v
t,1
v’
1,n
v
T,n
v
t,n
v’
1,i
v
T,i
v
t,i
v’
t,1
v’
t,n
v’
t,i
時刻 t 
v
t,i
までの最短路の長さ
あらゆる経路
4.4: Ct(i)
t
t Ct l1, l2, . . . , lt
G
Ct vt,i Ct(i) Ct(i)
P wt(P ) (??)
wt(P ) = exp(−η(P vt,i ))
P vt,i vt,i
Lt,i P
vt,i P 4.4 Ct(i)
wt(P ) = exp(−ηLt,i) vt,i
t i
S
MTS
d
4.4
dji
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v’
1,1
v
T,1
v
t,1
v’
1,n
v
T,n
v
t,n
v’
1,i
v
T,i
v
t,i
v’
t,1
v’
t,n
v’
t,i
時刻 t 
v’
t,i 
までの最短路の長さ L
t
(i)
^
4.5: Lˆt(i)
α
dji =
{
1
η
ln 1
1−α i = j
d(j,i)
dminη
ln n−1
α
i 6= j
α dii ≤ dji
t vt,i v
′
t,i
Lˆt,i 4.5 Lˆt,i
Lˆ1(i) = 0, (4.1)
Lˆt(i) = min
j∈S
{Lˆt−1(j) + lt−1(j) + dji} (4.2)
Lˆt,i i
4.6
4.5
Lmt (i) = Lˆt−1(i) + lt−1(i)
Lˆt(i) = min
j∈S
(Lmt (j) + dji)
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begin
for i=1 to n do
for t=1 to T do begin
for i=1 to n do
given
output
where
suffer cost
for i=1 to n do
update
where
end
end
Our Algorithm(η,α)
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);,Move(Cost
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1 jitt
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;0)(
ˆ
1
=iL

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
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≠
−
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−
=
ji
n
d
ijd
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d
ji
  if   
1
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  if   
1
1
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min
αη
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1
∑
=
=
n
k
ttt
kwiwip
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4.3. i, j ∈ S, 1 ≤ t ≤ T
Lˆt(i) ≤ Lˆt(j) + dji
.
i, j ∈ S Lˆt(i) > Lˆt(j) + dji
Lˆt(j) t− 1 kj ∈ S
Lˆt(j) = mink∈S(Lmt−1(k) + dkj) kj
Lˆt(i) > L
m
t (kj) + dkjj + dji
Lˆt(i) > L
m
t (kj) + dkji ≥ min
k∈S
(Lmt (k) + dki).
Lˆt(i)
4.3 wt(i) t
4.4. i ∈ S, 1 ≤ t ≤ T
wt(i) ≤ wt−1(i)
. Lˆt(i) t− 1 ki ∈ S
Lˆt(i) = Lˆt−1(ki) + lt−1(ki) + dkii
≥ Lˆt−1(ki) + dkii.
4.3 j ∈ S Lˆt−1(j) + dji ≥ Lˆt−1(i)
Lˆt(i) ≥ Lˆt−1(i).
wt(i)
4.5. t 2 ≤ t ≤ T
Move(pt,pt−1) ≤ dmaxη(1− α)pt−1 · lt−1 + αdmax
32
. 2 ≤ t ≤ T Cm = Move(pt,pt−1) Wt =∑n
i=1wt(i) =
∑n
i=1 e
−ηLˆt(i) 3.1
Cm ≤ dmax
∑
i:pt−1(i)>pt(i)
(pt−1(i)− pt(i))
= dmax
∑
i:pt−1(i)>pt(i)
(
wt−1(i)
Wt−1
− wt(i)
Wt
)
4.4 i wt(i)
Wt Wt Wt−1
Cm ≤ dmax
∑
i:pt−1(i)>pt(i)
1
Wt−1
(wt−1(i)− wt(i))
Cm ≤ dmax
n∑
i=1
1
Wt−1
(wt−1(i)− wt(i))
= dmax
n∑
i=1
1
Wt−1
(e−ηLˆt−1(i) − e−ηminj(Lˆt−1(j)+lt−1(j)+dj,i))
minj j i
Cm ≤ dmax
n∑
i=1
1
Wt−1
(e−ηLˆt−1(i) − e−η(Lˆt−1(i)+lt−1(i)+di,i))
dii =
1
η
ln 1
1−α
Cm ≤ dmax
n∑
i=1
e−ηLˆt−1(i)
Wt−1
(1− (1− α)e−ηlt−1(i))
= dmax(1− (1− α)
n∑
i=1
pt−1(i)e−ηlt−1(i)).
e−ηlt−1(i) ≤ 1− ηlt−1(i)
Cm ≤ dmax(1− (1− α)
n∑
i=1
pt−1(i)(1− ηlt−1(i)))
= dmaxη(1− α)pt−1 · lt−1 + αdmax
33
4.6.
n∑
i=1
e−ηLˆt(i) ≤
n∑
i=1
e−ηL
m
t (i)
. t Lˆt(i) Lt(i) = minj(L
m
t (j)+ dj,i)
i ki
n∑
i=1
e−ηLˆt(i) =
n∑
i:ki=i
e−η(L
m
t (i)+
1
η
ln 1
1−α ) +
n∑
i:ki 6=i
e
−η(Lmt (ki)+ d(ki,i)dminη ln
n−1
α
)
min1≤i≤n Lmt (i) = L
m
t (i
∗) mini:ki 6=i d(ki, i) ≥
dmin
n∑
i=1
e−ηLˆt(i) ≤
n∑
i:ki=i
e−η(L
m
t (i)+
1
η
ln 1
1−α ) +
n∑
i:ki 6=i
e−η(L
m
t (i
∗)+ 1
η
ln n−1
α
)
≤ (1− α)
n∑
i:ki=i
e−ηL
m
t (i) +
α
n− 1
n∑
i:ki 6=i
e−ηL
m
t (i
∗)
i ki 6= i
di,i ≤ di,j
Lmt (i) i ki = i
k∗i = i
∗. ki 6= i n− 1
n∑
i=1
e−ηLˆt(i) ≤ (1− α)
n∑
i:ki=i
e−ηL
m
t (i) + αe−ηL
m
t (i
∗)
= (1− α)
n∑
i:ki=i,i 6=i∗
e−ηL
m
t (i) + ((1− α) + α)e−ηLmt (i∗)
≤
n∑
i:ki=i
e−ηL
m
t (i)
≤
n∑
i=1
e−ηL
m
t (i)
OPT OPTp OPTm
OPT = OPTp +OPTm
s∗1, s
∗
2, . . . , s
∗
T
OPTp =
T∑
t=1
lt(s
∗
t ) OPTm =
T∑
t=2
d(s∗t−1, s
∗
t )
34
4.7.
T∑
t=1
Costt ≤ (1 + dmaxη(1− α))
(
2ηdmax
1− e−2ηdmax
(
OPTp + (
1
dminη
ln
n− 1
α
)OPTm
+
T
η
ln
1
1− α
)
+
2dmax
1− e−2ηdmax lnn
)
+ αdmaxT
. t Wt
Wt =
∑n
i=1 e
−ηLˆt(i) Wt+1
Wt
t
Wt+1
Wt
=
∑n
i=1 e
−ηLˆt+1(i)
Wt
4.6
Wt+1
Wt
≤
∑n
i=1 e
−ηLmt+1(i)
Wt
=
∑n
i=1 e
−η(Lˆt(i)+lt(i))
Wt
=
n∑
i=1
pt(i)e
−ηlt(i)
=
n∑
i=1
pt(i)e
−ηM(lt(i)/M)
M = maxi∈S,1≤t≤T lt(i) 0 < e−ηM < 1 ∀x ∈ [0, 1], e−ηMx ≤
1− (1− e−η)x
Wt+1
Wt
≤
n∑
i=1
pt(i)(1− (1− e−ηM)lt(i)/M)
= 1− 1− e
−ηM
M
pt · lt
pt · lt
ln(1− x) ≤ −x
ln
Wt+1
Wt
≤ ln(1− 1− e
−ηM
M
pt · lt)
≤ −1− e
−ηM
M
pt · lt
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t = 1, 2, . . . , T
T∑
t=1
ln
Wt+1
Wt
= ln
WT+1
W1
≤ −1− e
−ηM
M
T∑
t=1
pt · lt
T∑
t=1
pt · lt ≤
M
1− e−ηM (− ln
WT+1
W1
)
=
M
1− e−ηM (− ln
n∑
i=1
e−ηLˆT+1(i) + ln
n∑
i=1
e−ηLˆ1(i))
Lˆmin = mini∈S LˆT+1(i)
T∑
t=1
pt · lt ≤
ηM
1− e−ηM Lˆmin +
M
1− e−ηM lnn. (4.3)
4.5
Move(pt,pt−1) ≤ dmaxη(1− α)pt−1 · lt−1 + αdmax.
T∑
t=1
Costt ≤
T∑
t=1
pt · lt +
T∑
t=2
(dmaxη(1− α)pt−1 · lt−1 + αdmax)
=
T∑
t=1
pt · lt +
T−1∑
t=1
(dmaxη(1− α)pt · lt + αdmax)
∑T−1
t=1 pt · lt ≤
∑T
t=1 pt · lt
T∑
t=1
Costt ≤
T∑
t=1
pt · lt +
T∑
t=1
dmaxη(1− α)pt · lt + αdmax)
≤ (1 + dmaxη(1− α))
T∑
t=1
pt · lt + αdmaxT.
(4.3)
T∑
t=1
Costt ≤ (1 + dmaxη(1− α))
(
ηM
1− e−ηM Lˆmin +
M
1− e−ηM lnn
)
+ αdmaxT.
(4.4)
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d(i, j)
dij
OPTp +
1
dminη
ln
n− 1
α
OPTm +
T − k
η
ln
1
1− α
k
Lˆmin dij
Lˆmin ≤ OPTp + 1
dminη
ln
n− 1
α
OPTm +
T
η
ln
1
1− α.
(4.4)
T∑
t=1
Costt ≤ (1 + dmaxη(1− α))
(
ηM
1− e−ηM
(
OPTp + (
1
dminη
ln
n− 1
α
)OPTm
+
T
η
ln
1
1− α
)
+
M
1− e−ηM lnn
)
+ αdmaxT
4.2 M = 2dmax
T∑
t=1
Costt ≤ (1 + dmaxη(1− α))
(
2ηdmax
1− e−2ηdmax
(
OPTp + (
1
dminη
ln
n− 1
α
)OPTm
+
T
η
ln
1
1− α
)
+
2dmax
1− e−2ηdmax lnn
)
+ αdmaxT
T
η, α
4.8. ²
T∑
t=1
Costt ≤ (1 + ²)OPTp + 3dmax
²dmin
ln(nT )OPTm +O
(
dmax lnn
²
)
. α = 1/T α¿ 1 4.7
T∑
t=1
Costt ≤ (1 + dmaxη)( 2ηdmax
1− e−2ηdmax (OPTp
+
lnnT
dminη
OPTm +
1
η
) +
2dmax
1− e−2ηdmax lnn) + dmax
37
² < 1 η = ²/3dmax
T∑
t=1
Costt ≤ (1 + ²
3
)((1 +
²
6
)(OPTp +
3dmax
²dmin
(lnnT )OPTm +
3dmax
²
)
+
3dmax
²
lnn) + dmax
(1 + ²
3
)(1 + ²
6
) ≤ (1 + ²)
T∑
t=1
Costt ≤ (1 + ²)(OPTp + 3dmax
²dmin
(lnnT )OPTm)
+
3(1 + ²)dmax
²
+
(3 + ²)dmax
²
lnn+ dmax
T∑
t=1
Costt ≤ (1 + ²)OPTp + 3dmax
²dmin
ln(nT )OPTm +O
(
dmax lnn
²
)
4.6
MTS
O(log6 n) [7]
O(log2 n log log n)
[13][14] k-HST
T T
MTS
O(dmax
dmin
(log n+ log T ))
T
T n
T
T M
T,M
T,M
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nT
MTS Θ(log n)
T
O((dmax/dmin) log n)
39
55.1
O(dmax
dmin
(log n+ log T ))
5.2
T
T
MTS
MTS
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