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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Indonesia adalah negara yang masih mengandalkan sektor pertanian 
dalam menunjang perekonomian negara dengan meninjau cakupan komoditas, 
hasil produksi, dan pengusahaannya yang masih dikelola oleh masyarakat 
menengah ke bawah diseluruh penjuru Indonesia (Sinaga & Hendarto, 2012). Oleh 
sebab itu, Indonesia dikenal sebagai negara agraris. Berdasarkan data volume 
ekspor yang dicatat oleh Kementerian Pertanian dari tahun 2012 hingga tahun 
2016, terdapat lima komoditas dengan volume ekspor terbesar yaitu komoditas 
karet, kelapa sawit, kelapa, kakao, dan kopi (Murjoko, 2017). Dari kelima 
komoditas tersebut, kelapa sawit (Elaeis guineensis Jacq) menjadi salah satu pusat 
perhatian pemerintah dan investor. Hal ini dikarenakan sumber daya alam yang 
dapat diperbaharui dan didukung dengan lahan yang luas adalah kelapa sawit. 
Produktivitas tanaman akan ditunjang melalui keberhasilan panen, sebaliknya 
produktivitas tanaman kelapa sawit akan terhambat karena kegagalan panen.  
Perusahaan perkebunan kelapa sawit yang salah satunya terdapat di 
Sumatera ialah PT. Sandabi Indah Lestari yang ada di Provinsi Bengkulu. PT. 
Sandabi Indah Lestari termasuk Perusahaan Besar Swasta (PBS) yang telah berdiri 
sejak tahun 1999 dengan melakukan penanaman pohon kelapa sawit hingga tahun 
2011. Sementara produksi hasil panen kelapa sawit dimulai tahun 2004 hingga 
sekarang. Pada tahun 2009, perusahaan mendirikan sebuah pabrik untuk 
mengolah hasil panen. Jumlah panen dari kelapa sawit tidak selalu stabil. Ada 
kalanya hasil panen kelapa sawit mengalami penurunan dan membuat anggaran 
produksi tidak balik modal atau mengalami kerugian. Perusahaan perkebunan 
menginginkan hasil produksi panen kelapa sawit dengan jumlah dan waktu yang 
tepat atau sesuai target produksi. Hasil panen kelapa sawit memberikan pengaruh 
terhadap anggaran upah pekerja, jumlah target permintaan olahan, dan anggaran 
panen. Dalam menentukan target jumlah pemanenan, perusahaan melakukan 
perhitungan panen atau dapat juga melakukan peramalan terhadap hasil panen 
dengan tujuan menentukan kebijakan yang akan digunakan. 
Dari hasil wawancara kepada manager tanaman pada PT. Sandabi Indah 
Lestari, dijelaskan bahwa akan dilakukan analisis dan evaluasi faktor penghambat 
produksi yang menyebabkan target produksi tidak tercapai. Jika panen yang 
didapatkan tidak sesuai dengan anggaran yang telah direncanakan, maka akan 
dilakukan pengkoreksian dengan nilai koreksi 5% - 12%. Nilai koreksi tersebut 
digunakan sebagai acuan kerja untuk menentukan pengambilan kebijakan yang 
sesuai. Namun analisis nilai koreksi tersebut masih didapatkan hasil peramalan 
yang kurang tepat dikarenakan perusahaan menggunakan perhitungan perkiraan 
dengan melihat hasil panen tahun sebelumnya saja. Selain itu terdapat beberapa 
faktor lain yang mempengaruhi hasil panen misalnya umur tanam, luas lahan, dan 
jumlah pokok kelapa sawit setiap area. Ada juga faktor lain yang mempengaruhi 
jumlah hasil panen, misalnya saja iklim, hama, penggunaan pupuk, dan faktor alam 
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lainnya. Karena hal tersebut, maka perusahaan membutuhkan peramalan hasil 
panen untuk membuat perencanaan biaya dan untuk memenuhi permintaan 
pangsa pasar. Pada perusahaan perkebunan kelapa sawit, biasanya terjadi kendala 
pada hasil panen kelapa sawit yang tidak sesuai dengan target yang diharapkan 
dan membuat anggaran membengkak ataupun perencanaan jumlah tenaga kerja 
yang tidak sesuai.  
Peramalan atau sering disebut dengan forecasting ialah perkiraan 
mengenai kejadian di masa selanjutnya. Melakukan peramalan memang tidak 
akan mencapai ketepatan 100%, namun dengan pemilihan metode yang sesuai 
mampu membuat tingkat kesalahan yang terjadi menjadi kecil dan perkiraan 
semakin baik (Junaidi, 2014). Banyak metode yang digunakan untuk melakukan 
peramalan. Selain itu juga terdapat penelitian untuk melakukan peramalan dari 
berbagai objek. Misalnya pada penelitian yang dilakukan dengan menggunakan 
Learning Vector Quantization untuk melakukan prediksi produksi kelapa sawit 
pada PT. Perkebunan Nusantara I Pulau Tiga oleh Batubara, Sitompul, dan Arisandi 
(2015). Hasil penelitian membuktikan bahwa produksi pada tahun 2014 diperoleh 
pengujian dengan nilai sebesar epoch 500 dan learning rate sebesar 0,06 pada 
bulan Januari, Maret, April, Mei, Juni, September, dan Oktober. Pada penelitian 
lain yang telah dilakukan sebelumnya oleh Sinaga, et al., (2018) mengenai 
peramalan produksi dari kelapa sawit yang menggunakan Jaringan Syaraf Tiruan 
dengan metode Backpropagation. Hasil penelitian tersebut berupa nilai MAPE 
sebesar 10,0047%. 
Selain itu, terdapat penelitian dari Azmiyati & Tanjung (2016) yang 
menjelaskan mengenai peramalan jumlah tandan buah segar kelapa sawit. Peneliti 
menggunakan metode Fuzzy Time series Chen dan Algoritme Ruey Chyn Tsur. Hasil 
penelitian yang diperoleh ialah TBS kelapa sawit yang harus dipersiapkan tanggal 
25 Maret 2015 sejumlah 1.382.570 kg dengan AFER  0,22%. Dengan Fuzzy Time 
series Chen dapat dihasilkan peramalan yang bagus karena tingkat error yang 
rendah. Namun Fuzzy Time series Chen memiliki kelemahan dalam penentuan 
panjang interval. Dari penjelasan yang telah dipaparkan, penulis mempunyai 
gagasan untuk melakukan penelitian peramalan pada produksi kelapa sawit 
menggunakan Multifactors High Order Fuzzy Time series. Penelitian selanjutnya 
dilakukan oleh Yupei Lin dan Yiwen Yang pada tahun 2009 dengan 
membandingkan antara Multifactors  High Order Fuzzy Time series (MHOFTS) 
dengan Fuzzy Time series Chen yang menghasilkan nilai error lebih baik yaitu 1,76% 
dibanding dengan FTS Chen 2,47%.  Menurut hasil penelitian yang dilakukan oleh 
Nugroho (2016), fuzzy time series memiliki keunggulan dalam membantu 
meramalkan dengan menggunakan data historis tidak hanya berbentuk angka 
real, namun disajikan dalam bentuk data linguistik. Selain itu fuzzy time series 
telah banyak dilakukan pengembangan ke dalam bentuk model yang efektif pada 
proses peramalan menggunakan data time series. Fuzzy time series  juga 
mempunyai tingkat akurasi yang baik dan dapat dikombinasikan dengan algoritme 
lain dalam menyelesaikan masalah peramalan. Beberapa penelitian yang pernah 
dilakukan dengan menggunakan Multifactors High Order Fuzzy Time series, 
mampu memberikan hasil peramalan yang mendekati dengan sebenarnya. 
3 
 
Misalnya penelitian untuk peramalan pada permintaan daging sapi nasional oleh 
Nugraha, Furqon, & Adikara (2017), memberikan hasil berupa nilai AFER (Average 
Forecasting Error Rate) sebesar 6.648381805287571%. Ketika AFER bernilai 
semakin kecil, maka peramalan yang dilakukan akan semakin bernilai baik atau 
mendekati nilai sebenarnya. Selain penelitian yang sudah dilakukan untuk 
peramalan daging sapi, metode Multifactors High Order Fuzzy Time series juga 
digunakan untuk meramalkan curah hujan. Penelitian mengenai curah hujan 
tersebut dilakukan oleh Wijaya, Dewi, & Rahayudi pada tahun 2018  dengan 
memperoleh hasil yaitu 539,698 untuk nilai MSE terkecil.  
Dari penelitian sebelumnya yang menggunakan metode Multifactors High 
Order Fuzzy Time series, diharapkan mampu mendapatkan hasil peramalan yang 
mendekati dengan hasil sebenarnya. Selain itu, harapan lain yang ingin dicapai 
yaitu mendapatkan nilai error yang kecil dalam melakukan peramalan. Jumlah 
order dan Fuzzy Logical Relationship memberikan pengaruh terutama pada hasil 
peramalan yang sedikit (Qiu, et al., 2013). Order yang tinggi, maka hasil peramalan 
semakin lebih baik. Oleh sebab itu, penulis akan melakukan penelitian berjudul 
“Peramalan Hasil Panen Kelapa Sawit menggunakan Metode Multifactors High 
Order Fuzzy Time series yang dioptimasi dengan K-means Clustering (Studi Kasus: 
PT. Sandabi Indah Lestari Kota Bengkulu)”. K-means Clustering dapat membantu 
pembentukan subinterval dengan melakukan klasterisasi data dengan sederhana 
dan mudah. Penelitian Fuzzy Time series dengan K-means Clustering pernah 
dilakukan oleh Zhiqiang Zhang & Qiong Zhu (2012) dengan hasil nilai MSE sebesar 
227,17 lebih baik dibanding metode Huarng dan Jilani. 
1.2 Rumusan Masalah 
Berdasarkan dari latar belakang permasalahan, pembahasan rumusan 
masalah ditentukan sebagai berikut: 
1. Bagaimana pengaruh jumlah cluster pada proses optimasi dengan K-means 
Clustering terhadap peramalan hasil panen kelapa sawit menggunakan metode 
Multifactors High Order Fuzzy Time series? 
2. Bagaimana pengaruh order, threshold, dan data latih terhadap peramalan hasil 
panen kelapa sawit menggunakan metode Multifactors High Order Fuzzy Time 
series yang dioptimasi dengan K-means Clustering? 
3. Bagaimana performa dari metode Multifactors High Order Fuzzy Time series 
yang dioptimasi dengan K-means Clustering dibandingkan dengan metode 
tanpa optimasi dalam melakukan peramalan hasil panen kelapa sawit yang  
dihitung menggunakan perhitungan kesalahan AFER (Average Forecasting Error 
Rate)? 
1.3 Tujuan  
Tujuan umum yang ingin diperoleh pada penelitian ini ialah dapat 
memperoleh hasil optimal dari nilai cluster pada K-means Clustering untuk 
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peramalan hasil panen kelapa sawit menggunakan metode Multifactors High 
Order Fuzzy Time series. Sementara untuk tujuan khusus yang diharapkan dari 
penelitian ini berupa: 
1. Mengukur performa dari K-means Clustering pada metode Multifactors High 
Order Fuzzy Time series yang diukur dengan AFER (Average Forecasting Error 
Rate). 
2. Mengetahui pengaruh dari jumlah cluster, order, data latih, dan threshold 
terhadap peramalan hasil panen kelapa sawit menggunakan Multifactors High 
Order Fuzzy Time series yang dioptimasi dengan K-means Clustering. 
1.4 Manfaat  
Dengan mempertimbangkan penjelasan di atas, maka manfaat yang akan 
didapatkan melalui penelitian antara lain: 
1. Hasil penelitian ini dapat berguna sebagai referensi saat melakukan penelitian 
mengenai peramalan hasil panen kelapa sawit. 
2. Hasil penelitian ini dapat berguna sebagai acuan dalam mengembangkan 
penelitian peramalan hasil panen kelapa sawit menggunakan metode 
Multifactors High Order Fuzzy Time series yang dioptimasi dengan K-means 
Clustering. 
1.5 Batasan Masalah 
Untuk menjaga ruang lingkup permasalahan pada penelitian ini, maka 
dibuatkan batasan permasalahan sesuai pemahaman peneliti. Adapun batasan 
permasalahan yang digunakan ialah: 
1. Data yang digunakan untuk melakukan peramalan yaitu data hasil panen kelapa 
sawit PT. Sandabi Indah Lestari pada Januari 2016 hingga Agustus 2017. 
2. Faktor hasil panen yang digunakan pada PT. Sandabi Indah Lestari untuk 
melakukan peramalan berupa hasil panen bulan tertentu, umur tanaman 
kelapa sawit, luas lahan, dan jumlah pokok. 
1.6 Sistematika Pembahasan 
BAB I. PENDAHULUAN 
Pada bagian ini menjelaskan mengenai latar belakang dilaksanakannya 
penelitian sehingga menimbulkan gagasan tertentu. Selain itu dijelaskan 
pula mengenai rumusan masalah, tujuan, manfaat, batasan masalah, dan 
sistematika pembahasan dengan tujuan memberikan arahan terhadap 
penelitian yang akan dilakukan. 
BAB II. LANDASAN KEPUSTAKAAN 
Pembahasan mengenai kajian pustaka atau biasa disebut referensi dari 
penelitian yang pernah dilakukan sebelumnya menjadi bagian dari bab ini. 
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Dasar teori juga terdapat pada bab ini untuk sedikit menggambarkan 
bagaimana optimasi K-means Clustering pada metode Multifactors High 
Order Fuzzy Time series bekerja dan tentang apa saja yang akan dibahas 
pada penelitian ini. 
BAB III. METODOLOGI PENELITIAN 
Bagian ini terdapat tahapan dalam melakukan penelitian dengan 
menerapkan metode Multifactors High Order Fuzzy Time series yang 
dioptimasi dengan K-means Clustering untuk menyelesaikan 
permasalahan dalam melakukan peramalan hasil panen kelapa sawit. Bab 
metode penelitian ini terdiri dari penentuan tipe penelitian, strategi 
penelitian, partisipan penelitian, lokasi penelitian, metode pengumpulan 
data, dan implementasi algoritme. 
BAB IV. PERANCANGAN 
Pada bab perancangan berisi tentang analisis kebutuhan yang dibutuhkan 
untuk melakukan perancangan sistem. Analisis kebutuhan yang akan 
dilakukan berupa pengumpulan dan pengolahan data dari hasil panen 
kelapa sawit. Selain itu akan digambarkan alur perancangan dari sistem 
berupa diagram proses dari optimasi K-means Clustering pada metode 
Multifactors High Order Fuzzy Time series. 
BAB V. HASIL 
Pada bab hasil berisi tentang penyajian dan pengolahan data berdasarkan 
algoritme yang digunakan. Selain itu pada bab hasil juga dilakukan 
implementasi permasalahan ke dalam bentuk kode program yang 
diselesaikan dengan optimasi K-means Clustering  pada metode 
Multifactors High Order Fuzzy Time series. 
BAB VI. PENGUJIAN DAN ANALISIS 
Bagian bab ini menjelaskan mengenai hasil yang didapatkan dari pengujian 
yang telah dilakukan. Pengujian dilakukan berdasarkan beberapa 
ketentuan dengan tujuan memperoleh hasil terbaik. Dari hasil pengujian 
dapat dilakukan analisis hasil. 
BAB VII. PENUTUP 
Pada bab penutup membahas hasil kesimpulan dari penelitian yang 
dilakukan mulai awal hingga melakukan analisis hasil dari pengujian. 
Kesimpulan ini berfokus pada rumusan masalah yang telah dibuat. Untuk 
memperbaiki kekurangan yang ada dalam penelitian ini, maka diperlukan 
saran untuk digunakan pada penelitian selanjutnya. 
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BAB 3 METODOLOGI PENELITIAN 
Metodologi penelitian membahas tentang tahapan dalam melakukan 
proses penelitian. Di dalam bab ini terdapat pembahasan mengenai tipe 
penelitian, strategi penelitian, partisipan penelitian, lokasi pelaksanaan penelitian, 
teknik mengumpulkan data, dan implementasi algoritme yang digunakan. 
3.1 Tipe Penelitian 
Pelaksanaan penelitian ini menggunakan tipe penelitian non-
implementatif analitik. Hal ini dikarenakan penelitian ini lebih berfokus pada 
hubungan antara variabel yang terdapat pada penelitian dengan permasalahan 
tertentu yang sedang diteliti sehingga menghasilkan sebuah solusi dengan produk 
berupa hasil analisis dari studi kasus. Penelitian ini juga menggunakan penelitian 
jenis kuantitatif yang berarti menggunakan jenis data setiap bulan dan digunakan 
untuk melakukan peramalan data. 
3.2 Strategi Penelitian 
Strategi penelitian yang dibutuhkan untuk mambangun penelitian ini 
berupa studi kasus dengan menggunakan metode eksperimental. Metode 
eksperimental ini berguna untuk mengkaji mengenai pengaruh dari suatu variabel 
terhadap variabel terikat lainnya. Pemilihan studi kasus yang sesuai termasuk 
dalam strategi penelitian yang harus diimplementasikan. Studi kasus pada lokasi 
tertentu berguna untuk mengetahui permasalahan yang dapat diselesaikan 
dengan penggunaan metode pembelajaran. 
3.3 Partisipan Penelitian 
Penelitian ini melibatkan beberapa partisipan di antaranya yaitu karyawan  
pada PT. Sandabi Indah Lestari yang bekerja sebagai manager tanaman. Melalui 
manager tanaman ini diperoleh hasil wawancara mengenai sedikit informasi dari 
perusahaan dan pemanenan kelapa sawit.  
3.4 Lokasi Penelitian 
Lokasi yang digunakan selama penelitian ialah pada PT. Sandabi Indah 
Lestari dan Laboratorium Komputasi Cerdas Fakultas Ilmu Komputer Universitas 
Brawijaya. Penelitian pada perusahaan dilakukan bertujuan untuk melakukan 
wawancara dengan pihak perusahaan mengenai pemanenan kelapa sawit. 
Sementara penelitian yang bertempat pada laboratorium bertujuan untuk 
melakukan implementasi dari metode Multifactors High Order Fuzzy Time series 
yang dioptimasi dengan K-means Clustering pada objek kelapa sawit. Selain itu 
juga memanfaatkan perpustakaan pusat dan ruang baca Fakultas Ilmu Komputer 
Universitas Brawijaya untuk mendapatkan berbagai referensi yang dibutuhkan 
dalam pelaksanaan penelitian. 
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3.5 Teknik Pengumpulan Data 
Melakukan pengumpulan data dengan pemilihan penggunaan data berupa 
data sekunder dimana data tersebut diperoleh langsung dari perusahaan melalui 
tahapan wawancara. Selain itu dilakukan pengkajian terhadap data yang 
didapatkan melalui riset kepustakaan. Pengumpulan data melalui studi pustaka 
lebih berfokus pada parameter yang dibutuhkan untuk mendapatkan pola 
peramalan.  
3.6 Teknik Analisis Data 
Data yang sudah terbentuk polanya dan sudah diolah menggunakan 
perhitungan metode Multifactors High Order Fuzzy Time series yang dioptimasi 
dengan K-means Clustering dapat dianalisis melalui proses pengujian. Teknik 
analisis data kualitatif digunakan untuk melakukan analisis data yaitu dengan 
melakukan pengolahan data, pengkodean (coding), pengujian terhadap 
perhitungan data, dan dilakukan analisis berdasarkan hasil perhitungan yang 
didapatkan. Hasil perhitungan yang diperoleh dapat dianalisis menggunakan 
beberapa skenario pengujian yang lebih berfokus pada metode yang 
diimplementasikan. Hasil pengujian ditampilkan dalam bentuk grafik untuk 
mempermudah proses analisis terhadap naik turunnya hasil peramalan. Beberapa 
skenario pengujian yang dimaksudkan ialah pengujian terhadap jumlah cluster, 
jumlah order, threshold, dan jumlah data latih yang digunakan.  
3.7 Implementasi Algoritme 
Proses implementasi dapat dimulai dengan melakukan perhitungan 
manualisasi yang bertujuan untuk memudahkan peneliti dalam memahami setiap 
langkah dalam metode Multifactors High Order Fuzzy Time series yang dioptimasi 
dengan K-means Clustering. Selain itu perhitungan manualisasi dapat digunakan 
sebagai pembanding antara perhitungan yang ada pada sistem dengan hasil dari 
perhitungan manualisasi. Tahap selanjutnya ialah membuat diagram alir flowchart 
untuk menentukan alur perhitungan metode Multifactors High Order Fuzzy Time 
series ke dalam kode program. Beberapa tahapan yang ada di dalam kode program 
yaitu membentuk Universe of Discourse, menentukan jumlah cluster, perhitungan 
subinterval dengan K-means Clustering, himpunan fuzzy, fuzzifikasi, pembentukan 
FLR, dan defuzzifikasi. Langkah terakhir dari implementasi merupakan 









BAB 4 PERANCANGAN 
Pada bab ini memaparkan beberapa perancangan yang akan digunakan 
saat melakukan peramalan kelapa sawit. Beberapa perancangan yang ada pada 
bab ini di antaranya yaitu formulasi permasalahan, perancangan metode 
Multifactors High Order Fuzzy Time series yang dioptimasi dengan K-means 
Clustering, perhitungan manual, perancangan antarmuka, serta perancangan 
pengujian. 
4.1 Formulasi Permasalahan 
Penelitian ini akan menyelesaikan permasalahan dari jumlah cluster yang 
digunakan dalam melakukan peramalan hasil panen kelapa sawit pada PT. Sandabi 
Indah Lestari Kota Bengkulu. Dalam melakukan peramalan kelapa sawit, peneliti 
menggunakan metode Multifactors High Order Fuzzy Time series (MHOFTS) yang 
dioptimasi dengan K-means Clustering. Metode MHOFTS ini digunakan untuk 
mempelajari pola historis panen kelapa sawit pada bulan-bulan sebelumnya. 
Sedangkan untuk mendapatkan nilai interval yang sesuai, maka digunakan K-
means Clustering. Peramalan ini dilakukan karena hasil panen kelapa sawit yang 
tidak stabil sehingga perusahaan perkebunan mengalami kesulitan dalam 
membuat anggaran yang akan dikeluarkan untuk hasil panen kelapa sawit yang 
ditargetkan. Beberapa faktor yang dapat memberikan pengaruh terhadap hasil 
panen dari kelapa sawit ialah hasil panen setiap bulan, umur tanaman, luas lahan, 
dan jumlah pokok (populasi) kelapa sawit setiap area. Sementara masukan yang 
dimasukkan pengguna ke dalam sistem untuk melakukan peramalan yaitu jumlah 
data latih, jumlah data uji, jumlah order, jumlah threshold, dan jumlah cluster pada 
semua faktor yang digunakan.  
4.2 Perancangan Algoritme 
Perancangan ini membahas mengenai tahapan dari peramalan hasil panen 
kelapa sawit menggunakan metode Multifactors High Order Fuzzy Time series yang 
dioptimasi dengan K-means Clustering. Tahapan dari metode yang digunakan 
dapat dilihat melalui diagram alir pada Gambar 4.1. 
Gambar 4.1 Diagram alir algoritme 
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 Gambar 4.1 Diagram alir algoritme (lanjutan) 
Langkah awal yang dijelaskan melalui diagram alir algoritme Multifactor 
High Order Fuzzy Time series dengan K-means Clustering ialah memasukkan 
beberapa masukan yang dibutuhkan dalam peramalan. Beberapa masukan 
tersebut ialah jumlah order, jumlah threshold, jumlah data latih, jumlah data uji, 
dan jumlah cluster pada faktor yang digunakan. Sementara data kelapa sawit 





















perhitungan himpunan semesta (U) dari masing-masing faktor. Himpunan 
semesta yang terbentuk nantinya digunakan saat pembentukan batasan 
subinterval. Sebelum memasuki tahap pembentukan subinterval, maka dilakukan 
perhitungan interval pada masing-masing faktor. Perhitungan ini melibatkan 
algoritme K-means Clustering dengan jumlah cluster yang telah dihitung 
sebelumnya.  
Kemudian setelah terbentuk pusat cluster ke semua faktor, dilakukan 
pembentukan batasan subinterval masing-masing faktor. Selanjutnya 
pembentukan himpunan fuzzy dan fuzzifikasi. Fuzzifikasi setiap faktor akan 
digabung untuk membentuk FLR (Fuzzy Logic Relationship) dengan 
mempertimbangkan jumlah order yang telah ditentukan. Tahap perhitungan 
setelah terbentuknya FLR ialah tahap defuzzifikasi dengan mempertimbangkan 
nilai threshold yang dipilih. Tahap terakhir ialah perhitungan menggunakan AFER 
untuk mengetahui tingkat performa dari metode yang digunakan.  
4.2.1 Perhitungan Universe of Discourse 
Inputan yang dibutuhkan untuk proses perhitungan U yaitu data sejumlah 
n yang telah berada dalam database. Langkah-langkah dalam melakukan 
perhitungan U ialah sebagai berikut: 
1. Mencari Dmin (nilai terkecil) dan Dmax (nilai terbesar) pada setiap faktor dari data 
sejumlah n. 
2. Melakukan perhitungan untuk mencari nilai mean (rata-rata) pada setiap faktor 
dari data sejumlah n. 
3. Melakukan perhitungan nilai dari standar deviasi pada setiap faktor dari data 
sejumlah n. 
4. Menentukan nilai U pada setiap faktor dengan Persamaan 2.11 dengan nilai 
batas bawah diperoleh dari hasil pengurangan nilai Dmin dengan nilai standar 
deviasi dan nilai batas atas diperoleh dari hasil penjumlahan nilai Dmax dengan 
nilai standar deviasi. 
Tahapan dalam melakukan perhitungan Universe of Discourse dari data yang 
diinputkan dapat dilihat pada diagram alir yang ditampilkan melalui Gambar 4.2. 
 











Gambar 4.2 Diagram alir perhitungan Universe of Discourse (U) (Lanjutan) 
A. Proses Get Min 
Himpunan semesta atau U dapat dihitung dengan mencari nilai minimum 
setiap faktor untuk langkah awalnya. Perhitungan nilai minimum setiap faktor 
ditempatkan pada fungsi getMin. Gambar 4.3 menunjukkan tahapan dalam 
melakukan perhitungan nilai minimum. 
 










for j = 0 to jumFaktor-1 
min[j] = data[0][j] 
for i = 0 to jumData-1 





Gambar 4.4 Diagram alir getMin (lanjutan) 
Fungsi getMin melakukan penelusuran ke seluruh data pada masing-
masing faktor. Awalnya data ke-0 faktor ke-j diidentifikasi sebagai data minimum 
dari faktor dan dimasukkan ke dalam variabel min[j]. Selanjutnya variabel min[j] 
dibandingkan dengan setiap data dari faktor. Ketika menemukan data yang lebih 
kecil dari variabel min[j], maka data akan disimpan ke dalam variabel min[j]. 
Keluaran dari fungsi getMin yaitu nilai min. 
B. Proses Get Max 
Selain melakukan perhitungan getMin untuk mendapatkan nilai minimum, 
dalam himpunan semesta juga dibutuhkan untuk menghitung nilai maksimum dari 
setiap faktor. Perhitungan nilai maksimum setiap faktor ditempatkan pada fungsi 

















Gambar 4.5 Diagram alir getMax 
Fungsi getMax juga melakukan penelusuran ke seluruh data pada setiap 
faktor. Mulanya, data ke-0 faktor ke-j diidentifikasi sebagai nilai maksimum dan 
disimpan ke dalam variabel bernama max[j].. kemudian, variabel max[j] 
dibandingkan dengan seluruh data pada masing-masing faktor. Ketika ditemukan 
data yang lebih besar dari variabel max[j], maka data disimpan ke dalam variabel 
max[j]. Keluaran dari fungsi getMax ialah nilai max. 
getMax 
Mulai 
for j = 0 to jumFaktor-1 
max[j] = data[0][j] 














C. Proses Get Mean 
Sebelum menghitung nilai U atau himpunan semesta dilakukan 
perhitungan nilai mean atau rata-rata dari setiap faktor. Untuk menghitung 
standar deviasi, maka digunakan nilai mean yang telah dihitung. Gambar 4.6 
menunjukkan tahapan dalam melakukan perhitungan nilai maksimum. 
Gambar 4.6 Diagram alir getMean 
Fungsi getMean melakukan perhitungan dengan memanggil nilai keluaran 
dari jum[j] yang dibagi dengan jumData. Hasil perhitungannya disimpan dalam 
variabel mean[j]. Perhitungannya diulang sampai semua faktor terhitung nilai 
meannya. Keluaran dari fungsi getMean ialan nilai mean. 
D. Proses Get Std Dev 
Setelah mendapatkan nilai mean untuk setiap faktor, maka dapat 
dilakukan perhitungan nilai standar deviasinya. Standar deviasi nantinya akan 
getMean Mulai 
for j = 0 to jumFaktor-1  





jum[j] = 0 
for i = 0 to jumData-1  




mempengaruhi nilai himpunan semesta. Gambar 4.7 menunjukkan tahapan dalam 
melakukan perhitungan nilai standar deviasi. 
 
Gambar 4.7 Diagram alir getStdDev 
Perhitungan pada fungsi getStdDev melakukan perulangan pada seluruh 
data di setiap faktor. Melakukan perhitungan nilai selisih dengan mengurangi nilai 
data[i][j] dengan nilai mean[j]. Selanjutnya menghitung nilai selisih yang baru 
dengan melakukan perpangkatan antara nilai selisih sebelumnya dengan pangkat 
2. Kemudian menghitung jumSelisih[j] dengan menjumlah jumSelisih[j] dengan 
nilai selisih yang terkahir dihitung. Perhitungan terakhir dengan melakukan akar 
pada nilai 1 dibagi jumlah data dikurangi 1 dan kemudian hasilnya dikalikan 
dengan jumSelisih[j]. Hasil perhitungan disimpan pada variabel std[j]. Keluaran 
dari fungsi ini ialah nilai std. 
getStdDev Mulai 
for j = 0 to jumFaktor-1 
selisih = data[i][j]-mean[j] 
selisih = Math.pow(selisih, 2) 
jumlahSelisih[j] += selisih 
for i = 0 to jumData-1 
std[j] = Math.sqrt((1/(double) 








E. Proses Get U (Universe Of Discourse) 
Setelah melakukan beberapa perhitungan mulai dari nilai min, max, 
jumlah, mean, dan standar deviasi, selanjutnya dilakukan perhitungan himpunan 
semesta atau nilai U. Perhitungannya melibatkan keluaran dari min, max, dan 
standar deviasi pada setiap faktor. Nilai U ini digunakan sebagai batas bawah dan 
batas atas dari setiap faktor. Gambar 4.8 menunjukkan tahapan dalam melakukan 
perhitungan nilai himpunan semesta. 
 
Gambar 4.8 Diagram alir getU 
Pada fungsi getU dilakukan perulangan pada setiap faktornya. Kemudian 
perulangan juga terjadi untuk mendapatkan batas bawah dan batas atas dari 
setiap faktor. Ketika nilai j adalah 0, maka batas bawahnya dihitung dengan 
rummus min[i] dikurangi std[i] dan disimpan pada variabel U[i][j]. Namun, ketika 
getU Mulai 
for i = 0 to jumFaktor-1 
for j = 0 to 2-1 
If j==0 










nilai j bukan 0, maka dilakukan perhitungan max[i] ditambah dengan std[i] dan 
disimpan pada variabel U[i][j]. Keluaran dari fungsi ini ialah nilai U. 
4.2.2 Perhitungan jumlah cluster 
Pada tahapan ini, data yang dibutuhkan sebagai inputan ialah data 
sejumlah n, Dmin, dan Dmax. Data sejumlah n diproses seperti pada Persamaan 2.12 
untuk menentukan jumlah k (cluster) yang akan digunakan pada proses 
berikutnya. Gambar 4.9 memberikan penjelasan mengenai tahapan perhitungan 
jumlah cluster yang akan digunakan dalam bentuk diagram alir. 
  




for j = 0 to jumFaktor-1 
selisih = selisih + ((data  
ke-i) – (data ke-(i-1))) 
i 
for i = 0 to jumData-2 
j 
for j = 0 to jumFaktor-1 
for i = 0 to jumData-2 
jumSelisih += selisih 
i 
j 







Gambar 4.9 Perhitungan jumlah cluster (lanjutan) 
4.2.3 Pembentukan Subinterval 
Data sejumlah n  dengan jumlah cluster yang telah diperoleh dari proses 
sebelumnya dijadikan sebagai inputan pada tahapan ini. Dalam mencari pusat 
cluster, algoritme K-means Clustering digunakan sebagai langkah awal 
membentuk subinterval. Langkah-langkah yang digunakan dalam algoritme K-
means Clustering yaitu: 
1. Memasukkan data secara random ke dalam setiap cluster sejumlah k. 
2. Menghitung pusat cluster awal dengan menjumlah semua data dalam sebuah 
cluster kemudian dibagi dengan total data dalam cluster tersebut (Mencari 
mean). 
3. Menghitung jarak data dengan setiap pusat cluster dan menentukan jarak 
terpendek sebagai cluster baru. Perhitungan jarak data dengan Euclidiean 
Distance pada Persamaan 2.7. 
4. Menghitung nilai dari pusat cluster baru dengan Persamaan 2.8. 
5. Mengulangi langkah ke-3 hingga pusat cluster tidak berubah. 
Langkah pembentukan subinterval sejumlah k (u1, u2, u3, ..., uk) dijelaskan melalui 































Pembentukan centroid awal 
Simpan centroid baru 
menjadi centroid awal 
Hitung 𝐷(𝑥2, 𝑥1) =
 √∑ = (𝑥2𝑗 − 𝑥1𝑗)
2𝑝
𝑗=1  




Subinterval setiap faktor dibentuk dari pusat cluster. Pusat cluster juga 
disebut dengan centroid. Mulanya, dilakukan penentuan jumlah cluster untuk 
setiap faktor. Kemudian dihitung centroid awal dengan memasukkan data secara 
random ke dalam beberapa cluster yang terbentuk dan menghitung rata-rata dari 
setiap cluster.  Nilai mean tersebut dijadikan sebagai centroid pada cluster 
tersebut. Selanjutnya, dihitung jarak antara data dengan centroid dan dipilih jarak 
terpendek sebagai centroid baru. Dilakukan pengecekkan antara centroid awal 
dengan centroid baru apakah terjadi perpindahan atau tidak. Jika tidak terjadi 
perpindahan centroid, maka proses berakhir. Namun jika masih terjadi 
perpindahan centroid, maka dilakukan perhitungan ulang pada tahap ke-3 yaitu 
menghitung jarak. Selain itu, kondisi berhenti juga ditentukan melalui iterasi 
maksimum. 
4.2.4 Pembentukan Fuzzy Set 
Setelah memperoleh hasil dari subinterval yang terbentuk, maka hasil 
tersebut dapat dijadikan sebagai masukan pada tahap selanjutnya yaitu 
pembentukan fuzzy set. Dilakukan pengubahan k subinteval menjadi fuzzy set 
sesuai dengan Persamaan 2.13. Derajat keanggotaan uk bernilai antara 0 hingga 1. 
Diagram alir yang menjelaskan mengenai proses pembentukan fuzzy set 
digambarkan pada Gambar 4.11. 
 







Mengubah interval ke 
dalam bentuk fuzzy set 
berdasarkan derajat 
keanggotaan 
k fuzzy set (A1, 





Derajat keanggotaan yang sudah diketahui digunakan untuk proses 
fuzzifikasi. Data tahapan dari fuzzifikasi ialah sebagai berikut: 
1. Dengan menggunakan kurva bahu, dapat diperoleh derajat keanggotaan dari 
setiap data input sejumlah n. Derajat keanggotaan dihitung berdasarkan fuzzy 
set yang telah dibentuk. 
2. Jumlah dari derajat keanggotaan untuk satu data input yaitu bernilai 1. 
Sementara nilai fuzzifikasi dipilih dari derajat keanggotaan dengan nilai 
terbesar. Ketika derajat keanggotaan terbesar berada pada fuzzy set Ai, maka 
data tersebut difuzzifikasikan sebagai Ai. 
Proses fuzzifikasi data hingga berbentuk data fuzzy digambarkan dalam bentuk 
diagram alir seperti pada Gambar 4.12. 
 
Gambar 4.12 Fuzzifikasi 
Fuzzifikasi 
Mulai 
n data, k fuzzy 
set (A1, A2, ..., Ak) 
Perhitungan derajat 









4.2.6 Pembentukan FLR 
Fuzzy Logical Relationship atau disebut FLR dibentuk sesuai jumlah order 
pada Persamaan 2.14 dengan menggunakan data yang sudah diperoleh hasil 
fuzzifikasinya. FLR yang dibentuk dari proses ini mempunyai jumlah order 
sebanyak tiga order fuzzy set anticedent factor di sebelah kiri dan satu fuzzy set 
secedent factor  di sebelah kanan. Proses pembentukan FLR dari hasil fuzzifikasi 
digambarkan dalam bentuk diagram alir pada Gambar 4.13. 
 
Gambar 4.13 Pembentukan FLR 
4.2.7 Proses Defuzzifikasi 
Data masukan yang digunakan untuk melakukan defuzzifikasi ialah hasil 
FLR pada tahap sebelumnya. selanjutnya melakukan perbandingan untuk 
mengetahui nilai selisih pangkat bawah dari setiap antecedent factor pada sebelah 
kiri FLR dari data pengujian dan data pelatihan. Melakukan penentuan pula untuk 
nilai threshold yang digunakan pada proses defuzzifikasi. Nilai threshold ini bebas 
namun tidak terlalu kecil ataupun tidak terlalu besar. Ketika nilai total dari selisih 
pangkat bawah antecedent factor data uji dan data latih yang menghasilkan nilai 
lebih kecil dari threshold, maka FLR tersebut dapat dikatakan cocok. Kemudian 
untuk mengetahui jumlah frekuensi dari FLR yang cocok dengan mengelompokkan 
FLR yang cocok tersebut berdasarkan fuzzy set di sebelah kanannya (secedent 
factor). Untuk memperoleh hasil prediksi, maka digunakan Persamaan 2.16. 






Antecedent Factor (t-order), antecedent 
factor (t-(order-1), ..., antecedent factor 












antecedent factor data 
pengujian dan data 
pelatihan 
for k = 1 to 
frekuensiFLR 
Selisih pangkat 
bawah  antecedent 
factor < threshold 
Menghitung frekuensi FLR 
yang cocok berdasarkan 
secedent factor 
prediksi = prediksi + 
frekuensiFLR x titik pusat 







for i = 1 to 
jumlahFLRDataLatih 
k 




4.3 Perhitungan manual  
Data pelatihan yang digunakan dalam perhitungan manual ialah dataset 
hasil Hasil Panen, umur tanaman, luas lahan, dan populasi pokok untuk setiap 
bulan dengan tahun tanam yang berbeda pada data tahun 2016. Tabel 4.1 
menunjukkan data sampel yang digunakan. 













1 2016 Jan-00 33.388,04 16 17,86 2.417 
2 2016 Feb-00 35.134,58 16 17,86 2.417 
3 2016 Mar-00 39.061,22 16 17,86 2.417 
4 2016 Apr-00 37.035,99 16 17,86 2.417 
5 2016 Mei-00 32.209,74 16 17,86 2.417 
6 2016 Jun-00 28.106,38 16 17,86 2.417 
7 2016 Jul-00 32.972,69 16 17,86 2.417 
8 2016 Agu-00 44.755,60 16 17,86 2.417 
9 2016 Sep-00 29.813,78 16 17,86 2.417 
10 2016 Okt-00 34.468,75 16 17,86 2.417 
11 2016 Nov-00 32.482,37 16 17,86 2.417 
12 2016 Des-00 39.733,14 16 17,86 2.417 
13 2016 Jan-01 556.555,73 15 280,14 33.935 
14 2016 Feb-01 468.997,35 15 280,14 33.935 
15 2016 Mar-01 532.512,41 15 280,14 33.935 
16 2016 Apr-01 503.908,67 15 280,14 33.935 
17 2016 Mei-01 361.688,95 15 280,14 33.935 
18 2016 Jun-01 391.079,37 15 280,14 33.935 
19 2016 Jul-01 425.638,14 15 280,14 33.935 
20 2016 Agu-01 495.813,96 15 280,14 33.935 
21 2016 Sep-01 430.395,05 15 280,14 33.935 
22 2016 Okt-01 437.553,87 15 280,14 33.935 
23 2016 Nov-01 488.448,46 15 280,14 33.935 
24 2016 Des-01 589.674,07 15 280,14 33.935 
25 2016 Jan-02 306.816,06 14 185,38 21.799 
26 2016 Feb-02 255.082,24 14 185,38 21.799 
27 2016 Mar-02 339.557,39 14 185,38 21.799 
28 2016 Apr-02 279.229,76 14 185,38 21.799 
29 2016 Mei-02 218.607,84 14 185,38 21.799 
30 2016 Jun-02 211.376,11 14 185,38 21.799 
31 2016 Jul-02 239.881,78 14 185,38 21.799 
32 2016 Agu-02 288.645,02 14 185,38 21.799 
33 2016 Sep-02 229.133,43 14 185,38 21.799 
34 2016 Okt-02 240.256,90 14 185,38 21.799 
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35 2016 Nov-02 245.287,82 14 185,38 21.799 
36 2016 Des-02 286.407,46 14 185,38 21.799 
37 2016 Jan-03 1.097.288,30 13 715,92 87.583 
38 2016 Feb-03 1.148.782,87 13 715,92 87.583 
39 2016 Mar-03 1.355.241,76 13 715,92 87.583 
40 2016 Apr-03 1.257.224,43 13 715,92 87.583 
4.3.1 Perhitungan Universe of Discourse 
Melakukan perhitungan nilai Dmin, Dmax, dan standar deviasi untuk dapat 
menentukan nilai U. Untuk memperoleh nilai standar deviasi, maka terlebih 
dahulu menghitung nilai rata-rata (mean). Perhitungan mean dari data hasil Hasil 
Panen kelapa sawit dapat dijelaskan sebagai berikut seperti pada Persamaan 2.9: 
Meanhasil panen  = (data ke-1 + data ke-2 + data ke-3 + ... + data ke-40)/40 
            = (33388.04 + 35134.58 + 39061.22 + ... + 1257224.43)/40 
  = 352506.1871 
Proses perhitungan untuk memperoleh nilai standar deviasi dapat dilihat melalui 
Tabel 4.2. Nilai standar deviasi didapatkan dengan cara melakukan pengurangan 
antara data ke-i (i = 1, 2, ..., jumlah data) dengan nilai mean dari masing-masing 
faktor. 
Tabel 4.2 Nilai kuadrat selisih data ke-i dan mean 
no Data ke-i Data ke-i – mean (Data ke-i - mean)^2 
1 33.388,04 -319.118,15 101.836.394.634,63 
2 35.134,58 -317.371,61 100.724.737.516,02 
3 39.061,22 -313.444,97 98.247.746.754,05 
4 37.035,99 -315.470,19 99.521.443.495,94 
5 32.209,74 -320.296,45 102.589.815.213,01 
6 28.106,38 -324.399,80 105.235.232.881,56 
7 32.972,69 -319.533,50 102.101.655.609,64 
8 44.755,60 -307.750,58 94.710.422.056,74 
9 29.813,78 -322.692,41 104.130.391.742,02 
10 34.468,75 -318.037,44 101.147.812.557,92 
11 32.482,37 -320.023,82 102.415.242.386,17 
12 39.733,14 -312.773,05 97.826.978.908,25 
13 556.555,73 204.049,54 41.636.214.558,63 
14 468.997,35 116.491,16 13.570.190.750,32 
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Tabel 4.2 Nilai kuadrat selisih data ke-i dan mean (lanjutan) 
no Data ke-i Data ke-i - mean (Data ke-i - mean)^2 
15 532.512,41 180.006,22 32.402.240.453,85 
16 503.908,67 151.402,49 22.922.712.346,13 
17 361.688,95 9.182,77 84.323.166,84 
18 391.079,37 38.573,18 1.487.890.420,26 
19 425.638,14 73.131,95 5.348.281.993,78 
20 495.813,96 143.307,78 20.537.118.405,72 
21 430.395,05 77.888,86 6.066.674.631,15 
22 437.553,87 85.047,69 7.233.109.074,14 
23 488.448,46 135.942,27 18.480.301.910,26 
24 589.674,07 237.167,88 56.248.604.408,72 
25 306.816,06 -45.690,12 2.087.587.398,79 
26 255.082,24 -97.423,95 9.491.426.404,22 
27 339.557,39 -12.948,80 167.671.305,76 
28 279.229,76 -73.276,43 5.369.434.566,51 
29 218.607,84 -133.898,35 17.928.767.147,58 
30 211.376,11 -141.130,08 19.917.698.572,42 
31 239.881,78 -112.624,41 12.684.257.214,44 
32 288.645,02 -63.861,16 4.078.248.293,22 
33 229.133,43 -123.372,76 15.220.838.403,90 
34 240.256,90 -112.249,29 12.599.902.601,78 
35 245.287,82 -107.218,36 11.495.777.522,78 
36 286.407,46 -66.098,73 4.369.041.958,22 
37 1.097.288,30 744.782,12 554.700.399.365,45 
38 1.148.782,87 796.276,68 634.056.556.300,40 
39 1.355.241,76 1.002.735,57 1.005.478.623.944,01 
40 1.257.224,43 904.718,25 818.515.104.097,52 
total 4.564.666.870.972,75 
Untuk menghitung nilai standar deviasi dari data hasil Hasil Panen kelapa 
sawit dilakukan dengan menggunakan cara seperti berikut seperti pada 
Persamaan 2.10: 
Standar deviasiHasil Panen = √
1
𝑥−1 
 ∑ (𝑑𝑎𝑡𝑎 − 𝑚𝑒𝑎𝑛)2𝑥𝑖=1  
     = √
1
40−1 
 (4.564.666.870.972,750)  
     = 342.115,098 
Selain mencari standar deviasi untuk data hasil Hasil Panen, juga dicari 
nilai standar deviasi untuk data umur tanaman, luas lahan, dan populasi pokok. 
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Nilai Dmin, Dmax, dan standar deviasi dari hasil perhitungan keempat fitur 
ditampilkan dalam Tabel 4.3. 
Tabel 4.3 Nilai minimum, nilai maksimum dan simpangan baku 
Data Dmin Dmax Standar Deviasi 
Hasil Panen (A) 28106,38 1355241,76 342115,098 
Umur tanam (B) 13,00 16,00 0,992 
Luas lahan (C) 17,86 715,92 198,158 
Populasi pokok (D) 2417,00 87583,00 24183,832 
Berdasarkan Tabel 4.3 di atas, untuk memperoleh nilai U dapat 
menggunakan nilai-nilai dari Dmin, Dmax,  dan standar deviasi. Sebagai contoh untuk 
perhitungan nilai U pada fitur hasil Hasil Panen kelapa sawit dengan Persamaan 
2.11. Pada Tabel 4.4 menampilkan nilai U semua faktor. 
UA = [(Dmin – standar deviasi), (Dmax + standar deviasi)] 
     = [(28106.38 - 342115,098), (1355241,76 + 342115,098)] 
     = [-314008,715, 1697356,855] 
Tabel 4.4  Universe of Discourse (U) 
Data 
Universe of Discourse (U) 
Batas Bawah Batas Atas 
Hasil Panen (A) -314008,715 1697356,855 
Umur tanam (B) 12,008 16,992 
Luas lahan (C) -180,298 914,078 
Populasi pokok (D) -21766,832 111766,832 
4.3.2 Perhitungan Jumlah Cluster (k) 
Pada penentuan jumlah cluster, dilakukan secara acak dengan memilih angka yang 
sesuai. Hal ini dikarenakan ketika menggunakan rumus pada persamaan 2.12 
terjadi permasalahan berupa data dengan variasi yang sedikit mempunyai cluster 
yang banyak. Jumlah cluster semua faktor ditunjukkan pada Tabel 4.5. 
Tabel 4.5 Jumlah cluster setiap faktor 
No Data Cluster Jumlah cluster 
1 Hasil Panen (A) k1 7 
2 Umur tanaman (B) k2 5 
3 Luas lahan (C) k3 5 
4 Populasi pokok (D) k4 5 
Pemilihan jumlah cluster dilakukan secara acak dengan memperhatikan 
variasi data yang digunakan. Faktor hasil panen mempunyai jumlah cluster yang 
48 
 
lebih banyak dikarenakan data pada hasil panen lebih bervariasi dibandingkan 
dengan faktor yang lainnya.  
4.3.3 Pembentukan subinterval 
Untuk membentuk subinterval yang sesuai, maka dilakukan klasterisasi 
data dengan menggunakan K-means Clustering. Tahapan dalam pembentukan 
subinterval yaitu dengan penentuan pusat cluster dengan K-means Clustering dan 
penentuan dari batas subinterval yang digunakan.  
A. Penentuan Pusat Cluster  
Proses yang dilakukan untuk menentukan pusat cluster yaitu penentuan 
jumlah cluster terlebih dahulu. Jumlah cluster disini diperoleh melalui perhitungan 
pada tahap sebelumnya. Kemudian memasukkan seluruh data secara acak ke 
dalam cluster untuk ditentukan rata-ratanya yang dijadikan sebagai pusat cluster 
awal. Dilakukan perhitungan jarak antara data dengan pusat cluster yang 
terbentuk. Perhitungan jarak menggunakan metode Euclidiean Distance. 
Selanjutnya dipilih jarak terpendek untuk dijadikan sebagai cluster baru yang 
kemudian dikelompokkan berdasarkan clusternya dan dihitung nilai pusat cluster 
yang diambil dari rata-rata setiap cluster. Setelah mendapat pusat cluster baru, 
maka dilakukan pengecekkan apakah cluster berpindah atau tidak. Jika cluster 
tetap, maka proses perhitungan dihentikan, namun jika data masih berpindah, 
maka dilakukan perhitungan kembali mulai dari perhitungan jarak.  
 Perhitungan Pusat Cluster Awal 
Proses yang pertama kali dilakukan pada iterasi pertama untuk dapat 
menentukan pusat cluster yang digunakan setelah mendapatkan jumlah cluster 
yaitu menghitung pusat cluster awal. Mulanya, data dimasukkan secara acak ke 
dalam sejumlah cluster. Kemudian dihitung rata-rata dari setiap cluster dan 
dijadikan sebagai pusat cluster awal. Contoh perhitungan nilai rata-rata setiap 
cluster pada faktor Hasil Panen dapat dilihat pada Tabel 4.6. Sementara pusat 
cluster awal yang terbentuk dari setiap faktor dapat dilihat pada Tabel 4.7. 
Tabel 4.6 Data dimasukkan secara random ke setiap cluster 
k1 k2 k3 ... k6 K7 
33.388,04  35.134,58  39.061,22   28.106,38  32.972,69  
44.755,60  29.813,78  34.468,75   556.555,73  468.997,35  
532.512,41  503.908,67  361.688,95   495.813,96  430.395,05  
437.553,87  488.448,46  589.674,07   339.557,39  279.229,76  
218.607,84  211.376,11  239.881,78   240.256,90  245.287,82  
286.407,46  1.097.288,30  1.148.782,87     
Mean 










V1 V2 V3 ... V6 V7 
A 7 258870,87 394328,32 402259,61 ... 332058,07 291376,53 
B 5 15 14,875 14,75 ... 0 0 
C 5 146,25  212,57  245,35  ... 0 0 
D 5 17.565  25.788  29.728  ... 0 0 
 Perhitungan Jarak dengan Euclidiean Distance Iterasi Pertama 
Setelah terbentuk pusat cluster awal untuk setiap faktor, dapat dilakukan 
perhitungan jarak antara data dengan pusat clusternya. Pada manualisasi, jumlah 
data yang digunakan adalah 40 data dan nilai k1 untuk faktor Hasil Panen sejumlah 
7. Perhitungan jarak menggunakan rumus Euclidiean Distance seperti pada 
Persamaan 2.7. Tabel 4.8 menampilkan hasil perhitungan dari Euclidiean Distance 
dari faktor Hasil Panen. 
Perhitungan jarak antara data ke-1 dengan pusat cluster ke-1 pada faktor Hasil 
Panen: 
          𝑑1 =  √(33388.04 − 258870,87)2   
      = 225482,8348 




d1 d2 ... 
 
d7 
1 33.388,04 225482,8348 360940,2814 ... 257988,4988 1 
2 35.134,58 223736,2912 359193,7378 ... 256241,9552 1 
3 39.061,22 219809,6493 355267,0959 ... 252315,3133 1 
4 37.035,99 221834,8776 357292,3241 ... 254340,5415 1 
5 32.209,74 226661,1322 362118,5788 ... 259166,7962 1 
6 28.106,38 230764,4873 366221,9339 ... 263270,1513 1 
7 32.972,69 225898,1801 361355,6267 ... 258403,8441 1 
8 44.755,60 214115,2674 349572,714 ... 246620,9314 1 
9 29.813,78 229057,0937 364514,5403 ... 261562,7576 1 
10 34.468,75 224402,1222 359859,5688 ... 256907,7862 1 
11 32.482,37 226388,4986 361845,9452 ... 258894,1626 1 
12 39.733,14 219137,7302 354595,1768 ... 251643,3942 1 
13 556.555,73 297684,8562 162227,4096 ... 265179,1922 3 
14 468.997,35 210126,4784 74669,03184 ... 177620,8145 3 
15 532.512,41 273641,5401 138184,0935 ... 241135,8761 3 








d1 d2 ... 
 
d7 
17 361.688,95 102818,0814 32639,36518 ... 70312,41744 5 
18 391.079,37 132208,4994 3248,947182 ... 99702,83543 2 
19 425.638,14 166767,27 31309,81936 ... 134261,602 3 
20 495.813,96 236943,09 101485,6453 ... 204437,428 3 
21 430.395,05 171524,1775 36066,73093 ... 139018,5135 3 
22 437.553,87 178683,0038 43225,55722 ... 146177,3398 3 
23 488.448,46 229577,5909 94120,14434 ... 197071,927 3 
24 589.674,07 330803,1991 195345,7525 ... 298297,5351 3 
25 306.816,06 47945,1931 87512,25348 ... 15439,52913 7 
26 255.082,24 3788,63516 139246,0817 ... 36294,29913 1 
27 339.557,39 80686,52121 54770,92537 ... 48180,85724 6 
28 279.229,76 20358,89102 115098,5556 ... 12146,77295 7 
29 218.607,84 40263,02958 175720,4762 ... 72768,69355 1 
30 211.376,11 47494,76004 182952,2066 ... 80000,42401 1 
31 239.881,78 18989,09098 154446,5376 ... 51494,75495 1 
32 288.645,02 29774,15254 105683,294 ... 2731,511429 7 
33 229.133,43 29737,44526 165194,8918 ... 62243,10923 1 
34 240.256,90 18613,97101 154071,4176 ... 51119,63498 1 
35 245.287,82 13583,047 149040,4936 ... 46088,71097 1 
36 286.407,46 27536,58787 107920,8587 ... 4969,076097 7 
37 1.097.288,30 838417,4321 702959,9855 ... 805911,7681 3 
38 1.148.782,87 889912 754454,5534 ... 857406,336 3 
39 1.355.241,76 1096370,887 960913,4405 ... 1063865,223 3 
40 1.257.224,43 998353,5624 862896,1159 ... 965847,8985 3 
 
 Perhitungan Pusat Cluster Baru 
Perhitungan pusat cluster baru dilakukan dengan mengelompokkan data 
berdasarkan cluster dari jarak terdekat cluster. Jarak terdekat ini maksudnya ialah 
jarak terpendek atau jarak minimum dari data dengan pusat cluster. Perhitungan 
jarak terdekat yang dijadikan sebagai pusat cluster baru faktor Hasil Panen ialah 
sebagai berikut seperti pada Persamaan 2.8: 
Cluster 1 = 33388.04 + 35134.58 + 39061.22 + 37035.99  + ... + 245287.28 
    = 108357.28 
Cluster 3 = 556555.73 + 468997.35 + 532512.41 + 503908.67 + ... + 1257224.43 
      = 699145.36 
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 Setelah memperoleh jarak terpendek dari setiap cluster pada data, 
ternyata hanya terkelompokkan sejumlah 6 cluster saja. Ini berarti untuk cluster 
lainnya kosong atau tidak ada data di dalamnya. Sehingga yang perlu dilakukan 
ialah menghapus cluster yang tidak mempunyai data di dalamnya. Kemudian 
cluster yang terdapat data di dalamnya dimajukan mulai dari cluster 1. Namun, 
untuk penulisan pusat cluster masih tetap sesuai dengan clusternya untuk 
menampilkan perbandingan perubahan cluster pada iterasi selanjutnya. Hasil 
perhitungan pusat cluster baru terdapat pada Tabel 4.9.  









V1 V2 ... V6 
A 7 6 108357,28 391079,37  290274,58 
B 5 2 15,5 13,75    
C 5 3 17,86 185,38   
D 5 3 2.417 21.799   
 Pengecekkan Kondisi Cluster 
Setelah mendapatkan pusat cluster baru, maka dilakukan pengecekkan 
kondisi apakah pusat cluster berpindah atau tetap. Dikarenakan masih iterasi 
pertama, maka tidak dapat dilakukan perbandingan dengan pusat cluster 
sebelumnya. Namun, ketika sudah memasuki iterasi kedua, pusat cluster pada 
ietarsi kedua dapat dibandingkan dengan pusat cluster iterasi peratama apakah 
ada perpindahan atau tidak.  
 Perhitungan Jarak dengan Euclidiean Distance Iterasi Kedua 
Pada iterasi kedua setelah pengecekkan kondisi cluster, dilakukan 
perhitungan jarak. Pusat cluster yang digunakan ialah pusat cluster terakhir yang 
terbentuk. Untuk penamaan clusternya sudah dimajukan karena sebelumnya 
terdapat cluster yang kosong dan dihapus. Berikut ialah hasil dari perhitungan 
jarak faktor Hasil Panen pda iterasi kedua dapat dilihat melalui Tabel 4.10. 




d1 d2 ... d6 
1 33.388,04 74969,248 357691,3342 ... 256886,5409 1 
2 35.134,58 73222,705 355944,7906 ... 255139,9973 1 
3 39.061,22 69296,063 352018,1487 ... 251213,3555 1 
4 37.035,99 71321,291 354043,377 ... 253238,5837 1 
5 32.209,74 76147,546 358869,6316 ... 258064,8383 1 
6 28.106,38 80250,901 362972,9867 ... 262168,1935 1 
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d1 d2 ... d6 
7 32.972,69 75384,594 358106,6795 ... 257301,8862 1 
8 44.755,60 63601,681 346323,7668 ... 245518,9736 1 
9 29.813,78 78543,507 361265,5931 ... 260460,7998 1 
10 34.468,75 73888,536 356610,6216 ... 255805,8283 1 
11 32.482,37 75874,912 358596,998 ... 257792,2047 1 
12 39.733,14 68624,144 351346,2296 ... 250541,4364 1 
13 556.555,73  448198,44 165476,3568 ... 266281,15 3 
14 468.997,35  360640,06 77917,97903 ... 178722,772 3 
15 532.512,41 424155,13 141433,0407 ... 242237,834 2 
16 503.908,67 395551,39 112829,302 ... 213634,0952 2 
17 361.688,95 253331,67 29390,41799 ... 71414,37527 4 
18 391.079,37 282722,09 0 ... 100804,7933 2 
19 425.638,14 317280,85 34558,76654 ... 135363,5598 2 
20 495.813,96 387456,68 104734,5924 ... 205539,3857 2 
21 430.395,05 322037,76 39315,67811 ... 140120,4714 2 
22 437.553,87 329196,59 46474,5044 ... 147279,2977 2 
23 488.448,46 380091,18 97369,09153 ... 198173,8848 2 
24 589.674,07 481316,79 198594,6997 ... 299399,4929 3 
25 306.816,06 198458,78 84263,3063 ... 16541,48696 6 
26 255.082,24 146724,95 135997,1346 ... 35192,34129 6 
27 339.557,39 231200,11 51521,97819 ... 49282,81508 5 
28 279.229,76 170872,48 111849,6084 ... 11044,81511 6 
29 218.607,84 110250,56 172471,529 ... 71666,73571 6 
30 211.376,11 103018,83 179703,2594 ... 78898,46617 6 
31 239.881,78 131524,5 151197,5904 ... 50392,79711 6 
32 288.645,02 180287,74 102434,3469 ... 1629,553592 6 
33 229.133,43 120776,14 161945,9447 ... 61141,15139 6 
34 240.256,90 131899,62 150822,4704 ... 50017,67715 6 
35 245.287,82 136930,54 145791,5464 ... 44986,75313 6 
36 286.407,46 178050,17 104671,9115 ... 3867,11826 6 
37 1.097.288,30 988931,02 706208,9327 ... 807013,726 2 
38 1.148.782,87 1040425,6 757703,5006 ... 858508,2939 3 
39 1.355.241,76 1246884,5 964162,3876 ... 1064967,181 3 




 Perhitungan Pusat Cluster Baru Iterasi Kedua 
Seperti pada iterasi pertama, setelah menghitung jarak, maka dilakukan 
perhitungan pusat cluster baru untuk iterasi kedua. Hasil perhitungan pusat cluster 
baru pada iterasi kedua dapat dilihat pada tabel 4.11.  









V1 V2 ... V6 
A 6 6 34930,19 444821,48  254611,31 
B 2 2 15,5 13,75    
C 3 3 17,86 232,76   
D 3 3 2.417 33.935   
 Pengecekkan Kondisi Cluster 
Setelah mendapatkan pusat cluster baru, maka dilakukan pengecekkan 
terhadap perpindahan cluster. Pengecekkan dilakukan antara pusat cluster iterasi 
pertama dengan iterasi kedua. Berikut hasil dari pengecekkan pusat cluster untuk 
faktor Hasil Panen dapat dilihat pada Tabel 4.12. 
Tabel 4.12 Pengecekkan perpindahan cluster iterasi kedua 
Data Hasil Panen Cluster Iterasi kedua Cluster iterasi pertama 
33.388,04 1 1 
35.134,58 1 1 
39.061,22 1 1 
37.035,99 1 1 
32.209,74 1 1 
28.106,38 1 1 
32.972,69 1 1 
44.755,60 1 1 
29.813,78 1 1 
34.468,75 1 1 
32.482,37 1 1 
39.733,14 1 1 
556.555,73 3 3 
468.997,35 2 3 
532.512,41 2 3 
503.908,67 2 3 
361.688,95 4 5 
391.079,37 2 2 
425.638,14 2 3 
495.813,96 2 3 
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Tabel 4.12 Pengecekkan perpindahan cluster iterasi kedua (lanjutan) 
Data Hasil Panen Cluster Iterasi kedua Cluster iterasi pertama 
430.395,05 2 3 
437.553,87 2 3 
488.448,46 2 3 
589.674,07 3 3 
306.816,06 6 7 
255.082,24 6 1 
339.557,39 5 6 
279.229,76 6 7 
589.674,07 3 3 
218.607,84 6 1 
211.376,11 6 1 
239.881,78 6 1 
288.645,02 6 7 
229.133,43 6 1 
240.256,90 6 1 
245.287,82 6 1 
286.407,46 6 7 
1.097.288,30 2 3 
1.148.782,87 3 3 
1.355.241,76 3 3 
1.257.224,43 3 3 
Dilihat dari hasil perbandingan antara pusat cluster iterasi pertama dengan 
iterasi kedua terdapat perpindahan atau pergeseran cluster. Hal ini dikarenakan 
data belum berada pada pusat cluster yang tepat atau terdapat cluster yang 
kosong atau tidak memiliki anggota di dalamnya. Oleh sebab itu, perlunya 
dilakukan iterasi selanjutnya sampai pusat cluster benar-benar tidak berpindah 
atau bergeser. 
 Perhitungan Jarak dengan Euclidiean Distance Iterasi Ketiga 
Dikarenakan masih terdapat pusat cluster yang berpindah, maka dilakukan 
perhitungan jarak untuk iterasi ketiga. Perhitungan jarak dengan Euclidiean 
Distance untuk iterasi ketiga dapat dilihat pada Tabel 4.13. 




d1 d2 ... d6 
1 33.388,04 1542,1544 411433,4397 ... 221223,2753 1 
2 35.134,58 204,3892 409686,8961 ... 219476,7317 1 
3 39.061,22 4131,0311 405760,2542 ... 215550,0898 1 
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d1 d2 ... d6 
4 37.035,99 2105,8028 407785,4825 ... 217575,3181 1 
5 32.209,74 2720,4518 412611,7371 ... 222401,5727 1 
6 28.106,38 6823,8069 416715,0922 ... 226504,9278 1 
7 32.972,69 1957,4997 411848,785 ... 221638,6206 1 
8 44.755,60 9825,413 400065,8723 ... 209855,7079 1 
9 29.813,78 5116,4133 415007,6986 ... 224797,5342 1 
10 34.468,75 461,4418 410352,7271 ... 220142,5627 1 
11 32.482,37 2447,8182 412339,1035 ... 222128,9391 1 
12 39.733,14 4802,9502 405088,3351 ... 214878,1707 1 
13 556.555,73 521625,54 111734,2513 ... 301944,4157 2 
14 468.997,35 434067,16 24175,87352 ... 214386,0379 2 
15 532.512,41 497582,22 87690,93521 ... 277901,0996 2 
16 503.908,67 468978,48 59087,19645 ... 249297,3609 2 
17 361.688,95 326758,76 83132,5235 ... 107077,6409 4 
18 391.079,37 356149,18 53742,1055 ... 136468,0589 4 
19 425.638,14 390707,95 19183,33896 ... 171026,8254 2 
20 495.813,96 460883,77 50992,48694 ... 241202,6513 2 
21 430.395,05 395464,86 14426,4274 ... 175783,737 2 
22 437.553,87 402623,68 7267,601102 ... 182942,5633 2 
23 488.448,46 453518,27 43626,98602 ... 233837,1504 2 
24 589.674,07 554743,88 144852,5942 ... 335062,7586 2 
25 306.816,06 271885,87 138005,4118 ... 52204,7526 5 
26 255.082,24 220152,05 189739,2401 ... 470,9243398 6 
27 339.557,39 304627,2 105264,0837 ... 84946,08071 5 
28 279.229,76 244299,57 165591,7139 ... 24618,45052 6 
29 218.607,84 183677,65 226213,6345 ... 36003,47008 6 
30 211.376,11 176445,92 233445,3649 ... 43235,20054 6 
31 239.881,78 204951,59 204939,6959 ... 14729,53148 6 
32 288.645,02 253714,83 156176,4524 ... 34033,71204 6 
33 229.133,43 194203,24 215688,0502 ... 25477,88576 6 
34 240.256,90 205326,71 204564,5759 ... 14354,41151 6 
35 245.287,82 210357,63 199533,6519 ... 9323,487497 6 
36 286.407,46 251477,27 158414,017 ... 31796,14737 6 
37 1.097.288,30 1062358,1 652466,8272 ... 842676,9916 2 
38 1.148.782,87 1113852,7 703961,3951 ... 894171,5595 3 
39 1.355.241,76 1320311,6 910420,2821 ... 1100630,447 3 
40 1.257.224,43 1222294,2 812402,9575 ... 1002613,122 3 
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 Perhitungan Pusat Cluster Baru Iterasi Kedua 
Seperti pada iterasi pertama dan kedua, setelah menghitung jarak, maka 
dilakukan perhitungan pusat cluster baru untuk iterasi ketiga. Hasil perhitungan 
pusat cluster baru pada iterasi kedua dapat dilihat pada tabel 4.14.  









V1 V2 ... V6 
A 6 6 34930,19 492949,77  249390,84 
B 2 2 15,5 13,75    
C 3 3 17,86 232,76   
D 3 3 2.417 27.867   
 Pengecekkan Kondisi Cluster 
Setelah mendapatkan pusat cluster baru, maka dilakukan pengecekkan 
terhadap perpindahan cluster. Pengecekkan dilakukan antara pusat cluster iterasi 
kedua dengan iterasi ketiga. Berikut hasil dari pengecekkan pusat cluster untuk 
faktor Hasil Panen dapat dilihat pada Tabel 4.15. 
Tabel 4.15 Pengecekkan perpindahan cluster iterasi ketiga 
Data Hasil Panen Cluster Iterasi kedua Cluster iterasi pertama 
33.388,04 1 1 
35.134,58 1 1 
39.061,22 1 1 
37.035,99 1 1 
32.209,74 1 1 
28.106,38 1 1 
32.972,69 1 1 
44.755,60 1 1 
29.813,78 1 1 
34.468,75 1 1 
32.482,37 1 1 
39.733,14 1 1 
556.555,73 2 3 
468.997,35 2 2 
532.512,41 2 2 
503.908,67 2 2 
361.688,95 4 4 
391.079,37 4 2 
425.638,14 2 2 
495.813,96 2 2 
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Tabel 4.15 Pengecekkan perpindahan cluster iterasi ketiga (lanjutan) 
Data Hasil Panen Cluster Iterasi kedua Cluster iterasi pertama 
430.395,05 2 2 
437.553,87 2 2 
488.448,46 2 2 
589.674,07 2 3 
306.816,06 5 6 
255.082,24 6 6 
339.557,39 5 5 
279.229,76 6 6 
218.607,84 6 6 
211.376,11 6 6 
239.881,78 6 6 
288.645,02 6 6 
229.133,43 6 6 
240.256,90 6 6 
245.287,82 6 6 
286.407,46 6 6 
1.097.288,30 2 2 
1.148.782,87 3 3 
1.355.241,76 3 3 
1.257.224,43 3 3 
Dilihat dari hasil perbandingan antara pusat cluster iterasi kedua dengan 
iterasi ketiga masih terdapat perpindahan atau pergeseran cluster. Jadi, 
perhitungan proses K-means Clustering dapat dilanjutkan hingga cluster tidak 
berpindah dari pusat cluster sebelumnya. Nantinya, pusat cluster yang digunakan 
ialah pusat cluster terakhir dimana cluster sudah tidak berpindah lagi. Tabel 4.16 
merupakan hasil penentuan pusat cluster dari iterasi kelima yang telah diurutkan. 









V1 V2 ... V6 
A 6 6 34930,19 234232,30  1214634,34 
B 2 2 13,75 15,50    
C 3 3 17,86 232,76   
D 3 3 2417,00 27867,00   
B. Penentuan Batas Subinterval  
Digunakan nilai tengah (median) dari setiap pusat cluster untuk 
menentukan batas subinterval yang akan digunakan. Tabel 4.17 menunjukkan 
hasil nilai tengah untuk pusat cluster faktor hasil panen. 
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Tabel 4.17 Nilai tengah pusat cluster faktor hasil panen 
Pusat Cluster (Hasil Panen) Nilai Tengah 
34930.19 
(34930.19 + 234232.30)/ 2 
= 134581,246 
234232.30 
(234232.30 + 300131.14)/ 
2 = 267181.721 
300131.14 
(300131.14 + 409271.08)/ 
2 = 354701.1078 
409271.08 
(409271.08 + 519415.81)/ 
2 = 464343.4416 
519415.81 
(519415.81 + 1214634.34)/ 
2 = 867025.074 
1214634.34  
Subinterval 1 (u1) 
Batas bawah  = -314008.715 (Batas bawah U). 
Batas atas = 134581.246 (Nilai tengah pusat cluster 1 dan pusat cluster 2). 
Subinterval 6 (u6) 
Batas bawah  = 867025.074 (Nilai tengah pusat cluster 5 dan pusat cluster 6). 
Batas atas = 1697356.855 (Batas Atas U). 
 Perhitungan batas subinterval dilakukan untuk semua faktor dengan 
jumlah yang berbeda-beda dikarenakan jumlah cluster setiap faktor juga berbeda. 
Batas subinterval setiap faktor dapat dilihat pada Tabel 4.18. 















-314008,715 12,008 -180,298 -21766,832 
Batas 
atas 




134581,246 14,625 125,31 15142 
Batas 
atas 




267181,721  474,34 57725 
Batas 
atas  
354701,1078  914,078 111766,832 
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354701,1078    
Batas 
atas  




464343,4416    
Batas 
atas  




867025,074    
Batas 
atas U 
1697356,855    
4.3.4 Pembentukan Himpunan Fuzzy 
Derajat keanggotaan dari subinterval µk (k = 1, 2, ..., jumlah subinterval) 
digunakan untuk menentukan himpunan fuzzy atau sering disebut fuzzy set. 
Himpunan fuzzy dari faktor Hasil Panen ditunjukkan pada Tabel 4.19. 
Tabel 4.19 Derajat keanggotaan Fuzzy Set 
 u1 u2 
A1 1 0,5 
A2 0,5 1 
 
Nilai batas fuzzy set dari faktor hasil panen ditentukan dengan melihat 
derajat keanggotaan yang dimiliki oleh fuzzy set. Nilai himpunan Fuzzy A1 yaitu dari 
nilai batas bawah u1 hingga titik tengah dari u2 (0,5/u2), himpunan Fuzzy A2 yaitu 
dari titik tengah u1 hingga batas atas u2. Tabel 4.20 menampilkan himpunan fuzzy 
dari faktor Hasil Panen. 
Tabel 4.20 Himpunan fuzzy faktor hasil panen 
Himpunan Fuzzy Batas Nilai Keterangan  
A1 
Batas bawah -314008,7150 
Batas bawah 
Nilai U1 




Batas bawah -89713,7345 
Titik tengah 
dari u1 





Tabel 4.20 Himpunan fuzzy faktor hasil panen (lanjutan) 
Himpunan Fuzzy Batas Nilai Keterangan 
A3 
Batas bawah 200881,4833 
Titik tengah 
dari u2 




Batas bawah 310941,4142 
Titik tengah 
dari u3 




Batas bawah 409522,2747 
Titik tengah 
dari u4 




Batas bawah 665684,2578 
Titik tengah 
dari u5 




Grafik fungsi keanggotaan fuzzy set faktor hasil panen kelapa sawit 
direpresentasikan dalam bentuk kurva bahu yang sesuai dengan batas dari fuzzy 
set. Grafik yang dimaksud ditunjukkan pada Gambar 4.15. selain itu, batasan pada 
fuzzy set juga dilakukan terhadap faktor umur tanam, luas lahan, dan populasi 
pokok. 
 
Gambar 4.15  Grafik himpunan fuzzy faktor hasil panen 
4.3.5 Proses Fuzzifikasi 
Setiap data dari masing-masing faktor dipilih dengan derajat keanggotaan 
tertinggi terhadap himpunan fuzzy yang telah terbentuk untuk dapat melakukan 
fuzzifikasi data. Fungsi keanggotaan kurva bentuk bahu yang telah digambarkan 
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sawit bulan Januari untuk tahun tanam 2000 sejumlah 33388,04 ton dapat 
diketahui derajat keanggotaannya dengan melakukan perhitungan sesuai 
Persamaan 2.1 dan Persamaan 2.2. 




      = 0.576380 




      = 0,423619 
Untuk menghitung derajat keanggotaan himpunan fuzzy, maka harus 
diperhatikan data yang akan diketahui derajatnya apakah masuk ke dalam batasan 
himpunan fuzzy A1, A2, A3, A4, A5, ataukah A6. Dari perhitungan di atas, maka data 
Hasil Panen sebesar 33388,04 ton masuk ke dalam himpunan fuzzy (fuzzifikasi) A1. 
Semua data yang terdapat di masing-masing faktor dihitung dengan cara yang 
sama. Hasil fuzzifikasi data dari faktor Hasil Panen ditunjukkan pada Tabel 4.21. 
Sementara hasil fuzzifikasi data untuk semua faktor ditunjukkan pada Tabel 4.22. 
Tabel 4.21 Fuzzifikasi data faktor hasil panen 
No A A1 A2 ... A6 Fuzzifikasi 
1 33.388,04 0,5763806 0,4236194 ... 0 A1 
2 35.134,58 0,5703704 0,4296296 ... 0 A1 
3 39.061,22 0,5568580 0,4431420 ... 0 A1 
4 37.035,99 0,5638272 0,4361728 ... 0 A1 
5 32.209,74 0,5804354 0,4195646 ... 0 A1 
6 28.106,38 0,5945559 0,4054441 ... 0 A1 
7 32.972,69 0,5778099 0,4221901 ... 0 A1 
8 44.755,60 0,5372624 0,4627376 ... 0 A1 
9 29.813,78 0,5886804 0,4113196 ... 0 A1 
10 34.468,75 0,5726616 0,4273384 ... 0 A1 
11 32.482,37 0,5794972 0,4205028 ... 0 A1 
12 39.733,14 0,5545458 0,4454542 ... 0 A1 
13 556.555,73 0 0 ... 0 A5 
14 468.997,35 0 0 ... 0 A4 
15 532.512,41 0 0 ... 0 A4 
16 503.908,67 0 0 ... 0 A4 
17 361.688,95 0 0 ... 0 A4 
18 391.079,37 0 0 ... 0 A4 
19 425.638,14 0 0 ... 0 A4 
20 495.813,96 0 0 ... 0 A4 
21 430.395,05 0 0 ... 0 A4 
22 437.553,87 0 0 ... 0 A4 
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Tabel 4.21 Fuzzifikasi data faktor hasil panen (lanjutan) 
No A A1 A2 ... A6 Fuzzifikasi 
23 488.448,46 0 0 0  A4 
24 589.674,07 0 0 0  A5 
25 306.816,06 0 0,037482767 0  A3 
26 255.082,24 0 0,5075342 0  A2 
27 339.557,39 0 0 0  A3 
28 279.229,76 0 0,288130772 0  A3 
29 218.607,84 0 0,838939046 0  A2 
30 211.376,11 0 0,904646251 0  A2 
31 239.881,78 0 0,645644916 0  A2 
32 288.645,02 0 0,202584093 0  A3 
33 229.133,43 0 0,74330402 0  A2 
34 240.256,90 0 0,642236592 0  A2 
35 245.287,82 0 0,596525823 0  A2 
36 286.407,46 0 0,222914514 0  A3 
37 1.097.288,30 0 0 0 0,700080048 A6 
38 1.148.782,87 0 0 0 0,783606418 A6 
39 1.355.241,76 0 0 0 1 A6 
40 1.257.224,43 0 0 0 0,959503227 A6 
 














1 2016 Jan-00 A1 B2 C1 D1 
2 2016 Feb-00 A1 B2 C1 D1 
3 2016 Mar-00 A1 B2 C1 D1 
4 2016 Apr-00 A1 B2 C1 D1 
5 2016 Mei-00 A1 B2 C1 D1 
6 2016 Jun-00 A1 B2 C1 D1 
7 2016 Jul-00 A1 B2 C1 D1 
8 2016 Agu-00 A1 B2 C1 D1 
9 2016 Sep-00 A1 B2 C1 D1 
10 2016 Okt-00 A1 B2 C1 D1 
11 2016 Nov-00 A1 B2 C1 D1 
12 2016 Des-00 A1 B2 C1 D1 
13 2016 Jan-01 A5 B2 C2 D2 
14 2016 Feb-01 A4 B2 C2 D2 
15 2016 Mar-01 A4 B2 C2 D2 
16 2016 Apr-01 A4 B2 C2 D2 
17 2016 Mei-01 A4 B2 C2 D2 
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18 2016 Jun-01 A4 B2 C2 D2 
19 2016 Jul-01 A4 B2 C2 D2 
20 2016 Agu-01 A4 B2 C2 D2 
21 2016 Sep-01 A4 B2 C2 D2 
22 2016 Okt-01 A4 B2 C2 D2 
23 2016 Nov-01 A4 B2 C2 D2 
24 2016 Des-01 A5 B2 C2 D2 
25 2016 Jan-02 A3 B1 C2 D2 
26 2016 Feb-02 A2 B1 C2 D2 
27 2016 Mar-02 A3 B1 C2 D2 
28 2016 Apr-02 A3 B1 C2 D2 
29 2016 Mei-02 A2 B1 C2 D2 
30 2016 Jun-02 A2 B1 C2 D2 
31 2016 Jul-02 A2 B1 C2 D2 
32 2016 Agu-02 A3 B1 C2 D2 
33 2016 Sep-02 A2 B1 C2 D2 
34 2016 Okt-02 A2 B1 C2 D2 
35 2016 Nov-02 A2 B1 C2 D2 
36 2016 Des-02 A3 B1 C2 D2 
37 2016 Jan-03 A6 B1 C3 D3 
4.3.6 Pembentukan FLR 
FLR atau Fuzzy Logic Relationship dibentuk berdasarkan jumlah order. Jika 
jumlah order yang digunakan ada 3, maka FLR yang terbentuk sejumlah 37 data. 
Tabel 4.23 menunjukkan FLR yang terbentuk dari 3 order. 
Tabel 4.23 Fuzzy Logic Relationship 
No Fuzzy Logic Relationship (FLR) 
1 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
2 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
3 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
4 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
5 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-




Tabel 4.23 Fuzzy Logic Relationship (lanjutan) 
No Fuzzy Logic Relationship (FLR) 
6 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
7 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
8 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
9 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
10 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A5 
11 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,5), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
12 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,5),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
13 
(A(T-3,5), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
14 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
15 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
16 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
17 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
18 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
19 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
20 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A4 
21 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,4), B(T-1,2), C(T-1,2), D(T-1,2)) --> A5 
22 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,5), B(T-1,2), C(T-1,2), D(T-1,2)) --> A3 
23 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,5),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
24 
(A(T-3,5), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
25 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
26 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
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Tabel 4.23 Fuzzy Logic Relationship (lanjutan) 
No Fuzzy Logic Relationship (FLR) 
27 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
28 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
29 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
30 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
31 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
32 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
33 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
34 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A6 
35 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
36 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,6),B(T-2,1),C(T-2,3), D(T-
2,3)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
37 
(A(T-3,6), B(T-3,1), C(T-3,3), D(T-3,3)),(A(T-2,6),B(T-2,1),C(T-2,3), D(T-
2,3)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
4.3.7 Defuzzifikasi 
Data uji yang digunakan ialah 30% dari jumlah FLR yang terbentuk. 
Sementara data latih yang digunakan ialah 70% dari jumlah FLR. Sehingga data 
latih terdapat pada FLR ke-1 hingga FLR ke-26, dan data uji terdapat pada FLR ke-
27 hingga FLR ke-37. Dilakukan perbandingan antara data latih dengan data uji 
sesuai posisinya pada antecedent factor untuk nilai dari pangkat bawah himpunan 
fuzzy dan dihitung selisihnya. Terdapat 12 hasil perhitungan selisih yang 
selanjutnya dijumlahkan sesuai dengan jumlah himpunan fuzzy di ruas kiri. 12 ini 
diperoleh dari jumlah order dikalikan dengan jumlah faktor. FLR data uji dikatakan 
cocok dengan FLR data latih ketika nilai threshold lebih dari jumlah selisih yang 
telah dihitung sebelumnya. Threshold merupakan nilai bebas yang ditentukan 
sendiri. Tabel 4.24 menjelaskan data uji yang digunakan, dan Tabel 4.25 







Tabel 4.24 Data uji 
No Fuzzy Logic Relationship (FLR) 
27 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
28 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
29 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
30 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(-1,2), D(T-1,2)) --> A2 
31 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
32 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
33 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
34 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A6 
35 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
36 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,6),B(T-2,1),C(T-2,3), D(T-
2,3)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
37 
(A(T-3,6), B(T-3,1), C(T-3,3), D(T-3,3)),(A(T-2,6),B(T-2,1),C(T-2,3), D(T-
2,3)),(A(T-1,6), B(T-1,1), C(T-1,3), D(T-1,3)) --> A6 
Tabel 4.25 Data Latih 
No Fuzzy Logic Relationship (FLR) 
1 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
2 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
3 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
4 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
5 
(A(T-3,1), B(T-3,2), C(T-3,1), D(T-3,1)),(A(T-2,1),B(T-2,2),C(T-2,1), D(T-
2,1)),(A(T-1,1), B(T-1,2), C(T-1,1), D(T-1,1)) --> A1 
... ... 
22 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,4),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,5), B(T-1,2), C(T-1,2), D(T-1,2)) --> A3 
23 
(A(T-3,4), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,5),B(T-2,2),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
24 
(A(T-3,5), B(T-3,2), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,2), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
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Tabel 4.25 Data Latih (lanjutan) 
No Fuzzy Logic Relationship (FLR) 
25 
(A(T-3,3), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,2),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A3 
26 
(A(T-3,2), B(T-3,1), C(T-3,2), D(T-3,2)),(A(T-2,3),B(T-2,1),C(T-2,2), D(T-
2,2)),(A(T-1,3), B(T-1,1), C(T-1,2), D(T-1,2)) --> A2 
 
Setiap himpunan fuzzy, dihitung selisih nilai antecedent factor antara data 
uji dengan data latih. Perhitungan nilai absolut hasil selisih dari pengurangan 
bilangan pangkat bawah dapat dilakukan dengan cara sebagai berikut: 
1. Antecedent factor ke-1 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
2. Antecedent factor ke-2 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
3. Antecedent factor ke-3 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
4. Antecedent factor ke-4 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
5. Antecedent factor ke-5 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
6. Antecedent factor ke-6 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
7. Antecedent factor ke-7 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
8. Antecedent factor ke-8 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
9. Antecedent factor ke-9 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
10. Antecedent factor ke-10 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-1)+(1-2)+(2-1)+(2-1)| = 14 
11. Antecedent factor ke-11 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-1)+(1-2)+(2-1)+(2-
1)+(2-5)+(1-2)+(2-2)+(2-2)| = 14 
12. Antecedent factor ke-12 = |(3-1)+(1-2)+(2-1)+(2-1)+(3-5)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 11 
13. Antecedent factor ke-13 = |(3-5)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 8 
14. Antecedent factor ke-14 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
15. Antecedent factor ke-15 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
16. Antecedent factor ke-16 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
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17. Antecedent factor ke-17 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
18. Antecedent factor ke-18 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
19. Antecedent factor ke-19 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-7)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
20. Antecedent factor ke-20 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
21. Antecedent factor ke-21 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-4)+(1-2)+(2-2)+(2-2)| = 7 
22. Antecedent factor ke-22 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-4)+(1-2)+(2-2)+(2-
2)+(2-5)+(1-2)+(2-2)+(2-2)| = 8 
23. Antecedent factor ke-23 = |(3-4)+(1-2)+(2-2)+(2-2)+(3-5)+(1-2)+(2-2)+(2-
2)+(2-3)+(1-1)+(2-2)+(2-2)| = 6 
24. Antecedent factor ke-24 = |(3-5)+(1-2)+(2-2)+(2-2)+(3-3)+(1-1)+(2-2)+(2-
2)+(2-2)+(1-1)+(2-2)+(2-2)| = 3 
25. Antecedent factor ke-25 = |(3-3)+(1-1)+(2-2)+(2-2)+(3-2)+(1-1)+(2-2)+(2-
2)+(2-3)+(1-1)+(2-2)+(2-2)| = 2 
26. Antecedent factor ke-26 = |(3-2)+(1-1)+(2-2)+(2-2)+(3-3)+(1-1)+(2-2)+(2-
2)+(2-3)+(1-1)+(2-2)+(2-2)| = 2 
 
Antecedent factor pada FLR data uji dan FLR data latih dihitung selisihnya 
dengan tujuan mengetahui kecocokan dari FLR data latih dan FLR data uji. 
Threshold yang digunakan sebesar 8 dengan mempertimbangkan hasil selisih dari 
FLR yang tidak terlalu besar sehingga dapat mencapai hasil terbaik. FLR data latih 
yang mempunyai nilai selisih kurang dari threshold, maka FLR tersebut mempunyai 
kecocokan terhadap FLR data uji. FLR yang cocok, dihitung frekuensinya 
berdasarkan secedent factor yang bernilai sama. Tabel 4.26 menunjukkan 
frekuensi dari secedent factor dari data uji ke-1 hingga data uji ke-11. 
Tabel 4.26 Frekuensi FLR 
Secedent 
factor 


















0 2 2 7 1 0 
Data uji 
2 
0 3 2 0 0 0 
Data uji 
3 




Tabel 4.27 Frekuensi FLR (lanjutan) 
Secedent 
factor 


















0 4 3 0 0 0 
Data uji 
5 
0 5 3 0 0 0 
Data uji 
6 
0 6 3 0 0 0 
Data uji 
7 
0 6 3 0 0 0 
Data uji 
8 
0 7 4 0 0 0 
Data uji 
9 
0 4 3 0 0 1 
Data uji 
10 
0 0 0 0 0 1 
Data uji 
11 
0 0 0 0 0 1 
 
Proses defuzzifikasi dari ketiga data uji yaitu seperti pada Persamaan 2.16. 
Data uji 1 = 
(34930.19 x 0)+ (234232.3019 x 2)+(409271.1 x 0)+(519415.8 x 1)+(1214634.3408 x 0) 
(0+2+2+0+1+0)
 
      = 317628.5 
Hasil peramalan Hasil Panen kelapa sawit pada bulan Juni tahun tanam 
2000 yang dipanen pada tahun 2016 adalah 317628.5. Perbandingan hasil 
peramalan dan data aktual dari hasil panen kelapa sawit disajikan dalam Tabel 
4.27. 







Data Aktual Selisih 
1 Jun-02 371086,685 211.376,11 159710,574 
2 Jul-02 260591,837 239.881,78 20710,0575 
3 Agu-02 260591,837 288.645,02 28053,1859 
4 Sep-02 262474,660 229.133,43 33341,2357 
5 Okt-02 258944,366 240.256,90 18687,4666 
6 Nov-02 256198,581 245.287,82 10910,7577 
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Data Aktual Selisih 
7 Des-02 256198,581 286.407,46 30208,87711 
8 Jan-03 258195,5156 1.097.288,30 839092,7869 
9 Feb-03 381494,6209 1.148.782,87 767288,2495 
10 Mar-03 1214634,341 1.355.241,76 140607,4166 
11 Apr-03 1214634,341 1.257.224,43 42590,09204 
Dari hasil peramalan yang diperoleh, maka dapat dihitung tingkat 
kesalahan peramalan yang dilakukan dengan menggunakan AFER (Average 
Forecasting Error Rate). Perhitungan kesalahan dapat dilakukan dengan cara 
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 = 26,21% 
4.4 Perancangan Interface 
Interface merupakan penghubung pengguna dengan sistem agar lebih 
mudah untuk berkomunikasi. Sistem yang dibuat ini mempunyai 4 halaman yang 
terdiri dari halaman masukkan, halaman data, halaman proses, dan halaman hasil. 
4.4.1 Rancangan Halaman Masukan 
Halaman masukkan merupakan halaman awal saat sistem dijalankan. 
Halaman ini berisi tempat pengguna memasukkan nilai dari beberapa variabel 
yang dibutuhkan untuk menjalankan sistem. Rancangan interface halaman 




Gambar 4.16  Rancangan halaman masukan 
Keterangan: 
1. Panel berisi logo Fakultas Ilmu Komputer dan Judul Penelitian. 
2. Kumpulan tab yang digunakan untuk menampilkan halaman yang ada pada 
sistem peramalan. 
3. Textfield yang digunakan untuk memasukkan nilai jumlah data latih. 
4. Textfield yang digunakan untuk memasukkan nilai jumlah cluster hasil panen. 
5. Textfield yang digunakan untuk memasukkan nilai jumlah cluster umur tanam 
6. Textfield yang digunakan untuk memasukkan nilai jumlah cluster luas lahan. 
7. Textfield yang digunakan untuk memasukkan niai jumlah cluster populasi 
pokok. 
8. Textfield yang digunakan untuk memasukkan nilai jumlah order. 
9. Textfield yang digunakan untuk memasukkan nilai jumlah threshold. 
10. Textfield yang digunakan untuk memasukkan nilai jumlah data uji. 
11. Tombol yang digunakan untuk menampilkan data default yang digunakan. 
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12. Tombol yang digunakan untuk menghapus masukkan data. 
13. Tombol yang digunakan untuk memulai peramalan 
14. Label yang digunakan untuk menampilkan keterangan data masukkan. 
4.4.2 Rancangan Halaman Data 
Pengguna dapat melihat data yang digunakan untuk proses peramalan 
melalui Halaman Data. Data yang akan ditampilkan berupa hasil panen, umur 
tanaman, luas lahan, dan populasi pokok. Rancangan halaman data disajikan pada 
Gambar 4.17. 
 
Gambar 4.17 Rancangan halaman data 
Keterangan: 
1. Tab halaman data yang digunakan untuk melihat data yang digunakan 
2. Tabel yang berisi data yang digunakan pada penelitian yaitu berupa No, 
Bulan/Tahun Tanam, hasil panen, umur tanam, luas lahan, dan populasi 
pokok. 
4.4.3 Rancangan Halaman Proses 
Pada halaman proses menampilkan beberapa halaman yang berisi 
keluaran dari setiap proses pada sistem peramalan. Halaman proses terdiri dari 
halaman clustering, pusat cluster, fuzzifikasi, FLR, dan Defuzzifikasi. Setiap 
halaman menampilkan keluaran yang berbeda. Rancangan halaman clustering 
ditampilkan pada Gambar 4.18. 
LOGO 
FAKULTAS 
Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
 No | Bulan/Tahun Tanam | Hasil Panen | Umur Tanam | Luas Lahan | Populasi Pokok 
1 
2 
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Gambar 4.18 Rancangan halaman clustering 
Keterangan :  
1. Textfield yang digunakan untuk menampilkan nilai Universe of Discourse (batas 
bawah dan batas atas) dari data A, B, C, dan D. 
2. Textfield yang digunakan untuk menampilkan nilai jumlah cluster yang 
terbentuk. 
Halaman kedua dari halaman proses yaitu halaman pusat cluster yang akan 
menampilkan hasil pusat cluster dari semua faktor setelah mencapai kondisi 
berhenti. Pusat cluster yang terdiri dari 4 faktor dengan jumlah cluster yang telah 
mengalami penyusutan. Jadi pada tab ini menampilkan jumlah cluster yang tidak 
sesuai dengan jumlah cluster  pada saat berada pada tab halaman masukan. 
Nantinya, pusat cluster dari faktor A akan digunakan pada proses defuzzifikasi. 




Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
Himpunan Semesta Pusat Cluster Fuzzifikasi FLR Defuzzifikasi 
Universe Of Discourse: 
Hasil panen (A) : 
Umur Tanaman (B) : 
Luas Lahan (C) : 






Hasil panen (A) : 
Umur Tanaman (B) : 
Luas Lahan (C) : 
Populasi Pokok (D) : 
1 
2 
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Gambar 4.19 Rancangan halaman pusat cluster 
Keterangan: 
1. Textfield yang digunakan untuk menampilkan hasil pusat cluster dari semua 
faktor. 
Halaman ketiga dari halaman proses yaitu halaman Fuzzifikasi yang 
menampilkan hasil fuzzifikasi yang telah dilakukan oleh sistem. Halaman fuzzifikasi 
ditampilkan dalam bentuk tabel yang berisi hasil fuzzifikasi faktor hasil panen (A), 
umur tanam (B), luas lahan (C), dan populasi pokok (D). Rancangan halaman 
fuzzifikasi ditunjukkan melalui Gambar 4.20. 
 Gambar 4.20 Rancangan halaman fuzzifikasi 
LOGO 
FAKULTAS 
Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
Himpunan Semesta Pusat Cluster Fuzzifikasi FLR Defuzzifikasi 
1 
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Himpunan Semesta Pusat Cluster Fuzzifikasi FLR Defuzzifikasi 
Hasil Fuzzifikasi setiap data 
No |  A | B | C | D   
1 
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1. Textfield yang digunakan untuk menampilkan hasil pusat cluster dari semua 
faktor. 
Halaman keempat dari halaman proses berisi halaman FLR. Halaman FLR 
atau Fuzzy Logical Relationship menampilkan rule yang terbentuk dari sistem 
untuk melakukan peramalan. Rule yang dihasilkan dapat digunakan untuk proses 
selanjutnya. Selain itu, rule ini terbentuk berdasarkan jumlah order yang 
dimasukkan pada halaman masukkan. Gambar 4.21 menyajikan rancangan 
halaman FLR. 
 
Gambar 4.21 Rancangan halaman FLR 
Keterangan: 
1. Textfield yang digunakan untuk menampilkan rule yang digunakan sesuai 
panjang order. 
2. Textfield yang digunakan untuk menampilkan jumlah order yang telah 
dimasukkan pengguna pada halaman masukkan 
3. Textfield yang digunakan untuk menampilkan FLR yang terbentuk. 
Halaman Proses yang kelima yaitu halaman defuzzifikasi. Pada halaman ini 
akan menampilkan proses defuzzifikasi  yaitu berupa nilai threshold yang muncul 
berdasarkan masukan pengguna pada halaman masukan dan defuzzifikasi dari 
semua data uji. Rancangan halaman defuzzifikasi ditunjukkan pada Gambar 4.22. 
LOGO 
FAKULTAS 
Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
Himpunan Semesta Pusat Cluster Fuzzifikasi FLR Defuzzifikasi 
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Gambar 4.22 Rancangan halaman defuzzifikasi 
Keterangan: 
1. Textfield yang digunakan untuk menampilkan nilai threshold  yang 
terbentuk. 
2. Textfield yang digunakan untuk menampilkan hasil defuzzifikasi dari data 
uji. 
4.4.4 Rancangan Halaman Hasil 
Halaman terakhir dari sistem peramalan yaitu halaman hasil. Tabel yang 
berisi no, bulan tanam, hasil peramalan, data aktual, dan selisih akan ditampilkan 
pada halaman ini. Hasil peramalan diperoleh dari proses defuzzifikasi. Selain itu 
juga menampilkan nilai AFER yaitu nilai kesalahan peramalan terhadap data 
aktual. Nilai AFER yang muncul merupakan rata-rata AFER dari semua peramalan. 
Pada halaman ini juga menampilkan waktu dari sistem melakukan peramalan. 
Halaman rancangan defuzzifikasi ditunjukkan pada Gambar 4.23. 
LOGO 
FAKULTAS 
Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
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Gambar 4.23 Rancangan halaman hasil 
Keterangan: 
1. Tabel yang digunakan untuk menampilkan bulan tanam yang diuji, hasil 
prediksi, beserta data aktualnya. 
2. Textfield yang digunakan untuk menampilkan rata-rata tingkat kesalahan 
peramalan pada semua data uji dengan menggunakan AFER. 
3. Textfield yang digunakan untuk menampilkan waktu eksekusi. 
4.5 Perancangan Pengujian 
Pada proses pengujian, digunakan data berjumlah 220 data yang terdiri dari 
faktor hasil panen, umur tanam, luas lahan, dan populasi pokok. Data ini diambil 
dari bulan Januari 2016 hingga Agustus 2017. Skenario pengujian yang Akan 
dilakukan yaitu pengujian jumlah cluster, pengujian jumlah order, pengujian 
jumlah data latih, dan pengujian threshold. Ketiga pengujian tersebut akan 
dihitung pengaruhnya terhadap nilai AFER yang diperoleh dari hasil peramalan. 
4.5.1 Pengujian Jumlah Cluster 
Pengujian ini dilakukan pada 5 percobaan yang menggunakan nilai jumlah 
cluster berbeda dengan tujuan mengetahui jumlah cluster yang optimal.  Dari 
kelima percobaan diberikan nilai cluster yang berbeda dengan nilai variabel lain 
yang dibuat konstan. Dari perbedaan nilai cluster yang digunakan, maka dapat 
diketahui jumlah cluster yang optimal yang digunakan dan mengetahui tingkat 
LOGO 
FAKULTAS 
Halaman Masukan Halaman Data Halaman Proses Halaman Hasil 
Hasil Peramalan  
No | Bulan Tanam | Hasil Prediksi | Data Aktual | Selisih 
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kesalahan peramalan dengan menggunakan AFER. Rancangan pengujian 
pengaruh jumlah cluster terhadap AFER dapat dilihat pada Tabel 4.28. 
Tabel 4.28 Rancangan pengujian jumlah cluster 
cluster 
Nilai  AFER pada percobaan ke- 
Rata-rata  
1 2 3 4 5 
5       
8       
9       
10       
20       
30       
40       
50       
60       
70       
80       
90       
100       
 
4.5.2 Pengujian Pengaruh Jumlah Order terhadap AFER 
Percobaan sebanyak 5 kali dilakukan pada pengujian ini dengan 
menggunakan jumlah order berbeda yang mempunyai tujuan mengetahui 
pengaruh order terhadap peramalan yang dihasilkan. Order ialah jumlah urutan 
data (panjang data) yang digunakan pada tahapan pembentukan FLR (Fuzzy Logic 
Relationship). Dari kelima percobaan diberikan nilai order yang berbeda dengan 
nilai variabel lain yang dibuat konstan. Dari perbedaan nilai order yang digunakan, 
maka dapat diketahui bagaimana pengaruh jumlah order terhadap tingkat 
kesalahan peramalan dengan menggunakan AFER. Selain itu dapat diketahui 
jumlah order yang sesuai untuk data peramalan yang digunakan. Rancangan 
pengujian pengaruh jumlah order terhadap AFER dapat dilihat pada Tabel 4.29. 
Tabel 4.29 Rancangan pengujian jumlah order terhadap AFER 
Jumlah order 
Nilai  AFER pada Percobaan ke- 
Rata-rata 
1 2 3 4 5 
2       
3       
4       
5       
6       
7       
8       
9       
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Tabel 4.29 Rancangan pengujian jumlah order terhadap AFER (lanjutan) 
Jumlah order 
Nilai  AFER pada Percobaan ke- 
Rata-rata 
1 2 3 4 5 
10       
11       
12       
 
4.5.3 Pengujian Pengaruh Jumlah Data Latih terhadap AFER 
Pengujian jumlah data latih digunakan untuk menentukan jumlah data 
latih yang optimal pada penelitian ini. Dengan melakukan lima percobaan pada 
jumlah data latih berbeda untuk mendapatkan perolehan rata-rata AFER yang 
sesuai sehingga mengetahui bagaimana pengaruh dari jumlah data latih terhadap 
penelitian ini. Jumlah data latih ditentukan pada saat proses defuzzifikasi. FLR yang 
terbentuk akan dibagi ke dalam FLR data latih dan FLR data uji. Jumlah dari FLR 
data latih maksimum ialah sebanyak 70% dari jumlah FLR. Sementara 30% FLR 
sisanya digunakan sebagai data uji. Rancangan pengujian pengaruh jumlah data 
latih terhadap AFER dapat dilihat pada Tabel 4.30. 
Tabel 4.30 Rancangan pengujian jumlah data latih terhadap AFER 
Jumlah Data Latih 
Nilai  AFER pada Percobaan ke- 
Rata-rata  
1 2 3 4 5 
57       
67       
77       
87       
97       
107       
117       
127       
137       
147       
4.5.4 Pengujian Pengaruh Nilai Threshold terhadap AFER 
Proses membandingkan nilai FLR yang sesuai antara data latih dengan data 
uji dengan menggunakan nilai threshold. Nilai threshold dapat ditentukan secara 
acak dengan ketentuan tidak terlalu besar ataupun tidak terlalu kecil.. Pengujian 
ini dilakukan sebanyak lima kali dengan nilai threshold yang berbeda dengan nilai 
variabel lain yang konstan. Dari pengujian ini dapat diketahui bagaimana pengaruh 
threshold terhadap peramalan dan mendapatkan threshold yang cocok untuk data 
peramalan. Tabel 4.31 menunjukkan rancangan pengujian pengaruh nilai 





Tabel 4.31 Rancangan Pengujian konstanta threshold terhadap AFER 
Threshold 
Nilai  AFER pada Percobaan ke- 
Rata-rata  
1 2 3 4 5 
3       
6       
9       
12       
15       
18       
21       
24       
27       
30       
4.5.5 Pengujian Sistem Terhadap Metode Tanpa Optimasi 
Pada pengujian ini dilakukan tiga perbandingan terhadap sistem pada 
penelitian dengan metode tanpa optimasi. Ketiga perbandingan tersebut yaitu 
perbandingan antara parameter terbaik dari metode dengan optimasi K-means 
Clustering yang dibandingkan dengan parameter terbaik dari metode tanpa 
optimasi K-means Clustering. Perbandingan kedua ialah perbandingan dengan 
menggunakan parameter terbaik dari metode optimasi K-means Clustering yang 
diimplementasikan pada metode optimasi K-means Clustering dan dibandingkan 
dengan metode tanpa optimasi K-means Clustering. Sedangkan perbandingan 
ketiga menggunakan parameter terbaik dari metode tanpa optimasi K-means 
Clustering yang diimplementasikan pada metode optimasi K-means Clustering dan 
dibandingkan dengan metode tanpa optimasi K-means Clustering. Dari ketiga 
pengujian ini dapat diketahui metode mana yang lebih optimal pada penelitian ini 
dengan menghasilkan nilai AFER yang rendah. Rancangan pengujian perbandingan 
yang pertama dapat dilihat pada Tabel 4.32. 
Tabel 4.32 Tabel perbandingan afer dengan nilai parameter terbaik dari 
masing-masing metode 
Parameter  MHOFTS – K-means MHOFTS 
Data Uji   
Jumlah Cluster   
Order   
Data Latih   
Threshold   




Kemudian dilakukan perbandingan dari nilai AFER yang dihasilkan dari kedua 
metode dengan nilai parameter berbeda tersebut. Selanjutnya rancangan 
pengujian perbandingan yang kedua dapat dilihat pada Tabel 4.33. 
Tabel 4.33 Tabel perbandingan AFER menggunakan nilai parameter terbaik 










      
MHOFTS – K-means  
MHOFTS  
Seperti pada perbandingan sebelumnya, dari hasil ini dilakukan 
perbandingan nilai AFER yang dihasilkan dari parameter terbaik metode optimasi 
K-means Clustering. Perbandingan ini bertujuan untuk mengetahui apakah 
parameter terbaik dari metode optimasi K-means Clustering dapat 
diimplementasikan juga pada metode tanpa optimasi. Yang terakhir, rancangan 
pengujian perbandingan ketiga dapat dilihat pada Tabel 4.34. 











      
MHOFTS – K-means  
MHOFTS  
Perbandingan ketiga juga memiliki tujuan sama seperti perbandingan yang 
kedua yaitu ingin mengetahui apakah nilai parameter terbaik dari metode tanpa 
optimasi K-means Clustering dapat diimplementasikan juga pada metode optimasi 
K-means Clustering. Dengan membandingkan nilai AFER yang dihasilkan dapat 







BAB 5 HASIL 
5.1 Spesifikasi Lingkungan Implementasi 
5.1.1 Spesifikasi Perangkat Keras 
Dalam melakukan implementasi metode Mutifactors High Order Fuzzy 
Time series yang dioptimasi dengan K-means Clustering untuk melakukan 
peramalan hasil panen kelapa sawit, maka perangkat keras yang digunakan 
dijabarkan melalui Tabel 5.1. 
Tabel 5.1 Spesifikasi perangkat keras 
Nama Komponen Spesifikasi 
Processor AMD A10 
Memory (RAM) 4GB 
Harddisk  500GB 
 
5.1.2 Spesifikasi Perangkat Lunak 
Perangkat lunak yang digunakan untuk mengimplementasikan metode 
Mutifactors High Order Fuzzy Time series yang dioptimasi dengan K-means 
Clustering untuk melakukan peramalan hasil panen kelapa sawit dijabarkan 
melalui Tabel 5.2 
Tabel 5.2 Spesifikasi perangkat lunak 
Nama Komponen Spesifikasi 
Sistem Operasi Windows 10 
Editor Pemrograman Netbeans IDE 8.0.1 
Editor Dokumentasi Microsoft Office 2013 
Database phpMyAdmin 
Pendukung sistem Java Development Kit (JDK) 1.8.0_20 
Browser Mozilla Firefox, Google Chrome 
5.2 Batasan implementasi 
Tujuan dari adanya batasan implementasi ialah untuk memberikan kejelasan pada 
ruang lingkup dalam melakukan implementasi metode yang digunakan. Batasan 
yang digunakan dalam pengimplementasian metode Mutifactors High Order Fuzzy 
Time series yang dioptimasi dengan K-means Clustering untuk melakukan 
peramalan hasil panen kelapa sawit yaitu: 
1. Sistem yang dibangun berdasarkan ruang lingkup desktop application dengan 
menggunakan bahasa pemrogramn Java.  
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2. Data yang digunakan pada penelitian meliputi data time series dengan faktor 
berupa hasil panen, umur tanam, luas lahan, dan populasi pokok di PT. Sandabi 
Indah Lestari mulai Jauari 2016 hingga Agustus 2017. 
3. Pengguna dapat memasukkan data yang dibutuhkan untuk proses peramalan 
pada halaman masukkan. Data yang harus dimasukkan berupa jumlah cluster 
semua faktor, jumlah order, nilai threshold, jumlah data latih, dan jumlah data 
uji. 
4. Peramalan hasil panen kelapa sawit diselesaikan dengan menggunakan metode 
Mutifactors High Order Fuzzy Time series yang dioptimasi dengan K-means 
Clustering untuk membentuk subinterval. 
5. Sistem peramalan ini memberikan keluaran berupa peramalan hasil panen 
kelapa sawit dari beberapa data uji dan nilai AFER dari hasil peramalan. 
5.3 Implementasi Algoritme 
5.3.1 Himpunan Semesta (Universe of Discourse) 
Dalam implementasi program, maka dilakukan tahap awal dengan 
penentuan Universe of Discourse. Langkah awal yang harus dilakukan untuk 
mendapatkan nilai U yaitu mencari nilai mean, nilai min, nilai max, dan nilai deviasi 
standar. Nilai Universe of Discourse atau sering disebut himpunan semesta 
mempunyai nilai batas bawah dan nilai batas atas pada setiap faktor. Tahapan dari 
Universe of Discourse ditunjukkan melalui Kode Program 5.1. 













    public double[][] getU() { 
        for (int i = 0; i < jumFaktor; i++) { 
            for (int j = 0; j < 2; j++) { 
                if (j == 0) { 
                    U[i][j] = (double) min[i] - std[i]; 
                } else { 
                    U[i][j] = (double) max[i] + std[i]; 
                } 
            } 
        } 
        return U; 
    } 
Kode Program 5.1 Himpunan Semesta 
Berikut ini penjelasan Kode Program 5.1 himpunan semesta: 
Baris 2-3 ialah kode yang mengimplementasikan fungsi nilai U untuk melakukan 
sejumlah perulangan i sebanyak jumFaktor dan perulangan 𝑗 sebanyak 2 kali. Baris 
4-8 merupakan suatu kondisi dalam menentukan nilai min dan max. Apabila 𝑗 
bernilai 0 maka melakukan perhitungan variabel 𝑈[𝑖][𝑗]. Variabel ini bernilai hasil 
pengurangan nilai min ke 𝑖 dengan std (standar deviasi) ke i, untuk kondisi 𝑗  tidak 
sama dengan 0 pada variabel 𝑈[𝑖][𝑗] akan berisi nilai penjumlahan antara nilai 
max indeks ke i, dengan std ke i.  
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Baris ke 11 berfungsi untuk mengembalikan nilai variabel 𝑈. 
1. Deviasi standar 
Untuk mendapatkan nilai 𝑈, maka dilakukan perhitungan deviasi standar 
dengan membutuhkan nilai mean dari setiap faktor. Nilai mean ini diperoleh dari 
menghitung jumlah data setiap faktor yang kemudian dibagi dengan total data 
yang digunakan. Perhitungan deviasi standar ini dilakukan dengan cara 
mengurangi nilai data dengan nilai mean dari faktor tersebut, kemudian hasilnya 
dikuadratkan. Hasil kuadrat tersebut dijumlahkan dan kemudian dilakukan 
perhitungan akar kuadrat dari jumlah hasil kuadrat dibagi dengan jumlah data −1. 
Implementasi proses deviasi standar dijelaskan pada Kode Program 5.2.   


























    public double[] getMean(double[][] data) { 
        for (int j = 0; j < jumFaktor; j++) { 
            jum[j] = 0; 
            for (int i = 0; i < jumData; i++) { 
                jum[j] += data[i][j]; 
            } 
            mean[j] = jum[j] / jumData; 
        } 
        return mean; 
    } 
    public double[] getStdDev() { 
       double selisih = 0; 
        double jumSelisih[] = new double[4]; 
        for (int j = 0; j < jumFaktor; j++) { 
            for (int i = 0; i < jumData; i++) { 
                selisih = data[i][j] - mean[j]; 
                selisih = Math.pow(selisih, 2); 
                jumSelisih[j] += selisih; 
            } 
            std[j] = Math.sqrt((1 / (double) (jumData - 1) * 
jumSelisih[j])); 
        } 
        return std; 
    } 
Kode Program 5.2 Deviasi standar 
Berikut ini penjelasan Kode Program 5.2 Deviasi standar: 
Baris 1-10 ialah fungsi untuk mendapatkan variabel mean. Baris kode 2-8 
melakukan perulangan j sebanyak jumFaktor yang berfungsi untuk melakukan 
inisialisasi variable jum[j] dengan nilai 0 dan 𝑚𝑒𝑎𝑛[𝑗]dengan pembagian jum ke 𝑗 
dengan jumData. Baris 4-6 melakukan perulangan i sebanyak jumData yang 
berfungsi untuk melakukan penjumlahan nilai data. Baris 14 untuk pengembalian 
variabel mean. 
Baris 11-24 ialah fungsi untuk mendapatkan variabel StdDev. Baris kode 14-22 
melakukan perulangan i sebanyak jumFaktor dan perulangan 𝑗 sebanyak jumData 
yang berfungsi untuk melakukan proses variabel selisih. Setiap perulangan 𝑗 
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selesai, inisalisasi variabel std ke 𝑗 dengan akar dari hasil perhitungan variabel 
jumSelisih dan jumData.  
Baris 23 untuk pengembalian variabel std. 
2. Perhitungan Nilai Min dan Nilai Max. 
Untuk memperoleh nilai minimal dan maksimal dari data setiap faktor yang 
digunakan, maka dapat digunakan fungsi getMin dan fungsi getMax. Implementasi 
dari perhitungan nilai min dan nilai max ditunjukkan pada Kode Program 5.3. 
























   public double[] getMin() { 
        for (int j = 0; j < jumFaktor; j++) { 
            min[j] = data[0][j]; 
            for (int i = 0; i < jumData; i++) { 
                if (min[j] > data[i][j]) { 
                    min[j] = data[i][j]; 
                } 
            } 
        } 
        return min; 
    } 
 
    public double[] getMax() { 
        for (int j = 0; j < jumFaktor; j++) { 
            max[j] = data[0][j]; 
            for (int i = 0; i < jumData; i++) { 
                if (max[j] < data[i][j]) { 
                    max[j] = data[i][j]; 
                } 
            } 
        } 
        return max; 
    } 
Kode Program 5.3 Perhitungan nilai min dan nilai max. 
Berikut ini penjelasan Kode Program 5.3 nilai min dan nilai max: 
Baris 1-11 ialah baris kode yang mengimplementasikan nilai minimal dari data 
untuk mendapatkan variabel min. Dilakukan perulangan secara bersusun untuk 
menentukan bilangan terkecil di antara dua variabel yakni min ke j dengan data ke 
i, j. Apabila memenuhi kondisi pada baris ke 5, maka melakukan inisialisasi variabel 
min ke j. Baris ke 10 berfungsi untuk mengembalikan nilai variabel min. 
Baris 13-21 ialah baris kode yang mengimplementasikan nilai maksimal dari data 
untuk mendapatkan variabel max. Dilakukan perulangan secara bersusun untuk 
menentukan bilangan terbesar antara dua variabel yakni max ke j dengan data ke 
i, j. Apabila memenuhi kondisi pada baris ke 17, maka melakukan inisialisasi 
variabel max ke j.  
Baris ke 22 berfungsi untuk mengembalikan nilai variabel max. 
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5.3.2 Penentuan SubInterval menggunakan K-means Clustering 
Subinterval ini digunakan untuk batas himpunan dalam membentuk pusat 
cluster yang digunakan pada tahap selanjutnya. Untuk mendapatkan subinterval 
yang sesuai, maka dibutuhkan perhitungan jumlah cluster dari masing-masing 
faktor. Dari suatu jumlah cluster akan terbentuk sebuah pusat cluster yang 
mengalami perbaikan sesuai dengan kondisi berhenti yang telah ditentukan. Kode 
Program 5.4 hingga Kode Program 5.8. menunjukkan implementasi dari 
penentuan subinterval menggunakan K-means Clustering. 
1. Penentuan Pusat Cluster Awal 
Mulanya, data dikelompokkan secara acak untuk mendapatkan pusat 
cluster sementara. Pengelompokkan data ini dilakukan sejumlah cluster yang telah 
ditentukan sebelumnya. Selain itu, harus dipastikan bahwa data menempati 
cluster atau tidak ada cluster yang kosong. Implementasi dari proses penentuan 
pusat cluster ditampilkan pada Kode Program 5.4. 


































double randomRentang(int rangeMin, int rangeMax) { 
        double randomValue = r.nextInt(rangeMax – 
        rangeMin) + rangeMin; 
        return randomValue; 
    } 
 
    public double[] centroidAwal() { 
        clusterAwal = new double[data.length]; 
        do { 
            for (int i = 0; i < data.length; i++) { 
                clusterAwal[i] = randomRentang(0, k); 
            } 
        } while (checkCentroid()); 
        return clusterAwal; 
    } 
    public boolean checkCentroid() { 
        int[] jumlahCentroid = new int[k]; 
        for (int i = 0; i < data.length; i++) { 
            for (int j = 0; j < k; j++) { 
                if (j == clusterAwal[i]) { 
                    jumlahCentroid[j] = jumlahCentroid[j] 
                    + 1; 
                } 
            } 
        } 
 
        for (int i = 0; i < k; i++) { 
            if (jumlahCentroid[i] == 0) { 
                return true; 
            } 
        } 
        return false; 
    } 





Berikut ini penjelasan Kode Program 5.4 penentuan pusat cluster awal: 
Baris 1-5 ialah kode yang berfungsi untuk melakukan pengacakkan data pada 
penentuan pusat cluster. Pada fungsi ini mengembalikan nilai dari randomValue. 
Baris 7-19 ialah kode yang berfungsi untuk meletakkan data secara acak ke dalam 
sejumlah cluster yang sudah ditentukan. Dilakukan perulangan do while untuk 
meletakkan data tersebut. Pada fungsi ini mengembalikan nilai centroidAwal. 
Baris 17-33 ialah kode yang berfungsi untuk melakukan pengecekkan ke dalam 
setiap cluster awal agar tidak ada cluster yang kosong. 
2. Perhitungan Jarak dengan Euclidiean Distance 
Setelah mendapatkan pusat cluster sementara dari proses sebelumnya, 
maka dapat melakukan tahap perhitungan jarak antara data dengan pusat cluster. 
Perhitungan jarak ini menggunakan perhitungan Euclidiean Distance. Setelah 
memperoleh jarak data dengan setiap pusat cluster, maka dipilih jarak terpendek 
dan data dipindahkan ke dalam cluster dengan jarak terpendek tersebut. 
Implementasi dari tahapan perhitungan jarak dengan Euclidiean Distance 
ditampilkan pada Kode Program 5.5. 































public double[][] distance() { 
        double[][] jarak = new 
        double[data.length][centroid.size()]; 
        for (int i = 0; i < data.length; i++) { 
            for (int j = 0; j < centroid.size(); j++) { 
                jarak[i][j] = Math.sqrt(Math.pow(data[i] – 
                centroid.get(j), 2)); 
            } 
        } 
        return jarak; 
    } 
    public double[] minDistance(double[][] jarak, int 
    noCluster) { 
        centroidBaru = new double[data.length]; 
        for (int i = 0; i < data.length; i++) { 
            double min = jarak[i][0]; 
            double minIndex = 0; 
            for (int j = 0; j < k; j++) { 
                if (!Double.isNaN(jarak[i][j])) { 
                    if (min > jarak[i][j]) { 
                        min = jarak[i][j]; 
                        minIndex = j; 
                        centroidBaru[i] = minIndex; 
                    } 
 
                } 
            } 
        } 
        return centroidBaru; 
    } 





Berikut ini penjelasan Kode Program 5.5 perhitungan jarak dengan Euclidiean 
Distance: 
Baris 1-11 ialah kode yang berguna untuk melakukan perhitungan jarak antara 
data dengan pusat cluster sementara yang sudah terbentuk dengan menggunakan 
rumus Euclidiean Distance. Pada fungsi ini mengembalikan nilai jarak. 
Baris 13-30 ialah kode yang berguna untuk melakukan penentuan jarak terpendek 
dan memindahkan data berdasarkan jarak terpendek. Pada fungsi ini 
mengembalikan nilai centroidBaru. 
3. Perhitungan Pusat Cluster Baru 
Dari tahapan perhitungan jarak, maka dilakukan perhitungan pusat cluster 
baru berdasarkan pengelompokkan data yang baru. Data yang berada dalam 
cluster dijumlahkan kemudian dibagi dengan banyaknya data yang ada di 
dalamnya. Implementasi dari algoritme tahapan perhitungan pusat cluster baru 
dapat ditunjukkan melalui Kode Program 5.6. 





























public ArrayList centroid() { 
        double[] jumlahCentroid = new double[k]; 
        double[] totalCentroid = new double[k]; 
        centroid = new ArrayList<Double>(); 
        for (int i = 0; i < data.length; i++) { 
            for (int j = 0; j < k; j++) { 
                if (j == clusterAwal[i]) { 
                    totalCentroid[j] = totalCentroid[j] + 
                    data[i]; 
                    jumlahCentroid[j] = jumlahCentroid[j] + 1; 
                } 
            } 
        } 
 
        for (int i = 0; i < k; i++) { 
            Double cen; 
            System.out.println(i + " = " + 
            totalCentroid[i] + "(" + jumlahCentroid[i] + 
            ")"); 
            cen = totalCentroid[i] / jumlahCentroid[i]; 
            if (!cen.isNaN()) { 
                centroid.add(cen); 
            } 
        } 
     setK(centroid.size()); 
 
        return centroid; 
    } 
Kode Program 5.6 Perhitungan Pusat Cluster Baru 
Berikut ini penjelasan Kode Program 5.6 perhitungan pusat cluster baru: 
Baris 1-13 merupakan kode yang berfungsi untuk menghitung jumlah data yang 
masuk ke dalam cluster baru dan menghitung totalnya. 
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Baris 15-28 ialah kode yang berfungsi untuk perhitungan pusat cluster yang baru 
dengan melakukan pembagian antara total data yang masuk ke dalam cluster baru 
dengan totalnya. Selanjutnya melakukan set panjang cluster yang baru. Pada 
fungsi ini mengembalikan nilai centroid. 
4. Pengecekkan Kondisi 
Setelah mendapatkan pusat cluster yang baru, maka dilakukan 
pengecekkan kondisi terhadap data yang telah dikelompokkan. Pengecekkan 
tersebut berupa adakah data yang berpindah cluster. Jika masih ditemukan data 
yang berpindah cluster, maka iterasi dilanjutkan untuk mendapatkan pusat cluster 
yang sesuai dengan kondisi data yang tidak berpindah cluster lagi. Kode Program 
5.7 menampilkan hasil implementasi dari tahapan pengecekkan kondisi. 














public boolean lanjut() { 
        int temp = 0; 
        for (int i = 0; i < data.length; i++) { 
            if (centroidBaru[i] != clusterAwal[i]) { 
                temp = temp + 1; 
            } 
        } 
        if (temp == 0) { 
            return false; 
        } else { 
            return true; 
        } 
    } 
Kode Program 5.7  Pengecekkan kondisi 
Berikut ini penjelasan Kode Program 5.7 pengecekkan kondisi: 
Baris 1-13 merupakan kode yang berfungsi untuk melakukan pengecekkan kondisi 
dengan ketentuan data tidak berpindah dari cluster sebelumnya. 
5. Sorting Pusat Cluster 
Ketika kondisi telah terpenuhi yaitu data tidak berpindah cluster, maka 
pusat cluster dilakukan sorting untuk mendapatkan pusat cluster yang urut mulai 
dari yang terkecil hingga yang terbesar. Kode Program 5.8 menampilkan hasil 
implementasi dari tahap sorting pusat cluster. 














public double[] sortingCentroid(double[] centroid) { 
        double temp = 0; 
        for (int i = 0; i < centroid.length; i++) { 
            for (int j = 0; j < centroid.length; j++) { 
                temp = centroid[i]; 
                if (temp < centroid[j]) { 
                    centroid[i] = centroid[j]; 
                    centroid[j] = temp; 
                } 
            } 
        } 
        System.out.println("Centroid faktor : " + 





        return centroid; 
    } 
Kode Program 5.8 Sorting pusat cluster 
 
Berikut ini penjelasan Kode Program 5.8 sorting pusat cluster: 
Baris 1-16 merupakan kode yang mengimplementasikan fungsi sorting guna 
melakukan pengurutan pusat cluster yang terbentuk mulai dari pusat cluster 
terkecil ke terbesar. Pada fungsi ini mengembalikan nilai  centroid yang sudah 
diurutkan. 
5.3.3 Mencari Batas Subinterval 
Batas subinterval ini terdiri dari batas bawah dan batas atas pada setiap 
faktor. Untuk mencari nilai dari batas bawah dan batas atas, maka digunakan nilai 
dari pusat cluster yang telah diurutkan. Nilai dari subinterval akan digunakan pada 
himpunan fuzzy. Kode Program 5.10 menjelaskan implementasi dari mencari batas 
subinterval. 
























public double[][] cariBatasSubinterval(int x, double[][] 
pCluster) { 
        batas = new double[cluster[x]][2]; 
        for (int i = 0; i < cluster[x]; i++) { 
            for (int j = 0; j < 2; j++) { 
                if (i == 0 && j == 0) {    
                    batas[i][j] = U[x][0]; 
                } else if (i == cluster[x] - 1 && j == 1) { 
                    batas[i][j] = U[x][1]; 
                } else { 
                    if (j == 1) {  
batas[i][1] = (pCluster[i][x] + 
pCluster[i + 1][x]) / 2; 
                    } else { / 
batas[i][0] = (pCluster[i][x] + 
pCluster[i - 1][x]) / 2; 
                    } 
                } 
            } 
        } 
        return batas; 
    } 
Kode Program 5.9 Mencari Batas Subinterval 
Berikut ini penjelasan Kode Program 5.9 mencari batas subinterval: 
Baris kode 4-21 melakukan perulangan i secara bersusun sejumlah  panjang cluster 
dan perulangan j bersusun sejumlah 2. Terdapat beberapa percabangan dengan  
kondisi pertama ketika variabel i dan j bernilai 0 maka inisialisasi batas ke i, j adalah 
U ke x, 0.  Kondisi kedua apabila variabel i bernilai nilai cluster ke x dikurangi 1 dan 
variabel j bernilai 1 maka inisialisasi batas ke i, j adalah U ke x, 1. Namun, jika tidak 
masuk dalam kondisi percabangan, maka akan melakukan percabangan lagi 
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dengan dua kondisi. Apabila variabel j bernilai 1 maka inisialisasi variabel batas ke 
j, 1 dengan melakukan penjumlahan pCluster ke i, x dengan pCluster ke i+1, x yang 
dibagi 2. Jika kondisi di atas tidak terpenuhi, maka inisialisasi variabel batas ke j, 0 
dengan melakukan penjumlahan pCluster ke i, x dengan pCluster ke i-1, x yang 
dibagi 2. 
Pada baris ke 22 merupakan baris kode yang akan memberikan kembalian nilai 
variabel  batas. 
5.3.4 Himpunan Fuzzy 
Dari nilai batas bawah dan batas atas subinterval, kemudian diperoleh 
himpunan fuzzy. Himpunan fuzzy digunakan untuk menentukan fuzzifikasi dari 
sebuah data. Melalui interval batas bawah dan batas atas, didapatkan hasil dari 
fuzzifikasi suatu data. Kode Program 5.11 menjelaskan mengenai implementasi 
dari himpunan fuzzy. 























    public double[][] himpFuzzy(int x, double[][] batas) { 
        himpFuzz = new double[cluster[x]][2]; 
        for (int i = 0; i < cluster[x]; i++) { 
            for (int j = 0; j < 2; j++) { 
                if (i == 0 && j == 0) { 
                    himpFuzz[i][j] = batas[i][j]; 
                } else if (i == cluster[x] - 1 && j == 1) { 
                    himpFuzz[i][j] = batas[i][j]; 
                } else { 
                    if (j == 1) { 
                        himpFuzz[i][1] = (batas[i + 1][0] + 
batas[i + 1][1]) / 2; 
                    } else { 
                        himpFuzz[i][0] = (batas[i - 1][0] + 
batas[i - 1][1]) / 2; 
                    } 
                } 
            } 
        } 
        return himpFuzz; 
    } 
Kode Program 5.10 Himpunan Fuzzy 
Berikut ini penjelasan Kode Program 5.10 himpunan fuzzy: 
Baris kode 3-20 melakukan perulangan i secara bersusun sejumlah panjang cluster 
dan perulangan j bersusun sejumlah 2. Terdapat beberapa percabangan, yang 
mana kondisi pertama ketika variabel i dan j bernilai 0 maka inisialisasi himpFuzz 
ke i, j adalah batas ke i, j.  Kondisi kedua apabila variabel i bernilai nilai cluster ke x 
dikurangi 1 dan variabel j bernilai 1 maka inisialisasi himpFuzz ke i, j adalah batas 
ke i, j. Namun, jika tidak masuk dalam kondisi percabangan, maka akan melakukan 
percabangan lagi dengan dua kondisi. Apabila variabel j bernilai 1 maka inisialisasi 
variabel batas ke j, 1 dengan melakukan penjumlahan batas ke i+1, 0 dengan batas 
ke i+1, 1 yang dibagi 2. Jika tidak memenuhi kondisi di atas, maka inisialisasi 
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variabel batas ke j, 0 dengan melakukan batas ke i-1, 0 dengan batas ke i-1, 1 yang 
dibagi 2. 
Pada baris ke 21 merupakan baris kode yang akan memberikan kembalian nilai 
variabel  himpFuzz. 
5.3.5 Fuzzifikasi 
Fuzzifikasi ialah proses untuk mengubah data ke dalam bentuk fuzzy. 
Dengan menggunakan batas bawah dan batas atas dari himpunan fuzzy, dapat 
dihitung derajat keanggotaan dari sebuah data. Pengelompokkan data 
berdasarkan derajat keanggotaan terbesar dari suatu himpunan fuzzy. Proses 
fuzzifikasi dilakukan pada masing-masing faktor. Implementasi dari proses 
fuzzifikasi dapat dilihat pada Kode Program 5.11. 













































    public double[] fuzzifikasi(int x, double[][] himpFuzz) { 
        fuzzifikasi = new double[data.length]; 
        derajatKeanggotaan = new 
        double[data.length][cluster[x]]; 
        for (int i = 0; i < data.length; i++) { 
            for (int j = 0; j < cluster[x]; j++) { 
                if (j == 0) {  
                    derajatKeanggotaan[i][j] = 
bahuKiri(data[i][x], himpFuzz, j); 
                } else if (j == cluster[x] - 1) {                     
derajatKeanggotaan[i][j] = 
bahuKanan(data[i][x], himpFuzz, j); 
                } else {  
derajatKeanggotaan[i][j] = 
segitiga(data[i][x], himpFuzz, j); 
                } 
            } 
        } 
        for (int i = 0; i < data.length; i++) { 
           fuzzifikasi[i] = 
mencariHasilFuzzifikasi(derajatKeanggotaan[i], x); 
        } 
        return fuzzifikasi; 
    } 
    public double bahuKiri(double dataX, double[][] himpFuzz, 
int j) { 
        double derajatKeanggotaan = 0; 
        if (dataX < batasBawah(himpFuzz[j])) { 
            derajatKeanggotaan = 0; 
        } else if (dataX <= batasBawah(himpFuzz[j + 1])) { 
            derajatKeanggotaan = 1; 
        } else if (dataX <= batasAtas(himpFuzz[j])) { 
            derajatKeanggotaan = (batasAtas(himpFuzz[0]) - 
dataX) / (batasAtas(himpFuzz[0]) - 
batasBawah(himpFuzz[1])); 
        } 
        return derajatKeanggotaan; 
    } 
    public double bahuKanan(double dataX, double[][] himpFuzz, 
int j) { 
        double derajatKeanggotaan; 
        if (dataX < batasBawah(himpFuzz[j])) { 
            derajatKeanggotaan = 0; 
































derajatKeanggotaan = (dataX - 
batasBawah(himpFuzz[j])) / (batasAtas(himpFuzz[j - 
1]) - batasBawah(himpFuzz[j])); 
        } else if (dataX <= batasAtas(himpFuzz[j])) { 
            derajatKeanggotaan = 1; 
        } else { 
            derajatKeanggotaan = 0; 
        } 
        return derajatKeanggotaan; 
    } 
    public double segitiga(double dataX, double[][] himpFuzz, 
int j) { 
        double derajatKeanggotaan; 
        if (dataX < batasBawah(himpFuzz[j])) { 
            derajatKeanggotaan = 0; 
        } else if (dataX <= batasAtas(himpFuzz[j - 1])) { 
derajatKeanggotaan = (dataX - 
batasBawah(himpFuzz[j])) / (batasAtas(himpFuzz[j - 
1]) - batasBawah(himpFuzz[j])); 
        } else if (dataX <= batasAtas(himpFuzz[j])) { 
derajatKeanggotaan = (batasAtas(himpFuzz[j]) - 
dataX) / (batasAtas(himpFuzz[j]) - 
batasAtas(himpFuzz[j - 1])); 
        } else { 
            derajatKeanggotaan = 0; 
        } 
        return derajatKeanggotaan; 
    } 
Kode Program 5.11 Fuzzifikasi 
Berikut ini penjelasan Kode Program 5.11 Fuzzifikasi: 
Baris 1-24 merupakan fungsi untuk mencari fuzzifikasi. 
Baris 5-18 merupakan baris kode penentuan derajat keanggotaan dengan 
melakukan perulangan bersusun sebanyak panjang data, dan nilai variabel cluster 
ke x. Terdapat beberapa percabangan, kondisi ketika nilai j adalah 0 maka 
derajatKeanggotaan ke i, j adalah nilai kembalian dari fungsi bahuKiri dengan 
parameter masukan.  
Baris ke 7 merupakan baris kode yang melakukan percabangan apabila nilai j 
adalah cluster ke x dikurangi 1 maka derajatKeanggotaan ke i, j adalah nilai 
kembalian dari fungsi bahuKanan dengan parameter masukan. Apabila kondisi di 
atas tidak terpenuhi maka derajatKeanggotaan ke i, j adalah nilai kembalian dari 
fungsi segitiga dengan parameter masukan. 
Baris 19-22 merupakan baris kode yang melakukan perulangan sebanyak panjang 
data berfungsi untuk menyimpan nilai kembalian dari fungsi mencari 
HasilFuzzifikasi dengan parameter ke dalam variabel fuzzifikasi ke i. Baris ke-23 
mengembalikan nilai dari variabel fuzzifikasi. 
Baris 25-38 merupakan fungsi untuk mencari nilai kembalian dari fungsi bahuKiri. 
Terdapat beberapa percabangan, pada baris ke 28, percabangan apabila nilai 
dataX kurang dari nilai kembalian batasBawah dengan parameter himpFuzz ke j 
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maka derajatKeanggotaan bernilai 0. Pada baris 30, percabangan apabila nilai 
dataX kurang dari samadengan nilai kembalian batasBawah dengan parameter 
himpFuzz ke j+1 maka derajatKeanggotaan bernilai 1. Pada baris ke 32, 
percabangan apabila nilai dataX kurang dari nilai kembalian batasAtas dengan 
parameter himpFuzz ke j maka derajatKeanggotaan bernilai hasil dari pembagian 
fungsi kembalian dari batasAtas dengan parameter himpFuzz ke 0 dikurangi dataX 
dibagi dengan batasAtas dengan parameter himpFuzz ke 0 dikurangi batasBawah 
dengan parameter himpFuzz ke 1. Baris ke 37, mengembalikan nilai kembalian dari 
derajatKeanggotaan. 
Baris 39-54 merupakan fungsi untuk mencari nilai kembalian dari fungsi 
bahuKanan. 
Terdapat beberapa percabangan, pada baris ke 42, percabangan apabila nilai 
dataX kurang dari nilai kembalian batasBawah dengan parameter himpFuzz ke j 
maka derajatKeanggotaan bernilai 0. Pada baris 44, percabangan apabila nilai 
dataX kurang dari sama dengan nilai kembalian batasAtas dengan parameter 
himpFuzz ke j-1 maka derajatKeanggotaan bernilai hasil dari pembagian fungsi 
kembalian dari dataX dikurangi batasAtas dengan parameter himpFuzz ke j dibagi 
dengan batasAtas dengan parameter himpFuzz ke j-1 dikurangi batasBawah 
dengan parameter himpFuzz ke j. Pada baris ke 48, percabangan apabila nilai 
dataX kurang dari nilai kembalian batasAtas dengan parameter himpFuzz ke j 
maka derajatKeanggotaan bernilai 1. Apabila tidak memenuhi kondisi di atas 
maka derajatKeanggotaan bernilai 0. Baris ke 53, mengembalikan nilai kembalian 
dari derajatKeanggotaan. 
Baris 58-72 merupakan fungsi untuk mencari nilai kembalian dari fungsi segitiga. 
Terdapat beberapa percabangan, pada baris ke 58, percabangan apabila nilai 
dataX kurang dari nilai kembalian batasBawah dengan parameter himpFuzz ke j 
maka derajatKeanggotaan bernilai 0. Pada baris 60, percabangan apabila nilai 
dataX kurang dari sama dengan nilai kembalian batasAtas dengan parameter 
himpFuzz ke j-1 maka derajatKeanggotaan bernilai hasil dari pembagian fungsi 
kembalian dari dataX dikurangi batasBawah dengan parameter himpFuzz ke j 
dibagi dengan batasAtas dengan parameter himpFuzz ke j-1 dikurangi 
batasBawah dengan parameter himpFuzz ke j. Pada baris ke 68, percabangan 
apabila nilai dataX kurang dari sama dengan nilai kembalian batasAtas dengan 
parameter himpFuzz ke j maka derajatKeanggotaan bernilai hasil dari pembagian 
fungsi kembalian dari batasAtas dengan parameter himpFuzz ke j dikurangi dataX 
dibagi dengan batasAtas dengan parameter himpFuzz ke j dikurangi batasAtas 
dengan parameter himpFuzz ke j-1. Apabila tidak memenuhi kondisi di atas maka 




5.3.6 Pembentukan Fuzzy Logic Relationship (FLR) 
Fuzzy Logic Relationship atau FLR ialah sekumpulan dari faktor yang digunakan 
yang tersusun dari sejumlah order. Pada FLR terdapat antecedent factor yang 
terletak pada sisi kiri FLR, dan secedent factor yang terletak pada sisi kanan FLR. 
Secedent factor disini merupakan target yang diramalkan. Implementasi dari 
proses fuzzifikasi dapat dilihat pada Kode Program 5.12. 







































public int[][] membentukFlr(double[][] data, double[] 
fuzzifikasi1, double[] fuzzifikasi2, double[] fuzzifikasi3, 
double[] fuzzifikasi4) { 
        flr = new int[data.length - order][(data[0].length * 
order) + 1];  
        for (int i = 0; i < flr.length; i++) { 
            for (int j = 0; j < flr[0].length; j++) { 
                if (j < flr[0].length - 1) {  
                    if (j == 0) { 
                        flr[i][j] = (int) fuzzifikasi1[i]; 
                    } else if (j == 1) { 
                        flr[i][j] = (int) fuzzifikasi2[i]; 
                    } else if (j == 2) { 
                        flr[i][j] = (int) fuzzifikasi3[i]; 
                    } else if (j == 3) { 
                        flr[i][j] = (int) fuzzifikasi4[i]; 
                    } else if (j % 4 == 0) { 
                        flr[i][j] = (int) fuzzifikasi1[i + 
                                    (j / 4)]; 
                    } else if (j % 4 == 1) { 
                        flr[i][j] = (int) fuzzifikasi2[i + 
                                    (j / 4)]; 
                    } else if (j % 4 == 2) { 
                        flr[i][j] = (int) fuzzifikasi3[i + 
                                    (j / 4)]; 
                    } else if (j % 4 == 3) { 
                        flr[i][j] = (int) fuzzifikasi4[i + 
                                    (j / 4)]; 
                    } 
                } else { //mengisi secedent factor 
                    flr[i][j] = (int) fuzzifikasi1[i + 
                                order]; 
 
                } 
            } 
        } 
        return flr; 
    } 
Kode Program 5.12 Pembentukan FLR 
Berikut ini Penjelasan Kode Program 5.13 Pembentukan FLR: 
Baris 1-38 merupakan kode yang berfungsi untuk menyusun FLR yang terbentuk 
berdasarkan nilai fuzzifikasi dan jumlah order yang digunakan. Dilakukan 
perulangan pada baris 6-36 untuk mendapatkan FLR dengan panjang jumlah faktor 




Defuzzifikasi merupakan tahapan terakhir dalam metode Multifactors High 
Order Fuzzy Time series. Proses defuzzifikasi melibatkan penentuan jumlah data 
uji, data latih dan nilai threshold. Implementasi dari proses fuzzifikasi dapat dilihat 
pada Kode Program 5.13. 

















































public double[] hasilDefuzzifikasi(double[] pusatCluster1, 
int[][] flr) { 
        selisih1 = new double[jumDataUji][]; 
        double[][] terpilih = new double[jumDataUji][]; 
        int[][] frekFLRcocok = new int[jumDataUji][]; 
        frekTotalFuzzifikasi = new double[jumDataUji][]; 
        defuzzifikasi = new double[jumDataUji]; 
        double[] frekTotal = new double[jumDataUji]; 
 
        for (int i = 0; i < selisih1.length; i++) { 
            selisih1[i] = new double[jumDataLatih + i]; 
            selisih1[i] = cariSelisih(flr, i); 
            System.out.println("selisih " + (i + 1) + " : 
            " + Arrays.toString(selisih1[i])); 
        } 
 
        for (int i = 0; i < selisih1.length; i++) { 
            terpilih[i] = TerpilihThreshold(selisih1[i], 
                          flr); 
            System.out.println("yang dibawah " + threshold 
            + " data uji ke " + (i + 1) + " pada cluster 
            ke = " + Arrays.toString(terpilih[i])); 
            frekTotalFuzzifikasi[i] = 
            kategoriFuzzifikasi(terpilih[i], 
            pusatCluster1.length); 
            for (int j = 0; j < 
            frekTotalFuzzifikasi[i].length; j++) { 
                frekTotal[i] = frekTotal[i] + 
                frekTotalFuzzifikasi[i][j]; 
            } 
        } 
 
        for (int i = 0; i < selisih1.length; i++) { 
            double temp = 0; 
        for (int j = 0; j<frekTotalFuzzifikasi[i].length; 
            j++) { 
                temp = temp + (frekTotalFuzzifikasi[i][j] 
                      * pusatCluster1[j]); 
                System.out.println(frekTotalFuzzifikasi[i][j] + 
" x " + pusatCluster1[j]); 
            } 
            defuzzifikasi[i] = temp / frekTotal[i]; 
            System.out.println(defuzzifikasi[i] + " = " + 
            temp + " / " + frekTotal[i]); 
        } 
        return defuzzifikasi; 
    } 





Berikut ini penjelasan kode program 5.13 Defuzzifikasi: 
Baris 1-47 merupakan kode yang mengimplementasikan fungsi untuk melakukan 
perhitungan defuzzifikasi. 
Baris 10-15 merupakan kode yang mengimplementasikan perulangan for untuk 
melakukan perhitungan total selisih dari FLR data latih dengan FLR data uji. 
Baris 17-31 merupakan kode untuk melakukan perhitungan frekuensi kecocokan 
FLR data latih dengan FLR data uji berdasarkan nilai fuzzifikasi secedent factor. 
Baris 33-45 merupakan kode untuk melakukan perhitungan antara frekuensi yang 
cocok dikalikan dengan pusat cluster. Hasil perhitungan tersebut ditotal dan 
dilakukan pembagian terhadap jumlah keseluruhan frekuensi yang cocok. Baris 46 
mengembalikan nilai dari defuzzifikasi. 
5.4 Implementasi Antarmuka 
Antarmuka merupakan layanan yang digunakan sistem untuk membantu 
pengguna sebagai sarana komunikasi antara sistem dengan pengguna. 
Implementasi antamuka pada subbab ini merujuk pada bab sebelumnya yang 
membahas perancangan antarmuka. Peneliti melakukan implementasi halaman 
antarmuka yang berisi beberapa halaman di antaranya yaitu halaman masukan, 
halaman data, halaman proses, serta halaman hasil. Di dalam halaman proses 
terdapat halaman lain yaitu halaman clustering, halaman pusat cluster, halaman 
fuzzifikasi, halaman FLR, dan halaman defuzzifikasi. 
5.4.1 Implementasi Antarmuka Halaman Masukan 
Halaman default yang akan ditampilkan pada saat sistem dijalankan ialah 
halaman masukan. Di dalam halaman masukan terdapat beberapa kolom yang 
digunakan untuk memasukkan nilai dari parameter data kelapa sawit. Pada 
halaman ini terdapat beberapa tombol untuk memasukkan nilai parameter 
default, melakukan penghapusan nilai parameter yang telah dimasukkan (reset), 
dan memulai peramalan. Tampilan implementasi antarmuka halaman masukan 




Gambar 5.1 Hasil implementasi antamuka halaman masukan 
5.4.2 Implementasi Antarmuka Halaman Data 
Dinamakan halaman data karena pada halaman ini menampilkan data 
kelapa sawit yang berguna untuk peramalan. Sebelumnya, data harus sudah 
dimasukkan ke dalam database untuk selanjutnya digunakan dalam sistem. 
Tampilan implementasi antarmuka halaman data dapat dilihat pada Gambar 5.2. 
 
Gambar 5.2 Hasil implementasi antamuka halaman data 
5.4.3 Implementasi Antarmuka Halaman Proses 
Halaman proses menampilkan halaman yang berisi dari proses metode 
yang telah diimplementasikan. Proses tersebut yaitu melakukan perhitungan 
himpunan semesta,  perhitungan pusat cluster, fuzzifikasi, pembentukan FLR, dan 
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defuzzifikasi. Tampilan implementasi antarmuka halaman proses (himpunan 
semesta) dapat dilihat pada Gambar 5.3. 
 
Gambar 5.3 Hasil implementasi antamuka halaman proses (himpunan 
semesta) 
Selanjutnya halaman proses pusat cluster akan menampilkan hasil perhitungan 
pusat cluster menggunakan K-means Clustering. Tampilan implementasi 
antarmuka halaman proses (pusat cluster) dapat dilihat pada Gambar 5.4. 
 
Gambar 5.4 Hasil implementasi antamuka halaman proses (pusat cluster) 
Proses setelah terbentuk pusat cluster yaitu penentuan fuzzifikasi yang akan 
ditampilkan pada halaman proses fuzzifikasi. Tampilan implementasi antarmuka 




Gambar 5.5 Hasil implementasi antamuka halaman proses (fuzzifikasi) 
Setelah terbentuknya fuzzifikasi dari semua faktor, maka disusun ke dalam bentuk 
FLR berdasarkan jumlah order yang telah dimasukkan ke dalam kolom halaman 
masukan. Tampilan implementasi antarmuka halaman proses (FLR) dapat dilihat 
pada Gambar 5.6. 
 
Gambar 5.6 Hasil implementasi antamuka halaman proses (FLR) 
Tahap terakhir dari halaman proses ialah Defuzzifikasi. Pada halaman ini 
menampilkan frekuensi kecocokan antara FLR data latih dengan data uji yang 
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kemudian dikalikan pusat cluster. Tampilan implementasi antarmuka halaman 
proses (Defuzzifikasi) dapat dilihat pada Gambar 5.7. 
 
Gambar 5.7 Hasil implementasi antamuka halaman proses (Defuzzifikasi) 
5.4.4 Implementasi Antarmuka Halaman Hasil 
Antarmuka terakhir yaitu halaman hasil. Pada halaman hasil 
memperlihatkan  hasil dari peramalan dalam bentuk tabel. Di dalam tabel terdapat 
no, bulan tanam, hasil peramalan, data aktual, dan selisih dari peramalan dengan 
data aktual. Selain tabel, terdapat nilai rata-rata AFER dan waktu eksekusi dari 
sistem. Tampilan implementasi antarmuka halaman hasil dapat dilihat pada 
Gambar 5.8. 
 
Gambar 5.8 Hasil implementasi antamuka halaman hasil 
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BAB 6 PENGUJIAN DAN ANALISIS 
6.1 Pengujian Jumlah Cluster Terhadap AFER 
Pengujian jumlah cluster dilakukan untuk mendapatkan nilai cluster 
optimal dalam pembentukan subinterval dengan K-means Clustering. Selain untuk 
membentuk subinterval, pusat cluster dari faktor produksi juga digunakan dalam 
proses defuzzifikasi. Dalam pembentukan pusat cluster yang sesuai, terjadi 
penyusutan jumlah cluster dikarenakan terdapat satu atau lebih cluster yang 
kosong. Dari pengujian ini dapat diketahui nilai cluster yang optimal berdasarkan 
hasil AFER yang diperoleh. Dilakukan pengujian mulai dari jumlah cluster yang 
sedikit hingga cluster yang banyak dengan melakukan lima kali percobaan. Pada 
pengujian ini menerapkan beberapa parameter bernilai tetap, di antaranya yaitu: 
Data uji   : 63 
Data latih   : 107 
Order    : 8 
Threshold   : 6 
Hasil pengujian jumlah cluster ditunjukkan pada Tabel 6.1.  
Tabel 6.1 Hasil pengujian jumlah cluster 
Cluster 
Nilai  AFER pada percobaan ke- 
Rata-rata 
1 2 3 4 5 
5 38,616 38,82 38,82 41,59 38,82 39,3332 
8 36,078 37,507 36,078 42,566 39,743 38,3944 
9 43,997 43,926 36,552 39,192 39,192 40,5718 
10 47,085 40,405 39,192 47,085 44,206 43,5946 
20 63,874 66,449 66,453 61,666 64,916 64,6716 
30 72,008 73,606 70,002 69,025 67,865 70,5012 
40 70,772 71,962 76,156 70,734 73,489 72,6226 
50 73,843 76,713 75,337 78,934 68,906 74,7466 
60 90,531 74,8 95,824 95,346 90,835 89,4672 
70 88,815 94,543 94,889 79,825 99,548 91,524 
80 98,878 95,65 95,752 94,723 97,98 96,5966 
90 100 100 98,86 100 95,554 98,8828 
100 98,878 99,905 100 100 100 99,7566 
Dari Tabel 6.1 pada pengujian jumlah cluster, dapat diketahui bahwa 
jumlah cluster terbaik dengan menggunakan 8 cluster. Ketika jumlah cluster 
meningkat, maka hasil AFER juga meningkat. Melihat dari hasil rata-rata setiap 




6.1.1 Analisis Hasil Pengujian Jumlah Cluster 
Berdasarkan Tabel 6.1, maka dibuatlah grafik hasil pengujian jumlah cluster yang 
ditampilkan pada Gambar 6.1. 
 
Gambar 6.1 Grafik hasil pengujian jumlah cluster 
Dari hasil pengujian berdasarkan Tabel 6.1 dengan grafik Gambar 6.1 dapat 
dilihat bahwa semakin banyak jumlah cluster, maka nilai AFER semakin meningkat.  
Namun dari penentuan jumlah cluster  ini dapat berdampak pada proses 
penentuan batas subinterval yang digunakan, penentuan fuzzifikasi hingga proses 
defuzzifikasi. Hal ini karena semakin banyak jumlah cluster, maka semakin banyak 
fuzzifikasi yang terbentuk dan tingginya nilai selisih yang diperoleh saat 
defuzzifikasi. Pada perhitungan pusat cluster terjadi proses penghapusan cluster 
yang tidak ada isinya atau kosong. Cluster yang kosong dikarenakan data 
berkumpul sesuai dengan jarak terpendek (mirip). Pada awal perhitungan sudah 
dipastikan setiap cluster memiliki anggota cluster yang diperoleh dari data yang 
ditempatkan secara random. Akan tetapi jumlah cluster yang dipilih masih dapat 
menyebabkan adanya cluster yang kosong, sehingga perlu adanya penghapusan 
cluster tersebut. Dari penghapusan cluster yang kosong tersebut menyebabkan 
jumlah cluster berkurang tidak sesuai dengan jumlah cluster yang dimasukkan. 
Selain itu, ketika dilihat dari hasil percobaan terhadap sistem, jumlah 
cluster yang kosong pada cluster 8 tidak sebanyak dengan cluster yang lain. Dan 
jumlah kegagalan peramalannya pun juga sedikit jika dibanding dengan cluster 
yang lain.  Semakin banyak terbentuknya cluster yang kosong, maka nilai AFER juga 






















6.2 Pengujian Jumlah Order Terhadap AFER 
Pengujian jumlah order dilakukan guna mengetahui pengaruh dari nilai 
order yang digunakan pada nilai AFER yang dihasilkan. Order yaitu jumlah urutan 
data (panjang data) yang digunakan dalam tahapan pembentukan FLR (Fuzzy Logic 
Relationship). Pengujian ini dilakukan dengan 5 kali percobaan untuk setiap nilai 
order. Sementara untuk nilai yang lainnya dibuat tetap pada setiap pengujian. Dari 
pengujian ini dapat menentukan jumlah order optimal dalam melakukan 
peramalan yang akan dihasilkan dengan mendapat nilai AFER terbaik. Pada 
pengujian ini menggunakan beberapa parameter di antaranya yaitu: 
Data uji   : 63 
Data latih   : 107 
Threshold   : 6 
Jumlah cluster   : 8 
Hasil pengujian jumlah order ditunjukkan pada Tabel 6.2.  
Tabel 6.2 Hasil pengujian nilai Order 
Nilai order 
Nilai  AFER pada Percobaan ke- 
Rata-rata 
1 2 3 4 5 
2 162,089 161,194 169,393 168,336 169,134 166,0292 
3 61,09 85,210 59,782 83,422 79,209 73,7426 
4 48,595 43,351 74,227 42,225 55,911 52,8618 
5 52,161 48,249 46,522 48,447 51,271 49,33 
6 38,876 36,99 39,675 36,699 36,286 37,7052 
7 41,933 37,028 46,83 41,428 36,352 40,7142 
8 36,078 44,023 43,902 36,522 45,455 41,196 
9 39,85 40,18 45,776 45,691 45,456 43,3906 
10 42,607 43,47 42,607 46,195 50,629 45,1016 
11 49,629 51,75 49,629 51,75 48,063 50,1642 
12 51,505 63,701 52,844 59,774 61,714 57,9076 
Dari tabel pengujian jumlah order yang dilihat dari Tabel 6.2 dengan 
percobaan sejumlah 5 kali, dapat diketahui jumlah order dengan nilai AFER 
terendah yaitu pada jumlah order 6. Dari order ke-2 hingga order ke-6, nilai rata-
rata AFER mengalami penurunan, sementara dari order ke-7 hingga ke order 12, 
nilai rata-rata AFER mengalami kenaikan.  
6.2.1 Analisis Hasil Pengujian Jumlah Order 
Berdasarkan Tabel 6.2, maka dibuatlah grafik hasil pengujian nilai order yang 




Gambar 6.2 Grafik hasil pengujian nilai Order 
Grafik hasil pengujian pada Gambar 6.2 memperlihatkan bahwa semakin 
banyak nilai order, maka hasil peramalan akan mempunyai nilai AFER yang 
berbeda. Nilai rata-rata AFER mengalami penurunan pada order 2 hingga order 4. 
Setelah itu, rata-rata AFER mengalami kenaikan dan penurunan atau tidak konstan 
namun selisih nilai AFER tidak terlalu tinggi. Pada order 10 hingga ke order 12, nilai 
rata-rata AFER mengalami kenaikan. Jumlah order memberikan pengaruh pada 
jumlah FLR yang terbentuk. Hal ini dikarenakan semakin banyak jumlah order, 
maka semakin sedikit jumlah FLR yang terbentuk, sehingga ketika jumlah FLR 
sedikit, maka jumlah data latih yang digunakan juga sedikit. Selain itu, jumlah 
order juga mempengaruhi pada indeks data uji yang digunakan. Ketika jumlah 
order semakin banyak, maka indeks data uji juga akan semakin tinggi dengan 
jumlah data uji yang tetap.  
Pengaruh lain dari jumlah order yaitu pada nilai selisih pada proses 
defuzzifikasi. Semakin  banyak jumlah order, maka semakin besar pula nilai selisih 
antara FLR data latih dengan FLR data uji. Ketika nilai selisih semakin besar, namun 
nilai threshold yang tetap, maka tingkat kecocokan dari data latih dengan 
threshold pun sedikit. Hal ini menyebabkan pada nilai data latih yang seharusnya 
cocok, menjadi tidak cocok. Pada kasus ini, nilai order terbaik terletak pada order 
6. 
6.3 Pengujian Jumlah Data Latih terhadap AFER 
Pengujian jumlah data latih digunakan untuk menentukan jumlah data 
latih optimal dalam melakukan peramalan. Penentuan jumlah data latih dilakukan 
pada saat proses defuzzifikasi. Pada saat defuzzifikasi sudah terbentuk FLR 
sebanyak jumlah data yang dikurangi dengan jumlah order, kemudian ditentukan 
jumlah data latih yang diinginkan. Misalnya jumlah data 220 dengan order 8, FLR 
yang terbentuk sejumlah 212. Ketika ditentukan jumlah data latih maksimal 
sebanyak 147 dan data uji sejumlah 63, maka data aktual yang dilakukan 




















digunakan hingga sejumlah data uji atau pada indeks ke 156. Beberapa parameter 
yang bernilai tetap dalam pengujian ini ialah: 
Data uji   : 63 
Order     : 6 
Threshold   : 6 
Jumlah cluster   : 8 
Hasil pengujian jumlah data latih ditunjukkan pada Tabel 6.3. 
Tabel 6.3 Hasil pengujian jumlah data latih 
Jumlah data 
latih 
Nilai  AFER pada percobaan ke- 
Rata-rata 
1 2 3 4 5 
57 334,309 449,184 334,323 446,636 446,278 402,146 
67 442,481 442,481 330,413 442,481 330,413 397,654 
77 400,851 442,32 442,801 304,035 332,342 384,47 
87 104,45 115,086 103,972 107,122 106,628 107,452 
97 81,042 84,652 79,625 75,888 87,3 81,701 
107 35,427 45,511 34,769 38,2 34,769 37,735 
117 44,492 35,86 42,998 35,542 44,137 40,606 
127 235,76 233,944 206,902 205,248 235,682 223,507 
137 284,185 282,792 228,844 271,625 228,844 259,258 
147 269,364 270,014 274,076 229,11 226,664 253,846 
 Dari Tabel 6.3 di atas dapat dinyatakan bahwa ketika jumlah data latih yang 
sedikit, hasilnya menunjukkan rata-rata AFER yang tinggi. Namun, ketika jumlah 
data latih yang digunakan terlalu banyak pun menghasilkan nilai rata-rata AFER 
yang tinggi. Namun ketika data latih berjumlah 107, nilai rata-rata AFER cukup 
stabil karena pada range 34% hingga 45%. 
6.3.1 Analisis Hasil Pengujian Jumlah Data Latih 
Berdasarkan Tabel 6.3 maka dibuatlah grafik hasil pengujian jumlah data latih yang 
ditunjukkan pada Gambar 6.3. 
 
 




















Grafik hasil pengujian pada Gambar 6.3 menunjukkan bahwa terjadi 
penurunan nilai AFER dari jumlah data latih 57 sampai ke jumlah data latih 107, 
kemudian dari jumlah data latih 107 mengalami kenaikan sampai ke jumlah data 
latih 147. Ketika menggunakan data latih yang terlalu sedikit, maka proses 
pembelajaran pada data latih juga kurang. Hal ini terlihat pada grafik Gambar 6.3 
yang terjadi penurunan nilai AFER. Selain itu, pada kasus ini juga dipengaruhi 
dengan keadaan data yang tidak stabil atau mengalami perubahan yang drastis 
pada saat kenaikan atau penurunan. Faktor yang digunakan mempunyai nilai yang 
berbeda dan cukup besar pada setiap bulannya. Hal ini menyebabkan data uji sulit 
untuk mempelajari pola atau rule dari penggunaan data latih. Data latih yang 
semakin banyak penggunaannya, maka indeks data uji yang digunakan juga 
berbeda karena indeks data uji yang digunakan yaitu jumlah data latih yang 
ditambah dengan jumlah order. Dilihat dari data yang fluktuatif, maka data ini 
dapat dikategorikan kurang baik kualitasnya. 
Ketika hasil peramalan yang dilakukan bernilai 0, maka terjadi kegagalan 
peramalan. Pada pengujian jumlah data latih di atas, terjadi perbedaan 10 data 
latih pada setiap pengujian yang artinya juga terjadi perbedaan range 10 data uji 
yang digunakan yang menyebabkan beberapa data uji terjadi kegagalan 
peramalan atau peramalan tidak mendekati data aktual. Sehingga pada metode 
multifactors high order fuzzy time series (MHOFTS) ini tidak selalu membutuhkan 
data latih yang terlalu sedikit atapun terlalu banyak. 
6.4 Pengujian Nilai Threshold terhadap AFER 
Pengujian jumlah threshold digunakan dengan tujuan menentukan nilai 
yang cocok untuk threshold agar lebih optimal dalam melakukan peramalan. 
Threshold merupakan nilai ambang batas yang digunakan pada saat defuzzifikasi. 
Nilai threshold ditentukan secara bebas dengan ketentuan tidak terlalu besar 
ataupun tidak terlalu kecil. Pada saat pemilihan FLR data latih yang cocok dengan 
FLR data uji, digunakan nilai threshold. Untuk mengetahui kecocokan dari FLR data 
latih dan FLR data uji, dilakukan perhitungan nilai selisih dari antecedent factor 
keduanya. Ketika nilai selisih antecedent factor kurang dari nilai threshold, maka 
FLR data latih tersebut dapat dikatakan memiliki kecocokan dengan FLR data uji. 
Beberapa parameter yang bernilai tetap dalam pengujian ini ialah: 
Data uji   : 63 
Data latih   : 107 
Order     : 6 
Jumlah cluster   : 8 





Tabel 6.4 Hasil pengujian nilai Threshold 
Threshold 
Nilai  AFER pada Percobaan ke- 
Rata-rata 
1 2 3 4 5 
3 56,694 46,758 50,926 44,238 52,424 50,208 
6 34,769 35,386 34,769 39,675 37,984 36,5166 
9 65,292 60,35 62,615 74,893 74,845 67,599 
12 77,283 88,069 77,283 77,301 83,614 80,71 
15 137,385 145,463 145,463 145,463 137,385 142,2318 
18 122,612 159,295 196,741 160,565 143,347 156,512 
21 228,45 193,625 196,227 228,45 216,55 212,6604 
24 215,143 218,426 193,26 200,385 188,059 203,0546 
27 229,188 200,888 246,528 268,083 269,597 242,8568 
30 211,917 267,879 269,014 260,455 291,533 260,1596 
Dari Tabel 6.4, dapat diketahui bahwa ketika threshold 6, nilai AFER 
mengalami penurunan. Namun setelah itu pada threshold 9 hingga 30, nilai AFER 
mengalami kenaikan. Jadi, nilai threshold yang memiliki AFER terbaik terdapat 
pada threshold berjumlah 6.  
6.4.1 Analisis Hasil Pengujian Nilai Threshold 
Berdasarkan Tabel 6.4, maka dibuatlah Grafik hasil pengujian nilai threshold yang 
ditunjukkan pada Gambar 6.4. 
 
Gambar 6.4 Grafik hasil pengujian nilai Threshold 
Grafik hasil pengujian pada Gambar 6.4 menjelaskan ketika semakin tinggi 
nilai threshold, maka semakin banyak data latih yang mempunyai kecocokan 
dengan data uji yang seharusnya tidak cocok sehingga memberikan nilai AFER yang 
tinggi. Nilai threshold seharusnya tidak terlalu besar ataupun tidak terlalu kecil 
untuk mendapatkan peramalan yang sesuai. Ketika nilai threshold yang dipilih 
terlalu kecil, maka sulit untuk memperoleh kecocokan karena hasil nilai selisih 
antecedent factor FLR data latih dengan FLR data uji lebih besar dari threshold. 

















membuat selisih antara data latih dan data uji menjadi bernilai kurang dari 
threshold atau bahkan bernilai 0 dan membuat banyak FLR data latih memiliki 
kecocokan  terhadap FLR data uji untuk threshold yang besar. Sehingga, dari kasus 
ini nilai threshold yang ideal yaitu 6. 
6.5 Pengujian Sistem Terhadap Metode Tanpa Optimasi 
Pengujian ini digunakan untuk mengetahui apakah metode multifactors 
high order fuzzy time series menghasilkan peramalan yang lebih baik ketika 
dioptimasi atau tidak dioptimasi dengan K-means Clustering. Parameter yang 
digunakan dalam pengujian ini ialah parameter hasil terbaik dari pengujian 
sebelumnya. Dalam perbandingan pengujian sistem ini, akan dilakukan sejumlah 
tiga perbandingan. Perbandingan pertama yaitu perbandingan nilai parameter 
terbaik antara metode metode multifactors high order fuzzy time series yang 
dioptimasi dengan K-means Clustering dan metode yang tidak dilakukan optimasi. 
Perbandingan kedua ialah perbandingan menggunakan nilai parameter terbaik 
dari metode dengan optimasi. Sementara perbandingan yang ketiga ialah 
perbandingan sistem menggunakan nilai parameter terbaik yang diperoleh dari 
metode tanpa optimasi. Dilakukan 10 kali percobaan untuk mendapatkan rata-
rata yang sesuai.  
Hasil pengujian sistem dengan nilai parameter terbaik ditunjukkan pada Tabel 6.5.  
Tabel 6.5 Hasil pengujian sistem dengan nilai parameter terbaik metode 
MHOFTS – K-means 












Hasil pengujian di atas menunjukkan rata-rata AFER yang dihasilkan 
dengan menggunakan metode multifactors high order fuzzy time series yang 
dioptimasi dengan K-means Clustering. Rata-rata AFER yang dihasilkan dari 10 kali 
percobaan yaitu 36,98%. Hasil pengujian sistem kemudian dibandingkan dengan 
parameter terbaik pada metode multifactors high order fuzzy time series tanpa 
dilakukan optimasi pada subintervalnya.  
Tabel 6.6 menampilkan perbandingan nilai AFER yang dihasilkan. 
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Tabel 6.6 Tabel perbandingan AFER dengan nilai parameter terbaik dari 
masing-masing metode 
Parameter  MHOFTS – K-means MHOFTS 
Data Uji 63 63 
Jumlah Cluster 8 70 
Order 6 2 
Data Latih 107 107 
Threshold 6 18 
AFER 36,98 33,903 
Dari Tabel 6.6 di atas dapat dilihat perbedaan dari nilai parameter terbaik 
pada kedua metode. Semua nilai parameter terbaik yang dihasilkan dari pengujian 
memang berbeda. Namun, pada parameter jumlah data latih yang optimal 
nilainya sama untuk kedua metode. Dari parameter yang dihasilkan dengan nilai 
AFER yang berbeda, akan ditunjukkan ke dalam bentuk grafik pada Gambar 6.5 
dan Gambar 6.6. 
 
Gambar 6.5 Grafik hasil pengujian nilai parameter terbaik MHOFTS – K-means 
Gambar  6.6 merupakan grafik nilai parameter terbaik dari metode 
MHOFTS yang dioptimasi dengan K-means Clustering. Indeks data uji 113 
diperoleh dari jumlah data latih 107 yang ditambah dengan order 6. Data uji yang 
digunakan pada indeks 113 hingga indeks 175. Selanjutnya akan ditampilkan grafik 
dari pengujian nilai parameter terbaik pada metode MHOFTS tanpa optimasi. 


















































































Gambar 6.6 Grafik hasil pengujian nilai parameter terbaik MHOFTS  
Pada Gambar 6.6 menjelaskan grafik hasil perbandingan nilai parameter 
terbaik pada metode MHOFTS tanpa optimasi K-means Clustering. Jumlah data 
latih dan data uji yang digunakan adalah sama. Namun Indeks data ujinya berbeda 
dikarenakan jumlah order yang digunakan berbeda. Pada parameter ini, indeks 
data uji yang digunakan yaitu data uji ke-109 hingga data uji ke-171. Terjadi 
kegagalan peramalan yang bernilai NaN pada tiga data uji sehingga bernilai 0. 
Kesimpulan yang didapatkan melalui Tabel 6.6 tersebut yaitu metode yang 
dioptimasi dengan K-means Clustering dapat melakukan peramalan namun 
memperoleh hasil yang kurang baik dibandingkan dengan metode multifactors 
high order fuzzy time series tanpa dilakukan optimasi. Namun, pada parameter 
terbaik metode MHOFTS yang dioptimasi dengan K-means Clustering jarang 
ditemukan adanya kegagalan peramalan. Meskipun nilai AFER pada parameter 
terbaik metode MHOFTS lebih baik dibanding dengan metode MHOFTS yang 
dioptimasi, metode MHOFTS dengan parameter terbaik di atas akan menghasilkan 
beberapa kegagalan peramalan.  
Selain itu juga dilakukan perbandingan menggunakan nilai parameter 
terbaik yang sama, baik parameter MHOFTS yang dioptimasi dengan K-means 
Clustering maupun tanpa dilakukan optimasi di dalamnya. Tabel 6.7 akan 
menampilkan perbandingan nilai AFER yang dihasilkan menggunakan nilai 
parameter terbaik dari MHOFTS yang dioptimasi dengan K-means Clustering. 
Tabel 6.7 Tabel perbandingan AFER menggunakan nilai parameter terbaik 










63 8 6 107 6  


















































































Berdasarkan Tabel 6.7, nilai AFER terendah ketika menggunakan 
parameter terbaik dari hasil optimasi yaitu 36,98% pada metode multifactors high 
order fuzzy time series yang dioptimasi dengan K-means Clustering. Selisih yang 
dihasilkan dari perbandingan kedua metode tersebut sangat besar. Untuk melihat 
perbandingan antara kedua metode yang menggunakan nilai parameter terbaik 
dari MHOFTS yang dioptimasi dengan K-means Clustering, maka dapat dilihat 
melalui grafik pada Gambar 6.7. Dikarenakan menggunakan parameter yang sama, 
sehingga mempunyai indeks data uji yang sama pula yaitu indeks data uji ke-113 
hingga indeks data uji ke-175. 
 
Gambar 6.7 Grafik hasil perbandingan menggunakan nilai parameter terbaik 
dari MHOFTS - K-means Clustering 
Dilihat pada Gambar 6.7 di atas, terdapat nilai minus pada hasil peramalan 
metode MHOFTS dikarenakan jumlah cluster yang terlalu sedikit tanpa adanya 
pengelompokkan cluster sebelumnya. Selain itu, pada metode MHOFTS juga 
terdapat beberapa kegagalan peramalan sehingga hasil peramalan bernilai NaN 
atau 0. Sementara pada metode MHOFTS yang dioptimasi dengan K-means 
Clustering mampu mengikuti pola dari data aktual meskipun tidak sama persis. 
Namun akan dilakukan perbandingan ketiga dengan nilai parameter terbaik dari 
metode tanpa optimasi. Sebelumnya akan dilihatkan hasil pengujian sistem 
menggunakan nilai parameter terbaik tanpa dilakukan optimasi pada Tabel 6.8.  
Tabel 6.8 Hasil pengujian sistem menggunakan nilai parameter terbaik dari 
MHOFTS 






























































































Tabel 6.8 Hasil pengujian sistem menggunakan nilai parameter terbaik dari 
MHOFTS (lanjutan) 







Hasil pengujian di atas menunjukkan rata-rata AFER yang dihasilkan 
dengan menggunakan metode multifactors high order fuzzy time series yang 
dioptimasi dengan K-means Clustering, dimana nilai parameter yang digunakan 
ialah nilai parameter terbaik pada metode multifactors high order fuzzy time series 
yang tidak dilakukan optimasi. Rata-rata AFER yang dihasilkan dari 10 kali 
percobaan yaitu 33,657%. Untuk melihat hasil perbandingan lain menggunakan 
parameter terbaik dari metode MHOFTS tanpa optimasi, maka hasilnya akan 
ditampilkan pada Tabel 6.9. Dikarenakan menggunakan nilai parameter yang 
sama, maka indeks data uji yang digunakan juga sama yaitu pada indeks data uji 
ke-109 hingga indeks data uji ke-171. 











63 70 2 107 18  
MHOFTS – K-means 33,657 
MHOFTS 33,903 
 Ketika dilihat dari hasil perbandingan yang terakhir pada Tabel 6.9, hasil 
AFER terendah pada metode yang telah dioptimasi dengan K-means Clustering. 
Hasil menunjukkan selisih yang sedikit saja ketika menggunakan parameter 
terbaik dari metode tanpa optimasi. Untuk melihat perbandingan kedua metode 
yang digunakan berdasarkan hasil peramalan dan data aktual dapat dilihat melalui 




Gambar 6.8 Grafik hasil perbandingan menggunakan nilai parameter terbaik 
dari MHOFTS  
Pada grafik Gambar 6.8 terlihat perbandingan menggunakan nilai 
parameter terbaik dari MHOFTS tanpa dilakukan optimasi. Hasil dari kedua 
metode tersebut menghasilkan kegagalan peramalan yang bernilai NaN atau 0. 
Pada metode MHOFTS terdapat 3 kegagalan peramalan, sementara pada metode 
MHOFTS yang dioptimasi dengan K-means Clustering mempunyai 1 kegagalan 
peramalan yang bernilai NaN atau 0. Metode optimasi K-means Clustering dapat 
melakukan peramalan dengan baik pada parameter terbaik yang dihasilkan oleh 
metode MHOFTS. Namun, penghapusan yang terjadi pada jumlah cluster cukup 
besar. 
Dari ketiga perbandingan di atas, maka optimasi (sistem) dapat 
menghasilkan nilai AFER terbaik ketika menggunakan nilai parameter yang sama 
(parameter metode dengan K-means Clustering dan metode tanpa K-means 
Clustering). Namun metode dengan optimasi akan memperoleh nilai AFER kurang 

























































































BAB 7 PENUTUP 
Bab penutup berisi hasil akhir dari penelitian yang dilakukan yaitu peramalan 
hasil panen kelapa sawit menggunakan metode Multifactors High Order Fuzzy 
Time series yang dioptimasi dengan K-means Clustering. Dalam bab ini terdapat 
hasil penelitian berupa kesimpulan yang menjawab beberapa rumusan masalah 
serta menyajikan saran yang dapat memberikan masukan untuk peneliti 
selanjutnya supaya dapat memperbaiki kekurangan yang terdapat dalam 
penelitian ini. 
7.1 Kesimpulan 
Hasil kesimpulan yang diperoleh setelah melakukan penelitian terhadap 
peramalan hasil panen kelapa sawit menggunakan metode Multifactors High 
Order Fuzzy Time series yang dioptimasi dengan K-means Clustering ialah: 
1. Semakin banyak jumlah cluster yang digunakan dalam peramalan ini 
menyebabkan semakin besarnya nilai AFER yang dihasilkan. Hal ini 
menunjukkan peramalan dengan hasil yang kurang baik ketika jumlah cluster 
banyak. Nilai cluster berpengaruh pada pembentukan jumlah subinterval pada 
MHOFTS. Pada penelitian ini, cluster yang optimal menjadi masukan ialah 
cluster berjumlah 8 dengan nilai AFER 38,394%. Nilai AFER tersebut 
menyatakan bahwa dengan menggunakan cluster sejumlah 8 mampu 
menghasilkan tingkat kesalahan dari peramalan sistem sebesar 38,394%. 
2. Pada parameter order, data latih, dan threshold memberikan pengaruh pada 
proses FLR hingga Defuzzifikasi. Ketika nilai yang dimasukkan pada ketiga 
parameter tersebut tidak sesuai, maka menghasilkan nilai peramalan yang 
tidak mendekati data aktual.  Nilai parameter jumlah order, jumlah data latih, 
dan jumlah threshold dari hasil pengujian secara berturut-turut untuk 
peramalan ini yaitu 6, 107, dan 6. Nilai AFER untuk ketiga parameter tersebut 
yaitu 37,7052%, 37,735%, dan 36,5166%. Ketiga parameter yang digunakan 
mempengaruhi hasil peramalan sistem dengan tingkat kesalahan mencapai 
38% dikarenakan penggunaan data yang kurang bervariasi pada faktor umur 
tanam, luas lahan, dan populasi pokok. 
3. Perbandingan yang dilakukan sejumlah 3 kali yaitu perbandingan dengan 
masing-masing parameter terbaik dari kedua metode, perbandingan dengan 
nilai parameter terbaik metode yang dioptimasi, dan nilai parameter terbaik 
metode tanpa optimasi. Perbandingan pertama menghasilkan nilai AFER 
terbaik pada metode MHOFTS tanpa optimasi yaitu 33,903%, sementara 
metode MHOFTS yang dioptimasi dengan K-means Clustering menghasilkan 
AFER 36,98%. Perbandingan kedua menghasilkan AFER terbaik pada metode 
MHOFTS yang dioptimasi dengan K-means Clustering sejumlah 36,98% dan 
pada perbandingan ketiga juga menghasilkan AFER terbaik pada metode 
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MHOFTS yang dioptimasi dengan K-means Clustering sejumlah 33,657%. 
Sehingga, performa MHOFTS yang dioptimasi menunjukkan hasil yang kurang 
baik pada peramalan sistem dikarenakan nilai AFER yang lebih tinggi dibanding 
metode MHOFTS tanpa optimasi. 
7.2 Saran 
Berdasarkan penelitian yang telah dilaksanakan dengan mempertimbangkan hasil 
yang diperoleh, maka didapatkan saran guna penelitian selanjutnya yaitu: 
1. Melakukan pengujian cluster menggunakan metode lain seperti k-fold cross 
validation atau metode silhoutte coefficient untuk mendapatkan jumlah cluster 
dengan nilai AFER yang lebih baik. 
2. Dapat melakukan filterisasi pada data dengan menggunakan metode pada ilmu 
statistika untuk menangani data pencilan (outlier). Beberapa ilmu statistika 
tersebut ialah metode cook’s distance, leverage value, DFiTs, Boxplot, dan 
lainnya. 
3. Menggunakan faktor lain yang mempengaruhi hasil panen kelapa sawit, 
misalnya faktor genetik, faktor lingkungan, atau faktor teknik budidaya kelapa 
sawit. 
4. Menggunakan metode optimasi yang lain untuk mendapatkan interval yang 
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LAMPIRAN A DATA HASIL PANEN KELAPA SAWIT TAHUN 
2016-2017 
Berikut merupakan data yang digunakan dalam penelitian ini yaitu data hasil 
panen kelapa sawit pada PT. Sandabi Indah Lestari Kota Bengkulu yang dipanen 














1 2016 Jan-00 33388,04 16 17,86 2417 
2 2016 Feb-00 35134,58 16 17,86 2417 
3 2016 Mar-00 39061,22 16 17,86 2417 
4 2016 Apr-00 37035,99 16 17,86 2417 
5 2016 Mei-00 32209,74 16 17,86 2417 
6 2016 Jun-00 28106,38 16 17,86 2417 
7 2016 Jul-00 32972,69 16 17,86 2417 
8 2016 Agu-00 44755,6 16 17,86 2417 
9 2016 Sep-00 29813,78 16 17,86 2417 
10 2016 Okt-00 34468,75 16 17,86 2417 
11 2016 Nov-00 32482,37 16 17,86 2417 
12 2016 Des-00 39733,14 16 17,86 2417 
13 2016 Jan-01 556555,7 15 280,14 33935 
14 2016 Feb-01 468997,4 15 280,14 33935 
15 2016 Mar-01 532512,4 15 280,14 33935 
16 2016 Apr-01 503908,7 15 280,14 33935 
17 2016 Mei-01 361689 15 280,14 33935 
18 2016 Jun-01 391079,4 15 280,14 33935 
19 2016 Jul-01 425638,1 15 280,14 33935 
20 2016 Agu-01 495814 15 280,14 33935 
21 2016 Sep-01 430395,1 15 280,14 33935 
22 2016 Okt-01 437553,9 15 280,14 33935 
23 2016 Nov-01 488448,5 15 280,14 33935 
24 2016 Des-01 589674,1 15 280,14 33935 
25 2016 Jan-02 306816,1 14 185,38 21799 
26 2016 Feb-02 255082,2 14 185,38 21799 
27 2016 Mar-02 339557,4 14 185,38 21799 
28 2016 Apr-02 279229,8 14 185,38 21799 
29 2016 Mei-02 218607,8 14 185,38 21799 
30 2016 Jun-02 211376,1 14 185,38 21799 
31 2016 Jul-02 239881,8 14 185,38 21799 
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32 2016 Agu-02 288645 14 185,38 21799 
33 2016 Sep-02 229133,4 14 185,38 21799 
34 2016 Okt-02 240256,9 14 185,38 21799 
35 2016 Nov-02 245287,8 14 185,38 21799 
36 2016 Des-02 286407,5 14 185,38 21799 
37 2016 Jan-03 1097288 13 715,92 87583 
38 2016 Feb-03 1148783 13 715,92 87583 
39 2016 Mar-03 1355242 13 715,92 87583 
40 2016 Apr-03 1257224 13 715,92 87583 
41 2016 Mei-03 866503,1 13 715,92 87583 
42 2016 Jun-03 1053424 13 715,92 87583 
43 2016 Jul-03 953378,8 13 715,92 87583 
44 2016 Agu-03 1353680 13 715,92 87583 
45 2016 Sep-03 1086657 13 715,92 87583 
46 2016 Okt-03 1009429 13 715,92 87583 
47 2016 Nov-03 998036,1 13 715,92 87583 
48 2016 Des-03 1174390 13 715,92 87583 
49 2016 Jan-04 1109848 12 699,82 85510 
50 2016 Feb-04 1030296 12 699,82 85510 
51 2016 Mar-04 1273090 12 699,82 85510 
52 2016 Apr-04 1195451 12 699,82 85510 
53 2016 Mei-04 882230,7 12 699,82 85510 
54 2016 Jun-04 1039992 12 699,82 85510 
55 2016 Jul-04 953408,2 12 699,82 85510 
56 2016 Agu-04 1254096 12 699,82 85510 
57 2016 Sep-04 1075791 12 699,82 85510 
58 2016 Okt-04 988479,9 12 699,82 85510 
59 2016 Nov-04 885272,7 12 699,82 85510 
60 2016 Des-04 1138417 12 699,82 85510 
61 2016 Jan-05 252037,7 11 149,41 17970 
62 2016 Feb-05 245393,6 11 149,41 17970 
63 2016 Mar-05 301045,4 11 149,41 17970 
64 2016 Apr-05 250476,9 11 149,41 17970 
65 2016 Mei-05 204937,6 11 149,41 17970 
66 2016 Jun-05 206624,1 11 149,41 17970 
67 2016 Jul-05 182623,2 11 149,41 17970 
68 2016 Agu-05 263473,3 11 149,41 17970 
69 2016 Sep-05 230949,8 11 149,41 17970 
70 2016 Okt-05 187147,3 11 149,41 17970 
71 2016 Nov-05 200214,8 11 149,41 17970 
72 2016 Des-05 282846,3 11 149,41 17970 
122 
 
73 2016 Jan-06 124460,5 10 91,81 10583 
74 2016 Feb-06 122151 10 91,81 10583 
75 2016 Mar-06 173934,6 10 91,81 10583 
76 2016 Apr-06 135419,4 10 91,81 10583 
77 2016 Mei-06 118072,9 10 91,81 10583 
78 2016 Jun-06 121383,2 10 91,81 10583 
79 2016 Jul-06 113282,9 10 91,81 10583 
80 2016 Agu-06 158078,2 10 91,81 10583 
81 2016 Sep-06 130276,1 10 91,81 10583 
82 2016 Okt-06 124021,3 10 91,81 10583 
83 2016 Nov-06 115664,3 10 91,81 10583 
84 2016 Des-06 145717,2 10 91,81 10583 
85 2016 Jan-07 2192,18 9 4,53 436 
86 2016 Feb-07 4938,39 9 4,53 436 
87 2016 Mar-07 3825,16 9 4,53 436 
88 2016 Apr-07 5175,72 9 4,53 436 
89 2016 Mei-07 2265,43 9 4,53 436 
90 2016 Jun-07 4583,63 9 4,53 436 
91 2016 Jul-07 4943,14 9 4,53 436 
92 2016 Agu-07 5550,28 9 4,53 436 
93 2016 Sep-07 3409,94 9 4,53 436 
94 2016 Okt-07 3324,77 9 4,53 436 
95 2016 Nov-07 2453,87 9 4,53 436 
96 2016 Des-07 3201,12 9 4,53 436 
97 2016 Jan-09 139627,4 7 156,84 17352 
98 2016 Feb-09 183315,6 7 156,84 17352 
99 2016 Mar-09 228834,2 7 156,84 17352 
100 2016 Apr-09 184912,9 7 156,84 17352 
101 2016 Mei-09 175160,1 7 156,84 17352 
102 2016 Jun-09 178496,8 7 156,84 17352 
103 2016 Jul-09 186356,5 7 156,84 17352 
104 2016 Agu-09 219696,4 7 156,84 17352 
105 2016 Sep-09 184185,5 7 156,84 17352 
106 2016 Okt-09 190707,3 7 156,84 17352 
107 2016 Nov-09 168819,4 7 156,84 17352 
108 2016 Des-09 217004,2 7 156,84 17352 
109 2016 Jan-10 12646,62 6 15,03 1339 
110 2016 Feb-10 9650,39 6 15,03 1339 
111 2016 Mar-10 22638,29 6 15,03 1339 
112 2016 Apr-10 18283,23 6 15,03 1339 
113 2016 Mei-10 19567,97 6 15,03 1339 
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114 2016 Jun-10 19277,86 6 15,03 1339 
115 2016 Jul-10 13592,98 6 15,03 1339 
116 2016 Agu-10 20337,72 6 15,03 1339 
117 2016 Sep-10 18365,27 6 15,03 1339 
118 2016 Okt-10 16161,99 6 15,03 1339 
119 2016 Nov-10 12979,06 6 15,03 1339 
120 2016 Des-10 20148,05 6 15,03 1339 
121 2016 Jan-11 8869,03 5 31,39 2575 
122 2016 Feb-11 9838,11 5 31,39 2575 
123 2016 Mar-11 9960,06 5 31,39 2575 
124 2016 Apr-11 11781,86 5 31,39 2575 
125 2016 Mei-11 11405,59 5 31,39 2575 
126 2016 Jun-11 14197,29 5 31,39 2575 
127 2016 Jul-11 13731,69 5 31,39 2575 
128 2016 Agu-11 16343,38 5 31,39 2575 
129 2016 Sep-11 11283,93 5 31,39 2575 
130 2016 Okt-11 16758,69 5 31,39 2575 
131 2016 Nov-11 14928,09 5 31,39 2575 
132 2016 Des-11 16192,97 5 31,39 2575 
133 2017 Jan-00 29119,11 17 17,86 2417 
134 2017 Feb-00 32967,82 17 17,86 2417 
135 2017 Mar-00 36553,8 17 17,86 2417 
136 2017 Apr-00 38609,58 17 17,86 2417 
137 2017 Mei-00 32226,04 17 17,86 2417 
138 2017 Jun-00 36438,64 17 17,86 2417 
139 2017 Jul-00 42834,32 17 17,86 2417 
140 2017 Agu-00 32210,4 17 17,86 2417 
141 2017 Jan-01 486988,2 16 280,14 33935 
142 2017 Feb-01 440129 16 280,14 33935 
143 2017 Mar-01 524507,2 16 280,14 33935 
144 2017 Apr-01 539561,6 16 280,14 33935 
145 2017 Mei-01 517506,3 16 280,14 33935 
146 2017 Jun-01 392150 16 280,14 33935 
147 2017 Jul-01 523834 16 280,14 33935 
148 2017 Agu-01 415844,2 16 280,14 33935 
149 2017 Jan-02 287872,8 15 185,38 21799 
150 2017 Feb-02 248209,4 15 185,38 21799 
151 2017 Mar-02 299747,2 15 185,38 21799 
152 2017 Apr-02 302310,3 15 185,38 21799 
153 2017 Mei-02 304256,2 15 185,38 21799 
154 2017 Jun-02 196569 15 185,38 21799 
155 2017 Jul-02 305925,7 15 185,38 21799 
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156 2017 Agu-02 239227,2 15 185,38 21799 
157 2017 Jan-03 1180399 14 715,92 87583 
158 2017 Feb-03 979354,7 14 715,92 87583 
159 2017 Mar-03 1304346 14 715,92 87583 
160 2017 Apr-03 1222207 14 715,92 87583 
161 2017 Mei-03 1139028 14 715,92 87583 
162 2017 Jun-03 910166,9 14 715,92 87583 
163 2017 Jul-03 1416611 14 715,92 87583 
164 2017 Agu-03 1133828 14 715,92 87583 
165 2017 Jan-04 1063345 13 699,82 85510 
166 2017 Feb-04 952732,2 13 699,82 85510 
167 2017 Mar-04 1115656 13 699,82 85510 
168 2017 Apr-04 1126689 13 699,82 85510 
169 2017 Mei-04 1120649 13 699,82 85510 
170 2017 Jun-04 920064,2 13 699,82 85510 
171 2017 Jul-04 1290163 13 699,82 85510 
172 2017 Agu-04 1163050 13 699,82 85510 
173 2017 Jan-05 243938,2 12 149,41 17970 
174 2017 Feb-05 235646,9 12 149,41 17970 
175 2017 Mar-05 276742,6 12 149,41 17970 
176 2017 Apr-05 279012,4 12 149,41 17970 
177 2017 Mei-05 236632,1 12 149,41 17970 
178 2017 Jun-05 210074,5 12 149,41 17970 
179 2017 Jul-05 317708,7 12 149,41 17970 
180 2017 Agu-05 258450,5 12 149,41 17970 
181 2017 Jan-06 123938,5 11 91,81 10583 
182 2017 Feb-06 116870,8 11 91,81 10583 
183 2017 Mar-06 142714,1 11 91,81 10583 
184 2017 Apr-06 173502,5 11 91,81 10583 
185 2017 Mei-06 130224,7 11 91,81 10583 
186 2017 Jun-06 128137,4 11 91,81 10583 
187 2017 Jul-06 163570,2 11 91,81 10583 
188 2017 Agu-06 121841,7 11 91,81 10583 
189 2017 Jan-07 3457,26 10 4,53 436 
190 2017 Feb-07 3623,16 10 4,53 436 
191 2017 Mar-07 7589,58 10 4,53 436 
192 2017 Apr-07 2998,33 10 4,53 436 
193 2017 Mei-07 2888,56 10 4,53 436 
194 2017 Jun-07 4258,33 10 4,53 436 
195 2017 Jul-07 4483,41 10 4,53 436 
196 2017 Agu-07 4667,43 10 4,53 436 
197 2017 Jan-09 182033 8 156,84 17352 
198 2017 Feb-09 179886,9 8 156,84 17352 
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199 2017 Mar-09 162177 8 156,84 17352 
200 2017 Apr-09 177002 8 156,84 17352 
201 2017 Mei-09 197581,4 8 156,84 17352 
202 2017 Jun-09 152043,5 8 156,84 17352 
203 2017 Jul-09 253452,4 8 156,84 17352 
204 2017 Agu-09 207062 8 156,84 17352 
205 2017 Jan-10 13502,66 7 15,03 1339 
206 2017 Feb-10 13950,56 7 15,03 1339 
207 2017 Mar-10 17741,02 7 15,03 1339 
208 2017 Apr-10 19492,5 7 15,03 1339 
209 2017 Mei-10 18095,15 7 15,03 1339 
210 2017 Jun-10 14400,42 7 15,03 1339 
211 2017 Jul-10 16282,65 7 15,03 1339 
212 2017 Agu-10 18971,89 7 15,03 1339 
213 2017 Jan-11 12089,16 6 31,39 2575 
214 2017 Feb-11 15636,52 6 31,39 2575 
215 2017 Mar-11 14687,8 6 31,39 2575 
216 2017 Apr-11 16430,94 6 31,39 2575 
217 2017 Mei-11 17607,64 6 31,39 2575 
218 2017 Jun-11 13438,17 6 31,39 2575 
219 2017 Jul-11 24906,98 6 31,39 2575 




LAMPIRAN B HASIL WAWANCARA DENGAN PT. SANDABI 
INDAH LESTARI 
Assalamualaikum wr.wb. Sehubungan dengan topik skripsi saya yang 
berjudul “Peramalan Hasil Panen Kelapa Sawit Menggunakan Multifactors High 
Order Fuzzy Time series Yang Dioptimasi Dengan K-means Clustering” Di Fakultas 
Ilmu Komputer Universitas Brawijaya. Saya membutuhkan informasi mengenai 
proses produksi kelapa sawit di PT. Sandabi Indah Lestari. Oleh karena itu, berikut 
saya lampirkan beberapa pertanyaan yang bisa dijawab oleh bapak. Atas bantuan 
bapak dan informasi yang bapak sampaikan, saya ucapkan terima kasih. 
Pertanyaan Wawancara 
1. Apakah jabatan bapak di PT.Sandabi Indah Lestari? 
Jawab : Manager Tanaman 
 
2. Kapan berdirinya PT. Sandabi Indah Lestari? 
Jawab : Tahun 1999 
 
3. Berapa luas kebun kelapa sawit di PT. Sandabi Indah Lestari? 
Jawab : 1. Kebun Inti   = 13.272,71 Ha 
  2. Kebun Plasma  =   2.726,65 Ha + 
   T O T A L  = 14.999,36 Ha 
 
4. Apakah masih ada lahan yang baru ditanami? 
Jawab :  
- Masih ada dapat kami jelaskan antara lain : 
 Tanaman Menghasilkan (TM) seluas   =  6.767,48 Ha 
 Tanaman Belum Menghasilkan seluas =  4.750,02 Ha 
 Areal tidak bisa ditanami   =  1.169,91 Ha 
 Areal belum dikuasai    =  2.311,95 Ha + 
T O T A L    = 14.999,36 Ha 
 
5. Berapa kali waktu panen kelapa sawit setiap bulannya? 
Jawab :  
- Dalam sebulan dilakukan 4 kali panen atau biasa disebut dengan 6 / 7 
(setiap hari ke 7 tenaga pemanen kembali ke hancak pertama kali dia 
melaksakan panen). Artinya dalam satu minggu ada 6 hari kerja yaitu 
Senin sampai dengan Sabtu, kemudian hari Minggu libur dan kembali 




6. Sebelum dibangun pabrik kelapa sawit di PT. Sandabi Indah Lestari, dimana 
hasil panen dijual? 
Jawab :  
Ke PT. Agricinal Dan PT. Mitra Puding Mas (MPM) karena perusahaan ini 
yang terdekat dengan kebun PT. Sandabi Indah Lestari 
 
7. Apakah ada target panen yang ingin dicapai setiap panen atau setiap 
bulannya? Jika ada target yang ingin dicapai bagaimana ketika target 
tersebut tidak sesuai yang diharapkan? 
Jawab :  
- Tentu dalam pelaksanaan panen ada rencana target produksi, yang 
biasanya sudah direncanakan pada Rapat Anggaran Belanja disetiap 
akhir tahun. 
- Apabila tidak tercapai tentunya akan dilakukan analisa dan evaluasi 
faktor penghambat mengapa tidak tercapainya produksi 
- Selain dari pada itu dalam membuat perencanaan target produksi 
sudah ditentukan faktor koreksi 5 – 12 % sebagai acuan kerja 
 
8. Adakah perencanaan anggaran untuk proses panen kelapa sawit? Jika ada, 
bagaimana perencanaan anggaran tersebut? 
Jawab : 
- Tentu ada karena dalam pelaksanaan panen kelapa sawit perusahaan 
memerlukan tenaga kerja sebagai pelaksana panen, yang mana tenaga 
kerja tersebut harus dibayar upahnya, lemburnya, over basisnya dan 
bonus produksi tahunan apabila tercapai atau melampaui dari target 
yang direncanakan. 
- Dasar penetapan anggaran adalah dengan menetapkan jumlah tenaga 
kerja untuk menyelesaikan panen diareal panen yang ditentukan (yang 
disebut hancak panen). 
- Setelah diketahui jumlah tenaga kerja panen maka kita bisa membuat 
anggaran panennya yaitu jumlah tenaga kerja x upah + Over Basis + 
lembur + bonus produksi maka didapatlah anggaran panen. 
Contaoh menetapkan kebutuhan tenaga kerja panen : 
Dalam pelaksanaan panen ada dikenal namanya musim Produksi 
banyak dan musim Produksi rendah dalam setahun, sehingga dalam 
menentukan kebutuhan tenaga kerja panen dapat kita asumsikan 
sebagai berikut : 
Kebutuhan tenaga pada musim banyak buah 
Diasumsikan hasil 28 tons per hektar dan kita anggap 12% adalah 
produsi yang tersedia pada bulan tertinggi produksinya.  
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28 tons per hektar per tahun  28,000 kg x 12% = 3.360 kg/ha/bulan 
3.360 kg/ha / bulan  
Dalam sebulan ada 30 hari maka 3.360 Kg / 30 hari sehingga 
diperkirakan dalam sehari ada potensi produksi  = 112 kg/ha/hari.  
Dalam satu putaran panen adalah 7 hari maka 112 kg/ha/hari x 7 hari 
= 784 kg/ha/ putaran panen. 
Pada masa produksi puncak kemampuan setiap pemanen akan 
mencapai 2.5 ton /hari sehingga luas yang akan mereka panen 2.500 
kg / 784 kg/ha/putaran = 3.2 hektar / hari. 
Selanjutnya dalam 1 minggu ada 6 hari kerja maka = 6 hari x 3.2 hektar 
= 19.2 hektar / kemampuan tenaga kerja per minggu dengan kata lain 
hancak seorang pemanen adalah 19,2 hektar sebulan. 
 
Kebutuhan tenaga pada musim produksi rendah 
Produksi rendah diasumsikan 5% menggantikan 12 % dari total 
setahun. Pada pusingan panen 7 hari dengan jumlah tenaga yang sama 
maka hasil /pemanen adalah 5/12 dari produksi tertinggi dan 
pekerjaannya akan lebih cepat selesai, 2.500 kg/md x (5% / 12%) = 
1.041 kg/hari. 
 
9. Jika proses panen tidak sesuai dengan perencanaan anggaran (over cost), 
apakah kebijakan yang dilakukan? 
Jawab : 
1. Apabila terjadi over cost, ya kita kembali kepada Rencana Anggaran 
Belanja yang telah direncanakan setiap akhir tahun, dimana sudah 
ditetapkan faktor koreksi antara 5% s/d 12 %. Apabila melebihi dari 
penetapan ini yang sangat mencolok maka perlu kita analisa dan ambil 
tidakan di bagian mana terjadinya kebocoran atau kendala sebagi 
penghambat yang mengakibatkan membengkaknya biaya. 
2. Kebijakannya adalah kembali ke rencana awal 
 
10. Masalah apa yang sering terjadi selama proses panen kelapa sawit 
sehingga mengalami over cost atau melebihi perencanaan anggaran? 
Jawab : 
1. Kesalahan Perencanaan 
- Salah dalam merencanakan panen, baik penetapan jumlah tenaga 
kerja maupun dalam membagi hancak panen kepada tenaga kerja 
panen akan mengakibatkan over cost 
2. Kesalahan Pengawasan 
- Kelalaian pengawasan factor yang sangat besar mengakibatkan 
over cost 
- Pengawas lapangan bekerja sama dengan tenaga kerja panen 
melakukan penggelembungan data 
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3. Iklim  
- Curah hujan yang terlalu tinggi tenaga kerja panen tidak mampu 
menyelesaikan hancak yang diberikan sehingga perlu ada 
tambahan tenaga kerja panen. 
- curah hujan yang terlalu tinggi mengakibatkan sarana jalan menjadi 
rusak sehingga mengakibatkan sulitnya transportasi pengangkutan 




LAMPIRAN C PENGUJIAN NILAI PARAMETER TERBAIK 
MHOFTS 
1. Pengujian Jumlah Cluster terhadap Nilai AFER 
Beberapa parameter yang digunakan: 
Data uji   : 63 
Data latih   : 107 
Order   : 8 















2. Pengujian Jumlah Order terhadap Nilai AFER 
Beberapa parameter yang digunakan: 
Data uji   : 63 
Data latih   : 107 
Cluster   : 70 
















3. Pengujian Jumlah Data Latih terhadap Nilai AFER 
Beberapa parameter yang digunakan: 
Data uji   : 63 
Order   : 2 
Cluster   : 70 















4. Pengujian Jumlah Threshold terhadap Nilai AFER 
Beberapa parameter yang digunakan: 
Data uji   : 63 
Order   : 2 
Cluster   : 70 
Data Latih   : 107 
Threshold AFER 
3 58,4 
5 51,073 
6 45,078 
9 44,784 
12 40,256 
15 34,145 
18 33,903 
21 35,166 
24 65,479 
27 61,608 
30 61,704 
 
 
 
