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CHERN APPROXIMATIONS FOR GENERALISED GROUP COHOMOLOGY
N. P. STRICKLAND
Let G be a finite group, and let E∗ be a generalised cohomology theory, subject to certain technical
conditions (“admissibility” in the sense of [4]). Our aim in this paper is to define and study a certain ring
C(E,G) that is in a precise sense the best possible approximation to E0BG that can be built using only
knowledge of the complex representation theory of G. There is a natural map C(E,G) −→ E0BG, whose
image is the subring C(E,G) ≤ E0BG generated over E0 by all Chern classes of all complex representations.
There is ample precedent for considering this subring in the parallel case of ordinary cohomology; see for
example [13, 14, 3]. However, although the generators of C(E,G) come from representation theory, the same
cannot be said for the relations; one purpose of our construction is to remedy this. We also also develop
a kind of generalised character theory which gives good information about Q ⊗ C(E,G). In the few cases
that we have been able to analyse completely, either Q⊗C(E,G) 6= Q⊗E0BG for easy character-theoretic
reasons, or we have C(E,G) = E0BG.
Rather than working directly with rings, we will study the formal schemes X(G) = spf(E0BG) and
XCh(G) = spf(C(E,G)); note that the map C(E,G) −→ E0BG corresponds to a map X(G) −→ XCh(G).
See [4, 9, 8] for foundational material on formal schemes. Suitably interpreted, our main definition is that
XCh(G) is the scheme of homomorphisms from the Λ-semiring R
+(G) of complex representations of G to
the Λ-semiring scheme of divisors on the formal group G associated to E.
We start by fixing some conventions in Section 1. We then recall the basic theory of Λ-semirings (Sec-
tion 2), set up the parallel theory of Λ-semiring schemes, and define the Λ-semiring scheme of divisors
(Section 3). We then recall the definition of Adams operations and study their basic properties (Section 4).
Using this we give a precise definition of XCh(G) and an implicit presentation of C(E,G) by generators
and relations (Section 5). In Section 6, we work out the case of the symmetric group Σ3 at the prime 3,
and show that X(Σ3) = XCh(Σ3). In Section 7 we show that X(G) = XCh(G) when G is Abelian, and in
Section 8 we show that the same is true when E is the p-adic completion of complex K-theory and G is a
p-group. We then use Adams operations to reduce certain questions to the Sylow subgroup of G (Section 9)
and to prove that XCh(G) is finite over X = spf(E
0) (Section 10). In Section 11, we recall the Hopkins-
Kuhn-Ravenel generalised character theory, which relates Q⊗E0BG to the set Ω(G) of conjugacy classes of
homomorphisms Znp −→ G. We give a parallel (but less precise) relationship between Q ⊗ C(E,G) and the
set ΩCh(G) of Λ-semiring homomorphisms R
+(G) −→ N[(Qp/Zp)n]. These descriptions are related by a map
κ : Ω(G) −→ ΩCh(G). In Section 12, we compare Ω(G) and ΩCh(G) with two other sets that are sometimes
easier to understand. We next return to examples: in Section 14 we show that X(Σ4) = XCh(Σ4) at the
prime 2, and in Section 15 we study Ω(G) and ΩCh(G) when G is an extraspecial group at an odd prime.
We then show that a certain approach which appears more precise actually captures no more information
(Section 16). We conclude in Section 17 by proving a result in representation theory that was used in
Section 9.
1. Notation and conventions
Fix a prime p. Throughout this paper, E will denote a p-local generalised cohomology theory with an
associative and unital product. We write Ek for Ek(point), so E∗ is a Z-graded ring and E0 is an ungraded
ring. We assume that E has the following properties:
1. E0 is a commutative complete local Noetherian ring, with maximal ideal m say.
2. Ek = 0 whenever k is odd.
3. E−2 contains a unit (so EkX ≃ Ek−2X for all X).
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4. Either p > 2 and E is commutative, or p = 2 and E is quasi-commutative, which means that there is a
natural derivation Q : EkX −→ Ek+1X and an element v ∈ E−2 such that 2v = 0 and ab−(−1)|a||b|ba =
vQ(a)Q(b) for all a, b ∈ E∗X .
There is one more condition, which needs some background explanation. Note that the quasi-commutativity
condition means that whenever E1X = 0, the ring E0X is commutative (in the usual ungraded sense.) In
particular, E∗ = E∗(point) is commutative. A collapsing Atiyah-Hirzebruch spectral sequence argument
shows that
E∗CP∞ ≃ E∗⊗̂H∗CP∞ = E∗⊗̂Z[[y]] = E∗[[y]],
where y ∈ E˜2CP∞; it follows that E is complex-orientable. We can multiply y by a unit in E−2 to get an
element x ∈ E˜0CP∞ such that E∗CP∞ = E∗[[x]]. We fix such an element x once and for all (although we
will state our results in a form independent of this choice as far as possible). This gives rise in the usual way
to a formal group law F over E0.
5. In addition to the above properties, we will assume that the reduction of F modulo the maximal ideal
of E0 has height n <∞.
In the language of [4], our conditions say that E is a K(n)-local admissible theory. The only difference
is that previously we insisted that E should be commutative rather than quasi-commutative; the reader can
easily check that everything in [4] goes through in the quasi-commutative case.
We will describe our results in the language of formal schemes. Most of the formal schemes that we consider
have the form spf(R), where R is a complete local Noetherian E0-algebra. For these the foundational setting
discussed in [9] is satisfactory: one can regard the category of formal schemes as the opposite of the category
of complete semilocal Noetherian rings and continuous homomorphisms. We also make some use of formal
schemes such as spf(
∏
k∈ZE
0[[c1, c2, . . . ]]); a set of foundations covering these is developed in [8]. The older
category of formal schemes embeds as a full subcategory of the newer one.
Definition 1.1. We let X be the formal scheme spf(E0), and write G for the formal group spf(E0CP∞)
over X . Note that our element x ∈ E˜0CP∞ can be regarded as a coordinate on G, with the property that
x(a+ b) = F (x(a), x(b)) = x(a) +F x(b).
Remark 1.2. Many of our constructions work with an arbitary formal group G over a formal scheme X ;
it is not usually necessary to assume that G comes from a cohomology theory, although that is the case of
most interest for us.
We will let G denote a finite group. We write e = e(G) for the exponent of G, in other words the least
common multiple of the orders of the elements. We factor this in the form e = pve′ = pv(G)e′(G), where
e′ 6= 0 (mod p). We also choose a Sylow p-subgroup P ≤ G.
2. Λ-(semi)rings
We will use the following definition:
Definition 2.1. A semiring is a set R equipped with the following structure.
• A commutative and associative addition law with neutral element (written as 0); we do not assume
that there are additive inverses.
• A commutative and associative multiplication law with neutral element 1, which distributes over ad-
dition.
A Λ-semiring is a semiring R equipped with Maps λk : R −→ R for k ≥ 0 satisfying λ0(x) = 1 and
λ1(x) = x and λk(x+ y) =
∑
k=i+j λ
i(x)λj(y).
A Λ-ring is a Λ-semiring which has additive inverses.
The initial Λ-semiring is N and the initial Λ-ring is Z; in both cases we have
λk(n) = ( nk ) = n(n− 1) . . . (n− k + 1)/k!.
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Definition 2.2. An N-augmented Λ-semiring is a Λ-semiring R equipped with a homomorphism dim: R −→
N of Λ-semirings. A Z-augmented Λ-ring is a Λ-ring R equipped with a homomorphism dim: R −→ Z of
Λ-rings.
Example 2.3. Let R+(G) be the semiring of isomorphism classes of complex representations of G. It is
well-known that this is a Λ-semiring with operations λk given by exterior powers. There is an augmentation
dim: R+(G) −→ N sending each representation to its dimension.
Example 2.4. Let A be an Abelian group, and let N[A] be the group semiring of A, in other words the
set of expressions
∑
a na[a] with na ∈ N and na = 0 for all but finitely many a. Equivalently, we have
N[A] =
∐
nA
n/Σn. This has a canonical structure as a Λ-semiring, with
λk([a1] + . . .+ [an]) =
∑
I
[ai1 + . . .+ aik ],
where the sum on the right runs over all lists I = (i1, . . . , ik) such that 1 ≤ i1 < . . . < ik ≤ n. There is an
augmentation dim: N[A] −→ N defined by
dim([a1] + . . .+ [an]) = n.
If A is finite and A∗ = Hom(A,S1) then N[A] = R+(A∗) as Λ-semirings.
Example 2.5. For any space X , let Vect+(X) denote the semiring of isomorphism classes of complex
vector bundles over X . This is a Λ-semiring with operations as for R+(G). We will always allow vector
bundles to have different dimensions over different components of the base, so we do not have a natural
map dim: Vect+(X) −→ Z. We write Vect+d (X) for the set of isomorphism classes of bundles all of whose
fibres have dimension d, and we put Pic(X) = Vect1(X) ≃ H2(X). This is an Abelian group, and there
is an evident map N[Pic(X)] −→ Vect+(X). In the case X = BG, there is a well-known homomorphism
R+(G) −→ Vect+(BG) sending a representation V to the bundle V ×G EG.
Remark 2.6. In the important examples of Λ-(semi)rings, some extra identities hold that relate the elements
λiλj(x) and λi(xy) to the elements λk(x) and λl(y). For many purposes it would be preferable to take these
identities as part of the definition of a Λ-(semi)ring. However, it turns out that this would make no difference
for us and the identities are complicated (particularly in the semiring case) so we omit them. In Section 16
we will discuss an approach which is apparently even more precise, and show that it actually gives no more
information than our approach using Λ-semirings without extra identities.
Remark 2.7. Let R+ be a Λ-semiring, and let R be its Grothendieck completion, or in other words the
group completion of R+ considered as a monoid under addition. It is well-known that this can be made into
a Λ-ring in a canonical way, and that any homomorphism from R+ to a Λ-ring factors uniquely through R.
Moreover, if R+ is augmented over N then R is augmented over Z.
Example 2.8. The Grothendieck completion of R+(G) is of course the ring R(G) of virtual representations
of G, and the completion of N[A] is the group ring Z[A]. We write Vect(X) for the Grothendieck completion
of Vect+(X). It is well-known that the complex K-theory K0(X) is a Z-augmented Λ-semiring and that
there is a natural map Vect(X) −→ K0(X) which is an isomorphism whenever X is compact Hausdorff.
Remark 2.9. We will occasionally use the notation Z[A]+ = N[A] and Z[A]+d = A
d/Σd ⊂ N[A].
3. Λ-(semi)ring schemes
The theory of Λ-semirings is an instance of universal algebra: it is defined in terms of operations ω : Rk −→
R with k = 0, 1 or 2, and identities between operations derived from these. It is thus formal to define the
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notion of a Λ-semiring object in any category C with finite products: such a thing is an object R ∈ C equipped
with maps
0, 1: 1 −→ R
+,× : R2 −→ R
λk : R −→ R for all k ∈ N
making the evident diagrams commute. (Here the object 1 ∈ C is the terminal object.) Similar remarks
apply to Λ-rings.
Next, suppose that C has arbitrary coproducts such that the natural map∐
i,j
Xi × Yj −→
∐
i
Xi ×
∐
j
Xj
is always an isomorphism. We then have a product-preserving functor S 7→ S :=
∐
s∈S 1 from sets to C, so
N is a Λ-semiring object in C. Similarly, Z is a Λ-ring object in C.
Example 3.1. Take C = hT , the homotopy category of unbased CW-complexes. We have a functor
Vect+(−) from hT op to the category of Λ-semirings, which is represented by the space
∐
dBU(d). It
follows by Yoneda’s lemma that
∐
dBU(d) is a Λ-semiring in hT . Similarly, the functor K
0(−) from hT op
to the category of Λ-rings is represented by the Λ-ring space Z×BU . Note that in this context the object N
is just the discrete space N and similarly for Z, so
∐
dBU(d) is augmented over N and Z×BU is augmented
over Z.
Now let X be a formal scheme, and consider the category X̂X of category of formal schemes over X in
the sense of [8]. For simplicity we will assume that X is solid, which means that X = spf(OX) for some
formal ring OX . Let A be the category of discrete OX -algebras, and let F be the category of functors from
A to sets. The category X̂X can be regarded as a subcategory of F (compare [8, Remark 2.1.5]), and the
inclusion X̂X −→ F preserves products.
We will refer to Λ-(semi)ring objects in X̂X as Λ-(semi)ring schemes (suppressing the words “formal” and
“over X” for brevity).
Let G be an ordinary formal group over X , in other words a commutative group object in X̂X that is
isomorphic in X̂X to Â1X = spf(OX [[x]]). We can then define the schemes
Div+d (G) = G
d/Σd
Div+(G) =
∐
d∈N
Div+d (G)
Div0(G) = lim
-→
d
Div+d (G)
Div(G) = Z×Div0(G)
Divd(G) = {d} ×Div0(G) ⊂ Div(G).
More detailed definitions are given in [8, Section 5], where it is also explained how these formal schemes
relate to the theory of divisors on G. In [8, Proposition 6.2.7] it is observed that
1. Div+(G) is the free commutative monoid object in C generated by G.
2. Div(G) is the free commutative group object in C generated by G.
3. Div0(G) is the free commutative monoid object generated by G considered as a based object in C,
which is the same as the free commutative group object generated by G considered as a based object
in C.
Moreover, all these universal properties are stable under base change: if X ′ is a formal scheme over X then
Div+(G)×X X ′ is the free commutative monoid in X̂X′ generated by G×X X ′ and so on.
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Recall thatOG = OX [[x]] and thus OGd = OX [[x1, . . . , xd]]. If ck denotes the coefficient of t
d−k in
∏
i(t−xi)
then ODiv+
d
(G) = OX [[c1, . . . , cd]] and ODiv+(G) =
∏
d≥0OX [[c1, . . . , cd]]. There are also isomorphisms
ODiv0(G) = OX [[c1, c2, . . . ]]
ODiv(G) =
∏
d∈Z
OX [[c1, c2, . . . ]].
Using these, one sees that Div+d (G) is a closed subscheme of Divd(G), and Div
+(G) is a closed subscheme
of Div(G).
If E is an even periodic ring spectrum, X = spec(π0E) and G = spf(E
0CP∞) then there are natural
isomorphisms
spf(E0BU(d)) = Div+d (G)
spf(E0BU) = Div0(G)
spf(E0(Z×BU)) = Div(G).
This is just a translation of well-known calculations; details are given in [8, Section 8].
Proposition 3.2. Let G be an ordinary formal group over a scheme X. Then Div+(G) has a natural
structure as a Λ-semiring scheme, and Div(G) has a natural structure as a Λ-ring scheme. Moreover, there
is a canonical homomorphism dim: Div(G) −→ Z of Λ-ring schemes, which sends Divd(G) to d.
Proof. Recall that F is the category of functors from discrete OX -algebras to sets. Define R+, R ∈ F by
R+(A) = N[G(A)] and R(A) = Z[G(A)]. It is clear that R+ is a Λ-semiring object in F , and R is a Λ-ring
object.
There is an evident inclusion j : G = Div+1 (G) −→ Div
+(G). As Div+(G) is a commutative monoid scheme,
the set Div+(G)(A) is a commutative monoid for all A ∈ A. As R+(A) is the free commutative monoid
generated by the set G(A), there is a unique homomorphism φ+ : R+(A) −→ Div+(G)(A) extending j. These
maps are natural in A so we get a map φ+ : R+ −→ Div+(G) in F . If we interpret the colimits in X̂X then we
have Div+(G) =
∐
dG
d/Σd; this translates to the statement that Div
+(G) is the initial example of a formal
scheme in X̂X equipped with a map R+ −→ Div
+(G) in F . By similar arguments, we find that Div(G) is the
initial example of a formal scheme over X with a map φ : R −→ Div(G) in F . Moreover, one can check that
the schemes Div+(G)k and Div(G)k enjoy the evident analogous universal properties for all k ≥ 0.
It now follows that there is a unique map × : Div+(G) × Div+(G) −→ Div+(G) making the following
diagram commute:
R+ ×R+ R+
Div+(G)×Div+(G) Div+(G).
u
φ+×φ+
w
×
u
φ+
w
×
Similarly, all the other structure maps for the Λ-semiring structure on R+ induce operations on Div+(G),
and one checks easily that this makes Div+(G) into a Λ-semiring scheme. A similar argument works for
Div(G). It is clear that there is a map dim: Div(G) −→ Z as described.
The above Λ-semiring structure can be made more explicit as follows. Let cd,k ∈ OX [[x1, . . . , xd]] be
defined by
d∏
i=1
(t− xi) =
d∑
i=0
cd,ix
d−i.
Let pd,e,k(cd,1, . . . , cd,d, c
′
e,1, . . . , c
′
e,e) be defined by
d∏
i=1
e∏
j=1
(t− (xi +F x
′
j)) =
de∑
k=0
pd,e,kt
de−k.
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Suppose d, r ∈ N and put N = ( dr ). Let qd,r,k(cN,1, . . . , cN,N) be defined by∏
I
(t−
F∑
j
xij ) =
N∑
k=0
qd,r,kt
N−k,
where the sum on the left runs over all lists I = (i1, . . . , ir) such that 1 ≤ i1 < . . . < ir ≤ d. Then the
multiplication map
× : Div+d (G)×Div
+
e (G) −→ Div
+
de(G)
corresponds to the map
OX [[cde,1, . . . , cde,de]] −→ OX [[cd,1, . . . , cd,d, c
′
1,e, . . . , c
′
e,e]]
(of formal OX -algebras) sending cde,k to pd,e,k. Similarly, the map corresponding to λr : Div
+
d (G) −→
Div+N (G) sends cN,k to qd,r,k.
4. Adams operations
We now recall the theory of Adams operations in Λ-semirings; for a more detailed exposition see [6], for
example.
Let R be a Λ-ring. For any a ∈ R we can form the power series
λt(a) =
∑
k≥0
λk(a)(−t)k ∈ R[[t]].
This is equal to 1 mod t and thus is invertible in R[[t]]. It is easy to check that λt(0) = 1 and λt(a + b) =
λt(a)λt(b).
We next define
ψt(a) = −tλ−t(a)
−1 dλ−t(a)/dt ∈ R[[t]],
and let ψk(a) be the coefficient of tk in ψt(a). This defines an additive map ψ
k : R −→ R, called the k’th
Adams operation.
Now consider the case R = Z[A] for some Abelian group A. It is not hard to see that
ψk(
∑
i
ni[ai]) =
∑
i
ni[ai]
k =
∑
i
ni[kai],
so ψk is just the map induced by the homomorphism k.1A : A −→ A. Thus, if A is actually a Z(p)-module or a
Zp-module, then there is a natural way to define ψ
k : Z[A] −→ Z[A] for all k ∈ Z(p) or k ∈ Zp as appropriate.
Moreover, we see that ψk is a ring homomorphism which preserves the semiring Z[A]+ and the subsets Z[A]+d ,
and that ψkψj = ψkj and ψkλj = λjψk.
Now consider the Λ-ring scheme Div(G). As our original definition of ψk is natural, we evidently get
morphisms
ψk : Div(G) −→ Div(G)
of schemes. It is well-known that G is actually a Zp-module scheme, or in terms of our coordinate, that one
can define the series [k]F (x) in a sensible way for all k ∈ Zp. This means that each ring Z[G(A)] admits
Adams operations ψk for all k ∈ Zp, with properties as above. The argument of Proposition 3.2 shows that
• We can define operations ψk on Div(G) for all k ∈ Zp, extending the definition given previously.
• These maps are maps of ring schemes, induced by the maps k : G −→ G.
• We have ψjψk = ψjk for all j, k ∈ Zp, and ψkλj = λjψk for all k ∈ Zp and j ∈ N.
• The map ψk preserves Divd(G), Div
+(G) and Div+d (G) = G
d/Σd for all d.
Lemma 4.1. For any discrete OX-algebra A, the group G(A) is a p-torsion group.
Proof. Our coordinate x gives an isomorphism x : G(A) −→ Â1(A) = Nil(A) (the set of nilpotents in A). As
p lies in the maximal ideal of E0 = OX and A is a discrete OX -algebra, we see that pr = 0 ∈ A for some r,
and thus [pr](x) is divisible by x2 in A[[x]]. It follows that [prs](x) is divisible by x2
s
. For any a ∈ G(A) we
have x(a)2
s
= 0 for large s, so x(prsa) = 0 for large s, so pma = 0 for large m as required.
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Lemma 4.2. Let A be a discrete OX-algebra, and suppose we have a divisor D ∈ Div(G)(A). Then ψk(D) =
dim(D)[0] whenever the p-adic valuation vp(k) is sufficiently large.
Proof. First suppose that D ∈ Div+d (G)(A). We can then choose a faithfully flat map A −→ A
′ such that the
image of D in Div+d (G)(A
′) has the form
∑d
i=1[ai]. The map Div
+
d (G)(A) −→ Div
+
d (G)(A
′) is automatically
injective, so it suffices to show that for large m we have ψp
m
(
∑
i[ai]) =
∑
i[p
mai] = d[0], which is immediate
from the previous lemma.
Now suppose thatD ∈ Divd(G)(A). We can then writeD in the formD′−e[0] for someD′ ∈ Div
+
d+e(G)(A)
and we reduce easily to the previous case.
Finally, consider a general divisor D ∈ Divd(G)(A), which need not have constant dimension. Instead, we
have a splitting A = A1 × . . .× Ar giving a bijection Div(G)(A) =
∏
iDiv(G)(Ai) under which D becomes
an r-tuple (D1, . . . , Dr) with Di ∈ Div
+
di
(G)(Ai) for some integers di. This means that dim(D) becomes
(d1, . . . , dr) under the bijection Z(A) =
∏
i Z(Ai). The cases considered previously imply that
ψkD = (ψkD1, . . . , ψ
kDr) = (d1[0], . . . , dr[0]) = dim(D)[0]
when vp(k)≫ 0, as required.
Now consider instead the Λ-ring R(G). In this case we can define Adams operations ψk for k ∈ N, and it
is well-known that in terms of characters we have
χψkV (g) = χV (g
k).
As a virtual representation is determined by its character and dim(V ) = χV (1), it follows easily that ψ
k
is a degree-preserving map of Λ-rings and that ψjψk = ψjk. Moreover, if e is the exponent of G (in other
words, least common multiple of the orders of the elements) then ψk depends only on the congruence class
of k modulo e. If k is coprime to e (or equivalently, to |G|), it follows that ψkψj = 1 for some j, so ψk is an
isomorphism. In this case the map g 7→ gk is a bijection, and it follows easily that ψk preserves the usual
inner product on R(G). A virtual representation V is an irreducible honest representation iff χV (1) > 0
and 〈V, V 〉 = 1, and it follows that ψk sends irreducibles to irreducibles and thus sends R+d (G) to R
+
d (G).
(Compare [7, Exercise 9.4].)
However, if k is not coprime to e then ψk need not preserve R+(G). For example, take G = Σ3, let ǫ be
the nontrivial one-dimensional representation, and let ρ be the irreducible two-dimensional representation.
We then have ψ2(ρ) = ρ+ 1− ǫ 6∈ R+(G).
Lemma 4.3. Let pv be the p-part of the exponent of G. Then for any homomorphism f : R(G) −→ Div(G)(A)
of Λ-rings and any V ∈ Rd(G) we have f(V ) ∈ Divd(G) and ψp
v
f(V ) = d[0].
Proof. Let the exponent of G be e = pve′, where e′ is coprime to p. The map ψe
′
: Div(G) −→ Div(G) is an
isomorphism and fixes d[0], and ψe
′
ψp
v
= ψe so it suffices to show that ψef(V ) = d[0]. To see this note that
ψef(V ) = f(ψeV ) and χψeV (g) = χV (g
e) = χV (1) = d for all g, so ψ
eV is the trivial representation of rank
d. As f is a ring map, we have f(ψeV ) = f(d) = d[0], as required.
This implies that ψp
k
f(V ) = d[0] for k ≫ 0 but Lemma 4.2 says that ψp
k
f(V ) = dim(f(V ))[0] for k ≫ 0,
so dim(f(V )) = d, so f(V ) ∈ Divd(G) as claimed.
5. Chern approximations
Definition 5.1. Let G be a finite group, and let A be a discrete OX -algebra. We define a functor XCh(G)
from discrete OX -algebras to sets by
XCh(G)(A) = { homomorphisms R
+(G) −→ Div+(G)(A) of Λ-seimirings }.
We write C(E,G) for the ring OXCh(G) of natural transformations from XCh(G) to the forgetful functor
A1. We also put X(G) = spf(E0BG). We refer to C(E,G) as the Chern approximation to E0BG, and to
XCh(G) as the Chern approximation to X(G).
Remark 5.2. We say that a homomorphism f : R(G) −→ Div(G)(A) of Λ-rings is positive if f(R+(G)) ⊆
Div+(G)(A). It is clear from Remark 2.7 that XCh(G)(A) bijects naturally with the set of positive homo-
morphisms R(G) −→ Div(G)(A), and we will implicitly use this identification where convenient. We also see
from Lemma 4.3 that positive homomorphisms satisfy f(R+d (G)) ⊆ Div
+
d (G)(A).
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Proposition 5.3. The functor XCh(G) is a formal scheme over X. The ring C(E,G) = OXCh(G) is a
quotient of a formal power series ring in finitely many variables over OX (and thus is a complete Noetherian
local ring).
Proof. Let V1, . . . , Vh be the irreducible representations of G, and let d1, . . . , dh be their degrees. We assume
that these are ordered so that V1 is the trivial representation of rank one. There are then natural numbers
mijk and l
r
ij for r ≥ 0 and 1 ≤ i, j, k ≤ h such that
Vi ⊗ Vj ≃
⊕
k
mijk.Vk
λrVi ≃
⊕
j
lrij .Vj
(Here m.W means the direct sum of m copies of W .)
To give a homomorphism f : R+(G) −→ Div+(G)(A) is the same as to give divisors Di = f(Vi) ∈ Div
+
di
(G)
for i = 1, . . . , h such that
DiDj =
∑
ijk
mijkDk
λrDi =
∑
j
lrijDj
This exhibits XCh(G)(A) as the equaliser of a pair of maps from
∏h
i=1Divdi(G) to∏
i,j
Divdidj (G)×
∏
r,i
Div( dir )
(G).
In particular, this is a pair of maps between formal schemes over X , so the equaliser is a formal scheme over
X .
More explicitly, we have XCh(G) = spf(C(E,G)), where C(E,G) is defined as follows. We start with
OX and adjoin power series variables cik for i = 1, . . . , h and k = 1, . . . , di, and put ci0 = 1. We then put
fi(t) =
∑di
k=0 cikt
di−k and impose the relations obtained by equating coefficients in the following identities
between polynomials:
didj∑
a=0
pdi,dj,a(ci∗, cj∗)t
didj−a =
∏
k
fk(t)
mijk
( dir )∑
a=0
qdi,r,a(ci∗)t
( dir )−a =
∏
j
fj(t)
lrij
The resulting quotient ring is C(E,G).
We next explain how to compare XCh(G) to X(G). Let G be the category whose objects are Lie groups,
and whose morphisms are the conjugacy classes of continuous homomorphisms. We then have a natural map
R+(G) =
∐
d
G(G,U(d))
B
−→ hT (BG,
∐
d
BU(d))
spf(E0(−))
−−−−−−−→ X̂X(X(G),Div
+(G)).
By taking adjoints, we obtain a mapX(G) −→ Map(R+(G),Div+(G)), and one checks easily that this actually
lands in the subscheme XCh(G) ⊂ Map(R+(G),Div
+(G)) of Λ-semiring homomorphisms. We thus have a
natural map
θG : X(G) −→ XCh(G).
In terms of our explicit description of C(E,G), the map θ∗ : C(E,G) −→ E0BG sends cik to the k’th Chern
class of the representation Vi.
It is natural to ask whether a homomorphism f : R(G) −→ Div(G)(A) of Λ-rings is automatically positive.
We next show that we always have f(R+1 (G)) ⊆ Div
+
1 (G) ≃ G, but the corresponding claim for d > 1 seems
to be false.
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Proposition 5.4. If D ∈ Div1(G)(A) and λk(D) = 0 for all k > 1 then D ∈ Div
+
1 (G)(A).
Proof. We can write D = E − e[0] for some e ≥ 0 and E ∈ Div+e+1(G)(A). Put D
′ = λe+1E ∈ Div+1 (G). We
have E = D + e[0] so
D′ =
∑
i+j=e+1
λi(D)λj(e[0]) = λ1(D)λe(e[0]) = D,
so D ∈ Div+1 (G) as claimed.
Corollary 5.5. If L ∈ R+1 (G) and f : R(G) −→ Div(G)(A) is a map of Λ-rings then f(L) ∈ Div
+
1 (G).
Proof. Clearly λkL = 0 for k > 1 so λkf(L) = 0 for k > 1, and f(L) ∈ Div1(G)(A) by Lemma 4.3 so
f(L) ∈ Div+1 (G) by the proposition.
Proposition 5.6. For suitable formal groups G and rings A, there exist divisors D ∈ Div2(G)(A) such that
λkD = 0 for k > 2 but D 6∈ Div+2 (G).
Proof. We will assume that OX = F2, so p = 2. Suppose that a, b ∈ G(A) and 2a = 2b = 0. Put c = a+ b so
2a = 2b = 2c = a+b+c = 0, and put E = [a]+[b]+[c] and D = E− [0]. Then λ2E = [a+b]+[b+c]+[c+a] =
[c]+[a]+[b] = E and λ3E = [0] = 1 so λt(E) = 1+tE+t
2E+t3 = (1+tD+t2)(1+t), so λt(D) = 1+tD+t
2.
Thus λkD = 0 for k > 2. If D is in Div+2 (G)(A) we must have x(a)x(b)x(c) = c3(E) = c3(D+[0]) = 0. Note
also that x(c) = x(a−b) = x(a)−F x(b), which is a unit multiple of x(a)−x(b), so the condition is equivalent to
x(a)2x(b) = x(a)x(b)2. The universal example for A is OX [[y, z]]/([2](y), [2](z)) = F2[y, z]/(y2
n
, z2
n
) (where
y = x(a), z = x(b)). Clearly in this case we have y2z 6= yz2 so D 6∈ Div+2 (G).
6. The group Σ3
In this section we work through the case where G = Σ3 and E is the 2-periodic version of MoravaK-theory
at the prime 3 with height 2. Many constructions discussed here will be generalised later. Recall that the
coefficient ring is E∗ = F3[u, u
−1], where |u| = −2.
We have a coordinate x on G such that
x(−a) = [−1](x(a)) = −x(a)
x(3a) = [3](x(a)) = x(a)9
x(a+ b) = x(a) +F x(b) = x(a) + x(b) (mod x(a)
3x(b)3)
for all a, b ∈ G. (The first equation is true because the formal group law F associated to E has an integral
lift whose logarithm logF (x) =
∑
k x
9k/3k satisfies logF (−x) = − logF (x). The second is well-known, and
the third follows from [9, Lemma 80].)
Define y, z : Div+2 (G) −→ A
1 by y([a] + [b]) = x(a)x(b) and
z([a] + [b]) = x(λ2([a] + [b])) = x(a+ b) = x(a) +F x(b)
(which is a unit multiple of x(a) + x(b)). One checks that that ODiv+2 (G)
= F3[[y, z]]. If we let Z = SDiv
+
2 (G)
be the scheme of divisors D ∈ Div+2 (G) such that λ
2(D) = [0] then it follows that OZ = F3[[y, z]]/z = F3[[y]].
There is an evident map δ : G −→ Z defined by δ(b) = [b] + [−b], and y(δ(b)) = x(b)x(−b) = −x(b)2 so the
map δ∗ : F3[[y]] −→ F3[[x]] sends y to −x
2. In particular, we see that δ is finite and faithfully flat, with degree
two.
Next, note that
δ(b)2 = [2b] + [−2b] + 2[0] = ψ2(δ(b)) + 2[0];
as δ is faithfully flat, it follows that D2 = ψ2D + 2[0] for any D ∈ Z.
Let Y be the scheme of divisors D ∈ Z such that ψ2(D) = D. To analyse this, note that
x(2b) = x(−b + 3b) = [−1](x(b)) +F [3](x(b)) = −x(b) + x(b)
9 (mod x(b)12),
so
−x(2b)2 = −x(b)2 − x(b)10 (mod x(b)12),
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or in other words
y(ψ2δ(b)) = y(δ(b))− y(δ(b))5 (mod y(δ(b))6).
As δ is faithfully flat, we deduce that
y(ψ2(D)) = y(D)− y(D)5 (mod y(D)6)
for all D ∈ Z. It follows that (ψ2)∗y − y is a unit multiple of y5 in F3[[y]] and thus that OY = F3[y]/y5.
The character table of G = Σ3 is
1 ǫ σ
13 1 1 2
1.2 1 −1 0
3 1 1 −1
From this we see that
R(G) = Z[ǫ, σ]/(ǫ2 − 1, ǫσ − σ, σ2 − σ − 1− ǫ).
The only interesting λ-operation is that λ2(σ) = ǫ.
Let f : R+(G) −→ Div+(G)(A) be a Λ-semiring homomorphism, in other words a point of XCh(G). As
Div+1 (G) ≃ G, there is a unique point a ∈ G such that f(ǫ) = [a]. We also write D = f(σ) ∈ Div
+
2 (G). As
f is a map of Λ-semirings, these satisfy
[2a] = [a]2 = f(ǫ2) = f(1) = [0]
[a]D = f(ǫσ) = f(σ) = D
D2 = f(σ2) = f(σ + 1 + ǫ) = D + [0] + [a]
λ2D = f(λ2σ) = f(ǫ) = [a].
As we work mod 3, the map 2: G −→ G is an isomorphism so the first equation gives a = 0, so the second
equation is automatic and the last equation says that D ∈ Z. Thus, the third equation becomes
ψ2D + 2[0] = D2 = D + 2[0].
The semiring Div+(G) embeds in the ring Div(G) so we can cancel to see that ψ2(D) = D, so D ∈ Y .
We can thus define a map χ : XCh(G) −→ Y by χ(f) = f(σ). One can check that the whole argument is
reversible, so χ is an isomorphism and
C(E,G) = OXCh(G) ≃ OY = F3[y]/y
5.
We also have a short exact sequence C3 −→ G −→ C2 leading to an Atiyah-Hirzebruch-Serre spectral
sequence
Hp(C2;E
qBC3) =⇒ E
p+qBG.
We have E∗BC3 = F3[u
±1][x]/x9 (where |u| = 2 and |x| = 0), and C2 acts on this by u 7→ u and x 7→
[−1](x) = −x. Because C2 has order coprime to 3 we see that the spectral sequence collapses to an
isomorphism
E∗BG = (E∗BC3)
C2 = E∗[y]/y5,
where y = −x2. After some comparison of definitions we see that the map θG : X(G) −→ XCh(G) is an
isomorphism.
7. The Abelian case
Theorem 7.1. If G is Abelian then θG : X(G) −→ XCh(G) is an isomorphism.
Proof. Put G∗ = Hom(G,S1), so R+(G) = N[G∗], and let A be an OX -algebra. If f : N[G∗] −→ Div
+(G)(A)
is a Λ-semiring homomorphism, then f induces a group homomorphism f ′ : G∗ = R+1 (G) −→ G(A) =
Div+1 (G)(A). Conversely, given a group homomorphism f
′ : G∗ −→ G(A) we get a map R+(G) = N[G∗] −→
N[G(A)] of Λ-semirings. We can compose this with the map N[G(A)] −→ Div+(G)(A) in the proof of
Proposition 3.2 to get a map R+(G) −→ Div+(G)(A), or in other words a point of XCh(G)(A). One checks
that these constructions give a bijection Hom(G∗,G(A)) ≃ XCh(G)(A), or equivalently an isomorphism
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Hom(G∗,G) ≃ XCh(G). There is also an isomorphism X(G) ≃ Hom(G∗,G) (see [4, Proposition 2.9]), so we
have an isomorphism X(G) ≃ XCh(G). A straightforward comparison of definitions shows that this is the
same as θG.
8. The height one case
In this section we choose a prime p and let E be the p-complete complex K-theory spectrum. We thus
have X = spf(Zp), so discrete OX -algebras are just p-torsion rings. We also have G = Ĝm, so
G(A) = {u ∈ A× | 1− u is nilpotent }.
Theorem 8.1. If E is the p-adic complex K-theory spectrum and G is a p-group then the map θG : X(G) −→
XCh(G) is an isomorphism.
The rest of this section constitutes the proof. We fix a p-group G and write θ = θG for brevity.
The first ingredient is the Atiyah-Segal completion theorem. In the case of a p-group, this says that
OX(G) = E
0BG = Zp ⊗R(G).
We know that Div(Ĝm) is the free ring scheme generated by the group scheme Ĝm. Recall that the affine
line A1 is just the forgetful functor from p-torsion rings to sets. This is a ring scheme in a natural way, and
it contains Ĝm as a subgroup of its group of units. We thus have a ring map
ξ : Div(Ĝm) −→ A
1
extending the inclusion of Ĝm in A
1. If D =
∑
i ni[ui] ∈ Div(Ĝm)(A) then ξ(D) =
∑
i niui ∈ A
1(A) = A.
Next recall that Div+d (Ĝm) = Ĝ
d
m/Σd, so to describe a function f : Div
+
d (Ĝm) −→ A
1 it suffices to give
the symmetric function f : Ĝdm −→ A
1 such that
f(
d∑
i=1
[ui]) = f(u1, . . . , ud).
Let σj : A
d −→ A1 be the j’th elementary symmetric function and define
cj(
∑
i
[ui]) = σj(1− u1, . . . , 1− ud)
aj(
∑
i
[ui]) = σj(u1, . . . , ud)
a′j(
∑
i
[ui]) = aj(
∑
i
[ui])−
(
d
j
)
.
Recall that ODiv+
d
(Ĝm)
is the set of all maps Div+d (Ĝm) −→ A
1, so cj , aj and a
′
j can be viewed as elements of
this ring. The function u 7→ 1 − u is a coordinate on the formal group Ĝm so a well-known argument gives
an isomorphism
ODiv+
d
(Ĝm)
= Zp[[c1, . . . , cd]].
It is not hard to deduce that
ODiv+
d
(Ĝm)
= Zp[[a
′
1, . . . , a
′
d]],
which is the completion of the ring Zp[a1, . . . , ad] at the ideal generated by the elements a
′
i = ai− (
d
i ). Note
also that a1(D) = ξ(D) for D ∈ Div
+
d (Ĝm).
Lemma 8.2. For any divisor D ∈ Div+d (Ĝm) we have aj(D) = ξ(λ
j(D)).
Proof. We may assume that D =
∑
i[ui] for some elements u1, . . . , ud ∈ Ĝm. For any I ⊆ {1, . . . , d} with
|I| = j we put uI =
∏
i∈I ui. We then have λ
jD =
∑
I [uI ] and thus
ξλj(D) =
∑
I
uI = σj(u1, . . . , ud) = aj(D).
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Let V be a complex vector bundle over a space Z with associated projective bundle PV , and let D(V ) =
spf(E0PV ) be the corresponding divisor on G over spf(E0Z). If V =
⊕d
i=1 Li for some complex line bundles
Li then each Li can be regarded as an element of E
0Z = K0(Z;Zp), and one sees easily that D(V ) =
∑
i[Li]
so aj(D(V )) = σj(L1, . . . , Ld) = λ
j(V ). By the splitting principle we see that
ξλj(D(V )) = aj(D(V )) = λ
j(V )
even when V does not split as a sum of line bundles.
Now consider the case Z = BG and suppose that V comes from a representation of G, which we also call V .
Suppose we have a point x ∈ X(G)(A) for some p-torsion ring A, corresponding to a ring map xˆ : E0BG −→ A.
One can now check from the definitions that θ(x)(V ) = xˆ∗(D(V )), so f(θ(x)(V )) = xˆ(f(D(V ))) for any
f ∈ ODiv+
d
(Ĝm)
. In particular, we have
aj(θ(x)(V )) = xˆ(aj(D(V ))) = xˆ(λ
j(V )).
We can now construct the map ζ : XCh(G) −→ X(G) that will turn out to be inverse to θ. Let A be a
p-torsion ring. A positive homomorphism f ∈ XCh(G)(A) gives rise to a homomorphism ξA ◦ f : R(G) −→
A1(A) = A, which factors canonically through Zp ⊗ R(G) = E0BG = OX(G) because A is a p-torsion ring.
This gives a continuous homomorphism OX(G) −→ A, or in other words a point of X(G)(A), which we call
ζ(f). This construction gives a natural map ζ : XCh(G) −→ X(G), as required.
Suppose we start with a point x ∈ X(G)(A), corresponding to a ring map xˆ : Zp ⊗ R(G) = E0BG −→ A.
We need to check that ζθ(x) = x, or equivalently that ξA(θ(x)(V )) = xˆ(V ) for all V ∈ Zp ⊗ R(G), and it
will suffice to do this for all honest representations V ∈ R+d (G) for all d. In that context we have ξ = a1 so
ξA(θ(x)(V )) = a1(θ(x)(V )) = xˆ(λ
1(V )) = xˆ(V )
as required. Thus ζθ = 1X(G).
Suppose instead that we start with a point f ∈ XCh(G)(A), in other words a positive homomorphism
f : R+(G) −→ Div+(Ĝm)(A). We need to check that (θ(ζ(f)))(V ) = f(V ) ∈ Div
+
d (Ĝm)(A) for all V ∈ R
+
d (G).
To see this, note that
aj(θ(ζ(f))(V )) = ζ̂(f)(λ
j(V ))
= ξ(f(λj(V )))
= ξ(λj(f(V )))
= aj(f(V )).
It follows that a′j(θ(ζ(f))(V )) = a
′
j(f(V )) and the functions a
′
j generate ODiv+
d
(Ĝm)
so θ(ζ(f))(V ) = f(V ),
as required. This shows that θζ = 1XCh(G), so θ is an isomorphism as claimed.
9. Reduction to the Sylow subgroup
By a well-known transfer argument, if P is a Sylow p-subgroup of G then the restriction map E0BG −→
E0BP is injective, and similar methods give some control over the image. In this section we develop some
analogous results for the approximation C(E,G) to E0BG. Let I be the kernel of the restriction map
R(G) −→ R(P ) (which is independent of the choice of P ). Note that R(G)/I is isomorphic to the image of
the restriction map, so it is a free Abelian group of finite rank and it inherits a Λ-ring structure.
Proposition 9.1. Any Λ-ring homomorphism f : R(G) −→ Div(G)(A) factors through R(G)/I.
Proof. As usual, we let the exponent of G be e = pve′, where e′ is coprime to p. If V ∈ I and g ∈ G has
p-power order then g is conjugate to an element of P and thus χV (g) = 0. If g is an arbitrary element of g
then the order of g divides pve′ so the order of ge
′
divides pv, so χV (g
e′) = 0. This proves that ψe
′
(V ) = 0,
so ψe
′
(f(V )) = 0 in Div(G)(A). However, the action of ψe
′
on Div(G)(A) is induced by the action of e′ on
G, which is invertible because e′ is coprime to p. This implies that f(V ) = 0 as claimed.
Corollary 9.2. If |G| is prime to p then XCh(G) = X(G) = X.
Corollary 9.3. XCh(G) is a closed subscheme of the scheme of Λ-ring maps R(G)/I −→ Div(G).
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Remark 9.4. The disadvantage of this point of view is that the positivity conditions f(R+(G)) ⊆ Div+(G)
become less visible when we work with R(G)/I. However, the situation simplifies again if we assume that P
is normal in G. In that case, it is known that the map R+(G) −→ R+(P )G is surjective; this was first proved
by Gallagher [2], and we will give an alternative proof in Section 17. The sums of G-orbits of irreducibles in
R+(P ) give a canonical system of generators for R+(P )G, which we can lift to get representations ρ1, . . . , ρt
of G say. Let di be the degree of ρi. If ρ ∈ R
+
d (G) then res
G
P (ρ) ∈ R
+
d (P )
G so resGP (ρ) ≃
∑
imi res
G
P (ρi)
for some integers mi ≥ 0 with
∑
imidi = d, so ρ−
∑
imiρi ∈ I. Thus, for any map f : R(G) −→ Div(G) of
Λ-rings we have f(ρ) =
∑
imif(ρi), so if f(ρi) ∈ Div
+
di
(G) for all i then f(ρ) ∈ Div+d (G). Using this, we see
that XCh(G) is the scheme of Λ-ring maps R(G)/I −→ Div(G) such that f(ρi) ∈ Div
+
di
(G) for i = 1, . . . , t.
We next give two results that help us to understand R(G)/I without computing R(G).
Proposition 9.5. Let h be the number of conjugacy classes of elements g ∈ G whose order is a power of p.
Then R(G)/I ≃ Zh as Abelian groups.
Proof. We already know that R(G)/I is a free Abelian group, so we just need to determine its rank, so it
is enough to show that C ⊗ R(G)/I ≃ Ch. Let C be the set of conjugacy classes of p-power order, and let
C′ be the set of all other conjugacy classes. Let U(G) be the ideal of virtual representations V ∈ R(G)
whose character is zero on C′. It is well-known that C ⊗ R(G) ≃ F (C ∐ C′,C). This isomorphism carries
U(G) to F (C,C) and I to F (C′,C) so the map C ⊗ U(G) −→ C ⊗ R(G)/I is an isomorphism. Clearly
dimC C⊗ U(G) = |C| = h, and the claim follows.
Remark 9.6. The proof shows that U(G) is a subgroup of finite index in R(G)/I. This index need neither
be a power of p nor coprime to p, as one sees by taking G = Σ3 and p = 2 or 3; the index is 2 in both cases.
Proposition 9.7. There is a natural isomorphism Zp ⊗ R(G)/I = KU0p (BG) (where KUp is the p-adic
completion of the complex K-theory spectrum.)
Proof. LetKUG be the usual G-spectrum for equivariantK-theory, and let LG be its p-completion. It is well-
known that KU0G(S
0) = R(G), which is free Abelian of finite rank, and it follows that L0G(S
0) = R(G)∧p =
R(G)⊗Zp. We give this ring and all its quotients the p-adic topology, or equivalently the profinite topology,
which is compact. The argument of the Atiyah-Segal completion theorem shows that KU0pBG = L
0EG is
the completion of R(G)∧p at the augmentation ideal JG. By a compactness argument, we deduce that the
map R(G)∧p −→ KU
0
pBG is surjective; the kernel is J
∞
G :=
⋂
k J
k
G. Now let P be a Sylow p-subgroup, so by
the same arguments KU0pBP = R(P )
∧
p /J
∞
P . It is well-known that J
N
P ≤ pR(P )
∧
p for N ≥ 0 (use the fact
that xp − ψp(x) ∈ pR(P ) for all x ∈ R(P ), for example) and it follows that J∞P = 0, so KU
p
0BP = R(P )
∧
p .
We now have a diagram as follows.
J∞G J
∞
P = 0
I∧p R(G)
∧
p R(P )
∧
p
KU0pBG KU
0
pBP.
w
v
u u
v w w
u
u
u
≃
v w
We have seen that the columns are short exact. As Zp is flat over Z and I, R(G) and R(P ) are finitely
generated Abelian groups, we see that the middle row is left exact. The bottom horizontal map is injective by
a transfer argument. By a diagram chase we deduce that I∧p = J
∞
G , soKU
0
pBG = R(G)
∧
p /I
∧
p = (R(G)/I)⊗Zp
as claimed.
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10. Finiteness
It is a fundamental fact that the scheme X(G) is finite over X , or equivalently that E0BG is a finitely
generated module over E0. This is proved in the present generality as [4, Corollary 4.4]; the argument is
the same as in [5]. In this section we show that XCh(G) is also finite over X . We also study some auxiliary
schemes that come up in the proof, as they turn out to be useful in specific computations.
Definition 10.1. For any v ≥ 0 we put
G(v) = ker(pv : G −→ G).
In terms of our coordinate, we have G(v) = spf(E0[[x]]/[pv](x)). Next, recall that G(v) ≤ G is a divisor of
degree pnv, where n is the height of G. For any m ≥ 0 we let G(v,m) be m times this divisor, considered as a
subscheme of G; in other words G(v,m) = spf(E0[[x]]/[pv](x)m). For any formal scheme Y over X such that
OY is a free module of finite rank r over OX , we define Y d/Σd to be spf of the d’th symmetric tensor power
of OY over OX . If {e1, . . . , er} is a basis for OY over OX then the monomials eα :=
∏r
i=1 e
αi
i with
∑
i αi = d
form a basis for OY d/Σd , so this ring is free of rank
(
r+d−1
d
)
over OX . We will use this construction in the
cases Y = G(v) and Y = G(v,m). Finally, we define Z(v, d) to be the scheme of divisors D ∈ Div+d (G) such
that ψp
v
D = d[0].
Theorem 10.2. The scheme Z(d, v) is finite and flat over X, of degree pndv. There are closed inclusions
G(v)d/Σd −→ Z(v, d) −→ G(v, d)
d/Σd −→ Div
+
d (G).
The first two of these are infinitesimal thickenings, in other words the corresponding maps of rings are
surjective with nilpotent kernel. If OX is a field (necessarily of characteristic p) then Z(v, d) is the fibre of
the nv-fold relative Frobenius map
Fnv
Div+
d
(G)/X
: Div+d (G) −→ Div
+
d ((F
nv
X )
∗G),
so
OZ(v,d) = OX [[c1, . . . , cd]]/(c
pnv
i ).
Proof. First suppose that OX is a complete regular local ring. (In the topological context, this occurs when
E is Landweber exact.) Consider the following diagram:
Z(v, d) Div+d (G) G
d
X Div+d (G) G
d
u
v w
u
u
ψp
v
u
u
pv
u u
pi
w
ζ
u u pi
In the right hand square, all the corresponding rings are complete regular local rings. A finite injective map
of such rings always makes the target into a free module over the source [1, 2.2.7 and 2.2.11]. The maps π∗
and (pv)∗ are finite injective maps of degrees d! and pndv. It follows that (ψp
v
)∗ is finite and injective, and
thus (as deg(fg) = deg(f) deg(g) in this context) that ψp
v
is flat of degree pndv. The left hand square is a
pullback by definition, and it follows that Z(v, d) is flat of degree pndv over X . Using [4, Proposition 5.2], it
is not hard to deduce that this result remains true even if OX is not regular.
Next, let x be a coordinate on G. Then {xi | i < pnv} is a basis for OG(v) over OX , and {x
i | i < pnmv}
is a basis for OG(v,m). Using this we obtain bases for the rings
A = OG(v)d = OX [[x1, . . . , xd]]/([p
v](xi))
and
A′ = OG(v,m)d = OX [[x1, . . . , xd]]/([p
v](xi)
m)
that are permuted by Σd, and the orbit sums give bases for the rings
B = OG(v)d/Σd = A
Σd
and
B′ = OG(v,m)/Σd = (A
′)Σd .
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Using these, it is easy to see that the map B′ −→ B is surjective, so the map G(v)d/Σd −→ G(v,m)d/Σd is a
closed inclusion. A similar argument shows that G(v,m)d/Σd is a closed subscheme of Div
+
d (G).
Next, put
J = ker(A′ −→ A) = ([pv](x1), . . . , [p
v](xd)).
This is clearly a nilpotent ideal, and ker(B′ −→ B) = B′ ∩ J which is a nilpotent ideal in B′. Thus our map
G(v)d/Σd −→ G(v,m)d/Σd is an infinitesimal thickening.
It is clear that G(v)d/Σd is contained in Z(v, d). Next, let W (v, d) be the preimage of Z(v, d) in G
d, or
equivalently the scheme of d-tuples a = (a1, . . . , ad) ∈ Gd such that
∑
i[p
vai] = d[0]. If a ∈ W (v, d) then
for each i we have pvai ∈ d[0] so ai ∈ d.(pv)−1[0] = d.G(v) = G(v, d). This means that a ∈ G(v, d)d and
thus
∑
i[ai] ∈ G(v, d)
d/Σd, so the map W (v, d)
pi
−→ Z(d, v) −→ Divd(G) factors through G(v, d)d/Σd. As π is
faithfully flat, it follows that Z(v, d) ⊆ G(v, d)d/Σd as claimed.
We now have maps
G(v)d/Σd
i
−→ Z(v, d)
j
−→ G(v, d)d/Σd
k
−→ Div+d (G).
We know that ji, k and kj are closed inclusions and that ji is an infinitesimal thickening. It follows easily
that i, j and k are closed inclusions and i and j are infinitesimal thickenings.
Now suppose that X is a field of characteristic p. We then have an iterated Frobenius map FnvX : X −→ X
corresponding to the ring map a 7→ ap
nv
and thus a formal group G′ = (FnvX )
∗G over X . The map Fnv
G
gives
rise to a map f = Fnv
G/X : G −→ G
′. As G has height n, the map pv : G −→ G factors as G
f
−→ G′
g
−→ G, where g
is an isomorphism. This is just the geometric statement of the fact that [pv](x) = γ(xp
nv
) for some invertible
power series γ. By definition Z(v, d) is the fibre of the map Div+d (G) −→ Div
+
d (G) induced by p
v : G −→ G,
and it follows easily that it is also the fibre of the map Div+d (G) −→ Div
+
d (G
′) induced by f . It is easy to
identify this with the map Fnv
Div+
d
(G)
. If we use the usual generators for the coordinate rings of Div+d (G) and
Div+d (G
′) then the corresponding ring map sends ck to c
pnv
k , so OZ(v,d) = OX [[c1, . . . , cd]]/(c
pnv
k ).
Corollary 10.3. The scheme XCh(G) is finite over X.
Proof. Let V1, . . . , Vh be the irreducible representations of G, and let d1, . . . , dh be their degrees. As in the
proof of Proposition 5.3, we see that XCh(G) is a closed subscheme of
∏
iDiv
+
di
(G). Now let pv be the p-part
of the exponent of G. We see from Lemma 4.3 that XCh(G) is actually contained in
∏
i Z(v, di), which is
finite over X by the theorem. It follows that XCh(G) itself is finite, as claimed.
Corollary 10.4. For any divisor D ∈ Div(G)(A) there exist w ≥ 0 such that ψk(D) = ψl(D) whenever
k, l ∈ Zp with k = l (mod pw).
Proof. We can reduce easily to the case where D ∈ Div+d (G) for some d ≥ 0. Lemma 4.3 tells us that
ψp
v
D = d[0] for some v, so D ∈ Z(v, d)(A) ≤ G(v, d)d/Σd(A). Next note that A is a discrete OX -algebra
so p is nilpotent in A, say pr = 0. It follows that [pr](x) = f(xp) for some power series f with f(0) = 0,
and thus that [prs](x) is divisible by xp
s
. Thus, for large u we have [pu](x) = 0 (mod xd), so [pu+v](x) = 0
(mod [pv](x)d), so G(v, d) ≤ G(u+ v). If we put w = u+ v this tells us that D ∈ G(w)d/Σd, and the action
of ψk on G(w)d/Σd clearly depends only on the congruence class of k mod p
w, as required.
11. Generalised character theory
In [5], Hopkins, Kuhn and Ravenel describe Q ⊗ E0BG in terms of “generalised characters”. In this
section we will give an analogous but less precise description of Q⊗ C(E,G).
To explain the HKR theory, write Θ = (Qp/Zp)
n and Θ∗ = Hom(Θ,Qp/Zp) = Z
n
p . (Elsewhere these
are denoted by Λ and Λ∗, but there are enough Λ’s in this paper already.) Let Θ(v) be the subgroup of Θ
killed by pv, and let Level(v,G) be the scheme of maps φ : Θ(v) −→ G such that
∑
a∈Θ(v)[φ(a)] ≤ G(v) in
Div+(G). See [9] for more information about these schemes. Put Dm = OLevel(m,G) and D = lim
-→ m
Dm and
L = Q ⊗ D. This is a free module of countable rank over Q ⊗ OX . If G is a universal deformation (as in
the case considered by HKR) then it can be described more explicitly: the Weierstrass preparation theorem
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implies that [pv](x) is a unit multiple of a monic polynomial gv(x) of degree p
nv, and L is obtained from
Q⊗OX by adjoining full set of roots for gv(x) for all v.
Now let Ω(G) be the set of G-conjugacy classes of homomorphisms Θ∗ −→ G, and let F (Ω(G), L) be the
ring of all functions u : Ω(G) −→ L (with pointwise operations). HKR construct an isomorphism
τ : L⊗OX E
0BG −→ F (Ω(G), L).
They work with a particular admissible cohomology theory E, but it is not hard to extend their result to all
admissible theories; see [4, Proposition 5.2 and Appendix B] for some pointers.
Now consider the Λ-semiring N[Θ] =
∐
dΘ
d/Σd and the Λ-ring Z[Θ]. If we give Θ
∗ its p-adic topology then
every subgroup of finite index is open and any continuous homomorphism Θ∗ −→ GLn(C) factors through a
finite quotient of Θ∗. Using this we can identify N[Θ] with the semiring of continuous representations of Θ∗,
and Z[Θ] with the corresponding ring of virtual representations.
Definition 11.1. We say that a Λ-ring homomorphism f : R(G) −→ Z[Θ] is positive if f(R+(G)) ⊆ Z[Θ]+.
We write ΩCh(G) for the set of Λ-semiring homomorphisms R
+(G) −→ Z[Θ]+, or equivalently the set of
positive Λ-ring homomorphisms R(G) −→ Z[Θ].
Remark 11.2. The arguments of Lemma 4.3, Corollary 5.5 and Proposition 9.1 show that any positive
homomorphism f : R(G) −→ Z[Θ] of Λ-rings automatically sends R+d (G) to Z[Θ]
+
d and I to 0 (where I is the
kernel of the restriction map to a Sylow subgroup). There is also an evident analogue of Remark 9.4 for
ΩCh(G).
Remark 11.3. From the definitions we know that the Λ-operations determine the Adams operations. Con-
versely, it is well-known and easy to check that the Adams operations determine the Λ-operations rationally.
As Z[Θ] is torsion-free, it follows that a ring map f : R(G) −→ Z[Θ] preserves the Λ-operations iff it preserves
the Adams operations. The corresponding statement for homomorphisms R(G) −→ Div(G) is false, however.
Theorem 11.4. There are natural maps κ : Ω(G) −→ ΩCh(G) and τCh : L ⊗ C(E,G) −→ L ⊗ E0BG making
the following diagram commute:
L⊗ C(E,G) L⊗ E0BG
F (ΩCh(G), L) F (Ω(G), L).
u
τCh
w
1⊗θ∗
u
τ
w
κ∗
(Here the tensor products are taken over E0.) Moreover, the map τCh is surjective with nilpotent kernel.
Proof. For brevity we will write C(L,G) = L ⊗ C(E,G) and L0BG = L ⊗ E0BG. This is a slight abuse
because these functors do not arise from a spectrum L. We also let v be any integer greater than or equal
to the p-adic valuation of the exponent of G.
Any homomorphism u : Θ∗ −→ G factors through Θ∗/pv = Θ(v)∗ and thus is automatically continuous
(for the discrete topology on G). It thus gives a positive homomorphism u∗ : R(G) −→ Z[Θ], and it is
well-known that this depends only on the conjugacy class of u, so this construction gives a natural map
κ : Ω(G) −→ ΩCh(G).
It is easy to see using Adams operations that any positive homomorphism f : R(G) −→ Z[Θ] actually
lands in the subring Z[Θ(v)]. Suppose we have a level structure φ : Θ(v) −→ G(A). As Θ(v) is a finite
Abelian group, this gives rise as in Theorem 7.1 to a positive homomorphism R(Θ∗/pv) = Z[Θ(v)] −→
Div(G)(A), which we can compose with f to get a positive homomorphism R(G) −→ Div(G)(A), or in other
words a point of XCh(G)(A), which we call ρCh(f, φ). This construction produces a map ρCh : ΩCh(G) ×
Level(v,G) −→ XCh(G) of formal schemes overX , corresponding to a map ρ∗Ch : C(E,G) −→ F (ΩCh(G), Dv) ⊂
F (ΩCh(G), L). After tensoring by L we obtain the required map τCh : C(L,G) −→ F (ΩCh(G), L).
We next recall the definition of τ . Suppose that u : Θ∗/pv −→ G and φ ∈ Level(v,G) ⊂ Hom(Θ(v),G) =
X(Θ∗/pv). We then have a point ρ(u, φ) := X(u)(φ) ∈ X(G). This construction gives a map ρ : Ω(G) ×
Level(v,G) −→ X(G) and thus a map ρ∗ : E0BG −→ F (Ω(G), Dv) ⊂ F (Ω(G), L). After tensoring by L we
obtain the required map τ .
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One can check from the definitions that the following diagram commutes:
XCh(G) X(G)
ΩCh(G)× Level(m,G) Ω(G)× Level(m,G).
u
θ
u
ρCh
u
κ×1
u
ρ
It follows easily that the diagram in the statement of the theorem commutes.
To understand τCh more explicitly, let φ ∈ Level(v,G)(Dv) be the universal example of a level structure.
For any element a ∈ Θ(v) we then have a point φ(a) ∈ G(Dv) and thus an element xa := x(φ(a)) ∈ Dv.
These elements satisfy xa+b = xa+F xb and G(v) =
∑
a∈Θ(v)[φ(a)] as divisors, or equivalently [p
v](t) is a unit
multiple of
∏
a(t−xa) in Dv[[t]]. It is also known that xa−xb is invertible in L whenever a 6= b (because it is a
unit multiple of xa−b, which divides
∏
c 6=0 xc = ±[p
v]′(0) = ±pv). Let the representations Vi and the elements
cik ∈ C(E,G) be as in the proof of Proposition 5.3. If f ∈ ΩCh(G) and f(Vi) = [a1] + . . . + [ad] ∈ N[Θ(v)]
then τCh(cik)(f) is the k’th symmetric function in the variables xa1 , . . . , xad , and this characterises τCh.
We next show that τCh is surjective. For any u ∈ ΩCh(G) we define ǫu : C(L,G) −→ L by ǫu(c) = τCh(c)(u),
and we put Iu = ker(ǫu) ≤ C(L,G). By the Chinese Remainder Theorem, it will suffice to show that
Iu + Iv = C(L,G) whenever u 6= v. If u 6= v we can choose V ∈ R+(G) such that u(V ) 6= v(V ) ∈ N[Θ]. If
u(V ) =
∑
ama[a] and v(V ) =
∑
a na[a] then we must have mb 6= nb for some b, and without loss we may
assume mb > nb. Define
ka = min(na,ma)
C =
∑
a
ka[a]
A =
∑
a
(na − ka)[a]
B =
∑
a
(ma − ka)[a].
We can write A in the form [a1]+. . .+[ad] with ai 6= b for all i. We also write fA(t) =
∏
i(t−xai ), so fA(xb) is
invertible in L. On the other hand, the representation V ∈ R+d (G) gives rise in a tautological way to a divisor
DV ∈ Div
+
d (G)(C(E,G)) with equation fDV (t) ∈ C(E,G)[t], say. We have ǫufDV (t) = fA+C(t) = fA(t)fC(t)
and ǫvfDV (t) = fB(t)fC(t). The polynomial fC(t) is monic and thus is not a zero-divisor, so fA(t) = fB(t)
(mod Iu + Iv). We evidently have fB(xb) = 0 so fA(xb) = 0 (mod Iu + Iv). As fA(xb) is invertible in L, we
deduce that Iu + Iv = 1 as required.
Finally, we must show that the kernel of τCh is nilpotent. This kernel is the intersection of the ideals Iu,
so by well-known arguments it suffices to show that every prime ideal in C(L,G) contains Iu for some u. To
see this, put R = C(L,G) and let p ≤ R be a prime ideal. If D ∈ Div+d (G)(C(E,G)) is a divisor satisfying
ψp
v
(D) = d[0], then Theorem 10.2 implies that D ∈ G(v, d)d/Σd and thus that D ≤ d2.G(v) as divisors, or
equivalently fD(t) divides [p
v](t)d
2
, which is a unit multiple in Dv[t] of
∏
a∈Θ(v)(t − xa)
pv . Now let K be
the field of fractions of R/p, and note that xa − xb is invertible in L and thus in K when a 6= b. As K[t] is a
unique factorisation domain, we see that fD(t) =
∏
a(t− xa)
ma in K[t] for a unique system of integers ma.
We define w(D) =
∑
ama[a] ∈ Z[Θ(v)]
+
d . In particular, if V ∈ R
+
d (G) we can let DV be the tautologically
associated divisor over C(E,G) and put u(V ) = w(DV ). One can check that this gives a homomorphism
u : R+(G) −→ Z[Θ] of Λ-semirings, or in other words an element u ∈ ΩCh(G). From the construction it is
automatic that Iu ≤ p.
Example 11.5. If G is Abelian, it is easy to see that ΩCh(G) = Hom(G
∗,Θ) ≃ Hom(Θ∗, G) = Ω(G) and
that κ is an isomorphism.
Example 11.6. Consider the symmetric group G = Σk. This acts in an obvious way on C
k, and we call
this representation π. It is known that π generates R(G) as a Λ-ring. Thus, an element f ∈ ΩCh(G) is
determined by the value f(π) ∈ Z[Θ]+k .
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As discussed in [12], the set Ω(G) can be identified with the set of isomorphism classes of sets of order
k with an action of Θ∗. For any finite subgroup A < Θ we have a homomorphism Θ∗ −→ A∗ and thus an
action of Θ∗ on A∗. Note that 0∗ is just a single point with trivial action. We write m.A∗ for the disjoint
union of m copies of A∗. If T is a finite Θ∗-set, then T can be written in an essentially unique way in the
form
∐
imi.A
∗
i .
If we write [A] =
∑
a∈A[a] ∈ Z[Θ] then by working through the definitions we find that κ(
∐
imi.A
∗
i )(π) =∑
imi[Ai], which effectively determines κ.
It is now easy to exhibit cases in which κ is not injective. For example, suppose that p = 2 and n > 1
and k = 6. We can then find two distinct, nonzero elements a, b ∈ Θ(1) and put c = a+ b. Let A, B and C
be the groups generated by a, b and c respectively, and put V = A+B = {0, a, b, c}. Then
κ(V ∗ ∐ 2.0∗)(π) = κ(A∗ ∐B∗ ∐C∗)(π) = 3[0] + [a] + [b] + [c],
so κ is not injective. In Section 15 we will give examples where κ is not surjective.
12. Calculating ΩCh(G)
In this section we define sets Ω′(G) and Ω′′(G) which in some cases may be easier to compute than Ω(G)
or ΩCh(G), and we define natural maps
Ω(G) ww Ω′(G) v w ΩCh(G) v w Ω
′′(G).
Definition 12.1. Let C be the set of conjugacy classes of elements of p-power order in G. We let the multi-
plicative monoid Z act on Θ∗ in the obvious way, and on C by k.[g] = [gk]. We say that two homomorphisms
u, v : Θ∗ −→ G are pointwise conjugate if u(a) is conjugate to v(a) for all a ∈ Θ∗. We recall the definitions of
Ω(G) and ΩCh(G) and define new sets Ω
′(G) and Ω′′(G) as follows:
Ω(G) = Hom(Θ∗, G)/conjugacy
Ω′(G) = Hom(Θ∗, G)/pointwise conjugacy
Ω′′(G) = {Z-equivariant continuous maps Θ∗ −→ C}
ΩCh(G) = { positive Λ-ring homomorphisms R(G) −→ Z[Θ]}.
Proposition 12.2. There are natural maps as follows:
Ω(G) ww Ω′(G) v w ΩCh(G) v w Ω
′′(G).
Proof. There are evident natural maps
Ω(G) ww Ω′(G) v w Ω′′(G).
We have also already constructed a map κ : Ω(G) −→ ΩCh(G). If u, v : Θ∗ −→ G are pointwise-conjugate
then the induced maps from class functions on G to class functions on Θ∗ are evidently the same, so the
induced maps R(G) −→ Z[Θ] are the same, so κ(u) = κ(v). This shows that κ factors through the projection
Ω(G) −→ Ω′(G).
We next define a map ξ : ΩCh(G) −→ Ω′′(G). Suppose that u ∈ ΩCh(G) and a ∈ Θ∗ = Hom(Θ, S1). Then a
extends in a natural way to give a C-algebra map aˆ : C[Θ] −→ C and thus a ring map (1C⊗u)aˆ : C⊗R(G) −→ C.
Using the fact that C⊗R(G) is the set of C-valued class functions on G, we see that HomC−Alg(C⊗R(G),C)
can be identified with the set of conjugacy classes in G. Thus there exists h ∈ G (unique up to conjugation)
such that (1 ⊗ u)(aˆ(V )) = χV (h) for all V ∈ R(G). We can choose m so that u(V ) ∈ Z[Θ(m)] for all V ,
and then we have χV (h
pm) = χψpmV (h) = χdim(V )(h) = dim(V ) for all V , so h
pm = 1. This means that the
conjugacy class [h] lies in C, so we can define ξ(u)(a) = [h]. We leave it to the reader to check that this gives
a map ξ : ΩCh(G) −→ Ω′′(G) as claimed. The maps aˆ : Z[Θ] −→ C (as a runs over Θ∗) are jointly injective, an
it follows that ξ is injective. One can also check that the composite Ω′(G) −→ ΩCh(G) −→ Ω
′′(G) is just the
obvious inclusion, which implies that the map Ω′(G) −→ ΩCh(G) is injective.
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13. Special divisors
In this section we study “special” divisors, which are related to the special unitary group in the same way
that arbitrary divisors are related to the full unitary group.
Definition 13.1. A divisor D ∈ Div+d (G) is special if λ
dD = [0]. We write SDiv+d (G) for the scheme of
special divisors.
Proposition 13.2. We have OSDiv+
d
(G) = OX [[c2, . . . , cd]]. In the topological situation this can be identified
with E0BSU(d).
Proof. Put A = OGd = OX [[x1, . . . , xd]] and A
′ = ODiv+
d
(G) = A
Σd = OX [[c1, . . . , cd]]. Here ci is the i’th
elementary symmetric function, and in particular c1 =
∑
i xi. Put c
′
1 =
∑F
i xi ∈ A
′. If we regard λd as a
map Div+d (G) −→ Div
+
1 (G) = G then c
′
1 = x ◦ λ
d, so we see that OH3 = A/c
′
1 and OSDiv+
d
(G) = A
′/c′1. Next,
observe that the inclusion A′ −→ A induces an inclusion A′/(c21, c2, . . . , cd) −→ A/(x1, . . . , xd)
2. We have
c′1 = c1 (mod (x1, . . . , xd)
2) so c′1 = c1 (mod c
2
1, c2, . . . , cd). It follows easily that A
′ = OX [[c′1, c2, . . . , cd]]
and thus that A′/c′1 = OX [[c2, . . . , cd]].
We next put Hd = ker(G
d +−→ G). If we let q : Gd −→ Div+d (G) be the usual projection (which is finite and
faithfully flat, with degree d!) then Hd = q
−1 SDiv+d (G). It follows that the map q : Hd −→ SDiv
+
d (G) is also
finite and faithfully flat, with the same degree. It clearly factors through Hd/Σd := spf(O
Σd
Hd
), and one would
like the induced map q : Hd/Σd −→ SDiv
+
d (G) to be an isomorphism. However, quotient constructions in
algebraic geometry are never as simple as one would like, and we do not know whether this is true in general;
certainly it becomes false if we remove our assumption that G has finite height. For example, consider the
case where G is the additive group over F2 and d = 2; then 2a = 0 for all a ∈ G so Σ2 acts trivially on
H2 = {(a,−a) | a ∈ G} so the map q : Hd/Σd −→ SDiv
+
d (G) has degree two. However, we do have the
following partial result.
Proposition 13.3. If d is invertible in OX then SDiv
+
d (G) = Hd/Σd.
Proof. As d is invertible inOX , multiplication by d is an automorphism ofG. Define mapsG×Hd
f
−→ Gd
g
−→ G
by f(a, b1, . . . , bd) = (a+ b1, . . . , a+ bd) and g(b1, . . . , bn) =
∑
i bi/d, and then define h : G
d −→ G ×Hd by
h(b) = (g(b), b1−g(b), . . . , bd−g(b)). Clearly h is inverse to f , so f is an isomorphism, giving an isomorphism
OGd = OG⊗̂OHd = OHd [[x]] of rings. If we let Σd act trivially on G then everything is equivariant, so we
have OΣd
Gd
= OΣd
Hd
[[x]], so Div+d (G) = G
d/Σd = G× (Hd/Σd).
14. The group Σ4
We now consider the case where G = Σ4 and E is the 2-periodic Morava E-theory spectrum of height 2
at the prime 2. We shall show that the map C(E,G) −→ E0BG is an isomorphism. To be more explicit,
we need to name some representations. Note that Σ4 acts on C
4 with a one-dimensional fixed subspace; we
let ρ be the representation of G on the quotient space. We also write ǫ for the sign representation. We let
K = E/I2 denote the 2-periodic Morava K-theory spectrum.
Theorem 14.1. Let c2, c3 ∈ E0BΣ4 be the Chern classes of the representation ǫρ, and let w be the Euler
class of ǫ. Then C(E,Σ4) = E
0BΣ4, and this is a free module of rank 17 over E
0, with the following
monomials as a basis:
1 c2 c
2
2 c
3
2 c3
w wc2 wc
2
2 wc3
w2 w2c2 w
2c22 w
2c3
w3 w3c2 w
3c22 w
3c3.
Moreover, we have
C(K,Σ4) = K
0BΣ4 = C(E,Σ4)/I2 = K
0[w, c2, c3]/J,
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where J is generated by the following elements:
w4 , c23 , c2c3 ,
c42 + w
2c32 + wc
2
2 + w
2c3,
wc32 + w
2c2 + wc3.
We will prove this in a number of stages. In Section 14.1 we assemble the facts that we need about the
representations of Σ4, and in Section 14.2 we deduce that the map κ : Ω(Σ4) −→ ΩCh(Σ4) is a bijection. We
then recall some formulae for the relevant formal group law, and in Section 14.4 we use them to analyse
the structure of an auxiliary scheme denoted SDiv+3 (G0)
C . This allows us to complete our determination
of C(K,Σ4) in Section 14.5, with the help of some theory of Gro¨bner bases. We find in particular that
C(K,Σ4) is a Gorenstein ring, which enables us to use the inner products defined in [10] to show that the
map θ : C(K,Σ4) −→ K0BΣ4 is injective; this is explained in Section 14.6. We know from [5] that K(n)∗BΣ4
is concentrated in even degrees, and it follows that E0BΣ4 is a free module over E
0 of rank |Ω(Σ4)| = 17;
see [11] for more details. In Section 14.7 we combine these various facts to prove the theorem.
14.1. Representation theory. Our first task is to understand the structure of R(Σ4). We have already
defined the characters ǫ and ρ. It is a standard calculation that there is another irreducible character σ of
dimension 2 such that the character table is as follows:
class size 1 ǫ σ ρ ǫρ
14 1 1 1 2 3 3
122 6 1 −1 0 1 −1
22 3 1 1 2 −1 −1
13 8 1 1 −1 0 0
4 6 1 −1 0 −1 1
The ring structure, Adams operations and Λ-operations are described in the following table.
ǫ2 = 1 ψk(ǫ) = ǫk λ2(σ) = ǫ
ǫσ = σ ψ2(σ) = 1− ǫ+ σ λ2(ρ) = ǫρ
σ2 = 1 + ǫ + σ ψ3(σ) = 1 + ǫ λ3(ρ) = ǫ
σρ = ρ+ ǫρ ψ2(ρ) = 1 + σ + ρ− ǫρ
ρ2 = 1 + σ + ρ+ ǫρ ψ3(ρ) = 1 + ǫ − σ + ρ.
(The first two columns are easily checked by looking at the characters, and the last column follows using the
standard formulae relating Adams operations to Λ-operations.)
Let P be a Sylow 2-subgroup (a dihedral group of order 8) and I be the kernel of the restriction map
R(Σ4) −→ R(P ); one checks that I = (σ − 1 − ǫ). Put τ = ǫρ ∈ R
+
3 (Σ4); one checks that λ
k(τ) = ǫkλk(ρ)
and so λ2(τ) = τ and λ3τ = 1. We have
R(Σ4)/I = Z{1, ǫ, τ, ǫτ} = Z[ǫ, τ ]/(ǫ
2 − 1, τ2 − 1− (1 + ǫ)(1 + τ)).
The operation ψk acts as the identity on this ring when k is odd, and we have
ψ2(ǫ) = 1
ψ2(τ) = 2 + ǫ+ ǫτ − τ.
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Proposition 14.2. The set ΩCh(Σ4) can be identified with the set of pairs (d, u) ∈ Θ(1)× Z[Θ]
+
3 such that
2d = 0
λ3(u) = [0]
ψ−1(u) = u
ψ2(u) + u = 2[0] + [d] + [d]u.
Similarly, XCh(Σ4) can be identified with the scheme of pairs (d,D) ∈ G(1)×Div
+
3 (G) such that
2d = 0
λ3(D) = [0]
ψ−1(D) = D
ψ2(D) +D = 2[0] + [d] + [d]D.
Proof. Given a positive homomorphism f : R(Σ4) −→ Z[Θ], let d ∈ Θ be the element such that f(ǫ) = [d]
and put u = f(τ). We know from Remark 11.2 that f(I) = 0 and it follows easily from our description of
R(Σ4)/I that d and u have the properties listed. Conversely, given d and u as described, we can define a
homomorphism f : R(Σ4)/I −→ Z[Θ] of additive groups by
f(1) = [0]
f(ǫ) = [d]
f(τ) = D
f(ǫτ) = [d]D.
It is straightforward to check that this gives a homomorphism of Λ-rings, and that these constructions give
the required bijection. The argument for XCh(Σ4) is essentially the same.
14.2. Generalised character theory. We next work out the generalised character theory (as recalled in
Section 11) of Σ4. The set Ω(Σ4) can be described in terms of Θ
∗-sets as in Example 11.6. We can thus
write Ω(Σ4) as the disjoint union Φ0 ∐ . . . ∐Φ4, where
• Φ0 consists of the set 4.0∗ := 0∗ ∐ 0∗ ∐ 0∗ ∐ 0∗.
• Φ1 consists of the sets 2.0
∗ ∐ A∗, where A ≃ Z/2 (so |Φ1| = 2
n − 1).
• Φ2 consists of the sets A∗ ∐ B∗, where A ≃ B ≃ Z/2, and A may be equal to B. We have |Φ2| =
1
2 |Φ1|(|Φ1|+ 1) = 2
n−1(2n − 1).
• Φ3 consists of the sets A∗ where A ≃ (Z/2)2. We have |Φ3| = (2n − 1)(2n−1 − 1)/3 (by counting the
number of linearly independent pairs in (Z/2)n and dividing by |GL2(Z/2)| = 6).
• Φ4 consists of the sets A
∗ where A ≃ Z/4. There are 22n− 2n points in Θ of order exactly 4, and each
subgroup in Φ4 contains precisely two of these, so |Φ4| = (22n − 2n)/2 = 2n−1(2n − 1).
Proposition 14.3. The map κ : Ω(Σ4) −→ ΩCh(Σ4) is a bijection.
Proof. Define
Ψi = κ(Φi) ⊆ ΩCh(Σ4).
Recall from Example 11.6 that κ(
∐
imi.A
∗
i )(π) =
∑
imi[Ai]. An easy case-by-case check shows that the
sets Ψi are disjoint and that the maps κ : Φi −→ Ψi are bijections. It will thus be enough to show that the
union of the sets Ψi is the whole of ΩCh(Σ4).
Suppose we have an element f ∈ ΩCh(Σ4), with f(ǫ) = [d] and f(τ) = u = [a] + [b] + [c] say. Let
A, B and C be the cyclic subgroups generated by a, b and c respectively. Put v = f(π) = [0] + [d]u =
[0] + [a+ d] + [b+ d] + [c+ d], and recall that this determines f , because π generates R(Σ4) as a Λ-ring. As
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ψ4τ = 3[0] we have 4a = 4b = 4c = 0. By Proposition 14.2, we have
2d = 0
a+ b+ c = 0
[a] + [b] + [c] = [−a] + [−b] + [−c]
[2a] + [2b] + [2c] + [a] + [b] + [c] = 2[0] + [d] + [a+ d] + [b+ d] + [c+ d].
Suppose that ψ2(u) 6= 3[0]. Without loss of generality we may assume that 2a 6= 0 so −a 6= a. The third
equation implies that −a ∈ {b, c}, so we may assume that −a = b. As a + b + c = 0 we must have c = 0.
Recall also that 4a = 0 so 2a = −2a. Putting all this in the last equation and cancelling 2[0] gives
2[2a] + [a] + [−a] = 2[d] + [d+ a] + [d− a].
Note that 2a and d have order 2, but a, −a, d + a and d − a do not. It follows that we must have 2a = d
and thus v = [0] + [a] + [2a] + [3a]. We conclude that f = κ(A∗) ∈ Ψ4.
We may thus assume that ψ2(u) = 3[0], so 2a = 2b = 2c = 0. Suppose that d = 0. As a + b + c = 0
we see that D := {0, a, b, c} is a subgroup of Θ, of order 2e say (so e ∈ {0, 1, 2}). This implies that
v = 22−e[A] = κ(22−e.D∗)(π), so f = κ(22−e.D∗) ∈ Ψ0 ∐Ψ2 ∐Ψ3.
We may thus assume that 2a = 2b = 2c = 2d = 0 and d 6= 0. The equation ψ2(u) + u = 2[0] + [d] + [d]u
then reduces to
[0] + [a] + [b] + [c] = [d] + [a+ d] + [b+ d] + [c+ d].
It follows that d ∈ {a, b, c} and without loss we may assume that d = a. Note that c = a+ b = d+ b (because
a+ b+ c = 0). If b = 0 this gives c = a = d so v = 3[0]+ [a], so f = κ(2.0∗∐A∗). The same argument works
if c = 0, so we reduce to the case where a = d 6= 0 and b and c are also nonzero. We then have
v = [0] + [a+ d] + [b+ d] + [c+ d] = 2[0] + [c] + [b] = [B] + [C],
so f = κ(B∗ ∐ C∗) ∈ Φ2.
14.3. The formal group law. Let G be the formal group associated to E, and let G0 be its restriction to
the special fibre X0 ⊂ X , or equivalently the formal group associated to K. This has a standard coordinate
giving rise to a formal group law F over OX0 = K
0 = F4, which is in fact defined over F2. We will need the
following formulae:
[2](x) = x4
[−1](x) = x+ x4 + x10 + x16 + x22 (mod x32)
x+F y = x+ y + x
2y2 (mod x4y4).
The first of these is well-known and the second can be proved by straightforward computation; for the third,
one can adapt the method of [9, Section 15] to the case p = 2.
14.4. The scheme SDiv+3 (G0)
C . Let C be the group (of order 2) generated by ψ−1, so
SDiv+3 (G0)
C = {D ∈ Div+3 (G0) | λ
3D = [0] and ψ−1D = D}.
We have seen that OSDiv+3 (G0)
= F4[[c2, c3]]; our next task is to determine the quotient ring OSDiv+3 (G0)C
.
Proposition 14.4. We have
OSDiv+3 (G0)C
= F4[[c2, c3]]/(c2c3, c
2
3) = F4[[c2]]⊕ F4.c3.
Proof. Put A = F4[[x, y, z]] and
d = x+F y +F z
c1 = x+ y + z
c2 = xy + yz + zx
c3 = xyz.
Put A′ = AΣ3 = F4[[d, c2, c3]], so A is free of rank 6 over A
′. Put B′ = A′/dA′ and
B = A/dA = B′ ⊗A′ A = F4[[c2, c3]] = OSDiv+3 (G0)
.
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For any element u ∈ A we write u = (ψ−1)∗(u), so u 7→ u is a ring map and u = [−1](u) for u ∈ {x, y, z, d}.
Put C = B/(c2 − c2, c3 − c3)B and C′ = B′/(c2 − c2, c3 − c3)B′ = OSDiv+3 (G0)C
. The claim is that the ideal
in C′ generated by c3 is free of rank one over F4, and that C
′/c3C
′ = F4[[c2]], so that C
′ = F4[[c2]]⊕ F4.c3.
We will think of Div+2 (G0) as being embedded in Div
+
3 (G0) by the map D 7→ D + [0], so
ODiv+2 (G0)
= ODiv+3 (G0)
/c3 = F4[[d, c2]].
There is a faithfully flat map G0 −→ SDiv
+
2 (G0) sending a to [a] + [−a], and clearly ψ
−1([a] + [−a]) =
[a] + [−a] so SDiv+2 (G0) ⊆ SDiv
+
3 (G0)
C . It follows that Div2(G0) ∩ SDiv
+
3 (G0)
C = SDiv+2 (G0), and thus
that C′/c3C
′ = F4[[c2]] as claimed.
This implies that we must have c2 − c2 = c3r2 and c3 − c3 = c3r3 for some r2, r3 ∈ B′.
Now work in B/(x, y, z)7. We have
z = x+F y = x+ y + x
4 + x2y2 + y4
x = x+ x4
y = y + y4
z = x+ y + x2y2
c2 = x
2 + xy + y2 + x5 + x4y + x3y2 + x2y3 + xy4 + y5
c3 = x
2y + xy2 + x5y + x3y3 + xy5
c2 − c2 = c2c3 = x
4y + xy4
c3 − c3 = c
2
3 = x
4y2 + x2y4.
We also find that the ideal c3.(c2, c3)
2 maps to zero in this ring. Using this, we find that r2 = c2
(mod (c2, c3)
2) and r3 = c3 (mod (c2, c3)
2), so B′ = F4[[r2, r3]] and B
′/(r2, r3) = F4. It follows that
OSDiv+3 (G0)C
= B′/(r2c3, r3c3) = B
′/(c2c3, c
2
3)3 as claimed.
Now put Y = {D ∈ SDiv+3 (G0)
C | ψ4D = 3[0]}, and let U ⊂ G0 be the divisor 32[0]. We know that
ck(ψ
4D) = ck(D)
16 so
OY = OSDiv+3 (G0)C
/(c161 , c
16
2 , c
16
3 ) = F4[c2, c3]/(c
16
2 , c
2
3, c2c3).
We can also study Y using the maps
α : U −→ Y α(a) = [a] + [−a] + [0]
β : G0(1)
2 −→ Y β(a, b) = [a] + [b] + [a+ b].
The map α gives a ring map α∗ : OY −→ F[x]/x32, with
α∗(c1) = x+ x = x
4 + x10 + x16 + x22
α∗(c2) = xx = x
2 + x5 + x11 + x17 + x23
α∗(c3) = 0.
The map β gives a ring map β∗ : OY −→ F[x, y]/(x4, y4). If we put z = x+F y = x+ y + x2y2 then
β∗(c1) = x+ y + z = x
2y2
β∗(c2) = xy + yz + zx = x
2 + xy + y2 + x2y2(x+ y)
β∗(c3) = xyz = xy(x+ y) + x
3y3.
Proposition 14.5. The maps α∗ and β∗ are jointly injective (in other words, ker(α∗) ∩ ker(β∗) = 0).
Moreover, we have c1 = c
2
2 + c
8
2 in OY .
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Proof. Recall that OY = F4[c2, c3]/(c162 , c
2
3, c2c3), so {c
i
2 | 0 ≤ i < 16} ∐ {c3} is a basis for OY over F4. As
α∗(c2) = x
2 (mod x3), it is easy to see that α∗(ci2) = x
2i (mod x2i+1) and that these elements are linearly
independent in OU = F4[x]/x32. Moreover, we have
β∗(1) = 1
β∗(c2) = x
2 + xy + y2 + x2y2(x+ y)
β∗(c22) = x
2y2
β∗(c32) = x
3y3
β∗(ci2) = 0 for i > 3.
It is easy to check that β∗(c3) does not lie in the span of these elements, and to deduce that α
∗ and β∗ are
jointly injective as claimed. Thus, to show that c1 = c
2
2 + c
8
2 we need only check that α
∗(c1) = α
∗(c22 + c
8
2)
and β∗(c1) = β
∗(c22 + c
8
2), which is a straightforward computation.
14.5. The ring C(K,Σ4). Consider a pair (d,D) ∈ G0(1) × Y . This gives us a divisor [d]D ∈ Div
+
3 (G0)
defined over the ring
OG0(1) ⊗OY = F4[w, c2, c3]/(w
4, c162 , c
2
3, c2c3).
Here of course c2 and c3 are the usual invariants of the divisor D, but the divisor [d]D also has invariants
ck([d]D) lying in the above ring. In order to apply the description of XCh(Σ4) in Proposition 14.2, we will
need to understand these invariants.
Proposition 14.6. We have
c1([d]D) = c
2
2 + c
8
2 + w + c
4
2w
2
c2([d]D) = c2 + (1 + c
3
2 + c
9
2 + c3)w
2
c3([d]D) = c3 + c2w + (c
2
2 + c
8
2)w
2 + (1 + c3 + c
3
2 + c
9
2)w
3.
Proof. First recall that u+F v = u+ v+ u
2v2 (mod u4v4) and w4 = 0 so w+F v = w+ v+w
2v2 for any v.
Next note that [d]α(a) = [d]([a]+[−a]+[0]) = [d+a]+[d−a]+[d], so α∗(ck([d]D)) = ck([d+a]+[d−a]+[d])
is the k’th elementary symmetric function of {w +F x,w +F x,w}, for example
α∗c1([d]D) = w + (w + x+ w
2x2) + (w + x+ w2x2)
= x4 + x10 + x16 + x22 + w + x8w2 + x20w2
= α∗(c22 + c
8
2) + w + α
∗(c42)w
2.
By similar computations, our other two equations also become true when we apply α∗.
In the same way, we have [d]β(a, b) = [d+ a] + [d+ b] + [d+ a+ b], so β∗ck([d]D) is the k’th elementary
symmetric function of the list {w +F x,w +F y, w +F x+F y}, or equivalently the list
{w + x+ w2x2, w + y + w2y2, w + x+ y + w2x2 + w2y2 + x2y2}.
We thus have
β∗c3([d]D) = (w + x+ w
2x2)(w + y + w2y2)(w + x+ y + w2x2 + w2y2 + x2y2)
= (x2y + xy2 + x3y3) + (x2 + xy + y2 + x3y2 + x2y3)w +
x2y2w2 + (1 + x2y + xy2)w3
= β∗(c3) + β
∗(c2)w + β
∗(c22 + c
8
2)w
2 + β∗(1 + c3 + c
3
2 + c
9
2)w
3.
By similar computations, our other two equations also become true when we apply β∗. As α∗ and β∗ are
jointly injective, it follows that our equations hold in OG0(1)×Y as claimed.
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Proposition 14.7. Let J be the ideal in F4[w, c2, c3] generated by the elements
w4 , c23 , c2c3 ,
c42 + w
2c32 + wc
2
2 + w
2c3,
wc32 + w
2c2 + wc3.
Then C(K,Σ4) = F4[w, c2, c3]/J . Moreover, the following monomials form a basis for this ring over F4, so
it has dimension 17.
1 c2 c
2
2 c
3
2 c3
w wc2 wc
2
2 wc3
w2 w2c2 w
2c22 w
2c3
w3 w3c2 w
3c22 w
3c3
Proof. Proposition 14.2 is equivalent to the statement that
X(Σ4) = {(d,D) ∈ G0(1)× Y | D + ψ
2(D) = 2[0] + [d] + [d]D}.
This means that C(K,Σ4) is the largest quotient of OG0(1)×Y over which we have g(t) = 0, where
g(t) = fD(t)fψ2D(t)− t
2(t+ w)f[d]D(t).
Here we write fD(t) = t
3+ c1(D)t
2 + c2(D)t+ c3(D) and similarly for our other divisors. As usual we write
ck for ck(D), and we recall from Proposition 14.5 that c1 = c
2
2 + c
8
2. We also recall that ck(ψ
2D) = ck(D)
4,
so that
fψ2D(t) = t
3 + c41t
2 + c42t+ c
4
3 = t
3 + c82t
2 + c42t.
The polynomial f[d]D(t) =
∑3
k=0 ck([d]D)t
3−k can be read off from Proposition 14.6. Putting all this together
and expanding it out, we find that g(t) =
∑4
k=1 rkt
6−k, where
r1 = c
8
2 + c
4
2w
2
r2 = c
4
2w
3 + (c92 + c
3
2 + c3)w
2 + (c82 + c
2
2)w + (c
10
2 + c
4
2)
r3 = (c
8
2 + c
2
2)w
2 + (c122 + c
9
2 + c
6
2)
r4 = (c
8
2 + c
2
2)w
3 + c2w
2 + c3w + c
5
2.
We thus have
C(K,Σ4) = F4[w, c2, c3]/(w
4, c162 , c
2
3, c2c3, r1, r2, r3, r4).
As 1 + c62 + c
12
2 + w
3 is invertible, we can replace r2 by
r′2 := (1 + c
6
2 + c
12
2 + w
3)r2 = c
4
2 + w
2c32 + wc
2
2 + w
2c3,
which is one of the relations in the statement of the theorem. As w4 = 0 we have (r′2)
2 = r1 and (r
′
2)
4 = c162 ,
so the relations r1 and c
16
2 are redundant. Similarly, we can replace r4 by the relation
r′4 := r4 + (c2 + w
2 + c24w3)r′2 = wc
3
2 + w
2c2 + wc3,
which is another of the relations in the statement of the theorem. One can check that
r3 = (1 + c
3
2 + c
6
2)(c
2
2(1 + (1 + c
6
2)(w
3 + c22w
2))r′2 + c2r
′
4),
so r3 is redundant. We deduce that
C(K,Σ4) = F4[w, c2, c3]/(w
4, c23, c2c3, r
′
4, r
′
2)
as claimed.
We next show that the 17 monomials listed form a basis for this quotient ring. We order the set of
monomials in w, c2 and c3 by saying that c
i
2c
j
3w
k < ci
′
2 c
j′
3 w
k′ iff i < i′ or (i = i′ and j < j′) or (i = i′ and
j = j′ and k < k′). We claim that our relations form a Gro¨bner basis for J with respect to this ordering.
We first recall briefly what this means. The list of leading terms of our relations is (w4, c23, c2c3, c
3
2w, c
4
2).
A polynomial is said to be top-reducible if any of its monomials is divisible by one of these leading terms;
if so, we can subtract off a multiple of the corresponding relation to cancel the monomial, a process called
top-reduction. Clearly, if a polynomial can be reduced to zero by iterated top-reduction then it must lie
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in J , but the converse need not hold for an arbitrary list of generators of an arbitrary ideal. Let a and
b be any two of our relations, let a′ and b′ be their leading terms, and let c′ be the greatest common
divisor of a′ and b′. The corresponding syzygy is the element c := (a′/c′)b − (b′/c′)a ∈ J . To say that our
relations form a Gro¨bner basis means precisely that all these syzygies can be reduced to zero by iterated
top-reduction. This can be checked by direct computation. For example, the syzygy of r′4 and r
′
2 is the
element c2r
′
4 − wr
′
2 = c
3
2w
3 + c2c3w + c3w
3. The first monomial is divisible by the leading term of r′4, so
we can top-reduce by subtracting w2r′4 to get c2c3w + c2w
4. We can then do two more top-reductions by
subtracting w times the relation c2c3 and c2 times the relation w
4 to get 0, as required. Now observe that
the 17 monomials listed in the statement of the theorem are precisely those that are not top-reducible. It
follows from the theory of Gro¨bner bases that they form a basis for C(E,Σ4), as claimed.
Corollary 14.8. C(K,Σ4) is a Gorenstein ring, and the element w
3c3 generates the socle.
Proof. One sees easily from the relations listed that w, c2 and c3 annihilate w
3c3, so w
3c3 lies in the socle.
Now let a be an arbitrary element of the socle. It will be convenient to put e = c32 + wc2 + c3 (so that
we = c3e = 0) and to use the basis given in the Proposition but with c
3
2 replaced by e. Using the equation
wa = 0 we see immediately that a lies in the span of {w3, w3c2, w3c22, e, w
3c3}. Using the equation c3a = 0 and
the fact that c3c2 = c3e = c
2
3 = 0 we find that the coefficient of w
3 is zero, so a = αw3c2+βw
3c22+γe+δw
3c3
say. One can check that w3c32 = w
3c3 and c2e = w
3c2, so
0 = c2a = αw
3c22 + βw
3c3 + γw
3c2,
so α = β = γ = 0, so a = δw3c3. This shows that the socle is one-dimensional, so the ring is Gorenstein as
claimed.
14.6. A transfer argument.
Proposition 14.9. The map θ : C(K,Σ4) −→ K
0BΣ4 is injective.
Proof. Note that every nontrivial ideal in C(K,Σ4) contains the socle, so it will suffice to show that the
socle is not contained in ker(θ), or equivalently that w3c3 6= 0 in K0BΣ4. Let P be the Sylow subgroup
in Σ4; it will be enough to show that w
3c3 has nontrivial image in K
0BP . Put V = P ∩ A4; one can
check that this consists of the identity and the three transposition pairs, so it is isomorphic to C22 . Recall
that the series 〈2〉(x) is defined to be [2](x)/x, which in our case is just x3. As w is the Euler class of
ǫ and V = ker(ǫ : P −→ C2), standard arguments show that tr
P
V (1) = 〈2〉(w) = w
3. This means that
w3c3 = tr
P
V (c3). To see that this is nonzero, we use the canonical bilinear form on K
0BP defined in [10].
This satisfies Frobenius reciprocity, so (trPV (c3), 1)P = (c3, 1)V . If we let x and y be the Euler classes of two
of the nontrivial characters of V , then K0BV = F4[x, y]/(x
4, y4) and the Euler class of the third character
is x+F y = x+ y + x
2y2. One checks that the restriction of ρ to V is the regular representation minus the
trivial representation, which is the sum of the three nontrivial characters. This implies that the restriction
of c3 to V is xy(x+F y) = x
2y+ xy2+ x3y3. Using [10, Corollary 9.3] we see that (xiyj , 1)V is 1 if i = j = 3
and 0 otherwise, so (c3, 1)V = 1. As (w
3c3, 1)P = (c3, 1)V = 1 we see that w
3c3 6= 0, as claimed.
14.7. The proof of Theorem 14.1. This is now easy. We know from [11] that E0BΣ4 is a free module
of finite rank over E0. It follows by well-known arguments that K0BΣ4 = (E
0BΣ4)/I2, which is free of
the same rank over K0 = E0/I2 = F4. The rank is also the same as the rank of L ⊗ E0BΣ4 over L, and
generalised character theory tells us that this is equal to |Ω(Σ4)| = 17. Thus, the source and target of
the map θ : C(K,Σ4) −→ K0BΣ4 both have rank 17 over F4 and Proposition 14.9 tells us that the map
is injective, so it must be an isomorphism. Now consider the map θ : C(E,Σ4) −→ E0BΣ4. This is an
isomorphism modulo I2, so by Nakayama’s lemma it is surjective. As E
0BΣ4 is free it is a split surjection,
so C(E,Σ4) = E
0BΣ4 ⊕ N say. This implies that C(K,Σ4) = K0BΣ4 ⊕ N/I2N , so by counting ranks we
see that N/I2N = 0, so by Nakayama again we see that N = 0. Thus C(E,Σ4) = E
0BΣ4 as claimed. We
know from Proposition 14.7 that our list of 17 monomials is a basis for K0BΣ4 over F4, and it now follows
that it is also a basis for E0BΣ4 over E
0.
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15. Extraspecial p-groups
In this section we define a class of “extraspecial” p-groups (where p is an odd prime), and show that for
these groups the map κ : Ω(G) −→ ΩCh(G) is injective but not surjective. It follows using Theorem 11.4 that
the map θ : C(E,G) −→ E0BG cannot be an isomorphism. We have not investigated the situation more
deeply than this.
Let V be an elementary Abelian p-group of rank 2d equipped with a nondegenerate alternating form
b : V × V −→ Fp. We will say that a subspace W ≤ V is isotropic if b(u, v) = 0 for all u, v ∈W .
Let G be the set Fp × V with the group operation (x, u).(y, v) = (x + y + b(u, v), u + v). This has order
p2d+1 and exponent p, and it fits in a central extension
Z = Fp
j
−→ G
q
−→ V.
In fact Z is the centre of G, and the non-central conjugacy classes are the fibres of q over V \ {0}, so they
all have order p. This gives p+ p2d − 1 conjugacy classes altogether.
We can evidently view R(V ) = Z[V ∗] as a sub Λ-ring of R(G).
Definition 15.1. For any nontrivial character ζ : Z −→ S1, let φ(ζ) be the class function on G defined by
φ(ζ)(g) =
{
pdζ(g) if g ∈ Z
0 otherwise.
We also write ρV for the regular representation of V , and ρG for the regular representation of G.
The following result is standard, but we give a proof for completeness.
Proposition 15.2. For each ζ ∈ Z∗ \ {1}, the class function φ(ζ) is an irreducible character. Moreover, we
have
R(G) = Z[V ∗]⊕ Z{φ(ζ) | ζ ∈ Z∗ \ {1}}.
Proof. Choose a maximal isotropic subspace W ≤ V , so W ≃ Fdp. Put H = q
−1W ≤ G, which is isomorphic
to Z ×W as a group because W is isotropic. Let r : H −→ Z be the projection and put σ = indGH π
∗ζ. We
claim that σ = φ(ζ). To see this, first note that H is normal in G, so σ(g) = 0 for g 6∈ H . Next, suppose
that g ∈ H \ Z, say g = (x,w) with w ∈ W \ {0}. Let U be such that V = W ⊕ U , so U ≃ Fdp and
(0, u)−1(x,w)(0, u) = (x − 2b(u,w), w). From the definitions we see that σ(x,w) =
∑
u ζ(x − 2b(u,w), 0).
The map u 7→ (x − 2b(u,w), 0) is a surjection from U to Z, each of whose fibres has the same order, and
ζ : Z −→ S1 is a nontrivial homomorphism; it follows easily that σ(x,w) = 0, as required. Finally, suppose
that g ∈ Z, say g = (x, 0). Then (0, u)−1(x, 0)(0, u) = (x, 0) so σ(x, 0) =
∑
u ζ(x, 0) = p
dζ(x, 0). This shows
that σ = φ(ζ) as claimed, so φ(ζ) is a character. One checks easily that 〈φ(ζ), φ(ζ)〉 = |G|−1
∑
z∈Z p
2d = 1,
so φ(ζ) is irreducible. As ζ runs over Z∗ \ {1} this gives p− 1 distinct irreducibles of degree pd, and V ∗ gives
a further p2d distinct irreducibles of degree 1. We have seen that G has p2d+p−1 conjugacy classes and thus
p2d+p−1 irreducible characters, so our list is complete. It follows that R(G) = Z[V ∗]⊕Z{φ(ζ) | ζ ∈ Z∗\{1}}
as claimed.
Lemma 15.3. Let C be cyclic of order p. Then
λk(pd−1ρC) =

(
pd−1
k/p
)
+ 1p
((
pd
k
)
−
(
pd−1
k/p
))
ρC if p|k
1
p
(
pd
k
)
ρC otherwise
Proof. Let χ be a generator of C∗, so R(C) = Z[χ]/(χp − 1) and ρC =
∑p−1
j=0 χ
j . We have χρC = ρC and
so λk(ρC) = λ
k(χρC) = χ
kλk(ρC). If 0 < k < p then χ
k is also a generator, and it follows that λk(ρC)
is an integer multiple of ρC . On the other hand, it is easy to check that λ
0(ρC) = λ
p(ρC) = 1. If we put
A = Z{1, ρC} then A is a subring of R(C) (with ρ2C = pρC) and λt(ρC) ∈ A[t] so λt(p
d−1ρC) = λt(ρC)
pd−1
also lies in A[t], say λk(ρC) = nk + mkρC . Moreover, if we work mod ρC we have λt(ρC) ∼= 1 + tp so
λt(p
d−1ρC) ∼= (1 + tp)p
d−1
. Thus, if p divides k then nk =
(
pd−1
k/p
)
, and if p does not divide k then nk = 0.
Moreover, by counting dimensions we see that nk+pmk =
(
pd
k
)
for all k. The lemma now follows easily.
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Proposition 15.4.
χφ(ζ) = φ(ζ)
φ(ζ)φ(ξ) =
{
ρV if ζξ = 1
pdφ(ζξ) otherwise
ψkχ = χk
ψkφ(ζ) =
{
pd if p|k
φ(ζk) otherwise
λk(φ(ζ)) =

(
pd−1
k/p
)
+ 1
p2d
((
pd
k
)
−
(
pd−1
k/p
))
ρV if p|k
1
pd
(
pd
k
)
φ(ζk) otherwise
Proof. Everything except for λk(φ(ζ)) can be done by easy manipulation of characters. For the remaining
case, it suffices to check that the claimed equations hold when restricted to any cyclic subgroup C ≤ G. First
consider the case C = Z, so ρV restricts on C to the trivial representation of degree p
2d. Then φ(ζ) becomes
pdζ, so λkφ(ζ) becomes
(
pd
k
)
ζk. Using this, it is easy to check that the equations hold when restricted to
Z.
Now suppose instead that C ≤ G is a cyclic group not contained in Z (which implies that |C| = p). Then
ρV |C = p2d−1ρC and φ(ξ)|C = pd−1ρC for all ξ ∈ Z∗ \ {1}. Using Lemma 15.3 we deduce that our equations
for λk(φ(ζ)) are correct when restricted to C, as required.
Definition 15.5. For any homomorphism α : V ∗ −→ Θ, put
cα =
∑
χ∈V ∗
[α(χ)] ∈ Z[Θ(1)]+
p2d
and
Uα = {u ∈ Z[Θ(1)]
+
pd
| uψp−1(u) = cα}.
We also put U = {(α, u) | u ∈ Uα}.
Theorem 15.6. There is a natural bijection ΩCh(G) = U . The map κ : Ω(G) −→ U is injective, and the
image is the set of pairs (α, u) ∈ U such that the image of the dual map α∗ : Θ∗ −→ V is isotropic.
The proof will follow after a lemma.
Lemma 15.7. Let α : V ∗ −→ Θ be a homomorphism with image A of order pe. If e > d then Uα = ∅. If
e ≤ d then Uα is the set of elements of the form u = pd−e
∑
c∈C [c], where C runs over the cosets of A in
Θ(1).
Proof. Put c′α =
∑
a∈A[a] ∈ Z[Θ(1)]
+
pe so that cα = p
2d−ec′α. Suppose u ∈ Uα and that b ∈ u. Put
v = [−b]u, so v ∈ Uα and 0 ∈ v. Thus 0 ∈ ψp−1(v) also, so v ≤ vψp−1(v) = cα = p2d−ec′α, so we can
write v =
∑
a∈A na[a] for suitable natural numbers na. By looking at the multiplicity of [0] in the equation
vψp−1(v) = p2d−ec′α we see that
∑
a n
2
a = p
2d−e. On the other hand, as v ∈ Z[Θ(1)]+
pd
we have
∑
a na = p
d.
It follows that∑
a
(na − p
d−e)2 =
∑
a
n2a − 2p
d−e
∑
a
na + p
2d−2e
∑
a
1 = p2d−e − 2p2d−e + p2d−e = 0,
so na = p
d−e for all a. If we now let C be the coset b + A we find that u = pd−e
∑
c∈C [c]. Conversely, it is
trivial to check that any element of this form lies in Uα.
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Proof of Theorem 15.6. Let ζ be the usual character x 7→ e2piix/p of Z = Z/p. Given f : R(G) −→ Z[Θ] it
is clear that the restriction of f to R(V ) = Z[V ∗] gives a homomorphism α : V ∗ −→ Θ(1) ≤ Θ, and we put
u = f(φ(ζ)) ∈ Z[Θ]+
pd
. As f is a Λ-ring homomorphism we have
uψp−1(u) = f(φ(ζ)φ(ζp−1)) = f(ρV ) =
∑
χ
[α(χ)],
so (α, u) ∈ U .
Conversely, suppose we start with (α, u) ∈ U . Let e and C be as in Lemma 15.7. We define a homomor-
phism f : R(G) −→ Z[Θ] of additive groups by f(χ) = [α(χ)] for χ ∈ V ∗ and
f(φ(ζk)) = ψk(u) = pd−e
∑
c∈kC
[c]
for k ∈ Z \ pZ. It is easy to check that this is a ring homomorphism that sends R+k (G) to Z[Θ]
+
k and
commutes with the Adams operations. As Z[Θ] is torsion free it follows that f commutes with Λ-operations
as well, so f ∈ ΩCh(G). Clearly these constructions give the required bijection ΩCh(G) = U .
Now suppose we have a homomorphism µ : Θ∗ −→ G. Then µ(u) = (ω(u), σ(u)) for some functions
ω : Θ∗ −→ Fp and σ : Θ∗ −→ V . As µ and the projection q : G −→ V are homomorphisms we see tht σ is
a homomorphism. Let W ≤ V be the image of σ, and put e = dimFp W . As the image of µ must be
commutative, it is not hard to see that W is isotropic, so e ≤ d. As q−1W ≃ Fp ×W as groups, we see
that ω is also a homomorphism. If we conjugate (ω, σ) by (x, u) ∈ G we get the homomorphism (ω + τ, σ)
where τ(t) = 2b(u, σ(t)). As b is a perfect pairing, τ can be any map Θ∗ −→ Fp that factors through σ, so
(ω, σ) is conjugate to (ω′, σ) if and only if ω|ker(σ) = ω
′|ker(σ). Now let σ
∗ : V ∗ −→ Θ be the dual of σ and
put A = σ∗(V ∗), so |A| = pe. We also have a map ω∗ : F∗p −→ Θ and thus a point t = ω
∗(ζ) ∈ Θ(1). In
R(Fp ×W ) = Z[F∗p]⊗ Z[W
∗] we have
φ(ζ)|Fp×W = p
d−eζ ⊗ ρW = p
d−e
∑
ξ∈W∗
ζ ⊗ ξ,
and it follows that µ∗φ(ζ) = pd−e
∑
a∈A[t + a] ∈ Z[Θ]. Thus, if we write [µ] for the conjugacy class of µ
then κ[µ] = (σ∗, pd−e
∑
a∈A[t+ a]) ∈ U . It follows that κ[µ] determines σ, and it also determines t modulo
A, so it determines ω modulo σ∗(Hom(V,Fp)), so it determines the conjugacy class [µ]. This proves that κ
is injective as claimed. We leave it to the reader to check that the image is as described.
16. An apparently more precise approach
There are some senses in which the Λ-operations do not capture all possible information about the
representation theory of G, and it is reasonable to wonder whether a more accurate approximation to X(G)
could be defined by taking more information into account. In this section we show that this is not the case:
we construct an approximation Y (G) using all possible operations, and show that it is the same as XCh(G).
Definition 16.1. Let G be the category of Lie groups and continuous homomorphisms, and let G be the
quotient category in which conjugate homomorphisms are identified. Let N be the set of finite sequences
n = (n1, . . . , nr) with ni ∈ N. For n ∈ N we put GL(n) =
∏
iGL(ni,C) and
R(n,G) =
∏
i
R+ni(G) = G(G,GL(n)).
We make N into a category by putting N (n,m) = G(GL(n),GL(m)), and we let N be the category with
the same objects and with morphisms N (n,m) = G(GL(n),GL(m)); clearly this gives a covariant functor
n 7→ R(n,G) from N to sets.
Next, let T (n) be the evident maximal compact torus in GL(n), so T (n) ≃
∏N
j=1 S
1 where N =
∑r
i=1 ni.
Let W (n) be the Weyl group of T (n), so W (n) ≃
∏
i Σni . We can thus form the scheme
D(n) = Hom(T (n)∗,G)/W (n) =
∏
i
Div+ni(G).
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By elementary arguments in representation theory we see that any homomorphism f : GL(n) −→ GL(m) is
conjugate to one that sends T (n) into T (m), and that the resulting map T (n) −→ T (m) is unique up to the
action of W (m). Using this, it is easy to make the assignment n 7→ D(n) into a functor N −→ X̂X .
Finally, we define a functor Y (G) from discrete OX -algebras to sets by putting
Y (G)(A) = [N , Sets](R(−, G), D(−)(A)).
Theorem 16.2. There is a natural isomorphism Y (G) ≃ XCh(G).
Before proving this, we relate Y (G) to an auxiliary model involving unitary groups rather than general
linear groups.
Definition 16.3. Let G˜ be the quotient of G in which homomorphisms u, v : U −→ V are identified if u|K is
conjugate to v|K for every compact subgroup K ≤ U . (For example, the homomorphism u : GL(1) −→ GL(1)
given by u(z) = |z| becomes trivial in G˜.) Let N˜ be the category with the same objects as N and morphisms
N˜ (n,m) = G˜(GL(n),GL(m)). As G and T (n) are compact, it is clear that the functors R(−, G) and D(−)
factor through N˜ , and thus that
Y (G)(A) = [N˜ , Sets](R(−, G), D(−)(A)).
Lemma 16.4. Let K be a compact Lie group, and let v, w : K −→ U(d) be continuous homomorphisms. If v
and w are conjugate in GL(d), then they are conjugate in U(d).
Proof. The statement can easily be translated as follows: Let V and W be finite-dimensional vector spaces
over C equipped with actions of G and invariant Hermitian inner products. Then if there exists an equivariant
isomorphism f : V −→W , then f can be chosen to preserve the inner products.
To see this, we first recall some facts about invariant Hermitian products. For any complex vector space
V we let V be the same set with the conjugate action of C, and let V
∗
be the dual of V . The set of
Hermitian products β on V bijects with the set of isomorphisms β′ : V −→ V
∗
satisfying certain symmetry
and positivity conditions. For any representation V one can always choose an invariant Hermitian product
so V is equivariantly isomorphic to V
∗
. For each irreducible representation S we fix a Hermitian product βS
on S; Schur’s lemma implies that HomK(S, S
∗
) = Cβ′S and that any other invariant Hermitian product is a
positive scalar multiple of βS .
Now let β be a Hermitian product on V and suppose that V = V0 ⊕ V1 and HomK(V1, V0) = 0. Then
HomK(V1, V
∗
0) = 0 and
HomK(V0, V
∗
1) = HomK(V
∗
1, V0)
∗ = HomK(V1, V0)
∗ = 0
so the equivariant isomorphism β′ : V −→ V
∗
must have the form β′0⊕β
′
1 for some β
′
i : Vi −→ V
∗
i . This implies
that V0 and V1 are orthogonal with respect to β.
Now let S1, . . . , St be the distinct irreducible representations that occur in V . Then there is a unique
decomposition V = V1⊕ . . .⊕Vt, where Vi ≃ Cdi⊗Si for some di and thus HomK(Vi, Vj) = 0 when i 6= j. By
the previous paragraph, the subspaces Vi are orthogonal to each other. As HomK(Si, S
∗
i ) = CβSi , we find
that the restriction of β to Vi has the form γi⊗βSi for some Hermitian product γi on C
di . By Gram-Schmidt,
the space (Cdi , γi) is isomorphic to C
di with its usual Hermitian product, so (Vi, β|Vi) is equivariantly and
isometrically isomorphic to the orthogonal direct sum of di copies of (Si, βSi). This means that the numbers
di determine the isometric isomorphism type of V , and the lemma follows immediately.
Lemma 16.5. There are natural bijections
N˜ (n,m) = G(U(n),GL(m)) = G(U(n), U(m)),
where U(n) =
∏
i U(ni) ≤ GL(n).
Proof. It is easy to reduce to the case where the list m has length 1, say m = (d). As any representation of
U(n) admits a Hermitian inner product, we see that the map G(U(n), U(d)) −→ G(U(n),GL(d)) is surjective.
It is also injective by Lemma 16.4. Similarly, by considering invariant Hermitian products we see that if K
is compact and u : K −→ GL(n) then u is conjugate to a homomorphism K −→ U(n). By applying this to the
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inclusion map, we see that any compact subgroup of GL(n) is conjugate to a subgroup of U(n). It follows
that any two homomorphisms v, w : GL(n) −→ GL(d) are identified in G˜(GL(n),GL(d)) iff their restrictions
to U(n) are conjugate, so we have a well-defined and injective restriction map N˜ (n, d) −→ G(U(n),GL(d)).
It is an easy consequence of the theory of roots and so on that any representation of U(n) extends uniquely
to a complex-analytic representation of GL(n), so our restriction map is also surjective.
Proof of Theorem 16.2. Consider a point g ∈ Y (G)(A), in other words a natural transformation gn : R(n,G) −→
D(n)(A) for n ∈ N . By putting together the maps
gd : R
+
d (G) = R(d,G) −→ D(d)(A) = Div
+
d (G)(A),
we get a function f : R+(G) −→ Div+(G)(A). Next, for any d, e ≥ 0 we have projections GL(d)←− GL(d, e) −→
GL(e) and we can use the resulting maps to identify R((d, e), G) with R+d (G)×R
+
e (G) and D(d, e)(A) with
Div+d (G)(A) ×Div
+
e (G)(A) and g(d,e) with gd × ge. There are evident maps ⊕ : GL(d, e) −→ GL(d + e) and
⊗ : GL(d, e) −→ GL(de), and using the naturality of g with respect to these maps we find that f is a semiring
homomorphism. Similarly, we have maps λk : GL(d) −→ GL(
(
d
k
)
) in G and the naturality of g with respect
to these maps implies that f commutes with Λ-operations. It is clear that f(R+d (G)) ⊆ Div
+
d (G)(A), so
f ∈ XCh(G)(A). We define a map ρ : Y (G) −→ XCh(G) by ρ(g) = f . Because gn = gn1 × . . . × gnr we see
that ρ is injective.
Now suppose we start with a point f ∈ XCh(G)(A). Let gd : R(d,G) −→ D(d)(A) be the restriction of
f : R(G) −→ Div(G)(A), and put
gn = gn1 × . . . gnr : R(n,G) −→ D(n)(A).
We need to check that this gives a natural transformation. As R(m,G) =
∏
iR(mi, G) and D(m)(A) =∏
iD(mi)(A), it suffices to check naturality for maps u : n −→ d in N˜ , or equivalently (by Lemma 16.5) for
homomorphisms u : U(n) −→ GL(d). We need to show that the left hand square in the following diagram
commutes:
R(n,G) R+d (G) R(G)
D(n)(A) Div+d (G) Div(G)(A).
w
u∗
u
gn
u
gd
v w
u
f
w
u∗
v w
The right hand square commutes and the two right hand horizontal maps are injective so it suffices to show
that the two composite maps R(n,G) −→ Div(G)(A) are the same. We call these two maps α(u) and β(u).
Let F be the set of all functions from R(n,G) to Div(G)(A), thought of as a ring with pointwise operations.
It is formal to check that α(u + v) = α(u) + α(v) and α(uv) = α(u)α(v), so α is a homomorphism of
semirings from R+(U(n)) to Div(G)(A). It can thus be extended to a ring map R(U(n)) −→ Div(G)(A),
and the same applies to β. It is well-known that R(U(n)) =
⊗
iR(U(ni)) so it suffices to check that
α = β on R(U(ni)) for all i. This reduces us to the case where n = (e) say. It is also well-known that
R(U(e)) = Z[λ1, . . . , λe][(λe)−1], so it suffices to check that α(λj) = β(λj), which is true because f is a
homomorphism of Λ-rings.
This shows that g ∈ Y (G)(A), and clearly ρ(g) = f . Thus ρ is surjective and hence an isomorphism.
17. A result on restrictions of characters
Theorem 17.1. Let G be a finite group with a normal subgroup N such that |N | is coprime to |G/N |. Then
the restriction map R+(G) −→ R+(N)G is surjective.
The proof will follow after some preliminary results.
Lemma 17.2. Let H be a group, and let W,X, Y be H-sets, with equivariant maps W
f
−→ X
q
←− Y . Then
there is an equivariant map f˜ : W −→ Y with qf˜ = f iff for each w ∈ W there exists y ∈ Y with q(y) = f(w)
and stabH(y) ≥ stabH(w).
Proof. Write W as a disjoint union of orbits.
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Lemma 17.3. Let G and N be as above, and let ρ : N −→ GL(V ) be an irreducible representation of N
whose character is stable under G. Then there is a homomorphism σ : G −→ GL(V ) extending ρ.
Proof. Suppose g ∈ G, and define ρg : N −→ GL(V ) by ρg(x) = ρ(gxg−1). By hypothesis, this has the
same character as ρ, so there exists an intertwining operator θ : V −→ V such that ρg(x) = θ−1ρ(x)θ for
all x ∈ N . As V is an irreducible representation of N we see that AutN (V ) = C and thus θ is unique up
to multiplication by a scalar matrix. We can thus define a map φ : G −→ PGL(V ) by φ(g) = [θ]; this is a
homomorphism making the following diagram commute.
N G
GL(V ) PGL(V ).
u
ρ
v w
u
φ
wwpi
Put n = |N | and d = dimC(V ). As V is irreducible we know that d divides n. Put Y = {α ∈
GL(V ) | det(α)n = 1}, and note that π : Y −→ PGL(V ) is surjective and ρ(N) ≤ Y . Let N2 act on G
by (x, y).g = xgy−1 and on GL(V ) by (x, y).α = ρ(x)αρ(y)−1.
We claim that there is an N2-equivariant map ζ : G −→ Y such that πζ = φ and ζ = ρ on N . Clearly
G = N ∐ (G \ N) as N2-sets and ρ : N −→ Y is N2-equivariant, so it suffices to define ζ on G \ N . Fix
g ∈ G \N , and choose θ as before. After multiplying by a suitable scalar, we may assume that det(θ) = 1 so
θ ∈ Y . By Lemma 17.2, it will suffice to show that stabN2(g) ≤ stabN2(θ). Suppose that (x, y) stabilises g, so
xgy−1 = g, so y = g−1xg. By the definition of θ we have ρ(y) = θ−1ρ(x)θ, or in other words ρ(x)θρ(y)−1 = θ,
so (x, y) stabilises θ, as required.
Now define ξ : G2 −→ Y by ξ(g, h) = ζ(h)ζ(gh)−1ζ(g). Clearly πξ(g, h) = 1, and the kernel of π : Y −→
GL(V ) is the group Cnd of nd’th roots of unity, so we can regard ξ as a map G
2 −→ Cnd. As ζ is equivariant,
it is easy to check that ξ(xg, hy) = ξ(g, h) for x, y ∈ N , so we get an induced map ξ : (G/N)2 −→ Cnd. One
also sees directly that for g, h, k ∈ G/N we have
ξ(h, k)ξ(gh, k)−1ξ(g, hk)ξ(g, h)−1 = 1,
so ξ is a 2-cocycle. On the other hand nd divides n2 and thus is coprime to |G/N |, so we haveH2(G/N ;Cnd) =
0. We can thus choose a function ω : G/N −→ Cnd such that ξ(g, h) = ω(h)ω(gh)−1ω(g) for all g, h ∈ G. By
putting g = h = 1 we see that ω(1) = 1 and thus ω(x) = 1 for x ∈ N . We define σ(g) = ω(g)−1ζ(g); this
clearly gives a homomorphism G −→ GL(V ) with σ|N = ρ, as required.
Proof of Theorem 17.1. For each irreducible representation ρ of N , let ρ′ denote the sum of the inequivalent
G-conjugates of ρ. Any G-invariant character is a direct sum of copies of the characters of the representations
ρ′, so it suffices to show that ρ′ extends to a representation of G. LetH be the stabiliser of χρ, so N ≤ H ≤ G.
Lemma 17.3 implies that ρ can be extended to a representation σ ofH , and one sees from the Mackey formula
that resGN ind
G
H(σ) ≃ ρ
′, so indGH(σ) is the required extension of ρ
′.
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