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A high level of control over quantum dot QD properties such as size and composition during
fabrication is required to precisely tune the eventual electronic properties of the QD. Nanoscale
synthesis efforts and theoretical studies of electronic properties are traditionally treated quite
separately. In this paper, a combinatorial approach has been taken to relate the process synthesis
parameters and the electron confinement properties of the QDs. First, hybrid numerical calculations
with different influx parameters for Si1−xCx QDs were carried out to simulate the changes in carbon
content x and size. Second, the ionization energy theory was applied to understand the electronic
properties of Si1−xCx QDs. Third, stoichiometric x=0.5 silicon carbide QDs were grown by means
of inductively coupled plasma-assisted rf magnetron sputtering. Finally, the effect of QD size and
elemental composition were then incorporated in the ionization energy theory to explain the
evolution of the Si1−xCx photoluminescence spectra. These results are important for the development
of deterministic synthesis approaches of self-assembled nanoscale quantum confinement structures.
© 2009 American Institute of Physics. DOI: 10.1063/1.3116226
I. INTRODUCTION
Following the discovery of two-dimensional quantum
wells,1–3 quantum dots QDs with electrons confined in all
physical dimensions were reported.4,5 Theoretical and experi-
mental evidence suggests that these trapped electrons have
discrete energy levels artificial atoms that vary nonlinearly
with QD size.6 The electronic structure of QDs can be accu-
rately described using a three–dimensional 3D box ap-
proximation represented by confined Bloch waves.7 One of
most important physical properties of these confined elec-
trons is the inverse proportionality between QD size and the
excitation and Coulomb interaction energies.6
Manipulating size-dependent interactions lead to numer-
ous QD applications in many areas such as applied electronic
engineering and cancer research. Examples include UV-light
sources,
8 light-emitting diodes,9,10 spin,11,12 and exciton13
based quantum computing, photodetectors,14 laser,15–17 solar
cells,18 and in vivo imaging in biomedicine.19 The well
known material and/or model-specific effective mass
approximation20 is the most common method employed to
study QDs computationally. More details on theoretical and
experimental developments in the area of QD research and
applications can be found elsewhere.6
Due to its robust mechanical and chemical properties,
silicon carbide has been the subject of a large amount of
research.21–23 As previously reported, SiC nanocrystals and
QDs have been grown on Si substrates using plasma-based
nanofabrication tools.24,25 Studies on plasma-based nanofab-
rication and surface modification and the associated advan-
tages, as compared to the deposition of neutral flux, have
been widely reported.26–38
Moreover, simulations of plasma-assisted synthesis
processes39,40 have previously been used to study the change
in QD elemental composition with time and varied influx
conditions. It was found that with a careful choice of influx
parameters, the properties of the resultant QDs such as size
and elemental composition could be predicted.39–41 However,
in order to obtain precisely tailored QDs suitable for a wide
range of technological applications, a fabrication technique
must be able to provide a high level of control over the
electronic properties of the QD. The two parameters that
exert the most influence over QD confinement effects and
hence electronic properties are i the QD size8,42 and ii
the elemental composition.43
In general, the effect of elemental composition on elec-
tronic properties is typically quantified via density functional
theory DFT.44 However this approach is computationally
expensive,45 additionally only a few hundred atoms may be
handled via DFT, which is a considerable limitation for an
investigative tool for nanoscale materials.46 Computations
based on the generalized gradient approximation on the DFT,
for example, often underestimate the energy band gap e.g.,
in some cases by over 1–2 eV which may lead to marked
discrepancies between theory and experiment.47
QD synthesis and theoretical studies of electron confine-
ment have traditionally been handled quite separately. More-
over, most plasma-based nanosynthesis works do not include
studies on quantum mechanics-based prediction of the elec-
tronic properties of fabricated nanomaterials. Given the em-
phasis in our work is establishing viable growth recipes for
synthesizing QDs with highly controlled x where xaElectronic mail: arider@physics.usyd.edu.au.
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= C / C+ Si and size in a plasma-based growth envi-
ronment, a theoretical technique—which has the potential to
eventually provide a quick, simple but accurate method to
evaluate the QD confinement effects exhibited by the form-
ing QD during every step of the growth process—would not
only lead toward significantly improving the electronic prop-
erties of the QD, but would also be useful in further refining
plasma-based nanosynthesis methods, ultimately bringing
them toward the as yet elusive, deterministic level.
To that end, a combinatorial approach has been taken
here, a first step toward establishing an all-inclusive SiC
growth method incorporating numerical simulation, theoret-
ical understanding, and experiment. Here, using growth ki-
netic rate equations, size, and x distributions are calculated
for Si1−xCx QDs. The ionization energy theory and its ap-
proximation are then employed to predict the electronic con-
finement in a QD at early growth stages. We also experimen-
tally study the effect of QD size on the photoluminescence
PL spectra of larger, stoichiometric i.e., x=0.5 Si1−xCx
QDs. Our models also explain the effect of x on the PL
spectra of Si1−xCx reported in our previous work.48
Thematically, this paper consists of three parts and is
therefore organized in the following manner. The numerical
simulation of Si1−xCx QD synthesis is presented in Sec. II.
Section III briefly details the ionization energy theory and its
relation to QDs, as well as explaining the salient features of
the ionization energy approximation. In Sec. IV, experimen-
tal details on the growth of SiC QDs are presented including
PL results and their analysis using the ionization energy
theory with particular attention to the influence of QD size
and x. A summary of the main results and an outlook for
future research is provided in Sec. V
II. NUMERICAL DETAILS AND RESULTS: SiC QDS
A hybrid numerical model consisting of a series of rate
balance equations described elsewhere39,40,49,50 is used in
this section to simulate the growth of Si1−xCx /Si100 QDs,
with a high level of control over both QD size and carbon
content, x, where x= C / Si+ C, and C and Si are the
fluxes m−2 s−1 of C and Si to/from the forming QD.
A. Si1−xCx /Si„100… QD synthesis simulation
A nanoscale object may be classified as a QD when it is
smaller than or comparable to the Bohr exciton radius a0 of
its bulk material, as that is when size-dependent confinement
effects manifest. Given that the a0 of bulk SiC is 2.7 nm,51
two QD sizes were considered in this paper, i asmla0 and
ii algea0, “small” and “large,” respectively. As previous
papers40,50 have mentioned, the elemental composition of a
QD x also influences the nature of QD confinement effects.
Thus, two QD compositions were considered, predominantly
silicon x=0.25 and predominantly carbon x=0.75.
While a range of substrate temperatures, TS, growth
times, td and influxes rate, P and ratio, Si /C, where Si
and C are the fluxes m−2 s−1 of Si and C, respectively,
to/from the forming QD were considered, an extensive op-
timization study of influx conditions was outside the scope of
this paper interested readers are referred to related
papers40,50.
In Fig. 1, case i, the smaller QD patterns are presented.
The influx conditions were as follows: TS=775 K, td=30 s,
and Pt=0.075 ML, where Pt is the total amount delivered to
the surface. The influx ratio used to obtain predominantly Si
QDs was Si /C=3.25 and Si /C=0.35 was used for pre-
dominantly carbon QDs. Figure 1a is a graph of carbon
content versus time, x reaches a steady state value relatively
early in the deposition period-indicating a uniform, homoge-
neous composition throughout the majority of the QD struc-
ture. The percentage of the total surface coverage by i-atom
islands is shown in Fig. 1b with peaks at isml151
1.8 nma0 and 236 atoms 2.1 nma0 for x=0.25
and 0.75, respectively. The differential densities, i /k
where i is the surface density of an i-atom island m−2 and
km−2 is the number of Si atoms 1 ML are represented
as histograms for x=0.75 Fig. 1c and x=0.25 Fig. 1d,
in both cases the QD pattern is fairly sharp, indicating a
reasonable degree of size uniformity, which is a requirement
for eventual implementation of QDs in technological
devices.52
A significantly larger influx rate and substrate tempera-
ture was required for QDs with algea0; these QDs are in-
vestigated in Fig. 2. The influx conditions for the predomi-
nantly Si QD were as follows: TS=1250 K, td=3 ms, Pt
=3.5 ML, and Si /C=3.25, whereas for the x=0.75 case,
the influx conditions were TS=1200 K, td=1.5 ms, Pt=7.5
ML, and Si /C=0.35. As for the smaller QD case, a steady
state composition is reached very early in the QD structure.
As shown in Fig. 2b, the peak surface coverage occurred
at ilge504 atoms 2.71 nm and ilge514 atoms
2.73 nm, for x=0.25 and 0.75, respectively. The total
surface coverages were SCtot=0.09 and 0.19, for x=0.25 and
x=0.75, respectively. Similarly, Figs. 2c and 2d show
relatively sharp size distributions.
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FIG. 1. Color online Simulated deposition conditions: TS=775 K, td
=30 s, and Pt=0.075 ML. Si /C=3.25 and Si /C=0.35, for the x
=0.25 and 0.75 cases, respectively. a Carbon content x vs deposition time
td. b Percentage of total surface coverage SCtot for x=0.25 and 0.75 QD
patterns with SCtotx=0.25=4.310−3 ML, SCtotx=0.75=3.210−3 ML, with peak
values at isml=151 and 236 atoms, respectively. Differential densities i /k
for c x=0.75 and d x=0.25.
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Figures 1 and 2 show that through careful choice of in-
flux conditions, tailored Si1−xCx QDs on Si100, may be
grown with preset x and size. The aim of the simulations as
seen in Figs. 1a and 2a was to obtain a steady state x as
soon as possible within the QD structure. However, also
from Figs. 1a and 2a, a drastic change in x for the very
initial stages of deposition before reaching a steady state
composition was observed. Such a change, even if only for a
few atoms, can have a significant impact on the electronic
properties of the formed QD. Theoretical techniques such as
those presented in Sec. III are required to explain the effect
of both x and size on the electronic properties of QDs
throughout every growth stage, from nucleation to the
formed QD.
These results will be discussed using the ionization en-
ergy theory in Sec. III, in particular the effect of the change
in x during the very initial stages of growth on electron con-
finement will be explained.
III. THEORETICAL DETAILS
Here, the ionization energy theory and its approximation
are briefly outlined with an emphasis on explaining the PL
spectra of QDs. Please note that the ionization energy of a
QD and the confinement strength are essentially the same
thing and have been used interchangeably in the text. This
theory will be used later to evaluate the electron confinement
properties of the numerically simulated Si1−xCx QDs Sec. II
and experimentally synthesized Si1−xCx QDs Sec. IV.
A. Many-body Hamiltonian
Recall that our primary intention here is to develop a
microscopic approach that can be used to relate the Si1−xCx
QD size and elemental composition characterized by x, to
PL energy-peaks and the electronic excitation probability.
We start from the many-body Hamiltonian, which is given
by53,54
Hˆ  = E0  . 1
The term  captures all the many-body effects and the +
sign of  in Eq. 1 is for the electrons 0→ +, while the −
sign is for the holes −→0. The ionization energy can be
related to the carrier density, electron-phonon e-ph interac-
tion, specific heat, Debye phonon frequency, electronic and
total dielectric functions, charge carrier’s effective mass,
spin-orbit coupling, and screening strengths.53,54 Here, we
will specifically apply the ionization energy theory to self-
assembled QDs in which the QD size has been predicted to
play an important role on the physical properties of the QD
due to quantum confinement as well as its dependence on
elemental composition. These issues will be studied in detail
and the theory of confined and correlated fermions for self-
assembled QDs will be developed.
The aim of this work is to study the electronic confine-
ment in the absence of magnetic field with respect to Eq. 1.
The advantages of working with Eq. 1 is that a it is tech-
nically easier to handle and b Eq. 1 provides an accurate
description of physical properties and is tractable can be
easily traced back to QD constituent atoms, with respect to
different elemental composition in the presence of external
perturbations, namely, electric field and/or temperature, re-
gardless of the system’s dimensionality.54
B. Ionization energy and its approximation
Let us re-examine Eq. 1 where, for quantitative com-
parison with experiments, it is just a matter of calculating 
accurately for a given system. In our case however, the ion-
ization energy approximation53 is used and is given by
 = EI
real
= 	
i
z
EIi
z
, 2
in which, the total energy from Eq. 1 can be written as
E0  = Ekinetic + VCoul + Vbody
many
= E0 	
i
z
EIi
z
, 3
and from Eq. 2 one can show that
	 = 1 +
Vbody
many
EI
, 4
where EI is the ionization energy of an isolated or free atom
accurate values can be obtained from atomic spectroscopy.
In Eq. 3, EI
real is the ionization energy of an atom in a bulk
crystal or a QD. In Eq. 4, Vbodymany is the averaged many-body
potential of a QD and VCoul is the screened Coulomb poten-
tial of a free many-electron atom. For cases where Vbody
many is
comparable to or larger than EI, then 	 is not a constant for
different elemental composition in QDs and the ionization
energy EI approximation requires that
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FIG. 2. Color online Simulated deposition conditions: case x=0.25 TS
=1250 K, td=3.0 ms, Pt=3.5 ML, and Si /C=3.25 and case x=0.75
TS=1200 K, td=1.5 ms, Pt=7.5 ML, and Si /C=0.35. a Carbon con-
tent x vs deposition time td. b Percentage of total surface coverage SCtot
for x=0.25 and 0.75 QD patterns with SCtotx=0.25=0.09 ML, SCtotx=0.75=0.19
ML, with peak values at ilge=504 and 514 atoms, respectively. Differential
densities i /k for c x=0.75 and d x=0.25.
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E0  = E0 	
i
z
EIi
z

 E0
i
z
EIi
z
. 5
If, on the other hand, Vbody
manyEI, then Eq. 5 can be re-
written as
E0 	 E0
i
z
EIi
z
, 6
where this approximation applies for any many-body poten-
tial. Eqs. 5 and 6, when applied to QDs or any nonfree
electron systems, will provide an accurate description of the
total energy of the system simply because  is uniquely re-
lated to the atomic energy level difference.
In subsequent sections, these equations have been used
to describe ionization energy both as a function of x and QD
size. Equation 6, in particular, has been used in qualitative
comparison with experiments, specifically to examine the ef-
fect of x on the PL spectra in Sec. IV B.
C. Ionization energy as a function of QD size
Our next step is to identify the relationship between the
ionization energy and the QD size. Once this association is
completed, then we can use Eq. 1 to predict the effect of
size and x on electron confinement as stated in the introduc-
tion. Hence, our strategy here is to consider a free particle of
mass m moving in one dimension 1D of an infinite square
well potential, which is size dependent with the width equal
to a that has been derived previously.53 The corresponding
energy levels can be obtained accordingly:53
E0  =
n222
2ma2
, 7
and are sketched in Fig. 3. The normalized wave func-
tion of confined electrons is given by
n =
2
a
sin2m
2
E0 
n
1/2
x . 8
Clearly, from Eq. 7 and Fig. 3, the energy level differ-
ence increases with n and is inversely proportional to the
potential width a. Therefore, smaller a gives rise to larger ,
which in turn increases the electron’s confinement as a result
of reduced transition probability for example, see Eq. 9.
From Eq. 8 one can obtain , which can be directly related
to different constituent atoms in QDs and its size. The size
effect is easily obtained from Eq. 7. Clearly, if ab, then
ab with improved electronic confinement for width a
compared to b, which is in accordance with the results of
Peter and Kumar.55 Apart from the size effect, the effect of
different constituent atoms of a particular QD can also be
quantified with the ionization energy based Fermi–Dirac
statistics,53 which are given by
feE0, =
1
eE0+−EF
0/kBT + 1
9
where, for QDs, EF0 can be regarded as the highest occupied
energy level at T=0, and kB is the Boltzmann constant.
Whereas, feE0 , represents the probability function for
electrons. In summary, any changes in size and/or x will
affect the ionization energy given in Eq. 9.
Now, the simulation results from Sec. II may be dis-
cussed using the ionization energy theory. For example, from
the numerical calculations, we have seen that for the given
growth conditions for alge and asml, x is relatively large
during the very early stages of growth Figs. 1a and 2a,
when the QD is relatively small henceforth referred to as a
QD nuclei QDN. Although steady state x values were
achieved very early in the QD structure, a change in x of just
1% is sufficient to influence the electronic and phononic
properties of QDs. Each individual growth condition gives a
specific dependence between x and QD size. However, in the
cases considered in this paper, both conditions imply that for
a smaller QDN, x is larger. Here we note that xalge cannot
be compared with xasml across different growth conditions.
In other words, the QD size whether it is small or large needs
to be compared within a given growth condition, xalge or
xasml. The reason for this is that each different growth con-
dition will change the relationship between x and size. Con-
sequently, we can now claim that the smaller QDN consid-
ered here give rise to large change in x, which in turn implies
x varies with QDN size, and by coupling this scenario with
the ionization energy theory 
x; this will be explained in
Sec. IV, we can conclude that here, for smaller QDs large x
and therefore large , the strength of electronic confinement
is larger, and vice versa.
IV. EXPERIMENT
In this section, the PL spectra of experimentally pro-
duced larger Si1−xCx QDs compared to Sec. II and silicon
carbide films are discussed using the ionization energy
theory in Secs. IV A and IV B, respectively. The section con-
cludes with a brief discussion of the advantages and chal-
lenges of plasma-aided nanosynthesis in Sec. IV C. The low-
frequency 460 kHz inductively coupled plasma ICP
assisted rf magnetron sputtering ICP-MS system has been
used to grow the 3C-SiC QD samples for deposition times of
20 and 40 min. This ICP-MS system is designed to control
the plasma processes and the sputtering independently from
each other, which in turn, also enables one to control the
growth of SiC QDs. The details of this plasma-assisted
growth mechanism are given by Ostrikov et al.27,29 During
growth, the ICP power is kept at 800 W, while the magnetron
sputtering power is at 100 W 13.56 MHz. The ICP source
can produce high-density plasmas, with densities approxi-
FIG. 3. Color online Energy level difference not to scale for the infinite
square well potential for different widths ab. GS is the ground state
energy.
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mately 100 times higher than in capacitive discharges in a
similar pressure range.56 A high-purity and stoichiometric
Si / C=1 electrode is used, while the substrate used here
is a single-crystalline Si100. The substrate is heated to
400 °C, a mixture of Ar and H2 gases fill the chamber and
the working gas pressure of around 0.25 Pa is maintained
during deposition. The chamber is pre-evacuated to a base
pressure of around 10−4 Pa by a combination of rotary and
turbo-molecular pumps. PL measurement is a suitable tool to
use to investigate discrete energy levels in QDs. It also pro-
vides direct experimental evidence for the evolution of a par-
ticular elemental content in QDs and . Usually, a laser with
an appropriate wavelength is used to excite the electrons
from its ground state energy, and create electron-hole pairs.6
In this work, we used the Renishaw -Raman 1000 to mea-
sure PL from Si1−xCx samples at 77 K. The excitation source
is the He–Cd laser with an incident beam at 325 nm.
A. PL: size dependence
The 20 min deposition time refers to the 14 nm QDs,
while the 40 min deposition time QDs have an average di-
ameter of 20 nm. The larger QD sizes obtained using longer
deposition times may be clearly seen by comparing the SEM
insets of Figs. 4a and 4b. The ICP-MS process parameters
are listed in Table I, together with their diameters. Figure
4c shows the PL spectra of the above as-deposited samples
at 20 and 40 min. Our experimental results clearly indicate a
redshift in energy-peaks, from 20 min 14 nm to 40 min 20
nm, in accordance with the ionization energy theory dis-
cussed earlier for example, see Eq. 7.
Apart from that, Kassiba et al.57 have theoretically simu-
lated the PL spectra of 3C-SiC crystalline nanoparticles us-
ing the quantum-chemical codes. They found that the simu-
lated energy-peak for SiC nanoparticles is around 410 nm
3.02 eV, where it is close to our measured value of around
410 nm see Fig. 4c. They used an excitation line 337
nm that is also close to ours, which is 325 nm. In addition,
the energy-peak for bulk SiC is given by 2.2 eV, which is
smaller compared to SiC nanoparticles 3.02 eV and there-
fore, the difference 3.02–2.20 eV can be attributed to the
electron confinement effect.57 Consequently, we can con-
clude that our PL spectra centered at around 410 nm for SiC
QDs are in accordance with the theoretical results of Kassiba
et al.,57 whereas the observed redshift has been predicted by
the ionization energy theory due to weaker confinement for
large QDs.
B. PL: x-dependence
As studying the effect of x on PL using QD samples is
quite difficult, an alternative approach was to use experimen-
tal data from hydrogenated amorphous silicon carbide
a-Si1−xCx :H thin films previously published by Cheng et
al.48 with x ranging between 0.09 and 0.71 to discuss the
effect of carbon content on the ionization energy. The
samples were prepared at a high growth rate using low-
pressure, low-frequency, thermally nonequilibrium ICP
chemical vapor deposition CVD with SiH4 and CH4 as the
feedstock gases, with a relatively low input power density
and no hydrogen dilution.48
The PL spectra are shown in Fig. 5a, while Fig. 5b
indicates the change in energy-peaks taken from the
x-dependent spectra, follow the arrows with respect to car-
FIG. 4. Color online SEM micrographs of SiC nanodots after: a 20 min
and b 40 min. The smaller dot size for shorter deposition times is clearly
seen when comparing the zoomed-in inset of a to that of b. PL spectra at
77 K, excited using a He–Cd laser 325 nm for the SiC QD samples grown
at 20 and 40 min is presented in c. The arrows show that the energy-peak
at 40 min has been redshifted as expected from the ionization energy theory.
The diagonal solid line is a guide to indicate the redshift clearly.
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bon content x. From Eq. 1, any systematic substitution or
variation in x in this case, will vary the  linearly53 since x is
linearly related to  as given in Eqs. 5 and 6. For ex-
ample, the average ionization energy for free atomic C and
Si using Eq. 6 are Si4+ = 786.5+1577.1+3231.6
+4355.5 /4=2488 kJ mol−1 and C4+ = 1086.5+2352.6
+4620.5+6222.7 /4=3571 kJ mol−1, respectively.
This in turn, points to the inequality SiC that ex-
plains the blueshift in the energy-peaks with carbon content
x as expected, and is represented with a solid line in Fig. 5.
This comparison is straightforward because Si1+C1+,
Si2+C2+, and so on. This is additionally due to the fact that
both C and Si compound almost always have a valence of
4.58 Prior to averaging, all the ionization energies mentioned
in this work were obtained from reliable databases.59,60
C. Advantages and challenges in plasma-based
nanosynthesis
Sections IV A and IV B discussed the growth of SiC
QDs and films using plasma-based techniques such as
ICP-MS and ICP-CVD. Here we will briefly discuss the ad-
vantages and challenges related to nanosynthesis in a plasma
environment. The benefits of conducting nanoassembly
within a plasma environment include low processing tem-
peratures. In addition to lower cost, this also means a wider
variety of substrates are able to be used, including
polymers.61 Moreover, particularly important for 1D nano-
structures such as nanotips, nanotubes,62,63 and nanowires,64
the electric field controlled directionality of fluxes65 in a
plasma-based environment leads to a much better degree of
vertical alignment than is possible in a neutral gas-based
process.61,66,67 Plasma-based semiconductor manufacturing
lines may be used for nanofabrication26,27,50 providing a de-
terministic level of control over self-assembly on plasma-
exposed surfaces is realized.66 While plasmas have been used
for nanocluster/nanoparticle generation68,69 with demon-
strated size control,70 the high influx rates typically means
that they are not commonly used for QD self-assembly on a
substrate surface where the issue of supply versus demand of
building and working units is a crucial element for controlled
growth.26,27 Learning how to deterministically control
plasma-based parameters such as reactor pressure, relative
ion/neutral densities, electron temperature, etc. to obtain the
exact balance of building and working units required to cre-
ate delicate nanoassemblies such as ultrasmall QDs with pre-
cisely controlled growth rates66 is an outstanding challenge
in the field and will be the subject of future work.
V. CONCLUSIONS
We have performed a combinatorial investigation of the
growth and electronic properties of Si1−xCx QDs which in-
cluded the following:
1 numerical simulations of the synthesis of Si1−xCx with
controlled x and size,
2 using the ionization energy theory to understand the
variation in electron confinement effects with x and QD
size, and
3 explaining the PL spectra obtained by ICP-MS growth
of Si1−xCx QDs and ICP-CVD growth of a-Si1−xCx :H
films using the ionization energy theory.
Our main findings are as follows:
• Numerical simulations provide a way to carefully
choose the average size and composition or x of a
Si1−xCx QD pattern. While a steady state x may be
achieved relatively early in the QD growth, drastic
changes in x at the very initial stage of deposition for
just a small number of atoms can have a strong effect
on the electronic properties of the final QD.
• For larger QDs 5 nm, the confinement effect will
be smaller and our experimental data show only a
small redshift, which is still observable. This 5 nm
limit is approximated from Ref. 71, where the
TABLE I. Deposition conditions and average QD size as a function of
growth time.
Deposition time
min
SiC target power
W
Gas pressure
Pa
QD diameter
nm
20 100 0.25 14
40 100 0.25 20
FIG. 5. Color online a PL spectra at 77 K, excited using a He–Cd laser
325 nm for the hydrogenated amorphous-Si1−xCx thin films for different
carbon content x 0.09, 0.19, 0.55, 0.60, and 0.71. All experimental data
points were obtained from Cheng et al. Ref. 48. It is clearly labeled with
arrows to indicate the evolution of energy-peaks with x blueshifted. The
PL spectrum for x=0.41 is not shown for clarity. b Experimental data Ref.
48 of the energy-peaks for different carbon content x including x=0.41. The
solid line is from the ionization energy theory.
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electron-phonon interaction energy becomes almost a
constant for QDs with a diameter larger than 5 nm.
• The reason why we can observe this redshift as a func-
tion of QD size between 14 and 20 nm is due to i
small size smaller than bulk and ii large x. These
two effects have increased the ionization energy con-
finement strength of the QDs. In other words, any
simultaneous increase in x and decrease in size will
increase the magnitude of the ionization energy in SiC
QDs and subsequently enhance the confinement
strength.
• The systematic increase in carbon content gives rise to
systematic blueshift in the energy-peaks as a result of
increased ionization energy of the SiC thin films.
Finally, our study provides a direct, straightforward link
from the synthesis process parameters to the effectiveness of
electron confinement in self-assembled QD systems. Future
work will consist of further refining of this technique, so that
it may be applied after each growth step leading to incorpo-
ration in simulation-derived growth recipes which may then
be used as a basis for experimental studies. A combinatorial
approach is a viable route toward devising advanced nano-
scale synthesis approaches in a broad range of advanced ap-
plications.
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