Abstract. Reversibility is a su cient but not necessary condition for Markov chains for use in Markov chain Monte Carlo simulation. It is necessary to select a Markov chain that has a pre-speci ed distribution as its unique stationary distribution. There are many Markov chains that have such property. We give guidelines on how to rank them based on the asymptotic variance of the estimates they produce. Two questions are addressed. First, how to select a Markov chain among several nonreversible (or reversible) ones. Second, given a non-reversible Markov chain, is there a reversible one with the same (or better) performance?
Introduction
Markov chain Monte Carlo (MCMC) simulates a probability distribution by running a Markov chain X 1 , X 2 , : : : having as its unique stationary distribution. This is similar to classical independent-sample Monte Carlo (ISMC), which uses a sample mean of the same form as (1.2) but with X 1 , X 2 , : : : independent and identically distributed with distribution . Typically, the law of large numbers (LLN) and the central limit theorem (CLT) hold. They guarantee that^ n converges almost surely to and p n(^ n ? ) converges in law to some normal random variable.
This justi es the use of^ n as an approximation of and provides an estimate of the approximation error, just as in ISMC. The only di erence between MCMC and ISMC is that the variance in the CLT is typically larger, sometimes much larger, in MCMC than in ISMC. An MCMC algorithm is characterized by its transition probability kernel P de ned by P(x; A) = P(X n+1 2 A j X n = x). A kernel P has a probability measure as its stationary distribution if (A) = Z P(x; A) (dx) (1.3) holds for all measurable sets A. There are always many di erent kernels P having a particular stationary distribution . Hence many di erent MCMC algorithms that can be used for a particular simulation. The primary criterion used to choose among them is, as everywhere else in statistics, variance in the CLT (asymptotic relative e ciency). This variance depends on both the transition probability kernel P and on the function f for which we are trying to approximate the integral (1.1), so we denote it v(f; P) and write the CLT p n(^ n ? ) L ?! N ? 0; v(f; P) : (1.4) This assumes the CLT holds; we write v(f; P) = 1 when it does not. It also assumes that the validity of the CLT and the asymptotic variance do not depend on anything other than f and P. Since the law of a Markov chain is determined by its transition probability kernel and its initial distribution, the initial distribution is the only other thing that could a ect variance in the CLT. But we limit our attention to Harris recurrent kernels for which the same CLT holds for all initial distributions if it holds for any initial distribution 7, Proposition 17.1.6].
Thus we say an MCMC algorithm with transition probability kernel P is better than one with kernel Q for a particular function f if v(f; P) < v(f; Q). This criterion is rarely of interest, because in a typical MCMC application there are many functions f, often an in nite family of functions, for which integrals (1.1) need to be approximated. This leads us to the following criterion.
De nition 1.1 If P and Q are transition probability kernels with the same stationary distribution, we say P is at least as good as Q in the e ciency ordering, denoted P E Q, if v(f; P) v(f; Q); for all f;
(1.5a) and we say P is better than Q in the e ciency ordering, denoted P E Q, if (1.5a) holds and v(f; P) < v(f; Q); for at least one f:
(1.5b) It is clear that this de nes a re exive and transitive relation on transition probability kernels with the same stationary distribution. It fails to be a partial ordering, because in general it fails to be antisymmetric (P E Q and Q E P does not necessarily imply P = Q).
A transition probability kernel P is said to be reversible with respect to a probability measure if ZZ f(x)g(y) (dx)P (x; dy) = ZZ f(y)g(x) (dx)P (x; dy) (1.6) holds for all bounded measurable functions f and g. In particular, this implies that is a stationary distribution for P. It is shown in 8] that the E relation is antisymmetric if restricted to kernels that are reversible with respect to and that this partial order can also be de ned in terms of lag one autocovariances of the time series f(X 1 ), f(X 2 ), : : : .
We claim this criterion is the right one for evaluating di erent MCMC algorithms. Other criteria that do not relate to the CLT have been used in the MCMC literature. Instead, they relate to the behavior of the marginal distribution of X n , the state at time n. Typically, by the aperiodic ergodic theorem, the law of X n will converge in total variation to as n ! 1. Various criteria depend upon the rate of convergence in this theorem, but this has little relevance to MCMC, since there is no direct connection between such criteria and the sampling error of the MCMC approximation (1.2).
In practice, almost all MCMC algorithms are special cases of the Metropolis-
Hastings-Green algorithm 6, 4, 3], which produces reversible elementary update steps. The elementary update steps are often combined in the following way to make a more complicated algorithm. If P and Q are transition probability kernels having stationary distribution , then so is the kernel PQ, which corresponds to performing the update for P followed by the update for Q. However, reversibility of PQ does not follow from reversibility of P and Q. In fact, PQ is reversible if and only if PQ = QP, which rarely holds. The same holds true for the product of three or more kernels: PQR has the same stationary distribution as P, Q, and R, but is not necessarily reversible when P, Q, and R are reversible.
It is not known (to us) whether this mild form of non-reversibility has any important implications. It is possible, as we will develop in further detail below, for a non-reversible update method to beat any reversible one, but whether a nonreversible product of reversible updates can do so is unclear. There has been some recent theoretical interest in non-reversible MCMC. In 5, 9, 1] some simple nonreversible Markov chains are shown to have better properties in terms of convergence to stationarity in total variation distance than reversible chains. In this paper, we continue this discussion, reanalyzing an example from 1].
2 Some Hilbert Space Theory A transition probability kernel P having stationary distribution de nes a linear operator on L 2 ( ) as follows. A function g 2 L 2 ( ) is transformed to a function Pg de ned by (P g)(x) = Efg(X t ) j X t?1 = xg = Z g(y)P(x; dy):
This operator is bounded, having Hilbert norm less than or equal to one by Jensen's inequality. The adjoint of P is the operator P characterized by (f; Pg) = (P f; g); f; g 2 L 2 ( ) (2.2) (there exists a unique bounded linear operator satisfying this condition by a theorem of functional analysis). Comparing (2.2) with (1.6), we see that they are the same except for having restricted ourselves to bounded functions in (1.6 is the zero function, Harris recurrence of P implies P is a one-to-one (injective) operator on L 2 0 ( ). It is not injective on L 2 ( ) because l P f = 0 for any constant function f.
The key CLT for Markov chains with non-reversible kernels is found in 2]. v(f; P) v(f; Q) if and only if (f; l ?1 P f) (f; l ?1 Q f): What this says about the partial order P E Q is a bit unclear since it is unknown (to us) whether a CLT exists when the condition f 2 R(l P ) = D(l ?1 P ) is not satis ed. However, we can say the following: if l P and l Q are boundedly invertible, then P E Q if and only if because for a real Hilbert space (f; g) = (g; f). Equation (2.7) does not hold in a complex Hilbert space where (f; g) = (g; f), the overline denoting complex conjugation.
This says that every statement about (f; Af) is actually a statement involving only the self-adjoint part of A. In particular, the variance formula (2.4) involves only the self-adjoint part of l ?1 P . This means that di erent Markov chains having inverse Laplacians with the same self-adjoint part will have the same asymptotic relative e ciency.
If A is a bounded linear operator on a real Hilbert space H, we say that A is positive if (f; Af) 0; 8f 2 H: (2.8) This de nition would be the standard de nition commonly used in functional analysis if H were a complex Hilbert space. Our use of the same notation when H is a real Hilbert space is nonstandard. If H is a complex Hilbert space, then (2.8) automatically implies that A is self-adjoint, so the notion of positive operator commonly used in functional analysis only applies to self-adjoint operators. To the contrary, our de nition also applies to non-self-adjoint operators. For example, the iterated conditional expectation formula implies (f; Pf) (f; f) for every Markov kernel P, hence l P is a positive operator in our sense, regardless of whether P is self-adjoint or not. All three matrices can be viewed as the transition probability matrices of random walks on a discrete circle with states labeled from 0 to n ? 1 (n = 4 in the speci c case) and moves possible only from state k to the states k 1 mod n. P and P represent deterministic walks clockwise and anti-clockwise around the circle. Neither P or P is self-adjoint. Their self-adjoint part P is, of course, self-adjoint. It represents the symmetric random walk. All three matrices, being doubly stochastic, have the uniform distribution as their stationary distribution.
The deterministic nature of P and P implies v(f; P) = v(f; P ) = 0 for every f 2 L 2 0 ( ), because^ n ? = O(1=n) so p n(^ n ? ) ! 0; as n ! 1:
In contrast v(f; P ) > 0, so although all three of these chains have Laplacian with equal self-adjoint parts, their inverse Laplacians are not equal. In fact, as is well known, the performance of the symmetric random walk gets arbitrarily bad as the diameter of the circle (number of states) goes to in nity. Thus the self-adjoint and non self-adjoint cases are very di erent.
Constructing the inverse
In this section we consider Markov chains on nite state spaces and explain how to construct a generalized inverse that represents the inverse Laplacian. If there are n states, then L 2 ( ) has dimension n and L 2 0 ( ) has dimension n ? 1. If the Markov chain is irreducible, then the Laplacian l P = I ? P is an invertible operator on L 2 0 ( ), but it is never an invertible operator on L 2 ( ).
The space L 2 0 ( ) is a bit hard to work with resulting in complicated formulas. So we seek a generalized inverse l ? P that agrees with the inverse on L 2 0 ( ), that is, l ? P l P f 0 = f 0 and l P l ? P f 0 = f 0 for every f 0 2 L 2 0 ( ). The space L 2 ( ) is also a bit hard to work with because of its unusual inner product. Let S denote the state space, then the inner product is de ned by (f; g) = X x2S f(x)g(x) (x); f; g 2 L 2 ( ): Both (3.1) and (3.2) run afoul of our basic intuitions about linear algebra which are limited to thinking of all nite-dimensional vector spaces as being R S for some nite set S and having inner product and adjoint de ned by (3.1) and (3.2) with (x) = 1 for all x. Thus we can also denote R S as L 2 ( ) where is counting measure on S. Because we understand L 2 ( ) better than L 2 ( ), we want to study the connections between them.
Assuming (x) > 0 for all x, which follows from irreducibility, we de nẽ P(x; y) = First notice that, since UU T = V V T = I, l ? P and l P commute, that is, l ? P l P = T ?1 V D ? DV T T = T ?1 UD ? DU T T = l P l ? P :
From T1 = p and DV T p = 0 it follows that l P , l ? P l P (and hence also l P l ? P )
annihilate constant vectors. Furthermore, for every f 0 2 L 2 0 ( ), l ? P l P f 0 = f 0 and l P l ? P f 0 = f 0 as requested. This is easy to verify if we pick the columns of V as a basis for L 2 the nearest-neighbor symmetric random walk with re ecting barriers. This chain has state space f1; 2; : : : ; ng, transition probability matrix P de ned by P(n; n 1) = 1 2 whenever n 1 is a point in the state space P(1; 1) = P(n; n) = 1 2 and zero for all other entries. The stationary distribution is the uniform distribution, (x) = 1 n . In order to avoid the slow convergence of this random walk, Diaconis et al. 1] propose a di erent Markov chain for simulating this distribution. They enlarge the state space by introducing a copy of each state, so the state space now has 2n points. They label the points with integers from ?n+1 to n which they consider a discrete circle with the point ?n + 1 adjacent to n. The state ?s is the \copy" of the state +s, except for the points 0 and n, which are anomalous in some respects, being considered copies of each other.
This new chain does a mixture of two very di erent motions. Let c be any number such that 0 c n. The rst motion is a deterministic walk to the left around the circle P(s; s + 1) = 1 ? c n ; s < n P(n; ?n + 1) = 1 ? c n :
The second motion switches between copies except for the anomalous points which \switch" to themselves P(s; ?s) = c n ; 0 < jsj < n P(0; 0) = c n ; P(n; n) = c n : All the other elements of the transition probability matrix are zero. For n = 3, this This chain also has a uniform stationary distribution, (x) = 1 2n . By \collaps-ing" the copies, we obtain the original stationary distribution. Actually, since the stationary distribution is uniform, it does not really matter which two states we collapse to go back to the original state. Any sort of grouping of the states two by two recovers the original stationary distribution on the original state space.
The operator corresponding to P c is not self-adjoint because P c does not satisfy the detailed balance condition (unless c = n). Since the stationary distribution is uniform, the matrices P andP de ned by (3.3) are proportional. Hence both are symmetric or neither is. The transition operator on L 2 ( ) is self-adjoint if and only ifP is symmetric, hence in this case if and only if P is symmetric, and (4.1) is obviously not symmetric.
By taking the inverse of l Pc as described in Section 3, and letting the value of c vary over the interval 0; n] we can study the properties of P c in terms of asymptotic variance of the corresponding MCMC estimates. The eigenvalues of In hindsight, this is not so surprising because we know the deterministic walk around the circle has the best possible performance in the CLT with asymptotic variance zero for all functions of interest (see the discussion at the end of Section 2). Without the exact computations, however, we would not know that performance is a monotone function of c. On non-reversible Markov chains 13 We can always construct Q as an operator on L 2 0 ( ) using this formula whenever l P is invertible. The question is whether Q is the transition operator of a Markov chain with the same stationary distribution as P.
As we already remarked, Q is automatically self-adjoint. In detail, the identity is self-adjoint, the operator in the large braces is the self-adjoint part of l ?1 P , the sum of self-adjoint operators is self-adjoint, and the inverse of a self-adjoint operator is self-adjoint. Now we check the requirement that Q is a Markov transition kernel with the proper stationary distribution. We need to verify that Unfortunately nothing guarantees that Condition 3 holds in general, so Q is not necessarily a Markov transition kernel. For nite state spaces Condition 3 is equivalent to requiring all the entries of the transition matrix to be non-negative. This is not easy to check except by explicit calculation. The analogous check for operators on a Hilbert space is harder still. However, it has been of some interest to explore this question enough to see the outline of the situation. 1 ] applying the criterion of asymptotic e ciency (variance in the central limit theorem) rather than the criteria used by Diaconis et al. Although, we come to qualitatively the same conclusion (non-reversible chains are interesting), the details di er. The fact that the best case according to our criterion (c = 0) is a deterministic Markov chain that tours all the states visiting each state once per cycle makes it of dubious relevance to MCMC. Even in the analysis of Diaconis et al. the optimal value of c according to one criterion is c = p log n which gives transition probabilities c=n that are very close to zero for large n.
The nice thing about toy problems like this is that mathematical analysis is possible, allowing conclusions to be drawn that may have some relevance for practical problems. The di culty with toy problems is that it is always hard to know how they are analogous to real-world problems. Here the analogy seems somewhat strained. Diaconis et al. 1] give, in Sections 5 and 6 of their paper, a general algorithm and a few examples, one of which (the generalization of Fisher's exact test beyond 2 by 2 tables) has a statistical application. However their general algorithm has no exact mathematical analysis, and it is hard to see how to apply it to the many types of MCMC now used in statistical practice.
Our interest in non-reversible chains has been rekindled by the Diaconis et al. paper. We have attempted to work out the consequences of non-reversibility for theory based on asymptotic e ciency. Clearly this theory has a long way to go. We cannot claim to have accomplished much more than working through some elementary issues and raising some relevant questions. Still, having no more than a good beginning, we found some surprises.
