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1. Introduction 
Let us consider the generalized eigenvalue problem of damped vibrating 
sYstems in the form of 
(:M:w2 + Dco + C) z = 0 (1) 
where :M:, D and C are the matrices of masse5, of damping and of spring 
constants, respectively; all the three of them are of n-th order. The 2 ~< n 
numerical values of the eigenvalue (j) (multiplicity is also considered) and 
perhaps the corresponding eigenvectors z(w) have to be determined. To deter-
mine the eigerl"v-alues co, i.e. the roots of the polynomial of 2n-th order: 
Dw + C) 0, 
there are two well-kno"wn methods [1]. 
One of them reduces the problem to calculating the eigenyalues of the 
following 2n-th order matrix: 
_M-l C] 
o . 
The other procedure assumes 2n+l different, arbitrary v-alues for Wi and cal-
culates the corresponding values of the polynomial 
C) i = 1,2, ... , 2n 1. 
To these points an interpolation polynomial of 2n-th order can be fitted and 
its zero points will give the eigenvalues desired. From a numerical point of 
view the disadvantage of the first method is to double the order of the matrix, 
while in the second procedure already the coefficients of the interpolation 
polynomial are containing errors and determining the roots means in itself 
serious numerical difficulties. 
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The essence of the method presented below is to reduce the problem 
(I) to two special eigenvalue problems of n-th order by solving an equation 
system of second degree with the number of unknowns being n Z• 
2. Review of the procedure 
Assuming the matrix M to be non-singular and multiplying Eq. (I) 
by 1\'1-1 from the left it gives: 
Am B)z= 0 (2) 
where A = M-ID and B = M-lC. In technical interpretations it is usual to 
have the matrices D, C as real symmetric and III being positive definite. 
To save the symmetry it is appropriate - instead of multiplying by 1\'{-1 - to 
apply M = L L*, i.e. Cholesky's decomposition (where L is a lower triangular 
matrix and L* its transpose) and to multiply Eq. (I) by L-l from the left. 
Introduce the notations L*z = y hence z = L*-ly. Thereby the problem in 
Eq. (1) is transformed again into (2), where 
A = L -1 D L* -1, B = L-1 C L*-l 
and y stands for z. 
The further derivations are restricted to the eigenvalue problem of 
Eq. (2). Attempting the decomposition: 
B = (Im X) (Iw Y) (3) 
performing the operation at the right-hand-side, and comparing the correspond-
ing coefficient matrices of 0) of the same power on both sides, the resulting 
matrix equations are 
x + Yi= -A; and X Y=B. (4) 
Let the matrix Y be expressed from the first one and substituted into the 
second to get: 
X2 + X A + B = 0 (5) 
i.e. a quadratic equation system of n2 unknowns for X as the variable, n being 
the order of the quadratic matrices. 
Having Eq. (5) been solved for the matrix X, then from Eq. (4) we 
obtain the matrix: 
Y= -A-X 
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and in conformity with Eq. (3) the problem in Eq. (2) has been reduced to the 
form 
(1eo X) (1eo - Y) z = O. (6) 
The relationship: 
det (Ieo X) (1eo - Y) det (reo - X) . det (1eo - Y) 
being yalid, solution of' Eq. (6) is equiyalent to that of two special eigen-
yalue problems of n-th order. 
The numerical efficiency of the pl'ocedure introduced aboye depends 
on the solution possibilities of Eq. (5), thel'efore the furthel' discussions wilJ 
he restricted to this subject. 
3. SoluTIon of the matrix equation (5) 
Let the i-th l'O"WS of matrices X and B denoted by x'i' and h1, respectively. 
If Eq. (5) is wl'itten in scalar form, it is easy to see the equivalency to the 
equation: 
r X* A* o 
o X* + A* ... 
L o o 
Introducing the notation: 
o 
o 
X* + A* 
for dil'ect products and defining vectors as 
Xl 
-, rhl I ..1_ =0 . 
X 2 h2 
(7) 
Xl1-' 
Eq. (6) can he written in the form of usual non-linear equation systems as 
£(1;) - [(X + A)* ® I]; + !3 o. (8) 
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This equation system, since being of second order, could be considered as 
fairly special, although the number of the variables is n 2• There are several 
mcthods known as approximate solutions of non-linear equation "ystems. 
[2], [3] 
As one of the best known, the generalized Newton-Raphson iteration 
method 
(9) 
IS going to be considercd. For the present case the J acohian function-matrix 
J [f om takes thc hypermatrix form: 
J = rX* + A* .-:... X ll I X 12 I 
X 21 I X* ...,- A* - X 22 I 
X* 
or using the direct product in the form of: 
J= (X I ® X. 
4. Example 
X lll I 
X 21l I 
Let the eigenvalue problem in Eq. (2) be solved in case of the coefficient matrices: 
A ~ [ -20 -8 0 il B ~ [ 32 15 -44 35] -11 -15 1 -et -6 -60 58 5 -4 -17 13 36 49 64 -'75 
2 5 9 13 9 12 35 -·10 . 
To solve matrix Eq. (5) the iteration method ,hown in Eq. (9) has been applied with ;(0) = 0 
as initial valne. For each step of iteration the values of 
Il ~i ~i-l i! (10) 
were calculated, where the norm of the vector means the sum of the absolute values of the 
elements. The convergence is fast as it appears from Table 1. 
Iter. 
i'ltcps 
1 
2 
3 
4 
5 
6 
Table 1 
:'\orm 
2.2318 . 101 
5.994.4 . 100 
4.6622 . 10-1 
6.7397 . 10-3 
1.4294 . 10-6 
1.4291 . 10-9 
DAJIPED T"IBRATIO.-VS 107 
Taking the values obtained in the sixth iteration for final results in matrices: 
x [ 2.0794· 0.9206 -2.0794- 1.9206] 0.5238 0.'1762 2.5238 2.4762 -0.3810 2.3810 2.3810 2.6190 
-0.0635 0.0635 1.0635 -1.9365 
Y = [ 17.9206 7.079,1 2.079-1 -,',9206] 10.4762 14.52:38 1.5238 -5.4762 5.3310 1.6190 H.6190 10.3810 
-1.9365 -5.0635 -10.0635 H.9365 . 
(The results are shown up tu four decimals.) The eigenvalues of matrices X and Y obtained by 
the double-step QR algorithm [4.] give the eigcIlvalues of the original problem with an accuracy 
of 8 digits: 
-1 
2 
1-;-2i 
1 2i 
Summary 
,t 
8 
18 
32. 
A method has been introduced to show how to reduce the eigenvalue problem of 
damped yibrating systems to two special eigenvalue problems of n-th order by the approximate 
solution of a quadratic equation system with n2 unknowns. The program of the numerical 
example had been run on a computer ODRA-1204. at the Faculty of Ch-il Engineering, 
Technical LniYersity, Budapest. 
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