Abstract. Optimal transport and information geometry are both mathematical frameworks for studying geometries on spaces of probability distribution, and their connections have attracted more and more attention. In this paper we show that the pseudo-Riemannian framework of Kim and McCann, a geometric approach to the celebrated Ma-Trudinger-Wang condition in the regularity theory of optimal transport maps, encodes the dualistic structure in information geometry. This general relation is described using the natural framework of c-divergence, a divergence defined by an optimal transport map. This connection sheds light on old and new aspects of information geometry. For example, the dually flat geometry of Bregman divergence corresponds to the quadratic cost and the pseudo-Euclidean space, and the L (α) -divergence introduced by Pal and the first author has constant sectional curvature in a sense to be made precise. We also show that the L (α) -divergence is equivalent to a conformal divergence and Kurose's geometric divergence. Finally, we study canonical divergences in information geometry and interpret them using the pseudo-Riemannian framework.
Introduction
Let µ and ν be probability measures on state spaces M and M ′ respectively. Given a cost function c defined on M × M ′ , the Monge-Kantorovich optimal transport problem is cdγ,
where Π(µ, ν) is the set of probability measures on M × M ′ whose first and second marginals are µ and ν respectively. Under suitable conditions on the cost and the measures µ, ν the optimal coupling γ * is deterministic, i.e., γ * concentrates on the graph G ⊂ M × M ′ of a measurable map f : M → M ′ . We call f an optimal transport map. The transport cost T c may be regarded as a lift of the cost c from M × M ′ to P(M ) × P(M ′ ), where P(M ) and P(M ′ ) are spaces of probability measures. is the Wasserestein metric. Optimal transport is at the intersection of probability, geometry and analysis, and we refer the reader to [44, 45] for systematic mathematical expositions. With recent breakthroughs in algorithmic development, optimal transport was also shown to be remarkably useful in applications [42] .
In this paper we let M and M ′ be n-dimensional smooth manifolds with n ≥ 2 that often coincide. Following the geometric approach of Kim and McCann [17] and McCann [28] , consider the cross difference ) are elements of the graph G of optimal transport, then by the c-cyclical monotonicity of G we have δ ≥ 0. In [17, 28] it was shown that this cross difference induces a pseudo-Riemannian geometry on M × M ′ which controls the geometry -including the regularity -of the optimal coupling. The pseudo-Riemannian metric (a nondegenerate 2-tensor), given by h = 1 2 Hess δ, has signature (n, n) where the Hessian is taken with respect to the 2n-dimensional variable (p, q ′ ). The details are recalled in Section 2.2. In this paper we show that this pseudo-Riemannian framework also encodes the dualistic structure in information geometry, and use this connection to elucidate several aspects of information geometry.
Before describing the connection with information geometry, let us discuss briefly the context of [17, 28] in more detail. A fundamental problem in optimal transport is to study when the Monge-Kantorovich problem (1.1) admits a Monge (i.e., deterministic) solution, and, if so, the regularity (continuity and smoothness) of the optimal transport map. While the first question is addressed by a twist condition on the cost function, regularity involves analyzing nonlinear partial differential equations of which the Monge-Ampère equation is a classic example. See [45, Chapter 12] as well as [17, Section 5] for more details. Significant progress was achieved by Ma, Trudinger and Wang [24] who introduced a differential condition on the cost c and showed that it is sufficient for the continuity of the transport map (given that µ and ν have smooth densities). Later, Loeper [22] showed that this condition is also necessary and interpreted the Ma-Trudinger-Wang (MTW) tensor as a crosssectional curvature. Kim and McCann [17] showed that these results correspond to conditions on the Riemann curvature tensor in their pseudo-Riemannian framework (see Remark 3.11) ; further progress is surveyed in [28] .
1.1. Summary of main results. To describe the connection between the pseudoRiemannian framework and information geometry, we first recall the definition of divergence (also called contrast function). For background in information geometry see [1, 7] and the references therein. For convenience we assumed that the objects considered (manifolds, functions, etc) are smooth. so that (g ij (ξ)) is strictly positive definite and varies smoothly in ξ. Note that g defines a Riemannian metric on M .
The classic example is where M is a finite-dimensional family of probability distributions (such as an exponential family), and D is the Kullback-Leibler divergence (relative entropy). Then g is the Fisher information metric. A divergence induces a dualistic structure (g, ∇, ∇ * ) on M consisting of a Riemannian metric g and a pair (∇, ∇ * ) of torsion-free affine connections which are dual with respect to the metric g. The coefficients are given in (3.1). The duality means that for any vector fields X, Y and Z we have the following extension of the metric property:
(1. 4) Zg(X, Y ) = g(∇ Z X, Y ) + g(X, ∇ * Z Y ). Note that the average 1 2 (∇ + ∇ * ) is the Levi-Civita connection of g. 1 When D is a Bregman divergence, the induced dualistic structure is dually flat [30] . Dual connections also appear in the context of affine differential geometry [33] .
In Section 2.1 we review the framework of c-divergence, a divergence on the graph of optimal transport derived from the optimal transport map f and the corresponding Kantorovich potentials. Introduced by Pal and the first author in [40, 47] , this framework includes the Bregman divergence as well as the L (α) -divergence studied in [46, 39, 40, 47, 48] . In fact, any divergence in the sense of Definition 1.1 can be regarded as a c-divergence by letting c = D. We regard the graph G of the transport map f (assumed to be smooth) as a submanifold of the product manifold M ×M ′ , and the c-divergence as a divergence on G. This gives a dualistric structure (g, ∇, ∇ * ) on G. In Section 3 we study the relations between the geometries (M × M ′ , h) and (G, g, ∇, ∇ * ). The main result, informally stated, reads as follows.
Theorem 1.2. The information-geometric Riemannian metric g is the restriction of the pseudo-Riemannian metric h to G. Moreover, the Levi-Civita connection∇ of h induces (∇, ∇ * ). Similar statements hold for the curvature.
This result embeds the dualistic geometry of information geometry, in complete generality, into the pseudo-Riemannian framework. Intuitively, this comes from the fact that the cross difference is equal to the symmetrization of the c-divergence on the graph of optimal transport (see Remark 2.7). Let us note that Theorem 1.2 is not the first result that considers the geometry of optimal transport in the context of information geometry. In [15] Khan and Zhang computed the MTW tensor for the logarithmic cost function corresponding to the L (α) -divergence, and found that it has a particularly simple form. This result motivated our work on this paper. In their follow up work [16] , Khan and Zhang considered convex costs on R n of the form c(x, y) = Ψ(x − y), and showed that the MTW tensor is a multiple of the orthogonal holomorphic bisectional curvature of a Kähler manifold equipped with the Sasaki metric. On the other hand, in this paper we consider an arbitrary divergence and connect it with the original pseudo-Riemannian framework of Kim and McCann. Thus in this sense our results are more general.
We use this relation to shed light on old and new aspects of information geometry. For example, the dually flat geometry of Bregman divergence follows immediately from the flatness of the pseudo-Euclidean space. The L (α) -divergence is more interesting as its dualistic structure has constant sectional curvature equal to −α [40, 47] , and in Section 4 we study it using the pseudo-Riemannian framework. The L (α) -divergence is also closely related to other classical divergences in information geometry. In Section 5 we show that it is a monotone transformation of a conformal divergence, and is equal to the geometric divergence of Kurose [18] via an explicit affine immersion (these results were first announced in [49] ).
As an application of the pseudo-Riemannian framework, in Section 6 we consider the construction of canonical divergence, the inverse problem of finding a divergence which induces a given dualistic structure. We show that this problem is equivalent to a (local) extension of the pseudo-Riemannian metric off the diagonal of M × M ′ . We then use this observation to interpret the canonical divergence of Ay and Amari [6] . We also show that their divergence is not equal to the L (α) -divergence which can be canonically defined for a statistical manifold with constant sectional curvature, addressing a question asked in [47, Section 1].
1.2. Related literature and discussion. The connections between optimal transport and information geometry have gained more and more attention in recent years. Apart from our line of works [39, 46, 37, 40, 47, 48] which centers on the c-divergence and L (α) -divergence using the duality of optimal transport, other perspectives have been considered in the literature. For example, [3, 4] study divergences defined using the entropically relaxed transport problem (see Example 2.5 below which expresses the D λ -divergence in [4] as a c-divergence). Relations between the Wasserstein metric and the Fisher-Rao metric are studied in [29, 21, 3] . The porous medium equation, which played an important role in the development of optimal transport, is studied in [34] using tools of information geometry.
In this paper we studied some differential-geometric connections between optimal transport and information geometry. It is interesting to study what information geometry has to say about optimal transport (a specific example is the reflector antenna problem [23] ). Going further, a possible direction is to study probabilistic and analytical objects such as the Schrödinger problem [20] and Wasserstein gradient flow [14] . Since both the quadratic and logarithmic costs arise from exponential families (see [37] ), it is possible that information geometry comes into play in their probabilistic solutions. Another direction is to consider P(M ) equipped with a divergence-like functional arising from the optimal value (1.1) of the transport; some recent results (related to the L-divergence and the Dirichlet transport) can be found in [40, 38] . In particular, the c-divergence plays a crucial role in [38] in analyzing limits of the entropic transport cost.
c-divergence and the pseudo-Riemannian framework
This section sets the stage of the paper. In Section 2.1 we review the c-divergence introduced by Pal and the first author in [40, 47] . It is worth noting that any divergence in the sense of Definition 1.1 can be regarded as a c-divergence via a suitable choice of the cost function. Then, in Section 2.2, we introduce the pseudo-Riemannian framework of Kim and McCann [17, 28] . For motivations and background in optimal transport we refer the reader to [40, 47] and their references, including the books [44, 45] by Villani.
2.1. c-divergence. We adapt the definitions in [40, 47] to a differential-geometric setting compatible with the pseudo-Riemannian framework. Let M and M ′ be n-dimensional smooth manifolds, and let c : M × M ′ → R be a (smooth) cost function. In many cases of interest we have M = M ′ ⊂ R n . We denote generic points in M and M ′ by p and q ′ respectively. Let ϕ : M → R be a smooth c-concave function such that its c-gradient f := D c ϕ : M → M ′ exists and is a smooth diffeomorphism from M onto its range
Intuitively, f represents an optimal transport map, with respect to the cost c, for a given pair of probability measures on M and M ′ respectively. Let G be the graph of the optimal transport map, i.e., (2.1)
Clearly G is an n-dimensional embedded submanifold of the product manifold M × M ′ . We regard the c-divergence as a divergence on the graph G.
By the generalized Fenchel inequality D is non-negative. For it to be a divergence on G in the sense of Definition 1.1, we require that the cost function is non-degenerate in the sense of [17, Definition 2.2] . This condition will be assumed throughout the paper.
Remark 2.2. Note that we define the c-divergence on the graph G. We may identify
In particular, M and f (M ) may also be identified via the transport map p → f (p). The last identification used in [40, Definition 3.3] and [47, Definition 7] .
Before giving specific examples, let us observe that any divergence is a c-divergence.
is an arbitrary divergence as in Definition 1.1. Consider the cost function c ≡ D given by the divergence. Then the identity transport f (p) ≡ p has a graph -the diagonal of M × M ′ -which is c-cyclically monotone. This transport map is induced by the constant c-concave function ϕ(x) ≡ 0 whose c-transform ψ is also zero. Since ϕ and ψ both vanish, the c-divergence (2.3) is exactly the given divergence D. While any divergence can be regarded as a c-divergence, the more interesting case for the purposes of this paper is where a given cost induces many c-cyclically monotone graphs (2.1) by varying the transport map f . Clearly the existence of such graphs is closely related to the existence and regularity of optimal transport map [45, Chapter 12] .
in usual coordinates. By Brenier's theorem [8] , the optimal transport maps are of the form q = Dφ(p) where φ is a convex function and Dϕ is the gradient. The corresponding c-divergence is given by the classic Bregman divergence. For details see [47, Example 1] . Its geometry is revisited in Example 3.7.
n , and let α > 0 be a fixed parameter. Consider the cost function
where a · b is the Euclidean dot product. As shown in [47] , the optimal transport map has the form
where ϕ is an α-exponentially concave function on M (i.e., e αϕ is concave) satisfying suitable regularity conditions (see [47, Condition 7] ) that will be assumed implicitly.
This divergence (which can be defined on an arbitrary convex set) was introduced in [39] (for α = 1) and detailed studies (using various parameterizations) can be found in [40, 46, 47, 41, 48] . Note that as α → 0 the L (α) -divergence converges to the Bregman divergence of the convex function −ϕ. In [40, 47] it was shown that the induced dualistic structure is dually projectively flat with constant sectional curvature −α. Several further properties of this divergence will be studied in this paper. Also see [37] which interprets the quadratic cost and (2.4) in terms of convex costs (Example 2.9) defined by exponential families. The regularity theory of this transport problem is addressed recently in [15] which motivated our study.
Example 2.5 (Entropic regularization [4] ). From (2.3), a general c-divergence is, apart from a change of coordinates (via q = f (p)), the same as the original cost function up to some linear terms. We show how this idea can be used to interpret the D λ -divergence in the recent paper [4] which defines a divergence for the entropically regularized transport problem.
To be consistent with this paper we make some minor changes in the notations in [4] . Let X = {0, 1, . . . , n} be a finite set, and let C = (C ij ) be a non-negative cost on X ×X which vanishes on the diagonal. Given p, q ′ ∈ P(X ) (probability distributions on X ) and a coupling π ∈ Π(p, q ′ ), consider the entropically regularized cost given by
where λ > 0 is a regularization parameter and H(π) is the Shannon entropy of the coupling π. We define the so-called C-function by
whereK λ is an injective shrinkage operator. Consider the function ψ(q
and it is easy to see that ϕ c = ψ cc = 0 = ψ. Thus ϕ is c-concave and the optimal transport map is given by q = f (p) =K λ p. The c-divergence is given by
which is nothing but the D λ -divergence in [4, Definition 1] apart from a constant factor. The framework of c-divergence makes the construction very natural. Clearly the same approach can be used for other regularizations as long as the analogue of (2.8) is well-defined. An abstract version of this construction is given in Lemma 6.1.
Pseudo-Riemannian framework.
Next we describe the pseudo-Riemannian framework of Kim and McCann [17] which gives a geometric interpretation of the regularity theory of optimal transport studied by Ma, Trudinger & Wang [24] and Loeper [22] . Consider manifolds M, M ′ and the cost c as above. Recall the cross difference
′ of an optimal transport map f . Since G is c-cyclically monotone, we have δ| G×G ≥ 0. The pseudoRiemannian metric h is given in terms of the Hessian of δ in the 2n-dimensional variables (p, q ′ ). More precisely, let ξ = (ξ 1 , . . . , ξ n ) and η ′ = (η ′1 , . . . , η ′n ) be local coordinates on M and M ′ respectively, and express the cost function in the form c = c(ξ, η ′ ). We use i to denote indices for M andī for M ′ . We denote
and so on. By the product structure we have
where the matricesDDc := (c i:j ) i,j andDDc := (c j:ī )ī ,j are evaluated at (ξ, η ′ ). Using (2.10) and (2.11), we define a pseudo-Riemannian metric h by
Throughout this paper we adopt the Einstein summation convention. Since c is assumed to be non-degenerate, h is non-degenerate and defines a pseudo-Riemannian metric. It is easy to see that (2.12) is equivalent to the following intrinsic definition.
Lemma 2.6. Write the cross difference as δ(p, q
where X (x) is the derivation applied to the function when x varies and y is kept fixed (similar for Y (y) ).
In [17] it is shown that h has signature (n, n), i.e., the matrix (2.11) (also denoted by h) has n positive eigenvalues and n negative eigenvalues. Given the pseudoRiemannian metric h, one can consider geodesics with respect to the Levi-Civita connection∇, and the Riemann curvature tensorR. These objects will be studied in the next section. In particular, the (unnormalized) sectional curvature gives a geometric interpretation of the Ma-Trudinger-Wang (MTW) tensor, introduced in [24] , which plays a crucial role in the regularity theory of optimal transport maps. The definition of the MTW tensor is given in Remark 3.11.
Remark 2.7 (Relation with the c-divergence).
From the definition of c-divergence, for x = (p, q) and
Thus the cross difference, when restricted to G × G, is the symmetrization of the c-divergence. This explains intuitively why the dualistic structure and the pseudoRiemannian framework are related. The details of this relation (which amounts to desymmetrizing (2.13)) are worked out in Section 3.
As an extension of (2.13), we may consider three pairs of points instead of two.
This identity was first observed in [40, Section 3.3] . In terms of optimal transport, this equals the excess transport cost (which can be positive or negative) of the coupling (
Since a divergence is locally quadratic, the left hand side of (2.14) may be called a "Pythagorean expression". Such expressions play an important role in information geometry. Specifically, both the Bregman and L (α) -divergence satisfy a generalized Pythagorean theorem [47, Theorem 16] which characterizes the sign of (2.14) in terms of the Riemannian angle of a primal-dual geodesic triangle.
as in Example 2.3. It is easy to verify that the matrix of the pseudo-Riemannian metric is given by
where I is the n × n identity matrix.
It is easy to verify that the mapping
n is, up to isometries, the unique space form (complete connected pseudo-Riemannian manifold with constant curvature) with signature (n, n) and zero curvature; see [36, Corollary 8.24 ]. As we shall see in Example 3.7, the dually flat geometry of Bregman divergence follows directly from the framework of this paper and the flatness of the pseudo-Euclidean space.
where Ψ is convex. The solution to this transport problem is given by Gangbo and McCann [13] . The pseudo-Riemannian metric is given in Euclidean coordinates by
The primal and dual coordinates correspond to projections onto M and
where D 2 Ψ is the Hessian matrix of Ψ. Khan and Zhang [16] expressed the MTW tensor for this cost in terms of the bisectional curvature of a certain Kälher manifold.
Connecting the two geometries
In this section we show that the pseudo-Riemannian framework encodes the dualistic structure in information geometry. In essence, the pseudo-Riemannian metric h induces, in a sense to be made precise, the dualistic structure (g, ∇, ∇ * ) of the c-divergence on the graph G regarded as a submanifold of M × M ′ .
3.1. Preliminaries. We begin with some notations and preliminary results. Con-
, by an abuse of notations, the coordinates are related on G by η = f (ξ).
) respectively, we may regard ξ and η as local coordinate systems of G. We call ξ the primal coordinates and η the dual coordinates on G. See Figure 1 for an illustration (also see Remark 2.2 and compare with [40, Figure 2] ).
As mentioned in Section 1.1, the c-divergence D, given by (2.3), induces a dualistic structure (g, ∇, ∇ * ) on G, where g is a Riemannian metric and ∇ and ∇ * are torsion-free affine connections. Let us give the coordinate representation of these objects (see [1, Chapter 6] for more details). Suppose we use the primal coordinate system ξ on G.
Here Γ ijk and Γ * ijk are the Christoffel symbols. Also we define Γ ij
and Γ * jk
, where (g ij ) is the inverse of (g ij ). For instance, if Write c = c(ξ, η ′ ) as a function of (ξ, η ′ ) and consider the matrix (c i:j ) of cross derivatives given by (2.9). We denote its inverse (which exists since c is nondegenerate) by (cī :j ). This means that
where δ j i and its analogues are Kronecker deltas. Differentiating (3.2), we get the following useful identities that are also used in [17] .
Lemma 3.1. We have
With these notations we express the dualistic structure of the c-divergence D as follows.
Lemma 3.2. Under the primal coordinate system ξ, we have
where terms such as c i:m are evaluated at (ξ, η) = (ξ, η(ξ)), so that the coefficients are functions of ξ.
In a similar way we have the coefficients of g and ∇ * under the dual coordinate system η:
Proof. Express the c-divergence (2.3) in terms of local coordinate. Then (3.4) and (3.5) follow from the definition (3.1) via direct differentiation. Computations for the special case where D is an L (α) -divergence can be found in [40, 47] .
Note that (g ij ) and (gīj) in (3.4) and (3.5) are by construction symmetric even though this may not be apparent from the formulas. Next we consider the pseudoRiemannian metric h introduced in Section 2.2. The following result is taken from [17, Lemma 4.1].
Lemma 3.3. Consider the product manifold M × M ′ equipped with the pseudoRiemannian metric h. Let∇ be the Levi-Civita connection induced by h and let Γ ·· · be its Christoffel symbols. In the local coordinates ξ = (ξ 1 , . . . , ξ n ) for M and η ′ = (η ′1 , . . . , η ′n ) for M ′ , the only non-vanishing Christoffel symbols are
where the derivatives are evaluated at (ξ, η ′ ).
Metrics and connections.
We are now ready to connect the two geometries, namely (G, g, ∇, ∇ * ) and (M × M ′ , h). We first give two results concerning the metric and the connections that are intuitive and easy to state; the curvature tensors are studied in Section 3.3.
First we consider the metrics. Recall that we have the canonical inclusion and decomposition
where we abuse notations and identify points with their coordinates. A generic element v of T (ξ,η) G has the form
where (a 1 , . . . , a n ) ∈ R n and ∂η ∂ξ is the Jacobian of the coordinate expression of f . Theorem 3.4. For any (p, f (p)) ∈ G we have
Thus the information geometric Riemannian metric g is the restriction of h to G. Definition 3.5 (Projection maps). We define projection mappings π 0 ,
See Figure 2 for an illustration. Motivated by this figure, we think of π 0 as the vertical projection and π 1 as the horizontal projection.
Given a mapping π : M × f (M ) → G (which in our case is the projection π 0 or π 1 ) and the connection∇ on M × M ′ , we can define an induced connection∇ π on G as follows. Let X, Y be given vector fields on G. Near each point x of G, we may extend X and Y to vector fieldsX,Ỹ in a neighborhood in M × M ′ . So we may apply∇ to (X,Ỹ ) near
is not necessarily tangent to G. We define
It can be verified easily that (3.10) defines unambiguously a torsion-free affine connection on G.
Theorem 3.6. We have ∇ =∇ π0 and ∇ * =∇ π1 .
Proof. Consider the coordinate system (ξ,
By Lemma 3.3, the covariant derivative∇XỸ is given bȳ
Evaluating at the point x = (p, f (p)) and using the primal coordinates ξ on G, we have∇XỸ
In coordinates, if v = a i ∂ i + aī∂ī, then ι 0 (v) = a i ∂ i + 0 and ι 1 (v) = 0 + aī∂ī. Geometrically, ι 0 (v) and ι 1 (v) are respectively the horizontal and vertical components of v in T (M × M ′ ). Now for vector fields X, Y on G, we may rewrite the identify (3.11) in the form
Example 3.7 (Geometry of Bregman divergence). As an illustration of the relation between the two geometries, let us consider the dualistic geometry of Bregman divergence [1, Chapter 1] . From Example 2.3, this corresponds to the case where M = M ′ = R n and c is the quadratic cost c(p, q
In Euclidean coordinates, the matrix of the pseudo-Riemannian metric h, given by (2.15), is constant. By Lemma 3.3, the Christoffel symbols of the Levi-Civita connection∇ all vanish, so the∇-geodesics are constant-velocity straight lines in R n × R n . For the quadratic transport, the graph G has the form (3.12) , the Christoffel symbols of ∇ (resp. ∇ * ) in the primal (dual) coordinates vanish. So the primal (resp. dual) geodesics on G are straight lines in the primal (resp. dual) coordinates. Thus we recover the classic dually flat geometry. Also, from the first equation in (3.4), since (c i:j ) = −I and ∂q ∂p = D 2 φ, the Riemannian metric is given in primal coordinates by (g ij (p)) = D 2 φ(p), the Hessian of φ.
Curvature tensors.
In this subsection we study the Riemann curvature tensorsR on M × M ′ and R, R * on G. To fix the notations, we define the Riemann curvature tensor (say for the primal connection ∇) by
where [X, Y ] is the Lie bracket. In coordinates, we write
See e.g. [1, Section 5.8]. The notations for R * (on G) andR (on M × M ′ ) are analogous. Note that forR the indices run through both ξ and η ′ .
Lemma 3.8. In the coordinates (ξ, η ′ ), the coefficients ofR are zero unless the number of unbarred and barred indices is equal, in which case the coefficient can be inferred from R ijkl = 0 and Proof. This is a computation (done in [17, Lemma 4.1]) involving Lemma 3.3, Lemma 3.1 and (3.15), which is straightforward once one gets familiar with the notations. Note that our expressions differ from [17, (4. 2)] by a sign; this is due to the difference in the tensorial notation (3.15). For later use we also record the symmetries of the coefficients:
(See for example [19, Proposition 7.4 ] whose notations are the same as ours. These symmetries hold in both the Riemannian and pseudo-Riemannian cases.) Note that (3.17) gives all the coefficients of R that are possibly nonzero.
Lemma 3.9.
(i) In primal coordinates, we have
(ii) In dual coordinates, we have
Proof. This is similar to [17, The dual case is similar.
Definition 3.10 (Unnormalized sectional curvature). Let X, Y be linearly independent tangent vectors at the same point of M × M ′ . We define the unnormalized sectional curvature ofR by
Similarly, we define
when X and Y are tangent to G. The cost c is said to be weakly regular cost if S ≥ 0 whenever u ⊕v is a null tangent vector, i.e., h(u ⊕v, u ⊕v) = 0 [17, Definition 2.3]. Note that in this case we have h(X, X)h(Y, Y ) − h(X, Y ) 2 = 0; this is why we consider the unnormalized sectional curvatures. We refer the reader to [45, 17, 28] and their references for how this condition comes into play in the regularity theory of optimal transport maps. Now we are ready to state an interesting relation among the unnormalized sectional curvatures.
In particular, suppose the dualistic structure (g, ∇, ∇ * ) on G has constant informationgeometric sectional curvature λ ∈ R. By definition, this means that
for X, Y tangent to G.
Proof. Write X = x i ∂ i + xī∂ī and Y = y i ∂ i + yī∂ī. Using (3.21), Lemma 3.8 and the symmetries (3.17) ofR, we have (similar for Y ). In primal coordinate on G, we have X = x i ∂ i and Y = y i ∂ i . We then compute 27) where the last identity follows from Lemma 3.9. Similarly, working in dual coordinates, we get
The result follows by averaging.
Divergence between geodesics.
Consider a Riemannian manifold with distance d. If γ(s) and σ(t) are two arc-length parameterized geodesics started at the same point when s = t = 0, then
where κ is the sectional curvature of the the plane spanned byγ(0) andσ (0), and θ is the angle between the initial velocities (see for example [17, (4.9) ]). Thus (3.29) gives a geometric interpretation of sectional curvature. In this section we extend this result to a c-divergence. Naturally, this involves the primal and dual geodesics rather than the Riemannian geodesics. The special case for L (α) -divergence is given in [49] . This result (and its proof) is closely related to, but different from [17, Lemma 4.5] which extends (3.29) to the pseudo-Riemanian framework with a general cost function. Also see Remark 3.15 below. Theorem 3.13. Consider the graph G equipped with the dualistic structure (g, ∇, ∇ * ) induced by a c-divergence D. Let γ(s) = (p(s), f (p(s))) be a primal geodesic and
we have
Before giving the proof of Theorem 3.13 let us give a simple example. Comparing this with (3.21) gives the result.
Constant sectional curvatures
The quadratic cost and Bregman divergence are flat when considered in both the pseudo-Riemannian and information geometric frameworks (see Example 2.8 and Example 3.7). In this section we consider the case of constant (non-zero) sectional curvature, a concept we now make precise. Note that the unnormalized sectional curvature sec u can be regarded as an operator on
, so sec u is determined by its action on T M T M ′ .
Definition 4.1.
(ii) c has constant sectional curvature λ ∈ R on a graph G of optimal transport if (4.1) holds when X, Y are tangent to G. By Theorem 3.12, this is the case when G has constant information geometric sectional curvature (see (3.24) ).
Note that when X = v ⊕ 0 and Y = 0 ⊕v, from the form (2.11) of the metric h we always have h(X, X) = h(Y, Y ) = 0. Thus in (4.1) we have sec u (X, Y ) = −λh 2 (X, Y ).
4.1.
The logarithmic cost function. Our main example for Definition 4.1 is the logarithmic cost discussed in Example 2.4. As shown in [48] which extends the results of [39] , this cost function appears naturally in connection with functionally generated portfolio in stochastic portfolio theory [39] .
Lemma 4.2. Consider the logarithmic cost c(p, q
n and α > 0. Using the Euclidean coordinates (i.e., ξ = p and η ′ = q ′ ), we have the following coefficients for the induced pseudo-Riemannian geometry:
Proof. The expressions (4.2)-(4.4) can be obtained by direct computations. By Lemma 3.8, we have
We obtain (4.5) by comparing with (4.2).
In fact, as the following Lemma shows, (4.5) is equivalent to the condition of constant cross curvature. Proof. Fix a coordinate system (ξ,
Following the argument of (3.26), we have
Since xī = 0 and
Suppose c satisfies (4.5). Then (4.7) implies that
Thus c has constant cross curvature
Note that both coefficientsR ijkl and α 2 c ij c lk + c ik c lj are invariant under the swap of indices i and l or the swap ofj andk. Since (4.7) and (4.8) holds for arbitrary choice of x i , x l and yj, yk, the identity (4.5) must hold.
4.2.
Constant cross curvature implies constant information geometric curvature. Here is the main result of this section.
Theorem 4.4. If the cost function c has constant cross curvature −4α on T M ∧ T M ′ , then any graph G of optimal transport has constant constant informationgeometric sectional curvature −α. Consequently, c has constant sectional curvature −α on G.
Proof. By Lemma 4.3, c satisfies (4.5) in some coordinate system (ξ, η ′ ). Let G be a graph of optimal transport, and let X, Y be tangent to G. By (3.27), we have
Hence G has constant information-geometric primal sectional curvature −α. From (3.28), the same holds for the dual sectional curvature. The last statement follows from Theorem 3.12. To conclude this section, let us specialize the above results to the L (α) -divergence to give an interpretation of its information geometric sectional curvature. This recovers the main result of [49] . Note that [47, Lemma 3] implies that this result can also be applied to the α-divergence.
Corollary 4.7. Let D be the L (α) -divergence generated by an α-exponentially concave function. Consider the context of Theorem 3.13, so that γ(s) is a primal geodesic, σ(t) is a dual geodesic and γ(0) = σ(0), we have
Proof. Following the notations Theorem 3.13, Let X =ṗ(0) ⊕ 0 and 0 ⊕q ′ (0). By Theorem 3.13, we have
Since the logarithmic cost has constant cross curvature −4α by Theorem 4.4, we have
Consider the coordinates (ξ, η ′ ). Writing X = u i ∂ i ⊕ 0 and Y = 0 ⊕vj∂j. From (2.12), we have
Now consider γ and σ as curves in G. Using the primal coordinate on G, we haveγ
Plugging this into (4.10), we obtain the desired result.
Relating L (α) -divergence with other divergences
The L (α) -divergence is very special as its dualistic structure is dually projectively flat with constant sectional curvature −α [40, 47] . As shown in [40, 41, 16, 38] , the corresponding Monge-Kanotorich optimal transport problem with cost function derived from (2.4) also has remarkable mathematical properties. In this section we relate the L (α) -divergence with other well-known divergences in information geometry. These results (which do not involve the pseudo-Riemannian framework) were first announced in [49] .
Throughout this section we let Ω ⊂ R n be an open convex set, and let ϕ : Ω → R be smooth and α-exponentially concave, i.e., e αϕ is concave (see Example 2.4 for the necessary regularity conditions) and α > 0 is a fixed constant. The Euclidean coordinates on Ω is denoted by ξ. To distinguish the various divergences, we let L
We also consider the Bregman divergence defined for a given convex function φ on Ω by
5.1. Conformal divergence. Conformal transformations of divergence have been studied in the literature; see for example [35, 25, 2, 43, 31, 32] and the references therein. We focus on the case where the "base" divergence is a Bregman divergence. 
Note that a right-sided conformal transformation can be converted to a left-sided one by considering the convex conjugate of φ [1, p.17] .
The following result shows that the L (α) -divergence is, up to a monotone transformation, equal to a left-sided conformal divergence. Thus the geometry of L (α) -divergence can be studied using Bregman divergence and conformal transformation. 
In particular, the conformal divergence D φ,κ induces the same dualistic structure
Proof. The identity (5.4) can be verified by a straightforward computation. Since f ′ (0) = 1, the second statement is a consequence of the following standard result whose proof is omitted. 
In particular, in any coordinate system we haveΓ ij k = Γ k ij andΓ * ij k = Γ ij k , and the primal and dual curvature tensors are the same.
Motivated by Theorem 5.2, it is natural to study conformal divergences in general. Recall that two torsion-free affine connections ∇ and∇ on a manifold are projectively equivalent if there exists a 1-form τ such that
for any vector fields X and Y ; see [33, Theorem 3.3] . We say that ∇ is projectively flat if it is projectively equivalent to a flat connection. In the following proposition we consider the manifold Ω where ξ is the Euclidean coordinate system. 
for some real constants a and b i . In this case, the dual sectional curvature is also constant and is equal to λ.
Remark 5.5. Note that if (5.7) holds then one may absorb the constant and linear terms in the definition of φ, so that 1/κ = λφ. On the other hand, we observe that if λ < 0 then λφ is concave while 1/κ > 0. Since on R n there are no nonconstant positive concave functions, from (5.7) we see that if the sectional curvature is constant and negative, the domain Ω must be a proper subset of R d .
Proof of Proposition 5.4. Computing using the ξ-coordinates, we have
Since κ is positive, the 1-form τ = d log κ is well-defined globally. Comparing (5.6) and (5.8), we see that ∇ is projectively flat. This implies the statement about the primal geodesics. Differentiating (5.8), the curvature tensor is given by
Thus ∇ has constant sectional curvature λ if and only if
which gives (5.7) after integration.
5.2.
Kurose's geometric divergence. For a (simply connected) statistical manifold with constant sectional curvature, Kurose [18] defined globally a divergence using affine differential geometry and proved that it satisfies a generalized Pythagorean theorem. In this subsection we show that if
ϕ , then the geometric divergence is the conformal divergence given by (5.2).
To state the main result we need to recall some concepts of affine differential geometry; for details see [33] and [26] . Let M be an n-dimensional manifold. An affine immersion of M into R n+1 consists of an immersion f : M → R n+1 and a transversal vector field n with values in R n+1 on M ∼ = f (M ). The last statement means that
for all p ∈ M . Let ∇ be the standard (flat) affine connection on R n+1 . Then the covariant derivative decomposes as
We call ∇ and g the induced connection and bilinear form respectively. If the induced connection and bilinear form are equal to the Riemannian metric and primal connection of a dualistic structure (g, ∇, ∇ * ), we say that the affine immersion realizes the given structure. By [26, Theorem 5.3] , this is possible when the statistical manifold is simply connected and 1-conformally flat. This is true in particular when the statistical manifold has constant sectional curvature.
Let (R n+1 ) * be the dual space of R n , and let ., . be the dual pairing. Given an affine immersion (f, n), the conormal vector field n
Definition 5.6 (Kurose's geometric divergence). For an affine immersion (f, n) with conormal field n * , the geometric divergence is defined by
In [18] it was shown that if (g, ∇) is 1-conformally flat, then the geometric divergence does not depend on the choice of the immersion and recovers the given dualistic structure. (The dual connection ∇ * is uniquely determined given g and ∇.) Hence, it can be viewed as a canonical divergence (see Section 6 for more discussion).
The following result connects the L (α) -divergence with the geometric divergence. It shows that the geometric divergence, the L (α) -divergence and the conformal divergence are all equivalent. In particular, they are all intrinsically defined (at least locally) for the given dualistic structure.
and its induced geometry (g, ∇, ∇ * ). Let φ = −e αϕ and κ = − 1 αφ (see the remark following Theorem 5.2). Consider the affine immersion defined by
where ξ is the Euclidean coordinate system on Ω. Then this affine immersion realizes (g, ∇). Moreover, the geometric divergence is given by
Proof. 
We refer the reader to [47, Section 5] for expressions of the coefficients Γ ij k . Thus the affine immersion (f, n) realizes the given dualistic structure.
Next we construct the conormal vector field. Let (e 1 , . . . , e d+1 ) be the standard Euclidean basis of R d+1 , and let (e * 1 , . . . , e * d+1 ) be the dual basis. Using the relations in (5.10), we can show that the conormal field is given by
We obtain (5.13) by plugging (5.15) into (5.13).
Canonical divergence
As explained in Section 2.1, a given divergence D induces a dualistic structure (g, ∇, ∇ * ) on the underlying manifold. While the mapping D → (g, ∇, ∇ * ) is well defined, different divergences may induce the same dualistic structure. This is because the dualistic structure only depends on the behavior of D near the diagonal (see (3.1) ). The inverse problem of constructing a "natural" (local) divergence that recovers a given dualistic structure has been studied by several papers including [18, 6, 9, 11, 12, 47] , and the solution may be called a canonical divergence. As shown in [27, Theorem 1] such a divergence always exists. The classic example is that of a dually flat manifold, where a divergence of Bregman type can be defined canonically. Recently, the first author showed in [47] that a statistical manifold with constant curvature gives rise to an L (±α) -divergence. 2 In this section we consider the canonical divergence using the pseudo-Riemannian framework.
6.1. Cost function is divergence. Unlike the previous sections of this paper, in this section we will only consider M = M ′ and the cost function c is a divergence. While this seems to be a special case of the general pseudo-Riemannian framework, the following lemma shows that we may reduce to the divergence case when c admits an optimal transport map f : M → f (M ) which is a diffeomorphism. This can be regarded as an abstract version of Example 2.5.
Lemma 6.1. Consider the pseudo-Riemannian manifold (M × M, h) induced by a cost function c. Let f be an optimal transport map arising from the smooth Kantorovich potentials (ϕ, ψ) such that f : M → f (M ) is a diffeomorphism, and let D be the c-divergence (2.3) with respect to c and f . Given D, define a divergence cost functionc on M × M bỹ
Let (M × M,h) be the pseudo-Riemannian manifold induced byc. Then the map
Proof. By the definition of c-divergence, we have
Let δ andδ be the cross differences for c andc respectively (see (1.2)). Using (6.1), it can be verified easily thatδ
Thus the map Id × f preserves the cross difference. Taking the Hessian, we see that it is an isometry.
6.2. Canonical divergence as an extension off the diagonal. Let N be a smooth manifold and let (g, ∇, ∇ * ) be a given dualistic structure on N . Letting M = M ′ = N , we may identify N with the diagonal G of the product manifold M × M . By [27, Theorem 1] and the discussion after Remark 2.2, there exists a (divergence) cost function c : M × M → [0, ∞) such that the induced c-divergence (with ϕ = 0 and ψ = 0, so that the optimal transport map is the identity map) on the diagonal recovers the given dualistic structure on G (and thus on N ). In particular, by Theorem 3.4, the Riemannian metric g is the restriction of the pseudoRiemannian metric h to G. As noted above, c (as a function on M × M ) is not uniquely determined by the dualistic structure (g, ∇, ∇ * ) on G. We begin with a simple observation. In particular, the metric h uniquely determines c.
Proof. By Lemma 2.6, we have that h(v s,t , v s,t ) = H(γ(s), γ(t)) (t − s) 2 Applying Lemma 6.2 with the curve γ shows that c| O is uniquely determined by H.
Lemma 6.4 shows that the extension of h can be achieved by constructing the function H, which amounts to a definition of h(v, v) for certain values of v given by the geodesics. It is interesting that this is sufficient for recovering h. In the following theorem we derive this H-function for Amari and Ay's canonical divergence.
Theorem 6.5. Let γ(t) = (σ(t), σ(t)) be the primal geodesic as in Lemma 6.4. For Amari and Ay's canonical divergence (6.3), we have system for the primal connection, i.e., a primal geodesic is a ξ-straightline up to time reparameterization, i.e., (6.6) ξ(t) = (1 − τ (t))ξ(0) + τ (t)ξ (1) .
Remark 6.7. Comparing (6.7) with (6.3), the integral representation of the canonical divergence of Ay and Amari, we see that the two divergences are different when τ is non-linear. This is the case when ∇ is not flat. Note that when α → 0, the geodesic becomes a constant velocity straight line, so τ (t) → t and b(t) → t. Thus (6.7) recovers the Ay and Amari's divergence, hence the Bregman divergence, in the dually flat case.
Remark 6.8. Note that the integral representation (6.7) involves only the metric and the time change of the geodesic. Since τ does not depend on the choice of the "affine" coordinate system ξ, the coefficient b(t) is intrinsically defined. Thus (6.7) gives a way to reconstruct the L (α) -divergence using only the metric g and the primal connection ∇ which is projectively flat. Using the same approach of the proof of Theorem 6.6, one can also derive integral representations for any conformal divergence (5.3) which is (primal) projectively flat. We also note that the integrand in (6.7) is not a Lagrangian, i.e., a functional of the form L(t, γ,γ). Following the notations of [47] , let ξ be primal coordinate (which is an affine coordinate system for ∇) and let η be the dual coordinates. Using [47, Proposition 4] , it can be shown that the Riemannian gradient of the L (α) -divergence is given by ∂ ∂ξ i . Thus, in primal coordinates, σ is a time change of a straight line, and hence a time change of the primal geodesic from q to p.
Let t = t(s) be the time change such thatσ(s) = σ(t(s)) is the primal geodesic from q to r withσ(0) = q andσ (1) 
