Introduction
In Bro81], and BS84], Brooks and Series showed that non-amenable surface groups and free groups with rank greater than one have in nite dimensional second bounded cohomology. In Gro87], Gromov asserted that nonelementary word-hyperbolic groups have non-trivial second bounded cohomology. (We de ne the notion of a word-hyperbolic group in De nition 2.1 and the notion of a non-elementary word-hyperbolic group in De nition 3.3.) In this paper, we will show that non-elementary word-hyperbolic groups have in nite dimensional second bounded cohomology.
In order to state our main result, we recall that`1 denotes the Banach space of summable sequences of real numbers with the norm k(x i )k = P 1 i=1 jx i j. We denote by e i the sequence which is zero except at the i-th place where it is equal to one. This result is proved in BG88] and independently in Mit84] when M is twodimensional.
We now review the de nition of bounded cohomology of a discrete group G. Let C In Bro81], Brooks explicitly constructed in nitely many bounded 2-cocycles with Z coe cients for a free group F on two generators. These generators are linearly independent over R in H 2 b (F ; R). We review his construction brie y. Let w and g be words in the standard generators of F. We assume that g is reduced (that is, no cancellation is possible) and that w is cyclically reduced (that is, no cancellation is possible when w is written as a circular word, or, equivalently, that no cancellation is possible in ww). Let is a homomorphism. Thus we can write = f x + f y . Therefore, P a i f w(i) ? f x ? f y is equal to b, which is bounded. Applying this equality of 1-cochains to x n for large values of n, the boundedness of b shows that = 0. Applying the equality to y n , we see that = 0. Applying the equality to w(i) n for large values of n, we see that a i = 0 for each i. 
Special bounded cocycles
De nition 2.1 (word-hyperbolic group). Let G be a group with a xed set of generators, and let ? be its Cayley graph. Let be a non-negative integer. By a metric tripod, we mean the path metric space obtained by taking three closed intervals, choosing an endpoint of each interval, and then gluing together the three chosen endpoints. For any vertices A, B, C of ?, and any geodesic segments A; B], B; C] and C; A], there is a tripod T, unique up to isometry, and unique map A; B] B; C] C; A] ! T, which isometrically embeds each of the geodesic segments in T. We say that G is -hyperbolic if, for each choice of A, B and C, and for each choice of geodesic segments joining them, and for each point p 2 T, the inverse image of p has diameter at most . Note that this inverse image consists of 1, 2 or 3 points. Let G be a -word-hyperbolic group and x a nite set of generators for G which is closed under taking inverses. Let ?(G) denote its Cayley graph with respect to this set of generators. For a word w = a 1 a 2 : : : a n in these generators, de ne jwj = n. Let x be the element of G which is represented by the word x.
In this paper the word \path" will always refer to a path lying in the Cayley graph ?(G). Paths always start from a vertex and proceed along each edge entered at unit speed, from one end to the other. If a nite path in ?(G) is labelled by a word w, then let denote the element w of G. By abuse of notation, we will frequently use the same symbol for a path and for its image in the Cayley graph.
We sometimes identify a word w and the path starting at id and labelled by w in ?(G). Let w denote the bi-in nite word : : : www : : :, or the bi-in nite path through id labelled by w , such that one of the w's starts at id. Let g 2 G and let w be a word in the generators. We use the natural action of G on ?(G) on the left to de ne a nite path g:w starting at the vertex g and nishing at g w. This is the unique path starting at g and labelled with the word w. We de ne g:w to be the obvious bi-in nite path through the vertex g.
Let be a geodesic segment and w be a word of length at least two. There could be many di erent ways in which w could appear as a subword of . De ne j j w to be the maximal number of times that w can be seen as a From the fact that 0 realizes c w at one easily deduces that j j ? j j w j 0 j?j 0 j w ?2. (The constant 2 arises from the fact that w might overlap each of the two ends of , and each end could contribute to the de ning inequality for 0 .) Furthermore j 0 j w j 0 j=jwj. Thus, j j j j ? j j w j 0 j ? j 0 j=jwj ? 2 = j 0 j(1 ? 1=jwj) ? 2:
Therefore 0 is a (jwj=(jwj ? 1); 2)-quasi-geodesic.
2.2
If S is a subset of the Cayley graph and L 0, we de ne N L (S) to be the closed L-neighbourhood of S. The following result is well known|see for example Proposition 4.9 of Bow91].
Proposition 2.3 (quasi-geodesics with same endpoints). Given K 1 and " 0, there exists L = L(K; ") 0 with the following property. Let and be (K; ")-quasi-geodesics, which are possibly in nite at one or both ends. Suppose the endpoints of are the same as those of (and they may be points at in nity, that is, points in @?). Then N L ( ) and N L ( ). Let k > 0. Given two geodesics and which start at most a distance k apart and end a distance at most k apart, then each is within a 2(k + )-neighbourhood of the other. (The exact size of the constant is unimportant.) This is seen by drawing in two geodesic triangles as in Figure 2 . If one of the endpoints of is at in nity, and the corresponding endpoint of is at the same point at in nity, and if the other endpoints are a distance at most k apart, then the same conclusion holds (with an improvement in the constant). Similarly if both endpoints of are at in nity.
The following is therefore an immediate corollary of Proposition 2.3.
Corollary 2.4 (neighbouring quasi-geodesics). Given We choose L(K; "; k) as small as possible, consistent with the property just stated. Similarly for L(K; ") = L(K; "; 0). The proof of the following lemma is easy and is left to the reader.
Lemma 2.5 (distance from a quasi-geodesic). Let be a (K; ")-quasigeodesic, which may be in nite at either end. Suppose we have t 2 R and P 2 ?(G) such that d( (t); P) k. Suppose js ? tj M. Then d(P; (s)) (M=K) ? " ? k.
The next lemma follows from this in a straightforward way.
Lemma 2.6 (splitting a quasi-geodesic). Let 
De ne L 0 = L(2; 2). The following proposition is an immediate consequence of Proposition 2.2 (realization implies quasi-geodesic) and Corollary 2.4 (neighbouring quasi-geodesics).
Proposition 2.7 (realizing and quasi-geodesics). We have proved the rst inequality and we can prove the second inequality similarly. Restating this in slightly di erent language, we see that for all g; h 2 G, j@h w (g; h)j 12 + 6L 0 + 3:
(2.14)
This completes the proof of the boundedness of our 2-cocycle. we know at present. In this section, we will prove the following theorem, which implies Theorem 1.1 (in nite dimensionality), and, in particular, that the cocycle represents a non-trivial cohomology class. De nition 3.3 (non-elementary). A word-hyperbolic group is said to be elementary if its boundary contains fewer than three points. In that case, it can be shown that the group has a cyclic subgroup of nite index. If the boundary of the group has more than two points, it is said to be non-elementary. In that case, one can show that the boundary is perfect and therefore uncountable.
Remark 3.4 ( nite order). If g 2 G interchanges two points in @G, then it must be a torsion element. The reason is that one can show that any element h of G of in nite order has two xed points in @G, one repelling and one attracting, and that all other points of @G limit on the attracting xed point under repeated application of h. Therefore if G is torsion free, we don't need the special hypothesis in Proposition 3.5 that there is no element of G which interchanges w ( 1).
The same background fact applies to w instead of to g, enabling us to deduce that w is a quasi-geodesic from the fact that w is not a torsion element.
A good source for these facts, and also for results about quasigeodesics and other basic concepts in the theory of word-hyperbolic spaces, is GdlH Assume the proposition is false. Then there are arbitrarily large positive integers m, and for each such integer m an integer n 1 such that c w ?m(w n ) > 0. Let be the inverse of a path from id to w n which realizes c w ?m at w n . By Proposition 2.7 (realizing and quasi-geodesics) is a (2; 2)-quasi-geodesic. The path w n is also a quasi-geodesic from id to w n , and so we can apply Corollary 2.4 (neighbouring quasi-geodesics) to deduce that N L 1 (w n ) and w n N L 1 ( ). (4) The length of w(i) tends to in nity as i tends to in nity.
We precede the proof of this proposition by some discussion. Let H be a nitely generated subgroup of G. Suppose there are constants K 1 and " 0 such that any geodesic in H is a (K; ")-quasi-geodesic in G. Then we call H a (K; ")-quasi-geodesic subgroup. This is equivalent to the standard notion of a quasiconvex subgroup, due to Gromov. In a word-hyperbolic group, a quasi-geodesic subgroup is itself word-hyperbolic, as one can easily see. If K is a quasi-geodesic subgroup of H and H is a quasi-geodesic subgroup of a word-hyperbolic group G, then K is a quasi-geodesic subgroup of G.
Since G is a non-elementary word-hyperbolic group, there is a quasigeodesic subgroup F isomorphic to the rank-two free group. This result is elementary and was obviously known to Gromov when he wrote Gro87]. It can be proved using a standard technique from the theory of Schottky groups. Let g and h be elements of in nite order, with distinct limit points. The socalled Ping-Pong Lemma shows that high powers of g and h generate a free group F of rank two. Moreover the Cayley graph of the free group of rank two is embedded quasi-isometrically in the Cayley graph of G.
Every nitely generated subgroup of a free group is clearly quasi-geodesic. Let F 0 = F; F]. Then F 0 is a free group of in nite rank, and any nitely generated subgroup of F 0 is quasi-geodesic in G.
Therefore, without loss of generality, we can take F to be a subgroup of G; G]. Then for any homomorphism : G ! R, we have (g) = 0 for all g 2 F.
De nition 3.7 (w a ). We assume the generators of F, say f 1 ; f 2 are contained in the set of generators of G. For a 2 F, let w a be a shortest word in F representing a using only f satis es the following conditions.
(1) For each i such that 1 i N and for each g 2 G g:w 6 N L (w(i) ).
(2) w is a geodesic in F with respect to the generators f 1 and f 2 .
(3) There is no g 2 G which interchanges the two endpoints w ( 1) 2 @G of the path w .
Lemma 3.9 (Straightening Lemma). Let w be a word such that w is not of nite order. Then there exist a straight word v and an element h 2 G such that h:w ( 1) = v ( 1). Remark 3.10 (straightening and conjugacy). In Lemma 3.9, w is a quasi-geodesic and v is a geodesic. Therefore there is some L > 0 such that w N L (g:v ) and g:v N L (w ). It then follows easily that we can nd h 2 G and p; q > 0 such that h w p h ?1 = v q 2 G. This means that h:w and v have the same endpoints.
We postpone the proofs of the above two lemmas and show how they imply Proposition 3.6 and Theorem 3.1.
Proof of 3.6. We prove the proposition by induction on N. If N = 1, Lemma 3.8 (Tube Lemma) (applied with N = 0) gives us a 2 F such that there is no g 2 G with g:w a ( 1) = w a ( 1). We use Lemma 3.9 (Straightening Lemma) to nd a straight word v and an h 2 G such that h:v ( 1) = w a ( 1). Since there is no g 2 G interchanging the two ends at in nity of w a , there is also no g 2 G interchanging the two ends at in nity of v . Therefore, from Proposition 3.5 (zero count for inverse), replacing v by a high power of itself if necessary, we have c v ?1 (v n ) = 0 for all n 0. Since v is straight, Lemma 3.2 (straight counting) shows that c v (v n ) = n for all n 0. Hence h v (v n ) = n for all n 0.
We set w(1) = v. There exist g 2 G and p; q > 0 such that gw (1) p g ?1 = w q a . Since ( w a ) = 0 for any homomorphism : G ! R, we deduce that (w(1)) = 0. This constructs w(1) in the statement of Proposition 3.6. Now let (K; ") be the quasi-geodesic constants for F in G, let L 0 = L(2; 2; 0) and let L 1 = L(K; "; 0), as in Corollary 2.4.
Assume that we have already found words w(1); : : : ; w(N) with properties (1), (2) and (3) Proof of 3.1. If the length of w is at least two, Proposition 2.2 shows that any 0 realizing c w (g) at g is a (2; 2)-quasigeodesic. It follows that the length of 0 is at most approximately twice that of g. Therefore, if w is longer than this, j 0 j w = 0, so that c w (g) = 0. Similarly, we will have c w ?1(g) = 0 if w is long. Proposition 3.6 (constructing words) gives us words w(i) for 1 i < 1, such that the length of w(i) tends to in nity with i. We deduce that, for any xed g 2 G, h w(i) (g) = 0 for almost all i. Therefore an in nite sum of the form P a i h w(i) , where each a i 2 R, makes sense, by pointwise addition. Moreover the coboundary @ commutes with such in nite sums. Note also that the space of bounded cochains is a Banach space, and the space of cocycles is a closed subspace. However, the space of coboundaries is not necessarily a closed subspace. It makes sense to talk of limits and of certain in nite sums in the space of bounded cochains, but not in the bounded cohomology group.
By Equation 2.14, all the cocycles @h w(1) have the same bound. It follows that if (a i ) 2`1 then P a i @h w(1) is also a well-de ned bounded cocycle.
The two di erent interpretations of in nite sums given in the previous two paragraphs coincide.
We The statement of Theorem 1.1 (in nite dimensionality) also claims that the dimension of H 2 b (G; R) as a vector space over R is equal to the cardinal of the continuum. This depends on the following well-known result.
Lemma 3.11. The underlying vector space of`1, the space of all summable sequences, has dimension equal to the cardinal of the continuum.
Lemma 3.12. The dimension of H 2 b (G; R) as a vector space over R is equal to the cardinal of the continuum.
Proof of 3.12. Since we know that`1 has a real linear embedding into H 2 b (G; R), we know that the dimension of the cohomology group is at least the cardinal of the continuum. The space of bounded cochains has cardinal jR N j = jRj. Therefore its dimension is at most jRj. The same follows for the space of cocycles and for the cohomology group.
3.12 4. Proof of Lemma 3.8
The basic idea is that the number of potential choices for w(N), given w(1); : : : ; w(N ? 1) increases exponentially with the choice of its length, while the number of bad choices increases linearly. This makes our task easy. We now proceed to spell out the details.
There are two steps in this proof. In the rst step, we take x 2 F which satis es (1) and (2) of Lemma 3.8, and in the second step, we change x so as to satisfy (3) as well.
Step 1 Proof of 4.1. The rst statement is obvious; the factor 2 is needed because t 1 may less than or greater than t 2 . The second statement follows by addition. (1 + 2jw(i)j(2L + r)). This proves the desired result.
4.2
Since F is a quasi-geodesic subgroup which is free on two generators, the following result is clear. This gives the exponential estimate promised in the rst paragraph of Section 4. We also want to ensure that w x is cyclically reduced in F. We can achieve this by adding to the beginning and/or end of x one of the two generators of F or their inverses. This has the e ect of changing w x by multiplying on the left and/or right in the semigroup of strings. Since no cancellation is involved, the condition g:w x 6 N L (w(i) ) for i N continues to hold. This means w x is a geodesic in F. w x satis es (1) and (2) of Lemma 3.8 (Tube Lemma) and completes the proof of Step 1.
Step 2: Let L 2 = 2L(K; "). By a similar argument to that above, we can ensure that there is no g 2 G such that g:w y N L 2 (w x ). At the same time, we can ensure that y is cyclically reduced in F and that there is no cancellation in F for the word xy. Let x;y = : : : w x w x w x w y w y w y : : : be a bi-in nite path, where the rst w y starts at the identity.
Next, we choose z 2 F such that there is no g 2 G with g:w z N L 2 ( x;y ).
We also ensure that z is cyclically reduced, and that there is no cancellation in F for the words yz and zx. Once again this is done by adding one of the two generators of F or their inverses to the beginning or end of z.
Let w = w a x w b y w c z = w x a y b z c for some positive integers a, b and c. We will choose a; b; c > 0 such that w satis es (1),(2),(3) of Lemma 3.8 (Tube Lemma). It is clear that w satis es (1) of Lemma 3.8 since w x does. From the way we have chosen w y and w z , it is clear that (2) of Lemma 3.8 is also satis ed. To ensure that (3) is satis ed, we take b and c very large, and then take a much larger than b and c. The fact that (3) is satis ed is the content of the next lemma.
Lemma 4.4 (No interchange). There is no g 2 G which interchanges the endpoints of w .
Proof of 4.4. The proof is by contradiction. We know that w and g:w are within an L 2 -neighbourhood of each other, and that they are directed in opposite directions.
Consider any path with label w y . By the construction of w y , cannot lie in an L 2 -neighbourhood of a path X labelled by w a x , unless it lies near one of the two ends of X. Consider any path with label w z . By the construction of w z , cannot lie in an L 2 -neighbourhood of a path XY labelled by w = w a x w b y , unless it lies near one of the two ends of XY .
Let XY Z be the path from the identity of G labelled w a x w b y w c z and consider how g:(XY Z) might lie. We change g to g w i , choosing i so as to minimize the Hausdor distance between X and g:X. Unless this Hausdor distance is small compared with a, b and c, there will be a contradiction to the preceding paragraph. It then follows that the path labelled w b y starting at gw x a , travels at rst near the path labelled w ?c z starting at the identity. But this is impossible according to the way we have chosen w z .
This completes the proof.
4.4
5. Proof of Lemma 3.9
The result stated in Lemma 3.9 is well known and there are several di erent proofs. But as far as we know there is no published reference. One proof uses the relationship between automata and word-hyperbolic groups, using the results of ECH + 92]. Here we prefer to give another proof, which is more geometric and which we believe is due to Delzant.
Delzant's argument proves a stronger result than that stated in Lemma 3.9. Let g ? and g + be the two points of @? which are xed by the action of g on ? @?, with g ? the repelling xed point of g and g + the attracting xed point. Let N 0 be the set of all geodesics from g ? to g + and let N be their union. Note that g permutes the elements of N 0 , preserving the direction of these geodesics. We x p 2 N and let B be the intersection with N of the ball in ? with centre p and radius 10 , where is the constant of hyperbolicity. It is easy to see that any two elements of N 0 are within a 2 -neighbourhood of each other. So B meets each element of N 0 and separates the two ends of N.
Fix some geodesic : (?1; 1) ! N, such that goes from g ? to g + and (0) = p. For each j 2 Z, we x n(j) 2 Z to minimize d( (n(j)); g j (p)). This is always at most 2 .
Since B is nite, there are only nitely many elements h 2 G such that B \ hB is not empty. If B \ g i B = ?, it is not too hard to deduce that B \ g ji B = ? for all j 6 = 0. Putting these two facts together, it is easy to see that there is an m 0 , independent of which element g 2 G of in nite order is under investigation, such that, if m m 0 , then B\g m B is empty. So, without loss of generality, we may assume that B \ g i B = ? for all i 6 = 0.
For each i > 0, let X i be the set of all Short-Lex geodesics from some point of g ?i B to some point of g i B and which are contained in one of the geodesics from g ? to g + . Since N 0 is not empty, X i is also not empty for any value of i > 0. The number of elements of X i is at most jBj 2 . Each geodesic in X i meets both g ?i+1 B and g i?1 B. We therefore get a map X i ! X i?1 for i > 1, for example by taking the shortest segment of a geodesic in X i which gives a geodesic in X i?1 .
We now have an inverse system of non-empty nite sets, with a bound on the number of elements in each nite set. Let Y be the inverse limit of the Remark 5.2. Lemma 3.9 (Straightening Lemma) says that for most purposes a quasi-geodesic in nite cyclic subgroup of a word-hyperbolic group can be replaced by a geodesic in nite cyclic group. (In fact, an in nite cyclic group is always quasi-geodesic in a word-hyperbolic group.) The rank two free group F = ha; bi can be embedded as a quasi-geodesic subgroup in any non-elementary word-hyperbolic group G, a fact which we used in this paper, but it is not known if we can nd can a geodesic subgroup which is free of rank two. An easy automaton argument shows that we can embed the free
