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Abstract
We prove some sharp Hardy–Rellich inequalities on the Heisenberg group, using the method given by D.G. Costa in [D.G. Costa,
Some new and short proofs for a class of Caffarelli–Kohn–Nirenberg type inequalities, J. Math. Anal. Appl. 337 (2008) 311–317].
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1. Introduction
The classical Rellich inequality states that, for N  5, for all u ∈ C∞0 (RN),∫
RN
|u|2 dx 
(
N(N − 4)
4
)2 ∫
RN
u2
|x|4 dx (1.1)
and (N(N−4)4 )
2 is the best constant in (1.1) and is never achieved (see e.g. [7]). Attached to the Rellich inequality
(1.1), there is a similar Rellich inequality that connects first to the second order derivatives. That is, for N  5 and for
all u ∈ C∞0 (RN), we have∫
RN
|u|2 dx  N
2
4
∫
RN
|∇u|2
|x|4 dx (1.2)
and N24 is the best constant in (1.2) (see e.g. [7]).
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424 Q. Yang / J. Math. Anal. Appl. 342 (2008) 423–431Recently, P. Niu et al. [6] and L. D’Ambrosio [4] consider the analogous Hardy inequality on the (2n + 1)-
dimensional Heisenberg group Hn with homogeneous dimension Q = 2n + 2 (see Section 2 for definitions and
properties). One of D’Ambrosio’s result in [4] states that, for n > 2 and for all u ∈ C∞0 (Hn), there holds∫
Hn
|Hu|2 dx dt  n2(n − 2)2
∫
Hn
u2
|x|4 dx dt, (1.3)
where H is the Kohn’s sub-Laplace on Hn. From inequality (1.3) it follows that∫
Hn
|Hu|2 dx dt  b
∫
Hn
|x|4
ρ8
u2 dx dt, (1.4)
for n > 2 and u ∈ C∞0 (Hn) with b := n2(n− 2)2 and ρ = (|x|4 + t2)
1
4
. D’Ambrosio surmises that the inequality (1.4)
is valid for n > 1 with b := (n2 − 1)2 since this statement is valid for all radial function on Hn and (n2 − 1)2 is the
corresponding best constant.
In this paper we shall also consider the analogous Rellich inequality (1.1) on the Heisenberg group. However, the
form we obtain is slightly different form D’Ambrosio’s. One of the main results is the following.
Theorem 1.1. Let n 2 and u ∈ C∞0 (Hn). There holds, for 0 α <Q − 4,∫
Hn
|Hu|2 1|x|2ρα−2 dx dt 
(
(Q + α)(Q − α − 4)
4
)2 ∫
Hn
|x|2
ρα+6
u2 dx dt, (1.5)
and ( (Q+α)(Q−α−4)4 )
2 is the best constant in (1.5) and is never achieved.
Next we consider analogous Rellich inequality (1.2) on the Heisenberg group. The main result is the following
theorem.
Theorem 1.2. Let n 3 and u ∈ C∞0 (Hn). There holds, for 0 α  Q−83 ,∫
Hn
|Hu|2 1|x|2ρα−2 dx dt 
(Q + α)2
4
∫
Hn
|∇Hu|2
ρα+2
dx dt, (1.6)
and (Q+α)
2
4 is the best constant in (1.6) and is never achieved.
2. Notation and preliminaries
Let Hn = (R2n ×R,◦) be the (2n + 1)-dimensional Heisenberg group whose group structure is given by
(x, t) ◦ (x′, t ′) =
(
x + x′, t + t ′ + 2
n∑
j=1
(
x2j x
′
2j−1 − x′2j−1x2j
))
.
The vector fields
X2j−1 = ∂
∂x2j−1
+ 2x2j ∂
∂t
,
X2j = ∂
∂x2j
− 2x2j−1 ∂
∂t
(j = 1, . . . , n) are left invariant and generate the Lie algebra of Hn.
The Kohn’s sub-Laplace on Hn is
H =
2n∑
X2j =
2n∑ ∂2
∂x2j
+ 4|x|2 ∂
2
∂t2
+ 4
n∑(
x2j
∂
∂x2j−1
− x2j−1 ∂
∂x2j
)
∂
∂t
j=1 j=1 k=1
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∇H = (X1, . . . ,X2n) = ∇x + 2Λx ∂
∂t
,
where ∇x = ( ∂∂x1 , . . . , ∂∂x2n ), Λ is a skew symmetric and orthogonal matrix given by
Λ = diag(J1, . . . , Jn), J1 = · · · = Jn =
(
0 1
−1 0
)
.
A function f on Hn is called partial symmetry with respect to origin if f (x, t) = f˜ (|x|, t). We note that if the
function f has partial symmetry with respect to origin, then
Hf (x, t) =
(
∂2
∂r2
+ 2n − 1
r
∂
∂r
+ 4r2 ∂
2
∂t2
)
f (r, t), r = |x|. (2.1)
For each real number λ > 0, there is a dilation naturally associated with the group structure which is usually denoted
as δλ(x, t) = (λx,λ2t). The Jacobian determinant of δλ is λQ, where Q = 2n+2 is the homogeneous dimension of Hn.
For simplicity, we use the notation λ(x, t) = (λx,λ2t).
The anisotropic dilation on Hn introduce a homogeneous norm
ρ(x, t) = (|x|4 + t2) 14 .
For simplicity, we always write it ρ. With this norm, we can define the Heisenberg ball centered at origin with radius
R B(0,R) = {(x, t) ∈ Hn: ρ(x, t) = R} and the unit sphere Σ = ∂B(0,1). The volume of such ball is CQRQ and the
volume of ∂B(0,R) is C′QRQ−1 for some constants CQ,C′Q depending on Q. Furthermore, we have the following
polar coordinates on Hn:∫
Hn
f (x, t) dx dt =
∞∫
0
∫
Σ
f
(
λ
(
x∗, t∗
))
λQ−1 dσ dλ
for all f ∈ L1(Hn), with x∗ = x(|x|4+t2)1/4 and t∗ = t(|x|4+t2)1/2 and for β > −2n (see [2])∫
Σ
|x∗|β dσ = ω2n−1Γ (
1
2 )Γ (
Q−2+β
4 )
Γ (
Q+β
4 )
< ∞,
where ω2n−1 is the volume of unit sphere in R2n.
Lemma 2.1. Let α,β ∈R and r = |x|. There hold
(1) Hρα = α(Q + α − 2)r2ρα−4;
(2) H(ραrβ) = α(Q + α + 2β − 2)ρα−4rβ+2 + β(Q + β − 4)ραrβ−2;
(3) |∇Hρα| = |α|rρα−2.
Proof. A simple calculation shows:
∂
∂r
ρα = αρα−4r3, ∂
2
∂r2
ρα = 3αρα−4r2 + α(α − 4)ρα−8r6,
∂
∂t
ρα = α
2
ρα−4t, ∂
2
∂t2
ρα = α
2
ρα−4 + α(α − 4)
4
ρα−8t2,
〈∇Hρα,∇H rβ 〉= 〈∇xρα + 2Λx ∂
∂t
ρα,∇xrβ
〉
= 〈αρα−4r2x,βrβ−2x〉+ 2〈Λx,βrβ−2x〉 ∂
∂t
ρα
= αβρα−4rβ+2.
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Hρ
α =
(
∂2
∂r2
+ 2n − 1
r
∂
∂r
+ 4r2 ∂
2
∂t2
)
ρα
= 3αρα−4r2 + α(α − 4)ρα−8r6 + (2n − 1)αρα−4r2 + 2αρα−4r2 + α(α − 4)ρα−8r2t2
= (2n + 4)αρα−4r2 + α(α − 4)ρα−4r2
= α(Q + α − 2)r2ρα−4
and
H
(
ραrβ
)= rβHρα + ραHrβ + 2〈∇Hρα,∇H rβ 〉
= α(Q + α − 2)rβ+2ρα−4 + β(2n + β − 2)rβ−2ρα + 2αβρα−4rβ+2
= β(2n + β − 2)rβ−2ρα + α(Q + α + 2β − 2)rβ+2ρα−4
= β(Q + β − 4)ραrβ−2 + α(Q + α + 2β − 2)rβ+2ρα−4.
The proof of (3) can be found in [2, Lemma 2.1]. 
3. Main results
Firstly, we prove the following Hardy inequalities on Hn. The method we use here is due to Adimurthi and A. Sekar
(see [1, p. 1113]).
Theorem 3.1. Let β > −2n − 1 and Q − 2 + β − α > 0. There holds, for u ∈ C∞0 (Hn),∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt  (Q − 2 + β − α)
2
4
∫
Hn
u2
|x|β+2
ρα+4
dx dt (3.1)
and (Q−2+β−α)
2
4 is the best constant and is never achieved.
Proof. Recall that for β > −2n− 1
∇H ◦ |x|β∇Hρ2−Q−β = Cδ0 (3.2)
(see [2, Theorem 1.2∗]). We write (3.2) as
∇H ◦ |x|
β
ρα
∇Hρ2−Q−β+α = Cδ0 (3.3)
and denote by E = ρ2−Q−β+α . Let u ∈ C∞0 (Hn) and v = E−
1
2 u. Since E(0) = ∞, we have v(0) = 0 and u = E 12 v.
Hence
∇Hu =
(
1
2
∇HE
E
+ ∇Hv
v
)
u
and ∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt = 1
4
∫
Hn
|x|β
ρα
· |∇HE|
2
E2
u2 dx dt +
∫
Hn
v(∇HE,∇Hv) |x|
β
ρα
dx dt +
∫
Hn
|∇Hv|2E |x|
β
ρα
dx dt.
We obtain, by (3.3),∫
Hn
v(∇HE,∇Hv) |x|
β
ρα
dx dt = 1
2
∫
Hn
(∇HE,∇Hv2) |x|β
ρα
dx dt = 1
2
Cv2(0) = 0,
and hence
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Hn
|∇Hv|2E |x|
β
ρα
dx dt =
∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt − 1
4
∫
Hn
|x|β
ρα
· |∇HE|
2
E2
u2 dx dt
=
∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt − (Q − 2 + β − α)
2
4
∫
Hn
u2
|x|β+2
ρα+4
dx dt. (3.4)
Here we use the fact |∇Hρ| = |x|ρ (see Lemma 2.1(3)). From (3.4) we deduce that∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt − (Q − 2 + β − α)
2
4
∫
Hn
u2
|x|β+2
ρα+4
dx dt =
∫
Hn
|∇Hv|2E |x|
β
ρα
dx dt  0
and (Q−2+β−α)
2
4 is the best constant and is never achieved. 
Following [3], we prove the following key lemma.
Lemma 3.2. For α1, α2, β1, β2 ∈R, α = α1 + α2, β = β1 + β2 and u ∈ C∞0 (Hn \ {0}), there holds√√√√∫
Hn
|Hu|2 |x|
2β1
ρ2α1
dx dt ·
√√√√∫
Hn
u2
|x|2β2
ρ2α2
dx dt

∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt + α(Q − α + 2β − 2)
2
∫
Hn
u2
|x|β+2
ρα+4
dx dt + β(Q + β − 4)
2
∫
Hn
u2
|x|β−2
ρα
dx dt.
(3.5)
Proof. Given u ∈ C∞0 (Hn \ {0}) arbitrary, we have∫
Hn
(
Hu
|x|β1
ρα1
+ s |x|
β2
ρα2
u
)2
dx dt  0
for every s ∈R. In other words,∫
Hn
|Hu|2 |x|
2β1
ρ2α1
dx dt + s2
∫
Hn
u2
|x|2β2
ρ2α2
dx dt + 2s
∫
Hn
uHu
|x|β
ρα
dx dt  0
and we obtain( ∫
Hn
uHu
|x|β
ρα
dx dt
)2

∫
Hn
|Hu|2 |x|
2β1
ρ2α1
dx dt ·
∫
Hn
u2
|x|2β2
ρ2α2
dx dt. (3.6)
Through integration by parts,∫
Hn
uHu
|x|β
ρα
dx dt = −
∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt −
∫
Hn
u
〈
∇Hu,∇H |x|
β
ρα
〉
dx dt (3.7)
and ∫
Hn
u
〈
∇Hu,∇H |x|
β
ρα
〉
dx dt = −
∫
Hn
u
〈
∇Hu,∇H |x|
β
ρα
〉
dx dt −
∫
Hn
u2H
|x|β
ρα
dx dt. (3.8)
Hence∫
u
〈
∇Hu,∇H |x|
β
ρα
〉
dx dt = −1
2
∫
u2H
|x|β
ρα
dx dtHn Hn
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−
∫
Hn
uHu
|x|β
ρα
dx dt =
∫
Hn
u
〈
∇Hu,∇H |x|
β
ρα
〉
dx dt − 1
2
∫
Hn
u2H
|x|β
ρα
dx dt
=
∫
Hn
|∇Hu|2 |x|
β
ρα
dx dt + α(Q − α + 2β − 2)
2
∫
Hn
u2
|x|β+2
ρα+4
dx dt
+ β(Q + β − 4)
2
∫
Hn
u2
|x|β−2
ρα
dx dt. (3.9)
Therefore we can deduce inequality (3.5) by (3.6) and (3.9). 
Choose β = β1 + β2 = 0 in Lemma 3.2, we have√√√√∫
Hn
|Hu|2 |x|
2β1
ρ2α1
dx dt ·
√√√√∫
Hn
u2
1
|x|2β1ρ2α2 dx dt

∫
Hn
|∇Hu|2 1
ρα
dx dt + α(Q − α − 2)
2
∫
Hn
u2
|x|2
ρα+4
dx dt. (3.10)
Proof of Theorem 1.1. Firstly, we assume u ∈ C∞0 (Hn \ {0}). We have, by (3.1) and (3.10),√√√√∫
Hn
|Hu|2 |x|
2β1
ρ2α1
dx dt ·
√√√√∫
Hn
u2
|x|−2β1
ρ2α2
dx dt  (Q + α − 2)(Q − α − 2)
4
∫
Hn
u2
|x|2
ρα+4
dx dt. (3.11)
Let β1 = −1 and 2α2 = α + 4 = α1 + α2 + 4. We obtain, by (3.11),∫
Hn
|Hu|2
|x|2ρ2α1 dx dt 
(Q + 2α1 + 2)2(Q − 2α1 − 6)2
16
∫
Hn
u2
|x|2
ρ2α1+8
dx dt. (3.12)
Inequality (1.5) is just inequality (3.12) with 0  2α1 + 2 < Q − 4. The constant (Q+2α1+2)2(Q−2α1−6)216 is never
achieved since the constant (Q+α−2)(Q−α−2)4 in (3.11) is never achieved.
Secondly, we follow [5, p. 246, Example 3], to show that integration by parts (3.7) and (3.8) is valid for u ∈ C∞0 (Hn)
with β = 0 and α = 2α1 + 4 <Q − 2. We notice that if α <Q − 2, then for R > 0,∫
B(0,R)
∣∣∣∣∇H 1ρα
∣∣∣∣dx dt = ∫
B(0,R)
|α||x|
ρα+2
dx dt = |α|
R∫
0
ρQ−2−α dρ
∫
Σ
∣∣x∗∣∣dσ
= |α|
Q − 1 − αR
Q−1−α
∫
Σ
∣∣x∗∣∣dσ < ∞
and by Lemma 2.1
∫
B(0,R)
∣∣∣∣H 1ρα
∣∣∣∣dx dt = ∣∣α(Q − α − 2)∣∣ ∫
B(0,R)
|x|2
ρα+4
dx dt = ∣∣α(Q − α − 2)∣∣ R∫
0
ρQ−α−3 dρ
∫
Σ
∣∣x∗∣∣2 dσ
= |α|RQ−α−2
∫ ∣∣x∗∣∣2 dσ < ∞.
Σ
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Hn−B(0,)
X1u(x, t)
1
ρα
dx dt
=
∫
Hn−B(0,)
(
∂
∂x1
+ 2x2 ∂
∂t
)
u(x, t)
1
ρα
dx dt
= −
∫
Hn−B(0,)
u(x, t)X1
1
ρα
dx dt +
∫
∂B(0,)
u(x, t)
ρα
ν1 dσ +
∫
∂B(0,)
u(x, t)
2x2
ρα
ν2n+1 dσ,
where ν1, . . . , ν2n+1 is the outward pointing unite normal vector field along ∂B(0, ). Hence,∣∣∣∣ ∫
∂B(0,)
u(x, t)
ρα
ν1 dσ
∣∣∣∣ ‖u‖L∞ ∫
∂B(0,)
1
ρα
dσ  C‖u‖L∞Q−1−α → 0 ( → 0),
and similarly,∣∣∣∣ ∫
∂B(0,)
u(x, t)
2x2
ρα
ν2n+1 dσ
∣∣∣∣ ‖u‖L∞ ∫
∂B(0,)
2
α
dσ  C‖u‖L∞Q−α → 0
as  → 0. Thus∫
Hn
X1u(x, t)
1
ρα
dx dt = −
∫
Hn
u(x, t)X1
1
ρα
dx dt.
Similarly, there hold∫
Hn
Xju(x, t)
1
ρα
dx dt = −
∫
Hn
u(x, t)Xj
1
ρα
dx dt,
∫
Hn
Xju(x, t)Xj
1
ρα
dx dt = −
∫
Hn
u(x, t)X2j
1
ρα
dx dt,
for j = 1, . . . ,2n. These implies the integration by parts (3.7) and (3.8) is valid β = 0 and α = 2α1 + 4 <Q − 2.
To see the constant ( (Q+α)(Q−α−4)4 )
2 is the best constant in (1.5), we follow [4], i.e., consider the function, for
 > 0,
u(ρ) =
{1, ρ ∈ [0,1],
ρ−
Q+α
2 +, ρ > 1.
We obtain, by Lemma 2.1,∫
Hn
|Hu|2 1|x|2ρα−2 dx dt =
(Q + α − 2)2(Q − α − 4 + 2)2
4
∫
Hn−B(0,1)
|x|2
ρα+6
u2 dx dt.
Since ∫
Hn−B(0,1)
|x|2
ρα+6
u2 dx dt =
∞∫
1
ρ−2α−5+2 dρ
∫
Σ
∣∣x∗∣∣2 dσ < ∞,
by letting  → 0, we easily get the claim that ( (Q+α)(Q−α−4)4 )2 in (1.5) is sharp. This completes the proof of Theo-
rem 1.1. 
Proof of Theorem 1.2. Let β = 0, β1 = −1 and 2α2 = α + 4 = α1 +α2 + 4 <Q+ 2 in Lemma 3.2. We obtain, since
the integration by parts (3.7) and (3.8) is valid β = 0 and 0 α = 2α1 + 4 <Q − 2, for all u ∈ C∞(Hn),0
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Hn
|Hu|2
|x|2ρ2α1 dx dt ·
√√√√∫
Hn
u2
|x|2
ρ2α1+8
dx dt

∫
Hn
|∇Hu|2 1
ρ2α1+4
dx dt + α(Q − α − 2)
2
∫
Hn
u2
|x|2
ρ2α1+8
dx dt. (3.13)
Set
s =
∫
Hn
|∇Hu|2 1
ρ2α1+4 dx dt∫
Hn
u2 |x|2
ρ2α1+8 dx dt
.
Then s  (Q−α−2)24 by Theorem 3.1. Define the function
F(s) =
(
s + α(Q − α − 2)
2
)(
1 + α(Q − α − 2)
2
· 1
s
)
, s ∈
[
(Q − α − 2)2
4
,+∞
)
.
A simple calculation shows
F(s) = α(Q − α − 2) + s + α
2(Q − α − 2)2
4
· 1
s
and F(s) has the minimum F( (Q−α−2)
2
4 ) if and only if
(Q−α−2)2
4 
α(Q−α−2)
2 , i.e., 0  α 
Q−2
3 . Therefore, we
obtain, by (3.13),∫
Hn
|Hu|2
|x|2ρ2α1 dx dt  F(s)
∫
Hn
|∇Hu|2 1
ρ2α1+4
dx dt
 F
(
(Q − α − 2)2
4
)∫
Hn
|∇Hu|2 1
ρ2α1+4
dx dt
= (Q + α − 2)
2
4
∫
Hn
|∇Hu|2 1
ρ2α1+4
dx dt
= (Q + 2α1 + 2)
2
4
∫
Hn
|∇Hu|2 1
ρ2α1+4
dx dt. (3.14)
The constant (Q+2α1+2)
2
4 in (3.14) is never achieved. Inequality (1.6) is just inequality (3.14) with 0 α1 + 1 Q−86 .
Now let us show that the constants (Q+α)
2
4 in (1.6) is sharp. If, for 0 α  Q−83 ,∫
Hn
|Hu|2 1|x|2ρα−2 dx dt  b
∫
Hn
|∇Hu|2
ρα+2
dx dt,
then we obtain, by Theorem 3.1,∫
Hn
|Hu|2 1|x|2ρα−2 dx dt  b
(Q − α − 4)2
4
∫
Hn
u2
|x|2
ρα+6
dx dt,
and hence by Theorem 1.1,
b
(Q − α − 4)2
4

(
(Q + α)(Q − α − 4)
4
)2
,
Q. Yang / J. Math. Anal. Appl. 342 (2008) 423–431 431i.e.,
b (Q + α)
2
4
since ( (Q+α)(Q−α−4)4 )
2 is the best constant in (1.5). This completes the proof of Theorem 1.2. 
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