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Abstract
In this paper we investigate generalized circulant permutation matrices of composite order. We give a com-
plete characterization of the order and the structure of symmetric generalizedk-circulant permutation matrices
in terms of circulant and retrocirculant block (0, 1)-matrices in which each block contains exactly one or
two entries 1. In particular, we prove that a generalized k-circulant matrix A of composite order n = km is
symmetric if and only if either k = m − 1 or k ≡ 0 or k ≡ 1 mod m, and we obtain three basic symmetric
generalizedk-circulantpermutationmatrices, fromwhichallothersareobtainedviapermutationsof theblocks
or by direct sums. Furthermore, we extend the characterization of these matrices to centrosymmetric matrices.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A matrix of order n is said to be h-circulant, 1  h < n, when every row, distinct from the first
one, is obtained from the preceding one by shifting every element h positions to the right. The
matrix is called circulant when h = 1 and retrocirculant when h = n − 1 [2]. In the latter case,
the matrix has the property that every row, distinct from the first, is obtained from the preceding
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one by shifting every element 1 position to the left. Let Pn be the circulant matrix having as first
row (010 . . . 0). If there is no possibility of ambiguity we often drop the subscript n and simply
write Pn as P .
In [3] a matrix A of order n = km and (n, h) = k is called generalized h-circulant when it
is partitioned into h-circulant submatrices of type m × n. Let Aj , 1  j  k, be the h-circulant
submatrix of A of type m × n, formed by the rows
1 + (j − 1)m, 2 + (j − 1)m, . . . , jm;
then A is partitioned in k blocks of type m × n as follows:⎡
⎢⎢⎣
A1
A2
. . .
Ak
⎤
⎥⎥⎦ .
In the same paper the following characterization of generalized h-circulant matrices is shown.
Theorem 1.1. A matrix A of order n is generalized h-circulant, where (n, h) = k and n = km,
if and only if it satisfies the relation
APh = P ′A,
where P ′ is direct sum of k matrices coinciding with Pm, i.e. P ′ = diag(Pm, . . . , Pm).
A matrix A of order n = km, partitioned into m × n submatrices Aj , 1  j  k, is said to
be (m × n)-block circulant when every block, different from the first one, is obtained from the
preceding one by shifting every column one position to the right. This condition is equivalent to
say that Aj+1 = AjP , where 1  j  k − 1.
The following is an example of a generalized 2-circulant matrix and a (2 × 4)-block circulant
matrix both of order 4⎡
⎢⎢⎣
1 2 3 4
3 4 1 2
5 6 7 8
7 8 5 6
⎤
⎥⎥⎦ and
⎡
⎢⎢⎣
1 2 3 4
5 6 7 8
4 1 2 3
8 5 6 7
⎤
⎥⎥⎦ .
A matrix A of order n, where (n, h) = k and n = km, is called block generalized h-circulant
if it is generalized h-circulant and (m × n)-block circulant.
An example of a block generalized 2-circulant matrix is⎡
⎢⎢⎣
1 2 3 4
3 4 1 2
4 1 2 3
2 3 4 1
⎤
⎥⎥⎦ .
A (0, 1)-matrix A = [ai,j ] is a permutation matrix if there exists a permutation σ such that
ai,j = 1 if and only if j = σ(i). If necessary, we use A(σ) to emphasize σ . We will represent a
permutation by the one-line notation σ = (σ (1)σ (2) . . . σ (n)) [1].
Permutation matrices partitioned into particular submatrices are considered in [5]. Note that
the circulant matrix P :=Pn is always the permutation matrix asssociated to the permutation
σ = (1 . . . n). Since P is a permutation matrix, then P T = P−1, Pn = In and (P T)s−1 = P s
when n = 2s − 1.
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In the particular case in whichn = 15, it is easy to check that there are no symmetric generalized
3- or 5-circulant permutation matrices. Hence, it seems worthwhile to characterize the order and
the structure of symmetric generalized k-circulant matrices of order n = km. We present such a
characterization in Section 2. Furthermore, we extend such a characterization to centrosymmetric
matrices in Section 3.
2. Symmetric matrices
Let A be a generalized k-circulant permutation matrix of composite order n = km. Let Ab =
[Bi,j ] be the matrix obtained by partitioning A into submatrices (blocks) Bi,j of order m. Recall
that the matrix Ei,j of order n denotes the matrix having all the elements zero, but a 1 in position
(i, j).
We will also consider the distance between the ith and j th rows (or columns) of a matrix A to
be | i − j |. Consecutive rows (or columns) are those at distance 1. Also the first and last row (or
column) of a matrix of order m are considered consecutive modulo m.
The ith row and ith column ofAb are denoted byRi = [Bi,1, Bi,2 . . . Bi,k] andCi = [B1,i , B2,i ,
. . . , Bk,i]T, with 1  i  k, respectively.
The following is an immediate consequence of these definitions.
Lemma 2.1. Let A be a generalized k-circulant permutation matrix. Then two ones of Ri belong
to columns having distance a multiple of k. Furthermore, if A is symmetric, two ones of Ci belong
to rows having distance a multiple of k.
We denote by Pb :=[Pbi,j ] the block permutation (0, 1)-matrix of order k with blocks of order
m such that
Pbi,j :=
{
Im if j ≡ i + 1 mod k
Om otherwise
Note: The matrix Pb has the same structure as the permutation matrix Pk in which every entry
1 is substituted by the identity matrix Im of order m, and every entry 0 is substituted by the null
matrix Om of order m.
Theorem 2.2. Let A = [ai,j ] be a symmetric generalized k-circulant permutation matrix of order
n = km, with 1 < k < m. Then k = m − 1 and, if m is even, Ab coincides with the circulant block
matrix
K1 =
⎡
⎢⎢⎢⎣
E1,m + Em,1 E2,m−1 · · · Ei,m−i+1 · · · Em−1,2
Em−1,2 E1,m + Em,1 · · · Ei−1,m−i · · · Em−2,3
...
...
E2,m−1 E3,m−2 · · · Em−1,2 · · · E1,m + Em,1
⎤
⎥⎥⎥⎦ .
If m is odd, say m = 2s − 1, where s > 1, Ab coincides either with K1 or with the circulant
block matrix
K2 =
⎡
⎢⎢⎢⎣
Es,s Es+1,s+m−1 · · · E1,m + Em,1 · · · Es−1,s−m+1
Es−1,s−m+1 Es,s · · · Em−1,2 · · · Es−2,s−m
...
...
Es+1,s+m−1 Es+2,s−2 · · · E2,m−1 · · · Es,s
⎤
⎥⎥⎥⎦ .
Moreover, K2 :=K1P sb .
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Proof. Note that the k-circulant submatrix R1 = [B1,1, B1,2, . . . , B1,k], contains m ones. Since
k < m, at least one block, say B1,i , contains two ones which belong to two consecutive rows
(modulo m), say ar,t = 1 and ar+1,t+k = 1. Since A is symmetric, we have at,r = 1, at+k,r+1 = 1
and Bi,1 = BT1,i . Then Bi,1 contains two ones in consecutive columns (modulo m), a contradiction
to Lemma 2.1, since k > 1, unless r = m, which implies r + 1 ≡ 1 mod m. If k  m − 2 then
there are at least two blocks which contain 2 ones, or at least one block which contains 3 ones.
Thus, there should be two ones in the same mth row of R1, again a contradiction to Lemma 2.1.
Hence, k = m − 1 and t = 1.
Firstly, assume that B1,1 is the block of R1 with two ones. Then B1,1 = E1,m + Em,1, B1,2 =
E2,m−1, B1,3 = E3,m−2, . . . , B1,k = Em−1,2. Since A is symmetric, then B1,j = BT1,k−(j+1), for
2  j  k. Thus, the first column C1 of Ab is such that⎡
⎢⎢⎣
B1,1
BT1,2
. . .
BT1,k
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
B1,1
B1,k
. . .
B1,2
⎤
⎥⎥⎦
since Ej,m−i+1 = ETm−j+1,j , for 2  j  k. Hence, R2 = [B1,k, B1,1, . . . , B1,k−1], since A is
generalized k-circulant permutation matrix. Proceeding in this way, we obtain thatAb is a circulant
matrix having as first row R1, i.e. Ab coincides with K1.
Now assume that the block with two ones is B1,s , with s > 1. Note that the first row R1 of
Ab is a cyclic permutation of the first row of K1. Since the first block of R1 must be symmet-
ric, then s = m − s + 1. Thus m = 2s − 1 and k = m − 1 = 2(s − 1). In this case B1,1 = Es,s .
Hence, R1 = [Es,s, Es+1,s+m−1, . . . , E1,m + Em,1, · · · , Es−1,s−m+1] and reasoning as before,
by hypothesis on A, we obtain that Ab coincides with K2
K2 =
⎡
⎢⎢⎢⎣
Es,s Es+1,s+m−1 · · · E1,m + Em,1 · · · Es−1,s−m+1
Es−1,s−m+1 Es,s · · · Em−1,2 · · · Es−2,s−m
...
...
Es+1,s+m−1 Es+2,s−2 · · · E2,m−1 · · · Es,s
⎤
⎥⎥⎥⎦ .
Furthermore, recall that the product of K1 by the matrix P Tb determines a shifting of one
position of the columns of K1 on the left. Then K1 is obtained by shifting, s − 1 positions to the
left, the columns of K1, i.e., K2 = K1(P Tb )s−1 = K1(Pb)s . 
Theorem 2.3. Let A = [ai,j ] be a symmetric generalized k-circulant permutation matrix of order
n = km, where k = m. Then Ab is permutation similar to the matrix
H =
⎡
⎢⎢⎣
E1,1 E2,1 . . . Em,1
E1,2 E2,2 . . . Em,2
. . .
E1,m E2,m . . . Em,m
⎤
⎥⎥⎦ .
Proof. Let Ab = [Bi,j ] and R1 = [B1,1, B1,2, . . . , B1,k]. Since k = m, then every B1,j contains
exactly one 1.
By the symmetry of A, then B1,1 = Ei,i , for some 1  i  m. Since A is generalized k-
circulant, then B1,2 = Ei+1,i , . . . , B1,k = Ei+m−1,i (indices taken modulo m). Moreover, again
by the symmetry of A, we have that B2,1 = ETi+1,i = Ei,i+1. Iterating this reasoning, we obtain
that Ab coincides with the matrix
M. Abreu et al. / Linear Algebra and its Applications 429 (2008) 367–375 371
Li =
⎡
⎢⎢⎣
Ei,i Ei+1,i . . . Ei+m−1,i
Ei,i+1 Ei+1,i+1 . . . Ei−1,i+1
. . .
Ei,i+m−1 Ei+1,i+m−1 . . . Ei+m−1,i+m−1
⎤
⎥⎥⎦ .
Since Pb has order k, then
LiP
T
b =
⎡
⎢⎢⎣
Ei+1,i Ei+2,i . . . Ei,i
Ei+1,i+1 Ei+2,i+1 . . . Ei,i+1
. . .
Ei+1,i−1 Ei+2,i−1 . . . Ei,i+m−1
⎤
⎥⎥⎦
and
Pb(LiP
T
b ) =
⎡
⎢⎢⎣
Ei+1,i+1 Ei+2,i+1 . . . Ei,i+1
Ei+1,i+2 Ei+2,i+2 . . . Ei+1,i+k
. . .
Ei+1,i Ei+2,i+k . . . Ei,i
⎤
⎥⎥⎦ .
In other words
PbLiP
T
b = Li+1.
Thus, Li is permutation similar to Li+1 and, hence, to L1 = H . 
Theorem 2.4. Let A = [ai,j ] be a symmetric generalized k-circulant permutation matrix of order
n = km, where k = tm, with t > 1. Then A is permutation similar to the direct sum of t matrices
coinciding with H.
Proof. By the symmetry of A and Lemma 2.1, we have that B1,1 is diagonal. Assume that
B1,1 = E1,1, then a1,1 = 1, a2,1+tm = a3,1+2tm = . . . = am,1+(m−1)tm = 1. The element a2,1+tm
belongs to B1,1+t and B1,1+t = E2,1. Moreover, a3,1+2tm belongs to B1,1+2t and so on. Then,
B1,1+rt = Er−1,1 (r = 1, . . . , m), while the remaining blocks of R1 coincide with the null matrix
Om of order m. Thus, the submatrix M1 formed by the elements which belong to the rows and
the columns 1, 1 + t, . . . , 1 + (m − 1)t coincides with H .
If B1,1 = Ei,i , where 1  i  m, then the submatrix M1 formed by the elements which belong
to the same preceding rows and columns coincides with the matrix Li of Theorem 2.3, which
is permutation similar to H . In a similar way, the submatrix Mr formed by the elements which
belong to the rows and columns
r, r + t, . . . , r + (m − 1)t,
where 2  r  t , is permutation similar to H . Let Q be the matrix representing the permutation
on k = tm elements
1, 1 + t, . . . , 1 + (m − 1)t, 2, 2 + t, . . . , 2 + (m − 1)t, . . . , t, 2t, . . . , mt.
Then, we obtain
QTAQ =
t⊕
i=1
Mi.
where Mi is permutation similar to H . 
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Theorem 2.5. Let A be a symmetric generalized k-circulant permutation matrix A = [ai,j ], of
order n = km, where k > m but not a multiple of m. Then k ≡ 1 mod m.
Proof. Let A = [ai,j ] and a1,r = 1. If 1  r  m, then r = 1. Otherwise, ar,1 = 1, since A is
symmetric, a contradiction by Lemma 2.1. Then, we may assume that r = 1 or r > m. Moreover,
a1,r = a2,r+k = 1.
Then
ar,1 = ar+1,1+k = ar+2,1+2k = . . . = ar+m−1,1+(m−1)k = 1,
and also
ar+k,2 = ar+k−1,2−k = 1.
Since ar+m−1,1+(m−1)k = 1, ar+k−1,2+(m−1)k = 1 and the difference of the rows r + m − 1 −
(r + k − 1) is not a multiple of k, then such elements have to belong to different submatri-
ces (columns) Ci of Ab. This is only possible if 1 + (m − 1)k ≡ 0 mod m. In other words,
k − 1 ≡ 0 mod m. 
Theorem 2.6. LetA be a symmetric generalized k-circulant permutation matrix of order n = km,
where k = tm + 1, t  1.Then the matrixAb is permutation similar to the direct sum of t matrices
coinciding either with the retrocirculant matrix
D =
⎡
⎢⎢⎣
E1,1 E2,2 . . . Em,m 0
E2,2 E3,3 . . . 0 E1,1
. . .
0 E1,1 . . . Em−1,m−1 Em,m
⎤
⎥⎥⎦
or with a block matrix obtained from D by shifting the columns on the left an arbitrary number
of times.
Proof. Case 1: t = 1.
By the symmetry of A and by Lemma 2.1, we have that B1,1 is diagonal. Assume that B1,1 =
E1,1, then B1,2 = E2,2, B1,3 = E3,3, . . ., B1,k−1 = Bm,m, B1,k = 0. Since A is symmetric and
generalized (m + 1)-circulant, then we obtain that Ab = D.
If B1,1 = Ei,i , 1 < i  k, then the new block matrix, say D′, is obtained from D by shifting
the columns of i − 1 positions to the left. In other words, D′ = D(P Tb )i−1. Moreover, since D
is retrocirculant and (P Tb )i−1 is circulant, then D′ is retrocirculant. Since all blocks of D and D′
are symmetric, then also D′ is symmetric.
Case 2: t > 1.
Using a similar argument as in Theorem 2.4, we get that A is permutation similar to the direct
sum of t matrices coinciding either with D or with a matrix obtained from D by shifting the
columns on the left an arbitrary number of times. 
In conclusion, by Theorems 2.2, 2.3, 2.4 and 2.6, we immediately get the following chracter-
ization.
Theorem 2.7. A generalized k-circulant permutation matrix A of composite order n = km is
symmetric if and only if either k = m − 1 or k ≡ m or k ≡ 1 mod m. Furthermore, the following
hold:
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(i) If k = m − 1 then A coincides with either K1 or K2.
(ii) If k ≡ 0 mod m then A is a direct sum of matrices coinciding with H up to a left shift of its
columns an arbitrary number of times.
(iii) If k ≡ 1 mod m then A is a direct sum of matrices coinciding with D up to a left shift of its
columns an arbitrary number of times.
3. Centrosymmetric permutations matrices
Recall from [4] tha a matrixA=[ai,j ]of ordern is said to be centrosymmetric ifan−i+1,n−j+1 =
ai,j , for 1  i, j  n. Moreover, A is called persymmetric when an−j+1,n−i+1 = ai,j , i.e., A is
centrosymmetric if it is symmetric about the centre of the matrix, while it is persymmetric if
it is symmetric across the secondary main diagonal. Generalizations of these symmetries are in
[6].
The (0, 1)-matrix J of order n having 1’s along the secondary main diagonal, i.e.,
J =
⎡
⎢⎢⎣
0 0 . . . 1
0 . . . 1 0
. . .
1 0 . . . 0
⎤
⎥⎥⎦
is a symmetric permutation matrix called the coidentity matrix. Sometimes we may write Jn to
emphasize the order of J .
It is easy to see that a matrix A is centrosymmetric if and only if JAJ = A, and it is persym-
metric if and only if JAJ = AT. Hence, if A is symmetric, then it is persymmetric if and only if
it is centrosymmetric.
It can be for easily checked that the matrix Ei,j of order m is such that JmEi,j Jm =
Em−i+1,m−j+1.
Definition 3.1. Let σ be a permutation on n elements. We call σ reflective if σ(i) + σ(n − i +
1) = n + 1, for 1  i  n.
An example is given by the permutation σ = (264315).
Proposition 3.2. A permutation matrix Q is centrosymmetric if and only if it is reflective.
Proof. Let σ be a permutation on n elements associated to the permutation matrix Q. Assume
that Q = [ai,j ] is centrosymmetric, i.e.
ai,j = an−i+1,n−j+1, for 1  i  n.
The element ai,j = 1 if j = σ(i), then an−i+1,n−j+1 = 1. In other words, σ(n − i + 1) = n −
j + 1 = n − σ(i) + 1. Thus, σ(i) + σ(n − i + 1) = n + 1 and, hence, σ is reflective.
Conversely, let Q be reflective. Let ai,j = 1, i.e. σ(i) = j . Then, σ(n − i + 1) = n + 1 −
σ(i) = n − j + 1. Hence, an−i+1,n−j+1 = 1, and Q is centrosymmetric. 
Theorem 3.3. Let A be a matrix of order km and let Ab = [Bi,j ] the block matrix partitioning
A into submatrices of order m. Then JAbJ = [Ci,j ], where Ci,j = JmBk+1−i,k+1−j Jm.
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Proof. Multiplying Ab by J on the left, we obtain
JAb =
⎡
⎢⎢⎣
JmBk,1 JmBk,2 . . . JmBk,k
JmBk−1,1 JmBk−1,2 . . . JmBk−1,k
. . .
JmB1,1 JmB1,2 . . . JmB1,k
⎤
⎥⎥⎦ .
Thus, the result follows from the product of this matrix by J
JAbJ =
⎡
⎢⎢⎣
JmBk,kJm JmBk,k−1Jm . . . JmBk,1Jm
JmBk−1,kJm JmBk−1,k−1Jm . . . JmBk−1,1Jm
. . .
JmB1,kJm JmB1,k−1Jm . . . JmB1,1Jm
⎤
⎥⎥⎦ . 
Lemma 3.4. The matrices K1, H and D are centrosymmetric, whereas every other matrix
obtained by the product of any of them with a suitable power of P Tb is not centrosymmetric.
Proof. First consider the circulant matrix
K1 =
⎡
⎢⎢⎣
E1,m + Em,1 E2,m−1 . . . Em−1,2
Em−1,2 E1,m + Em,1 . . . Em−2,3
. . .
E2,m−1 E3,m−2 . . . E1,m + Em,1
⎤
⎥⎥⎦ .
By Theorem 3.3, the first row of JK1J coincides with
J (E1,m + Em,1)J, JEm−1,2J, . . . , JE2,m−1J.
Recalling that JEi,j J = Em+1−i,m+1−j , we obtain that the first rows of JK1J and K1 coincide.
Hence, K1 is centrosymmetric.
Now, consider the matrix H as in Theorem 2.3. Then, JHJ = [Ci,j ], where Ci,j =
JEm+1−j,m+1−iJ = Ej,i . Thus JHJ = H , i.e. also H is centrosymmetric.
Finally, consider the retrocirculant matrix D as in Theorem 2.6. We can see that the first row
of JDJ is [JEm,mJ, . . . , JE1,1J, JOJ ], which coincides with
E1,1, . . . , Em,m,O,
which turns out to be the first row of D. Hence, also D is centrosymmetric.
Now, consider the product of one between K1, H and D by (P Tb )d , (1 < d  k), which is not
centrosymmetric. Then, also the product cannot be centrosymmetric and the result follows. 
Theorem 3.5. A symmetric generalized k-circulant permutation matrix A of order n = km is
centrosymmetric if and only if A is a direct sum of matrices coinciding with one of K1, H or D.
Proof. We have to prove only the direct implication. Assume that A is a symmetric generalized
k-circulant permutation matrix of order n = km. By Theorem 2.7, it follows that A is a direct
sum of matrices M such that:
(i) if k = m − 1 then A coincides with either K1 or K2;
(ii) if k ≡ 0 or k ≡ 1 mod m, thenA coincides withXP l , whereX = H orX = D, respectively,
for some 1  l  k. Since A is centrosymmetric if and only if every M is centrosymmetric,
then, by Lemma 3.4, the result follows. 
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