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Asymptotic properties of linear groups
Yves Benoist
∗
Let G be a reductive linear real Lie group and Γ be a Zariski dense sub-
group. We study asymptotic properties of Γ through the set of logarithms
of the radial components of the elements of Γ: we prove that the asymptotic
cone of this set is a convex cone with non empty interior and is stable by the
Cartan involution. Conversely, any closed convex cone of the positive Weyl
chamber whose interior is non empty and which is stable by the opposition
involution can be obtained this way.
We relate this limit cone and the limit set of Γ to the set of open semigroups
of G which meet Γ.
We also prove similar results over any local fields.
1 Introduction
The goal of this paper is to study certain asymptotic properties of the subgroups Γ of
the linear group GL(V ) of a finite-dimensional vector space V over the field k = R (and
more generally over a local field k) when V is completely reducible, i.e. a direct sum of
irreducible invariant subspaces. In this case, the Zariski closure of Γ is reductive.
In other terms, we study asymptotic properties of Zariski-dense subgroups of the
group G of k-points of a reductive k-group.
1.1 Let G be a connected linear reductive real Lie group, Z its center, AG a Cartan
subspace of G, A+ a closed Weyl chamber of AG and K a maximal compact subgroup
of G for which we have the Cartan decomposition: G = KA+K. Let us denote by
µ : G → A+ the Cartan projection: for g in G, µ(g) is the radial component of g, i.e.
the unique element of A+ ∩ KgK. The logarithm map log identifies AG with its Lie
algebra a. Let us denote by a+ := logA+ the Weyl chamber of a.
Let Γ be a Zariski-dense subsemigroup of G. We are interested in the asymptotic
properties of Γ. Since µ is a proper and continuous map, some of these properties can
be read off the asymptotic properties of the set log(µ(Γ)) of the logarithms of the radial
components of the elements of Γ. Our goal is to describe the asymptotic cone to this set,
i.e. the cone of a formed by the limit directions of the sequences of elements in this set
that go away to infinity. For this, let us introduce a few notations.
∗Translated from French by Ilia Smilga. Original title: Propriétés asymptotiques des groupes linéaires,
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Let λ : G → A+ be the natural projecion that comes from the Jordan decomposition
and ı : a+ → a+ be the opposition involution: for g in G, λ(g) is the unique element
of A+ that is conjugate to the hyperbolic component gh of g; for X in a
+, ı(X) is the
unique element of A+ that is conjugate to −X. Let ℓΓ denote the smallest closed cone
of a+ that contains log(λ(Γ)). We shall call it the limit cone of Γ. When Γ is a subgroup
of G, this cone is invariant by the opposition involution.
1.2 One of the main results of this paper is the following :
Theorem. Let G be a connected semisimple linear real Lie group.
a) Let Γ be a Zariski-dense subsemigroup of G. Then:
α) The asymptotic cone to log(µ(Γ)) is the limit cone ℓΓ.
β) The limit cone ℓΓ is convex and has nonempty interior.
b) Conversely, suppose G is not compact. Let Ω be a closed convex cone with nonempty
interior in a+.
α) Then there exists a Zariski-dense discrete subsemigroup Γ of G such that
ℓΓ = Ω.
β) If additionally Ω is stable by the opposition involution, there exists a Zariski-
dense discrete subgroup Γ of G such that ℓΓ = Ω.
Example. For a reader with little familiarity with the theory of semisimple Lie groups,
let us work through this theorem in the particular case where G = SL(n,R).
In this case, a is the set of diagonal matrices with zero trace, that we identify with the
hyperplane given by
a = {x = (x1, . . . , xn) ∈ R
n | x1 + · · ·+ xn = 0} ;
a
+ is the convex cone given by
a
+ = {x = (x1, . . . , xn) ∈ a | x1 ≥ · · · ≥ xn} ;
and the opposition involution is the linear map given by
ı(x1, . . . , xn) = (−xn, . . . ,−x1).
For g in G, the vector mg := log(µ(g)) is the vector of a
+ whose coordinates are the
logarithms of the eigenvalues of the symmetric matrix (tgg)
1
2 sorted in nonincreasing
order and the vector ℓg := log(λ(g)) is the vector of a
+ whose coordinates are the
logarithms of the moduli of the eigenvalues of g sorted in nonincreasing order. The
cone ℓΓ is simply the closure of the set of half-lines generated by nonzero vectors ℓg for
g in Γ.
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1.3 A second concept that reflects some of the asymptotic properties of Γ is the limit
set ΛΓ: it is a closed subset of the full flag variety of G, which is a classical object when
G has real rank one and which has been introduced by Y. Guivarc’h for G = SL(n,R). In
general, this object differs from the what we call Λ−Γ , which is the corresponding object
for the semigroup Γ− formed by the inverses of the elements of Γ.
A third concept is the set LΓ of the limit directions of Γ: this is the set of the hyperbolic
elements g of G such that every open semigroup H of G that contains g intersects Γ.
Heuristically, this set LΓ describes the directions at infinity in G that sequences of ele-
ments of Γ may follow. We show how to express this set LΓ in terms of ΛΓ,Λ
−
Γ and LΓ
and vice-versa (Theorem 6.4). In particular, we prove that:
• The set LΓ intersects the interior of a Weyl chamber f if and only if the “starting
point” y−f of f is in Λ
−
Γ and the “end point” y
+
f is in ΛΓ.
• In this case, the intersection LΓ∩f “does not depend” on the choice of the chamber:
it can be naturally identified with the limit cone LΓ.
1.4 In the following part of the text, we also prove an analog of these results for a
reductive group over an arbitrary local field k: in this case, the logarithm map is replaced
by an injection of the positive Weyl chamber A+ into a cone A× of an R-vector space A•
(the latter two may be identified respectively with a+ and a when k = R) and we define
once again maps µ : G→ A+, λ : G→ A×, ı : A× → A× (cf. 2.3 and 2.4) and, for every
subsemigroup Γ of G, a limit cone LΓ in A
× (which may be identified to ℓΓ when k = R).
By construction this cone LΓ is closed and with rational support (i.e. LΓ and LΓ ∩ A
+
generate the same vector subspace of A•). Additionally, if Γ is discrete, this cone is not
central (i.e. is not contained in the limit cone LZ of the center of G). The main difference
compared to the case when k = R is that the cone LΓ may have empty interior in A
×.
In this case, Theorem 1.2 becomes:
Theorem. Let k be a non-Archimedean local field, G a connected reductive k-group and
G = Gk.
a) Let Γ be a Zariski-dense subsemigroup of G. Then:
α) The asymptotic cone to µ(Γ) is the limit cone LΓ.
β) The limit cone LΓ is convex.
b) Conversely, let Ω be a non-central closed convex cone with rational support in A×.
α) Then there exists a Zariski-dense discrete subsemigroup Γ of G such that
LΓ = Ω.
β) If additionally Ω has nonempty interior and is stable by the opposition involu-
tion, there exists a Zariski-dense discrete subgroup Γ of G such that LΓ = Ω.
It is likely that in this last statement, the assumption “Ω has nonempty interior” is
not necessary (I verified it for G = SL(n, k) and Ω a half-line).
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1.5 The open subsemigroups of G play an important role in this work. They serve as a
source of examples (cf. 5.2 and 5.3) but also as a tool (cf. 6.3). Another important tool
for the proofs is the notion of a (θ, ε)-Schottky subsemigroup or subgroup: it generalizes
the ε-Schottky subgroups that I introduced in [Be]. The latter will be another source of
examples (cf. 5.1). The (θ, ε)-Schottky subsemigroups will also appear in the proof of the
convexity of LΓ (cf. 4.4). Let us cite [Ti2], [Ma-So] and [A-M-S] where similar notions
are used.
A few words about the plan of the paper. Section 2 mostly consists of reminders of [Be].
Section 3 is dedicated to the limit set ΛΓ, section 4 to the convexity of LΓ, section 5 to
the construction of subsemigroups and subgroups Γ of G whose cone LΓ is prescribed,
section 6 to properties of the set LΓ. Finally, in section 7, we verify that, when k = R,
the cone LΓ has nonempty interior.
2 Preliminaries
We recall in this section some notations introduced in [Be].
2.1 Local fields
Let k be a local field, i.e. either R or C or a finite extension of Qp or of Fp((T )) for some
prime integer p. Let |.| be a continuous absolute value on k.
When k = R or C, we set ko := (0,∞) and k+ := [1,∞).
When k is non-Archimedean, we call O the ring of integers of k, M the maximal ideal
of O and we choose a uniformizer, i.e. an element π of M−1 which is not in O. We then
set ko := {πn | n ∈ Z} and k+ := {πn | n ≥ 0}.
Let V be a finite-dimensional vector space over k. To every basis v1, . . . , vn of V , we
associate norms on V and on End(V ) defined, for every v =
∑
1≤i≤n xivi in V and for
every g in End(V ), by
‖v‖ := sup
1≤i≤n
|xi| and ‖g‖ := sup
v∈V, ‖v‖=1
‖g · v‖.
Of course two different bases of V give rise to equivalent norms.
We call X := P(V ) the projective space of V . We define a distance d on X by
d(x1, x2) := inf {‖v1 − v2‖ | vi ∈ xi and ‖vi‖ = 1 ∀i = 1, 2} .
If X1 and X2 are two closed subsets of X, we set
δ(X1,X2) := inf {d(x1, x2) | x1 ∈ X1, x2 ∈ X2} and
d(X1,X2) := sup {δ(xi,X3−i) | xi ∈ Xi and i = 1, 2}
the Hausdorff distance between X1 and X2.
We denote by λ1(g) ≥ · · · ≥ λn(g) the sequence of moduli of eigenvalues of g sorted in
nonincreasing order and repeated according to multiplicity. Of course an eigenvalue of g
is in general in some finite extension k′ of k. We implicitly endowed this extension with
the unique absolute value that extends the absolute value of k.
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2.2 Proximality
An element g of End(V ) \ 0 is said to be proximal in P(V ) or proximal if it has a
unique eigenvalue α such that |α| = λ1(g) and this eigenvalue has multiplicity one. This
eigenvalue α is then in k. We call x+g ∈ X the corresponding eigenline, V
<
g the g-invariant
hyperplane supplementary to x+g and X
<
g := P(V
<
g ).
We fix ε > 0 and we define
bεg :=
{
x ∈ X
∣∣ d(x, x+g ) ≤ ε} ;
Bεg :=
{
x ∈ X
∣∣ δ(x,X<g ) ≥ ε} .
We say that a proximal element g is ε-proximal if δ(x+g ,X
<
g ) ≥ 2ε, g(B
ε
g) ⊂ b
ε
g and g|Bεg
is ε-Lipschitz. The following lemma is easy (cf. Corollary 6.3 in [Be]).
Lemma 2.2.1. For every ε > 0, there exists a constant cε = cε(V ) ∈ (0, 1) such that,
for every ε-proximal linear transformation g of V , we have
cε‖g‖ ≤ λ1(g) ≤ ‖g‖.
The following lemma is a variant of Proposition 6.4 in [Be]. It can be proved in the
same fashion.
Lemma 2.2.2. For all ε > 0, there exist constants Cε > 0 with the following property.
Take g1, . . . , gl to be any linear transformations of V that are respectively ε1-proximal,
. . ., εl-proximal and that satisfy (with the convention g0 = gl)
δ(x+gj−1 ,X
<
gj
) ≥ 6 sup(εj−1, εj) for j = 1, . . . , l.
Then for any n1, . . . , nl ≥ 1, the product g := g
nl
l · · · g
n1
1 is ε-proximal for ε = 2 sup(ε1, εl).
Moreover, setting λ1 :=
∏
1≤j≤l λ1(gj)
nj and C :=
∏
1≤j≤l Cεj , we have
λ1(g) ∈ [λ1C
−1, λ1C] and ‖g‖ ∈ [λ1C
−1, λ1C].
Definition. Let ε = (εj)j∈J be a finite or infinite family of cardinal t ≥ 2 of positive
real numbers. We say that a subsemigroup (resp. subgroup) Γ of GL(V ) with generators
(γj)j∈J is ε-Schottky on P(Vi) if it satisfies the following properties. (We set EΓ :=
{γj | j ∈ J}, resp. EΓ :=
{
γj , γ
−1
j
∣∣∣ j ∈ J}; and for every element g of EΓ whose index
is j, we set εg := εj .)
i) For every g in EΓ, g is εg-proximal.
ii) For every g, h in EΓ (resp. g, h in EΓ such that g 6= h
−1), δ(x+g ,X
<
h ) ≥ 6 sup(εg, εh).
Remark. When the tuple ε is constant and equal to some ε > 0, we say that Γ is ε-
Schottky on P(Vi) (in [Be], such groups were called “ε-proximal”).
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2.3 Cartan decomposition
For every k-group G, we denote by G or Gk the set of its k-points.
Let G be a connected reductive k-group, Z be the center of G and S be the derived
k-subgroup of G, so that G is the “almost product” of S and Z. Let A be a maximal
k-split torus of G, r = rG, rS and rZ the respective k-ranks of G, S and Z so that
r = rS + rZ . Let X
∗(A) be the set of characters of A (this is a free Z-module of rank r),
E := X∗(A) ⊗Z R and ES the vector subspace of E spanned by the characters that are
trivial on A∩Z. We call Σ = Σ(A,G) the set of roots of A in G: these are the nontrivial
weights of A in the adjoint representation of the group G. Σ is a root system of ES
([Bo-Ti] §5). We choose a system of positive roots Σ+, we call Π = {α1, . . . , αr} the set
of simple roots and we set
Ao := {a ∈ A | ∀χ ∈ X∗(A), χ(a) ∈ ko} ;
A+ :=
{
a ∈ Ao
∣∣ ∀χ ∈ Σ+, χ(a) ∈ k+} ;
A++ :=
{
a ∈ Ao
∣∣ ∀χ ∈ Σ+, χ(a) 6= 1} .
Let N be the normalizer of A in G, L be the centralizer of A in G and W := N/L be the
little Weyl group of G: it can be identified with the Weyl group of the root system Σ. The
subset A+ is called the positive Weyl chamber. We have the equality Ao =
⋃
w∈W wA
+.
We endow E with aW -invariant scalar product and we call (ω1, . . . , ωr) the fundamental
weights of Σ. These are the elements of X∗(A) such that
2〈ωi,αj〉
〈αj ,αj〉
= δi,j for all i, j. They
form a basis of ES .
Suppose now that there exists a maximal compact subgroup K of G such that N =
(N ∩K) ·A. This assumption is innocuous: it is satisfied when S is simply connected; we
can reduce the problem to this case by standard methods (see [Mar] I.1.5.5 and I.2.3.1).
We then have the equality G = KA+K, called the Cartan decomposition of G. Thus
for every g in G, there exists an element µ(g) in A+ such that g is in Kµ(g)K. This
element µ(g) is unique. We shall call Cartan projection this map µ : G → A+. This
is a continuous and proper map. From now on, every time we mention the Cartan
projection µ, we implicitly assume the existence of such a compact subgroup K.
We call opposition involution the map ı : A+ → A+ defined by ı(a) := µ(a−1). We
denote by α 7→ α− the permutation of Π, also called the opposition involution, defined
by α−(a) := α(ı(a)), for every a in A+.
2.4 Jordan decomposition
We will find it convenient to inject the semigroup A+ into a salient convex cone with
nonempty interior A×, contained in some r-dimensional R-vector space A•. We will now
define a map λ : G→ A×.
When k = R or C, we set A• := Ao and A× := A+. The identification of A• with its Lie
algebra makes it an R-vector space. Every element g of G has a unique decomposition,
called its Jordan decomposition, into a product g = ghgegu of three pairwise commuting
elements of G, with ge elliptic, gh hyperbolic (i.e. conjugate to an element a(g) of A
+)
and gu unipotent. We then simply set λ(g) := a(g).
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When k is non-Archimedean, Ao is a free Z-module of rank r. We set A• := Ao ⊗Z R
and we define A× to be the convex hull of A+ in A•. In this case, a suitable power gn
of g has a Jordan decomposition. We then set, using the same notations as for k = R,
λ(g) := 1
n
a(gn). This is an element of A× that does not depend on the choice of n.
The opposition involution ı : A+ → A+ extends to a unique R-linear map, still denoted
by ı, from A• to itself that preserves the cone A×. For every g in G, we have µ(g−1) =
ı(µ(g)), λ(g−1) = ı(λ(g)) and, for n ≥ 1, λ(gn) = nλ(g). If λ(g) 6= 1, we call Lg the
half-line of A× that contains λ(g); otherwise we set Lg := 0.
For every character χ of A, the morphism |χ| : Ao → (0,∞), defined by |χ|(a) :=
|χ(a)|, uniquely extends to a group morphism, still denoted by |χ|, from A• to (0,∞).
For every subset θ of Π, we call θc the complement of θ in Π, θ− := {α− | α ∈ θ},
A•θ := {a ∈ A
• | ∀α ∈ θc, |α|(a) = 1} and A×θ := A
× ∩ A•θ. This is a convex cone in
the R-vector space A•θ. We call A
××
θ the relative interior of A
×
θ , A
+
θ := A
×
θ ∩ A
+ and
A++θ := A
××
θ ∩ A
+. Thus A+θ (resp. A
++
θ ) is the closed (resp. open) facet of type θ of
the Weyl chamber A+. We write A•i , A
×
i , ... for A
•
αic
, A×αic , ...
2.5 Representations of G
Let ρ be a representation of G on a finite-dimensional k-vector space V , i.e. a k-morphism
of k-groups ρ : G→ GL(V ). For χ in X∗(A), we call
Vχ := {v ∈ V | ∀a ∈ A, ρ(a)v = χ(a)v}
the corresponding eigenspace. We call Σ(ρ) := {χ ∈ X∗(A) | Vχ 6= 0} the set of k-weights
of V . This set is invariant by the action of the Weyl group W and we have V =⊕
χ∈Σ(ρ) Vχ. We endow X
∗(A) with the order defined by:
χ1 ≤ χ2 ⇐⇒ χ2 − χ1 ∈
∑
χ∈Σ+
Nχ.
When ρ is irreducible, the set Σ(ρ) has a unique element χρ maximal for this or-
der, called the highest k-weight of V . We set θρ := {α ∈ Π | χρ − α ∈ Σ(ρ)}. We will
sometimes say that θρ is the type of ρ or that ρ is of type θρ. For example, the trivial
representation is of type ∅.
The following two preliminary lemmas are taken from [Be] §2.3 and §2.4. They reduce
the study of µ(g) and of λ(g) to that of ‖ρ(g)‖ and of λ1(ρ(g)) for some representations
of G.
Lemma 2.5.1 ([Ti1]). There exist r irreducible representations ρi of G on k-vector
spaces Vi whose highest k-weights χi are integer multiples of fundamental weights ωi and
such that dim(Vi)χi = 1.
Remarks.
• When G is k-split, we may simply take χi = ωi.
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• We fix from now on a family of such representations (Vi, ρi), we choose norms ‖ · ‖
on each of the Vi, we set Xi := P(Vi), V
∗
i the dual of Vi and X
−
i := P(V
∗
i ). We
may assume that these choices are made in such a way that, whenever αi = α
−
j ,
we have Xi = X
−
j .
• We complete this family of rS representations of G by rZ one-dimensional rep-
resentations still denoted by (Vi, ρi)rS<i≤r with weights χi so that the charac-
ters (χi)1≤i≤r form a basis of E.
Lemma 2.5.2. For every irreducible representation (V, ρ) of G with highest k-weight χ
and for every norm on V , there exists a constant Cχ > 0 such that, for every g in G, we
have
C−1χ ≤
|χ(µ(g))|
‖ρ(g)‖
≤ Cχ.
Moreover, we have |χ|(λ(g)) = λ1(ρ(g)).
Remark. For g in G, ρi(g) is proximal if and only if λ(g) is not in A
×
i . Indeed, the weights
of A in Vi other than χi are of the form
χi − αi −
∑
1≤j≤r
njαj with nj ≥ 0.
Here is an example of application of the two previous lemmas that will be useful to us
in 4.6.
Corollary. For every g in G, we have the equality in A•: λ(g) = lim
n→∞
1
n
µ(gn).
Proof. Every endomorphism x of a finite-dimensional vector space satisfies the identity
λ1(g) = lim
n→∞
‖xn‖
1
n .
For x = ρi(g), we obtain by Lemma 2.5.2
|χi|(λ(g)) = lim
n→∞
‖ρi(g)
n‖
1
n = lim
n→∞
|χi(µ(g
n))|
1
n = lim
n→∞
|χi|(
1
n
µ(gn)).
As this holds for every i = 1, . . . , r, we have the desired equality.
In the whole paper, k is some local field,
G is a connected reductive k-group,
Γ is a Zariski-dense subsemigroup of G := Gk and
we keep the notations introduced in these preliminaries.
In sections 5.2, 6.3 and the following ones, we assume k = R.
In section 5.3, we assume that k is non-Archimedean.
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3 The subset θΓ and the limit set ΛΓ
In this section, we associate to Γ a subset θΓ of the set Π of the simple roots of G,
or equivalently a flag variety YΓ of G (3.2). This variety YΓ is the largest variety on
which Γ acts in a proximal way (3.5). When k = R, this subset is equal to Π and YΓ is
always the full flag variety (i.e. the one corresponding to minimal parabolics). When k is
non-Archimedean, any subset of Π may be obtained in this way.
We also associate to Γ a closed subset ΛΓ of YΓ called the limit set of Γ. The limit set
of the opposite semigroup Γ− is denoted by Λ−Γ .
We finally associate to Γ a closed set FΓ of facets of type θΓ called “quasiperiodic
facets” and we show how to deduce FΓ from ΛΓ and from Λ
−
Γ and vice-versa (3.6).
3.1 Simultaneous proximality
We shall need the following lemma.
Lemma ([A-M-S] Lemma 5.15). Let W be a k-vector space, r : G → GL(W ) a rep-
resentation that decomposes into a direct sum of irreducible representations (W, r) =⊕
1≤i≤l(Wi, ri).
If for every i, ri(Γ) contains a proximal element, then there exists γ in Γ such that for
every i, ri(γ) is proximal.
Let us give a proof of this lemma that follows the ideas of [A-M-S] but simplified thanks
to an idea that I found in [Pr], which is to introduce the closure of ri(Γ) in P(End(Wi))
rather than in the set of quasiprojective transformations of P(Wi).
Proof. We may assume that G ⊂ GL(W ). Let
S :=
{
g ∈ GL(W )
∣∣ ∀i, g|Wi is a scalar} .
We may assume that S is contained in Γ. Let Γi :=
{
g|Wi
∣∣ g ∈ Γ}, Γi be the closure
of Γi in End(Wi) and Γ be the closure of Γ in End(W ). Clearly we have Γ ⊂ Γ1×· · ·×Γl.
Let
∆ :=
{
π = (π1, . . . , πl) ∈ Γ
∣∣ ∀i, πi 6= 0}
and let π be an element of ∆ with minimum rank. Let us show that for every i, πi has
rank 1.
By contradiction, suppose rank(π1) 6= 1. Since Γ1 contains some proximal element
h1 := r1(γ1), Γ1 contains some projector σ1 with rank 1: σ1 = limn→∞ cnh
n
1 for some well-
chosen sequence cn in k. Since S is contained in Γ, there exists an element σ = (σ1, . . . , σl)
of Γ such that for every i, σi is nonzero and such that σ1 is the projector defined above.
By irreducibility of Wi and Zariski-connectedness of Γ, we may find an element γ of Γ
such that for every i, γ(Im(π1)) 6⊂ Ker(σi). Then σγπ is in ∆ and has rank smaller
than γ. Contradiction. Hence for every i, rank(πi) = 1.
Replacing if needed π by γπ with γ an element of Γ such that for every i, γ(ℑ(πi)) 6⊂
Ker(πi), we may assume that for every i, πi is a multiple of some rank-1 projector. Let
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us then choose a sequence γn in Γ such that limn→∞ γn = π. We then have, for every i,
limn→∞ ri(γn) = πi and, for n≫ 0, ri(γn) is proximal.
Corollary 1. We keep the same notations. Then the set
Γ′ := {γ ∈ Γ | ∀i, ri(γ) is proximal}
is still Zariski-dense in G.
Proof. Let γ0 be an element of Γ
′. For i = 1, . . . , l, we call ci the eigenvalue of ri(γ0)
such that |ci| = λ1(ri(γ0)). The limit πi := limm→∞ c
−m
i ri(γ
m
0 ) is a projector of rank 1.
We introduce the Zariski-open subset of G
U := {g ∈ G | ∀i = 1, . . . , l, g(Im(πi)) 6⊂ Ker(πi)} .
This open subset U is also Zariski-dense in G, since the representationsWi are irreducible.
Let us first show that, for every γ in U ∩ Γ, there exists m0 such that for m ≥ m0,
γm0 γ is in Γ
′. Indeed, the limit
lim
m→∞
c−mi ri(γ
m
0 γ) = πiri(γ)
is a nonzero multiple of a rank-1 projector and ri(γ
m
0 γ) is proximal for m≫ 0.
Let us now show that Γ′ is Zariski-dense in G. Let F be a Zariski-closed subset
containing Γ′; let us show that F contains Γ. If suffices to show that F contains U ∩ Γ.
So let γ be in U ∩Γ; then there exists an integer m0 such that for every m ≥ m0, γ
m
0 γ is
in Γ′. Hence
γm0 γ ∈ F, ∀m ≥ m0.
Since any Zariski-closed semigroup is a group, this statement still holds for m in Z. In
particular, for m = 0, we have γ ∈ F . This is what we wanted.
For every element γ of Γ′, we call xi,γ the attracting point of ri(γ) in P(Wi).
Corollary 2. We keep the same notations. Let ε > 0 and γ0 be an element of Γ
′. Then
the set
Γ′ε :=
{
γ ∈ Γ′
∣∣ ∀i, d(xi,γ , xi,γ0) < ε}
is still Zariski-dense in G.
Proof. Replace Γ′ by Γ′ε in the proof of Corollary 1.
The following corollary will be useful to us in 4.5.
Corollary 3 ([A-M-S] Theorem 5.17). With the same notations. There exists a finite
subset F of Γ and ε > 0 such that, for every g in Γ, there exists f in F such that for
every i = 1, . . . , l, ri(gf) is ε-proximal.
For the proof of this corollary (that does not use quasiprojective transformations),
see [A-M-S].
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3.2 The subset θΓ
Definition. Let g be an element of G. We call θg the subset of Π such that λ(g) ∈ A
××
θg
.
In other terms, θg = {αi ∈ Π | ρi(g) is proximal} (cf. the last remark of 2.5).
We will sometimes say that θg is the “type” of g or that g is of type θg.
Definition. Let θ be a subset of Π. We say that an element g of G is θ-proximal (or
proximal on Yθ) if it satisfies one of the following three equivalent properties:
• θg ⊃ θ;
• for every αi in θ, λ(g) 6∈ A
×
i ;
• for every αi in θ, the element ρi(g) is proximal.
When θ = Π, we also say that g is k-regular.
Definition. We say that an element g of G is (θ, ε)-proximal if for every αi in θ, the
element ρi(g) is ε-proximal in P(Vi).
Definition. We call θΓ the smallest subset θ of Π such that λ(Γ) ⊂ A
×
θ .
In other terms, θΓ is the union of all the subsets θg for g ∈ Γ.
We shall sometimes say that θΓ is the “type” of Γ or that Γ is of type θΓ.
Remarks.
• We set Γ− :=
{
g−1
∣∣ g ∈ Γ}. This is also a semigroup, and we have the identity:
θΓ− = θ
−
Γ . In particular, if Γ is a group, then θΓ is stable by the opposition
involution.
• It follows from the appendix of [Be-La] (see also [Go-Ma], [Gu-Ra] and [Pr]) that
when k = R, and Γ is a Zariski-dense subsemigroup of G, then θΓ = Π.
• The case k = C is not very interesting for our problem: indeed, if Γ is a Zariski-
dense (over C) subsemigroup of G, a restriction of scalars from C to R allows one
to consider Γ as a Zariski-dense (over R) subsemigoup in the group of real points
of some semisimple R-group. For instance, Γ = SU(n,R) is Zariski-dense (over C)
in G = SL(n,C).
Proposition. The set of θΓ-proximal elements of Γ is still Zariski-dense in G.
Proof. This follows from the definitions and from Corollary 1 in 3.1.
The following lemma gives other possible equivalent definitions for θΓ.
Lemma. Let αi ∈ Π. Then the following are equivalent:
i) αi ∈ θΓ;
ii) ρi(Γ) contains proximal elements;
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iii) the set αi(µ(Γ)) is unbounded (in k).
Proof.
i) ⇐⇒ ii) This results from the last remark of 2.5.
ii) =⇒ iii) Let g be an element of Γ such that λ(g) is not in A×i . Since λ(g) =
limn→∞
1
n
µ(gn) (by Corollary 2.5), the sequence αi(µ(g
n)) is unbounded.
iii) =⇒ ii) Let gm be a sequence in Γ such that limm→∞ |αi(µ(gm))| = +∞. Let us
write gm = k1,mamk2,m with k1,m and k2,m in K and am in A
+. We may suppose that
the sequences k1,m and k2,m converge to k1 and k2 respectively. By assumption, there
exists a sequence of constants cm in k such that the limit πi = limm→∞ c
−1
m ρi(am) exists
and is a projector of rank 1. Let us choose an element h of Γ such that ρi(hk1)(Imπi) 6⊂
ρi(k
−1
2 )(Ker πi). Such an element h exists since Γ is Zariski-dense in G and the repre-
sentation ρi is irreducible. But then the limit limm→∞ c
−1
m ρi(hgm) = ρi(hk1)πiρi(k2) is
a nonzero multiple of a rank-1 projector. Hence, for m≫ 0, ρi(hgm) is proximal.
Corollary. We have the equivalence:
Γ is bounded modulo the center of G ⇐⇒ θΓ = ∅.
Remark. Such a situation can not occur when k is equal to R and G/Z is not compact.
Proof. Indeed, we have the equivalences: Γ is bounded modulo Z ⇐⇒ µ(Γ) is bounded
modulo Z ⇐⇒ ∀α ∈ Π, α(µ(Γ)) is bounded ⇐⇒ θΓ = ∅.
3.3 Flag varieties Yθ and varieties Zθ
The goal of this subsection is to introduce a few fairly classical notations. For every
subset θ of Π, we call:
• 〈θ〉 the set of all elements of Σ+ that are linear combinations of elements of θ;
• uθ (resp. u
−
θ ) the Lie algebra obtained as a direct sum of the root spaces gχ
(resp. g−χ) associated to the roots χ lying in Σ
+ \ 〈θc〉;
• Uθ (resp. U
−
θ ) the unique unipotent k-subgroup normalized by A and with Lie
algebra uθ (resp. u
−
θ );
• Aθ the Zariski-connected component of
⋂
χ∈θc Ker(χ), and
• A+θ = Aθ ∩ A
+ the standard facet of type θ; this is consistent with the notations
of 2.4. We call
• Lθ the centralizer in G of Aθ;
• Pθ = LθUθ the standard parabolic k-subgroup associated to θ;
• P−θ = LθU
−
θ the standard parabolic k-subgroup opposite to Pθ;
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• Pθ = LθUθ the group of k-points of Pθ, called the standard parabolic subgroup
of G associated to θ, and
• P−θ the group of k-points of P
−
θ . We have P∅ = G and PΠ is the standard minimal
parabolic subgroup of G. Any subgroup P of G that is conjugate to Pθ is called a
parabolic subgroup of G of type θ. We call
• Yθ or Y
+
θ the set of all parabolic subgroups of type θ in G: this is a compact k-
analytic manifold that identifies to G/Pθ, on which the group K acts transitively
(cf. [He] and [Mac]). We call it the flag variety of type θ. We call
• Y −θ := Yθ− the flag variety of type θ
−; it identifies to G/P−θ . We call
• νθ the K-invariant probability measure on Yθ.
These choices have been made so as to make the dimension of Yθ grow with θ.
A subset f of G is called a facet of type θ if it is conjugate to A+θ , i.e. if we have
f = gA+θ g
−1 with g in G. The subset gA++θ g
−1 is then called the interior of the facet f .
Every element h of the interior of the facet f acts on Yθ with a unique attracting point y
+
f
and on Y −θ with a unique repelling point y
−
f . These points do not depend on the choice
of h in the interior of the facet f and we have y+f = gPθg
−1 and y−f = gP
−
θ g
−1.
We call Zθ the set of facets of type θ. This is a k-analytic submanifold that identifies
to G/Lθ. For example the manifold ZΠ is the set of the Weyl chambers of G.
The injection
Zθ // Yθ × Y
−
θ
f ✤ // (y+f , y
−
f )
induces a bijection between Zθ and the open orbit of G in Yθ × Y
−
θ . A point (y, y
−)
of Yθ× Y
−
θ is said to be in general position if it lies in this open orbit. For y
− in Y −θ , we
call Uy− the Zariski-open subset of Yθ formed by points y such that (y, y
−) is in general
position.
For every element g of G of type θ, we call fg ∈ Zθ the unique facet of type θ containing
the hyperbolic part of the Jordan decomposition of a power gn with n ≥ 1. This is also
the unique facet of type θ such that y+fg is the attracting fixed point for the action of g
on Yθ and y
−
fg
is the repelling fixed point for the action of g on Y −θ . We write y
+
g and y
−
g
instead of y+fg and y
−
fg
.
3.4 Varieties Yθ and Zθ and representations ρi
In this subsection, we link these definitions to the representations ρi.
For y in Yθ and αi in θ, we call x
+
i (y) the line in Vi invariant by y. The map
jθ : Yθ //
∏
αi∈θ
Xi
y ✤ // jθ(y) := (x
+
i (y))αi∈θ
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is an embedding whose image is a closed subvariety of
∏
αi∈θ
Xi. We endow this product
with the sup distance and Yθ with the distance d induced by this embedding.
An element x−i of X
−
i is also a hyperplane of Vi. For xi in Xi and x
−
i in X
−
i , we call
πi := xi⊗x
−
i ∈ P(EndVi) the line containing the endomorphisms of rank 1 with image xi
and with kernel x−i . The pair (xi, x
−
i ) is said to be in general position if xi is not in the
hyperplane x−i . In this case, the line πi contains a special element that we still denote
by πi := xi ⊗ x
−
i : this is the projector with kernel x
−
i and with image xi.
For y− in Y −θ and αi in θ, we call x
−
i (y
−) ∈ X−i the line in V
∗
i invariant by y
−. Let
us state that a pair (y, y−) in Yθ × Y
−
θ is in general position if and only if for every αi
in θ, the pair of lines (x+i (y), x
−
i (y
−)) is in general position.
Let f be a facet of type θ and αi in θ. We set x
+
i,f := x
+
i (y
+
f ), x
−
i,f := x
−
i (y
−
f ) and we
call πi,f the projector x
+
i,f ⊗ x
−
i,f . The map
πθ : Zθ //
∏
αi∈θ
EndVi
f ✤ // πθ(f) := (πi,f )αi∈θ
is once again an embedding whose image is a closed subvariety of
∏
αi∈θ
EndVi. We
endow this product with the sup norm and Zθ with the distance d induced by this
embedding.
For every element g of type θ such that fg = f and for every αi in θ, we have
πi,f = lim
n→∞
c−ni ρi(g)
n,
where ci is the eigenvalue of ρi(g) with the largest modulus.
3.5 The flag variety YΓ
In this subsection, we link the subset θΓ to the proximality of the action of Γ on the flag
varieties and on the projective spaces P(V ) of various irreducible representations of G.
Definition. A sequence (gn)n≥0 in G is said to be contracting in Yθ if limn→∞ gn∗(νθ) is
a Dirac mass δy+ at a point y
+ of Yθ, called the limit point of the sequence.
We say that a subsemigroup Γ of G has the contraction property in Yθ if there exists
a sequence (gn)n≥0 in Γ that is contracting in Yθ. We call a limit point of Γ in Yθ the
limit point of any such sequence.
Proposition. Let θ be a subset of Π and (ρ, V ) be an irreducible representation of G
of type θ whose highest weight χρ has multiplicity 1. Then the following statements are
equivalent:
i) Γ has the contraction property in Yθ;
ii) θΓ ⊃ θ;
iii) ρ(Γ) has the contraction property in P(V ).
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In particular, YθΓ is the “largest” flag variety of G on which Γ has the contraction
property. We shall write YΓ = YθΓ , Y
−
Γ = Y
−
θΓ
, PΓ = PθΓ , P
−
Γ = P
−
θΓ
and ZΓ = ZθΓ .
Proof. This results from the following more precise lemma.
Lemma. With the same notations. Let (gn)n≥1 be a sequence in G. Consider the fol-
lowing statements:
(1) For every αi in θ, limn→∞ |αi(µ(gn))| =∞.
(2) The sequence gn is contracting in Yθ to some limit point y
+.
(3) For every αi in θ, the sequence ρi(gn) is contracting in P(Vi) to some limit point xi.
(4) The sequence ρ(gn) is contracting in P(V ) to some limit point x
+
ρ .
(5) There exists a pair (y+, y−) ∈ Yθ × Y
−
θ such that, for every z in the Zariski-open
subset Uy− of Yθ, we have limn→∞ gnz = y
+. This convergence being uniform on
compact subsets of Uy−.
(6) For every αi in θ, there exist constants ci,n ∈ k
∗ such that the limit πi = limn→∞ c
−1
i,nρi(gn)
exists and is a rank-1 operator.
(7) There exist constants cn ∈ k
∗ such that the limit π = limn→∞ c
−1
n ρ(gn) exists and
is a rank-1 operator.
We have the following implications and equivalences:
(7) ⇐⇒ (6) ⇐⇒ (5) =⇒ (4) ⇐⇒ (3) ⇐⇒ (2) =⇒ (1).
Moreover from any sequence (gn)n≥1 that satisfies (1), we may extract a subsequence that
satisfies (7).
When (2) holds, we have the identity xi = x
+
i (y
+).
Remark. This gives us another characterization of the elements of θΓ when Γ is Zariski-
dense: they are the elements αi for which ρi(Γ) has the contraction property in P(Vi).
Proof. We may assume that G is simply connected. The Cartan decomposition of G
allows us to write gn = k1,nank2,n with k1,n ∈ K, an ∈ A
+ and k2,n ∈ K.
1st case: k1,n = k2,n = 1. The sequence gn = an takes its values in A
+. In this case,
the seven statements are equivalent. We write y+0 := Pθ and y
−
0 := P
−
θ ; these are points
in Yθ and in Y
−
θ .
(1) ⇐⇒ (2) ⇐⇒ (5). To prove this, we remark (see [Bo-Ti]) that some dense open
subset of G/Pθ can be identified, as a variety, to the product of the root spaces g−χ for
χ in Σ+ \ 〈θc〉; that, interpreted in this chart, the action of A+ is a product action of the
actions on each of the factors g−χ; that on these factors, the action of A
+ corresponds
to the adjoint action; and finally, that the roots χ of Σ+ \ 〈θc〉 are those that can be
written χ =
∑
α∈Π nαα with
∑
α∈θ nα ≥ 1. In this case, the point y
+
0 is the limit point
of an in Yθ and the open set Uy−
0
is its basin of attraction.
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(1) ⇐⇒ (3) ⇐⇒ (6). We call x+i,0 ∈ P(Vi) the highest weight line, x
−
i,0 ∈ P(V
∗
i ) the
hyperplane of Vi that is the direct sum of the other weight spaces, and πi,0 := x
+
i,0 ⊗ x
−
i,0
the projection onto x+i,0 parallel to x
−
i,0. The equivalence results from the fact that the
eigenvalue of ρi(an) in x
+
i,0 is χi(an) while the eigenvalue of ρi(an) in x
−
i,0 that has the
largest modulus is χi(an)
αi(an)
(cf. 2.5). In this case, the point x+i,0 is the limit point of ρi(an)
in P(Vi) and πi,0 = limn→∞(χi(an))
−1ρi(an).
(1) ⇐⇒ (4) ⇐⇒ (7). We proceed in the same fashion.
2nd case: The sequences k1,n and k2,n converge to some elements k1 and k2. In this
case, the seven statements are still equivalent and we have the equalities: y+ = k1y
+
0 ,
y− = k−12 y
−
0 , x
+
i = ρi(k1)x
+
i,0, x
−
i = ρi(k
−1
2 )x
−
i,0 and πi = ρi(ki)◦πi,0 ◦ρi(k
−1
2 ) = x
+
i ⊗x
−
i .
3rd case: The general case. We recall that from every sequence kn in K we can extract
a convergent subsequence and that, in a compact set, a sequence is convergent if and
only if it has a unique accumulation point. This allows us to deduce from the study of
the previous cases the following equivalences:
(2) ⇐⇒ (1) and the sequence k1,ny
+
0 converges
⇐⇒ (1) and ∀αi ∈ θ, the sequence ρi(k1,n)xi,0 converges
⇐⇒ (3).
Similarly, we have the equivalences:
(5) ⇐⇒ (1) and the sequences k1,ny
+
0 and k
−1
2,ny
−
0 converge
⇐⇒ (1) and ∀αi ∈ θ, the sequences ρi(k1,n)xi,0 and ρi(k
−1
2,n)x
−
i,0 converge
⇐⇒ (6).
The remaining statements are now clear.
3.6 The limit set ΛΓ and the set FΓ of the quasiperiodic facets
Definition. We call limit set of Γ the set, denoted by ΛΓ or Λ
+
Γ , of the limit points of Γ
in the flag variety YΓ; it is a closed subset of YΓ. We set Λ
−
Γ := ΛΓ− ; it is a closed subset
of Y −Γ .
We call F oΓ the set of all facets fg ∈ ZΓ corresponding to some θΓ-proximal element g
of Γ; it is a subset of ZΓ. We call FΓ the closure of F
o
Γ in ZΓ. The elements of FΓ are
called quasiperiodic facets of Γ.
Remarks.
1. When Γ is a subgroup of PSL(2,R), the definition of ΛΓ coincides with the classical
definition of the limit set as a subset of the boundary at infinity of the Poincaré
half-plane H. The set F oΓ is the set of oriented periodic geodesics on the Riemann
surface Γ\H.
2. When Γ is a subgroup of SL(d,R), this limit set ΛΓ has been introduced and studied
by Y. Guivarc’h [Gu].
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3. It follows from Lemma 3.5 that, for θ containing θΓ, the set of limit points of Γ
in Yθ is nothing else than the image of ΛΓ by the natural projection YΓ → Yθ.
4. When k = R, FΓ is a set of positive Weyl chambers that we call “quasiperiodic
chambers”.
The following lemma generalizes classical properties of the limit sets of subgroups
of SL(2,R): for example part iv) says, when Γ is a non-elementary subgroup of SL(2,R),
that for every pair (y+, y−) of limit points of Γ on the boundary at infinity, we may find
a nontrivial hyperbolic element of Γ whose attracting and repelling points are arbitrarily
close to the points y+ and y−.
Lemma.
i) The limit set ΛΓ is Zariski-dense in YΓ.
ii) Every nonempty Γ-invariant closed subset F of YΓ contains ΛΓ. In particular, the
action of Γ on ΛΓ is minimal and no point of ΛΓ is isolated. Moreover, if ΛΓ 6= YΓ
then ΛΓ has empty interior.
iii) For every y in ΛΓ and ε > 0, there exists a θΓ-proximal element g of Γ such that
d(y+g , y) ≤ ε. The set of such elements g is Zariski-dense. In particular, every
nonempty open subset of ΛΓ is still Zariski-dense in YΓ.
iv) If we consider ZΓ as a subset of YΓ × Y
−
Γ (cf. 3.3), we have the equality
FΓ = ZΓ ∩ (ΛΓ × Λ
−
Γ ).
In other terms, the set F oΓ is dense in ΛΓ × Λ
−
Γ .
v) For every f in FΓ, there exists ε0 > 0 such that for every 0 < ε < ε0, the set
Γ
(ε)
f := {g ∈ Γ | g is (θΓ, ε)-proximal and d(fg, f) ≤ ε}
is still Zariski-dense in G.
Proof.
i) This is clear since ΛΓ is Γ-invariant and Γ is Zariski-dense in G.
ii) Let us show that F contains ΛΓ. Let y be a point of ΛΓ. Then there exists a
sequence gn ∈ Γ contracting in YΓ to a limit point y. By extracting a subsequence
if necessary, we may assume that there exists a Zariski-dense open subset Uy− of YΓ
such that for every y′ in Uy− , we have limn→∞ gny
′ = y. For the same reasons as
in i), the closed set F is Zariski-dense in YΓ. Hence we may find a point y
′ in
the intersection F ∩ Uy− . The points gny
′ are still in F and so is y. Hence F
contains ΛΓ.
In particular, every nonempty Γ-invariant closed subset of ΛΓ is equal to ΛΓ. In
other terms, the action of Γ on ΛΓ is minimal.
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Suppose by contradiction that ΛΓ contains an isolated point. The set Γy \ Γy is
then a nonempty Γ-invariant closed subset of ΛΓ. Hence it is equal to ΛΓ, which is
a contradiction.
Moreover, if ΛΓ 6= YΓ, the boundary of ΛΓ contains ΛΓ, which means that ΛΓ has
empty interior.
iii) Let gn ∈ Γ be a sequence contracting in YΓ to the limit point y. We use Lemma 3.5(6).
This allows us to construct like in 3.1 an element h of Γ and constants ci,n ∈ k
∗ such
that for every αi in θΓ, the sequence c
−1
i,nρi(gnh) converges to a rank-1 projector πi
whose image is xi := x
+
i (y). But then, as soon as n is large enough, the element
ρi(gnh) is proximal and we have
lim
n→∞
x+
ρi(gnh)
= x+i (y);
and thus the element g := gnh is θΓ-proximal and satisfies d(yg, y) ≤ η.
The second statement then results from Corollary 2 in 3.1.
The last statement now follows, since every open subset V of ΛΓ contains a set of
the form
{
y+g
∣∣ g ∈ Γ is (θΓ, ε)-proximal and d(y+g , y) ≤ ε} with y in ΛΓ and ε > 0
sufficiently small. Such a set is Zariski-dense in ΛΓ, and so is V .
iv) Let (y+, y−) be a point of ΛΓ × Λ
−
Γ . Let us construct an element g of Γ that is
θΓ-proximal and such that (y
+
g , y
−
g ) is close to (y
+, y−): thanks to iii), we may find
a θΓ-proximal element g1 of Γ such that y
+
g1
is close to y+ and (y+g1 , y
−) is in general
position. The same iii) then allows us to find a θΓ-proximal element g2 of Γ such
that y−g2 is close to y
− and (y+g1 , y
−
g2
) is in general position. In particular, using
suitably chosen constants, for every αi in θΓ, the limits
πi,1 := lim
n→∞
c−1i,nρi(g
n
1 ) and
πi,2 := lim
n→∞
d−1i,nρi(g
n
2 )
are rank-1 projectors and the product πi := πi,2 ◦ πi,1 is nonzero.
Since Γ is Zariski-dense, we can find an element h of Γ such that, for every αi in θΓ,
the product
πi,3 := πi,1 ◦ ρi(h) ◦ πi,2
is nonzero. This operator πi,3 is then some nonzero multiple of the rank-1 projector
that has the same image as πi,1 and the same kernel as πi,2. The formula
πi,3 := lim
n→∞
c−1i,nd
−1
i,nρi(g
n
1 hg
n
2 )
then proves that, for large enough n, the element g := gn1 hg
n
2 is θΓ-proximal and
the pair (y+g , y
−
g ) is close to (y
+
g1
, y−g2) and hence also to (y
+, y−).
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v) It suffices to prove it when f is in F oΓ . We reason as in Corollary 1 of 3.1. Let
F be a Zariski-closed subset of G containing Γ
(ε)
f . Let us prove that F = G. Let
g0 be a θΓ-proximal element of Γ such that f = fg0 . We now apply the proof
of iv) to g1 = g2 = g0. Let πi,0 := πi,1 = πi,2 and x
+
i,0 be the image of πi,0 and
X<i,0 ⊂ P(Vi) be its kernel. We assume that ε0 is chosen so that
ε0 <
1
2
inf
αi∈θΓ
δ
(
x+i,0, X
<
i,0
)
.
Then for every ε < ε0, there exists a dense Zariski-open subset U of G such that
for every h in U ∩ Γ, the product gn0 hg
n
0 is in Γ
(ε)
f as soon as n is large enough.
In particular, this product gn0 hg
n
0 is in F as soon as n is large enough. Since the
Zariski-closure of a semigroup is a group, we deduce that this statement must also
hold for n = 0. Hence h is in F . We deduce the inclusion Γ ∩ U ⊂ F and the
equality F = G. This proves that Γ
(ε)
f is indeed Zariski-dense in G.
4 The limit cone LΓ
The goal of this section is to prove the points 1.2.a and 1.4.a of the theorems from the
introduction, except for the property “LΓ has nonempty interior” that will be proved in
Section 7.
Definition. We call limit cone of Γ the smallest closed cone LΓ in the R-vector space A
×
that contains the images λ(g) of the elements g of Γ.
For every subset P of an R-vector space V , we call asymptotic cone of P the set of
vectors v of V that can be obtained as the limit of a sequence: v = limn→∞ tnpn with
tn > 0, limn→∞ tn = 0 and pn ∈ P .
Thus we will prove the following proposition.
Proposition.
a) The limit cone LΓ is convex;
b) The limit cone LΓ is the asymptotic cone of the subset µ(Γ) of A
•.
4.1 (θ, ε)-Schottky groups
The definition below generalizes that ε-Schottky groups introduced in ([Be] § 2.2). Let
θ be a subset of π and ε = (εj)j∈J a finite or infinite family of cardinal t ≥ 2 consisting
of positive real numbers.
Definition. We say that a Zariski-dense subsemigroup (resp. subgroup) Γ of G with
generators (γj)j∈J is (θ, ε)-Schottky or “ε-Schottky in Yθ” if for every αi in θ, the sub-
semigroup (resp. subgroup) ρi(Γ) of GL(Vi) generated by (ρi(γj))j∈J is “ε-Schottky in
P(Vi)”.
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We then write EΓ := {γj | j ∈ J} (resp. EΓ :=
{
γj , γ
−1
j
∣∣∣ j ∈ J}) and for every ele-
ment h of E whose index is j, we write εh = εj .
When the family ε is constant equal to some real number ε > 0, we say that Γ is
(θ, ε)-Schottky.
When θ = Π, we say that Γ is ε-Schottky or ε-Schottky.
Remarks.
• It is not really useful in this definition to suppose that Γ is Zariski-dense. But in
practice it will always be.
• Of course these definitions depend on the choice of the representations ρi, of the
norms on Vi and of the generators γj.
• If a subsemigroup (resp. subgroup) Γ with generators (γj)j∈J is (θ, ε)-Schottky,
then so is the subsemigroup (resp. subgroup) Γm generated by (γ
mj
j )j∈J , for any
family m = (mj)j∈J of positive integers.
• When θ 6= ∅, every subgroup Γ that is (θ, ε)-Schottky on the generators (γj)j∈J is
discrete in G and is a free group on these generators γj .
• Every element of a (θ, ε)-Schottky subgroup or subsemigroup is θ-proximal.
Definition. A word w = gl · · · g1 with gj in EΓ is said to be reduced if gj−1 6= g
−1
j for
j = 2, . . . , l, and very reduced if additionally g1 6= g
−1
l .
Of course, in a (θ, ε)-Schottky subsemigroup, every word is very reduced and in a
(θ, ε)-Schottky subgroup, every word is conjugate to a unique very reduced word.
Definition. A subsemigroup Γ of G is said to be strongly (θ, ε)-Schottky if it is (θ, ε)-
Schottky for the family of generators comprising all elements of Γ.
Remarks.
• The analogous notion for subgroups is meaningless.
• Let Γ be a strongly (θ, ε)-Schottky subsemigroup: then Γ ∩ Γ− = ∅. On the other
hand, every Zariski-dense subsemigroup Γ′ of Γ is still strongly (θ, ε)-Schottky.
• We shall see that, when θ = Π, or when k is non-Archimedean, there always exist
strongly (θ, ε)-Schottky subsemigroups of type θ that are open.
The following proposition gives an estimate of the projection λ(w) of a word w of Γ.
It generalizes Proposition 7.3 from [Be].
Lemma. For every ε > 0, there exists a compact subset Mε of A
• satisfying the following.
Let θ be a subset of Π and ε = (εj)j∈J . For every subsemigroup (resp. subgroup) of
type θ that is (θ, ε)-Schottky on the generators γ1, . . . , γt and for every very reduced word
w = gnll · · · g
n1
1 with gj in EΓ and nj ≥ 1, we have
λ(w)−
∑
1≤j≤l
njλ(gj) ∈

 ∑
1≤j≤l
Mεgj ∩A
•
θ

 .
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Proof. We take Mε =
{
a ∈ A•
∣∣ ∀i = 1, . . . , r, C−1ε ≤ |χi|(a) ≤ Cε} where the Cε are
the constants from Lemma 2.2.2. Let C =
∏
1≤j≤l Cεgj . Since λ(Γ) is contained in A
•
θ
and since for rS < i ≤ r we have |χi|(λ(w)) = |χi|
(∑
1≤j≤l njλ(gj)
)
, it suffices to show
that for every αi in θ, we have
C−1 ≤ |χi|

λ(w)− ∑
1≤j≤l
njλ(gj)

 ≤ C.
This is a consequence of Lemma 2.2.2 applied to ρi(w).
The following corollary is a particular case of the proposition that we want to prove.
It is also the key step of its proof.
Corollary. If Γ is a subsemigroup of type θ that is (θ, ε)-Schottky on the generators γ1, . . . , γt,
then the convex hull of the half-lines Lγ1 , . . . , Lγt is contained in LΓ.
Proof. Since LΓ is closed, it suffices to show that for any integers n1, . . . , nt ≥ 1, the
element n1γ1 + · · · + ntγt is in LΓ. For m ≥ 1, we write wm := γ
mnt · · · γmn1 . The
previous lemma proves that
n1γ1 + · · · + ntγt ∈
1
m
λ(wm) +
t
m
Mε ⊂ LΓ +
t
m
Mε.
This is true for all m ≥ 1, hence n1γ1 + · · · + n1γt is in LΓ.
4.2 Zariski-density of the elements whose Lyapunov is almost known.
The goal of this subsection is to prove the following lemma:
Lemma. Let Ω be an open cone in A× that meets the limit cone LΓ.
Then the set ΓΩ := {g ∈ Γ | λ(g) ∈ Ω} is still Zariski-dense.
We shall prove a more technical result which refines both this lemma and Lemma 3.6.v:
Lemma bis. We keep the same notations. Let f ∈ FΓ be a quasiperiodic facet of Γ.
Recall that Γ
(ε)
f is a subset of Γ introduced in Lemma 3.6.v.
Then there exists ε0 > 0 such that for 0 < ε < ε0, the set Γ
(ε)
f,Ω := Γ
(ε)
f ∩ ΓΩ is still
Zariski-dense in G.
Proof. We may assume that f is in F oΓ.
Let us first show that Γ
(ε)
f,Ω is nonempty. Let us write θ = θΓ. Let g1 be a θ-proximal
element of Γ such that fg1 = f and g2 be an element of Γ such that λ(g2) is in Ω. The
idea of the proof is to look for an element g of Γ
(ε)
f,Ω of the form g
r
1yg
s
2xg
r
1, where (x, y)
is in a suitably chosen Zariski-open subset of Γ× Γ, r is sufficiently large and s is even
larger. Let i be an index such that αi ∈ θ or such that rS < i ≤ r. The element ρi(g1)
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is proximal in P(Vi). We call ci the eigenvalue of ρi(g1) such that |ci| = λ1(ρi(g1)). The
limit πi := limr→∞ c
−r
i ρi(g
r
1) is a rank-1 projector.
Replacing if necessary g2 by some power, we may find an element di in k such that
|di| = λ1(ρi(g2)). By compactness of P(End(Vi)), there exists a sequence di,s in k and
a subsequence S of N such that the limit σi := lims∈S d
−1
i,s ρi(g
s
2) exists and is nonzero.
When g2 is semisimple or when k is non-Archimedean, we may take di,s = d
s
i . In the
general case, we only know that, for s in S,
log |di,s| − s log |di| = O(log s).
We have, when s is in S,
lim
r,s→∞
c−2ri d
−1
i,s ρi(g
r
1yg
s
2xg
r
1) = πiρi(y)σiρi(x)πi.
Let U be the nonempty Zariski-open subset of G×G
U := {(x, y) ∈ G×G | ∀αi ∈ θ, πiρi(y)σiρi(x)πi 6= 0} .
Let us choose (x, y) in U ∩ (Γ × Γ). We may write πiρi(y)σiρi(x)πi = βiπi where βi is
some nonzero scalar. Hence there exist r0 ≥ 0, s0 ≥ 0 such that for r ≥ r0, s ≥ s0, for s
in S and for αi in θ, the element ρi(g
r
1yg
s
2xg
r
1) is proximal. We deduce from the previous
equality that, writing gr,s := g
r
1yg
s
2xg
r
1, we have
lim
r,s→∞
fgr,s = f.
We now choose the integers r0 and s0 such that for r ≥ r0 and s ≥ s0, we have
d(fgr,s , f) ≤ η.
Besides, we have
lim
r,s→∞
|ci|
−2r|di,s|
−1λ1(ρi(g
r
1yg
s
2xg
r
1)) = |βi|.
Hence, for αi in θ and for rS < i ≤ r,
log(|χi|(λ(g
r
1yg
s
2xg
r
1)− 2rλ(g1)− sλ(g2))) = O(log s).
Recall that the addition of A• that we denote additively is the law that extends the
multiplication of Ao that we denoted multiplicatively.
On the other hand, by definition of θ, when αi is in θ
c, we have
|αi|(λ(g
r
1yg
s
2xg
r
1)) = |αi|(λ(g1)) = |αi|(λ(g2)) = 1.
Since the family ((log |αi|)αi∈θc , (log |χi|)αi∈θ, (log |χi|)rS<i≤r) generates the linear
forms on A•, we deduce the equality in A•:
λ(gr1yg
s
2xg
r
1) = 2rλ(g1) + sλ(g2) +O(log s),
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where O(log s) now stands for a family of vectors vr,s in A
• such that (log s)−1vr,s is
bounded. Fix r ≥ r0; we then have
lim
s∈S
1
s
λ(gr1yg
s
2xg
r
1) = λ(g2).
Hence for s sufficiently large, gr1yg
s
2xg
r
1 is in Γ
(ε)
f,Ω and Γ
(ε)
f,Ω is nonempty.
Let us now show that Γ
(ε)
f,Ω is Zariski-dense. Let F be a Zariski-closed set containing
Γ
(ε)
f,Ω. We can use the same reasoning as in Corollary 1 from 3.1. Let g1 be in Γ
(ε)
f,Ω.
For αi in θ and for rS < i ≤ r, let once again ci be the eigenvalue of ρi(g1) such that
|ci| = λ1(ρi(g1)) and πi be the rank-1 projector πi := limr→∞ c
−r
i ρi(g
r
1). Let Uo be the
nonempty Zariski-open subset of G
Uo := {x ∈ G | ∀αi ∈ θ, πiρi(x)πi 6= 0} .
For x in Uo ∩ Γ, the same reasoning as above proves that, for large r, the element
gr := g
r
1xg
r
1 is θ-proximal and that
lim
r→∞
fgr = f
and
lim
r→∞
1
r
λ(gr) = 2λ(g1).
Hence there exists r0 such that for r ≥ r0, g
r
1xg
r
1 is in Γ
(ε)
f,Ω ⊂ F . Since the Zariski closure
of a semigroup is a group, we deduce that for all r in Z, gr1xg
r
1 is in F . In particular,
taking r = 0, x is in F . Hence F contains Uo ∩ Γ and F = G. This proves that Γ
(ε)
f,Ω is
indeed Zariski-dense in G.
4.3 (θ, ε)-Schottky subgroups of Zariski-dense groups
To prove our Proposition 4.0, we shall need the following proposition only for the case
of finite sequences, of length 2. The case of infinite sequences will be useful to us in 5.1.
Proposition. Let Γ be a Zariski-dense subsemigroup (resp. subgroup) of G that is not
bounded modulo the center of G. Let θ := θΓ be the type of Γ and (Ωj)0<j<t be a finite
or infinite sequence, of length at least 2, consisting of open cones of A××θ that meet the
cone LΓ.
Then there exists a sequence ε = (εj)0<j<t and a discrete Zariski-dense subsemigroup
(resp. subgroup) Γ′ in Γ that is of type θ and is (θ, ε)-Schottky for some generators
(γj)0<j<t satisfying λ(γj) ∈ Ωj for every j.
Remark. The condition that “Γ is not bounded modulo the center of G” means that the
image of Γ in G/Z is not contained in a compact subgroup. Since Γ is Zariski-dense in G,
this assumption is equivalent to θΓ 6= ∅. It is automatically satisfied when k = R and
G/Z is not compact.
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This proposition follows from the following lemma that generalizes Lemma 7.2 from [Be].
Lemma. We use the same notations as in the proposition.
a) We may choose elements (γj)0<j<t of Γ such that, writing E = {γj | 0 < j < t}
(resp. E = {γj | 0 < j < t} ∪ {γ
−1
j | 0 < j < t}), we have:
i) λ(γj) ∈ Ωj for every j. In particular, all the elements of E are of type θ.
ii) For every g, h in E (resp. for every g, h in E with g 6= h−1), the pair (y+g , y
−
h )
in YΓ × Y
−
Γ is in general position.
iii) For every j, the semigroup generated by γj is Zariski-connected.
iv) The semigroup generated by γ1 and γ2 is Zariski-dense in G.
v) If t = ∞, the sequences y±γj converge in Y
±
θ to points denoted by y
±
∞. And
in this case, condition ii) is replaced by the following stronger condition: For
every g, h in E ∪ {∞} (resp. for every g, h in E ∪ {∞} with g 6= h−1), the
pair (y+g , y
−
h ) in YΓ × Y
−
Γ is in general position.
b) For any such choice, there exist sequences ε = (εj)0<j<t and m
o = (moj)0<j<t such
that, for every sequence of integers m = (mj)0<j<t with mj ≥ m
o
j for every j,
the subsemigroup (resp. subgroup) Γm generated by (γ
mj
j )0<j<t is (θ, ε)-Schottky,
of type θ, discrete and Zariski-dense in G.
Remarks.
• Recall that, for every g in G, we have the equality in Y −θg : y
+
g−1
= y−g .
• The symbols y±∞ are notations introduced for the convenience of being able to state
condition v) in a simple way. They absolutely do not imply that we are considering
elements of G denoted by ∞.
Proof. We will treat the case where Γ is a group. We then have Y −Γ = YΓ and Λ
−
Γ = ΛΓ.
The case where Γ is a semigroup is rather easier, and is left for the reader.
a) Since every Zariski-dense subgroup of G contains a finitely-generated subgroup that
is still Zariski-dense, we lose no generality in assuming that Γ is finitely generated.
Then there exists an integer nΓ ≥ 1 such that, for every g in Γ, the group generated
by gnΓ is Zariski-connected ([Ti2], Lemma 4.2). Let Greg stand for the Zariski-open
subset of G formed by regular semisimple elements (i.e. elements whose centralizer
is a maximal torus of G).
Let (y+∞, y
−
∞) be a pair in ΛΓ × ΛΓ in general position. Thanks to Lemma 3.6 iii),
we may choose two sequences (y±n )n≥1 in ΛΓ converging to the points y
±
∞ and such
that, whenever m,n are positive integers or∞ and α, β = ±, the pair (yαm, y
β
n) is in
general position except if m = n and α = β. In the sequel, we will allow ourselves
to change this choice of the sequences y±n but always in such a way as to preserve
these conditions.
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Let us start by constructing γ1. Thanks to Lemmas 3.6 iv) and 4.2 bis, we may
assume, replacing if necessary the points y±1 by sufficiently close points, that there
exists an element γ′1 of Γ such that the element γ1 := (γ
′
1)
nΓ is regular semisimple
and satisfies λ(γ1) ∈ Ω1 and y
±
γ1
= y±1 .
Since γ1 is regular semisimple, the union of the Zariski-closed and Zariski-connected
proper subgroups of G that contain γ1 is contained in a proper Zariski-closed subset
Fγ1 of G ([Ti2], Proposition 4.4). We denote by F
c
γ1
the complementary Zariski-
open subset.
Let us now construct the other γj by induction on j. Like previously, thanks to
Lemmas 3.6 iv) and 4.2 bis, we may assume, replacing if necessary the points y±j by
sufficiently close points, that there exists an element γ′j of Γ such that the element
γj := (γ
′
j)
nΓ is in F cγ1 and satisfies λ(γj) ∈ Ωj and y
±
γj
= y±j .
By construction, the sequence γj satisfies i), ii) and v). Since γj is the nΓ-th power
of an element of Γ, the semigroup generated by γj is Zariski-connected. Since γ2
is not in Fγ1 , the semigroup generated by γ1 and γ2 is Zariski-dense in G. This
proves ii) and iv).
b) For every j < t, we can find a real number εj > 0 such that for every αi in θ,
α, β = ± and n < t with γαj 6= γ
β
n , we have
εj ≤
1
2
δ
(
x+
ρi(γ
β
n)
, X<
ρi(γαj )
)
and
εj ≤
1
2
δ
(
x+
ρi(γαj )
, X<
ρi(γ
β
n)
)
.
This is clear if t < ∞ because there are only finitely many constraints on εj . If
t = ∞, this is possible because, since the pairs (yβ∞, y
−α
j ) are in general position,
the sequence of points
(
x+
ρi(γ
β
n)
)
n≥1
converges in P(Vi) to a point that is not in the
hyperplane X<
ρi(γαj )
and, similarly, since the pairs (yαj , y
−β
∞ ) are in general position,
the sequence of hyperplanes
(
X<
ρi(γ
β
n )
)
n≥1
converges to a hyperplane of P(Vi) that
does not contain the point x+
ρi(γαj )
.
We may then find integers moj such that for every mj ≥ m
o
j , the elements γ
mj
j
and γ
−mj
j are (θ, εj)-proximal. The group Γm is then a (θ, ε)-Schottky subgroup
with generators (γj)0<j<t. By iii) the Zariski closure of Γm contains the genera-
tors γj; it is thus equal to G thanks to iv).
4.4 Convexity of the limit cone LΓ
Proof of Proposition 4.a). Let L1 and L2 be two half-lines in LΓ. By Proposition 4.3,
we can find a (θ, ε)-Schottky subsemigroup Γ′ of Γ with generators γ1, γ2 such that the
half-lines Lγ1 and Lγ2 are arbitrarily close to L1 and L2. By Corollary 4.2, the convex
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hull of Lγ1 and Lγ2 is contained in LΓ. Since LΓ is closed, the convex hull of L1 and L2
is also contained in LΓ. Hence LΓ is convex.
4.5 (θ, ε)-proximal elements
We shall need the following two lemmas:
Lemma. There exists a finite subset F of Γ and a real number ε > 0 with the following
property: for every g in Γ, we can find an element f of F such that the element gf is
(θΓ, ε)-proximal.
Proof. This is a reformulation of Corollary 3 from 3.1 applied to the representations ρi,
for αi in θΓ.
The following lemma says that, for a (θ, ε)-proximal element g, the element λ(g) is a
good approximation of the Cartan projection µ(g).
Lemma. For every ε > 0, there exists a compact subset Nε of A
• such that for every
(θΓ, ε)-proximal element g of Γ, we have
µ(g) − λ(g) ∈ Nε.
Proof. We set θ = θΓ and we choose, using Lemma 3.2, a real number
ε0 <
(
sup
αi∈θc, g∈Γ
|αi(µ(g))|
)−1
.
We set, with the notations of 2.2.1 and of 2.5.2, C ′ε = c
−1
ε supαi∈θ Cχi , and we take
Nε =

a ∈ A
∣∣∣∣∣∣∣
ε ≤ |αi|(a) ≤ ε
−1 ∀αi ∈ θ
c,
C ′−1ε ≤ |χi|(a) ≤ C
′
ε ∀αi ∈ θ and
|χi|(a) = 1 ∀i = rS + 1, . . . , r.


This compact set works. Indeed, on the one hand, for αi in θ
c, we have by definition
|αi|(λ(g)) = 1 and 1 ≤ |αi|(µ(g)) ≤ ε
−1.
On the other hand, for αi in θ, it follows from Lemma 2.2.1 that
cε ≤
λ1(ρi(g))
‖ρi(g)‖
≤ 1,
and consequently, thanks to Lemma 2.5.2, we have
cεC
−1
χi
≤
|χi|(λ(g))
|χi|(µ(g))
≤ Cχi .
Finally, for rS < i ≤ r we have
|χi|(λ(g)) = |χi|(µ(g)).
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4.6 The Cartan projection of Γ
The following result is Proposition 5.1 from [Be].
Lemma. For every compact subset L of G, there exists a compact subset M of A• such
that for every g in G, we have
µ(LgL) ⊂ µ(g) +M.
Recall that, by definition, the restriction to A+ of the addition of A• coincides with
the multiplication of A+.
The following proposition compares the Cartan projection and the Lyapunov projection
of a Zariski-dense subsemigroup.
Proposition. There exists a compact subset N of A• such that
µ(Γ) ⊂ λ(Γ) +N.
Remarks.
• This is false if Γ is not Zariski-dense: indeed consider as Γ any group generated by
a unipotent element.
• Conversely, the existence of a compact subset N ′ of A• such that λ(Γ) ⊂ µ(Γ) +
N ′ is true for (θ, ε)-Schottky subgroups and subsemigroups: it suffices to apply
Lemma 4.5.2 to the very reduced words of Γ. I do not know if this existence is true
in general.
Proof. Let F be the finite subset of Γ and ε the constant introduced in Lemma 4.5.1. Let
M be the compact subset of A• defined in the lemma above, corresponding to the subset
L := F−1. For every g in Γ, we can thus find f in F such that gf is (θ, ε)-proximal.
Lemma 4.5.2 then gives us
µ(g) ∈ µ(gf) +M ⊂ λ(gf) +M +Nε ⊂ λ(Γ) +M +Nε.
This proves our proposition with N =M +Nε.
Proof of Proposition 4.b. Let CΓ stand for the asymptotic cone of µ(Γ). The inclusion
LΓ ⊂ CΓ follows from Corollary 2.5 and the reverse inclusion follows from the last
proposition.
5 Examples
The goal of this section is to prove points 1.2.b and 1.4.b of the theorems from the
introduction: namely, to construct a Zariski-dense subgroup or subsemigroup whose
limit cone is a prescribed convex cone Ω.
The construction of the subgroup is done in Section 5.1: in this setting, we assume
that the cone Ω has nonempty interior and is invariant by the opposition involution.
27
The construction of the subsemigroup is done in Sections 5.2 (for k = R) and 5.3 (for
non-Archimedean k). The semigroup that we construct is open, but it is possible to
extract from it a discrete subsemigroup that has the same limit cone: this is explained
in Section 5.1.
5.1 Construction of Γ
Proposition. Let Γ be a Zariski-dense subsemigroup (resp. subgroup) of G and Ω a closed
convex cone with nonempty interior in LΓ (resp. a closed convex cone with nonempty
interior in LΓ that is stable by the opposition involution).
We assume that Γ is not bounded modulo the center of G. Then there exists a discrete
Zariski-dense subsemigroup (resp. subgroup) Γ′ of Γ such that LΓ′ = Ω.
Remarks.
• The condition “Ω with nonempty interior in LΓ” means that Ω is contained in LΓ,
that it spans the same vector subspace of A• as LΓ and that this subspace is
nonzero.
• Recall that the condition “Γ not bounded modulo the center of G” is automatically
satisfied when k = R and G/Z is not compact.
Proof. By assumption the subset θ = θΓ is nonempty. Let B be the vector subspace
of A•θ spanned by LΓ. Let us choose a sequence (ωj)j≥0 of convex cones open in B
and contained in Ω such that every cone open in B and contained in Ω is the union
of the cones ωj that it contains. Let Ωj be some open convex cone of A
××
θ such that
Ωj ∩B = ωj.
Choose a sequence (γj)j≥0 in Γ and sequences (εj)j≥0 and (mj)j≥0 as in Lemma 4.3.
Let Mε be the compact subsets of A
• introduced in Lemma 4.1. We may assume that
the compact subsets Mε are invariant by the opposition involution and that the mj are
chosen so that
λ(γ
mj
j ) + (Mεj ∩B) ⊂ Ω.
When Γ is a group, the invariance of Ω by the opposition involution ensures that we
also have
λ(γ
−mj
j ) + (Mεj ∩B) ⊂ Ω.
Let Γ′ = Γm: this is the Zariski-dense (θ, ε)-Schottky discrete subsemigroup (resp. sub-
group) with generators γ
mj
j . Since λ(γj) is in ωj, the cone LΓ′ intersects all the cones ωj,
hence LΓ′ ⊃ Ω.
Let us prove the opposite inclusion. It suffices to check that for every very reduced
word w = gl · · · g1 with every gp being one of the elements γ
mj
j (resp. γ
±mj
j ), we have
λ(w) ∈ Ω. But Lemma 4.1, the previous inclusions and the convexity of Ω show that
λ(w) ∈
∑
1≤p≤l
(λ(gp) + (Mεgp ∩B)) ⊂ Ω.
Hence LΓ′ = Ω.
28
Corollary. Suppose that G/Z is not compact. Let Ω be a closed convex cone in A×
with nonempty interior (resp. a closed convex cone in A× with nonempty interior and
invariant by the opposition involution).
Then there exists a Zariski-dense discrete subsemigroup (resp. subgroup) Γ′ of G such
that LΓ′ = Ω.
Proof. Take Γ = G in the last proposition.
5.2 The open semigroups Gεf and G
ε
f,Ω for k = R
Let f be an element of ZΠ. Recall that, for i = 1, . . . , r, x
+
i,f is the fixed point of the
parabolic subgroup y+f in Xi = P(Vi) and X
<
i,f is the unique hyperplane in Xi invariant
by the opposite parabolic subgroup y−f . Let εf :=
1
10 inf1≤i≤r δ(x
+
i,f , X
<
i,f ). We choose a
real number ε < εf and we define
bεi,f =
{
x ∈ Xi
∣∣∣ d(x, x+i,f ) ≤ ε} ,
Bεi,f =
{
x ∈ Xi
∣∣∣ δ(x,X<i,f ) ≥ ε} ,
G
ε
f =
{
g ∈ G
∣∣∣ ∀i = 1, . . . , r, ρi(g)(Bεi,f ) ⊂ bεi,f and ρi(g)|Bε
i,f
is ε-Lipschitz
}
and
Gεf =
⋃
ε′<ε
G
ε′
f .
From our point of view, the set Gεf does not differ much from the set
G
(ε)
f = {g ∈ G | g is (Π, ε)-proximal and d(fg, f) ≤ ε}
that was introduced in 3.6. This is stated precisely in point c) of the following lemma.
Lemma. (k = R) Let f ∈ ZΠ and ε < εf .
a) The semigroup Gεf is open in G. In particular it is Zariski-dense.
b) The semigroup Gεf is strongly 2ε-Schottky on YΠ.
c) We may find η = ηf,ε such that G
η
f ⊂ G
(ε)
f and G
(η)
f ⊂ G
ε
f .
d) Its limit cone is A+ and, when ε decreases to 0, the limit sets Λ±Gε
f
form a basis of
neighborhoods of y±f .
Remark. It would have been just as natural to introduce the open semigroups G
((ε))
f
defined by
bεf =
{
y ∈ YΠ
∣∣∣ d(y, y+f ) ≤ ε} ,
Bεf =
{
y ∈ YΠ
∣∣∣∣ δ(y, U cy−
f
) ≥ ε
}
,
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G
((ε))
f =
{
g ∈ G
∣∣∣ g(Bεf ) ⊂ bεf and g|Bε
f
is ε-Lipschitz
}
and
G
((ε))
f =
⋃
ε′<ε
G
((ε′))
f .
In fact this semigroup does not differ much from Gεf : the reader may check that there
exists ζ = ζf,ε > 0 such that G
ζ
f ⊂ G
((ε))
f and G
((ζ))
f ⊂ G
ε
f .
Proof.
a) It is clear that Gεf is an open semigroup. It is nonempty because if g is an element
of G such that fg = f , there exists n ≥ 1 such that g
n is in Gεf .
b) We proceed as in Lemma 6.2 of [Be]: Let g be in Gεf . The restriction of ρi(g)
to Bεi,f is ε-Lipschitz. Hence it has an attracting fixed point x
+
i,g. Hence ρi(g) is
proximal. Let X<i,g := X
<
ρi(g)
. Since g(Bεi,f ) ⊂ b
ε
i,f , we have d(x
+
i,g, x
+
i,f ) ≤ ε
and d(X<i,g, X
<
i,f ) ≤ ε. Since 10ε ≤ δ(x
+
i,f , X
<
i,f ), we deduce that ρi(g) is 2ε-
proximal and that if g′ is another element of Gεf , we have δ(x
+
i,g, X
<
i,g′) ≥ 4ε. The
semigroup Gεf is indeed (Π, 2ε)-Schottky on YΠ.
c) The passage from ε to η and vice-versa comes from different natural distances that
define the same topology on ZΠ: we may, for example, choose η <
ε
2 such that for
every projector π of Vi with image x
+ ∈ P(Vi) and with kernel X
< ⊂ P(Vi), we
have the implications:
‖π − πi,f‖ < η =⇒
(
d(x+, x+i,f ) <
ε
2
and δ(X<, X<i,f ) <
ε
2
)
;
(
d(x+, x+i,f ) < η and δ(X
<, X<i,f ) < η
)
=⇒ ‖π − πi,f‖ <
ε
2
.
The reasoning done in b) and the choice of η prove that if g is in Gηf then g is
(Π, ε)-proximal and d(fg, f) := sup1≤i≤r ‖πi,g − πi,f‖ ≤ ε. Hence g is in G
(ε)
f .
Conversely, if g is in G
(η)
f , we have d(fg, f) ≤ η and thus
d(x+i,g, x
+
i,f ) <
ε
2
and δ(X<i,g, X
<
i,f ) <
ε
2
.
Hence given that g is (Π, 2ε)-proximal, we have
ρi(g)(B
ε
i,f ) ⊂ ρi(g)(B
ε
2
i,fg
) ⊂ b
ε
2
i,fg
⊂ bεi,f .
This is true for every i, hence g is in G
ε
f . The same reasoning for some suitably
chosen ε′ < ε shows that g is in Gεf .
d) Note that if g is an element such that d(fg, f) ≤ ε, then there exists n ≥ 1 such
that gn ∈ G
(ε)
f . Our claims then follow from c).
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LetMε be the compact subset of A
• introduced in Lemma 4.1. For every closed convex
cone Ω in A× with nonempty interior, we call Ωε the interior of the largest translate of Ω
such that Ωε + 2M2ε ⊂ Ω and we set
Gεf,Ω =
{
g ∈ Gεf
∣∣ λ(g) ∈ Ωε} .
Lemma. (k = R) The set Gεf,Ω is an open semigroup in G that is strongly 2ε-Schottky
on YΠ. Its limit cone is Ω. When ε decreases to 0, the limit sets Λ
±
Gε
f,Ω
form a basis of
neighborhoods of y±f .
Proof. The only claim that does not directly follow from Lemma 5.1 is the fact that Gεf,Ω
is a semigroup: let g1 and g2 be two elements of G
ε
f,Ω; since the semigroup G
ε
f is strongly
2ε-Schottky on YΠ, Lemma 4.1 gives us
λ(g1g2) ∈ λ(g1) + λ(g2) + 2M2ε ⊂ Ωε +Ω ⊂ Ωε,
and so g1g2 is also in G
ε
f,Ω.
5.3 The semigroups Gεf and G
ε
f,Ω for non-Archimedean k
In this subsection, we carry out the constructions analogous to those of 5.2 when k is
non-Archimedean.
We will need the following elementary lemma.
Lemma. (k non-Archimedean) Let V be a k-vector space endowed with an ultrametric
norm, π ∈ End(V ) a nonzero projector and ε < 1. Then the open set
Oεpi :=
{
g ∈ End(V )
∣∣ ‖σgσ′ − π‖ < ε, ∀(σ, σ′) ∈ {1, π}2}
is a semigroup.
Proof. This is an application of the equality π2 = π and of the ultrametricity of the
induced norm on End(V ): let g, h be in Oεpi; we then have, with σ, σ
′ in {1, π},
‖σghσ′−π‖ ≤ sup
(
‖(σg − π)(hσ′ − π)‖, ‖σgπ − π‖, ‖πhσ′ − π‖
)
≤ sup(ε2, ε, ε) = ε.
Hence gh is in Oεpi.
Let θ be a subset of Π and f an element of Zθ. We call Lf the stabilizer in G of f :
this is also the intersection of the two parabolic subgroups y+f and y
−
f .
For i = 1, . . . , r, we call V +i,f the smallest nonzero vector subspace of Vi that is invariant
under the action of the parabolic subgroup y+f , V
<
i,f the unique Lf -invariant subspace
supplementary to V +i,f and πi,f ∈ End(Vi) the projector onto V
+
i,f parallel to V
<
i,f . We
remark that πi,f has rank 1 if and only if αi is in θ. We remind that u denotes a
uniformizing element, we fix ε < 1 and we set
Gεf =
{
g ∈ G
∣∣∣ ∀i = 1, . . . , r, ∃pi(g) ∈ Z, u−pi(g)ρi(g) ∈ Oεpii,f} .
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Lemma. (k non-Archimedean) Let f ∈ Zθ and ε < 1.
a) The semigroup Gεf is open and closed in G and is of type θ. In particular, it is
Zariski-dense.
b) For ε sufficiently small, we can find η = ηf,ε such that G
η
f is strongly (θ, ε)-Schottky.
c) The limit cone of Gεf is A
+
θ . When ε decreases to 0, the limit sets of G
ε
f form a
basis of neighborhoods of the points y±f .
d) For every g, g′ in Gεf , we have λ(gg
′) = λ(g)λ(g′).
Proof.
a) It is clear that Gεf is open, closed and nonempty. It is of type θ thanks to
Lemma 3.2.ii).
b) This is the same proof as for k = R.
c) Ditto.
d) This follows from the equalities:
χi(λ(g)) = u
pi(g) and
pi(gg
′) = pi(g) + pi(g
′).
Corollary. (k non-Archimedean) Let Ω be a closed convex cone with rational support
(i.e. such that Ω and Ω ∩ A+ generate the same vector subspace B of A•). Let θ be the
smallest subset of Π such that A×θ contains Ω, f be an element of Zθ and ε ≤ 1.
We set
Gεf,Ω =
{
g ∈ Gεf
∣∣ λ(g) ∈ Ω} .
Then the sets Gεf,Ω are open subsemigroups of type θ whose Lyapunov cone is Ω.
Proof. This follows from the fact that the map λ : Gεf → A
+ is a locally constant
semigroup morphism.
6 The set of limit directions LΓ
In this section, we focus first of all on open subsemigroups of G. We show that for g1, g2
in G, we can find two disjoint open subsemigroups H1,H2 containing respectively the
points g1 and g2 if and only if the hyperbolic components of g1 and g2 do not lie in the
same “one-parameter subsemigroup” (6.2).
We suppose starting from 6.3 that k = R. We then show that the intersection of the
Zariski-dense subsemigroup Γ with an open subsemigroup is still Zariski-dense as long
as it is nonempty.
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These two properties are what motivates the definition of the set LΓ of the limit
directions of Γ: it is the set of the hyperbolic elements g of G such that every open
subsemigroup of G that contains g intersects Γ. We also give other equivalent definitions
of LΓ that justify the terminology of the “limit directions” (Theorem 6.4.b).
We show in 6.4 that the set LΓ meets the interior of a Weyl chamber f if and only if
f is quasiperiodic and that in this case, the intersection f ∩LΓ can be naturally identified
to the limit cone LΓ.
6.1 Open semigroups and hyperbolic elements
The following proposition will be useful to us.
Proposition. Let g be an element of G. Then
a) Every open subsemigroup H of G that contains g also contains gnh for some integer
n ≥ 1.
b) Every open subsemigroup H of G that contains gh also contains g
n for some integer
n ≥ 1.
Remark. Recall that when k is non-Archimedean, the hyperbolic component gh might
not exist. However gnh := (g
n)h makes sense as soon as n is a multiple of an integer nG.
Let us start with a preparatory lemma.
Lemma. Same notation. We assume that λ(g) = 0.
a) Every open subsemigroup H of G that contains g also contains the identity ele-
ment e.
b) For every neighborhood B of e in G, there exists an integer n ≥ 1 such that gn ∈ Bn.
Moreover, if k = R or C, there exists an integer no ≥ 1 such that for every n ≥ no,
we have gn ∈ Bn.
Proof.
a) The Jordan decomposition of g can be written g = gegu. Let B be a neighborhood
of e such that Bg ⊂ H. There exists a sequence np such that limp→∞ g
np
e = e.
Hence, for p≫ 0, we have
g
np
u ∈ Bg
np ⊂ H.
Hence H contains a unipotent element. But every neighborhood of a unipotent
element contains an elliptic element (if k is non-Archimedean, this results from the
density of the semisimple elements; if k = R or C, this is true for G = SL(2, k)
and the general case follows by the Jacobson-Morozov theorem). We deduce that
H contains an elliptic element and then, following the previous reasoning, that it
contains e.
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b) It suffices to prove this statement separately for elliptic g and for unipotent g.
When g is elliptic, or when k is non-Archimedean, this follows from the fact that
the group generated by g is bounded.
When g is unipotent and k = R or C, using the Jacobson-Morozov theorem, we
reduce the problem to the case G = SL(2,R). In a suitable basis, we then have
g = ( 1 10 1 ). Let B
′ be a neighborhood of e such that (B′)3 ⊂ B. We choose a > 1
such that the element h :=
(
a 0
0 a−1
)
and its inverse h−1 are in B′. We can then
find no ≥ 1 such that for every n ≥ no, the element un :=
(
1 na−2n
0 1
)
is in B′. The
equality gn = hnunh
−n then proves that g is in (B′)2n+1 ⊂ Bn.
Proof of the proposition. We may assume that gh exists. Let L be the centralizer of gh.
a) There exists a neighborhood Lε of e in L such that gLε ⊂ H. Thanks to Lemma a),
we can find n ≥ 1 such that (geguLε)
n contains e. But then we have
gnh ∈ g
n
h(geguLε)
n = (gLε)
n ⊂ H.
b) There exists a neighborhood Lε of e in L such that ghLε ⊂ H. Thanks to Lemma b),
we can find n ≥ 1 such that (gegu)
n ∈ (Lε)
n. But then we have
gn ∈ gnh(Lε)
n = (ghLε)
n ⊂ H.
6.2 The open semigroups Gεg
We fix a faithful representation ρ of G and we call, for g in G,
B(g, ε) =
{
g ∈ G
∣∣ ‖ρ(g′)− ρ(g)‖ ≤ ε} and
Gεg =
⋃
n≥1
B(g, ε)n
the open semigroup generated by this small neighborhood of g. We call Y ±g the inverse
image of the point y±g by the natural projection YΠ → Yθg .
Proposition. Let g be an element of G such that λ(g) 6= 0.
a) (k = R) When ε decreases to 0, the limit cones LGεg form a basis of conical neighbor-
hoods of the half-line Lg in A
× and the limit sets Λ±Gεg form a basis of neighborhoods
of the subset Y ±g in YΠ.
b) (k non-Archimedean) There exists ε0 > 0 such that for every ε < ε0, the limit
cone LGεg is equal to Lg. In particular, G
ε
g is of type θ := θg. Moreover, when
ε decreases to 0, the limit sets Λ±Gεg form a basis of neighborhoods of the point y
±
g
in Y ±θ .
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Proof. Let us first prove the claim about the limit cone. Let η > 0 if k = R or C and
η = 0 if k is non-Archimedean. It suffices to find a neighborhood B(g, ε) such that for
every h in B(g, ε)n with n ≥ 1 and for every i = 1, . . . , r, we have
−η ≤
1
n
log (|χi|(λ(h))) − log (|χi|(λ(g))) ≤ η.
Since we have the equality χi(λ(h)) = λ1(ρi(h)), this follows from the lemma below.
Let us now prove the claim about the limit set Λ+ (we proceed in the same fashion
for Λ−). First notice that, when k = R, since Gεg contains a power of gh, the limit set
Λ+Gεg contains Y
+
g . To conclude, it then suffices to show that for αi in θg, the limit sets
of Gεg in P(Vi) form, when ε decreases to 0, a basis of neighborhoods of the point x
+
i,fg
.
This fact follows from the proximality of g in P(Vi).
We used the following lemma:
Lemma. Let V be a finite-dimensional k-vector space and g ∈ End(V ). Let η > 0 if k is
Archimedean and η = 0 otherwise.
Then there exists a neighborhood Bg of g in End(V ) such that for every h in (Bg)
n
with n ≥ 1 and for every j = 1, . . . ,dim(V ), we have
−η ≤
1
n
log(λj(h))− log(λj(g)) ≤ η.
Proof. Given that λ1(Λ
jh) = λ1(h) · · · λj(h), it suffices to prove these inequalities for
j = 1.
Notice that we can find a norm on V such that ‖g‖ ≤ λ1(g)e
η
2 . We can then choose Bg
such that for every h′ in Bg, we have ‖h
′‖ ≤ λ1(g)e
ε. So if h = h1 · · · hn with hi ∈ Bg,
we have
1
n
log(λ1(h)) ≤
1
n
log ‖h‖ ≤
1
n
∑
1≤p≤n
log ‖hp‖ ≤ log(λ1(g)) + ε.
It remains to obtain the lower bound for λ1(h). Let s be the largest integer such that
λ1(g) = · · · = λs(g). Note that λ1(Λ
sh) ≤ λ1(h)
s and that Λsg is proximal in P(ΛsV ).
We may thus assume that g is proximal.
We call V + the eigenline of g corresponding to the eigenvalue with the largest absolute
value and V < its unique g-invariant supplementary hyperplane. We can find a norm
on V such that ‖g|V <‖ < λ1(g) and such that for every v
+ ∈ V + and v< ∈ V <, we have
‖v+ + v<‖ ≤ sup(‖v+‖, ‖v<‖). Let
C :=
{
v = v+ + v<
∣∣ v+ ∈ V +, v< ∈ V < and ‖v+‖ ≥ ‖v<‖} .
We can choose the neighborhood Bg in such a way that for every h
′ in Bg, we have
h′(C) ⊂ C and ‖h′(v)‖ ≥ λ1(g)e
−ε‖v‖ ∀v ∈ C.
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We then calculate, for h in (Bg)
n and v in C
‖h(v)‖ ≥ λ1(g)
ne−nε‖v‖.
Hence
1
n
log ‖h‖ ≥ log λ1(g) − ε.
The equality log(λ1(h)) = limp→∞
1
p
log ‖hp‖ then allows us to get the desired lower
bound for λ1(h).
Definition. We define a hyperbolic one-parameter subsemigroup ofG to be a semigroup L
such that
• if k = R or C, L = γ([0,∞)) where γ : R → G is a one-parameter subgroup
composed of hyperbolic elements.
• if k is non-Archimedean, L is isomorphic to N, is composed of hyperbolic elements
and is maximal for these properties.
Every hyperbolic element h 6= e lies in a unique hyperbolic subsemigroup, that we
denote by Lh. If h = e, we set Lh := {e}. For every element g of G, we set Lg := Lh
where h is the hyperbolic component of g or of some power of g. Note that Lg can also
be defined by the equality λ(Lg) = Lg ∩A
+ and the inclusion Lg ⊂ fg.
Corollary. Let g1, g2 be two elements of G. We then have the equivalence: Lg1 6=
Lg2 ⇐⇒ There exists two open subsemigroups H1, H2 of G such that g1 ∈ H1, g2 ∈ H2
and H1 ∩H2 = ∅.
Proof. (⇒) By assumption, we have (y+g1 , y
−
g1
, Lg1) 6= (y
+
g2
, y−g2 , Lg2). Hence it suffices to
take H1 = G
ε
g1
, H2 = G
ε
g2
with ε sufficiently small and to apply Proposition 6.2.
(⇐) This follows from Proposition 6.1.
6.3 Open semigroups and Zariski-dense semigroups for k = R
The following propositions say that open semigroups can be used as a “filter” to analyse
the Zariski-dense semigroups. We will use it in 7.4.
Proposition. (k = R) Let Γ be a Zariski-dense subsemigroup of G and H be an open
subsemigroup of G. If Γ ∩H is nonempty, then Γ ∩H is still Zariski-dense.
Proof. Let g be an element of Γ ∩H and g = geghgu be its Jordan decomposition. We
lose no generality in assuming that gh is in A
+. Let θ := {α ∈ Π | α(gh) = 1}. We
have Lθ := {g
′ ∈ G | g′gh = ghg
′}, Uθ := {g
′ ∈ G | limn→−∞ g
ng′g−n = e} and U−θ :=
{g′ ∈ G | limn→+∞ g
ng′g−n = e}. Multiplication induces a diffeomorphism from the prod-
uct U−θ ×Lθ×Uθ to a Zariski-open subset Ωθ of G. Let U
−
ε , Lε, Uε be three neighborhoods
of e in U−θ , Lθ and Uθ such that
U−ε gLεUε ⊂ H.
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For n ≥ 1, we have
U−ε g
n
h(geguLε)
nUε ⊂ H.
By Lemma 6.1.a, we can find n ≥ 1 such that (geguLε)
n contains e. Replacing if necessary
g by gn and consequently reducing our neighborhoods, we may assume that
U−ε ghLεUε ⊂ H.
Let us then show that for every γ in Γ ∩ Ωθ, there exists no ≥ 1 such that for every
n ≥ no, we have g
nγg−n ∈ Γ ∩ H. This will prove that Γ ∩ H is Zariski-dense by the
same argument as at the end of 3.6. We write γ = vlu with v ∈ U−θ , l ∈ Lθ and u ∈ Uθ.
We have
gnγgn = vng
2n
h lnun
with
vn = g
nvg−n, ln = g
n
e g
n
u lg
n
e g
n
u and un = g
−nugn.
For large enough n, we have, by Lemma 6.1.b,
vn ∈ U
−
ε , ln ∈ L
n
ε and un ∈ Uε.
Hence
gnγgn ∈ U−ε g
2n
h L
n
εUε ⊂ (U
−
ε ghLεUε)
n ⊂ H,
which finishes the proof.
6.4 The set of limit directions for k = R
In this subsection, we still assume that k = R, so that θΓ = Π.
Definition. We denote by LΓ the set of the hyperbolic elements g of G such that every
open subsemigroup H of G containing g intersects Γ.
We set L′Γ := {g ∈ LΓ | g is R-regular} and L
′
Γ := LΓ ∩A
××.
Remark. In this definition, we limit ourselves to hyperbolic elements because of Propo-
sition 6.1.
We endow G with a left-invariant Riemannian metric and we call d the corresponding
distance.
Theorem. (k = R; G is a connected reductive R-group, G = GR and Γ is a Zariski-
dense subsemigroup of G.)
a) LΓ is the closure of the union of the semigroups Lg for g ∈ Γ (resp. for R-regular
g in Γ).
b) LΓ is the closure of the set L
o
Γ of the hyperbolic elements g of G for which there
exist sequences np ∈ N and γp ∈ Γ such that limp→∞ d(g
np , γp) = 0.
c) L′Γ is dense in LΓ and L
′
Γ is dense in LΓ.
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d) A chamber f ∈ ZΠ is quasiperiodic if and only if LΓ intersects the interior of the
chamber f .
e) For every quasiperiodic chamber f of Γ, we have λ(f ∩ LΓ) = LΓ.
Remarks.
• Parts a) and b) furnish alternative definitions for the set of limit directions of Γ.
• Parts c), d) and e) explain how to calculate LΓ from ΛΓ, Λ
−
Γ and LΓ and vice-versa
(we remind that, by 3.6.iv, the set FΓ of the quasiperiodic chambers of Γ can be
identified to the set of elements of ΛΓ × Λ
−
Γ that are in general position). Indeed,
they state that the set LΓ is the closure of the set
L′Γ =
⋃
f∈FΓ
{
g ∈ f
∣∣ λ(g) ∈ L′Γ} .
• We leave out the analogous statement for a local field: in this case the set LΓ lives
in a space which is related to the set of the hyperbolic elements of G in the same
way as A× is related to A+...
Proof.
a) By construction, the subset LΓ is closed. It contains the semigroups Lg for g in Γ
by 6.1. Conversely, let g be in LΓ; we then apply Proposition 6.3 with ε =
1
n
: the
intersection G
1
n
g ∩ Γ is Zariski-dense and thus contains an R-regular element gn.
Hence the sequence Lgn converges to Lg by 6.2 (i.e. there exists a sequence tn > 0
such that limn→∞ g
tn
n = g).
b) It is clear that if g is in LoΓ, then every open subsemigroup of G containing g
intersects Γ. Hence LoΓ ⊂ LΓ. Conversely, if g is an R-regular element of Γ, then
for every t > 0, the element gt is in LoΓ: it suffices to choose the sequence np so
that the sequence npt converges to 0 in R/Z. Hence LΓ ⊂ LoΓ.
c) The first statement follows from a), the second one follows from the convexity of LΓ
and from the fact that L′Γ is nonempty.
d) and e) First of all notice that, thanks to a), we have λ(LΓ) ⊂ LΓ.
Let f be a chamber whose interior intersects LΓ. We call g some element of LΓ that
is in the interior of f . The reasoning from a) gives us a sequence gn of R-regular
elements of Γ such that fgn converges to f . Hence f is quasiperiodic.
Conversely, let f be a quasiperiodic chamber for Γ. Let L be a half-line in LΓ. Let
L denote the one-parameter subsemigroup of f such that λ(L) = L. By 4.2, there
exists a sequence of R-regular elements gn of Γ such that Lgn converges to L. Then
every open subsemigroup of G that intersects L contains some power of one of the
elements gn, by 6.1. Hence L is contained in LΓ. This proves that λ(f ∩LΓ) = LΓ.
We deduce, given that L′Γ is nonempty, that f ∩ LΓ intersects the interior of the
facet f .
38
7 The limit cone LΓ when k = R
In this section, we suppose that k = R. In this case, the logarithm map indentifies the
R-vector spaces A• and a, as well as the cones LΓ and ℓΓ. The goal of this section is to
prove that in this case, the limit cone LΓ has nonempty interior.
Recall that this statement is false over a non-Archimedean field (cf. 5.3).
The idea of the proof is to reduce the problem to the case of a subsemigroup of Gεg with
generators (γj)1≤j≤s (cf. 7.4). We then consider one-parameter semigroups {γj(t) | t ≥ 1}
lying in Gεg and such that γj(1) = γj . We show on the one hand, by using Hardy
fields (cf. 7.2), that the Lyapunov cone ℓ∆ of the semigroup ∆ generated by all of these
semigroups is contained in the vector space spanned by ℓΓ (cf. 7.4). On the other hand,
an elementary argument proves that such a semigroup ∆ has nonempty interior (cf. 7.1).
7.1 Semigroups with nonempty interior
Lemma. (k = R) Let t 7→ γj(t), for j = 1, . . . , s, be one-parameter subgroups of G and
let H be the semigroup generated by (γj([1,∞)))1≤j≤s. We suppose that H is Zariski-
dense in G; then H has nonempty interior.
Remark. One can also prove the following analagous result, which will not be useful to
us: In a simple real Lie group, every non-discrete Zariski-dense closed subsemigroup has
nonempty interior.
Proof. For h in H, we denote by Ch the cone in the Lie algebra g of G given by:
Ch :=

X ∈ g
∣∣∣∣∣∣∣ ∃ a C
1 path γ : [0, 1)→ G,


γ0 = e
d
dt
γt|t=0 = X
∀t ∈ [0, 1], γth ∈ H

 .
Clearly Ch is a cone. On the other hand, we have
Chh′ ⊃ Ch +Adh(Ch′) ∀h, h
′ ∈ H (∗).
It suffices for this to consider the path in H: γthγ
′
th
′ = γt(hγ
′
th
−1)hh′.
Let W be the vector space spanned by the cones Ch. Let us show that W = g. It
follows from (*) that the space W is AdH -invariant. Since AdH is Zariski-dense in AdG,
W is an ideal of g. Moreover, the generators Xj of the one-parameter groups γj(t) are
in W . Hence H is contained in the connected Lie group I with Lie algebra W . Hence
I is Zariski-dense in G and W = g.
Let us now choose elements hi in H and Xi in Chi , for i = 1, . . . , n, with n the
largest possible integer such that, setting k0 = 1, . . . , ki = h1 · · · hi, . . ., the family
(Yi := Adki−1(Xi))1≤i≤n is linearly independent. This family (Yi)1≤i≤n is then a basis
of g. Indeed, otherwise we could find hn+1 in H and Xn+1 in Ch such that Adk−1n (Xn+1)
is not in the span of Y1, . . . , Yn, which would contradict the maximality of n.
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We denote by t 7→ γi,t some paths tangent to Xi at t = 0 such that γi,thi is in H, and
we set γ′i,t := ki−1γi,tk
−1
i−1. The map
ψ : [0, 1]n // G
(t1, . . . , tn)
✤
// γ′1,t · · · γ
′
n,th1 · · · hn = γ1,th1 · · · γn,thn
has its image in H. Its differential at 0 is bijective since (Yi)1≤i≤n is a basis of g. The
local inversion theorem then proves that ψ((0, 1)n) contains an open set. Hence H has
nonempty interior.
7.2 Hardy fields
Let us recall the main properties of the Hardy fields that we shall need. An excellent
reference is ([Ro] p.297–299).
Let A be the ring of germs at +∞ of real-valued C∞ functions on R. In other terms,
A is the set of real-valued smooth functions defined on a half-line [a,∞), modulo the
equivalence relation that identifies two functions that coincide on a half-line [b,∞).
Definition. A Hardy field is a subfield of the ring A that is invariant by derivation.
Hardy fields are interesting because a nonzero function y that belongs to a Hardy
field can vanish only finitely many times (because the function 1
y
has to be smooth in
a neighborhood of +∞). Hardy fields are ordered real fields that have been introduced
with the goal of studying asymptotic developments (cf. [Bou]). The field R of constant
functions and the field R(x) of rational functions are Hardy fields. There are many
others, since every solution of a polynomial equation (resp. of a first-order polynomial
differential equation) with coefficients in a Hardy field is still in a Hardy field. More
precisely:
Proposition ([Ro], Theorems 1 and 2). Let K be a Hardy field, P ∈ K[Y ] be a poly-
nomial with coefficients in K and y be an element of A such that P (y) = 0 (resp.
dy
dx
= P (y)). Then there exists a Hardy field K ′ containing K and y.
In particular, if K is a Hardy field and f is a nonzero element of K, then there exists
a Hardy field K ′ containing K, e|f |, log |f | and |f |α for every real α.
7.3 Maps with finite fibers
The following elementary lemma will be useful for us.
Lemma. Let M be a real analytic manifold, ψ : M × R → R be an analytic function,
Z = ψ−1(0) and p : Z →M be the restriction to Z of the first projection. Suppose that,
for every m in M , p−1(m) is finite. Then there exists a nonempty open subset U of M
such that p−1(U) is compact.
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Proof. We may assume that Z andM are smooth. Let Z ′ := {z ∈ Z | dp(z) is surjective}
and Z ′′ := Z \ Z ′. By the analytic Sard theorem, p(Z ′′) has codimension at least 1
in M . Reducing M if necessary, we may assume that Z ′′ is empty, i.e. that p is a local
diffeomorphism.
By contradiction: suppose that the conclusion does not hold. We then conscruct by
induction an infinite sequence (Cn)n≥1 of disjoint compact subsets of Z with nonempty
interior such that the restriction p|Cn is injective and such that the sequence of the
image compact sets Kn := p(Cn) is decreasing; this is possible since, given that p
−1(Kn)
is not compact, we can choose for Cn+1 a small neighborhood of a point in the interior
of p−1(Kn) which is not in C1 ∪ · · · ∪ Cn. But then if m is a point in the intersection of
the compact sets Kn, the fiber p
−1(m) is infinite, which is a contradiction.
7.4 The cone ℓΓ has nonempty interior
We can now prove this statement.
Thanks to Proposition 6.3, we may assume that Γ is contained in an open subsemigroup
Gεg whose elements are all R-regular (cf. 6.2). We may also assume that Γ is generated
by a finite family of elements (γj)1≤j≤s such that each of the groups generated by γj is
Zariski-connected. Note that γj is semisimple and let γj = mjaj = ajmj be the Jordan
decomposition of γj, with mj elliptic and aj hyperbolic. Let us call Mj the closure in G
of the group generated by mj: this is a compact group. Replacing if necessary γj by
some power, we may assume that for every t ≥ 1, we have Mja
t
j ⊂ G
ε
g.
Since ℓΓ is convex, to show that ℓΓ has nonempty interior, it suffices to show that
every linear form on the R-vector space a that vanishes on ℓΓ is identically zero. So let
β1, . . . , βr be real numbers such that for every γ in Γ, we have
∏r
i=1 λ1(ρi(γ))
βi = 1. Our
goal is to show that β1 = · · · = βr = 0.
Let ∆ be the subsemigroup of Gεg generated by all the subsets Mja
t
j with j = 1, . . . , s
and t ≥ 1. This semigroup ∆ contains Γ. Let φ1, . . . , φr : G
ε
g → R and Φ : G
ε
g → R be
the functions defined by φi(h) = λ1(ρi(h)) and
Φ(h) =
r∏
i=1
φi(h)
βi − 1.
Thus Φ is an analytic function that vanishes on Γ.
Let us show that Φ vanishes on ∆. Let g1 · · · gp ∈ ∆ be some word, where every gl lies
in one of the subsets Mja
t
j. We want to show that Φ(g1 · · · gp) = 0. This can be done by
induction on the number of indices l such that gl is not of the form γ
n
j , using the lemma
below.
Thus Φ vanishes on ∆. But ∆ has nonempty interior (Lemma 5.1), hence β1 = · · · =
βr = 0 as desired.
We used the following lemma.
Lemma. (k = R) Let Gεg be an open subsemigroup of G whose elements are all R-regular,
and Φ be the function defined above. Let h be an element of Gεg and h1, h2 be elements
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of Gεg ∪ {1}. Let h = ma = am be the Jordan decomposition of h with m elliptic and
a hyperbolic. Let M denote the closure of the group generated by m. Suppose that
• for every real t ≥ 1, Mat ⊂ Gεg;
• for every integer n ≥ 1, Φ(h1h
nh2) = 0.
Then for every real t ≥ 1, we have Φ(h1Ma
th2) = 0.
Proof. Note that M is a compact group, hence a Zariski-closed subset of G ⊂ SL(n,R) ⊂
Rn
2
. Let us call
Z :=
{
(m′, t) ∈M × [1,∞)
∣∣ Φ(h1m′ath2) = 0} ,
and let p : Z →M be the first projection.
Let us first check that, for every mo in M , the fiber p
−1(mo) is either all of mo× [1,∞)
or is finite. For this, let ψ1, . . . , ψr : [1,∞) → R and Ψ : [1,∞) → R be the functions
defined by ψi(t) = λ1(ρi(h1moa
th2)) and
Ψ(t) = Φ(h1moa
th2) =
r∏
i=1
ψi(t)
βi − 1.
By Proposition 7.2, there exists a Hardy field that contains the germs at +∞ of the
functions ψi and Ψ. Indeed, ψi(t) is a solution of the equation in X
det
(
ρi(h1moa
th2)
2 −X2
)
= 0
whose coefficients are polynomials in t and in exponential expressions eκt whose coef-
ficients κ are real. In particular, if Ψ is nonzero, it has only finitely many zeros, i.e.
p−1(mo) is finite as desired.
Suppose by contradiction that Z 6= M × [1,∞). We can then find a nonempty open
subset U of M such that for every mo in U , mo× [1,∞) is not contained in Z. By what
we said above, p−1(mo) is then finite. Lemma 7.3 then allows us to choose U in such a
way that p−1(U ) is compact. But the sequence S of the integers n such that mn is in U is
infinite. By assuption, for n ≥ 1, we have Φ(h1m
nanh2) = 0. Hence, for n in S, (m
n, n)
is in p−1(U). This contradicts the compactness of p−1(U ). Hence Z = M × [1,∞), and
the conclusion follows.
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