Abstract. We investigate nonadaptive group testing designs for heterogeneous mixtures of objects, independently positive with individual prior probabilities. In our model of the prior probabilities, the objects occur in one of several disjoint subsets and the number of positives in each subset is known. Furthermore, the positives are "uniformly distributed" within the subsets. The expected number of unresolved negative objects is minimized, and a unique global minimum is found for a family of stochastic, random incidence designs: all v group tests are constructed independently. The optimum incidence probabilities for the objects are well approximated by an asymptotic power series in v −1 . We find the three leading coefficients of this series. The dependence of the optimum incidence probability upon the prior probability is, to leading order, logarithmic. Objects with larger prior probability of being positive have smaller optimum incidence probability. Furthermore, this logarithmic dependence can be nonnegligible for screening collections of cloned DNA sequences.
Introduction.
A binary group test ordinarily indicates whether any of the objects in the group satisfy a criterion. Objects meeting the criterion are called positives, and our group test yields a positive result if the group contains any positives. If a group test is feasible, then a coordinated family of group tests efficiently identifies the positives. To illustrate the potential of group testing, consider S. Ulam's example [18] : I am thinking of one integer, which could be any integer from 1 to n. I will provide a correct, binary answer to any questions. 1 What is the minimum number of questions guaranteeing the identification of the integer? It is not difficult to see that the number of questions must be at least as large as the logarithm base two of n and that a strategy involving bisection could achieve this bound. A fair proportion of present-day research has an analogous objective: identify the needles in the haystack. For example, consider the hunter of genes, or the troubleshooter-are all systems "go"?-or the prover of theorems. Because of this broad applicability, it is appropriate to employ general terms-of collections of objects and of positives. Whenever there are, at the outset, many possibilities, of which only a few are likely to be realized, group testing could logarithmically reduce the amount of work required for ascertainment. A reasonably reliable group test is, of course, the key for capitalizing upon this potential. Although many effective group tests exist, it behooves us to improve group testing techniques. In this manuscript, we take the existence of an effective group test for granted and we focus upon optimizing the group testing design: the incidence of objects in all group tests. Group testing is only one of the important applications of combinatorial designs [6, 14] .
We began to study group testing designs because of the interest in nonadaptively screening large collections of clones of DNA sequences [8, 12, 16] . Nonadaptive designs are those in which the groups to be tested are constructed in advance and are all used in one pass, regardless of the test outcomes, facilitating the automation of screening of large collections. The experimental objective is, ordinarily [8] , to identify all clones containing a given DNA sequence: the positives. The Polymerase Chain Reaction (PCR) is the basis of a premier group test, reduplicating a given sequence of interesteven from a single initial molecule [1, 17] . The presence of any positives out of thousands of clones is detectable using the PCR [13] , for which we have employed Bayes statistics to reconcile experimental errors [15] . Frequently, there exist clone length data and estimates of the extent of overlap between pairs of clones [3] , both of which should be incorporated into the prior joint probability distribution for the positives.
Whenever group testing is performed, similar information about the joint distribution is likely to be available. It is inconceivable that it would be, in general, a good practice either to ignore this information or to separate the objects into batches prior to group testing. When optimizing group testing designs, it is conventional to use a variant of the model in which there are j positive objects in a set of n objects, and each subset of size j is equally likely to be the set of positives. The objective of this manuscript is to take the first steps toward optimizing nonadaptive group testing designs-including all the objects-given an arbitrary joint prior probability distribution for the positives.
Our model of the prior probability distribution allows an arbitrary partition of the set of objects into disjoint, nonempty subsets, or parts, each with a fixed number of uniformly distributed positives. This model recommends itself because it allows quantitation of the improved performance of designs which make use of the prior probabilities. Our model might be credited with accommodating the fundamental novelty: individual priors. To be sure, parts with fixed numbers of positives will yield results which are only qualitatively related to the situation in which objects are independently positive, allowing a continuum of priors. Also, our model cannot address "higher-order" aspects of prior distributions: for example, priors on the outcomes for pairs of objects. As we explain in section 5, more general models should prove substantially more difficult to analyze. Rest assured that our model, despite its shortcomings, yields the first insights into nonadaptive group testing designs particularly appropriate for the screening of collections of objects, independently positive with individual priors. The applicability is illustrated in section 5, using a particular collection of clones.
An effective group testing design enables correct inference of the set of positives, so the status of each of the positives and the negatives should be unambiguous or resolved. The criterion for design performance we will employ is the expected number of unresolved negative objects: negative objects occurring only in positive group tests. When using group testing, it is usually assumed that the negative objects vastly outnumber the positive objects, which motivates our focus upon the negative objects. Because further experiments would be required to distinguish unresolved negative objects from positive objects, they manifest shortcomings of a group testing design. Furthermore, in our random incidence designs, the probability that a negative object is unresolved is also an upper bound on the probability that a positive object is unresolved, when these objects are from the same part of the partition. We are not the first to recommend this performance criterion for screening clone libraries [5] . Other performance criteria are described elsewhere [8, 2, 15] .
We employ a very simple stochastic design, a random incidence design, described more fully in section 2. The focus of this manuscript is to determine, for our model, the optimum incidence probabilities for this design. Most treatments of nonadaptive group testing designs are purely combinatoric [4] . It is, however, unrealistic to expect to be able to construct an appropriate combinatorial design, such as a Steiner system, for every new experiment. The additional desiderata arising from our model-objects occurring in different numbers of group tests-make matters worse. Alternatively, stochastic designs, such as the one we use, have the advantages that they can be easily generated and characterized [2, 8, 15] . Although the performance of stochastic designs is not anticipated to be the best possible, optimizing stochastic designs recommends itself for preliminary characterization of appropriate designs. The simplest and least constrained of all stochastic designs is the random incidence design. Although our decision to employ this design might be worrisome because the performance of a design should, to some extent, reflect the quality of its "organization," in section 5 we demonstrate that random incidence designs asymptotically achieve respectable results, requiring a number of group tests less than twice the minimum number possible for our model. In practice, computational methods could yield better stochastic designs, which could be viewed as approximations to combinatorial designs [8] .
2. Particulars of the model, design, and criterion. Our model comprises L subsets of the set of n T objects which are the disjoint, nonempty subsets, or parts, of a partition of the objects. The number of parts L is therefore between one and the number of objects. Let l index these parts; part l contains n l objects, of which j l are positive, and every subset of size j l of the n l objects has the same prior probability of being the set of positives. It is expedient to restrict the parameters of the model as follows. Note that if, for some l, j l equals zero, the corresponding optimum incidence probability equals unity, and if, for some l, n l − j l equals zero, the corresponding optimum incidence probability equals zero. Therefore, without loss of generality we assume that 0 < j l and 0 < n l − j l for all l.
We consider a very simple design-a random incidence design: each object in part l occurs in each group test with incidence probability r l , independently of the other incidences in group tests. A random incidence design contains a specified number, v, of group tests. Our goal is to find a collection of r l 's globally optimizing the performance of random incidence designs.
Our performance criterion is E(Ñ ), the expected number of unresolved negative objects, which we proceed to determine for our model and the random incidence design. The averaging is over two types of randomness: the incidences in group tests and the identities of the positive objects. A group test is negative if and only if no positive objects are included, which occurs with probability R:
Because the random incidence group test results are independent of one another, the number of negative group tests is binomially distributed with parameters R and v. Given i negative group tests, a negative group l object is unresolved if and only if it does not belong to any of the i negative group tests, which occurs with probability (1 − r l ) i . Therefore, the probability that a negative group l object is unresolved is
Therefore,
The further characterization of the distribution ofÑ through its variance might be of interest.
In this manuscript we determine optimum incidence probabilities which globally minimize E(Ñ ) for fixed parameters: v, L, and all j l and n l . The domain for the incidence probabilities is the closure of the regular, unit measure-polytope, or hypercube,
L . The optimum incidence probabilities are denoted by r 1 , r 2 , . . . , r L , or collectively by r . In section 3 we demonstrate that there is a unique global minimum, and in section 4 we characterize an asymptotic power series for the optimum incidence probabilities, in reciprocal powers of v. No special treatment is afforded the simple case v = 1 because E(Ñ ) would ordinarily be unacceptably large.
Before proceeding, it might be reasonable to hazard that it should follow from our performance criterion that objects in groups with more positives should have smaller incidence probabilities, so that all objects would cast comparable "shadows" over the negatives. In fact, among the surprises in store, the optimum incidence probabilities are, approximately, a logarithmic function of the reciprocal of the prior probability of being positive. Full details are given in section 4.
The global minimum, r , of E(Ñ ).
In this section we find a unique global minimum of E(Ñ ), considered as a function of the L incidence probabilities, r 1 , r 2 , . . . , r L . In the spirit of Lagrange multipliers, an auxiliary variable, Λ, is introduced to facilitate the solution of the equations for a stationary point. When Λ is sufficiently large, these equations have one solution, and, as Λ is decreased, there remains only one solution-a continuous function of Λ. The definition of a stationary point is extended so that boundary points of C L might also be stationary points. Λ is decreased until all conditions for a stationary point are met. This is the global minimum point. We begin with two introductory lemmas which bear upon the minimization. Lemma 1. If every r l increases by an infinitesimal increment equal to r l , 0 < ,
This result is obtained by taking the total differential of (1 − Rr l ) v . Therefore, the only points of C L which might be the global minimum point of E(Ñ ), given by (1), are the origin, (0, 0, . . . , 0), and the points of a manifold, H, defined by the following equation:
The global minimum, evidently, occurs in H. For future reference, we also denote the manifold in which the r l are nonnegative, 1 ≤ l ≤ L, and where
. . , r L ) denotes the global minimum point of E(Ñ ). Our second result is that the r l are all strictly between zero and unity when v is sufficiently large.
Lemma 2. The r l 's are bounded away from 0 and 1 as v tends to infinity:
Proof. We prove this lemma by reductio ad absurdum. The r l (v) are bounded between zero and unity. Therefore, the Bolzano-Weierstrass theorem affirms the existence of a subsequence v i of increasing values of v such that lim i→∞ r l (v i ) exists for 1 ≤ l ≤ L. Suppose there exists an l, such that lim vi→∞ r l (v i ) = 0; without loss of generality, take l to be 1. Letr
Thus, from (1),
This is self-contradictory as r (v i ) is supposed to be the global minimum point of E(Ñ ). Similarly, lim sup v→∞ r l < 1.
All admissible minima of E(Ñ ) must occur either in the interior or upon the boundary of C L , the measure-polytope. We will modify the definition of a stationary point so that all minima must occur at a candidate-minimum stationary point. In the interior of C L , the necessary and sufficient conditions for a stationary point of E(Ñ ) are the vanishing of the first partial derivative with respect to r 1 , r 2 , . . . , and r L . Employing (1), these L conditions are written as follows.
By adopting (3) and using (4) to determine Λ, we exclude other stationary solutions which are evidently not minima, with R equal to zero-or an r k equal to unity. Note that equations (3) are identical when A k is the same for all k. In this case we can substituter for all r k and obtainr
where, as above, j T denotes L l=1 j l . As the value which (1) takes atr is clearly smaller than at r = 0 or at r = 1, this stationary point is the global minimum of E(Ñ ). This is, of course, the same minimum found for L = 1 with j T positives [2] . When the A k 's are unequal, a closed-form solution for a candidate-minimum stationary point is, in general, unobtainable. Nevertheless, the salient aspect of stationary solutions-that there is a unique solution yielding a global minimum point for E(Ñ )-is always true, as we proceed to demonstrate.
For sufficiently large Λ, those equations (3) with the smallest values of A k cannot have a solution in [0, 1] . It is useful to set the corresponding r k 's equal to zero, and to define a solution of the remaining equations (3) and (2) to be a candidate-minimum stationary point because this facilitates the uniform treatment for all points in the domain: boundary and interior. Note that, for any point r ∈ H, Λ is given by (4) , as demonstrated at the beginning of the proof of Theorem 1.
, and otherwise, r k equals zero.
It is easy to see from (3) and (4) that E(Ñ ) would increase if any of the variables, equal to zero, of a candidate-minimum stationary point were to increase from zero. Thus, this definition is consistent with the requirements upon a minimum which is attained upon the boundary of C L . We now state our main result. Theorem 1. There is precisely one candidate-minimum stationary point of
Proof. First, recall that, from Lemma 1, all minima of E(Ñ ) must occur in H. To prove this theorem, we establish the uniqueness of the candidate-minimum stationary point in Lemmas 3 and 4. To this end, we will use Λ as an auxiliary variable, deferring its functional dependence upon the r l 's given in (4)-the arrow in (4) indicating that equality will not obtain until the candidate-minimum stationary point is found. If (4) were used to eliminate Λ from (3), multiplying both sides by j k r k /(1 − r k ) and summing over k would yield (2) . Thus, we pursue the alternative strategy of solving the L+1 equations (2) and (3) in L+1 unknowns-the r l and Λ. The same ends are, of course, achieved, but the use of an auxiliary variable will be advantageous. In fact, this use of Λ is analogous to the use of Lagrange multipliers for constrained optimizationour optimum is constrained to lie in H. The uniqueness of the candidate-minimum stationary point is a corollary of (2) and the following lemma. Proof. From (3), the total differential of Λ can be written (in L different ways) as
in which
Performing the partial differentiation yields
in which δ kl is the Kronecker delta-unity if k equals l and zero otherwise-and
The L linear equations (6) can be solved for all dr l in terms of a ratio of determinants of two matrices of order L. The determinant in the denominators is of the matrix f with elements f kl given by (7), and, for each dr l , the determinant in the numerator is of the matrix g (l) : the matrix f with the elements of the lth column replaced by dΛ. It will suffice to study |f | and |g (1) |: establishing that dr 1 must have a sign opposite to dΛ implies that the same holds for all dr l because a unit cyclic permutation of the first l − 1 columns followed by a unit cyclic permutation of the first l − 1 rows transforms g (l) to the form of g (1) , with the a k 's on the diagonal, and the determinant of g (l) is invariant to this transformation. The "outer product" form contributing to the matrix elements of f results in extensive cancellation in |f | and |g (1) |. Explicitly,
When v equals unity, the value of the summation is taken to be zero. As Rr l is strictly less than unity, it is evident that the sign of |f | is (−1) L in D. It is perhaps easiest to find the sign of |g (1) | by performing a Laplace expansion of |g (1) |, with the elements
l1 = dΛ in its first column, and evaluating the cofactors. This yields that the sign of |g (1) | is (−1) L−1 in this domain, as can be seen from the following straightforward considerations. Once it has been shown that |f | and |g (1) | have opposite signs in D, Lemma 3 will be proven because the latter is proportional to dΛ.
The cofactor of g
11 has the sign (−1) L−1 because it has the form of an |f | of order L − 1. The cofactors of the remaining g
l1 , 2 ≤ l ≤ L, are put in the same form as one another, with the (L − 2)a k 's on the diagonal, with a unit cyclic permutation of the first l − 2 columns. This permutation ensures that all cofactors will have the same sign as the cofactor of g (1) 21 . As g (1) 21 reduces to only one term, the product of −1 with (L − 2)(−a k )s,b 1 , and j 2 /(1 − r 2 ), its sign is (−1) L−1 , and, recalling that this applies to all cofactors, this is the sign of |g (1) |. Thus, Lemma 3 is proven. The formulas for the derivatives follow.
We use both Proposition 1 and Lemma 3 to establish Lemma 4. 
This proposition is readily established. Therefore, as the conditions are evidently met, integration could yield all the r l (Λ) throughout D, given an initial "point."
The following conceptual algorithm describes a technique for obtaining r through integration, employing Lemma 3 and Proposition 1. It is convenient to index the r l 's according to the decreasing value of the A l 's. Thus, A 1 is taken to be the largest of the A l 's, A 2 is taken to be the next largest, etc. Integration commences with all the r l 's equal to zero and Λ equal to A 1 . As Λ decreases, relevant r l increase and H is approached monotonically. Integration ceases when H is encountered because the candidate-minimum stationary point is found there. H will, evidently, be encountered before Λ decreases to zero. In detail, as Λ decreases from A 1 to A 2 , all variables other than r 1 are maintained at zero, and r 1 increases according to the integral of The possibility that there is more than one candidate-minimum stationary point is eliminated as a corollary of Proposition 1. If there were two candidate-minimum stationary points in H, integration back into D from both points, using (8)-reversing the conceptual algorithm given above and increasing both values of Λ to A 1 -would yield the point (0, 0, . . . , 0) in both cases. This would be self-contradictory because Proposition 1 establishes the uniqueness of the solution of (8), passing through a point of D. Therefore, Lemma 4 is proven.
Recalling that the r l are indexed according to decreasing value of the A l 's, the following is a corollary of Lemmas 3 and 4 and their proofs. Corollary 1. For the candidate-minimum stationary point r, r k ≤ r l if l < k. In particular, if any r l equals zero, all r k with l < k equal zero. Because all j l are at least unity, it can be seen from (2) that all r l are less than unity.
This corollary is easily established from (8), because the only dependence of the right-hand side involves the ratio b l /a l . From their definitions it follows that r l < r l implies b l /a l < b l /a l , at least for r l ≤ 1/2, which holds in D because j l is at least unity.
According to Weierstrass's theorem, E(Ñ ) must achieve its global minimum somewhere in C L . This minimum cannot occur on any part of the boundary with any r l equal to unity because E(Ñ ) takes its maximum value there. If a minimum were to occur on any other part of the boundary, with some r l 's equal to zero, it would be necessary that E(Ñ ) be increasing with these r l 's, evaluated at zero, and also that E(Ñ ) be stationary with respect to the remaining r l 's. However, this is directly seen to be equivalent to our definition of a candidate-minimum stationary point, and by Lemma 4, this point is unique in C L . Thus, by process of elimination, the unique candidate-minimum stationary point is the point at which E(Ñ ) attains its global minimum. This completes the proof of Theorem 1.
Asymptotic power series for r .
The optimum incidence probabilities are further characterized in this section, focusing on their evaluation for large v. We demonstrate that these probabilities are representable by an asymptotic series in reciprocal powers of v, and we derive the three leading coefficients of the series. The coefficients of this series are tabulated near the end of this section. Inspection shows, as expected, that the series affords a useful approximation even if v is O (10) .
Lemma 2 establishes that 0 < r l < 1 for all l, in the limit that v tends to infinity. This result is essential in our proof of the following theorem. Recall that (r 1 , r 2 , . . . , r L ) denotes the global minimum point of E(Ñ ).
Theorem 2.
Proof. The point r must satisfy (3). Therefore,
Taking the (v − 1)th root on both sides yields (10)
From Lemma 2 we see that, in the limit that v goes to infinity, any global minimum point must be in ( (10), we obtain
Next we prove allr l =r, as defined in the theorem and in (5) . From (9) with k = 1, we have
Substituting the above equations into (3) with k = 1 and dividing both sides by n1−j1 (2) . Because ther l are all equal, we obtain the equation forr appearing in the theorem.
Theorem 2 gives the limit for r as v tends to infinity. Corrections to this result for finite v will prove to be nonnegligible for most group testing applications. The next theorem gives the first-order correction of r l .
Theorem 3.
We first prove that lim v→∞ v(r l −r) exists for every l. Transposing (9) with k = 1 gives
.
From Theorem 2, the limit of the left-hand side of the equation exists and it is finite and nonzero. Therefore,
where c l does not depend on v. The factor of R on the right simplifies subsequent calculations. From this equation we can easily show
where c l = (rR − 1)c l . Let r 1 =r + (v), where (v) tends to zero as v tends to infinity from Theorem 2. Then
Substituting these expansions into (2) yields
Multiplying by v on both sides and letting v tend to infinity yields
If v (v) were unbounded, then there would be a subsequence v i of increasing values of v such that v i (v i ) tends to infinity. Because the last term tends to infinity at a lower rate than v i (v i ), the left-hand side will tend to infinity. This is self-contradictory. Therefore, v (v) is bounded and the last term tends to zero as v tends to infinity. Furthermore, lim v→∞ v (v) exists and is finite. From the above argument, we see that lim v→∞ v(r l −r) exists and is finite for every l. We now obtain this limit. Let r l =r + r
and, therefore, R =R + o (1/v) . Substituting these formulas into (9) and letting v tend to infinity yields
That is, there is a constant C (1) , which does not depend on l, satisfying
We next calculate C (1) . From (11)
which can be solved for C (1) :
These results complete the proof of the theorem. As a corollary of Theorem 3, r l =r + r
The next theorem gives the second-order correction of r l . Theorem 4.
in whichr,R, and r
are defined in Theorem 3 and
Proof. In the following, we use the notation
As in the proof of Theorem 3, we first establish the existence of the posited limits. From (9), we have
Transposing and simplifying yields:
in which d l does not depend on v. Therefore,
Thus we obtain
As in the proof of Theorem 3, we can assume
and prove that lim v→∞ v 2 (v) exists. Therefore, the limits in Theorem 4 exist, and, from the above argument, we can write r l =r + r
Using Taylor series expansions, it is easily found that
Using these results, it is straightforward to obtain
and D does not depend on l. Dividing both sides of (9), with k = 1, by (1−Rr) v−1 (1− r) yields, as v tends to infinity,
Therefore, e l + r (1) l /(1 −r) does not depend on l, and there is another constant, C (2) , independent of l:
l .
Multiplying this last equation by j l and summing over l, using (12) , yields the values given in Theorem 4.
Using the methods described in the proofs of Theorems 2, 3, and 4, the following theorem is established.
Theorem 5. The r l must have an asymptotic power series expansion of the form
We omit the proof of this theorem, which is constructed along the lines of some of the foregoing proofs. We do not know whether the infinite series is convergent for any finite v. We summarize the results of this section in Table 1 . 
5. Discussion. In this manuscript we optimized random incidence designs for nonadaptive group testing of mixtures of heterogeneous objects, in which the heterogeneity is manifest through stratified prior probabilities of being positive. We used a reasonable and simple criterion for optimization: the expected number of unresolved negative objects. Progress was aided by the analytic simplicity of random incidence designs and by our model, with fixed numbers of uniformly distributed, positive objects. We established the existence of a unique global minimum point of E(Ñ ) in C L , the domain of admissibility.
The coefficients in the asymptotic power series expansion of the optimum incidence probabilities have a number of salient features. Theorem 2 establishes that the optimum incidence probabilities converge tor = (1+j T ) −1 in the limit that v tends to infinity. Theorem 3 contains the first correction terms, proportional to
Each is a function of the ratio (n l − j l )/j l : essentially, the probability that a group l object is negative divided by the probability that it is positive. The sign of this correction term is also noteworthy. The constant C (1) , equal to i
From Theorem 3, we see that when (n l − j l )/j l is less than C (1) , r
(1) l is negative, and when (n l − j l )/j l is greater than C (1) , r
(1) l is positive. In the extreme cases that there are either no positive objects, j l = 0, or no negative objects, n l − j l = 0, r (1) l would be undefined, corroborating the necessity of excluding these situations-where the optimum incidence probabilities are, respectively, unity and zero. Corollary 1 is consistent with the functional form of r (1) l . That is, if any groups have r l = 0, these will have the smallest ratios (n l − j l )/j l . The exponential dependence of E(Ñ ) on v ensures that, for modestly large v, optimum incidence probabilities will not equal zero. However, if some of the approximate values of the r l were negative, a remedy might be to repeat the calculation with the r l 's of the k smallest A l 's equal to zero, sequentially for k = 1, 2, . . . , until all r l are positive.
Because the first corrections of the r 's are exponentiated in the calculation of E(Ñ ), they cannot be neglected when obtaining the leading order estimate:
, employing various approximations such as j l << n l and 1 << j T . The ratio of this last result to
v is indicative of whether it might be advantageous to employ distinct incidence probabilities. From the approximate formula, the value of v at which E(Ñ ) equals unity can be found: v ≈ e × L l=1 j l log(n l ). This result might be compared with the information-theory bound, which asserts that the minimum number of group tests guaranteeing resolution of all objects' status exceeds 1 log(2) × L l=1 j l log(n l ). However, it is always remarkable for a design to achieve the information-theory bound, and it should, therefore, be reassuring that a reasonable random incidence design could be constructed using approximately 1.9 times as many group tests as the theoretical minimum. Furthermore, the approximate total number of group tests needed to achieve similar performance if, instead, the objects of each part were included in separate, optimized, randomincidence designs, is e × j T log(n T ). All of these considerations should encourage the use of nonadaptive designs for screening heterogeneous mixtures of objects.
The second-order correction terms yield first-order corrections to the minimum E(Ñ ). Higher-order coefficients could be obtained canonically from the Taylor series expansions, and this might be preferable to direct numerical optimization, whenever high accuracy is required. Antipodally, we are prepared to sacrifice accuracy to allow extrapolation of our results to situations which exceed our model, such as the experiments on clones which do not have fixed numbers of positives. Only qualitative insights might be gained because our model does not precisely capture the key attributes of a collection of clones. Therefore, the performance of candidate group testing designs should always be characterized, through computer simulation, in advance of their implementation.
Although it might be noted that our results could be applied to extremely heterogeneous collections of clones, such as mixtures of clones from different cloning hosts, we focus upon a key collection of 33,000 clones for the human genome, having clones between 10 5 to 10 6 basepairs in length [10] . Assume the coverage, c-the average number of times a "point" within the human genome occurs in this collection-equals 10. Suppose we had decided to use 250 group tests, a number which has been predicted to give good performance for a related stochastic design [8] . How might the probabilities for a random incidence design be chosen for this collection of clones? Furthermore, is there a substantial difference between the optimum incidence probabilities for the shortest and longest clones? A natural way to use our results to provide answers would be to substitute relevant expectations for the numbers of positives.
Thus, we replace j T by c in the coefficients of the series approximations of the optimum random incidence probabilities. 2 The leading order coefficient, 1/(1+c), would place each clone into 23 group tests, on the average, with c equal to 10. Similarly, if p is the probability a clone is positive, then (1 − p)/p replaces (n l − j l )/j l in r (1) . As the extent of a haploid human genome is 3 × 10 9 basepairs, the probability that a uniformly placed, short clone, of length 10 5 basepairs, covers any "point" within the genome is approximately equal to (3 × 10 4 ) −1 , and the comparable probability for a long clone, of length 10 6 basepairs, is approximately equal to (3 × 10 3 ) −1 . These probabilities are denoted p < and p > , respectively. Making the indicated substitutions, the difference between the first-order corrections to the optimum incidence probabilities for short and long clones, is approximately equal to 0.01. Substituting the probabilities given above, the term within the curly braces is approximately equal to log(10). The leading-order term,r, equals 1/11. The ratio of the difference between the two first-order corrections tor is approximately equal to 0.25, indicating that these corrections to the incidence probabilities should not be neglected. If C (1) were known, this would complete the estimation of the r (1) 's. In fact, the distribution of clone lengths is required to estimate
c , in which the product is over all n T clones and p i is the probability that clone i is positive, which is, as above, proportional to its measured length.
It is apparent that our model, with fixed numbers of positives, is not fully adequate for modeling the screening of collections of objects with individual priors. Substantial additional technical difficulties would necessarily arise in the analysis of the more realistic model. For our model and our criterion, optimum designs are "well behaved" in the limit that the number of group tests goes to infinity, facilitating asymptotic analysis. For example, the optimum proportion of group tests each object occurs in converges rapidly. On the other hand, if the number of positives were variable, the optimum proportion of group tests each object would occur in would slowly converge to a number most suited to the case with maximum possible number of positives. This peculiarity arises because an optimum design would be expected to resolve the status of most objects, provided the number of positives is not too large, and to perform abysmally for larger numbers of positives. Thus, if the number of group tests were increased, the characteristics of an optimum design would alter in the process of achieving better performance for larger numbers of positives. Therefore, in the limit that the number of group tests increases indefinitely, optimum designs would be unduly influenced by the case with the maximum possible number of positives. It follows that a novel limiting procedure is required for many models with a randomly distributed number of positives. For instance, let the number of objects increase with the number of group tests, v, as a v , a being an arbitrary positive number, targeting the optimum designs upon the central part of the probability distribution. It is also possible to achieve this objective by adopting another performance criterion [8] .
In conclusion, our model yields helpful insights for actual applications of group testing, but there remains plenty of room for the analysis of more comprehensive models. A practical, intermediate goal might involve modeling a probability distribution which is adequately characterized by expectations and covariances. Wouldn't it be nice to know, ultimately, which nonadaptive designs are optimum for an arbitrary joint probability distribution of the positives?
