The pitch dependency of timbres has not been fully exploited in musical instrument identification. In this paper, we present a method using.an FO-dependent multivariate normal distribution of which mean is represented by a function of fundamental frequency (FO). This FO-dependent mean function represents the pitch dependency of each feature, while the FO-normalized covariance represents the non-pitch dependency. Musical instrument sounds are first analyzed by the FO-dependent multivariate normal distribution, and then identified by using the discriminant function based on the Bayes decision rule. Experimental results of identifying 6,247 solo tones of 19 musical instruments by 10-fold cross validation showed that the proposed method improved the recognition rate at individual-instrument level from 75.73% to 79.73%, and the recognition rate at category level from 88.20% to 90.65%.
INTRODUCTION
Musical instrument identification is an important subtask for many applications including auditory scene analysis and multimedia retrieval as well as for reducing ambiguities in automatic music transcription. The difficulties in musical instrument identification reside in the fact that some features depend on pitch and individual instruments. In particular, timbres of musical instruments are obviously affected by the pitch due to their wide range of pitch. For example, the pitch range of the piano covers over seven octaves.
To attain high performance of musical instrument identification, it is indispensable to cope with this pitch dependency of timbre. Most studies on musical instrument identification, however, have not dealt with the pitch dependency [1]- [6] . Martin used MEXT, Japan) 1,023 solo tones of 14 instruments. He pointed out the importance of the pitch dependency, but left it as future work [I] . Eronen et al. used spectral and temporal features as well as cepstral coefficients used by Brown [2] and attained about 80% of identification by the benchmark of 1,498 solo tones of 30 instruments [3] . They treated the pitch as one element of feature vectors, hut did not cope with the pitch dependency. Kashino et al. also treated the pitch similarly in their automatic music transcription system [4] . They also coped with the difference of individual instruments, hut did not deal with the pitch dependency [SI.
In this paper, to take into consideration the pitch dependency of timbre in musical insmment identification, each feature or basic vector of features is represented by an FO-dependent multivariate normal distribution of which mean is represented by a function of fundamental frequency (FO). This FO-dependent mean function represents the pitch dependency of each feature, while the FO-normalized covariance represents the non-pitch dependency. Musical instrument identification is performed both at individualinstrument level and at non-tree category level by a discriminant function based on the Bayes decision rule.
The rest of this paper is organized as follows: Section 2 proposes the FO-dependent multivariate normal distribution, and Section 3 describes the features and the discriminant function used in this paper. Sections 4 and 5 report the experimental results, and finally Section 6 concludes this paper. where ' is the transposition operator, xi and ni are the set of the training data of the instrument wi and its total number, respectively. f x denotes the FO of the data x.
FO-DEPENDENT MULTIVARIATE NORMAL DISTRIBUTION

FEATURES AND A DISCRIMINANT FUNCTION
Features for Musical Instrument Identification
We used spectral, temporal, and modulation features as well as non-harmonic component features resulting in 129 features in total listed in Table 1 Each musical instrument sound sampled by 44.1 kHz with 16 hits are first analyzed by STFI (short time Fourier transform) with Hanning windows (4096 points) for every IO ms, and spectral peaks are extracted from the power spectrum. Then, the FO and the harmonic structure is ohtained from these peaks. (4) In this paper, the space is reduced to an 18-dimensional space, since we deal with 19 instruments.
A Discriminant Function for the FO-dependent Multivariate Normal Distribution
Once parameters of the FO-dependent multivariate normal distribution are estimated, the Bayes decision rule is applied to identify the musical instrument or category of in-
where x is an input data, p ( z l w i ; f) is a probability density function (PDF) of this distribution and p(wi; f) is a priori probability of the instrument w i .
The PDF of this distribution is defined by
(2)
where d is the number of dimensions of the feature space and D2 is the squared Mahalanobis distance defined by
Substituting equation (2) into equation (I) , thus, generates the discriminant function g i ( x ; f) as follows:
The name of the instrument that maximizes this function, that is wk satisfying k = argmaxi g i ( x ; f), is determined as the result of musical instrument identification.
The a priori probabilityp(wi; f ) represents whether the pitch range of the instrument w i includes f, that is,
--log271 + l o g p ( q ; f ) .
where Ri is the pitch range of the insmment U:, and c is the normalizing factor to satisfy C i p ( w i ; f) = 1. Table 2 was selected by the quality of recorded sounds and consists of 6,247 solo tones of 19 orchestral instruments. All data are sampled by 44.1 kHz with 16 bits.
The categories of musical instruments summarized in Table 3 are determined based on the sounding mechanism of instruments and existing studies [I, 31 . The category of instruments is useful for some applications including music retrieval. For example, when a user wants to find a piece of piano solo on a music retrieval system, the system can reject pieces containing instruments of different categories, which can be judged without identifying individual instrument names. 
Results of Musical Instrument Identification
Improvement by the pitch dependency
The recognition rates of six instruments (PF, TR, TB, SS, BS, and FG) were improved by more than 7%. In particular, the recognition rate for pianos was improved by 9.06% and its recognition errors were reduced by 35.13%. This big improvement was attained, since their pitch dependency is salient due to their wide range of pitch.
Difference between accuracy at two levels
The recognition rates of the four types of saxophones at individual-instrument level (47-73%) were lower than those at category level (77-92%). This is because sounds of those saxophones were quite similar. In fact, Martin reported that sounds of various saxophones are very difficult for the human to discriminate [l] .
Instrument-dependent difficulty of identification
Since we adopt the flat (non-hierarchical) categorization, the recognition rates at category level depend on the category. The recognition rates of guitars and strings at category level were more than 94%, while those of brasses, saxophones, double reeds, clarinet and air reeds were about 7 6 9 0 % . This is because instruments of these categories have similar sounding mechanism: these categories are subcategories of "wind instruments" in conventional hierarchical categorization.
EVALUATION OF THE BAYES DECISION RULE
The effect of the Bayes decision rule in musical instrument identification was evaluated by comparing with the 3- The last one is adopted in the proposed method.
The experimental results listed in Table 5 showed that the Bayes decision rule performed better in average than the 3-NN rule. Some observation are as follows: (2) LDA with the Bayes decision rule improved the accuracy of musical instrument identification from 66.50% to 79.73% in average. Although it seemed that PCA with 79-dimension performed better than LDA for CG, VN and AS, the cumulative performance of LDA for the categories of strings and saxophones is better than that of PCA.
91.88%
CONCLUSIONS
In this paper, we presented a method for musical instrument identification using the FO-dependent multivariate normal distribution which takes into consideration the pitch dependency of timbre. The method improved the recognition rates at individual-instrument level from 75.73% to 79.73%, and at category level from 88.20% to 90.65% in average, respectively. The Bayes decision rule with dimension reduction by PCA and LDA also performed better than the 3-NN method. (a) Dimensionality reduction to 79 dim. using PCA only (b) Dimensionality reduction to 18 dim. using PCA only (c) Dimensionality reduction to 18 dim. using both PCA and LDA
