Abstract-The quality of SPECT images suffers from the effects of photon attenuation and scatter, and from distance-dependent collimator blur, and many researchers have shown the benefit of compensating for these degradations in the inverse problem. For this work, we examined how using an incorrect collimatorblur model affects the detection and localization of 67 Ga-avid lymphomas in simulated chest scans. In particular, we considered whether blur-overcompensation can enhance reconstructed images for purposes of localizing tumors. Variations in the correct linear model for medium-energy, parallel-hole collimators were compared by means of LROC studies with human and localizing model observers. Imaging data consisted of Simind projections of the MCAT phantom, and RBI reconstructions were performed. Our results indicate that tumor-detection performance is not improved by using a mismatched RC model. Reconstruction with increased RC requires more iterations, which leads to longer noise correlations. Our results also suggest a substantial observer insensitivity to the accuracy of the RC model.
I. INTRODUCTION
SPECT acquisitions are routinely degraded by the effects of collimator blur and photon attenuation and scatter. In most cases, however, image quality can be improved by compensating for these effects within the reconstruction process. The imaging of 67 Ga-avid lymphomas presents an especially challenging testbed for compensation methods, as the small mediastinal tumors undergo substantial nonuniform attenuation. The most-prevalent 67 Ga γ-rays are between 93-300 keV, so medium-energy (ME) parallel-hole collimation is required to control penetration effects. The result is scatter-to-primary ratios that exceed 50%, coupled with poor spatial resolution that emphasizes partial-volume effects. In previous localization ROC (LROC) studies with simulated 67 Ga images [1] [2] [3] , we quantified the improvements in tumor-detection efficiency that could be achieved from accurate compensations. This earlier work sequentially analyzed the effects of applying attenuation compensation (AC), resolution compensation (RC), and scatter compensation (SC): with uncompensated iterative reconstruction as a baseline, human-observer performance showed a consistent gain at each stage of the analysis (Table I) . Those same observer studies also investigated fundamental limits on observer performance based on idealized SPECT imaging physics. In [1] , we compared AC with noisy and noisefree attenuation coefficients. Reconstruction with accurate RC was compared to imaging with no distance-dependent collimator blur in [2] . Finally, Farncombe et al. [3] compared perfect scatter rejection versus energy-based scatter correction. The efficiency of each real-world compensation model, computed as the ratio of observer performances with the real and ideal compensations, is given in Table II . Based solely on these efficiencies, the greatest potential performance gain appears to lie with RC modeling. For this paper, we investigated whether selected inaccurate (or mismatched) RC models could provide this gain. In particular, we are interested in whether overcompensating for collimator blur can raise the RC efficiency for gallium imaging. Wilson and Barrett [4] reported on tests of mismatched collimator models with a 99m Tc brain-imaging protocol. Working with local modulation transfer functions (MTFs) and noise power spectra (NPS), they found longer noise correlations as the compensation was increased. This change had minimal effect for the ideal observer, but the impact on human-observer performance was not tested.
Our work compared six RC reconstruction strategies, including no RC, accurate RC, and very heavy (i.e., exaggerated) RC. The noise and resolution properties of the reconstructions were compared in terms of local NPS and MTFs. The LROC detection efficiency with 2D images was assessed with a channelized linear model observer (CNPW) [5] and a human observer.
II. METHODS

A. System resolution
The spatial resolution of a SPECT camera with parallel-hole collimators is given by
with FWHM i the intrinsic camera resolution and
the geometric spatial resolution [6] . In Eq. 2, w is the hole width, l e is the effective hole length (corrected for penetration), a is the distance from the crystal to the collimator, and c is the collimator-object separation.
One can easily show that FWHM sys increases linearly with distance c for large c. On that basis, the RC strategies we tested had various combinations of slope m and intercept b in the distance-dependent 2D Gaussian resolution model
for a camera PSF as a function of distance r (in cm) from the crystal face.
B. Simulated data
In lymphoma management, the uses for 67 Ga have included staging, detection of residual tumor, predicting response to therapy, and prognosis. This radiotracer has also been utilized as an indicator for sites of infection and inflammation. For our LROC study, we simulated clinical levels of 67 Ga-citrate activity within a discretized 3D mathematical cardiac-torso (MCAT) phantom [7] . The phantom dimensions were 256 3 and the voxel width was 0.158 cm. Spherical tumors with a 1-cm diameter had tumor-to-soft-tissue relative activities of 25, 27.5, and 30. The tumor locations were restricted to regions about the lymph nodes as specified by a 3D tumor map that was designed in consultation with physicians in our clinic. The actual tumor positions were randomly sampled within the allowable regions of this map.
Our imaging simulation modeled a step-and-shoot acquisition with the Philips Prism 2000XP equipped with mediumenergy (ME) parallel-hole collimators. The SIMIND MonteCarlo package [8] was used to produce 120 high-count MCAT projection images (with dimensions 128×128 and a pixel width of 0.416 cm) covering 360
• . The projection data consisted of the 93-keV and 185-keV photopeaks and accompanying scatter windows for 67 Ga . Data sets for reconstruction were formed by adding Poisson noise to the SIMIND projections that was consistent with a total of 14.8×10
6 counts in the two photopeak windows. Of this total, approximately 8.5 × 10 6 were primary photons, which matches the average count levels in thoracic 67 Gacitrate SPECT acquisitions at our institution. The counts in the two windows were summed for reconstruction. Each data set contained at most one tumor.
Transmission imaging for the purpose of attenuation correction is accomplished on the 2000XP by means of a Tc-99m scanning line source in a simultaneous acquisition. Crosstalk between the 67 Ga and Tc-99m was not modeled for this study. To simulate the transmission data, a set of noise-free analytical projections was generated from the MCAT density map. Poisson noise was then added based on an assumed blank scan of 6.5×10
8 counts (≈ 330 counts per detector bin).
C. Image reconstruction and RC strategies
The RBI (rescaled block-iterative) iterative algorithm [9] was used to reconstruct the photopeak data. Six RC strategies, based on the linear model of Eq. 3, were implemented within the projection operator in the RBI reconstruction algorithm. Compensation levels ranged from none to "very heavy" as specified in Table III . The accurate RC had m=0.022 and b=0.07 for the FWHM in both camera dimensions. An approximate, stationary-blur model was also evaluated. The magnitude of the fixed compensation was based on the camera resolution for an object at the center of the field of view. Such an RC strategy would offer a modest benefit for reconstruction time. Each strategy was optimized for the tumor-detection task with respect to number of RBI iterations and the postsmoothing FWHM. This was carried out with a combination of modeland human-observer studies. The optimized parameters are also listed in Table III. The RBI reconstructions also invoked accurate AC and SC. The attenuation coefficients were estimated by reconstructing the transmission data with the block-iterative transmission AB (BITAB) algorithm [10] . This BITAB reconstruction used six iterations with a subset size of 4. A 3D Gaussian postfilter with a two-pixel FWHM was also applied. Scatter correction for the emission reconstructions was performed iteratively using a TEW [11] estimate of the scatter.
The dimensions of the reconstructed SPECT volumes were 128 3 , with a 0.416-cm voxel size. After postfiltering of the volumes, image slices containing the center coordinates of the lesion locations were extracted. An adaptive upper thresholding procedure [12] was then applied separately for each strategy. Observers in our LROC studies are not permitted to alter the image display, and this thresholding was intended to improve the greyscale resolution within the range of tumor activities. The images were then converted to 256 × 256, 8-bit greyscale format (0.208-cm pixel width).
D. Local noise and resolution properties
Local MTFs [4] -the Fourier transform (FT) of the impulse response (IR) at a given position in the reconstruction-were calculated to provide insight into the effects of reconstructing with incorrect models for the ME collimators. For these calculations, we reconstructed a single noise-free data set both with and without a lesion. The IR was defined as the difference of these, and the unnormalized MTF was taken as the average radial profile of the 2D FT of the central slice through the tumor.
To investigate the noise properties of the RC strategies, we calculated local NPS. This analysis made use of 200 noisy, lesion-free data sets to calculate the Wigner spectrum [4] for the same slice as was used for the MTFs. The NPS was taken as the average radial profile through the Wigner spectrum.
E. LROC observer studies
With each RC strategy, the CNPW model observer read two sets of 300 images. The optimal numbers of iterations for the different strategies were investigated by considering the oddnumbered iterations from 1 through 9 (subset size of 4). Integer values from 0 to 4 pixels (inclusive) were considered for the FWHM of a 3D Gaussian postsmoothing filter. A FWHM of 0 denotes no postsmoothing.
With this model observer, the LROC rating and localization data for a given imagef were the max and arg max over pixel index of a test statistic. This statistic is calculated as the 2D cross-correlation between a spatially-invariant observer template and the background-subtracted imagef − b, where b is the noise-free background image [5] . Performances are reported in terms of area A L under the LROC curve.
For each of the six RC strategies, the first author read 102-image sets selected on the basis of the model-observer results and our previous 67 Ga work [3] . The optimized parameters were taken from the results of these readings.
III. RESULTS
Two sample image slices from four of the optimized reconstruction strategies are shown in Fig. 1 . The lesion location in each slice is indicated by the arrow. A blobbier noise texture and some loss of detail near organ boundaries characterize the very-heavy RC strategy. Images from the approximate and correct strategies appear similar.
The local NPS and MTFs for iterations 1, 5, 10, and 15 are shown in Fig. 2 . The upper row of plots in the figure shows the progression in NPS as the iterations increase. The heavier RC strategies show a reduction in high-frequency noise at the expense of increased low-frequency noise. This tendency towards longer noise correlations corroborates the appearance of the increasingly blobby noise texture seen in Fig. 1 for the very-heavy RC strategy.
The bottom row of plots in Fig. 2 shows the progression in MTF for the various strategies as the iterations increase. From this data, we see that heavier RC leads to slower resolution recovery with respect to iteration, as well as exaggerated recovery of low frequencies (ringing). This ringing could explain the loss of edge detail seen in Fig. 1 for the very-heavy RC strategy.
The model-observer LROC results are graphed in Fig. 3 . The optimal number of iterations for each strategy increases as the magnitude of the RC strategy increases. As expected, there was a sizable difference in performance between the correct-RC and no-RC strategies. The latter strategy was the worst performer. Nominally, the optimal performance was obtained with the correct-RC strategy, although there were little differences with the light and heavy RC strategies. Overall, the approximate, correct and heavy RC strategies show less variation with parameter choice compared to the other three strategies.
As Fig. 4 make evident, there was good correlation between the human and model observers. This correlation held over a range of detection efficiencies. The human-observer performances for the optimized strategies are listed in Table IV . While there are insufficient statistics to detect any benefit or penalty to having a mismatched RC model, these numbers do suggest that the correct RC is the preferred strategy, although some inaccuracy in the model is permissible. 
IV. CONCLUSIONS
Based on the results of our LROC studies, tumor-detection performance is not improved by using a mismatched RC model. Reconstruction strategies with increased RC require more iterations, which leads to longer noise correlations. Our results also suggest a substantial observer insensitivity to the magnitude of the RC mismatch.
