Abstract. While there has been considerable research into airflow around windbreaks, the interaction of this airflow with the exchanges of heat and water vapour has received far less attention. Yet, the effects of windbreaks on microclimates, water use and agricultural productivity depend, in part, on this interaction. A field and wind tunnel experimental program was conducted to quantify the effects of windbreaks on microclimates and evaporation fluxes. This paper describes the field measurements, which were conducted over a 6-week period at a tree windbreak site located in undulating terrain in south-east Australia.
Introduction
Windbreaks have long been proposed as a means of improving agricultural productivity, based on decades of anecdotal and empirical evidence of improved yields in the sheltered zone extending to about 10-15 windbreak heights downwind of a windbreak. Despite such evidence, and considerable research, the processes by which shelter actually modifies agricultural productivity have not been adequately elucidated. This paper describes the results obtained during a field measurement campaign conducted as part of Australia's National Windbreaks Program (NWP). As detailed in , the main objectives of the NWP were to quantify the effect of windbreaks on crop microclimates and productivity in Australia using a combination of crop growth measurements and detailed field and wind tunnel investigations.
The rationale for the work presented in this paper, and the companion papers (Cleugh and Hughes 2002) , lies in the observation that the effect of shelter on agricultural productivity partly depends on the response of the water vapour, heat and CO 2 fluxes to the modified airflow around a porous windbreak. It is these fluxes, collectively referred to as scalar fluxes, that determine the local microclimate behind a windbreak in addition to rates of photosynthesis and water use from the plant canopy. [The term 'scalar' is used to refer to entities, such as heat, water vapour, CO 2 , which are transported by the mean and turbulent airflow. In this work these scalars are assumed to be passive, i.e. they do not modify the flow.] Despite this rather obvious point, it is the mean and turbulent airflow that has been the focus of most of the field measurements, wind-tunnel and, more recently, numerical modelling studies. The latter include both large eddy simulation (Patton et al. 1998) and turbulence closure models (Wilson 1985; Wang and Takle 1995 , 1997 . Reviews by McNaughton (1988) and Cleugh (1998) show that while field measurements of windbreak effects on the microclimate -temperature, humidity and wind -are fairly common, there are far fewer detailed studies of the transport of heat and water vapour in the perturbed windbreak flow.
To this end, a complementary program of field measurements and wind tunnel experiments, the latter using heat as a passive scalar, was designed and conducted. The aim was to investigate the effect of a porous windbreak on the mean and turbulent airflow, and the turbulent exchange of scalars in response to this flow. This paper describes the field measurement program and results, while a companion paper presents the wind tunnel observations (Cleugh and Hughes 2002) and interprets the physical effects of windbreaks on boundary layer flows through a more detailed investigation of the mean and turbulent scalar and velocity fields. The present paper has 2 specific objectives. The first is to quantify the effects of a porous, tree windbreak on the microclimate through analyses of the near-surface mean scalar concentration (temperature, humidity and saturation deficit) and wind speed fields -at subdiurnal and diurnal timescales and for flows oriented both normal and obliquely to the windbreak. The second objective is to quantify the spatial variation of the near-surface, vertical turbulent fluxes of water vapour, heat and momentum in the airflow downstream of a porous tree windbreak.
Theoretical context
The basic flow regimes around a porous windbreak have been extensively described elsewhere; e.g. Judd et al. (1996) , Cleugh (1998) and the synthesis paper in this volume (Cleugh and Hughes 2002) . Two distinct flow regimes develop downwind of a porous windbreak -a spreading, turbulent wake layer initiated at the top of the windbreak and a sheltered, triangular-shaped 'quiet zone' that lies beneath the spreading wake (Fig. 1 in Cleugh and Hughes 2002) . The wake layer has been defined as a turbulent mixing layer (Judd et al. 1996) , reflecting its resemblance to a classic mixing layer observed in laboratory flows (see Cleugh and Hughes 2002 for a more complete description).
It is the interaction of this spreading turbulent mixing layer with the surface that determines the way that a windbreak modifies the microclimate, water use and photosynthesis for a growing crop. By day, heat and water vapour are the ground-based scalar sources of interest as they influence the near-surface air temperature and humidity, while the crop is a sink for CO 2 . Given the spatial pattern of turbulence described above -a turbulent layer that intersects the canopy at 5-8 windbreak heights downwind and a sheltered quiet zone where turbulent exchanges are damped - McNaughton (1988) hypothesised that temperature and humidity would be enhanced in the quiet zone and possibly reduced in the wake zone. Because the quiet zone effectively decouples the near surface air from the overlying 'regional' air stream, McNaughton also noted the important role played by upwind conditions in determining the saturation deficits and canopy evaporation in the sheltered quiet zone. Unfortunately, there are very few observations of these effects (Cleugh 1998) .
The combined wind tunnel and field observations enable the effects of porous windbreaks on the scalar fluxes and concentration fields to be quantified. The field measurements, in addition to providing validation data for the wind tunnel experiments, enable an assessment of the effect of shelter on saturation deficits and canopy evaporation. The 'less-than-ideal' features of the field measurement site (see below) also mean that the results provide insight into the interaction between topography and windbreak flows, and the effect of oblique winds.
Methods

Site description
Field measurements were conducted on a farming property ('Werriwa', 690 m above sea level; 35°13′S, 149°40′W) near the township of Bungendore, about 50 km east of Canberra in south-east Australia from September 12 to November 12 1996. Instrument towers were arrayed along a transect that was oriented normal (i.e. at right angles) to a 3-row pine windbreak located in grazed paddocks of unimproved pasture and tussock (0.2-0.5 m tall). The windbreak height (H) was 6-7 m and width (W) was about 10 m, so W:H>1. The windbreak was more than 1 km in length, with only a few gaps along this length. The NW-SE orientation of the windbreak and the prevailing westerly flow in spring meant that the paddock to the east was 'downwind' and west was 'upwind'. The 'downwind' paddock was flat for at least 100 H, while the terrain to the west and north-west of the windbreak was gently undulating, rising 10 m over 1000 m. A hill, 30 m in height, was located about 500 m to the south-west. By digitising the 1:25000 topographic map and simulating the airflow using a numerical hill flow model (Ayotte and Taylor 1995) , this hill was determined to have minimal influence on the mean and turbulent airflow downwind of the windbreak. Furthermore, none of the turbulence measurements occurred during south-western flow.
Sensor description, layout and sampling details
Six measurement stations were established along a transect running normal to the windbreak and equipped with an array of fast response and 'slow' weather sensors as itemised in Table 1 . Note that the distances to each of these stations, reported either in m or windbreak heights (H; negative for upwind and positive for downwind) are expressed in terms of their normal distance from the windbreak. This will not be the distance from the windbreak if the wind direction is oriented at an angle to the break. Throughout this paper, horizontal distance is denoted as X and height as Z. Many of the measurements were measured near the surface at a height of 2.5 m, which is 0.3 of windbreak height. This measurement height is denoted as Z s , to indicate 'near surface'.
Fast response CSIRO 3D sonic anemometers (Coppin and Taylor 1983) and fine-wire, platinum resistance temperature sensors (5 µm) measured the turbulent velocity (u′, w′) and air temperatures (T′). The vertical, turbulent fluxes of momentum ( ) and heat (H A = ρC p ) (where ρ is the density, and C p the specific heat, of air) were then computed from these measurements using the eddy covariance method. Similarly, the turbulent water vapour fluxes ( , where q′ is the turbulent specific humidity term) were measured using fast response, open path, absorption hygrometers (either a NOAA-ATDL sensor for CO 2 and H 2 O or the Campbell Scientific Inc. krypton hygrometer) and the eddy covariance method. All open path sensors were calibrated before the field campaign. [Note:
is the turbulent latent heat (LE) flux when multiplied by ρL v , where L v is the latent heat of vaporisation, expressed in energy units. Converting LE from energy to mass yields the evaporation flux in mm/s].
Not all stations listed in Table 1 were operated simultaneously; the 6 sonic anemometers and open path absorption hygrometers were moved between the stations. Only the Bowen ratio and automatic weather station systems (Campbell Scientific Inc.) at the reference site, which was established about 500 m (>100 H) to the north-west and upwind of the windbreak, and the slow weather sensors (described below), were run continuously for the entire duration of the measurement campaign.
Turbulent signals were sampled at 20 Hz and logged onto a PC. On-line processing of the important means, variances (σ T , σ w , σ q ) and covariances ( , , ) was conducted at the end of each 15-min run. About 500 15-min runs were obtained over the course of the field campaign.
At each measurement station, the available energy was measured using net radiometers (R n : Swissteco and REBS-Q6 sensors) and soil heat flux plates (G: Middleton and REBS-HFT-1 sensors). Mean temperature (T) and humidity (q) were measured using Vaisala 50Y humitters placed in a ventilated radiation shield. Wind speed (U) and direction (θ) were measured using cup anemometers and wind vanes (a combination of Met-One; R.M. Young; Vaisala and Rimco sensors). Incoming solar radiation (S↓) was measured at the reference site, and at 3 H upwind and downwind (denoted as -3 H and +3 H) of the windbreak using Kipp and Zonen (CM3) and Middleton pyranometers, while atmospheric pressure (P) was measured at -3 H with a Vaisala pressure sensor. Rainfall (pp) was measured at 3 H and 25 H downwind using Texas Instruments and Hydrological Services raingauges. Vertical profiles of mean wind speed were also monitored at 2 fixed sites (reference station and 3 H downwind) using Bradley cup anemometers and a purpose-built datalogger. All other slow meteorological data were recorded at 10-s intervals and averaged over 15 min using Campbell Scientific 21X microloggers and Datataker (series 500 and 505) dataloggers. All slow sensors were cross-calibrated before, and for the RH/T sensors, after the field measurements.
Wind climate during field campaign
As Table 2 shows, most of the turbulence data were recorded during oblique flows, with only a few runs recorded when wind direction (θ) was normal to the windbreak. The percentage of runs measured during each flow regime is a reasonable match to the frequency distribution of all winds measured throughout the whole measurement campaign (Table 2) , with the obvious exception of the large number of light easterly winds, many of which occurred at night.
Because such a large portion of the data were collected during oblique flows, Table 3 indicates the streamwise distance to each measurement station from the downwind edge of the windbreak for flow with incidence angles (α) of 90° (normal) and 45° (the most common oblique direction). 
∆T ∆q pp A Table 3 shows X in metres. Most of the turbulence measurements were recorded during strong winds and so the ratio of the measurement height (Z) to the Monin Obukhov length (L), an indicator of the atmospheric stability, varied from 0 to -0.05 for more than 90% of the turbulence runs. Most of the turbulence data were thus recorded when the atmospheric stability was neutral to slightly unstable.
Post-processing details
After the measurement campaign, all data were reprocessed using correct calibration data, orientations, spatial separations and environmental (temperature, pressure and humidity) data. The data were then filtered for upwind wind direction and speed (see below), and atmospheric stability.
Normalising all turbulence and mean data became critical as most of the measurements were recorded at different times, and intervals of varying length, over the 2-month measurement campaign. The turbulence data were all normalised using the reference site measurements of the momentum flux (τ o = ρ ), sensible heat flux (H Ao = ρC p ) and latent heat flux (LE o = ρL v ). The subscript 'o' is used to denote measurements at the upwind reference site. The temperature, humidity and wind speed were also normalised for the analyses presented below, using the appropriate upwind velocity (u *o ), temperature (T *o ) and humidity (q *o ) scales, defined as:
A method had to be developed to estimate these scales from the 'slow' weather station data as the eddy correlation measurements of the turbulence fluxes were only available for a short part of the overall measurement campaign. The upwind friction velocity scale (u *o ) was estimated from the mean horizontal wind speeds (U o ) measured at the reference site and the logarithmic wind profile (LWP): (4) where U(Z) is the mean wind speed measured at height Z; k is von Karman's constant (0.4); and d and z o are the zero plane displacement and roughness length for momentum, respectively. Figure  1a shows the good agreement between direct measurements of u *o and estimates using the LWP for a sequence of days that span the entire measurement period. Predicted u *o is 1.34% higher than measured and the model accounts for 85% of the variance. The upwind humidity scale (q *o ) was estimated using an equilibrium evaporation estimate for LE: October; (e) 12 November. These estimates are: modelled evaporation using equilibrium evaporation (᭹); measured evaporation using the Bowen ratio-energy balance method (ᮀ) and eddy correlation (᭝) methods.
where s and γ are the slope of saturation vapour pressure curve and psychrometric constant. The sensible heat flux, H A and thus T *o , can then be estimated as residual terms in the energy balance (H A = R n -G -LE eq ). These velocity and temperature scales are used to compute normalised temperature and humidity differences, which are described below. As indicated in Figure 1b , LE eq is a reasonable estimate of the reference site latent heat flux, although close inspection shows that the latent heat flux at the upwind site sometimes exceeds, and sometimes is less than, the equilibrium rate at both subdiurnal and day to day time scales. For the purpose of establishing an upwind temperature and humidity scale (T *o and q *o ) for normalising the spatial temperature and humidity fields, an equilibrium estimate of LE should be adequate. Any errors in the partitioning between H A and LE, caused by assuming an equilibrium evaporation rate, do not affect the equivalent temperature scale, T eo* (see below). Because the upwind evaporation is often not too far removed from the equilibrium rate, it is expected that shelter may have a minimal influence on the long-term evaporation fluxes from the pasture downwind of the windbreak.
Results and discussion
Mean wind speed and scalar concentrations Figure 2 illustrates the variation in the ratio of the near surface (Z = 0.3 H) horizontal wind speed measured downwind [U(X)] and upwind (U o ) of the windbreak using cup anemometers. U(X)/U o has been averaged over all periods when U o >4 m/s and the angle of incidence of the approach flow (α) fell between 90° (i.e. normal to the windbreak) and 45°.
An obvious feature is the very low aerodynamic porosity of the windbreak, which can be defined by U min /U o , where U min is the minimum near-surface wind speed. Equating U min /U o with the 'aerodynamic' windbreak porosity (β A ) suggests a value of 0.20 based on Figure 2 , or 0.25 using the equation developed in Cleugh and Hughes (2002) . The sonic anemometer measurements, for flow within a few degrees of normal, suggest a porosity of 0.15 but there is considerable scatter in the data (Fig. 10) . The optical porosity was estimated, visually, to be about 0.15, but the width of the windbreak means the optical porosity is not a reliable indicator of the aerodynamic porosity, i.e. the reduction in wind speed created by the windbreak.
U min occurred between X = 1 and 3 H. This broad minimum close to the windbreak arises because of the high frequency of oblique flows that are included in the average profile in Figure 2 . Results presented below illustrate that when the wind direction was truly normal to the windbreak, the minimum velocity was recorded at 6 H. It is clear from Figure 2 that a shelter effect persisted to X = 25-30 H, despite the dense nature of the windbreak. The expected slowing of the flow ahead of the windbreak, at X = -3 H, is also apparent. A comparison with the mean wind speed data obtained from the sonic anemometers shows similar spatial behaviour.
The time series of temperature and wind speed, for a portion of the measurement campaign (Fig. 3) , illustrates the much smaller influence of wind shelter on temperature and also humidity (not shown), although air temperature was clearly elevated, albeit slightly, in the zone extending to at least 6 H downwind. Note that the frequency of oblique flows means that the 6 H station was actually slightly further downwind than 6 H (see Table 3 ). An interesting feature occurred on September 29, when the wind changed direction to become an easterly. At this time, the -3 H site was actually located 3 H downwind of the windbreak and all other sites (3-30 H) were upwind. Thus, all the wind speed and temperature plots for sites 3-30 H collapse to a single curve, and the measurements at -3 H mimic the reduction in U and enhancement in air temperature seen on the other days when the flow was from the west.
Shelter effects on the temperature and humidity thus appear to be small in comparison to the diurnal and day-to-day variations, making these effects difficult to quantify. To tease out the changes in the mean wind speed and scalar concentration fields as a result of shelter, a normalised difference for each variable at each measurement period (t), was computed as follows: (6) (7) (8) (9) where t refers to a particular averaging period and the velocity scales (u *o , T *o , q *o ) are as defined above (the subscript o denotes the upwind, reference values). Z = 0.3 H for all data.
T e is the equivalent temperature, [T e = T + q λ/C p ], which combines the sensible and latent heat contents of the air. T e is thus the temperature of an air parcel in which all the water 
vapour has been condensed. The appropriate scale, T e*o , is defined as:
. (10) The equivalent temperature is used to enable comparisons between the wind-tunnel and field data, as explained in the companion paper (Cleugh and Hughes 2002 ).
An ensemble average (defined as the mean for each time period, over the entire data set, using only those data that meet the filter criteria. Thus, a single, diurnal plot is created where each time period is an average) for each of these mean wind speed and scalar differences was computed for all 15-min periods from 0900 hours to 1500 hours, when the following criteria were fulfilled: U o >4 m/s and α>50°. Analyses showed that using a larger incidence angle (i.e. closer to normal) does not significantly change the results. Figure 4 shows that the diurnal variation for each of these differences was small, especially for wind speed and the equivalent temperature. It is thus legitimate to form a diurnal average (0900-1500 hours) to create a spatial plot of normalised scalar and wind-speed differences. The resulting spatial pattern (Fig. 5 ) reveals that δT e is increased in the zone extending downwind from about 1 H to 9 H. The peak and dip in δT e at -3 H and +1 H are almost certainly radiation effects. The sunlit side of the windbreak absorbs solar radiation and hence the windbreak itself becomes a scalar source (of both temperature and humidity) during the day. An order of magnitude estimate of the scalar flux emitted by the windbreak, however, yields an increase in T e that is only 50% of that measured at 1 H. Note that the effects of shading (occurs on each side of the windbreak), do not appear because the values plotted are averages from 0900 to 1500 hours. The increased δT e in the quiet zone agrees with theory, but only slight cooling beyond 10 H (i.e. in the wake zone) is observed and is close to the error in measurements. This spatial pattern for the mean scalar concentrations contrasts with that for the mean wind speeds, where a deficit persists to 25 H while T e returns to upwind values by about 12 H.
The rationale for performing this ensemble and temporal averaging was to reduce the noise and distill a clear spatial trend. While the scatter about any one of the ensemble average points presented in Figures 4 and 5 is quite large (coefficient of variation ≅ 1), the trends are consistent. 
Furthermore, they are in excellent agreement with the wind-tunnel data presented in Cleugh and Hughes (2002) .
Analysis of the turbulence data (see below) reveals that the turbulent mixing layer reaches the near-surface level at about 6 H downwind. This would mark the downwind limit of the quiet zone and the beginning of the wake zone. The elevated temperature and humidity values in the region between 1 H and 9 H confirm McNaughton's hypothesis of elevated scalar concentrations in the quiet zone for a scalar whose source is located at ground level. However, there is no obvious indication of cooling in the wake zone.
A key assumption of McNaughton's suggested spatial pattern in T e is that the source strength is spatially uniform. For these field data, this source strength is obviously the available energy (R n -G), which varied by about 10% across the measurement transect but showed no spatial trend. This variation is believed to result from the spatial heterogeneity of the scattered tussock plants and shorter pasture species that comprise the canopy and which were distributed unevenly across the downwind paddock.
Another issue for modelling purposes is whether a daytime average adequately represents the integrated diurnal effect of shelter. This is especially important because many crop yield and water balance models implemented to simulate shelter effects use a daily time-step and are hence forced either by the daily maximum and minimum, or daily average, temperatures, and a daily estimate of the atmospheric demand. As mentioned above, the normalised wind speed differences showed little variability between 0900 and 1500 hours, suggesting that an average over this period would adequately capture the shelter effect. The diurnal variation of humidity and temperature differences over this period was also minimal, but not in the early morning (0600-0900 hours) and late afternoon (1500-1800 hours). Thus, a diurnal average, from 0900 to 1500 hours, would represent the effect of shelter on temperature and humidity within this period only. This means that the minimum temperature that occurs at sunrise, and hence the average daily temperature, may not fit the spatial pattern pictured in Figure 5 . However, an average temperature from the 2 standard, manual observation times of 0900 and 1500 hours would adequately represent the daytime shelter effect.
Saturation deficit and atmospheric demand
These field measurements can be used to explore the diurnal and spatial variability of the saturation deficit [D = q sat (T) -q], and more importantly, the role that shelter plays in modifying the atmospheric demand for the crop. Figure 6a shows the diurnal variation of the ensemble average of D for all of the stations, including the upwind reference, D o . Care is required in interpreting this graph as not all stations have the same length of record and these data have not been normalised. The first point to note is the orderly increase in D through the day, i.e. dD/dt is positive until about 1500 hours. The second point is the fairly orderly decrease in D with increasing distance downwind of the windbreak, i.e. dD/dX is negative in the morning from 0700 to 1100 hours. Note that the data at 1 H is biased because that site has a much shorter record.
Better insight into those processes important for canopy evaporation can be gained by considering the 'atmospheric demand' (AD) term in the Penman Monteith equation (= [ρC p D]/r a ): (11) where r a and r c are, respectively, the aerodynamic and canopy resistances. An expression for AD, in energy units, follows by rewriting the Penman Monteith equation in a form where the saturation deficit is expressed in terms of its departure from the equilibrium saturation deficit (D eq , the value of D associated with equilibrium evaporation): (12) where .
The following analysis assumes that the only part of equation 12 that varies with distance from the windbreak is [D -D eq ], i.e. the saturation deficit term and its departure from equilibrium. In this analysis, D eq is assumed to be independent of local shelter effects, being determined by the available energy and canopy resistance. The influence of the windbreak trees themselves has been ignored in this simple analysis, thus the effects of shading and tree water use on the available energy and canopy resistance at 1 H and 3 H are not included. Similarly, spatial variations in s and γ due to shelter-induced temperature changes are assumed to be second order. All other terms in equation 12, i.e. canopy and aerodynamic resistances, available energy and temperature-related coefficients, are set to values appropriate for the upwind site.
If D o (the upwind measured saturation deficit) is lower than D eq , then AD o (AD o = AD upwind ≈ D o -D eq ) will be negative. In such situations the atmospheric demand of the overlying, or regional, air is relatively low and so the effect of decoupling the air in the sheltered quiet zone may be to increase its saturation deficit above D eq . AD in the quiet zone will then be increased above AD o and become positive. In these situations evaporation may actually increase as wind speed decreases within the quiet zone. Figure 6b illustrates a tendency to see this in the early morning, between 0700 hours and 1100 hours. This trend, however, also occurs at the less sheltered sites (X >12 H) and so it may not be a solely shelter-related effect.
Between 1200 and 1700 hours, AD o is large and positive and so D o is greater than D eq . The effect of decoupling in the sheltered quiet zone will be to decrease D, and hence the atmospheric demand. After about 14 h (Fig. 6b) , the atmospheric demand at the downwind stations is less than at the upwind station, with the greatest reductions occurring in the quiet zone, at 1 H, 3 H and 6 H. This means that all sites from 1 H to 6 H especially, and to a lesser extent those at 9 H and 12 H, are 'protected' from the dry air upwind of the windbreak. Figure 6 only represents the ensemble response; the diurnal course of atmospheric demand on individual days needs to be examined to show the specific response at the downwind stations. For example, on 1 and 12 October the diurnal course of actual evaporation at the upwind site is similar to, or slightly less than, equilibrium through until about 1500 hours, and then exceeds the equilibrium rate in the mid to late afternoon. The effect of shelter on the atmospheric demand at the leeward stations is therefore minimal through the morning to mid-afternoon period, although AD is increased, especially on 12 October. After 1500 hours, when actual evaporation, and hence the saturation deficit, exceeds equilibrium at the upwind site, atmospheric demand is reduced at the 3 H and 6 H sites, which are in the sheltered, quiet zone.
This result shows that plants growing in the quiet zone, at least as far as 6 H downwind, can be 'protected' from high saturation deficit air in the mid-afternoon period. This may translate into reduced atmospheric demand at these 
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locations. This analysis (Fig. 6 ) also reveals considerable diurnal variations in the increase and decrease of the atmospheric demand, and saturation deficit, relative to that upwind. This has important implications for using daily time-step models to simulate shelter effects on plant growth.
Turbulent velocity and scalar fields
The spatial pattern of the standard deviations of u and w are plotted in Figure 7 , together with u * (= √-u′w′). These have been filtered for the upwind wind direction (-50°<α<+50°), normalised by the appropriate velocity scale and averaged for all runs.
The normalised horizontal and vertical velocity standard deviations (u *o , σ u and σ w ) are noticeably lower in the 1-6 H zone (Fig. 7) . The horizontal velocity terms increase from a minimum at X = 1 H to return to their upwind values at X = 9 H. Only σ w is increased above the upwind values between X = 6 H and X = 15 H. At X = 3 H and Z = 1.2 H, σ u is larger than the near-surface values, and along with σ w , is similar to the values near the surface at X = 9 H. This results in a vertical profile of increasing turbulence between Z = 0.3 H and Z = 1.2 H in the bleed flow region leeward of the windbreak. The reduction in the turbulent velocity terms near the surface and increased values at windbreak height, in the zone from X = 1-3 H, matches the picture of a growing turbulent wake or mixing layer as mentioned above and described in detail in Cleugh and Hughes (2002) . At about X = 9 H, all the turbulent velocities return to, or are increased above, their respective upwind values. This indicates where the mixing layer has grown deep enough to intersect the near surface layer and marks the downwind extent of the quiet zone.
Both σ T and σ q (normalised by T *o and q *o ) are reduced in the lee of the windbreak, but only at 1 H (Fig. 8a) . A more obvious feature is the marked peak at 6 H, where σ T and σ q are larger than their values upwind. σ T is also enhanced aloft, especially at X = 3 H and Z = 0.6 H, which illustrates the effect of the sunlit side of the windbreak acting as an elevated heat source. Both σ T and σ q have returned to their respective upwind values at X = 10 H, although they remain slightly lower than the upwind values. The elevated near-surface values of σ T and σ q at about X = 6 H show the influence of the turbulent mixing layer on these turbulent scalar fields when it intersects with the scalar source.
The noticeable peak in σ u, v, w at Z = 1.2 H and X = 3 H, and the absence of a peak in σ T and σ q , are not unexpected. The presence of a strong momentum sink, i.e. the windbreak, generates shear in the flow that is a production mechanism for σ u . There is no equivalent production mechanism for the scalars. Qualitatively this is because there is no elevated scalar source or sink, except close to the windbreak, which can interact with turbulent velocity terms to generate a large turbulent scalar term. It is only when the mixing layer contacts the surface, a significant scalar source, that the scalar standard deviations are increased. Cleugh and Hughes (2002) analyse these physical mechanisms in detail using measurements from the wind-tunnel experiments. The observation that σ T is increased at mid-windbreak height, where the sunlit windbreak acts a heat source, is further evidence of this mechanism. In contrast, the turbulent velocity terms, except σ w , return to their upwind values in the zone where the mixing layer intersects with the surface while σ T and σ q are almost double their respective upwind values at this location (X = 6 H). There is thus a marked difference in the spatial pattern of σ u, w and σ T, q . The normalised vertical turbulent scalar fluxes ( and ) show a combination of the features seen in the individual velocity and scalar terms (Fig. 8b) . The pattern of enhanced, near-surface fluxes at 6 H and a return to upwind values between X = 9 H and X = 12 H matches the spatial pattern in σ T and σ q and the turbulent velocity terms. The large reduction in the turbulent flux terms between X = 1 H and X = 3 H is not due to shading. The earlier discussion illustrated that shading effects on the available energy were minimal at all sites except 1 H (after 1400 hours). While these vertical turbulent terms do not represent the total scalar transport, because advective transport will also be important, it is of interest to note that visual observations showed very low evaporation rates of the dewfall in the 0-3 H zone. This is qualitative support for a real reduction in scalar transport in the near-break region of the quiet zone.
The spatial pattern in the turbulent velocity and scalar terms, and the vertical turbulent fluxes, that emerges from these field data, and the wind tunnel data presented by Cleugh and Hughes (2002) , is quite different to that for the mean wind speed. The windbreak modifies the mean wind speed for distances exceeding 25 H downwind, while the near surface mean scalar concentrations and turbulent terms are modified to X = 15 H only. As discussed in greater detail in Cleugh and Hughes (2002) , these different spatial patterns can be explained by the growth of the turbulent mixing layer and its interaction with heat and water vapour that are emitted from the plant canopy. The intersection of the mixing layer with the surface marks the downwind extent of the quiet zone and the beginning of the wake zone. The increased scalar turbulent transport in this wake zone rapidly re-establishes the near surface scalar concentrations and turbulent fluxes to their upwind values.
Effects of oblique flow
The field measurements enabled the effects of oblique flow on shelter to be investigated. As α, the incident angle of the approach flow, moves from normal (α = 90° in Fig. 9 ) to increasingly oblique angles (α = 67.5° and 45°), the position of the minimum in U/U o shifts from X = 6 H to X = 3 H and, finally, X = 1 H. Even when α<30°, there is still shelter at 6 H (U/U o = 0.8).
These effects can be quantified by plotting U/U o v. [cos (90 -α)], for U o >4 m/s. Wind speeds from the sonic, rather than the cup, anemometers were used in this analysis, although the results also apply for the cup anemometer data. If U/U o is determined solely by the changing streamwise distance as the flow moves from normal to oblique directions, then the relationship between U/U o and [cos (90 -α)] should be linear as illustrated in the study by Seginer (1975) . Figure 9 shows U/U o for all stations from X = 1 H to 12 H. A linear trend is seen at the 6, 9 and 12 H stations and so U/U o at these locations can be described simply by a [cos (90 -α)] relationship. The picture for sites closer to the windbreak (X = 3 H and 1 H) and further away (X = 15-25 H) is slightly different. At X = 15 and 25 H, there is considerably more scatter (not shown in Fig. 9 ) while the relationship at 1 H and 3 H is non-linear.
U/U o at X = 3 H shows an almost exponential relationship with [cos (90 -α) ]. The relationship is roughly linear for α>45° with a slope not too dissimilar to the 6 H and 9 H sites.
As α becomes larger than 45° and thus the flow becomes w′T′ w′q′ Figure 9 . U/U o v. cos (90 -α) for X = 1 H, 3 H, 6 H, 9 H and 12 H; using mean horizontal wind speeds calculated from sonic anemometer data filtered for U > 4 m/s. more normal, U/U o remains almost constant. This means that for α>45°, the change in U/U o is no longer determined by changes in streamwise distance to the windbreak. At 1 H, there is no evidence of a [cos (90 -α)] relationship. The most obvious feature at 1 H is the slight increase in U/U o with increasing α, from 0.05 at α = 30° to 0.1 for α>70°. A similar picture is apparent from the cup anemometer data at both 1 H and 3 H, and so this trend is not believed to be a result of poor instrument performance close to the windbreak. While it is possible that measurement errors are larger at these locations, the trend is nonetheless very clear in both data sets. Furthermore, the behaviour described was corroborated by manual observations during the field measurements. The occurrence of enhanced shelter close to the windbreak with increased obliquity could be clearly sensed when standing in the bleed flow region immediately leeward of the windbreak. On the few days when consistent normal flow occurred, the wind speeds in the 1-2 H bleed flow zone were noticeably increased. The behaviour of U/U o at 1 H, and to a lesser extent 3 H, is believed to show the effect of friction exerted by the tree windbreak, as the incidence angle becomes increasingly oblique. The component of the flow oriented parallel to the windbreak (v) increases relative to that oriented normal to the break (u) in oblique flow, and this component will be slowed due to friction close to the break.
From this, the following picture of the effect of oblique flows on shelter from this field windbreak can be inferred. For normal flow, the maximum shelter will occur at about 6 H. U/U o will increase (i.e. shelter decrease) linearly with [cos (90 -α) ] at all sites downwind of, and including, 6 H as a result of the increase in streamwise distance from the windbreak. For 60°<α<75°, U min and maximum shelter occurred in a broad zone extending downwind from the windbreak to at least 3 H. For α<60°, U min and maximum shelter occurred much closer to the windbreak, within 2 H. In this zone, close to the windbreak, the influence of changing streamwise distance is overwhelmed by the frictional drag of the windbreak. In other words, the details of the vegetation structure of the windbreak will begin to influence the pattern of shelter close to the windbreak. This has important implications for field situations where multiple row, relatively wide windbreaks are desirable. Even in strong winds with incidence angles close to 90°, the standard deviation of wind direction will always be 10-15°. This means that there will always be a v component, and hence frictional drag will be an important factor that can enhance the shelter close to the windbreak above what might be expected from theory or wind-tunnel experiments.
A significant aspect of the field results is that the undulating terrain upwind did not alter the classic windbreak flow features expected from theory and past studies, including: the position of U min and the location of the quiet zone; the wind speed reduction and the size of the sheltered zone up and downwind; and the effect of the windbreak on the size of the turbulent fluxes.
Relationship between wind speed and the turbulent transport of water vapour
The sheltered areas of a paddock are typically assumed to 'conserve' water because reduced wind speeds are believed to reduce evaporative water losses. Based on wind speed alone, the spatial pattern in evaporation, especially potential evaporation, might therefore be expected to be similar to that for wind speed shown in Figure 2 . Figure 10 illustrates both the mean wind-speed reduction and the spatial pattern of the measured turbulent water vapour flux (LE = ρL v ). This turbulent flux is assumed to indicate the total transport of water vapour and thus the evaporation flux from the plant canopy extending downwind of the windbreak, although advection of water vapour by the mean flow may also be an important transport term especially close to the windbreak.
The turbulent transport of water vapour, and thus evaporation, was substantially reduced at X = 1 and 3 H, increased to a peak at X = 6 H and then returned to its upwind value at about X = 10 H. At X = 6 H, where the wind speed was only about 30% of its upwind value, the vertical turbulent transport of water vapour was greater than at any other location across the transect.
Three important points emerge from this study in terms of shelter and evaporation fluxes. First, a model of evaporation based on wind speed will not capture the potential for enhanced transport at X = 6 H and could overestimate the effect of shelter on evaporation at distances greater than 10 H downwind. 
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Second, the process of evaporation is influenced by more factors than just wind speed. The spatial pattern of evaporation cannot be diagnosed on the basis of the mean wind-speed reduction alone. Indeed, for actual plant transpiration, the feedbacks between temperature, saturation deficit and stomatal response complicate this pattern even further. It would thus be inappropriate to argue that a windbreak will conserve soil moisture throughout the entire quiet zone.
The third point is that because the overall evaporation regime seems to be quite close to equilibrium, the total evaporation flux should be largely unaffected by any changes to the ability of the atmosphere to transfer water vapour, i.e. the aerodynamic part of the evaporation process. In other words, under conditions of equilibrium evaporation at the reference site, there should be very little spatial variation in the evaporation flux at sites in the lee of the windbreak. However, there were occasions where the analysis based on equilibrium evaporation is not valid. For example, visual observations noted the occurrence of dew late in the day at 1 H and 3 H on several of the experimental days in November. This suggests very low evaporation rates in this zone, which is consistent with the fact that canopy resistance, and hence D eq , will be close to zero when the canopy is wetted by dewfall, and so evaporation will be very sensitive to wind speed. Under such conditions, there will be reduced evaporation in the quiet zone, but possibly enhanced transport downwind of 6 H. As just mentioned, an analysis in terms of wind speed alone would not capture this enhanced transport in the wake zone. There were also occasions when the actual evaporation at the upwind site significantly exceeded the equilibrium rate. Under such conditions the evaporation rate will again be sensitive to changes in turbulent transport.
Conclusions
These field measurements were conducted to provide a detailed and comprehensive data set with which to verify the wind tunnel measurements of flow and scalar transport around windbreaks. These data also provide physical insights into the microclimate and turbulent velocity and scalar fields around a porous, tree windbreak located in a less than ideal site. The key findings are the following:
(i) The average pattern of wind-speed reduction measured around a field windbreak matches that seen in other studies, except that the high frequency of oblique flows and aerodynamically rough terrain upwind leads to a shift in the position of U min closer to the windbreak. A broad zone of reduced wind speeds thus extends from 1 H to the usual U min location (6 H).
(ii) Similarly, the spatial variation in the mean and turbulent velocities agrees with other field and wind-tunnel results. In particular, flow regimes described in earlier studies (e.g. Fig. 1 from Judd et al. 1996) are qualitatively matched by this spatial pattern. The turbulence data confirm the presence of a turbulent mixing layer initiated at the top of the windbreak and intersecting the canopy between X = 6 and 9 H. Beneath this mixing layer is a quiet zone where the turbulent velocity terms, and the vertical turbulent scalar and momentum fluxes, are greatly reduced below their upwind values. With the exception of σ w , all the turbulent velocity terms including u * return to upwind values at around 9 H. The vertical turbulent scalar fluxes ( and ), σ T and σ q are enhanced from 6-9 H, again indicating the interaction of a turbulent mixing layer with a ground-based scalar source.
(iii) The near-surface, daytime air temperature and humidity show the expected enhancement in the quiet zone, but there is no real evidence of a decreased concentration in the wake zone downwind of 12 H. Rather, the near surface normalised scalar concentration differences (δT and δq), and the atmospheric demand term (AD), return to their upwind values in this wake zone.
(iv) There is no obvious diurnal variation in the normalised scalar concentration deficits (δT and δq). In contrast, the pattern of atmospheric demand varies over the day with the quiet zone being 'protected' from dry, high saturation deficit air in the afternoon period only. In the morning hours, this atmospheric demand may in fact be enhanced in the quiet zone.
(v) The effects of obliquity are to move the position of U min and possibly reduce the porosity of the windbreak. For α = 45°, shelter persists to at least 15 H and for α = 30° there is still shelter at 6 H (U/U o = 0.8). In oblique flows (α< 67°), the tree windbreak provided increased levels of shelter in the bleed flow region over what would be predicted from measurements using artificial windbreaks.
