Nonparametric notions of multivariate \scatter measure" and \more scattered", based on statistical depth functions, are investigated. In particular, notions of \more scattered" based on the \halfspace" depth function are shown to generalize versions introduced by Lehmann (1976, 1979) in the univariate case and by Eaton (1982) and Oja (1983) in the multivariate case. Scatter measures are also discussed, with emphasis on those based on the halfspace depth. Basic desirable properties established for the previous versions of \more scattered" are shown to carry over to the depth-based notions as well, in both the univariate and multivariate cases. Further, some properties unique to the depth-based notions are established.
Introduction
Statistical depth functions (de ned below) have become increasingly used to develop centeroutward orderings of the points of a multivariate distribution as well as of sample values. Such orderings provide a foundation for new nonparametric methods in multivariate data analysis and inference. Roughly speaking, a \location measure" or \center" is given by a point of maximal depth, one distribution is de ned to be \more scattered" than another if its depthtrimmed regions have less volume than corresponding ones of the other distribution, and a \scatter measure" is a numerical functional that partially orders distributions in accord with a given \more scattered" relation. It is attractive, of course, that nonparametric location and scatter measures adopted in practice be coherently related to each other through some common de ning principle. Depth functions provide such an approach.
Here we focus on \scatter" and formally study depth-based notions of \scatter measure" and \more scattered" showing that particular depth-based versions generalize other univariate and multivariate notions in the literature while retaining favorable properties. This complements work of Liu, Parelius, and Singh (1997), who develop some practical depthbased data-analytic methodology for treating multivariate scatter.
Following a conventional approach, corresponding to a given notion of \more scattered"
we de ne an associated \scatter measure" as follows. Denote by F a class of distributions on R d and by R + the nonnegative real numbers. For convenience, a distribution on R d and its corresponding probability measure on Borel sets will be denoted by the same symbol.
De nition 1.1 Corresponding to a given notion of \more scattered", we de ne a nonparametric multivariate scatter measure in R d as any functional ' : F ! R + satisfying (i) '(P) '(Q); for any P; Q in F such that P is more scattered than Q; (ii) A formal de nition of \more scattered" (equivalently, \more dispersed", \more spread out", \less concentrated") based on arbitrary depth functions is provided in Section 2. There also, in connection with the particular case of \halfspace depth" (de ned below), we illustrate the use of De nition 1.1 to de ne \scatter measure" and discuss these measures relative to competing approaches. In Section 3, con ning attention to halfspace depth, we show that corresponding notions of \scatter measure" and \more scattered" generalize leading previous notions in the literature, i.e., univariate notions of Bickel and Lehmann (BL) (1976, 1979) and multivariate notions of Eaton (1982) and Oja (1983) . In Section 4, desirable properties and characterizations established for previous notions of \more scattered" are shown to hold as well for depth-based notions, in both the univariate and multivariate cases. Also, some properties unique to the depth-based notions are established.
We conclude the present section with a brief discussion of statistical depth functions.
For a given distribution P on R d , any function D( ; P) on R d which provides a P-based center-outward ordering of points in R d may be regarded (potentially, at least) as a depth function. For unimodal distributions, regions of high depth correspond to more central regions. A leading example, indeed the earliest, was introduced by Tukey (1975) , has received considerable study and popularity, and will serve as the primary special case considered in the present paper. Namely, with respect to a probability distribution P on R d , the halfspace depth of a point x is the minimum probability mass carried by a closed halfspace containing x. That is,
HD(x; P) = inffP (H) : H closed halfspace; x 2 Hg:
For comparison we mention a popular competitor introduced by Liu (1990) . Namely, the simplicial depth of a point x with respect to P is the probability that x belongs to a random d-dimensional simplex. That is, SD(x; P) = P(x 2 S X Further properties, such as \maximality at point of symmetry (if any)", \monotonicity outward from point of symmetry (if any)", and \vanishing at in nity", are sometimes required of depth functions (see Zuo and Ser ing (1998a) ). All three of these are satis ed, for example, by the halfspace depth. We shall not, however, require these to hold in the present development.
Finally, we note that depth functions may be described conveniently in terms of their contours and regions bounded by the contours. For a given depth function D( ; P) and for > 0, we call D (P ) = fx 2 R d : D(x; P) g the corresponding -trimmed region. Its boundary @D (P ) is called the correspondingcontour. Depth contours are useful for viewing multivariate distributions geometrically and for exploring the shape of multivariate datasets. Further, the notion of trimmed regions will be basic to our de nition of \more scattered" in the next section. In particular, for the halfspace depth, the relevant range of is (0; 1), and it is straightforward to establish D (P ) = \ fH : H closed halfspace; P(H) 1 ? g: (1) That is, here the -trimmed region is the intersection of all closed halfspaces of probability 2 Given a scatter measure '( ), its value '(P) for a given distribution P may be estimated by the sample analogue' = '( b P n ), where b P n denotes the usual empirical measure on R d
given by placing mass 1=n at each observation in a random sample X 1 ; : : : ; X n from P.
Example 2.2 Continuing Example 2.1, we estimate ' (P ) by' = ' ( b
Note that the asymptotic behavior of such estimators is derived from that of the regions One appeal of estimators based on trimmed samples is their typical favorable breakdown point , whereas M-estimators and related other competitors have breakdown points 1=(d+1), thus unfortunately decreasing with higher dimension. It should be noted, however, that some particular trimming approaches can have unfavorable properties despite their good breakdown points. For example, coordinatewise trimming is not a ne invariant, eliminating only outliers for which at least one coordinate is extreme. And convex hull peeling is prone to eliminate not only outliers, but, excessively, non-outliers. For further discussion and perspective, see Donoho and Gasko (1992) , Nolan (1992) , Barnett and Lewis (1995) , pp. 277{279, Liu, Parelius, and Singh (1997), and Zuo and Ser ing (1998a). 2 3 Correspondences with previous notions of \more scattered"
Here the notion of \more scattered" based on halfspace depth is shown to generalize leading previous notions. This broadens the class of pairs of distributions (P; Q) for which P and Q may be meaningfully compared with respect to \scatter". In particular, we consider four previous notions: two of BL (1976, 1979) for symmetric and arbitrary univariate distributions, respectively, and two of Eaton (1982) and Oja (1983) , respectively, for arbitrary multivariate distributions.
In discussing the univariate versions, we denote by X 1 st X 2 that X 1 is stochastically smaller than X 2 , i.e., that F X 1 (x) F X 2 (x) for every x, and we de ne the usual quantile function by F ?1 (p) = inffx : F(x) pg, 0 < p < 1.
The following one-dimensional notion of \more scattered" for symmetric distributions, essentially equivalent to the \peakedness" ordering of Birnbaum (1948) Proof. (a) (1) , (2) . This follows in a straightforward fashion from the de nition of \stochastically smaller".
(b) (2) , (3) . Eaton (1982) and Oja (1983) , under typical conditions. 2 4 Properties of depth-based notions of \more scattered"
Here we investigate properties related to the depth-based notion of \more scattered" given by De nition 2.1.
Immediately we have that the relation sc is re exive, transitive and antisymmetric. These are properties that should be possessed by any reasonable notion of \more scattered".
Further, the ordering sc is preserved under a ne transformation. That is, the a ne invariance property we are assuming for statistical depth functions yields Thus, for example, a comparison of two clouds of data points with respect to scatter, is not altered by a change of coordinate system. For simplicity, in the remainder of this section we con ne attention to the special case of halfspace depth. Analogous results may undoubtedly be established for some other depth functions.
The following result provides a simple su cient condition for two distributions in R d to be comparable by the halfspace-based notion of \more scattered". 
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Let us now consider mixtures of distributions. In particular, we may ask whether contamination of a given distribution by another with greater scatter yields a distribution more scattered than the uncontaminated distribution. Theorem 4.3 Suppose that P 1 sc P 2 in the sense of De nition 2.1 with halfspace depth, and that D (P 1 ) D (P 2 ) for all > 0. Then (1 ? )P 1 + P 2 sc P 2 in the same sense, for any 2 (0; 1). Proof. Put P = (1 ? )P 1 + P 2 . We show that ( )
for each > 0. Let x 2 D (P 2 ) be given and assume that D(x; P 2 ) = . Suppose that D(x; P ) < . Then there exists a closed halfspace H x with x on its boundary such that P (H x ) < . Now P (H x ) = (1? )P 1 (H x )+ P 2 (H x ). Since D (P 1 ) D (P 2 ), P 1 (H x ) .
It follows that P 2 (H x ) < ? (1 ? )P 1 (H x ) . Thus P 2 (H x ) < , contradicting the assumption that D(x; P 2 ) = . Hence x 2 D (P 2 ) implies x 2 D (P ) for any > 0.
Thus ( ) holds, proving the result. (2) Theorem 4.5 also generalizes the main result of Birnbaum (1948) 
