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IMPROVED CHEBYSHEV INEQUALITY: NEW PROBABILITY
BOUNDS WITH KNOWN SUPREMUM OF PDF
TOMOHIRO NISHIYAMA
Abstract. In this paper, we derive new probability bounds for Chebyshev’s
inequality if the supremum of the probability density function is known. This
result holds for one-dimensional or multivariate continuous probability distri-
butions with finite mean and variance (covariance matrix). We also show that
the similar result holds for specific discrete probability distributions.
Keywords: Chebyshev(Tchebychev) inequality, probability density function,
maximum entropy, Renyi entropy.
1. Introduction
The Chebyshev’s inequality is a fundamental result in the field of probability
theory and give probability bounds to a wide class of probability distributions. If
X is a random variable with finite mean µ and finite non-zero variance σ2, the
Chebyshev inequality is as follows.
For any  > 0,
Pr
(
(X − µ)2
σ2
≥ 2
)
≤ 1
2
, (1)
where Pr(A) is a probability on a set A.
There are several extensions to improve the sharpness of bounds (see e.g. [6]).
The well-known improved inequality is the one-sided (one-tailed) Chebyshev’s in-
equality.
Pr
(
X − µ
σ
≥ 
)
≤ 1
1 + 2
(2)
There are also several extensions to the multivariate case (see e.g. [3] and refer-
ences therein). Recently, Chen has proved the n-dimensional multivariate Cheby-
shev’s inequality [1, 5].
Pr((X − µ)TΣ−1(X − µ) ≥ 2) ≤ n
2
, (3)
where xT denotes the transpose of x and Σ denotes the covariance matrix.
The classical and multivariate Chebyshev’s inequality ((1) and (3)) give the
probability bounds on the set D
def
= {X ∈ Rn|(X − µ)TΣ−1(X − µ) ≥ 2}.
In this paper, we improve the Chebyshev’s inequality for continuous random
variable and give new bounds on probability when the supremum of the probability
density function is known in D. The proof is based on the entropy upper bound
with moment constraint [2, 4]. Then, we apply this inequality to specific discrete
probability distribution.
2. Main Results
Notation.
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• PDF: probability distribution function.
• E[·]: expected value.
• h(f) def= − ∫Rn f(x) ln f(x)dnx: differential entropy of PDF f .
• ‖f‖∞,A def= ess supx∈A f(x): uniform norm of PDF f on a set A.
If A = Rn, we omit A on LHS.
2.1. 1-dimensional improved Chebyshev’s inequality. Before we derive new
probability bounds, we show some lemmas.
Proposition 1. (entropy upper bound with fixed variance)
Let f be a PDF on R with variance σ2. Then, the following inequality holds.
h(f) ≤ 1
2
(1 + ln(2piσ2)) (4)
Equality holds if and only if f is normal distribution with variance σ2.
This Proposition is is shown as Theorem 3.2 in [2].
Proposition 2. (entropy upper bound with fixed E[|x|])
Let f be a PDF on R with fixed λ =
∫
R |x|f(x)dx. Then, the following inequality
holds.
h(f) ≤ 1 + ln(2λ) (5)
Equality holds if and only if f is Laplace distribution with mean 0 and variance
2λ2.
This inequality is shown in [4], and we can also prove in the same way as Theorem
5.2 in [2]. From Proposition 1 and 2, we obtain the following lemma.
Lemma 1. Let f be a PDF on R with finite mean and variance. Then, the following
inequalities hold. ∫
R
x2f(x)dx ≥ 1
2pie
exp(2h(f)) (6)∫
R
|x|f(x)dx ≥ 1
2e
exp(h(f)) (7)
Proof. Let µ be a mean and σ2 be a variance. By combining
∫
R x
2f(x)dx = σ2+µ2
and Proposition 1, we obtain (6). Inequality (7) is trivial.
Lemma 2. (inequality for the uniform norm)
Let f be a PDF on Rn. Then, the following inequality holds.
exp(h(f)) ≥ 1‖f‖∞ (8)
Proof. From ‖f‖∞ ≥ f(x) for x ∈ Rna.s., we obtain h(f) ≥ −
∫
Rn f(x) ln f(x)d
nx ≥
− ln ‖f‖∞. Exponentiating this inequality, we have the result. We can also obtain
this result from the Renyi entropy inequality.
Theorem 1. (1-dimensional improved Chebyshev’s inequality)
Let X ∈ R be a continuous random variable with finite mean µ and variance σ2 > 0,
and f be a PDF of X. Let D
def
= {X ∈ R| (X−µ)2σ2 ≥ 2} and m
def
= σ‖f‖∞,D .
For any  > 0, the following inequality holds.
Pr(D) ≤ αm, (9)
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where α is a root of cubic equation 12piex
3 + ex
2 + 2x− 1m = 0.
Proof. We change the variable as
Y
def
=
X − µ
σ
(10)
fˆ(Y )
def
= σf(X). (11)
For a random variable Y , D can be written as D = {Y ∈ R|Y 2 ≥ 2}. Then, we
have
1 =
∫
R
(x− µ)2
σ2
f(x)dx =
∫
R
y2fˆ(y)dy ≥
∫
D
y2fˆ(y)dy. (12)
Expanding y2 = 2 + 2(|y| − ) + (|y| − )2, we obtain∫
D
y2fˆ(y)dy = Pr(D)
2 + 2
∫
D
(|y| − )fˆ(y)dy +
∫
D
(|y| − )2fˆ(y)dy (13)
We define a new PDF as follows.
g(y) =

1
Pr(D)
fˆ(y + ) (y > 0) (14a)
0 (y = 0) (14b)
1
Pr(D)
fˆ(y − ) (y < 0) (14c)
From definition, g(y) satisfies
∫
R g(y)dy = 1. By using g(y), the equation (13) can
be written as follows.
1 ≥ Pr(D)
(
2 + 2
∫
R
|y|g(y)dy +
∫
R
y2g(y)dy
)
(15)
From Lemma 1 and 2 , we have
1 ≥ Pr(D)
(
2 +

e
exp(h(g)) +
1
2pie
exp(2h(g))
)
≥ Pr(D)
(
2 +

e‖g‖∞ +
1
2pie‖g‖2∞
)
(16)
From the definition of g(y) and fˆ , the equation ‖g‖∞ = 1Pr(D)‖fˆ‖∞,D = σPr(D)‖f‖∞,D
holds. Hence, we obtain
1 ≥ Pr(D)2 + Pr(D)
2
eσ‖f‖∞,D
+
Pr(D)
3
2pieσ2‖f‖2∞,D
(17)
By putting m = σ‖f‖∞,D , t def= Pr(D)m satisfies
1
2pie
t3 +

e
t2 + 2t− 1
m
≤ 0 (18)
By putting T (x) = 12piex
3 + ex
2 + 2x − 1m , we find T (x) is a monotonically
increasing function. Hence, we obtain t ≤ α, where α satisfies T (α) = 0. From the
definition of t, we have the result.
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Figure 1. Plots of actual probability and probability bounds for
normal distribution.
In Figure 1, ”Probability” denotes actual probability on the set D
def
= {X ∈
R| (X−µ)2σ2 ≥ 2}, ”Chebyshev” denotes the result of Chebyshev’s inequality and
”New bound” denotes the result of Theorem 1.
Corollary 1. Let X ∈ R be a continuous random variable with finite mean µ and
variance σ2, and f be a PDF of X.
Let D
def
= {X ∈ R| (X−µ)2σ2 ≥ 2} and m
def
= σ‖f‖∞,D .
For any  > 0, the following inequality holds.
Pr(D) ≤ min( 1
2
,
(e

) 12
m
1
2 , (2pie)
1
3m
2
3 ) (19)
This inequality includes the Chebyshev’s inequality.
Proof. From (17), we obtain
Pr(D)
2 ≤ 1 (20)
Pr(D)
2
em
≤ 1 (21)
Pr(D)
3
2piem2
≤ 1. (22)
From these inequalities, the result follows.
2.2. Multivariate improved Chebyshev’s inequality.
Proposition 3. (entropy upper bound with fixed covariance matrix)
Let X ∈ Rn be a continuous random vector with covariance matrix Σ, and f be a
PDF of X.
Then, the following inequality holds.
h(f) ≤ 1
2
(n+ ln((2pi)
n
det Σ)) (23)
Equality holds if and only if f is n-dimensional normal distribution with covariance
matrix Σ.
This Proposition is shown as Theorem 5.5 in [2].
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Lemma 3. Let X ∈ Rn be a continuous random vector with covariance matrix Σ,
and f be a PDF of X. Then, the following inequality holds.
TrΣ
n
≥ 1
2pie
exp(
2
n
h(f)) (24)
By combining the positive definite matrix inequality (AM-GM inequality) TrΣn ≥
(det Σ)
1
n and Proposition 3, we get the result.
Theorem 2. (Multivariate improved Chebyshev’s inequality)
Let X ∈ Rn be a continuous random vector with covariance matrix Σ, and f be a
PDF of X.
Let D
def
= {X ∈ Rn|(X − µ)TΣ−1(X − µ) ≥ 2} and m def= (det Σ)
1
2 ‖f‖∞,D .
For any  > 0, the following inequality holds.
Pr(D) ≤ min( n
2
, (2pie)
n
n+2m
2
n+2 ) (25)
Proof. As Chen have shown the inequality Pr(D) ≤ n2 , we prove the inequality
Pr(D) ≤ (2pie)
1
n+2m
2
n+2 . We change the variable as
Y
def
= Σ−
1
2 (X − µ) (26)
fˆ(Y )
def
= (det Σ)
1
2 f(X). (27)
For random variable Y , D can be written as D = {Y ∈ Rn|
∑n
i=1 y
2
i ≥ 2}. We
define a new PDF as
g(y) =

1
Pr(D)
fˆ(y) (y ∈ D) (28a)
0 (y /∈ D) (28b)
n =
∫
Rn
(X − µ)TΣ−1(X − µ)dnx =
∫
Rn
n∑
i=1
y2i fˆ(y)d
ny ≥
∫
D
n∑
i=1
y2i fˆ(y)d
ny
(29)
= Pr(D)
∫
Rn
n∑
i=1
y2i g(y)d
ny ≥ Pr(D)TrΣg,
where Σg is the covariance matrix of g(y) and we use E[y
2
i ] ≥ Σg,ii. Combining
this inequality, Lemma 2 and Lemma 3, we have
1 ≥ Pr(D)
2pie
exp(
2
n
h(g)) ≥ Pr(D)
2pie‖g‖ 2n∞
(30)
From the definition of g(y) and fˆ(y), the equation ‖g‖∞ = 1Pr(D)‖fˆ‖∞,D =
(det Σ)
1
2
Pr(D)
‖f‖∞,D = mPr(D) holds. Substituting this equation to (30), we obtain the
result.
2.3. Application to specific discrete probability distributions. We show
examples of application of Theorem 1 to specific discrete distributions.
Theorem 3. Let Y ∈ Z be a discrete random variable with finite mean µ and
variance σ2, and p be a probability mass function.
Let xL
def
= µ+ 12 − σf , xR
def
= µ+ 12 + σf and σ
2
f
def
= σ2 + 112 .
Let D
def
= {Y ∈ Z|Y ≤ bxLc − 1 or Y ≥ dxRe}.
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Let M
def
= {Y ∈ Z|Y ≤ bxLc or Y ≥ bxRc} and m def= σf maxk∈M p(k).
For any  > 0, the following inequality holds.
Pr(D) ≤ αm, (31)
where α is a root of cubic equation 12piex
3 + ex
2 + 2x− 1m = 0.
Proof.
We define new PDF f as follows.
f(x) = p(bxc) (32)
The mean and variance of f are
E[X] =
∫
R
xf(x)dx =
∑
k
p(k)
∫ k+1
k
xdx = µ+
1
2
(33)
E[(X − E[X])2] =
∫
R
x2f(x)dx− µ2f =
∑
k
p(k)
∫ k+1
k
x2dx− µ2f (34)
=
∑
k
k2p(k) + µ+
1
3
− µ2f = σ2 +
1
12
= σ2f .
For the set Df
def
= {X ∈ R| (X−µ− 12 )2
σ2f
≥ 2}, we have
Pr(D) =
∑
k∈D
p(k) =
bxLc−1∑
k=−∞
∫ k+1
k
f(x)dx+
∫ xL
bxLc
f(x)dx (35)
+
∞∑
k=dxRe
∫ k+1
k
f(x)dx+
∫ dxRe
xR
f(x)dx
≤
∫
Df
f(x)dx = Prf (D
f
 ),
where Prf denotes the probability of PDF f . From Theorem 1, we have
Pr(D) ≤ Prf (Df ) ≤ αmf (36)
where mf = σf‖f‖Df and α is a root of cubic equation 12piex3 + ex2 +2x− 1mf =
0. From the definition of Df , we obtain ‖f‖Df = maxk∈M p(k) and mf = m.
Substituting mf = m to (36), the result follows.
Corollary 2. Let Y ∈ Z be a discrete random variable with finite mean µ and
variance σ2, and p be a probability mass function.
Let xL
def
= µ+ 12 − σf , xR
def
= µ+ 12 + σf and σ
2
f
def
= σ2 + 112 .
Let D
def
= {Y ∈ Z| (Y−µ− 12 )2
σ2f
≥ 2}.
Let M
def
= {Y ∈ Z|Y ≤ bxLc or Y ≥ bxRc} and m def= σf maxk∈M p(k).
For any  > 0, the following inequality holds.
Pr(D) ≤ αm + p(bxLc), (37)
where α is a root of cubic equation 12piex
3 + ex
2 + 2x− 1m = 0.
Proof. Let D′
def
= {Y ∈ Z|Y ≤ bxLc − 1 or Y ≥ dxRe}, we have
Pr(D) = Pr(D
′
) + p(bxLc) (38)
From Theorem 3, the result follows.
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Figure 2. Plots of actual probability and probability bound for
Poisson distribution (p(k, λ) = λ
k exp(−λ)
k! and λ = 4).
In Figure 2, ”Probability” denotes actual probability on the set D
def
= {Y ∈
Z| (Y−µ− 12 )2
σ2f
≥ 2} and ”New bound” denotes the result of Corollary 2.
3. Conclusion
If the supremum of the probability density function is known, we have improved
the Chebyshev’s inequality for 1-dimensional or multivariate continuous probabil-
ity distributions. We have also derived the similar inequality for specific discrete
distributions by using improved Chebyshev’s inequality for continuous probability
distributions.
Future works include expansion to more general discrete distributions and deriva-
tion of tighter bounds.
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