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Abstract
Data augmentation is essential for medical re-
search to increase the size of training datasets and
achieve better results. In this work, we experi-
ment three GAN architectures with different loss
functions to generate new brain MRIs. The re-
sults show the importance of hyperparameter tun-
ing and the use of mini-batch similarity layer in
the Discriminator and gradient penalty in the loss
function to achieve convergence with high quality
and realism. Moreover, huge computation time is
needed to generate indistinguishable images from
the original dataset.
1 Introduction
Innovation in Computer Vision and Deep Learn-
ing is currently enhancing Medical Imaging research
to improve diagnosis, image segmentation, and auto-
mated detection of specific cells or tissues. However,
these recent methods require huge amount of data to
train Neural Network models, and available resources
in the Medical Imaging field are scarce.
On the other hand, new generative methods are
today able to produce human faces with unprece-
dented quality and realism, giving access to unlimited
datasets. The main idea relies on Generative Adver-
sarial Networks (GAN), a dual architecture (see Sub-
section 1.1) which needs intensive hyperparameter tun-
ing to reach high quality on the output images.
The following work presents a detailed comparison
of three architectures to generate high quality Mag-
netic Resonance Images (MRIs), that can be used as
input data for Neural Network training. Image qual-
ity, realism and diversity are studied with different
hyperparameters along with computational efficiency.
The three main methods presented here are: the orig-
inal Deep Convolutional Generative Adversarial Net-
work (DCGAN), a Super Resolution Residual Net-
work (SRResNet) and a Progressive Generative Ad-
versarial Network (ProGAN).
1.1 Related work
The presented architectures are inspired by three
different papers that move the quality of image gen-
eration forward.
Generative Adversarial Networks
Goodfellow et al. [1] introduces the original frame-
work of GANs and presents the first promising results.
The idea consists of training a first Neural Network,
called Generator, that tries to reproduce the input
manifold as accurately as possible; and a second Neu-
ral Network, called Discriminator, that tries to detect
whether an input image comes from the input training
data or the image collection created by the Generator.
Because the Generator and the Discriminator are
competing against each other, the training is usually
unstable and convergence is difficult to achieve. Hy-
perparameters need to be tuned to synchronize the
Generator and the Discriminator. Radford et al. [5],
who introduced DCGANs, shows examples of gener-
ated images from LSUN (Large-scale Scene Under-
standing) and Imagenet-1k, a dataset of human faces.
Super-Resolution GAN
Since 2014 [1], improvements in Deep Neural ar-
chitectures have been made, enabling deeper and better
performing networks. Ledig et al. [4] drew inspiration
from Residual Network to create a Super-Resolution
GAN that can upscale images with high frequency de-
tails. The power of the architecture is its depth (with
16 residual blocks) leading to high accuracy but chal-
lenging configuration. Experiments on the Berkeley
Segmentation Dataset (BSD100) show state-of-the-art
performance although huge computing power is neces-
sary.
Progressive GAN
Finally, Karras et al. [2] recently released a new
technique to increase stability, speed and convergence
during GAN training. The idea is to progressively in-
crease the resolution of the input and output images
while adding deeper and deeper layers in the Generator
and Discriminator. A minibatch standard deviation
layer is also added to the Discriminator to add diver-
sity in the output space and prevent mode collapsing
of the Generator. The paper shows incredible results in
producing high quality faces using the CELEBA-HQ
dataset, created for the experiments.
1.2 Contribution
The presented work defers from previous papers
by analyzing different GAN architectures and several
configurations dedicated to generating Magnetic Res-
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onance Images from a random latent space (noise).
In particular, it goes beyond the work of Kazuhiro et
al. [3] by increasing the resolution and benchmark-
ing convergence and quality of various methods.
The main contributions are:
• successfully generating MRIs from noise with
three different architectures: DCGAN, SRRes-
Net, ProGAN
• the comparison of five loss functions: Original
loss, LSGAN, WGAN, WGAN GP, DRAGAN
• the tuning of hyperparameters to improve conver-
gence and quality
The different architectures and loss functions are
presented in Section 2. Then, a quantitative analysis
on the Open Access Series of Imaging Studies (OA-
SIS) dataset is provided in Section 3. Finally, the paper
concludes with a discussion in Section 4 and conclud-
ing remarks on possible future works in Section 5. The
source code and results are available on the GitHub
repository:
https://github.com/antoinedelplace/MRI-Generation.
2 Method
This Section covers the framework used to gener-
ate MRIs and the hyperparameter tuning process to in-
crease convergence and stability.
2.1 Tested architectures
This work presents three main architectures for
comparison: DCGAN, SRResNet and ProGAN.
DCGAN
The first architecture corresponds to a simple GAN
using convolution layers. The detailed architecture is
presented in Tables 1 and 2. In particular, the input
latent vector of the Generator is drawn from the distri-
bution U(–1, 1), and the Leaky ReLU activation func-
tions in the Discriminator have a slope of 0.2. More-
over, tensor weights are initialized with the distribution
N (0, 0.02).
SRResNet
The second architecture is based on a Residual
Neural Network with deeper layers. After a dense
layer that rescales the input latent vector to the size
64× 16× 16, the Generator is followed by 16 residual
blocks (2 convolutions with 3× 3 kernels). At the end,
4 upsampling blocks generate the 1×256×256 output
image by transferring filters into pixels, as described
in Ledig et al. [4]. In the same way, the Discrimi-
nator is composed of 12 residual blocks separated by
a downsampling convolution layer with 3 × 3 kernels
and stride 2. The only dense layer is the one at the end
of the Discriminator reducing the second to last layer
of size 2048 × 2 × 2 into one scalar. In addition, the
Generator Act. Output shape
Latent vector - 256 × 1 × 1
Dense BN+ReLU 256 × 8 × 8
Conv Trans 5× 5 BN+ReLU 256 × 16 × 16
Conv Trans 5× 5 BN+ReLU 256 × 16 × 16
Conv Trans 5× 5 BN+ReLU 256 × 32 × 32
Conv Trans 5× 5 BN+ReLU 256 × 32 × 32
Conv Trans 5× 5 BN+ReLU 256 × 64 × 64
Conv Trans 5× 5 BN+ReLU 256 × 64 × 64
Conv Trans 5× 5 BN+ReLU 128 × 128 × 128
Conv Trans 5× 5 BN+ReLU 64 × 256 × 256
Conv Trans 5× 5 Tanh 1 × 256 × 256
Table 1: Generator Architecture of DCGAN
Discriminator Act. Output shape
Input image - 1 × 256 × 256
Conv 5× 5 LReLU 64 × 128 × 128
Conv 5× 5 BN+LReLU 128 × 64 × 64
Conv 5× 5 BN+LReLU 256 × 32 × 32
Conv 5× 5 BN+LReLU 512 × 16 × 16
Conv 5× 5 BN+LReLU 1024 × 8 × 8
Dense LReLU 1024 × 1 × 1
Dense Sigmoid 1 × 1 × 1
Table 2: Discriminator Architecture of DCGAN
Discriminator does not use any Batch Normalization in
an attempt to avoid correlations within the batch. The
256-long input latent space is drawn from N (0, 1) be-
fore being normalized, and the tensor weights are ini-
tialized with the He Normal method.
ProGAN
The last architecture corresponds to a Progressive
GAN as described in [2]. Both networks are trained
with increasing image resolutions from 4× 4 to 256×
256, with smooth image resolution transitions to pro-
gressively adapt the architecture. 5×5 kernels are used
for convolutions and the latent input is a 512-long vec-
tor drawn from N (0, 1) before being normalized. Ten-
sor weights are dynamically scaled at each iteration
with the He Normal method. In addition, pixel nor-
malization and mini-batch similarity layer are added to
improve convergence and image diversity.
2.2 Tested loss functions
Because stability is difficult to reach when train-
ing GANs, different loss functions try to regularize and
speed up the convergence. The following notations are
use thereafter:
• the input noise z ∼ pz(z) (uniform or normalized
normal)
• the generator output G(z) ∼ pg
• the input data x ∼ pdata(x)
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• the “probability” D(y), computed by the Discrim-
inator, that y comes from pdata rather than pg
Original Loss
Equation 1 is the original loss introduced in [1] in-
spired by binary cross entropy loss but slightly modi-
fied to prevent vanishing gradient during backpropaga-
tion.
LGAND = – E
[
log
(
D(x)
)]
– E
[
log
(
1 – D(G(z))
)]
LGANG = – E
[
log
(
D(G(z))
)]
(1)
LSGAN
LSGAN (Equation 2) is another loss function that
tries to reduce mode collapsing and vanishing gradient.
LLSGAND = E
[(
D(x) – 1
)2] + E[D(G(z))2]
LLSGANG = E
[(
D(G(z)) – 1
)2] (2)
WGAN
In order to increase stability and convergence,
WGAN (Equation 3) replaces the original Jensen-
Shannon divergence by the Wasserstein distance, a
continuous function where the gradient is more easily
computed.
LWGAND = – E
[
D(x)
]
+ E
[
D(G(z))
]
LWGANG = – E
[
D(G(z))
] (3)
WGAN GP
In addition to the WGAN loss, a gradient penalty
can be introduced to avoid exploding gradient. λ is a
hyperparameter to balance the penalty and α ∼ U(0, 1)
is a random parameter that combines the real and fake
image.
LWGAN GPD = L
WGAN
D + λE
[( ‖∇D(xm)‖ – 1)2]
xm = α · x + (1 – α) · G(z)
(4)
DRAGAN
With the same idea, DRAGAN (Equation 5) in-
troduces a gradient regularization to avoid local min-
ima and mode collapsing. λ is a hyperparameter and
α ∼ U(0, 1) combines the real image with xp ∼
U(0, 0.5σx), a pixel-scaled random noise.
LDRAGAND = L
GAN
D + λE
[( ∥∥∇D(x′m)∥∥ – 1)2]
x′m = α · x + (1 – α) · xp
(5)
2.3 Tricks to improve GAN performance
The presented architectures are the result of a lot
of trials and errors and a deep literature investigation.
During the first steps of the experiments, it had been
noticed that using a one-sided smoothing label (ie
training both networks with D(y) = 0.9 instead of 1.0)
gave better visual results. Moreover, most of the tested
networks have a Discriminator too strong. That is why
the Generator/Discriminator rate r is often greater
than 1 (r = 3 for DCGAN, r = 2 for SRResNet and
r = 1 for ProGAN).
3 Experiments
The different models are trained on a Tesla K80
GPU with a batch size of 64 images. 60 epochs are
used except for the ProGAN which needs 20 epochs
for each change in resolution and after each block tran-
sition (20 ∗ 13 = 260 epochs). The Adam optimizer
performs the minimization of the loss function with
lr = 0.0002 and β1 = 0.5 for DCGAN and SRResNet,
but with lr = 0.001 and β1 = 0 for ProGAN.
3.1 Training dataset
The training dataset comes from the Open Access
Series of Imaging Studies (OASIS). It is composed of
11328 brain MRIs of size 256× 256, scaled to [–1, 1].
3.2 Evaluation measures
Two main quality measures need to be estimated:
the image realism and the generated manifold diver-
sity. To do so, a Principle Component Analysis (PCA)
is performed over the data distribution to obtain 16 or-
thogonal vectors that represent the main variations of
the input manifold (55 %).
Realism ρ is calculated by projecting N = 11328
generated images G on the 16 covariance matrix eigen-
vectors Ei and retrieving the mean of the cosine simi-
larity vector norm.
ρ =
1
N
∑
G
√√√√ 16∑
i=1
(G · Ei)2 (6)
Diversity is evaluated through 2 measures: the total
variation σ of the generated set and the number δ of
covariance matrix eigenvalues which are greater than
1% of σ.
ρ is meant to detect unrealistic images, σ detects
if the images have too few variations whereas δ tracks
mode collapsing.
Finally, an estimation of how the model overfits by
remembering all training images is performed by vi-
sualizing images generated from the interpolation be-
tween two random latent vectors.
3.3 Results
The Figure 1 shows a generated image for each
main architecture. It can be noticed that they are all
close to the original distribution, even if they seem a
bit blurry compared to the ground truth. The quality of
the images can be improved by increasing the number
of epochs, but requires more computation time.
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Figure 1: Generated images, from left to right: DCGAN, SRResNet, ProGAN, Original
Model Loss ρ σ δ
Training dataset - 0.739 409 15
DCGAN DRAGAN 0.718 352 15
SRResNet DRAGAN 0.678 329 16
ProGAN WGAN GP 0.601 331 13
Table 3: Realism and Diversity evaluation
The Table 3 summarizes the evaluation measures
for each architecture. DRAGAN and WGAN GP are
the only loss functions that allow stabilized training.
DCGAN performs better with DRAGAN whereas SR-
ResNet and ProGAN converge only with respectively
DRAGAN and WGAN GP loss. Finally, DCGAN per-
forms better than SRResNet or ProGAN, and SRRes-
Net is the fastest to train (30 hours) compared to DC-
GAN (45 hours) and ProGAN (58 hours).
4 Discussion
The performed experiments reinforce evidence that
GANs are difficult to train and are sensitive to small
changes in the hyperparameters or architecture. How-
ever, it has been shown that using a mini-batch simi-
larity layer in the Discriminator (used in DCGAN and
ProGAN) and controlling the gradient norm (used in
DRAGAN and WGAN GP) are essential to stabilize
the training. On the contrary, the use of noise in the
discriminator or the choice between uniform or nor-
malized Gaussian latent input do not seem to have any
impact on the quality or realism of the results.
5 Conclusion and future work
To conclude, GANs can be used to increase MRI
datasets (data augmentation) and thus enable more ad-
vance training for neural networks. However, huge
computation time is needed to achieve high quality
and realism, and produce generated images indistin-
guishable from the original dataset.
Future work must be focused on training new ar-
chitecture (like StyleGAN) or performing 3D GANs
that can generated 3D images without running out of
memory.
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