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1. INTRODUCTION
According to a long-standing conjecture in model theory, simple groups
of ﬁnite Morley rank should be algebraic. The present paper is part of a
series aimed ultimately at proving the following:
Conjecture 1 (Even Type Conjecture). Let G be a simple group of ﬁnite
Morley rank of even type, with no inﬁnite deﬁnable simple section of degen-
erate type. Then G is algebraic.
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An inﬁnite simple group G of ﬁnite Morley rank is said to be of even
type if its Sylow 2-subgroups are inﬁnite and of bounded exponent. It is of
degenerate type if its Sylow 2-subgroups are ﬁnite. If the main conjecture is
correct, then there should be no groups of degenerate type. So the ﬂavor
of the Even Type Conjecture is that the classiﬁcation in the even type case
reduces to an extended Feit–Thompson theorem. Those who are skeptical
about the main conjecture would expect degenerate type groups to exist.
The Even Type Conjecture conﬁrms that this is the heart of the matter.
We believe that it is realistic to aim at a proof of the Even Type Con-
jecture with existing tools. In the present paper we obtain the following
results:
Theorem 3.4 (Pushing Up). Let G be a simple K∗-group of ﬁnite Morley
rank and of even type, and let Q be a unipotent 2-subgroup of G such that
Q = O2N◦Q, with BN◦Q/Q  SL2K for some algebraically closed
ﬁeld K of characteristic 2. Then N◦Q contains a Sylow◦ 2-subgroup of G.
Theorem 3.5 CGT . Let G be a simple K∗-group of ﬁnite Morley
rank of even type with T a Sylow◦ 2-subgroup. If CGT  < G then G has a
weakly embedded subgroup.
The precise meaning of these results, and the relevant general deﬁnitions,
will be given in the next section. They are natural analogs of results in ﬁnite
group theory which were useful in the classiﬁcation of the ﬁnite simple
groups. In our context we view them as preparatory to an analysis of a
minimal counterexample by the method of amalgams.
The key to all the results of the present paper is the following analog of
a result of Baumann:
Theorem 3.2 [8]. (1) Let G be a group of ﬁnite Morley rank of
even type. Let M be a deﬁnable connected subgroup of G such that
M = M/O2M ∼= SL2K with K an algebraically closed ﬁeld of char-
acteristic 2. Assume that F∗M = O2M. If S is a Sylow 2-subgroup of M
then it contains a nontrivial deﬁnable connected subgroup which is normal in
M and N◦GS.
Stellmacher showed in [27] that this result, or more exactly the structural
analysis needed for this result, can be carried out by the “amalgam” method
(cf. [15]), which by its nature goes over quite smoothly to our context. The
proof of our analog of Stellmacher’s theorem, which follows [27], is given in
an appendix, the main point being that certain issues of connectivity do not
disrupt the argument signiﬁcantly. In addition, a result of Timmesfeld [29]
is very helpful as there is no general represention theory for representations
of SL2 of ﬁnite Morley rank.
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The present paper is a sequel to [1–4, 20, 21]; its results will be exploited
in [10] to eliminate certain components in “parabolic subgroups” which are
the main obstruction to undertaking a classiﬁcation of even type groups
(under a K∗-hypothesis) via the amalgam method. All we need from previ-
ous papers in the series are the main results of [4, 21], reviewed in the next
section. Modulo standard group theoretic facts and some general properties
of groups of ﬁnite Morley rank the present paper is self-contained.
2. PRELIMINARIES
In this section we will review the main facts required for the present
paper. We use some of the basic facts and notions as given in [11] without
explicit reference, but the more substantial points are all given explicitly
below. We have included a ﬁrst subsection on some basic model theoretic
notions which are used in this paper. We hope that this will provide some
background for the reader who wants to concentrate on the group theoretic
aspects of the paper. The four subsections which follow the ﬁrst one review
some of the general theory of groups of ﬁnite Morley rank, while the last
four address more specialized topics directly related to the concerns of the
present paper.
2.1. Model Theory
In model theory, one studies various structures by means of their deﬁnable
subsets. Although the model theoretic deﬁnition of a structure corresponds
to what a mathematician intuitively has in mind, it is appropriate to deﬁne
it rigorously. A structure consists of an underlying set, called the universe,
together with an indexed family of distinguished elements of the universe,
an indexed family of relations on the universe, and an indexed family of
functions with domain a cartesian power of the universe and range con-
tained in the universe. Thus one can think of a group as a structure where
the underlying set is the set of the elements of the given group together
with a distinguished binary function, namely the group multiplication, and
a constant, namely the identity of the group. Evidently this is not the only
way to consider a group as a structure; we could include the inverse func-
tion as part of the group structure. In the ﬁrst version, a group is given by
its multiplicative structure (this is the point of view normally adopted when
deﬁning homomorphisms), while in the second version the inverse function
is part of the structure as well (this is the point of view normally adopted
when deﬁning subgroups). In the long run one may switch freely between
the various points of view available, but when setting up the foundations of
model theory, it is convenient to work with structures of a deﬁnite type.
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More substantial inclusions to a structure can be done in special cases. As
an example, one can add to the structure consisting of the set of real num-
bers together with addition a unary relation denoting the positive numbers.
This would be an example of a group with additional structure. In model
theory the word group is generally used in this more general sense.
The signature of a structure consists of the three index sets involved,
together with a function which speciﬁes for each index i corresponding to
a relation or function the number of variables involved in the correspond-
ing relation or function, its arity. With a class of structures with a ﬁxed
signature one can associate a ﬁrst-order language. A ﬁrst order language 
is a set of symbols together with some rules which distinguish the strings
of symbols which are acceptable from those which are not. The symbols
can be divided into three categories: those which name the elements of
the common signature; the logical symbols, i.e., equality =, negation ¬,
disjunction ∨, conjunction ∧, the universal quantiﬁer ∀, the existential
quantiﬁer ∃; the variables. There are two main rules: no inﬁnite conjunc-
tions or disjunctions are allowed, and only variables are quantiﬁed. With
these symbols and rules one can write ﬁrst-order formulas (i.e., acceptable
strings of symbols). The structures associated with a ﬁxed ﬁrst-order lan-
guage  are called -structures.
An example of a language is that of monoids:  = · 1. Here · denotes
the binary multiplication function while 1 denotes the identity in the struc-
ture. One can expand this language to 1 = · −1 1 where −1 is a sym-
bol for the unary inversion function. This richer language can be seen as
that of groups. The following example is a ﬁrst-order formula in the lan-
guage of monoids (or groups) which express the property of being central:
∀x y · x = x · y. In other words in a structure corresponding to this lan-
guage (i.e., a monoid), any element satisfying this ﬁrst-order formula would
be central in the structure containing it. This is a deﬁnition for the central
elements of a group.
In general a set S is said to be deﬁnable in an -structure  if S ⊆ Mn,
whereM denotes the underlying set of , and the elements of S are exactly
those which satisfy a given ﬁrst-order formula in the language  . The above
example shows that the center of a group is a deﬁnable set.
It is also possible to extend the language  by adding constant symbols
which name elements of a ﬁxed -structure. These are called parameters.
The expansion of a language through the addition of parameters (or any
expansion in general) can eventually allow more sets to become deﬁnable.
An important example of this in the case of groups is the centralizer of a
group element. If we restrict the language to that of groups then there is no
reason why centralizers of elements should be deﬁnable but if g is a group
element and one adds a constant symbol cg to the language to name g, then
x · cg = cg · x is a ﬁrst-order formula which deﬁnes the centralizer of g.
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It is useful to note that a certain set can have more than one deﬁ-
nition. For example if the group SL2 is seen as an -structure with
 = · −1 1, then ZSL2 is also deﬁned by the formula x · x = 1. If
K is a ﬁeld of characteristic 2 and BK denotes the group of 2 × 2 upper
triangular matrices over K with determinant 1, then the centralizer of a
nontrivial unipotent element can be deﬁned either by using an additional
parameter naming this element, or just by the formula x · x = 1.
Once the notion of a deﬁnable set is established one can deﬁne deﬁn-
able relations and functions in the natural way: those relations or func-
tions whose graphs are deﬁnable sets in the given structure. A well-known
example of this is the equivalence relation of being in the same coset of
a deﬁnable subgroup. The corresponding coset space is in fact an exam-
ple of an important notion in model theory: an interpretable set. If  is an
-structure then a set is said to be interpretable in  if it is obtained from
a set deﬁnable in  after factoring out a deﬁnable equivalence relation.
On some structures it is possible to introduce a rank function rk from the
set of sets interpretable in the given structure to the set of natural numbers
which satisﬁes the following four axioms:
(A) If A is an interpretable set, then rkA ≥ n + 1 if and only if
there are inﬁnitely many pairwise disjoint, nonempty, interpretable subsets
of A whose ranks are at least n.
(B) If f is an interpretable function from A into B, then for each
n ∈ , the set b ∈ B  rkf−1b = n is interpretable.
(C) If f is an interpretable function from A onto B whose ﬁbers have
all the same rank n, then rkA = rkB + n.
(D) If f is an interpretable function from A into B then there is
an integer m such that for any b ∈ B, the set f−1b has inﬁnitely many
elements as soon as it has at least m elements.
A structure which admits such a rank function is said to be a ranked
structure. It is worth emphasizing that a ranked structure is not necessarily
what is known as a structure of ﬁnite Morley rank in model theory. The
above axiomatization (more precisely axioms (A), (B), and (C) in some
form) was introduced by the second author in order to concentrate on the
algebraic properties of groups of ﬁnite Morley rank. Later Poizat made
the necessary organization of the axioms and proved the equivalence of
the notion of a ranked group (here the word group is taken in the more
general model theoretic sense mentioned above) and that of a group of
ﬁnite Morley rank [25, Corollaire 2.14 and The´ore`me 2.15].
By a theorem of Macintyre [23], ﬁelds of ﬁnite Morley rank are alge-
braically closed. As for groups, ﬁnite groups are of Morley rank 0. In
this paper are studied the inﬁnite ones of which algebraic groups over
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algebraically closed ﬁelds form one of the most important classes. Indeed
the only known inﬁnite simple groups of ﬁnite Morley rank are simple
algebraic groups over algebraically closed ﬁelds, which gave rise to the con-
jecture in the Introduction of this paper.
Admitting Morley rank is a very strong condition on a group, which is
inherited by its deﬁnable subgroups. Since the natural numbers are well
ordered, one cannot have inﬁnite descending chains of deﬁnable subgroups
(the descending chain condition). This allows one to deﬁne a robust notion
of a connected component of a group G of ﬁnite Morley rank: the intersec-
tion of the deﬁnable subgroups of ﬁnite index. This intersection, denoted by
G◦, is deﬁnable thanks to the descending chain condition. It is exactly the
smallest deﬁnable subgroup of ﬁnite index in G. The descending chain con-
dition allows one to deﬁne also the deﬁnable closure of an arbitrary subset
X of G. Denoted by dX, this is the intersection of the deﬁnable sub-
groups of G which contain X. Again this is a well-deﬁned and deﬁnable
intersection. As a result one can talk about the connected component of
an arbitrary subgroup H of G H◦ is deﬁned as H ∩ dH◦.
Before ﬁnishing this review of relevant model theory, it is worth empha-
sizing that the above axiomatization of Morley rank in the context of groups
has a very practical value in that the rank function is a useful computational
tool. An illustration of this phenomenon is the following rank equality when
G is a group of ﬁnite Morley rank and H is a deﬁnable subgroup:
rkG = rkG/H + rkH
2.2. Generalities
The following two statements are the corollaries of Zil’ber’s Indecom-
posability Theorem which we will need in the paper.
Fact 2.1 [11, Corollaries 5.28 and 5.29]. Let G be a group of ﬁnite
Morley rank.
1. If H is a deﬁnable connected subgroup of G and X is any subset in
G then HX is deﬁnable and connected.
2. The subgroup of G generated by any family of deﬁnable connected
subgroups is again deﬁnable and connected, and it is the setwise product of
ﬁnitely many of them.
The following corollary will be useful in the Appendix.
Corollary 2.2. Let G be a group of ﬁnite Morley rank and let A and
B be deﬁnable subgroups. If A is also connected then AB is a deﬁnable
subgroup of G.
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Proof. Note that AB = Ab  b ∈ BB. Since Ab  b ∈ B is deﬁn-
able by Fact 2.1 2, AB is also deﬁnable.
The following deﬁnition contains some fundamental terminology which is
used frequently in this paper and in many papers related to the classiﬁcation
project of which this paper is part.
Deﬁnition 2.3. (1) A section of a group G is a quotient of the form
H/K where H and K are subgroups of G and K H. Such a section is said
to be deﬁnable if H and K are deﬁnable.
(2) A K-group is a group G of ﬁnite Morley rank such that every
inﬁnite deﬁnable simple section of G is isomorphic to an algebraic group
over an algebraically closed ﬁeld.
(3) A K∗-group is a group G of ﬁnite Morley rank such that every
inﬁnite proper deﬁnable simple section of G is isomorphic to an algebraic
group over an algebraically closed ﬁeld. Equivalently,G is either a K-group,
or a simple group all of whose deﬁnable subgroups are K-groups. As we are
concerned here with techniques relevant to an inductive proof of the Even
Type Conjecture, we conﬁne ourselves in practice to the study of simple
K∗-groups of even type.
2.3. Sylow Theory
There is a good Sylow theory for the prime 2 in our context:
Fact 2.4 [12]. (1) The Sylow 2-subgroups of a group of ﬁnite Morley
rank are conjugate.
(2) If S is a Sylow 2-subgroup of a group of ﬁnite Morley rank then S
is nilpotent-by-ﬁnite and its connected component is the central product of a
deﬁnable, connected, nilpotent subgroup of bounded exponent and a divisible,
abelian 2-group. Moreover, these two subgroups are uniquely determined.
This provides a rather good analog to the general structure of the con-
nected component of a Sylow 2-subgroup in an algebraic group, where
depending on the characteristic we may be dealing with a maximal unipo-
tent subgroup, or the 2-torsion in a torus (semisimple elements).
Accordingly we adopt the terminology suggested by the algebraic case:
Deﬁnition 2.5. (1) A unipotent subgroup is a connected deﬁnable
subgroup of bounded exponent (in our context, typically a 2-group and
hence nilpotent by Fact 2.4).
(2) A torus is a deﬁnable divisible abelian group. For any prime p, a
p-torus is a divisible abelian p-group. (A nontrivial p-torus is not deﬁnable,
but its deﬁnable closure is a torus.)
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(3) A group of ﬁnite Morley rank is of even type if the connected
component of a Sylow 2-subgroup is unipotent and nontrivial.
(4) A group of ﬁnite Morley rank is of odd type if the connected
component of a Sylow 2-subgroup is a nontrivial 2-torus.
(5) A group of ﬁnite Morley rank is of mixed type if the connected
component of a Sylow 2-subgroup is the central product of a nontrivial
unipotent subgroup and a nontrivial 2-torus.
(6) A group of ﬁnite Morley rank is of degenerate type if the connected
component of a Sylow 2-subgroup is trivial (that is, the Sylow 2-subgroups
are ﬁnite).
The conjecture is that degenerate type and mixed type do not arise. The
nonexistence of inﬁnite simple groups of ﬁnite Morley rank of degenerate
type would be a strong form of Feit–Thompson for this context. This is by
far the hardest case to deal with. On the other hand the mixed type case
can be eliminated a priori when working inductively:
Fact 2.6 [20]. A simple K∗-group of ﬁnite Morley rank is not of mixed
type.
Deﬁnition 2.7. Let H be a group of ﬁnite Morley rank.
(1) The connected components of Sylow 2-subgroups are called
Sylow◦ 2-subgroups.
(2) BH denotes the subgroup generated by the unipotent 2-
subgroups of H. (BH is connected by Fact 2.1(2).)
(3) A subgroup of H is called a 2⊥-group if it contains no elements
of order 2.
Fact 2.8 [3, Proposition 3.4]. Let  = GT be a connected K-group of
even type with G and T deﬁnable and connected. Assume that T is a 2⊥-group
which acts on G deﬁnably. Then T leaves invariant a Sylow◦ 2-subgroup of G.
Corollary 2.9. Let G be a connected K∗-group of even type and let
T ≤ G be a torus. If U is a T -invariant nontrivial unipotent 2-subgroup of G
then U is contained in a T -invariant Sylow◦ 2-subgroup of G.
Proof. We consider N◦U with U a maximal nontrivial T -invariant
unipotent 2-subgroup. Then N◦U/U is a K-group to which we can apply
Fact 2.8 and the normalizer condition if U is not a Sylow◦ 2-subgroup of G
in order to get a contradiction.
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2.4. Weak Embedding
Deﬁnition 2.10. Let G be a group of ﬁnite Morley rank. A proper
deﬁnable subgroup M of G is said to be weakly embedded if it satisﬁes the
following conditions:
(i) Any Sylow 2-subgroup of M is inﬁnite.
(ii) For any g ∈ G \MM ∩Mg has ﬁnite Sylow 2-subgroups.
Jaligot has proved the following classiﬁcation theorem:
Fact 2.11 [21]. Let G be a simple K∗-group of ﬁnite Morley rank and of
even type, with a weakly embedded subgroup. Then G is of the form SL2K
for some algebraically closed ﬁeld K of characteristic 2.
This yields:
Fact 2.12 [3, Proposition 2.33; 2, Proposition 5.21; 20, Fact 3.9]. Let G
be a K∗-group of ﬁnite Morley rank of even type and let  G be the graph
whose vertices are the unipotent 2-subgroups of G, with edges between any
two distinct subgroups with inﬁnite intersection. If  G is disconnected then
BG  SL2K for some algebraically closed ﬁeld K of characteristic 2.
Proof. We may assume G = BG and in particular G is connected. By
the deﬁnition of a K∗-group G is either a K-group or a simple group. If it is
a K-group then Proposition 5.21 in [2] and Fact 3.9 in [20] prove the state-
ment. If it is a simple group then the arguments used to prove Proposition
2.33 in [3] show that the stabilizer of a connected component of  G is
weakly embedded in G. Then Fact 2.11 yields the stated identiﬁcation.
Corollary 2.13. Let G be a K∗-group of ﬁnite Morley rank of even type
and let  ∗G be the graph whose vertices are the Sylow◦ 2-subgroups of G,
with edges between any two distinct Sylow◦ 2-subgroups with inﬁnite intersec-
tion. If  ∗G is disconnected then BG  SL2K for some algebraically
closed ﬁeld K of characteristic 2.
Proof. If two vertices S T of  ∗G are joined by a path in  G, then
extending each vertex along that path to a vertex of  ∗G, we see that S
and T lie in the same connected component of  ∗G.
Deﬁnition 2.14. Let G be a group of ﬁnite Morley rank.
1. A 2-local subgroup of G is the normalizer of a nontrivial deﬁnable
2-subgroup of G.
2. OG is the largest connected deﬁnable normal 2⊥-subgroup of G.
3. O2G is the largest normal 2-subgroup of G. If G is of even type,
this is deﬁnable and nilpotent.
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The following result was proved in [3] though stated somewhat differ-
ently; our formulation comes from [4].
Fact 2.15 [3]. Let G be a simple K∗-group of ﬁnite Morley rank of even
type and let H be a 2-local subgroup of G with OH "= 1. Then G has a
weakly embedded subgroup.
Since the stated conﬁguration does not occur in groups of the form
SL2K, by Jaligot’s classiﬁcation theorem we have:
Corollary 2.16. Let G be a simple K∗-group of ﬁnite Morley rank of
even type and let H be a 2-local subgroup of G. Then OH = 1.
2.5. Miscellany
Deﬁnition 2.17. Let G be a group of ﬁnite Morley rank of even type.
EG denotes the subgroup generated by the deﬁnable subnormal qua-
sisimple (i.e., perfect and simple modulo center) subgroups of G. This is
a ﬁnite central product of quasisimple groups; we are more interested in
E◦G, the subgroup generated by the connected subnormal quasisimple
subgroups of G.
Note E◦G ⊆ BG. In addition E◦G is a central product of con-
nected deﬁnable quasisimple subgroups [24]. If G is connected then
EG = E◦G.
Deﬁnition 2.18. Let P be a nilpotent p-group of bounded exponent.
Then the Frattini subgroup #P is the subgroup generated by P ′ and xp 
x ∈ P. In the context of groups of ﬁnite Morley rank, if P is deﬁnable
then #P is deﬁnable since on the one hand P ′ is deﬁnable, and on the
other hand #P/P ′ is clearly deﬁnable in the quotient.
1 and $1 will have their usual group-theoretic meaning: if P is a p-
group then 1P = xp  x ∈ P and $1P = x ∈ P  xp = 1.
Fact 2.19. Let N be a deﬁnable connected nilpotent p-group of bounded
exponent. Then #N is deﬁnable and connected.
Proof. N ′ is connected (Fact 2.1 1), and #N/N ′ = 1N/N ′.
As usual, for any group G of ﬁnite Morley rank we write σG for the
solvable radical of G, the largest normal solvable subgroup of G. It is deﬁn-
able and generated by the normal solvable subgroups of G (Theorem 7.3
in [11]).
Fact 2.20 [1]. Let G be a connected nonsolvable K-group of ﬁnite Mor-
ley rank. Then G/σG is isomorphic to a direct sum of simple algebraic
groups over algebraically closed ﬁelds. In particular the deﬁnable connected
2⊥-sections of G are solvable.
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Fact 2.21 [4]. Let H be a connected K-group of ﬁnite Morley rank of
even type such that O2H = 1. Then H = OH ∗ EH.
Fact 2.22 [5]. Let G be a perfect group of ﬁnite Morley rank such that
G/ZG is a simple algebraic group. Then G is an algebraic group. In partic-
ular, ZG is ﬁnite [19, Sec. 27.5].
Corollary 2.23. If G is a K-group of ﬁnite Morley rank then ZEG
is ﬁnite.
Fact 2.24 [4]. Let L be a K-group of even type with L = L1 × · · · × Lt ,
where the Li are simple algebraic groups. If X is a deﬁnable simple subgroup
of L normalized by a Sylow 2-subgroup of L then X = Li for some i.
We will apply this in the case in which L is a central product of quasisim-
ple algebraic groups, and K is quasisimple, but this amounts to the same
thing.
Fact 2.25 [4]. Let H be a connected K-group of ﬁnite Morley rank and
even type, and let L be a deﬁnable quasisimple subgroup of H such that N◦L
contains a Sylow◦ 2-subgroup of H. Then LH.
Proof. Let S ≤ N◦L be a Sylow◦ 2-subgroup of H. Let H = H/O2H.
By Fact 2.21 H = EH ∗OH and by Fact 2.24, or the remark following,
L is normal in EH and hence in H. In terms of H we have LO2H H.
But O2H ≤ S so LO2H ≤ L ∩ O2H ≤ ZL as L is quasisimple.
As L is perfect, LO2H = 1 by the three subgroups lemma. Thus L =
ELO2HH.
Fact 2.26. Let H be a connected K-group of even type. Then O2H is
connected.
Proof. By Facts 2.20 and 2.22 H/σ◦H is a central product of algebraic
groups over algebraically closed ﬁelds of characteristic 2; hence the problem
reduces to the case in which H is solvable and connected. In this case it is
given in [11, Theorem 9.29].
2.6. Borel–Tits
Fact 2.27 [9; cf. 19, Corollary 30.3 A]. Let G be a reductive algebraic
group and let U be a closed unipotent subgroup of G. Then NGU is con-
tained in a parabolic subgroup U of G such that U ≤ RUU, where
RU denotes the unipotent radical.
Lemma 2.28. Let X be a K-group of even type and let Y be a deﬁnable
connected subgroup of X such that Y = N◦XO2Y . Then Y contains a
Sylow◦ 2-subgroup of X.
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Proof. We may suppose thatX is connected. We set Q = O2Y . By Fact
2.26, Q and O2X are connected. The subgroup QO2X is a connected
2-subgroup, hence nilpotent. Thus N◦O2XQ is nontrivial. As this group is
normalized by Y , it is a subgroup of Q. Hence, NQO2XQ = Q and thus
O2X ≤ Q. Thus we may factor out O2X and assume that O2X = 1. By
Fact 2.21, X = EX ∗OX. We may therefore assume that X = EX.
As Q = O2QZXNXQZX = Y and hence we may pass to X =
X/ZX, a direct product of simple algebraic groups over algebraically
closed ﬁelds of characteristic 2. This is almost the situation to which Fact
2.27 applies, though as the base ﬁelds of the factors may vary one cannot
say that this is literally so. While it would sufﬁce to apply that result to each
factor, we may argue more directly as follows.
Let X∗ be an elementary extension of X in which each direct sum-
mand is uncountable, and of ﬁxed cardinality. Then the base ﬁelds of
the factors may be identiﬁed and X∗ becomes an algebraic group over
an algebraically closed ﬁeld of characteristic 2. Thus after replacing X by
X∗ we may suppose that X is itself algebraic. Then the condition on Y
implies that Q is Zariski closed and hence by Fact 2.27 Y is contained in
a parabolic subgroup P of X whose unipotent radical U contains Q. Then
NUQ ≤ O2Y  = Q so U = Q and Y is a parabolic subgroup of X.
2.7. CGT 
Deﬁnition 2.29. Let G be a group of ﬁnite Morley rank, and let T be a
subgroup (typically a Sylow◦ 2-subgroup). Then CGT  is the subgroup of
G generated by all subgroups of the form N◦GX where X ≤ T is deﬁnable,
connected, and invariant under the action of N◦GT .
This is the notion to which we refer in the CGT  classiﬁcation theorem
stated in Section 1. It would be somewhat more natural to replace this with
the following.
Deﬁnition 2.30. Let G be a group of ﬁnite Morley rank and let T be
a deﬁnable subgroup of G.
1. A subgroup X of T is said to be continuously characteristic in T ,
relative to G, if it is invariant under the action of all connected groups of
automorphisms of T which can be interpreted in G.
2. C0GT  is the subgroup of G generated by N◦GX as X varies
over all deﬁnable, connected, continuously characteristic subgroups of T .
Evidently if X is continuously characteristic in T relative to G then it
is invariant under the action of N◦GT . In particular C0GT  ≤ CGT .
Thus the version of the CGT -theorem based on C0GT  is stronger.
Furthermore it is true and can be proved by paying more attention to issues
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of deﬁnability in the proof of Stellmacher’s theorem. However, as the ver-
sion given here covers all intended applications, we leave this point aside.
2.8. Abelian Sylow Subgroups and Standard Components
The following two facts were proved in [4] under a restrictive hypothe-
sis (“tameness”) which can now be eliminated using Jaligot’s classiﬁcation
(Fact 2.11). This is clear from the presentation in [4], where the theo-
rems were given explicitly in the form of the existence of a weakly embed-
ded subgroup in a minimal counterexample, in the absence of a tameness
hypothesis.
Deﬁnition 2.31. Let A ≤ B ≤ G be three groups. Then A is said to be
strongly closed in B (relative to the ambient group G) if for any elements
a ∈ Ag ∈ G, if the conjugate ag lies in B then it lies in A.
Fact 2.32 [4, 21]. Let G be a simple K∗-group of ﬁnite Morley rank and
of even type. Suppose that G contains an inﬁnite deﬁnable abelian subgroup
A which is strongly closed in a Sylow◦ 2-subgroup of G. The G  PSL2K
with K an algebraically closed ﬁeld of characteristic 2.
Deﬁnition 2.33. Let G be a group of ﬁnite Morley rank, and let L be a
quasisimple deﬁnable subgroup. Then L is said to be a standard component
for G if:
1. CL contains at least one involution.
2. For any involution i ∈ CL L is a component of C◦i (i.e., L is
normal in C◦i, and is accordingly a factor of EC◦i.
Fact 2.34 [4, 21]. Let G be a simple K∗-group of ﬁnite Morley rank and
of even type. Suppose that G has a standard component L of the form SL2K
for some algebraically closed ﬁeld of characteristic 2. Let U be the connected
component of a Sylow 2-subgroup of CL and let A be a Sylow 2-subgroup
of L. If U is nontrivial then AU is a Sylow◦ 2-subgroup of G.
As far as Fact 2.32 is concerned, we will only make use of the case in
which the Sylow◦ 2-subgroups of G are themselves abelian.
2.9. Properties of SL2
The material of this subsection in needed only to carry out the proof of
an analog of Stellmacher’s pushing-up theorem in the ﬁnite Morley rank
context. We need essentially the same facts that Stellmacher uses in the
ﬁnite case, relating to representations of SL2 over the prime ﬁeld. In our
case these will be inﬁnite dimensional representations and some care must
be taken on that account. The following result of Timmesfeld is helpful in
this connection.
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Deﬁnition 2.35. Let G be a group and let V be an elementary abelian
2-group on which G acts, and let A be a subgroup of G. The action of A
on V is said to be quadratic if VAA = 0.
Fact 2.36 [29, Proposition 2.7]. Let V be a X-module where X 
SL2K with K a ﬁeld. Suppose the following:
(1) CV X = 0 and VX = V .
(2) VAA = 0, where A is a maximal unipotent subgroup of X.
Then for some ﬁeld action on vX, the vector space vX is a natural
module for each v ∈ CV A×.
Fact 2.37 [26]. If K is a ﬁeld of ﬁnite Morley rank, every deﬁnable sub-
group of GL2K is either solvable-by-ﬁnite or contains SL2K.
Corollary 2.38. Let G be group of ﬁnite Morley rank which is isomor-
phic to SL2K as an abstract group with K an algebraically closed ﬁeld.
Suppose A is an inﬁnite deﬁnable unipotent subgroup of G. Then for some
conjugate B of A AB = G.
Proof. Let A be as in the statement and let B be a conjugate of A which
does not normalize A. Then H = AB is a deﬁnable connected subgroup
of G by Fact 2.1. If H is solvable then H is contained in a Borel subgroup
of G, contradicting the choice of B. Thus Fact 2.37 applies and H = G.
Lemma 2.39. Let G be a group of ﬁnite Morley rank which is isomorphic
to SL2K as an abstract group with K an algebraically closed ﬁeld of char-
acteristic 2. Let SR be a Borel subgroup with S a Sylow 2-subgroup of G
and R a maximal torus. Then the following hold:
(1) G is generated by S together with any involution i not in S.
(2) Let V be an elementary abelian 2-group on which G acts faithfully
so that GV  has ﬁnite Morley rank, and set f = rkK. Then rkV ≥ 2f .
Proof.
Ad(1). This follows from Corollary 2.38 applied to S Si.
Ad(2). Let V be as stated. We may assume that V is irreducible.
If some nontrivial element v ∈ V satisﬁes rkCGv ≤ f then rk V ≥
rkvG ≥ 2f and we are done. So we assume toward a contradiction that
rkCGv > f for all nontrivial v ∈ V .
Fix v ∈ CV S×. As rkCGv > f , we have C◦Gv > S and thus C◦Gv
has the form SR0 with R0 a nontrivial torus, which is not necessarily
algebraic. Let w be an involution that inverts R0 and set v1 = v + vw.
Note that v1 "= 0; in fact, if w ∈ CGv then by Corollary 2.38, we have
CGv = G. But by assumption, the action of G on V is irreducible.
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Now, wR0 ≤ CGv1. As rkCGv1 > f , C◦Gv1 has a nontrivial
Sylow◦ 2-subgroup Q, which is normal in C◦v1 and in particular is nor-
malized by R0 and by w. But there is no such 2-group Q in G since the
only Sylow 2-subgroups normalized by R0 are S and Sw.
Proposition 2.40. Let G be a group of ﬁnite Morley rank which, as an
abstract group, is isomorphic to SL2K with K an algebraically closed ﬁeld
of characteristic 2. Let A be an inﬁnite deﬁnable 2-subgroup of G, and let
V be a connected elementary abelian 2-group which is a G-module such that
GV  has ﬁnite Morley rank. Suppose CV G = 0. Then:
1. rkA ≤ rkV/CV A.
2. Equality holds only if A is a Sylow 2-subgroup of G, and V is a
natural G-module.
Proof. Let f = rkK. By Corollary 2.38, G = AB with B some con-
jugate of A. As CV G = 0, the natural map V → V/CV A × V/CV B
is injective and thus rk V ≤ 2 rkV/CV A. By Lemma 2.39 (2),
rkV/CV A ≥ f ≥ rkA. This proves the ﬁrst point.
Now suppose rkA = rkV/CV A. Then rkA = f and A is a Sylow
2-subgroup of G. Furthermore rkV/CV A = f so rk V ≤ 2f and by
Lemma 2.39 rk V = 2f .
It remains to be seen that in this case V is a natural module. For this
we use Timmesfeld’s result, Fact 2.36. As rk V = 2f V is irreducible and
thus VG = V . The only point that needs to be checked is the quadratic
action: VAA = 0 where A is a Sylow 2-group of G.
Let X = ⋃CV Ag×  g ∈ G. Then X is the union of pairwise disjoint
sets of rank f and hence rkX = 2f , and X is generic in V . Thus a generic
element of V is ﬁxed by a Sylow 2-subgroup of G.
We claim that every element v ∈ CV A× has C◦Gv = A. Supposing the
contrary, we proceed as in the proof of the previous lemma. We suppose
v ∈ CV A× is centralized by a nontrivial torus R and we take w inverting
R. Consider v1 = v + vw. Then as in the proof of the previous lemma
CGv1 must be a torus. In particular rkCGv1 = f and thus vG1 is also
generic in V . But this contradicts the result of the previous paragraph.
Let T be a maximal torus in NGA. For v ∈ C◦V A× as C◦Gv = A,
the orbit vT is generic in C◦V A and as C◦V A is connected, C◦V A× is a
single orbit under T . But if A1 "= A is a conjugate of A normalized by T
then V = CV A ⊕ CV A1 as a T -module and thus V × = V/CV A× is
also a single orbit under T . Since CV A "= 1, it follows that CV A = V ,
or in other words VA ≤ CV A, and VAA = 0.
The following corollary is an analog of a result given in [27, 28].
Corollary 2.41 ([28]; (2.1) of [27]). Let G be a group of ﬁnite Morley
rank which is isomorphic to SL2K with K an algebraically closed ﬁeld of
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characteristic 2. Let V be a faithful 2G-module. Let S be a Sylow 2-subgroup
of G. Assume that T ≤ S is deﬁnable and nontrivial, and:
(i) V T T  = 1,
(ii) rkV/CV T  ≤ rkT .
Then the following hold:
(a) rkT  = rkV/CV T ,
(b) T = S,
(c) V/C◦V G is a natural 2-module for G,
(d) CV S = V SCV G.
Proof. Point (d) is a special case of (c). We have proved (a)–(c) under
the assumption that CV G = 0. All that we need to prove now is that
CV/C◦V GG = 0.
Let V0/C
◦
V G = CV/C◦V GG. Then V0GG = 1 so by the three sub-
groups lemma V0G = 1, as claimed.
2.10. Balance and Components
We remind the reader that for a group of ﬁnite Morley rank GFG
stands for the Fitting subgroup, the subgroup of G generated by all its
normal nilpotent subgroups. It is deﬁnable and nilpotent (Theorem 7.3
of [11]).
Fact 2.42. Let H be a K-group of ﬁnite Morley rank. Then C◦HF◦H =
Z◦F◦H ∗ E◦H. In particular, if H is solvable then C◦HF◦H =
Z◦F◦H.
Proof. Let K = C◦HF◦H. Then Z◦F◦H ≤ Z◦K. If σK/Z◦×
F◦H is inﬁnite, then as the quotient has a deﬁnable characteristic
abelian subgroup, K contains a characteristic connected nilpotent group N
properly containing Z◦F◦H. Then N ≤ F◦H ∩K◦ = Z◦F◦H, a
contradiction. So σK/Z◦F◦H is ﬁnite.
In particular, as K is connected, KσK ≤ ZK. Thus K K,
σK = 1 and by a standard application of the three subgroups
lemma, K∞ σK= 1. By Fact 2.20 K=K∞σK, and as K is
connected this yields K=K∞σ◦K=K∞Z◦F◦H. Let E = K∞.
As EσK = 1, we have σE=ZE and by Fact 2.20, E/ZE is
semisimple. Hence E ≤ EK ≤ E◦H. Thus K ≤ Z◦F◦H ∗ E◦H
and the reverse inclusion is immediate.
Fact 2.43 [3]. Let H be a connected solvable group of ﬁnite Morley rank
and let S be a Sylow 2-subgroup ofH. Assume S is unipotent. Then S ≤ FH,
and therefore S is a characteristic subgroup of H.
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The following result is known as the Thompson A× B-lemma.
Fact 2.44 [3, 10.4 (i)]. Let G be a group of ﬁnite Morley rank whose
deﬁnable p-subgroups are nilpotent-by-ﬁnite, and let A and P be deﬁnable
p-subgroups of G with A normalizing P .
If B is a deﬁnable subgroup of G containing no element of order p, which
normalizes P and centralizes both A and CPA, then B centralizes P .
The next result is referred to as the L-balance property:
Fact 2.45. Let H be a K-group of ﬁnite Morley rank of even type, and let
U be a 2-subgroup of H. Then E◦CU ≤ E◦H.
Proof. Let T be a torus contained in a component of E◦CU. Let
P be O2H. Now CPU ≤ O2CU, so T commutes with CPU. By
the Thompson A × B-lemma, with B = T T commutes with O2H. As
such tori generate E◦CU E◦CU centralizes O2H. On the other
hand E◦CU also centralizes OH since E◦CU is generated by
unipotent 2-subgroups (Corollary to Fact 2.43). Thus E◦CU central-
izes F◦H = O◦2H ∗OFH. But the connected component of the cen-
tralizer of F◦H in H is Z◦F◦H ∗ E◦H (Fact 2.42), so E◦CU ≤
E◦H.
Fact 2.46. Let H be a connected K-group of ﬁnite Morley rank, of even
type, and let U be a 2-subgroup of H. Then E◦CU EH.
Proof. By Fact 2.22 ZEH is ﬁnite, and EH is a central product of
quasisimple algebraic groups. As H is connected, it acts by inner automor-
phisms on EH. Hence so does U .
By Fact 2.45, E◦CU ≤ EH, so E◦CU = EC◦EHU. As U
acts by inner automorphisms, CEHU is the central product of CLU as
L varies over the factors of EH, and E◦CU is correspondingly the
central product of the groups E◦CLU.
For any factor L of EHU acts on L as a 2-subgroup U of L. If
this group is trivial then ECLU = L, and otherwise ECLU =
ECLU = 1; this last result is a consequence of the result of Borel and
Tits on the relation between unipotent subgroups and parabolic subgroups
given above as Fact 2.27, as explained for example in [17, 13-4; 18, Sec. 3].
3. BAUMANN’S THEOREM, PUSHING UP, AND CGT 
The following analog of a theorem of Stellmacher in the ﬁnite case will
be assumed in the present section. A proof will be given in the Appendix,
following closely the proof as given in [27] and using the information about
SL2K collected in the previous section.
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Theorem 3.1 [27]. Let  be a group of ﬁnite Morley rank of even type.
Let M be a deﬁnable connected subgroup of  such that M = M/O2M 
SL2K for some algebraically closed ﬁeld K of characteristic 2, and F∗M =
O2M. Assume that, for S a Sylow 2-subgroup of M ,
(P) no nontrivial deﬁnable connected subgroup of S is normalized by
both M and NS.
Set Q = O2M L0 = O2M V = QL0, and D = C◦QL0.
Then the following hold:
1. V is an elementary abelian 2-group central in Q.
2. V/V ∩ ZM is a natural 2 M-module.
3. Q = DV , a central product.
4. S/$◦1ZS is an elementary abelian 2-group.
5. Z◦Q is an elementary abelian 2-subgroup.
Here O2M is the smallest deﬁnable normal subgroup H of M such
that M/H is a 2-group; since M =M/O2M is simple, this is the smallest
deﬁnable normal subgroup of M covering M , and it coincides with M∞.
As in ﬁnite group theory F∗G denotes the “generalized Fitting subgroup”
of a group G and for G of ﬁnite Morley rank the deﬁnition follows that in
ﬁnite group theory, F∗G = FGEG.
3.1. The Baumann Pushing Up Theorem
In this subsection we obtain analogues in our context of results from [8].
Theorem 3.2. Let G be a group of ﬁnite Morley rank of even type. Let
M be a deﬁnable connected subgroup of G such that M = M/O2M ∼=
SL2K with K an algebraically closed ﬁeld of characteristic 2. Assume that
F∗M = O2M. If S is a Sylow 2-subgroup of M then the following hold:
1. S contains a nontrivial deﬁnable connected subgroup which is nor-
malized by both M and N◦GS.
2. If in addition
P′ no nontrivial deﬁnable subgroup of S is normalized by both M
and NGS
then there exists an automorphism α deﬁnable in G such that S =
ZO2MαO2M.
Proof. (1) We use the notation of Theorem 3.1 as well as the structural
information provided there concerning the groups QV , and D. Note that
when one assumes that S contains no nontrivial deﬁnable connected sub-
group which is normalized by both M and N◦GS, all the assumptions of
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Theorem 3.1 including (P) are fulﬁlled (G replaces ). We will show even-
tually that V̂ = V N◦GS is normal in M . This will sufﬁce to prove (1) since
it is obvious that N◦GS normalizes V̂ .
Note that Q is connected by Fact 2.26; thus S is connected. As L0 coversM and V ≤ L0 we have S = QS ∩L0 = DS ∩L0. As F∗M = Q and M
is simple, ZS ≤ Q. We note further that Q∩ L0ZS = Q∩L0ZS =
D ∩ L0VZS = VZS.
We set W = VZ◦S. As F∗M = Q, we have W ≤ Q, and by Theorem
3.1 (1) and (5), W is an elementary abelian subgroup central in Q. Let f
denote the rank of the ﬁeld K over which M/O2M is deﬁned. Note that
rkS/Q = f .
A few remarks on the structure of W are in order. We have W/Z◦S 
V/V ∩ Z◦S. By Theorem 3.1 (4) we have S V  ≤ ZS and then by
Theorem 3.1 (2) we ﬁnd V ∩ ZS = S V V ∩ ZM, and rkW/W ∩
ZS = f . If i ∈ W \ZS then as Q ≤ CSi ≤ S, we have CSi = Q by
Theorem 3.1 (2). Expressed in terms of the co-rank, namely co-rk SCSi =
rk S−rk CSi, this becomes co-rk SCSi = f .
On the other hand, suppose i ∈ S\Q is any involution with co-rk SCSi =
f . We will show that i ∈ S ∩ L0ZS. As S = DS ∩ L0 we may write
i = i1i2 for elements i1 ∈ D i2 ∈ S ∩ L0. Now i2 ∈ S ∩ L0\Q, so co-
rk V CV i2 ≥ f because i2 acts nontrivially on the natural module V/V ∩
ZM. On the other hand i1 commutes with V and hence CV i = CV i2.
Thus co-rk V CV i = f .
We claim that CQi = CDiCV i. Suppose d ∈ D v ∈ V , and dv i =
1. Then v i = d i ∈ D ∩ V ≤ CL0. Thus in view of the action of S on
V v ∈ ZS. Thus v d ∈ Ci and our claim is proved. As D ∩ V ≤ Ci
we may work in Q = Q/D ∩ V . Then Q/Ci = D/CDi × V /CV i. As
f ≥ co-rk QCQi = co-rk DCDi+ co-rk V CV i = co-rk DCDi + f , we
ﬁnd D ≤ Ci. On the other hand i2 commutes with D, so D ≤ Ci1. Thus
i1 commutes with DVL0 and hence i1 ∈ ZS. Thus i ∈ S ∩ L0ZS as
claimed.
Now suppose that α is any deﬁnable automorphism of S for which
W α "≤ Q. Then W α\Q ⊆ S ∩ L0Z◦S, and since W α\Q generates W α,
also W α ≤ S ∩ L0Z◦S. Furthermore we claim that W α ∩ Q ≤ ZS in
this case. Let j ∈ W α ∩ Q. Then j ∈ Q ∩ L0ZS = VZS. However,
looking again at the natural module, as j commutes with an involution in
W α ∩ S\Q, this forces j ∈ ZS as claimed.
Thus if W α "≤ Q then W αQ/Q  W α/W α ∩Q has rank f since Z◦S ≤
W α ∩Q ≤ ZS, and hence S = W αQ.
Suppose now β is another automorphism of S for which W β "≤ Q. Then
S = W αQ = W βQ. Take i ∈ W α\Q, and choose j ∈ W β representing the
same nontrivial element of S/Q. Then ij ∈ Q = VD. Let ij = vd with
v ∈ V d ∈ D. Then vdi = vd−1 = vd−1 so viv ∈ V ∩ D ≤ ZM and
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i acts trivially on v in V/V ∩ ZM. As V = V/V ∩ ZM is a natural
module, i ∈ S\Q, and ZS covers iV , we ﬁnd v ∈ ZS and hence ij =
vd ∈ Ci. However, ij ∈ Q ∩ L0ZS = VZS and CVZSi = ZS, so
ij ∈ ZS, and i ∈ W βZS. Thus W α ≤ W βZS◦ = W β.
We claim now that for X any connected group of automorphisms of S
which is interpretable in G, we have W α ≤ Q for α ∈ X. Suppose this fails.
Then there is a unique element W α α ∈ X in the orbit of W under X
such that WW α "= 1, namely the one for which W αQ. Evidently the
same condition applies to W β for any β ∈ X:
If β ∈ X then there is a unique α ∈ X such that W αW β "= 1
Let Ŵ = W X. Then CŴ  = CW X0 for some ﬁnite X0 ⊆ X. Then
X/NW  = X0/NW : if β ∈ X, and α is chosen so that W αW β "= 1,
then there is some β0 ∈ X0 so that W αW β0 "= 1 and as we have seen this
forces W β = W β0 . Accordingly X/NXW  is ﬁnite and as X is connected,
X normalizes W , a contradiction.
In particular W N
◦
GS ≤ Q and thus V̂ = V N◦GS ≤ Q. Thus V̂  L0 ≤
QL0 = V and L0 normalizes V̂ . Furthermore S normalizes V̂ and as
M = L0SM normalizes V̂ . This proves (1).
(2) This is mostly a variation over the ﬁnal argument of part (1).
The proof of (1) shows that if α is an automorphism of S deﬁnable in
G such that W α "≤ Q, then S = W αQ. Therefore it sufﬁces to argue that
such a deﬁnable automorphism exists. If not then W NGS ≤ Q and thus
V̂ = V NGS ≤ Q. Thus V̂  L0 ≤ QL0 = V and L0 normalizes V̂ .
Furthermore S normalizes V̂ and as M = L0SM normalizes V̂ . But V̂ is
deﬁnable by Fact 2.1 (ii), and as a result the assumption (P′) is violated.
Remark 3.3. The proof of the ﬁrst part of the foregoing theorem also
shows that starting with the conﬁguration delivered by the Stellmacher the-
orem, we can ﬁnd a normal subgroup of M which is continuously charac-
teristic in S relative to G, namely the group generated by all V α, where
α varies over all automorphisms of S belonging to any connected group
of automorphisms of S interpretable in G. However, for this to be of any
potential use one would also need to strengthen the Stellmacher theorem
correspondingly.
3.2. Pushing Up to a Parabolic Subgroup
Theorem 3.4 (Pushing Up). Let G be a simple K∗-group of ﬁnite Morley
rank and of even type, let Q be a unipotent 2-subgroup of G such that Q =
O2N◦Q, with BN◦Q/Q  SL2K for some algebraically closed ﬁeld
of characteristic 2. Then N◦Q contains a Sylow◦ 2-subgroup of G.
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Proof. By Fact 2.26, Q is connected. We may suppose that Q is
nontrivial.
Let M = BN◦Q. Let S be a Sylow◦ 2-subgroup of M , and extend S
to T a Sylow◦ 2-subgroup of G. It sufﬁces to show that N◦T S = S.
We make a case division according to whether the conclusion of Theorem
3.2 1 does or does not hold for M; namely:
BT There is a nontrivial connected deﬁnable subgroup X of S
which is normalized by M and by N◦S.
Suppose ﬁrst the condition (BT) holds, and ﬁx X ≤ S accordingly. As
M ≤ N◦X, by Lemma 2.28 S is a Sylow◦ 2-subgroup of N◦X. As
N◦T S ≤ N◦X, we have N◦T S = S, as required.
Now we deal with the case in which condition (BT) fails. We ﬁrst consider
the structure of M . Then by Theorem 3.2 (1) M = F∗M = L×Q. Fur-
thermore Q is elementary abelian, as otherwise we set X = #S = #Q,
and X is connected (Fact 2.19) and normalized by both M and NS and
is nontrivial.
In this situation, we claim that Q is a Sylow◦ 2-subgroup of CL. Let U
be a Sylow◦ 2-subgroup of CL containing Q. Then N◦UQ ≤M = LQ and
N◦UQ ∩ L = 1 so N◦UQ = Q and by the normalizer condition Q = U .
Our ﬁnal goal is to show that L is a standard component in G; then
Fact 2.34 shows that S is a Sylow◦ 2-subgroup of G. As U ≤ CL CL
certainly contains involutions.
Let i be an involution in CL. We must show that L is a component
of C◦i. Suppose ﬁrst that i ∈ Q. Then S ≤ C◦i and S is a Sylow◦ 2-
subgroup of C◦i by Fact 2.28. Thus by Fact 2.25 L is a component of
C◦i.
Now let i be any involution in CL. As Q is a Sylow◦ 2-subgroup of
CL, we may assume that i normalizes Q. In particular, C◦Qi "= 1. Let j
be an involution in C◦Qi. Then L is a component of C◦j and hence of
C◦C◦ij. By Fact 2.46, L is a component of C◦i.
3.3. The CGT  Theorem
In this subsection we prove a “global” CGT  theorem in the context of
simple K∗-groups of even type. In ﬁnite group theory the “local” CGT 
theorem was proven by Aschbacher in [6, 7]. Later Gorenstein and Lyons
gave a proof for K-groups in [16]. Reference [18, pp. 96–98] contains an
outline of “Theorem S” which is a “variation of the global CGT 
theorem” whose proof will be given in later volumes of the same series on
the revision of the classiﬁcation of the ﬁnite simple groups.
We refer to Section 2.5 for the precise deﬁnition of CGT  as used
here, and a comparison with related notions.
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Theorem 3.5 (CGT ). Let G be a simple K∗-group of ﬁnite Morley
rank of even type with T a Sylow◦ 2-subgroup. If CGT  < G then G 
SL2K for some algebraically closed ﬁeld K of characteristic 2.
Proof. With G ﬁxed, we deﬁne MT  = CGT . With  ∗G as in the
statement of Corollary 2.13, we will prove:
∗ MS =MT  when S T  is an edge in  ∗G
From this it follows that the graph  ∗G is disconnected, as otherwise
CGT  would be independent of the choice of T and hence normal in G.
Then Corollary 2.13 applies and the theorem follows. Thus it sufﬁces to
verify (∗).
Suppose toward a contradiction that (∗) fails, and take a counterexample
S T  with rkS ∩ T  maximal. Let Q = S ∩ T ◦ and H = N◦Q. Cer-
tainly Q is a proper subgroup of S and T . We will show in due course that
Theorem 3.4 applies to H.
We claim that there is a Sylow◦ 2-subgroup S1 of G such that MS =
MS1 S1 ∩ H ≥ S ∩ H◦, and S1 ∩ H contains a Sylow◦ 2-subgroup of
H. Indeed, let S1 be any Sylow◦ 2-subgroup of G which contains a Sylow◦
2-subgroup of H containing S ∩H◦. Then rkS ∩ S1 ≥ rkS ∩H > rk Q
since N◦SQ > Q. Hence MS = MS1, as claimed, since otherwise the
choice of the pair S T  is contradicted.
Similarly we may take T1 a Sylow◦ 2-subgroup of G such that MT1 =
MT  and T1 ∩ H◦ is a Sylow◦ 2-subgroup of H containing T ∩ H◦.
As S ∩ T ◦ ≤ S ∩ H◦ ∩ T ∩ H◦ S ∩ T ◦ ≤ S1 ∩ T1. Thus MS1 "=
MT1 and rkS1 ∩ T1 ≥ rkS ∩ T ; so S and T may be replaced by S1 and
T1, which means that we may now suppose that S ∩H and T ∩H contain
Sylow◦ 2-subgroups of H.
With this choice of S and T , we have O◦2H ≤ S ∩T ◦ = Q, so O◦2H =
Q, and by Fact 2.26
O2H = Q
Let H = H/Q. It is easy to see that  ∗H is disconnected, and specif-
ically that u = S ∩H◦ and v = T ∩H◦ lie in different components.
Indeed if Qi is a sequence of Sylow◦ 2-subgroups of H such that Qi
links u to v in  ∗H, then the meaning of this in H is that the Qi are
Sylow◦ 2-subgroups of H such that the rank of any consecutive intersec-
tion Qi ∩ Qi+1 is greater than rkS ∩ T . If therefore Qi is extended to
a Sylow◦ 2-subgroup Ri of H, then by the choice of the counterexample
S T  we ﬁnd MRi = MRi+1 along the path. Thus MS = MT , a
contradiction.
Since H is a K-group and  ∗H is disconnected, by Corollary 2.13 we
have
BH  SL2K with K algebraically closed of characteristic 2.
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Thus Theorem 3.4 applies to H, and H contains a Sylow◦ 2-subgroup of
G. But we also arranged to have S T meet H in Sylow◦ 2-subgroups of H,
so now we have S T ≤ H.
As in the proof of Theorem 3.4, we must again consider whether the
conclusion of Theorem 3.2 (1) applies to BH, or not. If it does, then S has
a nontrivial deﬁnable connected subgroup X which is normalized by N◦S
and by BH, so in particular by T . Hence T ≤MS. But then S and T are
conjugate in MS, say by g. This gives MT  = MSg = MSg = MS,
a contradiction to the choice of S and T .
If on the other hand the conclusion of Theorem 3.2 (1) does not apply
to H, then as before we ﬁnd that BH = Q × L with L  SL2KK
algebraically closed of characteristic 2, and Q elementary abelian. In par-
ticular the Sylow◦ 2-subgroups of H are elementary abelian. As H contains
a Sylow◦ 2-subgroup of G, the same applies to G, so Fact 2.32 applies
to G and G  SL2K with K algebraically closed of characteristic 2, as
required.
APPENDIX: STELLMACHER’S THEOREM
In this section we carry over the results in [27] to the context of groups
of ﬁnite Morley rank of even type, following closely the notation and the
arguments of [27]. There are some deviations from the arguments as given
there: on the one hand the representation theory of SL2K over the ﬁeld
of 2 elements now involves inﬁnite dimensional representations, and in par-
ticular ranks are used rather than dimensions to compare sizes; in addition
rather than passing to a free product with amalgamation (or in graph theo-
retical terms, a tree) we remain in the context of an ambient group of ﬁnite
Morley rank. The latter point avoids issues of deﬁnability.
An important deviation is in the statement of the theorem itself. Our
condition (P) is weaker than the most natural analog of Stellmacher’s con-
dition, and it is essential for applications that the proof goes through with
this assumption.
The entire section will be devoted to the proof of the following theorem,
parallel to the main result of [27] in the ﬁnite case:
Theorem 3.1. Let  be a group of ﬁnite Morley rank of even type. Let M
be a deﬁnable connected subgroup of  such that M = M/O2M  SL2K
for some algebraically closed ﬁeld K of characteristic 2, and F∗M = O2M.
Assume that for S a Sylow 2-subgroup of M:
P no nontrivial deﬁnable connected subgroup of S is normalized by
both M and NS
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Set Q = O2M L0 = O2M V = QL0, and D = C◦QL0.
Then the following hold:
1. V is an elementary abelian 2-group central in Q.
2. V/V ∩ ZM is a natural 2 M-module.
3. Q = DV .
4. S/$◦1ZS is an elementary abelian 2-group.
5. Z◦Q is an elementary abelian 2-subgroup.
The ﬁnite version of this theorem is proven in [27] using the amal-
gam method. We adapt this to our present context. Fix MS as in the
statement of the theorem. By Fact 2.26 S is a connected group. We let
H = NS and G = MH. By Corollary 2.2 G is deﬁnable in , and we
may replace  by G. Set B = M ∩H. Note that B is a Borel subgroup of
M .
A. The Associated Graph
We will consider the bipartite coset graph  of G corresponding to the
pair of subgroups M and H. The two types of vertices will be the cosets of
M and H in G. In particular we will refer to a coset ofM as a vertex of type
M . The edges are the cosets of B in G. An edge Bx has as its vertices the
cosetsMx and Hx. The natural action of G on  is deﬁnable. The following
properties given in [14] apply here.
Lemma A.1 (1.1, [27]). (a)  is connected and bipartite.
(b) G is edge but not vertex transitive on  .
(c) The vertex stabilizers in G are conjugate to M or H.
(d) The edge stabilizers in G are conjugate to M ∩H = B.
(e) For λ ∈  , the vertex-stabilizer Gλ is transitive on the set of vertices
adjacent to λ.
Lemma A.2 (1.2, [27]). No nontrivial deﬁnable connected subgroup of G
is normal in the stabilizer of two adjacent vertices. The kernel of the action of
G on  is a ﬁnite subgroup of O2ZG.
Proof. If K is a deﬁnable subgroup of G which is normal in the stabiliz-
ers of two adjacent vertices, then by edge transitivity we may suppose that
these vertices are M and H. Then K M and K ≤ B, so K ≤ O2M and
condition (P) applies. Hence K cannot be nontrivial and connected.
In particular if K is the kernel of the action of G on  then K ≤ O2M
and K◦ = 1 . As G is connected, K ≤ ZG as well.
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Since we prefer to work with a faithful action, we will factor out the
kernel of the action of G on  , which will not affect our hypotheses. (We
will also have to check the validity of our conclusions in the original context,
at some point.) Thus we will generally suppose:
(∗) G acts faithfully on  .
B. The Module Zα
Notation B.1. Let α α′ be vertices of  .
1. dα α′ will denote their distance in  .
2. G1α is the intersection of the groups Gβ for which dαβ ≤ 1.
3. Qα = O2Gα
4. Zα = $◦1ZT   T ∈ Syl2Gα
5. bα = mindαβ  β ∈  Zα "≤ G1β . Let b = bδ with δ of
type M .
6. α α′ is a critical pair for  if α is of type M , dα α′ = b and
Zα "≤ G1α′ .
Remark B.2. (1) Qα and Zα are of interest only when α is of type M;
otherwise, Qα is the unique Sylow 2-subgroup of Gα, and Zα is $
◦
1ZQα.
(2) For α of type MZα is the critical object of study. We will see
momentarily that this is an elementary abelian 2-group which affords a
nontrivial representation of Gα/Qα  SL2K, which will essentially be the
natural representation.
(3) The parameter bα is well deﬁned (ﬁnite) since Zα is nontrivial,  
is connected, and the action of G on  is faithful. Furthermore bα evidently
depends only on the type of α, so b is also well deﬁned. Large values of
b lead quickly to implausible (and contradictory) conﬁgurations; our main
concern will be with the possibilities b = 2 and b = 4.
(4) The deﬁnition of a critical pair implies that Zα ≤ Gα′ .
Lemma B.3 (1.3, 3.1, [27]). Let α ∈  be of type M . Then:
1. Qα = O2G1α  is a Sylow 2-subgroup of G1α .
2. For T a Sylow 2-subgroup of GαZα > $
◦
1ZT .
3. Zα ≤ $◦1ZQα and CGαZα = Qα.
4. b ≥ 2 is even.
In particular, Gα/Qα acts on Zα, and the action is nontrivial.
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Proof. (Ad 1) We may suppose that α =M . For S a Sylow 2-subgroup
of M , the vertex β = N◦S is a neighbor of α and hence G1α ≤ N◦S.
Hence a Sylow 2-subgroup of G1α is contained in O2M = Qα. On the
other hand M acts transitively on its neighbors, by edge transitivity, so they
are of the form N◦S with S a Sylow 2-subgroup of M . Thus Qα ≤ G1α is
a Sylow 2-subgroup of G1α .
(Ad 2) If Zα = $◦1ZT  we contradict Lemma A.2.
(Ad 3) Again we suppose α = M . Let S be a Sylow 2-subgroup of
M . Then Z◦S ≤ C◦MQα ≤ Qα as F∗M = O2M, so Z◦S ≤ ZQα.
Hence Zα ≤ $◦1ZQα and CGαZα ≥ Qα. But Gα/Qα is simple so by
point (2), CGαZα = Qα.
(Ad 4) As Zα ≤ Qα ≤ G1α we have b ≥ 1. It sufﬁces now to check
that b is even, or in other words, taking α α′ to be a critical pair, we
claim that α′ is of type M . If this is not the case then O2Gα′ , which is
the Sylow 2-subgroup of Gα′ , is contained in G
1
α′ . Since Zα ≤ Gα′ by the
deﬁnition of a critical pair (Remark B.2(4)), we have Zα ≤ O2Gα′ ≤ G1α′ ,
a contradiction.
Lemma B.4 (1.4, [27]). Let α α′ be a critical pair. Then:
1. 1 "= ZαZα′  ≤ Zα ∩ Zα′ .
2. ZαZα′ Zα′  = 1 = Zα′ ZαZα.
3. α′ α is a critical pair.
Proof. By the minimality of b we have Zα ≤ Gα′ and thus Zα normal-
izes Zα′ . As this is a critical pair, however, Zα "≤ Qα′ and thus ZαZ′α "=
1 (Lemma B.3 (Ad 3), (Ad 4)). In particular Zα′ "≤ Qα and thus the
pair α′ α is also critical. So (1), (3) both follow. Lemma B.3 and (1)
imply (2).
Lemma B.5 (2.2, [27]). Let α α′ be a critical pair for  and set Gα =
Gα/Qα. Then:
1. Zα/Zα ∩ ZGα is a natural SL2-module for Gα.
2. Zα′Qα is a Sylow 2-subgroup of Gα.
3. Setting S = Zα′Qα$◦1ZS = ZαZα′ Zα ∩ ZGα◦
Proof. As both α α′, and α′ α are critical pairs, we will ﬁrst suppose
that for the pair under consideration we have
rkZα′/Zα′ ∩Qα ≥ rkZα/Zα ∩Qα′ 
We may also assume Gα =M .
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We apply Corollary 2.41 to Gα and its subgroup T = Zα′ , acting on the
module V = Zα. With this notation, the hypotheses of the corollary are that
Zα is a faithful module (Lemma B.3), that ZαZα′ Zα′  = 1 (Lemma B.4),
and that
rkZα/CZαZα′  ≤ rkZα′ 
which decodes to the condition assumed at the outset.
Corollary 2.41 then yields the following four conditions:
1. rkZα′  = rkZα/CZαZα′ , and thus our results apply equally toα α′ or α′ α;
2. Zα′ is a Sylow 2-subgroup of Gα, which was our second point;
3. Zα/CZαGα is indeed a natural module;
4. CZαZα′  = ZαZα′ CZαGα; this is our ﬁnal claim, taking into
account C◦ZαZα′  = $◦1ZZα′Qα.
C. The Case b = 2
We know that b ≥ 2 is even. In this section we show that the case b = 2
leads to the conﬁguration described in the theorem. Subsequently we will
show that the case b > 2 leads to a contradiction.
Recall that at an early stage we modiﬁed G to ensure that the action on
 is faithful, and that we are presently engaged in verifying the theorem
in that case. Since the present case does not lead to a contradiction, but
rather to conclusions about the structure of G, it will also be necessary to
argue that these conclusions pass over to the general case.
We recall the notation involved in analyzing the structure of M:
Q = O2M L0 = O2M
V = QL0 D = C◦QL0
The following lemma will be useful in this subsection as well as in the
following.
Lemma C.1. If αβ are vertices of type M in  with dαβ = 2, then
Gα ∩Gβ contains a unique Sylow 2-subgroup of Gα and Gβ.
Proof. There is a vertex γ of the form N◦T  adjacent to both α and
β, with T a Sylow 2-subgroup of Gα and Gβ. If the intersection contained
another Sylow 2-subgroup of Gα then by Lemma 2.39 the two together
would generate Gα.
Proposition C.2 (3.2, [27]). Assume that b = 2 and that the action of G
on  is faithful. Then the following hold:
1. Q = DV , and V is an elementary abelian 2-group central in Q.
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2. For S a Sylow 2-subgroup ofMS/$◦1ZS is an elementary abelian
group.
3. Zα = Z◦Qα. In particular, Z◦Q is an elementary abelian group.
Proof. Let α α′ be a critical pair for  with α = M . Then the sub-
groups QL0D V lie in Gα and in particular Q = Qα.
As b = 2, Lemma C.1 implies that Gα ∩ Gα′ contains a unique Sylow
2-subgroup S of Gα.
(1) S = ZαQα′ .
By Lemma B.5 ZαQα′ is a Sylow 2-subgroup of Gα′ . Since it is contained
in Gα as well, it coincides with S. The same applies to Zα′Qα.
(2) Qα = ZαQα ∩Qα′ .
Zα ≤ Qα ≤ S = ZαQα′ . Thus (2) holds.
Now we introduce some additional notation. We ﬁx g ∈ Gα so that
Gα = Zα′ Zgα′ Qα, which is possible since Zα′ covers a Sylow 2-subgroup
of Gα/Qα  SL2K. Set F = Zα′ Zgα′ .
(3) Zα ≤ SZαSgZαZGα.
We work in the natural module Zα = Zα/CZαGα. Then S Zα is a one-
dimensional subspace of Zα, as is Sg Zα. On the other hand SZα =
Zα′ Zα ≤ Zα′ ∩ Zα ≤ CZαZα′ , so S Zα ≤ CZαZα′  and S Zα ∩S Zα′  ≤ CZαF = CZαGα = 1.
Thus Zα = S Zα ⊕ Sg Zα and (3) follows.
(4) Qα = ZαQα ∩Qα′ ∩Qgα′ .
By (1) SZα ≤ Qα′ and SgZα ≤ Qgα′ , so by (3) Zα ≤ Zα ∩ Qα ∩
Qα′ Qgα′ . Now Qα ∩Qα′ ≤ Sg = ZαQgα′ ≤ Zα ∩Qα ∩Qα′ Qgα′ so Qα ∩Qα′ ≤
Zα ∩Qα ∩Qα′ Qα ∩Q′α ∩Qgα′  ≤ ZαQα ∩Q′α ∩Qgα′ , and this combines
with (2) to give (4).
(5) Qα = C◦QαFZα.
Evidently Qα ∩Qα′ ∩Qgα′ ≤ CQαF and thus (5) follows from (4).
(6) FZα Gα.
We have Gα = FQα. Now Qα FZα = CQαFZα FZα ≤ Zα, andF FZα ≤ FZα, so GαFZα ≤ FZα.
(7) Zα ≤ F ' in particular F Gα and L0 ≤ F .
By (3) Zα = Zα′ ZαZgα′ ZαCZαGα = FZα$◦1ZGα. Consider
the factors. We have $◦1ZGα ≤ Zα′ ≤ F . Also Zα′ Zα ≤ Zα′ ≤ F and
Zgα′ Zα ≤ Zgα′ ≤ F . Thus FZα ≤ F .
pushing up and CGT  569
Thus Zα ≤ F and F = FZαGα. As Gα = FQα, the quotient Gα/F is a
2-group and L0 ≤ F .
(8) Qα = DV .
We apply (5). C◦QαF≤D by (7). As Zα/CZαGα=Gα/QαZα/CZαGα,
we have Zα ≤ L0 ZαCZαGα ≤ VD. Thus (8) follows.
(9) #S ≤ D$1ZS
As ZαZα′  centralizes Qα and Zα′ , and S = Zα′Qα, we ﬁnd ZαZα′  ≤
$1ZS. Now S = Zα′Qα = Zα′DV . As V = QαL0 ≤ Qα F =
Zα F ≤ Zα, we ﬁnd S = DZαZα′ .
Let Ŝ = S/D$1ZS. Then Ŝ = Ẑα Ẑα′ . Furthermore ZαZα′  ≤
$1ZS and thus Ẑα Ẑα′  = 1. Hence Ŝ is elementary abelian and (9)
follows.
(10) S/$◦1 ZS is elementary abelian.
The groups #S S and 1#S are contained in D by (9) and
are normal in S. Hence they are normalized by L0S = Gα. But as they are
characteristic in S, they are normal in NS as well. As these groups are
also connected, by our basic assumption (P), this forces them to be trivial.
Thus #S ≤ $1ZS, and as #S is connected, (10) follows.
(11) Z◦S is elementary abelian.
1Z◦S is connected, deﬁnable, and characteristic in S and is contained
in CZQαF which is contained in D. Thus 1Z◦S is normalized by
L0S = Gα and by NS, which by our main assumption (P) implies (11).
(12) Zα = Z◦Qα.
By Lemma B.3(2), Zα ≤ ZQα. As Qα = CQαFZα, we have ZQα =
CZQαFZα. We have CZQαF ≤ ZS so Z◦Qα ≤ Z◦SZα = Zα by
(11).
This proves all parts of the theorem.
Corollary C.3. Assume that b = 2. Then the following hold:
1. Q = DV , and V is an elementary abelian 2-group central in Q.
2. For S a Sylow 2-subgroup of MS/$◦1 ZS is an elementary
abelian group.
3. Zα = Z◦Q. In particular, Z◦Q is an elementary abelian group.
Proof. This is the same statement as the previous without the proviso
that G act faithfully on  . So let K be the kernel of the action of G on  ,
570 altinel, borovik, and cherlin
a ﬁnite central 2-group, and let G1M1 S1 be the quotients of GM S by
K. Set
Q1 = O2M1 L1 = O2M1
V1 = Q1 L1 D1 = C◦Q1L1
By the previous proposition our three claims hold for these groups.
Note that Q1 = Q/K and L1 = L0K/K. Thus V1 = VK/K. We will check
also that D1 = DK/K. Certainly DK/K ≤ D1. Conversely, let D̂ be the
preimage of D1 in G. Then D̂ L0 ≤ K so by Fact 2.1 D̂ L0 = 1 and
D̂◦ ≤ D. As D̂◦ covers D D̂ ≤ D̂◦K ≤ DK.
Ad 1. From Q1 = D1V1 it follows that Q ≤ DVK. Since Q is con-
nected we conclude that Q = DV .
Ad 2. Let S0 be the preimage of 
1◦S1 in S. Then S S0 ≤ K. As
S is connected and K is ﬁnite, by Fact 2.1 we ﬁnd S0 ≤ ZS. Further
S0/K is elementary abelian and #S◦0 is connected, so S◦0 is elementary
abelian. Thus S◦0 ≤ $1ZS. Now #S ≤ S0 and #S is connected so
#S ≤ S◦0 ≤ $◦1ZS.
Ad 3. Let Z1α be Zα computed in G1. It sufﬁces to check that Zα
covers Z1α and that Z◦Q covers Z◦Q1. Let A be the preimage in G
of Z◦Q1. Then AQ ≤ K. As Q is connected, A ≤ ZQ. Thus Z◦Q
covers Z◦Q1. The argument for Zα is similar.
D. The Case b > 2
In this ﬁnal section we eliminate the case b > 2. As b is even, we have
b ≥ 4. The case b ≥ 6 leads more quickly to a contradiction, while the case
b = 4 takes a closer analysis.
Notation D.1. Let (α α′) be a critical pair in  . A path of length b
from α to α′ is ﬁxed, and its vertices are denoted by (α α+ 1     α+ b)
or, counting from the other end, (α′ − b     α′ − 1 α′).
In the next lemma we discuss the prolongation of a path linking a critical
pair “to the left” in a natural way.
Lemma D.2 (2.3, [27]). Let (α α′) be a critical pair in  . Then there is a
vertex β such that dαβ = 2 and:
(a) Zβ "≤ Gα′ .
With such a choice of β we have:
(b) O2Gβ ∩Gα Zα′  = Gα.
(c) (βα′ − 2) is a critical pair.
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(d) If b > 2 then [ZβZα′−2 ≤ ZGα.
Proof. Suppose ﬁrst that β has been chosen satisfying (a) with dαβ =
2. Note that dβα′ = b + 2 as a consequence of condition (a). Let λ
be adjacent to αβ, and let S = O2Gλ = O2Gα ∩Gβ by Lemma C.1.
As λ "= α + 1, S is distinct from O2Gα+1 = Zα′Qα. Thus SZα′  cov-
ers Gα/Qα and hence SZα′  = Gα. This is condition (b). For (c), note
that dβα′ − 2 ≤ b while Zβ "≤ G1α′−2 as otherwise we would ﬁnd Zβ ≤
O2Gα′−1 ≤ Gα′ . Thus βα′ − 2 is a critical pair. Thus (b) and (c)
both hold.
If b > 2 then Zα′−2 Zα′  = 1. As β, α′ − 2 is a critical pair
ZβZα′−2 ≤ Zα′−2 ∩ Zβ. Thus the group ZβZα′−2 is centralized by
Zα′ and also by S as S = Zα′−2Qβ. Now (b) implies (d).
Accordingly we turn our attention to condition (a). Let λ "= α + 1 be
any other neighbor of α. Then as seen above, while checking (b), we have
O2Gλ Zα′  = Gα. We will ﬁnd β adjacent to λ so that Zβ "≤ Gα′ . Then
as β "= α, we have dαβ = 2.
Suppose toward a contradiction that Zβ ≤ Gα′ for every neighbor β of
λ, so that in fact Zβ ≤ Gα′ ∩ Gα′−2 for each such β. Let T = O2Gα′ ∩
Gα′−2 = O2Gα′−1 = ZαQα′ and set Vλ = Zβ  dλβ = 1. Then
our hypothesis amounts to Vλ ≤ T . As T = ZαQα′ this yields VλZα′  ≤
ZαZα′  ≤ Zα ≤ Vλ, and hence Vλ is normalized by Zα′ .
As Vλ is normal in Gλ and O2Gλ Zα′  = Gα, we ﬁnd that Vλ is nor-
malized by Gα as well. This contradicts Lemma A.2.
As a matter of notation, when we apply the foregoing lemma, we will
call the vertex β which is selected “α − 2.” Formally, this has no special
meaning, but it serves as an aide-me´moire.
Proposition D.3 (2.4, [27]). b < 6.
Proof. Suppose towards a contradiction that b ≥ 6. Fix a vertex β =
α − 2 as afforded by Lemma D.2, and let a common neighbor of α and
α− 2 be called α− 1. We consider the following groups:
Vα = ZGαα−2Zα Vα−2 = Z
Gα−2
α Zα−2
Then Vα  Gα and Vα−2  Gα−2. As b > 2 we have Vα ≤ Qα and Vα−2 ≤
Qα−2.
(1) Qα Vα ≤ ZGα.
It sufﬁces to check that QαZα−2 ≤ ZGα. As Zα′−2Qα−2 is a Sylow 2-
subgroup of Gα, we have QαZα−2 ≤ Zα′−2Qα−2 Zα−2 = Zα′−2 Zα−2
and condition (d) of Lemma D.2 applies.
The idea now is to “reﬂect” the “path” α− 2     α′ around α− 2 and
to consider the view from within the resulting long “path.”
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As α − 2 α′ − 2 is critical path, Zα′−2 covers a Sylow 2-subgroup of
Gα−2/Qα−2 and thus we may choose an element t ∈ Gα−2 such that Gα−2 =
Zα′−2 Ztα′−2Qα−2. We consider the sequence of vertices α′ − 2t  α′ −
4t      αt α − 2 α     α′ − 2 in which α − 2 is the central point, and
only the even terms, as indicated, play any real role.
(2) Vα ≤ Gα′−2t .
We check ﬁrst that Vα ≤ Gα′−6t . For g ∈ Gα we have dα α − 2g ≤
2 and dα − 2 α′ − 6t = dα − 2 α′ − 6 ≤ b − 4 and thus dα −
2g α′ − 6t ≤ b. Thus Zα−2g ≤ Gα′−6t and Vα ≤ Gα′−6t .
Now suppose toward a contradiction that Vα "≤ Gα′−2t . Then Vα "≤
Qα′−4t . Thus we may ﬁx i i = 4 or 6, so that Vα ≤ Gα′−it while Vα "≤
Qα′−it . The two possibilities can be analyzed to some extent simultane-
ously.
We ﬁx β ∈ α− 2Gα ∪ α such that Zβ "≤ Qα′−it , and we take β = α
if possible. Set R = ZβZα′−it .
As Zβ ≤ Gα′−it , we have R ≤ Zα′−it . As dα′ − it  α′ − 2t ≤ 4 < b
we have RZα′−2t  ≤ Zα′−it  Zα′−2t  = 1. Thus R centralizes Zα′−2t .
Now dα′ − it  α ≤ b− i + 4 ≤ b so Zα′−it ≤ Gα and thus Zα′−it ≤
O2Gα−1. In particular R ≤ O2Gα−1.
We now consider two cases separately:
Case 1. Zα′−it ≤ Qα.
Then R = ZβZα′−it  ≤ VαQα ≤ ZGα by (1). By the choice of
tGα−2 = Gα−2 ∩ GαZα′−2t  and thus R ≤ ZGα−2 as well. As β ∈
α− 2Gα ∪ α, we have R ≤ ZGβ.
On the other hand we have Zα′−it ≤ Qα ≤ Gβ acting nontrivially on Zβ.
As Zβ = Zβ/CZβGβ is a natural module for Gβ = Gβ/Qβ, the commu-
tator R is nontrivial in Zβ, and thus R "≤ ZGβ, a contradiction.
Now suppose:
Case 2. Zα′−it "≤ Qα.
As dα′ − it  α ≤ b− i + 4 we conclude that i = 4 and that α α′ −
it is a critical pair. Hence β = α.
Now R = ZαZα′−it  ≤ Vα−2Qα−2 ≤ ZGα−2 by (1).
We have Gα ≤ O2Gα−1 Zα′  and hence Gαt ≤ O2Gα−1t  Zα′t .
But R centralizes Gα−2; hence O2Gα−1t , and dα′ − 4t  α′t = 4 < b,
so R ≤ Zα′−4t ≤ Qα′ t and RZα′ t  = 1. Thus R centralizes Gαt and as
t centralizes R, we have R ≤ ZGα as well. But Zα = Zα/CZαGα is
a natural module for Gα/Qα, and R = ZαZα′−it  with Zα′−it acting
nontrivially, a contradiction.
(3) VαZα−2Zα, and Qα ∩Qα−2 are normal in Gα−2.
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Zα−2Qα′−2t is a Sylow 2-subgroup of Gα′−2t as α − 2 α′ − 2 is a
critical pair, but this is a subgroup of VαQα′−2t which is a 2-group by
point (2). Hence Vα ≤ Zα−2Qα′−2t .
Gα−2 is generated by Gα−2 ∩Gα and Zα′−2t .
Now Gα normalizes Vα and VαZα′−2t  ≤ Zα−2Qα′−2t  Zα′−2t  ≤
Zα−2 ≤ Vα. Thus Vα is normal in Gα−2.
Again, Gα−2 ∩Gα normalizes Zα−2Zα and by the calculation of the pre-
vious paragraph Zα′−2t  ZαZα−2 ≤ Zα′−2t  Vα ≤ Zα−2 so Zα′−2t also
normalizes Zα−2Zα. Thus Zα−2Zα is normal in Gα−2.
Finally, Qα−2 ∩Qα = CGα−2ZαZα−2.
(4) Qα ∩Qα−2 Gα.
Let X be the normal closure of Qα−2 ∩Qα in Gα Then X ≤ Qα and our
claim is that X ≤ Qα−2.
Let Y = VαQα ∩Qα−2. By (1) Y is central in Gα and thus Y = VαX
as well.
Since Y is central in Gα it centralizes a Sylow 2-subgroup of Gα−2. But
Y is normal in Gα−2 by (3), so Y is central in Gα−2. Thus Zα−2X ≤
VαX ≤ ZGα−2. As Zα−2 = Zα−2/CZα−2Gα−2 is a natural module and
Zα−2X = 0, we ﬁnd X ≤ Qα−2 as claimed.
The ﬁnal contradiction is derived as follows. As α− 1 is conjugate under
Gα to α + 1, α − 2 is conjugate under Gα to a neighbor λ of α + 1.
Suppose λ = α− 2g with g ∈ Gα. As dλ α′ − 2 < b, we have Zα′−2 ≤
Qα ∩ Qλ = Qα ∩ Qα−2g = Qα ∩ Qα−2 by (4). Then Zα′−2 Zα−2 = 1,
while α− 2 α′ − 2 is a critical pair, a contradiction.
Proposition D.4 (3.3, [27]). b "= 4.
Proof. Suppose toward a contradiction that b = 4. Fix a critical pair
(α α′). Choose α − 2, and then α − 4, in accordance with Lemma D.2 so
that dα α − 2 = dα − 2 α − 4 = 2 and α − 4 α and α − 2 α + 2
are critical pairs.
(1) Zα = Zα ∩ Zα+2ZαZα−4.
This reﬂects the fact that the module Zα = Zα/CzαGα is a natu-
ral module. Zα−4 covers a Sylow 2-subgroup of Gα/Qα so Zα−4 Zα is
a one-dimensional subspace of this module, and similarly Zα′ Zα is a
one-dimensional subspace. As Zα′ and Zα−4 generate Gα modulo Qα, by
Lemma D.2(b), we ﬁnd Zα = Zα−4 Zα ⊕ Zα′ Zα.
As Zα′ Zα ≤ Zα′ ∩ Zα centralizes Zα′Qα = O2Gα+1, we have
Zα′ Zα ≤ Zα ∩ Zα+2 and (1) follows.
We introduce the following additional notation:
U = ZαZα−2Zα+2 D˜ = Qα−4 ∩Qα−2 ∩Qα ∩Qα+2 ∩Qα′ 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We observe that U is a subgroup with U ′ = Zα−2 Zα+2 "= 1, as Zα cen-
tralizes all three factors and Zα−2 Zα+2 ≤ Zα−2 ∩ Zα+2, since b = 4.
(2) Qα = D˜ ∗U
This is similar to the proof of point (4) in Proposition C.2. As Zα−2 ≤
Qα ≤ O2Gα+1 = Zα−2Qα+2 we ﬁnd Qα ≤ Zα−2Qα ∩ Qα+2. Similarly
using successively Qα ∩Qα+2 ≤ O2Gα+3 = ZαQα′ and Qα ∩Qα+2 ∩Qα′ ≤
O2Gα−1 = Zα+2Qα−2 we ﬁnd Qα ≤ U · Qα−2 ∩Qα ∩Qα+2 ∩Qα′ .
For the ﬁnal step, Qα−2 ∩ Qα ∩ Qα+2 ∩ Qα′ ≤ O2Gα−3 = ZαQα−4 =
Zα ∩ Zα+2Qα−4, using (1), and as Zα ∩ Zα+2 ≤ Qα−2 ∩Qα ∩Qα+2 ∩Qα′ ,
we ﬁnd Qα = U · D˜, and the two factors evidently commute.
(3) UZGα Gα
Set
F = Zα−4 Zα′ 
By Lemma D.2(b), Gα = FQα. By (2) UQα ≤ U so it remains to be seen
that FU ≤ UZGα.
Let U0 = UUF. Then U0 = UU0 ∩ D˜. Now U0 centralizes D˜ and D˜
centralizes F and U , so U0 ∩ D˜ ≤ ZGα, and (3) holds.
(4) U = UZ◦Gα/ZαZ◦Gα is a nontrivial Gα/Qα-module.
Point (3) implies that Gα/Qα acts on U . It remains to show that this
action is nontrivial.
If α− 1g = α+ 1 we will show that g acts nontrivially. Let λ = α− 2g.
Then dλ α + 2 ≤ 2 and hence ZλZα+2 = 1. As Zα−2 Zα+2 "= 1 it
follows easily that the action of g on U is nontrivial.
(5) Zα′ acts quadratically on U .
U = Zα−2Zα+2 where the bar refers to factoring out ZαZ◦Gα. As Zα′
centralizes Zα+2 it sufﬁces to consider the action on Zα−2.
Now Zα−2 Zα′  ≤ Qα+2. As Qα+2 ≤ O2Gα′−1 = ZαQα′ , we have
Qα+2 Zα′  ≤ ZαZα′  ≤ Zα. Thus Zα−2 Zα′ Zα′  ≤ Zα and (5) follows.
(6) U is a natural module for F/CFU.
Here F = Zα−4 Zα′  as in (3). As Qα acts trivially on U and FQα =
GαF/CFU  Gα/Qα is of type SL2.
We apply Corollary 2.41 with G = F/CFU and T = Zα′ . In view of
point (5), we need only check that rkU/CUZα′  ≤ rk Zα′ , which is clear,
to conclude that U/CUF is a natural module. But rk U ≤ 2f where f is
the rank of the base ﬁeld, so U must itself be a natural module.
(7) Z◦Gα ≤ Zα.
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We know Z◦Gα ≤ Qα. We need to show that Z◦Gα is elementary
abelian. Let S = O2Gα+1 = Zα′Qα. It sufﬁces to show that Z◦S is ele-
mentary abelian.
ZS ≤ Qα and U ∩ D˜ ≤ ZGα so ZS = ZS ∩ U ∗ ZS ∩
D˜. By (6) rkU = rkZα−2 + rkZα+2, so U ∩ ZGα◦ ≤ Zα.
Hence #Z◦S ≤ ZD˜ ≤ ZGα. Our original hypothesis (P) forces
#Z◦S = 1 and (7) follows.
After these preparations we reach a contradiction as follows. By (7) the
action of Gα on U is induced by an action on U . By (6) this action is
transitive on U×. If u ∈ U\Zα is an involution, then the class uZα consists
entirely of involutions. By transitivity of the action, U is elementary abelian.
But U ′ "= 1.
This contradiction shows that b "= 4.
Proof of Theorem 31. Lemma B.3 and Propositions C.2, D.3, and D.4
yield the result.
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