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According to a result of A. Ghizzetti, for any solution y(t) of the differential 
equation 
II ~I 




II lg,(x)lx “-‘-I dx < cc (O<i<n- l), 
either y(t) = 0 for t > 1 or there is an integer r with 0 < r < n - 1 such that 
lim,,, y(t)/P exists and #O. Related results are obtained for difference and 
differential inequalities. A special case of the former has interesting applications in 
the study of orthogonal polynomials. 
1. INTRODUCTION 
The study of asymptotic behavior of difference equations was initiated by 
the following result of H. Poincart: [ 14) (see also [ 10, p. 526 in Chap- 
ter XVII] and [ 13, p. 300 in Kapitel 10, Section 61). 
* This paper was written in part during the first author’s visit at the Institute for Advanced 
Study, Princeton, New Jersey, in the summer of 1981. This material is based upon work 
supported in part by the National Science Foundation under Grants MCS 8100673 (first 
author) and MCS 8 10 1720 (second author), and in part by the PSC-CUNY Research Award 
Program of the City University of New York under Grant 13937 (first author). 
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THEOREM I. Let n > 1 and let f be a function defined for integers k > 1 
such that f(k) # 0 infinitely often. Suppose that f satisfies the recurrence 
equation 
n-l 
f(k+n)+ s aj(k)f(k+j)=O (k> 11, 
j=O 
where lim k+oo ai = aj (0 <j< n - l), and the zeros Cl ,..., C,, of the 
equation (called characteristic equation) 
n-1 
z” + x ajzj = 0 
j=O 
all have distinct absolute values. Then 
,‘\’ f@ + 1 >/f @I = C, 
for some I with 1 < I ,< n. 
This means in particular that a solution f of the above equation does not 
oscillate provided all the <,‘s are different from 0. Unfortunately, the 
assumption on the absolute values of the zeros of the characteristic equation 
is often too restrictive. In particular, of special interest are perturbations of 
the equation A*f = 0, where A is the forward difference operator, that is, 
Af (x> = f (x + 1) -f(x), 
Aof = f, and Aj”‘f = A(Ajf) (j > 0). In this context, the following was shown 
by T. S. Chihara and P. G. Nevai [5, Theorem 4 on p. 3771. 
THEOREM II. Suppose that f satisfies the dtzerence equation 
A *f(k) = a kt JV + 2) + bkf (k + 1) + ad-(k) (k 2 11, (1) 
where 
’ k(la,I + lbkl) < Co. 
k=l 
Then either f (k) = 0 for every large enough k, or lim,,, f (k)/k’ exists and 
#Ofor r=O or 1. 
They used this result to give an elementary proof of a theorem of J. S. 
Geronimo and K. M. Case [7, Theorem l(iii)(c) and (d) on p. 4731 on 
characterizing the support of measures associated with certain orthogonal 
polynomials-cf. Theorem 1 on p. 371 of their paper (5 1. The result 
505/53 2 8 
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analogous to Theorem II for differential equations is due to R. E. Bellman; 
cf. [3, Theorem 5 on p. 141: 
THEOREM III. Suppose that f satisfies the difirential equation 




t 1 g(t)\ dt < 00. 
I 
Then either f(t) = 0 for all t > 1 or lim,,, f (t)/t’ exists and #O for r = 0 
or 1. 
F. V. Atkinson [I, Theorem 12.5.2 on p. 3891 slightly generalized this 
theorem by formulating a result about an integral equation involving Stieltjes 
integrals that implies Theorem III as well as the analogous result for the 
difference equation 
A’f(k) + a,f(k) = 0 
under the assumption 
However, Atkinson’s result does not imply Theorem II above, and there 
seems to be some difficulty in modifying Atkinson’s formulation in a natural 
way so as to obtain a result that implies both Theorems II and III. Belman’s 
proof of Theorem III does not seem to lend itself to generalizations in that it 
does not appear possible to apply his method to prove the result in the 
abstract above even in the case n = 2 because of the presence of the term 
g1(t)Y’(t>- 
The result of Bellman grew out of investigations by 0. Haupt, who studied 
the equation given in the abstract above, and proved that the assumptions 
there imply that lim,,, y (n-“(t) exists, but may be equal to 0; see [8, Satz 
on p. 2891. Haupt’s result actually goes somewhat further in that he showed 
this for the inhomogeneous equations obtained from the equation in the 
abstract by replacing the 0 on the right-hand side by a function whose 
integral in the interval (1, t) has a limit as t + co (the integral on (1, co), 
however, need not exist, i.e., it need not be absolutely convergent). Our 
Lemma 2 below is essentially the same as Haupt’s result for the 
homogeneous equation. After some straightforward modifications, our proof 
for Lemma 2 can be used to prove Haupt’s result for the inhomogeneous 
equation as well. 
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Haupt’s result was also proved independently but slightly later by J. E. 
Wilkins [ 19, Theorem I on p. 3881. Another proof can be found in R. E. 
Belmann [2, Theorem 7 on p. 891. Approximately at the same time that 0. 
Haupt proved his result, M. L. Boas, R. P. Boas, and N. Levinson (41 
established this result for the particular case n = 2. Nonoscillation results for 
the equation in Theorem III were also studied by E. Hille [9] and other. 
Under much stronger assumptions than those in Theorem III, one can get 
results about the stability at infinity of solutions of systems of differential 
equations. We will only state a very special case, related to Theorems II and 
III, of a result of V. A. YakuboviC [20, Theorem 21 on p. 3641 (see also 
Nemytskii and Stepanov [ 11, Theorem 2.531 on p. 1991). 
THEOREM IV. Suppose that f satisfies the differential equation 
f’“‘(t) + s(t) f(t) = 0 (t > 11, 
where n > 1 and 
c 
cc 
x 2n-2 1 g(t)1 dt < 03. 
‘1 
Then there is a polynomial P(t) of degree <n such that 
$I If(t) - P(t)1 = 0. 
We point out that the special role played by the equation y(“) = 0 is rein- 
forced by this theorem, since for perturbations of other linear equations the 
quoted theorem of YakuboviE gives a similar conclusion (where 
“polynomial” has to be replaced by “a solution of the unperturbed 
equation”) usually under weaker assumptions. 
The goal of this paper is to generalize Theorems II and III for linear 
difference and differential inequalities of arbitrary order n, whereby we also 
strengthen the assertion for the case n = 2. Our main results are Theorems 1 
and 3 below. It is conceivable that Theorem 3 below has applications for 
orthogonal polynomials similarly as Theorem II does. Orthogonal 
polynomials satisfy a second-order recurrence equations, and it may 
occasionally be advantageous to rewrite this equation as a more manageable 
higher-order recurrence equation. This was done in [ 12, Lemma 1 on p. 3731, 
where the original second-order recurrence equation was rewritten as a 
fourth-order equation. 
Note added in proof. We express our gratitude to professor Donald A. Lutz of the 
University of Wisconsin at Milwaukee, who pointed out that the theorem quoted in the 
abstract is known (see e.g., 121-241). 
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2. DIFFERENTIAL INEQUALITIES 
We are now going to state our result generalizing Theorem III. All 
integrals below are Lebesgue integrals, and all functions whose integrals are 
taken are assumed to be measurable (but not necessarily integrable); this 
assumption of measurability only applies to the functions themselves, and 
not to their derivatives, even if those are integrated. For example, the 
measurability of Sin) in Theorem 1 and Lemma 2, and off’*’ in Lemma 3, 
below, is a consequence of a well-known theorem of Lebesgue in integration 
theory, and is not covered by the implicit measurability assumption made 
above. 
THEOREM 1. Let n > 1. Suppose that the function f is differentiable 
n - 1 times in [ 1, 03) and f ('-l) is absolutely continuous. Suppose, further, 
that f satisfies the dt@erential inequality 
n-1 
If'"'(t)l G C, giCt) If'i'(tJl 
i=O 
where gi > 0 and 
I 
co 
gi(x)x”-i-l dx < co 1 
a-e. in [l, CO), (3) 
(O<i<n- 1). (4) 
Then either f (t) = 0 for t > 1 or there is an integer r with 0 < r < n - 1 such 
that 
!i", fW' exists and +O. (5) + 
Theorem 1 is the immediate consequence of the following result. 
THEOREM 2. Assume that all the conditions of Theorem I are satisfied. 
Then either f vanishes for all t > 1 or there exists an integer r with 
0 < r < n - 1 such that 
;iI f(j)(t) = f (qc0) existsforr<j<n- 1, (6) 
and 
f (r)(co) # 0 and f(j)(,) = 0 for r<j<n-1. (7) 
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Moreover, there exists a constant M such that 
If(j)(t) - f’j’(co)l < M L$O lfrn g,(x) xnpipl dx 
holdsfort>l andr<j<n-1. 
(8) 
On the basis of the proof of this theorem below, it is possible to give an 
estimate for the size of the constant M in (8). In fact, writing 
and choosing a r, > 1 such that 
Wo) e I(TO) <I --. 2, 
one can show that (8) holds for t > r,, with 
M = 11 max( /f’i’(r,,)l: 0 < i < n - 1 }. (9) 
This estimate for M may be useful when making calculations with the 
differential equation described in the abstract, given initial values f”‘(rJ, 
0 < i < n - 1. In fact, supposing that the value of r is known, one may 
calculate a t, > r,, such that 
M 9 I-a) gi(x)x”-i--’ dx < t If(t 
i=O’t, 
where M is given by (9). Then (8) with j = r implies that 
If”‘(t) - f(“(~ >I < t If”‘(t,)l (10) 
holds for t > t,. From this inequality it follows that f”‘(t) # 0 for t > t,. 
Then one may be able to calculate numbers (tr <) t,- i < t,-, < a.. < to such 
that f”‘(t) # 0 for t > ti (0 < i < r - 1) simply by noting that f”‘(t) is 
monotonic for t > ti+ i and tends to fco. This way it may be feasible to 
calculate all zeros off(t). 
In practice, however, one may not known the value of r. Even in this case, 
(9) can be used to disprove the hypothesis r = I for some I with 
0 < I,< n - 1. To this end, it is enough to find a t, > r. such that 
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where M is given by (9), and then to find a t > t, such that we have 
If now 1= r, then (10) should be valid, in contradiction to the last inequality. 
This approach to disprove I = r is expected to work in case I < r, since 
lim,,, f(‘)(t) = *co then, but it will clearly not work in case 1 > r, since 
then (8) is satisfied with I= j. 
To prove Theorem 2 we need several lemmas. Part (i) of the first one of 
these is well known and is usually called Gronwall’s inequality; see 
Titchmarsh [ 18, Lemma 5.2 on p. 971. 
LEMMA 1. Letf, g>O on (0, a3) and C>O. 
(i) Suppose that 
f(x) < C + j; f(t) s(t) dt < ~0 (x > 0). 
Then 
f(x) < C ev lx g(t) dt (x > 0). 
0 
(ii) Suppose that 
f(x) < c + 1” J-(t) g(t) dt < aJ (x > 0). 
x 
Then 
f(x) < C ev jrn g(t) dt (x > 0). x 
Proof. Part (ii) follows from part (i) via the substitution t’ = l/t; hence, 
we will only prove part (i). We may assume C > 0 for this. Writing 
F(x) = C + Ixf(t) g(t) dt (x > o>, 
0 
we have F’(x) =f(x) g(x) a.e. As f(x) <F(x), it follows that P’(x) < 
F(x) g(x) a.e. Thus 
a.e., 
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where the division by F(x) is permissible, as F(x) > C > 0. Integrating this, 
we obtain that 
lW’(xMO)) Q ix g(t) dt. 
0 
Noting that F(0) = C and f(x) <F(x), the desired result follows. This 
completes the proof of the lemma. 
LEMMA 2. If the assumptions of Theorem 1 are satisfied then 
lim,,, f (“-‘j(t) exist. 
ProoJ Our first goal is to show that f (“-l)(t) is bounded. To this end, 
observe that (3) implies 
If (np “(t) - f (‘- I)(b)1 < -‘:, z; g,(x) 1 f (i’(x)l dx (11) 
for 1 < to < t. According to Taylor’s formula with the integral remainder 
term, forx> 1 and O<i,<n--2 we have 
n-i-2 
f (O(x) = r 
JTO 
f (it.0 (1)(x - l)‘/j! 
1 x + I (n-i-2)! , 
(x - S)n-i-lf(n-l)(s) ds 
=Pn-i-2(x) + (x - s)n-i-2f(~-ys) ds, 
where P n _ i _ *(x) is a polynomial of degree <n - i - 2 in x whose coefficients 
depend only on f (k)( l), k = O,..., n - 2. Substituting this into (11) with to = 1, 
we obtain that 
p-‘“-l’(t)1 <If +‘)(I)[ +Jrn F2 g/(x> IPn-ipz(x)l dx 
1 i=O 
+!I’ z; gi(x)j;x”i-2 If’“-“(s)ldsdx 
+ (’ g,- l(x) If (“-l’(x)1 dx, 
1 
where we wrote co for upper limit of the first integral, replaced x - s by x in 
the third term on the right-hand side, and omitted the factors l/(n - i - 2)! 
from there. It follows from (4) that the first integral on the right-hand side is 
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convergent. In fact, by looking back on the definitions of the polynomials 
Pn-i-2, it follows that this integral is 
n-2 
< C ci I f'i'(1)19 
i=O 
where the positive numbers ci depend only on the integrals in (4). 
Interchanging the integrals in the third term on the right-hand side and then 
extending the domain of integration to co in the inner integral, and writing 
C - 1, we obtain n-1 - 
n-1 
If’“- “(Z)l < x ci If”‘( 1)l 
i=O 
+ J: If’“-l’(s)1 (5’ j” xneie2gi(X) dX + g,- I(S)) dS 
lro s 
for any t > 1. Note that the integrals on the right-hand side are convergent in 
view of (4), since f+l’ was assumed to be continuous. Hence we obtain 
from here by Lemma l(i) that 
n-1 
If’“-l’(t)/ < F- c.f”‘(l) 
,CO 
L 
- exp x”-‘-‘gi(x) dx + g,ml(s) ds 
holds for every t > 1. Changing the limit of the outer integral to co on the 
right-hand side and then interchanging the order of integration, we obtain by 
(4) that 
If’“-“(t)l < c 
for any t > 1, where c depends only onf’“(1) for i = O,..., n - 1 and on the 
integrals in (4). Thus the boundedness off’“-“(t) is established. 
Integrating this inequality n - i - 1 times for i = 0, I,..., lz - 1, we obtain 
that there is a c’ depending only on J’j’( 1) for j = O,..., n - 1 such that 
If(i)(t)1 < Ctn--i-l + Ctfn-i-2 (t> l,O<i<n- 1). 
Substituting this into (1 l), it follows from (4) that 
(12) 
,,+in, p-‘“-“(t) -f+“(t,)( = 0, 
i.e., that lim,,, p-lyt> =fG-I’( ) co exists. This completes the proof of the 
lemma. 
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We can now easily derive (8) withj = n - 1; thus, iff’“-“(oo) # 0 then 
Theorem 2 follows with r = n - 1. Indeed, making t + co in (11) and then 
replacing t, by t, we obtain that 
If'"-"(t) -f'"-"(oo)l <Jrnz; gi(x) If"'(x)l dx @a 1). (13) 
f 
Equation (8) with j = n - 1 now follows with the aid of (12). Thus 
Theorem 2 is established in case f’“-“(co) # 0. If, on the other hand, 
f’“- “(co) = 0, then we obtain from (13) that 
p-‘“-“(t)l< y “\;’ 
“I ,~o g,(X) If”‘(X>I dx. 
This motivates the following lemma, which is to support the induction in the 
proof of Theorem 1; this lemma will be applied with k = n - 1, n - 2,..., 1. 
LEMMA 3. Let k > 1. Suppose f ‘kP” is absolutely continuous andf (k’ is 
essentially bounded on [ 1, co), and 
lf’k’(t)~ < J-u i Gi(x) If”‘(x)1 dx a.e. in [ 1, co), (14) -I i-0 
where Gi > 0 and 
j’p: G,(x) xk-’ dx < co (0 < i < k). (15) 
Then lim,,, f’k-“(t) =f’kP”(m) exists and 
.a, k-l 
If’k-l’(t) -f’“-“(m)1 < c ) \‘ XC,(X) If’i’(x)l dx Cl>/ 11, (16) 
-I ,Tl 
where 
c = exp [w Gk(x) dx. 
-’ 1 (17) 
Note that the integral in (17) is convergent in view of (15). Note also that 
it is an easy consequence of the assumptions that ess. lim.,,, f’k’(t) = 0, but 
we will not use this fact directly. 
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Proof. It follows from (14) that for s > s0 > 1 we have 
+ la, G,(x) If’%)l dx (s @ El, 
where E c [ 1, co) is the set of measure zero where (14) fails. The integrals 
on the right-hand side here are convergent in view of (15), since fCk’ was 
assumed to be essentially bounded, and so f”‘(x) = O(xk-‘). Hence we 
obtain by Lemma l(ii) that 




-i- G,(x) lf”‘(x)l dx (s @ E), 
so ,To 
where c was defined in (17). Writing s = s0 and integrating, we obtain 
If’k-“(t> -fck- %)I < c 1’ irn v Gi(x) If”‘(x)l dx ds (18) 
*o s ,ro 
for t > to > 1. If we assume that lim,,, fck-‘)(t) exists, then (16) follows 
from here via (15) by making t -+ 00 and then interchanging to order of 
integration. 
It still remains to show that lim,,, f (kp’)(t) exists. First we are going to 
show that f’“- ” is bounded. To this end note that (18) implies 
If'k-l)(t)l < Iftk- ‘)(t,)l + c ,(’ f= y G,(x) If ‘i’(x)l dx ds 
10 s i=O 
(19) 
for t > to > 1. As f (k’ is essentially bounded, we have 
If’k-“(t>l <A& +A, (t > to) (20) 
for some constant A, and A,. Integrating this O,..., k - 1 times, we obtain 
that 
If(i)(t)l<Aotkpi+Altk-ipl +A,tk-ip2 (0 < i < k - 1, t > to), 
where A, depends only on f(j)(t,) for j= O,..., k - 2 (note that to > 1). 
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Substituting this into (19) and making harmless extensions of the domains of 
integration, we obtain 
If’“- “W < If’“- I)(4J 




\‘ (A I~k-i-l + A,xk-'-') Gi(x) dx ds 
to s ,To 
< If'"- 1) @,)I + AocJ(to)t + (‘4 1 + A 2) Wo), (21) 
where, to obtain the last inequality, we interchanged the order of integration 
in the second integral and then introduced the abbreviation 
.I([,) = I” V’ xk-‘Gi(x) dx; 
to [TO 
this integral is finite according to (15). Thus inequality (20) leads to 
inequality (21), where, as we noted above, A, depends only on f’j’(to) for 
j = O,..., k - 2; in particular, it is independent of A, and A,. Equation (21) is 
the same type of inequality as (20), with A,cJ(t,) replacing A, and 
If’k-“(to)l + (A, + AZ) cJ(t,) replacing A,. Thus, in the same way as we 
obtained (21) from (20), we can use (21) to obtain a new inequality of the 
same kind. If to is large enough so that cJ(t,) < 1, then we can iterate this 
procedure infinitely many times; we obtain 
If’k-“(~>l < (lf’k-“(to)l t A,cJ(t,)) F (cJ(to))j 
,Tl 
= W'k-l)(~o)l +A,cW,))/(l - cJ(&)) 
for every t > to. This shows that f’k-“(t) is bounded. 
It is easy to show now that lim,,, f (kP1)(f) exists. Indeed, as we have just 
shown, 
If’“-“(x)l < c (x 2 1). 
Integrating this O,..., k - 1 times, we obtain that 
If(il(x)i < cXkpiL I + crXk-i-2 (O<i<k- 1,x> 1). (22) 
Substituting this into (18) then extending the upper limit of the outer 
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integral on the right-hand side to co, and then interchanging the order of 
integration, it follows from (15) that 
i.e., that lim,,, f”-‘)(t) exists. This completes the proof of the lemma. 
Proof of Theorem 2. Applying Lemma 2 and then repeatedly applying 
Lemma 3, if possible, with k = n - 1, n - 2,..., 1 to the f in Theorem 2 (cf. 
the remarks made in the paragraph preceding Lemma 3), we can conclude 
that either (i) lim,,, f’“-“(t) # 0 (this limit exists according to Lemma 2; it 
is not possible to apply Lemma 3 at all in this case) or (ii) there is an 1 with 
1 < I < n - 1 such that lim,,, f”‘(t) = 0 and lim,,, f”-“(t) exists and #O 
(this is obtained through n - 1 applications of Lemma 3, with k = 1 in the last 
application, and with no more applications possible), or (iii) lim,,, f(t) = 0 
and 
If(f)I < K fa: xn- ‘g,,(x) If(x)I dx (t> 1) (23) 
-t 
with some constant K > 0; this inequality follows from (16) in the last 
application (with k = I = 1) of Lemma 3. 
In cases (i) and (ii), (6) and (7) follow with r = n - 1 or r = I- 1, respec- 
tively. As for (8), for j = n - I this follows from (12) and (13), as was 
pointed out right after (13), and for r < j < n - 1 (which can only occur in 
case (ii)), it follows from (16) and (22) with k = j + 1. In case (iii),./(t) = 0 
for t > 1 follows from (23) via Lemma l(ii) with C = 0 (note that the 
integral on the right-hand side of (23) is convergent in view of (4), as f is 
bounded in the case considered). This completes the proof of Theorem 2. 
3. DIFFERENCE INEQUALITIES 
In this section we will prove the analogues of Theorems 1 and 2 for 
difference inequalities. Although the proof of Theorems 3 and 4 closely 
parallels that of Theorems 1 and 2, we chose to give the proof in almost 
complete detail as there are several subtle differences that are difficult to 
appreciate without actually following the proof closely. It was only the final 
argument in the proof of Lemma 7 where we thought the methods of the 
proof of Lemma 3 can be carried over without using special technical tricks 
peculiar to finite differences; accordingly, we did not give this part of the 
proof of Lemma 7 in detail. While the proof of Theorem 4 is self-contained 
aside from the above-mentioned exception, it is still easier to follow it if one 
reads the proof of Theorem 2 first, which contains fewer technical com- 
plications. 
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In order to emphasize the parallel between the proofs of Theorems 2 and 
4, we tried to retain the notation of Section 2 as much as possible. In 
particular, we will continue to use s, t, and x for denoting independent 
variables, but now it is always assumed that these variables range over 
(possibly negative) integers. The functionsf, g, F, and G will now be defined 
only for integers. A will denote the forward difference operator, that is, 
Af(x) = f(x + 1) - f(x), 
A”f=f, and Aj”‘f=A(AJf) (j>O). 
THEOREM 3. Let f be a function defined for integers such that f (t) = 0 
for any integer t < t’, where t’ < 0. Let n > 0 be an integer and suppose that 
f satisfies the difference inequality 
n-1 
1 A”f(t)l < \‘ ,ro gdt) - t” IA’f(t + l)l 
I-0 
(24) 
for every integer t > 1, where g, > 0 and 
u; 
\‘ gi(x)x”+-’ < co (O<i<n- 1). (25) 
x=1 
Then either f (t) = 0 for every large enough t or there is an integer r with 
O<r,<n- 1 such that 
lim f (t)/t’ 
f-tee 
exists and #O (26) 
(recall that t runs through integers). 
This theorem is an easy consequence of the following result (to derive (26) 
from (27) and (28), see, e.g., (36) below). 
THEOREM 4. Assume that all the conditions of Theorem 3 are satisfied. 
Then either f vanishes for all large enough t or there exists an integer r with 
O<r<n- 1 such that 
lim A’f(t) = A’f( 00) existsforr<j<n--l, f-03 (27) 
and 
A’f(oo)#O and Ajf(a~) = 0 for r< j<n-1. (28) 
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Moreover, there exists a constant M such that 
IAjf(t)-Ajf(oo)l<M i F gi(x) X+-l 
i=O x=f-nti 
(29) 
holds for r < j < n - 1 and for every large enough t. 
Similarly as we remarked after Theorem 2, on the basis of the proof of this 
theorem it is possible to give an estimate for the size of the constant M in 
(29). In fact, writing 
n-1 cc 
S(t) = \‘ ,eo x=Fn+i giwXn-‘~ 
and choosing a to > n2 such that 
2neS(t,) e ZneS(rlJ) < 1 1 2, 
one can show that (29) holds with 
M=22nmax{ld’f(r,)(:O<i<n- l}. (30) 
This estimate for M may be useful when making calculations with difference 
equations analogous to the differential equation described in the abstract. 
Similarly as (9) was useful in finding a zero-free interval [to, co) of a 
solution of that differential equation, (30) may be used to find an interval 
[to, co) in which a certain solution of the analogous difference equation has 
constant sign. Also, (30) can be used to disprove the hypothesis r = I in (29) 
for some I with 0 < I< n - 1, similarly as it was possible to use (9) to 
disprove the hypothesis r = 1 in (8). 
These applications of (30) may be of significance, for example, in 
describing the support of the measure associated with a system of orthogonal 
polynomials. If, for example, pk(x) is a set of polynomials defined by the 
recurrence relation 
P/c+ z(x) - 2XP, t 1 (x) + P/C(X) 
=ak+1pk+2(4+bk~k+1(-4+akpL(x) (31) 
for k> -1, where 
P-l(X) =0 and PO(X) = 1, (32) 
then it is well known that for real ak, b, the assumption ak < 1 for k > -1 
ensures that these polynomials form a system of orthogonal polynomials 
with respect to a certain measure da on the real line. The uniqueness of this 
measure is guaranteed by certain conditions on the coefficients ak, b, ; for 
example, relation (2) guarantees uniqueness (because it guarantees that the 
support of da is bounded, which is a condition sufficient for uniqueness). 
One often considers the matrix 
a0 PO a, 0 s.. 
A= 
; I 
0 al 8, a2 ... 
0 0 a2 /I2 ... 
. . . . . . . . . . . . ...*.. 
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a so-called Jacobi matrix, where ak = (1 - a,)/2 and pk = -b,/2; these 
substitutions convert (31) into the formula 
For example, condition (2) guarantees that this matrix is a bounded self- 
adjoint operator on the space 1’ and its spectrum equals the support of the 
measure da. In fact, if 
T- AkPk(X) 
k=O 
is the orthogonal expansion of a functionf(x) on the real line, then the coef- 
ficients of the expansion of the function xfx) is given by Al, where A is the 
column vector whose kth component is A,. Determination of the spectrum of 
A is important in various applications. See, e.g., Dunford and Schwartz 16, 
pp. 1250-1253 and 1275-12763, Shohat and Tamarkin [ 151, and Stone [ 16, 
pp. 530-6141 on Jacobi matrices and the related Hamburger moment 
problem. 
Condition (2) in Theorem II ensures that the spectrum of A consists of a 
subset of the interval 1-1, 1 ] plus finitely many points. It may be possible to 
give an estimate for the number of these points by using (30). What one 
needs to do is to consider a solution of Eq. (1) for k > -1 with the initial 
conditions f(-1) = 0 and f(0) = 1; then we have f(k) = pk( I) according to 
(31) and (32). If one is able to find an integer k, (by using (30)) such that 
pk( 1) = f(k) has constant sign for k > k,, then one can conclude that, for 
any k > k,, the number of zeros of Pk(x) and of pkO(x) in the interval [ 1, co) 
is the same. This follows from a simple property of the zeros of orthogonal 
polynomials; cf., e.g., Szego [ 17, Theorem 3.3.2 on p. 461. Thus P,(X) has at 
most k, zeros in the interval (1, co) for any integer k (> k,). This implies 
that the support of the measure da, i.e., the spectrum of the matrix A, has at 
most k, points in the interval (1, m); cf. Szegii [ 17, Theorems 6.1.1 on 
p. 1111. In a similar way, one may also obtain a bound for the number of 
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points in the interval (-co, -1) that belong to the spectrum of A. Some of 
the details of the above argument can be found in Chihara and Nevai [5]. 
For the proof of Theorem 4, we need several lemmas. They will parallel 
Lemmas l-3 above. 
LEMMA 4. Let f, g > 0 be functions defined on integers and let C > 0. 
(i) Suppose that 
x-i 




f(x) < C exp z1 g(t) ,=I (x > 1). 
(ii) Suppose that 
for every integer x. Then, for all integers x, 
f(x) < C ev z g(t). 1=x+ I 
Proof: To establish (i), write 
x-l 
f+) = c + z: f(t) g(t). f=l 
Then 
F(x + 1) - F(x) = f(x) g(x) < F(x) g(x) 
holds for x > 1. That is, we have 
F(x + 1) < 8(x)( 1 + g(x)) < P(x) egcx) 
for x > 1, whence the result follows by induction if we note that F(1) = C. 
To establish (ii), write 




F(x)-F(x+ l)=f(x+ l)g(x+ l)<F(x+ l)g(x+ 1) 
for every integer X. Thus 
F(x)<F(x+ l)(l + g(x+ l))<F(x+ l)eX’X+“, 
that is, 
F(x) < F(s) exp i g(t) (s > x). 
t=x+ 1 
Noting that lim,,, F(s) = C, the desired result follows by making s--t co. 
This completes the proof of the lemma. 
We will need this lemma in a slightly modified form: 
LEMMA 5. Let f, g > 0 be functions dejked 
0 < E < 1, and suppose that g(x) < E for all x > 1. 
(i) Suppose that 
on integers, let C > 0, 
f(x) s c + \’ f(t) g(t) (x > 1). (33) 
I:1 
Then 
(ii) Suppose that 
for every integer x > 1. Then, for all integers x > 1, 
f(x)g-&exp (--!- “, 1 --E ,=;+I g(t) ).
Proof: The result is an easy consequence of Lemma 4. Indeed, to outline 
the proof of part (i), (33) implies that 
x-1 






f(x) G C/(1 - El + c f(og(w(l - El. 
t=1 
Equation (34) now follows from part (i) of Lemma 4. Part (ii) can be 
established similarly. 
LEMMA 6. If the assumptions of Theorem 3 are satisfied, then 
lim t+oO A”-‘f (t) exists. 
Proof. Our first goal is to show that A”-‘f(t) is bounded. To this end, 
observe that (24) implies 
IA”-‘f(+-d”-‘f(to)l= / $/W) ( 
f-l n-1 n-i 
G C C gi(X) x IA’f(x+ OI (35) 
x=tn i=O I=0 
for 1 < to < t. It is easy to show that if h is a function defined on integers 
such that h(x) = 0 for any x < x0 then 
h(x) = ,I%: ix ;-; ’ ) Akh(s) 
holds for each positive integer k and every integer x. Thus, for 0 < i < n - 2 
we have 
An-If(s). 
Hence, for O<i<n-2 and O<l<n-i, 
.X+1 
IA’f(x+Z)1< x (x+n-s)“-i-2(An-~(s)I 
s= -cc 
< (Pn--i-2(~, to)1 + C (x + n)“-‘-* IA”-‘f(sh 
(36) 
where Pn-i-2 is a polynomial of degree <n - i - 2 in x whose coefficients 
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depend only on A”- y( s ) f or s < t, (all but finitely many of these are zero). 
Substituting this into (35) we obtain 
n-1 a, 
IA”-Y(t)1 < IA”-‘f(to)l + 1 T ngi(X) IJ’n-i-2(X, toll 
i=O .Cto 
n-2 t-1 X+1 
+ F 1 Wdx> x (x + n)“-‘-’ IA”-y(s)1 
i=O x=tO s=to 
t-1 
+ x;t g,-,(x)(lA”-?-(x)1+ IA”-!& + l>lh (37) 
0 
where we changed the upper limit of the summation on x to 00 in the second 
term. It follows from (25) and the definition of the polynomials PnPiP2 that 
the sum of the first and second terms on the right-hand side here can be 
dominated by a constant K(t,) > 0 that depends only on the sums in (25) 
and on A”-‘f(s) f or s < to (all but finitely many of these are zero). After 
interchanging the two inner sums in the third term and then extending the 
summation with respect to x to infinity, we can see that this term is 
dominated by 
n-2 t 
x x IA”-tf(s)l F ng,(x)(x + n)“-‘-2. 
i=O s=to x=7- 1 
Finally, changing the variable x to s in the last term and making a simple 
rearrangement, we can see that this term is dominated by 
i IA”-tf(Ng,v,(s- 1) + g,-,(s)). 
s=tu 
Thus, (37) becomes 





i=. l?-, ngi(x)(x+ n)“-i-2 + gn-l(S- l> + gnp,(S)j 9 
where 1 ,< to < t. It follows from (25) that the coefficient of An-If(s) on the 
right-hand side tends to 0 as s + co. Choose t, > 1 so large that this coef- 
ficient is < 1 for s > t,. Then it follows from the above inequality with t, 
replacing 1, by virtue of Lemma 5(i) that 
IA”- ‘f@>l 
< 2K(t,) exp 2 ‘S :i:, (:$I x=$-I ngi(x)(x+n)“-i~2+g~-,(s-1)+g~-,(s)j 
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holds for s > t,. Changing the upper limit of the outer summation to co on 
the right-hand side and then interchanging the summations with respect to x 
and s, we obtain by (25) that Id”-tf(t)( is bounded. 
That is, there is a number c > 0 such that 
holds for any integer t. Summing this it - i - 1 times for i = 0, l,..., n - 1, we 
obtain that there is a c’ depending only on A”- ‘f(s) for s < 0 such that 
lAy( < ctnpi-’ + clrnpipZ (t> l,O<i<n- 1) (38) 
(cf., e.g., (36)). Substituting this into (35) it follows from (25) that 
/in, IA"-'f(t)-A"-Lf(t,)l=O, 
i.e., that lim,,, A”-y(t) = A”-‘f( co exists. This completes the proof of the ) 
lemma. 
If A”-‘f(a) # 0 then Theorem 4 easily follows with r = n - 1. To see 
this, we have to establish (29). Making t + co in (35) and then replacing t, 
by t, we obtain that 
IA”-‘f(t)-A”-tf(m)I 
< 9 5’ g,(x) ‘2’ I A’f(x + l)i (t> 1). (39) 
.x=I i=o I=0 
Equation (29) now follows with the aid of (38). (In this case we can actually 
start the second summation with x = t on the right-hand side of (29).) If, on 
the other hand, A”- ‘j(a) = 0, then we obtain from (39) that 
holds. where 
n-i 
G?(x) = c gi(x - I). 
I=0 
(41) 
This motivates the following lemma, which is to support the induction in the 
proof of Theorem 4; this lemma will be applied with k = n - 1, n - 2,..., 1. 
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LEMMA 7. Let k > 1, and suppose that f(t) = 0 for t < t’, where t’ < 0. 
Suppose, further, that Akf is bounded and 
m k 
PkfW < \‘ \’ G,(x) IP’fW .z, ,ro 
holds for every t > t,, where t, > 0, Gi > 0, and 
\“; G,(x)xk-’ < co - (0 < i < k). 
(42) 
(43) 
x = I 
Then lim,,, Ak-‘f(t) = AkP’f(az) exists, and there is an integer t, > 0 such 
that 
31 k-l 
~AkPIf(t)-Ak-lf(m)l<c\‘ x xG,(x)IA’S(x)l (44) 
x-l i-0 
holds for every t > t,, where 
c= 2 exp 2 T7 ( _ Gdx)j. 
x--l>+ I 
(45) 
Note that the sum in (45) is convergent in view of (43). 
ProoJ It follows from (42) that for any s and so with s > s0 > t, we have 
I@/‘(4 6 : 
k-l 
“ Gi(x)/A~(x)l+ f Gk(X)/Akf(X)I* 
I = s,, i-0 I - s 
The infinite sums on the right-hand side are convergent in view of (43), since 
Akf was assumed to be bounded, and so A’f(x) = O(xkm’). Choose t, > t, SO 
that Gk(x) < i for x > t,. Then we obtain by Lemma 5(ii) that 
IAkf(s)l< 2 $ “\;I G,(x) IA’f(x)l exP ( 2 $+ , 6(X)) x=s,) zo 
cc k-l 
< c \‘ x Gi(x) lA’f(x)l (46) 
x:s" i=O 
holds for every s (and sO) with s > t, (and s > so > t,), where c is as given in 
(45). Writing s = so in (46) and then summing for s, we obtain that 
1-I 00 k-l 
IAk-‘f(t) - Ak-‘f(tO)( <c x 1 \‘ Gi(x) lA’f(x)j 
s-l” x=s ,zo 
(47) 
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holds for any t and to with t > to > t,. If we assume lim,,, Ak-‘f(t) exists, 
then (44) follows from here by making t + co and then interchanging the 
summations with respect to s and x. 
It still remains to show that lim,,, Ak-‘f(t) exists. This can be done by 
using arguments analogous to the ones described in the proof of Lemma 3 
beginning with the paragraph following formula (18). Instead of formula 
(18), we have to use formula (47), and the details can be easily worked out. 
The proof of the lemma is complete. 
Proof of Theorem 4. Applying Lemma 6 and then repeatedly applying 
Lemma 7, if possible, with k = n - 1, n - 2 ,..., 1, to the f in Theorem 2 (cf. 
the remarks made in the paragraph preceding Lemma 7) we can conclude 
that either (i) lim,,, An-If(t) # 0 (this limit exists according to Lemma 6; it 
is not possible to apply Lemma 7 at all in this case), or (ii) there is an I with 
1 < 1< n - 1 such that lim,,, Aff(t) = 0 and lim,,, A/-If(t) exists and #O 
(this is obtained through n - 1 applications of Lemma 7, with k = 1 in the last 
application, and with no more applications possible), or (iii) lim,,, f(t) = 0 
and 
If@>1 <K 2 x”-‘G:(x) If( (48) 
x=t 
for every t > t*, where G,* was defined in (41), K > 0 is a constant, and 
t* > 0 is an integer; this inequality follows from (44) in the last application 
(with k = I= 1) of Lemma 7. 
In cases (i) and (ii), (27) and (28) follow with Y = n - 1 or r = I- 1, 
respectively. As for (29), for j = n - 1 this follows from (38) and (39), as 
was pointed out right after (39) ( as we indicated there, the second 
summation on the right-hand side of (29) can start with x = t in this case). 
To establish (29) for r <j < n - 1 (which can only occur in case (ii)), 
combining (44) for k = j + 1 with the analogue of (22) (which is not given 
above, but would occur in a detailed presentation of the end of the proof of 
Lemma 7), it follows that 
holds for every large enough t, where CT was defined in (41) and M’ > 0 is 
a constant. This inequality gives (29) for Y ,< j < n - 1 as well. In case (iii), 
let to > t* be such that x”-‘G:(x) < f for x > to; then f(t) = 0 for t > to 
follows from (48) via Lemma S(ii) with C = 0 (note that the sum on the 
right-hand side of (48) is convergent in view of (25), as f is bounded in the 
case considered). This completes the proof of Theorem 4. 
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