We provide an alternative proof of Wallman's [1] bounds on the effect of gate-dependent noise on randomized benchmarking (RB). Our primary insight is that a RB sequence is a convolution amenable to Fourier space analysis, and we adopt the mathematical framework of Fourier transforms of matrix-valued functions on groups established in recent work from Gowers and Hatami [2] . We show explicitly that as long as our faulty gate-set is close to some representation of the Clifford group, an RB sequence is described by the exponential decay of a process that has exactly two eigenvalues close to one and the rest close to zero, even though the bounds with respect to any particular representation of the Clifford group may not tightly describe the rate of decay. This framework reveals some very provocative properties of maximally entangled states, and likely has applications in other areas of quantum information theory.
I. INTRODUCTION
Randomized benchmarking (RB) [3] [4] [5] [6] [7] is a workhorse of the quantum characterization community. Used to bound errors in a variety of physical implementations of quantum processors [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , RB has been expanded broadly in an effort to quantify a wide variety of physical error models [18] [19] [20] [21] [22] [23] [24] [25] [26] . It is somewhat surprising, perhaps, that making rigorous the underlying assumptions of benchmarking is still an active area of research [1, 7, 27, 28] .
Of particular interest in this manuscript are RB sequences with gate-dependent errors, that is, errors that are non-uniform across different elements of the group being benchmarked.
In one of the first attempts to bound the effect of these errors, Magesan et al. linearize small gate-dependent errors about a uniform gate error [7, 27] . This approach is problematic because, unlike gate errors, RB decay rates do not depend on the choice of representation of the group being benchmarked, leading to very loose bounds between the two. Explicit counter-examples to the Magesan bounds are pointed out in Proctor et al. [28] , where they ask What benchmarking actually measures.
In large part this issue is settled by Wallman [1] , which shows that for generic gatedependent noise, the benchmarking decay will always look like the sum of two exponentials, with small corrections, independent of the fidelity with respect to the Clifford group in any fixed representation. Wallman's manuscript, while rigorous, contains a very dense mathematical proof. Here we will develop an alternative proof that we find more intuitive, showing that RB can be described as a convolution, and therefore some of its properties are more transparent in a Fourier space. Many of the components of Wallman's proof are present, albeit in a different form, and so we will focus on clarity and intuition rather than reproducing the formality and rigor of this previous result.
In [2] , Gowers and Hatami extend some previous work by Moore and Russell [29] to present a Fourier transform that has all the features necessary to simplify the analysis of randomized benchmarking. It takes as input matrix valued functions that act on the elements of a general group, and maps them onto matrix valued functions of the group's irreducible representations. This transform has analogies for all the properties one would want out of a Fourier transform: an inverse, a convolution identity, and Parseval's theorem.
The outline of this manuscript is as follows: in Section II, we review the basics of randomized benchmarking and show that an RB sequence can be thought of as a convolution;
in Section III, we review matrix valued Fourier transforms and show how they apply to the super-operator representation of the Clifford group; in Section IV, we compactly reproduce Wallman's proof of the effects of gate-dependent noise; finally, in Section V, we discuss some concrete examples.
II. RANDOMIZED BENCHMARKING AS CONVOLUTION
In this section we review the basics of randomized benchmarking and introduce some notation. Quantum information theorists sometimes fail to distinguish between groups and representations, but we will make their distinction explicit. Consider the operation of a quantum processor as a function, φ, that maps elements of the unitary group U(n) to the space of quantum processes, Q(n), that is φ : U(n) → Q(n). This assumes our error processes are Markovian (otherwise we might parameterize our maps by some side-channel information, i.e., φ = φ(u, α)) but does not place any constraints on the leakage. Q(n) is the space of a completely-positive, trace non-increasing maps, whose elements can be expressed as R n 2 ×n 2 matrices using the standard super-operator (Liouville, natural and Pauli transfer matrix representations, etc.) description of a quantum processes in the computational basis.
In this way we can think of the operation of our quantum processor as a matrix-valued function of a group.
In any practical quantum computing application we restrict ourselves to a finite number of fundamental quantum operations, and likewise it can be useful to try to benchmark our quantum processor by its behavior with respect to a finite group. In this manuscript we will assume we are benchmarking with respect to the Clifford group, C, though most of the techniques are generic. Randomized benchmarking consists of the following 1. Prepare the system in the state |ρ .
2. Sequentially apply n−1 gates sampled uniformly from the Clifford group, φ(C n−1 ) . . . φ(C 1 ).
3. Apply a final operation that ideally inverts the first n − 1 gates, φ(C −1
4. Make a measurement, M|, that (hopefully) has some overlap with the initial state.
5. Repeat 1-4 to obtain an expectation over Clifford sequences which we call the survival
6. Repeat for different n in order to fit S n to some exponential decay model.
Ignoring preparation and measurement for the moment, we note that the expectation over quantum processes is itself a matrix valued function of our group,
though in our standard benchmarking sequence we only bother evaluating it at C = e (the group identity element). There is, however, a natural re-indexing of this expression,
that now looks like a nested series of convolutions, and therefore, if a Fourier transform of quantities such as Φ n (C) existed, we would be able to writẽ
where tilde denotes the Fourier transform. Luckily such a Fourier transform does exist, as
we will see in the next section. In the limit of Markovian noise, the exponential decay of a randomized benchmarking sequence is a direct consequence of it being a convolution, and the exact form of decay depends completely on the spectrum ofφ, the Fourier transform of our faulty gate set.
III. FOURIER TRANSFORMS FOR MATRIX-VALUED FUNCTIONS ON FI-NITE GROUPS
Here we will briefly review Section 3 of Gowers and Hatami [2] -which itself is in part a review and a consolidation of notation -covering Fourier transforms on matrix-valued functions of finite groups.
Definition III.1. Let G be a finite group, let φ : G → C n×n be a matrix-valued function, and let σ : G → U(m) be an irreducible unitary representation. The Fourier transform of φ on σ is an mn × mn matrixφ
Gowers and Hatami show that this somewhat strange object has all the properties we would like a Fourier transform to have, namely:
3. (Convolution formula)
4. (Inverse Fourier transform)
5. (U 2 norm identity)
where d σ is the dimension of σ, Σ σ denotes sums over all inequivalent irreducible representations of the group G, and Tr B is the partial trace. We include item 5 for completeness although it's not necessary for this proof; without formally defining the U 2 or box norms, we just mention that they involve the sum of singular values to the fourth power. The only norms we require are the Hilbert-Schmidt norm · 2 HS , the sum of squares of the singular values, and the operator norm · op , the maximum of the singular values.
Before characterizing the Fourier transform of a faulty implementation of the Clifford group, we should understand what to expect in the ideal case. Let's start with some useful properties of this Fourier transform when it is applied to representations themselves. First off, the Fourier transform of a representation of a group is a projector. To show this, assume φ is a representation of G, theñ
It is worth noting that the converse is not true; all projectors in Fourier space do not invert to group representations.
But what if φ is an irreducible representation? In that case, the Fourier transformφ(σ) is a rank-1 projector |ψ ψ| if φ and σ are equivalent representations, and it is zero otherwise.
Here equivalency is defined up to a similarity transform, i.e. φ and σ are equivalent iff φ = SσS −1 . We can determine the rank of the projector through the trace and the orthogonality of characters as follows,
Furthermore, in this case, we observe that the partial trace ofφ(σ) is a maximally mixed state: 
, for every element of the group.
Back to the problem at hand, in the super-operator representation, the Clifford group on n-qubits is a direct sum of two irreducible representations: the identity irrep, σ I , (i.e., the identity Pauli operator is preserved by unitary operations) and a 4 n − 1 dimensional irrep, σ P , (i.e., there exists some Clifford that maps every Pauli string to any other Pauli string other than the identity). In the ideal case our only non-zero Fourier components arẽ
that is two non-zero Fourier components that are each rank-1 projectors. We have included all the irreducible representations of the single qubit Clifford group and its character table in the supplementary material [30] .
IV. ANALYZING RB WITH GATE DEPENDENT ERRORS
We can now analyze randomized benchmarking with gate dependent errors. First, it will be useful to divide both sides of the Parseval identity Eqs. 5 and 6 by the dimension of the map d φ (note that d φ = 4 n for an n qubit system). Rescaling the Hilbert-Schmidt norm (or trace inner product) this way defines the fidelity of entanglement, F e , which is bounded above by 1 for a quantum process. Therefore in expectation,
Assuming that our experimental colleagues aren't just banging rocks together, φ is a decent approximation of the Clifford group, φ ideal , in the computational basis. If we assume an average fidelity of 1 − δ we obtain,
It is useful to define t ≡ 1 ⊕ 0|φ(σ I )|1 ⊕ 0 and p ≡ 0 ⊕ ψ|φ(σ P )|0 ⊕ ψ . As a consequence of complete positivity (p ≤ t) and the trace non-increasing property of quantum maps (t ≤ 1),
we can bound
i.e., p and t are both fairly close to 1. We have shown that there are at least two large diagonal matrix elements ofφ, but it remains to be shown that there are only two large eigenvalues ofφ.
We can decompose our error channel -in a manner similar to Magesan et al. [27] -as φ = φ 0 + δφ, where φ 0 is the part of our Cliffords that is well approximated by depolarizing noise on a perfect representation of the Cliffords (φ 0 (e) = D p,t in Wallman's notation), i.e.
δφ is the remainder; by linearity,
Similar to Wallman, we would like to use the Bauer-Fike theorem [31] to state thatφ 0 (σ) is a good approximation ofφ(σ) for all σ. Formally, for all eigenvalues λ ofφ(σ),
where the minimization is over the spectrum ofφ 0 (σ). φ 0 and δφ are orthogonal and thus
HS , which from Eq. 14 yields to the bound
or by minimizing over t and p consistent with E g F e (φ(g), η(g)) = 1 − δ, we have
We could place an adversarial bound on the operator norm of δφ(σ) by assuming there is exactly one non-zero singular value, located in a 1-dimensional irrep, giving
though this is probably pessimistic (and unphysical). While the exponential scaling in n is scary and reminiscent of diamond-norm bounds on average fidelity, bounds on δ are actually quite reasonable for small n; e.g., δ ≪ 13.3% and δ ≪ 3.1% are enough to ensure that δφ(σ) op ≪ 1 for one-and two-qubit systems, respectively. Tighter bounds probably exist.
Thus far we have shown that for small enough error rates a benchmarking sequence is dominated by exactly two eigenvalues; however, as it stands, our methodology is subject to the same issue as Magesan et al., specifically, that our argument relies on a particular representation of the Clifford group. Bauer-Fike only bounds the magnitude of the eigenvalues ofφ to linear order in δ, allowing us to verify that eigenvalues are close to one or zero, but not accurately estimating the magnitude of benchmarking decay. p and t, as derived from any fixed definition of the Cliffords, are merely lower bounds on the largest eigenvalues of φ(σ I ) andφ(σ P ).
Alternatively, when we divided our Fourier transformφ into two components,φ =φ 0 +δφ, we could have chosenφ 0 to be the projection ofφ onto its maximum eigenvectors. In this new partitioning we have increased φ 0 2 HS -and therefore decreased the largest eigenvalues of δφ -leading to a benchmarking decay that is still dominated by two terms,
but nowp andt are defined to be the maximum eigenvalues ofφ(σ I ) andφ(σ P ), respectively.
Interestingly, φ 0 need not correspond to a depolarizing channel acting on the Cliffords, the inverse Fourier transform of the projector onto the maximum eigenvectors need not correspond to a representation, and neither necessarily describe a set of physical quantum operations, as we will see in the next section.
V. EXAMPLES
In this section we will look at two specific examples of situations where the standard analysis of RB has issues: one from Proctor [28] and one from Wallman [1] . We will treat these examples numerically, looking at the expected fidelity of entanglement with the canonical Clifford group, the maximum eigenvalues of the respective Fourier transforms, and whether the best approximating Fourier transform corresponds to a representation of the Clifford group. For details on the generators of the Clifford irreps and more detailed calculations see the supplement [30] .
From Example 1 of Proctor [28] , we assume that the Clifford group is generated by π/2
rotations about x and y and that our faulty generators have an additional small rotation about the z-axis, that is X π/2 = exp(−iθ ).
Although we could be using a different decomposition of the Cliffords into generators, we appear to recover the same result in the case that θ = 0.1. We see that E g F e (φ(g), η(g)) = 1 − 3.6 × 10 −3 in contrast to the largest eigenvalues of the Fourier transform which arē t = 1 andp = 1 − 2.9 × 10 −5 . The next largest eigenvalue ofφ is 1.88 × 10 −3 and so we feel justified in approximating our sequence byφ 0 . Interestingly, φ 0 (g), does not seem to describe a physical processes, which we can observe from the eigenvalues of the corresponding Choi density matrices [30] . If we look at the best approximating projector in Fourier space (by changing the eigenvalues ofφ 0 to 1), it does not describe a representation of the Clifford group, with eigenvalues of the identity process matrix given by {1 + 1.6 × 10 
VI. CONCLUDING REMARKS
In this manuscript we have shown that randomized benchmarking is a convolution and therefore is more natural to explore with Fourier analysis. In Fourier space, we directly see that RB with Markovian noise is described by powers of a fixed matrix, regardless of any gate dependent noise. When our processes are a good approximation of the Clifford group in the computational basis, this matrix has exactly two eigenvalues close to one while the rest are small, implying that the RB survival probability is always well described as a sum of two exponentials. We have applied this formalism to examples previously explored in the literature.
One of the main results of Gowers and Hatami is a stability theorem [2] . Broadly speaking, it states that if a function's behavior approximates that of a representation, i.e., φ(g 1 g 2 ) − φ(g 1 )φ(g 2 ) < ǫ, then the individual components are close to a representation of the group φ(g) − U † σ(g)U < δ. Interestingly, φ and σ may not have the same dimension (and thus U is not necessarily square). Testing how well we approximate a representation of the Clifford group (or more generally the unitary group) in the above sense is the aspirational goal for what a quantum benchmark should be. It's not clear that this is what RB actually measures; we measure how close we are to a projector in Fourier space, which implies that E h φ(gh −1 )φ(h) = φ(g), a necessary but not sufficient condition to be a representation.
In conclusion, matrix-valued Fourier transforms greatly simplify the analysis of RB. Although we haven't addressed simulation, it is much easier to numerically analyze the spectral properties of a handful of matrices than to approximate nested averages with Monte Carlo integration. We suspect that these techniques will greatly ease explorations of non-Markovian and context-dependent noise's effect on randomized benchmarking, as well as have broader implications for the quantum information community.
