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DIAGONAL F-THRESHOLDS AND F-PURE THRESHOLDS OF
HIBI RINGS
TAKAHIRO CHIBA AND KAZUNORI MATSUDA
Abstract. Hibi rings are a kind of graded toric ring on a finite distributive lattice
D = J(P ), where P is a partially ordered set. In this paper, we compute diagonal
F -thresholds and F -pure thresholds of Hibi rings.
Introduction
In this paper, we study two invariants of commutative Noetherian rings of positive
characteristic, that is, the F -threshold and the F -pure threshold.
In [MTW], Mustat¸a˘, Takagi and Watanabe defined the notion of F -thresholds
for F -finite regular local rings. And in [HMTW], Huneke, Mustat¸a˘, Takagi and
Watanabe generalized it in more general situation.
In higher dimensional algebraic geometry over a field k of characteristic 0, the
log canonical thresholds are important objects. In [TW], Takagi and Watanabe
introduced the notion of the F -pure threshold, which is an analogue of the log
canonical threshold.
Firstly, we recall the definition of F -threshold. Let (R,m) be an F -finite F -pure
local domain or a standard graded k-algebra with the unique graded maximal ideal
m, of characteristic p > 0. Then the following limit value exists(see [HMTW]):
cm(m) = lim
e→∞
max{r ∈ N | mr 6⊂ m[pe]}
pe
,
where m[p
e] = (xp
e | x ∈ m). We call it the diagonal F-threshold of R.
Secondly, we recall the definition of F -pure threshold. Let t ≥ 0 be a real number
and a a nonzero ideal of R. The pair (R, at) is said to be F-pure if for all large
q = pe ≫ 0, there exists an element d ∈ a⌊t(q−1)⌋ such that R → R1/q(1 7→ d1/q)
splits as an R-linear map. Then the F-pure threshold, denoted by fpt(a), is defined
by
fpt(a) = sup{t ∈ R≥0 | the pair (R, at) is F -pure}.
There are a few examples of these invariants. Hence it seems to be important to
compute F -thresholds and F -pure thresholds concretely for several rings. In [MOY],
the second author, Ohtani and Yoshida computed diagonal F -thresholds and F -pure
thresholds for binomial hypersurfaces.
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In this paper, we pick up Hibi rings. We compute diagonal F -thresholds cm(m)
and F -pure thresholds fpt(m) of such rings and describe these invariants in terms
of poset.
Let P be a finite partially ordered set(poset for short), and Rk[D] the Hibi ring
over a field k of characteristic p > 0 on a distributive lattice D = J(P ), where J(P )
is the set of all poset ideals of P .
The main theorem in this paper is the following:
Theorem 1. (see Theorem 2.4, Theorem 3.9 and Corollary 4.2) Let R = Rk[D] be
a Hibi ring, and m = R+ the unique graded maximal ideal of R. Then
cm(m) = rank∗ P + 2,
−a(R) = rankP + 2,
fpt(m) = rank∗ P + 2.
In particular,
(1) cm(m), fpt(m) ∈ N,
(2) fpt(m) ≤ min{lengthC | C ∈ C}+ 2 ≤ −a(R) = max{lengthC | C ∈ C}+ 2
≤ cm(m), where a(R) denotes the a-invariant of R (see [GW]) and C denotes
the set of all maximal chains of P .
Recently, this inequality fpt(m) ≤ −a(R) ≤ cm(m) was proved by Hirose, Watan-
abe and Yoshida for any homogeneous toric ring R (see [HWY]).
In [Hir], Hirose gave formulae of F -thresholds and F -pure thresholds for any
homogeneous toric ring R. However, it seems to be difficult for us to construct
many examples by his formula. For Hibi rings, we give formulae of cm(m) and
fpt(m) in terms of poset, that is, the upper rank (denoted by rank∗) and the lower
rank (denoted by rank∗). Thanks to these formulae, we can find enough examples.
More precisely, for given integers a ≥ b ≥ c ≥ 1, we can find a connected poset P
such that rank∗ P = a, rankP = b and rank∗ P = c (see Example 4.4).
As a corollary, we give formulae of cm(m) and fpt(m) of Segre products of two
polynomial rings. Segre products are important objects in commutative ring theory
and combinatorics.
Corollary 1. Let k be a perfect field of positive characteristic, and let m,n ≥ 2
be integers. Let R = k[X1, . . . , Xm], S = k[Y1, . . . , Yn] be polynomial rings, and let
R#S be the Segre product of R and S. Let m be the unique graded maximal ideal
of R#S. Then
cm(m) = −a(R#S) = max{m,n},
fpt(m) = min{m,n}.
In particular, cm(m) = fpt(m) if and only if m = n.
Let us explain the organization of this paper. In Section 1, we set up the notions
of posets, and define the Hibi ring and rank∗ P and rank∗ P in order to state our
main theorem.
In Section 2, we recall the definition and several basic results of F -threshold and
give a formula of diagonal F -thresholds cm(m) for Hibi rings.
2
In Section 3, we recall the definition of F -pure threshold and give a formula of
F -pure thresholds fpt(m) for Hibi rings.
In Section 4, we compute a-invariants a(R) for Hibi rings and compare cm(m) and
fpt(m) with −a(R). Moreover, for given integers a ≥ b ≥ c ≥ 1, we find a connected
poset P such that rank∗ P = a, rankP = b and rank∗ P = c.
1. Preliminaries
First, we set up the notions of posets and define the Hibi ring.
Let P = {p1, p2, . . . , pN} be a finite partially ordered set(poset for short). Let
J(P ) be the set of all poset ideals of P , where a poset ideal of P is a subset I
of P such that if x ∈ I, y ∈ P and y ≤ x then y ∈ I. By structure theorem
of Birkhoff(see [Bir]), for a distributive lattice D, there exists a poset P such that
D ∼= J(P ) ordered by inclusion.
A chain X of P is a totally ordered subset of P . The length of a chain X of P is
#X − 1, where #X is the cardinality of X . The rank of P , denoted by rankP , is
the maximum of the lengths of chains in P . A poset is called pure if its all maximal
chains have the same length. For x, y ∈ P , we say that y covers x, denoted by x⋖y,
if x < y and there is no z ∈ P such that x < z < y.
Definition 1.1 ([Hib]). Let the notation be as above. We consider the following
map:
ϕ : D(= J(P )) −→ K[T,X1, . . . , XN ]
∈ ∈
I 7−→ T
∏
pi∈I
Xi
Then we define the Hibi ring Rk[D] as follows:
Rk[D] = k[ϕ(I) | I ∈ J(P )].
Example 1.2. Consider the following poset P (1 ≤ 3, 2 ≤ 3 and 2 ≤ 4):
P =
1 
3 
2
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏ 4
J(P ) = {1, 2}  {2, 4}
{1, 2, 4}ttttttt
❏❏❏❏❏❏❏
{2}❏
❏❏
❏❏
❏❏
tt
tt
tt
t
{1, 2, 3} ❏❏❏❏❏❏❏
{1, 2, 3, 4}
❏❏❏❏❏❏❏
ttttttt
{1} ttt
tt
tt
∅

❏❏
❏❏
❏❏
❏
tt
tt
tt
t
Then we have
Rk[D] = k[T, TX1, TX2, TX1X2, TX2X4, TX1X2X3, TX1X2X4, TX1X2X3X4].
Example 1.3. Consider the following poset P :
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P =
p1 
p2 
pm−1 
q1
q2
qn−1
then Rk[D] ∼= k[X ]/I2(X), where X is an m × n-matrix whose all entries are
indeterminates.
Remark 1.4. (1) ([Hib]) Hibi rings are toric ASL, thus normal Cohen-Macaulay
domains.
(2) dimRk[D] = #P + 1.
(3) ([Hib]) Rk[D] is Gorenstein if and only if P is pure.
Finally, we define rank∗ P and rank∗ P for a poset P in order to state our main
theorem.
A sequence C = (q1, . . . , qt) is called a path of P if C satisfies the following
conditions:
(1) q1, . . . , qt are distinct elements of P ,
(2) q1 is a minimal element of P and qt−1 ⋖ qt,
(3) qi ⋖ qi+1 or qi+1 ⋖ qi.
In short, we regard the Hasse diagram of P as a graph, and consider paths on it.
In particular, if qt is a maximal element of P , then we call C maximal path. For a
path C = (q1, . . . , qt), we denote C = q1 → qt.
For a path C = (q1, . . . , qt), qi is said to be a locally maximal element of C if
qi−1 ⋖ qi and qi+1 ⋖ qi, and a locally minimal element of C if qi ⋖ qi−1 and qi ⋖ qi+1.
For convenience, we consider that q1 is a locally minimal element and qt is a locally
maximal element of C.
For a path C = (q1, . . . , qt), if q1 ≤ · · · ≤ qt then we call C an ascending chain
and if q1 ≥ · · · ≥ qt then we call C a descending chain. We denote a ascending
chain by a symbol A and a descending chain by a symbol D. For a ascending chain
A = (q1, . . . , qt), we put t(A) = qt and < A >= {q ∈ P | q ≤ t(A)}. Since < A > is
a poset ideal of P generated by A, we note that < A >∈ J(P ).
Let C = (q1, . . . , qt) be a path. We now introduce the notion of the decomposition
of C. We decompose V (C) as follows:
V (C) = V (A1) ∪ V (D1) ∪ V (A2) ∪ · · · ∪ V (Dn−1) ∪ V (An)
such that
V (A1) = {q1, . . . , qa(1)},
V (D1) = {q′1, . . . , q′d(1)},
V (A2) = {qa(1)+1, . . . , qa(2)},
··
·
V (Dn−1) = {q′d(n−2)+1, . . . , q′d(n−1)},
V (An) = {qa(n−1)+1, . . . , qa(n) = qt},
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where {qa(1), . . . , qa(n)} is the set of locally maximal elements and {q1, q′d(1), . . . , q′d(n−1)}
is the set of locally minimal elements of C. Then Ai are ascending chains and Dj
are descending chains. This decomposition is denoted by C = A1 +D1 +A2 + · · ·+
Dn−1 + An.
For a path C = (q1, . . . , qt), we define the upper length by
length∗C = #{(qi, qi+1) ∈ E(C) | qi ⋖ qi+1},
where E(C) is the set of edges of C.
Example 1.5. (1) If C is a chain, then length∗C = lengthC.
(2) Consider the following path C:


1

2

❖❖❖❖❖❖❖❖❖

❖❖❖❖❖❖❖❖❖

3

4
Then length∗C = 4.
Next, we introduce the condition (*).
Definition 1.6. For a path C = (q1, . . . , qt), we say that C satisfies a condition (*)
if C satisfies the following conditions:
For the decomposition C = A1 +D1 + . . .+Dn−1 + An,
(1) V (Di) ∩
(⋃i−1
m=1 < Am > ∪ < Ai \ t(Ai) > ∪{t(Ai)}
)
= ∅,
(2) V (Ai+1) ∩
(⋃i
m=1 < Am >
)
= ∅
for all 1 ≤ i ≤ n− 1.
Remark 1.7. At the above definition, condition (*) means as follows: assume
that C = (q1, . . . , qr−1, qr, qr+1, . . .) and qr is a locally maximal element or a locally
minimal element of C. Then for all s > r and r > t, qs 6≤ qt.
Remark 1.8. For a path C = (q1, . . . , qt) such that C satisfies a condition (*) and
qt is a locally maximal element, we can extend C to a path C˜ = (q1, . . . , qt, . . . , qt′)
such that C˜ is a maximal path which satisfies a condition (*).
Indeed, if qt is not a maximal element of P , then there exists qt+1 such that
qt⋖ qt+1. We decompose C = A1+D1+ . . .+Dn−1+An. If qt+1 ∈ < Ai > for some
i, then so is qt. This means that C does not satisfy a condition (*), a contradiction.
Hence a path C ′ = (q1, . . . , qt, qt+1) also satisfies a condition (*). Therefore, by
repeating this operation, we can extend C to a path C˜ = (q1, . . . , qt, . . . , qt′) such
that C˜ is a maximal path which satisfies a condition (*).
Example 1.9. Consider the following poset P :
q1 
q2 
q3 
q4

❖❖❖❖❖❖❖❖❖
q5
❖❖❖❖❖❖❖❖❖
q6

♦♦♦♦♦♦♦♦♦
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Then, C1 = (q1, q2, q5, q6) satisfies the condition (*), but C2 = (q1, q2, q3, q4, q5, q6)
does not satisfy the condition (*) because q2 ≥ q5.
Now, we define the upper rank rank∗ P and the lower rank rank∗ P for a poset P .
Definition 1.10. For a poset P , we define
rank∗ P = max{length∗C | C is a maximal path which satisfies a condition(∗)},
rank∗ P = min{length∗C | C is a maximal path which satisfies a condition(∗)}.
We call rank∗ P upper rank and rank∗ P lower rank of P . We note that rank
∗ P ≥
rankP ≥ rank∗ P .
Example 1.11. Consider the following poset P :
q1 
q2 
q3 
q5
q4
❖❖❖❖❖❖❖❖❖
q6
Then, the following paths satisfy the condition (*):
q1 
q2 
q3 
q1 
q2 
q4
❖❖❖❖❖❖❖❖❖
q5
q6
q2 
q3 
q4
❖❖❖❖❖❖❖❖❖ q4 
q5 
q6 
Hence we have rank∗ P = 3 and rank∗ P = rankP = 2.
2. Diagonal F-thresholds of Hibi rings
In this section, we recall the definition and several basic results of F -threshold
and give a proof of the main theorem.
2.1. Definition and basic properties. Let R be a Noetherian ring of character-
istic p > 0 with dimR = d ≥ 1. Let m be a maximal ideal of R. Suppose that a
and J are m-primary ideals of R such that a ⊆ √J and a∩R◦ 6= ∅, where R◦ is the
set of elements of R that are not contained in any minimal prime ideal of R.
Definition 2.1. Let R, a, J be as above. For each nonnegative integer e, put
νJ
a
(pe) = max{r ∈ N | ar 6⊆ J [pe]}, where J [pe] = (ape | a ∈ J). Then we define
cJ(a) = lim
e→∞
νJ
a
(pe)
pe
if it exists, and call it the F -threshold of the pair (R, a) with respect to J . Moreover,
we call ca(a) the diagonal F -threshold of R with respect to a.
For convenience, we put
cJ+(a) = lim sup
e→∞
νJ
a
(pe)
pe
, cJ−(a) = lim inf
e→∞
νJ
a
(pe)
pe
.
About basic properties and examples of F -thresholds, see [HMTW]. In this sec-
tion, we summarize basic properties of the diagonal F -thresholds cm(m).
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Example 2.2. (1) Let (R,m) be a regular local ring of positive characteristic.
Then cm(m) = dimR.
(2) Let k[X1, . . . , Xd]
(r) be the r-th Veronese subring of a polynomial ring S =
k[X1, . . . , Xd]. Put m = (X1, . . . , Xd)
rR. Then cm(m) = r+d−1
r
.
(3) ([MOY, Corollary 2.4]) If (R,m) is a local ring with dimR = 1, then cm(m) =
1.
Example 2.3. ([MOY, Theorem 2]) Let S = k[X1, . . . , Xm, Y1, . . . , Yn] be a poly-
nomial ring over k in m+n variables, and put n = (X1, . . . , Xm, Y1, . . . , Yn)S. Take
a binomial f = Xa11 · · ·Xamm − Y b11 · · ·Y bnn ∈ S, where a1 ≥ · · · ≥ am, b1 ≥ · · · ≥ bn.
Let R = Sn/(f) be a binomial hypersurface local ring with the unique maximal ideal
m. Then
cm(m) = m+ n− 2 + max{a1 + b1 −min{
∑m
i=1 ai,
∑n
j=1 bj}, 0}
max{a1, b1} .
2.2. Proof of the main theorem. In this subsection, we give a proof of the main
theorem. Recall Theorem 1:
Theorem 2.4. Let P be a finite poset, and D = J(P ) the distributive lattice. Put
R = Rk[D]. Let m = R+ be the graded maximal ideal of R. Then
cm(m) = rank∗ P + 2.
Lemma 2.5. cm−(m) ≥ rank∗ P + 2.
Proof. First of all, we note that for all Q = pe,
m
[Q] = (ϕ(I)Q | I ∈ J(P ))R
and
R =
+∞⊕
r=0
(
T rX
s(p1)
1 · · ·Xs(pN )N | 0 ≤ s(pi) ≤ r, pi ≤ pj ⇒ s(pi) ≥ s(pj)
)
.
Take a path C such that length∗C = rank∗ P and decompose C = A1 + D1 +
· · ·+Dn−1 + An, where
V (A1) = {q1, . . . , qa(1)},
V (D1) = {q′1, . . . , q′d(1)},
V (A2) = {qa(1)+1, . . . , qa(2)},
··
·
V (Dn−1) = {q′d(n−2)+1, . . . , q′d(n−1)},
V (An) = {qa(n−1)+1, . . . , qa(n) = qm}.
Then we note that m = rank∗ P + 1.
Next, we define an increasing sequence of poset ideals as follows:
I1 = {qk(1)},
Ii =< {qk(i)} > ∪Ii−1 (2 ≤ i ≤ m).
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To prove Lemma 2.5, it is enough to show that
Claim 2.6.
M =
∏
I=∅,I1,...,Im
ϕ(I)Q−1 ∈ m(m+1)(q−1) \m[Q].
Proof of Claim 2.6. Put M = T rX
s(p1)
1 · · ·Xs(pn)n . Then, by the construction of M ,
we have r = (m+ 1)(Q− 1). Hence M ∈ m(m+1)(Q−1). Moreover, since C satisfies a
condition (*), s(qk(1)) = m(Q− 1), s(qk(2)) = (m− 1)(Q− 1), . . . , s(qk(m)) = Q− 1.
We assume that M ∈ m[Q]. Then there exists I ∈ J(P ) such that M/ϕ(I)Q ∈ R.
Put M/ϕ(I)Q = T r
′
X
s′(p1)
1 · · ·Xs
′(pn)
n . Then 0 ≤ s′(pi) ≤ r′ and s′(pi) ≤ s′(pj) if
pi ≥ pj .
By the construction ofM , we have r′ = m(Q−1)−1. Moreover, s′(pi) = s(pi)−Q
if pi ∈ I and s′(pi) = s(pi) if pi 6∈ I. Hence, if qk(1) 6∈ I, then s′(qk(1)) = s(qk(1)) =
m(Q−1) < r, a contradiction. Therefore qk(1) ∈ I. Also if qk(2) 6∈ I, then s′(qk(2)) =
s(qk(2)) = (m − 1)(Q − 1) > (m − 1)(Q − 1) − 1 = s′(qk(1)). This contradicts
qk(2) ≥ qk(1). Hence qk(2) ∈ I. In the same way, qk(3), . . . , qk(m) ∈ I. This contradicts
s(qk(m)) = Q− 1 < Q. Therefore M 6∈ m[Q]. 
Hence we have cm(m) ≥ rank∗ P + 2. Next, we prove the opposite inequality.
Lemma 2.7. For all large Q = pe ≫ 0, if r ≥ (rank∗ P + 2)(Q − 1) + 1 then
m
r ⊆ m[Q].
Proof. We note that
m
r = (T rX
s(p1)
1 · · ·Xs(pN )N | 0 ≤ s(pi) ≤ r, pi ≥ pj ⇒ s(pi) ≤ s(pj))R.
We will show that for each M = T rX
s(p1)
1 · · ·Xs(pN )N ∈ mr, there exists I ∈ J(P )
such that M
ϕ(I)Q
∈ Rk[D].
Case 1: For all minimal elements p ∈ P , r − s(p) ≥ Q.
Put I = ∅. Then M
ϕ(I)Q
∈ Rk[D]. Indeed, put Mϕ(I)Q = T r
′
X
s′(p1)
1 · · ·Xs
′(pn)
n , then
r′ = r − Q and s′(pi) = s(pi). Hence 0 ≤ s′(pi) ≤ r′ and s′(pi) ≤ s′(pj) if pi ≥ pj .
Therefore M
ϕ(I)Q
∈ Rk[D].
Case 2: There exists a minimal element p ∈ P such that r − s(p) ≤ Q− 1.
For each p ∈ P , we define a function dM : P → {0, 1} as follows: We define
dM(p) = 1 if there exists a path C = pmin → p such that C satisfies the following
conditions, and dM(p) = 0 otherwise:
(1) r − s(pmin) ≤ Q− 1.
(2) C satisfies a condition (*).
(3) We decompose C = A1+D1+A2+ · · ·+Dn′−1+An′ . Let q1, . . . , qm′ be the
elements of V (A1). . . . , V (An′) as in Lemma 2.5. Then for all i = 1, . . . , m
′,
s(qk(i))− s(qk(i+1)) ≤ Q− 1.
Fact 2.8. (1) If dM(p) = 1 then s(p) ≥ Q.
(2) If p′ ⋗ p, dM(p) = 1 and dM(p
′) = 0, then s(p)− s(p′) ≥ Q.
Proof of Fact 2.8. (1) For all p ∈ P such that dM(P ) = 1, by definition of dM , there
exists a path C = pmin → p such that C satisfies the following conditions:
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(1) r − s(pmin) ≤ Q− 1.
(2) C satisfies a condition (*).
(3) We decompose C = A1+D1+A2+ · · ·+Dn′−1+An′ . Let q1, . . . , qm′ be the
elements of V (A1). . . . , V (An′) as in Lemma 2.5. Then for all i = 1, . . . , m
′,
s(qk(i))− s(qk(i+1)) ≤ Q− 1.
Then we note that length∗C = m′ + 1 ≤ m+ 1. We put
V (A1) = {q1, . . . , qa(1)},
V (D1) = {q′1, . . . , q′d(1)},
V (A2) = {qa(1)+1, . . . , qa(2)},
··
·
V (Dn−1) = {q′d(n−2)+1, . . . , q′d(n−1)},
V (An) = {qa(n−1)+1, . . . , qa(n) = qm}.
Since r ≥ (m+ 1)(Q− 1) + 1 by assumption, we get
s(qm) ≥ r −m′(Q− 1)
≥ (m+ 1)(Q− 1) + 1−m′(Q− 1)
≥ Q.
(2) Assume that p′ ⋗ p, dM(p) = 1 and dM(p
′) = 0. If s(p) − s(p′) ≤ Q − 1,
then there exists a path C = pmin → p since dM(p) = 1. By Remark 1.8, we can
extend C to a path C˜ = pmin → p′ satisfying a condition (*). Hence dM(p′) = 1, a
contradiction. Therefore s(p)− s(p′) ≥ Q. 
We return to the proof of Theorem 2.4. Put I = {p ∈ P | there exists p′ ≥ p such
that dM(p
′) = 1} ∈ J(P ). We prove that M/ϕ(I)Q ∈ Rk[D].
Put M/ϕ(I)Q = T r
′
X
s′(p1)
1 · · ·Xs
′(pN )
N . Then r
′ = r − Q. Moreover, s′(pi) =
s(pi)−Q if pi ∈ I and s′(pi) = s(pi) if pi 6∈ I.
Firstly, we prove that s′(pi) ≤ s′(pj) if pi ≥ pj . We may assume that pi ⋗ pj .
We note that s′(pi) = s(pi) − Q if pi ∈ I and s′(pi) = s(pi) if pi 6∈ I. Hence, if
pi, pj ∈ I, or pi, pj 6∈ I, then M/ϕ(I)Q ∈ Rk[D]. Therefore, we may assume that
pi 6∈ I and pj ∈ I. Then we have dM(pi) = 0. If dM(pj) = 1, then s′(pi) = s(pi) ≤
s(pj)−Q = s′(pj) by Fact 2.8(2). If dM(pj) = 0, then there exists pk ∈ P such that
dM(pk) = 1 and pk ≥ pj. If pk ≥ pi, then pi ∈ I, a contradiction. Hence pk 6≥ pi.
Since dM(pk) = 1, there exists a path C = pmin → pk.
Case 2-1: We can extend C to a path C˜ = pmin → pi satisfying a condition (*).
If s(pk)−s(pi) ≤ Q−1, then dM(pi) = 1, a contradiction. Hence s(pk)−s(pi) ≥ Q.
Therefore, we have s′(pj)− s′(pi) = s(pj)−Q− s(pi) ≥ s(pk)− s(pi)−Q ≥ 0.
Case 2-2: We cannot extend C as Case 2-1.
In this case, a path C˜ = pmin → pi does not satisfy a condition (*). Hence there
exists pℓ ∈ V (C) such that pℓ ≥ pk, pi. This contradicts dM(pj) = 0. Therefore, we
have that s′(pi) ≤ s′(pj) if pi ≥ pj .
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Secondly, we prove that 0 ≤ s′(pi) ≤ r′. By Fact 2.8(1), 0 ≤ s′(pi). To prove
s′(pi) ≤ r′, it is enough to show that s′(pmin) ≤ r′ for all minimal element pmin.
If pmin ∈ I, s′(pmin) = s(pmin) − Q ≤ r − Q = r′. Assume that pmin 6∈ I. If
r − s(pmin) ≤ Q − 1, then dM(p) = 1, a contradiction. Hence r − s(pmin) ≥ Q, and
thus r′ − s′(pmin) = r −Q− s(pmin) ≥ 0. 
Corollary 2.9. cm+(m) ≤ rank∗ P + 2.
As a result, we have cm(m) = rank∗ P + 2.
3. F -pure thresholds of Hibi rings
The F -pure threshold, which was introduced by [TW], is an invariant of an ideal
of an F -finite F -pure ring. F -pure threshold can be calculated by computing gener-
alized test ideals (see [HY]), and [Bl] showed how to compute generalized test ideals
in the case of toric rings and its monomial ideals. Since Hibi rings are toric rings,
we can compute F -pure thresholds of the homogeneous maximal ideal of arbitrary
Hibi rings, and will be described in terms of poset.
Definition 3.1 (F -pure threshold[TW]). Let R be an F -finite F -pure ring of char-
acteristic p > 0, a a nonzero ideal of R, and t a non-negative real number. The
pair (R, at) is said to be F -pure if for all large q = pe, there exists an element
d ∈ a⌈t(q−1)⌉ such that the map R −→ R1/q (1 7→ d1/q) splits as an R-linear map.
Then the F -pure threshold fpt(a) is defined as follows:
fpt(a) = sup{t ∈ R≥0 | (R, at) is F -pure}.
Hara and Yoshida [HY] introduced the generalized test ideal τ(at) (t is a non
negative real number). Then fpt(a) can be calculated as the minimum jumping
number of τ(ac), that is,
fpt(a) = sup{t ∈ R≥0 | τ(at) = R}.
Especially, [Bl] showed how to calculate τ(ac) in the case of monomial ideals a in
a toric ring R. Now, we recall the following theorem of [Bl].
3.1. setting for toric rings. Let k be a perfect field, N = M∨ ∼= Zn a dual pair
of lattices. Let σ ⊂ NR = N ⊗Z R be a strongly convex rational polyhedral cone
given by σ = {r1u1 + · · · + rsus | ri ∈ R≥0} for some u1, . . . , us in N . The dual
cone σ∨ is a (rational convex polyhedral) cone in MR defined by σ
∨ = {m ∈ MR |
(m, v) ≥ 0, ∀v ∈ σ}. The lattice points in σ∨ give a sub-semigroup ring of Laurent
polynomial ring k[X±11 , . . . , X
±1
n ], generated by X
m = Xm11 · · · · ·Xmnn (m ∈ σ∨∩M).
This affine semigroup ring is denoted by
Rσ = k[σ
∨ ∩M ].
Rσ is said to be the toric ring defined by σ. For a monomial ideal a = (X
α1, . . . , Xαs) ⊂
Rσ, P (a) denotes the convex hull of α1, . . . , αs in MR.
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Theorem 3.2 ([Bl]). Let Rσ be a toric ring defined by σ over a field of positive
characteristic and a a monomial ideal of Rσ. Let v1, . . . , vs ∈ Zn be the primitive
generator of σ. Then a monomial Xm ∈ Rσ is in τ(ac) if and only if there exists
w ∈MR with (w, vi) ≤ 1 for all i, such that
m+ w ∈ relint cP (a),
where cP (a) = {cm ∈ M | m ∈ P (a)}.
Especially, τ(ac) = R if and only if X0 ∈ τ(ac). Let
O = {w ∈MR | (w, vi) ≥ 1(∃i)}.
Then we get following corollary.
Corollary 3.3 ([Hir]). fpt(a) = sup{c ∈ R≥0 | (σˇ \ O) ∩ cP (a) 6= ∅}.
3.2. F -pure threshold of Hibi rings. Since Hibi rings are toric rings, we can
compute F -pure threshold of the homogeneous maximal ideal of any Hibi ring using
corollary 3.3.
Recall that Hibi rings have the structure as toric rings. Let P be a finite poset,
R = Rk(D),m the unique homogeneous maximal ideal of R, where D = J(P ). R
P
denotes #P -dimensional R-vector space, which entries are indexed by P . ZP denotes
the lattice points in RP . For a monomial T uT
∏
p∈P X
up
p ∈ R, u = (uT , up)p∈P is
a corresponding vector in Z ⊕ ZP . It is known that R is a toric ring defined by a
strongly convex rational polyhedral cone generated from ”the order polytope of P”.
Definition 3.4 (cf. [St]). P,RP are as above. An element of P descrived as (up)p∈P .
The order polytope of P is a subset of RP satisfying following conditions.
1) 0 ≤ up ≤ 1 for all p ∈ P .
2) up ≤ up′ if p ≥ p′.
Remark 3.5. Note that the condition 2) is slightly different from the original. It
is arranged for construction of Hibi rings in this paper.
Let m be the maximal homogeneous ideal of R. ¿From a constraction of R,
P (m)− (1,−→0 ) ⊂ (0)⊕ RP is the order polytope of P .
Lemma 3.6.
R = k[R≥0P (m) ∩ (Z⊕ ZP )].
Hence, if we put σ∨ = R≥0P (m), then R is the toric ring defined by σ.
Now, the primitive generators of σˇ is the following.

u = (ui, uT )i∈P
∣∣∣∣∣∣
uT = 1
ui = 1 (i ∈ I)
ui = 0 (i 6∈ I)
, I ∈ J(P )

 .
And R is represented as k[Xu | u ∈ σˇ ∩ Z#P+1]. Since P (m) = σˇ ∩ (uT = 1), we
can obtain the following lemma from Corollary 3.3.
fpt(m) = sup{degT u | u ∈ σˇ \ O}.(1)
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Set P be P∪{−∞,∞}, and let Σ be the set of real functions ψ satisfying following
properties.
1): ψ(∞) = 0.
2): x⋖ y =⇒ ψ(y)− ψ(x) ≤ 1
Theorem 3.7. Let R = Rk(D) be the Hibi ring corresponding to a finite poset P ,
and m its homogeneous maximal ideal. Then
fpt(m) = max{ψ(−∞) | ψ ∈ Σ}.
Proof. Note that σˇ is a rational polyhedral cone given by the following conditions:
0 ≤ ui (i : maximal),
0 ≤ ui − uj (j ⋖ i),
0 ≤ ui − uT (i : minimal).
Then, σˇ \ O is a domain satisfying following conditions.
0 ≤ ui ≤ 1 (i; maximal),
0 ≤ ui − uj ≤ 1 (j ⋖ i),
0 ≤ ui − uT ≤ 1 (i; minimal).
Thus we obtain the required assertion.

From the theorem 3.7, we get the following inequality.
Corollary 3.8.
fpt(m) ≤ min{lengthC | C : maximal chain in P}
= min{lengthC | C : maximal chain in P}+ 2.
We have another assertion of fpt(m) in terms of rank∗ P .
Theorem 3.9. Under the same notation of theorem 3.7,
fpt(m) = rank∗ P = rank∗ P + 2.
In particular,
fpt(m) ∈ N.
Proof. The second equality is clear. First, we prove that fpt(m) ≤ rank∗ P + 2. If
A = (p0, . . . , pr) is a chain in P and ψ ∈ Σ, ψ(p0) ≤ ψ(pr) + r from the condition
2). If a path C in P satisfying (*) has a decomposition into A1 + D1 + · · · +
An (Ai = (pi0, . . . , pri)) and ψ ∈ Σ, then ψ(−∞) ≤ ψ(∞) +
∑n
i=1 ri ≤ rank∗ P .
Hence fpt(m) ≤ rank∗ P + 2.
Next, we will prove that fpt(m) ≥ length∗C for some path C in P . If we can find
such a path, we will get fpt(m) ≥ length∗C ≥ rank∗ P . In general, we can calculate
fpt(m) by following. We will define λi and Λi(i ∈ N) inductively as subsets of P .
(1) Λ0 = λ0 = {∞}.
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(2) λi = {p ∈ P \
⋃i−1
j=0 Λj | ∃q ∈ Λi−1 s.t. p⋖ q}.
(3) Λi = {p ∈ P \
⋃i−1
j=0 Λj | ∃q ∈ λi s.t. p ≥ q}.
Note that λi is a subset of Λi, and P is the disjoint union of Λi’s.
Claim 3.10. Suppose that p ∈ Λi and p′ ∈ Λj. If i > j then p 6> p′.
Proof. Suppose that p > p′. Because p′ ∈ Λj, we can take q q ∈ λj such that
q < p. Since i > j and q < p, p 6∈ ⋃j−1l=1 Λl, and p ∈ Λj by the definition. This is a
contradiction. 
Now let us construct function ψ given by ψ(p) = i if p is in Λi. Then ψ is in Σ
because of Claim 3.10 and ψ(−∞) = max{i | Λi 6= ∅}.
Next, we will find a path C such that length∗C = fpt(m). Let p0 = −∞. Then
p0 ∈ λl for some l. If pi ∈ λl, there exists pi+1 ∈ Λl−1 for which covers pi. If
pi ∈ Λl\λl, then there exist p ∈ λl such that p ≤ pi, and a sequence pi, pi+1, . . . , pj =
p (pk+1 ⋖ pk for i ≤ k ≤ j) in Λl. At the end, ps becomes to ∞ and define a path
C = (p0, . . . , ps) then C satisfies condition (*). Because it is clear by construction
that if p ∈ Λk and p′ ∈ Λl, then k ≥ l. If k = l, then p′ ≤ p. This shows p and p′ is
belong to the same Di. If k > l, then p 6> p′ because of Claim 3.10.
Since length∗C is the number of pairs (pi ⋖ pi+1). This corresponds to the num-
ber of non-empty Λi by construction of C, that is n(−∞). For this n and C,
rank∗ P ≤ length∗C = n(−∞) ≤ fpt(m). 
4. Application and −a(R) of Hibi rings
In this section, we recall the definition of the a-invariant a(R) and compare cm(m)
and fpt(m) with −a(R) for Hibi rings.
First, we recall that the definition of a-invariant is
a(R) = max{n ∈ Z | [HdimR
m
(R)]n 6= 0}
(see [GW]).
Bruns and Herzog computed a(R) for an ASL ([BH, Theorem 1.1]). By their
theorem, we can obtain the following fact.
Fact 4.1. ([BH, Theorem 1.1]) Let R = Rk[D] be the Hibi ring made by a distribu-
tive lattice D = J(P ), where P is a finite poset. Then
−a(R) = rankP + 2.
In particular, Theorems 2.4 and 3.7 imply the following corollary.
Corollary 4.2. Under the same notation as in Theorem 2.4, we have
fpt(m) ≤ −a(R) ≤ cm(m).
Segre products of two polynomial rings are one of the important examples of Hibi
rings. Since the Segre product of k[X1, . . . , Xm] and k[Y1, . . . , Yn] is isomorphic to
the determinantal ring k[X ]/I2(X), where X is an m × n matrix whose all entries
are indeterminates, we give the following corollary by Example 1.3.
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Corollary 4.3. Let k be a perfect field of positive characteristic, and let m,n ≥ 2
be integers. Let R = k[X1, . . . , Xm], S = k[Y1, . . . , Yn] be polynomial rings, and let
R#S be the Segre product of R and S. Let m be the unique graded maximal ideal
of R#S. Then
cm(m) = −a(R#S) = max{m,n},
fpt(m) = min{m,n}.
In particular, cm(m) = fpt(m) if and only if m = n.
Finally, we make general examples.
Example 4.4. For given integers a ≥ b ≥ c ≥ 1, we can find a connected poset P
such that rank∗ P = a, rankP = b and rank∗ P = c. We put a = db + r, e = ⌈ab ⌉
and f = max{c− (b− r + 1), 0}+ 1, where 0 ≤ r ≤ b− 1.
Case 1: d ≥ 2.
q11 
q12 
q1b 
q1b+1 = q
′
1c+1

q′1c

❄
❄
❄
❄
❄
❄❄❄❄
❄❄
q′12 
❄❄❄❄❄
q′11 = q21

❄
❄
❄
❄
❄
q22
q2b 
q2b+1 = q
′
2c+1


❄
❄
❄
❄
❄
❄❄❄❄❄

❄❄❄❄❄
qe−11

❄
❄
❄
❄
❄
qe−12
qe−1r+1 = q
′
e−1f+1

qe−1b+1

q′e−1f

❖❖❖❖❖❖❖
❖❖❖❖❖
q′e−12

❖❖❖❖❖
q′e−11 = qe1

❖❖❖❖❖❖❖
qe2 
qeb 
qeb+1

Case 2: d = 1 and c ≥ b− r. Put g = c− b+ r.
q11

q12 
q1r+1 = q
′
1g+1

q1b+1

q′1g

❖❖❖❖❖❖❖
❖❖❖❖❖
q′12

❖❖❖❖❖
q′11 = q21

❖❖❖❖❖❖❖
q22
q2b
q2b+1

Case 3: d = 1 and c < b− r.
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q′11 = q11

q12
q1r+1 
q1b+1

q21

❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
q22
q2b
q2b+1

q′12

❖❖
❖❖
❖❖
❖
❖❖
❖❖
❖
q′1c

❖❖
❖❖
❖
q′1c+1

❖❖
❖❖
❖❖
❖
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