A new methodology in which linear fractional transformation uncertainty bounds are directly constructed for use in robust control design and analysis is proposed. Existence conditions for model validating solutions with or without repeated scalar uncertainty are given. The approach is based on minimax formulation to deal with multiple non-repeated structured uncertainty components subject to fixed levels of repeated scalar uncertainties. Input directional dependence and variations with different experiments are addressed by maximizing uncertainty levels over multiple experimental data sets. Preliminary results show that reasonable uncertainty bounds on structured non-repeated uncertainties can be identified directly from measurement data by assuming reasonable levels of repeated scalar uncertainties. 
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Problem Definition
Figure 1 shows measured input, U E CnU and output, y E C"., across a true plant. These inputs and outputs are assumed to be discrete Fourier transforms obtained from discrete time records. The corresponding output, @, from an upper linear fractional transformation model, F,(P, A), depends on a given augmented plant, P , and an assumed structured uncertainty of the form (1) where TT := (1, . . . , T ) . Consider a set of measurements from ne independent experiments whose inputs and outputs are denoted by (~( j ) , for the j t h experiment. Define the set A = blk-diag(A1,. . .,AT); Aj E CmaXn', i E T T T ne := { u(j 1, y(j) : j = 1, . , . , ne} (2) Henceforth, consider input and output pairs that satisfy (U, y) E Tn,. At each frequency, the signals and 17 depend on input vector U and in particular its direction so that a ratio of their norms will also be dependent on the particular input direction. 
The basic problem we address is to determine smallest bounds among all uncertainties which are model validating with respect to available input/output measurements. From equation (3), the uncertainty bound can be written as a ratio of %norms Of course fictitious signals e and 17 cannot be measured so it is necessary to look at their dependence on real signals U and y and their transmission through the system P. We consider a constant matrix problem; i.e., the supremum is taken at each frequency and is due to the directional dependence of ratio of 2-norms. Given a model validating set, consider choosing a "smallest" size uncertainty in terms of i.e., minimum over maximum over all components. A potential hazard with this viewpoint is the numerical values of the component uncertainties may not be of equal physical relevance. This is particularly true for more complex systems where there is usually a mixture of parametric (repeated or not) and nonparametric uncertainties including unmodeled dynamics. In practice, more uncertainty parameters are used (as compared to the "true" set of uncertain parameters) to sufficiently satisfy existence of model validating solutions. This means that robust identification problems generally lead to underdetermined problems, which appears to require the selection of physically significant uncertainty configurations and levels from all model validating sets. For the above reasons, we treat the parametric scalar uncertainties which are often repeated separately from component unstructured uncertainties.
Existencle of [, q
For each experiment, consider the existence of ( which is an unconstrained by the structure in the uncertainty block and satisfying equation (5) where e; is determined by the particular experiment using equation (9), N21 is chosen so that its columns span Ker(Pzl), and 4 E Cn* is arbitrary. Given any E from equation ( l l ) , the complementary signal r] can be computed from equation
Lemma 1 defines the conditions under which the output nominal error e; can be cancelled by the fictitious signals Pz1( from the uncert,ainty block. The Lemma presupposes that the fictitious signal ( is unconstrained by the structure in the uncertainty block. Note that the null freedom $ is an independent variable. In fact, any choice of $ for a given experiment gives a corresponding pair of' and r] which satisfy equations (4) and (5).
If the condition in Lemma 1 holds, the fictitious signals satisfying equations (4) and (5) Theorem 2 is a constraint on 4 to limit 5 and 17 that satisfy the repeated scalar structure implicit in equation (7).
Note that 2 has full row rank independent of the set 61,. . .,6,,
Note that although the rank of 2 does not change as long as Hence, consider first the following minimization problem for each experiment:
The asterisk in equation 20 refers to the minimum 2-norm ratio with respect to $. To avoid a ratio of square root of
consider the condition Notice that si, in equation (20) 
. , T ) .
We summarize the problem for each experiment as subject to equations ( 
Compuational Algorithm
For numerical solutions, we suggest the following steps:
-
Step 1: Choose repeated scalar bounds 6i, i = 1, . . . , T.
Step 2: Solve optimization problem OP2 for each exper-
Step 2 until solution exists.
Step 3: Compute worst bounds for nonrepeated unceriment.
tainty components over all experiments.
Fit uncertainty components using stable low
T n c
Step 4: order rational functions over all frequencies.
Note that in Step 4, an interactive utility program such as drawmag, a p-Tools command [6] can be used. Analytical sensitivities for all constraint functions are derived. and used but not shown due to lack of space. All complex variables and equations are expanded out in real variable form to obtain the derivatives.
Illustrative Example
Consider a simple dyamical system given in . where 61 and 62 corresponds to the perturbations in the real and imaginary components of the first discrete eigenvalue, respectively. The perturbation matrices for this choice of parametric uncertainties are of rank two, i.e., repeated multiplicity of order 2 for each scalar parameter. Of course in order to preserve the (complex conjugate pair property of the set of perturbed plantar, both 61 and 62 must be real numbers.
For the simulated measurements, a small level of independent Gaussian white noise was included at both outputs. A single time record was divided into two segments for use as two
The first error peak is due to parametric error in the first mode and the second due to truncated second mode. figure 8 shows the corresponding curved-fitted stable low order rational functions for additive uncertainties in all three cases. It appears that when the assumed parametric uncertainty bound is very small relative to true values (Case 1, figure 5 ) , the additive uncertainty tries to capture a large error incurred by the optimistic level of asis consistent with the expectation that in general, parametric changes for a structural mode do not significantly affect other structural modes. Finally, note that from a more detailed parametric study, a smaller level of parametric uncertainty level could be deduced. This "minimal" parametric uncertainty level corresponds to a threshold level whereby a further decrease in the parametric uncertainty level will give a large increase in unmodeled dynamics uncertainty level. Of course, a priori physical knowledge of the system under investigation will generally help in determining this optimal tradeoff point. 
Conclusion
A new algorithm is presented for identifying both non parametric uncertainties and repeated scalar uncertainties. The algorithm uses a minimax search which is constrained to all fictitious input/output uncertainty signal sets that zero out output errors for a nominal model. This development extends an earlier method involving a minimum norm model validating approach. 
