The traditional mean squared error (MSE) criterion can be formulated as a quadratic function of a vector of control filter coefficients, and it is easy to obtain optimal control filter coefficients. Although the MSE criterion can lead to noise reductions in the control area, an unpredictable directional residual sound field is generated. In this paper, we propose a method for multi-channel active harmonic noise control with a local minimax error criterion based on the Nelder-Mead algorithm, which leads to reductions at all error positions and greater reductions at controllable positions. Directional noise reduction experiments of two areas are presented for two different error criteria at discrete locations in an anechoic chamber. Compared with a system employing the traditional MSE criterion, the results show that an active noise control system with the proposed criterion can achieve extra reductions at specified locations and overall noise reductions at the same time. The present research offers some important insights into directional control.
Introduction
Currently, acoustic noise problems are very serious as more noise sources, such as car engines, fans, transformers, and compressors, emerge. Noise control technology can be divided into two categories: passive and active noise control [1] . Passive control, such as enclosures, barriers, and silencers, are no longer practically effective at low frequencies. Active noise control (ANC) can offset the primary noise source, by adding a secondary source, which has an equal amplitude and opposite phase at the control point based on the principle of superposition. ANC has shown the great control performance at low frequencies. Until now, ANC has been successfully applied in many areas. Studies have shown that ANC can be used to control the noise associated with air-craft fuselages, automobile interiors, and open windows [2] [3] [4] [5] [6] [7] .
ANC systems can be divided into two categories based on two control strategies, feedforward control and feedback control [8] . Feedforward control is more robust than the feedback control since feedforward control has a coherent reference signal as the input of the controller, which is more stable in terms of control performance [9] . However, possible acoustic feedback from secondary sources to reference sensors arises in the feedforward control, destroying the noise reduction effect. Traditionally, the use of non-acoustic sensors or directional microphones and speakers can avoid the acoustic feedback phenomenon. A neutralization method has been proposed to solve this problem by subtracting the acoustic feedback from the signal detected by the reference microphone. Like the infinite impulse response (IIR) controller, the neutralization method can generate a pole, producing an instability in the control system [10] .
A complex noise field requires a multi-channel strategy to meet the desired demands of noise reduction. Traditionally, when the mean squared error (MSE) criterion is adopted to calculate optimal filter coefficients, a multi-channel system can achieve a good performance in terms of noise reduction. However, the residual acoustic field will generate an unpredictable directivity, due to the large differences between the maximum and minimum levels of the residual sound field [11] . Here, we can expect the noise reductions at all error points and hope for better reductions at certain locations. Previous work has reported much effort dedicated to active directivity control of the radiated sound. These methods are roughly divided into two categories: methods that use special speakers and methods that choose an appropriate error criterion.
A parametric loudspeaker array (PLA) is a special kind of speaker that generates a directional sound beam from the interaction of ultrasonic beams in the sound control field [12] . When we adopt a PLA in multi-channel ANC, the computational complexity of the algorithm is greatly reduced, since crosstalk secondary path models can be removed [13] . Tanaka used a PLA as the secondary source to avoid spillover phenomena and achieved noise control when an obstacle existed between the PLA and target points [14] . In addition, a moving directional ANC system was achieved by Tanaka [15] . The system adopted a steerable PLA based on a phased array rather than mechanically rotating the PLA, enabling the generation of a moving quiet zone. A problem with the PLA arrangement is nonlinear distortions, which have been the primary technical barriers to promoting PLAs' application [16] . Although an ANC system with a PLA can mitigate sound locally, the system has little influence on the circumferential field.
Qiu and Zhao adopted a weighted sum of the squared sound pressures within an angle at error points as a cost function and achieved a directivity control from the near field to the far field [17] . Wang and Sun also proposed using a similar weighted sum of error signals based on the spatial Fourier transform as the error criterion [18] . Apart from Qiu and Zhao, Wang and Sun used a planar microphone array, perpendicular to the desired control direction. In addition, the input of the active controller was the sum of the error signals of the array, which was equivalent to a single channel and minimized the complexity of the ANC system. Like the above methods, weighted sum methods show less potential for reductions at other positions.
As mentioned above, ANC with the MSE method produces a residual acoustic field that can exhibit large differences between its maximum and minimum levels, producing a directivity. Gonzalez originally proposed an iterative minimax error criterion to produce the acoustic field in an enclosure that was more uniform than that achieved with the classic MSE criterion [11] . An iterative algorithm was developed that minimizes the maximum value of each of the error signals. In this approach, only the error microphone with the highest level is considered to design the ANC controller in each iteration, which reduces the computational load compared with that of the conventional least mean squares (LMS) algorithm. Fan used an iterative algorithm to design an active T-shaped noise barrier and obtained a uniform residual sound field [19] . To implement an iterative algorithm based on a minimax error criterion in real applications, Shi adopted the partial update (P-U) minimax algorithm and modified the iterations, further reducing the computational load [20] .
Previous methods cannot balance the reductions at the desired points and those at other locations. To solve this problem, we introduce a local minimax error based on the Nelder-Mead algorithm as a new criterion. Given the computational complexity and stability of real-time processing in an ANC system, a fixed controller is designed offline with the proposed method. A controllable directional reduction and an overall reduction can be realized by minimizing the maximum error of certain points.
The remainder of the paper is organized in five sections. Section 2 derives a fixed optimal filter that is designed by the MSE criterion in a feedforward multi-channel system. Section 3 describes a fixed optimal filter designed with the local minimax error criterion based on the Nelder-Mead algorithm in a feedforward multi-channel system. Section 4 introduces the experimental setup. Section 5 shows the performance of the two error criteria. Experimental results are presented and discussed. In addition, conclusions are provided in Section 6.
Design of a Fixed Optimal Filter in the Frequency Domain with the Mean Squared Error Criterion
A block diagram of a feedforward multi-channel system with a single reference signal in the frequency domain at frequency w is shown in Figure 1 [21] . Based on acoustic superposition, the residual noise at frequency w can be expressed as:
where the superscript T indicates a transpose operation. X (jw) is the complex reference signal; W (jw) is a column vector of K complex control filter coefficients; G (jw) is a matrix of K × M complex transfer functions; and P (jw) is a row vector of M complex primary noise. To be concise, the variable jw is omitted and:
The MSE criterion can be expressed as:
where the superscript H is the Hermitian operator. According to Equation (3), the sum-of-the-squared of residual noise at discrete locations can be formulated as a quadratic function of the vector W T . The optimal solution of the sum of the squared residual noise at error points can be found directly by differentiating Equation (3) with respect to W T and setting the gradient equal to zero. The result of the operation is:
Design of a Fixed Optimal Filter in the Frequency Domain with the Local Minimax Error Criterion
Based on the local minimax error criterion, J 2 can be described as:
where ∞ is the infinite norm, and the subscript d represents certain discrete points at which better reductions are desired. J 2 is also a function of the vector W T . The traditional minimax error criterion deduced can be expressed as [21] :
where E represents the residual noise at all error points. J 3 is guaranteed to be convex and has a unique global minimum that can be obtained by an iterative gradient descent algorithm. Obviously, such an algorithm is not suitable for the optimization of the local minimax error since we want to obtain reductions at other points. A feasible approach to achieve this goal is to optimize J 2 locally. Generally, initial values and algorithms play important roles in local optimizations [22] . The Nelder-Mead algorithm, using a derivative-free method, is employed to find the local minimum value of J 2 . The starting point is critical and can greatly affect the objective value of the local solution.
A known point, but not the best, is often chosen as the initial values. In this paper, J 2 is employed to improve the performance of the original J 1 . Therefore, W 1 can be set as the initial values of W. It is worth mentioning that the initial point X of the Nelder-Mead algorithm is specified as a real vector in this method, whereas W 1 consists of complex numbers. Therefore, X should be constructed as:
The Nelder-Mead algorithm, also called the downhill simplex method, is a direct search method in which the derivatives may not be known [23] . It is a heuristic search method that can converge to non-stationary points. The algorithm starts off with a randomly-generated simplex. After many iterations, the vertex of the simplex that yields that best objective value is returned. More details are available in [24] . A flowchart of an iteration in the algorithm is shown in Figure 2 . The method uses the concept of a simplex, which is a special polytope of n + 1 vertices in n dimensions. The starting points are X 1 , X 2 , · · · , X n+1 , and the aim is to minimize J 2 (X). The iteration can be described as follows:
Step 1. Order J 2 (X) at the vertices X 1 , X 2 , · · · , X n+1 : suppose J 2 (X 1 ) ≤ J 2 (X 2 ) ≤ · · · ≤ J 2 (X n+1 ). If J 2 (X 1 ) is below some tolerance, and return the X opt , which is expressed as W 2 .
Step 2. Compute X O , the centroid of all points except X n+1 .
Step 3. Compute the reflected point,
Thus, a new simplex is generated; return to Step 1.
Step 4. Compute the contracted point,
Step 5. Replace all points except X 1 with X i = X i + σ (X i − X 1 ). Thus, a new simplex is generated; return to Step 1.
Note: α, γ, ρ, and σ are the reflection, expansion, contraction, and shrink coefficients, respectively. The standard values are α = 1, γ = 2, ρ = 0.5, and σ = 0.5. staring point 2 1 ( ) J X is below some tolerance 
Experimental Setup
In this section, the experimental setup is explicitly introduced. The geometric configuration of the experiment can be seen in Figure 3 .
The setup involved an actuator (a 44-mm resonant speaker), an array of loudspeakers (Swans, monitor-level active speaker, China), microphones (Brüel&Kjae, 4189-A-021, Denmark), a thin wooden board (1 m × 0.6 × 0.004 m), a digital signal processing (DSP) development board (TI, TMS320C6678, USA), a power amplifier, an analogue-to-digital (A/D) converter (Maxim, max11049, USA), and a digital-to-analogue (D/A) converter (TI, dac764, USA). The actuator was directly attached to the center of the board and excited the board, producing harmonic noise at 100 Hz. Four speakers were used as secondary sources and were arranged 60 cm in front of the board. Eleven microphones, serving as the desired, monitor, or error points, surrounded the primary and secondary sources.
Directional noise reduction experiments were carried out in two areas. Figure 3 . Considering the amount of calculation required in a practical application, the fixed controller was embedded in the DSP development board. The experiment was conducted with the following steps, as shown in Figure 4 . Step 1. Computation of the frequency domain transfer functions G(jw) and recording of the primary noise field P(jw). The DSP development board generated a harmonic signal x(n) and passed the signal to the power amplifier through the D/A converter. The actuator received the amplified signal x(t) and excited the board. The microphones obtained the primary noise field p(t) at error points and passed it to the DSP development board through the A/D converter. Then, x(n) and p(n) were sent to the personal computer (PC). Therefore, the frequency-domain transfer functions can be calculated:
Optimal filter coefficients W opt (jw) in the frequency domain of the methods, respectively mentioned in Section 2 and Section 3, and w opt (n) in the time domain can be obtained by a discrete inverse Fourier transformation.
Step 2. ANC. Firstly, the optimal filter coefficients w opt (n) in Step 1 were loaded on the DSP development board from the PC. The amplified harmonic signal from the DSP development board excited the board again. At the same time, the original signal x(n) was also the reference input of the optimal controller filter on the DSP development board. Finally, the outputs of the controller after the D/A converter were the inputs of the loudspeakers, producing the secondary field, ensuring that the residual noise E(jw) of the arc discrete control points satisfied the relevant error criterion.
Experimental Results and Discussion
In this section, an experimental evaluation of the ANC system based on the two criteria is presented. A panoramic view of the experimental environment is shown in Figure 5 .
The board was positioned obliquely on the wire mesh to reduce the friction with the wire mesh when excited by the actuator in the anechoic chamber. The frequency of the original harmonic signal generated from the DSP board was 100 Hz. We conducted seven experiments as mentioned in Section 4, respectively in two different directional areas. The mean and standard deviation values were calculated to generate the error bar diagrams. The results of the experiments are presented in Figure 6 .
Speakers
The board An uncontrollable directivity was formed at Point No. 8 in Figure 6a and in Figure 6b when the MSE method was adopted. The directional reductions of Area 1 and Area 2 were achieved with the local minimax method, where Points No. 2, No. 4, and No. 6 and No. 6, No. 8, and No. 10 were the desired points of Area 1 and Area 2, respectively. Points No. 3, No. 5, No. 7, and No. 9 were the monitor points of the two areas. Similar to the global minimax method, the proposed method also led to a uniform residual sound at the desired points. The comparison with the MSE criterion method showed that an increase in the reduction in the directional area was accompanied by a reduction in the orthogonal direction, which was due to the choice of desired error points and the optimization algorithm. The local minimax criterion method aims to achieve the reductions at local points rather than all error microphones. Moreover, the local criterion optimization based on the Nelder-Mead algorithm with a known initial point can balance reductions between the local and global area, avoiding no reduction in orthogonal directions. It is worth noting that the standard deviations of the residual sound curves of the proposed method were larger than those of the two other curves in both figures.
Microphones
The effect of P (jw), X(jw), and G (jw) can be ignored, according to Equation (1) . It is very likely that this effect was caused by the floating variation of W opt (jw). A comparison of two optimal filter coefficients with two directional areas is presented in Figure 7 .
Similarly, the amplitude and phase curves of the local minimax method also had larger standard deviations. In Section 3, we mentioned that W 2 was obtained by a local optimization using W 1 as the initial value. The Nelder-Mead algorithm is a heuristic search method that will likely converge to non-stationary points. This means that the algorithm has the same problem, and different initial conditions could produce different results in each run. Therefore, a slight change resulting from the measurement error and calculation error in the calculation of W 1 may cause W 2 to change greatly. Fortunately, larger fluctuations in W 1 do not adversely affect the results of the algorithm. The overall reductions of the two methods are shown in Figure 8 , where the floating change of the reductions was already explained. The parameters P xx , E 1 , and E 2 are the average power spectrum density of primary noise, residual noise with the MSE method, and local minimax method obtained in the experiments. Now, we compare the reductions of the two methods at the desired, monitor and all error points. Compared with the reduction of ANC system with the MSE method, the extra noise reduction at the desired points Rd 1 and the extra noise reduction at the monitor point Rd 2 can be expressed in local terms as:
)) − max(10 * lg(E 2 d )) (9) where E 1 d and E 2 d are the average power spectrum density of two residual noise at the desired points.
where E 1m and E 2m are the average power spectrum density of the two residual noise at the monitor points. The minimum of overall reductions with the proposed method Rd 3 can be expressed in global terms as:
The values of the parameters mentioned above in the experiments are shown in Table 1 . In summary, the ANC system with the proposed method can achieve an extra 7.8-dB reduction at desired points and a 15.1-dB reduction overall when controlling Area 1, as well as an extra 9.8-dB reduction at desired points and a 15.5-dB reduction overall when controlling Area 2. The reductions of monitor points were respectively 3.5 dB and 5.9 dB, indicating the extent of the controlled area. The results showed that the system can realize directional reductions in a specified area with overall reductions, as well.
Conclusions
To achieve a directional noise reduction, as well as an overall noise reduction, this paper presented a local minimax error criterion that can balance local and global reductions with the optimization of the Nelder-Mead algorithm. The initial values of the traditional method were set as the starting points of the local optimization. Analyses were conducted for the dynamic residual sound, which resulted from the changes in the initial values. Based on the initial values of the traditional method, the new error criterion produced a satisfactory result, meeting the mentioned performance requirements. This research shed new light on the balanced ANC system. Future works should focus on the following problems. First, to get a stable solution of the Nelder-Mead algorithm, stable initial values should be guaranteed. Second, remote microphone technology should be adopted when it is impossible to position microphones at a distance. Third, adaptive control and online identification are required for complex and variable sound environments.
Author Contributions: The author gratefully acknowledges the co-authors for their support and contribution to this work. K.C. and M.W. conceived of the work; R.H. helped with the Nelder-Mead algorithm; K.C. and C.G. conducted the experiments; M.W. and J.Y. are K.C.'s thesis supervisors and provided critical comments and guidance for the work. All authors have given final approval of the version to be published.
