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This paper examines the pathological behavior of the invariant set of 
bounded orbits for the differential equation f = -(%)’ where z = x1 + ha 
is a complex variable. The dots denote time differentiation and the bar denotes 
complex conjugation. Let x = (X 1 , x2), y = (yl , y2), be vectors in the 
plane, ( , ) the usual planar Euclidean inner product, and 11 *:I = ( , )l12. 
Then this differential equation is equivalent to the analytic Hamiltonian 
system of two degrees of freedom 
i -: H, 
j = -H, 
with Hamiltonian H(x, y) = (1/2)(y, y) + V(X) and harmonic potential 
V(x) = (l/3) Re(zS) = (l/3) .-cl3 - x1x2 *. This potential energy function is 
invariant under rotation through an angle (2~r/3) and at positive energies 
has level surfaces in the form of a Monkey Saddle (see Fig. 1). 
The negative energy manifolds H&y) = h < 0 of the Hamiltonian 
consist of three disjoint components. At zero energy these components 
connect at the origin, a degenerate critical point of the flow, at which the 
coefficient matrix of the linearized terms has all four eigenvalues equal to 
zero. Excepting the critical point, bounded orbits appear only in the positive 
energy manifolds which are connected and can be described as being obtained 
from a negative energy manifold by sewing on a rather complicated handle 
that contains these orbits. The homogeneity of the polynomial potential V 
will guarantee that the orbit structure for any two positive values of the 
energy h will be isomorphic modulo a constant scale factor and adjustment 
of the time variable (Lemma 1.1). 
To obtain a description of the structure of the bounded orbits, we first 
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use symmetry to construct a periodic orbit in each of the three “legs” of the 
saddle (see Fig. 2). A series of “computational” lemmas in the Appendix 
then establishes that these periodic orbits are unstable and in fact are isolated 
invariant sets for the flow. The homogeneity of the potential V plays an 
important role in the proofs of these lemmas. However, neither the homo- 
geneity nor the harmonic nature of V are essential for generating the type 
of pathology obtained in this system. These analytic results, derived from an 
analysis of the x-plane projection of the flow, are then translated into topo- 
logical results concerning the flow on the three-dimensional energy manifold 
H(x,y) =2 h > 0. In particular, the region in which bounded orbits occur 
is decomposed into three cells that intersect pairwise in discs on their 
respective boundaries and are (topological) “isolating blocks” for the flow 
in the sense of Conley and Easton [16]. Each cell then contains one of the 
unstable periodic orbits and no other bounded orbits. The topological 
description of the manifolds of orbits asymptotic to and from these basic 
periodic orbits uses techniques developed by Conley and Easton [ 161 and is 
similar to that which could be given if these orbits were hyperbolic (however, 
we do not show that they are). We then establish that these positive and 
negative asymptotic manifolds intersect transversely on the common boundary 
discs of the isolating blocks in continua that bound “windows” which contain 
all points on those bounded orbits intersecting the respective discs. This 
gives us the existence of orbits that “connect” the three unstable periodic 
orbits; that is, homochnic and heteroclinic orbits that are (topologically) 
nondegenerate. It is these orbits that “drag” the flow around in such a way 
that the analysis of the flow through the isolating blocks, winding past the 
unstable periodic orbits, is given by a study of the flow maps between windows 
(local sections transverse to the flow). This leads naturally into the realm of 
symbolic dynamics as in Morse [28] and in particular the development of 
Smale [36]. The pathological structure of the bounded orbits is then analyzed 
by analogy with the Smale horseshoe map for the case of a nondegenerate 
homoclinic point. A treatment of this map may be found in Smale [36, 371, 
Sacker [35], and Nitecki [30]. The simplest exposition for our purposes is in 
Conley [15], and since our hypotheses are only topological, we resort to the 
paper of Conley [I41 which admits direct application to our case. With these 
techniques we are able to show that to any biinfinite sequence on three 
symbols (in which no symbol succeeds itself) corresponding to the three 
legs of the saddle (or the three isolating blocks in phase space), there exists an 
uncountable number of bounded orbits running through the legs (isolating 
blocks) in sequence (see Theorem 5.2 (1)). Another natural consequence 
is that the flow admits at least a countable number each of (topologically) 
nondegenerate homoclinic and heteroclinic orbits. 
In many cases the analytic hypotheses that need to be satisfied in order to 
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employ the Smale horseshoe map are difficult to verify. In this paper we 
employ only a topological version of this map and thus do not obtain as 
refined a description for the case in which our biinfinite sequence is periodic. 
Thus we establish that for a given periodic sequence, a section of the 
corresponding orbits yields disjoint compact subsets (some of which are 
possibly empty) on which we obtain a correspondence between a shift 
mapping on sequences and flow mappings of these subsets (Theorems 5.3 
and 5.4). This result is analogous to the invariant Cantor set phenomenon 
near a nondegenerate homoclinic point as in Smale [36] where each of our 
compact subsets becomes a single point. The corresponding existence of a 
countable number of nonempty compact sets that are mapped onto themselves 
periodically by the flow with arbitrarily large period confirms in part some 
conjectures of Conley [ 121 on the existence of a countable number of periodic 
orbits in the “monkey saddle” flow. Our results could be refined if the 
unstable periodic orbits were known to be hyperbolic so that they would 
admit analytic stable and unstable asymptotic manifolds. Unfortunately, 
little is known about conditions for hyperbolicity. It is to be noted that for 
the two-saddle case, with two legs and differential equation i = --z, the 
unstable periodic solution is, in fact, hyperbolic. 
In Cherry’s last published paper [9] an example of an analytic Hamiltonian 
system is shown by analytic means to have an unstable periodic orbit whose 
stable and unstable asymptotic manifolds intersect transversely thereby 
providing a nondegenerate homoclinic orbit to the given periodic orbit. 
Cherry remarks that the resultant “set of trajectories which are asymptotic 
to an unstable periodic solution have a topological pattern which is 
inconsistent with the existence of an adelphic integral.” He points out that 
the stock of known examples of real analytic Hamiltonian systems which do 
not possess a global second (adelphic) integral is meagre and refers to At-tin’s 
example [6] of the transitive geodesic flow in the hyperbolic plane, a closed 
surface with constant Gaussian curvature K L - 1. Such systems he called 
“nonintegrable.” The geodesic flows on the torus and ellipsoid furnish 
examples of integrable analytic Hamiltonian flows. 
PoincarC conjectured that Hamiltonian systems were in general non- 
integrable, and for the class of Cx Hamiltonians, [26] has shown this to be 
generically the case for systems with two degrees of freedom. Due to the 
equivalence of global integrals and one-parameter symmetry groups of the 
dynamics (via Noether’s Theorem in its Hamiltonian formulation), these 
results simply state that in general the flow has no one-parameter symmetry 
group other than the natural one provided by the Hamiltonian flow itself. 
The absence of such symmetry groups would seem to be guaranteed if 
the flow is sufficiently pathological as in the monkey saddle and Cherry’s 
example. 
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The homoclinic and heteroclinic phenomena we shall investigate are 
familiar in the setting of geodesic flows on manifolds of negative curvature 
[4, 51. It is to be noted that in the Jacobi metric (essentially the kinetic encrg! 
metric) the orbits of a given energy h for our problem become geodesics on a 
surface whose Gaussian curvature is positive everywhere except at the origin. 
This Jacobi metric is, however, undefined on the level curves of energy /r for 
the potential, so the surface we consider is nonclosed. For some of the 
history, examples, and recent results in the study of integrability for the 
analytic and C-e cases, we recommend the introduction to Cherry’s paper [9], 
the recent survey by Green [21], and Arnold and Avez [5]. 
We mention two further points of contact between our work and Cherry’s 
example. Cherry notes that his example has a particularly interesting feature 
distinguishing it from other known (at the time of his writing) analytic 
Hamiltonians for which the nonexistence of a second global integral has heen 
demonstrated; namely, the existence of a stable (for the linearized equations) 
periodic solution. In Section 2 we construct for the monkey saddle flow two 
additional periodic orbits whose stability status is, however, unknown 
(see Fig. 2). The key to Cherry’s demonstration of a transversal intersection 
for the asymptotic manifolds of his unstable periodic orbit is a function 
expressible in terms of Jacobian elliptic functions. Such functions are 
present in our work as evidenced by the explicit representation of the solution 
for the line of steepest descent in Section 1. 
Pathology in physical systems is receiving increased interest as seen in the 
papers of Cherry [8, 93, and by the work of Ruelle and Takens [33, 341 
which singles out a class of pathological behavior for solutions of a non- 
conservative system of differential equations relevant to a definition of 
turbulence in viscous fluid flow. Particularly to be noted are the papers of 
Alekseev [ 1, 2, 31 with their constructions for handling the Smale horseshoe 
map and the conclusion of the nonexistence of an integral for a certain 
planetoid problem [3, p. 421. 
There are a number of computer based empirical studies of pathology. 
We mention Danby [17], and at the end of Section 5 relate our work to 
the studies of HCnon and Heiles [23] and Lunsford and Ford [25]. Further 
references to such work may be found in these papers and Moser [29] which 
gives a discussion of [23] and its relation to the construction of second integrals 
for the flow in a certain energy range. 
The author wishes to thank his thesis advisor, Professor Charles C. Conley, 
for his help on this paper and give thanks to Professor F. M. Arscott for 
providing the explicit solution in Section 1 for the equation of the lint of 
steepest descent. Further, he wishes to state his gratitude to the referee who 
persevered with the first version of this paper and gave many corrections 
and suggestions for revision. 
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1. THE DIFFERENTIAL EQUATIONS 
Let .x = (xl , x,), y = (yr ,y2). Then the differential equations 
Q = H, 
j := -H z 
with Hamiltonian Ii(.v, y) = (1,‘2)(y,y> + V(x) where the potential 
V(x) = (I /3) x: - xlx22 are: 
H(0, 0) = 0 andIthe origin is the only critical point where grad H = 
(ff, , H,) = 0. The linearized equations about the origin have a coefficient 
matrix with all four eigenvalues equal to zero. Since (d/dt) H@(t), y(t)) := 0, 
the Hamiltonian H is an integral of the differential equations implying 
that the three-manifold H(x,y) = h > 0 consists of orbits of energy h 
above that of the degenerate critical point. This three-manifold will hereafter 
he referred to as II =.- h. The differential equations (1.1) written in the form 
FIG. I. l’he region bounded by V = h. 
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1 = - V, imply that if (x(r), y(t)) is a solution, then so is (x(-t), -y( -t)). 
Thus the flow is reversible. Letting z = x1 + iv, where i” = -I, the 
differential equations can also be expressed as 5 -: -(%)a. This readily 
implies that for any solution z(t) and w = exp(2ni/3), we have wz(t) and 
G%(t) as solutions corresponding to the symmetry of the potential I’ under 
rotation through an angle (2~13) ( see Fig. I). These two symmetries arc 
important in later sections. 
The following lemma shows that our results are independent of the value 
of the energy constant h > 0. In our case P = V is a homogeneous 
polynomial of degree 3. The proof follows by direct computation. 
LEMMA 1.1. Let P be a dilferentiable homogeneous f nction (in two variables 
for OUT purposes) of degree m. Thus P(k) = Amp(x) fog x : (xl , xJ. 
(a) For k(t) = -P=(x(t)) and Z(t) = Ax(M) where (Y = (1/2)(m - 2) 
and h > 0, we have s(t) = -Pz(Z(t)). 
(b) For y(t) := a(t) = hl+~y(hat) where y = 2, aSsume 
(1;2)(y, y> + P(x) = h > 0. 
Then (l/2)( 9, 7) -r P(Z) =: Amh. 
(c) For x(t) a periodic solution with period t, of the equations % = -P, , 
Z(t) = Ax(M) is a periodic solution of B = -P, with period i, = (t,/‘Xz). 
For m = 3 note that as the energy h = h3h increases with h -+ 00, a 
periodic solution has period i, : (t,,/A112) + 0. This type of fact will appear 
below when we consider the lines of steepest descent. 
(x2 , y2) initially zero implies (k2 ,&) = 0 forcing (x2(t),y2(t)) = 0 for 
all time thereby reducing the differential equations (1.1) to f, + x12 = 0. 
With initial conditions ~~(0) = c = (3h)li3 and al(O) = 0 on the level curve 
V = h, this differential equation has solution 
x1(t) -: c[l - 31’2( 1 - cn@t))/( 1 + c?@t))] 
where $ = 2c/3r/s and cn is the Jacobian elliptic function with modulus 
17, pp. 92-931 k = sin(%/l2) = (1 + (3)‘/2)/23/2. 
Notation. For w 7: exp(2+3) we let w act on real plane vectors by 
rotating them through the angle (2n/3). Thus w2 will represent a rotation 
through the angle (443). 
DEFINITION. Let L,(t) = (xl(t), 0) where xl(t) is the above solution to 
.iE, + xl2 = 0 with initial conditions on V = h. Define L,(t) = wj-‘L,(t) 
for j = 1,2, 3. These solutions starting at time 0 on V = h are called the 
lines of steepest descent. 
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We note that the differential equation .if, -1 xi* = 0 with initial conditions 
~~(0) = c > 0 and r,(O) = 0 implies (&)* + (2/3) xi3 = (2/3) 6’. Hence, 
for xi(t) < c and change of variable Y = x1/c, the positive time 
where 6 = sidr/(l - ~2)1:2(1 - K%*)i!* w 2.768 with k = sin(5ril2) [7, 
p. 28 and p. 931. This implies that the time t* needed to go from x,(O) = 
c : : (3h)i/s on k’ .L= h to .vl = -co along L.,(t) is finite, and t* -+ 0 as the 
energy h - co. This compares with the remark above for the period of a 
periodic orbit as h’+ co. 
The Monkey Saddle flow is the case n = 3 of the general n-saddle flow 
(rz > 2) with Hamiltonian Hn(x, y) = (1/2)(y, y) $ P(x) where V”(X) L= 
(l/n) Re(zn) for z y xi + ix, . The differential equations can be expressed 
as f :: - b’, or P = -(Q-l. The case n = 2 can be solved explicitly. 
We contrast our work with the study of geodesics on surfaces of negative 
curvature given in [22, 281. In fact, transforming to the Jacobi metric 
ds* = 2(h - V”(x))(dx,* + dx,2), th e orbits of energy h in the n-saddle 
problem become geodesics in the new metric on a surface conformally 
equivalent to the x-plane projection of the energy manifold H”(x, y) = h > 0 
after removing the boundary P(X) = h [24, pp. 172-1731. This surface 
has Gaussian curvature [3 I, p. 2791 
K = -v* log[2(h - V”(x))]/4(h - V”(x)) = 11 V,” 112/4(h - V”(x))3 > 0 
where K = 0 only at x = 0. We remark that the existence of a closed 
geodesic bounding a disc (to be constructed in Section 2) for our problem 
with n = 3, together with a corollary to the Gauss-Bonnet Theorem 
[31, p. 3881, shows that K cannot be everywhere GO. The differential 
equation f = - V,” has a more complicated form in the Jacobi metric and 
thus we omit it. 
2. LOCATION OF FIVE PERIODIC ORBITS 
In this section we construct the three basic periodic orbits which will be 
shown to be unstable in the Appendix. We explicitly construct one of these 
and obtain the other two by symmetry. Two additional periodic orbits whose 
stability status is unknown will also be constructed. These latter two orbits 
will play a very minor role in the remainder of this paper, but their existence 
raises important theoretical questions and we refer to the discussion in our 
Introduction of Cherry’s example [9]. In this section the word “orbit” will 
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mean the s-plane projection of a solution to the differential equations (1.1). 
Context will keep the two usages clear. For a representation of the notation 
we shall introduce we refer to Figs. I and 2. 
Fro. 2. The five periodic orbits. 
Our preliminary work is in the r-plane projection of the three-manifold 
H = h > 0. This is a closed region containing the origin with boundary 
the level curves V(X) = (l/3) xr(~r - 3t:2~z)(~, -+- 3r/?r,) = h, hereafter 
referred to as the region bounded by V =: h. The boundary V = h has 
asymptotes x, =: 0, x, == *3’j2 x2, and consists of three disjoint branches: 
L’, which intersects the q-axis, V, and V3 which are respectively above and 
below the x,-axis. We denote the minimum distance line segment between 
1,‘2 and V3 by &* which intersects these branches of V = h on the lines 
x1 7: *x2. With our former convention of letting w = exp(2m/3) be a 
rotation through an angle (2~,/3), we define the sets zj* == ~j-t&* for 
j .:-- 1, 2, 3. The bar denotes x-plane projection of sets Z,* in the energy 
manifold H = h. These sets will later be shown to be topological 2-spheres in 
H = Iz. Each Zj* will form one of the boundaries of the isolating blocks 
containing the unstable periodic solutions. For points p and q on V2 (or L’a) 
we say p is to the left of q, denoted p < q, provided their x,-coordinates 
satisfy x1(p) < x,(q). The lines of steepest descent L,(t) intersect Vj in a 
single point li , j = 1, 2, 3. 
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LEMMA 2.1. Let q be a point strictly to the left of 1, on V2 and let .x(t) 
denote the orbit which originates at q. The-n x(0) = q, 2(O) = 0, and x(t) 
proceeds nzonotomly downwards (remaining to the left of LJ until it crosses the 
x,-axis. 
Proof. k(0) = 0 on V == h follows from energy considerations. Since 
& = ya = 0 on F, , and since 3, -.- 2x,x, < 0 for x1 < 0 and xa :, 0, 
then .x$(t) < 0 for t > 0 for as long as the trajectory remains in this region. 
The values of the acceleration field j 7 - C’, to the left of L? eliminate the 
possibility of the orbit crossing L, before it reaches the x,-axis. 
DEFINITION (a). The intersection of an orbit starting from a point q on 
V, for 9 < Za with the x,-axis will mean its first such intersection with the 
x,-axis after leaving V, . This intersection point always exists by Lemma 2. I. 
DEFINITION (b). The intersection angle of such an orbit with the x,-axis 
is defined as the angle measured counterclockwise from the x,-axis to the 
tangent lint to the orbit at the point of intersection. 
LEMMA 2.2. The intersection angle of orbits x(t) originating from points 
q < l2 on VT2 is a continuous function of q. 
Proof. I,, is transverse to all such orbits. 
There are five periodic orbits in H = h whose projections nj , j = I, 2, 
3, 4, 5, are shown in Fig. 2, where nh goes counterclockwise about the origin, 
and rs goes clockwise, as time increases. 
The existence of n1 follows by noting the intersection angles at the x,-axis 
of orbits originating from points q < I, on Va . L2(t) starts at 1s and intersects 
the x,-axis in an obtuse angle. Defining the points mj = &* n V, for 
j = 2,3, and noting that the acceleration vector j -= -V, points into the 
third quadrant in the region ahove the x,-axis to the left of &*, we see that 
an orbit starting from q g:T ma on Va intersects the x,-axis in an acute angle. 
By continuity (Lemma 2.2), there is a point m2 < p < la such that the 
orbit n1 starting from p is perpendicular to the x,-axis. By symmetry r1 must 
be periodic, intersecting P’a in a point p’ with x1@‘) = x,(p) and 
xp( p’) = -x2(p). By rotation WC define the periodic orbits xj = wj-GrI for 
j = 1,2,3, and w = exp(2+/3). 
The existence of rd is shown by noting the angles that orbits perpendicular 
to L, (with xa > 0 and 9, = y1 .< 0) make in their first intersection with the 
x,-axis. By the same type of arguments as above, this intersection angle 
always exists and is again a continuous function of the starting point q on L, . 
Such orbits perpendicular to L, at q close to Zs intersect the x,-axis in an 
obtuse angle as L,(t) does. Such orbits with q close to the origin, however, 
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intersect the x,-axis in an acute angle. By continuity, this implies that there 
is an orbit 7rI starting from a point q on L, with 0 < x2(q) < xa(1.J which is 
perpendicular to both L, and the .u,-axis. By symmetry this is a periodic orbit 
going counterclockwise about the origin as time increases. By reversibility of 
the flow, ra(t) = r&t) is the projection of an orbit in If h which 
goes clockwise about the origin as time increases. 
All five periodic orbits do not exist when the energy h :< 0, except as a 
critical point of the flow when h ~7 0. \Ve note that rrt lies strictly to the left 
of I,, and L, , and further, “I lies strictly to the right of z’,* due to the values 
ofj - V, to the left of &*. 
That wI traversed with f, = ya > 0 has positive curvature, and rrJ, T6 ? 
have the curvature properties illustrated in Fig. 2, will follow from lemmas 
in the Appendix. Also, na and m5 will be shown to lie interior to the compact 
region bounded by V = h and the rrj , j = 1, 2, 3. However, these results 
are not important for the phase space constructions of the remainder of this 
paper. 
3. DESCRIPTION OF THE ASYMPTOTIC Sms 
Establishing that the periodic orbit mr is unstable and is the only bounded 
orbit lying in the leg of the region bounded by C’ 1 h to the left of L, and 
La involves technical details of peripheral interest to the main results of this 
paper. The results we need for this section are stated in the Appendix in 
Theorem A.6 with similar conclusions for ~a and rra by symmetry. The 
essential technique (Corollary AS) is to show that orbits originating from 
points q < p on the branch V2 of V = h (here p is the point where 
rr intersects Vz) intersect the x,-axis in acute angles, whereas such orbits 
orginating from points q with p < q < la intersect the x,-axis in obtuse 
angles (see Fig. 13). Thus, orbits falling to the x,-axis from V, “fan out” 
from both sides of rt thereby forcing nt to be unstable and isolated as an 
invariant set. Lemma A.4 shows that this fanning of orbits is not self- 
intersecting in the region above the x,-axis to the right of z,*. We now 
proceed to a topological description of the asymptotic sets for the periodic 
orbits rj , j = 1, 2, 3. 
DEFINITION. Let P(x,y) = .x be the projection of H = h into the 
x-plane. 
Notation. For the notation we now introduce see Figs. 14. 
Let IT, = {(x r , xs) ELM with xp > 0). Letting w = exp(2rri/3) denote 
a rotation through an angle (2~/3), we define the sets Dj = wj-li5, for 
j = 1, 2, 3. We also define the following sets in H = h for j = I, 2, 3. 
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I>; _ P-‘(Q) 
,yj* = p-yzj*‘j*) 
Z] = P-‘(B, u B,) 
x2 := P-‘(Q u D:,) 
2:, = P-‘(L)‘, u II,) 
Let 8, be the compact, connected subset of the x-plane bounded by 
z*. 4 9 h! , and the intervals m2 < x < 1, , m, < x < 4, on Vz , V3 , 
respectively (see Figs. 2 and 3). Using the 
the sets 8, = wi-‘i7, for j -=: 1, 2, 3. Let 
Rj = P-‘(Bj) for j = 0, 1, 2, 3. 
rotation w = exp(2&/3), define 
R,, = R, U & U a, and define 
FIG. 3. The regions I?, , j = 1, 2, 3. 
LEMMA 3.1. Let j = I, 2, 3. 
(a) Each Dj is a closed topological two-disc in H = h. 
(b) Each Zi and each Zj* is a topological two-sphere in H = h. 
(c) Each Rj is a compact topological three-ball with an open three-ball 
removed from its interior and having boundary components Zj and .?Tj*. 
(d) R, is a compact topological three-ball with two disjoint open three- 
balls removed from its interior and having boundary components Zji*, 
j = I, 2, 3. 
Proof. (a) P-‘(X) = {(x, y) with IIy 11 = (2(h - V(X)))~/~} is topologically 
a circle in H = h with radius T = (2(h - V(x)))‘/” a continuous function of 
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X, where 7 = 0 on the boundary V =- h thereby collapsing this circle to a 
point. Each D, is a simple arc starting from the origin in the x-plane and 
abutting on V = h. Thus each Dj is a disc with outer boundary the circle 
of velocities at the origin, P-‘(0, 0). 
(b) Each Cj is the union of two discs from (a) that are glued together 
on their common boundary P- r(O,O). Each Zj* is the preimage in II -- h 
of the simple arch, * that joins two branches of V .. : h. 
(c) ii, is the union of a one-parameter set of nonintersecting simple arcs 
that join the two branches, k’s and I,, , of V = h. These arcs form a 
continuous deformation of B, u Da to zr:“. Each such arc has as preimage 
in H : h a topological two-sphere. Thus H, is topologically the Cartesian 
product of a closed interval with a topological two-sphere and has boundary 
components Z, and Z, *. Similar conclusions hold for R, and R, by symmetry. 
(d) Glueing R, and R:, along their common boundary D, produces the 
set shown in Fig. 4. This set has outer boundary Za . Inflating Za to be a 
two-sphere crossed with an interval is equivalent to glueing in R, along Za , 
and shows that R,, is a compact topological three-ball with two open three- 
balls removed. The boundary components of R, are obviously the Zj*, 
j = I, 2, 3. 
D3 
FIG. 4. The region A, u R, . 
A~otation. For the remainder of this paper we use the notation ni(t) and 
L,(t) to denote the periodic orbits and lines of steepest descent in H 7.: h 
whose x-plane projections are illustrated in Figs. 1 and 2. 
THEOREM 3.2. For j =- 1, 2, 3, the unstable periodic orbit rj is the only 
invariant set in the rexion Rj . 
Proof. This is simply a restatement of Theorem A.6 in the Appendix. 
DEFINITION. For points q in H = h and real t, let f (q, t) be the local flow 
generated by the differential equations (1.1). As we have seen in Section 1, 
f(q, t) is undefined for certain values of q and f, as q has already been carried 
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by the flow to infinity in finite time. Thus f(9,O) -7 9 and f(q, t, -1. t2) z= 
f(,f(q, t,), ia) whcrc defined. We let f(A, B) - (f(9, t) 9 E A, t E R) 
provided every such f(9, 1) is defined. 
DEI:ISITIOS. For j - I, 2, 3, define 
b,+ (9 E 2; 1 3~ > 0 with f(q, (0, ~1) C interior(I$)} 
bj- = (9 E Zj 1 3~ > 0 with f(9, [-e, 0)) C interior(Rj)} 
Tj = 2, - (bj-- u b, ) 
LEMMA 3.3. (a) The bj* are disjoint open hemispheres on Cj transverse to 
the flow with bj-- {(x, -y) (x, y) E bj I }. 
(b) The “tangency set” 7j is homeomorphic to a circle. Orbits through points 
on 7j “bounce OH” the region Rj to the outside. 
Proof. (a) At each point of i& u I& in the x-plane there is an open 
semicircle of directions for projected orbits to enter the region R, . The 
radius of this semi circle collapses to zero at the endpoints I, and I, (see 
Fig. 2). Thus bl+ is topologically equivalent to the Cartesian product of two 
open intervals. Since the flow is reversible, b,- = {(x, -y)l(x, y) E b,+J. 
The results for the other bji follow by symmetry. 
(b) From Fig. 5 we see that or consists of those points common to Li(t) 
and L’, for i = 2, 3, plus two arcs on the circle of velocities at the origin, 
P-l(O, 0), between the points where Z,*(t) and L3(t) intersect this circle. 
Thus TV is homeomorphic to a circle, and the results for ~a and 79 follow by 
symmetry. 
b; 
b; 
FIG. 5. ‘I’he region R, 
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Remark. It is easy to see that each Zji”, j = I, 2, 3, consists of two 
discs of points on orbits respectively entering and leaving the interior of the 
region Rj (as time increases), plus a tangency set homeomorphic to a circle. 
Orbits through points of this tangency set bounce off Rj to the outside. 
Thus each Rj , j =- 0, 1, 2, 3, is a topological “isolating block” in the sense 
of Conley and Easton [16]. For j = 1,2, 3, Rj can be rounded off to be a 
smooth manifold in such a way that the corresponding hjl and 7j are smooth 
submanifolds. R, already has this property. For j := 0, I, 2, 3, the structure 
of the incoming and outgoing sets on the boundary of the isolating block R, 
automatically implies the existence of a nonempty invariant set inside lij by 
results of Conley [12] and Easton [18, 191. An alternate approach to isolating 
blocks in the case of smooth flows may be found in Wilson and Yorke [38]. 
For the case of continuous flows on compact metric spaces, see Churchill 
[IO] and Montgomery [27]. 
DEFINITION. Let j = 1, 2, 3. For q E bj+ set 
uj+(Q) -= inf{t > 0 1 f(q, t) E bj-}v 
and for q E bj- set oj-(q) = sup{t < 0 1 f(q, t) E b,+}, provided the inf and 
sup exist. Define vj*: bj’ + bj’ b y vj*(q) =f(q, uj-‘fq)) where vj* has the 
sarnc domain in bjJ- as uj+. 
LEMMA 3.4. uj* is continuous where &jined with domain an open subset 
of bjf. qj* is a homomorphism from domain to range with inverse ‘pin. 
Proof. Both bit and bj- are open discs transverse to the flow, and no 
orbit through a point of bj* intersects Zbj+ = 7j before intersecting bjT under 
h’. 
DEFINITION (a). We say an orbit or a set in H : h has a property in 
+time (respectively -time) if it has this property as time increases (respec- 
tively decreases). 
DEFINITION (b). Let T,i be the set of points in b,* that are carried by 
the flow in &time directly to Xj* without intersecting Zj again. Such points 
are on orbits making a “transit” of the region R, . Note that any orbit that 
leaves the region R, in f time never enters R, again in &time due to the 
values of the acceleration field - I’, in the legs beyond the Zj*. 
DEFINITION (c). Let NT,* be the domain in bj* of the mapping vi+. 
Thus T,* n NT,= = n, and points in NT,* are on “nontransit” orbits for 
the region R, . Such orbits temporarily enter the region Hi, winding past the 
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unstable periodic solution nj , and then emerge for cycling through the next 
region Ri . We are interested in finding the set of points in NT,* on which 
we can concatenate the maps vj*. This will locate the set of bounded orbits. 
LEMMA 3.5. For each j = 1,2, 3, (a) the Tj* are homeomorphic open discs, 
and (b) the NT,* are homeomorphic ope?l sets in r?Yj . 
Proof. (a) Consider the topological two-sphere Zj* in H = h whose 
x-plane projection is the same set of points as the projection of the periodic 
orbit rj(t). The method of proof in Theorem A.6 of the Appendix shows 
that there is an open hemisphere bounded by mj(t) on Zj* that is carried 
by the flow in -time homeomorphically onto Tj’. The reversibility of 
the flow implies that the map (x, y) + (x, -y) gives a homeomorphism of 
the open disc T,+ onto Tj-. 
(b) NT,- = vj+(NTj+)* 
DEFINITION. 
a.+ = {q E bj+ If (q, LO, 00)) C &I, 
aI- = {q E bj- 1 f (qp (-CO, 01) C Rj}. 
aj+ consists of points on orbits that are positively asymptotic to the periodic 
orbit x, since V, is the only invariant set in the region R, (Theorem 3.2). 
ai- consists of points on orbits that are negatively asymptotic to V, . The 
reversibility of the flow shows that the map (x, y) + (x, -y) gives a homeo- 
morphism of a,+ onto a,-. 
LEMMA 3.6. For each j = 1, 2, 3, 
(a) the boundary aTj+ of Tj+ is a continuum which separates Zj ; 
(b) NT,+ is an open annulus with boundary Tj U yj where yj is a continuum 
which separates NT,+ firm Tj+ in bj+; 
(4 ajt = yj U aTj+ is a continuum which separates .?lj into two 
components. 
Proof (a). This follows since Tj+ is an open disc on L’j by Lemma 3.5(a). 
(b) and (c). Since orbits originating in Tj+ are transit to Zj*, the nature of 
tangency orbits implies rj is a component of aNTi+. As Hamiltonian flows 
are area-preserving, aj+ can bound no open subsets of bj+ other than T,+. 
Thus, by continuity in initial conditions, aj+ = (aT,+ u aNT,+) - 7, . 
That component N* of NT,+ having 7j in its boundary is separated from 
Tj+ in bj+ by a component yr of its boundary where yj separates Zj . Again, 
by area-preservation of the flow, since NT,+ is open, we have N, = NT,+. 
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Thus yj u aTj+ is one component of uj7. Assume that aj+ has another 
component. This will then be a component of aiVTjL having a simple closed 
curve h in XT,+ separating it from yj u %Tj f. Since each orbit originating 
in h crosses bj- transversely, it follows that the union of orbit segments in 
Hj which originate in X is a cylinder that separates R, . On the other hand, if 
q and q’ are points chosen from these components of aj’, thenf(q, [0, 03)) u 
nj uf(q’, [0, co)) is a connected set and hence intersects the cylinder. This 
contradiction shows that aj- is connected and that NT; is an open annulus 
with boundary 7j u yj . Thus a, = yj u i.‘T, is a continuum which 
separates T,’ from :%‘;I and which separates Zj into two components. 
DEFINITION. For i #i let Cij(f) bc the “crossing” orbit that goes from 
region Ri to Rj as time increases with its x-plane projection tangent at 
x = 0 to the asymptote to V -7 h that intersects both Zi* and zZ’j* (see 
Figs. I and 2). 
LEMMA 3.7. (a) All orbits p)(t) 7 (x(t), y(t)) whose x-plane projection goes 
through the origin, with yl < 0 and yz = my, for 0 < 1 m i < 1 at that point, 
intersect z, * . 
(b) Each Cjj(t) intersects both &* and Cj*. 
Proof. (a) The values of the acceleration field -I’, , in the region 
between the lines x1 = fx, to the left of the origin, he in the left half-plane. 
The only way p)(t) can avoid intersecting C, * is to have x(t) enter the region 
of lines xB = m’xl in R, where 1 m’ i > 1 (in order to turn y1 from negative 
to positive values). In particular, x(t) must intersect transversely one of the 
lines xi = &x, at a point q after leaving the origin. At q we have yz = fiiv, 
with 1 iii 1 > 1. At the origin 
h = (I/~){Y,~ + ys*} + V(0) = (1/2)y,*(m* + l), 
hence (l/2) yi* = h,/(m* + 1) and (l/2) yz2 ‘= m2h/(m2 + 1). 
VlWl/2)y,*~ = YA--“~* + x2*) > 0 
along that portion of the trajectory in R, lying strictly between the lines 
xi :: fx, before the intersection at q. We must therefore have at q, 
(l/2) yl* > h/(m* + I) and (1/2)y,‘L = (1!2) rn”u12 > h/(m2 + I). 
Thus h = (1!2){y12 $- y22} + V(q) > h .+ V(q) since (m2 + I) < 2, a 
contradiction since V(q) > 0 on the lines xi = &-x2 when x1 < 0. Thus 
9)(t) intersects Z,*. 
(b) Let x2 = rnGl be that line through the origin intersecting V, at 
INVARIANT SETS IN THE MONKEY SADDLE 145 
FIG. 6. The wedge of crossing orbits. 
V, n &* (see Fig. 6). Csr(t) is an orbit with yr < 0 and ys = my, , 1 m, ( < 
1 m 1 < I, at the origin. By (a) this orbit intersects Zr*, and by symmetry 
it intersects Zs*. The results for the other Cij(t) follow by symmetry. 
DEFINITION (a). For j = 1, 2, 3, let lj(l) and I,(2) respectively denote 
the first and second intersection points that L,(t) has with the circle of 
velocities at the origin, P(0, 0), as time increases (see Fig. 7). 
FIG. 7. The asymptotic sets on the disc D, . 
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DEFINITION (b). For i, j = 1, 2, 3, let T’(i, Dj) be that component 
containing l,(2) of the set of points in the disc D, on orbits that go in +time 
to Zi** Similarly define T- (i, ZIj) as that component containing ri( 1) of the set 
of points in the disc Dj on orbits that go in -time to Zi*. 
By examining the boundaries of T*(i, Dj), we shall locate sets on which 
we can concatenate the flow maps v,=. The boundary of D, is the circle of 
velocities at the origin. Let cij be the point of intersection of the crossing 
orbit Cij(t) with ZD, . T,+ is an open disc in C, bounded by aI+. However, 
T,- n D, may not be connected. Thus, T1+(l, Dl) may be a proper subset 
of T,: n D, . Lemma 3.7 shows that there is an open arc on %D, in the 
boundary of T-1 (1, Dl), containing ca, and csr but not I,( 1) or [a( 1) (see Figure 
7), and consisting of points on orbits that go to Z,* in +time. Though 
ur+ n D, may not be connected, there is a unique component a +( I, Dl) of 
a,+ n D, that borders T+( 1, Dl) and intersects 8D, in the smaller arc between 
cpI and Z,( 1), in the smaller arc between csr and cr2 , and nowhere else. For 
diagrammatic purposes in Figures 7 and 10 we represent the continuum 
a+(l) = a’.(l, DJ as an arc bordering T-(l) = T-(1, DJ where u+(l) 
intersects ED, in the smaller arc between car and 1,(l). This ambiguity of 
where u+(l) intersects ZD, between ca, and css will not matter in our con- 
structions. 
By symmetry about L,(t), there is a unique component u+(3, DJ of 
asi- n D, that borders T+(3, Dl) and intersects ZD, in the smaller arc between 
b(1) ami c23? in the smaller arc between cl2 and cr3, and nowhere else. 
For diagrammatic purposes in Figs. 7 and 10 the continuum u+(3) = u-(3, Dl) 
is represented as an arc bordering T+(3) = T'(3, Dl) where al (3) intersects 
20, in the smaller arc between /t(l) and cl3 . 
The ui+ are subsets of Zi . We carry (a portion of) u2+ by the flow in -time 
to the remaining disc D, not in Za . Kate that Ty(2, Dl) contains the inter- 
section of L2(t) with D, . By symmetry, Lemma 3.7 implies that there is an 
open arc on aD, in the boundary of T+(2, Dl), containing c32 and c,~ but not 
5(l) or 1,(l) (see Fig. 7), and consisting of points that go to Z2* in ftime. 
Thus, there is a unique pair of components bordering Tf(2, Dl) of points 
in the disc D, on orbits that are asymptotic to r2 as t ---, co. These are 
described as follows. 
(a) One component intersects aD, in the smaller arc between c2t and 
1,(l), the smaller arc between c3r and c3s , and nowhere else. 
(b) By symmetry about L2(t), the other component intersects 8D, in 
the smaller arc between Z,(l) and c, , in the smaller arc between era and 
c13, and nowhere else. 
‘The union of these two components is denoted u+(2, Dl). In Figs. 7 and 10, 
.u+(2) = ~~(2, Dl) is depicted as two arcs bordering T+(2) = T+(2, DJ, and 
INVARIANT SETS IN THE MONKEY SADDLE 147 
intersecting aD, respectively in the smaller arcs between !a( 1) and cae and 
between cIS and /r(l). This ambiguity of where these continua intersect aD, 
will not matter in our constructions since the a;(i) = a+(i, Dl), i = 1, 2, 3, 
cannot intersect one another. Thus their general placement in D, relative to 
one another is as shown in Figs. 7 and 10. 
Using the reversibility of the flow, we define for i = 1, 2, 3, a-(i, DJ : 
{(x, --y);(x,y) E a+(i, Dl)}. These continua border the sets T-(i, Dl). Ry 
reflection of y + --y, the placement in D, of u-(i) 7 a-(i, Dl) and 
T-(i) : T-(i, Dl) is as shown in Figs. 7 and 10 where the asymptotic sets 
are again depicted as arcs. 
By symmetry, these same constructions can be used to define unique 
components uz(i, Dj) of asymptotic sets bordering T*(i, Dj) in the disc Dj . 
These results are depicted in Figs. 7-12 where we have not listed all the 
relevant points on kDj, j = 2, 3, used in constructing the uL(i, 0,). 
FIG. 8. The asymptotic sets on the disc D, . 
FIG. 9. The asymptotic sets on the disc D, . 
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‘f 
FIG. IO. The incoming and outgoing sets on the disc D, . 
FIG. II. The incoming and outgoing sets on the disc D2. 
FIG. 12. The incoming and outgoing sets on the disc D, . 
LEMMA 3.8. Points of T+(i, D,) and a+(i, Dj) are on orbits that are inter- 
secting the disc Dj for the last time as time increases. Points of T-(i, Dj) and 
a-(i, Dj) are on orbits that are intersecting Dj for thejrst time as time increases. 
Proof We prove this on the disc D, for the + sets and conclude the 
other results by symmetry. For i 7.. 1, 3, the result follows since 
T+(i, Dl) C Ti- n D, and a:(i, DJ C ui+ n D, . Due to the values of the 
acceleration field .- V, to the left of & , any orbit p)(t) =: (x(t), y(t)) with 
x(t) transverse to DI and entering the region R, (see Fig. 3) has x(t) crossing 
the x,-axis before possibly intersecting f5, again. The set of points in T+(2, DJ 
on orbits p)(t) T- (x(t),y(t)) entering the region R, with x(t) intersecting 
the x,-axis only once is nonempty and relatively open. Such orbits proceed 
directly to Z2* without intersecting D, again. The set of points in T-(2, Dl) 
on orbits F(t) = (x(t), y(t)) entering the region R, with x(t) intersecting the 
x,-axis more than once is relatively open (no such orbit can have x(t) tangent 
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to the x,-axis). If this latter set were nonempty, this would disconnect that 
part of T+(2, n,) to the left of L,(t) in Fig. 7, a contradiction. Symmetry 
implies that all points in T-(2, Di) are on orbits intersecting D, for the last 
time as time increases. A similar argument applies to u’-(2, Di) which borders 
T-'(2, Dl). 
Referring to Fig. 7, there is an open connected strip on the disc D, bordcrcd 
by ~1. (1) and u-1 (2). There is also an open connected strip on D, bordered by 
a-(2) and a-(3). Since a-(2) and a (3) each cut transversely across both a+( I) 
and ~(2) these two open connected strips intersect in an open set having 
at most a countable number of components. W’e select one such component 
U’(3, 1) whose closure intersects all four asymptotic sets, u+(l), u*(2), and 
a (3). The existence of W(3, 1) with th ese properties is guaranteed by the 
transversal crossing of the .{.. asymptotic sets. Define 
Jq, 3) = 0, -rm, A E W(3, 1)). 
Sote that by symmetry, W(1, 3) has closure intersecting all four asymptotic 
sets, u-(l), u*(2), and u-(3). Th e intersection of L,(t) with D, separates 
W(1, 3) from W(3, 1). 
By symmetry for i,j = 1, 2, 3, we define open connected sets W(i, i + I) 
and W(; + 1, i) on the disc Di,.l (indices mod 3). The closure of W(i, i + I) 
will have nonempty intersection with each of the four asymptotic sets on 
DimI , a-+(i + l), u*(j), and u-(i), where j # i, i + 1 (see Figs. 7-9). Similarly, 
the closure of W(i + 1, i) will intersect u+(i), at(j), and a-(i + I) with j as 
above. We refer to the sets W(i, j) as windows. Since the respective positive 
(negative) asymptotic sets are separated from one another, the intersection 
of the closure of any window with its bounding positive (negative) asymptotic 
sets will be uncountable. Note that points in W(i, j) are going from region 
Ri to Rj as time increases. 
Results in a later section will show that there are at least a countable number 
of homoclinic (asymptotic to the same periodic orbit in both time directions) 
and heteroclinic orbits (asymptotic to each of two different periodic orbits, 
one in each time direction). The transversal intersection of the i asymptotic 
sets in Figures 7-9 gives some points on homoclinic and heteroclinic orbits. 
The existence of such orbits can also be derived by an analysis of those 
orbits whose x-plane projection is perpendicular to & or which intersect the 
x,-axis only once after leaving V2 close to f, . Symmetry then provides more 
such orbits. 
DEFINITION. We say two orbits link in the central region R,, provided 
that those portions of the orbits in R, link as curves when the bounding 
spheres Zi*, j = I, 2, 3, are each identified to a point. 
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For j = 1.2, 3, the periodic orbit x,(t) links the line of steepest descent 
L,(t), and for i f j, &(t) links L,(t). Further, n4(t) and am link each other 
and each in turn links all Lj(t), j = 1, 2, 3. These results follow by looking 
at the x-plane projection of all these orbits in Fig. 2 and trying to smoothly 
separate any pair into disjoint open discs. There is always one point x where 
the pair will intersect and have the same velocity coordinate y giving a point 
of intersection (x, u) in H 2 h. That rj(t) links L,(t) for j = 1, 2, 3, follows 
also from Fig. 5 and its analogues for the regions R, and R, . 
The homoclinic and heteroclinic orbits and the linking of orbits given 
above illustrate that the flow in the central region R, is rather complicated. 
We now proceed in the next section to develop the last tool we shall need for 
examining this flow. 
4. WINDING THEORY 
We present the initial theory in the region R, and conclude results for R, 
and R, by symmetry. Project the (portions of) orbits in R, into the (xe , yJ- 
plane and note that the only orbit on which x2 = ye = 0 at some point is 
L,(t) which projects totally to the origin. 
Define 
e = 
I 
tan-Yr2ix2) for X, # 0 
cot-Yx2ir2) for ya # 0. 
Then 
B = ((2.x,x22 - Y22Y(x22 + Y22)) < 0 
in RI for (x2, y2) # (0,O) since x1 < 0 in this region. 
Thus, orbits in R, spiral aroundL,(t) in the same direction as time increases. 
For example, L,(t) and L,(t) have this property illustrated in Fig. 5. 
For q E NT17 define Ad(q) = I, 0i+(q) 0 dt as the total angle 8 that the orbit 
makes in going from q to VI+(q) in R, . Identifying Z,* to a point, L,(t) 
becomes a closed loop in R, , and i dB(q)1/2vr measures the number of times 
the orbit through q links L,(t) in R, before coming out. 
LEMMA 4.1. FOY q,, E NT,+ with q,, 4 q E a,+, we hawe d8(qn) * - 00 
as n -+ co, and all limit points of {ql+(qn)} lie in a,-. 
Proof. For any integer m > 0 there exists a tubular neighbourhood T,, 
in R, containing r, such that any orbit that enters T,,, links L,(t) at least m 
times in T,,, . Such orbits make at least m circuits about the origin in their 
projection to the (x2 , ya)-plane since before entering and after leaving T,,, , 8 
can only decrease as tl < 0. Thus &I(q,) + -co as n -+ 00. 
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Assume q’ is a limit point of {(pI+(qn)} and q’ $ a,-. Then q’ E NT,- = 
v,-(NT,+) since a,- separates NT,- and T,- in b,- by the analog of Lemma 
3.6(c) for minus asymptotic sets. Thus there is a subsequence vl+(qn,) --f q’. 
By continuity of qr- = (IJ+‘)-’ on NT,-, this implies q,,, -+ vl-(q’) = q 
where q E (I,:, a contradiction since the flow cannot carry q to q’. 
Remark. Define the one-form Q = xs dy2 - ys dx, and let (a, j) be the 
vector field generating our flow. Since Q(x?, j) = (2x,x,* - ys2) < 0 in R, 
and, in particular, is bounded away from zero in a neighborhood of rrt , the 
periodic orbit x1 is said to “carry 52”. An elaboration of this concept and 
Lemma 4.1 can be found in Churchill [I l] and Conley [ 141. 
The following definitions and Corollary 4.2 give us the topological version 
of the Smale horseshoe map that we need in Section 5. We use the * and ‘+ 
notation to make simultaneous statements about the two time directions. 
DEFINITION. For j = 1, 2, 3, we say that a connected set K* winds down 
to uj7 if K* C NT,+ and every neighborhood of any point in yJ~ = 
(aNTi= - r5) has non empty intersection with both K* and (NT,7 - K*). 
Let K be a connected set in NT,i. We say that the flow winds K around 
aj~ in 3: time provided K* = pj=(K) winds down to ajF. 
DEFINITION (a). For j = 1,2, 3, define rj* as the complement in NT,* 
of the asymptotic sets a~(i, D,.) for indices i # j and D, the two discs 
composing Zj (see Figs. 7-12). Set /Ij* = (NT,* - r,*). 
DEFINITION (b). We say a set U abuts on a closed set M provided 
C’nM= G but aUnM# 0. 
We now assume that the results of Lemma 4.1 have been extended to the 
regions R, and R, by symmetry. 
COROLLARY 4.2. (a) For every component K of Aj*, K* = vj*(K) is a 
connected infinite spiral in NTi~ winding down to aiF. 
(b) For every component U of rj+, U* = vi”(U) is an o@n connected 
infinite strip in NTjr winding down to aiF. 
(c) For every open connected set Win r,* that abuts on a,*, W* = +(W) 
is an open comaected injinite strip in NT,? winding down to ajr. 
Proof. (a) Since IJI,+ is continuous, K* is connected. KC NT,* implies 
K is uncountable. Thus, for every q E aK n aj* # 0, there exist q,, E K 
with q,, -+ q, implying dB(q,,) -+ --a~ as n -+ cc and all limit points of 
{vj*(qn)} lie in uji (Lemma 4.1). Assume there is a neighborhood V of 
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some point in yj? such that V n K” = :I. Then there is a closed arc in 
R”f,+ joining a point in V n NT,7 to some point in the tangency set T) . Since 
dB(q,,) -+ - 00, K” spirals about uj= and intersects the arc at least a countable 
number of times in sets containing points vj*( p,J whcrc p,, - + p E u;~. Since 
the limit points of {qj*( p,,)} then lie in this closed arc which is separated 
from a,‘, this contradicts Lemma 4.1. Thus every point in y,’ is a limit 
point of K”. As Hamiltonian flows are area-preserving, K* cannot fill up 
the open set V n NT,r, hence I; n (NT,?’ - K*) / -‘. Thus K’ is a 
connected infinite spiral winding down to a, I. 
(b) Since i;U n a,-. # C, either there is a single component K of A,‘- 
such that K and aj-’ together bound U, in which case PK n ajb consists of 
at least two separated sets, or there exist two separated components K, , 
K, C (I,= such that each Ki n i-1,’ -/- ::, i -- I, 2. Thus I,‘* is a connected 
open strip bounded by the infinite spiral TV* or has a connected portion 
wound between the two infinite spirals yj=(Kj), i I, 2. In either cast (;‘” 
is an open connected infinite strip in NT,- winding down to a,--. 
(c) W is contained in a component c’ of r,*-. Hence W* gets wound down 
to aj+ inside U*. 
Remarks. For i, j = 1, 2, 3, let Dj and LI,,, (indices mod 3) be the two 
discs composing the two-sphere Zj . Let K be a component of /ljy and c’ a 
component of r,* with K* -1 qj=(K) and LX 1 vjr(C:) sets in NTj+. 
Then K* n Dj (respectively Cl* n Dj) intersects the open connected strip 
on D, bordered by aF( j, Dj) and a’( j + 1, Dj) (see Lemma 3.8) in at least 
a countable number of separated continua (respectively, separated open 
connected strips) that cut across each a*(i, D,), i f j. Similarly K* n Dj /, 
(respectively lJ* n Dj.l) intersects the open connected strip on II,,., 
bordered by a+(j, Dj+l) and a+(j + 2, Dj+l) in at least a countable number 
of separated continua (respectively, separated open connected strips) that 
cut across each a*(i, D,-*), i /- j. These open connected strips on Dj and 
D, , that are bordered by the asymptotic sets a (i, Dj) and a+(i, llj.. 1) are 
depicted as the unhachured regions in Figs. 10-12. For i F j the image sets 
K* n NTiL and U* n NT,; both have a countable number of components 
on the sphere Ci satisfying hypotheses equivalent to those needed in the proof 
of Corollary 4.2 with the flow winding these components about ai’ in +time. 
The possibility of iterating these constructions gives us the results of the 
next section. In particular, the windows W(i,j) for i # j are open connected 
sets abutting on asymptotic sets. Corollary 4.2(c) therefore applies to these 
sets. 
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5. THE ORBIT CLASSES 
DEFINITIONS. Let s = {sk}lz with k # 0 and sk E { 1, 2, 3) represent the 
biinfinite sequence 
..’ s jSKji, ... sml . s1 .‘. SjSj,l . . . . 
where sk # sk+r for K # -I and SK, # sr . The absence of the zero point 
s0 is to simplify statements in the proof of Theorem 5.2. 
The shift operator p on these biinfinite sequences is defined by 
(P(s))~ = sk,.r for k # - 1 and (p(s))-r = sr (p shifts the decimal point one 
digit to the right). Two biinfinite sequences s and s’ are called equivalent if 
there exists an integer k 3 0 such that p”(s) = s’ or pk(s’) = s where pk 
denotes the composition of p with itself k times, p” the identity map. 
The biinfinite sequence s is periodic if there exists an integer k > 1 such 
that p”(s) = s, the smallest such k being the period of s. 
Given a biinfinite sequence s, we define s+ = .slsz ... as a positive ray and 
s- = .” s-g-1 . as a negative ray. For 1 > I we define the finite sequence 
s(1) =- s+* ... s~-ls~ . 
Associated with s is the biinfinite sequence of regions 
R(S) r ." R(S-j) R(S-,+I) "' R(S-1) . R(S,) "' R(sj) R(sjLl) '*' 
where we have set RSk = R(sJ. We similarly define R(s+), R(r), and R(s(I)) 
respectively as ordered positive rays, negative rays, and finite sequences 
of regions. 
We say an orbit goes through the biinfinite sequence s provided the orbit 
successively intersects the interior of the regions in the ordered sequence 
R(s) as time increases. We similarly define an orbit as going through the rays 
s+ or the finite sequence s(l) as time increases. Recall that in intersecting a 
window W(i,j) an orbit goes from region Ri to Rj in -time. 
Forj = 1,2,3, an orbit is said to go to (respectively come from) rj provided 
the orbit has entered the region Rj and, without leaving Rj , is then asymptotic 
to xj as t - co (respectively t -+ --co). Similarly, an orbit is said to go to 
(come from) Zj* provided the orbit has entered the region Rj and, without 
leaving R, , then intersects ,Zj* as time increases (decreases). 
DEFINITIONS. We now define thirteen disjoint orbit classes, the first 
three being the most interesting. This list will be exhaustive for the set of 
orbits intersecting the compact central region R, . The orbits will intersect 
the interior of only those regions Ri , i -.= 1, 2, 3, explicitly stated in the 
definitions. For notational convenience we set ~~~ = r(sj), ZS, == Z(sj), and 
z; = 2*(sj). 
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(I) B(s) is the class of bounded orbits that go through the sequence s. 
(2) Hom(s(l)) for st = sr is the class of homoclinic orbits that come 
from n(s,), go through the finite sequence s(l), and thence to v(s(). 
(3) Het(s(l)) for s1 -f s( is the class of heteroclinic orbits that come from 
n(s,), go through the finite sequence s(l), and thence to I. 
(4) The class of orbits that come from r(sl) and then go through the 
positive ray s+. 
(5) The class of orbits that go through the negative ray s- and thence 
to 7r(s J. 
(6) The class of orbits that come from W(Q), go through the finite 
sequence s(f), and thence to Z*(s,). 
(7) The class of orbits that come from Z*(s,), go through the finite 
sequence s(l), and thence to I. 
(8) For i = I, 2, 3, the class of orbits that come from rri and go to 
L’.* intersecting only the region Ri . 
’ (9) F or i ..=: 1, 2, 3, the class of orbits that come from Zi* and go to ri 
intersecting only the region Ri . 
(IO) The class of orbits that come from .P(s,) and go through the 
positive ray s+. 
(I I) The class of orbits that go through the negative ray s- and thence 
to z*(s-,). 
(12) UB(s(l)) is the class of unbounded orbits that come from Z*(s,), go 
through the finite sequence s(l), and thence to Z*(s,). 
(I 3) For i = 1,2,3, the class of orbits that come from Zi* and go to 
Zi* intersecting only the region R, . 
LEMMA 5.1. The orbit classes (1) through (13) are disjoint and ewery orbit 
that intersects the compact region R,, is in one of the above classes. Orbits in B(s) 
are bounded. 
Proof. Orbits in B(s) must intersect the discs Dj , i ::- I, 2, 3, in the 
respective unhachured open strips depicted in Figs. 10-12. The intersection 
of these strips on a given disc gives open sets that are local sections for the 
flow. Each such section is bounded away from the boundary of the disc as 
depicted in Figs. 7-9. Thus, the time needed to go from one disc to another 
is bounded away from zero for orbits in B(s). Hence no such orbit can be 
asymptotic to any n$ or intersect any &*, i = 1, 2, 3, as t + =30. Similar 
remarks hold for orbits going through any ray s: as t + fax Once an orbit 
leaves the region R,, in *time, it never enters & again in *time. This implies 
that the above thirteen orbit classes are disjoint and B(s) is bounded. 
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The lines of steepest descent &(t) intersect the interior of only region Ri 
and thus belong to class (13). With this understanding, the fact that every 
orbit belongs to one of the above classes becomes obvious. 
Remarks. The union of orbit classes (1) through (5) together with the 
periodic orbits 7rj , j = I, 2, 3, form the invariant set Z of bounded orbits. 
Orbits that are unbounded in only one time direction are in classes (6) through 
(I l), and those that are unbounded in both time directions are in classes (I 2) 
and (13). 
Xotation. For notational convenience we set v< = vl(sJ and 
@(Sk 9 Sk+1 ,..*, s 1 1 > 4 = v*h) c v=(sl-J o ... = v’+r+l) o T*(Q) 
where defined. 
THEOREM 5.2. The orbit classes B(s) and (4) though (13) each contain an 
uncountable number of orbits. Each Horn@(Z)) and each Het(s(Z)) Edith 1 > 3 
contains at least a countable number of orbits. For I = 2, Het(s(Z)) f S. 
Proof. Throughout the proof of this theorem each index m,, or m,,‘, 
n = positive integer, will have range the positive integers. 
(1) For i, j = 1, 2, 3, we let a*(i) = a*(i, Dj) when the disc Dj is under- 
stood. Given the biinfinite sequence S, let U = W(s-, , si), a window that 
abuts on a-(-,), a*(~~), and each of a=(j), j # s-i , si (j is now fixed), in the 
disc containing this window (see Figs. 7-9). By Corollary 4.2(c) and the 
remarks following this corollary, @,s,)( U) is an open connected strip winding 
down to a< on JY(s,). This image can be intersected with the disc on ,?Y(si) 
containing the window W(s, , ss) to give a countable number of disjoint open 
connected strips crossing W(s, , ss). In particular, @(si)(U) n W(s, , s2) 
contains a countable number of components U-(m2) that abut on aA 
and a-(i), i f s1 , se, such that the sets V+(m,) -= (F’C(si))-’ (U-l(%)) are 
connected open strips in U abutting on a -(s..~) and a-(j) with disjoint 
closures satisfying 
cl V+(mz) C U U a-(sdl) U a-(j) 
that are separated from a+(~~) and a+(j). These properties of V+(m,) and 
cl V”(m,) derive from the fact that W(m.J is bounded on two sides by the 
images under v+(si) of components of the asymptotic sets a-(s-i) and a-(j) 
which border W(s-, , si) (see Corollary 4.2(b) and (c)). Similar properties 
will be stated for the sets V*(m, ,..., m,) to be constructed below. The proof 
of these properties follows the same reasoning as given for the Z’+(q) and 
cl V’(m.J. 
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The V-(ms) locate a set of “horizontal” strips in W(s.., , SJ of points on 
orbits that get to W(s, , SJ under the map $(sI). Our method below is to 
continue this procedure of locating the points in W(s. I , sr) that go through 
successive windows W(si , .Q+~). A similar construction is performed in 
backwards time, and the intersection of the resultant sets gives us a subset 
of B(s) that is uncountable. 
By induction, for an integer n 2 2 each ~i(~n)(li+(ms ,..., m,)) n W(s, , sn+J 
contains a countable number of components W(m, ,..., m, , m,,,) abutting 
on &(s,-,) and a-(i), i # S, , s,-r , such that the sets 
V+(m, ,.-, m, , m,-,I L. (vh , s2 ,..., SW (u (m2 ,..., m, , m, ,A) 
are connected open strips in V-‘(m, ,..., m,) abutting on a- (SK,) and a--(j) 
with disjoint closures satisfying 
cl V+(m, ,..., m, , m,,,) C VT(m, ,..., m,) U u-(sLl) U u-(j). 
We now make a similar construction in backwards time. F-(s-,)(U) n 
W(s-, , S-J contains a countable number of components U-(m.J that 
abut on a-(~-,) and u-(i), i # se1 , sm2, such that the sets V-(m2) = 
(d-J)-’ (Vm2)) are connected open strips in U abutting on a+(~~) and 
u+(j) with disjoint closures satisfying cl V-(m,) C U u U+(Q) u u-(j) that 
are separated from a-(s-t) and c(j). This locates a set of “vertical” strips 
in W(s-, , SJ of points on orbits that get to W(s-, , s-t) under the map v-(s..,). 
By induction, for an integer n 2 2 each 
9--(bJ(Wm2 ,.-., m,)) n VL-~ v s- .) 
contains a countable number of components C’-(m, ,..., m, , m,,,) abutting 
on a-(~-,-~) and a-(i), i + SK,, , s n-l , such that the sets 
V-(m, ,..., m, , m,,,) = (v-(s., , cz ,... , s-,))-l (U-Cm, ,..., m, , m,+,)) 
are connected open strips in V--(m, ,..., m,) abutting on ut(sI) and u’(j) 
with disjoint closures satisfying 
cl V-(m, ,..., m, , m,,,) C V-(m, ,..., m,) U ai U d(j). 
Define 
V(m ’ 2 ,..*, m, ; m, ,..., m,‘) = V+(m, ,..., m,) n V-(m,‘,..., m,‘), 
a nonempty set in 17 consisting of points on orbits that go through the 
finite sequence W(s_., , s-,,-J ... W(s-, , st) ... W(S,-~ , s,J. By the con- 
struction of the V+(m, ,..., m,) we have 
cl V(m, ,..., m, , m,,, ; m2‘ ,..., m,‘, mk+l) C V(mz ,..., m, ; m2’ ,..., m,‘) 
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implying that for each pair of sequences m, , m,‘, 
i2 V(m, ,... , m, ; m2’, . . . . m,‘) # 3. 
Thus B(s) is uncountable. 
(2)-(5). For notational convenience WC let NT;; 1 NT*(s,). W(s, , s2) 
is bounded on one side by a-(si) which cuts across a; on Z(sa). Let K be 
any component of u-(si) n NT--(s,). Then Corollary 4.2(a) implies I). 
winds down to a< on Z(sa) and in particular intersects the component of 
u+(sa) that borders W(s, , ss) in at least a countable number of disjoint 
nonempty sets. 
q+(s,)(K) n W(s, , sg) contains a countable number of components K(ng) 
abutting on a+(sJ and a+(i), i # sa , sa , such that the sets 
K*(md = (~)+(4-~ (04) 
have disjoint closures and each cl K*(q) is a continuum in K. 
By induction, for an integer n > 3 each q+-(sn)(K(m3 ,..., m,)) n W(s, , s,,.,) 
contains a countable number of components K(mj ,..., m, , m,,+l) abutting 
on a.+(s+J and I+, i j: s, , s,+i , such that the sets 
K*(m, ,... , m,, , m, , 1) = (q’-& ,..., 4-l (K(m, ,..., m, , m, 4) 
have disjoint closures and each cl K*(m, ,..., m, , m,,,) is a continuum in 
K*(m3 ,..., m,). Further, cp-(s,)(K(m3 ,..., m,)) intersects the component of 
a-(s,,,) that borders W(s, , s,-i) in at least a countable number of disjoint 
nonempty sets. 
Letting II = (1 - 1) above, we see that each Hom(s(l)) with si - sr and 
1 2 3 (that is, the orbits go through at least three regions) contains at least 
a countable number of orbits. 
The same proof applies to show that each Het(s(l)) for s1 # sI and 1 > 3 
contains at least a countable number of orbits. For I : 2 we can only conclude 
Het(s(l)) # z by Figs. 7-9. 
We now turn to the proof of (4). For any sequence m, we have 
cl K*(m, ,..., m, , m,,,) C K*(m, ,..., m,). Hence fir==, K*(m, ,..., m,) f O, 
implying that orbit class (4) is uncountable. A similar proof in -time shows 
that orbit class (5) is uncountable. 
(6) and (7). Referring to the proof above for (2)-(5), v-(sr-i) 
(K(m, ,..., ml-,)) is a connected infinite spiral in NT-(s,-,) winding down to 
a- ~I-~ on Z(sr-i). In particular, this spiral intersects both sets T+(j), j # sldl , 
on each of the two discs composing Z(sr-i) (see Figs. 7-12). Setting j = sr , 
it follows that orbit class (6) is uncountable. A similar proof in -time shows 
that orbit class (7) is uncountable. 
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(8) and (9). T,* is an open disc on ,& that gets carried by the flow in &-time 
to zi*. The boundaries of these image discs in JYI* give points on orbits 
that intersect only the region Ri and arc asymptotic to ri in ftime. Thus 
orbit classes (8) and (9) are uncountable. 
(10) and (11). Let C” be a component of Ts; r‘l :VT!(s,) # ;Y (see 
Figs. 7-12). Then C:* abuts on u-.(sJ and interchanging l;* for C’ in the 
proof of (1) above, minor modifications of that part of the proof in c time 
and Corollary 4.2(c) show that orbit class (10) is uncountable. A similar 
proof in -time shows that orbit class (11) is also uncountable. 
(12) and (13). These statements are obvious from the above constructions. 
Remarks. The invariant set Z of bounded orbits is uncountable since each 
B(s) C I. The Hamiltonian flow preserves a volume element on the energy 
manifold H = h implying that the union of orbit classes (2) through (9) 
has measure zero in H 5: h (orbits in these classes are asymptotic in at least 
one time direction to some nj , j = 1, 2, 3). 
DEFINITIONS. Consider the orbit class B(s) for a given s periodic of 
period k. Note that B(s) = B(s’) if and only if s is equivalent to s’. Let 
li = W(s-, , sr). As in the proof of (1) in Theorem 5.2, we know that 
u, = p+(sl)( U) n W(s r , ss) is an open set consisting of a countable number 
of components, a countable number of which abut on u+(sJ and a k(i), 
i # s1 , ss . Proceeding inductively, for an integer n > 2, 
is an open set consisting of a countable number of components, a countable 
number of which abut on a+(~,,,) and u+(i), i # s, , s,+r . Since 
wh 7 sk+l ) = W(s-, , st), we have U,,, C U. We enumerate the disjoint 
components of U,,, as Hi , i = 1, 2, 3 ,... . 
Letting p = v+(sr ,..., sk), we set v-‘(Hi) = Vi C CT and define 
H = (J,” Hi, V = Ur Vi. The Hi are called “horizontal” strips and the 
Vi are called “vertical” strips. 
DEFINITIONS. Let X = {n = {ni}‘z 1 rzi = positive integer} be a collection 
of biinfinite sequences. Let o be the shift on these sequences defined by 
(u(n)), = tli+r (not to be confused with the previous shift p). 
DEFINITION. Let s be a periodic biinfinite sequence of period k. Let 
C’ = W(s- r , st) with V, H, p defined as above for this s. Define 
C(s) = {q E U ) g+(q) E V n H, V integers i) 
= {q E U ; pi(q) E H, V integers i}. 
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Here vi denotes the composition of ~JJ with itself i times. Note that 
B(s) n u = C(s). 
DEFINITION. Define g: X --c subsets of C(S) by: 
g(n) = {q E U 1 pi(q) E If,, , V integers i} 
= {q E U 1 @-l(q) E Vn, , V integers i}. 
THEOREM 5.3. Let s be a biinjinite periodic sequence of period k and let 
g be as defined above for this s. For n + n’ we have g(n) n g(n’) = 0, 
and q E C(s) implies there is a unique n E X such that q ~g(n). Thus, 
C(s) = Unaxg(n) is a partition of C(s) into disjoint sets on which the map IJI 
associated with s is conjugate to the shift u on X, that is, g(u(n)) = v(g(n)). 
Proof. The first statements are obvious. The last follows since for 
u = W(s-, , Sl), 
&g(n)) = {dq) E U I v’(4) E Hni , V integers i> 
= {q’ E U 1 @(q’) E H,,, , , V integers i} 
= g(u(nN* 
THEOREM 5.4. Let s be periodic of period k, U = W(s.., , sl), and v andg 
the maps associated with s as de$ned above. 
(a) For each n E X, g(n) is compact (possibly empty). 
(b) There are an uncountable number of n E X for which g(n) # 0. 
(c) There are countably many periodic n E X with g(n) # 0. 
Proof. (a) q(H) n UC H and q-i(V) n UC V. In particular, each 
component Hi of H has boundary lying in two or more of the sets a+(s,), 
a+(j), j # s- i , si (j is now fixed), and connected sets of points on orbits 
intersecting U for the (1 + I)-th time in $-time, where 1 < (1 + 1) < k, 
which latter sets are respectively asymptotic to rr(s-i) and x(j) in -time. 
(I+ 1) is the number of times an orbit through a point in B(s) n U intersects 
U in one period on counting the initial point as the first intersection. This 
implies that each Hi is separated from a+-,) and a-(j), and I n H,,, 
is an open set (possibly empty) with boundary in two or more of the sets 
a+(sl), a+(j), and connected sets of points on orbits intersecting U for the 
(21+ I)-th time which are asymptotic in -time to ?T(s-r) and ?T(j). These 
latter negative asymptotic sets are separated from the corresponding 
asymptotic sets bordering H,,, by analogy with Lemma 3.8. 
By induction, on setting Ho(n) = H,,, , H”(n) = v(Hm-l(a-l(n))) n H”, 
for all integers m > 1, similar remarks hold for v(Hm(n)) n H,,, . Letting 
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V(n) = c’,, and V”‘(n) = v-‘( C”“- ‘(u(n))) n Vnl for all integers nr > I, a 
similar discussion shows that ~l(H~-~(n) n Vm+l(n)) C H”(n) n V”‘(TI). 
Letting 11(n) = n”,=, H”(n) and V(n) = nzco V”‘(n), we conclude that 
g(n) = H(n) n V(n) is compact (possibly empty). 
(b) There are a countable number of the horizontal strips Hi which abut 
on a+(~,) and a-(j), j +. si , s-, . For such Hi, the Vi = v-‘(I?li) abut on 
a-(~-,) and an(j) with j as above. Using only those components with such 
abutting properties as these Hi and V, for the iterates of these sets under q, 
the constructions in (a) above (or an adaptation of the construction in the 
proof of (1) of Theorem 5.2) shows that there are an uncountable number 
of n for which g(n) is non-empty. 
(c) This follows by again restricting attention to the type of horizontal 
and vertical strips used in (b). 
Remarks. Theorems 5.3 and 5.4 are topological analogues of the invariant 
Cantor set phenomenon near a nondegenerate homoclinic point as in Smale 
[36]. Here C(s) plays the role of the invariant Cantor set on which the 
diffeomorphism v is conjugate to the shift operator u on biinfinite sequences. 
Points in the Cantor set have been replaced by compact sets g(n), but no 
further topological structure of C(s) is immediately available with our 
present analytical tools. The sets g(n) with n periodic are the analogs of 
periodic points. 
The results of this paper could bc refined if it were known that the three 
basic periodic orbits were hyperbolic so that they would admit analytic 
stable and unstable manifolds. Such a result could then be used to show 
that each g(n) of Theorem 5.4(a) is a single point and thus obtain a one-one 
correspondence between the symbol sequences of Theorem 5.3 and orbits. 
Then to each periodic sequence of Theorem 5.2(l) there would correspond 
a countable collection of periodic orbits. 
THEOREM 5.5. Let M be the complement in H = h of the union of orbit 
classes (2) through (5) together with all xi , i =: I, 2, 3. Then for each biinjinite 
sequence s the orbit class B(s) is a closed subset in the relative topology on M. 
Proof. Let q be a limit point of B(s) in the relative topology on M and 
let $ be the orbit through q. Then (CI cannot exit by some sphere &*‘, i = 1,2, 
3, or go through a sequence of regions different from R(s) in &time since a 
neighborhood of 4 would then have these properties. Thus I/I E B(s). 
Concluding Remarks. The program of this paper might be carried out 
for the n-saddle problem, n > 4. In particular, the decomposition of the 
corresponding central region into topological isolating blocks and the 
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existence of the unstable periodic solutions in each leg are immediate. For 
n = 4 the equation, 
(vy;, Iv;) = 12x,x,(x,2 + x22)2 (x22 - x12) 
used in an analog of Lemma A.1 of the Appendix, verifies the first step in 
showing that the periodic orbit in each leg is an isolated invariant set of the 
flow. However, at this point the need of a general theory, independent of the 
potential being homogeneous or harmonic, becomes evident. There are a 
variety of problems in which one needs to show that certain periodic orbits 
are unstable and are isolated invariant sets for the flow. Deciding the exact 
nature of the instability is not necessary provided one is satisfied by topo- 
logical results. At several points in this paper we used the area-preservation 
property of Hamiltonian flows. It would be interesting to see what results 
could be obtained in cases where the flow is not area-preserving. 
There is an alternate decomposition of the central region ii, into three 
regions whose preimages in H = h are topological isolating blocks. Take 
the union of those points in R, whose x,-coordinate is nonnegative with the 
reflection of these points about i& ( see Fig. 3). These isolating blocks do not 
contain any bounded orbits, but Professor James A. Yorke has suggested 
that they may be useful for further analysis of the flow. For example, it 
might be possible to obtain a one-one correspondence between orbits and 
the symbol sequences of Theorem 52(l) based on these isolating blocks. 
Other open problems are to determine (a) whether the unstable periodic 
orbits nj(t), j = 1,2, 3, are hyperbolic or elliptic unstable, (b) the stability 
status of the periodic orbits rr4(t) and n5(r), (c) the connectedness of the 
invariant set Z of bounded orbits, (d) the measure of Z with respect to the 
volume element on H := h, and (e) any ergodic properties of the flow. 
Lunsford and Ford [25] show that any three-particle system with 
Hamiltonian in the form 
H = U/WV’,2 + p2” + p3”) + VQI- 83) + 4Q2 - Q,, + v(Q3 - Q2) 
can be reduced to the H&on-Heiles Hamiltonian [23] 
H = U/2)( ~1~ + PZ’ + e2 + q22) + q12q2 - (I/3) a3 
in the cubic approximation provided the potential V(Y) has a nonzero cubic 
term in its power series. The reduction is performed by setting the mass 
m and the “spring constant” of the quadratic terms equal to unity, employing 
a canonical transformation, dropping a constant of the motion, and then 
changing the time scale. The canonical transformation pi = --y2 , p, = --yi , 
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41 = --x2, 42 = -x1 7 then converts this cubic approximation into our 
notation: 
w* Y) = (1 /wJ,2 + Y22) + (w)(x,2 + xzp) +q4 
where V(x) = (l/3) xi3 - x1x22 is the monkey saddle potential. Defining 
W(x) = (l/2)(xi2 + x22) + V(x), the potential W, evaluated on the x,-axis, 
has a local minimum value of zero at xi = 0 and a local maximum value of l/6 
at xi = - 1. Thus, for values of the energy 0 < h < l/6, the analogous line 
of steepest descent L,(t) becomes a periodic orbit in this potential well. The 
Poincare map associated with this orbit gives a mapping of the plane xi = 0 
in H = h into itself with (0, 0, -(2/z) lj2, 0) as fixed point. Both [23] and [25] 
study this Poincare map and present numerical results for a number of 
energy values in this range. As h t l/6 there appears to be an onset of patho- 
logy. Moser [29] discusses the relation of the existence of a second integral 
(or the convergence of the series representation of a formal integral) to this 
onset of pathology. 
The potential W(x) is invariant under rotation through an angle (2x/3), 
so that for energies h > 1!6 escape to infinity is possible in each of three 
legs. Thus, at these energies the potential curves W = h are similar to a 
monkey saddle except for the narrower neck through which an orbit has to 
pass in order to get from the central region to infinity. In fact, at h = l/6 
a critical point appears in each leg. For h > l/6 this critical point becomes 
an unstable periodic orbit which again is the only bounded orbit lying 
entirely in the leg. To obtain a transversal intersection of the positive and 
negative asymptotic manifolds to these three unstable periodic orbits, one 
need show only two things. First, there is an orbit that comes up from 
infinity in a leg, enters the central region, and then returns to infinity in the 
same leg. Second, there is a crossing orbit from one leg to another going to 
infinity in both legs in the respective time directions. The first condition is 
trivially satisfied by the existence of the lines of steepest descent &(t), 
i = 1, 2, 3. The second condition is verified if, in particular, an analogue 
of the crossing orbit C2,(t) of Lemma 3.7 can be shown to exist. When these 
two conditions are satisfied, the discs TjL, j = 1, 2, 3, of Lemma 3.5(a) 
are split so that Tj- is not mapped onto Tj- by the flow. Hence the boundaries 
of all these discs intersect “transversely” providing the existence of 
(topologically) nondegenerate homoclinic and heteroclinic orbits that are 
asymptotic to the three basic periodic solutions. 
Joint work of the author and Professor Richard Churchill has shown the 
existence of such crossing orbits for a variety of energies h > l/6. This was 
accomplished on a computer with an error bound sufficient to show that the 
computed orbit represented an actual orbit. Thus, at these energies the 
Henon-Heiles Hamiltonian possesses the monkey saddle pathology. The 
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method is also applicable to a variety of other potentials at energies above 
the escape energy; in particular, certain galactic potentials, with the resultant 
implications for the pathology of stellar orbits in these potentials. As another 
example, consider the potential 
U(x) = (I /2)(x,” A xc) + (I /4) He(9) where 2 - x1 + ix, . 
Pasting such potentials along their minimum distance line segments between 
the respective branches of ZJ = h yields “eggcrates” after a little surgery on 
the vector field near the pasting. Using the orbit classification given in 
Section 5, one obtains results on orbits that run all over the eggcrate. There 
are other potentials yielding eggcrates. This work will be reported in a 
forthcoming joint paper with Professor Churchill. 
It is interesting to think of the pathology in the Henon-Heiles potential 
at energies /I > l/6 as being responsible for the breakdown of the trajectory 
pattern and invariant tori observed by Henon and Heiles for l/8 ,< h ,< l/6. 
However, as Professor Joseph Ford has pointed out (private communication), 
this is hardly the whole story, as the pathology of homoclinic and heteroclinic 
points appears to exist at energies h much below h = l/6. Also, as h increases 
from l/6, certain orbits continue to unlink one another. For energies 
0 < h < I /6, the lines of steepest descent L,(t), i = 1, 2, 3, are periodic 
orbits. The analogous periodic orbits n,(i) and n5(t) exist for all energies 
11 > 0. Thus one expects some complicated orbit behavior for 0 < h < l/6 
simply because all L,(t), i = I, 2, 3, rr4(t), and r5(r) link one another in the 
phase space H = h with resultant “shear” surfaces between the respective 
invariant tori about these periodic orbits. 
It is to be noted that in the Jacobi metric the orbits of a given energy h 
for the HCnon-Heiles Hamiltonian are geodesics on a surface of Gaussian 
curvature K > 0. This follows from the formula given in Section 1 for 
calculating this curvature. Therefore, reasoning from examples of pathology 
for geodesic flows on surfaces of negative curvature may be misleading 
for this problem. 
APPENDIX: PROPERTIES OF THE PERIODIC ORBITS 
In this appendix we establish that the three basic periodic orbits xj , 
i == 1, 2, 3, are unstable and are isolated invariant sets for the flow (Theorem 
A.6). 
DEFINITION. Let x(t) = (xi(t), x2(t)) be a twice differentiable curve 
in the plane. Then the curvature of x(t) is defined by 
ww) = -cw, .w>/l’ W” 
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where J = (-T :) is a rotation through the angle (---a/2). The curvature is 
zero precisely when the velocity f and the acceleration jf are parallel vectors. 
In the case that d)(t) = (tit), y(t)) is a solution of the differential equations 
(l.l), we have 
For x(&J = q we use the notation y(q) = ~(1,). 
LEMMA A. 1. At points q strictly to the left of L, with x2(q) > 0 where an 
orhit v(t) = (x(t),y(t)) satisfies y(q) .= XV,(q) for some constant A # 0, we 
have ( V, , Jy) = 0 and 
wtKv&(t))~ Jr(t)> < 0 at q. 
(Thus, whenever an orbit x(t) is tangent to a gradient curve in this region 
above the x,-axis, the curvature changes from positive to negative values 
as time increases. Note that this explains the curvature changes of va and x5 
as illustrated in Fig. 2.) 
Proof. Let Vzz be the Hessian matrix of second partials of V. Then at 
q,(V,,.ly) =VV,,JV,)=Oand 
(WK vz 7 Jr> = ( Vz& IY> + ( vz 9 “f-9) = w vzz VT t J vz> 
since ji = y = hV, and 9 = - V, . Expanding, vve have at q, 
(d/dt)( v, ) Jy) 2xpv(.Y, - 3%,)(x, + 3%,)(x12 -k $2) < 0 
since x,(q) > 0 by assumption, (x2 + 31k1) < 0 to the left of L, , and 
(x2 - 31j2~r) > 0 to the left of L, (see Fig. 1). 
LEMMA A.2. Along any line 
x2 :- -??l.q ) v&i > -mx,) = x12( 1 - m”, 2m) 
has constant direction. In the leg of the region bounded 6y V ..= h to the bft of 
L, and L, the unit vector 
VAX, > --mx,)A V&, I -f=%>ll 
for x, f 0 turns counterclockwise on the unit circle as m increases. In this region 
F =-. (x, V,(x)) < 0 between the x,-axis and the asymptote x1 = -3’~~~~ ,
F - 0 on this asymptote, and F > 0 above it (see Fig. 1). 
Proof. The proof follows by observing how the gradients of the potential 
vary along the level curves V --: h with changing energy h. 
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DEFINITION. For two nonzero planar vectors x and .v, we say x is to the 
left of i (respectively to the right of X) when the unit vector x/l x/I can be 
obtained by a counterclockwise (respectively clockwise) rotation of Z/I! x I, 
through an angle 0 < B < x on the unit circle. 
I,EM.MA A.3. Consider that portion of an orbit x(t) originating from a 
point q < 1, on V2 to its first intersection with the x,-axis (which intersection 
exists by Lemma 2.1). Then the curvature k(x(t)) > 0 along this orbit segment 
us x(t) is traaersed with ff, = y2 > 0 from the x,-axis toward q (we leave k 
undefined on V = h). In fuct, the velocity sector k(t) = y(t) is to the left of 
VJx(t)) and the angle between these two vectors tends to zero as the orbit 
approaches q. As a consequence, the periodic orbit x, traversed with f, - y. > 0 
from V, to Vz has positive curcature. 
Proof. On the x,-axis 2, = y2 > 0 and V, = (x12, 0). These imply 
k(x(t)) (V&(t)), JyWill r(t)1 3 > 0 
in some neighborhood along the orbit segment above the x,-axis where the 
velocity vector y(t) is to the left of Vz(x(t)). If k goes through positive values 
to zero at some point 4 as x2 increases, then k becomes negative (Lemma A. 1) 
and y swings to the right of V,(q) in some neighborhood along x(t) above 4 
since 
W-WI/,(d> IrW> -- -<V&h /V&W)> < 0 
in this neighborhood by Lemma A.2. As q’ approaches q along x(t) we have 
Wy(q’)il, yW).l) = V&)/II V&)ll. P’+l 
Thus x(t) must have positive curvature along some portion of its orbit 
above q in order to swing y(q’)/ll y(q’)ll counterclockwise to V,(q)/ll V,(q)11 
which is to the left of V,(q)/:1 VZ(q)// by Lemma A.2. This transition from 
negative to positive curvature as time increases is, however, prohibited by 
Lemma A. 1. Thus the velocity vector y(t) is to the left of VJx(t)) where the 
angle between the two vectors tends to zero as the orbit approaches q since 
the orbit is orthogonal to the level curve V = h. The conclusion about the 
curvature of or follows by symmetry. 
We now prove a technical lemma needed for Theorem A.6 and whose 
mode of proof is used in Corollary AS. Recall that c,* is the minimum 
distance line segment between the two branches, V2 and V3, of V = h 
(see Fig. 2). 
LEMMA A.4. Let d)(t) = (x(t), y(t)) and (Cl(t) := (a(t), p(t)) be two solutions 
of the differential equations (1.1) with x(t) and f(t) originating from the respectiwe 
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points PO and q. on Vz where p. < qu < 1, . Then x(t) and S(t) do not intersect 
in the region to the right of &* as thty fallfrom V, to the x,-axis. 
Proof. If q. = 1s) then the result follows from Lemma 2.1. Therefore 
assume PO < q. < 1s and that x(t) and f(t) have their first intersection after 
leaving V, at a point p* where xs( p*) 3 0. For the rest of the proof we shall 
assume that x(t) and g(t) are traversed upwards from p* to p. and y0 
respectively. 
V, is transverse to the lines xa = -mxI for m* < m 3: m,, , where -m* 
is the slope of the line from the origin to p*, and -m, is the slope of the line 
from the origin to pa. This follows by observing the level curves V .: h 
for varying h. The statement is also true for m = m* provided x2( p*) > 0. 
Thus an orbit tangent to such a line cannot cut the line but must bounce 
off it due to the values of the acceleration field - V, . By Lemma 2. I x(t) 
and s(t) must therefore be transverse to all such lines x2 -= -mx, with 
mX < m < m. . Therefore we can view x and 2 as being parametrized by t 
or by m. In these cases we shall write y(m) and J(m) for the corresponding 
velocities of these trajectories at these points. 
Since p* is the first point of intersection of the trajectories x(t) and 3(t), 
it follows that y(m*) is to the left of y(m*). For m sufficiently close to m,, , 
however, y(m) is to the right of r(m). This follows by observing from Lemma 
A.2 that V,(x, , -mxJ has constant direction along the line xs = -m.x, , 
and that by Lemma A.3, the direction of y(m) approaches the direction of 
U PO) = W(mo>) as m --+ m, , while y(m,) is to the left of V,(E(m,,)). 
Thus there is a largest slope m, with m* < m, < m, at which y(ml) and r(rnr) 
are parallel, and y(m) is to the right of y(m) for m, < m < m, . Since the 
acceleration field -V, has values in the left half-plane in the region to the 
left of &*, any trajectory that crosses into this region goes to x1 = -- 03 
without crossing z1 * again. Therefore, assuming p* is to the right of rr* 
implies that x(mt) and f(ml) are to the right of &*. 
Defining p = y(mJ 1 y(m,)li = j(m,)/ll j$m,)(!, the orbit curvatures become 
k = (V, , Jp)/2(h -- V). I%ow k(x, , -mIxI) .: Ax,*/2[h + (ml2 - l/3) x1”] 
where ((1 - m12, 2m,), 1~) ~7 A >- 0 since p is to the left of Vz(x(ml)) by 
Lemma A.3. 
(a/a%) 4x1 , -m,x,) = 2Ax,[2h - (ml2 - l/3) x13]/4[h + (ml2 - l/3) x1312. 
Since we are in the region where x1 < 0, we have i?k/ax, < 0 provided 
[Ur - (ml2 - l/3) ~~“1 > 0. As h > 0, this is always true above or on the 
asymptote x1 = -31/2x2 where m, > 1/31/2. Below this asymptote we 
require 2h/(m12 - l/3) < xl3 < 0. The maximal value of 2h/(m12 - l/3) 
then occurs at m, = 0, so ak/ax, < 0 always for -6h -=c xl3 < 0. On Z’r* 
we have xl3 = -3h/2 > -6h. Thus k(x(m,)) > k(S(m,)) if p* is to the right 
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of zr*. This means that r(m) swings from the right to the left of y(m) as m 
increases past m, . But this contradicts the fact that r(m) is to the right of 
p(m) for m, < m < m, . The proof is thus complete. 
Recall that the periodic orbit xi(t) intersects I’* in a single point p. 
COROLLARY A.5. (a) Orbits x(t) starting from points q < p on V2 intersect 
the x,-axis in acute angles. 
(b) ri(t) is the only orhit starting from a point q on V2 with q < 1, having 
perpendicular intersection with the x,-axis. 
(c) Orbits x(t) starting from points q on Vz with p < q < 1, intersect the 
x,-axis in obtuse angles. 
Proof. (a) If x(t) intersects &* above or at the x,-axis, the result follows 
by noting the values of the acceleration field - I’, to the left of and on &*. 
Therefore assume x(t) stays to the right of z’, * at least until it intersects the 
x,-axis. Then Lemma A.4 shows that x(t) and 3(t) = rrr(t) do not intersect 
in falling from V2 to the x,-axis. If x(t) intersects the x,-axis in a right or an 
obtuse angle, then there is a line xa = -mxi with m > 0 such that the 
orbits x(t) and 3(t) have respective velocities r(m) and y(m) that are parallel 
on crossing the line. This is the same situation as in the proof of Lemma A.4, 
and we thus reach a contradiction. 
(b) To the right of p interchange the roles of x(t) and 5(t) = rrr(t) in (a). 
(c) L2(t) intersects the x,-axis in an obtuse angle. If an orbit starting from 
q with p < q < 1, had an acute or right intersection angle with the x,-axis, 
continuity of this angle would assure the existence of an orbit starting from 
a point 4 with p < 4 < 1, having perpendicular intersection with the x,-axis 
thereby contradicting (b). 
THEOREM A.6. The periodic orbit nl(t) is unstable and is the only bounded 
orbit staying in the leg of the region bounded by V = h to the left of L, and L, . 
Similar conclusions hold for v2 and rr3 by symmetry. 
Proof. Assume that the orbit x(t) lies in the given leg for all time with 
1 x,(t)1 bounded. Then x(t) lies to the right of &*. Let rl(t) intersect the 
x,-axis at x1 = a and denote by U(a, /3) for (r, /3 >, 0 the compact, connected 
subset of this leg bounded by V, , V, , and four orbits starting from V, and 
V, that intersect the x,-axis, two at (a + CY) < 0, the other two at (a - 8) 
(see Fig. 13). Let U be the intersection of all those U(ar, /3) containing x(t) 
for all time minus the open set Q of points in this leg to the left of &*. Then 
Lemma A.4 asserts the existence of 06, p,, , such that U = U(or, , /3,,) - Q. 
Then x(t) is tangent to or comes arbitrarily close to one of the orbits or zi* 
in the boundary of U. By continuity of the flow and the values of - V, on 
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FIG. 13. The set C’(:\. B). 
&*, x(t) must follow this orbit outside U or bc carried to the left of zi,*, 
a contradiction unless q, 1 p0 = 0 and x(t) .= x,(t). That rrl(l) is unstable 
follows readily from Corollary A.5 and the above. 
COROLLARY A.7. (a) An orbit x(t) starting from a point q on I/‘, with 
p < q ~2 I, leaves the leg of the region bounded Ly V = h to the left of L, and I,, , 
and if q < p stays in the leg for all time going to xl = --oo as t 4 &CO. 
(b) The central periodic orbits rr4 and ns lie interior to the compact, connected 
region bounded by V = h and the rrj , j 2 1, 2, 3, as illustrated in Fig. 2. 
Proof. (a) If x(f) t s ays in the leg for all time, Theorem A.6 shows that 
the orbit is unbounded. In particular x(t) intersects the minimum distance 
line segment Z1* in finite time if p < q < 1, . Continuity in initial conditions 
implies that the set of points in the interval ( p, 1.J on V, that are on orbits 
that go to the left of &* are relatively open and nonempty. Since L,(t) 
leaves the leg, the set of points in the interval ( p, 1.J that are on orbits that 
leave the leg is also relatively open and nonempty. This disconnects the 
interval, a contradiction. 
Since the orbit leaving m, (see Fig. 2) stays in the leg for all time going 
to x1 .-: --co as t + &co, the same reasoning as above shows that x(t) 
does likewise for q < p, 
(b) If mq went to the left of n1 , then the argument in the proof of Theorem 
A.6 shows that x4 would go to xl -= -03, a contradiction. Symmetry gives 
the result for r4 and r5 with respect to all the rj , j -= 1, 2, 3. 
Note added in proof. The author has been informed that Professor Edward 
Zehnder has reworked the material of Conley [IS]. This will appear in a set of notes 
Professor Jurgen Moser is preparing. 
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