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Abstract
Let r be an integer not less than 2. Suppose that we have a (not necessarily homogeneous) Markov
chain with state space {0,1, . . . , r − 1} given by the sequence of r × r transition matrices
P (n) = (p(n)
ij
)
, i, j ∈ {0,1, . . . , r − 1}, n = 1,2, . . . .
The chain above generates a probability measure µ on [0,1]. We prove that if inf{p(n)ij , i, j =
0,1, . . . , r − 1, n ∈ N} > 0 and if s > 1 is an algebraic number such that the ratio log s/ log r is
irrational, then µ-almost all the numbers are normal to base s. This generalizes a result of Puskhin
[Theory Probab. Appl. 41 (3) (1996) 593–597]. We also estimate the Hausdorff dimension of sets
of numbers which are determined in terms of the frequencies of their r-adic digits and are normal
to base s. This result extends those of Volkmann [Bull Sci. Math. II Ser. 108 (1984) 321–336; 109
(1985) 209–223] and Billingsley [Ergodic Theory and Information, Wiley, New York, 1965].
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A number x ∈ [0,1] is called normal to base s > 1, if the sequence snx, n ∈ N, is
uniformly distributed modulo 1, see [15] for properties concerning the uniform distribution.
In the case where s is an integer, there is an equivalent definition in terms of the frequencies
of s-adic digits of x , see [9]. A number x ∈ [0,1] is called simply normal to the integer base
s > 1, if in the s-adic notation of x each s-adic digit occurs with the asymptotic frequency
1/s. We say that two real numbers r, s > 1 are multiplicatively independent (r ∼ s), if
log s/ log r is irrational.
Schmidt [12] (see also Cassels [6]), proved that if r and s are integers which are multi-
plicatively independent, then there exist uncountably many real numbers that are normal to
base s but are not even simply normal to base r . They make use of Cantor–Lebesque-type
measures.
Related results were given by Brown et al. in [5] using Riesz product measures, by
Feldman and Smorodinsky [8] and by Pushkin [10] using measures under which the s-adic
digit process (with s integer) was an independent identically distributed process. Also by
Pushkin [11] using measures connected into an ergodic Markov chain. In [2] we work with
infinite convolution measures.
In this paper we deal with measures associated with a (not necessarily homogeneous or
stationary) Markov chain. In the sequel we suppose that r is an integer not less than 2 and
s > 1 is an algebraic number with r ∼ s.
Let P (0) = (p(0)i ), i = 0,1, . . . , r − 1, be the vector of length r , P (0) = ( 1r , . . . , 1r ).
Suppose also, that we have a Markov chain with state space {0,1, . . . , r − 1} given by the
sequence of r × r transition matrices
P (n) = (p(n)ij ), i, j ∈ {0,1, . . . , r − 1}, n = 1,2, . . . .
Let En,k(x) be the interval [ krn , k+1rn ) (n = 1,2, . . . , k = 0,1, . . . , rn − 1), in the nth
generation of the r-adic partition of [0,1] which contains x ∈ [0,1]. We write the r-adic
expansion of x as
x =
∞∑
j=1
εj
rj
, εj = εj (x) ∈ {0,1, . . . , r − 1}. (1)
By the Caratheodory Theorem we can define a measure µ by its values on En,k(x):
µ
(
En,k(x)
)= p(0)ε1 n−1∏
j=1
p(j)εj ,εj+1 . (2)
It is clear that the measure is well-defined and it is a probability measure on [0,1]. In
Section 2 we prove our main theorem:
Theorem 1. Let µ be a measure defined by the relation (2). We suppose that
inf
{
p
(n)
ij , i, j = 0,1, . . . , r − 1, n ∈N
}
> 0.
Then
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(ii) If there exists j0 ∈ {0,1, . . . , r −1} such that p(n)ij0  1r +ε, n ∈N, i = 0, . . . , r −1, or
p
(n)
ij0
 1
r
− ε, n ∈N, i = 0, . . . , r − 1, for some ε > 0, then µ-almost all the numbers
on [0,1] are nonsimply normal to any base rk, k = 1,2, . . . .
(iii) If p(n)ij tends to 1r , as n tends to infinity, for any i, j = 0, . . . , r − 1, then µ-almost all
the numbers are normal to base r .
Theorem 1 generalizes an earlier result of Pushkin [11], where the author studies the
case of a homogeneous Markov chain, that is the numbers p(n)ij are independent of n. If
the Markov chain is stationary (i.e. in each matrix all rows are identical), then the above
measure is given by an infinite convolution measure and the result is given in [2], using a
modification of a result due to Schmidt [12].
The proof of Theorem 1 is based on a lemma of Puskhin [11] and on some estimates
for the Fourier–Stieltjes transform of the measure µ. Recall that if ν is a measure on [0,1],
then its Fourier–Stieltjes transform is defined by
ν̂(w) =
∫
[0,1]
e−iwt dν(t), w ∈ R.
It is easy to check that the Fourier–Stieltjes transform of the measure µ is given by the
relation
µ̂(w) = lim
n→+∞ϕn(w), (3)
where
ϕn(w) =
∑
εi∈{0,...,r−1}
i=1,...,n+1
p(0)ε1 e
(
w
n+1∑
i=1
εi
ri
)
n∏
j=1
p(j)εj εj+1 (4)
and e(x) = exi, x ∈ R, see [11]. See also [4] for some other forms of µ̂(w) and the study
of the spectral properties of this class of measures.
In Section 3 we will be concerned with the Hausdorff dimension of some sets of num-
bers determined in terms of the frequencies of their r-adic digits that are normal to base
s. These sets are defined by Volkmann in [13,14]. We also extend the estimation of the
Hausdorff dimension on some sets considered by Billingsley [1], under the condition that
its elements are normal numbers to base s. We will make use of the following result given
in [3]:
lim inf
n→∞
logµ(En,k(x))
−n log r
= lim inf
N→∞
−1
N log r
N∑
n=1
r−1∑
i,j=0
C(i, n − 1)p(n)ij logp(n)ij , µ-a.e. (5)
where C(i, n − 1) = P (0,n−1)Li , P (0,n−1) = P (0)P (1) . . .P (n−1) and Li = (0, . . . ,1,
. . . ,0)T, (1 is in the position i), i = 0, . . . , r − 1. Notice that we assume that 00 = 1.
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This section is devoted to the proof of Theorem 1. We first state some useful lemmas.
Lemma 1. Let ν be a probability measure on [0,1] and h 1. If
sup
h1
N−1∑
n=0
∣∣̂ν(2πhsn)∣∣= O(N1−δ), N → ∞,
δ ∈ (0,1), then ν-almost all the numbers on [0,1] are normal to base s.
Proof. The proof is based on a result of Davenport, Erdös and LeVeque [7], as in [11,
Lemma 2, pp. 594–595]; see also [5, Proposition 1, p. 13 and its proof], for a similar
argument. 
Lemma 2. If qk ∈ [0,1), ∑r−1k=0 qk = 1 and q0q1  q2, then for any a ∈R∣∣∣∣∣
r−1∑
k=0
qke(2ka)
∣∣∣∣∣
2
 1 − 4q2 sin2 a.
Proof. We have∣∣∣∣∣
r−1∑
k=0
qke(2ka)
∣∣∣∣∣
2
=
r−1∑
k=0
q2k +
∑
k =l
qkql cos
(
2(l − k)a)
=
(
r−1∑
k=0
qk
)2
−
∑
k =l
qkql
(
1 − cos(2(l − k)a))
= 1 − 2
∑
k =l
qkql sin2
(
(l − k)a)
 1 − 4q0q1 sin2 a
 1 − 4q2 sin2 a
which is our claim. 
Lemma 3. Let µ be given by (2). If
inf
{
p
(n)
ij , i, j = 0,1, . . . , r − 1, n ∈N
}= p > 0
then ∣∣µ̂(w)∣∣ ∞∏
i=0
(
1 − 4 p
4
(1 − p(r − 1))2 sin
2
(
w
2r2i+2
))1/2
, w ∈ R.
Proof. We use relations (3) and (4). We observe that
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∑
εi∈{0,...,r−1}
i=1,...,2n+1
p(0)ε1 exp
(
w
2n+1∑
i=1
εi
ri
) 2n∏
j=1
p(j)εj εj+1
=
∑
ε2i+1∈{0,...,r−1}
i=0,...,n
p(0)ε1 exp
(
w
n∑
i=0
ε2i+1
r2i+1
)
×
[ ∑
ε2i∈{0,...,r−1}
i=1,...,n
exp
(
w
n∑
i=1
ε2i
r2i
) 2n∏
j=1
p(j)εj εj+1
]
=
∑
ε2i+1∈{0,...,r−1}
i=0,...,n
p(0)ε1 exp
(
w
n∑
i=0
ε2i+1
r2i+1
)
×
n−1∏
i=0
[
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3 exp
(
w
k
r2i+2
)]
=
∑
ε2i+1∈{0,...,r−1}
i=0,...,n
p(0)ε1 exp
(
w
n∑
i=0
ε2i+1
r2i+1
)
×
n−1∏
i=0
[
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3∑r−1
k=0 p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
exp
(
w
k
r2i+2
)]
×
[
n−1∏
i=0
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
]
. (6)
From this we take that
ϕ2n(w)
∑
ε2i+1∈{0,...,r−1}
i=0,...,n
p(0)ε1
[
n−1∏
i=0
r−1∑
k=0
p
(2i+1)
ε2i+1,k p
(2i+2)
k,ε2i+3
]
×
∣∣∣∣∣
n−1∏
i=0
[
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3∑r−1
k=0 p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
exp
(
w
k
r2i+2
)]∣∣∣∣∣. (7)
By assumption it is clear that p(n)ij  1 − p(r − 1) and so it follows easily that
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3  1 − p(r − 1).
By the inequality above and the fact that
p
(2i+1)
ε ,kp
(2i+2)
k,ε  p
2,
2i+1 2i+3
30 A. Bisbas / Bull. Sci. math. 129 (2005) 25–37which can be seen using the assumption, we have that
p
(2i+1)
ε2i+1,k p
(2i+2)
k,ε2i+3∑r−1
k=0 p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
 p
2
1 − p(r − 1) , i = 0,1, . . . ,
where k = 0,1, . . . , r − 1. We use the observation above and Lemma 2 to deduce∣∣∣∣∣
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3∑r−1
k=0 p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
e
(
w
k
r2i+2
)∣∣∣∣∣
2
 1 − 4 p
4
(1 − p(r − 1))2 sin
2
(
w
2r2i+2
)
. (8)
From (4) and (6) it follows that
∑
ε2i+1∈{0,...,r−1}
i=0,...,n
p(0)ε1
n−1∏
i=0
[
r−1∑
k=0
p
(2i+1)
ε2i+1,kp
(2i+2)
k,ε2i+3
]
= ϕ2n(0) =
∑
εi∈{0,...,r−1}
i=1,...,2n+1
p(0)ε1
2n∏
j=1
p(j)εj εj+1 =
2n∏
k=0
P (k)E = 1,
where E is a column vector of length r with all entries equal to 1. Combining (3), (4), (7),
(8) and the equality above the result follows immediately. 
We will also use the following lemma of Puskhin [11, Lemma 3, p. 595] that we include
without proof for the convenience of the reader.
Lemma 4. Let d > 1 be an integer with d ∼ s. Let a nonnegative function ψ(t), t ∈R, for
some D > 0 and ϑ ∈ (0,1) provide
1 − Dt2 ψ(t)ψ(0) = 1,
ψ(2πt) ϑ for {t} ∈ [d−2, d−1),
where {t} = t mod 1. Then for some δ ∈ (0,1)
sup
h1
N−1∑
n=0
∞∏
j=1
ψ(2πhsnd−j ) = O(N1−δ), N → ∞.
Lemma 5. Let µ satisfies the condition of Lemma 3. Then for some δ ∈ (0,1)
sup
h1
N−1∑
n=0
∣∣µ̂(2πhsn)∣∣= O(N1−δ), N → ∞.
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ψ(t) =
√
1 − 4 p
4
(1 − p(r − 1))2 sin
2 t .
It is obvious that ψ(t) satisfies the conditions of Lemma 4 with d = r2, so by Lemmas 3
and 4 we have the desired conclusion. 
Proof of Theorem 1. (i) Using Lemmas 1 and 5 the proof follows easily.
(ii) Let x = ∑∞j=1 ε(k)j (x)(rk)j , ε(k)j (x) ∈ {0, . . . , rk − 1}, k ∈ N. Given k ∈ N and m ∈
{0, . . . , rk − 1}, we define the sequence of functions XGm,k,j (x), j ∈ N, where XGm,k,j
is the characteristic function on Gm,k,j = {x ∈ [0,1]: ε(k)j (x) = m}. An easy computation
shows that
µ(Gm,k,j ) =
(
k(j−1)∏
ν=0
P (ν)
)
Lck
k−2∏
i=0
p
((j−1)k+i+1)
ck−i ck−i−1
where m =∑ki=1 ciri−1, ci ∈ {0,1, . . . , r − 1} (for k = 1 the last product is omitted). By a
law of large numbers see [3, Theorem 1, Corollary 1] which arises by a Davenport–Erdös–
LeVeque argument together with the fact that inf{p(n)ij , i, j = 0,1, . . . , r − 1, n ∈ N} > 0,
we get
lim
N→+∞
1
N
N∑
j=1
(
XGm,k,j (x)−
(
k(j−1)∏
ν=0
P (ν)
)
Lck
k−2∏
i=0
p
((j−1)k+i+1)
ck−i ck−i−1
)
= 0, µ-a.e.
(9)
If ci = j0, i = 1, . . . , k, (m = j0 rk−1r−1 ) and if p(n)ij0  1r + ε, n ∈ N, i = 0, . . . , r − 1, then
lim inf
N→+∞
1
N
N∑
j=1
XGm,k,j (x)
(
1
r
+ ε
)k
, µ-a.e.,
while if p(n)ij0 
1
r
− ε, n ∈ N, i = 0, . . . , r − 1, then
lim sup
N→+∞
1
N
N∑
j=1
XGm,k,j (x)
(
1
r
− ε
)k
, µ-a.e.
thus µ almost all the numbers are not simply normal to every base rk, k = 1,2, . . . .
(iii) Since p(n)ij → 1/r, n → ∞, we have
lim
N→+∞
1
N
N∑
j=1
[(
k(j−1)∏
ν=0
P (ν)
)
Lck
k−2∏
i=0
p
((j−1)k+i+1)
ck−i ck−i−1
]
= 1
rk
.
Combining the equality above with (9) we get
lim
N→+∞
1
N
N∑
j=1
XGm,k,j (x) =
1
rk
, µ-a.e.,
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[2] for some similar arguments. 
Note. Suppose that the condition inf{p(n)ij , i, j = 0, . . . , r − 1, n ∈ N} > 0 is not valid. Let
m0 ∈N be such that the sequence of matrices Q(n) = (q(n)ij ), n ∈N,
Q(n) =
nm0∏
j=(n−1)m0+1
P (j), n = 1,2, . . .
satisfies the condition inf{q(n)ij , i, j = 0, . . . , r − 1, n ∈ N} > 0, then Theorem 1 is valid.
The proof arises with certain modifications of Lemmas 2 and 3, working with the sequence
of matrices Q(n), n ∈ N, see also [11, p. 596].
Corollary 1. Let
µ = ∞∗
n=1
[
r−1∑
k=0
p
(n)
k δ k
rn
]
,
where p(n)k ∈ (0,1), k = 0, . . . , r − 1, n ∈ N, inf{p(n)k , k = 0, . . . , r − 1, n ∈ N} > 0,∑r−1
k=0 p
(n)
k = 1, δx denotes the probability atom at x and the convergence is in the weak*
sense. Then µ almost all the numbers are normal to base s.
Proof. We consider the measure given in (2) where the matrices P (n), n ∈ N, are station-
ary with rows equal to the vector (p(n)0 , . . . , p
(n)
r−1). Then it is easily seen that we take the
above infinite convolution and the result follows by Theorem 1. 
Remark. The corollary above is proved in [2] for integers numbers s under the more
general condition, that there exists j0 ∈ {0, . . . , r − 2}, such that inf{p(n)j0 ,p
(n)
j0+1: n ∈ N}
> 0.
3. Normality and Hausdorff dimension
For the definition and properties of the Hausdorff dimension see [1, Section 14]. We
will also use the following well known result, see [1, Theorem 14.1].
Proposition 1. Let µ be a probability measure on [0,1] and
M =
{
x: lim inf
n→∞
logµ(En,k(x))
−n log 2 = δ
}
.
If A ⊆ M with µ(A) > 0 then the Hausdorff dimension of A, dimA, is equal to δ.
Let x be given by (1). We denote by Nj (x,n), j = 0, . . . , r − 1, the number of k  n
for which εk(x) = j , then Nj(x,n) = ∑nk=1 XFk,j (x), where XFk,j is the characteristic
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real numbers with
∑r−1
j=0 pj = 1. We consider the set
A1 =
{
x ∈ [0,1]: lim
n→∞
Nj(x,n)
n
= pj , j = 0, . . . , r − 1
}
.
Let Nr be the set of those x ∈ [0,1] that are normal to base s for any algebraic number s > 1
with s ∼ r . Volkmann in [13] has proved that the set A1 ∩ Nr is uncountable for positive
integers s. We extend his results to algebraic numbers s and we estimate the Hausdorff
dimension of this set.
Corollary 2. Let 0 < pj < 1, j = 0, . . . , r − 1. Then the Hausdorff dimension of the set
A1 ∩ Nr is given by Eggleston’s formula
dim(A1 ∩Nr) = − 1log r
r−1∑
j=0
pj logpj
and so A1 ∩ Nr it is uncountable.
Proof. We consider the measure
µ = ∞∗
n=1
(
r−1∑
k=0
pkδ k
rn
)
.
Since the set of all algebraic numbers is countable and the intersection of any countable
collection of subsets of [0,1] of full µ measure is also a subset of full µ measure, by
Corollary 1, we have that µ(Nr) = 1, see also [10]. It is proved in [1, pp. 142–143], using
the strong law of large numbers, that
lim inf
n→∞
logµ(En,k(x))
−n log r = −
1
log r
r−1∑
j=0
pj logpj , µ-a.e.
and
A1 ⊆ M, µ(A1) = 1
where M is given by Proposition 1. Since µ(A1 ∩Nr) = 1, Proposition 1 yields the desired
result. It is easy to see that the Hausdorff dimension is strictly positive and so the set is
uncountable, see also [11, Corollary 1, p. 594]. 
Let V ⊆ Rr be any closed, connected set such that 0  pj  1 and ∑r−1j=0 pj = 1 for
each point (p0, . . . , pr−1) ∈ V . Volkmann [14] proved that there exist uncountably many
numbers x which are normal to base s, (s is a positive integer), but whose sequence of
digit frequency vectors to base r has V as its set of limit points. We have the following
extension of his result:
Corollary 3. Let V ⊆ Rr be any closed, connected set such that 0 < pj < 1 and∑r−1
j=0 pj = 1 for each point (p0, . . . , pr−1) ∈ V . Then the Hausdorff dimension of the
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limit points is at least
inf
{
lim inf
N→∞
−1
N log r
N∑
n=1
r−1∑
j=0
p
(n)
j logp
(n)
j ,
(
p
(n)
0 , . . . , p
(n)
r−1
) ∈ V}.
Proof. Let µ be a measure as in Corollary 1, then µ(Nr) = 1. We construct a sequence
(p
(n)
0 , . . . , p
(n)
r−1)n∈N ∈ V such that for any x = (x0, . . . , xr−1) ∈ V there exists a subse-
quence nk, k ∈N, such that
lim
nk→∞
1
nk
nk∑
n=1
p
(n)
j → xj , j = 0, . . . , r − 1.
This is possible because the set of rational numbers is countable and any irrational number
is approximated by a sequence of rational numbers. Let j ∈ {0, . . . , r − 1}. One can see
that the sequence XFk,j (x), k ∈ N, is a sequence of independent random variables with
respect to µ with
µ(Fk,j ) = p(k)j .
Using the strong law of large numbers, we get
lim
n→∞
1
n
(
Nj(x,n) −
n∑
k=1
p
(k)
j
)
= 0, j = 0, . . . , r − 1, µ-a.e.
By the above we have that the set of numbers which belongs to Nr whose sequence of digit
frequencies vectors to base r has V as its set of limit points has full µ measure. By relation
(5) and the Proposition 1 we conclude that the set has Hausdorff dimension at least
lim inf
N→∞
−1
N log r
N∑
n=1
r−1∑
j=0
p
(n)
j logp
(n)
j
and our result is proven. We note that the Hausdorff dimension of our set is strictly positive
since the set V is closed and its elements are strictly positive. 
Remark. The proof of Volkmann is based on the construction of Cantor type measures
with suitable “lacunarity” and so the Hausdorff dimension is “in general small”. Also our
method is not applicable to some singular cases as pj = 1 for some j , since we have not
the normality to base s, as Volkmann does.
Next we extend the estimation of the Hausdorff dimension on some sets consid-
ered by Billingsley [1], under the condition that its numbers are normal to base s. Let
Nij (x,n), i, j = 0, . . . , r−1, be the number of k  n for which εk(x) = i and εk+1(x) = j .
It is easy to see that Nij (x,n) =∑nk=1 XE(k)ij (x), where XE(k)ij is the characteristic function
on the set E(k)ij = {x: εk(x) = i, εk+1(x) = j }.
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A2 =
{
x ∈ [0,1]: lim
n→∞
Nij (x,n)
n
= πij , i, j = 0,1, . . . , r − 1
}
.
Then the Hausdorff dimension of the set A2 ∩Nr is equal to
dim
(
A2 ∩ N(s)
)= − 1
log r
r−1∑
i,j=0
pipij logpij
where pi =∑r−1j=0 πij , pij = πijpi , (compare with Shannon–McMillan–Breiman theorem).
Proof. We consider the measure µ given by (2) with the hypothesis that the chain is ho-
mogeneous. Then by Theorem 1 (or [11, Theorem 2, p. 594]) we have that µ(Nr) = 1. The
rest of the proof is similar to the proof of Corollary 2, see [1, p. 143]. 
We denote by Mπ the set of r × r matrices Π = (πij ), i, j = 0, . . . , r − 1, such that
πij > 0 and if pi =∑r−1j=0 πij then pi =∑r−1j=0 πji and ∑r−1i=0 pi = 1.
Corollary 5. Let V be a closed connected set of Mπ , (with usual norm). Then the Hausdorff
dimension of the set of x ∈ Nr whose sequence
1
n
Nij (x,n), n ∈ N, i, j = 0, . . . , r − 1,
has V as its set of limit points is at least
inf
{
lim inf
N→∞
−1
N log r
N∑
n=1
r−1∑
i,j=0
C(i, n − 1)p(n)ij logp(n)ij , P (n) =
(
p
(n)
ij
)
n∈N ∈ Vp
}
,
where by Vp we denote the set of r × r matrices P = (pij ), i, j = 0, . . . , r − 1, with
pij = πijpi , pi =
∑r−1
j=0 πij for some (πij ) ∈ V .
Proof. Let µ be the measure defined by (2) with inf{p(n)ij , i, j = 0, . . . , r −1, n ∈ N} > 0.
By Theorem 1 we have that µ(Nr) = 1. Let k ∈ N, i, j ∈ {0, . . . , r − 1}. One can see that
[3]
µ
(
E
(k)
i,j
)= p(k)ij P (0,k−1)Li
and so by a strong law of large numbers, as in the proof of Theorem 1(ii), we have that
lim
n→∞
1
n
(
Nij (x,n) −
n∑
k=1
p
(k)
ij P
(0,k−1)Li
)
= 0, i, j = 0, . . . , r − 1, µ-a.e.
Next we will prove that we can define the sequence P (n), n ∈ N, in such a way that the
sequence 1
n
Nij (x,n), n ∈N, i, j = 0, . . . , r − 1, has V as its set of limit points – see also
[14, p. 210]. We avoid the details of the proof since it is complicated. We refer that we need
to make use, as in Corollary 3, of the fact that the set of rational numbers is countable and
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the main idea of the proof. Let (πij ) ∈ V and P = (pij ) ∈ Vp with
pi =
r−1∑
j=0
πij , pij = πij
pi
, i, j = 0, . . . , r − 1.
It is well know that
Pk → Q, k → ∞,
where Q is a matrix with rows equal to the probability vector (p0, . . . , pr−1). We suppose
that we have defined the first n0 matrices P (0),P (1), . . . ,P (n0−1) for some n0 ∈ N. We
observe that if n → ∞ then
pijP
(0,n0−1)P n−n0−1Li → pij P (0,n0−1)QLi = pijpi = πij .
So we define
P (n) = P for n0  n n1
for a suitable large n1. We continue in a similar way. Also we have that the relation
inf{p(n)ij , i, j = 0, . . . , r −1, n ∈ N} > 0 holds (V is closed). So, by the above we conclude
that we can define the sequence P (n) = (p(n)ij ) in such a way that for any (πij ) ∈ V we can
find a subsequence nk such that
lim
nk→∞
1
nk
nk∑
k=0
p
(k)
ij P
(0,k−1)Li = πij , i, j = 0, . . . , r − 1.
By the relation (5) and Proposition 1 we take that our set has Hausdorff dimension at least
lim inf
N→∞
−1
N log r
N∑
n=1
r−1∑
i,j=0
C(i, n − 1)p(n)ij logp(n)ij , P (n) ∈ Vp
which gives our result. We note that, as in Corollary 3, the Hausdorff dimension of our set
is strictly positive. 
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