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Abstract
This manuscript studies the Minkowski–Bellman equation, which is the Bellman equation arising from finite or infinite horizon
optimal control of unconstrained linear discrete time systems with stage and terminal cost functions specified as Minkowski
functions of proper C–sets. In regards to the finite horizon optimal control, it is established that, under natural conditions,
the Minkowski–Bellman equation and its iteration are well posed. The characterization of the value functions and optimizer
maps is derived. In regards to the infinite horizon optimal control, it is demonstrated that, under the same natural conditions,
the fixed point of the Minkowski–Bellman equation is unique, in terms of the value function, over the space of Minkowski
functions of proper C–sets. The characterization of the fixed point value function and optimizer map is reported.
Key words: Linear Dynamical Systems, Minkowski Functions and Bellman Equation.
1 Introduction
Dynamic programming [1–4] is an indispensable mathe-
matical technique for closed loop characterization of op-
timal control. The closed loop solution to finite horizon
optimal control of unconstrained discrete time systems,
induced by a state transition map (x, u) 7→ f(x, u), with
stage and terminal cost functions, (x, u) 7→ ℓ(x, u) and
x 7→ Vf (x), can be obtained by iterating the Bellman
equation [1, 2] given, for all integers k over the consid-
ered finite horizon and all states x, by
Vk+1(x) = min
u
ℓ(x, u) + Vk(f(x, u)), and
uk+1(x) = argmin
u
ℓ(x, u) + Vk(f(x, u)),
with boundary condition V0(x) = Vf (x) for all states x.
Likewise, the properties of the fixed point of the Bellman
equation [3, 4] taking the form, for all states x,
V (x) = min
u
ℓ(x, u) + V (f(x, u)), and
u(x) = argmin
u
ℓ(x, u) + V (f(x, u)),
play a key role in deriving the closed loop solution to the
related infinite horizon optimal control problem.
A celebrated optimal control problem that admits an
elegant and easily computable solution is the linear
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quadratic regulator [5, 6]. Finite horizon, discrete time,
linear quadratic regulator refers to finite horizon op-
timal control of an unconstrained linear discrete time
system, x+ = Ax + Bu, with stage and terminal cost
functions specified as (strictly) convex in x and strictly
convex in u quadratic functions, ℓ(x, u) = xTQx+uTRu
and Vf (x) = x
TQfx. In this setting, dynamic pro-
gramming produces sequences of (strictly) convex
in x quadratic value functions Vk+1 (·), with values
Vk+1(x) = x
TPk+1x, and linear optimizer functions
uk+1 (·), with values uk+1(x) = Kk+1x. The correspond-
ing value and optimizer functions are characterized by
the dynamic Riccati equations specified, for all integers
k over the considered finite horizon, by
Pk+1 = Q+A
TPkA−A
TPkB(R +B
TPkB)
−1BTPkA
Kk+1 = −(R+B
TPkB)
−1BTPkA
with boundary condition P0 = Qf . In the case of the in-
finite horizon, discrete time, linear quadratic regulator,
the solution in terms of (strictly) convex in x quadratic
value function V (·), with values V (x) = xTPx, and lin-
ear optimizer function u (·), with values u(x) = Kx, is
entirely determined by the algebraic Riccati equation
P = Q+ATPA−ATPB(R +BTPB)−1BTPA
K = −(R+BTPB)−1BTPA.
The detailed study, properties and practical relevance,
of the finite and infinite horizon, discrete time, linear
quadratic regulator can be found in numerous references
including early, but fundamental, references [5, 6].
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Peculiarly enough, even in the case of the unconstrained
linear discrete time systems, the characterization of
optimal control with nonquadratic stage and terminal
cost functions is considerably less understood. Relevant
instances of uncharted optimal control problems are
the finite and infinite horizon optimal control of un-
constrained linear discrete time systems with stage and
terminal cost functions specified as Minkowski func-
tions of proper C–sets. This class of optimal control
problems encapsulates optimal control problems of un-
constrained linear discrete time systems with stage and
terminal cost functions specified as vector norms, since
Minkowski functions of proper C–sets are nonnegative,
finite valued, continuous and sublinear functions [7, 8],
and vector norms can be represented via Minkowski
functions of suitably defined symmetric proper C–sets.
In these important instances, the characterization of
closed loop solutions is not available in the literature.
This manuscript provides characterization and compu-
tation of the closed loop solutions to both, finite and
infinite horizon, optimal control problems of uncon-
strained linear discrete time systems with stage and
terminal cost functions specified as Minkowski func-
tions of proper C–sets. The developed results are novel
and deliver a missing and relevant analogue to the cele-
brated linear quadratic regulator. For obvious reasons,
the derived solutions can be termed as the, finite and
infinite horizon, linear Minkowski regulator. The devel-
oped solution methodology enriches engineering utility
of unconstrained optimal control, and also provides
beneficial results within the context of inter alia syn-
thesis and analysis of constrained control [9], stabilizing
control [10, 11] and model predictive control [12–14].
The underlying objects of study in this manuscript
are the Minkowski–Bellman equation, its iteration and
its fixed point. The term Minkowski–Bellman equa-
tion refers to the Bellman equation associated with the
optimal control of unconstrained linear discrete time
systems with stage and terminal cost functions spec-
ified as Minkowski functions of proper C–sets. Such
a Bellman equation, its iteration and its fixed point
can be studied with techniques from nonsmooth anal-
ysis [15] and variational analysis [16]. This manuscript
resorts to set–valued tools from classical results [17,18].
In this sense, the analysis in this manuscript makes
use of the set–dynamics approach; This approach has
already provided convinient tools for studies of min-
imality of invariant sets [19], set invariance under
output feedback [20], and the Minkowski–Lyapunov
equation [21, 22]. This manuscript first analyses one
step of the underlying dynamic programming iteration,
namely the Minkowski–Bellman equation, and it estab-
lishes that the value function is Minkowski function of
a proper C–set, and that its optimizer map is positively
homogeneous of the first degree, compact–, convex–
valued, locally bounded and outer semicontinuous map
when it is set–valued, which is positively homogeneous
of the first degree and continuous function when it is
single–valued. The characterization of the generator set
of the value function is obtained as one step iterate of
a suitably defined set–dynamics. The characterization
of the optimizer map is also entirely determined by
this set–dynamics. The underlying dynamic program-
ming iteration is in one–to–one correspondence with
the iteration of the introduced set–dynamics of the gen-
erator sets. This set–dynamics is consequently utilized
to characterize the iterates of the Minkowski–Bellman
equation. Finally, the fixed point of the set–dynamics
of the generator sets is utilized to show that the fixed
point of the Minkowski–Bellman equation is unique, in
terms of the value function, over the space of Minkowski
functions of proper C–sets as well as to characterize the
fixed point value function and optimizer map.
Manuscript Structure: Section 2 formulates the
Minkowski–Bellman equation and specifies the objec-
tives of this manuscript. Section 3 provides technical
background and studies prototype problem underpin-
ning the Minkowski–Bellman equation. Section 4 studies
the set–dynamics of the generator sets of the iterates of
the Minkowski–Bellman equations, and examines their
structural, monotonicity, boundedness, convergence and
fixed point properties. Section 5 considers the lower,
arbitrary and upper iterates of the Minkowski–Bellman
equation as well as the fixed point of the Minkowski–
Bellman equation. Section 6 specializes results to poly-
topic setting. Conclusions are drawn in Section 7.
Typographical Convention: We do not distinguish
between a variable x ∈ Rn and its vectorized form.
In this sense (x, u) is written instead (xT uT )T and,
on a few occasions, (A B)(x, u) is written instead of
(A B)(xT uT )T . No confusion should arise. For clarity,
some of the proofs are reported in the appendices.
Basic Nomenclature and Definitions: The set of
nonnegative integers is denoted by N. The set of real
numbers is denoted by R, while R≥0 denotes the set of
nonnegative real numbers. I and 0 denote the identity
and zero matrices. For (x, u) ∈ Rn×Rm, the projection
matrices (x, u) 7→ x and (x, u) 7→ u are
Px := (I O) with I ∈ R
n×n and O ∈ Rn×m, and
Pu := (O I) with O ∈ R
m×n and I ∈ Rm×m.
The Minkowski set addition of X ⊆ Rn and Y ⊆ Rn is
X ⊕ Y := {x+ y : x ∈ X , y ∈ Y}.
The image of a set X under a matrix (or a scalar)M is
MX := {Mx : x ∈ X}.
A set X ⊆ Rn is symmetric, with respect to 0 ∈ Rn,
if X = −X . A set X ⊂ Rn is a C–set if it is compact,
convex, and contains the origin. A set X ⊂ Rn is a
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proper C–set if it is a C–set and contains the origin in
its interior. A polyhedron is the (convex) intersection
of a finite number of open and/or closed half–spaces. A
polytope is a closed and bounded polyhedron. For a set
X in Rn with 0 ∈ X , its polar set X ∗ is given by
X ∗ := {x ∈ Rn : ∀y ∈ X , yTx ≤ 1}.
The support function h(X , ·) of a nonempty closed con-
vex set X is specified, for all y ∈ Rn, by
h(X , y) := sup
x
{yTx : x ∈ X}.
The Minkowski (gauge) function g(X , ·) of a proper C–
set X in Rn is given, for all y ∈ Rn, by
g(X , y) := min
η
{η : y ∈ ηX , η ≥ 0}.
Given any two nonempty compact subsets X and Y of
Rn their Hausdorff distance is
HBn(X ,Y) := min
η≥0
{η : X ⊆ Y⊕ηBn and Y ⊆ X⊕ηBn},
where Bn is the closed unit Euclidean norm ball in Rn.
A function f (·) : Rn → Rm is: (a) positively homoge-
neous of the first degree if f(ηx) = ηf(x) for all η ∈ R≥0
and all x ∈ Rn, (b) a π–class function if it is positively
homogeneous of the first degree and continuous, (c) sub-
additive if f(x1 + x2) ≤ f(x1) + f(x2) for all x1 ∈ R
n
and x2 ∈ R
n, and (d) sublinear if it is positively homo-
geneous of the first degree and subadditive.
A set–valued map F (·) associates subsets F (x) of Rm to
points x in Rn. A set–valued map F (·) : Rn ⇒ Rm is:
(i) positively homogeneous of the first degree, if F (ηx) =
ηF (x) for all η ∈ R≥0 and all x ∈ R
n;
(ii) compact–valued at x ∈ Rn, ifF (x) is a compact subset
of Rm;
(iii) convex–valued at x ∈ Rn, if F (x) is a convex subset
of Rm;
(iv) locally bounded at x ∈ Rn, if there is a neighbor-
hood X of x such that the set F (X ) := ∪x∈XF (x) is
bounded;
(v) outer semicontinuous at x ∈ Rn, if for every conver-
gent sequence xk → x and every convergent sequence
yk → y with yk ∈ F (xk) it holds that y ∈ F (x).
A set–valued map F (·) : Rn ⇒ Rm is a Π–class set–
valuedmap if it satisfies property (i) as well as properties
(ii), (iii), (iv) and (v) for all x ∈ Rn. We note that if a Π–
class set–valued map is single–valued, then it is a π–class
single–valued function by virtue of [16, Corollary 5.20.].
A single–valued function f (·) : Rn → Rm is a selection
of a set–valued map F (·) : Rn ⇒ Rm if, for all x ∈ Rn,
f(x) ∈ F (x).
2 Preliminaries
2.1 The Linear Minkowski Regulator
The linear discrete time dynamical systems are given by
x+ = Ax+Bu, (2.1)
where x ∈ Rn and u ∈ Rm are the current state and
current control, while x+ ∈ Rn is the successor state and
the matrix pair (A,B) is of compatible dimensions.
Assumption 1 Thematrix pair (A,B) ∈ Rn×n×Rn×m
is strictly stabilizable.
Strict stabilizability signifies that the dynamics of the
uncontrollable part of the system (2.1) is strictly stable.
The stage cost function ℓ (·, ·) : Rn × Rm → R≥0 is
given, for all (x, u) ∈ Rn × Rm, by
ℓ(x, u) = g(C, (x, u)). (2.2)
Assumption 2 The set C is a proper C–set in Rn+m.
The terminal cost function Vf (·) : R
n → R≥0 is speci-
fied, for all x ∈ Rn, by
Vf (x) = g(Qf , x). (2.3)
Assumption 3 The set Qf is a proper C–set in R
n.
The finite horizon linear Minkowski regulator prob-
lem refers to the determination of a pair of finite
state and control sequences, {x0, x1, . . . , xN} and
{u0, u1, . . . , uN−1}, which is dynamically consistent
with the system (2.1) and an initial condition x0 = x (so
that xk+1 = Axk+Buk, k ∈ NN−1 := {0, 1, . . . , N−1},
with x0 = x), and which minimizes the cost function
N−1∑
k=0
ℓ(xk, uk) + Vf (xN ). (2.4)
Likewise, the infinite horizon linear Minkowski regula-
tor problem refers to the determination of a pair of
infinite state and control sequences, {x0, x1, . . .} and
{u0, u1, . . .}, which is dynamically consistent with the
system (2.1) and an initial condition x0 = x (so that
xk+1 = Axk + Buk, k ∈ N, with x0 = x), and which
minimizes the cost function
∞∑
k=0
ℓ(xk, uk). (2.5)
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2.2 The Minkowski–Bellman Equation
In analogy to the celebrated linear quadratic regulator,
closed loop solutions of the finite and infinite horizon
linear Minkowski regulator problems are sought. These
solutions are derived by utilizing dynamic programming.
The Minkowski–Bellman equation is the corresponding
Bellman equation associated with optimal control of the
system (2.1) with the stage and terminal cost functions
represented via Minkowski functions of proper C–sets,
as specified in (2.2) and (2.3). The Minkowski–Bellman
equation takes the form, for all k ∈ N and all x ∈ Rn,
Vk+1(x) := min
u
ℓ(x, u) + Vk(Ax+Bu), and (2.6a)
uk+1(x) := argmin
u
ℓ(x, u) + Vk(Ax +Bu), (2.6b)
with the boundary condition given, for all x ∈ Rn, by
V0(x) := Vf (x). (2.7)
Throughout this manuscript, Vk (·) and uk (·) are re-
ferred to as the value function and its optimizer map.
We also consider the fixed point of the aboveMinkowski–
Bellman equation taking the form, for all x ∈ Rn,
V (x) = min
u
ℓ(x, u) + V (Ax+Bu), and (2.8a)
u(x) = argmin
u
ℓ(x, u) + V (Ax+Bu), (2.8b)
where the value function V (·) and its optimizer map
u (·) are to be determined.
2.3 Problem Description
Our main chore is to characterize the solution, and dis-
cuss topological properties, of the Minkowski–Bellman
equation, its iteration and its fixed point.
The first goal is to establish that the value functions
Vk (·) are Minkowski functions of proper C–sets in R
n,
and that each of the optimizer maps uk (·) is a Π–class
set–valued map. This goal also requires one to charac-
terize the generator sets Pk of the value functions Vk (·)
as well as to characterize the optimizer maps uk (·).
The second goal is to establish that the fixed point of the
Minkowski–Bellman equation admits a unique solution
in terms of the value function V (·) over the space of
Minkowski functions of a proper C–sets in Rn as well as
to show that related optimizer map u (·) is a Π–class set–
valued map. This goal also requires one to characterize
the generator set P of the value function V (·) as well as
to characterize the optimizer map u (·).
3 Background and Prototype Problem
3.1 Background
Our analysis uses the following fundamental results [7,8].
Theorem 1 [8, Theorem 1.6.1.] Let X be a proper C–
set in Rn. Then its polar set X ∗ is itself a proper C–set
in Rn and it holds that (X ∗)∗ = X .
Theorem 2 [8, Theorem 1.7.1.] If f (·) : Rn → R
is a sublinear function, then there is a unique nonempty
convex compact subset of Rn with support function f (·).
Theorem 3 [8, Theorem 1.7.6.] For a proper C–set X
in Rn it holds that
∀x ∈ Rn, g(X , x) = h(X ∗, x), (3.1)
where X ∗ is the polar set of X .
The following two well–known facts also prove helpful.
Proposition 1 Let X and Y be two nonempty closed
convex sets in Rn, and let also M ∈ Rn×p. Then
∀y ∈ Rp, h(X ,My) = h(MTX , y), and (3.2a)
∀z ∈ Rn, h(X ⊕ Y, z) = h(X , z) + h(Y, z). (3.2b)
Proposition 2 Let X and Y be proper C–sets in Rn.
Then X ⊆ Y if and only if
∀x ∈ Rn, h(X , x) ≤ h(Y, x), (3.3)
or, equivalently, if and only if
∀x ∈ Rn, g(Y, x) ≤ g(X , x). (3.4)
3.2 Prototype Problem
The prototype problem provides the characterization of
the successor value function Vk+1 (·) and its optimizer
map uk+1 (·) when the stage cost function ℓ (·, ·) and the
current value function Vk (·) are Minkowski functions of
proper C–sets. The prototype problem is a parametric
optimization problem, with respect to x ∈ Rn,
V +(x) := min
u
ℓ(x, u) + V (Ax +Bu), and (3.5a)
u+(x) := argmin
u
ℓ(x, u) + V (Ax+Bu), (3.5b)
where, for all (x, u) ∈ Rn × Rm and all x ∈ Rn,
ℓ(x, u) := g(C, (x, u)) and V (x) := g(P , x), (3.6)
and C and P are proper C–sets in Rn+m and Rn.
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The solution to the above prototype problem can be
derived by employing the set–dynamics of the generator
sets P+ of the successor value function V + (·) in terms
of generator sets, C and P , of the stage cost and current
value functions, ℓ (·, ·) and V (·), as specified by
P+ := Px
(
C∗ ⊕ (A B)TP∗
)∗
. (3.7)
Theorem 4 Take any (A,B) ∈ Rn×n×Rn×m, and any
proper C–sets C and P in Rn+m and Rn. Let
T + :=
(
C∗ ⊕ (A B)TP∗
)∗
and P+ = PxT
+. (3.8)
Consider the prototype problem (3.5)–(3.6).
(i) T + and P+ are proper C–sets in Rn+m and Rn.
(ii) V + (·) : Rn → R≥0 is the Minkowski function of
proper C–set P+ so that, for all x ∈ Rn,
V +(x) = g(P+, x). (3.9)
(iii) u+ (·) : Rn ⇒ Rm is a Π–class set–valued map equiv-
alently given, for all x ∈ Rn, by 2
u+(x) = {u ∈ Rm : (x, u) ∈ g(P+, x)T +}. (3.10)
(iv) ν+ (·) : Rn → Rm given, for all x ∈ Rn, by
ν+(x) = argmin
u
{uTu : u ∈ u+(x)} (3.11)
is a π–class function such that, for all x ∈ Rn,
ν+(x) ∈ u+(x). (3.12)
Theorem 4 implies directly that the Minkowski–Bellman
equation (2.6) with the boundary condition (2.7) gen-
erates sequence of the value functions Vk+1 (·), terms of
which are Minkowski functions of proper C–sets in Rn;
It also generates a sequence of related optimizer maps
uk+1 (·), terms of which are Π–class set–valued maps
that admit π–class selections νk+1 (·).
Remark 1 The Minkowski function of a proper C–set is
0 for x = 0 and striclty positive for all x ∈ Rn\{0}, finite
valued, continuous and sublinear function [7, 8]. A Π–
class set–valued map, which is single–valued is a π–class
(i.e. positively homogeneous of the first degree and con-
tinuous) function. These generic properties of the succes-
sor value function V + (·), its optimizer map u+ (·) and
selection ν+ (·) as well as of the value functions Vk+1 (·),
2 For proper C–sets P+ and T + in Rn and Rn+m, and for
(x, u) ∈ Rn × Rm, we frequently write (x, u) ∈ g(P+, x)T +,
which is equivalent to 1
g(P+,x)
(x, u) ∈ T + for x 6= 0 and
(0, u) ∈ {(0, 0)} (i.e. u = 0) for x = 0.
their optimizer maps uk+1 (·) and selections νk+1 (·) are
granted by definitions. In what follows, unless necessary,
these inherent topological properties are neither formally
stated nor elaborated on.
4 Set–Dynamics of Generator Sets
With Theorem 4 in mind, the iterates of the Minkowski–
Bellman equation (2.6) with the boundary condi-
tion (2.7) are determined by the iterates of the set–
dynamics (3.7) taking the form, for all k ∈ N,
Pk+1 = Px
(
C∗ ⊕ (A B)TP∗k
)∗
, (4.1)
with the initial condition P0 := Qf in its polar form
P∗0 := Q
∗
f . (4.2)
By the same token, the properties of the fixed point
of the Minkowski–Bellman equation (2.8) are deter-
mined by the properties of the fixed point of the set–
dynamics (3.7), namely the fixed point set–equation
P = Px
(
C∗ ⊕ (A B)TP∗
)∗
. (4.3)
In view of this one–to–one correspondence between the
set–dynamics (3.7), its iteration (4.1)–(4.2), and its fixed
point (4.3) on one hand and the Minkowski–Bellman
equation (captured by the prototype problem (3.5)–
(3.6)), its iteration (2.6)–(2.7), and its fixed point (2.8)
on the other hand, we discuss key properties of the
iterates of the set–dynamics (4.1), and subsequently
translate these properties to the corresponding iterates
of the Minkowski–Bellman equation. The iterates of the
set–dynamics (4.1) are examined for arbitrary initial
conditions P0 specified via related polar sets P
∗
0 .
The following preliminary result proves very useful.
Proposition 3 Suppose Assumptions 1 and 2 hold.
(i) There exists a proper C–set L in Rn, for which g(L, ·)
verifies control Lyapunov decrease condition, i.e. for
all x ∈ Rn, there exists a u ∈ Rm such that
g(L, Ax +Bu) + g(C, (x, u)) ≤ g(L, x). (4.4)
(ii) If a proper C–set L in Rn verifies (4.4), and if
K+ =
(
C∗ ⊕ (A B)TL∗
)∗
and L+ = PxK
+, (4.5)
then K+ and L+ are proper C–sets in Rn+m and Rn,
respectively and, for all (x, u) ∈ Rn × Rm,
g(K+, (x, u)) = g(L, Ax +Bu) + g(C, (x, u)), (4.6)
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and, for all x ∈ Rn, there exists a u ∈ Rm such that
g(L+, x) ≤ g(K+, (x, u)) ≤ g(L, x). (4.7)
(ii) If Assumption 3 also holds, then the proper C–set L in
Rn from the above assertion (i) can be chosen to satisfy
L ⊆ Qf . (4.8)
4.1 Characterization, Monotonicity and Boundedness
Theorem 4 andmathematical induction reveal the struc-
ture of the generator sets Pk as well as related sets Tk.
Proposition 4 Suppose Assumptions 1 and 2 hold. Let,
for all k ∈ N,
Tk+1 :=
(
C∗ ⊕ (A B)TP∗k
)∗
. (4.9)
If P∗0 is a C–set in R
n, then, for all k ∈ N, sets Tk+1 and
Pk+1 are proper C–set in R
n+m and Rn.
As long as P∗0 is a C–set in R
n, Proposition 4 and Theo-
rem 4 characterize completely the value functions Vk (·),
optimizer maps uk (·) and related selections νk (·). The
value functions Vk (·) are Minkowski functions of proper
C–sets Pk, the optimizer maps uk (·) are Π–class set–
valued maps and the related selections νk (·) are π–class
functions. In particular, for all k ∈ N and all x ∈ Rn,
Vk+1(x) = g(Pk+1, x),
uk+1(x) = {u ∈ R
m : (x, u) ∈ g(Pk+1, x)Tk+1}, and
νk+1(x) = argmin
u
{uTu : u ∈ uk+1(x)}. (4.10)
The iterates of the set–dynamics (4.1) preserve mono-
tonicity, as established by the following result.
Proposition 5 Suppose Assumptions 1 and 2 hold.
(i) If P∗0 is a C–set in R
n such that P∗0 ⊆ P
∗
1 , then, for
all k ∈ N,
Pk+2 ⊆ Pk+1. (4.11)
(ii) If P∗0 is a C–set in R
n such that P∗1 ⊆ P
∗
0 , then, for
all k ∈ N,
Pk+1 ⊆ Pk+2. (4.12)
By Propositions 2 and 5, when P∗0 is a C–set in R
n such
that P∗0 ⊆ P
∗
1 , the sequence of the value functions Vk (·)
is monotonically nondecreasing with respect to k, i.e.,
for all k ∈ N and all x ∈ Rn,
Vk+1(x) ≤ Vk+2(x). (4.13)
Likewise, when P∗0 is a C–set in R
n such that P∗1 ⊆ P
∗
0 ,
the sequence of the value functions Vk (·) is monotoni-
cally nonincreasing with respect to k, i.e., for all k ∈ N
and all x ∈ Rn,
Vk+2(x) ≤ Vk+1(x). (4.14)
Remark 2 When P∗0 is a C–set in R
n such that P∗0 ⊆
P∗1 , the value functions Vk (·) satisfy, for all k ∈ N, all
x ∈ Rn and all u ∈ uk+1(x) (including u = νk+1(x)),
Vk(x) ≤ ℓ(x, u) + Vk(Ax+Bu) = Vk+1(x). (4.15)
Similarly, when P∗0 is a C–set in R
n such that P∗1 ⊆ P
∗
0 ,
the value functions Vk (·) preserve the strong Lyapunov
decrease property. Namely, for all k ∈ N, all x ∈ Rn and
all u ∈ uk+1(x) (including u = νk+1(x)),
Vk+1(x) = Vk(Ax +Bu) + ℓ(x, u) ≤ Vk(x). (4.16)
The iterates of the set–dynamics (4.1) are also monotone
with respect to their initial conditions.
Proposition 6 Suppose Assumptions 1 and 2 hold. If
(P ′0)
∗ and (P ′′0 )
∗ are C–sets in Rn such that (P ′′0 )
∗ ⊆
(P ′0)
∗, then, for all k ∈ N,
P ′k+1 ⊆ P
′′
k+1. (4.17)
The iterates of the set–dynamics (4.1) are also suitably
inner and outer bounded by constant proper C–sets.
Proposition 7 Suppose Assumptions 1 and 2 hold. Sup-
pose also that L is a proper C–set in Rn that verifies re-
lation (4.4). Let D+ := PxC. If P
∗
0 is a C–set in R
n such
that P∗0 ⊆ L
∗, then, for all k ∈ N,
L ⊆ Pk+1 ⊆ D
+. (4.18)
By Propositions 2 and 7, for all k ∈ N and all x ∈ Rn,
g(D+, x) ≤ Vk+1(x) ≤ g(L, x). (4.19)
4.2 Convergence and Fixed Point
The convergence of the sequences of the value functions
Vk (·), optimizer maps uk (·) and selections νk (·) is dic-
tated by the convergence of the sequences of the gener-
ator sets Pk and proper C–sets Tk defined in (4.9).
6
Theorem 5 Suppose Assumptions 1 and 2 hold. If P∗0
is a C–set in Rn such that either P∗0 ⊆ P
∗
1 or P
∗
1 ⊆ P
∗
0 ,
then
(i) The sequence {Pk}k≥1 of the generator sets Pk con-
verges 3 to a proper C–set P∞ in R
n.
(ii) The sequence {Tk}k≥1 of the sets Tk generated by (4.9)
converges to a proper C–set T∞ in R
n+m satisfying
T∞ =
(
C∗ ⊕ (A B)TP∗∞
)∗
and P∞ = PxT∞. (4.20)
(iii) The limit P∞ solves the fixed point set–equation (4.3).
The convergence of the sequence of the generator sets
Pk yields directly uniform convergence of the value func-
tions Vk (·) on the unit sphere S
n−1. As is customary,
S
n−1 := {x ∈ Rn : xTx = 1} denotes the unit sphere
of the Euclidean norm in Rn. When P∗0 is a C–set in
Rn such that either P∗0 ⊆ P
∗
1 or P
∗
1 ⊆ P
∗
0 , the sequence
{Vk+1 (·)}k∈N of the value functions converges uniformly
on the unit sphere Sn−1 to the Minkowski function of a
proper C–set P∞ in R
n
Vk (·)→ g(P∞, ·) uniformly on S
n−1 as k →∞,
where P∞ is the limit established in Theorem 5(i). The
convergence of the sequences of the generator sets Pk
and related sets Tk results in uniform convergence of the
optimizer maps uk (·) and the related selections νk (·)
over the unit sphere Sn−1. The limiting optimizer map
u∞ (·) is a Π–class set–valued map and the related lim-
iting selection ν∞ (·) is a π–class function characterized
by the limiting generator set P∞ and the related limit-
ing set T∞. In particular, u∞ (·) and ν∞ (·) are given, for
all x ∈ Rn, by
u∞(x) = {u ∈ R
m : (x, u) ∈ g(P∞, x)T∞}, and
ν∞(x) = argmin
u
{uTu : u ∈ u∞(x)}. (4.21)
When P∗0 is a C–set in R
n such that either P∗0 ⊆ P
∗
1
or P∗1 ⊆ P
∗
0 the sequences {uk+1 (·, ·)}k∈N and
{νk+1 (·, ·)}k∈N of the optimizer maps and related se-
lections converge uniformly on unit sphere Sn−1 to the
limiting optimizer map and selection u∞ (·) and ν∞ (·):
uk (·)→ u∞ (·) uniformly on S
n−1 as k→∞ and
νk (·)→ ν∞ (·) uniformly on S
n−1 as k →∞.
The technical details justifying the above convergence
conclusion are provided in Appendices C and D.
It worth noting that, due to positive homogeneity of
the first degree of the value functions, optimizer maps
3 In this manuscript, the convergence of sequences of
nonempty convex compact subsets of Rn is considered with
respect to the Hausdorff distance.
and related selections, Vk (·), uk (·) and νk (·), their uni-
form convergence over the unit sphere Sn−1 implies di-
rectly their pointwise convergence overRn as well as uni-
form convergence over nonempty compact subsets ofRn.
The limiting value function, optimizer map and related
selction are g(P∞, ·), u∞ (·) and ν∞ (·).
Remark 3 When P∗0 is a C–set in R
n such that either
P∗0 ⊆ P
∗
1 or P
∗
1 ⊆ P
∗
0 , due to Theorems 4 and 5(iii),
the limiting value function and optimizer map (or related
selection), g(P∞, ·) and u∞ (·) (or ν∞ (·)), form a solu-
tion to the fixed point of the Minkowski–Bellman equa-
tion (2.8). The limiting value function g(P∞, ·) and its
optimizer map u∞ (·) also ensure a strong Lyapunov de-
crease property, i.e., for all x ∈ Rn and all u ∈ u∞(x)
(including u = ν∞(x)),
g(P∞, x) = g(C, (x, u)) + g(P∞, Ax+Bu). (4.22)
The preceding analysis has established that, under the
related monotonicity hypothesis, the sequence of the
generator sets Pk is convergent, and that its limit is a
proper C–set P∞ in R
n, which, in addition, solves the
fixed point set–equation (4.3). However, it has not been
established that the limit P∞ is independent of the ini-
tial conditions P0. That particular aspects is addressed
in Section 5. The necessary analysis benefits from the
fact that taking limits does not destroy monotonicity as
formally stated by the following result, which follows di-
rectly from Proposition 6 and Theorem 5.
Theorem 6 Suppose Assumptions 1 and 2 hold. Sup-
pose also that (P ′0)
∗ and (P ′′0 )
∗ are C–set in Rn such that
(I) (P ′′0 )
∗ ⊆ (P ′0)
∗.
(II) (P ′0)
∗ ⊆ (P ′1)
∗ or (P ′1)
∗ ⊆ (P ′0)
∗.
(III) (P ′′0 )
∗ ⊆ (P ′′1 )
∗ or (P ′′1 )
∗ ⊆ (P ′′0 )
∗.
For the limits P ′∞ and P
′′
∞ established in Theorem 5
P ′∞ ⊆ P
′′
∞. (4.23)
4.3 Symmetry of Iterates and Finite Determination
It is of interest to comment on symmetry of the iterates
of the Minkowski–Bellman equation and its fixed point.
Remark 4 A sufficient, but not necessary, condition for
symmetry of the generator sets Pk and limiting genera-
tor set P∞ is the requirement for symmetry of the gener-
ator set C of the stage cost function ℓ (·, ·) and the initial
condition P0 (or related polar set P
∗
0 ).
The finite determination of the fixed point set P∞ is of
a lot of interest for structural reasons.
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Remark 5 The limit P∞ is finitely determined if and
only if for some finite integer k∗ it holds that
Pk∗+1 = Pk∗+2, (4.24)
in which case
P∞ = Pk∗+2. (4.25)
5 Iterates of the Minkowski–Bellman Equation
5.1 Consistently Improving Lower Iterates
The iterates of the Minkowski–Bellman equation (2.6)
with the boundary condition given, for all x ∈ Rn, by
V0(x) := 0, (5.1)
are referred to as the lower iterates. The solution of the
Minkowski–Bellman equation (2.6) with the boundary
condition (5.1) is entirely determined by the associated
generator sets produced by the set–dynamics (4.1) with
the initial condition in its polar form
P∗0 := {0}. (5.2)
The generator sets Pk have properties established in
Propositions 4, 5(i), 7 and Theorem 5. In this sense, the
sequence of the generators sets Pk is sequence of proper
C–sets in Rn. The generator sets are inner and outer
bounded by proper C–sets L and D+ in Rn, as specified
in (4.18). The sequence of the generator sets Pk is also
sequence of monotonically nonincreasing sets, as speci-
fied in (4.11). This sequence is, therefore, convergent and
the limit P∞ of the generator sets Pk is proper C–sets
in Rn. The limiting generator set P∞ is a solution to the
fixed point set–equation (4.3).
The value functions Vk (·) are Minkowski functions of
proper C–sets Pk in R
n, as specified by (4.10). The op-
timizer maps uk (·) are Π–class set–valued maps and the
related selections νk (·) are π–class functions; The op-
timizer maps uk (·) and the related selections νk (·) are
characterized in (4.10). The sequence of the value func-
tions are monotonically nondecreasing with respect to
k, as specified in (4.13). The value functions Vk (·) are
also lower and upper bounded byMinkowski functions of
proper C–sets D+ and L, as specified in (4.19). The se-
quence of the value functions Vk (·) converges uniformly
over the unit sphere Sn−1 to the Minkowski function of
proper C–set P∞ in R
n. The sequences of the optimizer
maps uk (·) and related selections νk (·) converge uni-
formly over the unit sphere Sn−1 to the limiting opti-
mizer map and related selection u∞ (·) and u∞ (·), which
are, respectively, a Π–class set–valued map and a π–class
single–valued function specified by (4.21). The limiting
value function and optimizer map (or related selection)
g(P∞, ·) and u∞ (·) (or ν∞ (·)) satisfy the fixed point of
the Minkowski–Bellman equation (2.8).
5.2 Consistently Improving Upper Iterates
The iterates of the Minkowski–Bellman equation (2.6)
with the boundary condition given, for all x ∈ Rn, by
V0(x) := g(L, x), (5.3)
are referred to as the upper iterates. The solution of the
Minkowski–Bellman equation (2.6) with the boundary
condition (5.3) is entirely determined by the associated
generator sets produced by the set–dynamics (4.1) with
the initial condition in its polar form
P∗0 = L
∗. (5.4)
Above, the proper C–set L in Rn satisfies relation (4.4).
In this case, the generator sets Pk have properties estab-
lished in Propositions 4, 5(ii), 7 and Theorem 5. Thus,
the generator sets Pk possess all the properties estab-
lished for the case of the lower iterates of the Minkowski–
Bellman equation with one difference. Namely, in this
case, the generator sets Pk are monotonically nonde-
creasing with respect to k, as specified in (4.12).
The value functions, optimizer maps and selections,
Vk (·), uk (·) and νk (·), posses all the properties estab-
lished for the case of the lower iterates of the Minkowski–
Bellman equation with one difference. Namely, in this
setting, the value functions Vk (·) are monotonically
nonincreasing with respect to k, as specified in (4.14).
5.3 Equality of Limits of Lower and Upper Iterates
As already pointed out, there is no a priori guarantee
that the limits of generator sets of the lower and upper
iterates of the Minkowski–Bellman equation are equal.
Hence, we proceed to demonstrate that these limits are
actually identical. Let P∞ denote the limit of the gen-
erator sets Pk of the lower iterates, and let P∞ denote
the limit of the generator sets Pk of the upper iterates.
Consider first, an arbitrary infinite horizon opti-
mal control process associated with the limit of the
lower iterates of the Minkowski–Bellman equation.
Hence, for any x ∈ Rn, consider the infinite state
and control sequences, z∞(x) = {z0(x), z1(x), . . .} and
v∞(x) = {v0(x), v1(x), . . .}, generated, for all k ∈ N, by
zk+1(x) := Azk(x) + Bvk(x) with z0(x) := x, (5.5a)
vk(x) ∈ u∞(zk(x)), (5.5b)
where the selection of controls vk(x) ∈ u∞(zk(x)) is
arbitrary. In view of Remark 3, the sequences z∞(x) and
v∞(x) converge to (0, 0) ∈ R
n × Rm for any x ∈ Rn.
Hence, the limit of the sum of the values of the associated
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stage cost function ℓ(zj(x), vj(x)) specified, for all x ∈
Rn, by
V∞(x) = V∞(z∞(x),v∞(x))
:= lim
k→∞
k−1∑
j=0
ℓ(zj(x), vj(x))
 (5.6)
converges pointwise in Rn as k →∞ to
V (x) = g(P∞, x). (5.7)
In fact, due to [8, Theorem 1.18.12.] V∞ (·) converges
uniformly over the unit sphere Sn−1 to g(P∞, ·).
Consider also an arbitrary infinite horizon optimal
control process associated with the limit of the up-
per iterates of the Minkowski–Bellman equation.
Namely, for any x, we construct infinite state and
control sequences, z∞(x) = {z0(x), z1(x), . . .} and
v∞(x) = {v0(x), v1(x), . . .}, generated, for all k ∈ N, by
zk+1(x) := Azk(x) +Bvk(x) with z0(x) := x, (5.8a)
vk(x) ∈ u∞(zk(x)), (5.8b)
where the selection of controls vk(x) ∈ u∞(zk(x)) is ar-
bitrary. The limit of the sum of the values of the asso-
ciated stage cost function ℓ(zj(x), vj(x)) and the value
of the terminal cost function Vf (zk(x)) = g(L, zk(x)) is
specified, for all x ∈ Rn, by
V∞(x) = V∞(z∞(x),v∞(x))
:= lim
k→∞
k−1∑
j=0
ℓ(zj(x), vj(x)) + Vf (zk(x))
 .
Note that, for any x ∈ Rn,
lim
k→∞
k−1∑
j=0
ℓ(zj(x), vj(x)) + Vf (zk(x))

= lim
k→∞
k−1∑
j=0
ℓ(zj(x), vj(x))
 + lim
k→∞
Vf (zk(x)).
Since, in view of Remark 3, z∞(x) and v∞(x) converge
to (0, 0) ∈ Rn × Rm for any x ∈ Rn, we have that
limk→∞ Vf (zk(x)) = limk→∞ g(L, zk(x)) = 0 for all
x ∈ Rn, and, in turn, for all x ∈ Rn,
V∞(x) = lim
k→∞
k−1∑
j=0
ℓ(zj(x), vj(x))
 . (5.9)
By construction, V∞(x) = V∞(z∞(x),v∞(x)) is guar-
anteed to converge pointwise in Rn, as k →∞ to
V (x) = g(P∞, x). (5.10)
Thus, appealing to [8, Theorem 1.18.12.], V∞ (·) con-
verges uniformly over the unit sphere Sn−1 to g(P∞, ·).
The considered infinite horizon optimal control process
(z∞(x),v∞(x)) associated with the limit of the upper
iterates of the Minkowski–Bellman equation is not nec-
essarily infinite horizon optimal control process with re-
spect to the limit of the lower iterates of the Minkowski–
Bellman equation so that, for all x ∈ Rn,
V∞(z∞(x),v∞(x)) ≤ V∞(z∞(x),v∞(x))
= V∞(z∞(x),v∞(x)).
Thus, for all x ∈ Rn, g(P∞, x) ≤ g(P∞, x) and, in turn,
P∞ ⊆ P∞. (5.11)
Likewise, the considered infinite horizon optimal con-
trol process (z∞(x),v∞(x)) associated with the limit of
the lower iterates of the Minkowski–Bellman equation
is not necessarily infinite horizon optimal control pro-
cess with respect to the limit of the upper iterates of the
Minkowski–Bellman equation so that, for all x ∈ Rn,
V∞(z∞(x),v∞(x)) ≤ V∞(z∞(x),v∞(x))
= V∞(z∞(x),v∞(x)).
Hence, for all x ∈ Rn, g(P∞, x) ≤ g(P∞, x) and, in turn,
P∞ ⊆ P∞. (5.12)
Since P∞ ⊆ P∞ and P∞ ⊆ P∞, the limits of the gen-
erator sets of the lower and upper iterates are equal, as
formally summarized by the following statement.
Theorem 7 Suppose Assumptions 1 and 2 hold. Sup-
pose also that the set L is a proper C–set in Rn that ver-
ifies relation (4.4). The set equalities
P∞ = P∞ (5.13)
hold true for the limits P∞ and P∞ of the generator
sets associated with the lower and upper iterates of the
Minkowski–Bellman equation, respectively.
We note that, by Theorem 7, for all x ∈ Rn,
g(P∞, x) = g(P∞, x). (5.14)
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5.4 Arbitrary Iterates and Independence of Limits
The arbitrary iterates refer to the value functions and
optimizer maps generated by the Minkowski–Bellman
equation (2.6) with the boundary condition (2.7). As
in the previously considered cases, the solution of the
Minkowski–Bellman equation (2.6) with the boundary
condition (2.7) is entirely determined by the associated
generator sets Pk produced by the set–dynamics (4.1)
with the initial condition in its polar form (4.2).
The structural and boundedness properties of the gen-
erator sets Pk and the related value functions, optimizer
maps and selections, Vk (·), uk (·) and νk (·), are identi-
cal to those discussed in the previously considered cases.
However, Proposition 5 and Theorem 5 do not apply to
this setting. Hence, the monotonicity, convergence and
fixed point properties need additional discussion.
Under Assumptions 1, 2 and 3, the existence of a proper
C–setL inRn that satisfies both relations (4.4) and (4.8)
is guaranteed by Proposition 3. Let the initial condition
of the upper iterates be such a set L. In this setting,
Proposition 6 yields, for all k ∈ N,
Pk+1 ⊆ Pk+1 ⊆ Pk+1, (5.15)
where the sets Pk and Pk denote the generator sets
of the corresponding lower and upper iterates of the
Minkowski–Bellman equation. The relations (5.15) im-
ply that, in terms of the related value functions, for all
k ∈ N and all x ∈ Rn,
V k+1(x) ≤ Vk+1(x) ≤ V k+1(x), (5.16)
where value functions V k (·) and V k (·) denote the value
functions of the corresponding lower and upper iterates
of the Minkowski–Bellman equation.
Proposition 6 and Theorems 5, 6 and 7 guarantee that
the sequence of the generator sets Pk converges to a
proper C–set P∞ in R
n. In particular, Theorem 5 yields
convergence of the sequences of the generator sets Pk
as well as the generator sets Pk. Theorem 7 has estab-
lished the set equality P∞ = P∞ of the respective lim-
its. With these facts and relations (5.15) established in
Proposition 6 in mind, the convergence of the sequences
of the generator sets Pk to proper C–set P∞ in R
n is
guaranteed. Indeed, Theorem 6 guarantees the relations
P∞ ⊆ P∞ ⊆ P∞ (5.17)
for the limits of the generator sets of the lower, arbitrary
and upper iterates of the Minkowski–Bellman equation.
Theorem 7 ensures P∞ = P∞. Hence, the limits of the
generator sets of the lower, arbitrary and upper iterates
of the Minkowski–Bellman equation are identical. The-
orems 5 and 7 yield additional fixed point properties of
this limit. These facts are summarized by the following.
Theorem 8 Suppose Assumptions 1, 2 and 3 hold. Sup-
pose also that the set L is a proper C–set in Rn that ver-
ifies relations (4.4) and (4.8).
(i) The sequence {Pk}k≥1 of the generator sets Pk con-
verges to a proper C–set P∞ in R
n.
(ii) The set equalities
P∞ = P∞ = P∞ (5.18)
hold true for the limits P∞, P∞ and P∞ of the gen-
erator sets of the corresponding lower, arbitrary and
upper iterates of the Minkowski–Bellman equation.
(iii) The sequence {Tk}k≥1 of the sets Tk generated by (4.9)
converges to a proper C–set T∞ in R
n+m, which sat-
isfies relation (4.20).
(iv) The limit P∞ solves the fixed point set–equation (4.3).
5.5 Uniqueness and Stability of Fixed Point
Theorem 8 guarantees that the fixed point set–
equation (4.3) admits a unique solution over the space
of proper C–sets in Rn. The boundedness and conver-
gence properties, guaranteed due to Propositions 3–7
and Theorems 5–8, imply directly that this unique fixed
point is an asymptotically stable attractor for the set–
dynamics (3.7). The domain of attraction, specified in
terms of related polar sets, is the space of C–sets in Rn.
Theorem 9 Suppose Assumptions 1 and 2 hold. There
exists a unique proper C–set P∞ in R
n solving the fixed
point set–equation (4.3)
P = Px
(
C∗ ⊕ (A B)TP∗
)∗
.
Furthermore, the sets P∞ is an asymptotically stable at-
tractor for the set–dynamics (3.7)
P+ = Px
(
C∗ ⊕ (A B)TP∗
)∗
.
The domain of attraction, in terms of polar sets P∗, is
the space of C–sets in Rn.
Since Theorem 9 applies when P∗0 = {0}, the fixed point
P∞ is unique over the space of nonempty convex closed
subsets of Rn containing the origin as an interior point.
Theorem 9 guarantees that the fixed point of the
Minkowski–Bellman equation (2.8) is unique, in terms
of the value function, over the space of Minkowski func-
tions of proper C–sets in Rn. This unique fixed point is
formed by the value function g(P∞, ·), while its genera-
tor set P∞ and associated set T∞ =
(
C∗ ⊕ (A B)TP∗∞
)∗
entirely characterize the fixed point optimizer map
u∞ (·) and related selection ν∞ (·), which are, re-
spectively, a Π–class set–valued map and a π–class
single–valued function. Namely, g(P∞, ·) is the unique
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Minkowski function of proper C–sets in Rn such that,
for all x ∈ Rn and all u ∈ u∞(x) (including u = ν∞(x)),
g(P∞, x) = g(C, (x, u)) + g(P∞, Ax+Bu), where
u∞(x) = argmin
u
g(C, (x, u)) + g(P∞, Ax+Bu)
= {u ∈ Rm : (x, u) ∈ g(P∞, x)T∞} and
ν∞(x) = argmin
u
{uTu : u ∈ u∞(x)}. (5.19)
Any arbitrary iteration of the Minkowski–Bellman equa-
tion (2.6) with the boundary condition (2.7) converges
asymptotically in a stable manner to the established
fixed point. The convergence of the value functions, op-
timizer maps and selections, Vk (·), uk (·) and νk (·), is
uniform over the unit sphere Sn−1, which implies both
pointwise convergence overRn and uniform convergence
over nonempty compact subsets of Rn. The fixed point
value function, optimizer map and selection are g(P∞, ·),
u∞ (·) and ν∞ (·).
6 Polytopic Iterates
6.1 Refined Properties
Here, we elaborate on the case when the generator
sets C and Qf of the stage and terminal cost func-
tions ℓ (·, ·) and Vf (·) are proper C–polytopes. In the
proper C–polytopic setting, it is worth observing that:
(i) the polar set of a proper C–polytope set is itself
a proper C–polytope, (ii) Minkowski sum of a proper
C–polytope and a C–polytope is a proper C–polytope,
(iii) linear transformation from Rn to Rn+m of proper
C–polytope in Rn is a C–polytope in Rn+m, and (iv)
the (x, u) 7→ x projection of a proper C–polytope in
Rn+m is a proper C–polytope in Rn. Hence, in this set-
ting, the iterates of the set–dynamics (4.1) preserve the
proper C–polytopic structure of the initial condition
P0 := Qf . Consequently, the generator sets Pk of the
iterates of the associated Minkowski–Bellman equation
as well as related sets Tk specified in (4.9) are proper C–
polytopes for all k ∈ N. The limiting generator set P∞
and related limiting set T∞ can not be guaranteed to be
proper C–polytopes; Rather these limiting sets can be
guaranteed to be proper C–sets. However, in the case of
finite determination, i.e. when Pk∗+1 = Pk∗+2 holds for
a finite integer k∗, the limiting sets P∞ = Pk∗+2 and
T∞ = Tk∗+2 are guaranteed to be proper C–polytopes.
This setting allows for refinement of the structural
properties of the value functions Vk (·), optimizer maps
uk (·) and selections νk (·). The value functions Vk (·)
are Minkowski functions of proper C–polytopes Pk in
Rn. Consequently, the value functions are additionally
piecewise linear. More specifically, the generator sets Pk
admit an irreducible representation given by
Pk = {x : ∀i ∈ Ik, α
T
(k,i)x ≤ 1}, (6.1)
where Ik is a finite index set, while the collection of
vectors {α(k,i) ∈ R
n : i ∈ Ik} spans R
n and it also
induces a conical partition {R(k,i) : i ∈ Ik} of R
n, in
which each of the cones R(k,i), i ∈ Ik is given by
R(k,i) := {x : ∀j ∈ Ik, (α(k,j) −α(k,i))
Tx ≤ 0}. (6.2)
The related value functions Vk (·) satisfy, for all x ∈ R
n,
Vk(x) = max
i∈Ik
αT(k,i)x so that
Vk(x) = α
T
(k,i)x when x ∈ R(k,i). (6.3)
Likewise, the related sets Tk admit an irreducible repre-
sentation given by
Tk = {(x, u) : ∀j ∈ Jk, β
T
(k,j)x+ γ
T
(k,j)u ≤ 1}, (6.4)
whereJk is a finite index set and the collection of vectors
{(β(k,j), γ(k,j)) ∈ R
n+m : j ∈ Jk} spans R
n+m. The
associated optimizer maps uk (·) satisfy, for all x ∈ R
n,
uk(x) = {u : ∀j ∈ Jk, γ
T
(k,j)u ≤ (α(k,i) − β(k,j))
Tx}
when x ∈ R(k,i). (6.5)
The related selections νk (·) are given, for all x ∈ R
n, by
νk(x) = argmin
u
{uTu : ∀j ∈ Jk,
γT(k,j)u ≤ (α(k,i) − β(k,j))
Tx}
when x ∈ R(k,i). (6.6)
Hence, the optimizer maps uk (·) are polyhedral set–
valued maps (i.e. their graphs are unions of finitely many
polyehdral sets) and are actually polytopic–valued (for
all x ∈ Rn, the set uk(x) is a polytope). The optimizer
maps uk (·) are positively homogeneous of the first de-
gree. The polytopic structure also allows for a refinement
of the continuity properties of the optimizer maps and
related selections. In view of results related to the Lips-
chitz continuity of polyhedral set–valued maps [23–26],
the optimizer maps uk (·) are Lipschitz continuous with
respect to the Hausdorff distance. When the optimizer
maps uk (·) are single–valued, they are piecewise linear
π–class functions, as implied by (6.5). Furthermore, the
associated selections νk (·) are piecewise linear π–class
single–valued functions, as dictated by (6.6).
The fixed point value function V∞ (·) = g(P∞, ·) is guar-
anteed to be the Minkowski function of a proper C–set
P∞ in R
n. In the case of finite determination, the fixed
point value function V∞ (·) = g(P∞, ·) = g(Pk∗+2, ·) is
the Minkowski function of a proper C–polytope P∞ =
Pk∗+2 in R
n. The fixed point optimizer map u∞ (·) is
guaranteed to be a Π–class set–valued map, which is a
π–class function when it is single–valued. In the case
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of finite determination, the fixed point optimizer map
u∞ (·) = uk∗+2 (·) is a polytopic–valued, positively ho-
mogeneous of the first degree, polyhedral and Lipschitz
continuous, with respect to the Hausdorff distance, set–
valued map, which is a piecewise linear π–class function
when it is single–valued. The fixed point selection ν∞ (·)
is guaranteed to be a π–class single–valued function. In
the case of finite determination, the fixed point selection
ν∞ (·) = νk∗+2 (·) is, in fact, a piecewise linear π–class
single–valued function.
6.2 Approximations
The polytopic computations can be used to construct
lower and upper proper C–polytopic approximations of
the generator sets of arbitrary iterates of theMinkowski–
Bellman equation and its fixed point. Namely, [8, Theo-
rem 1.8.13.] guarantees that for any given pair of proper
C–sets C andQf in R
n+m and Rn and any δ > 0, we can
construct pairs of proper C–polytopes, C and C and Q
f
and Qf , in R
n+m and Rn such that HBn+m(C, C) ≤ δ,
HBn(Qf ,Qf ) ≤ δ and
C ⊆ C ⊆ C and Qf ⊆ Qf ⊆ Qf
Connection of these relations with the solution of the
Minkowski–Bellman equation, for which C and Qf are
the generator sets of the stage and terminal cost func-
tions ℓ (·, ·) and Vf (·) is clear. Namely, the solution of
the Minkowski–Bellman equation, for which C and Q
f
are employed as the generator sets of the stage and
terminal cost functions ℓ (·, ·) and Vf (·) yields poly-
topic lower approximation of the solution to the original
Minkowski–Bellman equation. Likewise, the solution of
the Minkowski–Bellman equation, for which C and Qf
are utilized as the generator sets of the stage and ter-
minal cost functions ℓ (·, ·) and Vf (·) yields a polytopic
upper approximation of the solution to the original
Minkowski–Bellman equation. Thus, such polytopic it-
erates can be used to lower and upper approximate the
arbitrary iterates of the Minkowski–Bellman equation
as well as its fixed point. The lower and upper polytopic
approximations of the fixed point of the Minkowski–
Bellman equation are provided by the lower and upper
polytopic iterates obtained for large enough k. The
quality of such lower and upper approximations can be
regulated via selection of δ > 0.
A further computational convenience can be ensured by
utilizing [8, Theorem 1.8.15.], in view of which, for any
given pair of proper C–sets C and Qf in R
n+m and Rn
and any δ > 0, we can construct a pair of proper C–
polytopes, C˜ and Q˜f in R
n+m and Rn such that
C˜ ⊆ C ⊆ (1 + δ)C˜ and Q˜f ⊆ Qf ⊆ (1 + δ)Q˜f .
Within this construction, the solution of the Minkowski–
Bellman equation, for which C˜ and Q˜f are employed as
the generator sets of the stage and terminal cost func-
tions ℓ (·, ·) and Vf (·) can be used to construct both lower
and upper polytopic approximations of the solution to
the original Minkowski–Bellman equation, its iteration
and its fixed point. The quality of the related approxi-
mations can be controlled via choice of δ > 0.
7 Conclusions
It has been established that the Minkowski–Bellman
equation, its iteration and its fixed point are well posed.
The characterization of the corresponding value func-
tions, optimizer maps and their selections has been de-
rived. In particular, it has been demonstrated that the
related value functions are Minkowski function of clearly
defined proper C–sets as well as that the related op-
timizer maps and their selections are, respectively, Π–
class set–valued maps and π–class single–valued func-
tions. These properties have been further refined in the
proper C–polytopic setting.
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APPENDIX A: Compact Form of Stage Cost
When, for all (x, u) ∈ Rn × Rm,
ℓ(x, u) = g(Q, x) + g(S, (x, u)) + g(R, u),
for proper C–setsQ, S andR, the proper C–set C in the
compact form of the stage cost function ℓ (·, ·) of (2.2) is
C :=
(
PTx Q
∗ ⊕ S∗ ⊕ PTu R
∗
)∗
.
If g(S, (x, u)) is absent, i.e., for all (x, u) ∈ Rn × Rm,
ℓ(x, u) = g(Q, x)+g(R, u) then C :=
(
PTx Q
∗ ⊕ PTu R
∗
)∗
.
APPENDIX B–1: Proof of Theorem 4
(i): C∗ is a proper C–set in Rn+m since C is a proper
C–set in Rn+m. By the same token, P∗ is a proper C–
set in Rn. Thus, (A B)TP∗ is a C–set in Rn+m. Hence,
C∗⊕ (A B)TP∗ is a proper C–set in Rn+m, and, in turn,
T + =
(
C∗ ⊕ (A B)TP∗
)∗
is a proper C–set in Rn+m.
P+ = PxT
+ is a proper C–set in Rn being a (x, u) 7→ x
projection of a proper C–set T + in Rn+m to Rn.
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Before proceeding, we note that a direct calculation
yields, for all (x, u) ∈ Rn × Rm,
J+(x, u) = ℓ(x, u) + V (Ax +Bu)
= g(C, (x, u)) + g(P , Ax+Bu)
= h(C∗, (x, u)) + h(P∗, Ax +Bu)
= h(C∗, (x, u)) + h(P∗, (A B)(x, u))
= h(C∗, (x, u)) + h((A B)TP∗, (x, u))
= h(C∗ ⊕ (A B)TP∗, (x, u))
= h((T +)∗, (x, u))
= g(T +, (x, u)),
so that, for all x ∈ Rn,
V +(x) = min
u
J+(x, u), and
u+(x) = argmin
u
J+(x, u).
Under invoked assumptions, the values of the objective
and value functions, J+(x, u) and V +(x), are nonnega-
tive and finite for all (x, u) ∈ Rn × Rm and all x ∈ Rn,
while the related argmin set is nonempty for all x ∈ Rn.
(ii): V + (·) is a sublinear function:
For any x1 ∈ R
n and x2 ∈ R
n let u1 and u2 denote any of
related optimizer points, so that V +(x1) = J
+(x1, u1)
and V +(x2) = J
+(x2, u2). Hence, since J
+ (·, ·) is a sub-
linear function,
min
u
J+(x1 + x2, u) ≤ J
+(x1 + x2, u1 + u2)
≤ J+(x1, u1) + J
+(x2, u2), i.e.
V +(x1 + x2) ≤ V
+(x1) + V
+(x2)
and V + (·) is a subadditive function. For any x ∈ Rn
and η = 0, V +(ηx) = V +(0x) = V +(0) = J+(0, 0) = 0
and ηV +(x) = 0V +(x) = 0. So, for all x ∈ Rn and
η = 0, V +(ηx) = ηV +(x). For any x ∈ Rn, let u0 be any
of related optimizer points, so that V +(x) = J+(x, u0).
Then, since J+ (·, ·) is a sublinear function, for any η > 0,
min
u
J+(ηx, u) ≤ J+(ηx, ηu0) = ηJ+(x, u0), i.e.
V +(ηx) ≤ ηV +(x).
Clearly, V +(ηx) = J+(ηx, uη) = ηJ
+(x, η−1uη) for
some optimizer point uη at xη := ηx. If V
+(ηx) <
ηV +(x), then ηJ+(x, η−1uη) < ηV
+(x) or, equivalently,
J+(x, η−1uη) < V
+(x). This contradicts optimality of
V +(x). Thus, for all x ∈ Rn and all η ≥ 0,
V +(ηx) = ηV +(x).
Hence, V + (·) is a sublinear function.
∀x ∈ Rn, V +(x) = g(P+, x):
Since T + is a proper C–set in Rn+m, J+(x, u) > 0 for
all (x, u) ∈ Rn × Rm \ {(0, 0)} and V +(x) > 0 for all
x ∈ Rn \{0}. Hence, due to Theorem 2, there is a unique
proper C–set in Rn with support function V + (·). In
turn, by Theorem 3, there is a unique proper C–set in
Rn whose Minkowski function is V + (·). Indeed, V + (·)
is the Minkowski function of the proper C–set P+ in Rn.
Take arbitrary x ∈ Rn and let ρ = V +(x). Then
V +(x) = J+(x, u0) = g(T +, (x, u0)) for some u0 ∈ Rm.
In turn, (x, u0) ∈ ρT +. Consequently, x ∈ ρPxT
+ =
ρP+ and g(P+, x) ≤ ρ. If g(P+, x) = θ < ρ then there
exists a v ∈ Rm such that (x, v) ∈ θT + and, in turn,
J+(x, v) = g(T +, (x, v)) ≤ θ < ρ = V +(x). This con-
tradicts the optimality of V + (·). Hence, g(P+, x) = ρ.
Take arbitrary x ∈ Rn and let ρ = g(P+, x). There is a
v ∈ Rm such that (x, v) ∈ ρT + and V +(x) ≤ J+(x, v) =
g(T +, (x, v)) ≤ ρ. If V +(x) = θ < ρ then there exists a
u0 ∈ Rm such that V +(x) = J+(x, u0) = g(T +, (x, u0)).
Thus, (x, u0) ∈ θT + so that x ∈ θP+ and g(P+, x) ≤
θ < ρ contradicting ρ = g(P+, x). Hence, V +(x) = ρ.
Summa summarum, for all x ∈ Rn, V +(x) = g(P+, x).
(iii): Since T + is a proper C–set in Rn, J+ (·, ·) =
g(T +, (·, ·)) satisfies postulates of [16, Theorem 1.17.,
Proposition 2.22., and Theorem 7.41.]. Hence, u+(x) =
argminu J
+(x, u) is: (a) nonempty and compact for all
x ∈ Rn by [16, Theorem 1.17.], (b) convex for all x ∈ Rn
by [16, Proposition 2.22.], and (c) locally bounded and
outer semicontinuous for all Rn by [16, Theorem 7.41.].
∀x ∈ Rn, u+(x) = {u ∈ Rm : (x, u) ∈ g(P+, x)T +}:
Take any x ∈ Rn and any v ∈ {u ∈ Rm : (x, u) ∈
g(P+, x)T +}. Then (x, v) ∈ g(P+, x)T + and J+(x, v) =
g(T +, (x, v)) ≤ g(P+, x) = V +(x). If J+(x, v) < V +(x)
optimality of V +(x) is contradicted. So, it must
hold V +(x) = J+(x, v), and v ∈ u+(x). Hence,
{u ∈ Rm : (x, u) ∈ g(P+, x)T +} ⊆ u+(x).
Take any x ∈ Rn and any u0 ∈ u+(x). Then g(P+, x) =
V +(x) = J+(x, u0) = g(T +, (x, u0)). In turn, (x, u0) ∈
g(P+, x)T + and u0 ∈ {u ∈ Rm : (x, u) ∈ g(P+, x)T +}.
Hence, u+(x) ⊆ {u ∈ Rm : (x, u) ∈ g(P+, x)T +}.
Thus, for all x ∈ Rn, u+(x) = argminu J
+(x, u) =
{u ∈ Rm : (x, u) ∈ g(P+, x)T +}.
u+ (·) is positively homogeneous of the first degree:
Take any x ∈ Rn and any η ∈ R≥0. For η = 0, ηx = 0
and u+(ηx) = u+(0) = {0}. Also, u+(x) is compact so
that ηu+(x) = 0u+(x) = {0}. So that u+(ηx) = ηu+(x)
for η = 0. Note that we used the fact that, by definition,
u+(0) = {0}. Consider from now on η > 0. Take any v ∈
u+(ηx). Then, (ηx, v) ∈ g(P+, ηx)T + = η g(P+, x)T +.
Since T + is a proper C–set in Rn+m and η > 0, we have
η−1(ηx, v) = (x, η−1v) ∈ g(P+, x)T +, or, equivalently,
η−1v ∈ u+(x), i.e. v ∈ ηu+(x).
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Thus, u+(ηx) ⊆ ηu+(x).
Next, take any v ∈ ηu+(x). Then, η−1v ∈ u+(x) and,
in turn, (x, η−1v) ∈ g(P+, x)T +. Since T + is a proper
C–set in Rn+m and η > 0, it follows that
η(x, η−1v) = (ηx, v) ∈ η g(P+, x)T + = g(P+, ηx)T +,
or, equivalently,
v ∈ u+(ηx).
Thus, ηu+(x) ⊆ u+(ηx). Hence, u+(ηx) = ηu+(x) for
all x ∈ Rn and all η ∈ R≥0, and u
+ (·) is positively
homogeneous of the first degree.
Summa summarum, u+ (·) : Rn ⇒ Rm is a Π–class
set–valued map such that, for all x ∈ Rn,
u+(x) = {u ∈ Rm : (x, u) ∈ g(P+, x)T +}.
(iv): ν (·) is single–valued for all x ∈ Rn:
For all x ∈ Rn, u 7→ uTu is strictly convex in u and u+(x)
is a convex and compact subset of Rm. Thus, ν+(x) =
argminu{u
Tu : u ∈ u+(x)} is singleton for all x ∈ Rn.
ν (·) is positively homogeneous of the first degree:
For all x ∈ Rn with u = ν+(x), and all η ≥ 0,
(ηu)T (ηu) ≤ (ηv)T (ηv) for all v ∈ u+(x), i.e.
(ηu)T (ηu) ≤ wTw for all w ∈ ηu+(x) = u+(ηx).
Hence, for all x ∈ Rn and all η ≥ 0, ν+(ηx) = ην+(x),
and ν+ (·) is positively homogeneous of the first degree.
ν (·) is continuous:
Since g(P+, ·) is the Minkowski function of a proper C–
set P+ in Rn and T + is a proper C–set in Rn, ν (·) is
locally bounded and outer semicontinuous for all x ∈ Rn
by virtue of [16, Theorem 7.42.]. But, ν (·) is single–
valued for all x ∈ Rn. Hence, ν (·) is, in fact, continuous
for all x ∈ Rn by [16, Corollary 5.20.].
Summa summarum, ν+ (·) : Rn → Rm is a π–class
single–valued function that is, by its definition, such
that, for all x ∈ Rn,
ν+(x) ∈ u+(x).
APPENDIX B–2: Proof of Proposition 3
(i): Let u = Kx where K ∈ Rm×n is such that (A +
BK) is strictly stable (i.e. the spectral radius of (A +
BK) is strictly less than 1). Note that the function x 7→
ℓ(x,Kx) is sublinear so that, in light of the fact that
C is a proper C–set in Rn+m and Theorem 2, it is the
Minkowski function of a unique proper C–set denoted
by Cx in R
n, i.e., for all x ∈ Rn,
g(Cx, x) = g(C, (x,Kx)).
By [22, Theorem 1.], the set L given by
L :=
(
∞⊕
k=0
((A+BK)T )kC∗x
)∗
is a properC–set inRn verifying the desired relationwith
equality under u = Kx, i.e. such that, for all x ∈ Rn,
g(L, (A +BK)x) + g(C, (x,Kx)) = g(L, x).
(ii): In view of Theorem 4 and its proof, K+ is a proper
C–set in Rn+m, and, for all (x, u) ∈ Rn × Rm,
g(K+, (x, u)) = g(L, Ax +Bu) + g(C, (x, u)).
By (i), for all x ∈ Rn there exists a u ∈ Rm such that
g(K+, (x, u)) ≤ g(L, x).
In light of Theorem 4 and its proof, for all x ∈ Rn,
g(L+, x) = min
u
g(K+, (x, u)),
and, thus, for all x ∈ Rn there exists a u ∈ Rm such that
g(L+, x) ≤ g(K+, (x, u)) ≤ g(L, x).
(iii): By definition, µ∗ := minη{η : L ⊆ ηQf , η ≥ 0} is
strictly positive and finite. Furthermore, for all µ ≥ µ∗,
µ−1L ⊆ Qf or, equivalently, L ⊆ µQf . Take any proper
C–set L in Rn verifying relation (4.4) in (i), so that, for
all x ∈ Rn, there exists a u ∈ Rm such that, for all µ ≥ 1,
µ g(L, Ax +Bu) + g(C, (x, u)) ≤ µ g(L, x).
In turn, for all x ∈ Rn, there exists a u ∈ Rm such that,
for all µ ≥ max{µ∗, 1}
g(µ−1L, Ax+Bu) + g(C, (x, u)) ≤ g(µ−1L, x),
with
µ−1L ⊆ Qf .
Thus, any of proper C–sets in Rn of the form µ−1L with
µ ∈ [max{µ∗, 1},∞) verifies the claim.
APPENDIX B–3: Proof of Proposition 4
If for some j ∈ N, Pj+1 is a proper C–set in R
n, Theo-
rem 4 guarantees that the sets Tj+2 and Pj+2 are proper
C–sets in Rn+m and Rn. Since C is a proper C–set in
Rn+m and P∗0 is a C–set in R
n, T ∗1 = C
∗ ⊕ (A B)TP∗0 is
a proper C–set in Rn+m. In turn, T1 and P1 = PxT1 are
proper C–sets in Rn+m and Rn. Hence, for all k ∈ N, the
sets Tk+1 and Pk+1 are proper C–sets in R
n+m and Rn.
14
APPENDIX B–4: Proof of Proposition 5
(i): If for some j ∈ N, Pj+2 ⊆ Pj+1 or, equivalently,
P∗j+1 ⊆ P
∗
j+2, then C
∗⊕(AB)TP∗j+1 ⊆ C
∗⊕(AB)TP∗j+2
since C∗ is a proper C–set in Rn+m. It follows that (C∗⊕
(A B)TP∗j+2)
∗ ⊆ (C∗ ⊕ (A B)TP∗j+1)
∗. In turn, Pj+3 ⊆
Pj+2. By Assumption P
∗
0 ⊆ P
∗
1 so that P2 ⊆ P1. Hence,
for all k ∈ N, Pk+2 ⊆ Pk+1.
(ii): The proof of this claim is conceptually identical to
the proof of (i). Note that assumption P∗1 ⊆ P
∗
0 leads to
reversed inclusions so that, for all k ∈ N, Pk+1 ⊆ Pk+2.
APPENDIX B–5: Proof of Proposition 6
If for some j ∈ N, P ′j+1 ⊆ P
′′
j+1 or, equivalently,
(P ′′j+1)
∗ ⊆ (P ′j+1)
∗, then C∗ ⊕ (A B)T (P ′′j+1)
∗ ⊆ C∗ ⊕
(A B)T (P ′j+1)
∗ since C∗ is a proper C–set in Rn+m. In
turn, (C∗⊕ (A B)T (P ′j+1)
∗)∗ ⊆ (C∗⊕ (A B)T (P ′′j+1)
∗)∗.
Thus, P ′j+2 ⊆ P
′′
j+2. By Assumption (P
′′
0 )
∗ ⊆ (P ′0)
∗ so
that P ′1 ⊆ P
′′
1 . Hence, for all k ∈ N, P
′
k+1 ⊆ P
′′
k+1.
APPENDIX B–6: Proof of Proposition 7
If for some j ∈ N, L ⊆ Pj+1 ⊆ D
+, then, (D+)∗ ⊆
P∗j+1 ⊆ L
∗ and, since C∗ is proper C–set in Rn+m,
C∗⊕(AB)T (D+)∗ ⊆ C∗⊕(AB)TP∗j+1 ⊆ C
∗⊕(AB)TL∗.
Since D+ = PxC is a proper C–set in R
n, it fol-
lows that C∗ ⊆ C∗ ⊕ (A B)T (D+)∗. In turn, C∗ ⊆
C∗ ⊕ (A B)TP∗j+1 ⊆ C
∗ ⊕ (A B)TL∗ and, consequently,
(C∗ ⊕ (A B)TL∗)∗ ⊆ (C∗ ⊕ (A B)TP∗j+1)
∗ ⊆ C. Hence,
Px(C
∗ ⊕ (A B)TL∗)∗ ⊆ Px(C
∗ ⊕ (A B)TP∗j+1)
∗ ⊆ PxC.
By Proposition 3, L ⊆ Px(C
∗ ⊕ (A B)TL∗)∗. Also,
D+ = PxC. Hence, L ⊆ Pj+2 ⊆ D
+. By Assump-
tion P∗0 ⊆ L
∗, which, in turn, yields C∗ ⊆ C∗ ⊕
(A B)TP∗0 ⊆ C
∗⊕(A B)TL∗. Thus, (C∗⊕(AB)TL∗)∗ ⊆
(C∗ ⊕ (A B)TP∗0 )
∗ ⊆ C. Hence, similarly as above,
Px(C
∗ ⊕ (A B)TL∗)∗ ⊆ Px(C
∗ ⊕ (A B)TP∗0 )
∗ ⊆ PxC.
Since, L ⊆ Px(C
∗ ⊕ (A B)TL∗)∗ and D+ = PxC, it
follows that that L ⊆ P1 ⊆ D
+. Hence, for all k ∈ N,
L ⊆ Pk+1 ⊆ D
+.
APPENDIX B–7: Proof of Theorem 5
The space of nonempty compact subsets of Rn endowed
with the Hausdorff distance is a complete metric space
(see [8, Theorem 1.8.2.]). The space of nonempty con-
vex compact subsets of Rn is a closed subset of the
space of nonempty compact subsets of Rn (see [8, Theo-
rem 1.8.5.]). The Blaschke selection theorem (see [8, The-
orem 1.8.6.]) guarantees that any convergent sequence
of nonempty convex compact subsets of Rn converges to
a nonempty convex compact subset of Rn.
(i): By Propositions 4, 5, and 7 the sequence of the gen-
erator sets Pk is a sequence of inner and outer bounded
and monotonic proper C–sets in Rn. In particular, if
P∗0 ⊆ P
∗
1 , then, for all k ∈ N, L ⊆ Pk+2 ⊆ Pk+1 ⊆ D
+.
Likewise, if P∗1 ⊆ P
∗
0 , then, for all k ∈ N, L ⊆ Pk+1 ⊆
Pk+2 ⊆ D
+. In either case, the Blaschke selection theo-
rem, guarantees that the sequence of the generator sets
Pk converges to a nonempty compact convex subset P∞
of Rn. Since, for all k ∈ N, L ⊆ Pk+1 ⊆ D
+, in the limit
L ⊆ P∞ ⊆ D
+ so that P∞ contains a proper C–set L.
In turn, the limit P∞ is, in fact, a proper C–set in R
n.
(ii) For all k ∈ N, Tk+1 =
(
C∗ ⊕ (A B)TP∗k
)∗
are proper
C–sets in Rn+m by Proposition 4. By (i) above, the se-
quence {Pk+1}k∈N of the generator sets Pk converges to
the limit P∞. In turn, the sequence {P
∗
k+1}k∈N of polar
sets P∗k (each of which is a proper C–set in R
n) of gener-
ator sets Pk converges to the limit P
∗
∞, which is a proper
C–set in Rn. The limit P∗∞ is a proper C–set since for all
k ∈ N, L ⊆ Pk+1 ⊆ D
+ or, equivalently, (D+)∗ ⊆ P∗k ⊆
L∗ so that in the limit (D+)∗ ⊆ P∗∞ ⊆ L
∗. Thus, the
limit P∗∞ contains proper C–set (D
+)∗. Consequently,
the sequence {C∗ ⊕ (A B)TP∗k}k∈N of proper C–sets in
R
n+m converges to the limit C∗⊕ (A B)TP∗∞ which is a
proper C–set in Rn+m. Clearly, the sequence {T ∗k+1}k∈N
of polar sets T ∗k of the sets Tk is, by construction, such
that, for all k ∈ N, T ∗k+1 = C
∗⊕(A B)TP∗k . Thus, the se-
quence {T ∗k+1}k∈N of polar sets T
∗
k of sets Tk converges
to the proper C–set T ∗∞ = C
∗ ⊕ (A B)TP∗∞ in R
n+m.
Thus, the sequence {Tk+1}k≥0 of proper C–sets Tk con-
verges to a proper C–set T∞ = (T
∗
∞)
∗ in Rn+m, and
T∞ =
(
C∗ ⊕ (A B)TP∗∞
)∗
.
Since the sequence {Tk+1}k∈N of sets Tk converges to the
limit T∞, which is a proper C–set in R
n+m, the sequence
{PxTk+1}k∈N of proper C–sets in R
n converges to the
limit PxT∞, which is a proper C–set in R
n. But, for all
k ∈ N, Pk+1 = PxTk+1 so that the sequence {Pk+1}k∈N
of the generator sets Pk converges to this same limit
PxT∞. Hence, by the uniqueness of the limits,
P∞ = PxT∞.
(iii): By (ii),P∞ = PxT∞ and T∞ =
(
C∗ ⊕ (A B)TP∗∞
)∗
so that
P∞ = Px
(
C∗ ⊕ (A B)TP∗∞
)∗
,
and P∞ solves the fixed point set–equation (4.3).
APPENDIX B–8: Proof of Theorem 6
Proposition 6 guarantees that P ′k+1 ⊆ P
′′
k+1 for all k ∈
N. Theorem 5 guarantees that the sequences of generator
sets P ′k+1 and P
′′
k+1 converge to proper C–sets P
′
∞ and
P ′′∞. Thus, as claimed, P
′
∞ ⊆ P
′′
∞.
APPENDIX C: Convergence of Value Functions Vk (·)
When P∗0 is a C–set in R
n such that P∗0 ⊆ P
∗
1 , the
sequence of generator sets Pk converges to P∞. The sets
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Pk and the limit P∞ are proper C–sets such that P∞ ⊆
Pk+2 ⊆ Pk+1 for all k ∈ N. Hence, for all δ > 0 there
exists a k∗(δ) ∈ N such that, for all k ≥ k∗(δ),
P∞ ⊆ Pk ⊆ (1 + δ)P∞.
In turn, for all k ≥ k∗(δ) and all x ∈ Rn, g(Pk, x) ≤
g(P∞, x) and g((1 + δ)P∞, x) ≤ g(Pk, x). The latter
inequality states equivalently g(P∞, x) ≤ (1+δ) g(Pk, x)
since g((1 + δ)P∞, x) = (1 + δ)
−1 g(P∞, x). Hence, for
all k ≥ k∗(δ) and all x ∈ Rn,
0 ≤ g(P∞, x) − g(Pk, x) ≤ δ g(Pk, x) ≤ δ g(P∞, x).
Letφ∞ := maxx∈Sn−1 g(P∞, x). Note that 0 < φ∞ <∞.
Hence, for all k ≥ k∗(δ) and all x ∈ Sn−1,
0 ≤ g(P∞, x)− g(Pk, x) ≤ δφ∞.
For all ε > 0, δ(ε) := εφ−1∞ > 0 yields δ(ε)φ∞ = ε.
Hence, for all ε > 0, there exists k(ε) = k∗(δ(ε)) such
that, for all k ≥ k(ε) and all x ∈ Sn−1,
0 ≤ g(P∞, x)− g(Pk, x) ≤ ε.
Thus, the sequence of value functions Vk (·) converges
uniformly over the unit sphere Sn−1 to g(P∞, ·).
When P∗0 is a C–set in R
n such that P∗1 ⊆ P
∗
0 , the
argument is conceptually identical and, hence, omitted.
APPENDIX D: Convergence of Optimizer Maps uk (·)
and Selections νk (·)
When P∗0 is a C–set in R
n such that P∗0 ⊆ P
∗
1 , the
sequences of sets Pk and Tk converge to P∞ and T∞. The
sets Pk and Tk and the limits P∞ and T∞ are proper C–
sets such that P∞ ⊆ Pk+2 ⊆ Pk+1 and T∞ ⊆ Tk+2 ⊆
Tk+1 for all k ∈ N. Hence, for all δ > 0 there exists a
k∗(δ) ∈ N such that for all k ≥ k∗(δ)
P∞ ⊆ Pk ⊆ (1 + δ)P∞ and T∞ ⊆ Tk ⊆ (1 + δ)T∞.
Letφ∞ := maxx∈Sn−1 g(P∞, x). Note that 0 < φ∞ <∞.
As shown in the Appendix C, for all k ≥ k∗(δ) and all
x ∈ Sn−1,
g(Pk, x) ≤ g(P∞, x) ≤ g(Pk, x) + δφ∞.
Thus, for all k ≥ k∗(δ) and all x ∈ Sn−1,
g(Pk, x)Tk ⊆ g(P∞, x)T∞ ⊕ δ g(P∞, x)T∞ and
g(P∞, x)T∞ ⊆ g(Pk, x)Tk ⊕ δφ∞Tk.
Let, for all k ∈ N, τk+1 := HBn+m(Tk+1, {0}) and τ∞ :=
HBn+m(T∞, {0}). Note that 0 < τ∞ ≤ τk+2 ≤ τk+1 <∞
for all k ∈ N since, for all k ∈ N, T∞ ⊆ Tk+2 ⊆ Tk+1 and
T∞ and Tk+1 are proper C–sets. It follows that, for all
k ≥ k∗(δ) and all x ∈ Sn−1,
g(Pk, x)Tk ⊆ g(P∞, x)T∞ ⊕ δφ∞τ1B
n+m and
g(P∞, x)T∞ ⊆ g(Pk, x)Tk ⊕ δφ∞τ1B
n+m.
For all ε > 0, δ(ε) := εφ−1∞ τ
−1
1 > 0 yields δ(ε)φ∞τ1 = ε.
Hence, for all ε > 0, there exists k(ε) = k∗(δ(ε)) such
that, for all k ≥ k(ε) and all x ∈ Sn−1,
g(Pk, x)Tk ⊆ g(P∞, x)T∞ ⊕ εB
n+m and
g(P∞, x)T∞ ⊆ g(Pk, x)Tk ⊕ εB
n+m,
and the sequence of set–valued maps g(Pk, ·)Tk con-
verges uniformly over the unit sphere Sn+m−1 to set–
valued map g(P∞, ·)T∞.
Hence, since uk(x) = {u ∈ R
m : (x, u) ∈ g(Pk, x)Tk}
as specified in (4.10) and u∞(x) = {u ∈ R
m : (x, u) ∈
g(P∞, x)T∞} as specified in (4.21), the sequence of op-
timizer maps uk (·) converges uniformly over the unit
sphere Sn−1 to u∞ (·).
Likewise, since νk(x) = argminu{u
Tu : (x, u) ∈
g(Pk, x)Tk} as specified in (4.10) and ν∞(x) =
argminu{u
Tu : (x, u) ∈ g(P∞, x)T∞} as specified
in (4.21), the sequence of selections νk (·) converges
uniformly over the unit sphere Sn−1 to ν∞ (·).
When P∗0 is a C–set in R
n such that P∗1 ⊆ P
∗
0 , the
argument is conceptually identical and, hence, omitted.
References
[1] R. E. Bellman. Dynamic Programming. Princeton University
Press, 1957.
[2] R. E. Bellman and S. E. Dreyfus. Applied Dynamic
Programming. Princeton University Press, 1962.
[3] D. P. Bertsekas. Dynamic programming and optimal control.
Athena Scientific, 2005.
[4] D. P. Bertsekas. Stable optimal control and semicontractive
dynamic programming. SIAM Journal on Control and
Optimization, 56(1):231–252, 2018.
[5] R. E. Kalman. Contributions to the theory of optimal control.
Bull. Soc. Math. Mex., 5:102–119, 1960.
[6] B. D. O. Anderson and J. B. Moore. Optimal Control –
Linear Quadratic Methods. Prentice-Hall, 1990.
[7] R. T. Rockafellar. Convex Analysis. Princeton University
Press, 1970.
[8] R. Schneider. Convex Bodies: The Brunn–Minkowski
Theory, volume 44 of Encyclopedia of Mathematics and its
Applications. Cambridge University Press, 1993.
[9] F. Blanchini and S. Miani. Set–Theoretic Methods in Control.
Birkhauser, 2008.
[10] Z. Artstein. Stabilization with Relaxed Controls. Nonlinear
Analysis, Theory, Methods & Applications, 7(11):1163–1173,
1983.
16
[11] E. D. Sontag. Mathematical Control Theory: Deterministic
Finite Dimensional Systems. Number 6 in Textbooks in
Applied Mathematics. Springer, New York, 2nd edition, 1998.
[12] D. Q. Mayne, J. B. Rawlings, C. V. Rao, and P. O. M.
Scokaert. Constrained model predictive control: Stability and
optimality. Automatica, 36:789–814, 2000.
[13] J. B. Rawlings and D. Q. Mayne. Model Predictive Control:
Theory and Design. Nob Hill Publishing, Madison, 2009.
[14] D. Q. Mayne. Model predictive control: Recent developments
and future promise. Automatica, 50:2967–2986, 2014.
[15] F. H. Clarke, Y. S. Ledyaev, R. J. Stern, and P. R. Wolenski.
Nonsmooth Analysis and Control Theory. Springer Verlag,
New York, 1998.
[16] R. T. Rockafellar and R. J-B. Wets. Variational Analysis,
volume 317 of A Series of Comprehensive Studies in
Mathematics. Springer, 2009.
[17] Z. Artstein. On the calculus of closed set–valued functions.
Indiana University Mathematics Journal, 24(5):433–441,
1974.
[18] Z. Artstein. A calculus for set–valued maps and set–valued
evolution equations. Set–valued Analysis, 3:213–261, 1995.
[19] Z. Artstein and S. V. Rakovic´. Feedback and Invariance
under Uncertainty via Set Iterates. Automatica, 44(2):520–
525, 2008.
[20] Z. Artstein and S. V. Rakovic´. Set Invariance Under Output
Feedback : A Set–Dynamics Approach. International Journal
of Systems Science, 42(4):539–555, 2011.
[21] S. V. Rakovic´ and M. Lazar. The Minkowski–Lyapunov
Equation for Linear Dynamics: Theoretical Foundations.
Automatica, 50(8):2015–2024, 2014.
[22] S. V. Rakovic´. The Minkowski–Lyapunov Equation.
Automatica, 75:32–36, 2017.
[23] D. W. Walkup and R. J.-B. Wets. A Lipschitzian
characterization of convex polyhedra. Proceedings of the
American Mathematical Society, 23(1):167–173, 1969.
[24] D. W. Walkup and R. J.-B. Wets. Lifting projections
of convex polyhedra. Pacific Journal of Mathematics,
28(2):465–475, 1969.
[25] S. M. Robinson. Some continuity properties of polyhedral
multifunctions. Mathematical Programming Study, 14:206–
214, 1981.
[26] D. Klatte and G. Thiere. Error bounds for solutions of
linear equations and inequalities. Mathematical Methods of
Operations Research, 41:191–214, 1995.
17
