Abstract-Ultrasonic strain imaging usually begins with displacement estimates computed using finite-length sections of RF ultrasound signals. Amplitude variations in the ultrasound are known to perturb the location at which the displacement estimate is valid. If this goes uncorrected, it is a significant source of estimation noise, which is amplified when displacement fields are converted into strain images. We present a study of this effect based on theoretical analysis and practical experiments. A correction method based on the analysis is tested on phase zero and correlation coefficient strain imaging, and compared to the amplitude compression techniques of earlier studies. We also test adaptive strain estimation to provide a benchmark, but the performance of our new method matches or surpasses this benchmark under normal scanning conditions. Furthermore, the new correction is suitable for real time applications owing to its extreme computational simplicity.
I. Introduction
U ltrasonic elasticity imaging spans a broad range of techniques where ultrasound signals are processed to extract information relating to tissues' mechanical properties. A majority of these techniques require high quality displacement estimation as the first stage of signal processing. Examples include quasistatic compression imaging [1] , [2] , axial shear wave imaging [3] , and acoustic radiation force imaging in both quasistatic/impulsive [4] and dynamic [5] forms. Displacement-based imaging systems have been investigated for a wide range of diagnostic purposes, spanning screening for soft tissue tumors [6] - [8] , monitoring of atherosclerosis [9] , assessment of skin pathologies [10] , [11] , and examination of cardiac disease [12] , among other applications. The simplest form of meaningful visualization is the strain image. This is extended by some of the more complicated systems, where strain image sequences are analyzed to infer material property estimates such as elastic [3] , [13] and viscoelastic [5] , [14] moduli.
The cornerstone of elasticity imaging-displacement estimation-is easily understood. Consider a pair of ultrasound frames recorded consecutively during a scan: We refer to them as the pre-and post-deformation frames. A window is placed around a point of interest in the predeformation frame, and the closest match in the postdeformation frame is located. In practice, this is an optimization problem, where the peak must be found in a suitable measure of signal similarity, such as the correlation coefficient [1] , [15] , sum of absolute (SAD) or squared (SSD) differences [16] - [18] , or mutual information [19] . Numerous phase zero approaches have also been developed [2] , [20] , [21] , because the complex auto-correlation function has zero phase at its peak, and phase zero algorithms offer high computational efficiency. Whichever technique is used to match the windows, it is usually assumed thereafter that the displacement estimate corresponds to the mechanical displacement of tissue at the center of the window [1] , [2] , [15] , [22] , [23] . Window-matching is applied throughout a grid of locations over the acquired frame of ultrasound data, constructing a fine map of the displacement field.
A strain image can be produced by displaying spatial derivatives from the displacement field. In this paper we consider in detail the problem of axial strain image formation, although some of the principles we derive are more generally applicable. Strain estimation errors arise mostly from two sources. The first is displacement estimation error, which is well understood. Following Carter [24] and Walker and Trahey [25] , [26] it has become popular to apply Cramér-Rao lower bound analysis (and variations thereon) to signals with known properties, thereby identifying lower bounds on the displacement estimation variance that can be achieved by maximum likelihood estimators [18] , [22] , [27] - [31] .
The second source of noise is location estimation error: It is not generally true that a displacement estimate most closely tracks displacement at the window center. This has received much less attention in the literature than displacement estimation error. It was noted in an earlier study by Céspedes and Ophir [32] that if there is intra-window compression and the signal envelope is not constant, then the actual location is skewed toward higher amplitude portions of the windowed signal. This causes artefacts at boundaries between regions of differing echogenicity, as shown in Fig. 1 . It is observed that strain estimates are corrupted by unwanted amplitude modulation (AM). In fact, AM also degrades strain estimates within regions that are isoechoic, since the signal returned from a fine scatterer distribution does not have a constant envelope. Nevertheless, AM is most dangerous in anisoechoic regions, where AM noise correlates strongly with features in B-mode images, and can easily lead to severe misinterpretation of strain images.
It will be shown in the following section that AM is often the primary source of error in ultrasonic strain images where it is not corrected or suppressed. Two sup- The signal is temporally compressed to simulate a uniform compressive strain of 1%-this is performed by interpolating and resampling the data. On a linear scale from black (0% strain) to white (2%), this should produce a uniform strain image with extremely low estimation noise, since signal noise and decorrelation are lower than could possibly be achieved in a real compression scan. However, (b) phase zero estimation produces a strain image that is severely degraded (and misleading) owing to amplitude modulation (AM), while (c) shows the (near perfect) result when the same algorithm is enhanced by the best of the correction techniques introduced in this paper. For both images, displacement estimation windows were 13.5λ in length, where λ denotes the ultrasonic wavelength at the center frequency. pression techniques were proposed by Céspedes and Ophir [32] . First, compression of the signal envelope reduces amplitude fluctuations, thereby shifting estimation locations toward window centers. This is an effective means of mitigating AM, and has consequently been reapplied in more recent strain imaging systems [2] , [33] . The second suggestion was adaptive stretching [32] , which compensates for intra-window strain by stretching the signal to enable a close match to the true displacement at all points. Numerous studies have shown that this reduces strain estimation noise, although adaptive stretching is computationally expensive [17] , [19] , [34] - [36] . The estimation location variance can also be reduced by using shorter estimation windows [15] , but this is inevitably accompanied by reduced accuracy in the displacement estimates, since displacement estimation variance increases as the reciprocal of window length.
AM is present in all displacement tracking methods that use amplitude information, including methods based on the (normalized) correlation coefficient. To eliminate AM, the amplitude must be entirely suppressed, as in one-bit compression, but this brings unwanted side effects [32] . The following section examines AM from a theoretical standpoint, leading to surprisingly simple AM correction (AMC 1 ). Experiments have been performed using simulated RF ultrasound data to compare phase zero and correlation coefficient methods, and to evaluate the efficacy of AMC compared to amplitude compression. Both methods are computationally efficient and suitable for real-time imaging systems. Further experiments were performed using adaptive stretching, which is slower but provides an AM suppression benchmark.
1 AMC is the subject of UK patent application number GB 0606125.3.
II. AM Theory
We begin with a description of how AM introduces noise into strain estimates, followed by an outline of AMC. This is potentially applicable to any displacement estimator employing windows with finite dimensions. By way of example, AMC is applied here to two common estimators: phase zero and correlation coefficient methods. We present particular forms of AMC amounting to a relatively accurate correction for phase zero estimation, with a theoretical derivation, in addition to an heuristic AMC for a correlation coefficient maximizer. Tests of both corrections are described in Section III. We also compare AM suppression by amplitude compression and adaptive stretching.
A. AM as a Source of Noise
AM introduces noise into both displacement and strain field estimates by perturbing the location at which displacement is estimated. Various types of filter can be applied to suppress the flow from displacement through to strain estimation noise, but these all sacrifice resolution. Strain estimation precision at any particular resolution is limited ultimately by the level of displacement estimation noise. For the sake of clarity, we analyze the simplest estimate of 1-D strain,ŝ, where 1-D displacement estimates are differenced and divided by the spacing between them:
whered 1 andd 2 are displacement estimates from windows 1 and 2, respectively, andτ 1 andτ 2 record the estimation locations, which we shall see are not in general the same as the centers of the windows. It is sometimes assumed that (1) contains only two random variables,d 1 andd 2 [30] . In this paper we examine the other variables,τ 2 andτ 1 . We Fig. 2 . A practical displacement estimate is shown between two ideal estimates, where estimation error causes it to deviate from the actual displacement in the underlying tissue. There are two noise sources, as indicated by the labelled arrows.
define symbolsD andF to simplify expressions pertaining to strain estimation precision.
The two sources of estimation noise are illustrated in Fig. 2 . Errors inD andF are expected to be uncorrelated and unbiased, 2 so strain estimation variance, σ 2 s , can be expressed in a simple form:
where µ denotes the statistical expectation and σ 2 denotes variance. The subscriptsD andF indicate displacement and location factors, respectively. We refer to "variance" synonymously with "mean squared error," so a fixed value ofF implies zero variance only if F is indeed constant.
We want to know what impact the terms in (3) have on strain image quality. We consider the estimation signalto-noise ratio, SNR e [30] , [32] , which can be measured experimentally in images where the underlying strain field is known to be homogeneous:
where µŝ is either the actual strain or the mean strain estimate in a homogeneous region, and σŝ is the root mean squared error. The presence of µ 2D in the third term of (3) has an important effect on the SNR e . While any increase in the strain signal, µŝ, reduces the significance of displacement errors, the location errors caused by AM are effectively scaled by the strain, so AM may become the dominant source of noise at high strains:
2 Any systematic bias indn orτn is removed by the differencing operations that produceD andF . If the errors are nevertheless correlated, the direction of error inD must be related to the direction of error inF . It is hard to envisage how this could ever arise. Error inF is related to the degree of correlation between successive errors indn, but it does not indicate the sign of the difference between successive errors (which amounts to the direction of error inD).
Eq. (5) comes from substituting the right-hand side of (3) into (4), using ∆t to denote the spacing between windows. The final result incorporates three simplifying assumptions. (a) µŝ = s, i.e., the mean strain estimate is equal to the true strain. For example, if the mean strain estimate were not equal to the true strain, then displacement estimates would become increasingly biased as a function of distance, which does not occur in practice. (b) µF = 1/∆t, i.e., the mean estimate of the reciprocal location spacing equals the reciprocal of ∆t.
3 (c) µD = s∆t, i.e., the mean displacement between neighboring windows equals the strain multiplied by the window spacing.
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The most important result in (5) is the significance of the strain level. Furthermore, it should be noted that σ 2 D can usually be reduced by increasing the window length, T [24] . Reasonable assumptions lead us to expect a relationship of direct proportion between window length and SNR e when AM is negligible (see Appendix A), so the occurrence of such a relation would indicate successful AM mitigation. The range of possible values of F increases with T , however, so AM noise in σ 2 F usually makes it difficult to exploit long windows.
The misleading aspect of (5) is that ∆t appears to be yet another parameter whereby location becomes the dominant source of noise. In fact, the theoretical effect of ∆t on displacement and location error is similar. Working from the definition in (2b), σ 2 F can be expressed as a binomial expansion of the window spacing and the difference between consecutive location errors, where the lowest order term is scaled by ∆t −4 . This scaling means an increase in ∆t attenuates displacement and location error by approximately the same amount.
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Of course, none of this matters if practical displacement estimators really produce estimates with greatest validity at window centers, i.e., σ 2 F = 0, if AM location perturbation simply does not arise. Regardless of the details of particular algorithms, any window matching technique tracks the displacement of the enclosed signal, but a single displacement estimate cannot match the displacement at all points throughout the window unless within-window strain is zero. On the other hand, at some location the displacement estimate precisely matches the actual displacement, provided that displacement estimation error is small. The actual estimation location can be treated as a random variable, with low probability density at window ends and higher probability at the center. Therefore, a window center assumption is appropriate if location estimates cannot be refined based on measured signal properties.
3 This is precisely true when means are calculated by averaging over image area, which is the approach taken throughout this work. 4 This is an approximation, since the mean location spacing averaged over image area is slightly larger than ∆t. In any event, µD is proportional to s∆t, and none of the following arguments changes if the constant of proportionality is slightly greater than 1.0.
5 Higher-order terms in the expansion of σ 2 F become significant if the difference between consecutive location errors inτ 1 andτ 2 is large (greater than 0.2∆t, say) in which case an increase in ∆t actually attenuates location error slightly more than displacement error. This raises two questions. Does AM really have any effect, and if so, can it be estimated? Fig. 1 demonstrates that AM certainly has an effect when displacement estimation is based on phase zero methods. However, more generally there are good reasons for expecting that no displacement estimator can be relied upon to produce optimal estimates with greatest validity at the window center. This is because some signal portions contain little or no information. Fig. 3 shows two very simple examples for displacement estimation on pulse trains. An optimal displacement estimator must track the displacement of the pulse(s) within each window when there is no betweenpulse information. The example medium in Fig. 3 has been deformed by a uniform strain field, so displacement varies linearly with distance.
An assumption of estimation at the window center leads to significantly different strain estimates if (a) overlapping windows track the same pulse, or (b) neighboring windows track pulses at their extremities. When a uniform strain, s, is being tracked in the total absence of displacement estimation error, AM distorts the strain estimates dramatically. The strain estimation lower bound is 0 for overlapping windows, and the upper bound is s × (T + ∆t)/∆t, where T is the window length and ∆t is the window spacing. For non-overlapping windows the lower bound is s × (∆t − T )/∆t.
AM could be corrected easily if real ultrasound signals consisted of pulse trains. Correction would entail noting the locations of tracked pulses instead of associating displacement estimates with window centers. Of course, real ultrasound signals are not pulse trains, but they do exhibit large amplitude variations, and portions with lower amplitude usually have a lower SNR. Displacement estimators incorporating considerations of optimality are therefore more responsive to displacements in signal portions with higher amplitude. This implies AM, i.e., the estimation location may be perturbed away from the window center.
B. AM Correction
We now outline AMC. This is a method for location estimation that can be adapted for any displacement estimator that works by matching windows in pre-and postdeformation ultrasound signals. Practical implementation of AMC is in fact effective and very simple. Section III describes tests on two algorithms with AMC, compared to numerous alternatives.
The most difficult task in implementing AMC is finding an approximation to the displacement estimate at window n,d n , whered n is expressed in terms of a weighted average of the actual displacements, {d(t)}. For concision, we restrict ourselves to 1-D axial strain estimation, so t denotes time in recorded ultrasound signals, although it may alternatively be interpreted as axial distance assuming a constant speed of sound:
where ∆t denotes the window spacing, T is the window length, and {Ŵ (t,d n )} are weighting estimates. {Ŵ (t,d n )} must be produced in a form that can be evaluated based on properties of the recorded ultrasound signals. The details of practical estimators usually appear very different to (6) , because estimators are not usually implemented directly as weighted averages of point-wise displacement estimates. On first inspection, correlation coefficient, phase zero, SAD, and mutual information bear little resemblance to this, but it is possible to obtain suitable approximations either by theoretical analysis or drawing on empirical experience. For the analytical approach, a signal model may be adopted that neglects noise and decorrelation. Clearly, this analysis is separate from the task of investigating the scale of displacement estimation errors-in the simplified model, tissue deformation results in an identical warping of the ultrasound signal. The next section provides an example derivation. The weighting approximation enables location estimation if we adopt a linear model of the local displacement field:
Eq. (7) expresses the assumption that displacement at the scale of each window varies linearly with distance, with strain s and offset α. We substitute this into (6) and perform some rearrangement:
Our location estimate,τ n , is defined to be the location at which the displacement estimate approximation equals the actual displacement, i.e.,d n α + sτ n . Hence,
In words, location estimates are produced by evaluating the centroid of a set of weighting estimates after windows have been matched for displacement estimation purposes.
The main practical undertaking in this paper amounts to a demonstration and evaluation of applying this formula. The combination of refined location estimates with the same displacement estimates yields greater accuracy overall in the correspondence between the estimates and the actual displacement field. This boosts the accuracy of any technique requiring displacement estimates, not the least strain imaging, for example, by substitutingτ n back into (1) . It also results in more accurate correspondence between tissue features' physical locations and their apparent locations in strain images.
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It should be noted that we do not necessarily expect strain to be uniform within each window, as per (7), but our location estimate is based on a linear fit. This is invariably superior to the alternative assumption that withinwindow strain is zero. Only severe errors in the weighting approximation can render location estimation less accurate than the window center assumption. We refer to our location estimation technique as AMC. Its application is illustrated in Fig. 4 .
C. AMC for Phase Zero Methods
We demonstrate the derivation of a suitable weighting approximation for phase zero methods. We consider a displacement estimator where windows are matched by identifying zero crossings of the phase of the complex crosscorrelation. Phase zero methods require analytic signals, Fig. 4 . Example of AMC: this signal was resampled as in Fig. 1 to simulate a 2% compression. Phase zero estimation is employed to align pre-and post-deformation windows. AMC is applied to refine the location of the displacement estimate. The weightings come from a formula derived in Section II-C. There is perceptible misalignment to either side of the weightings' centroid that we use as a location estimate.
which are produced by applying the Hilbert transform (or an approximation thereof). The complex cross-correlation, a 1 , a 2 , and phase, Φ, of analytic signals a 1 and a 2 are
where * denotes the complex conjugate, n∆t is the beginning of the analysis window in the pre-deformation signal, T is the window length, andd is a candidate displacement applied to the post-deformation window to look for a match. Eventually the displacement estimate,d n , is found at a phase zero:
It is noted that when Φ is expressed only in the range [−π, +π], phase zeros occur once for every wavelength shift ind. It is therefore necessary to incorporate a system for guiding the search to ensure that the correct phase zero is always selected. This is analogous to eliminating "peakhopping" errors from correlation coefficient analysis [25] . We do not investigate this issue here, but in practice we have found that it is always possible to eliminate this sort of outlier error by extending detection and correction techniques similar to those described in [37] . Following the approach outlined in Section II-B, we adopt a simple signal model omitting noise and decorrelation. As a result, the pre-deformation signal, a 1 , is perfectly warped by an arbitrary displacement field identical to the deformation in the underlying tissue, d(t), producing the post-deformation signal, a 2 :
The signal envelope and phase are f (t) and φ(t), respectively. We examine the properties of the signals in matched windows. In general, the displacement estimate is similar but not equal to the local displacement at every point in the window. We introduce a new variable, t 2 (t,d n ), denoting the pre-deformation location in a 1 , of the datum from a 2 with which a 1 (t) is matched:
where t 2 (t,d n ) is abbreviated to t 2 for readability in the remaining equations. The complex cross-correlation at the match is expressed as follows:
The imaginary part of the complex cross-correlation must be zero in order to satisfy the match criterion [ (11)]:
This leads to an alternative expression for the phase zero condition:
We note from a simple rearrangement of (13) that
is the local discrepancy between the displacement estimate and its actual value. In the absence of peakhopping, this is usually small compared to λ throughout any window. It is therefore reasonable to apply the small angle approximation:
For further simplification, we define the local mean frequency, ω(t, t 2 ):
Our approximation is expressed in terms of ω(t, t 2 ):
This can be converted to an expression with clearer relevance to the physical deformation by examining t 2 − t. We take the relation from (13) and expand a Maclaurin series about d(t):
We neglect second-order terms and the term scaled by s (strain), since ultrasonic strain imaging systems operate with s 100%. The result from (20) is then substituted into (19) :
Rearrangement yields a good approximation for the displacement estimate as a weighted average:
We make one final approximation to obtain a weighting approximation that can be applied easily. It is possible to estimate frequency variations within recorded RF ultrasound, but generally these have low resolution, so it may be difficult to estimate local frequency changes accurately within a single displacement estimation window. Instead, we note that the nominal fractional bandwidth of medical ultrasound probes is always less than 100%, often less than 50%, and frequency variations within individual windows may be smaller still. We therefore cancel the frequency terms in (22) , accepting that local frequency variations remain as a source of residual error.
We have shown that it is reasonable to approximate phase zero estimation by a weighted average of point-wise displacements. For practical location estimation, the weightings can be evaluated as products of the envelopes of aligned pre-and post-deformation RF ultrasound signals
This is the weighting we need for AMC as described by (9) .
D. AMC for Correlation Coefficient Methods
Correlation coefficient methods are widely employed for displacement estimation by the ultrasonic strain imaging community [1] , [9] , [15] , [16] , [18] , [27] , [29] - [31] . The correlation coefficient, ρ r1r2 , of real RF signals r 1 and r 2 at window n with candidate shiftd is evaluated as follows:
The displacement estimate can be found by maximizing the correlation coefficient:
The performance of this estimator is similar but not identical to phase zero. It would be desirable to derive a complementary location estimate following the same analytical procedure. A suitable starting point would be differentiation of ρ r1r2 to examine properties of the maxima, once more considering perfectly warped signals without decorrelation. This would need to be related to the displacement field to obtain a weighted sum approximation. However, the derivation would be more complicated than for phase zero, and past experience is indicative of a likely form for the weightings, so we adopt an heuristic approach in this instance. The significance of each RF sample as a contributor to the overall correlation coefficient clearly depends on its magnitude, meaning that correct alignment is more significant for high value portions of the signal. For example, if the pulse trains in Fig. 3 were accompanied by lower amplitude harmonic components throughout the entire signal, displacement estimates based on the correlation coefficient would nevertheless depend almost entirely on displacements of the pulses. Our heuristic weightings reflect this observation:
We do not know in advance if these weightings are practically useful, but it should not be forgotten that the weightings derived in Section II-C also incorporate approximations, the acceptability of which is not entirely obvious prior to testing. 7 Simulation results are presented later to investigate the performance of both displacement estimators, applying AMC based on these weightings.
We focus here on the most popular form of the correlation coefficient, but it should be noted that many variants exist. One of the alternatives entails searching for the peak in the real part of the complex correlation coefficient of passband analytic signals, which is more closely related to the phase zero method described in Section II-C-Appendix B outlines an analytical argument, showing that AMC following (24) is likely to be suitable in this case.
E. AM Suppression Alternatives
We know that the locations of displacement estimates can be perturbed away from window centers, particularly by variation in the signal amplitude, but AMC is just one approach for handling this phenomenon. Now we consider two AM suppression alternatives.
Amplitude Compression:
If amplitude does not vary within a window, the location of the displacement estimate really may correspond to the window center. In fact, amplitude variation is not the only signal property that modulates location, but it is certainly the dominant one. This can be eliminated by preprocessing the signals to ensure a uniform amplitude. In phase zero methods this entails scaling the signal to obtain a uniform envelope, while in correlation coefficient methods the amplitude can be compressed to a one-bit signal, recording only whether the value is positive (+1) or negative (−1). According to the AMC approximations that we introduced, both of these amplitude compression techniques will tie the estimation location to the window center [cf. (9), (24), and (27)].
On the other hand, amplitude compression is not without disadvantages. It entails selectively amplifying signal portions that are weak. If noise and decorrelation are multiplicative, there is no reason to prefer high amplitude portions of the signals, but ultrasound noise and decorrelation are more often additive in practice. This means that amplification of weak signal portions may dramatically reduce the SNR. In turn, this reduces the accuracy of displacement estimation. Amplitude compression nonetheless boosts strain estimation performance where location error is more important than displacement error [cf. (5)].
Clearly, the value of amplitude compression depends on the relative sizes of displacement and location errors. Sometimes a weaker form of amplitude compression is desirable, to avoid excessive amplification of noise while still achieving some suppression of location errors. This can be performed by logarithmic compression of the amplitude, so that fluctuations are reduced but not eliminated. Further details and tests are provided in Section III.
Bias errors are often cited as another limitation of amplitude compression [38] . Compressed signals are usually interpolated with lower accuracy. There is also greater bias in peak interpolation when subsample displacements are estimated from correlation coefficients computed at integer sample displacements. However, we can eliminate such errors, provided that the implementation is designed carefully. Peak interpolation is not necessary for subsample estimation-estimates can be produced instead by signal interpolation to evaluate correlations directly at subsample displacements. Furthermore, amplitude compression need not reduce the accuracy of signal interpolation, because it can be applied after rather than before interpolation. Amplitude compression provides a valuable comparison for AMC when implemented accordingly.
Adaptive Stretching:
Although it is more often motivated in terms of increasing the correlation, this is an-other method whereby AM is suppressed. Adaptive strain estimators work on the principle of reversing the deformation that has occurred, usually by stretching the signal in the post-deformation analysis window so that it maximizes a similarity measure with the pre-deformation signal. There is a limit to the number of parameters that can be estimated sensibly, so strain is usually assumed to be constant throughout each window, with an additional search over displacement, thereby determining the two parameters that best align the signals [cf. (7)]. Although its output may still be dominated by the movements of high amplitude signal portions (cf. Fig. 3 ), adaptive stretching has the advantage that it handles nonuniform displacements throughout each window, insofar as a model assuming uniform strain fits the deformation. Where this is the case, adaptive stretching does not require location estimation, because a stretch estimate may in principle fit displacements correctly throughout the entire window. It is therefore an effective means of suppressing AM.
At the same time, the performance increase from adaptive strain estimation is explained in an alternative paradigm for strain estimation analysis as resulting from an increase in the correlation coefficient between the preand (stretched) post-deformation signals [39] . It is indeed the case that adaptively stretched windows have higher correlation coefficients. For example, in the absence of interpolation errors, correct stretching of the postdeformation signal could achieve a correlation of 1.0 for linear deformations in the model we use to derive AMC weighting approximations (no noise, no decorrelation). On the other hand, adaptive stretching is still subject to error when noise and decorrelation are present.
In any event, the results from past investigations of adaptive stretching have been encouraging [17] , [19] , [34] - [36] . The fact that it is more computationally intensive is usually regarded as its main disadvantage, but we include adaptive stretching in our tests as an AM suppression benchmark.
III. Experimental Methods
The primary purpose of the experiments is to compare quantitatively the performance of different strategies for handling AM. Simulations are employed for this purpose, to assess the algorithms under carefully controlled conditions. The simulations include noise and strain decorrelation, but exclude decorrelation by lateral and elevational motion. These phenomena do affect practical scanning. However, it is not unreasonable to assume that comparative performance results in the presence of motion decorrelation would be substantially the same, at least in terms of algorithm rankings. Motion decorrelation is essentially just another source of noise, albeit with a different autocorrelation length to white noise.
We also evaluate algorithm performance when processing recorded RF data. We apply some of the algorithms to data from freehand scanning of in vitro and in vivo subjects, to verify that the expected performance is reproduced under real scan conditions. On the other hand, phantom studies are of limited value for acquiring quantitative results. SNR e data are corrupted by nonuniformity in the mechanical properties of the phantom (which is to some degree inevitable) and by nonuniformity in the applied stress field, which is also inevitable except in the hypothetical case of a perfectly uniform axial compression with perfect slip at the upper and lower contact surfaces. Moreover, uniform axial compression causes nonuniform motion in both of the non-axial directions, meaning that the level of decorrelation in any scan is also nonuniform. It is therefore difficult in any phantom study to draw definite conclusions regarding the impact of noise and decorrelation on algorithm performance. Notwithstanding these limitations, we present data from a controlled compression of a phantom with uniform mechanical and scattering properties, to demonstrate that the simulation trends are borne out in practice.
Many filtering techniques exist for suppressing the translation from displacement noise through to strain estimation noise, but in our tests we avoid all post-filtering, so as to obtain a clear picture of displacement estimation performance. Strain is estimated by differencing displacement estimates that are closely spaced, so changes in the noise level are clearly visible and measurable. Algorithm performance is evaluated in terms of SNR e [see (4) ]. The remainder of this section comprises descriptions of algorithm implementations, followed by details of the simulations, the phantom study, and the freehand scanning protocol.
A. Algorithms
We test phase zero, correlation coefficient, and adaptive strain estimators. Phase zero and correlation coefficient are tested both in basic implementations and also with all combinations of amplitude log compression, limiting log compression, and AMC. In order to compare performance fairly, the window length is fixed across all of the estimators in each test. The window spacing is fixed at ∆t = 2.7λ (i.e., 0.45 µs, 0.35 mm, 30 RF samples), so changes in displacement and location error can be measured easily [cf. (5)]. Also for consistency, the same signal interpolation is employed with every algorithm.
Efficient Phase Zero Search:
The efficient phase zero search (EPZS) is drawn from our previous work [33] adapting the concept of Pesavento et al. [2] . To summarize, a pair of matched 5-10 MHz filters is applied to the RF signals to produce analytic signals, a 1 and a 2 , which are converted to baseband signals, a b1 and a b2 . Subsample values in a b2 are obtained by baseband linear interpolation, enabling accurate subsample displacement estimationd n .
8 Phase zero methods require that the displacement of each window is known already to within λ/2; this is most simply achieved by initializing each search with the final estimate from the previous window; at the top of each A-line, windows next to the probe surface are initialized withd = 0.
The location estimate,τ n , for strain estimation in (1) is usually assumed to be the window center:
In some tests we apply amplitude log compression to suppress AM, giving a new baseband signal, a b,log :
where c is the compression factor. The larger the value of c, the smaller the amount of amplitude information that is retained. We refer to this algorithm as EPZS L1. Eventually, as c → ∞, all of the amplitude information is discarded. We call this limiting log compression, and refer to it as EPZS L2. This is the phase zero counterpart of one-bit compression in correlation coefficient methods [18] , [32] , [41] . It has a simple form:
We also present results for EPZS with AMC (EPZS A). When producing baseband signals, we also detect the signal envelope, |a|. This is used to obtain AMC weightings for location estimation in (9):
Finally, since amplitude information is not entirely absent in EPZS L1, we also test an estimator that combines this with AMC. Weightings are calculated using the logcompressed envelope. This variant is EPZS LA.
Correlation Coefficient Maximizer:
Our correlation coefficient maximizer (CCM) is implemented for accuracy rather than speed. Analytic signals are calculated as with EPZS. To determine a displacement at each window, CCM initially searches at integer sample displacements for the maximum value of the correlation coefficient [calculated as per (25) ]. The estimate is then refined by allowing subsample values ofd. At this stage, correlation coefficients are calculated with subsample values in r 2 found by interpolation. Again, a complex baseband representation of r 2 (a b2 ) enables highly accurate subsample interpolation, although in CCM the baseband result must be translated back to a real passband value for the correlation coefficient calculation. This requires the following calculation, where ω m is the same modulation frequency that was used for baseband conversion:
andτ n is still usually assumed to be the window center [see (28) ]. Log compression (CCM L1) is tested as a means of AM suppression, using a formula first proposed by Céspedes and Ophir [32] :
To maximize algorithm performance, baseband linear interpolation is used as before, and r 2 is log compressed only at the point of computing the correlation coefficient. As previously mentioned, the limiting case for log compression of CCM is one-bit compression:
For subsample interpolation we actually still employ baseband linear interpolation, so zero crossings are identified with high accuracy. We call this variation CCM L2. The CCM variant with AMC uses the weighting approximation of (27) . This is CCM A. We also apply AMC to nonlimiting log compression (CCM L1) in the final variant, CCM LA.
Adaptive Strain Estimator:
We tested various adaptive strain estimators (ASE) to find the right benchmark. Descriptions, discussion, and quantitative comparisons of the alternatives are provided in Appendix C, while in the main text we compare with a particular ASE based on a semi-exhaustive search over displacement and stretch, using the correlation coefficient as the objective function.
B. Simulation
Simulations enable quantitative comparison of the strain estimation performance under carefully controlled conditions. They offer precise control over echogenicity (scatterer strength and scatterer density) and deformation (transformation of scatterer positions between consecutive frames). Changed spacing of the scatterers causes decorrelation, as in real ultrasound scanning, and noise can be added to make simulations more realistic. The addition of noise is particularly important for realistic simulations with strains below 0.5%, where strain decorrelation is low.
The type of scattering field that is simulated is obviously an important consideration. The echogenicity could be made to vary over small distances to exaggerate AM and introduce artefacts in algorithms without AMC or AM suppression. On the other hand, the existence of AM artefacts has already been demonstrated, whereas it is more interesting to examine the effect of AM on strain estimation noise in homogeneous scattering fields, where its effect is not obvious. This is the rationale behind our simulation tests.
RF ultrasound data from uniform scattering fields were simulated using Field II [42] . The simulations have 2 × 10 5 scatterers distributed uniformly throughout 50 × 50 × 6 mm volumes with scattering strengths also uniformly distributed. Axial strains were simulated by rescaling the axial coordinates of the scatterer positions between consecutive frames.
The simulation probe parameters were chosen to model the 5-10 MHz probe of the Dynamic Imaging 9 Diasus ul-trasound machine, since this is the machine we used to acquire real data in subsequent freehand scanning. The sampling frequency is 66.7 MHz, and the point spread function of the probe was measured experimentally-the center frequency is 6.0 MHz and the bandwidth is 2.1 MHz. Data were simulated for five independent scatterer fields with the above statistical properties; 128 A-lines were simulated in each frame, spanning 40 mm in the lateral direction, recorded to a depth also of 40 mm. The compressive strains were 0, 0.01, 0.1, 0.5, 1.0, 1.5, 2.0, 3.0, and 4.0%, offering a good indication of the strain dependency of algorithm performance.
Simulation data were converted to the RF ultrasound format of the Stradwin 10 freehand 3-D ultrasound system before strain estimation. RF samples are recorded with 16-bit signed integer precision. The data were normalized to give a root mean squared signal strength of 2 10 , corresponding to a mean SNR of 71 dB in the presence of quantization noise. Most tests were performed with the addition of white noise, reducing the SNR to 20 dB. The top and bottom 3.5 mm in each image is omitted when evaluating SNR e , because the range of testable window lengths is restricted at the edges. Therefore, every numerical result is an average over strain estimation in five independent simulation frames, 128 A-lines per frame, and 95 strain estimates per A-line.
C. Phantom Study
An agar phantom was constructed with uniform mechanical and scattering properties (85.7 wt.% water, 10.9 wt.% glycerol, 1.7 wt.% agar, and 0.85 wt.% aluminium oxide powder) in the form of a cylinder of height 40 mm and radius 30 mm. Scanning was undertaken using a Dynamic Imaging Diasus ultrasound machine with a 5-10 MHz probe, sampled at 66.7 MHz by a Gage 11 CompuScope 14200 analogue-to-digital converter, with a PC running the Stradwin freehand 3-D ultrasound software. The probe was mounted in a mechanical rig that allows precise control of vertical (i.e., axial) movement above the phantom, and a footprint extender was attached to ensure uniform compression over the entire top surface of the phantom. RF data frames were acquired before and after a 1.2% compression. In the top and bottom bands of the images the data are relatively nonuniform owing to reverberation at the face of the ultrasound probe and imperfect slip at the phantom boundaries, but strain estimation was performed using many of the algorithms in this paper, recording SNR e values for the middle band at 10-30 mm depth, where the results are more reliable.
D. In Vitro and In Vivo Scanning
Freehand scans were performed using the same equipment as the phantom study, but the probe was taken out 10 http://mi.eng.cam.ac.uk/ ∼ rwp/stradwin. 11 http://www.gage-applied.com.
of the mechanical rig and the footprint extender was removed. As per previous work [33] , frames were acquired at 30 Hz during each scan, and exaggerated palpating movements were not necessary. The images are used to verify that the performance indicated by the simulation results is reproduced when analyzing real scan data.
IV. Results
The quantitative results from analysis of the homogeneous simulations are presented first. These indicate the effect of AM on general estimation error, without distorting the comparison of the different algorithms by analyzing extreme cases. Our systematic presentation of results across ranges of parameter settings and strains illuminates exactly what AM entails, and how different algorithms handle it. The phantom study produces very similar results, thereby verifying that our simulations provide a good model of real ultrasound data.
It would be wrong, on the other hand, to assume that real strain images are not also affected by artefacts and outlier errors (when displacement estimates converge on the wrong phase zero or correlation peak). Arguably, outlier errors are a relatively unimportant part of estimation error in general, because they are rare, and, if necessary, algorithms could easily be extended with outlier detection and removal. However, when severe AM artefacts occur, it becomes impossible to interpret strain images correctly. In vitro and in vivo images at the end of this section are therefore valuable for an appreciation of the significance of AM for practical scanning.
A. Window Length
The first set of results shows how a change in the window length impacts differently on algorithm performance depending on whether AMC is or is not applied. The graphs in Figs. 5 and 6 show at a moderate strain how AMC changes both EPZS and CCM, with the ASE benchmark also plotted for comparison. Window lengths span the range 2.8-27.1λ.
Further results in Fig. 7 focus on the performance of ASE at higher strains, where it is most advantageous. Although algorithms with AMC perform similarly or better when using short windows, without stretching they exhibit a fall off in performance when using long windows, because they are eventually subject to within-window phasewrapping. On the other hand, it is often desirable to avoid long windows anyway so as to achieve high resolution. Fig. 8 shows example strain images to demonstrate the implications for image quality of changes in SNR e . The images can be compared with the corresponding SNR e results from the graphs. Brightness in the images is proportional to strain-0 (black) is zero strain, 127.5 (mid-grey) is the simulated strain, and 255 (white) is twice the simulated strain, with saturation at both ends of the scale. The images were constructed simply by nearest-neighbor interpolation without any filtering. An ideal estimator would yield a uniform greyscale level, and noise introduces inhomogeneity.
B. Compression Factor
A fixed window length was employed to test various levels of amplitude log compression. The use of very long windows imposes a large penalty on algorithms that incorporate neither AMC nor AM suppression. For these reasons, 13.5λ is employed for the remaining quantitative results.
Performance with log compression is recorded against different values of the compression factor that determines compression strength [cf. (29) and (33)]. The effect of log compression varies widely depending on the strain, so Figs. 9-11 show results at the smallest, mid-range, and largest strains from the simulations. In interpreting these graphs, it should be noted that SNR e is proportional to the strain, so low values of SNR e in Fig. 9 do not imply that the level of estimation noise was higher than in the other tests (it was actually lower). These data are most interesting as a verification of the theory in Section II regarding the two sources of estimation noise. Nevertheless, the quantitative data show that log compression is not desirable at all strains.
C. Strain Dependence
The final simulation tests mostly continue with a window length of 13.5λ, and the compression factor is fixed at c = 10
3 . This is chosen at a relatively high value to give good performance at high strains, since it is at high Fig. 6 . SNRe against window length for CCM and CCM A, with both 71 dB and 20 dB data at 0.5% strain. The performance of uncorrected CCM is almost identical to EPZS. The heuristic form of AMC is obviously somewhat less accurate for CCM than the analytical AMC for EPZS, but it nevertheless yields a substantial improvement in performance.
strains that log compression has the largest positive effect compared to algorithms without AM suppression.
The final simulation graphs show the performance of all of the algorithms across the full range of simulated strains. Fig. 12 compares all members of the EPZS family, Fig. 13 covers the CCM family, and Fig. 14 is a comparison between ASE and the displacement estimators with AMC. Fig. 14 also compares SNR e -strain characteristics at a shorter window length, to highlight the effect of phasewrapping.
D. Phantom Study
The phantom data at 1.2% compression exhibit very similar trends to the simulations. SNR e is plotted in Fig. 15 against window length for a large set of algorithms. Comparison with Figs. 5 and 6 shows that the simulations provide an accurate guide to the algorithms' relative performance under real scanning conditions. The figure also includes strain images at the maximum window length of 27.1λ to demonstrate the practical significance of the different SNR e values.
Although the performance of ASE is relatively erratic, it seems unlikely that this indicates any fundamental problem with adaptive stretching. Rather, it may indicate that, despite the measures detailed in Appendix C, it is challenging to implement the necessary multi-parameter search sufficiently robustly to achieve a stable value of SNR e when processing real scan data (see [35] for further discussion).
E. In Vitro and In Vivo Results
The final group of results are strain images where selected algorithms have been applied to data from real scans Fig. 7 . SNRe against window length for EPZS A, CCM A, and ASE, with 20 dB data at 4% strain. ASE performs less well with short windows, but the algorithms without stretching peak at roughly 10λ, and performance decreases after that point, whereas ASE continues to perform better with longer windows. The fall off in performance at window lengths > 10λ is caused by the large displacement difference > 0.4λ between the ends of the windows, which effectively leads to phase-wrapping errors, as discussed in Section V. of in vitro and in vivo subjects. The brightness scale has black corresponding to zero strain and white corresponding to twice the image mean strain, which is stated in each caption. A small set of algorithms is more informative than a presentation covering all 11 algorithms that were tested on the simulations. A single ASE image is presented to remind the reader that ASE exists as an option for producing high quality strain images at extremely high computational cost, but Figs. 16-19 focus on images from three algorithms in the EPZS family.
The first algorithm is plain EPZS, showing what AM entails in an algorithm where it is neither corrected nor suppressed. Second, EPZS L2 represents the behavior of amplitude compression without any ambiguity regarding the choice of c-nonlimiting log compression achieves a compromise between EPZS and EPZS L2, so the reader may choose to imagine intermediate images between those that Fig. 9 . SNRe results for EPZS L1, EPZS LA, CCM L1, and CCM LA with 20 dB data at 0.01% strain as a function of c, the compression factor. At low strains, the main effect of log compression is increased displacement estimation noise. The effect is more pronounced with the CCM family. The addition of AMC had no effect on this test.
are included in the figures. Similarly, EPZS A is chosen as the third algorithm to demonstrate AMC. The compromise of applying AMC together with nonlimiting log compression is also a possibility (i.e., EPZS LA)-again, the reader may imagine intermediate images between EPZS L2 and EPZS A. The goal with these images is to illustrate that AM occurs in real data, and that different types of correction and suppression produce images with different qualities, which may be appreciated.
The relative behavior of the algorithms depends on strain and window length, with the most striking differences when long windows are employed. Comparative images at T = 4λ illustrate the behavior with short windows. Most of the images, where not otherwise mentioned, were produced using T = 30λ, however, because this better highlights the differences in behavior. In these images, strain was estimated by differencing windows at a spac- Fig. 10 . SNRe results for EPZS L1, EPZS LA, CCM L1, and CCM LA with 20 dB data at 0.5% strain as a function of c, the compression factor. At this strain, log compression significantly improves the performance of EPZS. CCM is also improved by slight log compression. Better performance is produced by adding AMC, although as c → ∞, EPZS LA and CCM LA converge with EPZS L1 and CCM L1, and perform worse than EPZS A and CCM A (see Figs. 5 and 6). Fig. 11 . SNRe results for EPZS L1, EPZS LA, CCM L1, and CCM LA with 20 dB data at 4% strain as a function of c, the compression factor. At this strain all of the algorithms can be improved by applying an appropriate level of log compression. The greatest improvement is exhibited by EPZS L1, while the AMC algorithms are still degraded by high compression factors, resulting in performance convergence as in Fig. 10. ing of 2.7λ, as in the quantitative tests. There was still no post-filtering, but the images were produced by linear interpolation and strain was estimated at intervals of 1.35λ along each A-line for a smoother display. Furthermore, when AMC is applied to inhomogeneous data, the spacing of estimation locations is found to be uneven, which introduces textural variation that can be confusing. In the EPZS A images the textural variation has been avoided by using AMC to move the window location to the desired regular position, rather than estimating the irregular locations of regularly spaced windows. This is performed at minimal computational cost by accumulating the location Fig. 12 . SNRe-strain characteristics for the EPZS family of algorithms with 20 dB data. EPZS A has the best performance across a wide range of strains, although the SNRe is lower at high strains, and at 4% the best performance is from EPZS LA. Fig. 13 . SNRe-strain characteristics for the CCM family of algorithms with 20 dB data. At all strains, CCM A significantly outperforms the other algorithms. In the absence of AMC, log compression boosts CCM performance at strains above 1.5%, where the best log compression algorithm is CCM LA.
error as samples are added to the window, adding each next sample to whichever end opposes the latest error.
V. Discussion
The striking implication of the quantitative results is that AM handling is an important consideration for algorithm design to minimize estimation error in general, even when the scatterer fields are substantially homogeneous. Location rather than displacement estimation noise was the limiting factor in the performance of uncorrected algorithms in Figs. 5 and 6. This can be inferred because displacement estimation noise depends on the SNR, but as the window length became large, the performance of EPZS and CCM was the same at 20 dB and 71 dB. Performance Fig. 14. SNRe-strain characteristics for EPZS A, CCM A, and ASE with 20 dB data. These are the best algorithms from each of the three families. EPZS A performs best at low and moderate strains, but ASE is the best performer when long windows are applied to data recorded at a high strain. The window lengths are (a) 13.5λ and (b) 6.0λ. Fig. 15 . SNRe against window length for numerous algorithms applied to a strain of 1.2% in an agar phantom. These measurements indicate that the trends observed in the simulations are reproduced when real scan data are analyzed. Note that although the results for uncorrected CCM appear to be missing, this is because they overlap almost precisely with uncorrected EPZS. Images at the maximum window length (27.1λ) are shown on the right. of the corrected phase zero algorithm, EPZS A, was far higher, and it depended on SNR regardless of the window length. It is evident that EPZS A incorporated a slightly more accurate form of AMC than the heuristic weighting approximation that was applied in CCM A. However, CCM A also performed substantially better than the uncorrected algorithm, and still outperformed ASE for short and medium window lengths. This indicates that there is considerable scope for heuristic corrections, even though some algorithms may not lend themselves neatly to the analytical method for deriving AMC weightings. On the other hand, if it is not even possible to devise a suitable heuristic, our results show that adaptive stretching produces performance that is almost as good at low strains, and that exceeds the performance of AMC when applied to long windows at high strains-AM theory can largely be ignored when implementing an algorithm such as ASE.
We acknowledge that adaptive stretching as in ASE is not the only form of signal warping that can be applied in strain imaging systems. One alternative is global temporal stretching, in which the image mean strain is first estimated, and the entire post-deformation signal is stretched uniformly to compensate. A displacement search is then carried out as normal, usually based on the correlation coefficient. By decoupling the fine scale estimation from the signal warping, this may sometimes outperform adaptive stretching. However, global temporal stretching is obviously subject to AM in every region that deviates from the mean strain, as in any scan of inhomogeneous tissue. Therefore, the combination of AMC or log compression with a coarsely varying stretch would be an interesting extension for fast, high quality estimation of high strain deformation data.
The quantitative results with log compression are useful primarily because they support our AM theory. The graphical results demonstrate exactly the behavior that we expect from algorithms in which increasing the compression factor brings an increase in displacement error, but reduces location error. The optimal compression factor depends on the relative size of the two types of error.
All of the log compression results including the SNR estrain characteristics indicate that AMC is a better method for handling AM, at least where there are few outlier errors. For AMC with perfect location estimation this is expected, since AMC already eliminates the location error without increasing the displacement error. By contrast, assuming that noise has an additive component, log compression reduces location error at the expense of increased displacement error. The exception to this arises at high strains, or when extremely long windows are used. It was shown in Fig. 7 that EPZS A and CCM A eventually have performance reductions when the windows are long. This is the result of phase-wrapping, and it affects any estimator that does not stretch the signal. Samples at the end of the window contribute noise if they are misaligned by more than λ/2. In algorithms that estimate displacement at the center, such as log compression, phase-wrapping happens only when the total displacement over the length of the window exceeds λ. However, it sometimes happens earlier in algorithms that estimate away from the window center, such as EPZS, EPZS A, CCM, and CCM A (cf. Fig. 4) .
The quantitative results show that AM can be handled quite effectively in EPZS simply by applying log compression, but this does not apply in the case of CCM, as previously noted in [32] . The advantage of applying log compression to EPZS is that compression of the envelope retains the phase, so less information is discarded. This means that AMC may in fact be of greater significance when using CCM, even though the absolute performance of CCM A is lower than that of EPZS A, because users of correlation coefficient techniques operating on real RF data have not previously had a fast method for achieving high quality strain estimation.
In general, it may be surprising to some readers that AMC represents a real-time technique that in most circumstances produces somewhat more accurate displacement estimates than ASE. On the other hand, the limitation exposed in the SNR e -strain characteristics of Figs. 12-14 is that, in the absence of any stretching, the chosen window length must be sufficiently small to avoid the large within-window displacement differences that cause phasewrapping. While this clearly constrains parameter selection for high strain work, results such as the phantom data in Fig. 15 show that for low and moderate strains the window length is effectively unconstrained. This is all the more encouraging considering that many applications (e.g., typical freehand strain imaging of soft tissues at a reasonable frame rate) operate with inter-frame strains below 1%. The reason for the high performance of AMC is that accurate weighting approximations lead to highly accurate location estimates, whereas ASE is independent of AM only if the signal is stretched by a factor corresponding precisely to the true strain. ASE is therefore less accurate when the strain is too low or the windows are too short, in which cases significant errors in the stretch factors mean the algorithm fails to eliminate AM.
Finally, the images in Figs. 16-19 show clearly that AM theory applies to real scan data, and AMC is therefore a valuable technique. The upper set of images in Fig. 16 shows that AM is relatively unimportant when using short windows-indeed, the only perceptible difference between the images is that EPZS L2 is marginally noisier. The difficulty with interpreting the other images for scientific purposes is that, unlike in simulations, there is no ground truth. However, certain general observations can be made. First, it is clear that long windows cannot be used in algorithms that do not handle AM. All of the objects in EPZS and CCM images end up badly misregistered. Additionally, EPZS and CCM are generally noisier, even in homogeneous regions, than algorithms employing either log compression or AMC. Regarding the means of noise reduction in EPZS L2 and EPZS A, the main difference is that whereas EPZS A is sensitive to amplitude differences, and preferentially uses data from brighter regions, increasing the window length with EPZS L2 has a more uniform smoothing effect. This means that EPZS A generally achieves lower estimation error. Where different echogenicities correspond to different stiffnesses, EPZS A also substantially avoids blurring the boundaries that are lost in EPZS L2, as with the lower regions in Figs. 16 and 17 . On the other hand, the advantage of more general blurring is that EPZS L2 is less susceptible to outlier errors when bright regions decorrelate. There are some such examples in Fig. 19 . This can be regarded as a less important observation, however, because outlier errors are not difficult to detect and remove by nonlinear post-processing that was not applied in these images [43] .
VI. Conclusions
We introduced AM and developed theory to describe it. This includes a general principle for correction: AMC. The correction has been applied to phase zero and correlation coefficient algorithms. Alternative AM suppression methods (amplitude log compression and adaptive stretching) have also been discussed. Simulation results from homogeneous scattering fields showed that AMC substantially improves the accuracy of displacement estimation for strain imaging.
We conclude by briefly discussing the significance of AMC for strain imaging in general. One of the most important points to note is that AMC entails a single calculation after each displacement is estimated, so it is suitable for real-time processing. There are choices to be made regarding exactly how the refined location estimates are applied, but the addition of location estimation to the processing cost of any strain imaging system can be neglected in the vast majority of (if not all) algorithms.
AMC may be regarded as one step (among many) toward optimal displacement estimation by window matching techniques. In some circumstances AMC in isolation substantially boosts displacement estimation performance. It should not be overlooked that AMC, log compression, and warping schemes such as global temporal stretching can potentially be combined where this further reduces displacement estimation error.
It should be noted that both the theory and the experiments in this paper refer exclusively to one-dimensional displacement estimation with one-dimensional (single Aline) windows. Multi-dimensional theory was omitted for concision. If required, the principle in Section II-B can be extended quite trivially to two-or three-dimensional windows for two-or three-dimensional displacement estimation.
Appendix A Derivation of a Proportional Relationship
Between SNR e and Window Length
In this appendix we consider strain estimation performance when AM is negligible (or AM correction is perfect). If the location errors are zero, then (5) reduces to
Following the definition ofD in (2a), it follows that
The reciprocal of σ
is the displacement estimation precision, which is proportional to the information content of the window. Assuming the absence of severe data misalignment (i.e., phase-wrapping), it is reasonable to assume that the information content is directly proportional to the window length, with some constant of proportionality, K i :
We also assume that the correlation between successive errors is equal to the displacement estimation variance multiplied by the fraction of data that is common to both windows:
Combining (35a) through (35d) yields a relationship of direct proportion between SNR e and T :
A straight line on a graph of SNR e against window length therefore indicates that phase-wrapping is not occurring, and that location errors are negligible. (However, note that (36) does not also imply that SNR e is proportional to strain, because a change in s affects the level of decorrelation, thereby altering the value of K i .)
Appendix B Derivation of AMC for an Alternative Variant of the Correlation Coefficient Maximizer
The real part of the complex correlation coefficient, R a1a2 , is expressed as follows:
All symbols that were defined in Section II have the same meanings in this appendix. R a1a2 can be used as an alternative correlation coefficient, so displacement estimates are identified by finding its peaks:
We will consider this expression analytically, following the method described in Section II-B, using the signal model that neglects noise and decorrelation. At every estimate, dn, the derivative of R a1a2 with respect tod, must be zero. A considerably simpler approximation can be made by retaining terms that include the derivative of the underlying periodic signal, but neglecting the derivative of its envelope:
The numerator in this expression must itself be equal to zero. Note that the derivative effectively multiplies each term in the summation by j times the local frequency. If we neglect local frequency changes (following an argument put previously in Section II-C), the expression can be simplified further:
This is the same as (16) in Section II-C, from which the rest of the argument follows identically, leading to weightings based on the product of pre-and post-deformation envelopes. This amounts to a second example of the analytical method for deriving weighting approximations for AMC. On the other hand, the fact that we test a heuristic weighting approximation for the traditional correlation coefficient does not necessarily imply that performance would be superior using the real part of the complex correlation coefficient.
Appendix C Comparison of ASE Implementations
Previous adaptive strain estimators (ASEs) have used correlation coefficient [34] or SAD [36] as the measure of signal similarity. We test both of these options. Typically, a window of pre-deformation data is matched with a postdeformation window that is shifted and stretched, constituting searches over both displacement and stretch [34] , [35] . Previous papers have presented only minimal details regarding the two-dimensional search, although fine details of the algorithm can have a substantial impact on the overall estimation accuracy.
A. Search Methods
Exhaustive search methods, while generally robust, are prone occasionally to extremely large outlier errors. This is particularly problematic when window displacement is being exhaustively searched, which is enabled in correlation coefficient methods by applying the Fast Fourier Transform for efficient calculation [34] . The larger the exhaustive search region, the greater the risk that a distant outlier has a high correlation, by chance, resulting in severe peakhopping errors. These are present, for example, in several figures presented for a qualitative assessment in [34] . It is important to eliminate these errors in our quantitative tests, however, because peak-hopping severely reduces SNR e , so that the general algorithm performance is poorly represented. We therefore combine general robustness with elimination of peak-hopping errors, in a multi-stage semiexhaustive search.
Stage 1 searches only over stretch. The mechanics are illustrated in Fig. 20 , where d os,n denotes the offset displacement at the beginning of window n, andš n denotes a trial stretch factor. Thenŝ n−1 denotes the final stretch of the preceding window, from which a fixed point is used as a pivot, about which both the offset displacement of window n and the relative displacements of its contents are stretched until an optimum has been found (maximum correlation coefficient or minimum SAD). Preliminary tests on uniform strain data indicated that a pivot at the start of the preceding window (as illustrated) yields best results. The search is conducted by interval reduction, starting with upper and lower trial stretches of ±10%, and evaluating the objective function (correlation coefficient or SAD) for both cases. The poorer trial stretch is replaced by a new value from within the search interval, so the interval width shrinks by 10% at every iteration. Stage 1 terminates when the interval is smaller than 0.01%.
Although Stage 1 is not a fast searching method, it avoids the higher-order computational complexity of alternative two-parameter search methods, by limiting the search space to a single parameter. We later present data where Stage 1 is applied in isolation, but its disadvantage is that estimates from consecutive windows are highly dependent. The stretch factors therefore have considerably lower resolution than in methods where windows are treated in- dependently [34] . Differencing of window center displacements following Stage 1 nonetheless offers more comparable resolution, but for a meaningful comparison with other algorithms it is preferable to use Stage 1 only for global robustness, in combination with a subsequent stage that offers greater independence in the fine scale estimates of consecutive windows.
Stage 2 refines the output of Stage 1 with a local search over displacement and stretch. Stage 2a does not change the stretch factor, but it applies an uphill search to locate integer sample offset displacements to either side of the optimum, starting from the offset displacement of the previous stage. Then binary interval reduction is applied to find the subsample optimal offset displacement. Stage 2b then searches over the stretch factor, taking the center of the current window as the pivot. This stretching search is similar to the interval reduction method of Stage 1, but it begins with an interval ±2% to either side of the previous estimate. The mechanics of Stage 2 are illustrated in Fig. 21 . Stages 2a and 2b loop iteratively until a convergence criterion is satisfied. Fig. 22 . Performance of ASE variants applied to simulation data (a) against window length at 0.5% strain, and (b) at 4% strain; (c) SNRestrain characteristics for T = 13.5λ.
It will be noted that every calculation in the search requires many instances of signal interpolation. This is performed by the high accuracy method expressed in (32) for a fair comparison with the other algorithms. Additionally, results can be distorted if the search guidance in Stage 1 fails, which can happen if there are small regions of high decorrelation. However, we avoid error propagation by initializing Stage 1 with the offset displacement from a neighboring vector if the neighbor had a better objective function at the preceding window, following the principle of [37] .
B. Strain Calculation
Two different approaches are possible for the strain calculation. First, displacements of the window centers can be used for gradient-based strain estimation, as with the other algorithms. This represents a fair comparison with ASE, because all of the algorithms are tested at the same strain processing resolution, dictated by the window spacing.
Strain estimation by differencing closely spaced window displacements is used in our tests, because it enables meaningful performance comparisons, in which the strain estimates are sensitive to displacement estimation noise. Differencing, as in (1), scales displacement estimation error by the reciprocal of the window spacing. The use of longer windows reduces the maximum achievable resolution, so in practice it would be more sensible to difference long windows over a greater separation (or to apply more sophisticated gradient estimation filters such as least squares [22] or wavelet analysis [44] ). This reduces strain estimation noise, and it incurs no additional reduction in the overall resolution, provided that the length of the strain estimation filter does not exceed a critical fraction of the window length [45] . However, in our tests we deliberately use a fixed strain processing resolution to obtain results that unambiguously relate to the accuracy of the estimated displacement field.
When ASE is used, the alternative approach to strain estimation is the adoption as strain estimates of the stretch factors that were applied to the post-deformation windows. This latter option is elegant [34] , but its strain processing resolution is dictated by the window length, so it does not represent a fair benchmark. The performance appears disappointing when short windows are used (because the strain processing resolution is effectively lower than in the gradient-based techniques) and encouraging when long windows are used (because both the displacement and the strain processing resolutions have been changed, whereas only displacement processing resolution changes in the other algorithms). However, it is unlikely that either of these cases indicates any substantive performance difference as against gradient methods when suitably optimized practical systems are considered.
C. Evaluation
The experiments of Figs. 5, 7, and 14(a) are repeated in Fig. 22 with a set of four ASE variants. For brevity, we denote correlation coefficient searches with the suffix C, and SAD searches with suffix S. Suffix 1 indicates that only Stage 1 is applied, whereas suffix 2 indicates the full twostage search. The complete list of combinations is ASE C1, ASE S1, ASE C2 (providing benchmark data in the main text), and ASE S2.
The results show that correlation coefficient outperforms SAD, although it is less easy to differentiate the relative merit of Stage 1 in isolation versus the two-stage search. We choose the two-stage search of ASE C2 as our benchmark, because ASE C1 has a relatively coarse correction, as illustrated in Fig. 23 , so we anticipate that it offers poorer SNR e compared to estimators with AMC or amplitude compression when resolving changes in strain at a medium or small scale.
However, it is still interesting that Stage 1 in isolation offers competitive performance, since it indicates an appropriate approach to implementing ASE for practical scanning purposes. Although Stage 1 is far from being a realtime algorithm, the reduction to a single search dimension means that ASE C1 requires orders of magnitude fewer computations than ASE C2. Fig. 23 . Illustration of correction resolution in variants of ASE. The strain images here show stretch factors rather than the gradient of displacement estimates. Simulation data at 20 dB were generated with 1% compression in the background and zero strain in inclusion bands of width 0.625 mm. (a) shows the ideal strain image, (b) shows the stretch factors of ASE C1 windows using T = 15λ, and (c) shows the stretch factors of ASE C2 windows of the same length. The stretch factors of ASE C1 windows are interdependent, which lowers the resolution, so although the correction may be good in homogeneous regions, AM noise will be handled less well at inhomogeneities. By contrast, the stretch factors of ASE C2 windows are slightly less accurate in homogeneous regions, but they respond better to inhomogeneities, since they depend only on within-window data.
