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Introduction
Purchasing power parity (PPP) is one of the oldest and most fundamental concepts in economics. Under PPP, aggregate price levels should be the same across countries once expressed in a common currency. A key building block of PPP is the so called Law of one price (LOOP), which states that, at the individual goods level, the prices of homogeneous goods should be the same in spatially separated markets once expressed in a common currency.
An assumption underlying the LOOP is that there is frictionless international goods arbitrage. In practice, it is often observed that prices of similar goods fail to equalize between countries. This evidence contradicts the idea of arbitrage postulated in the LOOP and it is a sign that markets are not completely integrated. One reason why prices of homogeneous commodities may not be the same across di¤erent countries is the existence of transaction costs arising from transport costs, tari¤s and nontari¤ barriers. A number of theoretical studies suggest the importance of transaction costs in modelling deviations from the LOOP (e.g. Dumas, 1992; Sercu et al., 1995; O'Connell, 1998) . These studies argue that, due to frictions in international trade, deviations from the LOOP may be characterized by nonlinear adjustment. In particular, the persistence of deviations from the LOOP will depend on whether the sectoral exchange rate has crossed a threshold that may re ‡ect transactions costs. Simply put, if the cost of arbitraging is x percent, then there will be no incentive to arbitrage until the deviation from the LOOP has exceeded x percent. In this framework, we can potentially identify two regimes: within the threshold band deviations from the LOOP are indeterminate or borderline nonstationary and outside the band they are mean reverting towards the band because of the e¤ects of arbitrage. The …r s t regime occurs when deviations from the LOOP are smaller than transaction costs and consequently are not worth arbitraging. In this case the real exchange rate will not exhibit any tendency to move back to equilibrium and the LOOP does not hold. In the second regime, deviations from the LOOP are higher than the transaction costs, arbitrage is pro…table and the process becomes mean reverting.
Based on these theoretical contributions, a number of empirical studies investigate the nonlinear nature of deviations from the LOOP (Obstfeld and Taylor, 1997; Sarno, Taylor and Chowdhury, 2004 ) in terms of a threshold autoregressive (TAR) model (Tong, 1990 ). The TAR model allows for the presence of a 'b a n d of inaction' within which no trade takes place. Hence, inside the band deviations from the LOOP exhibit unit root behavior. Outside the band the process can become mean reverting.
These empirical studies provide evidence of the presence of nonlinearities in deviations from the LOOP. However, they are sometimes criticized on three counts. The …r s t is that they are based on relatively few commodities or currencies. The second is related to the temporal aggregation problem that arises when using annual or quarterly data, such that the degree of upward bias in the estimated persistence of the real exchange rate rises with the degree of temporal aggregation in the data (see e.g. Taylor, 2001 ). 1 The third is associated with calculation of the speed of mean reversion, which is usually considered to be given by the autoregressive process outside the band and ignores the adjustment process of the model as a whole.
In order to overcome the …r s t two limitations, in our paper we use a highly disaggregated monthly database previously analyzed by Imbs et al. (2003 Imbs et al. ( , 2005 . The main di¤erence between the work of Imbs et al. (2003) and our paper is that the former focuses on the determinants of international trade segmentation. In contrast, our goal is to examine the general validity of the LOOP. In order to do this, we show that the low power of standard unit root tests motivates the study of deviations from the LOOP in a nonlinear fashion. In particular, we test the validity of modelling deviations from the LOOP allowing for nonlinearities and estimate a TAR model for each sectoral real exchange rate.
More precisely, in our baseline speci…cation we investigate the presence of threshold-type nonlinearities in deviations from the LOOP using real dollar sectoral exchange rates vis-à-vis nine major European currencies for sixteen sectors over the period [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] . A total of one hundred and 43 sectoral real 1 In a related study, Paya and Peel (2006) generate arti…cial data at high frequency from an ESTAR model and study the e¤ects of temporal aggregation on estimates of the ESTAR model and on nonlinearity tests. According to their …n d i n g s , nonlinearities are generally preserved in the temporally aggregated data. In contrast to Taylor (2001) , their results show that the half-lives decline the more aggregated the data. The di¤erent conclusions in these studies could be due to the consideration of di¤erent data generating processes. Whereas Taylor (2001) estimates linear models on the temporally aggregated data and shows that the half-lives can be downward biased, Paya and Peel (2006) assume that the true data generating process follows an ESTAR model. exchange rates are analyzed 2 . Nonlinearities are modelled using a self-exciting threshold autoregressive (SETAR) model.
Our results suggest that the SETAR model characterizes well deviations from the LOOP for a broad range of currencies and disaggregated goods sectors. We also …n d reasonable estimates of transaction costs and convergence speeds which are in line with the theoretical literature on transaction costs in international goods arbitrage. Overall, there is wide variation in the results across countries and across sectors. This is partly due to the di¤erent nature of the sectors analyzed. In addition, there is also a country e¤ect: some countries exhibit relatively low thresholds for a given sector.
There is a certain consensus in the literature that aggregate real exchange rates may converge to a long-run equilibrium but that the speed at which this occurs seems to be very slow Taylor, 1996, 1997; Taylor, 1995 Taylor, , 2003 Rogo¤, 1996) . 3 A standard measure of the speed of mean reversion is the half-life, which is the time taken for half of the e¤ects of a real exchange rate shock to die out. Rogo¤ (1996) points out that the 'c o n s e n s u s estimates' of the half-lives of shocks to the real exchange rate are typically in the range of three to …ve years. Since the short-run volatility in real exchange rates suggest that real exchange rate shocks typically arise mainly due to monetary or …n a n c i a l shocks, these shocks can have real e¤ects on the macroeconomy and on macroeconomic variables such as the real exchange only because of the presence of nominal rigidities. However, half-lives from three to …ve years seem much too large to be explained by nominal rigidities. Hence, Rogo¤ (1996) terms this result the 'P u r c h a s i n g Power Parity Puzzle'. 4 The method of calculation of the half-life of adjustment turns out to be of the utmost importance to examine the PPP puzzle. Interestingly, previous 2 Due to missing data we do not have one hundred and 44 exchange rate time series. 3 This literature has tended to concentrate on necessary conditions for long-run absolute purchasing power parity to hold. An exception is the recent paper by Coakley, Flood, Fuertes and Taylor (2005) , who test for long-run relative PPP. 4 Since Rogo¤'s (1996) paper, there has been a great deal of research e¤ort directed towards the study of highly persistent series in the context of linear models. One strand of the literature has focused on the development of new econometric techniques to construct half-lives for near unit root processes. Rossi (2005) , for example, summarizes the "state of the art" in the topic and proposes a new methodology to calculate the half-life and con…dence interval of a general highly persistent autoregressive process. Rossi shows that the lower bounds of the con…dence interval for the real exchange rate are 4 to 8 quarters (there is no PPP puzzle) but that the upper bounds are in…nite (inconsistent with PPP). studies of deviations from the LOOP using a SETAR model calculate the halflife based on the speed of convergence in the outer regime of the model. In other words, they compute the convergence relative to the threshold band as if it were a linear model. While some studies emphasized that it was not clear whether the method of computation of half-lives for linear models was applicable to nonlinear models (e.g. Lo and Zivot, 2001 ), it became a convention to use this measure. In order to shed some light on the mean-reverting properties of the sectoral real exchange rates we consider the regime switching that takes place within and outside the band in the SETAR model. In particular, we compute the half-lives using the procedure for estimating generalized impulse response functions described in Koop, Pesaran and Potter (1996) , thus distinguishing the present paper from most of the previous empirical literature on this topic. 5 Our results show that the speed of mean reversion depends on the size of the shocks. Larger shocks mean-revert much faster than smaller ones. In a minority of cases, our nonlinear model yields half-lives consistent with the 'c o n s e n s u s ' e s t i m a t e s of three to …ve years for small shocks. For larger shocks, however, all half-lives much smaller than three years are reported.
Overall, our results con…rm the importance of deviating from a linear speci…cation when modelling deviations from the LOOP (Taylor, Peel and Sarno, 2001; Sarno, Taylor and Chowdhury, 2004), shed some light to the problem of temporal aggregation analyzed in Taylor (2001) and also highlight the importance of calculating half-lives taking into account the SETAR model as a whole rather than just the outer regimes.
The remainder of the paper is organized as follows. Section 2 presents the motivation for modelling the exchange rate in a nonlinear fashion. Section 3 outlines the Self-Exciting Threshold Autoregressive (SETAR) model to be estimated and the econometric techniques we employ. Section 4 presents results of tests for nonlinearity. Section 5 describes the data to be used. Preliminary unit root tests results are discussed in Section 6 and Section 7 contains our estimation results and diagnostic tests. Finally, we make some concluding comments in Section 8.
Nonlinear Exchange Rate Dynamics: Empirical Evidence and Theoretical Framework
The LOOP states that once prices are converted to a common currency, homogenous goods should sell for the same price in di¤erent countries. Using the US as the reference country, let us de…ne deviations from the LOOP for country i in sector j at time t as
where s i t is the logarithm of the nominal exchange rate between country i's currency and the US dollar (de…ned as the number of dollars per unit of foreign currency) 6 , p i jt is the logarithm of the price of good j in country i at time t and p US jt is the logarithm of the price of good j in the US at time t. The idea behind the LOOP is that if prices of identical goods di¤er in two countries there is a pro…table arbitrage opportunity: the good can be bought in the country in which it costs less and sold at a higher price in the other country.
The failure of the LOOP has been documented in early studies (Isard, 1977; Richardson, 1978 and Giovannini, 1988) . Within this strand of the literature, the evidence also suggests that deviations from the LOOP are signi…cant, very volatile and highly correlated with exchange rate movements.
The reasons why prices of similar goods may vary across locations has been widely analyzed in the international trade literature. One approach, which is the one we adopt in the present study, follows Heckscher's (1916) idea that prices of homogeneous commodities may not be the same across di¤erent countries due to the existence of transaction costs in international arbitrage. If two homogeneous goods (once expressed in a common currency) are sold at di¤erent prices in two locations, the LOOP does not hold, and it will not be worth arbitraging and consequently lead to a price equalization unless the anticipated bene…t exceeds the transport costs between the two locations. 6 As a consequence, an increase in the nominal exchange rate indicates an appreciation of country i's currency (depreciation of the dollar). Hence, a rise in q i jt indicates a real appreciation for country i (real depreciation for the US).
These frictions to trade can imply the presence of nonlinearities in international goods arbitrage. This idea began to be formalized in the theoretical literature in the 1980s and early 1990s (Williams and Wright, 1991; Dumas, 1992; Sercu et al., 1995) . In these studies the lack of arbitrage arises from transaction costs such as transport costs. In most cases transport costs are modeled as a waste of resources-if a unit of good is shipped from one location to another, a fraction melts on its way, so that only a proportion of it arrives. These transaction costs create a 'b a n d of inaction' for the real exchange rate within which the marginal cost of arbitrage exceeds the marginal bene…t. Hence, within this band there is a no-trade zone and prices in two locations are disconnected.
It is clear that transport costs are not the only trade friction. In fact, the role of tari¤s and nontari¤ barriers as a potential driver of price di¤erentials between countries has also been explored. Tari¤s clearly create a wedge between domestic and foreign prices. Although they have been falling in the last decades, they are still important for some commodities. Nontari¤ barriers may be another source of friction in international goods arbitrage but the empirical evidence o¤ers mixed …n d i n g s on its relevance to explain deviations from the LOOP. Knetter (1994) , for example, argues that nontari¤ barriers are important empirically to explain deviations from PPP. In contrast, Obstfeld and Taylor (1997) do not …n d nontari¤ barriers to be a signi…cant explanator of deviations from the LOOP.
Another factor that may lead to a failure of goods market arbitrage is the presence of nontraded components in goods that appear to be highly tradable. This becomes more relevant when consumer price indices are considered. Labour costs and taxes, for example, are likely to di¤er across di¤erent locations and they may a¤ect …n a l local goods prices.
Overall, all of these frictions can create a wedge between prices of di¤erent countries and the estimated transaction costs band may be wider than the one implied by transport costs 7 . This point was considered in Dumas (1992) . He studies a two-country general equilibrium model in the framework of a ho- 7 As a reference point, an estimate of international transportation costs can be obtained by comparing the 'f r e e on board'(FOB) value of world exports, which exclude shipping costs and insurance, with the 'c o s t , insurance and freight' (CIF) value of world imports, which include shipping and insurance costs. Estimates by the International Monetary Fund, for example, suggest that the di¤erence is around 10 per cent. mogenous investment-consumption good. Dumas …n d s that in the presence of sunk costs of arbitrage and random productivity shocks trade takes place only when there are su¢ ciently large arbitrage opportunities. When this happens the real exchange rate displays mean-reverting properties.
O'Conell and Wei (2002) extend the analysis using a broader interpretation of market frictions operating at the level of technology and preferences. Their model also allows for …x e d and proportional market frictions. When both types of costs of trade are present they …n d that two 'b a n d s ' f o r deviations from the LOOP are generated. The idea is that arbitrage will be strong when it is pro…table enough to outweigh the initial …x e d cost. In the presence of proportional arbitrage costs, the quantity of adjustments are very small, su¢ cient to prevent price deviations from growing but insu¢ cient to return the LOOP deviations to equilibrium.
Based on these theoretical studies, it is possible to estimate a model in which the real exchange rate has no tendency to adjust unless it has crossed a threshold equal to the transaction costs. This implies that within the threshold band changes in the real exchange rate are random and outside the band the process can become mean reverting when arbitrage takes place. This kind of model is the TAR (Tong, 1990) Obstfeld and Taylor (1997) use aggregated and disaggregated data on clothing, food and fuel for 32 city and country locations employing monthly data from 1980 to 1995. They estimate the half-lives of deviations from the LOOP as well as the thresholds. Their location average estimated thresholds are between 7% and 10%. They also …n d a considerable variation in their estimates across sectors and countries. Taylor (2001) investigates the impact of temporal aggregation in the data when testing for the LOOP. Using a Monte Carlo experiment with an arti…c i a l nonlinear data generating process he …n d s that the upward bias in the estimated half-lives rises with the degree of temporal aggregation. He also shows that the estimated half-lives have a considerable bias when the model is assumed to be linear when in fact there is a nonlinear adjustment.
The main purpose of Imbs et al. (2003) is to study the determinants of barriers to arbitrage. They do so by estimating TAR models for 171 sectoral real exchange rates. Although they do not directly report the results of their TAR estimation (because that is not the main point of their paper), they claim strong evidence of mean reversion.
Sarno, Taylor and Chowdhury (2004) use annual data on prices (interpolated into quarterly) for nine sectors and quarterly data on …ve exchange rates vis-à-vis the US dollar (UK pound, French franc, German mark, Italian lira and Japanese yen) from 1974 to 1993. Using a SETAR model, they …n d strong evidence of nonlinear mean reversion with half-lives and threshold estimates varying considerably both across countries and across sectors.
In summary, all of these studies …n d supportive evidence of the LOOP when allowing for nonlinear exchange rate adjustment. Mean reversion takes place when LOOP deviations are large enough to allow for pro…table arbitrage opportunities.
All the previous studies use a TAR model to analyze the validity of the LOOP. As noted by Taylor, Peel and Sarno (2001) and Taylor and Taylor (2004) , this model is very appealing in the context of individual goods but it is clear that for the aggregate real exchange rate it may be inappropriate. Transaction costs are likely to di¤er across sectors and consequently the speed of arbitrage may di¤er across goods. One could think that the aggregate real exchange rate is made up of goods prices with di¤erent implied thresholds. Some of these thresholds may be small and others will be larger. This means that as the real exchange rate moves away from equilibrium, more thresholds are crossed and thus the arbitrage forces become more powerful. Hence, one could expect that adjustment of the aggregate real exchange rate would be smooth rather than discrete and that the speed of adjustment would increase with the size of the deviation from equilibrium. 8 The approach from the present paper di¤ers from previous studies for at least three reasons. First, in contrast to studies that use data at the quarterly frequency, we intend to overcome the temporal aggregation bias described in Taylor (2001) using a highly disaggregated monthly database. Second, we estimate a SETAR model without imposing the lag length. In particular, we choose the optimal lag on the basis of an information criterion. Finally, we compute the half-lives of deviations from the LOOP using generalized impulse response functions.
Econometric Method: Model and Estimation
The theoretical models described in the previous section motivate the study of deviations from the LOOP using a nonlinear model. As explained before, the presence of transaction costs may generate a 'b a n d of inaction'(or thresholds) within which the costs of arbitrage exceed its bene…ts. Hence, inside the band, there is a no-trade zone where deviations from the LOOP are persistent. Once above or below this band, arbitrage takes place and deviations from the LOOP could become mean reverting. 9 Empirically, this pattern is described by a threshold autoregressive (TAR) model, which was originally popularized by Balke and Fomby (1997) in the context of testing for PPP and the LOOP.
Denote the real exchange rate (deviations from the LOOP) for a sector j in country i at time t as q i jt . A simple three-regime TAR model (TAR) may be written as
9 The discrete switching implied by the TAR model seems appealing when considering the e¤ects of arbitrage on disaggregated goods prices. In contrast, when the aggregate real exchange rate is considered, smooth adjustment may become more appropriate (see Taylor, Peel and Sarno, 2001 ) and a Smooth Transition Autoregressive Model (STAR) can be used. It could be argued that the dynamics of the aggregate real exchange rate occurs as a result of the combination of adjustments of di¤erent disaggregated sectors with non identical transaction costs. In other words, the aggregate real exchange rate is measured using price indices consisting of sectoral goods prices each with a di¤erent threshold. The STAR model can be understood as a being composed by a series of TARs with di¤erent implied transaction costs. Thus, the more the real exchange rate moves away from equilibrium, the more thresholds are crossed and consequently the faster the real exchange rate will mean revert.
where is the di¤erence operator, is the threshold parameter, q i jt d
is the threshold variable for sector i and country j, p is the autoregressive order selected via the Akaike Criterion and d denotes the delay parameteran integer chosen from the set 2 1; d : The delay parameter captures the idea that it takes time for economic agents to react to deviations from the LOOP. The error term is assumed to be independently and identically distributed (iid) Gaussian. This type of model in which the threshold variable is assumed to be the lagged dependent variable is called Self-Exciting TAR (SETAR). Hence, the model outlined is a SETAR (p; 2; d), where 2 refers to the fact that there are two thresholds. Following Obstfeld and Taylor (1997) we assume that the thresholds are symmetric (transaction costs are equal if prices are higher in one location or in another) and that arbitrage forces operate in the same way if deviations from the LOOP occur above or below the threshold band.
In order to account for the fact that deviations from the LOOP would be persistent within the threshold band, restrictions on the parameters can be adopted. In this case, we make the simplifying assumption that = 0: This implies that within the band, q i jt d 6 , deviations from the LOOP follow a unit root process. Given that arbitrage is not pro…table, in the inner regime q i jt shows no tendency to move back towards equilibrium.
In contrast, in the outer regime, q i jt d > , deviations from the LOOP switch to a di¤erent autoregressive process that is stationary and hence has a tendency to revert to equilibrium if P P p=1 p < 1. Note that this speci…cation assumes that reversion is towards the edge of the band.
We can rewrite the model in (2)- (5) together with the restriction = 0 using the indicator functions 1 q
, each of which takes value equal to one if the inequality is satis…ed and zero otherwise
For purposes of exposition, re-write equation (6) as
where B i jt ( ; d) 0 is a (1 3) row vector that describes the behavior of q i jt in the outer and inner regimes and is a (3 1) vector containing the autoregressive parameters to be estimated. In particular,
where, The parameters of interest are , and d. Equation (8) is a regression equation nonlinear in parameters and can be consistently estimated under weak regularity conditions using nonlinear using least squares. For a given value of and d the least squares estimate of is
with residuals b
, and residual variance
Since the values of and d are not given, they should be estimated together with the autoregressive parameter. Hansen (1997) suggests a methodology to identify the model in (7) 
where
The least squares estimator of is
Test i ng for Nonlinearity
Before analyzing the results from the estimation of the SETAR model, it is important to test whether the nonlinear speci…cation is superior to a linear model. As noted by Hansen (1997) , testing this hypothesis is not that straightforward. A statistical problem is present because conventional test statistics to test the null hypothesis of a linear autoregressive model against the alternative of a SETAR model have nonstandard asymptotic distributions due to the presence of nuisance parameters. These parameters are not identi…ed under the null hypothesis of linearity. It can be seen that in the model in (6) the nuisance parameters are the threshold and the delay d.
In order to overcome the inference problems derived from the nonstandard asymptotic distributions of the tests, Hansen (1997) developed a bootstrap method to replicate the asymptotic distribution of the classic F -statistic. This method requires the estimation of both the linear model under the null hypothesis and the TAR model under the alternative hypothesis.
If errors are iid the null hypothesis of a linear model against the alternative can be tested using the statistic
where F T is the pointwise F -statistic when and d are known, T is the sample size, and e ances, it is possible to calculate the following F -statistic:
The bootstrap approximation to the asymptotic p-value of the test is calculated by counting the number of bootstrap samples for which F T ( ; d) exceeds the observed F T ( ; d).
Data
Data on disaggregated price levels for European countries was obtained from Eurostat 10 and for the US was obtained from Eurostat and the US Bureau of Labour Statistics. The data set contains monthly observations on two-digit consumer prices (CPI) for sixteen goods categories. The period analyzed is 1981:01 to 1998:12. Our sample period ends in 1998 due to the introduction of the euro in January 1999. The countries covered are Belgium, Denmark, Germany, France, Italy, Netherlands, Portugal, Spain, UK and the US as a reference country. The sectors analyzed are: bread and cereals (bread ), meat (meat ), dairy products (dairy), fruits (fruits), tobacco (tobac), alcoholic and non alcoholic drinks (alco), clothing (cloth), footwear (foot), fuels and energy (fuel ), furniture (furniture), domestic appliances (dom), vehicles (vehicles), communication (comm ), sound and photographic equipment (sound ), books (books ) and hotels (hotels).
The monthly series on nominal dollar exchange rates are taken from the International Financial Statistics database of the International Monetary Fund. Dollar sectoral real exchange rates q i jt in logarithmic form are calculated vis-à-vis the nine European currencies of the countries mentioned before in the way de…ned in equation (1) . Each series is demeaned in order to account for the existence of di¤erent long run equilibrium levels of the sectoral real exchange rate.
Unit Root Tes t s
The existence of a unit root in the sectoral real exchange rate is economically meaningful because it conveys that it has no tendency to adjust to its longrun equilibrium. Consequently, prices in di¤erent locations would have no tendency to equalize and the LOOP would not hold.
We tested the hypothesis that deviations from the LOOP are nonstationary by applying a battery of standard linear unit root tests. Table 1 .A presents the Dickey-Fuller test (the other tests are not reported here but available from the authors upon request): for each of the sectoral exchange rates the null hypothesis of a unit root was generally not rejected at conventional signi…cance levels.
Given the high persistence of the real exchange rate, unit root tests tend to do a poor job in most cases. Table 2 shows a simulation of the power of the Dickey Fuller test for p=0.01 and p=0.05 signi…cance levels. The power of the test represents the number of times the test rejects the unit root null hypothesis given that the process is stationary. From these results it follows that the test does not perform well for highly persistent autoregressive processes (i.e. higher than 0.90). Given that the power is generally very low, the test is weak. This highlights the importance of accounting for nonlinearities when modelling real exchange rate dynamics. A failure to do this may lead us to conclude that the exchange rate follows a nonstationary process when in fact may be nonlinearly mean reverting.
Taylor (2001) points out that the problem of low power of conventional unit root tests is exacerbated when the true process is nonlinear. Assuming the real exchange rate follows an AR(1) process, he shows that when the exchange rate displays nonlinear adjustment, the estimate of the autoregressive parameter would be biased upwards (i.e. towards 1). This will bias the 't-statistic' of the Dickey-Fuller test downwards in absolute value, making it more di¢ cult to reject the unit root null hypothesis.
In a related study, Psaradakis (2001) analyses the performance of unit root tests in the case of an autoregressive process subject to multiple level shifts.
In contrast to Taylor (2001) , the shifts are modelled as a Markov chain. The study shows that when the data generating mechanism is stationary but the transition probabilities in the Markov process are highly persistent (as is the case for …n a n c i a l data) the unit root tests are very weak.
By and large, the general problem with standard unit root tests is that they assume a symmetric adjustment process. It is clear that if the true model is nonlinear, adjustment would be asymmetric. In order to account for this we applied the Enders and Granger (1998) threshold unit root test. The procedure developed by Enders and Granger (1998) can be understood as a generalization of the Dickey-Fuller test and can be used to test the null hypothesis of a unit root against an alternative of stationarity with threshold adjustment. Its main advantage is that in a wide range of cases it is more powerful than the Dickey-Fuller test. The test performs particularly better the more asymmetric is the process. Table 1 .B shows the results of the Enders and Granger test applied to our data. This test rejects the unit root null at the 5% level in around 30% of the series in contrast to a 15% rejection when employing the linear Dickey-Fuller test. A simulation of the power of the Enders and Granger test is presented in Table 2 for di¤erent values of the autoregressive parameter and =0.1. The test performs slightly better than the Dickey-Fuller test but the power nevertheless remains low for highly persistent series.
This analysis reinforces the argument of Taylor (2001) that it seems reasonable to replace the unit root null hypothesis with a stationary null when testing the validity of the LOOP given that the deviations from the LOOP may be stationary but have a local unit root in the inner regime.
Empirical Results

Estimation and linearity tests
In this section we explore the presence of a threshold-type nonlinearity in deviations from the LOOP. The test against a SETAR model requires the input of the parameters in the linear and nonlinear model. Hence, in this section we brie ‡y describe the estimation process and the linearity test results.
We start by specifying a linear AR(p) model for each series of sectoral real exchange rates and choose the lag length according the Akaike criterion. 12 We assume that this gives us the appropriate lag order for each regime of the SETAR model. Following Hansen (1997) , the range for the grid search is selected to contain the 15th and 85th percentile of the threshold variable. This ensures that the model is well identi…ed for all thresholds and also that the results are not driven by a few outliers. 13 The SETAR model is estimated via a grid search over and d. As described above in Section 4, and d are selected through the minimization of the sum of squared residuals.
We next evaluate the adequacy of the estimated SETAR model using a battery of diagnostic tests on the estimated residuals. In particular, we start by examining the presence of serial correlation in the residuals using the LjungBox test. When serial correlation is found, we modify the model by increasing the value of the lag length (p). Then, we test for homoskedasticity of the residuals using the ARCH LM test. Neglected heteroskedasticity is potentially important in this context since it may lead to spurious rejection of the null hypothesis of linearity (see Franses and Van Dijk, 2000) . We also evaluate the normality assumption using the Jarque-Bera test. The rejection of normality may indicate that there are outliers, that the residuals are heteroskedastic or that there is some other source of misspeci…cation. A …n a l step involves examining whether the proposed model captures all the nonlinear features of the series. This can be analyzed by testing for remaining nonlinearity. In order to test for the presence of an additional regime in a SETAR model one needs to estimate the alternative multiple-regime model and evaluate it against the original SETAR model in a similar fashion as the nonlinear model is tested against a linear one. The estimation and evaluation of di¤erent multiple-regime SETAR models for 143 series can be very time consuming. Thus, we test for remaining nonlinearity using the Ramsey (1969) RESET test. This test leaves the type of nonlinearity under the alternative hypothesis unspeci…ed but it is useful for our purposes to evaluate the potential presence of misspeci…cation in our model. After running the diagnostic tests we make changes to our model 12 We prefer the Akaike information criterion over the Schwartz information criterion because the former leads to well behaved residuals both in the linear and the nonlinear models. 13 After estimating the SETAR model for each of the sectoral real exchange rates, we made sure that the observations are evenly distributed across regimes. When we found very few observations in the outer regime, we trimmed the bottom and top 18% quantiles of the threshold variable. when necessary.
The estimated SETAR model for each sectoral real exchange rate is presented in Table 3.A and Table 3 .B shows the diagnostic tests. By and large, the estimated SETAR models pass the diagnostic tests. A relevant point to highlight is the violation of the normality assumption in the tobacco and communication sectors and, to a lesser extent, in the fuel sector. Thus, the estimated SETAR models for these sectors might be misspeci…ed.
Using the parameters from the SETAR and linear models, the bootstrapped p-values for the Hansen test are calculated based on 1000 replications (see Hansen, 1997) . The results from the linearity test, reported in Table 3 .A, show that the null hypothesis of linearity is rejected in 104 out of 143 cases at a 10% level. At a 5% level the null hypothesis of linearity is rejected in 77 cases.
These results should not be taken as unsatisfactory because we are considering a wide range of sectors which have a di¤erent degree of tradability. In fact, the evidence of nonlinearities is quite heterogeneous across sectors. We would expect the LOOP to hold in sectors involving tradable homogeneous goods and characterized by the absence of government price controls. Results based on a 5% signi…cance level show that nonlinearities are generally found in relatively homogeneous sectors such as fruits and are usually absent in sectors that are subject to government intervention, such as taxation (for example, alcoholic and nonalcoholic beverages). In sectors that involve a high degree of di¤erentiation and high shipping costs such as fuel, sound equipment and vehicles, we …n d evidence of nonlinearities in the majority of countries. In contrast, nonlinearities are weak in furniture. In the case of low cost food sectors, such as bread and cereals and dairy products, evidence of nonlinearities is very signi…cant. In sectors that involve low shipping costs and are relatively homogeneous, such as clothing and footwear, one would expect to …n d strong evidence of nonlinearities. Surprisingly, the evidence of nonlinearities in these sectors is mixed. The domestic appliances sector also exhibits some evidence of threshold behavior in spite of the di¤erence in national standards. One interesting result is that we …n d signi…cant evidence of nonlinearities in the case of hotels. It could be argued that since tourists are the 'b u y e r s ' o f hotel services, they are traded internationally and this creates some scope for arbitrage. One would expect not to …n d evidence of threshold behavior in a sector such as tobacco given that it is subject to government intervention in the form of taxation or sale regulations. Interestingly, we …n d evidence of nonlinearities in this sector. A possible explanation for this result is that the estimated SETAR model is misspeci…ed; for this sector there is a strong violation of the normality assumption. Table 3 .A reports the results for the SETAR model. From this table, it is clear that there is a wide variation in the results across countries and across sectors. Part of this is explained by the di¤erent nature of the sectors analyzed. Some sectors that involve high shipping costs and that are less homogeneous are clearly characterized by higher threshold bands. In addition, a country e¤ect seems to be present. For a given sector, some countries exhibit relatively lower thresholds.
SETAR model
In discussing our results further in this Section, greater emphasis will be given to the behavior of tradable sectors or to sectors which at …r s t glance appear to be tradable and we will focus mainly on those cases in which nonlinearities are signi…cant.
Trans act i on costs
Estimated transaction costs di¤er enormously across sectors and countries. Relatively high transaction costs are observed for furniture, sound and vehicles, with average thresholds being 24%, 20% and 19%, respectively. Within these sectors, there is certain heterogeneity in the value of transaction costs across countries. Considering the countries for which nonlinearities are detected, the estimated b ranges from 10% to 35% for furniture, from 10% to 29% for sound and from 4% to 30% for vehicles. It seems reasonable to …n d high threshold bands for these sectors given their high shipping costs and their high degree of di¤erentiation. The domestic appliances sector exhibits an average threshold band of 17%, ranging from 6% in Germany to 32% in Spain. The high transaction costs of this sector could be due to the barriers to arbitrage caused by di¤erences in international regulatory standards.
In the case of clothing, the evidence of nonlinearities is signi…cant and the behavior of the transaction costs band di¤ers across countries. The lowest threshold band is found in Denmark, where the estimated b is 9%. High threshold bands are observed in Italy (32%), Belgium (25%) and Germany (19%). In the footwear sector, evidence of nonlinearities are found for all countries except Spain and the UK. The highest transaction costs correspond to Denmark (33%) and the lowest to the Netherlands (5%).
As far as the international fruit market is concerned, Denmark and the US appear to be highly integrated given that b is 2%. Other countries, such as Germany, Spain and the UK seem to be less integrated with estimated threshold of 11%, 12% and 15%, respectively.
Overall, the estimation results suggest that in some cases the value of the transaction costs is sector speci…c. This result is the most common …n ding mentioned in the literature (see Imbs et al., 2003) . The sector e¤ect is observed, for example, in the case of furniture, sound and vehicles, where thresholds are relatively high.
A result less mentioned in the literature is the country e¤ect. By and large, there are 'l o w -t h r e s h o l d countries'such as Denmark, France, Germany, Netherlands and the UK and 'h i g h -t h r e s h o l d countries'such as Belgium, Italy, Spain and Portugal. Average estimated transaction costs estimates for the former group range from 10% (UK and France) to 14% (Denmark and Germany). For the latter group, average threshold estimates range from 16% (Belgium) to 21% (Italy) 14 . In comparison to the work of Obstfeld and Taylor (1997) our estimated threshold bands are slightly higher, ranging from 10% to 21% (country averages), compared to the range reported by Obstfeld and Taylor of 7% to 10%. However, considering only European countries, the Obstfeld-Taylor range becomes 9% to 19%, which is closer to our estimated range. In addition, Obstfeld and Taylor (1997) use a much less disaggregated database and this could create another source of di¤erence with respect to our estimated thresholds.
In line with the results described in Imbs et al. (2003), we …n d that the estimated thresholds are higher for goods with larger estimated persistence using a linear AR(p) model.
Half-lives
A standard measure of the speed of mean reversion is the half-life, which is the time it takes for half of the initial e¤ect of a shock to dissipate. Table 4 .A reports the estimated half-lives of deviations from the LOOP using two di¤erent methodologies. First, we compute the speed of mean reversion for each sectoral real exchange rate in the outer regime. Given that in the SETAR model the real exchange rate is at equilibrium within the band [ ; ], it is reasonable to focus …r s t on convergence to equilibrium relative to the band. In this case, the speed of convergence is given by the outer root of the TAR process, de…ned as = P P p=1 p . The half-life is calculated as in a linear model, i.e. hl =ln0.5/ln : Some studies emphasize that it is not clear whether the computation of half-lives for linear models is applicable for nonlinear models (see Lo and Zivot, 2001 ). However, all the studies based on a SETAR model use this measure (see, for example, Taylor, 2001 ) and thus we report it here for a simple comparison.
While the estimated half-lives of the outer regime give some insights about the speed of mean reversion, this measure has the limitation that it does not consider the regime switching that takes place within and outside the band. Thus, in order to shed some light on the mean reverting properties of the sectoral real exchange rates we also calculate the half-lives using the generalized impulse response functions procedure described in Koop, Pesaran and Potter (1996) . This complementary calculation, which considers the SETAR model as a whole, is important in the context of our model because there is an in…-nite half-life within the band and a half-life depending on outside the band. A shock may cause the model to switch regimes and this adjustment is not captured using the …r s t methodology. These results can be compared to those obtained using the …r s t methodology and also to those previously reported in the literature to see if modeling nonlinearities helps to resolve the PPP puzzle of very slow real exchange rate adjustment (Rogo¤, 1996) .
One issue that arises in the context of nonlinear models is that the shape of impulse responses depends on the history of the system at the time of the shock, the size of the shock and the distribution of future exogenous innovations. Following Taylor et al. (2001), we compute the impulse response functions conditional on average initial history using Monte Carlo integration.
15 15 For a complete explanation of generalized impulse responses see Koop et al. (1996) . A similar method as the one employed here but applied to an ESTAR model is presented and discussed in detail in Taylor et al (2001) . Clarida and Taylor (2003) show how these methods may be employed to e¤ect permanent-temporary decompositions within a nonlinear For each sectoral real exchange rate, we estimate impulse responses conditional on average initial history for shocks of 10%, 20%, 30%, 40%, 50% and 60% and compute the half-lives for each shock size. This allows us to compare the persistence of large and small shock sizes. Table 4 .A reports the half-lives for each shock as well as the half-lives implied by the conventional estimation procedure. Tables 4.B and 4.C show the average half-lives at a country and sectoral level.
From these tables it is clear that the speed of mean reversion depends on the size of the shock. Larger shocks mean-revert much faster than smaller shocks. This happens because the half-lives are dependent on the root of the outer regime as well as on the size of the threshold. Mean reversion is slower the closer the exchange rate is to equilibrium, given by the threshold bands. In addition, these results highlight the importance of calculating the half-lives using generalized impulse response functions. The conventional method gives a much faster speed of mean reversion. However, the latter result should be interpreted carefully, given that the conventional method considers only the outer regime and does not account for the regime shifts of the SETAR model.
Using country averages, half-lives are between 19 to 43 months for a 10% shock and between 10 to 25 months for a 60% shock. By contrast the half-lives computed using the conventional methodology range from 7 to 22 months.
The UK shows fast mean reversion, ranging from an average half-life of 19 months for a shock of 10% to one year for shocks of 60%; for shocks of 20% to 40%, the half-lives are between 14 and 12 months. The UK average half-life implied by the outer regime is 9 months. France exhibits considerably higher persistence, with average half-lives ranging from 33 months for a 10% shock to 25 months for 50% and 60% shocks. The average half-lives of Germany are very close to those of France, ranging from 34 months for a 10% shock to 20 months for a 60% shock.
These results shed some light on the PPP puzzle (Rogo¤, 1996) . In particular, our nonlinear models yield half-lives consistent with the 'c o n s e n s u s ' estimates of 3 to 5 years only for small shocks taking place when the real exchange rate is close to equilibrium. For Germany, France, Italy, Netherlands and the UK, even small shocks of 10% have a half-life of under 3 years. For shocks larger than 20% all of the countries exhibit a half-life under 3 years.
Our results also show that the half-life of deviations are considerably re- 
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The half-lives at the country level display heterogeneity across sectors. From Table 4 .C it is clear that the pattern of larger shocks adjusting faster is also very marked at the sectoral level, however. Relatively high persistence is observed in furniture and vehicles (for all shock sizes), followed by alcoholic and nonalcoholic beverages, clothing and footwear. The sectors with the lowest persistence for all shocks sizes are fruits, tobacco, sound and fuel.
It is di¢ cult to compare these results with those reported in the related literature given that studies using SETAR models for disaggregated data compute the half-lives in the outer regime. Obstfeld and Taylor (1997) , for example, estimate half-lives ranging from 3 to 19 months. These results are in line with those reported here for the conventional (outer-regime) calculation. Interestingly, our estimated half-lives for larger shocks are relatively lower than the ones reported in studies where data at lower frequency was used (Sarno, Taylor and Chowdhury, 2002, for example, …n d an average estimated half-life of 6 quarters). These results underline the relevance of modelling deviations from the LOOP in a nonlinear framework using data at higher frequency and the importance of calculating half-lives taking into account the SETAR model as a whole using generalized impulse response functions.
The delay parameter
The estimation results for the SETAR model suggest that the speed at which agents react to deviations from the LOOP is heterogeneous across sectors and across countries for a given sector. In principle, one should not expect that deviations from the LOOP to exhibit a high degree of stickiness (large values of d). In fact, in 48 out of the 143 cases examined, our estimation results report a delay parameter equal to 1 and most of the estimated values of d are equal to 2 or 3. Overall, the modal estimate of the delay parameter is 3.
Given that the estimated delay parameter di¤ers from 1 in a majority of cases, it seems reasonable to estimate it within the grid search. Obstfeld and Taylor (1997) restrict it to equal 1. However, we should not expect the results to vary considerably with di¤erent values of the delay parameter.
As a robustness check, the model was estimated restricting d to equal unity (results not presented here but available from the authors upon request). It turns out that the estimated parameters do not change considerably from one speci…cation to the other. The sum of squared residuals also remains very stable in the di¤erent speci…cations. This is a desirable result because it means that the estimated parameters are not determined by accidental features of the data.
Conclusion
In this study we …n d that when modelling deviations from the LOOP in a nonlinear fashion we …n d evidence supportive of mean reversion in sectoral real exchange rates. There is, however, evidence of considerable heterogeneity in transaction costs across both sectors and countries. Using the US dollar as the reference currency, the estimated threshold bands range from 10% to 21% (measured as country averages).
In order to shed some light on the mean-reverting properties of the sectoral real exchange rates we consider the regime switching that takes place within and outside the band in the SETAR model and we compute the half-lives using generalized impulse response functions. Our results show that the speed of mean reversion depends on the size of the shock: larger shocks mean-revert much faster than smaller ones. For larger shocks, country-average half-lives range between 10 and 25 months, well below the 'c o n s e n s u s estimates'of three to …ve years highlighted by Rogo¤ (1996) at the aggregate level. In our research, we start by observing that the conventional estimation approach to calculate half-lives in a SETAR framework yields a much faster speed of mean reversion but that this measure only considers the outer band on the SETAR model and consequently one may need to be careful in the interpretation of results. In addition, our results also show that the half-life of deviations are considerably reduced when …t t i n g a nonlinear model with respect to a linear AR(p) model. The half-lives implied by the linear model are between 20 and 230 months (country averages). The SETAR model half-lives are smaller than the consensus estimates of three to …ve years and also smaller than the ones found in other studies that estimate nonlinear models with data at a lower frequency.
The time taken for economic agents to react to deviations from the LOOP varies across sectors and countries. The modal value of the delay parameter is 3. This may suggest that the delay parameter should be estimated and not restricted to be equal to unity as has been done in previous studies, although our results are robust and the estimated parameters do not change considerably when d is restricted to equal unity.
The agenda for future research in this area is large. For example, the present analysis reveals the importance of sectoral heterogeneity. In this way it contributes to the …n d i n g s of Imbs et al. (2005) who suggest that slow speeds of adjustment may be due to an aggregation bias arising from the heterogeneous speed of adjustment of disaggregated relative prices. These authors reach this conclusion using linear panel data estimators. It would therefore be interesting to extend the present analysis using nonlinear panel data methods. In his way we could allow both for the presence of sectoral heterogeneity and nonlinear adjustment.
A Appendix: Tabl es The critical values are -2.58, -2.89 and -3.51 for the 10%, 5% and 1% signi…cance levels respectively. We are testing the null hypothesis of unit root against an alternative of stationarity. *, ** and *** denote statistical stigni…cance at the 10%, 5% and 1% signifcance levels respectively. Abbreviations for the countries are as follows: BE (Belgium), DK (Denmark), DE (Germany), FR (France), IT (Italy), NL (Netherlands), PT (Portugal), SP (Spain), UK (United Kingdom). The critical values were calculated by simulation on the basis of 10,000 replications and T=200 for each SETAR model corresponding to each series as described in Enders and Granger (1998) . We are testing the null hypothesis of unit root against an alternative of stationarity with threshold adjustment. *, ** and *** denote statistical stigni…cance at the 10%, 5% and 1% signifcance levels respectively. Abbreviations for the countries are as follows: BE (Belgium), DK (Denmark), DE (Germany), FR (France), IT (Italy), NL (Netherlands), PT (Portugal), SP (Spain), UK (United Kingdom). (6) .
is the value of the threshold, is the outer root of the TAR process, d is the delay parameter and lag is the lag length. The estimation of , and d is done simultaneously via a grid search over and d as is described in section 3. The p-value is the marginal signi…cance level of the Hansen (1997) 44 .646 (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** RESET (12) is the Lagrange Multiplier test statistic for up to twelfth order serial correlation in the residuals. ARCH(4) and ARCH (8) are Lagrange Multiplier test statistics for autoregressive conditional heteroskedasticity in the residuals of order four and eight, respectively. JB is the test statistic of the Jarque-Bera normality test. RESET is the Ramsey (1969) test for remaining nonlinearity. In parenthesis are p-values. *, ** and *** denote statistical stigni…cance at the 10%, 5% and 1% signifcance levels respectively. 29  22  20  19  18  18  17  fruit  18  15  13  12  12  12  9  tobac  19  16  14  14  13  13  11  alco  37  32  29  27  26  26  22  cloth  37  32  28  26  25  24  23  foot  44  35  29  26  24  24  19  fuel  31  23  17  16  15  15  13  furniture  56  42  33  28  26  24  16  dom  38  30  26  24  23  22  17  vehicles  44  34  28  25  23  22  17  comm  26  22  19  18  17  17  14  sound  26  18  15  14  13  13  10  books  35  27  23  21  21  20  16  hotels  28  21  18  17  17 Table 4 .A.
