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ON POTENTIAL THEORY OF MARKOV PROCESSES WITH JUMP
KERNELS DECAYING AT THE BOUNDARY
PANKI KIM RENMING SONG AND ZORAN VONDRACˇEK
Abstract. Motivated by some recent potential theoretic results on subordinate killed Le´vy
processes in open subsets of the Euclidean space, we study processes in an open set D ⊂ Rd
defined via Dirichlet forms with jump kernels of the form JD(x, y) = j(|x − y|)B(x, y) and
critical killing functions. Here j(|x− y|) is the Le´vy density of an isotropic stable process (or
more generally, a pure jump isotropic unimodal Le´vy process) in Rd. The main novelty is that
the term B(x, y) tends to 0 when x or y approach the boundary of D. Under some general
assumptions on B(x, y), we construct the corresponding process and prove that non-negative
harmonic functions of the process satisfy the Harnack inequality and Carleson’s estimate. We
give several examples of boundary terms satisfying those assumptions. The examples depend
on three parameters, β1, β2, β3, roughly governing the decay of the boundary term near the
boundary of D.
In the second part of this paper, we specialize to the case of the half-space D = Rd+ =
{x = (x˜, xd) : xd > 0}, the α-stable kernel j(|x − y|) = |x − y|−d−α and the killing function
κ(x) = cx−αd , α ∈ (0, 2), where c is a positive constant. Our main result in this part is a
boundary Harnack principle which says that, for any p > (α − 1)+, there are values of the
parameters β1, β2, β3 and the constant c such that non-negative harmonic functions of the
process must decay at the rate xpd if they vanish near a portion of the boundary. We further
show that there are values of the parameters β1, β2, β3 for which the boundary Harnack
principle fails despite the fact that Carleson’s estimate is valid.
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60J75.
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1. Introduction
When studying discontinuous Markov processes, one of the common assumptions is that
the kernel, which describes the intensity of jumps from one point in the state space to another,
is a function of the distance (or is comparable to a function of the distance) between these
two points. In the context of stable (or even stable-like) processes and Le´vy processes in the
Euclidean space such an assumption is quite natural. For example, the jump kernel of the
isotropic α-stable process in Rd is given by c|x− y|−d−α, d ≥ 1, α ∈ (0, 2). The part process
of this process in an open subset D ⊂ Rd, the so-called killed α-stable process in D, has the
same jump kernel – the intensity of jumps again depends only on the distance between the
points. By removing the killing part of the killed process one is led to the censored α-stable
process with the state space D ⊂ Rd. Still, the jump kernel remains the same.
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We note that both the killed stable process and the censored stable process, although living
in an open subset D of Rd, are closely related to (and in some sense derived from) the stable
process in Rd. On the other hand, subordinate killed Brownian motions in D ⊂ Rd, or more
generally, subordinate killed Le´vy processes, are processes which are intrinsically defined in D
and are not a part of some larger processes living in Rd. Potential theory of those processes
was recently studied in [11, 12]. One of the key features of subordinate killed processes is
that their jump kernels depend not only on the distance between the points, but also on the
distance of each point to the boundary ∂D. This can be easily seen from the fact that the
jump kernel of the subordinate killed process is equal to the integral of the transition density
of the killed process (which depends also on the distance to the boundary) against the Le´vy
measure of the subordinator.
To be more precise, let us describe some of the results from [11, 12] in the case of stable
processes and stable subordinators. Let D be a C1,1 domain (connected open set) in Rd. For
δ ∈ (0, 2], let ZD be a killed δ-stable process in D and pD(t, x, y) be its transition density.
Further, let (Tt) be an independent (of Z
D) γ/2-stable subordinator, γ ∈ (0, 2), and let
Y Dt := Z
D
Tt be the subordinate process. Away from the boundary of D, the process Y
D
behaves like the α-stable process with α = δγ/2. On the other hand, the boundary behavior
of the jump kernel JD(x, y) of Y D, which is studied in [11, 12], exhibits some sort of phase
transition. In case δ = 2 (then Y D is a subordinate killed Brownian motion), it holds that
JD(x, y) ≍
(
δD(x)
|x− y| ∧ 1
)(
δD(y)
|x− y| ∧ 1
)
|x− y|−d−α . (1.1)
Here and below, a ≍ b means that c ≤ b/a ≤ c−1 for some c ∈ (0, 1), a ∧ b := min{a, b},
a ∨ b := max{a, b}, and δD(x) denotes the distance between x and the boundary ∂D.
In case δ ∈ (0, 2) (then Y D is a subordinate killed δ-stable process) the situation is more
complicated and more interesting. It holds that (recall that 2α = δγ),
JD(x, y) ≍

(
δD(x)∧δD(y)
|x−y|
∧ 1
)δ(1−γ/2)
|x− y|−d−α, γ ∈ (1, 2),(
δD(x)∧δD(y)
|x−y|
∧ 1
)δ/2
log
(
1 + (δD(x)∨δD(y))∧|x−y|
δD(x)∧δD(y)∧|x−y|
)
|x− y|−d−α, γ = 1,(
δD(x)∧δD(y)
|x−y|
∧ 1
)δ/2 (
δD(x)∨δD(y)
|x−y|
∧ 1
)1−γ/2
|x− y|−d−α, γ ∈ (0, 1).
(1.2)
Define B(x, y) := JD(x, y)|x−y|d+α so that JD(x, y) = B(x, y)|x−y|−d−α. Then we can think
of B(x, y) as the boundary term of the jump kernel of Y D which depends on δD(x), δD(y) and
|x− y| (as opposed to the term |x− y|−d−α which depends solely on |x− y|). Sharp two-sided
estimates for B(x, y) can be seen from (1.1) and (1.2).
We note that the process Y D is transient with its killing function κY
D
satisfying the lower
bound κY
D
(x) ≥ cδD(x)−α, cf. [12, (2.4)]. Note that the killing function is not in the usual
Kato class, i.e., limt→0 supx∈D Ex
∫ t
0
κY
D
(Y Ds )ds is not zero.
One of the main goals of [11, 12] was to prove a (scale invariant) boundary Harnack principle
(BHP) with exact decay rate for non-negative functions harmonic with respect to Y D in case
D is a C1,1 domain. For the subordinate killed Brownian motion (δ = 2) it was shown in [11,
Theorem 1.2] that BHP holds with the decay rate δD(x). In case of the subordinate killed
δ-stable process via an independent γ/2-stable subordinator (δ, γ ∈ (0, 2)), the scale invariant
BHP holds in case γ ∈ (1, 2) with the decay rate δD(x)δ/2, cf. [12, Theorem 7.2]. Surprisingly,
it turns out that, despite the fact that Carleson’s estimate is valid, the (non-scale invariant)
BHP fails when γ ∈ (0, 1], see [12, Section 9].
The goal of this paper is to study processes in open subsets of Rd associated with Dirichlet
forms with jump kernels decaying at the boundary and critical killing functions, and to build
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a general framework which includes the processes studied in [11, 12] as examples. To be more
precise, let X = (Xt,Px) be a pure-jump isotropic unimodal Le´vy process whose jump kernel
j(x, y) = j(|x− y|) satisfies
j(r) ≍ r−dΦ(r)−1, for all r > 0, (1.3)
where Φ is an increasing function satisfying the following weak scaling condition: There exist
constants 0 < δ1 ≤ δ2 < 1 and a1, a2 > 0 such that
a1(R/r)
2δ1 ≤ Φ(R)
Φ(r)
≤ a2(R/r)2δ2 , 0 < r < R <∞. (1.4)
A prototype of such a process X is the isotropic α-stable process in which case Φ(r) = rα.
This particular case already contains all the essential features of our results.
For a given open set D ⊂ Rd, we consider the process Y D on D associated with a pure jump
Dirichlet form whose jump kernel has the form JD(x, y) = B(x, y)j(|x − y|). Here B(x, y) –
the boundary term – depends on δD(x), δD(y) and |x − y|, and is allowed to approach 0 at
the boundary. This is in contrast with previous works (see, for instance, [5, 6]) where B(x, y)
is assumed to be bounded between two positive constants, which can be viewed as a uniform
ellipticity condition for non-local operators. In this sense our paper is the first systematic
attempt to study the potential theory of degenerate non-local operators. Throughout this
paper we will assume that B is symmetric and bounded, namely
(B1) B(x, y) = B(y, x) for all x, y ∈ D.
(B2) There exists a constant C2 > 0 such that B(x, y) ≤ C2 for all x, y ∈ D.
Under these two conditions it is standard to show the existence of a process Y D with the
prescribed Dirichlet form. Such a process is defined up to an exceptional set N . We next kill
the process Y D by using a killing function κ : D → [0,∞) satisfying
κ(x) ≤ C1 1
Φ(δD(x))
, x ∈ D , (1.5)
for some C1 > 0, to obtain the Hunt process Y
D,κ. Once killed, the process is sent to the
cemetery ∂. We will use the convention that every function is automatically extended to be
zero at ∂. We further impose the following general conditions on the boundary term B(x, y).
These conditions are satisfied by a quite a few classes of examples.
(B3) For every a ∈ (0, 1) there exists C3 = C3(a) > 0 such that B(x, y) ≥ C3 whenever
δD(x) ∧ δD(y) ≥ a|x− y|.
Condition (B3) ensures that, away from the boundary, the jumping kernel JD(x, y) is
comparable to j(|x − y|). In Subsection 3.1 we use this condition to remove the exceptional
set N so that the process Y D,κ can start from every point in D. The next condition is needed
in the analysis of the generator of the process in Subsection 3.2.
(B4) If δ2 ≥ 1/2, then there exist θ > 2δ2 − 1 and C4 > 0 such that
|B(x, x)− B(x, y)| ≤ C4
( |x− y|
δD(x) ∧ δD(y)
)θ
.
(B5) For every ǫ ∈ (0, 1) there exists C5 = C5(ǫ) ≥ 1 with the following property: For all
x0 ∈ D and r > 0 with B(x0, (1 + ǫ)r) ⊂ D, we have
C−15 B(x1, z) ≤ B(x2, z) ≤ C5B(x1, z) , for all x1, x2 ∈ B(x0, r), z ∈ D \B(x0, (1 + ǫ)r) .
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Roughly speaking, this condition says that intensity of jumping from points close to each
other to a faraway point is comparable. We note that (B3) implies that B(x, x) > 0 for all
x ∈ D. Then (B4) and (B5) imply that B(x, y) > 0 for all x 6= y.
Under these conditions we prove two versions of Harnack inequality for non-negative har-
monic functions with respect to Y D,κ. Recall that a non-negative Borel function f defined on
D is said to be harmonic in an open set V ⊂ D with respect to Y D,κ if for every bounded
open set U ⊂ U ⊂ V ,
f(x) = Ex
[
f(Y D,κτU )
]
and Ex
[
f(Y D,κτU )
]
<∞, for all x ∈ U,
where τU = τ
Y D,κ
U := inf{t > 0 : Y D,κt /∈ U} is the first exit time of Y D,κ from U .
Theorem 1.1 (Harnack inequality). Suppose D ⊂ Rd is an open set and assume that (B1)-
(B5) and (1.3)-(1.5) hold true.
(a) There exists a constant C > 0 such that for any r ∈ (0, 1] and B(x0, r) ⊂ D and any
non-negative function f in D which is harmonic in B(x0, r) with respect to Y
D,κ, we
have
f(x) ≤ Cf(y), for all x, y ∈ B(x0, r/2).
(b) There exists a constant C > 0 such that for every L > 0, any r ∈ (0, 1], all x1, x2 ∈ D
with |x1 − x2| < Lr and B(x1, r) ∪ B(x2, r) ⊂ D and any non-negative function f in
D which is harmonic in B(x1, r) ∪ B(x2, r) with respect to Y D,κ we have
f(x2) ≤ CC3(1/(2(L+ 1)))−1Ld+2δ2f(x1) .
We then proceed towards Carleson’s estimate. Here we need two additional assumptions:
one on the killing function κ, the other on the boundary term B. In addition to (1.5) we
assume the corresponding lower bound: There exists C8 > 0 such that
κ(x) ≥ C8 1
Φ(δD(x))
, x ∈ D . (1.6)
We note in passing that the killing function of a subordinate killed Brownian motion in a
Lipschitz domain satisfies (1.5) and (1.6), cf. [13, Proposition 3.2]. For the boundary term we
assume
(B6) There exist β̂ > 0 and C6 > 0 such that if x, y, z ∈ D satisfy δD(x) ≤ δD(z) and
|y − z| ≤M |y − x| with M ≥ 1, then B(x, y) ≤ C6M β̂B(z, y) .
An open set D ⊂ Rd is κ-fat if there are κ ∈ (0, 1/2] and R > 0 such that for all x ∈ D
and all r ∈ (0, R], there is a ball B(Ar(x), κr) ⊂ D ∩ B(x, r). The pair (R, κ) is called the
characteristics of the κ-fat open set D.
Theorem 1.2 (Carleson estimate). Suppose that D ⊂ Rd is a κ-fat open set with character-
istics (R, κ) and assume that (B1)-(B6) and (1.3)-(1.6) hold true. There exists a constant
C = C(R, κ) > 0 such that for every Q ∈ ∂D, 0 < r < (R ∧ 1)/2, and every non-negative
Borel function f in D that is harmonic in D ∩ B(Q, r) with respect to Y D,κ and vanishes
continuously on ∂D ∩ B(Q, r), we have
f(x) ≤ Cf(x0) for all x ∈ D ∩ B(Q, r/2), (1.7)
where x0 ∈ D ∩B(Q, r) with δD(x0) ≥ κr/2.
These results comprise the first part of the paper and are foundations for the second part
in which we study in more detail the boundary behavior of non-negative harmonic functions
in case D = Rd+ = {x = (x˜, xd) : xd > 0}, j(x, y) = |x − y|−d−α and κ(x) = cx−αd (where c
is any positive constant). The main goal is to explore conditions on B which ensure that the
BHP holds true and find the rate of decay of non-negative harmonic functions. Motivated
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by the three examples of the boundary term in Section 2 that satisfy conditions (B1)-(B6),
in the second part we assume that the boundary term B(x, y) satisfies (B1), (B4) and the
following sharp two-sided estimates:
(B7) There exist C7 ≥ 1 and β1, β2, β3 ≥ 0 with β1 > 0 if β3 > 0 such that
C−17 B˜(x, y) ≤ B(x, y) ≤ C7B˜(x, y) , x, y ∈ Rd+ , (1.8)
where
B˜(x, y) :=
(xd ∧ yd
|x− y| ∧ 1
)β1(xd ∨ yd
|x− y| ∧ 1
)β2 [
log
(
1 +
(xd ∨ yd) ∧ |x− y|
xd ∧ yd ∧ |x− y|
)]β3
.
We show in Section 2 that the boundary term B˜(x, y) satisfies (B1)-(B6). Thus B also
satisfies (B2), (B3), (B5) and (B6).
The following additional assumption on B(x, y) is natural for the state space Rd+.
(B8) For all x, y ∈ Rd+ a > 0, B(ax, ay) = B(x, y). In case d ≥ 2, for all x, y ∈ Rd+ and
z˜ ∈ Rd−1, B(x+ (z˜, 0), y + (z˜, 0)) = B(x, y).
We now describe the BHP we establish in more detail. Let JR
d
+(x, y) = |x− y|−d−αB(x, y),
x, y ∈ Rd+, where the boundary term B(x, y) satisfies (B1), (B4), (B7) and (B8). To every
parameter p ∈ ((α− 1)+, α+ β1) we associate a constant C(α, p,B) ∈ (0,∞) depending on α,
p and B defined, in case d ≥ 2, as
C(α, p,B) =
∫
Rd−1
1
(|u˜|2 + 1)(d+α)/2
(∫ 1
0
(sp − 1)(1− sα−p−1)
(1− s)1+α B
(
(1− s)u˜, 1), sed
)
ds
)
du˜
(1.9)
where ed = (0˜, 1). In case d = 1, C(α, p,B) is defined as
C(α, p,B) =
∫ 1
0
(sp − 1)(1− sα−p−1)
(1− s)1+α B
(
1, s
)
ds.
Note that the function p 7→ C(α, p,B) is non-decreasing, limp↓(α−1)+ C(α, p,B) = 0 and that
limp↑α+β1 C(α, p,B) =∞ (see Lemma 5.4 and Remark 5.5).
Let
κ(x) = C(p, α,B)x−αd , x ∈ Rd, (1.10)
be the killing function. Note that κ depends on p, but we omit this dependence from the
notation for simplicity. We denote by Y R
d
+,κ the corresponding process killed by κ.
We are now ready to state the BHP. We will only give the statement of the result for d ≥ 2.
The statement in the d = 1 case is similar and simpler. For any a, b > 0 and w˜ ∈ Rd−1, we
define Dw˜(a, b) := {x = (x˜, xd) ∈ Rd : |x˜− w˜| < a, 0 < xd < b}.
Theorem 1.3. Assume that (B1), (B4), (B7)-(B8) and (1.10) hold true. Suppose that
p ∈ ((α − 1)+, α + β1) and either (a) β1 = β2 = β ≥ 0 and β3 = 0, or (b) p < α. Then there
exists C > 0 such that for every r > 0, w˜ ∈ Rd−1, any non-negative function f in Rd+ which is
harmonic in Dw˜(2r, 2r) with respect to Y
R
d
+,κ and vanishes continuously on B(w˜, 2r) ∩ ∂Rd+,
we have
f(x)
xpd
≤ Cf(y)
ypd
, x, y ∈ Dw˜(r/2, r/2). (1.11)
Note that the power p in the decay rate comes from the constant C(α, p,B) in the killing
function.
In case β1 = β2 = 1, β3 = 0 and p = 1, this result covers the BHP (for D = R
d
+) from [11].
In case α
2
< p < α, β1 = 2p−α and β2 = β3 = 0 it covers the BHP from [12]. The main novelty
6 PANKI KIM RENMING SONG AND ZORAN VONDRACˇEK
of Theorem 1.3 comes from part (a) where we can allow arbitrarily large β, hence arbitrarily
large p, implying very fast decay rate of harmonic functions. For fixed β, this decay rate is a
consequence of the constant C(α, p,B) in the killing term κ. By increasing β we enlarge the
possible range for parameter p ∈ ((α−1)+, α+β). Note that when B(x, y) ≡ 1 (corresponding
to the case β1 = β2 = β3 = 0), the possible range for the parameter p is ((α − 1)+, α). This
says that the power p in the decay rate of non-negative harmonic functions of −(−∆)α/2 with
critical killing can not be higher than α (see also [7]). This is in sharp contrast with the
case of Laplacian with critical killing, where the power p can be arbitrarily large. Indeed, for
f(x) = xpd, it clearly holds that ∆f(x)− p(p− 1)x−2d f(x) = 0 for all p ∈ (1,∞). The second
novelty of Theorem 1.3 is that in case p < α we can allow β2 > 0 as well as a logarithmic
term in B(x, y).
On the other hand, similarly as in [12], for certain values of the parameters β1, β2 and β3, we
can show that BHP fails. We say that the non-scale-invariant BHP holds near the boundary
of Rd+ if there is a constant R̂ ∈ (0, 1) such that for any r ∈ (0, R̂ ], there exists a constant
c = c(r) ≥ 1 such that for all Q ∈ ∂Rd+ and non-negative functions f, g in Rd+ which are
harmonic in Rd+ ∩ B(Q, r) with respect to Y Rd+,κ and vanish continuously on ∂Rd+ ∩ B(Q, r),
we have
f(x)
f(y)
≤ c g(x)
g(y)
for all x, y ∈ (Rd+ ∩ B(Q, r/2)).
Theorem 1.4. Assume that (B1), (B4), (B7)-(B8) and (1.10) hold true. Suppose that
α + β2 < p < α + β1. Then the non-scale-invariant boundary Harnack principle is not valid
for Y R
d
+,κ.
Now we describe the structure of the paper. We start with a section on examples of the
boundary term and check that they satisfy all of the conditions (B1)-(B8). The examples are
motivated by and are extensions of the boundary terms of the processes studied in [11, 12].
This section is not essential for understanding of the main development later in the paper and
the reader may wish to only glance through it first.
Section 3 is on the interior results and uses only assumptions (B1)-(B5) and (1.3)-(1.5). It
consists of three subsections. In the first one we remove the exceptional set N . The main step
towards this is the identification of the process Y D,κ killed upon exiting a relatively compact
C1,1-open subset U of D with a certain process which can start from every point of U . In
Subsection 3.2 we analyze the generator LB of the process Y D,κ, cf. (3.6). The difficulty comes
from the boundary trem which destroys the symmetry at the singularity. Assumption (B4)
plays a central role in getting around this difficulty. An important result of this subsection is
Proposition 3.7 which gives a Dynkin formula for smooth functions of compact support. Note
that our process may not be a Feller process. In Subsection 3.3 we prove Theorem 1.1 by
following the approach in [1, 14].
In Section 4 we add assumption (B6) and the lower bound (1.6) on the killing function
κ, and prove Theorem 1.2. The proof follows the method already used before in different
contexts. This section concludes the first part of the paper.
In the second part of this paper, we specialize to the case of the half-space D = Rd+ =
{x = (x˜, xd) : xd > 0}, the α-stable kernel j(|x − y|) = |x − y|−d−α and the killing function
κ(x) = cx−αd , α ∈ (0, 2). We assume that (B1), (B2), (B4), (B7) and (B8) hold true. The
main purpose of Section 5 is to establish estimates related to exit probabilities from small
boxes near the boundary. To accomplish this, we first show that the action of the operator
LB on the function x 7→ xpd is equal to 0. This indicates that if the BHP holds, the correct
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decay rate has to be xpd. Then we establish the following two-sided estimates:
Ex
∫ τU
0
(Y dt )
β1| log Y dt |β3 dt ≍ xpd , x ∈ U , (1.12)
where U := {x = (x˜, xd) ∈ Rd+ : |x˜| < 12 , xd < 12} and Y = (Y 1, . . . , Y d) stands for Y R
d
+,κ.
One direction is relatively easy, while the other requires constructing suitable test functions
and estimating the action of the operator LB on them, cf. Lemma 5.8. This turns out to be
a formidable task, and therefore we postpone the proof of this lemma to Section 8. Another
important ingredient in the proof of (1.12) as well as some other results from Section 5 are
some extensions of Proposition 3.7 to functions which are neither smooth nor of compact
support. In order not to interrupt the flow of the presentation, we relegate the rigorous proofs
of the extensions to Section 9. Estimates (1.12) are used in a rather straightforward way
to establish the already mentioned exit probability estimates from small boxes, cf. Lemma
5.10. These exit probability estimates together with (1.12) are the main tools in proving the
BHP in Section 6. Additionally, Section 5 contains the following two-sided estimates when
α < p < α + β1 and α+ β2 < p:
Ex
∫ τU
0
(Y dt )
β2 dt ≍ xα+β2d , x ∈ U . (1.13)
These will be used in establishing the failure of the BHP for the above range of parameters
in Section 7.
Sections 6 and 7 contain proofs of Theorem 1.1 and Theorem 1.4, respectively. These are
modeled after the corresponding proofs in [12] and use the box method (first adapted to the
case jump processes in [3]), the Harnack inequality and Carleson’s estimate.
Throughout this paper, the positive constants β1, β2, β3, θ, δ1, δ2, δ∗, β̂ will remain the same.
We will use the following convention: Capital letters C,Ci, i = 1, 2, . . . will denote constants
in the statements of results and assumptions. The labeling of these constants will remain the
same. Lower case letters c, ci, i = 1, 2, . . . are used to denote the constants in the proofs and
the labeling of these constants starts anew in each proof. The notation ci = ci(a, b, c, . . .),
i = 0, 1, 2, . . . indicates constants depending on a, b, c, . . .. We will use “:=” to denote a
definition, which is read as “is defined to be”. For any x ∈ Rd, r > 0 and 0 < r1 < r2, we
use B(x, r) to denote the open ball of radius r centered at x and use A(x, r1, r2) to denote
the annulus {y ∈ Rd : r1 ≤ |y − x| < r2}. For a Borel subset V in Rd, |V | denotes the
Lebesgue measure of V in Rd, δU := dist(U, ∂D) and dU := diam(U). For a function space
H(U) on an open set U in Rd, we let Hc(U) := {f ∈ H(U) : f has compact support} and
Hb(U) := {f ∈ H(U) : f is bounded}. We use the shorthand notation log(1+a)γ for the more
precise (log(1 + a))γ .
2. Examples of the boundary term
In this section we give examples of the boundary term B(x, y) that satisfy assumptions
(B1)-(B6). Our motivation comes from the boundary terms appearing in (1.2).
We start with three elementary lemmas. We recall that a function f : I → R, I ⊂ R, is
said to be almost increasing if there exists c > 0 such that f(x) ≤ cf(y) whenever x, y ∈ I
and x < y. An almost decreasing function is defined analogously.
Let β1, β2, β3 ≥ 0 so that β1 > 0 if β3 > 0. For s, t, u > 0, define
A(s, t, u) :=
(
s ∧ t
u
∧ 1
)β1 (s ∨ t
u
∧ 1
)β2
log
(
1 +
(s ∨ t) ∧ u
s ∧ t ∧ u
)β3
.
Lemma 2.1. (a) The function u 7→ A(s, t, u) is almost decreasing on (0,∞).
(b) The function s 7→ A(s, t, u) is almost increasing on (0,∞).
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Proof. In the proof we will use the following fact (which can be proved by elementary
calculus) several times:
For β > 0 and γ ≥ 0, s 7→ sβ log (1 + s−1)γ is almost increasing on (0, 1]. (2.1)
(a) Note that A is symmetric in s and t, hence we may assume that s ≥ t. Note that
A(s, t, u) =

(log 2)β3 if s ≥ t ≥ u;(
t
u
)β1 log (1 + u
t
)β3 if s ≥ u ≥ t;(
t
u
)β1 ( s
u
)β2 log (1 + s
t
)β3 , if u ≥ s ≥ t.
Thus, by (2.1), we see that u 7→ A(s, t, u) is almost decreasing on (0,∞).
(b) Here we distinguish two cases:
Case (i): t ≥ u. Then
A(s, t, u) =
{(
s
u
)β1 log (1 + u
s
)β3 if s ≤ u ≤ t;
(log 2)β3 if u ≤ s ≤ t or u ≤ t ≤ s.
It follows from (2.1) that s 7→ A(s, t, u) is almost increasing.
Case (ii): t ≤ u. Then
A(s, t, u) =

(
s
u
)β1 ( t
u
)β2
log
(
1 + t
s
)β3
=
(
s
t
)β1 ( t
u
)β1+β2
log
(
1 + t
s
)β3
if s ≤ t ≤ u;(
t
u
)β1 ( s
u
)β2 log (1 + s
t
)β3 if t ≤ s ≤ u;(
t
u
)β1
log
(
1 + u
t
)β3
if t ≤ u ≤ s.
By (2.1), the function s 7→ A(s, t, u) is almost increasing on (0, t]. It is clear that this function
is increasing on [t, u], and is constant on [u,∞). Thus, s 7→ A(s, t, u) is almost increasing on
(0,∞). ✷
Let D ⊂ Rd be an open set, and recall that δD(x) denotes the distance between x ∈ D and
the boundary ∂D. For simplicity, let
L(x, y) := log
(
1 +
(δD(x) ∨ δD(y)) ∧ |x− y|
δD(x) ∧ δD(y) ∧ |x− y|
)
.
Let β1, β2, β3 ≥ 0 so that β1 > 0 if β3 > 0. We define the function B˜ : D ×D → (0,∞) by
B˜(x, y) :=
(
δD(x) ∧ δD(y)
|x− y| ∧ 1
)β1 (δD(x) ∨ δD(y)
|x− y| ∧ 1
)β2
L(x, y)β3 . (2.2)
Observe that limy→x B˜(x, y) = (log 2)
β3, so for y = x we interpret the right-hand side above
as B˜(x, x) = (log 2)β3. Note that B˜(x, y) = A(δD(x), δD(y), |x− y|).
Note that when β1 = β2 = β and β3 = 0, we have
B˜(x, y) =
(
δD(x)
|x− y| ∧ 1
)β (
δD(y)
|x− y| ∧ 1
)β
, (2.3)
which is, in case β = 1, comparable to the boundary term in (1.1). When β1 = δ(1 − γ/2),
β2 = 0 and β3 = 0, B˜(x, y) is comparable to the boundary term in the first line of (1.2). When
β1 = δ/2, β2 = 0 and β3 = 1, B˜(x, y) is comparable to the boundary term in the second line
of (1.2). Finally, if β1 = δ/2, β2 = 1−γ/2 (0 < γ < 1) and β3 = 0, then B˜(x, y) is comparable
to the boundary term in the third line of (1.2).
Lemma 2.2. The boundary term B˜(x, y) satisfies Assumptions (B1)-(B6).
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Proof. Assumptions (B1) and (B2) are clear.
(B3) Let a ∈ (0, 1) and assume that δD(x) ∧ δD(y) > a|x − y|. Then the quantities in the
first two parentheses in B˜(x, y) are larger than a, and the one in L(x, y) is equal to (log 2)β3.
Therefore, B˜(x, y) ≥ (log 2)β3aβ1+β2 =: C3(a).
(B4) Suppose δD(x)∧δD(y) ≥ |x−y|. Then clearly B˜(x, y) = (log 2)β3, so (log 2)β3−B˜(x, y) =
0, and the assumption holds with any θ > 0, in particular, we can take θ = 1.
(B5) Let ε ∈ (0, 1), x0 ∈ D, and r > 0 so that B(x0, (1 + ε)r) ⊂ D, and let x1, x2 ∈ B(x0, r),
z ∈ D \B(x0, (1 + ε)r). It is easy to see that
1
3
δD(x2) ≤
(
1 +
2
1 + ε
)−1
δD(x2) ≤ δD(x1) ≤
(
1 +
2
1 + ε
)
δD(x2) ≤ 3δD(x2) ,
and similarly 3−1|x2 − z| ≤ |x1 − z| ≤ 3|x2 − z| . Now it is straightforward to obtain that(
δD(x1) ∧ δD(z)
|x1 − z| ∧ 1
)
≤ 9
(
δD(x2) ∧ δD(z)
|x2 − z| ∧ 1
)
and the analogous estimate with the minimum replaced by the maximum, and L(x1, z) ≤
9L(x2, z). Hence B˜(x1, z) ≤ 9β1+β2+β3B˜(x2, z) .
(B6) Let M ≥ 1 and let x, y, z ∈ D satisfy δD(x) ≤ δD(z) and |y− z| ≤M |y−x|. By Lemma
2.1, there is a constant c = c(β1, β3) > 0 such that
B˜(x, y) = A(δD(x), δD(y), |x− y|) ≤ cA(δD(z), δD(y),M−1|z − y|)
= c
(δD(z) ∧ δD(y)
M−1|z − y| ∧ 1
)β1(δD(z) ∨ δD(y)
M−1|z − y| ∧ 1
)β2
log
(
1 +
(δD(z) ∨ δD(y)) ∧ (M−1|z − y|)
δD(z) ∧ δD(y) ∧ (M−1|z − y|)
)β3
≤ cMβ1+β2
(δD(z) ∧ δD(y)
|z − y| ∧ 1
)β1(δD(z) ∨ δD(y)
|z − y| ∧ 1
)β2
log
(
1 +
(δD(z) ∨ δD(y)) ∧ (|z − y|)
δD(z) ∧ δD(y) ∧ (|z − y|)
)β3
= cMβ1+β2B˜(z, y) .
The second inequality above follows from the fact that, when s ≥ u, t→ s∧t
u∧t
is increasing on
(0,∞). ✷
Let
B̂(x, y) :=
(
(δD(x) ∧ δD(y))β1(δD(x) ∨ δD(y))β2
|x− y|β1+β2 ∧ 1
)
L(x, y)β3 . (2.4)
The next result shows that B˜ and B̂ are comparable.
Lemma 2.3. For all x, y ∈ D, B̂(x, y) ≥ B˜(x, y) ≥ 2−(β1∨β2)B̂(x, y) .
Proof. The first inequality is trivial, so we only prove the second. Without loss of generality,
we assume that δD(x) ≤ δD(y). It is clear that the two sides are equal when δD(x) ∧ δD(y) ≥
|x− y| or when δD(x) ∨ δD(y) ≤ |x− y|. So we assume that δD(x) < |x− y| < δD(y). Then
δD(y) ≤ δD(x) + |y − x| ≤ 2|x− y|. Thus
δD(x)
β1δD(y)
β2
|x− y|β1+β2 ∧ 1 ≤ 2
β2
(
δD(x)
β1
|x− y|β1 ∧ 1
)
= 2β2
(
δD(x)
β1
|x− y|β1 ∧ 1
)(
δD(y)
β2
|x− y|β2 ∧ 1
)
.
✷
Since B̂ is comparable to B˜, we immediately obtain that B̂(x, y) also satisfies (B1)-(B3),
(B5) and (B6). If δD(x) ∧ δD(y) ≥ |x − y|, we have that B̂(x, y) = (log 2)β3, so (B4) also
holds with any θ > 0. In particular, we can take θ = 1.
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We now introduce yet another boundary term. Let
B¯(x, y) :=
(δD(x) ∧ δD(y))β1(δD(x) ∨ δD(y))β2
|x− y|β1+β2 + (δD(x) ∧ δD(y))β1(δD(x) ∨ δD(y))β2L(x, y)
β3. (2.5)
The elementary inequalities 1
2
(
a
b
∧ 1) ≤ a
a+b
≤ a
b
∧ 1, a, b > 0 , imply
Lemma 2.4. For all x, y ∈ D, 2−1B̂(x, y) ≤ B¯(x, y) ≤ B̂(x, y) .
Thus B¯ is comparable to B˜ and B̂. Since Assumptions (B1)-(B3), (B5) and (B6) depend
only on comparability, we conclude that they are also satisfied by the boundary term B¯(x, y).
Let x, y ∈ D such that δD(x) ∧ δD(y) ≥ |x− y|. Then L(x, y) = (log 2)β3 so
(log 2)β3−B¯(x, y) = |x− y|
β1+β2
|x− y|β1+β2 + (δD(x) ∧ δD(y))β1(δD(x) ∨ δD(y))β2 ≤
|x− y|β1+β2
(δD(x) ∧ δD(y))β1+β2 .
Hence (B4) is satisfied with θ = β1 + β2.
Note that when β1 = β2 = β3 = 0, B˜(x, y), B̂(x, y) and B¯(x, y) reduce to 1, so the trivial
case B(x, y) ≡ 1 satisfies all our assumptions.
Now we consider a subordinate killed Le´vy process in an arbitrary open subset D ⊂ Rd and
show that, under some mild assumptions its boundary term satisfies (B1)-(B6).
Let Z be a subordinate Brownian motion Rd, d ≥ 2, via a subordinator whose Laplace expo-
nent ϕ is a complete Bernstein function satisfying the following global weak scaling condition:
There exist a1, a2 > 0 and 0 < δ3 ≤ δ4 < 1 such that
a1
(
R
r
)δ3
≤ ϕ(R)
ϕ(r)
≤ a2
(
R
r
)δ4
, 0 < r ≤ R <∞ . (2.6)
Then it has a continuous transition density pZ(t, |x − y|). Let ZD be the subprocess of Z
killed upon leaving D. Then the transition density pZ,D(t, x, y) of ZD has the form
pZ,D(s, x, y) = pZ,D(s, |x− y|)− Ex
[
pZ
(
s− τZD , |ZτZD − y|
)
: τZD < s
]
,
where τZD := inf{t > 0 : Zt /∈ D}.
Let T = (Tt)t≥0 be another subordinator, independent of Z, with Laplace exponent ψ and
Le´vy measure ν. We assume that ψ is a complete Bernstein function (so that ν has complete
monotone density ν(x)) satisfying the following global weak scaling condition: There exist
b1, b2 > 0 and 0 < γ1 ≤ γ2 < 1 such that
b1
(
R
r
)γ1
≤ ψ(R)
ψ(r)
≤ b2
(
R
r
)γ2
, 0 < r ≤ R <∞ . (2.7)
So ψ also has no drift.
Let Yt and Xt be the processes defined by Yt := Z
D
Tt and Xt := ZTt , respectively. The jump
kernel JD(x, y) of Y and the jump kernel J(|x− y|) of X are given respectively by
JD(x, y) =
∫ ∞
0
pZ,D(s, x, y)ν(s)ds and J(|x− y|) =
∫ ∞
0
pZ(s, |x− y|)ν(s)ds .
It is clear that JD(x, y) ≤ J(|x− y|). By [10, Theorem 3.4], there exists c ≥ 1 such that
c−1
(ψ ◦ ϕ)(|x− y|−2)
|x− y|d ≤ J(|x− y|) ≤ c
(ψ ◦ ϕ)(|x− y|−2)
|x− y|d , x 6= y. (2.8)
Let B(x, y) = JD(x, y)/j(|x− y|) for x 6= y and B(x, x) = 1. Then B(x, y) ≤ 1.
We first check that B satisfies (B4). Assume that δD(y) ≥ δD(x) ≥ |x− y|. Then
j(|x− y|)− JD(x, y) =
∫ ∞
0
(
pZ(s, |x− y|)− pZ,D(s, x, y)) ν(s)ds
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=
∫ ∞
0
Ex
[
pZ
(
s− τZD , |ZτZD − y|
)
: τZD < s
]
ν(s)ds = Ex
∫ ∞
τZD
pZ
(
s− τZD , |ZτZD − y|
)
ν(s)ds
= Ex
∫ ∞
0
pZ
(
v, |ZτZD − y|
)
ν(v + τZD)ds ≤ Ex
∫ ∞
0
pZ
(
v, |ZτZD − y|
)
ν(v)ds = Ex
[
J
(|ZτZD − y|)] .
Since |ZτZD − y| ≥ δD(y) and j is monotone, we have j(|x− y|)− JD(x, y) ≤ j(δD(y)). Hence
by (2.6), (2.7) and (2.8),
B(x, x)− B(x, y) = 1− B(x, y) ≤ j(δD(y))
j(|x− y|)
≤ c
( |x− y|
δD(y)
)d
(ψ ◦ ϕ)(δD(y)−2)
(ψ ◦ ϕ)(|x− y|−2) ≤ c
( |x− y|
δD(y)
)d+2γ1δ3
. (2.9)
Thus (B4) holds with θ = d+2γ1δ3 > 1. If D is a bounded κ-fat open set, then it follows from
[12, Propositions 4.5 and 5.3, and the proof of Theorem 5.5] that B(x, y) satisfies assumptions
(B1)-(B3), (B5) and (B6) as well.
If Z is instead a Brownian motion in Rd with d ≥ 3, then by following the same argument
one can show that the corresponding boundary term B(x, y) satisfies (B4) with θ = d+2γ1. If
D is either a bounded C1,1 domain, or a domain consisting of all the points above the graph of
a bounded globally C1,1 function, or D is a C1,1 domain with compact complement, it follows
from [11] that the corresponding boundary term B(x, y) satisfies assumptions (B1)-(B3),
(B5) and (B6) as well.
In the remaining part of this section we assume that D = Rd+, Z = Z
(δ) is a δ-stable process
in Rd and Tt is an independent (γ/2)-stable subordinator where δ ∈ (0, 2] and γ ∈ (0, 2). Let
α = δγ/2 and denote by J (α),R
d
+(x, y) the jump kernel of Yt := Z
(δ),Rd+
Tt
It follows from (1.1)
and (1.2) that the boundary term B(x, y) = JD(x, y)/j(|x−y|) satisfies the assumption (B7).
Let p(δ),R
d
+(t, x, y) be the transition density of Z(δ),R
d
+ . By using the scaling property in the
third equality and the change of variables s = aδt in the fourth equality below, we get
J (α),R
d
+(ax, ay) = c(γ)
∫ ∞
0
p(δ),R
d
+(aδ(a−δs), ax, ay)s−1−
γ
2 ds
= c(γ)
∫ ∞
0
a−dp(δ),R
d
+(a−δs, x, y)s−1−
γ
2 ds
= a−(d+α)c(γ)
∫ ∞
0
p(δ),R
d
+(t, x, y)t−1−
γ
2 dt = a−(d+α)J (α),R
d
+(x, y).
This proves that B(x, y) is homogeneous. The second part of (B8) follows from translation
invariance property of the transition density: p(δ),R
d
+(t, x + (z˜, 0), y + (z˜, 0)) = p(δ),R
d
+(t, x, y)
for all x, y ∈ Rd+ and all z˜ ∈ Rd−1.
3. Interior results
Let D ⊂ Rd be an open set, D 6= Rd. From now on we always assume that (B1)-(B3)
and (1.3)–(1.5) hold. Recall that δD(x) := dist(x, ∂D) and that we have defined the kernel
JD(x, y) as JD(x, y) = B(x, y)j(|x− y|). Define
ED(u, v) := 1
2
∫
D
∫
D
(u(x)− u(y))(v(x)− v(y))JD(x, y) dy dx.
By Fatou’s lemma, (C∞c (D), ED) is closable in L2(D, dx). Let F be the closure of C∞c (D)
under ED1 := ED + (·, ·)L2(D,dx). Then (FD, ED) is a regular Dirichlet form on L2(D, dx).
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Recall that κ : D → [0,∞) is a Borel function satisfying (1.5), namely κ(x) ≤ C1Φ(δD(x))−1,
x ∈ D, for some C1 > 0. This implies that κ is locally bounded in D. Set
ED,κ(u, v) := ED(u, v) +
∫
D
u(x)v(x)κ(x) dx .
Since κ is locally bounded, the measure κ(x)dx is a positive Radon measure charging no set of
zero capacity. Let FD,κ := F˜D∩L2(D, κ(x)dx), where F˜D is the family of all quasi-continuous
functions on FD. By [8, Theorems 6.1.1 and 6.1.2], (FD,κ, ED,κ) is a regular Dirichlet form on
L2(D, dx) having C∞c (D) as a special standard core. Let (Y
D,κ
t ,Px), t ≥ 0, x ∈ D \N , be the
associated Hunt process with lifetime ζ , where N is an exceptional set. We add a cemetery
point ∂ to the state space D and define Y D,κt = ∂ for t ≥ ζ . We will write D∂ = D ∪ {∂}.
For an open set U ⊂ U ⊂ D, let Y D,κ,U be the process Y D,κ killed upon exiting U , that
is, the part of the process Y D,κ in U . The Dirichlet form of Y D,κ,U is equal to (FD,κU , ED,κ),
where FD,κU = {u ∈ FD,κ : u = 0 q.e. on D \ U}. For u, v ∈ FD,κU ,
ED,κ(u, v) = 1
2
∫
U
∫
U
(u(x)− u(y))(v(x)− v(y))JD(x, y) dy dx+
∫
U
u(x)u(y)κU(x) dx , (3.1)
where
κU(x) =
∫
D\U
JD(x, y) dy + κ(x) , x ∈ U . (3.2)
Moreover, by [4, Theorem 3.3.9], since C∞c (D) is a special standard core of (FD,κ, ED,κ), the
set {u ∈ C∞c (D) : supp(u) ⊂ U} = C∞c (U) is a core of (FD,κU , ED,κ).
3.1. Regularization of the process. In this subsection we show that one can remove the
exceptional set N and start the process Y D,κ from every point x ∈ D.
Let U be a relatively compact C1,1 open subset of D. Note that for x, y ∈ U , δD(x) ∧
δD(y) ≥ dist(U, ∂D), so with a := dist(U, ∂D)/diam(U) we have that δD(x)∧δD(y) ≥ a|x−y|.
Therefore, it follows from (B2) and (B3) that there exists a constant c1 = c1(U) ≥ 1 such
that c−1 ≤ B(x, y) ≤ c for all x, y ∈ U . Together with (1.3) this implies that there exist c2 > 0
and c3 > 0 such that
c2
|x− y|dΦ(|x− y|) ≤ J
D(x, y) ≤ c3|x− y|dΦ(|x− y|) , x, y ∈ U . (3.3)
For γ > 0 define a kernel Jγ(x, y) on R
d × Rd by Jγ(x, y) = JD(x, y) for x, y ∈ U , and
Jγ(x, y) = γj(|x− y|) otherwise. By(1.3) and (3.3), there exist c4 > 0 and c5 > 0 such that
c4
|x− y|dΦ(|x− y|) ≤ Jγ(x, y) ≤
c5
|x− y|dΦ(|x− y|) , x, y ∈ R
d .
It is now straightforward to check that all conditions of [6, Theorem 1.2] (as well as the
geometric condition of the paper) are satisfied. For u ∈ L2(Rd, dx), define
C(u, u) := 1
2
∫
Rd
∫
Rd
(u(x)− u(y))2Jγ(x, y) dx dy and D(C) := {u ∈ L2(Rd) : C(u, u) <∞} .
Note that C∞c (R
d) is a special standard core of D(C).
Let
q˜(t, x, y) := Φ(t)−d ∧ t|x− y|dΦ(|x− y|) , t > 0, x, y ∈ R
d.
It follows form [6] that there exists a conservative Feller and strongly Feller process Z asso-
ciated with (D(C), C) that can start from every point in Rd. Moreover, the process Z has
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a continuous transition density function p(t, x, y) on (0,∞) × Rd × Rd (with respect to the
Lebesgue measure) that satisfies the following estimate: There exists c6 ≥ 1 such that
c−16 q˜(t, x, y) ≤ p(t, x, y) ≤ c6q˜(t, x, y) , t > 0, x, y ∈ Rd .
Denote the part of the process Z killed upon exiting U by ZU . The Dirichlet form of ZU is
(DU(C), C), where for u, v ∈ DU(C),
C(u, v) = 1
2
∫
U
∫
U
(u(x)− u(y))(v(x)− v(y))Jγ(x, y) dy dx+
∫
U
u(x)v(x)κZU(x) dx
=
1
2
∫
U
∫
U
(u(x)− u(y))(v(x)− v(y))JD(x, y) dy dx+
∫
U
u(x)v(x)κZU(x) dx
with
κZU(x) =
∫
Rd\U
Jγ(x, y) dy = γ
∫
Rd\U
j(|x− y|) dy , x ∈ U ,
and DU(C) = {u ∈ D(C) : u = 0 q.e. on Rd \ U}. Again, by [4, Theorem 3.3.9], C∞c (U) is a
core of (DU(C), C).
Recall δU = dist(U, ∂D) and dU = diam(U). For all x, y ∈ U we have that δD(x) ∧ δD(y) ≥
(δU/dU)|x− y|, hence by (B3) we have B(x, y) ≥ c7 (where c7 = C3(2−1 ∧ (δU/dU))) implying
together with (B2) that
c7j(|x− y|) ≤ JD(x, y) = B(x, y)j(|x− y|) ≤ C2j(|x− y|) , x, y ∈ U . (3.4)
Next, let V be the δU/2-neighborhood of U , that is V := {x ∈ D : dist(x, U) < δU/2}. Then
κU(x) =
∫
D\V
JD(x, y) dy +
∫
V \U
JD(x, y) dy + κ(x) .
Similarly as above we conclude that c8j(|x−y|) ≤ JD(x, y) ≤ C2j(|x−y|) for all x, y ∈ V with
c8 := C3((δU/2)/(dU+δU/2)) > 0. Moreover, supx∈U
∫
D\V
JD(x, y) dy =: c9 <∞ (this can be
shown by splitting the integral into two parts – over (D\V )∩B(0, R0) and (D\V )∩B(0, R0)c
for appropriate R0) and ‖κ|U‖ =: c10 <∞. Therefore
c8
∫
V \U
j(|x− y|) dy ≤ κU(x) ≤ c9 + C2
∫
V \U
j(|x− y|)dy + c10 , x ∈ U .
Since
inf
x∈U
∫
V \U
j(|x− y|) dy ≥ |V \ U |j(diam(V )) =: c11 > 0 ,
we conclude that
c8
∫
V \U
j(|x− y|) dy ≤ κU (x) ≤ c12
∫
V \U
j(|x− y|) dy , x ∈ U .
Further, since
κZU (x) = γ
(∫
Rd\V
j(|x− y|) dy +
∫
V \U
j(|x− y|) dy
)
, x ∈ U
and supx∈U
∫
Rd\V
j(|x− y|) dy =: c13 <∞, we see that there is a constant c14 > 0 such∫
V \U
j(|x− y|) dy ≤ γ−1κZU(x) ≤ c14
∫
V \U
j(|x− y|) dy , x ∈ U .
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It follows that c−112 κU(x) ≤ γ−1κZU(x) ≤ c14c−18 κU(x) for all x ∈ U with positive constants
c8, c12, c14 not depending on γ. Now we choose γ > 0 so small that γc14c
−1
8 ≤ 1. With this
choice we get that κZU (x) ≤ κU(x) for all x ∈ U . In particular, with c15 := γc−112 we see that
c15κU (x) ≤ κZU(x) ≤ κU(x) , x ∈ U .
It follows that for u ∈ C∞c (U),
ED,κ1 (u, u) = ED,κ(u, u) +
∫
U
u(x)2 dx
=
1
2
∫
U
∫
U
(u(x)− u(y))2JD(x, y) dy dx+
∫
U
u(x)2κU(x) dx+
∫
U
u(x)2dx
≍ 1
2
∫
U
∫
U
(u(x)− u(y))2Jγ(x, y) dy dx+
∫
U
u(x)2κZU(x) dx+
∫
U
u(x)2dx
= C(u, u) +
∫
U
u(x)2dx = C1(u, u) .
Since C∞c (U) is a core of both (FD,κU , ED,κ) and (C,DU(C)), we conclude that FD,κU = DU(C).
We now define κ˜ : U → R by κ˜(x) := κU(x) − κZU(x), x ∈ U. By the choice of γ we have
that κ˜ ≥ 0. On the other hand, since κ is bounded in U and U is C1,1, it follows from (3.3)
that there is a constant c16 > 0 such that
κ˜(x) ≤ κU(x) =
∫
D\U
JD(x, y) dy + κ(x) ≤ c16
Φ(δD(x))
, x ∈ U. (3.5)
Let µ(dx) = κ˜(x) dx be a measure on U . For t > 0 and a ≥ 0 define
NU,µa (t) := sup
x∈Rd
∫ t
0
∫
z∈U :δU (z)>aΦ−1(t)
q˜(s, x, z)µ(dz) ds .
By the definition of q˜ and (3.5) one can check that supt<1N
U,µ
a (t) <∞ and limt→0NV,µ0 (t) = 0
for every relatively compact open set V ⊂ U , that is, µ ∈ K1(U) in the notation of [7,
Definition 2.12].
Let At :=
∫ t
0
κ˜(ZUs ) ds. Then (At)t≥0 is a positive continuous additive functional of Z
U
in the strict sense (i.e. without an exceptional set) with Revuz measure κ˜(x)dx. For any
non-negative Borel function f on U let
TU,κ˜t f(x) := Ex[exp(−At)f(ZUt )] , t > 0, x ∈ U ,
be the Feynman-Kac semigroup of ZU associated with κ˜(x)dx. By [7, Propostion 2.14], the
Hunt process ZU,κ˜ on U corresponding to the transition semigroup (TU,κ˜t )t≥0 has a transition
density qU(t, x, y) (with respect to the Lebesgue measure) such that qU(t, x, y) ≤ c17q˜(t, x, y)
for t < 1. Further, (t, y) 7→ qU(t, x, y) is continuous for each x ∈ U .
According to [8, Theorem 6.1.2], the Dirichlet form CU,κ˜ corresponding to TU,κ˜t is regular
and is given by
CU,κ˜(u, v) = 1
2
∫
U
∫
U
(u(x)− u(y))(v(x)− v(y))JD(x, y)dydx+
∫
U
u(x)v(x)κU(x) dx
with the domainDκ˜U = DU(C)∩L2(U, κ˜(x)dx) . Since (Dκ˜U , CU,κ˜) is regular, the set Dκ˜U∩Cc(U) =
DU(C) ∩ Cc(U) is its core. By comparing with (3.1) we see that
ED,κ(u, v) = CU,κ˜(u, v) , u, v ∈ C∞c (U) .
Now we have to argue that the Dirichlet spaces (FD,κU , ED,κ) and (Dκ˜U , CU,κ˜) are equal. We
know that C∞c (U) is a core for ED,κ. One can easily check that this should be also true
for CU,κ˜. Further, C∞c (U) ⊂ Cc(U) ∩ {u ∈ L2(U, dx) : CU(u, u) < ∞} (which is a core).
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Clearly, C∞c (U) is dense in Cc(U) with uniform norm. It is easy to see that C
∞
c (U) is dense
in Cc(U)∩ {u ∈ L2(U, dx) : CU(u, u) <∞} with CU,κU1 norm. Thus the process ZU,κ˜ coincides
with Y D,κ,U . We summarize the above discussion in the following lemma.
Lemma 3.1. The process Y D,κ,U can be refined to start from every point in U . Moreover, it
is strongly Feller.
Proposition 3.2. The process Y D,κ can be refined to start from every point in D.
Proof. Let (Un)n≥1 be a sequence of bounded smooth open sets such that Un ⊂ Un ⊂ Un+1
and ∪n≥1Un = D. For each n ≥ 1, let Y (n) = Y D,κ,Un and let ζ (n) be the lifetime of Y (n). The
Dirichlet form of Y (n) is (FD,κUn , ED,κ), where FD,κUn = {u ∈ FD,κ : u = 0 q.e. on D \ Un}. By
Lemma 3.1 it follows that each process Y (n) can start from every point in Un. These processes
are consistent in the sense that Y
(n+1)
t = Y
(n)
t for t ∈ [0, ζ (n)). We define a new process Y˜ by
Y˜t = Y
(1)
t for t ∈ [0, ζ (1)), and for each n > 1, Y˜t = Y (n)t for t ∈ [ζ (n−1), ζ (n)). The process Y˜
can start from every point in D. It is easy to check that the Dirichlet form of Y˜ is (FD,κ, ED,κ).
Thus we can assume the process Y D,κt can start from every point in D. ✷
3.2. Analysis of the generator. In this subsection we assume that, in addition to (B1)-
(B3), (B4) also holds. Let
C2c (D;R
d) = {f : D → R : there exists u ∈ C2c (Rd) such that u = f on D}
be the space of functions on D that are restrictions of C2c (R
d) functions. Clearly, if f ∈
C2c (D;R
d) then f ∈ C2b (D) ∩ L2(D).
We introduce the operator
LBf(x) := p.v.
∫
D
(f(y)− f(x))JD(x, y) dy − κ(x)f(x) (3.6)
= lim
ε→0
∫
D,|y−x|>ε
(f(y)− f(x))JD(x, y) dy − κ(x)f(x) , x ∈ D ,
defined for all functions f : D → R for which the principal value integral makes sense. We
will show that this is the case when f ∈ C2c (D;Rd). Let us start with the following auxiliary
result.
Lemma 3.3. There exists a constant C9 > 0 such that for any bounded Lipschitz function
with Lipschitz constant L, we have for all x ∈ D and r ∈ (0, δD(x)],∫
D
|f(y)− f(x)| j(|y − x|)|B(x, x)− B(x, y)| dy ≤ C9(‖f‖∞ + rL)Φ(r)−1 . (3.7)
Proof. Since the proof for the case δ2 < 1/2 is simpler, we give the proof for the case δ2 ≥ 1/2.
Note that ∫
D
|f(y)− f(x)| j(|y − z|)|B(x, x)− B(x, y)| dy
≤ L
∫
D,|y−x|<r/2
|y − x|j(|y − x|)|B(x, x)− B(x, y)| dy
+ 4C2‖f‖∞
∫
D,|y−x|≥r/2
j(|y − x|) dy =: I1 + I2 ,
16 PANKI KIM RENMING SONG AND ZORAN VONDRACˇEK
where we used (B2) in the inequality. If |y−x| < r/2, then δD(y) > r/2, and since δD(x) ≥ r,
we have δD(y) ∧ δD(x) > r/2 > |y − x|. Thus by (B4), (1.3) and (1.4),
I1 ≤ C4L2θr−θ
∫
|y−x|<r/2
|y − x|1+θ|y − x|−dΦ(|y − x|)−1 dy
≤ c(d)C4L2θr−θ 1
Φ(r/2)
∫ r/2
0
sθΦ(r/2)
Φ(s)
ds
≤ a2c(d)C4L2θr−θ (r/2)
2δ2
Φ(r/2)
∫ r/2
0
sθ−2δ2 ds ≤ c1LrΦ(r)−1 .
Similarly, using (1.3) and (1.4), I2 ≤ c(d)‖f‖∞
∫∞
r/2
td−1j(t) dt ≤ c2‖f‖∞Φ(r)−1 . Combining
the estimates for I1 and I2 we get the statement of the lemma. ✷
Proposition 3.4. (a) Let f ∈ C2c (D;Rd). Then LBf is well defined and for all x ∈ D
and r > 0,
LBf(x) = B(x, x)
∫
Rd
(u(y)− u(x)−∇u(x)1{|y−x|<r} · (y − x))j(|x− y|)dy
+B(x, x)
∫
Rd\D
(u(x)− u(y))j(|x− y|)dy
+
∫
D
(u(y)− u(x))j(|x− y|)(B(y, x)− B(x, x))dy ,−κ(x)u(x), (3.8)
where u ∈ C2c (Rd) is any function such that u = f on D.
(b) There exists a constant C10 > 0 such that for any f ∈ C2c (D;Rd), any x ∈ D and any
r ∈ (0, δD(x)] we have
|LBf(x)| ≤ C10
(
r2‖∂2u‖∞ + r‖∇u‖∞ + ‖u‖∞
)
Φ(r)−1 . (3.9)
where u ∈ C2c (Rd) is any function such that u = f on D.
(c) Let f ∈ C2c (D). Then for all 0 < ǫ0 ≤ dist(∂D, supp(f))/2,
‖LBf‖∞ ≤ C10
(
ǫ20‖∂2f‖∞ + ǫ0‖∇f‖∞ + ‖f‖∞
)
Φ(ǫ0)
−1 .
Proof. (a) Let u ∈ C2c (Rd) be such that u = f on D. Fix x ∈ D and let ε < r ∧ (δD(x)/2).
Then∫
D, |x−y|>ε
(f(y)− f(x))j(|x− y|)B(x, y)dy
= B(x, x)
∫
D, |x−y|>ε
(u(y)− u(x))j(|x− y|)dy
+
∫
D, |x−y|>ε
(u(y)− u(x))j(|x− y|)(B(x, y)− B(x, x))dy
= B(x, x)
∫
|x−y|>ε
(u(y)− u(x))j(|x− y|)dy + B(x, x)
∫
Rd\D, |x−y|>ε
(u(x)− u(y))j(|x− y|)dy
+
∫
D, |x−y|>ε
(u(y)− u(x))j(|x− y|)(B(x, y)− B(x, x))dy
= B(x, x)
∫
|x−y|>ε
(u(y)− u(x)−∇u(x)1{|y−x|<r} · (y − x))j(|x− y|)dy
+ B(x, x)
∫
Rd\D, |x−y|>ε
(u(x)− u(y))j(|x− y|)dy
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+
∫
D, |x−y|>ε
(u(y)− u(x))j(|x− y|)(B(y, x)− B(x, x))dy.
In the the first integral above, we have used (B1). By letting ε → 0 and using Lemma 3.3
for the third integral, we obtain (3.8).
(b) Let u ∈ C2c (D;Rd) be any function such that u = f on D. Fix x ∈ D and let r ∈ (0, δD(x)].
Then by part (a),
LBf(x) = B(x, x)
∫
Rd
(
u(y)− u(x)−∇u(x)1|y−x|<r · (y − x)
)
j(|y − x|) dy
+ B(x, x)
∫
Rd\D
(u(x)− u(y))j(|y − z|) dy
+
∫
D
(f(y)− f(x))j(|y − x|)(B(y, x)− B(x, x)) dy − κ(x)f(x)
=: I + II + III + IV .
For I, we use∣∣u(y)− u(x)−∇u(x)1|y−x|<r · (y − x)∣∣ ≤ ‖∂2u‖∞|y − x|21|y−x|≤r + 2‖u‖∞1|y−z|≥r,
to get
I ≤ B(x, x)
∫
Rd
(‖∂2u‖∞|y − x|21|y−x|≤r + 2‖u‖∞1|y−x|≥r) j(|y − x|) dy
≤ B(x, x)c(d)
(
‖∂2u‖∞
∫ r
0
td−1t2t−dΦ(t)−1 dt+
∫ ∞
r
2‖u‖∞td−1t−dΦ(t)−1 dt
)
≤ B(x, x)c(d)(‖∂2u‖∞r2 + 2‖u‖∞)Φ(r)−1 .
For II we use that δD(x) ≥ r to get
II ≤ 2B(x, x)‖u‖∞
∫
B(x,δD(x))
j(|y − x|) dy
≤ c(d)B(x, x)‖u‖∞Φ(δD(x))−1 ≤ c(d)B(x, x)c(d)‖u‖∞Φ(r)−1 .
III is estimated in Lemma 3.3, while for IV we use (1.5) to get
IV ≤ C1‖f‖∞Φ(δD(x))−1 ≤ C1‖f‖∞Φ(r)−1 .
(c) Take x ∈ D such that δD(x) < ǫ0. Then B(x, ǫ0) ∩D ⊂ D \ supp(f). Since f(x) = 0 and
also f(y) = 0 for y ∈ D ∩B(x, ǫ0), we have that
|LBf(x)| ≤
∫
|y−x|≥ǫ0
|f(y)|JD(y, x) dy ≤ ‖f‖∞
∫
|y−x|≥ǫ0
j(|y − x|) dy ≤ c(d)‖f‖∞Φ(ǫ0)−1 .
On the other hand, if δD(x) ≥ ǫ0, then we can take r = ǫ0 and a function u ∈ C2c (D;Rd) such
that u = f on D with ‖u‖∞ = ‖f‖∞, ‖∇u‖∞ = ‖∇u‖∞ and ‖∂2u‖∞ = ‖∂2u‖∞ in (3.9) to get
|LBf(x)| ≤ C10
(
ǫ20‖∂2f‖∞ + ǫ0‖∇f‖∞ + ‖f‖∞
)
Φ(ǫ0)
−1 .
✷
Corollary 3.5. Let (A,D(A)) be the L2-generator of the semigroup (Tt)t≥0 corresponding to
ED,κ. Then C2c (D;Rd) ⊂ D(A) and A|C2c (D;Rd) = LB|C2c (D;Rd).
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Proof. Since κ is locally bounded, it suffices to show that, for u ∈ C2c (D;Rd) and v ∈ C2c (D),∫
D
∫
D
(u(y)− u(x))(v(y)− v(x))JD(x, y)(x, y) dy dx = 2
∫
D
(
LBu(x)− κ(x)u(x))v(x) dx.
(3.10)
Note that, by the Lebesgue dominated convergence theorem and the symmetry of B,∫
D
∫
D
(u(y)− u(x))(v(y)− v(x))j(|x− y|)B(x, y)dydx
= lim
ε↓0
∫
D
∫
y∈D:|x−y|>ε
(u(y)− u(x))(v(y)− v(x))j(|x− y|)B(x, y)dydx
= 2 lim
ε↓0
∫
D
∫
y∈D:|x−y|>ε
(u(y)− u(x))j(|x− y|)B(x, y)dy v(x)dx
= 2 lim
ε↓0
∫
supp(v)
∫
y∈D:|x−y|>ε
(u(y)− u(x))j(|x− y|)B(x, y)dy v(x)dx. (3.11)
Let ε < ε0 := dist(∂D, supp(v))/2. Then by the estimates of I, II and III in the proof of
Proposition 3.4 (b), we have that
sup
x∈supp(v),ε<ε0
∣∣∣∣∫
y∈D:|x−y|>ε
(u(y)− u(x))j(|x− y|)B(x, y)dy
∣∣∣∣
≤ c1
(
ε20‖∂2u‖∞ + ε0‖∇u‖∞ + ‖u‖∞
)
Φ(ε0)
−1 <∞ .
Thus we can use the Lebesgue dominated convergence theorem to conclude that (3.10) holds.
✷
Consider now the process Y D,κ,U – the process Y D,κ killed upon exiting U ⊂ U ⊂ D. Denote
LBUu := L
B,Uu− κU(·)u, where
LB,Uu(z) := p.v.
∫
U
(u(y)− u(z))JD(y, z) dy − κ(z)u(z) , u ∈ U ,
and
κU(z) :=
∫
D\U
JD(z, y) dy , z ∈ U .
We can write
LBUu(z) = p.v.
∫
U
(u(y)− u(z))JD(y, z) dy − κU(z)u(z) , u ∈ U ,
where κU = κ + κ
U . If U is a C1,1-open set, then κU(z) ≤ c1 1Φ(δU (z)) . Since κ is bounded in
U we have that κU(z) ≤ c2 1Φ(δU (z)) . Thus LBU has the same form in U as LB in D. Hence, the
analog of Proposition 3.4 is valid. In particular, if u ∈ C2c (U), then ‖LBUu‖∞ <∞.
Further, if u ∈ C2c (U) ⊂ C2c (D), then for z ∈ U ,
LBu(z) = lim
ǫ→0
∫
D,|y−z|<ǫ
(u(z)− u(y))JD(y, z)dy − κ(z)u(z)
= lim
ǫ→0
∫
U,|y−z|<ǫ
(u(z)− u(y))JD(y, z)dy + lim
ǫ→0
∫
D\U,|y−z|<ǫ
(u(z)− u(y))JD(y, z)dy − κ(z)u(z)
= LB,Uu(z)− κU(z)u(z)− κ(z)u(z) = LBUu(z) .
Recall that our basic process is Y D,κ = (Y D,κt ,Px, x ∈ D). The part of this process in
U ⊂ U ⊂ D is Y D,κ,U = (Y D,κ,Ut ,Px, x ∈ U).
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Lemma 3.6. Suppose that U is a C1,1-open set and U ⊂ U ⊂ D. For any u ∈ C2c (U) and
any x ∈ U ,
Mut := u(Y
D,κ,U
t )− u(Y D,κ,U0 )−
∫ t
0
LBUu(Y
D,κ,U
s ) ds , (3.12)
is a Px-martingale with respect to the filtration of Y
D,κ,U .
Proof. We follow the proof of [9, Lemma 2.2]. If (A,D(A)) denotes the L2-generator of the
semigroup Tt of Y
D,κ,U , then using an argument similar to that used in Proposition 3.4 and
Corollary 3.5 we get that C2c (U) ⊂ D(A) and A|C2c (U) = (LBU )|C2c (U). Then in the same way as
in the proof of [9, Lemma 2.2] we get that
Ttu(x)− u(x) =
∫ t
0
TsL
B
Uu(x) ds a.e. x ∈ U .
Moreover, by the display before this lemma we know that LBUu is bounded in U . Also, by
Lemma 3.1, Y D,κ,U is strongly Feller. Now we can follow word-by-word the second part of the
proof of [9, Lemma 2.2] to get the desired conclusion. ✷
Recall that, for an open set U ⊂ D, τU = τY D,κU = inf{t > 0 : Y D,κt /∈ U}.
Note that LBUu(Y
D,κ,U
s ) = L
Bu(Y D,κs )1s<τU∧ζ = L
Bu(Y D,κs )1s<τU and that u(Y
D,κ,U
t ) =
u(Y D,κt )1t<τU . Thus we can rewrite (3.12) as
Mut = u(Y
D,κ
t )1t<τU − u(Y D,κ0 )−
∫ t∧τU
0
LBu(Y D,κs )ds . (3.13)
Proposition 3.7. For u ∈ C2c (D) and x ∈ D,
Mut := u(Y
D,κ
t )− u(Y D,κ0 )−
∫ t
0
LBu(Y D,κs )ds
is a Px-martingale.
Proof. Let (Un) be an increasing sequence of relatively compact C
1,1 open subsets of D such
that x ∈ U1, supp(u) ⊂ U1 and Un ↑ D. Let M (n) denote the martingale in (3.13) with
U = Un, that is,
M
(n)
t = u(Y
D,κ
t )1t<τUn − u(Y D,κ0 )−
∫ t∧τUn
0
LBu(Y D,κs )ds .
By using that both u and LBu are bounded (by Proposition 3.4 (c)), we conclude that Mut is
a Px-martingale. ✷
Let u ∈ C2c (D). Consider y ∈ D and r > 0 such that B(y, 2r) ⊂ D. Let τ = τB(y,r). Since
u and LBu are bounded, applying the optional stopping theorem to Mut we get
Ey[u(Y
D,κ
t∧τ )]− u(y) = Ey
[∫ t∧τ
0
LBu(Y D,κs )ds
]
.
Note that for s < τ it holds that δD(Y
D,κ
s ) > r Py-a.s. Now Proposition 3.4 implies that
|LBu(Y D,κs )| ≤ CΦ(r)−1 for s < τ . Therefore,
Ey[u(Y
D,κ
t∧τB(y,r)
)]− u(y) ≤ CΦ(r)−1t, for all r ∈ (0, 1] and B(y, 2r) ⊂ D. (3.14)
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3.3. Harnack’s inequality. In this subsection we assume that (B1)-(B5) and (1.3)-(1.5)
hold true.
For any x ∈ D and Borel subset A of D∂ , we define N(x,A) =
∫
A∩D
JD(x, y)dy+κ(x)1A(∂).
Then it is known that (N, t) is a Le´vy system for Y D,κ (cf. [8, Theorem 5.3.1] and the argument
in [5, p.40]), that is, for any non-negative Borel function f onD×D∂ vanishing on the diagonal
and any stopping time T ,
Ex
∑
s≤T
f(Y D,κs− , Y
D,κ
s ) = Ex
(∫ T
0
∫
D∂
f(Y D,κs , y)N(Y
D,κ
s , dy)ds
)
, x ∈ D.
The following lemma is a simple consequence of Assumptions (B3) and (B5).
Lemma 3.8. (a) For all ε ∈ (0, 1), x0 ∈ D and r > 0 such that B(x0, (1 + ε)r) ⊂ D, we
have
C3(ε/2)j(x, y) ≤ JD(x, y), x, y ∈ B(x0, r). (3.15)
(b) For any ε ∈ (0, 1], there exists a constant = C11(ε) ≥ 1 such that for all x0 ∈ D and
all r > 0 satisfying B(x0, (1 + ε)r) ⊂ D, it holds that
JD(z, x1) ≤ C11JD(z, x2) , x1, x2 ∈ B(x0, r), z ∈ D \B(x0, (1 + ε)r) . (3.16)
Proof. (a) For x, y ∈ B(x0, r), we have δD(x) ∧ δD(y) ≥ εr and |x − y| ≤ 2r. Hence,
δD(x) ∧ δD(y) ≥ (ε0/2)|x − y|. Thus by (B3), JD(x, y) = B(x, y)j(|x − y|) ≥ C3j(|x − y|),
where C3 = C3(ε/2).
(b) By using (B5) we have JD(z, x1) = B(z, x1)j(z, x1) ≤ C5B(z, x2)j(z, x1). Since |x1− z| ≤
|x2− z|+ |x1− x2| ≤ |x2− z|+2r ≤ |x2− z|+ (2/ε)|x2− z| = (1+ 2ε)|x2− z|, it follows from
(1.4) that j(|z − x1|) ≤ c1j(|z − x2|). This proves the estimate. ✷
Lemma 3.9. There exists a constant C12 > 0 such that for all x ∈ D and r > 0 such that
B(x, 2r) ⊂ D it holds that
Px(τB(x,r) < t ∧ ζ) ≤ C12Φ(r)−1t .
Proof. Let x ∈ D and r > 0 be such that B(x, 2r) ⊂ D. Let f : Rd → [−1, 0] be a C2 function
such that f(z) = −1 for |z| ≤ 1/2, f(y) = 0 for |z| ≥ 1 and that ‖∇f‖∞+‖∂2f‖∞ =: c1 <∞.
Define
fr(y) := f
(
y − x
r
)
.
Then fr ∈ C2c (D), fr(y) = −1 for y ∈ B(x, r/2) and fr(y) = 0 for y ∈ D \B(x, r). Moreover,
‖∇fr‖∞ ≤ c1/r, ‖∂2fr‖∞ ≤ c1/r2. Using these and applying Proposition 3.4 (c), we get
‖LBfr‖∞ ≤ c2Φ(r)−1.
Since fr ∈ C2c (D), by Proposition 3.7 that
fr(Y
D,κ
t )− fr(Y D,κ0 )−
∫ t
0
LBfr(Y
D,κ
s ) ds
is a Py-martingale for every y ∈ D. Thus for any y ∈ B(x, r/2) and any stopping time S with
Ey[S] <∞,
Py(|Y D,κS − x| ≥ r, S < ζ) = Ey[1 + fr(Y D,κS ), |Y D,κS − x| ≥ r, S < ζ)
≤ Ey[1 + fr(Y D,κS )] = −fr(y) + Ey[fr(Y D,κS )] = Ey
[∫ S
0
LBfr(Y
D,κ
s ) ds
]
≤ ‖LBfr‖∞Ey[S] ≤ c2Φ(r)−1Ey[S] . (3.17)
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The first inequality in the second line follows because 1 + fr ≥ 0. Note that here fr(Y D,κS )
makes sense regardless whether S < ζ or not (by definition fr(∂) = 0).
Now take S = τB(x,r) ∧ t and notice that {|Y D,κτB(x,r)∧t − x| ≥ r} = {τB(x,r) < t}. Indeed,
|Y D,κτB(x,r)∧t − x| ≥ r implies that τB(x,r) ≤ t. Consequently we have that{|Y D,κτB(x,r)∧t − x| ≥ r, τB(x,r) ∧ t < ζ} = {τB(x,r) < t ∧ ζ} .
Now it follows form (3.17) that for y ∈ B(x, r) we have
Py
(
τB(x,r) < t∧ζ
)
= Py
(|Y D,κτB(x,r)∧t−x| ≥ r, τB(x,r)∧t < ζ) ≤ c2Φ(r)−1Ey[τB(x,r)∧t] ≤ c2Φ(r)−1t .
✷
Lemma 3.10. For all x ∈ D and all r > 0 such that B(x, 2r) ⊂ D, it holds that Px(τB(x,r) =
ζ < t) ≤ C13Φ(r)−1t, where C13 = C1.
Proof. By the Le´vy system formula,
Px(τB(x,r) = ζ < t) = Ex
∑
s<t
1B(x,r)×{∂}(Y
D,κ
s− , Y
D,κ
s ) = Ex
∫ t
0
1B(x,r)(Y
D,κ
s )κ(Y
D,κ
s )ds.
Since κ(y) ≤ C1/Φ(r) for y ∈ B(x, r) by (1.5), we immediately get Px(τB(x,r) = ζ < t) ≤
C1Φ(r)
−1t. ✷
Recall that A(x, r1, r2) to denote the annulus {y ∈ Rd : r1 ≤ |y − x| < r2}.
Proposition 3.11. (a) There exists a constant C14 > 0 depending on a1, a2, δ1, δ2 such that
for every x0 ∈ D and all r > 0 with B(x0, r) ⊂ D, it holds that
ExτB(x0,r) ≥ C14Φ(r) , x ∈ B(x0, r/3).
(b) For every ε > 0, there exists C15 > 0 depending on ε, a1, a2, δ1, δ2, C3, C5 such that for
all x0 ∈ D and all r > 0 satisfying B(x0, (1 + ε)r) ⊂ D, it holds that
ExτB(x0,r) ≤ C15Φ(r) , x ∈ B(x0, r) .
Proof. (a) Let x ∈ D and r > 0 be such that B(x, r) ⊂ D. It follows from Lemmas 3.9-3.10
and (1.4) that
Px(τB(x,r/3) < t) ≤ c1Φ(r)−1t .
Therefore,
ExτB(x,r/3) ≥ tPx(τB(x,r/3) ≥ t) ≥ t(1 − c1Φ(r)−1t)
for all t > 0. Choose t = Φ(r)/(2c1), so that 1− c1Φ(r)−1t = 1/2. Then
ExτB(x,r/3) ≥ 1
2
Φ(r)/(2c1) = c2Φ(r) .
Now let B(x0, r) ⊂ D and x ∈ B(x0, r/3). Then B(x, r/2) ⊂ B(x0, r) ⊂ D. By what was
proven above,
ExτB(x0,r) ≥ ExτB(x,r/6) ≥ c2Φ(r/2) ≥ c3Φ(r) .
(b) Let ε0 := ε/3, x0 ∈ D and r > 0 so that B(x0, (1+3ε0)r) ⊂ D. For x ∈ B(x0, r), by using
Lemma 3.8 (b) in the third line,
1 ≥ Px
(
Y D,κτB(x0,r)
∈ A(x0, (1 + ε0)r, (1 + 2ε0)r)
)
= Ex
∫ τB(x0,r)
0
∫
A(x0,(1+ε0)r,(1+2ε0)r)
JD(u, Y D,κs ) du ds
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≥ C−111 c1ExτB(x0,r)
∫
A(x0,(1+ε0)r,(1+2ε0)r)
JD(u, x0) du. (3.18)
For u ∈ A(x0, r, (1 + 2ε0)r), we have by Lemma 3.8 (a) that JD(u, x0) ≥ C11j(u, x0).
Therefore, by (1.3) and (1.4),∫
A(x0,(1+ε0)r,(1+2ε0)r)
JD(u, x0) du ≥ C11
∫
A(x0,(1+ε0)r,(1+2ε0)r)
j(|u− x0|) du
≥ c3
∫ (1+2ε0)r
(1+ε0)r
1
tΦ(t)
dt ≥ c4 1
Φ(r)
.
By inserting this in (3.18) we obtain 1 ≥ c5ExτB(x0,r)/Φ(r), which is the required inequality.
✷
Lemma 3.12. There exists C16 > 0 such that for every x ∈ D, every r > 0 with B(x, 5r) ⊂ D
and any Borel A ⊂ B(x, r),
Py(TA < τB(x,3r)) ≥ C16 |A||B(x, r)| , y ∈ B(x, 2r).
Proof. Without loss of generality assume that Py(TA < τB(x,3r)) < 1/4. Set τ = τB(x,3r).
For y ∈ B(x, 2r) we have that B(y, 3r) ⊂ D. Hence by Lemmas 3.9 and 3.10, for every
y ∈ B(x, 2r), Py(τ < t) ≤ Py(τB(y,r) < t) ≤ c1Φ(r)−1t . Choose t0 = Φ(r)/(4c1), so that
Py(τ < t0) ≤ 1/4. Further, if z ∈ B(x, 3r) and u ∈ A ⊂ B(x, r), then |u− z| ≤ 4r. Since j is
decreasing, j(|u− z|) ≥ j(4r). Moreover, δD(u)∧ δD(z) ≥ r ≥ (1/4)|u− z|, implying by (B3)
that B(u, z) ≥ C3(1/4) = C3. Thus,
Py(TA < τ) ≥ Ey
∑
s≤TA∧τ∧t0
1{Y D,κs− 6=Ys,Y
D,κ
s ∈A}
= Ey
∫ TA∧τ∧t0
0
∫
A
j(|u− Y D,κs |)B(u, Y D,κs ) du ds ≥ C3j(4r)|A|Ey[TA ∧ τ ∧ t0] ,
where in the second line we used properties of the Le´vy system. Next,
Ey[TA ∧ τ ∧ t0] ≥ t0Py(TA ≥ τ ≥ t0) ≥ t0[1− Py(TA < τ)− Py(τ < t0)] ≥ t0
2
=
Φ(r)
8c1
.
The last two displays give that
Py(TA < τ) ≥ C3j(4r)|A|Φ(r)
8c1
≥ c2 1
rdΦ(r)
|A|Φ(r) ≥ c3 |A||B(x, r)| .
✷
Lemma 3.13. There exist C17 > 0 and C18 > 0, such that if r > 0, x ∈ D are such that
B(x, 2r) ⊂ D, and H is a bounded non-negative function with support in D \ B(x, 2r), then
for every z ∈ B(x, r),
C17Ez[τB(x,r)]
∫
H(y)JD(x, y) dy ≤ EzH(Y D,κτB(x,r)) ≤ C18Ez[τB(x,r)]
∫
H(y)JD(x, y) dy .
Proof. Let y ∈ B(x, r) and u ∈ D \ B(x, 2r). By (B5) (or Lemma 3.8 (b)), JD(u, y) ≍
JD(x, y). Thus using the Le´vy system we get
Ez
[
H(Y D,κτB(x,r))
]
= Ez
∫ τB(x,r)
0
∫
H(u)JD(u, Y D,κs ) du ds ≍ Ez
∫ τB(x,r)
0
∫
H(u)JD(u, x) du ds.
✷
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Proof of Theorem 1.1. (a) Proposition 3.11 (a)-(b), Lemmas 3.12 and 3.13 imply that con-
ditions (A1), (A2) and (A3) of [14] are satisfied for the process Y D,κ. Thus we can repeat the
proofs of [14, Theorems 2.2 and 2.4] to finish the proof of part (a) Note that conservativeness
does not play any role. We omit the details.
(b) By (a) we can and will assume that L > 2 and 2r < |x1 − x2| < Lr. For simplicity, let
Bi = B(xi, r), i = 1, 2. Then by using harmonicity in the first inequality, Theorem 1.1.(a) in
the second inequality, and the Le´vy system formula in the second line, we have
f(x1) ≥ Ex1
[
f(Y D,κτB1
); Y D,κτB1
∈ B(x2, r/2)
] ≥ C−111 f(x2)Px1(Y D,κτB1 ∈ B(x2, r/2))
= C−111 f(x2)Ex1
∫ τB1
0
∫
B(x2,r/2)
JD(Y D,κs , z) dz ds . (3.19)
For y ∈ B1 and z ∈ B(x2, r/2) we have by Lemma 3.8.(b) (with ε = 1) that JD(y, z) ≥
C−111 J
D(x1, z). Further, δD(x1) ∧ δD(z) ≥ r/2 ≥ (2L+ 2)−1|x1 − z|, hence by Lemma 3.8 (a),
JD(x1, z) ≥ C3j(x1, z), where C3 = C3((2L + 2)−1). By inserting in (3.19), and by using
Proposition 3.11 (a) , we obtain
f(x1) ≥ C3f(x2)ExτB1
∫
B(x2,r/2)
j(|x1 − z|) dz
≥ c1C3f(x2)Φ(r) 1
((L+ 1)r)dΦ((L+ 1)r)
|B(x2, r/2)|
≥ C3f(x2)L−d Φ(r)
Φ((L+ 1)r)
≥ c4f(x2)L−dL−2δ2 .
The last inequality follows from (1.4). ✷
By repeating the arguments of [14, Theorem 4.9] and [1, Theorem 4.1], we immediately get
the following result.
Theorem 3.14. Let f be a non-negative bounded function in D which is harmonic in B(x0, r)
with respect to Y D,κ. Then there exist C19 > 0 and β > 0 such that for any r ∈ (0, 1] and
B(x0, r) ⊂ D,
|f(x)− f(y)| ≤ C19‖f‖∞|x− y|β, x, y ∈ B(x0, r/2).
4. Carleson’s estimate
In this section we prove Carleson’s estimate. In addition to (B1)-(B5) and (1.5), we also
assume that (B6) and (1.6) hold.
Lemma 4.1. There exists a constant δ∗ > 0 such that for all x ∈ D, Px
(
τB(x,δD(x)/2) = ζ
) ≥ δ∗
where ζ is the lifetime of Y D,κ.
Proof. Let x ∈ D. By the Le´vy system formula, (1.6) and Proposition 3.11 (a),
Px
(
τB(x,δD(x)/2) = ζ
) ≥ Px (τB(x,δD(x)/3) = ζ) = Ex ∫ ∞
0
1B(x,δD(x)/3)(Y
D,κ
s )κ(Y
D,κ
s )ds
≥ Ex
∫ τB(x,δD(x)/3)
0
κ(Y D,κs )ds ≥
c3
Φ(δD(x)/3)
ExτB(x,δD(x)/3) ≥ c4.
✷
Proof of Theorem 1.2. In this proof, the constants δ∗, ν, γ, χ, η and ci’s are always inde-
pendent of r. Let f be a non-negative function on D which is harmonic in D ∩ B(Q, r) and
vanishes continuously on ∂D ∩B(Q, r). By Theorem 1.1 (b) and a standard chain argument,
it suffices to prove (1.7) for x ∈ D ∩ B(Q, κr/(24)).
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Let ν := d + 2δ2. Recall that β̂ is the constant from Assumption (B6). Choose 0 < γ <
2δ1/(ν + β̂). Fix an x0 ∈ D ∩ B(Q, r) with δD(x0) ≥ κr/2. For any x ∈ D ∩ B(Q, κr/(12)),
define
B0(x) = B(x, δD(x)/2) , B1(x) = B(x, r
1−γδD(x)
γ)
and
B2 = B(x0, κδD(x0)/3) , B3 = B(x0, 2κδD(x0)/3).
Since x ∈ B(Q, κr/(12)), we have δD(x) < r/(12). In particular, we have that B0(x) ⊂
B(x, δD(x)) ⊂ B1(x). By Lemma 4.1, there exists δ∗ = δ∗(R,Λ) > 0 such that
Px(τ
Y D,κ
B0(x)
= ζ) ≥ δ∗ , x ∈ D ∩ B(Q, κr/(12)) . (4.1)
By Theorem 1.1.(b) there exists χ > 0 such that
f(x) < (δD(x)/r)
−χf(x0) , x ∈ D ∩B(Q, κr/(12)) . (4.2)
Since f is harmonic in D ∩B(Q, r), for every x ∈ D ∩ B(Q, κr/(12)),
f(x) = Ex
[
f
(
Y D,κ(τB0(x))
)
; Y D,κ(τB0(x)) ∈ B1(x)
]
+ Ex
[
f
(
Y D,κ(τB0(x))
)
; Y D,κ(τB0(x)) /∈ B1(x)
]
. (4.3)
We first show that there exists η > 0 such that for all x ∈ D∩B(Q, κr/(12)) with δD(x) < ηr,
Ex
[
f
(
Y D,κ(τB0(x))
)
; Y D,κ(τB0(x)) /∈ B1(x)
] ≤ f(x0). (4.4)
Step 1: There exists c2 > 0 such that
f(x0) ≥ c2Φ(r)
∫
D\B3
JD(x0, y)f(y) dy . (4.5)
Indeed, if z ∈ B2 and y ∈ D\B3, then by Lemma 3.8 (b), JD(z, y) ≥ c4JD(x0, y). By using this
estimate in the second inequality below, Proposition 3.11 (a) in the third and δD(x0) ≥ κr/2
in the fourth, we get that
f(x0) ≥ Ex0
[
f(Y D,κ(τB2)); Y
D,κ(τB2) /∈ B3
]
= Ex0
∫ τB2
0
(∫
D\B3
JD(Y D,κt , y)f(y) dy
)
dt
≥ c5Ex0 [τB2 ]
∫
D\B3
JD(x0, y)f(y) dy ≥ c6Φ(δD(x0))
∫
D\B3
JD(x0, y)f(y) dy
≥ c7Φ(r)
∫
D\B3
JD(x0, y)f(y) dy .
Step 2: For z ∈ B0(x) and y ∈ D\B1(x), by Lemma 3.8 (b) it holds that JD(z, y) ≤ c8JD(x, y).
By using this in the second line below and Proposition 3.11 (b) in the third, we get
Ex
[
f
(
Y D,κ(τB0(x))
)
; Y D,κ(τB0(x)) /∈ B1(x)
]
= Ex
∫ τB0(x)
0
∫
D\B1(x)
JD(Y D,κt , y)f(y) dy dt
≤ c9ExτB0(x)
∫
D\B1(x)
JD(x, y)f(y) dy
≤ c10Φ(δD(x))
(∫
(D\B1(x))∩Bc3
JD(x, y)f(y) dy+
∫
(D\B1(x))∩B3
JD(x, y)f(y) dy
)
=: c10Φ(δD(x))(I1 + I2). (4.6)
Step 3: Suppose now that |y − x| ≥ r1−γδD(x)γ and x ∈ B(Q, κr/(12)). Then
|y − x0| ≤ |y − x|+ 2r ≤ |y − x| + 2rγδD(x)−γ|y − x| ≤ 3rγδD(x)−γ |y − x|,
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and δD(x) ≤ κr/12 < κr/2 ≤ δD(x0). Set M = 3rγ/δD(x)γ ≥ 1 so that |y − x0| ≤ M |y − x|.
Thus, by using (B6) in the first inequality and (1.4) in the second inequality,
JD(x, y) ≤ C6M β̂B(x0, y)j(M−1|y − x0|) ≤ c11
(
δD(x)
r
)−γ(β̂+ν)
JD(x0, y) . (4.7)
Now, using this and (4.5) , we get
I1 ≤ c12
(
δD(x)
r
)−γ(ν+β̂) ∫
(D\B1(x))∩Bc3
JD(x0, y)f(y) dy
≤ c13Φ(r)−1
(
δD(x)
r
)−γ(ν+β̂)
f(x0). (4.8)
Step 4: If y ∈ B3(x), then δD(y) ≤ c12r and |y−x| ≥ |x0−Q|− |x−Q|− |y−x0| > δD(x0)/2.
By Theorem 1.1, there exists C > 0 such that f(y) ≤ Cf(x0) for all y ∈ B3(x). Thus,
I2 ≤ c14f(x0)
∫
(D\B1(x))∩B3
JD(x, y) dy ≤ c14f(x0)
∫
|y−x|>δD(x0)/2
JD(x, y) dy
≤ c15f(x0)
∫
|y−x|>δD(x0)/2
j(|x− y|) dy ≤ c16Φ(r)−1f(x0) . (4.9)
Step 5: Combining (4.6), (4.8), (4.9), and using (1.4) and the definition of Φ in the last line,
we obtain
Ex[f(Y
D,κ(τB0(x))); Y
D,κ(τB0(x)) /∈ B1(x)]
≤ c17f(x0)
(
Φ(δD(x))
Φ(r)
(
δD(x)
r
)−γ(ν+β̂)
+
Φ(δD(x))
Φ(r)
)
≤ c18f(x0)
((
δD(x)
r
)−γ(ν+β̂)+2δ1
+
(
δD(x)
r
)2δ1)
. (4.10)
Since 2δ1 − γ(ν + β̂) > 0 (by the choice of γ), we can choose η > 0 so that
c18
(
η2δ1−γ(ν+β̂) + η2δ1
)
≤ 1 .
Then for x ∈ D ∩B(Q, κr/(12)) with δD(x) < ηr, we have by (4.10),
Ex
[
f(Y D,κ(τB0(x))); Y
D,κ(τB0(x)) /∈ B1(x)
] ≤ c19 f(x0)(η2δ1−γ(ν+β̂) + η2δ1) ≤ f(x0) .
This completes the proof of (4.4).
We now prove Carleson’s estimate (1.7) for x ∈ D ∩ B(Q, κr/(24)) by a method of contra-
diction. Without loss of generality, we may assume that f(x0) = 1. Suppose that there
exists x1 ∈ D ∩ B(Q, κr/(24)) such that f(x1) ≥ K > η−χ ∨ (1 + δ−1∗ ), where K is a
constant to be specified later. By (4.2) and the assumption f(x1) ≥ K > η−χ, we have
(δD(x1)/r)
−χ > f(x1) ≥ K > η−χ, and hence δD(x1) < ηr. By (4.3) and (4.4),
K ≤ f(x1) ≤ Ex1
[
f(Y D(τB0(x1))); Y
D,κ(τB0(x1)) ∈ B1(x1)
]
+ 1 ,
and hence
Ex1
[
f(Y D,κ(τB0(x1))); Y
D,κ(τB0(x1)) ∈ B1(x1)
] ≥ f(x1)− 1 > 1
1 + δ∗
f(x1) .
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In the last inequality of the display above we used the assumption that f(x1) ≥ K > 1+ δ−1∗ .
If K ≥ (24/κ)χ/γ , then (δD(x1)/r)γ < κ/(24). Thus B1(x1) ⊂ B(Q, κr/(12)). We now get
from (4.1) that
Ex1 [f(Y
D,κ(τB0(x1))), Y
D,κ(τB0(x1)) ∈ B1(x1)]
= Ex1 [f(Y
D,κ(τB0(x1))), Y
D,κ(τB0(x1)) ∈ B1(x1) ∩D]
≤ Px
(
Y D,κ(τB0(x1)) ∈ D
) (
sup
B1(x1)
f
)
≤ (1− δ∗)
(
sup
B1(x1)
f
)
.
Therefore, supB1(x1) f > f(x1)/(1− δ2∗), i.e., there exists x2 ∈ D ∩ B(Q, κr/(12)) such that
|x1 − x2| ≤ r1−γδD(x1)γ and f(x2) > 1
1− δ2∗
f(x1) ≥ 1
1− δ2∗
K .
Similarly, if xk ∈ D ∩ B(Q, κr/(12)) with f(xk) ≥ K/(1− δ2∗)k−1 for k ≥ 2, then there exists
xk+1 ∈ D such that
|xk − xk+1| ≤ r1−γδD(xk)γ and f(xk+1) > 1
1− δ2∗
f(xk) >
1
(1− δ2∗)k
K . (4.11)
From (4.2) and (4.11) it follows that (δD(xk)/r)
γ ≤ (1 − δ2∗)γ(k−1)/χK−γ/χ, for every k ≥ 1.
Therefore by this and (4.11),
|xk −Q| ≤ |x1 −Q|+
k−1∑
j=1
|xj+1 − xj | ≤ κr
24
+ r
∞∑
j=1
(δD(xk)/r)
γ
≤ κr
24
+ rK−γ/χ
1
1− (1− δ2∗)γ/χ
.
Choose
K = η−χ ∨ (1 + δ−1∗ ) ∨ [(24/κ)χ/γ(1− (1− δ2∗)γ/χ)−χ/γ]
so that K−γ/χ (1 − (1 − δ2∗)γ/χ)−1 ≤ κ/(24). Hence xk ∈ D ∩ B(Q, κr/(12)) for every k ≥ 1.
Since limk→∞ f(xk) =∞ by (4.11), this contradicts the fact that f is bounded on B(Q, r/2).
This contradiction shows that f(x) < K for every x ∈ D∩B(Q, κr/(24)). This completes the
proof of the theorem. ✷
5. Estimates in the half-space
Starting from this section we assume that D = Rd+ and j(x, y) = |x− y|−d−α, d ≥ 1. In the
rest of this section, we will only deal with the case d ≥ 2, the case d = 1 being simpler.
For x ∈ Rd+, we write x = (x˜, xd), x˜ ∈ Rd−1, xd > 0, so that δD(x) = xd. We have
that JR
d
+(x, y) = B(x, y)|x − y|−d−α and note that with this assumption, Φ(λ) = λα so that
δ1 = δ2 = α/2. Further, for p ∈ ((α−1)+, α+β1), let κ(x) := C(α, p,B)x−αd , where C(α, p,B)
is the constant defined in (1.9). For simplicity, we denote the process Y R
d
+,κ by Y . Thus, Y is
the process associated with the Dirichlet form
E(u, v) = 1
2
∫
Rd+
∫
Rd+
(u(x)− u(y))(v(x)− v(y))
|x− y|d+α B(x, y)dydx+ C(α, p,B)
∫
Rd+
u(x)v(x)x−αd dx.
We first record the scaling property of Y here. For any r > 0, define a process Y (r) by
Y
(r)
t := rYr−αt.
Lemma 5.1. Assume that (B1), (B2) and (B8) hold. Then (Y (r),Prx) has the same law
as (Y,Px).
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Proof. For any function f , define f (r)(x) = f(rx). Let P
(r)
t be the semigroup of Y
(r). Then
P
(r)
t f(x) = E
(r)
x f(Y
(r)
t ) = Ex/rf(rYr−αt) = Pr−αtf
(r)(x/r).
Thus for any nice functions f and g,
1
t
∫
Rd+
(P
(r)
t f(x)− f(x))g(x)dx = rd−α
1
r−αt
∫
Rd+
(Pr−αtf
(r)(x/r)− f (r)(x/r))g(r)(x/r)dx.
Since by (B8) B(x/r, y/r) = B(x, y), by letting t ↓ 0 we get
E (r)(f, g) = rd−αE(f (r), g(r))
= rd−α
(
1
2
∫
Rd+
∫
Rd+
(f (r)(x)− f (r)(y))(g(r)(x)− g(r)(y))
|x− y|d+α B(x, y)dydx
+ C(α, p,B)
∫
Rd+
f (r)(x)g(r)(x)x−αd dx
)
= rd−α
(
1
2
∫
Rd+
∫
Rd+
(f(rx)− f(ry))(g(rx)− g(ry))
|x− y|d+α B(x, y)dydx
+ C(α, p,B)
∫
Rd+
f(rx)g(rx)x−αd dx
)
=
1
2
∫
Rd+
∫
Rd+
(f(x)− f(y))(g(x)− g(y))
|x− y|d+α B(x, y)dydx+ C(α, p,B)
∫
Rd+
f(x)g(x)x−αd dx = E(f, g).
Thus (Y (r),Prx) has the same law as (Y,Px). ✷
An easy consequence of Lemma 5.1 is the following: Let V be an open subset of Rd+, and
for r > 0 denote rV := {rx : x ∈ V }. If τV = inf{t > 0 : Yt /∈ V }, then
ErxτrV = r
α
ExτV , x ∈ V . (5.1)
Throughout the remainder of this section and below we always assume that B satisfies (B1),
(B2) and (B7)-(B8). Note that (B8) implies that x 7→ B(x, x) is a constant on D. Without
loss of generality, will assume that B(x, x) = 1. Additional assumptions on B will be imposed
later when needed.
We first establish some auxiliary estimates that will be useful throughout the rest of the
paper. Recall log(1 + a)γ = (log(1 + a))γ .
Lemma 5.2. (a) There exists a constant C20 > 0 such that for all x, y ∈ Rd+ satisfying
|x− y| ≥ xd, it hods that
B(x, y) ≤ C20xβ1d (| logxd|β3 ∨ 1)
(
1 + 1|y|≥1(log |y|)β3
)|x− y|−β1. (5.2)
(b) For all x, y ∈ Rd+ satisfying |x− y| ≥ xd, xd ≤ e−1 and |y| ≤M , it holds that
B(x, y) ≤ C20(1 + (logM)β3)xβ1d | log xd|β3|x− y|−β1.
Proof. (a) Since |x− y| ≥ xd we get that
(xd ∨ yd) ∧ |x− y|
xd ∧ yd ∧ |x− y| ≤
xd ∨ yd
xd ∧ yd .
Thus it follows that
B(x, y) ≤ c1
(
xd
|x− y|
)β1
log
(
1 +
xd ∨ yd
xd ∧ yd
)β3
. (5.3)
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If xd/2 ≤ yd ≤ 2xd, then the log term above is estimated from above by a constant, implying
(5.2).
Note that for a, b > 0 with a ≥ 2b, it holds that log(1 + a/b) ≤ 2 log(a/b). Using this and
(5.3) we see that if yd ≥ 2xd or yd ≤ xd/2, then
B(x, y) ≤ c2
(
xd
|x− y|
)β1
log
(
yd
xd
)β3
≤ c3
(
xd
|x− y|
)β1
(| log xd|β3 + | log yd|β3) .
We now give the the proof for the case yd ≥ 2xd and the case yd ≤ xd/2 separately.
Case 1. yd ≥ 2xd: If yd < 1, then | log yd| ≤ | log xd|, so B(x, y) ≤ 2c3xβ1d | log xd|β3|x− y|−β1 .
If yd ≥ 1, we use the estimate log yd ≤ log |y| to get
B(x, y) ≤ c4xβ1d
(| log xd|β3 + (log |y|)β3) |x− y|−β1 .
Therefore
B(x, y) ≤ c5xβ1d
(| log xd|β3 + 1|y|≥1(log |y|)β3) |x− y|−β1
≤ c5xβ1d (| log xd|β3 ∨ 1)
(
1 + 1|y|≥1(log |y|)β3
)|x− y|−β1,
which is precisely (5.2).
Case 2. yd ≤ xd/2: It is straightforward to see that f(t) = tβ1(log(1/t))β3 is strictly increasing
on (0, e−β3/β1) and decreasing (and positive) on (e−β3/β1 , 1). Thus, if xd ≤ 1/2, then there
exists c6 > 0 such that y
β1
d | log yd|β3 ≤ c6xβ1d | log xd|β3. If xd ≥ 1/2, then yd ≤ 1/4, hence
yβ1d | log yd|β3 ≤ c8 ≤ c82β1xβ1d for some constant c8 > 0. Therefore, B(x, y) ≤ c9xβ1d (| log xd|β3 ∨
1)|x− y|−β1, implying (5.2).
(b) This follows immediately from part (a). ✷
Lemma 5.3. Let q < α + β1.
(a) For all x ∈ Rd+, it holds that∫
Rd+,|y−x|≥2|x|
|y|q
|x− y|d+αB(x, y) dy <∞ . (5.4)
(b) For every b > 0, there exists a constant C21 = C21(b) > 0 such that, for all x ∈ Rd+, it
holds that∫
Rd+,|y|≥(1+b)|x|
|y|q
|x− y|d+αB(x, y) dy
≤ C21(b)xβ1d (| log xd|β3 ∨ 1)
∫
|y|≥|x|
|y|−β1+q−d−α(1 + 1|y|≥1(log |y|)β3) dy <∞ . (5.5)
Proof. First note that since q < α + β1, it holds that∫
|y|≥|x|
|y|−β1+q−d−α(1 + 1|y|≥1(log |y|)β3) dy <∞ .
Further, if |y − x| ≥ |2|x| or |y| ≥ (1 + b)|x|, then |y − x| ≍ |y|. Now the conclusion for both
(a) and (b) follows immediately from Lemma 5.2. ✷
For f : Rd+ → R, we set for x ∈ Rd+,
LBαf(x) := p.v.
∫
Rd+
f(y)− f(x)
|y − x|d+α B(x, y) dy = p.v.
∫
Rd+
(f(y)− f(x))JRd+(x, y) dy , (5.6)
whenever the principal value integral on the right hand side makes sense.
For q > 0, let gq(y) := y
q
d = δRd+(y)
q . Recall that C(α, p,B) is given in (1.9).
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Lemma 5.4. Assume (B1), (B7) and (B8) hold. Let p ∈ ((α−1)+, α+β1). Then C(α, p,B)
is finite and
LBαgp(x) = C(α, p,B)xp−αd , x ∈ Rd+.
Proof. Recall ed = (0˜, 1). By (B8), we can for simplicity take x = (0˜, xd).
By the change of variables y = xdz, and by using (B8), we have
LBαgp(x) = x
p−α
d p.v.
∫
Rd−1
∫ ∞
0
zpd − 1
|(z˜, zd)− ed|d+αB(ed, (z˜, zd)) dzddz˜ =: x
p−α
d I1 .
Note that Lemma 5.3(a) takes care of integrability away of the point x. Using the change of
variables z˜ = |zd − 1|u˜, we get I1 =
∫
Rd−1
(|u˜|2 + 1)−(d+α)/2I2(u˜) du˜, where
I2(u˜) = I2 := lim
ǫ→0
(∫ 1−ǫ
0
+
∫ ∞
1+ǫ
)
zpd − 1
|zd − 1|1+αB
(
ed, (|zd − 1|u˜, zd)
)
dzd.
Fix u˜ and, by using the change of variables s = 1/zd, (B1) and (B8), we get that the second
integral is equal to∫ 1
1+ǫ
0
sα−1−p − sα−1
(1− s)1+α B
(
(1− s)u˜, 1), sed
)
ds
=
∫ 1−ǫ
0
sα−1−p − sα−1
(1− s)1+α B
(
(1− s)u˜, 1), sed
)
ds+
∫ 1
1+ǫ
1−ǫ
sα−1−p − sα−1
(1− s)1+α B
(
((1− s)u˜, 1), sed
)
ds .
Therefore,
I2 = lim
ǫ→0
∫ 1−ǫ
0
(sp − 1) + (sα−1−p − sα−1)
(1− s)1+α B
(
((1− s)u˜, 1), sed
)
ds
+ lim
ǫ→0
∫ 1
1+ǫ
1−ǫ
sα−1−p − sα−1
(1− s)1+α B
(
((1− s)u˜, 1), sed
)
ds =: I21 + I22 .
Next
I21 = lim
ǫ→0
∫ 1−ǫ
0
(1− sp)(1− sp−(α−1))
(1− s)1+α s
α−1−pB(((1− s)u˜, 1), sed) ds.
Since α < 2 and B is bounded (uniformly in u˜), the fraction is integrable near 1. Further, if
s ∈ (0, 1/2), then by using (B7) we obtain the following estimate
B(((1− s)u˜, 1), sed) ≤ c1sβ1 log(1/s)β3 ,
where the constant c1 > 0 does not depend on u˜. The fact that p < α + β1 implies that the
function s 7→ sα−1−psβ1 log(1/s)β3 is integrable near 0. Thus there exists a constant c2 > 0
independent of u˜ ∈ Rd−1 such that
I21 =
∫ 1
0
(sp − 1)(1− sα−p−1)
(1− s)1+α B
(
((1− s)u˜, 1), sed
)
ds < c2 <∞ . (5.7)
Here we used that the integrand is non-negative since p > α − 1. Now we show that I22 = 0.
Indeed, since B is bounded, we conclude from [2, p.121] that∣∣∣∣∣
∫ 1
1+ǫ
1−ǫ
sα−1−p − sα−1
(1− s)1+α B
(
(1− s)u˜, 1), sed
)
ds
∣∣∣∣∣ ≤ cǫ2 .
Therefore,
I1 =
∫
Rd−1
1
(|u˜|2 + 1)(d+α)/2
(∫ 1
0
(sp − 1)(1− sα−p−1)
(1− s)1+α B
(
((1− s)u˜, 1), sed
)
ds
)
du˜ .
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By combining the uniform (in u˜) estimate for I21 and the fact that
∫
Rd−1
(|u˜|2+1)(−d−α)/2du˜ <
∞, we see that I1 = C(α, p,B) ∈ (0,∞). The proof is complete. ✷
Remark 5.5. (a) Note that p 7→ (sp− 1)(1− sα−p−1) is increasing for s ∈ (0, 1). This implies
that p 7→ C(α, p,B) is also increasing. Further, it is clear limp↓(α−1)+ C(α, p,B) = 0 and, by
inspecting the integrand in (5.7) near 0 and using Fatou’s lemma, we see limp↑α+β1 C(α, p,B) =
∞.
(b) Note also that if α ∈ [1, 2), then the above proof shows that LBαgp = 0 for p = α− 1.
Next we set
LBf(x) := LBαf(x)− C(α, p,B)x−αd f(x) , x ∈ Rd+ , (5.8)
where LBα is defined in (5.6). Thus, L
Bgp(x) = 0, x ∈ Rd+. Recall that LB was in a more
general setting already introduced in (3.6).
For a, b, r > 0 and w˜ ∈ Rd−1, we define
Dw˜(a, b) := {x = (x˜, xd) ∈ Rd : |x˜− w˜| < a, 0 < xd < b}.
Without loss of generality, we will deal with the case w˜ = 0˜ only. We will write D(a, b) for
D0˜(a, b) and U(r) = D0˜(
r
2
, r
2
). Further we use U for U(1).
Let hq(x) := gq(x)1D(1,1)(x) = x
q
d1D(1,1)(x).
Lemma 5.6. (a) Let p ∈ ((α − 1)+, α + β1). There exists C22 > 0 such that for every
z ∈ U ,
0 ≥ LBhp(z) ≥ −C22zβ1d | log zd|β3 .
(b) Let (α − 1)+ < p < q < α + β1. There exist r0 ∈ (0, 1/2] and C23 > 0 and C24 > 0
such that for every z ∈ D(1
2
, r0),
C23z
q−α
d ≤ LBhq(z) ≤ C24zq−αd .
(c) Let (α − 1)+ < q < p < α + β1. There exist C25 > 0, C26 > 0 and C27 > 0 such that
for every z ∈ U ,
−C26zq−αd − C27zβ1d | log zd|β3 ≤ LBhq(z) ≤ −C25zq−αd .
Proof. (a) Let z ∈ U . Then by using that LBgp(x) = 0, we see that
LBhp(z) = −
∫
D(1,1)c∩Rd+
ypd
|y − z|d+αB(z, y) dy ,
which is negative. Further, if y ∈ D(1, 1)c, then |y| ≥ √2 ≥ 2|z| (since z ∈ U = D(1/2, 1/2)).
Thus it follows from Lemma 5.3(b) (with b = 1), that
|LBhp(z)| ≤
∫
|y|≥(2|z|)∨(1/2)
|y|p
|y − z|d+αB(z, y) dy ≤ c1z
β1
d | log zd|β3 .
(b) Let z ∈ U . Then by using Lemma 5.4,
LBhq(z) = (C(α, q,B)− C(α, p,B))zq−αd −
∫
B(0,1)c∩Rd+
yqd
|y − z|d+αB(z, y) dy .
Since the second term is non-negative, by removing it we obtain the upper bound. In the
same way as before (this uses q < α + β1),∣∣∣∣∣
∫
B(0,1)c∩Rd+
yqd
|y − z|d+αB(z, y) dy
∣∣∣∣∣ ≤ c2zβ1d | log zd|β3 .
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Thus, for any z ∈ U ,
LBhq(z) ≥ (C(α, q,B)− C(α, p,B))zq−αd − c2zβ1d | log zd|β3 .
Since q − α < β1 and C(α, q,B) − C(α, p,B) > 0, we can find r0 ∈ (0, 1/2] such that the
function t 7→ (C(α, q,B)− C(α, p,B))tq−α − c3tβ1| log t|β3 is positive and bounded away from
zero for all t ∈ (0, r0). This concludes the proof of the lower bound.
(c) This is almost the same as the proof of (b) except that now C(α, q,B) − C(α, p,B) < 0
and we keep the term with zβ1d | log zd|β3 in the lower bound (hence do not have to shrink). ✷
For r ∈ (0, 1), let C(r) := (D(1, 1) \ D(√r,√r) ∩ {y ∈ Rd+ : yd ≥ |y˜|} be the part of the
cone in D(1, 1) \ D(√r,√r). Note that for z ∈ U(r) and y ∈ C(r) we have |z − y| ≤ 2|y|,
|y| ≤ √2yd, |z| ≤ |y|/
√
2, and therefore yd/4 ≤ |y|/4 ≤ |z − y| ≤ 2
√
2yd. Now we find a lower
bound for B(z, y), z ∈ U(r), y ∈ C(r). By using (B7), zd < yd and yd ≍ |z − y| ≍ |y|, we get
B(z, y) ≥ c1
(
zd ∧ yd
|z − y| ∧ 1
)β1 (zd ∨ yd
|z − y| ∧ 1
)β2
log
(
1 +
(zd ∨ yd) ∧ |zd − yd|
zd ∧ yd ∧ |z − y|
)β3
≥ c2
(
zd
|y|d
)β1
log(1 +
yd
zd
)β3 .
Since yd ≥
√
r and zd ≤ r/2, we see that yd/zd ≥ 2/√zd, hence log(1 + yd/zd) ≥ log(yd/zd) ≥
log(1/
√
zd) = | log zd|/2. Thus, B(z, y) ≥ c3
(
zd/|y|d
)β1 | log zd|β3 . By using the Le´vy system
formula we get for x ∈ U(r) (with constants c4, c5 not depending on r),
Ex[hp(YτU(r))] ≥ Ex[hp(YτU(r)), YτU(r) ∈ C(r)]
≥ c4Ex
∫
C(r)
∫ τU(r)
0
|Yt − y|−d−α
(
Y dt
|y|
)β1
| logY dt |β3ypd dy dt
≥ c5
∫
C(r)
ypd|y|−d−α−β1 dy
(
Ex
∫ τU(r)
0
(Y dt )
β1| log Y dt |β3 dt
)
.
Since
∫
D(1,1)
ypd|y|−d−α−β1 dy = +∞, we can choose r0 small enough so that
c5
∫
C(r)
ypd|y|−d−α−β1 dy ≥ 1, for all r ∈ (0, r0].
Hence, for all r ∈ (0, r0]
Ex
∫ τU(r)
0
(Y dt )
β1| log Y dt |β3 dt ≤ Ex[hp(YτU(r))] , x ∈ U(r) . (5.9)
In the remainder of this section, we will, in several places, need an extension of Proposition
3.7 to functions which are neither smooth nor of compact support. Since the proofs of these
are rather technical, in order not to interrupt the flow of the presentation, we postpone them
to Section 9.
Lemma 5.7. (a) For all r ∈ (0, r0] and x ∈ U(r),
Ex
∫ τU(r)
0
(Y dt )
β1| log Y dt |β3 dt ≤ xpd . (5.10)
(b) There exist a constant C28 > 0 such that for all x ∈ U ,
Ex
∫ τU
0
(Y dt )
β1 | logY dt |β3 dt ≤ C28xpd . (5.11)
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Proof. (a) By Lemma 9.5 it holds that
Ex[hp(YτU(r))] = x
p
d + Ex
∫ τU(r)
0
LBhp(Ys) ds ≤ xpd ,
where the inequality follows from Lemma 5.6 (a). The required estimate is a consequence of
(5.9).
(b) Let τ
(r0)
r0U
be the first time that the process Y (r0) = (Y (r0),1, . . . , Y (r0),d) exits r0U = U(r0).
Then it is easy to check by definition that τ
(r0)
r0U
= rα0 τU . Using this, one can easily see that
Er0x
∫ τ (r0)r0U
0
(Y (r0),ds )
β1| log(Y (r0),ds )|β3 ds = rα+β10 Ex
∫ τU
0
(Y ds )
β1| log(r0Y ds )|β3 ds
≥ rα+β10 Ex
∫ τU
0
(Y ds )
β1| log Y ds |β3 ds. (5.12)
In the last line we used that since r0 < 1, for all t ∈ (0, 1/2) it holds that | log(r0t)| ≥ | log t|.
Hence, for any x ∈ U we have
Ex
∫ τU
0
(Y ds )
β1 | logY ds |β3 ds ≤ r−α−β10 Er0x
∫ τ (r0)r0U
0
(Y (r0),ds )
β1 | log(Y (r0),ds )|β3 ds
≤ r−α−β10 (r0xd)p = r−α−β1+p0 xpd = C28xpd
with C28 = r
−α−β1+p
0 . ✷
Next we want to prove the opposite inequality under the additional assumption (B4). In
the rest of this section we assume that (B4) also holds. The key step towards this goal is the
following lemma.
Lemma 5.8. Let p ∈ ((α− 1)+, α + β1) and assume that δ > (α− 1)+.
(a) There exist a function ψ : Rd → [0,∞) and a constant C29 > 0 such that for all x ∈ U ,
LBψ(x) ≤ C29xβ1d | log xd|β3 ,
and the following assertions hold:
(b) The function φ(x) := hp(x)− ψ(x), x ∈ Rd+, satisfies the following properties:
(b1) φ(x) = xpd for all x = (0˜, xd) ∈ U , with 0 < xd < 1/4;
(b2) φ(x) ≤ 0 for all x ∈ U c ∩ Rd+;
(b3) There exists C30 > 0 such that L
Bφ(x) ≥ −C30xβ1d | log xd|β3 for all x ∈ U .
(c) Let (α − 1)+ < q < p. The function ϕ(x) := hq(x) − ψ(x) satisfies the following
properties:
(c1) ϕ(x) = xqd for all x = (0˜, xd) ∈ U with 0 < xd < 1/4;
(c2) ϕ(x) ≤ 0 for all x ∈ U c ∩ Rd+;
(c3) There exist C31 > 0 and C32 > 0 such that L
Bϕ(x) ≥ −C31xq−αd −C32xβ1d | log xd|β3
for all x ∈ U .
The proofs of the lemma are rather involved, we defer them to the Section 8.
Combining Lemma 5.8 (b1) with a formal application of Proposition 3.7 to φ, we can get
the following inequality opposite to (5.11). However, since φ is not smooth, we can not apply
Proposition 3.7 to φ directly. Therefore we postpone its proof to Section 9.
Lemma 5.9. Let p ∈ ((α− 1)+, α + β1). For any x = (0˜, xd) with 0 < xd < 1/4 it holds that
Ex
∫ τU
0
(Y dt )
β1 | log Y dt |β3 dt ≥ C−130 xpd , (5.13)
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where C30 is the constant from Lemma 5.8.
Note that there exists c > 0 such that zβ1 | log z|β3 ≤ c for all z ∈ (0, 1). Since Y dt ∈ (0, 1)
for t < τU , (5.13) immediately implies the following estimate for the expected exit time from
U :
ExτU ≥ c−1C−130 xpd , x = (0˜, xd) with 0 < xd < 1/4. (5.14)
One can easily obtain the following exit probability estimate by combining Lemmas 5.7 and
5.9.
Lemma 5.10. Let p ∈ ((α−1)+, α+β1). There exists C33 > 1 such that for x ∈ D(1/4, 1/4),
Px(YτU ∈ D(1/2, 1) \D(1/2, 3/4)) ≤ C33xpd , (5.15)
and for x = (0˜, xd) ∈ D(1/8, 1/8),
Px(YτD(1/4,1/4) ∈ D(1/4, 1) \D(1/4, 3/4)) ≥ C−133 xpd . (5.16)
Proof. For y ∈ U = D(1/2, 1/2) and z ∈ D(1/2, 1) \ D(1/2, 3/4), it holds that yd < zd,
|y − z| ≍ zd and yd < 2|y − z|. Hence, B(y, z) ≍ (yd/|y − z|)β1 log (1 + (zd/yd)) . Since
1 ≥ zd ≥ (3/2)yd, we have that log(1/yd) ≤ log(zd/yd) ≤ log(1 + zd/yd) ≤ c log(zd/yd) ≤
c log(1/yd). We conclude that B(y, z) ≍ (yd/|y − z|)β1 | log yd|β3. Hence, by using the Le´vy
system formula, we get
Px (YτU ∈ D(1/2, 1) \D(1/2, 3/4))
≤ c1Ex
∫ τU
0
(Y dt )
β1 | log Y dt |β3
∫
D(1/2,1)\D(1/2,3/4)
1
|Yt − z|d+α+β1 dz dt
≤ c2Ex
∫ τU
0
(Y dt )
β1 | log Y dt |β3 dt
and
Px
(
YτD(1/4,1/4) ∈ D(1/4, 1) \D(1/4, 3/4)
)
≥ c3Ex
∫ τD(1/4,1/4)
0
(Y dt )
β1 | log Y dt |β3
∫
D(1/4,1)\D(1/4,3/4)
1
|Yt − z|d+α+β1 dz dt
≥ c4Ex
∫ τD(1/4,1/4)
0
(Y dt )
β1 | log Y dt |β3 dt .
The claim now follows from Lemmas 5.7 (b) and 5.9. ✷
Lemma 5.11. Let (α − 1)+ < p < α + β1 and α + β2 < p. There exist r1 > 0 and C34 > 0
such that for all r > 0 and x = (0˜, xd) with 0 < xd < r1r, it holds that
Ex
∫ τU(r)
0
(Y dt )
β2 dt ≥ C34xα+β2d . (5.17)
Proof. Let q := α+ β2. Note that q < p by assumption. By combining Lemma 5.8 (c3) with
a formal application of Proposition 3.7 to ϕ, we can get the assertion of this lemma. However,
since ϕ is not smooth, we can not apply Proposition 3.7 to ϕ directly. Therefore, the rigorous
proof is postponed to Section 9. ✷
Lemma 5.12. Let (α − 1)+ < p < α + β1 and α + β2 < p. There exist a constant C35 > 0
such that for for all r > 0 and x ∈ U(r),
Ex
∫ τU(r)
0
(Y dt )
β2dt ≤ C35xα+β2d . (5.18)
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Proof. Let q = α + β2. Note that q < p by assumption. By combining Lemma 5.6 with
a formal application of Proposition 3.7 to hq − hp, we can get the assertion of this lemma.
However, since hq − hp is not smooth, we can not apply Proposition 3.7 to hq − hp directly.
Therefore, the rigorous proof is postponed to Section 9. ✷
The following counterpart of (5.14) is considerably simpler than the previous results, but
has an additional restriction on the range of p.
Lemma 5.13. Suppose that p ∈ ((α − 1)+, α). There exist a constant C36 > 0 such that for
x ∈ U ,
ExτU ≤ C36xpd . (5.19)
Proof. Choose q ∈ (p, α) and let η(x) := hp(x) − hq(x), x ∈ Rd+. By combining Lemma 5.6
with a formal application of Proposition 3.7 to η, we can get the assertion of this lemma.
However, since η is not smooth, we can not apply Proposition 3.7 to η directly. Therefore The
rigorous proof is postponed to Section 9. ✷
6. Boundary Harnack principle
In this section we prove the BHP for a certain set of parameters β1, β2 and β3.
Lemma 6.1. There exists C37 > 0 such that for all 0 < 4r ≤ R ≤ 1 and w ∈ D(r, r),
Pw
(
Yτ
B(w,r)∩Rd+
∈ A(w,R, 4) ∩ Rd+
)
≤ C37 r
α+β1
Rα+β1
wpd
rp
.
Proof. Let y ∈ B(w, r) ∩ Rd+ and z ∈ A(w,R, 4) ∩ Rd+. By Lemma 5.2(b) we have that
B(y, z) ≤ c1yβ1d | log yd|β3|y − z|−β1 ≤ c2yβ1d | log yd|β3|w − z|−β1 .
Thus for all 0 < 4r ≤ R ≤ 1 and w ∈ D(r, r) ,
Pw
(
Yτ
B(w,r)∩Rd+
∈ A(w,R, 4) ∩ Rd+
)
≤ c2Ew
∫ τ
B(w,r)∩R+
d
0
(Y dt )
β1 | log Y dt |β3dt
∫
B(w,R)c
1
|w − z|d+α+β1 dz
≤ c3R−α−β1Ew
∫ τ
B(w,r)∩R+
d
0
(Y dt )
β1 | logY dt |β3dt,
Since B(w, r) ∩ R+d ⊂ D(2r, 2r), applying Lemma 5.7 and scaling, we get that there exist
c4 > 0 such that for all 0 < 4r ≤ R ≤ 1 and w ∈ D(r, r),
Pw
(
Yτ
B(w,r)∩Rd+
∈ A(w,R, 4) ∩ Rd+
)
≤ c3R−α−β1Ew
∫ τD(2r,2r)
0
(Y dt )
β1 | log Y dt |β3dt ≤ c42α+β1−p
rα+β1
Rα+β1
wpd
rp
.
✷
Lemma 6.2. There exists C38 > 0 such that for any x ∈ D(2−5, 2−5),
Px (YτU ∈ D(1, 1)) ≤ C38xpd.
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Proof. Let
H2 := {YτU ∈ D(1, 1)}, H1 := {YτU ∈ D(1/2, 1) \D(1/2, 3/4)}.
We claim that Px(H2) ≤ cPx(H1) for all x ∈ D(2−5, 2−5). Combining this claim with (5.15)
we arrive at the conclusion of this lemma. Now we prove the claim. Note that by (5.16),
Pw(H1) ≥ Pw(YτDw˜(1/4,1/4) ∈ Dw˜(1/4, 1) \Dw˜(1/4, 3/4)) ≥ c1w
p
d, w ∈ D(2−3, 2−3). (6.1)
For i ≥ 1, set
s0 = s1, si =
1
8
(1
2
− 1
50
i∑
j=1
1
j2
)
and Ji = D(si, 2
−i−3) \D(si, 2−i−4).
Note that 1/(20) < si < 1/(16). Define for i ≥ 1,
di = sup
z∈Ji
Pz(H2)
Pz(H1)
, J˜i = D(si−1, 2
−i−3), τi = τJ˜i. (6.2)
Repeating the argument leading to [11, (6.29)], we get that for z ∈ Ji and i ≥ 2,
Pz(H2) ≤
(
sup
1≤k≤i−1
dk
)
Pz(H1) + Pz
(
Yτi ∈ D(1, 1) \ ∪i−1k=1Jk
)
. (6.3)
For i ≥ 2, define σi,0 = 0, σi,1 = inf{t > 0 : |Yt−Y0| ≥ 2−i−3} and σi,m+1 = σi,m+σi,1 ◦ θσi,m
for m ≥ 1. By Lemma 4.1, we have that there exists k1 ∈ (0, 1) such that
Pw(Yσi,1 ∈ J˜i) ≤ 1− Pw(σi,1 = ζ) ≤ 1− Pw(τB(w,δD(w)/2) = ζ) < k1, w ∈ J˜i. (6.4)
For the purpose of further estimates, we now choose a positive integer l such that kl1 ≤ 2−(α+β1).
Next we choose i0 ≥ 2 large enough so that 2−i < 1/(200li3) for all i ≥ i0. Now we assume
i ≥ i0. Using (6.4) and the strong Markov property we have that for z ∈ Ji,
Pz(τi > σi,li) ≤ Pz(Yσi,k ∈ J˜i, 1 ≤ k ≤ li)
= Ez
[
PYσi,li−1
(Yσi,1 ∈ J˜i) : Yσi,li−1 ∈ J˜i, Yσi,k ∈ J˜i, 1 ≤ k ≤ li− 2
]
≤ Pz
(
Yσi,k ∈ J˜i, 1 ≤ k ≤ li− 1
)
k1 ≤ kli1 . (6.5)
Note that if z ∈ Ji and y ∈ D(1, 1)\ [J˜i∪ (∪i−1k=1Jk)], then |y−z| ≥ (si−1−si)∧ (2−4−2−i−3) =
1/(400i2). Furthermore, since 2−i−3 < 1/(400i2) (recall that i ≥ i0), if Yτi(ω) ∈ D(1, 1)\∪i−1k=1Jk
and τi(ω) ≤ σi,li(ω), then τi(ω) = σi,k(ω) for some k = k(ω) ≤ li. Dependence of k on ω
will be omitted in the next few lines. Hence on {Yτi ∈ D(1, 1) \ ∪i−1k=1Jk, τi ≤ σi,li} with
Y0 = z ∈ Ji, we have |Yσi,k − Yσi,0 | = |Yτi − Y0| > 1400i2 for some 1 ≤ k ≤ li. Thus for
some 1 ≤ k ≤ li, ∑kj=0 |Yσi,j − Yσi,j−1 | > (400i2)−1 which implies for some 1 ≤ j ≤ k ≤ li,
|Yσi,j − Yσi,j−1 | ≥ (k400i2)−1 ≥ (li)−1(400i2)−1 . Thus, we have
{Yτi ∈ D(1, 1) \ ∪i−1k=1Jk, τi ≤ σi,li}
⊂ ∪lij=1 {|Yσi,j − Yσi,j−1 | ≥ 1/(800li3), Yσi,j ∈ D(1, 1), Yσi,j−1 ∈ J˜i}.
Now, using Lemma 6.1 (with r = 2−i−3 and R = 1/(800li3)) (noting that 4 ·2−i−2 < 1/(400li3)
for all i ≥ i0), and repeating the argument leading to [11, (6.34)], we get that for z ∈ Ji,
Pz
(
Yτi ∈ D(1, 1) \ ∪i−1k=1Jk, τi ≤ σi,li
) ≤ li sup
z∈J˜i
Pz
(|Yσi,1 − z| ≥ (800li3)−1, Yσi,1 ∈ D(1, 1))
≤ Pz
(
4 > |Yσi,1 − z| ≥ (800li3)−1
) ≤ c12li(800li3
2i+3
)α+β1
.
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By this and (6.5), we have for z ∈ Ji, i ≥ i0,
Pz
(
Yτi ∈ D(1, 1) \ ∪i−1k=1Jk
) ≤ kli1 + c2li(800li32i+3
)α+β1
. (6.6)
By our choice of l, we have
li
(
800li3
2i+3
)α+β1
= 100α+β1l1+α+β1i1+3(α+β1)
(
2−(α+β1)
)i ≥ (2−(α+β1))i ≥ (kl1)i. (6.7)
Thus combining (6.7) with (6.6), and then using (6.1), we get that for z ∈ Ji, i ≥ i0,
Pz(Yτi ∈ D(1, 1) \ ∪i−1k=1Jk)
Pz(H1)
≤ c3li2ip
(
800li3
2i+3
)α+β1
≤ c4i1+3(α+β1)2(p−α−β1)i. (6.8)
By this and (6.3), for z ∈ Ji, i ≥ i0,for all i ≥ i0
Pz(H2)
Pz(H1)
≤ sup
1≤k≤i−1
dk +
Pz(Yτi ∈ D(1, 1) \ ∪i−1k=1Jk)
Pz(H1)
≤ sup
1≤k≤i−1
dk + c4
i1+3(α+β1)
2(α+β1−p)i
.
This implies that for all i ≥ 1
di ≤ sup
1≤k≤i0−1
dk + c4
i∑
k=1
i1+3(α+β1)
2(α+β1−p)i
≤ sup
1≤k≤i0−1
dk + c4
∞∑
k=1
i1+3(α+β1)
2(α+β1−p)i
=: c5 <∞.
Thus the claim above is valid, since D(2−5, 2−5) ⊂ ∪∞k=1Jk. The proof is now complete. ✷
Proof of Theorem 1.3. By scaling, we just need to consider the case r = 1. Moreover, by
the Harnack inequality, the continuity of harmonic functions and a standard chain argument,
it suffices to prove (1.11) for x, y ∈ Dw˜(2−8, 2−8).
Since f is harmonic in Dw˜(2, 2) and vanishes continuously on B(w˜, 2) ∩ ∂Rd+, it is regular
harmonic in Dw˜(7/4, 7/4) and vanishes continuously on B(w˜, 7/4) ∩ ∂Rd+. Throughout the
remainder of this proof, we assume that x ∈ Dw˜(2−8, 2−8). Without loss of generality we take
w˜ = 0.
Define x0 = (x˜, 1/(16)). By the Harnack inequality and Lemma 5.10, we have
f(x) = Ex[f(YτD(1/2,1/2))] ≥ Ex[f(YτD(1/2,1/2)); YτD(1/2,1/2) ∈ D(1/2, 1) \D(1/2, 3/4)]
≥ c1f(x0)Px(YτDx˜(1/4,1/4) ∈ Dx˜(1/4, 1) \D(1/4, 3/4)) ≥ c2x
p
d. (6.9)
(a) The case β1 = β2 = β ≥ 0, β3 = 0. For z ∈ U and y ∈ Rd+ \D(1, 1), we have |y− z| ≍ |y|.
Thus, by using (2.3),∫
Rd+\D(1,1)
f(y)
|z − y|d+α
(
zd
|z − y| ∧ 1
)β (
yd
|z − y| ∧ 1
)β
dy
≍
∫
Rd+\D(1,1)
f(y)
|y|d+α
(
zd
|y| ∧ 1
)β (
yd
|y| ∧ 1
)β
dy ≍ zβd
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy.
Hence
Ex [f(YτU ); YτU /∈ D(1, 1)] ≍ Ex
∫ τU
0
(Y dt )
βdt
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy.
Combining the above with Lemmas 5.7.(b) and 5.9 we get
Ex [f(YτU ); YτU /∈ D(1, 1)] ≍ xpd
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy. (6.10)
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On the other hand, by Theorem 1.2 and Lemma 6.2, we have
Ex [f(YτU ); YτU ∈ D(1, 1)] ≤ c3f(x0)Px(YτU ∈ D(1, 1)) ≤ c4f(x0)xpd. (6.11)
Combining (6.9), (6.10) and (6.11), we get
f(x) = Ex [f(YτU ); YτU /∈ D(1, 1)] + Ex [f(YτU ); YτU ∈ D(1, 1)]
≤ c5xpd
(
f(x0) +
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy
)
and
f(x) ≥ 1
2
Ex [f(YτU ); YτU ∈ D(1/2, 1) \D(1/2, 3/4)] +
1
2
Ex [f(YτU ); YτU /∈ D(1, 1)]
≥ c6xpd
(
f(x0) +
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy
)
.
Therefore
f(x) ≍ xpd
(
f(x0) +
∫
Rd+\D(1,1)
f(y)
|y|d+α+β
(
yd
|y| ∧ 1
)β
dy
)
. (6.12)
For any y ∈ D(2−8, 2−8), we have the same estimate with f(y0) instead of f(x0), where
y0 = (y˜, 1/(16)). By the Harnack inequality, we have f(x0) ≍ f(y0). Therefore it follows from
(6.12) that for all x, y ∈ D(2−8, 2−8),
f(x)
f(y)
≤ c7x
p
d
ypd
,
which is same as the conclusion of the theorem.
(b) The case p < α. Set w = (0˜, 2−7). Then
f(w) ≥ Ew [f(YτU ); YτU /∈ D(1, 1)]
≥ Ew
∫ τB(w,2−10)
0
∫
Rd+\D(1,1)
JR
d
+(Yt, y)f(y)dydt
≥ c10EwτB(w,2−10)
∫
Rd+\D(1,1)
JR
d
+(w, y)f(y)dy = c11
∫
Rd+\D(1,1)
JR
d
+(w, y)f(y)dy, (6.13)
where in the last line we used Proposition 3.11 (a).
Further, note that for any z ∈ U and y ∈ Rd+ \ D(1, 1), we have that zd ≤ c12wd and
|z − y| ≍ |w − y|, and thus J(z, y) ≤ C11J(w, y). Combining this with (5.19) and (6.13) we
now have
Ex [f(YτU ); YτU /∈ D(1, 1)] = Ex
∫ τU
0
∫
Rd+\D(1,1)
JR
d
+(Yt, y)f(y)dydt
≤ C14ExτU
∫
Rd+\D(1,1)
JR
d
+(w, y)f(y)dy ≤ c15xpdf(w). (6.14)
On the other hand, by the Harnack inequality, Carleson’s estimate and Lemma 6.2, we have
Ex [f(YτU ); YτU ∈ D(1, 1)] ≤ c16f(x0)Px (YτU ∈ D(1, 1)) ≤ c17f(x0)xpd. (6.15)
Combining (6.14) and (6.15), and using the Harnack inequality and Carleson’s estimate again,
we get
f(x) = Ex [f(YτU ); YτU ∈ D(1, 1)] + Ex [f(YτU ); YτU /∈ D(1, 1)]
≤ c18xpd(f(x0) + f(w)) ≤ c19xpdf(x0).
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Together with (6.9) we get that
f(x) ≍ xpdf(x0). (6.16)
Using (6.16) instead of (6.12), we also conclude that the theorem holds by the same argument.
✷
7. Proof of Theorem 1.4
In this section we assume that the assumptions of Theorem 1.4 hold. In particular, the
parameters satisfy α + β2 < p < α + β1.
Suppose that the non-scale invariant BHP holds near the boundary of Rd+ (see the paragraph
before Theorem 1.4).
Note that by taking g(x) = Px(YτU ∈ D(1/2, 1)\D(1/2, 3/4)), we see from Lemma 5.10 that
there exists R̂ ∈ (0, 1) such that for any r ∈ (0, R̂ ] there exists a constant C39 = C39(r) > 0
such that for any non-negative function f in Rd+ which is harmonic in R
d
+∩B(0, r) with respect
to Y and vanishes continuously on ∂Rd+ ∩ B(0, r),
f(x)
f(y)
≤ C39 x
p
d
ypd
, for all x, y ∈ Rd+ ∩ B(0, r/2). (7.1)
Let r0 = R̂/4 and choose a point z0 ∈ ∂Rd+ with |z0| = 4. For n ∈ N, B(z0, 1/n) does not
intersect B(0, 2r0). We define
Kn :=
∫
D∩B(z0,1/n)
| log(yd)|β3dy , fn(y) := K−1n y−β1d 1Rd+∩B(z0,1/n)(y),
and
gn(x) := Ex
[
fn(YτU(r0))
]
= Ex
∫ τU(r0)
0
∫
Rd+∩B(z0,1/n)
JR
d
+(Yt, y)fn(y)dydt, x ∈ U(r0).
Lemma 7.1. There exist C40 > 0 and a1 ∈ (0, 1) such that
lim inf
n→∞
gn(x) ≥ C40xβ2+αd (7.2)
for all x = x(s) = (0˜, s) ∈ Rd+ with s ∈ (0, r0a1).
Proof. Since
|z − y| > 2 > yd ∧ zd for (y, z) ∈ (D ∩ B(z0, 1/n))× U(r0),
using (B7) we have for (y, z) ∈ (D ∩B(z0, 1/n))× U(r0),
JR
d
+(z, y) ≍ (zd ∧ yd)β1(zd ∨ yd)β2 log
(
1 +
zd ∨ yd
zd ∧ yd
)β3
≍ zβ1d yβ1d (zd ∨ yd)−(β1−β2) log
(
1 +
zd ∨ yd
zd ∧ yd
)β3
.
Therefore, for x ∈ U(r0),
gn(x) ≍ K−1n Ex
∫ τU(r0)
0
(Y dt )
β1
∫
Rd+∩B(z0,1/n)
(Y dt ∨ yd)−(β1−β2) log
(
1 +
Y dt ∨ yd
Y dt ∧ yd
)β3
dydt. (7.3)
Note that, using supt≥1 t
−(β1−β2) log(1 + t)β3 <∞, for z ∈ U(r0),
K−1n
∫
Rd+∩B(z0,1/n)
(zd ∨ yd)−(β1−β2) log
(
1 +
zd ∨ yd
zd ∧ yd
)β3
dy
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≤K−1n (zd)−(β1−β2)
∫
Rd+∩B(z0,1/n)∩{zd≤yd}
(yd/zd)
−(β1−β2) log
(
1 +
yd
zd
)β3
dy
+K−1n (zd)
−(β1−β2)
∫
Rd+∩B(z0,1/n)∩{zd>yd}
log
(
1 +
zd
yd
)β3
dy
≤cK−1n (zd)−(β1−β2)
∫
Rd+∩B(z0,1/n)
log
(
1
yd
)β3
dy ≤ cz−(β1−β2)d (7.4)
and
lim
n→∞
K−1n
∫
Rd+∩B(z0,1/n)
(zd ∨ yd)−(β1−β2) log
(
1 +
zd ∨ yd
zd ∧ yd
)β3
dy = z
−(β1−β2)
d .
Moreover, by Lemma 5.12, Ex
∫ τU(r0)
0
(Y dt )
β2dt < ∞ for all x ∈ U(r0). Thus we can use the
dominated convergence theorem to get that for all x ∈ U(r0),
lim
n→∞
K−1n Ex
∫ τU(r0)
0
(Y dt )
β1
∫
Rd+∩B(z0,1/n)
(Y dt ∨ zd)−(β1−β2) log
(
1 +
Y dt ∨ yd
Y dt ∧ yd
)β3
dydt
= Ex
∫ τU(r0)
0
(Y dt )
β1(Y dt )
−(β1−β2)dt = Ex
∫ τU(r0)
0
(Y dt )
β2dt. (7.5)
Combining (7.5) with Lemma 5.11 we conclude that (7.2) holds true. ✷
Proof of Theorem 1.4. From (7.3), (7.4) and Lemma 5.12, we see that for all x ∈ U(r0),
gn(x) ≤ cK−1n Ex
∫ τU(r0)
0
(Y dt )
β1
∫
Rd+∩B(z0,1/n)
(Y dt )
−(β1−β2) log
(
1 +
Y dt ∨ yd
Y dt ∧ yd
)β3
dydt
≤ cEx
∫ τU(r0)
0
(Y dt )
β2dt ≤ cxβ2+αd . (7.6)
Thus the gn’s are non-negative functions in R
d
+ which are harmonic in R
d
+ ∩B(0, 2−2r0) with
respect to Y R
d
+,κ and vanish continuously on ∂Rd+ ∩ B(0, 2−2r0). Therefore, by (7.1),
gn(y)
gn(w)
≤ C30 (yd)
p
(wd)p
for all y ∈ D ∩ B(0, 2−3r0),
where w = (0˜, 2−3r0) and C30 = C30(2
−2r0). Thus by (7.6), for all y ∈ Rd+ ∩ B(0, 2−3r0),
lim sup
n→∞
gn(y) ≤ C30 lim sup
n→∞
gn(w)
(yd)
p
(wd)p
≤ c4(yd)p.
This and (7.2) imply that for all x = x(s) = (0˜, s) ∈ Rd+ with s ∈ (0, 2−3a1r0), xβ2+αd ≤ cxpd,
which gives a contradiction because β2 + α < p . ✷
8. Proof of Lemma 5.8
In this section we prove Lemma 5.8. Throughout this section, we assume that (B1), (B4),
(B7), (B8) and (1.10) hold. Recall that, because of (B4), we can, without loss of generality,
assume that B(x, x) = 1. We start with three auxiliary lemmas estimating certain integrals,
and then state and prove a technical lemma needed later. We then define the function ψ, show
that (b1), (b2), (c1) and (c2) are immediate consequences of the definition of ψ, and that (b3)
and (c3) follow directly from Lemma 5.6. and Lemma 5.8 (a). The remaining part, namely
the proof of (a), is divided into two cases depending on the location of the point z ∈ U .
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8.1. Auxiliary lemmas. In the next lemma and throughout the section we use the notation
R
d
− := {x = (x˜, xd) ∈ Rd : xd < 0}.
Lemma 8.1. For α ∈ [1, 2),∫
Rd
−
∩{|y−z|<6}
1
|y − z|d+α−1dy ≤ C41
{
z1−αd , α ∈ (1, 2);
| log zd|, α = 1,
z ∈ U.
Proof. Immediate by enlarging the area of integration to B(z, 6) \B(z, zd). ✷
Lemma 8.2. For k ∈ N, let I(k) := ∫
D(7,7)
|y − z|−d−α+kB(y, z) dy. There exists C42 > 0 such
that
(a) if α < k ≤ α + β1, then I(k) ≤ C42zk−αd | log zd|β3+1 for z ∈ D(2−1, 2−1);
(b) if k is the smallest integer such that k > α + β1, then I(k) ≤ C42zβ1d | log zd|β3 for
z ∈ D(2−1, 2−1).
Proof. We write∫
D(7,7)∩{|y−z|<zd}
B(y, z)dy
|y − z|d+α−k +
∫
D(7,7)∩{|y−z|≥zd}
B(y, z)dy
|y − z|d+α−k =: I + II.
Then, by using that B(y, z) ≤ C1,
I ≤ C1
∫
D(7,7)∩{|y−z|<zd}
|y − z|−d−α+kdy ≤ c1
∫ zd
0
r−1−α+kdr ≤ c2zk−αd .
For II we use Lemma 5.2(b) together with the fact that|y| ≤ 7√2 for y ∈ D(7, 7), to get
the estimate B(y, z) ≤ c3zβ1d | log zd|β3|y − z|−β1 . This implies that
II ≤

c3z
β1
d | log zd|β3
∫ c4
zd
r−1−α−β1+kdr ≤ c5zk−αd | log zd|β3+1 if α < k < α + β1;
c3z
β1
d | log zd|β3
∫ c4
zd
r−1dr ≤ c5zk−αd | log zd|β3+1 if α < k = α + β1;
c3z
β1
d | log zd|β3
∫ c4
zd
r−1−α−β1+kdr ≤ c5zβ1d | log zd|β3 if k > α + β1.
✷
Lemma 8.3. For α ∈ [1, 2),∫
D(7,7)
1
|y − z|d+α−1 |1− B(y, z)|dy ≤ C43
{
z1−αd , α ∈ (1, 2);
| log zd|, α = 1,
z ∈ D(2−1, 2−1).
Proof. We write∫
D(7,7)
|1− B(y, z)|
|y − z|d+α−1 dy =
∫
D(7,7)∩{|y−z|<zd/2}
+
∫
D(7,7)∩{|y−z|≥zd/2}
=: I + II.
If y ∈ B(z, 2−1zd), then |y − z| ≤ zd/2 ≤ yd and yd ≍ zd hence by (B4), we have that
I ≤ c1z−θd
∫
|y−z|<zd/2
|y − z|θ−d−α+1dy = c2z−θd
∫ zd/2
0
rθ−αdr = c3z
1−α
d .
Clearly, |1− B(y, z)| ≤ c4. Therefore,
II ≤
∫
D(7,7)∩{|y−z|≥zd/2}
|y − z|−d−α+1dy = c5
∫ K
zd/2
r−α ≤ c6
{
z1−αd , α ∈ (1, 2);
log 1
zd
, α = 1.
✷
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Lemma 8.4. Let N ≥ 2 be an integer and C > 0. For t, s > 0, let
F (t, s;C,N) :=
(
t
s
)N
− C
N−1∑
k=1
(
t
s
)N−k
| log s|1+β3.
There exists κ˜ = κ˜(C,N, β3) ∈ (0, e−1) such that if s ≤ κ˜ and t ≥ s1/2, then F (t, s;C,N) ≥ 0.
Proof. By defining c1 = C(N − 1), we can rewrite F (t, s;C,N) in the form
F (t, s;C,N) =
1
N − 1
N−1∑
k=1
(
t
s
)N−k (( t
s
)k
− c1| log s|1+β3
)
≥ 1
N − 1
N−1∑
k=1
(
t
s
)N−k (
t
s
− c1| log s|1+β3
)
provided that t ≥ s. Since lims→0 s1/2| log s|β3+1 = 0, there exists κ˜ = κ˜(c1, β3) ∈ (0, e−1)
such that for s ≤ κ˜ we have c1s1/2| log s|β3+1 ≤ 1. If now t ≥ s1/2 , then t/s1/2 ≥ 1 ≥
c1s
1/2| log s|β3+1, implying t/s − c1| log s|β3+1 ≥ 0. This implies that F (t, s;C,N) ≥ 0 for
s ≤ κ˜ and t ≥ s1/2. ✷
8.2. Definition of ψ. Let N := ⌊α + β1⌋ + 1 (the smallest integer larger than α + β1) and
assume γ > 2N + 2. Let ψ be a non-negative CN function in the upper half space with
bounded support such that
ψ(y) =

|y˜|γ, y ∈ D(2−2, 2−2);
1, y ∈ D(2, 2) \ U ;
0, y ∈ D(3, 3)c,
and ψ(y) ≥ 4−γ for y ∈ U \D(2−2, 2−2). The function ψ in the half space can be constructed
so that, for y = (y˜, yd) with yd ∈ (0, 18), ψ(y) is depends on y˜ only. We extended ψ to be
identically zero in the lower half space.
We recall the definition of the operator LB from (5.8). For α ∈ (0, 1), LBαψ(z) is not really
a principal value integral. For α ∈ [1, 2), it follows from Proposition 3.4 (a) that, for z ∈ Rd+,
the principal value integral LBαψ(z) can be interpreted as the expression after the last equality
in the display below∫
Rd
ψ(y)− ψ(z)−∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α dy +
∫
Rd
−
ψ(z)
|y − z|d+α dy
+
∫
Rd+
ψ(y)− ψ(z)
|y − z|d+α (B(y, z)− 1)dy
=
∫
Rd+
ψ(y)− ψ(z)−∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α dy +
∫
Rd+
ψ(y)− ψ(z)
|y − z|d+α (B(y, z)− 1)dy
−
∫
Rd
−
∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α dy
=
∫
Rd+
ψ(y)− ψ(z)−∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α B(y, z)dy
+
∫
Rd+
∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α (B(y, z)− 1)dy −
∫
Rd
−
∇ψ(z)1{|y−z|<6} · (y − z)
|y − z|d+α dy
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=
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)−∇ψ(z) · (y − z)
|y − z|d+α B(y, z)dy
− ψ(z)
∫
Rd+∩{|y−z|>6}
1
|y − z|d+αB(y, z)dy
+
∫
Rd+∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α (B(y, z)− 1)dy −
∫
Rd
−
∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α dy .
Thus, since |y| ≥ |y − z| − |z| > 5 for z ∈ U and |y − z| > 6, we have
LBαψ(z) ≤
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)−∇ψ(z) · (y − z)
|y − z|d+α B(y, z)dy
+
∫
Rd+∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α (B(y, z)− 1)dy −
∫
Rd
−
∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α dy. (8.1)
8.3. Proof of Lemma 5.8 (b) and (c). Let p ∈ ((α− 1)+, α+ β1), and recall that hp(x) =
xpd1D(1,1)(x). Define φ := hp − ψ. The function φ is obviously non-positive on U c, hence
Lemma 5.8 (b2) holds true. Moreover, since ψ((0˜, xd)) = 0, we have that φ((0˜, xd)) = x
p
d, for
(0˜, xd) ∈ U , which is Lemma 5.8 (b1). Similarly, for (α−1)+ < q < p,the function ϕ := hq−ψ
satisfies Lemma 5.8 (c1) and (c2). Furthermore Lemma 5.8 (b3) and (c3) follow from Lemma
5.6 and Lemma 5.8 (a). In fact,
LBφ(z) = LBhp(z)− LBψ(z) ≥ (−C22 − C29)zβ1d | log zd|β3, x ∈ U(r0).
By Lemma 5.6 (c) and part (a) of this lemma, for all x ∈ U we have
LBϕ(x) = LBhq(x)− LBψ(x) ≥ −C26zq−αx − (C27 + C29)xβ1d | log xd|β3.
✷
8.4. Proof of Lemma 5.8 (a). It remains to prove Lemma 5.8 (a). The proof is split into
two cases: (i) z ∈ D(2−2, 2−2), and (ii) z ∈ U \D(2−2, 2−2).
8.4.1. Proof when z ∈ D(2−2, 2−2). Throughout this subsection we assume that z ∈ D(2−2, 2−2)
so that ψ(z) = ψ(z˜) = |z˜|γ. We will use Taylor’s theorem in d − 1 variables for the function
ψ(z˜) so we first briefly go over the notation. For a mulit-index ρ = (ρ1, . . . , ρd−1), we define
|ρ| := ρ1 + · · ·+ ρd−1 and
∂ρψ(z˜) = ∂ρ11 . . . ∂
ρd−1
d−1 ψ(z˜) =
∂|ρ|ψ(z˜)
∂zρ11 · · ·∂zρd−1d−1
.
Let further ρ! = ρ1! . . . ρd−1! and z˜
ρ = zρ11 . . . z
ρd−1
d−1 . Then (recall that N = ⌊α + β1⌋ + 1)
ψ(y˜) =
∑
|ρ|≤N−1
∂ρψ(z˜)
ρ!
(y˜ − z˜)ρ +
∑
|ρ|=N
∂ρψ(cy˜ + (1− c)z˜)
ρ!
(y˜ − z˜)ρ (8.2)
for some c ∈ (0, 1). It is easy to see that, for any non-negative integer k ≤ N ,∣∣∣ ∑
|ρ|=k
∂ρψ(z˜)
ρ!
∣∣∣ ≤ c(γ, k)|z˜|γ−k (8.3)
for some c(γ, k) > 0. Similarly, the terms in Taylor’s formula (8.2) are estimated as∣∣∣ ∑
|ρ|=k
∂ρψ(z˜)
ρ!
(y˜ − z˜)ρ
∣∣∣ ≤ C(k)|z˜|γ−k|y˜ − z˜|k ≤ C|z˜|γ−k|y − z|k , k ≤ N − 1, (8.4)
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|ρ|=N
∂ρψ(cy˜ + (1− c)z˜)
ρ!
(y˜ − z˜)ρ
∣∣∣ ≤ C(N)|y − z|N , (8.5)
for some constants C(k) = C(γ, k) > 0, k = 0, 1, . . . , N .
Recall that N = ⌊α + β1⌋ + 1 and γ > 2N + 2. Suppose first that α ∈ (0, 1) and expand
LBαψ(z) further:
LBαψ(z) =
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)
|y − z|d+α B(y, z)dy − ψ(z)
∫
Rd+∩{|y−z|>6}
1
|y − z|d+αB(y, z)dy
≤
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)
|y − z|d+α B(y, z)dy (8.6)
=
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)−∑1≤|ρ|≤N−1 ∂ρψ(z˜)ρ! (y˜ − z˜)ρ
|y − z|d+α B(y, z)dy
+
∫
Rd+∩{|y−z|}<6
∑
2≤|ρ|≤N−1
∂ρψ(z˜)
ρ!
(y˜ − z˜)ρ
|y − z|d+αB(y, z)dy
+
∫
Rd+∩{|y−z|}<6
∂ψ(z˜)
1!
(y˜ − z˜)
|y − z|d+αB(y, z)dy =: I + II + III.
When α ∈ [1, 2), we use (8.1) to expand LBα further to get
LBαψ(z) ≤
∫
Rd+∩{|y−z|<6}
ψ(y)− ψ(z)−∑1≤|ρ|≤N−1 ∂ρψ(z˜)ρ! (y˜ − z˜)ρ
|y − z|d+α B(y, z)dy
+
∫
Rd+∩{|y−z|}<6
∑
2≤|ρ|≤N−1
∂ρψ(z˜)
ρ!
(y˜ − z˜)ρ
|y − z|d+αB(y, z)dy.
+
∫
Rd+∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α (B(y, z)− 1) dy −
∫
Rd
−
∩{|y−z|<6}
∇ψ(z) · (y − z)
|y − z|d+α
=: I + II + IV.
By using (8.2) we estimate the numerator in I by (8.5). The obtained integral is then
estimated by use of Lemma 8.2 (b) by a constant multiple of zβ1d | log zd|β3 to get that
I ≤ C(N)zβ1d | log zd|β3 .
The terms in II are estimated by (8.4), and the obtained integrals by Lemma 8.2 (a) to get
that
II ≤
N−1∑
k=2
C(k)|z˜|γ−kzk−αd | log zd|β3+1.
By the same argument we get the estimate
III ≤ C(1)|z˜|γ−1z1−αd | log zd|β3+1.
The terms in IV are estimated by use Lemmas 8.3 and 8.1 to get that
IV ≤ c|z˜|γ−1z1−αd | log zd| ≤ c|z˜|γ−1z1−αd | log zd|β3+1.
Combining the estimates for I, II, III and IV , we get that for α ∈ (0, 2) it holds that
LBα (z) ≤ Ĉ
(
zβ1d | log zd|β3 +
N−1∑
k=1
|z˜|γ−kzk−αd | log zd|β3+1
)
(8.7)
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for some constant Ĉ > 0.
Hence
LBψ(z)
≤ Ĉzβ1d | log zd|β3 + Ĉ
N−1∑
k=1
|z˜|γ−kzk−αd | log zd|β3+1 − C(α, p,B)|z˜|γz−αd (8.8)
= Ĉzβ1d | log zd|β3 − C(α, p,B)
|z˜|γ−N
zα−Nd
(( |z˜|
zd
)N
− Ĉ
C(α, p,B)
N−1∑
k=1
( |z˜|
zd
)N−k
| log zd|β3+1
)
= Ĉzβ1d | log zd|β3 − C(α, p,B)
|z˜|γ−N
zα−Nd
(( |z˜|
zd
)N
− C
N−1∑
k=1
( |z˜|
zd
)N−k
| log zd|β3+1
)
, (8.9)
where C := Ĉ/C(α, p,B),
Now we take zd ≤ κ˜(C,N) (where κ˜ comes from Lemma 8.4) and |z˜| ≥ z1/2d . Then it follows
from (8.9) and Lemma 8.4 that
LBψ(z) ≤ Ĉzβ1d | log zd|β3 − C(α, p,B)
|z˜|γ−N
zα−Nd
F (|z˜|, zd;C,N) ≤ Ĉzβ1d | log zd|β3.
In case when |z˜| ≤ z1/2d and zd ≤ κ˜, we estimate the middle term in (8.8) as
N−1∑
k=1
|z˜|γ−kzk−αd | log zd|β3+1 =
|z˜|γ−N
zα−Nd (z
1/2
d )
N
N−1∑
k=1
( |z˜|
(zd)1/2
)N−k
(z
1/2
d )
k| log zd|β3+1
=
( |z˜|
z
1/2
d
)γ−N
z
γ
2
− 1
2
−α
d | log zd|β3+1
(
N−1∑
k=1
( |z˜|
z
1/2
d
)N−k
(z
1/2
d )
k+1
)
≤ z
γ
2
− 1
2
−α
d | log zd|β3+1(N − 1) ≤ czβ1d .
In the last line we first used that |z˜|/z1/2d ≤ 1 and zd ≤ 1 and then that γ/2− 1/2− α > β1.
Thus, in this case we can disregard the last term in (8.8) and obtain again that LBψ(z) ≤
C44z
β1
d | log zd|β3 with C44 = cĈ.
Finally, it follows from (8.7) that for z ∈ U with zd ≥ κ := κ˜ it holds that LBψ(z) ≤ C45
for some constant C45 = C45(κ) > 0.
Set C46 := C45((κ
β1(log 2)β3)) ∨ 1)−1. Then LBψ(z) ≤ (C44 ∨ C46)zβ1d | log zd|β3 for all z ∈
D(2−2, 2−2).
8.4.2. Proof when z ∈ U \ D(2−2, 2−2). Throughout this subsection we assume that z ∈
U \D(2−2, 2−2). We show that there exist constants C47 > 0 and κ ∈ (0, 1/2) such that (i)
for zd ≤ κ and |z˜| ∈ (1/4, 1) it holds that LBψ(z) ≤ 0; (ii) For zd ∈ [κ, 1/2) and |z˜| ∈ (1/4, 1)
it holds that LBψ(z) ≤ C47.
When α ∈ (0, 1) we see from (8.6) that
LBαψ(z) ≤ c
∫
D(7,7)
1
|y − z|d+α−1B(y, z) dy .
Combining this with Lemma 8.2 we get that
LBαψ(z) ≤ C48
(
zβ1d + z
1−α
d
)
| log zd|β3+1 , z ∈ U . (8.10)
MARKOV PROCESSES WITH JUMP KERNELS DECAYING AT THE BOUNDARY 45
When α ∈ [1, 2) we use (8.1) to estimate
LBαψ(z) ≤ c
(∫
D(7,7)
1
|y − z|d+α−2B(y, z) dy +
∫
D(7,7)
1
|y − z|d+α−1 |1− B(y, z)| dy
+
∫
Rd
−
∩{|y−z|<6}
1
|y − z|d+α−1B(y, z) dy
)
.
Combining this with Lemmas 8.1-8.3 we get that there exists a positive constant, which by
slight abuse of notation we denote by C48 > 0, such that
LBαψ(z) ≤ C48
(
z2−αd + z
β1
d + z
1−α
d
)
| log zd|β3+1 , z ∈ U . (8.11)
Let
f(zd) :=
(
z2d + z
β1+α
d + zd
)
| log zd|β3+1 .
Assume that |z˜| ∈ (4−1, 1). By the assumption on ψ, we have that ψ(z) = ψ(z˜, zd) ≥ 4−γ.
Since limzd→0 f(zd) = 0, we can choose κ > 0 so that
f(zd)− C(α, p,B)4
−γ
C48
≤ 0
for all zd ∈ (0, κ). Then,
LBψ(z) = LBαψ(z)− C(α, p,B)z−αd ψ(z) ≤ LBαψ(z)− C(α, p,B)4−γz−αd
≤ C48z−αd
(
(f(zd)− C(α, p,B)4
−γ
C48
)
≤ 0
for all z ∈ U \D(2−2, 2−2) with |z˜| ∈ (4−1, 1) and zd ∈ (0, κ).
Finally, it follows from (8.10) and (8.11) that there exists C47 = C47(κ) such that L
Bψ(z) ≤
LBαψ(z) ≤ C47 for all z ∈ U with zd ≥ κ. ✷
9. Proofs of Lemmas 5.8 and 5.10–5.12
Before we give the proofs of these lemmas, we first do some preparation.
Let v ∈ C∞c (Rd) be a non-negative smooth radial function such that v(y) = 0 for |y| ≥
1 and
∫
Rd
v(y) dy = 1. For any a > 0, set D(a) := {x = (x˜, xd) ∈ Rd : xd > a} and
Ua(r) := {y ∈ U(r) : δU(r) > a}. We write Ua for Ua(1) and recall that U = D(1/2, 1/2). For
b ≥ 10 and k ≥ 1, set vk(y) := bkdv(bky). Next we define gk := vk ∗ (g1D(5−k)) for a bounded
function g vanishing on Rd \ Rd+. Since b−k < 5−k, we have gk ∈ C∞c (Rd+) and hence LBgk is
defined everywhere. Also note that vk ∗ g ∈ C∞c (Rd+;Rd) and thus LB(vk ∗ g) is well defined
(cf. Subsection 3.2).
Let (ak)k≥1 be a decreasing sequence of positive numbers such that limk→∞ ak = 0 and
ak ≥ 2−k(β1/2+1)/(1+α+3β1/2) ≥ 2−k.
Lemma 9.1. Let g : Rd → [0, 1] be a Borel function vanishing on Rd \ Rd+. For any z ∈ U it
holds that
lim
k→∞
LB(vk ∗ g − gk)(z) = 0 . (9.1)
Moreover, there exists C49 > 0 independent of g such that for all k ≥ 2 and z ∈ Uak
0 ≤ LB(vk ∗ g − gk)(z) ≤ C49(2/3)k(β1/2+1)zβ1d . (9.2)
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Proof. Let z ∈ Uak . We first estimate the difference
LB(vk ∗ g − gk)(z) = lim
ǫ→0
∫
Rd+,|y−z|>ǫ
((vk ∗ g)(y)− gk(y))− ((vk ∗ g)(z)− gk(z))
|y − z|d+α B(y, z) dy
−C(α, p,B)z−αd (vk ∗ g − gk)(z).
Note that for k ≥ 2, u ∈ B(0, b−k) and y ∈ Rd+ with yd > 3−k, yd − ud > 3−k − 10−k > 5−k.
Therefore
1− 1D(5−k)(y − u) = 0. (9.3)
Since vk is supported in B(0, b
−k), for all k ≥ 2 and z ∈ Rd+ with zd > ak > 2−k,∫
Rd
(1− 1D(5−k)(z − u))hp(z − u)vk(u)du = 0.
Thus (vk ∗ g − gk)(z) = 0. Because of the same reason we have that for z ∈ Uak ,∫
Rd+,|y−z|>ǫ
(
(vk ∗ g)(y)− gk(y)
)− ((vk ∗ g)(z)− gk(z))
|y − z|d+α B(y, z) dy
=
∫
Rd+,|y−z|>ǫ,yd≤3
−k
∫
Rd
vk(u)
(1− 1D(5−k))(y − u)g(y − u)
|y − z|d+α duB(y, z) dy
≤
∫
Rd
vk(u) du
∫
Rd,yd≤3−k
B(y, z)
|y − z|d+α dy
≤ c1
∫
yd≤3−k
1
|y − z|d+α
(
yd
|y − z|
)β1/2
dy
≤ c2(3−k)β1/2+1
∫ ∞
0
td−2
(t2 + cz2d)
(d+α+β1/2)/2
dt
= c3(3
−k)β1/2+1z
−1−α−β1/2
d
∫ ∞
0
sd−2
(s2 + 1)(d+α+β1/2)/2
ds
≤ c4(2/3)k(β1/2+1)zβ1d .
In the third line we used that 0 ≤ g ≤ 1, in the fourth the fact that(
yd ∧ zd
|y − z| ∧ 1
)β1
log
(
1 +
(yd ∨ zd) ∧ |y − z|
yd ∧ zd ∧ |y − z|
)β3
≤ c
(
yd
|y − z| ∧ 1
)β1/2
,
in the fifth integration in polar coordinates in Rd−1, in the sixth the change of variables
t = c1/2zds, and in the last line the fact that 2
−k(β1/2+1)z
−1−α−3β1/2
d ≤ 1 which follows from
zd ≥ ak and the choice of ak. Note also that it is clear from the second line that the first line
is non-negative. Thus by letting ǫ→ 0 we get for z ∈ Uak ,
0 ≤ LB(vk ∗ g − gk)(z) ≤ c4(2/3)k(β1/2+1)zβ1d .
Now take z ∈ U . Then there exists k0 ≥ 1 such that z ∈ Uak for all k ≥ k0, and it follows
from above that
lim
k→∞
LB(vk ∗ g − gk)(z) = 0 .
✷
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Lemma 9.2. Assume that g : Rd+ → [0, 1] is a function which is C2 on D(1, 1). For any
k ≥ 2, z ∈ Uak and |u| < b−k,
p.v.
∫
Rd+
g(y − u)− g(z − u)
|y − z|d+α B(y, z) dy (9.4)
is well defined. Moreover, for z ∈ Uak ,
LBα(vk ∗ g)(z) =
∫
Rd
vk(u)
(
p.v.
∫
Rd+
g(y − u)− g(z − u)
|y − z|d+α B(y, z) dy
)
du , (9.5)
and there exists C50(z) > 0 such that |LBα(vk ∗ g)(z)| ≤ C50(z) for all k ≥ 2.
Proof. Let z ∈ Uak and |u| < b−k. Let G(y, z, u) := (g(y − u) − g(z − u))|y − z|−d−α. For
0 < ǫ < η < zd/10, consider∫
Rd+,ǫ<|y−z|
G(y, z, u)B(y, z) dy −
∫
Rd+,η<|y−z|
G(y, z, u)B(y, z) dy
=
∫
Rd+,ǫ<|y−z|<η
G(y, z, u)B(y, z) dy
=
∫
ǫ<|y−z|<η
G(y, z, u) dy +
∫
ǫ<|y−z|<η
G(y, z, u)(B(y, z)− 1) dy
=: I + II .
Since g is C2 on D(1, 1) and y − u, z − u ∈ D(1, 1), we see that
|I| ≤
∫
ǫ<|(y−u)−(z−u)|<η
|g(y − u)− g(z − u)−∇g(z − u)1(|(y−u)−(z−u)|<1) · (y − z)|
|(y − u)− (z − u)|d+α dy
≤ c1 sup
w∈B(z,zd/5)
|∂2g(w)|
∫
ǫ<|y−z|<η
|y − z|−d−α+2 dy = c2(z)(η2−α − ǫ2−α) .
Further, by using the mean value theorem in the first line and (B4) in the second, we get
|II| ≤ sup
w∈B(z,zd/5)
|∇g(w)|
∫
ǫ<|y−z|<η
|B(y, z)− 1|
|y − z|d+α−1 dy
≤ c3(z)
∫
ǫ<|y−z|<η
|y − z|−d−α
( |y − z|
yd ∧ zd
)θ
dy
≤ c4c3(z)z−θd
∫
ǫ<|y−z|<η
|y − z|−d−α+θ dy = c5(z)(ηθ−α+1 − ǫθ−α+1) .
The estimates for I and II imply that the principal value integral in (9.4) is well defined.
Let z ∈ Uak . For ǫ < zd/10 and |u| < b−k, we have∣∣∣∣∣
∫
Rd+,|y−z|>ǫ
G(y, z, u)B(y, z) dy
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Rd+,|y−z|≥zd/10
G(y, z, u)B(y, z) dy
∣∣∣∣∣+
∣∣∣∣∣
∫
Rd+,ǫ<|y−z|<zd/10
G(y, z, u)B(y, z) dy
∣∣∣∣∣
=: III + IV .
By estimating g by 1, we get that
III ≤ 2
∫
|y−z|≥zd/10
|y − z|−d−α ≤ c6z−αd = c7(z) .
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The integral in IV is estimated in I and II with η = zd/10, so we have
IV ≤ c2(z)(zd/10)2−α + c5(z)(zd/10)δ−α+1 = c8(z) .
Thus we have that ∣∣∣∣∣
∫
Rd+,|y−z|>ǫ
g(y − u)− g(z − u)
|y − z|d+α B(y, z) dy
∣∣∣∣∣ ≤ c9(z) . (9.6)
Hence we can use the dominated convergence theorem to conclude that
LBα(vk ∗ g)(z) = lim
ǫ→0
∫
Rd+,|y−z|>ǫ
(vk ∗ g)(y)− (vk ∗ g)(z)
|y − z|d+α B(y, z) dy
= lim
ǫ→0
∫
|u|<b−k
vk(u)
∫
Rd+,|y−z|>ǫ
g(y − u)− g(z − u)
|y − z|d+α B(y, z) dy du
=
∫
|u|<b−k
vk(u)
(
lim
ǫ→0
∫
Rd+,|y−z|>ǫ
g(y − u)− g(z − u)
|y − z|d+α B(y, z) dy
)
du ,
which is (9.5). The last statement follows from (9.6) . ✷
We note also that since g is continuous in D(1, 1), it holds that limk→∞(vk ∗ g)(z) = g(z)
for all z ∈ D(1, 1).
Recall that the function hq was defined in Section 5: hq(x) = x
q
d1D(1,1).
Lemma 9.3. Let q ∈ (α− 1)+, α+ β1). Set b = 10 ∨ 24(q−2)−+3 and
ak := 2
−k(q+1+ 1
2
β1)/(α+1+
3
2
β1) ∨ 2−k(2+β1)/(1+α+ 32β1−q).
There exists a constant C51 > 0 such that for any k ≥ 1 and z ∈ Uak ,
|LB(vk ∗ hq)(z)− LBhq(z)| ≤ C51
(
4
5
)k
. (9.7)
In particular, the functions z → |LB(vk ∗ hq)(z) − LBhq(z)| are all bounded by the constant
C51on U , and for any z ∈ U , limk→∞
∣∣LB(vk ∗ hq)(z)− LBhq(z)∣∣ = 0.
Proof. First note that ak ≥ 2−k since the first term in its definition is larger than 2−k. Next,
by using Lemma 9.2 with g = hq in the third line below we see that
LB(vk ∗ hq)(z)
= LBα(vk ∗ hq)(z)− C(α, p,B)z−αd (vk ∗ hq)(z)
=
∫
Rd
vk(u)
(
p.v.
∫
Rd+
hq(y − u)− hq(z − u)
|y − z|d+α B(y, z)dy
)
du− C(α, p,B)z−αd (vk ∗ hq)(z)
=
∫
Rd
vk(u)
(
p.v.
∫
Rd+
hq(y − u)− hq(z − u)− (hq(y)− hq(z))
|y − z|d+α B(y, z)dy
)
du
+ C(α, p,B)z−αd (hq(z)− (vk ∗ hq)(z)) + LBhq(z).
Note that for z ∈ Uak ,
|hq(z)− (vk ∗ hq)(z)| =
∣∣∣∣∫
B(0,b−k)
vk(u)(hq(z)− hq(z − u))du
∣∣∣∣ ≤ c0(1/5)kzqd. (9.8)
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Now we write, for u ∈ B(0, b−k),∫
Rd+
hq(y − u)− hq(z − u)− (hq(y)− hq(z))
|y − z|d+α B(y, z)dy
=
∫
D(1+b−k,1+b−k)\U,yd>5−k
+
∫
D(1+b−k,1+b−k),yd<5−k
+
∫
U,yd>5−k,|y−z|>2−1zd
+
∫
U,yd>5−k,B(z,zd/2)
=: I + II + III + IV.
We deal with I first. For u ∈ B(0, b−k),
I =
∫
D(1+b−k,1+b−k)\D(1−b−k ,1−b−k),yd>5−k
+
∫
D(1−b−k ,1−b−k)\U,yd>5−k
=: I1 + I2.
Obviously, we have |I1| ≤ c1b−k.
Let Ak := (D(1− b−k, 1− b−k) \ U) ∩ {y : yd > 5−k}. Then, we have
|I2| =
∣∣ ∫
Ak
(yd − ud)q − yqd − ((zd − ud)q − zqd)
|y − z|d+α B(y, z)dy
∣∣
=
∣∣ ∫
Ak
q(yd − zd) ·
∫ 1
0
((zd − ud + θ(yd − zd))q−1 − (zd + θ(yd − zd)q−1)) dθ
|y − z|d+α B(y, z)dy
∣∣
≤ c2b−k23k(q−2)− ≤ c22−k((q−2)−+3),
where in the first inequality we use mean value theorem inside the integral in the numerator.
For II, we have
|II| ≤ c3
∫
D(1+b−k ,1+b−k),yd<5−k
yqp + z
q
d + b
−kq
|y − z|d+α B(y, z)dy.
Similarly as in the proof of Lemma 9.1 we first estimate∫
D(1+b−k ,1+b−k),yd<5−k
yqd + b
−kq
|y − z|d+αB(y, z)dy
≤ c4
∫
Rd−1
∫ 5−k
0
y
q+β1/2
d + 10
−kqy
β1/2
d
|y − z|d+α+ 12β1 dyddy˜
≤ c55−k(q+1+ 12β1)
∫ ∞
0
td−2
(t2 + cz2d)
(d+α+ 1
2
β1)/2
dt
= c65
−k(q+1+ 1
2
β1)z
−1−α− 1
2
β1
d
∫ ∞
0
sd−2
(s2 + 1)(d+α+
1
2
β1)/2
ds
≤ c7(2/5)k(q+1+ 12β1)zβ1d .
For the remaining part, we use a similar argument:∫
D(1+b−k,1+b−k),yd<5−k
zqd
|y − z|d+αB(y, z)dy
≤ c8zqd
∫
Rd−1
∫ 5−k
0
y
β1/2
d
|y − z|d+α+ 12β1 dyddy˜
≤ c9zqd5−k(1+
1
2
β1)
∫ ∞
0
td−2
(t2 + cz2d)
(d+α+ 1
2
β1)/2
dt
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= c10z
q
d5
−k(1+ 1
2
β1)z
−1−α− 1
2
β1
d
∫ ∞
0
sd−2
(s2 + 1)(d+α+
1
2
β1)/2
ds
≤ c11(4/5)k(1+ 12β1)2−k(2+β1)zq−1−α−
1
2
β1
d ≤ c12(4/5)k(1+
1
2
β1)zβ1d .
Thus
|II| ≤ c13
(
(2/5)k(q+1+
1
2
β1) + (4/5)k(1+
1
2
β1)
)
zβ1d .
Let Bk := U ∩ {yd > 5−k} ∩ {y : |y − z| > 2−1zd}. Then, we have
|III| =
∣∣∣∣∫
Bk
(yd − ud)q − yqd − ((zd − ud)q − zqd)
|y − z|d+α B(y, z)dy
∣∣∣∣
=
∣∣∣∣∣
∫
Bk
q(yd − zd) ·
∫ 1
0
((zd − ud + θ(yd − zs))q−1 − (zd + θ(yd − zd))q−1) dθ
|y − z|d+α B(y, z)dy
∣∣∣∣∣
≤ c14b−k2k3(q−2)−
∫
U,|y−z|>2−1zd
1
|y − z|d+α−1 dy
≤ c15(4/5)k2−3k(z1−αd ∨ log
1
zd
) ≤ c16(4/5)kz3d(z1−αd ∨ log
1
zd
),
where in the first inequality we use mean value theorem inside the integral in the numera-
tor and the fact the derivative of the integrand is bounded above by c(5−k − b−k)−(q−2)− ≤
c23k(p−2)−.
Let F (yd, zd, ud) := q(q − 1)
∫ 1
0
((zd − ud + θ(yd − zd))q−2 − (zd + θ(yd − zd))q−2) (1 − θ)dθ.
For θ ∈ [0, 1], u ∈ B(0, b−k) and y ∈ B(z, 1
2
zd), zd − ud + θ(yd − zd) and zd + θ(yd − zd) are
both comparable with zd. Thus, for IV , we have for large k,
|IV | =
∣∣∣∣∫
U,yd>5−k,B(z,2−1zd)
(yd − ud)q − yqd − ((zd − ud)q − zqd)
|y − z|d+α B(y, z)dy
∣∣∣∣
=
∣∣∣∣∫
U,yd>5−k ,B(z,2−1zd)
q(q − 1)(yd − zd)2F (yd, zd, ud)
|y − z|d+α B(y, z)dy
∣∣∣∣
≤ c17b−kzq−3d
∫
B(z,2−1zd)
1
|y − z|d+α−2dy = c18b
−kzq−1−αd ≤ c18(4/5)kzq+1−αd ,
where in the first inequality we used the mean value theorem inside the integral in the numer-
ator.
By putting together (9.8) and the estimates for I, II , III and IV we see that (9.7) is true
for some constant C (independent of z and k ≥ 1). ✷
Recall that the function ψ in the next lemma was introduced in Section 8.
Lemma 9.4. Let (ak)k≥1 be a decreasing sequence of positive numbers such that limk→∞ ak = 0
and ak ≥ 2−k(2+β1)/(2+α+ 32β1). There exists a constant C52 > 0 such that for every k ≥ 1 and
z ∈ Uak
|LB(vk ∗ ψ)(z)− LBψ(z)| ≤ C52
(
4
5
)k
. (9.9)
In particular, for any z ∈ U , limk→∞
∣∣LB(vk ∗ ψ)(z)− LBψ(z)∣∣ = 0 .
Proof. The proof is similar to the proof of Lemma 9.3. By using Lemma 9.2 with g = ψ in
the third line below we see that
LB(vk ∗ ψ)(z)
= LBα (vk ∗ ψ)(z)− C(α, p, B)z−αd (vk ∗ ψ)(z)
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=
∫
Rd
vk(u)
(
p.v.
∫
Rd+
ψ(y − u)− ψ(z − u)
|y − z|d+α B(y, z)dy
)
du− C(α, p, B)z−αd (vk ∗ ψ)(z)
=
∫
Rd
vk(u)
(
p.v.
∫
Rd+
ψ(y − u)− ψ(z − u)− (ψ(y)− ψ(z))
|y − z|d+α B(y, z)dy
)
du
+ C(α, p, B)z−αd (ψ(z)− (vk ∗ ψ)(z)) + LBψ(z).
Note that for z ∈ Uak ,
|ψ(z)− (vk ∗ ψ)(z)| =
∣∣ ∫
B(0,b−k)
vk(u)(ψ(z)− ψ(z − u))du
∣∣ ≤ cb−k. (9.10)
Now we write, for u ∈ B(0, b−k),∫
Rd+
ψ(y − u)− ψ(z − u)− (ψ(y)− ψ(z))
|y − z|d+α B(y, z)dy
=
∫
D(3+b−k,3+b−k)\U,yd>5−k
+
∫
D(3+b−k,3+b−k),yd<5−k
+
∫
U,yd>5−k,|y−z|>2−1zd
+
∫
U,yd>5−k,B(z,zd/2)
=: I + II + III + IV.
We deal with I first. For u ∈ B(0, b−k),
I =
∫
D(3+b−k,3+b−k)\D(3−b−k ,3−b−k),yd>5−k
+
∫
D(3−b−k ,3−b−k)\U,yd>5−k
=: I1 + I2.
Obviously, we have |I1| ≤ cb−k. Let Ak := (D(3− b−k, 3− b−k) \U)∩ {y : yd > 5−k}. Then,
we have
|I2| =
∣∣ ∫
Ak
ψ(y − u)− ψ(y)− (ψ(z − u)− ψ(z)
|y − z|d+α B(y, z)dy
∣∣
=
∣∣ ∫
Ak
(y − z) · ∫ 1
0
(∇ψ(z − u+ θ(y − z))−∇ψ(z + θ(y − z))) dθ
|y − z|d+α B(y, z)dy
∣∣ ≤ cb−k,
where in the first inequality we use mean value theorem inside the integral in the numerator.
For II, we have
|II| ≤ c
∫
D(3+b−k,3+b−k),yd<5−k
1
|y − z|d+αB(y, z)dy
≤ c
∫
Rd−1
∫ 5−k
0
y
β1/2
d
|y − z|d+α+ 12β1 dyddy˜
≤ c5−k(1+ 12β1)
∫ ∞
0
td−2
(t2 + cz2d)
(d+α+ 1
2
β1)/2
dt
= c5−k(1+
1
2
β1)z
−1−α− 1
2
β1
d
∫ ∞
0
sd−2
(s2 + 1)(d+α+
1
2
β1)/2
ds
≤ c(4/5)k(1+ 12β1)2−k(2+β1)z−1−α−
1
2
β1
d ≤ c(4/5)k(1+
1
2
β1)z1+β1d ,
since ak ≥ 2−k(2+β1)/(2+α+ 32β1).
Let Bk := U ∩ {yd > 5−k} ∩ {y : |y − z| > 2−1zd}. Then, we have
|III| = ∣∣ ∫
Bk
ψ(y − u)− ψ(y)− (ψ(z − u)− ψ(z)
|y − z|d+α B(y, z)dy
∣∣
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=
∣∣ ∫
Bk
(y − z) · ∫ 1
0
(∇ψ(z − u+ θ(y − z))−∇ψ(z + θ(y − z))) dθ
|y − z|d+α B(y, z)dy
∣∣
≤ cb−k
∫
U,|y−z|>2−1zd
1
|y − z|d+α−1dy
≤ c(4/5)k2−3k(z1−αd ∨ log
1
zd
) ≤ c(4/5)kz3d(z1−αd ∨ log
1
zd
),
where in the first inequality we use mean value theorem inside the integral in the numerator
and the fact the derivative of the integrand is bounded.
Let F (y, z, y) :=
∫ 1
0
(∇2ψ(z − u+ θ(y − z))−∇2ψ(z + θ(y − z))) (1 − θ)dθ. For IV , we
have
|IV | = ∣∣ ∫
U,yd>5−k,B(z,2−1zd)
ψ(y − u)− ψ(y)− (ψ(z − u)− ψ(z))
|y − z|d+α B(y, z)dy
∣∣
=
∣∣ ∫
U,yd>5−k,B(z,2−1zd)
(y − z)⊗ (y − z) · F (y, z, u)
|y − z|d+α B(y, z)dy
∣∣
≤ cb−k
∫
B(z,2−1zd)
1
|y − z|d+α−2 dy = cb
−kz2−αd ,
where in the first inequality we use mean value theorem inside the integral in the numerator.
By putting together (9.10) and estimates for I, II , III and IV we see that (9.9) is true
for some constant C (independent of z and k ≥ 1). ✷
Lemma 9.5. Let r ≤ 1. For every x ∈ U(r) it holds that
Ex[hp(YτU(r))] = hp(x) + Ex
∫ τU(r)
0
LBhp(Ys) ds . (9.11)
Proof. Set gk := vk ∗ (hp1D(5−k)). By combining Lemmas 9.1 and 9.3 (with q = p), we see
that for every z ∈ U(r) with r ≤ 1/2,
lim
k→∞
|LBgk(z)− LBhp(z)| = 0
and |LBgk(z) − LBhp(z)| is bounded by the constant C51 > 0. Let x ∈ U(r), r ≤ 1. There
is k0 ≥ 1 such that x ∈ Uak(r) for all k ≥ k0. Note that since gk ∈ C∞c (Rd+), it follows from
Proposition 3.7 that for all t ≥ 0,
Ex[gk(Yt∧τUak (r)
)] = gk(x) + Ex
∫ t
0
1s<τUak (r)
LBgk(Ys) ds .
Clearly, limk→∞ τUak (r) = τU(r). Since gk → hp as k →∞, we get that the left-hand side above
converges to Ex[hp(Yt∧τU(r))]. Further, by Lemma 9.3,
lim
k→∞
(
1s<τUak (r)
LBgk(Ys)− 1s<τU(r)LBhp(Ys)
)
= 0,
and
∣∣∣1s<τUak (r)LBgk(Ys)− 1s<τU(r)LBhp(Ys)∣∣∣ is bounded by the constant C51 > 0. By Lemma
5.6 (a), 0 ≥ LBhp(z) ≥ −C22zβ1d | log zd|β3, and hence that
Ex
∫ t
0
|1s<τU(r)LBhp(Ys)| ds <∞ .
Thus we can use the dominated convergence theorem to conclude that
lim
k→∞
Ex
∫ t
0
1s<τUak (r)
LBgk(Ys) ds = Ex
∫ t
0
1s<τU(r)L
Bhp(Ys) ds .
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By letting t→∞ we obtain (9.11). ✷
Proof of Lemma 5.9. From Lemma 5.8 (b) we know that φ(x) = xpd for all x = (0˜, xd),
φ(x) ≤ 0 for x ∈ U c ∩ Rd+ and LBφ(x) ≥ −C30xβ1d | log xd|β3 for all x ∈ U . In particular,
LBφ(x) ≥ −C30 for all x ∈ U .
Let gk = vk ∗ (φ1D(5−k)). It follows from Lemmas 9.1, 9.3 and 9.4 that limk→∞ |LBgk(z) −
LBφ(z)| = 0 for every z ∈ U , and the sequence of functions |LBgk(z) − LBφ(z)| on U is
bounded by some constant C. Then LBgk(z) ≥ LBφ(z)− C ≥ −C30 − C for every z ∈ U .
Note that since gk ∈ C∞c (Rd+), it follows from Proposition 3.7 that for all t ≥ 0,
Ex[gk(Yt∧τUak
)] = gk(x) + Ex
∫ t
0
1s<τUak
LBgk(Ys) ds .
Clearly, limk→∞ τUak = τU . Since gk → φ as k → ∞, we get that the left-hand side above
converges to Ex[φ(Yt∧τU )]. Further
lim
k→∞
(
1s<τUak
LBgk(Ys)
)
= 1s<τUL
Bφ(Ys)
and 1s<τUak
LBgk(Ys) ≥ −C30 − C. Thus we may use Fatou’s lemma to conclude that
Ex
∫ t
0
1s<τUL
Bφ(Ys) ds ≤ lim inf
k→∞
Ex
∫ t
0
1s<τUak
LBgk(Ys) ds.
By using that the right-hand side above is equal to Ex[φ(Yt∧τU )]−φ(x) and then letting t→∞,
we arrive at
Ex[φ(YτU )]− φ(x) ≥ Ex
∫ τU
0
LBφ(Ys) ds ≥ −C30Ex
∫ τU
0
(Y ds )
β1| log Y ds |β3 ds .
Since Ex[φ(YτU )] ≤ 0 and φ(x) = xpd, this concludes the proof. ✷
Proof of Lemma 5.11. Let q := α + β2. Note that q < p by assumption. By repeating the
proof of Lemma 5.9 (with hp replaced by hq, and Lemma 5.8.(b) replaced by Lemma 5.8.(c)),
we get that x = (0˜, xd) ∈ U(r),
C31Ex
∫ τU (r)
0
(Y dt )
β2 dt+ C32Ex
∫ τU (r)
0
(Y dt )
β1| log Y dt |β3 dt ≥ xqd .
By Lemma 5.7, we have Ex
∫ τU
0
(Y dt )
β1| log Y dt |β3 dt ≤ C28xpd for x ∈ U . Thus for x ∈ U ,
Ex
∫ τU
0
(Y dt )
β2 dt ≥ C−131 (xqd − C32C28xpd) .
There exist a1 > 0 and C34 > 0 so that the last term is greater than C34x
q
d whenever 0 < xd <
a1. By scaling, we can replace U by U(r). ✷
Proof of Lemma 5.12. Let q := α + β2 and η(x) := hq(x) − hp(x). Note that q < p by
assumption. For x /∈ D(1, 1), η(x) = 0, while if x ∈ D(1, 1) we have η(x) = xqd − xpd > 0.
Since (α − 1)+ < q < p, by Lemma 5.6 (a) and (c), for all x ∈ U we have that LBhp(x) ≥
−C22xβ1 | log xd|β3 and LBhq(x) ≤ −C25xq−α = −C25xβ2. Thus, since β2 < β1, we can find
r1 ∈ (0, 1/2] such that
LBη(x) = LBhq(x)− LBhp(x) ≤ −C25xβ2d + C22xβ1d | log xd|β3 ≤ −2−1C25xβ2d , x ∈ U(r1)
and, also by Lemma 5.6 (c),
LBη(x) = LBhq(x)− LBhp(x) ≥ −C26zq−αd − C27zβ1d | log zd|β3, x ∈ U(r1).
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Repeating the proof of Lemma 9.5, we get that for x ∈ U(r1),
Ex[η(YτU(r1))] = η(x) + Ex
∫ τU(r1)
0
LBη(Ys) ds .
Thus for x ∈ U(r1),
Ex[η(YτU(r1))] ≤ η(x)− 2−1C25Ex
∫ τU
0
(Y dt )
β2dt .
Since η ≥ 0 everywhere, we get 0 ≤ xqd − 2−1C25Ex
∫ τU
0
(Y dt )
β2dt for all x ∈ U(r1). Now (5.18)
follows from this and the scaling argument in (5.12). ✷
Proof of Lemma 5.13. Choose q ∈ (p, α) and let η(x) := hp(x) − hq(x), x ∈ Rd+. For
x /∈ D(1, 1), η(x) = 0, while if x ∈ D(1, 1) we have η(x) = xpd−xqd > 0. By Lemma 5.6, for all
x ∈ U(r0) we have that LBhp(x) ≤ 0 and LBhq(x) ≥ C23xα−q. Thus we can find r1 ∈ (0, r0]
such that
LBη(x) = LBhp(x)− LBhq(x) ≤ −C23xα−qd ≤ −1, x ∈ U(r1). (9.12)
Let gk = vk ∗ (η1D(5−k). It follows from Lemmas 9.1 and 9.3 applied to hg and hp that
LBgk → LBη on U and the sequence of functions |LBgk − LBη| is bounded by some constant
C > 0. In particular,
− LBgk(z) ≥ −LBη(z)− C ≥ 1− C , z ∈ U(r), r ≤ r1 . (9.13)
It follows from Proposition 3.7 that for all t ≥ 0,
Ex[gk(Yt∧τUak (r)
)]− gk(x) = Ex
∫ t
0
1s<τUak (r)
LBgk(Ys) ds .
As k →∞, the left-hand side converges to Ex[η(Yt∧τU(r))]− η(x). For the right-hand side we
can use Fatou’s lemma (justified because of (9.13)) to conclude that
lim sup
k→∞
Ex
∫ t
0
1s<τUak (r)
LBgk(Ys) ds ≤ Ex
∫ t
0
1s<τU(r)L
Bη(Ys) ds ≤ −Ex(t ∧ τU(r)) .
Thus we get that Ex[η(Yt∧τU(r))]− η(x) ≤ −Ex(t ∧ τU(r)), and by letting t→∞,
−η(x) ≤ Ex[η(YτU(r))]− η(x) ≤ −ExτU(r) .
Thus we get ExτU(r) ≤ η(x) ≤ xpd. By using that U(r1) = r1U and (5.1), for any x ∈ U ,
ExτU = r
−α
1 Er1xτr1U ≤ r−α1 (r1xd)p = rp−α1 xpd .
This proves the claim with C36 = r
p−α
1 . ✷
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