A covariant spin-foam formulation of quantum gravity has been recently developed, characterized by a kinematics which appears to match well the one of canonical loop quantum gravity. In particular, the geometrical observable giving the area of a surface has been shown to be the same as the one in loop quantum gravity. Here we discuss the volume observable. We derive the volume operator in the covariant theory, and show that it matches the one of loop quantum gravity, as does the area. We also reconsider the implementation of the constraints that defines the model: we derive in a simple way the boundary Hilbert space of the theory from a suitable form of the classical constraints, and show directly that all constraints vanish weakly on this space.
Introduction
The spinfoam formalism [1] [2] [3] [4] [5] [6] and canonical loop quantum gravity (LQG) [7] [8] [9] can ideally be viewed as the covariant and the canonical versions, respectively, of a background-independent quantum theory of gravity [10] . This scenario is nicely realized in three dimensions [11] , and there are recent attempts to implement it in quantum cosmology [12, 13] . An important step ahead towards the realization of this scenario in the complete four dimensional theory has been taken with the recent introduction of two spin-foam models whose kinematics appears to match the one of LQG rather well, which we refer to as the new model [14] [15] [16] [17] [18] and the Freidel-Krasnov-Livine-Speziale (FKLS) model [19, 20] . The kinematics of canonical loop quantum gravity, indeed, is rather well understood; in particular, the properties of the geometrical operators, including the area and the volume operators [21] [22] [23] are well established. (On the volume operator, see also [24] .) The area operator of the new spinfoam model has been derived in [16, 25] and shown to match the LQG one. Does the volume do so as well?
The volume observable in the covariant spinfoam language has not been constructed yet. The essential property of the volume operator is that it has contribution only from the nodes of a spin network state. Thus the only possible action of the volume operator is on the intertwiners. That's the reason why there is no generic well-defined volume operator in the old Barrett-Crane (BC) model [5] , based on the vertex amplitude introduced by Barrett and Crane [4] , where intertwiners are fixed. In fact, the absence of the volume operator in the Barrett-Crane theory can be traced precisely to the key problem of the BC model: the fact that intertwiner quantum numbers are fully constrained. This follows from the SO(4) → SU (2) gauge fixing and the way certain second class constraints are imposed, arguably incorrectly, strongly. The new model [14] [15] [16] [17] imposes second class simplicity constraints weakly, rather than strongly as in the BC theory. This choice frees intertwiner degrees of freedom, and the volume operator can be nontrivial. In this model, the state space where the constraints vanish weakly turns also out to match that of LQG, providing a solution to the problem of connecting the covariant SO(4) spinfoam formalism with the canonical SU (2) spin-network one. To complete this identification, we construct here the volume operator in the covariant spinfoam picture, and show explicitly that it matches the corresponding LQG canonical operator.
As a first step, in the next section we review the derivation of the boundary state space of the spinfoam theory. We do so for completeness, but also in order to clean up and simplify previous derivations in the literature. In particular, we show explicitly and directly that all the constraints vanish in a weak sense in the physical boundary space. The form of the constraints that we write turns out to strongly simplify the study of the volume operator.
We work only in the Euclidean theory, on a fixed triangulation, and assume here that the BarberoImmirzi parameter γ is positive. The paper is organized as follows. In section 2, we review the definition of the physical boundary Hilbert space. The volume operator is constructed and shown to match the LQG operator in Section 3.
2 The boundary space
Classical theory
Following [15, 16] , we start with a Regge geometry [26] on a fixed triangulation. Consider a 4d triangulation, which is formed by oriented 4-simplices, tetrahedra, triangles, segments and points. We call v, t and f respectively the 4-simplices, the tetrahedra and the triangles of the triangulation. For each simplex v, we introduce a variable e 
B f (t) can be seen as elements in the algebra g = so(4), in the Euclidean case, and * stands for the Hodge dual in the internal indices. If we choose B f (t) as independent variables instead of the tetrads, and n I denotes the normal to the tetrahedron t, the simplicity constraints on B f (t), which assure that a tetrad field exist, can be stated as follows [15, 16] :
The usual quadratic diagonal
and off-diagonal
simplicity constraints can be easily shown to follow from (2) . Here the dot stands for the scalar product in the so(4) algebra. In addition, we should impose the closure constraint
The new linear simplicity constraint (2) selects the solution of the quadratic constraints where B f = f * (e ∧ e). This reformulation is central for the new model [14] [15] [16] [17] . In particular, if we choose a "time" gauge where n I = (0, 0, 0, 1), the simplicity constraint (2) turns out to be * B 0i
The classical discrete action is [16, 25] 
where U f (t, t ′ ) is the group element of SO (4), giving the parallel transport across each triangle f bounding t and t ′ and U f (t) := U f (t, t) is the holonomy around the full link, starting at t. We use here unites where 2κ = 16πG = 1 and γ the Barbero-Immirzi parameter. This action, plus the simplicity and closure constraints defines a discretization of general relativity [15, 16] . From the action, we can read off the boundary variables as B f (t) ∈ so(4), U f (t, t ′ ) ∈ SO(4). One can also see that the variable conjugate to
inverting which gives * B f (t) = γ
Thus to each boundary triangle f in the boundary of the triangulation, we have an SO(4) group element U f and, as conjugate variable an so(4) algebra element J f . It is convenient to think these variables as associated with the links of the graph formed by the one-skeleton of the cellular complex dual to the boundary triangulation. Notice that these define precisely the same boundary phase space as the one of an SO(4) lattice Yang-Mills theory. As in Yang-Mills theory, the symplectic structure can be taken to be [15] 
where τ IJ and λ
IJ KL MN
are, respectively, the generators and the structure constants of SO(4). In terms of the momentum variable J f , the constraints (2) and (5) read respectively:
For the gauge-fixed version, introduce L f , which are respectively the generators of the SO(3) subgroup that leaves n I invariant, and the generators of the corresponding boosts. Then the simplicity constraint (2) becomes simply
This is the key constraint. In terms of (K 
the simplicity constraint (11) implies
In terms of J (±)i , the usual quadratic diagonal simplicity constraint (3), which follows from the new simplicity constraint (2) or (16), can be reexpressed as
Quantization
From the discrete boundary variables and their symplectic structure, we can construct the Hilbert space associated with a boundary or 3-slice. To do this, it is simpler to switch to the dual, 2-complex picture, ∆ * . For each 3-surface Σ intersecting no vertices of ∆ * , let γ Σ := Σ ∩ ∆ * . The Hilbert space associated with Σ is then
where we replace SO(4) with its covering group Spin(4) = SU (2) × SU (2) and µ Haar is the Haar measure on the group Spin(4); |L(γ Σ )| denotes the number of links in γ Σ . LetĴ f (t) IJ denote the right-invariant vector fields, determined by the basis J IJ of su(2) ⊕ su(2), on the copy of Spin(4) associated with the link l = f ∩ Σ determined by f , with orientation such that the node n = t ∩ Σ is the source of l.
By Peter-Weyl theorem, H Σ can be decomposed as follows
where j l is an assignment of a Spin(4) representation to each link l and H j is the carrier space of the representation j. The two Hilbert spaces associated to the link l are naturally associated to the two nodes that bound the link l, because they transform under the action of a gauge transformation at one end of the link. Regrouping the four Hilbert spaces associated to each node n, the last equation can be rewritten in the form
Here the Hilbert space associated to a node n is
where a = 1, 2, 3, 4 runs here over the four edges that join at the node n (that is, the four faces of the boundary tetrahedron), and we have identified the Hilbert space carrying a representation and its dual. We restrict our attention to a single boundary tetrahedron t, and its associated Hilbert space H n , which we call simply H in the following. The irreducible unitary representations of Spin(4) are labelled by a couple of spins (j + , j − ) and are given by the tensor product of two SU (2) irreducibles. That is H := H n has the structure
The physical intertwiner state space K ph is a subspace of this space, where the constraints hold in a suitable sense. As a first step to impose the constraints, let us restrict the representations to the ones that satisfy
which satisfies the usual quadratic diagonal simplicity constraint (17) in the classical limit, and is what we need to recover the correct classical theory in the limit. We call γ-simple the Spin(4) representations that satisfy this relation. Next, the Clebsch-Gordan decomposition for the single component of H associated with a single boundary face f gives
Consider the highest spin term in each factor for γ < 1 and the lowest for γ > 1 respectively; this selects the "extremum" subspace
We are now going to show that in this space (with (23) holding), the simplicity constraint (16) 
The first step is obtained by the symmetry of the highest spin states, and the last follows from (23) . Therefore the simplicity constraint is implemented weakly in H max for γ < 1. For γ > 1, the state |Ψ in H min can be expressed as
, on which the action of J (−) can be obtained as
Hence the matrix elements of the simplicity constraint can be obtained as
The last step follows again from (23) . Therefore the space H ert solves the simplicity constraint. The physical intertwiner space associated with a single node n is then obtained by solving the closure constraint (14) weakly in the space H ext , which turns out to be
To show that the closure constraints (14) hold weakly on this space, observe the matrix elements (27) of the simplicity constraint implies
The l.h.s of (14a) is the generator of SU (2) transformations at the node and vanishes strongly on (30) by definition; the l.h.s of (14b) is proportional weakly to the one of (14a) by (31) and therefore vanishes weakly. Hence the SU (2)-invariant space turns out to be SO(4)-invariant space in the weak sense. Thus K ph is the intertwiner space as a solution of all the constraints: all the constraints hold weakly. The total physical boundary space H ph of the theory is then obtained as the span of spin-networks in
Haar ] with γ-simple representations on edges and with intertwiners in the spaces K ph at each node.
We have then the remarkable result that K ph is naturally isomorphic to the SU (2) intertwiner space, and therefore the constrained boundary space H ph can be identified with the SU (2) LQG state space H SU(2) associated to the graph which is dual to the boundary of the triangulation, namely the space of the SU (2) spin networks on this graph.
Since we have not proven that the physical Hilbert space considered is the maximal space where the constraints hold weakly, one might worry that the physically correct quantization of the degrees of freedom of general relativity could need a larger space. Also, it has been pointed out that imposing second class constraints weakly might lead to inconsistencies in some cases [27] . In the present case, however, these worries are not relevant, since the space obtained is directly related to the one of the canonical theory, which we can trust to capture the degrees of freedom of gravity correctly.
Let us now consider the geometrical operators in these two versions. Classically, the area A(f ) of a triangle f is given by A(f
If we fix the time gauge, we have
These two quantities are equal up to a constrained term. As shown in [16, 25] , using the constraints, the operator related to A 3 (f ) 2 can be obtained as
f , which matches three-dimensional area as determined by LQG, including the correct Barbero-Immirzi parameter proportionality factor. Let us now turn to study the volume operator on this space H ph and its relation with the SU (2) volume in LQG.
The Volume
It is easy to see from the definition of e i a (v) given at the beginning of the previous section, that the volume of the tetrahedron t is given by
In terms of the variables * B defined in (1), the volume of a boundary tetrahedron t reads V related to the tetrahedra t as
To see this, let the gauge-fixed simplicity constraint (6) hold, then the * B 0i f (t) vanish and the above quantity is equal to
which is exactly the expression (32) of the discrete volume. Note that the SO(4) volume V SO(4) (t) is gauge invariant, hence we can obtain eq (33) by the gauge-fixed version (34) without loss of generality. Going to the variables J, and using (9), the volume reads
The volume operatorV (t) of the tetrahedron t is then formally given by (35) with J IJ replaced by the corresponding operators:
However, the physical volume should be defined on the physical boundary space H ph , satisfying the constraints. Since the volume operator does not change the graph of the spin network sates, nor the coloring of the links, its action can be studied on the Hilbert space associated to a single node. Consider the matrix element of the square of the volume operator between two states in the physical Hilbert space (we drop the hats): 
Writing this in terms of L and K components gives i|V (t) 2 |j = 1 27 · 8 
Notice that the intertwiner space is the subspace of the product of the space H a associated to the link a, and the action of (K a , L a ) is in fact on H a . Hence we can use the form (31) of the simplicity constraint to simplify Eq. (38), although the r.h.s seems a polynomial. Using the form (31) of the constraint, we can rewrite it as i|V (t) 2 |j = 1 27 · 8
and a little algebra gives i|V (t)
That is V (t) = γ
Now, the operator on the r.h.s. is precisely the LQG volume operator V LQC , as it acts on K ph including the correct dependence on the Barbero-Immirzi parameter γ.
