This paper presents a new approach for shape description and invariant recognition by geometric-normalization implemented by neural networks. The neural system consists of a shape description network, a normalization network and a recognition stage based on fuzzy pyramidal neural networks. The description network uses a novel approach for hierarchical shape segmentation and representation which expands the image shapes into localized feature tokens. These feature tokens form a compact description of the shape and its components that include information on their location, size and orientation. The description network, which is composed of a novel pyramidal architecture called the Vectorial Gradual Lattice Pyramid, processes in parallel a new vectorial scale space representation of the shape. A novel measure called Cancellation Energy is used to determine the feature tokens. The normalization network utilizes the location, size, and orientation information in the feature tokens to geometric-normalize the shape or its components with respect to these parameters. The recognition network which has a pyramidal structure, uses a fuzzy representation of these normalized feature tokens to achieve robust invariant recognition. Experimental results demonstrate robust recognition in large variations of scale, rotation, translation and also in moderate a ne transformations and partial occlusion.
Introduction
Prominent approaches for 3D object recognition include geometric hashing or indexing 14, 9] , recognition by alignment 13], matching of relational-symbolic descriptions of the shape 11, 12] , and methods for iconic recognition which are invariant to similarity-transforms (i.e. rotation and scale changes). Such methods are based on log-polar transformation of the shape, either in the spatial domain 16] or in the frequency domain (Mellin-Fourier transform) 10]. Recently, we introduced a novel shape recognition approach invariant to a ne transforms 2]. This method is based on log-log sampling of the Fourier or Gabor transforms that results in signatures invariant to translation, image rotation (swing), slant (foreshortening), tilt and scale.
However, all these approaches are not easily implemented by neural networks. In addition, it was found 9] that primitives that have high descriptive power can signi cantly reduce recognition complexity and sensitivity o f t h e s c heme to clutter and noise, as well as increase the retrievable size of the model database. Our approach conforms to this observation and is based on primitives called feature tokens, which provide rich shape description that includes concentrated information on the location, orientation and size of the shape and its components 3]. Shape descriptors by feature tokens are hierarchical and are directly extracted from image data employing pyramidal neural networks. An useful attribute of the feature tokens generated is that the description is locally distributed, i.e. for each shape component the description is available at the token's location for further use by subsequent stages of the network. This description is further utilized for geometric-normalization of the shape and for invariant recognition. Since the description is hierarchical it could be e ectively used for invariant recognition of shapes that are partially occluded as well.
The overall block diagram of our system is illustrated in Fig. 1 , and consists of three main parts. The rst is a network for shape description based on a new vectorial scale-space representation of shapes. Here, a set of novel vectorial pyramidal neural architectures (called the description network) segment in parallel the image shapes into concise feature tokens which are arranged in a hierarchical data structure. These feature tokens are a compact description of shapes, subparts, or even boundary features, and include the location, size and orientation of these components. The description network performs in real-time, a localized shape decomposition and therefore the feature tokens obtained are robust to partial occlusion. Since the decomposition includes information about orientation scale and location, it can be readily normalized to be invariant with respect to these parameters. One of the major advantages of our approach is that the shape description is obtained preattentively without any understanding of the input image. In addition, shape segmentation is an integral part of the process.
The description network (see Section 2) is based on a pair of novel Gradual Lattice Pyramids (GLPs) 7] that process the directional information of the shape boundary in a vectorial form. The GLPs generate a new vectorial scale-space representation of the shapes. Furthermore, in contrast to conventional Gaussian pyramids, the GLP can bedesigned to accommodate any desired resolution in scale, thus endowing accurate size information to the resulting feature tokens. Section 2.1 gives a brief background to the conventional GLP and Section 2.2 discusses the extension to the Vectorial GLP.
The feature tokens are created by the local maxima of a newly de ned measure called Cancellation Energy (CE) 3]. This energy function measures the amount of disparity in a localized neighborhoodoftheshape'svectorial representation, hence indicating local centers of the shape components, each at a particular scale. A specialized neural network is developed to nd the local maxima of the cancellation energy and to generate the feature tokens. Section 2.3 and Section 2.4 discuss the CE measure and its implementation in the description network.
The second part of our recognition system is a geometric-normalization scheme which normalizes the feature tokens for a given shape to a standard location, size and orientation. Since accurate information on these parameters is included with each feature token, this information can be utilized in a normalization neural network which normalizes the features -and hence the shape -with respect to these three parameters. The normalized feature tokens can then be invariantly recognized. While the complete normalization network is currently in the process of development, Section 3 discusses a simpli ed normalization scheme that is used to assess the e ectiveness of the present shape description method discussed in Section 2, for invariant recognition.
The third issue discussed in this paper is that of recognition of shapes using the normalized feature tokens. Shape description by feature tokens lends itself to robust recognition by shape components, and could be e ective e v en in conditions of severe occlusion and moderate a ne transformations. Since each feature token includes local information on its location, size, and orientation, it can be normalized and recognized independently. Such a s c heme for recognition by parts also allows considerable simpli cation of the model database and indexing scheme since each object is represented by hierarchical composition of reusable parts. In Section 4, we present results with invariant recognition of translated, rotated, scaled and moderately a ne-transformed shapes, as well as robust recognition under conditions of partial occlusion. The normalized set of feature tokens is used as the input to a three-layer pyramidal fuzzy neural network. This recognition neural network is trained with a fuzzy learning algorithm using the model feature tokens as the training set. Preliminary results show that this recognition method is quite e ective and yields an almost perfect recognition rate. Section 4 discusses the recognition scheme in more detail.
Shape Description Using the Gradual Lattice Pyramid and Cancellation Energy
This section describes the description network which comprises of the Vectorial Gradual Lattice Pyramid (VGLP), the Cancellation Energy (CE) network and suppression network.
The Gradual Lattice Pyramid (GLP)
In our work 7] we have developed a parallel architecture called the Gradual Lattice Pyramid (GLP) which can generate multiple-scale Gaussian smoothing of signals of any desired dimension. The operating principle of the lattice is based upon the Central Limit Theorem (CLT) 15]. The CLT proves to bevery dominant a n d highly accurate Gaussian smoothing can be obtained with this simple and uniform architecture. Unlike other Gaussian pyramids that generate only octave scales with decimated resolution for each stage, the GLP can be designed to generate an almost continuous set of scales. The GLP accepts the input signal at its lowest layer and at each higher layer, generates increased Gaussian smoothing of this signal which propagates in equal scale factors. Thus, the GLP directly produces a multidimensional continuous scale-space description of the input signal such as the one originally obtained by Witkin 17] ... 
where l i is the layer of the i-th connection, x i is the relative displacement of the connected PE, q() represents the weights, M l is the s i z e o f t h e l-th layer of the lattice, C l is the numberof connections to each P E , a n d B l is the size of the boundary region. The lattice is divided into a c e n tral region, and left and right boundary regions of width B l to minimize the distortion due to the missing PEs at the boundaries. More details are available in 7] . The layer for l = 0 is the input data array and the input data points are marked by dark circles in Fig. 2 . Outputs for di erent Standard Deviations (SDs) are obtained at the corresponding layers (PEs marked by white circles in Fig. 2) . The above formulation is easily extended for smoothing of signals of any desired dimension, by simply replacing spatial variable x with a vector x of the desired dimension.
The Vectorial Gradual Lattice Pyramid
The description network utilizes a pair of 3D GLPs to implement v ectorial Gaussian smoothing of 2D signals. The input to this Vectorial GLP (VGLP) is a complex-valued image, the real part representing the horizontal edge component of the shape and the imaginary part representing the vertical edges. Each edge component is subjected to independent Gaussian smoothing in its corresponding GLP. Thus, the complex-valued output (the outputs of the two GLPs) at any intermediate layer corresponds to a vectorial Gaussian smoothing of the preceding layer. In general, each vector (complex numberin our case) at a particular layer corresponds to a directional averaging of a localized neighborhood of vectors in the lower layer.
Let the layers of the lattice be vectorial images v l (x y) l = 1 N , with the input vectorial image as layer l = 0. The Gaussian Standard Deviation for the l-th layer of the pyramidal lattice is l , with 0 = 0 for the input layer. The equation for computing the l + 1 -t h layer from the l-th layer is:
which is a vectorial convolution with a Gaussian kernel of SD~ l = 2 The VGLP creates a novel kind of shape description, which w e c a l l v ectorial scale-space.
Unlike c o n ventional scale-space, the vectorial scale-space retains directional information (implicit in the di erent v ectorial components) which i s v ery signi cant in signals of more than one dimension.
The Cancellation Energy Network
In this section, we introduce a new measure called Cancellation Energy (CE). This energy function is a measure of the disparity in a local neighborhood of the vectorial representation of the shape. If one examines ideal arc features, CE measures the arc length, with maximum CE for a circle since all the edge vectors on a circle cancel each other. CE is computed at discrete spatial locations and scales (local neighborhoods) of the image. The feature tokens are the local maxima of the CE criterion in the spatial and scale dimensions, which represent the spatial location of the arc center and the radius of the arc respectively. In this section, we present analytical relations between the CE, location of the peak CE, and the center, radius and arc length of the arc feature. Formally, the Cancellation Energy of a given set of vectors v i i = 1 N is de ned as
i is a normalization factor to ensure 0 1, and i > 0 are weights used in the averaging of the vectors.
The CE is computed in another pyramidal architecture and uses the outputs of the VGLP as its input. In order to process the shape information independent of edge strength, the magnitude of each edge-vector v l (x y) is thresholded as follows 
where u l (x y) is the thresholded output and the threshold c th is conservatively chosen to be about 5% of the maximum edge-vector magnitude. The output equation for the CE l (x y) at the spatial location (x y) and the l + 1 -t h layer of the CE pyramid is then derived from the l-th layer of the VGLP as 
P l (x y) = f(i j ) k u l (x + i y + j ) k> 0g
The CE is computed over the same neighborhood as the corresponding VGLP layer and with the same Gaussian weighting kernel. The normalization factor l is spatially varying since the active vectors (after threshold) in the neighborhood are also spatially variant. We have analytically determined (derivation omitted due to lack of space) that for an arc segment of angular arc length , the peakCE obtained is given by = 2 ; sin 2 = 2 2 (9) which yields = 1 or complete cancellation for a circle. This CE is a local maxima and its spatial location is the center of curvature of the arc segment. Also, the Gaussian SD or scale at which this peak CE occurs is related to the radius of the arc segment r as = r p 2 (10) Thus, local maxima in the CE function represent arc features by their spatial location (arc center), scale (arc radius or curvature) and CE magnitude (arc segment length). In addition, arc orientation is given by the resultant orientation of the corresponding location in the GLP.
For the ERT input image of Fig. 3 , Fig. 4 and Fig. 5 show the second and 10-th layers of the CE pyramid respectively, with the input ERT image superimposed in black. The pyramid is computed using an FFT implementation of Eq. (6) to Eq. (8) . One can see that the CE function has strong traces along the bisectors of corners and arc features, both convex and concave. Furthermore, the value of the CE trace for a particular feature peaks at a location and layer corresponding to the center and curvature of that feature.
The Suppression Network
Since local peaks of the CE pyramid correspond to arc features of the shape, the shape can bedescribed by extracting these peaks along with the associated location, orientation and scale information. This is performed by a suppression network which locally suppresses non-maximal points in the CE pyramid. This algorithm is implemented by using a local winner-take-all strategy as follows: Each pixel of the l-th layer of the CE pyramid looks at a R s l circular spatial neighborhood in the layers l;R l l+R l and gets suppressed if any other pixel in this three-dimensional neighborhood is larger than itself. In our implementation, we use R s = 3 a n d R l = 1 . The surviving pixels are the feature tokens which form a hierarchical description of the shape. The feature tokens for the ERT (Ellipse, Rectangle and Triangle) test image are displayed in Fig. 6 with the ERT image superimposed in white. For a token with small CE ( < 0:67), an arrow (whose size indicates the token scale) is placed at the token location and points in the direction of the feature. For a token with large CE, an arc segment is placed with the arc length, center and radius according to Eq. (9) and Eq. (10). It can be seen that the feature tokens are an accurate description of the major components of the shape.
Normalization of the Feature Tokens
The feature tokens generated by the description network contain information on the location, scale, and orientation of the corresponding shape components. A complete normalization neural network needs to be developed that can utilize this information e ciently and robustly to normalize the input shape and its components for invariant recognition. In this section, a simpler scheme is outlined for the normalization of the feature tokens with respect to location, scale and orientation for subsequent shape recognition. The objective here is to demonstrate that the shape description by feature tokens can be e ectively used for invariant recognition.
We de ne a standard location (x s y s ), layer l s or Gaussian SD s , and orientation s to which the input shape's feature tokens are to benormalized. Let the set of feature tokens fT i g i = 1 : : : N T be ordered in the descending order of layer numbers, i.e. Gaussian SD.
So the feature token corresponding to the largest shape component is T 1 , i.e. the topmost token in the pyramid. This token is translated, scaled, and rotated to coincide with the standard location, scale and rotation, and the same transformation is applied to all the other feature tokens as well. Mathematically, t h e i-th normalized tokenT i is given by: 1 , and = s =T 1 , The normalization described above is with respect to the largest (size) token. However, since the feature tokens are a hierarchical description, one could also normalize the set of tokens with respect to other tokens or their combinations that correspond to parts of the shape. Thus, an invariant recognition-by-parts scheme could be implemented which could berobust to occlusion and other distortions.
Preliminary Experiments with Recognition
We h a ve used the above shape description and normalization schemes for shape recognition and obtained promising results. In these initial experiments, we use 128 128 test images of four aircrafts (see Fig. 7 ) and generate the feature tokens using the description network. The normalization scheme of Eq. (11) is used with standard parameters of x s = y s = 6 4 , l s = 16, s = 1 3 :5, and s = 0 . The three-dimensional discrete space of x y l is is pyramidal in nature with reduced resolution for larger scales. This space is fuzzi ed and then lexicographically ordered into a vector, where each component o f t h i s v ector contains the CE and orientation information of the corresponding fuzzy token. This standard representation is suitable for pattern recognition by a three-layer pyramidal neural network. The neural network consists of 6687 input nodes (that correspond to the fuzzy normalized token vector), 20 hidden nodes and four output nodes. Training is performed with the tokens of the given aircraft images To examine the performance of the invariant recognition scheme, the test images of Fig. 7 are subject to various degrees of translation, scaling, and rotation. We n d that translation is normalized almost perfectly and that the recognition scores are perfect for even large amounts of spatial shift of the input shapes. Table 1 shows recognition results when the shapes are subjected to a scaling factor of 2.0. Similarly, Table 2 shows recognition results when the shapes are subjected to a scaling factor of 0.4. One can see that the recognition rate is 100% and that scaling is e ectively normalized over a large range of more than two octaves. The normalization proves e ective even when the shape is rotated and scaled simultaneously. Figure 8 shows the feature tokens for Model 3 superimposed on the model shape. Figure 9 shows the feature tokens for the shape which corresponds to Model 3 rotated by 150 degrees and scaled by a factor of 1.43. Figure 10 shows an example of recognition under conditions of a ne transformation. The shape corresponds to Model 3 viewed with the X and Y axes tilted by 10 and 55 degrees respectively, in addition to a scaling factor of 1.43. This shape is successfully recognized (with scores of -0.30, -0.94, 0.74 and -0.89) and demonstrates that the recognition scheme is robust to moderate a ne transformations. Figure 11 shows an example of recognition of a partially occluded shape that corresponds to Model 2 occluded by 25% and scaled by a factor of 1.43. The feature tokens are displayed superimposed on the image of the occluded shape. Figure 12 shows the corresponding feature tokens for the unoccluded model. Even though the shape is substantially occluded (25%) it is successfully recognized after normalization (with recognition scores of -0.97, 0.63, -0.88, -0.95) and demonstrates that the recognition scheme is is robust to occlusion.
Conclusions
In this paper, we have presented a novel approach for shape segmentation and description with neural networks which utilizes directional information in a new vectorial scale-space representation of shapes. A new measure called Cancellation Energy is used to generate feature tokens that form a localized description of the location, scale and orientation of the shape and its components. This compact description can easily be normalized to make it invariant to these parameters. Preliminary results show t h a t i n variant recognition with similarity transforms as well as with moderate a ne transforms is possible using this standard representation. This approach needs to be further developed in order to accommodate a general 3D object recognition scheme. As a part of future work, we intend to complete the development of a neural implementation of the feature token normalization scheme. In addition, the recognition scheme is to beextended to fully utilize the hierarchical structure of the feature tokens.
