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1. INTRODUCTION 
Consider the nonlinear second order parabolic system 
24: - Ak(t, x, u) Uk = gk(u, 2.4,) in G= [0, co)xsZ, 
Bk(X) Uk = 0 on [O, 00)x&2, (1) 
Uk(O, x) = u;(x) for xe.0 
(k = 1, 2 ,..., N), where u = (u’,..., 8) is a function of (t, X) E G, 24) = ad/at, 
Q c R” is a bounded domain with smooth boundary LX!, Ak are uniformly 
elliptic operators and Bk linear boundary operators. We say that u is a 
regular solution of (l), if the function u together with its derivatives 
appearing in (1) is continuous in G such that Eqs. (1) are identically 
satisfied. It is the object of this paper to show that under suitable con- 
ditions on A, B, and g the orbit T(u,) = {a(& .): t B O> of a bounded 
regular solution of (1) is relatively compact in C2(fl, W”). Results of this 
type are essential for the study of the asymptotic behavior of solutions u of 
(1); see, e.g., [6, Sect. 4.61 or [17, p. 3.551. 
We will deduce our theorems from more general results valid for abstract 
nonlinear evolution equations of the form 
u, + A(t) u =f(u) for t 3 0, 
(2) 
u(0) = 240. 
It is assumed that the operators A(t) are such that the theory of 
Sobolevskij [20] is applicable to (2). In Section 2 below, some estimates, 
which may be of interest for themselves, for the linear evolution system 
generated by the family {A(f): t > 0} are proved. These estimates are used 
in Section 3 to establish time-independent bounds for various norms of a 
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regular solution u of (2). Section 4 contains the applications to system (1). 
The semilinear and the quasilinear case are treated separately. 
In contrast to [ 183, where the case of time-independent operators A“(X) 
is considered, in the present paper no Lipschitz condition is imposed on g. 
We assume instead that for any j, for which the boundary condition is of 
Dirichlet type, we have gj(u, u,) = 0 on 80 for all t Z 0. Since then 
u’( t, x) = 0 on [0, cc ) x %2, this assumption can be easily verified. To give a 
simple example, let u = (ul, u’) be a bounded regular solution of the 
semilinear system 
u: - a’(t, x) du’ + U’ = m (1 + Igrad ~‘1) 
U: - a*(& x) Au* + u2 = m (1 + (grad u21), 
(6 x) E G, 
where ui, a2 are E-Holder continuous in G for some E > 0 and a’> A > 0 in 
G (i = 1, 2; A E [w). Assume u = 0 on [0, co) x afi with smooth initial values 
u,, satisfying the compatibility condition of first order (existence of u 
follows, e.g., from [19, Theorem 3.51). Then our results imply that the 
orbit Z(U,) is relatively compact in C*(n, [w*). 
2. THE LINEAR EVOLUTION SYSTEM 
Let X be a Banach space with norm 1). I/ and let {A(t): t B 0} be a family 
of operators in X that satisfy the following assumptions (the norm in L(X), 
the space of bounded linear operators from X to X, is also denoted by 11. II): 
(Al ) For each t > 0, A(t) is a closed, densely defined linear operator 
in X whose domain of definition D = D(A(t)) is independent of t. 
(A2) For each t 20, the resolvent set of -A(t) contains all AE C 
with Re 12 0, and there is a constant M > 0 such that 
Il(A + A(t))-‘II d- 1 + I4 
for all t k 0, Re i 2 0. 
(A3) There exist constants K> 0 and Q < p< 1 such that 
ll[A(t)-A(s)] A-‘(~)11 GKlt-4” for all t, s, z 2 0. 
(A4) There is a constant P > 0 such that 
IMt) A-‘b)ll GP for all t, s > 0. 
Assumptions (Al ) and (A2) imply that, for each t 2 0, the operator -A(t) 
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generates an analytic semigroup ePsA(‘), s B 0. Moreover, for all t > 0, s > 0 
the bounds 
IIA(t) CSA(‘)II < Ce-‘“s-l (3) 
hold with constants C, 6 >O that can be chosen independent of t, s (see 
[ll, Sect. 13.7; 7, Sect. 2.21). This permits us to define the fractional power 
A-“(t) of the operator A(t) for any a > 0 by the integral 
A-“(+L O” e-~4~)sa-l ds, 
s r(a) 0 
(4) 
where r denotes the gamma function [20, Sect. 1.93. The operators A-“(t) 
are one-to-one and elements of L(X). Hence it is reasonable to define 
A”(t)= (A-*(t))-‘. A’(t) is a closed linear operator whose domain of 
definition is dense in X. Set A’(t) = I, the identity. Then, for any a < /3 < y, 
an inequality of moments 
IlAB XII d CC4 A Y)II AY(t) 41’ IIA”(t) 411pa, 
x E WY(t)), (5) 
with 1= (/I - a)/(y - a) is valid, where the constant C(a, j?, y) is indepen- 
dent of t; cf. [20, (1.55)]. Furthermore, for any 0 d a < /3, there is a con- 
stant P(a, j3) such that 
for all t, s 2 0. (6) 
Using (A4), this is proved as [20, (1.59)]. 
Denote by { V( t, s): 0 < s 6 t < cc } the linear evolution system generated 
by the family of operators {,4(t): t>O} (cf. [20, Sect. 11) and assume that 
CIw(p) < P’, (7) 
where C, K, 6 and p are the constants in (A3) and (3). We then have the 
following result: 
THEOREM 1. Let (Al)-(A4) with (7) be satisfied,’ Then, for any 0 Q/l < 
a< 1 +p andarbitrary z<8- [CKr(p)] ‘/p there is a constant Co > 0 such , 
that 
II/f”(t) U(t, z)A-qZ)II <Co(t-T)~-me-“(‘-7) (8) 
for all 0 d z < t < 00 with Co independent of t and z. 
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Remark. Suppose that there exist an operator A,, which also satisfies 
(Al), (A2), and a positive number E such that 
IICA(t)-AmI Apl(Wl GE for all t B 0. (9) 
Assume that E is suffkiently small. For example, let E < min(f, 
Sfl[2C2PKf2(~/2)]-‘). Then, for any 0 </I < a < 1 + (p/2) and arbitrary 
rc<d- [2C2ePKr2(~/2)]“lr, the bound (8) follows from (Alk(A3) and 
(7). Note that (A4) is a consequence of (Al)-(A3) and (7) if 2.5 < i. A con- 
dition similar to (9) is used in [ 16, Proposition 51 to derive (8) in case 
a = 1 (in fact, since (3) with A o. remains valid for some 6’ > 6, it is even 
possible to admit rc = 6 in (8), if E is sufficiently small; cf. [ 16, 1.~1). 
Theorem 1 is proved in the same way as [20, (1.65)] (see also [12, Sect. 
3.81). For the convenience of the reader, we give an outline of the proof. 
Proof of Theorem 1. First, we consider the case 0 < /II Q 1, c1= 1. By [20, 
(1.66)] we have 
A(t) U(t, z) A-“(z) x= A(t) epcr-‘)A(‘)A-p(-C) x 
+ j’ A(t) e-“- S)A(‘)[A(~) - A(t)] 
r 
for any 0 <z < t < co and all XED(A’-P(z)). Using (A3) and (3) this gives 
IIA(t) U(t, z) APB(z) XII < C,(t -z)~-’ epa(fp’)llxlj 
+ j’ cqt-#-’ e--s) 
5 
x IIA(s) U(s, z) A-B(z) x1( ds 
by [20, (1.61)] with C1 independent of t, z and x. Hence, for fixed z > 0 
and XE D(AleB(z)), the function z(t), defined by 
z(t) = e6(‘-‘) IIA(t) U(t, z) Aep(z) XII for t > z, 
satisfies the inequality 
z(t)<Cl(t--)8-1 llxll +I’ KC(t-s)“-’ z(s) ds for all t > T. 
z 
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It follows that for any n E N, 
n-1 
+ mw) 
-!- (KU(p))” 1’ (t-s)‘+z(s)ds. 
r 
If t > t is fixed, then by [20, (1.65)] there is a constant C(t, r, x) such that 
z(s) i C(t, r, x)(s - z)~-’ for all s E (t, t]. Hence, the integral is bounded 
by C(t, r, x) T(np) I’(/?)(t - z)“@+~-~: T(np + 8). Letting n + co, this gives 
z(t) G C,(t - T1 WV IIXII C=np)(t - z)“l”/~(P + bL) k=O 
qt-#-l+ CJ(p)(t--zy f ak/r(p+kp) ((x(( k=l 1 
1 + f ak/Z-(kp) IIxll, k=l 
where a = KCT(p)(t - r)” and C2 is independent of t, r and x. But 
kr, ak/W,u) d yma( 1+ b2)( 1+ eb), (10) 
where y ~ ’ = min{T(x): x > 0}, m = [CL-‘] + 1 and b = a’/“, which implies 
z(t)dC,(t-z)B-‘e”(‘-?) llxll 
for arbitrary v > (KCT(p))“p with C, independent of t, r, and x. Since 
0(,4-fi(r)) is dense in X, the bound (8) for O<p< 1 =c1 is proved. 
Let us now consider the case 0 </I < IX< 1 + ,D. Reasoning as above we 
get (for x E D(A’-B(r))) 
/IA”(t) U(t, z)A-qz)XJI dC4(t-Z)~-~e-~(‘-*‘llxlJ 
s I + CK(t-s)P-~e-+“’ T 
x II/l(s) U(s, z) A -p(z) XII ds 
with C, independent of O,< z < t < co and x. Applying the estimate 
obtained for c1= 1 we arrive at the desired result. 
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It remains to consider the case /I = 0. First, we assume 0 < ct < 1. By [20, 
(1.14)] we have 
+s’ IIA”(t) e-(‘-S)A(S)cj(s, z)ll ds 
* 
for any OGz<r<co, where 
k=l 
for O<s<t<cc 
with 
and 
cjl(t, s) = [A(s) -A(t)] ep(‘-S)A(S) 
Assuming for the moment that 
Il4(t, s)ll d C,(t -s)~- ’ e-n(r-S) forall O<s<t<W (11) 
with arbitrary n < 6 - (KU(P))“~ and C, independent of t, S, we get, using 
(3) and (51, 
IIA”(t) U(t, ~)ll < CJt-z)-” ep6+‘) 
+ G s rt (t-s)-=, -~(~-S)(s-r)“-’ ,-n(s-r)& 
<C6(t-~)pxe-“‘(‘-‘) forall Odr<t<co 
with arbitrary rc’ < 6 - (KCT(P))~‘~ and C6 independent of t and r. To 
prove (ll), we note first that by (A3) and (3), 
Il~#~(t, s)ll <KC(~-S)~‘-’ e-s(‘-s) forall O<s-=zt<og, 
and hence by induction 
Iltjk(t, s)ll 6 [Kcr(,a)(t-s)p]k (t-s)-’ ebb”-“‘/r(kp) 
for all k E N. Thus 
Il#(t, s)ll <(t -s)-l eC6(‘-‘) ktl aklWv) 
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with a = KCf(,u)(t - s)“. Applying (10) we get (8). Finally, if /I = 0 and 
1~ a < 1 + ,u, then (8) follows from cases already analysed by writing 
A”(t) U(t, z) = A”(t) U(t, 0) A-“2(a) A”2(a) U(a, T) 
with D = (t + 2)/2. Here, the semigroup property of U(t, s) is used. 
The proof of Theorem 1 is complete. 
THEOREM 2. Assume (Al)-(A4) and (7). Then, for any O<a< 1, 
0 < j < y < 1 + p with 0 < y - a < 1 and arbitrary 8 < 8, z < 6 - (KCT(p))““, 
there is a C, > 0 such that 
IIA”((,‘)[ U(t + h, t) - U(t, z)] A-B(z)lj 6 C,hY-“(t- t)e-’ epncr-‘) 
for all [ > 0, 0 6 z < t < co, h > 0. The constant C7 is independent of t, T, h 
and [. 
Proof: For arbitrary 0 < E < 1 + p - y we have 
A”(I)CU(t + h T)- U(t, T)] A -%) 
= A*(O[U(t+h, t)-e-hA(‘+h)] KY-“(t) 
i 
-A”(i) Jh A(t+h)e- sA(r+h)dsA-Y-E(t) k’+“(t) U(t,+-b(z). 
0 
In view of Theorem 1 it suffices to estimate the two summands in the 
braces. As for the first one, by [20, (1.53)] it is equal to 
s 
ri-h 
A”(c) e-(r+h-s)A(‘+h)[A(s) -A(t + h)] U(s, t) Amy-“(t) ds. 
f 
Hence, using (A3), (A4), (3), (5) and Theorem 1 we get 
IIA”(c)[U(t+h, t)-ee-hA(‘+h)] A-‘-“(t)ll 
5 
t+h 
6 cg 
(t+h-S)~-L”e-6(‘+h-S)(S--)l-1e--n(s-r)ds 
f 
< Cghl’-a+‘e--nh < C,OhY--a 
with 1= min(y + E, 1). By (6), the second summand admits the bound 
CI, job A 
II 
‘+a-Y(f+h)e- 
(note that this is also true if a = y). 
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Since the constants Cl,, and C,* are independent of t, r, h, and {, the 
theorem is proved. 
Remark. If y = 1, then by (A4) the above proof remains valid even if 
E = 0. Hence, in this case it is possible to admit 0 = j? in Theorem 2. 
As in [20, Sect. 1.111 a bound similar to (8) can also be established for 
the operator A pB(t) U(t, s) A”(s). For this we require the following 
additional hypotheses: 
(A3’) For all t, s, r>O the operator A-‘(z)[A(t)-A(s)] admits a 
closure in X, and there are constants K, > 0, 0 <p, d 1 independent of t, s, 
r such that 
II~-l(z)C~(t)-~(s)llI GKK, It-4”’ for all t, s, r 2 0 
(overlining indicates the closure of an operator in X). 
(A4’) There is a constant P, > 0 such that 
IV -‘W &)ll G PI for all t, s > 0. 
Assume 
We then have 
CK,T(pL,) <PI. (7’) 
THEOREM 1’. Let (Al)-(A4) with (7) and (A3’), (A4’) with (7’) be 
satisfied. Then, for any 0 < /3 6 a < 1 + p, and arbitrary n1 < 6 - 
CCK,W)l 3 l’rl there is a constant C0 > 0 such that 
JIA pB(t) U(t, z) A”(z)11 < Cb(t -z)~-” eFn’(‘-‘) 
for all 0 <z < t < co with C0 independent oft, z. 
Since we will make no use of this result, we omit the proof (cf. [20, 
l.c.]). 
3. THE ABSTRACT EQUATION 
Throughout this section we assume that the family of operators 
(A(t): t&O} in the Banach space X satisfies hypotheses (Al)-(A4) of Sec- 
tion 2. For 0 <a < 1, let X, = D(A”(0)) with norm llxllDl = jIA”(O) XII. 
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We will consider in X the ordinary differential equation 
u’+A(t)u=f(u) for t 2 0, (124 
u(O) = u. E D, (12b) 
where the nonlinearity f is continuous from X, to X for some p E [0, 1). 
Moreover, it is always assumed in the sequel that to any S> 0 there are 
constants 0 2 0, R > 0 such that 
Ilf(u)ll G Nl + IMI;) for all UEX,, JIu(I <S. (13) 
By a solution u = u(t) of (12) we understand any function 
u E C( [0, co), D) n C’( [0, co), X) which identically satisfies (12). Note that 
any solution u of (12) fulfills the integral equation 
41) = ut, 0) 43 + j; vt, $1 f(4s)) & t 20. (14) 
Let p > 0 be fixed, and set B(t) = A(t) + pZ for t 2 0. If u is a solution of 
(12), then 
u’+B(t)u=f(u)+pu=~(u) for t 2 0. 
It is obvious that the function f has the same properties as f: Furthermore, 
the operators {B(t): t > 0} also satisfy (Alk(A4) with the constants M, K, 
p, P replaced by, respectively, M, K( 1 + M), p, P( 1 + M) + it& and for all 
t>O, s>O we have 
with C, 6 from (3). This implies that for suhkiently large p > 0, inequality 
(7) is satisfied for the family {B(t)}. Hence, without loss of generality, we 
may assume from now on that (7) is valid for the operators A(t) in (12). 
THEOREM 3. Let u be a solution of (12) with Ilu(t <S for some S> 0 
and all t 3 0. Assume op < 1 in (13). Then, for any 0 < a < 1, there is a con- 
stant C,3 = C13(a) such that 
IMt)ll, G c13 for all t 2 0. (15) 
Proof: Assume that p < tl< 1. By (5) we have 
IblIp 6 C(K PI 11411--1 Ibll: for all u E X, (16) 
with d = p/a. Thus, there is a constant i? > 0 with 
IIf(4t))ll <a1 + Il4t)ll3 for all t 3 0, 
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where v = ap/cr. If a is sufftciently close to 1, then v < 1. Hence, in this case, 
using (12b), (14) and the results of section 2 we get (t B 0), 
llu~l)l.9Iu~~,o~u,ll.+~~ II~(4s)f(u(s))ll.~~ 
G Ilmo) A -‘Wll II4f) VG 0) A -‘~O)ll II%ll 1 
+ f IMYO) WC s)ll Ilf(ds))ll CiJ 
G CM + Cl4 s ; (t-s)-me-n(‘-S) IIu(s)II;ds. 
But for sufliciently large N > 0 we have 
N>C,,+C,, 1: (t-s)-ae-“(‘-SJWds, t>o 
(note that v < 1). Applying a comparison theorem for monotone increasing 
operators (cf. [21, l.IV]) it follows that 
IMt)llrx G N for all t > 0. 
This proves the theorem, if a is close to 1. The assertion for arbitrary 
a E [0, 1) now is an immediate consequence of (5). 
COROLLARY 1. There is a constant i? > 0 such that Ilf(u(t))ll < R for all 
t > 0. 
COROLLARY 2. The assertion of the theorem remains valid in case ap > 1 
provided there are constants K > 0, S, > 0 such that (a - 1) K > ap - 1 and 
IIu(t)llK<Sfor all t20. 
Proof. Instead of (16) we now use 
l141p G a% PY K) Ibll~-” llvll~ for all v E X, 
with 1= (p - ~)/(a - K). The proof then proceeds as above. 
We next prove that the solution u of (12) is Holder continuous in X,. 
THEOREM 4. Let u be a solution of (12) and let the assumptions of 
Theorem 3 or Corollary 2 be satisfied. Then, to any v E [0, 1 - p), there is a 
constant C15 = C15(v) with 
Ilu(t + h) - u(t)llp < Cd’ for all t, h 2 0. (17) 
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Equation (17) remains valid for v = 1 - p if, in addition, it is assumed that: 
There is a 8 > 0 and a constant R0 > 0 such that f (u(t)) E X0 with 
Ilf(~(t))lle~Refor all 120. (18) 
ProoJ: Write 
u(t+h)-u(t)=[U(t+h,O)-U(t,O)]u, 
+ J’+” u(t + h, s) flu(s)) ds I 
+J’ [U(t+h,s)-U(t,s)]f(u(s))ds=J,+J,+J,. 
0 
By the remark after Theorem 2 we have 
lIJAI,~G~ IIA’-‘WCW+h, O)- U(t,O)l A-‘(O)11 Iluoll 
< C,7hYe-R’ < C17hY. 
Also, by Theorem 1 and Corollary 1, it follows that 
VA, G GW Jtf+h Ilk-"(0) U(t+h, s)ll ds 
J 
rib 
G Cl9 , (t+h-s)‘-‘ds=C;gh’ 
(if v = 0, then (17) directly follows from (15)). Note that in both estimates 
v = 1 - p is admissible. Finally, 
IV& G a J’ II-4”(O)CVt + h, 3) - wt, SIIII ds 
0 
<C7R J ’ hY-P(tmS)-Y--E e-a(t-s) d  0 
with arbitrary s>O and p<y< 1 +p, y< 1 +p. Choosing y=p+v and E 
sufficiently small, we get the desired result ljJ3jl, < C,,h’. 
If, however, the additional assumption (18) is fulfilled, then 
llJ,ll, G RB J; IIA”(O)[U(t + h, s) - u(t, s)] A -‘(o)II ds 
J 
f 
<C,Ro h'-P(t-s)e-l e-"('-")ds<CZ1h'-P. 0 
The proof of Theorem 4 is complete. 
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In Theorem 3 we established, for any 0 < a < 1, the a priori boundedness 
of IIu(t)ll oL for all @ 0. The following theorem states a similar estimate for 
Ilu’(t)ll. using a compactness condition on A -l(O) as well as condition (18) 
on the nonlinearity f: 
THEOREM 5. Let u be a solution of (12) under the hypotheses of Theorem 
4. Assume that f satisfies (18) and that A-‘(O) is compact. Then, for any 
0 < a < min(0, p) and arbitrary t,, > 0, we have 
u’(t) E x, and Ilu’(t)ll. < C(a, to) for all t 2 t, 
with a constant C(a, to) independent of t. 
Remark. If A(t) is independent of t and f: X+ X is locally Lipschitz- 
continuous, then by [ 18, Lemma 31 the above assertion holds true for any 
0 < a < 1 even without condition (18). See also [9, Theorem 3.5.21, where 
bounded t-intervals are considered. 
Proof: Choose /I E (a, e) with b < p. Let J1, J2, J3 be defined as in the 
proof of Theorem 4. Then 
llJ~lIs=II~P(~)C~(~+~,~)-U(~,O)I~-’(~)ll lIuoll1 
<CT (Iuo(I1 htY-1-8 
with arbitrary v < 1. Since t B to > 0, this gives II J1 II B < Cz2h. 
Next, using (13) and Theorem 1, 
IIJ,II,GR, 6+’ IlAB U(t + h, s) A-@(O)11 ds 
s r+h 6 c23 IIA”(t + h) U(t + h, s) A-“(s)11 ds < Cz4h, t 
where w  = (/I + f3)/2. Finally, 
IIJ,II,G& o s ’ IIAB(0)[U(t+h,s)- U(t,s)] A-‘(O)11 ds 
<C7RBh 
s 
d (t-s)E-l-Pe-“(‘-S)ds, 
where E < 8 is arbitrary. Choosing E > /I we get 1) J3 1) B < CZ5 h. Summing up 
this gives 
IIu(t+h)-u(t)llodCh for all t 2 t, > 0, h > 0, (19) 
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with a constant C that is independent of t and h. Write A”(0) = 
A -(P-@(O) P(0). S’ mce A”(0) for E > 0 is a compact operator [20, p. 571 
and since A”(0) is closed, the desired result readily follows from (19). 
It should be noted that in the above proofs condition (13) is only needed 
for u = u(t), t > 0, with u(t) the solution of (12) considered in the theorems. 
This will be of importance in the next section. 
We further remark that all results of this section remain valid for 
functions f =f(t, U) that are continuous from [0, co) x X, to X for some 
0 d p < 1 provided the constants appearing in (13) and (18) are indepen- 
dent of t. 
4. APPLICATIONS TO PARABOLIC SYSTEMS 
Let 52 be a bounded domain in R” whose boundary XJ is a (n - l)- 
dimensional C* + P -manifold for some p E (0, 1 ] such that Q lies locally on 
one side of dQ (cf. [13, Sect. 4.41). First, we consider semilinear parabolic 
systems of the form 
u, - L(t, x) 24 = g(w,) in G= [0, co)xQ, P-W 
where u = (u’,..., u”) is a vector-valued function, U, denotes the gradients of 
the components of U, and Lu = (Lb’,..., L”‘#) is a diagonal operator with 
Lk(t, x) Uk = i a@, x) (21) 
i,j = 1 
for k = 1, 2 ,..., N. We suppose that, for all i, j, k, the coefficients ai, a! are 
bounded functions in G, which are Holder continuous of exponent p in t 
and of exponent v in x for some 0 < v < 1, in each case uniformly with 
respect to the other variable. The matrices (ai(t, x));~=, are assumed to be 
symmetric and uniformly positive definite. Furthermore, the nonlinearity g 
is a continuous function of its arguments and there are, for any S > 0, con- 
stants R, (T B 0 with 
Idu,p)l <Nl+ IPI”) for all (~1 < S, p E RN”. (22) 
The boundary and initial conditions for (20a) are 
B(x)u=O on [0, co)xX& (2Ob) 
40, xl = %(X) for xE0, (2~) 
where BU = (B’ul,..., BNzP’) with 
(23) 
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Here, dk = 0 or 1, /Ick) = /Ick’(x) E C’+“(XJ, FF’) is an outward pointing, 
nowhere tangent vector field on &2 and bk E C’ + “(aa) for all k. We sup- 
pose that bk(x) = 1 for all x E XJ if ?Ik = 0. Hence Bk is the Dirichlet boun- 
dary operator if dk = 0; and if hk = 1, then Bk is a Neumann or a regular 
oblique derivative boundary operator. Note that the boundary operators 
are independent of t. 
We finally suppose that QE C2+“(a, R”‘) and that Lk(O, x) U$ + 
gk(UO, u~,~) = 0 on r3Q in case dk = 0. By a regular solution u of (20) we 
understand any function u E G2(G, RN), i.e., any function u whose com- 
ponents uk are continuously differentiable in G, twice with respect to x and 
once with respect to t, such that equations (20) are identically satisfied. A 
bounded regular solution u of (20) is a regular solution of (20) whose orbit 
T(u,) = {u(t, .): t30) is bounded in C(Q, RN) (in the spaces C?(a, W”) for 
j = 0, 1,2 we use the maximum norm). 
Let X= Lp(Q, RN) for some 1 < p < 00, endowed with the usual norm. 
System (20) can be written as an ordinary differential equation in X, 
u’(t) + A(t) 24 =f(u) for t B 0, 
40) = uo, 
(24) 
where A(t) u = -L(t, .) u + du and f(u) = g(u, u,) + du with arbitrary 
positive do R. The domain of definition D(A(t)) of A(t) is 
D(A(t)) = {UE Wz~p(Q, RN): Bu = 0 on i30}. 
The assumptions stated above imply that for sufficiently large d hypotheses 
(Al)-(A4) of Section 2 are satisfied for the family {A(t): t>O} (see [7, 
Sect. 1.191). 
It follows in particular that -A = -A(O) is the infinitesimal generator of 
an analytic semigroup eKsA, s > 0, for which the bounds (3) hold. By [4] 
this implies that 
for 0 < CI < 1 with 
A%= C, 
s 
om (e-“A-Z)us-C(pl ds, UEX,, 
for some constant C, E R independent of u. Define 
Xa,l;q= ucx: 
{ 1 
om (s-’ I[(e-“A-Z)u[I)q d”< cc 
s 1 
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for O<cr< 1 and 1 <q-c co (cf. [S, Sect. 3.13). Then X,,,;, is a Banach 
space under the norm 
l14a,l;q = lb4 + (J: WE Il(e--sA -1) 4 )” $)liqy 
and we have continuous imbeddings 
JJa,l;, c w@l= J-,,l;, for any O<y</?<a<l. (25) 
We indicate the proof of (25) (cf. [lo, Sect. 31 and [S, Proof of (3.1.2)-j). 
First, assume u E O(Ap), i.e., u = A -pu for some v E X. Then 
and hence, using (3), (5) we get 
Il(e-“A-Z)uII 6Const:min(l,sa) IJuIIB for all s>O. 
This implies O(AB) c X,,,:, for y < p. If, however, UEX~,~;~, then by 
Holder’s inequality 
d Const. l14a,l;q, 
where q’ = q/(q - 1). Since a similar bound obviously holds for the integral 
over [ 1, co), this establishes X,,,;, c O(AB) for b < a. 
By [5, Theorem 3.4.21 the spaces X,,,;, are equal to the interpolation 
spaces (A’, O(A)),,,,, and (X, D(A)),,;, obtained by the K- and J-method, 
respectively (cf. [S, Sect. 3.2.21). In our setting these spaces, for q = p, have 
been concretely characterized by Grisvard [8, Theorem 8.1’1. Since A is a 
diagonal operator, it is sufficient to cite his results for the case N= 1: Let 
2a# 1. Then 
x,,,;, = W2”“(s2) for,2a<p-‘+6 
and 
X,,,, = {u E W2u*p(Q): Bu = 0 on &2} for 2a>p-‘+6 
with 6 = 0, if the boundary operator is of Dirichlet type, and 6 = 1 
otherwise. Moreover, by the remark after Theorem 8.1 in [S], the mapping 
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x, l.p + w2yQ) is continuous. Here lVP($2) for s = m + 0, where m is an 
integer and 0 < 0 < 1, are the Sobolev spaces of fractional order, defined by 
with 
wya) = {u E PP(sz): [z&$ < co} (26) 
GUI S,P.R = c Is 
I~W) - D’4Y)l dx dy 
IY1 =m 0 62 
Ix-yyl”fV ’ 
D” denoting a differential operator of order (VI (see [ 1, Chap. 71). 
Hence, in particular, 
D(M) c w2ysz, RN) for any O<y<fic 1 (27) 
by (25). Note also that 
C”(l2) c W”“(Q) if 0 < s < 1. (28) 
This readily follows from (26). 
By [l, Theorem 7.57 and following remark] we have the continuous 
imbedding 
W”“(s2) c C’(f=L?) if (s - 1) p > n. (29) 
Thus, we see that the function f(u) defined by (24) is continuous from 
X, to X for any ~>f provided p= p(p) is chosen sufficiently large. 
Furthermore, f satisfies condition (13) with r~ from (22). (Recall the 
remark at the end of the last section. We will only consider bounded 
regular solutions u of (20) in the sequel.) The results of Section 3 are 
therefore applicable to equation (24). 
THEOREM 6. Let u be a bounded regular solution of (20) under the 
hypotheses stated above. Then, if 0 <IS < 2 in (22), the orbit I’(u,) is 
relatively compact in C’ +a(Q, [WN) f or any 0 < a < 1. The same holds true in 
case 0 = 2, if an a priori bound of T(u,,) in C&(0, W”) is known for some 
E > 0. 
ProoJ We first assume 0 < (r < 2. Choose p > 1 and let p be sufficiently 
large. Then using (27), (29) it follows from (22) that 
Ilf(u(t))ll GNl+ IWII;) for all t 2 0 
with some constant R > 0 independent of t. If p is close to 4, then ap < 1, 
and Theorem 3 implies that Ilu( t)ll~ < Const. for all t 2 0 and any 0 G a < 1. 
Hence, by (27), for any s < 2 the norm of u(t) in IP’(Q, RN) is bounded 
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by some constant C(s) independent of t. In view of the continuous 
imbedding 
wysz, W”) c C”(sz, RN) for A=,,-?, Oxa< (30) 
P 
(see [15, Theorem 8.21 or [9, Theorem 1.6.11) this implies’that T(u,) is 
bounded in C1+OL(fi, RN) for any 0 <a < 1. But C’+‘(@ W”) t 
C’ + “‘(.Q RN) for any 0 < ~1’ < a < 1 with compact imbedding, which proves 
the assertion. 
If, however, c =2 then by (25) and (28) the boundedness of T(u,) in 
C”(.@ P”) implies that for some K > 0 we have Ilu(t K < Const for all t > 0. 
Since K > 2p - 1 if p is chosen close to f, the assertion follows from 
Corollary 2 to Theorem 3. 
Now suppose that, in addition to our previous assumptions, we have 
g(u, p) is locally Holder continuous in (u, p). (31) 
By Theorem 6 this implies that the function 
h(t, x) = g(u(t, x), 4th x)) + Mt, x) 
is s-Holder continuous in x E A? for some E > 0, uniformly with respect to t. 
Furthermore, by Theorem 5 it is seen that Ilu’(t)lla < C(a, to) for all t 2 t,, 
with arbitrary to > 0 and 0 < LY < min(0, p). Here, use is made of the com- 
pactness of A-‘(O) (cf. [7, Theorem 1.11.21) and of condition (18) on J: 
But, by (27) and (30), 
for 0 < /? < CI and I = 2p -n/p. Hence, writing (20) as an uncoupled system 
of linear elliptic equations (t > 0; k = 1,2,..., N), 
- Lk( t, x) Uk = hk( t, x) - u;” in Sz, 
Bk(X) Uk = 0 on asz, 
(32) 
it follows from the Schauder estimates [14, Chap. 31 that u(t, -) E 
C*+,(fi, RN) for some o > 0 and all t > t,. Moreover, the norm of u(t, .) in 
C2+w(B, RN) is uniformly bounded for t 2 t,,. 
For this reasoning to be valid it is necessary that 20 > n/p with 0 from 
(18). We know that f(u(t)) = h(t, *) E CE(D, RN) and hence that f(u(t)) E 
W’“(sZ, RN) for any 0 <s <E. Thus f(u(t)) E X,,,, c D(A’) if 0 < 8 <a = s/2 
and s < Sk + l/p for all k. Choosing p sufficiently large these inequalities can 
obviously be satisfied in case dk = 1 for all k. If, however, 6j= 0 for some j, 
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then we must require that N(t, x) = 0 for all x E X?, t 2 0. Since, for 
0 < t < t,,, the boundedness of u(t, .) in C2+w(D, RN) directly follows from 
(20) by [13, Theorems 4.5.2 and 4.5.31, we have thus proved the following 
THEOREM 7. Let the hypotheses of Theorem 6 be satisfied. Assume that 
(31) holds and that gk(u(t, x), u,(t, x)) = 0 orf aM for all t > 0 and any k with 
hk = 0 in (23). Then, for some 0 < w  < 1, the orbit T(u,) is bounded in 
CZto(Q RN). In particular, T(u,) is relatively compact in C’(sZ, IIN). 
Remark. Suppose that dk = 0 and that gk is of the form 
If 06 cr < 2 in (22), then, in view of Theorems 3 and 4, the functions 
cf(t, x) = g&(u, u,) satisfy the same assumptions as the functions at(t, x) in 
(21). It is therefore possible to transfer the term z4”, g$ to the left in (20a) 
without affecting the following considerations. Hence, in Theorem 7 it is 
only necessary to assume that g 1 E 0 on aa for t > 0. Of course, the same 
reasoning does also apply to the case c = 2 provided an a priori bound of 
f(u,) in C&(0, RN) is known for some s>O. 
We remark further that in the special case N = 1 the condition g z 0 on 
852 can be avoided. Assume that for all i, j, p the functions (we omit the 
index k= 1) aii, aa,jax,, and ai are globally Lipschitz continuous in t, 
uniformly with respect to x E a, and that g(u, p) is continuously differen- 
tiable in u, p. Using Theorem 6 the Holder estimate for u, = u: needed in 
(32) then follows by setting T= co in [13, Theorem 5.5.1 and Remark 
5.5.11. 
Results similar to those of Theorems 6 and 7 also hold for quasilinear 
systems. Consider instead of (20a) the equation 
u, - Q(t, x, u) u = g(u, u,) in G, (20a’) 
where Qu = (Q’u’,..., Q”‘u”) with (k= 1, 2 ,..., N), 
QkO, x, u) uk = i b&(t, x, u) z.&, + 2 b;(t, x, u) u”,,. 
i,j= I i= 1 
Let the following hypotheses be satisfied: For all i, j, k, and any S > 0 the 
functions b$, bf, restricted to G x {u: Ju] <S}, are bounded and Holder 
continuous in t, x, and u (in each case uniformly with respect to the other 
variables). Furthermore, the matrices (bk,(t, x, u)&= I are symmetric and 
uniformly positive definite, and the nonlinearity g satisfies (22) with u < 2. 
Finally, u(t, x) is a bounded regular solution of (20a’) with boundary and 
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initial conditions (20b) and (20~) (where U,,E C*+“(Q, W”) satisfies 
Q”(0, x, u,J U$ + gk(UO, u,, ,) = 0 on 852 in case dk = 0), for which an a priori 
estimate in P’2(G, RN) is k nown for some E > 0, i.e., there is a constant 
2; > 0 such that 
lu(t,x)-24(t,y)( IX--I-&, lu(t,x)-u(s,x)l It-sl-“@<Z: 
for all (t, x), (t, y), (s, x) E G, x # y, s # t. Setting 
uf( t, x) = b$( t, x, u(t, x)), a;( t, x) = bjc( t, x, u( t, x)) 
we get from Theorems 6 and 7, 
THEOREM 8. Let u be a bounded regular solution of (20a’), (20b), and 
(20~) under the above hypotheses. Then the orbit ZJu,) is relatively compact 
in Clta(D, RN)f or any 0 < tl < 1. Moreover, if (3 1) holds and if gk( u( t, x), 
u,(t, x)) = 0 on cX2 for all t 2 0 and any k with cYk = 0 in (23), then T(u,) is 
bounded in C”“(0, RN) f or some 0 < w < 1. In particular, T(Q) is then 
relatively compact in C*(Q, RN). 
Of course, the remark made after Theorem 7 does also apply to 
Theorem 8. 
EXAMPLE. Consider the first boundary value problem for the 
quasilinear system in divergence form (k = 1,2,..., N), 
n + c d (a$) u;,, = gk(u, g i,j = 1 dx; in G, 
Uk( t, x) = 0 on [0, co)x%2, (33) 
Uk(O, x) = u,“(x) for xED, 
with smooth initial values u0 (as above) and continuous functions gk and 
a:.. Note that gk only depends on u and the gradient of uk. Assume that g 
satisfies (22) with a<2 and that the matrices (a$(~));~=, are uniformly 
positive definite (U varying in compact sets). Let u be a bounded regular 
solution of (33). Setting T= cc in [13, Theorem 5.1.1; see also Chap. 31, 
we get an a priori estimate for u in CE,“*((?, RN) for some E > 0. Hence, if 
the functions gk and a;, Bai/auP for all i, j, k, p are locally Holder con- 
tinuous, and if g(u(t, x), ~,(t, x)) = 0 on 80 for all t B 0, then by Theorem 8 
the orbit T(u,) is relatively compact in C*(Q, RN). A simple example for g, 
fulfilling these conditions, would be 
N 
gk(z4)=uk ek+ 1 pk’z4’ 
> 
(k = 1, 2,..., N) 
i=l 
152 REINHARD REDLINGER 
with real constants ek, pki. Such nonlinearities appear in Volterra 
predator-prey models (cf. [ 171). 
We conclude the paper with several remarks: 
(a) The theorems of this section remain valid for continuous non- 
linearities g = g(t, x, u, u,). The bound (22) is required to hold with R, o 
independent of t, x. Instead of (31) we now assume that, for any compact 
set Kc [WNx UP"", the function g(t, x, u, p) is Holder continuous in 
(x, u, p) E w  x K, uniformly with respect to t > 0. Also, at the end of the 
remark following Theorem 7 we additionally suppose that g is globally 
Lipschitz continuous in t with Lipschitz constant independent of (x, u, p) E 
n x K. 
(/I) It is also possible to treat the case of inhomogeneous boundary 
conditions B(x) ~=h(t, x) on [0, co) x &, if there is a UE C’*‘(G, RN) 
satisfying B(x) u = h on [0, co) x X! such that the functions u, u,, au/ax, 
and a2@xidxj are c-Holder continuous in x for some E > 0, uniformly with 
respect to t > 0 (in particular, these functions are then bounded in G). Con- 
sider the quasilinear case. The compatibility condition now reads z&- 
Qk(O, x, uO) ut = gk(UO, u,,~) for x E XJ, if Sk = 0. Let z = u-u. From (26a’) 
we get 
z, - Q(t, x, z) z = a4 x, z, 2,) in G (34) 
with (u = u( t, x)) 
&, x, z) = Q(t, x, z + u), 
g(f, x, z, z,) = g(z + u, z, + u,~) + Q(t, x, z + u) u - u,. 
Using the preceding remark it is easy to see that Theorem 8 is applicable to 
(34), if g satisfies (22), (3 1) and if gk = 0 on [O, 00) x X? in case ak = 0 (in 
the semilinear case the last condition is a consequence of gk(n, u,) = 0 on 
[0, co) x aQ provided u satisfies u, - Lu = 0 in G). This gives compactness 
results for z and hence for u = z + u. 
(y) The theorems of Section 4 are concerned with regular solutions of 
systems (20a) and (20a’). In the semilinear case existence theorems for such 
solutions can be found in [2, 10, 191. In the quasilinear case we refer the 
reader to [16,20,3]. 
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