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Hard Threshold Least Mean Squares Algorithm
Lampros Flokas and Petros Maragos
Abstract—This work presents a new variation of the commonly
used Least Mean Squares Algorithm (LMS) for the identification
of sparse signals with an a-priori known sparsity using a hard
threshold operator in every iteration. It examines some useful
properties of the algorithm and compares it with the traditional
LMS and other sparsity aware variations of the same algorithm.
It goes on to examine the application of the algorithm in the
problem of spectrum estimation for cognitive radio devices.
Index Terms—signal processing, sparse representations, LMS,
cognitive radio.
I. INTRODUCTION
LEAST Mean Squares Algorithm (LMS), introduced byWidrow and Hoff [1], is an algorithm used in many
signal processing tasks like adaptive system identification.
Of course, the LMS algorithm is not optimized to take
advantage of special features of the estimated vector. Taking
under consideration prior knowledge of the estimated vector
can allow us to achieve faster convergence, a smaller steady
state error or reduced time complexity. Although such prior
knowledge tends to be application specific and techniques used
may vary widely in a case by case basis, one commonly used
property of the estimated vector is sparsity. Sparsity and its
applications has been thoroughly studied in [2] and [3] and
therefore a variety of algorithms has been introduced. There
has been a lot of scientific work like [4] on the case of adaptive
algorithms but most of the algorithms developed do not have
the simplicity and the time complexity of the LMS algorithm.
In order to overcome this drawback [5] introduces variations
of the LMS algorithm in order to induce sparsity on the
estimated vector. Here we will propose a new variation, named
Hard Threshold LMS of the LMS algorithm that alternates
standard LMS update with shrinking using a hard threshold
operator. This algorithm is the adaptive version of the iterative
hard thresholding studied in [6] and [7].
The structure of the paper is as follows. In Section 2 we
discuss the properties of Hard Threshold LMS and some
variations of it. In Section 3 numerical simulations comparing
Hard Threshold LMS with other sparsity aware algorithms
are provided. In Section 4 we discuss the application of the
algorithm proposed for the problem of spectrum estimation for
cognitive radio devices. Finally, Section 5 contains concluding
remarks and discusses possible directions for future research.
II. ALGORITHMS
A. The LMS algorithm
The hard threshold LMS algorithm consists of alternating
one step of traditional LMS update with a shrinkage step using
a hard threshold operator. To better understand the procedure
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we review the first step. Let y(n) be a sequence of observations
of the output of a system following the model
y(n) = wTx(n) + v(n) (1)
where w = [w0, w1, . . . , wN−1]T ∈ RN is the parameter
vector to be estimated, x(n) = [x(n), x(n − 1), . . . , x(n −
N + 1)]T ∈ RN consists of the last N values of the system
input and v(n) is the additive observation noise. Let also w(n)
be the estimation we have up to time n for the unknown vector
w and e(n) be the approximation error. Then
e(n) = y(n)−wT (n)x(n) (2)
The LMS update rule is recursive and produces a new
estimation given the previous one, following the rule
w(n+ 1) = w(n) + µe(n)x(n) (3)
where µ is a an appropriately chosen constant. If Rx is
the covariance matrix of x(n) and λmax is its maximum
eigenvalue then LMS will converge in the mean sense if:
0 < µ < 1/λmax (4)
B. Hard Threshold LMS
Hard threshold LMS goes beyond that update rule using the
shrinkage step. In order to do so however, an upper bound on
the sparsity of the vector under estimation must be known in
advance. Let support(x) = {i ∈ {0, 1, .., N − 1} : xi 6= 0}
and ‖x‖
0
= |support(x)|, where |S| denotes the cardinality
of set S. Also assume that we know that ‖w‖
0
≤ s where s
is a positive integer less than N . Then the update rule of the
Hard Threshold LMS becomes
w(n+ 1) = Hs(w(n) + µe(n)x(n)) (5)
where Hs is the operator that outputs a vector having zeros in
all coefficients except for the ones with the s largest absolute
values that remain the same as in the input vector. For example
if x0 = [2,−2, 1, 0]T then H2(x0) = [2,−2, 0, 0]T . In case
of ties we can take a conservative approach and allow all
tying coefficients to be nonzero in the resulting vector so
that H1(x0) = [2,−2, 0, 0]T . Thus |support(Hs(x))| ≥ s
and therefore it is not guaranteed that the output will always
be s-sparse. The operator can give non s-sparse results when
there are multiple coefficients in the vector that their absolute
value is equal to the s largest absolute value in the vector.
However, in most cases such ties will be nonexistent and the
result will be an s-sparse vector.
It is easy to see the similarity of our proposed algorithm
with the iterative hard thresholding algorithm studied in [6]
and [7]. There, since the algorithm is developed in a batch
setting where all the data are known in advance, the relation
between the observations y and the estimated vector w is
2y = Aw where A is M × N matrix with M < N ; thus
the problem is underdefined. The update of the iterative hard
thresholding under similar assumptions for the sparsity of w
is
w(n+ 1) = Hs(w(n) + µA
T e(n)) (6)
where e(n) = y −Aw(n).
As a result it is clear that the proposed algorithm is closely
related to the special case of iterative hard thresholding having
M = 1. It is also clear that we cannot use the rigorous proofs
found in [6] and [7] to show that the proposed algorithm also
converges since for M = 1 it is impossible to fulfil the strict
properties needed. However, it is still possible to prove some
interesting properties of the hard threshold operator. The main
contribution of the operator is to let us focus our attention
on the support of the estimated vector. If the algorithm
does not provide a correct estimation of the support of the
estimated vector then this could have a negative effect on the
convergence of the algorithm. So one of the key properties that
need to be studied is under which conditions is the estimation
of the support using the hard threshold operator correct.
Theorem 1: Let w = [w0, w1, . . . , wN−1]T ∈ RN with
‖w‖
0
= s and wˆ be an approximation. Let q = minwi 6=0 |wi|.
Then if ‖w − wˆ‖2
2
< q
2
2
the following will be true
support(Hs(wˆ)) = support(w) (7)
Proof: The proof will be completed in three distinct cases.
(i) First, we assume that ‖Hs(wˆ)‖0 < s which can be true
only if ‖wˆ‖
0
< s. We can easily see that, since ‖w‖
0
= s,
there is at least one coefficient index i such that wˆi = 0 and
wi 6= 0, which from the hypothesis also means that |wi| ≥ q.
As a result we have that
‖w − wˆ‖2
2
≥ |wi − wˆi|
2
= |wi|
2 ≥ q2
which contradicts the hypothesis; so this case is impossible.
(ii) Now we have that ‖Hs(wˆ)‖0 = s. Let us assume that
relation (7) does not hold. Then since the two sets have the
same number of nonzero elements, it is clear that there is a
coefficient index ℓ ∈ support(w) but ℓ /∈ support(Hs(wˆ))
and a coefficient index k so that k ∈ support(Hs(wˆ)) but
k /∈ support(w). We directly know that wk = 0 and that
|wℓ| ≥ q. We can also deduce that |wˆk| > |wˆℓ| since k belongs
in support(Hs(wˆ)) but ℓ does not. Then, for the error norm
we have
‖w − wˆ‖2
2
≥ |wk − wˆk|
2
+ |wℓ − wˆℓ|
2
Since |wk − wˆk|2 = |wˆk|2 > wˆ2ℓ , it follows that
‖w − wˆ‖2
2
> 2wˆ2ℓ − 2wℓwˆℓ + wℓ
2
Therefore we can also write that
‖w − wˆ‖2
2
> min
wˆℓ∈R
2wˆ2ℓ − 2wℓwˆℓ + wℓ
2
The minimum value of the RHS is attained for wˆℓ = wℓ2 and
equals wℓ
2
2
; hence
‖w − wˆ‖2
2
>
wℓ
2
2
≥
q2
2
This once again contradicts the hypothesis and so relation (7)
is true in this case.
(iii) Finally, we assume that ‖Hs(wˆ)‖0 > s. This can
happen only if there are ties for the s largest absolute value
in wˆ. Let us denote as B the set of tying coefficients, A =
support(Hs(wˆ)) \ B and finally C = (support(Hs(wˆ))c. It
is evident that |A| ≤ s − 1. We shall prove that this case is
impossible. There are two subcases:
(a) B ∩ support(w) = ∅. Since |A| ≤ s− 1 and ‖w‖
0
= s,
support(w) must have an element in common with C. Let
us call that element ℓ. Let us also take an element k from B.
Then just like in the second case |wˆk| > |wˆℓ| since k belongs
in support(Hs(wˆ)) but ℓ does not. Following the rest of the
steps in case (ii) we reach a contradiction.
(b) B ∩ support(w) 6= ∅. Let ℓ a common element of the
two sets. Since ‖Hs(wˆ)‖0 > ‖w‖0 there is an element k so
that k ∈ support(Hs(wˆ)) but k /∈ support(w). Since ℓ is one
of the indexes tying for the last spot, we have |wˆk| ≥ |wˆℓ|.
Following the steps of case (ii) yields ‖w− wˆ‖2
2
≥ wℓ
2
2
≥ q
2
2
and therefore we get a contradiction.
In order to understand the significance of the theorem we
need to see some equivalent bounds having to do with the
signal to error ratio that is needed so that the result in relation
(7) still holds. The true vector w has s nonzero values each
with an absolute value of at least q. Thus ‖w‖2
2
≥ sq2 and
hence we need
SER =
‖w‖2
2
‖w − wˆ‖2
2
>
sq2
q2
2
= 2s (8)
Inequality (8) is a necessary condition so that the required
conditions of the theorem are true. Even if it is not sufficient
it gives us the intuition that for small values of s it will be
easier to come up with an estimate wˆ for which relation (7) is
true. On the other hand the conditions of Theorem 1 are just
sufficient for the relation (7) so in practice relation (7) could
be true even with much lower signal to error ratios.
To further relax the conditions of our theorem we could
allow the estimate to be less sparse. In order to do this we
could use Hd instead of Hs with N > d > s > 0 where N
is the size of the estimated vector. What happens here is a
trade off. On the one hand, the result now is less attractive
since we have more nonzero coefficients than what is actually
needed and that may lead to excessive estimation error that
could possibly be avoided. On the other hand, the estimation
error of the input to the threshold operator can be greater
without risking of loosing an element of support(w) after
the application of the operator. The next theorem quantifies
the gain in allowable estimation error.
Theorem 2: Let w be a vector in RN with ‖w‖
0
= s and
wˆ be an approximation. Let q = minwi 6=0 |wi| and d = s+ τ
with d < N and τ > 0 where s, τ , d are integers. Then if
‖w − wˆ‖2
2
≤ q2(1 − 1
τ+2
) and ‖wˆ‖
0
≥ d, the following will
be true
support(Hd(wˆ)) ⊇ support(w) (9)
The analogous inequality of relation (8) for this theorem,
3whose proof can be found in appendix A, can be found as
SER ≥
s
(1− 1
τ+2
)
(10)
which is less strict as we have expected.
Given the last theorem one can overcome the need to have
an initialization w(0) such that ‖w(0)− wˆ‖
2
is small in order
to potentially avoid losing coefficients of support(wˆ).
C. Selective Zero-Attracting LMS
One more way to overcome the need to have a small initial
error, ‖w(0)− wˆ‖
2
, and still enforce sparsity is to abandon
the hard threshold operator and further relax the conditions
of convergence. One idea is instead of assigning a zero to
coefficients that are deemed to be unnecessary, one could
penalize them by reducing their absolute value by a constant
ρ. This is the same concept of the ℓ1 penalization presented
in [5] but applied only to the possibly superfluous coefficients
given the a priori estimation of sparsity. Then the update rule
of every coefficient will be
u(n) = w(n) + µe(n)x(n) (11)
wi(n+ 1) =
{
ui(n), i ∈ support(Hs(w(n)))
ui(n)− ρsgn(wi(n)), otherwise
(12)
where u(n) with elements ui(n) is the vector corresponding
to the simple LMS update and sgn(x) = x|x| if x 6= 0 and zero
else. For simplification we can define a penalty operator Ps:
Ps(x)i =
{
0, i ∈ support(Hs(x))
sgn(xi), otherwise
(13)
so that the update rule can be written
w(n+ 1) = u(n)− ρPs(w(n)) (14)
For this algorithm we can prove the following theorem
Theorem 3: Let us have a zero mean observation noise
v(n) independent of x(n) and given that x(n) and w(n) are
independent then the algorithm described by (14) converges in
the mean sense provided that the condition of (4) holds. The
limiting vector satisfies the equation
E[w(∞)] = w−
ρ
µ
R−1x E[Ps(w(∞))] (15)
Even though the proof, found in the appexdix B, is similar
to the proof of convergence of the Zero-Attracting LMS
Algorithm (ZA-LMS) presented in [5], the algorithm presented
here is closer to the logic of the Reweighted version of ZA-
LMS (RZA-LMS) presented also in [5]. In RZA-LMS the
penalty introduced in all coefficients is inversely proportionate
to the coefficients magnitude. In the algorithm presented here
coefficients that are large relative to others in the sense that
they belong in support(Hs(w(n))) are not penalized and all
the other ones are penalized by a constant factor. The result is
that according to the equation (15) the bias of the algorithm
is zero for the coefficients that are believed to be in the
support(w). By using the previous theorems it is easy to see
that we can choose a small enough ρ to reduce the bias of
estimation and guarantee a correct estimation of the support
in the mean sense and thus zero bias in those coefficients. If
the exact support is found then the bias is zero altogether.
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Fig. 1. Estimation of a 256 tap filter with 28 non zero taps. This figure is
better to view in color.
III. EXPERIMENTATION
In this section we will compare the performance of the
various algorithms discussed previously. The first experiment
uses the following setting: A signal of length 2000 consisting
of samples drawn from the normal distribution is used as
input for a filter with 256 taps, of which 28 are randomly
selected to have the value 1 and the rest are set to zero. The
output is then affected by additive white gaussian noise such
that the resulting SNR is 30 db. For this estimation task we
used algorithms presented in other works such as the standard
LMS algorithm and the ZA-LMS, RZA-LMS algorithms as
presented in [5]. Additionally we used the algorithms which
were introduced in this paper: the Selective ZA-LMS (SZA-
LMS) as presented in (17), the Hard Threshold LMS (HARD-
LMS) as discussed in (5), a variation of HARD-LMS called
here HARD-INIT-LMS where the first 512 updates do not
use the hard threshold operator for better initialization and the
relaxed version of HARD-LMS called here HARD-REL-LMS
as discussed in Theorem 2. The parameters used here are the
following: µ = 0.005, ρ = 5 × 10−5 , the ǫ parameter of
RZA-LMS is set to 10, s = 28 and d = 56 for HARD-REL-
LMS. The results shown in Figure 1 come from the mean of
200 executions of the experiment and depict the error to signal
ratio of the estimation wˆ(n) in each iteration.
As shown in Fig. 1, the HARD-LMS algorithm fails the
estimation task (or takes too many iterations to achieve a
respectable error to signal ratio) as it is unable to find the
correct support whereas its variations are able to track it
just fine giving the best results among all algorithms. The
algorithms that follow the Zero Attracting scheme perform
better than the standard LMS and the SZA-LMS that we
propose is the best performing among those.
IV. COGNITIVE RADIO APPLICATION
One of the advantages of using Compressive Sampling
techniques is that one can use the a priori knowledge of
sparsity to reduce the number of samples needed to estimate
the unknown sparse vector. This property can be very useful
when the number of samples needed would be prohibitively
large. For example, in most applications that deal with wide
band signals using the Nyquist Frequency to sample the input
can be very costly. One such application is spectrum estimation
4for cognitive radio devices. Wireless communication spectrum
is a limited resource so it is impossible to statically split the
spectrum among all the possible applications. To overcome this
limitation cognitive radio devices try to dynamically manage
the spectrum by detecting which part of the spectrum is unused
by its primary users and temporarily use it for their own needs.
In order to be effective these devices would need to check a
wide band of frequencies to increase the possibility of finding
unused spectrum. The high sampling frequency needed would
increase the cost of such devices.
If it were possible to write the signal as a linear transforma-
tion of a sparse vector then we could leverage the techniques
of Compressive Sampling to reduce the samples needed and
increase the accuracy of our estimation. Generally this is
dependent on the nature of the signal. However, in our case we
can use the fact that the spectrum of the signal should be sparse
as many of the frequencies will be left unused by its users.
Let us define as U the undersampling matrix, whose rows are
a subset of the rows of the identity matrix. Additionally, let
us define Φ as the matrix whose application on a row vector
results in the Inverse Discrete Fourier Transform of the vector.
Moreover w corresponds to the DFT of the signal which is
sparse. Then the samples received can be written as
y = (UΦ)w (16)
This equation formulates the batch version of problem
which can be solved with the Compressive Sampling algo-
rithms. This approach has also been studied in [8] and [9].
In order to use the adaptive algorithms in this case we
need to make some adjustments. First of all, we are no longer
simulating a FIR system. So the x(n) as seen in (1) comes
from the transpose of the rows of UΦ. Additionally, the
equations must be updated for the complex case:
y(n) = wHx(n) + v(n), e(n) = y(n)−wH(n)x(n)
w(n+ 1) = w(n) + µe∗(n)x(n)
The hard threshold operator can be extended in the complex
case by comparing the magnitudes of the complex values
instead of the absolute values.
In order to examine the performance of the Hard Threshold
LMS algorithm we will do the following experiment: Firstly
we take as our signal a superposition of 10 sine waves with
10 random frequencies matching the DFT frequency bins
corrupted by additive white gaussian noise so that the resulting
SNR is equal to 20 db. The length of our signal is 1000
samples. Then we take randomly 300 samples from it. It is
important that the samples are taken randomly and not uni-
formly in order to avoid aliasing which leads to unrecoverable
loss of information. We choose the value of µ to be the inverse
of the squared norm of x(n) which is constant as x(n) are
formed by DFT rows. The last problem we need to cover
is that of the convergence of the algorithms. With only 300
samples our algorithms may not converge fast enough to our
solution. The LMS algorithm and its variations are guaranteed
to converge only when the number of iterations goes to infinity.
To solve this problem we choose to retrain the estimation of
both of this algorithms with the same data 10 times. Moreover,
in order to have a good initial estimate our Hard Threshold
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Fig. 2. Estimation of the spectrum of the undersampled superposition of 10
sine waves. This figure is better to view in color.
LMS algorithm does not use thresholding during the first
session. Moreover, s is set equal to 20 as each sine will be
represented as two non zero values in the frequency domain.
As shown in Fig. 2 the estimation of the Hard Threshold LMS
algorithm manages to track all the frequencies along with their
respective amplitudes. The indexes of the s values with the
largest amplitude of the standard LMS algorithm estimate also
track the significant frequencies. However, the corresponding
amplitudes are much smaller than in the original spectrum and
not very discernible from amplitudes computed for the rest of
the frequencies where the original spectrum is zero.
V. CONCLUSION
We firstly examined a variation of the standard LMS algo-
rithm where the hard threshold operator is used in between
updates to enforce sparsity on the estimated vector. Addition-
ally, we discussed the effectiveness of allowing our estimation
to be less sparse in order to overcome the need of a good
initial estimation. Moreover, we used the idea of the support
estimation with the hard threshold operator in order to improve
the performance of the ZA-LMS algorithm presented in [5].
Further, we presented the results of experiments that compare
the various algorithms proposed here with the already existing
ones. Finally, we discussed the problem of spectrum estimation
for cognitive radio devices and how the underlying spectrum
sparsity may be useful to achieve improved estimations even
when the data is undersampled and noisy.
Of course this is one of the many possible applications of
the proposed algorithms. Obviously an a priori estimation of
the sparsity of the estimated vector may not be available in
all use cases, even though we showed that this estimate must
not be exact in order to actually take benefit. However, there
are other use cases where the algorithms proposed here could
make a difference. The standard LMS algorithm has been used
in many adaptive machine learning tasks like neural network
training and others as discussed in [10] so taking advantage
of sparsity could be advantageous. For example, in the case of
training a perceptron with an abundance of available features
one could begin training with all the features but then proceed
to use one of the proposed algorithms to impose feature
selection through sparsity. By increasing the imposed sparsity
one can then train several classifiers and then compare them
using criteria like the Bayesian information criterion.
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APPENDIX A
PROOF OF THE THEOREM 2
Proof: Let us assume that relation (9) does not hold. Just
like in the previous proof it is clear that there is a coefficient
index so that ℓ ∈ support(w) but ℓ /∈ support(Hd(wˆ)). This
time however the set support(Hd(wˆ)) has at least d = s+ τ
elements but support(w) has at most s−1 elements that could
exist in support(Hd(wˆ)). As a result we are sure that there
are at least τ +1 indexes ki so that ki ∈ support(Hs(wˆ)) but
ki /∈ support(w). Once again we know that wki = 0 and that
|wℓ| ≥ q and we can deduce that |wˆki | > |wˆℓ| since ki exists
in support(Hd(wˆ)) but ℓ does not.
Like in the previous proof we can deduce about the error
norm that
‖w − wˆ‖2
2
≥
τ+1∑
i=1
|wki − wˆki |
2
+ |wℓ − wˆℓ|
2
We bound the first term just like in the previous proof so that
it becomes
τ+1∑
i=1
|wki − wˆki |
2 =
τ+1∑
i=1
wˆ2ki ≥ (τ + 1)wˆ
2
ℓ
Thus, we end up
‖w − wˆ‖2
2
> (τ + 2)wˆ2ℓ − 2wℓwˆℓ + wℓ
2
Taking the minimum on the right side with respect to wˆℓ will
lead once again to finding the minimum value of a quadratic
function. The minimum is found for wˆℓ = wℓτ+2 and equals to
wℓ
2(1− 1
τ+2
); hence
‖w− wˆ‖2
2
> wℓ
2(1−
1
τ + 2
) ≥ q2(1−
1
τ + 2
)
which once again contradicts the hypothesis so the proof is
completed.
APPENDIX B
PROOF OF THEOREM 3
Proof: Let us define w¯(n) as the difference between the
estimation w(n) and the true vector w. Subtracting w from
both sides of the equation (14) gives
w¯(n+ 1) = u(n)−w − ρPs(w(n))
= w¯(n) + µe(n)x(n)− ρPs(w(n))
(17)
After some calculations, which are the same as in the case
of the classical LMS, we have that
e(n)x(n) = −xT (n)x(n)w¯(n) + v(n)x(n) (18)
Taking the mean under the independence assumptions made
and given that the observation noise mean is zero will yield
E[e(n)x(n)] = −RxE[w¯(n)] (19)
where Rx is the autocorrelation matrix of x(n). Then from
equation (17) we obtain
E[w¯(n+ 1)] = (IN − µRx)E[w¯(n)]− ρE[Ps(w(n))] (20)
where IN is the N×N identity matrix. Given the bound in (4)
the largest eigenvalue of IN − µRx is less than one. Further
the term induced by the penalty is bounded by the vectors −ρ1
and ρ1 where 1 is the vector of RN whose every element is
one. Thus we can conclude that the E[w¯(n)] converges and as
a result so does E[w(n)]. Therefore the algorithm provided
by equation (14) converges. The limiting vector cannot be
found in a closed form but is guaranteed to be the solution of
equation (15).
