Website evaluation methods are an important tool to gather information for the development and the management of a website in order to ensure a good acceptance by the users. Mainly based on detailed questionnaires administered to actual or potential users, this activity can be costly and time consuming. This paper present methods, based on the statistical bootstrapping techniques, to derive confidence intervals for the evaluations produced by a certain sample of users. It is shown that relatively small (less than 10%) confidence intervals can be achieved even with small sample sizes (less than 20).
Introduction
The World Wide Web has become a ubiquitous tool to find information and conduct business, and it is still growing at a very high rate. As a primary means to disseminate information to the public, this environment requires ongoing performance measurements (such as number of visitors or online sales) concerning the extent to which their websites are successfully presenting and conveying information and services the public needs to access and use. Achieving good results is directly connected to the quality level of the implementations (see for example Morrison et al., 2004) .
The Internet age has allowed the development of new ways for producing and distributing tourism services. With this, the tourism industry faces a whole new series of challenges and opportunities (Buhalis, 2003) . Web-based approaches and technologies are helping tourism suppliers and agencies reduce service costs and attract customers. A website looks to be a major (and, probably, it will be the only one in the future) tool to conduct business in the tourism field. According to PhoCusWright's (2005) estimates, for example, that in the U.S. online sales will be 35% of the travel market in 2005 and more than 50% in 2006.
Tourism websites evaluations
Basically, a website is a software application directed to a vast and typically not well skilled population of users. As such, all the considerations and the issues regarding its usability are extremely important for assuring its acceptance by the users. For the implications and the effects it may have on the success of an organization, this communication channel faces the big challenge of trying to attain the most favourable reception by the visitors.
The relationships between the satisfaction in browsing a website and the brand image (both virtual and real) or the business results have been recognized in a number of studies (Baggio, 2005; Hahn & Kauffman, 2002; Rajgopal et al., 1999) . The evaluation of the quality characteristics of a website has assumed, therefore, a fundamental importance.
The evaluation of a website, whether as part of a formal planning and management process or as a stand-alone activity, is important for at least two reasons: it can provide managers with key information useful to maximize the returns (tangible or intangible) a realization can provide, and it can help studying the behaviour of the users and their reactions to the contents and services offered online. This importance has been well acknowledged by academics, consultants and practitioners, so that a great number of studies have been published in the last years. In what follows our main reference will be the list provided by the University of Trento eTourism group (UNITN, 2005) . It contains 249 titles of scientific works on the general subject of web evaluation, 50 titles of publications specifically dedicated to the tourism industry and 60 addresses of websites dedicated to the topic.
There is no universally accepted method or technique for a website evaluation. While browsing the papers of UNITN list, the feeling is that 100 authors mean 100 different schemes. Nevertheless, the evaluation methods can be grouped in two broad categories:
• automated methods: based on automatic tools able to capture, mainly, technical characteristics such as response times, conformance to language standards, or structural coherence.
• heuristic usability methods: where casual or expert users judge whether each element of a web interface follows pre-determined usability and aesthetic principles.
The second one is by far the most used class. No more than 5% of UNITN list works discuss automatic methods, and, in many cases, only to perform partial assessments in a heuristic framework.
Even if, as said, there are no commonly agreed practices, these methods, in essence, follow a rather common general path:
• the investigator establishes a list of characteristics, typically grouped in classes such as: graphical quality, textual contents, interactive services, technical attributes etc.; • the list (ranging from a few elements to some hundreds) is transformed into a questionnaire; • the questionnaire is administered to a number of users that are asked to inspect the website (or websites) evaluating the questionnaire items by assigning a mark; • the final score is derived from the single item evaluations (usually by averaging).
The number of evaluators (i.e., the sample size) is an important element to derive a significant result from these assessments. Classical statistical procedures have well grounded methodologies for estimating the ideal size of a sample depending on the population parameters. The range is typically of the order of magnitude of 10 2 -10 3 (see for example Cochran, 1977) .
Evaluations such as those described above may be quite costly and time consuming, mainly if we agree that, to be an effective way of managing a website, they should be repeated at regular intervals. This may be a strong deterrent for many organizations, and may prevent them from performing this activity with possible detrimental effects on the effectiveness of their investments and their satisfaction in using the Internet channels. A possible way of addressing this issue is the reduction of the number of evaluations to be performed, without affecting the significance of the outcomes.
Aim of this paper is to discuss this topic and to give some practical guidance on it. Apart from the obvious theoretical interest, the subject has also a strong practical value, it is therefore quite important to be able to determine the correct and minimum requirements for a significant assessment.
The remainder of this paper is organized as follows. The next Section presents the background, mainly statistical, to the problem and the methodology used for this work. Section 3 contains and discusses the results obtained. Finally, we present our conclusive remarks in Section 4.
Readers not interested in the discussion on methodological issues can skip the related sections (2 and 3) and examine the conclusive remarks (section 4).
Background and Methods
As said in Section 1, the discussion on the sampling size and its validity, is not very frequently found in the papers dealing with website evaluations (whether tourism or not). Moreover, a vast variety of sizes is used; an inspection of 130 papers taken from the UNITN list (the list is available from the authors, it is not fully quoted here for space reasons) give the situation depicted in Fig. 1 . More examples and a summary table can be found in the review by Morrison et al. (2004) . Almost everything, from a single person to a "classical" sample of some hundreds is used. It must be noted that a noticeable number of papers gives no indications at all on the size of the users' sample used; we may suppose that these works are based on the authors (expert) judgement of the cases presented. While this is acceptable if the aim of the inspection is solely to assess the presence of certain features, any form of "judgement" on these should be backed by correct statistical treatment of the sample of observations.
It can be argued that in seeking effects, rather than looking for the quantification of the characteristics of a population, the sample size can be less important (Anderson & Vingrys, 2001 ). However, an estimate of the significance of the results obtained is greatly valuable.
We may assume that, implicitly or explicitly, the main field in which evaluation activities are performed is the one of software usability. In this domain, the discussion on the ideal evaluators sampling size counts a number of works (e.g., Nielsen, 1994; Nielsen & Molich, 1990; Virzi, 1992) . Their conclusion is, generally, that a limited number of users is sufficient to give, with good reliability, meaningful results, even if there are different interpretations on the actual size of the sample (Faulkner, 2003; Woolrych & Cockton 2001 , Gray & Salzman, 1998a , 1998b .
The experience of the evaluators has also been invoked as a factor that may reduce the number of evaluators needed (Karoulis & Pombortsis, 2004) .
It is questionable, though, whether these conclusions can be applied to a website evaluation. Here the question is not the one of finding most of the possible "usability problems", basically of technical nature. It is rather the one of trying to establish a general satisfaction level expressed by a population of users consulting a website. In the tourism field this satisfaction can be one of the main determinants of a travel decision or of the choice of a service provider (Fesenmaier et al., 2003; Jeng & Fesenmaier, 2002; Holland & Menzel Baker, 2001 ).
The issue to be addressed is the reliability of a small (the smallest possible) sample of users needed to obtain a reasonably significant assessment of the quality of a website.
The problem of using small samples is well known in many disciplines, mainly in those where the replicability of the measurements is problematic (astronomy and astrophysics, for example). In these cases, several methods to derive confidence levels for observations with a very limited number of events have been formulated (Gehrels, 1986; Regener, 1951) .
One different possibility to assess the reliability of a given (small) sample is to use newer statistical techniques such as the bootstrap methods introduced by Bradley Efron (Efron, 1979; Efron & Tibshirani, 1993) .
Bootstrapping is a method for estimating the sampling distribution of an estimator by resampling with replacement from the original sample. The method (Efron & Tibshirani 1993 ) allows a researcher to obtain an approximation of the distribution of a statistical estimator, in the absence of a priori information about the true distribution of the estimator or of the original data.
From a given sample, a large number (usually 1500-2000) of new data sets is generated by drawing, with replacement, a certain number of observations from the original sample. The estimator is calculated for each new data set. The resulting empirical distribution of estimator values is used to approximate its true distribution.
Given a set of independent observations x 1 , x 2 , … x n , a parameter that can be defined as some function θ = G(x) of the values in the population and a statistic that is the same function of the observations θ' = G(x), the bootstrap estimates the sampling distribution F θ (x) of that function. Bootstrap samples are repeatedly drawn from the estimated population. The function (e.g. the mean) is evaluated for each bootstrap sample, giving a set of bootstrap values θ' B1 , θ' B2 , …, θ' Bn . The empirical distribution of these bootstrap values F' B (x) estimates the theoretical sampling distribution F' θ (x). The bootstrap distribution F' B (x) is also used to estimate standard errors or to construct a confidence interval for the statistic of interest.
Standard parametric confidence intervals can provide a measure of significance for a statistical estimator. They require, however, the acceptance of normality assumptions and a large sample size for their validity. With the bootstrap method, it is possible to calculate the confidence interval of the parameter estimated from the distribution generated by the replications, without being forced to accept normality hypotheses. Usually, the percentile confidence interval method is used. It uses the α/2 and 1-α/2 quantiles of F' B (x) as 1-α confidence interval for the parameter.
The bootstrap methods have seen many applications in several fields and have proved useful means for sample size determination based on pilot experiments in the preparation of large surveys (Mak, 2004) .
Results and discussion
For this study, a set of 250 evaluations of a single tourism destination website has been collected. The evaluations follow a scheme already used in previous works (Antonioli & Baggio, 2002; 2004) . A predetermined list of items is provided for inspection and evaluation. The list comprises elements such as the quality of graphical representations, the balance between text and pictures, the clarity of the descriptions, etc. The evaluation is qualitative, the visitors express their appreciation of the various website features by means of a score (1=min to 5= max).
A plot of the progressive average for the 250 evaluations (Fig. 2) shows that, after a certain number (limited) of evaluations, the average looks stabilizing in a small interval (±5%) around the "final" average. This effect, the point at which the averages "stabilize", depends, rather obviously, on the arrangement of the data. However, it seems to occur for a rather low number of observations. Fig. 3 shows the results obtained in 100 realizations of a random reordering of the values.
If the original sample is considered to be the population, what sample (subsample) of these data is needed to obtain an average whose margin of error (at a predetermined confidence level) is lower than a certain value? In other words: if a subsample of, say, 15 random evaluations is taken, what is the margin of error (at a certain confidence level) of considering this one the "real evaluation" of the website under investigation? The bootstrap methods can provide an answer to these questions: the estimate of the variability of the observations.
In the present study, the question has been addressed by applying the bootstrap method to a series of random subsamples drawn from the original set of evaluations. The statistical estimator used is the arithmetic mean. Nonparametric bootstrap percentile confidence intervals are used to infer the observed significance level of the effects. Following the considerations by Andrews and Buchinsky (2000) on the most reliable choice of bootstrap repetitions, the number used is 1000. Fig. 3 . Progressive average for the evaluations. 100 random re-orderings of the original data. Dotted lines represent the interval ±5% around the whole sample average (2.06)
Ten series for each of 9 subsamples (10, 15, 20, 25, 50, 75, 100, 125 and 150 elements) have been randomly chosen from the whole set of values. Each series has been "bootstrapped" and the arithmetic mean has been calculated. The bootstrap distribution of each value was compiled, and the 5th and 95th percentiles of the empirical distribution formed the limits for the 95% bootstrap percentile confidence interval.
The standard bootstrap confidence interval is accurate only for statistics with an approximately symmetric (normal) sampling distribution (Shao & Tu, 1995) . Symmetry of the distributions has been verified by testing the skewness coefficient for all the distributions obtained. All calculations were performed by means of procedures developed for Matlab ® (version 6.5, release 13, 2002; The MathWorks Inc.: Natick, MA).
The values obtained are shown in Table 1 and Fig. 4 . They are the average over the ten realizations for each subsample. The last row contains, for comparison, the results for the whole 250 items set of observations (see also Fig. 5 ). As it can be seen, the confidence intervals are relatively small (less than 10%), even with small numbers of evaluators (15 or 20). The results can be used to give guidance in deciding what kind of "precision" is to be attained in conducting an evaluation. For example, we may say that, at 95% CL, there is a 6.5% error on the final evaluation estimate if it is conducted by 15 people (randomly chosen among the users).
Assessing the quality of a website as perceived by the users is an important process for any organization using the Internet as a communication, promotion or business medium. This is even more important for a tourism organization given the significance the Web has for this sector.
The typical evaluation of a website is performed by using a heuristic usability test. This is done, basically, by selecting a sample of users and administering a questionnaire asking for the assessment of a number of items. Time and cost considerations, especially important for small and medium organizations, the vast majority in the tourism sector, suggest to find ways to reduce the number of evaluators needed while assuring a reasonable statistical significance of the results. A statistical analysis technique, the bootstrap, can prove useful in giving such an answer; by applying it, this study has shown that, even with relatively small sample sizes (15-20 evaluators) it is possible to obtain reasonable confidence intervals (less than 10%).
The results can be used to either assess the confidence margins (CM) of a given sample of evaluators (N E ) or to plan in advance the website evaluation according to the objectives an organization has. For example, a larger sample (and smaller CMs) can be needed in an initial phase of website development, while smaller samples can be used to perform periodic evaluations in absence of major modifications to the website. Fig. 5 can be used as a quick reference. The line represents the best fit in a partial region (sample size ≤ 100).
For the math-savy the formula is: CM = 0.26 N E -0.48 with R 2 = 0.98.
The obvious limitation of this study lies in the fact that a single case has been used. However, aim of this work was more to present a technique to validate the results of a tourism website evaluation than to provide conclusive answers.
The methods proposed in this paper have the advantage of being relatively easy and fast to implement. In this way, hopefully, tourism organizations can be better inclined at using user evaluations of their websites in order to improve their quality and acceptance by the users, so important for the development of their business.
