



BAB 4 ANALISIS DAN PERANCANGAN 
Pada bab ini menjelaskan tentang deskripsi masalah, deskripsi umum, 
perancangan sistem, menjelaskan algoritme yang digunakan, perancangan 
pengujian dan perancangan database. 
4.1 Deskripsi Permasalahan 
Mengulas produk merupakan salah satu sarana untuk menyalurkan kepuasan 
atau ketidakpuasan konsumen atas produk sudah mereka beli. Hal ini menjadi 
bahan penting untuk mengkaji ulang produk setelah diluncurkan bagi pihak 
perusahaan sebagai acuan untuk melakukan perbaikan ataupun pengembangan 
produk sehingga produksi bisa terus berlangsung, dengan adanya ulasan ini juga 
menjadi bahan pertimbangan oleh konsumen lainnya hendak membeli produk 
tersebut berdasarkan pengalaman konsumen sebelumnya. Ulasan produk dari 
konsumen tak jarang disertai dengan rating dari skala interval angka tertentu. Pada 
penelitian ini skala rating yang digunakan adalah dari 1 sampai 5 dengan adanya 
rating merupakan parameter penilaian yang terukur secara matematis untuk 
sebuah ulasan produk. Sumber data ulasan yang melimpah dari manapun misalnya 
dari media sosial, youtube dan lain sebagainya tak jarang mereka meninggalkan 
ulasan dikolom komentar dari postingan produk yang diupload. Jumlah data yang 
besar membuat pihak produksi butuh waktu lama untuk mengkategorikan ulasan 
ke dalam rating tertentu sehingga dari permasalahan tersebut diperlukan sistem 
untuk membantu mempercepat prediksi rating pada ulasan. 
Pada permasalahan di atas dapat diselesaikan dengan metode klasifikasi teks, 
salah satunya dengan metode naïve bayes dan n-gram. Tipe metode naïve bayes 
yang digunakan adalah multinomial naïve bayes merupakan metode yang 
tergantung pada probabilitas nilai frekuensi kemunculan suatu term kata pada 
kelas rating dan n-gram merupakan metode yang diharapkan meningkatkan 
akurasi dari metode naïve bayes, dari n-gram diharapkan bisa mencakup kata-kata 
adverbia ataupun kata negasi khususnya bigram. 
4.2 Deskripsi Umum Sistem 
Sistem yang dibuat bekerja untuk melakukan prediksi rating pada ulasan 
konsumen ke dalam kategori skala rating tertentu menggunakan metode klasifikasi 
naïve bayes dan menambahkan metode n-gram dengan pengambilan kata dalam 
suatu kalimat sebanyak n=1 adalah unigram, n=2 adalah bigram dan kombinasi 
merupakan gabungan keduanya. Sistem melakukan pre-processing terlebih dahulu 
untuk menghilangkan noise-noise pada teks sehingga didapatkan term-term kata 
dari teks ulasan. Proses selanjutnya adalah proses pembobotan kata. Proses 
terakhir adalah perhitungan klasifikasi. Pengklasifikasian terhadap ulasan 








Gambar 4.1 Deskripsi umum sistem 
4.3 Pre-Processing 
Pada tahap ini merupakan perancangan proses pre-processing meliputi proses 
case folding, tokenizing, filtering, stemming, dan n-gram. Hasil dari pre-processing 
digunakan untuk perhitungan matematis untuk proses klasifikasi rating yang 
berguna menentukan rating tertentu pada sebuah dokumen ulasan produk 
kecantikan, lebih jelasnya alur dari tahap ini digambarkan pada Gambar 4.2 
4.3.1 Case folding  
Tahap awal pre-processing dokumen ulasan yang masuk ke sistem akan 
diproses case folding untuk penelitian ini menggunakan proses lowercase adalah 
merubah semua huruf kapital menjadi huruf kecil lebih detail prosesnya pada 
Gambar 4.3 
4.3.2 Tokenizing 
Proses ini dilakukan setelah case foding dari hasil proses tersebut dihilangkan 
tanda baca, angka, dan karakter selain alphapet kemudian memecahnya menjadi 





Gambar 4.2 Alur proses pre-processing teks 
4.3.3 Filtering 
Hasil dari proses tokenizing akan diproses lagi untuk menghilangkan kata-kata 
noise yang sering muncul dibanyak dokumen salah satunya kata hubung. Proses ini 
menggunakan kamus kata noise untuk mendeteksi kata noise. Kamus stopword 
yang digunakan kamus stopword bahasa indonesia (devid, 2016), untuk alur 
prosesnya pada Gambar 4.5 
4.3.4 Stemming 
Pada tahap stemming dilakukan setelah tahap filtering. Prosesnya 
menghilangkan kata imbuhan yang melekat pada term kata yang akan diproses 
klasifikasi sehingga menghasilkan kata dasar, untuk lebih detail alur proses 
stemming pada Gambar 4.6-4.9 (Suharno, 2016) 
4.3.5 N-gram 
Proses ini merupakan tahap akhir pada proses pre-processing merupakan 
proses pengambilan kata sebanyak n meliputi unigram dengan n=1 kata, bigram 




produk kecantikan. Hasil unigram merupakan hasil tokenizing dan hasil tersebut 
dilakukan proses stemming sehingga menghasilkan kata tunggal siap 
diklasifikasikan. Proses bigram merupakan pengambilan 2 kata dari hasil unigram 
untuk dijadikan satu kata dan kombinasi menggabungkan unigram dan bigram. 
Alur proses n-gram pada Gambar 4.10, unigram pada Gambar 4.11, bigram pada 
Gambar 4.12, dan kombinasi pada Gambar 4.13 
4.4 Pembobotan TF 
Proses ini menghitung kemunculan kata unigram, bigram dan kombinasi pada 
dokumen latih. Lebih jelasnya alur proses digambarkan pada Gambar 4.14 
4.5 Multinomial naïve bayes 
Pada tahap ini adalah pengklasifikasian ulasan produk kecantikan 
menggunakan metode naïve bayes merupakan metode dengan teknik 
pembelajaran dari pengalaman sebelumnya dalam hal ini adalah data latih berisi 
ulasan beserta rating yang diberikan oleh konsumen digunakan untuk proses 
pembelajaran dengan model metode multinomial naïve baiyes. Proses klasifikasi 
diawali dengan menghitung prior kemudian conditional probability, dan posterior. 
Hasil akhir dari model klasifikasi ini adalah nilai posterior pada semua kelas  setelah 
itu dilakukan proses pencarian nilai terbesar untuk mendapatkan hasil klasifikasi 
sebuah dokumen ulasan masuk kedalam rating tertentu antara rating 1 sampai 
ranting 5, untuk proses detail digambarkan pada Gambar 4.15 
 




















Gambar 4.6 Alur proses stemming library sastrawi 
 









Gambar 4.8 Alur Proses Stemming Kata Tunggal Library Sastrawi 
 
 














Gambar 4.11 Alur proses unigram 
 





Gambar 4.13 Alur proses kombinasi 
 









4.6 Perhitungan Manual 
Pada bab ini akan ditunjukan contoh manualisasi merupakan gambaran dari 
proses klasifikasi dengan 8 data latih dan 1 data uji pada Tabel 4.1, proses 
manualisasi diawali dengan pre-processing kemudian hasil dari pre-processing 
digunakan untuk proses klasifikasi dengan metode multinomial naïve baiyes. 
Tabel 4.1 Ulasan Produk Kecantikan 
No status Ulasan  Rating 
1 Data 
Latih 
Hasilnya powdernya bagus tapi kemasannya 
kurang bagus. 
4 
2 Buat contournya itu bagus  3 
3  Warna lipstick bagus tapi sangat tidak cocok 
dibibirku jadi kering. 
2 
4  aku baru sekali pakai ini, untuk waktu yang lama 
muncul brutusan jadi sangat tidak cocok. 
1 
5 Hasilnya bagus dikulitku 5 
6 Murah harganya tapi tidak cocok dikulitku 2 
7 Aku suka banget pakai produk ini cocok sekali 4 
8 Harga mahal tapi kulitku tidak cocok jadi 
jerawatan. 
1 
9 Data uji  Cocok dikulitku hasilnya bagus, sip deh….. ? 
 
Pada tabel di atas dilakukan proses pre-processing meliputi case folding, 
tokenizing, filtering dan stemming pada data latih dan data uji. Hasil lebih detail 
pada Tabel 4.2 
Tabel 4.2 Hasil Proses Pre-Processing 
No Ulasan  Rating 
Data 
Latih 
1 hasil||powder||bagus||kemasan||kurang||bagus 4 






utus||jadi||sangat|| tidak||cocok 1 
5 hasil||bagus||kulit 5 
6 murah||harga||tidak||cocok||kulit 2 
7 suka||banget||pakai||produk||cocok||sekali 4 
8 harga||mahal||kulit||tidak||cocok jadi||jerawat 1 
9 cocok||kulit||hasil||bagus||sip||deh ? Data uji 
Hasil stemming digunakan untuk proses n-gram pada data latih maupun data 
uji, untuk hasil proses n-gram(unigram, bigram dan kombinasi) pada Tabel 4.3 




unigram, bigram, dan kombinasi hasil n-gram digunakan untuk perhitungan 
pembobotan term frekuensi yaitu mencari jumlah kemunculan term kata pada 
semua kelas untuk data latih sehingga hasil proses tersebut sebagai acuan mencari 
term frekuensi pada data uji. Proses perhitungan 𝑡𝑓 digunakan pada proses 
perhitungan conditional probability, untuk pembobotan data uji n-gram pada 
Tabel 4.3 
Tabel 4.3 Hasil N-gram  




























1 2 3 4 5 
1 cocok 2 2 0 1 0 
2 kulit 1 1 0 0 1 
3 hasil 0 0 0 1 1 
4 bagus 0 1 1 2 1 
5 sip 0 0 0 0 0 
6 deh 0 0 0 0 0 
 




1 2 3 4 5 
1 cocok kulit 0 1 0 0 0 
2 kulit hasil 0 0 0 0 0 




4 bagus sip 0 0 0 0 0 
5 sip deh 0 0 0 0 0 
 













Setelah dilakukan pembobotan kata maka dilakukan proses perhitungan prior 
sebagai tahap awal proses perhitungan klasifikasi. Perhitungan tersebut mengacu 
pada persamaan 2.5 , untuk hasil perhitungannya pada Tabel 4.7 






Proses selanjutnya adalah perhitungan conditional probability untuk unigram, 
bigram dan kombinasi. Perhitungan tersebut menggunakan persamaan 2.6 yang  
tidak menggunakan laplace smoothing pada perhitungan conditional probability, 
disebabkan semakin banyak term dengan 𝑡𝑓=0 maka akan menghasilkan floating 
point underflow pada hasil akhir posterior. floating point underflow merupakan 
nilai yang lebih kecil dari nilai disimpan pada CPU sehingga akan diambil 2 digit saja 
pada prosesnya akan mengalami pembulatan dalam hal tersebut kemungkinan 
hasil bisa saja nol. Pada perhitungan conditional probability term kata yang 
diproses adalah  hasil dari pembobotan kata tidak nol, setelah perhitungan 
conditional probability maka dilanjutkan menghitung posterior dengan melibatkan 




1 2 3 4 5 
1 cocok 2 2 0 1 0 
2 kulit 1 1 0 0 1 
3 hasil 0 0 0 1 1 
4 bagus 0 1 1 2 1 
5 sip 0 0 0 0 0 
6 deh 0 0 0 0 0 
7 cocok kulit 0 1 0 0 0 
8 kulit hasil 0 0 0 0 0 
9 hasil bagus 0 0 0 0 1 
10 bagus sip 0 0 0 0 0 
11 sip deh 0 0 0 0 0 
Prior = 
Rating 
1 2 3 4 5 




tersebut pada Tabel 4.8-4.10 untuk conditional probability dan posterior pada 
Tabel 4.11-4.13 
Tabel 4.8 Hasil Conditional Probability Unigram 
Unigram   
Kata 
Rating 
1 2 3 4 5 
cocok 0.05 0.051   0.026   
kulit 0.025 0.026     0.034 
hasil       0.026 0.034 
bagus   0.026 0.036 0.053 0.034 
sip           
deh           
 




1 2 3 4 5 
cocok kulit   0.023       
kulit hasil           
hasil bagus         0.029 
bagus sip           
sip deh           
 




1 2 3 4 5 
cocok 0.024 0.024   0.013   
kulit 0.012 0.012     0.016 
hasil       0.013 0.016 
bagus   0.012 0.016 0.025 0.016 
sip           
deh           
cocok kulit   0.012       
kulit hasil           
hasil bagus         0.016 
bagus sip           





Tabel 4.11 Hasil posterior unigram 
Unigram 







Tabel 4.12 Hasil posterior bigram 
Bigram 
Rating Posterior  
1   
2 0.005813953 
3   
4   
5 0.003676471 
 









Pada Tabel 4.11-4.13 merupakan hasil posterior seluruh kelas dengan variasi 
term kata n-gram, untuk menentukan data uji masuk kekelas rating tertentu maka 
diperlukan mencari nilai terbesar dari hasil posterior di atas. Pada tabel di atas nilai 
tertinggi untuk unigram adalah 0.004464286 sehingga data uji terklasifikasikan 
pada rating 3 kemudian pada bigram nilai adalah 0.005813953 sehingga data uji 
terklasifikasi pada rating 2 dan nilai tertinggi untuk kombinasi adalah 0.00204918 




4.7 Perancangan pengujian  
Tabel 4.14 Perancangan pengujian 









Unigram    
Bigram    
Kombinasi    
Tanpa Filtering 
Unigram    
Bigram    
Kombinasi    
Tanpa Stemming 
Unigram    
Bigram    
Kombinasi    
Tanpa Pre-processing 
Unigram    
Bigram    
Kombinasi    
Proses ini dilakukan untuk mengetahui akurasi klasifikasi rating dengan metode 
multinomial naïve bayes dan n-gram. Pada pengujian ini terdapat 4 skenario 
pengujian dan 3 model pengujian mengacu pada tabel perancangan mengujian di 
atas. Berikut uraian skenario yang digunakan pada penelitian: 
1. Skenario pertama adalah full pre-processing dengan kata lain proses yang ada 
pada pre-processing tidak ada satupun yang dihilangkan. Proses tersebut mulai 
dari casefolding, tokenizing, filtering dan stemming. 
2. Skenario kedua adalah pre-processing tanpa proses filtering yang artinya 
menghilangkan proses fiter kata pada pre-processing sehingga pada pre-
processing hanya dilakukan proses casefolding, tokenizing dan stemming. 
3. Skenario ketiga adalah pre-processing tanpa proses stemming dengan kata lain 
menghilangkan proses stemming pada proses pre-processing sehingga proses 
yang dilakukan adalah proses casefoding, tokenizing, dan filtering. 
4. Skenario keempat adalah menghilangkan proses pre-processing akan tetapi 
pada skenario ini tidak benar-benar menghilangkannya. Pada skenario ini 
hanya melakukan proses casefolding dan tokenizing. 
untuk model pengujian terdapat 3 model pengujian berikut penjelasannya: 
1. Model pengujian dengan toleransi 0 artinya hasil rating dari prediksi sistem 
harus sama dengan rating pada data uji. 
2. Model pengujian dengan toleransi 1 artinya mentolerir perbedaan hasil rating 





3. Model pengujian ketiga merupakan pengujian klasifikasi rating dengan 
informasi sentiment. Rating merupakan tingkat kepuasan konsumen sehingga 
dari rating tersebut bisa diketahui sentiment positif atau negatif, untuk 
menentukan sebuah ulasan masuk ke sentiment positif atau negatif pada 
penelitian ini menetapkan sebuah nilai threshold . Nilai tersebut diperoleh dari 
menghitung rata-rata rating, hasilnya nilai threshold adalah 3. Rating dikatakan 
mengandung sentiment positif jika rating lebih besar dari nilai threshold dan 
rating mengandung sentiment negatif jika kurang dari sama dengan nilai 
thereshold. 
 
