Introduction
The variance and the standard deviation are the most commonly used dispersion measures in statistics and other application fields. When compared to the variance, the standard deviation has an important advantage: it is expressed in the same units as the variable under study, while the variance is measured in the square units of the respective variable. Thus, the standard deviation is easier to interpret.
However, when the main purpose is to compare the dispersion of distributions of several variables, the standard deviation is not the most appropriate indicator unless all the variables are expressed in the same measurement units and have identical mean values. When these two requirements do not hold, the coefficient of variation (CV) is the relative dispersion measure frequently used, and it expresses the standard deviation as a proportion of the arithmetic mean:
where μ and σ are the population mean and standard deviation of the variable distribution whose dispersion is under scrutiny and the result is often reported as a percentage (see, for example [1] ). The variable with the largest value for the coefficient of variation is the one with the highest relative dispersion around the mean. Note that the ratio makes no sense if the expected value is zero or negative. Thus, the coefficient of variation is useful for comparing the relative variability of strictly positive random variable distributions. When the distribution is unknown, the parameters μ and σ can be estimated based on sample values, and the estimator for the coefficient of variation is
whereσ andμ are the sample estimates of the standard deviation and the arithmetic mean, respectively.
As the coefficient of variation is a unit-free measure of dispersion, it has been widely used rather than the standard deviation in many scientific areas (see [20] for a brief survey of recent applications in business, engineering, climatology and other fields). In spite of the CV's widespread use, in this paper, we concentrate mainly on the finance field applications.
In finance the term 'volatility' stands for risk and uncertainty, and it is usually measured by the standard deviation (or a similar measure of dispersion) of the observed (or expected) prices and returns of financial assets. The greater the variation in prices or returns, the higher the standard deviation, which in turn is linked to higher risk. As the CV is more appropriate when the objective is to compare prices and returns volatility (risk) of alternative investments, it has also been applied in several studies, and a lower CV ratio represents a lower risk. In the next paragraph we present a few examples regarding the CV financial field applications.
Brief and Owen [7] show how the CV can be considered in order to evaluate the project risks, assuming the rate of return as a random variable. The authors used the CV of the future cash flows distribution as a measure of earnings risk and developed a mechanism for relating the CV to risk in a situation of uncertainty. Weinraub and Kuhlman [25] tested the relationship between the variability of individual stock betas and the variability of a small portfolio. In this study they have used two measures of beta-variability: the standard deviation and the coefficient of variation. In short, the coefficient of variation revealed an inverse relationship between the level of beta and the relative variability. According to this result, they argue that betas less than 1 are poor predictors of future returns. Boyle and Rao [6] intended to clarify the conditions that justify the mean-generalized coefficient of variation analysis on a utility-theoretic basis. In this work the authors argue that in contrast to the standard deviation, this measure emphasizes the intuitive notion of 'downside' risk. Worthington and Higgs [29] have used the CV to measure the degree of risk in relation to the mean return to study the portfolio diversification among major painting and financial markets over the period 1976-2001. In theoretical terms, recent investigation related with the coefficient of variation (or its inverse) is driven by two main issues: the sampling distribution of CV and hypothesis testing for coefficients of variation comparison [4] .
First, the finite sample and the asymptotic sampling distributions of CV are needed for the statistical inference about the population CV. Under iid and normality assumptions, Iglewicz [13] derived the expected value and the variance of CV as well as the exact distribution of the sample coefficient of variation: √ T (1/ CV) has a non-central Student's t distribution with T − 1 degrees of freedom and non-centrality parameter √ T (1/CV), where T is the number of observations. Sharma and Krishna [24] developed (under iid assumption) the asymptotic distribution of the inverse of the coefficient of variation, discarding the normality assumption of the population distribution. They showed that 1/ CV is an asymptotically unbiased and s-consistent estimator of 1/CV and √ T (1/ CV − 1/CV) is asymptotically standard s-normal in distribution. Second, when the objective is to compare the distributions dispersion around the mean, as the observed differences in the estimated CVs resulting from different samples can be due to sampling error, it becomes necessary to test if those differences are statistically significant, and several tests have been proposed in the literature to compare the CVs of k normal populations. Nairy and Rao [20] divide these tests into three main categories: likelihood ratio tests [5, 9, 11, 19] , Wald tests [11, 22] and score tests [11] . Other relevant contributions for this subject are due to Miller [17] and Miller and Feltz [18] .
In all these statistical tests it is assumed that random variables X 1 , X 2 , . . . , X T are independently and identically distributed. However, when the application field is finance, the dependence of high-frequency data (daily or monthly returns, for example) becomes the traditional inference approach inappropriate.
Due to these financial data characteristics, in this paper, we derive the asymptotic sampling distribution of the coefficient of variation in the case of non-iid random variables, and we derive statistical tests for the comparison of two coefficients of variation. In the next two sections we provide the description of the procedure, then an empirical application, and in the final section we summarize our concluding remarks.
The asymptotic distribution of the CV estimator
In this section we derive explicit expressions for the statistical distribution of the coefficient of variation using standard asymptotic theory under iid and non-iid assumptions. This distribution completely characterizes the statistical behavior of CV in large samples and allows us to quantify the CV precision to estimate CV. First we discuss the asymptotic distribution under the standard assumption that X 1 , X 2 , . . . , X T are iid random variables. Next, as the iid condition is extremely restrictive and empirically implausible in financial data (see, for example, [8] ), a more general distribution is derived under the non-iid assumption.
The iid assumption
If X 1 , X 2 , . . . , X T are iid random variables with finite mean μ and variance σ 2 , the estimatorsμ andσ 2 have the following normal distribution in large samples due to the Central Limit Theorem [27] :
2 and a ∼ denotes asymptotically; i.e., as T increases without bound, the probability distributions of
To derive the asymptotic distribution of CV we follow Lo [15] 1 , and the first step is to obtain the asymptotic joint distribution ofμ andσ 2 . Denote byθ the column vector (μσ 2 ) and by θ the corresponding column vector of population values (μ σ 2 ) . An additional property ofμ andσ under the iid assumption is that they are statistically independent in large samples. Thus
Because the coefficient of variation estimator CV can be written as a function f (θ) ofθ, we can directly apply the delta method [27] to derive its asymptotic distribution.
If
, then a nonlinear function f (θ) has the following asymptotic distribution:
In the case of the coefficient of variation,
and it follows that the asymptotic distribution of CV is
where the asymptotic variance is given by the weighted average of the asymptotic variances of μ andσ 2 :
The weights are the squared sensitivities of f with respect to μ and σ 2 , and the more sensitive f is to a particular parameter, the more influential its asymptotic variance will be in the asymptotic variance of the coefficient of variation.
Therefore, standard errors for the coefficient of variation estimator CV can be computed as
and this quantity can be estimated by using CV for CV. For any given sample size T , larger coefficients of variation imply larger standard errors. Confidence intervals can also be constructed for CV around the estimator CV:
where z (1−α/2) is the (1 − α/2) quantile of the standard normal distribution.
The non-iid assumption
When the X 1 , X 2 , . . . , X T iid assumption does not hold, the results of the previous section may be of limited practical value and the asymptotic distribution can be derived by using a 'robust' estimator for the coefficient of variation. Following Lo [15] , we apply the generalized method of moments (GMM) to estimate μ and σ 2 , and the results of Hansen [12] can be used to derive the asymptotic distribution of the coefficient of variation. Hansen shows that:
and ϕ θ (X t , θ) represents the derivative of ϕ(X t , θ) with respect to θ . Let ϕ(X t , θ) denote the vector function with the following moment conditions:
The GMM estimator of θ is given by the solution to
yielding the standard estimatorsμ andσ 2 defined before. For the moments conditions in Equation (13), the corresponding matrix with the derivatives is
Therefore, V θ ≡ and the asymptotic distribution of the coefficient of variation estimator follows from the delta method as shown in the previous section:
In order to estimate the asymptotic variance, an estimator for ∂f (θ )/∂θ may be obtained by substitutingθ into Equation (6) and an heteroskedasticity and autocorrelation 2 consistent (HAC) estimatorˆ may be obtained by using the Newey and West's [21] procedure:
where m is the truncated lag that must satisfy the condition m/T → ∞, as T increases without bound to ensure consistency. Therefore, for non-iid random variables, the standard error of the coefficient of variation can be estimated by SE( CV) a = √ V GMM /T , and confidence intervals for CV can be constructed in a fashion similar to Equation (10):
Tests for the comparison of coefficients of variation
As we mentioned before, the hypothesis testing for the comparison of coefficients of variation is also an important statistical issue. In order to test the difference between two coefficients of variation, consider the bidimensional variable (X 1t , X 2t ), for t = 1, 2, . . . , T , whose distribution has mean vector μ and covariance matrix given by
The difference between the two coefficients of variation is given by
and its estimator is
2 ) and
The iid assumption
If X j 1 , X j 2 , . . . , X jT , j = 1, 2, are iid random variables and (X 1t , X 2t ) has a bivariate normal distribution, Jobson and Korkie [14] and Memmel [16] showed that 
Applying the delta method,
where
Replacing the parameters by their estimators, it is also possible to construct confidence intervals for :
where z (1−α/2) is the (1 − α/2) quantile of the standard normal distribution. If zero is not contained in the resulting interval, we conclude that the difference between the coefficients of variation is statistically significant.
The non-iid assumption
As the formula in Equation (22) is no longer valid if the bivariate distribution is not normal or if the observations are correlated, in this section we derive the asymptotic distribution of considering an HAC estimator for and we apply the [28] studentized bootstrap method to test the nullity of .
Let ϕ(X, θ) denote the vector function with the following moment conditions:
For the moments conditions in Equation (25), the corresponding matrix with derivatives is
Therefore, V θ ≡ and the asymptotic distribution of follows from the delta method:
In order to estimate the asymptotic variance, an estimator for ∂ /∂θ may be obtained by substitutingθ into Equation (21) and an HAC estimatorˆ may be obtained by using the Newey and West's [21] procedure.
Thus, the standard error s( ) a = √ V GMM /T combined with the asymptotic normality in Equation (27) allows the HAC inference as follows. A two-sided p-value for the null hypothesis H 0 : = 0 is given byp
where (·) denotes the c.d.f. of the standard normal distribution. Alternatively, it is possible to compute a (1 − α) confidence interval for :
However, when data are heavy-tailed (non-normal) or are of time-series nature, HAC inference is often liberal when sample sizes are small to moderate. This means that hypothesis tests tend to reject a true null hypothesis too often; see, for example [2, 3, 23] . Thus, included in the extensive literature that demonstrates the improved inference accuracy of the studentized bootstrap over standard inference based on asymptotic normality, Wolf [28] proposes to test the equality of two Sharpe ratios by inverting a bootstrap confidence interval. If this interval does not contain zero, then H 0 is rejected at the nominal significance level α.
In this paper we also apply the Wolf [28] studentized time-series bootstrap (BOOT-ST) method to test the coefficients of variation equality by constructing a symmetric studentized bootstrap confidence interval. Let the two-sided distribution function of the studentized statistic be approximated via the bootstrap as follows:
where is the true difference between the coefficients of variation, is the estimated difference computed from original data, s( ) is a standard error for (also computed from the original data), * and s( * ) are the estimated difference and the standard error computed from bootstrap data and F(X) denotes the distribution function of the random variable X.
Letting z * |·|,λ be a λ quantile of
In the case of heavy-tailed or time-series data, z * |·|,1−α will be typically larger than z (1−α/2) for small to moderate samples, resulting in a more conservative inference compared to the HAC methods.
Since the confidence interval is constructed, the hypothesis H 0 : = 0 is rejected if the value zero is not in the interval. However, it might be more desirable to obtain a p-value and Wolf [28] proposes a simple method to compute it. Let d denote the studentized test statistic based on original data,
and represent the centered studentized statistic computed from the mth bootstrap sample bỹ
where M is the number of bootstrap resamples. Then the p-value is given bŷ
Empirical application

Statistical properties of returns
The data consist of monthly closing prices of the S&P, DJIA, NASDAQ, CAC40, DAX30 and FTSE100 (source: Yahoo! Finance), which are main indexes for the US (S&P500, DJIA, and NASDAQ), France, German and UK equity markets, respectively. These series cover the period from 1 December 1989 to 31 December 2007, yielding 205 monthly observations. We analyze the continuously compounded percentage rates of return (adjusted for dividends) that are calculated by taking the first differences of the logarithm of series (P t is the closing value for each stock index at month t):
Due to this differencing process, the number of observations reduces to 204. Table 1 summarizes the basic statistical properties of the data. The mean returns are all positive but less than 1%. The monthly returns appear to be somewhat asymmetric and leptokurtic as reflected by negative skewness and excess of kurtosis estimates (skewness and kurtosis coefficients are all statistically different from those of the standard normal distribution which are 0 and 3, respectively). The Jarque-Bera test also rejects the null hypothesis of normality. It is also interesting to observe that different conclusions about the dispersion of returns would be taken if different measures are considered. In fact, using the standard deviation, the FTSE100 seems to present a smaller variability. However, when the coefficient of variation is considered, smaller variability is associated to DJIA. It is also interesting to notice that apparently the standard deviation points to a smaller returns' variability when compared to the coefficient of variation. Obviously, this happens because all the mean returns are less than 1%, an empirical result that is common in monthly data. As CV is the ratio between the standard deviation and the mean, it reflects better the returns' variability as we have explained before. According to the Ljung-Box statistic for returns, there is no relevant autocorrelation for all the stock indexes. Even though the series of returns seems to be serially uncorrelated over time, the Ljung-Box statistic for up to twelve-order serial correlation of squared returns is highly significant at any level for the six stock indexes, suggesting the presence of strong nonlinear dependence in the data. As non-linear dependence and heavy-tailed unconditional distributions are characteristic of conditionally heteroskedastic data, the Lagrange multiplier (LM) test [10] can be used to formally test the presence of conditional heteroskedasticity. The LM test for a twelve-order (in the last row of Table 1 ) suggests that all stock indexes' returns exhibit conditional heteroskedasticity, implying that nonlinearities must enter through the variance of the processes.
As there is no evidence of autocorrelation in returns, we also use the White [26] heteroskedasticity consistent (HC) estimator in Equation (16) to derive the asymptotic variance of CV, and thusˆ =ˆ 0 . Table 2 shows the estimates for V iid , V GMM , CV standard errors under iid and non-iid assumptions as well as confidence intervals for the monthly returns coefficients of variation for each of the six stock indexes. 3 As one can see, the magnitudes of the standard errors under iid assumption yield 95% confidence intervals for coefficients of variation that do not contain 0 for five stock indexes (the exception is CAC40). These results indicate coefficients of variation for the monthly returns that are statistically different from 0 at the 95% confidence level. However, when the heteroskedasticity robust standard errors are considered, the CV estimates for NASDAQ, DAX30 and FTSE100 become statistically insignificant. These are the stock indexes where the conditional heteroskedasticity is more pronounced as we can see from Table 1 . Thus, when the heteroskedasticity is not accounted for, the iid standard errors lead to misleading conclusions in terms of the significance of the CV estimates. After heteroskedasticity correction, just two of the coefficients of variation (S&P500 and DJIA) remain statistically significant. These are also the stock indexes with smaller CV estimates and higher confidence intervals precision.
Robust standard errors for the CV estimator
Pairwise comparison tests
Next we performed the CV pairwise comparison tests between the S&P500 (SP) and the remaining five stock indexes. The p-values associated with the test values are presented in Table 3 . The equality assumption is always accepted despite the standard errors (under iid and non-iid assumptions, including Boot-TS) that we are considering (similar results were obtained when comparisons involved other indexes). These results can be explained by the extreme values of the asymptotic variances for the CV estimators that make the observed differences in the CVs estimates statistically insignificant. The high returns'variances must be due to the strong variability that characterizes the equity markets, especially in 'bear' times, and similar results are expected in terms of returns' volatility (measured by the CVs) due to the high integration of world equity markets. So, these results are not surprising. As the BOOT-TS p-values are higher when compared to those resulting from HAC methods, we confirm that in the case of heavy-tailed data the inference based on BOOT-TS is more conservative.
Concluding remarks
The coefficient of variation is the ratio of standard deviation to the arithmetic mean and provides an important and widely used unit-free measure of dispersion, which can be used in comparing two distributions of different types with respect to their variability. As the iid assumption is extremely restrictive and is often violated by financial data, in this paper, we derive a more general distribution in the case of non-iid random variables and we propose statistical tests for the comparison of two coefficients of variation.
In an illustrative example, we compare the monthly returns volatility of six stock markets' indexes during the years 1990-2007, and we show that when the heteroskedasticity is not accounted for, this can lead to misleading results in terms of the significance of the CV estimates.
From the six stock indexes that we have considered, the CV estimates are statistically significant in the case of S&P500 and DJIA. These are the stock indexes with the smallest values for the CV estimates, but they are also the stock indexes with the smallest asymptotic variances leading to more precise confidence intervals.
On the other hand, the CV estimates (and the corresponding volatility) are higher in NASDAQ, CAC40, DAX30 and FTSE100 stock indexes but, due to the wider confidence intervals, the estimated values are not statistically significant.
When we compare the CV estimated values of different stock indexes, the null equality assumption is always accepted, and this result can be theoretically explained by the strong integration of world equity markets leading to similar results in terms of volatility of returns.
