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Abstract—This paper presents point-by-point Feature Selective Validation (FSV) data as a continuous distribution function, rather than in the more usual confidence histogram form, and from that derives the mean, standard deviation, skewness and kurtosis. The increased information that this offers is shown by presenting again the data from three previous exercises to verify FSV performance against visual assessment but including the standard deviation, where it is demonstrated that more robust conclusions about FSV overall assessment can be provided. The implication of the use of statistical data within FSV for including uncertainty in data comparisons is discussed.







xDMi	x is A (amplitude), F (feature) or G (global), DM stands for “difference measure” and i indicates the data is for individual points.
xDMc	x is A, F or G and c indicates confidence histograms are being referred to.
xDMt	x is A, F or G and t standing for total, or summary, measure.
I.	INTRODUCTION
T
HE use of Feature Selective Validation (FSV) method, explicitly suggested for data comparison by the IEEE Standard P1597, is becoming an effective tool for the validation of electromagnetic modeling and simulations. The FSV method was proposed and tuned to provide an analogue to visual assessment [1,2]. The FSV method was designed to help discussions and communications between engineers and to facilitate this, the use of natural language descriptors was integral to the initial development.
The original presentation of qualitative results of FSV was in the form of a six-category histogram, named xDMc, which show the proportion of the point-by-point results, xDMi, falling into the six natural language descriptor categories. In practice, many users of the FSV method have taken the natural language descriptors of the GDMt as absolute definitions rather than useful ‘handles’, which can (has) cause(d) confusion. The GRADE and SPREAD figure of merit [3] were introduced to provide some description of the shape of the histograms. The GRADE is defined as the number of categories that the cumulative total of the histogram (starting from Excellent) exceeds a given value (with a default value of 85%), while the SPREAD is defined as the number of categories (starting from the largest) that is required to cumulatively exceeding a given value (with a default value of 85%). But as they were only based on six categories, the results were quite coarse. More flexibility and fidelity can be seen through the use of continuous distribution functions [4] and statistical moments.
Statistical moments are extracted from Feature Selective Validation distributions. Mean information, xDMt has been used since the first FSV developments and used to compare with, for example, visual assessment. However, to date, only proxies for standard deviation and skewness in the form of GRADE and SPREAD have been available. Thus, it is necessary to enhance the FSV results with statistical analysis to provide users with the “whole picture” of dataset comparisons. Reference [4] simply presented the cumulative distribution function (CDF) and used this as a pre-conditioning step for the FSV data to allow the Kolmogorov-Smirnov test (KS-test) to be performed. It did not consider statistical moments extracted from the distribution. The idea described in [4] was the motivation to explore whether these moments have a role to play in quantitative comparison analysis based on the use of the FSV method. 
This paper aims to increase the information provided from FSV results by deriving the probability density functions (PDFs) and its statistics. The procedures of obtaining PDFs are given in Section II. This paper also demonstrates in Section III how the standard deviation can be applied to quantify the uncertainty of FSV predictions.
II.	Distribution functions
PDFs derived from the point-by-point result of FSV, are introduced to show the distribution of FSV results in a more general way than confidence histograms. As a result, the FSV distribution functions open up opportunities to apply statistical methods to the FSV results, and therefore provide evidence for more potentially revealing meta-analysis.
A. Method
A CDF is obtained from the point-by-point FSV data and, from that, a probability density function is obtained. This PDF is estimated based on a normal kernel function [5]. Given that a probability density function can be written as
        (1)
where  the random variable is x, and h is the finite increment of x. For a random sample of size n the empirical cumulative distribution function (ECDF) has the form
                           (2)
where represents the number of elements less than or equal to x in X (X: {x1, x2, … ,xn}). Then the form (1) becomes
                 (3)
which can also be rewritten as
                    (4a)
where
                    (4b)
The equation (4a) is that of a kernel density estimator with uniform kernel function, K. The choice of kernel bandwidth h controls the smoothness of the probability density curve, the detail of which can be found in [5]. A smoother PDF can be obtained with a Gaussian kernel function:
       (5)
Due to the non-linear relationship between the quantitative results and the qualitative description in Table I, the point-by-point results need to be pre-processed according to the piecewise linearization formulas outlined in Table I. Hence, the value of linearized GDMi represents the degree of natural language scales, which shows the qualitative results in a more subtle manner. In this way, the estimated PDFs are directly comparable to the visual assessments. It should be noted that a linear piecewise approach has been adopted for simplicity, a continuous function could be fitted to the data (such as a Morgan Mercer Flodin equation [6]) but the differences involved appear quite small.
Table I
Piecewise linear conversion









Introducing PDFs provides a way to look at the significance between comparisons such as measured versus visual or, given reference data, between successive iterations of a simulation or between repeated measurements. The ability to undertake non-parametric tests, such as the two-example KS-test [7] is presented by the adoption of the cumulative distribution function. The KS-Test is not affected by scale changing such as the linearizing procedure, because it makes no assumption about the distribution of the data, which allows the data to be visually presented in a way convenient for a human user but analysed mathematically with no effect on the results.
In the two-example KS-test, it can be concluded that the data sets are statistically similar if the test statistic, D, is less than the critical value based on a required significance level α. The statistic D is determined by the maximum vertical deviation between the two curves of the cumulative distribution functions (CDFs) of the datasets. 
                    (6)
where  is the proportion of X{1, 2} values less than or equal to x.
The critical value of statistic D can be obtained from equation (7)
.               (7)
whereandare the number of points in the  data sets under comparison. For 95% confidence (significance level α=0.05), k is 1.36, for 90% confidence (significance level α=0.1), k is 1.22.
Alternatively, the p-value of KS-test can be used to indicate the agreement between probability distributions of two data sets. It can be concluded that the data sets are statistically similar (different) if the p-value is greater (less) than the predefined significance level α. 
B. Example
The verification of the performance of FSV, when it was introduce in [1], was performed by comparing confidence histograms of GDMi and visual assessment results of a group of 50 experienced engineers [2], as shown in Fig. 1(a). The visual assessment results were obtained by asking experts to select one of the six  natural language descriptors (as shown in Table I) to represent the agreement of data sets [2]. After the PDFs of GDMi and survey results are estimated, the comparison can be demonstrated in a more concise way. Fig. 1(b) illustrates the comparison of PDF results between FSV and visual assessment with regard to Graph 3 in [2]. 
It is noted that the PDF results of visual assessment are calculated by converting the qualitative results of the survey to typical quantitative values according to Table II. The typical quantitative value for each FSV category is determined by the median of the corresponding linearized value range shown in Table I. Survey results in [2] consisted of 50 expert respondents.
Further, the discrepancy between distributions is quantitatively indicated by statistic D of the two-example KS-test, as shown in Fig.1(c). Fig. 1(c) gives the value of D from (6) is D = 0.17 that should be compared with (7) whose value for 90% confidence is DCritical = 0.19 (N1=200, N2=50). Because D is smaller than DCritical then the FSV results and visual assessments come from the same distribution. Accordingly, the p-value is 0.20 in this case. These statistical results clearly indicate that the FSV method gives similar assessments to a group of experts for the data set comparison.  At least, for the time being, in this individual case.  It should be noted that the assessments are obtained in different ways: the one coming from the FSV technique, is estimated from a point-by-point calculation of both data sets, while the other one coming from the engineers are a collection of their opinions on the overall fitting of the curve.
Table II















Fig. 1. Comparison between FSV results and survey for Graph 3 in [2] using (a) histograms, (b) PDFs and (c) CDFs.
C. Statistics of FSV distribution functions
By introducing PDFs, it is possible to further analyze FSV results using statistical moments that are familiar to most engineers. The first moment (mean) has been used since the first FSV developments and used to compare with visual assessment. FSV mean values can be thought of (and reported as) absolute, single, values but, given that they come from distributions, some indication of the second moment (variance or standard deviation ) would help in interpreting how much emphasis can be placed on that single value as part of comparison decision making. This implies that error bars could be useful in communicating the significance of a result. For example, a GDM of 0.6 gives a general level of agreement but 0.6±0.3 and 0.6±0.05 have very different meanings. Further, the third moment, Skewness, gives a measure of the symmetry of the shape of a distribution. Actually, the proxies for standard deviation and skewness in the form of spread and grade have been available for the confidence histograms [3]. The fourth moment, Kurtosis, is a measure of the flatness, or peak-ness, of a distribution.
                   (8)
                  (9)
                  (10)
where GDM(i) is the pointwise value of the FSV result. N is the number of points in the GDM. µ and σ are the mean and standard deviation of GDM, respectively.
III.	Application: verification of FSV performance
FSV performance has been judged against user perception obtained in visual assessment surveys. Indications were that FSV gave encouraging agreement [2], [8] , [9]. It is helpful to use standard deviation to see whether FSV and the visual assessments are within each other’s range of expectation. Fig. 2 to Fig. 5 use ±1σ (standard deviation) as a common measure of this range.
There are three published surveys to date, as outlined in Table III. Basically, these surveys were performed in the same way: a collection of data sets was presented to a group of experts who would pick one of the six categories in the rating scales described by natural language descriptors to represent the agreement of data sets [2]. In particular, the second survey in Table III was designed to assess the performance of FSV in the comparing of transient data [8]. And the third survey, by combing the dataset sets used in Survey 1 and Survey 2, as shown in Table IV, discussed the influence of level of experience and research background in the FSV survey [9]. All the data sets used in the surveys are outlined in the Appendix.

Table III 
History of experts survey for data validation
No.	Associated event or Organization	Year	Location	Experts Involved	Number  of Data sets 
1	2004 IEEE International Symposium on EMC	2004	California, U. S.	50	8
2	EMC Europe 2011	2011	York, U. K.	20	7
3	Harbin Institute of Technology	2013	Harbin,China	54	8
Table IV 











For survey 1, Fig.2 shows that the ranges of FSV and visual assessment overlap in most cases and all the mean values of visual assessment fall into the ±1σ range of FSV means, which reconfirms the positive performance of FSV. 


Fig. 2. Comparison between 2004 survey and FSV.

For survey 2, the use of the standard deviation σ shows the “standard” FSV on transient data is not fully adequate, as shown in Fig. 3. The results of datasets 2 and datasets 6 have means that lie outside the ±1σ range. 

Fig. 3. Comparison between 2011 survey and FSV.

Several transient FSV methods have been developed to enhance the performance of “standard” FSV [8], [10], [11], whose basic idea follows the same logic applied by experts when they visually compare transient data. It was demonstrated by the survey in [8] that experienced engineers separated a transient signal into regions and rated their importance in an intuitive way based on their experience. Further, it was revealed that the regions were defined not only by the peak value, but also by the energy and duration.
The Weighted FSV (W-FSV) method in [11] was developed by dividing the transient signal into three different and individually weighted regions (pre-transient event, transient event and post-transient event). Additionally, the weighting remained fixed in all the proposed regions, regardless of the type of transient [12]. Moreover, this technique did not take into account the possibility that the pre-transient or post-transient could be zero.
To overcome these drawbacks, the Dynamic W-FSV (D-FSV) was proposed in [8]. Compared with W-FSV, the region boundary and weighting were applied dynamically according to the region’s energy and duration. In this way, the weighting functions can be uniquely quantified for the data sets under comparison using an algorithmic approach.
The idea adopted by D-FSV avoids the inadvertent, accidental or deliberate manipulation of the FSV comparison results by, for example, truncating or excessively extending the post-transient region to expose or mask the essential transient data.
It is shown in Fig. 4 that the D-FSV method can provide results that are much closer to the visual assessment comparing with the “standard” FSV results in Fig.3. This helps confirm the positive performance of the D-FSV method, albeit with the price of enlarged uncertainty range. The increased variance is attributed to the fact that the FSV value of the pre-transient and post-transient is depressed while that of the transient region is enhanced. 


Fig. 4. Comparison between 2011 survey and D-FSV.

The datasets used in Survey 3 mainly consist of Survey 1 datasets with Dataset 1 and Dataset 4 replaced by Dataset 2 and Dataset 5 of Survey 2, respectively, to provide a wider visual challenge. Although Survey 1 and Survey 3 were performed in different dates, locations and with different experts, they show similar results. Again, the transient datasets show greater discrepancy.
Table V compares the skewness and kurtosis of Survey 3 and FSV results. It is demonstrated that the distributions show the same direction of skewness for most of the data sets (6 out of 8). For the kurtosis of the survey and the FSV results, data sets 8 (2004-8) show the most significant discrepancy, the relevant PDF comparison is shown in Fig. 6. It is conjectured that curve discrepancy indicated by 2004-8 is controversial for engineers. In other words, visual assessment is more vulnerable to susbjective interpretation of engineers for data discrepancy shown in Fig. 7(h). Based on this judgement, it would be an interesting topic for the future improvement of FSV method to compare data sets with visual controversy.

Fig. 5. Comparison between 2013 survey and FSV.














Fig. 6. Comparison of PDFs between FSV results and survey for Graph 8 in [2] (2004-8).
IV.	Discussion 
This paper has addressed the extraction of the statistical moments from point-by-point FSV results and demonstrated their applications in verifying the performance of the FSV method. For the established FSV method, introducing distributions opens up FSV to applying further statistical tests: in particular meta-comparisons. Further, as shown in Fig. 2 to Fig. 5, mean and standard deviation provides more opportunity to understand and interpret data. The application of skewness and kurtosis is simply discussed based on Table V, which needs further investigation.
In practice, it may also be that, under certain circumstances, reducing the variance may be a more important task than improving the mean value: that is reducing uncertainty in the comparison quality. For the validation of transient data comparison in Fig. 4, the weighting of the regions was calculated based on engineering judgement. However, the paper [8] identified these values as being something to further investigate. The σ allows a more sophisticated objective function to be set, namely reducing the variance without giving rise to significant adverse changes to the mean. Hitherto, investigation of optimized boundaries has been based only on the mean.
V.	Conclusions
In this paper, the continuous PDF is adopted to show the distribution of FSV results. And the associated two-example KS-test is applied to give quantitative statistical significance between survey and FSV results, which is more convincing than histogram in the validation of FSV performance. Statistical moments are also introduced, which are applied to show details of the distribution from different #perspectives. Particularly, standard deviation is used to show uncertainty in data comparisons, which provides a complement for the mean value. It is also found that the kurtosis indicates a useful way to further improve the FSV method in the comparison of controversial data sets.
Based on the discussion of this paper, the standard deviation may also be applied to the dynamic weighting of ADM & FDM to provide a more subtle approach to the use of the SPREAD proposed in [3]. Also, with the development of 2D and 3D FSV method [13,14] statistical moments could find application in area such as image and video analysis uncertainty.
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Fig. 8. Data sets used in 2011 survey.
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