Abstract In theory, the web has the potential to provide information about the wider impact of academic research, beyond traditional scholarly impact. This is because the web can reflect non-scholarly uses of research, such as in online government documents, press coverage or public discussions. Nevertheless, there are practical problems with creating metrics for journals based on web data: principally that most such metrics should be easy for journal editors or publishers to manipulate. Nevertheless, two alternatives seem to have both promise and value: citations derived from digitised books and download counts for journals within specific delivery platforms.
Introduction
The widely used Journal Impact Factors (JIFs) are indicators of intellectual impact based upon the average number of citations to the recently published articles of any given journal. More precisely, the JIF of a journal for a given year is the number of citations given in that year to articles published in the previous two years-divided by the number of ''citable items'' in the journal (as judged by Thomson Reuters) published in the previous two years. Citations only count if they are in journals, serials or other items indexed by Thomson Reuters and are identified as pointing to an item in the given journal in the previous two years. Despite the significant technical and theoretical limitations of the JIF (Garfield 2005; Moed 2010; Vanclay 2012) , many of which seem to be widely-known and to have been recognised in scientometrics for a long time (Cole and Cole 1967; Garfield 1972) , it continues to be used as a convenient proxy for journal quality. This article focuses not on technical limitations, however, but on the wider limitation of the JIF due to it being based upon published scholarly work alone. In particular, this article evaluates the potential to replace or supplement the JIF with indicators derived from web-based information. This is timely due to the recent emergence of the altmetrics movement, which aims to develop a range of new indicators for scientific research that exploit the potential of information that is openly provided on the web (Priem and Hemminger 2010; .
The use of citation counts as indicators of scientific impact draws upon Merton's (1973) belief in science as a normative and cumulative enterprise. When new contributions are made to science, they are typically formalised in published journal articles. The cumulative nature of science is recognised by scientists citing the work that they used to develop their new knowledge. The cumulative nature of science is acknowledged in the phrase written by Newton, ''If I have seen a little further it is by standing on ye shoulders of Giants'' (Newton 1676; republication). Merton's normative theory was built upon by some of his students explicitly using citation analysis. Early work was very promising, finding empirical evidence that citation counts correlated with expert judgment better than any other readily available quantitative measure (Cole and Cole 1967) . Nevertheless, there are many criticisms that could be made of this citation theory. First, authors may choose citations for reasons other than scientific quality and relevance (Bornmann and Daniel 2008; Brooks 1986; Cronin 1984) . More fundamentally, the value of science is in its ability to allow us to understand or control the physical environment and so it is possible to conceive of scientific advances that get rarely cited despite fulfilling this goal, for example by showing an apparently important area of research, such as cold fusion, to be false or useless (Huizenga 1992 ). Alternatively, a major scientific issue might be solved so thoroughly that the problem itself is no longer urgent and the research field concerned may stagnate. A simple example of this is the discovery that anti-septic hand washing stops the spread of puerperal fever, although in this case the finding took a while to be accepted (De Costa 2002) .
More generally, published articles may make valuable contributions to science as a whole in ways that are unlikely to be reflected by citations because they will be used predominantly for things other than supporting further research. For example, the area of patent citation analysis has emerged to recognise and quantify the value of some scientific research that leads to commercial exploitation (Meyer 2003; Oppenheim 2000) . This approach only works for areas of applied research where patenting is common, however. There are also many non-commercial applications of research, such as improving education and training, or aiding various kinds of policy making, such as economic, social or medical. In recognition of this, UK government funding for research will be given to those that can demonstrate ''academic impact'' or ''economic or societal impact'' as part of its periodic research evaluation exercise. The economic or societal impact component includes ''enhancing cultural enrichment, quality of life, health and well-being'' as well as ''contributing towards evidence based policy-making and influencing public policies and legislation at a local, regional, national and international level'', amongst other things (RCUK 2011) . Research may also be oriented towards a profession, such as librarianship, social work, nursing or law, and thus contribute primarily to professional practice. Scholars may therefore have an impact on the world that is insufficiently represented by the citations that their publications receive. This may also apply to entire journals, such as those focusing on policy-relevant or professional issues, or education. A case in point is the Journal of Education for Library and Information Science (JELIS), which was dropped from the Science Citation Index due to consistently low JIFs, despite having a good reputation within the library and information science community (Coleman 2007) .
Another fundamental issue with the Mertonian perspective is that arguably social sciences and humanities research may not primarily be cumulative but may make contributions that are much vaguer than providing facts, such as providing interesting interpretations or perspectives. This seems to be typical of fields in which the phenomena investigated are hard to control because knowledge may be more fragile and less universally agreed as a result. This may be described as high ''technical task uncertainty'' in the language of Whitley (2000) or the disciplines may be described as ''soft'' (Becher and Trowler 2001) .
Despite all of the limitations of citation analysis, it is still a useful tool for evaluating researchers, if used cautiously with safeguards appropriate to the level of aggregation employed. Essentially, this is because some of the factors discussed above tend to average out over large groups of researchers. At the level of individual journals, however, there may be clear and systematic biases that would lead to misleading JIFs, even if correctly calculated. In particular, any journals focussing on professional, educational or commercial applications can expect to have their value poorly represented in comparison to theoretical journals that might not have much impact outside of the academic literature. Reliance upon the JIF seems likely therefore to lead to a systematic bias in reputation in favour of journals with a theoretical orientation. In simple terms, in a mixed rank order list of journals from the same subject area, such as the Journal Citation Reports categories, the journals with a professional, applied or educational orientation may be lower down than their value would justify. Of course, other factors may also influence JIFs that may exacerbate or mitigate this, such as field norms for the amount of citations and any cross-disciplinary influences in the applied and educational research. These factors can be alleviated to some extent by introducing a much more complex calculation for new journal IFs (Moed 2010 ) but this article focuses instead on new sources of evidence to address these problems.
The web and the digitalisation of journals have made possible the calculation of new metrics for journals and articles, and this may have the potential to remedy some of the shortfalls of the JIF. This can happen in two main ways. First, because the web contains not just scholarly articles but a wider variety of public content, such as online newspapers and university class reading lists, it may be possible to gather citations from more types of document and hence capture wider types of impact, including some not captured well by the JIF. Second, it is possible to calculate indicators for how often an article is read based upon access statistics for electronic versions. This gives the potential to calculate impact in the form of readership, which could include reading to inform new research, as well as educational, commercial, education and other purposes. This article reviews studies that have investigated online metrics of this kind, whether for individual articles or for entire journals, and then discusses the potential to use this kind of evidence to help evaluate academic journals.
Online readership indicators
Perhaps the most obvious source of new information about journal articles in the electronic era is usage information: how often they are read. Publishers of journals stored online in digital libraries will be able to record how often each article is accessed or downloaded. This information is sometimes given to editors or editorial boards and may be used to produce lists of the most accessed/downloaded articles or may be displayed on information pages associated with each article. Journals that use at least one of these approaches (as ofcollection and use these statistics to evaluate them. This makes sense in the era of big deals for journals: selling groups of titles rather than individual titles. Without big deals, the bottom line for journals might be simple sales or profitability. Download information can also be used to demonstrate the value of a publication to the purchaser, especially if the download counts can be broken down by institution. In principal, it would be simple to calculate the average number of downloads per article for each journal, a download IF. In practice, there are three important problems, however.
The first problem is that access counts may not reflect reader numbers. Articles may be downloaded but not read; they may be printed and distributed to many people, such as a college class; they may be read in the print version of the journal; versions may be also read via the author's institutional repository or copy stored on their web site.
The second problem is that if the figures are used to compare journals produced by different publishers then a reliable means must be agreed to make the figures comparable. Without this, each publisher would be free to inflate their figures as much as they liked. Hence an industry standard would be needed to make download IFs feasible as a general supplement for JIFs. Two such are the Standardized Usage Statistics Harvesting Initiative (SUSHI), which is formalised standard ANSI/NISO Z39. 93-2007 93- (NISO 2011 , and the Counting Online Usage of Networked Electronic Resources (COUNTER) initiative (COUNTER 2011a). The latter certifies specific report types as being ''COUNTER-compliant'' if they meet its standards. COUNTER-compliant vendors are also subject to periodic audits. The list of compliant vendors for journal download statistics at the time of writing included many large publishers like Elsevier, John Wiley and Sons and Springer Verlag and so this seems like a promising initiative (COUNTER 2011b). In principle, usage IFs for any of the listed publishers would be comparable. A follow-on project has begun to investigate the potential for global usage IFs for journals (Shepherd 2011) . It recommended using the median rather than mean of article downloads for a journal because of skewed download distributions, amongst other things. Publisher acceptance is still a significant hurdle to overcome, however.
Finally, all downloads may not have equal value. To give an extreme example, an article mentioned in a newspaper may be frequently accessed by casual readers that never read the full text after accessing it because it is too difficult for the uninitiated to understand. In contrast, another article may be accessed by a person that uses the information to produce something of value, such as follow-up research, a commercial application, or professional guidelines. More seriously, the figures would be fairly easy to manipulate unless effective safeguards could be devised. An author may download their own articles repeatedly or make it compulsory for their students to access them, even though they were not central to any course.
A number of studies have investigated the use of access counts for scientometrics by assessing whether they can be used to predict future citations. These have shown that download counts can predict future citations, so download counts could be used as early evidence of the likely impact of articles (Brody et al. 2006; Moed 2005) and, subject to appropriate safeguards, perhaps also for journals. Significant correlations between downloads and citation counts also provide evidence that downloads tend to be academic-related in some way, rather than just random. This goes some way to justifying their use for scientometric indicators. There do not seem to have been systematic studies of articles that attract relatively many downloads compared to citations, however. These would need to give evidence that there were positive reasons why articles attracted relatively more citations than downloads to justify the claim that download indicators would be useful to supplement citation based indicators for individual articles or entire journals.
Despite the significant correlations found between citations and accesses for individual articles, at the journal level this correlation does not seem to exist. Using download statistics from nine California State University institutions, usage IFs for data collected in 2004 were found to correlate negatively with JIFs, overall (Bollen and Van de Sompel, 2008) . At the level of individual disciplines, only one out of 17 studied (education) exhibited a significant positive correlation between usage IFs and JIFs. A possible explanation for the lack of significant correlations is that the specialist interests of the community represented in this example do not fully reflect global interests, but positive correlations were found in disciplines with relatively large graduate populations and negative correlations in disciplines with relatively large undergraduate populations (Bollen and Van de Sompel 2008) . A potential conclusion from this is that journals with low IFs may tend to be more useful for undergraduate teaching than journals with high IFs. To illustrate other possible explanations, the journals Science and Nature both had low usage IFs (0.3) compared to high JIFs (31.9 and 32.2 respectively) but both market themselves extensively for individual user print subscriptions and so their readership may be underrepresented by usage IFs. For comparison, the top usage IF journal scored over twenty times higher: Topics in Early Childhood Special Education (usage IF 6.8; JIF 0.9).
A novel method to calculate usage factors is based upon the accesses of journals within a particular community, such as a group of universities (Bollen and Van de Sompel 2008) . This seems to be practical for large communities that share a common library service giving them access to the journals. If software could be developed to record accesses along with publication information about the number of articles per journal then this would allow localised JIFs to be calculated. These would have the advantage of being adapted to local conditions but would not serve the marketing needs of publishers in the way that the JIF does. Presumably localised usage IFs would be less tempting to manipulate as a result, but publishers may still need to reach agreements to provide necessary information to allow article accesses to be counted in a uniform way.
Social bookmarking indicators
An alternative to online readership indicators is to count how many people have added a given article to their online reference management software or archive. Such people seem likely to be those that have read an article and appreciate it enough to want to record it, as well as those that intend to read the article in the future-presumably because they have judged it relevant from the article title or abstract-and are recording it for this purpose. Online reference managers such as Zotero, CiteULike (Bogers and Bosch 2008) , Mendeley (Henning and Reichelt 2008) , BibSonomy and Connotea are therefore logical places to seek public evidence of the readership of articles. These offer a free online article bookmarking service with the added value of facilities for social interaction (Maxmen 2010) . This source of evidence is likely to suffer from similar biases to online readership figures, however. In particular, bookmarks may be predominantly created by students and reflect course reading lists. Moreover, articles related to social bookmarking and the social web seem likely to attract disproportionately many social bookmarks.
There is some evidence of the value of bookmark counts as an indicator of scholarly value because one study found citation counts to correlate with Mendeley bookmark counts for a set of 1,163 articles from Science and Nature in 2007 (Li et al. 2011) , although the study from 2011 found social bookmarking systems to be too rarely used to give generally useful data for individual article impact evaluation purposes. This may not be true for Despite correlations between bookmarking indictors and citation counts, some articles are highly cited but not highly bookmarked and vice versa (Bar-Ilan 2011), suggesting that bookmarks reflect a different aspect of impact to that of citations.
One final advantage of social bookmarking systems is that they seem to be open and transparent to that any manipulation of them might be easy to find. Nevertheless, because there is little or no quality control over them it is easy to conceive of legitimate ways of using them that would manipulate the results of any statistics generated from them. For instance, almost any lecturer could set their class the task of learning how to use a social bookmarking system and set them the assignment of bookmarking a set of articles of the lecturer's choice. Thus the results would be quite easy to legitimately manipulate.
Link analysis
Hyperlinks in web pages are a technical device that allows a person to move from the page that they are reading to another page by clicking on the link. Information scientists identified in the early days of the web that, like citations, hyperlinks were inter-document connections (Larson 1996; Rousseau 1997 ) and could potentially be used for citation analysis purposes. When a commercial search engine introduced a link search capability then this turned it into a citation index and the web itself into a potential source of impact evidence (Ingwersen 1998; Rodríguez and Gairín 1997) . In response to this, a number of researchers began to investigate the validity of using hyperlink counts for citation-like metrics for journals, individuals, research groups and institutions, as described below.
Outside of scientometrics, hyperlinks are widely used as evidence of the importance of documents or web sites. For instance, Google's key PageRank Algorithm (Brin and Page 1998) is explicitly motivated by citation analysis and is designed to help rank web pages matching a search. Other hyperlink-based ranking algorithms have also been developed (e.g., Kleinberg 1999) . Hyperlinks are also used as evidence of the topics of web pages (Chakrabarti et al. 1998; Chakrabarti et al. 2002; Chakrabarti et al. 1999 ) amongst other applications. Hence the value of hyperlinks is widely exploited. A consequence of the importance of hyperlinks for search engine ranking and the commercial value of search engine positioning is that there are widespread attempts to create spam links that have the sole purpose of improving the ranking of the target web sites. This has, in turn, led to the on-going development of spam-detection algorithms that use various hyperlink properties as indicators of spam or explicitly aim to detect ''link spam'' (e.g., Han et al. 2006 ). For example, TrustRank (Gyongyi et al. 2004 ) uses the link structure of the web to assign web sites a trust value: essentially the most trustworthy pages are those that are linked to from other trustworthy pages. TrustRank assumes that academic web sites are relatively trustworthy and so uses them to initialise the recursive algorithm.
Within information science, hyperlinks have been evaluated as impact indicators for universities within a country (Kousha and Horri 2004; Qiu et al. 2004; Smith 1999; Thelwall 2001; Vaughan and Thelwall 2005) , departments within a country (Li et al. 2005; Thomas and Willett 2000) and individual research groups (Barjak and Thelwall 2008) . These studies found significant correlations between counts of links to universities or departments and measures of their research productivity. Nevertheless, the correlations were stronger for larger units-i.e., strong for entire universities, weak for departments within a field and insignificant for research groups within a field. This suggests that the aggregation level is important and, since journals are relatively small, hyperlink counts seem likely to work poorly for them (Smith 1999) . This line of research also revealed that the key attractor of academic hyperlinks was the quantity of web publishing rather than its quality-with researchers producing more and better research also producing more web pages and attracting more hyperlinks (Thelwall and Harries 2004) . It also found that it is better to count in linking web sites rather than individual hyperlinks (Thelwall 2002) .
There are two logical ways to use hyperlinks to replace JIFs: to calculate the total number of hyperlinks to a journal web site, divided by a quantity representing the size of the journal or its web site, or to calculate the average number of hyperlinks received by each published article. The former is much easier but it is not clear what the best figure would be to divide the link counts by and so all research seems to have just counted total links to journal web sites. Early studies demonstrated that, within a single subject area and amongst a relatively homogeneous collection of journals, the number of hyperlinks to a journal web site correlates with its JIF (Vaughan and Hysen 2002) . This may not occur for non-homogeneous sets of journals, for example with some open access and across different subjects (Smith 1999) . Web site age is another important factor (Vaughan and Thelwall 2003) .
Despite the positive results discussed above, it seems clear that early predictions that citations will not be replaced by hyperlinks (e.g., van Raan 2001) have been confirmed in the sense that there is still no hyperlink-based IF for journals. The main reason why no serious attempt has been made to construct this is probably the ease with which hyperlinks can be manipulated and the presumption that this manipulation will occur as soon as links are used tangibly to help indicate the reputation of journals. They are used for university reputations now to some extent, not just in search engine ranking but also in the Webometrics ranking of world universities (Aguillo 2009 ). Nevertheless, practical problems with counting links to journals have increased due to the disappearance of many journals into publishers' web sites and their accessing online from within subscription-based services. As a result of this, there seems to be little need for independent web sites for journals and for scholars to link to such web sites.
Web citations
One way in which to construct an IF with a wide range of coverage of types of impact would be to count citations not just from academic journals but from the entire web. Since the web contains commercial, academic, governmental and other information, such an IF would encompass types of impact ignored by the academic-based JIF. Some research has attempted to mimic the JIF using web data in this way, leading to promising results. The term web citation has been coined to mean a reference to a specific academic article from within a web page. Web citations can typically be searched for by constructing appropriate queries and submitting them to search engines. For example, such a query might contain the article title as a phrase search, together with the publication year and first author's name.
Web citations for articles in individual journals, as described above, have been shown to correlate significantly with traditional Web of Science citations for many disciplines (Kousha and Thelwall 2007; Shaw 2003, 2005) . A web citation-hyperlink hybrid measure, URL citations, has also been shown to correlate significantly with citations (Kousha and Thelwall 2007) . Some studies have gone further and only counted web citations from specific types of documents, such as online presentations , online syllabuses , digitised books (Kousha and Thelwall 2009) , and blogs (Kousha et al. 2010) , all showing significant correlations with citation counts. The significant correlations give evidence that the different types of web citation counts are related to academic impact, but the correlations are typically not high and so it is also reasonable to hypothesise that the different sources might give indicators for somewhat different types of impact. For example, the study of online citations to journal articles from digitalised books via Google Book Search found that some articles had a high book-based impact, despite a moderate journal-based impact (Kousha and Thelwall 2009 ). This may be particularly true for humanities-oriented articles due to the importance of books in the humanities.
Many researchers have employed an implicit type of web citation by using Google Scholar to calculate citation counts to articles (Jacsó 2005; Mayr and Walter 2007; Meho and Yang 2007; Vaughan and Shaw 2008) . The results correlate significantly with Web of Science citations (Kousha and Thelwall 2007) and incorporate a range of source documents, including, but not limited to, publishers' digital libraries. This is effectively a hybrid web/journal database source, but seems to be heavily focused on academic sources and does not permit automatic searching in a way that would be necessary for automatic IF calculations for journals, unless provided by Google.
On the surface, the different kinds of web-based citation counts have great potential to be used as alternatives to the JIF. Nevertheless, there are two problems. First, with the exception of the Google Book Search citation counts, all the above sources can easily be manipulated, if adopted for widely disseminated IFs. Second, large-scale web citation counting would be time-consuming to do well because it does not seem possible to automatically construct the search engine queries that would be necessary. For example, it might not be possible to construct an effective query for a journal article with a short, common title (e.g., Atoms) and a common author name (e.g., J. Smith), especially taking into account that any citation could be written in a number of different standard citation formats.
Twitter
Twitter seems to be a logical place to identify scholarly impact because it is used to recommend articles that they have read and some scholars believe that such citations reflect scholarly impact (Priem and Costello 2010) . Moreover, there is empirical evidence that citations in twitter correlate with later citation impact for one journal (Eysenbach 2011) . There are two practical problems with using Twitter for impact metrics, however. First, as with most web data, it has the potential to be manipulated and may be affected by spam. Second, and more specific to Twitter, the restriction on text message lengths to 140 characters is insufficient for complete references in most cases and even hyperlink identification is not straightforward because of the use of short encoded bit.ly and other URLs.
It is possible to circumvent the practical problems with Twitter citations in some ways, but some of them are not scalable. For instance, the problems of spam and identifying relevant tweets can be avoided by manual content analysis of the tweets of selected individual scholars (Priem and Costello 2010) . Scholarly-relevant and presumably spamfree tweets can also be gathered by monitoring specific academic hashtags, such as those for conferences . More generally, datasets of scholarly tweets can, in theory, be collected via queries for lists of scientific twitter users, scientific hashtags or general search terms . Of these, the first two seem to be the most practical but both would rely upon large lists of users or hashtags, which seem impossible to create automatically and may need too much human time to create.
Assuming that relevant tweets have been identified, citations would need to be extracted. A recommendation for a specific article seems likely to be in the form of an URL or an indirect short description, such as ''the article by X in the current Nature'' or ''the bioflavonoids article in the 12(4) issue of Food Hygiene'', or even ''library searching article! #jasist''. The simplest solution would be to collect only tweets that mention a specific journal's hashtag and ignore all other Twitter citations. This would give a clear advantage to journals with simple and well-used hashtags however, and also would not stop the spam problem. Alternatively, only tweets containing URLs of published articles could be counted. Since URLs are typically encoded, this approach would need to be combined with a large scale harvesting of Twitter. This is necessary because the URLs could only be found by decoding the short URLs in all tweets to find the ones relevant to journal articles. This approach has been successfully used for one online journal (Eysenbach 2011) but for a large-scale analysis, significant manual work would be needed to start with to identify the URL structures of all journals to be assessed. This method would presumably favour online journals and journals with simple URL structures that readers would feel comfortable to forward. For other journals, readers may be more likely to reference an article in other ways than including an URL.
Twitter citation counting seems to be practical, given a source of funding for identifying journals' URL structures, but the metric produced is likely to be particularly easy to manipulate, for example through false Twitter accounts, and its likely bias towards online journals seems unavoidable.
Discussion and conclusions
As mentioned above, an important principal with indicator development is that when an indicator becomes widely recognised, there are likely to be attempts to manipulate it. When manipulation occurs for JIFs by journal editors promoting journal self-citations, it can be caught by calculating journal self-citation rates and then sanctions can be instigated (Davis 2011) . In contrast, any web-based data seems likely to be easy to manipulate and this could even be cheap, as has been shown by the search engine optimization industry. This industry is also experienced at avoiding detection and so it seems that detecting manipulation attempts could not be easily automated and would therefore be expensive to attempt. This seems to rule out all IFs using open web data, including those based upon hyperlink counts and various types of web citation counts. The two possible exceptions are download IFs and IFs using book citations in Google Book Search.
Any IF relying upon Google Book Search would presumably need support from Google to implement and would be based upon a large number of queries to check for book citations of articles-one per published article. These queries would also need to be supported by human checking for cases when appropriate queries cannot be constructed.
The results seem likely to be of particular value to humanities-oriented journals in subject areas combining humanities research and social science research, such as the library and information science discipline. This is because they would help to offset the JIF advantage of social science journals compared to humanities-oriented journals. A limitation of book-based IFs, however, is that books can be slow to write and publish compared to journal articles and so book-based journal IFs would need to cover a longer publication period-perhaps five years by default instead of two-and would be less responsive to changes over time as a result. If this approach was adopted then checks against manipulation would also be needed. In particular, citations from vanity publishers and university in-house publishing may need to be examined particularly closely or excluded. This idea would need the backing of a likely beneficiary to succeed-perhaps Google, benefitting from the publicity, or a national humanities funding council seeking to protect its research area.
Download IFs can also be manipulated to some extent. This manipulation could be direct in the form of authors or editors repeatedly downloading their own articles, or instructing students or others to do the same for them. It could also be indirect with a trick used by viruses (Provos et al. 2008 ): using iFrames in unrelated web pages to get browsers to download specified articles without the user being aware of it. One protection for download statistics is that they are more numerous than citations and hence more need to be faked to have an impact. On the other hand, faking a download is much easier and less traceable than creating a citation in a published journal article. Another practical challenge for the creation of a general download IF for science is the need for publisher and distributor co-operation to ensure reasonably accurate and comparable download statistics. Projects like COUNTER and SUSHI, described above, seem to have made this a distinct possibility for the future. Intuitively, usage IFs seem to be problematic, however, because of the commercial competition involved and the need for publisher co-operation to generate comparable statistics. Another possible avenue is the development of localised download-based IFs for journals, calculated for specific digital library systems. This seems possible because the localised nature would make them less tempting to manipulate and the existence of such tools could be a marketing aid for the digital library, with the publishers hence supporting the software creation necessary to produce them. Such regionalised IFs may even be combined across multiple similar sites (e.g., universities) to create national or even international aggregated versions-although limited by only being comparable between journals within a specific supplier.
Finally, an alternative approach would be to employ a reasonably large set of altmetrics with the belief that it would be harder to manipulate multiple metrics if there were enough of them. There seems to be a wide potential to create different altmetrics and so this is a possibility but seems undesirable for several reasons. Creating a large number seems likely to increase the overall creation effort whilst reducing the time spent on each individual metric. Each individual metric may therefore be weaker and easier to manipulate as a result, unless the creation effort could be distributed in some way.
In conclusion, whilst there is a clear case for the value of web-based metrics in creating IFs for journals that would capture wider types of impact than that of the current JIFs, there are practical problems that seem to rule out most initiatives. The two approaches that seem possible, albeit with a limited scope of application for both and with financial backing needed to implement them, are book citations via Google Book Search, and localised download IFs.
