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Resumen
Este documento da una visión global del proceso de desarrollo seguido para la implementación
de sistema de monitorización de accesos a ficheros AccessFS.
Para ello se hará un análisis de las diferentes herramientas disponibles, así como las bibliotecas
que serán utilizadas durante el desarrollo sopesando ventajas e inconvenientes.
Se explicará el proceso de análisis de requisitos realizado, así como la implementación final-
mente ejecutada para cumplir estos requisitos, y todo el proceso de desarrollo en si mismo.
Por ultimo se hará un análisis final de la solución, tanto técnica como de consecución de los
objetivos marcados.
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CAPÍTULO 1
Introducción
1.1 Motivación
A día de hoy, cada vez existe más y más software, y cada vez más y más capas de abstracción
sobre nuestro hardware o nuestros datos, de modo que dada vez sentimos una sensación de
menor control y no tenemos una percepción realista de lo que esta pasando. Además, de este
modo se hace más difícil la conexión entre la formación de los conceptos de bajo nivel con las
tecnologías actuales, muy abstraídas de las bases.
Un ejemplo de esto son los sistemas actuales de acceso a datos donde podemos encontrar por
ejemplo, una primera capa de abstracción que es el ORM, bajo la cual nos encontramos las
bibliotecas de acceso a base de datos, bajo la cual nos encontramos el protocolo de conexión
al servidor de bases de datos, bajo la cual nos encontramos toda la interpretación de consultas,
bajo la cual nos encontramos una serie de bases de datos clave valor, bajo las cuales nos encon-
tramos una serie de ficheros, que a su vez están almacenados sobre un sistema de ficheros que
definitivamente escribe en los bloques del disco.
Esta cantidad extremadamente alta de abstracción complica, durante el proceso de aprendizaje,
establecer la conexión real que existe entre, por ejemplo, mi petición al ORM y la lectura de
los datos desde un bloque del disco duro.
Este proyecto nace motivado por la necesidad de herramientas adecuadas que permitan entender
mejor el comportamiento de las aplicaciones, y más concretamente, su comportamiento en el
accesos a ficheros. Estas herramientas en la actualidad no existen.
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1.2 Objetivos
El objetivo principal del proyecto es el desarrollo de un sistema que permita la monitorización
de operaciones de lectura y escritura realizadas por las aplicaciones. Este sistema debe permitir
saber cuantas veces se accede a que bloques del fichero y para que (lectura o escritura). El
sistema debe ser lo suficientemente eficiente, como para que su uso se pueda hacer de manera
razonable.
Uno de los objetivos secundarios es que el software resultante sea utilizable de manera sencilla
en el ámbito docente, por este motivo, deberá tener una interfaz clara y sencilla, que permita a
los estudiantes ver la información gráficamente.
Otro objetivo secundario seria la extensibilidad y posibilidad de reutilizar los datos obtenidos,
es decir, intentar que el acceso a la información almacenada pueda realizarse de un modo
razonable por cualquier programador que quiera extender la funcionalidad.
1.3 Estructura de la memoria
La memoria del proyecto se compone en una serie de capítulos que paso a describir a continua-
ción:
Capitulo 1: Una introducción que describe brevemente la motivación del proyecto, los
objetivos que espera cumplir y la estructura de este documento.
Capitulo 2: Análisis de las posibles soluciones actuales al problema y el porque estas
han sido descartadas. Además se analizan las diferentes tecnologías evaluadas y usadas
finalmente el proyecto.
Capitulo 3: Documentación de Análisis, explicación del diseño e implementación del
proyecto, e instrucciones de implantación y uso básico.
Capitulo 4: Evaluación del resultado del proyecto.
Capitulo 5: Documentación de planificación del proyecto y estimación de costes y tiem-
po.
Capitulo 6: Conclusiones sobre el proyecto una vez terminado.
Capitulo 7: Un análisis sobre las posibles mejoras del proyecto y vías futuras de desarro-
llo o las diferentes aplicaciones potenciales de la tecnología del proyecto.
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Capitulo 8: Glosario de términos y referencias.
En cada capitulo he tratado de dar un orden temporal a los contenidos de modo que muestren
el recorrido que he ido haciendo a lo largo del proyecto y las decisiones que he ido tomando.
1.3. Estructura de la memoria 7
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CAPÍTULO 2
Estado del arte
2.1 Introducción
Este capitulo da una visión del proceso de análisis, selección y descarte de las diferentes tec-
nologías para el proyecto, empezando por las herramientas que directamente podrían cumplir
con los objetivos, y siguiendo con las tecnologías en las que me apoyaré finalmente para la
realización del proyecto.
Las decisiones sobre las tecnologías a utilizar las basaré en los siguientes criterios ordenados
por prioridad de mayor a menor:
Ajuste a las necesidades del proyecto.
Conocimientos previos.
Facilidad de desarrollo.
Preferencias personales.
2.2 Alternativas actuales
Antes de empezar el desarrollo busco alternativas que puedan cubrir las necesidades del pro-
yecto y de este modo evitar implementar un software nuevo, encuentro varias aplicaciones que
cubren parcialmente las necesidades, a continuación paso a detallar que software se valoro y
mis conclusiones sobre el mismo.
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2.2.1 Inotify
La primera opción que encuentro para cumplir los objetivos del proyecto es Inotify, una biblio-
teca que nos permite obtener información sobre el acceso a los inodos del sistema de ficheros.
Su funcionalidad es muy sencilla, le pedimos al sistema que monitorice un determinado fichero
o directorio, y este notifica de los eventos que ocurren en cada inodo.
Inotify es capaz de monitorizar eventos como la lectura, modificación, borrado, apertura, cerra-
do, etcétera. En cualquier caso, esta monitorización siempre se da a nivel de inodo.
En la figura 2.1 podemos ver un ejemplo de monitorización de Inotify para ilustrar las carencias
del mismo, el comando utilizado para monitorizar es inotifywait -m -r . y el comando utilizado
para generar los eventos es (dd if=/dev/zero of=fichero-16K bs=4096 count=4).
Figura 2.1: Traza obtenida al usar inotifywait mientras se modifica un fichero con dd.
El problema que me encuentro, es que los eventos que se dan en la modificación del inodo no
son relevantes para lo que requiere el proyecto. Una operación de escritura puede lanzar un
evento de un inodo, pero aun así el evento carece de la información de que bloques han sido
modificados, y las operaciones de lectura como tal, no necesariamente generan un evento por
acceder al inodo, ya que es posible que solo necesiten leer el bloque de datos.
Esta opción es descartada al poco tiempo de empezar a analizar la funcionalidad de Inotify,
ya que es evidente que el objetivo de la misma difiere significativamente con los requisitos del
proyecto.
2.2.2 Strace
La segunda opción que encuentro para solventar el problema es Strace, una herramienta que
nos muestra las llamadas al sistema (syscalls) hechas por una determinada aplicación. Esta
opción parece tener las funcionalidades necesarias para cubrir nuestro objetivo, pero no me
aporta toda la información necesaria para cada llamada, y añade mucha más información de la
que requerimos. Además carece de un medio de visualización gráfica adecuado.
Por otro lado, el planteamiento de strace es a nivel de aplicación, es decir, muestra todas las
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llamadas que hace una o varias aplicaciones, esto hace poco controlable los datos a examinar,
muchas veces queremos saber a que partes de un fichero determinado a accedido una aplicación,
y no nos importan las lecturas que haga de sus bibliotecas o archivos de la propia aplicación.
Esto da lugar a un comportamiento menos versátil a la hora de decidir que monitorizar.
Además, strace carece de un sistema de visualización gráfica de los resultados, de modo que
podamos ver de manera sencilla que llamadas se han hecho y que bloques se han leído o escrito.
En la figura 2.2 podemos ver un ejemplo de traza de Strace para ilustrar las carencias del mismo,
el comando utilizado es (strace dd if=/dev/zero of=fichero-16K bs=4096 count=4), y la parte
relevante de la traza es:
Figura 2.2: Traza obtenida al usar strace mientras se modifica un fichero con dd.
El ejemplo 2.2 deja claro que podemos ver que se realizan lecturas y escrituras de bloques,
pero no vemos que bloques se leen, o escriben, los tiempos que ha tardado, tampoco se ob-
tiene directamente el pid, uid, gid... Como una posible solución mínima podría servir, pero en
cualquier caso no cubre las necesidades del proyecto.
A pesar de que strace tiene un comportamiento bastante adecuado, y se ajusta relativamente
bien al problema, las carencias claves de falta de información y de una interfaz de visualización
adecuada me han hecho descartarlo como opción.
2.2.3 BlkTrace
La tercera opción que he evaluado para solventar el problema es BlkTrace, una herramienta
analiza los accesos IO a un dispositivo de bloques. Esta opción tiene ciertas ventajas como la
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realización de una análisis estadístico propio, y una cantidad ingente de información sobre el
acceso al dispositivo.
Uno de los problemas que encuentro en el uso de esta aplicación es la necesidad de monitorizar
por dispositivo de bloques, además que no existe una relación sencilla entre los ficheros y los
bloques de datos a los que se accede.
En la figura 2.3 podemos ver un ejemplo de traza de BlkTrace para ilustrar las carencias del
mismo, el comando utilizado para monitorizar es btrace /dev/sda y el comando utilizado para
generar los eventos es (dd if=/dev/zero of=fichero-16K bs=4096 count=4), y el resultado de la
ejecución es:
Figura 2.3: Traza obtenida al usar blktrace mientras se modifica un fichero con dd.
El ejemplo 2.3 deja claro que la información que nos aporta es muy interesante, pero no cumple
los objetivos del proyecto, no podemos extraer la información pormenorizada de a que ficheros
se accede concretamente.
A pesar de que BlkTrace es una herramienta tremendamente útil para entender el acceso a blo-
ques, no se ajusta bien al problema, ya que queremos monitorizar por fichero y con información
rica al respecto. Por estos motivos lo he descartado como opción.
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2.2.4 Conclusión
Tabla 2.1: Evaluación del software existente para cumplir con los objetivos del proyecto
Aplicación Requisitos cumplidos Requisitos no cumplidos
Inotify
rendimiento
monitorización por fi-
chero
monitorización por
aplicación
interfaz amigable
monitorización de blo-
ques de datos
Strace
rendimiento
monitorización por fi-
chero
monitorización por
aplicación
interfaz amigable
monitorización de blo-
ques de datos
BlkTrace
rendimiento
monitorización de blo-
ques de datos
lenguaje
lenguaje
interfaz amigable
monitorización por fi-
chero
monitorización por
aplicación
Como podemos ver en la tabla 2.1, ninguna de las herramientas analizadas cumple con el
requisito de tener una interfaz amigable, pero además de eso, carecen de características básicas
y esenciales para la finalidad del proyecto, que es por ejemplo, en el caso de Inotify y Strace la
monitorización a nivel de bloques de disco, o en el caso de BlkTrace la capacidad de diferenciar
entre diferentes aplicaciones o ficheros.
Debido a esto, se evidencia la necesidad de un nuevo desarrollo para implementar el nivel de
monitorización que queremos y la interfaz amigable que se espera del proyecto.
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2.3 Tecnologías escogidas
Una vez decidido que tenemos que desarrollar un nuevo software para cumplir con los objetivos
del proyecto, hago un análisis de las posibles tecnologías a usar en el mismo.
A continuación mostrare, en orden cronológico, las tecnologías que me he planteado, y los
motivo de por los que finalmente he escogido unas y no otras.
2.3.1 Bibliotecas de desarrollo de sistema de ficheros
La primera elección tecnológica que he tenido que hacer es decidir como desarrollo el sistema
de ficheros, existen dos opciones interesantes, un modulo del kernel o un sistema de ficheros
FUSE.
Modulo del kernel de Linux
El modulo del kernel seria el modo tradicional de solventar este problema, ya que esta era la
única forma que existía en el pasado.
La principal ventaja sería el alto rendimiento que da, ya que al estar implementado en el Kernel
tendría acceso directo al hardware.
Las desventajas son múltiples:
Estaría limitado a un único lenguaje de programación C, impidiendo hacer prototipado
rápido en otro lenguaje, o implementar en un entorno en el que disponga de una mayor
experiencia.
El entorno de desarrollo del kernel de linux es complejo, las herramientas de debug,
profiling y desarrollo son escasas y de mayor complejidad de uso que las disponibles en
espacio de usuario.
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Estaría limitado a las bibliotecas expuestas por el propio kernel, y no podría acceder
a ninguna de las bibliotecas disponibles en espacio de usuarios, como pueden ser las
bibliotecas de acceso bases de datos (importantes para este proyecto).
Sistema de ficheros FUSE
Figura 2.4: Diagrama de funcionamiento de FUSE
Imagen obtenida en https://commons.wikimedia.org
FUSE es una biblioteca de desarrollo de sistemas de ficheros orientado al espacio de usuario.
Desarrollado originalmente para soportar AVFS (A virtual file system) se separo en un proyecto
independiente y en la actualidad se usa para más de 50 sistemas de ficheros. FUSE, como
podemos ver en la figura 2.4 se divide en la biblioteca y un conjunto de herramientas que
funcionan en espacio de usuario, y un modulo del kernel de Linux, que es el que hace de
intermediario entre el kernel y nuestra implementación de sistema de ficheros.
Entre sus ventajas destacan la independencia del lenguaje, ya que es posible desarrollarlo en
cualquier lenguaje que tenga bindings para la biblioteca (Prácticamente todos los lenguajes de
uso general, tienen algún binding para esta biblioteca). Esto es clave para otra de las ventajas,
que es la velocidad de desarrollo, ya que el uso de lenguajes dinámicos como Python o php
permiten una velocidad de desarrollo mayor.
Por otro lado, al tratarse de aplicaciones en espacio de usuario, disponemos de todas las biblio-
tecas del sistema y no solo aquellas que están disponibles en el kernel de linux. Además de las
bibliotecas, las herramientas de debug, profiling, testing, etcétera, son más fáciles de encontrar
y usar en el espacio de usuario.
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Como principal inconveniente a destacar es un rendimiento menor por la sobrecarga inherente
a la separación en capas que establece FUSE.
Conclusión
Tabla 2.2: Tabla comparativa de bibliotecas de desarrollo de sistemas de ficheros
Alternativa Ventajas Inconvenientes
Sistema de Ficheros Kernel
rendimiento bibliotecas
herramientas
lenguaje
Sistema de Ficheros FUSE
bibliotecas
herramientas
lenguaje
rendimiento
En la tabla 2.2 podemos ver que FUSE tiene un coste superior en rendimiento. A pesar de
esto, el número de ventajas que aporta esté, como podemos observar en la tabla, es bastante
importante, y sopesando el esfuerzo mucho mayor de desarrollo asociado a la implementación
de módulos del kernel, y teniendo en cuenta que optimizando en otros puntos el sistema de
ficheros aun seria usable y cumpliría correctamente su función, he escogido FUSE.
2.3.2 Lenguaje de programación
Una vez decidido que iba a ser un sistema de ficheros FUSE, tengo que escoger entre los len-
guajes disponibles para esta biblioteca, y consideré un serie de lenguajes de uso muy común y
que al menos hubiera utilizado alguna vez. Esto me dio como resultado una lista de 5 lenguajes,
C, Java, Python, PHP y Node/JS.
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Python
Python es la primera opción que valoro ya que es uno de los lenguajes con los que me siento
más cómodo. Es un lenguaje de propósito general, con una sintaxis muy agradable, permitiendo
hacer desde pequeñas aplicaciones a grandes desarrollos.
Tiene un gran número de bibliotecas incluidas en el propio interprete y un repositorio de bi-
bliotecas externas (Python Package Index) muy extenso.
La velocidad de desarrollo de este lenguaje, como el de otros lenguajes de scripting es mucho
mayor que lenguajes compilados como C o Java.
Uno de los puntos débiles de Python es su velocidad de ejecución, ya que al ser un lenguaje
interpretado no puede alcanzar en rendimiento a lenguajes como C, C++ o Java.
PHP
PHP es un lenguaje que he utilizado durante muchos años y por tanto, me parece apropiado
valorarlo. Es un lenguaje orientado principalmente al desarrollo web, pero puede ser utilizado
en herramientas de sistema.
Tiene un gran número de bibliotecas integradas en el propio lenguaje y un par de repositorios
de bibliotecas (Pear y Pecl) con muchísimos módulos.
Además al igual que en el caso de Python, al tratarse de un lenguaje de scripting la velocidad
de desarrollo también es muy alta.
Por otro lado, al igual que Python, la velocidad de ejecución de PHP es mucho menor que la de
lenguajes compilados. Además tiene algunas carencias importantes como el hecho de que no
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es trhead-safe.
Node/JS
El último lenguaje de scripting que valoro es Javascript utilizando nodejs ya que con este len-
guaje me siento relativamente cómodo. Es un lenguaje que se ha utilizado durante muchos años
en el desarrollo web, pero que esta cogiendo cada vez más fuerza en entornos de escritorio y
sistemas.
Es un lenguaje que dispone de muchísimas bibliotecas instalables a través del gestor de software
npm.
Como lenguaje de scripting el desarrollo es muy rápido, no así su ejecución que no puede
enfrentarse a lenguajes como C o Java.
Java
Java es un lenguaje con el que no me siento especialmente cómodo, he hecho algunas cosas
con él, pero nunca me ha resultado agradable ni cómodo su uso.
Es un lenguaje muy utilizado, con una fuerte orientación a objetos.
La cantidad de bibliotecas existente es enorme, y muchas de ellas están disponibles a través del
gestor de software maven.
El desarrollo con Java es más lento que con lenguajes dinámicos como PHP o Python ya que
hay que incluir el proceso de compilación en cada prueba y se requiere más código para obtener
el mismo resultado.
Es muy rápido en ejecución, pero tiene un consumo de memoria bastante alto y el arranque del
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mismo es lento al tener que cargar la maquina virtual.
C
C es otra de las opciones barajadas, me encanta como lenguaje por su pequeño tamaño, pero
la gestión de memoria y su bajo nivel de abstracción hacen de él un lenguaje complicado de
utilizar.
Es un lenguaje que dispone de un enorme número de bibliotecas aunque no están gestionadas a
través de ningún repositorio como tal (normalmente delegan la distribución de estas bibliotecas
a cada sistema operativo).
El desarrollo en C es lento, complicado y propenso a errores, debido principalmente a su bajo
nivel de abstracción, y a la necesidad de gestionar correctamente la memoria.
Es muy rápido tanto para la ejecución como para el arranque, y el consumo de memoria, si se
hace correctamente, es mínimo.
Conclusión
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Tabla 2.3: Tabla comparativa de lenguaje de programación
Alternativa Ventajas Inconvenientes
Python
Desarrollo rápido
Muchas bibliotecas
Orientado a objetos
rendimiento
PHP
Desarrollo rápido
Muchas bibliotecas
Orientado a objetos
rendimiento
Node/Javascript
Desarrollo rápido
Muchas bibliotecas
Orientado a objetos
rendimiento
Java
Muy utilizado
Muchas bibliotecas
Orientado a objetos
Desarrollo lento
Consumo de memoria
C
Rendimiento
Muchas bibliotecas
Consumo de memoria
Desarrollo lento
Sin orientación a obje-
tos
Con una lectura rápida de la tabla 2.3, vemos que la decisión principal es o un lenguaje diná-
mico sacrificando rendimiento, o un lenguaje estático sacrificando velocidad de desarrollo.
Mi primera elección fue Python, ya que lo considero un lenguaje extremadamente ágil para
el desarrollo, pero poco después me di cuenta de que una de las limitaciones principales del
sistema de ficheros seria el rendimiento, y por tanto debía intentar optimizar en la medida de
lo posible, lo cual me llevo al uso de C como lenguaje de programación. A pesar de que C no
integra orientación a objetos, existen bibliotecas que la implementan, por lo tanto, realmente
mi opción final es C orientado a objetos con las bibliotecas GObject.
Concretamente, el compilador será el GNU C Compiler y el estándar de C utilizado sera C-99
por cuestiones de compatibilidad.
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2.3.3 Almacenamiento
Una vez tuviéramos el sistema de ficheros desarrollado era necesario almacenar la información
en algún lado, así que me toca decidir que sistema de almacenamiento usar, las principales
opciones que barajo son SQLite, BerkeleyDB, TokyoCabinet y un formato propio.
SQLite
Como opción SQL ligera y orientada a fichero me planteo SQLite, la cual es una base de datos
muy cómoda y sencilla que permite hacer consultas SQL, además de aportarme toda la gestión
de índices de manera automática.
El principal problema es que la sobrecarga que implica el uso de SQL hace que su rendimiento
sea peor que otras opciones.
BerkeleyDB
BerkeleyDB es también una alternativa interesante, ya que es una base de datos clave valor, con
muchísima funcionalidad, entre ellas, la gestión de los indices.
El problema es que es una solución más compleja de aprender y utilizar que otras opciones
disponibles.
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TokyoCabinet
TokyoCabinet, al igual que BerkeleyDB, es una base de datos clave valor, pero la cantidad de
funcionalidad de que dispone es menor, siendo así una opción sencilla y fácil de aprender.
Además de aportar un entorno relativamente sencillo, aporta una documentación muy buena y
clara.
Como desventaja, no tiene características que tiene BerkeleyDB o SQLite, como la gestión de
índices.
Formato propio
Por último, esta la opción de definir yo mi propio formato, esta opción es la mas compleja de
todas, y además la posibilidad de que el rendimiento o la estabilidad sea menor que el de las
opciones ya existente es muy alto.
22 Capítulo 2. Estado del arte
Sistema de fichero para monitorizacion de acceso: AccessFS
Conclusión
Tabla 2.4: Tabla comparativa de sistemas de almacenamiento de datos
Alternativa Ventajas Inconvenientes
SQLite
SQL
Índices
Rendimiento
BerkeleyDB
Rendimiento
Muy potente
Complejo
TokyoCabinet
Rendimiento
Bien documentado
Sencillo
No tan potente
Formato propio
Adaptabilidad
Alto rendimiento
Complejidad
Coste de desarrollo
Falta de madurez
Como podemos ver en la tabla 2.4 SQLite tiene problema de rendimiento y por tanto la descar-
to, y la opción del formato propio es muy compleja e inmadura, por lo que también la descarto.
La decisión está entre BerkeleyDB y TokyoCabinet, así que escojo TokyoCabinet por la sim-
plicidad de su interfaz, ya que la interfaz de BerkeleyDB a pesar de dar una mayor potencia, es
más compleja.
2.3.4 Sistema de construcción
Al empezar a escribir mi programa, me he dado cuenta que necesito alguna herramienta para
construir el proyecto, es decir, alguna herramienta que permitiera compilar todos mis ficheros
con las opciones adecuadas y recompilando solo lo necesario. En este ámbito existen bastantes
aplicaciones que cubren la necesidad, pero me centro en las más conocidas o con las que había
tenido algún contacto antes, estas son:term:Autotools, Ant, CMake y Scons.
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Autotools
Autotools sin duda es una de las herramientas más extendidas de construcción de software y
sobretodo para software escrito en C, por lo tanto, en principio se ajusta a mis necesidades,
pero tiene una arquitectura bastante compleja y se hace difícil empezar a usarlo, tiene una
pronunciada curva de aprendizaje que otros no.
Es un software que lleva funcionando bien muchos años y esta muy probado, por lo tanto,
no debería dar problemas más allá de las propias problemáticas normales de los sistemas de
construcción de software.
Ant
Ant es un software de construcción especialmente pensado para software Java, pero que puede
ser usado en todo tipo de proyectos. Es un software bastante potente, y que en funcionalidad
cubre las necesidades del proyecto, pero su formato de fichero es XML, que es ideal si se
integra con nuestro IDE, pero lo hace más incomodo si no es así. En mi caso, al estar usando
Vim como editor de código, esto me supone un problema.
CMake
CMake es una alternativa al software Autotools, con una sintaxis mucho mas clara y sencilla,
y utilizable en una amplia variedad de lenguajes. Esta muy maduro y se utiliza en muchísimos
proyectos, algunos de ellos bastante grandes como puede ser KDE o MySQL.
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Scons
Scons es una alternativa al software Autotools, con una sintaxis basada en Python, y con una
arquitectura basada en plugins que permite uso para amplia variedad de lenguajes. Es muy
sencillo empezar a usarlo y permite empezar a construir software con muy poca configuración.
Conclusión
Tabla 2.5: Tabla comparativa de sistemas de construcción de software
Alternativa Ventajas Inconvenientes
Autotools
Maduro
Potente
Muy utilizado
Muy complejo
Difícil empezar
Ant
Maduro
Potente
Muy utilizado
XML
Orientado a Java
CMake
Maduro
Potente
Sencillo empezar
Scons
Maduro
Potente
Sintaxis Python
Sencillo empezar
Poco utilizado
En la tabla 2.5, las únicas dos opciones que en las que no encuentro desventajas significativas
son CMake y Scons, mi elección en este caso es Scons, principalmente por dos motivos, el
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primero es que su sintaxis es código Python, que ya conozco y domino bien, y en segundo
lugar, que ya he usado Scons con anterioridad y estoy contento con sus resultados.
2.3.5 Toolkit gráfico
Al terminar el sistema de ficheros empezaré con la interfaz gráfica de usuario, y nuevamente
tendré que tomar una decisión, las bibliotecas gráficas a utilizar. Tengo tres toolkits gráficos
como opciones destacables: GTK, QT y WxWidgets.
GTK
Gtk es el toolkit gráfico del escritorio Gnome. Es muy potente y versátil, y permite hacer
aplicaciones complejas como demuestra la cantidad de aplicaciones ya existente desarrolladas
con este toolkit. Ya he desarrollado algunas aplicaciones con GTK y me encuentro cómodo con
estas bibliotecas.
Para ver el aspecto que puede tener una aplicación GTK, tenemos un ejemplo en la figura 2.6,
como es un escritorio, como podemos ver en la figura 2.5. GTK además se ha utilizado en otro
tipos de entornos, como puede ser móvil (2.7) o tablet (2.8).
QT
Qt es el toolkit gráfico de KDE. Es muy potente y versátil, y existe aplicaciones muy com-
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Figura 2.5: Escritorio basado en el toolkit GTK (Gnome)
Imagen obtenida en https://www.gtk.org
Figura 2.6: Aplicación que usa el toolkit GTK (Inkscape)
Imagen obtenida en https://www.gtk.org
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Figura 2.7: Aplicación móvil que usa el toolkit GTK (En OpenMoko)
Imagen obtenida en https://www.gtk.org
Figura 2.8: Escritorio para tablet que utiliza el toolkit GTK (Maemo)
Imagen obtenida en https://www.gtk.org
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plejas usando este toolkit gráfico, lo que demuestra sus capacidades. Nunca he desarrollado
aplicaciones con las bibliotecas QT, por lo tanto no me siento especialmente cómodo con ellas.
Para ver el aspecto que puede tener una aplicación QT, tenemos un ejemplo en la figura 2.10,
como es un escritorio, como podemos ver en la figura 2.9. QT además se utiliza en otro tipos
de entornos, como puede ser móvil (2.11) o tablet (2.12).
Figura 2.9: Escritorio basado en el toolkit QT (KDE)
Imagen obtenida en https://www.kde.org
Figura 2.10: Aplicación que usa el toolkit QT (Kate)
Imagen obtenida en https://www.kde.org
WxWidgets
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Figura 2.11: Aplicación móvil que usa el toolkit QT (QtHangman)
Imagen obtenida en https://play.google.com
Figura 2.12: Escritorio para tablet que utiliza el toolkit QT (Plasma Active)
Imagen obtenida en https://www.kde.org
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WxWidgets es un toolkit gráfico multiplataforma. Su principal ventaja es que se adapta al
aspecto de cada sistema pareciéndose más al resto de las aplicaciones. Además de esto, es
un toolkit maduro y muy versátil que permite desarrollar aplicaciones complejas. Tampoco he
desarrollado nunca con WxWidgets, por lo que no me siento especialmente cómodo con esta
opción.
Como ejemplo interesante, podemos ver la misma aplicación ejecutándose sobre Windows
(2.13), Linux (2.14) y Mac OS X (2.15).
Figura 2.13: WxWidgets ejecutándose en Windows
Imagen obtenida en https://www.wxwidgets.org
Figura 2.14: WxWidgets ejecutándose en Linux
Imagen obtenida en https://www.wxwidgets.org
Conclusión
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Figura 2.15: WxWidgets ejecutándose Mac OS X
Imagen obtenida en https://www.wxwidgets.org
Tabla 2.6: Tabla comparativa de toolkits gráfico
Alternativa Ventajas Inconvenientes
GTK
Multiplataforma
Multilenguaje
Muchos widgets
Extensible
Maduro
QT
Multiplataforma
Multilenguaje
Muchos widgets
Extensible
Maduro
No lo conozco bien
WxWidgets
Multiplataforma
Multilenguaje
Muchos widgets
Extensible
Maduro
Aspecto integrado en
cada sistema operativo
No lo conozco bien
En la tabla 2.6 que las diferencias entre ventajas e inconvenientes no son muy notables, y no
son especialmente relevantes para el proyecto en este caso, la decisión la he tomado por la
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experiencia que tengo en el desarrollo de aplicaciones GTK en el pasado.
2.3.6 Resumen de elecciones
Tabla 2.7: Tabla de eleccion de bibliotecas
Alternativa Elección Motivos
Biblioteca de Sistema de fi-
cheros
FUSE Simplicidad
Herramientas
Lenguaje de programación
C Rendimiento
Sistema de almacenamiento
TokyoCabinet Simplicidad
Rendimiento
Documentación
Sistema de construcción
Scons Simplicidad
Sintaxis Python
Conocimiento previo
Toolkit gráfico
GTK Conocimiento previo
Al final, tras este estudio del estado del arte en tecnologías a utilizar, me he quedado, como se
puede ver en la tabla 2.7, con la siguiente combinación de tecnologías.
Como biblioteca de desarrollo de sistemas de fichero, FUSE por simplicidad en el pro-
ceso de desarrollo y la cantidad de herramientas disponibles.
Como lenguaje de programación, C, por cuestiones de rendimiento.
Como sistema de almacenamiento, TokyoCabinet, por su rendimiento, por su sencillez y
por la calidad de la documentación disponible.
Como sistema de construcción de software, Scons, por su sencillez y por el conocimiento
previo del mismo.
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Como toolkit gráfico, GTK, por el conocimiento previo sobre el mismo.
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CAPÍTULO 3
Análisis, diseño e implementación
3.1 Introducción
Antes de empezar con el análisis de requisitos, me gustaría empezar introduciendo la metodo-
logía utilizada y como se aplica el marco legal en este proyecto.
3.1.1 Metodología utilizada
La metodología utilizada en el proyecto es Scrum con algunas modificaciones para adaptarla a
un proyecto de una única persona.
En la sección Metodología de desarrollo hay una explicación más detallada de la metodología
y de como la he adaptado a mis necesidades.
3.1.2 Marco legal
En el mundo del desarrollo de software en la actualidad las principales legislaciones aplicables
son la LOPD y las licencias de software.
Esta aplicación, al no procesar o almacenar ningún tipo de dato personal, no se le debe aplicar
la LOPD, por tanto, podemos decir, que en este aspecto cumple el marco legal vigente.
Por otro lado, he hecho un análisis de las licencias de software que aplican al proyecto teniendo
en cuenta las tecnologías seleccionadas.
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Tabla 3.1: Licencias del software utilizado.
Software/Licencia GPL LGPL MIT
Libfuse x
FUSE kernel module x
Ejemplo fusexmp x
GTK x
GNU C Compiler x
Scons x
TokyoCabinet x
Como podemos ver en la tabla 3.1, se usan 3 tipos de licencias:
La MIT, que es una licencia poco restrictiva, que nos permite cualquier uso, modificación
y redistribución siempre y cuando respetemos el texto de la licencia y autoría. Esta es la
licencia de Scons, que únicamente usaremos, y por tanto no aplica ninguna restricción
sobre la licencia de nuestro software. Se puede obtener más información sobre la licencia
MIT en su página de la wikipedia http://es.wikipedia.org/wiki/Licencia_MIT.
La licencia LGPL, que es una licencia que restringe los términos en los que se debe
redistribuir el software o las modificaciones sobre el mismo. En este caso, la licencia
LGPL hace una clara excepción para aquellos programas que hagan uso de un enlazado
dinámico con la biblioteca, que pueden ser licenciados y redistribuidos como considere
oportuno el autor. Dado que las bibliotecas con esta licencia son libfuse, GTK y Tok-
yoCabinet, que usamos enlazándolas dinámicamente, no aplica ninguna restricción a la
hora de decidir nuestra licencia de sofware. Se puede obtener más información sobre la
licencia LGPL en la página web de GNU https://www.gnu.org/licenses/lgpl.html.
La licencia GPL, que es una licencia que restringe los términos en los que se debe re-
distribuir el software o las modificaciones sobre el mismo. En este caso, la licencia GPL
aplica sobre el compilador de C GNU C Compiler, el modulo del kernel de FUSE, y los
códigos de ejemplo distribuidos con FUSE. En el caso del compilador de C y el modulo
del kernel, no aplican, ya que no enlazamos con ese software en ningún momento. Si
queremos hacer uso de uno de los ejemplos que vienen con FUSE como código base,
como podría ser el ejemplo FuseXmp (un sistema de ficheros transparente), deberíamos
tener en cuenta esta licencia. Esta situación hace que por conveniencia, me interese li-
cenciar mi código como GPL y así poder crear mi sistema de ficheros como un software
derivado de FuseXmp. Se puede obtener más información sobre la licencia GPL en la
página web de GNU https://www.gnu.org/licenses/gpl.html.
Finalmente dadas las restricciones legales explicadas anteriormente el software finalmente he
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decido licenciarlo con GPL, asegurándome así, en cualquier caso, el cumplimiento del marco
legal vigente en cuestión de licencias.
3.2 Análisis de requisitos
Esta sección es una análisis de requisitos donde veremos el contexto del sistema y los requisitos
a cumplir.
3.2.1 Propósito
Esta especificación tiene como objetivo analizar y documentar los requerimientos que debe-
rán ser soportados por el software desarrollado. En el se identificaran los requisitos que debe
satisfacer el sistema y las prioridades de estos.
Este documento se tomara como punto de referencia para la validación del correcto funciona-
miento del resultado final.
3.2.2 Ámbito del sistema
El nuevo software a desarrollar tomara como nombre AccessFS. Su finalidad sera por un lado
obtener datos de los accesos a bloques de ficheros de las diferentes aplicaciones, y por otro
visualizar estos datos de manera sencilla.
El sistema final debería suponer una mejora en la comprensión, por parte de los alumnos, de
como las aplicaciones acceden a sus ficheros. Además debería abrir a los profesores nuevas
vías para la docencia en el área de ficheros y sistemas operativos.
3.2.3 Descripción general
En esta sección veremos la descripción general del proyecto, incluyendo funciones, usuarios,
restricciones y suposiciones sobre el sistema.
Funciones del producto
El sistema se compondrá de 4 módulos con funciones claramente diferenciadas:
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La biblioteca de almacenamiento (LibAFS): Esta biblioteca se encargará de abstraer el
acceso a las bases de datos, también servirá para que futuros desarrollos implementen
funcionalidades basadas en los datos obtenidos por el sistema.
El sistema de ficheros (AFS): Este modulo sera el encargado de recolectar los datos de
acceso a los bloques de los ficheros y los almacenara utilizando la biblioteca de almace-
namiento.
La interfaz de visualización (AccessFS GUI): Este modulo permitirá a los usuarios vi-
sualizar los datos almacenados por el sistema de ficheros, para ello utilizara la biblioteca
de almacenamiento.
El sistema de indexación (AFS-Indexer): Este modulo se encarga de indexar los datos
una vez la recolección de los mismos a terminado.
Características de los usuarios
Los usuarios del sistema serán principalmente los alumnos de asignaturas relacionadas con el
área de ficheros o sistemas operativos.
Según su utilización del software pueden existir dos perfiles diferentes de usuario:
Recolector de datos: Sera el usuario que utilice la aplicación para almacenar la informa-
ción del acceso a disco de las diferentes aplicaciones a analizar.
Analista de datos: Sera el usuario que visualice y analice la información obtenida por el
recolector de datos, y saque conclusiones a partir de ellos.
Ambos perfiles pueden coincidir en el mismo usuario.
Restricciones
Se plantean las siguientes restricciones al proyecto:
Debe funcionar sobre el sistema operativo Linux.
Debe ser transparente al usuario durante la recolección de datos.
Debe tener algún sistema de visualización de los datos obtenidos.
Debe tener una interfaz de acceso a los datos generados bien definida.
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Suposiciones y dependencias
Se supone que el sistema sera utilizado para análisis puntuales, en caso de requerir un sistema
de análisis continuo sera necesario revisar y cambiar los requisitos del sistema.
3.2.4 Requisitos específicos
A continuación paso a detallar los diferentes requisitos del sistema.
Interfaces Externas
REQ_IE_01: Interfaz de acceso a datos.
Descripción: Debe existir una interfaz de acceso a la base de datos utilizada por el
sistema.
Prioridad: 9
Tareas:
• Diseño de la interfaz de acceso a datos: 4 horas
• Implementación del la interfaz de acceso a datos: 8 horas
• Creación de las pruebas unitarias: 8 horas
• Análisis y optimización de rendimiento: 8 horas
Estimación: 28 horas
REQ_IE_02: Interfaz visualización de datos.
Descripción: Debe existir una interfaz de usuario que permita la fácil visualización
de los datos almacenados.
Prioridad: 4
Tareas:
• Definición del aspecto de la interfaz: 4 horas
• Creación de un Widget de representación de los datos: 20 horas
• Programación de la navegación del interfaz: 16 horas
• Pruebas de usuario: 4 horas
• Análisis y optimización de rendimiento: 4 horas
Estimación: 48 horas
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REQ_IE_03: Interfaz de usuario del sistema de ficheros.
Descripción: El montado del sistema de ficheros debe hacerse a través de un co-
mando que provea de una interfaz que permita gestionar las opciones y visualizar la
ayuda.
Prioridad: 6
Tareas:
• Definición de las opciones de la interfaz: 4 horas
• Programación del parser de opciones: 4 horas
• Programación de configuración del sistema de ficheros: 4 horas
Estimación: 12 horas
Funciones
REQ_FU_01: Sistema de ficheros transparente con estadísticas de acceso
Descripción: El sistema debe constar de un sistema de ficheros que actúe como una
capa transparente al montarse sobre otro sistema de ficheros y contabilice el acceso
a los bloques de los ficheros individualmente.
Prioridad: 8
Tareas:
• Implementación del sistema de ficheros transparente: 16 horas
• Implementación del almacenado de datos estadísticos: 12 horas
• Pruebas de usuario: 4 horas
• Análisis y optimización de rendimiento: 8 horas
Estimación: 44 horas
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REQ_FU_02: Base de datos para información estadística.
Descripción: Debe existir una interfaz de acceso a la base de datos utilizada por el
sistema.
Prioridad: 10
Tareas:
• Definición del modelo de datos: 4 horas
• Implementación del modelo de datos: 8 horas
• Implementación de la persistencia de datos: 8 horas
• Creación de las pruebas unitarias: 4 horas
• Análisis y optimización de rendimiento: 4 horas
Estimación: 28 horas
Requisitos de rendimiento
REQ_RE_01: No ralentizar drásticamente el sistema.
Descripción: El software desarrollado debe ser lo suficientemente rápido para man-
tener el sistema usable durante su ejecución.
Prioridad: 6
3.2.5 Casos de uso
Para el proyecto, existen principalmente dos actores posibles, el recolector de datos, y el ana-
lista de datos, cada uno de ellos tiene sus casos de uso, como pasaremos a ver a continuación.
Recolector de datos
El recolector de datos, como podemos ver en la figura 3.1, tiene 3 casos de uso que paso a
detallar a continuación:
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Figura 3.1: Diagrama de casos de uso para el recolector de datos
CU_01: Seleccionar el directorio a monitorizar
Descripción: El usuario debe ser capaz de seleccionar que directorio que desea mo-
nitorizar durante el uso de sus aplicaciones.
Pre-condiciones: Ninguna
Post-condiciones: El directorio estará seleccionado para monitorizarse
CU_02: Seleccionar la bbdd a utilizar
Descripción: El usuario debe ser capaz de seleccionar que bbdd desea utilizar du-
rante el uso de sus aplicaciones.
Pre-condiciones: Debe estar seleccionado el directorio a monitorizar (CU_01)
Post-condiciones: El directorio estará siendo monitorizado
CU_03: Seleccionar el directorio a monitorizar
Descripción: El usuario debe ser capaz de monitorizar las operaciones realizadas
por sus aplicaciones en el directorio seleccionado.
Pre-condiciones: El directorio debe estar siendo monitorizado (CU_01 + CU_02)
Post-condiciones: Se habrán almacenado los datos de acceso en la bbdd
Analista de datos
El analista de datos, como podemos ver en la figura 3.2, tiene 3 casos de uso que paso a detallar
a continuación:
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Figura 3.2: Diagrama de casos de uso para el analista de datos
CU_04: Indexar una bbdd existente
Descripción: El usuario debe ser capaz de indexar una bbdd resultante de una mo-
nitorización (CU_03).
Pre-condiciones: Existencia de una bbdd de monitorización (CU_03)
Post-condiciones: Existencia de una serie de indices en la bbdd
CU_05: Seleccionar la bbdd a analizar
Descripción: El usuario debe ser capaz de seleccionar que bbdd de monitorización
quiere analizar.
Pre-condiciones: Debe existir la bbdd y estar indexada (CU_03 + CU_04)
Post-condiciones: La bbdd estará seleccionada para su análisis
CU_06: Visualizar datos de la monitorización
Descripción: El usuario debe ser capaz de visualizar los datos contenidos en la bbdd
de forma sencilla.
Pre-condiciones: La bbdd debe haber sido seleccionada (CU_05)
Post-condiciones: La información de la bbdd se muestra de manera visual
Matriz de trazabilidad
Para asegurarnos de que los casos de uso están contemplados en los requisitos del sistema,
expongo en la tabla 3.2 la matriz de trazabilidad:
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Tabla 3.2: Matriz de trazabilidad
Requisito/Caso de uso CU_01 CU_02 CU_03 CU_04 CU_05 CU_06
REQ_IE_01 x x x x x
REQ_IE_02 x x
REQ_IE_03 x x x
REQ_FU_01 x
REQ_FU_02 x x x x
REQ_RE_01 x x
Como podemos ver en la tabla 3.2, todos los casos de usos quedan cubiertos por los diferentes
requisitos del sistema y por tanto podemos afirmar que el sistema cumplirá con los casos de
uso expuestos.
3.3 Diseño
En esta sección veremos el diseño de la arquitectura, interfaz y base de datos del proyecto.
3.3.1 Arquitectura
El proyecto consta de 4 módulos claramente diferenciados:
El modulo de acceso a datos (libAFS): Consiste en una capa de abstracción al almacena-
miento en una base de datos clave/valor + una serie de índices.
El modulo de indexado (AFS-Indexer): Consiste en un sistema que genera índices para
hacer búsquedas eficientes por diferentes criterios.
El modulo de sistema de ficheros (AFS): Consiste en un sistema de ficheros FUSE que
almacena las operaciones de apertura/lectura/escritura del sistema de ficheros.
El modulo de visualización (AccessFS GUI): Consiste en un interfaz gráfico GTK que
nos permite visualizar que aplicaciones acceden a que fichero y a que bloques concretos
de los ficheros.
Como se puede ver en la figura 3.3, existe una primera capa que nos abstrae del acceso a datos,
que es la responsable de interactuar con el sistema de almacenamiento utilizado por el sistema
de ficheros y la interfaz de visualización.
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Figura 3.3: Diagrama de arquitectura de la aplicación
El modulo de indexado, lee y escribe directamente al sistema de almacenamiento para generar
los índices necesarios.
Por su parte, el sistema de ficheros, únicamente accede al modulo de acceso a datos para escribir
la información recolectada durante su funcionamiento.
Por ultimo, el modulo de visualización, únicamente utiliza el modulo de acceso a datos para
leer la información y mostrarla de manera visual al usuario.
De esto, se puede concluir que existen ciertas dependencias entre nuestros diferentes módulos,
pero además también existen con las bibliotecas del sistema, como podemos ver en la figura
3.4.
Figura 3.4: Diagrama de dependencias de la aplicación
El modulo AFS, además de depender de LibAFS depende de libfuse. El modulo de AccessFS
GUI, por su parte depende de LibAFS y de GTK, que a su vez depende de GLIB. Los modulo
LibAFS y AFS-Indexer dependen de GLIB y de TokyoCabinet, y por ultimo, todos dependen
3.3. Diseño 45
Sistema de fichero para monitorizacion de acceso: AccessFS
del sistema operativo.
3.3.2 Interfaz
Antes de definir el interfaz más en profundidad, defino un primer diagrama de interacción que
podemos ver en la figura 3.5 donde se parte de la selección de la base de datos a utilizar en
la aplicación, se pasa a seleccionar entre los datos la aplicación de la que queremos obtener
más información. En el siguiente punto seleccionamos uno de los ficheros a los que accede la
aplicación, y por último llegamos a la visualización de los accesos a los diferentes bloques de
ese fichero.
Figura 3.5: Diagrama de funcionamiento de la aplicación
Se ha hecho un primer diseño visual de las principales pantallas de la aplicación, estas son, el
listado de aplicaciones (figura 3.6), el listado de ficheros (figura 3.7) y el listado de bloques
(figura 3.8).
Figura 3.6: Prototipo de listado de aplicaciones
Muestra un listado donde podemos elegir de que aplicación ver los bloques utilizados.
En el listado de aplicaciones (figura 3.6) nos permite seleccionar una de las aplicaciones de la
que queremos obtener más información y nos llevaría al listado de ficheros (figura 3.7).
En el listado de ficheros (figura 3.7) nos permite seleccionar uno de los ficheros a los que
accede la aplicación para obtener más información y nos llevaría al listado de bloques (figura
3.8).
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Figura 3.7: Prototipo de listado de ficheros
Al seleccionar una aplicación pasamos a un listado de los ficheros a los que accedido.
Figura 3.8: Prototipo de listado de bloques
Al seleccionar un fichero nos aparece, de manera gráfica, los bloques a los que a accedido, cuantas
veces, y para que (leer, escribir).
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En el listado de bloques (figura 3.8) se visualizan los bloques que han sido accedidos para
lectura o escritura y haciendo click sobre cualquiera de ellos se muestra información sobre el
bloque.
3.3.3 Bases de datos
La base de datos es una base de datos clave valor donde únicamente se almacenan registros de
un tipo, estos registros tiene los atributos mostrados en la figura 3.9. En este diagrama podemos
ver que tenemos un objeto “Entrada” con atributos que almacenan la información relevante para
saber que esta sucediendo con los bloques de un fichero y con las operaciones que se hacen
sobre ellos. Aquellos atributos marcados en negro son atributos que deberán ser indexados para
facilitar el acceso a la información de manera eficiente.
Figura 3.9: Diagrama de entidades
Los atributos marcados en negro deberán ser indexados.
En la base de datos, el proceso de inserción de los datos y el de indexado deben estar desaco-
plados, de modo que esta se pueda hacer como un proceso aparte, para poder obtener el mayor
rendimiento posible durante la recolección de datos.
3.4 Implementación
Para describir el proceso de implementación, y ya que he utilizado Scrum para realizarlo, voy
a basarme en el trabajo realizado de los diferentes sprints a lo largo del proyecto para describir
el avance del mismo.
Desde una perspectiva global del proyecto, los primeros sprints se han basado en la infraestruc-
tura del proyecto, base de datos, sistema de ficheros... tras estos, me centre en las interfaces de
usuario, tanto la interfaz gráfica, como las opciones de montado del sistema de ficheros, y por
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ultimo he realizado en análisis y mejora del rendimiento del sistema. Durante todo el proyecto
se han ido desarrollando y utilizando las pruebas unitarias y de usuario para ir avanzando sobre
una base solida y probada.
A continuación paso a relatar el proyecto dividido en Sprints.
3.4.1 Sprint 0 (Analisis)
Antes de ningún sprint se realizo una fase de análisis, especificación de requisitos y estimación
del proyecto, como esto no forma parte de la implementación no daré más detalles en esta
sección.
3.4.2 Sprint 1 (Kick-off)
El primer sprint del proyecto lo he dedicado a la implementación de la base de datos.
Esta es una pieza clave del proyecto, ya que gran parte del software desarrollado se sostiene
sobre estas bibliotecas, y afectara de manera muy importante al rendimiento del mismo.
Para ello he creado una biblioteca basada en dos objetos:
AfsEntry: Encargado de abstraer las entradas en la base de datos y definido en los ficheros
afs_entry.h y afs_entry.c.
AfsStore: Encargado de abstraer el almacenamiento físico en base de datos (Tokyo Cabi-
net) y de generar índices secundarios, definido en los ficheros afs_store.h y afs_store.c.
Esta biblioteca almacena los objetos AfsEntry en entradas en la base de datos almacenadas
en formato binario y genera índices para buscar por id, fichero, sello de tiempo, operación,
aplicación y identificador de proceso.
La implementación de AfsEntry, es realmente sencilla, es un objeto GOjbect con la siguiente
estructura de datos:
typedef struct {
GObject parent;
/*<private>*/
char *file;
Operation op;
int total_size;
int size;
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int offset;
int pid;
int uid;
int gid;
long timestamp;
long duration;
char *cmd;
} AfsEntry;
Respecto a la implementación de AfsStore, tenemos varias funciones que merece la pena nom-
brar, empezando por afs_store_new, que tiene la siguiente definición:
AfsStore *afs_store_new(char *dir_path)
Es el constructor de la base de datos, la crea, o la abre si ya existe, en la ruta indicada.
Además contamos con dos funciones orientadas a la inserción y recuperación de entradas de
la base de datos, abstrayéndonos de la creación y consulta de índices, estas funciones son
afs_store_get y afs_store_put, y sus definiciones son:
AfsEntry *afs_store_get(AfsStore *store, int key);
void afs_store_put(AfsStore *store, AfsEntry *entry);
El put es muy simple, únicamente recibe un objeto AfsStore donde almacenar la entrada y un
AfsEntry que debe almacenar. Respecto al get, además de recibir el objeto AfsStore a consultar,
recibe una key a buscar.
Otra función interesante en este modulo es afs_store_sync, que se define así:
void afs_stor_sync(AfsStore *store);
y que tiene como objetivo asegurarse de que se hace la escritura a la base de datos.
Por último tenemos un conjunto de funciones de listado:
afs_store_list, que tiene como objetivo listar todas las entradas de la base de datos, y que
su función se define como:
GSList *afs_store_list(AfsStore *store);
afs_store_list_by que tiene como objetivo listar todas las entradas que se corresponden
con una key en un índice, y que su función se define como:
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GSList *afs_store_list_by(AfsStore *store, StoreIndexType idx_type, void *key);
afs_store_list_all_by que tiene como objetivo listar todas las keys que se contiene un
índice, y que su función se define como:
GSList *afs_store_list_all_by(AfsStore *store, StoreIndexType idx_type);
Los parámetros de tipo StoredIndexType deben ser un valor dentro del siguiente enumerado:
typedef enum {
AFS_STORE_BY_ID = 1,
AFS_STORE_BY_FILE = 2,
AFS_STORE_BY_TIMESTAMP = 3,
AFS_STORE_BY_OP = 4,
AFS_STORE_BY_APP = 5,
AFS_STORE_BY_PID = 6
} StoreIndexType;
Como parte de todo el proceso se ha incluido la utilización de pruebas unitarias en el código
más critico, como es el de este modulo, para poder dar una estabilidad y una seguridad para
construir sobre ellas el resto del proyecto.
Para esto se han escrito 2 baterías de test, una encargada de probar el modulo afs_entry y otra
encargada de probar el modulo afs_store.
El test del modulo afs_entry prueba a crear y almacenar un objeto AfsEntry para verificar que
ese funcionamiento se comporta como se espera.
El test del modulo afs_store prueba a almacenar y restaurar un objeto de la base de datos.
Para la construcción de todo esto se ha creado un script scons que se encarga de compilar y
enlazar todos los ficheros necesarios para la aplicación.
3.4.3 Sprint 2
En este sprint he realizado la implementación del sistema de ficheros transparente, para ello he
utilizado la biblioteca FUSE.
Esta parte del proyecto requiere la implementación de la interfaz que provee FUSE para la crea-
ción de sistemas de ficheros, más concretamente, he empezado a partir de una implementación
de sistema de ficheros completamente transparente (FuseXmp) que ofrece como ejemplo los
propios desarrolladores de FUSE y a partir del cual he insertado en los sitios adecuados las
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llamadas a mi biblioteca de almacenamiento de datos para registrar las operaciones realizadas
sobre el sistema de ficheros, dejando la gestión de los datos como tal al sistema de ficheros
subyacente.
Las llamadas al sistema de ficheros modificadas han sido open, read y write, además de la
inicialización del mismo, en donde se ha añadido la inicialización de la base de datos.
En cada caso ha sido necesario realizar ciertas operaciones previas para extraer la información
necesaria para completar los registros, estas operaciones son:
Para extraer el path real concatenamos el directorio donde esta montado el sistema de
ficheros, y el path dentro del sistema de ficheros.
La operación depende de la llamada en cuestión (open, read o write).
Para obtener el tamaño total de fichero se extrae esa información del mismo fichero y en
el caso del write, se le añade la cantidad de datos escrita.
Para obtener la información que ha sido leída/escrita, se obtiene del resultado de la peti-
ción al sistema de ficheros subyacente.
El offset se obtiene directamente de las parámetros de la llamada.
Tanto el pid, el uid y el gid se obtienen de los datos de contexto que proporciona fuse.
También se calculan 3 tiempos, el tiempo de la llamada, el tiempo pre-operación subya-
cente y el tiempo post-operación subyacente, estos tiempos nos valen para el timestamp
y la duración de la operación.
Por ultimo, utilizando el pid, y leyendo el fichero /proc/<pid>/cmdline obtengo el nombre
del comando que ha sido ejecutado.
Con todo esta información se rellena un AfsEntry y se hace un put en el AfsStore creado en la
inicialización del sistema de ficheros.
Este proceso, al tratarse de un proceso de desarrollo poco común y el flujo de ejecución de
FUSE diferir claramente del proceso habitual de las aplicaciones, ha sido necesario ser probado
de manera menos automática, y para ello se ha creado un script que realiza el montado del
sistema de ficheros y las operaciones de lectura/escritura necesarias para comprobar el correcto
funcionamiento del sistema. Este fichero es se llama test.sh.
Para la construcción de todo esto se ha creado un script scons que se encarga de compilar y
enlazar todos los ficheros necesarios para la aplicación.
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3.4.4 Sprint 3
Este sprint lo he utilizado para implementar el Widget de representación de los datos para GTK.
Dado que GTK no dispone de ningún Widget por defecto que se ajuste a las necesidades de
representación gráfica de la lectura/escritura de bloques de datos, ha sido necesaria la creación
de un nuevo widget que realice esta tarea.
En principio, esta parte del proyecto me costo algo de esfuerzo ya que no había realizado una
tarea similar en el pasado, y he tenido que enfrentarme de nuevas a la creación de un widget.
Al final el widget generado lo he llamado gtk_fileblocks y su definición e implementación se
encuentra en los ficheros gtk_fileblocks.h y gtk_fileblocks.c del directorio accessfsgui.
Para la definición del widget, he usado la orientación a objetos que provee GTK, creando mi
Widget a partir de la clase GtkWidget, lo cual me provee de una serie de métodos para las tareas
principales, pero aun así ha sido necesario implementar y sobreescribir algunos métodos para
que el comportamiento sea el adecuado.
El primer método a sobreescribir es el de inicialización de la clase gtk_fileblocks_class_init en
el que inicializo los datos del widget, entre ellos los manejadores para ciertas llamadas, con-
cretamente las llamadas realize, expose_event, size_request y size_allocate, todos los handlers
se asocian respectivamente a las funciones gtk_fileblocks_realize, gtk_fileblocks_expose_event,
gtk_fileblocks_size_request y gtk_fileblocks_size_allocate.
La función gtk_fileblocks_realize es la encargada de inicializar el widget cuando es creado. En
ella inicializamos los atributos del widget.
La función gtk_fileblocks_expose_event es llamada cada vez que el widget es expuesto, y bási-
camente se encarga de hacer una llamada a la función gtk_fileblocks_draw.
La función gtk_fileblocks_draw se encarga de redibujar el widget cuando es necesario, cada vez
que el widget es visible para el usuario, es necesario que se vuelva a pintar a la pantalla, de esto
se encarga esta función. Es la función principal de nuestro widget, ya que es la que se encarga
de dar el aspecto y dibujar los datos en pantalla.
La función gtk_fileblocks_size_request se encarga de responder a la pregunta “cuanto espacio
necesitas” hecha por GTK a los widgets, para asegurarse de estar dándoles el espacio necesario.
La función gtk_fileblocks_size_allocate se encarga de que el widget se adapte al tamaño que le
ha dado el gestor de ventanas, hay veces que se le da más tamaño del que el widget necesita, y
es necesario que el widget sepa que cuenta con ese espacio.
Por ultimo se han añadido dos funciones para la manipulación de los datos almacenados en
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el widget, estas son gtk_fileblocks_clear encargada de eliminar los datos almacenados en el
widget para que se muestren y gtk_fileblocks_add_line encargada de añadir datos al widget
para que se muestren.
Con todo esto, disponemos de un nuevo widget, para mostrar el uso de bloques que tiene el
aspecto que se puede ver en la figura 3.10:
Figura 3.10: Widget fileblocks
3.4.5 Sprint 4
En este sprint he creado la interfaz gráfica de usuario para el acceso a los datos. La interfaz se
ha desarrollado con la biblioteca de gestión de ventanas GTK.
Con el objetivo de simplificar el proceso y obtener una mejor separación de la interfaz de usua-
rio y la lógica de programa he usado la tecnología Glade, que permite, mediante una aplicación
gráfica, definir una interfaz de usuario, que se almacenara en un fichero XML. En la interfaz
generada se definirá la posición de los widgets, las señales (eventos del sistema de ventanas,
como clicks, movimientos de ratón, pulsación de teclas, etcétera) que son gestionadas, y el
nombre de la función que las gestiona (handlers).
Por otro lado, y ya en código C, he implementado las funciones que gestionan las señales
(handlers), estas son:
void show_about(GtkWidget *widget, GdkEvent *event, gpointer
data);
Se encarga de mostrar la ventana aboutdialog que contiene la información sobre el nombre,
licencia y autor del proyecto.
void close_about(GtkWidget *widget, GdkEvent *event, gpointer
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data);
Se encarga de ocultar la ventana aboutdialog.
void open_file(GtkWidget *widget, GdkEvent *event, gpointer
data);
Muestra el dialogo para la selección del directorio que contiene las bases de datos con la infor-
mación obtenida por el sistema de ficheros. Siempre sera un directorio ya que la información
esta dividida en un conjunto de bases de datos, 1 de datos y el resto de índices.
void load_file(GtkWidget *widget, GdkEvent *event, gpointer
data);
Una vez seleccionado el directorio a cargar el en dialogo abierto por open_file esta función
se encarga de inicializar el objeto AfsStore para que abra las bases de datos de ese directorio
(usando la función load_db explicada más adelante) y muestra en el listado principal de la
aplicación la información sobre los diferentes procesos que están listados en la base de datos
(usando la función reload_apps).
void close_file_selector(GtkWidget *widget, GdkEvent *event,
gpointer data);
Se encarga de ocultar el dialogo de selección del directorio de bases de datos.
void enable_disable_back_forward();
Comprueba en que estado esta la aplicación y verifica si deben estar activos o no los botones
de siguiente y anterior.
void on_back_clicked(GtkWidget *widget, GdkEvent *event,
gpointer data);
Cuando pulsamos el botón con la flecha a la izquierda (si aparece), nos vuelve a la “página”
anterior, que si estamos viendo el listado de ficheros sera el listado de aplicaciones y si estamos
viendo el widget de bloques sera el listado de ficheros.
void on_forward_clicked(GtkWidget *widget, GdkEvent *event,
gpointer data);
Cuando pulsamos el botón con la flecha a la derecha (si aparece), nos mueve a la “página”
anterior, que si estamos viendo el listado de aplicaciones sera el listado de ficheros, y si estamos
viendo el listado de ficheros sera el widget de bloques.
3.4. Implementación 55
Sistema de fichero para monitorizacion de acceso: AccessFS
void on_refresh_clicked(GtkWidget *widget, GdkEvent *event,
gpointer data);
Cuando pulsamos el botón “actualizar”, se recargan los datos de la base de datos en los listados.
void on_press(GtkWidget *widget, GdkEvent *event, gpointer
data);
Este handler se ejecuta cuando hacemos click sobre alguno de los bloques que aparecen en el
gtk_fileblocks y, nos muestra la información de lecturas/escrituras para ese bloque en la barra
de estado (situada en el borde inferior de la ventana).
void select_app(GtkWidget *widget, GdkEvent *event, gpointer
data);
Cuando seleccionamos una aplicación en el listado, esta función hace una búsqueda en la base
de datos de todos los ficheros que ha modificado esa aplicación, y los muestra en el listado de
ficheros.
void select_file(GtkWidget *widget, GdkEvent *event, gpointer
data);
Cuando seleccionamos un fichero en el listado, esta función hace una búsqueda en la base de
todas las operaciones de lectura/escritura hechas en ese fichero, rellena el widget gtk_fileblocks
con esa información y lo muestra.
void reload_apps();
Esta función se encarga de rellenar el listado de aplicaciones extrayéndolas de la base de datos.
void load_db(char *datadir);
Abre la base de datos en el directorio datadir y la asigna a una variable global de la aplicación
llamada afs_store.
Por ultimo, una vez tenemos los handlers implementados, es necesario que se inicialice la
aplicación, que cargue el XML que define la interfaz, y que se conecten las señales con los
handlers. Todo esto se realiza en el fichero accessfsgui.c.
Además de todo esto, he hecho uso del sistema traducción gettext para que la aplicación cuente
con soporte multilingue, incluyendo únicamente traducción al castellano, pero dejando abierto
a futuro para que se pueda traducir a tantos idiomas como se quiera.
Para la construcción de todo esto se ha creado un script scons que se encarga de compilar y
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enlazar todos los ficheros necesarios para la aplicación.
3.4.6 Sprint 5
Este sprint lo he utilizado para el análisis de rendimiento y optimización. Además lo he utiliza-
do como cierre del proyecto y entrega.
Una de las cosas que he intentado en este sprint es verificar que el retardo inducido por el
sistema de ficheros transparente no hace inviable su uso, y que el consumo de recursos como
memoria o disco se hace en unos términos proporcionados y abordables.
Para esto he realizado varias comprobaciones utilizando diversos tipos de herramienta.
En primer lugar he creado un pequeño script Python orientado a obtener el tiempo de las opera-
ciones de apertura/lectura/escritura de ficheros, que he ejecutado sobre mi sistema de ficheros
transparente, sobre el sistema de ficheros subyacente, y sobre un sistema de ficheros comple-
tamente transparente. Analizando estos tres casos podemos discriminar claramente que parte
del tiempo se consume debido al sistema de ficheros subyacente, cual se consume debido al
uso de la tecnología FUSE, y cual se consume debido al almacenado de datos estadísticos. Los
resultados de estas pruebas se pueden encontrar en la sección de Evaluación.
Por otro lado, he hecho pruebas manuales con diferentes tamaños de fichero y diferentes aplica-
ciones, encontrando durante el proceso problemas de acceso a memoria que he ido corrigiendo
según los detectaba.
3.4.7 Final de proyecto
A la finalización del proyecto, contamos con los 4 módulos planificados:
El sistema de ficheros transparentes afs, que nos permite montar de forma transparente
un directorio en otro, y almacenar la información sobre las operaciones hechas en una
base de datos TokyoCabinet.
La biblioteca de acceso a los datos libafs, que nos acceder de forma sencilla a los datos
guardados por afs.
El comando afs-indexer, que nos permite generar los índices necesarios para la correcta
visualización de los datos.
El interfaz gráfico AccessFS GUI, que como se puede ver en las figuras 3.11, 3.12 y 3.13.
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Figura 3.11: Visualización de aplicaciones
Figura 3.12: Visualización de ficheros
Figura 3.13: Visualización de bloques
Copia de figura 3.10
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3.5 Implantación y uso
En esta sección explico como se haría una implantación del sistema y terminaremos con un
ejemplo de uso sencillo.
3.5.1 Implantación
Para ilustrar el proceso de implantación voy a explicar paso a paso como se realizaría en una
Arch Linux.
El primer paso sería la instalación de las dependencias de compilación de nuestro proyecto
usando el comando yaourt.
yaourt -S scons glib2 gtk2 fuse tokyocabinet libglade
Tras la instalación de las dependencias necesarias, hay que compilar e instalar, en primer lugar
libafs, que sera utilizada por las demás aplicaciones.
cd libafs
sudo scons install
cd ..
Una vez instalado ejecutamos ldconfig para asegurarnos de que se ha incluido la biblioteca en
la cache de bibliotecas dinámicas del sistema.
sudo ldconfig
Con el proceso de instalación de libafs completado, podemos pasar a compilar e instalar el
resto de las aplicaciones, podemos hacerlo con un único comando directamente en el raíz del
proyecto.
sudo scons install
Tras esto podemos comprobar que todo ha funcionado si al ejecutar afs -h obtenemos el
siguiente resultado:
Usage:
afs [OPTION...] <mountpoint>
Help Options:
-h, --help Show help options
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Application Options:
-r, --root Root directory
-b, --dbdir Databases directory
-l, --logfile Logfile
3.5.2 Uso
Una sesión de uso normal del sistema empezaría por el montado del sistema de ficheros esco-
giendo un directorio a monitorizar, un directorio para almacenar la base de datos y un directorio
para usar el sistema. Por ejemplo
afs -r directorio-a-monitorizar -b directorio-de-bbdd directorio-de-trabajo
Tras esto, tendríamos en el directorio-de-trabajo los mismos ficheros que están en el directorio-
a-monitorizar. Trabajaría con la aplicación que fuera sobre los ficheros en el directorio-de-
trabajo, por ejemplo:
head -n 100 directorio-de-trabajo/fichero-de-prueba
Una vez terminado todas las acciones que queramos monitorizar debemos desmontar el sistema
de ficheros, con el comando:
sudo umount directorio-de-trabajo
Tras esto, necesitamos indexar nuestra base de datos de operaciones, para poder visualizarla,
para ello ejecutamos:
afs-indexer directorio-de-bbdd
Por último, ejecutamos accessfsgui, abrimos nuestra base de datos seleccionando File y después
Abrir en el menú de la aplicación y exploramos la información como queramos.
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CAPÍTULO 4
Evaluación
4.1 Pruebas de rendimiento
Para confirmar que el rendimiento es suficiente para cumplir los objetivos, he hecho un análisis
de rendimiento del sistema de ficheros, comparándolo con un sistema de ficheros actual de mi
sistema (ext4), y con un sistema de ficheros FUSE completamente transparente.
Figura 4.1: Comparativa de la velocidad de lectura de los sistemas de ficheros.
Se ha medido el tiempo en segundos para cada 1000 lecturas para tres tamaños diferentes.
En la figura 4.1, podemos ver que la parecida de rendimiento frente a otros sistemas de ficheros
FUSE con ficheros pequeños, es poco importante. En cambio, a medida que los ficheros se
van volviendo más grandes, esta diferencia se amplía, en cualquier caso, vemos como hemos
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sido capaces de leer a través de nuestros sistema 16G en menos de 40 segundos (no del disco,
porque al ser el mismo fichero siempre leíamos de cache).
Esto demuestra que el sistema de ficheros es utilizable para lectura en condiciones normales
sin interferir con la actividad normal del usuario.
Figura 4.2: Comparativa de la velocidad de escritura de los sistemas de ficheros.
Se ha medido el tiempo en segundos para cada 1000 escrituras para tres tamaños diferentes.
Para la escritura, como podemos ver en la figura 4.2, nuestro sistema de ficheros tiene un
rendimiento bastante peor con ficheros medianos y grandes, aun así podemos ver que para
escribir 16G a disco ha tardado unos 17 minutos, aproximadamente 1G por minuto, que no
es una cantidad de tiempo exagerada. Por tanto, podemos afirmar que nuestro sistema puede
utilizarse para escritura sin interferir gravemente en la actividad del usuario.
El código utilizado para hacer esta prueba de rendimiento lo he escrito en Python y es el si-
guiente:
from timeit import timeit as t
print(t('open("test-small", "r").read()', number=1000))
print(t('open("test-medium", "r").read()', number=1000))
print(t('open("test-big", "r").read()', number=1000))
print(t('open("test-small", "w").write("a"*4096)', number=1000))
print(t('open("test-medium", "w").write("a"*4096*128)', number=1000))
print(t('open("test-big", "w").write("a"*4096*4096)', number=1000))
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4.2 Ejemplo practico
Para probar la utilidad de la aplicación he hecho pruebas con varios programas, y entre los que
me resultaron interesantes el resultado, he decidido destacar “head”. El comando head de Linux
permite obtener las N primeras lineas de un fichero.
Es muy interesante ver como lo hace a nivel de disco. Gracias a la interfaz gráfica y a los
logs que genero de acceso, he podido ver como head sigue una política a la hora de elegir que
cantidad de datos lee del fichero.
Si yo trato de obtener las 100 primeras lineas de un fichero con head, el leerá primero un bloque
de 16K de datos, si en este bloque de datos no se llega a las 100 lineas, leerá un bloque del doble
de tamaño (32K), en caso de no completar las 100 lineas volverá a duplicar el bloque hasta los
64K, y por ultimo duplicara hasta los 128K, tras esto, leerá tantos bloques de 128K como sean
necesarios hasta conseguir llegar a las 100 lineas, o al final de fichero.
Como ejemplo podemos ver un log de lectura que genera un head -n 1000 de un fichero
initramfs.img.
open /.../initramfs.img (pid 13579)
read /.../initramfs.img (pid 13579) (offset 0) (readed 16384)
read /.../initramfs.img (pid 13579) (offset 16384) (readed 32768)
read /.../initramfs.img (pid 13579) (offset 49152) (readed 65536)
read /.../initramfs.img (pid 13579) (offset 114688) (readed 131072)
read /.../initramfs.img (pid 13579) (offset 245760) (readed 131072)
read /.../initramfs.img (pid 13579) (offset 376832) (readed 131072)
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CAPÍTULO 5
Planificación y organización del proyecto
5.1 Metodología de desarrollo
Para la metodología de desarrollo me he planteado el uso de desarrollo en cascada o un sistema
iterativo-evolutivo. Debido a que era un proyecto que no tenía muy claro al principio del mismo
la implementación final que quería obtener, he optado por un modelo iterativo-evolutivo.
Dentro de los modelos iterativo-evolutivos, me llama especialmente la atención la aplicación
de metodologías Agiles, como pueden ser Scrum o XP (Extreme Programming). Estas me-
todologías se basan en un proceso iterativo de ciclos cortos donde se realizan fases de análi-
sis, implementación, pruebas y despliegue, sobre funcionalidades concretas, buscando entregar
funcionalidad en cada ciclo para que esta sea evaluada por el cliente, y pueda corregir erro-
res lo antes posible. La principal ventaja de estos sistemas es que los errores de diseño o de
comunicación afloran lo antes posible.
Para el desarrollo de proyecto he seleccionado la metodología Scrum. El motivo principal es
probar las metodologías ágiles y experimentar en la medida de lo posible esta.
Debido a que el proyecto es un proyecto unipersonal, he tenido que adaptar algunas de las
características del proceso típico en scrum.
A continuación detallo la metodología scrum y las modificaciones hechas por mi.
5.1.1 Scrum
En la figura 5.1 se puede ver un diagrama que el proceso habitual que sigue scrum.
Scrum es una metodología de desarrollo ágil que permite adaptarse a las necesidades del pro-
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Figura 5.1: Diagrama del proceso de scrum.
Imagen obtenida en http://redletterday.ch/ y creada por neon rain interactive.
yecto a medida que este va avanzando, y con una prioridad muy alta en la entrega de resultados
parciales al cliente lo antes posible.
Roles
Scrum tiene 6 roles bien diferenciados divididos en 2 grupos, siguiendo el símil de los huevos
fritos con jamón. Para la realización de este plato hace falta el cerdo y la gallina, pero mientras
la gallina esta implicada en el proyecto, el cerdo esta comprometido con el mismo. Siguiendo
este símil, los roles serian los siguientes.
Roles “Cerdo”:
• Product Owner: Representa al cliente y sus intereses.
• Scrum Master: Es el encargado de supervisar que la metodología scrum se realiza
correctamente.
• Equipo: Son los encargados de realizar las tareas concretas.
Roles “Gallina”:
• Usuarios: Receptores del producto final.
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• Stakeholders: Promotores y beneficiarios del proyecto.
• Managers: Establecen el entorno del proyecto.
User Stories
Son los requisitos del producto. El Product Owner es el encargado de definir y priorizar los
requisitos del sistema (normalmente apoyado por un analista de requisitos).
Estos requisitos o User Stories, pueden ser divididas en otras User Stories más pequeñas (es
necesario que las user stories entren enteras en un único Sprint). Dentro de cada Sprint las user
stories se dividen en tareas más concretas que son las que finalmente se realizan por parte del
equipo.
Story Points
Los Story Points es una forma de estimar los costes de una funcionalidad, las funcionalidades
se estiman en story points (normalmente equivalentes a 1 día/hombre) y a medida que se va
avanzando en el proyecto se puede ir viendo cuantos story points es capaz de hacer el equipo
en un Sprint, reajustando así la cantidad de funcionalidad posible de incluir en el proyecto.
BackLog
El backlog es el conjunto de todas las User Stories priorizadas por el Product Owner. Este se
utiliza para determinar que funcionalidades se van a desarrollar durante el siguiente Sprint,
además, en caso de que el equipo termine todas las funcionalidades planificadas para un Sprint
antes de tiempo, puede coger User Stories del backlog para realizarlas.
Sprints
Los sprints son los bloques de tiempo (normalmente entre 1 y 4 semanas) en los que el equi-
po se compromete a resolver una serie de funcionalidades o user stories, y el product owner
se compromete a no añadir requisitos nuevos en el sprint dentro de ese lapso de tiempo. Al
principio de un sprint se hace una reunión para determinar que funcionalidades entran en dicho
sprint, el equipo se compromete a las funcionalidades que pueda terminar en el lapso de tiem-
po del sprint. Al final de un sprint se hace una reunión donde se muestra las funcionalidades
desarrolladas y se hace una retrospectiva del proceso.
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Scrum Diario
Durante el desarrollo de un sprint, diariamente, se hacen reuniones breves (no mas de 15 mi-
nutos y normalmente de pie para fomentar la brevedad) de sincronización del equipo. En estas
reuniones cada miembro del equipo debe contar que ha hecho el día anterior, y que tiene pensa-
do hacer hoy. Estas reuniones permiten que todo el equipo este al tanto del avance del proyecto,
y para hacer retrospectiva de uno mismo y de sus propios avances y compromisos.
5.1.2 Mi Scrum
Debido a que soy un único desarrollador y a la vez el cliente receptor del proyecto, me ha
correspondido a mi hacer las labores de todos los roles, aunque este no es el entorno ideal de
Scrum, se puede realizar así.
En mis labores de Product Owner, he sido yo el responsable de analizar los requisitos del
proyecto (User Stories), y priorizarlas. En mis labores de Equipo me ha tocado asignar a los
sprints las User Stories apropiadas, y como Scrum Master, me ha tocado supervisarme a mi
mismo para verificar que estaba usando correctamente la metodología scrum.
Para la realización de los scrum diarios he tenido que usar la técnica del “Pato de goma”,
que consiste en utilizar un objeto (por ejemplo un pato de goma), con quien se habla y se le
cuenta lo que he hecho y lo que voy a hacer ese día. De este modo me he obligado a verbalizar
mis progresos y mis expectativas para cada día sirviéndome de motivación, compromiso y
retrospectiva.
En las reuniones de Sprint, en la labor de Product Owner, re-analizo las User Stories, me planteo
incorporar nuevas funcionalidades, y priorizo nuevamente el Backlog. Tras esto mediante la
técnica del “Pato de goma” verbalizo los avances del Sprint y creo un nuevo Sprint con las tareas
más prioritarias del Backlog. Por ultimo, en mi rol de Scrum Master hago una retrospectiva
del uso de la metodología a lo largo del sprint y si veo que no he utilizado correctamente la
metodología hago un plan de acción para asegurarme de corregir estas carencias en el próximo
Sprint.
5.2 Planificación
El proyecto se ha realizado mediante una planificación de Sprints de 2 semanas, y una duración
de proyecto de 2 meses y medio, estimado a partir de los requisitos de usuario y de la dedicación
(4h diarias 5 días a la semana).
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Además del tiempo de las propias tareas se ha tenido en cuenta una dedicación para la reali-
zación de tareas organizativas y de seguimiento. Estas tareas son ejecutadas principalmente en
forma de scrum diario, y de reuniones de sprint, y se refleja en el gantt (figura 5.2) como una
tarea continua durante todo el proyecto ocupando el tiempo en un 25 %.
Para una mejor visualización del proceso de desarrollo a continuación presentamos el diagrama
Gantt (figura 5.2) que refleja la planificación de desarrollo del proyecto. Quedando excluido el
Sprint 0, dedicado al análisis de requisitos y diseño inicial del proyecto.
5.3 Presupuesto
Se realiza un presupuesto estimado del proyecto incluyendo gastos en personal, gastos mate-
riales y otros gastos indirectos relacionados con el proyecto.
5.3.1 Costes de personal
Este presupuesto se ha calculado a partir de los requisitos definidos en la sección Requisitos
específicos.
Tabla 5.1: Dedicación en horas a la implementación del proyecto
Requisito Horas
Base de datos para información estadística 28 horas
Interfaz de acceso a datos 28 horas
Sistema de ficheros transparente con estadísticas de acceso 44 horas
Interfaz visualización de datos 48 horas
Interfaz de usuario del sistema de ficheros 12 horas
No ralentizar drásticamente el sistema (transversal) NA
A partir de la tabla 5.1, se puede extraer un tiempo total de desarrollo de 160 horas, a las que
añadimos un 25 % (40 horas) de procesos relacionados, como son las tareas de organización y
planificación. Esto nos da un total de 200 horas de dedicación al proyecto.
A partir de la cifra obtenida en el párrafo anterior, podemos estimar los costes de personal
asumiendo un coste de 40,00C por hora y persona. Esto se obtiene aplicando la formula
𝐶𝑜𝑠𝑡𝑒𝑇𝑜𝑡𝑎𝑙 = 𝐻𝑜𝑟𝑎𝑠 * 𝐶𝑜𝑠𝑡𝑒𝐻𝑜𝑟𝑎.
Como resultado, los gastos de personal son de OCHO MIL EUROS.
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Figura 5.2: Planificación de la ejecución del proyecto
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5.3.2 Costes materiales
Además de los costes de personal, tenemos que tener en cuenta los costes materiales. Para este
proyecto el único material necesario ha sido un ordenador, por tanto los costes materiales están
relacionados con la amortización por uso del mismo.
El ordenador utilizado ha sido un Thinkpad T440s con un precio de 1.824,57C y un tiempo de
amortización aproximado de 36 meses. Teniendo un total de 200 horas de trabajo, a 8 horas por
jornada, son 25 jornadas, contando fines de semana, podemos considerar que el portátil se ha
utilizado para el proyecto durante aproximadamente 1.25 meses. El coste de amortización se
obtiene aplicando la formula𝐶𝑜𝑠𝑡𝑒𝐷𝑒𝐴𝑚𝑜𝑟𝑡𝑖𝑧𝑎𝑐𝑖𝑜𝑛 = 𝐶𝑜𝑠𝑡𝑒𝑇𝑜𝑡𝑎𝑙*𝑇 𝑖𝑒𝑚𝑝𝑜𝐷𝑒𝐷𝑒𝑑𝑖𝑐𝑎𝑐𝑖𝑜𝑛
𝑇 𝑖𝑒𝑚𝑝𝑜𝐷𝑒𝐴𝑚𝑜𝑟𝑡𝑖𝑧𝑎𝑐𝑖𝑜𝑛
. Podemos
ver el resultado de aplicar esta formula en la tabla 5.2.
Tabla 5.2: Amortización del material utilizado en el proyecto
Material Coste Dedica-
ción
Tiempo de
amortización
Amortiza-
ción
Ordenador Thinkpad
T440s
1.824,57C 1.25 meses 36 meses 63.35C
Total 63.35C
Finalmente los gastos por amortización de los materiales asciende a SESENTA Y TRES EU-
ROS CON TREINTA Y CINCO CÉNTIMOS DE EURO.
5.3.3 Costes de licencias de software
Los costes de software han sido 0 ya que todo el software usado durante el desarrollo del
proyecto ha sido software libre y/o gratis, como se puede ver en la tabla 5.3.
Tabla 5.3: Costes de software
Software Coste
Sistema operativo Arch Linux 0,00C
Editor de código Vim 0,00C
Editor de prototipos WireframeSketcher (Versión de pruebas) 0,00C
Sistema de documentación Sphinx 0,00C
Total 0,00C
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Los costes en licencias de software son CERO EUROS Y CERO CÉNTIMOS.
5.3.4 Costes de indirectos
Además de lo presupuestado hasta el momento tenemos en cuenta un 20 % de posibles costes
indirectos asociados al proyecto.
Los costes indirectos los calculamos a partir de la aplicación del 20 % sobre los costes de
personal, materiales y de licencias.
Los costes indirectos para el proyecto ascienden a MIL SEISCIENTOS DOCE EUROS Y
SESENTA Y SIETE CÉNTIMOS DE EURO.
5.3.5 Margen de beneficios
El margen de beneficios aplicado para este proyecto, al tratarse de un proyecto orientado a un
beneficio social y no económico, es de 0 %, que se aplicaría sobre los costes totales del proyecto
(Personal, material, licencias y costes indirectos).
Como resultado el beneficio económico del proyecto es de CERO EUROS Y CERO CÉNTI-
MOS.
5.3.6 Presupuesto final
Por ultimo paso a detallar el presupuesto final del proyecto en la tabla 5.4.
Tabla 5.4: Presupuesto final
Concepto Importe
Costes de personal 8.000,00C
Costes de amortización 63,35C
Licencias de software 0,00C
Costes indirectos (20 %) 1.612,67C
Margen de beneficios (0 %) 0,00C
Total sin IVA 9.676,02C
Total con IVA (21 %) 11.707,98C
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El presupuesto total de este proyecto, tras aplicar todos los gastos, el margen de beneficios
y los impuestos, asciende a la cantidad de ONCE MIL SETECIENTOS SIETE EUROS Y
NOVENTA Y OCHO CÉNTIMOS DE EURO.
En la figura 5.3 incluyo el documento de presupuesto final.
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Figura 5.3: Presupuesto
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CAPÍTULO 6
Conclusiones
6.1 Sobre el sistema
Al principio del proyecto nos marcamos unos objetivos muy claros para el desarrollo, y una
vez finalizado el proyecto podemos ver como estos objetivos están cumplidos.
El principal objetivo del proyecto era desarrollar un sistema de monitorización de operaciones
de lectura y escritura de aplicaciones. Este sistema debía permitir saber cuantas veces se accede
a que bloques del fichero y para que (lectura o escritura). Esto queda claramente reflejado en la
información disponible tanto en el log que se genera, como en la interfaz gráfica que podemos
ver en las figuras 6.1, 6.2 y 6.3.
Figura 6.1: Listado de aplicaciones
Muestra un listado donde podemos elegir de que aplicación ver los bloques utilizados.
Copia de Visualización de aplicaciones
El sistema debía ser lo suficientemente eficiente, como para que su uso se pudiera hacer de ma-
nera razonable. Como podemos ver en la sección de Evaluación, las perdidas de rendimiento
causadas por el sistema no obstaculizan en exceso al usuario permitiéndole activar la monitori-
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Figura 6.2: Listado de ficheros
Al seleccionar una aplicación pasamos a un listado de los ficheros a los que accedido.
Copia de Visualización de ficheros
Figura 6.3: Listado de bloques
Al seleccionar un fichero nos aparece, de manera gráfica, los bloques a los que a accedido, cuantas
veces, y para que (leer, escribir).
Copia de Widget fileblocks
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zación y usar las aplicaciones a monitorizar.
El software resultante debía ser utilizable de manera sencilla en el ámbito docente, de este mo-
do, debería tener una interfaz clara y sencilla, que permita a los estudiantes ver la información
gráficamente. Esto que se ha conseguido, existe un interfaz sencillo, intuitivo y visual que nos
da una idea clara del acceso a los datos del fichero, como se puede ver en las figuras 6.1, 6.2 y
6.3.
El software debía ser extensible y tener la posibilidad de reutilizar los datos obtenidos de ma-
nera sencilla que los datos estuvieran almacenados de un modo que fuera de fácil acceso. Esto
se cumple a través del uso de un sistema de almacenamiento independiente a la aplicación y
disponible libremente como es TokyoCabinet, y la disponibilidad de una biblioteca de acceso a
datos en C que nos abstrae de la implementación utilizada.
Además tras haber terminado el proyecto, podemos compararlo con las soluciones existentes,
y ver como estas se quedan muy lejos de cumplir los objetivos planteados.
Tabla 6.1: Comparación entre los sistemas existentes y la implementación de Ac-
cessFS
Requisitos/Software AccessFS inotify strace blktrace
Monitorización de IO x x x x
Monitorización a nivel de bloque x x
Diferencia aplicaciones x x x x
Diferencia ficheros x x x
Rendimiento razonable x x x x
Interfaz amigable x
Interfaz didáctica x
Datos reutilizables fácilmente x
Como vemos, podemos ver en la tabla 6.1, existe a nivel de monitorización de bloques una
carencia muy importante en inotify y strace, que nos impiden cumplir el objetivo, por otro
lado, blktrace permite la monitorización por bloque, pero pierdo el contexto de los ficheros a
los que accedo, información clave para los objetivos.
Más allá de la calidad de la información recolectada, la presentación de la misma, que era
uno de los objetivos del proyecto, es muy superior en la implementación realizada, ya que
estas aplicaciones carecen de una interfaz amigable o didáctica, y los datos que generan no son
reutilizables de una manera sencilla.
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6.2 Sobre el proceso
El proceso ha sido ejecutado en Sprints de 2 semanas trabajando a media jornada.
El proceso como tal, ha sido un proceso completamente secuencial al ser el único desarrollador
del proyecto, esto tiene sus ventajas e inconvenientes. Evidentemente no ha habido ningún
tipo de interbloqueo, pero el proyecto podría haberse finalizado antes paralelizando, ya que el
carácter modular de la aplicación lo hace muy interesante de paralelizar.
Una de las posibles divisiones que se podría hacer del proceso de desarrollo sería encargar cada
uno de los 4 módulos por separado a una personal. Esto incurriría en algunos costes extras
de análisis y definición de interfaces de los módulos, pero permitiría paralelizar el proyecto
reduciendo el tiempo final, seguramente a como máximo 2 sprints.
Otra posible división de este proceso sería afrontarlo de un modo más acorde con la filosofía
Agile, a más personas en el proceso de desarrollo, de modo que durante cada sprint se podrían
repartir tareas parciales de cada requisito entre varias personas. Un ejemplo podría ser la crea-
ción de pruebas unitarias y la implementación del acceso a datos para el caso de la biblioteca
de acceso a datos, o el widget de visualización de bloques, y el resto de la interfaz gráfica en
el caso del AccessFS GUI. Esto permitiría la inclusión de, seguramente 3 o 4 personas en el
proyecto. Pero no mucho más, ya que la posibilidad de interbloqueos crecería y seguramente no
se conseguiría un rendimiento mayor. Con este enfoque, seguramente el proyecto podría estar
listo en unos 2 Sprints.
En cuestión de costes, sin tener en cuenta tiempos, probablemente la mejor opción es la de
una persona trabajando en serie, ya que tiene un dominio mayor de toda la aplicación y la no
existencia de interbloqueos.
En cuestión de tiempos, probablemente no haya una manera razonable de hacer el proyecto en
menos de 2 sprints, ya que solo el coste de análisis de las tareas y la ejecución de las mismas,
aunque se hagan en paralelo, es muy difícil que entren en menos tiempo.
6.3 Personales
Este proyecto ha supuesto un gran reto técnico y de aprendizaje, donde me he enfrentado a
tecnologías que desconocía y con las que he tenido penas y glorias a lo largo del desarrollo.
Al terminar el proyecto me doy cuenta de la influencia tan grande que ha tenido ciertas asigna-
turas de la carrera en mi capacidad para resolver el problema, principalmente la asignatura de
Sistemas operativos, que además de introducirme en el lenguaje de programación C, me enseño
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como funcionan los sistemas de ficheros o la gestión de memoria. Por otro lado, la asignatura
de Ficheros me llevó a plantearme la forma correcta y eficiente del almacenamiento y la lectura
de información, lo cual ha sido clave para cumplir con los objetivos de rendimiento que tenía
el sistema. Por ultimo, asignaturas como ingeniería del software o bases de datos, han estado
muy presentes en mi cabeza durante el desarrollo del mismo llevándome a organizar mejor el
proyecto o a sacar conclusiones interesantes sobre como almacenar y acceder a mis datos.
Por otro lado me he visto en la necesidad de solventar algunas carencias formativas por mi
cuenta, como es el caso de aprender a utilizar un toolkit gráfico como puede ser GTK (herra-
mienta esencial para cumplir con los objetivos didácticos del proyecto), el uso de BBDD de
tipo Clave/Valor (imprescindible para tener una mayor eficiencia y tener el mínimo impacto en
la experiencia de usuario), o el sistema de construcción de software Scons (que me ha dado la
posibilidad de tener un modo sencillo de recompilar y reinstalar el software tantas veces como
haya necesitado). También es justo admitir que a pesar de que estas materias no las he visto
durante el transcurso de mi formación, la solida base formativa que he recibido me ha servido
para que el aprendizaje de estas tecnologías haya sido más rápido y sencillo.
Además como es evidente he tenido que lidiar con las dificultades de un lenguaje de bajo nivel
como C (C-99), en el que hay que tener un control muy exhaustivo de la memoria y los punteros,
y donde la detección y corrección de errores se hace realmente difícil.
Por último, expresar mi satisfacción por el trabajo realizado, por haber conseguido los objetivos,
y por los conocimientos y la experiencia adquirida en el camino.
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CAPÍTULO 7
Ampliación y lineas futuras
Tras la finalización del proyecto, me di cuenta de que tenia ciertas aplicaciones para las que
no había sido pensado en un principio, pero con un potencial de desarrollo muy interesante. A
continuación presento algunas de la posibles lineas futuras que puede tener este proyecto.
7.1 Mejoras
Existen una serie de mejoras que se podrían realizar al proyecto para conseguir sacarle un
partido mayor:
Mejorar el rendimiento haciendo que las escrituras al almacenamiento de datos no sean
instantáneas y queden relegadas a escrituras en bloque.
Permitir algún tipo de notificación en directo a través de algún protocolo de pub/sub
como podría ser zeroMQ.
Ampliar la batería de pruebas unitarias para permitir un desarrollo más seguro y robusto.
Mejorar la indexación de la información para permitir índices más ricos y ampliar la
biblioteca para que permita búsquedas sobre estos nuevos índices.
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7.2 Sistema de creación de cache de disco basada en
la información recolectada
Actualmente nos encontramos manejando ficheros más y más grandes en nuestras redes, y en
muchos casos ya sometidos a compresión, con lo cual es difícil reducir el ancho de banda con-
sumido. Para solucionar este problema, si conocemos el uso esperado de ciertas aplicaciones
o ciertos entornos, podemos crear un sistema de cache con los bloques de datos a los que se
accede más frecuentemente y ponerlos en un dispositivo local, de modo que los datos en esta
cache sean accedidos muy rápidamente y los menos frecuentes sean accedidos a través de la
red.
En caso de uso interesante de esto podría ser la combinación de un sistema de ficheros que
gestione esta cache para los bloques de lectura más habitual combinado con un sistema de
ficheros NFS a través del sistema UnionFS.
7.3 Sistemas de defragmentación por funcionalidad
Los sistemas actuales de defragmentación se basan en la teoría de que los datos de los ficheros
deben estar próximos en el disco duro físico, porque es más probable que estos datos sean acce-
didos al mismo tiempo, pero eso no tiene porque ser completamente cierto, existen aplicaciones
que acceden a varios ficheros de manera concurrente.
Un ejemplo de este posible uso seria sacar la información de una sesión normal de un día del
usuario y con un análisis estadístico del uso de los bloques y del orden de estos optimizar la
ordenación de los bloques de datos en el sistema.
7.4 Traza gráfica del acceso a ficheros
Normalmente entendemos que las aplicaciones acceden a los ficheros de manera secuencial,
pero en muchos casos no es así, el comportamiento del acceso a ficheros puede variar consi-
derablemente de una aplicación a otra. Seria interesante obtener una representación gráfica del
recorrido que ha hecho del fichero.
La información necesaria para realizar esta representación gráfica es recogida por el sistema de
ficheros desarrollado, por lo tanto esta ampliación consistiría en extraer los datos de la base de
datos generada y construir la representación gráfica de los mismos.
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Figura 7.1: Interfaz teniendo en cuenta el tiempo
Una posible interfaz, como podemos ver en la figura 7.1 sería muy similar a la planteada en la
figura 3.6, pero además tendría una barra que nos permitiría desplazarnos por el tiempo viendo
por los diferentes estados por los que ha pasado el fichero respecto a las lecturas y escrituras.
7.5 Análisis de acceso a ficheros en caliente
Actualmente el sistema de ficheros desarrollado esta pensado para grabar la sesión, y una vez
terminada la sesión abrir los datos resultantes, una posible evolución del proyecto seria permitir
que estos datos fueran consultados en caliente, es decir, mientras se están generando.
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CAPÍTULO 8
Referencias
GTK Gimp Toolkit: Bibliotecas para el desarrollo de interfaces gráficas multiplataforma. Más
información: http://www.gtk.org/.
QT Biblioteca para el desarrollo de interfaces gráficas multifplataforma. Más información:
http://www.qt.io/
WxWidgets Biblioteca para el desarrollo de interfaces gráficas multifplataforma. Más infor-
mación: https://www.wxwidgets.org/.
FUSE Bibliotecas para el desarrollo de sistemas de ficheros en espacio de usuario. Más infor-
mación: http://fuse.sourceforge.net/.
Espacio de usuario Se refiere a las aplicaciones que funcionan sin privilegios de sistema ope-
rativo, normalmente cualquier aplicación excepto el sistema operativo. Más información:
http://en.wikipedia.org/wiki/User_space.
ORM Object Relatioal Mapper, es una tecnología que abstrae al desarrollado del acceso las
bases de datos relacionales representando las bases de datos, tablas y filas como obje-
tos, de modo que simplifica la integración con los lenguajes orientados a objetos. Más
información: http://es.wikipedia.org/wiki/Mapeo_objeto-relacional.
Inotify Software de monitorización de inodos, permite ver y reaccionar ante los eventos que
se suceden en relación a inodos concretos del sistema de ficheros. Más informacion:
http://en.wikipedia.org/wiki/Inotify.
Strace Software de monitorización de llamadas al sistema (syscalls), permite ver las llamadas
al sistema que hace una aplicación durante su ejecución y parte de la información de
estas llamadas. Más información: http://es.wikipedia.org/wiki/Strace.
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BlkTrace Software de monitorización de accesos a dispositivos de bloques. Más información:
http://www.cse.unsw.edu.au/~aaronc/iosched/doc/blktrace.html.
Scons Sistema de construcción de software modular y basado en una sintaxis Python. Sitio
web: http://www.scons.org/.
Cmake Sistema de construcción de software que trata de simplificar la construcción de soft-
ware frente a alternativas como autotools. Más información: http://www.cmake.org/
Ant Sistema de construcción de software orientado al mundo java y fuertemente basado en
XML. Más informacion: http://ant.apache.org/.
Autotools Sistema de construcción de software de GNU, ampliamente usado en el mundo del
software libre. Más información: http://es.wikipedia.org/wiki/GNU_build_system.
TokyoCabinet Base de datos clave valor, simple, orientada a fichero y pensada para dar un
rendimiento muy alto. Sitio web: http://fallabs.com/tokyocabinet/.
SQlite Base de datos SQL, simple y orientada a fichero. Más información:
http://www.sqlite.org/.
BerkeleyDB Base de datos clave valor, compleja, con mucha funcionalidad y orienta-
da a fichero. Más información: http://www.oracle.com/technetwork/database/database-
technologies/berkeleydb/overview/index.html.
GNU GNU (Gnu is not Unix) es un sistema operativo que tiene un conjunto de aplicaciones
libres. Normalmente se encuentra combinado con el kernel Linux. Más información:
http://www.gnu.org/.
GNU C Compiler El compilador de C del proyecto GNU, contenido dentro de GCC (Gnu
Compiler Collection). Más información: https://gcc.gnu.org/.
GPL General Public License es una licencia de software orientada a liberar código impidiendo
restringir las libertades en caso de redistribución o creación de obras derivadas. Más
información: https://www.gnu.org/licenses/gpl.html.
LGPL Lesser General Public License es una licencia de software muy similar a la
GPL, con la excepción de que permite que software que se enlace dinámica-
mente no se vea afectado por las restricciones de la GPL. Más información:
https://www.gnu.org/licenses/lgpl.html.
MIT MIT es una licencia de software orientada a liberar código únicamente obli-
gando a hacer referencia a la licencia en si, y a la autoría. Más información:
http://es.wikipedia.org/wiki/Licencia_MIT.
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ZeroMQ ZeroMQ es una biblioteca que permite hacer sistemas pub/sub sin necesidad de un
broker que actúe de intermediario. Más información: http://zeromq.org/.
NFS NFS es un sistema de ficheros orientado a red que permite com-
partir directorios entre diferentes ordenadores. Más información:
http://es.wikipedia.org/wiki/Network_File_System.
UnionFS UnionFS es un sistema de ficheros que permite combinar varios sistemas de fiche-
ros en uno solo formado por los otros sistemas de ficheros, como si se tratara de capas
superpuestas. Más información: http://es.wikipedia.org/wiki/UnionFS.
Inodo Estructura de datos utilizada por los sistemas de ficheros para almacenar los metadatos
de un archivo o directorio. Más información: http://es.wikipedia.org/wiki/Inodo.
NodeJS Interprete de javascript orientado al desarrollo de aplicaciones de escritorio o sistemas
usando este lenguaje. Más información: http://nodejs.org/.
Widget Elemento orientado a la interacción con el usuario, utilizado por los tool-
kits gráficos (como GTK). Los toolkits gráficos normalmente proveen al progra-
mador de una biblioteca de widgets para definir su interfaz. Más información:
http://es.wikipedia.org/wiki/Widget.
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