INTRODUCTION
Fundamental knowledge about an organism includes an estimate of the number of genes in its genome-one measure of the overall complexity of the organism-and an estimate of the closely related coding density (defined as the fraction of base pairs that are in codons). The latter is a basic aspect of genome structure, related to the intriguing question of the prevalence of 'junk' or 'selfish' DNA [Orgel and Crick, 1980 ]. An estimation of coding density has important practical consequences as well, for example in deciding whether more information will be gained by sequencing cDNAs or genomic DNA. Current estimates of coding density for most eukaryotic organisms are given only in rather wide ranges. For example, Clark et al. [1988] estimate that there are roughly 3500 essential genes in Caenorhabditis elegans, giving both reasons to think this estimate may be too high as well as reasons that indicate it may be minimal. Combined with the results of Park and Horvitz [1986] , which suggest that half of the genes in C.elegans may be inessential, this gives an estimate of roughly 7000 genes. However Waterston et al. [1992] estimate that the true number of genes in C.elegans may be closer to 15000.
Kaback, Angerer, and Davidson [1979] showed that roughly 50-60% of the yeast genome is transcribed in roughly 5000 transcripts, under laboratory conditions. (A transcript density of 50-60% corresponds to a coding density of less than 50%, since an mRNA contains untranslated regions.) If all genes were distributed uniformly over the genome, this estimate would give about 120 genes on chromosome Im. However Yoshikawa and Isono [1990] found 156 transcripts from chromosome III, and Oliver et al. [1992] , equating genes with open reading frames of length at least 100 amino acids on the chromosome mII sequence, find 182 genes, giving a coding density estimate of 67% and an estimate of about 8000 genes in the whole organism.
The analyses of Waterston et al., Sulston et al., and Oliver et al. were made possible because an important new source of data has recently become available. Whereas most sequences in the current databases are from highly expressed genes, sequence is now becoming available which is a much less biased sample of the genome. In some cases this means a very long stretch of DNA encompassing many genes, as in the case of the recent determination of yeast chromosome HI [Oliver et al. 1992 ], in others it means a large number of short sequences, randomly selected from the genome in the course of determining STSs for genome mapping [Olson et al. 1989] .
Current methods to determine coding density, both experimental and computational, rely on counting genes. The experimental methods typically give low estimates because, under the experimental conditions chosen, not all genes are required or expressed. A major difficulty with the computational methods applied to date is that current gene recognition methods have rather large, and sometimes uncharacterized, error rates [Fickett and Tung 1992] ). And while such statistics have a large random component and a large variance when observed on individual windows, the overall distribution of such a statistic, when observed on a large set of windows, is closely correlated with global coding density (Fig. 1) .
One simple approach to the problem considered here would be (1) to infer, using sequence data of known coding density from public databases, a model of the relationship between coding density and an ensemble property of the coding statistic distribution, as for example the linear regression shown in Fig. 1 , and (2) use such a model to predict the coding density of the new sequence data under study. However, because the data in the public sequence databases is a very biased sample of the genome, extrapolation from the database to the genome may not be justifiable.
This problem may be surmountable, but here we pursue an alternative method which does not rely on first establishing a model of the relationship between coding density and a coding statistic in previously characterized sequences, but rather depends exclusively on the distribution of the coding statistic on the corpus of sequence data under study. In the method detailed below, the sequence data under study are first partitioned into a set of fixedsize windows, and the chosen coding statistic is calculated on each. Then the distribution of the statistic is decomposed into two normal distributions that are assumed to correspond to the distribution of the statistic in the noncoding and coding fractions of the sequence data.
In what follows we first introduce the Max Codon Usage coding statistic, or MCU, for which we have generally observed reasonably gaussian behavior. We describe in detail the method used to decompose the distribution of the coding statistic, using the yeast genomic sequences from GenBank to explicitly illustrate it. We then evaluate the accuracy of the method in large sets of characterized genomic sequences from five distantly related genomic organisms, and describe two applications. In the first, the coding density of yeast chromosome IH is estimated by decomposing the distribution of the MCU distribution. In the second, we estimate the coding density of a collection of sequenced cosmids from C.elegans. In this case, however, since we strongly suspect that the MCU statistic does not have a normal distribution, we estimate the coding density by decomposing the distribution of a different coding statistic. Finally, we discuss the applicability of the method to other genomes, and its limitations.
MATERIALS AND METHODS
Sequence data Nucleotide sequence data were taken from the GenBankrm/ EMBL/DDBJ international collection, accessed via the on-line relational GenBank database [Cinkosky et al. 1991 ] and the EMBL on-line service [Higgins et al. 1992] .
Reference sets of annotated sequences released on or before 30 June 1992 were extracted from GenBank for eukaryotic organisms with more than one megabase of available genomic sequence. (This date was chosen to avoid large amounts of unannotated 'raw' sequence; the date makes the data essentially equivalent to that available in GenBank release 71). The yeast reference set excluded the chromosome mII sequence. Successive, non-overlapping, 240 basepair windows were taken from each genomic sequence. Windows with ambiguous bases were discarded. Positions annotated as 'CDS' in any of the six frames Table 1 below.
discriminant analysis, only fully coding and fully noncoding windows were used. Because phase-specific coding measures are generally more accurate than those which are only region-specific [Fickett and Tung 1992] , the discrimination was between windows that were both coding and in phase, on the one hand, and windows that were either coding and out of phase, or noncoding, on the other hand. The basis for discrimination was codon usage, this being a simple but quite accurate measure of coding function [ibid.]. Thus a codon usage vector C was calculated for each window, and a discriminant vector D was determined by linear discriminant analysis. D was replaced by -D, if necessary, to make the average value of C * D higher on coding than noncoding windows. The coding statistic we used in the primary analysis, which of course must not be phase specific, was then defined as the maximum of D * C/( # of codons) over the six reading frames of a window. For brevity we will refer to this statistic as MCU (Max Codon Usage) in the rest of the paper. MCU is simple and seems to have close to gaussian behavior in many cases, but of course the linear discriminant function can be derived from sequence properties other than codon usage (see the estimation of the coding density of the C.elegans cosmids below.) Decomposition of the MCU distribution The distribution of MCU for all windows in the GenBank yeast reference set is shown in Fig. 2 .a. The individual MCU distributions for the sets of coding ( > 50% of coding bases) and non-coding windows (c 50%) are also shown in Fig. 2 [Redner and Walker, 1984] ). Here, we have used a maximum likelihood method. Briefly, the maximum likelihood estimate of parameters associated with a sample of observations can be defined as that choice of parameters which maximizes the probability of the sample. The probability of the sample, written as a function of the parameters to be chosen, is called the likelihood function. In particular, we have used an iterative procedure for numerically approximating maximum-likelihood estimates of parameters in mixture distributions, known as the EM (Expectation Maximization) algorithm, which was formalized in a more general context by Dempster et al., [1977] . An extensive review of the EM algorithm can be found in [Redner and Walker 1984] .
We have used a version of the EM algorithm initially proposed by Hasselblad [1966 Hasselblad [ , 1969 
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The log-likelihood function L is computed at each iteration, and the procedure continues until an iteration is reached such that the absolute difference of two consecutive log-likelihoods is smaller than a specified value. Although initial estimates for a>, ,aj, and 0. need to be provided, the procedure has been proved to converge irrespective of their value [Hasselblad 1966 [Hasselblad , 1969 ; [Dempster et al., 1977] . To evaluate the goodness of the fit for the observed data to the estimated mixture, the likelihood ratio test statistic, G, is computed. The statistic is given by G = 2(rI-ro)
where rF and ro are the log-likelihoods computed under the alternative and null hypothesis (which assumes the mixture of distributions), respectively. In practice, G is computed as
G approximates a x2 with m-l-[ck+(k-1)], where c is the number of parameters of the distributionsf3 ( = 1,..., k). That is, ck+ (k-1) is the total number of parameters to be estimated. In our case c=2 and k=2, so the degrees of freedom are m-6. We have written a program in C implementing such a procedure, after the ALGOL code of Agha and Ibrahim [1983] .
The input data must be a frequency distribution; therefore the observations of a continuous variable-such as MCU-need to be grouped in equal-sized intervals. We have observed that the number of intervals, if chosen between reasonable boundariesfrom 10 to 40-has little effect on the final estimations. Following Sokal and Rohlf [1981] we have usually grouped the MCU distributions in 20 intervals.
Estimation of the coding density In practice, to estimate the coding density of anonymous sequence data we proceed in the following way: the sequence data under study is decomposed in a number of fixed length windows. The value of the MCU statistic is calculated in each window, and the global MCU distribution obtained. After discretizing it in twenty intervals, the EM algorithm is used to decompose this distribution in two component normal distributions, which are assumed to be the MCU distributions in coding windows (more than 50% coding nucleotides) and in non-coding windows (50% or less coding nucleotides). From them, the fraction of coding windows is estimated. Such a fraction of coding window is taken as an estimate of the coding density. (It is easy to see that under the very reasonable hypothesis that the distribution of the proportion of coding bases in partially coding windows is uniform, the expected value of the fraction of coding windows is in fact the fraction of coding bases. In practice, we have found that the difference between the two fractions is ordinarily less than 1%).
All of our software, written in C for the Sun Sparcstation, is available upon request.
RESULTS

Evaluation of the method
We have obtained the EM estimates of the MCU distribution in coding and non-coding windows for the five reference data sets. The parameter estimates are shown in Table 1 and the distributions in Figure 2 (the rat and mouse cases are similar to the human, and are not shown.) Note that the EM estimation of the underlying MCU distributions for coding and non-coding windows are close to those derived from the GenBank annotation, even though the decomposition is much less obvious for the metazoans than for yeast. Despite this relatively good agreement, the EM decomposition of the MCU distribution results in an apparent systematic overprediction of the proportion of coding windows, of magnitude +0.08 -0.06. The apparent overprediction is the consequence of the long tail to the right characterizing the MCU distribution for windows annotated as non-coding, that causes this distribution to depart significantly from normality. (Observe, in Table 1 , the large values of the log-likelihood ratio obtained for the gaussian fitting of the MCU distribution for non-coding windows, GO, when compared with the log-likelihood ratios obtained for the fitting of coding windows, G1.) Then, when the global MCU distribution is forced into two normals, an important fraction of the windows annotated as non-coding (but with high MCU) is put in the distribution of coding windows, thus resulting in the observed overprediction of its proportion.
Although it can not be ruled out that the departure from normality characterizing the distribution of non-coding windows is intrinsic to the MCU behavior (due, for example, to the existence of sequences which are noncoding but resemble coding sequence, such as pseudogenes, or certain repetitive elements), it is also possible that such a departure is only apparent; the result at least partially of the incompleteness in the annotation of the public databases. It is well known that the use of 'CDS' in GenBank is conservative, often not identifying a likely coding sequence as 'CDS' unless there is experimental evidence. Thus, a number of windows annotated as non-coding, but with high MCU value are likely to be coding; in such a case, the long tail observed for the MCU distribution on non-coding windows would be just an artifact, and the EM estimates of the coding density that we have obtained would be closer to the actual values than they appear to be. In (thus, for different amounts of sequence data) are shown in Table   2 . For about one megabase of sequence data, we can obtain an estimation of the density within a 4 6% error. For smaller data sets, the accuracy obviously decreases. Note incidentally than when only GenBank entries containing the keyword 'CDS' are considered, the previously observed overprediction of the coding density becomes a slight underprediction, strongly suggesting the existence of unannotated coding regions in GenBank.
Estimation of the coding density of yeast chromosome HI Estimation of the coding density of C.elegans cosmids We have also used the EM algorithm to estimate the coding density of six recently published C.elegans cosmids . We have first used the reference set (genomic sequence without cosmids) to study the behavior of the MCU statistic, and the performance of EM algorithm. The coding density of the reference set derived from the GenBank annotation is 0.37. In figure 4 .a we have plotted the global MCU distribution on this set, and the underlying distributions for coding and non-coding windows based on the GenBank annotation. As it is possible to see, the MCU distribution for coding windows departs obviously from normality, being clearly bimodal. figure 4 .b, we have plotted the distribution of a coding statistic, DLA, derived from di-amino acid counts, which is less sensitive to details of codon usage. Similarly to the MCU, the DLA statistic is a linear combination of 400 di-amino acid pair counts, obtained by discriminant analysis, and also computed in successive non-overlapping windows. The actual DIA distribution for coding windows is much closer to normal than that of the MCU. The EM estimate of the coding density derived from the DIA distribution is 0.47, which is within the limits of the overprediction that we have systematically obtained. Therefore we have chosen to use the DIA statistic, instead of the MCU, in an attempt to predict the coding density of the C. elegans cosmids. The EM decomposition of the DIA distribution in the C.elegans cosmids results in an estimated proportion of coding windows of 0.23. If the empirical confidence interval derived from the human data may serve as a guide here, the 90% confidence interval on this prediction is 0.26 4 0.10. The value of the log-likelihood ratio is 41.4. For comparison with our estimated value, the tentative, and in part computerderived, annotation supplied to GenBank with the cosmids gives a density of 0.29.
DISCUSSION
It is of considerable interest to estimate the overall coding density of a genome, as this is one important estimate of the overall complexity of the organism. In addition, determining 'a priori' the coding density of anonymous sequence data in a particular region may be beneficial. It may, for example, influence the approach to further identify the potential genes contained in the sequence, which may be different for sequences with predicted high coding density than for sequences with predicted low coding density. It may also help to establish priorities when in the near future large amounts of sequence data be routinely obtained, since it may be desired to study in more detail first those sequences likely to be rich in genes. In addition, to the extent that the sequence data available is representative of a whole genome, the estimate obtained can be taken as an estimate of the whole genome coding density, thus possibly suggesting the more appropriate strategy to follow towards the complete inventory of an organism's genes.
We have described a method to estimate the coding density of a corpus of sequence data. The method relies on the decomposition of the global distribution of a given coding statistic on the sequence data in two component normal distributions, which are assumed to be the distributions of the coding statistic on the coding and non-coding fractions of the sequence data. The method is based thus on the assumption that the coding statistic employed behaves in a gaussian manner on each of these fractions. We have used an EM algorithm to obtain maximum likelihood estimates for the parameters of the underlying distributions in the hypothetical mixture, and a log-likelihood ratio to evaluate the fit between the estimated mixture and the observed data.
As coding statistic, we have generally used a linear combination of the codon usage vector-the MCU statistic. We have observed that the MCU coding statistic shows stronger correlation with coding density than other simple coding statistics, and that it exhibits a good gaussian behavior. However, we have data indicating that such normal behavior of the MCU statistic may not be universal. In such a case, the EM algorithm can still be applied, provided that an alternative coding statistic with the appropriate normal behavior is found.
To obtain the distribution of the coding statistic, the sequence data needs to be decomposed in windows of fixed length. The choice of window length is somewhat arbitrary, within certain bounds. A longer window length contributes to precision, since the method requires that the correct frame be discernible from codon usage within the window. The window should probably be at least 100 bases for this purpose. On span such introns in human sequences. In addition, a shorter window length minimizes the number of partially coding windows, which also contributes to precision. In that sense, the length we chose, 240, should be considered a compromise. It is quite possible that a longer window would give better results in yeast, where most genes are long open reading frames without interrupting introns, and that a shorter window would be more appropriate to human sequences, where most genes are constituted by rather short exons. For example, while 85% of the coding windows (>50% coding) for the yeast reference set are fully coding windows, only 40% of the them are so for the human reference set.
When tested in large corpus of sequence data (> 1 Mb) from a number of distantly related eukaryotic organisms with very different coding densities, the EM decomposition of the MCU distribution resulted in consistent estimates. The estimates were systematically high when compared with the values of the coding density derived from the GenBank annotation. However, such a discrepancy may partially be the result of an underestimation of the actual coding density when derived from the GenBank annotation. The fact that there are sequences in GenBank that are clearly coding but not annotated as such, and that the overprediction is not observed when the EM estimates are obtained only from sequences in GenBank entries containing the keyword 'CDS'-where unannotated coding sequences are less likely to occur-supports such a possibility.
The values of the log-likelihood ratio obtained for the MCU distribution to fit the EM decomposition were often not consistent with the hypothesis of two underlying normals. Although the method requires, in principle, a good fit to gaussian distributions, as measured by this log-likelihood ratio, we have found that the method is in fact quite robust, and that whenever the coding statistic exhibits unimodal, approximately gaussian behavior, the EM estimates are quite reliable. Note, incidentally, that normality can not be expected in a data set as biased as GenBank. Lower values of the log-likelihood ratio (corresponding to more confidence in the hypothesis that the empirical distribution may be fit to a sum of two normal distributions) were found in the two cases where the sequence data were more representative of the genome as a whole, and thus more confidence may be placed in the estimates in this case.
In some cases, confidence intervals for the estimates have been empirically obtained for different sample sizes. Results obtained show that for human sequence data, an estimation of the density can be obtained within + 6% error, when 1 Mb of sequence data is available. For yeast sequences, such accuracy can be obtained with only 300 Kb of sequence data. Since the estimates for such distantly related organisms have been obtained using the same coding statistic and the same window length, it is likely that the precision can be increased by using specialized coding statistics, and by calibrating window length appropriate to the organism's characteristic gene structure. Thus, the robustness of the method to different coding statistics, window lengths, data sets used to calculate the discriminant vector, presence of ambiguous bases in the sequence, etc., has to be carefully analyzed. Preliminary results obtained in the five reference data sets when the discriminant vector was obtained from diaminoacid counts and dicodon counts, instead of codon counts, seem to indicate that the estimates are relatively independent to the choice of coding statistic (as far as the statistic exhibits the appropriate close-togaussian behavior.)
We have applied the method described here to two different cases. In the first case, although the In summary, we have developed a method to estimate the coding density in a corpus of DNA sequence data. The method is not species-specific and can be used across taxonomic boundaries. It can be applied to both long stretches of contiguous DNA sequence or a large number of short sequences scattered over a genome. It requires only a coding statistic with reasonably gaussian behavior in windows of the sequence under study, and does not depend on extrapolating a model of the relationship between coding density and coding statistic inferred from characterized sequence data. Results obtained when tested in a number of distantly related eukaryotic organisms show that usually the method provides useful estimates of the coding density in sets of sequence data containing at least a few hundred kilobases. Res., 20 supplement, 2071-2074. 
