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Abstrakt 
 Hlavným zámerom tejto diplomovej práce je popis problematiky realizácie 
rozdeľujúcich nadplôch pomocou umelých neurónových sietí.  Cieľom je predstaviť 
teoretické znalosti týkajúce sa tejto problematiky a na praktických príkladoch tieto 
znalosti aj overiť. 
 Práca obsahuje základný teoretický popis problematiky teórie rozpoznávania a 
problematiky príznakového popisu predmetov.  V tejto časti je predstavený klasifikátor 
fungujúci na princípu Bayesovho rozhodovania a sú vymenované iné typy 
klasifikátorov.   
 Práca sa potom podrobnejšie zaoberá umelými neurónovými sieťami; je 
teoreticky popísaná ich základná funkčnosť a ich schopnosti pri vytvorení rozdeľujúcich 
hraníc v príznakovom priestore.  Sú ukázané príklady z literatúry na využitie 
neurónových sietí v príslušných úlohách.  Ako súčasť tejto práce bol vytvorený program 
ANN-DeBC v prostriedku Matlabu pre generovanie praktických výsledkov o využití 
dopredných neurónových sietí pre realizáciu rozdeľujúcich nadplôch.  Práca obsahuje 
podrobný popis tohto programu a sú predstavené a analyzované získané výsledky. 
Je ukázané aj to, ako vytvorí umelá neurónová sieť rozdeľujúce hranice v tvare 
základných geometrických foriem, a aj vo všeobecnejších tvaroch.  Je spozorovaný 
vplyv voľby topológie neurónovej siete a počtu trénovacích vzorov na úspešnosť 
klasifikácie a sú stanovené minimálne hodnoty týchto parametrov pre úspešné 
vytvorenie rozdeľujúcich hraníc pri jednotlivých príkladoch.  Ďalej sú predstavené, ako 
sa chovajú neurónové siete pri klasifikácii reálne rozdelených trénovacích vzorov a 
akými spôsobmi je možné ovplyvňovať tvar realizovaných rozdeľujúcich nadplôch. 
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Abstract 
 The main aim of this master's thesis is to describe the subject of the 
implementation of decision boundaries with the help of artificial neural networks.  The 
objective is to present theoretical knowledge concerning this field and on practical 
examples prove these statements. 
The work contains basic theoretical description of the field of pattern 
recognition and the field of feature based representation of objects.  A classificator 
working on the basis of Bayes decision is presented in this part, and other types of 
classificators are named as well. 
The work then deals with artificial neural networks in more detail; it contains a 
theoretical description of their function and their abilities in the creation of decision 
boundaries in the feature plane.  Examples are shown from literature for the use of 
neural networks in corresponding problems.  As part of this work, the program ANN-
DeBC was created using Matlab, for the generation of practical results about the usage 
of feed-forward neural networks for the implementation of decision boundaries.  The 
work contains a detailed description of this program, and the achieved results are 
presented and analyzed. 
It is shown as well, how artificial neural networks are creating decision 
boundaries in the form of geometrical shapes.  The effects of the chosen topology of the 
neural network and the number of training samples on the success of the classification 
are observed, and the minimal values of these parameters are determined for the 
successful creation of decision boundaries at the individual examples.  Furthermore, it's 
presented how the neural networks behave at the classification of realistically 
distributed training samples, and what methods can affect the shape of the created 
decision boundaries. 
 
 
 
Keywords 
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1 ÚVOD 
Ľudský mozog je schopný jednoducho rozpoznávať svoje okolie, ktoré sníma 
pomocou svojich zmyslových orgánov.  Instantne klasifikuje všelijaké objekty a 
identifikuje zdroj hlasu, ktorý počuje.  Táto ľudská schopnosť inšpirovala vývoj takých 
strojov, ktoré by boli schopné kopírovať túto schopnosť.  Celá táto problematika je 
jedným zo základných problémov umelej inteligencie, a nazýva sa teória 
rozpoznávania.  Dôležitosť tejto problematiky je nenapadnuteľná, vhodné klasifikačné 
systémy sú široko používateľné od automatického triedenia vzorov až po vylepšenie 
kognitívnych schopností umelých strojov. 
Jedným z najdôležitejších problémov z oblasti teórie rozpoznávania je správne 
rozdelenie príznakového priestoru; táto problematika sa nazýva problematikou 
realizácie rozdeľujúcich nadplôch.  Vytvorenie vhodných rozdeľujúcich hraníc udáva 
základ všetkým klasifikačným úkolom.  Táto práca sa bude zaoberať s touto 
problematikou. 
Cieľom tejto práce je podať základnú predstavu o problematike teórie 
rozpoznávania, a sústrediť sa hlavne na využitie dopredných neurónových sietí v tejto 
problematike, ďalej sledovať ich schopnosti pri realizácii rozdeľujúcich nadplôch.  Táto 
práca obsahuje teoretický popis príslušných tém a praktické výsledky pre overenie 
teoretických znalostí. 
V prvej kapitole práce budú predložené základné teoretické znalosti z oblasti 
klasifikácie: bude popísaná základná problematika a ukázané znázornenie 
v príznakovom priestore.  Potom nasleduje stručný popis Bayesovej teórie  
rozhodovania, základného klasifikačného postupu založenom na štatistickom základe, 
a budú vymenované aj iné klasifikačné techniky. 
V druhej časti práce bude podrobnejšie analyzovaná problematika príznakovo 
popísaných predmetov.  Výber vhodných príznakov má kritickú dôležitosť ohľadom na 
úspešnú klasifikáciu. Budú predstavené techniky selekcie a extrakcie príznakov, 
a popísané ich výhody a nedostatky. 
Najväčšia časť práce je zameraná na využitie umelých neurónových sietí pre 
riešenie klasifikačných úloh.  Tieto prostriedky patria dnes k najčastejšie používaným 
klasifikátorom.  V tretej kapitole budú ukázané základné vlastnosti neurónových sietí, a 
potom sa bude hovoriť o ich využití pre klasifikáciu.  Budú popísané základné 
problémy, ktoré sa vyskytujú pri ich použití a možné riešenia na tieto problémy. 
V štvrtej kapitole sú zhrnuté dodnes získané teoretické znalosti o využití 
umelých neurónových sietí v problematike rozdeľujúcich nadplôch.  Bude popísané, 
ako vytvoria neurónové siete rôznych typov rozdeľujúce hranice.  Ďalej je táto kapitola 
sústredená na dva typy topológií neurónových sietí: siete s jednou skrytou vrstvou 
a siete s minimálne dvomi skrytými vrstvami.  Budú popísané, ako boli neustále 
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dokázané realizovateľnosti nových typov hraníc pomocou dvojvrstvových neurónových 
sietí, a budú zhromaždené vlastnosti dvojvrstvových sietí pri vytvorení rozdeľujúcich 
nadplôch.  Pre tri- a viacvrstvové siete budú ukázané ich schopnosti pri realizácii 
ľubovoľných hraníc a budú popísané teoretické základy výberu vhodnej topológie 
trojvrstvovej siete pre vytvorenie daných typov hraníc.  Na konci kapitoly bude 
ukázaných niekoľko zvláštnych typov prechodových funkcií neurónu, ktoré boli 
navrhované pre zlepšenie schopností sietí pri realizácii rozdeľujúcich nadplôch. 
Piata kapitola sa zaoberá praktickým využitím teoretických znalostí popísaných 
v štvrtej kapitole.  Bude popísané, ako je možné používať vytvorenie hraníc pomocou 
neurónových sietí v matematike, konkrétne pre riešenie problémov týkajúcich sa 
okrajových podmienok diferenciálnych funkcií.  Ďalej bude ukázané, ako sa dá 
používať vytvorenie rozdeľujúcich nadplôch pri klasifikačných úkoloch.  Ako iný typ 
použitia, je ešte ukázaný príklad, ako je realizácia rozdeľujúcich nadplôch použiteľná aj 
pre testovanie nových typov sietí. 
V šiestej kapitole sa začína popis získaných praktických výsledkov pri realizácii 
rozdeľujúcich nadplôch pomocou umelých neurónových sietí.  V tejto kapitole je 
predstavený program ANN-DeBC, ktorý bol vytvorený ako súčasť tejto práce pre 
jednoduchšie experimentovanie s neurónovými sieťami s premennou topológiou.  Bude 
podrobne popísaná funkčnosť a spôsob použitia tohto programu. 
Siedma kapitola zahrnuje popis vykonaných experimentov pre testovanie 
klasifikačných schopností dopredných neurónových sietí, a analýzu získaných 
výsledkov.  Bude spozorovaný výkon neurónových sietí pri vytvorení rozdeľujúcich 
hraníc v tvare základných foriem, závislosť výkonu sietí od počtu skrytých vrstiev a 
vplyv zmenšenia počtu trénovacích vzorov siete.  Okrem toho, budú vyskúšané 
klasifikačné schopnosti neurónových sietí pri rozdelení reálnych dát.  Bude sledované, 
aké rozdeľujúce hranice je schopná sa naučiť sieť v závislosti jej topológie.  Na konci 
tejto kapitoly je uvedené zhrnutie a vyhodnotenie získaných výsledkov. 
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2 TEÓRIA ROZPOZNÁVANIA  
 
Teória rozpoznávania je jedna zo základných problémov umelej inteligencie.  
Účelom je vytvoriť taký klasifikátor, ktorý by bol schopný imitovať klasifikačné 
schopnosti človeka.  V tejto kapitole budú uvedené základy tejto problematiky.  Najprv 
je stručne popísaná problematika klasifikácie, a potom sú ukázané niektoré zo 
najrozšírenejších techník pre vytvorenie vhodného klasifikátora. 
 
2.1 Základy problematiky rozpoznávania 
 
Človek môže získať najširšiu oblasť dát z jeho okolia pomocou svojho zraku.   V 
tomto jave je inšpirácia k tomu, že dnes klasifikačné úlohy sú väčšinou spojené 
s informáciou získanou pomocou optického snímania – pomocou vedy počítačového 
videnia.  Preto aj pri klasifikačných úlohách je väčšinou dodržovaný postup 
spracovávania dát, ktoré používa počítačové videnie: predspracovanie, segmentácia, 
popis objektu príznakmi, a na konci klasifikácia, rozpoznávanie. 
 
2.1.1 Jednotlivé kroky spracovávania optickej informácie [10] 
Prvé kroky spracovania sú predspracovanie a segmentácia.  Cieľom týchto 
krokov je obraz previesť do takého tvaru, s ktorým bude možné ďalej pracovať.  Pri 
predspracovaní sa odstraňuje šum a skreslenie, ktoré vznikli pri snímaní, a pri 
segmentácii sú rozdelené jednotlivé vzory od seba a od pozadia.  Takto získané objekty 
potom už je možné popísať pomocou zvolených príznakov. 
Popis objektu je jedným z najdôležitejších krokov z hľadiska úspešnej 
klasifikácie.   Je potrebné vybrať si príznaky daných vzorov, podľa ktorých je možné 
ich úspešne klasifikovať.  Výber vhodných príznakov má kritický význam.  Viac bude 
táto problematika rozpísaná v nasledujúcej kapitole.   
Posledný krok spracovávania je rozpoznávanie alebo klasifikácia.  Tieto dve 
pojmy sú v mnohých prípadoch používané rovnocenne, ale je medzi nimi nejaký 
rozdiel.  Pojem klasifikácia znamená priradiť klasifikované vzory do dvoch alebo 
viacerých vopred definovaných kategórií.  V tomto prípade podstata kategórií nie je 
dôležitá.  Druhý pojem rozpoznávanie však predpokladá význam jednotlivých 
výstupných kategórií, a niekedy ich používa pre ďalšie spracovávanie ako globálne 
porozumenie obsahu obrazu. 
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2.1.2 Chyba klasifikácie [5] 
Jedným zo základných parametrov klasifikačnej metódy je chyba klasifikácie.  
Celkovú chybu klasifikácie je možné dostať, keď je spočítaný počet chybne 
klasifikovaných vzorov.  Čím menšia je chyba klasifikácie, tým lepší a presnejší je 
vytvorený klasifikátor.   Avšak to je pravda len v prípade predpokladu rovnocennosti 
všetkých chýb. 
V niektorých prípadoch cena niektorých typov chýb je oveľa väčšia než iných 
chýb; napr. medický program na detekciu nejakej vážnej choroby, ako napr. rakoviny.  
Keď pacient nemá túto chorobu, a program ho nesprávne klasifikuje ako chorý, táto 
chyba nie je taká vážna, ako v opačnom prípade, keď pacient je naozaj chorý a program 
túto chorobu neidentifikuje.  V takých prípadoch klasifikačný program treba nastaviť 
tak, aby v prípade neistoty by pacienti boli klasifikovaní ako chorí.   
 
2.1.3 Znázornenie v príznakovom priestore [5] 
V prípade, že na popis daného objektu je používaný viac než jeden typ príznaku, 
pomocou týchto príznakov môžeme vytvoriť príznakový vektor X: 
 












=
nX
X
X
X
...
2
1
 (2.1) 
   
kde X1, X2, ... Xn sú označovania jednotlivých príznakov.  Tento príznakový 
vektor označuje daný predmet v príznakovom priestore.  Príznakový priestor má toľko 
rozmerov, koľko príznakov sú používané na popis objektu.  Z hľadiska znázornenia je 
najjednoduchšie pracovať v dvojrozmernom príznakovom priestore (a preto v tejto práci 
na ukážku tiež väčšinou budú používané dvojrozmerné príznakové priestory).   
Rozdelenie dvoch typov vzorov v dvojrozmernom príznakovom priestore je 
ukázané na Obr. 1. 
Cieľom procese klasifikácia je rozdelenie príznakového priestoru na toľko častí, 
koľko typov vzorov sa v nej nachádza (do koľkých výstupných kategórií budú objekty 
klasifikované).  Toto rozdelenie sa v ideálnom prípade uskutočňuje tak, že všetky prvky 
danej kategórie by patrili do tej istej časti priestoru.  Pomocou tejto rozdeľovacej krivky 
je možné vytvoriť tzv. rozdeľujúce nadplochy, časti priestoru označujúce jednotlivé 
triedy. 
 14 
 
 
Obr. 1.:  Rozdelenie objektov v príznakovom priestore. [5] 
 
Najjednoduchšie rozdelenie príznakového priestoru je rozdelenie na dve časti 
pomocou jednej priamky.  Taký typ rozdelenia sa nazýva lineárna separácia 
príznakového priestoru (Obr. 2.).  A keď pomocou jednej priamky v príznakovom 
priestore je možné všetky prvky dvoch tried rozdeliť od seba, tie triedy sa nazývajú 
lineárne separovateľné triedy.   
 
Obr. 2.: Lineárna separácia dvoch tried [5] 
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Rozdelenie príznakového priestoru pomocou priamky však v mnohých 
prípadoch nie je dostatočne vhodné riešenie.  Najjednoduchší prípad problematiky, 
ktorá nie je lineárne separovateľná je výraz XOR (Obr. 3).  Je vidno, že hodnoty dvoch 
kategórií nie je možné rozdeliť pomocou jednej priamky.  
 
Obr. 3.: Grafická reprezentácia výrazu XOR 
 
Účelom pri klasifikačnej úlohe je nájsť taký klasifikátor, ktorý bude schopný 
urobiť vhodné rozdelenie príznakového priestoru.  Je vidno, že pre komplikovanejšie 
problémy je potrebné vybrať si komplikovanejší typ klasifikátora.   
 
2.1.4 Učenie klasifikátora [5] 
 
Pri procese vytvorenia klasifikátora je ho potrebné nastaviť tak, aby čo 
najvhodnejšie rozdelil príznakový priestor.  Toto nastavenie – alebo pri adaptívnych 
klasifikátoroch sa tento proces nazýva učenie – nastane pomocou známych trénovacích 
vzorov.  Tieto vzory by mali byť vybrané tak, aby čím viac reprezentovali možné 
kombinácie vstupných a výstupných dát.  Je možné vyhlásiť, že čím väčšiu trénovaciu 
množinu má klasifikátor, tým presnejšie výsledky môže dosiahnuť.  Samozrejme, 
použitie väčšieho počtu trénovacích vzorov spôsobí komplexnejšie výpočty.   
Podstata trénovacích vzorov závisí od použitého spôsobu rozpoznávania.  
V niektorých prípadoch je potrebných pár vstupných a výstupných dát jednotlivých 
vzorov, v iných prípadoch stroj vystaví jednotlivé výstupné kategórie podľa vstupných 
dát, získaných z priložených trénovacích vzorov.  Na základe spôsobu učenia je možné 
trénovacie algoritmy rozdeliť na tri kategórie: učenie s učiteľom (angl. supervised 
learning), učenie bez učiteľa (unsupervised learning) a učenie posilnením (reinforced 
learning). 
 16 
Najviac používaným typom učenia je učenie s učiteľom.  Klasifikátor je 
natrénovaný takým spôsobom, že pri priložení trénovacích vzorov je indikovaný 
správny výstup – tak isto, ako aj učiteľ indikuje študentom správnosť ich odpovedí.  
Učenie potom znamená nastavovanie klasifikátora tak, aby počet chybných výstupov 
bol minimálny. 
Učenie bez učiteľa sa odlišuje od predchádzajúcej metódy tým, že pri procese 
trénovania klasifikátor nepozná správny výstup.  Klasifikátor sa naučí kategorizovať 
podobné trénovacie vzory, ktoré ”prirodzene” patria k sebe.  V mnohých prípadoch 
používateľ vopred nastavuje počet výstupných kategórií.   
Tretí z najrozšírenejších spôsobov strojového učenia je učenie posilnením (tiež 
sa menuje spätnoväzebné učenie).  Tento typ učenia je prechod medzi predchádzajúcimi 
dvoma typmi:  Klasifikátor vie o tom, či jeho výstup je správny alebo nie.  Na rozdiel 
od učenia s učiteľom, pri nesprávnom výstupe klasifikátor nezíska informáciu o tom, 
ako bol jeho výstup nesprávny, a aký by mal byť jeho správny výstup, len o tom, že 
výstupná hodnota, ktorú získal, nebol správny.  V spätnej väzbe o správnosti výstupu je 
potom len binárna hodnota: správna alebo nesprávna.  Samozrejme v prípade, keď 
klasifikátor má len dve výstupné  kategórie, a cena chyby oboch kategórií je taká istá, 
tento typ učenia funguje tak isto ako učenie s učiteľom.   
Samozrejme i učenie klasifikátora môže vytvoriť isté problémy, napr. ako 
dosiahnuť konvergenciu chýb k nule, alebo kedy zastaviť učenie.  Vo väčšine prípadov 
je možné tvrdiť, že hocijakú funkciu chyby je možné minimalizovať pomocou 
dostatočne komplikovaného modelu klasifikátora.  U komplikovaných modeloch však 
často môže nastať problém preučenia.  To znamená, že klasifikátor sa v takej miere 
sústredí na známe trénovacie vzory, že pre všeobecné vzory sa stane takmer 
nepoužiteľným  (Obr. 4.).   
 
Obr. 4.:  Príklad preučenia [5] 
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Pri preučení klasifikátor dosiahne minimálnu chybu pri snímaní trénovacích 
vzorov, ale so zmenšením chyby trénovacej množiny sa zväčšuje chyba pri 
všeobecných vzoroch.   Tento jav môže nastať s väčšou pravdepodobnosťou, keď 
trénovacia množina obsahuje chybné vzory spôsobené šumom.  V takých prípadoch je 
vhodnejšie dovoliť väčšiu úroveň chyby na trénovaciu množinu a takto získať lepšiu 
presnosť pri všeobecnom použití.  
 Jedným z hlavných problémov strojového učenia je vybrať taký model, ktorý je 
dostatočne zložitý, aby bol schopný správne rozdeliť dané kategórie, ale aby nebol taký 
zložitý, žeby došlo k preučeniu.  S analýzou vzniku preučenia v závislosti od tvaru 
rozdelenia príznakového 
priestoru sa zaoberá napr. článok [15]. 
Na obrázku Obr. 5. je znázornené takmer optimálne rozdelenie príznakového 
priestoru.   Je vidno, že chyba trénovacej množiny nie je nulová, ale je dostatočne malá, 
a je možné očakávať dobré vlastnosti klasifikátora pri všeobecnom použití. 
  
Obr. 5.:  Jednoduché, ale takmer optimálne rozdelenie príznakového  
priestoru [5] 
 
2.2 Bayesova teória rozhodovania [5] 
 
Najzákladnejší spôsob klasifikácie je založený na Bayesovej teórii 
rozhodovania.  Tento spôsob je založený úplne na štatistickom dôkaze.  Predpokladá, že 
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tematický okruh klasifikácie je založený na základe počtu pravdepodobnosti a že sú 
známe všetky potrebné pravdepodobnosti. 
Zoberme základný problém; prvky množiny A je potrebné rozdeliť do dvoch 
výstupných kategórií, do A1 a A2. Je možné predpokladať bez hocijakého ďalšieho 
spozorovania, že vybraný prvok množiny A s nejakou pravdepodobnosťou bude patriť 
do kategórie A1 a má nejakú pravdepodobnosť, že bude patriť do kategórie A2.  Tieto 
pravdepodobnosti sa nazývajú apriórnou (a priori) pravdepodobnosťou, sú označené 
P(A1) a P(A2).   Keď A1 a A2 zahrňujú všetky možné výsledky, tak je pravda že 
 1)()( 21 =+ APAP  (2.2) 
 
Keď jeden neznámy vzor je nutné zaradiť do jednej z kategórií A1 a A2 len na 
základe apriórnej vedomosti, tak bude zaradený do tej kategórie, ktorá má väčšiu 
apriórnu pravdepodobnosť. 
Je zrejmé, že rozhodovanie len na apriórnej pravdepodobnosti nebude mať 
dostatočne presné výsledky.  Preto je potrebné, aby informácie získané pomocou 
príznakového popisu bolo možné použiť pri rozhodovaní.  
Hodnoty príznaku získané popisom objektu budú označené X.  Predpokladajme, 
že X je spojitá premenná, ktorá má rozdelenie na kategórie A1 a A2 p(X|A1) a p(X|A2) 
(Obr. 6.).  Rozdiel medzi pravdepodobnosťami p(X|A1) a p(X|A2) je v skutočnosti rozdiel 
daného príznaku medzi objektmi z dvoch kategórií.   
 
 
Obr. 6.:  Príklad podmieneného rozdelenia príznaku X pri kategóriách A1 a A2 
 
Predpokladajme, že sú známe všetky apriórne pravdepodobnosti P(Ai), všetky 
podmienené rozdelenia p(X|Ai) a hodnotu príznaku daného objektu X.  Pri rozhodovaní, 
do ktorej kategórie bude objekt patriť, na výpočet pravdepodobnosti bude používaná 
Bayesova veta: 
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APAXp
XAP iii =  (2.3) 
kde na p(X) je možné vyjadriť nasledovne: 
 ∑
=
=
n
i
ii APAXpXp
1
)()|()(  (2.4) 
Pravdepodobnosť p(X) je v podstate len faktor miery, ktorý zabezpečuje, aby súčet 
apriórnych pravdepodobností sa rovnal jednej. 
 
Získané pravdepodobnosti P(Ai|X) sú nazývané podmienenou (a posteriori) 
pravdepodobnosťou.  A tak isto ako pri apriórnej pravdepodobnosti, daný objekt bude 
zaradený do tej kategórie, ktorá má najväčšiu podmienenú pravdepodobnosť. 
V tomto prípade pravdepodobnosť chyby e bude: 
 [ ])|(),|(min)|( 21 XAPXAPXeP =  (2.5) 
 
Keď je použitý viac ako jeden príznak, pri výpočte premenné X sa nahradí 
vektorom X. 
Pri výpočte podmienenej pravdepodobnosti pomocou Bayesovej vety sa 
predpokladalo, že sú známe apriórne pravdepodobnosti a funkcie rozdelenia príznakov.  
V praxi však vo väčšine prípadov tieto informácie nie sú známe, a preto je nutné najprv 
odhadnúť ich podstatu.  Tento problém je najčastejšie vyriešený použitím trénovacích 
vzorov.  Pomocou hodnoty, získanej z týchto vzorov je možné vytvoriť model 
neznámych rozdelení, ktorý sa potom dá používať pre výpočet. 
  Týmto spôsobom je možné celkom presne stanoviť apriórnu pravdepodobnosť, 
odhad funkcií rozdelenia príznakov je však väčšinou oveľa komplikovanejší.  Mnoho 
metód bolo vyvinutých na získanie takého odhadu.  Existujú metódy parametrické 
a neparametrické.   
Parametrické metódy predpokladajú, že p(X|Ai) je normálne rozdelenie so 
strednou hodnotou µi a kovariančnou maticou Σi.  Problém sa potom zjednodušuje na 
hľadanie týchto parametrov.  Najčastejšie používané parametrické metódy odhadu sú 
metóda maximálnej vierohodnosti a Bayesov odhad.  
Parametrické funkcie sa však zriedka objavujú v skutočnosti, väčšina reálnych 
rozdelení príznakov je úplne odlišná.  Neparametrické metódy môžu pomôcť vyriešiť 
tento problém.  Niektoré metódy sa zameriavajú na odhad pravdepodobnosti rozdelenia 
p(X|Ai), iné metódy skúsia stanoviť hneď výslednú podmienenú pravdepodobnosť 
P(Ai|X), ďalšie metódy sa zaoberajú tým, ako je možné príznakový priestor 
transformovať tak, aby vo výslednom priestore už bolo možné používať parametrické 
odhady.  Medzi neparametrické metódy patria napr. odhady metódou K - najbližších 
susedov, relaxačné metódy alebo rôzne fuzzy metódy. 
V rámci tejto práce nebudú podrobnejšie rozoberané tieto metódy, ich detailnejší 
popis je možné nájsť v [5].   
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2.3 Klasifikácia pomocou diskriminačných funkcií [5] 
 
Jeden z najrozšírenejších spôsobov reprezentácie klasifikátora je pomocou 
diskriminačných funkcií gi(X), pre i=1,2,...n.    Príznakový vektor X je klasifikovaný do 
výstupnej triedy Ai vtedy, keď platí: 
 )()( xgxg ji >    pre všetky i ≠ j (2.6) 
 
Klasifikátor potom pracuje ako sieť n diskriminačných funkcií; vypočíta 
hodnoty všetkých diskriminačných funkcií a vyberá kategóriu, ktorá zodpovedá danej 
funkcii (Obr. 7.).   
Je možné predstaviť si aj klasifikátor tohto typu založený na Bayesovskom 
rozhodovaní; v takom prípade diskriminačné funkcie gi(X) by boli nahradené 
podmienenými pravdepodobnosťami P(Ai|X). 
Vytvorenie a výber vhodných diskriminačných funkcií má svoju samostatnú 
problematiku.  Viac o tom je možné nájsť v [5]. 
 
 
Obr. 7.: Klasifikátor na základe diskriminačných funkcií [5] 
 
2.4 Strojové učenie [26] 
 
Problematika klasifikácie patrí medzi základné problémy strojového učenia.  
Oblasť strojového učenia zahrňuje rôzne algoritmy a metódy pomocou ktorých sú 
počítačové modely schopné učiť sa.  Do tejto oblasti patria všetky typy klasifikátorov s 
učením.  Pri použití učenia s učiteľom je riešenie klasifikačného problému pradivá 
 21 
klasifikácia, pri použití učenie bez učiteľa je príslušnou operáciou zhlukovanie 
(clustering).  Medzi najrozšírenejšie metódy klasifikácie strojového učenia patria 
rozhodovacie stromy, alebo neurónové siete, ktorým bude podrobnejšie venovaná 
ďalšia časť tejto práce. 
Oblasť strojového učenia zahrňuje aj viac nástrojov pre vylepšenie 
klasifikačných schopností použitých modelov.  Základný nástroj pre redukciu chyby 
modelu na neznámych testovacích dátach je krížová validácia (cross validation).  
Základom tejto metódy je rozdelenie trénovacej množiny do viacerých častí a 
vytvorenie viacerých modelov, ktoré používajú rôzne časti pôvodnej trénovacej 
množiny na trénovanie a na testovanie.  Pomocou využitia krížovej validácie je možné 
získať vedomosť o skutočnej chybe použitého modelu. 
Medzi nástroje strojového učenia patria aj kombinácia rôznych typov modelov 
(metódy bagging, stacking a boosting).  Pri takto vytvorených klasifikátoroch je možné 
kombinovať výhody viacerých typov modelov, kompenzovať ich nevýhody a získať 
vylepšené výsledky klasifikácie. 
Viac o nástrojoch strojového učenia je možné čítať v [26]. 
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3 PROBLEMATIKA PRÍZNAKOVO 
POPÍSANÝCH PREDMETOV 
 
Táto kapitola bude venovaná problematike popisu predmetu a výberu vhodných 
príznakov.  Cieľom popisu objektu je reprezentovať objekty získané segmentáciou 
pomocou postupnosti čísel. Číselné reprezentácie sa získajú pomocou výpočtov 
jednotlivých príznakov objektov.  Tieto príznaky môžu byť všelijaké, od nejakej 
geometrickej vlastnosti objektu, až do farby – jasovej hodnoty jednotlivých pixlov.  Od 
získaných príznakov je väčšinou požadované, aby splnili niekoľko podmienok.   
Medzi základné požiadavky patria [8]: 
 
• Invariantnosť – hodnota príznaku nie je závislá na zmene jasu, 
kontrastu, na translácii, rotácii a zmene mierky 
• Spoľahlivosť – vždy podobné hodnoty príznaku pre ten istý objekt 
• Diskriminabilita – rôzne hodnoty príznaku pre rôzne objekty 
• Efektivita výpočtu – dobrá detekovatelnosť 
• Časová invariancia – v prípade spracovávania dynamických obrazu 
 
Ako už bolo spomenuté v predchádzajúcej kapitole, jednotlivé príznaky Xi 
vytvoria príznakový vektor X (2.1.), ktorý reprezentuje daný objekt v n – rozmernom 
príznakovom priestore, kde n je počet použitých príznakov (Obr. 8.).   
 
 
 
 
Obr.8.: Objekty v trojrozmernom príznakovom priestoru 
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Základom problematiky výberu príznakov je skutočnosť, že jednotlivé objekty je 
možné popísať s takmer neobmedzeným počtom príznakov.  Samozrejme použitie 
väčšieho množstva príznakov spôsobí komplexnejšie výpočty a náročnejšie modely.  
Práve preto je vždy potrebné sa snažiť o redukciu počtu príznakov, a tým zmenšiť 
dimenzie príznakového priestoru.  Najvýznamnejším problémom je vyber tých 
príznakov, ktoré pomôžu pri klasifikácii v najväčšej miere.  Redukcia množiny 
príznakov najčastejšie nastane pomocou dvoch typov metód: selekciou a extrakciou 
príznakov.     
 
 
3.1 Selekcia príznakov [27] 
 
Pri selekcii príznakov je zámerom to, aby z veľkej pôvodnej množiny boli 
vybraté tie príznaky, ktoré nosia najdôležitejšie informácie ohľadom na daný 
klasifikačný úkol.  Samozrejme tento postup vedie k strate informácii, ktoré obsahovali 
vynechané príznaky.  Pri selekcii príznakov je veľmi dôležitá diskriminabilita 
jednotlivých príznakov.   
 
3.2 Extrakcia príznakov [27] 
 
Extrakcia príznakov je algoritmus, v ktorom veľký počet príznakov je 
transformovaný na menší počet tak, aby sa všetky dôležité informácie zachovali.  Nové 
príznaky budú mať odlišný význam od pôvodných príznakov.  Oproti selekcii príznakov 
v ideálnom prípade by mohla extrakcia zachovávať všetky informácie, ktoré obsahovala 
pôvodná množina príznakov.  Takú ideálnu extrakciu príznakov však v skutočnosti 
väčšinou nie je jednoduché priblížiť, a skutočnosť, že nové príznaky majú odlišný 
význam od pôvodných príznakov, tiež môže byť nevýhodou tejto metódy. 
 
Nezávisle od toho, aká metóda je použitá na zredukovanie pôvodnej množiny 
príznakov, nová množina príznakov bude mať niekoľko výhod [1]:   
 
• Lepšie generalizovačné schopnosti 
• Rýchlejšie učenie modelu 
• Menšie rozmery príznakového priestoru 
• Jednoduchšia interpretácia modelu 
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4 POUŽITIE UMELÝCH NEURÓNOVÝCH 
SIETÍ PRI KLASIFIKÁCII 
 
V predchádzajúcej kapitole boli predstavené také klasifikátory, ktoré pracujú na 
základe štatistického dôkazu, a také, ktoré používajú diskriminačné funkcie.  V tejto 
kapitole bude venovaná klasifkátorom, ktoré majú značne odlišnú formu: klasifikátory 
vytvorené z umelých neurónových sietí.  Tieto siete sú modelmi inšpirovanými 
prírodou; funkčnosťou ľudského mozgu.  Obor neurónových sietí je pomerne mladý, 
záujem o neho sa začal len v 40. rokoch 20. storočia.   Umelé neurónové siete je možné 
používať na širokú škálu problémov; sú používané napr. aj pri ostatných krokoch 
počítačového videnia.  Najvýznamnejšie využitie však majú pri klasifikačných 
problémoch; patria k najrozšírenejším technikám klasifikácie.  Ich schopnosť učiť sa 
spôsobí podstatnú výhodu oproti tradičným typom klasifikátorov. 
 
4.1 Základy neurónových sietí 
Na začiatku bude popísaná funkčnosť neurónových sietí, a vysvetlené základné 
pojmy z tejto oblasti.  Neurónová sieť – ako v prírode, taktiež pri modelovaní - je 
tvorená z niekoľko neurónov.  Dnes používaný matematický model neurónu vytvoril 
v roku 1957 Frank Rosenblatt, a nazval ho perceptron.  Modely neurónu používané 
dodnes sú väčšinou založené na modeli perceptronu. 
 
 
 
Obr. 9: Všeobecný model neurónu 
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4.1.1 Matematický model neurónu  
 
Základný matematický model neurónu je tzv. formálny neurón (obr. 9).  Je to 
model formulovaný podľa biologického neurónu.  
Neurón má n reálnych vstupov (x1...xn), ktoré sú ohodnotené zodpovedajúcimi 
synaptickými váhami (w1...wn), ktoré určia ich priepustnosť. Suma vstupných hodnôt 
udáva vnútorný potenciál neurónu: 
 ∑
=
=
n
i
ii xw
1
ξ  (4.1) 
 
Podľa hodnoty vnútorného potenciálu indukuje neurón na výstupe y výsledok 
tzv. prenosovú funkciu 
 )(ξσ=y  (4.2) 
 
Najjednoduchšia forma prenosovej funkcie je tzv. ostrá nelinearita: 
  (4.3) 
 
kde hodnota h sa nazýva prahovou hodnotou.  Tento typ prenosovej funkcie sa 
používa napr. aj pri perceptrone. 
Nedostatkom tejto prenosovej funkcie je to, že táto funkcia nie je spojitá, keďže 
najrozšírenejší učiaci algoritmus, algoritmus backpropagation, požaduje spojitú 
prenosovú funkciu.  Preto sa v mnohých prípadoch používa iná prenosová funkcia, ako 
napr. štandardná sigmoida (4.4): 
 ξσ −+
=
e1
1
 (4.4) 
 
alebo hyperbolický tangens (4.5): 
 ξ
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−
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1
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 (4.5) 
 
Tvary týchto prenosových funkcií sú predstavené na Obr. 10.  Sú to spojité 
funkcie, ktoré majú podobný tvar k ostrej nelinearite. 
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Obr. 10: Tvar prenosových funkcie [21] 
 
4.1.2 Neuronové siete  [21] 
 
Neurónové siete sa skladajú z viacerých neurónov, ktoré sú spojené tak, že 
výstup jedného neurónu je vstup iných neurónov.  Tieto neuróny sú usporiadané do 
niekoľkých vrstiev siete.  Počet vrstiev, počet neurónov v jednotlivých vrstvách a 
spôsob vzájomného pripojenia jednotlivých neurónov udáva architektúru siete.  Podľa 
účelu použitia (a takto umiestnenie v architektúre) rozlišujeme vrstvy vstupné, skryté 
a výstupné (Obr. 11).  Sieť zobrazená na Obr. 11. má dve skryté vrstvy; taká sieť sa v 
rôznej literatúre môže nazývať trojvrstvovou, alebo štvorvrstvovou sieťou, keďže 
vstupná vrstva sa niekedy nepočíta k počtu vrstiev siete.  V tejto práci  bude takáto sieť 
nazvaná trojvrstvovou sieťou. 
Vlastné učenie siete je umožnené zmenou synaptických váh spojov medzi 
neurónmi.  Na začiatku učenia sú váhy nastavené na počiatočné konfigurácie (v 
mnohých prípadoch to znamená náhodné nastavenie podľa daného intervalu možných 
hodnôt). Po inicializácii prebieha vlastná adaptácia (väčšinou v diskrétnych časových 
krokoch).  Cez učiaci režim je nastavená funkcia siete, ktorá je potom používaná pre 
vlastný výpočet výstupu siete pre daný vstup. 
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Obr. 11: Príklad architektúry trojvrstvovej doprednej neurónovej siete [21] 
 
Výpočet výstupu siete na základe vstupných hodnôt sa nazýva aktivácia siete.  
Na začiatku aktívneho režimu sa vstupné neuróny nastavujú na vstup siete.  V 
neurónovej sietí sa informácie šíria od vstupných neurónov k výstupným neurónom, ich 
šírenie a spracovávanie je umožnené zmenou stavu neurónov nachádzajúcich sa na tejto 
ceste.  Počas aktualizácie jednotlivých neurónov sa vypočítajú ich vnútorné potenciály, 
a podľa toho a tvaru prenosovej funkcie sa zmenia ich výstupy. Väčšinou sa 
predpokladá, že aktualizácie prebehnú v diskrétnych časových krokoch - v každom 
časovom kroku sa aktualizuje stav jednej alebo viac neurónov na základe ich vstupov.  
Ako výsledok aktivácie, na výstupnej vrstve sa objaví výstupný vektor neurónovej siete. 
 
4.1.3 Základné typy neurónových sietí 
 
Existujú stovky rôznych typov neurónových sietí, rozdiely sa vyskytujú hlavne 
v používanom type architektúry a učiacich algoritmov.  Rôzne typy sietí boli vytvorené 
na rôzne úlohy.  V rámci tejto práce budú rozoberané a používané hlavne dopredné 
siete. 
Tieto typy sietí sú viacvrstvové neurónové siete, kde sa informácie šíria smerom 
od vstupu dopredu k výstupu (nepoužívajú sa spätné väzby).  Normálne sa používa 
dvojvrstvová alebo trojvrstvová sieť.  Tento typ siete je trénovaný pomocou učenia 
s učiteľom.  Učenie nastane v jednotlivých cykloch, pri ktorých všetky vzory trénovacej 
množiny sú systematicky priložené na vstup siete.  Dopredné siete využívajú najmä 
učiaci algoritmus backpropagation (algoritmus spätného šírenia chyby).  Tento 
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algoritmus je založená na minimalizovanie chyby využitím metódu najmenších štvorcov 
(podrobnejší popis algoritmu backpropagation je možné nájsť v [21]).  Také siete sú 
najrozšírenejšie, sú používané v 80% všetkých aplikácií neurónových sietí.  Kvôli 
takej rozšírenosti existujú mnohé verzie tohto modelu, ktoré sa snažia odstrániť jeho 
nedostatky.   
 
4.2 Umelé neurónové siete pri klasifikácie 
 
Umelé neurónové siete patria medzi najčastejšie používané klasifikátory.  Táto 
rozšírenosť je hlavne kvôli tomu, že pri vhodnej architektúre neurónovej siete sú 
schopné aproximovať ľubovoľnú funkciu, a tak vyriešiť ľubovoľný klasifikačný 
problém.   
Dokazovanie tohto tvrdenia je možné nájsť v práci ruského matematika A. N. 
Kolmogorova.  Kolmogorov dokázal, že hocijakú reálnu funkciu f(x), ktoré má n 
premenných je možné vyjadriť pomocou funkcie jednej premennej.  Pomocou jeho 
tvrdenia je možné dokázať [5], že teoreticky ľubovoľnú funkciu je možné aproximovať 
pomocou neurónovej siete s aspoň tromi vrstvami. 
Použitie umelých neurónových sietí namiesto klasických metód klasifikácie je 
z mnohých hľadísk účinnejšie.  Pri neurónových sieťach sa nemusia vykonať dlhé 
matematické výpočty, ktoré sú potrebné pre odhad príslušných pravdepodobností, alebo 
pre vytvorenie vhodných diskriminačných funkcií.  Neurónové siete sú povahovo 
adaptívne modely; pri výbere vhodného typu siete a vhodnej architektúre je možné sieť 
jednoducho naučiť pomocou trénovacej množiny.  Ale práve tu sa nachádza 
najdôležitejší problém: aký typ siete vybrať, a akú architektúru treba používať? 
Aký je vhodný typ siete, to vždy závisí na konkrétnej problematike, pri ktorej je 
používaní.  Vhodnú sieť je možné si vybrať pomocou študovania jej funkčnosti, alebo 
jednoducho pomocou už existujúcich publikácií o ich použití v danej problematike.  Pri 
klasifikačných problémoch v najväčšej miere sú používané perceptrónové siete [23] 
a iné typy dopredných sietí [18].  Niekedy sa však vyskytujú aj iné siete, ako rekurentné 
neurónové siete, Hopfieldove siete, samoorganizačné mapy [6], alebo hybridné fuzzy-
neuro siete [17].  Viac o funkčnosti týchto typov sietí je možné nájsť v [21]. 
 Ťažší problém tvorí výber vhodnej architektúry siete.  Počet neurónov vo 
vstupnej a výstupnej vrstve udávajú parametre konkrétneho problému; vo vstupnej 
vrstve bude toľko neurónov, z koľkých hodnôt sa skladá príznakový vektor, a vo 
výstupnej vrstve je potrebných toľko neurónov, do koľkých výstupných kategórií budú 
rozdelené vzory.  Stanoviť počet skrytých vrstiev a počet neurónov v nich je však oveľa 
väčší problém.  Dnes ešte neexistuje univerzálny algoritmus, podľa ktorej by bolo 
možné odhadnúť presný počet potrebných neurónov, a v mnohých prípadoch užívateľ 
musí vybrať tieto parametre intuitívne, metódou pokus a omyl.   
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 Na vyriešenie tohto problému môžu pomôcť algoritmy, napr. aké ukázali v [2].  
Algoritmus funguje tak, že na začiatku je vybraná príliš veľká sieť, ktorá však 
stopercentne bude schopná vyriešiť danú úlohu.  A v nasledujúcich krokoch sieť je 
postupne zjednodušovaná; sú z nej postupne odobrané neuróny.  Po každom kroku sieť 
je znova naučená, a je pozorovaná, ako sa zmení jej výkon pri jednotlivých krokoch.  
Keď výkon siete začne výrazne klesať, tak proces je zastavený, a predpokladá sa, že 
bola získaná najjednoduchšia možná architektúra, ktorá je schopná s očakávaným 
výkonom vyriešiť danú úlohu.  Existuje ešte postup, ktorý je práve opačný ako tento.  
Na začiatku je vytvorená sieť s minimálnou veľkosťou, a postupne k nej sa pridávajú 
neuróny.  Oba prístupy majú svoje výhody a nevýhody. 
V poslednej dobe sa prejavil záujem aj o jednu zvláštnu metódu na riešenie tohto 
problému: použitie genetických algoritmov na optimalizáciu architektúry siete [2].  
Základná otázka pri tomto riešení je to, ako preložiť informáciu o architektúre siete na 
taký tvar, ktorým by mohli genetické algoritmy pracovať. 
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5 UMELÉ NEURÓNOVÉ SIETE PRI 
REALIZÁCII ROZDELUJÚCICH 
NADPLÔCH 
 
Jednou zo základných problematík týkajúcich sa neurónových sietí je ich 
schopnosť vytvoriť rozdeľujúce nadplochy v príznakovom priestore.  Táto vlastnosť 
ukáže limity používania rôznych neurónových sietí v prípade klasifikačných úloh.  
V tejto kapitole budú popísané základné teoretické znalosti o schopnosti neurónových 
sietí vytvoriť ľubovoľné rozdeľovacie hranice.  Predmetmi tejto problematiky sú 
hlavne dopredné neurónové siete, preto na ne je sústredená aj táto práca.  
 
5.1 Rozdelenie príznakového priestoru pomocou 
neurónových sietí [5] 
Základnou jednotkou neurónovej siete je neurón.  Výstupná hodnota neurónu 
závisí od používanej prenosovej funkcie, ale vo väčšine prípadov to je možné 
považovať približne za binárny výstup: 1 alebo 0.  Je zrejmé, že taký klasifikátor 
umožňuje len lineárnu separáciu príznakového priestoru (Obr. 12.).  
 
 
Obr. 12.: Rozdelenie príznakového priestoru pomocou neurónu [5] 
 
Keď sú vytvárané komplikovanejšie siete, tak je možné príznakový priestor 
rozdeliť na viac komplexnejších tvarov.  Toto rozdelenie je možné predstaviť ako súčet 
lineárnych rozdelení jednotlivých neurónov (Obr. 13.) 
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Obr. 13.: Skladba neurónovej siete na riešenie funkcie XOR [5] 
 
5.2 Dvojvrstvové neurónové siete 
 
Dvojvrstvové neurónové siete už boli dávno skúmané s ohľadom na ich 
schopnosti vytvoriť rozdeľujúce hranice.  Táto problematika je zložitejšia, než ako to 
vyzerá na prvý pohľad, a ani dodnes nie sú presne definované všetky možnosti 
dvojvrstvových sietí. 
Už od začiatku bolo ukázané, že tieto siete sú schopné vytvoriť konvexné 
hranice, ale všeobecná predstava bola taká, že tieto siete nie sú schopné sa naučiť 
konkávne rozdeľujúce hranice [11].  Autori článku [7] však dokázali, že také rozdelenie 
je predsa možné, ale museli pridať podmienku, že nejde o viacero oddelených 
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predmetov, čiže o prerušené oblasti.  Táto podmienka bola odmietnutá, keď bolo 
ukázané, že aj prerušené oblasti je možné vytvoriť pomocou dvojvrstvovej siete [12].   
Neskôr ešte pre jednu kategóriu oblastí bolo dokázané, že je možné ich vytvoriť 
pomocou dvojvrstvových sietí: ide o tzv. CoRD oblasti (Convex Recursive Deletion 
regions) [20].  Tento pojem zahrňuje oblasti, ktoré môžeme dostať nasledujúcom 
spôsobom: patrí sem každá konvexná oblasť, konvexné oblasti, z ktorých je odstránená 
jedna iná konvexná oblasť z vnútra, potom oblasti predchádzajúcich typov, do ktorého  
do vnútornej oblasti je pridaná ešte jedna konvexná oblasť, a tak ďalej rekurzívne. 
 
Obr. 14.: CoRD oblasť realizovateľná pomocou dvojvrstvovej siete [20] 
 
Dnešné výskumy ukázali, že rozdeľovacie schopnosti dvojvrstvovej doprednej 
neurónovej siete sú oveľa lepšie, než to bolo predstavené v minulosti.  Tiež sa však 
ukázalo, že predsa nie sú tieto siete schopné vytvoriť ľubovoľné rozdeľujúce hranice 
[4].   
Je však nutné pripomenúť ešte výsledky, ku ktorým došiel autor článku [3]; 
podarilo sa mu ukázať, že aj keď tieto siete nemôžu presne vytvoriť ľubovoľné hranice, 
sú však schopné ľubovoľné formy aproximovať.  To znamená, že aj pre oblasti, ktorých 
hranice dvojvrstvová sieť nie je schopná presne vytvoriť, je schopná sieť vytvoriť 
aproximáciu; hrany podobné tým, ktoré mala originálna oblasť. 
 
5.3 Tri- a viacvrstvové neurónové siete 
 
Klasifikačné schopnosti tri- a viacvrstvových sietí už boli dávno zmapované.  Na 
základe Kolmogorovho teorému o superpozície bolo odvodené, že neurónová sieť 
s minimálne dvomi skrytými vrstvami, a s dostatočným počtom neurónov 
v jednotlivých vrstvách je schopná ľubovoľnou spojitou funkciu aproximovať 
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s ľubovoľnou presnosťou [9].  To znamená, že tri- a viacvrstvové siete môžu byť 
používané ako univerzálne klasifikátory.   
Z hľadiska problematiky rozdeľujúcich nadplôch, toto tvrdenie znamená, že 
vhodná trojvrstvová sieť bude schopná vytvoriť ľubovoľné rozdeľujúce hranice.  Túto 
skutočnosť dokázal aj autor článku [11].  Pomocou svojho odvodenia dostal 
nahliadnutie aj do problematiky výberu vhodnej topológie siete.  Jeho výsledky je 
možné zapísať pomocou štyroch bodov: 
 
• Počet neurónov v druhej vrstve musí byť väčší než jedna, keď 
rozhodovacie oblasti sú prerušené. 
• Z hľadiska vytvorenia viacerých prerušených oblastí, počet 
požadovaných neurónov v druhej vrstve v najhoršom prípade sa musí 
rovnať počtu prerušených oblasti vo vstupnej distribúcii. 
• Počet neurónov v prvej vrstve musí byť poväčšine dostatočný na to, aby 
umožňoval vytvorenie troch alebo viac hrán pre jednotlivé konvexné 
oblasti generované pomocou neurónov v druhej vrstve. 
• Typicky sa požaduje trikrát toľko neurónov v prvej vrstve, než v druhej 
vrstve. 
 
5.4 Iné odlišné prístupy k problematike 
 
K problematike vytvorenia rôznych typov rozdeľujúcich nadplôch existujú aj 
viaceré neobvyklé pokusy.  V nasledujúcich článkoch ide hlavne o využitie nových 
typov prechodových funkcií. 
Autori článku [4] skúsili rozšíriť možnosti dvojvrstvových sietí pomocou 
neurónov s dvomi prahmi (Obr. 15.).   
Ich výskum priniesol veľmi dobré výsledky: ukázali, že modifikované 
dvojvrstvové siete majú výrazne lepšie klasifikačné schopnosti aj pri menšom počte 
neurónov.  Ďalej vytvorili paradigmatu, pri ktorej dôjde k rozšíreniu počtu neurónov 
v prvej vrstve, a pomocou toho neurónová sieť s dvomi prahmi môže dosiahnuť 
univerzálne klasifikačné schopnosti. 
Inú, zvláštnu predstavu ukázali v publikácii [25], v ktorej používali perceptrón, 
ktorý pracoval s komplexnými číslami.  Tento perceptrón bol schopný príznakový 
priestor rozdeliť na štyri časti pomocou dvoch priamok – jednej komplexnej a jednej 
reálnej.  Pomocou takého perceptrónu už mohli uskutočniť rozdelenie problému XOR. 
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Obr. 15.: Aktivácia neurónu s dvomi prahmi 
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6 VYUŽITIE ROZDEĽUJÚCICH 
SCHOPNOSTÍ NEURÓNOVÝCH SIETÍ 
 
 
Teoretické výsledky, ktoré boli zahrnuté v predchádzajúcej kapitole sú 
samozrejme aplikovateľné aj v reálnych problémoch.   Existujú aj konkrétne využitia 
týchto výsledkov, hlavne v oblasti matematiky, ako napr. problematika vytvorenia 
oblasti okrajových podmienok diferenciálnych rovníc.  Vedľa toho však sú pomocou 
abstrakcie redukovateľné všetky typy klasifikačných úloh na vytvorenie rozdeľujúcich 
nadplôch.   
Neurónové siete pri problémoch tohto typu majú podstatnú výhodu oproti 
tradičným typom klasifikátorov.   Nepotrebujú žiadne štatistické, alebo iné typy 
predbežných znalostí o rozdelení klasifikačných vzorov, potrebujú len dostatočné 
trénovacie dáta, generovanie trénovacích vzorov však vo väčšine prípadov nie je 
problém.   Nespôsobí im žiadny problém ani nelineárny charakter rozdeľujúcich hraníc, 
lebo prirodzene majú nelineárne chovanie.   Majú výhodu ešte aj v tom, že potrebujú 
rovnaký postup pre riešenie všelijakého problému a s tým uľahčujú prácu používateľa.  
Nevýhodou neurónových sietí je možnosť vzniku preučenia, ale je možné zredukovať 
výskyt tohto problému pomocou vhodnej voľby topológie siete, a testovania na 
neznámych trénovacích vzoroch. 
 
6.1 Okrajové podmienky diferenciálnych rovníc 
 
Jedno konkrétnejšie využitie problematiky realizácie rozdeľujúcich nadplôch 
ukázali v [14], kde neurónové siete používali pre vytvorenie množiny okrajových 
podmienok diferenciálnych rovníc.  Využitie neurónových sietí v tejto problematike je 
celkom rozšírené.  Cieľom tu je vytvoriť oblasť uzavretú okrajovými podmienkami, 
v dvoj-, troj-, alebo viacrozmerných priestoroch.  Na také problémy sú používané najmä 
rôzne typy dopredných sietí. 
Existujú dva typy okrajových podmienok diferenciálnych rovníc: okrajové 
podmienky Dirichlet a okrajové podmienky Neumann, alebo je možné používať 
kombináciu dvoch typov.  Autori článku [14] vyšetrili oba typy okrajových podmienok.  
Rozvíjali nový typ reprezentácie dát pre neurónové siete, a pomocou takto 
natrénovaných sietí ukázali, že siete môžu veľmi presne aproximovať oblasť uzavretú 
okrajovými podmienkami.   
Neurónová sieť bola schopná vytvoriť aproximačné riešenie pre ľubovoľné 
okrajové podmienky, a pri nastavovaní váh rozdiel od analytického riešenia zredukuje 
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na požadovanú veľkosť.  Prišli na to, že hlavne pri okrajových podmienok Dirichlet 
vytvorí neurónová sieť aproximačné riešenie, ktoré je blízko analytického riešenia, ešte 
aj pred začiatkom trénovania.   
 
6.2 Klasifikačné úlohy 
 
Pomocou trochu abstraktnejších pohľadov na túto problematiku, je možné nájsť 
možno najdôležitejšiu príčinu výskumu rozdeľujúcich schopností neurónových sietí – 
získanie znalosti o klasifikačných schopnostiach daných typov sietí.  Dvoj- alebo 
viacrozmerný priestor, ktorý neurónové siete rozdelia na nadplochy, môžu 
reprezentovať príznakový priestor klasifikačnej úlohy [5].  
Rôzne typy klasifikačnej úlohy majú rôzne rozdelenie príznakového priestoru.  
Rozmery príznakového priestoru sú zadané počtom príznakov popisu predmetu; počet 
výstupných kategórií udáva, na koľko častí je príznakový priestor rozdelený. 
Komplexnosť takého rozdelenia môže poukázať na to, aká neurónová sieť by 
bola schopná danú klasifikačnú úlohu zvládnuť.  Ako to bolo dokázané, trojvrstvová 
sieť s dostatočným počtom neurónov je schopná naučiť sa všelijakú klasifikačnú úlohu.  
Používanie dvojvrstvovej siete však má výhody v rýchlosti výpočtu, lebo vo väčšine 
prípadov nepotrebuje toľko neurónov pre úspešnú klasifikáciu ako trojvrstvová sieť; 
a jednoduchšia topológia znamená, že aj trénovanie, aj aktivácia siete bude rýchlejšia.   
Preto je dôležité skúmať schopnosti rôznych typov sietí vytvárať rozdeľujúce 
nadplochy, lebo takto je možné získať znalosti, aké typy úloh bude sieť s danou 
topológiou schopná zvládnuť; a aj naopak, aký typ siete by bol najlepší k danej úlohe. 
 
6.3 Testovanie nového typu siete 
 
Okrem vopred vymenovaných účelov, spozorovanie rozdeľovacích schopností je 
veľmi dobrý spôsob aj pre testovanie nového typu sietí, ako to používali aj v [16].  
Akože tento úkol vyžíva hlavne klasifikačné schopnosti sietí, jej pomocou je možno 
jednoducho porovnať schopnosti rôznych typov sietí.   
V článku [16] vytvorili nový učiaci algoritmus pre neurónové siete.  Skúmali, 
ako presne je sieť schopná aproximovať daný dvojrozmerný obraz s najnižším možným 
počtom trénovacích vzorov, a s tým vlastne modelovali, ako by sa sieť zachovala pri 
reálnej klasifikačnej úlohe.  Ďalej modelovali, ako by sa zachovala sieť, keď do obrazu 
pridali novú farbu – introdukcia nových kategórií do klasifikačnej úlohy. 
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7 PROGRAM  ANN-DEBC 
 
Aby bolo možné jednoduchšie experimentovať s rozdeľovacími schopnosťami 
neurónových sietí s rôznou topológiou, ako súčasť tejto práce bol vytvorený program 
ANN-DeBC (Artificial Neuron Network Decision Boundary Creator).  Užívateľské 
rozhranie tohto programu je ukázané na Obr. 16.  Program bol vytvorený v prostredí 
Matlabu.  Táto kapitola sa bude zaoberať funkčnosťou programu.   
 
 
Obr. 16.: Užívateľský panel programu ANN-DeBC 
 
7.1 Funkčnosť programu 
 
Cieľom tohto programu je skúmať schopnosti neurónových sietí vytvoriť 
rozdeľujúce nadplochy na 2D obrázku.  Základná myšlienka spočíva v tom, že na 
základe čiernobieleho trénovacieho obrazu sa sieť snaží naučiť sa hranice pôvodného 
obrazu, a potom ich rekonštruovať.  Tento čiernobiely obraz reprezentuje všelijakú 
klasifikačnú úlohu, kde množinu vstupných objektov je nutné klasifikovať pomocou 
dvoch príznakov do dvoch výstupných tried.  Dvojrozmerný príznakový priestor 
v tomto prípade reprezentuje 2D obraz, a dve výstupné kategórie reprezentujú čierne 
a biele časti obrazu. 
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7.1.1 Používaná topológia  
Topológia siete je nasledovná:  
Sieť vo vstupnej vrstve má dva neuróny, do ktorých sú privedené vstupné 
hodnoty - súradnice x a y jednotlivých bodov. Ďalej má sieť niekoľko skrytých vrstiev, 
počet ktorých môže zadať užívateľ (1 až 5) a v každej skrytej vrstve sa dá ľubovoľne 
nastaviť počet neurónov.  Vo výstupnej vrstve sieť má jeden neurón.  Naučená sieť 
dokáže bod s danými súradnicami priradiť do príslušnej výstupnej kategórie - na 
výstupe sa objavuje 1 alebo 0 (označená bielou alebo čiernou farbou pri vykreslení), 
tieto hodnoty indukujú dve výstupné kategórie.  Topológia vytvorenej siete je zobrazená 
na Obr. 17. 
 
 
Obr. 17.: Používaná topológia neurónovej siete 
 
7.1.2 Výstup programu 
Po natrénovaní siete je program schopný vygenerovať rekonštruovaný výstupný 
obraz – výsledné rozdelenie príznakového priestoru sieťou.  Tento výsledný obraz je 
vytvorený tak, že v rozmeroch vstupného obrazu k všetkým pixlom sú vypočítané nové 
hodnoty farby pixlu pomocou aktivácie natrénovanej siete.  Program vykreslí tento 
obraz, a ešte tretí obraz, v ktorom je znázornený rozdiel medzi pôvodným a výstupným 
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obrazom; čo je vlastne rozdiel medzi očakávaným a sieťou vytvoreným rozdelením 
príznakového priestoru.  V tomto obraze je ukázaný pôvodný obraz, a rozdeľovacie 
hranice, ktoré sa sieť naučila - hranice rozdeľujúcej nadplochy.  Numerickú 
reprezentáciu úspešnosti učenia udáva pomer odlišných pixlov medzi dvoma obrazmi.  
 
7.1.3 Vytvorenie programu v Matlabe 
Celý program bol vytvorený  v prostredí Matlabu, vo verzii 7.10.0 (R2010a).  
Grafické rozhranie bolo vytvorené pomocou aplikácií GUIDE, ktorá je súčasťou 
programu Matlab.  Program ANN-DeBC ďalej využíva toolbox Matlabu "Neural 
network toolbox" pre vytvorenie a natrénovanie neurónovej siete.  Podrobnejšie 
informácie o prostredí Matlabu a o používaných funkcií je možné nájsť v [13]. 
Neurónová sieť je vytvorená ako dátová štruktúra "network", pomocou 
preddefinovanej funkcie "newff". Trénovanie siete nastane pomocou preddefinovanej 
funkcie "train".  
Trénovacie parametre siete sú nasledovné:  
Sieť používa zabudované trénovacie funkcie "trainlm" (Levenberg-Marquardt 
backpropagation), ktorá je verzia trénovacieho algoritmu backpropagation, s využitím 
optimalizačného algoritmu Levenberg-Marquardt. Podrobnejší popis algoritmu je 
možné nájsť v [19].  Výpočet výkonu siete sa vykonáva pomocou funkcie "sse" (sum 
squared error performance function) - súčet štvorce chýb.  Pred trénovaním pôvodné 
trénovacie vzory sú náhodne rozdelené do dvoch množín, do skutočnej trénovacej 
množiny, a do validačnej množiny.  Vzory validačnej množiny nie sú používané na 
vlastné trénovanie, ale na validáciu siete počas učenia sa (výpočet chyby siete pri 
dopredu neznámych vzoroch).   Ukončovacie podmienky učenia sú: 
 
• dosiahnutie maximálnych počtov trénovacích krokov: 500 
• dosiahnutie minimálnej chyby siete: 0,1 
• nezlepšené výsledky pri validácii v posledných 50 krokoch. 
 
U jednotlivých neurónov sa používa prechodová funkcia hyperbolický tangens, 
neurón vo výstupnej vrstve používa prechodovú funkciu štandardná sigmoida. 
Na aktiváciu siete bola vytvorená vlastná funkcia na základe preddefinovanej 
funkcie "sim".  Nová funkcia aktivácie má tie isté výsledky ako funkcia "sim", ale je 
časovo účinnejšia pre potreby tohto programu.   
Vybrané časti zdrojového kódu programu je možné nájsť v prílohe tejto práce. 
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7.2 Užívateľské rozhranie 
 
Základné užívateľské rozhranie programu sa dá rozdeliť na 6 častí (Obr. 18.):  
1. načítanie/vytvorenie trénovacieho obrazu, 
2. nastavenie trénovacích vzorov, 
3. vstupné a výstupné obrazy, 
4. počet odlišných pixlov medzi obrazmi, 
5. nastavenie topológií neurónovej siete, 
6. a ovládanie vytvorenia výstupného obrazu 
 
 
Obr. 18.: Jednotlivé časti užívateľského rozhrania programu 
 
Na ľavej strane užívateľského rozhrania sa nachádzajú dva panely.  Prvý panel 
je nazývaný "Input Image" (1), a obsahuje dve tlačidlá: tlačidlo "Load Image" na 
načítanie trénovacieho obrazu, ktorý sa pokúsi sieť zrekonštruovať (program je schopný 
pracovať so súbormi typu „bmp“, „jpg“ a „gif“), a tlačidlo "Create Image" pre 
vytvorenie vlastného trénovacieho obrazu.  Po stlačení tlačidla "Create Image" sa spustí 
panel "Create Image", zobrazený na Obr. 19.  Na tomto paneli v ľavej časti sa nachádza 
priestor pre nakreslenie trénovacieho obrazu, a na pravej strane sa nachádzajú štyri 
ovládacie tlačidlá: 
• tlačidlo "Add black region", pre nakreslenie čiernej oblasti do obrazu, 
• tlačidlo "Add white region", pre nakreslenie bielej oblasti do obrazu, 
• tlačidlo "Reset image", pre vymazanie nakresleného obrazu, 
• a tlačidlo "Complete", pre ukončenie kreslenia. 
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Obr. 19.: Vytvorenie vlastného trénovacieho obrazu 
 
Po stlačení tlačidla "Complete" sa program vráti do základného užívateľského 
rozhrania, vytvorený obraz sa vykreslí na prvý graf, a bude používaný ako trénovací 
obraz. 
 
 
Obr. 20.: Vzhľad panela "Training Samples" v dvoch režimoch výberu vzorov 
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Pod panelom "Input Image" sa nachádza panel "Training Samples" (2), na 
ktorom je možné vybrať spôsob výberu trénovacích vzorov neurónovej siete:  
automaticky rovnomerne rozdelené trénovacie body v smeroch x a y osí, alebo ručný 
výber trénovacích bodov.  Vzhľad panela "Training Samples" závisí na spôsobe výberu 
trénovacích bodov, ako je to ukázané na Obr. 20.   
Pri automatickom rozdelení trénovacích vzorov, je nastavený počet bodov 
rovnomerne rozdelených v smeroch x a y osí.  Je možné tu i zapnúť/vypnúť vykreslenie 
vybraných trénovacích bodov na grafoch.  Pri nastavení maximálneho počtu trénovacích 
vzorov (tlačidlo "Maximum"), sú všetky pixle pôvodného obrazu používané na učenie 
neurónovej siete.  Pri tomto nastavení ide o skutočnú rekonštrukciu obrazu, pri menšom 
počte vzorov ide o aproximáciu obrazu.  
Po vypnutí rovnomerného rozdelenia je možné ručne vybrať trénovacie body v 
obraze.  Výber nastane pomocou tlačidiel "Add sample point" - vybrať trénovací vzor a 
"Remove sample point" - odstrániť trénovací bod.  Tretie tlačidlo, "Reset samples" slúži 
na vynulovanie trénovacej množiny. 
Príklady rovnomerne rozdelených a manuálne vybraných trénovacích vzorov sú 
ukázané na Obr. 21. 
 
 
Obr. 21.: Rozdelenie trénovacích vzorov: automatický a manuálny 
 
Stredná časť užívateľského rozhrania (3) obsahuje tri grafy.  Prvý graf ukazuje 
pôvodný vstupný obraz – množinu trénovacích bodov neurónovej siete.  Druhý graf 
reprezentuje výsledok učenia.  Tento obraz je vykreslený pomocou siete; súradnice 
všetkých bodov sú priložené na vstup siete, a výstup siete udáva intenzitu príslušného 
pixlu.   Na treťom grafe sú znázornené rozdiely medzi prvými dvoma obrazmi: je 
ukázané, ako sa rozdeľujúce hranice, ktoré sa sieť naučila, líšia od pôvodného obrazu. 
V časti (4) je možné vidieť pomer odlišných pixlov medzi pôvodnými 
a rekonštruovanými obrazmi v percentách.  Tento počet udáva, akou presnosťou sa 
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naučila sieť vytvoriť rozdeľujúce nadplochy.  Počet odlišných pixlov závisí od 
úspešnosti trénovania siete; a pretože pri dostatočne malých chybách siete sa trénovanie 
zastaví, skoro vždy bude aspoň nejaký malý rozdiel medzi pôvodným 
a rekonštruovaným obrazom.  To znamená, že toto číslo skoro nikdy nebude nulové.   
V paneli v prvej hornej časti (5) je možné nastaviť topológiu neurónovej siete.  
Je možné vybrať  si počet skrytých vrstiev, maximálny možný počet skrytých vrstiev je 
5.  Ďalej sa dá nastaviť počet neurónov v jednotlivých vrstvách.  Poradie skrytých 
vrstiev v topológii siete je nasledovné: po vstupnej vrstve nasleduje vrstva, ktorá je 
ukázaná ako najvyššia v tomto paneli, a potom následne všetky vrstvy smerom z hora 
dole, a na konci, výstupná vrstva.  Na tomto paneli sa umiestňujú ešte aj tlačidlá, ktoré 
slúžia na spustenie učenia sa siete, keď všetky jej parametre sú nastavené.  Tlačidlo 
"Train new network" slúži na vytvorenie a natrénovanie novej neurónovej siete s 
nastavenou topológiou, tlačidlo "Re-train last network" sa používa na opätovné učenie 
naposledy vytvorenej siete.  Tlačidlo "Re-train last network" môže byť užitočné, v 
takom prípade, keď boli pridané vybrané trénovacie vzory, pre opätovné učenie však 
topológia siete musí zostať nezmenená. 
 Posledná časť užívateľského rozhrania (6) slúži na generovanie výstupných 
obrazov.  Tu je možné vybrať si medzi dvoma typmi výstupných obrazov: striktne 
čiernobiely výstupný obraz, alebo grayscale obraz (Obr. 22.).  Prvá možnosť je 
ekvivalentná s takou neurónovou sieťou, ktorá vo výstupnom neuróne má prechodovú 
funkciu ostrú nelinearitu.   
 
 
Obr. 22.: Rozdiely medzi dvoma typmi výstupných obrazov 
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8 TESTOVANIE NEURÓNOVÝCH SIETÍ 
POMOCOU PROGRAMU 
 
 Program ANN-DeBC bol vytvorené, aby slúžil ako nástroj pre experimentovanie 
s rozdeľujúcimi schopnosťami umelých neurónových sietí s rôznymi topológií.  
Pomocou tohto programu bolo prevedených niekoľko experimentov pre praktické 
overenie teoretických znalostí z oblasti rozdeľujúcich nadplôch; získané výsledky budú 
popísané v nasledujúcej kapitole.  Väčšinou boli používané čierno-biele vstupné 
obrázky, čiže obrazy s dvomi výstupnými kategóriami.  Akože ide o dvojrozmerných 
obrazoch, tieto obrazy môžu reprezentovať dvojrozmerný príznakový priestor pri 
klasifikačnej úlohy. 
 
8.1 Dvojvrstvová neurónová sieť pri učení sa rozdeľujúcich 
nadplôch v tvare základných geometrických foriem 
 
Na vstupných obrazoch pre tieto experimenty sú viditeľné rôzne geometrické 
tvary, od ktorých sa neurónové siete pokúšajú naučiť rozdeľujúce hranice. Keďže je 
potrebné, aby boli siete čím najlepšie schopné dané hranice rekonštruovať, všetky body 
vstupných obrazov sú použité ako trénovacie vzory siete.  Veľkosť vstupných obrazov 
je 50 x 50 pixlov. 
Pri experimentácii má vždy na začiatku sieť jeden neurón v skrytej vrstve, 
a počet neurónov je postupne zvyšovaný, kým sa sieť nenaučí obraz s dostatočne malou 
odchýlkou (hraničná hodnota je zvolená 10 pixlov - 0,4 percentná chyba).  Pri každej 
topológii je sieť trikrát natrénovaná, aby boli eliminované možné nedostatky spôsobené 
náhodnou počiatočnou konfiguráciou váh neurónových sietí.  Z troch výsledkov je vždy 
vybraný najlepší.  Na nasledujúcich obrazoch je možné vidieť postupné učenie obrazu 
pri zmene topológie. 
 
8.1.1 Kružnica 
 
Na začiatku bol vybraný základný tvar: kružnica.  Neurónová sieť už s tromi 
neurónmi bola schopná naučiť sa hranice kružnice (Obr. 23.) s veľmi malou odchýlkou 
od pôvodného obrazu.  Je dôležité poznamenať z dosiahnutých výsledkov, že neurónová 
sieť potrebuje aspoň tri neuróny v skrytej vrstve, aby bola schopná vytvoriť oddelený 
objekt, ktorý sa nedotýka hranice obrazu. 
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Obr. 23.: Kružnica 
 
8.1.2 Hviezda so šiestimi stranami 
 
Tento objekt má len priame hrany, a preto tu je možné veľmi dobre vidieť, ako 
jednotlivé neuróny neurónovej siete sú schopné rovinu rozdeliť na dve polroviny jednou 
priamkou.  Tak isto, ako pôvodný obraz sa dá vykresliť pomocou šiestich priamok, aj 
neurónová sieť s šiestimi neurónmi bola schopná tento tvar vytvoriť.  Bol však potrebný 
ešte siedmy neurón, aby obraz bol vykreslený s požadovanou presnosťou (Obr. 24.). 
 
 
 
Obr. 24.: Hviezda so šiestimi stranami 
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8.1.3 Prerušené objekty – dva obdĺžniky 
 
Pri tomto obraze bolo spozorované, ako reaguje sieť na prerušené oblasti.  Je 
vidno, ako už pri 5 neurónoch sieť je schopná vytvoriť dva oddelené objekty, a potom 
sú potrebné pridávané neuróny na to, aby formu obdĺžnikov mohla sieť presnejšie 
vytvoriť (Obr. 25.).  
 
 
 
Obr. 25.: Prerušené objekty – dva obdĺžniky 
 
 
8.1.4 Do seba vložené obdĺžniky 
 
Posledný skúšaný obraz je o dvoch do seba vložených obdĺžnikoch.  Tento obraz 
je oveľa komplikovanejší v porovnaní s ostatnými, lebo jeden objekt je vo vnútri 
druhého (ide o obraz typu CoRD popísaný v kapitole 5.2).  Neurónová sieť pomocou 
siedmich neurónov už bola schopná vytvoriť vnútorné biele pole, a pomocou dvanástich 
neurónov už mohla oddeliť aj vnútorný čierny objekt.  Pre dostatočne presné 
vykreslenie oboch objektov potrebovala trinásť neurónov (Obr. 26.).  
  
 47 
 
 
Obr. 26.: Do seba vložené obdĺžniky 
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8.2 Neurónová sieť s väčším počtom skrytých vrstiev 
 
V nasledujúcej časti budú opísané výsledky pozorovania, aký vplyv má na 
úspešnosť učenia viacvrstvová topológia siete.  Postup experimentov je nasledovný: 
Pre trénovanie vytvorených neurónových sietí je využitý každý pixel z 
trénovacieho obrazu, a je pozorovaná ich úspešnosť pri rekonštrukcii trénovacieho 
obrazu.  Ako chyba siete je vypočítaná miera chybne klasifikovaných bodov z celej 
množiny vstupných bodov.  Postupne je zvýšený počet neurónov v jednotlivých 
vrstvách neurónovej siete, kým nie je dosiahnutá požadovaná presnosť (chyba menšia 
než 1%), alebo vybraný maximálny počet neurónov.  Ako pri predchádzajúcich 
experimentoch, aj teraz pri každom nastavení topológie sú vytvorené tri rôzne 
neurónové siete, a je vybraná najlepšia z nich (s tým sú kompenzované existujúce 
náhodnosti pri trénovaní, ako napr. náhodné počiatočné nastavenie váh siete).  Každá 
neurónová sieť je trénovaná od začiatku s použitím danej topológie. 
Testy boli vykonané na troch rôznych trénovacích obrazoch, aby bolo možné 
získať všeobecnejšie výsledky.  Tieto obrazy sú už komplexnejšie, než predtým 
používané geometrické tvary.  Tieto tri obrazy sú nasledovné: 
 
 
Obr. 27.: Trénovacie obrazy pre testovanie výkonnosti rôznych topológií 
neurónových sietí 
 
Vytvorené obrazy majú všeobecné tvary, ktoré sa dajú ťažko matematicky 
popísať, a preto by bolo veľmi ťažké vytvoriť tradičné typy klasifikátorov na 
klasifikáciu takto rozdelených množín.  Pre neurónové siete však, ako to bude ukázané, 
nie je problém naučenie sa takých rozdeľujúcich nadplôch. 
Tieto tri trénovacie obrazy je možné vykresliť pomocou dvojvrstvovej siete (sieť 
s jednou skrytou vrstvou), kde v skrytej vrstve je potrebný minimálne nasledujúci počet 
neurónov: 
• Trénovací obraz č. 1. - 10 neurónov 
• Trénovací obraz č. 2. - 18 neurónov 
• Trénovací obraz č. 3. - 8 neurónov 
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V nasledujúcich podkapitolách bude sledovaný minimálny počet potrebných 
neurónov v jednotlivých vrstvách pri rôznych topológiách.  Budú uvedené získané 
výsledky, a v tabuľkách zas budú uvedené chyby sietí pri testovaní (v percentách) pri 
všetkých nastaveniach pre trénovací obraz č. 1.  Tieto dáta pre trénovacie obrazy č. 2. a 
3. sú uvedené v prílohe tejto práce. 
 
8.2.1 Sieť s dvomi skrytými vrstvami 
Najprv je pozorovaná sieť s dvomi skrytými vrstvami, a s premenným počtom 
neurónov v skrytých vrstvách.  Výsledky výkonu sietí sú uvedené v Tab. 1.  
 
 Počet neurónov v skrytej vrstve č. 1 
 
1 2 3 4 5 6 7 8 9 10 11 
1 13.35 13.27 10.76 10.83 7.01 7.61 5.50 3.24 3.14 1.29 0.81 
2 13.43 11.81 9.88 6.18 3.27 2.25 1.27 3.95 1.03 1.17 0.86 
3 13.33 8.46 6.15 6.35 1.98 2.77 2.02 1.28 0.99 - - 
4 13.34 7.52 4.07 1.44 6.84 0.89 - - - - - 
5 13.30 7.23 4.62 4.52 0.82 - - - - - - 
6 13.43 13.40 1.17 1.31 1.12 0.98 - - - - - 
7 13.34 13.27 4.74 1.04 0.91 - - - - - - 
8 13.29 4.47 0.89 - - - - - - - - 
9 13.19 2.27 0.77 - - - - - - - - 
10 13.31 13.33 0.60 - - - - - - - - 
11 13.32 5.58 0.70 - - - - - - - - 
12 13.31 2.14 0.92 - - - - - - - - 
13 13.38 2.31 0.72 - - - - - - - - 
14 13.36 1.27 0.43 - - - - - - - - 
15 13.39 6.18 0.41 - - - - - - - - 
16 13.32 7.04 0.40 - - - - - - - - 
17 13.38 0.66 - - - - - - - - - 
18 13.36 0.50 - - - - - - - - - 
19 13.40 0.63 - - - - - - - - - 
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20 13.38 0.40 - - - - - - - - - 
 
Tab.1.: Výkon trojvrstvových neurónových sietí s rôznou topológiou pri 
rekonštrukcii trénovacieho obrazu č. 1. 
 
Je možné vidieť, že pri zväčšení počtu neurónov v druhej skrytej vrstve, 
exponenciálne klesá počet potrebných neurónov v skrytej vrstve č. 1.  Minimálny počet 
potrebných neurónov pri všetkých troch trénovacích obrazoch sú uvedené v Tab. 2.: 
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Obraz č. 1 Obraz č. 2 Obraz č. 3 
 
  
Neuróny 
v skrytej 
vrstve č. 1 
Súčet 
neurónov 
v sieti 
Neuróny 
v skrytej 
vrstve č. 1 
Súčet 
neurónov 
v sieti 
Neuróny 
v skrytej 
vrstve č. 1 
Súčet 
neurónov 
v sieti 
1 11 12 17 18 8 9 
2 11 13 11 13 10 12 
3 9 12 10 13 7 10 
4 6 10 9 13 5 9 
5 5 10 8 13 3 8 
6 6 12 7 13 4 10 
7 5 12 5 12 3 10 
8 3 11 6 14 3 11 
9 3 12 5 14 2 11 
10 3 13 4 14 2 12 
11 3 14 4 15 3 14 
12 3 15 4 16 2 14 
13 3 16 4 17 3 16 
14 3 17 4 18 3 17 
15 3 18 3 18 3 18 
16 3 19 5 21 2 18 
17 2 19 8 25 2 19 
18 2 20 3 21 2 20 
19 2 21 3 22 2 21 
Po
če
t n
eu
ró
n
o
v
 
v
 
sk
ry
te
j v
rs
tv
e 
č.
 
2 
20 2 22 4 24 2 22 
 
Tab. 2.: Minimálny počet neurónov v prvej skrytej vrstve k získaniu 
požadovanej presnosti,  v závislosti od počtu neurónov v druhej skrytej vrstve 
 
Z Tab. 2. je možné vidieť, že minimálny počet neurónov v skrytých vrstvách 
siete je dosiahnutý, keď počet neurónov v dvoch skrytých vrstvách je takmer rovnaký 
(minimálny počet pre jednotlivé trénovacie obrazy: 5+5, 5+7, 3+5 neurónov).  Je však 
vidno, že pre trénovacie obrazy č. 1 a 3, je súčet potrebných neurónov v skrytých 
vrstvách trojvrstvovej siete vždy rovnaký, alebo väčší ako počet potrebných neurónov v 
prípade siete s jednou skrytou vrstvou. 
 
8.2.2 Sieť s tromi skrytými vrstvami 
 V Tab. 3. sú ukázané výkony sietí (v %) pri použití štvorvrstvovej siete s rôznou 
topológiou (trénovací obraz č. 1): 
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 Počet neurónov v skrytej vrstve č. 1       
Skrytá vrstva č. 3 - počet neurónov: 1  
 
1 2 3 4 5 6 7 8 
1 13.35 12.46 11.82 8.98 8.19 5.37 4.54 2.59 
2 13.43 8.73 6.93 5.44 2.74 4.11 2.21 0.83 
3 13.34 7.53 5.59 3.31 1.44 1.47 0.77 - 
4 13.32 5.72 4.23 1.74 2.36 0.82 - - 
5 13.35 6.62 4.71 0.91 - - - - 
6 13.37 5.37 1.96 0.56 - - - - 
 
9 10 11 12 13 14 15 16 
1 3.63 2.29 1.23 1.00 1.04 0.80 - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 2 
 1 2 3 4 5 6 7 8 
1 13.33 12.84 11.27 12.13 6.98 4.09 4.94 1.92 
2 13.32 11.14 8.88 7.61 3.22 1.55 1.36 1.50 
3 13.27 7.33 11.08 4.72 2.69 1.54 2.36 2.01 
4 13.32 7.35 3.22 10.64 1.09 1.58 0.57 - 
5 13.32 5.67 10.86 2.40 1.08 6.58 0.87 - 
6 13.46 6.72 2.94 0.83 - - - - 
 9 10 11 12 13 14 15 16 
1 2.60 3.10 1.65 1.59 1.39 1.77 1.21 0.84 
2 1.58 0.94 - - - - - - 
3 0.66 - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 3 
 1 2 3 4 5 6 7 8 
1 13.37 12.13 12.68 7.87 6.64 2.15 2.21 2.45 
2 13.35 8.30 7.49 11.72 2.46 3.74 1.21 1.75 
3 13.37 11.08 3.51 1.28 2.24 0.86 - - 
4 13.23 2.28 1.33 1.81 1.64 0.90 - - 
5 13.30 3.56 0.79 - - - - - 
6 13.27 1.08 1.10 0.81 - - - - 
 9 10 11 12 13 14 15 16 
1 1.08 2.11 1.59 0.69 - - - - 
Po
če
t n
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2 
2 0.92 - - - - - - - 
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3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 4 
 1 2 3 4 5 6 7 8 
1 13.24 11.70 9.66 7.74 8.24 8.47 3.92 1.65 
2 13.27 11.29 5.08 5.55 6.71 11.93 2.34 1.18 
3 13.33 11.65 3.52 3.98 2.43 1.13 0.86 - 
4 13.39 6.93 1.12 1.56 0.87 - - - 
5 13.27 5.90 1.13 1.09 1.17 0.54 - - 
6 13.25 0.85 - - - - - - 
 9 10 11 12 13 14 15 16 
1 1.45 2.86 1.60 2.67 0.98 - - - 
2 1.05 0.66 - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 5 
 1 2 3 4 5 6 7 8 
1 13.31 13.20 12.66 11.66 6.91 4.55 5.36 2.68 
2 13.28 12.17 3.46 6.16 2.19 1.47 1.32 0.91 
3 13.23 7.63 1.61 1.15 1.51 0.89 - - 
4 13.33 5.19 7.36 0.81 - - - - 
5 13.23 13.12 2.98 0.43 - - - - 
6 13.27 1.13 0.56 - - - - - 
 9 10 11 12 13 14 15 16 
1 1.56 1.80 1.21 1.28 0.94 - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 6 
 1 2 3 4 5 6 7 8 
1 13.33 11.36 11.50 7.72 8.76 6.67 4.00 1.88 
2 13.30 7.60 7.76 6.67 1.24 1.06 1.13 0.74 
3 13.26 7.18 1.50 1.53 1.60 0.90 - - 
4 13.24 12.80 2.55 0.60 - - - - 
5 13.34 0.81 - - - - - - 
6 13.35 1.06 0.38 - - - - - 
 9 10 11 12 13 14 15 16 
1 3.73 1.15 1.54 0.87 - - - - 
2 - - - - - - - - 
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3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
 
Tab 3.: Výkon neurónových sietí s premenným počtom neurónov v troch skrytých 
vrstvách  
 
Zhrnutie získaných výsledkov s neurónovými sieťami s tromi skrytými vrstvami 
pre jednotlivé trénovacie obrazy sú uvedené v nasledujúcich tabuľkách.  Jednotlivé 
hodnoty udávajú, koľko neurónov bolo potrebných v prvej skrytej vrstve pri danom 
počte neurónov v ostatných dvoch vrstvách, aby bola získaná požadovaná presnosť 
siete. (Do prvej vrstvy pri tomto teste bolo pridaných maximálne 16 neurónov, a preto 
hodnota "16+" v tabuľkách označuje prípady, keď by bol potrebný ešte väčší počet 
neurónov). 
 
Počet neurónov v skrytej vrstve č. 3  
1 2 3 4 5 6 
1 14 16 12 13 13 12 
2 8 10 9 10 8 8 
3 7 9 6 7 6 6 
4 6 7 6 5 4 4 
5 4 7 3 6 4 2 
N
eu
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y 
v
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j  
v
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č.
2 
6 4 4 4 2 3 3 
 
Tab. 4.: Trénovací obraz č. 1 - sieť s tromi skrytými vrstvami 
 
Počet neurónov v skrytej vrstve č. 3  
1 2 3 4 5 6 
1 16+ 16+ 16+ 16+ 16+ 16+ 
2 15 15 16+ 12 14 13 
3 11 16+ 13 13 9 9 
4 10 12 13 6 8 7 
5 9 7 6 9 7 4 
N
eu
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y 
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č.
2 
6 8 6 6 4 4 5 
 
Tab. 5.: Trénovací obraz č. 2 - sieť s tromi skrytými vrstvami 
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Počet neurónov v skrytej vrstve č. 3  
1 2 3 4 5 6 
1 11 10 7 10 9 8 
2 6 7 9 9 8 2 
3 6 6 7 4 6 2 
4 5 6 5 5 5 4 
5 4 5 4 2 3 2 
N
eu
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y 
v
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j  
v
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č.
2 
6 3 3 2 2 3 2 
Tab. 6.: Trénovací obraz č. 3 - sieť s tromi skrytými vrstvami 
 
Na základe Tab. 4-6. je možné zistiť minimálnu hodnotu súčtu potrebných 
neurónov v štvorvrstvovej topológii pre získanie požadovanej presnosti u jednotlivých 
trénovacích vzoroch: 
• Trénovací obraz č. 1 - 10 neurónov (4+5+1) 
• Trénovací obraz č. 2 - 14 neurónov (napr. 6+4+4) 
• Trénovací obraz č. 3 - 8 neurónov (2+2+6) 
 
Je vidno, že tieto hodnoty sú podobné, ako hodnoty získané pri dvoj- a 
trojvrstvových topológiách. 
 
8.2.3 Zhodnotenie viacvrstvových topológií 
Na základe získaných výsledkov je možné konštatovať, že pre trénovacie obrazy 
č. 1. a 3. pre všetky tri prípady - pre siete s jednou, dvomi a tromi skrytými vrstvami - 
bol minimálny súčet potrebných počtov neurónov v skrytých vrstvách vždy rovnaký.  
Optimálna takto bude najjednoduchšia topológia z nich - neurónová sieť s jednou 
skrytou vrstvou.  Použitie jednej skrytej vrstvy má viac výhod.  Pri viacvrstvovej 
topológii počet spojov a váh medzi neurónmi siete bude vždy väčší ako pri použití 
jednej skrytej vrstvy.  To znamená, že architektúra siete by bola zložitejšia, čo spôsobí 
narastenie potrebného času pre učenie a aktiváciu siete.  Ďalej, pre sieť s jednou skrytou 
vrstvou algoritmus vyhľadávania minimálneho počtu potrebných neurónov je 
jednoduchší (lebo neexistuje problém, ako tento počet neurónov rozdeliť medzi 
jednotlivé vrstvy). 
Pre trénovací obraz č. 2 bol najlepšie výsledok dosiahnutý pri použití dvoch 
skrytých vrstiev, keď minimálny súčet potrebných neurónov bol 12.  Dôvodom toho je 
pravdepodobne skutočnosť, že tento trénovací obraz je najzložitejší z troch obrazov (je 
to oblasť typu CoRD; tieto oblasti potrebujú výrazne väčší počet neurónov pre úspešné 
naučenie).  Je však vidno, že aj v tomto prípade použitie troch skrytých vrstiev už bolo 
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zbytočné.  Je dôležité ešte spomenúť, že vo všetkých troch prípadoch bol celkový počet 
spojov medzi neurónmi siete skoro rovnaký. 
Na základe spozorovaných výsledkov je možné skonštatovať, že pre 
dvojrozmernú klasifikáciu je ideálne používať neurónové siete s menším počtom 
skrytých vrstiev, a pre menej komplexné klasifikačné rozdelenie je skoro vždy najlepšie 
používať len jednu skrytú vrstvu. 
 
8.3 Vplyv výberu trénovacích vzorov na učenie 
 
Vhodná voľba trénovacích vzorov má veľký význam na výkon vytvoreného 
klasifikátora.  Sú dôležité počet a rozdelenie vybraných trénovacích bodov z 
príznakového priestoru.  V predchádzajúcich testoch bol používaný úplný príznakový 
priestor na trénovanie neurónovej siete; v tejto kapitole bude skúmané to, aký vplyv má 
redukcia počtu trénovacích vzorov na úspešnosť klasifikácie. 
8.3.1 Menší počet rovnomerne rozdelených trénovacích 
vzorov 
 V nasledujúcom teste bol spozorovaný výkon siete pri redukcii počtu 
trénovacích vzorov.  Tento test slúži na to, aby bolo možné získať informácie o 
minimálnom potrebnom počte trénovacích vzorov pre približne dokonalú rekonštrukciu 
rozdeľujúcich nadplôch.   
Neurónová sieť je natrénovaná pomocou vybraných trénovacích vzorov, pri 
testovania výkonu siete sú však používané všetky body trénovacieho obrazu, takže aj 
body vynechané pri trénovania.  Týmto spôsobom, výsledkom je reálna chyba siete.  
Počet neurónov siete je zvýšený, kým sa chyba siete neklesá pod 1%, alebo do 
dosiahnutie maximálneho počtu neurónov (30).  Daný počet trénovacích bodov sú 
rovnomerne rozdelených v smeroch x a y osí.  Získané výsledky pre trénovací obraz č. 
1. sú v Tab. 7. 
Hodnoty v Tab. 7. udávajú chybu siete (v percentách) pri použití daných počtov 
trénovacích bodov, a nastavenú topológiu.  Z tabuľky je možné vidieť, že pri zmenšení 
počtu trénovacích bodov potrebuje sieť viac neurónov pre dostatočne približné 
vykreslenie rozdeľujúcich hraníc.  Pri ďalšom znížení počtu trénovacích vzorov chyba 
siete začala stúpať, a pri dodatočnom pridaní neurónov neklesla pod 1%, ale zastavila sa 
v blízkosti ustálenej hodnoty. 
Vybrané trénovacie body a získané výsledky sú ukázané na Obr. 28.; výsledky 
testu pre tri trénovacie obrazy sú zhrnuté v Tab. 8.  Podrobnejšie dosiahnuté výsledky 
pre trénovací obraz č. 2 a 3 je možné nájsť v prílohách tejto práce. 
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Počet neurónov v skrytej vrstve Trénovacie 
vzory 1 2 3 4 5 6 7 8 9 10 
100x100 13.41 12.28 10.32 10.41 7.37 8.38 4.62 5.25 1.55 0.71 
90x90 13.33 12.16 10.42 11.94 7.57 11.22 4.20 4.29 1.71 1.68 
80x80 13.36 12.79 12.22 9.02 7.65 6.54 3.40 5.21 4.60 1.53 
70x70 13.40 10.75 10.71 11.99 5.00 4.29 5.75 3.01 2.06 1.93 
60x60 13.33 12.69 9.49 7.99 5.27 4.76 4.87 5.57 3.56 1.62 
50x50 13.37 12.78 12.54 10.94 9.19 7.74 6.08 2.23 2.68 12.31 
40x40 13.47 13.01 8.76 11.95 7.81 7.61 5.18 7.16 3.15 3.21 
30x30 13.51 12.78 12.56 10.37 7.69 6.45 11.72 3.17 3.27 3.52 
20x20 13.21 12.72 13.07 13.07 12.81 10.26 10.03 7.78 6.42 5.46 
10x10 14.00 14.47 12.91 13.82 13.32 13.94 14.82 11.53 10.79 13.28 
 11 12 13 14 15 16 17 18 19 20 
100x100 - - - - - - - - - - 
90x90 1.55 1.82 1.07 1.37 0.78 - - - - - 
80x80 1.21 1.17 1.15 1.16 0.97 - - - - - 
70x70 2.01 1.99 1.74 1.51 1.51 1.30 1.29 1.43 1.23 1.00 
60x60 2.07 1.49 1.70 1.66 1.44 1.70 1.23 1.36 1.64 1.34 
50x50 1.92 1.96 1.71 1.66 1.80 1.78 2.10 1.43 1.15 1.66 
40x40 2.31 2.66 3.01 2.79 2.75 2.74 1.99 2.37 2.13 1.96 
30x30 4.38 3.70 3.25 4.20 2.91 3.59 2.51 2.96 3.04 2.55 
20x20 4.69 5.25 4.23 4.32 4.95 4.62 4.52 3.68 4.89 4.63 
10x10 13.57 15.75 9.81 16.42 11.55 12.14 8.72 13.73 13.32 14.23 
 21 22 23 24 25 26 27 28 29 30 
100x100 - - - - - - - - - - 
90x90 - - - - - - - - - - 
80x80 - - - - - - - - - - 
70x70 1.24 1.33 1.30 1.09 1.23 1.06 0.92 - - - 
60x60 1.51 1.47 1.35 1.29 1.12 1.23 1.22 1.38 1.26 1.13 
50x50 1.49 1.74 1.78 1.28 1.58 1.44 1.31 1.54 1.60 1.34 
40x40 1.95 2.27 1.94 2.09 2.21 2.37 2.05 2.39 2.12 2.18 
30x30 2.92 2.96 2.26 2.80 3.23 2.65 2.81 2.73 2.71 2.86 
20x20 6.31 4.31 5.15 4.62 5.84 4.61 4.62 5.19 6.04 4.47 
10x10 13.03 13.26 12.21 15.47 13.23 16.06 11.94 15.53 9.77 15.72 
 
Tab. 7.: Závislosť výkonu klasifikácie neurónovej siete od počtu trénovacích 
bodov a počtu neurónov v skrytej vrstvy siete 
 
Na jednotlivých obrázkoch z Obr. 28. je predstavené, ako sa vytvárajú 
rozdeľujúce hranice (označené červenou/žltou) v závislosti od vybraných trénovacích 
vzorov (označený fialovou/zelenou).  Pri väčšom počte trénovacích vzorov vytvorené 
hranice blízko sledujú pôvodné hranice trénovacieho obrazu, ale pri menšom počte 
trénovacích vzorov samozrejme už vznikajú výraznejšie rozdiely medzi pôvodnými a 
rekonštruovanými hranicami.  Je ale ukázané, že aj v týchto prípadoch zostane chyba pri 
klasifikácii trénovacích vzorov pomerne malá. 
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Obr. 28.: Rozdeľujúce hranice pri postupnom zmenšovaní počtu trénovacích 
vzorov od 90x90 do 10x10 
 
Na základe Tab. 8. je možné sformulovať nasledujúci výsledok testu: potrebný 
počet trénovacích vzorov pre rekonštrukciu rozdeľujúcich hraníc s chybou menšou než 
1% bol pre jednotlivé trénovacie vzory:  
• pre trénovací obraz č. 1: 70x70 bodov - 49% bodov z celej množiny 
trénovacieho obrazu,  
• pre trénovací obraz č. 2: 80x80 bodov - 64%,   
• a pre trénovací obraz č. 3: 50x50 bodov - 25%. 
 
 58 
Obraz č. 1 Obraz č. 2 Obraz č. 3 
Počet 
trénovacích 
vzorov 
Potrebný 
počet 
neurónov 
Ustálená 
chyba 
[%] 
Potrebný
počet 
neurónov 
Ustálená 
chyba 
[%] 
Potrebný 
počet 
neurónov 
Ustálená 
chyba 
[%] 
100x100 10 - 18 - 8 - 
90x90 15 - 21 - 8 - 
80x80 15 - 31 - 11 - 
70x70 27 - - 1.36 11 - 
60x60 - 1.13 - 1.47 10 - 
50x50 - 1.34 - 1.65 15 - 
40x40 - 2.18 - 2.39 - 1.24 
30x30 - 2.86 - 3.42 - 1.77 
20x20 - 4.47 - 5.16 - 3.41 
10x10 - 15.72 - 12.83 - 10.67 
 
Tab. 8.: Výsledky zmenšenia počtu trénovacích vzorov 
 
Je možné vidieť, že pre presné vytvorenie zložitejších rozdeľujúcich hraníc, ako 
napr. pri trénovacom obraze č. 2, je potrebný väčší počet trénovacích vzorov, a 
pochopiteľne, pri vytvorení jednoduchších hraníc stačí menej trénovacích bodov.  
Okrem zložitosti vytvorených rozdeľujúcich hraníc závisí optimálny počet trénovacích 
vzorov aj na tom, aká presnosť je požadovaná pri učení sa hraníc.  To je tiež viditeľné z 
Tab. 8, pretože keď je požadovaná len približne 5 percentná presnosť, tak podľa 
získaných výsledkov stačí použitie 4% bodov celého príznakového priestoru (na 
ukázaných príkladoch je to 20x20 bodov). 
Je však ešte dôležité pripomenúť, že výsledok trénovania neurónovej siete závisí 
nielen na počte trénovacích vzorov, ale aj na ich rozdelení.  Pri tomto teste boli 
trénovacie body vždy rovnomerne rozdelené v smeroch osí x a y.  V reálnych 
trénovacích údajoch sú však trénovacie vzory väčšinou rozdelené asymetricky, a ich 
nevhodná distribúcia môže vo veľkej miere zhoršiť výsledky klasifikácie.  Preto, okrem 
množstva trénovacích bodov, je dôležitý aj ich vhodný výber. 
 
8.4  Využitie neurónových sietí na klasifikácie reálne 
rozdelených množín dát 
 
V predchádzajúcich testoch boli používané klasifikačné oblasti vytvorené na 
základe geometrických tvarov, a všeobecné trénovacie obrazy vytvorené ako príklady 
pre testovanie schopností neurónových sietí.  V tejto kapitole budú pozorované 
schopnosti umelých neurónových sietí pri realizácii rozdeľujúcich nadplôch na reálne 
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rozdelené trénovacie dáta.  Trénovacie dáta používané v tejto kapitole boli vytvorené na 
základe údajov z odbornej literatúry [5][22][24]. 
Najväčší rozdiel pri využití reálnych dát je v tom, že v tomto prípade počet 
trénovacích vzorov je výrazne menší v porovnaní s predchádzajúcimi experimentmi, 
keď väčšinou na trénovanie siete boli používané všetky body celého príznakového 
priestoru.  Pretože v tomto prípade nie sú známe ideálne tvary rozdeľujúcich nadplôch, 
je nutné získané výsledky hodnotiť aj na základe toho, aké sú optimálne pre neznáme 
vstupné dáta, a či nenastane preučenie. 
 
8.4.1 Vytvorenie rozdeľujúcich nadplôch pri reálnych 
trénovacích údajoch 
 
Na základe získaných údajov z literatúry boli vytvorené 4 trénovacie množiny 
dát.  Na Obr. 29 je predstavené rozdelenie trénovacích dát č. 1: 
 
 
 
Obr. 29.: Množina reálnych trénovacích dát č. 1. 
 
Podobne ako skôr, pri klasifikácii je počet neurónov v skrytej vrstve umelej 
neurónovej siete postupne zvyšovaný od jedného, a sú sledované vytvorené rozdeľujúce 
hranice.  Kvôli jednoduchosti je použitá neurónová sieť s jednou skrytou vrstvou, ale 
podľa získaných výsledkov je možné vidieť, že aj tento typ siete je schopný dosiahnuť 
očakávané výsledky.  Získané výsledky podľa trénovacej množiny č. 1. sú ukázané na 
Obr. 30.: 
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Obr. 30.: Rozdeľujúce nadplochy pri klasifikácii trénovacej množiny č. 1. 
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Najmenšia chyba v klasifikácii bola získaná pri 6 neurónoch, v tomto prípade 
však už je spozorovateľné preučenie, čo nastáva ešte vo väčšej miere pri 8 a 12 
neurónoch.  Rozdeľujúce hrany v týchto prípadoch majú komplexnejšie tvary, čo však 
spôsobí pokles v schopnosti generalizácie siete, a väčšiu chybu pri nových testovacích 
vzoroch, ktoré neboli používané na trénovanie.  Optimálnejšie rozdelenie sa vytvorilo 
napr. pri 4 alebo 7 neurónoch. 
Všetky získané výsledky z ostatných trénovacích dát tu nebudú uvedené, ale je 
možné ich nájsť v prílohách tejto práce.  Vybrané výsledky z týchto dát sú predstavené 
na Obr. 31-33.: 
 
 
Obr. 31.: Trénovacia množina č. 2.: Originál, ideálne rozdelenie (6 neurónov), príklad 
preučenia (7 neurónov)  
 
Pri trénovacej množine č. 2 sú trénovacie vzory jednoduchšie rozdeliteľné 
okrem niekoľkých výnimiek, a preto bolo možné získať optimálne rozdeľujúce hranice.  
Tieto výnimky však pri väčšom počte neurónov spôsobili vznik preučenia. 
 
 
Obr. 32.: Trénovacia množina č. 3.: Originál, bezchybné rozdelenie (6 neurónov) , 
ideálne rozdelenie (10 neurónov) 
 
Trénovacie množiny č. 3 a 4 sú vo väčšej miere separovateľné, a preto v týchto 
prípadoch nedošlo k preučeniu.  Úspešnú klasifikáciu však skomplikovalo zložitejšie 
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rozdelenie trénovacích bodov, ale tento problém bol vyriešený pri pridaní dostatočne 
veľkého počtu neurónov do skrytej vrstvy neurónovej siete.  Pri pomerne menšom počte 
neurónov už bola dosiahnutá bezchybná klasifikácia, a po postupnom zväčšovaní boli 
dosiahnuté aj ideálne rozdelenia, aké boli uvedené aj v literatúre. 
 
 
Obr. 33.: Trénovacia množina č. 4.: Originál, bezchybné rozdelenie (7 neurónov) , 
ideálne rozdelenie (10 neurónov) 
 
Na základe získaných výsledkov je možné skonštatovať, že sieť s jednou skrytou 
vrstvou a s príslušným počtom neurónov bola schopná vytvoriť vhodné rozdelenie pri 
každej trénovacej množine.  Pri trénovacích množinách č. 1 a 2 je možné sledovať, ako 
pri väčšom počte neurónov už nastane preučenie.  Je dôležité však pripomenúť, že 
miera preučenia v týchto prípadoch je zmenšená tým, že počas trénovania siete je 
používaná validácia, t. j. testovanie výkonu siete na vopred nepoužívaných trénovacích 
vzoroch.  Cieľom tejto metódy je práve to, aby boli zvýšené zovšeobecňovacie 
schopnosti siete.  Po vypnutí validácie je možné spozorovať významnejšie výskyty 
preučenia pri nadmernom počte neurónov v skrytej vrstve siete (Obr. 34.) 
Je možné poznamenať, že na týchto obrázkoch sú rozdeľujúce hranice schopné 
bezchybne rozdeliť všetky trénovacie vzory, čo sa nepodarilo dosiahnuť pri použití 
validácie.  Samozrejme, nevýhodou týchto výsledkov sú príliš zložité rozdeľujúce 
hrany, a horší výkon pri klasifikácii dopredu neznámych vzorov.  Tento spôsob je lepší 
viac použiteľný v tom prípade, keď sa predpokladá, že všetky odľahlé body sú správne 
(neboli spôsobené šumom) a sú tak isto významné ako priľahlé body. 
 
8.4.2 Klasifikácia odľahlých bodov 
Na začlenenie odľahlých bodov do správnej kategórie existuje aj viac 
deterministických spôsobov, ktoré väčšinou nezhoršujú generalizačné schopnosti siete 
vo veľkej miere.  Ďalšou výhodou týchto metód je to, že je možné získať dobré 
výsledky s využitím neurónových sietí s menším počtom neurónov.  Popísané spôsoby 
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budú demonštrované na trénovacej množine č. 2, kde cieľom bude správna klasifikácia 
trénovacieho bodu označené na Obr. 35. 
 
 
Obr. 34.: Príklady preučenia pri neprítomnosti validácie u trénovacej množiny č. 1 a 2. 
 
 
Obr. 35.: Vybraný odľahlý trénovací vzor 
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8.4.2.1 Deterministický výber trénovacích bodov 
Najjednoduchším spôsobom na dosiahnutie požadovaného výsledku je 
zvýraznenie správnej klasifikácie danej oblasti - zväčšenie jeho váhy.  To sa dá 
jednoducho zrealizovať, napr. pomocou výberu viacerých trénovacích bodov v blízkom 
okolí skúmaného bodu.  Tento spôsob klasifikácie je demonštrovaný na Obr. 36.: 
 
 
Obr. 36.: Zvýraznenie vybranej oblasti 
 
Na obrázku je spozorovateľné, ako je okolie vybraného bodu už správne 
klasifikované.  Používaná neurónová sieť má 6 neurónov v jednej skrytej vrstve; s 
rovnakým počtom neurónov v predchádzajúcom pokuse ešte neurónová sieť nebola 
schopná vytvoriť také rozdeľujúce hranice, kde by bol vybraný bod správne 
klasifikovaný.  Získaný výsledok však môže mať nedostatok v tom, že rozdeľujúce 
hranice vytvoria oddelenú oblasť okolo vybraného bodu.  Významnejšou nevýhodou 
tohto spôsobu je však to, že potrebuje možnosť ľubovoľne generovať trénovacie vzory.  
Tento príklad je však dobrý na to, aby demonštroval, ako spôsob rozdelenia trénovacích 
bodov môže ovplyvňovať rozdeľujúce hranice vytvorené neurónovou sieťou, a ako je 
možné pomocou deterministického vytvorenia trénovacej množiny formovať tvar 
výsledných nadplôch. 
 
8.4.2.2 Zmena trénovacej množiny počas učenia neurónovej siete 
Iným postupom pri riešení toho istého problému je paralelná zmena trénovacej 
množiny súčasne s učením siete, a to nasledujúcim spôsobom: 
 65 
Sledovaný odľahlý bod je na začiatku trénovania posunutý bližšie k ostatným 
bodom, a umelá neurónová sieť je natrénovaná pomocou modifikovanej trénovacej 
množiny.  Vybraný bod je potom po krokoch posunutý smerom k jeho pôvodnej pozícii, 
a v každom kroku je pokračované trénovanie siete, aby bola začlenená zmena 
trénovacej množiny.  Týmto spôsobom je možné natiahnutie rozdeľujúcich hraníc do 
požadovaného tvaru.  Tento spôsob riešenia problému na ukážkový príklad je zobrazený 
na Obr. 37. 
 
 
 
Obr. 37.: Postupné posunutie vybraného trénovacieho vzoru na jeho pôvodnú pozíciu 
 
Na vytvorenie týchto rozdeľujúcich nadplôch bola používaná neurónová sieť s 6 
neurónmi v jednej skrytej vrstve.  Je možné vidieť, ako rozdeľujúce hranice začleňujú aj 
vybraný odľahlý bod, a že ostatné časti rozdeľujúcej hranice zostávali podobné ako 
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predtým.  Postupnú zmenu trénovacej množiny počas učenia siete je možné používať 
pre vytvorenie komplexnejších rozdeľujúcich hrán, ako to bolo vyššie predstavené, ale 
je používateľná aj na iné účely, ako napr. zlepšenie výkonu siete pomocou trénovania na 
základe nových trénovacích vzorov. 
 
8.5 Zhodnotenie získaných výsledkov 
 
V tejto kapitole boli predstavené rôzne výsledky získané pri testovaní 
klasifikačných schopností neurónových sietí v závislosti od nastavenej topológie.  
Najdôležitejšie je zdôrazniť to, že pre všetky používané trénovacie množiny bolo možné 
získať vhodné rozdelenie pri použití dostatočne komplexnej topológie neurónovej siete.  
Vo všetkých týchto prípadoch stačilo používať neurónovú sieť s jednou skrytou vrstvou, 
a s vhodne veľkým počtom neurónov v skrytej vrstve (bolo však ukázané, že niekedy je 
optimálne používať dve skryté vrstvy). 
Bola rozobraná problematika vytvorenia rozdeľujúcich nadplôch z hľadiska 
geometrických tvarov rozdeľujúcích hraníc, topológie neurónovej siete - počet skrytých 
vrstiev a počet neurónov v jednotlivých vrstvách, počet a rozdelenie trénovacích vzorov 
a dynamika vytvorenia rozdeľujúcich hraníc v závislosti od vybraných trénovacích 
vzorov.  Bolo predstavené to, že výkon doprednej neurónovej siete ako klasifikátora 
závisí na jeho topoĺógii, a na počte a rozdelení trénovacích vzorov.  Pri použití 
vhodného množstva trénovacích vzorov a dostatočne komplikovanej topológií 
(dostatočného počtu neurónov v skrytých vrstvách siete) je možné získať ľubovoľne 
malú chybu pri vytvorení rozdeľujúcich nadplôch. 
Dôležité je ešte zhodnotiť následok použitia validácie, t.j. stanovenie skutočnej 
chyby sietí pomocou oddelenej validačnej množiny.  Pri prvej časti experimentovania  
nespôsobilo použitie validácie výrazné zmeny v získaných výsledkoch, lebo bol známy 
úplný príznakový priestor a všetky body mohli byť používané na trénovanie siete.  
Okrem toho, ciele týchto experimentov boli odlišné od všeobecného použitia 
klasifikátorov; neboli sledované generalizačné schopnosti neurónových sietí, práve 
naopak, požadovalo sa, aby sieť bezchybne reprodukovala vstupné dáta.  Pri klasifikácii 
reálnych vstupných dát je ale význam použitia validácie oveľa dôležitejší, lebo vo 
veľkej miere môže zlepšovať klasifikačný výkon neurónovej siete pri spracovávaní 
dopredu neznámych vzorov.  Možnosť použitia validácie závisí samozrejme hlavne od 
používaného prostriedku pre vytvorenie a trénovanie sietí; napr. v Matlabe, v ktorom 
bola vytvorená praktická časť tejto práce, je validácia použiteľná jednoducho. 
Získané výsledky popisujú vytvorenie nadplôch v dvojrozmernom príznakovom 
priestore.  Vo viacrozmernom príznakovom priestore je väčšinou potrebné používať 
neurónovú sieť so zložitejšou topológiou, ale základy pravidiel predstavených v tejto 
práci zostávajú také isté.   
 67 
9 ZÁVĚR 
Správna realizácia rozdeľujúcich nadplôch je základom všetkej klasifikačnej 
úlohy a je dôležitou problematikou teórie rozpoznávania.  Na vytvorenie rozdeľujúcich 
nadplôch existujú rôzne metódy; od metód založených na štatistickom princípe, až po 
úplne netradičné metódy. Táto diplomová práca sa bude sústrediť na jednu zvláštnejšiu 
metódu v tejto problematike: na využitie neurónových sietí.  Cieľom tejto práce je 
dokázať, že neurónové siete sú jedným z najúčinnejších nástrojov pre realizáciu 
rozdeľujúcich nadplôch a predstaviť ich základné vlastnosti pri práci v tejto 
problematike. 
V prvej kapitole práce boli definované základné pojmy z problematiky teórie 
rozpoznávania, a bola predstavená všeobecná štruktúra klasifikátorov.  Klasifikácia bola 
popísaná na základe Bayesovho rozhodovania; tieto klasifikátory fungujú na 
štatistickom základe, podľa stanovených pravdepodobností.  Táto metóda vyžaduje 
znalosť všetkých pravdepodobností, ktoré súvisia s danou problematikou, nevýhodou 
pri ich využití v praxi je, že tieto informácie väčšinou nie sú prístupné.  Bola 
predstavená ešte štruktúra klasifikátorov, ktoré na rozpoznávanie využívajú rozdeľujúce 
nadplochy realizované diskriminačnými funkciami.  Pri takom postupe vytvorenia 
klasifikátora je základným problémom to, ako vytvoriť vhodné diskriminačné funkcie 
pre úspešné rozpoznávanie. 
Druhá kapitola bola venovaná problematike príznakového popisu objektov.  
Základný problém v tejto oblasti tvorí, ako zredukovať množinu možných príznakov, 
a ako vybrať tieto príznaky, ktoré nesú potrebné informácie k úspešnej klasifikácii.  Na 
riešenie tohto problému boli predstavené dve metódy: extrakcia a selekcia príznakov.   
Tretia kapitola je venovaná základnému popisu funkčnosti umelých 
neurónových sietí.  Neurónové siete sú jednou z najrozšírenejších typov klasifikátorov, 
a sú hlavným zámerom tejto práce.  Umelé neurónové siete sú modely inšpirované 
prírodou, a predstavujú celkom odlišný prístup k problematike klasifikácie, než tradičné 
metódy popísané v prvej kapitole tejto práce.  Ich základnou vlastnosťou je schopnosť 
učiť sa, a preto rozdeľujúce nadplochy príznakového priestoru realizujú na základe 
naučených trénovacích vzorov. 
Štvrtá kapitola je sústredená na zhrnutie teoretických znalostí z problematiky 
realizácie rozdeľujúcich nadplôch pomocou dopredných neurónových sietí.  Boli 
pozbierané znalosti týkajúce sa schopností dvoj- a viacvrstvových sietí pri vytvorení 
rozdeľujúcich nadplôch.  Na základe predstavených informácií je možné tvrdiť, že 
dvojvrstvové neurónové siete je možné používať na realizáciu väčšiny typov oblastí; sú 
schopné vytvoriť konkávne oblasti, prerušené oblasti a tiež aj ľubovoľné CoRD oblasti.  
Existujú však aj také rozdelenia, ktoré nie sú realizovateľné pomocou dvojvrstvových 
sietí.  Tieto typy oblastí je však možné vytvoriť pomocou troj- alebo viacvrstvových 
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sietí, lebo tieto siete sú univerzálnymi klasifikátormi.  Nevýhodou pri sieti s takou 
topológiou je ťažkosť nájdenia  vhodného počtu neurónov v jednotlivých vrstvách siete. 
Piata kapitola sa zaoberá využitím vytvorenia rozdeľujúcich nadplôch pri 
reálnych problémoch.   Táto problematika sa objavuje pri všelijakých klasifikačných 
úlohách, pri rozdelení príznakového priestoru.  Pomocou príkladov z literatúry je okrem 
toho ešte ukázané, ako je možné využívať rozdeľujúce hranice realizované umelými 
neurónovými sieťami napr. aj pre vytvorenie oblasti popísanej okrajovými 
podmienkami diferenciálnych rovníc,  alebo pre testovanie nového typu siete.   
Šiesta kapitola práce je venovaná zoznámeniu sa s programom ANN-DeBC, 
ktorý bol vytvorený ako časť tejto práce na spozorovanie toho, ako realizujú 
rozdeľujúce hranice neurónové siete s rôznou topológiou.  V tejto kapitole je podrobne 
popísané to, ako funguje tento program, a je predstavené užívateľské rozhranie.  Tento 
program bol vytvorený v prostriedku Matlabu, všetky predstavené výsledky v tejto 
práce boli tiež dosiahnuté použitím Matlabu. 
V poslednej, siedmej kapitole sú popísané experimentálne získané výsledky pri 
pozorovaní schopností dopredných neurónových sietí v realizácii rozdeľujúcich 
nadplôch.  Ako testovacia úloha bola používaná jednoduchšia situácia - klasifikácia do 
dvoch výstupných kategórií v dvojrozmernom priestoru - aby bol možný úplnejší popis 
zvoleného problému.   
Na začiatok boli testované schopnosti dvojvrstvových neurónových sietí pri 
vytvorení rozdeľujúcich nadplôch vo formách rôznych typov geometrických tvarov.  
Získané výsledky dokázali teoretické znalosti popísané v štvrtej kapitole; neurónová 
sieť úspešne realizovala rozdeľujúce nadplochy ohraničujúce konkávne oblasti, 
oddelené oblasti a aj CoRD oblasti.  Bolo zistené, že sieť potrebuje aspoň tri neuróny v 
skrytej vrstve, aby vedel rekonštruovať hranice oddeleného objektu a pri geometrických 
tvaroch potrebuje približne toľko neurónov, pomocou koľkých priamok je možné 
vykresliť dané objekty - v tom sa ukazuje ich dispozícia k oddeleniu pomocou priamok. 
Ďalej, bola testovaná závislosť výkonu klasifikačných schopností umelých 
neurónových sietí v závislosti od ich topológie, a počtu a tiež rozdelenia trénovacích 
vzorov.  Bolo ukázané, že dvojvrstvová sieť bola schopná realizovať všetky vybrané 
testovacie hranice a na základe spozorovania je možné tvrdiť, že pri jednoduchších 
oblastiach je najvhodnejšie používať sieť s jednou skrytou vrstvou - tento typ siete bude 
potrebovať najmenší celkový počet neurónov a bude jednoduchšie s ním pracovať.  Pre 
najkomplexnejšie rozdeľujúce hranice bolo efektívnejšie používať trojvrstvovú sieť, ale 
ukázalo sa, že zložitejšiu topológiu pre riešenie týchto typov problémov je už zbytočné 
používať.  Z hľadiska počtu trénovacích vzorov sa ukázalo, že je potrebné využívať od 
25% až do 65% rovnomerne rozdelených vzorov príznakového priestoru pre trénovanie, 
aby sieť bola schopná realizovať presné rozdeľujúce hranice s chybou menšou než 1%.  
Tento počet závisí na zložitosti ideálnych hraníc oblastí.  Pri menšom počte trénovacích 
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vzorov začne chyba siete stúpať pri klasifikácii vzorov, ktoré neboli známe pri 
trénovaní. 
Boli ešte predstavené klasifikačné schopnosti umelých neurónových sietí pri 
použití reálnych dát získaných z literatúry.  Bolo ukázané, ako sa pri väčšom počte 
neurónov v skrytej vrstve siete už objavuje vplyv preučenia pri vytvorení rozdeľujúcich 
hraníc a ako môže tento vplyv zmenšovať použitie validačných vzorov pri trénovaní 
siete.  V prostriedku Matlabu je veľmi jednoduché využitie validačnej množiny pri 
učení siete, a to vo veľkej miere vylepšuje generalizačné schopnosti vytvorených 
klasifikátorov.  Zo získaných výsledkov je však vidno, že pri vhodnej voľbe topológie 
siete je možné získať očakávané rozdelenie aj pri reálnych trénovacích údajoch.  V tejto 
časti bolo ešte popísané, aký vplyv má na dynamiku vytvorenia rozdeľujúcich nadplôch 
voľba trénovacích vzorov, a predstavená metóda, ako je možné pomocou zmeny 
trénovacej množiny siete počas trénovania ovplyvniť tvar vytvorených rozdeľujúcich 
hraníc. 
V tejto diplomovej práce boli teoreticky a experimentálne popísané schopnosti 
umelých neurónových sietí pri klasifikácii, a hlavne v problematike realizácie 
rozdeľujúcich nadplôch.  Hlavným cieľom bolo ukázať, že pri vhodnej voľbe topológie 
a trénovacích vzorov, sú neurónové siete skutočne schopné realizovať všelijaké 
rozdeľujúce hranice v príznakovom priestore, a pomocou toho sú používateľné ako 
univerzálne klasifikátory.  Táto práca ďalej hovorila o probléme výberu topológii a 
trénovacích vzorov, pozorovala vplyv týchto parametrov na úspešnosť vytvorenia 
rozdeľujúcich hraníc, a skúsila dať základné rady o ich vhodnom výbere.  V praktickej 
časti práce boli použité jednoduchšie klasifikačné úlohy, aby bolo možné čím úplnejšie 
popísať chovanie sa neurónových sietí pri týchto úkoloch.  Pri komplexnejších úlohách 
môže byť potreba používať komplexnejšie topológie siete, ale pravidlá predstavené v 
tejto práci sú všeobecne platné aj v takých prípadoch. 
Najväčšou výhodou neurónových sietí pri využití v klasifikácii je to, že sú 
schopné naučiť sa všelijaké typy rozdelenia.  Sú rovnako použiteľné pri riešení 
jednoduchších ale aj tých najzložitejších úloh.  Ďalej, veľkou výhodou neurónových 
sietí je skutočnosť, že nepotrebujú štatistické alebo iné typy znalostí o klasifikovaných 
vzoroch, potrebujú len niekoľko trénovacích vzorov pre učenia sa, a získanie týchto 
vzorov nepredstavuje problém v rozhodnej väčšine prípadov.  Pri vhodnej voľbe 
topológie a pri dostatočných trénovacích vzoroch bude sieť schopná realizovať 
ľubovoľnú rozdeľujúcu nadplochu s požadovanou presnosťou. 
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Zoznam skratiek/symbolov 
 
Skratka/Symbol Popis 
CoRD Convex Recursive Deletion regions 
ANN-DeBC Artificial Neural Network Decision Boundary Creator 
X Vektor príznakov 
x Vstup neurónu 
y Výstup neurónu 
w Sinaptická váha 
w0 Bias neurónu 
h Prah neurónu 
ξ Vnútorný potenciál 
 
 
Zoznam príloh 
 
Príloha 1. Doplnenie údajov z kapitol 8.2.1, 8.2.2, 8.3.1. 
Príloha 2. Doplnenie obrázkov z kapitoly 8.4.1. 
Príloha 3. Vybrané časti zdrojového kódu programu ANN-DeBC 
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Príloha 1. Doplnenie údajov z kapitol 8.2.1, 8.2.2, 8.3.1. 
 
Trénovací obraz č. 2.: 
 
Výkon siete s dvomi skrytými vrstvami: 
 
 Počet neurónov v skrytej vrstve č. 1 
 
1 2 3 4 5 6 7 8 9 10 11 
1 25.79 22.64 15.96 13.69 13.03 13.65 5.90 4.29 11.53 2.34 2.65 
2 25.79 23.06 24.97 6.27 10.47 4.78 12.87 1.85 11.08 1.64 0.96 
3 25.79 25.79 14.28 12.65 12.69 3.79 12.71 1.43 1.97 0.87 - 
4 24.73 25.79 13.60 4.20 12.83 12.71 2.17 12.64 0.71 - - 
5 24.76 22.15 5.30 3.98 12.62 12.47 1.59 0.91 - - - 
6 25.79 25.79 14.41 1.20 12.76 12.38 0.77 - - - - 
7 25.79 25.79 9.46 12.44 0.94 - - - - - - 
8 25.33 12.77 4.16 12.58 1.00 0.78 - - - - - 
9 25.79 21.55 15.94 1.01 0.94 - - - - - - 
10 25.79 25.79 12.54 0.86 - - - - - - - 
11 25.79 4.40 12.68 0.98 - - - - - - - 
12 25.79 12.48 12.60 0.70 - - - - - - - 
13 25.79 25.69 14.11 0.78 - - - - - - - 
14 22.19 1.85 25.79 0.81 - - - - - - - 
15 24.85 25.79 0.67 - - - - - - - - 
16 22.29 25.79 1.78 12.49 0.67 - - - - - - 
17 25.79 25.79 12.62 15.22 12.65 12.83 1.19 0.51 - - - 
18 22.16 19.91 0.81 - - - - - - - - 
19 25.79 25.79 0.84 - - - - - - - - 
Po
če
t n
eu
ró
n
o
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2 
20 25.79 25.79 12.42 0.80 - - - - - - - 
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Výkon siete s tromi skrytými vrstvami: 
 
 Počet neurónov v skrytej vrstve č. 1       
Skrytá vrstva č. 3 - počet neurónov: 1  
 
1 2 3 4 5 6 7 8 
1 25.79 25.79 15.23 14.23 13.26 12.45 13.07 5.42 
2 25.79 25.79 14.82 10.90 9.46 12.93 11.76 15.21 
3 25.79 22.82 13.81 11.82 7.30 2.91 1.23 2.01 
4 25.30 25.79 4.61 6.48 4.13 8.95 3.05 1.87 
5 25.79 10.91 14.36 12.99 1.80 1.48 1.08 1.54 
6 25.79 12.06 13.03 3.21 12.40 1.28 1.50 0.78 
 
9 10 11 12 13 14 15 16 
1 7.55 12.75 4.28 1.86 2.42 2.54 2.06 1.60 
2 2.42 1.29 1.06 2.18 6.51 1.03 0.85 - 
3 1.36 2.43 0.69 - - - - - 
4 2.30 0.75 - - - - - - 
5 0.69 - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 2 
 1 2 3 4 5 6 7 8 
1 25.79 25.79 22.63 13.83 17.11 13.70 12.81 12.74 
2 25.79 22.54 8.12 13.30 5.20 12.85 2.85 4.04 
3 21.86 25.79 9.77 4.76 3.13 18.60 1.90 12.70 
4 22.15 24.11 13.70 3.04 6.12 2.79 12.80 1.13 
5 22.20 10.01 3.12 3.45 12.96 1.51 0.82 - 
6 22.15 11.35 1.52 5.19 1.86 0.89 - - 
 9 10 11 12 13 14 15 16 
1 13.86 3.52 2.53 6.82 25.79 1.72 12.54 25.79 
2 2.67 7.46 1.46 1.42 1.25 1.03 0.97 - 
3 1.18 12.60 1.14 1.19 2.53 12.61 12.61 25.79 
4 3.33 2.62 12.48 0.64 - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 3 
 1 2 3 4 5 6 7 8 
1 24.81 25.79 16.57 14.53 13.33 4.42 12.84 3.32 
2 25.79 17.93 9.25 3.83 3.11 12.74 12.90 2.45 
3 25.79 9.43 2.64 6.92 2.42 1.51 2.69 1.15 
4 22.33 2.91 2.36 13.24 1.18 1.61 1.39 4.35 
5 25.33 25.79 2.29 1.82 1.67 0.94 - - 
6 25.37 14.98 8.56 3.42 1.11 0.73 - - 
 9 10 11 12 13 14 15 16 
1 13.09 2.54 1.96 2.30 6.55 1.83 2.61 1.81 
2 5.66 12.75 1.39 12.40 2.57 1.68 1.52 25.79 
3 3.21 2.67 1.63 2.38 0.70 - - - 
4 1.19 12.59 1.11 6.14 0.67 - - - 
5 - - - - - - - - 
Po
če
t n
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2 
6 - - - - - - - - 
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Skrytá vrstva č. 3 - počet neurónov: 4 
 1 2 3 4 5 6 7 8 
1 25.79 22.47 20.57 13.48 14.00 6.08 13.49 12.75 
2 24.85 22.67 15.27 4.27 13.07 12.96 2.21 1.78 
3 22.00 25.79 3.31 13.79 1.54 3.53 4.53 2.75 
4 21.94 13.05 12.74 1.73 13.15 0.61 - - 
5 22.07 24.78 2.02 25.79 1.23 3.72 12.37 1.84 
6 25.33 25.79 2.62 0.96 - - - - 
 9 10 11 12 13 14 15 16 
1 2.76 3.51 3.41 2.90 2.59 2.19 4.45 12.55 
2 1.58 1.45 15.89 0.83 - - - - 
3 2.14 1.40 1.27 1.68 0.99 - - - 
4 - - - - - - - - 
5 0.57 - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 5 
 1 2 3 4 5 6 7 8 
1 25.79 15.82 15.55 5.30 7.89 25.79 4.26 3.52 
2 21.84 23.44 3.17 9.08 3.04 3.34 1.76 7.42 
3 25.30 3.85 9.08 11.72 2.41 6.91 2.13 3.47 
4 25.79 2.86 6.14 12.64 1.29 1.32 1.12 0.84 
5 21.87 2.01 1.71 1.97 1.62 1.04 0.60 - 
6 22.09 12.80 2.78 0.82 - - - - 
 9 10 11 12 13 14 15 16 
1 5.15 2.73 1.40 2.87 2.07 1.36 1.22 25.79 
2 12.56 3.78 1.28 12.78 2.66 0.56 - - 
3 0.69 - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 6 
 1 2 3 4 5 6 7 8 
1 25.79 16.60 9.20 14.85 25.79 3.85 12.78 12.82 
2 22.12 10.52 14.17 2.38 14.11 2.44 1.49 3.08 
3 25.79 6.86 2.42 14.32 2.28 1.84 2.12 12.56 
4 25.79 2.58 3.31 13.10 2.34 1.71 0.91 - 
5 21.89 25.33 12.52 0.66 - - - - 
6 21.82 1.36 1.18 2.40 0.82 - - - 
 9 10 11 12 13 14 15 16 
1 12.85 2.13 2.73 12.87 12.71 25.79 9.78 25.79 
2 12.56 1.37 1.14 11.52 0.74 - - - 
3 0.94 - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
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Výkon siete pri premennom počte trénovacích vzorov: 
 
Počet neurónov v skrytej vrstve Trénovacie 
vzory 1 2 3 4 5 6 7 8 9 10 
100x100 25.79 25.79 15.17 15.16 13.14 10.91 11.16 13.01 4.33 3.66 
90x90 25.79 25.79 15.85 13.72 13.25 10.43 5.29 5.25 5.00 3.07 
80x80 25.79 25.79 15.98 16.52 13.41 13.32 6.86 4.42 4.58 3.12 
70x70 25.79 25.79 21.28 25.79 13.59 9.65 13.21 4.71 5.05 3.36 
60x60 25.79 25.79 15.87 14.92 14.02 13.15 5.10 5.40 4.20 4.03 
50x50 25.79 25.79 16.25 14.94 13.91 11.34 13.10 5.26 5.82 5.01 
40x40 25.79 25.79 16.30 17.49 15.58 10.04 13.21 5.86 5.43 3.42 
30x30 25.79 25.79 16.91 16.90 14.20 8.91 12.66 5.97 5.08 6.65 
20x20 25.79 25.79 17.19 15.77 15.67 16.58 7.39 7.73 8.61 9.53 
10x10 25.79 25.79 20.82 22.94 17.54 19.67 18.39 20.87 20.21 14.87 
 11 12 13 14 15 16 17 18 19 20 
100x100 3.67 4.15 12.48 12.57 1.31 1.18 1.09 0.83 - - 
90x90 13.46 2.30 25.79 1.40 12.62 1.16 1.40 1.13 1.21 1.04 
80x80 2.86 3.81 3.59 1.81 1.58 2.22 1.32 1.26 1.61 14.17 
70x70 3.69 3.17 2.82 3.63 1.80 2.08 2.10 1.58 1.84 1.72 
60x60 3.89 3.25 2.48 2.81 3.10 2.61 1.85 2.39 2.22 1.77 
50x50 4.42 13.66 2.88 3.56 2.28 2.32 2.46 2.65 1.73 1.76 
40x40 3.87 3.40 3.43 3.36 2.94 3.24 2.38 3.29 2.86 3.24 
30x30 5.67 4.43 5.19 4.49 4.13 3.68 3.64 3.50 3.86 4.09 
20x20 6.97 6.22 6.91 6.28 6.41 6.00 5.88 5.27 5.77 5.80 
10x10 14.77 19.39 14.01 17.79 17.00 11.64 14.09 25.79 11.76 13.82 
 21 22 23 24 25 26 27 28 29 30 
100x100 - - - - - - - - - - 
90x90 0.83 - - - - - - - - - 
80x80 1.32 1.35 1.08 1.37 1.49 12.60 1.32 1.15 1.70 0.87 
70x70 1.25 1.28 1.50 1.29 1.25 1.45 1.33 1.30 1.61 1.36 
60x60 1.53 1.86 1.64 1.54 2.27 1.96 1.77 1.66 1.51 1.47 
50x50 2.09 1.96 2.22 2.19 1.73 1.76 2.00 2.04 1.75 1.65 
40x40 2.85 2.75 3.10 2.46 2.10 2.21 3.54 2.63 2.61 2.39 
30x30 3.69 3.77 3.92 3.20 4.19 4.58 2.97 3.11 3.71 3.42 
20x20 8.87 4.89 6.53 5.24 5.14 5.52 4.78 5.98 5.31 5.16 
10x10 18.75 17.03 17.33 22.32 16.35 14.30 17.69 13.93 14.90 12.83 
 
 78 
Trénovací obraz č. 3.: 
 
Výkon siete s dvomi skrytými vrstvami: 
 
 Počet neurónov v skrytej vrstve č. 1 
 
1 2 3 4 5 6 7 8 9 10 11 
1 29.54 17.33 16.25 4.41 2.20 2.11 1.27 0.97 - - - 
2 38.38 5.03 12.78 3.01 2.01 1.18 1.06 1.01 1.00 0.62 - 
3 29.47 11.07 2.02 2.06 2.07 1.25 0.89 - - - - 
4 34.12 8.85 1.99 1.27 0.63 - - - - - - 
5 29.46 2.92 0.91 - - - - - - - - 
6 29.42 1.65 1.63 0.72 - - - - - - - 
7 21.06 36.06 0.99 - - - - - - - - 
8 22.69 1.44 0.83 - - - - - - - - 
9 22.84 0.70 - - - - - - - - - 
10 22.43 0.92 - - - - - - - - - 
11 29.44 17.32 0.77 - - - - - - - - 
12 21.00 0.74 - - - - - - - - - 
13 20.86 7.19 0.91 - - - - - - - - 
14 29.77 17.33 0.62 - - - - - - - - 
15 20.86 17.16 0.57 - - - - - - - - 
16 22.39 0.72 - - - - - - - - - 
17 29.50 0.70 - - - - - - - - - 
18 20.77 0.62 - - - - - - - - - 
19 29.47 0.89 - - - - - - - - - 
Po
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20 34.73 0.47 - - - - - - - - - 
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Výkon siete s tromi skrytými vrstvami: 
 
 Počet neurónov v skrytej vrstve č. 1       
Skrytá vrstva č. 3 - počet neurónov: 1  
 
1 2 3 4 5 6 7 8 
1 30.05 30.37 5.33 2.87 2.14 1.51 1.20 1.07 
2 29.41 20.92 2.59 2.53 1.28 0.78 - - 
3 20.99 3.22 2.34 3.74 1.45 0.74 - - 
4 29.47 13.78 1.24 1.37 0.87 - - - 
5 29.45 23.18 1.12 0.72 - - - - 
6 29.44 2.04 0.78 - - - - - 
 
9 10 11 12 13 14 15 16 
1 1.25 1.04 0.76 - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 2 
 1 2 3 4 5 6 7 8 
1 21.03 18.49 5.14 3.18 8.75 2.47 1.66 1.01 
2 20.81 4.83 3.12 1.98 1.89 2.33 0.93 - 
3 20.99 4.00 2.66 2.06 1.59 0.69 - - 
4 20.00 20.29 14.20 1.47 1.20 0.80 - - 
5 20.81 20.55 1.39 1.03 0.71 - - - 
6 20.98 1.26 0.76 - - - - - 
 9 10 11 12 13 14 15 16 
1 1.15 0.77 - - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 3 
 1 2 3 4 5 6 7 8 
1 23.01 11.07 5.23 3.83 2.20 1.95 0.92 - 
2 34.19 9.10 2.44 2.05 1.62 1.54 1.00 1.19 
3 20.91 2.07 1.14 1.36 2.70 1.23 0.98 - 
4 29.20 1.10 1.85 1.39 0.84 - - - 
5 20.92 2.05 1.18 0.90 - - - - 
6 22.54 0.81 - - - - - - 
 9 10 11 12 13 14 15 16 
1 - - - - - - - - 
2 0.72 - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
Po
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6 - - - - - - - - 
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Skrytá vrstva č. 3 - počet neurónov: 4 
 1 2 3 4 5 6 7 8 
1 29.47 32.79 4.86 4.01 2.25 1.73 8.55 1.00 
2 20.81 2.82 15.96 3.02 2.82 3.03 1.15 1.13 
3 20.88 1.26 1.18 0.86 - - - - 
4 20.88 1.21 1.85 1.00 0.56 - - - 
5 20.99 0.61 - - - - - - 
6 20.92 0.85 - - - - - - 
 9 10 11 12 13 14 15 16 
1 1.23 0.84 - - - - - - 
2 0.96 - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 5 
 1 2 3 4 5 6 7 8 
1 20.95 12.09 5.09 10.77 4.10 2.67 1.03 1.65 
2 20.96 2.60 2.04 1.58 1.42 1.04 2.22 0.78 
3 20.82 3.77 1.45 1.85 1.13 0.54 - - 
4 22.82 1.59 1.14 1.37 0.90 - - - 
5 22.71 1.50 0.89 - - - - - 
6 20.99 1.38 0.74 - - - - - 
 9 10 11 12 13 14 15 16 
1 0.91 - - - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
Skrytá vrstva č. 3 - počet neurónov: 6 
 1 2 3 4 5 6 7 8 
1 47.13 20.72 29.50 4.50 3.62 2.41 1.55 0.94 
2 20.95 0.84 - - - - - - 
3 20.99 0.78 - - - - - - 
4 20.93 1.65 13.21 0.56 - - - - 
5 22.71 0.89 - - - - - - 
6 21.93 0.61 - - - - - - 
 9 10 11 12 13 14 15 16 
1 - - - - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 
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Výkon siete pri premennom počte trénovacích vzorov: 
 
Počet neurónov v skrytej vrstve Trénovacie 
vzory 1 2 3 4 5 6 7 8 9 10 
100x100 29.83 20.86 5.36 5.40 2.00 2.78 1.45 0.91 - - 
90x90 30.03 18.96 5.27 3.85 2.08 1.78 1.40 0.95 - - 
80x80 47.13 18.52 5.66 4.19 2.92 2.68 2.96 1.15 1.04 1.18 
70x70 29.66 23.95 5.32 5.08 3.44 1.27 1.69 1.26 1.45 1.24 
60x60 29.55 24.49 5.35 5.13 3.46 1.53 1.65 1.38 1.09 0.96 
50x50 29.66 22.36 5.38 3.57 2.78 2.52 1.59 1.47 1.40 1.33 
40x40 29.77 18.51 5.52 4.50 3.97 3.92 2.83 2.47 1.77 1.90 
30x30 30.05 18.64 5.04 5.93 3.59 10.21 2.87 2.35 2.69 2.10 
20x20 47.13 18.64 8.73 5.37 4.65 3.85 4.92 5.25 4.99 3.61 
10x10 31.88 19.62 7.97 8.90 8.44 8.98 6.47 7.00 6.24 7.13 
 11 12 13 14 15 16 17 18 19 20 
100x100 - - - - - - - - - - 
90x90 - - - - - - - - - - 
80x80 0.79 - - - - - - - - - 
70x70 0.93 - - - - - - - - - 
60x60 - - - - - - - - - - 
50x50 1.26 1.59 1.37 1.00 0.96 - - - - - 
40x40 1.42 1.38 1.66 1.65 1.27 1.51 1.40 1.54 1.35 1.39 
30x30 2.55 2.47 2.46 1.77 2.22 1.52 1.60 2.22 2.02 1.65 
20x20 3.31 2.96 4.18 3.00 3.42 3.10 3.12 3.59 2.89 3.04 
10x10 6.43 7.72 7.66 6.63 10.82 6.72 7.87 7.86 8.16 6.37 
 21 22 23 24 25 26 27 28 29 30 
100x100 - - - - - - - - - - 
90x90 - - - - - - - - - - 
80x80 - - - - - - - - - - 
70x70 - - - - - - - - - - 
60x60 - - - - - - - - - - 
50x50 - - - - - - - - - - 
40x40 1.30 1.17 1.46 1.34 1.45 1.87 1.53 1.25 1.57 1.24 
30x30 2.58 2.62 2.05 2.09 1.68 2.18 2.58 1.64 1.88 1.77 
20x20 3.26 3.08 2.92 3.65 3.10 2.99 3.23 2.70 3.46 3.41 
10x10 9.33 8.01 7.78 8.74 12.39 10.21 7.06 7.61 11.01 10.67 
 
 82 
Príloha 2. Doplnenie obrázkov z kapitoly 8.4.1. 
 
Reálna trénovacia množina č. 2.: 
 
 
 
Rozdeľujúce nadplochy pri klasifikácii reálnej trénovacej množiny č. 2.: 
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Reálna trénovacia množina č. 3.: 
 
 
 
Rozdeľujúce nadplochy pri klasifikácii reálnej trénovacej množiny č. 3. 
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Reálna trénovacia množina č. 4.: 
 
 
 
Rozdeľujúce nadplochy pri klasifikácii reálnej trénovacej množiny č. 4. 
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Príloha 3. Vybrané časti zdrojového kódu programu ANN-DeBC 
 
 
Načítanie a zobrazovanie vstupného obrazu: 
 
%% Loading the input image 
[filename, pathname] = uigetfile({'*.bmp';'*.jpg';'*.gif';'*.*'}, 
'Pick an Image File'); 
input_img = imread([pathname,filename]);  % Loading the Image 
  
% Setting the parameters of the GUI 
set(handles.graph_panel,'visible','on'); 
set(handles.axes1,'visible','on'); 
set(handles.axes2,'visible','off'); 
set(handles.axes3,'visible','off'); 
  
handles.axes_visible = 1; 
  
% Displaying the input image 
imshow(input_img, 'Parent', handles.axes1); 
handles.input_img = input_img; 
  
set(handles.nn_panel,'visible','on'); 
set(handles.sample_panel,'visible','on'); 
set(handles.out_panel,'visible','off'); 
  
[x_max, y_max]= size (input_img);  % Reading the size of the input 
image 
  
% Reading the sampling number sizes 
x_samples = str2double(get(handles.sp_x, 'String')); 
y_samples = str2double(get(handles.sp_y, 'String')); 
  
% Setting the sample panel parameters 
set(handles.slider_x,'Max',x_max); 
set(handles.slider_x,'SliderStep',[1/x_max 0.01]); 
set(handles.slider_y,'Max',y_max); 
set(handles.slider_y,'SliderStep',[1/y_max 0.01]); 
  
if(x_samples > x_max)  
    set(handles.sp_x, 'String', num2str(x_max)); 
    set(handles.slider_x, 'Value', x_max); 
end 
  
if(y_samples > y_max)  
    set(handles.sp_y, 'String', num2str(y_max)); 
    set(handles.slider_y, 'Value', y_max); 
end 
  
if (~exist('handles.sample_grid','var'))    
    % Creating the sample grid 
    sample_grid = zeros(x_max,y_max); 
    for i = 1:x_samples 
        for j = 1:y_samples 
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            sample_grid(ceil((x_max/x_samples)*(i-
0.5)),ceil((y_max/y_samples)*(j-0.5)))= 1; 
        end 
    end 
else 
    sample_grid = handles.sample_grid; 
end 
  
handles.sample_grid = sample_grid; 
  
% Displaying the training samples on the input image 
if (get(handles.sample_on, 
'Value')||(get(handles.symmetric_off,'Value'))) 
    sample_input = zeros(x_max,y_max,3); 
    sample_input(:,:,1)=input_img; 
    sample_input(:,:,2)=xor(sample_grid, input_img); 
    sample_input(:,:,3)=input_img; 
    axes(handles.axes1); 
    imshow(sample_input, 'Parent', handles.axes1); 
end 
% Updating the global handles 
guidata(hObject, handles); 
 
 
 
Vytvorenie a trénovanie neurónového siete: 
 
%% Network Training 
 
%% Reading the parameters of the NN 
  
hidden_layers = get(handles.num_layers, 'Value'); 
  
switch hidden_layers 
    case 1 
        num_neurons(1) = str2double(get(handles.layer_1, 'String'));       
  . 
  . 
  .   
end 
  
handles.num_neurons = num_neurons; 
 
%% Creating the training vectors based on the Image 
input_img = handles.input_img; 
sample_grid = handles.sample_grid; 
  
[x_max, y_max]= size (input_img); 
  
% Initialization of the training vectors 
train_inputx = []; 
train_inputy = []; 
train_output = []; 
  
x_samples = str2double(get(handles.sp_x, 'String')); 
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y_samples = str2double(get(handles.sp_y, 'String')); 
  
% Creating the training vectors 
if (get(handles.symmetric_on,'Value') == 
get(handles.symmetric_on,'Max')) % Symmetric distribution of training 
samples 
    for i = 1:x_samples 
        for j = 1:y_samples 
            train_inputx = [train_inputx ceil((x_max/x_samples)*(i-
0.5))]; 
            train_inputy = [train_inputy ceil((y_max/y_samples)*(j-
0.5))]; 
            train_output = [train_output 
input_img(ceil((x_max/x_samples)*(i-0.5)),ceil((y_max/y_samples)*(j-
0.5)))]; 
        end 
    end 
else  % Custom training samples 
    for i = 1:x_max 
        for j = 1:y_max 
            if (sample_grid(i,j) == 1) 
                train_inputx = [train_inputx i]; 
                train_inputy = [train_inputy j]; 
                train_output = [train_output input_img(i,j)]; 
            end 
        end 
    end 
end 
  
train_input = [train_inputx ; train_inputy]; 
temp = max(x_max, y_max); 
train_input = train_input/temp; 
%% Creating and Training the NN 
  
% Creating the NN 
net = newff(train_input,train_output,[num_neurons 1]); 
  
% Setting  the training parameters of the NN 
net.inputs{1}.processFcns{2} = 'mapminmax'; 
net.outputs{hidden_layers+2}.processFcns{2} = 'mapminmax'; 
net.LW{2,1} = net.LW{2,1}*0.01; 
net.b{2} = net.b{2}*0.01; 
net.performFcn = 'sse';          
net.trainParam.goal = 0.1;     
net.trainParam.show = 20;       
net.trainParam.epochs = 500;   
net.trainParam.max_fail = 50; 
net.trainParam.mc = 0.95;      
  
% Training the NN 
[net] = train(net,train_input,train_output); 
  
handles.net = net; 
  
set(handles.out_panel,'visible','on'); 
set(handles.Re_Train_Network,'visible','on'); 
guidata(hObject, handles); 
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Vytvorenie a zobrazovanie výstupného obrazu: 
 
%% Output Image 
 
out = msgbox('Generating output image, please wait..'); 
  
% Setting the GUI parameters 
set(handles.axes2,'visible','on'); 
set(handles.axes3,'visible','on'); 
handles.axes_visible = 3; 
  
% Reading the output style 
val = get(handles.out_style,'Value'); 
switch val 
    case 1 
        bw = 1; 
    case 2 
        bw = 0; 
end 
  
input_img = handles.input_img; 
[x_max, y_max]= size (input_img); 
temp = max(x_max, y_max); 
  
net = handles.net; 
  
% Initializing the output image 
output_img = zeros(x_max,y_max); 
  
% NN activation - creating the output image pixel-by-pixel 
input_weights = net.IW; 
layer_weights = net.LW; 
biases = net.b; 
hidden_layers = get(handles.num_layers, 'Value'); 
  
input_proc_settings = net.inputs{1}.processSettings{2}; 
output_proc_settings = 
net.outputs{hidden_layers+2}.processSettings{2}; 
  
for i = 1:x_max 
    for j = 1:y_max 
        in = [i/temp; j/temp]; 
        % Pre-process the data 
        in = mapminmax('apply', in, input_proc_settings); 
        % Calculate the network response 
        out_value = tansig(input_weights{1,1}*in+biases{1,1}); 
        for k = 1:hidden_layers 
            out_value = 
tansig(layer_weights{k+1,k}*out_value+biases{k+1,1}); 
        end 
        out_value = layer_weights{k+2,k+1}*out_value+biases{k+2,1}; 
        % Post-process the data 
        out_value = mapminmax('reverse', out_value, 
output_proc_settings); 
        output_img(i,j) = out_value; 
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    end 
end 
  
output_bw = round (output_img); 
  
% Choosing the output image version 
if bw == 0 
    output_final = output_img; 
else 
    output_final = output_bw; 
end 
  
% Displaying the output images 
imshow(output_final, 'Parent', handles.axes2); 
handles.output_final = output_final; 
  
output_edge = edge (output_bw); 
  
edge_rgb = zeros(x_max,y_max,3); 
edge_rgb(:,:,1)=max(input_img,output_edge); 
edge_rgb(:,:,2)=input_img-output_edge; 
edge_rgb(:,:,3)=input_img-output_edge; 
edge_rgb(edge_rgb<0)=0; 
imshow(edge_rgb, 'Parent', handles.axes3); 
handles.edge_rgb = edge_rgb; 
  
set(handles.diff_panel,'visible','on'); 
  
% Calculating the difference between the input and output images 
difference = sum(sum(abs(input_img - output_bw))); 
difference = round(difference/(x_max*y_max)*10000); 
diff_percent = difference/100; 
% Displaying the difference 
set(handles.diff,'string',strcat(num2str(diff_percent),'%')); 
 
set(out,'visible','off'); 
  
% Displaying the sampling grid 
if (get(handles.sample_on, 
'Value')||(get(handles.symmetric_off,'Value'))) 
    sample_grid = handles.sample_grid; 
     
    sample_output = zeros(x_max,y_max,3); 
    sample_output(:,:,1)=output_final; 
    sample_output(:,:,2)=xor(sample_grid, output_final); 
    sample_output(:,:,3)=output_final; 
    imshow(sample_output, 'Parent', handles.axes2); 
    sample_edge = zeros(x_max,y_max,3); 
    sample_edge(:,:,1)=edge_rgb(:,:,1); 
    sample_edge(:,:,2)=xor(sample_grid, edge_rgb(:,:,2)); 
    sample_edge(:,:,3)=edge_rgb(:,:,3); 
    imshow(sample_edge, 'Parent', handles.axes3); 
end 
  
% Updating the global handles 
guidata(hObject, handles); 
