The main aim of software projects is developing software programs to meet functional and non-functional requirements within the project budget and at a particular time. The greatest challenge in reaching this goal is the software errors that were found in the software projects. The most basic technique that is used to solve software errors is testing the software programs according to the methods in the literature. These methods are the software tests that are basically conducted by software developers, although they have different methods of verification and validation according to their size, experience, techniques or tools they use. When software is tested, it is very significant that software errors are found in the early phases. Software error estimation is a proven method of effectiveness and validity that increases the quality of software and reduces the cost of software development. In this study, by using machine learning algorithms and software metrics; software error estimation has been carried out with a developed software.
Introduction
To obtain successful results, software projects should be completed at the planned time and within the limits of project budget, and satisfy customers' functional and non-functional requirements. However, the biggest challenge faced in achieving this aim is software faults detected during the development of software projects. The most basic technique used to correct software faults is testing the software according to the methods in literature. While these are diverse confirmation and validation methods varying based on the size, experience, techniques or tools of the software development firms, what is done basically is software testing. It is highly important that software faults are detected at earlier stages. There are huge differences between the cost of correcting a fault detected in needs analysis and a fault found at later stages. By keeping an account of the faults encountered in the software, estimations are made as to whether there is any fault in the next module in an attempt to reduce fault correction costs. Software fault predication can be made using software metrics [1] . In addition, the use of software metrics makes it easier to carry out software maintenance and allows adding new properties to the software in a shorter time [1] . Besides, the use of software metrics makes the software more reliable, robust, high performing and more easily testable [2] . In this context, software fault prediction can be defined as estimating where defects can be in newly developed modules or current modules by keeping an account of the defects in the previous software and using software metrics [3] .
Software fault prediction is a method with proven efficiency and validity that enhances software quality while reducing software development cost [4] . This method is used to determine the relationships between software metrics and faults. Many researchers have attempted to develop various prediction methods to reveal the relationship between software metrics and software faults [5] .
Part 2 in the study provides basic information about software metrics and explains the importance of software testing. Part 3 provides an insight into similar studies in literature while Part 4 clarifies evaluation criteria used for the accuracy of classification. The data set used in the study, the software and test results are explained in Part 5 and Part 6. The final part of the study presents results and future work.
Background

Software Metrics
Software faults affect software quality negatively. Although it is difficult to say anything directly about the quality of software projects, it is possible to have information about the quality of the source codes of the projects through assessments on the source codes based on the metrics [6] .
Software metrics help us to understand technical processes used in the development of a software product. Software assessment is a necessary process for understanding, controlling and managing software processes. It helps to analyze software faults, decrease software complexity, and monitor and evaluate processes. Metrics are standards that define measurable attributes of objects. Software metrics are values that can be assessed or calculated based on assessments. There are also definitions for different metrics such as the number of faults detected during the development of software or the number of faults detected in the code review. The metrics recorded during software development process help to monitor the progress of the software and increase its quality. The use of these metrics also helps to see whether testing process is going as planned. Here, the most fundamental metric is the number of running and failed test cases. While looking at the number of faults, significance level of faults is also taken into account. Even if there is no problem with software metrics being calculated, more software faults can always be found since not all circumstances and situations are tested in the software. However, software tests or metrics do not indicate that there is no fault in the software.
Software Testing
There are two types of software testing: white-box testing and black-box testing. White-box and black-box tests are performed together to reduce software faults by validating software interface and verifying internal functioning of the software. Software can be tested using automatic code review tools; however, diverse methods need to be applied to detect the location of software faults with greater possibility. For this purpose, machine learning classification algorithms are used. Classification is determining in which class the new data belongs when the class of the data collected in the past is already known [7] . Thus, the objects whose class is known (learning data set) are used to establish a model. This model is tested with the objects that are not part of the learning set (testing data set) to measure its performance.
There are various types of classification algorithms in literature such as decision trees, bayes classifiers, rulebased classifiers, artificial neural networks, nearest neighbors' classifiers (KNN), support vector machine and community learning methods.
Related Work
In the past 15 years, people from diverse areas like software developers, software engineers and researchers in the sector have been conducting studies on software fault prediction approaches [1, 3, 4 and 7] .
In his study in 1999, Kaszycki used process metrics and product metrics in software fault prediction. He used 4 product metrics obtained from the source code in the study. As evaluation metric, true negative and true positive rates were used. Thanks to this study, a risk assessment tool was developed [8] .
In another study conducted by Xu, Khoshgoftaar and Allen (2000), feature selection and fuzzy nonlinear regression (FNR) methods were applied for the first time in software fault prediction. They used the data from 24 method-level metrics obtained from the software of a very large legacy telecommunications system written in Protel (a high-level language) in order to estimate faulty modules in the software [9] .
Reformat conducted a study in 2003 using fuzzy rulebased models in fault prediction. He used 11 methodlevel metrics obtained through commercial medical imaging software for defect prediction [10].
Menzies and Di Stefano (2004) conducted a study using the data set created by NASA for software fault prediction. They used Linear Standard Regression (LSR) method in the study. The study indicated that Cyclomatic complexity was directly related to software faults. They detected software faults when Cyclomatic complexity value was 10 or above [11] .
In 2007, Cagatay Catal and Banu Diri developed a model based on class level metrics. They used Artificial Based Immune Recognition (AIRS) algorithm for fault prediction in the system they developed [12] .
In their study in 2010, Marco D'Ambros, Michele Lanza and Ramain Robbes created a data set consisting of the defects in Eclipse JDT Core, Eclipse PDE UI, Equinox framework, Mylyn and Apache Lucene software systems. In the study, they predicted software faults using this data set and software metrics (CK and OO metrics) [13] .
In another study conducted by Ayse Tosun Mısırlı, Ayşe Başar Bener and Burak Turhan (2011), classifier ensembles were used for fault prediction in embedded software systems. In the study conducted through ensemble classifiers, the researchers observed a 15% FP fall rate [14] .
In their study in 2012, Supreet Kaur, and Dinesh Kumar applied Density Based Clustering approach in objectoriented software systems. In the study conducted through Density Based Spatial Clustering Applications with Noise (DBSCAN) algorithm, 8 different attributes and NASA's Metrics Data Program (MDP) data repository were used as data set [15] .
Assessment Criteria
In this study, Confusion Matrix is used for the accuracy of the classification model. In Confusion Matrix, rows display class label while columns show prediction results. A confusion matrix example is given in Table 1 . In machine learning algorithms and particularly in the studies on fault prediction, there are other indicators as well such as KE, Probability of Detection, True Negative Rate, G_mean_1 and F-measure [16] .
Experimental Study
Metrics Used in the Study
The study uses the metrics obtained from a software project. [17, 18] .
E is the number of edges of the graph, N is the number of nodes of the graph and P is the number of connected components [18] . Comment value was determined in percentage. A percentage value was taken in the statement.
= (5.2)
For calculating average depth, the block depths of each line in the code were added, and the result was divided by total statement value [19] . Table 2 presents the examples taken from the data set. The USP-1299 dataset has been made publicly available for researchers to conduct their own studies [20].
Avg Depth
Evaluation Criteria
Using Weka data mining software, 10 base classification algorithms and 10 ensemble classifiers algorithms that are used for software fault prediction in literature were tested through leave-one-out method. These algorithms can be seen in Table 3 and Table 4 . In this method called as 10-fold cross validation, classification accuracy is computed 10 times, each time leaving out one of the subsamples from the computations and using that subsample as a test sample for cross validation. In this structure, each subsample is used 9 times in the learning sample and just once as the test sample [16] . 10 Voting (VT)
Developed Software
Thanks to the software developed using Weka library and Java programming language, data with .csv and .arff extensions can be selected. The selected data can be run according to machine learning algorithm. In addition, ACC and F-Measure values can be calculated. The screen shot of the software is given in Figure 1 . The developed software has been made publicly available for researchers to conduct their own studies [20] . 
Experimental Results
In the study, the data set including software faults and created with the metrics obtained from the software being developed was tested using 10 base classifier algorithms and 10 ensemble classifiers algorithms. The test results are given in Table 5 and Table 6 . Figure 2 and Figure 3 . MultiBoost AB algorithm again by 96.8%. The graphs displaying the results of the study are given in Figure 2 and Figure 3 . 
Conclusion
This study created a data set consisting of about half a million lines and 1893 classes to be used in software defect prediction. The data set includes metrics such as Cyclomatic Complexity, Comment Rate, Avg Depth, Biggest Depth and Biggest Subroutine. On the data set, 10 base classifier algorithms and 10 ensemble classifier algorithms were tested through leave-one-out method. For testing, we used a software using Weka library and developed in the Java programming language. The test results show that ensemble classifier algorithms increase ACC rate by 1.30% and AUC ratio by 3.87% compared to the base classifier algorithms. To repeat the studies, the data set is open to public access. Also, the newly developed software is freely available for researchers. 
