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RESUMO
O desenvolvimento de me´todos nume´ricos para Equac¸o˜es Diferenciais e´
de grande importaˆncia para a compreensa˜o de diversos fenoˆmenos, visto que, em ge-
ral, a soluc¸a˜o exata para essas equac¸o˜es nem sempre e´ conhecida. Por outro lado, os
me´todos nume´ricos tem se tornado bastante eficazes ao longo dos anos, dificultando a
comparac¸a˜o entre eles no que diz respeito a` precisa˜o. Neste trabalho, e´ apresentado,
como um suporte para a comparac¸a˜o de me´todos nume´ricos baseados em ajuste de
paraˆmetro, a soluc¸a˜o exata da Equac¸a˜o da Onda unidimensional aplicada a vibrac¸a˜o
de uma corda submetida a determinadas condic¸o˜es inicias e de contorno. Para a ve-
rificac¸a˜o da utilidade da soluc¸a˜o obtida, este trabalho tambe´m aproxima a soluc¸a˜o
anal´ıtica utilizando o Me´todo de Galerkin, levando em considerac¸a˜o outros me´todos
nume´ricos que fazem uma comparac¸a˜o com relac¸a˜o ao tempo, tambe´m apresentando
um estudo sobre os conjuntos de func¸o˜es usados no me´todo de Galerkin.
Palavras-chave: Equac¸a˜o da Onda, Vibrac¸o˜es, Soluc¸a˜o Anal´ıtica, Diferenc¸as Fini-
tas, Galerkin, Diferenc¸a Central, Houbolt, Newmark.
ABSTRACT
The development of numerical methods for Differential Equations is of
great importance for the comprehension of several phenomenons, since, in gene-
ral, the exact solution of these equations is not known. On the other hand, these
methods turned to be pretty effective along the years, difficulting the comparison
between them in terms of precision. In this work, it is presented, as a support to
comparison of parameter adjustment based numerical methods, the exact solution
of the unidimensional Wave Equation applied to vibration of a string submitted to
determined initial and boundary conditions. For the utility verification of the obtai-
ned solution, this work also approximates the analytical solution using the Galerkin
Method, considering other numerical methods that makes time related comparisons,
also presenting a study about the function sets used in the Galerkin Method.
keywords: Wave Equation, Vibration, Analytical Solution, Finite Differences, Ga-
lerkin, Central Difference, Houbolt, Newmark.
1 INTRODUC¸A˜O
Dentro da Matema´tica Aplicada, as Equac¸o˜es Diferenciais teˆm um pa-
pel relevante na ligac¸a˜o e interac¸a˜o com outras cieˆncias, desde sua origem em pro-
blemas ligados a` F´ısica e recentemente como ferramenta indispensa´vel a` biologia
com todas suas ramificac¸o˜es. As Equac¸o˜es Diferenciais constituem uma importante
ferramenta para a resoluc¸a˜o de uma se´rie de problemas nos mais amplos ramos,
sendo comumente utilizadas para descrever fenoˆmenos tais como a propagac¸a˜o das
ondas e a distribuic¸a˜o de calor, que sa˜o modelados por Equac¸o˜es Diferenciai Parci-
ais, restritas a certas condic¸o˜es iniciais e de contorno relativas a cada um dos casos
em particular. Neste trabalho e´ apresentado uma soluc¸a˜o de refereˆncia para um
problema regido pela equac¸a˜o da onda unidimensional.
A equac¸a˜o da onda e suas variac¸o˜es encontram diversas aplicac¸o˜es
pra´ticas, como por exemplo a vibrac¸a˜o de so´lidos ela´sticos [6, 15], elastografia
hepa´tica que utiliza ondas ela´sticas [8], detecc¸a˜o de vazamento em tubulac¸o˜es de
ga´s e em dutos de petro´leo [3, 7]. Pore´m, problemas que envolvem geometrias com-
plexas geralmente requerem a aplicac¸a˜o de me´todos aproximados de soluc¸a˜o, como o
Me´todo dos Elementos Finitos (MEF) [21, 10, 2] e o Me´todo das Diferenc¸as Finitas
(MDF) [1, 12, 4].
Deve-se salientar que o desenvolvimento de me´todos nume´ricos para
problemas regidos por equac¸o˜es diferenciais ainda e´ tema de intensa pesquisa ci-
ent´ıfica. Neste contexto, a comparac¸a˜o entre a precisa˜o de diferentes me´todos re-
quer, de forma geral, uma soluc¸a˜o de refereˆncia precisa e confia´vel. Algumas soluc¸o˜es
anal´ıticas para o problema da equac¸a˜o da onda podem ser encontradas na literatura
[16, 11, 9]. Pore´m, uma vez que os me´todos nume´ricos tem tornado-se cada vez mais
precisos, torna-se necessa´ria a utilizac¸a˜o de soluc¸o˜es de refereˆncia que possam ser
ajustadas de maneira a permitir uma comparac¸a˜o mais apurada entre esses me´todos.
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Em outras palavras, e´ deseja´vel ter soluc¸o˜es de refereˆncia que possam ser ajustadas
para tornar o problema cada vez mais dif´ıcil de ser resolvido numericamente.
De fato, a maioria das soluc¸o˜es anal´ıticas encontradas na literatura
envolvem condic¸o˜es de contorno homogeˆneas e deslocamentos iniciais prescritos.
Pore´m, de forma geral, estes problemas na˜o demandam grande esforc¸o por parte
dos me´todos nume´ricos para que soluc¸o˜es precisas sejam obtidas. Isso prejudica a
comparac¸a˜o entre diferentes me´todos quando os mesmos possuem elevado grau de
precisa˜o, uma vez que as soluc¸o˜es obtidas tornam-se muito semelhantes, dificultando
a comparac¸a˜o.
O objetivo deste trabalho e´ apresentar a soluc¸a˜o anal´ıtica de dois pro-
blemas que possam ser utilizadas como refereˆncia para o teste de me´todos nume´ricos
de soluc¸a˜o. Em particular, os problemas apresentados possuem um paraˆmetro que
pode ser ajustado para tornar a soluc¸a˜o nume´rica cada vez mais dif´ıcil, no que diz
respeito a` precisa˜o. Isso permite comparar me´todos de precisa˜o bastante elevada.
Os problemas, (4.1) e (2.1), apresentados nas pro´ximas sec¸o˜es tem
condic¸o˜es de contorno de Neumann e Dirichlet, respectivamente. O principal en-
foque deste trabalho e´ apresentar ambas as soluc¸o˜es anal´ıticas, onde a soluc¸a˜o do
problema (4.1) e´ apresentada em [18]. Aqui apresentamos esta soluc¸a˜o detalhada,
tendo em vista que em [18] na˜o foi apresentado o processo de obtenc¸a˜o da soluc¸a˜o.
Ale´m dessa soluc¸a˜o anal´ıtica, e´ feita a comparac¸a˜o nu´merica usando o Me´todo de
Galerkin e treˆs me´todos nume´ricos de integrac¸a˜o no tempo, sendo estes: o me´todo
da Diferenc¸a Central, o me´todo de Houbolt e o Me´todo de Newmark; a fim de saber
qual deles apresenta melhor soluc¸a˜o comparada ao problema proposto. Tambe´m
e´ feito um estudo com relac¸a˜o ao conjunto de func¸o˜es usadas para o me´todo de
Galerkin, sendo estes conjuntos de func¸o˜es formados por func¸o˜es polinomiais ou
trigonome´tricas que satisfac¸am as condic¸o˜es de contorno do problema.
2
2 PROBLEMA DE REFERENCIA COM
CONDIC¸O˜ES DE CONTORNO DE
DIRICHLET
Neste cap´ıtulo e´ apresentado a soluc¸a˜o anal´ıtica do problema regido
pela equac¸a˜o da onda
∂2u
∂t2
= c2
∂2u
∂x2
, t > 0, x ∈ [0, L], (2.1)
com condic¸o˜es iniciais
u(x, 0) = 0, (2.2)
∂u(x, 0)
∂t
= 0, (2.3)
e condic¸o˜es de contorno
u(x = 0, t) = 0, (2.4)
u(x = L, t) = sen(ωt), (2.5)
onde c > 0 e´ a velocidade de propagac¸a˜o da onda, L e´ comprimento do domı´nio
e ω e´ a frequeˆncia de vibrac¸a˜o aplicada em x = L. A soluc¸a˜o deste problema foi
apresentada em [13].
Uma soluc¸a˜o fraca para este problema e´ dada por
3
u(x, t) =
x sen(ωt)
L
+
∞∑
n=1
sen
(npix
L
)[
Cn sen
(
cnpit
L
)
+Bn(t)
]
, (2.6)
com
Cn = −ωbn
cnpi
, (2.7)
bn = (−1)n+1 2L
npi
, (2.8)
Bn(t) = K2 sen
(
cnpit
L
)
+
Lω2 sen(ωt)bn
(cnpi)2 − L2ω2 , (2.9)
K2 = − L
2ω3bn
(cnpi)3 − cnpiL2ω2 , (2.10)
como demonstrado adiante.
Esta soluc¸a˜o e´ mostrada Figura 2.1, para c = 3, w = 5, em dois segun-
dos, no domı´nio [0, 2].
De forma geral, a precisa˜o dos me´todos nume´ricos de soluc¸a˜o esta´ re-
lacionada com o valor das derivadas espaciais e temporais da soluc¸a˜o. Neste caso,
verifica-se que quanto maiores forem os valores de ω, maiores sera˜o os valores das
derivadas. Assim, e´ poss´ıvel tornar o problema ta˜o dif´ıcil para ser resolvido com-
putacionalmente quanto se queira, no que diz respeito a` precisa˜o da soluc¸a˜o obtida,
aumentando-se o paraˆmetro ω. Isto permite que esta soluc¸a˜o de refeˆrencia possa ser
utilizada para comparac¸a˜o de me´todos nume´ricos extremamente precisos, que em
certos casos talvez obtivessem soluc¸o˜es ta˜o precisas que na˜o pudessem ser compara-
das adequadamente.
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Figura 2.1: Soluc¸a˜o Anal´ıtica da Equac¸a˜o com Condic¸a˜o de Contorno de Dirichlet
2.1 Soluc¸a˜o Anal´ıtica
A te´cnica de separac¸a˜o de varia´veis na˜o pode ser aplicada diretamente
ao problema dado pelas Eq. (2.1)-(2.5), por causa da condic¸a˜o de contorno depen-
dente do tempo da Eq. (2.5). Assim, e´ necessa´rio antes transformar o problema
acima em um problema equivalente com condic¸o˜es de contorno independentes do
tempo. Isto pode ser feito escrevendo-se a soluc¸a˜o do problema na forma [16]
u(x, t) = v(x, t) +
sen(ωt)
L
, (2.11)
onde v(x, t) e´ uma func¸a˜o que iremos determinar. Ao substituir u(x, t) como definido
na Eq. (2.11) no problema original obtemos enta˜o a equac¸a˜o diferencial
5
∂2v
∂t2
= c2
∂2v
∂x2
+
ω2sen(ωt)x
L
, t > 0, x ∈ [0, L], (2.12)
com condic¸o˜es iniciais
v(x, 0) = 0, (2.13)
∂v(x, 0)
∂t
= −xω
L
, (2.14)
e condic¸o˜es de contorno
v(x = 0, t) = 0, (2.15)
v(x = L, t) = 0. (2.16)
Note que as condic¸o˜es de contorno na˜o dependem mais do tempo e,
portanto, podem ser aplicadas normalmente. Pore´m, a Eq. (2.12) apresenta um
termo a mais do que a Eq. (2.1). Como o novo problema gerado a partir da
hipo´tese da Eq. (2.11) e´ linear, podemos dividi-lo em dois problemas distintos,
obter as soluc¸o˜es para cada um deles e depois obter a soluc¸a˜o final somando as
soluc¸o˜es de cada problema. Desta forma, a soluc¸a˜o do problema definido pelas Eq.
(2.1)-(2.12) pode ser obtida somando-se as soluc¸o˜es dos seguintes problemas:
Problema A
∂2v
∂t2
= c2
∂2v
∂x2
, t > 0, x ∈ [0, L], (2.17)
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com condic¸o˜es iniciais e de contorno dadas pelas Eq. (2.13)-(2.16).
Problema B
∂2v
∂t2
= c2
∂2v
∂x2
+
ω2sen(ωt)x
L
, t > 0, x ∈ [0, L], (2.18)
com condic¸o˜es iniciais dadas pela Eq. (2.13) e
∂v(x, 0)
∂t
= 0, (2.19)
e condic¸o˜es de contorno dadas pelas Eq. (2.15)-(2.16).
O Problema A considera a condic¸a˜o de contorno na˜o homogeˆnea da Eq.
(2.17), pore´m na˜o considera o termo adicional na equac¸a˜o diferencial. Ja´ o Problema
B considera o termo adicional na equac¸a˜o diferencial, mas na˜o considera a condic¸a˜o
de contorno homogeˆnea no lugar daquela da Eq. (2.17). A soluc¸a˜o apresentada na
Eq. (2.6) pode ser enta˜o obtida somando-se sen(ωt)
L
, a soluc¸a˜o do problema A e a
soluc¸a˜o do problema B, que sera˜o resolvidos adiante.
2.2 Soluc¸a˜o do Problema A
A soluc¸a˜o geral do problema A pode ser obtida por separac¸a˜o de varia´veis
[16, 11, 9] escrevendo-se
v(x, t) = X(x)T (t), (2.20)
temos
7
∂2v
∂t2
= X(x)T ′′(t), (2.21)
∂2v
∂x2
= X ′′(x)T (t), (2.22)
Deste modo, a Eq. (2.17) pode ser reescrita como
T ′′(t)
c2T (t)
=
X ′′(x)
X(x)
. (2.23)
A u´nica hipo´tese para que duas func¸o˜es de varia´veis distintas sejam
sempre iguais e´ que ambas sejam iguais a uma constante [16, 11, 9], isto e´
T ′′(t)
c2T (t)
=
X ′′(x)
X(x)
= k. (2.24)
Da te´cnica de separac¸a˜o de varia´veis tambe´m notamos que k ≥ 0 im-
plicaria em uma soluc¸a˜o nula [16, 11, 9]. Assim, consideramos apenas k negativo,
assumindo que k = −p2. Com isso, teremos duas Equac¸o˜es Diferenciais Ordina´rias
(EDO) nas varia´veis x e t
X ′′(x)− kX(x) = 0, (2.25)
T ′′(t) + c2p2T (t) = 0, (2.26)
cujas soluc¸o˜es sa˜o dadas, apo´s aplicac¸a˜o das condic¸o˜es das Eq. (2.13), (2.15) e
(2.16), por [11]
Xn(x) = C2 sen
(npi
L
x
)
, (2.27)
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Tn(t) = C4 sen
(npi
L
ct
)
, (2.28)
A u´ltima condic¸a˜o a ser aplicada e´ aquela da Eq. (2.17). Como a func¸a˜o
x e´ ı´mpar no intervalo [−L,L], podemos escreveˆ-la como uma se´rie de Fourier de
senos sen(npix/L). Assim, a condic¸a˜o da Eq. (2.17) pode ser escrito como
∂v(x, 0)
∂t
= −ω
L
x = −ω
L
∞∑
n=1
bn sen
(npix
L
)
, (2.29)
onde o coeficiente bn e´ simplesmente o coeficiente da se´rie de Fourier da func¸a˜o x no
intervalo [−L,L] [16, 9, 11, 5], que resulta
bn =
1
L
∫ L
−L
x sen
(npix
L
)
dx = (−1)n+1 2L
npi
. (2.30)
Como a Eq. (2.17) e´ satisfeita por v(x, t) = Xn(x)Tn(t) para n in-
teiro qualquer, enta˜o a soluc¸a˜o e´ na verdade a soma de todas as soluc¸o˜es poss´ıveis.
Portanto, a soluc¸a˜o do problema A e´
v(x, t) =
∞∑
n=1
Cn sen
(npix
L
)
sen
(
cnpit
L
)
. (2.31)
Para determinar o coeficiente Cn, usaremos a condic¸a˜o da Eq. (2.17)
reescrita pela Eq. (2.29). Assim, temos
∂v(x, 0)
∂t
=
∞∑
n=1
Cn sen
(npix
L
)
cos(0)
cnpi
L
= −ω
L
∞∑
n=1
bn sen
(npix
L
)
∞∑
n=1
Cn sen
(npix
L
) [
Cn
cnpi
L
+
ω
L
bn
]
= 0.
(2.32)
Como a equac¸a˜o tem que ser satisfeita para todo n inteiro, devemos ter
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Cn = − ω
cnpi
bn. (2.33)
Portanto, a soluc¸a˜o do Problema A e´ dada pela Eq. (2.31), onde as
constantes Cn e bn sa˜o definidas nas Eq. (2.33) e (2.30), respectivamente.
2.3 Soluc¸a˜o do Problema B
Das condic¸o˜es de contorno das Eq. (2.15)-(2.16) sabemos que v deve
se anular em x = 0 e x = L. Assim, o problema B pode ser resolvido escrevendo
v(x, t) como uma se´rie de Fourier de senos sen(npix/L) no intervalo [−L,L]
v(x, t) =
∞∑
n=1
Bn(t) sen
(npix
L
)
, (2.34)
onde os coeficientes Bn(t) sera˜o determinados.
O termo adicional da equac¸a˜o da Eq. (2.19) envolve a func¸a˜o x, que
tambe´m pode ser escrita como uma se´rie de senos sen(npix/L) no intervalo [−L,L].
Assim, reescrevemos o termo adicional da Eq. (2.19) como
ω2 sen(ωt)x
L
=
ω2 sen(ωt)
L
∞∑
n=1
bn sen
(npix
L
)
, (2.35)
onde bn e´ novamente dado pela Eq. (2.30), referente a expansa˜o da func¸a˜o x no
intervalo [−L,L].
Substituindo as Eq. (4.50) e (2.35) na Eq. (2.19) obtemos
∞∑
n=1
sen
(npix
L
)[
B′′n(t) +Bn(t)
(cnpi
L
)2
− ω
2 sen(ωt)bn
L
]
= 0 (2.36)
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que sera´ satisfeita quando
B′′n(t) +
(cnpi
L
)2
− ω
2sin(ωt)bn
L
= 0. (2.37)
A soluc¸a˜o da EDO acima e´ dada por [11]
Bn(t) = K1 cos
(
cnpit
L
)
+K2 sen
(
cnpit
L
)
+
Lω2 sen(ωt)bn
(cnpi)2 − L2ω2 . (2.38)
Aplicando as condic¸o˜es de contorno da Eq. (2.13), temos
v(x, 0) =
∞∑
n=1
sen
(npix
L
)
[Bn(0)] = 0, (2.39)
o que resulta
Bn(0) = K1 = 0, (2.40)
e, portanto,
Bn(t) = K2 sen
(
cnpit
L
)
+
Lω2 sen(ωt)bn
(cnpi)2 − L2ω2 . (2.41)
Analogamente, para a condic¸a˜o de contorno da Eq. (2.19) temos
∂v(x, 0)
∂t
=
∞∑
n=1
[B′n(0)] sen
(npix
L
)
= 0, (2.42)
que requer
B′n(0) = K2
(cnpi
L
)
+
Lω3bn
(cnpi)2 − L2ω2 = 0, (2.43)
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e, portanto,
K2 = − L
2ω3bn
(cnpi)3 − cnpiL2ω2 . (2.44)
Portando, a soluc¸a˜o do Problema B e´ dada pela Eq. (4.50) onde o
coeficiente Bn(t) e´ dado pela Eq. (2.41).
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3 SOLUC¸A˜O DO PROBLEMA COM
CONDIC¸A˜O DE CONTORNO DE
DIRICHLET
Como mencionado esta soluc¸a˜o e´ dada em [13]. A comparac¸a˜o da
soluc¸a˜o anal´ıtica e´ feita atrave´s do Me´todo das Diferenc¸as Finitas onde a regra
de atualizac¸a˜o expl´ıcita e´ dada por [4].
Figura 3.1: Soluc¸a˜o Anal´ıtica para o problema com condic¸a˜o de contorno de Diri-
chlet ω = 10
Fonte: Lima et al. [13]
Com velocidade c = 3, frequeˆncia de excitac¸a˜o ω = 10, domı´nio [0, 2] e
em 10 segundos, temos na figura 3.1 que a soluc¸a˜o anal´ıtica se aproxima da soluc¸a˜o
aproximada. Aumentando o valor de ω = 40, temos pela figura 3.2 que as soluc¸o˜es
se distanciam devido o aumento da frequeˆncia de excitac¸a˜o.
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Figura 3.2: Soluc¸a˜o Anal´ıtica para o problema com condic¸a˜o de contorno de Diri-
chlet ω = 40
Fonte: Lima et al. [13]
O co´digo no MATLAB para soluc¸a˜o anal´ıtica esta´ no apeˆndice 8.1.2.
Dispon´ıvel em [13].
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4 PROBLEMA DE REFEREˆNCIA COM
CONDIC¸A˜O DE CONTORNO DE
NEUMANN DEPENDENTE DO TEMPO
Neste cap´ıtulo e´ apresentada a soluc¸a˜o anal´ıtica do problema regido
pela equac¸a˜o da onda
∂2u
∂t2
= c2
∂2u
∂x2
, t > 0, x ∈ [0, L], (4.1)
com condic¸o˜es iniciais
u(x, 0) = 0, (4.2)
∂u(x, 0)
∂t
= 0, (4.3)
e condic¸o˜es de contorno
u(x = 0, t) = 0, (4.4)
∂u(x = L, t)
∂t
= sen(ωt), (4.5)
onde c > 0 e´ a velocidade de propagac¸a˜o da onda, L e´ comprimento do domı´nio e ω e´
a frequeˆncia de vibrac¸a˜o aplicada em x = L. A soluc¸a˜o de um problema semelhante
foi apresentado em [17].
Uma soluc¸a˜o fraca para este problema e´ dada por
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u(x, t) = xsen(ωt) +
∞∑
n=1
sen(Knx) (Cnsen(Knct) +Bn(t)) , (4.6)
com
Kn = (2n− 1) pi
2L
, (4.7)
Cn = −2 ω
K3ncL
(−1)n−1, (4.8)
Bn(t) = −2 ω
3(−1)n−1
K3n(c
3K2n − cω2)
cos(Knct), (4.9)
como sera´ demonstrado adiante.
Esta soluc¸a˜o e´ mostrada na Figura 4.1, considerando-se c = 3, w = 5,
t = 2 e L = 2.
De forma geral, a precisa˜o dos me´todos nume´ricos de soluc¸a˜o esta´ re-
lacionada com o valor das derivadas espaciais e temporais da soluc¸a˜o. Neste caso,
verifica-se que quanto maiores forem os valores de ω, maiores sera˜o os valores das
derivadas. Assim, e´ poss´ıvel tornar o problema ta˜o dif´ıcil para ser resolvido com-
putacionalmente quanto se queira, no que diz respeito a` precisa˜o da soluc¸a˜o obtida,
aumentando-se o paraˆmetro ω. Isto permite que esta soluc¸a˜o de refeˆrencia possa ser
utilizada para comparac¸a˜o de me´todos nume´ricos extremamente precisos, que em
certos casos talvez obtivessem soluc¸o˜es ta˜o precisas que na˜o pudessem ser compara-
das adequadamente.
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Figura 4.1: Soluc¸a˜o Anal´ıtica do Problema com condic¸a˜o de contorno de Neumann
4.1 Soluc¸a˜o Anal´ıtica
A te´cnica de separac¸a˜o de varia´veis na˜o pode ser aplicada diretamente
ao problema dado pelas Eq. (4.1)-(4.5), por causa da condic¸a˜o de contorno depen-
dente do tempo da Eq. (4.5). Assim, e´ necessa´rio antes transformar o problema
acima em um problema equivalente com condic¸o˜es de contorno independentes do
tempo. Isto pode ser feito escrevendo-se a soluc¸a˜o do problema na forma [16]
u(x, t) = v(x, t) + xsen(ωt), (4.10)
onde v(x, t) e´ uma func¸a˜o que iremos determinar. Ao substituir u(x, t) como definido
na Eq. (4.10) no problema original obtemos enta˜o a equac¸a˜o diferencial
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∂2v
∂t2
= c2
∂2v
∂x2
+ ω2xsen(ωt), t > 0, x ∈ [0, L], (4.11)
com condic¸o˜es iniciais
v(x, 0) = 0, (4.12)
∂v(x, 0)
∂t
= −xω, (4.13)
e condic¸o˜es de contorno
v(x = 0, t) = 0, (4.14)
∂v(x = L, t)
∂x
= 0. (4.15)
Note que as condic¸o˜es de contorno na˜o dependem mais do tempo e,
portanto, o Me´todo de Separac¸a˜o de Varia´veis pode ser aplicado. Pore´m, a Eq.
(4.11) apresenta um termo a mais do que a Eq. (4.1). Como o novo problema gerado
a partir da Eq. (4.10) e´ linear, podemos dividi-lo em dois problemas distintos, obter
as soluc¸o˜es para cada um deles e depois obter a soluc¸a˜o final somando as soluc¸o˜es de
cada problema. Desta forma, a soluc¸a˜o do problema definido pelas Eq. (4.1)-(4.11)
pode ser obtida somando-se as soluc¸o˜es dos seguintes problemas:
Problema A (Soluc¸a˜o Homogeˆnea)
∂2v
∂t2
= c2
∂2v
∂x2
, t > 0, x ∈ [0, L], (4.16)
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com condic¸o˜es iniciais e de contorno dadas pelas Eq. (4.12)-(4.15).
Problema B (Soluc¸a˜o Particular)
∂2v
∂t2
= c2
∂2v
∂x2
+ xω2sen(ωt), t > 0, x ∈ [0, L], (4.17)
com condic¸o˜es iniciais dadas pela Eq. (4.12) e
∂v(x, 0)
∂t
= 0, (4.18)
e condic¸o˜es de contorno dadas pelas Eq. (4.14)-(4.15).
O Problema A considera a condic¸a˜o de contorno na˜o homogeˆnea da Eq.
(4.13), pore´m na˜o considera o termo adicional na equac¸a˜o diferencial. Ja´ o Problema
B considera o termo adicional na equac¸a˜o diferencial, mas na˜o considera a condic¸a˜o
de contorno homogeˆnea no lugar daquela da Eq. (4.13). A soluc¸a˜o apresentada na
Eq. (4.6) pode ser enta˜o obtida somando-se xsen(ωt), a soluc¸a˜o do problema A e a
soluc¸a˜o do problema B, que sera˜o resolvidos adiante.
4.2 Soluc¸a˜o do Problema A
A soluc¸a˜o geral do Problema A pode ser obtida por separac¸a˜o de varia´veis
[16, 11, 9] escrevendo-se
v(x, t) = X(x)T (t), (4.19)
temos
19
∂2v
∂t2
= X(x)T ′′(t), (4.20)
∂2v
∂x2
= X ′′(x)T (t). (4.21)
Deste modo, a Eq. (4.16) pode ser reescrita como
T ′′(t)
c2T (t)
=
X ′′(x)
X(x)
. (4.22)
A u´nica hipo´tese para que duas func¸o˜es de varia´veis distintas sejam
sempre iguais e´ que ambas sejam iguais a uma constante [16, 11, 9], isto e´
T ′′(t)
c2T (t)
=
X ′′(x)
X(x)
= k. (4.23)
Da te´cnica de separac¸a˜o de varia´veis tambe´m notamos que k ≥ 0 impli-
caria na soluc¸a˜o nula. Assim, consideramos apenas k negativo, assumindo k = −p2.
Com isso, teremos duas Equac¸o˜es Diferenciais Ordina´rias (EDO) nas varia´veis x e t
X ′′(x) + p2X(x) = 0, (4.24)
T ′′(t) + c2p2T (t) = 0. (4.25)
Da equac¸a˜o (4.24) temos que λ2 + p2 = 0 → λ = ±pi, um nu´mero
complexo, e soluc¸a˜o para X e´ dada por
X(x) = Asen(px) +B cos(px). (4.26)
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Da equac¸a˜o (4.25) temos que λ2 + c2p2 = 0 → λ = ±cpi, um nu´mero
complexo, e soluc¸a˜o para T e´ dada por
T (t) = Csen(cpt) +D cos(cpt). (4.27)
Das eq. (4.12) e (4.14), temos
v(0, t) = X(0)T (t) = 0, (4.28)
onde temos
X(0) = 0, (4.29)
pois, T (t) 6= 0 para que seja va´lida a eq. (4.19).
X(0) = B cos(0) = B = 0, (4.30)
v(x, 0) = X(x)T (0) = 0→ T (0) = 0, (4.31)
T (0) = D cos(0) = D = 0. (4.32)
Com isso, temos
X(x) = Asen(px), (4.33)
T (t) = Csen(cpt). (4.34)
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Como
∂v(L, 0)
∂x
= 0, temos
∂v(L, 0)
∂x
=
∂X(L)
∂x
T (0) = 0→ ∂X(L)
∂x
= 0, (4.35)
∂X(L)
∂x
= A cos(pL) = 0→ cos(pL) = 0→ p = (2n− 1) pi
2L
, (4.36)
Kn =
pi
L
(
n− 1
2
)
. (4.37)
Portanto,
X(x) = Asen(Knx) (4.38)
e
T (t) = Csen(Knct), (4.39)
com n ∈ Z.
Como, o Problema A e´ satisfeito para qualquer n ∈ Z, a soluc¸a˜o pode
ser escrita como a soma de todas as soluc¸o˜es poss´ıveis, isto e´:
V (x, t) =
∞∑
n=1
Asen(Knx)Csen(Knct) =
∞∑
n=1
Cnsen(Knx)sen(Knct), (4.40)
onde Cn sera´ uma constante a ser determinada.
A u´ltima condic¸a˜o a ser aplicada e´ aquela da Eq. (4.13). Como a func¸a˜o
x e´ ı´mpar no intervalo [−L,L], podemos escreveˆ-la como uma se´rie de Fourier de
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senos em particular de sen(Knx) para todo n ∈ Z∗+. Assim, a condic¸a˜o da Eq.
(4.13) pode ser escrita como
∂v(x, 0)
∂t
= −ωx = −ω
∞∑
n=1
An sen (Knx) , (4.41)
onde o coeficiente An e´ simplesmente o coeficiente da se´rie de Fourier da func¸a˜o x
no intervalo [−L,L] [16, 9, 11, 5], o que resulta
An =
1
L
∫ L
−L
x sen (Knx) dx = 2(−1)n+1 1
K2nL
. (4.42)
Na equac¸a˜o (4.40), com t = 0, temos
v(x, 0) =
∞∑
n=1
Cnsen(Knx)sen(Knc(0)) = 0, (4.43)
Com An calculado usamos a condic¸a˜o de Neumann (4.13) em (4.41)
∂v(x, 0)
∂t
=
∞∑
n=1
Cnsen(Knx)Knc = −ω
∞∑
n=1
Ansen(Knx). (4.44)
Por crite´rios de ortogonalidade, temos
∞∑
n=1
CnKnc = −ω
∞∑
n=1
An, (4.45)
Cn = −ωAn
Knc
= − ω
K3n
(2(−1)n−1), (4.46)
Como a Eq. (4.16) e´ satisfeita por v(x, t) = Xn(x)Tn(t) para n in-
teiro qualquer, enta˜o a soluc¸a˜o e´ na verdade a soma de todas as soluc¸o˜es poss´ıveis.
Portanto, a soluc¸a˜o do problema A e´
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v(x, t) =
∞∑
n=1
Cnsen(Knx)sen(Knct), (4.47)
onde
Cn = − ω
K3n
(2(−1)n−1). (4.48)
4.3 Soluc¸a˜o do Problema B
Das condic¸o˜es de contorno das Eq. (4.14)-(4.15) sabemos que v deve
se anular em x = 0 e x = L. Assim, o problema B pode ser resolvido escrevendo
v(x, t) como uma se´rie de Fourier da seguinte forma no intervalo [−L,L]
V (x, t) =
∞∑
n=1
Bn(t)Xn(x), (4.49)
onde Xn sa˜o as autofunc¸o˜es que encontramos quando resolvemos o problema ho-
mogeˆneo associado ao Problema B.
A equac¸a˜o (4.41), foi escrita como uma se´rie de Fourier de senos a partir
da condic¸a˜o inicial (4.13). Deste modo temos que Xn(x) = sen(Knx), assim
v(x, t) =
∞∑
n=1
Bn(t)sen(Knx). (4.50)
O termo adicional ω2xsen(ωt) da Eq. (4.17) envolve a func¸a˜o x, que
como mostrado anteriormente pode ser escrita como uma se´rie de Fourier de senos
sen(Knx), no intervalo [−L,L]. Assim, reescrevemos o termo adicional da Eq. (4.17)
como
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ω2sen(ωt)x = ω2sen(ωt)
∞∑
n=1
Ansen(Knx), (4.51)
onde An e´ novamente dado pela Eq. (4.42), referente a expansa˜o da func¸a˜o x no
intervalo [−L,L] para o problema A.
Substituindo as Eq. (4.49) e (4.51) na Eq. (4.17) obtemos
∞∑
n=1
B′′n(t)sen(Knx) = c
2
∞∑
n=1
Bn(t)sen(Knx)K
2
n + ω
2sen(ωt)
∞∑
n=1
Ansen(Knx), (4.52)
∞∑
n=1
[
B′′n(t) + c
2K2nBn(t)− ω2Ansen(ωt)
]
sen(Knx) = 0. (4.53)
A equac¸a˜o (4.53) deve ser satisfeita para todo n ∈ Z∗+, enta˜o
B′′n(t) + c
2K2nBn(t)− ω2Ansen(ωt) = 0, (4.54)
que e´ uma EDO de segunda ordem.
Encontramos primeiro a soluc¸a˜o da EDO homogeˆnea atrave´s da sua
equac¸a˜o caracter´ıstica, a fim de determinarmos um λ
λ2 + c2K2nλ = 0, (4.55)
λ = ±cKni. (4.56)
Deste modo, temos que a soluc¸a˜o de (4.55) e´ dada por
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Bn(t) = D1 cos(Knct) +D2sen(Knct). (4.57)
Agora encontramos a soluc¸a˜o da EDO na˜o homogeˆnea pelo me´todo da
variac¸a˜o de paraˆmetros [11]
B′′n(t) + c
2K2nBn(t) = ω
2Ansen(ωt), (4.58)
Bn(t) = u(t) cos(Knct) + v(t)sen(Knct). (4.59)
Encontramos as soluc¸o˜es de u(t) e v(t) resolvendo o seguinte sistema
 u′(t) cos(Knct) + v′(t)sen(Knct) = 0−u′(t)sen(Knct)Knc+ v′(t) cos(Knct) = ω2Ansen(ωt) . (4.60)
Somamos os valores das EDO’s homogeˆneas (4.55) e na˜o homogeˆneas
(4.58), com isso encontramos a soluc¸a˜o da EDO de segunda ordem (4.54) e´ dada por
Bn(t) = D1 cos(Knct) +D2sen(Knct) +
Anω
2sen(ωt)
Knc2 − ω2 . (4.61)
Por fim precisamos determinar os valores das constantes D1 e D2 pelas
condic¸o˜es iniciais (4.12) e (4.18)
v(x, 0) =
∞∑
n=1
Bn(0)sen(Knx) = 0→ Bn(0) = 0, (4.62)
∂v(x, 0)
∂t
=
∞∑
n=1
B′n(0)sen(Knx) = 0→ B′n(0) = 0. (4.63)
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De (4.62) e (4.63) temos que
D1 = − ω
3An
c3K3n −Kncω2
, (4.64)
D2 = 0. (4.65)
Portanto, a soluc¸a˜o do Problema inicial (4.1) e´ dada pela soma das
soluc¸o˜es dos problemas A (4.47) e B (4.61), que e´ equivalente a fo´rmula (4.6), onde
os Kn, Cn, Bn(t), D1 e D2 sa˜o dados pelas fo´rmulas (4.7), (4.8), (4.9), (4.64) e
(4.65), respectivamente.
27
5 SOLUC¸A˜O APROXIMADA DO
PROBLEMA COM CONDIC¸A˜O DE
CONTORNO DE NEUMANN
Foi realizada uma implementac¸a˜o das soluc¸o˜es anal´ıticas em MATLAB
[14] e para comparac¸a˜o nume´rica foi realizada uma implementac¸a˜o do problema uti-
lizando o Me´todo de Galerkin que resolve o problema espacial. Para integrac¸a˜o
nume´rica no tempo foram usados treˆs me´todos: Me´todo da Diferenc¸a Central,
Me´todo de Houbolt e Me´todo de Newmark.
Para que possa ser usado o Me´todo de Galerkin para o problema (4.1), e´
necessa´rio encontrar uma forma fraca [20]. Multiplicando-se em ambos os membros
por uma func¸a˜o teste arbitra´ria V (x) ∈ X e integrando. Com isso temos
∫
Ω
∂2U(x)
∂x2
V (x)dx =
1
c2
∫
Ω
∂2U(x)
∂t2
V (x)dx. (5.1)
Integrando o primeiro termo por partes e rearranjando a equac¸a˜o temos
∫
Ω
∂U(x)
∂x
∂V (x)
∂x
dx+
1
c2
∫
Ω
∂2U(x)
∂t2
V (x)dx =
[
∂U(x)
∂x
V (x)
]
Γ
, (5.2)
onde Γ = 2Ω.
Aproximac¸o˜es de U e V ∈ X podem ser feitas escrevendo Uh e Vh ∈ Xh,
onde Xh e´ um espac¸o finito formado por func¸o˜es ϕi(x), i = 1, 2, ..., n, isto e´
Uh(x) =
n∑
i=1
aiϕi(x), para todo Uh(x) ∈ Xh, (5.3)
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Vh(x) =
n∑
i=1
biϕi(x), para todo Vh(x) ∈ Xh. (5.4)
Substituindo as aproximac¸o˜es (5.3) e (5.4) na formulac¸a˜o fraca (5.2)
N∑
i=1
N∑
j=1
∫
Ω
ai
∂ϕi
∂x
bj
∂ϕj
∂x
dΩ +
1
c2
N∑
j=1
∫
Ω
∂2U
∂t2
bjϕjdΩ =
N∑
j=1
[
∂U
∂x
bjϕj
]
Γ
. (5.5)
Derivando-se a aproximac¸a˜o dada pela eq. (5.3) com relac¸a˜o ao tempo
obte´m-se a seguinte relac¸a˜o
∂2Uh
∂t2
=
∂2
∂t2
N∑
i=1
aiϕi =
N∑
i=1
∂2ai
∂t2
ϕi =
N∑
i=1
a¨iϕi, (5.6)
onde a¨i representa a derivada segunda de a em relac¸a˜o ao tempo.
Deste modo, substitui-se a equac¸a˜o (5.6) em (5.5), resultando
N∑
i=1
N∑
j=1
∫
Ω
ai
∂ϕi
∂x
bj
∂ϕj
∂x
dΩ +
1
c2
N∑
i=1
N∑
j=1
∫
Ω
a¨iϕibjϕjdΩ =
N∑
j=1
[
∂U
∂x
bjϕj
]
Γ
. (5.7)
Que pode ser reescrita como
N∑
i=1
N∑
j=1
aibj
∫
Ω
∂ϕi
∂x
∂ϕj
∂x
dΩ +
1
c2
N∑
i=1
N∑
j=1
a¨ibj
∫
Ω
ϕiϕjdΩ =
N∑
j=1
bj
[
∂U
∂x
ϕj
]
Γ
. (5.8)
Como a func¸a˜o teste Vh e´ arbitra´ria, o valor dos coeficientes bj na
equac¸a˜o (5.9) sa˜o quaisquer. Assim, a equac¸a˜o (5.9) sera´ sempre satisfeita apenas
quando
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N∑
i=1
ai
∫
Ω
∂ϕi
∂x
∂ϕj
∂x
dΩ +
1
c2
N∑
i=1
a¨i
∫
Ω
ϕiϕjdΩ =
[
∂U
∂x
ϕj
]
Γ
, (5.9)
va´lido para j = 1, 2, ..., N
A expressa˜o anterior resulta no sistema de equac¸o˜es
Ka + Ma¨ = F, (5.10)
onde
Kij =
∫
Ω
∂ϕi
∂x
∂ϕj
∂x
dΩ, (5.11)
Mij =
1
c2
∫
Ω
ϕiϕjdΩ, (5.12)
Fj =
[
∂U(x)
∂x
ϕj
]
Γ
, (5.13)
temos
∂U(x)
∂x
da Condic¸a˜o de Contorno de Neumann (4.5). As func¸o˜es ϕ(x) sa˜o
conjuntos de func¸o˜es que satisfazem as condic¸o˜es de contorno.
O sistema da equac¸a˜o (5.10) foi resolvido usando os me´todos de inte-
grac¸a˜o no tempo: da Diferenc¸a Central, Houbolt e Newmark; cuja descric¸a˜o esta´
em [2]. Foram utilizadas rotinas computacionais ja´ dispon´ıveis na comunidade ci-
ent´ıfica. No me´todo da diferenc¸a central e o de Houbolt para iterac¸a˜o no tempo e´
necessa´rio duas iterac¸o˜es interiores. Por isso as duas primeiras iterac¸o˜es sa˜o feitas
utilizando o Me´todo de Newmark.
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6 RESULTADOS E DISCUSSO˜ES
Como resultados, foram apresentadas as soluc¸o˜es anal´ıticas dos proble-
mas (2.1) e (4.1). A soluc¸a˜o do problema (2.1) foi apresenrada em um trabalho [13]
apresentado no ENMC 2016.
Ale´m disso, foram realizados dois tipos de comparac¸o˜es para o problema
(4.1), o primeiro com relac¸a˜o aos me´todos de analise no tempo, em seguida, uma
comparac¸a˜o com relac¸a˜o a escolha do conjunto de func¸o˜es usadas no Me´todo de
Galerkin, sendo estes conjuntos de func¸o˜es trigonome´tricos ou polinomiais.
6.1 Validando a Soluc¸a˜o do Problema com Condic¸a˜o de
Contorno de Neumann
Nesta sec¸a˜o mostra-se que a soluc¸a˜o da equac¸a˜o (4.1), converge com as
soluc¸o˜es aproximadas impostas pelos me´todos nume´ricos: da Diferenc¸a Central, de
Houbolt e de Newmark.
A ana´lise e´ feita em t = 10, usando a soluc¸a˜o anal´ıtica e os treˆs me´todos
nume´ricos. A comparac¸a˜o foi realizada em x = L
2
Podemos observar na Figura 6.1
que neste intervalo de tempo as quatro soluc¸o˜es ficam bastante pro´ximas, com isso
conclu´ımos que a soluc¸a˜o anal´ıtica esta´ correta. Mudando a frequeˆncia de excitac¸a˜o,
e´ obtido um resultado diferente ao longo do tempo. Na comparac¸a˜o dos me´todos
de integrac¸a˜o no tempo e´ mostrado essa mudanc¸a a fim de impor qual se aproxima
mais da soluc¸a˜o anal´ıtica. O co´digo no MATLAB para soluc¸a˜o anal´ıtica esta´ no
Apeˆndice 8.1.1.
E´ importante salientar que a plotagem das func¸o˜es no gra´fico e´ feita da
seguinte ordem: Diferenc¸a Central, Houbolt, Newmark e Exata. Isso implica que
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a soluc¸a˜o exata fica acima da soluc¸a˜o de Newmark, Houbolt, Diferenc¸a Central; a
de Newmark fica em cima da outras duas, assim sucessivamente. Isso e´ importante
pois caso na˜o seja percept´ıvel alguma soluc¸a˜o em alguma das imagens, isso na˜o quer
dizer que a soluc¸a˜o na˜o aparece e sim que naquele determinado momento ela e´ igual
a soluc¸a˜o que esta´ por cima dela.
Figura 6.1: Validac¸a˜o da Soluc¸a˜o Anal´ıtica do Problema com Condic¸a˜o de Contorno
de Neumann
6.2 Comparac¸a˜o entre os Me´todos para Ana´lise no Tempo
Para comparac¸a˜o no tempo a ana´lise e´ feita usando os me´todos da
Diferenc¸a Central, de Houbolt e de Newmark. Ale´m disso, e´ usado um conjunto de
func¸o˜es polinomiais (6.1) que satisfazem as condic¸o˜es de contorno
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ϕ(x) = xn, n = 1, ..., 10. (6.1)
O domı´nio e´ definido por L = 2, tempo t = 10, velocidade de pro-
pagac¸a˜o da onda c = 2.5 e frequeˆncia de excitac¸a˜o w = 5. Para integrac¸a˜o de Gauss,
sa˜o usados vinte pontos de integrac¸a˜o. Depois de encontrada a soluc¸a˜o escolhe-se
um ponto do domı´nio x = L
2
e e´ plotado o gra´fico desse ponto durante o tempo
t = 10, para os treˆs me´todos acima e para a soluc¸a˜o anal´ıtica dada por (8.1.1).
E´ poss´ıvel observar na Figura 6.1 que os me´todos aproximados conver-
gem com a soluc¸a˜o anal´ıtica, na˜o conseguimos perceber diferenc¸a entre os me´todos
para este caso neste intervalo de tempo. Vale tambe´m salientar que a diferenc¸a nos
me´todos fica maior com o passar do tempo.
Figura 6.2: Comparac¸a˜o no tempo para w = 15
Aumentando o valor da frequeˆncia de excitac¸a˜o e´ poss´ıvel perceber de
modo mais evidente uma distorc¸a˜o nos me´todos tendo como refereˆncia a soluc¸a˜o
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anal´ıtica, como e´ mostrado nas figuras 6.2 e 6.3 onde temos w = 15 e w = 20. Note
que temos uma diferenc¸a maior na 6.3, onde temos o maior valor de frequeˆncia de
excitac¸a˜o.
Com isso podemos concluir que o me´todo de Houbolt e´ menos preciso
comparado aos me´todos da Diferenc¸a Central e o de Newmark. Entre o Me´todo da
Diferenc¸a Central e Me´todo de Newmark na˜o conseguimos perceber claramente qual
obteve o melhor resultado.
6.3 Comparac¸a˜o entre os Conjuntos de Func¸o˜es para o
Me´todo de Galerkin
Agora e´ feito a comparac¸a˜o com relac¸a˜o aos conjuntos de func¸o˜es ϕ.
Neste caso para integrac¸a˜o nume´rica no tempo e´ usado o me´todo de Newmark.
Usa-se um conjunto de func¸o˜es polinomiais que satisfazem as condic¸o˜es
de contorno
ϕ(x) = xn, n = 1, ... (6.2)
e usa-se um conjunto de func¸o˜es trigonome´tricas que satisfazem as condic¸o˜es de
contorno
ϕ(x) = sen
(npix
2L
)
, n = 1, ... (6.3)
E´ usado o mesmo domı´nio L = 2, tempo t = 10, velocidade de pro-
pagac¸a˜o da onda c = 2.5 e frequeˆncia de excitac¸a˜o w = 5. Depois de encontrada
a soluc¸a˜o e´ escolhido um ponto do domı´nio x = L
2
e plotado o gra´fico desse ponto
durante o tempo t = 10, para os dois conjuntos de func¸o˜es e para a soluc¸a˜o anal´ıtica.
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Aqui e´ importante salientar que a quantidade de func¸o˜es de apro-
ximac¸a˜o e´ chamada de p a varia´vel que define a ordem da aproximac¸a˜o. A quantidade
de func¸o˜es pode inferir em qual dos conjuntos de func¸o˜es converge primeiro para a
soluc¸a˜o anal´ıtica. Por exemplo, na comparac¸a˜o anterior, com relac¸a˜o aos me´todos
de integrac¸a˜o no tempo, foi usado p = 10, um conjunto com dez func¸o˜es polinomiais,
para garantir uma melhor precisa˜o e assim uma boa comparac¸a˜o entre os me´todos.
Neste caso, usando dez func¸o˜es tanto para o conjunto de func¸o˜es polinomiais quanto
para o conjunto de func¸o˜es trigonome´tricas, teremos o me´todo convergindo para a
soluc¸a˜o em ambos os casos. Enta˜o por isso usamos um valor menor p = 3. Com
p ≤ 3 nenhum dos casos converge para a soluc¸a˜o anal´ıtica, mas como podemos ver
na Figura 6.4, com p = 3, a soluc¸a˜o para o conjunto de func¸o˜es trigonome´tricas
fica muito pro´xima da soluc¸a˜o anal´ıtica, enquanto que a soluc¸a˜o para o conjunto de
func¸o˜es polinomiais fica mais distante.
Usando p = 10 como no caso da comparac¸a˜o anterior, temos que a
soluc¸a˜o para ambos os conjuntos ficam semelhantes a soluc¸a˜o anal´ıtica como mostra
na Figura 6.5, com p = 5 ja´ temos soluc¸o˜es bem pro´ximas, para ambos os conjuntos
de func¸o˜es.
Aumentando o valor da frequeˆncia de excitac¸a˜o com uma quantidade
alta de func¸o˜es sa˜o obtidas soluc¸o˜es aproximadas um pouco diferentes da anal´ıtica
como podemos ver na Figura 6.6, principalmente a partir de t = 7s, onde na˜o
podemos ter uma boa aproximac¸a˜o. Diminuindo o tempo t = 2s, podemos fazer
uma ana´lise no in´ıcio do tempo e perceber pela Figura 6.7 que o conjunto de func¸o˜es
trigonome´tricas fica mais pro´ximo da soluc¸a˜o exata, mesmo com um alto valor de
frequeˆncia de excitac¸a˜o.
Aumentando ainda mais a frequeˆncia de excitac¸a˜o ω = 30 podemos
perceber pela Figura 6.8 uma perda para ambos os conjuntos de func¸o˜es, o que nos
faz concluir que na˜o temos boa soluc¸a˜o para altos valores de ω. Neste caso ambos os
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conjuntos de func¸o˜es se distanciam da soluc¸a˜o exata devido a dificuldade nume´rica
em se resolver o problema.
De modo geral temos que, como esperado, o problema de refereˆncia
(4.1) se torna mais dif´ıcil de ser resolvido numericamente quando a frequeˆncia de
excitac¸a˜o e´ aumentada. Por este motivo, a soluc¸a˜o de refereˆncia apresentada e´
importante para a comparac¸a˜o de me´todos nume´ricos que possuam alto grau de
precisa˜o. Essa conclusa˜o e´ ana´loga ao problema de refereˆncia (2.1).
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Figura 6.3: Comparac¸a˜o no tempo para w = 20
Figura 6.4: Comparac¸a˜o das func¸o˜es ϕ(x) para w = 5, p = 3
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Figura 6.5: Comparac¸a˜o das func¸o˜es ϕ(x) para w = 5, p = 10
Figura 6.6: Comparac¸a˜o das func¸o˜es ϕ(x) para w = 20, p = 10
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Figura 6.7: Comparac¸a˜o das func¸o˜es ϕ(x) para w = 20, p = 10, t = 2s
Figura 6.8: Comparac¸a˜o das func¸o˜es ϕ(x) para w = 30, p = 10
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7 CONCLUSO˜ES
O principal enfoque desse trabalho foi mostrar a soluc¸a˜o anal´ıtica do
problema (4.1) de forma detalhada, diferente do trabalho [20]. A soluc¸a˜o do pro-
blema (2.1) e´ encontrada no trabalho [13], apresentado no XIX ENMC em 2016. Na
sec¸a˜o 6.1 foi validada a soluc¸a˜o anal´ıtica do problema (4.1) levando em considerac¸a˜o
os me´todos aproximados tambe´m estudados nesse trabalho.
E´ importante observar que para o problema (4.1), foi realizado a com-
parac¸a˜o usando-se o Me´todo de Galerkin devido a condic¸a˜o de Contorno de Neumann
(4.5). Para o problema (2.1) e´ usado o Me´todo das Diferenc¸as Finitas [13], devido
a condic¸a˜o de contorno de Dirichlet (2.5).
Ale´m desse estudo, foram realizados mais dois estudos, sendo estes;
com relac¸a˜o aos me´todos de integrac¸a˜o no tempo, vistos aqui treˆs deles: Me´todo
da diferenc¸a central, Me´todo de Houbolt e Me´todo de Newmark; e com relac¸a˜o
aos conjuntos de func¸o˜es usadas no Me´todo de Galerkin, sendo estes: conjunto de
func¸o˜es polinomiais e trigonome´tricas.
Para o problema estudado (4.1) com relac¸a˜o aos me´todos de integrac¸a˜o
no tempo o Me´todo de Newmark apresentou soluc¸a˜o mais pro´xima da anal´ıtica
mesmo com frequeˆncia de excitac¸a˜o tendo valor mais alto, o Me´todo da Diferenc¸a
Central tambe´m conseguiu apresentar um bom resultado, tendo em vista que em
alguns intervalos de tempo espec´ıfico apresentou resultado ate´ melhor que o Me´todo
de Newmark para um valor alto de frequeˆncia de excitac¸a˜o.
No caso dos conjuntos de func¸o˜es para o Me´todo de Galerkin e´ per-
cept´ıvel que as func¸o˜es trigonome´tricas apresentaram melhor resultado com uma
quantidade bem menor de func¸o˜es, os dois conjuntos so´ apresentaram resultados
bem pro´ximos quando foi aumentado a quantidade de func¸o˜es usada nos conjun-
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tos, o que pode ter um custo computacional maior. E´ poss´ıvel ver um estudo mais
detalhado sobre esses conjuntos de func¸o˜es nos trabalhos [18, 19].
Tendo em vista todo o estudo realizado, temos que os resultados no qual
chegamos, feito a comparac¸a˜o com os me´todos nume´ricos, nos levaram a concluir que
as soluc¸o˜es anal´ıticas de refereˆncia dos problemas propostos sa˜o de grande utilidade
como soluc¸o˜es suportes para realizar ana´lise e comparac¸a˜o de me´todos nume´ricos
unidimensionais com precisa˜o.
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8 APEˆNDICE
8.1 Implementac¸a˜o das Soluc¸o˜es Anal´ıticas
8.1.1 Soluc¸a˜o Anal´ıtica Neumann
1 %%
2 %L − tamanho do comprimento em X
3 %PHI − Frequencia de o s c i l a c a o
4 %c − v e l o c i d a d e de propagacao
5 %x − v e t o r de pontos do dominio
6 %t − v e t o r de tempos
7
8 function U=s o l e x a n e u (L , PHI , c , x , t )
9 n = 4000 ;
10 U = zeros ( s ize (x , 2 ) , s ize ( t , 2 ) ) ;
11
12 for i =1: length ( t )
13 tempo = t ( i ) ;
14 V1 x t = zeros (1 , s ize (x , 2 ) ) ;
15 V2 x t = zeros (1 , s ize (x , 2 ) ) ;
16 for j =1:n
17 Kn = ( pi /(2∗L) ) ∗(2∗ j − 1) ;
18 An = ( 1/((Knˆ2)∗L) ) ∗2∗((−1) ˆ( j−1) ) ;
19 Cn = (−PHI/( c∗Kn) )∗An;
20 argx = Kn∗x ;
21 argt = Kn∗c∗tempo ;
22 %Solucao do Problema A
23 V1 x t = V1 x t + Cn∗( sin ( argx ) .∗ sin ( argt ) ) ;
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24 %Solucao do Problema B
25 C1 = (−(PHIˆ3)∗An) /( ( (Kn∗c ) ˆ3)−( (PHIˆ2)∗Kn∗c ) ) ;
26 Bn t = C1∗ sin ( argt ) + ( An∗(PHIˆ2)∗ sin (PHI∗tempo ) )
/( ( (Kn∗c ) ˆ2)−PHIˆ2 ) ;
27 V2 x t = V2 x t + Bn t∗ sin ( argx ) ;
28 end
29 %Solucao do Problema O r i g i n a l
30 U( : , i ) = V1 x t + V2 x t + x . ∗ ( sin (PHI∗tempo ) ) ;
31 end
32 end
8.1.2 Soluc¸a˜o Anal´ıtica Dirichlet
1 function U=s o l e x a (L , PHI , c , x , t )
2 n = 4000 ;
3 U = zeros ( s ize (x , 2 ) , s ize ( t , 2 ) ) ;
4
5 for i =1: length ( t )
6 tempo = t ( i ) ;
7 V1 x t = zeros (1 , s ize (x , 2 ) ) ;
8 V2 x t = zeros (1 , s ize (x , 2 ) ) ;
9 for j =1:n
10 bn = ( (2∗L) /( j ∗pi ) ) ∗(−1) ˆ( j +1) ;
11 Cn = (−PHI/( c∗ j ∗pi ) )∗bn ;
12 argx = ( j ∗pi∗x ) /L ;
13 argt = ( c∗ j ∗pi∗tempo ) /L ;
14 %Solucao do Problema A
15 V1 x t = V1 x t + Cn∗( sin ( argx ) .∗ sin ( argt ) ) ;
16 %Solucao do Problema B
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17 aux = c∗ j ∗pi ;
18 K2 = (−(Lˆ2) ∗(PHIˆ3)∗bn) /( ( ( aux ) ˆ3)−( (Lˆ2) ∗(PHIˆ2)
∗aux ) ) ;
19 Bn t = K2∗ sin ( argt ) + ( L∗(PHIˆ2)∗bn∗ sin (PHI∗tempo )
) /( ( aux ˆ2)−(L∗PHI) ˆ2 ) ;
20 V2 x t = V2 x t + Bn t∗ sin ( argx ) ;
21 end
22 %Solucao do Problema O r i g i n a l
23 U( : , i ) = V1 x t + V2 x t + x . ∗ ( sin (PHI∗tempo ) /L) ;
24 end
25 end
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