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Resumen—El abrumador crecimiento de las Redes Sociales
(RSs) junto con su gran utilización, estimulan su constante
investigación y mejora. Sin embargo, el uso de las RSs no está
exento de problemas de seguridad y, en concreto, de privacidad.
De hecho, es aquí donde este trabajo contribuye. En base a las
recientes investigaciones y tendencias, se presentan un total de
diez problemas asociados con la privacidad en las RSs. Además,
cada problema es acompañado de directrices que pretenden ser
la base de futuras investigaciones y desarrollos. Finalmente, se
analiza de forma global la dificultad técnica de abordar estos
problemas, así como su alcance en las RS.
Palabras Clave—Redes sociales, privacidad, seguridad.
I. INTRODUCCIÓN
La gran expansión y desarrollo de las Redes Sociales (RSs)
es un hecho indiscutible. Por ejemplo, Facebook ha superado
los 800.000 millones de usuarios1. Sin embargo, tampoco es
cuestionable la cantidad de problemas de seguridad que estos
sistemas plantean. En cualquier medio de comunicación, día
tras día, aparecen casos que atentan contra la seguridad de los
usuarios de las RSs y, en concreto, contra su privacidad. Una
muestra de ello es el desarrollo de un programa que permite
rastrear a los usuarios por medio de, entre otras cosas, la
información publicada en las RSs2.
Es cierto que la privacidad pasa desapercibida para muchos
usuarios. Estudios como el realizado por J. Becker et al.,
indican que gran parte de los usuarios de Facebook nunca ha
hecho uso de los mecanismos de privacidad proporcionados
(1). Asimismo, Acquisti et al. estudiaron que incluso los
usuarios de Facebook que eran conscientes de los problemas
de privacidad que se producían, continuaban utilizándolo (2).
En cambio, un reciente estudio realizado por R. Dey et al.
muestra un incremento en la precupación por la privacidad
en las RSs. En dicho estudio, se indica que el diseño de
la página de privacidad es un factor clave en el desarrollo
de estos sistemas (3). De hecho, con independencia de las
investigaciones realizadas y las preferencias de los usuarios, la
Declaración Universal de los Derechos Humanos establece el
derecho a que nadie ha de ser objeto de injerencias arbitrarias
en su vida privada, familiar o correspondencia3. Además, el
1http://www.internetworldstats.com/facebook.htm, último acceso Abril
2013
2http://www.guardian.co.uk/world/2013/feb/10/software-tracks-social-
media-defence, último acceso Abril 2013
3http://www.un.org/es/documents/udhr/, último acceso Abril 2013
derecho a la intimidad y la privacidad personal se recoge en
la Constitución de muchos países (e.j. Constitución española
(4)) y se desarrolla en leyes de protección de datos de carácter
personal. Por tanto, la privacidad ha de preservarse.
Las RSs se pueden definir, a grandes rasgos, como un grafo
en el que los nodos son los usuarios y las aristas las relaciones,
las cuales pueden ser de muy diversos tipos, por ejemplo,
unidireccionales, bidireccionales, directas o indirectas, entre
otras (Figura 1). Además, cada usuario tiene asociado un
conjunto de datos que comparte con los usuarios con los que
ha establecido alguna relación, es decir, con sus contactos. Por
consiguiente, a grandes rasgos, las entidades involucradas en
las RSs, que tienen entidad propia fuera de las mismas, son
los datos y los usuarios.
Debido a la gestión de grandes cantidades de datos y
usuarios, aparecen retos a los que profesionales y científicos
han de enfrentarse, siendo éste el punto de partida de este
trabajo. Es posible indicar la existencia de propuestas que
contribuyen en la identificación de riesgos y posibles contra-
medidas (5). En cambio, la contribución principal presentada
en este artículo consiste en la identificación y descripción
de los problemas de privacidad que, prestando atención a las
recientes investigaciones y tendencias, subyacen tras las RSs.
Además, la descripción de cada problema es acompañada de
un conjunto de directrices que pretenden ser la base de futuras
investigaciones y desarrollos. En último lugar, se presenta
una breve discusión sobre los problemas más controvertidos
y un análisis que permite determinar aquellos a los que es
necesario prestar mayor atención en función de las entidades
afectadas: usuarios y datos. En conclusión, el presente artículo
realiza un estudio sobre la privacidad en las RSs desde
una perspectiva general, aportando una visión hasta ahora
inexistente. Asimismo, pretende ser un complemento de gran
ayuda para, posteriormente, profundizar en el estudio de los
distintos problemas identificados.
La estructura del documento es la siguiente. En la Sección
II se presentan trabajos relacionados con el presentado en este
documento. Posteriormente, en la Sección III se describen
los problemas de privacidad identificados en las RSs. En la
Section IV se realiza una breve discusión sobre los problemas
identificados. Finalmente, en la Sección V se presentan las
conclusiones.
Figura 1. Definición de una RS
II. ANTECEDENTES
Considerando el abrumador crecimiento de las RSs, nu-
merosas propuestas estudian la seguridad de estos sistemas.
Por un lado, la investigación de riesgos y medidas de preven-
ción es un tema de notable interés. R. Ajami et al. (5) realizan
un análisis de los riesgos presentes en las RSs, entre los que
destacan: los riesgos de privacidad, tales como la falta de
herramientas que permitan controlar de una manera práctica
y sencilla la privacidad; los riesgos de seguridad, como los
producidos por la ingeniería social; y los riesgos de anoni-
mato, como los provocados por las revelaciones de datos sin
consentimiento previo. Además, se indican algunos controles
para mitigar los riesgos identificados. Asimismo, A. Ho et al.
identifican riesgos de las RSs, pero desde el punto de vista de
la seguridad, los perfiles y la reputación y la credibilidad (6).
Siguiendo una línea similar, en (7) se presenta un estudio sobre
las amenazas existentes en las RSs, como son los virus o el
spam. Además, se incluyen un conjunto de recomendaciones
de seguridad para los proveedores de información, tanto a nivel
teórico, por ejemplo que se maximicen las posibilidades de
detectar abusos, como a nivel técnico, por ejemplo la necesidad
de que los usuarios tengan que consentir ser etiquetados en
determinados contenidos.
Desde otro punto de vista, C. Zhang et al. analizan pro-
blemas de privacidad y seguridad en el diseño de RSs (8).
Por un lado, se identifican las características que una RS
ha de proporcionar, como por ejemplo la posibilidad de que
un usuario pueda darse de baja o de alta. Por otro lado, se
estudian los retos a los que se enfrentan las RSs en relación
con los principios de seguridad, incluyendo confidencialidad,
integridad y disponibilidad.
Por último, pero no menos importante, autores como H.
Gao et al. describen un conjunto de mecanismos de defensa
contra las posibles infracciones que pueden ocurrir en las
RSs (9). En concreto, se identifican infracciones producidas
por proveedores de servicio, por aplicaciones de terceros
y por los propios usuarios. Igualmente, enfocándose en el
establecimiento de contramedidas, pero en el área del control
de acceso, se desarrolla (10). En esta propuesta se enumeran
requisitos necesarios para mejorar el control de acceso en las
RSs. Entre los controles propuestos cabe destacar la necesidad
de indicar explícitamente la información que cada usuario está
desvelando.
Por todo lo comentado, los trabajos identificados se enfocan
en aspectos concretos de la privacidad, como son los riesgos
antes posibles ataques o los problemas de control de acceso.
Sin embargo, este artículo proporciona el lector una visión a
alto nivel de los problemas de privacidad en las RSs, de modo
que sirve como complemento de otros estudios realizados que
se especializan en un problema concreto.
III. PROBLEMAS DE PRIVACIDAD EN RSS
Paralelamente a la creación y difusión de las RSs, así como
a su persistente mejora y preocupación por la privacidad, gran
cantidad de desarrollos e investigaciones se están llevando a
cabo. Prestando atención a tales propuestas en las siguientes
secciones se describen un total de diez problemas relacionados
con la privacidad, así como directrices que pretenden ser la
base de futuras contribuciones.
III-A. Sybil nodes
El término sybil nodes4 hace referencia a la creación de
nodos falsos, es decir, nodos deshonestos. En una red social
se pueden clasificar dos tipos de nodos: honestos, que se
corresponden con usuarios reales que se registran en la red
con el fin de hacer uso de la misma de forma apropiada; y
deshonestos, que se corresponden con usuarios con perfiles
falsos que se registran para fines distintos a los proporcionados
por las RSs, no previstos y por tanto ilegítimos. Este hecho
es ampliamente conocido en el contexto de las RSs, e.g.
falsificación de perfiles de cantantes o futbolistas, y plantea
serios problemas de privacidad. En concreto, los perfiles falsos
pueden utilizarse para conseguir información de un modo
sencillo y sin necesidad de realizar actividades ilícitas.
Debido al peligro de los sybil nodes, distintas propuestas
buscan su identificación dentro de una RS. De forma general,
la idea subyacente se basa en asumir que el grafo de relaciones
creado por los nodos honestos tendrá más relaciones que
las producidas por los nodos deshonestos (11). De hecho,
se trabaja bajo la premisa de que los nodos deshonestos
no son capaces de establecer un gran número de vínculos.
Una de las últimas propuestas consiste en la búsqueda de
caminos aleatorios desde un determinado nodo, de modo
que los caminos desde un nodo deshonesto deberán ser de
menor longitud que los creados desde nodos honestos (12).
Sin embargo, gran parte de las soluciones presentadas son
vulnerables a sybil attacks (13) y, por ello, se requieren nuevas
investigaciones.
Considerando futuras tendencias, y como indica (14), una
nueva posibilidad en la búsqueda de sybil nodes es el
seguimiento de la actividad de los usuarios y no el análisis de
la estructura de la RS. La identificación de nodos deshonestos
parte de la idea de que, con mayor frecuencia, los usuarios
escriben mensajes, visualizan fotos o realizan cualquier tipo
de actividad con un conjunto determinado de contactos, los
cuales se clasifican como nodos honestos.
4El término sybil (sibila en español) fue establecido tras la creación del libro
"Sybil" escrito por F. R. Schreiber en 1973, en el que se narra la historia de
una mujer con trastorno de identidad disociativo.
III-B. Co-propiedad
Las RSs hacen uso de multitud de datos y, en ocasiones,
pueden involucrar a más de una persona. Por ejemplo, una
foto puede ser subida por un determinado usuario pero si hay
más usuarios en ella, los cuales son etiquetados, pasan a ser
co-propietarios de la misma (15). El término co-propiedad se
asocia con cualquier dato, ya sea foto, mensaje, video, etc.,
en el que se involucre a otros usuarios además del propietario
original del mismo.
Varias propuestas han sido desarrolladas en relación con la
co-propiedad, siendo A. Squicciarini una de las autoras más
destacadas. Una de sus primeras propuestas se basa la creación
de subastas en las que los usuarios deciden colectivamente
subir o no un determinado objeto (15). Desde una perspectiva
similar, en (16), se presenta la gestión de la co-propiedad me-
diante una función que intenta maximizar la utilidad social. Sin
embargo, la mayoría de las propuestas se basan en esquemas
de voto para establecer las preferencias de control de acceso
(equivalentes a políticas). Todos los usuarios, propietarios
y co-propietarios, votan unas determinadas preferencias y,
tras realizarse unos cálculos, se establecen las preferencias a
aplicar (17; 18; 19; 20). Todas estas propuestas presentan un
punto común de fallo, las preferencias se realizan en base a
un consenso entre todos los usuarios pero es posible que la
privacidad de algunos de ellos se viole. En otras palabras, es
posible que prevalezcan unas preferencias sobre otras y, por
ello, algunas preferencias no sean consideradas. De hecho, la
propuesta presentada por K. Thomas et al., aunque sencilla,
es la única que consigue preservar la privacidad de todos los
usuarios (21). En concreto, se basa en calcular la intersección
de las preferencias de todos los usuarios. No obstante, existe
una alta probabilidad de que no todos los usuarios establezcan
unas preferencias comunes y, por tanto no se llegue a un
consenso. De hecho, dadas las limitaciones de la propuesta,
lo interesante es buscar un balance entre la utilidad y la
privacidad.
Por todo lo comentado, el análisis de la co-propiedad ha de
ser investigado en mayor profundidad, buscando soluciones
que preserven la privacidad de todos los usuarios. Sin embar-
go, a diferencia de la propuesta de K. Thomas et al. donde es
posible que no se encuentren preferencias que interseccionen,
se podrían utilizar técnicas para el procesado y ocultación
de elementos. Por ejemplo, el procesado de imágenes puede
ser un campo de gran interés (22), de forma que un mismo
elemento se muestre de manera distinta a cada usuario en
función de las preferencias establecidas.
III-C. Trazabilidad e inferencia de datos
El crecimiento de la hiper-conectividad, la necesidad de
que todo el mundo esté conectado y en persistente contacto,
es otro de los problemas que plantean serios riesgos para la
seguridad. Propuestas como (23) muestran la posibilidad de
obtener datos personales a través de la información presente en
las RSs. Asimismo y siendo un fenómeno de gran relevancia,
Raytheon Company1 ha desarrollado recientemente un sistema
para, haciendo uso de la información expuesta en las RSs,
poder rastrear a los usuarios y predecir desplazamientos y
comportamientos.
Por otro lado, ofreciendo un visión positiva sobre la traza-
bilidad y la inferencia de datos, E. Lalas propone la identifi-
cación de las acciones de los usuarios para poder realizar recla-
maciones ante determinadas situaciones (24). En concreto, se
pretende conocer qué usuarios, con los que se ha establecido
una relación de confianza, dejan de actuar adecuadamente y,
en consecuencia, dejan de ser confiables.
Una vez presentadas las dos facetas (negativa y positiva) que
presentan la trazabilidad y la inferencia de datos y, a la vista
de los grandes desarrollos realizados, es complejo identificar
futuras líneas de trabajo. No obstante, de forma similar a (24),
es conveniente subrayar la necesidad de crear técnicas que
identifiquen comportamientos inadecuados o ilegales a la luz
de alguna ley de protección de datos, e.g. copiar una foto de un
perfil para subirla en otro, así como su posterior notificación
a los usuarios afectados.
III-D. Privacidad en la localización
RSs como Facebook Places o FourSquare, basadas en lo-
calizar a usuarios, plantean serios problemas en relación con
la privacidad. Por un lado, aplicaciones como las conocidas
"CheckIn" hacen uso de la localización para proporcionar
ventajas como pueden ser descuentos al tomar un café. En
cambio, el hecho de estar constantemente localizado implica
una pérdida de privacidad por parte de los usuarios. Por
ejemplo, la localización podría utilizarse para fines ilícitos
como es la identificación de un usuario fuera de su hogar
y la posibilidad de perpetrar un robo. Es cierto que algunos
países imponen a sus operadores de telecomunicaciones la
adopción de estrictas medidas de seguridad en la custodia y el
tratamiento de estos datos, pero aún queda mucho por hacer.
Por este motivo, numerosas propuestas se enfocan en la
protección de la privacidad en la localización. Las técnicas
son muy diversas: position dummies, mandar gran cantidad de
mensajes de forma que sólo algunos de ellos sean verdaderos;
mix-zones, establecer zonas en las que las identidades de
los usuarios se mezclan y no es posible diferenciarlos; K-
anonymity, establecer K usuarios indistinguibles; ofuscación,
ofrecer información imprecisa, es decir, con menor granu-
laridad; o propuestas criptográficas, utilizar cifrado en las
comunicaciones de la localización. Recientemente se han
realizado nuevas propuestas, como (12) en la que se realiza una
combinación entre el anonimato en la localización y el envío
de mensajes entre los cuales hay un porcentaje de mensajes
falsos, o (25), en la que se propone un esquema dinámico de K-
anonymity. Sin embargo, todas las contribuciones toman como
punto de partida, de un modo u otro, las técnicas anteriormente
descritas.
Como última observación, en base a los nuevos desarrollos,
una de las futuras tendencias asociadas con la privacidad en
la localización puede relacionarse con la esteganografía. Esta
técnica criptográfica se basa en la ocultación de la información
de modo que pase inadvertida, lo cual es el objetivo buscado
en la privacidad de la localización, enviar la localización de los
usuarios sin que ésta pueda ser identificada. Por este motivo,
la esteganografía es una futura línea de investigación en la
que, actualmente, pocos autores han contribuido (26; 27).
III-E. Interoperabilidad
En la literatura este problema recibe el nombre de Wall
Garden Problem (28), es decir, las RSs se visualizan como
jardines cerrados de los que es difícil salir y pasar de unos a
otros. En la actualidad hay multitud de RSs y, todas ellas,
proporcionan un sinfín de servicios. Por este motivo, los
usuarios tienen que registrarse en distintas RSs y gestionar
gran cantidad de datos, en muchos casos los mismos datos
en varias RSs. Atendiendo a los recientes avances, cada vez
más se intentan realizar desarrollos que permitan compartir
información entre distintas RSs. Por ejemplo, en Facebook es
posible visualizar los tweets escritos en Twitter. No obstante,
existen otros muchos datos, como pueden ser los contactos, el
perfil personal, las políticas de control de acceso, etc., que no
son interoperables y, lo que es más, pocos han sido los autores
que han estudiado este hecho (29; 30). En otras palabras, queda
mucho por hacer para conseguir interoperabilidad y mas aún
cuando a esta necesidad se le suma el requisito de privacidad.
En base a las propuestas actuales, algunas de ellas pueden
ser utilizadas para conseguir interoperabilidad. Como punto de
partida se pueden mencionar distintos estándares, como son
FOAF5 o XFN6, así como ontologías de datos especialmente
desarrolladas para este fin (31). Asimismo, una forma de
conseguir interoperabilidad es haciendo uso de un esquema
similar al modelo de autorización push model7, de modo que
los datos y la gestión del acceso se descentralice. En este
modelo los datos se solicitan en una determinada entidad
que, tras verificar la satisfacción de las políticas de control
de acceso apropiadas, entrega un elemento (ej. certificado
o token) que prueba que el usuario que realiza la solicitud
tiene o no acceso a los datos solicitados. Posteriormente,
el usuario va a otra entidad, entrega el elemento obtenido
y si la verificación es correcta, se le proporciona el dato
solicitado. En relación con este esquema se identifican distintas
contribuciones (32; 33). Sin embargo, (29) es el único trabajo
cuya contribución principal es el desarrollo de un protocolo
para conseguir la interoperabilidad de datos personales, de
recursos como son fotos, mensajes, etc., y de políticas de
control de acceso.
Partiendo de la necesidad de crear RSs interoperables, una
futura línea de desarrollo que, tal y como se ha comentado,
es la base de las propuestas actuales, es la descentralización.
Conseguir que todo tipo de datos estén descentralizados, de
forma que únicamente haya que especificar el lugar en el que
se almacenan, es una de las claves que pueden facilitar la
creación de propuestas enfocadas a la interoperabilidad.
5http://www.foaf-project.org/, último acceso Abril 2013
6http://gmpg.org/xfn/, último acceso Abril 2013
7http://tools.ietf.org/html/rfc2904page-7, último acceso Abril 2013
III-F. Control de los datos almacenados
Las RSs almacenan todos los datos que son subidos a
cada una de ellas, de modo que los proveedores de servicio
tienen control sobre todo tipo de datos. Por un lado, dichos
proveedores proporcionan todos los servicios conforme a la
RS a la que se vinculan. No obstante, los datos también
pueden utilizarse para otros propósitos, como por ejemplo fines
comerciales. Este tipo de servidores en los que se almacenan
grandes cantidades de información y en los que, además de
ofrecer servicios, los datos se utilizan para otros propósitos, se
les conoce con el nombre de servidores honestos pero curiosos
(honest-but-curious servers) (34).
La forma habitual de enfrentarse a este problema es utilizar
técnicas criptográficas. El procedimiento general se basa en
el uso de pares de claves públicas-privadas y variados algo-
ritmos criptográficos para cifrar los datos con anterioridad a
ser almacenados en las RSs (35; 36; 37). También se han
propuesto esquemas híbridos en los que los datos se cifran
simétricamente y la criptografía asimétrica se aplica en la
adquisición y el descifrado de los datos (38). Además, la
utilización de criptografía no solo requiere la creación de
claves, sino también la distribución de las mismas entre los
usuarios adecuados. Sin embargo, en un entorno como son las
RSs, en el que hay gran cantidad de usuarios involucrados, la
gestión de las claves puede convertirse en un proceso complejo
e incluso, inmanejable.
Como conclusión, es importante incidir en la utilidad de
la criptografía para proteger la información que se almace-
na en los servidores. No obstante, es necesario desarrollar
esquemas de gestión de claves que reduzcan, en la medida
de lo posible, la cantidad de intercambios de claves que
se han de realizar. Además, por otro lado y siguiendo la
misma línea indicada en el problema de la localización, la
utilización de la esteganografía se subraya como futura línea
de desarrollo. Indicado por A Nourian et al. en (39), esta
novedosa técnica requiere mayor espacio de almacenamiento
pero, en la actualidad, este hecho dista de ser un problema
(40) y, por tanto, es una técnica sujeta a estudio.
III-G. Control de acceso simplificado
Como se ha mencionado en numerosas ocasiones, las RSs
hacen uso de una gran cantidad de datos cuya gestión puede
convertirse en un proceso complejo y, a su vez, incómodo. Por
este motivo se plantea necesario el desarrollo de sistemas que
permitan aliviar dicho trabajo.
La gestión del control de acceso se basa, principalmente,
en el establecimiento de políticas de control de acceso en
relación con los datos disponibles en la RS y los usuarios a los
que se les desea otorgar acceso. Distintas propuestas se han
desarrollado para simplificar esta tarea. Social Circles propone
un procedimiento, basado en el agrupamiento de usuarios
vinculados con un usuario dado, para simplificar la gestión
de las listas de amistad (41). Otros trabajos proponen obtener
automáticamente las políticas de los usuarios basándose, por
ejemplo, en los atributos de los contenidos que se suben a las
RSs (42).
La gestión del control de acceso se puede simplificar de
múltiples formas, pero la automatización es la técnica más
habitual, pudiendo realizarse distintas consideraciones al res-
pecto. Por un lado, es posible automatizar el establecimiento
de las políticas de control de acceso o la creación de grupos
pero, por el hecho de ser un procedimiento automático, es
susceptible de errores. Por otro lado, la automatización reduce
la granularidad con la que un usuario puede gestionar sus
datos, es decir, existe una alta probabilidad de que preferencias
muy concretas no se lleguen a establecer. Por estos motivos,
la participación del usuario en la gestión del acceso es fun-
damental. En relación a esta cuestión y prestando atención a
modelos de control de acceso existentes (43; 44), en lugar de
asociar una política a cada dato, los usuarios podrían crear
un conjunto ("pool") de políticas. Posteriormente, en vez de
evaluar una política concreta asociada a un dato, se evalúan
todas las políticas creadas y se otorga o no acceso en función
del resultado de la evaluación.
III-H. Anonimato de usuarios
Las RSs permiten la comunicación de todo tipo de usuarios
pero, para ello, es necesario registrarse. Sin embargo, en
determinadas ocasiones los usuarios pueden desear no iden-
tificarse, es decir, permanecer en el anonimato. Por ejemplo,
suponiendo un grupo de usuarios que crea un perfil para
ayudar a minusválidos, facilitándoles ayuda económicas y
posibilidades de inserción laboral, es posible que los usuarios
que deseen acceder a este perfil no quieran ser identificados.
A pesar de la problemática de la situación, pocas son las
propuestas relacionadas a este respecto. Por un lado, hay
propuestas basadas en el anonimato de los datos, como las
mencionadas en la Sección III-D, basadas en seudónimos o en
la ofuscación de la información. Otros trabajos, al contrario, se
basan en proporcionar anonimato en las comunicaciones como
son Pisces (45) o Gossple (46). El primero de ellos se enfoca
en la gestión de relaciones de confianza entre los usuarios.
En cambio, en Gossple se asocia a cada usuario un conjunto
anónimo de usuarios con los mismos intereses con los que
poder interactuar.
Observando la gran cantidad de atributos de los usuarios de
una RS, por ejemplo, edad, estudios o cualquier otra informa-
ción del perfil, se plantea una nueva línea de investigación, el
uso de credenciales anónimas (47). Es innegable que el uso de
esta técnica implica grandes capacidades cómputo (47), pero
las constantes mejoras en los algoritmos revelan la posibilidad
de utilizarlos (48).
III-I. Derecho al olvido
Una cuestión que muy recientemente ha suscitado interés es
la siguiente ¿Qué ocurre con los datos que, por algún motivo,
dejan de ser utilizados? En relación con las RSs se pueden
diferenciar dos situaciones, la baja voluntaria y el fallecimiento
de un usuario. En ambos casos la problemática subyacente es
similar, es decir, hay que determinar qué datos han de ser
eliminados y cómo se ha de realizar la eliminación.
Para hacer frente a estos problemas, muy recientemente,
en Enero de 2012, la Unión Europea propuso el "Derecho a
ser olvidado" ("The right to be forgotten") (40). En líneas
generales, este derecho establece que los proveedores de
servicio han de eliminar los datos que los usuarios soliciten,
así como incluir la opción de no poder ser buscado. A pesar
de los esfuerzos realizados, hay muchas cuestiones abiertas.
Tal y como indica P. Fleischer (49) ¿Cómo gestionar el hecho
de escribir un comentario/ imagen en el espacio de un usuario
y que dicho comentario/ imagen sea copiado o re-distribuido?
¿Cómo gestionar el hecho de que un usuario escriba algo sobre
otro? Además, con anterioridad a la eliminación de contenido
es imprescindible contrastar este derecho con otros como el
Derecho a la Libertad de Expresión o al Derecho de Acceso
a la Información Pública, o incluso con las responsabilidades
legales que se pueden derivar de un cierto contenido. Nótese
la relación entre los distintos problemas puesto que preguntas
como las indicadas se relacionan con el problema de la
trazabilidad de usuarios y la inferencia de datos.
Dada la dificultad de gestionar los problemas que surgen
a partir de las cuestiones planteadas, el "sentido común"
es uno de los factores esenciales a considerar. En concreto,
es imprescindible no sólo establecer leyes y derechos que
contemplen estos problemas, sino también procedimientos
detallados que especifiquen el modo de solventarlos. Asimis-
mo, entornos colaborativos como son las RSs y la creciente
necesidad de interoperabilidad (Sección III-E) provocan que
los datos estén distribuidos, aumentando las dificultades para
conseguir su completa eliminación. Por todos estos motivos,
se ha de subrayar la necesidad de incluir procesos técnicos
que permitan resolver el problema aquí planteado.
III-J. Manipulación indebida tras el acceso
Una cuestión que puede pasar desapercibida es el considerar
qué ocurre una vez que los datos son entregados. Una vez
que las políticas de control de acceso se verifican, en el caso
de que la verificación sea satisfactoria y el dato solicitado es
entregado ¿Qué ocurre después? ¿Se realizarán acciones, ej.
descargas del dato, que violan la privacidad de los usuarios?
Éste es un tema de gran controversia en el que es indispen-
sable indicar que las actividades realizadas fuera de las RSs,
por ejemplo grabaciones o fotografías, están fuera del alcance.
A este respecto, pero desde un punto de vista teórico, se
plantean modelos de control de acceso, denominado modelos
de control de uso (usage control models) (44). En concreto,
este tipo de modelos controlan el acceso no sólo en la entrega
de los datos, sino también a lo largo de todo su uso. Asociado
con este problema, Gates plantea la necesidad de satisfacer el
requisito sticky policies, el cual se basa en conseguir que las
políticas de control de acceso estén vinculadas a los datos en
todo momento y se mantenga el control sobre los mismos aun
cuando son entregados (50).
Por otro lado, a nivel práctico y a pesar de las dificultades
que este problema plantea, se distinguen dos grandes tipos
de propuestas. La Criptografía Basada en Atributos (Attribute
Based Encryption, ABE) es una de las posibles soluciones.
Este tipo de criptografia utiliza atributos en la construcción de
claves o en la creación de las políticas de acceso, ayudando
a controlar el acceso a los datos cada vez que son solicitados
(37). Por otro lado, se hace uso de mecanismos que se
despliegan en el lado del cliente para garantizar la verificación
de las políticas en el momento de entrega de los datos. En
concreto, A. C Squicciarini et al. proponen un mecanismo para
limitar los usuarios que pueden acceder, subir o descargar un
dato, siendo indispensable el establecimiento de un dispositivo
de verificación de políticas (enforcer) en el lado del cliente
(30). De forma similar, Kumari et al. presentan una aplicación,
denominada SCUTA, que ha de instalarse en los navegadores.
Las políticas están asociadas a los datos y, una vez que los
datos alcanzan el navegador, las políticas se verifican (51).
En vista de las tendencias actuales, el principal problema
radica en la necesidad de instalar o colocar algún tipo de
mecanismo en el lado del cliente. Por ello, la criptografía
basada en atributos parece ser una alternativa que ha de ser
analizada en mayor profundidad puesto que, como en (52), es
necesario el desarrollo de algoritmos que permitan establecer
políticas más expresivas.
IV. DISCUSIÓN
A la luz de los problemas identificados, dos cuestiones
pueden destacarse. Por un lado, es conveniente determinar
los problemas que, aún encontrándose algunas propuestas,
no son el centro de las investigaciones actuales y presentan
gran controversia. Por otro lado, atendiendo a las entidades
participantes de las RSs, las cuales se pueden generalizar
a datos y usuarios, es interesante estudiar cuáles de dichas
entidades se ven afectadas por los problemas identificados,
concluyéndose la necesidad de aumentar la protección de los
datos y/ o de los usuarios.
IV-A. Problemas controvertidos
En particular, de todos los problemas estudiados, son el
Derecho al olvido y la Manipulación indebida tras el acceso
los problemas más controvertidos.
El Derecho al olvido suscita la necesidad de olvidar, replicar
la mente humana. Sin embargo, este hecho resulta altamente
contradictorio puesto que el mundo digital lleva intrínseca
la característica de persistencia (53). De hecho, tal y como
se comenta en la descripción de este problema, la cantidad
de datos y la distribución de los mismos provocan que este
"derecho" sea muy complejo de satisfacer, aún existiendo
iniciativas legales en desarrollo, como el Reglamento Europeo,
que van a obligar la adopción de medidas para tutelarlo (54).
Asimismo, la Manipulación indebida tras el acceso es
otro de los problemas a los que es difícil enfrentarse. Es
cierto que se pueden buscar soluciones que permitan paliar
el problema, como la persistente verificación de políticas. No
obstante, además de requerir que el usuario instale o sitúe
un determinado mecanismo en su ordenador, siempre hay un
periodo de tiempo que, por pequeño que sea (e.g. verificar la
política), el dato puede estar fuera de control.
Como conclusión, es necesario señalar la complejidad y, a
su vez, necesidad de proponer soluciones prácticas a estos dos
problemas. Asimismo, hasta que se realicen avances y mejoras
a este respecto, conviene subrayar la " obligación" de hacer
un uso responsable de las RSs.
IV-B. Análisis de la privacidad
Aunque la privacidad repercute en los usuarios, es posible
identificar qué entidades, de las involucradas en las RSs
(usuarios y datos), son las directamente afectadas por cada
problema. El análisis se presenta en la Tabla I.
A la vista de los resultados, el 50 % de los problemas
afecta a los datos y otro 50 % a los usuarios. Por un lado,
Sybil nodes, Trazabilidad e inferencia de datos, Privacidad
en la localización, Control de acceso simplificado y Anoni-
mato de usuarios son problemas que afectan directamente a
los usuarios. Por otro lado, los problemas de Co-propiedad,
Interoperabilidad, Control de los datos almacenados, Derecho
al olvido y Manipulación indebida tras el acceso, afectan a
los datos.
Por tanto, es posible subrayar que preservar la privacidad
de los usuarios requiere ofrecer una protección global, en
todas las dimensiones, es decir, prestando atención, en la
misma medida, a los problemas que afectan directamente a
los usuarios y a los que afectan directamente a los datos.
Cuadro I






Trazabilidad e inferencia de datos
√




Control de los datos almacenados
√






Manipulación indebida tras el acceso
√
V. CONCLUSIONES
En base a los recientes desarrollos y las numerosas inves-
tigaciones, se han identificado un total de diez problemas
asociados con la privacidad de los usuarios en las RSs.
Además, para cada uno de ellos se han propuesto futuras
líneas de desarrollo. Por otro lado, se ha presentado una breve
discusión de los problemas de mayor controversia y se ha
analizado que para garantizar la privacidad de los usuarios
se ha de prestar atención, al mismo nivel, a los problemas
que afectan directamente a los datos y a los que afacten
directamente a los usuarios.
Tras el estudio presentado, cabe destacar la necesidad de
profundizar en las problemáticas y las posibles soluciones
a cada uno de los problemas identificados. En especial, es
importante trabajar en el estudio de los problemas de Derecho
al olvido y Manipulación indebida tras el acceso puesto que,
además de ser los más controvertidos, pocos has sido los
autores que han realizado propuestas al respecto.
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