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Abstract 
 
Generating electrical current from mechanically forced variation of the contact area of electrode/ 
electrolyte interface underpins one of the scenarios of harvesting electrical current from walking. We 
develop here theory of an electrical shoe with a porous sole with account of both convection of the liquid 
electrolyte under pressure and ion migration with transmission-line-type charging of electrical double 
layer at the pore walls. We show here that ion transport limitations can dramatically reduce the 
generated current and power density. The developed theory describes the time dependence of the 
generated current and reveals its dependence on the main operation parameters – the amplitude of 
oscillating pressure and frequency, in relation to the system parameters.   
  
There is currently great interest in electrical current generation from mechanical motion of human individuals 
based on the principle of reverse electroactuation. Where direct electroactuation converts changing electric 
potential into mechanical motion [
1,2
], reverse electroactuation does the opposite, usually in the form of 
generating transient currents, with repeated oscillating motions producing AC current [
3
]. The task here is to 
produce the maximum power density from the gadget at minimal degradation, i.e. maximal longevity of the 
device, and at low cost.  
     There may be different principles of reverse electroactuation that we will not be reviewing here. The one 
that we will focus on is based on mechanical changes of the electrical capacitance of the system. When the 
electrical capacitance is kept under constant voltage while connected to a battery, a change in this capacitance 
will cause a transient current in the network, charging or discharging the capacitor. A principle such as this 
can also be used in tactile sensing [
4
]. The amount of current flowing in the system will be proportional to the 
change in capacitance, which in turn scales with its maximal value. Thus, manipulating the capacitance of a 
dielectric capacitor will produce much smaller currents than those using the electrochemical double layer 
capacitors. Dielectric capacitance is inversely proportional to the thickness between the plates, the smallest 
value of which is usually not less than 100 nm, whereas electrochemical double layer capacitance is inversely 
proportional to the Gouy length, which, depending on the concentration of electrolyte and voltage, lies 
typically in the range of 1-10 nm.  
     The principle of capacitive reverse electroactuation using electrolytes has been patented by Krupenkin [
5
] 
and developed in the pioneering work of his group [
6,7
].   His devices are based on the compression of non-
wetting electrolytic droplet(s) confined between two electrodes: when compressed, the two electrodes move 
closer together and the droplet spreads wider, increasing its contact area with the electrodes, thereby 
increasing the capacitance.  When the compression is removed, the droplets shrink back and the contact area 
decreases reducing the capacitance. Since changing the capacitance at a constant voltage causes transient 
current, the alternation of compression and decompression will generate the alternating current patterns, and 
this is what Krupenkin’s group demonstrated experimentally. 
     In a previous work [
8
], we developed a slightly different scenario of realisation of the same idea. Instead of 
considering a flat capacitor system, we considered a porous electrode, ordinarily non-wetted with the 
electrolytic solution either due to its natural solvo/iono-phobicity, or due to the Cassie-Baxter condition [
9
] of 
restraining of liquid penetration into a porous medium. Under sufficient external pressure (e.g. the one 
emerging under a stepping foot), the liquid will penetrate the pores and the contact area between the 
electrolytic solution and the electrode will increase, thereby increasing the double layer capacitance. If the 
electrode is under a constant positive bias, the electrical double layer will be rich in anions; the spreading of 
such a layer over the interior will produce a flow of electrons away from the electrode to establish new charge 
equilibrium. As the electrolytic liquid recedes from the pore, the capacitance will diminish and cause a reverse 
flow of electrons.    
     Under a set of simplifying assumptions, a fully analytical theory was developed to describe the operation 
of such a system. Among the assumptions made, the most important ones were as follows: 
 1. The flow of the liquid under the varying pressure obeys the Washburn equation. 
2. There is no capillary hysteresis. 
3. When the liquid flows into the pore, the double layer momentarily forms at the contact surface 
(adiabatic approximation).  
     A full, detailed description of the rheology of the flow into narrow capillaries is a serious task, which must 
be further explored. However, for pores of 1 µm size, the Washburn equation can be a good semi-
phenomenological approximation [
10,11,12,13
]. If the pore walls are ideally smooth, hysteresis may not be 
essential. The role of ion transport limitations is the first thing to understand when going beyond the simple 
theory of Ref.[
8
]. Indeed, will the double layer charging take place momentarily with the liquid flow? If not, 
what will be the effect on the generated current and the average power?  
     The present work is intended to answer these questions. Again, we will develop a fully analytical theory, 
which will recover the result of the previous work as particular limiting case for very fast migration of ions.  
The resulting formulae for the time-dependent current and the average power will allow us to understand what 
is needed to minimize the ion migration limitations, and the characteristic time related to them.  
The model and basic equations 
For this model, we will investigate charging of a pore using the transmission line theory in order to account 
for the redistribution of ions in an electrolyte not being instantaneous when following the moving liquid. We 
will develop the simplest version of the theory, taking into consideration that the penetration depth of the 
liquid into the pore, L(t), changes with time.  For this quantity we will use the form derived in the previous 
work [
8
], obtained for a periodical change of external pressure and the use of Washburn equation, which 
describes how the liquid moves inside the pore under a variable pressure (for details see Ref.[
8
]).  
𝐿(𝑡) = √
2𝐴𝑃0
𝜔
√(1 − sin⁡(𝜔𝑡),   t / 2          (1) 
Here P0 is the amplitude of the oscillating external pressure (e.g. emerging from walking), ω is the frequency 
of walking, and t is the time over which the charging takes place. The parameter A m
2
Pa
-1
s
-1
is defined as 
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where r is the radius of the pore, k is a dimensional slip coefficient (which is zero for complete wetting 
conditions, but reaches the value close to the pore radius  for  non-wetting conditions), η is the liquid viscosity 
[
14
]. 
     The expression for the evolution of charge in the pore due to the moving liquid, and migration of counter-
ions and co-ions ions in the flow of the liquid, is obtained by incorporation of Eq. (1) into the transmission 
line equation. The transmission line theory describes the propagation of electrical current in the pore. Ideally, 
it works when the pore size is much larger than the thickness of the equilibrium electrical double layers at the 
pore walls, so that one can speak about the ion transport in the ‘bulk’ of the pore charging the double layer 
capacitor at the walls. But, eventually, it will work even for narrow pores, but only as long as electrical double 
layers at its opposite sides do not overlap.   
     In the transmission line theory, the ionic current along the pore axis is not conserved as it gets converted 
into the capacitor’s charge along the surface: in this respect the electrode surface works as a ‘sink’ of 
capacitive current. The transmission line model has been explored and exploited from the beginning of the 
20
th
 century (for review see one of the latest papers utilizing it [
15
]). Similar types of equations have emerged 
and been studied, not only in electrical engineering and electrochemistry, but also in one-dimensional heat 
transfer [
16
].  In the capacitive charging of a capillary of fixed length L completely filled with an electrolyte, 
taking place after a voltage jump u , the equations of the transmission line theory give the following formula 
for the evolution of the net charge in the pore (for derivation see Appendix A).  
𝑄(𝑡) = u 𝐶0𝑙𝑝𝐿
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Here, u is the potential difference between the electrode (pore surface) and the bulk electrolyte, C0 is the 
double layer capacitance per unit surface area of the pore (considered to be voltage independent), lp is the 
average pore perimeter, 1/l is the specific surface area of the pore, i.e. 1/l=S/V where S is the surface area of 
the pore and V is the volume of the pore. For cylindrical pores, we have lp=2𝜋𝑟, and l=r/2, therefore 𝑙𝑝 = 4𝜋𝑙 . 
This relationship is used throughout this work when calculating the values of parameters used in the graphs.    
     The following combination of parameters determines here the quantity of the dimensionality of time, 
 𝜏 =
𝐶0𝑙

⁡⁡ ,            (4) 
where   is the ionic conductivity of the electrolytic solution that we use to fill the pore. This time increases 
with poorer conductivity of the electrolyte because the ions will be migrating slower to reach the ‘areas  they 
need to charge’, and also as the double layer capacitance becomes larger because for a given voltage more 
charge will need to be transported to those areas. However, in a transmission line system the relaxation time is 
much longer than 𝜏: 
⁡𝜏𝑝 =
1
⁡𝜋2
 
𝐿2
𝑙2
𝜏            (5) 
This time increases with the length of the filled pore, as L
2
, and decreases with increasing pore cross-section.  
     Note that Eq.(3) is valid under the assumption that C0  does not depend on applied voltage. It is generally 
never the case in electrochemistry, but this approximation allows us to obtain analytical results, and 
furthermore the effect of voltage dependence often averages out in the whole sample when considering pore 
size distribution [
17
]. 
      In our case, however, we are not considering a voltage jump. On the contrary, the electrode potential 
relative to the bulk electrolyte (reference electrode) is kept constant, and it is now the depth of the liquid 
penetration into the pore which changes. However, all the boundary conditions are the same, and if we assume 
that the speed of migration of ions is faster than the convection of the liquid, we can suggest the next level of 
the ‘adiabatic’ approximation by substitution of Eq.(1) for L(t) into the transmission line formula (3). By using 
this crude approximation we decouple the problems of convection and migration, but incorporate them in one 
process. We critically analyse it in the end of this section. But once adopting it, we obtain for the formula for 
the evolution of the net charge in the pore over one period of oscillation of external pressure, 
𝑄(𝑡) = u 𝐶0𝑙𝑝√
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This equation describes the charge within each period. At the onset point of each period there is no liquid in 
the pore, L=0, and this is the same at the end of the period. One of the main assumptions here is that when the 
liquid returns from the pore to the bulk liquid, there is no memory in the system: counterions do not crowd up 
at the entrance of the pore. Thus, hereafter, we will always consider only one period of pressure oscillation, 
assuming that once the electrolyte has been pushed out of the pore to its original position, there will be no 
“memory” of the previous period. The electrolyte will act in exactly the same way every single time it enters 
the pore.  
     Looking at Eq.(6), we see that the characteristic time to charge the pore over the maximum penetration 
length for a given amplitude of pressure is not τ, as we have already commented above, but something close to 
𝜏𝑝 =
8𝐴𝑃0
𝜋2𝑙2𝜔
𝜏                       (7)  
How large this time could be? Taking  0.14 S/m   for 0.1 molar aqueous solution of KCl, 𝑙 = 5 ∙ 10-7  m, and 
𝐶0 = 0.1 F/m
2 
, we get 𝜏 =3.6∙10-7s. With A=10-10  m2Pa-1s-1, P0  =10
5
 Pa,  this gives  𝜏𝑝 = 1.9⁡s, which is 
slightly longer than the 1 s period of oscillation. For 1 M concentrations of electrolyte, the conductivity will 
be 10 times larger, and 𝜏 and 𝜏𝑝 will be 10 times shorter. In that case our adiabatic approximation would be 
rigorous, but then the effect of ion migration limitations will be small.  However, there is in fact no simple 
relaxation time behaviour in Eq.(6), because of the factor 1 − sin(𝜔𝑡) in the denominator of the exponent. At 
certain sections of a period when sin(𝜔𝑡) is close to 1, the response is much faster. Furthermore due to the 
series structure of the result, the time dependence at small times is not exponential, but rather proportional to 
t  (c.f. Appendix A). Thus extending the theory to the case when 𝜏𝑝 is of the order of the period of pressure 
oscillation has a character of extrapolation, which however as we will see below seems to give physically 
reasonable results.  
     With these reservations in mind, let us now explore the consequences of Eq.(6). 
Charge evolution  
In Fig. (1), using a set of estimated realistic values for the parameters listed in the caption, we show the 
evolution of charge within one pore over 1s period of pressure oscillation for indicated values of the intrinsic 
migration times.  
 
 
Fig.1. Charge accumulated in a solvophobic pore over a period of application of periodically varying external 
pressure: the effect of ion transport limitations. Different curves correspond to different values of the intrinsic 
migration times τ .The slower the characteristic migration time τ (see the text) the less charge has time to 
accumulate in the pore. The values for the parameters used in this plot are u  = 0.3 V, C0 = 0.1 Fm
-2
, 𝑙 = 0.5 * 
10
-6  
m, 𝐴=10-10  m2Pa-1s-1, P0  =10
5
 Pa, ω = 2π s-1. The effect of the characteristic migration time on charge 
accumulation in the pore is investigated here over three different orders of magnitude. 
There are three regimes in the dynamics of the charge accumulation as shown in Fig. 1. The amount of charge 
initially increases linearly, the accumulation rate then changes to produce a shallower gradient, and finally it 
starts to linearly decrease. From Eq. (6), it can be shown that  for times close to π/2ω we have in the first 
regime 
𝑄(𝑡)~u 𝐶0𝑙𝑝√𝐴𝑃0𝜔⁡(𝑡 −
𝜋
2𝜔
), while in the third regime closer to 5π/2ω the charge accumulation is given by 
𝑄(𝑡)~u 𝐶0𝑙𝑝√𝐴𝑃0𝜔⁡(
5𝜋
2𝜔
− 𝑡). The charge evolution in the middle regime is different and is already affected 
by the migration time.  
     This behaviour is nontrivial, but is still easy to rationalize. At the beginning and the end of the period the 
charge accumulation dynamics is independent of the ion migration times because, in these cases, the rate 
limiting steps are associated with the motion of the liquid. It is only in the middle region, when the ion 
migration cannot follow the liquid filling or leaving the pore, that the diffusion of ions becomes a rate-limiting 
step. Therefore, the faster the ion migration, the shorter in time is this intermediate regime. In other words, as 
the liquid enters the pore, the ions immediately follow it because the speed of the liquid motion in the pore is 
initially low, as well as the penetration depth is small. Later, however, the speed of pore filling accelerates and 
the depth increases. At the central point of the period (t=
3𝜋
2𝜔
), the penetration depth reaches its maximum and 
begins to return to the opening. The peak of the graph is the point at which the flow of counterions meets the 
returning liquid front and the liquid and the ions together return to the bulk liquid outside the pore. 
     The migration time, τ, is short and, depending on the conductivity of the electrolyte and the double layer 
capacitance per unit surface area, lies in the range of 10
-7
 s– 10-5 s. The characteristic time to charge the pore, 
𝜏𝑝, over the maximum penetration length, however, is much longer. For a set of typical parameter values; 
𝑙=0.5*10-6 m, 𝐴=10-10 m2Pa-1s-1, P0  =10
5 
Pa, 𝜔 = 2𝜋⁡s-1 and τ = 10-6 s, Eq.(7) gives us 𝜏𝑝=1.29 s. Such a value 
is close to the pressure oscillation period (1 s), hence, we should see a delay in ‘charge delivery’ into the pore 
sensitive to the values of parameters the exact value of τ in the first place. By changing the order of magnitude 
of τ, we can see what will be the effect of the delayed migration of ions. When comparing the characteristic 
time, τp, for the three different values of τ used in the plots above, we obtain 𝜏𝑝=0.129 s, 𝜏𝑝=1.29 s and 
𝜏𝑝=12.9 s when τ = 10
-7
 s, 10
-6
 s and 10
-5
 s respectively. From these values and applying them to Eq. (6), we 
can deduce that as the characteristic time, τ, becomes quicker, the exponential term vanishes much faster, 
bringing the result much closer to that of the adiabatic approximation with no lag in the migration current. 
This makes sense, as the quicker the ions migrate and form the double layer inside the pore, the faster the 
current will be generated and so the smaller the lag in the current. 
Generated current  
The net current of ions is just time derivative of the charge;  
𝐽(𝑡) =
𝑑𝑄(𝑡)
𝑑𝑡
            (8) 
It will be equal and opposite in sign to the electronic current in the electrode to meet the ions, but since the 
current in electrical engineering is defined as the flow of positive charges, Eq.(2)  gives us the current in the 
network. Note again, that the ion current is not constant along the pore; it ‘sinks’, charging the pore walls. By 
definition the ionic current must be zero at the front of the liquid moving in the pore, as no ion can cross this 
front. Differentiation of Eq.(4) gives the time dependence of the net ionic current inside a single pore, 
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with all parameters having the same definition as those in Eq. (6).  
     Figure (2) plots this current for three values of the intrinsic migration time,⁡𝜏, the same as used in the plots 
for the charge evolution in Fig. (1), plus one more curve, plotted for a very short migration time (unphysically 
short), to check whether we could recover the fully adiabatic regime limit [
8
]. Similarly to charge 
accumulation dynamics, there are three regimes for the current. At the beginning of the period the current is 
constant and it is equal to 𝐽 = u 𝐶0𝑙𝑝√𝐴𝑃0𝜔, while at the end of the period it has the same magnitude but 
opposite sign, to 𝐽 = −u 𝐶0𝑙𝑝√𝐴𝑃0𝜔.       
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Absolute current generated in a single solvophobic pore over a period of application of periodically varying 
external pressure. As in Fig. (1), the slower the intrinsic migration time τ (see the text) the less time the charge has 
for its accumulation in the pore, so less current will be generated per period. Therefore, for a slower characteristic 
time, the plot produced a more prominent lag in the current. The values for the parameters used in this plot are the 
same as those used in Fig. (1). The effect of the characteristic migration time on current generation in the pore is 
investigated here over four different orders of magnitude, recovering the result of the previous work [
7
] only when 
the migration time reaches is unphysically small (10
-8
 s).  
 
  
As we see from Fig.2, changing the time 𝜏 that it takes the double layer to form at any point along the pore, 
will change the way the charge evolves and therefore change the amount of current the electrode will produce 
over one period. As 𝜏 increases, the current is generated only at the beginning and the end of the period, 
remaining very small in the middle. As 𝜏 decreases, current generation is more even; in this process, ions with 
almost no delay charge the length of the pore penetrated by the liquid. When the order of magnitude of τ 
becomes as small as 10
-8
, the plot does not show any delay, essentially reproducing the result obtained in the 
previous work under the adiabatic regime [
8
].  
Power   
Calculation of the power that an electromechanical capacitive current generator can produce is a special task 
with requires consideration of particular circuit which may generally contain resistive, inductive, and 
capacitive elements.  Combination of this elements will affect the value and time dependence of the generated 
current, as well as the power pumped into the load. We consider nothing of the kind in this paper, and in 
Appendix C, investigate the conditions when we can calculate the capacitively-generated current neglecting 
the load. Thus, when speaking below about the ‘power’ we will estimate the maximum amount of electrical 
energy that our variable capacitor can produce over half-a-period of pressure oscillation in a ‘short-cut’ 
circuit. Hereafter, we will designate it as ‘short-circuit’ power density, and when the adjective is omitted for 
brevity, we still mean such quantity. It bench-marks the general capability of device, the implementation of 
which must generally be studied differently with the consideration of the full circuit (for details see Appendix 
C). For such defined quantity we can obtain a simple analytical expression.    
     This can be calculated as  
𝑊 = 〈𝐽〉u                      (10) 
where the average current density 〈𝐽〉 is defined as characteristic current per unit surface are of the sole of the 
shoe, averaged over a half of a period (because two halves of the period are symmetric). 
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Here, ε is the porosity of the sole of the shoe and r is the radius of a single pore (we mean the average radius). 
Recalling Eq.(8), we can remove the integral in Eq.(11), to obtain 
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Substituting Eq.(6) into Eq.(12), and taking into account that 
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⁡= 1∞𝑛=0 , we finally obtain a 
compact expression for the power density per unit area of the sole 
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where the function f(x) is defined as 
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     Without the second term in the brackets, Eq.(13) would give the same result as in the fully adiabatic theory 
of Ref.[
8
] (see eq.(17) of that reference, with r  there replaced by 2l, with account to the correction to this 
equation [
18
]). Thus, it is the ‘f –term’ that reduces the power density. Of course, when 0  , x  and 
0f  , and the result of the fully adiabatic theory [8,18] is recovered. Otherwise, the f-term may comprise a 
substantial reduction of the power density. Since 𝑓(𝑥) is a universal function, not depending on any other 
parameters, it is worth to display it once and forever:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
 
For a typical set of parameters⁡𝑙=0.5*10-6  m, 𝐴=10-10 m2Pa-1s-1, P0  =10
5 
Pa, τ=10-6 s, 
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Eq (14) gives f=0.806, so that, due to the lag in the ‘ion response’, more than 80% of the power would be lost 
compared to the fully adiabatic ‘ideal world’ of Ref.[8,18]. However, if the migration time is one order of 
magnitude shorter, the same estimate will give f=0.392, i.e. only 39.2% of power is lost due to ion migration 
limitations. On the contrary, if migration time is estimated to be 10 times longer, f=0.939, and the system will 
function at only 6% of its ideal efficiency. 
     We show below the graph of the power in dimensional units, for the same set of parameters, showing the 
dependence of power on τ. 
 
  
 
 
 
 
Fig.3. The graph of f-function defined by Eq.(12).  
 
Fig.4. Generated power for the charging of hydrophobic pores, changing the intrinsic migration time of ions in the 
electrolyte, plotted using Eq. (13). At very short ion migration times, the generated power density increases slowly 
with decreasing migration time. However, as the migration time becomes longer, the power density decreases much 
faster, tending towards a much lower power density. The parameters used in this plot are the same as those in Fig. 
(1), with ε=0.5. The characteristic migration time, τ, is changed logarithmically to view the full effect on the power 
density. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     In accordance with the above discussed analysis of the f-factor, Fig. (4) shows that there is a point around 
τ=10-7 where power density increases at a slower rate with decrease of the rate of migration. This is because, 
for the taken set of parameters, the ions are reaching the value of τ where they have time to reach even the 
peripheral parts of the liquid in the pore while the liquid moves there; the plot looks as though it will reach a 
saturation point if the migration time is decreased even further. We can see, however, that the general trend is 
that as the migration time increases, the average current output over the soles decreases, and so does the 
power density.  
Changing the period of oscillation at constant migration time   
So far we have kept all parameters constant aside from the characteristic migration time, τ. Now we will 
investigate the effects of changing the period of walking, ω, whilst keeping the migration time at a constant 
value of 10
-6
 s. Realistically, a rate of 1 step per second is a slow walk, so we will consider what happens to 
Fig.5. Charge accumulated in a solvophobic pore over one period of application of a periodically varying external 
pressure. The plot shows the effect of frequency of the applied pressure on the charge accumulated in the pore. As 
the frequency increases from ω=2π s-1 through to ω=6π s-1, the total amount of charge generated at the pore 
decreases. This is because as the frequency increases, the liquid spends less time in the pore and so the ions have less 
time to form the double layer inside the pore. The parameters have the same values of those used to plot Fig. (1), 
aside from τ being fixed at 10-6 s and ω as shown in the inset. 
the generated power density when we increase the speed, or decrease the length of the period, to 2 steps per 
second; ω=4π s-1 (a fast walk) and 3 steps per second; ω=6π s-1 (a fast run). 
     In in Fig (5) and Fig (6), respectively, we show the effect that the frequency has on the evolution of charge 
in the pore and the generated current 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     In Fig (5), we can see that changing the frequency does not change the shape of the plot qualitatively, but it 
affects it quantitatively. Of course, the period of a single step, T, decreases as frequency, ω, increases:⁡𝑇 =
2𝜋
𝜔
, 
so as the period decreases, the plots become narrower. The initial gradients increase, which indicate that speed 
of charge generation increases with decreasing time period, even if the overall amount of charge generated 
decreases. This is due to the speed of the oscillating pressure increasing with decreasing period, and so the 
liquid enters the pore much faster, but it is not enough time to go deep into the pore. To recharge the double 
layers, the ions have to migrate shorter distances, and the lag effect is less felt.  This is supported by the trends 
in the current shown in Fig. (6). As the period gets shorter, the initial current generated at the pore becomes 
larger.  
  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     The combined effect of the frequency and period on the power density generated in the pore is simple. 
Following Eq. (13) it scales  , in the same way as it does in the fully adiabatic case of Ref. [8,18], but due 
to the migration delay, the proportionality factor is smaller. However, again, we can see that the faster you 
walk, the greater the amount of the generated power. This trend is shown in Fig. (7). 
  
Fig.6. Absolute current generated in a single solvophobic pore over one period of application of periodically 
varying external pressure. This plot shows the effect of the frequency of the applied pressure on the current 
generated at the pore. As the frequency increases from ω=2π s-1 to ω=6π s-1, the initial current generated at the pore 
increases. The parameters used are the same as those in Fig. (1), aside from τ being fixed at 10-6 s and different 
values of ω between 2π s-1 and 6π s-1, as shown in the inset.  
 
Fig.7.  ‘Short-circuit’ power density generated with changing frequency of oscillating pressure, shown for three 
different migration times. The power generated increases with the square root of frequency, described by the 
simple power law of Eq.(13) As migration time decreases the power increases. The parameters used in this plot 
are the same as those in Fig.1, aside from ω now continuously varying between 2π s-1 and 6π s-1, and ε=0.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
     Decreasing the size of the pores allows a larger amount of current to be generated due to the increase in the 
number of pores on the sole per unit cross-section area, and therefore the system will operate with larger 
overall surface area available for charging. Charging of all pores will proceed in ‘parallel’ so that that the 
increase of the area in this way will not slow down charging.   
Pressure dependence 
Here the f-term brings a dramatic effect. The behaviour of the power with the increase of pressure is 
determined by the behaviour of the function 1 ( )f x . Indeed, there is an asymptotic law for this function; as 
0x  , 1 ( ) 2f x x  . But the factor in front of 1 ( )f x in Eq.(13) is 
1
x
 .  Thus, as 0x  , 
1 ( )
2
f x
x

 . With increasing 0P , 0x  , and the power increases, but it then saturates to a constant value. 
This value is given by an extremely simple formula: 
2
00.78 UW C



     (high pressure limit)                 (15) 
Of course when pressure goes to zero, 𝑓(𝑥) ≈ 0, and 1 ( ) 1f x   and thus  
𝑊 = 𝜀
2
𝜋𝑙
𝐶0Ū
2
0AP     (low pressure behaviour)                (16) 
(which is the result of Ref.[
8
] with account for correction of the numerical coefficient [
18
]) 
      Thus, the power increases initially as the square root of pressure amplitude, and then saturates at the 
maximally possible limiting value. This limitation holds because increasing pressure amplitude decreases the 
time that liquid spends in the pore, and the redistribution of ions have no time to take place. Figure (8) shows 
the full graph of the pressure dependence.  For typical estimates that we used in this paper, a walking 
individual is already ‘at the plateau’ in terms of the pressure dependence due to migration limitations. 
However, a child will produce less than that (for them the migration limitations will be less important). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Our theoretical calculations have been done for the case when the pressure changes periodically as 
~sin(ωt). But the analysis can be extended to more general variations in pressure. Such calculations for the 
pulsed staircase variations are presented in Appendix B. It is found that all qualitative results obtained above 
are confirmed, and only the amplitude of properties are slightly modified.  
  
Fig.8. Pressure dependence of the short circuit power density, in Watt, given per cm
2
 as a function of p, the portion 
of pressure of 10
5
 Pa. (For an average adult individual p=1). The blue solid curve is calculated via Eq.(13). 
Parameters as in Fig.1, and ε=0.5. For comparison the dotted green curve corresponds to the case of no diffusion 
limitations (Eq.16) 
 
Concluding remarks    
Let us summarize what we have done and learned, what we think we know and what we yet do not know.  
     Using a simple combination of the Washburn equation and the transmission line theory, we obtained a 
close form formulae describing the operation of a machine based on pressing electrolytic liquid into pores of a 
polarized electrode.  
     We would have had to develop a more complicated theory, involving Nernst-Planck equation [
19
] if the 
drag coefficients for cations and anions, i.e. how they are drawn in a forced convective flow, were different. If 
however they are roughly the same, convection itself will not affect the flow of net charge. This allowed us to 
consider the charging migration current as driven exclusively by the electrical potential and independent of 
convection, but proceeding in a liquid column of varying length.  
     We considered the principle issues of this process, and thus studied effects in one single pore, extending it 
later on a monodisperse system of parallel pores.  
     Integration of our findings into the theory of electrodes with pore size distribution and complex shapes of 
the pores was beyond our goals; such investigation may have multifarious aspects and will comprise the 
subject of future studies. However, modern technology can build at least laboratory prototypes in which the 
electrode may have a system of monodisperse cylindrical pores with an ideal internal surface, so that the 
results of our findings can be tested experimentally as they are.  
     Using the chosen theoretical model, we have found that the ion migration limitations may have a serious 
impact on generated power. It affects the slope of the frequency dependence of generated power, which as a 
function of frequency should obey the⁡𝜔 1/ 2  - law. It levels off its pressure dependence; with the increase of 
the amplitude of the oscillating pressure, the power first increases square root wise, 
1/ 2
0P  , but then reaches 
saturation;  the latter takes place only when the ion migration limitations are taken into account. 
     We should recall that the simple combination of two theories seems physically justified when the 
characteristic time p  (Eq.(7)) is not much greater than the oscillation period 2 /T   . But eventually with 
the increase of frequency, p , which is 1/  decreases with the same rate, thus the 𝜔
1/ 2
 - law is, perhaps, 
not limited by the approximations of the theory.  
     We are less sure about the pressure dependence law. If the criterion is indeed  
2𝐴𝑃0
𝜋2𝑙2𝜔
𝜏 <
2𝜋
𝜔
  ,  i.e. 𝜏 <
𝜋3𝑙2
4𝐴𝑃0
  , then we are already at the border of applicability of the theory. Our ‘typical estimate’ would end up 
with 𝜏 <
𝜋310−12
10−10∗105
3 10−6s, which more or less holds already for 𝜏=10-6s, and warranted for shorter values 
of 𝜏 . It will get worse with further increase of pressure.  
     Building a fully consistent theory strictly applicable in all limiting cases is a challenging future task. 
However, although the common sense advises us that we must maintain certain elements of ‘adiabaticity’ 
when ‘constructing’ the combination of two theories, the results that we have obtained look meaningful in all 
the studied limits. We thus leave it for experiments to test the predictions of this simple theory. Discrepancies 
with it will motivate development of more complicated theories.  
     The last comment is that nowhere in the paper we considered the effect of the load on the resulting current 
and power. Indeed, the voltage drop across the capacitor must generally be affected by other elements of the 
full circuit, e.g. would depend on the Ohmic potential drop across the load which in turn depends on the 
current. Equations of the current will then become much more complicated (for the Ohmic drop and simple 
sinusoidal currents they have, actually, been solved by Krupenkin and Taylor [
20
]). In Appendix C we derive a 
criterion, when such simplification is possible and the effect of a resistive load on the equations for the current 
and power generation can be neglected and discuss it for the case of ‘walking’ frequencies.   The 
corresponding constraints could be even more serious, if we used Krupenkin’s patched surfaces that 
dramatically increase the frequency of the current oscillation. Such and other options may be considered in 
future developments of the double layer shoe with ultraporous soles, based e.g. on the structures of 
functionalized carbon nanomaterials.  Consideration of full circuits is a subject of electrical engineering, 
which is beyond a paper devoted to physical-chemical aspects of the electrical-double-layer-based capacitive 
power generation. Thus, in laboratory experiments aimed on testing predictions of this theory, the conditions 
specified in Appendix C should be observed in order not to be unjustly disappointed in the end.   
     The ambition to build structures with narrow pores to increase the surface area and the current may 
encounter completely different problems, related to capillary hysteresis [
21
], full stall of the liquid in the pore, 
and a number of other side effects, discussed e.g. in Ref. [
8
]. Thus the theory presented here tells us what 
fundamental limitations we could face already in the ‘ideal world’, based on essential physics that cannot be 
bypassed by mere improvement of the quality of solid surfaces.  
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Appendix A: Transmission line charging 
The transmission line theory has existed for, 
perhaps, over a century, and can be applied in 
different contexts [
22
]. As we could not find in the 
literature the solution obtained in the format exactly 
needed for this paper, we briefly outline here the 
principles of its derivation and the properties of the 
result, which also makes it easier to understand approximations made in the main text.  
     The sketch of the transmission line is described here. The electrical current, which in our context is the 
current of ions through the electrolyte, runs along a set of resistors. Current is blocked at the end point of the 
line, but on the way of its propagation it can charge a chain of capacitors. There can be no stationary current 
across such system, but only a transient one, triggered, e.g. by jump-wise change of voltage. We will consider 
below such situation (in the main text we readjust it to the case of a constantly applied voltage and changing 
length of the line). De Levie was, presumably, the first to apply such model for calculation of impedance of 
charging porous electrodes filled with electrolyte [
23
]. Very recently it has been used in the problem of 
capacitive desalination [
15
]. 
Basic equations 
In the continuum version of the theory, we first have the continuity equation, 
( , )
( , )
J z t
j z t
z

 

         (A.1) 
Here, z  is the coordinate along the pore, t  is time, J  is the ionic current density, j  is the sink current that 
charge the capacitance of the double layer at the interface, where 
( , )
( , )
q z t
j z t
t



         (A.2) 
( , )q z t  being volume-charge-density in the double layer at the wall of the pore. The latter can be expressed 
through the surface charge density, ( , )z t  
 ( , ) ( , )
S
q z t z t
V
          (A.3) 
where S is the internal surface area of the pore and V  is its volume. Thus,  
1S
V l
            (A.4) 
where l  is the characteristic length of the pore. For a cylindrical pore 
2
2
r L
l
rL


  where L  is the length of the 
pore, so that   
/ 2l r           (A.5) 
 
     Let us now introduce the potential in the ‘bulk’ of the pore, ( , )z t . The double layer capacitance per unit 
surface area as a function of potential drop across the double layer,  electrode  , is defined as  
 
     
electrode
electrode
electrode electrode electrode
C
  
 
     
  
    
     
  (A.6) 
Combining Eq.(A.6), (A.3) and (A.2), we obtain  
 
 1 electrode
electrode
q
C
t l t
 
 
 
  
 
      (A.7) 
We can substitute this into Eqs.(A2), (A1) to obtain 
 
 ( , ) 1 electrode
electrode
J z t
C
z l t
 
 
 
 
 
      (A.8) 
We must also take into account Ohm’s law, 
ΣJ
z

 

          (A.9) 
where Σ  is the ionic conductivity.  
     Using then notation for the potential drop across the double layer,  
( , ) ( ) ( , )electrodeu z t t z t           (A.10) 
and combining Eqs(A.9) and (A.10),  we obtain our master equation: 
2
0
2
( )
Σ
Cu u
u
z l t
 
 
 
         (A.11) 
where we have introduced convenient notations – 
 ( ) 1u            (A.12) 
0 ( 0)C C u  is a linear response capacitance, and ( )u is a function describing how the real capacitance of 
the double layer changes with voltage across the double layer. If it does not change with voltage (almost never 
the case!), ( ) 1u  . Note that 0 ( 0)C C u  . Hereafter we proceed assuming ( ) 1u  , as only in this 
case one can obtain transparent analytical results. With ( ) 1u  , Eq. (A.11) becomes a familiar ‘diffusion-
type’ equation.  
     We consider the following initial and boundary conditions.  
At the initial time moment, the pore is completely electroneutral all the way along. 
( , 0) 0u z t             (A.13) 
This changes jump-wise. And at the entrance of the pore, the potential is assumed to be momentarily screened 
and equal to the potential drop between the electrode and the bulk of the solution, which we call u , therefore: 
(0, 0)u t u            (A.14) 
This is because there are many ions at the pore entrance, the counter electrode is near, and they do not need to 
migrate a long distance to the double layer at the entrance.  Finally  
( , )
0
z L
u z t
dz 

          (A.15) 
The latter condition is understood using the Coulomb law: it states that the current at the closed end of the 
pore (if it has closed end) or in the middle of the pore (if its both ends are open) is zero. Depending on the 
situation, L  will stand either for the length of the pore or half length of the pore (we of course have already 
assumed in all the corresponding equations above that the pore structure and properties do not change along 
its length). In the context of the present paper, L  will stand for the length of the liquid column penetrating 
into the pore, because ions of electrolyte redistribute within the liquid phase not shooting into the gas phase.  
The solution 
     To make our equations looking more compact, let us use dimensionless notations, 
0 /C l   , /Z z l , /t S , /L l        (A.16) 
and  
B B
eu eu
k T k T
 U , U          (A.17) 
Our master equation will take then a ‘parameter-free form’ 
2
2Z
 

 
U U
S
                               (A.18) 
with the conditions 
( , 0) 0Z   U S          (A.19) 
( , )
0
Z
Z




U S
Z
         (A.20) 
( 0, )Z  U S U          (A.21) 
     The solution for U ( Z ,S ) can be obtained using Laplace transformation: 
         (A.22) 
where   a real number so that the contour path of integration is in the region of convergence of the integrand. 
For the Laplace transform 
        (A.23) 
the equation (A.18) will give: 
2
2
, )
, )q
Z



U(Z q
U(Z q       (A.24) 
The general solution of this equation is , )
Z Z
e e
 q q
q q
U(Z q A B . Applying boundary condition (A.20), 
we find: 
2
e
  q
q q
A B , and 
  2, ) Z Ze e   q qqU(Z q B . By substituting this result into (A.21), and 
taking into account that is the Laplace original is equal to a Constant, its Laplace transform is equal to Const /
q . Hence we find, 
2
1 e
 

 
 
q
q
U
B
q
, and finally 
 
 
cosh ( )
, )
cosh
Z 

 
q
U(Z q U
q q
      (A.25) 
     The original of this Laplace transform reads [
24
]  
2
2
0
2 ( 1) 1 1
, ) 1- cos 1 exp
( 1/ 2) 2 2
n
n
Z
n n
n
 



          
                          
 2
S
U(Z S U     (A.26) 
This is our solution. It is easy to check that it satisfies all the there conditions (a.19)-(A.21), from which we 
can derive any characteristics we are interested in. 
What do we actually want to calculate? 
Let us go back to dimensional variables, and prepare expressions to calculate the current density and net 
accumulated charge in the pore if we get ( , )u z t  from its dimensionless representation, U ( Z ,S ). 
      If we integrate Eq.(A.1) we will obtain  
0 0 0
0
( , ) ( , ) 1 ( , )
( , ) (0, )
1 1
( , )
L L L
L
p
J z t q z t z t
dz J L t J t dz dz
z t l t
Q
dz z t
t l ll t


  
     
  
  
    
  
  

                                 (A.27)   
where  
0
( , )
( ) ( , )
L
p
q z t
Q t ll dzq z t
z



        (A.28) 
Is the net charge in the pore accumulated by the time t . Taking into account that due to the boundary 
condition (A.15) from (A.27), i.e. from ‘its middle part’
1
(0, )
p
Q
J t
ll t



, we obtain 
' ' '
00 0
( , )
( ) (0, )
t t
p p
z
u z t
Q t l l dt J t l l dt
z 

  
 
      (A.29) 
In dimensional variables (as we prepared our solution in the dimensionless form) this will read: 
'
0
00
( , ')
( ) B p
Z
k T Z
Q t C l l d
e Z 



S
U S
S        (A.30) 
Final result for the accumulated charge in the pore 
Differentiating Eq.(A.26) over  Z  and taking this derivative at 0Z  , we obtain 
2
0 2
B
p
k T
Q C l l F
e
 
   
 
U S                      (A.31) 
 
  
 
2
22
0
exp 1/ 22
1
1/ 2n
n y
F y
n


 
 

        (A.32) 
In dimensional units (A.32) will read: 
2 2
max 2
l t
Q Q F
L


 
  
 
            (A.33) 
where  
max 0 pQ C Ll u          (A.34) 
is the maximal acceptable charge in the pore with the specific capacitance of the double layer 0C . 
     Using the obtained solution (A.26), we can also derive the equation for the evolution of the charge with the 
spatial distribution, but this lies beyond the scope of the interests of this paper. 
Limiting cases.  
1. Infinite time, S ,   1F   , and 0
B
p
k T
Q C l l
e
 U , which in dimensional units returns 
maxQ Q             (A.35) 
This result is correct, as it is the maximal acceptable charge in the pore the specific capacitance of the double 
of which is 0C . 
2. Early times, 
2
2

S ; in dimensional units this means 
2
t
l


 
 
 
. This will correspond to small values 
of y  in Eq.(A.32). Hence one may evaluate the sum in it  replacing it by an integral, i.e. approximating  
 
2 2
2 2 2 2 3/ 2
0 0
22 1 1- 2yx tye e
F y dx y
x t  
  
      
(here we have taken into account that 
 
22
0
2 1
1
1/ 2n n




 ). Hence 0 1/ 2
2B
p
k T
Q C l l
e 
 U S ; in 
dimensional variables this reads 
0 1/ 2
2
p
t
Q C l l u
 
            (A.34) 
It is a diffusional type of charging. 
 
 
Appendix B: Current Generation with Pulsed Staircase Variations of the Pressure 
Let us consider a problem of generating the electrical current within a transmission line aproach for the case 
when the pulsed pressure is applied. Now let the pressure be –P0 before the process starts. Then we assume 
that the pressure varies in one period of time T=
2𝜋
𝜔
 as 
𝑃(𝑡) = 𝑃0, 0 < 𝑡 <
𝜋
𝜔
; ⁡⁡⁡⁡⁡⁡𝑃(𝑡) = −𝑃0,
𝜋
𝜔
< 𝑡 <
2𝜋
𝜔
 .                   (B.1) 
For the next periods, the pressure variation is repeated. So for us it is enough to consider only one period. 
     Solving the Washburn equation, 𝐿
𝑑𝐿
𝑑𝑡
= 𝐴𝑃(𝑡),⁡  [8] for the motion of the liquid in the pore leads to the   
following evolution of the penetration depth, 
𝐿(𝑡) = √2⁡𝐴𝑃0√𝑡, 0 < 𝑡 <
𝜋
𝜔
;  𝐿(𝑡) = √2⁡𝐴𝑃0√
2𝜋
𝜔
− 𝑡,
𝜋
𝜔
< 𝑡 <
2𝜋
𝜔
.    (B.2) 
     This allows us to calculate the evolution of the net charge, using Eq. (3), 
𝑄 = ?̅?𝐶0𝑙𝑝√2𝐴𝑃0√𝑡[1 − 𝑓 (
𝑙2
2𝐴𝑃0𝜋𝜏
)], 0 < 𝑡 <
𝜋
𝜔
;      (B.3) 
and 
𝑄 = ?̅?𝐶0𝑙𝑝√2𝐴𝑃0√
2𝜋
𝜔
− 𝑡∑
1
(𝑛+
1
2
)2
[1 − 𝑒
−
(𝑛+
1
2
)
2
𝜋2𝑙2𝑡
2𝐴𝑃0(
2𝜋
𝜔
−𝑡)𝜏]∞𝑛=0 ⁡     (B.4) 
Then we can easily calculate the generated current. In the first half of the period it can be shown that 
𝐽(𝑡) = ?̅?𝐶0𝑙𝑝
√2𝐴𝑃0
2√𝑡
[1 − 𝑓 (
𝑙2
2𝐴𝑃0𝜋𝜏
)].        (B.5) 
     In the next step, following the procedure described in the main text, we can estimate the generated power 
density considering only one half of the period. It can be shown that 
< 𝐽 >=
𝜀
𝜋𝑟2
𝜔
𝜋
𝑄 (
𝜋
𝜔
),⁡                      (B.6) 
which leads to the following expression for the power ‘short circuit’ density, 
𝑊 =
𝜀
𝑙
√
2
𝜋
𝐶0?̅?
2√𝐴𝑃0𝜔[1 − 𝑓 (
𝑙2
2𝐴𝑃0𝜋𝜏
)].        (B.7) 
     In the limit when the ion migration times are very short, the power density is equal to 
𝑊 =
𝜀
𝑙
√
2
𝜋
𝐶0?̅?
2√𝐴𝑃0𝜔                       (B.8) 
One can see from Eq. (B.7) that the power density depends on the frequency as ~√𝜔, i.e. in the same way as 
for the case with sinusoidal variation in the pressure described in the main text. Similarly, we can estimate the 
dependence on the maximal exerted pressure. At small pressures the power density behaves as described in 
Eq. (B.8), while for larger pressure it saturates to the value, 
𝑊 =
2𝜀𝐶0?̅?
2
𝜋
√
𝜔
𝜏
.                      (B.9) 
     Thus, the current generation for the pulsed staircase variation of the pressure is qualitatively similar to the 
case of the sinusoidal variation considered in detail in the main text. The only difference is in the magnitude 
of the corresponding quantities.  
Appendix C: When we can neglect the Ohmic load in the calculation of generated current 
For the purpose of the estimate that we will obtain below, let us neglect all the effects of ion migration limitations 
– the main subject of the present paper.  In that case, varying the capacitance C with time, t  , at a constant bias 
voltage u , we provide with no delay the charge stored in the capacitor, the time dependence of which reproduces 
the time dependence of the capacitance,  
( ) ( )Q t C t u             (C.1) 
However, Eq.(C.1) does not take into account Ohmic voltage drop in the circuit. Otherwise, instead of Eq.(C.1), 
we should right  
 ( ) ( ) ( )cQ t C t V t            (C.2) 
Here  ( )cV t  is the voltage drop across the capacitor, which is only a part of the total voltage drop and it will be 
time dependent, because  
( ) ( )c OhmV t u V t             (C.3) 
and 
( )
( ) ( )Ohm
dQ t
V t RI t R
dt
            (C.4) 
where R is the circuit resistance, essentially dominated by the load.  
     Combining Eq.(C.2-4) we obtain a linear differential equation equation on ( )Q t : 
0
( )
dQ Q
R u
dt C t
              (C.5) 
Its solution could be investigated for a given form of ( )C t (see. e.g. [20]). However, we will not be doing it here, 
but just estimate the importance of the difference between Eq.(C.5)  and the simplified Eq.(C.1). The 
modification is unimportant if the first term in Eq.(C.5) can be neglected with respect to the other terms. The 
estimate can be obtained by iteration, substituting in the first term the ‘zero-order’ approximation, ( ) ( )Q t C t u , 
and thus obtaining  the requirement, 
dC
R u u
dt
, i.e.  
1
dC
R
dt
                                   (C.6) 
If ( )C t  is some kind of periodic function of time with amplitude 0C  and frequency  (as in Ref. [20]), (C.6)  
will give 
 01/ RC                       (C.9) 
     For most of the situations that we are interested in this paper, such criterion will be satisfied. Indeed, even if 
we take a load with 10 kOhmR  and
2 2 6 3 -9
0 0.1F/m 2 0.1F/m 2 10 m 2 10 m=1.26 10 FC r L 
          , we 
get a requirement: 
5 -110 s .For one second period, 12 s   , i.e. this criterion is absolutely fulfilled.   
     But this is only for one pore!  The number of such pores in a 50 cm
2 sole at 10% porosity will be 1.6∙108 and 
hence the capacitance will be that many times larger, ending up to the constraint, 
3 -110 s   . Thus if we want 
to describe the current generated by the whole shoe, to neglect the circuit resistance, we cannot allow it to be 
larger than1 Ohm. Of course if we reduce the area from which we collect the current, say to 1 cm2 we could 
afford 50 times larger resistance for the current calculation to remain valid.  
     When the criterion (C.9) is fulfilled, and the load can be neglected in the calculation of the current, the power 
accumulated in the load would, of course, depend on the load and will be equal to 
2( )I t R   . 
     Similar analysis with account for ion transport limitations would be much more cumbersome and unlikely 
possible in analytical terms. But since the transmission line charging slows down variation of charge, the effect of 
the first term in Eq.(C.5) would be smaller than in the adiabatic approximation.   
 
References 
                                                 
1
 Mirkfakhrai T, Madden J D W, and Baughman R H 2007 Polymer artificial muscles Mater.Today 10 38 
2
 See e.g. Lee A A, Colby R, and Kornyshev  A A  2013 Electroactuation with single charge carrier ionomers: the roles 
of electrostatic pressure and steric strain Soft Matter  9, 3767-3776 (2013), and references therein  
3
 Fink J K 2013 Polymeric Sensors and Actuators (Salem, MA: Wiley-Scrivener Publishing) 
4
 Baoqing N, Li R, Brandt J D, and Pan T 2014 Ionotropic microdroplet array for flexible ultrasensitive tactile sensing 
Lab. Chip 14 1107–16 
5
 Krupenkin T N 2011 Method and apparatus for energy harvesting using microfluidics US Patent 8,053,914 B1 
6
 Krupenkin T and Taylor J A 2011 Reverse electrowetting as a new approach to high-power energy harvesting             
Nat. Commun. 2 448 
7
 Hsu T-H, Manakasettharn S, Taylor J A, and Krupenkin T 2015 Bubbler: a novel ultra-high power density energy 
harvesting method based on reverse electrowetting Sci. Rep. 5 16537 
8
 Kolomeisky A B and Kornyshev A A 2016 Current-generating ‘double layer shoe’ with a porous sole                             
J. Phys. Condens. Matter 28 464009 
9
 Quere D 2008 Wetting and Roughness Ann. Rev. Mater. Res. 38 71-98 
10
 Washburn E W 1921 The dynamics of capillary flow Phys. Rev. 17 273–83 
11
 Bear J 1988 Dynamics of Fluids in Porous Media (New York: Dover) 
12
 Ralston J, Popescu M, and Sedev R 2008 Dynamics of wetting from experimental point of view                                 
Ann. Rev. Mater. Res. 38 23–43 
13
 Joly L 2011 Capillary filing with giant liquid/solid slip: dynamics of water uptake by carbon nanotubes                         
J. Chem. Phys. 135 214705 
14
 Washburn E W 1921 The dynamics of capillary flow Phys. Rev. 17 273–83 
15
 Biescheuvel P M and Bazant M Z  2010 Nonlinear dynamics charging and desalination by porous electrodes            
Phys Rev E 81 #031502 
16
 Cannon J R 1984 The one-dimensional heat transfer Encyclopaedia of Mathematics and Its Applications 23           
Addison- Wesley/Cambridge University Press, Reading 
17
 Kornyshev A A 2013 The simplest model of charge storage in single file metallic nanopores  Faraday Disc. 164 117-
133  
18
 Kolomeisky A B and Kornyshev A A 2016 Erratum [Correction to Current-generating ‘double layer shoe’ with a 
porous sole] J. Phys. Condens. Matter 28 464009] in Press. 
19
 Szymczyk A, Labbez C, Fievet P, Vidonne A, Foissy A, Pagetti J. 2003 Contribution of convection, diffusion and 
migration to electrolyte transport through nanofiltration membranes Adv Colloid Interface Sci.  103 77-94. 
20
 Krupenkin T and Taylor J A 2011 Supplementary Information: http://www.nature.com/article-
assets/npg/ncomms/journal/v2/n8/extref/ncomms1454-s1.pdf]) 
21
 Hunter R J 2001 Foundations of Colloid Science 2nd Edition, Oxford University Press, Oxford. 
22 
Ulaby F T  (2004) Fundamentals of Applied Electromagnetics (media ed.), Prentice Hall, ISBN 0-13-185089-X. 
23
 de Levie R  1963 On porous electrodes in electrolyte solutions  Electrochim. Acta  8 751-780. 
24
 Bateman H and Erdéllyi A 1954 Tables of integral transforms 1, MGgraw-Hill, New York. 
