ABSTRACT The corrupted information in training samples is an important factor affecting the accuracy and generalizability of the machine learning models. Due to the extremely high memory capacity of deep learning models, the interference of excessive corrupted information makes the model prone to bad generalization behavior. This paper proposes a method of estimating training sample quality using the value calculated by the loss function in the process of gradient descent optimization. The method includes a model accuracy variation degree algorithm and a sample quality analysis algorithm. The model accuracy variation degree algorithm provides a basis for determining the intervention time of the sample quality analysis algorithm by calculating the intensity of the model accuracy variation change. The data error evaluation algorithm analyzes the distribution characteristics of the training error and estimates the error degree of the training samples to control the quality of the input samples. This study includes a water segmentation experiment performed on GF1 remote sensing images, which demonstrates that the optimization method can significantly improve the model accuracy and training stability.
I. INTRODUCTION
In the study of the Earth's water cycle, remote sensing technology has become a common technical means of observing and analyzing changes in surface water. The use of remote sensing technology to extract the morphology of rivers and lakes is of great significance in the study of the Earth's water cycle. At present, the main methods of water body information extraction include threshold segmentation based on image spectral features [1] - [4] , image segmentation based on local features [5] - [10] and mathematical morphology [11] - [13] , and machine learning classification methods [14] - [19] . Deep learning (DL) was created for scene image classification and high accuracy performance at pixel wise classification tasks, due mainly to the high-level feature extraction capability of DL.
In 2014, fully convolutional networks (FCNs), built under the convolutional neural network (CNN) architecture, enabled DL to begin using end-to-end, pixel-to-pixel training. Almost all subsequent state-of-the-art approaches to semantic segmentation adopted this paradigm. The use of the spatial pyramid pooling module [20] - [23] provides the model with greatly improved performance in semantic segmentation. In studies involving remote sensing image water body information identification, the DeepWaterMap model [16] , the CNN and logistic regression classifier method [18] , and the SAPCNN model [17] have achieved more than 90% classification accuracy, which fully satisfies the application requirements of water body information extraction.
Theoretically, the DL semantic segmentation method can achieve accurate segmentation of remote sensing information. The semantic segmentation method provides the possibility of large-scale and normalized production of water information products. However, the semantic segmentation method has not been widely used at present because the existing technical means make it difficult to obtain sufficiently accurate data for model training. At present, the main methods for obtaining water-labeled samples in batches are the spectral method and the visual interpretation method. While marking water samples, the spectral relationship method is affected by a variety of factors, such as mixed pixels [24] , [26] , isospectral foreign objects [4] , shadow cover [17] , and differences in threshold selection [25] ; thus, the sample data produced contain corrupted information. Visual interpretation can obtain water samples with fewer disturbances in local areas of the image. However, due to data collection methods, changes in the Earth's environment and artificial cognitive differences, the production efficiency is low, and there will still be random and uncontrollable deviations in the sample data. Therefore, corrupted information will inevitably exist in the training sample set. It is of great significance to reduce the influence of corrupted information on the accuracy of the model.
In the field of machine learning, there is the ''garbage in, garbage out'' principle [27] . The error degree of the data directly affects the final generalization accuracy of the model; the influence of this factor even exceeds the influence of the model structure on the accuracy [28] . Excessive corrupted data can make the model unable to obtain correct data features, resulting in large generalization errors [29] , [30] . Traditional methods of controlling generalization errors include data resampling [31] , cross-validation analysis [32] , and model structure improvement [33] . With the development of DL techniques, the discussion of the relationship between training samples and models has been revived. Deep artificial neural networks often have far more trainable model parameters than the number of samples on which they are trained. Deep neural networks easily fit random labels [34] , which leads to a symbiosis problem. More complex models can express targets more accurately, but more complex models are more prone to bad generalization behavior [35] . The cause of this bad generalization behavior is discussed by Neyshabur et al. [36] (2017). Arpit et al. [37] (2017) demonstrates that memorization and generalization in DNNs depend on not only the network architecture and optimization procedure but also the data themselves. Jiang et al. [38] (2018) studied the optimization of generalization performance under corrupted labels and proposed mentornet. There must be corrupted labels in the water sample data used in this study, and these corrupted labels cannot be effectively screened.
Model training under such sample conditions will result in bad generalization behavior. Therefore, this study expands the analysis of sample quality from the loss function entropy value scatter distribution in the training process and controls the input of model samples to reduce the influence of corrupted labels on the accuracy of the model. This study develops a training optimization method that inversely analyzes sample quality and removes error data using the distribution pattern of the loss error value (LEV) generated by the loss function during model training. This method monitors and analyzes the distribution and development trend of LEV during model training. When the model can preliminarily predict correct information, it begins to perform sample quality analysis and training input sample control to achieve the goal of reducing the generalization error. The experimental results demonstrate that the proposed method can significantly reduce the interference of the training data with the training results of the model, and the stability and accuracy of model training have been well demonstrated.
The organization of this paper is as follows. In the second section, the source of the problem and the basic principles of the method are illustrated through experiments. In the third section, a method for controlling sample quality during training is proposed, including a model accuracy variation degree algorithm for controlling the intervention time and a sample quality analysis algorithm for calculating corrupted information content according to LEV points distribution. In the fourth section, the optimization method is analyzed and discussed. The concluding remarks are given in the fifth section.
II. PROBLEM VERIFICATION AND EXPLANATION

A. CORRUPTED DATA
In this section, we will focus on corrupted data. The method of obtaining the water body label via remote sensing images mainly includes NDWI and manual drawing, both of which have certain errors. Figure 1 compares a corrupted label generated by NDWI with hand drawing. The NDWI method is a normalized ratio index based on the green band and the near-infrared band. However, NDWI is less effective when the water body is sampled with more building backgrounds. Incorrectly marking non-water information as water body information is called a corrupted label, which contains corrupted information. Although the method of manual drawing can reduce the probability that building information is marked as water body information, a lack of boundary information still exist, which might be caused by an inconsistency in the cognitive level of the plotter. The inconsistency of the boundary information being with the truth is called a corrupted label, which is related to the loss of information. The problems above are two situations of the many error label cases. In fact, label deviation could exist in any sample. A small number of label deviations will not affect the accuracy of the model, but a large number will affect the prediction ability of the model. Therefore, we define the data in the label that does not match the actual information as corrupted data.
B. MODEL INFLUENCE OF CORRUPTED DATA
In this section, we will discuss the effect of corrupted data on model prediction ability. If excessive corrupted information in the training set causes increased conversing difficulty and decreased model prediction accuracy, and the effect will not disappear with the change of the neural network structure. To verify the above conclusions, we performed a comparative experiment using three neural network models, i.e., FCN, Unet and deeplabv3+, and established three sets of training samples to train the three neural network models. Training dataset A is an accurate training set attained though strict screening; training dataset B is a corrupted dataset in which building information is marked as water body information; and training dataset C is a corrupted dataset in which some water body information is not accurately marked. Figure 2 shows the training error curves generated by the neural network when training different datasets. The classification effect of the corresponding model on the water body is shown in Figure 3 .
Experiments show that corrupted information negatively affects the convergence of the model and the cognition of the target characteristics. This model cognitive error occurs because a large number of parameters in the neural network have extremely high memory for sample features, but the model itself cannot distinguish the difference between markers, resulting in the misclassification of target characteristics. In a real environment, there are various kinds of corrupted information in the dataset, which leads to serious cognitive confusion if left unchecked. Therefore, in this study, we explore an optimal method for model training to reduce corrupted information content in the sample from the perspective of the change of the LEV points distribution caused by false marks.
C. EFFECT OF CORRUPTED DATA ON LEV POINTS DISTRIBUTION
It has been verified that, when the sample changes, the model changes the meaning of the expressed function to fit the sample features. This section focuses on the changes in the model training process when two different features are marked with the same label. The water-labeled sample after accurate verification was used as the standard training set. At the same time, the water label of 10% of the image of VOLUME 7, 2019 the standard training set was replaced with non-water labels, which were used as corrupted labels to establish a comparative training set. The FCN model was used to train the two groups of training sets, and the optimization method was the small batch gradient descent method. During the training process of the training set, whether corrupted labels were involved in each training input was recorded. Figure 4(a) shows the LEV points distribution generated by the standard training set in 20,000 training times, and the red line is the average LEV of the training. Figure 4 (b) shows the LEV points distribution produced by the comparison training set in the same number of iterations. The red line is the average LEV of the corrupted data not participating in training, and the blue line is the average LEV of the corrupted data participating in training. When the 20,000 training times are completed, the model's expression of water information is better than the expression of error information. It has been demonstrated in the foregoing chapter that DL models may perform with the same fidelity of water information and corrupted information due to their high memory capacity if the model training of the comparative training set is continued. In the experiments in this section, the difference in the expression of the model generated when the training is stopped at 20,000 times indicates that the learning rate of the water information of the model is greater than that of the corrupted information, which is because, when 10% corrupted information and 90% water information are labeled with the same label, the pixel characteristics of the water body occupy a higher proportion of the sample. When the sample is trained using gradient descent, the model acquires a faster rate of descent in the direction of the water feature. In the early phase of training, the model expression will be inclined to the water feature first. With an increased number of training times, the accuracy of the model in the expression of water will gradually be greater than that of the incorrect feature, such that the LEV points distribution, as shown in Figure 4 (b), is generated. According to the definition of the maximum derivative of the gradient descent algorithm, the model will obtain a faster descent rate in the direction of the corrupted feature when the model reaches a certain precision in the water body, and the model will accelerate the learning of corrupted information. Finally, the accuracy of the model's expression of water and corrupted information will be approximately equivalent. It is worth emphasizing that the model simultaneously learns both features but at different learning rates. Based on the characteristics of different training rates of subject information and abnormal information in model training, this paper proposes a method of controlling the subsequent input of samples according to the performance of sample LEV in training to improve the accuracy of the model in the expression of subject information.
III. PRINCIPLES AND METHODS
A. BASIC PRINCIPLE
The loss function is an important part of DL algorithms. The loss function is used to estimate the degree of inconsistency between the predicted value and actual value. LEV gradually converges to a certain value as the number of iterations increases, which eventually leads to a steady change trend. This variation trend can be logically divided into underfitting, good fitting and overfitting.
During the initial phase of training, i.e., the underfitting phase, the model optimization rate is higher, and the expression ability of the sample is gradually obtained. The underfitting phase in Figure 5 (b) shows the distribution pattern of corresponding LEV scatters. With the development of model training, the function gradually approaches the local minimum value, and the training enters the good-fitting phase. During this phase, the optimization rate of the model begins to decrease, and it has the ability to express the main information of the training sample. At the same time, the model has good generalizability, and the good-fitting phase in Figure 5 (b) shows the distribution of the corresponding LEV scatter; most model training will stop at this stage. If the model continues to be trained, the neural network will express the sample features more accurately, and the training will enter the overfitting stage, but model generalizability will begin to decline. The overfitting phase in Figure 5 and overfitting is that overfitting cannot correctly predict data information outside the sample set, whereas bad generalization behavior classifies information that does not belong to the same attribute in the same category, which also has certain generalizability. It is noted in the foregoing chapter that the learning rate of model training for the corrupted information is lower than the learning rate of the sample principal information. Therefore, bad generalization behaviors will be reflected in the later period of the good-fitting phase. If the input training sample can be controlled at the beginning of the good-fitting phase of the model, separation of correct labels and corrupted labels in the sample set can be achieved by the performance of the LEV points distribution at this stage. Then, by reducing the frequency of corrupted samples participating in the subsequent stage of training, the probability of the model touching corrupted features is reduced, which helps obtain better prediction accuracy for the correct samples.
Two important problems must be solved in the above process: 1. the intervening time of the sample quality analysis algorithm in model training must be controlled; and 2. the average performance of individual samples must be analyzed in small batch samples. The FCN neural network is selected as the basic experimental network in this paper, and the optimization method is mini-batch gradient descent (MBGD). The calculation of the loss value uses the average cross entropy loss function after softmax regression. To solve the above two problems, this study improves the model training process, and the improved model training process is shown in Figure 6 . This study proposes a method of calculating the intensity of model accuracy variation during training and numerically expressing the convergence of the LEV points distribution during training. By setting the upper limit threshold of the variation intensity of model accuracy, it can be determined whether model training has entered a stable state to control the intervening time for the training sample analysis method to participate in model training. The training sample analysis method evaluates the content of corrupted information of the sample individuals by analyzing the distribution pattern of LEV points. By using the characteristics of different learning rates of correct information and corrupted information during model training and combining the average LEV value of individual samples, the relative content of the corrupted information of the training sample individuals is estimated.
B. A MODEL ACCURACY VARIATION DEGREE ALGORITHM
This study considers that it is more appropriate to begin to control the sample input when the model training has a stable ability to express correct information. The gradient distribution method is used to optimize the model, and the loss distribution generated by gradient descent training basically conforms to an exponential curve. The formation of the LEV points distribution is a gradual process. In this study, by comparing the development trend of the LEV points distribution formed during the pretraining interval with the distribution of the real data of the latter training interval, the stability of the model in the expression of correct information is determined during the training process. When the real LEV points conform to the expected development trend, it can be concluded that the training of the model has entered a relatively stable state.
LEV data exhibit a scatter distribution with a downward trend that follows an exponential curve, so it is impossible to directly calculate the difference between the expected development of the scatter and the real value. In this study, the fitting curve of scatter generated in different stages of training was used to represent the expected development trend of scatter in corresponding stages. The fitting formula used in VOLUME 7, 2019 the study is as follows:
The shape of the curve produced by fitting the LEV during different stages is shown in Figure 7 . Figure 7(a) shows the curve at the initial stage of training. The fitted curve produced during the initial stage of training cannot represent the convergence trend of the training data because the model is not well trained. From the evolution of the curve of Figure 7  (b,c,d) , it is found that the convergence trend in the LEV becomes increasingly obvious with an increased number of iterations, and the corresponding fitted curve expresses the training trend more macroscopically. When the increase in data does not change the shape of the curve, the fit curve can accurately predict the direction of data distribution development. Following the development of training, LEV points are fitted continuously, and a set of fitting curves can be obtained, as shown in Figure 8 .
The degree of morphological change of the two sets of curves cannot be quantified, but the training change process can be observed by the changes in the fitting curve. After a fitting curve is formed, continue training until the next curve fitting begins and calculate the goodness of fit between the new scatter and the original curve to evaluate whether the new data conform to the distribution trend of the scatter in the previous phase. The goodness of fit is the fitting degree of regression lines to observed values. If the observation point is close to the regression line, the degree of fitting is good; otherwise, the degree of fitting is poor. The goodness of fit formula is as follows:
If the distribution of scatters changes greatly during the initial stage of training or during training, the goodness of fit of the previous fitted curve to the newly added data will decrease significantly; when training enters a relatively stable state or the scatter distribution does not change drastically, the goodness of fit will not change drastically. By calculating the goodness of fit of each curve in the set of fitting curves corresponding to the next-stage scatter distribution, the change curve of the goodness of fit during training shown in Figure 9 can be obtained. So far, the change degree of the scatter development trend in different phases is expressed as a set of goodness of fit curves, which realizes the numerical expression of the degree of scatter distribution change in adjacent phases. However, the conclusion that training has entered a relatively stable state requires continuous observation, so the standard deviation must be introduced for evaluation. The standard deviation is a measure of the degree of dispersion in the data distribution, which is used to measure the extent to which the data values deviate from the arithmetic mean. The formula is:
In this section, the sliding window method is used to sample the goodness of fit to calculate the standard deviation of the sample data. The magnitude of the standard deviation represents the degree of variation in the goodness of fit over a local range, which indirectly reflects the influence of the corresponding range on the LEV. The fluctuation in the standard deviation value is shown in Figure 10 . This study has realized a training process monitoring algorithm that can determine the training stability based on the overall distribution of LEV. This method can be used to realize the numerical expression of the change of model prediction ability in the stage training. When the degree of change of the model prediction ability during the training stage is under a certain threshold, the model can be considered to be in a relatively stable state.
C. A SAMPLE QUALITY ANALYSIS ALGORITHM
It has been explained in the foregoing chapter that the learning rates of correct information and corrupted information in model training are different. This feature is utilized in this study to sample a certain number of loss discrete points after the training enters a relatively stable state, and the distribution of loss scatter points in the sampling area is divided into a high-error area and low-error area. The distribution of the LEV data is shown in the dark area of Figure 11 . Using the red reference line as the boundary, the LEV data are divided into two parts. The possibility of training data errors in the high-error area is greater than that in the low-error area. The training data corresponding to the LEV points in the high-error area will be identified as suspected corrupted data. This study will analyze the sample individuals listed as suspected corrupted data, and the possibility of the sample being corrupted labels is evaluated by calculating the probability that the LEV corresponding to the training data individual is assigned to the high-error region and the average error of the individual during multiple training steps. The implementation algorithm for the sample quality analysis method is described below.
Most LEV points are clustered at the bottom of the chart, with only a few data that are discretely distributed. Therefore, the scatter distribution of the low-error region has a large density. To achieve unsupervised classification of two error regions of LEV, the DBSCAN algorithm is used to process the sampled LEV, which can effectively partition the loss data with high dispersion [28] . The commonly used distance-based clustering algorithm easily produces spherical clusters, whereas the density-based clustering algorithm produces clusters of any shape. By changing the scan radius EPS of the DBSCAN algorithm, the error tolerance of scatter data classification can be controlled. The effect of contrasting classifications under different scanning radii is shown in Figure 12 .
The high-error and low-error regions of sampling scatter can be divided by the DBSCAN method. When EPS decreases, the division criterion of the low-error area is stricter, and more training samples will be identified as suspected error data. The following will further analyze the relationship between LEV points distribution and suspected corrupted data individuals. The sample input method of the MBGD optimization method randomly extracts the same number of samples from the sample set and adds them to each iterative training step. Each LEV is the average error of a set of sample data under the accuracy of the corresponding training step model. Therefore, there is a many-to-many mapping relationship between the training set and the LEV. When evaluating the quality of a single training datum, the average error performance of the data during training must be comprehensively calculated. In this algorithm, two characteristics of the training data during training are considered: 1) the average error of the training data during multiple training steps and 2) the training data corresponding to the number of LEV points distributed in the high-error area. The corresponding relationship between the degree of data errors and the two sets of variables is shown in Figure 13 . Sample data with a higher average loss value and sample data that are divided into high-error regions multiple times are more likely to be determined to be corrupted data; therefore, the error evaluation algorithm consists of two parts: the group probability calculation and the average error calculation. The primary formula is as follows:
L m is used to calculate the mean LEV of a training datum during the complete training process. The variable x represents the LEV, and the parameter a ≥ 1 is a constant term. The a in the formula is used to control the effects of extreme points on the result values. Figure 14 shows the effect of the value of a on the average LEV calculation result. The distribution of the two sets of data indicates that the data are affected by the maximum and minimum values. When a = 1, the average LEV calculated by the formula is represented by two dotted lines. When a = 4, the average LEV calculated by the formula is represented by two solid lines. P hg is used to calculate the probability of the data being grouped into high-error areas. n all represents the total number of iterations on the sample during training. n represents the number of times these data are assigned to the high-error area.
The parameter w is added to the final error calculation formula. The w is used to balance the weights and change w to adjust the proportion of the two feature quantities during the calculation. The effect of the change in w on the final calculation result is reported in Table 1 . This study has achieved LEV data classification and a training data error degree calculation. The significance of each parameter in the error calculation formula and their effects on the final calculation result have been introduced in detail. Applying the data error evaluation algorithm to model training can calculate and control training sample quality during training and improve the optimization rate and accuracy of the model.
IV. EXPERIMENTAL DESIGN AND RESULTS ANALYSIS A. EXPERIMENTAL DESIGN
The experimental data sources are the First National Census for Water database and the Chinese high-resolution remote sensing satellite (GF-1). Approximately 15872 pairs of training data were produced, containing 3792 pairs of data with different degrees of error (accounting for approximately 23.89% of the total). Data error types included unclear boundaries, blurred features, loss of information, and cloud cover. The data error types are shown in Figure 15 . A total of 2972 pairs of accurate data were prepared as the test sets to assess the predictive power of the model. To ensure the accuracy of the comparison experiment, a synchronized experiment method is adopted. The design of the experimental process is shown in Figure 16 . To demonstrate the effect of the training data optimization method proposed in this study on training, the two training groups share the process at the initial stage until the first data optimization is complete. Follow-up training creates a new process to maintain the original training data and continue the training. The original training process will continuously optimize the training data 3 times using the method proposed in the study. The two training groups eventually stop at the same number of iterations. This experiment is designed to ensure that the models have the same initial weights and the same training set input order, which ensures that training is consistent before the first optimization is completed.
B. SAMPLE OPTIMIZATION RESULTS AND LOSS DISTRIBUTION PERFORMANCE
In the parallel experiment, each training data quality analysis will remove the top 40% of the data from the suspected corrupted data, and the remaining data will continue to participate in training. The LEV points distribution and training fluctuation changes generated by the two groups of training in parallel experiments are shown in Figure 16 . In the experiment, the number of optimized acquisition LEV points is set to 5000. When the training reaches the preset threshold (approximately 9700) in the verification experiment, the optimization algorithm starts loss-point sampling. After the first training data analysis is completed and some error data are eliminated, the stability of model training is significantly improved. After each optimization, the overall stability of the model is optimized to varying degrees.
Further analysis of the influence of the optimization method on training and a comparative analysis of the distribution characteristics for LEV data in the high-and low-error groups after each optimization are shown. The change of the high-error area and the low-error area division after each optimization is shown in Figure 18(a,b) . The distribution variation of the sample LEV data in each low-error region by a histogram is shown in Figure 18 (c). After each training data optimization, the upper limit of LEV and the upper quartile and the median in the low-error region are significantly reduced. The aggregation degree of the LEV data distribution is significantly greater than that of uncontrolled aggregation. After the partially corrupted data are eliminated, training is continued to make the model have higher expression ability for the correct information, resulting in a more intensive scatter distribution of low-error areas. Figure 18(d) shows the distribution of LEV data in the high-error area after each optimization. After the first data optimization is completed, the average deviation in the LEV data distributed in the higherror area becomes significantly lower due to the decrease in the amount of data errors, but there is still a small number of outliers, which is because, when the model is more accurate in expressing the correct information, the expression of corrupted data is more repulsive; thus, the corrupted data that were not removed in the previous optimization will produce a higher LEV in subsequent training.
In the experiment, the training data of the top 40% are removed from the suspected corrupted data after each optimization. Table 2 details the amount of training data and related statistical information for each optimization. After 3 optimizations, a total of 3033 sets of sample data were removed from the training data, of which 2,519 were known as ''corrupted sample data'', and the average error score of the suspected error data was reduced from 24.7 to 1.9, indicating that the corrupted data content of the remaining samples is relatively low and the impact on the final accuracy of the model is relatively small; thus, the corrupted information in the training samples is well controlled.
C. CROSS-CHECKING RESULTS AND MODEL ACCURACY STABILITY ANALYSIS
In this study, cross-check sets are used to verify the change of model prediction ability before and after model optimization. Figure 19 shows the prediction results of cross-check sets before and after model optimization. The label sample is the actual label effect of participating in training. Comparing the prediction effects of the two sets of models formed by the parallel test on the same sample, the optimized model has higher ability to express water information than the unoptimized model.
Parallel experiments used the same test set to verify the formation process and fluctuation of model prediction ability during the training process. The test data does not participate in model training, and all data are accurate data that have been manually screened; therefore, using the test set in the parallel experiment can realistically reflect the change of the optimization method to the formation process of the model prediction ability. Figure 20(a) shows the change process of the model prediction ability in parallel experiments without the optimization method. Figure 20(b) shows the change in prediction ability of the optimized model after training, and it can be seen that the curve of the third stage tends to be stable. Figure 20 (c) shows a comparison of the changes in the average accuracy between the two groups of models. The figure shows the average performance of the model's predictive ability compared with that of the two training groups. The data-optimized training results produce a better model accuracy for the same number of iterations. From another perspective, data optimization reduces the consumption of computing resources and computation time.
D. DIFFERENT NEURAL NETWORK STRUCTURE APPLICATION EFFECT DISPLAY
In this section, Unet, FPN-Unet and FCN are selected to train and learn the same set of data, and the distribution of LEV points is compared. The experiment was also performed in parallel experiments. The experimental data were a set of water body label data without quality inspection. The number of experimental iterations was set to 20,000, and the number of samples was 3000. Figure 21 shows the variation of the LEV points distribution before and after optimization FIGURE 21. Comparison of LEV points distribution changes before and after using optimization methods in different network models. VOLUME 7, 2019 of different network structures. After the model training of different network structures was optimized, the distribution of LEV scatters was aggregated, indicating that the model obtained after optimization had improved accuracy. The data source analyzed by the method is the LEV data generated via training, and the neural network structure itself is not changed. Therefore, this method has good universality.
V. SUMMARY
According to the distribution pattern of LEV points in the model training process, a method for individually analyzing the corrupted information content of training samples is proposed. This method improves the prediction accuracy of the model and reduces the probability of bad generalization behavior. The method proposed in this paper can effectively reduce data accuracy requirements of model training and data production costs.
The method proposed in the study is based on the fact that, under certain conditions, it is impossible to obtain sufficient precision and a sufficient number of training samples. This problem is ubiquitous in the identification and classification of geoscience image information. The method proposed in the study was developed to address the inability to obtain sufficient precision and training samples under specific conditions. This problem is ubiquitous in the identification and classification of geoscience image information. Due to technical limitations, the pixel information in remote sensing images is mixed information in the planar region, which makes accurate classification of the pixels impossible.
The inability to establish accurate sample labels is a common problem in the application of neural networks in remote sensing. The core idea of this research is to transform the analysis of label accuracy into an analysis of the difference between the correct information and the corrupted information during the training process and to eliminate training samples that are significantly different from the model. This method is suitable for training sample sets with large amounts of data. In this method, the judgment of the quality of individual samples is based on the average performance of samples over multiple training steps. Therefore, it is suggested to control the number of samples input in each iteration so that the LEV value of corrupted samples will not be neutralized by a large number of correct samples. It is worth noting that this method can reduce the content of corrupted information in the sample, but the corrupted information cannot be completely eliminated. Although this method proposes a numerical expression for the intensity of the model accuracy change, it is necessary to manually set the upper limit of the expected intensity to adjust the intervention time of the sample analysis algorithm during training. The control of the optimization times must also be manually set. In a follow-up study, the artificial participation will be optimized to improve the automation of the method.
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