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We present a method to study rare nonadiabatic dynamics in open quantum systems using
transition path sampling and quantum jump trajectories. As with applications of transi-
tion path sampling to classical dynamics, the method does not rely on prior knowledge of
transition states or reactive pathways, and thus can provide mechanistic insight into ultra-
fast relaxation processes in addition to their associated rates. In particular, we formulate a
quantum path ensemble using the stochastic realizations of an unravelled quantum master
equation, which results in trajectories that can be conditioned on starting and ending in
particular quantum states. Because the dynamics rigorously obeys detailed balance, rate
constants can be evaluated from reversible work calculations in this conditioned ensemble,
allowing for branching ratios and yields to be computed in an unbiased manner. We illustrate
the utility of this method with three examples: energy transfer in a donor-bridge-acceptor
model, and models of photo-induced proton-coupled electron transfer and thermally activated
electron transfer. These examples demonstrate the efficacy of path ensemble methods and
pave the way for their use in studying of complex reactive quantum dynamics.
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I. INTRODUCTION
Understanding the dynamics of quantum systems in
condensed phases is an active area of research across
physics and chemistry.1–4 Advances in time-resolved
spectroscopies, such as pump-probe transient absorption
and coherent two-dimensional spectroscopy, have made it
possible to measure dynamics on ultrafast timescales,5–8
but require sophisticated simulation methodologies to
help interpret and unravel the microscopic motions
probed.9,10 In this paper, we demonstrate how the Tran-
sition Path Sampling (TPS)11,12 framework can be used
effectively for studying the dynamics of nonadiabatic
quantum systems. We do this by taking advantage
of a stochastic trajectory representation of a detailed-
balance-preserving quantum master equation, which al-
lows for the generation of a trajectory ensemble whose
statistics and correlations can be studied. We show how
the use of path ensembles can elucidate dynamical mech-
anisms directly using a generalization of committor anal-
ysis11–13 for coherent dynamics. Additionally, we show
how TPS can be used to compute rate constants for rare
dynamical events without assuming a specific mechanism
or postulating a relevant reaction coordinate using path
ensemble free energies.11,12 While the current framework
is restricted to quantum jump dynamics, the perspective
is general and the tools are generalizable to other open
quantum dynamics.14,15
Nonadiabatic open quantum systems display a wide
variety of chemical physics, from excitonic behavior in
chromophoric systems3,4 to conical intersections16,17 and
a)Electronic mail: dlimmer@berkeley.edu.
span a number of time, energy, and length scales.18
This vast range of scales makes developing computa-
tional techniques for studying nonadiabatic dynamics dif-
ficult. The break down of the Born-Oppenheimer ap-
proximation necessitates that the dynamical evolution
of the system is based on Schrodinger’s equation, while
the surrounding environment necessary to accurately de-
scribe dissipation makes its straightforward application
intractable due to the exponential scaling with system
size. Thus, most numerical techniques are developed
to treat a few degrees of freedom quantum mechani-
cally, resolving discrete electronic states or wavepackets,
while the other degrees of freedom are treated with path
integrals,19 or approximately semi-classically,20,21 with
mixed quantum-classical dynamics,22–24 or with reduced
density matrix equations.14,25,26
Independent of the computational technique, the pre-
vailing perspective for studying such nonadiabatic open
quantum dynamics relies on computing and analyzing the
average dynamics that a few tagged degrees of freedom
undergo when the rest of the system has been integrated
out. This is sometimes done implicitly, by focusing on av-
erage populations even though the surroundings are rep-
resented molecularly, as is done with semiclassical meth-
ods.19,24,27,28 Often, however, this is done explicitly, as
in methods that construct an equation of motion for the
average behavior of the system directly, as in quantum
master equation approaches.17,26,29–32 While this dimen-
sionality reduction can be illuminating, it does result in
a loss of information, as the fluctuations about the av-
erage dynamical behavior can encode important correla-
tions. For example, understanding the mechanism of a
rare dynamical event with information on just the av-
erage trajectory of the system is difficult. Most often
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2a mechanism is inferred by varying a parameter of the
system and noting the subsequent change in the rate.
Instead of noting the response to a parameter, this same
information exists in principle in the ensemble of tra-
jectories, or dynamical fluctuations of the system, at a
fixed value of a parameter. In static systems this is just
a statement of the fluctuation-dissipation relation, such
statements can be extended to codify the relation be-
tween fluctuations and response in dynamical systems far
from equilibrium.33,34 Indeed in classical systems, trajec-
tory ensemble techniques have resulted in methods like
Transition Path Sampling11,12 to sample rare dynamical
events and generalizations of reaction coordinates and
transitions state to complex systems.11–13,35 This has en-
abled the study of mechanisms of rare events in a wide
variety of systems and settings.36–39
The application of trajectory ensembles to quantum
dynamics, however, has not been as successful as in clas-
sical dynamics. Central to this failure is the difficulty in
generating meaningful trajectories for open quantum sys-
tems. For many trajectory-based methods, the dynamics
are reliable only for very short times due either to ap-
proximations that fail to accurately represent the back-
reaction of the bath onto the system and consequently vi-
olate detailed balance40 or because of the dynamical sign
problem and exponential complexity of exact system-
bath dynamics. Alternatively, path integral methods
such as recent extensions to Ring Polymer Molecular
Dynamics41 that incorporate non-adiabatic effects42–46
can recover the correct equilibrium statistics, and could
be used to generate quantum trajectory ensembles in
cases where they are also faithful to the quantum dy-
namics. Efforts to use practical methods such as surface
hopping with trajectory ensembles have been proposed47
though their reliability is questionable, as the form of the
stationary distribution is unknown, making deriving ac-
ceptance criteria difficult. Recent work to identify an in-
compressible phase space structure for the density matrix
of an open quantum system in the presence of quenched
disorder holds significant promise.48
In cases where the system and bath are weakly coupled
however, the stochastic unraveling method from quan-
tum optics as applied to quantum master equations sup-
plies a means to identify quantum trajectories.49,50 In
this method, a deterministic density matrix equation is
converted to an average over stochastically evolved wave-
functions. Provided a microscopic model of the system
bath interaction, the stochastic evolution be can devel-
oped. Such quantum trajectories are observable in sim-
ple systems using weak measurements.51 A significant
amount of work has been done using quantum jump tra-
jectories in driven systems and under steady-state con-
ditions, which have revealed the potential for dynamical
phase transitions,52,53 correlated dynamics,54 and local-
ization.55 Here we adopt this perspective and develop
it with the motivation to study rare reactive events in
nonadiabatic and quantum coherent dynamics. As this
method is derived from a quantum master equation for-
malism, its dynamics obey detailed balance, and so its
statistical fluctuations encode accurate information on
the bath fluctuations that result in rare reactive events.
While the bath is not represented in molecular detail,
the fluctuations it imposes on the systems dynamics are
directly observable.
The remainder of this paper is outlined in five sec-
tions. In the following section, the trajectory formalism
is introduced and the formulation of path ensembles and
a scheme to sample them with TPS is developed. This
path ensemble formalism is then applied to three differ-
ent model systems: first to a three-level chromophoric
system to show how path ensembles can be used to sam-
ple correlations in trajectories directly (Sec. III), then
to a proton-coupled electron transfer model in which the
quantum committor distribution is utilized (Sec. IV),
and finally to a system exhibiting rare barrier crossing to
show the efficiency of TPS to compute a rate constant
with no mechanistic assumptions (Sec. V). Some final
conclusions and thoughts for future work are presented
in Sec. VI.
II. QUANTUM JUMP PATH ENSEMBLES
In this section we develop a reactive path ensemble for-
malism for stochastic quantum jump dynamics.56 Specif-
ically, we consider the reduced dynamics of a subset of
degrees of freedom, the system, embedded in an envi-
ronment with an infinite number of degrees of freedom,
the bath, and focus our discussion to instances where
those reduced dynamics are Markovian and weakly cou-
pled to the environment. For concreteness we will con-
sider Hamiltonians in the full Hilbert space, Hˆ, parti-
tioned into three terms,
Hˆ = HˆS + HˆB + HˆSB , (1)
where HˆS is the system Hamiltonian, HˆB is the bath
Hamiltonian, and HˆSB is the system-bath coupling term.
Throughout, we will take HˆSB as a sum of Kronecker
products of linear operators in the system and bath
Hilbert spaces,
HˆSB =
∑
i
∑
n
cn,isˆi ⊗ Bˆn,i, (2)
where sˆi is a system operator, and Bˆn,i the correspond-
ing bath operator. The coefficient cn,i relates the local
system-bath coupling strength and in the case where the
bath is harmonic, it is convenient to introduce the spec-
tral density,
Ji(ω) = pi
2
∑
n
c2n,iδ(ω − ωn). (3)
as the weighted sum of the system-bath coupling
strengths and density of states at bath frequency ωn.
The spectral density can be inferred from linear absorp-
tion measurements57 or computed from atomistic simu-
lations.58
A. Stochastic Wavefunctions from Quantum Jumps
Provided the Markovian, weak coupling, and secular
assumptions, trajectories traced out by the system de-
grees of freedom consist of periods of coherent evolution
3punctuated by abrupt changes in the state of the system,
reflecting the instantaneous action of the bath. These
trajectories represent physical realizations of a piecewise
deterministic stochastic process in a projective Hilbert
space49 and provide a theoretical description of quantum
jump observations in experiments.59,60 The time evolu-
tion for a wavefunction in the system Hilbert space over
a quantum jump trajectory is given by the stochastic
equation of motion,
d|ψt〉 = − i~Hˆeff|ψt〉dt
+
∑
n
( √
ΓnLˆn
〈ψt|ΓnLˆ†nLˆn|ψt〉
− 1
)
|ψt〉dNn, (4)
where |ψt〉 is the wavefunction of the system at time t
and ~ is Planck’s constant divided by 2pi. The first term
in Eq. 4 represents coherent, deterministic dynamics with
the effective Hamiltonian, Hˆeff,
Hˆeff = HˆS − i
2
∑
n
ΓnLˆ
†
nLˆn, (5)
which adds to the original Hermitian operator, HˆS , an
anti-Hermitian term due to the coupling with the bath
through the operators Lˆn and their adjoints, Lˆ
†
n. The
Lˆn operators, include both dissipative and dephasing ac-
tions of the bath and Γn are the associated bare rates of
those actions. The second term in Eq. 4 is a Poisson
jump process reflecting projective actions of the bath
with statistics dNn = 0, 1 and dN
2
n = dNn and rates
for each Lˆn corresponding to the quantum expectation,
Γn〈ψt|Lˆ†nLˆn|ψt〉.
When averaged over a large number of realizations
Eq. 4 returns a master equation describing the proba-
bility flow of the Poisson stochastic process, which is of
Lindblad form,61,62
∂tσˆ(t) = − i~ [HˆS , σˆ(t)]
+
∑
n
Γn
(
Lˆnσ(t)Lˆ
†
n −
1
2
{Lˆ†nLˆn, σˆ(t)}
)
, (6)
where ∂tσˆ(t) is the time derivative of the reduced density
matrix, σˆ, and [·, ·] is the commutator and {·, ·} the anti-
commutator. Because the system and bath are weakly
coupled, each stochastic trajectory is independent and
the density matrix is obtainable from the stochastic wave-
functions by σ(t) = 〈|ψt〉〈ψt|〉 where the brackets denote
an average over the Poisson random noise. This mas-
ter equation is known to form a dynamical semigroup,
so that the equation of motion conserves the norm and
positivity of the reduced density matrix.56,61,62 The semi-
group property is vital for a trajectory analysis as it en-
sures each trajectory has physical meaning and can be
experimentally realized.63 Stochastic equations of motion
have been previously developed for a number of quantum
master equations,64,65 however, the representation often
gives unphysical trajectories stemming from the underly-
ing master equation’s failure to form a dynamical semi-
group. Additionally, stochastic unraveling has the algo-
rithmic benefit of reduced scaling in propagating wave-
functions compared to propagating density matrices,66
which takes the overall scaling in terms of the number of
system states N from O(N3) to O(MN2) where M is the
number of trajectories required to converge the density
matrix.
The operators, Lˆn, are identified as Lindblad operators
and can be obtained directly from the original system-
bath coupling operators67,68 of a microscopic model pro-
vided non-secular terms that couple populations and co-
herences are negligible.69 In this case, it will be most con-
venient to represent the Lindblad operators in the energy
eigenbasis, denoted Lˆij , and are given by
Lˆij = Pˆij sˆ (7)
where Pˆij is an operator that projects out the ij elements
of the system-bath coupling operator in the energy eigen-
basis, i.e., Pˆij sˆ = sij |φi〉〈φj |, where |φi〉 is the ith energy
eigenfunction of HˆS . The associated rates in the energy
eigenbasis, Γij , are given by the Fourier-Laplace trans-
form of the bath correlation function
Γij =
∫ ∞
0
dt e−iωijt〈B(t)B(0)〉eq, (8)
where 〈· · ·〉eq is a thermal average and ωij = (Ei−Ej)/~
where Ei (Ej) is the ith (jth) eigenvalue of HˆS .
57 By
the fluctuation-dissipation theorem for quantum time-
correlation functions, these rates thus obey detailed bal-
ance,
Γij
Γji
= eβ~ωij , (9)
where β = 1/kBT is inverse temperature, T , times Boltz-
mann’s constant, kB. This ensures that in the long time
limit, the density matrix is given by a Gibbs state, σˆ =∑
i e
−βEi |φi〉〈φi|. The Lindblad operators for nonzero
frequencies, which are non-diagonal, are associated with
population transfer while the zero frequency Lindblad
operators, which are diagonal, are the dephasing opera-
tors.56
B. Reactive Path Ensembles
Provided the stochastic equation of motion for the sys-
tem wavefunction, we can define an ensemble of trajec-
tories parameterized by a trajectory length tobs. This
follows closely previous work considering the spacetime
thermodynamics of quantum jump processes.52 We define
a sequence of wavefunctions visited over the observation
time, Ψ(tobs) = {|ψ0〉, |ψ∆t〉, . . . , |ψtobs〉} and the prob-
ability of observing that sequence, P [Ψ(tobs)], is given
by
P [Ψ(tobs)] ∝ p0(|ψ0〉)
tobs−∆t∏
t=0
u(|ψt〉 → |ψt+∆t〉), (10)
where p0(|ψ0〉) is the probability of observing the initial
wavefunction and u(|ψt〉 → |ψt+∆t〉) are the transition
probabilities for each interval of time ∆t. The tran-
sition probabilities represent the probability of waiting
4times between jumps multiplied by the probability for
each jump,
u(|ψt〉 → |ψt+∆t〉) = 1− 〈ψt|ΓnLˆ
†
nLˆn|ψt〉
r(|ψt〉) e
−r(|ψt〉)∆t
(11)
where r(|ψt〉) is the waiting time probability between
jumps
r(|ψt〉) = 〈ψt|
∑
n
ΓnLˆ
†
nLˆn|ψt〉, (12)
and the ratio in front of the exponential is the proba-
bilty to make a jump due to the action of the nth Lind-
blad operator, both of which follow directly from Eq. 4.
These transition probabilities have been shown to obey
a differential Chapman-Kolmogorov equation and yield
a Markovian stochastic process in the projective Hilbert
space.49
We define the normalization of the path ensemble as
the path partition function Z(tobs), which is obtained by
integrating over all paths
Z(tobs) =
∫
D[Ψ(tobs)]P [Ψ(tobs)], (13)
from which is clear that stochastic unraveling sam-
ples a real-time path integral, with probability measure
D[Ψ(tobs)] for realizations over the Poisson random noise.
The absence of a dynamical sign problem is due to the
Markovian and weak system-bath coupling approxima-
tions. Observable quantities can be computed directly
by averaging the time-dependent expectation value over
the ensemble of trajectories
〈O(t)〉 =
∫
D[Ψ(tobs)]P [Ψ(tobs)]〈ψt|Oˆ|ψt〉 (14)
where the usual quantum operator expectation value at
time t ≤ tobs is averaged over the stochastic paths,
denoted with 〈. . . 〉. As a result of the detailed bal-
ance condition in Eq. 9, the trajectories obeys micro-
scopic reversibility as codified by the Crooks Fluctua-
tion Theorem.70 This result implies both the Jarzsynski
equality71 and the correct physical interpretation to the
flow of energy into and out of the system through heat
and work.72,73
While Eq. 10 denotes the total path probability, it is
possible to only consider those trajectories that undergo
a rare, or reactive event. To do this we define the prob-
ability of observing a rare event, PAB [Ψ(tobs)], in which
the system begins in some quantum state A at time 0
and ends in some other quantum state B, at tobs,
PAB [Ψ(tobs)] ∝ P [Ψ(tobs)]〈ψ0|hˆA|ψ0〉〈ψtobs |hˆB |ψtobs〉,
(15)
where hˆA(B) is a projection operator for state A (B). The
normalization of the path probability, ZAB(tobs), and ob-
servables in this conditioned ensemble are computed as,
ZAB(tobs) = (16)∫
D[Ψ(tobs)]P [Ψ(tobs)]〈ψ0|hˆA|ψ0〉〈ψtobs |hˆB |ψtobs〉
and,
〈O(t)〉AB =
∫
D[Ψ(tobs)]PAB [Ψ(tobs)]〈ψt|Oˆ|ψt〉, (17)
analogously as in the unconditioned path emsemble, and
we adopt the subscript AB on the brackets to denote an
average in the reactive path ensemble. Here the semi-
group property is requisite due to the dependence of the
normalization on the physicality of individual trajecto-
ries. Though we specifically consider path ensembles con-
ditioned on reactive events, this formalism is general, and
can be used for conditioning on time extensive quantities
as done with the s-ensemble and related techniques.74
If the probability of observing the transition form A
to B in the unconstrained ensemble, P [Ψ(tobs)], is small,
then accurately determining expectation values in the re-
active path ensemble through brute force sampling will
be difficult. One means to overcome such sampling prob-
lems is to use Transition path sampling (TPS) algorithms
to sample PAB [Ψ(tobs)] directly.
11,12 Typically the most
efficient Monte Carlo move for reactive path spaces is
the so-called “shooting move”.11 Shooting moves gener-
ate new trial trajectories by re-integrating the equation
of motion forward and backward from some uniformly
chosen intermediate time along the trajectory. If the in-
tegration of the trial trajectory uses the same equation
of motion as that which defines the desired path ensem-
ble, and the Monte Carlo procedure uses a symmetric
change in the configuration about the intermediate time,
the acceptance ratio is
Pacc[Ψ
o → Ψn] = min
{
1, 〈ψn0 |hˆA|ψn0 〉〈ψntobs |hˆB |ψntobs〉
}
(18)
where Ψo and Ψn are the old and new trajectories with
their arguments suppressed for compactness, Pacc is the
acceptance probability for the Monte Carlo move, and the
projection operators are evaluated at the end points of
the new trajectory. Since the equation of motion for the
quantum jump trajectory is stochastic, one-sided shoot-
ing can be done in order to increase the acceptance prob-
ability.11 Here only the bias from the conditioning func-
tional of PAB [Ψ(tobs)] appears due to the symmetry in
the Monte Carlo moves.
C. Rate Constants
Much like in the classical path ensemble formalism, a
rate constant can be computed by a time derivative of
the side-side correlation function, CAB(t),
75
k(t) =
d
dt
CAB(t) (19)
where
CAB(t) =
〈hA[ψ0]hB [ψt]〉
〈hA[ψ0]〉 , (20)
which is the conditional probability of the system being
in state B at time t, given the system started in state A
5at time t = 0. With the identification of the ensemble
averages in Eq. 20 as conditioned path partition func-
tions it follows directly just as it does with classical path
ensembles11 that the rate constant is a time-derivative of
a ratio of these conditioned path partition functions
k(t) =
d
dt
ZAB(t)
ZA(t)
, (21)
where
ZA(tobs) =
∫
D[Ψ(tobs)]P [Ψ(tobs)]〈ψ0|hˆA|ψ0〉 (22)
is the reactant path partition function. The ratio of par-
tition functions is computable by thermodynamic inte-
gration. By rewriting the ratio as an integral,
ln
ZAB
ZA
=
∫ B
0
dλ
(
∂ lnZAλ
∂λ
)
(23)
the rate is identical to the reversible work to “stretch”
the ensemble of trajectories from the reactant to product
regions. While thermodynamic integration is one means
to compute this reversible work, any other free energy
method could be use analogously. To this end, umbrella
sampling can be used to constrain trajectories beginning
in region A to end in overlapping intermediate regions λ
in the interval ranging from A to B and constructing a
“path free energy” in this coordinate. Because the rate
has been constructed as a ratio of path partition func-
tions or likewise a difference of path free energies, the
calculation is independent of path taken along the ther-
modynamic integration, hence a priori knowledge of the
reaction coordinate is unnecessary. The rate constant can
then be computed either directly from the ratio of path
partition functions or by computing the time-derivative.
In the former case, one uses the identity at some steady-
state time,
k =
1
tobs
ZAB(tobs)
ZA(tobs)
. (24)
valid for tobs intermediate to the molecular timescale
of a transition, τmol, and the reaction timescale, 1/k,
(τmol < tobs  1/k) The rate constant is thus directly
proportional to the ratio of path partition functions in
this steady-state by the inverse of the steady-state time.
Alternatively, the time derivative of this path partition
function ratio can be computed by which the ratio is
computed at a number of times and the slope, in the
steady-state regime, is precisely the rate constant.
III. CONDITIONED ENSEMBLES
In this section, we illustrate the utility of conditioned
path ensembles for gaining mechanistic insight in open
quantum dynamics. In particular, we show how con-
ditioned ensembles build in correlations that elucidate
the mechanistic details of specific rare events. Our
work focuses on energy transfer dynamics in a donor-
bridge-acceptor (DBA) system, schematically shown in
Fig. 1(a). This system was recently considered by Jang
and co-workers who applied a novel quantum master
equation, termed the polaron-transformed quantum mas-
ter equation (PQME),76,77 to a model three-level chro-
mophoric system coupled to a bath.78 Depending on the
strength of the coupling to the bath, the energy transport
between the donor and acceptor states could follow from
either a superexchange mechanism, in which an excita-
tion initially localized on the donor state is transferred
coherently to the acceptor state, or from a sequential hop-
ping mechanism, in which the excitation is transferred in-
coherently through a barrier-crossing-like event to reach
the acceptor state after passing through the intermedi-
ate bridge state. By increasing the coupling strength
between the system and bath, one can observe a smooth
transition between these mechanisms, which gives rise to
an overall turnover in the rate of charge transfer.
The PQME method is able to treat a broad range
of the system-bath coupling strength by making use of
a small polaron transform to the original system bath
model. This transformation incorporates the bath modes
into the system Hamiltonian through a reorganization
energy, which changes the site energies, and hopping
integrals, which dampen the electronic coupling terms
in the system Hamiltonian exponentially as the system-
bath coupling strength increases. After the application
of the small polaron transform, the system Hamiltonian
becomes,
HˆS =
∑
l
l|l〉〈l|+
∑
l 6=l′
Jll′ |l〉〈l′|. (25)
where l = D,B,A, labels the donor, bridge and acceptor
sites, l are the site energies reduced by the reorganiza-
tion energy, and Jll′ are the inter-site couplings that are
dressed by the polaron transform. In this model there are
nonzero inter-site couplings between D − B and B − A,
but no direct coupling between D−A. A consequence of
the polaron transform is that the form of Jll′ depends on
the system-bath coupling
Jll′ = jll′e
−ηλ2r (26)
where jll′ are the bare inter-site couplings and are multi-
plied by an exponentially small term in the system-bath
coupling strength, η, with temperature dependent pref-
actor
λ2r =
pi
η
∫
dωJ (ω) coth(β~ω/2) (27)
which is a thermally weighted integral over the spectral
density. Following Jang and coworkers,78 the spectral
density is, using the convention of Eq. 3, taken to be of
ohmic form
J (ω) = 2
pi
η
3!
ω
ω2c
e−ω/ωc , (28)
where ωc is bath cutoff frequency. In principle, an inho-
mogeneous term arising from initial correlations between
the system and bath modifies the system hamiltonian in
a time dependent manner. However for the conditions
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FIG. 1. Energy transfer dynamics in the DBA model. a)
Schematic energy levels used in the study. b) Donor to ac-
ceptor energy transfer rate constants as a function of system-
bath coupling, η, for the full PQME (open circles) and for the
Lindblad PQME (blue squares). c) Population dynamics are
shown for the donor (red), bridge (black), and acceptor (blue)
sites for η = 0.2 (top panel) and η = 9.0 (bottom panel).
we consider its effect is negligible, so we do not consider
it in the following.
The resultant PQME is a weak-coupling master equa-
tion for the quasiparticle small polaron, interacting
with the deformed environment, where the residual off-
diagonal coupling to the bath is treated perturbatively.77
In order to put the PQME into a quantum jump form, we
must make two additional approximations to the equa-
tions of motion. First, we ignore non-secular terms that
couple populations from coherences in the energy eigen-
basis. Second, while the PQME is a time-local equation,
it is non-Markovian in that the rates of transitions in-
duced by the bath are time-dependent. In principle the
Lindblad operators in the quantum jump equation can
take time dependent forms, and as long as the rates are
strictly positive the complete positivity of the density
matrix will be preserved. However, we make a Marko-
vian approximation and neglect this time-dependence.
Given these approximations, we can construct Lind-
blad operators from the elements of a time-independent
Redfield-like tensor. As the rates of these operators obey
detailed balance, it is most convent to express them in
the energy eigenbasis. For population transfer between
each pair of energy eigenstates, the Lindblad operators
are
Lˆij = |φi〉〈φj |, Γij = Riijj (29)
and the single dephasing operator is
Lˆd =
∑
i
√
Riiii|φi〉〈φi| (30)
where we have absorbed the dephasing rate into the de-
phasing operator, and so have Γd = 1. The elements of
the Redfield-like tensor follow directly from Jang et al
and in the energy eigenbasis are,
Riijj = 1~2
∑
l 6=l′
∑
m6=m′
Jll′Jmm′F ii,jjll′,mm′ (31)
whose kernel in our Markovian approximation is
F ii,jjll′,mm′ =
∫ ∞
0
dt
(
1− e−Kll′,mm′ (t)
)
× (32)Sij,jjll′,mm′ −∑
j′
Sij,j
′j′
mm′,ll′
+ h.c.,
where Kll′,mm′(t) = (δlm + δl′m′ − δlm′ − δl′m)C(t) and
δlm is the Kronecker delta. The correlation function C(t)
is given by
C(t) =
∫ ∞
0
dωJ (ω)[coth(β~ω/2) cos(ωt)− i sin(ωt)]
and the overlap factors, Sii,jjll′,mm′ , coming from the change
from the site to energy eigenbasis are given by
Sij,j
′j′
ll′,mm′ = 〈φi|m〉〈m′|φj′〉〈φj′ |l〉〈l′|φj〉
and we employ h.c. to refer to the Hermitian conjugate
of the product of the previous terms in Eq. 32.
Throughout we will use B−D = 200 cm−1, B−A =
200 cm−1, jBD = jBA = 100 cm−1, and ωc = 200 cm−1.
With this equation of motion, and these parameters, we
consider the dynamics of the system initially prepared
in the donor state, |D〉. The donor state is energetically
unfavored, and so relaxation mediated by the bath will
lead to population transfer to the acceptor states. For
the inter-site coupling strengths considered, the energy
eigenstates are primarily localized on specific sites, be-
coming exactly commensurate in the limit of large sys-
tem bath coupling strength, η. For simplicity, we will
label the energy eigenstates by |φl〉, for the state primar-
ily supported on site l, and the corresponding state in
the site basis with |l〉.
Though the Lindbladization procedure described
above invokes both the Markovian and secular approxi-
mation, the dynamics show quantitative agreement with
the original simulations of Jang et. al.78 The rate con-
stants computed from population dynamics, shown in
Fig. 1(b), are accurate across the whole range of system-
bath coupling strengths exhibiting a maximum rate at
η = 2, which agrees with the full PQME result. Example
population dynamics computed from, an unconditioned
ensemble, 〈ρl(t)〉, where ρˆl is the population operator,
ρˆl = |l〉〈l| for site l = (D,B,A), exhibit the same quali-
tative changes from coherent dynamics at weak system-
bath coupling to hopping dynamics at strong system-
bath coupling. These results were accomplished with
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FIG. 2. Population dynamics in the reactive ensemble. Rep-
resentative stochastic trajectories for the donor (red), bridge
(black), and acceptor (blue) populations are shown for (a) for
η = 0.2 and (b) for η = 9.0 and averaged populations are
shown in (c) for η = 0.2 and (d) for η = 9.0.
40,000 trajectories for each η. As was noted in early
applications of the PQME method,77 non-Markovian ef-
fects from the perspective of the non-transformed sys-
tem Hamiltonian are treated in the system Hamiltonian
to some degree by the PQME method due to incorpora-
tion of the bath modes from the small polaron transform.
The deviation near the maximum stems from the secular
approximation, which decouples additional transfer from
coherences to the populations and slightly reduces the
overall rate.
To study the mechanism of charge transport through
trajectory analysis, we consider ensembles of trajectories
conditioned on observing the system in the donor state
at t = 0 and in acceptor eigenstates at t = tobs. These
conditioned probabilities are computed in a reactive path
ensemble with initial and final states given by the pro-
jectors
hˆA = |D〉〈D| and hˆB = |φA〉〈φA| (33)
so that the system begins in the donor state, which is
a superposition of energy eigenstates, undergoes dephas-
ing and dissipation through the action of the bath, and
ends in an energy eigenstate mostly localized in the ac-
ceptor state. Additionally, we take tobs = 120 fs, which
is much shorter than the time for population decay from
the donor state on average, as shown in Fig. 1(c), but
long enough that the system builds up population in the
acceptor eigenstate with high probability.
Figures 2(a) and (b) show example quantum jump tra-
jectories for η = 0.2 and η = 9.0, respectively. At weak
coupling, the individual trajectories begin by undergoing
Hamiltonian evolution with populations that are nearly
identical to those in the unconditioned ensemble. Af-
ter this initial delocalization through coherent dynam-
ics, the system undergoes a quantum jump, which trans-
fers population instantaneously between the eigenstates
and gives rise to the decoherence apparent at long times
in the averaged populations. Trajectories in the strong
coupling regime are starkly different exhibiting no coher-
ent evolution, due to the smaller inter-site coupling, and
with quantum jumps transferring populations between
the eigenstates. In the average populations, these quan-
tum jumps result in exponential population transfer av-
eraged populations, due to the exponential waiting time
for the jump to occur. The short tobs consists largely of
trajectories that have made donor-to-acceptor eigenstate
transitions, but no reverse acceptor-to-donor transitions.
The conditioned populations for η = 0.2 and η = 9.0
are shown in Fig. 2(c) and (d), respectively. In the
weak coupling regime, where the superexchange mech-
anism dominates the transitions, the conditioned popu-
lations show a near direct transfer between the donor and
acceptor states, while the dynamics in the bridge popula-
tion remain nearly invariant to the conditioning relative
to the unconditioned dynamics. At early times, the pop-
ulations in the donor and bridge states rise at the same
rate, and opposite to that of the acceptor states, which
suggests that in this conditioned ensemble of trajectories
the transfer follows the superexchange mechanism. In the
strong coupling regime, where the hopping mechanism
dominates, the conditioned populations show a sharp rise
in the bridge state population followed by an increase in
the acceptor state population. At short times the slopes
now of the donor and bridge states are opposite one an-
other, and at later times the slopes of the bridge and
acceptor states are opposite. These features suggest that
these trajectories primarily undergo hopping dynamics.
To verify this interpretation of the dynamics, we can
directly resolve the bath operation that results in trans-
fer from the donor to acceptor states in the individual
quantum jump trajectories. Specifically, superexhange
trajectories are those in which the Lindblad operator that
acts to localize the population on the acceptor eigenstate
is either LˆDA or LˆBA with no other population trans-
fer jump occurring prior to these jumps. Using these
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FIG. 3. The average number of mechanistic jumps per tra-
jectory are shown as a function of η. The average number
of superexchange jumps (dashed blue curve with blue circles)
have values on the left y-axis and the average number of hop-
ping jump sequences (dashed red curve with red circles) have
values on the right y-axis.
8operations ensures that transitions are made directly to
the acceptor eigenstate either from the donor eigenstate
or from the bridge eigenstate after coherent transfer of
population to the bridge state. Hopping trajectories are
similarly characterized with a Lindblad operator that lo-
calizes the population in the acceptor eigenstate directly
from the bridge eigenstate, but only after first making a
donor to bridge jump, LˆBA and LˆDB , which offers the
usual barrier crossing interpretation resulting from bath
fluctuations.
With these characterizations, we can now directly test
how each mechanism contributes to the dynamics of the
density matrix over a range of η. Figure 3 shows the
fraction of superexchange trajectories, fSE, and the cor-
responding fraction of hopping trajectories, fH = 1−fSE,
that occur in the reaction path ensemble. At weak
system-bath coupling the majority of transfer events oc-
curs via the superexchange mechanism, while at strong
system-bath coupling the hopping mechanism is domi-
nant. The decay of the fraction of superexchange jumps
is exponential in the system bath coupling, which can
be predicted by superexchange theory, due to the expo-
nential decay of the inter-site coupling with increasing
system-bath coupling in the polaron-transformed Hamil-
tonian. However, for all values of η considered, the aver-
age rate of energy transfer is a combination of superex-
change and hopping. While superexchange theory pre-
dicts a monotonically decreasing rate, the rate of trans-
fer via hopping is nonmonotonic, which is implied by the
continued decrease in the overall rate in Fig. 1(b), in
the strong coupling regime where the mechanism is dom-
inated by hopping transitions. This nonmonotonic be-
havior is the result of self-trapping, which decreases the
rate at large values of η.
IV. COMMITTOR ANALYSIS
In the context of photo-induced nonadiabatic dynam-
ics, the rate of a event is often less important than its
associated yield. The yield of such a process depends on
how the dynamics of a specific chemical system favors
forming the product state over relaxing back to the reac-
tant state. In the context of chemical reactions this man-
ifests itself in the chemical selectivity. In this section, we
show how path ensembles can be used to understand this
selectivity by studying the dynamics of a proton-coupled
electron transfer (PCET) model developed by Hammes-
Schiffer and co-workers.79 In particular, we show how
stochastic unraveling can be used to interrogate the re-
laxation mechanisms that determine quantum yield fol-
lowing photoexcitation using a generalization of commit-
ment analysis in corporate the commitment to different
potential product states. Understanding the mechanism
of yields is of broad importance to understanding a num-
ber of chemical reactions in photochemistry such as pho-
toisomerization reactions17,69 and other relaxation phe-
nomena like hot carrier generation.80
The model we study (model A from Ref. 79) describes
the photoinduced PCET for a system with electronic en-
ergy bias coupled to a bath. The system is composed
of two harmonic oscillators, depicted in Fig. 4, coupled
to a harmonic oscillator bath. The system is strongly
coupled to this bath, so the small polaron transform is
again utilized to ensure the accuracy of a weak coupling
perturbation theory. In this polaron-transformed frame,
the system Hamiltonian is,
HˆS = − ~
2
2m
∂2
∂qˆ2
+
∑
l=0,1
Ul(qˆ)|l〉〈l| (34)
where qˆ is the proton coordinate with mass m, l labels
the donor, |1〉〈1|, and acceptor, |0〉〈0|, electronic states,
each with an associated harmonic potential energy, Ul(qˆ)
Ul(qˆ) =
1
2
mω2l (qˆ − ql)2 + l
where, l is the potential energy minimum, ql its equilib-
rium position, and ωl its characteristic frequency. In this
model, the system-bath coupling is treated in the elec-
tronic coupling, so that the bath serves to localize the
excited electron and reduce the rate of electronic oscil-
lation arising from off-diagonal coupling in the original
system Hamiltonian. The electronic coupling can then
be treated perturbatively with secular Redfield theory.
Thus in this model electron transfer occurs because of
bath fluctuations that temporarily permit the coherent
electron transfer.
The resulting Lindblad operators are population trans-
fer operators between the vibrational states on different
electronic states,
Lˆln,l′n′ = |l〉|n〉〈n′|〈l′|, Γli,1j = Rln,l′n′ (35)
where the pair ln, label the electronic state l = |0〉, |1〉
and n, the vibrational eigenstate. There is one dephasing
operator that is just the unit operator for the donor state
Lˆd =
∑
n
√
G1n|1〉|n〉〈n|〈1|. (36)
weighted by the rate
√
G1n, so that Γd = 1. The popula-
tion transfer rates are given by a Fourier-transform of the
bath-correlation function formally expressed for acceptor
to donor transitions and donor to acceptor transitions,
respectively, as
Rln,l′n′ = 1~2 |Vll′ |
2|Fnn′ |2
∫ ∞
−∞
dt ei(E
l
n−El
′
n′ )t/~M(t)
(37)
where Vll′ is the electronic coupling matrix element which
is nonzero only for l 6= l′, Fnn′ is the Franck-Condon
overlap factor between the vibrational states on differ-
ent electronic states, Fnn′ = 〈0|〈n|n′〉|1〉, and Eln is the
energy of the nth vibrational state of the lth electronic
state, and M(t) is the thermally averaged, polaron trans-
formed, bath correlation function. The elements of this
tensor give the rate of transfer between the vibrational
states of each electronic state. The dephasing rates are
given by
G1n =
∑
n′
R1n,0n′ (38)
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FIG. 4. Population dynamics of PCET model from RDM
simulation (red) and from stochastic unraveling (blue). Error
bars are computed from block averaging and represent a 95
percent confidence interval. The inset shows the potential
energy surfaces of the acceptor (red parabola) and the donor
(blue parabola) states.
as the bath is only coupled to the donor electronic state,
only the coherences of the donor state undergo dephas-
ing. Following Ref. 79 the bath correlation function is
computed using a high-temperature approximation,
M(t) ≈ exp
(
−λst
2
~2β
− itλs
~
)
, (39)
where λs is the reorganization energy. Given the form of
the Lindblad operators and their associated rates, pop-
ulation transfer only occurs between vibrational states
of different electronic states, with an average dissipation
roughly given by λs. As the original dynamics were simu-
lated with the secular approximation, the Lindblad mas-
ter equation we employ gives equivalent dynamics, just
in a different representation.
We consider dynamics following a vertical excitation of
the ground vibrational eigenstate of the acceptor into the
donor electronic state. The subsequent initial condition,
|ψv0〉, is illustrated in Fig. 4 and is given by
|ψv0〉 =
∑
i
cn|i〉|1〉 (40)
where the coefficient cn = 〈0|〈0|n〉|1〉 is the vibrational
overlap factor of the 0th vibrational state of electronic
state 0, with the ith vibrational state of electronic state
1. Throughout this section we use ∆ = 1 − 0 = 1
eV, so that the acceptor state is energetically preferred,
ω0 = ω1 = 3000 cm
−1, and q0 = −0.5 A˚, q1 = 0 A˚, The
electronic coupling is taken to be V01 = 0.03 eV, m = 1
amu, the mass of a hydrogen atom, the temperature is
T = 300 K and the reorganization energy is λs = 0.892
eV. For these parameters and initial condition, we find
we can truncate the Hilbert space to include only the
lowest 30 vibrational levels in each electronic state. The
population dynamics in the donor state, 〈ρ1(t)〉 where
ρˆ1 =
∑
n |1〉|n〉〈n|〈1|, following this vertical excitation
FIG. 5. Projections of the wavepackets onto the position basis
(q) in the acceptor state (left column) and the donor state
(right column) for the unconditioned path ensemble (top row)
and the conditioned path ensemble (bottom row) as described
in the text. Positions of high wavepacket probability are in
red and near zero are blue. All plots use a single color range.
are compared between the reduced density matrix for-
malism and simulation with stochastic unraveling in Fig.
4. With 40,000 trajectories the population dynamics are
well-converged and exhibit the same dynamical features.
With these choices of parameters, following a fast initial
relaxation aided by the large Franck-Condon overlap for
high energy states, a metastable population forms at in-
termediate times relative to the equilibrium distribution
in which the donor-state population is negligible. This
metastable state is due to a branching process that occurs
during the vibrational relaxation that splits population
into the donor and acceptor states, resulting in an en-
hancement of population in the donor state, 0.3, over its
equilibrium value, essentially 0.0. Using trajectory analy-
sis we can clarify the mechanism by which this branching
occurs and thus understand what bath fluctuations give
rise to a preferential population of the donor state over
the acceptor state.
To study the mechanism of preferential relaxation into
the donor state, we define the reactive path ensemble for
this model as
hˆA = |ψv0〉〈ψv0 | and hˆB = |1〉|0〉〈0|〈1| (41)
where the vertically excited initial condition is taken as
the reactant and ground vibrational level of the donor
as the product, and consider tobs = 50 ps which is long
enough to observe initial relaxation to the ground vi-
brational state of the donor, but shorter than the char-
acteristic time to thermally transfer population from the
donor, over the potential barrier to the acceptor state. As
was noted in Ref. 79, the projections of the wavepacket
onto the coordinate basis shows the relaxation into each
minima. We have computed analogous wavepacket pro-
jections which are constructed by χ(q, t) = 〈q|ψt〉 where
10
|q〉 is an eigenvector of the position operator qˆ and com-
pared them with those averaged in the reactive path en-
semble 〈|χ(q)|2〉AB to those in unconditioned ensemble,
〈|χ(q)|2〉. These are shown in Fig. 5, where the normal-
ization is computed for the both ensembles by ensuring
wavefunction normalization at t = 0. Figure 5 shows
how the conditioned wavepacket begins branching from
the unconditioned wavepacket, at roughly 10 ps seem-
ingly commiting to either the donor and acceptor state
after undergoing an initial dephasing which damped the
oscillations in the donor state.
While the averaged dynamics illustrate correlations be-
tween early time wavepacket motion and eventual local-
ization in the donor or acceptor states, specific causal
relationships and mechanistic information cannot be de-
termined from them alone. In order to clarify the spe-
cific mechanism by which relaxation preferentially local-
izes in the donor state we have performed a commit-
tor analysis.11–13 For each trajectory within the reactive
path ensemble, we compute the probability, pB(t), that
a given state of the system at some intermediate time
0 < t < tobs commits to the donor state. This is com-
puted by averaging the fraction of trajectories that lo-
calizes in the donor state, integrated from the common
intermediate state.
Figure 6(a) shows the commitment probabilities along
all of the reactive trajectories taken from the uncondi-
tioned ensemble. At the initial time of each trajectory
the commitment probability is the same and equal to the
unconditioned yield of the reaction. which in this case
is 0.3. Over the trajectory time, pB(t) changes as each
trajectory begins to jump into different vibrational eigen-
states that are more or less likely to localize in the donor
state. At long times, pB(t) approaches 1, as required for
a member of the reactive path ensemble. For each trajec-
tory there is a unique time, t1/2, where the commitment
probability jumps above 1/2. The ensemble of configu-
rations defined by the state of the system at t = t1/2 are
members of a transition state ensemble. By understand-
ing the commonalities of trajectories in this ensemble,
we can identify the required dynamical fluctuation for
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FIG. 6. Commitment probabilities as a function of time along
each trajectory are shown in a). Each probability is shifted in
time by t1/2 the time when the commitment probability jumps
to greater than 1/2. The fraction (p1/2(n)) of configurations
at t1/2 in the n
th vibrational state of the acceptor state (red
bars) and the donor state (blue bars) is shown in b).
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FIG. 7. Commitment probabilities for initialization in each
vibrational state of the acceptor (top panel) and the donor
(bottom panel). The red line is the commitment probability
from the unconditioned path ensemble.
ending in the donor state.
By analyzing the transition state ensemble, we have
found that there are specific vibrational relaxation path-
ways that contribute the yield of the donor state. We
have identified these pathways by computing the prob-
ability, p1/2(n), that members of the transition state
ensemble reside in a particular vibrational state of the
donor or acceptor,
p1/2(n) =
∫
D[Ψ(tobs)]PAB [Ψ(tobs)]
×δ(n− 〈ψt1/2 |nˆ|ψt1/2〉) (42)
where the average is over the reactive ensemble, nˆ =∑
l |l〉|n〉〈n|〈l| and the time is taken as the commitment
time. Figure 6 (b) shows the fraction of vibrational states
in the transition state ensemble, which has support over
only 3 states, the 4th and 5th vibrational state of the ac-
ceptor and the 4th vibrational state of the donor. These
states are greater in energy than the ground vibrational
state of the donor state by either twice the solvent reor-
ganization energy in the case of the donor state or just
the solvent reorganization energy in the acceptor state.
To understand the importance of the reorganization
energy in determining the commitment probability we
computed the commitment probability, p˜B(n), for start-
ing in a given vibrational state on either electronic states,
unconditioned on being a member of the reactive path en-
semble. This is shown in shown in Fig. 7. As a function
of the vibrational state, the commitment probability os-
cillates around the unconditioned value of 0.3. The oscil-
lations in these commitment probabilities have a period
of nearly 2 times the reorganization energy. Comparing
this to the transition rates computed from the Γij ’s it is
clear that the average dissipation incurred by a jump is
given by the solvent reorganization energy, and the bot-
tleneck to localizing in the donor state is passing through
specific vibration levels whose energy the bath can most
effectively dissipate. Hence, the statistics of the dissi-
pation for each jump has a determining impact on the
11
commitment probability and subsequently the quantum
yield. Within this small polaron framework, this result
suggests that engineering the reorganization energy by
changing the solvent could be used to enhance the yield
of photo-induced PCET.
V. EVALUATION OF RATE CONSTANTS
Computing rate constants can often be a challenging
endeavor, especially for systems with rare events that
control the rate process. In those systems, simple rate
theories like Transition State Theory81,82 (TST) are re-
lied upon due to their ease of implementation, however,
such theories often break down for systems in condensed
phases due to entropic effects and recrossing events that
are excluded in the theory. Furthermore the application
of many simple theories requires a priori detailed knowl-
edge of the mechanism, which can be elusive in complex
condensed-phase systems. In this section, we utilize the
path ensemble formalism to compute a rate constant in
a model system with rare barrier crossing transitions.
The model in question has a system Hamiltonian
Hˆs = − ~
2
2m
∂2
∂qˆ2
+ U(qˆ). (43)
The potential (depicted in Fig. 8), U(qˆ), has a quartic
polynomial form
U(qˆ) = aqˆ4 − bqˆ2 + qˆ, (44)
where qˆ is the position operator. The first two terms
in the potential are necessary for producing a symmet-
ric double-well potential, while the linear term induces
a bias to one well that breaks the symmetry, a require-
ment for obtaining eigenstates that are localized to each
well. In units of ~ = 1 we have taken the mass of the
particle to be m = 1 and β = 2 × 103 with dimension-
less potential parameters a = 0.02 kBT , b = −1.0 1kBT ,
and  = 0.2 kBT . The eigenstates are found using the
sinc-function discrete variable representation (DVR) ba-
sis of Colbert and Miller.83 The DVR grid was uniformly
spaced over a range q ∈ [−8, 8] with a distance ∆q = 0.05
A˚. Despite the large basis set required for converging the
eigenstates, only the lowest 10 eigenstates, which are la-
beled in energy-ascending order from 0 to 9, were needed
in propagating the dynamics.
We construct the Lindblad operators using a weak cou-
pling secular Redfield theory where for each energy eigen-
state pair |φi〉 and |φj〉 we have population transfer op-
erators given by
Lˆij = |φi〉〈φj | (45)
and rates, Γij , given by
Γij =
1
pi
∫ ∞
0
dte−iωijt
∫ ∞
0
dωJ (ω)[coth(β~ω/2) cos(ωt)
− i sin(ωt)] (46)
where the spectral density, J (ω), has an Ohmic form
with an exponential cutoff
J (ω) = ηωe−ω/ωc
t
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FIG. 8. Model for thermally activated barrier crossing.
(a)The quartic potential used as a function of the position
(blue) with its associated eigenstate wavefunctions (red filled
curves). (b) The average wavepacket conditioned on begin-
ning in the left well and evolving to the right.
with a coupling strength of η = 0.01 and cutoff frequency
ωc = (E2 − E0)/~. With these parameters the system
is very weakly coupled to the bath, so secular Redfield
theory is accurate, and the cutoff frequency is chosen to
induce vibrational relaxation in each well of the quartic
potential. Transitions between the wells will primarily
occur as a result of barrier crossing, as is shown in the
average wave-packet dynamics in the reactive ensemble in
Fig. 8(b). This trajectory illustrates directly the impor-
tance of tunneling in the model, as an initially localized
wavepacket in the reactant state transfers to the prod-
uct state without having much support present in the
barrier region. Since within the secular approximation,
populations and coherences are decoupled, for simplicity
we neglect dephasing operations without loss of general-
ity.
We define a reactive path ensemble for transitions be-
tween the left and right well, as defined by
hˆA = |φ0〉〈φ0|+ |φ2〉〈φ2| hˆB = |φ1〉〈φ1|, (47)
which represent projectors for the lowest two eigenstates
of the left well and the lowest eigenstate of the right
well. The initial condition was a thermal distribution
restricted to the reactant region,
ψ0 =
√
e−βE0
Z
|φ0〉+
√
e−βE2
Z
|φ2〉 (48)
where Z = e−βE0 + e−βE2 . The rate constant from pop-
ulation dynamics, kpop, is given by the time-derivative of
the population in the product state,
kpop =
d〈hB(t)〉
dt
, (49)
and when evaluated in the steady-state regime, the rate
of the transition is estimated to be kpop = 0.0106 ns−1.
The rate constant was also computed via TPS, as out-
lined in Sec. II C. Specifically, the ratio of path partition
functions was estimated using umbrella sampling.84 We
employed umbrella potentials of the form of hard walls to
constrain the B-region of the trajectories using overlap-
ping indicator functions of different eigenstates, denoted
by hˆλ, that were observed along typical transition paths.
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FIG. 9. Evaluation of the rate using TPS. Ratio of path
partition functions computed with tobs = 24 ps along the re-
versible work path. The rightmost point is the rate constant
computed from TPS at the observation time. (inset) Ratio of
path partition function as a function of tobs. Error bars rep-
resent a 95 percent confidence interval computed from block
averaging. The black line is a linear fit kTPStobs.
These umbrella potentials constrained the final wavefunc-
tion to be projected into an eigenstate contained in λ and
by using overlapping indicator functions. The full path
partition function could be reconstructed as a function
of λ using histogram reweighted techniques.85,86
Specifically, umbrella sampling was performed using
overlapping indicator functions, hˆλ, ranging from eigen-
states 0-10, with at least one indicator function equal to
hˆA = |0〉〈0| + |2〉〈2| and one equal to hˆB = |1〉〈1|. For
each window 16,000 trajectories were harvested for ev-
ery Monte Carlo sweep over an entire trajectory and the
expectation value of the position operator 〈q〉tobs corre-
sponding to the eigenstate of the wavefunction at t = tobs
was computed. The statistics of 〈ψtobs qˆ|ψtobs〉 obtained
from this procedure were reweighted using the WHAM
procedure,85 which given the discrete outcomes of the
observables is a simple optimization routine. This proce-
dure was repeated for a range of values for tobs from 24
ps to 60 ps. An example of the resulting path partition
function ratios for tobs = 24 ps. is shown in Fig. 9.
These path partition function ratios provide details
about the transition rate. First, the ratio divided by tobs
precisely gives the rate of transitions between the reac-
tant state and an intermediate λ-region provided tobs is in
the linear regime of population transfer. Hence, the rate
constant is given in the same thermodynamic language
from path ensembles in both the quantum and classical
regimes. Finally, the ratio of path partition functions at
different values of λ offer insight about the mechanism.
As λ is tuned from eigenstates near the reactant state to
the product state the ratio of path free partition func-
tions, as in Fig. 9, decreases indicating a more rare and
hence slower rate process, but for eigenstates that are en-
ergetically higher than the potential energy barrier, the
path partition function ratio is very small, smaller than
the ratio for the product state. Hence, states energeti-
cally above the potential energy barrier rarely contribute
to the predominant transition paths and the typical tran-
sitions between the wells are tunneling events.
The resulting rate constant obtained from this um-
brella sampling procedure is kTPS = 0.010± 0.002 ns−1,
which agrees quantitatively with the rate obtained from
the population dynamics. Of important note is the short
length of trajectories required for computing the rate con-
stant with TPS compared to the population dynamics.
Given many accurate quantum dynamics methods have
exponential scaling in time, these results suggest that
TPS can provide a practical alternative to computing a
rate constant to population dynamics.
For comparison, the rate was also computed using tran-
sition state theory (TST), using
kTST =
ω0
2pi
e−β∆E
‡
(50)
where ω0 is the frequency of the reactant well, ∆E
‡ is
the activation energy.75,81,82 The rate obtained by classi-
cal TST is 0.0019 ns−1, which largely deviates from our
result. A temperature-dependent tunneling correction,
κ(β), can also be added, k = κ(β)kTST to account for
the tunneling transitions that are predicted by our tra-
jectory analysis. For a parabolic barrier this correction
is,87,88
κ(β) =
~βωb/2
sin(~βωb/2)
, (51)
here ωb is the frequency of the parabolic barrier and cor-
rects the overall rate constant to be 0.011 ns−1, which
now adds quantitative agreement with the rate obtained
from TPS. Such agreement should be expected at low
temperature with an approximately parabolic well and
barrier as is the case for the quartic potential used here.88
However, in the TPS calculation no assumption about
the mechanism was required.
VI. CONCLUSION
We have presented a path ensemble formalism useful
for the study of quantum dynamics in condensed phases.
The formalism enables the computation of conditioned
ensembles for typical applications of TPS. To formalize a
reactive path ensemble, we required an equation of mo-
tion that satisfies detailed balance, the complete positiv-
ity of the overall density matrix, and is stochastic. These
conditions are satisfied by unravelling a Lindblad master
equation into a quantum jump equation. The path en-
semble formalism was applied to three systems, for each
of which we devised a mapping from the original quan-
tum master equation into a Lindblad form without loss
of accuracy. This included developing a stochastic pola-
ronic quantum master, illustrating an ability to invoke
weak coupling approximations on transformed Hamilto-
nians in order to study systems that in the untransformed
case were in the strong system-bath coupling regime. The
use of conditioned ensembles showed the built-in corre-
lations that can be obtained by sampling biased trajec-
tories. These sorts of correlations could, in principle,
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be sampled by multi-time correlation functions,89 which
can be difficult to compute and often require high-level
methods due to violations of the quantum regression the-
orem.10 Trajectory analysis also enables the identification
of transport mechanisms in these systems by sampling
the sequence of quantum jumps that occur along trajec-
tories.
We also illustrated how TPS could be used to compute
a rate constant. TPS was found to be efficient for sam-
pling rare barrier-crossing trajectories and accurately
reproduces the rate constant computed from population
dynamics of the reduced density matrix. The necessary
trajectory length for quantitative agreement was multi-
ple orders of magnitude less than the reduced density
matrix simulation. Other dynamics methods that satisfy
properties enabling the path ensemble formalism are
applicable14,15 and for those methods with a compu-
tational complexity that scales with simulation time,
TPS may be a key alternative to permit the calculation
of rate constants. While the examples used here are
relatively small systems with few degrees of freedom, we
expect the utility of the present framework to be clear
for large, multidimensional systems. Not only will the
calculations be made possible by the reduced scaling of
stochastic unraveling, the physical insight gained will
become useful in detecting relevant reaction coordinates
as the number of potential pathways increase.
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