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Abstract
A higher-order dual for a non-diﬀerentiable minimax fractional programming
problem is formulated. Using the generalized higher-order η-convexity assumptions
on the functions involved, weak, strong and strict converse duality theorems are
established in order to relate the primal and dual problems. Results obtained in this
paper naturally unify and extend some previously known results on
non-diﬀerentiable minimax fractional programming in the literature.
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1 Introduction




f (x, y) + (xTBx)/
g(x, y) – (xTCx)/ ,
subject to h(x)≤ ,x ∈ Rn,
(NFP)
where Y is a compact subset of Rl , f (·, ·), g(·, ·) : Rn × Rl → R, and h(·) : Rn → Rm are
continuously diﬀerentiable functions. B and C are n × n positive semideﬁnite symmet-
ric matrices. It is assumed that for each (x, y) in Rn × Rl , f (x, y) + (xTBx)  ≥  and
g(x, y) – (xTCx)  > .
In an earlierwork, Schmittendorf [] establishednecessary and suﬃcient optimality con-




subject to h(x)≤ ,x ∈ Rn,
(P)
where Y is a compact subset of Rl , the functions f (·, ·) : Rn × Rl → R, and h(·) : Rn → Rm
are in C.
© 2012 Ahmad; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.
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Tanimoto [] applied the necessary conditions in [] to formulate a dual problem and
discussed the duality results, which were extended to fractional analogue of (P) by several
authors [–]. Liu [] proposed the second-order duality theorems for (P) under gen-
eralized second-order B-invex functions. Mishra and Rueda [] and Ahmad, Husain and








subject to h(x)≤ ,x ∈ Rn,
(P)
where Y is a compact subset of Rl , f (·, ·) : Rn × Rl → R, and h(·) : Rn → Rm are twice dif-
ferentiable functions. B is an n× n positive semideﬁnite symmetric matrix. Ahmad, Hu-
sain and Sharma [] formulated a uniﬁed higher-order dual of (P) and established weak,
strong and strict converse duality theorems under higher-order (F ,α,ρ,d)-Type I assump-
tions. Recently, Jayswal and Stancu-Minasian [] obtained higher-order duality results for
(P).
In this paper, we formulate a higher-order dual of (P) and establish weak, strong and
strict converse duality theoremsunder generalized higher-order η-convexity assumptions.
More precisely, this paper is an extension of second-order duality results of Hu, Chen and
Jian [] to a class of higher-order duality and it also presents an answer to a question
raised in [].
2 Notation and preliminaries
LetX = {x ∈ Rn : h(x)≤ } denote the set of all feasible solutions of (NFP). Any point x ∈X
is called a feasible point of (NFP). For each (x, y) ∈ Rn × Rl , we deﬁne
ψ(x, y) = f (x, y) + (x
TBx)/
g(x, y) – (xTCx)/
such that for each (x, y) ∈X × Y ,
f (x, y) +
(
xTBx
)/ ≥  and g(x, y) – (xTCx)/ > .
For each x ∈X , we deﬁne
J(x) =
{




J = {, , . . . ,m},
Y (x) =
{
y ∈ Y : f (x, y) + (x
TBx)/
g(x, y) – (xTCx)/ = supz∈Y
f (x, z) + (xTBx)/





(s, t, y˜) ∈N × Rs+ × Rls : ≤ s≤ n + , t = (t, t, . . . , ts) ∈ Rs+





ti = , y˜ = (y¯, y¯, . . . , y¯s) with y¯i ∈ Y (x)(i = , , . . . , s)
}
.
Since f and g are continuously diﬀerentiable and Y is compact in Rl , it follows that for






*, y¯i) + (x*TBx*)/
g(x*, y¯i) – (x*TCx*)/
.
Lemma . (Generalized Schwarz inequality) Let A be a positive-semideﬁnite matrix of
order n. Then, for all x,w ∈ Rn,
xTAw≤ (xTAx)  (wTAw)  .
The equality Ax = ξAw holds for some ξ ≥ . Clearly, if (wTAw)  ≤ , we have
xTAw≤ (xTAx)  .
We will use the following deﬁnitions.
Let φ : Rn → R and k : Rn × Rn → R be diﬀerentiable functions.
Deﬁnition . [] A function φ is said to be higher-order η-convex if there exists a cer-
tain mapping η : Rn × Rn → Rn such that for all x,p ∈ Rn, we have
φ(x) – φ(x¯) – k(x¯,p) + pT 	p k(x¯,p)≥ η(x, x¯)T 	p k(x¯,p).
Deﬁnition . [] A function φ is said to be higher-order (strictly) η-pseudoconvex if
there exists a certain mapping η : Rn × Rn → Rn such that for all x,p ∈ Rn, we have
ηT (x, x¯)	p k(x¯,p)≥ 
⇒ φ(x)(>)≥ φ(x¯) + k(x¯,p) – pT 	p k(x¯,p).
Deﬁnition. [] A function φ is said to be higher-order (strictly) η-quasiconvex if there
exists a certain mapping η : Rn × Rn → Rn such that for all x,p ∈ Rn, we have
ηT (x, x¯)	p k(x¯,p)≥ 
⇒ φ(x)≤ φ(x¯) + k(x¯,p) – pT 	p k(x¯,p)(<)≤ .
3 Higher-order duality model











[	p(F(z, y¯i,p) – λG(z, y¯i,p))] + Bw + λCv + m∑
j=
μj 	p Hj(z,p) = , (.)






f (z, y¯i) + zTBw – λ
(
g(z, y¯i) – zTCv
)





















hj(z) +Hj(z,p) – pT 	p Hj(z,p)
]≥ , α = , , . . . , r, (.)
wTBw≤ , vTCv≤ , (zTBz)  = zTBw, (zTCz)  = zTCv, (.)
where Jα ⊆ M = {, , . . . ,m}, α = , , , . . . , r with ⋃rα= Jα = M and Jα ∩ Jβ = ∅ if α = β .
If for a triplet (s, t, y˜) ∈ S(z), the set L(s, t, y˜) = ∅, then we deﬁne the supremum over it to
be ∞.
Remark . (i) Let J = ∅, F(z, y¯i,p) = pT 	 f (z, y¯i) + pT 	 f (z, y¯i)p, G(z, y¯i,p) = pT 	
g(z, y¯i)+ pT 	 g(z, y¯i)p, i = , , . . . , s andHj(z,p) = pT 	hj(z)+ pT 	hj(z)p, j = , , . . . ,m.
Then (NMD) reduces to the second-order dual in [, ]. If, in addition, p = , then we
get the dual formulated by Ahmad, Gupta, Kailey and Agarwal [].
(ii) If J = ∅, then the above dual becomes the dual formulated in [].
Theorem . (Weak duality) Let x and (z,μ,λ, s, t, v,w, y˜,p) be feasible solutions of (NFP)
and (NMD) respectively. Assume that
(i) [
∑s
i= ti{f (·, y¯i) + (·)TBw – λ(g(·, y¯i) – (·)TCv)} +
∑








f (x, y) + (xtBx)/
g(x, y) – (xtCx)/ ≥ λ.
Proof Suppose to the contrary that
sup
y∈Y
f (x, y) + (xTBx)/
g(x, y) – (xTCx)/ < λ.
Then we have
f (x, y¯i) +
(
xTBx
)/ – λ(g(x, y¯i) – (xTCx)/) < , for all y¯i ∈ Y , i = , , . . . , s.
It follows from ti ≥ , i = , , . . . , s, that
ti
[
f (x, y¯i) +
(
xTBx
)/ – λ(g(x, y¯i) – (xTCx)/)]≤ , i = , , . . . , s,
with at least one strict inequality since t = (t, t, . . . , ts) = . Taking summation over i and
using
∑s





f (x, y¯i) +
(
xTBx
)/ – λ(g(x, y¯i) – (xTCx)/)] < .
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f (x, y¯i) + xTBw – λ
(
g(x, y¯i) – xTCv
)]
< . (.)









f (x, y¯i) + xTBw – λ
(





μjhj(x) < . (.)








hj(z) +Hj(z,p) – pT 	p Hj(z,p)
]
, α = , , . . . , r. (.)






≤ , α = , , . . . , r. (.)















f (x, y¯i) + xTBw – λ
(











f (z, y¯i) + zTBw – λ
(





μjhj(z) + F(z, y¯i,p) – λG(z, y¯i,p)
– pT 	p
{









≥  (by (.)).
This contradicts (.). 
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Theorem . (Strong duality) Let x* be an optimal solution of (NFP) and let ∇hj(x*), j ∈
J(x*) be linearly independent. Assume that
F
(




x*, y¯*i , 
)
=∇f (x*, y¯*i), i = , , . . . , s,
G
(




x*, y¯*i , 
)













, j ∈ J .
Then there exist (s*, t*, y˜*) ∈ S and (x*,μ*,λ*, v*,w*,p*) ∈ L(s*, t*, y˜*) such that (x*,μ*,λ*, v*,
w*, s*, t*, y˜*,p* = ) is a feasible solution of (NMD) and the two objectives have the same
values. Furthermore, if the assumptions of weak duality (Theorem .) hold for all feasible
solutions of (NFP) and (NMD), then (x*,μ*,λ*, v*,w*, s*, t*, y˜*,p* = ) is an optimal solution
of (NMD).
Proof Since x* is an optimal solution of (NFP) and ∇hj(x*), j ∈ J(x*) are linearly in-
dependent, by the necessary conditions obtained in [], there exist (s*, t*, y˜*) ∈ S and
(x*,μ*,λ*, v*,w*,p*) ∈ L(s*, t*, y˜*) such that (x*,μ*,λ*, v*,w*, s*, t*, y˜*,p* = ) is a feasible so-
lution of (NMD) and the problems (NFP) and (NMD) have the same objectives values and
λ* = f (x
*, y¯*i ) + (x*
TBx*)/
g(x*, y¯*i ) – (x*
TCx*)/
. 
Theorem . (Strict converse duality) Let x* and (z*,μ*,λ*, s*, t*, v*,w*, y˜*,p*) be the opti-
mal solutions of (NFP) and (NMD), respectively. Assume that
(i) ∇hj(x*), j ∈ J(x*) are linearly independent,
(ii) [
∑s




j hj(·)] is higher-order





j hj(·), α = , , . . . , r, is higher-order η-quasiconvex at z*.
Then, z* = x*; that is, z* is an optimal solution of (NFP).
Proof We will assume that z* = x* and reach a contradiction. From the strong duality the-
orem (Theorem .), it follows that
sup
y∈Y
f (x*, y˜*) + (x*TBx*)/
g(x*, y˜*) – (x*TCx*)/ = λ
*. (.)
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which contradicts (.). Hence the results. 
4 Concluding remarks
The notion of higher-order invexity is adopted, which includes many other generalized
convexity concepts in mathematical programming as special cases. If we take J = ∅,
F(z, y¯i,p) = pT 	 f (z, y¯i) + pT 	 f (z, y¯i)p, G(z, y¯i,p) = pT 	 g(z, y¯i) + pT 	 g(z, y¯i)p,
i = , , . . . , s and Hj(z,p) = pT 	 hj(z) + pT 	 hj(z)p, j = , , . . . ,m in Theorems .-.,
then we get Theorems .-. in [].
The presented results in this paper can be further extended to the following related class
of nondiﬀerentiable minimax fractional programming problems:
Min sup
ν∈W
Re[φ(ξ ,ν) + (zHBz)/]
Re[ψ(ξ ,ν) – (zHDz)/]
subject to – g(ξ ) ∈ S◦, ξ ∈ Cn,
(CP)
where ξ = (z, z¯),ν = (ω, ω¯) for z ∈ Cn, ω ∈ Cl . φ(·, ·) : Cn × Cl → C and ψ(·, ·) : Cn ×
Cl → C are analytic with respect to ξ ,W is a speciﬁed compact subset in Cl , S◦ is a poly-
hedral cone in Cm and g : Cn → Cm is analytic. Also B,D ∈ Cn×n are positive semideﬁnite
Hermitian matrices.
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