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The Expected Sample Variance of Uncorrelated Random Variables with a
Common Mean and Some Applications in Unbalanced Random Effects
Models
Abstract
There is a little-known but very simple generalization of the standard result that for uncorrelated random
variables with common mean µ and variance 2 σ , the expected value of the sample variance is 2 σ . The
generalization justifies the use of the usual standard error of the sample mean in possibly heteroscedastic
situations, and motivates elementary estimators in even unbalanced linear random effects models. The latter
both provides nontrivial examples and exercises concerning method-of-moments estimation, and also helps
"demystify" the whole matter of variance component estimation. This is illustrated in general for the simple
one-way context and for a specific unbalanced two-factor hierarchical data structure.
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Finally, consider estimating  . With the usual notation for averages of  ’s and  ,
.
So once more applying Lemma 1 (to the sample variance of uncorrelated variables with a common mean 
 and  ),
which in turn suggests the estimator
4. Final Comments
Lemma 1 is simple and interesting in its own right, and on that basis alone probably deserves to replace
the standard independent and identically distributed (iid) result in introductions to mathematical statistics.
But beyond this motivation, the examples offered here illustrate that it can be used to find elementary
estimators in all kinds of unbalanced random effects models. Such applications are potentially useful
both in “rough and ready” practical data analysis, and in important teaching contexts. The first author has
found it useful when providing students some exposure to random effects analyses where little familiarity
with ANOVA can be assumed. As we’ve argued above, it can be used to demystify otherwise obscure
EMS values and provide simple methods for unbalanced data in experimental design courses. And even
in mathematical statistics courses, it can be used to provide nontrivial examples and exercises concerning
method­of­moments estimation.
While our discussion has focused exclusively on moment results (and is thus not restricted to Gaussian
models), there is much traditional interest and a huge literature concerned with distributional (and
inference) results when one adds normality to the kind of assumptions we’ve made. Our reviewers have
made several interesting points regarding connections to that literature. If one adds (joint) normality to
the assumptions of Lemma 1, the resulting distribution for S2 is not chi­squared, but rather that of a
weighted average of independent chi­square variables. On the other hand, under the normal one­way
random effects model, our   is sometimes referred to as the unweighted mean square, and pages 68­73
of Burdick and Graybill (1992) argue that suitably scaled, it is approximately chi­square. Further, this
result has been used by El­Bassiouni and Abelhafez (2000) to produce valid confidence intervals for 
in this context. Finally, pages 98­106 of Burdick and Graybill argue that in the normal version of the
two­factor nested design, provided c is suitably chosen, the quantity   is approximately
chi­square.
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