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Abstract
In a mini-review [Physica A 392 (2013) 5261–5282] it has been shown that classical
traffic flow theories and models failed to explain empirical traffic breakdown – a
phase transition from metastable free flow to synchronized flow at highway bottle-
necks. The main objective of this mini-review is to study the consequence of this
failure of classical traffic-flow theories for an analysis of empirical stochastic high-
way capacity as well as for the effect of automatic driving vehicles and cooperative
driving on traffic flow. To reach this goal, we show a deep connection between the
understanding of empirical stochastic highway capacity and a reliable analysis of
automatic driving vehicles in traffic flow. With the use of simulations in the frame-
work of three-phase traffic theory, a probabilistic analysis of the effect of automatic
driving vehicles on a mixture traffic flow consisting of a random distribution of au-
tomatic driving and manual driving vehicles has been made. We have found that the
parameters of automatic driving vehicles can either decrease or increase the prob-
ability of traffic breakdown. The increase in the probability of traffic breakdown,
i.e., the deterioration of the performance of the traffic system can occur already
at a small percentage (about 5%) of automatic driving vehicles. The increase in
the probability of traffic breakdown through automatic driving vehicles can be real-
ized, even if any platoon of automatic driving vehicles satisfies condition for string
stability.
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1 Introduction. The reason for paradigm shift in traffic and trans-
portation science
A current effort of many car-developing companies is devoted to the develop-
ment of automatic driving vehicles 1 . It is assumed that the future vehicular
traffic consisting of human driving and automatic driving vehicles should con-
siderably enhance highway capacity.
Highway capacity is limited by traffic breakdown, i.e., a transition from free
flow to congested traffic [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17]. Traffic break-
down with resulting traffic congestion occurs usually at a road bottleneck (see,
e.g., [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15],
[16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35],
[36,37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53],
[54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70],
[71,72,73,74,75,76,77,78,79,80,81,82,83,84,85,86,87],
[88,89,90,91,92,93,94,95,96,97,98,99,100,101,102,103,104,105,106,107,108,109],
[110,111,112,113,114,115,116,117,118,119,120,121,122,123,124,125,126,127,128,129,130],
[131,132,133,134,135,136,137,138,139,140,141,142,143,144,145,146,147,148,149,150,151,152]
and references in reviews, books, and conference proceedings
[153,154,155], [156,157,158,159,160,161,162,163,164,165,166,167,168,169,170,171],
[172,173,174,175,176,177,178,179,180,181,182,183,184],
[185,186,187,188,189,190,191,192,193,194,195,196,197,198,199,200,201,202,203,204,205]).
Road bottlenecks are caused, for example, by road works, on- and off-ramps,
road gradients, reduction of lane number (see, e.g., [2,3,4]), slow moving vehi-
cles (called “moving bottlenecks”) [206,207,208,209,210,211,212,213,214,215].
Therefore, to understand the nature of highway capacity of real traffic, em-
pirical features of traffic breakdown at a bottleneck should be known.
1 Automatic driving is also called automated driving. Respectively, automatic driv-
ing vehicles are also called automated driving vehicles.
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1.1 Achievements of empirical study of traffic breakdown
Beginning from the classical work by Greenshields [1], a great effort has
been made to understand the empirical features of traffic breakdown (see,
e.g., [2,3,4,5,6,7,8,9,10], [11,12,13,14,15,16,17]). Traffic breakdown at a high-
way bottleneck is a local phase transition from free flow (F) to congested traffic
whose downstream front is usually fixed at the bottleneck location (Fig. 1 (a,
b)) [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17]. In three-phase traffic theory, such
congested traffic is called synchronized flow (S) [200,201]. In other words, using
the terminology of the three-phase traffic theory, traffic breakdown is a tran-
sition from free flow to synchronized flow (called F→S transition) [200,201].
However, it should be emphasized that as long as features of synchronized flow
are not discussed (this discussion will be done in Sec. 1.3), the term synchro-
nized flow is nothing more as only the definition of congested traffic whose
downstream front is fixed at the bottleneck.
During traffic breakdown vehicle speed sharply decreases (Fig. 1 (c)). For this
reason, traffic breakdown is also called speed drop or speed breakdown [2,3,4,5,6,7,8,9,10,11],
[12,13,14,15,16,17]. In contrast, after traffic breakdown has occurred the flow
rate can remain as large as in an initial free flow (Fig. 1 (d)) 2 [5,6,7,8,9,10,11,16,17].
In the review article, the flow rate in free flow at the bottleneck is denoted by
q = qsum.
In 1995, Elefteriadou et al. [9,16,17] found that traffic breakdown at a highway
bottleneck has a stochastic (probabilistic) behavior. This means the following:
At a given flow rate qsum in free flow at the bottleneck traffic breakdown can
occur but it should not necessarily occur. Thus on one day traffic breakdown
2 After traffic breakdown at the bottleneck has occurred, a congested pattern
emerges and further develops upstream of the bottleneck. Empirical features of the
congested pattern development can be found in the book [200]. However, it should be
emphasized that the above statement that the flow rate in free flow downstream of
the bottleneck after the breakdown has occurred can remain as large as in an initial
free flow is not often satisfied, when due to the so-called pinch effect in synchro-
nized flow upstream of the bottleneck, wide moving jams emerge in the synchronized
flow. In this case, the congested pattern can exhibit a very complex spatiotemporal
structure consisting of the synchronized flow and wide moving jam traffic phases
of congested traffic. The maximum flow rate in the outflow from a wide moving
jam is considerably smaller than the maximum possible flow rate in synchronized
flow [200]. This is one of the reasons why the flow rate in the outflow of a congested
pattern at the bottleneck (called often “discharge flow rate”), as well-known from
empirical observations (e.g., [2]), can become considerably smaller than the flow
rate in free flow before the breakdown has occurred. However, a consideration of
the physics of the development of congested patterns and their empirical features
are out of scope of this mini-review.
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Fig. 1. Empirical features of spontaneous traffic breakdown (spontaneous F→S tran-
sition) at on-ramp bottleneck. Real field traffic data measured on three-lane freeway
A5-South in Germany on April 15, 1996: (a) Schema of three-lane freeway with
on-ramp bottleneck. (b) Speed data measured with road detectors installed along
road section; data is presented in space and time with averaging method described
in Sec. C.2 of [149]. (c, d) 1-min average data for speed (c) and flow rate (d) as
time functions measured at location x = 6.4 km. Empirical results are qualitatively
the same as those found from studies of real field traffic data measured in different
countries [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17]. Free – free flow, synchronized –
synchronized flow.
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occurs, however, on another day at the same flow rate qsum traffic breakdown
is not observed. Studying the probability for the probabilistic breakdown phe-
nomenon at a freeway bottleneck, in 1998 Persaud et al. [10] discovered that
the probability P (B)(qsum) of traffic breakdown is an increasing function of
the flow rate qsum in free flow at the bottleneck. The empirical result of Per-
saud et al. [10] has also been found for freeways in the USA by Lorenz and
Elefteriadou [11] as well as for German freeways by Brilon et al. [12,13,14,15].
Traffic parameters, like weather, percentage of long vehicles in traffic flow,
shares of aggressive and timid drivers are stochastic time-functions. Thus it is
generally assumed that the stochastic nature of real traffic breakdown might
be explained by classical traffic flow theories, in which stochastic traffic pa-
rameters should be taken into account (see, e.g. [5,6,7,8,9,10,11,16,17,181] and
references there).
• In contrast with this general accepted assumption [5,6,7,8,9,10,11,16,17,181],
in Sec. 1.3 we will explain that the sole knowledge of the above-mentioned
features of empirical traffic breakdown at highway bottlenecks and highway
capacity revealed and reviewed in [1,2,3,4,5,6,7,8,9], [10,11,12,13,14,15,16,17]
is not sufficient to disclose the physical nature of traffic breakdown and as-
sociated stochastic highway capacity. Indeed, we will find that empirical
stochastic highway capacity exhibits the nucleation nature that contradicts
basic results of classical traffic flow theories. In particular, in Sec. 3 we will
show that the classical understanding of stochastic highway capacity that
is generally accepted [5,6,7,8,9,10,11,16,17] is invalid for real traffic.
1.2 Basic assumption of three-phase traffic theory
As emphasized in Sec. 1.1, real traffic breakdown at a road bottleneck is an
F→S transition. To explain features of empirical traffic breakdown at high-
way bottlenecks, in three-phase traffic theory introduced by the author in
1996-2002 (three-phase theory, for short) has been assumed that traffic break-
down is the F→S transition at the bottleneck that occurs in metastable free
flow [200,201,216,217,218,219,220,221,222,223,224,225,226,227,228,229,230]. Thus
in the three-phase theory the term traffic breakdown is a synonym of the term
F→S transition occurring in metastable free flow at the bottleneck.
The term “metastable free flow with respect to the F→S transition at a bottle-
neck” means that a small enough disturbance (speed, density, and/or flow rate)
in free flow at the bottleneck decays. Therefore, in this case free flow persists
at the bottleneck over time. However, when a disturbance of a large enough
amplitude appears in free flow in a neighborhood of the bottleneck, an F→S
transition occurs at the bottleneck. In accordance with other metastable sys-
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tems of natural science [231,232,233,234,235], [236,237,238,239,240,241,242]
such a local disturbance in free traffic flow can be called a nucleus for traffic
breakdown (F→S transition) at a bottleneck.
• A nucleus for traffic breakdown (F→S transition) at a bottleneck is a time-
limited local disturbance in free flow that does lead to traffic breakdown at
the bottleneck.
This means that traffic breakdown at the bottleneck exhibits the nucleation
nature: If the nucleus for traffic breakdown occurs in free flow at the bottle-
neck, traffic breakdown does occurs. In contrast, as long as no nucleus appears,
no traffic breakdown occurs in a metastable state of free flow.
• The basic assumption of the three-phase theory is that traffic breakdown at
a bottleneck is the F→S transition that exhibits the nucleation nature.
The basic assumption of the three-phase theory can mathematically be formu-
lated as follows [200,201,216,217,218,219,220,221], [224,225,226,227,228,229,230]:
P (B)(qsum) = P
(B)
nucleus(qsum), (1)
where P (B)(qsum) is a flow rate dependence of the probability that during a
given time interval Tob traffic breakdown (F→S transition) occurs in free flow
at the bottleneck, P
(B)
nucleus(qsum) is the flow-rate dependence of the probabil-
ity that during the time interval Tob a nucleus for traffic breakdown occurs
spontaneously in this free flow at the bottleneck. A mathematical nucleation
theory of traffic breakdown can be found in [243,244,245].
1.3 Empirical proof of nucleation nature of traffic breakdown
In real traffic flow, there always different drivers and vehicles. Therefore, to
perform a clear empirical proof of the nucleation nature of traffic breakdown
that is independent of differences in vehicle and driver characteristics in free
flow, we distinguish between empirical spontaneous traffic breakdown (Fig. 1)
and empirical induced traffic breakdown (Fig. 2) [200,201,204,205]:
1. Empirical spontaneous traffic breakdown is defined as follows. If before
traffic breakdown occurs at the bottleneck, there is free flow at the bot-
tleneck as well as upstream and downstream in a neighborhood of the
bottleneck, then traffic breakdown at the bottleneck is called spontaneous
traffic breakdown (Fig. 1).
2. Empirical induced traffic breakdown at the bottleneck is traffic break-
down induced by the propagation of a spatiotemporal congested traffic
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pattern. This congested pattern has occurred earlier than the time instant
of traffic breakdown at the bottleneck and at a different road location
(for example at a downstream bottleneck) than the bottleneck location
(Fig. 2) 3 .
In contrast with Fig. 1 (b–d) in which synchronized flow has spontaneously
emerged at the on-ramp bottleneck, in Fig. 2 (b) synchronized flow has been
induced at the on-ramp bottleneck due to the propagation of a wide moving
jam through the bottleneck. In both cases (Figs. 1 (c, d) and 2 (c, d)), synchro-
nized flow resulting from the breakdown at the bottleneck is self-maintained
under free flow conditions downstream of the bottleneck. Empirical features
of synchronized flow resulting from the induced breakdown (at t > 7:07 in
Fig. 2 (b–d)) are qualitatively identical to those found in synchronized flow
resulting from empirical spontaneous traffic breakdown (Fig. 1 (b–d)). This
means that after the breakdown has occurred, characteristics of synchronized
flow that has been formed at the bottleneck do not depend on whether syn-
chronized flow has occurred due to empirical spontaneous breakdown (Fig. 1
(c, d)) or due to empirical induced breakdown (Fig. 2 (c, d)). In particular,
as in the case of empirical spontaneous breakdown, in the case of empirical
induced traffic breakdown the flow rate in synchronized flow resulting from
the breakdown can be as high as the flow rate in free flow just before the
breakdown has occurred (location x = 6.4 km in Figs. 1 (d) and 2 (d)); this
is in contrast with the wide moving jam within which the flow rate is very
small [200,201]
In [200,201,246], it has been shown that in real field traffic data there can be
found many different scenarios of empirical spontaneous and induced traffic
breakdowns. All these scenarios show qualitatively the same nucleation nature
of traffic breakdown.
• The terms empirical spontaneous traffic breakdown and empirical induced
3 Here, the following question arises: Why and when can traffic congestion occur-
ring due to moving jam propagation to a bottleneck location be considered “induced
traffic breakdown”? Many researches consider upstream propagation of traffic con-
gestion occurring initially at a downstream bottleneck that forces congested traffic
at an upstream bottleneck as the spillover effect, not traffic breakdown. Indeed,
when a wide moving jam shown in Fig. 2 (b) reaches the bottleneck, the jam can be
considered spillover: The jam forces congested traffic at the bottleneck. However,
due to the upstream jam propagation, the jam can be considered as spillover only
during a short time interval: When the jam is far away upstream of the bottleneck,
the jam does not force congested traffic at the bottleneck any more. However, we
do not use the term spillover. The reason for this has been explained in [246]: There
can be several qualitatively different empirical spillover effects that should be con-
sidered separately each other. Only some of these different spillover effects as that
shown in Fig. 2 (b) can be considered “induced traffic breakdown”.
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Fig. 2. Empirical features of induced traffic breakdown (induced F→S transition) at
on-ramp bottleneck. Real field traffic data measured on three-lane freeway A5-South
in Germany on March 22, 2001: (a) Schema of three-lane freeway with on-ramp
bottleneck that is the same as that in Fig. 1 (a). (b) Speed data measured with
road detectors installed along road section; data is presented in space and time
with averaging method described in Sec. C.2 of [149]. (c, d) 1-min average data for
speed (c) and flow rate (d) as time functions measured at location x = 6.4 km. Free
– free flow, synchronized – synchronized flow, jam – wide moving jam.
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traffic breakdown at a bottleneck distinguish different sources of a nucleus
that occurrence leads to traffic breakdown [200,201,216,217,218,219,220,221,222],
[223,224,225,226,227,228,229,230,246]:
• As found in [246], the source of empirical spontaneous breakdown is usually
one of the waves in free flow that reaches a permanent speed disturbance
localized at a highway bottleneck 4 . The source of empirical induced break-
down is a localized moving congested pattern that reaches the location of
the bottleneck (in Fig. 2 (b), this localized pattern is a wide moving jam).
• The empirical evidence of induced F→S transition is the empirical proof
of the metastability of free flow with respect to traffic breakdown (F→S
transition) (Fig. 2 (b–d)). This empirical proof is independent on the degree
of the heterogeneity of real vehicular traffic.
Indeed, the empirical evidence of induced traffic breakdown is the empirical
proof that at a given flow rate at a bottleneck there can be one of two different
traffic states at the bottleneck: (i) A traffic state related to free flow and (ii)
a congested traffic state labeled as synchronized flow in Fig. 2(b). Due to the
upstream propagation of a localized congested pattern, a transition from the
state of free flow to the state of synchronized flow, i.e., traffic breakdown is
induced. A more detailed discussion of the empirical proof of the nucleation
nature of real traffic breakdown can be found in [246].
We can make the following conclusions:
• The nucleation nature of real traffic breakdown at road bottlenecks is the
fundamental empirical result that changes basically the theoretical funda-
mentals of transportation science.
• For this reason, the empirical metastability of free flow with respect to
the F→S transition (traffic breakdown) at a highway bottleneck can be
considered the empirical fundament of transportation science.
Therefore, rather than features of traffic congested patterns resulting from
traffic breakdown, in this min-review we analyze the impact of the nucleation
4 A wave acts as a nucleus for traffic breakdown only when the wave reaches the lo-
cation of the permanent local speed disturbance in free flow at the bottleneck [246].
An explanation of this empirical results is as follows. A decrease in the free flow
speed within the permanent local speed disturbance becomes larger, when the wave
reaches the effective bottleneck location. This is because within the wave the flow
rate is larger and the speed is smaller than outside the wave. For this reason, the
location of the permanent disturbance determines the effective location of the bot-
tleneck at which traffic breakdown occurs. In [246] has been found that the physics
of the occurrence of empirical nuclei for empirical traffic breakdown at highway bot-
tlenecks is explained by an interaction of a wave in free flow with a permanent speed
disturbance localized at the effective location of the bottleneck. This is independent
on whether there are trucks in traffic flow or not.
11
nature of real traffic breakdown on stochastic highway capacity and on char-
acteristics of intelligent transportation systems (ITS).
1.4 Failure of applications of classical traffic and transportation theories for
analysis of intelligent transportation systems (ITS) and traffic network
optimization
Generally accepted classical traffic and transportation theories have had a
great impact on the understanding of many empirical traffic phenomena. In
particular, the Lighthill-Whitham-Richards (LWR) model [247,248] and asso-
ciated kinetic macroscopic traffic flow models as well as in traffic flow models of
the General Motors (GM) model class, diverse driver behavioral characteristics
related to real traffic have been discovered and incorporated [153,156,157,158,159,160,161],
[162,163,164,165,166,168,170,171],
[172,173,174,175,176,179,180,181].
However, as explained in [204,205], the classical traffic and transportation
theories have nevertheless failed by their applications in the real world. Even
several decades of a very intensive effort to improve and validate network op-
timization and control models based on the classical traffic and transportation
theories had have no success. Indeed, there can be found no examples where
on-line implementations of the network optimization models based on these
classical traffic and transportation theories could reduce congestion in real
traffic and transportation networks.
This failure of classical traffic and transportation theories is explained as fol-
lows [204,205]:
• The LWR model [247,248] cannot show the nucleation nature of traffic
breakdown at highway bottlenecks. For this reason, the LWR theory as
well as further theoretical approaches based on the LWR theory, like Da-
ganzo’s cell transmission model (CTM) [249,250], N-curves [209,128,251],
and a macroscopic fundamental diagram (MFD) [252,253] (see also refer-
ences in recent publications [254,255,256,257,258]) are inconsistent with the
nucleation nature of real traffic breakdown at road bottlenecks. Applications
of these approaches for an analysis of the effect of ITS on traffic flow, which
are widely used by many researchers, do lead to invalid (and sometimes
incorrect) conclusions about the ITS performance in real traffic.
• In traffic flow models belonging to the GM model class introduced by Her-
man, Gazis, Montroll, Potts, Rothery, and Chandler [259,260,261,262], traf-
fic breakdown is associated with the classical traffic flow instability caused
by a time delay in vehicle deceleration due to driver reaction time. As has
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been firstly shown by Kerner and Konha¨user [263,264], the classical traffic
flow instability revealed by Herman, Gazis, Montroll, Potts, Rothery, and
Chandler [259,260,261,262] leads to a phase transition from free flow (F) to a
moving jam(s) (J) (called F→J transition). The classical traffic flow instabil-
ity has been incorporated in a huge number of traffic flow models; examples
are the well-known optimal velocity (OV) model by Newell [265,266,267], a
stochastic version of Newell’s model [268], the Nagel-Schreckenberg (NaSch)
cellular automaton (CA) model [269,270], Gipps model [271,272], a stochas-
tic model by Krauß et al. [273,274], Payne’s macroscopic model [275,276],
Whitham’s model [277], Wiedemann’s model [163], the OV model by Bando
et al. [278,279,280], Treiber’s intelligent driver model [281], the Aw-Rascle
macroscopic model [282], a full velocity difference OV model by Jiang et
al. [283], a lattice model by Nagatani [284,285], and a huge number of other
traffic flow models. There is a huge number of other traffic flow models be-
longing to the GM model; some of the models of the GM model class as
well as results of their analysis can be found, for example, in
[213,214,286,287,288,289,290,291,292,293,294,295,296,297,298,299,300,301],
[302,303,304,305,306,307,308,309,310,311,312,313,314,315,316,317,318,319,320,321,322,323,324],
[325,326,327,328,329,330,331,332,333,334,335,336,337,338,339,340,341,342,343,344,345,346],
[347,348,349,350,351,352,353,354,355,356,357,358,359,360,361,362,363,364,365,366,367],
[368,369,370,371,372,373,374,375,376,377,378]
and reviews [159,160,161,165,166,168,170,171,172,175,177,179,180,181,379]).
An F→J transition exhibits a nucleation nature; however, the nucleation na-
ture of the F→J transition contradicts to the nucleation nature of empirical
traffic breakdown: Rather than an F→J transition, real traffic breakdown
is the F→S transition.
• Classical models for dynamic traffic assignment, control and optimization
of traffic and transportation networks, for example, which are based on
Wardrop’s user equilibrium (UE) and system optimum (SO) principles [380]
(see, e.g., [258,381,382,383,384,385,386,387,388,389,390,391,392,393,394,395,396,397,398],
[399,400,401,402,403,404,405,406,407,408,409,410],
[411,412,413,414,415,416,417,418,419,420,421,422,423,424,425,426,427,428,429,430,431,432]
and references in reviews [433,434,435,436,437]), failed due to the metasta-
bility of empirical free flow with respect to an F→S transition at a network
bottleneck. This is explained as follows [204]. The objective of these and
other classical approaches to dynamic traffic assignment, control, and op-
timization of a traffic network is the minimization of travel times (and/or
other “travel costs”) in the network. However, this leads to a considerable
increase in the probability of traffic breakdown (F→S transition) on some
of the network links [204,438]. The increase in the breakdown probability
results in the deterioration of the performance of the traffic system.
Thus the classical traffic and transportation theories are not consistent with
the nucleation nature of empirical traffic breakdown at a highway bottleneck.
This is due to the fact that the nucleation nature of empirical traffic break-
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down have been understood only during last 20 years. In contrast, the classical
theoretical works, in particular, made by Wardrop [380], Lighthill, Whitham,
and Richards [247,248], Herman, Gazis, Montroll, Potts, Rothery, and Chan-
dler [259,260,261,262], Newell [265,266], Kometani and Sasaki [439,440,441],
Prigogine [442], Reuschel [443], and Pipes [444] that are the basic for the gen-
erally accepted fundamentals and methodologies of traffic and transportation
theory have been introduced in the 1950s–1960s. These and other scientists
whose ideas led to the classical fundamentals and methodologies of traffic
and transportation theory could not know the nucleation nature of real traffic
breakdown at road bottlenecks.
Because none of the classical traffic flow models can show the F→S transition
in metastable free flow at the bottleneck, as already emphasized in [204], the
application of these classical models for an analysis of the effect of ITS on traf-
fic flow, which is generally accepted by traffic and transportation researchers,
do lead to invalid (and sometimes incorrect) conclusions about the ITS perfor-
mance in real traffic. This criticism is related to all ITS that affect traffic flow,
for example, on-ramp metering (see, e.g., [445,446,447,448,449,450,451,452]),
variable speed limit control (see, e.g., [452,453,454,455,456,457,458,459],
[460,461,462,463]), dynamic traffic assignment
(see, e.g., [258,381,382,383,384,385,386,387,388,389,390,391,392,393,394,395,396,397,398,399],
[400,401,402,403,404,405,406,407,408,409,410],
[411,412,413,414,415,416,417,418,419,420,421,422,423,424,425,426,427,428,429,430,431,432]
and references in reviews [433,434,435,436,437]) and many other ITS-applications
(e.g., [464,465,466,467,468,469,470,471,472,473,474,475,476,477,478,479],
[480,481,482,483,484,485,486,487,488,489,490,491,492,493,494,495,496,497,498]).
Unfortunately, this critical conclusion is also related to most studies of the ef-
fect of adaptive cruise control (ACC) and other vehicle systems on traffic flow,
in particular, considered and/or reviewed in Ref. [180,181,302,499,500,501,502,503,504,505,506],
[507,508,509,510,511,512,513,514,515,516]. In other words, because the classi-
cal generally accepted traffic flow models cannot show the empirical features
of metastable free flow at highway bottlenecks, the application of these models
and associated simulation tools for a study of the effect of automatic driving
vehicles on traffic flow leads to incorrect conclusions. For this reason, such sim-
ulations (see, for example, [180,181,302,499,500,501,502,503,504,509,510,513,514,515,516])
cannot also be used for the development of reliable systems for automatic
driving vehicles. This criticism is also related to the use of well-known simu-
lation tools based on the classical traffic flow theories like simulation tools
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VISSIM (Wiedemann model [163]) and SUMO (Krauß model [273]) (see,
e.g., [511,512,515]).
1.5 Breakdown minimization (BM) principle for optimization of traffic and
transportation networks
The minimization of “travel costs” in traffic and transportation networks,
which is performed with classical models for dynamic traffic assignment, con-
trol, and optimization in the networks (Sec. 1.4), ignores the metastability of
empirical free flow with respect to an F→S transition at a bottleneck [204].
This can lead to the deterioration of the performance of the traffic system.
For this reason, in 2011 the author introduced a breakdown minimization
principle (BM principle) for the optimization of traffic and transportation net-
works [438]. The basis assumption used in the formulation of the BM principle
is the metastability of empirical free flow with respect to an F→S transition
at a bottleneck. The BM principle can be formulated as follows [438]:
• The BM principle states that the optimum of a traffic network with N
bottlenecks is reached, when dynamic traffic optimization and/or control are
performed in the network in such a way that the probability for occurrence
of either induced or spontaneous traffic breakdown in at least one of the
network bottlenecks during a given observation time reaches the minimum
possible value.
• The BM principle is equivalent to the maximization of the probability that
either induced or spontaneous traffic breakdown occurs at none of the net-
work bottlenecks.
A detailed consideration of the BM principle is a special subject that is out
of scope of this mini-review.
1.6 Infinite number of stochastic highway capacities in three-phase theory
The empirical nucleation nature of real traffic breakdown (F→S transition) at
road bottlenecks leads to the assumption of the three-phase theory that at any
time instant there are the infinite number of highway capacities [200,201,204,230].
Indeed, in accordance with empirical results of Sec. 1.3, there should be a range
of the flow rate qsum in free flow within which traffic breakdown can be induced
in free flow at a bottleneck. Therefore, within this flow rate range free flow is
in a metastable state with respect to an F→S transition. Empirical observa-
tions show that this range of the flow rate is limited: When the flow rate qsum
in free flow at a bottleneck is smaller than some minimum highway capacity
Cmin no traffic breakdown can be induced at a bottleneck. On contrary, when
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the flow rate qsum in free flow is larger than some maximum highway capacity
Cmax, traffic breakdown should occur with probability P
(B) = 1.
For these reasons, in the three-phase theory it is assumed that the metastabil-
ity of free flow with respect to an F→S transition at a bottleneck is realized
under the following conditions [200,201,204,230]:
Cmin ≤ qsum < Cmax. (2)
It is assumed in the three-phase theory that when the flow rate qsum satis-
fies conditions (2), traffic breakdown can be induced at the bottleneck. This
explains why in three-phase traffic theory highway capacity of free flow at
a bottleneck is defined through the empirical evidence of empirical induced
traffic breakdown as follows:
• At any time instant, there are the infinite number of the flow rates qsum
in free flow at a bottleneck at which traffic breakdown can be induced at
the bottleneck. These flow rates are the infinite number of the capacities
of free flow at the bottleneck. The range of these capacities of free flow at
the bottleneck is limited by the minimum highway capacity Cmin and the
maximum highway capacity Cmax.
Recently, the theoretical conclusion that at any time instant there are the
infinite number of road capacities have been generalized for a city bottleneck
due to traffic signal [517,518,519].
1.7 About traffic flow models and some ITS-developments in the framework
of three-phase theory
The three-phase theory is a qualitative theory that consists of several hypothe-
ses [216,217,218,219,220,221,222,223], [224,225,226,227,228]. Some of these hy-
potheses have been discussed in Secs. 1.2 and 1.6. We can expect that a diverse
variety of different mathematical approaches and models can be developed in
the framework of the three-phase theory.
The Kerner-Klenov model introduced in 2002 [520] was the first mathematical
traffic flow model in the framework of the three-phase traffic theory that can
show and explain traffic breakdown by the F→S transition in the metastable
free flow at the bottleneck as found in real field traffic data. Some months
later, Kerner, Klenov, and Wolf developed a CA model in the framework of the
three-phase theory (KKW CA model) [521]. Based on the KKW CA model, the
KKS (Kerner-Klenov-Schreckenberg) CA model [522] and the KKSW (Kerner-
Klenov-Schreckenberg-Wolf) CA model [523,524] have been developed for a
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more detailed description of empirical features of real traffic.
The Kerner-Klenov stochastic three-phase traffic flow model has further been
developed for different applications in [215,518,519,525,526,527,528,529,530,531,532,533],
[534,535,536,537,538,539,540,541,542,543,544],
in particular to simulate on-ramp metering [534,535,536,537], speed limit con-
trol [538], traffic assignment [438], traffic at heavy bottlenecks [529] and on
moving bottlenecks [215], features of heterogeneous traffic flow consisting of
different vehicles and drivers [527], jam warning methods [148,149], vehicle-to-
vehicle (V2V) communication [539,540,541], the ACC performance [542,543],
traffic breakdown at signals in city traffic [517,518,519,545], over-saturated
city traffic [546], vehicle fuel consumption in traffic networks [547,548] based
on a cumulative vehicle acceleration [549].
Over time several scientific groups have used hypotheses of the three-phase
theory and developed new models and new results in the framework of the
three-phase theory (e.g., [550,551,552,553,554,555,556,557,558,559,560,561,562],
[563,564,565,566,567,568,569,570,571,572,573,574,575,576,577,578,579,580,581],
[582,583,584,585,586,587,588,589,590,591,592,593],
[594,595,596,597,598,599,600,601,602,603]).
In particular, new models in the framework of the three-phase theory have
been introduced in the works by Jiang, Wu, Gao, et al. [556,557], Davis [550,552],
Lee, Kim, Schreckenberg, et al. [555], Schreckenberg, Schadschneider, Knorr,
et al. [567,592], as well as Tian, Treiber, Jia, Ma, Jiang, et al. [597,598,599].
Through the use of traffic models in the framework of the three-phase theory,
Davis has derived a number of novel results related to ITS applications, in
particular, for cooperative vehicle control to avoid synchronized flow at bot-
tlenecks [558], for wirelessly connected ACC-vehicles [603], for predicting travel
time to limit congestion [561], for realizing Wardrop equilibria with real-time
traffic information [560], for traffic control at highway bottlenecks [559], and
for on-ramp metering near the transition to the synchronous flow phase [552].
Davis was also one of the first who studied the effect of ACC-vehicles on traffic
flow with a three-phase traffic flow model [551].
Recently, Jiang, et al. [595,601] have performed traffic experiments on an open
section of a road that have revealed new features of growing disturbances of
speed reduction in synchronized flow leading to S→J transitions; additionally,
Jiang’s microscopic experimental results have confirmed the hypothesis of the
three-phase theory about two-dimensional (2D) states of traffic flow in the
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flow–density plane (or in the space-gap–speed plane) [216,217,218,219,220,221,222],
[223,224,225,226,227,228] 5 .
1.8 Incommensurability of three-phase theory and classical traffic-flow theo-
ries
Due to the criticism of classical traffic-flow theories made in Sec. 1.4, a question
arises:
• May some of the classical traffic-flow theories be relatively easily adjusted
to take into account the empirical evidence of the induced transition from
free flow to synchronized flow?
The explanation of traffic breakdown at a highway bottleneck by an F→S
transition in a metastable free flow at the bottleneck is the basic assumption of
three-phase theory [200,201,216,217,218,219,220,221,222], [223,224,225,226,227,228,229,230].
None of the classical traffic-flow theories incorporates metastable free flow with
respect to an F→S transition at the bottleneck. For this reason, the classical
traffic-flow models cannot explain empirical induced F→S transition in free
flow at the bottleneck. However, the empirical induced F→S transition is the
empirical evidence of the nucleation nature of traffic breakdown (F→S transi-
tion). Therefore, the three-phase theory is incommensurable with all classical
traffic flow theories [524].
• The existence in the three-phase theory of the minimum highway capacity
Cmin at which traffic breakdown (F→S transition) can still be induced at a
highway bottleneck has no sense for the classical traffic and transportation
theories.
The term “incommensurable” has been introduced by Kuhn in his classical
book [604] to explain a paradigm shift in a scientific field. This explains the
title of Sec. 1.
1.9 The objective of this mini-review
After publication of the mini-review [204] the author is often confronted with
the following questions of many researches:
5 A more detailed consideration of the hypothesis of the three-phase theory about
2D-states of traffic flow [216,217,218,219,220,221,222], [223,224,225,226,227,228] is
out of scope of this mini-review and it can be found in the book [200].
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(i) There is the infinite number of capacities within some capacity range
in both the classical understanding of stochastic highway capacity of free
flow at highway bottlenecks [12,13,14,15,16,17] and in the three-phase the-
ory [200,201,216,217,218,219,220,221,222], [223,224,225,226,227,228,229,230].
How does the evidence of the nucleation nature of traffic breakdown resolve
a highly controversial discussion in the field of the physics of vehicular traffic
associated with the understanding of stochastic highway capacity?
(ii) How to find the effect of automatic driving vehicles on stochastic highway
capacity?
(iii) What features should exhibit vehicle systems for automatic driving and
other ITS to enhance stochastic highway capacity, in particular, to decrease
the probability of traffic breakdown in traffic and transportation networks?
Clearly, for a reliable analysis of the effect of automatic driving vehicles on
traffic breakdown in vehicular traffic, traffic and transportation theories used
for this analysis must firstly explain the nucleation nature of real traffic break-
down.
This explains the motivation for a new mini-review as follows. In comparison
with the mini-review [204], the main new objectives of this article are as
follows:
• We study the consequence of the failure of classical traffic-flow theories in
the explanation of empirical traffic breakdown for an analysis of the effect
of automatic driving vehicles on traffic flow. We show that there is a deep
connection between the understanding of empirical stochastic highway ca-
pacity and a reliable analysis of the effect of automatic driving vehicles on
traffic flow. We explain why the classical theories failed in the understand-
ing of stochastic highway capacity and why it is not possible to perform a
reliable study of the effect of automatic driving vehicles and other ITS on
traffic flow with the use of the classical traffic-flow theories.
To reach these goals, in comparison with [204] the following new subjects will
be considered in the mini-review:
1. We consider basic characteristics of traffic breakdown at a bottleneck (Secs. 2.1–
2.4).
2. We discuss why the effect of the cooperative driving through the use of
V2V-communication can increase the threshold flow rate for spontaneous
traffic breakdown and the maximum capacity at a bottleneck (Sec. 2.5).
3. We show how the discovering of the empirical nuclei for traffic breakdown
at highway bottlenecks made in [246] resolves the controversial discussion
about the nature of empirical stochastic highway capacity (Sec. 3).
4. We explain that driver behaviors assumed in the three-phase theory to
explain the empirical nucleation nature of traffic breakdown leads to the
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conclusion that human drivers do not exhibit string instability in free flow,
which is an important characteristic of the classical model of automatic
driving vehicles as well as classical traffic flow models (Sec. 4.2).
5. With the use of simulations in the framework of the three-phase theory, we
show that depending on parameters of automatic driving vehicles, traffic
flow that consists of a mixture of human driving and automatic driving
vehicles (“mixture traffic flow” for short) can either decrease or increase the
probability of traffic breakdown at road bottlenecks (respectively, Secs. 4.5
and 5).
6. We discuss briefly how dynamic motion rules of future automatic driving
vehicles can learn from the behavior of human driving vehicles in real traffic
(Sec. 6).
2 Basic characteristics of traffic breakdown in three-phase theory
In the three-phase theory, we distinguish the following basic characteristics
of traffic breakdown at a bottleneck [200,201,216,217,218,219,220,221,222],
[223,224,225,226,227,228,229,230]:
• The minimum highway capacity Cmin.
• The threshold flow rate for spontaneous traffic breakdown q(B)th .
• The maximum highway capacity Cmax.
• A random time delay of traffic breakdown T (B).
• The probability of spontaneous traffic breakdown P (B).
2.1 Theoretical probability of spontaneous traffic breakdown
A theoretical probability of spontaneous traffic breakdown in the framework of
the three-phase theory was firstly found in 2002 (Fig. 3) [521]. This flow-rate
function of the breakdown probability is well fitted by a function [521]:
P (B)(qsum) =
1
1 + exp[α(qP − qsum)] , (3)
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where 6 α and qP are parameters
7 . Formula (3) is the result of the metasta-
bility of free flow with respect to an F→S transition at the bottleneck in-
corporated in the KKW CA model [521]. The theoretical growing flow-rate
function for the breakdown probability (3) [521] explains empirical grow-
ing flow-rate dependencies of the breakdown probability discovered firstly
by Persaud et al. [10] and later found in other studies of real field traffic
data [11,12,13,14,15,139,246].
2.2 Threshold flow rate for spontaneous traffic breakdown
For a qualitative analysis of conditions (1), (2), and the flow-rate function of
the breakdown probability P (B)(qsum) (3) [200,201,216,217,218,219,220,221,222],
[223,224,225,226,227,228,229,230], we recall firstly that a nucleus for traffic
breakdown (F→S transition) at a bottleneck is a time-limited local distur-
bance in free traffic flow that occurrence leads to the breakdown. Clearly that
in free flow there can be many time-limited local disturbances with different
amplitudes, i.e., many different nuclei that lead to traffic breakdown at the
bottleneck. A local disturbance with a minimum amplitude that leads to the
breakdown can be called a critical local disturbance. Respectively, the critical
local disturbance determines a critical nucleus required for traffic breakdown
at the bottleneck 8 .
6 Obviously, formula (3) can be rewritten as follows (this equivalent form for for-
mula (3) has been used in [521]; see caption to Fig. 18 of [521]):
P (B)(qsum) = (1 + tanh[χ(qsum − qP)]) /2,
where χ = α/2.
7 In particular, for an on-ramp bottleneck in (3) the flow rate qsum = qon +qin is the
flow rate downstream of the bottleneck, qin is the flow rate in free flow on the main
road upstream of the bottleneck, and qon is the on-ramp inflow rate that determines
the bottleneck strength; correspondingly, parameters qP and α in (3) depend on
qon. In formula (3) for an off-ramp bottleneck, qsum is the flow rate upstream of
the off-ramp bottleneck, i.e., qsum = qin; the percentage of vehicles leaving the main
road to off-ramp at the off-ramp bottleneck η = qoff/qin determines the bottleneck
strength, qoff is the flow rate of vehicles leaving the main road to off-ramp at the
off-ramp bottleneck; correspondingly, parameters qP and α in (3) depend on η [200].
8 It should be noted that in this qualitative consideration we neglect the fact that
in different “realizations” of a study of traffic breakdown in free flow at given flow
rates at the bottleneck there can be different amplitudes of the critical nucleus
that causes the breakdown. This means that in the reality for each given flow rates
at the bottleneck the amplitude of the critical disturbance (critical nucleus) is a
stochastic value. Thus, the amplitude of the critical nucleus is determined with
some probability only.
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Fig. 3. Simulated flow-rate dependencies of probabilities of traffic breakdown at an
on-ramp bottleneck on single-lane road [521]: (a) On-ramp inflow rate qon = 60
vehicles/h. (b) On-ramp inflow rate qon = 200 vehicles/h. Curves 1 and 2 in (a, b)
are related, respectively, to two different values of time interval for observing traffic
flow Tob = 30 (curves 1) and 15 min (curves 2). qsum = qin + qon, where qin is the
flow rate in free flow on the main road upstream of the bottleneck.
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We can assume that the larger is the flow rate in free flow, the smaller
is the critical nucleus required to initiate spontaneous traffic breakdown in
metastable free flow at a bottleneck. Obviously, the probability of the occur-
rence of a small speed disturbance in free flow is considerably larger than the
probability of the occurrence of a large disturbance. This means that probabil-
ity of the spontaneous occurrence of a nucleus for traffic breakdown P
(B)
nucleus(q)
is an increasing function of the flow rate. In accordance with (1), this explains
the increasing flow rate function of the breakdown probability P (B)(qsum) (3).
As an example of this qualitative discussion of condition (1), we assume that
a nucleus for traffic breakdown at a highway bottleneck occurs in free flow
that is associated with a time-limited critical local decrease in the speed in an
initial free flow at the bottleneck denoted by ∆v(FS)cr (Fig. 4(a)). The larger the
flow rate in free flow, the smaller should be the value ∆v(FS)cr that initiates the
breakdown in free flow. The related decreasing function ∆v(FS)cr (qsum), which
is qualitatively shown in Fig. 4(a), has indeed been found in simulations with
Kerner-Klenov stochastic microscopic three-phase traffic flow model [520] 9 .
At very small flow rates
qsum < Cmin, (4)
no traffic breakdown can occur (flow rate range I in Fig. 4). Therefore, there
can be no a time-limited speed disturbance in free flow at the bottleneck that
can be a nucleus for the breakdown. In flow rate range II, satisfying condition
Cmin ≤ qsum < q(B)th , (5)
there can be a time-limited speed disturbance in free flow at the bottleneck
that can be a nucleus for the breakdown; in (5), q
(B)
th is a threshold flow rate for
spontaneous traffic breakdown (Fig. 4 (a, b)). We assume that under condition
(5) a very large value ∆v(FS)cr (large nucleus) is required for the breakdown,
so that the probability of spontaneous occurrence of such very large speed
disturbance in free flow during a given time interval Tob is zero, i.e., P
(B)
nucleus =
0. In accordance with (1), the probability of spontaneous traffic breakdown
P (B) = 0. (6)
9 In accordance with explanations given in footnote 8, at a given flow rate qsum
there can be different critical amplitudes of a time-limited local decrease in the speed
in an initial free flow at the bottleneck that causes the breakdown: The function
∆v
(FS)
cr (qsum) shown in Fig. 4(a) is related to a given probability of the amplitude of
the critical nucleus ∆v
(FS)
cr .
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Fig. 4. Qualitative explanations of condition
(1) [200,201,216,217,218,219,220,221,222], [223,224,225,226,227,228,229,230]:
(a) Qualitative flow rate dependence of function ∆v
(FS)
cr (qsum). (b) Breakdown
probability P (B)(qsum) related to formula (3). (c) Z-characteristic for traffic
breakdown; arrow in (c) denotes an F→S transition from a free flow state F to a
synchronized flow state S.
This means that in this case only induced traffic breakdown is possible. In
flow rate range III satisfying condition
q
(B)
th ≤ qsum < Cmax, (7)
due to the increase in the flow rate qsum the value ∆v
(FS)
cr (qsum) required for
the breakdown should decrease sharply. For this reason, the probability of the
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spontaneous occurrence of such a speed disturbance during the time interval
Tob can satisfy conditions 0 < P
(B)
nucleus(qsum) < 1 and, therefore, in accordance
with (1), the probability of spontaneous breakdown
0 < P (B)(qsum) < 1. (8)
This consideration explains the sense of the threshold flow rate q
(B)
th : At qsum =
q
(B)
th the breakdown probability is very small but it is still larger than zero.
This definition of the threshold flow rate q
(B)
th for spontaneous traffic breakdown
explains why in (5) we assume that at any flow rate qsum < q
(B)
th the probability
of spontaneous traffic breakdown during the time interval Tob is equal to zero
(6). In flow rate range IV satisfying condition
qsum ≥ Cmax, (9)
the value ∆v(FS)cr (qsum) required for the breakdown is as small as zero; there-
fore, during the time interval Tob the probability of the nucleus occurrence
P
(B)
nucleus = 1, and, therefore, in accordance with (1), the probability of sponta-
neous breakdown
P (B)(qsum) = 1. (10)
This qualitative discussion of the basic assumption of the three-phase theory
(1) [200,201,216,217,218,219,220,221,222], [223,224,225,226,227,228,229,230] is
confirmed by numerical simulations made with the use of the KKSW CA model
presented in Figs. 5 and 6 [524]. Simulations show that under condition (4)
no traffic breakdown can be either induced or occur spontaneously. Under
condition (5), traffic breakdown can be induced at a bottleneck only (Fig. 5).
Under condition (7), the breakdown can either be induced or it can occur
spontaneously (Figs. 6 (a, b)). There is a time delay for spontaneous traffic
breakdown T (B) that is a random value for different simulation realizations
(compare values of T (B) for spontaneous traffic breakdown occurring in two
different simulation realizations 1 and 2 that are related to the same set of
the flow rates qon and qin in Fig. 6 (a, b)). Because under condition (7) we
get 0 < P (B)(qsum) < 1, in some of the simulation realizations no spontaneous
breakdown occurs during a chosen observation time for traffic variables Tob,
as shown for realization 3 in Fig. 6 (c). In this case, traffic breakdown can
nevertheless be induced during the observation time Tob. Under condition (9),
traffic breakdown occurs spontaneously in each of the simulation realizations,
i.e., the breakdown probability P (B) = 1.
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Fig. 5. Simulations of flow rate ranges I–IV (4)–(9) for spontaneous and induced
traffic breakdowns at on-ramp bottleneck: Typical dependence of the probability
of spontaneous traffic breakdown P (B)(qsum) on the flow rate qsum calculated with
the use of the KKSW CA model for different flow rates qin in free flow upstream
of the bottleneck at given qon = 400 vehicles/h. Function P
(B)(qsum) is related
to formula (3). Calculated minimum capacity Cmin = 1585 vehicles/h. Calculated
threshold flow rate q
(B)
th ≈ 1650 vehicles/h. Calculated maximum capacity Cmax =
1810 vehicles/h. Tob = 30 min. Taken from [524].
2.3 Accuracy of determination of characteristics of probability of traffic break-
down
As in a study of the flow-rate dependence of the empirical breakdown prob-
ability P (B) [10,139], in numerical calculations of the breakdown probability
P (B)(qsum) [521] only a finite number N of simulation realizations (runs) can be
made for the calculation of the value P (B) for each given flow rate qsum. In ac-
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Fig. 6. Spontaneous traffic breakdown in KKSW CA model under conditions (7):
Speed data presented by regions with variable shades of gray (in white regions the
speed is equal to or higher than 120 km/h, in black regions the speed is zero). Three
different simulation realizations 1–3 in (a–c) are related to P (B) = 0.775 calculated
at qin = 1364 vehicles/h and qon = 400 vehicles/h; different realizations are related
to different initial values (at t = 0) of random model variables. Location of the
on-ramp bottleneck is xon = 15 km. Taken from [524].
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cordance with the definition of the threshold flow rate q
(B)
th , the smallest value
of the breakdown probability P (B) that is still larger than zero reaches at the
flow rate qsum = q
(B)
th . Thus, the smallest value of the breakdown probability
satisfying condition (8) is given by formula
P (B) |
qsum=q
(B)
th
=
1
N
. (11)
In other words, the larger the number N of simulation realizations (runs), the
more exactly the threshold flow rate qsum = q
(B)
th can be calculated. Corre-
spondingly, an approximate value of Cmax is found from condition
P (B) |qsum=Cmax=
N − 1
N
. (12)
2.4 Dependence of characteristics of breakdown probability on heterogeneity
of traffic flow
As shown in real field traffic data [246], empirical spontaneous traffic break-
down is caused by the propagation of a wave in free flow through a permanent
speed disturbance localized at a bottleneck. The wave is associated with slow
moving vehicles in heterogeneous traffic flow. The slow moving vehicles can be
considered “moving bottleneck”. Therefore, to explain the basic importance
of the function P (B)(qsum) for transportation science, we consider simulations
of traffic breakdowns in a heterogeneous traffic flow with a moving bottleneck
and in traffic flow without moving bottlenecks (Fig. 7).
We have found that at any chosen set of the flow rates (qin, qon), the moving
bottleneck results in the increase in the probability for traffic breakdown in
comparison with the breakdown probability in traffic flow without moving
bottlenecks. In other words, the function P (B)(qsum) for traffic flow with the
moving bottleneck is shifted to the left in the flow rate axis in comparison with
the function P (B)(qsum) for traffic flow without moving bottlenecks (Fig. 7).
We have also found that the moving bottleneck results in the decrease in
both the maximum capacity Cmax and the threshold flow rate for spontaneous
traffic breakdown q
(B)
th . To distinguish the cases of traffic flows with the moving
bottleneck and without moving bottlenecks, we denote the maximum capacity
Cmax and the threshold flow rate q
(B)
th for traffic flow with the moving bottleneck
by Cmax, MB and q
(B)
th, MB, respectively (Fig. 7).
In contrast with values Cmax and q
(B)
th , the minimum capacity Cmin does not
depend on whether there is a moving bottleneck in traffic flow or not. This is
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Fig. 7. Simulations of probabilities of traffic breakdown in traffic flows with the
moving bottleneck and without moving bottlenecks with Kerner-Klenov stochastic
three-phase traffic flow model on a two-lane road with on-ramp bottleneck: Proba-
bilities of traffic breakdown P (B)(qsum) in traffic flow of identical drivers and vehicles
with moving bottleneck (left curve labeled by “moving bottleneck”) and without
moving bottlenecks (right curve labeled by “no moving bottleneck”) as functions of
the flow rate downstream of the bottleneck qsum = qin+0.5qon that is varied through
the change in the on-ramp inflow rate qon at constant qin = 1800 vehicles/h. Func-
tions P (B)(qsum) are described by formula (3). Cmin ≈ 1925 vehicles/(h lane). Taken
from [246].
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because at the given flow rate qin the minimum capacity Cmin shown in Fig. 7
determines the smallest flow rate qon at which traffic breakdown can still be
induced at the bottleneck.
2.5 Effect of cooperative vehicles on breakdown probability
Wireless vehicle communication, which is the basic technology for ad-hoc ve-
hicle networks, is one of the most important scientific fields of ITS. This is
because there can be many applications of ad-hoc vehicle networks for so-
called “cooperative driving” in vehicular traffic, including systems for danger
warning, adaptive assistance systems, traffic information, improving of traf-
fic flow characteristics, etc. (see, e.g., [605,606,607,608,609,610,611,612,613]).
As emphasized in Sec. 1.4, the classical traffic flow models used in all known
traffic simulation tools cannot explain features of traffic breakdown (F→S
transition) as observed in real measured traffic data. Therefore, these traffic
simulation tools cannot be used for the reliable analysis of the effect of an
ad-hoc network on traffic flow. For this reason, we review briefly only results
of the application of traffic flow models in the framework of the three-phase
theory for the analysis of the effect of cooperative vehicles on traffic flow.
Davis was one of the first who applied hypotheses of the three-phase the-
ory for simulations of the cooperative merging at an on-ramp bottleneck to
study the prevention of the formation of synchronized flow at the bottle-
neck [558]. In [539], for a study of cooperative driving we have developed “a
united network model” that incorporates both a model of ad-hoc network and
the Kerner-Klenov three-phase microscopic stochastic traffic flow model.
In simulations based on this model [540] (Fig. 8), we assume that vehicles
moving in the on-ramp lane send a message for neighbor vehicles moving
in the right road lane when the vehicle intends to merge from the on-ramp
onto the main road. We assume that the following vehicle in the right lane
increases a time headway for the vehicle merging to satisfy a safe gap between
the merging vehicle and the following vehicle in the right lane of the main
road. Simulations show that in comparison with the case in which no V2V-
communication is applied and traffic breakdown occurs (Fig. 8 (a)) this change
in driver behavior of communicating vehicles decreases disturbances in free
flow at the bottleneck. This results in the prevention of traffic breakdown
(Fig. 8 (b)).
The effect of the cooperative merging of vehicles from the on-ramp onto the
main road on the breakdown probability is shown in Fig. 9. We can see that
the cooperative merging (that is the same as that in Fig. 8 (b)) leads to
slight increases in the threshold flow rate for spontaneous traffic breakdown
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Fig. 8. Simulations of prevention of traffic breakdown at on-ramp bottleneck through
vehicle communication: Speed in time and space without communication (a) and
with vehicle communication (b). Taken from [540].
(spontaneous F→S transition) as well as in the maximum capacity denoted for
the case of the cooperative merging by q
(B)
th, com and Cmax, com in comparison
with the threshold flow rate q
(B)
th and the maximum capacity Cmax related
to traffic flow without V2V-communication. The minimum capacity Cmin is
not affected through the cooperative merging. The physics of these results is
as follows. The cooperative merging decreases the mean amplitude of speed
disturbances occurring through the vehicle merging from the on-ramp onto the
main road. For this reason, the cooperative merging increases the threshold
flow rate for the spontaneous traffic breakdown and the maximum capacity.
The minimum capacity Cmin determines the threshold for the induced traffic
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Fig. 9. Simulations of flow-rate functions of probabilities of traffic breakdown
P (B)(qsum) made with Kerner-Klenov stochastic three-phase model on a two-lane
road with on-ramp bottleneck: Traffic flows with V2V-communication (left curve
denoted by “with communication”) and without V2V-communication (right curve
denoted by “without communication”). The flow rate downstream of the bottleneck
qsum = qin + 0.5qon is varied through the change in the on-ramp inflow rate qon at
constant qin = 1800 vehicles/h. Cmin ≈ 1925 vehicles/(h lane). Function P (B)(qsum)
denoted by “without communication” is the same as that denoted by “no moving
bottleneck” in Fig. 7. Functions P (B)(qsum) are described by formula (3).
breakdown. The cooperative merging does not affect the possibility of the
induced traffic breakdown, therefore, no change in Cmin has been found.
A study of the effect of moving bottlenecks and cooperative systems on the
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breakdown probability presented above (Figs. 7 and 9) shows that the charac-
teristics of the breakdown probability P (B)(qsum) are the basis characteristics
of traffic flow. Therefore, we can make the following conclusions.
• A proof of whether ITS improve traffic flow or not can be made through an
analysis of whether there is a shift of the flow-rate function of the breakdown
probability P (B)(qsum) to the larger flow rates qsum or not. The larger this
shift is, the more the effect of ITS on the increase in stochastic highway
capacity.
We will use this criterion for an analysis of the effect of automatic driving
vehicle on traffic flow in Secs. 4.5 and 5. However, before we consider the
nature of empirical stochastic highway capacity.
3 Stochastic highway capacity: Classical theory versus three-phase
theory
3.1 Classical understanding of stochastic highway capacity
The classical understanding of highway capacity is defined through the occur-
rence of traffic breakdown at a bottleneck: The highway capacity is equal to
the flow rate in an initially free flow at the bottleneck at which traffic break-
down is observed at the bottleneck [2,5,6,7,8,9,10,11], [12,13,14,15,16,17].
As above-explained, empirical traffic breakdown exhibits the probabilistic na-
ture (Sec. 1.1) [9,10,11], [12,13,14,15,16,17]. Respectively, Brilon [12,13,14,15,16,17]
has introduced the following definition for stochastic highway capacity that is
in agreement with the classical capacity definition: Brilon’s stochastic high-
way capacity C is equal to the flow rate qsum in an initially free flow at the
bottleneck at which traffic breakdown is observed at the bottleneck. At any
time instant, there is a particular value of stochastic capacity of free flow
at the bottleneck. However, as long as free flow is observed at the bottle-
neck, this particular value of stochastic capacity cannot be measured. There-
fore, stochastic capacity is defined through a capacity distribution function
F
(B)
C (qsum) [12,13,14,15]:
F
(B)
C (qsum) = p(C ≤ qsum), (13)
where p(C ≤ qsum) is the probability that stochastic highway capacity C is
equal to or smaller than the flow rate qsum in free flow at a highway bottleneck.
Thus the basic theoretical assumption of the classical understanding of stochas-
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tic highway capacity is that traffic breakdown is observed at a time instant
t at which the flow rate qsum reaches the capacity C(t). This means that the
flow rate function of the probability of traffic breakdown P (B)(qsum) should be
determined by the capacity distribution function F
(B)
C (qsum) [12,13,14,15]:
P (B)(qsum) = F
(B)
C (qsum). (14)
It must be noted that the breakdown probability function found in empirical
observations is the empirical evidence. However, condition (14) is a theoretical
hypothesis only. This is because in contrast with the breakdown probability
function P (B)(qsum), the capacity distribution function F
(B)
C (qsum) cannot be
measured [12,13,14,15,16,17].
This understanding of stochastic capacity of free flow at a bottleneck is quali-
tatively illustrated in Fig. 10, right, where we show a qualitative hypothetical
fragment of the time-dependence of stochastic capacity C(t). Left in Fig. 10,
a qualitative flow rate dependence of the probability of spontaneous traffic
breakdown P (B)(qsum) is shown. The stochastic capacity C(t) can stochasti-
cally change over time (Fig. 10). It is often assumed that a stochastic behavior
of highway capacity is associated with a stochastic change in traffic parameters
over time. Examples of the traffic parameters, which can indeed be stochastic
time-functions in real traffic, are weather, mean driver’s characteristics (e.g.,
mean driver reaction time), share of long vehicles, etc.
Below we will show that the classical understanding of stochastic highway ca-
pacity (14), which is generally accepted in transportation research community,
contradicts basically the nucleation nature of traffic breakdown in real traffic
(Sec. 1.3).
3.2 Characteristics of stochastic highway capacities in three-phase theory
It must be noted that the maximum capacity Cmax, the minimum capacity
Cmin, and the value q
(B)
th depend on traffic parameters, like weather, mean
driver’s characteristics (e.g., mean driver reaction time), share of long vehi-
cles, etc. In real traffic flow, these traffic parameters change over time. For
this reason, the values Cmax, Cmin, and q
(B)
th change also over time. Moreover,
in real traffic flow, the traffic parameters are stochastic time functions. There-
fore, in real traffic flow we should consider some stochastic maximum capacity
C(stoch)max (t), stochastic minimum capacity C
(stoch)
min (t), and a stochastic thresh-
old flow rate q
(B, stoch)
th (t) whose time dependence is determined by stochastic
characteristics of traffic parameters. Qualitative hypothetical fragment of these
time-functions within a time interval is shown in Fig. 11 (right).
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Fig. 10. Qualitative explanation of Brilon’s stochastic highway capacity (14) of free
flow at a highway bottleneck: Figure left is the flow rate function of the probability
of the spontaneous breakdown P (B)(qsum). Figure right is a hypothetical fragment
of stochastic highway capacity C(t) over time.
Stochastic functions C(stoch)max (t), C
(stoch)
min (t), and q
(B, stoch)
th (t) shown in Fig. 11
are qualitative hypothetical functions that cannot be measured in empirical
observations. Only their mean values (respectively, Cmax, Cmin, and q
(B)
th ) can
be found in empirical studies of measured traffic data. In particular, the mean
values Cmax and q
(B)
th can be found from an empirical study of the flow rate
function of the breakdown probability P (B)(qsum) (Fig. 4 (b)).
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Fig. 11. Qualitative explanation of the infinite number of capacities of free flow at
a highway bottleneck in three-phase traffic theory. Probability function for traffic
breakdown P (B)(qsum) (figure left) is the same as that shown in Figs. 10 (left)
and 4(b). Flow rate regions I, II, and III mentioned in labeling are, respectively, the
same as those shown in Fig. 4 (b) and explained in Sec. 2.2.
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It must be noted that in empirical observations the mean value of the minimum
capacity Cmin can be found from a study of a finite number of different days at
which induced traffic breakdowns have been observed at a given bottleneck.
The value Cmin is related to these empirical days of observations only. In other
words, it can occur that at another day, which is not within the days used for
the calculation of Cmin, traffic breakdown at this bottleneck can be induced
at a smaller flow rate qsum than the minimum capacity and the minimum flow
rate at which traffic breakdown was induced at this bottleneck in all earlier
observations. A similar comment is related to the physical meaning of the
mean value of q
(B)
th and Cmax. To explain this, we should note that with a
finite number of measurements it is not possible to find some “exact value” of
the minimum flow rate at which traffic breakdown can occur. In other words,
strictly speaking, mean values Cmax, Cmin, and q
(B)
th are valid only for the days
of the observing of traffic breakdown that have been used for the calculations
of these mean values.
From Fig. 11 we can see that in the three-phase theory traffic breakdown
cannot occur spontaneously at “any flow rate”. Indeed, at any time instant
at which the flow rate qsum in free flow is smaller than the minimum capacity
C
(stoch)
min (t), no traffic breakdown can occur at the bottleneck. When the flow
rate qsum satisfies conditions (5), specifically,
C
(stoch)
min (t) ≤ qsum(t) < q(B, stoch)th (t), (15)
traffic breakdown can be induced only. Only under conditions
q
(B, stoch)
th (t) ≤ qsum(t) < C(stoch)max (t) (16)
traffic breakdown can occur spontaneously with some probability 0 < P (B) < 1
during a given observation time.
Thus, we can see in Fig. 11 that in accordance with the highway capacity
definition made in three-phase theory, under conditions
C
(stoch)
min (t) ≤ qsum(t) < C(stoch)max (t) (17)
at any time instant there is the infinite number of highway capacities at which
traffic breakdown can occur with some probability or can be induced at the
bottleneck.
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Fig. 12. Qualitative explanation of traffic breakdown with the use of Brilon’s stochas-
tic highway capacity of free flow at a highway bottleneck. The fragment of the hy-
pothetical time-function of Brilon’s stochastic highway capacity C(t) is taken from
Fig. 10 (right).
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3.3 Infinite number of stochastic highway capacities in the classical theory
and the three-phase theory
In accordance with the classical definition of stochastic capacity (13), (14),
no traffic breakdown can occur, when the time dependence of the flow rate is
given by a hypothetical time dependence q(1)sum(t) (Fig. 12(a)). This is because
the following condition
q(1)sum(t) < C(t). (18)
is satisfied at all time instants shown in Fig. 12(a).
In contrast, for another hypothetical time dependence q(2)sum(t) (Fig. 12(b))
traffic breakdown should occur at time instant t1 at which
q(2)sum(t1) = C(t1). (19)
This is because under condition (19) the flow rate q(2)sum(t) is equal to the
capacity value (Fig. 12(b)).
In other words, the classical understanding of a particular value of stochastic
capacity can be explained as follows: At a given time instant no traffic break-
down can occur at a highway bottleneck if the flow rate qsum in free flow at the
bottleneck at the time instant is smaller than the value of the capacity C at
this time instant. The basic importance of the words “at a given time instant”
in the capacity definition is as follows: Because Brilon’s stochastic capacity
C(t) changes stochastically over time (Fig. 10), at a given time instant traffic
breakdown can occur at the flow rate qsum that is smaller than the value of
the stochastic capacity was at another time instant.
In the classical understanding of stochastic capacity, free flow is stable under
condition (18). This means that no traffic breakdown can occur or be induced
at the bottleneck at long as the flow rate in free flow at the bottleneck is
smaller than the stochastic capacity. This contradicts to the empirical fact
that traffic breakdown can be induced at the bottleneck due to the upstream
propagation of a localized congested pattern (Fig. 2(b)).
This is because stochastic highway capacity cannot depend on whether there
is a congested pattern, which has occurred outside of the bottleneck and in-
dependent of the bottleneck existence, or not. Indeed, the empirical evidence
of induced traffic breakdown is the empirical proof that at a given flow rate
at a bottleneck there can be one of two different traffic states at the bottle-
neck: (i) A state F (free flow) and (ii) a state S (synchronized flow). Due to
the upstream propagation of a localized congested pattern, a transition from
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the state F to the state S, i.e., traffic breakdown is induced. The induced
traffic breakdown is impossible to occur under the classical understanding of
stochastic highway capacity. This is because in this classical understanding of
stochastic highway capacity, free flow is stable under condition (18), i.e., no
traffic breakdown can occur (Fig. 12(a)).
In contrast with the classical understanding of stochastic highway capacity,
the evidence of the empirical induced breakdown means that free flow is in
a metastable state with respect to the breakdown. The metastability of free
flow at the bottleneck should exist for all flow rates at which traffic breakdown
can be induced at the bottleneck as observed in real traffic (Fig. 2(b)). This
empirical evidence of the metastability of free flow at the bottleneck contra-
dicts fundamentally the concept of Brilon’s stochastic capacity, in which free
flow is stable under condition (18). This explains why the generally accepted
classical understanding of stochastic highway capacity has failed.
The classical understanding of stochastic highway capacity is based on the
assumption that the empirical probability of traffic breakdown is determined
by the capacity distribution function, i.e., condition (14) is valid. In contrast,
the assumption of the three-phase theory about the metastability of traffic
breakdown with respect to traffic breakdown (1) is based on the empirical
evidence that traffic breakdown can be induced at a bottleneck. In both the
classical theory and three-phase theory there is the infinite number of stochas-
tic capacities. However, in the classical understanding of stochastic highway
capacity at a given time instant there is only one value of capacity (Fig. 10)
that we do not know because the capacity is a stochastic value.
Contrarily, in the three-phase theory at any given time instant there is the
infinite number of stochastic capacities within some capacity range between
minimum C
(stoch)
min and maximum capacities C
(stoch)
max . We cannot measure val-
ues of C(stoch)max (t) and C
(stoch)
min (t) because C
(stoch)
max (t) and C
(stoch)
min (t) are stochastic
values. However, due to the empirical evidence of the possibility of induced
traffic breakdown, we know that C(stoch)max (t) > C
(stoch)
min (t) (Fig. 11). This em-
phasizes a crucial difference between the sense of the term infinite number of
stochastic capacities in the classical theory and the three-phase theory.
Thus the observation of empirical induced breakdowns proves that condition
(14) of Brilon’s stochastic capacity cannot be valid for real traffic. However,
the following question arises:
• What are the consequences of this controversial understanding of the nature
of traffic breakdown?
With the use of Fig. 13, we can qualitatively illustrate the basic difference
between the classical understanding of stochastic highway capacity and the
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Fig. 13. Qualitative explanation of traffic breakdown with the use of the infinite
number of capacities of free flow at a highway bottleneck of three-phase theory.
Hypothetical time-functions C
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(b) as well as time instant t1 in (a) are, respectively, the same as those in Fig. 12.
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understanding of the infinite number of stochastic highway capacities made in
the three-phase theory. In the classical understanding of stochastic capacity
(14), for the hypothetical time dependence of the flow rate q(2)sum(t) shown in
Fig. 12(b), traffic breakdown has occurred at time instant t1 at which condi-
tion (19) is satisfied, i.e., when the flow rate is equal to the capacity value.
In contrast, in the three-phase theory for the same time dependence of the
flow rate q(2)sum(t), for which conditions (7) are satisfied, no breakdown should
be necessarily occur both at time instant t1 and for a later time interval
(Fig. 13(a)).
In the classical understanding of stochastic capacity (14), for the hypothetical
time dependence of the flow rate q(1)sum(t) shown in Fig. 12(a), traffic breakdown
could not occur because for all time instants condition (18) is satisfied. In
contrast, in the three-phase theory for the same time dependence of the flow
rate q(1)sum(t) traffic breakdown can occur spontaneously with some probability
as this is shown for time instant t2 in Fig. 13 (b).
Because the classical understanding of stochastic highway capacity (13), (14)
contradicts the empirical nucleation nature of real traffic breakdown, the un-
derstanding of stochastic highway capacity made in [12,13,14,15,16,17] cannot
be used for reliable highway design and highway operations.
4 Enhancement of vehicular traffic through automatic driving ve-
hicles
For a probabilistic analysis of the effect of automatic driving vehicles on traffic
flow, we consider a simple case of vehicular traffic on a single-lane road with
an on-ramp bottleneck. On the single-lane road, no vehicles can pass. For this
reason, automatic driving can be achieved through the use of an adaptive
cruise control (ACC) in a vehicle: An ACC-vehicle follows a preceding vehicle
automatically based on some ACC dynamics rules of motion. Depending on
the dynamic behavior of the preceding vehicle, these ACC-rules determine
either automatic acceleration or automatic deceleration of the ACC-vehicle
or else the maintaining of time-independent speed. The preceding vehicle can
be either a human driving vehicle or an automatic driving vehicle through an
ACC-system in the vehicle.
4.1 Classical model of ACC
There can be many different ACC dynamics rules of motion behind the pre-
ceding vehicle (e.g., [180,181,302,542,543,551,552,553,554,614,615,616,617],
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[618,619,620,621,622,623,624,625,626,627],
[628,629,630,631,632,633,634,635,636,637,638,639,640,641,642,643]). We limit
the consideration by a classical model of ACC-vehicle. In the classical ACC
model, acceleration (deceleration) a(ACC)(t) of the ACC vehicle is determined
by current values of the space gap to a preceding vehicle g(t) and the relative
speed ∆v(t) = v`(t) − v(t) measured by the ACC vehicle as well as by a
desired space gap g(ACC) = v(t)τ
(ACC)
d , where v(t) is the speed of the ACC-
vehicle, v`(t) is the speed of the preceding vehicle, and τ
(ACC)
d is a desired
net time gap (desired time headway) of the ACC-vehicle to the preceding
vehicle(e.g., [180,181,302,499,500,501,502,503,504,505,506],
[507,508,509,510,513,542,543,551,552,553,554],
[614,615,616,617,618,619,620,621,622,623,624,625],
[626,627,628,635,636,637,638,639,640,641,642,643]):
a(ACC)(t) = K1(g(t)− v(t)τ (ACC)d ) +K2(v`(t)− v(t)), (20)
where K1 and K2 are coefficients of ACC adaptation.
All simulations of human driving vehicles presented below are made with
Kerner-Klenov microscopic stochastic three-phase traffic flow model [520]. Be-
cause in the Kerner-Klenov model discrete time step is used (Appendix A), we
use in the classical ACC-model the discrete time t = nτ , where n = 0, 1, 2, ..;
τ =1 s is time step. Therefore, the space gap to a preceding vehicle is equal to
gn = x`,n−xn−d and the relative speed is given by ∆vn = v`,n− vn (Fig. 14),
where xn and vn are coordinate and speed of the ACC-vehicle, x`,n and v`,n
are coordinate and speed of the preceding vehicle, d is the vehicle length that
is assumed the same for all automatic driving and human driving vehicles.
Respectively, the current net time gap (time headway) between ACC-vehicle
and the preceding vehicle calculated by ACC-vehicle is equal to τ (net)n = gn/vn.
Correspondingly, the classical model of the dynamics of ACC-vehicle (20) can
be rewritten as follows:
a(ACC)n = K1(gn − vnτ (ACC)d ) +K2(v`,n − vn). (21)
Coefficients of ACC adaptation K1 and K2 describe the dynamic adaptation
of the ACC vehicle when either the space gap is different from the desired one
vnτ
(ACC)
d :
gn 6= vnτ (ACC)d (22)
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Fig. 14. Model of the ACC vehicle
or the vehicle speed is different from the speed of the preceding vehicle:
vn 6= v`,n. (23)
If in contrast
vn = v`,n (24)
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and the condition
gn = vnτ
(ACC)
d (25)
is satisfied, from (21) we obtain that
a(ACC)n = 0, (26)
i.e., the ACC vehicle moves with a time-independent speed.
The physics of the dynamic equation for the ACC vehicle (21) is as follows. It
can be seen that the current time headway τ (net)n = gn/vn in (21) is compared
with the desired time headway τ
(ACC)
d . If τ
(net)
n > τ
(ACC)
d , then the ACC vehicle
automatically accelerates to reduce the time headway to the desired value
τ
(ACC)
d . If τ
(net)
n < τ
(ACC)
d , then the ACC vehicle decelerates automatically
to increase the time headway. Moreover, the acceleration and deceleration of
the ACC vehicle depend on the current difference between the speed of the
ACC vehicle and the preceding vehicle. If the preceding vehicle has a higher
speed than the ACC vehicle, i.e., when v`,n > vn, the ACC vehicle accelerates.
Otherwise, if v`,n < vn the ACC vehicle decelerates.
In simulations of traffic flow discussed below, there are vehicles that have no
ACC system (human driving vehicles) and ACC-vehicles (automatic driving
vehicles); we call this traffic flow as “mixture traffic flow”. In mixture traffic
flow, the ACC vehicles are randomly distributed on the road between human
driving vehicles. The percentage of automatic driving vehicles denoted by γ is
the same value in traffic flow upstream of the bottleneck and in the on-ramp
inflow onto the main road.
The ACC vehicles move in accordance with Eq. (21) where, in addition, the
following formulas are used:
v(ACC)c,n = vn + τ max(−bACC,min(ba(ACC)n c, aACC)), (27)
vn+1 = max(0,min(vfree, v
(ACC)
c,n , vs,n)), (28)
where we have taken into account that we use a discrete-in-space version of
the Kerner-Klenov model (Appendix A), bzc denotes the integer part of z.
Through the use of formula (27), acceleration and deceleration of the ACC
vehicles are limited by some maximum acceleration aACC and maximum decel-
eration bACC, respectively. Owing to the formula (28), the speed of the ACC
vehicle vn+1 at time step n + 1 is limited by the maximum speed in free flow
vfree and by the safe speed vs,n to avoid collisions between vehicles
10 . The
10 Simulations show that formulas (27), (28) do not influence on the dynamics of
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maximum speed in free flow vfree and the safe speed vs,n are chosen, respec-
tively, the same as those in the microscopic model of human driving vehicles
(Appendix A). It should be noted that the model of ACC-vehicle merging
from the on-ramp onto the main road is similar to that for for human driving
vehicles (see Sec. A.9 of Appendix A).
An important characteristic of the ACC-vehicles is a stability of a platoon
of the ACC-vehicles called string stability. Liang and Peng [626] have found
that for a string stability of the ACC vehicles coefficients of ACC adaptation
K1 and K2 in (20) and the desired time headway of the ACC vehicles τ
(ACC)
d
should satisfy condition [626]
K2 >
2−K1(τ (ACC)d )2
2τ
(ACC)
d
. (29)
Below to limit the analysis, we consider the effect of the ACC vehicles on
traffic flow only for a relatively short desired time headway of the ACC vehicles
τ
(ACC)
d = 1.1 s. However, we will use different sets of coefficients K1 and K2 of
ACC adaptation 11 .
the ACC vehicles (20) in free flow outside of the bottleneck. However, due to vehicle
merging at the on-ramp bottleneck the time headway by merging can be consider-
ably smaller than τ
(ACC)
d . Therefore, formulas (27), (28) allows us to avoid collisions
of the ACC vehicle with the preceding vehicle in such dangerous situations. More-
over, very small values of time headway can occur in congested conditions; formulas
(27), (28) prevent vehicle collisions in these cases also. While working at the Daim-
ler Company, the author was lucky to take part in the development of real ACC
vehicles, which are on the market; to avoid collisions in dangerous simulations, dy-
namics rules of all real ACC vehicles include some safety dynamic rules that can be
similar to (27), (28).
11 It should be noted that condition (29) has been derived in [626] for continuum
time used in Eq. (20). In contrast, as above-mentioned, in all simulations below we
use Eq. (21) with discrete time t = nτ , n = 0, 1, 2, ... This could alter the rules for
string stability of an ACC-vehicle platoon. For this reason, we have made numerical
simulations of string stability of ACC-vehicle platoons moving on a circular road
(not shown in this article). We have found that at least for the sets of coefficients K1
andK2 of ACC adaptation in Eq. (21), which have been used in this article, an ACC-
vehicle platoon is stable with respect to small disturbances, when condition (29) of
Liang and Peng [626] is satisfied, whereas the ACC-vehicle platoon is unstable with
respect to small disturbances, when condition (29) is not satisfied. Therefore, when
string stability of ACC-vehicle platoons for different sets of coefficients K1 and K2
of ACC adaptation in Eq. (21) is discussed below, we will refer to condition (29).
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4.2 String instability versus S→F instability of three-phase theory
To understand the effect of the ACC vehicles on traffic flow discussed below,
firstly we should understand a crucial difference between the dynamic behav-
iors of the ACC-vehicles (21) and the dynamic behavior of manual driving
vehicles in the three-phase theory. As above-mentioned, the platoon of the
ACC-vehicles exhibits a string instability, when (29) is not satisfied. For the
string instability of traffic flow consisting of 100% ACC-vehicles, we find a
known result that the string instability is a growing wave of local decrease in
speed of ACC-vehicles (Fig. 15 (a–c)).
Qualitatively the same growing wave of local decrease in speed occurs due to
the classical instability in a platoon of manual driving vehicles moving at free
flow speed in accordance with rules of a traffic flow model of the GM model
class. As in traffic flow models of the GM model class, this growing wave caused
by the string instability of the ACC-vehicles leads to the emergence of a wide
moving jam in traffic flow of the ACC-vehicles, i.e., to an F→J transition
(compare Fig. 15 (a–d) for string instability of the ACC-vehicles with well-
known results shown in Fig. 15 (e) for the classical traffic flow instability of
the GM model class). Thus we can make the conclusions:
• As the classical traffic flow instability of the GM model class (Fig. 15 (e)),
string instability of the ACC-vehicles (Fig. 15 (a–c)) is a growing wave of
speed reduction in free flow.
• As the classical traffic flow instability (Fig. 15 (e)), the string instability of
the ACC-vehicles leads to the formation of wide moving jams in free flow
(F→J transition) (Fig. 15 (a, b, d)).
In contrast with the ACC-vehicles and with the classical traffic flow instability
of the GM model class, as explained and proven in a recent paper [544], in the
three-phase theory there is no string instability in a platoon of manual driv-
ing vehicles moving at free flow speed. Rather than string instability, traffic
breakdown in traffic flow that consists only of manual driving vehicles is asso-
ciated with the existence of an S→F instability introduced in the three-phase
theory. As proven [544], the S→F instability governs the metastability of free
flow with respect to an F→S transition (traffic breakdown) at a bottleneck
as observed in all real field traffic data. As explained in details in [544], the
S→F instability is a growing wave of local increase in speed in synchronized
flow (Fig. 16 (a, b)) that leads to the S→F transition (Fig. 16 (c)) 12 . Thus
we can make the conclusions:
12 The physics of the S→F instability and the explanation why this instability gov-
erns traffic breakdown has been considered in details in the paper [544]. The expla-
nation of this physics is out of scope of this mini-review.
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Both string instability of ACC-vehicles and classical traffic flow instability
of free flow in GM model class lead to a growing wave of speed decrease 
resulting in the formation of a wide moving jam in free flow
Fig. 15. Comparison of string instability in traffic flow of γ = 100% of ACC-vehi-
cles at on-ramp bottleneck on single-lane road simulated with classical ACC-model
of Sec. 4.1 (a–d) with classical traffic flow instability in traffic flow without AC-
C-vehicles simulated with OV model [278] belonging to the GM model class (see
references in reviews [165,166,168,170,171,172,175,177,180,181,204]) (e): (a, b) Vehi-
cle speed in space and time (a) and the same speed data presented by regions with
variable shades of gray (b) (in white regions the speed is larger than 105 km/h,
in black regions the speed is equal to zero). (c–e) Microscopic vehicle speed along
vehicle trajectories (only a few of the subsequent trajectories are shown) as time–
functions. In (a–d), ACC-parameters are τ
(ACC)
d = 1.1 s, coefficients (K1, K2) =
(0.5 s−2, 0.2 s−1) in (21) do not satisfy condition (29) for string stability; values
aACC = bACC = 3 m/s
2; the flow rates are qon = 50 vehicles/h, qin = 2609 vehicles/h
(qsum = qon + qin = 2659 vehicles/h). Figure (e) is taken from [544].
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Vehicle speed along trajectories as time-functions (a) and vehicle trajectories in
space and time (b); numbers of trajectories in (b) are related to trajectories labeled
in (a) by the same numbers. (c) Speed in space and time.
• Contrary to classical instability of the GM model class and string instability
of the ACC-vehicles that lead to speed reduction in free flow (Fig. 15), the
S→F instability of the three-phase theory is a growing wave of local increase
in speed in synchronized flow (Fig. 16) [544].
• Contrary to classical instability of the GM model class and string instability
of the ACC-vehicles leading to the F→J transition (Fig. 15 (a, b, d, e)), the
S→F instability of the three-phase theory governs traffic breakdow (F→S
transition)n in free flow [544].
49
• In the three-phase theory, no string instability occurs in a platoon of manual
driving vehicles moving at a free flow speed.
However, it should be noted that the critical conclusion that the classical
traffic instability of the GM model class (see references in reviews
[165,166,168,170,171,172],
[175,177,180,181,204]) failed to explain traffic breakdown in real field traffic
data (see Sec. 1.4) is not related to the string instability of the platoon of the
ACC-vehicles.
The reason for this is as follows: In general, the dynamics rules of motion of an
ACC vehicle are related to a fixed program written by ACC-developers, not to
some behavior of manual drivers in real traffic flow. Therefore, if the classical
rules (21) exhibit a string instability of the platoon of the ACC-vehicles, then
this is a feature of the rules (21). This feature of the ACC-vehicle should
not necessarily be in agreement with real dynamic rules of motion of manual
driving vehicles.
This is crucially different for a traffic flow model that should describe dynamics
rules of motion of real manual driving vehicles. In other words, in contrast with
the rules of motion of the ACC-vehicles, dynamics rules of motion of manual
driving vehicles in the traffic flow model should be in agreement with real
field traffic data. The real data reflects the behavior of real manual driving
vehicles: The real behavior of drivers results in the empirical evidence that
traffic breakdown is the F→S transition in metastable free flow, not the F→J
transition resulting from simulations of traffic flow models of the GM model
class.
This explains why the failure of traffic flow models of the GM model class
should not necessarily be considered as a drawback of the classical rules (21)
of the dynamics of the ACC-vehicles. Nevertheless, from the analysis of the
effect of the classical ACC-vehicles of traffic flow, which will be made below
in Sec. 5, we could have an assumption that to improve traffic flow through
automatic driving vehicles considerably, the dynamic behavior of the future
ACC-vehicles should learn from some behaviors of manual driving vehicles in
real traffic flow (see an example in Sec. 6).
4.3 Main objective of analysis of effect of ACC-vehicles on traffic flow
It should be noted that even when condition for string stability (29) is satisfied,
nevertheless, traffic congestion occurs in traffic flow consisting of 100% ACC-
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vehicles, if the flow rate qsum exceeds the value
q0 =
3600
τ
(ACC)
d + d/vfree
. (30)
For this reason, in all simulations of the effect of ACC-vehicles on traffic flow
presented in this mini-review below, we have chosen model parameters at
which traffic breakdown occurs in a mixture traffic flow, only when the flow
rate at the bottleneck qsum is considerably smaller than q0 (30):
qsum = qon + qin < q0 ≈ 2667 [vehicles/h], (31)
where in formula (30) we have taken into account that we consider only ACC-
vehicles with τ
(ACC)
d = 1.1 s, vfree = 30 m/s, and d = 7.5 m. Under condition
(31), it is often expected that if there is string stability of a platoon of the
ACC-vehicles, then the ACC-vehicles should improve traffic flow.
• The main objective of our analysis of the effect of the ACC-vehicles on traffic
flow presented below is to prove that this assumption should not necessarily
be valid, even when condition of string stability for the ACC-vehicles (29)
and condition (31) are satisfied.
• We will find that depending on the coefficients of ACC adaptation K1 and
K2 in (21) (which all satisfy condition (29) for string stability) the ACC-
vehicles can either improve or deteriorate the traffic system 13 .
Before we consider cases in which the ACC-vehicles under conditions (29)
and (31) deteriorate the traffic system (Sec. 5), in Secs. 4.4 and 4.5 we con-
sider expected cases in which the ACC-vehicles enhance the traffic system,
specifically, prevent traffic breakdown (Sec. 4.4) or decrease the breakdown
probability (Sec. 4.5) .
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Fig. 17. Suppression of F→S transition in traffic flow on single-lane road with an
on-ramp bottleneck through ACC-vehicles: (a, b) Vehicle speed (a) and the flow
rate (averaging over 20 vehicles) (b) in space and time. (c–f) Vehicle speed in space
and time (c, e) and the same speed data presented by regions with variable shades
of gray (d, f) (in white regions the speed is equal to 105 km/h, in black regions the
speed is equal to zero). In (a, b), traffic flow with γ = 100% of ACC vehicles with
τ
(ACC)
d = 1.1 s and coefficients (K1, K2) =(0.14 s
−2, 0.9 s−1) satisfying (29); values
aACC = bACC = 3 m/s
2. In (c, d), no ACC vehicles – traffic flow consisting only of
human driving vehicles. In (e, f) γ = 30% of ACC vehicles with the same parameters
as those (a, b). Flow rates in all figures are qon = 320 vehicles/h, qin = 2000
vehicles/h (qsum = qon + qin = 2320 vehicles/h that satisfies (31)). F – free flow, S
– synchronized flow. On-ramp location xon = 10 km.
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4.4 Suppression of traffic breakdown through automatic driving vehicles
As expected, free flow consisting of γ = 100% of ACC vehicles that satisfy
conditions (29) and (31) is stable: All speed disturbances occurring due to the
merging of ACC-vehicles at the bottleneck decay over time (Fig. 17 (a, b)).
However, the disturbances cause a decrease in free flow speed at the bottleneck
location seen in Fig. 17 (a): Automatic driving vehicles moving initially on the
main road with the speed vfree upstream of the bottleneck should decelerate
in a neighborhood of the bottleneck due to the merging of other automatic
driving vehicles from the on-ramp onto the main road.
At the same flow rates qon to the on-ramp and on the main road qin as those
in Fig. 17 (a, b), in free flow consisting only of human driving vehicles (no
ACC-vehicles) traffic breakdown occurs at the bottleneck during the time
interval Tob = 30 min with the probability P
(B) = 0.375 (Fig. 17 (c, d)). In a
simulation realization shown in Fig. 17 (c, d), traffic breakdown has occurred
after a random time delay T (B) ≈ 25 min.
When we consider a mixture traffic flow and increase the percentage γ of ACC
vehicles in the mixture traffic flow to γ = 30%, we get a known result derived
with different traffic flow models in the framework of the three-phase theory
that no traffic breakdown (F→S transition) occurs (Fig. 17 (e, f)) 14 . The work
13 Our simulations show that under condition (31) all results presented in Secs. 4.4
and 4.5 can remain qualitatively, even if condition (29) for string stability of the
ACC-vehicles is not satisfied. However, this is only true for some sets of the co-
efficients K1 and K2 in a neighborhood of the threshold of string instability. For
example, simulation results shown in Figs. 17–20 remain almost the same, if we
use ACC-vehicles with coefficients (K1, K2) =(0.1 s
−2, 0.55 s−1) that do not sat-
isfy condition of string stability (29). A consideration of special cases in which
ACC-vehicles improve traffic flow characteristics, however, the ACC-vehicles do not
satisfy condition of string stability (29), is out of the scope of this mini-review.
14 The result of simulations that γ ∼ 30% of ACC vehicles can suppress traffic
congestion is also well-known one from many studies of the classical traffic flow
models (e.g., [180,181,302,499,500,501,502,503,504,505,506,507,508],
[509,510,511,512,513,514,515]) that cannot explain real traffic breakdown (F→S
transition) in metastable free flow at a bottleneck (see Sec. 1.4). This result can
be explained as follows. Because at chosen flow rates and ACC-parameters free flow
consisting of 100% of ACC vehicles is stable (Figs. 17 (a, b)), we could expect
that regardless of features of a traffic flow model used for simulations of human
driving vehicle, there should be a critical percentage of ACC-vehicles when they
suppress any instabilities in traffic flow caused by manual driving vehicles in the
traffic flow model. Simulations made with the classical traffic flow models show
that this critical percentage of ACC-vehicles is about γ ∼ 30% of ACC vehicles
(e.g., [180,181,302,499,500,501,502,503,504,505,506,507,508],
[509,510,511,512,513,515]). However, our main objective is to study the
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by Davis [551] was one of the first to obtain this result with another human
driver model that had some of the features of the three-phase theory.
4.5 Decrease in probability of traffic breakdown through automatic driving
vehicles
At a smaller percentage of ACC-vehicles than γ = 30% in the mixture traffic
flow with the same parameters of the ACC-vehicles and the flow rates as those
in Fig. 17, we have found the following results (Fig. 18). As long as the per-
centage of ACC-vehicles is appreciably smaller than γ = 10%, no considerable
change in the probabilistic features of traffic breakdown at the bottleneck is
observed. Even when the percentage of ACC-vehicles increases to γ = 10%,
features of traffic breakdown remains almost the same as those in traffic flow
of manual driving vehicles (Fig. 18 (a, b)) and only a relatively small decrease
in the probability of the breakdown is observed (Fig. 19 (a), curve labeled by
“10% ACC”).
Now, in comparison with Fig. 18 (a, b), we increase the percentage γ of au-
tomatic driving vehicles to γ = 20% without any other changes in simula-
tions. We have found that at γ = 20% automatic driving vehicles no traffic
breakdown occurs during the observation time Tob = 30 min (Fig. 18 (c, d)).
However, if we continue simulations shown Fig. 18 (c, d) during a longer time
interval, we have found that after a long time delay T (B) ≈ 47 min traffic
breakdown has nevertheless occurred at the bottleneck (Fig. 18 (c, d)). We
have found that the mean time delay of traffic breakdown for γ = 20% of ACC
vehicles is considerably longer than for traffic flow consisting of only human
driving vehicles.
For γ = 20% of automatic driving vehicles the probability that traffic break-
down in the mixture traffic flow occurs during the observation time Tob = 30
min is equal to P (B) = 0.1 for model parameters used in Fig. 18 (c, d). Thus
we can expect that in comparison with the simulation realization shown in
Fig. 18 (c, d), in which no breakdown is observed, there should be other sim-
ulation realizations made at the same parameters of the mixture traffic flow,
in which traffic breakdown is observed during the time interval Tob = 30 min.
Such simulation realizations with different random values of time delays T (B)
effect of the ACC-vehicles on the probability of real traffic break-
down (F→S transition). Classical traffic flow models used, for example,
in [180,181,302,499,500,501,502,503,504,505,506,507,508],
[509,510,511,512,513,514,515,516]cannot describe an F→S transition in metastable
free flow as observed in real traffic. Therefore, these models cannot be used for an
analysis of the effect of ACC-vehicles on the probability of traffic breakdown studied
in this mini-review.
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Fig. 18. Simulations of the effect of ACC-vehicles on probabilistic characteristic of
traffic breakdown: Vehicle speed in space and time (a, c, e) and the same speed
data presented by regions with variable shades of gray (b, d, f) (in white regions
the speed is equal to 105 km/h, in black regions the speed is equal to zero). (a,
b) γ = 10%. (c–f) γ = 20%. ACC-parameters are the same as those in Fig. 17.
Arrows F→S in (a, b) mark the F→S transition (traffic breakdown) at the location
of on-ramp bottleneck. F – free flow, S – synchronized flow.
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Fig. 19. Flow-rate functions of probabilities of traffic breakdown P (B)(qsum) in traffic
flows without ACC-vehicles (left curves in (a, b) labeled by “No ACC”) as well as
with 10% and 20% of ACC-vehicles (right curves labeled by “10% ACC” and “20%
ACC”) as functions of the flow rate downstream of the bottleneck qsum; curves “No
ACC” and “20% ACC” are shown in different flow-rate scales in (a) and (b). The
flow rate qsum = qin +qon is varied through the change in the on-ramp inflow rate qon
at constant qin = 2000 vehicles/h. To distinguish the cases of traffic flows with the
ACC-vehicles and without ACC-vehicles, we denote the maximum capacity Cmax,
the minimum capacity Cmin, and the threshold flow rate q
(B)
th for traffic flow with
20% of ACC-vehicles by Cmax, ACC, Cmin, ACC, and q
(B)
th, ACC, respectively. Functions
P (B)(qsum) are described by formula (3). Other model parameters are the same as
those in Fig. 17.
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Fig. 20. Two different simulation realizations 2 (a, b) and 3 (c, d) of the effect of
ACC on probabilistic features of traffic breakdown for γ = 20% of ACC vehicles
with the same time of observation of traffic flow Tob = 30 min as that in simulation
realization 1 in which no breakdown occurs during Tob = 30 min (Fig. 18 (c, d)):
Vehicle speed in space and time (a, c) and the same speed data presented by regions
with variable shades of gray (b, d) (in white regions the speed is equal to 105 km/h,
in black regions the speed is equal to zero). Other model parameters are the same
as those in Fig. 17.
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to the breakdown indeed exist (Fig. 20).
The physics of these results can be explained as follows. In traffic flow con-
sisting of human driving vehicles only, traffic breakdown (F→S transition)
occurs (Fig. 17 (c, d)), when a large enough speed disturbance (nucleus for
the breakdown) occurs in metastable free flow in a neighborhood of the bot-
tleneck. Free flow that consists of 100% automatic driving vehicles is stable
(Fig. 17 (a, b)). For this reason, we can assume that a long enough platoon
of ACC-vehicles that propagates through the disturbance can cause the dis-
solution of the disturbance. The larger the percentage γ of automatic driving
vehicles in the mixture traffic flow, the larger the probability of the appearance
of the long platoon of ACC-vehicles, and, therefore, the larger the probability
of the disturbance dissolution and the smaller the breakdown probability P (B).
These qualitative explanations are confirmed by numerical simulations of the
flow-rate dependence of the probability of traffic breakdown P (B)(qsum) pre-
sented in Fig. 19. Indeed, we have found that the flow-rate dependence of the
probability of traffic breakdown for the mixture traffic flow with 20% auto-
matic driving vehicles (right curve P (B)(qsum) labeled by “20% ACC” in Fig. 19
(a)) is shifted to larger flow rates in comparison with the function P (B)(qsum)
for traffic flow consisting of human driving vehicles only (left curve labeled by
“No ACC” in Fig. 19 (a)).
Correspondingly, we have found that the maximum capacity Cmax and the
threshold flow rate q
(B)
th for spontaneous traffic breakdown increase for the
mixture flow. Traffic flow consisting of human driving vehicles only and mix-
ture traffic flow are different traffic flows. We can expect that the minimum
capacities Cmin can also be different values in these two different traffic flows.
Indeed, we have found that in the mixture traffic flow the minimum capacity
Cmin, ACC is slightly larger in comparison with the minimum capacity Cmin in
traffic flow consisting of human driving vehicles only (Fig. 19 (b)).
• Automatic driving vehicles can indeed decrease the probability of traffic
breakdown in the mixture free flow.
• Automatic driving vehicles can increase the threshold flow rate for sponta-
neous traffic breakdown as well as the maximum and minimum capacities
of free flow at the bottleneck.
5 Deterioration of performance of traffic system through auto-
matic driving vehicles
Rather than the enhancement of traffic flow characteristics (Secs. 4.4 and 4.5),
automatic driving vehicles can also result in the deterioration of performance
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of traffic system. To show this, we consider a mixture traffic flow under con-
dition (31). In this mixture traffic flow, ACC-vehicles exhibit the same short
desired time headway τ
(ACC)
d = 1.1 s as used above in Secs. 4.4 and 4.5.
Moreover, all sets of dynamics coefficients K1 and K2 of ACC-vehicles used
below (see Fig. 21–23) satisfy condition of string stability (29). Nevertheless,
we will find that the ACC-vehicles can lead to a considerable increase in the
probability of traffic breakdown at road bottlenecks (Fig. 21) 15 .
Indeed, we have found that even a relatively small percentage γ = 5% of
the ACC-vehicles in the mixture traffic flow can increase considerably the
probability of traffic breakdown (Fig. 21 (a), curves 1–4). The importance
of this result is as follows: In Secs. 4.4 and 4.5, we have mentioned that the
positive effect of the ACC-vehicles on traffic flow, in particular, the decrease in
the probability of traffic breakdown is considerable only at large percentages
of ACC-vehicles γ ≈ 20%. In the next future, we could expect only much
smaller percentages of automatic driving vehicles in the mixture traffic flow,
like γ ≈ 5%. Therefore, the deterioration of the performance of a mixture
traffic flow shown Fig. 21 (a) (curves 1–4) can be a subject of the development
of automatic driving vehicles in car-development companies already during
next years.
To understand the deterioration of the performance of the traffic system
through automatic driving vehicles (Fig. 21), firstly we should note that for
each set of dynamic coefficients (K1, K2) of the ACC-vehicles used in simula-
tions shown Fig. 21 (a) (curves 1–4), free flow consisting of γ = 100% of the
ACC-vehicles is stable: We have found the same results for free flow stability
as those presented in Fig. 17 (a, b). This means that when in the mixture
free flow the percentage of the ACC-vehicles increases, then, at least under
condition γ → 100%, no traffic breakdown should be observed any more. This
has indeed been found in simulations.
We have found that for any of the sets of dynamic coefficients (K1, K2) used
in Fig. 21, when the percentage of the ACC-vehicles increases from γ = 5% to
larger values, firstly, the flow rate dependence of the breakdown probability
P (B)(qsum) is subsequently shifted to the left in the flow rate axis as shown in
Fig. 21 (b) (curve labeled by “30% ACC”).
However, there should be a critical percentage of the ACC-vehicles denoted
by γ(increase)cr . When γ = γ
(increase)
cr , then the shift of the function P
(B)(qsum) to
the left in the flow rate axis should reach its maximum. When the percentage
of ACC-vehicles increases subsequently, i.e, γ > γ(increase)cr , then the function
15 In this mini-review, we do not discuss another possible case of the deterioration
of the performance of traffic system that is often assumed to occur when automatic
driving vehicles follow strictly all traffic regulation rules, like a given speed limit.
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Fig. 21. Increase in the probability of traffic breakdown P (B) in mixture free traffic
flow through ACC-vehicles with τ
(ACC)
d = 1.1 s: In (a, b), the flow-rate depen-
dence of the breakdown probability P (B)(qsum) labeled by “No ACC” is taken from
Fig. 19 for free flow of manual driving vehicles without ACC-vehicles. In (a), curves
P (B)(qsum) labeled by numbers 1–4 are related to mixture free flows with γ = 5%
of ACC-vehicles with different sets of coefficients (K1, K2) = (0.2 s
−2, 0.82 s−1)
for curve 1, (0.3 s−2, 0.77 s−1) for curve 2, (0.5 s−2, 0.65 s−1) for curve 3, (0.7
s−2, 0.55 s−1) for curve 4, which satisfy (29); values aACC = bACC = 3 m/s2. In
(b), curve P (B)(qsum) labeled by “30% ACC” is related to mixture free flow with
γ = 30% of ACC-vehicles with (K1, K2) = (0.2 s
−2, 0.82 s−1); curve 1 is the same
as that in (a). The flow rate qsum = qin + qon is varied through the change in the
on-ramp inflow rate qon at constant qin = 2000 vehicles/h. Functions P
(B)(qsum) are
described by formula (3).
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P (B)(qsum) should begin to be shifted to the right in the flow rate axis in
comparison with the case γ = γ(increase)cr . Finally, as above-mentioned, at γ →
100%, free flow should occur as long as condition (31) is satisfied.
The above assumption about the behavior of the function P (B)(qsum) under
increase in the percentage of the ACC-vehicles is indeed confirmed by simula-
tion results, which have been made for each of the sets of dynamic coefficients
(K1, K2) of the ACC-vehicles used in Fig. 21. Moreover, it turns out that
already for dynamic coefficients (K1, K2) = (0.2 s
−2, 0.82 s−1), which do not
considerably differ from (K1, K2) = (0.14 s
−2, 0.9 s−1) used in Figs. 17–19,
we have found that γ(increase)cr ≈ 30% (curve P (B)(qsum) labeled by “30% ACC”
in Fig. 21 (b)). This leads to the following result:
• The deterioration of the performance of the traffic system through auto-
matic driving vehicles can occur within broad ranges of the percentage of
ACC-vehicles and the set of coefficients (K1, K2), which satisfy condition
(29) of string stability of ACC-vehicles.
To understand this negative effect of the ACC-vehicles on traffic flow, firstly
note that as long as the percentage of the ACC-vehicles in a mixture traffic
flow is not very large, traffic breakdown at the bottleneck is qualitatively the
same time-delayed F→S transition (Figs. 22 (a, b) and 23 (a, b)) as that in
traffic flow consisting of manual driving vehicles only (Fig. 17 (c, d)). In both
cases, WSPs result from the breakdown (Figs. 17 (c, d), 22 (a, b), and 23 (a,
b)). Moreover, in both cases, before traffic breakdown occurs (time intervals
0 < t < T (B) in Figs. 17 (c, d), 22 (a, b), and 23 (a, b)), there are many
F→S→F transitions at the bottlenecks (dashed-dotted lines shown in Figs. 22
(d) and 24 (b) denote some of the regions of synchronized flow occurring due
to a sequence of the F→S→F transitions). As explained in [544], the F→S→F
transitions determine the dynamics of a permanent speed disturbance at the
bottleneck 16 .
A crucial difference between a mixture traffic flow and traffic flow without
ACC-vehicles becomes clear, when we consider the dynamics of a permanent
speed disturbance at the bottleneck: We have found that the amplitude of
the permanent speed disturbance at the bottleneck occurring in the mixture
traffic flow can increase considerably in comparison with that occurring in free
flow consisting only of manual driving vehicles (Figs. 22 (c–f) and 24).
When a vehicle moving at a low speed in the on-ramp lane merges from the
on-ramp to the main road (bold dotted trajectory 2 in Fig. 24 (c)) between
two vehicles moving on the main road (bold trajectories 1 and 3 in Fig. 24
16 A detailed consideration of the physics of the F→S→F transitions and the related
dynamics of the permanent speed disturbance at the bottleneck [544] is out of scope
of this mini-review.
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Fig. 22. Simulations of dynamics of permanent speed disturbance at on-ramp bot-
tleneck on single-lane road for a mixed traffic flow with γ = 5% of ACC-vehicles
with coefficients (K1, K2) = (0.5 s
−2, 0.65 s−1): (a–d) Speed in space and time (a,
c) and the same data presented by regions with variable shades of gray (b, d) (in
white regions the speed is equal to or higher than 105 km/h, in black regions the
speed is equal to 0 km/h (b) and smaller than 20 km/h (d)); in (c, d), we show
the same data as those in (a, b), however, for smaller space and time intervals. (e)
Fragment of vehicle trajectories in space and time related to (c, d). (f) Microscopic
vehicle speeds along trajectories as time functions labeled by the same numbers
as those in (e). In (d), dashed-dotted lines denote F→S→F transitions. F – free
flow, WSP – widening synchronized flow pattern. qon = 320 vehicles/h, qin = 2000
vehicles/h.
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Fig. 23. Simulations of F→S transition (traffic breakdown) at on-ramp bottleneck
on single-lane road for mixture traffic flow with γ = 30% of ACC-vehicles with
(K1, K2) = (0.2 s
−2, 0.82 s−1) related to curve labeled by “30% ACC” in Fig. 21
(b): (a, b) Speed in space and time (a) and the same data presented by regions with
variable shades of gray (b) (in white regions the speed is equal to or higher than 105
km/h, in black regions the speed is equal to 0 km/h). (c) One of vehicle trajectories
as time-function that propagates through WSP in (a, b). F – free flow, WSP –
widening synchronized flow pattern. qon = 305 vehicles/h, qin = 2000 vehicles/h.
(c)), then, in comparison with vehicle 1 moving on the main road that is not
influenced by the merging vehicle, vehicle 3 (bold trajectory 3 in Fig. 24 (c))
should decelerate to the speed of this merging vehicle. As a result, due to the
vehicle merging the speed decreases within the permanent speed disturbance
localized at the bottleneck (compare speeds of vehicles 1 and 3 in Fig. 24 (d)).
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Fig. 24. Simulations of dynamics of permanent speed disturbance at on-ramp bot-
tleneck on single-lane road for traffic flow consisting only of manual driving vehicles
related to Fig. 17 (c, d): (a, b) Speed in space and time (a) and the same data
presented by regions with variable shades of gray (b) (in white regions the speed
is equal to or higher than 105 km/h, in black regions the speed is smaller than
20 km/h); in (a, b), we show the same data as those in Fig. 17 (c, d), however,
for smaller space and time intervals. (c) Fragment of vehicle trajectories in space
and time related to (a, b). (d) Microscopic vehicle speeds along trajectories as time
functions labeled by the same numbers as those in (c). In (b), dashed-dotted lines
denote F→S→F transitions. qon = 320 vehicles/h, qin = 2000 vehicles/h.
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It turns out that the effect of the speed reduction caused by the merging
vehicle can increase considerably, when vehicle 3 is an ACC-vehicle (bold
dashed trajectory 3 in Fig. 22 (e)). Indeed, the deceleration of the ACC-vehicle
(vehicle 3 in Fig. 22 (f)) due to the merging vehicle (bold dotted trajectory
2 in Fig. 22 (e)) becomes considerably larger than in the case of traffic flow
without ACC-vehicles (compare speeds of vehicles 1 and 3 in Fig. 22 (f) with
speeds of vehicles 1 and 3 in Fig. 24 (d), respectively). Due to a stronger
speed reduction at the bottleneck caused by the ACC-vehicles, the probability
of traffic breakdown increases at the same flow rates as those in the case of
traffic flow consisting of manual driving vehicles only (Fig. 21 (a)).
When the percentage γ of the ACC-vehicles increases, the frequency of large
speed disturbances at the bottleneck caused by the ACC-vehicles increases ei-
ther. This explains why at given flow rates the probability of traffic breakdown
increases when γ increases from γ ≈ 5% to γ(increase)cr (the value γ(increase)cr ≈ 30%
for parameters of ACC-vehicles used in Fig. 21 (b)). Only when the percentage
of the ACC-vehicles γ > γ(increase)cr , long stable platoons of the ACC-vehicle can
occur that lead to a decrease in the breakdown probability. Indeed, free flow
consisting of 100% ACC-vehicles is stable.
To understand the physics of the deterioration of the performance of the traffic
system through the ACC-vehicles in more details, we should note that in accor-
dance with the hypothesis of the three-phase theory about the existence of 2D-
states of traffic flow [200,201,216,217,218,219,220,221,222,223,224,225,226,227,228,229,230],
drivers do not control the space gap g to the preceding vehicle when condition
gsafe ≤ g ≤ G, (32)
is satisfied, where G and gsafe are the synchronization and safe space gaps,
respectively.
In contrast to the manual driver behavior (32), in accordance with the classical
ACC-model (21), the ACC-vehicle tries to reach an “optimal” space gap given
by formula (25). This qualitative different dynamic behavior of the ACC-
vehicles and manual driving vehicles could explain the occurrence of large
disturbances in free flow at the bottleneck. When the space gap between the
ACC-vehicle and the merging manual vehicle is smaller than that given by
formula (25), the ACC-vehicle decelerates, whereas a manual driving vehicle
should not decelerate as long as condition (32) is satisfied. The deceleration of
the ACC-vehicle is the stronger, the larger the coefficient K1 in (21). This can
explain the result of simulations that the larger the coefficient K1, the more
is the shift of the function P (B)(qsum) to the left in the flow rate-axis (curves
1–4 in Fig. 21 (a)). We can make the following conclusion.
• When dynamics rules of motion of automatic driving vehicles differ consid-
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erably from those of human driving vehicles, such automatic driving vehicles
can cause the deterioration of the performance of the traffic system. In par-
ticular, speed disturbances in a mixture traffic flow at road bottlenecks can
increase strongly. This can cause the considerable increase in the probability
of traffic breakdown.
Naturally, through the use of cooperative driving (Sec. 2.5) this negative effect
of automatic driving vehicles on traffic flow could be reduced 17 . However, it
seems better to develop such dynamics rules of motion of automatic driving
vehicles that avoid situations at which human drivers can consider automatic
driving vehicles as “obstacles”.
6 Automatic driving vehicles learning from driver behavior in real
traffic: ACC in framework of three-phase theory
The deterioration of the performance of the traffic system through the ACC-
vehicles discussed in Sec. 5 could be avoided through the use of automatic
driving systems in vehicles, which learn from behaviors of drivers in real traffic
as incorporated in hypotheses of the three-phase theory.
In particular, in accordance with the hypothesis of three-phase theory about
2D-states of traffic flow [200,201,216,217,218,219,220,221,222,223,224,225,226,227,228,229,230],
we have introduced ACC-systems [644,645,646], in which, in contrast with the
classical model of the ACC-vehicle (20), there is no fixed desired time headway
of ACC-vehicle to the preceding vehicle.
In these ACC-systems based on the three-phase theory [644,645,646], when
the space gap to the preceding vehicle is within a 2D-region in the space-gap–
speed plane (dashed region in Fig. 25), i.e., condition (32) is satisfied, then
the acceleration (deceleration) of an ACC-vehicle is given by formula
a(t) = K∆v∆v(t). (33)
This means that the ACC-vehicle adapts its speed to the speed of the pre-
ceding vehicle without caring, what the precise space gap (time headway)
is. In (33), K∆v is a dynamic coefficient (K∆v > 0). At g > G the ACC-
vehicle accelerates, whereas at g < gsafe the ACC-vehicle decelerates. Outside
of the 2D-region in the space-gap–speed plane (Fig. 25) formula (33) is not
applied [646,647,648,649].
17 In particular, one can expect that cooperative merging could alleviate the problem
of large disturbances occurring during vehicle merging at the bottleneck in mixture
traffic flow illustrated in Fig. 22.
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Fig. 25. Explanation of ACC in the framework of three-phase theory [644,645,646]:
A part of 2D-states of traffic flow in the space-gap–speed plane (dashed region)
within which an ACC-vehicle moves in accordance with Eq. (33).
Thus, in some traffic situations acceleration (deceleration) of the ACC-vehicle
does not depend on the space gap, i.e., on the time headway to the preceding
vehicle at all. In other words, the ACC mode (33) does not maintain some
desired time headway of the classical model of the ACC-vehicle (20). Moreover,
the dynamic coefficient K∆v in (33) can be chosen to be considerably smaller
than the dynamic coefficient K2 in the classical model of the ACC-vehicle (20).
This explains the following possible advantages of the ACC-system based on
three-phase theory in comparison with the classical ACC-system (20):
• The removing of a conflict between the dynamic and comfortable ACC
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behavior. In particular, a much comfortable vehicle motion is possible.
• The reduction of fuel consumption and CO2 emissions while moving in con-
gested traffic.
• Because the ACC-mode (33) decreases speed changes in traffic flow, a se-
quence of such ACC-vehicles can prevent traffic breakdown at a bottleneck.
Therefore, a development of automatic driving vehicles based on the three-
phase theory can be a very interesting task for further investigations.
7 Conclusions
(i) The empirical metastability of free flow with respect to the F→S transition
(traffic breakdown) at a highway bottleneck can be considered the empirical
fundament of transportation science.
(ii) The theoretical fundament of transportation science resulting from the
above empirical fundament is as follows: At any time instant, there are the
infinite number of highway capacities within a range of the flow rate between
the minimum capacity and the maximum capacity; within this flow rate range,
traffic breakdown can be induced at the bottleneck.
(iii) Additionally to the minimum capacity and the maximum capacity, an
important characteristic of traffic breakdown is a threshold flow rate for spon-
taneous traffic breakdown at a bottleneck.
(iv) Classical traffic and transportation theories failed to explain the empir-
ical evidence that traffic breakdown at the bottleneck is an F→S transition
occurring in metastable free flow at the bottleneck. For this reasons, traf-
fic flow models, which are based on these classical traffic theories, cannot be
used for a reliable analysis of the impact of automatic driving and/or other
ITS-applications on traffic flow. Simulations of the effect of automatic driv-
ing and/or other ITS-applications on traffic flow with the use of such traffic
simulation models and tools lead to incorrect results and invalid conclusions.
(v) To perform reliable analysis of the impact of automatic driving and/or
other ITS-applications on traffic flow, traffic flow models in the framework
of the three-phase theory should be used. This is because these models can
explain the empirical evidence that traffic breakdown at the bottleneck is an
F→S transition occurring in metastable free flow at the bottleneck.
(vi) Based on simulations with a stochastic three-phase traffic flow model we
have found that depending on the parameters of automatic driving vehicles,
they can either decrease or increase the probability of traffic breakdown in a
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mixture traffic flow consisting of a random distribution of automatic driving
and manual driving vehicles. The increase in the probability of traffic break-
down at a bottleneck, i.e., the deterioration of the performance of the traffic
system can occur already at a small percentage (about 5%) of automatic driv-
ing vehicles. The negative effect of the automatic driving vehicles on traffic
flow can be realized, even if any platoon of the automatic driving vehicles
satisfies condition for string stability; this effect occurs even at the same flow
rates at the bottleneck at which there is no traffic breakdown in free flow
consisting of 100% of automatic driving vehicles.
A Kerner-Klenov stochastic microscopic model in framework of
three-phase traffic theory
In a discrete model version of Kerner-Klenov stochastic microscopic three-
phase model [526] used for simulations in Secs. 4 and 5, rather than the
continuum space co-ordinate of [520,525], a discrete space co-ordinate with
a small enough value of the discrete cell δx = 0.01 m is used. Consequently,
the vehicle speed and acceleration (deceleration) discretization intervals are
δv= δx/τ and δa= δv/τ , respectively, where time step τ = 1 s. Because in
the discrete model version discrete (and dimensionless) values of speed and
acceleration are used, which are measured respectively in values δv and δa,
and time is measured in values of τ , value τ in all formulas below is assumed
to be the dimensionless value τ = 1.
A.1 Update rules of vehicle motion in road lane
Update rules of vehicle motion are as follows [520,525,526]:
vn+1 = max(0,min(vfree, v˜n+1 + ξn, vn + aτ, vs,n)), (A.1)
xn+1 = xn + vn+1τ, (A.2)
where the index n corresponds to the discrete time tn = τn, n = 0, 1, ..., vn
is the vehicle speed at time step n, a is the maximum acceleration, v˜n is the
vehicle speed without speed fluctuations ξn:
v˜n+1 = min(vfree, vs,n, vc,n), (A.3)
vc,n =
 vn + ∆n at gn ≤ Gn,vn + anτ at gn > Gn, (A.4)
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∆n = max(−bnτ,min(anτ, v`,n − vn)), (A.5)
gn = x`,n − xn − d, (A.6)
the subscript ` denotes variables related to the preceding vehicle, vs,n is a safe
speed at time step n, vfree is the maximum speed in free flow, ξn describes
speed fluctuations; vc,n is a desired speed; all vehicles have the same length d.
The vehicle length d includes the mean space gap between vehicles within a
wide moving jam where the speed is zero. Values an ≥ 0 and bn ≥ 0 in (A.4),
(A.5) restrict changes in speed per time step when the vehicle accelerates or
adjusts the speed to that of the preceding vehicle.
A.2 Synchronization gap and hypothetical steady states of synchronized flow
Equations (A.4), (A.5) describe the adaptation of the vehicle speed to the
speed of the preceding vehicle, i.e., the speed adaptation effect in synchronized
flow. This vehicle speed adaptation takes place within the synchronization gap
Gn: At
gn ≤ Gn (A.7)
the vehicle tends to adjust its speed to the preceding vehicle. This means that
the vehicle decelerates if vn > v`,n, and accelerates if vn < v`,n [520].
In the general rules (A.1)–(A.5), the synchronization gap Gn depends on the
vehicle speed vn and on the speed of the preceding vehicle v`,n:
Gn = G(vn, v`,n), (A.8)
G(u,w) = max(0, bkτu+ a−1u(u− w)c), (A.9)
k > 1 is constant.
The speed adaptation effect within the synchronization gap is related to the
hypothesis of three-phase theory about 2D-states of traffic flow
[200,201,216,217,218,219,220,221,222],
[223,224,225,226,227,228,229,230]. Respectively, as for the continuum-in-space
Kerner-Klenov model (see Sec. 16.3 of the book [200]), for the discrete model
considered here hypothetical steady states of traffic flow cover a 2D-region
in the flow–density plane (Fig. A.1 (a)). However, because the speed v and
70
(b)(a)
0
1500
0 50 100 150
density [vehicles/km]
fl
o
w
 r
a
te
 [
v
e
h
ic
le
s
/h
]
0q U
L
F
max
0
1500
0 50 100 150
U
L
J
max
outq
min
density [vehicles/km]
fl
o
w
 r
a
te
 [
v
e
h
ic
le
s
/h
]
s
p
a
c
e
 g
a
p
 [
m
] F
speed [km/h]
(c)
safeg
G
S
0
20
40
0 20 40 60
S
Fig. A.1. Steady speed states for the three-phase traffic flow model in the flow—
density (a, b) and in the space-gap–speed planes (c). L and U are, respectively,
lower and upper boundaries of 2D-regions of steady states of synchronized flow, F
- free flow, S – synchronized flow, J is line J whose slope is equal to the character-
istic mean velocity vg of a wide moving jam; in the flow–density plane, the line J
represents the propagation of the downstream front of the wide moving jam with
time-independent velocity vg.
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space gap g are integer in the discrete model, the steady states do not form a
continuum in the flow–density plane as they do in the continuum model. The
inequalities
g ≤ G(v, v) and v ≤ min(vfree, vs(g, v)) (A.10)
define a 2D-region in the flow–density plane in which the hypothetical steady
states of traffic flow exist for the discrete model, when all model fluctuations
are neglected. In (A.10), we have taken into account that in the hypothet-
ical 2D-steady states of traffic flow vehicle speeds are assumed to be time-
independent and the speed of each of the vehicles is equal to the speed of the
associated preceding vehicle: v = v`.
It should be emphasized that due to model fluctuations (see Sec. A.3), 2D-
steady states of traffic flow are destroyed, i.e., they do not exist in simulations.
This explains the term “hypothetical” 2D-steady states of traffic flow. Rather
than 2D-steady states of traffic flow, in the Kerner-Klenov stochastic model
all 2D-states of traffic flow are non-homogeneous in space and time. However,
in accordance with the three-phase theory (see explanations in Secs. 4.3.4
and 6.3.3 of the book [200]), the non-homogeneous in space and time 2D-states
of traffic flow of the Kerner-Klenov stochastic model exhibit qualitatively the
same features with respect to phase transitions (F→S, S→F, and S→J tran-
sitions) as those postulated in the three-phase theory for 2D-steady states of
traffic flow [200,201,216,217,218,219,220,221,222], [223,224,225,226,227,228,229,230].
A.3 Model speed fluctuations
In the model, random deceleration and acceleration are applied depending on
whether the vehicle decelerates or accelerates, or else maintains its speed:
ξn =

ξa if Sn+1 = 1
−ξb if Sn+1 = −1
ξ(0) if Sn+1 = 0.
(A.11)
State of vehicle motion S in (A.11) is determined by formula
Sn+1 =

−1 if v˜n+1 < vn
1 if v˜n+1 > vn
0 if v˜n+1 = vn.
(A.12)
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In (A.11), ξb, ξ
(0), and ξa are random sources for deceleration and acceleration
that are as follows:
ξb = a
(b)τΘ(pb − r), (A.13)
ξ(0) = a(0)τ

−1 if r < p(0)
1 if p(0) ≤ r < 2p(0) and vn > 0
0 otherwise,
(A.14)
ξa = a
(a)τΘ(pa − r), (A.15)
pb is probability of random deceleration, pa is probability of random accelera-
tion, p(0) and a(0) ≤ a are constants, a(a) = a(b) = a, r = rand(0, 1), Θ(z) = 0
at z < 0 and Θ(z) = 1 at z ≥ 0.
A.4 Stochastic time delays in vehicle acceleration and deceleration
To simulate time delays either in vehicle acceleration or in vehicle deceleration,
an and bn in (A.5) are taken as the following stochastic functions
an = aΘ(P0 − r1), (A.16)
bn = aΘ(P1 − r1), (A.17)
P0 =
 p0 if Sn 6= 11 if Sn = 1, (A.18)
P1 =
 p1 if Sn 6= −1p2 if Sn = −1, (A.19)
r1 = rand(0, 1), p1 is constant, p0 = p0(vn) and p2 = p2(vn) are speed functions.
The physical sense of the functions P0 and P1 in (A.18) and (A.19) is as
follows. The function P0 in (A.18) determines the probability ψa of a random
time delay in vehicle acceleration at time step n+ 1 corresponding to
ψa = 1− P0. (A.20)
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The function P1 (A.19) determines the probability ψb of a random time delay
in vehicle deceleration at time step n+ 1 corresponding to
ψb = 1− P1. (A.21)
A.5 Safe speed
In the model, the safe speed vs,n in (A.1) is chosen in the form
vs,n = min (v
(safe)
n , gn/τ + v
(a)
` ), (A.22)
v
(a)
` is an “anticipation” speed of the preceding vehicle that will be considered
below, the function
v(safe)n = bv(safe)(gn, v`,n)c (A.23)
in (A.22) is related to the safe speed v(safe)(gn, v`,n) in the model by Krauß et
al. [273,274], which is a solution of the Gipps’s equation [271]
v(safe)τsafe +Xd(v
(safe)) = gn +Xd(v`,n), (A.24)
where τsafe is a safe time gap that can be individual for drivers, Xd(u) is the
braking distance that should be passed by the vehicle moving first with the
speed u before the vehicle can come to a stop:
Xd(u) = bτ
2
(
αβ +
α(α− 1)
2
)
, (A.25)
α = bu/bτc and β = u/bτ − α are the integer and fractional parts of u/bτ ,
respectively, b is constant.
The safe speed v(safe) as a solution of equation (A.24) at the distance Xd(u)
given by (A.25) and at τsafe = τ has been found in [273,274]
v(safe)(gn, v`,n) = bτ(αsafe + βsafe), (A.26)
where
αsafe = b
√
2
Xd(v`,n) + gn
bτ 2
+
1
4
− 1
2
c, (A.27)
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βsafe =
Xd(v`,n) + gn
(αsafe + 1)bτ 2
− αsafe
2
. (A.28)
The safe speed in the model by Krauß et al. [273,274] provides collision-less
motion of vehicles if the time gap gn/vn between two vehicles is greater than
or equal to the time step τ , i.e., if gn ≥ vnτ [274]. In the model, it is assumed
that in some cases, mainly due to lane changing or merging of vehicles onto
the main road within the merging region of bottlenecks, the space gap gn can
become less than vnτ . In these critical situations, the collision-less motion of
vehicles in the model is a result of the second term in (A.22) in which some
prediction (v
(a)
` ) of the speed of the preceding vehicle at the next time step is
used. The related “anticipation” speed v
(a)
` at the next time step that is given
by formula
v
(a)
` = max(0,min(v
(safe)
`,n , v`,n, g`,n/τ)− aτ), (A.29)
where v
(safe)
`,n is the safe speed (A.23), (A.26)–(A.28) for the preceding vehicle,
g`,n is the space gap in front of the preceding vehicle. Simulations have shown
that formulas (A.22), (A.23), (A.26)–(A.29) lead to collision-less vehicle mo-
tion over a wide range of parameters of the merging region of the bottleneck.
A.6 Boundary and initial conditions
In the model, open boundary conditions are applied. At the beginning of the
road new vehicles are generated one after another in each of the lanes of the
road at time moments
t(k) = τdkτin/τe, k = 1, 2, .... (A.30)
In (A.30), τin = 1/qin, qin is the flow rate in the incoming boundary flow
per lane, dze denotes the nearest integer greater than or equal to z. A new
vehicle appears on the road only if the distance from the beginning of the road
(x = xb) to the position x = x`,n of the farthest upstream vehicle on the road
is not smaller than the distance
x`,n − xb ≥ v`,nτ + d, (A.31)
where n = t(k)/τ . Otherwise, condition (A.31) is checked at time (n+1)τ that
is the next one to time t(k) (A.30), and so on, until the condition (A.31) is
satisfied. Then the next vehicle appears on the road. After this occurs, the
number k in (A.30) is increased by 1.
75
The speed vn and coordinate xn of the new vehicle are
vn = v`,n,
xn = max(xb, x`,n − bvnτinc).
(A.32)
The flow rate qin is chosen to have the value vfreeτin integer. In the initial
state (n = 0), all vehicles have the maximum speed vn = vfree and they are
positioned at space intervals x`,n − xn = vfreeτin.
After a vehicle has reached the end of the road it is removed. Before this
occurs, the farthest downstream vehicle maintains its speed. For the vehicle
following the farthest downstream one, the “anticipation” speed v
(a)
` in (A.29)
is equal to the speed of the farthest downstream vehicle.
A.7 Model of on-ramp bottleneck
The on-ramp bottleneck consists of two parts (Fig. A.2):
(i) The merging region of length Lm where vehicle can merge onto the main
road from the on-ramp lane.
(ii) A part of the on-ramp lane of length Lr upstream of the merging re-
gion where vehicles move in accordance with the model (A.1)–(A.6). The
maximal speed of vehicles is vfree = vfree on.
At the beginning of the merging region of the on-ramp lane (x = x(b)on ) the
flow rate to the on-ramp qon is given as in qin.
A.8 Manual driving vehicle merging at on-ramp bottleneck
A merging region at an on-ramp bottleneck is a road region of length Lm
within which a vehicle moving in the on-ramp lane merges to the right lane
of the main road (Fig. A.2). When a vehicle is within the merging region of
the bottleneck, the vehicle takes into account the space gaps to the preceding
vehicles and their speed both in the current and target lanes. Respectively,
instead of formula (A.4), in (A.3) for the speed vc,n the following formula is
used:
vc,n =
 vn + ∆
+
n at g
+
n ≤ G(vn, vˆ+n ),
vn + anτ at g
+
n > G(vn, vˆ
+
n ),
(A.33)
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Fig. A.2. Model of on-ramp bottleneck on single-lane road.
∆+n = max(−bnτ,min(anτ, vˆ+n − vn)), (A.34)
vˆ+n = max(0,min(vfree, v
+
n + ∆v
(2)
r )), (A.35)
∆v(2)r is constant. Superscripts + and− in variables, parameters, and functions
denote the preceding vehicle and the trailing vehicle in the “target” (neigh-
boring) lane, respectively (the target lane is the lane into which the vehicle
wants to change).
The safe speed vs,n in (A.1), (A.3) for the vehicle that is the closest one to the
end of merging region is chosen in the form
vs,n = bv(safe)(x(e)on − xn, 0)c. (A.36)
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Vehicle merging at the bottleneck occurs, when safety conditions (∗) or safety
conditions (∗∗) are satisfied. Safety conditions (∗) are as follows:
g+n > min(vˆnτ, G(vˆn, v
+
n )),
g−n > min(v
−
n τ, G(v
−
n , vˆn)),
(A.37)
vˆn = min(v
+
n , vn + ∆v
(1)
r ), (A.38)
∆v(1)r > 0 is constant.
Safety conditions (∗∗) are as follows:
x+n − x−n − d > g(min)target, (A.39)
where
g
(min)
target = bλbv+n + dc, (A.40)
λb is constant. In addition to conditions (A.39), the safety condition (∗∗)
includes the condition that the vehicle should pass the midpoint
x(m)n = b(x+n + x−n )/2c (A.41)
between two neighboring vehicles in the target lane, i.e., conditions
xn−1 < x
(m)
n−1 and xn ≥ x(m)n
or
xn−1 ≥ x(m)n−1 and xn < x(m)n .
(A.42)
should also be satisfied.
The vehicle speed after vehicle merging is equal to
vn = vˆn. (A.43)
Under conditions (∗), the vehicle coordinate xn remains the same. Under con-
ditions (∗∗), the vehicle coordinate xn is equal to
xn = x
(m)
n . (A.44)
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Table A.1
Model parameters used in simulations (other model parameters are given in figure
captions)
Vehicle motion in road lane:
τsafe = τ , τ =1 s, d = 7.5 m/δx, δx = 0.01 m,
vfree = 30 ms
−1/δv, b = 1 ms−2/δa,
δv = 0.01 ms−1, δa = 0.01 ms−2, k = 3,
p1 = 0.3, pb = 0.1, pa = 0.17,
p(0) = 0.005, p2(vn) = 0.48 + 0.32Θ(vn − v21),
p0(vn) = 0.575 + 0.125 min (1, vn/v01),
a(0) = 0.2a, a(a) = a(b) = a,
v01 = 10 ms
−1/δv, v21 = 15 ms−1/δv, a = 0.5 ms−2/δa.
Model of on-ramp bottleneck:
λb = 0.75, vfree on = 22.2 ms
−1/δv,
∆v
(2)
r = 5 ms−1/δv,
Lr = 1 km/δx, ∆v
(1)
r = 10 ms−1/δv,
Lm = 0.3 km/δx.
A.9 ACC-vehicle merging at on-ramp bottleneck
In the on-ramp lane, an ACC vehicle moves in accordance with the model
(21), (27), (28). The maximal speed of the ACC vehicle in the on-ramp lane
is vfree = vfree on. The safe speed vs,n in (28) for the ACC vehicle that is the
closest one to the end of merging region is the same as that for manual driving
vehicles (A.36).
ACC-vehicle merges from the on-ramp lane onto the main road, when some
ACC-safety conditions (∗) or safety conditions (∗∗) are satisfied. Safety con-
ditions (∗) for ACC-vehicles are as follows:
g+n > vˆnτ, g
−
n > v
−
n τ, (A.45)
where vˆn is given by formula (A.38). Safety conditions (∗∗) are given by formu-
las (A.39)–(A.42), i.e., they are the same as those for manual driving vehicles.
Respectively, as for manual driving vehicles, the ACC-vehicle speed and its
coordinate after ACC-vehicle merging are determined by formulas (A.43) and
(A.44).
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