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I. INTRODUCTION 
The influence of weather on the yield of corn has been recognized 
and the evaluation of its effects has been the subject of several studies. 
Temperature and precipitation have been the most common "factors used in 
the correlation studies between com yields and weather factors. Pre­
cipitation is used as an indicator of available moisture in the soil. 
However, the value of such a use of precipitation depends on other soil 
factors and environmental conditions. For this reason, the inclusion of 
available soil moisture measurements is desirable in such studies. 
It is generally accepted in the field of plant nutrition that the 
relative response obtained from a given increment of nitrogen is related to 
the supply of available moisture. A stress-day estimated from rainfall and 
évapotranspiration data by a moisture balance method has considerably 
more meaning as a measure of drouth intensity than using periodical rainfall 
and temperature data because of the greater recognition of relevant climate, 
soil and plant factors that bring about drouth conditions. However, the 
relative com yield response to a given increment of nitrogen could be 
better evaluated in terms of the distribution of available soil moisture. 
This could account for a large portion of among-years variance and the 
quantitative relationships between crop response and multiple factors 
of production could be better understood. 
This study was undertaken with the objectives of estimating the 
available soil moisture for com in the profile and studying the effects 
of the distribution of the available soil moisture and its interaction 
with the mean available soil moisture on the yield response of com to 
fertilizer nitrogen. 
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II. REVIEW OF LITERATURE 
Corn has been known to respond to mineral sources of nitrogen (N), 
phosphorus (P) and potassium (K) applied separately or in combination 
with each other. The degree of response to these elements has been shown 
to differ widely on account of initial levels of soil nutrients, weather 
factors and certain management factors. 
A. Response to Nitrogen 
1. Response in short term experiments 
Significant responses to N have been reported by numerous authors 
but the level of N at which maximum or economic responses were obtained 
differed in most cases. Singleton et al. (1950) concluded that N had 
been the only fertilizer element that produced yield responses to com. 
Up to a total of 80 lb. N each bushel increase in yield required about 
1.4 lb. N. The yield response to added N decreased from this point until 
at the 120 to 160 lb. increment, 4.5 lb. of N was required to produce 
the extra bushel. Tilo (1957) also reported that the most important 
factor in increasing corn yields was N. Significant increases in yield 
were obtained even at 90 Kg. N/ha. although a great portion of the yield 
increase due to N was obtained with the first 45-Kg. N application. 
Similarly, Larson et al. (1950) concluded from irrigated experiments that 
N was the only commercial fertilizer that had increased production of com 
and observed that the bushel return per pound of N above 120 lb. N/ac. was 
considerably less than that obtained below that level. Stanberry et al. 
(1963) concluded from an irrigated sweet corn experiment that most of the 
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increase in yield was obtained with 75 lb. N/ac. 
Reporting three years' results of fertilizer experiment on com, 
Relwani (1962) observed that N effects were found to be significant every 
year. Although significant responses were obtained with the highest level, 
60 lb. N/ac., the greatest increase in yield was observed for the first 
30-lb. N level. Raheja et al. (1957), however, observed a linear response 
to N up to 60 lb. N/ac. Studying the N requirements of com in calcareous 
soils, Thakur et a1. (1956) observed that increasing levels of N increased 
the grain yield significantly and the application of the maximum level, 
100 lb. N/ac. was found to be quite economical. 
In Sudan, application of N considerably increased yield of com and 
the differences between treatments receiving different levels of the 
fertilizer were highly significant in all years and the responses were 
of the same order in all seasons (Rai, 1961). However, Bennett et_ al. 
(1953) studied a series of eight N side-dressing experiments and observed 
that the average response of corn to N varied widely, the greatest incre­
mental increase being obtained with the first 20 lb. N/ac. Similarly, 
Feldman and Shlomi (1962), studying the response of com to N in Israel, 
observed significant and marked yield increases due to N but the efficiency 
of successive N increments showed a gradual decrease. Highest yields 
were obtained with 16 and 24 Kg. N/du*., respectively, at two sites. 
Galvez et al. (1956) observed significant increases in yield of com 
with increased N application but the maximum economic yield was obtained 
A dunam is approximately 1/4 acre. 
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at 45 Kg. N/ha. Evans et al. (1960) reported that approximately 100 lb. 
N/ac. appeared to be the most economical fertility level on sweet corn 
under irrigation. However, Hinkle and Garrett (1961) concluded that 
application of 150 to 180 lb. N/ac. gave the highest yields of com 
although something less than that would probably give more return per 
dolier spent for N. 
2. Response and soil fertility 
Response to fertilizer N has been observed to be affected by the 
initial fertility of the soil. Rhoades ert aly (1954) observed that on 
lands with high fertility level which produced 120 bu./ac. com without 
N fertilizer, there was an increase of only 12 bu./ac. from the application 
of 40 lb. N/ac. but no additional increases from larger applications. 
In contrast, profitable increases in yield of corn were obtained from 
each increment of N applied up to 140 lb. N/ac. on low fertility soils. 
Thompson and Robertson (1955) concluded that on poor soils where com is 
grown continuously and no green manure crops turned under, 60 to 80 
lb. N/ac. might be applied profitably, whereas under high fertility 
rotations increasing N from none to 40 lb./ac. increased the yield of 
com only 10 to 12 bushels, and for all rates of N above 40 lb. there was 
only a 2-bushel variation in yield. 
Brooks (1952) observed that the response to N varied greatly with 
soils and different fertility levels. Although responses were obtained 
with a 90-lb. N application, the increase in yield was at a decreasing 
rate with subsequent increments of N. Duncan (1954) carried out four 
experiments on widely different soil types and observed that corn yields 
were increased by an application of fertilizer at all locations, but the 
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degree of response to applied fertilizer was influenced by the initial 
fertility level of the soils, among other things. Pumphrey and Harris 
(1956) observed that increased grain yields of com were influenced by the 
season, productivity of soil and time and rate of application of ferti­
lizer on irrigated Chestnut soils. Yield increases were appreciably less 
on soils of medium than on soils of low productivity. 
Studying the effects of heavy rates of fertilization on yield of com 
on six soil types of widely varying fertility levels, Krantz and Chandler 
(1951) reported marked increase in yield of com with N application in 
all of the experiments. Thomas (1956) reported that addition of N signifi­
cantly increased the yield of com but there was little or no increase for 
rates above 40 lb. N/ac. within 6-, 12- and 18-thousand plant population. 
The lack of apparent response to higher rates of N, particularly at the 
higher plant population, was attributed to the initial high fertility 
level of the soil. 
3. Response in experiments carried over several site-years 
Some workers have studied the response of com over several location-
years to understand the relationship. Brensing and Harper (1960) re­
ported from yields of 16 location-years' data of com that by far the 
greatest increase in com yield per pound of N came from the 60-lb. rate, 
and rates above 90 lb. N/ac. showed little advantage. Between these two 
rates, an increasing amount of N was required per every bushel increase. 
Hunter and Yungen (1955) reported the results of 13 fertilizer experi­
ments on com under irrigation conducted over a 3-year period and observed 
significant yield responses to N in 10 of the experiments. Maximum or 
near-maximum yields were produced, in most cases, by 100 lb. N/ac. 
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Of the ten fields where significant responses to N were obtained, 5 gave 
significant increases only to a first increment of 50 lb. N/ac.; 4 to each 
of the first two increments of 50 lb. N; only one to the third increment 
of 50 lb. N and significant response to the fourth increment of N was 
not recorded at any site. Thus the efficiency of N in producing increased 
yield varied greatly with site and rate of N applied owing to differences 
in level of initial N. 
Reporting results of more than 175 separate experiments with corn 
covering a period of over 50 years (1907 to 1960) and conducted under a 
wide variety of soil, climate and fertility conditions, Long (1961) 
reported that yields ranged from less than 15 bu./ac. under unfertilized 
conditions on a soil with restricted internal drainage to as much as 170 
bu. on a highly fertilized, well-drained bottom soil. In 14 experiments 
conducted during a 3-year period, differences in yield between the 90-lb. 
N rate and the 120-lb. N rate, even if real, were not large enough to pay 
for the extra fertilizer. 
Jordan et al. (1958) analyzing the data of a 10-year period observed 
that the application of two increments of 60 lb. N were very effective 
in increasing the yield of corn with a mean response of one bushel for 
each 1.8 lb. N. Englehorn et al. (1964) concluded that the addition of N 
increased yields of corn consistantly and progressively through all levels 
of N. Yields were increased to high levels with large amounts of N, 
160 lb./ac., and moderate levels of P and K. While the highest average 
yield of corn resulted from 160 lb. N/ac., the largest increase per unit 
of N resulted from the first increment of 40 lb. N/ac. All N yield 
responses were significant at the 5% level in all years except 1956 when 
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there was no real response of any kind. 
4. Response by fitting regression equations 
Fitting of regression equation as a continuous function, in a satis­
factory mathematical form, of sets of variables permits better evaluation 
of the response than simple analysis of variance. Heady and Pesek (1954) 
and Heady et al. (1955) fitted regression equations in several mathematical 
forms to the com yield data from a calcareous Ida silt loam soil, and 
observed that the coefficient of determination was highest for the square 
root function (R^  = 0.91) and the t-values showed each individual re­
gression coefficient to be significant at the 1% level of probability. 
Maximum yield of 136 bu./ac. of com was extrapolated with 398 lb. N and 
387 lb. P2O5. Viets et al. (1954) observed on corn under irrigation that 
only N increased the yield but P and K application did not. A second degree 
regression equation in N gave the best fit of the data for six treatments 
receiving N and the function had a maximum yield at 169 bushels with 
143 lb. N/ac. 
Paschal and French (1956), fitting the exponential function to the 
results of com experiments in Oregon, Washington and Nebraska, concluded 
that N increased yields on 6 of the 8 farms to a level of approximately 
110 bu./ac. Furthermore, the ability of N to increase yield decreased as 
additional units were applied and the quantity of N to be applied for the 
largest net return was shown to be 172 lb. where the net marginal return 
crossed the zero line. Pesek £t al. (1959) studied the production surfaces 
and economic optima for corn yields with respect to plant density and N 
levels. A quadratic equation with a cross-product term for the yield 
data on Marshall silt loam accounted for 61% of the variation in yield. 
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All of the terms were significant at a probability level at least as high 
as 0.05. Maximum yield of 89.3 bu. was obtained with 257 lb. N and 
20-thousand plants per acre. In a similar experiment on Seymour silt loam, 
high responses were obtained with N application, and the N curves 
demonstrated almost linear response to N within limits of levels tried. 
Studying the regression of yield of com on fertilizer inputs by 
fitting several functions, Brown et al. (1956) observed that quadratic and 
square root functions of the second degree gave the best fit. For the 
Carrington experimental data the significance of the coefficients of N and 
was low. Since the soil was fertile and yields were predicted to start 
at 99 bu./ac. with no fertilizer, a yield of almost 118 bu./ac. was 
predicted at 80 lb. N. The response to N was strong for the first few 
pounds but it soon leveled out and declined slightly. For the Moody 
experimental data, since the soil test indicated low availability of N, 
large responses in com yields were obtained by adding N. In fact, yield 
was more than doubled by applying 40 lb. N/ac. Although further increases 
in yield were obtained by 80 and 160 lb. N, with 240 lb. N a slight decline 
resulted. 
Doll et al. (1958) studied the fertilizer production functions for 
com, and observed a response of 19 bu./ac. to the first 40 lb. N on 
Clarion silt loam in the presence of P and K. However, marginal yields 
diminished quickly and the decreasing total yields were evident at the 
highest rate of application since 1954 was a year of limited rainfall. 
The t-values of the coefficients were all highly significant and the 
coefficient of determination for the square root function was 0.8063. 
On the other hand, to evaluate the influence of applied N, stand and 
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moisture levels on response of grain yields of corn, Fulcher (1962) per­
formed regression analyses and observed that 72 to 74% of the variation in 
yield was explained. Furthermore, when soil moisture and stand levels 
were not limiting an increase in applied N increased the yield within 
levels tried. 
Knetsch et al. (1956) fitted four functions that included the three 
fertilizer nutrients as variables in the corn response data of 1955 and 
found only the coefficients of the N term to be significant at the 1% 
probability level. Since the coefficients of P and K terms were not 
significant, the equation was refitted using N as the only independent 
variable. All the coefficients of this equation were found to be signifi­
cant at the 1% level. 
Orazem and Smith (1958) also analyzed yield data from a three-
nutrient experiment with com and observed that N response was most out­
standing, since almost ideal conditions prevailed during most of the com 
growing season. A second degree regression equation of yield on N 
accounted for 73% of the variation in yield. 
Analyzing the results of permanent manurial experiment on com from 
1932 to 1952 with a view to studying the effect of continuous application 
of fertilizers every year on the same plot, Sen and Kavitkar (1956) in 
India concluded that the response to N was positive and highly significant 
for all the years except 1947. Regression of yield on N was fitted up to 
the fifth degree. Although the linear, quadratic and quintic terms were 
highly significant, the greatest proportionate variation was accounted 
for by the linear term. 
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B. Effects of Moisture and Other Climatic Factors 
The influence of weather on the yields of crops has been recognized 
in the past and in several studies, it is shown to account for a large 
proportion of the total variation in yields among years. 
1. Effects of quantity and distribution of rainfall 
Among the weather variables, the most important single factor is the 
precipitation and its distribution affects the yield much more than the 
total precipitation. Effect of both the total and distribution of 
precipitation on yield, therefore, has been the subject of several early 
studies. Hodges (1931) concluded that July rainfall was the most important 
in Kansas for the state as a whole, but the rainfall much above normal 
for most months seemed to have little beneficial effect on the yields of 
com. Robb (1934) studied the critical period of com in northeastern 
Kansas by correlating rainfall with yield and observed that the value of 
the correlation coefficient was largest for the month of July than any 
other single month, followed very closely by that of August. In 
breaking the rainfall into 10-day periods, the correlation coefficient 
for the period July 12-21 had the highest value of any of the 10-day 
periods. The coincidence of the high value of r for this period with the 
average date of tasseling indicated that tasseling period is the most 
critical one in the life of the com plant. 
Similar observations were made by Hayiett (1930) in Transvaal, South 
Africa. He observed that the monthly rainfall during December was nega­
tively correlated with the yield of com while the rainfall during the 
month of January was positively correlated. Under Transvaal conditions, 
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January corresponds to the month of July in the Com Belt of the United 
States. He further observed that the importance of sufficient moisture 
increased after planting and reached a maximum during the period from 
flowering to two weeks after flowering, which was the main critical 
period of the com crop. 
Bates (1555) studied the com yields and climatic factors in Texas 
during the period of 41 years, from 1913 through 1953, and observed that 
the number of rains in June showed a higher correlation with yield than 
did any other rainfall, and rainfall in June was correlated more closely 
with the yields than total rainfall during any other period. Basile 
(1954) made a different kind of study of drouth in relation to com yield 
in the northwestern comer of the Com Belt. He divided precipitation 
into (a) per cent of average precipitation and (b) per cent of growing 
season in extended dry periods of 20 consecutive days dry period of less 
than 1/2 inch rainfall, and observed that as precipitation increased over 
that of the preceeding year, yields of com increased though not always 
in the same proportion. This was true during both the dry and the wet 
cycles and the highest yields were realized when the precipitation was 
close to or above normal. 
In some of the early works, it was clearly realized that, above all, 
the influence of rainfall was the greatest during a certain critical 
period of com. Smith (1914) concluded that the controlling weather 
factor in the great com growing districts of the United States was rain­
fall. The critical period of growth of com during which favorable 
weather will cause a large crop and unfavorable weather a short crop was 
comparatively brief. The rainfall from about the middle of July to the 
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middle of August had a far greater effect upon the com yield than that 
for any other period of similar length, and in particular, the rainfall 
for the 10 days following the date of blossoming had an a.1 most dominating 
effect upon the yield of com; the larger the rainfall, the greater the 
yield. 
Wolfe (1925) correlated com yields with the rainfall covering a 
period of 15 years and observed that an increase in rainfall for the com 
year, April to September, was accompanied by an increase in com yield 
and that rainfall in July and August seemed to be highly favorable to com 
production. The author explained this condition by the fact that the 
com plant makes a very rapid growth and uses a large quantity of water 
at the time of tasseling and silking. However, an increase in rainfall 
in September decreased the yield in some cases. 
When Long (1953) calculated the correlation of corn yield with 
rainfall for the months of May, June and July, the lack of high correlation 
in most cases was explained due to too great a period of time. When the 
rainfall was broken down into 7-day periods beginning at the time of 
planting of com and extending through July, a significant correlation 
was obtained between rainfall and com yields only during the week of 
July 11-17. 
The importance of stored moisture at planting time of corn was 
emphasized by Holt al. (1964) who observed that 5 to 6 inches of 
available soil moisture at planting was the minimum desired soil moisture 
reserve necessary to produce about 70 bushels yield per acre of com with 
average rainfall during the growing season. Multiple relationships for 
soil moisture, semi-monthly precipitation and corn yields indicated that 
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70% of the variation in com yields for the 2-year period could be 
attributed to soil moisture and rainfall variables. However, the effect 
of the stored soil moisture on com yields could be minimized by above-
normal rainfall during the critical growth period, particularly between 
July 1 and August 15. Similarly the effects of distribution of rainfall 
and temperature were studied by the use of multiple regression technique 
by Houseman (1942). He divided the growing season into five-day periods 
and used cubic equations to describe the curves for both rainfall and 
temperature effects on com yields. He observed that the average value 
of an inch of rain in a five-day period increased from a low in May to a 
peak at the end of July. At the peak, an inch of rain in the five-day 
period increased the yield of com about 5.6 bu./ac. The value of an 
inch of rain dropped at a steep rate during August. 
Kiesselbach (1950) observed that one-inch increases in July, 
seasonal and crop-year rainfall resulted in respective yield increases of 
5.15, 3.32 and 2.08 bu./ac. of com. Runge and Ode11 (1958) correlated 
com yield data with rainfall and maximum daily temperature from 1903 to 
1956 and observed that the period with 74 days before and 30 days after 
anthesis, thirteen 8-day periods and a fourth degree polynomial resulted 
in the largest coefficient of determination, 66.92%. However, the period 
with 50 days before and 14 days after anthesis, eight 8-day periods and 
a second degree polynomial resulted in a coefficient of determination of 
66.90%. The second degree polynomial with eight 8-day periods was 
simpler and explained the same amount of variability as the fourth degree 
polynomial using thirteen 8-day periods. When the upward trend in yield 
was included in this analysis, approximately 75% of the com yield 
14 
variability was explained. 
Effect of quantity and distribution of rainfall on the yield of 
wheat has also been studied by several workers. Hooker (1922) discussed 
the effect of weather on wheat using the yield data for 35 years and 
concluded that additional rainfall in October and winter months lowered 
the yield of wheat. Rainfall in April, May and June was critical and 
was beneficial to the crop. Similarly a dry period at harvest in 
August-September was also very important. Hallsted and Mathews (1936) in 
Kansas observed that the depth to which the soil was wet at seeding time 
had, on the average, borne a very close relationship to yields. Further­
more, with the comparatively heavy soils wet to a depth of 3 feet, a 
good yield of wheat has been fairly well assured. Similar observations 
also were made by Compton (1942). 
Cole (1938) studied the correlations between annual precipitation 
and the yield of spring wheat in the Great Plains covering a total of 
387 crop-years and observed the coefficients of correlation from 0.61 to 
0.90 at several locations with an overall average of 0.76. Waring et al. 
(1958) in Queensland also concluded that wheat yields were correlated 
with available soil moisture at planting. Harris (1963), however, said 
that small grain yields varied directly with available soil moisture at 
seeding time, but precipitation received between seeding and harvesting 
was also important in grain production. 
Pallesen and Laude (1941) studied the effects of seasonal distribu­
tion of rainfall in relation to yield of winter wheat by the technique of 
the multiple regression equation. They divided the rainfall of the 
whole year into 5-day periods and expressed the amount and distribution 
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of the rainfall in each year by six numerical coefficients of a fifth-
degree polynomial function in time. The curves, varying with time, 
indicated that, on the whole, above average moisture was beneficial 
during the average season in western Kansas. Rainfall was of greatest 
advantage prior to and during the period from seeding to the time 
wheat enters the winter dormant stage. Slightly less than average 
rainfall in early spring was associated with the best yield of wheat and 
the second but less important period of beneficial effect of above average 
rainfall was during the period of rapid stem growth and heading. 
For the effect rain on oats, Van der Paauw (1949) observed that a 
drouth prevailing during and shortly before emergence of the panicles 
had the most injurious influence on the yield of grain and the period of 
drouth had all the more injurious influence on the yield as the duration 
of this period was lengthened. Similarly the effect of weather factors 
on the production of grain sorghum was evaluated by Thompson (1963). 
Using the grain sorghum yields in Texas, Oklahoma, Kansas, Nebraska 
and Missouri from 1935 to 1961, he observed that more-than-average August 
rainfall was important and beneficial in Oklahoma, Kansas and Nebraska. 
June rainfall was more critical in Texas and moving northward, July 
rainfall was more critical in Oklahoma and August in Kansas. In multiple 
curvilinear regression analysis, the time factor and weather variables 
accounted for 92% or more of the yield variations in all states. 
Holt and Van Doren (1961) observed that the period of highest water 
requirement appeared to be from tasseling to kernel formation. Available 
soil water in depths to five feet indicated water usage to a fifth foot 
at kernel formation, but water requirements decreased sharply after kernel 
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formation. On the other hand, Robins and Domingo (1953) studied the 
effects of drouth at different growth stages of corn and reported marked 
decreases in grain yields of corn as a result of soil moisture depleted 
to the wilting percentage during certain growth stages. Although 
moisture deficits lasted only one or two days during the tasseling or 
pollination period, yields were reduced about 50%. Reduced yields due 
to drouth after pollination seemed related to maturity of grain when 
the water deficit occurred. Following maturity, the depletion of 
available soil moisture did not affect the yield of corn. 
As for the response to P, Power et_ al. (1961) observed that yield 
increases of wheat due to the application of P on medium P-soil were 
directly proportional to the amount of soil moisture at seeding and 
the sum of inches of soil moisture at seeding plus precipitation from 
tillering to heading. Gomez (i960) observed that application of P 
alone explained only 40% of the total variation in response of oat yields 
and a set of total 28 variables including fertilizer, soil and weather 
factors explained almost 65% of the total variation in yield response. 
He further observed on the basis of the 11 long-term experiments on six 
locations carried over several years that the amount of precipitation, 
in general, was more than desirable or excessive for good response to P. 
As against this, Besson (1961) observed from the yield data of 13 long-
term experiments at 6 locations carried over several years that climatic 
factors alone explained a very small per cent of the total variation 
in yield of mixed meadow and the influence of soil factors on yield was 
greater than that of climatic factors. 
The effect of drouth days has been studied recently. Ewalt 
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et al. (1961) correlated 48 years' continuous com yield data with drouth 
days and rainfall by weeks and observed that weekly rainfall explained 
more variation, an of 0.75, in corn yields than drouth days. Dale 
(1964) observed that summation of the weather variables over the period 
6 weeks before to 3 weeks after silking provided the highest multiple 
correlation coefficients with plot yields. 
2. Effects of quantity and distribution of irrigation water 
Well-distributed sufficient rainfall during the critical period, as 
was observed previously, could produce a large com crop. If the rains 
are lacking in this period, addition of water should produce the same 
effects. Cordner (1942) concluded that irrigations applied to sweet com 
first at silking time and later while the ears are developing, were most 
beneficial. The conclusion appears to be justified by reference to the 
distribution of rainfall and to the normal moisture requirements of the 
crop. The effects of imposed moisture stress at different growth stages 
of corn were studied critically by Denmead and Shaw (1960), who con­
cluded that, in general, enlargement of plant parts was delayed by 
moisture stress. Plants subject to moisture stress at silking were the 
most severely affected as far as grain yield was concerned. The reductions 
in grain yield occasioned by moisture stress in the vegetative, silking 
and ear stage were 25%, 50% and 21%, respectively. 
The question of optimum available field capacity has been dealt with 
by some workers. Kiesselbach and Montgomery (1911) observed that the 
optimum soil saturation for growth was from 60 to 80 per cent of field 
capacity. The percentage of ear increased as saturation decreased down 
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to 45% though the largest actual weight of ear was produced at 60% and 
the greatest total dry weight at 80%. Similar observations were made by 
Schwanke (1963). However, Letey and Peters (1957) concluded that mainten­
ance of a moisture level well above 15 atmospheres was very desirable 
for corn yields. Whereas, Vit turn et al_. (1959) observed that application 
of irrigation, whenever available water in the upper 24 inches of soil 
dropped below 50%, significantly increased the yield of sweet corn by 
31%. Similar observations were made by Evans et al. (1960). 
The quantity of irrigation water has been worked out by several 
workers. However, there is no single quantity agreed upon. Widtsoe (1912) 
studied the production of dry matter with different quantities of irriga­
tion water and observed that the yield of dry matter of corn increased 
steadily as the irrigation was increased from 7.5 inches to 55 inches 
but with 55 inches there was a strong decrease in the yield. Widtsoe and 
Merrill (1912) analyzed 81 irrigation trials covering a period of 8 years 
and observed that corn yields increased steadily with the increase in 
irrigation water until 25 inches had been reached when it began to decrease. 
However, the increase in yield between 10 and 20 inches was remarkably 
small. Harris and Pittman (1917) reported highest grain yield of corn 
with 20 inches of irrigation water, but where as much as 40 inches of 
water were applied, the yield was decreased decidedly. 
Larson et al. (1950) concluded that the total amount of irrigation 
water for field com production in Oregon ranged from 3 to 5 acre-feet per 
acre, with a necessity of having adequate moisture at the time of pollina­
tion. But in a year of severe drouth, application of 3 inches of irriga­
tion water in two irrigations from tasseling to filling of grains resulted 
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large increases of corn yield (Kiesselbach, 1950). Howe and Rhoades 
(1955) observed that three irrigations supplying 7 inches of water that 
maintained a low soil tension during the stage of growth just before 
tasseling through silking resulted in a yield of 144 bu./ac. of corn 
which was only 9 bushels less than that obtained with 14 inches of water. 
However, the time of applying a given number of irrigations also 
materially influenced yields. 
There is a general agreement among authors regarding the differential 
effect of time of irrigation. The greatest need for a high soil moisture 
level and the largest effect on yield appears to be the stage of growth 
just before tasseling through silking of com (Rhoades et al., 1954; Boswell 
e£ a1., 1959; Vazquez, 1961; Smith and Parks, 1962; and Vittum et al., 
1963). Miller and Duley (1925) observed that plants stunted by minimum 
moisture during the early period were able to recover and produce good 
plants if conditions were favorable during-the later period. The pro­
duction of grain depended more than any other part upon the plentiful 
supply of moisture during the last 30-day period of growth. 
Stanberry et al. (1963) observed that the continuous wet irrigation 
level with 0.2-atmosphere maximum soil moisture tension before irrigation 
was superior to the dry treatment in which irrigation occurred when soil 
moisture tension almost reached or equalled values causing overnight 
wilting. Vazquez (i960) in Puerto Rico, however, observed that irrigation 
did not influence com yields whenever there was 20 inches of well-
distributed rainfall throughout the growing season. 
In applying the method of regression techniques to the analysis of 
irrigated experiments Musick et^  al. (1963) concluded that the grain yields 
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of sorghum were curvilinearly related to soil moisture availability as 
controlled by the number of irrigations. Significant yield decreases 
occurred when soil moisture during the period of boot to dough stage of 
grain was depleted below approximately 25% available in the top 4 feet of 
the profile. From the correlation studies of yield and the available 
soil moisture at different stages of development, Fulcher (1962) observed 
that the highest degree of correlation was obtained for the period 7 days 
before to 10 days after the silking and tasseling stage. And Shaw et_ al. 
(1958) obtained the highest correlation between yield and water use for 
the period mid-June to early August. Russell and Danielson (1956) 
observed on a deep permeable well-drained soil that corn was able to 
utilize water to a depth of 5 feet or more, and the total water disappear­
ance under the three widely different moisture treatments was proportional 
to the corn yields. 
Robins and Domingo (1962) observed 50% reduction in irrigated spring 
wheat with severe moisture stress particularly during and following 
heading. 
3. Effects of stress-days 
Moisture deficiencies may be expressed as stress-days for any specific 
soil-crop-fertility situation, and the stress-day used as a measure of 
drouth intensity has considerably more meaning than periodical rainfall 
and temperature data. Barger and Thorn (1949) correlated maximum rainfall 
deficits with the deviations from normal of county corn yields and showed 
that for the years in which drouth conditions occurred, from 25 to 60% 
of the total variation in yield was explained by this criterion. Similarly 
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Basile (1954) observed that more often than not the yield per acre of 
corn decreased as the percentage of the drouth period increased, and in 
some years the discrepancies in yield not explained by the rainfall could 
be explained if the drouth period was considered in relation to com yield. 
Shaw and Thompson (1964) observed that low yields of com in Story County, 
Iowa, were associated with few non-stress days. 
The stress-days occurring at different stages of crop have different 
relative effect on yield. In order to determine the relative importance 
of drouth occurring in different parts of the season, the relationship 
between drouth intensity, time that the drouth occurred and com yields 
was estimated by Parks and Knetsch (1959). They observerd very large 
effects of drouth on yield between 32 days before and 14 days after 
tasseling. Drouth occurring 31 days after tasseling was found to have no 
significan effect on yield. 
Ewalt et al. (1961) observed that correlating com yields with total 
number of drouth days per growing season resulted in low coefficients of 
determination, since the method ignored the effects of distribution of 
drouth throughout the growing season. The results were not significantly 
improved when com yields were correlated with the number of drouth days 
per month during the growing season, but were improved with the number 
of drouth days per week. The results further showed that drouth in July 
and the first part of August had the greatest negative effect on com 
yield, with drouth occurring around July 20th being the most serious. 
Parks and Knetsch (1960) obtained a linear relationship using drouth 
days occurring in three different months as three independent variables 
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and the mean yield of each irrigation treatment as a dependant variable. 
All the three coefficients were highly significant and their magnitude 
indicated the relative effect upon yield of drouth days occurring during 
the respective periods. Thus the number of drouth days in July had the 
largest negative effect on yield. 
Volodarskii and Zinevich (1960) concluded that moderate to strong 
drouth in the early stages of com plant caused a decrease in yield of 
vegetative mass but did not decrease the yield of grains if the moisture 
conditions were favorable later. The greatest decrease in yield of grain 
of com was caused by inadequate moisture during the period of spike 
formation and flowering. 
4. Effects of other climatic factors 
Besides precipitation, some of the other weather factors used in 
the correlation studies are temperature, relative humidity, sunlight, 
etc., of which temperature has the most significant effect and is the 
one most commonly used. Morgan (1937) concluded that correlation between 
com yields and temperatures during the last three days of the silking 
period is highly important in determining the size of the crop and is 
especially noticeable in years of extreme temperatures. Smith (1914) 
observed that if the rainfall is small during the 10 days after blossoming 
of com, a high temperature has a very* unfavorable effect upon the yield. 
The effects of temperature and rainfall are interelated in that low 
rainfall is usually associated with high temperature and vice versa. 
Davis and Harrell (1942) observed that of the two weather factors, 
temperature and rainfall, maximum temperature seemed to be more dominant 
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in its effect upon corn yields. At least a part of the beneficial effect 
of additional rainfall is due to the associated effects of the accompany­
ing lower temperature. Similar conclusions were made by Eisele (1938) 
and later by Runge and Odell (1958). 
Wallace (1920) worked out the correlation coefficients between corn 
yield and rainfall and temperature in each of the four months for eight 
states and concluded that the three most important factors were June and 
July temperatures and August rainfall, and there is a tendency for warm 
Junes to harm the corn yield. As against that the study of i-louseman 
(1942) showed that higher than average temperatures were favorable in May, 
unfavorable in July and particularly unfavorable in August, and the 
greatest damage by temperature occurred in late August. 
Thompson (1962) analyzed the weather and yield data of corn from 
1935 through 1961 for five corn states and observed two most important 
weather variables, common to all five states, to be July rainfall and 
August temperature in that order of importance. As for Iowa, this study 
showed the importance of rainfall in July and temperature in July and 
August. This coincides with the critical period in the growth of corn 
which is the period of maximum rate of accumulation of dry matter 
(Hanway, 1962). 
Benoit et al. (1965) observed that response of corn to irrigation 
varied with temperature, and the growth and yield of corn was, in large 
part, a function of plant moisture stress as it was controlled by soil 
moisture and temperature levels. Holt et al. (1964) fitted regression 
equations with soil moisture, monthly precipitation and average monthly 
air temperature for the growing season of corn as independent variables 
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and observed that July precipitation and June and August temperatures 
showed quadratic effects whereas the remaining variables showed only 
linear effects. 
Bates (1955) calculated the correlation coefficients between several 
climatic factors and com yields in Texas during 41-year period and 
observed that mean maximum temperature, mean relative humidity and evapora­
tion in June were very closely correlated with com yields. Kiesselbach 
(1950) in Nebraska observed that the annual grain yields of com gave 
highly significant negative correlations with mean seasonal temperature 
and mean seasonal free-water evaporation and highly significant positive 
correlations with rainfall. For each rise of one degree F in mean 
seasonal temperature there was 6.75 bushels decrease in yield per acre. 
Kincer and Mattice (1928) studied 25 years' corn yield data from 
Ohio by multiple correlation technique using relative humidity, per cent 
of possible sunshine, total precipitation, mean temperature, maximum 
temperature, etc. by weeks and obtained a coefficient of determination 
of 0.93. Similarly, Mattice (1931) in a similar study accounted for 91% 
of the variation in com yields for 25 years. Rag land et al_. (1965) 
observed that temperature, solar radiation and water evaporation were 
each highly correlated with com ear growth. The rate of ear growth 
followed temperature more closely than the other factors. 
C. Nitrogen-Moisture Interaction 
Crops are known to respond well to both N and supply of water 
individually but when both are put together their effect is, in general, 
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enhanced. This, in simple terms, is called interaction. 
1. Differential effects of nitrogen-moisture levels 
In irrigation experiments in Georgia, Bo swell e£ al_. (1959) observed 
that yields of com tended to increase with increasing N supply and plant 
population when moisture was adequate. But when moisture tended to be a 
limiting factor, yields were smaller and the effect of N was obscured. 
The yields and increase in yield due to N were greater with than without 
irrigation. Similar observations were made by Carlson et al. (1959), 
Collier (1959) and Fulcher (1962). 
Analyzing 49 nitrogen experiments in North Carolina, Krantz (1949) 
concluded that the degree of response to applied N was influenced mainly 
by climatic conditions. In most experiments, N application above 120 
lb. N/ac. gave little or no response even under conditions of farily 
good moisture distribution. But under fair-to-good moisture conditions 
at 39 locations, there was an excellent response from all rates of N 
application. Almost similar results were reported by Verma and Sharma 
(1958). 
Paschal and French (1956) and Tilo (1957) observed that adequate 
water is essential to enable com to utilize N most efficiently. Lack 
of moisture limited the response to N and some times depressed the yields, 
particularly at higher levels of N. Similar results were reported by 
Long (1953), Flynn et al. (1957), Jordan et al. (1958), Baird (1959) and 
Sutherland et_ a1. (1961). Peterson and Ballard (1953) observed that the 
greatest increase per pound of N applied was on the dry plots that re­
ceived 50-lb. application but the increase declined rapidly for the heavier 
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rates of N on dry plots. The increase on the medium moisture plot was 
large up to 100 lb. of N but declined at higher rates. Thus there was 
significant interaction between N and moisture, the most pronounced increase 
being at the high moisture level and heavy rate of N. Similar inter­
actions were also reported by Evans et al. (1960) and Vazquez (1960, 1961). 
Larson et al. (1950) concluded that high levels of N with insufficient 
irrigation water reduced the yield of com materially, and Schwab et al. 
(1958) observed that irrigation resulted in a significant yield increase 
on fertilized plots but not on the unfertilized plots. 
There was positive interaction between N and moisture and highest 
yields of com were produced with 240 lb. N/ac. tried and low moisture 
tension (applying irrigation water when the tension reached 0.8 atmos­
phere in the row) (Singleton et al., 1950). Staicu (1965) obtained 
best yield of com with irrigation to maintain the field capacity at 80% 
and application of 128 Kg. N/ac. 
Working on grain sorghum, Paschal and Evans (1954) reported that the 
most profitable rate was highest with higher moisture, 8 irrigations and 
thick spacing, and lowest with low moisture and thin spacing. Relating 
N response curves to irrigation treatments Musick et al. (1963) observed 
that yields of grain sorghum increased steadily in the wetter treatments 
with increasing N application up to the maximum application rate of 120 
lb. N/ac. 
A positive interaction between nitrogen and moisture and a better 
utilization of moisture by wheat was observed by Ramig and Rhoades (1963) 
and besides this, maintenance of the available soil moisture per cent at 
30 was necessary for maximum wheat yields in Mexico (Ramon and Laird, 
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(1959). 
Eck and Stewart (1954), working with wheat, observed that N treated 
plots apparently required more moisture than the other plots and if this 
moisture was not present, the potential increases in yield were not 
realized. Warden et al. (1963), however, observed the opposite and re­
ported that yield responses of wheat in Canada obtained from fertilizer 
application did not appear to be directly related to the amount of 
available moisture at seedtime or to the seasonal precipitation, under the 
climatic conditions of the experiment. However, when increased yields 
were obtained from the use of fertilizer, the fertilized crops used 
moisture more efficiently. 
Parks and Knetsch (1959, 1960) considered the drouth index values 
together with the different N treatments to derive a regression equation 
expressing the relationship between com yield, nitrogen level and drouth 
intensity, and observed that the amount of response to N increased as 
the drouth intensity decreased. Similar observations were made by Voss 
(1962). 
It is not always that interactions have been observed. Vittum et_ al. 
(1959) observed over the 5-year period on sweet com that interactions of 
irrigation, fertility level and spacing were not statistically significant, 
probably because the response to N was small or none. Similarly, Robins 
and Domingo (1962) also observed no yield interaction between moisture 
and nitrogen on irrigated spring wheat. 
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2. Effects and efficiency 
Amount and distribution of available moisture have been the con­
trolling factors in nitrogen response. However, if moisture conditions 
are favorable during the early growing season and very unfavorable at 
tasseling time, the highly fertilized treatments develop large and tall 
com stalks which require a high transpiration, and when moisture con­
ditions become critical, these treatments suffer more for lack of moisture 
than do the lower fertility treatments. Thus a negative response may be 
obtained as observed by Hutton et al. (1956). 
Com treated with N exhausted the soil moisture early and completely 
(Jordan et al., 1958) . This was explained by Kmoch et al_. (1957) and 
Linscott et_ al. (1962). They said that N-fertilized corn produced deeper and 
more extensive root systems during the early part of the growing season 
than did unfertilized corn. N-fertilizer increased root weights at all 
moisture levels and nearly all soil depths, and permitted more complete 
utilization of subsoil moisture. Similar conclusions were also drawn by 
Jordan et al. (1958). 
Water-use-efficiency has been the subject of several studies in the 
past. The pounds of dry matter produced per inch of water used in évapo­
transpiration were increased appreciably by using a high density of 
plants and N fertilizer (Carlson et al., 1959). Efficiency of moisture 
use as measured by grain production was increased manyfold by application 
of fertilizer. Good N nutrition increased subsequent moisture utilization 
during a critical period of plant development prior to and during tassel­
ing (Linscott et_ aJ., 1962), but materially reduced the amount of water 
required to produce a bushel of com (Smith, 1954; Kmoch et al., 1957; and 
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Warden et al., 1963). 
Musick et al. (1963) concluded that applied N increased seasonal 
évapotranspiration under conditions of appreciable response. Increased 
yields of com were disproportionately greater than the slight increase 
in évapotranspiration. Therefore N considerably increased water-use-
efficiency. Similar observations were also made on wheat by Singh and 
Mehta (1938) and Ferguson (1963). 
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III. MATERIALS AND METHODS 
A. Materials 
1. Collection of experimental data 
The yield and stand data of corn used in this study were obtained from 
eight experiments conducted by the Agronomy Department, Iowa State 
University on seven experimental farms. The experiments were large and 
designed for several other studies, but, for the purpose of this study, only 
the continuous corn plots with fertilizers applied every year were selected. 
There were several N, P and K fertilizer treatments among these experiments 
but the applications of P and K were primarily meant to make sure that their 
deficiencies did not limit the response to N. These data were used to study 
the response of continuous corn to fertilizer N. The details of the loca­
tions, types of experiments, number of treatments, etc. are given in Table 1. 
Site numbers are included to identify each experiment and farm used in this 
study. A total of 41 treatments and 76 site-years' data on corn yield and 
stand were selected for the study. This should meet the requirements pointed 
out by Fisher (1924). A short description of the experiments selected from 
several farms is given. 
The old continuous corn plots at site 1 have been in corn since 1915. 
In 1953, four of the plots were modified to receive 8 fertility levels on 
the sub-plots. The new objective was to attempt to increase yields of corn 
with the combinations of N, P and K fertilizers on a low fertility area. 
The soil type is mostly Nicollet silt loam, and the study was, primarily, 
one of rates of N with and without P and K. The annual fertility applica­
tions were 0 + 0 + 0, 40 + 0 + 0, 80+0+0, 160 +0+0, 0+26+ 50, 
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40 + 26 + 50, 80 + 26 + 50 and 160 +26+50 lb./ac. N, P and K, re­
spectively. 
Table 1. Site designation, location, type of experiment, number of 
treatments and years for which data on yield and stand of 
corn were used in this study 
Site 
designa­
tion 
Experimental 
farm, location 
and county 
Type 
of 
experiment 
No. of 
treat­
ments Period Years 
1 Agronomy farm, Ames, 
Story County 
Old continuous 
corn experiment 8 1953-63 11 
2 Southern Iowa 
Experimental Farm, 
Bloomfield, Davis 
County 
Legume nitrogen 
versus commercial 
nitrogen 8 1952-63 12 
3 Western Iowa 
Experimental Farm, 
Castana, Monona 
County 
II 4 1955-63 9 
4A Galva-Primghar " 
Experimental Farm, 
Southland, O'Brien County 
4 1958-63 6 
4B It Rotation-fertility 
experiment 
4 1958-63 6 
5 Carrington-Clyde 
Experimental Farm, 
Independence, 
Buchanan County 
11 4 1952-63 12 
6 Clarion-Webster 
Experimental Farm, 
Kanawha, Hancock 
County 
Rotation-fertility 
experiment-
4 1954-63 10 
7. Soil Conservation 
Experimental Farm, 
Norwich, Page County 
5 1954-63 10 
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Experiment 2 was started in 1952 to study the use of the level and 
bedded Edina silt loam. There are 4 whole-plot treatments—continuous com 
and corn-oats-meadow—each on both level and bedded land and 8 fertility 
t r e a t m e n t s  i n  s u b - p l o t s .  T h e  a n n u a l  f e r t i l i t y  l e v e l s  w e r e  0 + 9 + 0 ,  
30 + 9 + 0, 0 + 35 + 0, 30 + 35 + 0, 30 + 35 + 0, 60 + 35 + 0, 120 + 35 + 
0 and 240 + 35 + 0. The yields of com from the level land only were 
taken for this study. 
The experiment at site 3 was started in 1954 on Monona silt loam with 
5 rotation treatments in the whole-plots and 4 fertility levels in the 
sub-plots, replicated twice. The fertility levels on the continuous com 
plots were 0, 40, 80 and 160 lb./ac. N applied annually. The yield data 
of com for this study were taken from 1955 because the 1954 crop did not 
follow com. 
Experiment 4A on Primghar silt loam was laid out in 1957 with 7 
whole-plot rotations, continuous com being one of them, and 4 fertility 
levels in sub-plots, replicated twice. The variable fertility levels on 
the continuous com plots were 0, 40, 80 and 120 lb./ac. N per year. The 
yield data for this study were taken from 1958. 
Experiment 4B was started in 1957 on the Galva silt loam with 6 
rotations as whole-plot treatments and 4 fertility levels as sub-plot 
treatments. Each crop of all rotations was present every year. The four 
annual fertility treatments on the continuous com plots were 0, 40, 80 and 
120 lb./ac. N. The yield data begining in 1958 were taken for this study. 
The experiment at site 5 was conducted on Kenyon silt loam since 
1950 with 5 whole-plot rotations and 4 sub-plot fertility levels. Each 
crop of all rotation was present every year. The fertility levels on 
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the continuous corn plots were 40 + 13 + 25, 40 + 26 + 50, 80 + 26 + 50 
and 160 +26+50 applied each year. Yield data from 1952 were taken for 
this study. The yield data from 1952 to 1959 were averaged over continuous 
com and continuous com plus Krillium since the application of Krillium 
did not show any effect. The yield data from i960 through 1963 were taken 
only from plots with N applied in the spring. 
Experiment 6 was started on Webster silt loam in 1954. There were 
7 rotations in the whole-plots to which 4 fertility levels were applied 
in the sub-plots. There were two replications and each crop of all rota­
tions was present every year. The variable fertility levels on the continu­
ous com plots were 0, 30, 60 and 120 lb./ac. N applied annually. 
Experiment 7 was started in 1950 with ten rotation treatments and 
three replications. However, in 1953 one of the rotation treatments with 
continuous com was modified to include 5 fertility levels in sub-plots. 
Each crop of all rotations was present every year. The annual fertilizer 
applications for the continuous com treatment were 0 + 9 + 0, 60 + 9 + 
0, 120 +9+0, 180 +9+0 and 180 +35+0. The yields beginning in 
1954 were taken for this study. 
The range of fertility levels over all the experiments are given in 
Table 2. 
Date of silking of com was taken as the date when about 75% of the 
plants had silk. This date was recorded by actual silk count in some 
cases. In others where the date of silking was not recorded, the date of 
taking leaf samples was taken as the silking date since leaf samples 
were taken at about 75% silking of corn. In a few cases where neither of 
these were available, silking date of nearby com experiment sown about 
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the same time on the same farm was taken as the silking date. Silking 
dates were needed in the computer program for estimation of soil moisture 
under com. 
Table 2. Range of levels of annual N, P and K application over all 
the experiments 
Pounds per acre 
N P K 
0 0 
30 9 
40 13 
60 26 
80 35 
120 
160 
180 
240 
2. Collection of weather data 
Weather data, daily precipitation and open-pan evaporation, were 
collected for the estimation of soil moisture under com. The daily 
precipitation for sites 2, 4, 5, 6 and 7 were taken from the farm 
records since measurements made on the farm should be better correlated 
with crop yields than other data. Precipitation records for 1952 
at site 2 and for 1954 at 5 and 6 were not available from the farm 
records. Hence, they were taken from the Climatalogical Data for Iowa 
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(1952-63) for the Weather Bureau Stations nearby. Since the Weather 
Bureau Stations for sites 1 and 3 were located on thé two farms, the 
daily precipitation data were taken from the Climatalogical Data for 
Iowa (1952-63). 
The open-pan evaporation in inches of water for sites 1, 3 and 7 
were taken from the Climatalogical Data for Iowa (1952-63). The 
arithmetic mean of the CIimatological week was used as the average 
daily open-pan evaporation. For all other locations, open-pan evaporation 
data were not available directly. So, average daily open-pan evaporation 
data were mapped for all stations of Iowa and the surrounding stations 
of Illinois, Minnesota, Missouri, Nebraska, South Dakota and Wisconsin. 
Then iso-evaporation lines were drawn on the maps and from these iso-
evaporation lines, average daily open-pan evaporations were taken by 
interpolations for the respective locations. 
3. Collection of soil moisture data 
Soil moisture data, available field capacity (AFC) and moisture 
samples, were supplied by Shawl. The AFC given in Table 3 was determined 
for each of the locations assuming no water table present and was given 
by one foot increments down to 5 feet. The AFC in each foot of soil 
profile was divided equally for 6-inch increments as required for the 
program. 
*Shaw, R. H. (a) Available water at field capacity and (b) soil, 
moisture survey summary of available water. Ames, Iowa, Agronomy 
Department. Private communication. 1964. 
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Table 3. Available field capacity (AFC) in inches of water per foot 
of profile at seven locations 
Site designation 
Depth 
feet 1 2 3 4 5 6 7 
Mean 
AFC 
0-1 1.90 3.00 2.50 2.00 2.50 2.20 2.20 2.33 
1-2 1.70 2.20 2.25 2.00 2.00 2.00 2.20 2.05 
2-3 1.70 2.20 2.20 1.80 1.80 1.80 2.20 1.96 
3-4 1.70 2.20 2.20 1.80 1.60 1.80 2.20 1.93 
4-5 1.70 1.80 2.25 " 1.80 1.60 1.80 2.20 1.88 
8.70 11.40 11.40 9.40 9.50 9.60 11.00 10.15 
Actual moisture determinations by one-foot increments up to 5 feet 
of profile were done at each location on some dates in April, May and 
June each year since 1954. However, no such observed data were available 
for years prior to that, and such data were needed for 1952 at locations 
2 and 5 and for 1953 at 1, 2 and 5. For 1952, 100% AFC was assumed as 
actual observation on June 1, for both locations since the rainfall 
prior to that date was quite heavy and considered sufficient to bring the 
5-foot profile to 100% AFC. For 1953, the problem was not so simple. 
A certain % of AFC was assumed on some date in April or May when the 
heaviest rainfall had occurred, and from that date on, the moisture 
balance was budgeted by addition of daily rainfall after deducting the 
run-off and subtracting evaporation. Thus the budgeted soil moisture on 
June 1 for these three locations was taken as that calculated by this 
procedure based, in part, on observations. 
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B. Methods 
1. Computation of available soil moisture 
Since the climatological factors have an integrated effect on yield 
response during the growing season, estimation of available soil moisture 
(ASM) by using plant characters and climatological factors would be a 
better criterion than using rainfall. Therefore, ASM for each day from 
June through mid-September of each year and for a total of 70 site-years 
was computed by the method developed by Shaw (1963). The computations were 
done at the Statistical Laboratory, Iowa State University, on the Fortran 
IBM 7074 computer according to the program of Dale and Hartley (1963). 
The program gave inches of ASM in the 5-foot profile by 6-inch increments 
and ratio of per cent AFC in corn root zone or % AFC in the top foot of 
• soil profile (whichever was greater) to the estimate of % of AFC in the 
com root zone required by existing atmospheric conditions to prevent the 
com plant from losing turgor. If the ratio was 1.00 or more, the day 
was classified as one without moisture stress. If the ratio was less 
than 1.00, it was classified as stress day. The program also gave total 
ASM in top five feet of profile in inches of available water. 
2. Selection of critical period 
Although the growing period from germination to maturity of com in 
Iowa is about 130 days, the critical period for the serious effects of 
moisture on growth and yield is much shorter than that. Several workers 
(Boswell et al., 1959; Long, 1953; Rhoades et al., 1954; Smith and Parks, 
1962) have pointed out that the critical period for a large effect of 
moisture is about 30 to 50 days before and 15 to 25 days after silking of 
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corn. Dale (1964) obtained the highest coefficient of multiple correla­
tion for the period 6 weeks before and 3 weeks after silking date. 
On the average, 50 per.cent of the corn in Iowa is silked by July 31 
(Shaw, 1963) and accumulates 95% of the total dry matter by the first 
week of September (Hanway, 1962). Therefore, a period of 80 days—50 days 
before and 30 days after silking date—was selected in this investigation 
to study the effect of ASM on the yield and response of corn to fertilizer 
N. 
3. Sub-division of the critical period 
It is well-known that the same amount of moisture does not have the 
same effect on plant growth through a selected part of, or the entire 
growing period. Studies of the relationship between moisture and crop 
yield usually have been carried on with the selected period divided into 
a number of short periods. 
The length of the selected short periods varied. Fisher (1924) used 
six-day periods in wheat studies in England; Hopkins (1935) used five-
day intervals in the study of the weather and wheat yields in western 
Canada; Houseman (1942) also used five-day periods; Gomez (1960), 
studying the effect of climate and soil factors on the response of oats 
to fertilizer P, divided the growing season into ten-day periods; Besson 
(1961) used five-day periods to study the response of mixed meadow to P 
fertilization; and Carmen (1963) divided the growing season into five-day 
periods to study the influence of precipitation, temperature, fertility 
levels and cropping sequence on the yields of com. 
The selected period of 80 days in this study was divided into 16 
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five-day periods, giving 10 periods before and 6 periods after the silking 
date, the silking date being the last day of the 10th period. The ASM 
in each five-day period may be regarded as an independent variable, and 
if the distributional characteristics of a particular period should domi­
nate the response, then a plot of response as a function of ASM should 
clearly indicate this. 
4. Representation of moisture 
The concept of the regression integral developed by Fisher (1924) 
was employed to represent moisture in this study. Fisher used orthogonal 
polynomials in computing the functional relationship between yield of 
wheat and rainfall and has given the theoretical bases for this method. 
Since then many other investigators (Hopkins, 1935; Davis and Pallesen, 
1940; Pallesen and Laude, 1941 ; Houseman, 1942; Gomez, 1960; Besson, 
1961; Isobe, 1962; Carmen, 1963) have employed this technique to represent 
effects of weather factors on selected plant characters. Since the same 
basic technique was also used in the present study, a short description 
of the method will not be out of place. 
By sub-dividing the selected 80-day period into 16 periods of 5 days 
each and using the ASM within each period as independent variates, it is 
possible to determine the distributional effect of ASM on yield response 
of corn by the multiple regression method. This is given by the general 
regression model 
Y = C + B^ m^  + %2m2 + B3m3 + ••• + Bnmn (1) 
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n 
= C + I B-m- (2) 
i=l 
where Y represents crop yield, C is the intercept, B^ 's are the partial 
regression coefficients (i=l, ..., 16), and m^ 's represent the ASM in 
inches within the ith period. The partial derivative of Equation 1 with 
respect to ASM for a time interval will give the effect of an inch of 
ASM over the mean occurring at that time period. Hence, B^  is the effect 
of an inch of ASM occurring in the first period, Bjq in the tenth period 
and B^ g in the sixteenth period. It is seen that the number of partial 
regression coefficients that need to be evaluated increases further as 
the sub-division becomes smaller in size. Besides, due to the high 
proportion of independent variables in relation to the number of yield 
observations, the standard error of the regression coefficients will be so 
large as to destroy their significance if the sub-divisions are too many. 
The method of the regression integral developed by Fisher (1924) 
makes it possible to reduce the number of variables. The method is based 
on the assumption that the true partial regression coefficients for con­
secutive short periods differ only by a small amount since they (B^ 's) are 
a measure of the average effect of ASM occurring during the ith interval. 
This may be expected since each B^  in succession represents the effect of 
ASM on yield response for each corresponding period progressively from 
the start to the end of the period. It is then possible to express B^  
as a continuous function of time in a general form of the polynomial : 
Bi = A0 • AlTi • Vi * — * (3) 
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where AQ is the intercept, Aj's are the partial regression coefficients 
(j =0, 1, ..., n), and T^ 's are the time intervals (i = 1, ..., q). 
The degree of the polynomial will depend on the nature of the data, 
but,- in general, a fifth degree is considered adequate for the purpose. 
Fisher (1924) used a fifth degree expression to represent climatic 
factors. Hopkins (1935) obtained a satisfactory representation of climate 
with a second degree expression. Davis and Pallesen (1940) using a 
fifth degree function observed that the coefficients of the last two 
orders were not significant and satisfactory representation of climate was 
obtained with a third degree expression. Gomez (1960), Besson (1961), 
Isobe (1962) and Carmen (1963) all used fourth degree polynomials to 
represent 'the effects of temperature and precipitation. After studying 
the data on ASM it was decided to use a fifth degree polynomial to repre­
sent the distributional effects of ASM on yield response in this study. 
The series of B^ 's can be computed from Equation 3 by inserting the 
required time (T) element in the expression, and may be expressed as 
indicated by 
BJ = AQ + AJTJ + A^T^ + ... + AGT^ 
2^ = A0 + Al^  2 + A^ T^  + ... + A5T2 
b16 = A0 + a1t16 + a2t16 + ••• + A5T16 4^) 
The summation required in Equation 1 is performed by first multiplying 
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each in Equation 4 by the corresponding ASM, m^ , and adding over the 
16 B^ m^ 's. The multiplication with the corresponding is shown in 
the expressions 
2 5 
®lml = (^ 0 + Al^ i + ^2^1 + ••• + AgT^ jni^  
2^®2 ~ (^ 0 + Al^ 2 + ^ 2^2 * " ' + A5^ 2^ 2 
B16m16 " <A0 + A1 T16 + ^ 2^ 16 + **• + A5T16^ m 
The addition over the 16 intervals is shown as 
ZB = AgEm^  + Aj_ZTj_m^  + ^ ZT^ m^  + ... + AgZT^ m^ - (6) 
where i is from the ist to the 16th interval. 
By substituting the right side of Equation 6 for the expression ZBjm^  
in Equation 2, an equation of the following form is obtained; 
Y = C + AqZHI^  + A^ ZTjm^  + A2ET^ m£ + ... + AgZT^ m^  (7) 
The value of each summation can be determined easily. The first 
summation, Zm^ , is the mean ASM for the entire period; the next, ZT^ m^ , 
is the summation of the cross-products between each period and the 
2 
corresponding ASM; the third, zT^ m^ , is the summation of the cross-
products between the square of each period and the corresponding ASM; etc. 
For a fifth degree polynomial expressing a functional relationship 
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between B and T, as in Equation 7, only six coefficients need to be 
evaluated, namely, Aq, Aj, A2, A3, A4 and AG. They may be determined by 
the usual multiple regression method. The effect of an inch of ASM can 
then be evaluated by substituting the values of the A^ 's and solving for 
the Bj^ 's for the time period desired in Equation 5. A plot of this will 
show the influence of one inch of ASM above average on the yields during 
the growing season. 
Using the orthogonal polynomial tables of Anderson and Houseman (1942) 
the general form of Equation 5 can be written as 
Bi = a0Z^ i0 + alZ^ il + a2ZÇi2 + ••• + anZ^ in )^ 
where a^ 's are the coefficients, E^ j's are the orthogonal polynomial 
functions of time, T, of the jth power (j = 0, 1, ..., n), and i 
represents the interval (i = 1, 2, ..., n). 
By substituting the right hand side of the expression for in 
Equation 8 into Equation 2, the following general form is obtained: 
Y = C + (a0ZCi0 + + a2ZÇi2 + ••• + an^ in^ i (9) 
The specific equation where i is from 1 to 16 and j is from 1 to 5, 
may be written as 
Y = C + aQZC^ Qm^  + a^ Ig^ m^  + ... + a^ C^ nu (10) 
where the first is the mean ASM, and since = 1, it may be replaced by 
unity. The second summation is the total of the cross-products between 
Ci;L and the ASM corresponding to each time period. The third, fourth and 
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fifth are evaluated in à similar manner. The expressions EÇ^ omi> S^il^ i* 
z^ i2mi> •••> are called the distributional coefficients for the ASM, and 
are the mean, linear, quadratic, etc. effects. The use of orthogonal 
functions permits the testing of each one of the terms of Equation 3, and 
the independent testing of each one of these terms makes it possible to 
determine whether a lower degree of polynomial could describe the function 
satisfactorily. 
5. Statistical computations 
Multiple regression analyses were done to study the contribution of 
each and a group of the factors under investigation and their interaction 
terms on the response of corn to fertilizer N. Computation services were 
provided by the Statistical Laboratory of Iowa State University on the 
IBM 7074*. The computation gave the linear correlations between all pairs 
of variables, the partial regression coefficients and their standard 
errors, the t-values for the partial regression coefficients, the sum of 
squares due to regression and those for deviations from the regression, 
the corresponding mean squares, the F-test, the multiple regression 
coefficient, etc. A few of the calculations were done on the desk -calcu­
lator. 
As a general guide to the statistical work, the text by Snedecor 
(1962) was used. 
Grateful acknowledgement is made of the help given by Mary A. Clem, 
Associate, Statistical Laboratory, Iowa State University, for statistical 
computations. 
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6. Notations and meanings of the variables 
The notations and the meanings of the variables used in this study-
are explained in Table 4. 
Table 4. Notations and meanings of the variables used in the study-
Notation Meaning 
Y Yield of corn in bushels per acre 
AY Yield of com over check plot in bushels per acre 
S Stand, plants per acre 
9 
S Stand squared 
N Nitrogen 
2 N Nitrogen squared 
P Phosphorus 
K Potassium 
NP 
NK Cross-product terms as indicated 
NS 
N^ S Cross-product term between nitrogen squared and plant 
population 
Mq Mean available soil moisture, inches of water, in 5-foot 
profile during the 16 periods of 5-day each; i.e., 50 days 
before and 30 days after the silking date of com 
Distributional coefficient for linear effect of available 
soil moisture (ASM) 
M^  Distributional coefficient for quadratic effect of ASM 
M3 Distributional coefficient for cubic effect of ASM 
M4 Distributional coefficient for quartic effect of ASM 
M5 Distributional coefficient for quintic effect of-ASM 
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Table 4. (Continued) 
Notation Meaning 
L^ , 1 2' 
L3> L 4> 
L5> L 
«V 
6 
• 
NM1 
NM2 
NM3 
r 
NM5 # 
Mo^ r 
% 
% r 
4^ 
D 
D2 
D1 
D2 
Dummy variables for sites 
Cross-product terms as indicated 
Cross-product terms as indicated 
Total number of non-stress days during the 16 periods 
Total number of non-stress days squared 
Total number of non-stress days during the 10 periods 
before the silking date 
Total number of non-stress days during the 6 periods after 
the silking date 
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Table 4. (Continued) 
Notation Meaning 
SD 
ND 
N2D 
NDX 
ND2 
N2Di 
Cross-product terms as indicated 
N2D< 
7. Coding of data 
The original data were coded as follows: 
N, P and K were coded such that each unit of N equalled 
10 lb., a unit of P equalled 4.5 lb. and a unit of K equalled 
25 lb. 
Stand was coded by 10-"2, e.g., 14,530 X 10"2 = 145.30. 
The orthogonal distributional coefficients for the ASM were coded 
such that the was multiplied by 10, e.g., 0.1725 X 10 = 1.725, Mg by 
102 and Mg, M4 and Mg each by 10^ . Unless stated otherwise, the coding 
is continued throughout in the results and discussion to follow. 
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IV. RESULTS AND DISCUSSION 
A. Preliminary Examination of Data 
1. Yield data 
Yields of corn for various treatments in each of the eight experiments 
at seven locations are given in Table 5. The yields are averaged over all 
the selected years. It is seen from the yield data that the response to 
N was, in general, good and the maximum or near maximum yields were 
produced at or near the highest levels of the fertilizers applied. 
However, there was not much increase in yield of corn after about 160 lb. N 
per acre. In experiments 3, 4A, 4B and 5, the yields at zero fertilizer 
input were relatively high as compared to those at the same fertility 
level in other experiments. This, probably, was due to the high initial 
fertility levels of the soils. The maximum increase in yield per pound of 
N was, generally, observed for the first 40-lb. level of N. 
Among years, tne yield responses of corn varied considerably. None 
or slight negative responses were obtained in 1954 at site 7; in 1955 at 
3, 6 and 7; in 1956 at 1 and 3; in 1957 at 5 and in 1958 at 4B. Yield 
responses for these site-years are given in Table 6. As against this, 
yields of corn were very good from 1958 through 1965 and yield responses 
were considerably higher than those in the previous years. Yield responses 
for some of these site-years are listed in Table 7. As will be seen later, 
these differences were, in part, due to the variations in available soil 
moisture and non-stress days. 
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Table 5. Yields (Y) of corn, averaged over the years shown, for respective 
treatments at seven locations 
Site #1 Site #2 Site rr 3 Site *4A 
1953-1963 1952-1963 1955-1963 1958-1963 
N+P+K Y N+P Y N Y N Y 
lb./ac. bu./ac. lb./ac. bu./ac. lb./ac . bu./ac. lb./ac. bu./ac. 
0+0+0 40.76 0+9 38.75 0 82.20 0 70.83 
40+0+0 66.83 30+9 57.92 40 98.69 40 87.65 
80+0+0 81.04 0+35 42.29 80 101.10 80 104.90 
160+0+0 93.82 30+35 55.84 160 100.33 120 109.50 
0+26+50 40.73 30+35 64.83 
40+26+50 64.48 60+35 79.77 
80+26+50 88.61 120+35 101.38 
160+26+50 105.99 240+35 110.73 
Site #4B 
1958-1965 
N Y 
Site #5 
1952-1963 
N+P+K Y 
Site #6 
1954-1963 
N Y 
Site #7 
1954-1963 
N+P Y 
lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac 
0 79.32 40+13+25 71.45 0 58.55 0+9 57.91 
40 97.27 40+26+50 79.25 30 73.81 60+9 90.16 
SO 103.73 80+26+50 97.59 60 85.22 120+9 93.29 
120 106.97 160+26+50 109.03 120 99.05 180+9 
180+35 
102.15 
99.48 
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Table 6. Years, sit es and treatments showing small or ne gative yield 
responses 
1954 1955 1955 1955 
Site #7 Site #3 Site #6 Site #7 
N+P AY a AY N AY N+P AY 
lb./ac. bu./ac. lb./ac ;. bu./ac. lb./ac. bu./ac. lb./ac. bu./ai 
0+9 00.0 0 00.0 0 00.0 0+9 00.0 
60+9 -3.3 40 -7.7 30 -11.6 60*9 4.5 
120+9 -21.7 80 -6.3 60 -7.5 120+9 -6.2 
180+9 -10.0 160 -8.6 120 2.1 180+9 1.9 
180+35 -6.5 180+35 ' 4.6 
1956 1956 1957 1958 
Site #1 Site #3 Site #3 Site #4B 
N+P+K AY N AY N AY N ' AY 
lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac, 
0+0+0 00.0 0 00.0 0 00.0 0 00.0 
40+0+0 -3.6 40 -13.6 40 -1.2 40 -6.3 
80+0+0 -13.6 80 -14.8 80 -7.1 80 -6.8 
160+0+0 -7.8 160 -9.2 160 -9.7 120 3.4 
0+26+50 -4.8 
40+26+50 5.3 
80+26+50 -10.5 
160+26+50 -4.3 
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Table 7. Years, sites and treatments showing high yield responses (AY) 
I960 1961 1961 1961 
Site #2 Site #1 Site #5 Site #6 
N+P AY N+P+K AY N+P+K AY N AY 
lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac. 
0+9 00.0 0+0+0 00.0 40+15+25 00.0 0 00.0 
50+9 7.7 40+0+0 35.5 40+26+50 20.2 50 14.6 
0+55 9.5 80+0+0 62.4 80+26+50 45.5 60 29.6 
50+55 . 8.0 160+0+0 95.8 160+26+50 98.2 120 70.6 
30+35 10.8 0+26+50 1.4 
60+35 16.3 40+26+50 25.6 
120+35 37.6 80+26+50 76.5 
240+55 88.8 160+26+50 104.5 
1961 
Site #7 
N+P AY 
1962 
Site #1 
N+P+K AY 
1962 
Site #2 
N+P AY 
lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. bu./ac. lb./ac. 
0+9 00.0 0+0+0 00.0 0+9 00.0 0 
60+9 62.2 40+0+0 52.8 50+9 10.2 40 
120+9 89.6 80+0+0 63.9 0+55 0.5 80 
180+9 95.1 160+0+0 77.5 50+35 11.5 120 
180+35 91.8 0+26+50 -5.1 30+35 14.5 
40+26+50 30.7 60+35 
CO r—t to 
80+26+50 61.5 120+55 70.6 
160+26+50 105.6 240+55 115.7 
1962 
Site #4A 
N AY 
00.0 
25.4 
41.1 
57.6 
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2. Stand, data 
There was a general increase in stand from about 13- to 16-thousand 
plants per acre since 1958. This was partly responsible for higher corn 
yields in these latter years. 
B. Available Soil Moisture and Non-Stress Days 
1. Available soil moisture 
Mean available soil moisture (ASM) in the 5-foot profile during the 
80-day period, expressed as per cent of available field capacity (AFC) is 
plotted by years for seven locations in Figures 1 through 4. In general, 
the mean ASM was higher—about 60 to 65% of the AFC—during the years 
from 1958 through 1963 than that in the previous years, although there 
were quite many fluctuations among years. At all locations, 1956 was an 
extremely dry year. 
2. Non-Stress days 
Total non-stress days (D) expressed as per cent of the 80-day period 
for seven locations are plotted by years in Figures 1 through 4. The 
number of D was larger for the years from 1958 through 1963 than that 
for the previous years, thus showing a general agreement between the mean 
ASM and D. However, for some years, this agreement was not observed. 
The years when the ASM was relatively low but the D were high would be 
those when the atmospheric demand for water was less. When there are many 
cloudy days, below normal temperatures and long periods of small but 
frequent showers, the D are increased although the mean ASM may not be 
increased substantially. Such years, for example, would be 1957 and 1958 
at site 3, 1959 at site 5 and 1961 at site 2. The reverse will be true 
Figure 1. Mean available soil moisture (ASM) by years in 5-foot profile 
during the 80-day period, expressed as per cent of available 
field capacity, and total non-stress days (D) by years 
during the 80-day period, expressed as per cent of 80 days 
for Ames and Bloomfield 
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Figure 2. Mean available soil moisture (ASM) by years in 5-foot profile 
during the 80-day period, expressed as per cent of available 
field capacity, and total non-stress days (D) by years 
during the 80-day period, expressed as per cent of 80 days 
for Castana and Sutherland 
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Figure 5. Mean available soil moisture (ASM) by years in 5-foot profile 
during the 80-day period, expressed as per cent of available 
field capacity, and total non-stress days (D) by years 
during the 80-day period, expressed as per cent of 50 days 
for Independence and Kanawha 
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Figure 4. Mean available soil moisture (ASM) by years in 5-foot profile 
during the 80-day period, expressed as per cent of available 
field capacity, and total non-stress days (D) by years 
during the 80-day period, expressed as per cent of 80 days 
for Norwich 
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for the opposite conditions and there were many years which illustrated 
this. 
Although only the mean ASM and the D are not sufficient criteria for 
explaining fully the contrast in yield responses shown in Tables 6 and 7, 
never-the-1ess, a good part of the contrast could be explained by ASM and 
D as seen from Tables 8 and 9. It will be observed that the combination 
of low mean ASM and fewer D resulted in reducing the yield responses and 
the combination of high mean ASM coupled with large D resulted in high 
yield responses of com to fertilizer N. 
Table 8. Site, mean ASM expressed as % of AI;C and D expressed as % of 
80 days for years when the yield responses of corn were small 
or negative (Table 6) 
Year Site Mean ASM D 
1954 7 53.25 31.25 
1955 3 24.50 10.00 
6 42.68 11.25 
7 36.18 20.00 
1956 1 18.44 00.00 
3 12.33 23.75 
1957 3 29.08 41.25 
1958 4 42.28 42.50 
62 
Table 9. Site, mean ASM expressed as % of AFC and D expressed as % of 
80 days for years when the yield responses of corn were high 
(Table 7) 
Year Site Mean ASM D 
1960 2 68. .86 66. 25 
1961 1 77. .20 68. 75 
5 88. .86 75. 00 
6 67. .00 71. 25 
7 88. .54 75. 00 
1962 1 70. .01 73. 75 
2 -77. .13 70. 00 
4 87. .15 75. 00 
C. Significance of the Distribution of ASM 
As was discussed earlier, the estimated mean ASM for each of the 16 
periods was represented by a fifth degree polynomial in time. The 
coefficients of determination of the functions for each site-year are 
given in Table 10. As seen from the data, on the average, over 94% of 
the total variation in the mean ASM was explained by time, the range 
being from 72.1 to 99.8%. There were many years when the coefficients of 
determination were 0.95 and higher, but there were only five years when 
the same were below 0.80. In general, therefore, the fifth degree poly­
nomial function in time was efficient in explaining the distribution of 
mean ASM. 
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Table 10. Coefficients of determination (R2) of the fifth degree poly­
nomial for the representation of available soil moisture as 
a function of time by years and locations 
Year Site 1 Site 2 Site 3 Site.4 Site 5 Site 6. Site 7 
1952 - 0.903 - - 0.989 - -
1953 0.955 0.993 - - 0.954 - -
1954 0.937 0.977 - - 0.995 0.984 0.990 
1955 0.958 0.993 0.983 - 0.977 0.983 0.978 
1956 0.979 0.759 0.854 - 0.969 0.951 0.784 
1957 0.987 0.946 0.762 - 0.972 0.988 0.984 
1958 0.958 0.935 0.927 0.994 0.858 0.995 0.884 
1959 0.975 0.737 0.964 0.885 0.876 0.980 0.833 
1960 0.977 0.992 0.970 0.990 0.721 0.998 0.989 
1961 0.952 0.968 0.990 0.995 0.911 0.993 0.806 
1962 0.984 0.977 0.982 0.981 0.962 0.913 0.935 
1965 0.885 0.980 0.938 0.977 0.975 0.908 0.956 
The estimated coefficients of the fifth degree polynomial for each 
site-year were used as independent variables in the multiple regression 
analyses. 
D. Linear Correlation Coefficients 
Linear correlation coefficients were determined between all pairs of 
variables, yield of corn (Y) and yield of com over check plot (AY) as 
also among the variables. The correlation matrix with 46 variables is 
too large to be given here. Therefore, only the correlation coefficients 
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between AY as the dependent variable and all independent variables to­
gether with some other important correlations are given in Table 11. 
Table 11. Linear correlation coefficients (r) between and among AY 
and some of the variables studied 
No. Variate AY S N MQ D 
1 Y 0.709 0.268 0.539 0.193 0.161 
2 AY 1.000 0.350 0.610 0.293 0.244 
3 S 0.350 1.000 0.088 0.332 0.282 
4 N 0.610 0.088 1.000 0.038 -0.001 
5 P 0.227 0.188 0.186 0.167 0.090 
6 K 0.037 0.052 0.052 -0.058 0.119 
7 M0 0.293 0.332 0.038 1.000 0.733 
8 ML -0.009 -0.021 0.060 0.115 0.318 
9 M2 -0.039 -0.078 0.012 -0.258 -0.448 
10 M3 -0.143 -0.244 0.011 -0.196 -0.377 
11 M4 0.062 0.199 -0.020 0.198 0.267 
12 M5 0.110 0.193 0.006 0.257 0.302 
13 D 0.244 0.282 -0.001 0.733 1.000 
14 D1 0.218 0.273 -0.018 0.686 0.923 
15 D2 0.216 0.218 0.023 0.601 0.839 
16 L1 0.123 -0.169 -0.012 -0.185 -0.028 
17 L2 0.093 0.185 -0.068 0.185 0.027 
18 L3 -0.137 0.005 -0.007 —0.065 -0.111 
19 L4 -0.074 -0.024 -0.067 -0.144 0.007 
No 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
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11. (Continued) 
Variate AY S N Mq D 
L5 -0.101 0.164 0.049 0.053 0.188 
L6 -0.059 -0.136 -0.099 -0.030 -0.036 
S2 0.338 0.995 0.088 0.309 0.267 
N2 0.536 0.086 0.944 0.056 -0.007 
NP 0.492 0.162 0.698 0.120 0.049 
NK 0.214 0.082 0.294 -0.034 0.102 
NS 0.659 0.214 0.986 0.080 0.037 
N2S 0.566 0.160 0.928 0.080 0.015 
NMG. 0.701 0.184 0.895 0.367 0.233 
NMJ -0.489 -0.095 -0.767 0.021 0.157 
NM2 -0.058 -0.090 0.045 -0.169 -0.327 
NM3 -0.040 -0.159 0.237 -0.144 -0.294 
0.094 0.182 -0.072 0.136 0.212 
NM5 0.117 0.153 0.007 0.212 0.214 
% -0.110 -0.133 0.030 -0.258 0.004 
MQM2 -0.026 -0.101 0.018 -0.263 -0.430 
M0M3 -0.105 -0.200 0.013 -0.173 -0.371 
% 0.049 0.210 -0.019 0.152 0.271 
% 0.069 0.159 0.013 0.196 0.272 
D2 0.225 0.269 -0.001 0.719 0.974 
SD 0.298 0.490 0.023 0.719 0.966 
ND 0.701 0.193 0.846 0.326 0.400 
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Table 11. (Continued) 
No. Variate AY S N MQ 0 
42 NDJ_ 0.695 0.194 0.853 0.300 0.360 
43 ND2 0.630 0.168 0.732 0.336 0.426 
44 N2D 0.623 0.149 0.841 0.243 0.254 
45 N2D1 0.621 0.152 0.847 0.229 0.229 
46 N2D2 0.568 0.129 0.749 0.248 0.278 
The primary interest of calculating the simple correlation coeffici­
ents is to determine the relationship between the yield response (AY) and 
the selected variables, besides studying their intercorrelations. Such 
a determination will help evaluate the significance of the variables for 
using them in the subsequent multiple regression analyses. Significance 
of a correlation, however, is not the only criterion for the selection 
of the variables. A variable may show insignificant or poor correlation 
with AY due to the overlapping effects of the other variables, and such 
a variable might turn out to be useful and highly significant in the 
multiple regression analysis. Usually such a variable will be correlated 
with another variable which in turn might be highly related to the 
dependent variable. Selection of variables for this study was made keeping 
these general views in mind. 
In the discussions to follow, the r-values of 0.098 and 0.128 at 5% 
and 1% levels, respectively, were considered significant, and unless 
stated otherwise, only the significant correlations will be discussed. 
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1. Basic variables 
There was a positive correlation between Y and AY indicating that the 
higher the yield of corn the higher will be the yield response, which is 
expected. S and N were positively correlated with AY meaning that the 
higher the levels of stand and N, the higher would be the yield response 
within the limits of levels tried. The correlations of AY with the 52 and 
N were also positive and highly significant although the correlation 
coefficients were slightly smaller than those of their respective linear 
terms. Of special interest were the correlations of AY with NP, NK and 
NS. All the three correlation coefficients were positive and large, 
showing that the higher the interactions, the greater would be the AY. 
Pesek et al. (1959) and Fuicher (1962) also reported similar positive 
interactions. N and S were poorly correlated which meant that S did not 
depend largely on H but both of them together interact to increase 
AY(r = 0.659). 
2. Site variables 
A dummy site variable is a bundle of several effects and significance 
or otherwise of the correlation coefficient is not ascribable to any one 
particular cause. The effect may be manifested from a number of factors 
for which a specific quantification may or may not be possible. The 
physical characteristics of the soil and the topography of the land may 
cause differences between sites. These might include the rates of 
infiltration and drainage, runoff, orientation of the plots, management 
practices, availability of nutrients in the soil and subsoil, and many 
other factors contributing to the makeup of the site effect. 
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The site variable showed a positive correlation with AY and 
negative correlations with S and MQ, whereas L, showed negative correla­
tions with AY and D. However, Lg showed a negative correlation with AY 
but positive correlations with S and U. As discussed earlier, these 
behaviors could be attributed to several causes for which quantitative 
information may or may not be available for satisfactory explanation, and 
hence could not be explained. 
5. Moisture variables 
aY showed a positive correlation with MQ which means that the higher 
the mean ASM, the greater would be the yield response. Kiesselbach and 
Montgomery (1911), and Letey and Peters (1957) observed that the mainten­
ance of a high moisture level in the soil was very important for corn 
yields. Stand (5) also showed positive correlation with MQ . This is 
understood because high ASM is necessary for maintaining high stand levels. 
The correlation between MQ and D indicated that the higher the ASM, the 
fewer would be the stress-days. 
The correlation between AY and NMQ (r = 0.701) was interesting and 
important. The simple correlation between aY and MQ was positive but 
small. ASM alone, therefore, was not able to boost AY unless high 
fertility levels were available. With high levels of N and MQ, both of 
them interact to increase AY disproportionately. Boswe11 et d. (1959), 
Paschal and French (1956), Long (1953), Flynn et al. (1957) and Jordan 
et al. (1958) observed that adequate water was essential to enable corn 
to utilize N most efficiently. The effect of distribution coefficients 
of mean ASM on AY had been explained by Houseman (1942). M3 had negative 
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and Mg had positive correlation with AY, indicating the effect of the 
distribution of moisture at the respective stages of the corn growth. 
NM], was associated negatively with AY, indicating that the higher the 
levels of N and the greater the negative slope at the intercept of the 
linear term, Mp the less would be the AY. Similarly, the negative 
correlation between AY and MQM^ could be expected from the fact that, 
although the My may be high, a large negative slope at the intercept (M-^) 
will quickly drop the ASM and hence the AY. 
4. Correlations with cross-products 
The correlation coefficients between D, and and 0^ were large and 
positive. This is expected, in general, since, if the total number of 
non-stress days is large, the two periods, 0^ and 0^, will also have large 
number of non-stress days. The correlation coefficients between ND, and 
AY, S, N, MQ and D were almost like those between NÎÎQ, and AY, S, N, MQ 
and D. This would be expected since the same moisture could be represented 
either by the distribution coefficients of available soil water or by the 
number of non-stress days and hence their relations with AY would be 
similar. The large, positive correlations between N and NP, NK and NS 
were indicative of the interdependence of these factors. Similarly, P 
showed positive correlations with AY, S, N and MQ.  
E. Multiple Regression Analyses 
The study of the simple correlation coefficients, even though they 
were significant, showed that the individual basic and moisture variables 
as also their interaction terms explained only a small part of the total 
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variation in aY. Therefore, several multivariate'expressions using and 
combining the different factors involved in this study were fitted and 
compared in an attempt to evaluate their individual and aggregate in­
fluence on AY. A few of the multivariate regression functions fitted are 
listed in Table 12. In Table 15 are given the sums of squares due to 
regressions with a larger number of variables, the sums of squares due to 
a smaller number of variables, mean sums of squares from the difference 
between two regression sums of squares, the F-ratios and their signifi­
cance levels. The error mean squares of the regressions with larger 
number of variables were used for deriving the F-ratios. In Table 14 are 
given some of the complete regression equations together with the s^!), 
the t-values of the coefficients and their probability levels. 
Table 12. Multivariate regression expressions with the combination of 
different factors 
Regression 
number Functional relationship 
1 AY = f(S, N, P, K, S2, N2, NP, NK, NS, N2S). The set of 
variables in the parenthesis is termed 'Basic' variables. 
2 AY = f(Basic, Lj, L2, L3, L4, L5, L5). The variables L^, ..., 
L5 are called 'Site' variables. 
3 AY = F(Basic, Site, MQ) 
4 AY = F(Basic, Site, MQ, MJ_) 
5 AY = f(Basic, Site, MQ, M , M ) 
6 AY = f(Basic, Site, MQ, M2, M3) 
7 AY = f(Basic, Site, MQ, MJ_, M2, M3, M4) 
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Table 12. (Continued) 
Regression 
number Functional relationship 
8 AY = F(Basic, Site, MQ, MJ_, M2, M3, M4, Hg). The variables 
MQ,..., M5 are termed 'Moisture' variables. 
9 AY = f(Basic, Moisture) 
10 AY = f(Basic, Site, MQ, NMQ) 
11 AY = f(Basic, Site, MQ, , NMQ, NMJ_) 
12 AY = F(Basic, Site, MQ, I^, NMQ, NM1# NM2) 
15 AY = F(Basic, Site, MQ, MJ_, M2, M3, NMQ, H%, NM2, NM3) 
14 AY = R(Basic, Site, MQ, M2, M3, M4, NMQ, NM1# NM2, NM3, NM4) 
15 AY = f(Basic, Site, Moisture, H-series). The variables NMQ,..., 
NM- are called 'N-series'. 
16 AY = f(Basic, Site, MQ, , MQMJ) 
17 AÏ = F(Basic, Site, MQ, M]_, M2, MQMJ_, MQM2) 
18 AY = F(Basic, Site, MQ, M2, M3, MQM^, MQM2, MQM3) 
19 AY = F(Basic, Site, MQ, MX, M2, M3, M4, MJM^, MQM2, MQM3, MQM4) 
20 AY = f(Basic, Site, Moisture, MQ-series). The variables 
MqMj_, ..., MqM3 are called 'MQ-series'. 
21 AY = f(Basic, Site, Moisture, N-series, MQ-series). This is 
called the 'complete regression'. 
22 aY = f(Basic, Site, D, D2, 50) 
25 AY = f(Basic, Site, Di, D2) 
24 AY = f(Basic, Site, D, D2, 50, ND, N2D) 
25 AY = f(Basic, Site, D1, D2, NDX, ND2, N20^, N2D2) 
26 AY = f(Basic, MQ) 
27 AY = f(Basic, MQ, NMQ) 
Table 13. Comparative effects of one or a group of factors on yield response as determined by 
the accounting of additional sums of squares 
d.f. due 
to re 4 Sums of Mean SS Variable 
Re­ No. of re-• gression squares from the for which Variation 
gression gressions and the and the difference MSS explained 
number compared difference difference and E.M.S.a stand F R2 % 
1 1 10 175641.04 17564.10 Basic 51.26** 0.565 56.48 
342.64 
2 2 16 199958.38 4052.89 Site 14.20** 0.643 64.30 
1 10 175641.04 285.41 
6 24317.34 
3 3 17 211347.57 11389.19 MQ 44.35** 0.680 67.96 
2 16 199958.38 256.79 
1 11389.19 
4 4 18 211373.16 25.59 M 0.10 0.680 67.97 
3 17 211347.57 257.39 JL 
1 25.59 
5 5 19 211701.09 327.93 M2 1.28 0.681 68.07 
4 18 211373.16 257.21 
1 327.93 
**Significant at 1% level. 
aTotal degrees of freedom were 405. 
Table 13. (Continued) 
d.f. due 
to re- Sums of 
Re- No. of re- gression squares 
gression gressions and the and the 
number compared difference difference 
6 6 20 212886.19 
5 19 211701.09 
1 1185.10 
7 7 21 213007.78 
6 20 212886.19 
1 121.59 
8A 8 22 213854.68 
7 21 213007.78 
1 846.90 
8B 8 22 213854.68 
2 16 199958.38 
6 13896.30 
10 10 18 222192.55 
3 17 211347.57 
1 10844.98 
11 11 20 222236.74 
10 18 222192.55 
2 42.19 
^Significant at 5% level. 
Mean SS 
from the Variable Variation 
difference for which explained 
and E.M.S? MSS stand F R2 % 
1185.10 Ms 4.65* 0.685 68.46 
254.80 
121.59 M4 0.48 0,685 68.49 
255.15 
846.90 M5 3.34 0.688 68.77 
253.60 
2318.05 9.13** 
253.60 
M5 
* *  
10844.98 NM0 47.27 0.714 71.45 
229.43 
22.10 MVNM, 0.10 0.715 71.46 
230.51 
Table 13. (Continued) 
Re­
gression 
number 
No. of re­
gressions 
compared 
d.f. due 
to re­
gression 
and the 
difference 
Sums of 
squares 
and the 
difference 
12 12 22 222384.21 
11 20 222236.74 
2 147.47 
13 13 24 224636.46 
12 22 222384.21 
2 2252.25 
14 14 26 225291.77 
13 24 224636.46 
2 655.31 
15 15 28 227313.17 
14 26 225291.77 
2 2021.40 
16 16 19 211424.12 
4 15. 211373.16 
1 50.96 
17A 17 21 214095.44 
5 19 211701.09 
2 2394.35 
17B 17 21 214095.44 
16 19_ 211424.12 
2 2671.32 
Mean SS 
from the Variable Variation 
difference for which explained 
and li.M.S.a MSS stand !•' R2 % 
73.74 M NM 0.32 0.715 71.51 
231.33 1 2 
1126,13 M-zjNM-z 4.97 0.722 72.23 
226.63 
327.66 M4, NM4 1.45 0.724 72.44 
226.10  
1010.70 M5,NM5 4.55** 0.731 73.09 
221.94 
50.96 MfavL 0.20 0.680 67.99 
257.93 
1197.18 M0M1# 4.74** 0.688 68.84 
1335.66 M9) MnM„ 5.29 
252.31 
Table 13. (Continued) 
Re­
gression 
number 
No. of re­
gressions 
compared 
d.f. due 
to re­
gression 
and the 
difference 
Sums of 
squares 
and the 
difference 
Mean SS 
from the 
difference 
and li.M.S? 
Variable 
for which 
MSS stand 
Variation 
explained 
18 18 23 218683.02 
17 21 214095.44 
2 4587.58 
19 19 25 220465.07 
18 23 218683.02 
2 1782.05 
20 20 27 , 221201.09 
19 25 220465.07 
2 1846.02 
21 21 33 234226.51 
22 22 19 210767.26 
23 23 18 209166.73 
24 24 21 223760.97 
25 25 22 222199.44 
2293.79 
241.62 
923.01 
237.52 
7097.77 
206.34 
11093.01 
259.63 
11620.37 
263.09 
10655.28 
227.14 
10099.97 
231.81 
M3,M0M; 
891.03 M., MnM. 
238.21 4 U 4 
'V M0M5 
, * *  9.43 0.703 70.32 
3.74 0.709 70.89 
3.89 0.711 71.13 
34.40 0.753 75.32 
42.73 0.678 67.77 
44.17 0.673 67.26 
46.91** 0.720 71.95 
43.57 0.715 71.45 
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Table 14. Multiple regression statistics for the regression of the 
change in yield (AY) on selected variables 
Equation* Significance 
Regression Variate f , level 
number (X^) AY = C + Lb^ s(bi) t-values % 
C = -116.1922 
S 1.7718 0.5182 3.4191 1 
N -14.0528 4.0605 3.4608 1 
P 0.5273 0.4942 1.0669 40 
K -4.0468 2.1027 1.9245 10 
S2 -0.0066 0.0017 3.7540 1 
N2 0.3640 0.2020 1.8021 10 
NP 0.0928 0.0541 1.7154 10 
NK 0.0989 0.2114 0.4676 >40 
NS 0.1288 0.0272 4.7352 1 
N2S -0.0055 0.0013 2.6241 1 
R2 = 0.5648 
C = -43.1470 
S 0.6585 0.5019 1.3118 20 
N -14.7900 5.7412 3.9533 1 
P -0.6633 0.7362 0.9009 40 
K -0.5011 3.0408 0.1647 740 
L1 11.9036 3.8881 3.0615 1 
^Regression 1 can be written in the usual form as: AY = -116.1922 + 
1.7718S - 14.0528N + 0.5273P - 4.0468K - 0.00668% + 0.3640iN'2 + 
0.0928NP + 0.0989NK + 0.1288NS - 0.0035N2S. 
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Table 14. (Continued) 
Equation3 Significance 
Regression Variate . , level 
number (X^) AY = C + Zb^X^ (b^) t-values % 
L2 9.3139 3.8768 2.4024 5 
L5 -6.7130 4.1947 1.6003 20 
L4 -0.3941 3.8799 0.1015 >40 
L5 -15.8502 5.0473 3.1403 1 
l6 3.8504 4.0551 0.9495 40 
S2 -0.0025 0.0017 1.4921 20 
N2 0.4255 0.1864 2.2835 5 
NP 0.1464 0.0509 2.8783 1 
NK 0.1023 0.1984 0.5158, >40 
NS 0.1373 0.0252 5.4536 1 
N2S -0.0041 0.0012 3.3387 1 
R2 = 0.6430 
C = 3.2507 
S -0.2133 0.5083 0.4195 >40 
N -13.6598 3.5313 3.8681 1 
P -0.6871 0.6940 0.9899 40 
K -0.3153 2.8667 0.1099 >40 
M0 3.1700 0.4785 6.6248 1 
Ml -2.5547 1.5552 1.6426 10 
m2 0.0460 0.5245 0.0877 >40 
% -2.3875 0.8702 2.7435 1 
m4 -0.7330 0.8801 0.8329 >40 
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Table 14. (Continued) 
Regression Variate 
number (X^) 
tquationd 
AY = C + Zb-^Xi 
= (b!) 
t-values 
Significance 
level 
% 
% -1.0007 0.5519 1.8130 10 
L1 15.8714 3.8171 4.1579 1 
h 8.7648 3.7514 2.3363 5 
L3 -4.1550 4.0078 1.0367 40 
L4 2.5915 3.9400 0.6069 >40 
L5 -14.8150 4.7981 3.0876 1 
L6 5.8058 3.9971 1.4525 20 
S2 0.000093 0.0017 0.0536 >40 
N2 0.3807 0.1758 2.1652 5 
NP 0.1512 0.0480 3.1527 1 
NK 0.1043 0.1870 0.5575 >40 
NS 0.1300 0.0238 5.4735 1 
N2S -0.0038 0.0012 3.2954 1 
R2 = 0.6877 
C = -85.465470 
s 1.2009 0.5370 2.2364 5 
N -13.3311 3.9268 3.3948 1 
P 0.1813 0.4822 0.3759 >40 
K -2.4396 2.0578 1.2097 40 
M0 2.3153 0.5183 4.4669 1 
ML -4.5255 1.6266 2.7822 1 
Mz 0.0219 0.5795 0.0378 >40 
11- -3.2271 0.9378 3.4409 1 
79 
Table 14. (Continued) 
Equation3, Significance 
Regression Variate a , sfb!) level 
number (Xj.) ÂY = C + ibîXî ^ t-values % 
m4 -0.0796 0.9781 0.0813 >40 
% -0.5580 0.6016 0.9274 40 
S2 -0.0050 0.0018 2.7659 1 
N2 0.5467 0.1954 1.7741 40 
NP 0.1002 0.0522 1.9185 40 
NK 0.0671 0.2042 0.3287 >40 
NS 0.1246 0.0263 4.7364 1 
N2S -0.0054 0.0015 2.6390 1 
R2 = 0.6007 
c = 4.215667 
S -0.1227 0.4760 0.2577 >40 
N -11.7710 3.3401 5.5241 1 
P -0.4855 0.6518 0.7445 >40 
K -1.1785 2.6968 0.4569 >40 
M0 0.0846 0.6477 0.1505 > 40 
Mi -0.7254 2.0875 0.5475 > 40 
H2 -0.5757 0.7457 0.5010 > 40 
% 0.2406 1.2081 0.1991 > 40 
M4 -2.2045 1.2612 1.7478 10 
% 0.2086 0.7827 0.2665 > 40 
l1 15.1570 5.5875 4.2195 1 
l2 9.2165 3.5405 2.6031 1 
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Table 14. (Continued) 
Regression 
number 
Variate 
(xi) 
Equation3 
AY = C + zbixi 
Significance 
level 
'(bi) t-values 
l3 -5.0691 3.7661 1.3459 20 
l4 1.5907 3.6957 0.5765 >40 
l5 -15.6860 4.5021 5.4841 1 
l6 5.6876 5.7472 1.5178 20 
s2 0.00058 0.0016 0.2336 >40 
n2 0.5065 0.1680 1.8237 10 
np 0.1111 0.0456 2.4542 5 
nk 0.2726 0.1805 1.5101 20 
ns 0.0986 0.0229 4.5121 1 
n2s -0.gû33 0.0011 2.9729 1 
nm0 0.4116 0.0622 6.6204 1 
nm^ -0.5000 0.2148 1.5965 20 
nm2 0.0292 0.0755 0.5864 >40 
nm3 -0.5850 0.1544 2.8658 1 
nm4 0.1746 0.1267 1.3776 20 
nm5 -0.1807 0.0832 2.1714 5 
r2 = 0.7309 
C = 18.118057 
s -0.5669 0.5108 1.1097 40 
n -12.1825 5.4402 3.5411 1 
p 
-0.6609 0.6717 0.9859 40 
k -0.3637 2.7743 0.1510 >40 
Table 14. (Continued) 
SI 
Significance 
Regression Variate . Equatioç3 s « level 
number (X^) AY = C + Ib^X^ (°i) t-values % 
M0 5.5079 0.9156 6.0285 1 
Ml -14.2069 4.9517 2.8691 1 
M 2 -9.4222 2.0750 4.5452 1 
H3 -11.7135 5.5450 5.5058 1 
M4 -8.8605 5.0817 2.8752 1 
H 5 1.9456 2.0215 0.9615 40 
Ll 17.6850 5.7698 4.6907 1 
L2 8.6783 5.7529 2.5125 5 
l3 -5.4569 4.0054 0.8580 40 
H 6.7664 5.9847 1.6980 10 
l5 -15.0760 4.7272 5.1892 1 
H 7.6795 5.9470 1.9456 10 
S2 0.0015 0.0017 0.7650 >40 
N2 0.5105 0.1712 1.8139 10 
HP 0.1515 0.0464 5.2594 1 
NK 0.1104 0.1810 0.6100 >40 
MS 0.1201 0.0251 5.1908 
N2S -0.0054 0.0011 2.9725 
% 2.5551 0.8202 2.8712 
% 1.4595 0.5142 4.6457 
M0M3 1.5948 0.5910 2.6985 
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Table 14. (Continued) 
Regression 
number 
Variate 
(%I) 
Equation^ 
AY = C + Zb^X^ = (b!) t-values 
Significance 
level 
% 
% 1.3173 0.4568 2.8836 1 
- % 
-0.4350 
R2 = 0.7113 
0.3301 1.3175 20 
21 C = 16.817030 
S -0.4143 0.4766 0.8692 40 
N -10.1614 3.2457 3.1307 1 
P 
-0.4483 0.6286 0.7132 >40 
K -1.2833 2.6006 0.4934 >40 
H0 1.9704 0.9914 1.9876 5 
Ml -9.4885 4.9112 1.9320 10 
H 2 -9.7508 2.0120 4.8463 1 
M3 -7.3491 3.2494 2.2616 5 
M4 -10.2111 2.9437 3.4688 1 
m5 3.1444 1.9512 1.6114 20 
Ll 17.0403 3.5282 4.8297 1 
L2 9.1257 3.5260 2.5880 5 
L3 -4.7305 3.7509 1.2611 40 
L4 5.9495 3.7223 1.5983 20 
L5 -15.5129 4.4162 3.5127 1 
L6 7.7650 3.6865 2.1063 5 
S2 0.0014 0.0016 0.8747 40 
N2 0.2243 0.1633 1.3734 20 
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Table 14. (Continued) 
Equation3 Significance 
Regression Variate A f s , level 
number (X^) AY = C + Eb^X^ ^^) t-values % 
np 0.1090 0.0440 2.4755 5 
NK 0.2888 0.1742 1.6580 10 
ns - 0.0874 0.0222 3.9326 1 
n2s -0.0028 0.0011 2.5521 5 
nm0 0.4162 0.0605 6.8838 1 
nm]_ -0.3164 0.2074 1.5252 20 
nm2 0.0064 0.0733 0.0871 >40 
nm3 -0.3807 0.1297 2.9349 1 
nm4 0.1110 0.1237 0.8973 40 
mig -0.1463 0.0806 1.8161 10 
mqimi 1.8510 0.7690 2.4070 5 
m qm 2 1.4798 0.2942 5.0300 1 
m0m5 1.2610 0.5533 2.2789 5 
mqim4 1.3778 0.4299 3.2049 1 
m0m5 -0.4888 0.3107 1.5733 20 
r2 = 0.7532 
C = -10.429093 
s -0.0992 0.4713 0.2105 > 40 
n -13.3491 3.3630 3.9693 1 
p 
-0.6165 0.6568 0.9386 40 
k 0.2902 '2.7143 0.1069 > 40 
û 1.2268 0.4089 3.0004 1 
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Table 14. (Continued) 
Equation3 Significance 
Regression Variate a , s , level 
number (X^) ûy = c + Zb^X^ (b^) t-values % 
L1 11.9616 , 3.4909 3.4265 1 
L2 8.3738 3.4611 2.4193 5 
L3 -7.3299 3.7613 1.9487 10 
L4 -1.2169 3.4974 0.3479 >40 
L5 -19.5158 4.5487 4.2904 1 
L6 4.1898 3.6312 1.1538 40 
S2 0.0011 0.0017 0.6518 >40 
N2 0.3578 0.1678 2.1322 5 
NP 0.1442 0.0454 3.1764 1 
NK 0.0025 0.1776 0.0141 >40 
NS 0.1091 0.0232 4.7023 1 
N2S -0.0035 0.0011 3.0710 1 
D2 -0.0040 0.0030 1.3366 20 
SD -0.0072 0.0027 2.6236 1 
ND 0.0725 0.0235 3.0841 1 
N2D -0.0007 0.0011 0.6497 >40 
R2 = 0.7195 
C = -84.302588 
S 1.2110 0.5207 2.3256 5 
N -13.0861 3.9700 3.2962 1 
P 0.2768 0.4855 0.5701 >40 
K -3.2967 2.0590 1.6011 20 
Table 14. (Continued) 
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Equation3 Significance 
Regression Variate ^ , , level 
number (X^) AY = C + Zb^X^ (b^) t-values % 
MO 2.2227 0.4900 4.5360 1 
S2 -0.0049 0.0017 2.7806 1 
N2 0.5234 0.1974 1.6383 20 
NP 0.0962 0.0528 1.8224 10 
NK 0.0890 0.2064 0.4311 >40 
NS 0.1225 0.0266 4.6060 1 
N2S -0.0032 0.0013 2.4862 5 
R2 = 0.5864 
C = -81.910248 
S 1.2814 0.5012 2.5568 5 
N -11.1624 5.8346 2.9109 1 
P 0.5657 0.4699 1.2039 40 
K -4.4799 1.9920 2.2489 5 
M0 -0.7019 0.6965 1.0079 40 
S2 -0.0046 0.0017 2.7538 1 
N2 0.2000 0.1912 1.0461 40 
NP 0.0572 0.0513 1.1166 40 
NK 0.2535 0.2006 1.2654 40 
NS 0.0931 0.0261 3.5650 1 
N2S -0.0024 0.0013 1.8925 10 
MO 0.3947 0.0692 5.7067 1 
R2 = 0.6181 
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1. Effect of basic variables 
The functional relationship between AY and the basic variables is 
expressed by regression 1 in Table 12, and the partial regression coef­
ficients together with the s(b^), the t-values of the coefficients and 
their probability levels are given in Table 14. The symbol b^ in the 
heading is used as a general notation for the coefficients of each 
variable and represents also the a^'s which have been specifically 
mentioned as the coefficients of m^'s in the earlier section. It is evi­
dent from the F-ratio of regression 1 in Table 13 that the ten basic 
variables accounted for a large sum of squares and explained 56.48% of the 
total variation in AY. A look at the regression statistics in Table 14 
will show that the coefficients of S, S2 and N were highly significant. 
The coefficients of S and S2 were positive and negative, respectively, 
meaning that increase in stand levels increased the yield response at a 
decreasing rate. Of special interest was the significance of NS which 
indicated a strong, positive interaction between the two variables 
towards increasing the yield response. Similar also were the cases with 
the NP and NK interactions. These interactions are not uncommon in this 
field. Pesek et al. (1959) and Schwanke (1963) reported positive inter­
action between nitrogen and stand levels and Heady et al. (1955) and 
Voss (1962) reported positive NP interaction whereas Englehorn et al. 
(1964) observed positive N(PK) interactions in continuous com culture. 
The yield response to N will be discussed at a later stage. 
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2. Effect of site variables 
Regression 2, Table 12, included the site variables in addition to 
the basic ones. As seen from the F-ratio of regression 2 in Table 15, 
the site variables accounted for a large sum of squares due to regression 
and increased the R2 to 0.643. Thus the six site variables explained 
additional 7.8%,[100(0.645 - 0.565)], of the total variation in AY. 
The reasons for including the site variables were explained while 
discussing the simple correlation coefficients. Since it is desirable to 
include as diverse climatic conditions as possible with relatively small 
number of years of record available, the possible effects of sites must 
be recognized. By including sites as variables in the multiple regression 
equation, it becomes possible to quantify the aggregate effect of the 
whole universe of unaccounted variables for sites. Thus it helps to 
assess the effects of the sites and to place numerical values to quantify 
them. The multiple regression statistics of regression 2 in Table 14 
showed that the t-values of some of the coefficients of the site variables 
were large and highly significant. Isobe (1962) also observed the site 
effects to be highly significant. 
5. Effect of moisture variables 
A series of computed functions with moisture variables are listed as 
regressions 3 to 8 in Table 12. It will be seen that regression 3 
included the coefficient for the mean ASM, Mq, besides the basic and site 
variables; regression 4 included an additional linear distribution term 
over regression 3 and the subsequent regressions 5, 6, 7 and 8 each 
included one higher distribution coefficient over the previous one. Thus 
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regression 8 included all the six moisture variables besides the basic 
and site ones. 
The primary interest in this study was to evaluate the effect of the 
distribution of ASM on yield response of com to fertilizer N. Therefore, 
the comparative effect of each of the distribution coefficients can be 
evaluated by determining separately the additional sum of squares ac­
counted for by each of them and all of them together, after removing the 
effects of other variables from the sum of squares due to regression. 
This may be carried out by computing the sum of squares due to regression 
of AY on all factors and subtracting from it the sum of squares due to 
regression on all other factors except the one or those to be evaluated. 
Thus the difference is the additional sum of squares accounted for by the 
particular factor or factors being evaluated. A comparison of this 
amount of additional sum of squares and the F-ratio therefrom gives a 
measure of the relative importance of the factor or factors on yield 
response. 
Included in Table 13 are the additional sums of squares and the 
F-ratios for each of the six distribution coefficients of the mean ASM 
from regressions 3 through 8. Regression 8, containing the six distribu­
tion coefficients along with the basic and site variables, is given in 
Table 14. The mean ASM, MQ, accounted for a very large sum of squares and 
with its inclusion in the regression equation, additional 3.7%,[100(0.680 
- 0.643)], total variation in AY was explained, thus increasing the R2 
to 0.680. The linear, Mj_, and the quadratic, M2, coefficients did not 
account for significant sums of squares but the cubic coefficient, M3, 
did account for a significant sum of squares at the 5% level. Thus the 
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linear effect of the distribution of ASM was weak and negative. Isobe 
(1962) also observed similar behavior of the linear effect of the distribu­
tion of rainfall on nitrogen in corn tissues. The quadratic effect was 
small, positively but the cubic effect was large, negatively. Isobe 
(1962) observed quadratic and cubic effects to be significant. Carmen 
(1963) also reported that addition of quadratic and cubic orthogonal 
2 terms gave an appreciable increase in the values of R . It may be re­
called that the simple correlation coefficients of both linear and 
quadratic terms were non-significant. Thus their contributions in multiple 
regression did not improve greatly. It was apparent that the curvilinear 
effects were much greater than the linear one and, therefore, the latter 
did not show up strongly even when evaluated on a more comparative basis 
as provided by the multiple regression technique. 
It is of interest to note that the t-value of the coefficient of Mq 
was highly significant and the coefficient was large and positive (re­
gression 8, Table 14) indicating that the higher the mean ASM, the greater 
would be the yield response. The linear coefficient gives the slope of 
the curve at the intercept and the coefficient of the quadratic term is 
the rate of change of the curve from linearity. Thus when the quadratic 
and cubic terms are significant they change the curve of ASM from the 
linearity at a greater rate. This is bound to have a greater effect on 
the yield response than the linear term. Furthermore, the significance of 
the t-values and the magnitude of the individual coefficients from MQ to 
Mg showed the effect of the distribution of the ASM per se besides 
explaining 4.47%,[100(0.6877 - 0.6430)], of the total variation. 
Regression 9 in Table 12 is the same as regression 8 but without 
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the site variables. Therefore, a comparison of the regression statistics 
of regression 9 with regression 8 in Table 14 will show the effect of 
inclusion of the site variables on the distribution coefficients. The 
elimination of site variables not only explained much less variation but 
also changed both the magnitude and significance of the coefficients of 
the moisture variables. Non-inclusion of site variables reduced the 
significance level of the coefficient of the MQ, M4 and M5 and increased 
the same for and M5. Thus the effects of these distribution coef­
ficients were dependent on whether the site variables were included in 
the regression. Isobe (1962) also reported a similar observation. 
The effect of the distribution of one additional inch of ASM on the 
yield response will be discussed later. 
4. Nitrogen-moisture interaction 
Since it is generally known that the response to N depends on the 
availability of soil moisture, the study of nitrogen-moisture interaction 
should be of interest. A series of functional relationships between the 
moisture variables and the nitrogen-moisture interaction terms are listed 
as regression 10 through 15 in Table 12. It may be seen that regression 
10 included MQ and NMQ besides the basic and site variables; regression 
11 contained Mj and over regression 10, and so on for the subsequent 
regressions. Regression 15 contained all the moisture and N-series 
variables besides the basic and site ones. In Table 13 are shown the "S 
additional sums of squares accounted for by regressions 10 through 15 over 
the previous ones and the F-ratios for the same. It may be pointed out 
that the additional sums of squares calculated for regression 11 through 
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15 in Table 13 stand for both the interaction of N with the distribution 
coefficient and the corresponding distribution coefficient. Regression 
15 is listed in Table 14 along with the t-values of the partial regression 
coefficients. 
As seen from regression 10 in Table 13, the NMQ accounted for a very-
large sum of squares. The coefficient of NMQ in regression 15, Table 14, 
was highly significant and positive, indicating strong positive inter-
2 
action between N and the mean ASM. A comparison of the R -value of 
regression 10 with that of regression 3 showed that NMQ explained an 
additional 3.5%, [100(0.715 - 0.680)], of the total variation in AY. A 
2 
similar comparison of R -values between regressions 10 and 2 showed that 
both MQ and NMQ together explained 7.2%, [100(0.715 - 0.643)], of the 
total variation in the yield response. Thus both these variables were 
comparatively very strong, individually, in explaining the variation. The 
interactions of N with th£ linear and quadratic distribution coefficients 
were not significant. The F-ratio of the additional sum of squares due 
to M~ and NMg in regression 13 was significant but it may be recalled that 
M3 alone in regression 6, Table 13, accounted for a significant sum of 
squares. The effect of NM„, therefore, was small. The probability levels 
of the t-values of the coefficients of the interactions of N with all the 
distribution coefficients except that of NM-, showed that the interactions 
were appreciable with all of them and the six variables of N-series 
helped increase the R2 to 0.731 in regression 15 (Table 14). 
A look at the signs of the interaction terms in regression 15, Table 
14, will show that the positive sign of NMQ means that the higher the N 
\ 
level and higher the mean ASM, the greater would be the yield response. 
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Several workers (Larson et al., 1950; Long, 1953; Tilo, 1957) have reported 
similar positive interaction between N and moisture. The coefficient of 
NMj_ was negative. The negative linear distribution coefficient of the 
ASM in this study meant that the ASM was decreasing from Mq with time 
and hence with decrease in ASM, the interaction NMj will be negative, 
i.e., the interaction will be decreasing with the negative increase of the 
linear orthogonal distribution coefficient. This would be particularly 
so at higher levels of N. The yield response surface due to N and MQ 
will be discussed later. 
5. Interaction of mean ASM with the distribution coefficients 
If two similar soil profiles having identical slopes of distribution of 
ASM over time but differing widely in respect of the mean ASM are visualized, 
then both of them, presumably, may have varied yield responses to N. The 
opposite condition with same mean but different slopes of distribution of 
ASM could also be visualized, and the yield responses to N might in all 
possibilities be different. In other words, this would be the situation if 
the mean ASM interacted with the distribution of ASM over time. Under this 
hypothesis, the interactions of the mean ASM with the orthagonal distribu­
tion coefficients were studied. The functional relationships between AY 
and the variables for the interactions of the mean with the distribution 
coefficients of the ASM are given step-wise by regressions 16 through 20 
in Table 12. Regression 16 contained MQ, M% and MQM^; regression 17 
included MQ, MJ_, M2 and MQM^, MQM2 and so on besides the basic and site 
variables. The additional sums of squares accounted for by the inter­
action terms together with the corresponding distribution coefficient 
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are given for regressions 16 through 20 in Table 13, and the partial re­
gression coefficients of regression 20 are given in Table 14. As shown 
by ^ ti^e F-ratio of the additional sum of squares from regression 16 in 
Table 13, the MgM^ did not account for any appreciable variation in the 
yield response. MgM2 accounted for a significant sum of squares as shown 
by the F-ratio of 17A and 17B in Table 13. In 17A, although the additional 
sum of squares stood for Mqmi and MgM2, the effect was largely due to 
MQM2 since MQMJ was a very insignificant variable. This could also be 
confirmed from regression 17B. Although the additional sum of squares in 
17B stood for M2 and MqM2, the effect was largely due to MqM2 since the 
; effect of M2, as discussed earlier, was very small. The significant 
F-ratio for regression 18, Table 13, was a combined effect of M3 and 
MqMj, since M3 was shown to be significant in regression 6. Likewise, 
the additional sum of squares in regression 19 mostly stood for MQM4, 
since the variable M4 was very insignificant (regression 7, Table 13) 
in explaining any variation in the yield response. It was, thus, seen 
that the mean ASM interacted largely with the curvilinear terms more than 
with the linear term of the orthogonal distribution coefficients. 
A look at the signs and significances of the coefficients of the Mq-
series in regression 20, Table 14, showed that all the coefficients except 
that of MqMj were positive, their t-values had high probability and the 
inclusion of the five Mg-series variables increased the R2 to 0.711. 
It may be pointed out that Fisher (1924) did not consider such a possible 
interaction of the mean with the distribution of the rainfall. Neither 
Houseman (1942) nor Gomez (1960) Besson (1961), and Pallesen and Laude 
(1941) included such possible interactions in their studies. It is 
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observed from the partial regression coefficients of the interaction terms 
in regression 20, Table 14, that such interactions did exist, and in­
clusion of such interaction terms in the multiple regression explained 
about 2.36%, [100(0.7113 - 0.6877)], of the total variation in the yield 
response. Therefore, the null-hypothesis that such interactions were 
possible could not be rejected. 
6. Complete regression 
After considering the effects of each set of variables separately, 
the combined effect of inclusion of all the variables in explaining the 
variation in the yield response was studied. The variables included in 
the complete regression 21 are shown in Table 12 and the F-ratio in 
Table 13. The partial regression coefficients and their t-values for the 
regression 21 are listed in Table 14. This regression with 33 variables 
increased the R2-value to 0.7532 which was the maximum value obtained in 
this study. Thus about 75.3% of the total variation in the yield response 
could be attributed to 33 variables leaving about 24.7% of the total 
variation unexplained. 
In studying the influence of precipitation, temperature, fertility 
levels and cropping sequence, Carmen (1963) explained about 50% of the 
total variation in continuous com yields. Gomez (1960) attributed almost 
65% of the total variation to 28 variables in studying the yield responses 
of oats to fertilizer P when he described distribution of the rainfall 
by a fourth degree polynomial. Besson (1961) also attributed 65% of the 
total variation to 26 variables in the study of the yield response of 
mixed meadow to fertilizer P, where the distribution of rainfall was 
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represented by a fourth degree polynomial function in time. All these 
studies using distribution of rainfall left about 35% of the total varia­
tion unexplained. 
One of the reasons for leaving a relatively large portion of the 
total variation unexplained in those studies where the distribution of 
rainfall was represented by some function in time, was the assumption 
that all that rains was available to the plant. This would be far from 
the truth since it is known that part of the rainfall is not available to 
the plant on account of runoff, evaporation, percolation, etc. The 
hypothesis of this investigation that ASM estimated from the rainfall by 
considering runoff, évapotranspiration and other plant and soil character­
istics would be able to explain some more of the unexplained portion of 
the total variation in the yield response, was not rejected from the fact 
that the complete regression 21 explained over 75.3% of the total variation 
in the yield response. This left only 24.7% of the total variation 
unexplained. 
The unexplained variation in the yield response may be due to 
several causes, some of which are the errors of measurement, model and 
response. It may also be due to non-accounting of some known variables 
for lack of quantification and other unknown factors. 
7. Effect of non-stress days 
Although these investigations were not designed to study the effects 
of non-stress days as compared to the distribution of ASM, a few re­
gression equations with non-stress days were studied for the purpose of-
preliminary evaluations. The functional relationships of the regressions 
» 
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of the yield response on non-stress days are shown by regressions 22 through 
25 in Table 12, and their F-ratios in Table 13. The partial regression 
coefficients together with their t-values for regression 24 are listed in 
Table 14. 
When variables D, D2 and SD were included besides the basic and site 
variables, as in regression 22, the three variables explained additional 
3.47%, [100(0.6777 - 0.6430)], of the total variation over ^regression 2. 
When the interaction terms ND and N2D were included as in regression 24, 
the R2-value increased to 0.7195. Thus the five non-stress day variables 
explained about 7.65%, [100(0.7195 - 0.6430)], of the total variation 
in AY. It was shown earlier while discussing the effects of moisture 
variables that MQ alone in regression 3 explained 3.7% of the total 
variation, and MQ and NMQ together explained 7.2% of the total variation 
as pointed out while discussing the nitrogen-moisture interaction. Thus 
the variation explained by the five variables of non-stress days, namely, 
D, D2, SD, ND and N2D, was a little over that explained by MQ and NMQ 
together. 
No advantage was obtained by dividing total number of non-stress days, 
0, into D% and D2. On the other hand, there seemed to be a slight dis­
advantage in such a division as seen from the reduction in R2-values of 
regressions 23 and 22 (Table 13). However, this might also be due to non-
accounting of the SD interaction in regression 23. Similar also was the 
case when the R2-values of regressions 25 and 24 were compared. In general, 
therefore, either the total non-stress days or dividing them into two 
periods, D^ and D2, explained about the same amount of variation in the 
yield response. Studying the effect of weather on com yields, Dale (1964) 
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observed that all the regressions with total non-stress days in 6 weeks 
before and 5 weeks after the silking date had slightly higher correlations 
with corn yields of 4-year rotation plots (R^ = 0.884 for 1953-62) than 
those using the summation period 5 weeks before and 5 weeks after the 
silking date (R^ = 0.865), and lengthening the period of non-stress days 
summation beyond these two intervals reduced the correlation of these 
variables with plot yeilds. 
Although dividing the total number of non-stress days into periods 
is supposed to show the effect more vigorously, this was not the case 
here. Dividing the total number of non-stress days into two periods, 
non-stress days during 50 days before (D^) and those during 50 days after 
/ 
(D2) the silking date, apparently is too crude to show any distributional 
effect of a non-stress day. Ewalt et al. (1961) concluded that correlating 
corn yields with the total number of drouth days per growing season 
resulted in low coefficients of determination, since the method ignored the 
effect of distribution of drouth throughout the growing season. Further­
more, the results were not significantly improved when corn yields were 
correlated with the number of drouth days per month during the growing 
season, but the results were improved when the corn yields were correlated 
with the number of drouth days per week. 
Although moisture conditions could either be described by a polynomial 
function in time or by the total number of non-stress days, both methods 
have restricted comparisons. In a polynomial function of a fifth degree, 
the moisture is represented by 6 degrees of freedom but in total non-
stress days, it is described by only one degree of freedom. With this 
restriction in the background, it could, generally, be said that 
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describing the ASM by a polynomial technique would explain more variation 
in the yield response than that by non-stress days. However, this con­
clusion should be considered only preliminary until a rigorous investiga­
tion is made. 
F. Response Studies 
1. Response to nitrogen 
Response curves for i-i were calculated from regression 1 in Table 14, 
after fixing the stand at 15,000 plants per acre. This was about the 
mean stand for 76 site-years and 406 experimental units. The graphs in 
Figure 5 showed good response to N, and large, positive NP and NK inter­
actions. In the absence of fertilizer P and K, the maximum yield 
response of 45.6 bushels per acre was predicted with 164.6 lb. N. As 
against that, with P and K applied at 35 and 50 lb., respectively, the 
maximum yield response of 58.7 bushels was predicted with 195.2 lb./ac. 
In. Heady et al. (1955) and Voss (1962) also obtained positive NP inter­
action, and IZnglehorn et al. (1964) reported a H(PK) interaction. 
2. Response to mean available soil moisture 
Response to mean ASM, HQ, was calculated from regression 26 in Table 
14, after fixing N + P + K at a level of 50 + 35 + 50 lb. per acre and 
stand at 15,000 plants per acre. Because regression 26 did not contain 
any of the nutrient-moisture interaction terms, any level of nutrients 
would only change the intercept but not the slope of MQ. The levels of 
MQ were varied from 0 to 12 inches of mean ASM. The mean ASM for each 
site-year is listed in Table 15. It would be observed from the table that 
the minimum and the maximum values of the mean ASM for all site-years 
1 
Figure 5. Yield response of corn to fertilizer nitrogen at two levels 
of P and K, and stand fixed at 15,000 plants per acre 
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were 1.406 and 9.987 inches respectively. If 1956 which was an exception­
ally dry year, was not considered, the minimum mean ASM was 3.315 inches. 
A mean of 12 inches, therefore, would certainly be an extrapolation beyond 
the available field capacity (AFC) for some of the sites since the AFC 
varied from 8.70 to 11.40 inches (Table 3). However, since the response 
equation involved only the linear term of MQ, the response line could be 
cut at any level of ASH without any difficulty. 
Table 15. Mean available soil moisture, inches of water, in 5-foot 
profile during 16 periods, by years for seven locations2-
Site designation 
Year 1 2 3 4 5 6 7 
1952 - 8.785 
-
- 6.555 -
-
1953 4.111 7.294 - - 7.514 - -
1954 4.262 7.341 - - 6.700 5.946 5.858 
1955 5.154 5.251 2.793 - 4.851 4.097 3.980 
1956 1.604 2.892 1.406 - 2.404 3.478 1.732 
1957 5.778 4.162 3.315 - 4.881 5.793 7.352 
1958 7.837 9.987 7.199 3.974 7.295 7.163 9.610 
1959 5.908 8.707 5.912 4.131 5.737 4.376 8.543 
1960 6.436 7.850 8.286 6.134 8.662 6.260 8.378 
1961 6.716 5.597 6.075 4.967 8.442 6.432 9.739 
1962 6.091 8.793 9.037 8.190 8.138 8.903 7.701 
1963 5.736 4.983 7.361 4.636 5.916 7.028 7.415 
aFor available field capacity, see Table 3. 
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The plot in Figure 6 showed a small linear response to the mean ASM. 
The response at a fixed low level of N was, primarily, limited by lack of 
N. The yield response below 3 or 4 inches of mean ASM would also normally 
be an extrapolation and a situation with a zero mean normally never 
arises in the field and hence it is not plotted. The overall estimated 
mean ASM for 70 site-years was 6.13 inches which was 60.46% of the 
average AFC for 7 sites. It could be seen from the graph that at 6.13 
inches of Mq, about 24.5 bushels of yield response was predicted for 50 
lb. N and 30 and 50 lb./ac. P and K, respectively. 
3. Response surface for nitrogen and moisture 
Yield response with varied levels of N and mean ASM was calculated 
from regression 27 in Table 14. Stand was fixed at 15,000 plants, P at 
35 lb. and K at 50 lb. per acre. This reduced the response equation to: 
AY = 1.7193 + 0.37633N - 0.001571N2 
- 0.7019M0 + 0.03947NM0 (11) 
The levels of N were varied from 0 to 240 lb./ac., and those of Mq 
from 0 to 12 inches. The estimated mean ASM varied from 1.406 to 9.987 
inches for all site-years, and if 1956 which was an exceptionally dry 
year, was not considered, the minimum mean ASM was 3.315 inches (Table 15). 
It should, therefore, be pointed out that both ends of the levels of Mq 
in the response surface are extrapolations since zero mean ASM would, 
normally, never be reached in the field and 12 inches would be much beyond 
the AFC for some sites (Table 3). Hence, yield responses at these 
extremes must be interpreted with caution. However, the complete graph 
/ 
x 
Figure 6. Yield response of corn to mean available soil moisture, in 
inches of water at 50, 35 and 50 lb. per acre N, P and K, 
respectively, and stand at 15,000 plants per acre- / 
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is given for purposes of better illustration. 
The yield response surface plotted in Figure 7 showed a very strong 
interaction between nitrogen and nean ASM, and the highest yield response 
of 106.8 bushels per acre was predicted at the maximum levels of N and I-IQ. 
It may also be observed that at 200-lb. N level, nitrogen limited the 
yield response beyond 8 inches of mean ASM. Similarly, at 240-lb. N level, 
MQ was limiting the yield response up to 8 inches of mean ASM, and the 
yield responses were further increased at 240-lb. N level when the mean 
ASM was increased to 10 and 12 inches. 
The small negative yield responses at zero nitrogen and increasing 
levels of Mq might, in most probability, be due to the extrapolation 
beyond the estimated values of mean available soil moisture (Table 15) and 
the incorrect use of the function at zero input of N. hence, no importance 
is attributed to those negative yield responses. The response to MQ was 
linear because the Equation 11 involved only the linear term for the mean 
ASM. 
The overall AFC of seven sites was 10.15 inches (Table 3), and at 
this level of mean ASM, yield response of 90.57 bushels per acre was pre­
dicted at 240-lb. N level. The overall mean ASM of 70 site-years was 
6.15 inches. From the nitrogen response curve for P and K at 55 and 50 
lb., respectively, in Figure 5, maximum yield response of 58.7 bushels was 
predicted with a 195-lb. N level and the yield responses decreased there­
after with additional application of nitrogen. On the other hand, the 
response surface of Figure 7 predicted highest yield response of corn at 
240 lb. N and 12 inches of mean ASM. Since the yield response curves in 
Figure 5 were at 6.13 mean ASM, it can be concluded that the yield responses 
Figure 7. Yield response surface for nitrogen (N) and mean available 
soil moisture (ASM) when stand is fixed at 15,000 plants and 
P and K at 55 and 50 lb. per acre, respectively 
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at high fertility levels in Figure 5 were negative because of lack of 
higher levels of moisture. 
4. Distributional effect of available soil moisture 
The varying effect of ASM over the time period on the yield response 
can be evaluated by examining the partial regression coefficients of the 
m^'s. In order to quantify the distributional effect of ASM,-and for 
that matter the weather, apart from the effects of factors other than the 
basic ones, regression 9 in Table 14 was selected. It may be recalled 
that m^ was equal to 2Çjjmj. and, hence, regression 9 may be written as 
the equation 
AY = -85.4655 + 1.2009S - 13.3311N + Û.1313P - 2.4896K 
+ 2.3153ZCi0mi - 4.525515-^nK + 0.0219Z^^m. 
- 3.227iz|.„ia. - 0.0796IÇ. m. - 0.5580ZC m. lO 3L 14 1 lb 1 
- 0.0050S2 + 0.3467N2 + 0.1002NP + 0.0671NK 
+ 0.1246KS - 0.0034N2S (12) 
where A? was the yield response. 
The effect of an additional inch of ASM above average on yield 
response of corn for each time period may now be computed from the 
Equation 12 by taking the partial derivative with respect to nij_ and 
evaluating the partial derivative for each of the 16 time periods. 
The partial derivative with respect to is 
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— = 2.3153ZÇi0 - 4.5255ZÇil  + 0.0219zq2 
- 3.2217lZÇi3 - 0.0796ZÇi4 - 0.5580ZÇi5 (13) 
Since the original partial regression coefficients for the distribu­
tion of ASM were coded as explained earlier, the decoded Equation 13 would 
be 
9 AY •» — i — o -» 
^-= 2.3153ZÇi0- 4.5255(lOi)ZÇil + 0.0219Q02) zq2 
i 
- 3.2271(l53)ZÇi3 - 0.0796(l55)ZÇi4 - 0.5580(lÔ3)zq5 (14) 
where 3AY/3m^ is the change in yield response with one additional inch of 
ASM over the mean, at the overall mean nutrient levels, and at any given 
time interval. 
The numerical values of listed in Table 16 were taken from 
Anderson and Houseman (1942). From the table of values of the orthogonal 
polynomials, it is seen that the last half of the values are the same 
as the first half except that they appear in reverse order. The values 
of the first half of £]_, and Cg have the opposite signs of those for 
the second half, whereas the values of the first half of £2 and Ç4 
have the same signs as those of the second half. 
The numerical value of the partial derivative (Equation 14) for the 
first time period is the algebraic sum of the products of the coef­
ficients and the respective l^j's and is given as 
i 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
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2.3153(1) - 4.5255(1Ô1)(-15) + 0.0219(1Ô2)(35) 
3.2271(1Ô3)(-455) - 0.0796(10^)(273) - 0.5580(lô3) 
(-143) (15) 
: 10.6376 
Values of the orthogonal polynomials, Çjj (From Anderson 
and Houseman, 1942) 
So 4 %3 %4 S 5 
-15 35 -455 273 -143 
-13 21 -91 -91 143 
-11 9 143 -221 143 
-9 -1 267 -201 33 
-7 -9 301 -101 -77 
-5 -15 265 23 -131 
-3 -19 179 129 -115 
-1 -21 63 189 -45 
1 -21 -63 189 45 
3 -19 -179 129 115 
5 -15 -265 23 131 
7 -9 -301 -101 77 
9 -1 -267 -201 -33 
11 9 -143 -221 -143 
13 21 91 -91 -143 
15 35 455 273 143 
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The values of 9 AY/9m for the subsequent time intervals are computed 
in the same manner and are listed in Table 17. A graphic representation 
of the partial derivative for each time period showing the effect of 
one additional inch of available soil moisture above average is shown 
in Figure 8. Also shown on the same graph is the mean ASM for each time 
interval over 70 site-years. The point £ on the horizontal axis is the 
silking date of corn at the end of 10th period. It may be pointed out 
that the graph a in Figure 8 shows the rate of change, 9AY/3m , of the 
change in Y since AY is the change in Y over the check plot. 
It is seen from the plot a in Figure 8 that the rate of change in the 
yield response to N decreased with one additional inch of ASM over the 
mean. The greatest effect of one additional inch of ASM over the mean was 
predicted in the first period. As the time advanced, additional moisture 
over the mean had less and less or decreasing effect and after 12th 
period, i.e., about 10 days after silking there was shown a negative 
effect. \ 
According to Hanway (1962) the rate of dry matter accumulation 
between July 2 and September 4 is essentially a linear function of time. 
Hence, both nitrogen and moisture should be available in quantity before 
and during the early periods of dry matter accumulation, and N would be 
utilized more efficiently if sufficient moisture were available in the 
early periods. Besides, N-fertilized corn develops a deeper and more 
extensive root system during the early part of the growing season than 
does un-fertilized corn (Kmoch et al., 1957; Linscott et al., 1962; 
Jordan et al., 1958). Thus, for the greatest response to N, higher 
moisture than the mean ASM would be preferable in the early periods and 
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Table 17. Values for 9 A Y/ 9i;v ; effect of one inch of ASM above average 
on the rate of change of the yield response over the 16 
time intervals 
Period a0H0 a l H l  a2^i2 a3^i5 a4^i4 a5%i5 9AY/9m^ 
1 2.3153 6.7882 0.0077 1.4683 -0.0217 0.0798 10.6376 
2 2.3153 5.8831 0.0046 0.2937 0.0072 -0.0798 8.4097 
3 2.3153 4.9780 0.0020 -0.4615 0.0176 -0.0798 6.7716 
4 2.3153 4.0729 -0.0002 -0.8616 0.0160 -0.0184 5.5240 
5 2.3153 3.1678 -0.0020 -0.9714 0.0080 +0.0430 4.5607 
- 6 2.3153 2.2627 -0.0033 -0.8552 -0.0018 0.0731 3.7908 
7 2.3153 1.3577 -0.0042 -0.5777 -0.0103 0.0642 3.1450 
8 2.3153 0.4526 -0.0046 -0.2033 -0.0150 0.0251 2.5701 
9 2.3153 -0.4526 -0.0046 0.2033 -0.0150 -0.0251 2.0213 
10 2.3153 -1.3577 -0.0042 0.5777 -0.0103 -0.0642 1.4566 
11 2.3153 -2.2627 -0.0033 0.8552 -0.0018 -0.0751 0.8296 
12 2.3153 -3.1678 -0.0020 0.9714 0.0080 -0.0450 0.0819 
13 2.3153 -4.0729 -0.0002 0.8616 0.0160 +0.0184 -0.8618 
14 2.3153 -4.9780 0.0020 0.4615 0.0176 0.0798 -2.1018 
15 2.3153 -5.8831 0.0046 -0.2937 0.0072 0.0798 -3.7699 
16 2.3153 -6.7882 0.0077 -1.4683 -0.0217 -0.0798 -6.0350 
t 
Figure 8. (a) Distributional effect of one additional inch of ASM 
over mean on the rate of change of the yiela response 
over the 16 time intervals, and (b) the mean ASM 
over 70 site-years for each time period. The point 
c on the horizontal axis is the silking date of corn. 
3AY/3mj BUSHELS PER ACRE PER INCH 
m œ 
l\) 4^ O) 
MEAN ASM IN INCHES 
oo O 
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as time advances, this additional moisture will have less and less effect 
in increasing the yield response to N. This effect of one additional 
inch of ASM over the mean is called a 1climatological effect' and was 
explained by Dale (1964). An extra inch of moisture in period 1, for 
example, assures almost an extra inch in the subsequent periods if the 
same average weather prevails throughout. Since the response is measured 
in terms of grain yields at the end of the season, only the average, effect 
of the moisture is measured and it is not possible to measure the yield 
responses separately for each period. Therefore, since there is a 
climatological effect involved in every additional inch of moisture over 
the mean occurring at any period, the earlier the additional moisture 
occurs the better yield response it would give. This is precisely shown 
by the graph £ in Figure 8. 
The correlation studies of com yield with rainfall have shown that 
the greatest effect of rainfall on yield was observed during the period 
around silking (ROOD, 1954; Smith, 1914; Haylett, 1950; Wolfe, 1925; 
Long, 1955 and Kiesselbach, 1950). Houseman (1942) observed that the 
average value of an inch of rainfall in a five-day period increased from 
a low in May to a peak at the end of July, and at the peak, an inch of 
rain in the five-day period increased the yield of corn about 5.6 bushels 
per acre. Cordner (1942) concluded that irrigations applied to sweet 
com first at silking time and later while the ears are developing, were 
most beneficial. Looking from these observations, the graph a in Figure 8 
apparently contradicts the notion that higher water supply at silking 
time has the greatest effect on yield. But actually it does not do so. 
It should be pointed out again that the graph shows the rate of change 
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of the change (AY) in yield (Y). For a simple explanation, imagine two corn 
plots with and without moderate application of fertilizer N. If both plots 
are given extra water at about silking time, both would give higher total 
grain yield than that if the water were not applied at this time but 
the yield response due to N (AY) would not change much whether or not 
water was applied. This is because it is very late in the stage of the 
crop to get higher yield response due to N. On the other hand, if ad­
ditional water was applied in the early periods, besides getting the 
climatological effect as explained earlier, the nitrogen-moisture inter­
action will be manifested vigorously and the yield response (AY) would 
be much larger than when the water was applied at silking time. Thus 
the change in AY would be positive and large with one additional inch of 
mean ASM at period 1 than at period 10 as shown by the graph a in Figure 8. 
The plot b in Figure 8 for the overall mean ASM indicated that the 
mean ASM was highest in the beginning and was decreasing continuously 
over the time interval till it reached the lowest value at the end of the 
period. 
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V. SUMMARY AND CONCLUSIONS 
In order to study the influence of weather on the yield of com, the 
most common factors used in the past for the correlation studies have been 
temperature and precipitation. Extensive review of literature, however, 
showed an overwhelming evidence that if some measure of available moisture 
in the soil could be used in the correlation and multiple regression 
studies instead of rainfall data, a better part of the hitherto unexplained 
variation could be better explained. This study was, therefore, under­
taken with the objectives of estimating available soil moisture (ASM) 
for corn and studying effects of the distribution of the ASM and its 
interaction with the mean ASM on the yield response of com to fertilizer 
nitrogen. 
For this study, yield of continuous com plots with several annual 
fertility treatments in the sub-plots were taken from each of the eight 
experiments on seven Experimental Farms of Iowa State University. In 
the fertility treatments, 9 levels of N varied from U to 240 lb. per acre 
annually. Five annual levels of P and 3 of K were included mainly to 
help remove their deficiencies so that they did not limit the response 
to N. A total of 76 site-years' yield and stand data was thus taken for 
the regression studies. 
Available soil moisture in the 5-foot profile was estimated for each 
day from June to mid-September and for 70 site-years by the moisture 
budget method of Shaw (1963). A critical period of 80 days—50 days 
before and 30 days after silking date of com—was divided into 16 
periods of 5 days each and the mean ASM for each 5-day period was worked 
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out. Plots of mean ASM during the 80 days by years for each site showed, 
in general, that the mean ASM was much higher during years from 1958 
through 1965 than that in the previous years. A fifth degree polynomial 
in time was fitted to the mean ASM in each of the 16 periods for each 
site-year to estimate the parameters for the distributional effects of 
the ASM (Fisher, 1924). The polynomial functions accounted for, on the 
average, over 94% of the total variation in the distribution of ASM. 
The six partial regression coefficients were used as independent variables 
in the multiple regression analyses of yield response to N. 
Simple correlation studies showed strong, positive correlations 
between yield response (AY) and stand (S), N, NP, NK, NS, the mean ASM 
(MQ) and NMQ. These and other correlation studies indicated that the 
individual variables explained a small part of the total variation and £ 
comprehensive study by the multiple regression technique was necessary 
to evaluate the importance of the variables. 
Several multiple regression equations with sets of variables were 
fitted to evaluate the individual and combined effects of the variables 
in explaining the yield variance. The following were some of the important 
conclusions. 
1. Over 56% of the total variation in the yield response was 
ascribable to 10 basic variables (Tables 4, 12 and 14) 
involving stand and fertility factors, leaving about 44% 
of the total variation unexplained. The coefficients of N, 
5, NS, NP and NK were appreciably large and positive indicat­
ing their large and favorable effects on the yield response. 
2. The six site variables accounted for a significant sum of 
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squares and their inclusion with the basic variables 
increased the R2 to 0.645. This was not unexpected because 
the sites differed very much in many ways. 
When the six distribution coefficients for the mean ASM 
were added to the basic and site variables, the R2 was 
raised to 0.6877. Thus the six orthogonal coefficients 
explained 4.47% of the total variation in the yield 
response. Of the 4.47%, the mean ASM, MQ, alone explained 
3.70% leaving about 0.77% to be explained by the remain­
ing 5 distribution coefficients. The coefficient of MQ 
was large and positive indicating a' significant positive 
effect of the mean ASM on the yield response. The effect 
of the distribution of the ASM was seen from the magnitudes 
and the significance of the coefficients. It was also 
evident that the effect of the higher order distribution 
coefficients was much stronger than that of the lower order 
terms. This could be seen from the observations that the 
linear and quadratic terms did not account for significant 
sums of squares but the cubic term was significant at the 
5% level. Furthermore, when the site variables were not 
included, the distribution variables explained less variation, 
although the difference was not significant at the 5% level. 
The six interaction terms of i\i with the distribution coef­
ficients together explained about 4.52% of the total 
variation in the yield response. Of the 4.52%, interaction 
of N with the mean ASH, NMQ, alone explained about 3.50%, 
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leaving about 0.82% to be explained by the remaining 5 
interaction terms. The coefficient of NMQ was large and 
positive indicating strong, positive yield response due to 
the interaction. The interactions of N with the higher 
order distribution coefficients were larger than that with 
the linear term. Also Mq and NMq together explained about 
7.20% of the total variation. 
The five interaction terms of the mean ASM with the dis­
tribution coefficients explained additional 2.50% of the 
total variation. MQ did not show appreciable interaction 
with the linear coefficient, , but the interaction MgM^ 
was large. Furthermore, the coefficients of interactions 
of Mq with the higher order terms were larger than that with 
the linear term. 
The coefficient of determination ascribable to 33 variables 
was 0.7552. This was the maximum variation explained in 
this study by the combined effect of all the 33 basic, site, 
moisture, N-series and MQ-series variables (regression 21, 
Tables 12 and 14). This left about 25% of the total 
variation in the yield response unexplained. 
The five variables of non-stress days, D, D2, SD, ND and 
N2D, explained about 7.65% of the total variation. This 
was slightly more than that explained by MQ and NMQ together. 
Dividing the total number of non-stress days into two periods 
of before and after the silking date did not help explain 
any additional variation over that by the total non-stress days. 
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8. The plots of curves for response to N showed strong, positive 
NP and NK interactions. In the absence of P and K, maximum 
yield response of 45.6 bushels per acre at a mean ASM of 
6.13 inches was predicted at 164.6 lb. N/ac. but with 35 
and 50 lb./ac. P and K, respectively, it was 58.7 bushels at 
195.2 lb. N per acre. 
9. Response to the mean ASM at a fixed low level of N was 
s:;iall and restricted by the lack of N. At the overall mean 
ASM of 6.15 inches, yield response of 24.5 bushels per 
acre was predicted. 
10. The yield response surface showed a strong, positive inter­
action between N and moisture, and the highest yield response 
of 106.8 bushels per acre was predicted at 240 lb. N and 
12 inches of mean ASM. At 200-lb. N level, the yield 
response was limited by N beyond 8 inches of mean ASM but 
at 240-lb. N level, ASM limited the response up to 8 inches 
of mean ASM. 
11. The study of the effect of the distribution of one additional 
inch of ASM over the mean showed that the rate of change in 
the yield response to N decreased with time and the greatest 
effect of one additional inch of ASM over the mean which 
was 60.46% of the overall available field capacity, showed 
less and less or decreasing effect and at about 10 days 
after silking, a negative effect was predicted. Thus, for 
better response to N, high ASM in the early stages of com 
growth is more desirable than in the later stages, since it 
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gives a 'climatological effect1. 
In general, these investigations brought out a large response of 
corn to N as also strong, positive interactions between N and P, K, S 
and mean ASM. They also showed a large effect of the mean ASM and the 
significance of the distribution of the ASM. The interactions of the 
mean ASM with the curvilinear terms of the distribution coefficients were 
also demonstrated. It was also brought out that high ASM in the early 
periods was more desirable for greater yield response of.corn to fertilizer 
N. The highest R2-value realized in this study with 53 variables was 
0.7532, leaving about 25% of the total variation in the yield response 
unexplained. This raised an important question: How much variation 
should one be able to explain, knowing the limitations and uncontrolled 
variability involved in large field experiments? This question still 
remains unresolved. 
« 
1 
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