Abstract. For p 12 11 , the eigenfunctions of the non-linear eigenvalue problem for the p-Laplacian on the interval (0, 1) are shown to form a Riesz basis of L 2 (0, 1) and a Schauder basis of L q (0, 1) whenever 1 < q < ∞.
Introduction
Generalized sine functions S p , 1 < p < ∞, were studied by Elbert [6] as Dirichlet eigenfunctions for the one-dimensional p-Laplacian equation is the first zero of S p , which is the eigenfunction (normalized by S p (0) = 1) corresponding to the minimal Dirichlet eigenvalue λ = 1 of (1). Elbert also deduced the relation
and considered the higher order eigenfunctions, which are given by S p (nt) with corresponding eigenvalues λ = n p , n = 2, 3, . . .. When p = 2, (1) corresponds to Fourier's equation, S 2 (t) = sin(t), π 2 = π and (3) is the Pythagorean relation.
In [15] ,Ôtani examined analogous functions sin p with the factor (p − 1) on the right side of (1) replaced by 1. Lindqvist [12] , [13] has studied the sin p functions in some detail, noting that hyperbolic versions were introduced as early as 1879. We remark that the S p and sin p functions have become standard tools in the analysis of more complicated equations with various applications, cf. e.g. [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [14] and [16] .
Despite this activity, it seems that analogues for 1 < p = 2 of the standard completeness and expansion theorems for sine functions have not been discussed previously. While the S p and sin p functions can easily be transformed into each other, it turns out that (3) must be modified when S p is replaced by sin p . Since relation (3) simplifies our arguments below, we shall work with S p normalized to the interval [0, 1] . To this end, we define
which comprise eigenfunctions of the nonlinear eigenvalue problem (1) on (0, 1) with y(0) = y(1) = 0, corresponding to eigenvalues λ n = (nπ p ) p , n = 1, 2, . . . . They admit characterizations, e.g., via a modification of Prüfer's transformation [6] and via Ljusternik-Schnirelmann variational characterization [2] .
The functions f n depend on p, and in the case p = 2 they become e n (t) := sin(nπt), n ∈ N, which are proportional to a standard orthonormal basis of the Hilbert space L 2 (0, 1) and form a Schauder basis of the Banach space L q (0, 1) for all q > 1 (see the proof of Theorem 6 below).
Recall that {g n } is a Schauder basis [17, p. 152 ] of L q (0, 1), 1 < q < ∞, if for any g ∈ L q (0, 1), there exist unique coefficients c n , depending continuously on g, so that
as N → ∞. For q = 2, such a basis is a Riesz basis [10, p. 74] if the 2 norm of the above coefficients c n generates a norm equivalent to that in L 2 (0, 1).
The aim of this note is to establish the following Theorem 1. For 12 11 p < ∞, the family {f n } ∞ n=1 forms a Riesz basis of L 2 (0, 1) and a Schauder basis of L q (0, 1) whenever 1 < q < ∞.
Our main device is a linear mapping T of the space L q (0, 1), satisfying T e n = f n , n ∈ N, and decomposing into a linear combination of certain isometries. In Section 3 we show that T is a bounded operator for 1 < p < ∞. In Section 4 we prove boundedness of the inverse for the range 12 11 p < ∞. We should point out that the bound 12 11 for p is certainly not optimal, although it is convenient for explicit calculations. We shall make some remarks at the end about this bound, but we note here that our methods will not reduce it to 1.
Preliminaries
In this section we describe some elementary properties of π p and S p , which will be employed in the sequel. We start with Lemma 2. The number π p in (2) is strictly decreasing in p > 1.
Indeed, a simple computation gives dπ p dp < 0 whenever p > 1. Notice that π p ∞ as p 1 and π p 2 as p ∞. We shall also need the specific value
.
Let x be an arbitrary point in the interval (0, π p /2). By virtue of (3), 0 S p (x) 1 and
Furthermore, by construction, S p (0) = 0 and S p (π p /2) = 1.
Lemma 3. Let p > 1. Then S p is strictly concave on (0, π p /2), and, when p ≤ 2,
Proof. By differentiating (5), one readily sees that
where h(y) :
Remark 4. The above results apply to f 1 : t → S p (π p t) on [0, 1 2 ]. We extend f 1 symmetrically across
it is easily seen that Lemma 3 extends to this situation, and so f 1 is continuous on (0, 1). When p > 2, f 1 (
For any function f on [0, 1], we define its successive antiperiodic extension f * over R + by f * = f on [0, 1], and
Then we extend f 1 over R + via f * 1 , in agreement with [6] . Finally we need a monotonicity property of this function.
Then the proof follows from the fact that (π p ) −1 and (1 − τ p ) −1/p are both positive and strictly increasing in p > 1 for fixed τ ∈ (0, 1).
For the reader's convenience, we depict typical profiles of S p (π p t), together with the limiting cases p = 1 and p = ∞, in Fig. 1 .
Figure 1 3. The operator T
We start by justifying the route we shall take in proving Theorem 1.
Theorem 6.
If there is a linear homeomorphism T of L q (0, 1) satisfying T e n = f n , n ∈ N for In the remainder of this section we define T as a linear combination of certain isometries of L q (0, 1). Then we show that T is a bounded operator satisfying T e n = f n , n ∈ N for all p, q > 1.
As in the above proof, the f n (which belong to L q (0, 1)) have Fourier sine series expansions
An argument involving symmetry with respect to the midpoint x = 1 2 easily shows that f 1 (k) = 0 whenever k is even. Furthermore In what follows we will often denote f 1 (j) by τ j . We first find a bound on |τ j | which will be crucial in the definition of T below. Integration by parts ensures that (11)
where the integrals exist because f 1 ∈ L 1 (0, 1) by Remark 4. In fact (8) shows that
In order to construct the linear operator T , we next define isometries M m of the Banach space L q (0, 1) by M m g(t) := g * (mt), m ∈ N, in the notation of (9) . Notice that M m e n = e mn . 
Proof.
We now define T :
The above lemma, the triangle inequality and (12) ensure that T is a bounded everywhere defined operator with T (Lq→Lq)
We conclude this section by showing that T e n = f n . Indeed, by virtue of (10),
Bounded invertibility of T
In this section we complete the proof of our main result by showing that T has a bounded inverse for all p 12 11 and 1 < q < ∞. Observe that (13), Lemma 7 and the triangle inequality give
Since M 1 = I, [11, p. 196] shows that it suffices to prove
We will carry out the verification of (14) separately for p 2 and p < 2.
Case 1 (p 2). By virtue of (12) and Lemma 2,
On the other hand, Lemma 3 ensures that
This guarantees (14) .
Case 2 (
11
p < 2). By virtue of Lemma 5,
On the other hand, (11), Lemma 2 and the Cauchy-Schwartz inequality yield
Then (4) and (6) give
This completes the proof of Theorem 1.
Remark 8.
A more precise but less explicit statement of Theorem 1 can be given as follows:
There exists p 0 ∈ (1, 12 11 ) such that for p 0 p < ∞, the family {f n } ∞ n=1 forms a Riesz basis of L 2 (0, 1) and a Schauder basis of L q (0, 1) for all 1 < q < ∞.
As already mentioned at the end of Section 1 the value p = 12 11 is by no means the optimal one. For example, our proof already shows that inequality (14) holds also for p ∈ 12 11 − ε, 12 11 with ε > 0 small enough. Numerical results show that (14) holds when p = 1.05, but not when p = 1.04, so the method here will not suffice for all p > 1.
Remark 9. It is obvious that {f n } ∞ n=1 is not an orthogonal basis in L 2 (0, 1) for p = 2. Indeed, the sign of
depends on p and can change as p varies from 1 to ∞. Fig. 2 illustrates the dependence of I 1,3 , I 1,5 and I 3,7 on p.
Figure 2
More values of I i,j , and further numerical experiments with the bases {f n }, can be found at http://drift.cam.zcu.cz.
The limit as p → ∞
Although (1) does not represent a differential equation when p = ∞, we can still discuss the pointwise limits f ∞ n of the f n as p → ∞, constructed as follows. On 0, 2 n we set
, 2 n , and extend it periodically to the intervals
, k ∈ Z. The restriction to [0, 1] is a piecewice linear function whose graph is depicted in Fig. 3 . The analogue of Theorem 1 for p = ∞ follows as for p < ∞, the analogue T ∞ : L q (0, 1) → L q (0, 1) of T being defined via
Remark 10. The results of this paper appear to be useful in numerical approaches to boundary value problems for quasilinear equations involving the p-Laplacian, e.g., of the type considered in [3] and [4] . We hope to report on this elsewhere.
