Rapid increase in the amount of audio data and especially music collections demand an efficient method to automatically retrieve audio objects based on its content. In this paper, based on the Gabor wavelet features, we will propose a method for content-based retrieval of perceptually similar music pieces in audio documents. It allows the user to select a reference passage within an audio file and retrieve perceptually similar passages such as repeating phrases within a music piece, similar music clips in a database or one song sung by different persons or in different languages.
Introduction
The recent emergence of multimedia and the tremendous growth of multimedia data archives have made the effective management of multimedia databases a very important and challenging task. Therefore, developing an efficient searching and indexing technique for multimedia databases becomes very important and have drawn lots of attention recently. As considerable research work has been done on the content-based retrieval of image and video data, less attention has been received for the content-based retrieval of audio data.
In recent years, techniques for audio information retrieval have started emerging as research prototypes. 2, 3, 5, 6, 8, 9, 13, 15, 18, [20] [21] [22] [24] [25] [26] [27] [28] [29] These systems can be classified into two major paradigms. 11, 21 In the first paradigm, the user sings a melody and similar audio files containing that melody are retrieved. This kind of approach 5 is called "Query by Humming" (QBH). It has the disadvantage of being applicable only when the audio data is stored in symbolic form such as MIDI files. The conversion of generic audio signals to symbolic form, called polyphonic transcription, is still an open research problem in its infancy. 21 Another problem with QBH is that it is not applicable to several musical genres such as dance music where there is no singable melody that can be used as a query. The second paradigm 2, 18, 20, 21, 24, 26, 27 is called "Query-by-Example" (QBE), a reference audio file is used as the query and audio files with similar content are returned and ranked by their similarity. In order to search and retrieve general audio signals such as the raw audio files (e.g. mp3, wave, etc.) on the web or databases, only the QBE paradigm is currently applicable. In this paper, we will develop a QBE system that will work directly on real world raw audio data without attempting to transcribe the music.
Wold et al. 24 proposed an approach to retrieve the audio objects based on their content in waveform. In this approach, an N-vector for a given sound is constructed according to the acoustical features including loudness, pitch, brightness, bandwidth and harmonicity. The N-vector is then used to classify sounds for similar searching. This method is only suitable for sounds with a single timbre. Besides, the method is supervised and not adequate to index general audio content. An approach based on the histogram model of the zero-crossing features for searching quickly through broadcast audio data was provided in Ref. 18 . In this approach, a certain reference template is defined and applied on each audio stream to find whether it contains the desired reference sound. The accuracy of the result using this method varies considerably for different types of recording. Besides, the audio segment to be searched should be known a priori in this algorithm. Foote 2 proposed a data driven approach for audio data retrieval by computing the Mel-frequency cepstral coefficients (MFCCs) of an audio signal first. Then a learning algorithm is applied on these MFCCs to generate a quantization tree. Each kind of audio signals is inserted into the corresponding bin in the quantization tree. Cosine measurement or Euclidean distance can be used to measure the similarity between two bins. A QBE system called "SoundSpotter" 20 provides a sound classification tool to classify a large database into several categories and finds the best matches to the selected query sound using state-path histograms. It is also based on the MFCCs representation. Both of the above-mentioned two MFCC-based approaches are not suitable for melody retrieval (e.g. music) since the MFCC-based features do not capture enough information about the pitch content, rather, they characterize the broad shape of the spectrum. In Ref. 27, local peaks in spectrogram are identified and a spectral vector is extracted near each peak.
Since the parameters used in the peak identification algorithm are too many and empirical, they are improper when the source of audio signals is changed.
In this paper, based on the Gabor wavelet features, we will propose a method for content-based retrieval of perceptually similar music pieces in audio documents. It is based on the QBE paradigm and allows the user to select a reference passage within an audio file and retrieve perceptually similar passages such as repeating phrases within a music piece, similar music clips in a database or one song sung by different persons or in different languages. The proposed method consists of four phases: time-frequency distribution (TFD) generation, initial feature extraction, feature selection and similarity measurement. First, the input audio stream is transformed to a spectrogram and divided into clips, each of which contains one-second audio information and will meet the human auditory system (HAS).
30 Second, for each clip with one-second window, a set of initial frame-based features are extracted based on the Gabor wavelet filters. 4,10 Third, based on the extracted initial features, the Singular Value Decomposition (SVD) 1 is used to perform the feature selection and to reduce the feature dimension. Finally, a similarity measuring technique is provided to perform pattern matching on the resulting sequences of feature vectors. Experimental results show that the proposed method can achieve over 96% accuracy rate for audio retrieval and the complexity is low enough to allow operation on today's personal computers and other cost-effective computing platforms. These results demonstrate the capability of the proposed audio features for characterizing the perceptual content of an audio sequence. The paper is organized as follows. In Sec. 2, the proposed method will be described. Experimental results will be presented in Sec. 3. Finally, the conclusions will be given in Sec. 4.
The Proposed System
The block diagram of the proposed method is shown in Fig. 1 . It is based on the spectrogram and consists of four phases: time-frequency distribution (TFD) generation, initial feature extraction, feature selection and similarity measurement. First, the input audio is transformed to a spectrogram, which will meet the human auditory system (HAS).
30 Second, for each clip with one-second window, some
Gabor wavelet filters will be applied to the resulting spectrogram to extract a set of initial features. Third, based on the extracted initial features, the Singular Value Decomposition (SVD) 1 is used to perform the feature selection and to reduce the feature dimension. Finally, based on the selected features, a similarity measure is provided to measure the similarity of audio data. In what follows, we will describe the details of the proposed method.
TFD generation
In the first phase, the input audio is first transformed to a spectrogram that is a commonly used representation of an acoustic signal in a three-dimensional (time, frequency, intensity) space known as a time-frequency distribution (TFD). this is not suitable for the auditory model because the frequency resolution within the human psycho-acoustic system is not constant but varies with frequency.
30
In this paper, the TFD is perceptually tuned, mimicking the time-frequency resolution of the ear. That is, the TFD consists of axes that are nonuniformly sampled. Frequency resolution is coarse and temporal resolution is fine at high frequencies while temporal resolution is coarse and frequency resolution is fine at low frequencies.
30 Given the sampling frequency (Fs) of 44100 Hz, the Hamming window is applied and an audio signal is divided into frames, each of which contains 512 samples (N = 512), with 50% overlap in every two adjacent frames. One example of the tiling in the time-frequency plane is shown in Fig. 2 . Figure 3 shows a schematic diagram of the TFD generation. 
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There are three parts in the TFD generation. In the first part, the N -point DFT (Discrete Fourier Transform) is applied to the original audio signal P 1 (t) to obtain a spectrogram S 1 (x, y). In the second part, a low-pass filter is first applied to P 1 (t) and then the filtered result is downsampled half-size to obtain signal P 2 (t) and the N -point DFT is applied to P 2 (t) to obtain a spectrogram S 2 (x, y). In the third part, a low-pass filter is first applied to P 1 (t) and then the filtered result is downsampled quarter size to obtain a signal P 3 (t) and the N -point DFT is applied to P 3 (t) to obtain a spectrogram S 3 (x, y). Note that the downsampling is conducted after applying a low-pass filtering to the original signal to prevent the aliasing, and the window size for DFT is 512 (i.e. N = 512) in this paper. The frequency resolution ∆f j and the analysis time interval T j in S j (x, y) can be calculated as follows:
Note that the window center at the kth time block in S j (x, y), t k j , is given by
Finally, based on S 1 (x, y), S 2 (x, y), and S 3 (x, y), a spectrogram I(x, y) is obtained according to the following equation:
where N f is the frame number of P 1 (t). From Eq. (3), we can see that in I(x, y), frequency resolution is coarse and temporal resolution is fine at high frequencies while temporal resolution is coarse and frequency resolution is fine at low frequencies. This means that I(x, y) meets the human psycho-acoustic system.
Initial feature extraction
Generally speaking, the spectrogram is a good representation for the audio since it is often visually interpretable. By observing a spectrogram, we can find that the energy is not uniformly distributed, but tends to cluster to some patterns. 17 All curve-like patterns are called tracks. Figure 4 (a) shows that for a musical instrument signal, some line tracks corresponding to tones will exist on its spectrogram. Figure 4 (b) shows some patterns including clicks (broadband, short time), noise burst (energy spread over both time and frequency), tones, and frequency sweeps in a song spectrogram. Thus, if we can extract some features from a spectrogram to represent these patterns, the retrieval should be easy. Smith and Serra 19 proposed a method to extract tracks from a STFT spectrogram. Once the tracks are extracted, each track is classified. However, tracks are not well suited for describing some kinds of patterns such as clicks, noise burst and so on. To treat all kinds of patterns, a richer representation is required. In fact, these patterns contain various orientations and spatial scales. For example, each pattern formed by lines [see Fig. 4(a) ] will have a particular line direction (corresponding to orientation) and width (corresponding to spatial scale) between two adjacent lines; each pattern formed by curves [see Fig. 4(b) ] contains multiple line directions and a particular width between two neighboring curves. Since Gabor wavelet transform provides an optimal way to extract those orientations and scales, 16 in this paper, we will use the Gabor wavelet functions to extract some initial features to represent the needed patterns. Note that in this paper, we will only deal with musical audio signal (musical instrument, song, etc.). The detail will be described in the following section.
Gabor wavelet functions and filters design
Two-dimensional Gabor kernels are sinusoidally modulated Gaussian functions. Let g(x, y) be the Gabor kernel, its Fourier Transform G(u, v) can be defined as follows 10 :
where σ u = 
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Gabor wavelets are sets of Gabor kernels which will be applied to different subbands with different orientations. It can be obtained by appropriate dilations and rotations of g(x, y) through the following generating functions 10 :
where
K is the total number of orientations, S is the number of scales in the multiresolution decomposition, ω h and ω l are the lowest and the highest center frequencies, respectively.
In this paper, we will deal with musical audio signal including musical instrument and song. Most of the current works only deal with the monophonic sources, in this paper we will also consider polyphonic music. Polyphonic music is more common, but it is also more difficult to represent. The most meaningful feeling of human perception for the music data is primarily the pitch and timbre. Both of them are correlated with the tones. For example, the fundamental tone decides the pitch that we hear, and the harmonics decide the timbre. Based on the aboveobservation for the spectrogram [see Figs. 4(a) and 4(b)], we find that some line tracks corresponding to tones will exist in the spectrogram. Thus, if we can extract the features about tones, the retrieval should be easy. Note that in our experiments, we set ω l = 3/64, ω h = 3/4, K = 1 and S = 7.
Feature estimation
Since through our observation, most prominent tracks are near horizontal, in this paper, we only take one orientation that is horizontal. Thus, each Gabor wavelet filter, g mn (x, y), can be briefly represented by g m (x, y). To extract the audio features, each Gabor wavelet filter, g m (x, y), is first applied to the spectrogram I(x, y) to get a filtered spectrogram, the spectrum of which is represented by W m (u, v) called spectrogram spectrum. In this paper, the above filtering process is executed in frequency domain through the following equation:
where F {·} is a fast Fourier Transform. Up to now, there are S spectrogram spectrum with scale m, W m (u, v), to be available. Since, in each audio signal, those tracks appearing in the corresponding spectrum have a certain scale, not all these spectrogram spectrum are used to perform the feature estimation, only the one with the maximum contrast (which corresponds to the track scale) is used. To reach this goal, the vertical profile of the spectrum, P m (u) (m = 1, 2, . . . , S), is constructed as follows:
Let M P be the number of local peaks (u 1 , u 2 , . . . , u MP .) in P m (u), P m (u i ) (i = 1, 2, . . . , M P ) be the magnitudes of these peak points, and
Then the contrast is defined as
Let
then the spectrogram spectrum, W mc (u, v), and the corresponding spectrogram, w mc (x, y), are used for initial feature extraction. Figure 5 (a) shows an example of the Gabor-wavelet filtered spectrogram with the maximum contrast, w mc (x, y). From Fig. 5(a) , we can see that the tracks in the figure are somewhat obscured, to remove this phenomenon, an enhancement process 23 is applied as follows:
where α is set as 1.4 and w f (x, y) is the enhanced spectrogram. Figure 5(b) shows the result of the enhancement process in Fig. 5(a) . An initial feature vector, f , is now constructed using w f (x, y) as feature components. Recall that in our experiments, for each clip, one-second window (M frames) is used for constructing spectrogram. Besides, high frequency components above 
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Fs/4 are discarded to avoid the influence of noise. These will result in a M × Ndimensional initial feature vector
is the spectral vector of each frame in w f (x, y).
Feature selection and representation
The initial features are not used directly for similarity measurement since some features give poor separability among different objects and inclusion of these features will lower down the system performance. In addition, some features are highly correlated so that redundancy will be introduced. To remove these disadvantages, in this paper, the Singular Value Decomposition (SVD) 1 is applied to the initial features to find those uncorrected features with the highest separability.
As for the SVD, it is a well-known technique for reducing the dimensionality of data while retaining maximum information content. It decomposes the data into a sum of vector outer products with vectors representing both the basis function (eigenvectors) and the projected features (eigen coefficients). A subset of the complete basis is selected to reduce data dimensionality. The loss of information is minimized because the basis functions are ordered by statistical salience; thus, functions with low information content are discarded.
Based on SVD, the initial feature vector, f , for each one-second audio clip can be decomposed into the form 7 :
where S is a diagonal matrix containing the singular values of f along its diagonal, and the columns of U and V are the eigenvectors (the basis function) of f f t , and f t f respectively. Then the basis, V, is reduced by retaining only the first k basis functions. That is
And the initial feature vector f is projected to the space generated by V k to get a new feature vector f with the reduced dimension. f is then used to stand for the audio clip as follows:
Note that we will call V k as the basis of f .
Audio retrieval and similarity measurement
In general, audio (multimedia) data searching can be classified into two different strategies: "a-whole-object search", and "in-object search". "A-whole-object search" approach searches for data that is globally similar to the query input; on the other hand, an "in-object search" approach searches for a large piece of data containing a fragment that is similar to the query. A method of using the latter searching strategy can reach the aim of the first searching strategy but not vice versa. Thus, in this paper, the retrieval is performed based on the latter searching strategy. Based on the feature vector introduced in the previous section, the similar audio clip retrieval will be conducted. Before retrieval, it is important to give a good similarity measure. Here, a distance measure is first proposed to evaluate the similarity between two audio clips. In our experiments, the Euclidean distance worked better than others (e.g. Mahalanobis, covariance, etc.) in the space generated by V k .
Similarity measure
For the candidate audio sequence, y c with feature vector
, where l is the number of one-second clips in the audio sequence. That is, y c is divided into one-second clips:
where y j has feature vector f j . For every queried one-second clip, y q , before computing the distance between y q and each of the candidate clip y j , y q should be projected to the basis of y j to get the corresponding feature f q = [x q,1 , x q,2 , . . . , x q,M ] t . Then the distance between one-second clips y q and y j is evaluated as follows:
where j = 1, 2, . . . , l and x q,i − x j,i stands for the Euclidean distance between two vectors: x q,i and x j,i . Then for all j, sort Dist q,j in an increasing order. For the top g clips, we define their grades, Gd q,j , as g, g − 1, g − 2, . . . , and 1, respectively. The clip with the least distance will have the highest grade and be considered as the most similar one. In addition, Gd q,j of all other clips are defined as zero. Note that in this paper, one-second audio clip is taken as the basic distance measurement unit.
Retrieval
For a query audio sequence, y q , with length p-seconds, it is first divided into p successive one-second clips. That is
Next, for each clip y i q (i = 1, 2, . . . , p) and a candidate audio sequence y c , the similarity measure is first performed and the corresponding grades, Gd 
where d i = arg j max Gd i q,j and is the candidate for matching. Finally, based on the set of total grades, Gd T i q, di (i = 1, 2, . . . , p) , the global similarity is defined as
. If the global similarity, Sim, is less than a predefined threshold, mark the query sequence as ambiguous and no query result will be available. Otherwise, the matching clip with the highest similarity to the query can be retrieved according to the following criterion:
where i = 1, 2, . . . , p, and the best matched audio sequence, y o , in the candidate audio sequence will result in the following audio sequence:
Besides, based on Eq. (25) , if the top n matched audio sequence with total grades, Gd T i q,di , are larger than a predefined threshold, they can be considered as the repeating audio sequence of the query.
Experimental Results

Audio database
In order to show the efficiency of the proposed method, we have collected a set of 150 musical pieces (50 musical instruments, 100 songs) with total length about ten hours and more than 10,000 phrases as the testing database. Care was taken to obtain a wide variation in each type such as varied instruments, different languages (English, Chinese, Japanese, etc.), different singers (male, female, or children), and different style (jazz, rock, folk, etc.). These audio clips are stored as 16-bit per sample with 44.1 kHz sampling rate in the WAV file format and are used to test the audio retrieval performance. Note that in order to compare, the testing database includes the dataset described in Refs. 26 and 27, and some of the clips are taken from MPEG-7 content set. 
Experiment results
There are two major factors affecting the performance of the proposed approach, i.e. the number of basis functions used and the length of the query example. In order to examine the performance of the proposed method, we present two experiments. In the first experiment, for each music object in the database, we use its refrain as the query example to retrieve all repeating phrases similar to this refrain. Therefore, 150 queries are performed. This experiment is presented to examine the quality of the proposed retrieval approach with two above-mentioned major factors. As for the second experiment, for each song, there will be two versions which are sung in different languages or by different persons in the database. We use its refrain in a certain version (e.g. the Chinese version) as the query example to retrieve all repeating phrases similar to this refrain in another version (e.g. the English version). This experiment is presented to examine the robustness of the proposed retrieval approach.
In this paper, the performance is evaluated by the precision rates (P r ) and the recall rates (R e ).
12 Note that the recall rate, R e , and the precision rate, P r , are defined as
where N is the number of relevant items retrieved (i.e. correctly retrieved items), T is the total number of relevant items (i.e. correctly retrieved items and the relevant items that have not been retrieved) and K is the total number of retrieved items. The recall rate is typically used in conjunction with the precision rate, which measures the fraction of the retrieved patterns that is relevant. The precision and recall rate can often be traded-off. That is one can achieve high precision rate and low recall rate or the other way round. Tables 1 and 2 show the results of two experiments presented in this paper. In our experiments, the number of retrieved patterns was adjusted to the number of relevant patterns, so the precision and recall rates are the same.
From Table 1 , we can see that the above-mentioned two factors affect the performance of the proposed approach. The more basis functions are used, the higher the recall rate will be. And the longer the length of the query sample used, the higher the recall rate will be. Based on the first experiment, we can see that it is best to perform retrieval using 15 basis functions and two-second length of query sample. From Table 2 , we can also see the same phenomena as Table 1 except for the lower recall rate. Besides, by examining those missing in the experiments based on human judgement as the ground truth, we found two major factors. First, for the first experiment, we find that some errors occur in those searched clips containing a transition, which is made because we simply segment an audio object into several one-second clips uniformly against predividing the audio object into sequences of audio phrases. As a matter of fact, these kind of errors can be reduced by increasing the length of query sequence (i.e. clip number) to get more related information or performing the predivision for the audio phrases. Secondly, we find that some errors occur since the refrains of some songs are performed at different tempo. From these tables, we can see that the proposed retrieval approach for music data can achieve over 96% accuracy. The experiments are carried out on a Pentium II 400 PC/Windows 2000. One hundred and fifty queries can be processed in less than fourteen seconds for 10,000 phrases. In order to make a comparison, we would also like to cite the efficiency of the existing system described in Refs. 26 and 27, which also uses a similar database to ours. The authors reported that their accuracy rates are more than 90%.
Conclusions
Digital audio signals, especially for music are an important type of media. However, few works have been focused on the music databases. In this paper, we have presented a new method for content-based music retrieval to retrieve perceptually similar music pieces in audio documents. In the proposed method, based on the Gabor wavelet filters, the extracted perceptual features are general enough to meet the human auditory system. An accurate retrieval rate higher than 96% was achieved. Furthermore, the complexity is low due to the easy computing of audio features, and this makes online processing possible.
There are several related tasks to be conducted in the future. First, we will work on the other type of audio source such as sound effects and compression domain. Second, we will work on developing an automatic segmentation technique to divide the musical objects into sequences of phrase.
