In this paper we address the problem of choosing the best solution(s) from a set of interpretations of the same object (in our case a segment of text). A notion of preference is stated, based on pairwise comparisons of complete interpretations in order to obtain a partial order among the competing interpretations. An experimental implementation is described, which uses Prolog-like preference statements.
Introduction
In this paper we address the problem of choosing the best solution(s) from a set of interpretations of the same text segment (For the sake of brevity, throughout this text we use the term interpretation, where in fact we should write representation of an interpretation 
What is preference?
In the computational linguistics literature, the term 'preference' has been used in different contexts. We shall mention a few, selectively, (in section 2.1 which may be skipped) and then state our own view (in section 2.2).
Various approaches
Preference strategies have often been used for dealing with the problem of illformed input (a particular case of robustness, cf below section 2.2) (AJCL 1983 , Charniak 1983 .
Following Weischedel and Sondheimer (1983) we distinguish the cases where preference is part of the particular computation being performed (Wilks 1973 , Fass and Wilks 1983 , Pereira 1985 from the case where it is a separate process, run after the results of the computation have been obtained (Jensen et al 1983, Weischedel and Sondheimer 1983) .
A frequent approach to preference is scoring.
A numeric score is calculated, independently, for each competing interpretation and is then used to rank the interpretations.
The best interpretations are then chosen. The score can be the number of constraints satisfied by the interpretation (Wilks 1973 , Fass & Wilks 1983 , where these constraints might be assigned relative weights by the linguist (Robinson 1982 , Charniak 1983 , Bennett and Slocum 1985 or calculated by the computer (Papegaaij 1986 for this we will use the term 'filtering'.
ii Spurious results can be eliminated via comparison of competing representations, where only the best one(s) will have the right to survive; for this we will use the term 'preference'.
It is important to note that we restrict ourselves to reducing l-n translations to (ideally) i-i. We will assume that the 'good' translation is one of the candidates. The problem of forcing the system to come up with at least 1 translation (i.e. do something about possible 1-0 cases) will not be addressed here. In order to avoid confusion we will use the term 'robustness' to refer to this type of problem. We are aware of the fact that we deviate slightly from the standard use of the term preference.
There are two main types of l-n -ness: i linguistically motivated (i.e. real ambiguity in analysis, or true synonymy in generation).
ii accidental, caused by overgeneration of the descriptive devices that define the resulting (or intermediate) interpretations.
Note that overgeneration and ambiguity or synonymy may hide cases of undergeneration (cf the robustness problem).
We define the application of preference as the selection of the best element(s) from a set of competing interpretations of the same object.
According to this definition the scoring and ranking mechanism described in the previous section is a case of preference. -And in that case the number of candidates can be reduced by, for example, letting only the maximal elements survive, or discarding the minimal ones.
Problems with the method
The first (but least serious) problem is that it is not certain that linguists will always be able to make such statements (we will call them 'preference statements') over pairs of representations. Experimentation is necessary.
The second one is more serious: it would be highly unrealistic to expect that the result of applying of the preference statements will be a linear order, in fact there is not even a guarantee that the order will be partial. In general the outcome will be a directed graph.
There are three ways of tackling this problem:
The linguist should try to make the set of preference statements homogeneous and constrained, and should have control over the way in which they are applied, so that he can avoid contradictory statements.
ii One tries to make a formal device that checks whether contradictions can Occur.
iii One tries to compare pairs of competitors in a specific order such that it can be guaranteed that the result is always a partial order.
At the moment (iii) is the most feasible, (ii) the most ambitious, and (i) the most desirable solution. Currently we envisage a combination of (i) and (iii).
The third problem is that of the maximal elements. Ideally there would be just one maximal element, i.e. the preferred representation.
This cannot be guaranteed to be true. 
The proposed implementation
The implementation proposed here is described in very general terms, and can be adapted for a wide range of applications.
We give in the appendix some commented examples specific to our particular context. 
Preference rules

General algorithm
Initially, all competing objects are in the set of non ordered objects N and the set of ordered objects O is empty.
Then, the following is repeated until N is empty: an object is removed from N and is compared to each object of O (if any), then it is added to O.
This algorithm does not ensure that the resulting directed graph of preference relationships among the competing objects has no cycle. Anyway, maximal (minimal) elements can be defined in the following way:
An object E is a maximal (minimal) element if no competing object is better (worse) than E.
Thus an object in a cycle of the graph cannot be maximal (minimal).
To give the user control of how rules are tried on the competing objects, only one distinguished rule is applied to each competing pair.
In the general case it should be a composite rule that just passes its two arguments to the rules of the list, thus ensuring that only these rules are tried and in that order.
The pattern matching mechanism of composite rules is quite powerful.
(see also the appendix): It allows some preferences rule to be applied only to selected objects (satisfying a precondition). It also allows (recursive) exploration of sub-parts of representations (a derivation tree for example), in parallel or not. Finally it enables the user to give priority to some preference rules over some others. Currently it is the user's responsibility to avoid these problems by writing "sensible" rules. In the next section we sketch some possible solutions that are considered for a future implementation. Given two sentences, this set of rules will prefer the one that has the pp attached deeper in the structure than the other (right attachment).
Problems with the implementation
Future directions
This example is restricted to explore only embedded nps.
For both arguments, rule p0 identifies the last daughters of the vp of a sentence s, and passes them to preference rules pl or p2 or p3. Rule pl will prefer a pp attached under an np to a pp (which was attached higher in the structure). Rule p2 will be tried only if pl was not applicable.
It is there for the case the pp is imbedded deeper in the np. Rule p3 is similar to rule p0, except that it takes the last daughters of a np. It is tried only if pl and p2 are not applicable.
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