This chapter introduces the general vision of the Social Semantic Desktop (SSD) and details it in the context of the NEPOMUK project. It outlines the typical SSD requirements and functionalities that were identified from real world scenarios. In addition, it provides the design of the standard SSD architecture together with the ontology pyramid developed to support it. Finally, the chapter gives an overview of some of the technical challenges that arise from the actual development process of the SSD. This chapter introduces the general vision of the Social Semantic Desktop (SSD) and details it in the context of the NEPOMUK project. It outlines the typical SSD requirements and functionalities that were identified from real world scenarios. In addition, it provides the design of the standard SSD architecture together with the ontology pyramid developed to support it. Finally, the chapter gives an overview of some of the technical challenges that arise from the actual development process of the SSD.
INTRODUCTION
A large share of everybody's daily activities centres around the handling of information in one way or the other. Looking for information, digesting it, writing down new ideas, and sharing the results with other people are key activities both in work as well as in manifold leisure activities. The abundance of PCs and the Web in today's world result in new numbers and qualities of information exchange and interaction which are seen both as chance and as threat by the users. Supporting personal and shared information handling is thus a highly requested but yet unsolved challenge.
In traditional desktop architectures, applications are isolated islands of data -each application has its own data, unaware of related and relevant data in other applications. Individual vendors may decide to allow their applications to interoperate, so that, e.g., the email client knows about the address book. However, today there is no consistent approach for allowing interoperation and a system-wide exchange of data between applications. In a similar way, the desktops of different users are also isolated islandsthere is no standardized architecture for interoperation and data exchange between desktops. Users may exchange data by sending emails or uploading it to a server, but so far there is no way of seamless communication from an application used by one person on their desktop to an application used by another person on another desktop.
The problem on the desktop is similar to that on the Web -also there, we are faced with isolated islands of data and no generic way to integrate and communicate between various Web applications (i.e., Web Services). The vision of the SW offers solutions for both problems. RDF 1 is the common data format which builds bridges between the islands, and Semantic Web Service technology offers the means to integrate applications on the Web.
The Social Semantic Desktop (SSD) paradigm adopts the ideas of the SW paradigm for the desktop. Formal ontologies capture both a shared conceptualization of desktop data and personal mental models. RDF serves as a common data representation format. Web Services -applications on the Web -can describe their capabilities and interfaces in a standardized way and thus become Semantic Web Services. On the desktop, applications  The exchange of standard data formats between individual work spaces is supported not only on the technical level (e.g., standard communication protocols), but also on the semantic level (via sharing and alignment of ontologies and the corresponding annotated information elements). The integration with formal ontologies eases the sharing and understanding between different persons.
 Ultimately, we thus contribute to a solution for the initialization problem of the SW: As the individual user will receive immediate benefit from the semantic annotation within the personal workspace, the motivation is high to invest the necessary structuring and formalization work. As the standards used allow for an effortless sharing of such work, the amount of semantically annotated information which can be made available in the Web grows dramatically -which in turn makes it worthwhile to develop new SW-based services.
In this chapter we describe in detail the core components which are necessary for building a Social Semantic Desktop. We illustrate the necessary standard framework and describe the role and structure of the ontologies which support the spectrum from personal to social information handling. We outline the implementation decisions which need to be observed in order to realize a consequently ontology-oriented system, which is able to deal with the numerous flexibilities required within the Semantic Web. Finally, we show examples of the benefits obtained from the realization and use of an SSD.
The ideas and implementation principles presented in this chapter are distilled from our experiences in the NEPOMUK Project 2 . For each section we will describe the general motivation and principles and then give details on how the particular challenges have been solved in the NEPOMUK project. 2 The NEPOMUK Project is supported by the European Union IST fund, grant FP6-027705
BACKGROUND
The Social Semantic Desktop vision has been around for a long time: visionaries like Vannevar Bush (1945) and Doug Engelbart (1962) have formulated and partially realized these ideas. However, for the largest part their ideas remained a vision for far too long, since the necessary foundational technologies were not yet invented -figuratively speaking, these ideas were proposing jet planes when the rest of the world had just invented the parts to build a bicycle. Only in the recent years several technologies and research streams began to provide a foundation which will be combined and extended to realize the envisioned collaborative infrastructure of the SSD. Fig. 1 shows the highest-level architecture and connections between components of the SSD, i.e., the social networks, the P2P infrastructure, and the individual desktops. Traditional semantics, knowledge representation, and reasoning research are now interacting. While none of them can solve the problem alone, together they may have the explosive impact of the original Web:
Fig. 1. Component Architecture of the Social Semantic Desktop
The Semantic Web effort provides standards and technologies for the definition and exchange of metadata and ontologies. Available standard proposals provide ways to define the syntax (RDF) and semantics of metadata based on ontologies (Web Ontology Language -OWL (McGuiness et. al, 2004) , RDF Schema -RDFS). Research covering data transfer, privacy, and security issues is now also under development.
Social Software maps the social connections between different people into the technical infrastructure. As an example, Online Social Networking makes the relationships between individuals explicit and allows the discovery of previously unknown relationships. The most recent Social Networking Sites also help form new virtual communities around topics of interest and provide means to change and evolve these communities.
P2P
and Grid computing develops technology to network large communities without centralized infrastructures for data and computation sharing. P2P networks have technical benefits in terms of scalability and fault tolerance, but a main advantage compared to central sites is a political one: they allow to build communities without centralized nodes of control, much as the Internet grew as fast as it did because it was based on reciprocity -it avoided political debate as to who gets to own big, expensive central facilities. Recent research has provided initial ways of querying, exchanging and replicating data in P2P networks in a scalable way.
Fig. 2. Phases Towards the Social Semantic Desktop
By projecting the trajectory of current trends, we can simplify this picture by stating that next generation desktop applications will support collaboration and information exchange in a P2P network, connecting online decentralized social networks, and enabling shared metadata creation and evolution by a consensus process. The result of this process will be the Social Semantic Desktop. Fig. 2 depicts the phases in which the relevant co-evolving technologies are combined to achieve the final goal, i.e., the realization of the Social Semantic Desktop.
SCENARIOS
Before we move on to the specific functionalities that a Social Semantic Desktop supports and discuss how they are implemented, we will first present some scenarios that will illustrate what an SSD is, how it will be used, and how it will change the way we do knowledge work. We chose the scenarios such that they illustrate the different dimensions of an SSD: Sect. 3.1 describes example usage that shows the use of semantics on the desktop, and Sect. 3.2 will show the social dimension of an SSD, i.e., the interaction between desktops of different users. The scenarios give an overview of what is possible and how the SSD presents itself to the user.
The Semantic Dimension
A typical use of a single Semantic Desktop is to organize ones data: files, emails, pictures, etc. Users are able to tag those information resources with concepts from a network of ontologies. The ontologies also contain relations (or properties, to use RDF terminology), which can be used to link information resources on the desktop. Organizing information resources in this way helps users to find what they are looking for quicker, and makes it possible for the Semantic Desktop itself to aid the user in their daily work. When a user first begins using the Semantic Desktop, many often-used concepts and properties are already present. E.g., there are basic concepts such as Person, Meeting or Place, and properties such as knows or located-in. Also, we can assume that useful things like an ontology of all countries are already in place. Then, as the need arises, users can extend the existing ontologies -e.g., they can add concepts for a particular meeting they attend or people they know, such as ExecutiveCommittee-Meeting-07/06/07, Jane-Doe or Hans-Schmidt. The following two scenarios give examples of this kind of Semantic Desktop usage. We will use two imaginary users (personas 3 ) flesh them out: Dirk, who works in a research group for some company in Germany, and Claudia, who is the group leader and his boss. Both Dirk and Claudia work on a project called Torque.
Organizing Pictures (Annotation). Dirk just got back from his holidays in Norway, where he took a lot of pictures. Using his Semantic Desktop, he now wants to organize them, so that he can later find the pictures he wants to easier, generate photo albums for particular topics, etc. A lot of the important concepts probably already exist on his desktop, such as Norway, or the cities he has visited: Oslo, Bergen and Trondheim. Other concepts will be added by Dirk himself, such as Holidays-in-Norway-2007 and tourist sights like Preikestolen or Holmenkollen. Since these concepts are more than just tags, Dirk can also say things about them, e.g., that Holidays-inNorway-2007 was a Trip and took place in 2007, and that Preikestolen is a Location in Norway. Dirk even managed to take a picture of Prince Håkon and Princess Mette-Marit, so he creates two more concepts Håkon and Mette-Marit. There are many ways in which Dirk can link (or tag) his pictures to the relevant concepts -however, part of the Semantic Desktop are intuitive user interfaces, which hide most of the intricacies that go on under the hood from the user. E.g., Dirk might have an application that shows all the concepts that he is interested in the form of a tag cloud. Linking the pictures would then simply require him to drag them onto the desired concept in the cloud.
Planning a Trip (Context).
Later, Dirk finds out that he has to go on a work trip: a conference in Oslo. The Semantic Desktop assists him in planning and organizing this trip, through the notion of context. Dirk can create a new Trip object Trip-to-OOC2007-Oslo and tell his desktop that he is now in the context of this trip. This means that everything he does from this moment on will be interpreted as happening in that context, until he quits the context again. When he books a flight in his Web browser, the destination field will automatically be filled in with "Oslo", similarly the departure field. Afterwards, when he books a hotel room, he will be assisted similarly. Dirk will receive a number of email confirmations, such as the flight itinerary and booking confirmation for his hotel. These emails and their attachments will automatically be filed as belonging to the Trip-to-OOC2007-Oslo context, so that Dirk can easily find them again later. Once he knows his exact flight dates and where his hotel will be, he enters this information into his calendar, which is also context-aware and will therefore remember that these entries belong to Dirk's trip.
The Social Dimension
Users will have a lot of benefit from just using the Semantic Desktop on their own. However, by connecting to others, a number of additional possibilities arise.
Assigning Tasks in a Group (Social Interaction). In the previous scenario, Dirk found out he had to go on a business trip. In fact, he found out about this because he was notified by his boss Claudia, who also uses a Semantic Desktop. Claudia plans to travel to the OOC2007 conference in Oslo to present a research prototype her group has developed as part of the Torque project. She does not want to travel alone, so she first needs to find out who of her group members are available while the conference runs. Through the network of Social Semantic Desktops, her calendar application has access to the calendars (or parts of them) of all her contacts. She can ask the calendar to give her a list of all people in her group (My-Research-Group) who are working on the Torque project (TorqueProject) and are free when OOC2007 is on. She finds out that Dirk is free at the desired time. Just like Dirk in the previous scenario, she creates a Trip-to-OOC2007-Oslo object and makes it her current context. She also links the trip to the Torque-Project. Now, she creates a new Task object DirkPrepare-Trip-To-OOC2007, with a subtask Dirk-PreparePresentation-Slides and afterwards sends an email to Dirk, asking him to accompany her to the conference, book flights and hotel rooms, and prepare slides for the conference presentation. Her email and the task will of course be automatically linked to the proper context. Also, in this version of the scenario, Dirk no longer has to create the Trip-to-OOC2007-Oslo object himselfinstead, it will be added to his Semantic Desktop automatically when he gets Claudia's mail.
FUNCTIONALITIES
In this section we describe a list of functionalities that are needed to support the scenarios mentioned above, as well as other scenarios developed during the NEPOMUK project. The SSD is a platform used to develop different kinds of social and semantic applications. These applications share common functionalities which must be supported by the SSD. We have divided them into five groups, which can be considered different aspects of the SSD. Tab. 1 shows the five different aspects and the individual functionalities within each group. Below we briefly describe the use of each functionality.
Desktop
Annotation Search. The semantic network created on the desktop unleashes a whole new way of searching on the SSD. Search uses the semantic relations as well as social relations to retrieve relevant items. Once an item is found a user can also Find Related Items. For instance, when Dirk searches for a flight to Oslo, he can also search for related items and may find out that another company is actually cheaper, based on the experience of his social contacts.
Social.
The SSD provides different means of Social Interaction, e.g., the embedding of semantic information in emails or text messaging, or the ability to annotate another user's resources. Some desktop level functionalities such as desktop sharing and offline access require the SSD to enable Resource Sharing. When Dirk and Claudia collaborate on the trip's report, Dirk might make it accessible to the whole group by adding it to a shared information space. When sharing resources or information on the network, the Access Rights Management of the SSD provides ways to define specific rights relations between users, groups and resources. The SSD's User Group Management system makes it easy for the rapid creation of new groups from a list of users. These groups can then be used to modify access rights or for resource sharing in a shared information space. E.g., some of Dirk's friends may have subscribed to get notifications of new pictures that Dirk annotates and makes available. The Publish/Subscribe mechanism of the SSD facilitates the creation of feeds of relevant information.
Profiling. If enabled, the Logging functionality of SSD logs user activity, which may help to detect the current user's context. The profiling of the SSD can be done automatically by Training: the SSD learns to predict the user's behavior. The user can still Tailor the SSD's intelligent behaviors: some learned contexts can become irrelevant and may need to be re-adapted or removed. The notion of Trust on the SSD between people or information sources is also a result of the profiling of the desktop. Dirk might define that he trusts Claudia's information, or Claudia's SSD might learn that Dirk is a trustworthy source of information regarding the Torque project.
Data Analysis.
To support the training behaviors of the SSD or querying related items, the SSD provides different data analysis mechanisms such as Reasoning. For instance, when Dirk tags a picture with Preikestolen and Norway, the SSD may infer that Preikestolen is in Norway. This information can later be reused for search. Sorting and Grouping supports applications that perform search. The SSD returns items from many sources and people and sorts and groups these items regarding different criteria, using the semantics defined on these resources. The Keyword Extraction from resources such as text resources is useful for automatically tagging or summarizing.
ONTOLOGIES
Ontologies form a central pillar in Semantic Desktop systems, as they are used to model the environment and domain of the applications. The common definition of an ontology is "a formal, explicit specification of a shared conceptualization" (Gruber, 1995) We distinguish four levels of ontologies for the SSD: Representational, Upper-Level, Mid-Level and Domain. The main motivation for having these layers is that ontologies at the foundational levels can be more stable, reducing the maintenance effort for systems committed to using them. A core principle of the Semantic Desktop is that ontologies are used for personal knowledge management. Each user is free to create new concepts or modify existing ones for his Personal Information Model. This modeling takes place on the domain-ontology level, but the user is of course free to copy concepts from the other layers and modify them to fit his or hers own needs. In order of decreasing generality and stability the four layers are:
Representation(al) Ontology. Representational ontologies (i.e., ontology definition languages) define the vocabulary with which the other ontologies are represented; examples are RDFS and OWL. The relationship of a representational ontology to the other ontologies is quite special: while upper-level ontologies generalize mid-level ontologies, which in turn generalize domain ontologies, all these ontologies can be understood as instances of the representational ontology. Concepts that might occur in the Representational Ontology level include: classes, properties, constraints, etc.
Upper-Level Ontology. "An upper ontology [...] is a high-level, domain-independent ontology, providing a framework by which disparate systems may utilize a common knowledge base and from which more domain-specific ontologies may be derived. The concepts expressed in such an ontology are intended to be basic and universal concepts to ensure generality and expressivity for a wide area of domains. An upper ontology is often characterized as representing common sense concepts, i.e., those that are basic for human understanding of the world. Thus, an upper ontology is limited to concepts that are meta, generic, abstract and philosophical. Standard upper ontologies are also sometimes referred to as foundational ontologies or universal ontologies." (Semy et. al, 2004) In the upper-level ontology you will find concepts like: Person, Organization, Process, Event, Time, Location, Collection, etc.
Mid-Level Ontology. "A mid-level ontology serves as a bridge between abstract concepts defined in the upper ontology and low-level domain specific concepts specified in a domain ontology. While ontologies may be mapped to one another at any level, the mid-level and upper ontologies are intended to provide a mechanism to make this mapping of concepts across domains easier. Mid-level ontologies may provide more concrete representations of abstract concepts found in the upper ontology. These commonly used ontologies are sometimes referred to as utility ontologies." (Semy et. al, 2004) . The mid-level ontologies may include concepts such as: Company, Employer, Employee, Meeting, etc.
Domain Ontology. "A domain ontology specifies concepts particular to a domain of interest and represents those concepts and their relationships from a domain specific perspective. While the same concept may exist in multiple domains, the representations may widely vary due to the differing domain contexts and assumptions. Domain ontologies may be composed by importing mid-level ontologies. They may also extend concepts defined in mid-level or upper ontologies. Reusing well established ontologies in the development of a domain ontology allows one to take advantage of the semantic richness of the relevant concepts and logic already built into the reused ontology. The intended use of upper ontologies is for key concepts expressed in a domain ontology to be derived from, or mapped to, concepts in an upper-level ontology. Mid-level ontologies may be used in the mapping as well. In this way ontologies may provide a web of meaning with semantic decomposition of concepts. Using common mid-level and upper ontologies is intended to ease the process of integrating or mapping domain ontologies." (Semy et. al, 2004 shows how these four layers relate to the four ontologies created and used in the NEPOMUK Project. As detailed in Sect. 6, we were hesitant to make use of OWL for the representational ontology level in NEPOMUK, and in it's place we developed the NEPOMUK Representational Language (Sintek et. al, 2007 ) (NRL). NRL defines an extension to the semantics offered by RDF and RDFS; the main contribution of NRL is the formalization of the semantics of named graphs. NRL allows multiple semantics (such as open and closed world) to coexist in the same application, by allowing each named graph to have separate semantics. The NEPOMUK Annotation Ontology (NAO) is a basic schema for describing annotations of resources, this is essentially a formalization of the tagging paradigm of Web2.0 applications. A specialized part of NAO is the NEPOMUK Graph Metadata schema (NGM) which allows the description of named graphs, defining meta-data properties such as the author, modification dates and version data.
Finally, the NEPOMUK Information Elements ontology (NIE) contains classes and properties for describing objects found on the traditional desktop, such as files (Word documents, images, PDFs), address book entries, emails, etc. NIE is based on existing formats for file meta-data such as EXIF for image meta-data, MPEG7 for multimedia annotations, ID3 for music files, iCal, and others.
TECHNOLOGY
The Social Semantic Desktop deploys the Semantic Web on the desktop computer. Therefore, the technology stack proposed for the Semantic Web (the famous "Layercake" 4 shown in Fig. 4 ) is adopted for the SSD as well.
However, there are some specific considerations for the desktop scenario: everything on the desktop should identifiable by URIs. This is partially solved for files, where RFC1738 5 specifies the form of file:// URIs, but requires considerable care for other applications which may not represent their data entities as individual files, such as address books or email clients.
Secondly, one can note that for the single desktop scenario there are fewer requirements on aspects such as trust, proof, and signatures. When one progresses to the Social Semantic Desktop, which involves interactions between many users, these aspects must be considered again. In NEPOMUK we chose not to use the Web Ontology Language (OWL) (McGuiness et. al, 2004) as an ontology language, because of the challenge of dealing with (and implementing) OWL correctly; because our ontological modeling requirements were modest, and, most importantly, because OWL enforces an open-world view of the world, which did not seem to be appropriate for the (local) Semantic Desktop. In a World Wide Web context it is impossible for an application to read all available data, and an openworld assumption is natural, since additional data can be discovered at any moment.
However, the open-world assumption makes it impossible to adopt negation as failure (Clark, 1978) which makes practical application development difficult and is also difficult to explain to the end-user. In the context of a local desktop application the situation is quite different, here it is perfectly possible to read all data available, and the closed world assumption makes much more sense. In place of OWL we developed our own ontology specification language called NRL, which uses the closed-world assumption. An additional RDF-based technology that we use widely, but which does not feature in the Semantic Web stack is the concept of named graphs (Caroll et. al, 2005) . This allows one to divide a larger RDF store into sets of RDF statements (graphs), where each is identified with a URI (the name). In this way it is possible to make metastatements about each graph, such as provenance information. Named graphs thus become an alternative to RDF reification, which also allows making statements about other statements, but is harder to implement and creates a significant overhead. NRL does also allows applying different semantics for different named graphs, thus allowing us to integrate the local closed-world with the open-world of the extended Semantic Web.
As noted previously, applications on the Semantic Desktop are analogous to services available on the Web. Each application will offer an interface for exposing the functionality it offers. Although a single desktop is not distributed, a network of SSDs is. 
ARCHITECTURE
In our vision, the standard architecture comprises a small set of standard interfaces which allow application developers to easily extend it and ultimately lead to an evolving ecosystem. Fig. 5 depicts this set of interfaces transposed into services, together with their placement in the NEPOMUK architecture. The architecture has to reflect the two aspects of the scenarios introduced in Sect. 3, i.e., the semantic (which can operate on a single desktop) and the social aspect (which is relevant in a network of desktops). To cover these requirements and the functionalities discussed in Sect. 4, the SSD is organized as a Service Oriented Architecture (SOA). Each service has a well defined WSDL interface and is registered at the Service Registry. The social aspect of sharing resources over the network is enabled by the peer-to-peer (P2P) infrastructure of the architecture. In the following we present the services of the SSD.
The architecture, as show in Fig. 5 , is organized in three layers. Like current desktop systems, the desktop environment builds on top of the Operating System core, such as the file system, kernel, and network environment. On the SSD the desktop environment is pooled in the Social Semantic Desktop Middleware Layer (SSD Middleware). The SSD Middleware groups the services of the SSD to be used in the Presentation Layer, which provides the user with SSD enabled applications that take advantages of the functionalities of the SSD.
The SSD is made up by individual desktops, which are organized in a P2P fashion. To support the communication between the peers, the SSD Middleware provides P2P Network communication Services. To enable information sharing between individual desktops, the RDF metadata of shared resources is stored in the distributed index of the P2P system. In NEPOMUK, the P2P system is based on GridVine (Aberer et. al, 2004) , which in turn is built on top of P-Grid (Aberer et. al, 2003) and provides a distributed index with RDQL query supports. Network Communication Services provide an Event-based System, which is responsible for the distribution of the events between the SSD peers. On the SSD, the event-based system is used to support the publish/subscribe system. Users as well as other services can use RDF to describe the kind of information they are interested in (e.g., new pictures of Norway become available, the status of a document changes to final, etc.). These subscriptions are stored in the distributed index of the P2P system. An event that was fired carries an RDF query as payload, which is matched against all subscriptions and triggers the notification of the subscriber. In addition, the Messaging Routing system uses RDF information to route messages to receiver.
The Data Services are responsible to control the insertion, modification, deletion, and retrieval of resources on the SSD. A resource can be a user, a document, a calendar entry, an email, and so on. It provides a service to store the RDF meta-data in the Local Storage. Resources and their RDF descriptions can either be added to the SSD manually, or the Data Wrapper or Text Analysis service extracts the information from desktop applications such as email clients or calendars. Data Wrappers are used to extract metadata form structured data sources (e.g., email headers, calendar entries, etc.). In NEPOMUK, data wrappers are implemented based on Aperture (Aperture, 2007) . The Text Analysis service is used to extract metadata from unformatted text (e.g., email bodies, word processing documents, etc.). For local queries and for offline working the RDF metadata is stored in the Local Storage. If a resource is shared with other users in an information space, the meta-data is also uploaded to the distributed index of the peer-topeer file sharing system. The Search service can either issue a local search in the local storage or a distributed search in the underlying P2P system.
Before new metadata can be added to the repository, we have to check whether this metadata describes resources that are already instantiated (i.e., an URI has been assigned) in the RDF repository. In this case, the URI of the resource should be reused, rather then creating a new one. This process is known as information integration (Bergamaschi et. al, 2001 ). The Local Data Mapper service takes over this responsibility in the SSD Middleware. E.g., the Data Wrapping service extracts contact information from the address book and stores the metadata in the repository. Since this is the first time information about the contacts is added to the RDF repository, a new URI is generated for each person. If later the Data Wrapping service extracts information from an email header, the Local Data Mapping service is responsible to lookup whether information about the sender of the email is already in the repository and reuse the corresponding URI instead of creating a new one (Sauermann et. al, 2006) . Ideally only one ontology exists for a domain of interest such as contact data, calendar events. In reality, however, we are faced with many ontologies of (partly) overlapping domains (e.g., FOAF and vCard for contact data, or different personal information models). Since individual users share information over the SSD, it is likely to happen that they use different ontologies for their annotations even when talking about similar domains. Therefore, the SSD Middleware provides a Mapping & Alignment service that can be used by other middleware services and services in higher layers to translate RDF graphs from a source ontology to a target ontology.
The SSD Middleware logs the actions a user performs on the resources on his desktop. The logged data is stored in the Local Storage and analyzed by the Context Elicitation service to capture the current working context of the user. The context can for example be used to adapt the user interface or to suggest meaningful annotations to the users, depending on the task they are currently working on.
As discussed in Sect. 6, the services on the SSD use RDF to exchange data. Therefore, services need the capability to generate and process RDF graphs. To simplify the handling of the RDF graphs, the Ontology Service provides an easy way to create and manipulate concepts in RDF graphs.
The Publish/Subscribe System allows users or other SSD services to subscribe to events on the SSD. The subscriptions are stored as RDF graphs in the distributed index. If an event occurs, the RDF query of the event is matched against the subscriptions. When the subscription, i.e., the RDF query, matches the event, the Messaging service looks up the preferred notification media (e.g., email, instant messaging, SMS) and delivers the messages. The Messaging System is further used for synchronous and asynchronous communication between SSD users.
The Core Services of the SSD Middleware comprise the services which provide the basic functionalities of the SSD. These services can be accessed via the SSD Application Programming Interface (API). If a developer wants to exploit the SSD Core Services to build his domain-specific application, he can do this as an extension of the SSD Middleware. An example for such an extension is the Task Management which provides functionalities such as creating, delegating, and manipulating of tasks. Finally, the Application registry allows applications from the Presentation Layer to register call back methods at the SSD Middleware if they need to be notified by SSD services, e.g., when a message arrives and has to be displayed to the user in an Instant Messaging Client.
The top layer of the architecture is the presentation layer. It provides a user interface to the services provided by the SSD, and is built using the SSD API. Many desktop applications are possible sources for resources that should be managed by the SSD. Therefore, each desktop application should integrate support for the SSD Middleware. Since this assumption does not hold for most of the current off-the-shelf applications, we developed plug-ins and add-ons to enable a seamless integration with existing applications. These plugins for example extract email or calendar data and add them as resources to the SSD. However, within NEPOMUK we also develop dedicated applications that make use of the SSD API directly, such as a semantic Wiki or Blogging Tools. (Möller et. al, 2006) In addition, the Knowledge Workbench is the central place to browse, query, view, and edit resources and their metadata. In this way the Knowledge Workbench aims to replace current file management tools such as the MS File Explorer. If the SSD is extended by usage extensions, the application programmer also has to provide the corresponding user interface in the Presentation Layer (e.g., for Task Management, Community Management, etc.).
IMPLEMENTATION AND ENGINEERING PRINCIPLES
As detailed in Sect. 7. we deem a Service Oriented Architecture (SOA) to be most suitable for the SSD framework. Furthermore, we decided to use the industry standard SOAP (Simple Object Access Protocol) for exchanging messages between our components. For traditional applications the names and structure of SOAP messages is specified using the Web Service Description Language (WSDL), which in turn uses XML schema data-types to specify the form of the objects being exchanged. However, since the formal modeling of the target domain using ontologies is the core idea of a Semantic Desktop application, the best-practices for SOAs are slightly different. In this section we will discuss some important differences from a traditional SOA system.
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Basing a system architecture on underlying domain ontologies is similar in nature to Model Driven Architectures (MDA) 10 . However, on the SSD, ontologies take the place of UML models.
In this chapter we make the assumption that a modern object-oriented programming language like Java will be used for implementation, but observations and solutions are equally valid for most other languages.
10
MDA: http://www.omg.org/mda/ Working with RDF Sect. 5 described the substantial effort that went into the modeling of our domains as ontologies in a formal language. These ontologies give us a very powerful and flexible modeling language, although the structure of instances of such ontologies at first sight seem much more constrained than complex XML schema data-types, the flexibility of RDF introduces some additional requirements for developers of components that should handle RDF instances:
 The structure of the RDF instances received may not be fully known at design time. This means one must take great care that the code does not break when encountering unknown properties in the data, and these unknown properties must also be preserved. In general, programming services for the Semantic Desktop is more like programming services for the web, rather than for traditional desktop applications, and one should follow the general rule of web-programming: "Be strict in what you send and tolerant in what you receive."
 Conversely, other services might not be aware of all the properties the local service uses. Therefore each service must be programmed to be tolerant of missing data and do their best with the data that was provided.
Passing Instances in Messages
Normally, when using SOAP in connection with WSDL and XML schema for data modeling, some mapping is used that will convert the XML schema definition to class definitions in the programming language of choice. Furthermore, stubs and skeletons will be generated for the service themselves, so that the details of communication are hidden. Programming against remote services is then indistinguishable from programming against a local object. However, when using services that pass instances for which the structure is defined by ontologies, the mapping is not so straight forward. Although interaction with RDF data can always be done on a completely general level using basic RDF APIs we are interested in facilitating the job of programmers consuming our services, and allowing them to work on a higher level than RDF triples. We identify three alternatives for programming web services where parameters are instances from an ontology:
 Starting with the ontologies, a number of tools 11 can be used to create a set of Java classes from the ontologies. The service interface is written using parameters of these types, and another tool is used to generate the WSDL and associated XML schema types from these. By sharing the URIs of the concepts in the ontologies with the URIs of the XML schema types, the semantics of messages is retained. The benefit of this approach is that much of the SOAP technology is retained, existing tools may be reused. Also, developers who are not familiar with Semantic Web technology will find that developing and using these services is unchanged from a normal Java environment. The main problem with this approach comes from the fact that ontologies are in general more dynamic than Java class definitions. In particular, as noted in Sect. 5, we expect the personal information models to change frequently. This approach requires a complete re-run of the whole tool chain and a recompile of the system when an ontology changes, as well as introducing some constraints on the ontologies.
 On the other end of the spectrum it is possible to bypass the parameter passing of SOAP all together, and rely more on the Semantic Web technology. Each method offered by a service will take a single RDF document (possibly including several named-graphs), and all the details about the message are given in these RDF graphs. An additional ontology for messages and parameters must be constructed, and some named-graph aware serialization (e.g., TriG or TriX
12
) of RDF is used to construct the XML SOAP messages. This approach was, for instance, used in the SmartWeb project 13 . The benefit of this approach is that the effort that has gone into modeling the ontologies is not duplicated for modeling objects. Also, the full expressivity of RDF may be used when modeling, as it not required that the instances fit into another representation. The backside to this flexibility is that it is significantly harder to program with RDF graphs than with simple Java objects, and both service developers and consumers need good knowledge about RDF. One can of course envisage new tools that facilitate programming with such RDF messages, but since all the interesting details are hidden inside the RDF parameter, existing SOAP tools for development or debugging are no longer very useful.
 Finally, a hybrid approach of the two methods is possible. Here each method will retain multiple arguments, but each argument is represented by an RDF resource. We envisage two possibilities for doing this: either each parameter is given as a (named-graph-uri, uri) tuple pointing into an RDF document given as a special parameter; or, alternatively, each parameter is in itself an RDF graph plus the URI of the actual parameter (each RDF graph may contain several resources). The benefit of this method is that the changes in the ontology do no longer require a recompile of the system, while at the same time allowing slightly more compatibility with existing SOAP tools. The problem with this method remains that both client and server programmers need in-depth knowledge of RDF and the ontologies used.
Regardless of which of the three alternatives one chooses, it remains an important issue to make sure that the formal description of the services (i.e., the WSDL+XML Schema definitions) remain semantically correct and retain the pointers to the ontology concepts which the parameters represent. As mentioned, for the first approach this can be handled by well chosen URIs for the XMLSchema types. For the second and third approach the parameters have the form of simple string objects in both the WSDL definition and the SOAP messages, since the RDF serialization is represented as a string. However, both versions of WSDL available at the time of writing allow extensions to the WSDL format itself
14
, and additional constraints on the type or form of the RDF instances contained inside the string parameters may be specified here. This is the approach taken by the In this section we have considered a very lightweight approach to semantically enriching SOAP Web Services by passing RDF-based parameters. If a more powerful approach is required, the reader is advised to look into OWL-S 16 and the Web Service Modeling Language (WSML) 17 , both defining much more sophisticated frameworks for Semantic Web Services.
RELATED WORK
In the following we review relevant research and development approaches for the Social Semantic Desktop. After providing a brief description, we discuss the lessons learned and state our conclusions.
Gnowsis (Sauermann, 2003) was among the first research projects targeting a Semantic Desktop system. Its goal is to complement established desktop applications and the desktop operating system with Semantic Web features, rather than replacing them. The primary focus of Gnowsis is on Personal Information Management (PIM). It also addresses the issues of identification and representation of desktop resources in a unified RDF graph. Gnowsis uses a Service Oriented Architecture (SOA), where each component defines a certain interface and it is available as an XML/RPC service.
The Haystack (Quan et. al, 2003) project presents a good example for an integrated approach to the SSD field. Inter-application barriers are avoided by simply replacing these applications with Haystack's own word processor, email client, image manipulation, instant messaging, etc. Haystack allows users to define their own arrangements and connections between views of information, thus making it easier to find information located in the personal space. The Haystack architecture can be split into two distinct parts: the Haystack Data Model (HDM) and the Haystack Service Model (HSM). The Data Model is the means by which the user's information space is represented, similar to what has been discussed in Sect. 5. The set of functionalities within Haystack is implemented by objects in the Haystack Service Model (HSM). Haystack has a standard three-tiered architecture, consisting of a user interface layer (the client), a server/service layer, and a database. Haystack was ground-breaking in terms of the dynamic creation of user interfaces, but the project ended before establishing any standards.
Another relevant personal information management tool is the Semex System (SEMantic EXplorer) (Dong et. al, 2005) . Like other tools, it organizes data according to a domain ontology that offers a set of classes, objects and relationships. Semex leverages the Personal Information Management (PIM) environment to support on-the-fly integration of personal and public data. Information sources are related to the ontology through a set of mappings. Domain models can be shared with other users in order to increase the coverage of their information space. When users are faced with an information integration task, Semex aids them by trying to leverage data collected from previous tasks performed by the user or by others. Hence, the effort expended by one user later benefits others. Semex begins by extracting data from multiple sources and for these extractions it creates instances of classes in the domain model. It employs multiple modules for extracting associations, as well as allowing associations to be given by external sources or to be defined as views over other sets of associations. To combine all these associations seamlessly, Semex automatically reconciles multiple references to the same real-world object. The user browses and queries all this information through the domain model.
A similar idea is exploited by the IRIS Semantic Desktop (Cheyer et. al, 2005) ("Integrate. Relate. Infer. Share"), an application framework that enables users to create a "personal map" across their office-related information objects. IRIS offers integration services at three levels:
 Information resources (e.g., email messages, calendar appointments) and applications that create and manipulate them must be accessible to IRIS for instrumentation, automation, and query. IRIS offers a plug-in framework, in the style of the Eclipse architecture, where "applications" and "services" can be defined and integrated within IRIS. Apart from a very small, lightweight kernel, all functionality within IRIS is defined using a plug-in framework, including user interface, applications, back end persistence store, learning modules, harvesters, etc. Like Haystack, inter-application barriers do not exists, because all applications are made from scratch for IRIS.
 A Knowledge Base provides the unified data model, persistence store, and query mechanisms across the information resources and semantic relations among them. The IRIS user interface framework allows plug-in applications to embed their own interfaces within IRIS and to interoperate with global UI services, such as notification pane, menu toolbar management, query interfaces, the link manager, and suggestion pane.
DeepaMehta (Richter et. al, 2005) is an open source Semantic Desktop application based on the Topic Maps standard 18 . The DeepaMehta UI, which runs through a Web browser, renders Topic Maps as a graph, similar to concept maps. Information of any kind as well as relations between information items can be displayed and edited in the same space. The user is no longer confronted with files and programs. DeepaMehta has a layered, service oriented architecture. The main layer is the application layer, which offers various ways for the presentation layer to communicate with it via the communication layer (API, XML Topic Maps (XTM) export, EJB, SOAP). Finally, the storage layer holds all topics and their data either in a relational database or simply in the file system.
Other relevant projects include Beagle++ (Brunkhorst et. al, 2005 ), a semantic search engine which provides the means for creating and retrieving relational metadata between information elements present on the destkop, DBIN (Tummarello et. al, 2006) , which is similar to a file sharing client and connects directly to other peers, PHLAT (Cutrell et. al, 18 ISO/EIC 13250:2003: http://www.y12.doe.gov/sgml/sc34/document/0129.pdf 2006), a new interface for Windows, enabling users to easily specify queries and filters, attempting to integrate search and browse in one intuitive interface, or MindRaider
19
, a Semantic Web outliner, trying to connect the tradition of outline editors with emerging SW technologies. The MyLifeBits project by Microsoft Research is a lifetime store of multimedia data. Though the system does not intent to be a SSD, one can learn from it how to integrate data, i.e., how to manage the huge amount of media and how to classify/retrieve the data (Gemmell et. al, 2002) . It combines different approaches from HCI (Computer-Human Interaction) and information integration, while it lacks a conceptual layer beyond files. The Apogée 20 project deals with data integration in applications related to Enterprise Development Process (ECM). It aims at building a framework to create Enterprise Development Process-oriented desktop applications, independent from vendor or technologies. Finally, starting from the idea that everything has to do with everything, has a relationship with everything, Fenfire 21 is a Free Software project developing a computing environment in which you can express such relationships and benefit from them.
Although the systems we have looked at focus on isolated and complementary aspects, they clearly influenced the vision of the SSD presented here. Some of the architectural decisions made in the NEPOMUK project and presented in this chapter are similar to those of platforms like Haystack, IRIS, and DeepaMetha, e.g., in that we present a User Interface Layer, a Service and a Data Storage Layer. The modular architecture, also identified within the Haystack, SEMEX, and DeepaMetha systems, as well as the standardized APIs offer an easy way of introducing new components. Our approach guarantees that each component may be changed without affecting other components it interacts with. The interaction has to suffer only in the case in which the API of the component is modified. The NEPOMUK Architecture also provides service discovery functionalities: the NEPOMUK Registry providing a proper support for publishing and discovering the existing NEPOMUK Services by using a standard interface.
CONCLUSION
We presented the Social Semantic Desktop as a comprehensive approach to information handling. Oriented at the needs of knowledge workers, this approach centers around supporting the main information-oriented activities: The articulation of knowledge and the generation of new information items; the structuring, relating, and organization of information, and the sharing of formal and informal information within networks of cooperating people. From this, we derived key functionalities of the desktop, but also for search, social interaction, profile building, and data analysis.
Building the SSD relies on basic principles: Whatever appears within the personal workspace is treated as an information item. Content, relations, special services all refer to formal annotations of such information items, which in turn link between information items and personal information models. Unifying the flexibility and personal liberty of expressing whatever concepts seem relevant with the commitment to socially shared Consequently, the architecture of the SSD combines standards-based data repositories with a rich middleware, which in particular allows for manifold service integrations and communications. On top of that, various presentation clients and specific applications support whatever activities are performed on the desktop. Such applications may be highly domain-specific, although core functionalities of knowledge work trigger standard applications, e.g., for document processing, task management, communication, etc.
The design decisions presented result in particular implementation and engineering principles; we outlined the adaptation to RDF, the service integration, and the message passing mechanisms in particular.
In summary, the SSD offers the basic technology and tools for everyday information processing by knowledge workers. In order to reach the intended wide acceptance and broad uptake, care was taken to make the central software components available under open source licenses, and to encourage the development and contribution of applicationspecific enhancements and adaptations. The concept of the SSD is promising and relies on a number of techniques which reach their maturity right now -consequently, a number of research and development projects are under way and contribute to the overall evolution of the concept.
Following the realizations described in this chapter, we see the SSD as a basis for the self-motivated generation of semantically annotated information, which will not only help the individual by allowing multitudes of specific services and support, but will also initiate a wide movement to populate the Semantic Web.
FUTURE RESEARCH DIRECTIONS
Although the ideas of the Social Semantic Desktop are based on solid foundations as presented here, the research areas surrounding this topic are still in their infancies. We will briefly discuss some of the pre-dominant challenges in the coming years:
Trust and Privacy. As pointed out in the Semantic Web technology stack presented earlier, a crucial component for any high-level Semantic Web service is the issue of trust and privacy. Trust touches on a wide range of issues, from the technical issues of cryptographic signatures and encryption, to the social issues of trust in groups and among individuals. These issues are all as valid for the Social Semantic Desktop as for the Semantic Web in general, or perhaps even more so, as people are less critical of putting personal data on their personal desktop.
User, group, and rights management. When a single personal Semantic Desktop allows easy sharing of information with the network of Social Semantic Desktops, determining access rights for this information becomes very important. The Social Semantic Desktop sets new requirements for distributed authentication, flexible group management, and fine-grained access rights, all the while remaining intuitive and unobtrusive for the end user.
Integration with the wider Semantic Web and Web 2.0. Currently we are talking about the Social Semantic Desktop as a network of Semantic Desktops built on the same standards. It is important to remember that the key benefit of Semantic technology is the easy access to integration with anyone using the same representational languages and ontologies. The growth of feature-rich Web applications is growing rapidly, and ensuring a strong bond between the Semantic Desktop and these services is a continuous challenge.
Ontologies and Intelligent Services. To date ontologies have been used to introduce a common vocabulary for knowledge exchange. On the Social Semantic Desktop ontologies are used to formalize and categorize personal information. This introduces many interesting issues around ontology versioning, ontology mapping, and ontology evolution. Furthermore, using ontologies with well-defined semantics will allow intelligent services to be built (e.g., using reasoning) that allow for much more than just browsing and (simple) searching.
User Evaluation. The underlying thesis of the whole (Social) Semantic Desktop effort is that the added semantics will improve productivity and enable new forms of cooperation and interaction which were not previously possible. In-depth empirical evaluation with real users of a Social Semantic Desktop systems are required to determine if this thesis really holds.
ADDITIONAL READINGS
From a historical perspective, the most important references in the Social Semantic Desktop domain are those by Vannevar Bush (1945) and Doug Engelbart (1962) which we mentioned in Sect. 2. Another important early influence is certainly Ted Nelson's work on hypertext (Nelson, 1965) . A modern vision of those ideas is a paper by Decker and Frank (2004) , which also coined the term "Semantic Desktop". Of course, any work that is based on the ideas of the Semantic Web is not complete without references to seminal papers such as (Berners-Lee et. al, 2001) or (Hendler, 2001) . In fact, the original vision of the World Wide Web itself already contained the idea of an information space that would reach from "mind to mind" (Berners-Lee, 1999); a thought that is central to the SSD.
Current and recent research and development in the SSD domain has already been presented in Sect. 9. However, one influence that has not been covered in this chapter so far, but is closely related to the idea of a Semantic Desktop is the concept of Semantic File Systems -file systems in which files are not organized hierarchically, but rather according to their metadata. The concept and an early implementation are described in detail in (Gifford et. al, 2001 ).
Most of the references given in this chapter are of a technical nature. However, one has to keep in mind that the SSD is a tool for information management and knowledge work, and thus psychological and sociological research into the nature of knowledge work in any form are relevant as well. Oren (2006) provides a detailed overview of literature in this field, with the intention of applying the lessons learned to the development of the Semantic Desktop. A: Yes. Every photo in your collection can be reached via a specific URI, thus it can be handled as a particular information item in the SSD. You might implement a suitable wrapper to transfer local annotations from your SSD onto the photo sharing platform, if you intend to disclose this information.
Q:
The Social Semantic Desktop presupposes that everything is an information item. What about entities which are not information but real-world objects? Can I manage them in the SSD and add comments about them, e.g., about my friend's cat?
A: The solution is easy: Just create an appropriate description of the real world object within your SSD, thus creating an URI for the object in question. Let's say you create an instance of the class pet in your SSD (assuming you have this category within your SSD) and describe it as 'well-known house cat'. Then you can link this instance to, e.g., a photo of the animal, or you add an 'owns' link which connects it to the URI of your friend, and so on. Making an arbitrary object re-appear as a formal instance within the SSD models is often called 're-birthing', btw.
Q: Think about scenarios you encounter every day, and where the SSD can make your work easier.
A:
The answer is of course a personal one, but for a typical knowledge worker (researchers, students, journalists, etc.) here are some example ideas:  Show me related appointments when composing emails to a person, i.e., You also have lunch with Claudia next week.
 Show me previously viewed PDF documents on the same topic when researching on Wikipedia.  Let me connect an incoming email from a student to the colleague who introduced me to that student.
Q:
What are the benefits of the Social Semantic Desktop compared to solution such as Microsoft Exchange server or the tight integration of applications on MacOSX? They also fulfil many of the functionalities required by the scenarios outline in this chapter.
A: The Social Semantic Desktop is different because of the standards used to build it. Firstly, by basing the representational layers of the Semantic Desktop on the existing (Semantic) Web standards we enable interoperability by a wide range of existing projects, and secondly, by creating new standards for desktop integration and dataformats we encourage future software developers to build on top of the Semantic Desktop. On the Semantic Desktop both the applications and the data encourages open access, and this exactly the opposite of the vendor lock-in that for instance Exchange Server aims for. 
