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Abstract
Differential evolution (DE) is a popular, simple, fast, efficient and stochastic optimization technique which shows a solid perfor-
mance for diverse continuous optimization problems. However, the control parameters used in DE are fixed. This fact motivated
many researchers in past few years to present improved variants of DE. It has been done by (1) modifying the self structure of
DE, (2) integrating additional components within the structure of DE. For each category, several algorithms have been reported
in the literature. Among of them, in this article, we have been selected four self structural modified adaptive variants of DE,
called DE/best/1, DE with random scale factor, DE with time varying scale factor, modified differential evolution, after studying
their working principles. Performance comparisons of all these algorithms are provided against the classical DE for ten numerical
benchmark functions with the following performance measures: solution quality, number of generations required to find the opti-
mal solution and frequency of finding the optimal solution. From the simulation results, it has been observed that the convergence
speed of the recently proposed modified differential evolution is significantly better than others. Also statistical significance test
has been carried out to establish the statistical significance of the results.
c© 2012 Elsevier Ltd. . .Selection and/or peer-review under responsibility of the Department of Computer Science & Engineering,
National Institute of Technology Rourkela
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1. Introduction
In recent years, global optimization (Horst, et al. 2000, Price 1999, Torn & Zilinskas 1989, Ratschek & Rokne
1988) has become a rapidly developing field. The optimization problems can be defined as a computational problems
in which the object is to find the best of all possible solutions, or more formally, find a solution in the feasible re-
gion which has the minimum (or maximum) value of a given objective function. Hence, the optimization problems
are arising many diverse application areas. Although, most problems in different fields can be formulated as opti-
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mization problems, the need of efficient optimization algorithm is ubiquitous for scientific community. Despite of its
importance and the effort invested so far, the method for solving global optimization problems are not satisfactory
enough. Therefore, the challenge is to determine an absolutely best solution for a general non-linear function with
many variables and complex attributes attracts the attention of researchers. However, Evolutionary Algorithms (EAs)
(Goldberg 1989, Kirkpatrik, et al. 1983, Eberhart & Shi 1995) are well acceptable to the scientific community due to
their nature of simplicity and parallelization.
In 1995, a new floating point encoded evolutionary algorithm for global optimization (Storn & Price 1995), called
Differential Evolution (DE) (Storn & Price 1997, Price, et al. 2005), was proposed. Differential Evolution uses a
special kind of differential operator, which invoked to create new offspring from parent vectors instead of classical
mutation. DE algorithm is a stochastic optimization (Zabinsky 2003, Zhigljavsky & Zilinska 2008) method, maxi-
mizing or minimizing an objective function that can model the problem’s objectives while incorporating constraints
(Storn 1995). The advantage of DE is its fast convergence while using a few control parameters. It also observed
that DE performs better for non-linear constraint optimization (Price & Storn 1996, Price 1996). DE has been used in
different field of engineering and science including in unsupervised image classification (Omran, et al. 2005, Maulik
& Saha 2009, Maulik, et al. 2010, Saha, et al. 2009). However, DE does suffer from the problem of premature conver-
gence to local optima. Also it takes large computational time for optimizing the computationally expensive objective
functions. Hence, researchers from all over the globe have proposed plenty of DE variants (Neri & Tirronen 2010, Das
& Suganthan 2011). However, some of the adaptive DE variants (Storn & Price 1997, Das, et al. 2005, Maulik &
Saha 2009) are considered to review in this article.
Among the reviewed DE variants, Modified Differential Evolution (MoDE) (Maulik & Saha 2009) uses different
from of mutation than the classical DE. Here the mutation is carried out with three vectors, one is the local best, other
is the global best which are adaptive in nature and third one is selected randomly. Also the process of mutation is
controlled by the scale factor α . However, scheme DE/best/1 (Storn & Price 1997), DE with Random Scale Factor
(DERSF) (Das et al. 2005) and DE with Time Varying Scale Factor (DETVSF) (Das et al. 2005) use traditional mu-
tation operation of DE with adaptive control parameters. The performance of all the methods has been evaluated on a
number of well-known benchmark functions and compared the speed of its convergence. Moreover, its effectiveness
has also been evaluated in terms of the quality of solution, number of generations required to find the optimal solution
and the frequency of finding the optimal solution. Finally, statistical significance test, called t-test, has been performed
to show the relevance of the results.
2. Classical Differential Evolution and its variants
2.1. Classical Differential Evolution
Differential Evolution is a relatively recent heuristic designed to optimize problems over continuous domains. In
DE, each decision variable is represented in the vector by a real number. As in any other evolutionary algorithm, the
initial population of DE is generated randomly, and then evaluated. The kth individual vector of the population at
time-step (generation) t has d components (dimensions), i.e.,
Gk(t) = [Gk,1(t),Gk,2(t), . . . ,Gk,d(t)] (1)
For each target vector Gk(t) that belongs to the current population, three randomly selected vectors from the current
population is used. In other words the dth component of each trial vector is generated as follows.
ϑk,d(t +1) = Gi,d(t)+F (Gn,d(t)−Gm,d(t)) (2)
Here F is a mutation factor. In order to increase the diversity of the perturbed parameter vectors, crossover is intro-
duced. To this end, the trial vector:
Qk(t +1) = [Qk,1(t + 1),Qk,2(t + 1), . . . ,Qk,d(t +1)] (3)
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is formed, where
Qk, j(t +1) =
⎧⎪⎪⎨
⎪⎪⎩
ϑk, j(t + 1)
i f rand j(0,1)≤CR or j = rand(k)
Gk, j(t)
i f rand j(0,1)>CR and j = rand(k)
(4)
In Eqn. (4), rand j(0,1) is the jth evaluation of a uniform random number generator with outcome ∈ [0, 1]. CR is the
crossover rate ∈ [0, 1] which has to be determined by the user. rand(k) is a randomly chosen index ∈ {1, 2,. . .,d}
which ensures that Qk(t + 1) gets at least one parameter from ϑk(t +1). The following condition decides whether or
not it should become a member of the next generation (t +1),
Gk(t +1) =
⎧⎪⎪⎨
⎪⎪⎩
Qk(t + 1)
i f f (Qk(t + 1))> f (Gk)
Gk(t)
i f f (Qk(t + 1))≤ f (Gk)
(5)
where f (.) is the objective function to be minimized. The processes of mutation, crossover and selection are executed
for a fixed number of iterations. The best vector seen up to the last generation provides the solution.
2.2. Scheme DE/best/1
In this scheme (Storn & Price 1997), the scale factor (F) and crossover probability (CR) are same. However, the
trial vector is formed as,
ϑi,d(t +1) = Gbest,d(t)+F(Gn,d(t)−G j,d(t)) (6)
here Gbest,d is the best vector of the current population and the perturbation is done by using a single difference vector
(Storn & Price 1997).
2.3. Differential Evolution with Random Scale Factor
In the classical DE, the difference vector (Gn,d - Gm,d) is scaled by a constant value of scale factor F . Generally,
the value between 0.4 to 1 is used of this control parameter. In (Das et al. 2005), a technique has been proposed to
vary this scale factor in a random manner within the range of 0.5 to 1 by using the following equation
F = 0.5× (1+ rand(0,1)) (7)
where rand(0,1) is a uniformly distributed random number within the range [0,1]. This modification helps the popu-
lation to explore the search space, as well as when the vectors in the population are pointing to the location clustered
near a local optimum, due to the randomly scaled difference vector, a new trial vector has fair chances of pointing at
an even better location on the multimodal functional surface. Therefore, the fitness of the best vector in a population
is much less likely to get stagnant until a truly global optimum is reached.
2.4. Differential Evolution with Time Varying Scale Factor
The population based optimization methods have the tendency to encourage the individuals at the beginning of the
generation to explore the diverse area of the search space to get the suspected global optima region, and later in the
generation, to exploit that region to find the accurate solution. This fact motivated Das et al. to propose the scale
factor that can linearly vary with time from prefixed maximum to prefixed minimum value (Das et al. 2005):
F =
(Fmax −Fmin)× (MXiter −CTiter)
MXiter
(8)
where Fmax and Fmin are the maximum and minimum values of scale factor F , CTiter is the current iteration number
and MXiter is the maximum number of allowable iterations.
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2.5. Modified Differential Evolution
In modified differential evolution (Maulik & Saha 2009), an approach has been introduced during mutation to push
the trial vector quickly towards the global optima. In the mutation process, that deals with three vectors, two of them
represent the global best (GBest) and local best (LBest) respectively.
ϑi,d(t +1) = GGBest,d(t)+α (GLBest,d(t)−G j,d(t)) (9)
The crossover and selection are same as original DE. In each generation one of the process is selected depending
on α , computed as 11+exp(−(1/generation)) . While one process uses the mutation as in original DE, other generates a
new mutant vector using Eqn. (9). Note that, as number of generation increase the value of α decreases in the range
between [1, 0.5] which results in a lower probability of using modiMutation. Also when modiMutation is used in the
initial stage LBest (best vector in current population) has more contribution for evolving the mutant vector than in the
later stage. As the contribution of LBest for the mutant vector decreases with generation, contribution of GBest (best
vector evaluated till the current generation) increases. This fact provides more exploration and exploitation with the
knowledge of local and global best.
Function Name Interval Function Global Minimum
Sphere ( f1) x ∈ [−5.12,5.12]50 f1(x) = ∑50i=1 x2i f1(0)=0
Rosenbrock ( f2) x ∈ [−2.048,2.048]50 f2(x) = ∑49i=1(100(xi+1− x2i )2 +(xi −1)2) f2(1)=0
Step ( f3) x ∈ [−5.12,5.12]50 f3(x) = ∑50i=1xi f3(0)=0
Quartic ( f4) x ∈ [−1.28,1.28]50 f4(x) = ∑50i=1( j.x4i ) f4(0)=0
Shekel Foxholes ( f5) x ∈ [−65.536,65.536]2 f5(x) = [ 1500 +∑25j=1 1j+∑2i=1(xi−a ji)6 ]
−1 f5( −32)∼= 0.998004
Griewangk ( f6) x ∈ [−400,400]50 f6(x) = ∑50i=1 x
2
i
4000 −∏50i=1 cos( xi√i )+1 f6(0)=0
Ackley ( f7) x ∈ [−8,8]50 f7(x) = 20+ exp(1)+ (−20exp(−0.2
√
∑50i=1 x
2
i
i ))− exp(∑50i=1 cos(2π−xi)i ) f7(0)=0
Rastrigin ( f8) x ∈ [−5.12,5.12]50 f8(x) = ∑50i=1(x2i −10cos(2πxi)+10) f8(0)=0
Schaffer’s f6 ( f9) x ∈ [−100,100]2 f9(x) = 0.5+ ((sin(
√
x21+x
2
2)
2)−0.5)
(1+0.001(x21+x
2
2))
2 f9(0)=0
Salomon ( f10) x ∈ [−100,100]50 f10(x) = 1− cos(2π
√
∑50i=1 x2i )+ 0.1
√
∑50i=1 x2i f10(0)=0
Table 1. Specification of 10 benchmark functions.
3. Experimental Analysis
In this section, the description of the performance of DE, DE/best/1, DERSF, DETVSF and MoDE for ten well-
known benchmark functions is mentioned. The used well-known benchmark functions are given in Table 1.
3.1. Experimental Setup
In simulation strategy, simulations have been carried out to see a comparative performance analysis of the recently
proposed methods. All benchmark functions have been tested with dimensions as given in equation for thousand
generations. Fifty independent runs of each of the five algorithms has executed to record the average and the standard
deviation values. For all benchmarks (excluding Schaffer’s f6 ( f9) and Shekel Foxholes ( f5)), the stopping criterion is
set to reach a fitness of 0.001. However, for Schaffer’s f6, the widely used error limit of 0.00001 (Kennedy 2000, Bergh
& Engelbrecht 2001) is used, and, for Shekel Foxholes, the stopping criterion is set to 0.998.
53 Indrajit Saha et al. /  Procedia Technology  6 ( 2012 )  49 – 56 
In case of classical DE, the crossover probability (CR), the scale factor (F) and the population size are set to be
equal to 0.9, 0.3 and 10, respectively. The same parameters are used in DE/best/1. DERSF algorithm uses crossover
probability 0.8, while the population size remains same as classical DE. DETVSF uses the same crossover probability
and population size as DERSF. Moreover, both the variants are computed the scale factor as described in (Das et al.
2005). However, for the ten test functions, it is observed that DETVSF performs best when the scale factor is varied
linearly from 0.4 to 1.2. Therefore, this linear scale factor is used for DETVSF. In case of MoDE, a crossover
probability (CR) taken as 0.8, scale factor α is computed same as (Maulik & Saha 2009) and the size of the population
is also kept same as classical DE.
Average
Function (Standard Deviation)
DE DE/best/1 DERSF DETVSF MoDE
f1 0.001 0.001 0.001 0.001 0.001
f2 0.0802 0.0631 0.0049 0.0543 0.0015
(2.048) (2.003) (0.0121) (0.0117) (0.0032)
f3 2.000 1.000 1.000 1.000 0.000
(1.542) (1.634) (0.0013) (0.0172) (0.0021)
f4 0.0572 0.0231 0.0016 0.0012 0.0015
(0.0217) (0.0153) (0.0019) (0.0011) (0.0017)
f5 1.002 1.201 0.998 1.221 0.998
(0.0854) (0.0638) (0.000) (0.0421) (0.000)
f6 0.052 0.0081 0.024 0.021 0.0026
(0.03) (0.037) (0.180) (0.0187) (0.0161)
f7 0.0346 0.0143 0.0015 0.0127 0.0018
(0.0446) (0.669) (0.0154) (0.0454) (0.0173)
f8 0.0346 0.0143 0.0127 0.0015 0.00138
(0.0109) (0.0251) (0.0067) (0.0045) (0.0033)
f9 0.00006 0.00008 0.00013 0.00045 0.00003
(0.0011) (0.0016) (0.01225) (0.016) (0.0001)
f10 0.025 0.0187 0.0016 0.0023 0.00102
(0.437) (0.285) (0.089) (0.084) (0.004)
Table 2. Average and Standard Deviation of best-of-run solution.
3.2. Discussion of Results
The following performance measures are used for comparative study: (a) quality of the final solution (b) speed of
convergence towards the optimal solution, and (c) success rate (frequency of hitting the optimum) to show the quality
of the algorithms to reach the optimal solution. The mean and the standard deviation of the 50 independent runs of
each of the five algorithms are reported in Table 2. Missing values of the standard deviation in this table indicate a
zero standard deviation. The best solution for each function is shown as bold. In Table 2, for function f1, all the five
algorithms are produced same results. Moreover, it has also been observed that MoDE algorithm gives the best result
for the functions f2, f3, f5, f6, f8, f9 and f10, whereas for functions f4 and f7 DETVSF and DERSF perform better.
Table 3 reports the number of runs (out of 50) that are required to find the optimum solution (within the given
range) and also the average number of generations needed to find that optimal solution. For example, using MoDE
algorithm, a function f6 converges to the optimality 38 times out of 50 runs, whereas other algorithms converge less
number of times. Similar results are also obtained for other functions except function f4 and f7. For both the functions,
DETVSF and DERSF algorithms reach to the optimality 46 and 48 times, respectively. Although, MoDE reaches 42
and 48 times with high average number of generations.
In Fig. 1, the graphical presentation of the rate of convergence is shown for all the methods against of all the
functions. Again it is observed that MoDE takes less number of generations to reach the optimal solution. However,
DETVSF and DERSF take less number of average generation, 880.2 and 667.2, for functions f4 and f7, respectively,
to converge to the optimality, which are lesser than the MoDE. Moreover, the results show that the MoDE lead to
significant improvements in most cases.
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(a) Sphere. (b) Rosenbrock.
50 150 250 350 450 550 650 750 850 950
100
101
102
No. of Generation
M
ea
n 
be
st 
Va
lue
(lo
g)
DE
DE/best/1
DERSF
DETVSF
MoDE
50 150 250 350 450 550 650 750 850 950
10−3
10−2
10−1
100
101
102
103
No. of Generation
M
ea
n 
be
st
 V
al
ue
(lo
g)
DE
DE/best/1
DERSF
DETVSF
MoDE
(c) Step. (d) Quartic.
2 4 6 8 10 12 14 16 18 20
100
101
102
103
No. of Generation
M
ea
n 
be
st 
Va
lue
(lo
g)
DE
DE/best/1
DERSF
DETVSF
MoDE
50 150 250 350 450 550 650 750 850 950
10−3
10−2
10−1
100
101
102
103
No. of Generation
M
ea
n 
be
st
 V
al
ue
(lo
g)
DE
DE/best/1
DERSF
DETVSF
MoDE
(e) Shekel Foxholes. (f) Griewangk.
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(i) Schaffer’s f6. (j) Salomon.
Fig. 1. Pictorial representation of finding optimal solution for different methods against of different functions.
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Coverage of Optimality for No. of runs
Function (Average No. of Generations)
DE DE/best/1 DERSF DETVSF MoDE
f1 50 50 50 50 50
(168.4) (179.3) (137.4) (201.73) (125.6)
f2 36 38 44 45 50
(448.3) (434.2) (444.6) (450.3) (428.3)
f3 50 50 50 50 50
(759.6) (768.3) (689.3) (568.4) (478.6)
f4 28 34 43 46 42
(965.3) (945.7) (950.6) (880.2) (989.6)
f5 48 46 45 43 48
(344.8) (521.5) (465.2) (503.1) (289.3)
f6 28 30 20 26 38
(834.6) (865.3) (932.7) (940.2) (844.3)
f7 45 44 48 46 48
(846.3) (824.2) (667.2) (747.8) (742.3)
f8 28 34 48 46 50
(789.3) (726.4) (772.6) (746.3) (680.3)
f9 45 48 50 46 50
(667.8) (648.3) (643.1) (556.4) (525.4)
f10 34 36 48 45 50
(689.7) (634.2) (643.2) (678.9) (549.7)
Table 3. Converged to optimality for number of runs (out of 50) and the corresponding mean number of generations.
3.3. Statistical Significance Test
Based on the above results, a statistical significance test, called t-test (unpaired sample for mean) has been con-
ducted at the 5% significance level or 95% confidence interval, to compare the average of the results shown in Table 2.
Table 4 shows results of unpaired t-tests between the MoDE and the other four in each case (95% confidence interval
of this difference, the t-value, and the two-tailed p-value). For all the cases, sample size = 50 and degrees of freedom
= 98. It is interesting to see from Tables 2 and Tables 4 that in a majority of cases MoDE meets or beats the nearest
competitor in a statistically meaningful way.
Table 4 reports the t-test result. The table gives statistic to check the null hypothesis (t-statistic), which is the
ratio of the mean squares between groups to the mean squares within groups. The high value for the t-statistic from
two-tailed p allows us to reject the null hypothesis and state some notice about acceptance like Significant, Extremely
Significant or Very Significant. For example, t-test result for f5 function (Table 4) give the value of the t-statistic
is 1.1908 which is greater than its two-tailed p-values (two-tailed p-value = 0.0057) and it also does signify that f5
function is extremely significant to reject the null hypothesis. In other words, this is a strong evidence against the null
hypothesis, indicating that the better average produced by the MoDE algorithm has not occurred by chance. Similar
results are noticed for all other functions.
Fn t − statistic 95% Conf. Intvl. Two-trailed Significance
p− value
f1 1.0381 (-2.574, -1.5321) 0.0016 Extremely
Significant
f2 1.6928 (-0.5053, -0.0486) 0.0060 Extremely
Significant
f3 3.6465 (-0.8329, -0.2052) 0.0025 Extremely
Significant
f4 3.0969 (-0.8092, 2.1128) 0.1083 Significant
f5 1.1908 (-0.2081, -0.0767) 0.0057 Extremely
Significant
f6 3.9711 ( -0.1009, -0.0151) 0.0192 Very
Significant
f7 3.5788 (-1.1134, 1.3714) 0.2602 Significant
f8 3.5416 (-0.6723, -0.1418) 0.0021 Extremely
Significant
f9 1.6207 (-0.1131, -0.0142) 0.0207 Very
Significant
f10 2.8592 (-0.3628, -0.0394) 0.0097 Extremely
Significant
Table 4. Unpaired t − test with optimal solution value for Table 2 Data.
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4. Conclusions
This paper presents a short survey on recently proposed adaptive variants of DE, known as DE/best/1, DERSF,
DETVSF and MoDE. A comparative study of these variants with classical DE has been demonstrated by showing
the experimental results. The selected algorithms are according to our judgment efficient and respectively advanced.
The reason for attempting to show this comparative study is due to the popularity of differential evolution. However,
the classical DE can found to be slow and fail to detect solutions in high dimensional space. On the other hand, as
shown in this paper, minor modifications can greatly enhance the performance differential evolution. The performance
of these variants has been analyzed in terms of solution quality, speed of convergence and frequency of hitting the
optimum for ten well-known benchmark test functions. A statistical significance test has also been conducted to show
the effectiveness of the results. It has been noticed that the MoDE performs well in most of the cases.
As a scope of further research, this short survey can be extended by incorporating other DE schemes. The multi-
objective DE schemes can also be investigated. The authors are currently working in these directions.
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