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Özetçe —Çizge renklendirme, pratikte birçok uygulaması olan
kombinatoryal ve temel bir problemdir. Bu problemde verilen
bir çizge içerisindeki noktaların, her bir nokta koms¸uları ile
farklı renkte olacak s¸ekilde ve en az renk kullanılarak renk-
lendirilmesi gerekmektedir. Bu optimizasyon probleminin NP-
Zor oldug˘u kanıtlanmıs¸tır. Bu nedenle literatürde en az sayıda
renk kullanmasa da, az sayıda renk kullanmayı hedefleyen
açgözlü algoritmalar bulunmaktadır. Bu algoritmalar çizgedeki
noktaları belli bir sıra ile gezerek teker teker renklendirmektedir.
Noktaların sırası kullanılan renk sayısı üzerinde önemli bir etkiye
sahiptir. Bu çalıs¸mada, sosyal ag˘ analizi metriklerinin nokta-
larının sırası bulunurken kullanılması üzerine yog˘unlas¸ılmıs¸tır.
Yapılan deneyler göstermis¸tir ki, bir sosyal ag˘ analizi metrig˘i
olan yakınlık merkeziyeti, açgözlü renklendirme algoritmaları için
bir sıralama ölçütü olarak kullanıldıg˘ında, algoritmalar klasik
sıralama yöntemlerine göre daha az renk kullanmaktadır.
Anahtar Kelimeler—Çizge renklendirme, açgözlü algoritmalar,
yakınlık merkeziyeti.
Abstract—Graph coloring is a fundamental problem in com-
binatorics with many applications in practice. In this problem,
the vertices in a given graph must be colored by using the least
number of colors in such a way that a vertex has a different
color than its neighbors. The problem, as well as its different
variants, have been proven to be NP-Hard. Therefore, there are
greedy algorithms in the literature aiming to use a small number
of colors. These algorithms traverse the vertices and color them
one by one. The vertex visit order has a significant impact on
the number of colors used. In this work, we investigated if social
network analytics metrics can be used to find this order. Our
experiments showed that when closeness centrality is used to find
vertex visit order, a smaller number of colors is used by the
greedy algorithms.
Keywords—Graph coloring, greedy algorithms, closeness cent-
rality.
I. G I˙RI˙S¸
Çizge renklendirme probleminde bir çizgenin noktaları, her
bir nokta koms¸ularından farklı renkte olacak s¸ekilde ve en az
renk kullanılarak renklendirilmelidir. Koms¸uluk ilis¸kisi tek bir
kenar üzerinden tanımlandıg˘ından problemin bu hali 1-uzaklık
*Equal contribution of all authors / Tüm yazarlar es¸it derecede katkı
sag˘lamıs¸tır.
çizge renklendirme olarak da adlandırılır. Problemin bu basit
halinin bile NP-Zor oldug˘u kanıtlanmıs¸tır [11], [19]. Litera-
türde daha genel renklendirme problemleri de incelenmis¸tir.
Örneg˘in koms¸uluk ilis¸kisi ` kenar ile tanımlandıg˘ında, problem
`-uzaklık çizge renklendirme problemi olarak adlandırılır. Bu
problemde, iki nokta arasında ` ya da daha az kenar kullanan
bir yol varsa, bu iki nokta farklı renklerde olmalıdır.
Çizgeler gerçek hayatta birçok farklı veriyi ve problemi
modellemek için kullanılmaktadır. Bu nedenle, çizge renklen-
dirme problemlerinin pratikte birçok uygulaması bulunmak-
tadır. Örneg˘in, kablosuz bir ag˘daki cihazlar çizge üzerindeki
noktalar, cihazlar arasındaki potansiyel parazitler çizgede birer
kenar olarak modellenebilir. Bu ag˘ üzerindeki kanal atama
probleminde, cihazlar kanallara birbirleri ile parazit olus¸turan
(ya da çizge üzerinde kenar paylas¸an) iki cihaz farklı kanallara
atanacak s¸ekilde yerles¸tirilmelidir. Bu atama yapılırken bütün
cihazların (noktaların) kapsanması ve kanal (renk) sayısının
en az olması istenmektedir. Bu da bir çizge renklendirme
problemidir [1]. Çizge renklendirme iletis¸im ag˘ları üzerinde
parazit azaltma, içerik iletimi, önbellek yapısının ayarlanması
gibi problemler için de kullanılmıs¸tır [6], [9], [18]. Bunun
yanında nükleik asit dizisi tasarımı [14], hava trafik akıs¸
yönetimi [2], sosyal ag˘larda topluluk tespiti [12] ve paralel
hesaplama [5] alanlarında problemin farklı türleri kars¸ımıza
çıkmaktadır.
Renklendirme problemi NP-Zor oldug˘undan literatürde bu
problem için açgözlü algoritmalar önerilmis¸tir. Bu algoritmalar
çizge üzerindeki noktaları belli bir sırada gezer ve her noktayı
o an için koms¸ulug˘unda kullanılmayan bir renge boyar. Bu ça-
lıs¸mada kullanılan algoritma, noktayı kullanılmayan ilk renge
boyamaktadır. Açgözlü algoritmaların kullandıg˘ı nokta sırası
oldukça önemlidir. Örneg˘in, verilen bir çizge için elimizde
en az sayıda rengi kullanan bir renklendirmenin oldug˘unu
varsayalım. Noktaları renklerine göre sıralayıp (ve renkleri
silip) açgözlü algoritmaya verdig˘imizde algoritma bize en iyi
sonucu verecektir. Fakat kötü bir sıralama, renk sayısını arttı-
racaktır. Bu makalede sosyal ag˘ analizinde kullanılan metrikle-
rin, açgözlü renklendirme algoritmalarının nokta sıralamasının
bulunması üzerine çalıs¸ılmıs¸tır. Yapılan deneyler göstermis¸tir
ki, bir sosyal ag˘ metrig˘i olan yakınlık merkeziyeti ile noktalar
sıralandıg˘ında, açgözlü algoritmanın kullandıg˘ı renk sayısı
azalmaktadır.978-1-7281-7206-4/20/$31.00 c©2020 IEEE
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II. YÖNTEM
G = (V,E) yönsüz bir çizge olsun ve V kümesindeki
bütün v noktaları için nbor(v) ⊂ V fonksiyonu v’nin koms¸u-
luk kümesini belirtiyor olsun. Algoritma anlatılırken renkler,
dog˘al sayılar ile gösterilecektir ve sayı -1 oldug˘unda nokta
henüz renklendirilmemis¸ olarak düs¸ünülecektir. Açgözlü algo-
ritmanın sözde kodu Algoritma 1’de gösterilmis¸tir. Algoritma
nbor fonksiyonunun tanımına göre farklı türdeki renklendirme
problemleri için kullanılabilir. Koms¸uluk fonksiyonu
nbor(v) = {u : {v, u} ∈ E}
olarak tanımlandıg˘ında algoritma 1-uzaklık renklendirme prob-
lemi için bir renklendirme üretecektir.
Koms¸uluk fonksiyonundan bag˘ımsız olarak, açgözlü algo-
ritma ilk noktalarda renk seçimi açısından daha rahat olacak,
fakat noktalar boyandıkça renk seçiminde zorlanmaya bas¸la-
yacaktır. Dolayısıyla noktaların sıralaması oldukça önemlidir.
Rastgele bir sıralama her zaman iyi sonuç vermeyebilir. Li-
teratürde bu algoritmanın sıralama özelinde analizi yapılmıs¸,
rastgele sıralamaların yüksek olasılıkla minimum renk sayı-
sından çok daha fazla renk kullandıg˘ı çizge çes¸itlerinin varlıg˘ı
gösterilmis¸tir [8], [10].
Algoritma 1 ÇIZGERENKLENDIRME
Girdi: G = (V,E), V : renklendirilecek noktalar, E: kenarlar
nbor(.): koms¸uluk fonksiyonu
Çıktı: c[.]: renklendirme listesi.
1: for her v ∈ V noktası için do
2: F ← ∅
3: for her u ∈ nbor(v) do
4: if c[u] 6= −1 then
5: F ← F ∪ {c[u]}
6: col← 0 . ilk uygun renk yöntemi
7: while col ∈ F do
8: col← col + 1
9: c[v]← col
Literatürde noktaların sıralanması için farklı yöntemler de-
nenmis¸tir. Sık kullanılan bir yöntem, noktaların bag˘lı oldukları
kenar sayıları (dereceleri) kullanılarak sıralanmasıdır. Noktalar
azalan kenar sayısına göre sıralandıg˘ında daha riskli noktalar
önce boyanacak ve algoritma daha kısıtlanmıs¸ oldug˘u son
adımlarda renk sayısını arttırmadan daha bir çözüm elde ede-
bilecektir. Bu sıralamaya Welsch-Powell yöntemi de denmek-
tedir [17]. Noktalar derecelerine, |nbor1(.)| deg˘erlerine göre
sıralandıklarında açgözlü algoritmanın kullanacag˘ı maksimum
renk sayısı maxv∈V {dv}+ 1 olacaktır.
Bu çalıs¸mada kullanılan sıralama yöntemleri as¸ag˘ıda veril-
mis¸tir.
• 1-koms¸uluk: Bu yöntem yukarıda anlatılan, azalan
|nbor(.)| deg˘erlerini kullanan sıralama yöntemidir.
• 2-koms¸uluk: Bu yöntem noktaları azalan |nbor2(.)|
deg˘erlerine göre sıralar. Çizge üzerindeki herhangi iki
v ve u noktası arasındaki en kısa uzaklık d(v, u) ile
gösterilsin. Bir v ∈ V noktasının 2-koms¸ulug˘u,
nbor2(v) = {u ∈ V : d(v, u) = 2}
olarak hesaplanır.
• 3-koms¸uluk: Bu yöntem noktaları azalan |nbor3(.)|
deg˘erlerine göre sıralar. Bir v ∈ V noktası için
nbor3(v) kümesi
nbor3(v) = {u ∈ V : d(v, u) = 3}
olarak hesaplanır.
• Yakınlık merkeziyeti: Çizge üzerindeki herhangi iki
v ve u noktası arasındaki en kısa uzaklık d(v, u) ile
gösterilsin. Bir v noktasının yakınlık merkeziyeti
ym(v) =
1∑
u∈V d(v, u)
olarak hesaplanır [3], [15]. Bu yöntem noktaları azalan
yakınlık merkeziyeti deg˘erlerine göre sıralar. Yönte-
min amacı çizgeyi içeriden dıs¸arıya dog˘ru, öncelikle
içerideki yog˘un kısmın üzerinden geçerek renklendir-
mektir. Dolayısıyla çizgedeki zor ve riskli noktalar
daha önce renklendirilecek, dıs¸arıda kalan, kullanılan
renk sayısını arttırması daha düs¸ük olasılıg˘a sahip
uç noktalar algoritmanın kısıtlandıg˘ı son adımlarda
renklendirilecektir.
• Kümeleme katsayısı: Bu yöntemde noktalar azalan
kümeleme katsayısı deg˘erlerine göre sıralanır. Küme-
leme katsayısı, noktanın koms¸ularının birbirine ne ka-
dar bag˘lı oldug˘unu gösterir [7], [16]. Çizge üzerindeki
bir v noktası için
kk(v) =
|{{u,w} ∈ E : u,w ∈ nbor(v)}|
|nbor(v)|(|nbor(v)| − 1)
noktanın kümeleme katsayısını vermektedir. Bu deg˘er
yüksek oldug˘unda nokta neredeyse birbirine tam bag˘lı
bir alt çizge içerisinde yer almaktadır. Bu da noktayı
açgözlü algoritma için riskli bir nokta yapmaktadır. Bu
sıralama yöntemi bu tür noktaları ilk sıralara koyarak
renk sayısını azaltmayı hedeflemektedir.
• PageRank: PageRank sosyal ag˘ analizinde sıklıkla
kullanılan bir merkeziyet metrig˘idir [13]. Çizge üze-
rindeki bir noktanın PageRank deg˘eri, kenarlar üze-
rinden rastgele nokta gezintisi yapan bir kis¸inin belli
bir anda o noktada bulunma olasılıg˘ını vermektedir.
Bu sıralama yöntemi azalan PageRank deg˘erlerini
kullanır. Bu yöntemin temel motivasyonu, yakınlık
merkeziyeti için kullanılan yöntemin motivasyonu ile
aynıdır ve çizgenin merkezinden bas¸layarak, renk
sayısını arttırma olasılıg˘ı yüksek olan noktaları ilk
sırada renklendirmektir. Çizge üzerindeki noktaların
PageRank deg˘erleri yinelemeli bir algoritma ile hesap-
lanır. Bir v noktasının bas¸langıçtaki PageRank degeri
pr0(v) =
1
|V | olarak kabul edilir. Hesaplama esna-
sında i adımındaki PageRank deg˘eri ise
pri(v) =
1− α
|V | + α
∑
u∈nbor1(v)
pri−1(u)
|nbor1(u)|
olur.
• Rastgele: Bu yöntem noktaları rastgele, gelis¸igüzel bir
s¸ekilde sıralamaktadır.
III. DENEY SONUÇLARI
Bu çalıs¸mada yapılan deneyler, 512GB RAM’e sahip, 64
bit CentOS 6.5 ile çalıs¸an, her bir soketin 15 çekirdeg˘e sahip
oldug˘u (toplamda 60), 2.30 GHz ile çalıs¸an Intel Xeon E7-
4870 v2’de yapıldı. Yazılan bütün kodlar gcc 8.2.0 ile
optimizasyon parametresi -O3 kullanılarak derlendi.
Deneylerde kullanılan bütün çizgeler SuiteSparse1 seyrek
matris kütüphanesinden indirildi. I˙lk kısım deneyler için nokta
sayısı 105 ila 106 arasındaki bütün simetrik matrisler kulla-
nıldı. Deneyler yapılırken, kütüphanede bu özelliklere sahip
204 matris bulunmaktaydı. Her bir matris, noktalar matrisin
satır ve sütunları, kenarlar da matris içerisindeki sıfırdan farklı
sayılar olmak üzere bir çizge s¸eklinde modellendi. Bir sıralama
yönteminin bir matris özelindeki performansı ölçülürken, o
yöntem ile elde edilen renk sayısının, 1-koms¸uluk yöntemi ile
elde edilen renk sayısına oranı kullanıldı. Performans sonuçları
ölçülürken, PageRank için 20 yineleme yapılmıs¸tır. Rastgele
sıralama yönteminin performansı ise 5 rastgele permütasyonun
ortalaması alınarak ölçülmüs¸tür. Yakınlık merkeziyeti için ise
sonucu kesin olmasa da çok hızlı s¸ekilde veren bir yakınsama
algoritması kullanılmıs¸tır [4].
Tablo I’de, Bölüm II’de anlatılan sıralama yöntemlerinin
bütün matrisler için hesaplanan performanslarının geometrik
ortalamaları verilmis¸tir. Tabloda da görüldüg˘ü üzere, Yakınlık
Merkeziyeti tabanlı sıralama dig˘er tüm sıralamalardan daha
etkili bir sonuç vermis¸tir. Bu sonuçların daha detaylı ince-
lemesi için S¸ekil 1’e bakılabilir. Görüldüg˘ü gibi, yakınlık
merkeziyeti tabanlı sıralama kimi çizgeler için 4.5 kat daha
az renk kullanırken, bu çizgeler üzerinde en fazla %25 fazla
renk kullanmaktadır.
TABLO I: 1-UZAKLIK RENKLENDI˙RME I˙ÇI˙N SIRALAMA
ALGORI˙TMALARININ PERFORMANSLARININ GEOMETRI˙K ORTALAMASI
Sıralama 1-uzaklık
1-koms¸uluk 1.00
2-koms¸uluk 1.02
3-koms¸uluk 1.07
Yakınlık Merkeziyeti 0.97
Kümelenme Katsayısı 1.03
PageRank 1.02
Rastgele Sıralama 1.08
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S¸ekil 1: Yakınlık merkeziyeti metrig˘inin renklendirme problemi için 204 çizge
üzerindeki performansı.
1http://faculty.cse.tamu.edu/davis/suitesparse.html
Her ne kadar yakınlık merkeziyeti tabanlı sıralama bütün
sıralama yöntemlerinden daha iyi çalıs¸mıs¸ olsa da, performans
sadece 1-koms¸uluk sıralama yöntemine göre deg˘erlendiril-
mis¸tir. Bunun sebebi, kullanılan çizgelerin en iyi çözümü
hızlı bir s¸ekilde elde edemeyeceg˘imiz kadar büyük olmasıdır.
Performansın en iyi çözüme göre deg˘erlendirilmesi için ikinci,
görece daha küçük çizgelerden olus¸an bir çizge kümesi olus¸-
turulmus¸tur. Bu kümeyi olus¸turmak için SuiteSparse kütüpha-
nesinden nokta sayısı 100 ila 500 arası, 260 simetrik matris
seçilmis¸ ve çizge olarak modellenmis¸tir. Bütün bu çizgeler
için en az sayıda renk kullanan çözümler, lineer programlama
yöntemi ve CPLEX kütüphanesi kullanarak elde edilmis¸tir.
Bu küme üzerindeki performans sonuçları Tablo II’de ve-
rilmis¸tir. Deg˘erlerden görüleceg˘i üzere, yakınlık merkeziyeti
büyük çizgelerde oldug˘u gibi daha önce anlatılan bütün sıra-
lama yöntemlerinden daha bas¸arılı bir performans elde etmis¸tir.
Yakınlık merkeziyeti, en iyi sonuca göre ortalama %23 daha
fazla renk kullanmaktadır. 1-koms¸uluk tabanlı sıralama ise en
iyi sonuca göre %36 daha fazla renkle çizge renklendirme
yapabilmektedir.
TABLO II: 1-UZAKLIK RENKLENDI˙RME I˙ÇI˙N SIRALAMA
ALGORI˙TMALARININ EN I˙YI˙ ÇÖZÜME GÖRE PERFORMANSLARININ
GEOMETRI˙K ORTALAMASI
Ölçüt 1-uzaklık
1-koms¸uluk 1.36
2-koms¸uluk 1.35
3-koms¸uluk 1.40
Yakınlık Merkeziyeti 1.23
Kümelenme Katsayısı 1.40
PageRank 1.34
Rastgele Sıralama 1.56
Ag˘ırlıklı Sıralama 1.16
Tekdüze Sıralama 1.53
Bu küme üzerindeki performans sonuçlarının olus¸turulması
sürecinde büyük çizgelerde kullanılan sıralama algoritmalarına
ek olarak tekdüze ve ag˘ırlıklı sıralama yöntemleri de dene-
nemis¸tir. Bu sıralama yöntemleri normalize edilmis¸ deg˘erleri
kullanır. Bunun için bütün nokta deg˘erlerinden o deg˘erin orta-
laması çıkartılır ve elde edilen deg˘er standart sapmaya bölünür.
Tekdüze sıralama bir v noktasının normalize edilmis¸ bütün
deg˘erlerini (1-koms¸uluk, 2-koms¸uluk, 3-koms¸uluk, yakınlık
merkeziyeti, kümelenme katsayısı ve PageRank) toplayarak
elde edilen deg˘er için azalan sıraya göre noktaları sıralar.
Tablo II’de görüldüg˘ü gibi bu sıralama rastgele bir sıralama
kadar kötü sonuçlar vermis¸tir.
Ag˘ırlıklı sıralama, Tablo II’de verilen metriklerin farklı
kombinasyonlarının kullanılması ile en fazla ne kadar iyi bir
sonuç alınabileceg˘ini ölçmek için tasarlanmıs¸tır. Sıralamalar,
birbirleri arasındaki ölçek farkını gidermek için normalize
edildikten sonra, tüm lineer kombinasyonlar arasından en iyi
ortalama sonucu veren ag˘ırlık kombinasyonu bulunmus¸tur.
Elde edilen ag˘ırlıklar Tablo III’te verilmis¸tir.
TABLO III: AG˘IRLIKLI SIRALAMA ALGORI˙TMASI I˙ÇI˙N AG˘IRLIK DEG˘ERLERI˙
Ölçüt 1-uzaklık
1-koms¸uluk 0.10
2-koms¸uluk 0.05
3-koms¸uluk 0.10
Yakınlık Merkeziyeti 0.70
Kümelenme Katsayısı 0.05
PageRank 0.00
Katsayılar incelendig˘inde, yakınlık merkeziyeti deg˘erinin
dig˘er ag˘ırlıklardan daha yüksek oldug˘u görülür. Bas¸ka bir
deyis¸le, yakınlık merkeziyeti, en iyi kombinasyon içerisinde
dig˘er metriklerden daha büyük bir etkiye sahiptir. Bu sıralama
algoritması ile en iyi sonuçtan sadece %16 kötü sonuç elde
edilmis¸tir. Yine Tablo II’de görüldüg˘ü gibi, yakınlık merkezi-
yeti, küçük çizgeler için sıralama algoritmalarıyla olus¸turula-
bilecek en iyi renklendirmeden ortalama sadece %7 daha fazla
renk ile çizgeleri renklendirebilmektedir.
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Ağırlıklandırılmış	sıralama	performansı	
		y	=	x	
(Ağırlıklandırılmış,	Yakınlık)	
S¸ekil 2: Ag˘ırlıklandırılmıs¸ sıralamanın ve yakınlık merkeziyeti metrig˘inin renklendirme
problemi için 204 çizge üzerindeki performansı.
Ag˘ırlıklandırılmıs¸ sıralama ilk deneydeki çizge kümesi
üzerinde kullanıldıg˘ında, yakınlık merkeziyeti tabanlı sırala-
manın iyiles¸tiremedig˘i çok sayıda çizgeyi iyiles¸tirdig˘i görül-
müs¸tür (S¸ekil 2). Ag˘ırlıklandırılmıs¸ sıralama yöntemi, 204 çiz-
genin sadece 45’inde yakınlık merkeziyeti tabanlı sıralamadan
daha iyi sonuç elde edememis¸tir. Dolayısıyla, ag˘ırlıklandırılmıs¸
yöntemin bas¸arılı bir sıralama yaratma potansiyelinin oldug˘u
düs¸ünülmektedir.
IV. SONUÇ
Bu çalıs¸mada çizge renklendirme problemi için kullanılan
açgözlü algoritmalardaki nokta sıralaması için yöntemler üze-
rine yog˘unlas¸ılmıs¸tır. Sosyal ag˘ analizi için kullanılan metrik-
lerin bu sıralamaların bulunmasındaki bas¸arıları aras¸tırılmıs¸tır.
Yapılan deneyler göstermis¸tir ki, yakınlık merkeziyeti metrig˘i,
sıralama için oldukça bas¸arılı bir metriktir.
Bu çalıs¸mada sadece statik sıralama yöntemleri üzerinde
durulmus¸tur. Algoritma çalıs¸tıkça noktalar renklendirildig˘in-
den, her adımda farklı bir sıralamanın en iyi olma olasılıg˘ı
oldukça fazladır. I˙leride, sıralamanın noktaların koms¸ulukların-
daki farklı renk sayısı gibi dinamik metrikler de kullanılrarak,
sürekli deg˘is¸en sıralamalar üzerinde çalıs¸ılacaktır. Verilen bir
çizge için en iyi sıralama yönteminin tahmin edilmesi de
oldukça ilginç bir problemdir. I˙leride bu problem üzerinde de
çalıs¸ılması planlanmaktadır.
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