The nonlinear complementarity problem (denoted by NCP(F)) can be reformulated as the solution of a nonsmooth system of equations. By introducing a new smoothing NCP-function, the problem is approximated by a family of parameterized smooth equations. A one-step smoothing Newton method is proposed for solving the nonlinear complementarity problem with P 0 -function (P 0 -NCP) based on the new smoothing NCP-function. The proposed algorithm solves only one linear system of equations and performs only one line search per iteration. Without requiring strict complementarity assumption at the P 0 -NCP solution, the proposed algorithm is proved to be convergent globally and superlinearly under suitable assumptions. Furthermore, the algorithm has local quadratic convergence under mild conditions.
Introduction
Consider the following nonlinear complementarity problem with P 0 -function (denoted by P 0 -NCP): to find a vector x ∈ R n such that
where F : R n → R n are continuously differentiable P 0 -function. Nonlinear complementarity problems have various important applications in many fields [7, 11] . The NCP has been utilized as a general framework for quadratic programming, linear complementarity, and the other mathematical programming problems. Different concepts have been developed to treat this problem. In the last few years growing attention has been paid to diverse approaches which employ a reformulation of NCP as a system of nonlinear equations or a minimization problem (e.g., see [9, 10, 14, 16, [19] [20] [21] ).
Recently, there have been strong interests in smoothing Newton methods for solving the nonlinear complementarity problems [2] [3] [4] 9, 13, 22, 24, 27] . Lastly, Zhang, Han and Huang have proposed a one-step smoothing Newton method for solving the nonlinear complementarity problem with P 0 -function based on the smoothing symmetric perturbed Fischer function [28] . Their algorithm solves only one linear system of equations and performs only one line search per iteration. Without requiring strict complementarity assumption at the P 0 -NCP solution, it has been shown that the algorithm converges globally and superlinearly under mild conditions. Furthermore, the algorithm has local quadratic convergence under suitable conditions. Compared to previous literatures, the algorithm has stronger convergence results under weaker conditions.
In this paper, we present a new one-step smoothing Newton method proposed for solving the nonlinear complementarity problem with P 0 -function based on a new smoothing NCP-function. Without requiring strict complementarity assumption at the P 0 -NCP solution, the proposed algorithm is proved to be convergent globally and superlinearly under suitable assumptions. Furthermore, the algorithm has local quadratic convergence under mild conditions. Our algorithm has the following nice properties: (1) It shows that this method is well-defined and a solution of (1.1) can be obtained from any accumulation point of the iteration sequence generated by this method. Moreover, it does not need to assume a priori the existence of an accumulation point. This assumption is used widely in the literature due to the possible unboundedness of the level sets of various adopted merit functions. Furthermore, if the solution set of (1.1) is nonempty and bounded, then the iteration sequence is bounded. (2) Our algorithm needs only to solve one linear system of equations and perform one line search per iteration. (3) If an accumulation point of the iteration sequence satisfies a nonsingularity assumption, then the whole iteration sequence converges to the accumulation point globally and superlinearly without strict complementarity. (4) If the Jacobian of F is Lipschitz continuous on R n , then the iteration sequence converges locally quadratically.
The rest of this paper is organized as follows. In Section 2, we give a new smoothing NCP-function and its properties based on the Fischer-Burmeister function. In Section 3, we present a one-step smoothing Newton method for the P 0 -NCP based on the new smoothing NCP-function and state some preliminary results. In Sections 4 and 5, we establish the global, superlinear/quadratic convergence of the proposed algorithm, respectively. Conclusions are given in Section 6.
The following notions will be used throughout this paper. All vector are column vectors, the subscript T denotes transpose, R n (respectively, R) denotes the space of n-dimensional real column vectors (respectively, real numbers), R n + and R n ++ denote the nonnegative and positive orthants of R n , R + (respectively, R ++ ) denotes the nonnegative (respectively, positive) orthant in R. We define N := {1, 2, . . . , n}. For any vector u ∈ R n , we denote by diag{u i : i ∈ N} the diagonal matrix whose ith diagonal element is u i and vec{u i : i ∈ N } the vector u. For simplicity, we use (u; v) for the column vector (u T ; v T )
T . The matrix I represents the identity matrix of arbitrary dimension. The symbol · stands for the 2-norm. We denote by S the solution set of (1.1). For any , ∈ R ++ , = O( ) (respectively, = o( )) means / is uniformly bounded (respectively, tends to zero) as → 0.
A new smoothing NCP-function and its properties
One popular choice of an NCP-function is the Fischer-Burmeister function [8] :
The Fischer-Burmeister function has many interesting properties. However, it is not differentiable at (a, b) = (0, 0), which limits its applications in dealing with nonlinear complementarity problems. Many smoothing NCP-functions based on the Fischer-Burmeister function (2.1) have been presented for solving the nonlinear complementarity problems (1.1) (see [2, 22, 25] etc).
In this paper, we present a new smoothing NCP-function as follows:
where > 0 is a smoothing parameter. The new smoothing NCP-function possesses a few nice properties. The following lemma illustrates some simple properties.
Proof. By the definition of ( , a, b), we only need to consider the case as √ a 2 + b 2 < . In fact, we have
which completes the proof of the lemma. 
Proof. Without loss of generality, we assume that 0 < 1 2 .
(
The proof is completed.
By simple calculation, we have
It is not difficult to see that , a and b are continuous with > 0. Then, from (2.5)-(2.7), we have the following results.
Proof. By the conditions of the lemma, we have
The rest of the proof is similar to that of Ref. [15] .
where
Then, by (2.3), we know that the P 0 -NCP (1.1) is equivalent to the following equation
in the sense that their solution set are coincident. By (2.5)-(2.7), it is not difficult to see that H (·) is continuously differentiable at any z = ( , x) ∈ R ++ × R n with its Jacobian
Here, the index set (z) is defined by
By Lemma 2.3 we obtain that
hold for all i ∈ N .
Algorithm and preliminaries
We now give our smoothing Newton algorithm for solving P 0 -NCP (1.1). Let ∈ (0, 1) and z := ( , x) ∈ R ++ ×R n . First, we define norm-function as follows:
Moreover, define a real-value function :
Algorithm 3.1 (A Smoothing Newton Method).
Step 0: Choose parameters ∈ (0, 1),
Step
Step 2: Solve the following equation to obtain z k := ( k , x k ):
Step 3: Let m k be the smallest nonnegative integer m such that
4)
and let k := m k .
Step 4: Set z k+1 := z k + k z k and k := k + 1. Go to Step 1.
Next, we recall some useful definitions and results.
Definition 3.1. (1)
A matrix M ∈ R n is said to be a P 0 -matrix if all its principal minors are nonnegative.
(2) A function F : R n → R n is said to be a P 0 -function if for all x, y ∈ R n with x = y, there exists an index i 0 ∈ N such that
Lemma 3.1. Let H : R ++ × R n → R n+1 and : R ++ × R n → R n be defined by (2.9) and (2.10), respectively. Then:
Proof. It is not difficult to see that is continuously differentiable at any z = ( , x) ∈ R ++ × R n . We prove (a).
Next we prove (b). It follows from (2.9) and (a) that H is continuously differentiable on R ++ × R n . And for any > 0, by straightforward calculation we obtain from (2.9) the Jacobian H (z), which is defined by (2.12). Then we obtain from (2.13) that D 1 (z) and D 2 (z) are positive diagonal matrices for all z = ( , x) ∈ R ++ × R n . By (2.9), in order to show that H (z) is nonsingular, we need only to prove that the matrix
is. In fact, because F is a P 0 -function, F (x) must be a P 0 -matrix for all x ∈ R n by [18, Theorem 5.8] . Considering the fact that D 2 (z) is positive diagonal matrix we obtain from a straightforward calculation that all principal minors of the matrix D 2 (z)F (x) are nonnegative. By Definition 3.1, we know that the matrix D 2 (z)F (x) is a P 0 -matrix. Therefore we obtain from [1, Theorem 3.3] that the matrix D 2 (z)F (x) is nonsingular, which, together with e > 0, implies that the matrix H (z) is also nonsingular. Hence, (b) is proved. Thus, whole proof of the lemma is completed.
where z 0 is given in Algorithm 3.1. Then, for any 2 1 > 0, the set
is bounded. Furthermore, for any > 0, the set L (z 0 ) defined by (3.5) is bounded.
Proof. We prove the lemma by contradiction. In fact, if the lemma is not true, then there exists a sequence
By the definitions of (·) and H (·), we have
Since the sequence {x k } is unbounded, then the index set I := {i ∈ N : {x k i } is unbounded} is nonempty. Without loss of generality, we can assume that {|x k j |} → +∞ for all j ∈ I. Let the sequence {x k } be defined bŷ
Then, {x k } is bounded obviously. Noting that F is a P 0 -function, by Definition 3.1, we have
where j is one of the indices for which the max is attained, and j is assumed, without loss of generality, to be independent of k. Since j ∈ I, we have
We now consider the following two cases:
(1) If x k j → +∞, then, noting that F j (x k ) is bounded by the continuity of F j , we deduce from (3.7) that F j (x k ) −∞. Since 0 < 1 k 2 , we get
Therefore, by (2.2), (2.10) and Lemma 2.4, we obtain that
Hence, by (2.2), (2.10) and Lemma 2.4, we also get
In either case we obtain (z k ) → +∞, which contradicts with (3.6). This completes the first part of the lemma. The boundedness of L (z 0 ) with any > 0 is the immediate corollary of the first part.
Global convergence
In this section, we consider the global convergence of Algorithm 3.1. First, define the set
where (·) and 0 are given in (3.2) and Step 0 of Algorithm 3.1, respectively. The following theorem shows that Algorithm 3.1 is well-defined and generates an infinite sequence with some good feature. Proof. If k > 0, because F is a continuously differentiable P 0 -function, it follows from Lemma 3.2 (b) that the matrix H (z k ) is nonsingular. So, Step 2 of Algorithm 3.1 is well-defined at the k-th iteration. By (3.3) we have
where the second inequality follows from e − k > 1 − k . Therefore, for any ∈ (0, 1] we obtain that
Note that F is continuously differentiable, which implies from (2.9) and Lemma 3.1 (b) that (·) is continuously differentiable around z k . Hence, (4.3) implies that Hence, for any ∈ (0, 1], we obtain from (3.3) and (4.3)-(4.5) that
where the first inequality follows from the fact e k − 1 H (z k ) , k and k (z k ), which implies that there exists a constant¯ ∈ (0, 1] such that
holds for any ∈ (0,¯ ]. This indicates that Step 3 of Algorithm 3.1 is well-defined at the kth iteration. Thus, by (4.2) and
Step 3 and 4 of Algorithm 3.1, we have k ∈ (0, 1] and
Hence, from 0 > 0 and the above statements, we obtain that Algorithm 3.1 is well-defined and generates an infinite sequence {z k = ( k , x k )} with k > 0 for all k 0. Next we prove the second part of conclusion, that is, z k ∈ for all k 0. We prove the fact by mathematical induction on k. In fact, it is obvious that (z 0 ) < 1, i.e., 0 0 0 . So, z 0 ∈ . Suppose that z k ∈ , i.e., k k 0 . Then by (4.2) we have
On the other hand, by (3.4) and the definition of (·), we have If { (z k )} does not converge to zero, we have * > 0 and * = min{1, * } > 0. Using (3.3) and {z k } ⊂ , we get
which implies that { k } is bounded and
Since x k ∈ L k (z 0 ) and (4.11), we obtain easily that
where L (z 0 ) is defined by (3.5) . Noting that, by Lemma 3.2, the set L(z 0 , * 0 , 0 ) is bounded, so we obtain that {x k } is bounded. Hence, {z k } is also bounded, which completes the proof of the lemma. Note that Assumption 4.1 seem to be the weakest condition used in previous literature to ensure the boundedness of iteration sequences (see [12] ). Now we can prove the global convergence of Algorithm 3.1. we have the following results: Proof. By Lemma 4.1 we know that { (z k )} converges to h * as k → ∞. Suppose that { (z k )} does not converge to zero. Then, * > 0 and {z k } is bounded by Lemma 4.
Without loss of generality, we assume that {z k } converges to z * . Then, by the continuity of (·) and the definition of (·), we know that { k } and { k } converge to * and * , respectively; and that * = (z
Therefore, by (3.4), we have
On one hand, from Step 3 in Algorithm 3.1, we get
which implies that
Let k → ∞ in (4.14), we have
On the other hand, by (3.3), we have
Combining (4.15) and (4.16) we deduce that
Note that * = (z * ) > 0, we have
which contradicts with the fact < 1 and 2 0 < 1. Hence, we have * = 0 (i.e., (z * ) = 0) and * = 0. Thus, H (z * ) = 0, that is, z * is a solution of (2.11), which proves (a). Therefore, by the famous mountain pass theorem (see, e.g., [6, Theorem 5.3] ) and the second part of Lemma 3.2 and by following the similar proof lines of [12, Theorem 3.1], we get that {x k } is bounded and hence {z k } is. Hence, {z k } has at least one accumulation point z * = ( * , x * ). By (a), we have H (z * ) = 0 and x * ∈ S. This completes the proof of (b).
Next we prove (b). It follows from (a) that H (z

Superlinear/quadratic convergence
In this section, we analyze the rate of convergence for Algorithm 3.1. By Theorem 4.2 (b), we know that Algorithm 3.1 generates a bounded iteration sequence {z k } ⊂ . Let z * = ( * , x * ) be an accumulation point of {z k }. Then, by Theorem 4.1 we have * = 0 and x * is a solution of NCP (1.1). To establish the rate of convergence for Algorithm 3.1, we assume that x * satisfies the nonsingularity condition but may not satisfy the strict complementarity.
In order to analyze the local superlinear/quadratic convergence of Algorithm 3.1, we need the concept of semismoothness for vector value functions. The concept of semismoothness was originally introduced by Mifflin [17] for functions and extended by Qi and Sun [26] for vector-valued functions. Convex functions, smooth functions and piecewise linear functions are examples of semismooth function. The composition of semismooth functions is still a semismooth function [17] . Let F : R n → R n be a locally Lipschitz continuous mapping. Then, from Rademacher's theorem, F is differentiable almost everywhere and the generalized Jacobian [5] is well-defined such that jF(x) = Co lim
where Co denotes a convex hull and D F denotes a set of points at which F is differentiable. The function F is called semismooth at x ∈ R n , if
{V h } exists for any h ∈ R n . The function F is further said to be strongly semismooth at x if F is semismooth at x and for any V ∈ jF(x + h), h → 0,
Lemma 5.1 (Qi and Sun [26] ). Suppose that : R n → R m is a locally Lipschitzian function. Then (a) (·) has generalized Jacobian j (x) as in [5] . And (x; h), the directional derivative of at x in the direction h, exists for any h ∈ R n if is semismooth at x. Also, : R n → R m is semismooth at x ∈ R n if and only if all its component functions are.
b) (·) is semismooth at x if and only if for any
Also,
(c) (·) is strongly semismooth at x if and only if for any
Also, 2), the definition of , and the fact that the composition of strongly semismooth functions is strongly semismooth, we can obtain immediately that (·, ·, ·) is strongly semismooth at all points ( , a, b) ∈ R ++ × R 2 . Therefore, by Lemma 5.1 (a), we prove (a) and the first part of (b). If F (x) is Lipschitz continuous on R n , then
are all strongly semismooth on R n for all i ∈ N . By [12, Theorem 19] , it is easy to see from Lemma 5.1 that the second part of (b) holds.
The following is the main result of this section. 
Proof. It follows from Theorem 4.2 that H (z * ) = 0 and x * ∈ S. Because all V ∈ jH (z * ) are nonsingular, it follows from [26, Proposition 3.1] that for all z k sufficiently close to z * , we have
where C > 0 is some constant. By Lemma 5.2 (b), we know that H (·) is semismooth (strongly semismooth if F is Lipschitz continuous on R n , respectively) at z * . Therefore, for all z k sufficiently close to z * , we get 
Thus, we obtain from (5.4) and the definition of (·) that
Then, by (5.2), (5.3) and (5.5), we have
Similar to the proof of Theorem 3.1 in [23] , for all z k sufficiently close to z * , we get
Then, because H (·) is semismooth (strongly semismooth if F is Lipschitz continuous on R n , respectively) at z * by Lemma 5.1, H must be local Lipschitz. Therefore, for all z k sufficiently close to z * , we obtain that
Note that H (z k ) → 0 as k → ∞ by Theorem 4.2, hence, (5.8) implies that when z k is sufficiently close to z * , k = 1 can satisfy (3.4), which proves (a). Thus, for all z k sufficiently close to z * we have
which, together with (5.6), proves (b) and
Next, from (a), (b) and (5.5), we obtain for all sufficiently large k that
where the third equality follows from the fact e − k − 1 + k = O( 2 k ). Therefore, for all z k sufficiently close to z * we obtain that k+1 = o( k ) ( k+1 = O( 2 k ), respectively), which completes whole proof.
Conclusions
Based on the ideas developed in smoothing Newton methods, we approximated the solution of the equivalent system of nonsmooth equations of nonlinear complementarity problem by making use of a new smoothing function. Then we presented a so-called one-step smoothing Newton algorithm to solve the parameterized smooth equations. The proposed algorithm is shown to be globally convergent under mild assumption. Furthermore, making use of the smooth and semismooth technique, we proved the local superlinear/quadratic convergence of the proposed algorithm under suitable assumptions. Compared to many previous literatures, our algorithm seems to have stronger convergence results under weaker assumptions.
