Abstract. Let X be a smooth projective geometrically irreducible curve over a perfect field k of positive characteristic p. Suppose G is a finite group acting faithfully on X such that G has non-trivial cyclic Sylow p-subgroups. We show that the decomposition of the space of holomorphic differentials of X into a direct sum of indecomposable k[G]-modules is uniquely determined by the lower ramification groups and the fundamental characters of closed points of X which are ramified in the cover X −→ X/G. We apply our method to determine the PSL(2, F ℓ )-module structure of the space of holomorphic differentials of the reduction of the modular curve X (ℓ) modulo p when p and ℓ are distinct odd primes and the action of PSL(2, F ℓ ) on this reduction is not tamely ramified. This provides some non-trivial congruences modulo appropriate maximal ideals containing p between modular forms arising from isotypic components with respect to the action of PSL(2, F ℓ ) on X (ℓ).
Introduction
Let k be a perfect field, and let X be a smooth projective geometrically irreducible curve over k. Denote the sheaf of relative differentials of X over k by Ω X . The space of holomorphic differentials of X is the space of global sections H 0 (X, Ω X ). Suppose G is a finite group acting faithfully on X. Then G acts on Ω X and on H 0 (X, Ω X ). In particular, H 0 (X, Ω X ) is a k[G]-module of k-dimension equal to the genus g(X) of X. It is a classical problem, which was first posed by Hecke [14] , to determine the k[G]-module structure of H 0 (X, Ω X ).
In other words, this amounts to determining the decomposition of H 0 (X, Ω X ) into its indecomposable direct k[G]-module summands. In the case when k is algebraically closed and its characteristic does not divide #G, this problem was solved by Chevalley and Weil [8] using character theory. For the remainder of the paper, we assume that the characteristic of k is a prime p that divides #G. Two main difficulties then arise. One is the appearance of wild ramification and the other is that one needs to use positive characteristic representation theory. In particular, there are indecomposable k[G]-modules that are not irreducible.
If k is algebraically closed and the ramification of the Galois cover X → X/G is tame, then Nakajima [23, Thm. 2] and, independently, Kani [18, Thm. 3] determined the k[G]-module structure of H 0 (X, Ω X ) for an arbitrary group G. In particular, Nakajima showed that if E is any locally free G-sheaf of finite rank then there is an exact sequence of k[G]-modules
where L 0 and L 1 are projective k[G]-modules.
The case when G is a cyclic group and the ramification of X −→ X/G is arbitrary was initiated by Valentini and Madan [26, Thm. 1] who considered cyclic p-groups (and also revisited cyclic p ′ -groups [26, Thm. 2] ). The case of general cyclic G was treated by Karanikolopoulos and the third author [19, Thm. 7] . result is as follows. Theorem 1.1. Suppose G has non-trivial cyclic Sylow p-subgroups. Then the k[G]-module structure of H 0 (X, Ω X ) is uniquely determined by the lower ramification groups and the fundamental characters of closed points x of X which are ramified in the cover X −→ X/G.
There are two main differences between Theorem 1.1 and previous literature on this subject. The first is that we do not require the group G to be solvable or any restrictions on the ramification of the G-cover, but we only require the Sylow p-subgroups of G to be cyclic. The second difference is that we work mostly locally rather than globally and we phrase our results only in terms of ramification groups and fundamental characters. In particular, our results do not involve invariants constructed from equations for successive Artin-Schreier extensions of function fields. In previous work, such equations were involved in defining the invariants necessary to calculate the Galois structure of the holomorphic differentials. Here we only use ArtinSchreier extensions in our proof, but the statement of Theorem 1.1 does not involve invariants associated to solutions of such equations.
Our work is relevant to the study of classical modular forms of weight two. Suppose N ≥ 1 is an integer prime to p, and let Γ(N ) be the principal congruence subgroup of SL(2, Z) of level N . Let F be a number field that is unramified over p and that contains a primitive N th root of unity ζ N . Suppose A is a Dedekind subring of F that has fraction field F and that contains Z[ζ N ,
1 N ]. By [20, Sect. 3 ] (see also [17] ), there is a smooth projective canonical model X (N ) of the modular curve associated to Γ(N ) over A. The global sections H 0 (X (N ), Ω X (N ) ) are naturally identified with the A-lattice S(A) of holomorphic weight 2 cusp forms for Γ(N ) that have q-expansion coefficients in A at all the cusps. Let V(F, p) be the set of places v of F over p, and let O F,v be the ring of integers of the completion F v of F at v. We now suppose A is contained in O F,v for all v ∈ V(F, p). We further suppose that N = ℓ is a prime number, and we let G = PSL(2, Z/N ) = PSL(2, F ℓ ). By analyzing the action of G on the holomorphic differentials of the reduction of X (ℓ) modulo p, we will show the following result on the structure of the holomorphic differentials of X (ℓ) as an O F,v [G]-module. is a direct sum over blocks B of O F,v [G] of modules of the form P B ⊕U B in which P B is a projective B-module and U B is either the zero module or a single indecomposable non-projective B-module. One can determine P B and the reduction U B of U B modulo the maximal ideal m F,v of O F,v from the ramification data associated to the action of G on X (ℓ) modulo p.
The fact that at most one non-projective indecomposable module U B is associated to each block B is fortuitous. When p > 3 we show how this follows from work of Nakajima [23, Thm. 2] , and in particular from (1.1). When p = 3 the result is more difficult because the ramification of the action of G on X (ℓ) modulo 3 is wild. We determine the module structure of the holomorphic differentials of X (ℓ) modulo 3 in Theorem 1.4 below, and this leads to Theorem 1.2 in this case. Note that the Sylow 2-subgroups of G are not cyclic, so the methods of this article are not sufficient to treat the case when p = 2.
We now recall from [24] one approach to defining congruences modulo p between modular forms. We then show how Theorem 1.2 enables us to completely characterize when such congruences can arise from the decomposition of F ⊗ A S(A) into G-isotypic pieces.
Define S(F ) = F ⊗ A S(A) to be the space of weight two cusp forms that have q-expansion coefficients in F at all cusps. Suppose there is a decomposition
of S(F ) into a direct sum of F -subspaces that are stable under all Hecke operators. Let a be an ideal of A. Following [24] , a non-trivial congruence modulo a linking E 1 and E 2 is defined to be a pair of forms f ∈ S(A) ∩ E 1 and g ∈ S(A) ∩ E 2 such that f ≡ g mod a · S(A) but f ∈ a · S(A).
Congruences of this kind have played an important role in the development of the theory of modular forms, Galois representations and arithmetic geometry. For further discussion of them, see for example [12, 13] . Our results are relevant to a method for producing congruences of the above kind. Letting N = ℓ and G = PSL(2, F ℓ ) as before, we can form a decomposition (1.2) in the following way. Write 1 in F [G] as the sum e 1 + e 2 of two orthogonal central idempotents. Define (1.3) E 1 = e 1 S(F ) and E 2 = e 2 S(F ).
We will call such a decomposition a G-isotypic decomposition of S(F ). We will show the following result. Theorem 1.3. With the assumptions of Theorem 1.2, suppose further that F contains a root of unity of order equal to the prime to p part of the order of G. Let a be the maximal ideal over p in A associated to v ∈ V(F, p). A decomposition (1.2) which is G-isotypic, in the sense that it arises from idempotents as in (1.3), results in non-trivial congruences modulo a between modular forms if and only if the following is true.
There is a block B of O F,v [G] such that when P B and U B are as in Theorem 1.2, M B = P B ⊕ U B is not equal to the direct sum (M B ∩ e 1 M B ) ⊕ (M B ∩ e 2 M B ). For a given B, there will be orthogonal idempotents e 1 and e 2 for which this is true if and only B has non-trivial defect groups, and either P B = {0} or F v ⊗ OF,v U B has two non-isomorphic irreducible constituents.
To describe the module structure of the holomorphic differentials of X (ℓ) modulo 3, let ℓ = 3 be an odd prime number. Let P 3 be a maximal ideal of A containing 3, define k(P 3 ) = A/P 3 to be the corresponding 3 residue field, and let k be an algebraically closed field containing k(P 3 ). Define the reduction of X (ℓ) modulo 3 over k to be X 3 (ℓ) = k ⊗ k(P3) (k(P 3 ) ⊗ A X (ℓ)) .
If ℓ = 5 then X 3 (ℓ) has genus 0. For ℓ ≥ 7, we obtain the following result; for more detailed versions of part (i) of Theorem 1.4, see Propositions 5.4.1 -5.4.4. Theorem 1.4. Let ℓ ≥ 7 be a prime number, and define G = PSL(2, F ℓ ). Let P 3 , k(P 3 ) and k be as above, and define X = X 3 (ℓ) to be the reduction of X (ℓ) modulo 3 over k. There exists a simple
The multiplicities of the projective indecomposable k[G]-modules in Q ℓ are known explicitly. The isomorphism classes of the uniserial k[G]-modules occurring in parts (1) through (4) are uniquely determined by their socles and their composition series lengths. In parts (3) and (4), there are two conjugacy classes of subgroups of G, represented by H 1 and H 2 , that are isomorphic to the symmetric group Σ 3 such that the conjugates of H 1 (resp. H 2 ) occur (resp. do not occur) as inertia groups of closed points of X. This characterizes the simple k[G]-module T 0,1 in parts (3) and (4) as follows. The restriction of T 0,1 to H 1 (resp. H 2 ) is a direct sum of a projective module and a non-projective indecomposable module whose socle is the trivial simple module (resp. the simple module corresponding to the sign character).
(ii) Let k 1 be a perfect field containing k(P 3 ) and let k be an algebraic closure of k 1 . Define
as k[G]-modules, and the decomposition of
is a projective B 1 -module and U B1 is either the zero module or a single indecomposable non-projective B 1 -module. Moreover, one can determine P B1 and U B1 from the ramification data associated to the cover X −→ X/G.
The main ingredients in the proof of Theorem 1.4 are Theorem 1.1 together with a description of the blocks of k[G] and their Brauer trees in [7] .
We now describe the main ideas of the proof of Theorem 1. are semi-direct products of the form H = P ⋊ C, where P is a normal cyclic p-subgroup of H and C is a cyclic p ′ -group.
We then prove Theorem 1.1 in the case when G = H is p-hypo-elementary. The proof in this case is constructive and can be used as an algorithm to determine the decomposition of H 0 (X, Ω X ) into a direct sum of indecomposable k[H]-modules, see Remark 3.4. More precisely, let H = P ⋊C be a p-hypo-elementary group as above, and let χ : C −→ F * p be the character determining the action of C on P . Let I ≤ P be the (cyclic, characteristic) subgroup of P generated by all inertia groups of the cover X −→ X/P , say I = τ . If M is a k[I]-module or a coherent sheaf of k[I]-modules, we use the notation M (j) , for 0 ≤ j ≤ #I − 1, to denote the kernel of the action of (τ − 1) j on M . We prove that the quotient sheaves Ω
X are line bundles for O X/I isomorphic to χ −j ⊗ k Ω X/I (D j ) for effective divisors D j on X/I which may be explicitly determined by the lower ramification groups of the cover X −→ X/I. Using a dimension count, we show that there is an isomorphism
Then we use that X/I −→ X/H is tamely ramified, together with (1.1), to prove that the k[H/I]-module structure of H 0 (X, Ω
is uniquely determined by the p ′ -parts of the (non-trivial) inertia groups of the cover X −→ X/H and their fundamental characters.
Finally, we argue, using (1.4) , that this is sufficient to obtain the k[H]-module structure of H 0 (X, Ω X ).
The paper is organized as follows. In Section 2, we show how to reduce the proof of Theorem 1.1 to the case of p-hypo-elementary subgroups H of G, using the Conlon induction theorem (see Lemma 2.2). We also reduce to the case when k is algebraically closed. In Section 3, we first prove Theorem 1.1 when G = H is p-hypo-elementary; see Propositions 3.1 and 3.3 for the key steps. We then summarize these key steps of the proof in Remark 3.4. In Section 4, we discuss the holomorphic differentials of the reductions of the modular curves X (ℓ) modulo p, and we prove Theorems 1.2 and 1.3 when p > 3. In Section 5, we fully determine the k[PSL(2, F ℓ )]-module structure of H 0 (X 3 (ℓ), Ω X3(ℓ) ) when k is an algebraically closed field containing F 3 ; see Propositions 5.4.1 -5.4.4 for the precise statements. In particular, this proves Theorem 1.4, which we then use to prove Theorems 1.2 and 1.3 when p = 3.
Reduction to p-hypo-elementary subgroups and algebraically closed base fields
Let k be a perfect field of positive characteristic p, and suppose G is a finite group such that p divides #G. In this section, we show how we can reduce the problem of finding the k[G]-module structure of a finitely generated k[G]-module M to determining the k[H]-module structure of the restrictions of M to all p-hypo-elementary subgroups H of G. We follow [10, §80D] and [4, §5.6] . At the end of this section, we show how we can further reduce to the case when k is algebraically closed. 
Multiplication is defined by the tensor product over k
where G acts diagonally on M ⊗ k M ′ . Since the Krull-Schmidt-Azumaya theorem holds for finitely
which is called the representation algebra. 
for each subgroup H ≤ G. (b) A p-hypo-elementary group is a group H such that H = P ⋊ C, where P is a normal p-subgroup and C is a cyclic p ′ -group. We denote the set of p-hypo-elementary subgroups of G by H ′ .
The Conlon induction theorem [10, Thm. (80.51) ] says that there is a relation
, for certain rational numbers α H . Since by [9, Cor. (10.20) ],
for every finitely generated k[G]-module M , (2.1) implies that we have the relation
, for the same rational numbers α H as in (2.1). In other words, if M ′ is another finitely generated Namely, if P is a cyclic Sylow p-subgroup of G (not necessarily unique), let P 1 be the unique subgroup of P of order p, and let N 1 be the normalizer of P 1 in G. The Green correspondence shows that induction and restriction sets up a one-to-one correspondence between the isomorphism classes of indecomposable nonprojective k[G]-modules and the isomorphism classes of indecomposable non-projective k[N 1 ]-modules. By work of Dade [11] (and in particular, [11, Thm. 5] For the remainder of the paper, we assume, as in Theorem 1.1, that G has non-trivial cyclic Sylow p-subgroups. Then every p-hypo-elementary subgroup H of G has a unique non-trivial cyclic Sylow psubgroup.
Suppose H = P ⋊ ψ C, where P = σ ∼ = Z/p n and C = ρ is a cyclic p ′ -group of order c. Then Aut(P ) ∼ = F * p × Q for an abelian p-group Q, and ψ : C −→ Aut(P ) factors through a character χ : C −→ F * p . To emphasize this character, we write H = P ⋊ χ C. Note that the order of χ divides (p − 1), which means in particular that χ p−1 = χ −(p−1) is the trivial one-dimensional character. For all i ∈ Z, χ i defines a simple k[C]-module of k-dimension one, which we denote by T χ i . We also view T χ i as a k[H]-module by inflation. Let k be a fixed algebraic closure of k, and let ζ be a primitive c th root of unity in k. For 0 ≤ a ≤ c − 1, let S a be the simple k[C]-module on which ρ acts as ζ a . We also view S a as a k[H]-module by inflation. Remark 2.4. Let H = P ⋊ χ C be a p-hypo-elementary group, where P = σ , C = ρ and χ : C −→ F * p is a character, and use the notation introduced in the previous two paragraphs. The projective cover of the trivial simple k[H]-module S 0 is uniserial, in the sense that it has a unique composition series, with p n ascending composition factors of the form
More generally, the projective cover of the simple k[H]-module S a , for 0 ≤ a ≤ c − 1, is uniserial with p n ascending composition factors of the form 
let S Zj be the direct sum of the S a for a ∈ Z j .
Lemma 2.5. Let H = P ⋊ χ C be a p-hypo-elementary group as in Remark 2.4. 
This proves part (ii). Part (iii) is an immediate consequence of part (ii).
Filtrations on differentials and ramification data
We assume throughout this section that k is an algebraically closed field of characteristic p > 0, and that H = P ⋊ χ C is a p-hypo-elementary group, where P = σ is a cyclic p-group of order p n , C = ρ is a cyclic p ′ -group of order c, and χ : C −→ F * p is a character, as in the previous section. We again view χ as a character of H by inflation, and denote, for all i ∈ Z, the one-dimensional k[H]-module corresponding to χ i by S χ i . Let X be a smooth projective curve over k, and fix a faithful action of H on X over k. As in the introduction, let I = τ be the (cyclic) subgroup of P generated by the Sylow p-subgroups of the inertia groups of all closed points of X. The Jacobson radical of the group ring
X be the kernel of the action of J j = k[I](τ − 1) j on the sheaf Ω X of holomorphic differentials of X over k. Recall that if x is a closed point of X and i ≥ 0, the i th lower ramification subgroup H x,i of H is the group of all elements in H which fix x and act trivially on O X,x /m i+1 X,x . We will call the collection of groups H x,i , as x varies over the closed points of X and i ranges over all non-negative integers, the ramification data associated to the action of H on X. Let Y be the quotient curve X/I. We identify the structure sheaf O Y with the subsheaf of 
Proof. Let K be the function field of X, and let L = K I be the function field of Y = X/I. Write
, and consider the short exact sequences
where we again use the notation D
for the kernel of the action of
Note that the latter is a one-dimensional vector space over
X/Y , it follows that the map given by (τ − 1)
On the other hand, considering the generator ρ of C and using that ρ σ ρ −1 = σ χ(ρ) , we see that for
= 0. Therefore, we obtain that
It remains to show that, for j ∈ {0, 1, . . . , #I − 1}, D j may be determined from the ramification data associated to the action of I on X, and to establish the statements of part (ii). Recall that L = K I is the fixed field of I = τ . Write #I = p nI , where n I ≤ n, and write
Fix a point y ∈ Y and a point x ∈ X above y. Let I x ⊆ I be the inertia group of x, which is cyclic of order
define Y x = X/I x , and let y x ∈ Y x be a point above y and below x. Note that x is totally ramified over y x for the action of I x , and y splits into p i(x) points in Y x , where y x is one of them. By the tower formula for inverse differents, we have
where f x : X −→ Y x is the quotient map. Since the quotient map g x : Y x −→ Y isétale over y, it follows that the stalk of D
−1
Yx/Y is equal to the stalk of the structure sheaf O Yx at all points of Y x over y. Hence at all points of X over y, the stalks of D 
X/Yx . Using the same arguments as in the first part of the proof, it follows that for 0
To see this, note that for all y ′ ∈ Y x lying over y and for all t ≥ 0, we have d 
, for a sufficiently small neighborhood V y of y, is as a module for O Yx (g
Considering the quotient (3.6), there are
. Hence, to prove the claim in (3.5), it suffices to prove that in each of these intermediate quotients the multiplicity of y in the corresponding divisor D j , given by d y,j , is the same as the multiplicity of
To see this, we take a line bundle for O Yx of the form g *
is the quotient map, as above. Recall that g x isétale over a sufficiently small neighborhood V y of y in Y . Consider the action of I/I x on
where the action of
We have a local normal basis theorem for the action of
Using this fact together with the isomorphism (3.7), it follows that for all p i(x) t ≤ j < p i(x) (t + 1), the quotient of each side of (3.7) with respect to the kernels of two successive
Identifying the quotient with respect to the kernels of J j and J j+1 with the quotient with respect to the kernels of J j and J j+1 , for
We next show how the integers d Assume now that I x = τ x is not the trivial subgroup of I. Recall that #(
Consider the unique tower of intermediate fields
Using the Riemann-Roch theorem, we may, and will, assume that the z l and λ l have been chosen to satisfy: (a) ord x (λ l ) is either zero or negative and relatively prime to p;
This provides the following basis for
with 0 ≤ a 1,t , . . . , a n(x),t ≤ p − 1, and define
As in [26, Lemma 1], we obtain that for all 0 ≤ t ≤ p n(x) − 1,
In particular, this implies
. Hence, we obtain an isomorphism
which sends the residue class of w t to the non-zero scalar (a 1,t )! (a 2,t )! · · · (a n(x),t )! in L x . We obtain
and, as before, I x,i denotes the i th lower ramification subgroup of I x . Since I x is cyclic of order p n(x) , there are exactly n(x) jumps b 0 , b 1 , . . . , b n(x)−1 in the numbering of the lower ramification groups I x,i . The jumps b l are all congruent modulo p and relatively prime to p.
, we obtain for all 0 ≤ s ≤ t,
Since for all 1 ≤ l ≤ n(x), we have a l,s ∈ {0, 1, . . . , p − 1} and b l−1 is not divisible by p, it follows that the residue classes ord x (c s w s ) mod p n(x) are all different for s ∈ {0, 1, . . . , t}. But this implies
Using (3.10) and (3.11), we obtain that c 0 w
for all 0 ≤ s ≤ t. In particular, this is true for s = t. Therefore, letting s = t in (3.13), we obtain (3.14)
X/Yx . But this means that the ramification data associated to the action of
More precisely, it follows from (3.5), (3.9) and (3.14) that
for all t, j ≥ 0 satisfying p i(x) t ≤ j < p i(x) (t + 1) when i(x) = n I − n(x) and ⌊r⌋ denotes the largest integer that is less than or equal to a given rational number r. Moreover, the formula in (3.15), together with (3.11) and (3.12), shows that d
Since I is cyclic, there is at least one point x 0 in X with I x0 = I. In particular, n(x 0 ) = n I and i(x 0 ) = 0. Therefore, it follows that if x 0 lies above the point y 0 ∈ Y then d y0,j ≥ 1 for all 0 ≤ j < #I − 1, which means that D j is effective of positive degree for 0 ≤ j < #I − 1. On the other hand, the above calculations show
where D j is the divisor from Proposition 3.1.
Proof. By Proposition 3.1, we know that there is a k[H]-module isomorphism
Since I acts trivially on all modules involved, these are also k[H/I]-module isomorphisms. The sequence
of sheaves of O X -modules is exact. Hence the long exact cohomology sequence
is an exact sequence of k[H]-modules. In particular, this shows that we have a commutative diagram
where β j and β j+1 are isomorphisms and γ j is injective. To show that γ j is also an isomorphism of
To do so, we first use the Riemann-Roch theorem to describe
and hence
On the other hand, for 0 ≤ j < #I − 1, by Proposition 3.1, D j is an effective divisor of positive degree, which implies that
Hence H 1 (X, L j ) = 0, and we obtain by the Riemann-Roch theorem:
Using the Riemann-Roch theorem for
In other words, we get
On the other hand, using (3.16) and (3.17), we have
Since D #I−1 = 0, we obtain by (3.17) that the inequality in the third row must be an equality. But this means that for all 0 ≤ j < #I − 1, we have
finishing the proof of Lemma 3.2.
Proposition 3.3. For 0 ≤ j ≤ #I − 1, let D j be the divisor from Proposition 3.1, which is determined by the ramification data associated to the action of I on X.
uniquely determined by the inertia groups of the cover X −→ X/H and their fundamental characters.
Proof. As before, let K be the function field of X, and let L = K I be the function field of Y = X/I.
Moreover, let Z = X/H. Then Y −→ Z is tamely ramified with Galois group H/I. Let 0 ≤ j ≤ #I − 1. By (1.1), there exist finitely generated projective k[H/I]-modules P 1,j and P 0,j together with an exact sequence of k[H/I]-modules
By Serre duality, we obtain
In other words, the k[
So it is enough to show that the latter is uniquely determined by the inertia groups of the cover X −→ X/H = Z and their fundamental characters. For 0 ≤ j < #I − 1, D j is an effective divisor of positive degree by Proposition 3.1. This implies that
we obtain, using (3.20),
where k has trivial action by H/I, meaning k = S 0 in the notation of Remark 2.4. Applying Hom k (−, k) to (3.19) and using (3.20) , we obtain an exact sequence of k[H/I]-modules
is a finitely generated projective and injective k[H/I]-module for i = 0, 1. By (3.21) and using Remark 2.4, this implies the following:
This implies that in all cases, the k[
is uniquely determined by its
Brauer character. In other words, the character values of
We now show that these character values are uniquely determined by the (p ′ -parts of the) inertia groups of the cover X −→ X/H and their fundamental characters. Let H = H/I, so that Y = X/I −→ Z = X/H is tamely ramified with Galois group H. Let Z ram be the set of points in Z that ramify in Y . For each z ∈ Z ram , let y(z) ∈ Y and x(z) ∈ X be points above z so that x(z) lies above y(z). Let H y(z) ≤ H be the inertia group of y(z) inside H, and let H x(z) ≤ H be the inertia group of x(z) inside H. Since Y −→ Z is tamely ramified, it follows that H y(z) is a cyclic p ′ -group.
where π = π x(z) denotes the local uniformizer at x(z). Note that θ x(z) factors through the maximal p ′ -quotient of H x(z) , which is isomorphic to H y(z) . Similarly, we can define the fundamental character θ y(z) :
Since X/I −→ X/P isétale, we can identify
on the maximal p ′ -quotient of H x(z) which we identify with H y(z) .
For z ∈ Z ram , we have that 
for some integer n j . Since the value of β(k[H]) at any non-trivial element of H of p ′ -order is zero, n j is determined by the values of all the involved Brauer characters at the identity element e H of H. These values are as follows:
• the value of Ind
Therefore, it follows by (3.23) -(3.26) that the Brauer character of
by the (p ′ -parts of the) inertia groups of the cover X −→ X/H and their fundamental characters.
Proof of Theorem 1.1. By Lemma 2.2, we can assume G = H is p-hypo-elementary. We write H = P ⋊ χ C and use the notation introduced at the beginning of Section 3. By Lemma 2.5, we can assume k is algebraically closed. In particular, the above results in Section 3 apply. Let M = H 0 (X, Ω X ). As before, let I = τ , and, for all integers 0 ≤ j ≤ #I − 1 let M (j) be the kernel of the action of 
is uniquely determined by the lower ramification groups and the fundamental characters of closed points x of X which are ramified in the cover X −→ X/H. It remains to show that the k[H/I]-module structures of the quotients in (3.28) uniquely determines the k[H]-module structure of M . This follows basically from the description of the indecomposable k[H]-modules in Remark 2.4 (recall that we assume k = k).
To be a bit more precise, fix integeres a, b with 0 ≤ a ≤ c− 1 and 1 ≤ b ≤ p n , and let n(a, b) be the number of direct indecomposable k[H]-module summands of M that are isomorphic to U a,b , using the notation from Remark 2.4. Let #I = p nI , and write
We obtain:
•
This completes the proof of Theorem 1.1.
The following remark provides a summary of the key steps in the proof of Theorem 1.1 and can be used as an algorithm to determine the decomposition of H 0 (X, Ω X ) into a direct sum of indecomposable
Remark 3.4. We keep the notation introduced at the beginning of Section 3. Let M = H 0 (X, Ω X ), and let #I = p nI .
(1) For 0 ≤ j ≤ #I − 1, let D j = y∈Y d y,j y be the divisor from Proposition 3.1. For y ∈ Y , let x ∈ X be a point above it, and let I x ≤ I be its inertia group inside I of order
be the jumps in the numbering of the lower ramification subgroups of
By the proof of Proposition 3.3,
we have
and ⌊r⌋ denotes the largest integer that is less than or equal to a given rational number r. By Lemma 3.2, there is a
(2) Let Z = X/H and let Z ram be the set of points in Z that ramify in the cover Y = X/I −→ Z = X/H. Let H = H/I. For each z ∈ Z ram , choose a point y(z) ∈ Y above z and a point x(z) ∈ X above y(z). Let H y(z) be the inertia group of y(z) inside H, and identify H y(z) with the maximal p ′ -quotient of
Let 0 ≤ j ≤ #I − 1. By Lemma 3.2 and the proof of Proposition 3.3, the Brauer character of the
where
Hence this can be used to determine the Brauer character of 
4. Holomorphic differentials of the modular curves X (ℓ) modulo p Let ℓ = p be prime numbers, and let F be a number field that is unramified over p and that contains a primitive ℓ th root of unity ζ ℓ . Suppose A is a Dedekind subring of F that has fraction field F and that
be the set of places v of F over p, and let O F,v be the ring of integers of the completion
By [20] , there is a smooth projective canonical model X (ℓ) over A of the modular curve associated to the principal congruence subgroup Γ(ℓ) of SL(2, Z) of level ℓ. The global sections H 0 (X (ℓ), Ω X (ℓ) ) are naturally identified with the A-lattice S(A) of holomorphic weight 2 cusp forms for Γ(ℓ) that have q-expansion coefficients in A at all the cusps. For v ∈ V(F, p), let m F,v be the maximal ideal of O F,v . Define P v = A ∩ m F,v which is a maximal ideal over p in A, and define k(v) = A/P v to be the corresponding residue field. Then
is a smooth projective curve over k(v), and
Since k(v) is a finite field for all v ∈ V(F, p), we can identify its algebraic closure k(v) with F p . Let k be an algebraically closed field containing F p , and hence containing k(v) for all v ∈ V(F, p). Then the reduction of X (ℓ) modulo p over k, which is denoted by X p (ℓ) in [3] , is defined as
for all v ∈ V(F, p). We obtain isomorphisms
, Ω Xv(ℓ) ).
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When k = F p in (4.2) then this last isomorphism gives an isomorphism
which is equivariant with respect to the commuting actions of PSL(2, Z/ℓ) and the Hecke ring associated to X (ℓ). Let G = PSL(2, Z/ℓ) = PSL(2, F ℓ ), let k be an algebraically closed field containing F p , and let X p (ℓ) be the reduction of X (ℓ) modulo p over k. By [3, Thm. 1.1], if ℓ ≥ 7 then Aut(X p (ℓ)) = G unless ℓ ∈ {7, 11} and p = 3. Moreover, Aut(X 3 (7)) ∼ = PGU(3, F 3 ) and Aut(X 3 (11)) ∼ = M 11 . If ℓ < 7 then X p (ℓ) has genus 0.
The genus g(X p (ℓ)) is given as (see, for example, [3, Cor.
Remark 4.1. Suppose ℓ ≥ 7, and define X = X p (ℓ). By [22, Prop. 5.5] , the genus of X/G is zero, and the ramification data for the cover X → X/G is as follows:
(i) If p > 3, then X → X/G is branched at 3 points with inertia groups of order 2, 3 and ℓ.
(ii) If p = 3, then X → X/G is branched at 2 points with inertia groups Σ 3 and Z/ℓ, where Σ 3 denotes the symmetric group on three letters. Moreover, in the first case the second ramification group is trivial (iii) if p = 2, then X → X/G is branched at 2 points with inertia groups A 4 and Z/ℓ, where A 4 denotes the alternating group on four letters. Moreover, in the first case the second ramification group is trivial. When the ramification of X −→ X/G is tame, we obtain the following result.
Lemma 4.2. Suppose p > 3 and p = ℓ ≥ 7. Let X = X p (ℓ), and let k be an algebraically closed field containing F p . Define
The decompositions of H 0 (X, Ω X ) as in (i) and of H 0 (X 1 , Ω X1 ) as in (ii) are both determined by the ramification data associated to the cover X −→ X/G.
Proof. By (1.1), there exist finitely generated projective k[G]-modules P 1 and P 0 together with an exact sequence of k[G]-modules 
Let now k 2 be a finite field extension of k 1 such that k 2 ⊆ k and such that all the indecomposable k[G]-modules occurring in the decomposition of H 0 (X, Ω X ) are realizable over k 2 . Letting X 2 = k 2 ⊗ k1 X 1 and using (4.5), we obtain that the
-modules is determined by the ramification data associated to the cover X −→ X/G. We have
as k 2 [G]-modules, and
We can therefore use the Krull-Schmidt-Azumaya theorem to obtain part (ii).
To prove the last sentence of the statement of Lemma 4.2 about the decomposition in part (ii), we note that tensoring with k 2 over k 1 sends a projective indecomposable
As noted above, the latter is determined by the ramification data associated to the cover X −→ X/G. This completes the proof of Lemma 4.2.
Proof of Theorems 1.2 and 1.3 when p > 3. Suppose p > 3, and fix v ∈ V(F, p). Define M OF,v to be the
which is flat over O F,v . Note that the residue fields k(v) = A/P v and O F,v /m F,v coincide. Define We now turn to the proof of Theorem 1.3 when p > 3. In particular, we assume now that F contains a root of unity of order equal to the prime to p part of the order of G. By the discussion in the previous paragraph, M OF,v is a direct sum over blocks B of O F,v [G] of modules of the form P B ⊕ U B in which P B is projective and U B is either the zero module or a single indecomposable non-projective B-module. Moreover, we know that U B is non-zero if and only if B is the principal block. Define
Let a be the maximal ideal over p in A associated to v. In other words, a corresponds to the maximal ideal 
Holomorphic differentials of the modular curves X(ℓ) modulo 3
Assume the notation of Section 4 for p = 3. In particular, ℓ = 3 is an odd prime number, k is an algebraically closed field containing F 3 , and X = X 3 (ℓ) is the reduction of X (ℓ) modulo 3 over k, as in (4.2). Since X 3 (5) has genus zero, we assume ℓ ≥ 7. Let G = PSL(2, F ℓ ).
Our goal is to determine explicitly the k[G]-module structure of H 0 (X, Ω X ). In particular, this will prove part (i) Theorem 1.4. At the end of this section we will prove part (ii) of Theorem 1.4 and then use this to prove Theorems 1.2 and 1.3 when p = 3.
We use that there is precise knowledge about the subgroup structure of G = PSL(2, F ℓ ) (see, for example, [16, Sect. II.8]). Define ǫ ∈ {±1} such that
Let P be a Sylow 3-subgroup of G, so P is cyclic of order 3 n , and let P 1 be the unique subgroup of P of order 3. Let N 1 be the normalizer of P 1 in G. Then N 1 is a dihedral group of order ℓ − ǫ. It follows from the Green correspondence (see Remark Note that in all cases N 1 has a unique cyclic subgroup of order (ℓ − ǫ)/2. If ℓ ≡ −ǫ mod 4 then N 1 has a unique conjugacy class of dihedral subgroups of order 2 · 3 n , whereas if ℓ ≡ ǫ mod 4 then N 1 has precisely two conjugacy classes of dihedral subgroups of order 2 · 3 n .
We determine the k[G]-module structure of H 0 (X, Ω X ) following four key steps:
(1) Determine the ramification data X −→ X/Γ for Γ ≤ G such that either Γ is a cyclic group of order (ℓ − ǫ)/2 or a dihedral group of order 2 · 3 n , or Γ is a maximal cyclic group of order prime to 3. Step ( 
5.1.
The ramification data of X −→ X/Γ for certain Γ ≤ G. We first determine the ramification of X −→ X/Γ for certain 3-hypo-elementary subgroups Γ of G. We need to consider two cases.
5.1.1.
The ramification data when ℓ ≡ −ǫ mod 4. In this case there is a unique conjugacy class in G of dihedral groups of order 2 · 3 n . We fix subgroups of G as follows: Note that N G (V ) is a dihedral group of order ℓ − ǫ, N G (W ) is a dihedral group of order ℓ + ǫ, and N G (R) is a semidirect product with normal subgroup R and cyclic quotient group of order (ℓ − 1)/2. We now use Remark 4.1(ii) to determine the ramification data of X −→ X/Γ for Γ ∈ {V, ∆, W, R}.
(1) Let x ∈ X be a closed point such that G x ∼ = Σ 3 . Let I be the unique subgroup of order 3 in V . Since all subgroups of G isomorphic to Σ 3 are conjugate in G, we can choose a closed point x ∈ X such that G x = I, s ∼ = Σ 3 . If g ∈ G then Γ gx = gG x g −1 ∩ Γ can only be non-trivial if Γ ∈ {V, ∆, W }.
Suppose first that Γ contains a subgroup of order 3. Then Γ ∈ {V, ∆} and I ≤ Γ is the unique subgroup of order 3 in Γ. Let g ∈ G. Then Γ gx = gG 
and
Thus
We obtain
If Γ = ∆, it can also happen that Γ gx ∼ = Z/2 for some g ∈ G. This happens if and only if g ∈ G − N G (V ) and gG x g −1 ∩ ∆ has order 2. Since each element of order 2 in G x is conjugate to s by a unique element of I, this happens if and only if there exists a unique element τ ∈ I such that gτ −1 sτ g −1 ∈ ∆. Since each element of order 2 in ∆ is conjugate to s by a unique element in v ′ , this happens if and only if there exists a uniqueg ∈ v ′ withg −1 gτ −1 ∈ C G (s). We have
Suppose finally that Γ = W . Then it can only happen that Γ gx ∼ = Z/2 for some g ∈ G. This happens if and only if g ∈ G and gG x g −1 ∩ W has order 2. Since W has a unique element of order 2 given by w ′ = w (ℓ+ǫ)/4 and each element of order 2 in G x is conjugate to s by a unique element of I, this happens if and only if there exists a unique element τ ∈ I such that gτ −1 sτ g −1 = w ′ . Let g 0 ∈ G be a fixed element with g 0 w ′ g −1 0 = s, then this happens if and only if g 0 gτ −1 ∈ C G (s). Since
is a dihedral group of order ℓ + ǫ and 3 does not divide ℓ + ǫ, it follows that the number of g ∈ G such that g 0 gτ −1 ∈ C G (s) is equal to (ℓ + ǫ)(#I). Hence
(2) Let x ∈ X be a closed point such that G x ∼ = Z/ℓ. Since all subgroups of G of order ℓ are conjugate, we can choose a closed point x ∈ X such that G x = R. If g ∈ G then Γ gx = gG x g −1 ∩ Γ can only be non-trivial if Γ = R. Moreover, R gx is non-trivial if and only if it is equal to R, which happens if and only if g ∈ N G (R). Thus
5.1.2.
The ramification data when ℓ ≡ ǫ mod 4. In this case ℓ − ǫ is divisible by 12, and m is even. There are precisely two conjugacy classes in G of dihedral groups of order 2 · 3 n . We fix subgroups of G as follows: Similar to §5.1.1, N G (V ) is a dihedral group of order ℓ − ǫ, N G (W ) is a dihedral group of order ℓ + ǫ, and N G (R) is a semidirect product with normal subgroup R and cyclic quotient group of order (ℓ − 1)/2. We now use Remark 4.1(ii) to determine the ramification data of X −→ X/Γ for Γ ∈ {V, ∆ 1 , ∆ 2 , W, R}.
(1) Let x ∈ X be a closed point such that G x ∼ = Σ 3 . Let I be the unique subgroup of order 3 in V .
There are two conjugacy classes of subgroups of G isomorphic to Σ 3 , which are represented by I, s and I, vs . Since there is exactly one branch point in X/G such that the ramification points in X above it have inertia groups isomorphic to Σ 3 , only one of these two conjugacy classes occurs as inertia groups. Without loss of generality, assume there exists a closed point x ∈ X such that
Suppose first that Γ contains a subgroup of order 3. Then Γ ∈ {V, ∆ 1 , ∆ 2 } and I ≤ Γ is the unique subgroup of order 3 in Γ. We argue as in §5.1.1 to see that
If Γ = ∆ 1 , we also need to analyze the case when Γ gx ∼ = Σ 3 . Arguing as in §5.1.1, we see this happens if and only if there exist unique elements τ ∈ I andg ∈ v ′ withg
or g ∈ z∆ 1 . Thus
In all three cases Γ ∈ {V, ∆ 1 , ∆ 2 }, it can also happen that Γ gx ∼ = Z/2 for some g ∈ G. Arguing similarly as in §5.1.1, we obtain
Since #W is not divisible by any divisor of 6ℓ, it follows that W x ′ = {e} for all closed points x ′ ∈ X.
(2) Let x ∈ X be a closed point such that G x ∼ = Z/ℓ. As in §5.1.1, we have that Γ gx = gG x g −1 ∩ Γ can only be non-trivial if Γ = R. Moreover,
Recall that P is a Sylow 3-subgroup of G, P 1 is the unique subgroup of P of order 3, and N 1 = N G (P 1 ), so N 1 is a dihedral group of order ℓ − ǫ. In this section, we first determine the k[H]-module structure of H 0 (X, Ω X ) for the 3-hypo-elementary subgroups H of N 1 that are isomorphic to dihedral groups of order 2 · 3 n , respectively to cyclic groups of order (ℓ − ǫ)/2. We then use this to determine the k[N 1 ]-module structure of H 0 (X, Ω X ). Again, we need to consider two cases. In both cases, it follows from §5.1.1 that the subgroup of the Sylow 3-subgroup P H = v ′ of H generated by the Sylow 3-subgroups of the inertia groups of all closed points in X is equal to I = τ , where
Moreover, there are precisely 3 n−1 · m closed points x in X with H x ≥ I. In particular, the non-trivial lower ramification groups for any closed point x ∈ X with I ≤ H x are H x,1 = I and H x,2 = {e}. Let Y = X/I. For 1 ≤ t ≤ m, let y t,1 , . . . , y t,3 n−1 ∈ Y be points that ramify in X. For 0 ≤ j ≤ 2, we obtain that L j from Proposition 3.1 is given as L j = Ω Y (D j ), where, by the proof of Proposition 3.1 or by step (1) of Remark 3.4,
Since 3 n−1 · m points in Y = X/I ramify in X, the Riemann-Hurwitz theorem shows that Then
In particular, n 1 (V ) = n 2 (V ) + 1. Since β 0 and β(k[V ]) are self-dual, we obtain that the Brauer character of M (j+1) /M (j) , for j ∈ {0, 1, 2}, is equal to 
where n 2 (V ) is as in (5.19). 1 . By §5.1.1, the possible isomorphism types for non-trivial inertia groups ∆ x for closed points x ∈ X are either Σ 3 or Z/3 or Z/2. Moreover, there are precisely 3 n−1 (resp. 3 n−1 (m − 1), resp. 3 n ((ℓ + ǫ)/2 − 1)) closed points x in X with ∆ x ∼ = Σ 3 (resp. ∆ x ∼ = Z/3, resp. ∆ x ∼ = Z/2). Using the notation introduced above, suppose that the inertia groups of the points in X above the points y 1,1 , . . . , y 1,3 n−1 ∈ Y are isomorphic to Σ 3 , whereas the inertia groups of the points in X above the remaining y t,1 , . . . , y t,3 n−1 ∈ Y , for 2 ≤ t ≤ m, are isomorphic to Z/3. If Z = X/∆, then Y = X/I −→ X/∆ = Z is tamely ramified with Galois group ∆ = ∆/I. The ramification data of the tame cover Y = X/I −→ Z = X/∆ is as follows. There are precisely (ℓ + ǫ)/2 points in Z that ramify in Y . Moreover, the inertia group of each of the 3 n−1 (ℓ + ǫ)/2 points in Y lying above these points in Z is isomorphic to Z/2. Let z 1 ∈ Z be the unique point that ramifies in X with inertia group isomorphic to Σ 3 , and let z 2 , . . . , z (ℓ+ǫ)/2 be the points in Z that ramify in X with inertia group isomorphic to Z/2. Define y 1 = y 1,1 ∈ Y and let y 2 , . . . , y (ℓ+ǫ)/2 ∈ Y be points lying above z 2 , . . . , z (ℓ+ǫ)/2 , respectively. For all i ∈ {1, 2, . . . , (ℓ + ǫ)/2}, it follows that ∆ yi is a subgroup of order 2 in ∆ and the fundamental character θ yi is the unique non-trivial character of ∆ yi . In particular, the Brauer characters Ind Moreover, for j ∈ {0, 1, 2}, we have that ℓ yi,j ∈ {0, 1} such that
, and fix j ∈ {0, 1, 2}. Following Proposition 3.3, or step (2) of Remark 3.4, we obtain that the Brauer character of the k-dual of
In particular,
Let P (∆, 0) (resp. P (∆, 1)) be a projective indecomposable k[∆]-module with trivial (resp. nontrivial) socle. Then Ind
β(P (∆, 0)) and β(P (∆, 1)) are self-dual, we obtain that the Brauer character of
where we rewrote the Brauer character of M (3) /M (2) to reflect the fact that, by step (2) 
where n 2 (∆) is as in (5.20).
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We now want to use (a) and (b) above to determine the k[N 1 ]-module structure of H 0 (X, Ω X ). Using the notation introduced in §5.1.1, P = v ′ is a Sylow 3-subgroup of G and P 1 = I is the unique subgroup of P of order 3. Hence has descending composition factors
For t ∈ {1, . . . , (m − 1)/2}, the composition factors of the projective cover of S
. By (a) and (b) above, we obtain for H ∈ {V, ∆ 1 , ∆ 2 }. In all cases, it follows from §5.1.2 that the subgroup of the Sylow 3-subgroup P H = v ′ of H generated by the Sylow 3-subgroups of the inertia groups of all closed points in X is equal to I = τ , where
Moreover, there are precisely 3 n−1 · m closed points x in X with H x ≥ I. Let Y = X/I. For 1 ≤ t ≤ m, let y t,1 , . . . , y t,3 n−1 ∈ Y be points that ramify in X. For 0 ≤ j ≤ 2, we obtain that L j from Proposition 3.1 is given as The ramification data is slightly more difficult than in §5.2.1, but the arguments are very similar. We therefore just list the final answers for each H ∈ {V, ∆ 1 , ∆ 2 }. a , we have
where , we have
(c) Finally, we consider the case for an
, we have
We now want to use (a), (b) and (c) above to determine the k[N 1 ]-module structure of H 0 (X, Ω X ). Using the notation introduced in §5.1.2, P = v ′ is a Sylow 3-subgroup of G and P 1 = I is the unique subgroup of P of order 3. Hence has descending composition factors
and the projective cover of S (N1) i,j has descending composition factors
For t ∈ {1, . . . , (m/2 − 1)}, the composition factors of the projective cover of S . By (a), (b) and (c) above, we obtain
where, as before, ⌊r⌋ denotes the largest integer that is less than or equal to a given rational number r. There are precisely (ℓ − 1)/2 points in Z that ramify in Y = X. Moreover, the inertia group of each of the (ℓ − 1)/2 points in Y = X lying above these points in Z is equal to R. Let z 1 , . . . , z (ℓ−1)/2 ∈ Z be the points in Z that ramify in Y = X with inertia group equal to R. Let y 1 , . . . , y (ℓ−1)/2 be points lying above z 1 , . . . , z (ℓ−1)/2 , respectively. Following Proposition 3.3, or step (2) of Remark 3.4, we obtain that the Brauer character of the k-dual of Res
Suppose θ y1 (r 1 ) = ξ ℓ is a primitive ℓ th root of unity. Then it follows that
(a) If ℓ ≡ 1 mod 4 then −1 is a square mod ℓ. Since
(b) Next suppose ℓ ≡ −1 mod 4. Using Gauss sums, we see that there exists a choice of square root of −ℓ, say √ −ℓ, such that (5.25)
Letting ℓ ⊂ {1, . . . , ℓ − 1} be the set of squares in F * ℓ , it follows that {ℓ − t ; t ∈ ℓ } is the set of non-squares in F * ℓ , since −1 is not a square mod ℓ. Then (5.23) can be rewritten as 
Therefore, (5.23) becomes
Using θ yi (r 2 ) = θ yi (r µ 1 ) and (5.25), we get We next consider the case W = w . By §5.1.1, we have either W x ∼ = Z/2 or W x = {e} for all closed points x ∈ X, and there are precisely (ℓ + ǫ)/2 closed points x in X with W x ∼ = Z/2. In particular, this means that X −→ X/W is tamely ramified. Letting Y = X and Z = X/W , we have g(Y ) − 1 = g(X) − 1 as in (4.3).
There are precisely 2 points in Z that ramify in Y = X. Moreover, the inertia group of each of the (ℓ + ǫ)/2 points in Y = X lying above these points in Z is isomorphic to Z/2. Let z 1 , z 2 ∈ Z be the points in Z that ramify in Y = X with inertia group isomorphic to Z/2. Let y 1 , y 2 be points lying above z 1 , z 2 , respectively. Since W has a unique subgroup of order 2, it follows that W y1 = W y2 and the fundamental character θ y1 = θ y2 is the unique non-trivial character of W y1 = W y2 . Following Proposition 3.3, or step (2) of Remark 3.4, we obtain that the Brauer character of the k-dual of Res
Note that β 0 , Ind 
This gives the values of β(H 0 (X, Ω X )) in (5.31). [7] . We have to consider 4 cases. t,2·3 n−1 .
We first determine the Green correspondents of these summands, using the information in [7, §IV] . 
where ξ m is a fixed primitive m th root of unity.
To determine the Green correspondents of the non-projective indecomposable direct summands of Res n−1 whose composition factors are all isomorphic to T t .
Next, we determine the Brauer character β of the largest projective direct summand of H 0 (X, Ω X ). Since β(r i ) = 1 − ℓ + 1 6 (i = 1, 2);
Let Ψ 0 be the Brauer character of the projective k[G]-module cover P (G, T 0 ) of T 0 , and let Ψ t be the Brauer character of the projective 
where η ranges over the characters of W that are not equal to their conjugate η. Denote the corresponding projective indecomposable k[G]-modules by P (G, γ 1 ), P (G, γ 2 ) and P (G, η G ), respectively.
If Φ E is the Brauer character of the projective k[G]-module cover of the simple k[G]-module E and φ E ′ is the Brauer character of the simple k[G]-module E ′ , then
is the Kronecker symbol δ E,E ′ , where G ′ 3 denotes the 3-regular elements of G. Since
where C E ′ ,E denotes the (E ′ , E) th entry of the Cartan matrix and E ′ ranges over the simple k[G]-modules, we can find the multiplicities of Φ E in β by computing Φ E , β for all simple k[G]-modules E. For Φ E belonging to blocks of maximal defect, we obtain:
For Φ E belonging to blocks of defect 0, we get: The Cartan matrix has the following form (see [7, §IV] 
where the 2 × 2 block in the top left corner corresponds to the principal block B 0 , the diagonal entries 3 n correspond to the blocks B 1 , . . . , B (m−1)/2 , and the remaining diagonal entries 1 correspond to the 1+(ℓ−1)/4 additional blocks of defect 0. This implies that
Therefore, we have proved the following result:
Tt,3 n−1 ) denote the uniserial k[G]-module of length (3 n−1 − 1)/2 (resp. 3 n−1 ) with composition factors all isomorphic to T 0 (resp.
where γ i , β and η G , β are as in (5.38) and (5.39). We first determine the Green correspondents of these summands, using the information in [7, §V] . 
As in §5.4.1, we determine the Green correspondents of the non-projective indecomposable direct summands of Res 
Let Ψ t be the Brauer character of the projective 
Similarly to §5.4.1, using the Cartan matrix given in [7, §V] , we get 
Tt,2·3 n−1 ) denote the uniserial k[G]-module of length 2 · 3 n−1 + 1 (resp. 2 · 3 n−1 ) whose socle is isomorphic to T 1 (resp. whose composition factors all isomorphic to T t ). In particular, if n = 1 then U are given by
We first determine the Green correspondents of these summands of Res 
where ξ m is a fixed primitive m th root of unity and we allow i = m/2, which gives us δ * t (s) = 2 (−1) t .
As in the previous subsections, we determine the Green correspondents of the non-projective indecomposable direct summands of Res n−1 + 1 (resp. 2 · 3 n−1 ) whose socle is isomorphic to T 1,1 (resp. T 0,1 ).
In particular, if n = 1 then U We first determine the Green correspondents of the non-projective indecomposable direct summands of Res where ξ m is a fixed primitive m th root of unity and we allow i = m/2, which gives us δ * t (s) = −2 (−1) t .
As in the previous subsections, we determine the Green correspondents of the non-projective indecomposable direct summands of Res B 1 -module. Moreover, P B1 and U B1 are determined by the decomposition of
and we know from our discussion above that for all 1 ≤ i ≤ l, ǫ 2,i H 0 (X 2 , Ω X2 ) = P B2,i ⊕ U B2,i .
It follows that one can determine P B1 and U B1 from the modules P B2,i and U B2,i for 1 ≤ i ≤ l. Therefore, one can determine P B1 and U B1 from the ramification data associated to the cover X −→ X/G. This completes the proof of Theorem 1.4. To prove Theorem 1.3 when p = 3, we assume now that F contains a root of unity of order equal to the prime to 3 part of the order of G. Let a be the maximal ideal over 3 in A associated to v, so that a corresponds to the maximal ideal m 
