PO+'>(x, A) = f PM(y, A)PW(x, dGv), s, t > 0(}).
A function with these properties can be considered the transition probability function of a Markoff process ; it is the probability of a transition into A from initial position x, in time t. The Markoff process is determined for t>to if a distribution of x at time t = to is assigned. The process is called stationary, or temporally homogeneous, if the initial distribution reproduces itself, that is, if the set function $(A) defining the initial distribution satisfies the equation (0.2) 9(A) = f P^(x,A)$(dGi).
The probability formalization of a stochastic process is now well known. In the present case the initial distribution and the transition probabilities are used to define a probability measure in the space of all functions x(i), where tç^to, and x(i) is a function which takes on values in X. For example, to the set of functions satisfying the condition x(s)CA (s>to is fixed) is assigned as measure (*) In the following, the domain of integration will not be indicated explicitly when it is the whole space.
come independent of to, and the probability measure is then defined on the space of all functions x(t), -co </< oo ; in this case x(s), for each s, has the 4> distribution.
The transformation P, taking x(t) into x(/+s) is then a measure preserving transformation in function space, and the theory of measure preserving transformations is applicable. In the following, it will be supposed that / runs through integral values only. Function space then reduces to sequence space. The results obtained will however be applicable, with the obvious changes, when / runs through all real numbers; for example the average (1/w) E"-i x(j) ls replaced by the average (l/t)f¡¡x(s)ds.
If certain restrictions discussed below are imposed on the given transition probabilities, it follows that The sets ^4i, A2, • ■ • are called final sets. If a simple type of cyclic transition is excluded, the Cesaro limit in (0.4) becomes an ordinary limit (2) . In order to explain the significance of the conditions imposed on the transition probabilities to obtain these results, a familiar example will be recalled. Let X be any abstract space, and let %x be a Borel field of X sets (including X itself). Let Tx be any one-to-one transformation of the points of X which together with its inverse takes %x sets into %x sets. Define P(i) This function satisfies the three conditions (a), (b), (c), stated above, and therefore defines a Markoff process (in conjunction with an initial distribution). The average in (0.4) becomes the average number of times TtxEA as / (2) See [7] for a more complete statement and for details of the proof. Numbers in brackets refer to the bibliography at the end of the paper.
increases. It is thus hopeless to expect that without further hypotheses on the transition probabilities averages like that in (0.4) can behave in any more regular fashion than the corresponding averages for point transformations. If some probability measure, that is, a measure with value 1 on the whole space, has been defined on the sets of §*, and if the transformation T is measure preserving, the measure of X sets defines a self-reproducing distribution. Even the hypothesis that a Markoff process has a self-reproducing distribution can however at best make the averages in (0.4) behave like the corresponding averages for measure preserving point transformations. The behavior detailed above, beginning with the existence of the limit in (0.4) for all x, is actually far more regular than the corresponding behavior for measure preserving point transformations.
Now the transition probability P(i,(x, A) defined in (0.6) is for fixed x and / a highly singular set function; it defines a distribution concentrated at a point. The restrictions imposed on the transition probabilities of Markoff processes by various authors can be considered as smoothing restrictions imposed to make the representation of P(i)(x, A) in terms of a point transformation impossible. If there is a self-reproducing distribution <i>, it will be shown that under a mild restriction on the field %x, X can be expressed as the sum of at most a continuum of sets A% and a remainder of <£ measure 0, such that the A is have essentially the properties (0.5). The present paper can be considered as an examination of the strengthening of this decomposition theorem which is made possible by the imposition of weak additional restrictions on the transition probability functions.
The theorems of the present paper will be stated, for the most part, in terms of stationary Markoff processes. Note that this is the same as stating theorems on Markoff transition probabilities for which it is known that there exist self-reproducing distributions.
Although it is not customary for writers on Markoff processes to presuppose the existence of a self-reproducing distribution, the existence is implied in their hypotheses, since each Qj(A) in (0.5) defines such a distribution.
The weakest conditions imposed on the transition probabilities to insure the truth of (0.4) and the subsequent paragraph are those of Doeblin and of Kryloff and Bogolioùboff.
Condition of Doeblin. The space X is the interval (0.1). The field %x is the field of Borel subsets of this interval. It is supposed that there is an s and a positive e such that Pw(x, A) ^ 1 -e if A has Lebesgue measure less than e.
Condition of Kryloff and Bogolioùboff. The space X and the field %x are as in Doeblin's condition. Let P(,) be the linear operator defined by the kernel PM(x, A) taking the Banach space W oí completely additive set functions defined on $x into itself, (0.7)
P<s'$ = I PM(x, A)$(dGx).
[May (The norm of an element of 3DÎ is its variation.) It is supposed that there is an s and a completely continuous linear operator V, also taking ST/Î into itself, such that P(,)-V has norm less than 1. Note that P(,) is the sth power of
Although the conditions of Doeblin and of Kryloff and Bogolioùboff are very weak, they are insufficiently weak to cover some of the simplest cases commonly encountered. In these cases the uniformity in x of approach to the limit in (0.4) is not true. One such example is furnished by the Markoff process encountered in renewal theory (see the following paper in this volume). Another example is the Gaussian stationary process with correlation function p, one of the simplest Markoff processes. Here X is the real line, %x the field of Borel sets, and
where p is a constant between 0 and 1(4). Evidently
In this case (0.4) holds as an ordinary limit. It is clear however that the limit is not uniform in x. While it is hardly necessary to invoke the general theory of Markoff processes to treat this simple example, it is unsatisfactory that the general theory as developed up to the present does not already cover it.
There is a self-reproducing distribution in this Gaussian process, the distribution defined by the integral in (0.9), and with this distribution the Gaussian process can be made stationary. The renewal process is another example of a Markoff process, not covered by the hypothesis stated above, which has a self-reproducing distribution.
Under the conditions of Doeblin and of Kryloff and Bogolioùboff, Qj(A) in (0.5) is a self-reproducing distribution. It is therefore natural to study those Markoff processes which have such distributions, that is to study stationary Markoff processes, in order to extend the Doeblin-Kryloff-Bogolioùboff results. The author, Yosida, and Kakutani have made the first steps in this direction ; references to this work will be given below.
The notation used is, in summary : X is an abstract space of points x, y, • • • .
(') The space X and field 3, can be taken considerably more generally in both these conditions. The condition of Kryloff and Bogolioùboff is somewhat weaker than that of Doeblin as stated, but it will be seen below that the two conditions become equivalent if other measures of Borel sets than Lebesgue measure are allowed in Doeblin's condition.
(*) Cf.
[4] for a detailed discussion of this process. The discussion covers the continuous parameter case, but the change to / integral is trivial.
A, B, • • • are X sets; %x is a given Borel field of these sets. In practice X is usually a Borel set in Euclidean space with the topology determined by Euclidean distance. For this reason no special notation is used to distinguish points and sets of the abstract space X from points and sets of numbers.
ß is function (sequence) space as already defined ; « is a point of ß, that is, a function (sequence) x(/).
A, M, • • • are ß sets. g0 is the Borel field of ß sets generated by sets of the form
P(A) is the probability measure on the sets of %a determined by a given self-reproducing distribution and the given transition probabilities. For this reason it is convenient to call the sets of %a the P-measurable sets. (The parameter / was chosen to be integral-valued to avoid certain complications in P-measure. In the continuous parameter case a topology is introduced in X and regularity properties are imposed on the transition probabilities to insure measurability of the stochastic process.) a(a), ß(u), • • • are complexrvalued functions of w, that is, chance variables.
is the expectation of a. P \ a ; A} and £ {a ; ß ] are respectively the probability of A and the expectation of ß conditioned by assigned a; they are functions of a. It will sometimes be convenient to write P {a = x ; A} and E {a = x ; ß} to stress a particular value assigned to a. The conditional expectation E{ct;ß} can be obtained as the integral of ß in terms of the probability measure P{a; A}.
T, is the transformation of function space already defined. We shall sometimes write T,a for a(T,u).
f> measure is the measure of X sets defined by a preassigned self-reproducing probability measure $(A). This will be used, together with the transition probabilities, to define a stationary Markoff process, so that for every j (0.10) $(A) = P{x(s)EA}.
Alternatively a stationary Markoff process will be presupposed and $(A) will then be defined by (0.10). In this approach the transition probabilities must be defined indirectly, and the fact that the definition is ambiguous on sets of measure zero will cause complications. These will be discussed below. A P-measurable set A will be called invariant if PA and A differ by at most a set of P-measure zero. A set A of %x will be called invariant if for almost all x (<£ measure) in A. If A is invariant (0.11) and (0.11') are also true with x(l) replaced by x(s), for every s>0. The set A is invariant if and only if the Í2 set (x(0) CA } is invariant. Moreover it is known that if a set A is invariant it differs by at most a set of P-measure zero from a set of the form {x(0) CA }. This fact makes it possible to consider only invariant sets of this simple type. More generally [3, pp. 118-119] it is known that if any P-measurable function a(u) satisfies the condition Ta = eiXa for some constant X, neglecting a possible exceptional set of P-measure zero, then a differs on at most a set of P-measure zero from a P-measurable function of the form /[x(0)]. A function satisfying this equation with X = 0 is called an invariant function; if e^-Al, log a when suitably defined is called an angle variable.
A stationary process (Markoff or not) is said to be metrically transitive if there is no invariant P-measurable function not constant with probability 1. In the present case, the x(t) process is a Markoff process, and it has already been noted that in this case, in discussing both metric transitivity and angle variables, it is sufficient to consider functions of x(0). In all cases, when investigating metric transitivity, it is sufficient to consider functions taking on only the values 0 and 1, that is, characteristic functions of point sets. A Markoff process is thus metrically transitive if and only if every invariant <£ measurable set A has «I» measure either 0 or 1, that is if and only if every S2 set of the form {x(s)G-<4} (fixed s, A «J? measurable) which is unchanged, neglecting sets of zero P measure, by a change of s, has P measure 0 or 1 (6) .
The theorems of the present paper concern conditional expectations of the form £{x(0) =x; Tta). These conditional expectations are considered at first as functions of x for fixed a, and the almost everywhere properties of the functions for t-»°o are investigated.
These results would remain valid if for each s the conditional expectations were changed on a set of probability 0, and in fact these conditional expectations are ordinarily so defined that there is ambiguity on sets of zero probability. Sometimes, however, individual values of x will be considered and such an ambiguity will be inadmissible. It will then be supposed that the conditional probabilities are regular. By this is meant that transition probabilities P{x(s) = x; x(s + t) CA] = Pi»(x,A) are given, as uniquely defined functions, satisfying conditions (a), (b), and (c) of the first paragraph of this paper. If a is a chance variable depending on the functions x(t) for t^s, E{x(s) =x; a} is then unambiguously defined as the integral of a in terms of the conditional probability measure for x(s) =x. The hypothesis of regularity of the transition probabilities is not so strong a restriction as might appear at first sight. In the first place Markoff processes are most frequently given in terms of uniquely defined transition prob- (6) The general background of ergodic theory, including concepts like metric transitivity, and so on, is contained in [5] . The specific application to Markoff processes is given in [3] . abilities; in this case regularity is intrinsic in the definition. In the second place even if the transition probabilities are not so given, it is usually possible to redefine them to be regular. In fact, this is always possible if the field %x is strictly separable^). This hypothesis is always satisfied, for example, when rj* consists of the Borel subsets of a Borel set in a Euclidean space. The proof of this possibility of redefinition when %x is strictly separable goes as follows.
Although for a given AE%X, P{x(0) =x; x(l)G-<4 } is not a uniquely defined function of x, it can be so defined for each A G3* that, excluding an X set N independent of A, with (0.12) NE%*, P{x(0)EN} = 9(N) =0,
is for fixed x a probability measure in A [3, p. 96]. Define P(1)(x, A) as this function for x GX -N, and as any probability measure in A for jcGiV. The function PCi,(x, .4) defined inductively by
is a regular transition probability of the process.
The above discussion made essential use of the hypothesis that %x was strictly separable. In the following it will frequently be desirable to perform integrations of the type (0.14) ff(y)P{*(0) = x; x(l) G dGy]
without any assumption of regularity imposed on the transition probabilities. It is known that this is permissible and that the usual rules of integration, taking the limit under the integral sign, and so on, apply, and the definition of (0.14) is in terms of the usual Lebesgue sums [3, p. 98] . This convention will be used below, for integration with respect to P{x(0)=x; x(t)EA] measure or any other conditional probability measure with no further comment.
We shall need the following fact below. If the transition probabilities are regular and if Ai, A2, ■ • ■ are invariant, there is a set N of $ measure 0 such that (0.15) P{x(0) = x; x(t) G Ai -AjN} =1, if x G A, -A,N,j ^1,/gl, (6) A Borel field of sets is called strictly separable if it is the Borel field generated by a finite or denumerable subcollection of its sets. Note added in proof: The italicized statement is incorrect; the proof outlined is based on Theorem 3.1 [3, p. 96 ] which is incorrect. (It was tacitly assumed in the proof of this theorem that the / image of Í2 had outer F measure 1 ; this is not necessarily true, although it is true if the / image is a Borel set.) The italicized statement is however correct if, for example, %x consists of the Borel subsets of a Borel set in a Euclidean space. The discussion below of (0.14) is correct, with a slightly modified justification. for every a the process is metrically transitive.
(d) Suppose that the process is a Markoff process and let Q(x, A) be the limit in (1.6) when t-*<n. Then Q(x, A) is the conditional probability of {x (0) Note that (1.6) is the counterpart of (0.4). Although the limit when t-*«> in (1.6) may not exist on an x(0) set of $> measure 0, in many applications the transition probabilities are regular and the possibility of exceptional points of nonconvergence can be eliminated by the last statement of the theorem.
Various special cases of this theorem have been proved by the author [3, p. 114] , by Yosida [8] , and by Kakutani [6] . It has always been supposed hitherto, however, in proving (1.3) and (1.5) that the process was Markoff, and, in finding pointwise limits, that a was bounded. It will be clear from the proof that the conditional expectations for preassigned x(0) can be replaced in (a), (b), and (c) by any other conditional expectations without altering either the validity of the theorem or its proof. It would be interesting to prove the existence of the pointwise limit in (1.5) for any a with £ {| a | } < oo, or to obtain a counter example. Proof of (a). Under the stated hypotheses, £{ \a\ ] < oo. Hence according to the point ergodic theorem (strong law of large numbers for stationary processes)
1 ' (1.12) lim -EZ> = ai
exists with probability 1, and according to the mean ergodic theorem if £{ \a\"\ < oo for some p^l, it follows that £{ |ai|p} < °= and there is con- Proof of (b). To prove (1.5) it will be sufficient to show that if p = l and if (1.4) is true then (1.12) can be integrated to the limit (¿->oo) with respect to the conditional measure £{x(0); A}. This will be shown by showing that (in terms of this conditional measure) excluding perhaps an x(0) set of zero measure there is convergence in (1.12) almost everywhere, and that the averages are dominated by an integrable function. (It has already been noted that this procedure is correct even though strictly speaking the conditional probability may not define a measure.) According to (1.12) the bracket converges to «i except on a set M with P {M} =0. Since (1.14) ( P{x(0) = x; M}$(dGi) = P{m\ =0, it follows that P{x(0); M} =0 for almost all x(0) (<i> measure). That is to say, excluding the exceptional values of x(0) the limit in (1.12) exists almost everywhere (P{x(0); A} measure This means that, excluding an x(0) set of P-measure 0, the average in (1.12) is dominated by an integrable function, as was to be proved. Proof of (c). According to the ergodic theorem there is metric transitivity if and only if cti = E{a\ for all a, in which case, then, a*=E\a} also. If a is defined to be 1 when x(0)G^4 and 0 otherwise, the average in (1.2) becomes that in (1.6). The limit is then £ {a} = <b(A) when there is metric transitivity.
Proof of (d). Let Q(x, A) he the limit in (1.6). To prove that Q(x, A) is the stated conditional expectation, that is, that (1.7) is true, we note that since the process is a Markoff process, and since B is invariant, ( -2Z p{x(o) = *; *(*) G a} *(dc.)
When /-> oo, this becomes (1.7). The identification of a* as a conditional probability is made in the same way. The equalities (1.8), (1.9) and (1.10) are "almost everywhere" equalities. Hence to show their truth it is sufficient to show that integration over an arbitrary $x set B yields equality in each case. This is clear in (1.9), using the fact that €> is self-reproducing.
It is also clear in (1.8) and (1.10), using (1.7), if B is an invariant set. Now it is clear from the definition of Q(x(0), A) that this function of x(0) is invariant, and therefore that it is permissible to restrict B to be invariant in testing (1.8) and (1.10). Thus the three equalities are completely proved. Finally, if there is metric transitivity we have already seen that Q(x, A) = $(A) for almost all x (<£ measure). Conversely, if this equation is true, and if A is invariant, &(A) = 1 or 0, since the conditional probability Q(x, A) is the characteristic function of A if A is invariant.
Hence the process is metrically transitive. Moreover it is clearly sufficient if Q(x, A) = $(A) on a collection Of sets so large that the Borel field they generate coincides with %x.
Proof of (e). Suppose that [ «| ^ K, that a depends only on x(0), x(l), • • -, that (1.5) is true for xGC, and that the process is a Markoff process with regular transition probabilities. Let x satisfy (1.11), that is to say it is supposed that starting from x(0)=x, x(s) takes on a value in C for some sj&O with probability 1. We show that then xEC. Let »» be the first value of s with x(s)EC. Then if we use the fact that the process is a Markoff process, and that the equality v = s is a condition on x(0), • • • , x(s), (1.18) £{x ( Now the second sum is at most
which goes to 0 when t-*«>, since P{x(0)=x; »»>/}->0. The integrand in the jth integral of the first sum in (1.20) is bounded by K and, since x(j)CC when v=j, converges to a limit when t-*<». The integral, and hence the sum, therefore also converges to a limit; this finishes the proof.
It is a remarkable fact, due in the first place to von Neumann, and proved later more generally by Ambrose, Halmos, and Kakutani [l] , that any stationary process (with mild restrictions on the field of measurable sets) can be decomposed into metrically transitive processes. Although the various decomposition-limit theorems on Markoff processes are merely reflections of this fact (the proofs vary with the special character of the hypotheses and the predilections of the authors) the exact adaptation of the decomposition theorem to Markoff processes has never been stated explicitly. This is done in the following theorem, whose proof will be given in detail; the theorem is not a corollary of the general theorem because stronger results are desired in this special case.
Theorem 2 (Stationary
Markoff process with regular transition probabilities).
Let Q(x, A) be the conditional probability of A(C%i) with respect to the field of invariant sets, so that (by Theorem 1)
for almost all x (<I> measure).
If the field %x is strictly separable, Q(x, A) can be so defined that the following is true(*). There is a collection of sets {A»\ where A"C%x and u varies through (8) Added in proof: (Cf. footnote 6.) It is necessary to strengthen this hypothesis; it will be supposed that %x consists of the Borel subsets of a set in a Euclidean space. With this restriction, the discussion of the unique definition of Q(x, A), involved in the definition of Aß, is correct. some set of real numbers, with the following properties :
(a) Every set AErU* which is a sum of sets Aß is invariant and (neglecting sets of <!> measure 0) every invariant set can be expressed in this way. The analogues of (1.9) and (1.10) have been omitted here, since they reduce to trivial identities. Conditions are given below which exclude the possibility that any Aß have zero 3» measure. Under these conditions there can be at most denumerably many of these sets. The stronger conditions of Doeblin and of Kryloff and Bogolioùboff imply that there can be at most a finite number.
Definition of Aß and proof of (a). It has already been remarked that C(x(0), A) is an invariant function, for fixed A. This implies that the x set defined by Q(x, A)<k is an invariant set. In the following we shall suppose that ! §" is strictly separable, specifically that it is the Borel field generated by the sets G, C2, ■ • • , CjE$x-It can then be supposed that the conditional expectation Q(x, A) is so defined that, for fixed x, Q(x, A) is a probability measure in A. It will be supposed below that Q(x, A) is so defined, and If A is an invariant X set, we have seen that Q(x, A) is the characteristic function of A, neglecting sets of <ï> measure 0. Hence, neglecting sets of <ï> measure 0, A is the set defined by the equality Q(x, A) = 1. Since A is in the Borel field generated by G, C2, • • • this equality defines a set in gy, neglecting sets of «Ï» measure 0. Hence gy, although it may not include A, includes a set differing from it by at most a set of <ï> measure 0.
The sets of gT which contain no proper non-null subsets in gy are called the atoms of gT-They can be exhibited explicitly in the form
where 7>i, D2, ■ ■ ■ are the sets in (2.7). The non-null intersections in (2.8) are the atoms. The cardinal number of these non-null intersections is at most that of the continuum, and we can therefore denote them by {Aß} where ß ranges through some set of real numbers. In the following we shall find it necessary to drop some of these atoms, putting them in a set N of «5 measure 0. Since every set of gy is composed of atoms, every invariant set differs from a sum of Aß's by at most a set of «i» measure 0. The converse, that every Aß sum is invariant if it is a set in %x is a consequence of (b), to be proved below. In fact if AC$X is a sum of Aß's, where u ranges over some set M, Qn(A) = 1 when ßCM and Q"(A) =0 otherwise. Hence the set A is defined by the equality Qß(A) = l, that is, neglecting sets of <£ measure 0, A is defined by the equality Q(x, .4) = 1. This definition has already been seen to define an invariant set.
Proof of (b). Since Q(x, A) is gy measurable for fixed A, it depends only on the atom in which x lies. Equation (2.2) is merely the analytic formulation of this fact. If A G r5T> the conditional probability Q(x, A) is 1 almost everywhere in A («£ measure); that is to say, using (2.2), Q(x, A) = l in every Aß except in some constituting a set of «ï» measure 0. Drop these atoms from the Aß for every set A defined by (2.7). If this is done, (2.3) will be true. Equation (2.4) is obtained by integrating (2.1) with respect to «ï» measure. Proof of (c). According to Theorem 1, (1.8) is true for almost all x («5 measure), that is, (2.5) is true except possibly for a set of ß corresponding to atoms of total «ï> measure 0. Absorb these in 7Y for all sets A=Ci, d, ■ ■ • .
Then (2.5) will be true for all ACS'-If (2.6) is used to define a probability measure $i(A), integration of (2.5) in p Ci* measure) gives the equation showing that «Ei is self-reproducing.
Conversely suppose that <ï>i is any self-reproducing probability measure. Then (2.9) -E f P{<0) = y; x(s) EA}H(dGv) = MA).
t j-W When /-^oo the integrand converges to Q(y, A), except possibly on a set of $> measure 0. If H is absolutely continuous with respect to H the exceptional set has at most zero H measure also; when /->oo, (2.9) becomes (2.10) f Q(y, A)3>i(dGv) = MA), which is a special case of (2.6), since H(dGy) induces a measure in /¿ space.
In particular, suppose that <b(Aß) >0. Then by (2.4), HA-A,) = Qß(A)-$(Aß).
Proof of (d). It was proved in the introductory remarks of this paper that (since the sets Z>i, Z>2, ■ • • defined by (2.7) are invariant)
there is a set D0
of $ measure 0 such that P{x(0) =x; x(l)GPy-P;ZJ>o} = 1 for xEDj-DjDo.
We shall now suppose that g"^ is the field of sets generated by Do, Pi Conversely if some Aß has $ measure 1, say A" then Q,(A) = HA), and the "reduced" process, which has been shown to be metrically transitive, is precisely the original process.
In general, it is not difficult to show that the u can be so chosen that any Borel set of /¿'s corresponds to a set of atoms which constitute a set of rîT, and conversely any $"£ set can be expressed in this way (ignoring the atoms in N). This gives an elegant parametrization of the invariant sets. The following theorems make Theorem 2 more precise by imposing restrictions ön the transition probabilities which make it possible to discuss the truth of (2.1) for individually specified values of x.
Theorem 3 (Stationary
Markoff process with regular transition probabilities). Let Pi(x, A, t) be the singular component of the measure P{x(0) =x; x(t)CA } with respect to <i> measure. In the following, a(u) will be any P measurable function depending on x(t) for t^O, and either bounded or at least with Since HA,+i)=0, the integrand vanishes for almost all y ($ measure); if B is the set on which it does not vanish, Pi(x, X, s + t) á f P{*(0) = x; x(t) G dGy\ .2) is true, and it follows easily that (3.2) is true with to replaced by any t>to, with the same bound, say K. Then the jth integrand in (3.14) is bounded by K. According to Theorem 1 this integrand converges in the mean of order 1, and therefore in probability, that is, in <ï> measure. Unfortunately <I> measure is not the relevant integration measure. However if At is defined as in the proof of (a), the integrand converges on X-A. in the integration measure. Integration to the limit on X-A, is therefore allowed and the maximum oscillation of (3.14) when t-»oo is thus at most KPi(x, X, s), an upper bound to the integration over At. By hypothesis this can be made arbitrarily small by choosing s large. Hence the left side of (3.14) converges to a limit when t-* oo. If the process is metrically transitive, the limit is £{a}, since in that case the almost everywhere limit in (3.13) when ¿-»oo is £[«}, by Theorem 1.
Proof of (c). If (3.4) is satisfied on an X set C and if x satisfies (3.5), that is, if starting fromx(O) =x, x(s) takes on a value in C for some sïsO with probability 1, we shall now show that x also satisfies (3.4). Let »» be the first value of s with x(s)CC. Then using the fact that the process is a Markoff process, and chat v = s is a condition on x(0) When t-* » the integrand converges boundedly to Q(y, A) for almost all y (<£ measure) and therefore for almost all y in the integration measure, because the latter is absolutely continuous in <ï> measure. Integration to the limit is therefore permissible, and yields (3.8). It has already been seen in Theorem exists and is independent of s. If the process is metrically transitive, the limit is £{«}.
(") A t set of relative measure 1 is a set with the property that (number of integers in the set between n and -n)/2n-»1 when n-»». |-»00
The specialization from (4.1) and (4.2) to (4.1') and (4.2') is clear, and will receive no further comment.
Proof of (a). According to a theorem of von Neumann and Koopman [5, pp. 36-37] if the process has no angle variables, there is a / set Z of relative measure 1, with the property that (4. 3) lim E{ß(oi)Tta(u)} t-"° .'£! exists for all chance variables a, ß with £ {| a \2} <<x> and £ {| ß2 \ } < oo. If the process is metrically transitive, the limit is £{<*} •£{/?}. Moreover the limit is unchanged if a is replaced by T,a or if ß is replaced by T,ß. It will be convenient to write P{x(0) =x; x(t)EA } explicitly as the sum of its absolutely continuous and singular components with respect to <£ measure, If t-»oo, tCI, the last expectation in (4.5) converges to a limit (put ß = p(x, x(u), u -s) in (4.3)) ; in fact although the integration hypotheses imposed by Koopman and von Neumann are not satisfied here, a simple approximation extends their result as required. Moreover it was remarked in the proof of Theorem 3 that our hypotheses on a imply that the L.U.B. in (4.6) is bounded in / when í-»so, say with bound K. Hence when <-*<», with tCI, the left side of (4.6) has oscillation at most KPi(x, X, u -s). By hypothesis this can be made arbitrarily small by choosing u large. Hence the left side of (4.5) converges to a limit when t-* », tCI-If the process is metrically transitive the limit is £ {a}. This can be seen from the fact that the limit in (4.3) is £{a| -£{»3} in that case, or from the fact that the Cesàro limit is E{ot\ in that case, according to Theorem 3.
Proof of (b). Suppose now that (3.4) is satisfied by almost all x (<$ measure). For large t we can write £{x(0) = x; T,a] = f E\x(s) = y; Tta}p{x(0) = x; x(s) C dGv) (4.7) = f E{x(0) = y; 7<_.a}p{x(0) = x; x(s)CdGy}.
According to (a) the integrand converges for almost all y when t-*» with t -sCI-We let ¿-»eo with no restriction, choosing s = s(t) so that t -s C I, s C I, s-* oo .
Now if As is a set of «3? measure 0 satisfying the equation Pi(x, ^4" s) = Pi(x, X, s), and containing the points of nonconvergence of the integrand in (4.7), the integrand converges boundedly everywhere on X-22-A, and the integration measures converge. Hence so that the left side of (4.7) converges to a limit when ¿->°o, as was to be proved. As in (a), if the process is metrically transitive, the limit is £ {a}. Theorems 3 and 4 were devoted to the asymptotic character of £ (x(0) =x; Tta} as conditioned by the validity of (3.4). If (3.4) is assumed true on an X set of positive «ï» measure, the decomposition theorem (Theorem 2) becomes essentially simplified. Only two cases will be discussed: when (3.4) is true for all x (Theorem 5) and when (3.4) is true for almost all x (Theorem 6). The We shall only touch on those points which are not obvious in the light of Blackwell's theorem and the preceding theorems of this paper. Equation (0. 2) implies that <ï>(73o)=0. We set A7 = 73o+Pi and shall absorb other sets of <ï> measure into N also, as required below. Evaluating (3.8), and using (5.13) and the fact that Q(x, A)=0 when $(A) =0, For example this follows from the fact that the A/s and sums of A/s are the only invariant sets, neglecting sets of f> measure 0, that is, with every Q,-vanishing. Since A¡ is invariant, (5.4) certainly holds for almost all x in A¡ (Q¡ measure), and we have seen at the beginning of this paper that A ¡ can be replaced by a subset of the same Q¡ measure for which (5.4) holds. The difference is put into N. We shall assume that this has been done.
Define ¿, = 1 if the Q¡ process has no angle variables. Then (5.7) follows from Theorem 4. Now suppose that the Q¡ process has an angle variable, that is, that there isa $ measurable function f(x) (not identically zero on a set of <ï> measure 1) and a real constant X satisfying /-«*, 0 ^ g < 2ir.
It follows that the ß sets Hence there is a maximum d¡ and it is assumed from now on that this maximum has been chosen above.
The transformation 7 considered on the Q¡ process will be denoted by 7y. It has a point spectrum (13) consisting of 0 (corresponding to the fact that 1 is a characteristic function) and 2irn/dj (corresponding to the fact that/and its integral powers are characteristic functions) for n = l, • • • , d¡-l. These Ao=A -ANo, the Markoff process with this space, these X measurable sets, the transition probabilities (6.1), and the same <3? measure satisfies the hypotheses of Theorem 5. The decomposition of that theorem is therefore applicable to X-No.
Before proving Theorem 6, we present the following example. In Theorem 5 choose a self-reproducing measure H as defined by (5.3), and suppose that ai = 0. The present hypotheses are then satisfied, using the basic H measure, but Theorem 5 is no longer applicable since (3.4) is no longer true on Ai. The present theorem then gives the decomposition of X-A i but gives no information on .<4i.
To prove Theorem 6 we need only note that if (3.4) is true on X -No, by a process already used repeatedly in the proof of Theorem 5 No can be increased slightly to make (6.1) true. The theorem is now obvious.
Comparison between the condition that (3.4) be valid for all x and the conditions of Doeblin and of Kryloff and Bogoliouboff. In the following it will be supposed that X is a Borel set of finite measure in Euclidean space and that %x is the field of its Borel subsets. The Lebesgue measure of a set A will be denoted by mA. Doeblin's hypothesis is that for some €>0 and to (7.1) i'|i(0) = i;i(i,)ei}si-i HmA^t,
uniformly in x. This condition is shown to imply the existence of the limit Q(x, A) in (3.6) uniformly in x and A. The use of Lebesgue measure here is somewhat confusing, since the proofs are equally valid for many other measures of Borel sets. In order to clarify this point, his condition will be put in a somewhat different form. In his case Q(x, A) is a self-reproducing probability measure for each x, and the decomposition of Theorem 5 is valid; in fact only a finite number of sets A y can be present. Moreover, using the notation of shows (using (7.2) in (3.12) with s = to) that (7. 3) Pi(x, X, h + t) á (1 -i)Pi(x, X, t). Hence (7.4) Pi(x,X,nlo)â(l-ey and thus (3.4) is true, and the convergence is even uniform in x and exponentially fast. It is this uniformity of convergence to 0 which precludes the possibility of infinitely many sets A¡, and the still stronger condition (7.1') implies the uniformity of the limit equation (3.6). The formulation of Doeblin's condition in (7.1') explains the rather arbitrary use of Lebesgue measure in the original formulation. Lebesgue measure was a measure of Borel sets with the property that mA >0 implied Q¡(A) >0 for some.;'. Any other measure of Borel sets with this property would serve as well. In the same way the <b(A) distribution in Theorem 5 was rather arbitrary (although it had to be self-reproducing)
; any self-reproducing distribution with the property that if any Q¡(A) >0, then Q(A) >0 would have served as well.
The condition of Doeblin is thus stronger than the hypothesis that there License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use is a self-reproducing distribution and that (3.4) is true for all x. Doeblin's condition has the advantage that it does not require a priori the existence of a self-reproducing distribution.
In some examples, however, the existence of such distributions is already known. This is true in the renewal process (see the following paper in this volume). Doeblin's condition is however essentially stronger and leads to stronger results where it is applicable. The condition of Kryloff and Bogolioùboff is somewhat weaker than that of Doeblin, as stated, but since it leads to exactly the same decomposition theorem, the two are essentially equivalent.
In both cases (7.1') is true. The point is that the various possible choices for X measure in Doeblin's condition bring it up to the generality of the Kryloff-Bogolioùboff condition.
As a somewhat trivial example which may however be illuminating, consider the Gaussian Markoff process described in the Introduction.
In this case, as already remarked, there is a self-reproducing distribution, and
Pi(x, X, t)=0, so that Theorem 5 is applicable. Actually (0.9) shows that there is metric transitivity and no angle variables; there is only one set A¡, and there are no cyclic transitions.
The convergence in (0.9) is not uniform in x; this means that neither the Doeblin nor the Kryloff-Boglioùboff conditions are satisfied.
Bibliography

