Abstract Geo-social data plays a significant role in location discovery and recommendation. In this light, we propose and study a novel problem of discovering accessible locations in spatial networks using region-based geo-social data. Given a set Q of query regions, the top-k accessible location discovery query (kALDQ) finds k locations that have the highest spatial-density correlations to Q. Both the spatial distances between locations and regions and the POI (point of interest) density within the regions are taken into account. We believe that this type of kALDQ query can bring significant benefit to many applications such as travel planning, facility allocation, and urban planning. Three challenges exist in kALDQ:
Introduction
With the rapid development of GPS-equipped smart phones and online-map services (e.g., Google-maps, 1 Baidu-maps, 2 and MapQuest 3 ), people can easily get their current geographic locations and post geo-tagged tweets, geo-tagged photos, and geo-tagged checkins to specialized sites (e.g., twitter, 4 flickr, 5 and foursquare 6 ). Such massive geo-social data enable many novel application. An emerging one is region-based accessible location discovery. Given a set Q of query regions, the top-k accessible location discovery query (kALDQ) finds k locations that have the highest spatial-density correlations to Q. We believe that this type of kALDQ query can bring significant benefit to many applications such as travel planning, facility allocation, and urban planning.
In most of existing studies [21, 22, 25, 27, 36] , location discovery and recommendation is based on point-to-point matching [21, 22, 25] or trajectory-to-point matching [27, 36] . They only take the spatial distances between matched points or matched trajectories and points into account, but no existing study considers the regions of interest and the density of spatial objects (e.g., geo-tagged tweets, geo-tagged photos, and POIs) in the corresponding regions. For example, there exist several regions of interest (e.g., residential area, commercial area, or scenic area), and we want to find an aggregate location for travelers, or we want to find an accessible location to set a new facility (e.g., shopping mall, bank, or petrol station) to maximize its commercial value. The accessible locations are expected spatially close to the regions of interest. In particular, they are expected spatially close to the regions with high spatial-object density.
An example is shown in Figure 1 , where R 1 , R 2 , and R 3 are query regions, p 1 and p 2 are location candidates, and the red points are spatial objects. If we only consider the spatial 2 , and c 3 are center points of R 1 , R 2 , and R 3 ), location p 1 is returned because it is spatially close to R 1 , R 2 , and R 3 . However, if we take both spatial distance and the density of spatial objects in the query regions into account, location p 2 will be returned. Although p 2 is not as good as p 1 in the spatial domain, p 2 is spatially close to the regions with high spatial-object density, so we still consider p 2 as the optimal choice. To the best of our knowledge, this is the first study of location discovery and recommendation that take both spatial distance and spatial-object density into account.
kALDQ is conducted in spatial networks, because in most practical scenarios, objects move in spatial networks (e.g., road networks) rather than in Euclidean space. The existing techniques of location discovery and recommendation cannot compute kALDQ due to three reasons. First, kALDQ considers the matching between regions and locations, rather than the point-to-point matching or trajectory-to-point matching, thus it needs new distance metrics. Second, kALDQ takes the density of spatial objects in query regions into account, so it also needs specific metrics to reflect the density domain. Third, most existing studies of aggregate location query [21, 22] are conducted in Euclidean space, and their optimization techniques cannot be used in spatial networks directly, because most spatial indexes (e.g., R-tree) use Euclidean space as lower bound to prune the search space and such bound is ineffective in spatial networks.
kALDQ faces three challenges. First, it needs a metric to describe spatial-density correlation. Second, it needs a pair of comparable tight upper and lower bounds of the spatial-density correlation to prune the search space. Third, it needs a heuristic scheduling methods to schedule multiple query regions to further enhance the query performance. To overcome the challenges and to process kALDQ efficiently, we propose a novel spatialdensity correlation measure. Then we develop a novel three phase algorithm. In the location-search phase, we expand network expansions according to Dijkstra's algorithm [7] to explore the spatial network and to find location candidates. A heuristic scheduling method is defined to schedule the search processes of different query regions. In the filter phase, we define a pair of upper and lower bounds of the spatial-density correlation to prune the search space. Once the global lower bound exceeds the global upper bound, the search terminates and all partly and unscanned locations are pruned. In the refine phase, we compute the exact spatial-density correlations for all full scanned locations and return top-k results.
To sum up, we make the following contributions in this paper.
-We propose a novel type of top-k accessible location discovery query (kALDQ) to find top-k accessible locations in a spatial network. We believe that this type of query can bring significant benefit in many applications such as travel planning, facility allocation, and urban planning. -We define a series of new metrics to evaluate the spatial and density correlations between regions and locations (Section 2). -We develop a range-query based baseline algorithm to process kALDQ (Section 3.1).
-We develop a novel three phase algorithm to process kALDQ efficiently with the support of a pair of upper and lower bounds and a heuristic scheduling method (Section 3.2). -We conduct extensive experiments on real and synthetic spatial data to demonstrate the performance of the developed algorithms (Section 4).
The rest of the paper is organized as follows. The spatial networks and the metrics of the spatial-density correlation as well as problem definitions are introduced in Section 2. The three-phase algorithm is introduced in Section 3, which is followed by extensive experimental results in Section 4. Related work is covered in Section 5 and conclusions and future directions are given in Section 6.
Preliminaries

Spatial networks, locations, spatial objects, and regions
A spatial network G(V , E) is modeled by a connected and undirected graph, where V is a vertex set and E ⊆ V × V is an edge set. The weight w(e) of an edge e ∈ E represents its weight (e.g., distance or travel time). We use adjacent list to store spatial networks.
Generally, locations and spatial objects are of the form of (longitude, latitude). We map these locations and spatial objects to the corresponding spatial network by using some existing map-matching method [1] . We assume that all locations and spatial objects are on vertices. It is straightforward to support the scenarios that locations and spatial objects are on edges. Assuming that a location p is on an edge (a, b) and the network distance from p to a and b are known. We can create a new vertex p and split edge (a, b) into (a, p) and (p, b) [26] .
We align the definitions of spatial networks, locations, and spatial objects with existing studies [24-26, 29, 37] .
Given two vertices a and b in a spatial network, the network shortest path distance between a and b is denoted by sd(a, b) . A region R in spatial networks is a circular area (c, r), where c is a center point of R and r is the radius. For all spatial objects whose network distances to c do not exceed r, we say that they are contained by region R.
Metrics
Given a location p and region R, the spatial-density correlation between p and R is defined as follows.
Here, o is the spatial object in region R, and we consider the aggregate distance between p and all objects in R. Given a set of query regions Q = {R 1 , R 2 , ..., R n }, and a location p, the spatial-density correlation between p and Q is defined as follows.
Here, we use the Sigmoid function [26, 28] to normalize C SD (p, R i ) to a range [0,1], and each query region plays an equal role in query processing.
Problem definition
Given a set of query regions Q, and a set of location candidates P , the top-k accessible location discovery query (kALDQ) finds a k-item set A (|A| = k) that contains k locations with the highest spatial-density correlations to Q, such that ∀p
3 Query processing
Baseline method
Range query is a straightforward baseline method to kALDQ. From each query region R i , we expand the search from its center c i at the same speed by increasing rs i as rs i = rs i + x, where rs i is the search radius of query region R i and x is a user given parameter. An example is shown in Figure 2 , where R 1 and R 2 are two query regions, c 1 and c 2 are the centers, r 1 and r 2 are the radiuses of query regions, and rs 1 and rs 2 are the search radiuses. For a location candidate p, if it is scanned by the search from query region R (e.g., p 1 and R 2 ), we estimate its spatial-density correlation C SD (p, R) as follows. According to the triangular inequality, for each spatial object o ∈ R, we have that
Figure 2 An example of Baseline Algorithm
By substituting (3) into (1), we have the lower bound C SD (p, R).lb of spatial-density correlation as follows.
If a location candidate is fully scanned (i.e., scanned by expansions from all query regions, e.g., p 2 in Figure 2 ), we estimate the lower bound of C SD (p, R) by substituting (5) into (2).
For unscanned location candidates (e.g., p 3 in Figure 2 ), we estimate the upper bound of their spatial-density correlations as follows. For an unscanned location candidate p, we have that sd(c, p) > r. By substituting it into (4) and (1), we have that
By substituting (7) into (2), the upper bound of C SD (p, Q) is defined as follows.
The value of C SD (p, Q).ub is the global upper bound of all unscanned location candidates (e.g., p 3 in Figure 2 ). Among all fully scanned location candidates, we define a global lower bound LB as follows.
Here, P k ⊆ P f ∧ |P k | = k, and P f is a set of all fully scanned location candidates and P k is a subset of P f . Set P k contains k items with the largest values of
Q).lb < C SD (p, Q).lb)).
The value of LB changes continually during query processing. Once the value of C SD (p, Q).ub is less than that of LB, the searches from all query regions terminate, and all unscanned location candidates are pruned. Then, we continuously refine all fully scanned (e.g., p 2 in Figure 2 ) and partly scanned location candidates (e.g., p 1 in Figure 2 ). Among all refined location candidates, we select k location candidates with the largest spatial-density correlation and return them.
The baseline algorithm is detailed in Algorithm 1. The query arguments include a set P of location candidates and a set Q of query regions. The query output is a set A (|A| = k ∧ A ⊆ Q) of location candidates with largest spatial-density correlations. Initially, the search radiuses of each query region are set to 0 (line 1). We make the range query from each query region and expand the search as rs i = rs i + x (line 2-5). For each fully scanned location candidate p, we compute its lower bound C SD (p, Q).lb of spatial-density correlation (6) . If the size of fully scanned set exceeds k, we compute the global lower bound LB of fully scanned location candidates (9) and the upper bound C SD (p, Q).ub of unscanned location candidates (8) (lines [8] [9] . If the value of LB exceeds that of C SD (p, Q) .ub, the searches from all query regions terminate, and all unscanned location candidates are pruned (lines [11] [12] . Then, we refine all fully scanned and partly scanned location candidates, and find top-k locations in set A with the largest spatial-density correlations (lines 13-14).
Three-phase algorithm
The baseline algorithm includes several weaknesses. First, its search is based on range query, so it is not continuous. It is difficult to set the expansion parameter x. Second, it simply prunes the unscanned location candidates, and it has to refine all fully scanned and partly scanned location candidates. Its pruning power is comparable weak. Third, the expansion speed from each query region is the same, and it lacks an effective scheduling method to schedule the searches from multiple query regions.
To overcome these weaknesses, we propose a novel three phase algorithm to process the kALDQ query efficiently. In the location search phase, we adopt network expansion method [7] to explore the spatial network and to identify locations spatially close to the query regions. A pair of upper and lower bounds of the spatial-density correlation are defined to prune the search space. All partly scanned and unscanned location candidates are pruned. In the scheduling phase, we propose a heuristic scheduling method to schedule multiple query regions to further enhance the query efficiency. In the refinement phase, we refine all fully scanned location candidates and find the query result.
Expansion and bounds
We conduct network expansion from each query region according to Dijkstra's algorithm [7] to explore the spatial network and find location candidates close to the query regions. An example is shown in Figure 3 , where R 1 and R 2 are two query regions, c 1 and c 2 are centers, and r 1 and r 2 are radiuses of regions R 1 and R 2 . The explored regions are circular areas, and rs 1 and rs 2 are the corresponding radiuses (i.e., the network distance from center to the expansion boundary). Figure 3 An example of Three-Phase Algorithm Similar to the baseline algorithm, the location candidates are classified into three categories, fully scanned (e.g., p 2 in Figure 3 ), partly scanned (e.g., p 1 ), and unscanned (e.g., p 3 ). If a location candidate p is fully scanned, we estimate its lower bound of the spatial-density correlation according to (6) . Among all fully scanned location candidates, we define a global lower bound according to (9) .
For a partly scanned location candidate p, we estimate its upper bound of the spatialdensity correlation as follows. If p is scanned by the expansion from R, we have that
sd(o, p) > sd(c, p) − sd(o, c)
If p is unscanned by the expansion from R, we estimate C SD (p, R).ub according to (7) . 
Case1: p is scanned by the expansion from R. Case2: p is unscanned by the expansion from R. By substituting (11) into (1), we define the upper bound of the spatial-density correlation of a partly scanned location candidate p as follows.
C SD (p, Q).ub =
Among all partly scanned location candidates, we define a global upper bound UB of spatial-density correlation as follows. Similar to LB, the value of UB changes dynamically during query processing.
Here, P p is a set of partly scanned location candidates.
Once the value of UB exceeds that of LB, the expansion search terminates, and all partly scanned and unscanned location candidates are pruned. We refine the fully scanned location candidates, and find the query results.
Remark There is no need to compute and to maintain the upper bound of unscanned location candidates (different to the baseline algorithm). By comparing (7) and (11), for a partly scanned location candidate p and an unscanned location candidate p , we have that
C SD (p, R).ub ≥ C SD (p , R).ub ⇒ C SD (p, Q).ub > C SD (p , Q).ub.
So if C SD (p, Q).ub < LB, we have that C SD (p , Q).ub < LB.
All unscanned location candidates can be pruned safely.
Scheduling
To further enhance the query efficiency, we propose a novel heuristic scheduling strategy to schedule the searches from multiple query regions. Each query region is given a label to describe its priority. At each time, we only search the top-ranked query region, until a new top-ranked query region appears. The priority label is defined as follows.
Here, P p is the set of partly scanned location candidates, and P R is a set of location candidates scanned by the search from R. Our target is to make partly scanned location candidates to fully scanned as soon as possible. We use P p \ P R to describe the gap of region R. Moreover, we also consider the upper bound of the spatial-density correlation (see (12) ) of a location candidate. Obviously, a location candidate with a higher upper bound may have a higher possibility to be the query result. We share the similar idea of existing studies [24, 26, 28, 29] .
Algorithm
The detailed procedure of the three-phase algorithm is introduced in Algorithm 2. The query arguments include a set P of location candidates and a set Q of query regions. The query result is a set A (|A| = k ∧ A ⊆ Q) of location candidates with largest spatial-density correlations. Initially, the priority labels of all query regions are set to 0, and the values of global upper and lower bounds are set to 0 (lines 1-2). We expand the network expansion according to Dijkstra's algorithm from each query region, and n is a newly scanned vertex (lines 3-5). If n is a location candidate and n is fully scanned, we compute C SD (n, Q).lb (6) . Otherwise, we compute C SD (n, Q).ub (12) (lines [6] [7] [8] [9] [10] . If the size of fully scanned set exceeds k, we compute the global lower bound LB (9) and global upper bound UB (13) of fully scanned location candidates (lines [11] [12] . If the value of LB exceeds that of UB, the searches from all query regions terminate, and all partly scanned and unscanned location candidates are pruned. Then, we refine all fully scanned location candidates, and find top-k locations in set A with the largest spatial-density correlations (lines 13-16).
Time complexity analysis
Both Algorithms 1 and 2 are based on network expansion (i.e., Dijkstra's algorithm [7] ), and their time complexities are O(|Q|(|V |lg(|V |)+|E|)), where |Q| is the number of query regions, |V | is the number of vertices and |E| is the number of edges in the corresponding spatial network, and O(|V |lg(|V |) + |E|) is the time complexity of Dijkstra's algorithm. Although Algorithms 1 and 2 have the same time complexity in the worst case, Algorithm 2 has more powerful pruning techniques and it can achieve a higher performance (See the experimental results in Section 4).
Experiments
Settings
We conduct extensive experiments on real and synthetic spatial data to study the performance of the developed algorithms. We use two spatial networks, called the Beijing Road Network (BRN) and the North America Road Network (NRN), 7 which contain 28,342 vertices and 27,690 edges, and 17,813 vertices and 179,179 edges, respectively. For BRN, we use 10,000 real POIs as location candidates and use 30,000 real POIs as spatial objects. For NRN, we generate 100,000 location candidates and 400,000 spatial objects. In the following figures, the baseline algorithm (Algorithm 1) is denoted by "baseline", the three-phase algorithm is denoted by "three-phase", and the threephase algorithm without heuristic scheduling strategy is denoted by "three-phase w-o-h". The algorithms were implemented in Java and performed on a Windows 8 platform (Intel Core 2.90GHz Processor and 8GB memory). The main performance metrics were runtime. For the parameter setting, the number of location candidates |P | varies from 7,000 to 10,000 in BRN (default 10,000), and varies from 70,000 to 100,000 in NRN (default Table 1 Table 1 .
Effect of number of location candidates |P |
First of all, we study the effect of number of location candidates |P | on the kALDQ query efficiency. Intuitively, a larger number of location candidates |P | may lead to more locations to be processed. Thus, the runtime of all three algorithms are expected to be higher when the number of location candidates |P | increases. From Figure 4 , we find that the runtime of the baseline algorithm (Algorithm 1) is about 2-3 times of that of the three-phase algorithm (Algorithm 2). It is clear that the three-phase algorithm has a stronger pruning power so it can achieve a higher query efficiency (the three-phase algorithm prunes partly scanned and unscanned location candidates, while the baseline algorithm only prunes unscanned location candidates). Moreover, we notice that with the help of heuristic scheduling strategy (14) , the efficiency of the three-phase algorithm is improved by a factor of 20%-30% in term of runtime, which demonstrates the significant of the scheduling for the scenario of multiple query sources. 
Effect of number of query regions |Q|
Next, we study the effect of the number of query locations |Q| on the kALDQ query processing (Algorithms 1 and 2) in BRN and NRN. The kALDQ query finds the location with the minimum global travel cost to the query regions. Obviously, a larger number of |Q| means more query regions to be refined. For all three algorithms, the larger the number of query regions is, the more computation effort they may need. Thus, the runtime is expected to be higher when the number of query locations |Q| increases. From Figure 5 , it is clear that the three-phase algorithm outperforms the baseline algorithm by a factor of 2-3 times in term of runtime, and outperforms the three-phase algorithm without a heuristic strategy by a factor of 20%-40% in term of runtime.
Effect of average radius of regions r
Then, we vary the value of the average radius r of query regions. Assuming spatial objects are uniformly distributed. So a larger value of radius means a larger area of a region, and more spatial objects in the region. According to Equations 1 and 2, we see that more spatial objects may need more computation effort. Thus, the runtime of all three algorithm are expected to increase when r increases. Compared to the baseline algorithm, the three-phase algorithm has clear advantage. In Figure 6 , we see that when r = 4 in BRN, the runtime of baseline is almost three times of that of three-phase algorithm. The three-phase algorithm is able to process query regions with radius of 80 km in NRN within 1 second.
Effect of k
Finally, we study the effect of k. We see that a larger value of k may lead to a larger search space and more computation efforts are needed. When the value of k increases, the rumtime of all three algorithm will increase. From Figure 7 , the three-phase algorithm is able to compute the query within 200 seconds in BRN, and within 500 seconds in NRN. With the help of heuristic scheduling method, the query efficiency is improved notably. 
Related Work
Location search and recommendation are well studied in recent two decades [6, 8-11, 19, 30, 31, 43-48] . Generally, such type of query can be classified into three categories: point-to-point, trajectory-to-point, and region-to-point. In the first point-to-point category, the nearest neighbor (NN) query is a basic spatial query. Given a query location and a set of location candidates, NN finds the location candidate with the minimum travel cost to the query location. Aggregate nearest neighbor query (ANN) [21, 22] and aggregate location recommendation query (ALRQ) [15] further extend NN query. Given a set of travelers' current locations and a set of potential meeting points, the queries find the optimal meeting point with the minimum global travel cost. These queries are useful in many applications such as travel planning. ANN is based on Euclidean space. In contrast to ANN, ALRQ is conducted in dynamic spatial networks, and the instant traffic conditions are taken into account. Collective travel planning (CTP) [25] query further extends the model of ANN, which finds the travel route with the minimum travel cost from multiple query source to a destination, via k meeting points.
In the trajectory-to-location category, the query find the optimal location based on one or multiple trajectories. In the path nearest neighbor (PNN) query [5, 27] , the query finds the spatial point with the minimum travel cost to the path. Then, Shang et. al extend the PNN query on compressed trajectories [35] , and the uncertainty of trajectory data is taken into account. The reverse path nearest neighbor query [36] uses trajectory data to rank locations, which is useful in finding most accessible location in spatial networks. For example, if a location is the path nearest neighbor of k trajectories, we define its influence factor as k.
To the best of our knowledgeless, the top-k accessible location discovery query (kALDQ) is the first study in the region-to-location category. No existing study considers the regions of interest and the density of spatial objects (e.g., geo-tagged tweets, geo-tagged photos, and POIs) in the corresponding regions. The existing techniques of location discovery and recommendation cannot compute kALDQ due to three reasons. First, kALDQ considers the matching between regions and locations, rather than the point-to-point matching or trajectory-to-point matching, thus it needs new distance metrics. Second, kALDQ takes the density of spatial objects in query regions into account, so it also needs specific metrics to reflect the density domain. Third, most existing studies of aggregate location query [21, 22] are conducted in Euclidean space, and their optimization techniques cannot be used in spatial networks directly, because most spatial indexes (e.g., R-tree) use Euclidean space as lower bound to prune the search space and such bound is ineffective in spatial networks.
How to use social media data to achieve a better recommendation is an interesting direction. The following related papers [2-4, 12-14, 16, 17, 23, 40-42] provide some inspirations. In the future, it is also of interest to study routing problem with geo-social data [18, 20, 32-34, 38, 39, 49] .
Conclusion and future studies
In this paper, we proposed and studied a novel top-k accessible location discovery query (kALDQ) in spatial networks. This type of query is useful in many mobile applications, such as travel planning, facility allocation, and urban planning. We develop a range-query based algorithm, and a novel three-phase algorithm with upper and lower bounds and a heuristic scheduling strategy to process the kALDQ query efficiently. The performance of kALDQ were verified by extensive experiments on real and synthetic spatial data.
There exist two interesting future directions. First, it is of interest to take into account the significance of query regions. Users can specify significant query regions when conducting the query. So the upper and lower bounds should be reworked. Second, it is of interest to take into account the temporal information (e.g., departure time from a query region) and to make the query a spatiotemporal query.
