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Abstract
Let Ω ⊂ RN be an open set and F a relatively closed subset of Ω . We show that if the (N − 1)-
dimensional Hausdorff measure of F is finite, then the spaces H˜ 1(Ω) and H˜ 1(Ω \ F) coincide,
that is, F is a removable singularity for H˜ 1(Ω). Here H˜ 1(Ω) is the closure of H 1(Ω) ∩ Cc(Ω¯) in
H 1(Ω) and H 1(Ω) denotes the first order Sobolev space. We also give a relative capacity criterium
for this removability. The space H˜ 1(Ω) is important for defining realizations of the Laplacian with
Neumann and with Robin boundary conditions. For example, if the boundary of Ω has finite (N −1)-
dimensional Hausdorff measure, then our results show that we may replace Ω by the better set Int(Ω¯)
(which is regular in topology), i.e., Neumann boundary conditions (respectively Robin boundary
conditions) on Ω and on Int(Ω¯) coincide.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
In the present article Ω ⊂ RN denotes always an open set. We consider the first order
Sobolev space
H 1(Ω) := {u ∈ L2(Ω): ∇u ∈ L2(Ω)N}
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H 1(Ω)
:= ‖u‖2
L2(Ω)
+ ‖∇u‖2
L2(Ω)
. We set
Hc(Ω) := H 1(Ω)∩Cc(Ω¯) and H˜ 1(Ω) := Hc(Ω)H 1(Ω),
where Cc(Ω¯) denotes the space of all continuous and real-valued functions on Ω¯ with
compact support. In general H˜ 1(Ω) is a proper closed subspace of H 1(Ω). These spaces
coincide if Ω is of class C (see [5, Chapter V, Theorem 4.7] or [12, Theorem 1.4.2.1,
p. 28]). It is natural to ask for which relatively closed subsets F of Ω , each function
u ∈ H 1(Ω \ F) can be extended to a function in H 1(Ω) with preservation of norm. The
fundamental difficulty is to prove that the first order derivatives with respect to D(Ω)′ are
in L2(Ω). The class of such F was described in [8,14] in terms of certain condenser ca-
pacities. For concrete criteria without capacities we refer to the paper of Koskela [9]. In
the two-dimensional case, a relatively closed subset F of Ω ⊂ R2 satisfies the described
property if and only if each analytic function u on Ω \ F with ‖u‖H 1(Ω\F) < ∞ can be
extended to an analytic function Eu on Ω satisfying ‖Eu‖H 1(Ω) < ∞ (see [14]).
Here we consider the space H˜ 1(Ω) which has the advantage to be a regular Dirichlet
space on Ω¯ in the sense of [7, p. 6] or [3, 8.1.1, p. 52]. Therefore it is always possible to
define a Choquet capacity on Ω¯ , which we call the relative capacity with respect to Ω . We
call a relatively closed subset F of Ω a removable singularity for H˜ 1(Ω) if
H˜ 1(Ω) = H˜ 1(Ω \ F).
The paper is organized as follows. In Section 2 we fix some notations and give some
basic definitions depending on the relative capacity. In Section 3 we prove that whenever
F is a relatively closed subset of an open set Ω ⊂RN such that the (N − 1)-dimensional
Hausdorff measure HN−1(F ∩ K) is finite for every compact set K ⊂ Ω , then F is a
removable singularity. In particular, relatively closed subsets F of Ω of finite (N − 1)-di-
mensional Hausdorff measure are removable singularities. In Section 4 we give an example
of a relatively closed subset F of Ω such that the Hausdorff dimension dimH(F ) = N − 1
and F is not removable for H˜ 1(Ω). Let Ω2 ⊂ Ω1 be two open subsets of RN . Then we
give in Section 5 a relative capacity criterium to ensure the equality H˜ 1(Ω1) = H˜ 1(Ω2).
The one-dimensional case will be treated in Section 6. It is easy to see that there does not
exist a non-empty removable singularity for H 1(Ω). Here we prove that every relatively
closed and countable set F ⊂ Ω is a removable singularity for H˜ 1(Ω). Similar results
for the space Up(Ω), where Up(Ω) is the closure of W 1,p(Ω)∩Cc(Ω¯) in W 1,p(Ω) are
proved in [2].
2. The relative capacity
In this section we give a short introduction and elementary properties of the relative
capacity as they are needed throughout this article. All notations and definitions are closely
related to those of the classical capacity Cap.
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of Ω¯ by
CapΩ(A) := inf
{‖u‖2
H 1(Ω): u ∈ LA
}
,
where LA :=
{
u ∈ H˜ 1(Ω): ∃O open, A ⊂ O, u 1 a.e. on Ω ∩O}. (1)
It has been introduced in [1] under the notation CapΩ¯ . Here we have changed this nota-
tion since the relative capacity depends on Ω and not on its closure. The relative capacity
is the capacity induced on Ω¯ by the usual regular Dirichlet form on L2(Ω¯,m) with do-
main H˜ 1(Ω). Here m is the measure defined on (Ω¯,B(Ω¯)) by m(A) := λ(A ∩Ω) where
λ denotes the Lebesgue measure on RN . Subsets of Ω¯ of relative capacity zero are called
relative polars. It follows from the definition that
CapΩ(A) Cap(A) for all A ⊂ Ω¯, (2)
where Cap denotes the classical capacity defined on RN . Therefore polar subsets of Ω¯
are also relative polars. But in general there exist relatively polar subsets of ∂Ω which
are not polars (see [1, Examples 1.5, 1.6, 4.2 and 4.3]). We say that a property holds on
A⊂ Ω¯ relatively quasi-everywhere (r.q.e.), if it holds for all x ∈ A except for a relatively
polar set P ⊂ A. A scalar function u on Ω¯ is called relatively quasi-continuous (r.q.c.),
if for each ε > 0 there exists a relatively open set G ⊂ Ω¯ such that CapΩ(G) < ε and the
restriction u|Ω¯\G is continuous.
Note that for each function u ∈ H˜ 1(Ω) there exists a r.q.c. function u˜ ∈ H˜ 1(Ω), such
that u˜ = u a.e. on Ω . A such version of u is unique r.q.e. and is called the relative quasi-
continuous version of u. A set U ⊂ Ω¯ is called relatively quasi-open if for all ε > 0 there
exists a relatively open set G ⊂ Ω¯ such that U ⊂ G and CapΩ(G \U) < ε.
Let A⊂ Ω¯ be an arbitrary set such that CapΩ(A) < ∞. By [7, Theorem 2.1.5] (see also
[15, Lemma 2.2.2]), there exists a unique element eA ∈ H˜ 1(Ω) satisfying 0 eA  1 a.e.,
e˜A = 1 r.q.e. on A and
CapΩ(A) = ‖eA‖2H 1(Ω). (3)
This unique element eA is called the relative 1-equilibrium potential of A. Moreover, by
[7, Section 2.2], there exists a unique measure νA satisfying supp[νA] ⊂ A¯ and
〈v, eA〉H 1(Ω) =
∫
A¯
v˜(x)νA(dx) for all v ∈ H˜ 1(Ω). (4)
We call the measure νA the relative 1-equilibrium measure of A. It follows from equal-
ity (4) that if A is a compact set, then
CapΩ(A) = ‖eA‖2H 1(Ω) = νA(A).
Many properties of Choquet capacities will be used without further references. The
interested reader may read the introductory chapters in [3] or [7] for further informations.
Now we are ready to prove our first removability criterium.
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It is well known that if F ⊂ Ω is a relatively (with respect to Ω) closed set such that the
(N − 1)-dimensional Hausdorff measure HN−1(F ) is zero, then the restriction operator
from H 1(Ω) into H 1(Ω \F) is an isometric isomorphism (see [12, Theorem 1.2.5, p. 16]).
In this article we consider the space H˜ 1(Ω) instead of H 1(Ω) and ask for which rel-
atively closed subsets F of Ω the restriction operator from H˜ 1(Ω) into H˜ 1(Ω \ F) is an
isometric isomorphism. If H 1(Ω) and H 1(Ω \F) coincide, then it is the same for H˜ 1(Ω)
and H˜ 1(Ω \ F), but the converse is not true.
Definition 3.1. Let Ω1 and Ω2 be two open subsets of RN . We say that H˜ 1(Ω1) = H˜ 1(Ω2)
if the measure of the symmetric difference Ω1 Ω2 is zero and there exists an isomorphism
R : H˜ 1(Ω1)→ H˜ 1(Ω2)
satisfying Ru= u a.e. on Ω1 ∩Ω2.
The following proposition shows that for a closed subset F of RN the fact to be re-
movable for H˜ 1(Ω) is independent of the open set Ω ⊃ F . Therefore the question for
removability for H˜ 1(Ω) can be reduced to the case where Ω =RN .
Proposition 3.2. Let Ω ⊂RN be an open set and F a closed subset of Ω . Then the follow-
ing assertions are equivalent:
(i) F is a removable singularity for H˜ 1(Ω).
(ii) F is a removable singularity for H˜ 1(RN).
To prove the proposition, we need the following lemma.
Lemma 3.3. Let Ω ⊂ RN be an open set and F ⊂ Ω a relatively closed set. If u ∈
H˜ 1(Ω \ F) and ϕ ∈D(Ω), then uϕ ∈ H˜ 1(RN \ F), where we consider uϕ as a function
defined on RN \ F by setting uϕ = 0 on RN \Ω .
Proof. (a) Assume first that u ∈ Hc(Ω \F). Let ψ ∈D(RN \F) and ω ∈D(Ω) such that
ω ≡ 1 on supp[ϕ]. Then ψω ∈D(Ω \ F). Integrating by parts yields∫
RN\F
(uϕ)Djψ dx =
∫
RN\F
(uϕ)Dj (ψω)dx = −
∫
RN\F
Dj (uϕ) · (ψω)dx
= −
∫
RN\F
Dj (uϕ)ψ dx,
which shows that uϕ ∈Hc(RN \ F).
(b) Let u ∈ H˜ 1(Ω \ F) be arbitrary and let un ∈ Hc(Ω \ F) be a sequence which con-
verges to u in H 1(Ω \ F). Then the sequence vn := unϕ ∈ Hc(RN \ F) converges to uϕ
in H 1(RN \ F). By definition this implies that uϕ ∈ H˜ 1(RN \ F). 
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We have to show that H˜ 1(RN \F) ⊂ H˜ 1(RN). Let u ∈ H˜ 1(RN \F) and ψ ∈D(RN). Then
there exist ψ1 ∈D(Ω) and ψ2 ∈D(RN \F) such that ψ = ψ1 +ψ2. Since u|Ω ∈ H˜ 1(Ω) =
H˜ 1(Ω \ F), we have that∫
RN
uDjψ dx =
∫
Ω
uDjψ1 dx +
∫
RN\F
uDjψ2 dx
= −
∫
Ω
Dju ·ψ1 dx −
∫
RN\F
Dju ·ψ2 dx = −
∫
RN
Dju ·ψ dx.
This implies that u ∈ H˜ 1(RN).
(ii) ⇒ (i). Assume that F is a removable singularity for H˜ 1(RN). We have to show that
H˜ 1(Ω \ F) ⊂ H˜ 1(Ω). Let u ∈ H˜ 1(Ω \ F) and ψ ∈ D(Ω). There exists ϕ ∈ D(Ω) such
that ϕ ≡ 1 on supp[ψ]. By Lemma 3.3, uϕ ∈ H˜ 1(RN). Therefore∫
Ω
uDjψ dx =
∫
RN
(uϕ)Djψ dx = −
∫
RN
Dj (uϕ)ψ dx = −
∫
Ω
Dju ·ψ dx,
which shows that F is a removable singularity for H˜ 1(Ω). 
More generally, the following result shows that removability of singularity is in fact a
local property.
Theorem 3.4. Let Ω ⊂RN be an open set and F a relatively closed subset of Ω . Then the
following assertions are equivalent:
(i) F is a removable singularity for H˜ 1(Ω).
(ii) F ∩K is a removable singularity for H˜ 1(Ω) for every compact set K ⊂ Ω .
(iii) F ∩K is a removable singularity for H˜ 1(RN) for every compact set K ⊂ Ω .
The proof of the theorem uses the following lemma.
Lemma 3.5. Let Ω ⊂ RN be an open set, F ⊂ Ω a relatively closed set, ϕ ∈ D(Ω) and
U  Ω such that supp[ϕ] ⊂ U . If u ∈ H˜ 1(Ω \ F), then uϕ ∈ H˜ 1(Ω \ M) where M :=
F ∩K and K := U¯ .
Proof. (a) Assume that u ∈ Hc(Ω \F). Let ψ ∈D(Ω \M) and ω ∈D(U) such that ω ≡ 1
on supp[ϕ]. Then ψω ∈D(Ω \ F). Therefore∫
Ω\M
(uϕ)Djψ dx =
∫
Ω\M
(uϕ)Dj (ψω)dx = −
∫
Ω\F
Dj (uϕ) · (ψω)dx
= −
∫
Dj(uϕ) · (ψω)dx = −
∫
Dj(uϕ) ·ψ dx.
Ω\M Ω\M
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(b) For arbitrary u ∈ H˜ 1(Ω \ F), let un ∈ Hc(Ω \ F) be a sequence which converges
to u in H 1(Ω \ F). Then vn := unϕ ∈ Hc(Ω \M) converges to uϕ in H 1(Ω \M). Hence
uϕ ∈ H˜ 1(Ω \M). 
Proof of Theorem 3.4. (i) ⇒ (ii). This part follows from the definition.
(ii) ⇒ (i). We have to show that H˜ 1(Ω \ F) ⊂ H˜ 1(Ω). Let u ∈ H˜ 1(Ω \ F) and ψ ∈
D(Ω). Then there exists ϕ ∈ D(Ω) such that ϕ ≡ 1 on supp[ψ]. Let U Ω be an open
neighbourhood of supp[ϕ] and K := U¯ . By Lemma 3.5, v := uϕ ∈ H˜ 1(Ω \ (F ∩K)).
Since F ∩K is a removable singularity for H˜ 1(Ω), it follows that v ∈ H˜ 1(Ω). Therefore∫
Ω
uDjψ dx =
∫
Ω
vDjψ dx = −
∫
Ω
Djv ·ψ dx = −
∫
Ω
Dju ·ψ dx,
which proves (i).
(ii) ⇔ (iii). This part follows from Proposition 3.2 since F ∩K is closed. 
The following result shows in particular, that similarly to H 1(Ω) the condition
HN−1(F ) = 0 is not necessary for the equality H˜ 1(Ω) = H˜ 1(Ω \ F).
Proposition 3.6. Let Ω ⊂ RN be an open set and F ⊂ Ω be a relatively closed set
such that the (N − 1)-dimensional Hausdorff measure HN−1(F ) is finite. Then H˜ 1(Ω) =
H˜ 1(Ω \ F).
To prove the proposition, we need the following notions.
Let Ω ⊂ RN be an open set, a, b ∈ RN , a = b and let L be the line through a and b;
i.e., L= {ta+ (1 − t)b: t ∈R}. Suppose that L∩Ω = ∅. Then there is a (finite or infinite)
sequence of open pairwise-disjoint intervals (Ji) in R such that
L∩Ω =
⋃
i
{
ta + (1 − t)b: t ∈ Ji
}
.
Definition 3.7. A function u :Ω →R is said to be absolutely continuous on L∩Ω if the
function t → u(ta + (1 − t)b) is absolutely continuous on each compact subinterval of Ji
for each i.
The proof of the following lemma is easy and left to the reader.
Lemma 3.8. Let Ω ⊂RN be an open set and let F be a finite set in L∩Ω . Let u ∈ C(Ω¯)
be absolutely continuous on L∩ (Ω \ F). Then u is absolutely continuous on L∩Ω .
Proof of Proposition 3.6. (a) For N = 1 the condition H0(F ) < ∞ implies that F is a fi-
nite set. Let u ∈ H 1(Ω \F)∩C(Ω¯). Then u is absolutely continuous on Ω \ F . Lemma 3.8
implies that u is absolutely continuous on Ω . Therefore the first classical derivative of u,
denoted by u′c, exists a.e. on Ω and coincides a.e. on Ω with the distributional derivative
of u in D′(Ω \F), denoted by u′ . Since u′ ∈ L2(Ω \F), u′c = u′ a.e. on Ω and |F | = 0,d d d
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p. 9] (see also [12, Theorem 1.2.4, p. 14]) that u ∈Hc(Ω).
(b) The same argument works in dimension N  2. We give the proof only for N = 2.
The case N > 2 follows as the case N = 2. Let u ∈ Hc(Ω \ F). Since H1(F ) < ∞, it
follows from [10, Theorem 7.7] thatH0(F ∩R×{y}) < ∞ for λ1-a.e. y, where λ1 denotes
the Lebesgue measure on R. By [11, Theorem 1.1.3.1, p. 8], u (possibly modified on a set
of measure zero) is absolutely continuous on L(y)∩ (Ω \ F) for λ1-a.e. y, where L(y) =
R× {y}. By Lemma 3.8, u is absolutely continuous on Ω ∩L(y) and the classical partial
derivative of u, denoted by ∂u/∂x, coincides a.e. on Ω with the distributional derivative
of u in the sense of D′(Ω \ F), denoted by Dxu. Since ∂u/∂x = Dxu a.e. on Ω , we have
∂u/∂x ∈ L2(Ω). The same argument shows that ∂u/∂y = Dyu a.e. on Ω and ∂u/∂y ∈
L2(Ω). Now, it follows again from [11, Theorem 1.1.3.2, p. 9] that u ∈Hc(Ω). 
Note that the condition HN−1(F ) < ∞ does not imply that H 1(Ω) = H 1(Ω \ F).
In fact, let Ω := (0,1) and F := {1/2}. Then H0(F ) = 1 and thus H 1(Ω) = H˜ 1(Ω) =
H˜ 1(Ω \ F), but H 1(Ω) = H 1(Ω \ F).
Theorem 3.9. Let Ω ⊂RN be an open set and F ⊂ Ω a relatively closed set. IfHN−1(F ∩
K) < ∞ for every compact set K ⊂ Ω , then H˜ 1(Ω) = H˜ 1(Ω \ F).
Proof. Since HN−1(F ∩K) < ∞, it follows from Proposition 3.6 that for every compact
set K ⊂ Ω , the set F ∩K is a removable singularity for H˜ 1(Ω). By Theorem 3.4, F is a
removable singularity for H˜ 1(Ω). 
Note that the condition in Theorem 3.9 is not necessary. In fact, Koskela [9] gave an
easy example of a closed set F of RN (N  2) such that the Hausdorff dimension of F is
N and F is a removable singularity for H 1(Ω). Therefore F is also a removable singularity
for H˜ 1(Ω). We get the following results as a corollary of the preceding theorem. The proof
follows immediately from the theorem.
Corollary 3.10. The following assertions hold:
(i) Let Ω2 ⊂ Ω1 ⊂RN . If HN−1(Ω1 \Ω2) < ∞, then H˜ 1(Ω1) = H˜ 1(Ω2).
(ii) Let Ω ⊂ RN be an open set. If HN−1(∂Ω) < ∞, then H˜ 1(Ω) = H˜ 1(Ωr), where
Ωr := Int(Ω¯) denotes the interior of Ω¯ .
Next we consider the case of two open sets Ω1 and Ω2, where Ω2 is not necessarily a
subset of Ω1.
Corollary 3.11. Let Ω2 and Ω1 be two open subsets of RN . If HN−1(Ω1  Ω2) is finite,
then H˜ 1(Ω1) = H˜ 1(Ω2).
Proof. For Ω3 := Ω1 ∩ Ω2 we have by Corollary 3.10(i) that H˜ 1(Ω1) = H˜ 1(Ω3) =
H˜ 1(Ω2). It follows by definition that H˜ 1(Ω1)= H˜ 1(Ω2). 
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In this section we show that the Hausdorff dimension is not the right tool to deal
with removable singularities. In fact, if F ⊂RN is a closed set with Hausdorff dimension
dimH(F ) < N − 1, then HN−1(F ) = 0 and hence H 1(RN)= H 1(RN \F), which implies
in particular that H˜ 1(RN) = H˜ 1(RN \ F). On the other hand, for every s0 ∈ [N − 1,N]
there exists a compact set F ⊂RN , such that dimH(F ) = s0 and F is a non-removable
singularity for H˜ 1(RN) (see Corollary 4.3). Recall that there exists even a compact set
F ⊂RN such that the Hausdorff dimension dimH(F ) = N and F is a removable singular-
ity for H 1(RN).
Proposition 4.1. There exist a function u ∈ C([0,1]) and a compact set C ⊂ [0,1] with
Hausdorff dimension dimH(C) = 0, such that u is constant on every interval I ⊂ (0,1) \ C
but not constant on (0,1).
Proof. The construction of u and C is similar to the construction of the Cantor set and
the Cantor function. Let C0 be the interval [0,1]. For k ∈N0 we set A(k) := 2k and l(k) :=
(2k(k+1)!)−1. Then we construct a monotone decreasing sequence of non-empty compact
sets Ck as follows:
Step k = 1 (Construction of C1). The compact set C0 consists of A(0) disjoint and com-
pact intervals I (0)j = [x(0)j −r0, x(0)j +r0], j = 1, . . . ,A(0). Each interval I (0)j has the length
2r0 = l(0) = 1. The intersection of I (0)j and (x(0)j − r02 , x(0)j + r02 )c gives two disjoint and
compact intervals L(0)j and R
(0)
j . Now, let
C1 :=
A(0)⋃
j=1
L
(0)
j ∪R(0)j =
[
0,
1
4
]
∪
[
3
4
,1
]
.
Then C1 consists of A(1) disjoint and compact intervals with length l(1).
Step k → k + 1 (Construction of Ck+1). The set Ck consists of A(k) = 2k disjoint and
compact intervals I (k)j = [x(k)j − rk, x(k)j + rk], j = 1, . . . ,A(k). Each interval I (k)j has the
length 2rk = l(k). The intersection of I (k)j and
(
x
(k)
j − rk k+1k+2 , x(k)j + rk k+1k+2
)c gives two
disjoint and compact intervals L(k)j and R(k)j . Now, let
Ck+1 :=
A(k)⋃
j=1
L
(k)
j ∪R(k)j .
Then Ck+1 consists of A(k + 1) disjoint compact intervals with length l(k + 1).
Let us define C by
C :=
∞⋂
Ck.k=1
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we will show that C has Hausdorff dimension zero. By construction it is clear that C is not
finite or countable.
We show that dimH(C) = 0. For δ > 0 there exists Nδ ∈N with l(Nδ) < δ/2. If 1 j 
A(Nδ), we set
Uj :=
(
x
(Nδ)
j − l(Nδ), x(Nδ)j + l(Nδ)
)
.
Then {Uj } is a δ-covering of CNδ (see [6, Chapter 2]). Therefore, for s > 0 fixed, we have
Hsδ(C)Hsδ(CNδ )
A(Nδ)∑
j=1
|Uj |s =
A(Nδ)∑
j=1
(
2 · l(Nδ)
)s  2Nδ
((Nδ + 1)!)s .
It follows that Hs(C) = limδ→0Hsδ(C) = 0 and hence
dimH(C) = inf
{
s > 0: Hs(C) = 0}= 0.
Now we are ready to construct the function u with the proposed properties.
• Step k = 0. We set u(0) := 0 and u(1) := 1.
• Step k  1. For x ∈ [x(k)j − rk k+1k+2 , x(k)j + rk k+1k+2 ] we set
u(x) := 1
2
{
u
(
x
(k)
j − rk
)+ u(x(k)j + rk)}.
• For the remaining values x ∈ C we set
u(x) := lim
n
u(xn)
where xn ∈ (0,1) \ C is a sequence converging to x.
Then the function u is non-constant and monotone increasing on (0,1), and constant on
each interval I ⊂ (0,1) \ C. 
Theorem 4.2. Let N ∈ N. Then there exist a compact set FN ⊂ RN := [0,1]N with
Hausdorff dimension dimH(FN) = N − 1 and a non-constant and continuous func-
tion uN ∈ C(RN), such that uN is constant on every connected component of VN :=
(0,1)N \ FN .
Proof. (i) If N = 1: This follows directly from Proposition 4.1 with F1 := C.
(ii) If N  2: Let u1 and F1 be as in (i). We define the function uN on RN by
uN(x1, . . . , xN) := u1(x1) and we set FN := F1 ×RN−1. Then dimH(FN) = dimH(F1)+
dimH(RN−1) = N − 1 and uN is continuous on RN . Moreover, uN is constant on every
connected component of VN but not constant on RN . 
Corollary 4.3. Let Ω ⊂RN be an open set. Then there exists a relatively closed set F ⊂ Ω
with Hausdorff dimension dimH(F ) = N − 1, such that H˜ 1(Ω) = H˜ 1(Ω \ F).
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rem 4.2. Then F := FN ∩ Ω is relatively closed in Ω . Moreover, uN ∈ H˜ 1(Ω \ F) but
uN /∈ H˜ 1(Ω), since otherwise ∇u= 0 a.e. on Ω and this implies that u≡ C on Ω , which
contradicts the fact the uN is not constant. 
5. Relative capacity criterium for removable singularities
In this section we have two main theorems. The first one, Theorem 5.5, gives the relative
capacity criterium for removable singularities. The second one, Theorem 5.6, shows that
the linear hull of 1-equilibrium potentials of compact subsets of Ω , denoted by EΩ , is
dense in H˜ 1(Ω).
Definition 5.1. Let Ω ⊂RN be an open set. By F(Ω) we denote the class of all functions
defined on Ω :
(i) The space H˜ 1loc(Ω) ⊂ H 1loc(Ω) is defined by
H˜ 1loc(Ω) :=
{
u ∈ F(Ω): ϕu ∈ H˜ 1(Ω), ∀ϕ ∈D(RN)}.
(ii) An open set Ω ⊂RN is called relatively connected, if
u ∈ H˜ 1loc(Ω) and ∇u = 0 imply that u is constant.
Remark 5.2.
(i) Let Ω ⊂ RN be an open set. Then H˜ 1loc(Ω) = H˜ 1(Ω) if and only if Ω is bounded.
Note that H 1loc(Ω) = H 1(Ω) for every open set Ω ⊂RN .
(ii) If Ω is connected, then Ω is relatively connected (see Lemma 5.3). Let Ωa := B(0,1)\
([−1,1] × {0}). Then Ωa is relatively connected but not connected (this follows from
Proposition 3.6, since H˜ 1(Ωa) = H 1(B)). The set Ωb := (0,1) \ C (where C is given
by Proposition 4.1) is not relatively connected.
The motivation of Definition 5.1 comes from the following lemma, which can be proved
easily. We do not need it in the following.
Lemma 5.3. Let Ω be an open set. Then the following assertions are equivalent:
(i) Ω is connected.
(ii) u ∈ H 1loc(Ω) and ∇u = 0 imply that u is constant.
The reason for introducing the property relatively connected lies in the following
lemma.
Lemma 5.4. Let Ω2 ⊂ Ω1 ⊂ RN be open sets. For u ∈ H˜ 1(Ω2) we denote by uˆ the
extension of u by zero to Ω1. Assume that uˆ ∈ H˜ 1(Ω1) for all u ∈ H˜ 1(Ω2). Then
1Ω ∈ H˜ 1 (Ω1). If in addition Ω1 is relatively connected, then |Ω1 \Ω2| = 0.2 loc
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H˜ 1(Ω1). Since ϕ ∈ D(RN) was arbitrary, it follows that 1Ω2 ∈ H˜ 1loc(Ω1). Moreover, one
has ∇1Ω2 = 0 on Ω1 where the derivative is taken in the sense ofD′(Ω1). If Ω1 is relatively
connected, then 1Ω2 ≡ 1 on Ω1, hence |Ω1 \Ω2| = 0. 
The following is one of the main theorems in this section. It gives a characterization for
removable singularities under the assumption that Ω1 is relatively connected. It follows
from the proof that this assumption can be replaced by |Ω1 \Ω2| = 0.
Theorem 5.5. Let Ω2 ⊂ Ω1 be two open subsets of RN . If Ω1 is relatively connected then
the following assertions are equivalent:
(i) H˜ 1(Ω1) = H˜ 1(Ω2).
(ii) CapΩ1(K) = CapΩ2(K) for every compact set K ⊂ Ω2.
For the proof of this theorem we need the following important result, which seems to
be also of independent interest.
Theorem 5.6. Let Ω ⊂RN be an open set. Then
EΩ := Lin
{
eK ∈ H˜ 1(Ω): eK is the relative 1-equilibrium potential
of a compact set K ⊂ Ω
}
is dense in H˜ 1(Ω) where Lin denotes the linear hull.
Proof. Let H˜ be the closure of EΩ in H˜ 1(Ω). Then H˜ 1(Ω) = H˜ ⊕ H˜⊥. It suffices to
show that H˜⊥ = {0}. Let u ∈ H˜⊥. We may assume that u is r.q.c. Let
U+ := {x ∈Ω: u(x) > 0}.
Since u is r.q.c., it follows from [7, p. 68] that U+ is relatively quasi-open. By [7, Theo-
rem 4.6.1] there exists a relatively polar set P ⊂ U+ such that U+ \ P is a Borel set. Let
K ⊂ U+ \ P be an arbitrary compact set, eK the relative 1-equilibrium potential of K and
νK the associated relative 1-equilibrium measure. Since eK ∈ H˜ , it follows from (4) that
〈u, eK 〉H 1(Ω) = 0 =
∫
K
u(x)νK(dx). (5)
Since u > 0 r.q.e. on K and by [7, Lemma 2.2.3] νK does not charge relatively polar sets,
we have that u > 0 νK -a.e. on K . Equality (5) implies that
νK(K) = CapΩ(K) = 0.
Since U+ \ P is a Borel set and every compact set K ⊂ U+ \ P satisfies CapΩ(K) = 0, it
follows from [7, (2.1.6), p. 66] that CapΩ(U+ \ P) = 0. This implies that
CapΩ(U+) CapΩ(P )+ CapΩ(U+ \ P) = 0.
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U− := {x ∈ Ω: u(x) < 0},
we obtain that CapΩ(U−) = 0. Therefore every u ∈ H˜⊥ satisfies u˜ = 0 r.q.e. and thus
u = 0 a.e. on Ω . Therefore H˜⊥ = {0}. 
Proof of Theorem 5.5. (i) ⇒ (ii). Assume that H˜ 1(Ω1) = H˜ 1(Ω2). Then by definition
of this equality we have |Ω1 \ Ω2| = 0 and hence Ω¯1 = Ω¯2. Let K ⊂ Ω2 be an arbitrary
compact set. By [7, Lemma 2.2.7(ii)] it follows that
CapΩ1(K) = inf
{‖u‖2
H 1(Ω1)
: u ∈H 1(Ω1)∩C(Ω¯1), u 1 on K
}
= inf{‖u‖2
H 1(Ω2)
: u ∈H 1(Ω2)∩C(Ω¯2), u 1 on K
}= CapΩ2(K).
(ii) ⇒ (i). Let K ⊂ Ω2 be a fixed compact set. By e1K and e2K we denote the rela-
tive 1-equilibrium potential of K with respect to CapΩ1 and CapΩ2 , respectively. Since
by hypothesis CapΩ1(K) = CapΩ2(K), it follows that ‖e1K‖H 1(Ω1) = ‖e2K‖H 1(Ω2). The
uniqueness of the relative 1-equilibrium potential implies that e1K = e2K on Ω2 and hence,
e1K = 0 a.e. on Ω1 \Ω2. Since K ⊂ Ω2 was an arbitrary compact set, it follows that each
element u ∈EΩ2 (see Theorem 5.6) can be extended by zero to Ω1, such that the extension
uˆ belongs to H˜ 1(Ω1). Now let u ∈ H˜ 1(Ω2) be an arbitrary function. By Theorem 5.6 there
exists un ∈EΩ2 which converges to u in H 1(Ω2). Therefore (uˆn) is a Cauchy sequence in
H˜ 1(Ω1) which converges to uˆ in H˜ 1(Ω1). Now, by Lemma 5.4, we have that |Ω1 \Ω2| = 0
and hence H˜ 1(Ω1)= H˜ 1(Ω2). 
6. The one-dimensional case
In Section 3 we have shown that every relatively closed subset F ⊂ Ω of finite (N −1)-
dimensional Hausdorff measure is a removable singularity for H˜ 1(Ω). Here, in the one-
dimensional case, we can even give a weaker sufficient condition for this removability.
Example 6.1 gives an idea how to handle this case.
Example 6.1. Let Ω be the interval (−1,2) and F := {1/n: n ∈ N} ∪ {0}. Then F is a
closed subset of Ω , HN−1(F ) =H0(F ) = ∞ and H˜ 1(Ω) = H˜ 1(Ω \F). In fact, applying
Theorem 3.9 two times we get H˜ 1(Ω) = H˜ 1(Ω \ {0})= H˜ 1(Ω \ F).
The following result shows that in the one-dimensional case every countable and rela-
tively closed set F ⊂ Ω ⊂R is a removable singularity for H˜ 1(Ω).
Theorem 6.2. Let Ω ⊂ R be an open set and F ⊂ Ω be a countable and relatively closed
set. Then H˜ 1(Ω) = H˜ 1(Ω \ F).
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transfinite induction. For every ordinal number α ∼N, we define Fα by

α = 0 Fα = F0 := F ;
α = β + 1 Fα :=H(Fβ);
α limit number Fα :=⋂β<α Fβ,
where H(A) denotes the set of accumulation points of A. Let (Pα) for α ∼N be the asser-
tion H˜ 1(Ω \ Fα) = H˜ 1(Ω \ F).
(a) For α = 0, (Pα) = (P0) is true.
(b) We show that if (Pβ) is true for all β < α, then (Pα) is true.
• If there exists β such that β + 1 = α and (Pβ) holds, then (Pα) is also true. Indeed,
by Theorem 3.9 applied to the set Fβ \H(Fβ), we have
H˜ 1(Ω \ Fα) = H˜ 1
(
Ω \H(Fβ)
)= H˜ 1(Ω \ Fβ) = H˜ 1(Ω \ F).
• If α is a limit number, we let ϕ ∈ D(Ω \ Fα). Then there exists β0 < α such that
ϕ ∈D(Ω \Fβ0). Otherwise, for Kη := supp[ϕ] ∩Fη, we have Kη = ∅ for all η < α.
By [13, Theorem 5.9, p. 170], this implies that supp[ϕ]∩Fα =⋂η<α Kη = ∅, which
is a contradiction to ϕ ∈ D(Ω \ Fα). It is clear that H˜ 1(Ω \ Fα) ⊂ H˜ 1(Ω \ Fβ0).
Let u ∈ H˜ 1(Ω \ Fβ0)∩C(Ω¯). Then∫
Ω\Fα
uϕ′ dx =
∫
Ω\Fβ0
uϕ′ dx = −
∫
Ω\Fβ0
u′ϕ dx = −
∫
Ω\Fα
u′ϕ dx.
This implies that u ∈ H˜ 1(Ω \ Fα) ∩ C(Ω¯); i.e., H˜ 1(Ω \ Fα) = H˜ 1(Ω \ Fβ0). By
the induction hypothesis, we have that (Pα) is true. In fact,
H˜ 1(Ω \ Fα) = H˜ 1(Ω \ Fβ0) = H˜ 1(Ω \ F).
Finally, by transfinite induction, (Pα) is true for all α ∼ N. Since, by [4, Satz 4.14,
p. 161], there exists an ordinal number α0 ∼ N such that Fα0 = ∅, we have that (Pα0)
holds; i.e., H˜ 1(Ω) = H˜ 1(Ω \ F). 
In Section 4 we have seen that the condition dimH(F ) = N − 1 is not sufficient to
conclude that F ⊂ RN is a removable singularity for H˜ 1(RN). The following theorem
shows that this is, in the one-dimensional case, a necessary condition.
Theorem 6.3. Let F ⊂ (0,1) be a closed set such that dimH(F ) > 0. Then there exists
a function u ∈ C[0,1] ∩ H 1(Ω \ F) such that u /∈ H 1(0,1), i.e., F is not a removable
singularity for H˜ 1(R).
Proof. Let α := dimH(F ) and β := α/2. Then there exists a compact set K ⊂ F and a
constant C > 0 such that dimH(K) = β , Hβ(K) ∈ (0,∞) and Hβ(K∩B(x, r)) Crβ for
all x ∈R and r > 0 (see [6, p. 64]). Moreover, the function u given by u(x) := Hβ((0, x)∩
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F). The fact that u(1) = Hβ(K) > 0 shows that u /∈H 1(0,1). 
To finish this article, we will show in an other way that the Cantor set C is a non-
removable singularity. Before, we prove some properties of the relative capacity CapΩ for
open sets Ω ⊂R.
Lemma 6.4. Let Ω ⊂R be a fixed open set. Then the function Cp : Ω¯ →R, x → Cp(x) :=
CapΩ({x}) is upper semi-continuous; i.e.,
lim sup
x→x0, x∈Ω¯
Cp(x) Cp(x0). (6)
Proof. Let ε > 0, x0 ∈ Ω¯ and v ∈ Hc(Ω) be such that v(x0)  1 and ‖v‖2H 1(Ω) 
Cp(x0)+ε. Then h, given by h(x) := (1+ε)v(x), is continuous on Ω¯ . It follows that there
exists δε > 0 such that h(x) 1 on B(x0, δε)∩ Ω¯ . Therefore, for all x ∈ B(x0, δε)∩ Ω¯ we
have
Cp(x) ‖h‖2
H 1(Ω) = (1 + ε)2‖v‖2H 1(Ω  (1 + ε)2
(
ε + Cp(x0)
)
.
Letting ε ↓ 0, we obtain inequality (6). 
Note that in general the function Cp is not continuous on Ω¯ . In fact, for n ∈N let
In := (2−2n,3 · 2−2n) and I0 = Ω0 := (−1,0). It is clear that In are disjoint intervals for
n 0. Let Ω1 :=⋃∞n=1 In and Ω := Ω0 ∪Ω1. It is clear that Cp(x) |In| for every x ∈ In
and for every n 1. Therefore, if xn ∈ Ω1 and xn → 0 as n → ∞, we have Cp(xn) → 0
as n → ∞. Since H˜ 1(Ω0) = H 1(Ω0) has the extension property, by [1, Proposition 1.4]
we have that Cp(0) CapΩ0({0}) > 0. This shows that the function Cp is not continuous
on Ω¯ .
Example 6.5. Let Ω1 := (0,1), Ω2 := Ω1\C where C is the Cantor set and u be the Cantor
function. It is well known that u ∈ H 1(Ω2)∩C(Ω¯2) and u′ = 0 a.e. on Ω1. If u ∈H 1(Ω1),
we have that u is constant. Since u is not constant, it follows that u /∈ H 1(Ω1) and thus
H 1(Ω1)= H˜ 1(Ω1) = H˜ 1(Ω2).
We show that H 1(Ω1) = H˜ 1(Ω2) by applying the equivalent assertions given in
Theorem 5.5. Using the Cantor function again, it is easy to prove that CapΩ2({1}) =
CapΩ2({0}) = 0. Let xn ∈ Ω2 be a sequence which converges to 0. By Lemma 6.4,
CapΩ2({xn}) → 0 as n → ∞. Since H 1(Ω1) has the extension property, and for every
x ∈R, Cap({x})  c > 0, it follows from [1, Proposition 1.4] that there exists a constant
c1 > 0 such that for every n ∈N,
0 < c Cap
({xn}) c1 CapΩ1({xn}).
Hence, there exists n ∈ N such that CapΩ2({xn}) < CapΩ1({xn}). By Theorem 5.5, this
implies that H˜ 1(Ω2) = H˜ 1(Ω1) = H 1(Ω1).
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