INTRODUCTION
Gas turbines require proper cooling mechanism to protect the airfoils from thermal stresses generated by exposure to hot combustion gases. The problem becomes aggravated by the growing trend to use higher turbine inlet temperature to generate more power. Thus, film cooling is used as a cooling mechanism and it works in the form of row of holes located in the spanwise direction, through which cold jets are issued into the hot crossflow. The penetration of cold jet into the main flow creates a complex flowfield. Systematic investigation of such flowfield started in late 50s. Figure 1 shows the schematic of a single round jet injected in the crossflow at an angle α=35 o .
Figure also describes the boundary conditions applied at different faces. Even though use of symmetry boundary condition at the hole centerline would reduce the computational time by half, its use is avoided as it prevents the possibility of capturing the unsteady asymmetric vortical flow patterns. This geometry is well accepted for the gas turbine community and has been extensively studied 1 for cooling performance for a wide range of blowing ratios, M= 
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− j with the parameter x/Mb, where x is the downstream distance, M is the blowing ratio, b is the slot width and T fs , T and T j are the temperatures of crossflow, blade and jet respectively. Sinha et al. 1 carried out experimental work to study the relationship between the fluid-thermal parameters of jet and film cooling effectiveness using a row of inclined holes.
The mixing of a jet in a cross-stream is a fully three-dimensional phenomenon 3 . Amer et al. 4 pointed out that the flow predictions are greatly affected by the selection of the turbulence model. 
Hybrid Turbulence model
The two competing factors important for any turbulence model are accuracy and efficiency (i.e.
computational cost). Proposed by Spalart et al. 9 , DES is a hybrid model which combines the efficiency of RaNS and the accuracy of LES length scales to work under a single framework. DES works by applying a variable length scale that varies as a function of the distance to the nearest wall (d w ) in the attached boundary layer and conforms with sub-grid scale in the rest of the flow including separated regions and near wake 10 . Two different DES models 10, 11 are currently available in the numerical code 12 used in the present simulation: DES solution will take less than 16 hrs. As size of the time-step is not very small in the present case, simulation was run using two Newton sub-iterations to reduce linearization errors in the Jacobian.
Grid information and Computational approach
This increased the computational time by three times than normal iteration (without Newton subiteration, which is common for a steady state solution). The normalized wall temperature distribution in Figure 4 indicates that the minimum temperature (0.5) exists at the hole. Downstream maximum cooling takes place in a small area just beyond (less than 1d) the trailing edge of the hole where the normalized wall temperature is 0.73. In the streamwise direction beginning at approximately 6d, the normalized temperature reduces to 0.78 and remains cool for nearly 7d.
RESULTS AND DISCUSSION
Film cooling is a strongly coupled fluid-thermal process. x=1d to x = 6d. Beyond 6d, numerical centerline effectiveness shows higher value than the experimental data, while numerical span-averaged effectiveness is lower in that region. Figure 4 clearly shows that there is very little diffusion in the spanwise direction for DES results, which is responsible for the small values of span-averaged effectiveness. 
Conclusions
The first detached eddy simulation of film cooling has been presented for a widely published plate-pipe configuration. The blowing ratio was unity and density ratio was two. 
