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Abstract
We prove that externally definable sets in first order NIP theories
have honest definitions, giving a new proof of Shelah’s expansion the-
orem. Also we discuss a weak notion of stable embeddedness true in
this context. Those results are then used to prove a general theorem on
dependent pairs, which in particular answers a question of Baldwin and
Benedikt on naming an indiscernible sequence.
Introduction
This paper is organised in two main parts, the first studies externally definable
sets in first order NIP theories and the second, using those results, proves
dependence of some theories with a predicate, under quite general hypothesis.
We believe both parts to be of independent interest. A third section gives some
examples of dependent pairs and relates results proved here to ones existing in
the literature.
Honest definitions
Let M be a model of a theory T . An externally definable subset of Mk is an
X ⊆Mk that is equal to φ(Mk, d) for some formula φ and d in some N ≻M . In
a stable theory, by definability of types, any externally definable set coincides
with some M-definable set. By contrast, in a random graph for example, any
subset in dimension 1 is externally definable.
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Assume now that T is NIP . A theorem of Shelah ([She05]), generalising
a result of Poizat and Baisalov in the o-minimal case ([BP98]), states that
the projection of an externally definable set is again externally definable. His
proof does not give any information on the formula defining the projection. A
slightly clarified account is given by Pillay in [Pil07].
In section 1, we show how this result follows from a stronger one: existence
of honest definitions. An honest definition of an externally definable set is
a formula φ(x, d) whose trace on M is X and which implies all M-definable
subsets containing X . Then the projection of X can be obtained simply by
taking the trace of the projection of φ(x, d).
Combining this notion with an idea from [Gui09], we can adapt honest
definitions to make sense over any subset A instead of a model M . We obtain
a property of weak stable-embeddedness of sets in NIP structures. Namely,
consider a pair (M,A), where we have added a unary predicate P(x) for the
set A. Take c ∈ M and φ(x, c) a formula. We consider φ(A, c). If A is
stably embedded, then this set is A-definable. Guingona shows that in an
NIP theory, this set is externally A-definable, i.e., coincides with ψ(A, d) for
some ψ(x, y) ∈ L and d ∈ A′ where (M ′, A′) ≻ (M,A). We strengthen this
by showing that one can find such a φ(x, d) with the additional property that
ψ(x, d) never lies, namely (M ′, A′) |= ψ(x, d) → φ(x, c). In particular, the
projection of ψ(x, d) has the same trace on A as the projection of φ(x, c). This
is the main tool used in Section 2 to prove dependence of pairs.
Dependent pairs
In the second part of the paper we try to understand when dependence of a
theory is preserved after naming a new subset by a predicate. We provide a
quite general sufficient condition for the dependence of the pair, in terms of
the structure induced on the predicate and the restriction of quantification to
the named set.
This question was studied for stable theories by a number of people (see
[CZ01] and [BB04] for the most general results). In the last few years there has
been a large number of papers proving dependence for some pair-like structures,
e.g. [BDO08], [GH10], [Box09], etc. We apologise for adding yet another
result to the list. However, our approach differs in an important way from the
previous ones, in that we work in a general NIP context and do not make
any assumption of minimality of the structure (by asking for example that the
algebraic closure controls relations between points). In particular, in the case
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of pairs of models, we obtain that if M is dependent, N ≻ M and (N,M) is
bounded (see Section 2 for a definition), then (N,M) is dependent.
Those results seem to apply to most, if not all, of the pairs known to be
dependent. It also covers some new cases, in particular answering a question
of Baldwin and Benedikt about naming an indiscernible sequence.
The setting
We will not make a blanket assumption that T is NIP , so we work a priori
with a general first order theory T in a language L. We use standard notation.
We have a monster model M. If A is a set of parameters, L(A) denotes the
formulas of L with parameters from A. If φ(x) is some formula, and A a subset
of M, we will write φ(A) for the set of tuples a ∈ A|x| such that φ(a) holds.
If A is a set of parameters, by φ(x) →A ψ(x), we mean that for every a ∈ A,
φ(a)→ ψ(a) holds. Also φ(x)→p(x) ψ(x) stands for φ(x)→p(M) ψ(x).
We will often consider pairs of structures. So if our base language is L, we
define the language LP where we add to L a new unary predicate P(x). If M
is an L-structure and A ⊆M , by the pair (M,A) we mean the LP extension of
M obtained by setting P(a)⇔ a ∈ A. Throughout the paper P(x) will always
denote this extra predicate.
As usual alt(φ) is the maximal number n such that there exists an indis-
cernible sequence (ai)i<n and c satisfying φ(ai, c) ⇔ i is even. Standardly
φ(x, y) is dependent if and only if alt(φ) is finite. For more on the basics of
dependent theories see e.g. [Adl08].
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1 Externally definable sets and honest defini-
tions
Recall that a partial type p(x) is said to be stably embedded if any definable
subset of p(x) is definable with parameters from p(M). It is well known that
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if p(x) is stable, then p(x) is stably embedded (see e.g. [OP07]). We are
concerned with an analogous property replacing stable by dependent.
We say that a formula φ(x, c) is NIP over a (partial) type p(x) if there is
no indiscernible sequence (ai)i<ω of realisations of p such that φ(ai, c) holds if
and only if i is even. We say that φ(x, y) is NIP over p(x) if φ(x, c) is NIP
over p(x) for every c.
The following is the fundamental observation. We assume here that we
have two languages L ⊆ L′, and we work inside a monster model M that is an
L′-structure. The language L′ could be LP for example.
Proposition 1.1. Let p(x) be a partial L′-type and φ(x, c) ∈ L(M) be NIP
over p(x). Then for each small A ⊆ p(M) there is θ(x) ∈ L(p(M)) such that
1) θ(x) ∩ A = φ(x, c) ∩ A
2) θ(x)→p(x) φ(x, c)
3) φ(x, c) \ θ(x) does not contain any A-invariant global L-type consistent
with p(x).
Proof. Let q(x) ∈ SL(M) be A-invariant and consistent with {φ(x, c)} ∪ p(x).
We try to choose inductively ai, bi ∈ p(M) and qi ⊆ q, for i < ω such that
- qi(x) = q(x)|Aa<ib<i
- ai |= qi(x) ∪ {φ(x, c)} ∪ p(x) (we can always find one by assumption)
- bi |= qi(x) ∪ {¬φ(x, c)} ∪ p(x).
Assume we succeed. Consider the sequence (di)i<ω where di = ai if i is
even and di = bi otherwise. It is a Morley sequence of q over A, and as such
is L-indiscernible. Furthermore, we have |= φ(di, c) if and only if i is even.
This contradicts φ(x, y) being NIP over p(x), so the construction must stop
at some finite stage i0. Then qi0(x) →
p(x) φ(x, c) and by compactness there is
ψq(x) ∈ qi0 (so ψq ∈ L(p(M))) such that ψq(x) →
p(x) φ(x, c). So we see that
the set of all such ψq’s covers the compact space of global L-types invariant
over A and consistent with {φ(x, c)} ∪ p(x) (so in particular all realised types
of elements of A such that φ(a, c)). Let (ψj)j<n be a finite subcovering, then
taking θ(x) =
∨
j<n ψj(x) does the job.
Definition 1.2 (Externally definable set). Let M be a model, an externally
definable set of M is a subset X of Mk for some k such that there is a formula
φ(x, y) and d ∈ M with φ(M, d) = X . Such a φ(x, d) is called a definition of
X .
We can now prove a form of weak stable embeddedness for NIP formulas.
4
Corollary 1.3 (Weak stable-embeddedness). Let φ(x, y) be NIP . Given (M,A)
and c ∈ M there are (M ′, A′)  (M,A) and θ(x) ∈ L(A′) such that φ(A, c) =
θ(A) and θ(x)→A
′
φ(x, c).
Proof. Notice that φ(x, y) is still NIP in any expansion of the structure. In
particular in the LP-structure (M,A). Now apply Proposition 1.1 with L
′ = LP
and p(x) = {P(x)}.
Question 1.4. Do we get uniform weak stable embeddedness ? In other words,
is it possible to choose θ depending just on φ, or at least just on φ and Th(M,A)
?
Corollary 1.5. Let f : M →M be an externally definable function, that is the
trace on M of an externally definable relation which happens to be a function
on M . Then there is an M-definable partial function g :M→M with g|M = f .
Proof. Let φ(x, y; c) induce f on M , c ∈ N ≻ M . By Corollary 1.3 we find
(N ′,M ′) ≻ (N,M) and θ(x, y) ∈ L(M ′) satisfying θ(M2) = φ(M2, c) and
θ(x, y)→M
′
φ(x, y; c). As the extension of pairs is elementary and M ′ |= T , it
follows that θ(x, y) is a graph of a global partial function.
Definition 1.6 (Honest definition). Let X ⊆ Mk be externally definable.
Then an honest definition of X is a definition φ(x, d) of X , d ∈M such that:
M |= φ(x, d)→ ψ(x) for every ψ(x) ∈ L(M) such that X ⊆ ψ(M).
In Section 2, we will need the notion of an honest definition over A which
is defined at the beginning of that section.
Proposition 1.7. Let T be NIP . Then every externally definable set X ⊂Mk
has an honest definition.
Proof. Let M ≺ N and φ(x) ∈ L(N) be a definition of X , and let (N ′,M ′) 
(N,M) be |N |+-saturated (in LP ). Let θ(x) ∈ L(M
′) as given by Corollary
1.3, so (N ′,M ′) |= (∀x ∈ P) θ(x) → φ(x). If ψ(x) ∈ L(M) with X ⊆ ψ(M)
then (N ′,M ′) |= (∀x ∈ P)φ(x)→ ψ(x). Combining, we get (N ′,M ′) |= (∀x ∈
P) θ(x) → ψ(x). But since M ′ |= T and θ(x), ψ(x) ∈ L(M ′) we have finally
M ′ |= θ(x)→ ψ(x).
We illustrate this notion with an o-minimal example inspired by [BP98].
We letM0 be the real closure of Q and let ǫ > 0 be an infinitesimal element.
Let M be the real closure of M0(ǫ). Let π be the usual transcendental number,
and finally let N be the real closure of M(π).
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Lemma 1.8. Let 0 < b ∈ N be infinitesimal, then there is n ∈ N such that
b < ǫ1/n.
Proof. We define a valuation v on Q(π, ǫ) by setting v(x) = 0 for all x ∈ Q(π)
and v(ǫ) = 1. We also define a valuation on N with the following standard
construction: let O ⊂ N be the convex closure of Q and M be the ring of
infinitesimals. Then O is a valuation ring, namely every element of N or its
inverse lies in it. It has M as unique maximal ideal. There is therefore a
valuation v′ on N such that v′(x) ≥ 0 on O and v′(x) > 0 on M. Renaming
the value group, we can set v′(ǫ) = 1. Then v′ extends the valuation v. As N is
in the algebraic closure of Q(ǫ, π), by standard results on valuation theory (see
for example [EP05], Theorem 3.2.4), the value group of v′ is in the divisible
hull of the value group of v.
Let b ∈ N be a positive infinitesimal. By the previous argument v′(b) is
rational, so there is n ∈ N such that v′(b) > v′(ǫ1/n). Then v′(b/(ǫ1/n)) > 0, so
b/(ǫ1/n) is infinitesimal and in particular b < ǫ1/n.
Let A = {x ∈M : x < π}. So A is an externally definable initial segment of
M . Consider the externally definable set X = {(x, y) ∈ M2 : x ∈ A ∧ y /∈ A}.
Let φ(x, y; t) = (x < t ∧ y > t). Then φ(x, y; π) is a definition of X . However
it is not an honest definition because it is not included in the M-definable set
{(x, y) : y − x > ǫ}. We actually show more.
Claim 1: There is no honest definition of X with parameters in N .
Proof: Assume that χ(x, y) is such a definition. Consider c = inf{y − x :
y − x > 0 ∧ χ(x, y)}. Then c ∈ N . For every 0 < ǫ ∈ M infinitesimal, we
have c > ǫ by the same argument as above. By the previous lemma, there is
0 < e ∈ Q such that c > e. This is absurd as χ(x, y) ⊇ X .
Let p be the global 1-type such that for a ∈ M, p ⊢ x > a if and only if
there is b ∈ A ⊂ M such that a < b. Thus p is finitely satisfiable in M . Let
a0 = π and a1 |= p|N . Consider the formula ψ(x, y; a0, a1) = (x < a1 ∧ y > a0).
Claim 2: The formula ψ is an honest definition of X .
Proof: Let θ(x, y) ∈ L(M) be a definable set. Assume that X ⊆ θ(M2) and
for a contradiction that M |= (∃x, y)ψ(x, y; a0, a1) ∧ ¬θ(x, y). As p is finitely
satisfiable inM , there is u0 ∈M such that |= (∃x, y)x < u0∧y > a0∧¬θ(x, y).
Consider the M-definable set {v : (∃x, y)x < u0 ∧ y > v ∧ ¬θ(x, y)}. By
o-minimality, this set has a supremum m ∈ M ∪ {+∞}. We know m ≥ a0,
so necessarily there is v0 ∈ M , v0 /∈ A such that M |= (∃x, y)x < u0 ∧ y >
v0 ∧ ¬θ(x, y). This contradicts the fact that X ⊆ θ(M
2).
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We therefore see that if φ(x, y; a) is a formula and M a model, then one
cannot in general obtain an honest definition of φ(M2; a) with the same pa-
rameter a. We conjecture that one can find such an honest definition with
parameters in a Morley sequence of any coheir of tp(a/M).
As an application, we give another proof of Shelah’s expansion theorem
from [She04].
Proposition 1.9. (T is NIP ) Let X ⊆ Mk be an externally definable set and
f an M-definable function. Then f(X) is externally definable.
Proof. Let φ(x, c) be an honest definition of X . We show that θ(y, c) =
(∃x)(φ(x, c)∧f(x) = y) is a definition of f(X). First, as φ(x, c) is a definition of
X , we have f(X) ⊆ θ(M, c). Conversely, consider a tuple a ∈Mk \ f(X). Let
ψ(x) = (f(x) 6= a). Then X ⊆ ψ(M). So by definition of an honest definition,
M |= φ(x, c)→ ψ(x). This implies that M |= ¬θ(a, c). Thus θ(M, c) ⊆ f(X).
In fact one can check that θ(y, c) is an honest definition of f(X).
Corollary 1.10 (Shelah’s expansion theorem). Let M |= T , be NIP and let
MSh denote the expansion of M where we add a predicate for all externally
definable sets of Mk, for all k. Then MSh has elimination of quantifiers in
this language and is NIP .
Proof. Elimination of quantifiers follows from the previous proposition, taking
f to be a projection. As T is NIP , it is clear that all quantifier free formulas
of MSh are dependent. It follows that MSh is dependent.
Note that there is an asymmetry in the notion of an honest definition.
Namely if θ(x) is an honest definition of some X ⊂ M , then ¬θ(x) is not in
general an honest definition of M \ X . We do not know about existence of
symmetric honest definitions which would satisfy this. All we can do is have
an honest definition contain one (or indeed finitely many) uniformly definable
family of sets. This is the content of the next proposition.
Proposition 1.11. (T is NIP ) Let X ⊆ Mk be externally definable. Let
ζ(x, y) ∈ L. Define Ω = {y ∈M : ζ(M, y) ⊆ X}. Assume that
⋃
y∈Ω ζ(M, y) =
X.
Then there is a formula θ(x, y) and d ∈M such that:
1. θ(x, d) is an honest definition of X,
2. M |= ζ(x, c)→ θ(x, d) for every c ∈ Ω,
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3. For any c1, .., cn ∈ Ω, there is d
′ ∈ M such that θ(M, d′) ⊆ X, and
ζ(x, ci)→ θ(x, d
′) holds for all i.
Proof. Let M ≺ N where N is |M |+-saturated. Consider the set Y ⊂ M
defined by
y ∈ Y⇐⇒(∀x ∈M)(ζ(x, y)→ x ∈ X).
By Corollary 1.10, this is an externally definable subset of M , so there is
ψ(x) ∈ L(N) a definition of it. Let also φ(x) ∈ L(N) be a definition of X .
Let (N,M) ≺ (N ′,M ′) be an elementary extension of the pair, sufficiently
saturated. Applying Proposition 1.1 with p(y) = {P(y)}, A = M we obtain a
formula α(y, d) ∈ L(M ′) such that α(M, d) = ψ(M) and N ′ |= α(y, d) →P(y)
ψ(y). Set θ(x, d) = (∃y)(α(y, d) ∧ ζ(x, y)). We check that θ(x, d) satisfies the
required properties.
First, let a ∈M ′ such that N ′ |= θ(a, d). Then asM ′ ≺ N ′, there is y0 ∈M
′
such that α(y0, d)∧ ζ(a, y0). By construction of α(y, d), this implies that N
′ |=
ψ(y0). So by definition of ψ(y), N
′ |= φ(a), so N ′ |= θ(x, d)→P(x) φ(x). Now,
assume that a ∈ X . By hypothesis, there is y0 ∈ Ω such that M |= ζ(a, y0).
Then ψ(y0) holds, and as y0 ∈M , N
′ |= α(y0, d). Therefore N
′ |= θ(a, d). This
proves that θ(x, d) is an honest definition of X .
Next, if c ∈ Ω, then N ′ |= α(c, d), so N ′ |= ζ(x, c)→ θ(x, d).
Finally, let c1, ..., cn ∈ Ω. Then N
′ |= (∃d ∈ P)(
∧
ζ(x, ci) →
P(x) θ(x, d)) ∧
(θ(x, d)→P(x) φ(x)). By elementarity, (N,M) also satisfies that formula. This
gives us the required d′.
Note in particular that the hypothesis on ζ(x, y) is always satisfied for
ζ(x, y) = (x = y). As an application, we obtain that large externally definable
sets contain infinite definable sets.
Corollary 1.12. (T is NIP ) Let X ⊆Mk be externally definable, then if one
of the two following conditions is satisfied, X contains an infinite M-definable
set.
1. X is infinite and T eliminates the quantifier ∃∞.
2. |X| ≥ iω.
Proof. Let θ(x, y) be the formula given by the previous proposition with ζ(x, y) =
(x = y).
If the first assumption holds, then there is n such that for every d ∈ M , if
θ(M, d) has size at least n, it is infinite. Take c1, ..., cn ∈ X and d
′ ∈ M given
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by the third point of 1.11. Then θ(M, d′) is an infinite definable set contained
in X .
Now assume that |X| ≥ iω. By NIP , there is ∆ a finite set of formulas
and n such that if (ai)i<ω is a ∆-indiscernible sequence and d ∈ M, there are
at most n indices i for which ¬(θ(ai, d) ↔ θ(ai+1, d)). By the Erdo¨s-Rado
theorem, there is a sequence (ai)i<ω1 in X which is ∆-indiscernible. Define
ci = aω.i for i = 0, .., n and let d
′ be given by the third point of Proposition
1.11. Then θ(x, d′) must contain an interval 〈ai : ω × k ≤ i ≤ ω × k + 1〉 for
some k ∈ {0, .., n− 1}. In particular it is infinite.
This property does not hold in general. For example in the random graph,
for any κ it is easy to find a model M and A ⊂ M , |A| ≥ κ such that every
M-definable subset of A is finite, while A itself is externally definable.
Also, taking M = (N + Z, <) and X = N shows that |X| has to be bigger
than ℵ0 in 1.12 in general.
Question 1.13. Is it possible to replace iω by ℵ1 in 1.12?
2 On dependent pairs
Setting
In this section, we assume that T is NIP . We consider a pair (M,A) with
M |= T . If φ(x, a) is some formula of LP(M), then an honest definition of
φ(x, a) over A is a formula θ(x, c) ∈ LP, c ∈ P(M) such that θ(A, c) = φ(A, a)
and |= (∀x ∈ P)(θ(x, c)→ φ(x, a)).
(Note that if M |= T , φ(x, c) ∈ L(M) and X = φ(M, c), then an honest def-
inition of φ(x, c) over M in the pair (M,M) which happens to be an L-formula
is an honest definition of X in the sense of Definition 1.6.)
We say that an LP-formula is bounded if it is of the form Q0y0 ∈ P...Qnyn ∈
P φ(x, y0, ..., yn) where Qi ∈ {∃, ∀} and φ(x, y¯) is an L-formula, and let L
bdd
P
be the collection of all bounded formulas. We say that TP is bounded if every
formula is equivalent to a bounded one.
Recall that a formula φ(x, y) ∈ LP is said to be NIP over P(x) if there
is no LP-indiscernible (equivalently L-indiscernible if φ ∈ L) sequence (ai)i<ω
of points of P and y such that φ(ai, y) ⇔ i is even. If this is the case, then
Proposition 1.1 applies and in particular there is an honest definition of φ(x, a)
over P for all a.
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We say that T (or TP) is NIP over P if every L (resp. LP) formula is.
Given a small subset of the monster A and a set of formulas Ω (possibly
with parameters) we let Aind(Ω) be the structure with domain A and a relation
added for every set of the form An ∩ φ(x¯), where φ(x¯) ∈ Ω.
Notice that Aind(Lbdd
P
) eliminates quantifiers, while Aind(L) not necessarily
does. However Aind(Lbdd
P
) and Aind(L) are bi-interpretable.
Lemma 2.1. Assume that ϕ(xy, c) ∈ LP has an honest definition ϑ(xy, d) ∈
LP over A. Then θ(x, d) = (∃y ∈ P)ϑ(xy, d) is an honest definition of φ(x, c) =
(∃y ∈ P)ϕ(xy, c) over A.
Proof. For a ∈ P, θ(a, d) ⇒ ϑ(ab, d) for some b ∈ P ⇒ ϕ(ab, c) (as ϑ(xy, d) is
honest and ab ∈ P) ⇒ φ(a, c).
For a ∈ A, φ(a, c) ⇒ ϕ(ab, c) for some b ∈ A ⇒ ϑ(ab, d) (as ϑ(A, d) =
ϕ(A, c)) ⇒ θ(a, d).
We will be using λ-big models (see [Hod93, 10.1]). We will only use that
if N is λ-big, then it is λ-saturated and strongly λ-homogeneous (that is, for
every a¯, b¯ ∈ N<λ such that (N, a¯) ≡ (N, b¯) there is an automorphism of N
taking a¯ to b¯) (see [Hod93, 10.1.2 + Exercise 10.1.4]). Every model M has a
λ-big elementary extension N .
Lemma 2.2. 1) If N  M , M is ω-big, N is |M |+-big, and a, b ∈ M<ω then
tpL(a) = tpL(b)⇔ tpLP(a) = tpLP(b) in the sense of the pair (N,M).
2) Let φ(x, y) ∈ LP, (M,A) ω-big, (ai)i<ω ∈ M
ω be LP-indiscernible, and
let θ(x, d0) be an honest definition for φ(x, a0) over A (where d0 is in P of the
monster model). Then we can find an LP-indiscernible sequence (di)i<ω ∈ P
ω
such that θ(x, di) is an honest definition for φ(x, ai) over A.
Proof. 1) We consider here the pair (N,M) as an LP-structure, where P(x) is
a new predicate interpreted in the usual way. Let σ ∈ AutL(M) be such that
σ(a) = b. As N is big, it extends to σ′ ∈ AutL(N), with σ
′(M) = M . But
then actually σ′ ∈ AutLP(N) (since it preserves all L-formulas and P).
2) Let (N,B)  (M,A) be |M |+-big. We consider the pair of pairs Th((N,B), (M,A))
in the language LP,P′ , with P
′(N) = M . By 1) the sequence (ai)i<ω is LP,P′-
indiscernible. The fact that θ(x, d0) is an honest definition of φ(x, a0) over A
is expressible by the formula
(d0 ∈ P) ∧ ((∀x ∈ P
′ ∩P) θ(x, d0) ≡ φ(x, a0)) ∧ ((∀x ∈ P)θ(x, d0)→ φ(x, a0)).
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By LP,P′-indiscernibility, for each i, we can find di such that the same formula
holds of (ai, di). Then using Ramsey, for any finite ∆ ⊂ LP , we can find
an infinite subsequence (ai, di)i∈I , I ⊆ ω that is ∆-indiscernible. As (ai) is
indiscernible, we can assume I = ω. Then by compactness, we can find the
di’s as required.
We will need the following technical lemma.
Lemma 2.3. Let (M,A) |= TP be ω-big and assume that Aind(LP) is NIP .
Let (ai)i<ω ∈M
ω be LP-indiscernible, (b2i)i<ω ∈ A
ω and∆((xi)i<n; (yi)i<n) ∈
LP be such that ∆((xi)i<n; (ai)i<n) has an honest definition over A by an LP-
formula, and |= ∆(b2i0 , ..., b2in−1 ; a2i0 , ..., a2in−1) for any i0, ..., in−1 < ω.
Then there are i0, ..., in−1 ∈ ω with ij ≡ j (mod 2) and (bij )j≡1(mod2),<n ∈ P
such that |= ∆(bi0 , ..., bin−1 ; ai0 , ..., ain−1).
Proof. To simplify notation assume that n is even. Let
∆′((x2i)2i<n; (yi)i<n) = (∃x1x3...xn−1 ∈ P)∆((xi)i<n; (yi)i<n).
By assumption and Lemma 2.1 ∆′((x2i)2i<n; (ai)i<n) has an honest definition
over A by some LP-formula, say θ((x2i)2i<n, d) with d ∈ P. Since Aind(LP) is
NIP , let N = alt(θ) inside P.
Choose even i0, i2, ..., in−2 ∈ ω such that ij+2− ij > N and consider the se-
quence (a¯i)0<i<N with a¯i = ai0ai0+iai2ai2+i...ain−2ain−2+i. It is LP-indiscernible
(and extends to an infinite LP-indiscernible sequence). By Lemma 2.2 we can
find an LP-indiscernible sequence (di)i<N , di ∈ P such that θ((x2i)2i<n; di) is
an honest definition for ∆′((x2i)2i<n; a¯i). By assumption θ((bi2j )2j<n; di) holds
for all even i < N . But then since N = alt(θ) inside P, it must hold for some
odd i′ < N . By honesty this implies that ∆′((bi2j )2j<n; a¯i′) holds, and decoding
we find some (bi2j+i′)2j<n ∈ P
n
2 as wanted.
Now the main results of this section.
Theorem 2.4. Assume T is NIP and TP is NIP over P. Then every bounded
formula is NIP .
Proof. We prove this by induction on adding an existential bounded quantifier
(since NIP formulas are preserved by boolean operations). So assume that
φ(x, y) = (∃z ∈ P)ψ(xz, y) has IP , where ψ(xz, y) ∈ Lbdd
P
is NIP . Then there
is an ω-big (M,A) |= TP and an LP-indiscernible sequence (ai)i<ω ∈ M
ω and
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c ∈M such that φ(ai, c)⇔ i = 0(mod 2). Then we can assume that there are
b2i ∈ A such that (a2ib2i) is LP-indiscernible and |= ψ(a2ib2i, c).
Notice that from TP being NIP over P it follows that Aind(LP) is NIP
and that every LP-formula has an honest definition over A. For δ ∈ LP take
∆δ((xi)i<n; (yi)i<n) to be an LP-formula saying that (xiyi)i<n is δ-indiscernible.
Applying Lemma 2.3, we obtain i0, ..., in ∈ ω with ij ≡ j (mod 2) and (bij )j≡1(mod 2),<n ∈
P such that (aikbik)k<n is δ-indiscernible. Since |= ¬(∃z ∈ P)ψ(a2i+1z, c) for
all i, we see that ψ(aikbik , c) holds if and only if k is even. Taking n and δ large
enough, this contradicts dependence of ψ(xz, y).
Corollary 2.5. Assume T is NIP , Aind(L) is NIP and TP is bounded. Then
TP is NIP .
Proof. Since Aind(Lbdd
P
) is interpretable in Aind(L) the hypothesis implies that
Aind(Lbdd
P
) is NIP . Thus, if a¯ = (ai)i<n is a sequence inside P then any ∆(x¯, a¯)
has an honest definition over A (although we don’t yet know that ∆(x¯, y¯) is
NIP over P, we do know that ∆(x¯, a¯) is NIP over P, so Proposition 1.1
applies). We can then use the same proof as in 2.4 to ensure that TP is NIP
over P, and finally apply Theorem 2.4 to conclude.
Corollary 2.6. Assume T is NIP , and let (M,N) be a pair of models of T
(N ≺M). Assume that TP is bounded, then TP is NIP .
Proof. Nind(L) is dependent, and so the hypotheses of Corollary 2.5 are satisfied.
Note that the boundedness assumption cannot be dropped, because for
example a pair of real closed fields can have IP , and also there is a stable
theory such that some pair of its models has IP ([Poi83]).
3 Applications
In this section we give some applications of the criteria for the dependence of
the pair.
3.1 Naming an indiscernible sequence
In [BB00] Baldwin and Benedikt prove the following.
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Fact 3.1. (T is NIP ) Let I ⊂ M be an indiscernible sequence indexed by a
dense complete linear order, small in M (that is every p ∈ S<ω(I) is realised
in M). Then
1) Th(M, I) is bounded ([BB00, Theorem 3.3]),
2) (M, I) ≡ (N, J) if and only if EM(I) = EM(J) ([BB00, Theorem 8.1]),
3) The LP-induced structure on P is just the equality (if I is totally tran-
scendental) or the linear order otherwise ([BB00, Corollary 3.6]).
It is not stated in the paper in exactly this form because the bounded
formula from [BB00, Theorem 3.3] involves the order on the indiscernible se-
quence. However, it is not a problem. If the sequence I = (ai) is not totally
indiscernible, then the order is L-definable (maybe after naming finitely many
constants). Namely, we will have φ(a0, ..., ak, ak+1, ..., an)∧¬φ(a0, ..., ak+1, ak, ..., an)
for some k < n and φ ∈ L (as the permutation group is generated by transposi-
tions). But then the order on I is given by y1 < y2 ↔ φ(a
′
0...a
′
k−1, y1, y2, a
′
k+2, ..., a
′
n),
for any a′0...ak−1Ia
′
k+2...a
′
n indiscernible (and we can find such a
′
0...ak−1a
′
k+2...a
′
n
in M by the smallness assumption). If I is an indiscernible set, then the sta-
ble counterpart of their theorem [BB00, 3.3] applies giving a bounded formula
using just the equality (as the proof in [BB00, Section 4] only uses that for
an NIP formula φ(x, y) and an arbitrary c, {ai : φ(ai, c)} is either finite or
cofinite, with size bounded by alt(φ)).
The following answers Conjecture 9.1 from that paper.
Proposition 3.2. Let (M, I) be a pair as described above, obtained by naming
a small, dense, complete indiscernible sequence. Then TP is NIP .
Proof. By 1) and 3) above, all the assumptions of Corollary 2.5 are satisfied.
It also follows that every unstable dependent theory has a dependent ex-
pansion with a definable linear order.
Recall the following definition (one of the many equivalent) from [She05].
Definition 3.3. [She05, Observations 2.1 and 2.10] T is strongly (resp. strongly+)
dependent if for any infinite indiscernible sequence (a¯i)i∈I with a¯i ∈ M
ω, I a
complete linear order, and finite tuple c there is a finite u ⊂ I such that for
any two i1 < i2 ∈ u, (i1, i2)∩u = ∅ the sequence (a¯i)i∈(i1,i2) is indiscernible over
c (resp. c ∪ (a¯i)i∈(−∞,i1]∪[i2,∞)).
T is dp-minimal (resp. dp+-minimal) when for a singleton c there is such a
u of size 1.
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For a general NIP theory, the property described in the definition holds,
but with u ⊂ I of size |T |, instead of finite. We can take u to be the set of crit-
ical points of I defined by: i ∈ I is critical for a formula φ(x; y1, ..., yn, c) ∈ L if
there are j1, ..., jn 6= i such that φ(ai; aj1, ..., ajn, c) holds, but in every open in-
terval of I containing i, we can find some i′ such that ¬φ(ai′ ; aj1, ..., ajn, c) holds.
One can show (see [Adl08, Section 3]) that given such a formula φ(x; y1, .., yn, c),
the set of critical points for φ is finite. Also T is strongly+ dependent if and
only if for every finite set c of parameters, the total number of critical points
for formulas in L(c) is finite.
Unsurprisingly dp-minimality is not preserved in general after naming an in-
discernible sequence. By [Goo09, Lemma 3.3] in an ordered dp-minimal group,
there is no infinite definable nowhere-dense subset, but of course every small
indiscernible sequence is like this.
There are strongly dependent theories which are not strongly+ dependent,
for example p-adics ([She05]). In such a theory, strong dependence is not
preserved by naming an indiscernible sequence.
Proposition 3.4. Let T be not strongly + dependent, witnessed by a dense
complete indiscernible sequence (a¯i)i∈I of finite tuples. Let P name that se-
quence in a big saturated model. Then TP is not strongly dependent.
Proof. So let (a¯i)i∈I , c witness failure of strong
+ dependence. By dependence
of T , let u ⊂ I be chosen as above. Notice that for every φ(x; y1, ..., yn, c) , the
finite set of its critical points in I is LP-definable over c (and possibly finitely
many parameters, using order on I in the non-totally indiscernible case, and
just the equality otherwise). As in our situation u is infinite, we get infinitely
many different finite subsets of (a¯i)i∈I definable over c, in TP. As (a¯i)i∈I is still
indiscernible in TP by Fact 3.1, 3), this contradicts strong dependence.
Question 3.5. Is strong+ dependence preserved by naming an indiscernible
sequence ?
3.2 Dense pairs and related structures
Van den Dries proves in [vdD98] that in a dense pair of o-minimal structures,
formulas are bounded. This is generalised in [Ber] to lovely pairs of geometric
theories of P-rank 1. From Theorem 2.6, we conclude that such pairs are
dependent.
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This was already proved by Berenstein, Dolich and Onshuus in [BDO08]
and generalised by Boxall in [Box09]. Our result generalises [BDO08, Theo-
rem 2.7], since the hypothesis there (acl is a pregeometry and A is “innocu-
ous”) imply boundedness of TP. To see this take any two tuples a and b and
assume that they have the same bounded types. Let a′ ∈ P be such that
aa′ is a P-independent tuple. Then by hypothesis, we can find b′ such that
tpLbdd
P
(bb′) = tpLbdd
P
(aa′). Now the fact that aa′ is P-independent can be ex-
pressed by bounded formulas. In particular bb′ is also P-independent. So by
innocuous, tpLP(aa
′) = tpLP(bb
′) and we are done.
It is not clear to us if Boxall’s hypothesis imply that formulas are bounded.
(However, note that in the same paper Boxall applies his theorem to the struc-
ture of R with a named subgroup studied by Belegradek and Zilber, where we
know that formulas are bounded.)
The paper [BDO08] gives other examples of theories of pairs for which for-
mulas are bounded, including dense pairs of p-adic fields and weakly o-minimal
theories, recast in the more general setting of geometric topological structures.
Similar theorems are proved by Gu¨naydin and Hieronymi in [GH10]. Their
Theorem 1.3 assumes that formulas are bounded along with other hypothesis,
so is included in Theorem 2.6. They apply it to show that pairs of the form
(R,Γ) are dependent, where Γ ⊂ R>0 is a dense subgroup with the Mann
property. We refer the reader to [GH10] for more details.
In this same paper the authors also consider the case of tame pairs of o-
minimal structures. This notion is defined and studied in [vdDL95]. Let T be
an o-minimal theory. A pair (N,M) of models of T is tame if M ≺ N and
for every a ∈ N which is in the convex hull of M , there is st(a) ∈ M such
that |a− st(a)| < b for every b ∈M>0. It is proved in [vdDL95] that formulas
are bounded is such a pair, so again it follows from Theorem 2.6 that TP is
dependent. Note that Gu¨naydin and Hieronymi prove this using their Theorem
1.4 involving quantifier elimination in a language with a new function symbol.
This theorem does not seem to factorise trivially through 2.5. They also prove
in that same paper that the pair (R, 2Z) is dependent.
Let C be an elliptic curve over the reals, defined by y2 = x3 + ax+ b with
a, b ∈ Q, and let P ⊆ Q2 name the set of its rational points. This theory is
studied in [GH09], where it is proved in particular that
Fact 3.6. 1) Th(R,C(Q)) is bounded (follows from [GH09, Theorem 1.1])
2) Aind(LP) is NIP (follows from [GH09, Proposition 3.10])
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Applying Corollary 2.5 we conclude that the pair is dependent.
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