In this paper, we present a reliable algorithm to calculate positive solutions of homogeneous nonlinear boundary value problems (BVPs). The algorithm converts the nonlinear BVP to an equivalent nonlinear FredholmVolterra integral equation. We employ the multistage Adomian decomposition method for BVPs on two or more subintervals of the domain of validity, and then solve the matching equation for the ux at the interior point, or interior points, to determine the solution. Several numerical examples are used to highlight the e ectiveness of the proposed scheme to interpolate the interior values of the solution between boundary points. Furthermore we demonstrate two novel techniques to accelerate the rate of convergence of our decomposition series solutions by increasing the number of subintervals and adjusting the lengths of subintervals in the multistage Adomian decomposition method for BVPs.
Introduction
In this paper, by using the multistage Adomian decomposition method (ADM) for homogeneous boundary value problems (BVPs) with Dirichlet boundary conditions, we consider positive solutions of a class of homogenous non-linear BVPs u ′′ (x) + α u ′ (x) + α u(x) + f (u(x), u ′ (x)) = , (1)
where α and α are constants, and f is an analytic nonlinear function and satis es f ( , ) = .
Notice that the formula of Equation (1) subsumes the cases of the various anharmonic oscillator equations, including the pendulum equation with a sinusoidal nonlinearity, the Du ng oscillator and the van der Pol oscillator equations, and so forth.
Considerable research has been invested in studying nonlinear BVPs. The existence of a positive solution for problem (1) and (2) under suitable conditions of f (u(x), u ′ (x)) has been studied by Agarwal et al. [1] . Several techniques, such as the shooting method, nite di erence method, and Green functions have been used to handle this type of problems. Wazwaz [2] used the method of undetermined coe cients in the ADM combined with the Padé approximants technique to obtain the positive solutions of homogeneous nonlinear BVPs. We remark that the nonlinear BVP (1) and (2) has a trivial solution, i.e. the zero solution. It has been previously demonstrated that the native command 'NDSolve' for numerically solving di erential equations in MATHEMATICA cannot generate the positive solution, but yields the zero solution.
For this type of nonlinear BVPs, we nd by the singlestage ADM for BVPs proposed in [3] , that we can only obtain the zero solution. In order to obtain the positive solution, we instead apply the multistage ADM for BVPs, and partition the original domain into at least two subdomains such that [a, b] = [a, ξ ]∪ [ξ , b] , etc. Thus we have changed our original problem of a second-order homogeneous nonlinear BVP into two contiguous second-order inhomogeneous nonlinear BVPs, where one of the boundary conditions is u(ξ ) > by our assumption of a positive solution.
We can expound the present approach, which is a novel technique of solution interpolation in sequential stages using the ADM between the boundary values of the solution at the boundary points, by analogy to the tech-nique of solution extrapolation in sequential stages using the ADM beginning from the initial values of the solution at the initial point, which is founded upon the concept of analytic continuation. The multistage ADM for BVPs is a technique of solution interpolation, where the combined solution on the entire domain is indeed a spline assembled from the sequence of analytic approximate sub-solutions, in other words, the sequence of interpolants on their respective subintervals, using the well-known boxcar function. We denote this combined function as the decomposition spline in analogy to interpolation by polynomials, rational functions, trigonometric functions and so on.
The proposed approach converts the original nonlinear BVP into an equivalent nonlinear Fredholm-Volterra integral equation for the positive solution in each subinterval. A separate series in each subinterval is computed by using the modi ed recursion scheme of Duan and Rach [3] in the ADM for nonlinear BVPs. The two or more subsolutions, i.e. interpolants, are combined by applying the conditions of continuity at the interior boundary point to form the decomposition spline in analogy to the multistage ADM for IVPs [4] [5] [6] [7] [8] [9] [10] [11] [12] . We then solve the matching equations for the ux at the interior point, or interior points, thus obtaining a rapidly convergent sequence of analytic approximations for the positive solution.
The ADM is a well-known systematic method for practical solution of linear or nonlinear and deterministic or stochastic operator equations, including ordinary di erential equations, partial di erential equations, integral equations, integro-di erential equations, etc. [13] [14] [15] [16] [17] [18] [19] [20] [21] . A substantial amount of research has been devoted to the study of the ADM in a wide area of scienti c and engineering applications. The ADM permits us to solve both nonlinear IVPs and BVPs [2, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] , including cases for nonlinear fractional di erential equations [32, [40] [41] [42] , without unphysical restrictive assumptions such as required by linearization, perturbation, ad hoc assumptions, guessing the initial term or a set of basis functions, and so forth. Furthermore the ADM does not require the use of Green's functions which are not easily determined in most cases. A key notion is the Adomian polynomials, which are tailored to the particular nonlinearity to easily and systematically solve nonlinear di erential equations.
In the ADM, the solution u(x) is represented by the decomposition series and the nonlinearity Nu(x) is represented by the series of the Adomian polynomials
respectively, where the Adomian polynomials An(x) are dependent upon the solution components from u (x) through un(x), inclusively, i.e. An(x) = An(u (x), . . . , un(x)), thus facilitating computation of the solution components by recursion.
Adomian and Rach [13] rst published the de nitional formula for the Adomian polynomials for the one-variable simple nonlinearity Nu = f (u(x)), where f is assumed to be analytic, as
where
and
where λ is a grouping parameter of convenience. In computational practice, we truncate the decomposition series after n = M for some nite M, since the higher order solution components un(x) for n > M do not contribute to the calculation of the An(x) for n ≤ M in practice, thus
from which we can calculate the rst M + Adomian polynomials from A (x) through A M (x), inclusively, such that
We list the formulas of the rst several Adomian polynomials for the one-variable simple analytic nonlinearity Nu = f (u(x)) from A through A , inclusively, for convenient reference as
We recognize that
where the C k n are the sums of all possible products of k components from u , u , · · · , u n−k+ , whose subscripts sum to n, divided by the factorial of the number of repeated subscripts [43] , which is called Rach's Rule (P. 16 [16] , P. 51 [17] ).
Other algorithms for the Adomian polynomials have been developed by Adomian and Rach [44, 45] , Wazwaz [46] , Abdelwahid [47] , Rach [48] and several others [49] [50] [51] [52] . Recently Duan [53] [54] [55] has developed several new, more e cient algorithms for fast generation of the one-variable and multi-variable Adomian polynomials. For the case of the one-variable Adomian polynomials, Duan's Corollary 3 algorithm [55] does not involve the differentiation operator, but only requires the operations of addition and multiplication, which is eminently convenient for computer algebra systems such as MATHEMAT-ICA, MAPLE or MATLAB,
from which we can quickly and easily calculate the rst M + Adomian polynomials. We list the corresponding MATHEMATICA code in Appendix A.
For convenient reference for the multi-variable Adomian polynomials, we present the MATHEMATICA code for Duan's Corollary 1 algorithm [54] in Appendix B, and also list the rst six two-variable Adomian polynomials for the di erential nonlinearity Nu = f (u(x), u ′ (x)) in Appendix C.
In Section 2, we present the multistage ADM for BVPs for computation of positive solutions. In Section 3, we investigate four homogeneous nonlinear examples including a nonlinear BVP with a quadratic nonlinearity in the rst-order derivative, a nonlinear BVP with a quadratic nonlinearity in the solution with a singular variable system coe cient, a nonlinear BVP for the unforced pendulum equation and a nonlinear BVP for the unforced van der Pol equation, for which we consider partition of the original domain into two, three and four subintervals to demonstrate an accelerated rate of convergence by increasing the number of subintervals as well as by adjusting the lengths of subintervals in the multistage ADM for BVPs. Section 4 summarizes our ndings.
Description of the proposed approach
We shall assume that the homogeneous nonlinear BVP (1) and (2) has a positive solution, i.e. the solution u(x) satis es u(x) > , for a < x < b. For necessary conditions for the existence and uniqueness of a positive solution of nonlinear BVPs, see [1] . Using Adomian's operator-theoretic notation, we rewrite Equation (1) as
, and
In order to obtain the positive solution, we apply the multistage ADM for BVPs [56] , and partition the original domain into at least two subdomains such that
Thus we have changed our original problem of a second-order homogeneous nonlinear BVP into two contiguous second-order inhomogeneous nonlinear BVPs, where one of the boundary conditions is u(ξ ) > by our assumption of a positive solution.
We next derive the modi ed recursion scheme in the ADM for nonlinear BVPs used in each subdomain. Then we present the multistage decomposition scheme for positive solutions.
. The modi ed recursion scheme in the ADM for nonlinear BVPs
In this subsection, we review the modi ed recursion scheme by Duan and Rach [3] in the ADM for the solution of the inhomogenous nonlinear BVP used in each subdomain in the form of
where not all of α and β are 0. We take the inverse linear operator as
Applying the operator L − a,a (·) to both sides of Equation (11) yields
where the boundary value at x = a is used. Using Equation (13), we evaluate u(x) at x = b to obtain
Substituting the boundary value at x = b from Equation (12) into Equation (14) and after appropriate algebraic manipulations, we obtain
Substituting Equation (15) into Equation (13) yields
which is an equivalent nonlinear Fredholm-Volterra integral equation for the nonlinear BVP (11) and (12) . Substituting the Adomian decomposition series for the solution u(x) and the series of Adomian polynomials in Equation (3) into Equation (16), we have
The solution components un(x) may then be determined by the classic Adomian recursion scheme
Other recursion schemes, such as the modi ed recursion scheme of Wazwaz [57, 58] , or the parametrized recursion scheme of Duan [3, 53, 59] can be used instead to facilitate computation or increase the rate of convergence. The nthstage approximation obtained by the ADM is the truncated decomposition series
We note that if we use the alternate inverse linear operator
the equivalent nonlinear Fredholm-Volterra integral equation for the nonlinear BVP (11) and (12) is
. The multistage decomposition scheme for positive solutions
We return to the homogenous nonlinear BVP (1) and (2). For this type of nonlinear BVPs, we nd by the standard recursion scheme (17) and (18), in other words the singlestage ADM for BVPs, that we can only obtain the trivial solution, i.e. the zero solution, because the original problem is not in the canonical form of Adomian. In order to obtain the positive solution, we instead apply the multistage ADM for BVPs.
. Suppose the value of the solution at the interior point is u(ξ ) = η, which represents a positive undetermined constant.
Subinterval 1:
We solve the inhomogeneous nonlinear BVP
From Equation (16), we obtain the equivalent nonlinear Fredholm-Volterra integral equation for the solution
which leads to the modi ed recursion scheme
where we denote the mth-stage approximation in the rst subinterval as
Subinterval 2:
where we denote the mth-stage approximation in the second subinterval as
Next we match the two approximations φ 
where the boxcar functions are de ned as
andΠ
We note that the matching equation for m = is 
Numerical examples
We consider four homogenous nonlinear BVPs in the form of (1) and (2).
We remark that the command 'NDSolve', i.e. the native command for numerically solving di erential equations in MATHEMATICA, cannot give the positive solution, but can only give the zero solution for Examples 1, 3 and 4, and cannot give any solution whatsoever for Example 2 due to the presence of singularities. Example 1. Consider the homogeneous nonlinear BVP with a quadratic nonlinearity in the rst-order derivative
The positive solution of this BVP is u
We partition the interval [ , ] into two subintervals [ , . ] and [ . , ], and let u( . ) = η, which is a positive undetermined constant.
By the decomposition of the solution u(x) = ∞ n= un(x), the Adomian polynomials for the di erential nonlinearity Nu = (u ′ (x)) are
In the subinterval [ , . ], using Equations (23)- (25), we calculate the solution components
where the nth-stage approximation in the rst subinterval is φ ( ) n (x; η) = n− k= u k (x). In the subinterval [ . , ], using Equations (29)- (31), we calculate the solution components
where we denote the nth-stage approximate solution in the second subinterval as φ
By solving the matching equation for the ux at the interior point x = . . In a similar manner, we obtain the sequence of values of η [φn] for n = , , . . . . In Table 1 , we list the values of η[φn] for n = , , . . . , . We note that the true value of η is . . Thus we express the matched nth-stage approximant as
The curves of the exact solution u * (x) and the matched nth-stage approximations φn(x) for n = , , , are shown in Figure 1 . Furthermore, we have computed the error function
and the maximal error parameters for the nth-stage approximation φn(x). The curves of the error functions En(x) for n = through 8 are plotted in Figure 2, which displays a rapid rate of convergence on the domain of validity. The MATHEMATICA command 'NMaximize' can be conveniently used to compute the maximal error parameters MEn. We list the values of the MEn for n = , , . . . , in Table 2 . The logarithmic plots of the values of ME through ME are displayed in Figure 3 , which demonstrates an approximately exponential rate of convergence for the obtained decomposition series. Example 2. Consider the homogeneous nonlinear BVP with a quadratic nonlinearity and a singular variable system coe cient
The positive solution of this BVP is u * (x) = π sin(πx).
We partition the interval [ , ] into two subintervals [ , . ] and [ . , ], and let u( . ) = η, a positive undetermined constant. We note that the system coe cient sin(πx) has singularities at the boundaries x = and x = . We will use the same 
In order to calculate the recursion integrals analytically, we express the singular coe cient as
In the subinterval [ , . ], from Equation (20) we obtain the equivalent nonlinear Fredholm-Volterra integral equation as
The solution components on the subinterval [ , . ] are calculated to be
In the subinterval [ . , ], from Equation (29) we obtain the equivalent nonlinear Fredholm-Volterra integral equation as
The solution components on the subinterval [ . , ] are calculated to be We have also computed the error functions En(x) = φn(x) − u * (x) and the maximal error parameters
The curves of the error functions En(x) for n = through 9 are plotted in Figure 5 , which displays a rapid rate of convergence on the domain of validity. The values of the MEn for n = , , . . . , are listed in Table 4 . The logarithmic plots of the values of ME through ME are displayed in Figure 6 , which demonstrates an approximately exponential rate of convergence for the obtained decomposition series.
We note that Examples 1 and 2 are taken from reference [2] , where Wazwaz has shown that the method of undetermined coe cients in the ADM combined with the Padé approximants technique can also be used to obtain the positive solutions of homogeneous nonlinear BVPs. Example 3. Consider the nonlinear BVP for the unforced pendulum equation featuring a sinusoidal nonlinearity and subject to homogeneous Dirichlet boundary conditions
By the decomposition of the solution u(x) = ∞ n= un(x), the Adomian polynomials for the sinusoidal nonlinearity Nu = sin(u(x)) are
which were rst published by Adomian and Rach [60] in 1983.
We partition the interval [ , ] into two subintervals [ , ] and [ , ] and assume that u( ) = η, which is a positive undetermined constant. 
On the subinterval [ , ]
, the solution components are
By solving the matching equation for the ux at the interior point x = and using a similar technique as used in Example 1, we obtain the values η[φn] in Table 5 . We note that the solution of the nonlinear BVP (50) and (51) is identical to the solution of the following nonlinear IVP over the interval [ , ]
where the positive number β satis es K(β / ) = , which means that the half period of the solution of the IVP (52) and (53) is 2, and where K is the complete elliptic integral of the rst kind,
The value of β is . .... The exact solution of both this IVP (52) and (53) and the BVP (50) and (51) can be expressed as
where sn(z, k ) is the Jacobi elliptic function [61] . The true value of η is u * ( ) = .
.... We take β = . and plot the curves of the exact solution u * (x) and the matched nth-stage approximations φn(x) for n = , , , in Figure 7 , where the curves of u * (x) and φ (x) overlap. The curves of the error func- tions En(x) = φn(x) − u * (x) for n = , , , are plotted in Figure 8 , which displays a rapid rate of convergence on the domain of validity. The maximal error parameters MEn = max ≤x≤ |φn(x) − u * (x)| for n = , , , are listed in Table 6 , and the logarithmic plots of the values are displayed in Figure 9 , where the values of the MEn decrease in an approximately exponential rate.
Example 4.
Consider the nonlinear BVP for the unforced van der Pol equation featuring a product nonlinearity and subject to homogeneous Dirichlet boundary conditions
By the decomposition of the solution u(x) = ∞ n= un(x), the rst six Adomian polynomials for the product nonlin-
which were rst published by Adomian in 1994 [17] . Generally, we have
First, we partition the entire interval [ , ] into two equallength subintervals [ , ] and [ , ] . Let u( ) = η, which is a positive undetermined constant. On the subinterval [ , ] , the solution components are calculated by the modi ed recursion scheme
On the subinterval [ , ] , the solution components are calculated by the modi ed recursion scheme
Solving the matching equation for the continuity of the ux at the interior point x = , we nd that for n = , the matching equation gives η = , and for n = the matching equation becomes η + η = η, which has one Table 7 .
The curves of the matched nth-stage approximations φn(x) for n = , , , , are plotted in Figure 10 , which presents a skewed bell shape in appearance. Since the exact solution is unknown a priori, we instead investigate the error remainder functions
and the maximal error remainder parameters
In this case, we have used the supremum operator sup(·) instead of the maximum operator max(·) in our formula for the MERn, since the second-order derivative may fail to exist possibly at the interior endpoints of subintervals for the matched approximations φn(x).
In Appendix D, we present an overview of error analysis formulas tailored to analytic approximate solutions by the ADM, including when the exact solution is unknown in advance. The curves of the error remainder functions ERn(x) for n = , , , , are plotted in Figure 11 , which displays a rapid rate of convergence on the domain of validity. The maximal error remainder parameters MERn for n = , , , , are listed in Table 8 . The logarithmic plots of these values are displayed in Figure 12 .
We have also checked the Figure 13 , which suggests that we can increase the rate of convergence by increasing the number of stages in the multistage ADM for BVPs for equal-length subintervals. Next, we partition the interval [ , ] into three unequal-length subintervals [ , ] , [ , ] and [ , ] . In order to compare the rate of convergence of the 3-stage ADM solution with equal-length subintervals with the 3-stage ADM solution with unequal-length subintervals, we display the two sets of logarithmic plots of their respective MERn data sets in Figure 14 . The set of logarithmic plots of the MERn data for the 3-stage decomposition spline with unequal-length subintervals possesses a steeper negative slope than the set of logarithmic plots of the MERn data for the 3-stage decomposition spline with equal-length subintervals, which demonstrates a more rapid rate of convergence for the 3-stage ADM solution series for unequallength subintevals than the 3-stage ADM solution series for equal-length subintevals. Note that we have judiciously adjusted the lengths of the subintervals for the unequallength 3-stage ADM decomposition series to favor the area of the maximum rate of change in the solution, i.e. about the maximum, in order to increase the rate of convergence above that for the equal-length 3-stage ADM decomposition series.
Conclusion
We have presented a new approach to systematically compute positive solutions of homogeneous nonlinear BVPs by the multistage ADM for BVPs. We rst partition the original interval into two or more subintervals, and next derive the equivalent nonlinear Fredholm-Volterra integral equation for the solution within each subinterval, and the appropriate modi ed recursion scheme for calculation of the solution components. Next we match each subinterval's approximate solution by applying the continuity condition of the ux at the interior point, or interior points as required. Finally we combine the matched sub-solutions using the boxcar function. The proposed approach yields an easily computable, readily veri able and rapidly convergent sequence of analytic solution approximations.
In the introduction, we have reviewed the concept of the ADM and the Adomian polynomials for convenient solution of nonlinear di erential equations. We have described the proposed approach in Section 2 featuring second-order homogeneous nonlinear BVPs using the multistage ADM for BVPs. We have demonstrated the practicality and e ciency of the approach for computation of positive solutions of homogeneous nonlinear BVPs in Section 3 by four numerical examples for a variety of nonlinearities, including a quadratic nonlinearity in the rstorder derivative, a quadratic nonlinearity in the solution with a singular variable system coe cient, a sinusoidal nonlinearity and a product nonlinearity in the rst-order derivative and the square of the solution.
We have also emphasized the rapid convergence of our decomposition series solutions by the sequence of the curves of the error functions, or error remainder functions as required, and the logarithmic plots of the maximal error parameters, or maximal error remainder parameters as required. Each of our computed positive solutions for homogeneous nonlinear BVPs exhibits an approximately exponential rate of convergence usually after the rst few approximations.
Furthermore, we have demonstrated two novel techniques to accelerate the rate of convergence of our decomposition series solutions by increasing the number of subintervals and adjusting the lengths of subintervals in the multistage ADM for BVPs; speci cally we solved Example 4, which has a larger domain than previous examples, using two, three and four equal-length subintervals, and then resolved it using three unequal-length subintervals.
However when the exact solution is unknown in advance, which is most often the case for nonlinear engineering model equations, we instead compute the following error remainder formulas for the Adomian approximate solutions.
The error remainder function:
ERn ( Thus the ADM intrinsically provides the applied scientist and engineer with a valuable capacity to re ne their model equations whenever the computed solution di ers from laboratory measurements allowing for the experimental margins of error. This advantage is unavailable with other solution methodologies that require restrictive assumptions or otherwise alter the model equation for the sake of mathematical tractability over preference to physicaldelity, including linearization or perturbation except in socalled linear regimes, where the nonlinearity becomes irrelevant anyway. Thus modeling and application of the solution procedure should be used interactively in the design process as ably recommended by Adomian on Pages 1 through 5 in [17] .
