INTRODUCTION

Traditional trajectory generation
In an automation process the user must pick a velocity profile that is as fast as possible, but which still respects acceptable tracking-error-levels. Some situations may favor speed and permit relatively large errors, while others may demand accuracy at the expense of speed. This paper addresses the problem of deriving a velocity profile which is as fast as possible given a specified level of tracking error.
Usually a robot-system will have a generic trajectory that it will apply to all motions, where only the boundary conditions will vary. A complete task could for instance consist of a number of via-points connected by individual generic trajectories. In most industrial robots, the controller parameters are fixed by the robot manufacturer. If the controller is not able to accomplish the demands produced by the trajectory generator, the completion time of the trajectory will typically be extended, in order to ease performance demands. By extending the completion time, the most demanding part of the trajectory will govern the speed through the whole trajectory. The advantage of this method is that it is very simple, the disadvantage is that performance is not very good.
Generating an optimal trajectory
Another approach is to calculate an optimal trajectory based on a model of the robot and controller.
Bobrow and Dubowski [3] and Shin and McKay [15] provide a method for finding an optimal time trajectory, where the geometric path is given. These methods use a model of the full system dynamics, actuator limits and state dependent constraints. The result of the optimization is a "bang-bang" control, where one or several actuators will be saturated constantly. A paper by Shiller and Lu [14] shows that for special cases (singular points and arcs) the "bang-bang" law is not a good solution. A modified algorithm that deals with these special cases is presented. Shiller and Chang [13] improved dynamic tracking performance by pre-shaping the trajectory with an inverse model of the controller. While this method improved tracking speed, it did not allow an explicit specification of error level.
Trajectory Time Scaling
A different idea is to shape the time scaling (or acceleration/velocity profile) of the trajectory based on the ability of the manipulator to track the trajectory.
Hollerbach [9] derived a time-scaled dynamic model of a robot manipulator, primarily for the case of a constant scaling factor applied uniformly across the trajectory. He found that as the trajectory was scaled in time by the factor , the inertial and velocity product terms scaled with . He proposed that this could be used to efficiently plan trajectories which do not saturate the actuators of the manipulator.
Dahl and Nielsen [6] used essentially the same method to modify the nominal trajectory on-line.
Their method locally slowed the trajectory in regions where the model predicts actuator saturation.
Our work differs from these studies in two respects. First, we rely on tracking error information to modify the trajectory speed and do not use a model of the robot or controller. Second, we study the problem of repeated trajectories which are performed over and over. Our algorithm updates the time scaling (acceleration/velocity profile) between repetitions. This allows for non-causal adaptation.
Two related types of control are Repetitive Control (RC) [8] and Learning Control (LC) [1] . Both methods reduce or eliminate tracking error when either the input command or the disturbance are periodic. The key distinction between these controllers and our system is that both RC and LC assume that the user requires perfect trajectory tracking at all times and both assume that the command trajectory cannot be modified.
Proposed solution
The idea pursued in this paper is to incorporate the trajectory generator in the feed-back loop, and to speed up or slow down the trajectory in accordance with the ability of the robot and controller to follow it. Moreover, our method recognizes that full tracking accuracy may not be required for all task segments. If the accuracy requirement is relaxed, higher speeds are possible. The proposed modification of the trajectory velocity profile will be done iteratively after each trajectory has been completed, and hence is only applicable to repeated trajectories. However, to repeat a trajectory is very often the task for a robot. This paper will describe experimental evaluation of an algorithm which iteratively increases or decreases local trajectory speed to achieve a specified level of accuracy.
LOCAL CHANGE IN TRAJECTORY PARAMETRIZATION
Assume that a trajectory, tr(τ), is given as position, velocity and acceleration (p(τ), v(τ), and a(τ)) in terms of a parameter τ. Introducing a mapping function between real time and this parameter, τ=f(t),
gives the ability to manipulate how the trajectory tr(τ) relates to real time, t.
p(τ), is a n-dimensional vector, where n is the number of degrees-of-freedom. Since f(t) is a scalar function and is used in all components, the commanded trajectory will always stay on the same path in space, regardless of f(t). The mapping function will simply tell where on the path the manipulator should be at what time.
Position, velocity and acceleration given in terms of real time, t, are defined as,
ALGORITHM
The proposed algorithm is to be used for a repetitive task. It works by modifying the trajectory in between every run, and has the task of improving performance of the system. Performance in this context is defined to be task completion time, while a specific tracking error tolerance in maintained.
Fundamental assumption
The following algorithm is based on one fundamental assumption, regarding a robot-arm/manipulator and a trajectory following task. Higher actuator demands result in higher tracking error. An argument can be made on the basis of energetics that the above must be true. As the acceleration profile of the trajectory is increased, the power required by a dynamic system to exactly perform it increases.
However, the power output of any controller is finite. Thus the error will increase as the demanded power exceeds the available power. Considering the stated assumption and the result above, we can increase and decrease tracking error by locally changing the slope of the mapping function, f(t). However, we will have to make sure that is sufficiently smooth so that terms are negligible.
To reduce the burden of computing the trajectory adjustment at each control sample, we introduce "checkpoints" which are sub-samples at which we estimate error and modify the mapping function.
The error function
The error function provides a measure of how well the system follows the commanded trajectory.
The following error function is proposed,
where p di is desired position for joint i, p ai is actual position for joint i, v di is desired velocity v ai is actual velocity, w pi is relative weight of joint i's position error, w vi is relative weight of joint i's velocity error and n is the number of degree of freedom.
Smoothing
Earlier we argued that the mapping function should be smooth. Since the mapping function will be modified by the error signal which is noisy, we must perform a smoothing operation. The algorithm adjusts the velocity profile in between every task run, which makes it possible to use a non-causal smoothing filter. The anti-causality allows a degree of preview through which the trajectory can be modified in advance of errors. A very straightforward non-causal smoothing window is a triangle function centered around zero. The tracking error data used for adjusting is the smoothed version of the error data at each checkpoint.
Modification of the slope of the mapping function at the checkpoints
In any real system, there will be a minimum error level where slowing down the trajectory does not have any consequent effect. This lower level of error is due to sensor noise, environmental disturbance noise and velocity derivation noise. The proposed algorithm is designed to work above this lower boundary and relies on the assumption that slower speed means less error. This means that a desired error level, , as a function of checkpoint (space) must be specified. We also define where is the smoothed error sequence, and is the desired error sequence.
All checkpoints are adjusted after each iteration. To simplify the notation, the symbol k is substituted for . The expression for the modification of the k-values is,
where the superscript denotes iteration number, is an upper limit on adaptation, and is the adaptation gain.
Another aspect, not yet addressed, is how to interpolate between the checkpoints. One possible solution would be to put a spline through all checkpoints and hence make sure that the is smooth.
This is computationally intensive, and might be too much for a real-time algorithm. Another solution would be to do a linear interpolation between points. Instead we used a simpler computational method in which the value for is kept constant between checkpoints.
Convergence
The algorithm presented is iterative, and a condition may be defined to terminate the adaptation.
One such stop criterion could be,
where ε is user specified, . This formulation provides a good method to make sure that the maximum deviation from desired error level is within certain bounds. Another choice for measuring progress would be to look at,
where e d and e s are vectors. One can look at equation (8) as a cost function, and the slope values of f(t) at every checkpoint as dimensions in a nonlinear optimization problem. The modifications to the slope of f(t) at every checkpoint should then be done in the direction of,
at every checkpoint. For small , has the same sign as . In this case the proposed algorithm takes a step in the gradient direction, and the algorithm actually works in a steepest decent manner. However, locally changing also means an implicit change to . The more local the change to is, the bigger is likely to become. The smoothing will however inhibit the growth of , because it limits the local change of . This then suggests that high smoothing (wide window) means a safer convergence (the algorithm is more likely to move in the direction of the gradient), but restricts how much can change locally, and therefore how much performance increase can be obtained. Less smoothing (more narrow window) means aggressive tuning with potentially higher performance gain, but at the same time bigger risk of not converging. The ideal choice of window width (filter order) would then be to choose as
narrow a window as possible without loosing convergence.
EXPERIMENTAL RESULTS
Mini Direct-Drive Robot
Experiments with this algorithm were performed on a prototype, 5-axis, mini direct drive robot 
Control system
The robot is controlled by a digital signal processor (Texas Instruments TMS320C30 DSP) board [11] . The interrupt routine that reads sensor values, computes the trajectory and control, and outputs current commands to the motor drivers, runs at 1000Hz. Each joint has a PID servo controller augmented by a feedforward torque control based on a linearized dynamic model [10] [7] . The parameters of this model were fine tuned based on measured data, such that the model would be as close to the real behavior as possible with the given structure. Also, the control system contains a gravity compensating term, so that this would not be left to the integral part of the PID controllers. More details on the control system can be found in [4] .
The task
A microtiter plate is a rectangularly shaped plastic container, made up of an array of small wells which is widely used in bio-medical laboratory tasks. The most widely used standard is 96 wells in a 107mm x 71mm array.
The test task consisted of 34 via-points, meaning 34 point-to-point trajectories. At each via-point, velocity was specified to go to zero. The task was to position the end-effector above selected wells, poke into the well, retract and move on to the next one. The wells, their ordering sequence, and the distance in the horizontal plane between well centers can be seen in Table 1 . There are 3 via-points for each well but only one for the last well (since it is not poked into), which makes a total of 34 via-points.
The needle was inserted about half way down into each well (about 10 mm). The points were taught by positioning the end effector by hand and recording joint sensor readings. Therefore, they were not MS 95-081 8 exactly at the same depth in each well.
An experiment
The experiment started out with an initial trajectory having 150 ms to complete each trajectory segment. Each segment was defined by a 3rd order polynomial fitted between starting and ending points.
This initial segment time was chosen since a lower value would result in a high tracking error in the longer segments (Table 1, The error convergence is not strictly decreasing for each iteration. However, the task time is strictly decreasing for each iteration. These aspects will be discussed in more detail below. The initial k-values (all equal 1.0) can be seen in Figure 3 . The numbers along the k-value plot refer to well number sequence (Table 1 -top row). After 73 iterations the k-values and tracking error are shown in Figure 4 .
The end result of the optimization is a new trajectory/task which takes only 68% of the original time, but in which the smoothed error has leveled out throughout the whole trajectory, close to the desired level.
Varying the different parameters
A number of different parameters are incorporated in the proposed algorithm. The most important ones will be discussed below.
Desired error-level
As explained earlier, the error level achievable by a controller is related to the task time by the physics of the plant. If a higher level of error is tolerated, a lower task time can be achieved. From seven different runs of the algorithm where only the desired error level was different (all other parameters ε ε kept the same), we can see that this assumption holds true by studying Figure 5 .
Number of checkpoints
Reducing the number of checkpoints will simplify computation of the algorithm, but will make it harder to locally change trajectory speed. An experiment that had the same task as the one in Figures   3 and 4 but made use of only 68 checkpoints can be seen in Figure 6 . In general the shape is the same, only rougher. It is a good feature that the algorithm is not too sensitive to the number of checkpoints.
In other words the characteristics of the solution are the same, but performance is somewhat lower (task time: 3.7s).
Order of smoothing filter
The filter order (smoothing window width) is important to the algorithm as indicated by equation
9. The window width determines the region that gets dragged down by a big tracking error and the region that gets pulled up by a small tracking error. Figure 7 shows an example where parameters are the same as earlier except that the window width is increased from 24 to 40. Again the general trends are the same, but a smoother sequence is now obtained. Task time for this case was 3.85 second. This experimental result is in accordance with the logic set forward earlier with regard to smoothness.
Update rate
The rate at which the k-values are modified is determined by and in equation (6) . The rate of convergence depends directly on the modification rate, and to get a safe convergence these two variables should be small. The penalty for this is of course more iterations. Two examples were done in order to support this statement. In these examples there was no stop criterion but a fixed number of iterations. In the first case and . The development through 200 iterations is shown in Figure 8 (shorter trace). It is interesting to note that the task time decreases relatively quickly, but actually increases after a while. In the second case , and a total of 500 iterations were done (Figure 8 -longer trace) . In this last case the system moves slower, but flattens out after about 250 iterations, even though it still overshoots some. The slower update rate eventually converges to a shorter task time. It seems from the results that the two cases have different optima. A possible explanation is that they arrive at different local minima. As argued earlier, a slower update rate which generates less modification during each iteration has in general better convergence properties.
CONCLUSION AND DISCUSSION
Trading Error for Speed in Repeated Trajectories
A fundamental assumption was made that "Higher actuator demands results in higher tracking error". This assumption was shown to be true for our system in the experiments depicted in Figure 5 .
Based on this fundamental assumption it was argued that one should define a desired tracking error throughout the entire trajectory and try to modify the mapping function in order to achieve this desired tracking error. This meant to increase trajectory speed and actuator demands in regions with too little tracking error and to decrease trajectory speed and actuator demands in regions with too high tracking error. This method could offer users of robots and motion control systems the ability to explicitly trade tracking performance for higher speed.
Implementation and results
The algorithm was implemented by the use of checkpoints at which tracking errors were recorded and the local trajectory speed (slope of mapping function) could be changed. Smoothing of the recorded errors was performed by convolution with a non-causal triangular window. The non-causality was important to provide a preview so that the trajectory could be slowed down in advance of high acceleration demands.
Experiments were performed on a 5 DOF mini robot and completion time of a sample task was reduced from 5.1s to 3.49 s after 73 iterations. During these iterations, portions of the task were speeded up and portions were slowed down to meet the specified error level. By using the algorithm for a variety of different parameter settings, it was shown that the algorithm was also robust. Important parameter settings are width of smoothing filter window, number of checkpoints, and update rate. A wide window is safer with respect to convergence, but has less potential of performance gain. The more checkpoints, the better the algorithm works, but is computationally more expensive. Slower update rate is better with respect to convergence, but takes more iterations.
Usefulness
The algorithm seems to be applicable to industrial robots, since it is designed to work for repetitive tasks which are very common in industry. Except for a few parameters, the algorithm is independent of task, robot, and controller, using tracking error data as the only source of information.
The only parameter that should be adjustable by the robot user is the degree of smoothing (width of smoothing window filter). This parameter can be used to trade between the system's ability to track features of the desired error 'trajectory' vs. sensitivity to noise.
Another potentially useful feature of this algorithm is that it allows for specifying regions of a task where tracking error is crucial, and other regions where close tracking is not so important. Although in our example we have specified a constant level of desired error, there is no reason that this target cannot be a function of the geometric path. The portions of the task which require highest accuracy will be performed slowly while less critical sections of the same task can be performed at maximum speed. 
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