Predicting shear stress distribution has proved to be a critical problem to solve. Hence, the basic objective of this paper is to develop a prediction of shear stress distribution by machine learning algorithms including artificial neural networks, classification and regression tree, generalized linear models. The data set, which is large and feature-rich, is utilized to improve machine learning-based predictive models and extract the most important predictive factors. The 10-fold cross-validation approach was used to determine the performances of prediction methods. The predictive performances of the proposed models were found to be very close to each other. However, the results indicated that the artificial neural network, which has the R value of 0.92 ± 0.03, achieved the best classification performance overall accuracy on the 10-fold holdout sample. The predictions of all machine learning models were well correlated with measurement data.
engineering. The input and output variables are selected for the MLA and can be used with modern regression techniques to fit the measured data. MLAs include the training and testing parts to develop models that can be learnt from experience and data (Mitchell ) . Bhattacharya et al. () modeled the sediment transport using two machine learning approaches (artificial neural networks (ANNs) and model trees). For field measurements, the MLA models outperform the existing models. In addition, the MLA model gives the least errors.
They stressed that the utilization of MLA in sediment transport modeling can be proposed, and further research in this area is strongly recommended.
Samandar () investigated the friction coefficient in
open channel flow using an adaptive neural-based fuzzy inference system (ANFIS). He showed that there is a good correlation between the experimental data and predicted results. Genc et al. () studied the mean velocity and discharge for small streams using ANNs and ANFIS. They compared the accuracy of these models using multiplelinear regression models and found that the ANFIS model performed better than the ANN.
MLA has been applied to flood forecasting by Han et al. () . They investigated an optimum selection among a large number of various input combinations and parameters for any modelers in using support vector machines (SVM).
They made a comparison with some benchmarking models such as transfer function, trend and naive models. They reported that SVM is able to surpass all of these models in the test data, at the expense of a huge amount of time and effort. They also revealed that linear and nonlinear kernel functions can yield superior performances against each other under different circumstances in the same catchment (Shrestha et al. ) .
Azamathulla & Jarrett () investigated the utilization of gene-expression programing to estimate the Manning's roughness coefficient for high-gradient streams. The determination of Manning's n values has much importance for researchers and field engineers. They have reached substantially more effective results than the classical methods.
The basic aim of this paper is to investigate the applicability of the MLA approach as a reliable and efficient method to determine the shear stress in small streams. The velocity measurements, which were carried out by the first and third author in central Turkey, were utilized to model the shear stress.
A BRIEF REVIEW OF THE SHEAR STRESS DISTRIBUTION FOR OPEN CHANNELS
Shear stress distribution is related to the shape of the cross section, flow resistance, sediment transport rate, side wall correction, and channel erosion, etc. Shear stress is not always uniformly distributed over the perimeter of the cross section. A simplifying cross section averaging onedimensional hydraulic equations was preferred to determine the flow properties in small streams. Conventional methods include velocity samples and empirical formulas. Some characteristics, such as the energy line slope and the roughness, tend to vary with time and water depth section by section through the flow direction. Therefore, application of traditional methods is difficult particularly in an unsteady non-uniform flow (Ardiclioglu et al. ) . For uniform flows, average shear stress at a cross section can be given as the following equation:
where τ 0 expresses the shear stress. γ shows the specific gravity of water. R is the hydraulic radius (¼A/P in which A is the wetted area and P is wetted perimeter). S is the energy line slope.
Schlicting () proposed another approach that based logarithmic relation between the shear velocity and the variation of velocity with height for local bed shear stress
where u signifies the velocity at z. z represents the distance from the bottom of the roughness elements. u * indicates the shear velocity, (¼(τ 0 /ρ) 1/2 , in which ρ is the water density 
DATA SOURCES AND FIELD MEASUREMENTS
In this paper, the data source that was used to validate the methodology was collected through field measurements in In Table 1 , columns 1 and 2, the stations' names, number of measurements, and dates are presented. In column 3, Q denotes the discharges that were determined using the velocity-area method. In columns 4 and 5, the mean velocity, U m , and the free water surface velocity, u ws , may be seen respectively. The cheapest and easiest way to determine water surface velocity is to simply float something down the stream and see how fast it goes. In field measurements, water surface velocities, u ws , were readily obtained with an object that is movable on the water surface. In this study, a chronometer was used to measure how many seconds it took for a tree branch to pass a distance of 10 meters.
In Table 1 , columns 6-9, variables pertaining to the shape of the measured cross section are presented. A is the cross section area. H max is the maximum water depth.
T is the water surface width. T/R is the aspect ratio, with R (¼A/P) being the hydraulic radius where P is the wetted perimeter. As seen in column 10, S ws is the water surface Recent studies showed that the ADV device is wellsuited to measure turbulent velocities in small streams; therefore, it is assumed that the velocity signal outputs are In these field measurements, each vertical velocity distribution along the cross section at four stations was determined. As mentioned above, according to the water surface width, the number of verticals at each station measured cross section was decided. The number of verticals varies from 4 up to 10. Afterwards, shear stress distribution in the measured vertical was calculated using these vertical velocity distributions. The shear velocity, u * , and roughness parameter, k s , can be determined by Equation (2) Using k s /30 values and shear velocities, u * , having the best fit with measured data can be determined by Equation (2).
A sample vertical velocity distribution can be seen in Figure 3 for Sahsenem_2 at y ¼ 170 cm. First, the measured vertical velocities, u, were plotted against H in a semi-log graph, and the logarithmic layer was determined for measured vertical slices, as seen in Figure 3 (b) . Using this straight line, k s /30 value was obtained as 1.85 (in bold) in Table 2 . Then, shear velocities u * having the best fit with measured data were determined using Equation (2) 
PREDICTION MODELS
Predictive modeling is the process by which a model is created or chosen to try to best predict the probability of an outcome (Geisser ). In many cases, the model is chosen to guess the probability of an outcome given a set amount of input data, not unlike an email determining how likely it is that it is spam. Predictive analytics is a broad term describing a variety of statistical and analytical techniques used to develop models that predict future events or behaviors. The form of these predictive models varies, depending on the behavior or event that they are predicting.
Most predictive models generate a score (a credit score, for example), with a higher score indicating a higher likelihood of the given behavior or event occurring (Nyce ).
ANNs
ANNs are one of the most popular machine learning methods. 
Classification and regression tree
The classification and regression tree (C&R-T) model is a treebased characterization and prediction method. This method recursively divides the training set into similar parts. The C&R model examines the input fields to determine the best split scenario. At the end of each split, the training records are split into two subgroups. This is a recursive process, and this recursion continues until a stopping criterion is met.
The purpose of creating the C&R-T is to have subgroups with similar output values. This similarity is measured by some type of node impurity measure. The split is made only if the split for a branch reduces the impurity by less than a predetermined value. The least-square deviation criterion is used to calculate the level of impurity for regression-type problems. There are two fields in the data set: frequency field and case weight field. These two fields are used to reduce the size of the data set. The frequency field means the number of observations that each record represents. It is useful to reduce the size of the data set, because instead of having one record for every individual, one record The case weight field is used when the records in the data set are to be treated unequally. This unequal treatment helps to reduce the size of the data set. Consider a survey made in a school, where 100 students respond and 10,000 students do not respond. If you define a case weight equal to 1 for responders and 100 for non-responders, then you can include all of the responders but just 1% of the nonresponders. This way, the size of the data file can be considerably reduced (IBM SPSS Modeler ). 
Generalized linear models

Performance criteria
Root mean square errors (RMSE), mean absolute errors (MAE), residual mean error (RME), and correlation coefficient, R statistics were used as performance criteria to compare our prediction models. These performance criteria are presented, respectively, as the following forms:
In Equations (3)- (5), N is the number of data sets.
y i-observed denotes the target variable, and y i-estimated denotes the predicted value by the model. Correlation coefficient, R, can be determined as in Equation (6):
In Equation (6), R signifies the sample correlation coefficient. n is the sample size. x is the value of the independent variable. y is the value of the dependent variable. The higher the R values indicate a better performance for compared models (Everitt & Skrondal ) .
Sensitivity analysis for models
Sensitivity analysis is a technique which is used to determine how an independent variable impacts a certain dependent variable under some assumptions. Sensitivity analysis is a way to predict the outcome of a decision if a situation turns out to be different compared to the original prediction.
Sensitivity analysis can be used to test the robustness of the results of a model or system in the presence of uncertainty. It can be used to increase the understanding of the relationships between input and output variables in a system or model. After redundant parts of the model structures are identified, they can be removed to simplify the model.
CASE STUDY AND DISCUSSION
To demonstrate the suggested methodology in the section 'Prediction models', a most popular data mining toolkit was utilized, namely IBM SPSS Modeler 16. The proposed methodology could be applied for determination of shear stress distribution in small streams. The preliminary analysis showed that ANN, C&R-T, and GENLIN are the most satisfactory models (in terms of the presented performance measures) in predicting the target value, shear stress distribution. The target variable shear stress distribution in measured vertical, τ 0 , was predicted through eight observational variables and calculated non-dimensional parameters.
These parameters which symbolized y/T, z/h, T/H, z/T, z/y, T/R, S ws , and u ws , were defined in the previous sections. The number of 145 shear stresses, τ 0 , that were calculated using Equation (2) for each vertical in the measured cross sections were modeled in this paper using the proposed methodology.
The results which were obtained by also employing 10-fold cross-validation for each method are tabulated in terms of discussed criteria metrics (linear correlation, R, and mean squared error (MSE)) in Table 3 . ANN has the R value of 0.92 ± 0.03 with the average MSE value of 4.89 ± 1.79. It is commonly accepted that if R is higher than 0.8, the predictive model has performed fairly well (Hair et al. ) . All our models have passed this threshold. The obtained results reveal that ANNs outperformed the two other powerful machine learning algorithms (e.g., C&R-T and GENLIN).
The lowest values of MAE, and the highest values of R for each model and fold are shown in bold in Table 3 .
Application of ANN model
In our artificial neural network model, we employed the multilayer perceptron (MLP) type of network algorithms with one hidden layer that has between 5 and 10 neurons to predict the target variable, since this specific combination has provided higher results in our preliminary analysis. First of all, the network architecture and ANN model were generated using all the eight input variables which are explained in the previous section. Then, as seen in Table 4 , four performance criteria explained in the previous section were performed to evaluate our ANN model. The average values of RMSE, MAE, RME, and R were calculated as 
Application of C&R-T model
For C&R-T, a single, standard model was generated to determine the relationships between fields using six input parameters (Table 4) . The standard models are easier to interpret. The tree depth for the current node is the maximum tree depth. As default, it was selected as 5. There are three different impurity measures (Gini, twoing, and the least-squared deviation) used to find splits for C&RT models. Gini index was utilized to find splits in this study. As given in Table 3 
CONCLUSION
Shear stress distribution is a precious parameter for the investigations of turbulence, sediment transport, and river management. Determining shear stress distribution has been considered a serious problem. This study demonstrates that machine learning-based methodology can be performed to predict the shear stress distribution in small streams.
ANN, C&R-T, and GENLIN were indicated to be the best by the preliminary studies implemented to obtain which models perform better. In this study, the eight parameters were utilized as inputs to the models for predicting the shear stress distribution in measured verticals. Importance of predictor variables for these models were revealed. The performances of prediction methods were calculated using the 10-fold cross-validation approach. Our ANN model, which has the R value of 0.92 ± 0.03 with the RMSE value of 7.53 N/m 2 , performed better than the other models in predicting the shear stress. In fact, the results that C&R-T and GENLIN are worse have not been presented. It should be particularly expressed that in cases where the shear stress is between values of 0-20 N/m 2 , the estimated and observed values are quite consistent for all proposed machine learning models. As mentioned in previous sections, there are small differences between the models.
Consequently, it is expressed that all these methods may improve a better understanding of shear stress and its distribution in small streams.
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