One of the key aspects of the approaching data-intensive science era is integration of data through interoperability of systems providing data products or visualization and processing services. Far from being simple, interoperability requires robust and scalable e-infrastructures capable of supporting it. In this work we present the case of EPOS, a plan for data integration in the field of Earth Sciences. We describe the design of its e-infrastructure and show its main characteristics. One of the main elements enabling the system to integrate data, data products and services is the metadata catalogue based on the CERIF metadata model. Such a model, modified to fit into the general e-infrastructure design, is part of a three-layer metadata architecture. CERIF guarantees a robust handling of metadata, which is in this case the key to the interoperability and to one of the feature of the EPOS system: the possibility of carrying on data intensive science orchestrating the distributed resources made available by EPOS data providers and stakeholders.
Introduction
In the last few decades the way of carrying on research has changed radically. According to some authors 1 research passed through different eras since the beginning of science, and in the present days we are leaving the computational science era and moving to a new chapter of science history: the data-intensive science era, where the amount of produced data outstrips our capacity of collecting and analysing it and where "the goal is to have a world in which all of the science literature is online, all of the science data is online, and they interoperate with each other" 2 . Interoperability is therefore fundamental. Another complementary view, carried on by other authors 3 states that integration of data, which is one of the main reason for system interoperability, is another core concept: "Data integration is crucial […] for progress in large-scale scientific projects, where data sets are being produced independently by multiple researchers [and] for better cooperation among government agencies".
Since interoperability and data integration are so important, it is possible to observe that theoretical models and eInfrastructures design papers for system interoperability and for data integration, are plentiful in scientific literature: we span from theoretical models developed by huge companies and academic researchers 3, 5 ,to database models and implementation of seismogenic sources 4 , to reviews and summaries on the topic of integration 18 and many others. Together with such diverse, but often complementary, scientific and technical visions, there is an outstanding number of local e-Infrastructure implementations, of local data formats, of metadata standards and data delivery systems which only in a few cases are operative and able to share data with common standards, as in the fortunate case of some Earth sciences like seismology 6 . Given this highly scattered scenario, the fundamental but very demanding task of integration is usually carried on by European-wide organizations or European projects, which can afford long term vision both in term of human and economic resources.
This is exactly what happens in the field of astronomy, astrophysics and remote sensing, where huge organizations such as European Space Agency (ESA), National Aeronautics and Space Administration (NASA), Japan Aerospace Exploration Agency (JAXA) and many others can manage and coordinate in a consistent way all the resources required to carry on research: satellites, telescopes, other sensors or machinery and also the eInfrastructure which enable researchers to retrieve, store, exchange and elaborate data, thus reducing the amount of different data and metadata formats, software and procedures to elaborate data etc.. When just one organization or a small group manages all the resources required to carry on research in a certain science field, then there are good chances that an e-infrastructure with a high interoperability factor is designed and implemented.
Unfortunately this is not the case of Earth Sciences, where the relatively low cost of sensors and hardware (storage, servers, seismic station, GPS station, gravimetric stations, magnetometers etc.) required to create a research infrastructure (RI) allow any institution to create its own implementation of the RI and of the underlying einfrastructure. To overcome this, projects devoted to create synergies among different disciplines have been created, as EUDAT 13 , which deal with the creation of a e-layer to store, securely preserve and cure the data and discovering it or Global Earth Observation System of Systems (GEOSS 14 ), devoted to "proactively link together existing and planned observing systems around the world and support the development of new systems where gaps currently exist". In both cases the common goal is to provide a certain degree of integration of data and datasets coming from different science fields, so that a user might be able to discover geological and linguistic data information with one discovery action (query). Although this global action is important and fundamental, dealing with such diverse data may pose intrinsic limitations to the discovery process.
A peculiar case, studied in this paper, is the European Plate Observing System (EPOS) which deals with data coming from solid Earth Sciences In this case, both community building actions, necessary because of the community high scattering level, and design of e-infrastructure are very ambitious because they are confined in the boundaries of solid Earth Sciences. This project, whose aim is to have a real integration of science data and common access to services from one single integrated online environment, rely on the constructions of the EPOS Integrated Services. They utilise a metadata engine which is one of the main components of the system, and which relies on a specialized, extended implementation of the Common European Research Infrastructure Format (CERIF) model expressly tuned to carry on data intensive science.
In this paper we describe the main features of such system, metadata catalogue and its implementation.
European Plate Observing System
EPOS mission is to integrate existing, but also new, distributed research infrastructures (RIs) for solid Earth Sciences warranting increased accessibility and usability of multidisciplinary data from monitoring networks, laboratory experiments and computational simulations. This is expected to enhance worldwide interoperability in the Earth Sciences and establish a leading, integrated European infrastructure offering services to researchers and other stakeholders.
Indeed, progress in the understanding of the physical processes controlling earthquakes, volcanic eruptions, unrest episodes and tsunamis as well as those driving tectonics and Earth surface dynamics, requires a long-term plan to facilitate integrated use of data, models and facilities from existing, but also from new, distributed research infrastructures for solid Earth Sciences. EPOS represents such a plan and expresses a scientific vision and an IT approach in which innovative multidisciplinary research is made possible for tackling this challenge.
Some of the keywords often mentioned when referring to EPOS are: multidisciplinary, integrated, holistic, comprehensive, efficient, e-Science, all clearly identifying EPOS as a tool to make integrated use of data, data products, software and services (including laboratories) provided by different research infrastructures operating in the solid Earth Sciences domain. Hence, EPOS is not only a portal to domain-specific (thematic) datasets for download: EPOS is this, and much more.
The ambition of EPOS is to overcome the general complexity a researcher must face when using a wide diversity of data and data products to make her/his research, by providing a simple, "one-stop shop" tool. In short: EPOS is more than data download, data mining, data discovery.
The technical goal is to provide an integrated environment where the user can browse, preview and/or select data, and then simply download them or perform processing and modelling directly online.
To create such an integrated environment an e-Infrastructure must be designed.
E-Infrastructure design
In order to organize and properly manage all the intraction between different EPOS actors, EPOS architecture is structured as follows ( Fig.1 ):
• Integrated Core Services (ICS) provide access to multidisciplinary data, data products, and synthetic data from simulations, processing and visualization tools. However, because EPOS means to integrate, analyse, compare, interpret, and present data and information, ICS does not simply mean data access, they are the place where integration occurs • Thematic Core Services (TCS) are infrastructures that provide data services to specific communities (they can also be international organizations, such as ORFEUS 17 for seismology).
• National Research Infrastructures and facilities provide services at national level and send data to the European thematic data infrastructures. The main concept is that the EPOS TCS data and services are provided at the layer where the integration occurs, that is to say the ICS. It will happen by means of a communication layer called the compatibility layer, as shown in the functional architecture (Fig. 2) . This layer contains all the technology to integrate data, data products and services from many communities into a single integrated environment: the Integrated Core Services (ICS).
Figure 2: Functional A rchitecture, describing the technical functional components of EPOS. It specifies for each layer the ICT modules and their function. A t the ICS layer it is fundamental to understand the design of the integrating e-Infrastructure.
Therefore, the ICS, being devoted to the real integration of data, data products and services, represent the "core" of the whole e-infrastructure, In their actual design, ICS are made up of several, modular, interoperable building blocks (top of Fig. 2 ):
1. Metadata catalogue is the key component. It contains all the information that the system might be willing to deal with. It uses CERIF 7 (Common European Research Information Format, recommended to the EU Member States) as a tool to harmonize databases on research projects The metadata describe datasets but also software, services, users and resources such as computers, datastores, laboratory equipment and instruments. It is clear the need for extensive maintenance of this information in the catalog. This can be done either by human or by automated means (recommended), depending on the technologies implemented at the TCS layer, to which the metadata catalogue will connect through the compatibility layer. This is a typical task accomplished by the System Manager. 2. System Manager can be considered as the "intelligence" of the system and is basically a software which manages the whole system. The System Manager takes advantage of the information contained in the catalogue (which is the "knowledge base" of the system) and makes proper decisions according to: (i) user requests, (ii) available resources, (iii) metadata contained in the EPOS metadata catalogue. Therefore, in a EPOS context, this is the place where the brokering techniques -but driven by the metadata in the catalog rather than by program code in the software -will be effective. 3. EPOS Portal and API are functional blocks dedicated to the interaction between users (both, human and machine) and the system. The former deals with the interaction between a human user and the system. A generic user will be enabled to perform actions like: (i) data/data products/sensors/facilities discovery, (ii) data/data products download, (iii) data/data products visualization, (iv) data/data products modeling and processing. However, this layer is not sufficient because EPOS wants to (i) be interoperable with other systems, (ii) be compliant with major European standards, (iii) deliver a high quality service that enable a user to perform programmatically some actions. A locus dedicated to machine-machine interaction is therefore needed. This is exactly the Application Programming Interface (API), which includes a set of native functions enabling a machine use of the EPOS system, as for instance RESTful queries of the type: GET /entity?data_types=[seismwav,GPS,satdata]&lat=45.5345&lon=16.334&startime="datetime". For this latter purpose, the reliable and fully CERIF compliant CERIF-XML standard is used at the present stage in the form of a RESTful service that can be queried to obtain XML-formatted metadata. 4. Services interface module includes all the software and interfaces required to connect outsourced resources as, for instance, linkage to HPC centres or workflow management infrastructure (e.g. VERCE 16 ).
Data Model
As already mentioned, the key to the architecture is the metadata catalogue and hence the metadata model. Metadata can be looked at in two dimensions:
• Metadata to describe the objects of the "EPOS ecosystem"
• Metadata for discovery and services
Metadata to describe EPOS ecosystem objects
This dimension of the metadata concerns the objects of the EPOS "ecosystem": these are classified into users, services (including software), data and resources (computing, data storage, instruments and scientific equipment) as shown in Fig. 3 .
Figure 3: the four models to describe the EPOS ecosystem objects
The User Model describes how a subject (human user, but also a program, or a process) can interact with the EPOS e-infrastructure and determines the design of the EPOS web-portal. This is important to ensure all kind of people, regardless their location, language, expertise and disabilities, can easily access and use the system. Therefore, it will provide the technical instructions to ensure users' security, privacy and trust through its identification, authentication, authorization and accounting (IAAA). IAAA are based on the data policy and access rules describing the degree of openness of the information, data usability, data ownership, and the stakeholders' metric aimed at analysing the impact, influence, engagement, exchanges and ethical risks associated to each user category and the possible utilization of EPOS data and services
The Processing Model is by far the most difficult to create because it has to include all the instruction on how the system performs the calculations and visualization on the different data available within EPOS. It shall provide the core information of ICS, in particular the know-how on integrating data and data products beyond the simple data mining and data archiving currently scattered but still available at a community and national level.
The Data Model serves to describe the data and their associated metadata in order to allow the user to find them, work with them (integrate) and download them.
The Resource Model is a technical description of the physical resources owned by the data providers (i.e. national RIs and Thematic Core Services) that are available for EPOS integration and of those owned outside the EPOS delivery framework that will provide specific IT services (see the processing model). This model is needed to provide the description of the organization of the facilities in both their hardware and software components that will guarantee: (i) data repository, (ii) data processing (calculations) and (iii) visualization (rendering). For each category the model pro-vides a detailed technical IT description with specifics on how to ensure a sustainable and efficient connectivity and therefore to allow the user to reach their content (the data) or to use them (processing and visualization).
Metadata for discovery and services
The other dimension of metadata aims at collecting all the information, which enables a user to perform actions and functions over data and data products. This model, the so-called three-layer model 8 is structured as follows (see also Fig. 4 ):
1. The discovery layer, using Dublin Core as metadata system extended to include the capability to generate from the underlying contextual layer -in addition to Dublin Core -DCAT, INSPIRE and both CKAN and eGMS to allow integration with government open data (data.gov) sources; 2. The contextual layer, using CERIF (Common European Research Information Format, recommended to the EU Member States as a tool to harmonize databases on research projects); 3. The detailed layer, which includes detailed metadata standards by domain or even individual database for each kind of data (or software, computer resources or detectors/instruments) to be (co)-processed. 
CERIF model in the context of EPOS
The core of the proposed structure is the contextual layer, which is built following the concepts and guidelines of euroCRIS organization 19 . The proposed general scheme includes all the main actors and object which participate to the process of research, and which are represented as entities in the Entity Relational scheme. An extensive description of the model and the entities can be found in the Full Data Model documentation 7 . However such scheme was originally thought to describe all aspects of research process which ended up with the publication as a final product. Within the context of EPOS, the product of research is a more complex object, a data product which can potentially include very diverse kind of data and data products. To this extent some modifications were already done: in 2013 a Data extension proposal started by investigating CKAN, DCAT and eGMS and was guided by a draft proposal of the Jisc-funded CERIF for Dataset (C4D) 9 project. As a comprehensive list of all the possible data products would have been very difficult, if not impossible, to draft, a categorization has been carried out taking into account previous work done from NASA, Interface Region Imaging Spectrography (IRIS), UNAVCO 10, 11, 12 and others. This is the so called EPOS data levels categorizaiton:
• Level 0: raw data, or basic data (example: seismograms, accelerograms, time series, etc)
• Level 1: data products coming from nearly automated procedures (earthquake locations, magnitudes, focal mechanism, shakemaps, etc)
• Level 2: data products resulting by scientists' investigations (crustal models, strain maps, earthquake source models, etc) • Level 3: integrated data products coming from complex analyses or community shared products (hazards maps, catalogue of active faults, etc) The modification proposed by C4D is able to handle all the data encompassed by this categorization.
Data discovery at EPOS ICS
The three-layer metadata structure can effectively manage the maximal level of commonality among all the metadata describing datasets provided by the data providers. The community specific metadata (lowest level) is hence not ingested by the system: only a subset of it is mapped into the Metadata Catalogue. However in order to have a reliable access to the local data, the Integrated Core Services had to set up efficient communication mechanisms into the so called compatibility layer. This layer makes possible the linkage between ICS and TCS thus enabling discovery and integration features. The thematic core services (TCS) are developed independently by their respective communities and in order to provide data and metadata to the ICS (but more in general to be interoperable at international level) they should provide software interfaces to access their systems, usually just enduser services to discover appropriate datasets or software and -in some cases -limited processing.
To fetch and discovery the desired data and metadata, ICS can then: (i) access to TCS web-services, (ii) access to TCS generic APIs, (iii) link directly to datasets and ingest the metadata either manually or by means of some automated process. The latter solution is highly un-recommended because of the limited flexibility and huge amount of work required, and is listed here just for the sake of completeness.
To enable such a communication (compatibility layer) a new entity was introduced in the CERIF scheme -the cfServiceInterfaceDescription -and the cfService was used with a special meaning: the entity is supposed to store information about the webservice or API providing data.
The purpose of these two entities is to store all the information which are necessary to enable the system to connect to the desired service and map the metadata of interest into the cfResulProduct entity.
Data Intensive Science
The aim of EPOS is to provide for the solid Earth community a research infrastructure for data intensive science 1 making use of integrated data. To achieve this, two clearly differentiated steps are needed: (i) integration, (ii) intensive data processing. The latter goes beyond the possibility of the EPOS Preparatory Phase Project and the einfrastructure just depicted, whose role is to orchestrate the use of distributed processing facilities (and for instance determine whether it is convenient to move data to HPC centers or code to local repositories with some processing capabilities 20 ). Therefore the former step is fully covered by the EPOS ICS. While some general purpose discovery tools, protocols and mechanisms, as for instance Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) 21, 22 , can be effective for discovery of data repositories or of data itself, when one wants to select and collect huge amounts of data with a fine tuning over the parameters for selection and be able to mange their processing, then a robust handling of metadata is needed. Such tuning is often difficult when using common metadata standards (Dublin Core 23 is an example) alone, because they deal with generic metadata elements avoiding the heavy task of finding a semantic correlation across very different disciplines.
When heterogeneous data are confined within the field Earth Sciences, a general discovery can be carried on using the contextual layer of the just shown three-layers structure, which contains the maximal level of commonality among all the data products. Using the information contained into the metadata catalogue, the system can hence retrieve community specific metadata, thus enabling the user to perform a fine tuning of the discovery parameters (i.e. using specific metadata elements rather than generic ones) and the system itself to orchestrate higher level functions (visualization and processing) over distributed resources.
With such a robust management of metadata through a metadata CERIF-based catalogue, the path to dataintensive science gets closer and closer, thus creating new perspectives for science data processing.
Conclusion
In this work we outline the main concepts of EPOS, and describe its e-infrastructure devoted also to data intensive science. Such e-infrastructure makes use of the CERIF data model not for its usual domain of managing research information but to run a complex metadata engine which will enable EPOS services to perform advanced functions which will improve the capabilities of scientists dealing with Earth Sciences. EPOS has therefore demonstrated the power and utilization of the CERIF data model for building a data-intensive e-infrastructure for geoscience.
