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The strong circular law: a combinatorial view
Vishesh Jain
∗
Abstract
Let Nn be an n×n complex random matrix, each of whose entries is an independent copy of
a centered complex random variable z with finite non-zero variance σ2. The strong circular law,
proved by Tao and Vu, states that almost surely, as n→∞, the empirical spectral distribution
of Nn/(σ
√
n) converges to the uniform distribution on the unit disc in C.
A crucial ingredient in the proof of Tao and Vu, which uses deep ideas from additive combina-
torics, is controlling the lower tail of the least singular value of the randommatrix xI−Nn/(σ
√
n)
(where x ∈ C is fixed) with failure probability that is inverse polynomial. In this paper, using
a simple and novel approach (in particular, not using tools from additive combinatorics or any
net arguments), we show that for any fixed matrix M with operator norm at most n0.51 and for
all η ≥ 0,
Pr (sn(M +Nn) ≤ η) . nCη + exp(−nc),
where sn(M +Nn) is the least singular value of M +Nn and C, c are absolute constants. Our
result is optimal up to the constants C, c and the inverse exponential-type error rate improves
upon the inverse polynomial error rate due to Tao and Vu.
During the course of our proof, we extend the solution of the counting problem in inverse
Littlewood-Offord theory, recently isolated by the author along with Ferber, Luh, and Samotij,
from Rademacher variables to general complex random variables. This significantly improves
on estimates for this problem obtained using the optimal inverse Littlewood-Offord theorem of
Nguyen and Vu, and may be of independent interest.
1 Introduction
Let Nn be an n × n complex random matrix, each of whose entries is an independent copy of
a complex random variable z with mean 0 and finite non-zero variance σ2. The empirical spectral
distribution (ESD) µn of Nn is defined on R
2 by the expression
µn(s, t) :=
1
n
· |{k ∈ [n] | ℜ(λk) ≤ s;ℑ(λk) ≤ t}| ,
where λ1, . . . , λn denote the eigenvalues of Nn/σ
√
n. The celebrated strong circular law of Tao and
Vu [27] asserts that almost surely, as n tends to infinity, µn converges uniformly to
µ∞(s, t) :=
1
π
area{x ∈ C | |x| ≤ 1,ℜ(x) ≤ s,ℑ(x) ≤ t}.
The circular law has a long history dating back to the 1950s when it was conjectured as a natural
non-Hermitian counterpart to Wigner’s famous semi-circle law, and prior to Tao and Vu’s definitive
work, many researchers obtained partial results requiring extra distributional assumptions on the
random variable z and very often weakening the notion of convergence from almost sure convergence
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to convergence in probability (this is not just a technical point and genuinely new ideas are required
to obtain almost sure convergence; see the discussion in Section 2 of [24]). We refer the reader to
the survey [4] and the references therein for a much more detailed discussion of the history of this
problem.
In the case when we further assume that z has 2+η moments for any η > 0, the approach of Bai
[1], Bai and Silverstein [2], and Girko [11] reduces the problem to controlling the lower tail of the
least singular value of the random matrix xI−Nn/(σ
√
n) where x ∈ C is fixed; even when we assume
that z has only non-zero finite variance, controlling the lower tail of the least singular value of this
random matrix is a fundamental step in Tao and Vu’s proof (recall that the least singular value of
a complex matrix Mn, denoted by sn(Mn), is the smallest eigenvalue of the positive semidefinite
matrix
√
M †nMn). To this end, Tao and Vu [24] showed using sophisticated techniques from additive
combinatorics that for any constants A,C > 0, there exists a constant B > 0 such that for any
n× n fixed (complex) matrix M of operator norm at most nC ,
Pr
(
sn(M +Nn) ≤ n−B
)
. n−A. (1)
The dependence of B on A and C can be made explicit and was subsequently sharpened in [26].
Note that for the proof of the circular law, fixing C = n0.51 (say) is more than sufficient.
Our goal in the present work is to provide a simple and elementary proof of a quantitative
strengthening of Equation (1) in the setting of the circular law. More precisely, we show:
Theorem 1.1. Let z be a complex random variable with mean 0 and variance 1 and let Nn be an
n× n random matrix, each of whose entries is an independent copy of z. Let M be a fixed complex
matrix with operator norm at most n0.51. Then, for all η ≥ 0,
Pr (sn(M +Nn) ≤ η) ≤ C
(
n5/2η + exp(−cn1/50)
)
,
where C, c are constants depending only on z.
Remark 1.2. (1) In the above theorem, the choice of the power n0.51 is arbitrarily made for
convenience and could be replaced by n0.75−ǫ for any ǫ > 0; in follow-up work of the author [14]
which builds on some of the ideas in this paper, we will show (using a more complicated proof) how
to obtain a bound on the lower tail of M +Nn even if ‖M‖ = O(exp(nc)).
(2) Our bound is optimal up to the constants C, c, 5/2, 1/50. We have not tried to optimize any
of these constants, but note here that with additional work, the constant 5/2 can be replaced by
the nearly optimal value 1/2 + ǫ for any ǫ > 0. Compared to Equation (1), our bound is closer to
(optimal) bounds of the form
C
√
nη + C exp(−cn),
which have been obtained under stronger assumptions: for the case when z is a real subgaussian
random variable and ‖M‖ = O(√n) in the landmark work of Rudelson and Vershynin [21], and for
the case when z is a real random variable and (much more restrictively) M = 0 by Rebrova and
Tikhomirov [19].
Apart from the quantitative strengthening of Equation (1), we believe that our result is also
interesting for the simplicity of the proof techniques, making use only of some standard Fourier an-
alytic techniques along with elementary combinatorial ideas. In particular, in contrast to previous
works in this area, we make no use of tools from additive combinatorics or net arguments. A part
of our proof which we believe may be of independent interest is Theorem 2.11, which extends the
‘counting inverse Littlewood-Offord theorem’ of Ferber, Jain, Luh, and Samotij (Theorem 1.7 in [9])
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from Rademacher random variables to general complex random variables (see Theorem 2.11), and
gives significantly stronger bounds for the so-called counting problem in inverse Littlewood-Offord
theory than can be obtained from the inverse Littlewood-Offord theorems of Tao and Vu [25], and
Nguyen and Vu [17] (see the discussion in Section 2.3). We hope that some of the ideas introduced
in this work can aid in proving strong circular laws in other contexts such as [3, 5] where only weak
circular laws are known so far.
Organization: The rest of this paper is organized as follows. In Section 2, we collect some aux-
iliary results needed for the proof of our main theorem – the key results here are Theorem 2.10
(proved in Appendix A), Theorem 2.11 (proved in Section 4 and Appendix B) and Proposition 2.13
(proved in Section 5). In Section 3, we prove Theorem 1.1 by combining these results. The key
ingredient there is Proposition 3.3.
Notation: Throughout the paper, we will omit floors and ceilings when they make no essential
difference. For convenience, we will also say ‘let p = x be a prime’, to mean that p is a prime
between x and 2x; again, this makes no difference to our arguments. We will use S2n−1 to denote
the set of unit vectors in Cn, B(x, r) to denote the ball of radius r centered at x, and ℜ(v),ℑ(v)
to denote the real and imaginary parts of a complex vector v ∈ Cn. As is standard, we will use [n]
to denote the discrete interval {1, . . . , n}. We will also use the asymptotic notation .,&,≪,≫ to
denote O(·),Ω(·), o(·), ω(·) respectively. For a matrix M , we will use ‖M‖ to denote its standard
ℓ2 → ℓ2 operator norm. All logarithms are natural unless noted otherwise.
Acknowledgements: I am indebted to Nick Cook for the suggestion to consider the complex
setting, as well as very helpful discussions around the circular law. I would also like to thank Kyle
Luh for pointing out that a statement similar to Proposition 2.13 also appears in [20], Hoi Nguyen
for discussing his work [17], and Elizaveta Rebrova for discussing her work [19].
2 Tools and auxiliary results
In this section, we collect some preliminary results which will be used in the proof of Theorem 1.1.
2.1 Anti-concentration
The goal of the theory of anti-concentration is to obtain upper bounds on the Lévy concentration
function, defined as follows.
Definition 2.1 (Lévy concentration function). Let z be an arbitrary complex random variable and
let v := (v1, . . . , vn) ∈ Cn. We define the Lévy concentration function of v at radius r with respect
to z by
ρr,z(v) := sup
x∈C
Pr (v1z1 + · · ·+ vnzn ∈ B(x, r)) ,
where z1, . . . , zn are independent copies of z.
Remark 2.2. In particular, note that ρr,z(1) = supx∈C Pr(z ∈ B(x, r)). We will use this notation
repeatedly.
The next lemma shows that weighted sums of random variables with finite non-zero variance
are not too close to being a constant.
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Lemma 2.3. (see, e.g., Lemma 6.3 in [26]) Let z be a complex random variable with finite non-
zero variance. Then, there exists a constant c2.3 ∈ (0, 1) depending only on z such that for any
v ∈ S2n−1,
sup
v∈Sn−1
ρc2.3,z
(v) ≤ 1− c2.3.
Combining this with the so-called tensorization lemma (see Lemma 2.2 in [21]), we get the
following standard estimate for ‘invertibility with respect to a single vector’.
Lemma 2.4. Let z be a complex random variable with finite non-zero variance. Let M be an
arbitrary n×n complex matrix and let Nn be an n×n complex random matrix each of whose entries
is an independent copy of z. Then, for any fixed v ∈ S2n−1,
Pr
(‖(M +Nn)v‖2 ≤ c2.4√n) ≤ (1− c2.4)n,
where c2.4 ∈ (0, 1) is a constant depending only on z.
The next classical lemma, due to Esseen, is a generalization (up to constants) of the Erdős-
Littlewood-Offord anti-concentration inequality.
Lemma 2.5 (Theorem 2 in [7]). Let z1, . . . , zn be jointly independent complex random variables and
let t1, . . . , tn be some positive real numbers. Then, for any t ≥ maxj tj, we have
ρt,
∑n
j=1 zj
(1) ≤ C2.5t2

 n∑
j=1
t4j (1− ρtj ,zj(1))


−1/2
,
where C2.5 ≥ 1 is an absolute constant.
The next definition isolates a convenient property of the random variables we consider in this
paper.
Definition 2.6. We say that a complex random variable z is C-good if
Pr(C−1 ≤ |z1 − z2| ≤ C) ≥ C−1, (2)
where z1 and z2 denote independent copies of z. The smallest C ≥ 1 with respect to which z is
C-good will be denoted by Cz.
Indeed, as the following lemma shows, complex random variables with finite non-zero variance
are C-good for some finite C, so that there is no loss of generality for us in imposing this additional
restriction.
Lemma 2.7. Let z be a complex random variable with variance 1. Then, z is Cz-good for some
Cz ≥ 1.
Proof. Since Var(z) = 1, there must exist some uz, vz ∈ (0, 1) such that ρvz ,z(1) ≤ uz. Therefore,
letting z′ denote an independent copy of z, we have
Pr
(
|z − z′| ≤ vz
2
)
≤ ρvz ,z−z′(1) ≤ ρvz ,z(1) ≤ uz.
Moreover, since E[|z−z′|2] = Var(z−z′) = Var(z)+Var(z′) = 2, it follows from Markov’s inequality
that
Pr
(
|z − z′| ≥ 2(1− uz)−1/2
)
≤ 1− uz
2
.
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Combining these two bounds, we see that
Pr
(vz
2
≤ |z − z′| ≤ 2(1− uz)−1/2
)
≥ 1− uz
2
,
which gives the desired conclusion.
We conclude this subsection with the following consequence of Lemma 2.5.
Lemma 2.8. Let z be a complex random variable with variance 1. There exists a constant C2.8 ≥ 1
depending only on z such that for all w := (w1, . . . , wn) ∈ (Z + iZ)n with support of size at least
n0.99,
ρ1,z(w) ≤ C2.8n−0.495.
Proof. As above, we know that ρvz ,z(1) ≤ uz for some uz, vz ∈ (0, 1). Therefore, for all j ∈ supp(w),
ρvz ,wjzj(1) ≤ ρ|wj |vz ,wjzj(1) ≤ ρvz ,zj(1) ≤ uz.
Hence, by Lemma 2.5,
ρvz ,
∑n
j=1 wjzj
(1) ≤ C2.5√|supp(w)|(1 − uz) .
Since |supp(w)| ≥ n0.99, and since ρ1,z(w) ≤ max{1, v−1z }ρvz ,∑nj=1 wjzj (1), the desired conclusion
follows.
2.2 The Least Common Denominator
The proof of Theorem 1.1 will be based on a ‘rounding argument’ which extracts a ‘not-too-
large’ Gaussian integer vector certifying that the least singular value of a complex matrix is small
(see [13] for the most basic version of this argument). For this, we will use (albeit in a quite different
manner from Rudelson and Vershynin) the notion of the Least Common Denominator (LCD) of a
vector, and its connection to the Lévy concentration function, as developed in [21].
Our definition of the LCD is slightly different from the ones appearing in the literature for the
complex case, and has been made keeping in mind our application to rounding vectors.
Definition 2.9 (Least Common Denominator (LCD)). Let a ∈ Cn \{0}. For γ ∈ (0, 1) and α > 0,
define
LCDγ,α(a) := inf
θ∈C
{|θ| > 0 : dist(θa, (Z+ iZ)n) < min{γ|θ|‖a‖2, α}} .
Note that the requirement that the distance is smaller than γ|θ|‖a‖2 forces us to consider only
non-trivial Gaussian integer points as approximations of θa.
The following theorem shows that vectors with large LCD have small Lévy concentration function
on scales which are larger (up to some small polynomial losses) than Ω(1/LCD).
Theorem 2.10. Let z denote a Cz-good complex random variable. Then, for every a ∈ S2n−1, for
every α ∈ (0,√n), γ ∈ (0, 1), and for
δ ≥ n
0.1α
LCDα,γ(a)
,
we have
ρδ,z(a) ≤ C2.10
(√
nδ
γ
+ exp
(
−C−12.10α
2
))
,
where C2.10 ≥ 1 is a constant depending only on Cz.
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A more precise version of this theorem appears for real random variables in [22]. Actually, a
version for complex random variables is also stated there although, as noted above, their definition
of LCD is different from ours. The proof of Theorem 2.10 follows from standard Fourier analytic
arguments for the real case (in particular, we will use a crude version of the argument of Friedland
and Sodin in [10]) once we use a ‘doubling trick’. We provide complete details in Appendix A.
2.3 The counting problem in inverse Littlewood-Offord theory
The inverse Littlewood-Offord problem, posed by Tao and Vu [29], asks for the underlying reason
that the Lévy concentration function of a vector v ∈ Cn can be large. Using deep Frieman-type
results from additive combinatorics, they showed that, roughly speaking, the only reason for this to
happen is that most of the coordinates of the vector v belong to a generalized arithmetic progression
(GAP) of ‘small rank’ and ‘small volume’. Their results [29, 25] were subsequently sharpened by
Nguyen and Vu [17], who proved an ‘optimal inverse Littlewood–Offord theorem’. We refer the
reader to the survey [18] and the textbook [28] for complete definitions and statements, and much
more on both forward and inverse Littlewood-Offord theory.
Recently, motivated by applications, especially those in random matrix theory, the following
counting variant of the inverse Littlewood–Offord problem was isolated in work [9] of the author
along with Ferber, Luh, and Samotij: for how many vectors a in a given collection A ⊆ Zn is ρ1,z(a)
greater than some prescribed value, where z is a symmetric Bernoulli random variable? Indeed, the
inverse Littlewood-Offord theorems are typically used precisely through such counting corollaries
[18], and one of the main contributions of [9] (see Theorem 1.7 there) was to show that one may
obtain useful bounds for the counting variant of the inverse Littlewood-Offord problem directly,
without providing a precise structural characterization like Tao-Vu. In fact, since this approach is
not hampered by losses coming from the black-box application of various theorems from additive
combinatorics, it provides quantitatively better bounds, and this was used in [9, 8, 13] to provide
quantitative improvements for several problems in combinatorial random matrix theory.
A natural question left open by this line of work is whether one can adapt the strategy of [9]
to study random matrices whose entries have ‘continuous’ distributions as well. However, since the
proofs in [9] proceed by viewing (bounded) integer-valued random variables as random variables
valued in Fp for sufficiently large p, it is not clear whether the combinatorial techniques there can
be extended.
Here, we answer this question in the affirmative, and prove the following extension of Theorem
1.7 in [9].
Theorem 2.11. Let z be a Cz-good random variable. For ρ ∈ (0, 1) (possibly depending on n), let
V ρ := {v ∈ (Z+ iZ)n : ρ1,z(v) ≥ ρ} .
There exists a constant C2.11 ≥ 1, depending only on Cz, for which the following holds. Let
n, s, k ∈ N with 1000Cz ≤ k ≤
√
s ≤ s ≤ n/ log n. If ρ ≥ C2.11 max
{
e−s/k, s−k/4
}
and p is an odd
prime such that 2n/s ≥ p ≥ C2.11ρ−1, then
|ϕp(V ρ)| ≤
(
5np2
s
)s
+
(
C2.11ρ
−1√
s/k
)n
,
where ϕp denotes the natural map from (Z + iZ)
n → (Fp + iFp)n.
Remark 2.12. The inverse Littlewood-Offord theorems may be used to deduce similar statements,
provided we further assume that ρ ≥ n−C for some constant C > 0. It is the freedom of taking ρ to
be much smaller which allows us to obtain the exponential-type rate in Theorem 1.1.
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We provide a complete proof of Theorem 2.11 in Section 4.
2.4 Norms of large projections of random matrices
The key difficulty with extending the geometric techniques of Rudelson and Vershynin [21, 23])
to the setting when the random variables have heavy tails is the lack of control on the operator
norm of the random matrix. For our techniques, the following proposition will turn out to be an
appropriate substitute for controlling the operator norm.
For a subset I ⊆ [n], let PI : Cn → Cn denote the orthogonal projection onto the subspace
spanned by the vectors {ei : i ∈ I}. We have:
Proposition 2.13. Let Nn := (mij) be an n × n complex random matrix with i.i.d. entries, each
with mean 0 and variance 1. For ǫ, δ ∈ (0, 1/2) with δ ≥ 4ǫ, there exists C2.13(ǫ) ≥ 1 such that,
except with probability at most C2.13(ǫ) exp
(−n1−ǫ/8), the following hold.
1. There exists I ⊆ [n] with |I| ≥ n− 2n1−ǫ such that
‖PINn‖∞→2 ≤ C2.13(1)n1+ǫ.
2. For every J ⊆ [n] with |J | = n1−δ, there exists some I(J) ⊆ [n] such that |I(J)| ≥ n− 2n1−ǫ,
and
‖PI(J)NnPJ‖∞→2 ≤ C2.13(1)n1+ǫ−0.5δ .
Remark 2.14. A statement similar to the one above, and with some common proof ideas, already
appears in the work of Rebrova and Vershynin [20]. In that work, the primary interest is in obtaining
optimal bounds on the restricted operator norms and consequently, the proofs are much more
involved. In contrast, we do not require such optimal bounds for our application, and are therefore
able to give a much shorter proof of the above proposition.
The complete proof of this proposition is deferred to Section 5.
3 Proof of Theorem 1.1
In this section, we will take α := n1/100 and γ := n−1/2. Moreover, since Theorem 1.1 is trivially
true for η ≥ n−2, we will henceforth assume that 2−n0.0001 ≤ η < n−2. Recall that M is a fixed
n× n matrix with operator norm at most n0.51; we set Mn := M +Nn.
We decompose S2n−1 into Γ1(η) ∪ Γ2(η), where
Γ1(η) :=
{
a ∈ S2n−1 : LCDα,γ(a) ≥ n0.7 · η−1
}
and Γ2(η) := S2n−1 \ Γ1(η). Accordingly, we have
Pr (sn(Mn) ≤ η) ≤ Pr
(∃a ∈ Γ1(η) : ‖Mna‖2 ≤ η)+ Pr (∃a ∈ Γ2(η) : ‖Mna‖2 ≤ η) .
Therefore, Theorem 1.1 follows from the following two propositions and the union bound.
Proposition 3.1. Pr
(∃a ∈ Γ1(η) : ‖Mna‖2 ≤ η) ≤ 2nC2.10 (n3/2η + exp(−C−12.10n1/50)
)
.
Proposition 3.2. Pr
(∃a ∈ Γ2(η) : ‖Mna‖2 ≤ η) ≤ C3.2 (e−n0.98 + exp(−c3.2n)) , where C3.2 ≥ 1
and c3.2 > 0 are constants depending only on z.
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The proof of Proposition 3.1 is relatively simple, and follows from a conditioning argument
developed in [15], once we observe the crucial fact (Theorem 2.10) that for any a ∈ Γ1(η),
ρδ,z(a) . γ
−1√nδ + exp(−Ω(n1/50))
for all δ ≥ η.
Proof of Proposition 3.1 following [15, 29]. Since M †n and Mn have the same singular values, it
follows that a necessary condition for a matrix Mn to satisfy the event in Proposition 3.1 is that
there exists a unit row vector a′ = (a′1, . . . , a
′
n) such that ‖a′TMn‖2 ≤ η. To every matrix Mn,
associate such a vector a′ arbitrarily (if one exists) and denote it by a′Mn ; this leads to a partition
of the space of all matrices with least singular value at most η. Then, by taking a union bound, it
suffices to show the following.
Pr
(
∃a ∈ Γ1(η) : ‖Mna‖2 ≤ η
∧
‖a′Mn‖∞ = |a′n|
)
≤ 2C2.10
(
n3/2η + exp(−C−12.10
√
n)
)
. (3)
To this end, we expose the first n−1 rows X1, . . . ,Xn−1 ofMn. Note that if there is some a ∈ Γ1(η)
satisfying ‖Mna‖2 ≤ η, then there must exist a vector y ∈ Γ1(η), depending only on the first n− 1
rows X1, . . . ,Xn−1, such that (
n−1∑
i=1
|Xi · y|2
)1/2
≤ η.
In other words, once we expose the first n − 1 rows of the matrix, either the matrix cannot be
extended to one satisfying the event in Proposition 3.1, or there is some unit vector y ∈ Γ1(η),
which can be chosen after looking only at the first n − 1 rows, and which satisfies the equation
above. For the rest of the proof, we condition on the first n − 1 rows X1, . . . ,Xn−1 (and hence, a
choice of y).
For any vector w′ ∈ S2n−1 with w′n 6= 0, we can write
Xn =
1
w′n
(
u−
n−1∑
i=1
w′iXi
)
,
where u := w′TMn. Thus, restricted to the event {sn(Mn) ≤ η}
∧{‖a′Mn‖∞ = |a′n|}, we have
|Xn · y| = inf
w′∈S2n−1,w′n 6=0
1
|w′n|
∣∣∣∣∣u · y −
n−1∑
i=1
w′iXi · y
∣∣∣∣∣
≤ 1|a′n|

‖a′TMnMn‖2‖y‖2 + ‖a′Mn‖2
(
n−1∑
i=1
|Xi · y|2
)1/2
≤ η√n (‖y‖2 + ‖a′Mn‖2) ≤ 2η√n,
where the second line is due to the Cauchy-Schwarz inequality and the particular choice w′ = a′Mn .
It follows that the probability in Equation (3) is bounded by
ρ2η
√
n,z(y) ≤ 2C2.10
(
n3/2η + exp(−C−12.10n
1/50)
)
,
which completes the proof.
The remainder of this section is devoted to the proof of Proposition 3.2.
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3.1 Reduction to Gaussian integer vectors
Let K := {K ⊆ [n] : |K| ≥ n− 6n0.99} and
V = {v ∈ (Z+ iZ)n | ‖ℜ(v)‖∞, ‖ℑ(v)‖∞ ≤ 2η−1n3/4}.
As a first and crucial step towards the proof of Proposition 3.2, we will prove the following:
Proposition 3.3. With notation as above,
Pr
(∃a ∈ Γ2(η) : ‖Mna‖2 ≤ η) ≤ C3.3e−n0.99/10+
Pr(∃w ∈ V and K ∈ K : ‖PKMnw‖2 ≤ C3.3 min{n0.21‖w‖2, n0.711}),
where C3.3 ≥ 1 is an absolute constant.
Remark 3.4. As we will see shortly, the crucial point in the above proposition is that n0.21 ≪ n1/2−ǫ
and n0.711 ≪ n0.75−ǫ.
Proof. Let ǫ = 0.01, δ1 = 0.2, and δ2 = 0.6. Let G denote the event appearing in the conclusion of
Proposition 2.13 for (ǫ, δ1) and (ǫ, δ2) simultaneously. Since Pr(Gc) ≤ 2C2.13(0.01) exp(−n0.99/8),
we may restrict ourselves to the event G.
Let a ∈ Γ2(η). Then, by definition, there exists some θ ∈ C with 0 < |θ| ≤ LCDα,γ(a) ≤ n3/4η−1
and some w ∈ (Z + iZ)n \ {0} such that ‖θa−w‖2 ≤ min{γ|θ|, α}. Note also that ‖θa−w‖∞ ≤
min{γ|θ|, 1}. To leverage the control we have over various norms associated to the matrix Mn, we
decompose the ‘error’ vector θa − w into a ‘small’ part (with respect to the ℓ∞-norm), a ‘sparse
and small’ part, and a ‘very sparse’ part.
Accordingly, let vsp ∈ Cn denote the vector obtained by keeping the largest (in absolute value)
n0.4 coordinates of θa−w, let vss denote the vector obtained by keeping the next n0.8−n0.4 largest
coordinates of θa−w, and let vsm = θa−w − vsp − vss. Then, we have that
‖vsp‖∞ ≤ min{γ|θ|, 1},
and
‖vss‖∞ ≤ min{γ|θ|, α}
n0.2
, ‖vsm‖∞ ≤ min{γ|θ|, α}
n0.4
. (4)
Indeed, the first inequality is immediate from ‖θa − w‖∞ ≤ min{γ|θ|, 1}, whereas the second
inequality follows from
max{n0.4‖vss‖2∞, n0.8‖vsm‖2∞} ≤ ‖θa−w‖22.
Let J1 ⊆ [n] denote the support of vsp and let J2 ⊆ [n] denote the support of vsp+vss. By extending
these sets if need be, we may assume that |J1| = n0.4 and |J2| = n0.8. Moreover, since we have
restricted to Nn ∈ G, let I ⊆ [n] denote a subset of size at least n − 2n1−ǫ with respect to which
conclusion 1. of Proposition 2.13 holds.
Note that since ‖M‖ ≤ n0.51, we have ‖MPJ‖∞→2 ≤ n0.51
√
|J | for every J ⊆ [n]. Therefore,
‖PIMn‖∞→2 ≤ ‖PINn‖∞→2 + ‖PIMn‖∞→2 . n1.01
and similarly,
‖PI(J1)MnPJ1‖∞→2 . n0.71,
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‖PI(J2)MnPJ2‖∞→2 . n0.91.
Then, from the triangle inequality, we have
‖PI(J1)PI(J2)PIMn(θa−w)‖2 ≤ ‖PIMnvsm‖2 + ‖PI(J2)Mnvss‖2 + ‖PI(J1)Mnvsp‖2
= ‖PIMnvsm‖2 + ‖PI(J2)MnPJ2vss‖2 + ‖PI(J1)MnPJ1vsp‖2
≤ ‖PIMn‖∞→2‖vsm‖∞ + ‖PI(J2)MnPJ2‖∞→2‖vss‖∞ + ‖PI(J1)MnPJ1‖∞→2‖vsp‖∞
.
(
n0.61min{γ|θ|, α} + n0.71min{γ|θ|, α} + n0.71min{γ|θ|, 1})
.
(
min{n0.21|θ|, n0.711}+min{n0.21|θ|, n0.71})
. min{n0.21|θ|, n0.711},
where the second line uses that PJ2vss = vss and PJ1vsp = vsp ; the fourth line uses the above
estimates on the ∞-to-2 norms and Equation (4), and the fifth line uses the parameter value γ =
n−1/2.
Thus, if ‖Mna‖2 ≤ η, it follows from the triangle inequality that
‖PI(J1)PI(J2)PIMnw‖2 = ‖PI(J1)PI(J2)PIMn(w − θa) + PI(J1)PI(J2)PIMn(θa)‖2
≤ ‖PI(J1)PI(J2)PIMn(θa−w)‖2 + |θ| · ‖Mna‖2
. min{n0.21|θ|, n0.711}+ |θ|η
. min{n0.21|θ|, n0.711}
. min{n0.21‖w‖2, n0.711},
where the fourth line follows since η ≪ n0.21 and |θ|η ≤ n0.7 ≪ n0.711, and the last line follows since
‖w‖2 ≥ |θ|(1 − γ) ≥ |θ|/2. Since |I(J1)c ∪ I(J2)c ∪ Ic| ≤ |I(J1)c| + |I(J2)c|+ |Ic| ≤ 6n0.99, we get
the desired conclusion.
In view of Proposition 3.3, it suffices to show the following in order to prove Proposition 3.2,
and hence, complete the proof of Theorem 1.1.
Proposition 3.5. Pr(∃w ∈ V and K ∈ K : ‖PKMnw‖2 ≤ C3.3 min{n0.21‖w‖2, n0.711}) ≤
C3.5 exp(−c3.5n), where C3.5 ≥ 1 and c3.5 > 0 are constants depending only on z.
The proof of this proposition is the content of the next two subsections.
3.2 Dealing with sparse Gaussian integer vectors
Throughout this subsection and the next one, p = 2n
0.001
is a prime. Note, in particular, that
p≫ η−1n3/4. The proof of Proposition 3.5 proceeds in two steps. The first step is to show that the
probability of the event appearing in Proposition 3.5 is small, provided we restrict ourselves only
to sufficiently sparse Gaussian integer vectors. Let
S := {w ∈ (Z+ iZ)n \ {0} | ‖ℜ(w)‖∞, ‖ℑ(w)‖∞ ≤ p, |supp(w)| ≤ n0.99}.
Lemma 3.6. Pr
(∃w ∈ S and K ∈ K : ‖PKMnw‖2 ≤ C3.3n0.21‖w‖2) ≤ C3.6 exp(−c2.4n/4), where
C3.6 ≥ 1 is an absolute constant.
Proof. By taking the union bound over all the at most n
(
n
6n0.99
)≪ exp(n0.991) choices of K ∈ K, it
suffices to show that for a fixed K0 ∈ K,
Pr
(∃w ∈ S : ‖PK0Mnw‖2 ≤ C3.3n0.21‖w‖2) ≤ C exp(−c2.4n/2)
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for some absolute constant C ≥ 1. The number of vectors w ∈ S is at most(
n
n0.99
)
(3p2)n
0.99 ≪ 2n0.992 .
By Lemma 2.4 applied to the matrix PK0Mn, for any such vector,
Pr
(‖PK0Mnw‖2 ≤ c2.4√n‖w‖2/2) ≤ exp(−c2.4n).
Therefore, the union bound gives the desired conclusion.
3.3 Dealing with non-sparse Gaussian integer vectors
It remains to deal with Gaussian integer vectors with support of size at least n0.99. Let
W :=
{
w ∈ (Z+ iZ)n \ {0} | ‖ℜ(w)‖∞, ‖ℑ(w)‖∞ ≤ η−4, |supp(w)| ≥ n0.99
}
.
Note that for our choice of parameters, the natural map
ϕp :W → (Fp + iFp)n
is injective.
In view of Lemma 3.6, since η ≤ n−2, and taking the union bound over all the at most n( n6n0.99)≪
exp(n0.991) choices of K ∈ K, the following proposition suffices to prove Proposition 3.5.
Proposition 3.7. For all K0 ∈ K,
Pr
(∃w ∈W : ‖PK0Mnw‖2 ≤ C3.3n0.711) ≤ C3.7 exp(−c3.7n),
where C3.7 ≥ 1 and c3.7 > 0 are constants depending only on z.
The proof of Proposition 3.7 is accomplished by a simple union bound. To execute this, we need
the following preliminary claims.
Claim 3.8. For all w ∈W , ρ1,z(w) ≥ n−1/2η4/10.
Proof. The random variable
∑n
j=1wjξj has mean 0 and variance at most nη
−8. Therefore, by
Markov’s inequality,
Pr


∣∣∣∣∣∣
n∑
j=1
wjξj
∣∣∣∣∣∣ ≤ 2
√
nη−4

 ≥ 3
4
.
Hence, by the pigeonhole principle, it follows that
ρ1,ξ(w) ≥ n−1/2η4/10,
as desired.
For the next claim, let
W t := {w ∈W : ρ1,ξ(w) ∈ [t, 2t)}.
Note that the previous claim along with Lemma 2.8 shows thatW t is nonempty only if n
−1/2η4/10 ≤
t ≤ C2.8n−0.495.
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Claim 3.9. For all n−1/2η4/10 ≤ t ≤ C2.8n−0.495,
|W t| ≤ C3.9
(
C2.11t
−1
n0.45
)n
,
where C3.9 ≥ 1 is a constant depending only on C2.11, C2.8.
Proof. Fix s = n0.997 and k = n0.097. Then, 1≪ k ≤ √s ≤ s ≤ n/ log n, n−1/2η4 ≫ max{e−s/k, s−k/4},
and 2n/s ≥ p ≫ n1/2η−4. Hence, for large enough n, the hypotheses of Theorem 2.11 are satisfied,
so that
|W t| = |ϕp(W t)|
≤ |ϕp(V t)|
≤
(
5np2
s
)s
+
(
C2.11t
−1
n0.45
)n
≤ 2
(
C2.11t
−1
n0.45
)n
,
where the first line follows from the injectivity of ϕp onW , the third line follows from Theorem 2.11,
and the last line follows since t−1 ≫ n0.49.
We now have all the ingredients to prove Proposition 3.7.
Proof of Proposition 3.7. Let Dx denote the unit polydisc in C
n centered at x. For all n sufficiently
large, we have
Pr
(∃w ∈W : ‖PK0Mnw‖2 ≤ C3.3n0.711) ≤
n−0.494∑
t=0.1n−1/2η4
Pr
(∃w ∈W t : ‖PK0Mnw‖2 ≤ C3.3n0.711)
.
n−0.494∑
t=0.1n−1/2η4
∑
x∈B(0,n0.712)∩(Z+iZ)n
Pr (∃w ∈W t : PK0Mnw ∈ Dx)
≤
n−0.494∑
t=0.1n−1/2η4
(400n0.212)2n sup
x∈(Z+iZ)n
Pr (∃w ∈W t : PK0Mnw ∈ Dx)
≤
n−0.494∑
t=0.1n−1/2η4
(16000n0.424)n|W t|(2t)|K0|
.
n−0.494∑
t=0.1n−1/2η4
(16000n0.424)n
(
C2.11t
−1
n0.45
)n
· (2t)n−6n0.99
.
n−0.494∑
t=0.1n−1/2η4
(32000C2.11n
−0.02)n · t−6n0.99
.n · (32000C2.11n−0.02)n · η−30n
0.99
.n · (32000C2.11n−0.02)n · 230n
0.991
≤C3.7 exp(−c3.7n),
where the third line follows since the number of points of (Z + iZ)n in B(0, n0.712) is at most
(400n0.212)2n , the fifth line follows from Claim 3.9, and the seventh and eighth lines follow from
the assumed bounds on η.
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4 Proof of Theorem 2.11
We begin with the following definition from [24] which will appear in our upper bound on the
Lévy concentration function.
Definition 4.1. Let z be an arbitrary complex random variable. For any w ∈ C, we define
‖w‖2z := E‖ℜ{w(z1 − z2)}‖2R/Z,
where z1, z2 denote i.i.d. copies of z and ‖ · ‖R/Z denotes the distance to the nearest integer.
Note that ‖ · ‖z is not a norm in the strict sense, since it does not satisfy homogeneity. However,
it does satisfy the triangle inequality, and it is invariant under negation (see Lemma 5.3 in [24]),
which will be sufficient for us.
The next proposition, which provides a ‘Fourier-bound’ on the Lévy concentration function,
appears in [24] and will be the starting point of the proof of Theorem 2.11.
Proposition 4.2 (Lemma 5.2 in [24]). Let v := (v1, . . . , vn) ∈ Cn and let z be an arbitrary complex
random variable. Then,
ρr,z(v) ≤ eπr2Pz(v) ≤ eπr2
∫
C
exp
(
−
n∑
i=1
‖viξ‖2z/2− π|ξ|2
)
dξ.
Here,
Pz(v) := Ex1,...,xn exp(−π|v1x1 + · · ·+ vnxn|2),
where x1, . . . , xn are i.i.d. copies of (z1−z2)·Ber(1/2), with z1, z2 distributed as z, and Ber(1/2), z1, z2
mutually independent.
We now proceed to the proof of Theorem 2.11, which consists of six steps. The first three steps
are modelled after the proof of the optimal inverse Littlewood-Offord theorem of Nguyen and Vu
[17], whereas the last three steps are modelled after Halász’s proof of his anti-concentration inequal-
ity [12].
Step 1: Extracting a large sublevel set. For each integer 1 ≤ m ≤ M , where M := 2s/k, we
define
Sm :=
{
ξ ∈ C :
n∑
i=1
‖viξ‖2z + |ξ|2 ≤ m
}
.
Since ∫
C
exp
(
−
n∑
i=1
‖viξ‖2z/2− π|ξ|2
)
dξ .
∑
1≤m≤M
µ(Sm) exp(−m/2) + exp(−M/2),
it follows from Proposition 4.2 that
ρ1,z(v) .
∑
1≤m≤M
µ(Sm) exp(−m/2) + exp(−M/2).
In particular, since it is assumed that ρ1,z(v) ≥ C2.11 exp(−s/k) = C2.11 exp(−M/2), it follows
that for sufficiently large C2.11 ≥ 1,
ρ1,z(v) .
∑
1≤m≤M
µ(Sm) exp(−m/2)
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=
∑
1≤m≤M
µ(Sm) exp(−m/4) exp(−m/4)
.
∑
1≤m≤M
µ(Sm) exp(−m/4)cm,
where
cm :=
e−m/4∑M
m=1 e
−m/4 .
Note that in the last line, we have used the fact that
∑∞
m=1 e
−m/4 = O(1). Therefore, by averaging
with respect to the probability measure {cm}Mm=1, it follows that there must exist some non-zero
integer m0 ∈ [1,M ] for which
µ(Sm0) & ρ1,z(v) exp(m0/4).
Step 2: Eliminating the z-norm. From here on, all implicit constants will be allowed to
depend on Cz. Since Sm0 ⊂ B(0,
√
m0), it follows (by averaging) that there must exist some
B(x, 1/16Cz) ⊂ B(0,√m0) for which
µ(Sm0 ∩B(x, 1/16Cz)) & ρ exp(m0/4)m−10 & ρ exp(m0/8).
Moreover, for ξ1, ξ2 ∈ B(x, 1/16Cz) ∩ Sm0 , we have that
• ξ1 − ξ2 ∈ B(0, 1/8Cz), and
• ∑ni=1 ‖vi(ξ1 − ξ2)‖2z ≤∑ni=1 (‖viξ1‖z + ‖viξ2‖z)2 ≤ 2∑ni=1 (‖viξ1‖2z + ‖viξ2‖2z) ≤ 4m0.
Since for any A ⊆ C, µ(A−A) ≥ µ(A), it follows that setting
Tm0 :=
{
ξ ∈ B(0, 1/8Cz) :
n∑
i=1
‖viξ‖2z ≤ 4m0
}
,
we have that
µ(Tm0) & ρ exp(m0/8).
Next, let y := z1 − z2, where z1, z2 are i.i.d. copies of z. Since
Ey
∫
C
n∑
i=1
‖ℜ{viyξ}‖2R/Z1Tm0 (ξ)dξ ≤ 4m0µ(Tm0),
it follows that there exists some y0 ∈ C satisfying C−1z ≤ |y0| ≤ Cz such that∫
C
n∑
i=1
‖ℜ{viy0ξ}‖2R/Z1Tm0 (ξ)dξ ≤ 4m0µ(Tm0) Pr
(
C−1z ≤ |y| ≤ Cz
)−1 ≤ 4Czm0µ(Tm0),
where the final inequality follows from the Cz-goodness of z. Hence, by Markov’s inequality,
µ
({
ξ ∈ Tm0 :
n∑
i=1
‖ℜ{viy0ξ}‖2R/Z ≤ 8Czm0
})
≥ µ(Tm0)
2
& ρ exp(m0/8).
Since Tm0 ⊂ B(0, 1/8Cz), this shows that
µ
({
ξ ∈ B(0, 1/8Cz) :
n∑
i=1
‖ℜ{viy0ξ}‖2R/Z ≤ 8Czm0
})
& ρ exp(m0/8).
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Finally, after replacing ξ by y0ξ, and noting that the change of measure factor lies in [C
−1
z , Cz], it
follows that
T ′m0 :=
{
ξ ∈ B(0, 1/8) :
n∑
i=1
‖ℜ{viξ}‖2R/Z ≤ 8Czm0
}
satisfies
µ(T ′m0) & ρ exp(m0/8).
Step 3: Discretization of ξ. For p a prime as in the statement of the theorem, let
B0 :=
{
r1
p
+ i
r2
p
: r1, r2 ∈ Z,−p
8
≤ r1, r2 ≤ p
8
}
,
and consider the random set x+B0, where x ∈ [0, 1/p]+ i[0, 1/p] is a uniformly distributed random
point. Then, by linearity of expectation, we have
Ex∈[0,1/p]+i[0,1/p]
[∣∣(x+B0) ∩ T ′m0∣∣] & µ(T ′m0)p2,
so there exists some x0 ∈ [0, 1/p] + i[0, 1/p] for which
|(x0 +B0) ∩ T ′m0 | & µ(T ′m0)p2 & ρ exp(m0/8)p2.
Let us now ‘recenter’ this shifted lattice. Note that for a fixed ξ0 ∈ (x0 + B0) ∩ T ′m0 , we have for
any ξ ∈ (x0 +B0) ∩ T ′m0 that
n∑
i=1
‖ℜ{vi(ξ − ξ0)}‖2R/Z ≤ 2
n∑
i=1
(
‖ℜ{viξ}‖2R/Z + ‖ℜ{viξ0}‖2R/Z
)
≤ 32Czm0.
Note also that ξ0−ξ ∈ B1 := B0−B0 = {(r1/p)+ i(r2/p) : r1, r2 ∈ Z,−p/4 ≤ r1, r2 ≤ p/4}. Hence,
for a fixed ξ0 ∈ (x0 +B0) ∩ T ′m0 , setting
Pm0 :=
{
ξ0 − ξ : ξ ∈ (x0 +B0) ∩ T ′m0
}
gives a subset Pm0 ⊂ B1 such that
|Pm0 | & ρ exp(m0/8)p2,
and for all ξ ∈ Pm0 ,
n∑
i=1
‖ℜ{viξ}‖2R/Z ≤ 32Czm0.
Step 4: Embedding Pm0 into Fp and the Halász trick. Let V := supp(ϕp(v)). If |V | < s, we
proceed directly to Step 6. Otherwise, for I ⊆ V such that |I| ≥ s, we define the sets
P ′m(I) :=
{
r := r1 + ir2 ∈ Fp + iFp :
∑
i∈I
∥∥∥∥ℜ{vir}p
∥∥∥∥
2
R/Z
≤ 32Czm
}
,
Note that since vi ∈ Z+ iZ, the map
r 7→
∥∥∥∥ℜ{vir}p
∥∥∥∥
R/Z
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is indeed well-defined as a map from Fp + iFp to [0, 1]. Note also that, since Pm0 ⊂ B1, the size of
P ′m0(I) (as a subset of Fp + iFp) is atleast the size of Pm0 (as a subset of
1
p · (Z+ iZ)) i.e. the way
we have defined various objects ensures that there are no wrap-around issues. We claim that for all
integers t ≥ 1,
tP ′m(I) ⊆ P ′t2m(I). (5)
Indeed, for r1, . . . , rt ∈ P ′m(I) ⊆ Fp + iFp, we have
∑
i∈I
∥∥∥∥ℜ
{
vi
(r1 + · · ·+ rt)
p
}∥∥∥∥
2
R/Z
=
∑
i∈I
∥∥∥∥ℜ{vir1}p + · · ·+ ℜ{virt}p
∥∥∥∥
2
R/Z
≤
∑
i∈I

 t∑
j=1
∥∥∥∥ℜ{virj}p
∥∥∥∥
R/Z


2
≤
∑
i∈I
t
t∑
j=1
∥∥∥∥ℜ{virj}p
∥∥∥∥
2
R/Z
≤ t
t∑
j=1
∑
i∈I
‖ℜ{virj/p}‖2R/Z
≤ 32Czt2m,
which gives the desired inclusion.
We now use the Cauchy-Davenport theorem for Fp + iFp ≃ F2p (see, e.g., [6]), which states that
every pair of nonempty A,B ⊆ Fp + iFp satisfies
|A+B| ≥ min{p2, |A| + |B| − p}.
It follows that for all integers t ≥ 1,
|tP ′m(I)| ≥ min{p2, t|P ′m(I)| − tp}.
Hence, by Equation (5), we have
|P ′t2m(I)| ≥ min{p2, t|P ′m(I)| − tp}. (6)
We also claim that |P ′m(I)| < p2 as long as m ≤ |I|/500Cz . Indeed, since the map Fp + iFp ∋ r(=
r1+ir2) 7→ ℜ{ar} = a1r1−a2r2 ∈ Fp is a p-to-1 surjection for every non-zero a := a1+ia2 ∈ Fp+iFp,
we have ∑
r∈Fp+iFp
∑
i∈I
‖ℜ{vir}/p‖2R/Z = |I|p
∑
r∈Fp
‖r/p‖2
R/Z
≥ |I|p ·
(p−1)/2∑
r′=1
(r′/p)2
>
|I| · p2
15
.
On the other hand, from the definition of P ′m(I),∑
r∈Fp+iFp
∑
i∈I
‖ℜ{vir}/p‖2R/Z ≤ |P ′m(I)| · 32Czm+
(
p2 − |P ′m(I)|
) · |I|.
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Comparing these two bounds proves the claim. Combining this claim with Equation (6) along with
the assumption that k ≥ 1000Cz shows that
|P ′M (I)| &
√
M
m0
(|P ′m0(I)| − p)
&
√
M
m0
|P ′m0(I)|
&
√
M
m0
ρ exp(m0/8)p
2
&
√
Mρ exp(m0/16)p
2,
where the second line follows since |P ′m0(I)| ≥ |P ′m0 | & ρp2 ≥ C2.11p by assumption.
Remark 4.3. Whereas we have related the size of P ′m(I) to the size of P ′t2m(I), [17] uses a similar
computation to deduce information about the size of iterated sumsets of {v1, . . . , vn}. This informa-
tion is then combined with Freiman-type inverse theorems to provide structural information about
{v1, . . . , vn}. Thus, we see that by ‘dualizing’ the argument in [17], one is able to bypass the need
for Freiman-type theorems, as far as the counting variant of the inverse Littlewood-Offord problem
is concerned.
Step 5: Passing to Rk(v). Since cos(2πx) ≥ 1− 20‖x‖2R/Z for all x ∈ R, it follows that
P ′M (I) ⊆ P ′′M (I) :=
{
r ∈ Fp + iFp :
∑
i∈I
cos(2πℜ{vir}/p) ≥ |I| − 2000CzM
}
.
By considering the random variable r ∋ Fp + iFp 7→
∑
i∈I cos(2πℜ{vir}/p), we have for any k ∈ N
that
|P ′′M (I)|(|I| − 2000CzM)2k ≤
∑
r∈Fp+iFp
∣∣∣∣∣∣
∑
j∈I
cos(2πℜ{vjr}/p)
∣∣∣∣∣∣
2k
=
1
22k
∑
r∈Fp+iFp

∑
j∈I
e2πiℜ{vjr}/p + e−2πiℜ{vjr}/p


2k
=
1
22k
∑
r∈Fp+iFp
∑
ǫ1,...,ǫ2k∈{±1}
∑
j1,...,j2k∈I
e2πiℜ{(ǫ1vj1+···+ǫ2kvj2k )r}/p
=
1
22k
∑
r1∈Fp
∑
r2∈Fp
∑
ǫ1,...,ǫ2k∈{±1}
∑
j1,...,j2k∈I
e2πi(ǫ1ℜ{vj1}+···+ǫ2kℜ{vj2k })r1/pe−2πi(ǫ1ℑ{vj1}+···+ǫ2kℑ{vj2k })r2/p
=
1
22k
∑
ǫ1,...,ǫ2k∈{±1}
∑
j1,...,j2k∈I
p2 · δ0(ǫ1ℜ{vj1}+ · · ·+ ǫ2kℜ{vj2k}) · δ0(ǫ1ℑ{vj1}+ · · · + ǫ2kℑ{vj2k})
=
1
22k
∑
ǫ1,...,ǫ2k∈{±1}
∑
j1,...,j2k∈I
p2 · δ0(ǫ1vj1 + · · · + ǫ2kvj2k),
(7)
where the second last line follows again using the integrality of ℜ{v1},ℑ{v1} . . . ,ℜ{vn},ℑ{vn}.
From here on, we will use a slight modification of the results of [9] to finish the proof. We begin
with the following key definition.
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Definition 4.4. Suppose that v ∈ (Fp + iFp)n for an integer n and a prime p, and let k ∈ N. For
every α ∈ [−1, 1], we define Rαk (v) to be the number of solutions to
±vi1 ± · · · ± vi2k = 0
that satisfy |{i1, . . . , i2k}| ≥ (1 + α)k.
The following elementary lemma from [9] shows that for ‘small’ positive α, Rαk (v) is not much
smaller than R−1k (v).
Lemma 4.5 (Lemma 1.6 in [9]). For all integers k, n with k ≤ n/2, any prime p, vector v ∈
(Fp + iFp)
n, and α ∈ [0, 1],
R−1k (v) ≤ Rαk (v) + (40k1−αn1+α)k.
Proof. By definition, R−1k (v) is equal to R
α
k (v) plus the number of solutions to ±vi1±vi2 · · ·±vi2k = 0
that satisfy |{i1, . . . , i2k}| < (1 + α)k. The latter quantity is bounded from above by the number
of sequences (i1, . . . , i2k) ∈ [n]2k with at most (1 + α)k distinct entries times 22k, the number of
choices for the ± signs. Thus
R−1k (v) ≤ Rαk (v) +
(
n
(1 + α)k
)(
(1 + α)k
)2k
22k ≤ Rαk (v) +
(
4e1+αk1−αn1+α
)k
,
where the final inequality follows from the well-known bound
(a
b
) ≤ (ea/b)b. Finally, noting that
4e1+α ≤ 4e2 ≤ 40 completes the proof.
Let vI denote the |I|-dimensional vector obtained by restricting v to the coordinates correspond-
ing to I. Recognizing the right hand side of Equation (7) as
p2R−1k (vI)
22k
,
it follows from Equation (7) and the above lemma that for any k ≤
√
|I| and α ∈ [0, 1/8],
Rαk (vI) & (|I| − 2000CzM)2k22kρ
√
M − (40k1−α|I|1+α)k
& |I|2k22kρ
√
M − (40k1−α|I|1+α)k
& |I|2k22kρ
√
M − (40|I|(3/2)+α)k
& |I|(3/2)k
(
22k
√
|I|kρ
√
M − (40)k|I|αk
)
& |I|(3/2)k
(
22k
√
|I|kρ
√
M
)
& |I|2k22kρ
√
M,
where the second line follows from the assumption that Mk ≤ 2s ≤ 2|I|, the third line follows
from the assumption that k ≤ √s ≤
√
|I|, and the fifth line follows from the assumption that
ρ > s−k/4 ≥ s−(k/2)+2αk ≥ |I|−(k/2)+2αk .
Step 6: Applying the counting lemma. Let us summarize where we stand. We have
proved that for any complex random variable z satisfying Equation (2), there exists an absolute
constant C := C(Cz) ≥ 1 for which the following holds. If v ∈ (Z + iZ)n satisfies ρ1,z(v) := ρ ≥
C2.11 max{e−s/k, s−k/4} for some 1000Cz ≤ k ≤
√
s ≤ s ≤ n/ log n and sufficiently large C2.11,
and if α ∈ [0, 1/8], then either
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1. |V | < s (where V := supp(ϕp(v))), or
2. for all I ⊆ V with |I| ≥ s,
Rαk (vI) ≥
|I|2k22kρ√M
C
.
Hence, it follows that
ϕp (V ρ) ⊆Xs +
n⋃
m=s
Y αk,s,ρ(m), (8)
where
Xs := {a ∈ (Fp + iFp)n : |supp(a)| < s} ,
and
Y αk,s,ρ(m) :=
{
a ∈ (Fp + iFp)n : |supp(a)| = m and Rαk (aI) ≥
22k|I|2kρ√M
C
∀I ⊆ supp(a) with |I| ≥ s
}
.
We will bound the size of each of these pieces separately. For |Xs|, the following simple bound
suffices:
|Xs| ≤
s−1∑
ℓ=0
(
n
ℓ
)
(p2)ℓ ≤ s
(
n
s
)
p2s ≤ s
(
enp2
s
)s
≤
(
5np2
s
)s
. (9)
On the other hand, the desired bound on Y αk,s,ρ(m) follows easily from a slight modification of the
work in [9].
Theorem 4.6. Let p be a prime, let k, n ∈ N, s ∈ [n], t ∈ [p], and let α ∈ (0, 1). Denoting
Bαk,s,≥t(n) :=
{
v ∈ (Fp + iFp)n : Rαk (vI) ≥ t ·
22k · |I|2k
p
for every I ⊆ [n] with |I| ≥ s
}
,
we have
|Bαk,s,≥t(n)| ≤ (αt)s−npn+s.
The proof of this theorem follows easily from a slight modification of the proof of Theorem 1.7
in [9]. For the reader’s convenience, we provide complete details in Appendix B.
Corollary 4.7. For our choice of parameters, |Y αk,s,ρ(m)| ≤
(
16C
ρ
√
M
)n
.
Proof. After paying an overall factor of
(n
m
)
, it suffices to count only those a ∈ Y αk,s,ρ(m) for which
supp(a) = [m]. The key point is that, by definition, for any such a, we have
a|[m] ∈ Bαk,s,≥t(m),
for t = ⌊pρ√M/C⌋. Therefore, by Theorem 4.6, it easily follows that
|Y αk,s,ρ(m)| ≤
(
n
m
)
(αtp)s
(p
t
)m
≤ 2n(tp)s
(p
t
)n
≤ 2n
(
p2
√
M
)s( 2Cp
pρ
√
M
)n
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≤ (p2
√
M)s
(
4C
ρ
√
M
)n
≤
(
16C
ρ
√
M
)n
,
as desired.
From Equations (8) and (9) and Corollary 4.7, and noting that M = 2s/k, it follows that
|ϕp(V ρ)| ≤
(
5np2
s
)s
+ n ·
(
16Cρ−1√
s/k
)n
≤
(
5np2
s
)s
+
(
32Cρ−1√
s/k
)n
≤
(
5np2
s
)s
+
(
C2.11ρ
−1√
s/k
)n
,
where the final inequality follows since we can take C2.11 larger than 32C. This completes the
proof of Theorem 2.11.
5 Proof of Proposition 2.13
The proof will make use of the subgaussian concentration inequality, which we now recall.
Definition 5.1. A random variable X is said to be C-subgaussian if, for all t > 0,
Pr (|X| > t) ≤ 4 exp
(
− t
2
C2
)
.
Lemma 5.2 (see, e.g., Corollary 5.17 in [30]). There exists an absolute constant C5.2 > 0 with
the following property. Let X1, . . . ,Xn be independent centered C˜ξ-subgaussian random variables.
Then,
Pr
(
n∑
i=1
|Xi|2 ≥ C5.2C˜2ξn
)
≤ exp(−2n).
We begin with a simple lemma showing that, with high probability, most rows of a random
matrix with i.i.d. centered entries of finite variance have small ℓ1 and ℓ2 norms.
Lemma 5.3. Let A := (aij) be an n×m complex random matrix with i.i.d. entries, each with mean
0 and variance 1. For ǫ ∈ (0, 1/2), let I ⊆ [n] denote the (random) subset of coordinates such that
for each i ∈ I, 
 m∑
j=1
|aij |2 ≤ n2ǫm

∧


∣∣∣∣∣∣
m∑
j=1
aij
∣∣∣∣∣∣ ≤ nǫ
√
m

 .
Then,
Pr
(|Ic| ≥ 2n1−ǫ) ≤ 2 exp(−n1−ǫ
4
)
.
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Proof. Since for each i ∈ [n],
E


∣∣∣∣∣∣
m∑
j=1
aij
∣∣∣∣∣∣
2
 = E

 m∑
j=1
|aij |2

 = m,
it follows from Markov’s inequality that
Pr

 m∑
j=1
|aij |2 > n2ǫm

 ≤ n−2ǫ
and
Pr


∣∣∣∣∣∣
m∑
j=1
aij
∣∣∣∣∣∣ > nǫ
√
m

 ≤ n−2ǫ.
Let I1 ⊆ [n] denote the subset of coordinates such that for each i ∈ I1,
m∑
j=1
|aij |2 ≤ n2ǫm
and let I2 ⊆ [n] denote the subset of coordinates such that for each i ∈ I2,∣∣∣∣∣∣
m∑
j=1
aij
∣∣∣∣∣∣ ≤ nǫ
√
m.
Since the rows of the matrix are independent, it follows from the standard Chernoff bound that for
k ∈ {1, 2}
Pr
(|Ick| ≥ n1−ǫ) ≤ exp
(
−n
1−ǫ
4
)
.
Hence, by the union bound,
|Ic| ≤ |Ic1|+ |Ic2| ≤ 2n1−ǫ,
except with probability at most 2 exp
(
−n1−ǫ4
)
.
The next proposition controls the ∞→ 2 operator norm of a random matrix with i.i.d. entries,
conditioned on no row having ℓ1 or ℓ2 norm which is ‘too large’, and essentially appears as Propo-
sition 3.10 in [19]. Since our statement uses somewhat different parameters than in [19], we provide
a complete proof below for the reader’s convenience.
Proposition 5.4. Fix ǫ ∈ (0, 1/2). Let B := (bij) be a fixed n ×m complex matrix, with 0.9n ≤
m ≤ 1.1n, such that the ℓ2 norm of every row is at most nǫ
√
m and such that for all i ∈ [n],∣∣∣∣∣∣
m∑
j=1
bij
∣∣∣∣∣∣ ≤ nǫ
√
m.
Let π1, . . . , πn be independent random permutations uniformly distributed on the symmetric group
Sm, and let B˜ := (b˜ij) denote the random n×m complex matrix whose entries are given by
b˜ij := bi,πi(j).
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Then,
Pr
(
‖B˜‖∞→2 ≥ C5.4
√
mnnǫ
)
≤ exp(−2n),
where C5.4 ≥ 1 is an absolute constant.
The following concentration inequality will be used to establish the subgaussianity of certain
random variables appearing in the proof of Proposition 5.4. It appears as Lemma 3.9 in [19], and
is a direct application of Theorem 7.8 in [16].
Lemma 5.5 (Lemma 3.9 in [19]). Let y := (y1, . . . , ym) be a non-zero complex vector and let
v ∈ {±1}m. Consider the function f : Sm → C defined by
f(π) :=
m∑
j=1
vπ(j)yj.
Then, for all t > 0,
Pr (|f(π)− Ef | ≥ t) ≤ 4 exp
(
− t
2
128‖y‖22
)
.
Remark 5.6. In [19], the above lemma is stated and proved (with better constants) for real vectors
y. However, the version above for complex vectors immediately follows from this by separately
considering the real and imaginary parts of f and using the union bound.
Proof of Proposition 5.4. If ‖B˜‖∞→2 ≥ C5.4
√
mnnǫ, then there exists a complex vector w = w1 +
iw2, where w1,w2 ∈ Rm and ‖w1‖∞, ‖w2‖∞ ≤ 1, such that
‖B˜w1‖2 + ‖B˜w2‖2 ≥ ‖B˜w‖2 ≥ C5.4
√
mnnǫ.
Therefore, it suffices to control the∞-to-2 norm of B˜ restricted to vectors in Rm. For this, it suffices
by convexity and the union bound to show that for any fixed v ∈ {±1}m,
Pr
(
‖B˜v‖22 ≥ (128C5.2 + 2)mn1+2ǫ
)
≤ exp(−2n−m ln 2).
To see this, we begin by noting that the random variables Xi := 〈B˜v, ei〉 are independent and
Xi ∼
m∑
j=1
vπi(j)bij .
In particular, if ℓ denotes the number of ones in (v1, . . . , vm), then
|E[Xi]| =
∣∣∣∣∣∣
m∑
j=1
E
[
vπi(j)
]
bij
∣∣∣∣∣∣ =
∣∣∣∣∣∣
m∑
j=1
2ℓ−m
m
bij
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
m∑
j=1
bij
∣∣∣∣∣∣ ≤ nǫ
√
m.
By Lemma 5.5, for all t > 0, we have
Pr (|Xi − E[Xi]| ≥ t) ≤ 4 exp
(
− t
2
128‖bi‖22
)
≤ 4 exp
(
− t
2
128mn2ǫ
)
.
In particular, the random variables n−ǫm−1/2|Xi−E[Xi]| are 16-subgaussian so that by Lemma 5.2
Pr
(
n∑
i=1
|Xi − E[Xi]|2 ≥ 256C5.2mn1+2ǫ
)
≤ exp (−4n) ≤ exp (−2n−m ln 2) .
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Finally, since
n∑
i=1
|Xi|2 =
n∑
i=1
|Xi − E[Xi] + E[Xi]|2
≤ 2
n∑
i=1
|Xi − E[Xi]|2 + 2
n∑
i=1
|E[Xi]|2
≤ 2
n∑
i=1
|Xi − E[Xi]|2 + 2mn1+2ǫ,
it follows that
Pr
(
n∑
i=1
|Xi|2 ≥ (256C5.2 + 2)mn1+2ǫ
)
≤ Pr
(
n∑
i=1
|Xi − E[Xi]|2 ≥ 256C5.2mn1+2ǫ
)
≤ exp (−2n−m ln 2) ,
which completes the proof.
Given the above results, Proposition 2.13 is almost immediate.
Proof of Proposition 2.13. 1. Let Nn be the n× n complex random matrix appearing in the state-
ment of the proposition, and let E denote the ‘good’ event appearing in Lemma 5.3 i.e. E is the
event that there exists some I ⊆ [n] with |I| ≥ n− 2n1−ǫ such that for all i ∈ I,
 n∑
j=1
|mij |2 ≤ n1+2ǫ

∧


∣∣∣∣∣∣
n∑
j=1
mij
∣∣∣∣∣∣ ≤ n(1/2)+ǫ

 .
Since Pr(Ec) ≤ 2 exp(−n1−ǫ/4) by Lemma 5.3, it suffices to show that
Pr
({
inf
i∈I
‖PINn‖∞→2 ≥ C5.4n1+ǫ
}
∩ E
)
≤ exp(−n),
where I denotes the collection of subsets of [n] of size at least n− 2n1−ǫ. For this, note that since
both the event E as well as our distribution on n× n matrices are invariant under permuting each
row of Nn separately, it suffices to show the following: for each (fixed) n × n complex matrix An
for which there exists a subset I ⊆ [n] as above,
Pr
(
‖PI A˜n‖∞→2 ≥ C5.4n1+ǫ
)
≤ exp(−n),
where A˜n is the random complex matrix obtained by permuting each row of An independently and
uniformly. But this follows immediately from Proposition 5.4 applied to the n× n matrix PIAn.
2. The proof of this part is very similar to the previous one. Let J denote the collection of
all subsets of [n] of size n1−δ and let I denote the collection of all subsets of [n] of size at least
n − 2n1−ǫ. We show that the desired conclusion in 2. holds with sufficiently high probability for
fixed J ∈ J ; the proof is completed by taking the union bound over the at most(
n
n1−δ
)
≤ exp(n1−δ log n) ≤ C(ǫ) exp(n1−3ǫ)
choices for J ∈ J , where C(ǫ) ≥ 1 depends only on ǫ, and the last inequality uses that δ ≥ 4ǫ.
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For such a fixed J ∈ J , let Eǫ,δ denote the event that there exists some I ∈ I such that for all
i ∈ I, 
∑
j∈J
|mij|2 ≤ n2ǫ|J |

∧


∣∣∣∣∣∣
∑
j∈J
mij
∣∣∣∣∣∣ ≤ nǫ
√
|J |

 .
As before, by Lemma 5.3 applied to the operator NnPJ viewed as an n × |J | matrix, we see that
Pr(Ecǫ,δ) ≤ 2 exp(−n1−ǫ/4). Therefore, it suffices to show that
Pr
({
inf
i∈I
‖PINnPJ‖∞→2 ≥ C5.4n1+ǫ−0.5δ
}
∩ Eǫ,δ
)
≤ exp(−n).
But this follows by exactly the same argument (using Proposition 5.4) as above.
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A Proof of Theorem 2.10
Proof. Since ρδ,z(a) = ρ1,z(δ
−1a), it suffices to bound ρ1,z(v) for v := δ−1a. Let w ∈ C2n denote
the vector whose first n components are v and last n components are iv. Then, we have
ρ1,z(v)
2 = ρ1,z(v)ρ1,z(iv)
≤ exp(2π)Pz(v)Pz(iv)
≤ 2 exp(2π)Pz(w)
≤ 2 exp(2π)
∫
C
exp

− n∑
j=1
(‖vjξ‖2z + ‖ivjξ‖2z) /2− π|ξ|2

 dξ,
where the first line uses ρ1,z(v) = ρ1,z(iv), the second line is due to Proposition 4.2, the third line
follows from Lemma 4.5(iii) in [24], and the last line is again due to Proposition 4.2.
Next, note that
n∑
j=1
(‖vjξ‖2z + ‖ivjξ‖2z) = E n∑
j=1
(
‖ℜ{vjξ(z1 − z2)}‖2R/Z + ‖ℜ{ivjξ(z1 − z2)}‖2R/Z
)
= E
n∑
j=1
(
‖ℜ{vjξ(z1 − z2)}‖2R/Z + ‖ℑ{vjξ(z1 − z2)}‖2R/Z
)
= E
[
dist2 (vξ(z1 − z2), (Z + iZ)n)
]
≥ E
[
dist2 (vξ(z1 − z2), (Z + iZ)n)
∣∣∣∣|z1 − z2| ∈ [C−1z , Cz ]
]
C−1z ,
where the final inequality follows from the Cz-goodness of z.
Therefore, from Jensen’s inequality, we get that
ρ1,z(v)
2 ≤ 2 exp(2π)E
[∫
C
exp(−C−1z dist2 (vξ(z1 − z2), (Z + iZ)n) /2− π|ξ|2)dξ
∣∣∣∣|z1 − z2| ∈ [C−1z , Cz ]
]
≤ 2 exp(2π) sup
|y|∈[C−1z ,Cz ]
∫
C
exp(−C−1z dist2 (vξy, (Z + iZ)n) /2 − π|ξ|2)dξ. (10)
Now, fix y0 ∈ C with |y0| ∈ [C−1z , Cz]; we will obtain a uniform (in y0) upper bound on the
integral appearing in Equation (10). Let
A := {ξ ∈ C | dist(vξy0, (Z + iZ)n) ≥ α/2} ∪ {ξ ∈ C | |ξ| ≥ α},
let B := C \ A = B(0, α) \ A, and split the integral above as∫
C
=
∫
A
+
∫
B
.
Since ∫
A
. exp
(−ΩCz(α2)) ,
it only remains to bound
∫
B .
For this, we begin by noting that if ξ′, ξ′′ ∈ B, then by the triangle inequality and the lattice
structure of the Gaussian integers,
dist
(
aδ−1(ξ′ − ξ′′)y0, (Z + iZ)n
)
= dist
(
v(ξ′ − ξ′′)y0, (Z+ iZ)n
)
< α.
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Hence, by the definition of LCDγ,α(a), we have one of two possibilities: either
δ−1Cz|ξ′ − ξ′′| ≥ δ−1|y0||ξ′ − ξ′′| ≥ LCDγ,α(a)
or
γ|ξ′ − ξ′′|δ−1C−1z ≤ γ|ξ′ − ξ′′|δ−1|y0| < dist(v(ξ′ − ξ′′)y0, (Z+ iZ)n) <
√
n.
It follows that B is contained in a union of balls of radius Cz
√
nδ/γ whose centers are separated
by at least δ LCDγ,α(a)/Cz . Each such ball can contribute at most πC
2
znδ
2/γ2 to the integral, and
since δ LCDγ,α(a)≫ α, there is at most one such ball in B. It follows that∫
B
≤ πC
2
znδ
2
γ2
.
Finally, combining the estimates on
∫
A and
∫
B and using Equation (10) completes the proof.
B Proof of Theorem 4.6
In this section, we prove Theorem 4.6 using an elementary double counting argument appearing
in [9].
Proof. Let Z be the set of all triples(
I, (is+1, . . . , in) ,
(
Fj , ǫ
j
)n
j=s+1
)
,
where
1. I ⊆ [n] and |I| = s,
2. (is+1, . . . , in) ∈ [n]n−s is a permutation of [n] \ I,
3. each Fj := (ℓj,1, . . . , ℓj,2k) is a sequence of 2k elements of [n], and
4. ǫj ∈ {±1}2k for each j,
that satisfy the following conditions for each j:
a. ℓj,2k = ij and
b. (ℓj,1, . . . , ℓj,2k−1) ∈
(
I ∪ {is+1, . . . , ij−1}
)2k−1
.
Claim B.1. The number of triples in Z is at most (s/n)2k−1 · (2n−sn!/s!)2k.
Proof. One can construct any such triple as follows. First, choose an s-element subset of [n] to
serve as I. Second, considering all j ∈ {s+ 1, . . . , n} one by one in increasing order, choose: one of
the n − j + 1 remaining elements of [n] \ I to serve as ij ; one of the 22k possible sign patterns to
serve as ǫj ; and one of the (j − 1)2k−1 sequences of 2k − 1 elements of I ∪ {is+1, . . . , ij−1} to serve
as (ℓj,1, . . . , ℓj,2k−1). Therefore,
|Z| ≤
(
n
s
)
·
n∏
j=s+1
(
(n− j + 1) · 22k · (j − 1)2k−1
)
=
n!
s!(n− s)! · (n− s)! · 2
2k(n−s) ·
(
(n− 1)!
(s− 1)!
)2k−1
=
( s
n
)2k−1
·
(
2n−s · n!
s!
)2k
.
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We call a = (a1, . . . , an) ∈ (Fp + iFp)n compatible with a triple from Z if for every j ∈ {s +
1, . . . , n},
2k∑
i=1
ǫ
j
iaℓj,i = 0. (11)
Claim B.2. Each triple from Z is compatible with at most p2s sequences a ∈ (Fp + iFp)n.
Proof. Using a, we may rewrite Equation (11) as
ǫ
j
2kaij = −
2k−1∑
i=1
ǫ
j
iaℓj,i .
It follows from b that once a triple from Z is fixed, the right-hand side above depends only on those
coordinates of the vector a that are indexed by i ∈ I ∪ {is+1, . . . , ij−1}. In particular, for each of
the p2s possible values of (ai)i∈I , there is exactly one way to extend it to a sequence a ∈ (Fp+ iFp)n
that satisfies Equation (11) for every j.
Claim B.3. Each sequence a ∈ Bαk,s,≥t is compatible with at least
(
2n−sn!
s!
)2k
·
(
αt
p
)n−s
triples from Z.
Proof. Given any such a, we may construct a compatible triple from Z as follows. Considering all
j ∈ {n, . . . , s + 1} one by one in decreasing order, we do the following. First, we find an arbitrary
solution to
± aℓ1 ± aℓ2 ± · · · ± aℓ2k = 0 (12)
such that ℓ1, . . . , ℓ2k ∈ [n] \ {in, . . . , ij+1} and such that ℓ2k is a non-repeated index (i.e., such that
ℓ2k 6= ℓi for all i ∈ [2k − 1]). Given any such solution, we let ℓ2k serve as ij, we let the sequence
(ℓ1, . . . , ℓ2k) serve as Fj , and we let ǫ
j be the corresponding sequence of signs (so that Equation (11)
holds). The assumption that a ∈ Bαk,s,≥t(n) guarantees that there are at least t · 2
2k ·(n−j+1)2k
p many
solutions to Equation (12), each of which has at least 2αk nonrepeated indices. Since the set of
all such solutions is closed under every permutation of the ℓis (and the respective signs), ℓ2k is a
non-repeated index in at least an α-proportion of them. Finally, we let I = [n]\{in, . . . , is+1}. Since
different sequences of solutions lead to different triples, it follows that the number Z of compatible
triples satisfies
Z ≥
n∏
j=s+1
(
αt · 2
2k · (n− j + 1)2k
p
)
=
(
2n−sn!
s!
)2k
·
(
αt
p
)n−s
.
Counting the number P of pairs of a ∈ Bαk,s,≥t(n) and a compatible triple from Z, we have
|Bαk,s,≥t(n)| ·
(
2n−sn!
s!
)2k
·
(
αt
p
)n−s
≤ P ≤ |Z| · p2s ≤
( s
n
)2k−1
·
(
2n−sn!
s!
)2k
· p2s,
which yields the desired upper bound on |Bαk,s,≥t(n)|.
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