Deep Boltzmann machines are in theory capable of learning efficient representations of seemingly complex data. Designing an algorithm that effectively learns the data representation can be subject to multiple difficulties. In this chapter, we present the "centering trick" that consists of rewriting the energy of the system as a function of centered states. The centering trick improves the conditioning of the underlying optimization problem and makes learning more stable, leading to models with better generative and discriminative properties.
Introduction
Deep Boltzmann machines are undirected networks of interconnected units that learn a joint probability density over these units by adapting connections between them. They are in theory capable of learning statistically and computationally efficient representations of seemingly complex data distributions.
Designing an algorithm that effectively learns the data representation can be subject to multiple difficulties. Deep Boltzmann machines are sensitive to the parameterization of their energy function. In addition, the gradient of the optimization problem is not directly accessible and must instead be approximated stochastically by continuously querying the model throughout training.
In this chapter, we present the "centering trick" that consists of rewriting the energy function of the deep Boltzmann machine as a function of centered states. We argue that centering improves the conditioning of the optimization problem and facilitates the emergence of complex structures in the deep Boltzmann machine.
We demonstrate on the MNIST dataset that the centering trick allows midsized deep Boltzmann machines to be trained faster and to produce a solution which is a good generative model of data but also distills interesting discriminative features in the top layer.
Boltzmann Machines
In this section, we give some background on the Boltzmann machine [6] . We will use the following notation: The sigmoid function is defined as sigm(x) = e x e x +1 , x ∼ B(p) denotes that the variable x is drawn randomly from a Bernoulli distribution of parameter p and · P denotes the expectation operator with respect to a probability distribution P . All these operations apply element-wise to the input if the latter is a vector. The term in the denominator is the called the partition function and makes probabilities sum to one. The function
is the energy of the state x given the model parameters θ = (W, b). From these equations, we can interpret a good model of data as a model θ that has low energy in regions of high data density and high energy elsewhere. The matrix W of size M x × M x is symmetric and contains the connection strengths between units. The vector b of size M x contains the biases associated to each unit. The diagonal of W is constrained to be zero. Units are either visible units (representing the sensory input) or hidden units (representing latent variables that are not directly observable but contribute to explaining data). From the equations above, we can derive the conditional probability of each unit being activated given the other units
