Pure Spinor String and Generalized Geometry by Zavaleta, Dennis
ar
X
iv
:1
90
6.
05
78
4v
1 
 [h
ep
-th
]  
13
 Ju
n 2
01
9
Pure Spinor String and Generalized Geometry
Dennis Zavaleta
Instituto de Fisica Teo´rica, Universidade Estadual Paulista
Rua Dr. Bento Teobaldo Ferraz 271
Bloco II - Barra Funda
CEP:01140-070 - Sa˜o Paulo, Brasil
Email: dennis.zavaleta@unesp.br
Abstract
We consider the pure spinor sigma model in an arbitrary curved background.
The use of Hamiltonian formalism allows for a uniform description of the worldsheet
fields where matter and ghosts enter the action on the same footing. This approach
naturally leads to the language of generalized geometry. In fact, to handle the
pure spinor case, we need an extension of generalized geometry. In this paper, we
describe such an extension. We investigate the conditions for existence of nilpotent
holomorphic symmetries. In the case of the pure spinor string in curved background,
we translate the existing computations into this new language and recover previously
known results.
1 Introduction
The Pure Spinor formalism [1] is a formulation of the superstring that allows for quanti-
zation with manifest super-Poincare´ symmetry. In flat space, the action describes a free
theory of matter fields (ZM) = (xm, θα, θ̂α̂) and bosonic spinors (ghosts) λα, λ̂α̂ subject to
the pure spinor constraints λαγmαβλ
β = λ̂α̂γm
α̂β̂
λ̂β̂ = 0. And also, there exist BRST charges
Q and Q̂ that encode the physical states of the theory in their cohomology.
It was shown in [2] that given the Pure Spinor string in a general curved background,
the conditions of nilpotency and holomorphicity of the BRST currents imply the Type
II Supergravity equations of motion. One characteristic of the Pure Spinor sigma model
is that the matter and ghost fields enter the action in different ways; this is, while the
matter fields have a second order kinetic term, the ghosts λα and λ̂α̂ are in first order
form. Thus, the computations leading to the Type II SUGRA equations of motion did
not show a clear geometrical interpretation.
In this paper we fill this gap by analyzing the Pure Spinor action in Hamiltonian
form. The existence of this form of the action will initially depend on the invertibility
of the Ramond-Ramond background field P αα̂ that appears in the original action but
we will see later that this condition can be dropped and still describe a general Type II
background. This version of the action will have as target space a graded supermanifold
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M parametrized by matter and ghosts (xm, θµ, θ̂µ̂, λα, λ̂α̂) where both type of fields are
treated on the same footing.
In understanding the action of sigma models in Hamiltonian form, we need to make
use of the concept of a generalized metric that first appeared in [3] in the context of
Generalized Complex Geometry [4]. The generalized metric was one of the elements used
to extend Kahler geometry. Although, in the Physics literature, an equivalent structure
had already appeared in the work of Gates, Hull and Rocek [5] when studying N = (2, 2)
supersymmetric sigma models (See [6] for a review). In essence, for sigma models with
target spaceM , a generalized metric gives a way of encoding both a Riemann metricG and
a two-form B in a single tensor structure defined on TM ⊕ T ∗M known as generalized
tangent space. However, this “generalized geometry” is limited in the sense that only
allows to describe systems that posses a second order formulation leaving aside the ones
with only a first order action or a mixture of both such as the pure spinor action. We
will show that these sigma models with different formulations can be treated in a unified
manner if we extend the original definition of a generalized metric to a one with a non-
definite signature. Such an extension was given in [7] but was only used to study sigma
models with second order formulations having pseudo-Riemannian metrics.
When the symmetries of sigma models are studied, as well as their algebra of currents,
there naturally appears the notion of Dorfman brackets [[·, ·]] [8, 9]. It was shown in [10]
that given S =
∫
(G + B)mn∂x
m∂¯xn, the conditions for δxm = V m(x) to be a symmetry
(i.e. LVG = 0 and LVB = dF for some one-form Fm(x)) become equivalent to imposing
the preservation of the subbundles graph(±G + B) ⊂ TM ⊕ T ∗M under the action of
[[(V, F ), · ]]. In the context of generalized geometry, these subbundles graph(±G+B) are
the (±1)-eigenspaces (TM ⊕ T ∗M)± of a generalized metric. We will show that a similar
situation occurs when we deal with the generalized metric with non-definite signature
where these eigenspaces cannot be solved to be the graphs of some tensors anymore.
Though still, the conditions of (V, F ) generating a symmetry will be equivalent to either
the preservation of these eigenspaces or the fact that the Lie derivative of (V, F ) [11] on
the generalized metric gives zero.
This paper is organized as follows. In section 2, we start with the sigma model of the
bosonic string in curved space M and study its action in Hamiltonian form. We see there
is a matrix that characterizes the theory known as a generalized metric A on TM ⊕T ∗M .
Then, we propose this form of the action as a starting point such as to include theories
that do not admit a second order form. Lastly, for this generalization we obtain that the
conditions to have holomorphic and nilpotent currents can be written roughly in terms of
the Lie derivative of A and the nilpotency of a section of TM ⊕ T ∗M w.r.t [[·, ·]].
In section 3, we take the action of the Pure Spinor string in a general curved back-
ground and then transform it into its Hamiltonian form. Initially we assume that this
is only valid for backgrounds with an invertible Ramond-Ramond field P αα̂ but later we
show that this assumption can be dropped (since every term containing P−1α̂α gets can-
celled). Moreover, we verify that the matrix APS appearing in the pure spinor action
(that encodes the vielbein and background fields (Ω, Ω̂, C, Ĉ, P, S)) satisfy the properties
of a generalized metric. This section finishes by applying the nilpotency and holomor-
phicity conditions from the section prior to this one and rederiving the Type II SUGRA
constraints. We finish discussing the implications that the ghost grading (λα, λ̂α̂) has on
the generalized metric.
In section 4 we give our conclusions. We leave for the appendices the following subjects.
A discussion on the relation between worldsheet conformal symmetry of the action and
2
the fact that a generalized metric A belongs to the orthosymplectic supergroup (when
written as a super-matrix). Some theorems and proofs on about generalized metrics.
Also, our conventions for super-geometry are given at the end.
2 Holomorphic and nilpotent currents
In this section we study the mathematical structures needed to write the conditions of
holomorphicity and nilpotency of currents in terms of associated sections on TM ⊕T ∗M .
2.1 Sigma models in Hamiltonian form
Let’s start our discussion with the sigma model action of a string moving in a target space
M parametrized by coordinates (xm)
S[x] =
1
2
∫
∂¯xn∂xm(Gmn +Bmn) (2.1)
It is known that a transformation δxm = εV m(x) is a symmetry of the action when
LVG = 0 and LVB = dF for some one-form Fm(x). Such a symmetry provide us with a
conserved current (jz, jz¯), and the expression for each component can be computed using
Noether’s procedure
jz =
1
2
∂xn(Gnm +Bnm)V
m +
1
2
∂xnFn (2.2)
jz¯ =
1
2
∂¯xn(Gnm − Bnm)V
m −
1
2
∂¯xnFn (2.3)
We can also use the Hamiltonian form of the action which breaks explicit worldsheet
conformal symmetry. The action in Hamiltonian form becomes
S =
∫
∂tx
mpm −
1
2
(∂σx
m pm)
(
(G− BG−1B)mn −(BG
−1)m
n
(G−1B)mn (G
−1)mn
)(
∂σx
n
pn
)
(2.4)
and the components of the Noether current (2.2) and (2.3) are now
jz =
1
2
(V F )
[(
I 0
0 I
)
+
(
−BG−1 G− BG−1B
G−1 G−1B
)](
p
∂σx
)
(2.5)
jz¯ =
1
2
(V F )
[(
I 0
0 I
)
−
(
−BG−1 G− BG−1B
G−1 G−1B
)](
p
∂σx
)
(2.6)
The matrices in the action and Noether current composed of the background fields
G,B,G−1 can be understood in terms of the so-called generalized geometry. Intuitively
it can be understood as follows. Just in the same sense that Riemannian geometry deals
with manifolds and metrics defined on their tangent spaces, generalized geometry will care
about a manifold M with a generalized metric defined on its generalized tangent space
TM ⊕ T ∗M .
The matrix appearing in the action (2.4) is what we will call the matrix representation
of the generalized metric
A :=
(
(G− BG−1B)mn −(BG
−1)m
n
(G−1B)mn (G
−1)mn
)
(2.7)
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while the actual generalized metric is (in an abstract sense) a symmetric bilinear form
on TM ⊕ T ∗M . This matrix has the following defining1 properties: it is symmetric and
positive-definite, and it satisfies the O(d, d) condition
At
(
0 1
1 0
)
A =
(
0 1
1 0
)
(2.8)
where d is the dimension of the target space M . Furthermore, to the generalized metric
we can associate an endomorphism UA on TM ⊕ T
∗M with matrix representation given
by
UA := A
(
0 1
1 0
)
=
(
−BG−1 G− BG−1B
G−1 G−1B
)
(2.9)
This matrix is the one appearing in both components of the Noether current (2.5-2.6).
The operator UA has the property of being an involution i.e.
U2A =
(
1 0
0 1
)
(2.10)
which is a direct consequence of the O(d, d) condition (2.8) that A satisfies.
So far what we have done is to take a sigma model in second order formalism and
transform its action into its Hamiltonian form. This process can be reversed by solving
the equations of motion for Pm. However, we are interested in theories that do not admit
a second order formulation (i.e. the ones that are purely first order or a mixture of both
which the Pure Spinor string is an example of) i.e. theories where the generalized metric
A is not of the form (2.7) anymore. To study these types of theories we need to modify
the definition of generalized metric.
The original definition of a generalized metric [3] assumes that A is of the form (2.7).
This assumption can be understood in the following way. When we consider the associated
operator to the generalized metric A
UA := A
(
0 1
1 0
)
=
(
Am
n Amn
Amn Amn
)
(2.11)
we have that is an involution i.e. (UA)
2 = 1, and so we have (±1)-eigenspaces which are
defined as
(TM ⊕ T ∗M)± :=
{
(V m Fm) | (V
m Fm)
(
Am
n Amn
Amn Amn
)
= ±(V n Fn)
}
(2.12)
providing a way to express the bundle (TM ⊕ T ∗M) as a direct sum (TM ⊕ T ∗M) =
(TM⊕T ∗M)+⊕ (TM⊕T
∗M)−. It turns out that these eigenspaces can always be solved
as the graphs of some operators (±G +B) i.e.
(TM ⊕ T ∗M)± = graph(±G+B) := {(ξ
m αm) | αm = ξ
n(±Gnm +Bnm)} (2.13)
for G a metric tensor and B a two-form. This ultimately implies that the action possesses
a second order formulation (See Appendix C for a proof). We will see that in the case of
the Pure Spinor sigma model, due to the target space being a graded supermanifold, it
1 These are defining in the sense that any bilinear form A on TM ⊕ T ∗M with those properties will
necessarily be of the form (2.7). This is, it will be associated to tensors Gmn and Bmn.
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becomes impossible to represent these eigenspaces as graphs of some operators ±G + B
without some entries in G and B having negative powers of λα and λ̂α̂. The easiest way
to see this is to consider the case of flat space which is analyzed in section 3.3.
In particular we must relax the condition of positivity of A to admit an arbitrary
signature. Thus, we define2 the generalized metric with signature (d + a, d − a) [7] as a
bilinear form in TM ⊕ T ∗M such that its matrix representation A satisfies
1. being symmetric
2. having signature (d+ a, d− a)
3. the O(d, d) property
Notice that for the value a = d the signature becomes (2d, 0) which is the same as
positivity, and we are back to the original definition. However, unlike in the positive
definite case, the eigenspaces (TM ⊕ T ∗M)± are not graphs of some tensors in general.
For this to happen, the following two conditions must be satisfied. First of all, the
dimension of (TM⊕T ∗M)± should be equal to d = dim(TM) = dim(T
∗M); and secondly,
their intersections with the tangent TM and contangent bundle T ∗M should be trivial.
Equivalently,
(TM ⊕ T ∗M)± = graph(±G•• +B••) ⇔ A
mn invertible (2.14)
(TM ⊕ T ∗M)± = graph(±R
•• + S••) ⇔ Amn invertible (2.15)
where G and R are symmetric while B and S anti-symmetric. From the sigma model
point of view, we are only interested in the first case since this is the one that determines
if the action has a second order formulation.
Finally, we claim that, for the bosonic case, the following setting is the correct gen-
eralization to study in a unified manner sigma models that mix second and first order
formulations. We start with an action already in Hamiltonian form characterized by a
generalized metric A of indefinite signature
S[x, p] =
∫
∂tx
mPm −
1
2
(∂σx
m Pm)
(
Amn Am
n
Amn A
mn
)(
∂σx
n
Pn
)
(2.16)
Included in the definition of generalized metric is the O(d, d) property (2.8) that implies
that this action is 2d conformally invariant. Furthermore, depending on the rank of the
matrix Amn, the action can be rewritten as a manifestly conformal invariant theory that
mixes a first and second order formulation
S ∼
∫
ΠkzΠ
ℓ
z¯(ηkℓ + bkℓ) +
1
2
Πℓzpz¯ℓ +
1
2
Πℓz¯pzℓ , k, ℓ = 1, . . . , rk[A
mn] (2.17)
where Amn = emk η
kℓenℓ and Π
ℓ
z,z¯ = ∂z,z¯x
meℓm, (pz,z¯)ℓ = e
m
ℓ (Ptm±Pσm). See Appendix B for
details on the relation of the O(d, d) condition and conformal invariance.
It also happens that the group O(d, d) acts3 on the space of generalized metrics. Given
O ∈ O(d, d), the generalized metric A transforms as
A −→ OtAO (2.18)
2 There are three different but equivalent definitions of a generalized metric. These equivalencies are
also extended for the generalized metric with indefinite signature. We refer the reader to Appendix C.
3 This action of O(d, d) on the space of generalized metrics is not in general a symmetry of the
worldsheet theory.
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In particular, it can be shown that the space of positive-definite generalized metrics co-
incides with the orbit of the unit matrix under this action i.e. A = OtO. And, for cases
where A has indefinite signature, we need to consider other orbits.
To deal with the symmetries of this action in Hamiltonian form, we define a current
(jz, jz¯) associated to a section (V
m Fm) of TM ⊕ T
∗M following the form of (2.5-2.6)
jz := (V F )P+
(
P
∂σx
)
jz¯ := (V F )P−
(
P
∂σx
) (2.19)
where P± are the projectors
4 onto the (±1)-eigenspaces (2.12) of UA
P± :=
1
2
(I ± UA) =
1
2
[(
δm
n 0
0 δmn
)
±
(
Am
n Amn
Amn Amn
)]
(2.20)
The conservation of (jz, jz¯) produce some conditions on the generalized metric A and
section (V, F ) as we will show in a following section.
2.2 Generalized metrics on supermanifolds
Let’s generalize our proposal to admit fermionic fields. This is, the target space is now a
supermanifold M with coordinates (Zi) i = 1, . . . , d|1, . . . , s collectively denoting bosonic
and fermionic ones. Then we take the action to be
S[Z,P] =
∫ {
∂tZ
iPi −
1
2
(∂σZ
i Pi)
(
Aij Ai
j
Aij A
ij
)(
∂σZ
j(−)j
Pj
)}
(2.21)
where (Pi) is the conjugate momentum to (Z
i) and the matrix A is the generalized metric
on TM ⊕ T ∗M characterizing the theory. In this super-case, the condition of A being
symmetric implies that its supermatrix blocks satisfy
Aij = (−)
ijAji , Ai
j = (−)ij+jAj i , A
ij = (−)ij+i+jAji (2.22)
while the O(d, d) condition for the bosonic case generalizes to be(
Aik Ai
k
Aik A
ik
)(
0 δkl
δk
l 0
)(
Alj Al
j
Alj A
lj
)
=
(
0 δi
j
δij 0
)
(2.23)
This condition, as in the bosonic case, guarantees that the action (2.21) has conformal
invariance although not manifest. However, notice that on supermanifolds there is no
notion of signature of a biliner form A, so the signature condition on A gets dropped
from the definition of generalized metric. And, to determine if the theory admits or
not a second order formulation i.e. if the (±1)-eigenspaces of UA can be written as the
graphs of some metric and two-form tensors (±Gij +Bij), we need to directly analyze the
invertibility of Aij .
As an example we can consider
Aij = Ea,α
i
(
ηab 0
0 ηαβ
)
Eb,β
j (2.24)
4 This projectors are acting on the section (V F ) from the right. We chose this convention to emulate
the one that we will use for the super-case in the next section.
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where the labels a, b, α, β are thought as flat indices, and the blocks ηab, ηαβ are respec-
tively invertible and non-invertible. Then, of course, because of a non-invertible part in
Aij there is not a second order formulation but using (2.23) this action could still be
rewritten in a manifestly conformal invariant way
S ∼
∫
Πaz(ηab + Aa
cηcb)Π
b
z¯ +
1
2
Παz dz¯α +
1
2
Παz¯ dzα +
1
2
ΠαzAα
bηbaΠ
a
z¯ −
1
2
Παz¯Aα
bηbaΠ
a
z (2.25)
where Πaz,z¯ = ∂z,z¯Z
iEi
a, Παz,z¯ = ∂z,z¯Z
iEi
α and (dz,z¯)α = Eα
i(Pti ± Pσi). Furthermore,
we can also show that when A is written as a supermatrix (diagonal bosonic and off-
diagonal fermionic blocks), equation (2.23) becomes equivalent to the defining property
of the orthosymplectic supergroup OSp(d, d|2s). See Appendix B for more details.
Just like in the bosonic case, we also define the components of a super current (jz, jz¯)
as
jz := (V
i Fi)
(
(P+)i
j (P+)ij
(P+)
ij (P+)
i
j
)(
Pj
∂σZ
j(−)j
)
(2.26)
jz¯ := (V
i Fi)
(
(P−)i
j (P−)ij
(P−)
ij (P−)
i
j
)(
Pj
∂σZ
j(−)j
)
(2.27)
where P± are the projectors onto the (±1)-eigenspaces of UA denoted by (TM ⊕ T
∗M)±
and defined exactly as in (2.20)
P± :=
1
2
[(
δi
j 0
0 δij
)
±
(
Ai
j Aij
Aij Aij
)]
(2.28)
And, again we see that this current is associated to a super vector field Vi and super
1-form Fi, or equivalently, to a section (V F) of TM ⊕ T
∗M .
2.3 Holomorphicity
Now we can proceed to analyze the holomorphicity and anti-holomorphicity conditions
on currents. First of all, we notice that when the section (V F) associated to a current
belongs to either eigenspace (TM⊕T ∗M)±, one of the components of the current becomes
zero. This is,
(V,F) ∈ (TM ⊕ T ∗M)+ ⇔ jz = V
iPi + Fi∂σZ
i(−)i , jz¯ = 0 (2.29)
or
(V,F) ∈ (TM ⊕ T ∗M)− ⇔ jz = 0 , jz¯ = V
iPi + Fi∂σZ
i(−)i (2.30)
The implication of a section satisfying any of these is that the current conservation con-
dition, i.e. ∂¯jz + ∂jz¯ = 0, actually becomes the condition of holomorphicity ∂¯jz = 0 or
antiholomorphicity ∂jz¯ = 0 for the current.
Finally, to obtain the symmetry conditions (and hence the holomorphiciy conditions),
we compute the divergence of the current (∂¯jz + ∂jz¯) using equations of motion
∂tZ
i =
1
2
[
((−)iAij (−)
iAij)
(
∂σZ
j(−)j
Pj
)
+ (∂σZ
j Pj)
(
Aj
i
Aji
)]
(2.31)
∂tPi = −
1
2
[
(∂σZ
k Pk)(−)
ki
(
∂iAkj ∂iAk
j
∂iA
k
j ∂iA
kj
) (
∂σZ
j(−)j
Pj
)
−∂σ
(
(Aij Ai
j)
(
∂σZ
j(−)j
Pj
))
− ∂σ
(
(∂σZ
j Pj)
(
Aji
Aji
))]
(2.32)
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This computation results in
∂jz¯ + ∂¯jz = −
1
2
(∂σZ
i Pi)
[
(−)iV
(
LVAij LVAi
j
LVA
i
j LVA
ij
)
− (−)iF
(
−(dF)(i|kA
k
|j) −(dF)ikA
kj
(−)(i+k)FAik(dF)kj 0
)](
∂σZ
j(−)j
Pj
)
(2.33)
And, since the parities of V and F are the same, we can extract the conditions to have a
conserved current
(LVA)ij = −[(dF)ikA
k
j + (−)
ij(dF)jkA
k
i]
(LVA)i
j = −(dF)ikA
kj
(LVA)
ij = 0
(2.34)
In terms of the associated UA, these equation can be written as
L(V, F)U := LVU+
[(
0 dF
0 0
)
,U
]
= 0 (2.35)
where [·, ·] is a commutator. The operation defined in (2.35) can be understood as the
Lie derivative of U along the section (V, F), and it can be shown that it also behaves as
a derivation i.e. L(V, F)(U1U2) = (L(V, F)U1)U2 + U1(L(V, F)U2).
As we already mentioned, this set of equations that determine if a section generates
a symmetry becomes the holomorphicity (or antiholomorphicity) conditions when (V F)
associated to our current belongs to the subbundle (TM ⊕ T ∗M)+ or (TM ⊕ T
∗M)− i.e.
when the section is an eigenvector of UA.
2.4 Nilpotency
In this part we generalize the results of [8, 9] to the case where the target space is a
supermanifold. This is, given currents of the form
j(V,F) := V
iPi + Fi∂σZ
i(−)i (2.36)
we can compute their Poisson brackets to obtain{
j(V1,F1)(σ1), j(V2,F2)(σ2)
}
PB
= j[[(V1,F1),(V2,F2)]]δ(σ1 − σ2)
− 〈(V1,F1), (V2,F2)〉δ
′(σ1 − σ2) (2.37)
where the brackets [[·, ·]] and 〈·, ·〉 are the Dorfman bracket and canonical inner product
in TM ⊕ T ∗M . Explicitly these brackets are
[[(V1,F1), (V2,F2)]] =
(
[V1,V2], LV1F2 − (−)
V2F1ιV2dF1
)
(2.38)
〈(V1,F1), (V2,F2)〉 = ιV1F2 + (−)
V2F1ιV2F1 (2.39)
We can also see that this Dorfman bracket is complementary to the Lie derivative of an
operator defined in (2.35) since it can be verified that
[[(V1, F1),U(V2, F2)]] = (L(V1, F1)U)(V2, F2) + U([[(V1,F1), (V2,F2)]]) (2.40)
or more compactly, if we denote S = (V, F), S · U = LSU and S1 · S2 = [[S1, S2]], the
previous equation becomes S1 · (U(S2)) = (S1 · U)(S2) + U(S1 · S2).
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The Dorfman bracket give us another way of characterizing symmetries. It was shown
in [10] that for a sigma model S =
∫
(G + B)∂¯xm∂xn, a section (V, F ) generates a sym-
metry (i.e. LVG = 0 and LVG = dF ) if and only if [[(V, F ), ·]] preserves the eigenspaces
graph(±G + B). Using (2.40) this result can be generalized to the following. A section
(V,F) generates a symmetry (i.e. L(V,F)UA = 0) of the action (2.21) if and only if the
operation [[(V, F), ·]] preserves the eigenspaces (TM ⊕ T ∗M)±.
L(V,F )U = 0 ⇔ [[(V, F ), · ]] preserves (TM ⊕ T
∗M)± (2.41)
Now we proceed to investigate the nilpotency of a fermionic current j(Q,F) associated
to a section (Q,F). Taking its Poisson bracket with itself we get
{j(Q,F), j(Q,F)}PB = 0 =⇒ j[[(Q,F),(Q,F)]] = 0 (2.42)
since the inner product 〈(Q,F), (Q,F)〉 is trivially zero. This condition implies that the
Dorfman bracket needs to be zero [[(Q,F), (Q,F)]] = 0 which in terms of the vector and
1-form components reads
[Q,Q] = 0 , LQF+ ιQdF = 0 (2.43)
Notice that we are requiring the nilpotency of the currents since for fermionic ones, this
is equivalent to nilpotency of its charge Q =
∫
dσj(Q,F)(σ).
3 Pure spinor string
In this section we will show that the Pure Spinor action in curved background admits a
Hamiltonian form, and that its matrix APS satisfies the properties of a generalized metric.
Also we will see that APS possesses two eigenvectors that generate the BRST currents of
the theory.
The Pure Spinor action in a curved background [2] is written in terms of worldsheet
matter fields (ZM) = (Xm, θµ, θ̂µ̂) and ghost fields (λα, λ̂α̂) and momenta (ωα, ω̂α̂). Plus,
the ghost variables satisfy the pure spinor constraint (λγaλ) = (λ̂γaλ̂) = 0
SPS =
∫
d2z
1
2
∂¯ZN∂ZM (GMN +BMN ) + ∂¯Z
MEαMdα + ∂Z
MEα̂M d̂α̂
+ ∂¯ZMΩMα
βλαωβ + ∂Z
M Ω̂Mα̂
β̂λ̂αω̂
β̂
+ P αα̂dαd̂α̂ + C
ββ̂
α λ
αωβd̂β̂ + Ĉ
β̂β
α̂ λ̂
α̂ω̂
β̂
dβ
+ Sββ̂αα̂λ
αωβλ̂
α̂ω̂
β̂
+ ωα∂¯λ
α + ω̂α̂∂λ̂
α̂ (3.1)
The background fields EM
A, GMN and BMN are the vielbein, super-metric and two-form,
ΩMα
β and Ω̂Mα̂
β are the spin connections, the fields Cαα̂β , Ĉ
α̂α
β̂
are related to the gravitino
and dilatino field strengths while P αα̂ encodes the Ramond-Ramond fields in its gamma
matrix expansion and Sαα̂
ββ̂
is related to the curvature of the manifold.
The other elements of the Pure Spinor formalism are BRST currents given by jB =
λαdα and j˜B = λ̂
α̂d̂α̂. To transform it into its Hamiltonian form, we first need to assume
that P αα̂ is invertible5, so we can solve for dα and d̂α̂ using their equations of motion.
5 A backgrounds satisfying this requirement is AdS [12].
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The EOM for dα and d̂α̂ are
dα =
(
∂ZMEM
α̂ + (λCω)α̂
)
P−1α̂α (3.2)
dˆα̂ = −P
−1
α̂α
(
∂¯ZMEM
α + (λ̂Ĉω)α
)
(3.3)
and we can replace these expressions back into the action and BRST currents. This
will result in the field P−1α̂α appearing everywhere; however, when we use the Legendre
transform on the matter fields (ZM) to compute the Hamiltonian form of the action (i.e.
solving for ∂tZ
M in the relation PM =
δL
δ∂tZM
) all terms containing P−1α̂α vanish in the
action
SPS =
∫
∂tZ
MPM + ωα∂¯λ
α + ω̂α̂∂λ̂
α̂
−
1
2
∂σZ
N∂σZ
M
(
GMN − BMLA
LPBPN −E(M |
α̂Eα̂
PBP |N) + E(M |
αEα
PBP |N)
)
−
1
2
(PM − λΩMω − λ̂Ω̂M ω̂)A
MN(PN − λΩNω − λ̂Ω̂N ω̂)
+(λCωα̂Eα̂
M + λ̂Ĉω̂αEα
M)(PM−λΩMω − λ̂Ω̂M ω̂) + (λλ̂S)
αα̂ωαω̂α̂
+∂σZ
N
(
BNPA
PM + EN
α̂Eα̂
M−EN
αEα
M
)
(PM − λΩMω − λ̂Ω̂M ω̂)
+∂σZ
N(λCω)α̂Eα̂
MBMN + ∂σZ
N(λ̂Ĉω̂)αEα
MBMN + ∂σZ
M(λ̂Ω̂M ω̂)− ∂σZ
M(λΩMω)
(3.4)
where AMN =
(
(−)MEa
MEb
Nηab + Eα
MEα̂
NP αα̂ − Eα̂
MEα
NP αα̂
)
. The same occurs
when the BRST currents are computed, obtaining expressions free from P−1α̂α
jB = λ
αEα
MPM − λ
αEα
M(λΩMω)− λ
αEα
M(λ̂Ω̂M ω̂)− ∂σZ
MBMNλ
αEα
N (3.5)
j˜B = λ̂
α̂Eα̂
MPM − λ̂
α̂Eα̂
M(λΩMω)− λ̂
α̂Eα̂
M(λ̂Ω̂M ω̂)− ∂σZ
MBMN λ̂
α̂Eα̂
N (3.6)
Notice that these expressions for the BRST currents are exactly the same as the ones
appearing in [2].
This action (3.4) can be put in the form of (2.21) as we will see in next section, and
more importantly we claim that the condition on the invertibility of P αα̂ can be dropped
since even the most degenerate case such as Pure Spinor in flat space (where P αα̂ = 0) is
described by (3.4).
3.1 Generalized metric and BRST sections for the Pure Spinor
string
The Pure Spinor action in Hamiltonian form (3.4) can be written as in (2.21) where there
is a generalized metric A containing the all background fields that characterize the theory.
We consider the target space to be parametrized by
(Zi) = (ZM , λα, λ̂α̂) (3.7)
matter and ghost fields, while their momentum variables are (Pi) = (PM , ωα, ω̂α̂). Here
the bosonic coordinates are (xm, λα, λ̂α̂) and the fermionic ones (θµ, θ̂µ̂). With these
10
considerations, the generalized metric in the Pure Spinor case APS can be read to be
APS =


AMN 0 0 AM
N AM
β AM
β̂
0 0 0 0 δα
β 0
0 0 0 0 0 −δα̂
β̂
AMN 0 0 A
MN AMβ AMβ̂
AαN δ
α
β 0 A
αN Aαβ Aαβ̂
Aα̂N 0 −δ
α̂
β̂
Aα̂N Aα̂β Aα̂β̂


(3.8)
where the expressions for each component block are left to the Appendix A.
Next we would like to have some fermionic sections (Q F) and (Q˜ F˜) that reduce
to the BRST currents (3.5-3.6) after showing that they are eigenvectors of U(APS). By
looking at the BRST currents we see that there is a natural guess, and they are given by
(Qi,Fi) = (Q
M , Qα, Qα̂; FM , Fα, Fα̂) where
(Qi) =

 QMQα
Qα̂

 =

 λαEαM−λβEβM(λΩM )α
−λβEβ
M(λ̂Ω̂M )
α̂

 , (Fi) =

 FMFα
Fα̂

 =

 QNBNM0
0

 (3.9)
and similarly for (Q˜i, F˜i) = (Q˜
M , Q˜α, Q˜α̂; F˜M , F˜α, F˜α̂), we have
(Q˜i) =

 Q˜
M
Q˜α
Q˜α̂

 =

 λ̂
α̂Eα̂
M
−λ̂β̂E
β̂
M(λΩM)
α
−λ̂β̂E
β̂
M(λ̂Ω̂M )
α̂

 , (F˜i) =

 F˜MF˜α
F˜α̂

 =

 Q˜NBNM0
0


(3.10)
Next we state our main results concerning the description of the pure spinor sigma
model in terms of generalized geometry. These results can be proven with a lengthy but
straightforward computation
• The generalized metric APS corresponding to the Pure Spinor action satisfies the
property (2.23)
APS
(
0 1
1 0
)
APS =
(
0 1
1 0
)
(3.11)
or equivalently, its associated U(APS) satisfies U
2
(APS)
= 1. This means that the
Pure Spinor action SPS in Hamiltonian form still possesses SO(1, 1) worldsheet
symmetry, and it can be rewritten with manifest conformal invariance which is the
original sigma model (3.1). Plus, we also have that when APS is reordered as a
super-matrix, it belongs to the orthosymplectic supergroup OSp(d, d|2s).
• The sections (Qi Fi) and (Q˜
i F˜i) that we defined in (3.9) and (3.10) satisfy the
property of being eigenvectors of UA with eigenvalues (+1) and (−1) respectively.
In turn this implies that the components of the currents associated to these sections
coincide with the BRST currents
(Q F) −→ jz = jB , jz¯ = 0 (3.12)
(Q˜ F˜) −→ jz = 0 , jz¯ = j˜B (3.13)
Then, as was discussed, the symmetry conditions for each case become holomor-
phicity and antiholomorphicity conditions for the BRST currents. These equations
will ultimately imply the Type II SUGRA constraints (See section 3.2).
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• The target space of the pure spinor sigma model is a graded supermanifold (grading
given by ghost number). This fact implies that there cannot exist tensors (Gij)i,j=M,α
and (Bij)i,j=M,α such that (TM⊕T
∗M)± are solved to be the graph of (±G+B). In
other words, the pure spinor sigma model does not admit a second order formulation
(See section 3.4 for details).
3.2 Type II SUGRA constraints
We now show that for the Pure Spinor case the conditions of nilpotency (2.43) and
holomorphicity (2.34) that we found actually imply the Type II SUGRA constraints which
of course agrees with the results of [2].
The constraints of nilpotency (2.43) in the Pure Spinor case can be simplified further.
To avoid a cumbersome computation let’s define a 2-form field
[Bij ] :=

 BMN 0 00 0 0
0 0 0

 (3.14)
with field strength
Hijk =
{
HMNP := (dB)MNP ; i =M, j = N, k = P
0 ; any other case
(3.15)
This means that we can write the 1-form simply as F = ιQB, and then the second equation
in (2.43) becomes
LQ(ιQB) + ιQd(ιQB) = ι[Q,Q]B− (ιQLQB) + ιQd(ιQB)
= ι[Q,Q]B− ιQιQdB (3.16)
where in the last line we used Cartan’s formula LQ = ιQd + dιQ. Thus, together with
the Lie bracket [Q,Q] = 0, nilpotency of the BRST current jB implies the following
constraints
[Q,Q] = 0 , ιQιQH = 0 (3.17)
In a completely analogous way we obtain the rest of constraints for the relations {j˜B, j˜B} =
0 and {jB, j˜B} = 0
[Q˜, Q˜] = 0 , ι
Q˜
ι
Q˜
H = 0 (3.18)
[Q, Q˜] = 0 , ιQιQ˜H = 0 (3.19)
Then, by actually computing the Lie brackets we arrive at
λαλβTαβ
C = λαλβλγRαβγ
σ = λαλβR̂αβγ̂
σ̂ = 0 , λαλβHαβC = 0 (3.20)
λ̂α̂λ̂β̂T
α̂β̂
C = λ̂α̂λ̂β̂R
α̂β̂γ
σ = λ̂α̂λ̂β̂λ̂γ̂R̂
α̂β̂γ̂
σ̂ = 0 , λ̂α̂λ̂β̂H
α̂β̂C
= 0 (3.21)
T
αβ̂
C = λαλγR
αβ̂γ
σ = λ̂α̂λ̂γ̂R̂α̂βγ̂
σ̂ = 0 , H
αβ̂C
= 0 (3.22)
Finally, using (2.34) in the Pure Spinor case, we have that the holomorphicity condi-
tions ∂¯jB = 0 become
(LQA)ij + (dιQB)(i|kA
k
|j) = 0 , (LQA)i
j + (dιQB)ikA
kj = 0 , (LQA)
ij = 0 (3.23)
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and the antiholomorphicity ones ∂j˜B = 0 become
(L
Q˜
A)ij + (dιQ˜B)(i|kA
k
|j) = 0 , (LQ˜A)i
j + (dι
Q˜
B)ikA
kj = 0 , (L
Q˜
A)ij = 0 (3.24)
Using the explicit form of the generalized metric and sections, we can compute these
equations. Schematically, the Lie derivative L(Q,F) will act on the vielbein EA
M , spin
connection ΩMα
β and two-form BMN producing the torsion λ
γTγA
M , curvature tensor
λγRγMα
β and the three-form field strength λγHγMN . For the first set of equations (3.23)
we get
Tα(bc) = Hαbc = Hαβ̂γ = Tαβc +Hαβc = Tαβ̂c −Hαβ̂c = 0
Tαb
γ − Tαγ̂bP
γγ̂ = Tαb
γ̂ + TαγbP
γγ̂ = Tαβ
γ̂ +
1
2
HαβγP
γγ̂ = T
αβ̂
γ = 0
∇αP
ββ̂ + Tαρ
βP ρβ̂ − Cββ̂α = R̂aβγ̂
σ̂ − TβρaĈ
σ̂ρ
γ̂ = R̂αβγ̂
σ̂ +
1
2
Hαβ•Ĉ
σ̂•
γ̂ = 0
− Sββ̂αα̂ + R̂αγ̂α̂
β̂P βγ̂ +∇αĈ
β̂β
α̂ + Tαγ
βĈ β̂γα̂ = 0
λαλβ
(
Raαβ
γ − T
αβ̂a
Cγβ̂β
)
= λαλβR
β̂αβ
γ = 0
λαλβ
(
∇αC
γγ̂
β − Rασβ
γP σγ̂
)
= λαλβ
(
∇αS
γγ̂
ββ̂
− R̂
α•β̂
γ̂Cγ•β − Rα•β
γĈ γ̂•
β̂
)
= 0
(3.25)
and for the other (3.24)
Tα̂(bc) = Hα̂bc = Hα̂βγ̂ = Tα̂β̂c −Hα̂β̂c = Tα̂βc +Hα̂βc = 0
Tα̂b
γ̂ − Tα̂γbP
γγ̂ = Tα̂b
γ + Tα̂γ̂bP
γγ̂ = T
α̂β̂
γ +
1
2
H
α̂β̂γ̂
P γγ̂ = Tα̂β
γ̂ = 0
∇α̂P
ββ̂ + Tα̂ρ̂
β̂P βρ̂ − Ĉ β̂βα̂ = Raβ̂γ
σ − T
β̂ρ̂a
Cσρ̂γ = Rα̂β̂γ
σ +
1
2
H
α̂β̂•C
σ•
γ = 0
− Sββ̂αα̂ +Rα̂γα
βP γβ̂ +∇α̂C
ββ̂
α + Tα̂γ̂
β̂Cβγ̂α = 0
λ̂α̂λ̂β̂
(
R̂
aα̂β̂
γ̂ − Tα̂βaĈ
βγ̂
β̂
)
= λ̂α̂λ̂β̂R̂
βα̂β̂
γ̂ = 0
λ̂α̂λ̂β̂
(
∇α̂Ĉ
γ̂γ
β̂
− R̂
α̂σ̂β̂
γ̂P γσ̂
)
= λ̂α̂λ̂β̂
(
∇α̂S
γγ̂
ββ̂
−Rα̂•β
γĈ γ̂•
β̂
− R̂
α̂•β̂
γ̂Cγ•β
)
= 0
(3.26)
These set of equations are the same6 as in [2], and it was proven there that they imply
the correct Type II SUGRA constraints.
3.3 Flat space
So far we showed how it all works in the most general setting but it may help to do some
explicit computations in the simplest case.
The flat space background corresponds to setting the vielbein fields to
[EM
A] =

 δam 0 0−1
2
(γaθ)µ δ
α
µ 0
−1
2
(γaθ̂)µ̂ 0 δ
α̂
µ̂

 , [EAM ] =

 δma 0 01
2
(γmθ)α δ
µ
α 0
1
2
(γmθ̂)α̂ 0 δ
µ̂
α̂

 (3.27)
6 The difference in relative signs come from our use of different conventions for the contraction of
vectors and tensors.
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the B-field to
[BAB] = −
1
2

 0 −(γaθ)β (γaθ̂)β̂(γbθ)α 0 12(γaθ)α(γaθ̂)β̂
−(γbθ̂)α̂ −
1
2
(γaθ̂)α̂(γaθ)β 0

 (3.28)
and the rest of background fields ΩMα
β , Ω̂Mα̂
β̂, P αα̂, Cββ̂α , Ĉ
β̂β
α̂ to zero. Then the block
matrix A simplifies greatly. In [Aij ] and [Aij] the only non-zero blocks are A
MN and AMN
respectively, where
[AMN ] =

 ηmn 0 00 0 0
0 0 0

 , [AMN ] =

 ηmn 0 00 0 0
0 0 0

 (3.29)
Likewise, [Ai
j] reduces to
[Ai
j ] =

 AMN 0 00 δαβ 0
0 0 −δα̂
β̂

 where [AMN ] =

 0 0 00 δµν 0
0 0 −δµ̂
ν̂

 (3.30)
This implies that the action takes the following form
S =
∫
∂tx
mPm + ∂tθ
αpα + ∂tθ̂
α̂p̂α̂ + ∂tλ
αωα + ∂tλ̂
α̂ω̂α̂
−
(
1
2
Pmη
mnPn +
1
2
∂σx
n∂σx
mηmn − (∂σθ̂
α̂p̂α̂ − ∂σθ
αpα)− (∂σλ̂
α̂ω̂α̂ − ∂σλ
αωα)
)
=
∫
(∂tx
mPm −
1
2
PmP
m −
1
2
∂σx
n∂σx
mηmn) + ∂¯θ
αpα + ∂θ̂
α̂p̂α̂ + ∂¯λ
αωα + ∂λ̂
α̂ω̂α̂
(3.31)
and after solving for Pm using its equations of motion we end up with the Pure Spinor
string in flat space
S =
∫
1
2
∂¯xm∂xm + ∂¯θ
αpα + ∂θ̂
α̂p̂α̂ + ∂¯λ
αωα + ∂λ̂
α̂ω̂α̂ (3.32)
The eigenspaces (TM⊕T ∗M)± in flat space can be easily computed since the operator
UAflat is simply
UAflat =


0 ηmn
δµν 0
−δµ̂ν̂ 0
δαβ 0
−δα̂
β̂
0
ηmn 0
0 δµν
0 −δµ̂ν̂
0 δαβ
0 −δα̂
β̂


(3.33)
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Then, the (+1)-eigenvectors are
(V,F) =
(
Vm
∂
∂xm
+ Vµ
∂
∂θµ
+ Vα
∂
∂λα
, Vnηnm∂σx
m + Fµ∂σθ
µ + Fα∂σλ
α
)
(3.34)
and the (−1)-eigenvectors are
(V˜, F˜) =
(
V˜m
∂
∂xm
+ V˜µ̂
∂
∂θ̂µ̂
+ V˜α̂
∂
∂λ̂α̂
, −V˜nηnm∂σx
m + F˜µ̂∂σθ̂
µ̂ + F˜α̂∂σλ̂
α̂
)
(3.35)
for Vm,µ,α, V˜m,µ̂,α̂, Fµ,α, F˜µ̂,α̂ functions of (x
m, θµ, θ̂µ̂, λα, λ̂α̂). Thus, we can see both eigen-
spaces have the same dimension. Furthermore, it becomes clear that these eigenspaces
(TM ⊕ T ∗M)± have non-trivial intersections with TM and T
∗M
(TM ⊕ T ∗M)+ ∩ TM =
{
Vµ
∂
∂θµ
+ Vα
∂
∂λα
}
(TM ⊕ T ∗M)+ ∩ T
∗M = {Fµ∂σθ
µ + Fα∂σλ
α}
(TM ⊕ T ∗M)− ∩ TM =
{
V˜µ̂
∂
∂θ̂µ̂
+ V˜α̂
∂
∂λ̂α̂
}
(TM ⊕ T ∗M)− ∩ T
∗M =
{
F˜µ̂∂σ θ̂
µ̂ + F˜α̂∂σλ̂
α̂
}
(3.36)
In the generic case, these intersections reduce but never become trivial. We will see
in the next section that because of the ghost number grading on the target space, the
intersections between (TM⊕T ∗M)± and T
∗M may be lifted to be zero but the directions
∂
∂λα
and ∂
∂λ̂α̂
will always be in (TM⊕T ∗M)+∩TM and (TM⊕T
∗M)−∩TM respectively.
Special cases of sections belonging to these eigenspaces are the ones that generate the
BRST currents that for flat space become
jB =
1
2
(λγmθ)Pm + λ
αpα +
1
2
(λγmθ)∂σx
m +
1
4
(λγmθ)(γmθ)µ∂σθ
µ (3.37)
j˜B =
1
2
(λ̂γmθ̂)Pm + λ̂
α̂p̂α̂ +
1
2
(λ̂γmθ̂)∂σx
m +
1
4
(λ̂γmθ̂)(γmθ̂)µ̂∂σθ̂
µ̂ (3.38)
and after solving for Pm in (3.31) will take their usual form in flat space
jB = λ
α
(
pα +
1
2
(γmθ)α∂x
m +
1
8
(γmθ)α(γmθ)µ∂θ
µ
)
(3.39)
jB = λ̂
α̂
(
p̂α̂ +
1
2
(γmθ̂)α̂∂¯x
m +
1
8
(γmθ̂)α̂(γmθ̂)µ̂∂¯θ̂
µ̂
)
(3.40)
Since the flat case is the simplest solution to Type II supergravity equations, we can
verify that the conditions of holomorphicity and nilpotency are satisfied. We take as an
example the holomorphic case, and compute the Lie derivatives w.r.t. Q. In the case of
[LQAij ] the only non-zero components are
[(LQA)MN ] =

 0 −12(λγm)ν 0−1
2
(λγn)µ 0 0
0 0 0

 , [(LQA)αN ] =
(
1
2
(γnθ)α, 0, 0
)
(3.41)
and (LQA)Mβ = (LQA)βM . For the matrix [(LQA)i
j ], the only non-zero components are
[(LQA)M
N ] =

 0 0 01
2
(λγn)µ 0 0
0 0 0

 , [(LQA)αN ] =
(
−
1
2
(γnθ)α, 0, 0
)
(3.42)
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And, for [(LQA)
ij ] we encounter that all of its components vanish. Furthermore, to verify
the holomorphicity equations we still to compute [(dF)ij ] which has non-zero components
[(dF)MN ] =

 0 12(λγm)ν 0−1
2
(λγn)µ
1
4
(λγm)(µ(γ
mθ)ν) −
1
2
(λγmθ)γ
m
µν 0
0 0 0

 (3.43)
[(dF)αN ] =
(
1
2
(γnθ)α, −
1
4
(γmθ)α(γmθ)ν , 0
)
(3.44)
and (dF)Mβ = −(dF)βM . With all this, it is simple to verify that the holomorphicity
equations (3.23) are satisfied in the flat space case i.e. ∂¯jB = 0 as expected.
Finally, to verify the nilpotency conditions (3.17), we compute the Lie bracket [Q,Q]
where the only non-zero component turns out to be
([Q,Q])m = λγmλ (3.45)
Meanwhile, the field strength HMNP in flat space is
Hmνρ = (γm)νρ , Hmν̂ρ̂ = −(γm)ν̂ρ̂ ,
Hµνρ̂ = −
1
2
(γa)µν(γ
aθ̂)ρ̂ , Hµ̂ν̂ρ =
1
2
(γa)µ̂ν̂(γ
aθ)ρ
(3.46)
and zero for any other mix of indices. This implies that the only non-zero components of
(ιQιQH) are (ιQιQH)M = (−)
PQPQNHNPM that explicitly become
(ιQιQH)m = −(λγmλ)
(ιQιQH)µ = −(λγ
mθ)(λγm)µ
(ιQιQH)µ̂ =
1
2
(λγmλ)(γ
mθ̂)µ̂
(3.47)
Then the values in both equations (3.45) and (3.47) vanish because of the pure spinor
constraint (λγmλ) = 0 and the Fierz identity (γm)σ(µ(γ
m)νρ) = 0. Thus, we have verified
the nilpotency of the BRST current jB. In an analogous way the antiholomorphicity and
nilpotency of j˜B in flat case can be proven.
3.4 Grading of the target space
We will consider that the target space for the pure spinor sigma model is a graded manifold
[13]. The grading is given by the bosonic coordinates (λα, λ̂α̂) and is conventionally called
ghost number.
We also require that the generalized metric A has grading (0, 0) or in other words of
ghost number zero
A = (dZj ⊗ dZi)Aij + (
∂
∂Zj
⊗ dZi)Ai
j + (dZj ⊗
∂
∂Zi
)Aij + (
∂
∂Zj
⊗
∂
∂Zi
)Aij (3.48)
Thus, all terms proportional to objects such as dλα⊗dλβ, dZM⊗dλα, dλα⊗ ∂
∂ZM
,dλα⊗ ∂
∂λ̂β̂
need to vanish since their coefficient functions are not allowed to have negative ghost num-
ber i.e. no inverse powers of λα, λ̂α̂. Also, remember that all coefficients such as Aij , A
ij ,
Ai
j are functions on the base manifold M , in other words, they only depend on variables
(ZM , λα, λ̂α̂) and not on the momentum variables (PM , ωα, ω̂α̂) which may account for
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negative ghost number. Then the following coefficients (entries in the generalized metric)
are zero
AMα = AMα̂ = Aαβ = Aαβ̂ = Aα̂β̂ = 0
Aα
M = Aα
α̂ = Aα̂
M = Aα̂
α = 0
(3.49)
as well as their transposes. This assertion can be readily verified in the expression for the
generalized metric of the Pure Spinor string (3.8).
As a consequence of the ghost number grading, we have (3.49) which together with
the fact that for the Pure Spinor case Aαβ = δ
α
β and A
α̂
β̂
= −δα̂
β̂
imply that the vector
fields
V = Vα(Z, λ, λ̂)
∂
∂λα
, V˜ = V˜α̂(Z, λ, λ̂)
∂
∂λ̂α̂
(3.50)
are respectively (+1) and (−1) eigenvectors of U(APS) for any curved background. This
means the eigenspaces (TM ⊕ T ∗M)± have a non-trivial intersection with the tangent
bundle TM . Equivalently we could say that the [Aij] part of the generalized metric APS
is not invertible.
On the other hand, if we were to try to compute the intersections of (±1)-eigenspaces
of UAPS with T
∗M just as we did for the flat case, we would see that there exist a set of
equations that may not have solutions in the generic case, meaning that the intersections
(TM ⊕ T ∗M)± ∩ T
∗M could lifted to be zero. Then, it is better to study directly the
invertibility of the matrix [Aij ]. In the pure spinor case it can be written as [Aij ] =
[Ei
i]T [Aij][Ej
j ] where the underlined labels can be thought as flat indices and Ei
j as
vielbein. Thus, [Aij] is congruent to [Aij]
[Aij] ∼ [Aij ] =


ηab 0 0 0 0
0 0 P αβ̂ 0 (λ̂Ĉ)β̂α
0 −P βα̂ 0 (λC)βα̂ 0
0 0 (λC)αβ̂ 0 (λλ̂S)αβ̂
0 (λ̂Ĉ)α̂β 0 (λλ̂S)βα̂ 0

 (3.51)
and the vielbein Ei
j is
[Ei
j] =

 EAN EAN(λΩN )β EAN(λ̂Ω̂N )β̂0 δαβ 0
0 0 δα̂
β̂

 (3.52)
We can now see that the second diagonal block in (3.51) is not invertible since its inverse
would need to have entries with inverse powers of λα and λ̂α̂ which is forbidden by con-
struction on graded manifolds. This means there is not possible to have a second order
formulation for the pure spinor sigma model in terms on some tensor Gij and Bij .
4 Summary and future directions
In order to obtain a formulation of the Pure Spinor string that treats symmetrically
matter and ghost fields, we have studied sigma model actions in their Hamiltonian form.
We also showed that by extending the definition of a generalized metric we can treat
in a unified manner theories that mix first and second order actions. Then, we verified
that the Pure Spinor sigma model action (3.1) can be expressed in Hamiltonian form
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for any curved background, and the appearing matrix APS satisfies the conditions of a
generalized metric. Furthermore, there exist fermionic sections (Q, F) and (Q˜, F˜) that
are eigenvectors of APS and generate the BRST currents jB and j˜B.
Finally, we were able to describe the conditions of holomorphicity and nilpotency
of currents in terms of constraints on the associated sections and the generalized metric
(2.34, 2.43). And, ultimately we used this in the Pure Spinor case to deduce that the back-
ground fields (Eα
M , Eα̂
M ,ΩMα
β , Ω̂Mα̂
β̂, Cαα̂β , Ĉ
α̂α
β̂
, Sαα̂
ββ̂
) satistfy the Type II supergravity
constraints (3.20-3.22, 3.25-3.26).
A future direction is to take the Pure Spinor sigma model and study the simpler
case where the ”matter” part of the target space is a complex supermanifold. With the
additional supposition that the 2-form BMN is the Kahler form, we are able to consistently
associate holomorphic variables in the worldsheet and target space. Thus, we land on a
theory that is an honest first order formulation much like in [14]
S =
∫
pM ∂¯z
M + p¯M¯∂z¯
M¯ + ωα∂¯λ
α + ω̂α̂∂λ̂
α̂ −
1
2
(pM ωα)
(
AMM¯ AMα̂
AαM¯ Aαα̂
)(
p¯M¯
ω̂α̂
)
where the matrix A contains all background fields. And, the BRST currents simplify to
be generated only by vector fields
QB = λ
αEα
M ∂
∂zM
− λαEα
MλβΩMβ
γ ∂
∂λγ
Q˜B = λ̂
α̂Eα̂
M¯ ∂
∂z¯M¯
− λ̂α̂Eα̂
M¯ λ̂β̂Ω̂
M¯β̂
γ̂ ∂
∂λ̂γ̂
(4.1)
A particular example of this is the Pure Spinor string in a Calabi-Yau background.
Acknowledgements. The author would like to thank Andrei Mikhailov for suggesting
the problem and useful discussions. This project was financially supported by FAPESP
grant 2016/22579-9.
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A Block entries of the APS matrix
The matrix APS for the Pure Spinor action depends on the background fields in the
following way. The matrix [Aij] is
[Aij] =

 A
MN AMβ AMβ̂
AαN Aαβ Aαβ̂
Aα̂N Aα̂β Aα̂β̂

 (A.1)
where the blocks are
AMN = AMN := (−)MEa
MEb
Nηab + Eα
MEα̂
NP αα̂ − Eα̂
MEα
NP αα̂ (A.2)
AMβ = −AMN (λΩN)
β − (−)M(λC)ββ̂E
β̂
M (A.3)
AMβ̂ = −AMN (λ̂Ω̂N )
β̂ − (−)M(λ̂Ĉ)β̂βEβ
M (A.4)
Aαβ = (λΩM)
αAMN(λΩN)
β + (λC)αα̂Eα̂
M(λΩM)
β + (λC)ββ̂E
β̂
M(λΩM)
α (A.5)
Aαβ̂ = (λΩM)
αAMN(λ̂Ω̂N)
β̂ + (λC)αα̂Eα̂
M(λ̂Ω̂M)
β̂ + (λ̂Ĉ)β̂βEβ
M(λΩM)
α
− (λλ̂S)αβ̂ (A.6)
Aα̂β̂ = (λ̂Ω̂M)
αAMN(λ̂Ω̂N)
β + (λ̂Ĉ)α̂αEα
M(λ̂Ω̂M)
β̂ + (λ̂Ĉ)β̂βEβ
M(λ̂Ω̂M )
α̂ (A.7)
while because of graded-symmetry Aij = (−)ij+i+jAji the rest are AαN = (−)NANα,
Aα̂N = (−)NANα̂ and Aα̂β = Aβα̂. The matrix [Aij] take values
[Aij] =

 AMN 0 00 0 0
0 0 0

 (A.8)
where the non-trivial block AMN is
AMN = GMN − BMLA
LPBPN − E(M |
α̂Eα̂
PBP |N) + E(M |
αEα
PBP |N) (A.9)
And, finally the matrix [Ai
j ] is given by
[Ai
j ] =

 AMN AMβ AMβ̂0 δαβ 0
0 0 −δα̂
β̂

 (A.10)
where the non-trivial blocks are
AM
N = (−BMPA
PN −EM
α̂Eα̂
N + EM
αEα
N ) (A.11)
AM
β = (δM
N − AM
N )(λΩN)
β − (λC)ββ̂E
β̂
NBNM (A.12)
AM
β̂ = −(δM
N + AM
N )(λ̂Ω̂N )
β̂ − (λ̂Ĉ)β̂βEβ
NBNM (A.13)
The other off-diagonal matrix block [Aij] is just the graded-transpose of [Aj
i] i.e. Aij =
(−)i+ijAj
i.
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B Conformal invariance and the orthosymplectic su-
pergroup OSp(d, d|2s)
B.1 SO(1, 1) worldsheet symmetry
The action (2.21) does not show an explicit SO(1, 1) invariance. However, to have this
symmetry it is enough that the matrix A satisfies the O(d, d) condition for the super-case
i.e. (
Aik Ai
k
Aik A
ik
)(
0 δkl
δk
l 0
)(
Alj Al
j
Alj A
lj
)
=
(
0 δi
j
δij 0
)
(B.1)
To see this, we will transform the action variables under the SO(1, 1) group. On the
worldsheet variables the infinitesimal transformation is
δ
(
t
σ
)
= ε
(
0 1
1 0
)(
t
σ
)
(B.2)
while this implies that
δ(∂tZ
i) = −ε∂σZ
i
δ(∂σZ
i) = −ε∂tZ
i
δPi = εP
σ
i
(B.3)
where Pσi =
δL
δ(∂σZi)
. From the action (2.21), we can compute expressions for ∂tZ
i and Pσi
∂tZ
i = ∂σZ
jAj
i + PjA
ji
Pσi = −∂σZ
jAji − PjA
j
i
⇒ (∂tZ
i (−Pσi )) = (∂σZ
j Pj)
(
Ajk Aj
k
Ajk A
jk
)(
0 δki
δk
i 0
)
(B.4)
This last expression will be useful since several terms in the variation of the action S =∫
(∂tZ
iPi −H) can be written in that form.
The kinetic term in the action ∂tZ
iPi varies as
δ(∂tZ
iPi) = −ε∂σZ
iPi + ε∂tZ
iPσi (B.5)
whereas this last term can be rewritten as
∂tZ
iPσi = −
1
2
(∂tZ (−P
σ))
(
0 1
1 0
)(
∂tZ
−P
)
= −
1
2
(∂σZ P)A
(
0 1
1 0
)(
0 1
1 0
)(
0 1
1 0
)
A
(
∂σZ
P
)
= −
1
2
(∂σZ P)
(
0 1
1 0
)(
∂σZ
P
)
= −∂σZ
iPi (B.6)
Here we used (B.4) and (B.1) in the second and third equalities respectively. Similarly,
we can compute the how the Hamiltonian part of the action varies
δH = −ε (∂tZ (−P
σ))A
(
∂σZ
P
)
= −ε (∂σZ P)A
(
0 1
1 0
)
A
(
∂σZ
P
)
= −ε (∂σZ P)
(
0 1
1 0
)(
∂σZ
P
)
(B.7)
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where in the second equality we used (B.4); and in the third one, the O(d, d) property of A
(B.1). Finally, from (B.5), (B.6) and (B.7) the variation of the action S =
∫
(∂tZ
iPi−H)
reduces to
δS = ε
∫
(−2∂σZ
iPi) + (∂σZ P)
(
0 1
1 0
)(
∂σZ
P
)
= 0 (B.8)
This ends up the proof the invariance of the action under SO(1, 1).
B.2 Manifest conformal invariance
We take the action (2.21) and show that the O(d, d) condition implies that the action
can be written in a form that shows manifest conformal invariance. We change the
indices in this subsection and now denote the letters M,N, P,Q, ... as curved labels and
A,B,C,D, ... as flat ones.
Consider that the tensor AMN can be written as
AMN = EA
MηABEB
N , [ηAB] =
(
ηab 0
0 ηαβ
)
(B.9)
where ηab is invertible and ηαβ is not. If we were in the purely bosonic case, we could
make ηαβ = 0 and the dimensions of the matrix ηab would be the rank of AMN . Let’s
define the following fields
dA := EA
MPM
ΠAt := ∂tZ
MEM
A
ΠAσ := ∂σZ
MEM
A(
AAB AA
B
AAB A
AB
)
:=
(
EA
M 0
0 EM
A
)(
AMN AM
N
AMN A
MN
)(
EB
N 0
0 EN
B
) (B.10)
This new matrix with flat indices also satisfies the O(d, d) condition. The action (2.21)
can be written as
S =
∫
ΠAt dA −
1
2
(ΠAσ dA)
(
AAB AA
B
AAB A
AB
)(
ΠBσ
dB
)
(B.11)
while the O(d, d) condition can be broken down into
AACAC
B + AACA
CB = 0


Aa
cηcb + ηacA
c
b = 0
Aa
β + ηabA
b
αη
αβ = 0
ηαγAγ
β + Aαγη
γβ = 0
(B.12)
AA
CAC
B + AACA
CB = δA
B


Aab −Aa
cηcdAb
d + Aa
αAα
cηcb = ηab
Aα
γAγ
β + (Aαγ −Aα
aηabA
b
γ)η
γβ = δα
β
Aa
bAb
β + (Aaγ + ηabA
b
αA
α
γ)η
γβ = 0
Aα
βAβ
bηba + Aα
cAc
bηba + Aαa = 0
(B.13)
AA
CACB + AACA
C
B = 0 (B.14)
Using the equations of motion for PM , we obtain the following expressions
0 =
δS
δPM
EM
A = ΠAt − η
ABdB −Π
B
σAB
A (B.15)
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that can be used to solve only for da
da = Π
b
tηba −Π
A
σAA
bηba (B.16)
dβη
βα = Παt −Π
A
σAA
α (B.17)
We use the first equation to replace it back into the action and obtain
S =
∫ [
1
2
(
Πat −Π
A
σAA
a
)
ηab
(
Πbt − Π
A
σAA
b
)
−
1
2
ΠAσAABΠ
B
σ
+
(
Παt − Π
A
σAA
α
)
dα −
1
2
dαη
αβdβ
]
(B.18)
=
∫ [
1
2
Πat ηabΠ
b
t −
1
2
Πaσ(Aab − Aa
cηcdAd
b)Πbσ −
1
2
Πat ηabA
b
cΠ
c
σ −
1
2
ΠaσAa
cηcbΠ
b
t
−
1
2
Πασ(Aαβ − Aα
aηabAβ
b)Πβσ +
1
2
dαη
αβdβ −Π
a
σAaαΠ
α
σ − Π
α
σAα
aηab(Π
b
t − Π
c
σAc
b)
]
(B.19)
Finally, we define dσA :=
δL
δΠAσ
and using the value for
dσα = −(Aαβ −Aα
aηabAβ
b)Πβσ −Aα
βdβ + Aα
βAβ
bηbaΠ
a
σ − Aα
aηabΠ
b
t (B.20)
we can express the action as
S =
∫
1
2
Πat ηabΠ
b
t −
1
2
ΠaσηabΠ
b
σ −
1
2
Πat ηacA
c
bΠ
b
σ −
1
2
ΠaσAa
cηcbΠ
b
t
+
1
2
Πασd
σ
α +
1
2
Παt d
t
α +
1
2
Παt Aα
bηbaΠ
a
σ −
1
2
ΠασAα
bηbaΠ
a
t (B.21)
=
∫
2Πaz(ηab + Aa
cηcb)Π
b
z¯ +Π
α
z dz¯α +Π
α
z¯ dzα +Π
α
zAα
bηbaΠ
a
z¯ − Π
α
z¯Aα
bηbaΠ
a
z (B.22)
We have arrived at an action that shows manifest conformal invariance on each term. The
(z, z¯) worldsheet quantities are defined as
ΠAt = Π
A
z¯ +Π
A
z
ΠAσ = Π
A
z¯ −Π
A
z
dtA = dz + dz¯
dσA = dz − dz¯
(B.23)
B.3 Orthosymplectic supergroup OSp(d, d|2s)
The O(d, d) condition (2.8) that a generalized metric A satisfies was naturally extended to
the super-case (2.23), and we have just proved that it is a sufficient condition to have an
SO(1, 1) worldsheet symmetry of the action. However, we can give this condition another
interpretation if we write the matrix representation as a super-matrix i.e. a matrix with
bosonic entries in the block diagonals and fermionic ones in the off-diagonal. We achieve
this by changing the order of the entries of the sections contracting with A in the action
(2.21) i.e.
(
∂σZ
i
Pi
)
=


∂σx
m
∂σθ
µ
Pm
Pµ

 −→


∂σx
m
Pm
∂σθ
µ
Pµ

 (B.24)
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where (xm) and (θµ) simply represent bosonic and fermionic coordinates parametrizing
the target space supermanifold M . Then, the action (2.21) takes the form
S =
∫
(∂tx
mPm + ∂tθ
µPµ)−
1
2
(∂σx
m Pm ∂σθ
µ Pµ)A
′


∂σx
n
Pm
∂σθ
µ
Pµ

 (B.25)
where
A′ =


δm
n
δmn
δµ
ν
δµν

A


δmn
−δµν
δm
n
δµ
ν

 (B.26)
Then the condition (2.23) on A implies that A′ will satisfy
(A′)st


0 1
1 0
0 −1
1 0

A′ =


0 1
1 0
0 −1
1 0

 (B.27)
where (. . .)st is the super-transpose acting on a supermatrix. This is no more than the
defining property of the orthosymplectic supergroup OSp(d, d|2s); then, the supermatrix
A′ belongs to OSp(d, d|2s).
C Generalized metrics
In this appendix we extend the definition of a generalized metric to include cases with
indefinite signature. We will show that this generalized metric with indefinite signature
also has other equivalent definitions in terms of subbundles of TM ⊕ T ∗M . Afterwards,
we study what is usually known in the literature as generalized metric on TM ⊕ T ∗M .
C.1 Generalized metric with signature (d+ a, d− a)
Given a manifold M of dimension d, we can construct its generalized tangent bundle
TM ⊕T ∗M where its sections are pairs of a vector and 1-form fields. In this bundle there
exists a canonical inner product of signature (d, d)
〈·, ·〉 : Γ(TM ⊕ T ∗M)× Γ(TM ⊕ T ∗M) → C∞(M)
(V1 F1)× (V2 F2) 7→ ιV1F2 + ιV2F1
(C.1)
Once we have chosen a coordinate system (xm) for M , we have a basis on TM ⊕ T ∗M
and a matrix representation for 〈·, ·〉
〈·, ·〉 −→
(
0 δm
n
δmn 0
)
(C.2)
Now we define a generalized metric with a signature as
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Definition 1. A generelized metric A with signature is defined as a fiber-wise bilinear
form on TM ⊕ T ∗M
A : Γ(TM ⊕ T ∗M)× Γ(TM ⊕ T ∗M) −→ C∞(M) (C.3)
such that it is symmetric, has signature (d+ a, d− a) and satisfies the O(d, d) condition
At
(
0 1
1 0
)
A =
(
0 1
1 0
)
(C.4)
Definition 2. A generalized metric on E = TM ⊕ T ∗M is an automorphism U : E → E
such that
• U2 = 1
• AU (−,−) := 〈U(−),−〉 defines a fiber-wise inner product of signature (d+ a, d− a)
We can see that a generalized metric U will have the following properties. First of
all, it will be diagonalizable with the only eigenvalues being +1 and −1. Also, U will be
orthogonal w.r.t the inner product 〈·, ·〉 because of the symmetry property of AU . And
finally, the eigenspaces of U (denoted by E±) will be orthogonal to each other w.r.t to the
inner product 〈·, ·〉 i.e. E+ ⊥〈,〉 E−.
Definition 3. A generalized metric with signature on E = TM ⊕ T ∗M is a subbundle
E+ such that 〈·, ·〉|E+ has signature (p, q).
Notice that the orthogonal complement to E+ will satisfy E = E+⊕ (E+)
⊥ since 〈·, ·〉
is non-degenerate on E+. Furthermore, 〈·, ·〉 will also be non-degenerate on (E+)
⊥ since
E+ ∩ (E+)
⊥ = {0}, and its signature there will be (d − p, d − q). This can be seen by
taking a normalizing basis for each E+ and (E+)
⊥ and realizing that the signature of 〈·, ·〉
on the full space is (d, d).
Theorem 1. All three definitions are equivalent.
Proof. Showing that Def.1 and Def.2 are equivalent is almost trivial since U and A are
related by the relation A(−,−) = 〈U(−),−〉 or in matrix form
A = U
(
0 1
1 0
)
(C.5)
which connects U and A in a one-to-one relation.
To show that Def.2 implies Def.3, we take the (+1)-eigenspace of U as our subbundle
E+. And, since E = E+ ⊕ E− with E+ ⊥〈,〉 E−, we have that 〈·, ·〉 is non-degenerate on
E+ and E−, this means it has respectively signatures (p, q) and (d − p, d − q). We can
take a basis of each E+ and E−, {e
+
i } and {e
−
m} respectively, such that
〈e+i , e
+
j 〉 = (η
+)ij , 〈e
−
m, e
−
n 〉 = (η
−)mn (C.6)
where η+ and η− are the signature matrices (p, q) and (n−p, n−q). Then we can compute
the matrix representation of AU on the basis {e
+
i , e
−
m}
AU =
(
(η+)ij 0
0 −(η−)mn
)
(C.7)
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which means that AU has signature (d+ (p− q), d− (p− q)) i.e. a = (p− q). Finally, the
signature of 〈·, ·〉 on subbundle E+ is given by p = (dimE++a)/2 and q = (dimE+−a)/2.
Similarly, to show that Def.3 implies Def.2 we proceed as follows. Take the orthogonal
complement to E+ denoted by E− := (E+)
⊥. Since 〈·, ·〉 is non-degenerate on E+ with
signature (p, q) we have that E = E+ ⊕ E− and it is also non-degenerate on E− with
signature (d− p, d− q). Then we can define the operator U : E → E as U(v±) = ±v± for
v± ∈ E± (and by linear extension to the rest of the space). We can now prove that this
U has the properties of Def.2. Thus, obviously U2 = 1. And, the signature of AU can
be determined by taking again the basis of E+ {e
+
i } and of E− {e
−
m} and computing the
matrix representation of AU on {e
+
i , e
−
m}. We obtain the same as in (C.7) which means
that the signature of AU is of type (d+ a, d− a) with a = p− q.
C.2 (Positive definite) Generalized metric
The particular case where a = d in Definition 1 and 2 or equivalently (p, q) = (d, 0) in
Definition 3 describes what is simply known in the literature as generalized metric. The
implication of this is that the (±1)-eigenspaces of UA can be solved as a the graphs of
(±G+B) where G is a Riemannian metric and B a two-form on M .
Theorem 2. Given a generalized metric A on TM ⊕ T ∗M . The eigenspaces of UA are
(TM ⊕ T ∗M)± = graph(±G+B).
Proof. The canonical inner product is positive definite on (TM ⊕ T ∗M)+ and negative
definite on (TM ⊕ T ∗M)− as we can see in
A(s±, s±) = 〈UA(s±), s±〉 = ±〈s±, s±〉 > 0 (C.8)
for s± ∈ (TM ⊕ T
∗M)±. Then, these eigenspaces are forced to be of dimension d =
dim(M), since they are complementary and the signature of 〈·, ·〉 on TM ⊕T ∗M is (d, d).
Also, the intersection of (TM⊕T ∗M)± with either subbundles TM or T
∗M is trivial since
they are isotropic (i.e. for every section s belonging to them we have 〈s, s〉 = 0). Finally,
these last two facts imply that the bundles (TM ⊕T ∗M)± can be expressed as the graphs
of endomorphisms A± in M i.e. (TM ⊕ T
∗M)± = graph(A±) := {(V, F )|F = ιVA±}.
Furthermore, because the (±1)- eigenspaces are orthogonal w.r.t. the inner product 〈·, ·〉
we have
A− = −(A+)
t (C.9)
Thus, if we define G as the symmetric part of A+ and B as the antisymmetric one, we
can write (TM ⊕ T ∗M)± = graph(±G+B).
By knowing that (TM ⊕ T ∗M) = (TM ⊕ T ∗M)+ ⊕ (TM ⊕ T
∗M)− = graph(+G +
B)⊕ graph(−G+B), we can easily decompose any section onto those subbundles
(V, F ) = (V, F )+ + (V, F )− where
(V, F )+ = (V1, ιV1(+G+B))
(V, F )− = (V2, ιV2(−G+B))
(C.10)
then, solving for V1 and V2 we obtain
V1 =
1
2
(V + FG−1 − ιVBG
−1)
V2 =
1
2
(V − FG−1 + ιVBG
−1)
(C.11)
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which implies the very well-known form of a generalized metric
A =
(
G− BG−1B −BG−1
G−1B G−1
)
(C.12)
D Super-geometry conventions
In this appendix we give our conventions to deal with the space of super differential forms.
We consider objects in this space to be Z × Z2-graded where the Z-grading is given by
usual one on differential forms and the Z2-grading corresponds to its bosonic or fermionic
nature. For example, given two super differential forms A and B graded (p, |A|) and
(q, |B|) respectively, the exterior product satisfies
A ∧ B = (−)pq+|A||B|B ∧ A (D.1)
In this convention the Z × Z2 grading of the exterior derivative
7 d is (1, 0) and the one
for the interior product ιV is (−1, |V |) where |V | is the Z2-grading of the vector field V .
Furthermore, Cartan’s formula is
LV = [ιV , d] = ιV d− (−)
(−1)1+|V |0dιV = ιV d+ dιV (D.2)
Given a coordinate system {ZM} in the supermanifold, we define the components of a
p-form B to be BM1...Mp := B(∂M1 , . . . , ∂Mp). Thus, we can write B in the basis {dZ
M}
as
B = dZMp ∧ . . . ∧ dZM1
1
p!
BM1...Mp (D.3)
In section 3.2 we use the holomorphicity equations to obtain the type II SUGRA
constraints. This computation required the following expressions for the action of the Lie
derivative on tensors of the form AMN , A
MN and AM
N
(LVA)MN = V
P∂PAMN + (−)
VM∂MV
PAPN + (−)
MN+V N∂NV
PAPM (D.4)
(LVA)
MN = V P∂PA
MN − (−)V MAMP∂PV
N − (−)M+N+MN+V NANP∂PV
M (D.5)
(LVA)M
N = V P∂PAM
N − (−)VMAM
P∂PV
N + (−)VM∂MV
PAP
N (D.6)
The SUGRA constraints are expressed in terms of the torsion and curvature. These
tensors depend on local frames (vielbein) EA and a connection ΩA
B
EA = dZM(EA)M(−)
MA =: dZMEM
A (D.7)
ΩA
B = dZM(ΩA
B)M(−)
M(A+B) =: dZMΩMA
B (D.8)
Then we define the torsion and curvature 2-forms as covariant exterior derivatives
TA = DEA = dEA − EB ∧ ΩB
A (D.9)
RA
B = DΩA
B = dΩA
B − ΩA
C ∧ ΩC
B (D.10)
We consider the labels M,N, P,Q, ... to be curved indices while A,B,C,D, ... to be flat
indices. The torsion and curvatures are expressed in components as
TAB
C = (EA
M∂MEB
NEN
C − EA
MΩMB
C)− (−)AB(A↔ B) (D.11)
RMNC
D = (∂MΩNC
D − (−)N(C+E)ΩMC
EΩNE
D)− (−)MN(M ↔ N) (D.12)
7 We only consider the left exterior derivative i.e. d(Ap ∧Bq) = dAp ∧Bq + (−)
pAp ∧ dBq.
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For the pure spinor case, we have
ΩMA
B =

 0 0 00 ΩMαβ 0
0 0 Ω̂Mα̂
β̂

 (D.13)
Then the expressions for the curvature are simplified to
RABα
β = (−)NBEA
NEB
M
[
(∂MΩNα
β − ΩMα
γΩNγ
β)− (−)MN (M ↔ N)
]
(D.14)
R̂ABα̂
β̂ = (−)NBEA
NEB
M
[
(∂M Ω̂Nα̂
β̂ − Ω̂Mα̂
γ̂Ω̂Nγ̂
β̂)− (−)MN(M ↔ N)
]
(D.15)
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