Harnessing chaos or intrinsic nonlinear behaviours of dynamical systems is a promising avenue toward unconventional information processing technologies. In this light, spintronic devices are promising because of the inherent nonlinearity of magnetization dynamics. Here, we demonstrate experimentally the potential for chaos-based schemes using nanocontact vortex oscillators by unveiling and characterizing their waveform patterns and symbolic dynamics using time-resolved electrical measurements. We dissociate nonlinear deterministic patterns from thermal fluctuations and show that the emergence of chaos results in the unpredictable alternation of well-defined patterns. With phase-space reconstruction techniques, we perform symbolic analyses of the time series and show that the oscillator exhibits maximal entropy and complexity at the centre of its incommensurate region. This suggests that such vortex-based systems are promising nanoscale sources of entropy that could be exploited for information processing.
N onlinear dynamics and chaos are powerful frameworks with which many phenomena in physics, biology, and engineering can be understood 1 . Chaos refers to the high sensitivity of a nonlinear dynamical system to perturbations in its initial conditions, where the temporal evolution is unpredictable on the long term. From the perspective of applications in information processing, chaos has attracted much attention over the last two decades 2 because chaotic waveforms are random-like, yet deterministic and potentially controllable. They have found various applications in information technologies, such as encrypted communications at the physical layer 3 , ultrafast random number generation 4, 5 , data processing 6 , computing 7 , securekey exchange 8 , radar applications 9 , precision sensing 10 , and encoding information via symbolic dynamics 11 .
Spintronic devices based on magnetic multilayers are good candidates for chaos-based applications, because magnetization dynamics in ferromagnets is intrinsically nonlinear [12] [13] [14] [15] [16] [17] [18] [19] [20] . Moreover, such dynamics can be driven and detected by spindependent transport phenomena, such as spin-transfer torques, magnetoresistive effects, and (inverse) spin-Hall effects 21, 22 , giving rise to devices such as spin-torque and spin-Hall nanooscillators 23, 24 that can be integrated into conventional semiconductor electronics 25 . Because magnetization dynamics can occur at the nanoscale at microwave frequencies, spintronic devices hold much promise for highly compact, GHz-rate information processing using chaos.
One example of chaos in a nanoscale spintronic device can be found in nanocontact vortex oscillators (NCVOs) 26, 27 . In the NCVO, the gyration and switching of the vortex core can be induced by spin-transfer torques and oscillating output signals can be detected by the magnetoresistance. In contrast to vortex oscillators based on nanopillars [28] [29] [30] , the NCVO can exhibit nontrivial dynamics that involves a self-phase-locking phenomenon between the core gyration and core switching 26 . If the ratio between the frequencies of these two processes is irrational, the behaviour is chaotic 27 .
Here, we demonstrate experimentally that the chaotic regime of the NCVO involves simple aperiodic waveform patterns. These can be encoded into bit sequences, which are correlated with the core-polarity state of the magnetic vortex. First, we describe time-resolved signals from the NCVO at 77 K and validate their chaotic characteristics from sensitivity to initial conditions and correlation dimension analysis. Then, we show that the time traces are in fact only composed by a few waveform patterns which are ordered aperiodically in the chaotic regime. By reconstructing attractor geometries from the measured time series, we reveal the symbolic dynamics of chaotic NCVOs, which is in good agreement with the patterns observed in simulation. We extract bit sequences based on this symbolic analysis and show that the generated bits can achieve maximal values of the Shannon block entropy and Lempel-Ziv complexity.
Results
Chaos in an NCVO. The NCVO comprises an extended spinvalve multilayer with a metallic point contact (approximately 20 nm in diameter) on the top of the surface (Fig. 1a) 26 . When an electric current is applied through the contact, the component of the current flow perpendicular to the film generates an Oersted field (blue arrow in Fig. 1a ) which promotes a magnetic vortex in the free layer and generates a Zeeman energy potential for it that is centred on the nanocontact 31 . The current component in the film plane (orange arrows in Fig. 1a ) pushes the vortex core out from the centre by exerting spin-transfer torques 32 . The competition between the two effects results in a stable gyration 26, 31, 33, 34 and switching dynamics 26 of the vortex core around the nanocontact. In general, the shape of the core trajectory around the nanocontact is not circular 34 , as evidenced by a rich harmonic content in the power spectrum. This results from the presence of an antivortex or domain walls in the extended film that appear during the nucleation process 26 . Figure 1b shows a map of the power spectral density of the magnetoresistance oscillations at 77 K as a function of the applied current I dc , measured with a spectrum analyser. The NCVO exhibits three dynamical regimes: pure-gyration, commensurate, and incommensurate states 26 . When I dc is lower than a threshold for core reversal ($10.3 mA here), only the gyration frequency, f 0 , is observed (red circles in Fig. 1b ) with its harmonics (2f 0 , 3f 0 , …) because of the noncircular core trajectories. If I dc is larger than the threshold, core reversal appears in addition to the gyration. This dynamical state is accompanied by additional sidebands at f 0 ± f mod (yellow crosses in Fig. 1b ), where f mod is a modulation frequency that is related to the periodicity of the core reversal. The ratio f mod =f 0 as a function of I dc is shown in Fig. 1c , which is distinguished by two plateaus with monotonic increases elsewhere. At the plateaus (yellow regions in Fig. 1c ), the frequency spectrum shows clear peaks and f mod =f 0 remains constant with I dc . In this case, the ratio can be expressed as simple integer fractions (1/3 and 1/4 in this experiment), because the core reversal process is phaselocked to the gyration 26 . The relation between the core dynamics and f mod =f 0 is shown in Supplementary Fig. 1 and discussed in more detail in Supplementary Note 1. In the incommensurate state (red regions in Fig. 1c ), in contrast, the frequency spectrum becomes more complex, where f mod =f 0 varies with I dc from one plateau to another, which indicates that no phase locking occurs between the gyration and core reversal.
The incommensurate state represents chaotic behaviour 27 . Sensitivity to initial conditions, a hallmark of chaos, can be seen in the time traces. These were obtained at 77 K with a single-shot oscilloscope, which were then filtered using a pattern matching technique to reduce the measurement noise ( Supplementary  Fig. 2 , Supplementary Note 2). By overlaying several segments of the time traces with very similar initial conditions, we can obtain a visual measure of the sensitivity to initial conditions in the commensurate ( Fig. 1d ) and incommensurate states ( Fig. 1e ). In the commensurate state ( Fig. 1d ), the waveforms remain coherent over tens of nanoseconds, with evidence of jitter setting in at around 50 ns. In the incommensurate state, however, the coherence is lost below 10 ns ( Fig. 1e ), which is due to the sensitivity to initial conditions. We can further verify the presence of chaos by analysing the fractal geometry of the reconstructed attractor 35 . To this end, we compute the correlation dimension D c from the filtered time series using the correlation sum C m ðϵÞ in Fig. 1f and its derivative with respect to a geometric scaling ϵ (see Methods). We estimate the geometric dimension in Fig. 1g by looking at constant values of the derivative. For the commensurate case at I dc ¼ 14 mA (yellow lines in Fig. 1g ) the dimension is found to be D c ¼ 1:05 ± 0:01, which is very close to 1 and consistent with limit-cycle dynamics of a NCVO presenting a small amount of jitter in the position of the core-polarity switching. For the commensurate case at I dc ¼ 12:6 mA (not shown in Fig. 1f -g for clarity), the correlation dimension is D c ¼ 1:15 ± 0:01, which is further from 1 compared with I dc ¼ 14 mA, because of a higher level of jitter in the position of the core-polarization switching. For the incommensurate case (red lines in Fig. 1g ), however, the dimension is found to be D c ¼ 1:70 ± 0:04, which is consistent with a fractal geometry associated with temporal chaos. In Fig. 1h , we present the analysis based on correlation sum to determine a lower bound of the Kolmogorov-Sinai (KS) entropy h KS by computing the K 2 -entropy metric (see Methods section). In Fig. 1i , by extrapolating the tendency of hK 0 2;m ðϵÞi ϵ with increasing values of m with an exponential fit, we estimate that K 2 ¼ 0:12 ± 0:02 ns À1 for I dc ¼ 13:2 mA. These results are consistent with a previous study using the titration of chaos with added noise 36 to identify the presence of chaos in the NCVO 27 . Note that the responses in the incommensurate state can be reproduced by micromagnetic simulations even at 0 K as shown previously 26 . We contend therefore that the measured chaotic characteristics are mostly deterministic, rather than stochastic as driven by thermal fluctuations.
Pattern generation. A feature of the chaos generated by the NCVO involves distinct waveforms that repeat aperiodically. Representative experimental time series are shown in Fig. 2a -c. Here we use a time axis that is normalized with respect to the core gyration period, 1=f 0 , such that tf 0 represents the number of core gyrations. Both commensurate and incommensurate states show similar features where distinct oscillatory patterns are delimited by cusps. These patterns correspond to a number of orbits of the vortex core around the nanocontact, with the cusps representing a core reversal event; the position of these cusps are indicated by the dots and dotted lines in Fig. 2a -c. Note that core reversal results in the change in the sense of gyration (i.e. clockwise to counterclockwise, and vice versa). These features in the measured time series are reproduced in micromagnetic simulations (see Supplementary Fig. 3 and Supplementary Note 3).
From the intervals between the core switching events in Fig. 2a -c, we can define a gyration number for the core switching, n ¼ Δtf 0 , which is shown in Fig. 2d -f. In the commensurate state, n exhibits a simple time evolution. At I dc = 12.6 mA, the switching always occurs every two gyrations ( Fig. 2d ), so n remains constant at 2. Similarly, at I dc = 14.0 mA, core reversal occurs after one and two gyrations successively, a process which repeats periodically; in this case n oscillates between 1 and 2 as shown in Fig. 2f . In the incommensurate state (I dc = 13.2 mA), however, n switches between 1 and 2 in an aperiodic fashion ( Fig. 2e ), which is consistent with the chaotic dynamics expected in this regime. 
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The required gyration number for core switching, n, is always approximately integer (typically 1 or 2 in this experiment) in both commensurate and incommensurate cases as shown in Fig. 2d -f. This is consistent with simulation results, in which core-polarity switching occurs only in a restricted region of the film plane close to the nanocontact, where conditions for core reversal are met 26 . In addition the core polarity, p, can only have two values, þ1 and À1, so we hypothesize that in general there are only four possible patterns for the commensurate or incommensurate states, pn ¼ þ1; þ2; À1; and À 2. In other words, the nonlinear physical properties of the NCVO result in a sequence that represents a combination of these four patterns.
We plot schematic core trajectories of the possible switching scenarios in Fig. 2g , along with the expected time series for different pn. Without loss of generality, we assume here that the vortex has clockwise chirality and the reference layer is saturated in the þy direction. Based on the schematic waveforms, we can identify the corresponding oscillatory patterns from the time series, as indicated by the background colours in Fig. 2a -c. In the commensurate state ( Fig. 2a, c) , the time series are composed of two pn patterns, which repeat periodically. They involve pn = {À2, þ2} for I dc = 12.6 mA ( Fig. 2a ) and {À1, þ2} for 14.0 mA (Fig. 2c ), respectively. In the incommensurate state ( Fig. 2b) , there exist three pn patterns, pn = {À2, À1, þ2}, which appear without a well-defined periodicity. This shows that the NCVO generates simple oscillatory patterns even in the chaotic state.
Symbolic dynamics and bit sequences. We further analyse the pattern generation from the perspective of symbolic dynamics 37 . The principle of symbolic dynamics is to find an adequate partition of the system's Poincaré section in its phase space (see Methods), such that every time there is a transition from one region of the section to another, a symbol is emitted. As a result, the nonlinear dynamics of the system can be reduced to a sequence of symbols. However, generating symbols with the proper partitions and surfaces from model-free, experimental, and scalar time series is a challenging problem in general. First, we reconstruct attractor geometries from the measured time series using a three-dimensional delay embedding, which is sufficiently large to completely unfold the reconstructed attractors when considering the commensurate and incommensurate states shown in Fig. 3a-c 35 . In the commensurate state, the NCVO exhibits a limit cycle, because the trace is periodic (Fig. 3a, c) . On the contrary, the attractor for the incommensurate state is more intricate (Fig. 3b ). As explained in the Methods section, we set a proper Poincaré surface (white surfaces in Fig. 3a -c) allowing for a potential generating partition. Note that the surface is not unique, and we can choose any different plane for the symbolic analysis. On the surface, we obtain the Poincaré maps from the
Commensurate, f mod /f 0 = 1/4 (I dc = 12. intersection (insets of Fig. 3a -c) in which we find several clusters of the points. Note that here, for the Poincaré map, we do not consider the transverse orientation. We use a simple partition to divide the map into two different regions, R A and R B (red dashed lines in the insets of Fig. 3a-c) , then record the symbols, A or B, when the attractor cross the surface either in R A or R B , respectively. The encoded symbolic sequences are shown in Fig. 3d-f , where the corresponding pn patterns are shown above the graphs. By comparing the pn patterns and symbolic dynamics, we can see that pn = À2, À1, and þ2 correspond to [A,A,A], [A], and [B,B, B], respectively. This result shows that the choice of the partition for the determination of the symbolic dynamics is in good agreement with the pn sequences in both the commensurate and incommensurate states. Other partition choices are also possible but may render identifying the symbolic sequences more difficult (see Supplementary Fig. 4 and Supplementary Note 4). We can find simple rules in the symbolic sequences ( Fig. 3d-f ). In the commensurate case, the sequences show only one repeated cycle: [A,A,A,B,B,B] and [A, B, B , B] for I dc = 12.6 and 14.0 mA, respectively (Fig. 3g, i) . In the incommensurate state, however, two possible cycles coexist in the sequence and appears erratically over time ( Fig. 3h ). To simplify the analysis of complexity, we define binary symbols attributed to the two different patterns accessible by the NCVO : 0 [A,A,A,B,B,B] and 1 [A,B,B,B ]. Then, we extract the bit sequences as represented in Fig. 2d-f above the graphs. In the commensurate states (Fig. 2d, f) , the NCVO generates only one type of bits: 0 for I dc = 12.6 mA and 1 for I dc = 14.0 mA. On the other hand, in the incommensurate state ( Fig. 2e) , the NCVO generates bits in no apparent order. To better illustrate this, we plot a bit sequence generated in the chaotic regime for a longer duration (Fig. 3j ). In the NCVO system, the bits are generated at an average rate of $ 131 Mbit s À1 , which is much faster than random number generation using spintronic devices such as stochastic magnetic tunnel junctions 38, 39 . The bits are produced by chaotic polarity switching of the core after a few revolutions around the nanocontact, so the generation rate is mainly proportional to the gyration frequency, f 0 , which is in the range of 0.1-1 GHz in typical soft magnetic materials. Here, the gyration frequency can reach up to $ 600 MHz, so the potential bit generation could reach up to $ 300Mbit s À1 .
Interestingly, the possible cycles in the incommensurate state correspond to those the NCVO already exhibits in its ARTICLE commensurate state at I dc ¼ 12:6 and 14.0 mA, respectively (Fig. 3h ). This shows that not only the complexity is driven by the core switching but also that the type of patterns generated in the incommensurate (chaotic) state is fundamentally restricted to accessible patterns associated to the two neighbouring commensurate states. Hence, within the incommensurate region, we anticipate that the probability of appearance of one among the two accessible patterns can be controlled by I dc .
Complexity of the generated bit sequences. To assess the complexity of the bit sequence extracted from the symbolic dynamics, we compute the probability of each bit as a function of I dc (Fig. 4a ). We also estimate the probability of transition from one bit to the next, P i;j , where i and j are the current and the next binary states (Fig. 4b) , while assuming a Markovian property, i.e., a one-bit memory depth associated to the bit sequence (see Supplementary Fig. 5 and Supplementary Note 5). In Fig. 4a , as I dc increases and the NCVO transitions from a commensurate to an incommensurate state, we observe that the probability of symbol 0 (resp. symbol 1) decreases smoothly from P 0 ¼ 1 (resp. increases from P 1 ¼ 0) monotonically and reaches the point where P 0 ¼ P 1 ¼ 0:5 at about I dc % 13:1 mA before continuing to decrease to P 0 ¼ 0 (resp. to increase to P 1 ¼ 1). Similarly, in Fig. 4b , we observe similar behaviour for the transition probabilities and specifically at I dc % 13:1 mA, we have P 0;0 ¼ P 0;1 % 0:5, P 1;0 % 0:75, and P 1;1 % 0:25. With this particular transition probability matrix, the entropy rate of the Markov chain describing the NCVO's pattern dynamics can be computed and reads h 1 % 0:93 bit per binary symbol for a maximum entropy rate of 1 bit per binary symbol (see Supplementary Note 6). These results imply that for certain DC currents it becomes difficult to predict the next generated bit from the current one in the incommensurate state. But as the current is varied from this operating point, the entropy rate decreases because the NCVO dynamics approaches one of the two neighbouring commensurate states. As such, one of the two accessible temporal patterns will start to dominate the other and its corresponding bit (0 or 1) will become more probable.
To further assess the unpredictability of the generated bits, we evaluate the complexity of the bit sequences generated by using two metrics from information theory: the Shannon block entropy rate, h, and the normalized Lempel-Ziv complexity, C LZ . The Shannon block entropy rate measures the amount of uncertainty carried on average by each bit: for a binary source of information, as the one generated by a chaotic NCVO, we have maximum entropy h max ¼ 1 bit per binary symbol. We compute the entropy rate as a function of I dc (Fig. 4c ) and consider binary blocks of length n ¼ 3 and n ¼ 6 to obtain more robust estimates, while ensuring the estimation remains invariant with respect to these choices of block lengths (see Methods). We observe that the uncertainty from the bit stream generated by the NCVO is nonmonotonic inside the incommensurate region; it gradually increases to reach a peak value of h % 0:94 at I dc ¼ 13:1 mA before decreasing again as the 1/3 commensurate state is approached. This is consistent with an asymmetric distribution for the probability mass function of the generated bit, which indicates that the bit sequence generated by the NCVO in its incommensurate state inherits complexity from the Kolmogorov-Sinai entropy created by the chaotic dynamics 35 . The determination of the lower bound of KS entropy, h KS % 0:12 ns À1 at I dc ¼ 13:2 mA, provides the maximum level of entropy extraction from the NCVO at $ 100Mbit s À1 : This is consistent with the average generation rate of bits achieved by the symbolic encoding used in our study. We perform a similar analysis for the Lempel-Ziv complexity C LZ , which measures the diversity (i.e., lack of redundancy) of binary patterns encountered in a binary sequence. We observe a similar trend with finite values in the incommensurate region, reaching almost the maximum value of C LZ;max ¼ 1, while C LZ % 0 in the commensurate state. This means the bits generated by the chaotic NCVO cannot be efficiently compressed because of its maximal complexity. Since h and C LZ almost attain their maximum values of $1, the raw generated bit sequences have suitable statistical features to be considered as a physical source of entropy for information processing. The probability and complexity assessments have been performed on more than 9300 bit strings for each I dc , which are obtained by the pattern recognition method shown in Supplementary Fig. 6 and described in Supplementary Note 7.
Discussion
Based on our analysis, the chaotic magnetization dynamics of the NCVO has desirable properties for information processing applications. First, the complexity of the magnetization dynamics is not encoded in the amplitude of the waveform but in the alternation of regular patterns. In that sense, it natively exhibits very similar properties to the chaos generated by specifically engineered systems proposed in ref. 40 and hence has high resilience to perturbations. The extraction of the bits, once the two patterns are identified and stored digitally, could be done in real time with a low computational cost using matched filters 41 implemented on field programmable-gate arrays or digital signal processors. A recent application of chaotic dynamics similar to those of NCVOs was proposed for WIFI communications (i.e., for challenging environments with multi-path interference, jamming, distortion) using electronic circuits 42, 43 , because of the capacity to recover more easily regular patterns in low signal-tonoise conditions compared with chaotic waveforms in amplitude and/or phase of the signal. Second, the NCVO generates directly chaotic bits with high level of entropy (e.g., entropy rate of h 1 % 0:93 bit per binary symbol at I dc ¼ 13:1 mA in the incommensurate state), hence making it a promising technology for physical random number generation with minimal postprocessing. Furthermore, with chaotic effects taking place at the nanoscale, dense integration of NCVOs on a single spintronic chip would allow for the parallel generation of random bits with aggregate rate in the tens or hundreds of Gbit s −1 similar to the approach already used in ref. 44 with microelectronic circuits. Finally, the properties of the chaotic NCVO dynamics can be easily tailored with the DC current injected in the nanocontact.
As a result, one could design advanced control strategies by injected small perturbation in the current to tune the chaos and encode data in pattern alternation, as described in refs. 11, 45 , and to create a robust chaos-based encryption at the physical layer. In addition, knowing the underlying structure of the temporal chaotic dynamics and its connection to the timing of the coreswitching events, one could also design experimental strategies to control electrically the core dynamics to encode information secretly. This paves the way for nanoscale chaos-based information processing using the nonlinear dynamics of spintronic devices.
Methods
Sample fabrication and measurements. The nanocontacts are fabricated using the atomic force microscope nano-indentation method 46 on the top of the sputtered deposited multilayer with the composition SiO 2 /Cu (40 nm)/Co (20 nm)/Cu (10 nm)/Ni 81 Fe 19 (20 nm)/Au (6 nm)/photoresist (50 nm)/Au (nanocontact) 27 . The diameter of the contact is $ 20 nm. The vortex is first nucleated by reversing the free layer magnetization with an in-plane applied magnetic field in the presence of a I dc = 16 mA current applied through the nanocontact. The vortex gyration around the nanocontact results in magnetoresistance oscillations that are detected after amplification as voltage fluctuations in the frequency domain by a spectrum analyser and in the time domain by a single-shot oscilloscope. RF switches are used to connect either of these two equipments to the sample, hence allowing for both time-and frequency-domain measurements to be made sequentially. The experiments are conducted in a cryostat at liquid nitrogen temperature (77 K) to better isolate the chaotic dynamics, which is a deterministic process but can appear as a thermal noise, from thermal fluctuations which are true stochastic processes. Note that all the data in this study are measured using a single device. Further details of the experimental setup and measurement procedure are described elsewhere 26, 27 .
Thermal noise filtering from time traces. To improve the signal-to-noise ratio of the experimental time traces, we used an averaging filter. We collected similar shortterm waveforms ($ 7:5 ns) from full time series by calculating convolutions, then averaged over them. This method is applicable in our system because the output time traces are composed of only two or three patterns even in the chaotic regime. More details can be found in Supplementary Fig. 2 and Supplementary Note 2.
Time-delay embedding and phase-space reconstruction. A time-delay embedding procedure is used to form an m-dimensional vector space related to the original phase space by a diffeomorphism preserving topological invariants of the original attractor, if m>2d A with d A dimension of the original attractor 47 . The vectors in the reconstructed phase space are obtained from univariate timeresolved series as follows: v ðmÞ n ¼ ½Vðt n Þ; Vðt n À τÞ;
; Vðt n À ðm À 1ÞτÞ; ð1Þ with the measured voltage, Vðt n Þ, sampled at discrete t n ¼ nΔt with Δt ¼ 12:5 ps the experimental sampling period. In this study, we choose the embedding dimension m ¼ 3 and the time-delay embedding τ % 1=ð4f 0 Þ which is close to the first zero of the autocorrelation function of VðtÞ 35 .
Poincaré section and symbolic analysis. To simplify the definition of the Poincaré section (x 3 ¼ 0) in the symbolic analysis, we apply a unitary transformation to the lag coordinates (which does not affect the topological equivalence between the reconstructed and original phase spaces) and form x 
with θ 1 ¼ À20 and θ 3 ¼ 67 . The partition on the Poincaré section is set as x 2 ¼ 0:76x 1 À 0:005 ( Fig. 3a-c) delimiting two regions, R A and R B . This choice, despite being arbitrary, allows us to capture both the incommensurate and commensurate regimes of the NCVO (I dc ¼ 12:6 À 14:0 mA). A reconstructed orbit is encoded with symbolic sequences, whose length is determined by the number of times the reconstructed attractor intersects the two regions.
Computation of correlation dimension and entropy. The correlation dimension D c provides insight on the fractal dimension of an attractor and hence is used for the detection of chaos from the filtered time series. Its computation relies on the Grassberger-Procacia (GP) algorithm 48 involving the correlation sum C m ðϵÞ, which gives the average number of neighbouring vectors x ðmÞ j within the range ϵ > 0 from any given vectors x ðmÞ i of the attractor obtained from the time-delay embedding procedure. It is defined as
with ϵ representing the typical radius of the neighbourhood surrounding the vector x ðmÞ i , k Á k the norm-2, and Θ the Heaviside function. To avoid the bias induced by finite-size effects of the time series and time-correlation of neighbouring vectors, we introduce the Theiler correction ji À jj > n T to select eligible neighbours for the computation 49 . The presence of self-similarity imposes the correlation sum to approximately satisfy a linear growth in log-scale and hence as a constant value (plateau) for its derivative. Hence, the correlation dimension D c is given by
Using the correlation sum C m ðϵÞ, it is also possible to compute a lower bound for the Kolmogorov-Sinai (KS) entropy h KS known as the K 2 -entropy 50,51 and defined as
with τ ¼ n τ Δt the embedding time lag derived from the sampling time of the experimental time series 35 . The computation of K 2 can be also achieved by taking the limit of K 0 2;m ðϵÞ ¼ 1=4τ ln C m ðϵÞ=C mþ4 ðϵÞ Â Ã , which is the quantity introduced in ref. 50 and used here. In practice, the approximate value of K 2 is determined by extrapolating the average value hK 0 2;m ðϵÞi ϵ on the scaling range (here ½1; 10 0:3 ) as m takes larger values. In our analysis, we have used this approach after normalizing the experimental filtered time series as described in the previous section. We use N ¼ 1:2 10 5 samples and n T ¼ 15 for the Theiler correction, with the embedding dimension m chosen between 10 and 24 for the correlation dimension and entropy calculations. The neighbourhood radii ϵ in the range ½10 À1 ; 10.
Computation of the Shannon block entropy. We consider a random source of n-bit words from the dictionary fs i g n s with 1 n s 2 n . The words are obtained by sliding a window of n bits in width along the bit stream of length N b resulting from the symbolic analysis of the NCVO dynamics. The mathematical definition of the Shannon block entropy of the n-bit word source is given by H n ¼ À X s i 2fs 1 ; ;s ns g pðs i Þ log 2 pðs i Þ; ð6Þ
with pðs i Þ the probability of appearance of symbol s i . We can then determine the entropy per binary symbol (or entropy rate with a maximum value at 1 bit per symbol) using the limit h ¼ lim n!1 H n =n. In finite binary sequences of length N b , the use of blocks of length n usually leads to more robust estimates of the entropy compared with the direct estimation from the bit sequence. The probability of each word is determined with the likelihood estimatorpðs i Þ % #ðs i Þ=N s with N s ¼ N b À n þ 1. Finally, we use the upper limit for the block size given by N s h ! n 2 n ln 2 ð7Þ
for binary words as suggested in ref. 52 . Due to the finite size N b ¼ 9300 bits for the bit stream obtained from the NCVO's symbolic dynamics, we use block lengths in the range n 2 f3; 6g.
Computation of the Lempel-Ziv complexity. The Lempel-Ziv complexity C LZ of a binary sequence measures the number of patterns present and is the basis of LZ77 compression 53, 54 . For a large binary sequence of size n, it can be shown that the number of patterns cðnÞ behaves asymptotically like the ratio n=log 2 n. In a sequence of length n ) 1, we can use this ratio as a normalization factor for the number of patterns in order to ensure that the complexity measure remains bounded in the range C LZ 2 ½0; 1. In order to compute C LZ , we use the algorithmic procedure presented in ref. 55 . If the binary sequence is generated by a stationary and ergodic process, the Lempel-Ziv complexity coincides with the entropy rate h 52 in the limit of large n. Here, the complexity C LZ is computed from a sequence of N b ¼ 9300 bits.
Reporting summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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