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Abstract—In this work, a predictive control framework is pre-
sented for feedback stabilization of nonlinear systems. To achieve
this, we integrate Koopman operator theory with Lyapunov-
based model predictive control (LMPC). The main idea is to
transform nonlinear dynamics from state-space to function space
using Koopman eigenfunctions - for control affine systems this
results in a bilinear model in the (lifted) function space. Then,
a predictive controller is formulated in Koopman eigenfunction
coordinates which uses an auxiliary Control Lyapunov Function
(CLF) based bounded controller as a constraint to ensure stability
of the Koopman system in the function space. Provided there
exists a continuously differentiable inverse mapping between the
original state-space and (lifted) function space, we show that the
designed controller is capable of translating the feedback stabiliz-
ability of the Koopman bilinear system to the original nonlinear
system. Remarkably, the feedback control design proposed in this
work remains completely data-driven and does not require any
explicit knowledge of the original system. Furthermore, due to
the bilinear structure of the Koopman model, seeking a CLF is no
longer a bottleneck for LMPC. Benchmark numerical examples
demonstrate the utility of the proposed feedback control design.
Index Terms—Koopman operator, feedback stabilization, con-
trol Lyapunov functions, model predictive control
I. INTRODUCTION
NONLINEAR systems abound in nature, and providinga universal feedback design for stabilizing general non-
linear dynamics thus stands to have a significant impact on
a broad range of applications. Yet, it remains a daunting
challenge owing to the complexity of these nonlinear models.
Often, powerful tools from differential geometry are required
to fully resolve the complexities, making them computation-
ally intractable. State-space models are one of the widely
used ways to represent these dynamics, and several existing
approaches that use the state-space description for nonlinear
stabilizing control include optimization-based Sum of Squares
(SoS) [1], geometric-based feedback linearization [2], sliding
mode control [3], etc. An alternative to the state-space descrip-
tion of dynamical systems is the operator-theoretic description
where we are interested in the evolution of observables (func-
tions of states) and not the states themselves. Introduced by
Koopman in [4], the Koopman operator is one example which,
when acted upon an observable, governs its evolution along
the original system trajectory. Hence, the operator-theoretic
description provides global insight into the system dynamics.
This makes the Koopman operator a natural choice for data-
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driven analysis of dynamical systems and is appropriate for
controller design.
Another feature of the Koopman operator approach that
makes it extremely appealing for controller design is that
it is a linear operator, although infinite dimensional, even
when associated with nonlinear dynamics. Thus it extends
the spectral analysis concepts of linear systems to the dy-
namics of observables in nonlinear systems. Specifically, the
eigenvalues, eigenfunctions and invariant subspaces of the
Koopman operator encode global information and provide
valuable insights that allows future state prediction and scal-
able reconstruction of the underlying dynamics [5]. It has
been shown in the literature that Koopman eigenfunctions
are strongly connected to the geometric properties of the
system [6], [7], and are related to global linearization of
the system [8]. Recently, the connection between (existence
of) specific Koopman eigenfunctions and the global stability
analysis of has been explored [9]. Koopman eigenfunctions
and the corresponding eigenvalues also facilitate the estimation
of limit cycles as well as their basins of attraction [10].
Furthermore, the full state of the system can be projected onto
the eigenfunctions of the Koopman operator using a linear
combination of (Koopman) modes characterized by a fixed
frequency and rate of decay. Therefore, dominant patterns of
the underlying nonlinear system can be captured using these
modes as useful coherent structures [11].
The practical implementation of operator theoretic control
has been driven by the emergence of advanced numerical al-
gorithms that approximate the Koopman spectrum from time-
series data such as Dynamic Mode Decomposition [12], Ex-
tended Dynamic Mode Decomposition (EDMD) [13], Laplace
analysis [14], and machine learning [15]–[17]. These devel-
opments have made Koopman operator theory an increasingly
attractive approach for the analysis and control of nonlinear
dynamical systems [18]–[21]. Although successfully imple-
mented on a broad range of applications, the true potential of
Koopman approach can only be realized by certifying that the
controllers will guarantee closed-loop stability and robustness.
Unlike systems characterized by unforced dynamics, providing
stability analysis for forced (input dependent) systems has
proven to be difficult because the predictive capability of the
Koopman operator can be significantly impacted unless the
role of actuation (i.e., the manipulated inputs) is appropriately
accounted. To deal with this, [22] redefined the Koopman
operator as a function of both states and the inputs. In [23], a
modification of EDMD was presented that compensates for the
effect of inputs. In [24], a bilinear representation was provided
in the Koopman space that is tight and theoretically justified.
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2Using this representation, the authors in [25] proposed a sta-
bilizing feedback controller which relies on control Lyapunov
function (CLF) and thus achieves stabilization of the bilinear
system.
However, the method in [25] neither solved an optimal
control problem nor accounted for explicit state and input
constraints. Moreover, it did not comment on the stability
analysis of the original nonlinear system under the implemen-
tation of the designed controller in the Koopman space. To
address this, CLFs were employed in [26] where a feedback
controller was designed for the Koopman space (i.e., lifted
domain) using Lyapunov constraints within a model predictive
control (MPC) formulation. Such a design allowed for an
explicit characterization of stability properties of the original
nonlinear system. In addition, the linear structure of the
Koopman models was exploited to transform the original
nonlinear MPC problem to a convex quadratic MPC problem
that is computationally attractive. However, the limitation of
the method presented in [26] is that the CLF was derived for
the original system which requires an explicit mathematical
expression of the original nonlinear dynamics; it is particularly
challenging when we have limited a priori knowledge of the
original nonlinear system. Additionally, even though we have
a good understanding of the nonlinear system, it is in practice
computationally demanding to determine its corresponding
CLFs.
To address these issues, this work seeks to propose a
stabilizing feedback controller based on the Koopman bilinear
representation of the original nonlinear system. To do so, first,
Koopman system identification is applied to derive a bilinear
representation of the dynamics. Then, a CLF is determined for
the bilinear system in the Koopman eigenfunction space which
is employed in the Lyapunov-based MPC (LMPC) formula-
tion. Then, a stability criterion is presented that guarantees sta-
bility of the original closed-loop system in the −δ sense based
on stability of the Koopman bilinear system. Unlike [26], the
feedback control design proposed in this work is completely
data-driven and does not require any a priori knowledge of the
original system. Moreover, deriving CLFs for the Koopman
bilinear system is much more computationally affordable than
the original nonlinear system. In fact, the search for CLFs
can be focused on a class of quadratic functions which are
known to effectively characterize the stability region of simpler
systems like the (Koopman) bilinear systems.
Organization: Section II contains definitions of mathemat-
ical concepts of interest and describes the Koopman system
identification method. In Section III, we present our stabilizing
controller formulation, utilizing the identified model, based on
Lyapunov-based MPC and prove stability of the closed-loop
system under the implementation of the proposed controller.
Section IV illustrates the application to numerical examples
and the performance of the controller is studied. Section V
provides concluding remarks and discusses future work
II. PRELIMINARIES
In this section, we provide background on the Koopman
operator and its relation to forced dynamical systems. Subse-
quently, we present a system identification method over Koop-
man observables, which yields a practical training procedure
for embedding nonlinear systems to a bilinear model from
data.
A. Koopman Operator
Let x ∈ X ⊆ Rn be the vector of state variables of a
continuous-time nonlinear dynamical system whose evolution
is governed by the function
x˙ = F(x) (1)
where F : X → X is the nonlinear operator that maps the
system states forward in time. It is assumed that the vector field
F is continuously differentiable. The solution to (1) is given by
the flow field Φt(x). Typically, an analytic form for Φt(x) is
impossible to determine and we resort to numerical solutions
for (1), which can become computationally intractable.
Now, let G be a Hilbert space of complex-valued functions
on X . The elements of G are often called observables as they
may correspond to measurements taken during an experiment
or the output of a simulation. In his seminal work, Koopman
realized an alternative description of (1) in terms of the evo-
lution of these observables denoted as g(x) with g : X → C.
Specifically, Koopman theory asserts that the nonlinear system
in (1) can be mapped to a linear system using an infinite
dimensional linear operator Kt that advances these observables
forward in time.
Definition 1 (Koopman operator): For a given space G of
observables, the Koopman (semi)group of operators Kt : G →
G associated with system (1) is defined by
[Ktg](x) = g ◦Φt(x) (2)
By definition, the Koopman operator is linear even though the
underlying dynamical system is nonlinear, i.e., it satisfies
[Kt(αg1 + βg2)](x) = α[Ktg1](x) + β[Ktg2](x) (3)
The linearity of the Koopman operator allows it to be charac-
terized by its eigenvalues and eigenfunctions. An eigenfunc-
tion ψ ∈ G : X → C of the Koopman operator is defined to
satisfy
[Ktψ](x) = eλtψ(x)
d
dt
ψ(x) = λψ(x)
(4)
where λ ∈ C is the associated eigenvalue. These eigen-
functions can be used to predict the time evolution of an
observable, in relation with the state dynamics, as long as the
given observable lies within the span of these eigenfunctions.
Applying chain rule to (4),
d
dt
ψ(x) = ∇ψ(x) · F(x) , LFψ(x) = λψ(x) (5)
where the Lie derivative with respect to the vector field F,
denoted as LF = F · ∇, is the infinitesimal generator of the
Koopman operator Kt, i.e., lim
t→0
(Kt − I)/t. Hence, the time
varying observable g˜(t,x) = Ktg(x) can be obtained as a
solution to the partial differential equation,
3∂
∂t
g˜ = F · ∇g˜ , LFg˜
g˜(0,x) = g(x)
(6)
Any finite subset of the Koopman eigenfunctions naturally
forms an invariant subspace and discovering these eigen-
functions enables globally linear representations of strongly
nonlinear systems.
B. Modeling forced dynamics
The Koopman operator theory has been conceptually devel-
oped for uncontrolled systems. To adopt it for the purposes of
control, consider a control affine system as follows:
x˙ = F(x) +
m∑
i=1
Gi(x)ui (7)
where x ∈ X ⊆ Rn, ui ∈ U for i = 1, · · · ,m, and Gi : X →
X denotes the control vector fields that dictate the effect of
input on the system. It is assumed that the vector fields are
locally Lipschitz continuous. This is a reasonable assumption
which holds true for many physical systems. The evolution of
the observable functions for the controlled system of (7) is
given, by applying chain rule similar to (6), as
∂
∂t
g˜ = LFg˜ +
m∑
i=1
uiLGi g˜
g˜(0,x) = g(x)
(8)
where LF and LGi denote the Lie derivatives with respect to
the vector fields F and Gi for i = 1, · · · ,m, respectively.
The system (8) is analogous to a bilinear system except
for the fact that the operators LF and LGi are infinite
dimensional, operating on the function space G. However, if
there exist a finite number of observable functions g¯1, · · · , g¯N
that span a subspace G¯ ⊂ G such that Kg¯ ∈ G¯ for any
g¯ ∈ G¯, then G¯ is said to be an invariant subspace and the
Koopman operator becomes a finite-dimensional matrix, K.
For practical implementation, the Koopman eigenfunctions can
be used for g¯ such that the finite-dimensional approximation
can be determined by projecting on the subspace spanned by
these eigenfunctions [27]. The choice of using eigenfunctions
as basis is intuitive because an action of the infinitesimal
generator of the Koopman operator on these eigenfunctions is
dictated simply by a scalar, i.e., the corresponding eigenvalue
(see (5)).
C. Koopman bilinear system identification
To obtain a bilinear form of system (7) in the Koopman
eigenfunction coordinates, we use the Koopman canonical
transform (KCT) [24]. Such a transformation is given by
z = Ψ(x) = [ψ1(x), · · · , ψN (x)]T ,where
ψj(x) = ψ˜j(x), if ψ˜j : X → R
[ψj(x), ψj+1(x)]
T = [2Re(ψ˜j(x)), − 2Im(ψ˜j(x))]T ,
if ψ˜j , ψ˜j+1 : X → C
and assuming ψ˜j+1 = ψ˜?j
(9)
where ? denotes the complex conjugate. Applying the above
transformation to (7) yields
z˙ = Λz +
m∑
i=1
uiLGiΨ (10)
where Λ is a block-diagonal matrix constructed using the
Koopman eigenvalues λj , j = 1, · · · , N , which are corre-
sponding to the Koopman eigenfunctions shown in (9), i.e.,
Λj,j = λj , if ψ˜j : X → R[
Λj,j Λj,j+1
Λj+1,j Λj+1,j+1
]
= |λj |
[
cos(∠λj) sin(∠λj)
−sin(∠λj) cos(∠λj)
]
,
if ψ˜j , ψ˜j+1 : X → C
and assuming ψ˜j+1 = ψ˜?j
(11)
Assumption 1: ∃ ψj , j = 1, · · · , N such that
LGiΨ =
N∑
j=1
bGij ψj(x) = BiΨ
where bGij ∈ Rn and ψj(x) are defined in (9). In other words,
it is assumed that LGiΨ lies in the span of the eigenfunctions
ψj , j = 1, · · · , N so that it can be represented using a
constant matrix, Bi ∈ RN×N .
Based on this assumption, the system (10) becomes the
following bilinear control system in the Koopman space,
z˙ = Λz +
m∑
i=1
uiBiz (12)
The objective of the system identification method is to
determine the continuous bilinear system of (12) using time-
series data generated by the controlled dynamical system of
(7). This is done in two parts. First, we calculate the system
matrix Λ using the eigenfunctions of the Koopman operator
for the uncontrolled part of (7). Although there are several
methods available in the literature that can achieve this, the
EDMD algorithm is utilized in this work. The algorithm is
detailed below.
Calculating Λ:
1) The time-series data of Nt snapshot pairs satisfying the
dynamical system of (1) are generated and organized in
the following matrices:
X = [x1,x2, · · · ,xNt ], Y = [y1,y2, · · · ,yNt ],
(13)
where xk ∈ X , yk = F(xk)∆t+ xk ∈ X and ∆t is the
discretization time. Note yk is used here instead of xk+1
because the data need not necessarily be temporally
ordered as long as the corresponding pairs (xk,yk) are
obtained as shown above.
2) A library of nonlinear observable functions D =
{φ1, φ2, . . . , φN} is selected to define the vector-valued
function φ : X → RN
φ(x) = [φ1(x), φ2(x), · · · , φN (x)]T (14)
where φ is used to lift the system from a state space to
a function space of observables.
43) A least-squares problem is solved over all the data
samples to obtain K ∈ RN×N which is the transpose
of the finite dimensional approximation to the Koopman
operator, Kt:
min
K
Nt∑
i=1
‖φ(yi)−Kφ(xi)‖22 (15)
The value of K that minimizes (15) can be determined
analytically as:
K = φXY φ
†
XX (16)
where † denotes the pseudo inverse, and the data matri-
ces are given by
φXX = φXφ
T
X , φXY = φY φ
T
X (17)
where
φX = [φ(x1), · · · ,φ(xNt)],
φY = [φ(y1), · · · ,φ(yNt)]
It has been previously shown that the matrix K asymp-
totically approaches the Koopman operator as we in-
crease Nt [28], and hence approximates the evolution
of observables.
4) An eigendecomposition of K is performed to deter-
mine the eigenvalues λ˜j and eigenvectors ej for j =
1, · · · , N .
5) The eigenvalues are converted to continuous time as
λj = log(λ˜j)/∆t, and the eigenfunctions, ψj , are
computed, using ψ˜j = φT ej , according to the procedure
described in (9).
6) The system matrix Λ is constructed using the block-
diagonalization described in (11).
Calculating control matrix Bi:
In the next step, the control matrix Bi is calculated using the
eigenfunctions. Specifically using Assumption 1 and the fact
that Ψ(x) = ETφ(x) where E = [e1, · · · , eN ] is the matrix
containing the eigenvectors, we have
BiΨ(x) = LGiΨ(x)
= LGi(E
Tφ(x)) = ET
∂φ
∂x
Gi(x)
(18)
The control matrix Bi can be obtained by equating the
coefficients of right and left hand side functions of the above
equation. Once the system matrices Λ and Bi are determined, a
bilinear system of (12) can be constructed using the Koopman
eigenfunctions and can be used for the task of designing
feedback controllers.
III. KOOPMAN LYAPUNOV-BASED MPC
In this section, we detail how Koopman operator theory can
be integrated with Lyapunov-based predictive control scheme
to stabilize the system of (7)
A. Lyapunov-based predictive control
For simplicity, let us consider the control affine system of
(7) with i = 1, i.e., a single input. All the results can be
generalized to the case of multiple inputs. Without loss of
generality, we assume F(0) = 0 and that the origin is an
unstable equilibrium point of the uncontrolled system. Then,
the closed-loop stabilization problem associated with (7) seeks
a state-dependent control law of the form u = h(x), h : Rn →
R which renders the origin stable within some domain D ⊂
Rn for the closed-loop form of (7).
One of the widely used approaches to design state feed-
back controllers is via the use of CLFs as they facilitate
explicit consideration of the stability prior to the controller
design. CLF is a continuously differentiable positive definite
function V : D → R+ such that for all x ∈ D/{0},
V˙ := LFV + uLGV < 0. Once this CLF is constructed,
design of a feedback law can be straightforward [29].
LMPC is a powerful tool that uses CLFs for the design
of an optimal stabilizing feedback controller for nonlinear
dynamical systems [30], particularly those characterized by
a set of constraints. Essentially, LMPC is a control strategy
that possesses all the advantages of a standard MPC and
is designed based on an explicit, stable (albeit not optimal)
control law h(·). By explicitly adding a Lyapunov constraint
to a standard MPC formulation, the controller is able to sta-
bilize the closed-loop system. Additionally, LMPC explicitly
characterizes a set of initial conditions starting from where the
closedloop stability is guaranteed. Hence, it ensures stability
irrespective of the prediction horizon, i.e., the computational
time can be made smaller by decreasing the prediction horizon
(reducing the size of the optimization problem). However,
the main bottleneck to the success of this method lies in
the construction of CLFs for a general nonlinear system. To
avoid this, in the proposed method, the system of (7) is first
transformed into a bilinear control system of (12), using the
procedure described above, for which determining a CLF is
much easier. Particularly, the search for a CLF of a bilinear
system can now be limited to the class of quadratic functions
and an optimization problem can be solved to determine
the required CLF [25]. Then, one can apply LMPC in the
Koopman eigenspace to determine a stabilizing input for the
bilinear system of (12).
B. Bounded explicit control h(z)
Let us consider the Koopman bilinear system of (12) with
i = 1, i.e., a single input obtained using the system identifica-
tion method described in Section II-C. This system is assumed
to be stabilizable, which implies the existence of a feedback
control law u(t) = h(z(t)) that satisfies input constraints for
all z inside a given stability region and renders the origin of the
closed-loop system asymptotically stable. This is equivalent to
assuming that there exists a CLF for the system of (12). Due
to the bilinear structure of the system, the CLF can be limited
to a class of quadratic functions, i.e., V (z) = zTPz. The
necessary and sufficient conditions for the symmetric positive
definite matrix P such that the system of (12) is stabilizable
are provided in [25]. The theorem is stated below.
5Proposition 1 (see [25], Theorem 2): The bilinear system
of (12) is stabilizable if and only if there exists an N × N
symmetric positive definite matrix P such that for all z 6= 0 ∈
RN with zT (PΛ+ΛTP )z ≥ 0, we have zT (PB+BTP )z 6=
0.
In other words, for V˙ (z) = zT (PΛ+ΛTP )z+u(zT (PB+
BTP )z) to be negative, given that the first term on the right
hand side is positive, then the second term cannot be zero
so that the control action u can render V˙ < 0. Once the
conditions of Proposition 1 are satisfied, one way to determine
the explicit control law h(z), required to stabilize the bilinear
system, is provided by the following formula by Sontag [31]:
b(z) =
−
LΛV+
√
LΛV 2+LBV 4
LBV
, if LBV 6= 0
0, if LBV = 0
h(z) =

umin, if b(z) < umin
b(z), if umin ≤ b(z) ≤ umax
umax, if b(z) > umax
(19)
where LΛV = zT (PΛ + ΛTP )z, LBV = zT (PB +BTP )z,
and h(z) represents the saturated control law that accounts
for the input constraints umin ≤ u(t) ≤ umax ∈ U . For the
above controller, one can show, using a standard Lyapunov
argument, that if the closed-loop state evolves within a level
set of V , the time-derivative of the CLF is negative definite
ensuring asymptotic stability. Let the largest level set of V be
given by
Ωr = {z ∈ RN : V (z) ≤ r} (20)
where r is the largest number for which Ωr ⊆ Ω. Ω is the
complete stability region, starting from which the origin of
the bilinear system under (19) is guaranteed to be stable. In
practice, the entire region of attraction, Ω, is very difficult to
estimate even for simple systems.
C. Koopman Lypaunov-based predictive control
Now that we have the explicit control law, the idea is
to stabilize the bilinear system using the Lyapunov-based
predictive control scheme as below:
min
u∈S(∆)
∫ tk+Np∆
tk
[zT (τ)Wz(τ) + uT (τ)Ru(τ)]dτ, (21a)
s.t z˙(t) = Λz(t) + u(t)Bz(t) (21b)
z(tk) = Ψ(x(tk)) (21c)
umin ≤ u(t) ≤ umax, ∀t ∈ [tk, tk +Np∆) (21d)
V (z(t)) ≤ rˆ, ∀t ∈ [tk, tk +Np∆]
if x(tk) ∈ Ωrˆ (21e)
V˙ (z(tk),u(tk)) ≤ V˙ (z(tk), h(z(tk))),
if x(tk) ∈ Ωr/Ωrˆ (21f)
where S(∆) is the family of piece-wise constant functions
with sampling period ∆, Np is the prediction horizon, and
W ∈ RN×N and R ∈ R are positive definite weighting
matrices. The manipulated input (solution to the optimization
problem) of the above system under the LMPC control law is
defined as
u = u?(t|tk), ∀t ∈ [tk, tk +Np∆) (22)
where u?(t|tk) = [u?(tk), · · · , u?(tk+Np∆)]. The first value
of u?(t|tk) is applied to the closed-loop system for the next
sampling time period t ∈ [tk, tk + ∆) and the procedure is
repeated until the end of operation.
In the LMPC formulation of (21a-21c), (21a) denotes a
performance index that is to be minimized, (21b) is the
Koopman bilinear model of the system of (12) used to predict
the future evolution of the states, and (21c) provides the initial
condition which is obtained as a transformation of the actual
state measurement. In addition to these constraints, the LMPC
formulation considers two Lyapunov constraints, (21e) and
(21f). In the design of LMPC, one important factor we need to
consider is the sample-and-hold implementation of the control
law. To explicitly deal with the sampled system, we consider a
region Ωrˆ, where rˆ < r. Specifically, when z(tk) is received at
a sampling time tk, if z(tk) is within the region Ωrˆ, the LMPC
minimizes the cost function within the region Ωrˆ; however, if
z(tk) is in the region Ωr/Ωrˆ, i.e., z(tk) ∈ Ωr but z(tk) /∈ Ωrˆ,
the LMPC first drives the system state to the region Ωrˆ and
then minimizes the cost function within Ωrˆ. In other words,
due to the sample-and-hold implementation of the control law,
the region Ωrˆ ⊂ Ωr is chosen as a ‘safe’ zone to make
Ωr invariant. Please note that this is not a limitation of the
LMPC formulation but of the discrete-time implementation
of the control action to a continuous-time dynamical system.
Ultimately, the size of the safe set Ωrˆ depends on the hold time
(i.e., sampling time), ∆ (details given below in Proposition 2).
Therefore, (21e) is only active when z(tk) ∈ Ωrˆ and ensures
that the sampled state is maintained in the region Ωrˆ (so that
the actual state of the closed-loop system is in the stability
region Ωr). The constraint (21f) is only active when rˆ <
V (z(tk)) ≤ r and ensures the rate of change of the Lyapunov
function is smaller than or equal to that of the value obtained
if the explicit control law h(z) is applied to the closed-loop
system in a sample-and-hold fashion. These constraints allow
the LMPC controller to inherit the stability properties of h(z),
i.e., it possesses at least the same stability region Ωr as the
controller h(z). This implies that the (equilibrium point of)
closed-loop system of (21a)-(21f) is guaranteed to be stable
for any initial state inside the region Ωr provided that the
sampling time ∆ is sufficiently small. Note that because of
this property, the LMPC does not require a terminal constraint
used in a traditional MPC setting. Additionally, the feasibility
of (21a)-(21f) is guaranteed because u = h(z) is always a
feasible solution to the above optimization problem. Even
though the above formulation does not explicitly consider the
state constraints, they can be readily incorporated.
Proposition 2: Consider the system of (12) under the
MPC control law of (21a)-(21f), which is designed using
a CLF, V , that has a stability region Ωr under continuous
implementation of the explicit controller h(z). Then, given
any positive real number d, ∃ positive real numbers ∆? such
6that if z(0) ∈ Ωr and ∆ ∈ (0,∆?], then z(t) ∈ Ωr,∀t ≥ 0
and limt→∞ ‖z(t)‖ ≤ d.
Proof 1: The proof is divided into three parts. In Part
1, the robustness of the explicit controller is shown which
preserves the closed-loop stability when the control action is
implemented in a sample-and-hold fashion with a sufficiently
small hold time (∆). In Part 2, the controller of (21a)-(21f) is
shown to be feasible for all z(0) ∈ Ωr. Subsequently, in Part
3, it is shown that the stability region Ωr is invariant under
the predictive controller of (21a)-(21f).
Part 1: To prove the robustness of the explicit controller,
we need to show the existence of a positive real number ∆?
such that all state trajectories originating in Ωr converge to
the level set Ωrˆ for any value of ∆ ∈ (0,∆?]. To achieve
this, we need to consider different cases for z(0) inside the
stability region, i.e., we consider arbitrary regions Z and Ωr′
inside Ωr. Figure 1 represents a schematic of the different
cases considered in the following proof.
𝛀!𝒓𝛀𝒓!
𝛀𝒓
𝓩 = 𝛀𝐫 −𝛀𝐫!
𝐳(0)
𝛀
Fig. 1. A schematic representing the stability region of the bounded controller
Ωr , together with the sample-and-hold constrained set, Ωrˆ , and the overall
stability region of the system, Ω. The grey shaded part represents the ring,
Z , close to the boundary of the stability region, Ωr .
First, consider a small region close to the boundary of the
stability region denoted as Z := {z : (r − r′) ≤ V (z) ≤ r},
for some 0 < r′ < r. Now, let h(0) = h0 be computed for
z(0) = z0 ∈ Z and held constant until a time ∆ˆ such that
h(t) := h0 ∀t ∈ (0, ∆ˆ]. Then,
V˙ (z(t)) = LΛV (z(t)) + LBV (z(t))h0
= LΛV (z0) + LBV (z0)h0
+ (LΛV (z(t))− LΛV (z0))
+ (LBV (z(t))h0 − LBV (z0)h0).
(23)
Since the initial state z0 ∈ Z ⊆ Ωr, and h0 is computed based
on the stabilizing control law (19), it follows that V˙ (z0) :=
LΛV (z0) + LBV (z0)h0 ≤ −ρV (z0) (this can be shown by
substituting (19) in V˙ ). Combining this with the definition of
Z , we have LΛV (z0) + LBV (z0)h0 ≤ −ρ(r − r′).
We also need the following properties to complete the proof.
Property 1: Since the evolution of z is continuous, ‖u‖ ≤
umax and Z is bounded, one can find, for all z0 ∈ Z and a
fixed ∆ˆ, a positive real number k1 such that ‖z(t)−z0‖ ≤ k1∆ˆ
for all t ≤ ∆ˆ.
Property 2: Additionally, since LΛV (·) and LBV (·) are
continuous functions, the following properties hold:
‖LΛV (z(t))− LΛV (z0)‖ ≤ k2‖z(t)− z0‖ ≤ k1k2∆ˆ
‖LBV (z(t))h0 − LBV (z0)h0‖ ≤ k3‖z(t)− z0‖ ≤ k1k3∆ˆ
(24)
where the second inequality in each equation holds because
of Property 1. Using all the above inequalities in (23),
V˙ (z(t)) ≤ −ρ(r − r′) + (k1k3 + k2k3)∆ˆ (25)
Now, if we choose ∆ˆ < (ρ(r− r′)− c)/(k1k3 + k2k3) where
c < ρ(r− r′) is a positive number, we get V˙ (z(t)) ≤ −c < 0
for all t ≤ ∆ˆ. This implies that, given a rˆ, if we find an r′
such that r− r′ < rˆ and determine the corresponding ∆ˆ, then
the control action computed for any z ∈ Z and held for a time
period less than ∆ˆ will ensure that the state does not escape
Ωr (because V˙ < 0 during this time).
Now, we need to show the existence of a ∆′ such that for
all z0 ∈ Ωr′ := {z0 : V (z0) ≤ r − r′} we have z0 ∈ Ωrˆ :=
{z0 : V (z0) ≤ rˆ}. Consider ∆′ such that
rˆ = max
z0∈Ω′r,h∈U,t∈[0,∆′]
V (z(t)) (26)
This is possible because both V and z are continuous func-
tions, and therefore for any r′ < r, one can find a sufficiently
small ∆′ such that (26) holds. All that remains now is to show
that for all z0 ∈ Ωrˆ if ∆ ∈ (0,∆?] where ∆? = min{∆ˆ,∆′},
then z(t) ∈ Ωrˆ ∀t ≥ 0.
Consider all z0 ∈ Ωrˆ ∩ Ωr′ . Then by definition, z(t) ∈ Ωrˆ
for t ∈ [0,∆?] since ∆? ≤ ∆′. On the other hand, for all
z0 ∈ Ωrˆ/Ωr′ , i.e., z0 ∈ Z , it was shown that V˙ < 0 for
t ∈ [0,∆?] since ∆? ≤ ∆ˆ. Therefore, Ωrˆ is an invariant set
under the control law of (19).
Hence, all trajectories originating in Ωr converge to Ωrˆ
with a hold time less than ∆?. That is, for all z0 ∈
Ωr, lim supt→∞V (z(t)) ≤ rˆ. Since, V (·) is a continuous func-
tion, one can always find a finite, positive number d such that
V (z) ≤ rˆ =⇒ ‖z‖ ≤ d. Therefore, lim supt→∞V (z(t)) ≤
rˆ =⇒ lim supt→∞‖z(t)‖ ≤ d.
Part 2: Let us consider some z(0) ∈ Ωr under the
predictive controller of (21a)-(21f) with a prediction horizon
Np denoting the number of prediction steps. There are two
cases. If z0 ∈ Ωr/Ωrˆ, the feasibility of constraint (21f)
is guaranteed by the control law of (19) as shown in Part
1. Additionally, if V (z(0)) ≤ rˆ, once again the control
input trajectory under the explicit controller of (19), given by
u(t) = h(z(t)), ∀t ∈ [tk, tk+Np∆], provides a feasible initial
guess to constraint (21e) because it was designed to stabilize
the system, i.e., V (z(t)) ≤ rˆ. This shows that for all z(0) ∈ Ωr
the Koopman LMPC of (21a)-(21f) is feasible.
Part 3: To prove the last part, please note that since con-
straint (21f) is feasible, upon implementation it ensures that the
value of the Lyapunov function under the predictive controller
u(t) decreases at each sampling time. Since Ωr is a level set
of V , and V˙ decreases, the state trajectories cannot escape
Ωr. Additionally, satisfying constraint (21e) means that Ωrˆ
7continues to remain invariant under the implementation of the
predictive controller of (21a)-(21f). The recursive feasibility of
(21d)-(21f) implies that V ≤ r and V˙ < 0 for all z(t) under
the Lyapunov-based controller given by (21a)-(21f). However,
since it is implemented in a sample-and-hold fashion there
exists a maximum sampling time ∆?, given in Part 1, such
that when ∆ ∈ (0,∆?) it is guaranteed that for all z(0) ∈ Ωr,
limt→∞‖z(t)‖ ≤ d.
This completes the proof.
Remark 1: Please note that in practice, one can characterize
the values of r, rˆ,∆? and d by performing several closed-
loop simulations where the controller defined in (21a)-(21f) is
continuously applied to the system. However, the estimate of
the stability region Ωr determined using explicit controllers
such as (19) does not necessarily equate the entire domain
Ω, which remains a difficult problem even for linear systems.
Nevertheless, these estimates can be improved by considering
multiple CLFs.
Proposition 2 formalizes that the stability properties of
the Koopman bilinear system under the Lyapunovbased pre-
dictive controller are inherited from the explicit (bounded)
controller under discrete implementation. Now, when there is
no mismatch between the Koopman model and the original
system, the stability properties will be easily translated to
the original system. Obviously, we can derive an exact model
without any model-plant mismatch if we can implement the
infinite dimensional Koopman operator. However, as described
previously, only a finite dimensional approximation based on
the projection of these operators on a subspace is commonly
used for practical implementation. In this regard, since the
model-plant mismatch between the Koopman model and the
original system is inevitable, we additionally study and derive
the bound on the prediction error between the original state and
the predicted state from the Koopman model in the following
theorem.
In order to extend the stability results to the original
nonlinear system of (7), we make the following assumption.
Assumption 2: Let the inverse mapping from the Koopman
space, z, to the original state space, x, be continuously differ-
entiable, i.e., ∃ ξ(z) = [ξ1(z), · · · , ξn(z)]T ∈ C1 : RN → Rn
such that xˆi = ξi(z), i = 1, · · · , n where xˆ = [xˆ1, · · · , xˆn] is
the predicted state vector obtained from the inverse mapping
defined above.
Then, the stability properties of the closed-loop system
(21a)-(21f) of z can be shown to be inherited to the original
nonlinear system of x under the above assumption and is
formalized in the following theorem.
Theorem 1: Suppose that system (7) satisfies Assumptions 1-
2. Let x(t) and xˆ(t) denote the original state and the predicted
state values, respectively. The solutions for x(t) and xˆ(t) are
given by the following dynamic equations:
x˙(t) = f(x(t), u(t)), x(0) = x0 (27)
xˆ(t) = ξ(z(t)), xˆ(0) = x0 (28)
z˙(t) = Λz(t) + u(t)Bz(t), z(0) = φ(xˆ(0)) (29)
Then, the difference between x(t) and xˆ(t) is bounded by
‖x(t)− xˆ(t)‖ ≤ ν
lx
(elxt − 1) (30)
where ν denotes the modeling error which bounds the differ-
ence between
‖f(xˆ, u)− fˆ(xˆ, u)‖ ≤ ν (31)
where f(·) = F(·)+G(·)u is the original nonlinear dynamical
system, and fˆ(xˆ, u) = ∂ξ∂z z˙ denotes the solution to
˙ˆx(t). Under
this condition, the stabilizing feedback control input u?(t)
obtained from the Lyapunov-based predictive control law of
(21a)-(21f) for the Koopman linear system of (9) also stabilizes
the original system of (6), i.e., the origin of the closed-loop
system of (6) is Lyapunov stable.
Proof 2: The proof is divided into two parts. First, we show
that the predicted state xˆ(t) is stable under the application of
the Koopman LMPC controller of (21a)-(21f) to the Koopman
bilinear system. In the second part, we show that the evolution
of the error between the original state and the predicted state
is bounded under Assumption 2 and the Lipschitz property of
the vector fields, F and G.
Part 1: Let us consider any initial condition x(0) such that
x(0) = xˆ(0) = x0 and ‖x0‖ ≤ δ. Recall from Proposition
2 that the predictive controller of (21a)-(21f) ensures that
the lifted states do not escape the stability region Ωr, i.e.,
V (z(t)) ≤ r, V˙ < 0 ∀t. Therefore, lim supt→∞‖z(t)‖ ≤ d.
Now, from Assumption 2, since the inverse mapping ξ(z) is
assumed to be continuous (differentiable), the following holds
true: ‖ξ(z(t))‖ := ‖xˆ(t)‖ ≤ z‖z(t)‖
lim supt→∞‖xˆ(t)‖ ≤ dˆ
(32)
where dˆ = zd. In other words, since the controller ensures
asymptotic stability of the lifted state, it implies that ‖z(t)‖ is
bounded at all times and eventually converges to d. This in turn
implies that xˆ(t) is bounded at all times, albeit by different
constants at different sampling times. Now, if we choose ˆ to
be the maximum of all these bounds, then ‖xˆ(t)‖ < ˆ, ∀t.
Hence, for any initial condition ‖x0‖ ≤ δ, the implementation
of the predictive controller of (21a)-(21f) guarantees that
‖xˆ(t)‖ ≤ ˆ, ∀t. This implies that the predicted states of the
original system starting close enough to the equilibrium (at a
distance δ) will be maintained close to the equilibrium at all
times.
Part 2: Now, it remains to prove that the modeling error
between the original state vector and the predicted states is
bounded at all times for all ‖x0‖ ≤ δ. Let us consider the
modeling error e(t) = x(t) − xˆ(t), then the evolution of the
error is given as
‖e˙(t)‖ = ‖x˙(t)− ˙ˆx(t)‖
= ‖f(x, u)− fˆ(xˆ, u)‖ (33)
where f(x, u) = F(x) + G(x)u is the nonlinear dynamical
system, and fˆ(xˆ, u) denotes the evolution of the predicted
state xˆ, which can be determined from the following Koopman
bilinear system:
fˆ(xˆ, u) =
∂ξ
∂z
z˙ (34)
By adding and subtracting f(xˆ, u) to (33), we get
‖e˙(t)‖ = ‖f(x, u)− f(xˆ, u) + f(xˆ, u)− fˆ(xˆ, u)‖
≤ ‖f(x, u)− f(xˆ, u)‖+ ‖f(xˆ, u)− fˆ(xˆ, u)‖ (35)
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u, implies that there exists a positive constant lx such that the
following inequality holds for all x,x′ ∈ X and u ∈ U :
‖f(x, u)− f(x′, u)‖ ≤ lx‖x− x′‖ (36)
Additionally, since xˆ is bounded (see Part 1 in the proof of
Theorem 1), f is Lipschitz, and the mapping ξ is continuously
differentiable, there exists a positive constant ν such that the
second term on the right hand side of the inequality in (35) is
bounded by ν. Combining it with (36) we have
‖e˙(t)‖ ≤ lx‖x− xˆ‖+ ν
≤ lx‖e(t)‖+ ν
(37)
Therefore, given the zero initial condition (i.e., e(0) = 0), the
upper bound for the norm of the error vector can be determined
by integrating (37) as∫ t
0
‖e˙(τ)‖
lx‖e(τ)‖+ ν ≤ t
(38)
and solving for ‖e(t)‖
‖e(t)‖ = ‖x(t)− xˆ(t)‖ ≤ ν
lx
(elxt − 1) (39)
Finally, since the error between the original and predicted
vectors is bounded and that the Koopman LMPC controller
of (21a)-(21f) stabilizes the predicted state vector ‖xˆ(t)‖ ≤ ˆ,
there exists a positive constant  such that ‖x(t)‖ ≤  for all
t.
Therefore, for all ‖x0‖ ≤ δ the implementation of the
predictive controller of (21a)-(21f) ensures that ‖x(t)‖ ≤  for
all t, thereby rendering the original nonlinear system stable.
This completes the proof.
Remark 2: Please note that one cannot guarantee asymptotic
stability of the original nonlinear system under the proposed
controller because there is always loss of information when
transforming the system to a different space.
Remark 3: Assumption 2 seems restrictive in selecting the
types of basis functions to determine the Koopman bilinear
models as the inverse of the eigenfunctions is required to
be C1. However, in practice, one can numerically obtain a
separate mapping from the Koopman space to the original
space without actually inverting the eigenfunctions. One ex-
ample would be to assume the system states x be contained in
the span of G¯, the finite subset of the observable space. This
implies that there exists a constant matrix C ∈ Rn×N such
that x = Cz. Then, a convex optimization problem can be
solved to determine the relation C [18]. In this case, the error
of the optimization problem must be certified to be bounded
to ensure that the proposed controller successfully stabilizes
the closed-loop system.
Remark 4: Please note that in this work we do not consider
model-plant mismatch due to uncertainties. In the presence of
disturbances, to ensure the robust closed-loop stability of the
original system, we have to show the inherent robustness of
the KLMPC law of (21) by guaranteeing the robust feasibility
and robust positive invariance of the control system (such as in
[32], [33]) under a specific prediction error bound. This robust
closed-loop stability of KLMPC will be studied as a future
work, and the prediction error bound between the original state
and the predicted state based on the Koopman model, which
derived in Theorem 1, would be a great starting point.
IV. NUMERICAL EXPERIMENTS
We applied our results on two illustrative examples: Van
der Pol oscillator and a simple pendulum system, showing the
performance of our provably-stable Lyapunov-based predictive
controller designed in the Koopman function space. Each
example produced closed-loop results that are stable with
respect to the original state-space.
A. Van der Pol oscillator
In our first example, we consider the Van der Pol oscillator
The Van der Pol oscillator is described by the following
equations:
x˙1 = x2
x˙2 = (1− x21)x2 − x1 + u
(40)
At u = 0, the unforced dynamics of the Van der Pol
oscillator are characterized by a limit cycle with an unstable
equilibrium point at the origin. We will see whether the
proposed Koopman LMPC is able to stabilize the system
at the origin. First, the data required to build the Koopman
bilinear model is generated by simulating the unforced system
of (40). The simulations were initialized uniformly over a
circle around the origin, and a number of trajectories for
10 s were collected with a sampling time of ∆ = 0.01 s,
i.e., 103 time-series samples per trajectory. In the next step,
the states were lifted to the high-dimensional space by using
monomials of degree 5 as the dictionary functions φ(x(t)),
i.e., φ(x(t)) = [1, x1, x2, x21, x1x2, · · · , x52]T . This results in
a lifted system of dimension z ∈ R21, and the system matrix
Λ was constructed using the algorithm described in Section
II-C. To determine the B matrix in the controlled setting, the
relation between the Koopman eigenfunctions and dictionary
functions was used as shown in (18). The derivatives of the
eigenfunctions were computed using the symbolic toolbox in
MATLAB. This completes the identification of the Koopman
bilinear model of (12).
Next, the Koopman LMPC developed in Section III was
applied to control the system of (40) with N = 21 eigen-
functions as the new states, z, in the transformed space. The
initial condition was chosen randomly around the unstable
equilibrium and the control objective was to stabilize the
system at the origin. The CLF used to define the explicit
stable controller h(z) was obtained by solving the following
optimization problem as defined in [25]:
min
σ>0,P=PT
σ − γtrace(PB)
s.t σI − (PA+ATP ) ≥ 0
cLI ≤ P ≤ cUI
(41)
where σ represents the epigraph form of the largest singular
value of (PA+ATP ), and cL, cU > 0 are two positive scalars
used to bound the eigenvalues of P . The weighting parameter
γ > 0 was chosen as 2 in this example. The explicit controller,
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Fig. 2. Comparison of open-loop and closed-loop trajectories for the Van der
Pol oscillator with u from (21a) - (21f).
h(z), was determined by using the obtained CLF, V = zTPz,
within the Sontag’s formula as shown in (19). The matrices
W and R in (21a) were chosen to be W = I ∈ R21×21 and
R = 1, respectively. The prediction horizon was set to 1 s, i.e.,
Np = 1/∆ = 100. Figure 2 shows the comparison between
open and closed loop results. It can be observed from Figure 2
that the system was stabilized at the origin as desired.
B. Simple pendulum
The next example we considered is the controlled two
dimensional pendulum oscillator given by the following dy-
namics:
x˙1 = x2
x˙2 = 0.01x2 − sin(x1) + u
(42)
where [x1, x2] = [θ, θ˙] ∈ R2 denote the angular displacement
and angular velocity of the pendulum, respectively. The system
of (42) is characterized by a unique unstable equilibrium point
at the origin. We considered the system dynamics near the
unique unstable equilibrium point at the origin all the way
until the limit cycle (shown in Fig. 3). The Koopman models
have to make predictions over this range of initial conditions,
and the control objective is to stabilize the system at the origin.
The training data were generated by simulating the unforced
pendulum equation from uniform random initial conditions
(x1(0), x2(0)) ∈ [−2, 2] × [−2, 2]. From each trajectory, 103
samples were recorded at ∆ = 0.01 s apart. Similar to
the previous example, the dictionary of observable functions
required for nonlinear transformation was considered to be
monomials of degree up to 5, i.e., z ∈ R21. The approxima-
tion of the Koopman operator and eigenfunctions was then
performed by lifting the time-series data samples using the
selected dictionary. The system matrices, Λ, and the control
matrix, B, were then used to design the feedback controller
proposed in (21). The CLF used in the explicit control design
was determined by solving the optimization problem of (41)
using the cvx package, a MATLAB-based modeling system
for solving disciplined convex optimization problems and is
much suitable for semidefinite matrix optimization problems
like (41).
It is worth mentioning that the proposed Koopman LMPC
controller design is not restricted to using a specific form of
control law for h(z). In fact, besides Sontag’s formula, there
are several other possible choices for the explicit controller
h(z). Provided we are not constrained to specifications on
the amplitude of feedback, we can use the following simple
feedback law to define the control law: h(z) = −kLBV (z) =
−kzT (PB + BTP )z . In this example, the value of k was
chosen to be k = 10. The matrices W and R in (21a) were
chosen to be W = I ∈ R21×21 and R = 1, respectively. The
prediction horizon was set to 1 s, i.e., Np = 1/∆ = 100. For
the closed-loop simulation, we randomly selected initial points
within [−1, 1]×[−1, 1] and solved the closed-loop system with
ode45 solver in MATLAB. Figure 3 shows the comparison
between open and closed loop results for one such initial
condition. It can be observed from Figure 3 that the controller
forced the trajectory of the closed-loop system to the origin as
desired. Moreover, in the case of pendulum system, the limit
cycle of the open loop system corresponds to the boundary
of the basin of attraction and the proposed Koopman LMPC
controller forced the states to remain inside this stability region
(limit cycle) at all times before the trajectories slide to the
origin.
V. CONCLUSIONS
In this manuscript, we introduced a new approach for
designing stabilizing feedback controllers for nonlinear dy-
namical systems. Leveraging Koopman operator theory, non-
linear dynamics are lifted to a function space where they are
embedded in bilinear models that are computed using finite-
dimensional approximations to the Koopman operator and its
eigenfunctions. A feedback controller is then designed using
LMPC that uses explicit Lyapunov constraints to characterize
closed-loop stability of the Koopman bilinear system. Due to
the bilinear structure of the Koopman model, the CLF can be
obtained easily by limiting the search to the class of quadratic
functions via an optimization problem. Furthermore, universal
control approaches like Sontag’s formula readily provides the
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Fig. 3. Comparison of open-loop and closed-loop trajectories for the simple
pendulum oscillator with u from (21a) - (21f).
explicit control law required in the LMPC formulation which
is typically a bottleneck for general nonlinear systems. Most
importantly, we demonstrated, based on the stability of the
Koopman model, that the proposed controller was capable of
stably regulating nonlinear dynamics in the original state-space
provided that a continuously differentiable inverse mapping
exists. The numerical examples indicated that the proposed
feedback controller was able to successfully force unstable
dynamics to the origin. This was observed from the closed-
loop plots presented. Future work will focus on certifying the
proposed approach in terms of robustness in the presence of
uncertainties. Furthermore, we hope to apply the proposed
approach to other flow control problems, studying whether
it can provide similar insight into how to design stabilizing
feedback controllers for other applications.
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