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FULL EXCEPTIONAL COLLECTIONS ON LAGRANGIAN GRASSMANNIANS
ANTON FONAREV
To my wife Stephanie with love
Abstract. We show fullness of the exceptional collections of maximal length constructed by A. Kuznetsov
and A. Polishchuk in the bounded derived categories of coherent sheaves on Lagrangian Grassmannians.
1. Introduction
Full exceptional collections proved themselves to be an incredibly useful tool for studying derived
categories of algebraic varieties. The pioneering result in this area belongs to Beilinson, who showed
in [Bei78] that the line bundles 〈O,O(1), . . . ,O(n)〉 form a full exceptional collection in the bounded
derived category Db(Pn) of coherent sheaves on Pn. It was later shown by Kapranov in [Kap88] that the
bounded derived categories of Grassmannians, complete and partial flag varieties, and quadrics admit
full exceptional collections, consisting of equivariant vector bundles. Since then, the following conjecture
remains essentially open.
Conjecture 1.1. Let G be a semisimple algebraic group over an algebraically closed field of characteristic
zero, and let P ⊂ G be a parabolic subgroup. Then the bounded derived category of coherent sheaves on
G/P admits a full exceptional collection.
The latter conjecture can be formulated in a stronger form. Namely, one expects to be able to construct
a full exceptional collection consisting of equivariant vector bundles.
It is not hard to reduce the general question to the case when G is a simple algebraic group, and P is a
maximal parabolic subgroup. We refer the reader to Introduction in [KP16] for a reasonably recent list of
known results in this direction. Apart from a finite number of examples, full exceptional collections were
constructed only in the bounded derived categories of quadrics (as mentioned above) and orthogonal and
isotropic Grassmannians of planes IGr(2, 2n) and OGr(2, 2n + 1) by Kuznetsov in [Kuz08].
Substantial progress was made in [KP16], where Kuznetsov and Polishchuk managed to construct
exceptional collections of maximal length (which is always equal to the rank of the Grothendieck group)
whenever G is a simple algebraic group of type B, C, or D, and P is maximal. The method they
used is quite curious. First, they observe that the equivariant derived category admits an infinite full
exceptional collection; namely, one can simply take all the irreducible equivariant vector bundles. Next,
they suggest a representation-theoretic criterion under which the dual (in the equivariant category) to
a finite subcollection of such bundles is exceptional in the non-equivariant derived category. The authors
call such a subcollection an exceptional block. Finally, they do a case-by-case study showing how to choose
exceptional blocks (several for each variety) so that the objects coming from different blocks satisfy
semiorthogonality conditions, and their number equals the rank of the Grothendieck group.
Since one expects that in the case of rational homogeneous varieties (more generally, in any triangulated
category generated by a full exceptional collection) any exceptional collection of maximal length is full,
a natural approach to Conjecture 1.1 is to show fullness of the exceptional collections of Kuznetsov and
Polishchuk. Unfortunately, the task is not that easy: the exceptional objects are constructed in quite an
This work was partially supported by the RSF grant 18-11-00141.
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abstract way (it is not even clear whether the collections consist of coherent sheaves), while no general
method of showing fullness of a given exceptional collection is known (the resolution of diagonal method,
invented by Beilinson and used by Kapranov, does not easily apply for general isotropic and orthogonal
Grassmannians).
The purpose of the present work is to give an explicit geometric description of the exceptional objects
of Kuznetsov and Polishchuk in the case of Lagrangian Grassmannians LGr(n, 2n) and to show that the
corresponding collections are full. In order to do the latter, we construct a certain class of exact complexes,
which we call Lagrangian staircase complexes. Staircase complexes appeared in [Fon13], and were used to
construct certain Lefschetz decompositions of the derived categories of the usual Grassmannians Gr(k, n).
Their generalization later appeared in [Fon15], where the construction of Kuznetsov and Polishchuk was
studied in type A.
One way to show that a given exceptional collection in the bounded derived category of a smooth
projective variety X is full is to show that the subcategory generated by this collection contains OX and
is stable under the twist by an ample line bundle OX(1). This is where staircase complexes turn out to
be very useful.
The main result of the paper is the following theorem.
Theorem 1.2. Let V be a 2n-dimensional symplectic vector space over an algebraically closed field of
characteristic zero. Then the bounded derived category Db(LGr(n, V )) of coherent sheaves on LGr(n, V )
admits a full exceptional collection consisting of equivariant vector bundles.
Theorem 1.2 was previously shown to hold for LGr(3, 6) by Samokhin, see [Sam01], and for LGr(4, 8) by
Polishchuk and Samokhin, see [PS11]. The latter paper also dealt with the derived category of LGr(5, 10),
see Remark 5.8.
The paper is organized as follows. In Section 2 we collect some preliminaries. In Section 3 we give
two different geometric descriptions of the Kuznetsov–Polishchuk objects on Lagrangian Grassmannians.
Both descriptions are essential in the construction of Lagrangian staircase complexes, which is done in
Section 4. The proof of the main theorem concludes the latter. In Section 5 we use staircase complexes
to construct a minimal Lefschetz exceptional collection in the derived category of Db(LGr(5, 10)). We
tried to be kind to the reader and pulled all the Borel–Bott–Weil computations in Appendix A.
Acknowledgements. The existence of Lagrangian staircase complexes was predicted many years ago
by A. Kuznetsov. I am grateful to him for his mathematical generosity and genuine interest in the present
work.
2. Preliminaries
We work over a fixed algebraically closed field k of characteristic zero.
2.1. Semiorthogonal decompositions and exceptional collections. We will freely use the notions
of an exceptional collection and semiorthogonality decomposition. For convenience, we remind the reader
of the following facts.
Let T be a k-linear triangulated category.
Definition 2.1. A full subcategory A ⊆ T is called admissible if the inclusion functor has both a left
and a right adjoint.
With every admissible subcategory A ⊆ T one can associate two semiorthogonal decompositions:
T = 〈A⊥,A〉, where A⊥ = 〈X ∈ T | Hom(A,X) = 0〉,
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and
T = 〈A,⊥A〉, where ⊥A = 〈Y ∈ T | Hom(Y,A) = 0〉.
Recall that every full triangulated subcategory generated by a full exceptional collection is admissible if
the ambient category is triangulated.
Let T = 〈A1,A2, . . . ,At〉 be a semiorthogonal decomposition. Then for every object X ∈ T there
exists a functorial filtration
0 = Xt → Xt−1 → · · · → X0 = X,
such that for every i = 1, . . . , t the cone Yi of the corresponding morphism
Xi → Xi−1 → Yi → Xi[1]
belongs to Ai.
Let T be a k-linear triangulated category, and let 〈E1, E2, . . . , Et〉 be an exceptional collection. Then
one can construct two more exceptional collections in T ; namely, the left and right dual exceptional col-
lections 〈E∨1 , E
∨
2 , . . . , E
∨
t 〉 and 〈
∨E1,
∨E2, . . . ,
∨Et〉. The dual collections can characterized by the following
properties. First, E∨i ∈ 〈E1, E2, . . . , Ei〉 and
∨Ei ∈ 〈Et−i+1, Et−i+2, . . . , Et〉 for all i = 1, . . . , n. Next,
Hom•(Ei, E
∨
j ) =
{
k if i+ j = n+ 1,
0 otherwise,
and Hom•(∨Ei, Ej) =
{
k if i+ j = n+ 1,
0 otherwise.
It follows from the definition that the left (resp. right) dual collection of the right (resp. left) dual
collection is isomorphic to the original collection.
Remark 2.2. Note that we did not specify the cohomological degrees in which the nontrivial morphisms
between objects of the collection and its duals collections live. Moreover, various conventions appear
in the literature. Different choices lead to exceptional collections whose objects only differ by shifts in
the triangulated category. Since, the associated semiorthogonal decompositions are identical, there is
some freedom in the choice. On all occasions we choose the degrees so that the dual collection of interest
consists of vector bundles.
2.2. Weights and diagrams. Let k be a positive integer. Denote by Yk ⊂ Zk the set of weakly
decreasing sequences Yk =
{
(λ1, λ2, . . . , λk) ∈ Zk | λ1 ≥ λ2 ≥ · · · ≥ λk
}
. We sometimes refer to elements
of Yk as to weights since the set Yk can be naturally identified with the set of dominant weights of the
group GLk.
By a Young diagram we mean a weight with nonnegative terms. The set of Young diagrams is denoted
by YDk =
{
(λ1, λ2, . . . , λk) ∈ Zk | λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0
}
⊂ Yk. Given a Young diagram λ, we denote
by |λ| = λ1+λ2+· · ·+λk its size, and by λ
T its transpose: λT ∈ YDλ1 , and λ
T
i = max{1 ≤ j ≤ k | λj ≥ i}.
If λ ∈ YDk is a Young diagram, we can naturally treat it as an element in YDl for any l ≥ k, just by
extending the corresponding sequence with zeros.
There is a natural inclusion partial order on Yk; namely,
λ ⊆ µ ⇔ λi ≤ µi for all i = 1, . . . , k.
When applied to Young diagrams, λ ⊆ µ just means that the diagram λ fits into the diagram µ.
In the following we will work with some specific subsets of weights. For a given pair of non-negative
integers h and w, let Yh,w ⊂ YDh denote the set of those Young diagrams whose width is at most w:
Yh,w =
{
(λ1, λ2, . . . , λh) ∈ Z
h | w ≥ λ1 ≥ λ2 ≥ · · · ≥ λh ≥ 0
}
.
It is easy to see that transposition provides a bijection between Yh,w and Yw,h. The set Yh,w is naturally
in bijection with the set of binary sequences of length h+w containing exactly h zeros. We describe the
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map from the latter set to the former. Let a¯ = a1a2 · · · ah+w ∈ {0, 1}
h+w be such a sequence, and let
1 ≤ l1 < l2 < . . . < lh ≤ h+w be all the indices for which alj = 0. Then with a¯ we associate the diagram
(lk − k, lk−1 − (k − 1), . . . , l2 − 2, l1 − 1) ∈ Yh,w.
Last but not least, we will use a couple of group actions on the set Yh. The first one is the involution
on the set Yh, which sends λ ∈ Yh to
−λ = (−λh, . . . ,−λ2,−λ1).
The second one is the action of the group Z given by
(1) λ(t) = (λ1 + t, λ2 + t, . . . , λ1 + t).
The two actions combined induce an action of the group Z ⋊ Z/(2).
2.3. Equivariant vector bundles. As we have already mentioned, the set Yk can be naturally identified
with the set of dominant weights of the group GLk. Given a rank k vector bundle U on a scheme X and
a weight λ ∈ Yk, we denote by Σ
λU the vector bundle associated with the irreducible GLk representation
of highest weight λ and the principal GLk-bundle associated with U .
If λ is a Young diagram, Σλ is the usual Schur functor. In particular, if the number of non-zero rows
in λ is greater than k, then ΣλU = 0. Our convention is that, Σ(i,0,...,0)U ≃ SiU , and Σ(1,...,1,0,...,0)U ≃ ΛtU ,
where t is the number of nonzero rows in the corresponding diagram. We will often use the standard
isomorphisms
Σ−λU ≃ ΣλU∗ and Σλ(t)U ≃ ΣλU ⊗ (detU)⊗t.
Given a pair of weights λ, µ ∈ Yk, the tensor product Σ
λU ⊗ΣµU can be decomposed into a direct sum
of bundles of the form ΣνU (the irreducible summands), using the Littlewood–Richardson rule: there is
an isomorphism of vector bundles
(2) ΣλU ⊗ ΣµU ≃
⊕
(ΣνU)⊕c
ν
λ,µ ,
where the numbers cνλ,µ are called the Littlewood–Richardson coefficients.
We refer the reader to the wonderful book [Ful97] for details. We will need the following two easy
statements, which follow immediately from this rule.
Lemma 2.3. Let U be a rank h vector bundle on a scheme X, and let λ, µ ∈ YDh be two Young diagrams.
Then for every irreducible summand ΣνU ⊆ ΣλU ⊗ ΣµU∗ one has
−µ ⊆ ν ⊆ λ.
Lemma 2.4. Let U be a rank h vector bundle on a scheme X, and let λ, µ ∈ YDh be two Young diagrams.
If there is an irreducible summand ΣνU ⊆ ΣλU ⊗ΣµU∗ such that ν is a Young diagram (that is, νh ≥ 0),
then µ ⊆ λ.
Recall that to a pair of Young diagrams µ ⊆ λ one can associate the so-called skew Schur functor Σλ/µ,
which satisfies the property
Σλ/µU ≃
⊕
(ΣνU)⊕c
λ
ν,µ ,
where cλν,µ are Littlewood–Richardson coefficients appearing in (2). Skew Schur functors are particularly
useful to us because of the following result.
Lemma 2.5 ([Wey03, Proposition 2.3.1]). Let λ be a Young diagram, and let
0→ U → F → G → 0
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be a short exact sequence of vector bundles on a scheme X. The exists a filtration on ΣλF with the
associated graded isomorphic to ⊕
µ⊆λ
ΣµU ⊗Σλ/µG.
Similarly, there exists a filtration on ΣλF with the associated graded isomorphic to⊕
µ⊆λ
Σλ/µU ⊗ ΣµG.
2.4. Isotropic Grassmannians and symplectic Schur functors. By a symplectic vector bundle on
a scheme X we mean a locally free sheaf V together with a section OX → Λ
2V∗ such that the associated
morphism V → V∗ is a skew-symmetric isomorphism.
Recall that the set of dominant weights of the group Sp2n is naturally identified with the set YDn.
Given a 2n-dimensional symplectic vector space V (resp. symplectic vector bundle V), we denote by
V 〈λ〉 (resp. V〈λ〉) the result of the application of the corresponding symplectic Schur functor; that is,
the vector bundle associated with the highest weight λ and the principal Sp2n-bundle associated with V.
Recall that V 〈λ〉 (resp. V〈λ〉) is a quotient of ΣλV (resp. ΣλV).
Let V be a 2n-dimensional symplectic vector space. We denote by IGr(k, V ) the isotropic Grass-
mannian, which parametrizes k-dimensional isotropic subspaces. When k = n, we get the Lagrangian
Grassmannian LGr(n, V ). The varieties IGr(k, V ) are precisely the rational homogeneous varieties for the
groupG = Sp2n and maximal parabolic subgroups P. It is well known that the irreducibleG-equivariant
bundles on G/P are parametrized by the dominant weights of the Levi quotient of P. In our case one
can easily describe them.
Denote by U the tautological rank k vector bundle on IGr(k, V ), and by U⊥ the rank 2n− k subbundle
given by vectors orthogonal to U with respect to the symplectic form on V . The isotropic condition
provides an inclusion U ⊆ U⊥. The symplectic structure on V descends to U⊥/U , and every irreducible
G-equivariant vector bundle on IGr(k, V ) is of the form ΣλU⊗(U⊥/U)〈µ〉 for some λ ∈ Yk and µ ∈ YDn−k.
The isotropic Grassmannian is naturally embedded in the usual Grassmannian Gr(k, V ) as a closed
subvariety, and the tautological vector bundle on IGr(k, V ) is the restriction of the tautological bundle
on Gr(k, V ). Moreover, the restriction of (V/U)∗ from the Grassmannian to the isotropic Grassmannian
is naturally isomorphic to U⊥. In the case of LGr(n, V ) we have U ≃ U⊥.
Of course, isotropic and Lagrangian Grassmannians exist in the relative setting. The following lemma
is trivial, we include its proof for the reader’s convenience.
Lemma 2.6. Let V be a symplectic vector bundle of rank 2n on a smooth algebraic variety X. Consider
the relative tautological Grassmannian together with the natural projection
p : LGrX(n,V)→ X,
and denote by U the relative Lagrangian subbundle on LGrX(n,V). Let λ ∈ YDn be a Young diagram.
Then p∗V〈λ〉 admits a filtration p∗V〈λ〉 = VN ⊇ VN−1 ⊇ · · · ⊇ V0 = 0 such that the associated quotients
Vi/Vi−1 are of the form Σ
µiU for some −λ ⊆ µi ⊆ λ.
Proof. Recall that there is a closed embedding ι : LGrX(n,V)→ GrX(n,V), where GrX(n,V) denotes the
relative Grassmannian. Consider the diagram
LGrX(n,V) GrX(n,V)
X
ι
p q
.
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Without creating any confusion, denote by U the relative tautological bundle on GrX(n,V). Recall that
V〈λ〉 is a quotient of ΣλV. In particular, p∗V〈λ〉 is a quotient of p∗ΣλV = ι∗Σλ(q∗V). Let us apply
Lemma 2.5 to the short exact sequence
0→ U → q∗V → q∗V/U → 0
of vector bundles on Gr(n,V). We get a filtration with associated subquotients of the form ΣµU⊗Σν(V/U)
(we used the skew Schur functor decomposition property), where µ, ν ∈ YDn and µ, ν ⊆ λ. Since
ι∗(V/U) ≃ U∗, the result follows from Lemma 2.3. 
2.5. Lagrangian exceptional blocks of Kuznetsov–Polishchuk. We are now going to sketch the
results of [KP16] in the case of Lagrangian Grassmannians. Let V be a 2n-dimensional symplectic vector
space, and let G = Sp(V ). We are interested in the derived category of LGr(n, V ). As usual, let U denote
the tautological rank n vector bundle on LGr(n, V ). Since the symplectic form induces an isomorphism
V/U ≃ U∗, the tautological short exact sequence on LGr(n, V ) is of the form
0→ U → V → U∗ → 0.
It was explained before that irreducible G-equivariant vector bundles on LGr(n, V ) are all of the form
ΣλU∗, where λ ∈ Yn (the Levi quotient of the corresponding maximal parabolic subgroup is isomorphic
to GLn). Moreover, they form an infinite full exceptional collection in the equivariant bounded derived
category Db
G
(LGr(n, V )).
Definition 2.7 ([KP16, Definition 3.1]). A subset of weights B ⊂ Yn is called an exceptional block if for
any λ, µ ∈ B the canonical map⊕
ν∈B
Ext•G(Σ
λU∗,ΣνU∗)⊗ Hom(ΣνU∗,ΣµU∗)→ Ext•(ΣλU∗,ΣµU∗)
is an isomorphism.
Kuznetsov and Polishchuk made the following wonderful observation.
Proposition 2.8 ([KP16, Proposition 3.9]). Given an exceptional block B, let 〈Eλ | λ ∈ B〉 denote the
right dual exceptional collection to 〈ΣλU∗ | λ ∈ B〉 in the equivariant derived category Db
G
(LGr(n, V )).
Then 〈Eλ | λ ∈ B〉 form an exceptional collection in the non-equivariant derived category Db(LGr(n, V )).
Various exceptional blocks were constructed for orthogonal and isotropic Grassmannians in [KP16].
We are mainly interested in the case of Lagrangian Grassmannians. Let h,w ≥ 0 be integers such that
h+w ≤ n+1. It was shown in [KP16, Section 5] that the set of weights Yh,w ⊂ Yn forms an exceptional
block. Using the previous proposition, one can construct exceptional objects Eλ ∈ Db(LGr(n, V )) for all
λ ∈ Yn such that λ ∈ Yh,w for some integers h and w such that h+w ≤ n+1. An attentive reader might
point out that the notation for Eλ does not reflect the choice of an exceptional block. In fact, there is no
dependence on such a choice. Let us fix integers h,w ≥ 0 such that h+ w ≤ n + 1, and let λ ∈ Yh,w. It
easily follows from the Borel–Bott–Weil theorem that
Ext•G(Σ
νU∗,ΣµU∗) ≃ Ext•(ΣνU∗,ΣµU∗)G = 0 if µ * ν.
In particular, we can order the exceptional collection
(3) 〈ΣµU∗ | µ ∈ Yh,w〉
in Db
G
(LGr(n, V )) so that 〈ΣµU∗ | µ ∈ Yh,w, µ ⊆ λ〉 are the rightmost objects in (3). It now follows
from our discussion of dual exceptional collections in Section 2.1 that Eλ can be (up to isomorphism)
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characterized by the following properties:
(4) Eλ ∈ 〈ΣµU∗ | 0 ⊆ µ ⊆ λ〉 ⊂ DbG(LGr(n, V )) and Ext
•
G(E
λ,ΣµU∗) =
{
k if µ = λ,
0 if 0 ⊆ µ ( λ.
In particular, Eλ does not depend on the choice of an exceptional block.
Given a full triangulated subcategory C ⊆ Db(LGr(n, V )), we denote by C(i) the image of C under the
autoequivalence given by −⊗O(i). Recall that YDk can be naturally considered as a subset in YDn for
all k ≤ n.
Proposition 2.9 ([KP16, Theorem 9.2]). There is a semiorthogonal decomposition
(5) 〈C0, C1(1), C2(2), . . . , Cn(n)〉 ⊆ D
b(LGr(n, V )), where Ci =
〈
Eλ | λ ∈ Yi,n−i
〉
.
Remark 2.10. In the previous proposition we did not specify how exceptional objects are ordered within
each block of the semiorthogonal decomposition. One can pick any total ordering of Eλ in
〈
Eλ | λ ∈ Yh,w
〉
refining the partial order ⊆ on Yh,w.
Remark 2.11. Proposition 2.9 only deals with blocks of the form Yh,w, where h+w = n, while we defined
exceptional objects Eλ for λ ∈ Yh,w with h + w = n + 1 as well. These extra objects will appear in the
proof of fullness of the exceptional collection given by (5).
It will be more convenient for us to work with objects dual to Eλ, which we denote by Fλ:
Fλ = (Eλ)∗.
Since duality is an anti-autoequivalence, right dual exceptional collections become left dual, and condi-
tions (4) translate to the following characterization of Fλ:
(6) Fλ ∈ 〈ΣµU | 0 ⊆ µ ⊆ λ〉 ⊂ DbG(LGr(n, V )) and Ext
•
G(Σ
µU ,Fλ) =
{
k if µ = λ,
0 if 0 ⊆ µ ( λ.
Remark 2.12. One can say that a subset of weights B ⊂ Yn is a left exceptional block if it satisfies the
condition ⊕
ν∈B
Hom(ΣλU∗,ΣνU∗)⊗ Ext•G(Σ
νU∗,ΣµU∗)→ Ext•(ΣλU∗,ΣµU∗).
The same argument which was used in [KP16] to prove Proposition 2.8 shows that given a left exceptional
block B, the left dual exceptional collection to 〈ΣµU∗ | µ ∈ Yh,w〉 in D
b
G
(LGr(n, V )) forms an exceptional
collection in Db(LGr(n, V )). Since duality translates to negation of weights, we conclude that B is a left
exceptional block if and only if the set of weights −B = {−λ | λ ∈ B} is an exceptional block.
3. Exceptional objects
Let us fix positive integers h and w such that n ≥ h,w ≥ 1 and h+w = n+1. Our goal is to give two
descriptions of the objects Fλ for λ ∈ Yh,w. The first description is more geometric. It expresses these
objects as pushforwards of some equivariant irreducible vector bundles on partial flag varieties. The sec-
ond one is slightly less trivial: it relates Fλ to certain exceptional objects on isotropic Grassmannians
parametrizing subspaces of smaller dimension.
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3.1. First description. We have to deal with two separate cases. We begin with the case when λh = 0.
Consider the partial flag variety IFl(w,n;V ) together with the two projection maps.
(7)
IFl(w,n;V )
LGr(n, V ) IGr(w, V ).
p q
Denote by U and W the tautological bundles on LGr(n, V ) and on IGr(w, V ) respectively as well as their
pullbacks on IFl(w,n;V ). Remark thatW⊥/W is a symplectic vector bundle of rank 2(n−w) = 2(h−1).
The projection p realizes IFl(w,n;V ) as the relative Grassmannian Gr(w,U), while the projection q
realizes IFl(w,n;V ) as the relative Lagrangian Grassmannian LGr(h−1,W⊥/W). Remark that under our
assumptions the diagram λ has at most h− 1 nonzero rows, and thus the bundle
(
W⊥/W
)〈λ〉
is nonzero.
Proposition 3.1. The exceptional object Fλ is isomorphic to p∗q
∗
(
W⊥/W
)〈λ〉
.
Proof. Put κ = (λ1, λ2, . . . , λh−1) ∈ Yh−1,w. Since both the symplectic Schur functor and F
λ depend
only on the Young diagram shape, and κ is obtained from λ by dropping an empty row, it is enough to
show that Fκ ≃ p∗q
∗
(
W⊥/W
)〈κ〉
. In order to construct the required isomorphism, we will check that the
bundle F = p∗q
∗
(
W⊥/W
)〈κ〉
satisfies the dual exceptional collection condition (6): the object F belongs
to 〈ΣµU | 0 ⊆ µ ⊆ κ〉 in the equivariant derived category, and for any diagram µ ⊆ κ
Hom•G(Σ
µU ,F) =
{
k if µ = κ,
0 otherwise.
We first check the containment condition. By Lemma 2.6, the bundle
(
W⊥/W
)〈κ〉
is an iterated
extension of equivariant vector bundles of the form Σν(U/W), where −κ ⊆ ν ⊆ κ. In particular,
νh ≥ −κ1 ≥ −w. The projection p is nothing but the relative Grassmannian Gr(w,U). Using Lemma A.4,
we see that
Rip∗Σ
ν(U/W) =
{
Uν if ν ⊇ 0 and i = 0,
0 otherwise.
Since the projection p is an equivariant morphism, from the spectral sequence associated with the latter
filtration we see that F is an equivariant iterated extension of vector bundles of the form ΣνU , where
0 ⊆ ν ⊆ κ = λ.
Now we compute necessary Hom groups. As both projections p and q are G-equivariant,
Hom•G(Σ
µU , F) ≃ Hom•G(Σ
µU , p∗q
∗(W⊥/W)〈κ〉)
≃ Hom•G(Σ
µU , q∗(W⊥/W)〈κ〉)
≃ H•(IFl(w,n;V ), q∗(W⊥/W)〈κ〉 ⊗ ΣµU∗)G
≃ H•(IGr(w, V ), (W⊥/W)〈κ〉 ⊗ q∗Σ
µU∗)G.(8)
Consider the short exact sequence of vector bundles on IFl(w,n;V )
0→ (U/W)∗ → U∗ →W∗ → 0.
By Lemma 2.5, there is a filtration on ΣµU∗ with the associated graded of the form⊕
0⊆ν⊆µ
Σν(U/W)∗ ⊗ Σµ/νW∗.
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Using Lemma A.5 and the projection formula for the second projection q, one gets a spectral sequence
whose terms are of the form
H•(IGr(w, V ), (W⊥/W)〈κ〉 ⊗ q∗Σ
ν(U/W)∗ ⊗ Σµ/νW∗)G
= H•(IGr(w, V ), (W⊥/W)〈κ〉 ⊗ (W⊥/W)〈ν〉 ⊗ Σµ/νW∗)G(9)
converging to (8). Remark that (W⊥/W)〈κ〉⊗Σµ/νW∗⊗(W⊥/W)〈ν〉 splits into a direct sum of irreducible
equivariant bundles of the form (W⊥/W)〈α〉 ⊗ ΣβW∗, where (W⊥/W)〈α〉 ⊆ (W⊥/W)〈κ〉 ⊗ (W⊥/W)〈ν〉,
and ΣβW∗ ⊆ Σµ/νW∗. From Lemma A.7 we know that
H•(IGr(w, V ), (W⊥/W)〈α〉 ⊗ ΣβW∗)G = 0
as soon as β > 0, while β = 0 is only possible when ν = µ. If ν = µ, then
H•(IGr(w, V ), (W⊥/W)〈κ〉 ⊗ Σµ/νW∗ ⊗ (W⊥/W)〈ν〉)G = H•(IGr(w, V ), (W⊥/W)〈κ〉 ⊗ (W⊥/W)〈µ〉)G
= Ext•G((W
⊥/W)〈κ〉, (W⊥/W)〈µ〉).
By Lemma A.8, the latter is zero unless µ = κ, and is equal to k as soon as µ = κ. 
We now turn to the case when λh > 0. Assume that w ≥ 2 and consider the partial flag variety
IFl(w − 1, n;V ) together with the two projection maps
(10)
IFl(w − 1, n;V )
IGr(w − 1, V ) LGr(n, V ).
q˜ p˜
Denote by U and H the tautological bundles on LGr(n, V ) and on IGr(w − 1, V ) respectively as well as
their pullbacks on IFl(w − 1, n;V ). Remark that H⊥/H is now a symplectic vector bundle of rank 2h.
Recall that in (1) we put for λ ∈ Yh and t ∈ Z
λ(t) = (λ1 + t, λ2 + t, . . . , λh + t).
The proof of the following proposition is very similar to that of Proposition 3.1.
Proposition 3.2. The exceptional object Fλ is isomorphic to p˜∗
(
det (U/H)⊗ q˜∗
(
H⊥/H
)〈λ(−1)〉)
.
Proof. Put κ = λ(−1) and denote F = p˜∗
(
det (U/H)⊗ q˜∗
(
H⊥/H
)〈λ(−1)〉)
. According to Lemma 2.6,
there is a filtration on
(
H⊥/H
)〈κ〉
with the associated quotients of the form Σν(U/H), where −κ ⊆ ν ⊆
κ. Thus, the bundle det (U/H) ⊗ q˜∗
(
H⊥/H
)〈κ〉
is an iterated extension of the corresponding bundles
Σν(1)(U/H). As −κ(1) ⊆ ν(1) ⊆ κ(1) = λ, one has ν(1)h ≥ −κ(1)1 > −(w − 1). From the associated
spectral sequence and Lemma A.4, we see that F ∈ 〈ΣµU | 0 ⊆ µ ⊆ λ〉 ⊆ Db
G
(LGr(n, V )).
Both projections p˜ and q˜ are G-equivariant, so
Hom•G(Σ
µU ,F) ≃ Hom•G(Σ
µU , det (U/H)⊗ q˜∗(H⊥/H)〈κ〉)
≃ H•(IFl(w − 1, n;V ), ΣµU∗ ⊗ det (U/H)⊗ q˜∗(H⊥/H)〈κ〉)G
≃ H•(IGr(w − 1, V ), q˜∗(Σ
µU∗ ⊗ det (U/H))⊗ (H⊥/H)〈κ〉)G.(11)
It follows from Lemma 2.5 that there is a filtration on ΣµU∗ ⊗ det (U/H) with the associated graded of
the form ⊕
0⊆ν⊆µ
Σν(−1) (U/H)∗ ⊗ Σµ/νH∗.
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From Lemma A.5 we know that
Riq˜∗Σ
ν(−1)(U/H)∗ =
{
(H⊥/H)〈ν(−1)〉 if ν1 ≥ 1 and i = 0,
0 otherwise.
Using the projection formula, we get a spectral sequence with the terms of the form
H•(IGr(w − 1, V ), Σµ/νH∗ ⊗ (H⊥/H)〈ν(−1)〉 ⊗ (H⊥/H)〈κ〉)G
converging to (11). Proceeding exactly as in the proof of Proposition 3.1, we conclude that the latter is
zero unless κ = µ(−1), and is equal to k as soon as κ = µ(−1). It remains to recall that κ = λ(−1). 
We are left with the case w = 1, h = n, and λh ≥ 1. The only such diagram is λ = (1, 1, . . . , 1︸ ︷︷ ︸
n times
).
Remark that if µ = (1, 1, . . . , 1︸ ︷︷ ︸
t times
, 0, . . . , 0) ∈ Yn, then F
µ ≃ ΣµU = ΛtU . Indeed, it follows from the
Littlewood–Richardson rule and Lemma A.5 that the objects 〈O,U , . . . ,Λn−1U ,ΛnU〉 form a fully orthog-
onal exceptional collection in Db
G
(LGr(n, V )). Thus, in for µ ∈ Yn,1 one has F
µ ≃ ΣµU . In particular,
Proposition 3.2 still holds once we identify IFl(0, n;V ) with LGr(n, V ): Fλ ≃ detU = ΛnU .
Remark 3.3. It follows from the proofs of Propositions 3.1 and 3.2 that not only Fλ ∈ 〈ΣµU | µ ∈ Yh,w〉,
but that the objects Fλ are equivariant vector bundles (this fact already appeared in [KP16], but it is
always nice to have a geometric interpretation).
3.2. Second description. Consider the isotropic Grassmannian IGr(w, V ), and recall that we denoted
by W the tautological bundle on it. The following lemma is trivial and known; we include its proof for
the sake of completeness.
Lemma 3.4. The bundles 〈ΣµW∗ | µ ∈ Yw,h〉 with any total order refining the inclusion partial order on
diagrams form a strong (but not full) exceptional collection in Db(IGr(w, V )).
Proof. We need to compute
Hom•(ΣµW∗, ΣλW∗) = H•(IGr(w, V ), ΣλW∗ ⊗ ΣµW)
for a pair of diagrams µ, λ ∈ Yw,h. According to Lemma 2.3 the bundle Σ
λW∗ ⊗ ΣµW decomposes into
a direct sum of irreducible equivariant bundles of the form ΣνW∗, where −µ ⊆ ν ⊆ λ. In particular,
νw ≥ −µ1 ≥ −h ≥ −(2h− 1) = −(2n− 2w + 1). It follows from Lemma A.6 that
H i(IGr(w, V ), ΣνW∗) =
{
V 〈ν〉 if νw ≥ 0 and i = 0,
0 otherwise.
Thus, Hom•(ΣµW∗, ΣλW∗) = 0 unless ΣλW∗ ⊗ ΣµW contains an irreducible subbundle ΣνU∗ for some
ν ⊇ 0. According to Lemma 2.4, the latter happens if and only if µ ⊆ λ. If λ = µ, the condition ν ⊇ 0
implies ν = 0, and its multiplicity equals 1; thus, the bundles in our collection are exceptional. 
Recall that |λ| denotes the number of boxes in a Young diagram λ.
Definition 3.5. For λ ∈ Yh,w, define the objects G
λ ∈ Db(IGr(w, V )) by the following property:
(12) Gλ ∈ 〈ΣµW∗ | µ ∈ Yw,h〉 and Hom
•(ΣµW∗,Gλ) =
{
k[−|µ|] if λ = µT ,
0 otherwise.
A careful reader will point out that up to shifts the objects Gλ coincide with the left dual exceptional
collection to 〈ΣµW∗ | µ ∈ Yw,h〉 (see Remark 2.2). In particular, G
λ are well defined up to isomorphism.
We can finally present the promised second description of the objects Fλ. The following proposition
uses the notation introduced in (7).
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Proposition 3.6. The object Fλ is isomorphic to p∗q
∗Gλ.
In order to prove the latter statement, we need to consider three cases, which we treat separately:
h = 1 and w = n, λh = 0, and λh > 0, which are treated in Propositions 3.9, 3.13, and 3.15 respectively.
We begin with a simple observation that will be useful in all these cases.
Lemma 3.7. Let ν ∈ Yn,n be a Young diagram. Then the subcategories
〈ΣµU∗ | 0 ⊆ µ ⊆ ν〉 and
〈
ΣµU | 0 ⊆ µ ⊆ νT
〉
coincide in Db(LGr(n, V )).
Proof. Consider the closed embedding ι : LGr(n, V ) → Gr(n, V ). Remark that the tautological bundle
on LGr(n, V ) is the restriction of the tautological bundle on Gr(n, V ); we denote both by U . Moreover,
the Lagrangian condition implies ι∗(V/U)∗ ≃ U . Kapranov showed in [Kap88] that for any ν ∈ Yn,n
the bundles 〈ΣµU∗ | 0 ⊆ µ ⊆ ν〉 form an exceptional collection in Db(Gr(n, V )), and the left dual to this
collection is
〈
Σµ(V/U)∗ | 0 ⊆ µ ⊆ νT
〉
. Once we apply ι∗, the claim follows immediately. 
Proposition 3.8. The object p∗q
∗Gλ belongs to the subcategory
〈ΣµU | µ ∈ Yh,w〉 ⊂ D
b(LGr(n, V )).
Proof. By definition, the object Gλ belongs to the subcategory
〈ΣµW∗ | µ ∈ Yw,h〉 ⊂ D
b(IGr(w, V )).
It follows from Lemma A.4 that p∗q
∗ΣµW∗ = ΣµU∗ for any µ ∈ YDw. Thus,
p∗q
∗Gλ ∈ 〈ΣµU∗ | µ ∈ Yw,h〉 ⊂ D
b(LGr(n, V )).
The claim now follows from Lemma 3.7 applied to ν = (h, h, . . . , h︸ ︷︷ ︸
w times
). 
Proposition 3.9. Proposition 3.6 holds when h = 1 and w = n.
Proof. We need to prove that the bundles F (k) form a left dual exceptional collection to the collection〈
O,U∗,Λ2U∗, . . . ,ΛnU∗
〉
in the sense of Definition 3.5. From Proposition 3.8 we know that the object
F (k) belongs to the subcategory
〈
O,U∗,Λ2U∗, . . . ,ΛnU∗
〉
. It remains to show that
(13) Hom•(ΛiU∗,F (j)) =
{
k[−i] if i = j,
0 otherwise.
If j = 0, G(0) = O, and the statement follows from exceptionality of
〈
O,U∗,Λ2U∗, . . . ,ΛnU∗
〉
. If j > 0,
consider the diagram
IFl(n− 1, n;V )
IGr(n− 1, V ) LGr(n, V ).
q˜ p˜
Let H ⊂ U denote the universal flag on IFl(n− 1, n;V ). By Proposition 3.2,
F (j) ≃ p˜∗
(
det (U/H)⊗ q˜∗(H⊥/H)〈j−1〉
)
= p˜∗
(
(U/H)⊗ q˜∗S(j−1)(H⊥/H)
)
,
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where (H⊥/H)〈j−1〉 ≃ S(j−1)(H⊥/H) since H⊥/H is 2-dimensional. Now,
Hom•(ΛiU∗,G(j)) ≃ Hom•(ΛiU∗, p˜∗((U/H)⊗ q˜
∗S(j−1)(H⊥/H)))
≃ Hom•(ΛiU∗, (U/H) ⊗ q˜∗S(j−1)(H⊥/H))
≃ H•(IFl(n − 1, n;V ), ΛiU ⊗ (U/H)⊗ q˜∗S(j−1)(H⊥/H))
≃ H•(IGr(n− 1, V ), q˜∗
(
ΛiU ⊗ (U/H)
)
⊗ S(j−1)(H⊥/H)).
If i = 0, then q˜∗
(
ΛiU ⊗ (U/H)
)
= q˜∗(U/H) = 0 as IFl(w − 1, w;V ) ≃ P(H⊥/H) is the projectivization
of the rank 2 bundle H⊥/H and U/H is the relative tautological line bundle. Thus, (13) holds for i = 0.
If i > 0, one has a short exact sequence 0→ ΛiH → ΛiU → Λi−1H⊗ (U/H)→ 0. Twisting it by U/H,
we obtain a short exact sequence
(14) 0→ ΛiH⊗ (U/H)→ ΛiU ⊗ (U/H)→ Λi−1H⊗ (U/H)⊗2 → 0.
As q˜∗(Λ
iH⊗ (U/H)) ≃ ΛiH⊗ q˜∗(U/H) ≃ 0, we conclude that
q˜∗(Λ
iU ⊗ (U/H)) ≃ Λi−1H⊗ q˜∗(U/H)
⊗2 ≃ Λi−1H⊗ det H⊥/H[−1] ≃ Λi−1H[−1].
Thus,
Hom•(ΛiU∗,G(j)) = H•(IGr(n − 1, V ), q˜∗
(
ΛiU ⊗ (U/H)
)
⊗ S(j−1)(H⊥/H))
= H•(IGr(n − 1, V ), Λi−1H⊗ Sj−1(H⊥/H))[−1].
From Lemma A.10 we know that
H•(IGr(n− 1, V ), Λi−1H⊗ S(j−1)(H⊥/H)) =
{
k[−i+ 1] if i = j,
0 otherwise,
which finishes the proof. 
Until the end of this section we assume that w < n. By Lemma 3.4, the collection 〈ΣµW∗ | µ ∈ Yw,h〉
is exceptional in Db(IGr(w, V )). Thus, it generates an admissible full triangulated subcategory, which we
denote by A. Consider the semiorthogonal decomposition
(15) Db(IGr(w, V )) = 〈A⊥,A〉.
With any object Z ∈ Db(IGr(w, V )) one can associate a functorial triangle
X → Z → Y → X[1],
where X ∈ A and Y ∈ A⊥ are the projections of Z on A and A⊥ respectively.
Lemma 3.10. Let Y ∈ A⊥, and let µ ∈ Yn,h. Then Hom
•(ΣµU∗, p∗q
∗Y ) = 0.
Proof. We need to show the vanishing of
Hom•(ΣµU∗, p∗q
∗Y ) ≃ Hom•(ΣµU∗, q∗Y )
≃ H•(IFl(w,n;V ), ΣµU ⊗ q∗Y )
≃ H•(IGr(w, V ), q∗(Σ
µU)⊗ Y ).
By Lemma 2.5, there is a filtration on ΣµUµ with the associated quotients of the form Σν(U/W)⊗Σµ/νW,
where 0 ⊆ ν ⊆ µ, while Σµ/νW splits into a direct sum of equivariant vector bundles of the form ΣτW
with 0 ⊆ τ ⊆ µ (in particular, ΣτW = 0 if τ has more than w rows, and ΣτW 6= 0 otherwise). Looking at
the associated spectral sequence, we see that it is enough to show that for any pair of diagrams α, β ⊆ µ
one has
(16) H•(IGr(w, V ), q∗Σ
α(U/W) ⊗ ΣβW ⊗ Y ) = 0.
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By our assumptions, α1 ≤ h. Thus, by Lemma A.11, either q∗Σ
α(U/W) = 0, or q∗Σ
α(U/W) ≃ O[t] for
some t ∈ Z. In the first case, the cohomology groups (16) vanish, while in the second case,
H•(IGr(w, V ), q∗Σ
α(U/W)⊗ ΣβW ⊗ Y ) ≃ H•(IGr(w, V ), ΣβW ⊗ Y [t]) ≃ Hom(ΣβW∗, Y [t]) = 0,
since Y ∈ A⊥, and ΣβW∗ ∈ A (when β has more than w rows, ΣβW∗ = 0). 
Put B = 〈ΣµU | µ ∈ Yh,w〉.
Lemma 3.11. Let Y ∈ A⊥. Then p∗q
∗Y ∈ B⊥.
Proof. Remark that by Lemma 3.7,
B = 〈ΣµU∗ | µ ∈ Yw,h〉
As Yw,h ⊆ Yn,h, the statement follows immediately from Lemma 3.10. 
Lemma 3.12. Let Z ∈ Db(IGr(w, V )) be such that p∗q
∗Z ∈ B, and let X be the projection of Z on A
with respect to the semiorthogonal decomposition (15). Then p∗q
∗X ≃ p∗q
∗Z.
Proof. Consider the exact triangle X → Z → Y → X[1], where X ∈ A and Y ∈ A⊥ are the projections
of Z on A an A⊥ respectively. Once we apply the functor p∗q
∗ to it, we obtain a triangle of the form
(17) p∗q
∗X → p∗q
∗Z → p∗q
∗Y → p∗q
∗X[1].
It follows from Proposition 3.8 that p∗q
∗X ∈ B, while p∗q
∗Z ∈ B by our assumptions; thus, p∗q
∗Y ∈ B.
Meanwhile, by Lemma 3.11, p∗q
∗Y ∈ B⊥. We conclude that p∗q
∗Y ≃ 0, which implies that the first
morphism in the triangle (17) is an isomorphism. 
Proposition 3.13. Proposition 3.6 holds when λh = 0.
Proof. By Proposition 3.1 and Lemma 3.12, it is sufficient to show that the projection of (W⊥/W)〈λ〉 on
A with respect to the decomposition (15) is isomorphic to Gλ.
Consider the exact triangle
X → (W⊥/W)〈λ〉 → Y → X[1]
associated with the semiorthogonal decomposition (15). For any µ ∈ Yw,h one has
(18) Hom•(ΣµU∗, X) ≃ Hom•(ΣµU∗, (W⊥/W)〈λ〉).
Lemma A.10 shows that
Hom•(ΣµU∗, (W⊥/W)〈λ〉) =
{
k[−|µ|] if µ = λT ,
0 otherwise.
Since X ∈ A, the latter implies that X satisfies the defining conditions (12) of Gλ. 
We now turn to the harder case λh > 0. Consider joint following diagram.
(19)
IFl(w − 1, w, n;V )
IFl(w − 1, n;V ) IFl(w,n;V )
IGr(w − 1, V ) LGr(n, V ) IGr(w, V ).
r s
q˜ p˜ p q
Recall that the universal flag on IFl(w − 1, w, n;V ) is denoted by H ⊆ W ⊆ U .
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Lemma 3.14. Let λ ∈ Yh,w be a Young diagram with λh > 0. Then
Fλ ≃ p˜∗r∗
(
(W/H)⊗h ⊗ r∗q˜∗
(
H⊥/H
)〈λ(−1)〉)
[h].
Proof. Recall that IFl(w − 1, w, n;V ) is naturally isomorphic to the projectivization PIFl(w−1,n;V )(U/H).
Under this identification r is nothing but the projection morphism, while (W/H)∗ is the relative very
ample line bundle. Now, using the projection formula we see that
p˜∗r∗
(
(W/H)⊗h ⊗ r∗q˜∗(H⊥/H)〈λ(−1)〉
)
[h] ≃ p˜∗
(
r∗(W/H)
⊗h ⊗ q˜∗(H⊥/H)〈λ(−1)〉
)
[h]
≃ p˜∗
(
det (U/H) [−h]⊗ q˜∗(H⊥/H)〈λ(−1)〉
)
[h]
≃ p˜∗
(
det (U/H)⊗ q˜∗(H⊥/H)〈λ(−1)〉
)
≃ Fλ,
where the last isomorphism was established in Proposition 3.2. 
Proposition 3.15. Proposition 3.6 holds when λh > 0.
Proof. In the previous lemma we established that
Fλ ≃ p˜∗r∗
(
(W/H)⊗h ⊗ r∗q˜∗(H⊥/H)〈λ(−1)〉
)
[h].
Using commutativity of the diagram (19), we can rewrite
p˜∗r∗
(
(W/H)⊗h ⊗ r∗q˜∗(H⊥/H)〈λ(−1)〉
)
[h] ≃ p∗s∗
(
(W/H)⊗h ⊗ r∗q˜∗(H⊥/H)〈λ(−1)〉
)
[h].
Consider the diagram
(20)
IFl(w − 1, w, n;V )
IFl(w,n;V ) IFl(w − 1, w;V )
LGr(n, V ) IGr(w, V ) IGr(w − 1, V ).
s q
′
p q s′ p
′
Remark that p′q′ = q˜r, and that the line bundle (W/H) on IFl(w − 1, w, n;V ) is pulled back from
IFl(w − 1, w;V ). Thus,
p∗s∗
(
(W/H)⊗h ⊗ r∗q˜∗(H⊥/H)〈λ(−1)〉
)
[h] ≃ p∗s∗q
′∗
(
(W/H)⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉
)
[h].
Since the middle square in (20) is Cartesian and Tor-independent, we conclude that
Fλ ≃ p∗q
∗s′∗
(
(W/H)⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉
)
[h].
For convenience, we put F = s′∗
(
(W/H)⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉
)
[h], then the previous equation reads
(21) Fλ ≃ p∗q
∗F .
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By Lemma 3.12, it is enough to show that the projection of F on A with respect to the decomposi-
tion (15) is isomorphic to Gλ. In order to do that, for all µ ∈ Yw,h we compute
Hom•(ΣµW∗, F) ≃ Hom•(ΣµW∗, s′∗((W/H)
⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉)[h])
≃ Hom•(ΣµW∗, (W/H)⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉[h])
≃ H•(IFl(w − 1, w;V ), ΣµW ⊗ (W/H)⊗h ⊗ p′∗(H⊥/H)〈λ(−1)〉)[h]
≃ H•(IGr(w − 1, V ), p′∗(Σ
µW ⊗ (W/H)⊗h)⊗ (H⊥/H)〈λ(−1)〉)[h].
By Lemma 2.5, the bundle ΣµW is an iterated extension of the bundles (W/H)⊗i ⊗ Σµ/(i)H, where
i = 0, . . . , µ1. It remains to compute
(22) H•(IGr(w − 1, V ), p′∗(W/H)
⊗(i+h) ⊗Σµ/(i)H⊗ (H⊥/H)〈λ(−1)〉)[h].
Since IGr(w − 1, w;V ) is isomorphic to the projectivization of the rank 2h vector bundle W⊥/W,
and (W/H) is isomorphic to the tautological line bundle, p′∗(W/H)
⊗(i+h) = 0 for 0 ≤ i < h, and
p′∗(W/H)
⊗(i+h) ≃ detH⊥/H[−2h] ≃ O[−2h] when i = h. We conclude that (22) vanishes when µ1 < h,
while when µ1 = h, the only potentially non-zero cohomology (corresponding to i = h) is
H•(IGr(w − 1, V ), p′∗(W/H)
⊗2h ⊗ Σµ/(h)H⊗ (H⊥/H)〈λ(−1)〉)[h]
≃ H•(IGr(w − 1, V ), Σµ¯H⊗ (H⊥/H)〈λ(−1)〉)[−h],
where µ¯ = (µ2, µ3, . . . , µw−1) ∈ Yw−1,h. Lemma A.10 applied to IGr(w − 1, V ) implies that
H•(IGr(w − 1, V ), Σµ¯H⊗ (H⊥/H)〈λ(−1)〉)[−h] =
{
k[−|λ(−1)| − h] if λ(−1) = µ¯T ,
0 otherwise.
Since µ¯T = µT (−1) and |λ(−1)| + h = |λ|, we conclude that the projection of F on A satisfies
the universal property (12) of Gλ. 
Proof of Proposition 3.6. Combine the proofs of Propositions 3.9, 3.13, and 3.15. 
4. Staircase complexes
4.1. Combinatorial setup. Let a0a1 . . . an ∈ {0, 1}
n+1 be a binary sequence of length n. We consider
the operation
a0a1 . . . an 7→ (1− an)a0a1 . . . an−1,
which in an obvious way defines an action of the cyclic group G = Z/(2n + 2) on {0, 1}n+1. The set of
such binary sequences is in bijection with
⊔
Yh,w, where h = 0, . . . , n + 1, and h + w = n + 1: a given
sequence defines a integral path from the lower left to the upper right corner of a rectangle of hight h
and width w, where h is the number of times 0 appears in the sequence. The induced action of G on⊔
Yh,w is slightly less pleasant to describe: the generator sends λ ∈ Yh,w to λ
′, where
(23) λ′ =
{
(λ1, λ2, . . . , λh, 0) if λ1 < w,
(λ2 + 1, λ3 + 1, . . . , λh + 1) if λ1 = w.
In particular, λ′ ∈ Yh+1,w−1 in the first case, and λ
′ ∈ Yh−1,w+1 in the second case.
Let us now fix a pair of integers w, h > 0 such that w + h = n + 1. Given a diagram λ ∈ Yh,w with
λ1 = w, we define a sequence of diagrams λ
(1), λ(2), . . . , λ(w) by the following rule. For 0 < i ≤ w, let j
be the largest index such that λj > w − i. Then
λ(i) = (λ2 − 1, λ3 − 1, . . . , λj − 1, w − i, λj+1, . . . , λh).
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Remark that λ(i) ⊂ λ, and put νi = |λ/λ
(i)|.
Example 4.1. Let n = 5, h = 3, and w = 3. Let λ = (3, 3, 1). Then
(24) λ(1) = (2, 2, 1), λ(2) = (2, 1, 1), and λ(3) = (2, 0, 0).
Remark 4.2. The diagrams λ(i) already appeared in [Fon13], see Remark 4.4.
4.2. Staircase complexes. The following proposition will be our main tool in the proof of fullness of
the Kuznetsov–Polishchuk exceptional collection.
Given a 2n-dimensional symplectic vector space V and an integer 1 ≤ i ≤ n, we denote by V [i] the i-th
fundamental representation of the group Sp(V ). In other words, V [i] = V 〈(i)
T 〉.
Proposition 4.3. Let w and h be positive integers such that w + h = n + 1. Let λ ∈ Yh,w be such that
λ1 = w. There is an exact complex of vector bundles on LGr(n, V ) of the form
(25) 0→ Eλ
′
(−1)→ V [νw] ⊗ Eλ
(w)
→ · · · → V [ν2] ⊗ Eλ
(2)
→ V [ν1] ⊗ Eλ
(1)
→ Eλ → 0.
We call the complexes of the form 25 Lagrangian staircase complexes.
Remark 4.4. Let V be an n-dimensional vector space, and let 0 < k < n be an integer. For any diagram
λ ∈ Yk,n−k with λ1 = n− k there is an exact complex of vector bundles on Gr(k, V ) of the form
(26) 0→ Σλ¯U∗(−1)→ V νw ⊗ Σλ
(w)
U∗ → · · · → V ν2 ⊗ Σλ
(2)
U∗ → V ν1 ⊗ Σλ
(1)
U∗ → ΣλU∗ → 0,
where νi and λ
(i) are the same as above, λ¯ = (λ2, . . . , λk, 0), and V
i = ΛiV ∗ is the i-th fundamental
representation of the group GL(V ). Complexes of the form (26) are called staircase, see [Fon13] for details.
Let w and h be positive integers such that w + h = n + 1. We further assume that w < n. Consider
the subcategory
B′ = 〈ΣµU | µ ∈ Yh−1,w+1〉 ⊆ LGr(n, V ).
Consider the diagram (7). Recall that A ⊆ IGr(w, V ) was defined in (15). The following lemma is very
similar to Lemma 3.11.
Lemma 4.5. Let Y ∈ A⊥. Then p∗q
∗Y ∈ B′(1)⊥.
Proof. Remark that by Lemma 3.7,
B′(1) = 〈ΣµU∗(1) | µ ∈ Yw+1,h−1〉
Since ΣµU∗(1) ≃ Σµ(1)U∗, and µ1 ≤ h− 1, the statement follows immediately from Lemma 3.10. 
Proof of Proposition 4.3. Instead of constructing the complex (25), we will construct its dual
(27) 0→ Fλ → V [ν1] ⊗Fλ
(1)
→ V [ν2] ⊗Fλ
(2)
→ · · · → V [νw] ⊗Fλ
(w)
→ Fλ
′
(1)→ 0.
Let us first consider the case when w < n. By definition, λ′ = (λ2 + 1, λ3 + 1, . . . , λh + 1) ∈ Yh−1,w+1.
Thus, by Proposition 3.2,
Fλ
′
≃ p∗
(
det (U/W) ⊗ q∗(W⊥/W)〈λ
′(−1)〉
)
(remark that p and q are as in (7) since the height of λ′ is h− 1). Using the projection formula together
with the isomorphism p∗O(1) ≃ det U∗ ≃ detW∗ ⊗ det (U/W)∗, we conclude that
(28) Fλ
′
(1) ≃ p∗q
∗
(
detW∗ ⊗ (W⊥/W)〈λ¯〉
)
,
where λ¯ = (λ2, λ3, . . . , λh).
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Put F = detW∗⊗(W⊥/W)〈λ¯〉. Consider the exact triangle inDb(IGr(w, V )) induced by the semiorthog-
onal decomposition (15):
(29) X → F → Y → X[1].
Recall that X ∈ A and Y ∈ A⊥. Let us apply the functor p∗q
∗ to the triangle (29). We get an exact
triangle in Db(LGr(n, V )) of the form
(30) p∗q
∗X → Fλ
′
(1)→ p∗q
∗Y → p∗q
∗X[1].
First of all, we claim that p∗q
∗Y = 0. Indeed, by Proposition 3.8 the object p∗q
∗X belongs to the sub-
category B = 〈ΣµU | µ ∈ Yh,w, while F
λ′(1) by definition belongs to B′(1). By Lemmas 3.11 and 4.5,
p∗q
∗Y ∈ B⊥ ∩ B′(1)⊥. Thus, p∗q
∗Y = 0.
Recall that A is generated by the exceptional collection 〈Gλ | λ ∈ Yh,w〉, which is left dual to the col-
lection 〈ΣµW∗ | µ ∈ Yw,h〉 in the sense of Definition 3.5. Fix a total ordering on Yh,w compatible with
the reverse inclusion partial order on Yh,w. There is a filtration on X of the form
(31) 0 = X0 → · · · → Xλi−1 → Xλi → · · · → X(w,w,...,w) = X,
such that the cone Cλi = Cone(Xλi−1 → Xλi) belongs to the subcategory 〈G
λi〉. In order to compute Cλ,
it is enough to compute
Ext•(ΣµW∗,X) ≃ Ext•(ΣµW∗,F) ≃ H•(IGr(k, V ),Σµ(−1)W ⊗ (W⊥/W)〈λ¯〉),
which is done in Proposition A.12.
Once we through away the repeating terms of the filtration, one gets a filtration
0 = Zw+1 → Zw → · · · → Z1 → X0 = X,
where Cone(Zi+1 → Zi) = V
[νi] ⊗Gλ
(i)
[w− i]. It follows from Proposition 3.6 that there is a filtration on
p∗q
∗X ≃ Fλ
′
(1) with the associated quotients of the form V [νi] ⊗Fλ
(i)
[w − i]. Since all Fµ are sheaves,
the associated spectral sequence degenerates into an exact complex of the form (27).
We are left with the case w = n. Precisely, we need to construct an exact complex of the form
(32) 0→ Fn → V ⊗Fn−1 → V [2] ⊗Fn−2 → · · · → V [n] ⊗O → O(1)→ 0.
By Proposition 3.9, we know that the objects 〈Fn,Fn−1, . . . ,F1,O〉 form a left dual exceptional collection
to 〈O,U∗, . . . ,Λn−1U∗,ΛnU∗〉 in the sense of definition 3.5. Since ΛnU∗ ≃ O(1), we conclude that
O(1) ∈ 〈Fn,Fn−1, . . . ,F1,O〉. Thus, there is a filtration in Db(LGr(n, V )) of the form
(33) 0 = X0 → X1 → · · · → Xn → Xn+1 = O(1)
such that the cone Cone(Xi → Xi+1) belongs to the subcategory 〈F
i〉.
As in the general case, we compute
Ext•(ΛiU∗,O(1)) ≃ H•(LGr(n, V ),Λn−1U∗) ≃ V [n−i],
and conclude that the spectral sequence associated to the filtered complex (33) degenerates into a complex
of the form (32). 
4.3. Fullness of the Kuznetsov–Polishchuk exceptional collection. It should be clear from the
name of the present section that we are finally going to prove that the exceptional collection constructed
by Kuznetsov and Polishchuk is full.
Theorem 4.6. The exceptional collection (5) is full.
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Proof. Let us denote by C the subcategory generated by the exceptional collection (5). In order to show
that C = Db(LGr(n, V )), it is enough to prove that C(1) ⊆ C. Indeed, as O ∈ C, the latter would imply
that O(i) ∈ C for all i > 0. It is well known that for a smooth projective variety of dimension d the
object ⊕di=0O(i) is a classical generator of its bounded derived category (see [Orl09, Theorem 4]). Thus,
we will be able to conclude that C coincides with the whole bounded derived category.
Let λ be a Young diagram. Put w(λ) = λ1, and let h(λ) denote the number of nonzero rows in λ. The
exceptional collection (5) consists of the objects Eλ(i), where h(λ) +w(λ) ≤ n, and the twist i runs over
the integers h(λ), h(λ) + 1, . . . , n − w(λ). We will show by induction that Eλ(n − w(λ) + 1) ∈ C for any
λ such that h(λ) +w(λ) ≤ n+ 1.
Let λ be a Young diagram with h(λ) + w(λ) ≤ n+ 1 and w(λ) > 0 (the last condition implies that λ
is non-zero, we will deal with the latter case in the end of the proof). Denote by t(λ) the number of rows
of width w(λ). In other words, either λ is such that λ1 = λ2 = · · · = λt(λ) > λt(λ)+1, or t(λ) = h(λ), and
λ1 = λ2 = . . . = λh(λ) (see Figure 1).
λ
h(λ)
w(λ)
t(λ)
Figure 1. h(λ), w(λ), and t(λ)
The induction will run on t(λ), the base case being t(λ) = 1. For convenience, put w = w(λ) and
h = h(λ). Let λ be such that t(λ) = 1. We treat λ as an element of Yn+1−w,w. Consider the complex (25)
twisted by O(n− w + 1):
(34) 0→ Eλ
′
(n−w)→ V 〈νw〉⊗Eλ
(w)
(n−w+1)→ · · · → V 〈ν1〉⊗Eλ
(1)
(n−w+1)→ Eλ(n−w+1)→ 0.
By definition, h(λ(i)) ≤ h and w(λ(i)) ≤ w−1 for all i = 1, . . . , w. In particular, h(λ(i))+w(λ(i)) ≤ n, and
Eλ
(i)
appears in the exceptional collection with twists ranging from h(λ(i)) ≤ h to n−w(λ(i)) ≥ n−w+1.
The latter includes n−w+1; thus, every term of the complex (34) of the form V 〈νi〉⊗Eλ
(i)
(n−w+1) belongs
to C. Meanwhile, w(λ′) = λ2 + 1 ≤ w (here we use the hypothesis t(λ) = 1, which implies λ2 < λ1 = w),
and h(λ′) ≤ (n+ 1)− w − 1 = n − w (see the remark following (23)). Thus, w(λ′) + h(λ′) ≤ n, and the
bundle Eλ
′
(n−w) belongs to the exceptional collection (5). Treating (34) as a resolution for Eλ(n−w+1),
we conclude that Eλ(n− w + 1) ∈ C.
For the inductive step, assume that the statement is known for 0 < t(λ) ≤ t. Let λ be such that
t(λ) = t+1. Again, consider the exact complex (34). The exact same reasoning as in the base case shows
that V 〈νi〉⊗Eλ
(i)
(n−w+1) ∈ C. Meanwhile, t(λ) ≥ 2 implies t(λ′) = t(λ)− 1 and w(λ′) = w+1. By the
inductive hypothesis Eλ
′
(n− w(λ′) + 1) = Eλ
′
(n − w) belongs to C. Again, treating (34) as a resolution
for Eλ(n −w + 1), we conclude that Eλ(n −w + 1) ∈ C.
So far we managed to prove that if λ is such that h(λ)+w(λ) ≤ n and t(λ) ≥ 0, then Eλ(n−w+1) ∈ C.
We are left with the case t(λ) = 0, which corresponds to O. Precisely, we need to show that O(n+1) ∈ C.
Remark that we managed to show a little bit more. Namely, we showed that if the diagram λ is such
that h(λ) + w(λ) ≤ n + 1 and t(λ) ≥ 0, then Eλ(i) ∈ C for i = h, . . . , n − w + 1. Consider the diagram
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µ = (1, 1, . . . , 1︸ ︷︷ ︸
n
). On the one hand, h(µ) = n and w(µ) = 1; thus, Eµ(n) ∈ C. On the other hand,
Eµ ≃ O(1); thus, Eµ(n) ≃ O(n+ 1) ∈ C. 
5. Minimal Lefschetz exceptional collection in Db(LGr(5, 10))
The exceptional collections of Kuznetsov–Polishchuk may not be the most suitable for some impor-
tant computations. In the present section we construct a minimal Lefschetz exceptional collection in
Db(LGr(5, 10)).
5.1. Lefschetz exceptional collections. Let X be a smooth projective variety, and let O(1) be a very
ample line bundle on X.
Definition 5.1. A Lefschetz semiorthogonal decomposition is a semiorthogonal decomposition of the
form
Db(X) = 〈B0,B1(1), . . . ,Br−1(r − 1)〉,
where B0 ⊇ B1 ⊇ · · · ⊇ Br−1 are full triangulated subcategories, which are called blocks. A Lefschetz
semiorthogonal decomposition is minimal if it is minimal with respect to the partial inclusion order on
the first block.
When X is a Fano variety, and ωX ≃ O(−r), Serre duality implies that r is the maximal number of
blocks in a Lefschetz semiorthogonal decomposition.
Lefschetz decompositions are one of the core components of the Homological Projective duality theory
developed by Kuznetsov, see [Kuz07]. One of their most pleasant properties is the following observation.
Proposition 5.2. Let ι : Y → X be a smooth hyperplane section of X with respect to O(1). The functor
ι∗ is fully faithful on Bi(i) for i = 1, . . . , r − 1; moreover, there is a semiorthogonal decomposition
Db(Y ) ⊇ 〈ι∗B1(1), ι
∗B2(2), . . . , ι
∗Br−1(r − 1)〉.
In particular, whenever B0 is small, one knows quite a lot of information about the derived category
of hyperplane sections of X.
Definition 5.3. Let Db(X) = 〈B0,B1(1), . . . ,Br−1(r−1)〉 be a Lefschetz semiorthogonal decomposition.
If B0 is generated by a full exceptional collection, and each Bi is generated by its subcollection, we will
say that the resulting exceptional collection is a Lefschetz exceptional collection. A Lefschetz exceptional
collection is minimal if the exceptional collection generating B0 is of the smallest possible length.
5.2. Minimal Lefschetz exceptional collection in Db(LGr(5, 10)). Consider a 10-dimensional sym-
plectic vector space V over k. Our goal is to construct a minimal Lefschetz exceptional collection in
the derived category Db(LGr(5, V )). Since the rank of K0(LGr(5, V )) = 2
5 = 32, and ωLGr(5,V ) ≃ O(−6),
the smallest possible number of objects in the first block of such a collection equals 5.
Theorem 5.4. The bounded derived category of coherent sheaves on LGr(5, V ) admits a full minimal
Lefschetz exceptional collection of the form
(35) Db(LGr(5, V )) =


E2,2 E2,2(1)
E2,1 E2,1(1) E2,1(2) E2,1(3) E2,1(4) E2,1(5)
E2 E2(1) E2(2) E2(3) E2(4) E2(5)
Λ2U∗ Λ2U∗(1) Λ2U∗(2) Λ2U∗(3) Λ2U∗(4) Λ2U∗(5)
U∗ U∗(1) U∗(2) U∗(3) U∗(4) U∗(5)
O O(1) O(2) O(3) O(4) O(5)


.
Proposition 5.5. The collection of vector bundles (35) is exceptional.
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Proof. Remark that the objects in the first column all belong to the exceptional block 〈Eλ | λ ∈ Y2,2〉.
Thus, the collection is exceptional in each column. It remains to check that
Ext•(Eλ(t), Eµ) = 0
for 0 ⊆ λ ⊆ (2, 1), 0 ⊆ µ ⊆ (2, 2), t = 1, . . . , 5, and λ = (2, 2), 0 ⊆ µ ⊆ (2, 2), t = 1.
Since each of the objects involved is an extension of irreducible vector bundles of the form ΣνU∗,
where ν ∈ Y2,2, it is enough to check that
(36) Ext•(ΣλU∗(t),ΣµU∗) = H•(LGr(5, 10),ΣλU ⊗ ΣµU∗(−t)) = 0.
for 0 ⊆ λ ⊆ (2, 1), 0 ⊆ µ ⊆ (2, 2), t = 1, . . . , 5, and λ = (2, 2), 0 ⊆ µ ⊆ (2, 2), t = 1. By Lemma 2.3,
ΣλU ⊗ ΣµU∗ decomposes into a direct sum of irreducible bundles of the form ΣνU∗, where −λ ⊆ ν ⊆ µ.
Thus, it is sufficient to check that for any ν = (α, β, 0, γ, δ) ∈ Y5 such that 0 ≤ α, β, γ, δ ≤ 0
H•(LGr(5, 10),ΣνU∗(−t)) = H•(LGr(5, 10),ΣνU∗ = 0
if t = 1, . . . , 5 and ν 6= (2, 2, 0,−2,−2), or ν = (2, 2, 0,−2,−2) and t = 1, 3, 5.
By the Borel–Bott–Weil theorem, we need to look at the weight
(37) ρ+ ν(−t) = (5 + α− t, 4 + β − t, 3− t, 2 + γ − t, 1 + δ − t)
By Serre duality, it is enough to deal with t = 1, 2, 3. When t = 3, the third term in (37) equals 0; thus,
the cohomology groups vanish. When t = 1, the last three terms in the sequence have absolute values at
most 2. Thus, either one of them is 0, or the absolute values of a pair of them are equal. Similarly, when
t = 2, we see that the only option for the absolute values of the terms of (37) to be positive and distinct
is ν = (2, 2, 0,−2,−2). 
Remark 5.6. One can continue the computation in the proof of Proposition 5.5 and conclude that
Ext5(E2,2(2), E(2,2)) ≃ k.
A nontrivial element it this group can be realized as the Yoneda product of the (twisted) staircase
complexes
0→ E3,1,1(1)→ V [3] ⊗ U∗(2)→ V [2] ⊗ Λ2U∗(2)→ E2,2(2)→ 0
and
0→ E2,2 → V [5] ⊗O(1)→ V [2] ⊗ Λ3U∗(1)→ V ⊗ E2,1,1(1)→ E3,1,1(1)→ 0.
The resulting complex is
(38) 0→ E2,2 → V [5] ⊗O(1)→ V [2] ⊗ Λ3U∗(1)→ V ⊗ E2,1,1(1)→
→ V [3] ⊗ U∗(2)→ V [2] ⊗ Λ2U∗(2)→ E2,2(2)→ 0.
Proposition 5.7. The exceptional collection (35) is full.
Proof. Let T denote the full triangulated subcategory generated by the exceptional collection (35). By
Theorem 1.2, it is enough to show that T contains all the objects from the full exceptional collection
Db(LGr(5, 10)) = 〈B0,B1,B2,B3,B4,B5〉,
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where
B0 = 〈O〉,
B1 = 〈O(1), U
∗(1), E2(1), E3(1), E4(1)〉,
B2 = 〈O(2), U
∗(2), Λ2U∗(2), E2(2), E2,1(2), E2,2(2), E3(2), E3,1(2), E3,2(2), E3,3(2)〉,
B3 = 〈O(3), U
∗(3), Λ2U∗(3), E2(3), E2,1(3), E2,2(3), Λ3U∗(3), E2,1,1(3), E2,2,1(3), E2,2,2(3)〉,
B4 = 〈O(4), U
∗(4), Λ2U∗(4), Λ3U∗(4), Λ4U∗(4)〉,
B5 = 〈O(5)〉.
(39)
Quite a number of the objects from (39) are trivially in T . We need to deal with the remaining ones:
E3(1), E4(1),
E3(2), E2,2(2), E3,1(2), E3,2(2), E3,3(2),
Λ3U∗(3), E2,2(2), E2,1,1(3), E2,2,1(3), E2,2,2(3),
Λ3U∗(4), Λ4U∗(4).
(40)
The proof is split into steps. At each step we write some exact complex (built of staircase complexes),
all but one of whose terms are already known to be in T (from the previous steps).
Step 1: E3(t) ∈ T for t = 1, . . . , 5. Enough to look at the twisted staircase complex
0→ Λ2U∗(t− 1)→ V [3] ⊗O(t)→ V [2] ⊗ U∗(t)→ V ⊗ E2(t)→ E3(t)→ 0.
Step 2: E4(t) ∈ T for t = 1, . . . , 5. Enough to look at the twisted staircase complex
0→ U∗(t− 1)→ V [4] ⊗O(t)→ V [3] ⊗ U∗(t)→ V [2] ⊗ E2(t)→ V ⊗ E3(t)→ E4 → 0.
Step 3: Λ3U∗(t) ∈ T for t = 0, . . . , 4. Enough to look at the twisted staircase complex
0→ Λ3U∗(t)→ V [2] ⊗O(t+ 1)→ V ⊗ U∗(t+ 1)→ E2(t+ 1)→ 0.
Step 4: Λ4U∗(t) ∈ T for t = 0, . . . , 4. Since Λ4U∗ ≃ U(1), Enough to look at the twisted tautological
short exact sequence
0→ Λ4U∗(t) ≃ U(t+ 1)→ V ⊗O(t+ 1)→ U∗(t+ 1)→ 0.
(Which also happens to be a staircase complex.)
Step 5: E2,1,1(t) ∈ T for t = 0, . . . , 4. Enough to look at the twisted staircase complex
0→ E2,1,1(t)→ V [3] ⊗O(t+ 1)→ V ⊗ Λ2U∗(t+ 1)→ E2,1(t+ 1)→ 0.
Step 6: E2,2(t) ∈ T for t = 0, . . . , 5. For t = 2, . . . , 5, it is enough to look at the complex (38) twisted
by O(t− 2).
Step 7: E3,1(t) ∈ T for t = 1, . . . , 5. Enough to look at the twisted staircase complex
0→ E2,1(t− 1)→ V [4] ⊗O(t)→ V [2] ⊗ Λ2U∗(t)→ V ⊗ E2,1(t)→ E3,1(t)→ 0.
Step 8: E2,2,1(t) ∈ T for t = 0, . . . , 3. Enough to look at the twisted staircase complex
0→ E2,2,1(t)→ V [4] ⊗O(t+ 1)→ V ⊗ Λ3U∗(t+ 1)→ E2,1,1(t+ 1)→ 0.
Step 9: E3,2(t) ∈ T for t = 2, . . . , 5. Enough to look at the twisted staircase complex
0→ E3,1(t− 1)→ V [5] ⊗ U∗(t)→ V [3] ⊗ Λ2U∗(t)→ V ⊗ E2,2(t)→ E3,2(t)→ 0.
Step 10: E2,2,2(t) ∈ T for t = 0, . . . , 3. Enough to look at the Yoneda product of the twisted staircase
complexes
0→ E2,2,2(t)→ V [5] ⊗O(t+ 1)→ V ⊗ Λ4U∗(t+ 1)→ E2,1,1,1(t+ 1)→ 0
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and
0→ E2,1,1,1(t+ 1)→ V [2] ⊗O(t+ 2)→ Λ2U∗(t+ 2)→ 0.
Step 11: E3,3(t) ∈ T for t = 2, . . . , 5. Enough to look at the Yoneda product of the twisted staircase
complexes
0→ E4,1(t− 1)→ V [4] ⊗ E2(t)→ V [3] ⊗ E2,1(t)→ V [2] ⊗ E2,2(t)→ E3,3(t)→ 0
and
0→ E2(t−2)→ V [5]⊗O(t−1)→ V [3]⊗Λ2U∗(t−1)→ V [2]⊗E2,1(t−1)→ V ⊗E3,1(t−1)→ E4,1(t−1)→ 0.
It follows from Steps 1 through 11 that all the objects from (40) belong to T . 
Proof of Theorem 5.4. Follows from Propositions 5.5 and 5.7. 
Remark 5.8. In the paper [PS11] the authors construct a exceptional collection in Db(LGr(5, 10)), which
is very close to being minimal Lefschetz. Unfortunately, it was recently discovered by M. Smirnov that
their collection is not exceptional.
Appendix A. Cohomological computations
A.1. Borel–Bott–Weil theorems. Here we collect individual statements, all of which are particular
cases of the celebrated Borel–Bott–Weil theorem. We present the most concrete statements. Proofs for
all of them can be found in the excellent book [Wey03].
In the following, given two sequences α = (α1, α2, . . . , αa) ∈ Za and β = (β1, β2, . . . , βb) ∈ Zb, we
denote by (α, β) their concatenation
(α, β) = (α1, α2, . . . , αa, β1, β2, . . . , βb) ∈ Z
a+b,
Let us begin with the relative classical Grassmannian case.
Proposition A.1 (Relative Borel–Bott–Weil). Let X be a smooth projective variety, let V be a rank n
vector bundle on X, and let 0 < k < n be an integer. Consider the relative Grassmannian
p : GrX(k,V)→ X.
We denote the pullback of V on Gr(k,V) by the same letter, and denote by U ⊂ V the universal rank k
subbundle on GrX(k,V).
Let λ ∈ Yn−k, µ ∈ Yk, and put ρ = (n, n − 1, . . . , 1). Then
R•p∗
(
Σλ(V/U)⊗ ΣµU
)
=
{
Σw·(λ,µ)V[−ℓ(w)], if all the elements in ρ+ (λ, µ) distinct,
0, otherwise,
where w ∈ Sn denotes the unique permutation such that the sequence w((α, β) + ρ) is strictly decreasing,
w · (λ, µ) = w((ρ + (λ, µ))− ρ, and ℓ(w) is the number of pairs 1 ≤ i < j ≤ n such that w(i) > w(j).
Proposition A.2 (Isotropic Borel–Bott–Weil). Let V be a 2n-dimensional symplectic vector space, and
let 0 < w < n be an integer. Consider the isotropic Grassmannian IGr(w, V ), and denote by W the tauto-
logical rank w vector bundle. Let us say that a weight λ ∈ Yn is regular if all the absolute values |λi| are
positive and distinct. Let ρ = (n, n − 1, . . . , 1) ∈ Yn. We also consider the action of the group Sn ⋉ Zn2
on Yn by permutations and sign changes.
Given α ∈ Yw and β ∈ Yn−w,
H•(ΣαW∗ ⊗ (W⊥/W)〈β〉) =
{
V 〈w·(α,β)〉[−ℓ(w)] if ρ+ (α, β) is regular,
0 otherwise,
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where w ∈ Sn ⋉ Zn2 is the unique element such that the sequence w(ρ + (α, β)) is positive and strictly
decreasing, and w · (α, β) = w((ρ + (α, β)) − ρ. The number ℓ(w) can be computed from τ = ρ + (α, β)
as the number of pairs 1 ≤ i < j ≤ n such that τi < τj plus the number of pairs 1 ≤ i < j ≤ n such that
τi + τj < 0 plus the number of negative elements in τ .
Proposition A.3 (Relative Lagrangian Borel–Bott–Weil). Let X be a scheme, and let V be a rank 2n
symplectic vector bundle on X. Consider the relative Lagrangian Grassmannian p : LGr(n,V)→ X, and
let U denote the relative tautological bundle of rank n. For any λ ∈ Yn one has
R•p∗Σ
λU∗ =
{
V〈w·λ〉[−ℓ(w)] if ρ+ λ is regular,
0 otherwise,
where w ∈ Sn⋉Zn2 is the unique element such that the sequence w(ρ+λ) is positive and strictly decreasing,
and ℓ(w) can be computed from τ = ρ+ λ as in the previous proposition.
A.2. Borel–Bott–Weil computations. The following lemmas are trivial; we include their proofs for
the sake of completeness.
Lemma A.4. Let X be a scheme, let V be a rank n vector bundle on X, and let 0 < k < n be an integer.
Consider the relative Grassmannian p : Gr(k,V) → X, and denote by U the tautological rank k vector
bundle on Gr(k, V ). If λ ∈ Yn−k is such λn−k ≥ −k, then
Rip∗Σ
λ(V/U) =
{
ΣλV if λn−k ≥ 0 and i = 0,
0 otherwise.
Proof. According to the relative Borel–Bott–Weil theorem, we need to study the sequence
(41) ρ+ (λ, 0) = (n+ λ1, n− 1 + λ2, . . . , k + 1 + λn−k, k, k − 1, . . . , 1).
If 0 > λn−k ≥ −k, then the (n − k)-th term of (41) satisfies the inequality k ≥ k + 1 + λn−k ≥ 1, and
equals one of the last k terms of the sequence. Otherwise, λn−k ≥ 0, and the sequence (41) is strictly
decreasing. 
Lemma A.5. Let X be a scheme and let V be a symplectic vector bundle on X of rank 2n. Consider
the relative Lagrangian Grassmannian p : LGr(n,V)→ X, and denote by U the tautological subbundle on
it. If λ ∈ Yn is such that λn ≥ −1, then
Rip∗Σ
λU∗ =
{
V〈λ〉 if λn ≥ 0 and i = 0,
0 otherwise.
Proof. According to the relative Lagrangian Borel–Bott–Weil theorem, we need to study the sequence
(42) ρ+ λ = (n+ λ1, n− 1 + λ2, . . . , 2 + λ2, 1 + λ1).
If λ1 = −1, then the last term of (41) equals 0; thus, all the direct images vanish. Otherwise, the
sequence (41) consists of strictly decreasing positive numbers. 
Let V be a 2n-dimensional symplectic vector space. Consider the isotropic Grassmannian IGr(w, V )
for some 0 < w ≤ n, and denote by W the tautological bundle on it.
Lemma A.6. Let ν ∈ Yw be such that νw ≥ −(2n − 2w + 1). Then
H i(IGr(w, V ), ΣνU∗) =
{
V 〈ν〉 if νw ≥ 0 and i = 0,
0 otherwise.
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Proof. According to the relative Lagrangian Borel–Bott–Weil theorem, we need to study the sequence
(43) ρ+ (ν, 0) = (n+ ν1, n− 1 + ν2, . . . , n− w + 1 + νw, n−w, n− w − 1, . . . , 1).
If 0 > νw ≥ −(2n − 2w + 1), then the w-th term of (43) satisfies n − w ≥ n − w + 1 + νw ≥ −(n − w).
In particular, it is either zero, or its absolute value coincides with one the the last n− w terms of (43).
Otherwise, νw ≥ 0, and the sequence (43) is strictly decreasing. 
Lemma A.7. If α ∈ YDn−w and β ∈ YDw, then
(44) H•(IGr(w, 2n), (W⊥/W)〈α〉 ⊗ΣβW∗)G =
{
k if α = β = 0,
0 otherwise.
Proof. Using the Borel–Bott–Weil theorem, it is enough to check when the absolute values of the sequence
ρ+ (β, α) = (n+ β1, n− 1 + β2, . . . , n− w + 1 + βw, n− w + α1, . . . , 1 + αn−k)
reordered in decreasing order coincide with ρ. Since all αi and βj are nonnegative, it can only happen
when they are all equal to zero, in which case ρ+ (β, α) = ρ. 
Lemma A.8. If α, β ∈ YDn−w, then
ExtG((W
⊥/W)〈α〉, (W⊥/W)〈β〉) =
{
k if α = β,
0 otherwise.
Proof. Since W⊥/W is self-dual,
ExtG((W
⊥/W)〈α〉, (W⊥/W)〈β〉) ≃ H•(IGr(w, 2n), (W⊥/W)〈α〉 ⊗ (W⊥/W)〈β〉)G
≃
⊕
H•(IGr(w, 2n), (W⊥/W)〈ν〉)G,
where ν runs over the irreducible direct summands in the decomposition
(W⊥/W)〈α〉 ⊗ (W⊥/W)〈β〉 ≃
⊕
(W⊥/W)〈ν〉.
By the previous lemma, H•(IGr(w, 2n), (W⊥/W)〈ν〉)G = 0 unless ν = 0. In the latter case we immediately
conclude that (W⊥/W)〈α〉 ≃ (W⊥/W)〈β〉. In particular, α = β, and the claim follows trivially. 
Let us now recall one of the main computations in [Kap88]. We present it in the relative case.
Lemma A.9 ([Kap88, Lemma 3.2]). Let X be a scheme, let U be a rank n vector bundle on X, and
let 0 < w < n be an integer. Consider the relative Grassmannian p : Gr(w,U), and denote by W
the tautological rank w vector bundle on Gr(w,U). For any λ ∈ Yw,n−w and µ ∈ Yn−w,w one has
R•p∗
(
ΣλW ⊗ Σµ(U/W)∗
)
=
{
OX [−|λ|] if λ = µ
T ,
0 otherwise.
The following lemma could be proved by a computation similar to the one done in [Kap88]. For the
sake of simplicity, we present a more geometric computation.
Lemma A.10. Assume 0 < w < n. For any λ ∈ Yw,n−w and µ ∈ Yn−w,w one has
H•
(
IGr(w, V ),ΣλW ⊗ (W⊥/W)〈µ〉
)
=
{
k[−|λ|] if λ = µT ,
0 otherwise.
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Proof. Consider the commutative diagram
IFl(w,n;V )
LGr(n, V ) IGr(w, V ).
p q
From Lemma A.5 and the projection formula we have
H•(IGr(w, V ),ΣλW ⊗ (W⊥/W)〈µ〉) ≃ H•(IGr(w, V ),ΣλW ⊗ q∗Σ
µ(U/W)∗)
≃ H•(IFl(w,n;V ),ΣλW ⊗ Σµ(U/W)∗)
≃ H•(LGr(n, V ), p∗(Σ
λW ⊗ Σµ(U/W)∗)
Since IFl(w,n;V ) is isomorphic to the relative Grassmannian Gr(w,U), the result now follows from
Lemma A.9 and Kodaira vanishing. 
For convenience let us put h = n+ 1−w.
Lemma A.11. Consider the projection q : IFl(w,n;V )→ IGr(w, V ), and let α be a Young diagram such
that α1 ≤ h. Then either q∗Σ
α(U/H) ≃ 0 or q∗Σ
α(U/H) ≃ O[t] for some t ∈ Z.
Proof. Remark that IFl(w,n;V ) is the relative Lagrangian Grassmannian LGr(h− 1,W⊥/W). According
to the Borel–Bott–Weil theorem, we need to study the weight
(45) ρ− α = (h− 1− αh−1, n− 2− αh−2, . . . , 1− α1).
Since all the absolute values of the elements of (45) are at most h− 1, and there are exactly h− 1 terms,
the result follows from pigeonhole principle. 
The following proposition is the most technical (and crucial). Its proof is very similar to the core
computation done in [Fon13, Proposition 5.3]. We use the notation introduced in Section 4.1. For
simplicity we put λ(0) = λ and ν0 = 0.
Proposition A.12. Let λ ∈ Yh,w be such that λ1 = w. Then for all µ ∈ Yw,h
H•(IGr(w, V ), Σµ(−1)W ⊗ (W⊥/W)〈λ¯〉) =
{
V [νi][−|λ(i)|+ (w − i)] if µT = λ(i), i ∈ {0, . . . , w},
0 otherwise.
Proof. Put α = λT . Let us first point out that (λ(i))T is a little easier to describe than λ(i) itself:
(46) (λ(i))T = (α1, α2, . . . , αw−i, αw−i+2 − 1, . . . , αw − 1, 0).
In particular, νi = |λ| − |λ
(i)| = αw−i+1 + (i− 1).
According to the Borel–Bott–Weil theorem, we need to look at the weight
(47) ρ+(−µ(−1), λ¯) = (n−µw+1, n− 1−µw−1+1, . . . , h−µ1+1, h− 1+λ2, . . . , 2+λh−1, 1+λh).
Since, 0 ≤ µi ≤ h, and 0 ≤ λj ≤ w, all the terms of (47) are positive, and their absolute values belong
to the set {n+1, n, . . . , 1}. Thus, the weight (47) is regular if an only if all its terms are distinct. If it is
regular, ℓ(w) equals the number of inversions in (47)
Assume it is regular. Then the set of its terms must coincide with {n + 1, n, . . . , 1} \ {t} for some
1 ≤ t ≤ n + 1. In particular, t must belong to {n + 1, n, . . . , 1} \ {h − 1 + λ2, . . . , 2 + λh−1, 1 + λh}.
Kapranov showed in [Kap88, Lemma 3.2] that
{n, . . . , 1} \ {h− 1 + λ2, . . . , 2 + λh−1, 1 + λh} = {n− βw, n− 1− βw−1, . . . , h− β1},
where β = λ¯T . Thus, t ∈ {n + 1, n − βw, n− 1− βw−1, . . . , h− β1}.
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Assume first that t = n + 1. Since the first w terms of the sequence (47) are strictly decreasing, we
conclude that n+ 2− i− µw+1−i = n+ 1− i− βw+1−i for i = 1, . . . , w. In other words, µ = β(1). Since
λ¯T = λT (−1) (here we use the condition λ1 = w), we conclude that µ = λ
T . Again, Kapranov showed
that the number of inversions in such case equals |λ¯| = |λ| − w.
Assume now that t = n+ i− βw−i. Since λ2 ≤ w, the only term which can equal n+1 is the first one.
Thus, µw = 0. Again, since the first w terms of the sequence (47) are strictly decreasing, we conclude
that
n+ 1− j − µw−j = n+ 1− j − βw+1−j, for j = 1, . . . , i− 1,
and
n+ 1− j − µw−j = n− j − βw−j , for j = i, . . . , w − 1,
We conclude that
µ = (β1 + 1, β2 + 1, . . . , βw−i + 1, βw−i+2, . . . , βw, 0).
Since β(1) = λT , we see from (46) that µT = λ(i). Moreover, once put in decreasing order the se-
quence (47) becomes (n+ 1, n, . . . , n− i+ 2 + βw−i+1, n− i+ βw−i+1, . . . , 1). Thus, w · (µ, λ¯) = (νi)
T .
It remains to compute the number of inversions. It obviously equals the number of inversions when µ
equals β minus the number of inversions involving n−i+1−βw−i+1. Out of the set {n−i−βw−i+1, . . . , 1}
exactly w−i elements are coming from the terms n+1−j−µw−j for j = i, . . . , w−1. Thus, h−1−βw−i+1
are taken by the elements of the form h−j+λj+1 for j = 1, . . . , h−1. The remaining βw−i+1 = αw−i+1−1
provide the disappearing inversions. We conclude that the total number of inversions equals
|λ¯| − βw−i+1 = |λ| − (w − i)− νi = |λ
(i)| − (w − i).

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