The intention of this paper is to show the applicability of a generalized conditional gradient method for the minimization of Tikhonov-type functionals, which occur in the regularization of nonlinear inverse problems with sparsity constraints. We consider functionals of Tikhonov type where the usual quadratic penalty term is replaced by the pth power of a weighted p -norm.
Introduction
This paper deals with minimization problems of the form min u∈H (u) ( 1) with
where H is a real separable Hilbert space and K : H → H denotes a nonlinear operator.
Further : H → ] −∞, ∞] denotes a penalty term, which will be specified later. The interest in such functionals arises from Tikhonov regularization techniques for nonlinear operator equations Functionals involving Besov-norm constraints arose in the context of image processing for the problem of denoising (i.e. K = I ) [4, 5] and are still under investigation, see e.g. [14, 15] . The generalization to linear bounded operators K (for instance, blurring operators) was done in the influential paper [8] by means of surrogate techniques. Another approach for minimizing the functional (2) with Besov constraints and a bounded linear operator is presented in [1] . The results in [8] have triggered some follow up papers, which also included nonlinear operators K, see [2, 18, 19] , for example. Finally, a full chapter in [6] is devoted to 'Besov images' and the minimization of related functionals. We would like to point out that the main objective of this paper is to present a minimization method for Tikhonov-type functionals, which occur in connection with nonlinear inverse problems. The regularizing properties of Tikhonov regularization have been investigated intensively in many papers, see e.g. [3, 10, 11, 16, [18] [19] [20] [21] and also remark 4.1.
The starting point for the present paper is the paper [2] , where the authors introduced a generalized conditional gradient method for solving minimization problems of the form min
where F : H → R is in general non-convex but Gâteaux differentiable and :
is in general non-differentiable but convex.
Very similar minimization problems are considered in [7] , where the smooth part F is also assumed to be convex, thus restricting, in our context, to linear operators. The work [7] , where the smooth part F is also convex, which can be seen as a generalization of the surrogate approach in [8] , uses techniques from convex analysis for a quite general convergence analysis. The approach taken here, which builds up on the analysis in [2] , uses different techniques and also deals with non-convex functionals F, thus allowing us to treat nonlinear operators.
We want to emphasize that the full functional F (u) + (u) is neither convex nor differentiable. The non-differentiability of the functional implies that usual gradient methods cannot be applied. To define a minimization algorithm for (3) and to state convergence results we further assume that the functional is proper, lower semi-continuous and coercive with respect to the norm in H, i.e. satisfies the following condition. (u n 
With these assumptions, the generalized conditional gradient method introduced in [2] proceeds as given in algorithm 1.
Algorithm 1
1. Choose u 0 ∈ H , such that (u 0 ) < ∞ and set n = 0. 2. Determine a descent direction v n as a solution of min
3. Determine a stepsize s n as a solution of min
4. Put u n+1 = u n + s n (v n − u n ) and n = n + 1; return to step 2.
The present paper aims at investigating the potential of the method for solving nonlinear inverse problems with sparsity constraints, i.e. this is equivalent to the choice (u) as defined in (2) Moreover, one gets the convergence of the whole sequence {u n } n∈N to the unique solution of problem (3) if the set of stationary points consists of only one point. Let us note that the restrictive compactness condition for E t is not required for special choices, e.g.
where K is a linear operator; see [1] . The authors of [2] apply their minimization algorithm to the special problem
where H is a real separable Hilbert space, K : H → H is a linear, continuous operator, {ϕ k } k∈N is an orthonormal basis of H, {w k } k∈N is a non-negative sequence of weights and 1 p 2. This is exactly problem (1), (2) u 2 remedies this defect as can be seen in theorem 2.1. Secondly, the subgradient of has to be surjective to guarantee the existence of a minimizer in the second step of the generalized conditional gradient method. To see this, we have a closer look at the second step of the algorithm. The minimizer v n has to fulfill the condition
and we can see that ∂ has to be surjective to find an admissible v n for arbitrary elements −F (u n ). The surjectivity can be obtained in the special case p = 1 where (u) = k w k | u, ϕ k | by quadratic extension, see [1] .
As to be expected for algorithms dealing with sparsity constraints, we will frequently make use of shrinkage operators defined via 'shrinkage functions' S w k /λ,p : R → R:
with
For detailed explanations, see [8, 14] .
It is the purpose of the present paper to analyze this generalized conditional gradient method for the nonlinear problem (1), (2) . In particular, we want to investigate that the special choice (u) = k w k | u, ϕ k | p leads to a shrinkage operator in the second step of the gradient method, see section 2. In section 2, we will also have a look at problem (1), (2) for a more general choice of . We will state conditions on the nonlinear operator K which guarantee the convergence of the generalized conditional gradient method applied to problem (1), (2) . Section 3 deals with the comparison of the generalized conditional gradient method and the method of surrogate functionals for nonlinear operator equations introduced by Ramlau and Teschke [19] . As a result we will see that for a special case and under certain conditions, both algorithms lead to the same iterates.
Section 4 is devoted to the numerical application of the generalized conditional gradient method to the nonlinear SPECT problem. Further, it illustrates the differences of the generalized conditional gradient method and the method of surrogate functionals on the basis of a simple two-dimensional example.
Finally, we draw some conclusions in the last section.
Generalized conditional gradient method for nonlinear inverse problems
In this section, the generalized conditional gradient method described in the previous section will be applied to problem (1), (2) . First, we state conditions on the nonlinear operator K which ensure that theorem 1.2 can be applied. Secondly, we will have a closer look at the different steps of the algorithm for a minimization problem with a special penalty term.
A convergence result
To apply the generalized conditional gradient method to (1) with defined in (2) and possibly not fulfilling condition 1.1, we extend to
where : H → R and λ > 0. To be able to apply theorem 1.2 to (1) with defined in (7), we have to choose such that fulfills condition 1.1. It turns out that the conditions on F formulated in theorem 1.2 carry over to K and . Then the sequence {u n } n∈N has a convergent subsequence, and every convergent subsequence of {u n } n∈N converges to a stationary point of the functional defined in (7) .
To prove this theorem, we have to check the conditions of theorem 1.2.
Proof. First we check the compactness of the sets E t = {u ∈ H : (u) + (u) t} and that fulfills condition 1.1. The sets E s are compact in a Hilbert space; hence they are closed, which means that is lower semi-continuous. is assumed to be Fréchet differentiable and therefore especially lower semi-continuous. This means that is lower semi-continuous as well, which implies that the sets E t are closed. The compactness of E t follows from the positivity of , which ensures that for every s ∈ R there exists t ∈ R such that the inclusion E s ⊂ E t holds. is proper, because is proper, which means that there exists u ∈ H such that (u) < ∞, and is bounded on bounded sets. Finally, the coercivity of follows from the the coercivity of and the weak coercivity of . The norm induced by the inner product of the Hilbert space H is a bilinear and bounded mapping. The operators K and are Fréchet differentiable. Using the product and sum rule for Fréchet differentiable mappings (see [24] ), we see that F is differentiable as well and its Fréchet derivative results in
To show the continuity of the Fréchet derivative, we look at the following inequality for u, v ∈ H :
where · L(·) denotes the operator norms. The continuity of F follows from the continuous Fréchet differentiability of K and and the boundedness of K on bounded sets. Since K and are bounded on bounded sets, the boundedness of F follows from
The weak coercivity follows from the structure of and the weak coercivity of .
In the following section, we will have a closer look at problem (1), (7) with a special choice of and .
Specification of the generalized conditional gradient method
This section deals with the analysis of the generalized conditional gradient method algorithm for problem (1) , (7) with
where {ϕ k } k∈N is an orthonormal basis of the Hilbert space H, w k > 0 for all k, w k → ∞ for k → ∞ and 1 p 2. The main result of this section is the fact that the minimization in the second step of the algorithm leads to the shrinkage functions (5), (6) defined in section 1.
Remark 2.2.
All conditions stated in theorem 2.1 can be verified with and defined in (8) . A proof of the weak coercivity of can be found in [8] . The compactness of the sets E s is shown in, for e.g., [2] .
Now we have a look at the minimization problem in the second step of the generalized conditional gradient algorithm. The Fréchet derivative of F defined in (7), (8) is given by
and the minimization problem for determining a descent direction v n reads as
Lemma 2.3. The unique minimizer of problem (9) is given by
with S w k /λ,p as defined in (5), (6) .
Proof. Via quadratic expansion, we can reformulate problem (9) equivalently as
Now we can apply a lemma from convex analysis (see [22] ), which says that for every proper, convex g : R → R and every η > 0 it holds
where ∂g denotes the subdifferential of g. Applying this result to every component of the sum in (10), the unique minimizer v n is given by
This leads exactly to the shrinkage functions defined in (5), (6) with
It is now clear how to determine the descent direction v n . Next we show that it is possible to skip calculating the optimal stepsize. It turns out that the stepsize can be chosen as s n = 1 ∀ n ∈ N, if λ is sufficiently large.
Lemma 2.4. Let be proper, convex and lower semi-continuous and let K be a nonlinear, continuously Fréchet differentiable operator with local Lipschitz continuous derivative. Let K be bounded on bounded sets. Further, let be defined as
and define the operator
the generalized conditional gradient method applied to (u) = F (u) + (u) with
and a constant stepsize s n = 1 determines a u n+1 such that
as long as u n does not fulfill the first-order necessary condition for a minimizerũ of , which reads as
Remark 2.5. We remark on some constants. We want to show that the stepsize can be chosen as s n = 1, if λ is sufficiently large. For this reason, we assume that λ is bigger than some positive constant C 1 . The constant C 2 is finite, because of the theorem of Minty-Rockafellar (see [23] ). The theorem says that lim µ→∞ T µ (w) = P D(∂ ) (w) for each w ∈ H , where P D(∂ ) denotes the projection on the closure of the domain of ∂ . The constant M is finite, because of the weak coercivity of . The finiteness of L G (M ) follows from the assumptions on K and K and will be shown in the proof.
The commonly known first-order necessary condition (12) for a minimizer of can, for example, be found in [13] .
Proof. First we choose λ as specified in (11) . Further we set s n = 1 during the whole minimization, so we have v n = u n+1 ∀ n ∈ N.
Now we prove the lemma by induction. Obviously by (ii), it follows that
We now assume that
is fulfilled up to the nth iterate, and we have to show that this holds as well for the (n + 1)th iterate.
Firstly, we remark that we have the following equivalence (see [23] ):
which means that T λ is the solution operator of the minimization problem for determining a descent direction in the generalized gradient algorithm. Furthermore the operator T λ is a contraction on H for all λ > 0, see e.g. [23] . Secondly, we show the local Lipschitz continuity of G . Let x, y ∈ U = B C (0) ⊂ H with C < ∞ then it holds
The finiteness of L G (C) follows in this case from the assumptions on K and K . By the contraction property of T λ , the estimate
holds. With the help of (13) with w = u n −λ −1 G (u n ), (15) , (14) and utilization of u n M as mentioned above and finally by (i), (11) and (iv) it follows u n+1 (13) = T λ (w) (15) 
This implies u n M and u n+1 M. Next we show that with λ > L G (M), we have (u n+1 ) < (u n ). By the Taylor expansion, we get
(16) Since the first-order necessary condition (12) is not fulfilled for u n , we have
Combining (16) with (17), using F (u), h = G (u), h − λ u, h and (14) leads to
This means
where the last implication follows from the induction hypothesis and (ii) and the induction is finished.
The previous lemma completes the theoretical part on the generalized conditional gradient method. In section 4 we illustrate these theoretical results with numerical experiments. For defined by (7), (8) and with a λ chosen according to lemma 2.4 we can put s = 1 and the algorithm of the generalized conditional gradient method reduces to 1. Choose u 0 ∈ H , such that (u 0 ) < ∞ and set n = 0.
Determine a descent direction
3. Put u n+1 = v n and n = n + 1; return to step 2.
Comparison with a surrogate method
The second approach for solving problem (1), (2) is the so-called method of surrogate functionals. The convergence analysis of the surrogate approach for linear operators K was presented in [8] . A generalization to nonlinear operators was then published by Ramlau and Teschke [19] . To compare the generalized conditional gradient method with their surrogate method is the essence of this section. The main result will be the equivalence of both methods under certain conditions. To compare both methods, we recall the functional we used to apply to the generalized conditional gradient method defined in section 2
To apply the surrogate method to problem (1), (2), we have to define slightly different surrogate functionals:
where a denotes a fixed element of H and λ > 0 is a real number.
Surrogate approach
The surrogate method as proposed in [19] requires a functional which has to be positive, 1-homogeneous, lower semi-continuous, convex and weakly coercive. To be able to show convergence results for the surrogate method, the operator K has to fulfill the following three conditions:
Remark 3.1. If the operator K : H → H does not fulfill these conditions, but there exists a subspace H with compact embedding ι : H → H , the operator K = K • ι : H → H fulfills these three conditions in the case that K is an arbitrary nonlinear Fréchet differentiable operator with Lipschitz continuous derivative, see [19] . This means that the conditions on K for the surrogate approach are quite similar to the conditions for the gradient method; see theorem 2.1 and lemma 2.4.
Moreover, we have to choose
with K r = {u ∈ H : (u) r} and r = (u 0 ).
The surrogate method then proceeds as follows.
1. Choose an appropriate u 0 , calculate λ and set n = 0. 2. Determine the minimizerũ of S (u; u n ) via fixed point iteration. 3. Set n = n + 1 and u n =ũ and return to step 2.
In order to create operator equations and Tikhonov functionals, such that both methods can be applied, we have to choose which meets all the conditions stated for both methods. We, therefore, choose
as defined in (8) with p = 1.
Next we have a look at the minimization process in the second step of the surrogate algorithm. The mentioned fixed point equation can be calculated from the optimality condition for a minimizer of S (u; u n ), which reads as
A well-known result from convex analysis shows that this is equivalent to the fixed point equation
where P C denotes a projection onto a convex set C (see [19] ). For the special case considered, the projection is given componentwise via P C (x) = {P C ( x, ϕ k )} k∈N with
This again leads to
with the well-known shrinkage operators (see (5) , (6))
Equation (22) is a fixed point equation, which has to be solved iteratively to determine the minimizer in the second step of the surrogate algorithm. Stopping this process after the first iteration yields
which is identical to the update strategy of the generalized gradient method.
Equivalence results
Now we are able to compare the algorithms of both minimization methods for this common special case. The generalized conditional gradient method and surrogate method are shown in algorithms 2 and 3, respectively, as follows:
Algorithm 2
• choose the weights w k , pick u 0 , a tolerance τ and set λ
Algorithm 3
• choose the weights w k , pick u 0 , tolerances τ 1 , τ 2 and set λ • interlaced iteration
For both methods, we only have convergence of subsequences. This means that stopping the iteration, if the norm distance of two succeeding iterates u n+1 − u n falls below a certain level τ , as proposed in algorithms 2 and 3, may not lead to convergence. However in all our test cases, the algorithms produced acceptable results. Of course we have no problems with convergence, if the minimizer is unique.
Finally we have shown the following result. Choosing λ big enough, according to (11) and (20), we can set s n = 1 for the whole gradient algorithm. The generalized conditional gradient method and the method of surrogate functionals are equal, if we calculate only one step of the inner fixed point iteration of the surrogate algorithm.
At the end of the following section, we will investigate the differences of the algorithms for a simple two-dimensional example. In particular, we will see in which cases we can stop the fixed point iteration after calculating a single step. We want to emphasize that the equivalence holds only for a specific type of problem. The surrogate approach can treat more general 1-homogeneous penalty terms and the generalized gradient method is applicable to a quite larger class of (not necessarily 1-homogeneous) penalty terms and discrepancy measures F.
Numerical experiments
In this section, some numerical results are presented. The first subsection deals with the application of the generalized conditional gradient method to single photon emission computed tomography (SPECT), a medical imaging technique. The second one deals with the comparison of the generalized conditional gradient method and the method of surrogate functionals introduced in the previous section.
Application of the generalized conditional gradient method to SPECT
SPECT is a medical imaging technique, which reconstructs a radioactivity distribution f inside the body from radiation measurements outside the body. The measurements are described by the attenuated Radon transform (ATRT)
with s ∈ R and ω ∈ S 1 . The functions f and µ stand for the so-called activity and attenuation function respectively. An extended analysis of the ATRT can be found in [9, 17] . For all numerical simulations, we use the so-called MCAT 1 phantom illustrated in figure 1. All computations are based on sinogram data generated via applying the ATRT on the MCAT phantom. These data were degraded with 5, 10 and 20% Gaussian noise. To compute reconstructions we minimize functional (18) with (21) where u = (f, µ), K = R and f = g. Since the images are obviously sparse in a pixel basis, we did most of our computations in a pixel basis. Additionally, we did calculations with the Haar wavelet basis.
To compare the reconstructed activity function f rec with the true solution f true , we define a reconstruction error by First we compute solutions for the activity function with the following initial values:
• f 0 equal to zero, • µ 0 equal to the true attenuation function,
• g δ noisy data with 10% Gaussian noise,
Computing the optimal solution f rec via the generalized conditional gradient algorithm for decreasing weights w k , we find that the reconstruction error E rec decreases first and later on begins to increase. This is the well-known effect of over-regularization. We see that the reconstructions based on the pixel basis lead to much better results. The reconstructions with the pixel basis are smoother and so the reconstruction error is smaller than for reconstructions with the Haar basis. The results of this test computations can be found in figures 2 and 3 and table 1. In the following, we only consider reconstructions with the pixel basis. First we have a look at the parameter λ. Table 2 illustrates that the choice of λ does not change the reconstruction error, but the number of iterations and so λ has an effect on the reconstruction speed. This behaviour is not amazing, because the parameter λ was artificially inserted into the minimization problem and should therefore have no impact on the solution. The reconstruction speed decreases with increasing λ, because the updates during the reconstruction depend on the inverse of λ. Remark 4.1. We want to re-emphasize that the objective of this paper is to provide a minimization algorithm for functionals of Tikhonov-type and not the analysis of regularizing properties of Tikhonov-type regularization methods. The regularizing properties of Tikhonovtype methods have been investigated in various papers. For linear operators between Hilbert spaces, convergence rates are shown in [16] and results for nonlinear operators can be found in [10, 18, 19] . In [3, 20] linear operators mapping from a Banach space to a Hilbert space are considered. Convergence results for possibly nonlinear operators between Banach spaces can finally be found in [11, 21] . Finally, we have a look at the dependence of the reconstruction error on the noise level.
Motivated by the theory of order optimal regularization methods for linear inverse problems we assume that the weights, which play the role of the regularization parameter, behave like
In [12] it is shown that the parameter ν which depends on the smoothing properties of the operator and the smoothness of the generalized solution can be assumed as ν = 1 in our case.
Further assuming that for noisy data containing 10% Gaussian noise w opt = 2 × 10 −6 is the optimal value for the weights, we get for 5% and 20% noise values of 2 respectively. Table 3 then shows the dependence of the reconstruction error on the noise level.
For order optimal methods, we would expect for the classical relative error E rel in the linear case E rel = O(δ 0.5 ). In our case we get for the reconstruction error defined in (24):
). Now we turn to the comparison of the generalized conditional gradient method and the method of surrogate functionals. The SPECT problem is unsuitable, because the fixed point iteration in the second step of the surrogate method stops after one iteration step. This is caused by the structure of (R (f, µ) ) * . The effect is that both methods lead to the same results, if λ was chosen big enough to get a constant stepsize of s = 1 for the whole gradient algorithm (see section 3). To see the differences between both methods, we consider another example in the following subsection.
Comparison of the gradient and surrogate methods
In this subsection, we compare the generalized conditional gradient method and the method of surrogate functionals for the common special case introduced in section 3. We consider a simple two-dimensional function A :
xy).
We try to reconstruct the point u = (1, 2) from the exact data f = (65, 2); therefore, we minimize the functional as defined in (2) with defined in (8) . We get
where we have chosen p = 1 and the weights w 1 = w 2 = 0.1. If we choose λ big enough to get stepsize 1 for the gradient method, we note the following behavior. We compare the iterates of both methods without stopping the fixed point iteration in the surrogate method after one step. We see that, as long as the iterates are located in regions where is steep, the surrogate functional needs less (outer) iterations than the gradient method to minimize . In regions where the functional is flat the fixed point iteration in the surrogate method again consists of only one step, such that both methods coincide. This behavior is illustrated in figures 4 and 5 . Looking at the convergence speed, we have to include the iterates calculated during the fixed point iteration in the surrogate method. Every step of the fixed point iterations is as complex as a step of the generalized conditional gradient method. Figure 4 also shows that if we compare the total number of iterates, the gradient method minimizes faster than the surrogate method. This means that for regions where is steep, the convergence of the surrogate method is slower than the convergence of the gradient method.
This simple but instructive example completes the numerical part which leads to some conclusions in the final section.
Conclusion
The comparison of the considered algorithms shows that in regions where the functional , which we want to minimize, is flat both algorithms show the same behavior. In regions where the functional is steep, we find that the gradient method needs in total less iterates than the surrogate method. For the special case, we considered in subsection 4.2, the generalized conditional gradient method seems to be suited better than the surrogate method.
As the SPECT problem shows, it is possible to solve complex nonlinear operator equations with the help of the generalized conditional gradient method. We showed that the minimization process for determining a descent direction reduces to a shrinkage procedure and the stepsize can be chosen as 1 under certain conditions. Further, there seem to be parts of the gradient algorithm which can be modified. One of this possible modifications was described in remark 1.3; we can see another one if we take a look at the example in the previous section. We can suppose that it could be useful to choose a stepsize greater than 1, but in that case we cannot guarantee the convergence of the proposed algorithm so far.
