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High-quality rendering of both audio and visual material properties is very important in interac-
tive virtual environments, since convicingly rendered materials increase realism and the sense of
immersion. We studied how the level of detail of auditory and visual stimuli interact in the per-
ception of audio-visual material rendering quality. Our study is based on perception of material
discrimination, when varying the levels of detail of modal synthesis for sound, and Bidirectional
Reectance Distribution Functions for graphics. We performed an experiment for two dierent
models (a Dragon and a Bunny model) and two material types (Plastic and Gold). The results
show a signicant interaction between auditory and visual level of detail in the perception of
material similarity, when comparing approximate levels of detail to a high-quality audio-visual
reference rendering. We show how this result can contribute to signicant savings in computation
time in an interactive audio-visual rendering system. To our knowledge this is the rst study
which shows interaction of audio and graphics representation in a material perception task.
Categories and Subject Descriptors: I.3.3 [Computer Graphics]: Picture/Image
General Terms: Algorithms, Experiments
Additional Key Words and Phrases: Audio-visual rendering, perception, crossmodal
1. INTRODUCTION
Interactive audio-visual virtual environments are now commonplace, ranging from com-
puter games with high-quality graphics and audio, to virtual environments used for train-
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ing, car and flight simulation, rehabilitation, therapy etc. In such environments, synthetic
objects have audio-visual material properties, which are often based on physical measure-
ments of real objects. Realistic, high-quality rendering of these materials is a central ele-
ment for the overall realism and the sense of immersion offered by such virtual environ-
ments: This is true both for graphics and audio. Real-time or interactive performance is
central to such systems. One way these systems handle the ever-increasing complexity
of the graphics and the sounds is to use level-of-detail (LOD) rendering. This approach
consists in rendering lower quality versions of entities in the virtual environment, which
require lower computation time. As a result, more complex environments can be rendered.
In what follows, we will use the general term material to mean the audio-visual material
properties which are physically measurable. The goal of our study is twofold. First we
ask whether audio and graphics mutually interact in the perception of material rendering
quality, and in particular when independantly varying the LOD for both audio and graph-
ics in an interactive rendering context. Second, if such an interaction exists, we want to
see whether it can be exploited to improve overall interactive system performance. There-
fore, we hope both to identify a perceptual effect of the influence of audio and graphics on
material perception and to achieve algorithmic gain.
Given the interactive audio-visual context of our work, we will concentrate on choices
of stimuli which are feasible in the context of such systems. This inevitably leads to the use
of approximations to create LOD for both audio and graphics, so that practical algorithmic
benefit can be achieved. In the virtual environments of this study audio is rendered in
realtime and graphics rendering runs at 29 frames per second.
To our knowledge, no study exists on the mutual interaction of audio and graphics on
material perception. Nonetheless, earlier work [Storms and Zyda 2000] has found some
improvement in overall perception of visual image quality in the presence of better sound.
This experimental study of static images and sounds showed that the perceived quality of
a high quality visual display evaluated alone was enhanced when coupled with high quality
sound. The study further showed that the perceived quality of a low quality auditory dis-
play evaluated alone was reduced when coupled with a high quality visual display. Visual
degradations were varied by resampling images or adding noise, while audio degradations
was varied by changing sampling rates or by adding Gaussian noise.
We have designed an experiment to evaluate whether there is a mutual influence of
audio and graphics on the perception of materials. Since we are interested in optimizing
the perception of material quality in an interactive rendering setting, we chose to perform
a material similarity experiment (see [Klatzky et al. 2000] for a similar experiment on
material perception of contact sounds for audio only).
Stimuli vary along two dimensions: graphic LOD and audio LOD. Participants are asked
to compare these to a hidden audio-visual reference. This reference is rendered at the high-
est possible quality given the constraints of the interactive system. Stimuli are synthetic
objects falling onto a table. Audio for contact sounds is provided by using modal syn-
thesis [van den Doel and Pai 2003], and LOD result from choosing a progressively larger
number of modes 2. Graphics are rendered using an environment map and Bidirectional
Reflection Distribution Functions (BRDF) [Cook and Torrance 1982]. A BRDF describes
how a material reflects light, and can be measured from real materials [Matusik et al. 2003].
2Please watch and listen the accompanying video in which we have captured the entire set of audio-visual LOD
for a Gold Bunny and a Plastic Dragon.
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To provide visual LOD, we project the BRDF onto a Spherical Harmonic basis [Kautz et al.
2002], and increase the number of coefficients to obtain progressively better visual quality.
Increasing the number of modes or spherical harmonic coefficients in our LOD improves
the mathematical approximation, i.e., the error of the approximations with respect to the
high-quality reference diminishes. This is illustrated in the accompanying video.
Results of the present experiment show that this also results in better perceived qual-
ity for each of audio and visuals independantly. Interestingly, we also show that for this
context there is a mutual influence of sound and graphics on the perception of material
similarity. We highlight how this result can be directly used to significantly improve over-
all rendering performance in an interactive audio-visual system. To our knowledge, this




Ten participants (7 men) from 23 to 46 years old (mean age 30.8 years, Standard deviation:
7.7 years) participated in the experiment. All had normal or corrected to normal vision and
all reported normal hearing. All were naive to the purpose of the experiment.
2.2 Stimuli
We next present a detailed description of both visual and auditory stimuli as presented to
the participants, and the corresponding LOD mechanisms used to create the stimuli.
2.2.1 Visual LOD. In order to make our method applicable for realtime rendering,
we interactively render realistic materials with measured BRDF. This rendering can then
be used to generate visual stimuli for the experiment and is also usable in the context of
interactive audio-visual applications (computer games, virtual environments, audiovisual
simulations etc.). Using realtime rendering in the experiment simplifies the potential ap-
plication of the results in interactive systems, since the conditions are the same. To achieve
realtime rendering in complex environments, various approximation have been proposed
which include infinite light sources [Ramamoorthi and Hanrahan 2002; Kautz et al. 2002],
static viewpoint, [Ben-Artzi et al. 2006] and/or static geometry [Sloan et al. 2002; Kris-
tensen et al. 2005]. We assume infinite light sources through the use of an environment
map which gives the illumination from distant sources (eg., a panoramic photograph of the
sky). This approximation is reasonable since the environment map was captured at the true
location of the object and the motion of the object is not large compared to the size of the
environment.
A commonly used method to interactively render measured BRDFs with environment
maps is the projection of the BRDF or visibility and the environment map into a set of
basis functions [Kautz et al. 2002]. This is performed by computing the scalar product of
the BRDF and each basis element. Rendering is performed by computing the dot product
of these coefficients. Choices of the basis functions include Spherical Harmonics (SH)
[Ramamoorthi and Hanrahan 2002; Kautz et al. 2002; Green 2003; Kristensen et al. 2005;
Sloan et al. 2002], Wavelets [Ng et al. 2003], Zonal harmonics [Sloan et al. 2005] or any
other orthogonal basis.
We have chosen BRDF rendering with SH projection because it allows a relatively
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smooth increase of material quality when increasing the number of coefficients (i.e., num-
ber of basis functions used in the calculation). Additionally, the increase in number of
coefficients is directly related to the specularity (or glossiness) of the material: higher de-
gree SH basis functions correspond to higher frequencies and thus well represent glossier
materials or lighting.
In what follows, we will assume (θi,φi) to be the incoming light direction, (θo,φo) the
outgoing view direction, Yk the k’th basis function, fk the projection of the function onto a
SH basis function, and N the number of SH bands.
Spherical Harmonics form a basis of spherical functions. A BRDF can thus be approxi-












where Lk is the coefficient of lighting for the kth basis function. Because of SH or-







Note that, following standard practice, we included the cosθi term which takes into account
the attenuation due to incident angle into the BRDF without loss of generality.
In practice, the coordinate system (CS) of the environment map (world CS) has to be
aligned with the BRDF CS (local CS). Thus, to efficiently render the scene, we precom-
puted an environment map with SH rotations into a 128 ∗ 128 ∗N2 cubemap containing
multiple rotations of the environment map’s SH, and a 128 ∗ 128 ∗N2 cubemap for the
BRDF containing SH for multiple outgoing directions. This method is similar to [Kautz
et al. 2002], except for SH rotations which are all precomputed and tabulated for efficiency.
We did not take visibility into account since our stimuli consisted in a single object falling
with no occlusion of light coming from the environment map. Self occlusion with respect
to the environment map was also negligible.
For visual rendering, previous studies [Fleming et al. 2003] show that using natural
outdoors illumination of the object can aid in material perception. We thus chose a con-
figuration (outdoor summer scene, with occlusion of the sky by trees) where light had
relatively high frequencies to avoid impairing material appearance by having a “too dif-
fuse” look. We acquired a High Dynamic Range (HDR) environment map and integrated
the stimuli into a HDR photo consistent with the environment map, with a method similar
to ([Debevec 1998]). Shadows were computed with a Variance Shadow Map ([Donnelly
and Lauritzen 2006]).
We also chose glossy materials to be able to get a sufficient number of levels of detail
when increasing the number of SH basis functions. Lambertian surfaces are already very
well approximated with 3 SH bands [Ramamoorthi and Hanrahan 2001b; 2001a].
ACM Transactions on Applied Perception, Vol. V, No. N, Month 20YY.
Audio-Visual Material Perception · 5
Rendering was performed using deferred shading to floating point render targets (High
Dynamic Range rendering) and Reinhard et al’s global tonemapping operator [Reinhard
et al. 2002] was applied to account for low dynamic light intensity range of monitors and
human eye sensitivity. Interactive rendering (29 frames per second (fps)) was achieved for
up to 12 SH bands.
The visual rendering time was kept constant between LODs by adding idle loops in order
to slow down low visual LODs to avoid subjects being disturbed by varying framerate.
2.2.2 Sound LOD. Contact sounds of rigid objects can be realistically generated in
several ways. The context of interactive audio-visual rendering precludes the use of phys-
ical models such as the one used in [McAdams et al. 2004] applicable for bars only or
recorded sounds in [Giordano and Mcadams 2006]. In contrast, tetrahedral finite elements
methods provide an accurate simulation of object deformations [O’Brien et al. 2002], for
complex object shapes such as those used in computer games. The method is used to
solve the linear elasticity problem of objects of general shapes, under small deformations
(Hooke’s law) which is suitable for vibrating objects. This approach results in a set of
vibrational modes which are excited with a force at each contact. Each mode results in an
audio stream, given as a sine wave of the modes’ frequency modulated by an exponential
decay and a constant amplitude. In this way, computing a contact sound s(t) over time t






where an is the mode amplitude which is computed in realtime, αn is the decay (in seconds−1)
which indicates how long the sound of mode will last, and ωn is the frequency (in radians
per second). Sound radiation amplitudes of each mode were estimated using a far-field
radiation model (see Eq. 15 in [James et al. 2006]).
Varying the sound LOD consists in varying the number of excited modes N, or mode
culling [Raghuvanshi and Lin 2007]. In our case, we order modes by energy [Bonneel et al.
2008]. We found that this ordering provided good quality sounds, in particular when small
numbers of modes are used. A pilot experiment was performed for a given set of mode
budgets, and the best sounding values were selected. This pilot experiment also guided our
choice of sorting by energy compared to other possible orderings (e.g., by amplitude [Doel
et al. 2002]).
2.2.3 Comparison of audio and visual stimuli. Both SH and Modal synthesis refer
to a projection of a scalar field (the directional reflectance, the incident radiance and the
displacement of each node of the tetrahedral mesh) into a set of functional basis. The
common point of these bases is that they both refer to the eigenvalues of a Laplacian
operator either over a sphere (which gives Spherical Harmonics) or over the mesh (which
gives vibrational modes). Thus, they both lead to the same type of reconstruction errors:
fewer basis functions results in a smoother reconstructed function, if basis functions are
sorted by their frequency (mode frequency or SH band). The combined choice of these
two methods for audio and visual is thus consistent.
2.2.4 Objects, materials and LOD choices. Shapes were carefully chosen to facilitate
material recognition. We use two objects identified by the study of [Vangorp et al. 2007]:
the Bunny and the Dragon (see Fig. 1, 2). According to this study, both of these shapes
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convey accurate perception of the material of the objects.
Material classification has been studied by [Giordano and Mcadams 2006] where sub-
jects had to determine the material an object (wood, plexiglass, steel or glass) was made
from. They show that two main categories of material were correctly classified (wood and
plexiglass vs. steel and glass).
We thus used the following materials: Gold (similar to steel in that study) and plastic
(similar to plexiglass).
Visual rendering was performed using measured BRDFs “gold-metallic-paint3" and
“specular-green-phenolic" from the database of [Matusik et al. 2003].
We selected five different levels of visual quality, and five levels of sound quality. They
were chosen so that perceptual degradations were as close as possible to uniformly dis-
tributed; note that given the discrete nature of the BRDF LOD, the choices were very
limited. Some of the visual stimuli can be seen in the first two rows of Fig. 1 and 2.
The LOD used in the experiment correspond to budgets given in table 3. Budgets repre-
sent the number of modes mixed for sound, or the number of SH bands for graphics.
Given the interactive rendering context, the highest quality or “reference" solution is
still an approximation. To verify how far these are from the “ground truth" we computed
static offline references by sampling the rendering integral over the environment map. The
use of SH stored in a spherical parametrization leads to distortion near the singularity, and
given that we can handle at most 12 bands in realtime, the reference renderings are not
exactly the same as the 12 bands stimuli which serve as references in the experiment. No
particular treatment has been applied to limit ringing since it would result in a reduction of
high frequencies (low pass filtering) which is undesirable for glossy materials. As noted
by [Kautz et al. 2002], ringing is also masked by bumpy complex models.
Overall, as can be seen by comparing the middle and last rows of Fig. 1 and 2, the
differences between our highest quality interactive rendering and the offline reference are
overall acceptable. This comparison is provided to give some evidence that the highest
quality interactive rendering is close to the true offline reference.
2.3 Procedure
In each trial, two sequences are shown to the participant. In each sequence an object falls
onto a table and bounces twice. One of the two sequences is a reference (i.e., highest qual-
ity) rendering both in audio and graphics. The participant is unaware of this. The objects
falls for 0.5 seconds, while the total length of the sound varies from 0.5 et 1.5 seconds
starting at the time of the impact. The duration of the sound is of course shorter for plastic
and longer for gold, and also depends on the object shape. Participants were asked to rate
on a scale from 0 to 100 the perceived similarity of the materials of the two falling objects
“A" and “B". Since the subjects rate similarity to a high-quality reference rendering of
the material, this can also be seen as an implicit material quality test. Printed instructions
were given before starting the experiment. An initial pair was presented separately to the
participant showing the worst quality audio and visual with the highest quality audio and
visual. Participants were told that this pair should be considered as the most different pair
and they were explicitly told that this pair represented the lowest score (i.e., the “weakest
feeling of the same material”). Participants were asked to attend to both modalities simul-
taneously. They were also asked not to pay attention to the shadows and the motion of
the object itself. Each trial was completed in 8 seconds on average. A short training was
performed at the beginning of the experiment.
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Plastic Bunny Plastic Dragon
Fig. 1. First row: lowest visual LOD. Second row: highest visual LOD. Both were rendered
interactively in the experiment. The last row shows the offline reference rendering of each
object for Plastic.
The experiment is naturally divided into four blocks based on the combination of Object
and Material Participants passed the blocks in counterbalanced order. For each of these
blocks, two main parameters vary: Sound LOD (the quality, or LOD of the contact sounds
of the falling objects was controlled by varying the number of modes used for modal syn-
thesis) and BRDF LOD (the quality of the material rendering was controlled by varying
the number of spherical harmonic coefficients used for each LOD). Each trial was repeted
three times. For each block and each trial, we measure first the similarity rating and the
time spent to give the rating (reaction time).
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Gold Bunny Gold Dragon
Fig. 2. First row: lowest visual LOD. Second row: highest visual LOD. Both were rendered
interactively in the experiment. The last row shows the offline reference rendering of each
object for Gold.
2.4 Apparatus
Audio was rendered on headphones and spatialized with stereo panning in front of the
participant. The visual algorithms were implemented in a game-oriented rendering engine
(Ogre3D), with a high quality graphics card (GeForce 8800GTX). Screen resolution was
1600x1200 on a 20.1 inch screen (DELL 2007FP), and the rendering ran at about 29 fps
in a 700x700 screen (700x561 being devoted to the stimuli, the rest for the interface, see
Fig. 4). Responses were given on a standard keyboard. Two keys were selected to switch
between stimuli with the letters “A" and “B" being highlighted respectively on the top left
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Bunny Dragon
Gold Plastic Gold Plastic
LOD BRDF Sound BRDF Sound BRDF Sound BRDF Sound
1 3 8 2 4 3 8 2 17
2 4 20 3 23 4 26 3 34
3 5 28 4 34 5 39 4 62
4 9 81 7 58 9 109 7 103
5 12 409 12 233 12 439 12 346
Fig. 3. LOD used for the experiment. BRDF represents the number of SH bands, while Sound represent the
number of modes.
Fig. 4. Screenshot of the user interface.
or right of the interface (Fig. 4). Rating was performed on a finely discretized scale from
0 to 100: the cursor could be moved by 0.5% using the left and right arrows. The Return
key was used to validate the choice and go to the next trial. Ratings were recorded, as well
as the number of times each of the two stimuli was seen (hidden reference and degraded
LOD - see Procedure) and the time to perform each trial.
3. RESULTS
3.1 Similarity ratings
We performed four repeated-measures analysis of variance (ANOVA) on similarity for
each block of the experiment with BRDF LOD, Sound LOD and Repetition as within-
subjects factors for each. p < 0.05 was considered to be statistically significant.
3.1.1 BRDF and Sound. For each material and object, the ANOVA revealed a signif-
icant main effect of BRDF LOD (Gold Bunny: F4,36 = 72.02; p < 0.0001, Plastic Bunny:
F4,36 = 128.84; p < 0.0001, Gold Dragon: F4,36 = 22.40; p < 0.0001, Plastic Dragon:
F4,36 = 38.20; p < 0.0001). These results show that an increase in the quality of the BRDF
gives improved ratings of similarity with the reference (see Fig. 5).
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Fig. 5. Average mean ratings of material similarity depending on visual LOD for each
object and material. Error bars represent the Standard Error of Mean (SEM). When in-
creasing the number of SH bands for the graphics, we indeed observe a better perception
of material quality.
Similarly, the ANOVA revealed a significant main effect of Sound LOD (Gold Bunny:
F4,36 = 144.81; p < 0.0001, Plastic Bunny: F4,36 = 55.80; p < 0.0001, Gold Dragon:
F4,36 = 62.94; p < 0.0001, Plastic Dragon: F4,36 = 44.94; p < 0.0001). In a manner
similar to BRDF LOD, increasing the LOD of the modal synthesis improves the similarity
rating with respect to the reference (see Fig. 6).
3.1.2 Interaction between BRDF and Sound. The most interesting aspect for this work
is the interaction between BRDF LOD and Sound LOD. The ANOVAs also revealed that
for each material and object, a significant interaction between BRDF LOD and sound LOD
exists (Gold Bunny: F16,144 = 14.94; p < 0.0001, Plastic Bunny: F16,144 = 17.10; p <
0.0001, Gold Dragon: F16,144 = 9.14; p < 0.0001, Plastic Dragon: F16,144 = 5.11; p <
0.0001); see Fig. 7. This indicates that the quality of sound and the quality of BRDF
rendering mutually interact on the judgment of similarity.
3.1.3 Repetition. The Repetition factor did not reach a significant level (p > 0.2) ex-
cept for the Gold Bunny case (F2,18 = 5.51; p = 0.014). However, although significant,
this effect was due to very small disparities between the three repetitions (mean similarity
rating for Repetition 1: 48.6; mean similarity rating for Repetition 2: 47.5; mean similarity
rating for Repetition 3: 44.1). Overall, the fact that there is almost no significant effect on
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Bunny





























































Fig. 6. Mean ratings and SEM of material differences depending on sound LOD for each
object and material. When increasing the number of modes for the sound, we indeed
observe a better perception of material quality.
the Repetition factor strongly indicates that participants performed the task well and were
stable in their judgment across one experimental block.
3.1.4 Other Interactions. As discussed earlier (Sect. 2.2.4), BRDF LOD and Sound
LOD did not take the same values between the two different materials and the two objects.
As a consequence, the previous ANOVAs were conducted on each material and object to
identify the effect of these specific LOD on similarity ratings.
We are also interested in exploring the potential differences between the two objects
or the two materials in more detail. To do this, a repeated-measures ANOVA including
Object, Material, BRDF LOD, Sound LOD and Repetition as within-subjects factors was
also performed. This ANOVA revealed, as could be expected from the preceding analysis,
a main effect of BRDF LOD (F4,36 = 89.57; p < 0.0001), Sound LOD (F4,36 = 154.34;
p < 0.0001), and an interaction effect between BRDF LOD and Sound LOD (F16,144 =
29.46; p < 0.0001). It also revealed an interaction effect between Material and BRDF
LOD (F4,36 = 6.53; p < 0.001), (see Fig. 8), Material and Sound LOD (F4,36 = 4.86;
p < 0.005), and Object and Sound LOD (F4,36 = 14.75; p < 0.0001). No significant main
effects of Material or Object were shown.
Interaction between Material and Sound LOD as well as Object and Sound was due to
very small differences between similarity ratings for Gold or Plastic.
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Bunny









































































Fig. 7. Interaction between BRDF and sound: Mean similarity ratings and SEM of the
different BRDF LOD and Sound LOD, for the two different objects and the two different
materials. Blue, red, green, pink and black bars represent increasing sound LOD while
the main horizontal axis represents increasing BRDF LOD. Greater perceived differences
when varying sound quality can be seen at high BRDF quality than for low BRDF quality.
3.2 Reaction Time
We also analysed the reaction times (RT) needed for participants to rate similarity. We
thus performed a repeated-measure ANOVA with Object, Material, BRDF LOD, Sound
LOD and Repetition as within-subjects factors. The ANOVA revealed a significant main
effect of Object (F1,9=6.58; p<0.05), BRDF LOD (F4,36=8.83; p<0.0001), Sound LOD
(F4,36=9.86; p<0.0001) and Repetition (F2,18=11.63; p<0.001). Mean RT were longer for
the Dragon (M = 8346 ms) than for the Bunny (M = 7755 ms). Mean RT were also longer
for the first repetition (M = 8538 ms) compared to the two following repetitions (M = 7816
ms for the second repetition and M = 7798 ms for the third repetition).
This main effect of Repetition shows a small learning effect of the task during the ex-
periment. Importantly, this learning effect did not affect the main results (no significant
interaction between Repetition and all other factors). The data also revealed a significant
interaction between Object and Sound (F4,36=4.48; p<0.01).
Figure 9 shows the reaction time for a response, as a function of the BRDF LOD (A) and
the sound LOD (B). This pattern of results indicates that when the similarity between the
two sequences was high, reaction time was longer. In contrast the shortest reaction time
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Gold
Plastic















Fig. 8. Interaction between BRDF and Material. Mean similarity ratings and SEM of
the BRDF LOD per material. We were obliged to choose different BRDF LODs for each
material to accomodate the differences of the perceived materials. Given the discrete nature
of the BRDF LODs we see that the choice of LOD results in similar similarity ratings.
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Fig. 9. Reaction time as a function of BRDF LOD (A) and Sound LOD (B). Overall reaction
time increases with LOD, since the stimuli are more similar to the hidden reference, making
the task harder.
was observed for the cases where similarity was lowest i.e., the materials were perceived
to be very different, since the LOD used is low.
4. DISCUSSION
This experiment demonstrated an interaction between BRDF and Sound LOD, which has
significant algorithmic consequences. We also discuss the validity of stimuli, reaction
times and some potential avenues for generalization of this work.
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4.1 Stimuli Validation
A first validation of the choice of stimuli can be performed by observing perceived material
similarity with the reference for increasing BRDF LOD alone and increasing Sound LOD
alone; this is shown in Figures 5 and 6. With the exception of sound levels 2 to 3 for
the Plastic Dragon, material quality was overall rated as increasing when the quality of
one modality alone increases. This is a strong indication that the choice of stimuli (see
Sect. 2.2) is valid and allows us to have confidence in our results.
As can be seen in Figs. 5, 6, BRDF levels 4 and 5 for Gold Bunny and Dragon, and
Sound levels 4 and 5 for Gold and Plastic Bunny are rated approximately the same. In this
case the choice of stimuli could potentially have been better. However, BRDF levels are
discrete and quite limited and thus we believe that our choice was reasonable.
As noted previously, we chose different LOD for the different materials. In Fig.3 we
see the different choices for visual LOD for each of the two materials, and in Fig.8their
respective ratings. If we had chosen the same LOD for both Gold and Plastic, ratings would
significantly differ from Gold to Plastic. Recall that the choice of SH bands is discrete, and
thus no intermediate choice was possible.
4.2 Reaction Times
It is interesting to note that when visual and sound differences are obvious, the reaction
times appear to be lower (see Fig. 9). For the case when the stimulus and the hidden
reference are almost indistinguishable and for intermediate cases, participants re-played a
the pairs of stimuli longer. A similar effect of the number of times each audio sample is
played when varying decay differences was shown in [Klatzky et al. 2000].
A B
Fig. 10. The Gold Dragon with the third visual quality (A) and the best visual quality (B
- visual hidden reference). When using the highest audio quality the approximation A was
rated as being very similar to the hidden audiovisual reference (72 on a scale of 100). In
contrast, the best visual quality (B) when seen with Sound LOD equal to 3 (intermediate),
was actually judged to be less similar (61 on a scale of 100) than the audiovisual reference.
4.3 BRDF SH Rendering
Another interesting observation is the lack of perceived differences between BRDF LOD
4 and 5 (see Fig. 5). This means mean that we could easily render 9 SH bands (i.e.,
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81 coefficients) for Gold or 7 (i.e., 49 coefficients) for Plastic instead of 12 bands (144
coefficients) without perceivable difference in material similarity. For comparison, the
rendering time for 12 bands is 17.8ms (without additional cost), whereas it is 6.6ms for
9 bands and 1.2ms for 7 bands. Previous work on Spherical Harmonics lighting observes
that 3 SH bands were enough to render Lambertian surfaces ([Ramamoorthi and Hanrahan
2001b; 2001a]) given the fast decay of SH coefficients for the Lambertian term. In our
context, our experimentation indicates that 7 (plastic) or 9 (gold) bands could be enough
to render glossy materials like metallic BRDFs.
4.4 Interaction between Sound and Visual Quality
The most interesting result is the interaction between BRDF and sound LOD in perceived
quality. If we interpret similarity to the reference as a measure of quality, we see that,
for the same BRDF LOD, material quality is judged to be higher when the sound LOD is
higher. This can be seen in the different-colored bars for each BRDF LOD in Fig. 7.
As an example consider the BRDF level of detail equal to 3 for the Gold Dragon (see
Fig. 10, A). With the highest sound LOD (equal to 5), material similarity compared to the
reference audio-visual Gold Dragon (see Fig. 10, B) was rated about 72 on a scale of 100.
It is important to note that the reference versus hidden reference similarity was rated 92 on
a scale of 100. As can be seen in Fig. 10 (without sound), the differences are quite visible.
We thus see that using the above LOD parameters (BRDF 3 and Sound 5) results in
higher perceived quality than, for example, BRDF level 5 with sound LOD level 3, which
only rates 61% similarity to the reference.
This result is important since the cost of rendering better quality sound is typically much
lower than the cost of better quality BRDF rendering. This is because, computing the dot
product for BRDF rendering requires O(N2P) operations where N is the number of SH
bands (representing N2 SH basis functions) and P is the number of pixels drawn on screen,
whereas the sound requires O(M) operations where M is the number of modes.
Considering the quadratic increase in computational cost for BRDF rendering compared
to the linear cost in modal sound rendering, it is more beneficial to reduce graphics quality
while increasing audio quality for the same global perceived material difference to the
reference.
To get a feeling for the practical implications of this result, the computation time of
the third sound LOD is about 0.21ms and for the highest quality 1.95ms. For BRDFs,
the computation time (performed on GPU) for the third quality is about 0.5ms (with an
additional 16.7ms of constant cost for soft shadows, deferred shading pass and rotations)
whereas it is 17.8ms (in addition to the 16.7ms constant cost) for the highest BRDF quality.
In this particular case, we have a gain of 15.56ms per frame if we choose our BRDF and
sound LOD based on the results of our study. Another way to see this is that the frame rate
(assuming this BRDF rendering to be the only cost), would increase from 30fps to 60fps.
This gives a very strong indication of the utility of our results.
Besides the very promising algorithmic consequences of our findings, we believe that
the actual effect of audio-visual interaction on material perception we have shown could
be very promising in a more general setting. Given the interactive rendering context of
our work, and the consequent constraints, we were in some ways limited (discrete lev-
els of detail, some parameters which are only loosely related to physical quantities etc).
Nonetheless, to our knowledge this is the first study which shows interaction of audio and
graphics in a material perception task. We thus are hopeful that our finding will be a
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starting point for more general perceptual research, in which the constraints of interactive
rendering will not be required. This could allow the use of parameters such as decay for
sound synthesis or a continuous visual level of detail parameter, and lead to wider, more
perceptually-motivated results.
4.5 Algorithmic Generalization
Evidently, our study is only a first step in determining the combined influence of sound
and visual rendering quality on perceiving material similarity, and in particular similarity
to a “gold standard” reference. Our study only examined a limited setting with two objects
and two materials, although the choice of materials corresponds to hopefully representative
classes of material properties.
More extensive studies of different material types and object geometries should be un-
dertaken, including more objects made of several different materials. We believe that
extensions to our results could have a significant potential and utility in an algorithmic
context, when managing audio-visual rendering budgets with a global approach.
5. CONCLUSION
Our goal was to determine whether the combined quality levels of visual and sound ren-
dering influence the perception of material, and in particular in the context of interactive
systems. The constraints of interactive rendering led us to choose Spherical Harmonic-
based levels of detail for BRDF rendering, and a mode-culling contact sound synthesis
approach. We designed a study in which subjects compare the similarity of interactive
sequences with a given audio-visual reference (i.e., high-quality sound and graphics).
The results of our study show that, for the cases we examined, better quality sound
improves the perceived similarity of a lower-quality visual approximation to the reference.
This result has direct applicability in rendering systems, since increasing the visual level
of detail is often much more costly than increasing the audio level of detail. The examples
provided show potential for significant computation time savings, for the same, or even
better perceived material quality.
To our knowledge, our study is the first to demonstrate interaction between audio and
graphics in a task related to perception of materials. Given our motivation for interactive
audio-visual rendering, we were necessarily constrained in our choices of stimuli and the
extent of our setup. Nonetheless, we are hopeful that our initial study, which indicates
the existence of a potentially cross-modal audiovisual effect on material recognition, will
inspire more perceptually oriented studies in a more general context.
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