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The nonlinear acoustic response of low-energy excitations in insulating glasses is investigated
using the tunneling model. An explicit evaluation of the sound velocity shift is performed which
covers the whole temperature range of recent vibrating-reed experiments. Our results are in excel-
lent agreement with experimental. 6ndings. The comparison with recent 6ndings on the nonlinear
response in metallic glasses shows that the dynamics of the nonlinear driven tunneling system is
qualitatively di8'creat for fermionic or bosonic environments. These differences are strongly rejected
in the acoustic properties.
I. INTRODUCTION
Most of the low-temperature thermal and acoustic
properties of amorphous solids have been successfully
explained in terms of the phenomenological tunneling
model (TM). ' The TM postulates the existence of low-
energy excitations of the disordered lattice that can be
characterized by a double-well potential. At low tem-
peratures these systems can be treated in the two-level
approximation and are fully characterized by the bias en-
ergy %0 and by the tunneling matrix element M.. Owing
to the disordered structure, a broad distribution of these
two parameters is assumed. Heuristic estimates suggest
that this probability distribution is approximately inde-
pendent of eo and inversely proportional to 4 over a wide
parameter range.
The tunneling systems (TS's) determine the dispersion
and absorption of sound in a way that is, in principle,
similar to the way electronic excitations of an optical
medium inHuence the propagation of light. The dynam-
ics of tunneling systexns, however, are strongly inBuenced
by the relaxation mechanisms, which are given by their
interaction with thermal phonons or, in the case of metal-
lic glasses, conduction electrons. Our focus here will be
xnainly on the sound velocity; it is for this property rather
than the acoustic absorption ' that a complete theoret-
ical understanding seemed to be lacking.
A tacit assumption often made, and sometimes consid-
ered part of the "standard" TM, is the linear-response
approximation for the interaction between the tunnel-
ing systems and the acoustic mode probed in the exper-
iment. Recent vibrating-reed experiments, ' however,
show a strong amplitude dependence of the acoustic re-
sponse and even qualitative deviations &om the TM pre-
dictions. The temperature at which the sound veloc-
ity reaches a maximum clearly depends on the applied
strain field, and the temperature dependence below the
maximum deviates &om the expected logarithmic law.
At very low temperatures the sound velocity is nearly
constant. The question arises if these "anoxnalies" can
still be explained by the tunneling model if the linear-
response approximation is abandoned.
In this paper we shall concentrate on insulating glasses,
showing that the TM can quantitatively explain exper-
imental data like the saturation at the lowest tempera-
tures and the strain dependence of the maximum in the
sound velocity.
It has been argued that the effects of the TS-phonon
interaction can be treated perturbatively7 whenever the
two-level approximation is valid. Thus, at the low &e-
quency of interest in vibrating-reed studies, a natural
approach is to treat the time dependence induced by the
external Beld adiabatically ' ' and the &ictional efFects
of the environment to lowest-order perturbation theory.
The case of phononic dissipation is to be contrasted
with electronic dissipation in amorphous metals. In the
latter case, the perturbative approach to the TS-electron
interaction is known to fail for TS with very small en-
ergies because the Huctuations of the environment com-
pletely destroy coherence in the tunneling process.
For the driven two-level system, this case has been
treated in Ref. 9, using a controlled expansion for low &e-
quencies. The results were applied to explain the discrep-
ancies between previous theories and experiments prob-
ing the sound velocity of xnetallic glasses. The main
findings of Refs. 9 and 10 will be mentioned in summary
fashion in order to point out how the different dissipation
mechanisms lead to qualitatively different TS dynamics
and, ultimately, acoustic properties.
In Sec. II of this paper the nonlinear dynamics of the
driven tunneling systexn interacting with phonons is dis-
cussed. A formal characterization of the reed vibration
is outlined. , and the relevant quantities of the TS non-
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linear response are introduced. Following recent work
by Parshin an explicit formal solution is derived in the
adiabatic limit within the golden rule approach. We dis-
cuss the major differences compared to the results for
ohmic dissipation, which is relevant when the dominant
relaxation mechanism is given by inelastic scattering of
conduction electrons.
In Sec. III we obtain explicit analytic expressions
for the sound. velocity shift that cover important parts
of the relevant temperature range of vibrating-reed
experiments. An inexpensive numerical evaluation ap-
plicable in the case of slow relaxation is also used, with
details given in the Appendix. Finally we compare our
results with experimental data in Sec. IV and present
our main conclusions.
II. ACOUSTIC NONLINEARITIES
IN THE TUNNELING MODEL
A. Interaction of tunneling systems
with sound waves
Luj, satisfy a linear dispersion relation. Finally, the cou-
pling Hamiltonian
HI=go% =go) i, i (oe * ' +age' )—'kR 'kR(2Vpv2 j
(2.5)
describes a local interaction between the tunneling sys-
tem and Debye phonons. Here v is the sound velocity, p
the coupling constant, and p and V are, respectively, the
density and volume of the sample.
Apart kom the explicit time dependence of the asym-
metry frequency e(t), the Hamiltonian (2.1) with (2.4)
and (2.&) is the well-known spin-boson Hamiltonian, t is
which describes a general two-state system coupled bilin-
early to an environment of bosonic modes with a quasi-
continuous spectrum.
The dynamical variable of interest for the tunneling
system is its normalized position operator u„which de-
termines the amplitude and phase of the force acting back
on the acoustic mode through the interaction potential
The acoustic properties of glasses at temperatures be-
low a few K are determined by the interaction of an ex-
tended acoustic mode with localized tunneling modes.
Our subsequent discussion of this interaction, and the
changes of the sound velocity it implies will be kept brief.
A more detailed treatment, needed for a fully quantita-
tive analysis of vibrating-reed experiments, is given in
Ref. 10.
The dynamics of any tunneling mode is given by an
Hamiltonian of the form
(2.6)
where the summation is carried out over the tunneling
systems contained in the volume element AV, and (o', ) &
denotes a quantum statistical expectation value.
The case that is relevant here is monochromatic driv-
ing (continuous-wave conditions), which allows one to
expand (o, ))& in a Fourier series. Rewriting the funda-
mental frequency component in terms of the generalized
nonlinear susceptibility
Hg —H~s + Hgy + Hl, (2.1)
consisting of three terms for the tunneling system, en-
vironmental modes, and their mutual coupling. The
tunneling Hamiltonian in its two-state approximation is
characterized by the tunneling matrix. element hL and a
time-dependent asymmetry e(t),
2'/~
y((u; e) = „dtexp(i(ut) (cr, ), ,2vrh~ (2.7)
one obtains the decomposition
(cr,~ ), = hey(u; e)e ' + c.c. + higher harmonics .
(2.8)
(2.2)
where 0. and 0 are Pauli's spin matrices. The asymme-
try of a TS located at position K,
e(t) = up+ —e(R, t) = ep+ecos~t,
2h
(2.3)
acquires its time dependence &om the strain field e(r, t)
of the macroscopically excited extended mode. A typical
value of the coupling constant p is one or a few eV.
In insulating glasses at low temperatures the relevant
environmental modes are Debye phonons, giving H~
the standard form
e(r, t) = e(r) cos ~t (2.9)
it can be cast in the form
s(r, t) = v(ur) e(r) exp( —imt)/2 + c.c. , (2.10)
In the context of a vibrating-reed experiment, the higher-
frequency components can be discarded because the res-
onances of bending vibrations do not occur at integral
multiples of the fundamental frequency. This makes it
easy to see how the presence of the TS modifies the elas-
tic properties of the sample. The stress component s(r, t)
induced by the tunneling systems is given by the deriva-
tive of Ul(e). With
~a =) ~10~0i &t
k
(2.4) where the complex-valued elastic constant r(w) is related
to the nonlinear susceptibility by
where ak, ak are the phonon creation and annihilation
operators, and where the wave vector k and the energy ~(&u) = 4p Py((u), (2.11)
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&max dg &max
g(~) = h depy(A, eo, e, ~) . (2.12)
&min
P(eo) 6)d&deod r = PA dAdeod r (2.13)
These integrations represent the summation over tunnel-
ing systems when the standard probability distribution
of the TS parameters L and eo, and their positions
Nevertheless, we would like to point out which con-
straints must be imposed on the system parameters in
order to ensure that this limit is applicable. In addition
to the obvious condition ~ (( E, one has to make sure
that the contribution BA to the Hamiltonian (2.20)
can be treated as a small perturbation to H. This is the
case if the operator norm of BB is small compared to
the level spacing E(t), i.e. ,
= —2C Re y(~),




It is obvious that the contribution e(u) to the elastic
constant introduces a change of the sound velocity and a
damping of the extended mode. The relative shift of the
sound velocity and the dimensionless damping constant
Q are given by
534~
h0:— , (( E. (2.21)
For realistic parameters of vibrating-reed experiments,
one normally Bnds u (( ~. In this case the condition
her « E is always a weaker constraint than (2.21).
In the following we shall assume 4;„)~e, where
;„ is the lower bound for 4 in the TS distribution
function. The adiabatic limit is then valid for all tunnel-
ing systems.
with C = p2P/pv2.
C. Time-dependent relaxation
B. TS dynamics in the adiabatic limit
R(t) = exp((i/2) 8(t)o.„}, (2.16)
To evaluate the expectation value (cr, ) for low driv-
ing &equencies, it is convenient to perform the unitary
transformation
Let us now discuss the &ictional influences of the ther-
mal bath on the TS dynamics. It was argued earlier that
the effect of the TS-phonon interaction on the dynamics
can be treated as a perturbation whenever the two-state
approximation of the tunneling system is applicable.
Within the adiabatic limit, the golden-rule approach
can be applied as in the case of static asymmetry. Equa-




which diagonalizes the system Hamiltonian H~s (t) given
in (2.2) at any times t. The resulting transformed Hamil-
tonian is
0 = RHsR
= ——o., + pX(cos 80, —sin 8cr ) + H~,2 (2.is)
(~,), = tr(p(t)~, }
= cos8 tr(p(t)o. ,}—sin8 tr(p(t)o. }, (2.19)
where p(t) = Bp(t)B ~, and p(t) is the density matrix
of the system. The evolution of the transformed density
matrix p(t) is now governed by
where E(t) = h A2 + e(t) is the time-dependent level
splitting. The expectation value (o, )q is related to the
transformation by
(~,), = tr{p(t)o.,}
= cos8 trfp(t)0, }= N(t),he(t)E(t) (2.22)
where N(t) = n (t) —n+(t) is the difference of the oc-
cupation numbers of the two levels, and its dynamics are
governed by the rate equation
N(t) = -I'(t) [N(t) —N.,(t)] . (2.23)
Second-order perturbation theory in p leads to the ex-
pression
42Ep2 E
I'(t) = coth—:A AEcoth
2' h2 pv5 2kT 2A:T
(2.24)
for the rate, and from the equilibrium occupation num-
bers of the TS one obtains N, ~(t) = tanh 2&~z~. A formal
solution of (2.23) can easily be given in terms of quadra-
tures; the explicit form of the continuous-wave solution
1s






where the additional term RB is due to the explicit
time dependence of the transformation.
The frequency of vibrating-reed experiments is so low
that one would naturally assume that the adiabatic limit
can be applied, ' i.e. , the term BB can be neglected.
(2.25)
It is interesting to compare the result given by (2.22)
and (2.25) to that found in previous work, 9 ~0 where the
dynamics of driven TS in metals and their eÃect on acous-
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tic properties of metallic glasses were studied. For any 4
smaller than the frequency scale nkT/h, where n is the
dimensionless friction constant, the golden-rule approx-
imation cannot be applied to the system-environment
interaction. ' ' A careful path-integral evaluation of
((7,)i using a controlled expansion for frequencies &u lower
than nkT/h yields
t t
(o, )i — dt'exp ~ — dt"1 (t") ~ F (t')P, (t')—OO gl
(2.26)
for hL ( kT. This expression obeys a differential equa-
tion analogous to (2.23), with the notable difference that
the dynamical variable now is the coordinate of the tun-
neling system, not the occupation of energy levels. The
rate assumes the form
(t) = ~nD coth, (2.27)e(t) he(t)
where the presence of o. in the denominator reflects the
nonperturbative nature of the approach. The normalized
equilibrium position P q is given by
Golding, Graebner, and Kane, and Black. In both
cases two distinct temperature ranges with different un-
derlying dynamics of the tunneling systems are found. In
the limit of low temperatures, the relaxation of tunneling
systems towards thermal equilibrium slows down, which
leads to an absorption that vanishes for T m 0,
~4 k'T'q-' = —cw
6 h2w
(3.i)
The sound velocity varies logarithmically with tempera-
ture,
( kT vr)=C~ ln —pa+in —
~
Emax 2 j (3.2)
(3.3)
for the damping, and again a logarithmic law
where p~ = 0.577 is Euler's constant, and E is the
high-energy cutofF of the level splitting. For high tem-
peratures, on the other hand, the wide distribution of
TS parameters leads to a distribution of relaxation times
extending over a huge range. In this region, one finds a
universal constant
P.,(t) = tanh he(t)2kT (2.28) = —C lnkT+ const
2
(3.4)
In spite of these formal analogies, there are notable differ-
ences between the two cases. The level splitting E(t) that
determines the equilibrium expression N q in the golden-
rule case is always positive. A consequence of this is the
fact that almost all TS's are frozen in the ground state
(N, ~ = 1) for he &) kT. The equilibrium position P,~
obtained by evaluating (2.28) in this limit, on the other
hand, is a step function oscillating between +1 and —1.
The behavior for small 4, which dominate the TS pa-
rameter distribution, is also markedly different. Small
values of 4 imply a small relaxation rate I' (( u, giving a
time-independent leading term in the formal expressions
(2.25) and (2.26). ln the case of amorphous metals, this
means that the TS remains at rest and does not in8uence
the acoustic properties. For insulating glasses, however,
the time-dependent prefactor he(t)/E(t) in (2.22) leads
to a nonvanishing response even when the occupation
numbers are constant. These differences between elec-
tronic and phononic environments are reflected in strik-
ingly different result for the sound velocity, as we are
about to point out in Sec. III.
for the sound velocity. The values n = —1 for insulating
glasses and n = +1 for amorphous metals reflect the dif-
ferent temperature dependence of the rates for relaxation
med. iated by thermal phonons or conduction electrons.





which lies within the experimentally relevant tempera-
ture range even for the very low frequencies of vibrating-
reed measurements.
B. Slow relaxation
The formal solution (2.25) of the equation of motion
(2.23) is significantly simplified when the rate F(t) is
much less than the frequency u at all times t for those
tunneling systems that can be thermally excited. This
condition is always fulfilled in the parameter range
III. PARAMETER AVERAGING OF THE TS
RESPONSE T ((T~, MT (g kT (3.6)
A. Linear response
Theoretical results for the temperature dependence of
the sound velocity and damping have been derived from
the tunneling model in the linear-response limit for in-
sulating glasses earlier by Jackie, and Hunklinger and
Raychaudhury and later also for amorphous metals by
It is convenient for the following to sum over periodicity
intervals in the integrand of (2.25), yielding the expres-
sion
f & dt p( —J, dt T(E"'))p(f')N, (t'')N(t) =
1 —exp — dt'I' t'
(3.7)
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which is still exact. Taking only the leading terms of both
numerator and denominator of (3.7) in the limit I « u,
one gets the time-independent result
the upper energy level is always very small for M, ) 2kT,
i.e., we can set 1V(t) —1 in this case. Otherwise we have
hb, & 2kT « i and can approximate E(t) = h~e(t)~.
Thus, one is lead to divide y into two terms,
f, dh'F(t') tanh [E(t')/2kT]~(t) = = const (3.8)
f i dt'F(t') ~1+~2 & (3 9)
for the cw limit. Obviously, the time dependence of
(0', (t)) as given by (2.22) now originates only &om the
prefactor he(t)/E(t).
Except for the integration boundaries of the parame-
ter distribution, there is no characteristic energy scale of
the ensemble of tunneling systems. Among the possible
parameters that could define a threshold for nonlinear
effects, the thermal energy kT remains as the only likely
candidate. Deviations from the linear response limit can
therefore be expected to appear in the acoustic properties
when the condition he « kT is violated.
Taking the opposite limit M &) kT, one can simplify










fp dt'Fp (t') tanh ~ he (t') /2kT ~





where I'p(t) = e(t) coth[he(t)/2kT]. Rewriting the first
term as
~/2 +msx dQ &max+& c&s & E'p EpX1- dx cos x
7l p 2kT(h 4 ~ —8 co (3.i2)
(t l
Emax
2( kT ) (3.13)
then expanding for e « e „and using the common con-
vention A + 6'p Q A Em~x for the high-&equency cutoff
of the TS parameters leads to the analytic result
I
yields the dominant contribution to the damping con-
stant Q ~. An evaluation of the parameter averaging
similar to the above calculation (see also Refs. 3 and
4) yields a damping constant that is reduced by a fac-
tor kT/hc from its linear-response value Q&, as given in
(3 1),
For the second term we find that only TS with asymme-






Re y2 —— 2
16a f'kTI 2kT
7r (Mj (3.14)
Av M, ;„32a I'kT t 2kT
where a = f db(f dx~b + cosx~) = 0.216. Adding
the two contribution we finally find
Obviously, the linear and saturation results match at
the saturation threshold M = kT. For the sound ve-
locity, on the other hand, one finds a gap of the size
C ln(e/6;„) between the two results when extrapolat-
ing both the leading term of (3.15) and the linear re-
sponse result (3.2) into the region joe = kT (Fig. 1).
This is an indication of a fairly wide intermediate pa-
rameter range where the full expression (3.8) for the oc-
cupation numbers must be used for a correct prediction
of the sound velocity.
(3.15)
for the saturation regime.
A similar result that did not explicitly include the
temperature-independent terms has been reported by
Parshin. Although empirical data of the sound veloc-
ity can only be obtained as a shift with respect to an
arbitrarily chosen reference value, these terms do have
experimental significance. The reason for this is the ob-
vious fact that a unique reference must be used consis-
tently for both the linear-response and the saturation
regime. Having chosen the commonly used form (3.2)
for the linear-response result, one cannot eliminate the
leading term of (3.15).
The next-to-leading term of (3.7) in the limit I' « u
C. Crossover to fast relaxation
At a temperature T in the vicinity of T, the sound
velocity assumes its maximum value. In most experi-
ments both the position and the height of the maximum
depend on the strain amplitude, which clearly indicates
that the linear response approximation is invalid. More-
over, there is a wide distribution of relaxation rates F(t)
at temperatures near or above T, which makes a theo-
retical analysis of this situation in general very difBcult.
In many cases, however, the maximum is found in a pa-
rameter region not too far &om the linear response limit,
i.e, for he (& 2kT and M &( 2kT(T /T)2~2. An approxi-
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(o)
Av/v
The first and second term of (3.22) are usually called
the "resonant" and "relaxationaV' parts of the suscep-
tibility and are treated separately in the following. Ap-
proximating tanhx = 8(z—1)+x8(l—x) and cosh z =




FIG. 1. (a) Discrepancy between results for the velocity
shift Av/v in the linear-response and saturation limits at the
nonlinearity threshold kT = h8. (b) Smooth transition be-
tween linear and saturation results for the damping constant
Q . In both frames the solid uppermost curve represents
the linear response. Other curves correspond to the leading
terms of (3.15) and (3.16) for increasing values of M (left to
right).
Using the same approximation, and introducing the di-
mensionless variable rI = (2T/T ), Re)t„& assumes the
form
1 +1—x2 d 4 2 ~2
Rey = dxrel
0 0
where terms of order (he/2kT) or tl(M/2kT) have been
neglected. The integrations in (3.24) yield the approxi-
mate result
mate expansion of the sound velocity for these limits will
be presented in the following. It is convenient here to
split both parameter integrations at e, thus rewriting y
as a sum of four terms
ReX,.i = ——I 1(n) —-»(I+~') I2 g 4 (3.25)
where






where the function I is
1 7t
I(x) = —(arctan x —z) +-4x 2
~2x
I arctanh + arctan






Let us now calculate the other three terms along the same
lines. In the evaluation of y, M, is the dominant energy
scale. The parameter integrations are thus evaluated us-
ing E(x) = hd, , which yields
dEOQ) (3.2O) 1 he he ( he )
2 2kT 2kT q2kT)
(3.27)
860+. (3.21) In the parameter region 4 ( i ( ep relevant to y, one




1 I h2e02 1
4kT cosh (E /2kT) E 1+&T'I/~ (3.22)
with Ep —5+K + ep and I'I = A AEp coth 2&& being
the linear intrinsic level splitting and the relaxation rate.
To evaluate (3.17) we need to consider which energy scale
dominates the level splitting in each of the four param-
eter regions considered. For instance, in the integration
range of the TS parameters that contribute to y, he is
the smallest energy scale. In this region one can apply
the linear response approximation, i.e. , replace y by the
linear susceptibility,
Rey' = O((he/2kT) ) + O(g(M/2kT) ) . (3.28)





Adding these terms, one gets the final result
Finally, the parameter region L ( ~, ep ( e that is to be
considered for y" shows pronounced nonlinear behavior.
This term is dominated by TS with very small tunnel-
ing matrix elements. Here the asymmetry changes its
sign periodically, and Rey remains finite even for A —+ 0.
Observing that the parameter distribution P(b, , ep) di-
verges in this limit, we obtain a contribution to y", which
depends logarithmically on L










where terms that vanish in the limit 6;„«i and near
the linear response limit have been neglected. ;
It is obvious from (3.30) that the lower bound 4
in the TS parameter distribution plays an important role
also in the crossover region, as we observed already in the
saturation regime. The leading nonlinear correction is
again dominated by TS with very small relaxation rates.
IV. RESULTS AND CONCLUSIONS
The different parameter regimes, which we have dis-
cussed, yield a fairly complete picture that can be com-
pared to experimental results. Figure 2 shows graphs
of the temperature dependence of the sound velocity for
D~j„10 K and T~ 30mK using both our analyti-
cal results (3.15) and (3.30) as well as the numerical eval-
uation of the sound velocity with %(t) given by Eq. (3.8).
The computational cost of evaluating the sound velocity
repeatedly for varying values of T, i, L;„, and 4
can be kept at a minimum by using scaled variables and
tabulating two auxiliary functions (see the Appendix).
The curves show a close resemblance to the experimental
results of Esquinazi, Konig, and Pobell. For comparison,
the ln T law (3.4), which linear response theory predicts
for T « T, is indicated by a dotted line.
Around kT he, the gap between these two asymp-
totic results leads to a very pronounced temperature de-
pendence of the sound velocity, which is far stronger than
it would be in the linear response approximation. The
transition regime where none of the two limiting cases
constitutes a good approximation is quite wide. This is
confirmed by experimental results, which show a regime
of visible nonlinear behavior that extends to higher tem-
peratures in the sound velocity data than in the absorp-
tion data. For the damping, the transition from linear to
nonlinear behavior is much smoother, as one would nat-
urally conclude &om a comparison of (3.1) and (3.16), or
from the sketch in Fig. 1.
A graph similar to Fig. 2, with L;„varied for dif-
ferent curves, is shown in Fig. 3. It is obvious that the
disparity between the two temperature regimes becomes
more pronounced as L;„is lowered.
Figure 4 shows the temperature T of the velocity
maximum as a function of the asymmetry amplitude i
and b.-;„, determined numerically Rom (3.30). In the
linear response limit the maximum is located at a tem-
perature near T and is independent of 4;„.For very
high strain fields, a inc law for the strain dependence of
T is observed experimentally. This case, however, is
outside the parameter range Ae & kT considered here.
We find a clear distinction between the acoustic prop-
erties of insulating glasses and those of amorphous metals
(as described by the tunneling model). The charge Huc-
tuations of conduction electrons destroy quantum coher-
ence in the tunneling process on a time scale much shorter
than probed by a vibrating-reed experiment, whereas
quantum coherence is preserved in insulating glasses.
These differences become especially relevant at low tem-
peratures, where the regime of linear response is left
for typical vibrating-reed experiments. For insulating
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FIG. 2. Temperature dependence of the sound velocity of
a insulating glass for different strain levels. Curves are for
M/k = 0.01, 0.03, 0.1, 0.3, 1, and 3 mK (left to right). Other
parameters are D;„=10 K and T = 30mK.
FIG. 3. Temperature dependence of the sound velocity of
a insulating glass for different values of 6;„.Curves are for
5&-;„/k = 10, 10, 10, and 10 K (top to bottom),
and for M = O.l mK.
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With the nonlinear susceptibility given by (2.7), (2.22),
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FIG. 4. Location of the velocity maximum as a function
of strain level. The diferent values of A;„are 10, 10
10, and 10 K (bottom to top), and T = 30mK.
Is —— dx gh 2 + (b + cos z) 2
gH + (b+ cosz)2x coth
20
(A7)
glasses, the acoustic response of a TS with arbitrarily
small tunneling frequency remains Rnite, leading to a
divergent response unless a lower bound for the distri-
bution of tunneling frequencies is assumed. For TS in
metals, on the other hand, the incoherent tunneling mo-
tion will be marginally slow in the limit of small 4, i.e. ,
TS with a tunneling &equency below a threshold set by
the reed frequency, amplitude, and temperature do not
significantly acct the outcome of acoustic experiments.
A smooth transition is therefore found between satura-
tion region and linear response instead of the steep rise
seen in insulating glasses.
On the whole, the coincidence between theory and ex-
periment seems remarkable, given the complexity of the
observed behavior and the crude estimates the TM is
based on. We hope this will be considered another in-
centive to put the TM on firmer theoretical ground.
1 b2
2e (82 + b2) a~2
For the case of small tunneling frequency b « 1, one may
simplify the integrand of (A4) by using the expressions
/ 1Ii = — dz cos x sgn(b + cos z),
Q
1
I2 = — dz~b+ cosx~,
7l Q





It is obvious that this complicated expression need not
be evaluated in the asymptotic region of very large b and
6, where the linear response approximation is valid. A
particularly simple integrand is obtained if the conditions
b )) 6, b )& 1, and b &) 6 are satisfied:
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b ) bi —106,
b & 6, = 1O6+ 10.
(A12)
(A13)
instead of (A5) and (A6).
Splitting the integration range in an appropriate way
allows one to take advantage of these simpli6cations.
With good accuracy one can use (A8) for
APPENDIX: NUMERICAL EVALUATION
OF THE SOUND VELOCITY
The cost of evaluating the integrations in (2.12), (2.7),
and (3.8) can be significantly reduced by carefully con-
sidering the asymptotic behavior of the nonlinear suscep-
tibility at very large or very small intrinsic energy scales.
For convenience, all energies will be scaled by e in the
following, using the definitions
b&b =10 (A14)
Thus one ends up with an expression for y that consists
of three diferent terms,
~ = A(0, h .„)+ I*(0) + ln J(0),
brnin
(A15)
All of the plots shown in Figs. 2 and 3 were prepared
using these values for Si and bi. The low-b limit (A9)—
(All) was used for
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where the function
~max gg ~max g 2
( 1 ll1$3C )
1 2b „1
2 b~+ gb'~2+ P~ 2
(A16)
(A17)
J(9) = f db (A19)
2 2(1 —b2) + [2 arccos( b—) —vrjbgl —b2db
p f~ dx(b + cos x) coth +2s'
is known analytically, and the functions
(A18)
depend only on a single parameter. Once the functions
I*(0) and J(0) have been numerically obtained and tab-
ulated, the sound velocity can be calculated &om (A15)
for varying parameters T, e, Lmj„, and L~~„without
having to reevaluate any numerical integration. Thus it
should be easy to use our results in a least-squares fit of
experimental data.
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