Introduction {#Sec1}
============

Topological insulators represent a new state of matter that have attracted much attention due to their exotic physical properties and its potential applications in spintronics, photonics, etc., that may revolutionize these fields^[@CR1]--[@CR4]^.

One of the most active areas in topological insulators is their quantum simulation with the goal of realizing novel physical properties that are otherwise very difficult to realize in a standard condensed matter system^[@CR5]--[@CR7]^. Among these quantum simulators, bosonic systems such as ultracold atoms in optical lattices or photonic chips, stand up as versatile and promising experimental platforms that have achieved enormous progress and points towards near-future technological applications^[@CR8]--[@CR15]^.

Whereas these systems have been extensively studied for the idealized and isolated case, very little is known about the response of these setups to the action of external thermal fluctuations or external dissipation^[@CR16]--[@CR21]^. This is both true when the system is perturbed by some external heat bath or in an out-of-equilibrium situation where the system interacts with two different heat sources. Then, a natural question that arises is to what extent the topological properties of these systems affect heat currents and transport under these circumstances. In particular, and very importantly, are there new topological heat currents showing exotic behavior?

In this work we have addressed these novel and relevant issues showing that the exposition to thermal sources has not necessarily a detrimental effect. It can actually produce new topological features outside the paradigm of closed systems, that may have also technological applications. Among these results we may highlight:(i)Thermal Erasure Effect (TEE): There exists a wide range of temperatures such that the current becomes more localized on the edge than for an individually excited edge mode. In particular, bulk currents are negligible in comparison to the edge ones as an effect of thermal fluctuations.(ii)Topological Thermal Currents (TTC): The edge currents driven in the system by the presence of a single thermal bath are topologically protected against disorder.(iii)Edge Nonequilibrium Crosscurrent (ENC): When the system is in contact with two baths at different temperatures (i.e. nonthermal equilibrium situation), a chiral current is also induced so that on one edge of the system the current flows in opposite direction to the heat. This can be thought of as a local entropy decrease on that edge^[@CR22]^. Thus, the violation of the second law (Clausius form) by the nonequilibrium crosscurrent is just apparent since the net heat flow is from the hottest bath to the coldest one, as it should be.(iv)Symmetry-Protected Non-Equilibirum Currents (SPNC). As a difference with standard topological currents, the nonthermal equilibrium currents present selective robustness. The edge current is immune to the presence of disorder provided that it satisfies a particular global spatial symmetry.

This notion of SPNC is motivated by a similar notion for topological insulators environmentally isolated (closed systems), but there is one important difference. Namely, the currents here are effectively protected by discrete symmetries as clearly shown in our numerical simulations for a wide range of temperatures. However, at very high temperatures the protection ceases to be operative, as it may be expected. This has mathematical implications, e.g. it is not possible to ascribe a usual Chern number (integer) to these currents as in the standard closed case. Nevertheless, this comprises the main novel feature of our study, the concept of *dissipative symmetry*-*protection*: an effective notion of symmetry-protected heat currents valid for open systems. Moreover, the SPNC are switchable without altering the thermal baths: by controlling the orientation of the external magnetic field its chirality can be modified at will (see Fig. [S2](#MOESM1){ref-type="media"} in the supplementary information document). This may represent a new way to technologically exploit heat flows.

Results {#Sec2}
=======

System and Dynamics {#Sec3}
-------------------

We consider a *N* × *N* square lattice of bosonic modes in contact with two sets of local (bosonic) thermal reservoirs, one, on the left, at temperature *T* ~*h*~ and other on the right, at temperature *T* ~*c*~ (without lost of generality we shall assume *T* ~*h*~ ≥ *T* ~*c*~) as depicted in Fig. [1](#Fig1){ref-type="fig"}. The lattice Hamiltonian is assumed to be$$\documentclass[12pt]{minimal}
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                \begin{document}$$V=-\hslash J\sum _{x,y}{a}_{x+\mathrm{1,}y}^{\dagger }{a}_{x,y}{e}^{-2\pi \alpha iy}+{a}_{x,y+1}^{\dagger }{a}_{x,y}+{\rm{h}}{\rm{.c}}{\rm{.}}$$\end{document}$$This is the bosonic version of the Hofstadter model for the integer quantum Hall effect^[@CR23]^. This bosonic Hofstadter Hamiltonian has been obtained in controlled systems like ultracold gases in optical lattices subject to laser induced tunneling^[@CR13]--[@CR15]^, and photonic circuits arranging differential optical paths^[@CR11]^. Furthermore, similar dynamics can also be found in photonic crystals^[@CR10],\ [@CR24]^. These systems reproduce the effect of the magnetic flux *α* by several artificial techniques allowing for the exploration of quantum Hall physics with neutral atoms or photons. The interaction with local reservoirs is modeled by a sum of individual Hamiltonians accounting for a standard quadratic interaction:$$\documentclass[12pt]{minimal}
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Assuming weak system-bath couplings and following the usual steps for the derivation of the master equation (see Methods), we obtain$$\documentclass[12pt]{minimal}
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We aim at studying the heat current in the asymptotic limit, once the system has reached stability. For the equilibrium situation *T* ~*h*~ = *T* ~*c*~ = *T*, the decay rate becomes *γ*(*s* ~*k*~ +  *r* ~*k*~) and the master equation ([4](#Equ4){ref-type=""}) drives the system towards thermal equilibrium with the baths, so that the steady state is $\documentclass[12pt]{minimal}
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Since the lattice holds a ΘΣ~*y*~ symmetry \[Θ: time-reversal (changing *α* ↔ −*α*), Σ~*y*~: 2D reflection across the *y* axis\], we have \|*ψ* ~*k*~(1, *y*)\|^2^ = \|*ψ* ~*k*~(*N*, *y*)\|^2^ and therefore$$\documentclass[12pt]{minimal}
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Internal and External Currents {#Sec4}
------------------------------

We shall distinguish between two types of currents, the external ones, which describe the exchange of energy between system and baths, and the internal ones, that concern to the transport inside the *N* × *N* lattice system array. The external currents operators are derived from the master equation ([4](#Equ4){ref-type=""}) and the continuity equation for the total energy (see Methods), and take the form$$\documentclass[12pt]{minimal}
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External currents are less exposed to topological properties (e.g. their values are quite independent of the value of *α*) than internal currents. This is due to the fact that the system-bath coupling *H* ~*SR*~ does not enjoy any special topological feature. These are present in the intersystem coupling *V*, Eq. ([2](#Equ2){ref-type=""}), which is directly related to internal currents.

Gauge invariant operators for internal currents are derived in similar fashion from the continuity equation for site populations $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{(\to x),y}$$\end{document}$ denotes the operator for the current leaving site (*x* − 1, *y*) and entering in (*x*, *y*). Similarly for (→*y*). Note that these internal currents describe just a flow of bosons (instead of energy). At the moment, we neither intend or need to associate any specific energy to the current from some site to its adjacent independently of what normal mode is excited on the lattice.

Thermal Equilibrium Currents {#Sec5}
----------------------------

We shall move our attention to the behavior of the internal currents, refering to the external ones when appropriate. Motivated by realistic simulations^[@CR11]^, we have taken *N* = 8 and *ω* ~0~ = 193 THz, *J* = 2.6 THz and *α* = 0.15; different values may be considered leading to similar conclusions. In Fig. [2(a),(b) and (c)](#Fig2){ref-type="fig"} the current pattern on the lattice in the steady state limit is depicted as a function of bath temperature. For low temperatures ($\documentclass[12pt]{minimal}
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                \begin{document}$$\lesssim 70$$\end{document}$ K for this choice of parameters) the ground state, which is a bulk state, is mainly populated and no edge current is observed. As temperature increases (in a range of 70--10^13^ K approximately), the edge states start populating and current start concentrating on the edge \[Fig. [2(a) and (b)](#Fig2){ref-type="fig"}\]. For high enough temperature everything gets mixed up \[Fig. [2(c)](#Fig2){ref-type="fig"}\].Figure 2Current patterns for the system in contact with thermal baths at the same temperature *T* ~*h*~ = *T* ~*c*~ = *T*: (**a**) for *T* = 4 K, (**b**) for *T* = 2500 K, and (**c**) for *T* = 10^15^ K; and under the presence of different defects represented with a black dot in (**d**) and (**e**) for *T* = 2500 K. In (**f**) the pattern for an individual excited edge mode is depicted. For the sake of illustration the magnitude of the currents has been normalized in every subplot, see main text for specific numbers.

Notably, the accumulation of current on the edge relative to the bulk is in fact higher for a thermal state at a suited temperature than for a single edge mode, Fig. [2(f)](#Fig2){ref-type="fig"}. Specifically, for the aforementioned values in Fig. [2](#Fig2){ref-type="fig"}, the ratio between edge/bulk current is about 2 for 4 K, 10^3^ for 2500 K, 1 for 10^15^ K, and 10 for the individual edge mode (see Fig. [S3](#MOESM1){ref-type="media"} in the supplementary information document for a detailed plot). This TEE, the point (i) above, can be related to a combined action. On the one hand, the currents can be written as a sum $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{n}}_{k}(T)={\{\exp [\hslash {\omega }_{k}/({k}_{B}T)]-\mathrm{1\}}}^{-1}$$\end{document}$ as a function *k* is flatter for values of *k* belonging to bulk modes (bulk currents) than for edge modes (edge currents), providing more mixing in the bulk than on the edge. On the other hand, the contribution of the edge states is amplified on the edges since they decay very rapidly into the bulk.

In addition, as anticipated in point (ii) above, we observe that the edge thermal current is robust under the presence of defects (TTC), Fig. [2(d) and (e)](#Fig2){ref-type="fig"}. Defects are effectively created by far off-detuning of site local energies. Moreover, if a defect is allocated in the bulk, the system generates a current around it with opposite direction to the edge current Fig. [2(e)](#Fig2){ref-type="fig"}. In this regard, it is worth to mention this is so despite the bulk has not direct contact with the baths, only left and right edges are in contact with them. Note that the presence of local currents in the equilibrium case does not lead to any thermodynamic inconsistency as the net heat flow as accounted for the external currents vanishes $\documentclass[12pt]{minimal}
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Nonthermal Equilibrium Currents {#Sec6}
-------------------------------

For the out-of-thermal-equilibrium situation, *T* ~*h*~ \> *T* ~*c*~, an edge chiral current is also found. Actually, we obtain a similar pattern as for baths at the same temperature. However in this case, the current flows on one edge in the opposite direction to the heat. This apparent violation of the second law on one edge is a topological effect (ENC), and, as stated in point (iii) above, it is not a contradiction with thermodynamics as the total heat current as measured by external currents ($\documentclass[12pt]{minimal}
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                \begin{document}$${\langle {{\mathcal{J}}}_{h}\rangle }_{{\rm{ss}}}=-{\langle {{\mathcal{J}}}_{c}\rangle }_{{\rm{ss}}}=29.85$$\end{document}$ MeV/s for this choice of parameters) does satisfy the second law. Yet, this feature of the edge current is very remarkable as it implies that a local measurement on an edge does not provide enough information to infer the positions of hot and cold baths in this topological system.

The behavior of the nonthermal equilibrium current under the presence of impurities in the lattice exhibits novel and intriguing features. As aforementioned, just from the symmetries of the master equation ([4](#Equ4){ref-type=""}), we may expect robustness for a distribution of defects satisfying either ΘΣ~*y*~ or *R* ~*π*~. For a different situation, the result is far from clear. It turns out that the nonthermal equilibrium currents are indeed stable for defect distributions preserving these symmetries, see Fig. [3(d),(e) and (f)](#Fig3){ref-type="fig"}. Nonetheless, currents become unstable for spatially distributed defects not complying with them, Fig. [3(a),(b) and (c)](#Fig3){ref-type="fig"}.Figure 3Current patterns for an out-of-equilibrium situation under the presence of defects indicated with a black dot (*T* ~*h*~ = 2500 K and *T* ~*c*~ = 1500 K, similar results are obtained for other values avoiding extremely high and low temperatures, see Fig. [2](#Fig2){ref-type="fig"}). In (**a**), (**b**) and (**c**) the distribution of defects respects neither ΘΣ~*y*~ nor *R* ~*π*~ symmetries, and the currents become unstable. In contrast, in (**d**), (**e**) and (**f**) the distribution of defects is invariant under ΘΣ~*y*~, *R* ~*π*~, and both ΘΣ~*y*~ and *R* ~*π*~, respectively, and the currents remain robust.

The appearance of these surprising symmetry-protected currents in the nonthermal equilibrium situation can be explained in terms of the mode-dependent temperature $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{k}^{{\rm{eff}}}$$\end{document}$ becomes independent of *s* ~*k*~ and *r* ~*k*~, Eq. ([6](#Equ6){ref-type=""}). This makes $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{k}^{{\rm{eff}}}$$\end{document}$ to be a monotonically increasing function of *ω* ~*k*~, see Fig. [4](#Fig4){ref-type="fig"}, and there is a monotonic mode population with a similar pattern that in the thermal equilibrium situation: the more energy $\documentclass[12pt]{minimal}
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                \begin{document}$$\hslash {\omega }_{k}$$\end{document}$, the less population in the mode, and edge currents are observed. Thus, the effect of disorder in the Liouvillian dynamics is minimal provided that the original symmetries are satisfied.Figure 4Dependence of $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{k}^{{\rm{eff}}}$$\end{document}$ on the specific mode *k* for: (**a**) an arbitrary distribution of defects, and (**b**) when either ΘΣ~*y*~ or *R* ~*π*~ symmetry is satisfied. *T* ~*h*~ = 2500 K and *T* ~*c*~ = 1500 K.

Discussion {#Sec7}
==========

The interaction of a bosonic topological system with one and two thermal baths presents a rich and new phenomenology. For one single bath, we find a wide range of temperatures where topological edge heat currents are present despite thermal fluctuations. For two baths, the edge heat current presents further remarkable properties: it is still robust with respect to defect perturbations as long as these defects respect certain discrete global symmetries. Moreover, one topological current flows against the natural arrow of the heat according to the second law (without implying any violation).

The *selective* stability of the out-of-thermal-equilibrium current (SPNC) is due to a dissipative symmetry, or Liouvillian symmetry in the master equation ([4](#Equ4){ref-type=""}), not to any system Hamiltonian symmetry (2). Specifically, the system presents a new kind of protection, the *dissipative symmetry*-*protection*, which minimizes the transition between the edge-conducting and the insulating phase in the steady state provided that some symmetries are satisfied. This is an open-system effect, similar to the usual Hamiltonian symmetry-protection of closed systems, where the transition probability between both states of matter is highly suppressed due to a symmetry property. This enforces the interest to study symmetry-protected topological ordered systems beyond the realm of Hamiltonian dynamics.

Moreover, note that in this case the property that an excitation or carrier has in order to overcome a defect is by no means understandable by some local argument. The excitation does or does not circulate around the defect depending on whether in other point of the lattice--which can be very far away--there is another defect such that a global symmetry of the lattice is preserved. This manifests unquestionably the topological physics implied in this current.

Our results are based on a master equation formalism valid under the standard condition of weak coupling between system and reservoirs, and it is particularly suited to describe the steady state regime. For the sake of comparison, another approach based on a local formalism for the master equations of many body systems is given in the supplementary information document, but it does not lead to results (i)--(iv).

Although the study is carried out for the emblematic Hofstadter model of bosons, similar conclusions are drawn for the same class of topological insulators. We have not focused our attention on some specific platform, but master equations usually adequate very good to quantum optical systems. Therefore, set-ups based on optical lattices^[@CR13]--[@CR15]^ or photonic systems^[@CR9]--[@CR12],\ [@CR24],\ [@CR25]^ seem the most indicated to experimentally observe the effects here reported.

Finally, the edge current instability for a particular class of defect distributions is not only a novel, fundamental and intriguing effect, but may also impose some restrictions when manufacturing quantum Hall systems if we expect them to be stable when subject to some temperature gradient. This is of particular importance for example in the topological transport of photons^[@CR9]--[@CR12],\ [@CR24],\ [@CR25]^, phonons^[@CR26]--[@CR29]^ or magnons^[@CR30]--[@CR32]^ as their neutral charge prevents them to be displaced by applying electric fields.

Methods {#Sec8}
=======

Master Equation {#Sec9}
---------------

The bosonic Hofstadter Hamiltonian in general terms reads$$\documentclass[12pt]{minimal}
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                \begin{document}$${\theta }_{x,y}^{X}={\int }_{x}^{x+1}{\boldsymbol{A}}\cdot dx,\quad {\rm{and}}\quad {\theta }_{x,y}^{Y}={\int }_{y}^{y+1}{\boldsymbol{A}}\cdot dy,$$\end{document}$$where ***A*** denotes a gauge field.

After diagonalization, Eq. ([13](#Equ13){ref-type=""}) yields $\documentclass[12pt]{minimal}
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                \begin{document}$${H}_{S}=\sum _{k}\hslash {\omega }_{k}{b}_{k}^{\dagger }{b}_{k}$$\end{document}$, where *ω* ~*k*~ is the frequency of the normal mode *k* and *a* ~*x*,\ *y*~ = ∑~*k*~ *ψ* ~*k*~(*x*, *y*)*b* ~*k*~, with *ψ* ~*k*~(*x*, *y*) the "one-particle" eigenfunctions. In terms of these eigenmodes the system-reservoir Hamiltonian can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$${L}_{j,k}\,:=\sum _{y}{\psi }_{k}\mathrm{(1,}\,y)({A}_{j,y}+{A}_{j,y}^{\dagger }),\quad {\rm{and}}\quad {R}_{j,k}\,:=\sum _{y}{\psi }_{k}(N,y)({B}_{j,y}+{B}_{j,y}^{\dagger }),$$\end{document}$$for operators of left and right reservoirs, respectively.

We obtain the Davies generator of the weak coupling limit^[@CR33],\ [@CR34]^ by applying the standard procedure (technical details are in the supplementary information document). The subsequent master equation reads$$\documentclass[12pt]{minimal}
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                \begin{document}$${r}_{k}={\sum }_{y=1}^{N}{|{\psi }_{k}(N,y)|}^{2}$$\end{document}$. In the thermal equilibrium situation *T* ~*h*~ = *T* ~*c*~ = *T*, it is well-known (see e.g.^[@CR35],\ [@CR36]^) this master equation describes the dynamics of the system towards thermal equilibrium with the baths, so that the steady state obtained for long times is $\documentclass[12pt]{minimal}
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For the general nonequilibrium case *T* ~*h*~ \> *T* ~*c*~, we note that the master equation ([18](#Equ18){ref-type=""}) can be rewritten as$$\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{k}^{{\rm{eff}}}$$\end{document}$ depending on the mode and given by Eq. ([6](#Equ6){ref-type=""}). Therefore, we conclude that the steady state is of the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rho }_{{\rm{s}}{\rm{s}}}\,:=\mathop{{\rm{l}}{\rm{i}}{\rm{m}}}\limits_{t\to {\rm{\infty }}}\rho (t)={W}^{-1}\exp (-\sum _{k}\frac{\hslash {\omega }_{k}}{{k}_{B}{T}_{k}^{{\rm{e}}{\rm{f}}{\rm{f}}}}{b}_{k}^{\dagger }{b}_{k}),$$\end{document}$$with $\documentclass[12pt]{minimal}
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                \begin{document}$$W={\rm{T}}{\rm{r}}[\exp (-{\sum }_{k}\frac{\hslash {\omega }_{k}}{{k}_{B}{T}_{k}^{{\rm{e}}{\rm{f}}{\rm{f}}}}{b}_{k}^{\dagger }{b}_{k})]$$\end{document}$.

Current Operators {#Sec10}
-----------------

External and internal currents are derived from continuity equations. For the external case, using the master equation ([18](#Equ18){ref-type=""}) we have$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{h}({{\mathcal{J}}}_{c})$$\end{document}$ is the current operator that describes the heat flux between system and hot (cold) bath, and $\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal L} }^{\#}$$\end{document}$ denotes the Liouvillian at Eq. ([18](#Equ18){ref-type=""}) in the Heisenberg picture. On the other hand, since$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{lll}{ {\mathcal L} }_{c}^{\#}({H}_{S}) & := & \sum _{k}{\gamma }_{k}\{{r}_{k}[{\bar{n}}_{k}({T}_{c})+\mathrm{1]\}}({b}_{k}^{\dagger }{H}_{S}{b}_{k}-\frac{1}{2}\{{b}_{k}^{\dagger }{b}_{k},{H}_{S}\})\\  &  & +\sum _{k}{\gamma }_{k}[{r}_{k}{\bar{n}}_{k}({T}_{c})]({b}_{k}{H}_{S}{b}_{k}^{\dagger }-\frac{1}{2}\{{b}_{k}{b}_{k}^{\dagger },{H}_{S}\})\\  & = & -\,\hslash \sum _{k}{\omega }_{k}{\gamma }_{k}{r}_{k}[{b}_{k}^{\dagger }{b}_{k}-{\bar{n}}_{k}({T}_{c})],\end{array}$$\end{document}$$we identify the external currents as$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{h}\,:=-\hslash \sum _{k}{\omega }_{k}{\gamma }_{k}{s}_{k}[{b}_{k}^{\dagger }{b}_{k}-{\bar{n}}_{k}({T}_{h})],$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{c}\,:=-\hslash \sum _{k}{\omega }_{k}{\gamma }_{k}{r}_{k}[{b}_{k}^{\dagger }{b}_{k}-{\bar{n}}_{k}({T}_{c})]\mathrm{.}$$\end{document}$$This identification is standard in the theory of open quantum systems, and it can be proven^[@CR37]^ that the time-evolution described by the master equation ([18](#Equ18){ref-type=""}) fulfills the entropy production inequality:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{d{\mathcal{S}}}{dt}-\frac{\langle {{\mathcal{J}}}_{h}\rangle }{{T}_{h}}-\frac{\langle {{\mathcal{J}}}_{c}\rangle }{{T}_{c}}\ge \mathrm{0,}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal{S}}=-{k}_{B}{\rm{Tr}}(\rho \,\mathrm{log}\,\rho )$$\end{document}$ is the thermodynamical entropy.

In order to derive internal currents we make use of the exact form of the continuity equation and the Davies' theorem^[@CR33]^. Specifically, the exact equation for the population at the site (*x*, *y*) is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}\frac{d\langle {a}_{x,y}^{\dagger }{a}_{x,y}\rangle }{dt} & = & \frac{i}{\hslash }\langle [{H}_{S},{a}_{x,y}^{\dagger }{a}_{x,y}]\rangle +\frac{i}{\hslash }\langle [{H}_{SB},{a}_{x,y}^{\dagger }{a}_{x,y}]\rangle \\  & = & -iJ\langle {a}_{x+\mathrm{1,}y}^{\dagger }{a}_{x,y}{e}^{i{\theta }_{x,y}^{X}}-{a}_{x,y}^{\dagger }{a}_{x+\mathrm{1,}y}{e}^{-i{\theta }_{x,y}^{X}}\rangle \\  &  & -iJ\langle {a}_{x-\mathrm{1,}y}^{\dagger }{a}_{x,y}{e}^{-i{\theta }_{x,y}^{X}}-{a}_{x,y}^{\dagger }{a}_{x-\mathrm{1,}y}{e}^{i{\theta }_{x,y}^{X}}\rangle \\  &  & -iJ\langle {a}_{x,y+1}^{\dagger }{a}_{x,y}{e}^{i{\theta }_{x,y}^{Y}}-{a}_{x,y}^{\dagger }{a}_{x,y+1}{e}^{-i{\theta }_{x,y}^{Y}}\rangle \\  &  & -iJ\langle {a}_{x,y-1}^{\dagger }{a}_{x,y}{e}^{-i{\theta }_{x,y}^{Y}}-{a}_{x,y}^{\dagger }{a}_{x,y-1}{e}^{i{\theta }_{x,y}^{Y}}\rangle \\  &  & +\,\frac{i}{\hslash }\langle [{H}_{SB},{a}_{x,y}^{\dagger }{a}_{x,y}]\rangle \mathrm{.}\end{array}$$\end{document}$$

Then, the (internal) current operators are identified as:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{(\to x),y}=iJ({a}_{x,y}^{\dagger }{a}_{x-\mathrm{1,}y}{e}^{i{\theta }_{x,y}^{X}}-{a}_{x-\mathrm{1,}y}^{\dagger }{a}_{x,y}{e}^{-i{\theta }_{x,y}^{X}}),$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{x,(\to y)}=iJ({a}_{x,y}^{\dagger }{a}_{x,y-1}{e}^{i{\theta }_{x,y}^{Y}}-{a}_{x,y-1}^{\dagger }{a}_{x,y}{e}^{-i{\theta }_{x,y}^{Y}}),$$\end{document}$$where the subindex (→*x*) is a short notation for (*x* − 1 → *x*). So that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal{J}}}_{(\to x),y}$$\end{document}$ denotes the operator for the current leaving the site (*x* − 1, *y*) and entering in (*x*, *y*). Similarly for (→*y*).
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                \begin{document}$$\frac{i}{\hslash }\langle [{H}_{SB},{a}_{x,y}^{\dagger }{a}_{x,y}]\rangle $$\end{document}$ in (28) is not zero only for *x* = 1 and *x* = *N*, and defines the exact external currents. Of course we cannot compute the exact time derivative $\documentclass[12pt]{minimal}
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                \begin{document}$$d\langle {a}_{x,y}^{\dagger }{a}_{x,y}\rangle /dt$$\end{document}$; our approximation to it is given by the master equation ([18](#Equ18){ref-type=""}). In fact, the Davies theorem^[@CR33]^ asserts that the dissipative part of (18) is actually a weak coupling approximation of the term Tr~*B*~(−*i*\[*H* ~*SB*~, *ρ*\]) (see the supplementary information document for further details). This means that, in a weak coupling regime, it is consistent to take the above exact internal currents operators as internal current operators also in the master equation approximation.

In a Landau-type gauge taken throughout the main document, we write ***A*** = (−\|***B***\|*y*, 0, 0) and internal currents take the form of Eqs ([11](#Equ11){ref-type=""}) and ([12](#Equ12){ref-type=""}), where *α* denotes the flux of the ***B*** field per unit cell.

More details about the derivation of the master equation and currents operators are provided in the supplementary information document.
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