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A Mixed Theory of information. Ill. 
Inset Entropies of Degree 
J. AcziL AND PL. KANNAPPAN 
.Faculty of J]/Iathematics, University of Waterloo, Waterloo, Ontario N2L 3G1, Canada 
In generalization of a purely probabilistic result (Dardczy, 1970, Information 
and Control 16, 36-41), the general form of symmetric, fi-recursive ntropies of 
randomized systems of events is determined in the framework of the mixed 
theory of information. 
This is one of a series of papers (cf. Acz61 and Dardczy 1978; Acz~l 1978) 
on a new, mixed (as distinguished from probabilistic and nonprobabilistic) 
theory of information. 
We summarize. Let B be a ring of sets (containing, with any two sets, their 
union and difference, thus also their intersection and the 0-set), its elements 
are the "events", 
~n = {(X l ,  ~¢2 , ' " ,  Xn) i Xi O Xj = 0 fo r  i @ j ;  X i E B ;  i, j = 1, 2, . . . ,  n}, (1) 
and let p j ( j  = 1, 2,..., n) be probabilities, 
F,,= I(pl,p2,...,p~ ) ~p~=l;pj~O;j=l,2,.. . ,nl(n=2,3,.. .  ). (2) 
j=l  
An entropy of randomized systems of events, an "inset entropy" for short, 
is a sequence In: £2~ × _P~ ~ R (n = 2, 3 .... ; R the set of reals). 
One purpose of the mixed theory of information is to find and characterize 
inset entropies (and other similar measures of information) having certain 
useful properties, analogous to those in the probabilistic theory of information 
(cf. Acz41 and Dar6czy, 1975). There is an obvious advantage in allowing 
the measures of information to depend also upon the events (messages, outcome 
of experiments, etc.) not just their probabilities. In Acz41 and Dar6czy (1978), 
aIl 3-symmetric, recursive, measurable inset entropies have been determined. 
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Dar6czy (1970; cf. Havrda and Charvat, 1967; Vajda, 1968; Acz4l and 
Dardczy, 1975) has characterized ntropies of degree/3 =/= 1 
Hn(Pi,P~,...,P~) = (21-~ -- 1)-i (~ips-~ -- 1 ) =  (3) 
[(Pl, P2 ,..., P,) e F,  ; n = 2, 3,...; 0 ~ := 0] 
by normalization, symmetry and a generalization f recursivity, called recursivity 
of degree/3. He has applied them to the determination f channel capacities. 
In the present paper, generalizing the result of Dar6czy (1970), we determine 
all 3-symmetric, fi-recursive (/3 =/= 0) inset entropies (for/3 = 1, 2 only under 
further conditions). While, under conditions of Acz61 (1978), all inset entropies 
turned out to depend only upon the probabilities and, in Acz61 and Dardczy 
(1978), the members containing the probabilities and the vents (elements of B) 
were partly separated, in the resulting inset entropies of the present paper they 
will prove to be genuinely mixed. 
2 
An inset entropy is/3-recursive if, for all n > 2 and all randomized systems 
of events (~i,9~ .... ~.) E O n × /~n it satisfies 
I ,  & ,  P2, P3 ,..-, Pn! P~ + P2, P~ ,'", Pn 
Xl , X2 
with the convention 
(4) 
Xl , X2 ) 
0 B "Is \0/0, 0/0 := 0. (5) 
This states how the uncertainties change if an event is split into two; it is also 
connected to Huffman codes and algorithms (cf., e.g., Reza, 1961; Picard, 1972). 
We have the classical recursivity if/3 = 1. For most information theoretical 
purposes however, there seems to be no strong reason for restricting ourselves 
to/3 = 1. The entropy {In} of a randomized system of events is k-symmetric 
(k/> 2) if 
(x l ,  x~ ,..., xk) = Ik (xr(1), xr(~),..., xr(~)~ 
Ik P l ,  P2 ..... P~ \Pro), P~(2) ,..., P¢(~)/ 
for all (~1,v2 ..... ~) e/2~ × /'k and all permutations r on {1, 2,..., k} (meaning 
INSET ENTROPIES OF DEGREE ]3 317 
simply that uncertainty does not depend upon the labelling of events). Finally, 
our inset entropy is measurable if the function 
is measurable on ]0, 1 [ for all fixed (xl, x2) ~ £2z. We prove the following. 
THEOREM. There exists a function ~,: B -+ R such that 
Pl , P2 ..... p~/ ~,(xj) P9 -- ~ xj 
j=l .= 
for all (x~ ..., x,,) ~ £2, × /", (n = 2, 3,..) (6) 
pl .... , P~ 
with fl ~ O, 1 and with the convention 
0 ~ :-~ 0 (7) 
if, and only if, the sequence [.~: D,, × /"~ -+ R (n = 2, 3,...) is 3-symmetric and 
fi-recursive, as long as fi ~ 2. In the ease fi = 2 we need, for the " i f"  part, the 
additional supposition that 
t~--~I2 (1 xa, 
x) (8) 
is measurable for allfixed (xl, x2) ~ £2 2 . 
3 
Pro@ It is obvious that any inset entropy, given by (6) and (7) with arbitrary 
y: B--~ R, is fi-recursive, symmetric and measurable. Now we prove the 
converse. 
We introduce a function f: g2 2 × [0, 1] --+ R by 
f (x l ,  x2 ; t) = I~ l - - t ,  (9) 
[cf. (8)]. The/?-recursivity (4) means, for n = 3, 
f3 P l  , P2,, p j  =/2  Pl @ P2 , P3 @ (Pl @ P2) ¢ f2 \Pl/(Pl +Pg_),P2/(Pl +P2)/ 
( Xl , X~ , X3) 
for all P l ,  P2, P3 ~ sQ3 × /"3, (10) 
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with the convention (5). The 3-symmetry, (9), and (10) imply, on the one hand, 
that I z is symmetric too (that is, the inset entropy is also 2-symmetric), thus 
f (x l ,xe ; t )=f (x2 ,x l ;1 - - t )  fo ra l l (x l ,x~)E~e, tE [0 ,1 ] .  (11) 
On the other hand, define 
D = {(s, t) I sc  [0, 1[, t~[0,  1[, s4- t ~< 1). (12). 
Then we have 
f (x  1 k9 x2 ,  x3 ; t) + (1 -- t)~ f (x l  , x 2 ; s/(1 - -  t)) 
X2 ' = I8 1L  S = Ia 1-- s _ t, s, - -  t, t, 
= f (x  1 <9 x3,  x e ; s) + (1 -- s )S f (x l ,  x a ; t/(1 - -  s)) 
for all (xl,  xe, x3) ~ £23, (s, t) ~ D. (13) 
For fixed (Xl, x2,  x~) ~ f2~, we get from (13), with the notations 
f l (s) = f (x l  U x~, x 2 ; s), fa(t) = f (x  I U xe, x~ ; t), 
f4(v) = f (x l  , xe ;v), f~(u) = f (x l ,  x~ ;u), (14) 
the equation 
A(s)  + (1 --  s)~A(t[(1 -- s)) = A(t) 4- (1 -- t) ' f4(s/(1 - -  t)) 
for all (s, t) ~ D. (15) 
In Kannappan and Rathie (1975) the general solutions, measurable on ]0, 1[, 
have been determined for this equation in all cases/3 ~ 0, while in Kannappan 
(1978) all solutions have been retrieved without measurability or any other 
regularity conditions but there 3 =~ 2 had to be supposed also. (This is the 
reason for the additional supposition, in the Theorem, for 3 = 2. See also 
Remarks in Section 4.) In both papers, among others (f l  and f3,  which we do 
not need here), 
f4(v) = CS~(v) 4- Av  e Jr- B ,  f2(u) ---- CS~(u) 4- n2u ~ 4- Be (u, v ~ [0, 11) (16) 
has been derived from (15), where 
S~(v) :=  v~ 4- (1 -- v)~ -- l, (v e [0, 1)] (17) 
with the convention (7). 
and 
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In view of (14), if we let x 1 , x 2 , and x a vary again, we get 
f (x l  , x~ ; v) = C(x~ , x~) &(v)  + A(xl,  x~)v~ + B(x 1 , x~) (18) 
f (x l  , x 3 ; u) : C(x 1 , xa) So(u ) -[- A(x l  , xa)u ~ @ B(xl  , xa). 
(We have dropped the subscripts in -//2 and B 2 since the difference from (18) is 
indicated already by the different variables in A and B). However as seen from 
(16), C has to be the same for f4 and f2 ; thus 
c(<,  ~) =- c(x~, ~). 
Here, setting x 3 = 0 and y(xl) :=  C(x 1 , 0), we see that 
c(xl,  x~) = 7(~1), 
so that (18) goes over into 
Y(~l,  x~ ; v) = r(xl) &(v) + A(xl , ~)~ + B(~I , x~) (~ ~ [0, 1]; On:= 0). 
(19) 
We substitute now (19) into (11) and get that 
~(Xl) XB(t) @ A(Xl, x2)tB -~- B(Xl, x2) 
= 7(x~) &(1 - t) + A(x~, xl)(1 - t)~ + B(x2, .1) 
for all (xl, x2) e 92,  t E [0, 1]. (20) 
We make now two observations. By the definition (17), S~(1 -- t) = S~(t). On 
the other hand, while S~(t), t s and 1 are linearly independent for /~ :~ 0, 1, 
(1 --  t) ~ is not independent of them, rather 
(1 - -  t )  ~ = S~(t )  - -  t e + 1. (21)  
In view of these, (20) goes over into 
y(xl) &(t) @ a(xl ,  x2)tS @ B(Xl, x2) 
= y(x2) S~(t) 4- n (x2 ,  xl)[S~(t ) -- t~ + 11 7- B(x~, xl) , 
(t ~ [o, 1], (~,  ~) ~ o2) 
and comparison of the coefficients of Se(t ) gives 
r(~l) = r(x0 + A(x2, ul) 
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A(x~, x2) = y(x~) -- ~(x~) for all (x~, xc) e t9 c . (22) 
Finally, we put s = 0 into (13) while taking (7), (19), and (21) into account, 
and obtain 
y(x 1 U x2) S~(t) + A(x 1 ~ x2, xa)t~ -7 B(x 1 W x=, xa) -7 [S~(t) -- t ~ -7 1] B(Xl , x2) 
~- B(x I k) xs ,  x2) @ ~,(xt) as(t ) -7 A(x l  , Xa)t B -7 B(x I , xz). 
Comparing, again, the coefficients of S~(t) (we do not need the others), we get 
B(x l ,  x~) = 7(xl) - -  7(xl  w x~) for all (~1, ~c) e S?c. (23) 
Putting (17), (22), (23), and (9) into (19), we have now 
( x~ , x2 ) 
Ic l - -v ,  v =f (x l '  xc'v) 
= 7(x~)[vB + (1 - v)B - 1] 
+ [7(x~) - ~(~l)]v' + ~,(~) - ~(x~ u xc) 
for all (xl,  xc) ~ g?c, v ~ [0, 1], (0 n :=  0). (24) 
This shows that (6) holds for n = 2. Suppose it is true for n -- 1 then, by 
the fi-recursivity (4) and by (24), 
, X2 ,**., Xn~ 
.... ( ) 
= In-~ p~ + P2, P,~ ,.", P~ -7 (p~ + pc)~ Ic \P~/(P~ + Pc), P2/(P~ -7 P2) 
= y(X lt.) 9C2)(p I -Tp2)B -7 ~ r(Xj )pjB __ y(X 1 U X c U "'" k..) Xn) 
J=8 
[ Pfl pc s y(xl w x2) ] -7 -7 p~)~ 7(xO (p~ + pc)B + 7(Xc) (p, + p~)B 
= ~,(xj) pfl -- ~, x; 
j=l 
for all (x~, x 2 ,..., x~) ~ D, ,  (p~, Pc ..... P,) ~/'~ 
[again with the conventions (5) and (7)], that is, (6) holds also for n. This 
concludes the proof. 
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Remarks. I f  7 is constant [a(21-e -- 1) -1, say], then (6) is a constant multiple 
of the entropy of degree/3, HnB(pl ,..., p~), as defined in (3). If we define 
g(x) :=  a(21-e -- 1) -1 -- y(x), 
then (6) goes over into 
I~ Pl , P2 ,..., Pn/ = g x~ - pj~g(xj) + aH~(p l  ,..., p~) 5=1 
[(X 1 .... , Xn) E On,  (Pl , '" ,  Pn) ~ Vn ; /3 :~ 1]. (25) 
As/3 --+ 1, the expression (25) tends to 
g x~ - -  p~g(x) + aH~(p l  ,..., p~), (26) 
.= 
the result found in Acz61 and Dar6czy (1978), under measurability condition, 
in the case/3 = 1, where Hn is the Shannon entropy 
H=(P l ,  Pz, . . . ,  Pn) - -  - -  P~ l°g2 Pk (0" log 0 0). 
k=l 
In that case the measurability condition was essential, since otherwise there 
exist other solutions (of. Acz61 and Dar6czy, 1975, Sect. 3.5). However, we 
conjecture that, in the case fi = 2, the measurability condition couM be dropped 
and still the same result obtained. The requirement /3 v~ 2 has come into 
Kannappan (1978) the following way. By simple computations (15) is reduced to 
h(1 -- x) + (1 - -  x) ~ h(y/(1 - -  x)) = h(y )  -}- (1 -- y)~ h(1 -- x/(1 - -  y)). (27) 
Defining H(x)  ~- h(x) - -  h(1 -- x) one gets, after some manipulations, 
(1 - -  2 =-e) H(x) = O, 
thus, i f f i£@ 2, then H(x)  = O, h(x) = h(1 --  x) and (27) goes over into 
h(x) 4:- (1 - -  x) ~ h(y/(1 - -  x)) = h(y)  + (1 - -  y)e h(x/(1 - -  y)),  
an equation which, for 13 ~= 0, 1 has been completely solved by Dar6czy (1970) 
without any regularity supposition. In the case/3 = 2 we had to fall back on 
Kannappan and Rathie (1975) who have determined the general measurable 
solutions of (27) for all/3 > 0. A different proof may (or may not) be found 
which would determine all solutions without measurability (or other regularity) 
suppositions, also in the case/3 = 2. 
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As to t3 = 1, in Acz61 and Dar6czy (1978) we have supposed measurability. 
An argument in Kannappan (1978) yields that any other condition under which 
t ~ --a[(1 -- t) log(1 -- t) + t log t] ÷ Ct 
is the general solution of the so called fundamental equation of information 
(equation (15) with f l  = f2 ~- f3 = f4 and fi = 1 ; cf. Acz6l and Dar6czy (1975, 
Chap. 3)), for instance boundedness of (8) on an (arbitrarily small) interval (see 
Diderrich, 1978), leads to the same result. 
In Dar6czy (1970), Kannappan and Rathie (1975), and Kannappan (1978), 
/3 ~ 0 was supposed. However, the arguments here remain valid for negative/3 
if one accepts the convention 0 s :=  0. 
This research as been supported in part by National Research Council of 
Canada grants. 
RECEIVED: May 9, 1978 
Note added in proof. The first author has recently disproved the conjecture in the 
Remarks, by noticing that any derivation d (and thus also h = CS2 + d) satisfies Eq. 
(27) for fi = 2. A derivation is a function d: R ~ R satisfying 
d(x + y) = d(x) + d(y) and d(xy) = x d(y) + y d(x). 
Such nontrivial (not identically zero) derivations do exist, but ali measurable or 
bounded derivations are identically zero. 
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