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ABSTRACT 
Bridges are susceptible to severe damage due to wave-induced forces during extreme events 
such as floods, hurricanes, storm surges and tsunamis. As a direct impact of climate change, 
the frequency and intensity of these events are also expected to increase in the future. The 
damages to bridges lead to substantial community impact during emergency and post-
disaster recovery activities. Hence, viable restoration strategies are needed to enhance the 
resilience of bridges under extreme wave hazards. The research on the quantification of 
vulnerability and resilience of bridges under extreme wave forces is limited. In particular, 
vulnerability and resilience assessment tools for bridges under different hazard intensity 
levels are required to quantify the resilience. This research addresses these research needs 
by providing a comprehensive vulnerability assessment framework for bridges subjected to 
extreme hydrodynamic forces. 
A comprehensive literature review is first conducted on the four resilience assessment 
elements, namely external wave force characterization, structural response, vulnerability 
assessment and resilience quantification to identify the existing gaps in knowledge, 
particularly in vulnerability and assessment methods. 
Unified resilience indices, based on the “resilience triangle” concept, are proposed to take 
into account the effect of the consideration of resources (cost) and environmental impact and 
their relative importance to the decision makers in the resilience quantification. Such indices 
are important for stakeholders as they provide a linkage between the social (time), economic 
and environmental impacts in the assessment of restoration strategies. 
An integrated vulnerability assessment framework for bridges with strong connectivity 
between super- and sub-structure is proposed. The framework includes both static and time-
 xxvii 
 
history analyses to examine the performance of bridges subjected to significant 
hydrodynamic forces. The uncertainties in force and structural parameters are taken into 
account and the probability of damage is estimated using six damage states that define the 
pre- and post-peak response of bridge. The pier drift is taken as the engineering demand 
parameter. The use of two-parameter intensity measures that can provide an accurate 
estimation of the response of bridge such as momentum flux (hu2) and moment of 
momentum flux (h2u2/2) is investigated.  
To demonstrate the proposed framework, a numerical model is developed for a case study 
bridge located in a flood-prone region in Queensland, Australia. The accuracy of the piers 
model is validated using published works on small-scale pier specimens that have limited 
ductility. The effect of strengthening of bridge piers using fibre reinforced polymer (FRP) 
jackets is examined.  
The overall fragility functions for all intensity measures (velocity, inundation depth, 
momentum flux and moment of momentum flux) are obtained for both initial and 
strengthened bridge. The reduction in scatter of fragility data is examined for the two-
parameter intensity measures for all damage states. The viability of the use of FRP jackets 
for enhancing the resilience of bridges under extreme wave forces is also evaluated. The 
application of unified resilience indices based on the damage probability data obtained from 
fragility analysis is discussed for different intensities of the hazard.  
The main contribution provided by this research is the comprehensive vulnerability and 
resilience assessment methods for bridges under extreme wave hazards. Such methodologies 
can assist in the evaluation of the different pre-disaster strengthening and recovery schemes 
for bridges. Decision makers (e.g., road authorities) can use the outcome of this research to 
 xxviii 
 
assess the different retrofitting options for bridges taking into consideration the time, cost 
and energy consumption associated with each option. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Bridges are critical transportation infrastructure elements due to their important role in 
supporting the country’s economic growth, facilitating timely access between the regions 
across the country and assisting the emergency response and recovery operations in the 
aftermath of natural disasters. In Australia, there are about 53000 road bridges that contribute 
to a total road length of more than 877000 kilometers (BITRE, 2018; Caprani, 2018; 
Wiggins, 2018). The past notable flood events in Australia have shown that bridges are 
susceptible to substantial damage due to the significant wave-induced forces (Pritchard, 
2013). Queensland flood events resulted in 89 and 43 damaged bridges in 2010/2011 (central 
and southern areas) and 2013 (Lockyer Valley area), respectively (Setunge et al., 2014). The 
total damage cost of road infrastructure as a result of flood events in 2010 to 2012 and 2013 
was about $7 billion and $900 million, respectively (Pritchard, 2013; Queensland 
Government, 2013). In addition, the post-disaster reconnaissance reports from other weather 
hazards around the world such as hurricanes, typhoons and tsunamis have shown that bridges 
are among the most vulnerable components in the transportation network (Ataei, 2013). For 
instance, hurricanes Ivan (of 2004), Katrina (of 2005), Ike (of 2008), Sandy (of 2012), 
Harvey, Irma and Maria (of 2017), Florence (of 2018), Indian Ocean and Tohoku tsunamis 
of 2004 and 2011, respectively, and typhoon Haiyan of 2013 all have caused severe damage 
to bridges (Akiyama et al., 2013; Bueno, 2017; Douglass et al., 2004; Ghobarah et al., 2006; 
Godart, 2017; Iemura et al., 2005; Kaufman et al., 2012; Kawashima and Buckle, 2013; 
Kosa, 2011; Mas et al., 2014; McAllister, 2014; McDonald, 2017; Moon, 2018; Mosqueda 
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et al., 2007; Pritchard, 2013; Robertson et al., 2007; Robertson et al., 2007; Stearns and 
Padgett, 2011; Unjoh, 2006). The effect of climate change and global warming on the rainfall 
rates and sea level rise would likely lead to an increase in the severity and intensity of these 
disasters, and hence bridges are expected to be subjected to more significant forces in the 
future events (Dale et al., 2001; ICF International, 2007; Knutson et al., 2010). 
In the design of bridges, detailed quantification of the magnitude and action of forces is 
initially required. The variability of forces is a function of the inundation depth, wave 
parameters and bridge topologies. The main wave parameters include wave height, clearance 
and wave period, whereas bridge geometrical characteristics include the presence of air 
vents, deck support, deck inclination, girder type, girder spacing, railing or parapet type and 
the presence of nearby structures. In addition, different failure mechanisms may exist in 
bridges, depending on their design details and class (Figure 1-1). Bridge decks are generally 
uplifted and laterally displaced during the passage of waves. The connection between the 
deck and piers is among the major considerations taken in the analysis of bridges. More 
information on the failure of deck to substructure connections can be found in Refs. Hayes 
(2008); Lehrman et al. (2011); Livermore (2014); Robertson et al. (2007). 
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Figure 1-1. Illustrative diagram of potential damage in bridges subjected to extreme wave-
induced forces: (a) bridge main components; (b) unseating of simply supported decks; (c) 
significant lateral displacements of piers in bridges with a strong deck-substructure 
connection; and (d) uplifting and lateral displacement of foundation. 
 
The increase in post-hazard data has initiated research studies that address the sources of risk 
and resilience of bridges under extreme wave hazards. Resilience can be defined as the 
metric used to measure the performance of an infrastructure facility after an extreme event 
and during the recovery stage, while risk refers to the combination of extreme events 
probabilities and their consequences (Broccardo et al., 2015; Decò and Frangopol, 2011; 
Gidaris et al., 2017). In a more comprehensive definition, resilience refers to the ability of a 
system to reduce the probability of a shock, contain the shock when it occurs, and restore its 
performance rapidly after the shock (Bruneau et al., 2003). In this context, resilience loss is 
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defined by the size of the performance (quality) degradation from the instant of extreme 
event (tο) to the time at full restoration of performance (t1), as graphically shown in Figure 
1-2. The development of a resilience evaluation framework can support the post-hazard 
rehabilitation and risk mitigation schemes, which requires vulnerability models of bridges 
to quantify the possible damage levels at the different hazards’ conditions. Therefore, 
fragility functions that take into account different bridge classes and retrofitting schemes are 
essential to achieve this task. 
 
 
 
 
 
Figure 1-2. Conceptual definition of resilience (Bruneau et al., 2003). 
 
1.2 Research Significance 
Despite the increase in number of research studies on the performance of bridges subjected 
to extreme wave hazards over the past decade, there is currently no established framework 
with explicit procedures for the quantification of resilience. The multi-phase state of the art 
review presented in this research identifies this need by providing a detailed classification 
and identification of the existing methodologies related to force estimation, bridge element 
response and fragility and restoration models based on different hazard characteristics and 
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bridge classes. In addition, broader expressions for resilience that take into account resources 
and environmental effects are not covered in detail in the previous studies. 
Most of the existing analytical fragility models for bridges subjected to extreme wave 
hazards have focused on simply supported decks. In addition, even though the use of 
retrofitting schemes such as shear keys and restrainer cables can prevent the large 
displacements of simply supported decks, extensive damage can occur in the substructure as 
a result of force transfer. Hence, the investigation of the effectiveness of a strengthening 
method (carbon fibre jacket) can assist in prioritizing the retrofit schemes for bridge piers.  
The comprehensive framework adopted in this research provides a methodology for 
developing fragility functions based on nonlinear static pushover analysis. A better 
prediction of the bridge response is obtained in this study by using intensity measures that 
combine the two main elements of hydrodynamic forces, namely, inundation depth and 
velocity. The comparison of the fragility functions of the initial and retrofitted bridges can 
support informed decisions for a range of bridge classes in the network. Moreover, a 
framework for inclusion of the resources and environmental impact in resilience 
quantification is presented and its application is demonstrated. 
 
1.3 Research Questions 
Based on the comprehensive literature review conducted, the following main research 
questions have been identified: 
1) What are the gaps in knowledge on resilience assessment for bridges under extreme 
wave loading? 
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2) How can the effect of resources and environmental impacts be included in a unified 
resilience index? 
3) What is the analysis methodology to estimate the fragility of bridges? 
4) How can the bridge be modelled to estimate the vulnerability under extreme wave 
loading? 
5) How can the resilience of bridges be impacted by strengthening? 
 
1.4 Research Aims 
The overall aim of this research is to provide a comprehensive framework to quantify the 
resilience of bridges subjected to extreme wave-induced forces. To achieve this aim, the 
following specific objectives can be identified: 
1. Review of methods for quantifying resilience of bridges subjected to extreme wave 
hazards. 
2. Develop new expressions for resilience restoration that simultaneously account for 
the time, resources (cost) and environmental impacts of different recovery options 
with variable importance levels to different stakeholders. 
3. Develop a framework for evaluating the vulnerability of bridges under wave-induced 
forces from flood and other wave hazards. 
4. Develop a numerical method for modelling the fragility of bridges and validate the 
accuracy of the model using published works of small-scale bridge piers. 
5. Examine the viability of the use of carbon fibre wraps as possible retrofitting schemes 
for bridge piers subjected to extreme wave hazards. 
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1.5 Research Scope 
This research is subdivided into two main parts that are designed to achieve the overall aim 
of the study. The first part presents a comprehensive review of the resilience assessment of 
bridges that consists of four main phases: external wave-induced forces, structural response 
of bridges, vulnerability assessment, and post-disaster recovery. The first phase discusses 
the different types of forces initiated on the bridges and their influential parameters. It 
provides an overview of the relationship between these parameters and critical conditions. 
The empirical methods for estimating wave forces are also discussed and their practical uses 
and limitations are highlighted. The second phase addresses the different methods reported 
to examine the bridge response under wave hazards. The effect of deck connection details 
on the response of bridges is specifically discussed. The third phase discusses the existing 
methodologies adopted for developing fragility models for bridges, particularly under 
hurricane- and tsunami-generated waves. The last phase describes the different restoration 
models for bridges and explains the concept of resilience. In addition, the quantification of 
resilience using the resilience triangle concept is expanded in this part of the research to 
include the effect of resources and environmental impacts of different recovery options. The 
real application of unified resilience indices has been explained using a demonstration 
example within the engineering area. 
The second part of research involves establishing a comprehensive framework for 
developing fragility models for bridges subjected to significant hydrodynamic forces. A 
three-dimensional finite element model of a 1/5 scale circular bridge pier was first developed 
and validated using published work. The pier model was then converted to a full-scale model 
and added to a typical four-span concrete girder bridge model. The deck is assumed to have 
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a strong connection with the substructure. The nonlinear static pushover analysis was used 
to obtain the capacity-demand relationship. Six main damage states were defined for the 
bridge using the capacity curve of the mean concrete and steel strengths, namely, (a) slight, 
which corresponds to first crack stage, (b) moderate, which corresponds to the yielding stage, 
(c) extensive, which corresponds to the peak (ultimate capacity) stage, (d) 10% drop in 
capacity, (e) 20% drop in capacity, and (f) 50% drop in capacity. The last three damage states 
that define the post-peak reserve strength are important for evaluating the ductility of bridge 
subjected extreme wave forces. The drift ratios are used as the engineering demand 
parameters (EDPs) for damage assessment, since the structure is subjected to lateral loads. 
The intensity measures adopted in the fragility analysis are the inundation depth, velocity, 
momentum flux and moment of momentum flux. The developed fragility framework is also 
examined on strengthened piers with carbon fibre jackets using non-linear time-history 
analysis.  
 
1.6 Thesis Content 
This thesis consists of seven chapters. The significance of developing the resilience 
framework along with aim and scope of this research are explained in this chapter. Based on 
the two main parts of this research discussed in the previous section, the additional chapters 
are outlined as follows: 
Chapter 2. A detailed discussion of the past research and background information aligning 
within the four main relevant areas of research for bridges under extreme wave hazards is 
provided in this chapter. 
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Chapter 3. The use of unified resilience indices that consider resources and environmental 
impact is explained in this chapter. 
Chapter 4. The proposed framework for fragility analysis of bridges subjected to extreme 
wave forces is discussed in this chapter. 
Chapter 5. The development and validation of numerical model of case study bridge is 
presented in this chapter. The structural analysis of initial and strengthened bridge is 
discussed. 
Chapter 6. The fragility functions for initial and strengthened bridge are compared and 
analysed in this chapter. The fragility analysis results are used to quantify the resilience 
restoration strategies considering the effect of recovery time, resources and environmental 
impact. 
Chapter 7. The main conclusions and recommendations for future research are presented in 
this chapter. 
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CHAPTER 2 
LITERATURE REVIEW 
2.1 Introduction 
The primary aim of this chapter is to present a detailed literature review on the resilience of 
bridges to extreme wave-induced forces. The interaction of the considerations related to 
design force and bridge details assists in the development of a comprehensive framework 
for the assessment of the vulnerability of bridges. However, the independence of each 
research area poses a challenge to current design and risk assessment studies. For example, 
most investigations on the estimation of forces assume absolute rigidity in the 
characterisation of the bridge deck. However, recent studies have shown that the deck’s 
lateral stiffness can influence the magnitude of forces (Cai et al., 2017; Xu and Cai, 2015, 
2017). Hence, detailed analyses of the structural behaviour of decks, girders and piers under 
different forces are required. Although provisions for estimating the forces for the design 
and retrofit of bridges have been published, these design procedures have some limitations 
related to their accuracy and applicability to extensive bridge and wave types (AASHTO, 
2008; ASCE, 2016). In order to quantify resilience, four comprehensive modules, namely, 
(i) characterisation of external wave-induced forces, (ii) global and local structural responses 
of bridges, (iii) vulnerability assessment of damaged components, and (iv) post-disaster 
recovery, are discussed. These modules constitute the integrated knowledge needed for the 
prediction of the resilience of infrastructure under extreme wave-induced loads and are 
adopted from the classic framework of Performance-Based Earthquake Engineering (PBEE) 
methodology by the Pacific Earthquake Engineering Research (PEER) Center (Günay and 
Mosalam, 2013) (see Figure 2-1). The practical knowledge summarised here will assist in 
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outlining current advances and future needs in research on the resilience of bridges to 
extreme natural hazards. 
 
 
 
 
Figure 2-1. The four-phase resilience assessment of bridges. 
 
2.2 Characterisation of Wave-Induced Forces 
The first phase of resilience describes the broad classification of extreme wave-induced 
forces on bridges, which include hydrostatic, hydrodynamic and impact forces. However, 
they vary widely depending on the type of wave, which in turn, is affected by the location 
of the bridge. Figure 2-2 presents the two main types of bridges, based on their location and 
the types of forces. As the figure shows, the presence of waves on bridges adds additional 
force parameters that need to be identified. In addition to the seawater level (d), other 
parameters control the magnitude of forces, including the wave length (λ), wave period (Tp), 
clearance (z), wave height (H) and crest elevation (ηmax). The wave length (λ) is the distance 
between two consecutive wave crests or troughs. The wave period (Tp) is the time taken for 
a wave to travel one wave length (λ). The clearance (z) is defined as the distance between 
the storm water level and deck bottom, and it has negative values when the storm level is 
above the bottom of the girders. The wave height (H) is defined as the distance between the 
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wave crest and its neighbouring trough. In extreme wave hazard records, significant wave 
height (Hs) is typically reported, which is the mean of the highest one-third of waves 
(AASHTO, 2008; Huang and Xiao, 2009). The maximum wave height (Hmax) can be taken 
as 1.8Hs (AASHTO, 2008; Ataei and Padgett, 2012). The crest elevation (ηmax) is the distance 
between the level of stormwater and the maximum elevation of wave crests (AASHTO, 
2008; Douglass et al., 2006). Other parameters related to bridge geometry include deck width 
(W), length (L), inclination angle along the longitudinal axis (θ), girder spacing (S), girder 
height (dg), and the presence of air vents, parapet properties and lateral restraints (see Figure 
2-3). 
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Figure 2-2. Classification of main forces on bridges. 
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Figure 2-3. Exemplificative diagram for main wave force parameters. 
(Note: H: wave height; ηmax: maximum crest elevation; θ: deck inclination angle; S: spacing between girders; dg: girder height; L: length of 
bridge; W: width of bridge; d: storm water depth; z: clearance; λ: wavelength). 
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However, in inland bridges, surging free surface with minimal wave effects is usually 
predominant. Hence, the inundation ratio (d*), flow velocity (u) and force coefficients (C) 
are usually sufficient for the prediction of the forces. The inundation ratio of surging free 
surface (d*) is defined as the ratio of the relative distance between the elevation of the bottom 
of girders and the elevation of free water surface to the overall deck depth. The following 
sections discuss cases corresponding to severe forces and their inter-relationship with the 
flow and bridge characteristics. Note that the work presented in this research focuses on 
extreme wave-induced forces only; therefore, other types of damage caused by long-term 
flooding effects, such as scouring, are beyond the scope of this research. Information on the 
effect of scouring on bridge performance can be found in Refs. Deng and Cai (2009); Devi 
and Barbhuiya (2017); Ettema et al. (2004), among others. 
 
2.2.1 Hydrodynamic Forces 
In the theory of fluid mechanics, wave-induced hydrodynamic forces are defined as the 
vertical and horizontal force components that result from the shear and normal stresses 
initiated by the resistance of a structure to movement at moderate and high velocity steady 
flows (Azadbakht and Yim, 2014; Kerenyi et al., 2009). In the context of this research, the 
vertical and horizontal components of hydrodynamic forces are referred to as the uplift and 
drag forces. As these forces act on the deck, an overturning moment can also be initiated. 
The hydrodynamic force is a function of the velocity of flow, the projection area of the 
structure and the drag or lift coefficients, which are mainly dependent on the shape of the 
structure. The hydrodynamic force is expressed using the following equation (FEMA, 2008; 
Kerenyi et al., 2009): 
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F = 0.5 ρs C b h u2                                                                                                             (2-1) 
In Equation 2-1, ρs is the density of sea water (usually taken as 1027 kg/m3); C is the force 
coefficient; b is the width of the projected area of the structure; h is the depth of inundation; 
and u is the flow velocity. Investigation of the drag forces on bridges started as early as 1965 
with the study documented by Tainsh (1965) on submerged inland bridges. It was reported 
that the presence of a deck increases the drag force by approximately 15%, while there is no 
significant effect of the spacing of girders. The study by Denson (1982) identified the effect 
of uplift forces and bending moments on inland bridges. Research on the forces on inland 
bridges continued with a series of investigations by Apelt (1986a, 1986b), Jempson et al. 
(1997) and Jempson (2000), who proposed reliable coefficient design charts for 
hydrodynamic loads. In addition, investigations by Kerenyi et al. (2009) showed that inland 
bridges with round edges have drag forces approximately 50% smaller than AASHTO-type 
girder bridges. Although early research by Denson (1978, 1980) related the failure of coastal 
bridges to the bending moments created by waves, it did not discuss the effects of other main 
parameters such as wave period and wavelength. The methodologies for the prediction of 
wave forces on flat plates and offshore platform structures using Morison’s (Morison et al., 
1950) approach were initially adopted for coastal bridges. However, the efficiency of such 
methods was questioned for the following reasons: a) the kinematics of waves are affected 
by the bridge decks, b) coastal bridges are located at small distances to still water level 
compared to offshore platforms, c) the width of bridges is significantly larger than the 
wavelength (up to four times the wavelength), and d) significant uplift forces are usually 
applied on coastal bridge decks due to the absence of air-relief openings (Bradner et al., 
2010; Bradner et al., 2011; Douglass et al., 2006). 
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The main observations of the relationship between the wave forces and wave parameters are 
highlighted in Table 2-1. Each parameter is presented with its effect on uplift, drag, buoyant 
and slamming forces. Based on this information, the wave uplift force generally shows an 
increase with the wave height with either a polynomial or a linear trend (Bradner, 2008; 
Bradner et al., 2010; Bradner et al., 2011; Guo et al., 2015; Meng and Jin, 2007; Schumacher 
et al., 2008). Downward forces usually occur due to the suction of air pockets and the weight 
of overtopping water (Ataei, 2013; McPherson, 2008). Cuomo et al. (2009) reported that the 
increase in uplift forces depends on the difference between the crest elevation and the 
clearance. In addition, the drag force shows large magnitudes at small wave periods, whereas 
the uplift force increases with the increase in wave periods (Guo et al., 2015; Jin and Meng, 
2011; McPherson, 2008; Xiang et al., 2018). However, Jin and Meng (2011) reported that 
the increase in drag force reduces at high wavelength/deck width ratios.  
The research focus on the critical conditions of wave forces has recently included other 
factors related to bridge geometry, the existence of air entrapment and the location of the 
bridge. As reported by Mazinani et al. (2015), current studies concern mainly bridge 
superstructure parameters, and little attention has been given to the effect of pier geometries. 
A summary of the observations of these factors is presented in Table 2-2. The total uplift 
force is used in the table, as most research studies on this topic do not differentiate between 
hydrodynamic and hydrostatic (buoyant) uplift forces. The study by Marin and Sheppard 
(2009) showed that the increase in AASHTO girder depth results in an increase in uplift 
forces. In addition, the investigation of the effect of air entrapment involves two main 
approaches. In the first approach, the girder spacing area is filled with panels that had air 
openings, while in the second approach, air vents are created on the deck surface to allow 
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the air to be released during the wave passage (Azadbakht and Yim, 2016; Seiffert et al., 
2015; Xu et al., 2016).  
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Table 2-1. Summary of state of-the-art on inter-relationship between wave parameters and wave forces and critical conditions. 
Parameter Variation in wave forces Main 
conclusions/remarks 
Uplift Drag Buoyancy Slamming/impulsive 
Wave height  - Uplift forces show a linear increase with the 
increase of significant wave height (Guo et al., 
2015; Meng and Jin, 2007). 
- The forces have polynomial trend with the 
wave height (Bradner et al., 2010). 
- The uplift forces are overcome by downward 
forces at larger wave amplitudes at low 
submergence (Seiffert et al., 2014). 
- The forces are reported to show an increase 
with the increase in wave height/water depth 
ratio (Seiffert et al., 2015). 
- An increase in forces with increase in wave 
height (Azadbakht and Yim, 2016). 
- Peak values exceeded the bridge self-weight at 
H/d= 0.306, 0.361 and 0.417 (Xu et al., 2017). 
 
- Polynomial increase in drag 
forces with increase in wave 
height was reported (Bradner et 
al., 2010). 
- Drag forces show large values 
at high wave amplitudes at high 
elevations, and small values at 
small amplitudes at low 
elevations (Hayatdavoodi et al., 
2014; Seiffert et al., 2014). 
- Increase with wave 
height/water depth ratio 
(Azadbakht and Yim, 2016; 
Seiffert et al., 2015). 
 
- Buoyant forces 
contribute 
significantly to 
magnitude of uplift 
forces when wave 
crest passes below 
deck (Azadbakht and 
Yim, 2016). 
- No significant effect 
reported. 
- Wave height is a 
major parameter in 
the magnitude of 
wave forces. 
- Wave height effect 
is a function of level 
of submergence. 
Submergence - The uplift forces showed an increase with the 
increase in clearance up to deck self-weight 
(Huang and Xiao, 2009). 
- Peak forces occur at inundation coefficients of -
0.8, -0.76 and -0.74 for AASHTO II, IV and VI 
girders, respectively (Marin and Sheppard, 
2009). 
- At zero clearance, similar uplift force 
magnitudes are reported for both flat plate and 
bridge models (McPherson, 2008). 
- Uplift forces show a decrease in magnitude at 
high submergence (Bradner et al., 2010). 
- At large deck elevation, small uplift forces at 
small depths and large values at larger depths are 
reported (Hayatdavoodi et al., 2014). 
- Drag forces are mainly caused 
by pressure of water at high 
submergence (Azadbakht and 
Yim, 2014). 
- Decrease in drag forces at 
high submergence observed 
(Bradner et al., 2010). 
- Large drag forces reported at 
relatively low submergence 
(Xu et al., 2015). 
- Drag forces show an increase 
at a clearance equal to zero at 
high submergence, while they 
decrease at low submergence 
(described for elevated plates). 
This effect is less at low 
- Buoyant forces 
show large 
magnitudes at large 
submergence levels 
(Azadbakht and Yim, 
2014). 
- The forces become 
significant when the 
water level increases 
to H/d = 2.95 
(Douglass et al., 
2006). 
- Slamming force and 
weight of water create 
downward force on deck at 
high submergence levels 
(Azadbakht and Yim, 
2014). 
- Peak slamming forces 
occur at zero and small-
range clearances. They 
reduce in large 
submergence cases (Guo et 
al., 2015). 
- Rapid increase in uplift 
slamming forces with 
submergence in presence of 
air vents (Qu et al., 2017). 
- Clearance is the 
main parameter of 
all wave forces. 
- Overall, peak 
forces occur at sub-
aerial conditions 
(low clearance), 
particularly uplift 
and slamming 
forces. 
- Increase in forces 
has threshold 
inundation level, at 
which no significant 
increase is reported. 
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- The uplift forces show large magnitudes at 
large submergence (Xu et al., 2015). 
- At relatively low clearance ranges, forces 
increase with reduction in clearance (Guo et al., 
2015). 
- An initial increase in uplift force up to peak was 
reported, followed by a decrease (McPherson, 
2008). 
- Uplift forces change to downward forces as the 
free surface reaches the top of the deck 
(Azadbakht and Yim, 2014). 
- Uplift forces show an increase at a clearance 
equal to zero at high wave amplitudes (Seiffert et 
al., 2014). 
- Peak uplift forces occur at clearance equal to 
zero (Xu et al., 2017). 
- Uplift forces show a decrease with increase in 
water depth, but not significant (Jin and Meng, 
2011). 
- Increase in uplift forces with increase in 
hydrostatic head (defined as crest elevation – 
clearance) (Cuomo et al., 2009). 
submergence (Seiffert et al., 
2014). 
- Peak values occur at an 
inundation ratio equal to -1.22 
(Xu et al., 2017). 
Wave period 
and 
wavelength  
- Increase in uplift forces with increase in wave 
period (Jin and Meng, 2011; McPherson, 2008).  
- Effect of water depth on uplift forces for high 
wave period becomes smaller (Jin and Meng, 
2011). 
- Largest drag forces occur at 
relatively small wave periods 
(Guo et al., 2015). 
- Initial increase in drag forces, 
followed by decrease when 
wavelength becomes 
significantly larger than 
superstructure width (Jin and 
Meng, 2011). 
- No significant effect 
reported. 
- No significant effect 
reported. 
- Wave forces 
generally show 
increase at 
relatively small 
wave periods. 
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Table 2-2. Details of effects of bridge geometrical characteristics on magnitude of wave forces. 
Characteristic Effect on forces Main 
conclusions/remarks 
Total uplift Drag Slamming 
Deck/girder type - Uplift forces show an increase with increase in 
depth of AASHTO girders (Marin and Sheppard, 
2009). 
- Flat plate and bridge models show similar uplift 
forces only at clearance close to zero (when water 
level is at bottom of girders) (McPherson, 2008). 
- Failure of seaward girder reduces uplift force by 
about 25% (Azadbakht and Yim, 2014). 
- Failure of seaward girder reduces drag 
force by about 15% (Azadbakht and Yim, 
2014). 
- No significant effect 
reported. 
- The number of 
girders does not affect 
the magnitude of 
forces (Hayatdavoodi 
et al., 2014). 
- Streamlined decks 
show smaller force 
magnitudes compared 
to girder decks 
(Kerenyi et al., 2009). 
Girder 
spacing/number 
- Decks with large girder spacing show less trapped 
air (Sheppard and Marin, 2009). 
- No significant effect reported. - Slamming forces decrease 
with reduction in number of 
girders (Sheppard and Marin, 
2009). 
- Overall force 
magnitude reduces in 
decks with fewer 
girders. 
Contribution of air 
entrapment/effect 
of air vents 
- Uplift forces in case of no air relief openings in 
panels between girders found to be six times larger 
than girders without panels (Seiffert et al., 2015). 
Apparent in the case of deck with large elevation 
above storm water level. 
- Significant reduction in uplift forces with air vents 
of 0.5% (relative to area of deck), without much 
reduction at higher opening percentages (Xu et al., 
2016). 
- Effect of air vents more effective at shorter wave 
periods. However, reduction can be more significant 
at larger wave periods and wave heights (Azadbakht 
and Yim, 2016). 
- Air relief opening of trapped air parameter (defined 
as percentage of difference of single and two-phase 
effects divided by two-phase effect) of 3% reduces 
uplift forces by up to 56% (Azadbakht and Yim, 
2016). 
- Effect of air-drilled holes between girders 
on drag forces less than effect on uplift 
forces (Seiffert et al., 2015). 
- Drag forces show an increase at air vent 
openings of 0.5% and remain almost 
constant at higher percentages (defined as 
width of opening to area of deck ratio). 
Increase attributed to redistribution of water 
pressure between girders as air is released 
through openings (Xu et al., 2016). 
- Drag forces show reduction in magnitude 
as a result of air entrapment (Seiffert et al., 
2014). 
- Drag forces show decrease of up to 39% 
with air opening ratio of 0.06 (Qu et al., 
2017). 
- Overall results show that use 
of air vents reduces impulsive 
forces for whole series of 
loading events. However, 
analysis using conservation of 
momentum and air/water 
compressibility shows that 
cushion effect under slabs 
without air vents reduces 
impact pressure on single 
element of superstructure and 
limits its rise time (Cuomo et 
al., 2009).  
- Uplift and drag slamming 
forces show a decrease of up 
to 80% and 16% with opening 
ratio of 0.06, respectively (Qu 
et al., 2017). 
- Effect of air 
entrapment is more 
pronounced on uplift 
forces than drag forces. 
- Air vents or relief 
opening have a certain 
optimum percentage, 
after which no 
significant reduction in 
uplift forces is 
obtained. 
 
22 
 
- Uplift forces show decrease of up to 68% with 
opening ratio of 0.06 (Qu et al., 2017). 
Railing/parapet - Increase in railing height increases uplift forces (Xu 
et al., 2017). 
- Increase in railing height has more 
significant effect on drag forces than uplift 
forces (Xu et al., 2017). 
- Use of perforation in parapet (21% of 
vertical deck projection) reduces drag forces 
by 17% (Lau et al., 2010). 
- No significant effect 
reported. 
- Further research is 
needed on different 
railing and parapet 
characteristics to draw 
clear conclusions on 
their effect on forces. 
Lateral stiffness - Less significant effect on uplift forces compared to 
drag forces (Bradner, 2008; Bradner et al., 2010; 
Bradner et al., 2011; Xu and Cai, 2015). 
- Low stiffness of superstructure leads to 
significant increase in drag forces.  
- Effect of inertia forces on total drag force 
becomes significant with increase in 
flexibility of deck/substructure interface (Xu 
and Cai, 2015). 
- Higher rotations cause larger amplification 
(defined as drag in flexible bearing/drag in 
fixed bearing) of drag forces (Cai et al., 
2017). 
- Different trends in slamming 
forces between rigid and 
flexible support decks due to 
change in deck vibration 
characteristics (Xu et al., 
2016).  
- Structural vibration 
for design of 
retrofitting systems 
recommended to be 
limited to 1.0 s (Xu 
and Cai, 2015, 2017). 
Deck inclination a - Uplift forces are larger in inclined decks by up to 
84% and 112% over flat deck with positive and 
negative angles towards seaward side, respectively 
(Bricker and Nakayama, 2014; Xu and Cai, 2014). 
- Drag forces show large magnitudes in 
cases where total crest elevation is higher 
than seaward girder surface level.  
- Forces increase up to 120% when deck 
inclination changes from -6o to +6o (Xu and 
Cai, 2014). 
- No significant effect 
reported. 
- Variation of moments 
is a function of both 
wave heights and deck 
inclination, as they 
depend on both 
magnitude of drag and 
uplift forces (Xu and 
Cai, 2014).  
Nearby 
bridge/structure 
- A factor of 0.9 is suggested for landward uplift 
over seaward force ratios (Xu et al., 2015). 
- Factor of 0.8 is suggested for landward 
drag over seaward force ratios (Xu et al., 
2015). 
- No significant effect 
reported. 
- Significant variation 
in forces occurs at 
relatively smaller gap 
between two decks (1 
to 5 m in full-scale 
model). 
- Disturbance in flow 
more significant in 
cases where gap 
between decks is 5 m 
(Xu et al., 2015).  
a The inclination angle is defined as the angle that the deck makes with the inlet or seaward side. Positive if it is upward and negative if it is downward. 
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Furthermore, Bradner et al. (2010) were the earliest researchers to report that the reduction 
in the deck lateral restraint stiffness has a more significant effect on the drag than the uplift 
forces. Xu et al. (Xu and Cai, 2015, 2017) conducted a further examination of this effect 
using lateral stiffness of between 15 kN/m and 1534 kN/m. The decks with the largest 
stiffness (1534 kN/m) showed the lowest magnitude of drag forces. In addition, the effect of 
inertia in the measurement of forces was found to be significant at low lateral stiffness. 
Hence, a stiffness limit of 383 kN/m (vibration period of 1 sec) was suggested for the design 
and retrofit of bridges (Xu and Cai, 2015, 2017). Other investigations of the effect of deck 
parapet, deck inclination and nearby bridges for different inundation ratios and clearances 
can be found in Refs. Bricker and Nakayama (2014); Chen et al. (2017); Lau et al. (2010); 
Xu and Cai (2014); Xu et al. (2015).  
 
2.2.2 Hydrostatic Forces 
As a wave approaches a bridge and the water level rises, two main static forces can be 
initiated, namely, buoyant and imbalance of water pressure. The buoyant forces are the uplift 
hydrostatic forces caused by the displaced water (Finnemore and Franzini, 2002): 
F = ρs g V                                                                                                                           (2-2) 
In Equation 2-2, g is the gravitational acceleration; and V is the displaced volume of water. 
As presented in Table 2-1, the buoyant forces make a significant contribution to the uplift 
forces in the following cases: a) when the wave crest is below the deck, b) at large 
submergence levels, and c) when the wave height/water depth ratio is around 2.95 
(Azadbakht and Yim, 2014, 2016; Douglass et al., 2006). The air entrapment significantly 
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increases the buoyant uplift forces, as discussed in the previous section. The accumulation 
of debris at the upstream side of inland bridges causes different water levels at the sides of 
the bridges, which cancels the equilibrium of hydrostatic pressure at both sides (Zevenbergen 
et al., 2012). The resulting differential magnitudes of hydrostatic forces lead to an 
overturning effect on the bridge. The hydrostatic force at one side of a vertical structure 
depends on the inundation depth, and it can be expressed as (FEMA, 2008): 
F = 0.5 ρs g b h2                                                                                                              (2-3) 
In Equation 2-3, b is the width of the structure. Hence, an accurate estimation of the effect 
of hydrostatic forces requires the consideration of the effect of debris damming from the 
surrounding environment. 
 
2.2.3 Impact Forces 
Most of the available studies reported that the main causes of impact forces are the 
interaction of the bridge with the water surge and its collision with moving debris. The first 
type has been described in the literature as the “impulsive” or “slamming” force that results 
from the compression of entrapped air pockets and the transfer of momentum when the water 
impacts the deck surface (Azadbakht and Yim, 2016; Cuomo et al., 2009; Guo et al., 2015). 
Table 2-1 shows that slamming forces are mainly affected by the level of submergence. The 
amount of entrapped air and momentum transfer are functions of the clearance and wave 
height (Guo et al., 2015), and hence, a change in these parameters has an effect on the 
slamming forces. At high submergence levels, the forces show a decrease as the effects of 
air pockets diminish. In addition, air vents have been found to facilitate the impact of water 
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on the deck soffit, which results in larger slamming forces as the water increases above the 
bottom of the girders (Qu et al., 2017). Cuomo et al. (2009) noted that the pressure that the 
entrapped air creates below the deck causes a cushioning effect that reduces the impact of 
water on the deck soffit. The release of air through the relief openings removes the 
cushioning effect and leads to an increase in the slamming forces. However, the researchers 
limited their conclusion to the individual elements and highlighted that different cases of 
force magnitudes exist, when the whole deck is considered. For instance, Marin and 
Sheppard’s (2009) analysis of an AASHTO girder bridge revealed that an increase in girder 
spacing decreased the magnitude of slamming forces. Debris types vary widely from a single 
wooden log to a large barge. Other factors play important roles in the impact force 
magnitudes, such as debris mass and velocity, added water mass, impact eccentricity and 
impact obliqueness. However, there is still insufficient discussion on the relationship 
between these factors and the resulting impact forces. For instance, a study by Nouri et al. 
(2010) of wooden debris showed that the contact duration is not affected by the velocity and 
mass of debris, whereas the data collected by Shafiei et al. (2016) using accelerometers 
indicated an increase in the contact duration for large acrylic debris masses. In addition, the 
investigations by Riggs et al. (2014) concluded that the added water mass does not depend 
on the velocity of debris, and the researchers did not recommend it to be considered in the 
estimation of impact force. However, Shafiei et al. (2016) and Ko et al. (2014) reported that 
the added water mass increased the impact force by up to 50% and 17%, respectively. An 
investigation by Haehnel and Daly (2004) of a rigid single-degree-of-freedom (SDOF) 
model revealed that the maximum impact force occurs when the collision of woody debris 
occurs at its centre and ends (minimum eccentricity and obliqueness). In addition, the 
relationship between obliqueness and impact force was found to take a sine function of the 
 
26 
 
angle that the impact direction makes with the debris longitudinal axis. More information on 
studies that have focused on the effect of velocity and shape of debris on the impact force 
and impulse can be found in Refs. Aghl et al. (2015); Aghl et al. (2014).  
 
2.2.4 Empirical Methods for Estimation of Wave Forces 
Recently, a number of studies have conducted parametric theoretical and experimental 
investigations to develop design-type equations for wave-generated forces on coastal 
bridges. The summary of the existing methods provided in Table 2-3 identifies the potential 
of each method and outlines its limitations which need to be addressed in future research. 
The earliest available empirical method for estimating the wave forces on bridge decks is 
the preliminary approach proposed by Douglass et al. (2006), following the devastating 
damage caused by hurricanes Ivan (of 2004) and Katrina (of 2005), and its main equations 
for the uplift (Fv) and drag (Fh) forces are expressed as follows: 
*
v v va vF c F−=                                                                                                                        (2-4) 
*[1 ( 1)]h r h va hF c N c F−= + −                                                                                                  (2-5) 
The main force components, *
vF and 
*
hF , (denoted as reference forces) are initiated by the 
uplift and drag pressure applied on the horizontal (Av) and vertical (Ah) projected areas of 
the deck, respectively. Hence, *
vF and
*
hF are defined based on the projected areas, unit 
weight of water and the distance between the maximum crest elevation and the deck soffit 
(Δzv) and centre of gravity of vertical projected area (Δzh). Figure 2-4 shows a schematic of 
the main force parameters. The pressure is a function of the crest elevation from the centroid 
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of the front side for drag forces and the bottom of the deck for uplift forces. The reference 
force magnitude is modified using the coefficients cv-va and ch-va (defined as empirical 
coefficients) to consider the variation in forces. In Equation 2-5, cr is an additional reduction 
coefficient for the drag force, while N refers to the number of girders. The method considers 
the static element of forces, and it assumes that there is a linear relationship between the 
forces and the hydrostatic pressure at the front of the deck. It is considered as a basic 
approach, and it can be further developed when more data are available.  
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Table 2-3. Comparison of empirical methods for estimating wave forces on bridge decks. 
Method Main assumptions Practicality Limitation Applicability based on direct measurements/other 
methods 
Observation Reference 
Jin and Meng 
(2011) 
- Drag force increases linearly with 
increase in inundated depth of 
superstructure. 
- Linear decrease in pressure exists 
between storm water level and 
wave crest.  
- Inviscid flow. 
- Incompressible fluid. 
- Irrotational flow. 
- Covers wide ranges of 
seawater levels. 
- Explicitly relates effect of 
superstructure width to 
magnitude of forces. 
 
- Based on two-dimensional 
model, which does not consider 
exact effect of air entrapment. 
 
- Smaller uplift and drag forces by 
up to 10% and 36% than 
McConnell’s (2004) method, 
respectively. 
- AASHTO (2008) equations 
show larger total uplift forces by 
about 67%.  
Jin and 
Meng (2011) 
McPherson 
(2008) 
-Forces mainly based on 
hydrostatic pressure and partially 
dependent on wave height. 
- Effect of wave height on uplift 
forces decreases with increase in 
water depth. 
- Provides more accurate 
estimation than Douglass et al’s. 
(2006) method in terms of effect 
of backside and overtopping 
water effects. 
- Explicitly considers effect of 
air entrapment on buoyant 
forces. 
- Prediction of forces is limited to 
hydrostatic element. 
 
- Uplift forces are larger than 
Douglass et al’s. (2006) method 
by about 12%.  
- Drag forces are smaller than 
Douglass et al’s. (2006) method 
by about 271%. 
McPherson 
(2008) 
Douglass et al. 
(2006) 
- Linear relationship exists in front 
of bridge deck between magnitude 
of loads and hydrostatic pressure 
when there is air at the backside. 
- Magnitude of forces is directly 
related to difference in crest and 
deck bottom and centroid of front 
deck side. 
- Conservative and can be 
applied on all bridges. 
- Does not require much 
information about wave types 
and bridge geometry compared 
with other methods. 
- Considered as basic method for 
further development when more 
data are available. 
- Based on hydrostatic element of 
forces. 
 
- Shows close values of drag 
forces to Guo et al’s. (2015) 
measurements at low 
submergence for low values of 
empirical coefficient (ch-va) used 
in equation. 
- Over-estimates horizontal 
slamming forces when empirical 
coefficient (ch-va) values are close 
to 6.0. 
- Horizontal forces are over-
estimated at clearance of zero. 
 
 
Guo et al. 
(2015) 
AASHTO 
(2008) 
- Non-breaking waves act on 
bridge at time water impacts deck. 
- Method equations validated 
with data from experiments and 
field measurements. 
- Based on angle of attack of only 
0o. 
Guo et al. (2015): 
- May over-estimate uplift forces 
at high wave heights, while it 
Azadbakht 
and Yim 
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- Extension of widely-used 
equations for offshore structures 
by Kaplan (1992), Kaplan et al. 
(1995) and Morison et al., 
(1950). Modifications on effect 
of thickness, air entrapment and 
integration of forces over 
inundated part of superstructure 
width made to match bridge 
geometry. 
 
- Method still lacks accuracy 
related to complex interaction 
between wave forces and 
relatively large-scale bridge 
models. This is particularly 
important in entrapped air 
problem. 
- Uplift quasi-static forces do not 
explicitly consider the width of 
deck. 
 
under-estimates forces at small 
wave heights. 
- Close values of forces obtained 
when clearance is zero. 
- Over-estimates force in large 
submergence cases. 
 
Azadbakht and Yim (2016): 
- Effect of maximum air 
entrapment can lead to under-
estimation of uplift forces by 
200% at small wave heights. 
- Over-estimates horizontal forces 
at small wave periods. 
(2016), Guo 
et al. (2015) 
Xu et al. (2017) - Hydrostatic and hydrodynamic 
forces are larger than inertia force.  
- Modification of McPherson 
(2008) incorporating 
hydrodynamic elements, i.e. 
drag and lift forces, deck 
elevation factor and height of 
water from storm water level at 
landward side of deck. 
- The method is based on two-
dimensional models. 
- The method still needs to be 
examined for larger wave heights 
or non-breaking waves. 
- The method results are sensitive 
to the new proposed parameters, 
which requires further 
investigation. 
- Provides better prediction of 
forces than McPherson’s (2008) 
method. 
Xu et al. 
(2017) 
Azadbakht and 
Yim (2014) 
- Full bridge inundation stage is 
reached at certain level of the front 
(seaward) side, regardless of small 
variation over deck width. 
- Resistance from bridge railing is 
neglected. 
- First method proposed 
specifically for tsunami-
generated wave forces. 
 
- Its accuracy is sensitive to value 
of tsunami inundation level.  
- Provides estimation with 
accuracy of about 10% and 25% 
for drag and downward forces, 
respectively. 
Azadbakht 
and Yim 
(2014) 
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Figure 2-4. Schematic of uplift force main parameters in the method proposed by Douglass 
et al. (2006).  
 
Later, McPherson (2008) reported that overtopping water creates a downward force (Fw) that 
needs to be deducted from the total uplift force predicted by Douglass et al. (2006). The 
effect of overtopping water can be explained by a triangular distributed load, which is added 
to a parallelepiped in case the water level rises above the deck surface. McPherson (2008) 
suggested the following main equations to calculate the total uplift (Fv,total) and drag (Fh,total) 
forces: 
Fv,total = [γδzA – Fw] + [γVolBridge] + [(n-1)0.5γδGAG]                                                        (2-6)   
Fh,total = FHydrostatic_Front – FHydrostatic_Back                                                                             (2-7)  
Figure 2-5 shows a schematic of the main uplift force parameters. The spacing between 
girders is included in the calculation of the volume of displaced water (VolBridge) to add the 
effect of entrapped air. The uplift force is estimated based on the horizontal projected area 
ηmax 
Ah 
Δzh 
Δzv 
Av 
Storm water level 
 
31 
 
(A) and the height between the deck surface and wave crest (δz), while the water force at the 
backside girder (FHydrostatic_Back) is deducted from the drag force (FHydrostatic_Front) at the front 
of the superstructure. Figure 2-6 shows a schematic of the drag force profile. Furthermore, 
it is suggested to deduct the hydrostatic water pressure applied on the landward side of the 
deck when the storm water level is above the bottom of the girders. The effect of air 
entrapment between girders is also included by calculating the total volume of the cross-
sectional areas (AG) of the spacing between girders. In Equation 2-6, γ, δG and n refer to the 
density of water, girder height and number of girders, respectively.  
 
 
 
 
 
Figure 2-5. Schematic of uplift force main parameters in the method proposed by 
McPherson (2008). Adapted from McPherson (2008). 
 
 
 
 
 
 
Wave 
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Figure 2-6. Schematic of drag force profile proposed by McPherson (2008). Adapted from 
McPherson (2008). 
 
More recently, Xu et al. (2017) suggested the consideration of the hydrodynamic uplift 
(FL=0.5ρCLAu2) and drag (FD=0.5ρCDAhu2) forces, the overtopping water (Cw) and the water 
height at the deck landward side (hback) in McPherson’s (2008) method. The method is based 
on the assumption that the hydrodynamic and hydrostatic forces are larger than the inertia 
force, and its main equations for the uplift (Fv) and drag (Fh) forces can be expressed as 
follows (Xu et al., 2017): 
Fv,total = [γδzA – Fw] + [γVolBridge] + [(n-1)0.5γδGAG] + 0.5ρCLAu2                                 (2-8)   
Fh,total = FHydrostatic_Front – FHydrostatic_Back + 0.5ρCDAhu2                                                     (2-9)  
In Equations 2-8 and 2-9, the hydrodynamic forces drag (CD) and uplift (CL) coefficients are 
kept at 1; and Ah refers to the vertical projected area. The parameter Cw defines the ratio of 
water weight on the deck to the weight induced by the distributed water surface, while hback 
is added to the height of the storm water level in the hydrostatic pressure. The wave force 
equations provided by the American Association of State Highway and Transportation 
FHydrostatic_Front 
FHydrostatic_Back 
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Officials (AASHTO) specifications for the vulnerability of bridges to coastal storms 
(AASHTO, 2008) consider three cases based on the peak applied force and type of failure 
mechanism. The method is considered as an extension of the widely-used equations by 
Kaplan (1992), Kaplan et al. (1995) and Morison et al. (1950) for offshore structures, and it 
was validated using data from field measurements and experiments. The effect of thickness, 
air entrapment and the integrated forces over the inundated part of the superstructure were 
made to match the coastal bridges geometry (AASHTO, 2008). The first case assumes that 
the peak applied force on the deck is the uplift force, and the drag and bending moment are 
the associated forces acting on the structure in that instance. The main expressions for the 
uplift (FV-MAX), drag (FH-AV), slamming (Fs), and moment (MT-AV) of the first case of the 
AASHTO (2008) method can be written as follows: 
( )( ) ( )
___
max
1 1.3 1.8 1.35 0.35 tanh 1.2 8.5V MAX w p
s
H
F W b T TAF
d
 −
 
 = − + + −   
 
                (2-10) 
2
max 1 2H AV wF H a a− =                                                                                                       (2-11) 
2 max
max
B
s w
H
F A H

 
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 
                                                                                                   (2-12) 
* *
3 ( ) 2 / 3T AV V MAX H AV b sM a F W F d r FW− − − = + + +                                                          (2-13) 
In Equations 2-10, 2-11 and 2-13, b1, a1, a2 and a3 are abbreviated equations of coefficients 
defined based on the wave parameters and geometry of the superstructure, such as wave 
length, maximum wave crest elevation, clearance, girder depth, height of railing (r) and total 
height of girder and deck thickness (db). The parameters 
___
W ,
*W , β, B and A are defined 
based on wave parameters such as clearance, wave length, maximum wave crest elevation 
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and superstructure width. Figure 2-7 shows the main force parameters. The detailed 
expressions of the coefficients and parameters can be found in AASHTO (2008). In Equation 
2-10, γw, TAF and ds are the unit weight of water, air entrapment factor and level of storm 
water, respectively. This case is particularly important for the design of the resistance of the 
deck to movement by the substructure. In the second case defined by AASHTO (2008), the 
drag is the peak force that acts on the deck, and other associated forces are obtained in a 
similar method to that used in the first case. The main expressions for the uplift (FV-AH), drag 
(FH-MAX), and moment (MT-AH) of the second case of AASHTO (2008) method can be written 
as follows: 
2
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In Equations 2-14 and 2-15, Zc refers to the clearance; while ω and α are defined based on 
clearance, wave height, wave length and superstructure width. The second case is usually 
used to design the substructure against significant lateral displacements. The third case 
assumes that both the first and second cases are applied as pro-rated distributed loads on the 
seaward overhang of the deck.  
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Figure 2-7. Main force geometrical parameters used in the method proposed by AASHTO 
(2008). 
 
Jin and Meng (2011) suggested a simplified approach in a parametric study on wave heights, 
wave periods and inundation levels, and the main equations of the uplift (Fv0) and drag (Fh0) 
forces are expressed as follows: 
Fv0 = Fb + 2ρgηmaxLxLyCv(T)                                                                                            (2-17) 
Fh0 = 2ρgηmaxLyLzCh(T)                                                                                                   (2-18) 
In Equations 2-17 and 2-18, Lx, Ly and Lz are the deck length, width and depth, respectively. 
The coefficients Ch(T) and Cv(T) are provided to account for the effect of wave period, and 
Fb is the buoyant force. The two main stages in the method were defined by the elevation of 
the storm water level above the deck surface. The method assumes that a linear increase 
exists between the drag force and inundation depth. It is also assumed that there is a linear 
decrease in the pressure between the storm water level and the wave crest. The method also 
Storm water level 
ds 
r 
W 
db 
Zc 
ηmax 
Bed 
 
36 
 
relates the effect of superstructure width to the amount of forces, and it covers a wide range 
of seawater levels. Azadbakht and Yim (2014) developed a method for tsunami-generated 
wave forces that is based on two main stages: a) initial impact, and b) full inundation, and 
its main equations for estimating the uplift (FUPmax), drag (FHmax) and downward forces 
(FDVmax) can be written as follows:     
FUPmax = CUP (Fb + Fl)                                                                                                    (2-19) 
FHmax = Fh_hs + Fd                                                                                                           (2-20) 
FDVmax = CDV (Fv_hs + Fv_s)                                                                                               (2-21) 
In Equations 2-19, and 2-21, CUP and CDV are empirical uplift and drag coefficients, 
respectively; while Fb, Fl, Fv_hs and Fv_s are the buoyant, uplift, downward vertical 
(hydrostatic) and slamming vertical forces, respectively. The maximum drag force (FHmax) 
in Equation 2-20 is the summation of horizontal hydrostatic force (Fh_hs) and drag (Fd) 
forces. The method ignores the effect of the railing, and it assumes that the full inundation 
of a bridge is reached when the water depth crosses a certain level of the front (seaward) 
side, regardless of the variations that may exist in deck width. It is also assumed that the 
downward force is dominant in the initial stage, while the buoyant uplifts are the dominant 
forces in the full inundation stage, accompanied by slamming forces occurring at the 
landward side of the bridge. Additional detailed theoretical and experimental discussion on 
the methods used to develop the above approaches can be found in Refs. Hayatdavoodi and 
Ertekin (2016); Marin and Sheppard (2009); Sheppard and Marin (2009), among others. 
Hayatdavoodi and Ertekin (2016) reported that empirical methods can provide satisfactory 
predictions of forces when the deck is higher than the sea water level, whereas their accuracy 
reduces at relatively small wave length-to-deck width ratios, and due to the effect of air 
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entrapment. In addition, the study by Guo et al. (2015) showed that the Douglass et al. (2006) 
method over-estimates the drag forces for low values of the empirical coefficient (ch-va) 
under zero clearance and relatively small inundation conditions. The slamming horizontal 
forces also show higher magnitudes when the ch-va values are close to 6.0. Despite the fact 
that the method provided by AASHTO (2008) covers a large range of parameters and takes 
into account different storm wave conditions, the method still lacks the accuracy needed for 
more complex wave-structure interactions, particularly the air entrapment effect. Azadbakht 
and Yim (2016) reported an over-estimation of the uplift forces by the AASHTO (2008) 
method of up to 200% for small wave heights when 100% air entrapment is considered. They 
also reported an over-estimation of the drag forces for small periods of waves at 100% air 
entrapment. Furthermore, the predictions of Xu et al’s. (2017) method were found to be 
sensitive to the Cw and hback parameters. This is attributed to the fact that the estimation of 
weight of water on the deck can be difficult because of the wave disturbance at the moment 
it impacts the deck, as well as the diffraction of waves at clearances close to zero (Xu et al., 
2017). This sensitivity in parameters was also reported by Azadbakht and Yim (2014) for 
tsunami-generated wave forces. They found that the inundation depth has a non-uniform 
distribution throughout the width of the deck. Hence, assuming a constant value for the 
inundation depth can lead to larger values of downward forces. Most of the existing methods 
cover the forces initiated on superstructure. 
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2.3 Structural Response Analysis 
2.3.1 Engineering Demand Parameters 
The second phase of resilience is structural response analysis, which focuses on providing a 
probabilistic description of the response of structures to the various magnitudes and 
characteristics of hazards. The response quantities, denoted as engineering demand 
parameters (EDPs), are captured either at the local or global levels through time-history 
analysis which considers the uncertainties in the parameters related to the equations of 
motion such as mass, damping, stiffness, strength and external forces. Examples of local 
EDPs include element forces, curvature ductility and displacements, while global EDPs 
include the deck or floor drifts, displacements and accelerations (Günay and Mosalam, 2013; 
Nielson and DesRoches, 2007; Padgett and DesRoches, 2008; Zhang et al., 2008). Most of 
the available studies on bridge responses have particularly focused on simply supported 
decks subjected to hurricane- and tsunami-generated waves. The investigations of deck 
displacements include numerical models that apply the waves in the form of simplified 
forces (static or dynamic) and fluid structure interactions (Ataei et al., 2010; Salem and 
Helmy, 2014; Salem et al., 2014; Salem et al., 2016), while the only available experimental 
investigation focused specifically on the effect of anchorages between the girders and 
substructures (Lehrman, 2010; Lehrman et al., 2011).  
 
2.3.2 Simply Supported Bridges 
One of the first studies of the response of bridges under hurricane-generated waves is the 
computational work conducted by Ataei et al. (2010) using Open System for Earthquake 
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Engineering Simulation (OpenSees). They proposed a sinusoidal dynamic force with peak 
magnitudes and periods estimated using AASHTO (2008) equations. The dynamic force was 
applied on a simply-supported deck in a typical multi-span concrete girder bridge. The 
superimposed slamming force was assumed to have a period of 5/8 of the wave period (Tp = 
6 sec.). This ratio was adopted based on the mathematical formulations by Marin and 
Sheppard (2009), which were validated by experiments on wave-tank models of the old I10-
Escambia Bay Bridge in Florida. It was found that the uplifting of the deck, after the initial 
slamming of waves, permitted a further increase in the lateral displacements. The sequential 
uplifting and slamming of decks increased significantly the moments on the piers. Ataei and 
Pagett (2015b) conducted a fluid-structure interaction study on a simply-supported deck of 
a three-span concrete girder bridge. The bridge was subjected to three wave conditions: (a) 
H=1.8 m, Tp=5.0 sec., d=6.0 m, z=0.0 m, (b) H=3.2 m, Tp=6.0 sec., d=6.0 m, z=0.0 m, and 
(c) H=4.2 m, Tp=6.0 sec., d=7.5 m, z=-1.5 m. The second and third conditions were selected 
to produce uplift forces higher than the deck self-weight based on AASHTO (2008) 
equations. The results showed that the impact of the wave crest caused a significant increase 
in the drag force when the water level was at the deck (clearance = 0 m). In comparison with 
the first and second conditions (partial inundation), the third condition (full inundation) 
showed that the deck undergoes larger vertical displacement and significant rotations.  
 
2.3.3 Deck Connections 
The role of anchorages and bearings in investigating the response of decks under wave forces 
has recently been highlighted by some notable studies. Table 2-4 presents the details and 
responses of deck connections for bridges under extreme waves. Lehrman (2010) and 
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Lehrman et al. (2011) studied the behaviour of steel anchors on AASHTO girders using 
static and dynamic loadings. The loading cases adopted were static uplift, static drag, 
combined static uplift and drag, and combined dynamic uplift and drag. In the combined 
loading cases, the magnitude of static uplift was twice the drag force. The results showed 
that in combined loading cases, the drag force provided a compressive effect that increased 
the uplift capacity of the connections. Further, a numerical approach was suggested by Salem 
et al. (2014, 2016) using the discrete cracking method to capture the movement of decks 
under tsunami-generated wave forces. The bearing connection was modelled using two 
plates, at the top (sole) and bottom (bed), attached together using a friction coefficient of 
0.6. Two blocks were fixed at the sides of the bearing plates to prevent their lateral 
movement. The velocity was assumed to have a linear increase with the percentage of air 
entrapment. This linear increase is up to a velocity of 3.13 m/s, which corresponds to air 
entrapment over the full depth of the girders. In addition, the drag force applied on the deck 
was adjusted to take into account the change in wave velocity due to the movement of the 
deck. The lateral movement of decks was found to occur at air entrapment of 75% and 100% 
of the girder’s depth. More recently, the forces in flexible and rigid support bearings were 
studied by Cai et al. (2017). The flexible bearing was modelled using non-linear vertical 
spring elements, whereas the rigid bearing supports were modelled using linear elements. In 
the flexible deck, the onshore girder bearing was kept vertically rigid to initiate the rotation. 
It was reported that the deck rotation is mainly related to drag forces. The peak rotating 
moment was found to occur in an opposite direction to that recommended by the AASHTO 
(2008) equations. In addition, the bearings showed high tensile and compressive stresses at 
an inundation ratio of -0.5. Cai et al. (2017) reported that the maximum uplift movement of 
the deck corresponded to the case where the water level was at the girder soffit (zero 
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clearance). In contrast, the study discussed above by Ataei and Padgett (2015b) concluded 
that for the same case, maximum lateral displacements occur. Furthermore, a comparative 
study was conducted by Ataei (2013) on the effectiveness of shear keys, restrainer cables 
and high-strength bars for preventing large displacements of the deck. Shear keys were found 
to be the most effective measure for preventing lateral displacement without significant force 
transfer to the substructure. The lateral movement of the deck was reduced by up to 11 times, 
but this led to an increase in uplift force by about 60%. Furthermore, non-linear static 
analyses that adopt simplified load patterns distributed over vertical elements have recently 
been implemented in frame structures to provide an adequate evaluation of the structural 
response. Further discussion on the load patterns, load discretization methods and pushover 
analyses for structures subjected to extreme waves can be found in Refs. AASHTO (2008); 
Alam et al. (2017); Ataei and Padgett (2013b); FEMA (2008); Foytong et al. (2013); Foytong 
et al. (2015); Fukuyama et al. (2011); Macabuag and Rossetto (2014); Macabuaget al. 
(2014); Nanayakkara and Dias (2016); Petrone et al. (2017).
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Table 2-4. Details and response of deck connections in recent investigations for bridges subjected to extreme wave forces. 
Connection 
 
Details Response/failure Remarks/details Reference 
Clip bolt Steel angle (mm): 203×152×25 
Connected to bottom flange using four bolts 
inserted into pre-fabricated threads. 
Static uplift and drag: separation of concrete 
around the strands. 
Combined uplift and drag: external strands 
appeared along 610 mm of girder and pullout 
of inserts was observed at flanges. 
Has lowest capacity compared to 
headed stud and through-bolt. 
Lehrman 
(2010), 
Lehrman 
et al. 
(2011) 
Headed stud Steel plate positioned at bottom of girder 
with welded headed stud anchor 16 mm in 
diameter and 152 mm long. Plate connected 
to substructure by expansion anchor. 
Static uplift: yielding and rupture of both 
stud and plate. 
Static drag: plate underwent plastic 
deformations without slip in strand. 
Combined uplift and drag: fracture of 
seaward stud. 
Connection has greatest strength. 
Yielding failure can be utilized in 
practical design of connection to 
limit transfer of forces to 
substructure. 
Through-bolt Steel angle (mm): 203×152×25 
Connected to bottom flange using two 25 
mm diameter bolts.  
Static uplift: initiation of cracks and strand 
slip. Cracks further propagated at girder 
soffit until exposure of strands. 
Static drag: further increase in capacity due 
to compressive effect of uplift forces at 
seaward side. 
Combined uplift and drag: cracks at bolt 
locations after exceeding self-weight of 
girder. 
Combined cyclic uplift and drag: significant 
cracks and banding followed by pull down of 
prestressing strands. 
Compression from drag enables 
connection to sustain higher loads 
under combined static loads. 
Large increase in deformation at 
small change in load due to rapid 
propagation of crack from seaward to 
landward side at combined static 
loads. 
Connection failed due to combined 
tension from uplift and drag. 
Fixed and 
movable 
bearing 
Bottom and top plates with specified 
contact friction. Friction coefficient zero for 
movable bearing and 0.6 for fixed bearing. 
Lateral movement prevented using bolts 
fixed at sides. 
All simply-supported decks on bearings 
showed overturning and sliding failure 
modes. 
Bearing plates experienced failure 
due to movement of side block and 
top plate. 
Salem et 
al. (2014, 
2016) 
Bearing fixed 
and movable 
First deck modelled to allow movement in 
horizontal direction only. Linear vertical 
spring elements used to model girder 
Ultimate vertical displacement of deck 
occurs at zero clearance. 
Positive (clockwise) overturning 
moment was found to be the ultimate 
moment, which contradicts 
Cai et al. 
(2017) 
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in vertical 
direction 
support. Spring elements can deform in 
tension and compression.  
Second deck modelled with linear vertical 
spring elements only at last girder at 
onshore side of deck. Non-linear vertical 
spring elements used for rest of girders, 
which can deform only in compression. 
This model allows both rotation and 
horizontal movement of deck. 
At inundation ratio of -0.5, larger uplift force 
and lower moment in interaction diagram 
(moment-uplift force) observed. Bearings 
show high tensile and compressive stresses. 
At inundation ratio of 0.5, negative moment 
occurs. 
AASHTO (AASHTO, 2008) method 
which assumes that negative moment 
is the ultimate. 
Simplified 
interface 
friction 
Interface coefficient of friction of 0.6 used 
between deck and substructure. 
High deck vertical displacements at larger 
inundation accompanied by larger moments 
and rotations.  
Horizontal displacements are high at zero 
clearance. 
Resistance of deck to horizontal 
movement reduces with uplift 
movement. 
Ataei and 
Padgett 
(2015b) 
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2.4 Vulnerability Assessment 
2.4.1 Definition of Fragility Functions 
The third phase of resilience is damage analysis. Fragility functions are typically used to 
determine the likelihood of reaching or exceeding the level of damage at a given intensity 
measure (IM). The level of damage is often expressed in terms of a damage measure (DM) 
that corresponds to the repair method required to restore the structure to its initial 
“undamaged” condition (Moehle and Deierlein, 2004; Porter, 2003). For example, the 
HAZUS (FEMA, 2012) methodology for earthquake hazards defines damage to bridges as 
slight, moderate, extensive and complete for minor spalling, shear cracks with spalling, shear 
failure and collapse, respectively. Figure 2-8 shows an example of fragility functions at two 
damage states. The damage measure can also be quantitively defined as a function of the 
structural response thresholds, i.e., EDPs derived from experimental results for the physical 
damage of bridge components (Nielson, 2005).  
Different methodologies for constructing fragility functions for structures subjected to 
extreme waves are available in the literature, and they are classified into four main types 
(Ataei and Padgett, 2015a; Attary et al., 2016; FEMA, 2017; Koshimura et al., 2009a; 
Koshimura et al., 2009b; Padgett, 2007): (a) expert opinion (heuristic) methods based on 
survey responses of experts who provide their opinion on the damage probability of the 
structure at the various levels of hazard, (b) empirical methods that use statistical data on 
bridge damage from post-hazard field surveys, (c) integration of remote sensing and hazard 
modelling methods using satellite images and simulation of waves; and (d) analytical 
methods that use numerical models of the structure to estimate its response. The first three 
methods suffer from a number of shortcomings. For example, expert opinion methods 
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provide highly subjective data, and obtaining high response rates to surveys is often 
challenging (Padgett, 2007). In addition, fragility functions for empirical and remote sensing 
methods are based on specific types or classes of bridges and damage levels (Alam et al., 
2017; Gidaris et al., 2017). The use of analytical fragility methods has recently gained 
significant attention for the assessment of the vulnerability and resilience of bridges located 
in at-risk regions. Analytical fragility curves can be incorporated in different hazard 
environments and implemented to the various classes of bridges, and hence, most of the 
drawbacks associated with the other three methods can be overcome (Gidaris et al., 2017; 
Padgett, 2007).  
The different components of the bridge usually experience different damage measures 
(Zhang and Huo, 2009). Hence, the description of the global damage to a bridge using a 
single component damage measure becomes difficult. A number of methods are 
implemented to relate the component damage measures to a comprehensive damage measure 
at the system-level of the bridge. System-level fragility can be computed by combining the 
probability of failure of the different components, assuming that bridges operate as a serial 
or parallel system of components (Dueñas-Osorio and Padgett, 2011). In the serial system 
assumption, each component independently plays a crucial role, and the occurrence of any 
damage at the component level results in damage to the bridge at the exact same level 
(Nielson and DesRoches, 2007; Zhang and Huo, 2009). This implies that the largest damage 
measure at the component level determines the system-level damage measure. With the 
parallel system assumption, the global damage is determined when all components reach the 
same damage measure (Lupoi et al., 2006; Zhang and Huo, 2009). Other methods include 
post-hazard estimation of the functionality of the components that experienced the most 
severe damage and the repair required that may lead to the closure of the bridge (Mackie and 
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Stojadinović, 2005). The literature shows that long-term deterioration and bridge 
characteristics have a considerable effect on the fragility of bridges, e.g., Refs. Agrawal et 
al. (2011); Choe et al. (2010); Choe et al. (2008, 2009); Gardoni and Rosowsky (2011); 
Ghosh and Padgett (2010); Zhang et al. (2008); Zhong et al. (2012), among others. However, 
the application of fragility is usually limited to the intensity measure due to the lack of 
deterioration data and modelling constraints associated with the incorporation of the 
different bridge parameters (Agrawal et al., 2011; Gidaris et al., 2017; Zhang et al., 2008). 
Hence, the fragility function expression can be abbreviated as follows (Attary et al., 2016; 
Ellingwood, 2001; Koshimura et al., 2009a; Rosowsky and Ellingwood, 2002; Shinozuka et 
al., 2000): 
ln( )
( ) [ | , , ] [ | ]
IM
Fr IM P DM IM X t P DM IM


− 
= = =   
 
                                       (2-22) 
where, ( )  is the standard normal cumulative distribution function; μ is the mean; σ is the 
standard deviation; t is the time vector; and X is the structural parameters vector. Table 2-5 
presents a synopsis of the fragility models for bridges subjected to extreme wave hazards.  
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Figure 2-8.  Example of a fragility function for two different damage states. 
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Table 2-5. Synopsis of bridge fragility curves under extreme wave hazards. 
Authors 
 
EDP IM Methodology Random variables 
(structural) 
Remarks 
Ataei and 
Padgett 
(2015a) 
 
Deck lateral displacement 
(>0.6 m) 
Clearance and wave 
height 
Fluid structure 
interaction 
Modified empirical 
methods of 
AASHTO (2008) 
and Douglass et al. 
(2006) 
Concrete strength; steel 
strength; concrete 
density; coefficient of 
friction. 
Statistical learning 
techniques employed over 
range of clearance (2 to -2 
m) and wave heights (0 to 
5 m) from model to reduce 
computational cost. 
Ataei and 
Padgett 
(2012) 
Connection strength 
(pullout + breakout + steel 
yield) and bridge self-
weight  
Clearance and wave 
height (wave period) 
correlated to wave 
height using 
Longuet-Higgins 
(1983) joint 
probability 
Simplified model 
based on AASHTO 
(2008) total uplift 
force 
Deck thickness; 
concrete strength; steel 
strength; concrete 
density; steel density; 
anchor breakout and 
pullout strengths. 
Mainly proposed to capture 
failure due to deck 
displacement within an 
inventory. 
Ataei and 
Padgett 
(2013a, 
2013b) 
Lateral strength (>15%) 
and lateral stiffness 
(>40%) 
Clearance and wave 
height 
Nonlinear static 
pushover 
Concrete strength; steel 
strength; concrete 
density; steel density; 
shear strength 
Mainly for bridges with 
strong connections 
between deck and 
substructure. 
Ataei and 
Padgett 
(2011) 
Curvature ductility of 
column (>cracking force 
for major damage; 
>ultimate force for 
complete damage)  
Deformation of dowel bars 
(>yield deformation for 
major damage; >fracture 
deformation for complete 
damage) 
Clearance and wave 
height 
Dynamic sinusoid 
load with peak 
values extracted 
from AASHTO 
(2008) method 
Deck thickness; 
concrete strength; steel 
strength; concrete 
density; steel density 
Fragility analysis showed 
that global performance of 
case study bridge mainly 
influenced by tensile force 
in column. 
Akiyama et 
al. (2013) 
Deck weight, horizontal 
resistance and capacity of 
pier 
Wave height Simplified method 
relating amount of 
force to resistance 
of bridge (total 
Concrete strength; steel 
yielding strength; uplift 
force model error; drag 
Bridges with shorter piers 
are more vulnerable to 
tsunami-generated waves 
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uplift and total drag 
against bridge 
resistance to 
vertical and 
horizontal 
movements) 
force model error; 
coefficient of friction 
due to additional force 
generated on bridge deck. 
Shoji and 
Moriyama 
(2007) 
Ranks of damage based on 
field observations: 
A: fall-down and wash-out 
of deck 
B: deck displacement, 
abutment damage and 
scouring and erosion and 
scouring of abutment 
embankment soil 
C: deck attachment 
damage 
D: No damage 
Inundation depth Empirical, based 
on statistical 
analysis of damage 
data and field 
measurements 
N/Aa For data collected on 
bridge damage in Sumatra, 
probability of failure of 
more than 0.5 obtained for 
inundation depths larger 
than 20 m. Probability of 
failure of bridges in Sri 
Lanka up to 0.4 at 
inundation depth of about 
10 m. 
Kameshwar 
and Padgett 
(2014) 
Deck unseating Clearance and wave 
height 
Sinusoid dynamic 
load uniformly 
distributed on deck. 
N/Aa Parametrized fragility 
functions for different 
bridge height, wave height 
and clearance proposed for 
hurricane-generated waves. 
a No information was provided on the random variables. 
Note: EDP: Engineering demand parameter; IM: Intensity measure 
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2.4.2 Tsunami Waves Fragility Functions 
The existing research efforts on fragility models of tsunami-generated waves are mainly 
devoted to bridges subjected to Indian Ocean (2004) and Tohoku (2011) tsunamis in 
Southeast Asia and Japan. Shoji and Moriyama (2007) developed empirical fragility models 
for bridges located in Sumatra and Sri Lanka during the Indian Ocean tsunami (2004). 
Damage to bridges based on post-hazard surveys was measured and ranked A, B, C and D 
for complete collapse of deck, deck displacement with abutment damage, deck attachment 
damage (e.g. railing), and no damage, respectively. The inundation depth was considered as 
the only intensity measure, and it was defined as the measured height from the still water 
level at the bridge location to the line marks on the surrounding structures. It was found that 
for bridges located in Sri Lanka, the probability of failure reached up to 0.4 at an inundation 
depth of about 10 m, while it was about 0.5 at an inundation depth of 20 m for bridges located 
in Sumatra. Akiyama et al. (2013) proposed a methodology for developing the fragility of 
concrete girder bridges under tsunami-generated waves using a simplified approach similar 
to the framework developed by Ataei and Padgett (2012). However, Akiyama et al’s. (2013) 
approach considered both the uplift and the lateral capacity of the Tsutanigawa Bridge, 
which was damaged by the Tohoku tsunami (2011). Lateral capacity was defined by the 
resistance of the deck to horizontal movement and pier flexural and shear strengths, while 
the uplift capacity was controlled mainly by the deck self-weight. Wave height was used as 
the only intensity measure. It was reported that the vulnerability of the bridge increased with 
the reduction in pier height due to the additional drag force developed on the decks in piers 
with smaller heights. The bridge with strengthened piers showed a reduction in failure 
probability in 50 years of tsunami hazard by up to 18 times. The HAZUS (FEMA, 2013) 
methodology for tsunami hazards proposes an expert opinion method for estimating the 
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fragility of bridges. The proposed method uses flow rate as an intensity measure to consider 
the effect of debris and flow velocity. The existence of debris and high flow rates are 
incorporated in the fragility function by increasing the logarithmic standard deviation of the 
demand (i.e. intensity measure). Higher flow rates were found to increase the vulnerability 
of bridges (Gidaris et al., 2017).  
 
2.4.3 Hurricane Waves Fragility Functions 
Analytical fragility frameworks have been recently developed for bridges subjected to 
hurricane-generated waves in the United States (Ataei and Padgett, 2012, 2015a; 
Kameshwar and Padgett, 2014), following the earlier studies on empirical methods for 
predicting wave forces (AASHTO, 2008; Douglass et al., 2006). Ataei and Padgett (2012) 
developed a methodology for the estimation of the fragility of deck unseating failure mode 
under hurricane-generated waves using a simplified approach based on the uplift capacity 
exceedance conditioned on the total uplift force. Wave height and clearance were used as 
the intensity measures. To account for other wave parameters that affect the magnitude of 
the uplift force, the wave period was correlated to the wave height using a Longuet-Higgins 
joint probability density function (Longuet-Higgins, 1983). The proposed methodology was 
implemented on the bridge inventory of the Houston/Galveston Bay region in the US. A 
generic metric for classifying bridges with different properties based on deck span mass per 
unit length was used. Later, Kameshwar and Padgett (2014) provided a multi-hazard 
probabilistic framework to model deck unseating failure caused by earthquakes and 
hurricanes conditional on wave height and clearance. In this approach, an approximation of 
the structural response is obtained using metamodel functions for bridges with different 
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characteristics (e.g. strength, pier height, steel yield strength and reinforcement ratio). The 
framework was applied to multi-span simply-supported concrete girder bridges that are 
subjected to earthquakes and hurricanes in South Carolina in the US. The wave was applied 
on the bridge deck as a uniformly-distributed dynamic sinusoidal load. System-level fragility 
was estimated by assuming that the bridge is a serial system of components, and the collapse 
of any of the bridge components determines the collapse of the bridge. The probability of 
failure under hurricane hazard can be expressed in terms of wave height, clearance and 
bridge height. Ataei and Padgett (2015a) employed statistical learning techniques, such as 
support vector machines and random forests, to develop surrogate fragility models for 
bridges subjected to hurricane-generated waves (Ataei and Padgett, 2015a). Surrogate 
models were used to examine the efficiency of using the simplified wave load approaches 
of AASHTO (2008) and Douglass et al. (2006) in probabilistic models. It was found that 
simplified approaches can be used to predict deck unseating failure, despite a reduction in 
accuracy of about 13%. This is more practical than the fluid-structure interaction models for 
fast screening applications for bridges subjected to extreme wave hazards.  
 
2.5 Post-Disaster Recovery 
The last phase of resilience is the loss analysis, where the results of the damage analysis in 
the previous phase are translated into structural risk indicators that are termed as decision 
variables (DVs). The common decision variables used in the loss analysis phase include the 
fatalities, economic losses (due to bridge network downtime and dislocation of population) 
and repair losses (due to hazard-induced damage) (Attary et al., 2017; Günay and Mosalam, 
2013). These decision variables can be used by structural engineers, community managers 
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or stakeholders to assist in risk-informed decisions and post-hazard strategic planning 
(Porter, 2003). In the post-hazard recovery stage, the quantification of resilience becomes 
necessary to ensure an acceptable level of performance of bridges when different retrofitting 
and risk mitigation schemes are considered. By definition, the resilience of a structure under 
an extreme hazard has two main elements (Bocchini et al., 2013): (a) robustness, which is 
the ability of the structure to resist significant forces, and (b) rapidity, which is the ability of 
the structure to recover quickly from the damage induced by the forces. Bruneau and 
Reinhorn (2007) expanded the definition to include two more elements: (c) resourcefulness, 
which is the ability to recognize problems, manage resources and determine priorities in the 
recovery process, and (d) redundancy, which is the ability to provide alternative elements or 
resources in the analysis to maintain the performance of the structure or system.  
With the recent increase in the popularity of the resilience concept for infrastructures, some 
research studies have been published on the resilience restoration of bridges under extreme 
loads (Bocchini and Frangopol, 2012; FEMA, 2012; Padgett and DesRoches, 2007). 
Restoration models for bridges can be generally categorized into two main types based on 
the damage state and time after the occurrence of the event (Bocchini et al., 2012; Bocchini 
and Frangopol, 2012; Gidaris et al., 2017; Padgett and DesRoches, 2007; Shinozuka et al., 
2003). The first type provides a probabilistic description of the reparability of the bridge 
given the damage state and time after the event, while the second type provides a 
quantification of the performance percentage of the bridge. Expert opinion data have been 
used by HAZUS (FEMA, 2012) and Padgett and DesRoches (2007) to provide a functional 
form of the probability of the restoration in the performance of a bridge after the occurrence 
of a hazard. Bocchini et al. (2012) recently proposed a more versatile model that considers 
different restoration shapes (e.g. trigonometric or linear) through a sinusoidal process. 
 
54 
 
However, the calibration of the parameters used in the model can be difficult, as they rely 
on a number of factors such as the collection of data at the post-hazard stage, the availability 
of resources, and prioritization of the critical infrastructure components (Gidaris et al., 
2017). Later, Decò et al. (2013) developed a probabilistic model of the resilience of bridges 
in the pre-event stage. The performance of the bridge over time is then estimated using a six-
parameter sinusoidal function. The model considers the uncertainties associated with 
structural damage, the recovery process and the costs of rebuilding/rehabilitation. 
Chandrasekaran and Banerjee (2015) developed a multi-objective approach to provide an 
optimization tool for the selection of the optimum retrofit design schemes for bridges under 
seismic loads and scour effects. The developed tool, which was applied on different 
retrofitting materials, i.e., carbon fibre, steel and glass fibre, assists in maximizing the 
resilience of the bridge and minimizing the associated costs. The HAZUS (FEMA, 2013) 
methodology for tsunami hazards provides an estimation method for the loss in the 
performance of bridges in terms of damage states based on expert opinion data. However, 
the restoration time given only corresponds to full performance, unlike the restoration 
models discussed above, for which different performance stages can be calculated (Gidaris 
et al., 2017).  
 
2.6 Discussion and Gaps in Knowledge 
This chapter presented a review of the four modules of the resilience assessment of bridges 
subjected to extreme wave forces. The background of the research efforts in the areas of 
extreme wave forces, bridge response, vulnerability modelling and post-disaster recovery 
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are presented in this chapter. Based on the discussion of the four modules, the limitations of 
current studies and suggestions for future research needs are addressed in this section. 
In terms of forces, the wave height and storm water level are among the main controlling 
parameters of the magnitude of forces. The maximum values of wave forces correspond to 
subaerial conditions (low clearance) and large wave heights (Guo et al., 2015; Xu et al., 
2015). The overtopping of wave and air pockets initiate downward forces, which leads to a 
reduction in the magnitude of forces (Azadbakht and Yim, 2014; Ataei, 2013). In addition, 
the contribution of the inertia forces on total drag force becomes more significant with the 
decrease in the lateral rigidity of the decks (Xu and Cai, 2015, 2017). Further research is 
required to investigate the effect of inertia on decks with different supports conditions (i.e., 
lateral stiffness) (Xu et al., 2017). The air entrapment has a significant effect on the 
magnitude of hydrodynamic and impact (slamming) forces (Cuomo et al., 2009; Guo et al., 
2015). The change in the redistribution of the pressure between girders can influence these 
forces, which can be supported by more studies that can specifically focus on the effect of 
girders spacing and air vents (Xu et al., 2016). In particular, the reduction in impact forces 
resulting from air entrapment below deck (the cushioning effect) needs to be further 
examined in both individual elements and complete superstructure models (Cuomo et al., 
2009). A number of design-type empirical methods for predicting the magnitude of wave 
forces have been recently proposed, which provided a fundamental advancement in the 
design and risk assessment schemes for bridges subjected to extreme wave hazards. 
However, significant improvements are still needed to expand the applicability of these 
methods to a wider range of bridge classes and hazard type. For instance, the consideration 
of the angle of attack, the effect of scale and the inclusion of hydrodynamic force elements 
have not been covered in detail (AASHTO, 2008; Mazinani et al., 2015; Xu et al., 2017). 
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Although there have been recent attempts to address these factors through more advanced 
large-scale wave-structure interaction models, further research studies are still required to 
improve the understanding of the deck response to wave breakings. In addition, limited 
research has been reported on the effect of factors such as parapet configuration, deck 
inclination and nearby structures. Deck inclination and parapets have been found to play a 
major role in drag force variations (Lau et al., 2010; Xu et al., 2015). While the effect of 
nearby bridges has been reported, the effect of other types of structures with different sizes 
and at different distances can be further investigated.  
Regarding the bridge response, the unseating of simply-supported decks and decks with 
limited connection to the substructure have been mainly addressed in recent studies. In 
integral bridges or bridges with strong deck connectivity, significant damage can result in 
piers due to the force transfer. The strong connection of the deck to the substructure enhances 
both its energy dissipation and resistance to lateral displacement (CALTRANS, 2013; 
Priestley et al., 1996). In this case, the demands that result from moments and uplift forces 
on the deck are further transmitted to the piers and foundations. Possible retrofitting methods 
for simply support decks have been recently suggested, such as restrainer cables and high 
strength bars. The response of bridges with different deck connectivity that can result from 
these methods can be examined through numerical models. In addition, multi-axial hybrid 
testing has recently emerged as an advanced technique for testing the critical components of 
a full-scale model of a structure (Hashemi et al., 2017; Hashemi et al., 2015; Hashemi and 
Mosqueda, 2014). The method can capture the complex non-linear behaviour of decks with 
strong connections with the substructure to overcome the simplifications usually made in 
numerical simulations. The existing studies regarding analytical fragilities consider wave 
height and clearance as intensity measures for bridges subjected to hurricane- and tsunami-
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generated waves. In theory, the hydrodynamic force component is mainly affected by the 
inundation depth (h) and velocity (u), and it has a linear relationship with the momentum 
flux (hu2) (Attary et al., 2016). Hence, the use of velocity or depth as independent intensity 
measures leads to a scatter in the fragility data. Recent studies have adopted momentum flux 
and moment of momentum flux (h2u2/2) as possible intensity measures that combine both 
the inundation depth and velocity, e.g., Refs. Alam et al. (2017); Attary et al. (2016); Park 
et al. (2013); Park et al. (2014). The use of vector intensity measure that combines these 
intensity measures and flow rate can be examined on bridges. Furthermore, most current 
fragility models are based on damage states for individual bridge elements, whereas system-
level fragility models are often required in resilience assessment (Gidaris et al., 2017). 
Hence, future research endeavours can be devoted to efficient definitions of system-level 
damage states that can be used in restoration models for extreme wave hazards. Most of the 
current parametrized fragility functions are limited to concrete girder bridges subjected to 
hurricane hazards (Kameshwar and Padgett, 2014). Further research can focus on expanding 
these models to include more bridge classes and wave types.  
The resilience metric has recently been incorporated in the PBEE methodology as a decision 
variable in the loss analysis stage (Broccardo et al., 2017; Broccardo et al., 2015). The 
proposed framework consists of five main analysis stages: (a) hazard (describes the mean 
annual exceedance rate), (b) vulnerability (describes the fragility functions), (c) absorption 
(describes the performance drop at a specific damage state), (d) restoration (describes the 
recovery time at a specific performance drop) and (e) recovery strategies (describes the form 
of recovery function) (Broccardo et al., 2017). While these studies focused specifically on 
earthquake hazards, future research can include extreme wave hazards by taking into account 
the variations in the above analysis stages, e.g., hazard characteristics. In addition, the use 
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of suitable acceptance limits in the validity criteria of the framework and modified reliability 
approaches (e.g. time-variant analysis) to describe the range of occurrence of the significant 
interaction between consecutive hazards (defined as “resilience breaking points”) can be 
expanded to include extreme waves and multi-hazard conditions (Broccardo et al., 2015). 
Existing investigations of performance restoration models for bridges under extreme waves 
are limited. Restoration models can be developed for different retrofitting schemes, 
particularly for simply-supported decks that have limited connectivity to the substructure. 
The available performance models for seismic hazards can be modified to include larger 
groups of bridges and infrastructure system networks subjected to extreme waves. The 
reliability of these models can be further improved using expert opinion and past hazard 
data.  
The majority of empirical methods for the estimation of wave forces are limited to hurricane-
generated waves for bridges located in North America. Despite the variations in wave and 
infrastructure characteristics that may exist as a result of the differences in topography or 
climate among the geographic regions around the world, the empirical formulas discussed 
above are still applicable to a range of wave and bridge parameters. Hence, these methods 
can be used for bridges in Australia that are subjected to extreme wave forces, provided that 
the properties of hazards and bridges are similar to the case studies conducted in North 
America. For instance, most of these methods can be applicable to concrete girder bridges 
subjected to cyclone waves (a common hazard in Australia), since they fall under the same 
hazard category as hurricanes. In particular, the two main differences in the hazard 
characterization phase that may need attention when applying the methods are the variations 
in the annual probability of exceedance and the upper and lower bounds of the wave 
parameters in each method. In addition, the structural response and damage analysis depend 
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mainly on the variations in the provisions provided by the design standards (e.g., shear and 
torsion of piers). Finally, the decision-making of stakeholders in the loss analysis stage can 
be influenced by the variation in economic and societal decision variables, such as the 
impacts of fluctuations in the prices of the market and disruption of services due to bridge 
closure (Günay and Mosalam, 2013).  
 
2.7 Summary 
Recent studies have revealed growing worldwide attention to the resilience of bridges under 
extreme waves. This is mainly driven by current concerns of the consequences of climate 
change and its effects on the intensity of weather hazards. The response of bridges under 
extreme wave conditions is currently being researched in different specialty areas to develop 
tools for quantifying and enhancing their resilience. Hence, this chapter contributes to the 
topic by providing a detailed discussion of the resilience of bridges and their restoration 
based on a multi-phase assessment method. The following are the main findings and outlook 
identified from this chapter: 
• Wave height and storm water level are the most influential parameters affecting wave 
forces. In particular, wave forces reach their peak values at relatively small clearance 
values (sub-aerial conditions) and at large wave heights, and they reduce with the 
increase in inundation depth due to the effect of downward forces initiated by the 
wave overtopping and the presence of air pockets. In addition, although it has been 
mentioned in several studies that the effect of inertia is minimal compared to other 
forces, this assumption needs to be supported by further research, taking into account 
changes in the lateral rigidity of decks. 
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• The effect of air entrapment was also found to be influential on both hydrodynamic 
and impact (slamming) forces. The magnitude of these forces is directly affected by 
the change (redistribution) of pressure between girders, which needs to be further 
confirmed by studying the effect of geometrical parameters such as girder spacing 
and air openings.  
• Empirical methods of calculating wave forces provide the fundamental step for the 
design and retrofitting of bridges located in hazard-prone regions. However, the 
simplifications and assumptions associated with these methods limit their 
applicability over a wide range of typical bridge classes and wave types. The 
assumptions include the consideration of the hydrodynamic elements of the force, 
angle of attack and effect of scale. Recently published methods for estimating wave 
forces have attempted to resolve some of the issues by providing three-dimensional 
large-scale wave-structure interaction models. These may be further explored by 
capturing deck responses to wave breaking, which will provide better insights. 
• Most of the current studies concern exclusively simply-supported decks or decks 
with limited connectivity to the substructure. A few notable studies have addressed 
the potential failure of piers resulting from force transfer in decks with strong 
connections. Numerical models for bridges with different connection strengths can 
be developed, especially when high strength steel bars and restrainer cables are 
adopted as possible retrofitting schemes. 
• Recently, parametrized fragilities have been developed as a versatile approach for a 
range of bridge characteristics. However, these models are limited mainly to concrete 
girder bridges and hurricane-generated waves. This underlines the need for future 
research studies that can improve current models to cover more bridge topologies 
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with different damage measures, as well as other hazards such as coastal surges and 
tsunamis. 
• The existing analytical fragilities consider wave height and clearance as intensity 
measures for bridges subjected to hurricane- and tsunami-generated waves. Recent 
research on framed building structures subjected to tsunami waves shows the 
efficiency of the use of momentum flux and moment of momentum flux as intensity 
measures that combine both inundation depth and velocity. Future research can adopt 
these new intensity measures on bridges with the addition of flow rate as a vector 
intensity measure. 
• The existing investigations of post-disaster recovery and restoration models for 
extreme wave hazards are limited. Restoration models can be developed for different 
retrofitting strategies (e.g., deck restraints and FRP jackets for piers) of the bridges 
damaged by extreme wave hazards. 
Furthermore, the resilience quantification requires understanding for the practical 
aspects of post-disaster recovery. Chapter 3 presents a new concept that considers the 
effect of resources on recovery time is proposed to assist in the evaluation of resilience 
by comparing different recovery options and demonstrates the application of the concept 
using an example. The outcome of vulnerability modelling can be linked to the resilience 
quantification through the proposed methodology. In Chapters 4 to 6, a complementary 
research program on fragility analyses of bridges is presented to address the research 
questions and objectives. 
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CHAPTER 3 
RESILIENCE QUANTIFICATION 
3.1 Introduction 
Resilience generally refers to the ability to regain the strength of a system quickly after a 
shock. In the structural engineering field, the shock often refers to the extreme forces that 
result from the extreme events (e.g. earthquakes and extreme waves). Hence, the decision 
on viability of the different rehabilitation strategies after the extreme event is determined by 
the time taken to restore the full performance. However, this concept assumes that the time 
taken to complete the project is the most important element for the project. However, 
priorities specified by the stakeholders based on different constraints (e.g. allocated 
resources) play a significant role in their decision. Hence, this chapter introduces a unified 
definition of resilience that takes into account the resources and environmental impacts 
based on their level of importance to the decision maker. The resilience quantification 
concept is introduced in this chapter. The effect of resources is shown using two different 
approaches, namely, the conservative approach (products of time and resources resilience) 
and the resilience based on importance factors. These new indices are further expanded to 
include the effect of environmental impact of the different retrofit options. The resilience 
indices are demonstrated using a real highway project example from the engineering area 
that adopts realistic resources (cost)-time relationship.  
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3.2 Effect of Resources 
The resilience triangle concept has been introduced by a number of researchers as a versatile 
approach for estimating resilience, and it can be expressed as follows (Bocchini and D. 
Frangopol, 2011; Bruneau et al., 2003; Cimellaro et al., 2010): 
1
1
( )
ht t
h t
R Q t dt
t


+
=                                                                                                         (3-1) 
where R1 is the normalized resilience factor; Q is the performance; tο is the time of 
occurrence of the extreme event; and th is the specific time horizon (measured from tο). 
Performance (Q) can be defined based on different indicators, such as the performance of 
the network (the ratio of total time over travel distance in a pre-defined timeframe) (Bocchini 
and Frangopol, 2010b; Frangopol and Bocchini, 2011). A schematic illustration of the 
resilience triangle concept is shown in Figure 3-1(a).  
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(b) 
Figure 3-1. Quantification of resilience: (a) definition of resilience triangle concept; and 
(b) resources (cost)-time relationship. 
 
In post-hazard recovery, the ability to mobilize different resources, either monetary, human 
or technological, is an essential element for the achievement of the established aims and 
priorities. Hence, the rapidity of recovery of the original performance of the infrastructure is 
a function of the availability of resources (Bruneau and Reinhorn, 2007; Cimellaro et al., 
2010). A new form of resilience is used here to combine the effect of resources (cost) and 
time of recovery in one index. The new index facilitates the study of resilience, as it 
compares different recovery options by considering the amount of resources that needs to be 
spent to restore performance in a specific period of time. The inter-relationship between the 
construction resources (cost) and time (duration) can be presented by a polynomial form that 
has two main points: (a) crash point and (b) normal point (Shr and Chen, 2004; Shuka, 2017). 
Figure 3-1(b) shows a schematic example of the resources-time relationship. The crash point 
represents the duration (crash time) that requires the largest amount of resources (crash cost), 
cc 
Time (t) 
cn R
es
o
u
rc
es
 (
c)
 
       tc                             tn     
 
65 
 
while the normal point defines the case where construction duration (normal time) 
corresponds to the lowest possible resources (normal cost). In other words, the normal time 
(tn) defines the maximum possible time to complete the project with the lowest amount of 
resources (cn), while the crash time (tc) refers to the minimum possible time to finish the 
project with the largest amount of resources (cc). Hence, the time required to restore the 
targeted performance typically decreases from the normal to the crash duration with the 
increase in resources from normal to the crash point. The further increase in construction 
duration beyond the normal time leads to an increase in the required resources resulting from 
the additional indirect costs such as delay penalties and revenue loss (Shuka, 2017). In 
theory, an infinite increase in resources should lead to ‘zero’ time required to achieve the 
targeted performance. However, human limitations usually impose a practical limit, after 
which the increase in resources does not lead to a significant reduction in time (Bruneau and 
Reinhorn, 2007). This includes the constraints on the number of simultaneous recovery 
operations, recovery rate and maximum available funding (Bocchini and Frangopol, 2011; 
Bocchini and Frangopol, 2010b). In addition, the capping of resources cannot be infinite, 
and it needs to be defined appropriately, based on factors such as the budget allocated by the 
government and the type and importance of a structure. In this study, the decrease in 
restoration time with the increase in resource capacities is represented by the region between 
the crash and the normal point.  
Accordingly, the resilience triangle can be considered not only for time of recovery but also 
for the resource (cost) of recovery. This is particularly important, as an option with a faster 
recovery time may actually produce a more significant shock in the available resources. For 
example, Figure 3-2 shows the resilience triangles of two restoration strategies in terms of 
restoration time and capacity of resources of an infrastructure facility, e.g., a bridge. The two 
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resource capacities in Figure 3-2(b), denoted as cr1 and cr2, are meant to be fully utilized to 
achieve full performance at restoration time of tr2 and tr1 in Figure 3-2(a), respectively. A 
fixed resource capping (ch), measured from the initial resource capacity (cο), at the instant 
of an extreme event, is used in Figure 3-2(b) to obtain the resilience from the area under the 
performance Q(c), similar to the specific time horizon (tο+th) defined in Equation 3-1.  
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Figure 3-2. Resilience triangles: (a) time; and (b) resources (cost). 
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By combining the relationship between time and cost (Figure 3-1(b)) and the triangles of 
resilience associated with the time and cost (Figure 3-2), one can define a new index for 
resilience that accounts for both parameters. As illustrated in Figure 3-3, the performance of 
two recovery strategies as a function of both time and resources can be presented in one plot. 
For example, the two restoration strategies presented are assumed to have resource capacities 
equal to the crash (cr2=cc) and normal (cr1=cn) points necessary to complete the project at the 
crash (tr1=tc) and normal (tr2=tn) time, respectively (see Figures 3-3(a) and (b)). The change 
in restoration rate resulting from the variation in resources leads to different forms of 
resource performance at a specific restoration time, Q(tc,c) and Q(tn,c), and time performance 
at specific resource capacity, Q(cn,t) and Q(cc,t). Consequently, the strategy with greater 
availability of resources (cc) meets full performance in a shorter time (tc<tn) than that with 
lower availability of resources (cn). Hence, the increase in resources resilience is associated 
with a drop in time resilience, and vice-versa.  
 
 
 
 
 
 
 
 
 
68 
 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 (b) 
 
    cc 
    cn 
Time (t) 
Resources (c) 
Performance 
(Q) 
    tο               tc=tr1          tn= tr2=(tο+th) 
Q(cn,t) 
   Q(cc,t) 
100% 
100% 
    cc=cr2=(cο+ch) 
    cο 
    cn=cr1 
Time (t) 
Resources (c) 
    Q(tc,c) 
Performance 
(Q) 
Q(tn,c) 
100% 100% 
                     tc                      tn 
 
69 
 
 
 
 
 
 
 
 
 
 
(c) 
Figure 3-3. Resilience estimation by including the effect of resources (cost): (a) resilience 
triangles of resources (cost) at tc and tn; (b) resilience triangles of restoration time at cc and 
cn; and (c) performance (Q) as a function of both resources (cost) and time. 
 
Figure 3-3(c) shows the full performance at crash and normal points, Q(tc,cc) and Q(cn,tn), 
where the unified resilience indices can be estimated. In this study, the unified resilience 
index is estimated using two proposed methods. The first method is the direct multiplication 
of the independent resilience indices associated with time and resources, respectively. It can 
be expressed as follows: 
R2 = Rt · Rc                                                                                                                         (3-2) 
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In Equation 3-2, R2 is the unified normalized resilience factor; Rt is the normalized resilience 
factor calculated from the performance-time relationship; and Rc is the normalized resilience 
factor calculated from the performance-resources relationship. The fixed resource capping 
and time horizon are taken to be equal to the largest time (tr2) and resources (cr2) to facilitate 
the comparison between resilience factors in strategies that have close time or resource 
values at full performance. The resilience measure obtained from this method is 
conservative, since for instance, in the case of equal Rt and Rc the calculated index is lower 
than both cases. 
The second proposed method is the summation of the independent resilience indices 
associated with time and cost using importance factors. It can be expressed as follows: 
R3 = Rt · It + Rc · Ic                                                                                                            (3-3)  
In Equation 3-3, R3 is the unified normalized resilience factor; and It and Ic are the 
importance factors for time and resources, respectively. These factors define the relative 
importance of the resilience element for the decision maker, and hence their summation is 
always equal to 1. 
The resilience forms discussed above are applied to restoration options for a hypothetical 
bridge damaged by an extreme event. The overall performance of the highway segment, 
where the bridge is located, at the instant of extreme event is assumed to drop to 45%. The 
performance with respect to time Q(t) is estimated using the network performance index (Γ) 
proposed by Bocchini and Frangopol (2010a). The index is based on the total travel time 
(TTT) and distance (TTD), and it can be expressed as follows (Bocchini and Frangopol, 
2010a; Bocchini and Frangopol, 2010b; Bocchini and Frangopol, 2012): 
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In Equation 3-4, γT and γD are balancing factors for the total travel time and distance, 
respectively. The balancing factors are taken in this study to be 0.5 (measured in 1/time and 
1/length for γT and γD, respectively (Bocchini and Frangopol, 2010b)). Using the 
performance index for the two main cases, total closure of all bridges (Γ0), and all are in full 
service (Γ100), the bridge performance can be expressed as follows (Bocchini and Frangopol, 
2010b; Bocchini and Frangopol, 2012): 
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The total travel time and distance are estimated using the time needed to cover the specific 
highway segment, the length of the segment and traffic flow. A detailed discussion of the 
analysis of traffic flow is beyond the scope of this research and can be found in Refs. 
Bocchini and Frangopol (2010a, 2010b, 2011, 2012), among others.  
At the instant of an extreme event (tο), each of the total travel time (TTT) and distance (TTD) 
is assumed to be about 1.93 times its value under normal conditions. This leads to a drop in 
the performance index to 52% of the normal condition, i.e., Γ(tο) = 0.52 Γ100, according to 
Equation 3-4. The performance index when all bridges are closed (Γ0) is taken as one-eighth 
the normal condition, i.e., Γ0 = 0.125 Γ100. Hence, according to Equation 3-5, this results in 
a performance of 45% at the instant of an extreme event (tο).  
The performance index with respect to resources, Γ(c), can be directly linked to the 
restoration time, or it can be calculated using the same assumptions used for the time index 
Γ(t). The variation in restoration time (tr) with the required resources cost are assumed to 
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have the polynomial relationship shown in Figure 3-4. The relationship is taken from the 
study by Shuka (2017) for the construction cost and duration of highway projects in Florida, 
the United States. The resilience factors, expressed as percentages, for the different recovery 
strategies are summarized in Table 3-1. The total cost of resources is assumed to include the 
estimated unit, construction and removal costs. The fixed time horizon (tο+th) and resources 
capping (cο+ch) are taken to be equal to the normal time (tn = 80 days) and crash resources 
(cc = $223×10
4), respectively. The unified resilience R2 shows an overall decrease from the 
independent factors of time (Rt and R1) and resources (Rc) alone. For instance, the resilience 
factor R1 at a restoration time (tr1) of 40 days is 88.2%, whereas R2 showed a value of 64% 
(a reduction by about of 27% from R1) at the corresponding resources (cr1=$223×10
4). 
However, the main limitation of the resilience factor R2 is that it does not indicate 
specifically the relative importance of the cost and time in every project, which can vary 
widely depending on the different perspectives of stakeholders. The unified resilience values 
of R3 estimated using Equation 3-3 are presented in Table 3-1 with importance factors of 0, 
0.25, 0.5 and 1 for resources and time. For a restoration strategy, the restoration time may 
be identified as not a priority (It=0.25), and the resources may be considered as very 
important for the project (Ic=0.75) due to limitations in the allocated budget. The minimum 
unified resilience index was specified by the government to be Rmin.=80% to ensure the 
highest possible quality of completing the work based on the project limitations. In this case, 
the decision maker might choose the closest resilience value of R3 to the specified Rmin. for 
It=0.25 and Ic=0.75, which is 76.6% (see Table 3-1). Hence, the time and resources that 
match the identified priorities of the project are tr2 = 53 days and cr2 = $211×10
4, 
respectively.  
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Figure 3-4. Cost-time relationship for a highway project. Adapted from Shuka (2017). 
 
Table 3-1. Resilience assessment of a bridge restoration project after an extreme event 
based on time and resources. 
Time at full 
performance 
restoration (tr)  
(days) 
Resources at 
full 
performance 
restoration (cr) 
a 
(×104 $) 
Resilience factors (%) 
Rt Rc R1 R2 R3 b 
It=0;  
Ic=1 
It=0.25; 
Ic=0.75 
It=0.5; 
Ic=0.5 
It=0.75; 
Ic=0.25 
It=1; 
 Ic=0 
tr1 = tc = 40 cr1 = cc = 223 
 
88.2 72.5 88.2 64.0 72.5 76.4 80.4 84.3 88.2 
tr2 = 53 cr2 = 211 
 
83.1 74.4 83.1 61.8 74.4 76.6 78.8 80.9 83.1 
tr3 = 64 cr3 = 205 
 
78.8 75.4 78.8 59.4 75.4 76.2 77.1 77.9 78.8 
tr4 = 75 cr4 = 201 
 
74.5 76.0 74.5 56.6 76.0 75.6 75.2 74.8 74.5 
tr5=tn = 80 
 
cr5 = cn = 200 72.5 76.2 72.5 55.2 76.2 75.2 74.3 73.4 72.5 
a The corresponding cost values from Figure 3-4. 
b It and Ic are importance factors of time and resources, respectively. 
Notes: Time at extreme event (tο) = 10 days. Initial resource capacity (cο) at the instant of extreme event = 
$40×104. 
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3.3 Linking Resilience to Sustainability 
Another noteworthy area of research in the life-cycle management of infrastructure is the 
consideration of both resilience and sustainability concepts in one framework. Sustainability 
defines the impacts on society, the economy and the environment during the whole life cycle 
of infrastructure, such as maintenance costs based on degradation curves, while resilience 
addresses the significant impacts that occur on the infrastructure during extreme events, such 
as the damage/repair cost of earthquakes or hurricanes (Bocchini et al., 2013; Rodriguez-
Nikl, 2015). A study by Bocchini et al. (2013) addressed resilience and sustainability as 
parallel concepts that have many similarities. In addition, risk analysis approaches that rely 
on both concepts have been proposed, e.g., (Bocchini et al., 2013; Rodriguez-Nikl, 2015). 
However, despite the fact that the probability of occurrence of extreme events is relatively 
low, their impact on structures is significant and cannot be ignored in the assessment of their 
whole life cycle (Comber et al., 2012; Court et al., 2012; Rodriguez-Nikl, 2015; Tapia et al., 
2011). Hence, resilience needs to be adopted as a sub-section of sustainability to measure 
both ordinary (low consequences) and extreme (high consequences) events. Therefore, the 
information collected thus far in this chapter on resilience estimation needs to be integrated 
into a global sustainability assessment framework to take into account the total societal, 
economic and environmental impacts that result from various events during the lifetime of 
bridges. The resilience indices presented in Equations 3-2 and 3-3 focus mainly on the time 
(societal aspect) and cost (economic aspect) of recovery after extreme events. However, to 
account for the significant energy consumption and gas emissions associated with 
rehabilitation activities such as structure repair and retrofitting, or demolition, debris 
removal and reconstruction (Wei et al., 2015), a new resilience index can be proposed. Using 
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the concept of resilience triangles adopted earlier for time and resources, the performance-
environmental impact relationship can be defined (see Figures. 3-5(a) and (b)). Hence, 
Equations 3-2 and 3-3 can be extended to provide more generic resilience indices, which can 
be expressed as follows: 
R4 = Rt · Rc · Re                                                                                                                  (3-6) 
R5 = Rt · It + Rc · Ic + Re · Ie                                                                                               (3-7) 
In Equation 3-6, R4 is the unified normalized resilience factor; Re is the normalized resilience 
factor calculated from the performance-environmental impact relationship (see Figure 3-
5(a)). In Equation 3-7, R5 is the unified normalized resilience factor; and Ie is the importance 
factor for the environmental impact.  
The selection of correct environmental impact values requires a comprehensive study to 
compare the energy consumption and gas emissions associated with each recovery option 
with a specific time and cost (see Figure 3-5(b)). In this study, for the bridge example 
presented in the previous section, it is assumed that the environmental impact is proportional 
to the restoration time. The resilience calculations considering the environmental impact are 
shown in Table 3-2. Hence, the shortest restoration duration is assumed to be associated with 
greater energy consumption and gas emissions due to the use of more equipment and 
transportation. The fixed environmental impact value (eh) measured from the initial value 
(eο) is taken as the value that corresponds to the crash time (0.9×10
6 kg). The effect of the 
reduction in environmental impact on unified resilience R5 is obvious at the larger restoration 
time (see Table 3-2).  
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(b) 
Figure 3-5. Resilience estimation considering the effect of environmental impact: (a) 
resilience triangle; and (b) variation of environmental impact, resources (cost) and time. 
100% 
P
er
fo
rm
an
ce
 
Q
(e
) 
     eο          er1                er2 = (eο+eh) 
Extreme 
Event 
Environmental 
impact (e) 
cn 
tn 
Environmental impact 
(e) 
Resources (c) 
Time (t) 
cc 
tc 
 
77 
 
Table 3-2. Resilience assessment of a bridge restoration project after an extreme event based on time, resources and environmental impact. 
Time at full 
performance 
restoration 
(tr)  
(days) 
Resources at 
full 
performance 
restoration 
(cr) 
(×104 $) 
Environmental 
impact at full 
performance 
restoration (er) a 
(×106 kg) 
Resilience factors (%) 
Rt Rc Re R1 R4 R5 b 
It=0;  
Ic=1; 
Ie=0 
It=1; 
Ic=0; 
Ie=0 
It=0; 
Ic=0; 
Ie=1 
It=0.67; 
Ic=0.33; 
Ie=0 
It=0; 
Ic=0.67; 
Ie=0.33 
It=0.67; 
Ic=0; 
Ie=0.33 
It=0.33; 
Ic=0.33; 
Ie=0.33 
It=0.33; 
Ic=0; 
Ie=0.67 
tr1 = tc = 40 cr1 = cc = 223 
 
er1= 0.9 88.2 72.5 72.5 88.2 46.4 72.5 88.2 72.5 83.0 72.5 83.0 77.0 77.7 
tr2 = 53 cr2 = 211 
 
er2= 0.68 83.1 74.4 81.1 83.1 50.2 74.4 83.1 81.1 80.2 76.6 82.5 78.8 81.8 
tr3 = 64 cr3 = 205 
 
er3= 0.56 78.8 75.4 85.9 78.8 51.0 75.4 78.8 85.9 77.7 78.8 81.1 79.2 83.5 
tr4 = 75 cr4 = 201 
 
er4= 0.48 74.5 76.0 89.0 74.5 50.4 76.0 74.5 89.0 75.0 80.3 79.3 79.0 84.2 
tr5=tn = 80 
 
cr5 = cn = 200 er5= 0.45 72.5 76.2 90.2 72.5 49.8 76.2 72.5 90.2 73.7 80.8 78.3 78.8 84.3 
a Estimated based on carbon dioxide emission. 
b Ie is the importance factor of environmental impact. 
Notes: Environmental impact at extreme event (eο) = 0.2 ×106 kg.  
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3.4 Summary 
Indices of resilience were presented in this study for measuring the effectiveness of the usage 
of recovery elements based on the priorities determined by stakeholders. The indices were 
adopted using the ‘resilience triangle’ concept, which is a widely-used approach to the 
evaluation of the resilience of bridges for a specific recovery option, and it is commonly 
expressed in terms of the improvement of performance with time (Bocchini and Frangopol, 
2011; Bruneau et al., 2003; Bruneau and Reinhorn, 2007). Future research can focus on 
expanding the resilience forms to include the effect of redundancy, as a fourth resilience 
element, in the system to examine its impact on rapidity, robustness and resources (Bruneau 
et al., 2003; Bruneau and Reinhorn, 2007). For instance, the existence of functional bridges 
within a region may facilitate the rehabilitation activities on the damaged bridges, which can 
consequently reduce the cost and shorten the recovery time. Therefore, such forms can 
provide more efficient and holistic evaluation methods for the various recovery options.  
The subsequent chapters focus on fragility analysis of bridges, which can quantify the 
probability of a given damage state of bridge under a given level of intensity measure (IM). 
The typical recovery costs can be calculated once the level of damage with a high (threshold) 
probability is established. 
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CHAPTER 4 
FRAGILITY ASSESSMENT METHODOLOGY 
4.1 Introduction 
Fragility describes the probability of exceeding a certain limit state at a given hazard 
intensity level. As discussed in Chapter 2, the use of analytical fragility functions (i.e. based 
on structural models) can be expanded to include a wide range of bridge classes and hazard 
types. They also facilitate the evaluation of different retrofit measures for reducing or 
preventing damage. The available literature on analytical fragility functions has focused 
mainly on simply supported bridges. However, the enhancement of the connectivity between 
deck and substructure results in transfer of forces to the substructure. This requires fragility 
functions that can provide an accurate evaluation of probability of failure considering the 
connectivity. Hence, the objective of this chapter is to develop a comprehensive fragility 
analysis methodology for integral bridges, and bridges with strong connection between 
super- and sub-structure, subjected to extreme hydrodynamic forces. The developed 
methodology is considered general and can be used for ay IM combination and proposed 
strengthening schemes for bridge piers. The magnitude of hydrodynamic force and its 
distribution over the height of bridge is first discussed. This includes the different parameters 
(e.g., force coefficient) used in estimating its magnitude. The uncertainties in structural and 
demand parameters considered in the proposed methodology are presented. The steps 
involved in the procedure adopted for the proposed methodology are then explained. The 
methodology is broadly divided into two different analysis types, namely, static and time-
history. The main aim of the static analysis is to develop capacity curves at the inundation 
levels and identify the performance levels. The time-history analysis is utilized to capture 
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the maximum engineering demand parameter (i.e., pier drifts) and compare it with the 
damage states defined in the static analysis. 
 
4.2 Wave-Induced Hydrodynamic Forces 
As discussed previously, the extreme wave-induced forces generated on bridges are mainly 
classified as: (1) hydrostatic forces; (2) hydrodynamic forces; and (3) impact forces. The 
magnitude of force responsible for the major damage of structures during extreme wave 
events is dominated by the hydrodynamic force element (Attary et al., 2016). In addition, 
most of the previous studies have been devoted to cover the deck unseating failure, which is 
unlikely to occur in integral bridges. As the wave impacts the bridge, the abutments can be 
washed away, and hence the demand can be completely transferred to piers. Hence, piers 
can be subjected to significant damage, which has been shown in field observations and 
numerical simulations of case study bridges (Maruyama et al., 2012; Salem et al., 2016). 
With the increase in research efforts on strengthening the deck and substructure connections 
(Ataei, 2013; Lehrman et al., 2011), these types of failure become more predominant and 
require fragility models that can provide reliable estimation of the level of damage. 
Therefore, the drag force component initiated by steady flows and causes the significant 
lateral displacement of piers is specifically adopted in the analysis presented in this study. 
The failure of foundation and deck connection is not considered in this study. Future research 
can include stability-related failures and the other wave-induced forces when more data 
become available. The hydrodynamic forces are applied in this study in the form of a 
pressure (pw) distributed over the height of the structural element. However, there is 
insufficient understanding of the most suitable distribution pattern that can provide accurate 
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representation of the hydrodynamic forces. For instance, the experimental investigations by 
Shafiei et al. (2016) and Palermo et al. (2012) showed that the pressure distribution from 
tsunami-generated waves is similar to the hydrostatic pressure (triangular pattern). However, 
Chinnarasri et al. (2013) reported that the pressure distribution is uniform until a certain 
depth where it decreases linearly to zero (trapezoidal pattern). In addition, the recent study 
by Nasim et al. (2019) examined the pressure distribution on bridge piers using finite volume 
method. The investigation was conducted on both circular and rectangular pier cross-
sections of a U-slab bridge case study. The results showed that the pressure distribution is 
uniform along the pier height for both cross-sections with slight variation at the bottom and 
top. It was also reported that the distribution pattern is not affected by the flow velocity. 
Furthermore, the study by Petrone et al. (2017) on the fragility of building structures reported 
that the use of different distribution patterns provided similar results. Hence, in this study, 
the uniform distribution of hydrodynamic load on structures is used. This pattern is adopted 
by the ASCE 7-16 (ASCE, 2016), and it has been used in recent fragility studies for bridges 
and other structures subjected to extreme wave forces (Alam et al., 2017; Ataei and Padgett, 
2013b; Attary et al., 2016). The magnitude of hydrodynamic force is controlled by the flow 
velocity, projected (tributary) area of element and the uplift or drag force coefficients that 
depend on the cross-sectional shape of the structural element (see Figure 4-1).  The 
magnitude of hydrodynamic force is expressed using the following equation (ASCE, 2016): 
20.5 sF Cbhu=                                                                                                              (4-1) 
In Equation 4-1, ρs is the water density (usually taken as 1200 kg/m3); C is the force 
coefficient; b is the width (or diameter) of structural element; h is the overall inundation 
height; and u is the flow velocity. 
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Figure 4-1. Illustrative diagram for the distribution of hydrodynamic force pressure on bridge and the main geometrical parameters. (Note: 
the force coefficients are defined based on the pier shape). 
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4.3 Uncertainty of Input Parameters 
4.3.1 Wave Load Parameters 
The variation in extreme wave demand needs to be considered in probabilistic models by 
identifying the inherent aleatory (based on nature) and epistemic (based on knowledge) 
uncertainties in the realizations of the modeling parameters. Examples of wave hazards 
aleatory uncertainties include the change in wave height with time and dip angle, while 
epistemic uncertainties include instrument imperfection (e.g., errors in significant wave 
height measurement) and sampling variability (Bitner-Gregersen et al., 2014; Thio, et al., 
2010). The further statistical characterization of hazard IMs requires numerical models for 
wave propagation using topographic and bathymetric data for the location of bridge. 
Numerical simulations have been recently adopted due to the difficulties in obtaining site-
specific historical data (Burbidge et al., 2008; Geist and Parsons, 2006). The results of these 
models are the annual rate of occurrence of the exceedance of selected IMs (e.g., inundation 
depth) (Attary et al., 2017). However, compared to earthquake hazards, probabilistic 
methods that incorporate the uncertainties of wave hazards demands are limited (Bradley, 
2010; Cornell et al., 2002; Mangalathu et al., 2018; Padgett and DesRoches, 2007). Ataei 
and Padgett (2012) employed Longuett-Higgins (1983) density function for joint probability 
to correlate the wave period to the maximum wave height. The probability distribution of 
maximum wave height and wavelength was taken as a function of significant wave height 
and wave period, respectively. De Risi et al. (2017) used Bayesian statistical approach to 
account for the uncertainty in the inundation depth input data. It was reported that the 
consideration of the uncertainty in the inundation depth enhanced the reliability of the 
proposed damage assessment method by reducing the residuals between fragility models and 
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observed data. Recent studies have suggested the use of hydrodynamic force parameters 
(e.g., force coefficients) to account for the demand uncertainties in the fragility models 
(Alam et al., 2017; Attary et al., 2016). The variation in force coefficients depends on the 
shape of structural elements (Kerenyi et al., 2009). The ASCE 7-16 (ASCE, 2016) provided 
a range of 1.2 to 2 for drag coefficients for different structural element sections. In particular, 
a value of 1.75 was suggested for round columns, while 2.25 was given for square columns. 
Figure 4-2 shows the main steps of the fragility functions development methodology and the 
adopted random variables. In this study, the uncertainties in the computation of IMs was 
considered by adopting a uniform probability distribution of the drag coefficient of the 
hydrodynamic force (see Figure 4-2). The variation in water density at the location of bridge 
is less than 10% (Attary et al., 2016), and hence it was taken as a deterministic value.  
 
4.3.2 Material Parameters 
The uncertainties in the structural capacity was considered by taking into account the 
ultimate compressive strength of concrete and yield strength of steel as random variables. A 
normal probability distribution of the concrete was assumed, while a lognormal distribution 
was used for the steel yield strength (see Figure 4-2). The concrete elastic and shear moduli 
are assumed to be a function of concrete compressive strength. The errors due to construction 
and workmanship were not taken into account as most of bridge components are assumed to 
be precast. Hence the geometrical parameters of bridge components were taken as 
deterministic. It should be mentioned that all these assumptions and considerations can be 
adjusted for other types of structures and fragility capacity models. 
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Figure 4-2. Generic procedures of the proposed methodology for developing fragility 
functions. Notes: X is the random variable; x is random variable realization (specific value) 
(Nowak and Collins, 2013); fX(x) is the probability density function (Nowak and Collins, 
2013); μX is the mean of random variable; and [a,b] is the uniform distribution range.  
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4.4 Fragility Functions Derivation Methodology 
4.4.1 Main Procedures and IM Ranges 
The fragility of a structure defines its potential response and the uncertainty in its safety 
above a specific hazard level (Tekie and Ellingwood, 2003). A fragility model is represented 
by a function (or curve) that states the probability of reaching or exceeding a certain damage 
level at a given intensity measure (Jeong and Elnashai, 2007), and it is expressed as 
P[DM|IM=x], where DM is the damage measure and x is the demand variable. The proposed 
methodology for developing fragility functions for bridges subjected to extreme 
hydrodynamic forces is based on Monte Carlo Simulation (MCS) (Melchers, 1999), and it 
comprises mainly of two phases, static and time-history analyses. The main steps of the 
methodology procedure are schematically presented in Figure 4-3. The uncertainties in 
demand and capacity are considered in the time-history analysis phase. The initial step of 
the methodology is the generation of inundation depths from 0 to maximum depth (hmax). 
The selection of the ranges of inundation depth depends on factors such as the observed 
inundation marks at the location of bridge in the post-hazard inspection or the estimated 
largest storm water level. For each inundation depth, a range of velocities, from 0 to 
maximum velocity (umax), is determined. A constant value of Froude number, denoted as 
Frlimit, is used to determine the realistic ranges of velocity, ui and inundation depth, hj 
combinations, where i=1,2,3,…,imax and j=1,2,3,…,jmax. Based on historical extreme wave 
records, Frlimit is taken in this study as 2 (Matsutomi and Okamoto, 2010). 
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Figure 4-3. Integrated framework for developing fragility functions of integral bridges subjected to hydrodynamic forces. 
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4.4.2 Static Analysis 
The nonlinear static pushover analysis is adopted to obtain the capacity curves for all 
inundation depths using the mean structural parameters. In this type of analysis, a static 
incremental lateral load is applied on the structure until the final failure using displacement-
controlled procedure, which is widely adopted in earthquake engineering area (Ghobarah, 
2001). It has also recently been used in fragility assessment of structures subjected to 
extreme waves, e.g., Refs. Attary et al., (2016); and Petrone et al., (2017). The method 
assumes that the structural response has a single mode with a constant shape throughout its 
time-history (Krawinkler, 1996). Hence, the structural performance can be evaluated based 
on the relevant parameters of demand and capacity, such as drift ratios and internal forces. 
Figures 4-4(a and b) illustrates the pushover analysis adopted in the methodology for three 
different inundation depths h1, h2 and h3. In theory, the increase in inundation depth (i.e., the 
distributed load) over the height of a cantilever column results in a decrease in its load 
carrying capacity (P) and stiffness. In pushover analysis, the load carrying capacity is 
measured in terms of the base shear reaction (see Figure 4-4(a)) of bridge piers. For each 
inundation, six performance levels and their corresponding damage states (DS) are 
considered (see Figure 4-4(b)). The first three damage states DS1, DS2 and DS3 represent the 
first crack (Pcrack), yield (Pyield) and peak (Ppeak) capacities, respectively. The pre-cracking 
stage in the capacity curve defines the full elastic behavior of column where the ultimate 
tensile stresses are lower than concrete flexural strength (Nawy, 2000). After the initiation 
of first crack at Pcrack, the contribution of concrete to the overall stiffness reduces 
significantly, which results in a drop in flexural rigidity, and hence the slope of the capacity 
curve reduces (Janoyan et al., 2006). As the lateral load increases beyond the yield capacity 
(Pyield), the strains in the steel reinforcement exceed the steel yield strain and the stiffness of 
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the capacity curve drops further due to the widening of cracks. The remaining three damage 
states DS4, DS5 and DS6 represent the post-failure performance defined by the drop in peak 
capacity (Ppeak) at 10%, 20% and 50%, respectively. The consideration of the degradation in 
capacity is important for identifying the reserve strength (ductility) of structures overloaded 
by wave-generated forces (Hashemi et al., 2019). Hence, a nonlinear time-history analysis 
approach is adopted in this methodology to provide a full evaluation of the response through 
the maximum forces and displacements obtained from the time-varying solution.  
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Figure 4-4. Static analysis of bridge under hydrodynamic force: (a) idealized two-
dimensional bridge headstock frame under different inundations depths (h1, h2 and h3); and 
(b) performance curves for different inundation depths and illustration of performance levels 
for one depth (h1). Notes: P = base shear reaction; Pg = superimposed dead (gravity) load; 
and δ = pier drift. 
 
 
4.4.3 Time-History Analysis  
A series of time-history models is developed based on the random variables of wave force 
and structural parameters. However, the direct method for generating random samples for 
probabilistic models requires a large number of simulations to obtain a reasonable estimation 
of the damage probability, and the required time to complete one run of non-linear time-
history analysis is relatively long. This is computationally impractical considering the 
hundreds or thousands time-history simulations needed to construct a fragility function. 
Hence, this study utilizes the Latin Hypercube Sampling (LHS) technique to generate the 
combinations of random variables (Nowak and Collins, 2013). The basic idea of this 
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technique is based on the “Latin square” concept, in which for an n×n matrix that contains n 
samples, only one sample exists in each row and each column (Sheikholeslami and Razavi, 
2017). The probability distribution region for the range of each possible samples of random 
variable is partitioned into equal intervals (strata), and a representative single sample is 
randomly selected from each interval (Park et al., 2009). The selected samples for each 
random variable are randomly combined without replacement. In this combination, each 
representative sample for each random variable is considered in the analysis only once 
(Nowak and Collins, 2013). As a result, all possible ranges of the random variables are taken 
into account in the probabilistic model. Figure 4-5 shows an illustrative example of the LHS 
method for two variables (X1 and X2) that have normal distribution. As can be seen, the 
cumulative probability distribution is partitioned into five equal intervals, and one sample is 
randomly selected from each interval. The five random samples for each variable are 
randomly combined to form a Latin square (Minasny and McBratney, 2006). 
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Figure 4-5. Example of Latin Hypercube Sampling (LHS) technique using five samples for 
two variables (Minasny and McBratney, 2006). 
 
The estimation accuracy of the probability of failure can be improved by using variance 
reduction methods (Baji and Ronagh, 2014). In this study, the Antithetic Variates (AV) 
technique (Ayyub and Haldar, 1984) is utilized in conjunction with the LHS to reduce the 
variance of the estimated value of mean by introducing a negative correlation between the 
different simulation cycles. According to Ayyub and Lai (1991), if V is a random number 
that has a uniform distribution over the interval [0,1], and it is used in an analysis run to 
obtain the failure probability (1)( ),
if
P the random number 1-V can be used in the second 
simulation run to obtain the failure probability (2)( ).
if
P The random number 1-V is also 
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uniformly distributed over the same interval [0,1] (Ayyub and Haldar, 1984). Hence, the 
failure probability ( )
if
P of the ith cycle and the variance (Var) of the mean value of failure 
probability ( )fP of N cycles of simulation can be written as follows (Ayyub and Lai, 1991): 
(1) (2)
2
i i
i
f f
f
P P
P
+
=                                                                                                                  (4-2)   
(1) (2) (1) (2)[ ] [ ] 2 [ , ]
( )
4
i i i if f f f
f
Var P Var P Cov P P
Var P
N
+ +
=                                                            (4-3) 
In Equation 4-3, the covariance (Cov) of failure probabilities (1)
if
P and (2)
if
P is negative, which 
results in a reduction of the variance of .
if
P  
The common engineering demand parameter (EDP) used in structures damaged by lateral 
inertial forces initiated during earthquakes are the columns or piers drifts. The hydrodynamic 
force adopted in this analysis is the drag force component that causes significant lateral 
displacement. Hence, pier drift (δ) can be a reasonable estimate for the global damage of the 
bridge, and it has been recently adopted for other structures subjected to extreme waves 
(Park et al., 2012). However, if the elements local failure needs to be considered, detailed 
structural analysis (e.g., progressive damage) is required to define different performance 
levels and their EDPs (Attary et al., 2017), which is beyond the scope of this study. Thus, 
six drifts (δ1 to δ6) are obtained for the six damage states discussed above at each depth in 
the static analysis (see Figure 4-4(b)). The force time-history of the extreme wave was 
represented by a triangular pattern with an amplitude equal to the hydrodynamic load and a 
period of 4 seconds. It should be mentioned that this pattern was selected as an example of 
extreme wave scenario, as it was found suitable for estimating the dynamic response of 
bridge with acceptable computational time. However, further research is needed if the effect 
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of the nature of applied forces generated by different wave types on bridge response is 
specifically examined to provide more accurate estimation of the exact pattern of the force 
time-histories. 
 
4.4.4 Calculation of Cumulative Damage Probability 
The typical dynamic response of the bridge under three different hydrodynamic forces (Fa, 
Fb and Fc) at a single inundation depth is shown in Figure 4-6(a). A sample base shear-drift 
response from time-history analysis is shown in Figure 4-6(b). When the hydrodynamic 
force is relatively low (Fa< Ppeak), the bridge deflects until δa,max, and it then oscillates back 
to rest with some residual drift. The increase in force (Fb>Ppeak) increases further the 
maximum drift (δb,max), and it is followed by oscillation to rest at larger residual drift than 
the first case. However, as the hydrodynamic forces become significantly larger than the 
peak capacity (i.e., Fc>>Ppeak), the bridge shows a complete failure at significantly large drift 
(δc,max) without oscillation as in the first two cases. The recorded maximum drift is then 
checked with the corresponding six damage states (DSj), and the process is repeated until all 
hi and ui combinations are considered. The cumulative probability distribution is computed 
by averaging the number of cases that exceed the certain damage state by the total number 
of cases for each IM combination. In addition, a preliminary convergence check was 
conducted to determine the number of samples needed to obtain sufficiently accurate results 
(see Figure 4-7). At a single IM, a number of simulations were performed using the random 
variables combinations with number of samples trials between 4 and 1000, and the mean 
drift was computed for each trial. The results indicated that the mean drift reaches a degree 
of stability at relatively large number of samples (higher than 100), while the computational 
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time significantly increases for number of samples higher than 20. The mean drift obtained 
from 10 samples was found to show an error of about 0.6% from the 1000 samples, but with 
significantly lower computational time. Therefore, non-linear time-history simulation 
process was conducted using 10 samples for all random variables.  
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Figure 4-6. Evaluation of the response of bridge using time-history analysis: (a) typical 
dynamic response of bridge for different applied forces; (b) sample base shear-drift 
relationship from time-history analysis. 
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Figure 4-7. Convergence check of pier drifts with the increase in sample size. 
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4.4.5 Adopted IMs for Fragility Analyses 
Most of the existing fragility studies on extreme wave forces have adopted the inundation 
depth as the intensity measure (Dias et al., 2009; Suppasri et al., 2011). This is due to the 
fact that the inundation depth can be easily measured by observing the remaining marks on 
the structures, and it can be accurately predicted from numerical simulations compared to 
other wave parameters, e.g., velocity (Charvet et al., 2017). However, the existence of a 
range of velocities at each inundation depth leads to a significant dispersion of the predicted 
response. Recent research efforts have attempted to provide IMs that combine both 
inundation depth and flow velocity, such as momentum flux and moment of momentum flux. 
The momentum flux (hu2) changes linearly with the magnitude of hydrodynamic force, and 
hence it can provide a stronger correlation between the structural response and hazard 
intensity (Park et al., 2013; Park et al., 2014). However, a single value of hu2 can be a product 
of either large velocity and small depth or small velocity and large depth, which leads to two 
different responses of bridge (Attary et al., 2016). In addition, different structural response 
results at different heights of the uniformly distributed load (UDL) as discussed above and 
shown in Figures 4-4(a and b). The moment of momentum flux (h2u2/2) has recently been 
proposed to include the effect of inundation depth by considering the distance between 
resultant force location (h/2) and the pier base (see Figure 4-8) (Alam et al., 2017; Attary et 
al., 2016; Onai and Tanaka, 2015). To illustrate further the difference in structural response 
with the use momentum flux and moment of momentum flux IMs, Table 4-1 presents three 
cases of inundation depth and velocity combinations. The first case represents an inundation 
depth of 9 m, while the second and third cases represent an inundation depth of 9.46 m. The 
combinations of velocity and inundation depth in the second and third cases provide the 
same momentum flux and moment of momentum flux values as the first case, respectively. 
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This can show the effect of the increase in inundation depth for a single IM. The same value 
of momentum flux results in the same magnitude of hydrodynamic force (first and second 
case) as shown in Table 4-1. However, the consideration of the inundation depth leads to 
different magnitudes of forces for the same value of moment of momentum flux (first and 
third case). The drift-time histories for a sample cantilever column are shown in Figure 4-9 
for the three cases. The increase in inundation depth (from 9 to 9.46 m) for a single IM value 
results in a large increase in the drift for the momentum flux compared to the moment of 
momentum flux. The maximum drifts showed an increase of about 8.53% for the same 
momentum flux values, while it was only about 0.47% for the same moment of momentum 
flux values (see Table 4-1). This is attributed to the fact that in the case of momentum flux, 
the decrease in the initial stiffness with the increase in inundation depth results in larger 
drifts (deflections) for a single magnitude of force. However, the consideration of the 
inundation depth in the moment of momentum flux provided lower values of the magnitude 
of forces at the larger inundation depth (third case). Hence, the resulting lower drifts 
minimized the difference in drifts between the two inundation depths (9 and 9.46 m). The 
reduction in the difference between the drifts for the same value of moment of momentum 
flux IM at different inundation depths would lead to a significant reduction in scatter of 
fragility data. The methodology discussed in this chapter utilizes the above intensity 
measures, i.e., inundation depth, flow velocity, momentum flux and moment of momentum 
flux to present the fragility functions, and it examines their efficiency for providing accurate 
prediction of the fragility of bridge. 
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Figure 4-8. Illustrative diagram of momentum flux and moment of momentum flux IMs. 
 
Table 4-1. Illustration of the momentum flux and moment of momentum flux IMs. 
Case h 
(m) 
u 
(m/s) 
Fr hu2 
(m3/s2) 
h2u2/2 
(m4/s2) 
F 
(×106 N) 
Maximum 
drift 
% increase 
in drift in 
relation to 
Case 1 
1 9 12 1.28 1296 5832 2.37 0.0012633 - 
2 9.46 11.7 1.22 1296 6130.08 2.37 0.001371 8.53 
3 9.46 11.42 1.19 1232.98 5832 2.15 0.0012693 0.47 
 
 
Momentum flux IM =hu2 
Moment of momentum flux IM = hu2.(h/2) 
Pier 
h 
h/2 
F=0.5ρCb.(hu2) 
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Figure 4-9. Drift-time histories for a pier based on three cases of IMs and forces.   
 
4.5 Summary 
This chapter explained the fragility functions development methodology for bridges 
subjected to extreme wave hazards. The methodology comprises mainly of static and time-
history history analysis phases. The uncertainties associated with concrete, steel 
reinforcement and hydrodynamic forces are considered in the analysis. The non-linear static 
pushover method is adopted to determine the capacity curves of bridges at different 
inundation levels. Six performance levels and their corresponding damage states are adopted 
at each inundation depth. The damage states represent the behavior of bridge at both pre- 
and post-peak stages. In the time-history analysis, the bridge is subjected to a sinusoidal 
load, and the maximum drift is recorded and compared with the damage states. The fragility 
of bridge is constructed using the average number of cases that exceed the damage states. 
The use of different intensity measures combinations is considered to examine their 
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efficiency in the proposed methodology for providing accurate estimation of the damage of 
bridge. 
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CHAPTER 5 
STRUCTURAL ANALYSIS AND NUMERICAL MODEL VALIDATION OF A 
CASE STUDY BRIDGE 
 
5.1 Introduction 
In this chapter, a concrete girder bridge is used as a case study to demonstrate the procedures 
of the fragility analysis methodology discussed in Chapter 4 and provide more details on the 
proposed framework. Some assumptions were made on the bridge properties for this study, 
such as the connection between super- and sub-structure and pier details. The superstructure 
is assumed to have strong connections to the headstock to transfer the demands completely 
to the substructure. The bridge was modelled using the Open System for Earthquake 
Engineering Simulation (OpenSees). The superstructure was represented by a spine that is 
modelled using elastic elements, in which the section properties of the composite deck and 
girders are defined. Rigid links were used to link the pier to pier-cap beam, and to link the 
superstructure spine to the pier-cap beam at each headstock. Circular pier model was selected 
from the available literature to validate the modelling procedures and assumptions. The piers 
were modelled using displacement-based beam-column elements with fiber section. The 
cyclic load envelopes in the push region were compared with the pushover curves. The pier 
models were then converted to full scale and added in the bridge model to conduct the static 
and time-history analysis. The response of bridge system with piers strengthened using FRP 
jackets was examined. The static and time-history analysis results showed that the 
strengthening of bridge piers with FRP jackets enhances the bridge ductility and capacity 
significantly.  
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5.2 Case Study Bridge Description 
A three-span concrete girder bridge over Tenthill Creek in Queensland, Australia, is selected 
as a case study in this study to illustrate the methodology discussed above for developing 
fragility functions and provide further information on the main aspects of the proposed 
approach. Figure 5-1 shows the elevation views of the evaluated bridge and pier details. The 
bridge was selected because it is located in a region that has experienced significant floods 
and cyclones in recent years (Wahalathantri et al., 2015). It has also been adopted as a case 
study for different retrofitting schemes to overcome the reduction in strength due to 
deterioration (Setunge et al., 2002). The bridge was constructed in 1970s, and it has a total 
length and width of 82.2 and 8.6 m, respectively (QDMR, 2003; Nezamian and Setunge, 
2007). The superstructure has twelve pre-cast prestressed concrete girder beams that are 27.4 
m long and spaced at 2.6 m center-to-center with a concrete deck on top as shown in Figures 
5-1(a and b). The superstructure is supported by two abutments and two headstocks. Each 
headstock consists of two piers, each has a rectangular cross-section with a depth and width 
of 1.524 and 0.7 m, respectively. However, the geometry of piers and pier-cap beams is 
modified in this study in order to validate the modelling procedures and assumptions of piers 
based on available data in the literature as discussed in the following sections. Hence, 
circular piers with a height of 9.46 m and a diameter of 1.52 m are considered (see Figures 
5-1(b and c)). The modified pier has a longitudinal reinforcement of 14 bars with 65 mm 
diameter, and the transverse reinforcement consists of gage wire hoops with a diameter of 
18 mm and spacing of 445 mm center-to-center. The modified pier-cap has a rectangular 
cross-section with a depth and width of 1.68 and 2.05 m, respectively. The bridge 
superstructure is assumed to have a strong connection to the substructure. This can be in the 
form of high-strength dowel bars, headed stud anchorages, retainer cables or shear keys that 
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can completely prevent the vertical and horizontal movements due to uplift and drag 
hydrodynamic forces. Such measures have been addressed in the recent studies for 
retrofitting bridges subjected to extreme waves (Ataei, 2013; Lehrman et al., 2011). In 
addition, it is assumed that the piers footings are supported by multiple piles that provide 
larger lateral strength than pier columns. Consequently, large demands are expected to be 
transferred to piers leading to extensive damage, e.g., flexural failure due to significant 
lateral displacements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 105 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-1. Application example bridge: (a) elevation (side) view; (b) headstock elevation; 
and (c) pier details. All dimensions are in mm. 
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5.3 Numerical Modelling 
5.3.1 The Use of OpenSees Platform for Analysis 
This study focusses on the performance of a bridge that has a strong connectivity between 
deck and substructure. Hence, a full-scale model needs to be developed for the bridge to 
analyze the global response. Typical finite element platforms that adopt solid elements 
require large computational time for the hundreds or thousands of simulations required to 
construct a fragility curve. Hence, the Open System for Earthquake Engineering Simulation 
(OpenSees) (McKenna et al., 2013) is considered the most suitable software for modelling 
the case study bridge. This open source platform is widely used in earthquake engineering 
area for fragility analyses of full-scale structures. This is because it uses cooperating modules 
to construct structural models, and it allows scripted automated routine operations for 
different structural and demand parameters required for the development of fragility 
functions (Scott et al., 2008). The specification of model properties and analyses are usually 
conducted using the fully programmable Tool Command Language (Tcl). The bridge 
components are modelled using the one-dimensional line elements that can have three-
dimensional behavior, and they can be used in the three-dimensional domain (Priestley et 
al., 1996). The analysis of the nonlinear response of line elements is subdivided into two 
main types: (a) concentrated plasticity and (b) distributed plasticity. In the concentrated 
plasticity approach, the nonlinear behavior is represented by rotational springs that are 
located at the ends of linear elastic member, while in the distributed plasticity approach the 
plastic hinges are allowed to form at any position along the member length (Scott and 
Fenves, 2006). Two main types of beam-column elements are adopted for the distributed 
plasticity models: (a) displacement-based elements and (b) force-based elements. The 
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displacement-based beam-column elements are based on the common procedures of finite 
element method, in which the nodal displacements are used to define an approximated 
displacement field of the element (Scott and Fenves, 2006). In the force-based elements, the 
equilibrium in the nonlinear response range of material is achieved by interpolating the 
section basic forces (Spacone et al., 1996). In the displacement-based elements, the 
representation of deformation distribution in the plastic hinge area requires several elements 
(refined mesh) along the length of structural member (Scott et al., 2004). In contrast, the 
force-based elements require only one element to estimate the nonlinear response of 
member, and hence the number of degrees of freedom can be significantly reduced 
(Neuenhofer and Filippou, 1997). The section of the member is discretized into filaments or 
layers, from which the moment-curvature behavior is estimated at specific locations that are 
known as “integration points” (Kashani et al., 2016). The layer discretization is suitable 
when the section bending is only in one direction, while the filament discretization is used 
when the direction of load changes and in members that have arbitrary geometry (Priestley 
et al., 1996). Each layer or filament is considered as a uniaxial member with specified 
uniaxial constitutive properties (Sedgh et al., 2015). The constitutive laws of the fiber section 
uniaxial materials can only capture the bending and axial behavior, and the behavior of shear 
and torsion can be included by aggregating their force-deformation relationships to the 
previously defined section at the specific degree of freedom (Cardone and Flora, 2016; 
Rajeev and Tesfamariam, 2012).  
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5.3.2 Modelling of Superstructure Components  
Figure 5-2 shows a representative model of the case study bridge. The superstructure 
components, which consist mainly of deck and girders, remain elastic under wave loading. 
Hence, the superstructure was modelled as a spine with linear elastic beam-column elements 
located at the section center of gravity along the bridge length. Table 5-1 presents the main 
section properties (uncracked) used to define the elastic beam-column elements. The lateral 
response of bridge is not affected by the stiffness of the superstructure. This is because the 
stiffness of the composite section of deck and girders is significantly larger than the other 
bridge components, and it typically acts like a rigid link (Nielson, 2005). The pier-cap beam 
acts monolithically with the superstructure due to the strong connection between deck and 
headstock, and hence it was modelled in this study using elastic beam-column elements 
located at its center of gravity (Kaviani et al., 2012). Rigid links were used to connect the 
pier column to the pier-cap beams (Nielson, 2005). In simply supported bridges, or bridges 
with limited connectivity between the super- and sub-structure, bearings are usually 
modelled to link the superstructure to the pier-cap beam (Siqueira et al., 2014; Tavares et 
al., 2012). In this study, transverse and vertical rigid links at pier headstocks are used to 
represent the strong deck connection and distribute the demands to the rest of structure (see 
Figure 5-2). To provide a sufficient representation of the mass, which is mainly contributed 
by the superstructure, four elements were used for each span (CALTRANS, 2013; Imbsen, 
2007), and the mass was applied in the form of lumped translational masses at each node. 
The rotational masses are not included in the model as the bridge has two-column 
headstocks, and the effect of rotational inertia about the longitudinal axis is not significant 
as in the single-column headstocks (Priestley et al., 1996).  
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Table 5-1. Section properties for elastic bridge elements. 
Component 
 
Iz
a 
(m4) 
Iy
a 
(m4) 
Area 
(m2) 
Superstructure b 
 
1.68 43.7 6.207 
Pier-cap beam 
 
0.804 1.203 3.436 
Rigid links for piers 
 
0.265 0.265 1.827 
a Second moment of area about local z- and y-axes. 
b Composite deck and girders. 
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Figure 5-2. Numerical model of case study bridge. 
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5.3.3 Modelling of Substructure Components 
Several abutment models are available in the literature to provide realistic response in the 
longitudinal and lateral directions of bridge (Mangalathu et al., 2017). As discussed, this 
study considers the case where the demand from the drag hydrodynamic forces are 
completely transferred to the piers, and abutment components (i.e., shear keys and wing 
walls) do not provide strong restraints to the large lateral displacements. Hence, roller 
abutment model is adopted in this study, which is mainly based on a single constraint in the 
vertical (y-axis) direction, as shown in Figure 5-2. This model provides a lower-bound 
estimation of the transverse response of the bridge, and its failure is mainly controlled by the 
formation of plastic hinges in the piers (Aviram et al., 2008). A damping coefficient of 0.05 
was used for the bridge (Xu and Cai, 2015, 2017). Figures 5-3 shows the arrangement of 
elements and nodes of pier model (Figure 5-3(a)) and fiber section discretization (Figure 5-
3(b)). As discussed in Section 5.3.1, the piers are modelled using fiber-section non-linear 
displacement-based beam-column elements, which allow the spread of inelasticity along the 
element (distributed plasticity model) (Spacone et al., 1992; Spacone et al., 1991). The 
mechanical properties of the materials adopted for piers model are summarized in Table 5-
2. Figures 5-4 and 5-5 show the stress-strain relationships of concrete and steel. The 
analytical model proposed by Braga et al. (2006) was used to represent the uniaxial 
constitutive laws of concrete (ConfinedConcrete01 in OpenSees library). The model was 
adopted because it allows the input of the section and confinement parameters, thus making 
it appropriate for calibration and optimization of the confinement reinforcement. The tensile 
stress-strain data for transverse reinforcement is not available, and hence an elastic-perfectly 
plastic behavior with zero hardening ratio was assumed. The model does not include any 
failure mechanism of the confined concrete, and the failure strain was estimated using the 
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model proposed by Scott et al. (1982) based on the rupture of first hoop. The Giuffré-
Menegotto-Pinto (GMP) (Menegotto and Pinto, 1973) model (Steel02 in OpenSees library) 
is adopted for the longitudinal steel reinforcement to describe the change in material 
behavior between the initial elastic and the strain hardening post-yield (plastic) phase. The 
elastic modulus of longitudinal steel was taken as 200 GPa. The parameters that control the 
transition from elastic to strain hardening stage are defined as follows: Rο = 20, cR1 = 0.925, 
cR2 = 0.15 (Filippou et al., 1983; Lu and Panagiotou, 2013). A strain hardening ratio (bsh) of 
0.01 is considered a reasonable estimation for steel bars, as there is no data available on the 
ultimate strength. The bond-slip between the concrete and reinforcing bars and the effects 
of strain penetration in the pier base are not taken into account in this study. Fixed 
connections are defined at the pier base to represent the strong piles foundation.  
 
Table 5-2. Mechanical properties of materials used for pier model. 
Material Ultimate 
strength 
(MPa) 
Elastic 
modulus 
(GPa) 
Yield 
strength 
(MPa) 
Ultimate 
strain 
Compressive 
Unconfined 
concrete 
 
31.03 28.8 
 
N/Aa 0.017 
Confined concrete 
 
32.2 28.8 
 
N/Aa 0.03 
Tensile 
Longitudinal 
Steel 
  
N/Ab 200.0 358.0 N/Ab 
FRP 
 
532.0 
 
17.755 N/Aa 0.03 
a Not applicable 
b No specific ultimate strength and strain can be given as Giuffré-Menegotto-Pinto Model 
(Menegotto and Pinto, 1973) (Steel 02 in OpenSees library) was used for steel. 
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Figure 5-3. Numerical model of case study bridge: (a) pier model details; and (b) fibre discretization of circular cross-section of pier. All 
dimensions are in mm. 
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Figure 5-4. Stress-strain relationship of concrete obtained using Braga et al. (2006) model. 
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Figure 5-5. Stress-strain relationship of longitudinal steel reinforcement obtained using 
Giuffré-Menegotto-Pinto (GMP) (Menegotto and Pinto, 1973) model. 
 
5.3.4 Pier Model Validation  
To evaluate the accuracy of piers model and validate the adopted approach and failure 
criterion, two pier specimens, initial (un-strengthened) and confined with FRP jackets, were 
selected from the available literature and modelled using the procedures discussed above. 
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Saadatmanesh et al. (1997) tested four one-fifth scale pier specimens of a prototype bridge. 
The study examined the performance of piers retrofitted with FRP jackets and subjected to 
lateral reverse cyclic loading. In this study, the circular specimens, C-2 (initial) and C-2/R 
(FRP-confined) were considered in the verification model. Figure 5-6 shows the test 
specimen details. The specimens had a total height of 2.4 m. The height between the point 
of lateral load and the top of footing was 1.892 m. The total diameter of the pier was 305 
mm, and it had concrete cover of 24 mm. The longitudinal reinforcement of piers consisted 
of 14 bars with 13 mm diameter. This study was selected because it addressed specifically 
piers that have limited ductility due to factors such as inadequate transverse reinforcement. 
Gage wires with a diameter of 3.5 mm and spacing of 89 mm were used. The specimens had 
a concrete cylindrical strength of 36.5 MPa, and the yield strength of the longitudinal and 
transverse steel reinforcement was 358 and 301 MPa, respectively. The FRP jackets had 
tensile strength and elastic modulus of 532 MPa and 17.755 GPa, respectively. An axial load 
of 445 kN was applied on piers top to represent the superimposed dead (gravity) load. The 
specimen failure at the end of test is shown in Figure 5-7. More recently, D’Amato et al. 
(2012) conducted an extensive numerical verification of columns subjected to reverse cyclic 
loading, including the pier specimens C-2 and C-2/R tested by Saadatmanesh et al. (1997). 
It was reported that the load-deformation results of the modelled piers compared well with 
Saadatmanesh et al. (1997). However, the piers model showed slightly larger stiffness than 
the experiment, which is attributed to factors such as the effect of bond-slip between 
reinforcement bars and concrete. The cyclic load-deformation relationships reported by 
D’Amato et al. (2012) are taken further in the analysis presented in this study as similar 
model assumptions and simplifications are adopted, which can facilitate the comparison of 
results and validation of the model. A monotonic (pushover) analysis was conducted in this 
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study to obtain the load-deformation relationships of initial and FRP-confined piers. In 
Figure 5-8, the pushover curves obtained for both pier specimens are compared with the 
strength envelope (or backbone curve) in the push region. It should be mentioned that the 
comparison between the strength envelopes and pushover curves is limited to the models 
that do not consider the P-Δ effects. The piers modelled with P-Δ effects are included in 
Figure 5-8, as they are considered in the subsequent analysis of the bridge to provide more 
reasonable estimate of the effective capacity at large lateral deformations. The strength 
envelope of cyclic response defines the monotonic response and the boundaries of the load-
deformation relationship (Ibarra and Krawinkler, 2005). The initial and hardening stiffness 
branches of the strength envelope are considered in the comparison as they theoretically 
match with the pushover curve. Figures 5-8(a and b) show that the pushover analysis results 
show good agreement with the strength envelops of both initial and FRP confined piers. The 
initial and hardening stiffness matched well with the strength envelopes. The discrepancies 
between the curves are expected after the yielding stage. Table 5-3 presents a summary of 
the results obtained from the piers model verification. The results are compared at the first 
crack and yielding loads and their corresponding displacements. The comparison shows that 
the adopted models can predict the response of piers with satisfactory accuracy, which 
confirms that the adopted modelling approach and procedures were acceptable. 
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Figure 5-6. Test pier details used in the validation model (Saadatmanesh et al., 1997).  
 
 
 
 
 
 
Figure 5-7. Failure of pier specimen C-2 (Saadatmanesh et al., 1997). 
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Table 5-3. Summary of numerical simulations verification results: pushover analysis 
(without P-Δ effects) in comparison with cyclic load envelopes in push region. 
Case Pcr 
(kN) 
Δcr  
(mm) 
Py 
(kN) 
Δy 
(mm) 
Unconfined (C-2) 
Strength envelope from 
D’Amato et al. 
(D’Amato et al., 2012) 
20.27 3.35 35.36 7.4 
Pushover (linear) 20.14 3.25 35.29 8.1 
Pushover/ envelope 0.99 0.97 0.99 1.09 
FRP-confined (C-2/R) 
Strength envelope from 
D’Amato et al. 
(D’Amato et al., 2012) 
25.73 4.6 49.53 12.8 
Pushover (linear) 25.24 4.65 49.04 13.95 
Pushover/ envelope 0.98 1.01 0.95 1.09 
Note: Pcr = cracking load; Δcr = lateral displacement at first crack; Py = yielding load; and 
Δy = lateral displacement at yielding. 
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(b) 
Figure 5-8. Comparison of the cyclic load strength envelope (push region) developed by 
D’Amato et al. (2012) of piers tested by Saadatmanesh et al. (1997) and static pushover 
curves: (a) initial pier; and (b) pier strengthened with FRP jackets. 
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5.4 Structural Response Analysis 
5.4.1 Full-Scale Initial Bridge 
The one-fifth scale pier models discussed in the previous section are converted to full scale 
bridge piers using the similitude law (Harris and Sabnis, 1999). Table 5-4 summarizes the 
main properties of pier specimens (C-2 and C-2/R) and bridge piers. The total axial load 
applied on piers was taken in this study as the superimposed dead load for the bridge. Figure 
5-9 shows the pushover analysis results in terms of base shear normalized by the 
superimposed dead load and drift ratio for the pier specimens and bridge system. The results 
are presented for two loading cases, point load at top and UDL at a height of 10.298 m. In 
the case of UDL, the location of resultant force is closer to the pier base, which leads to a 
larger initial stiffness than the case of point load at top. In addition, the existence of rigid 
elements above the pier in the bridge provides constraints against rotation (double-curvature 
bending). This leads to a higher stiffness in comparison with the single pier specimen, which 
acts as a cantilever with a single-curvature bending.  
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Table 5-4. Main geometry details of pier models. 
Model L 
(mm) 
Ag 
(mm2) 
c 
(mm) 
Longitudinal 
steel  
 
Transverse steel FRP jacket Pg 
(kN) 
Asl 
(mm2) 
n Ast 
(mm2) 
s 
(mm) 
np wp 
(mm) 
tp 
(mm) 
C-2 and 
C-2/R 
specimens 
1892 73061.7 24 132.7 14 9.6 88.9 6 151 0.8 445 
Bridge 
pier 
9460 1826541.6 120 3318.3 14 240.5 444.5 6 755 4 11125 
Note: L= pier height; Ag = total gross-sectional area of pier; c = concrete cover thickness; Asl 
= cross-sectional area of longitudinal steel reinforcement; n = number of longitudinal steel 
reinforcement; Ast = cross-sectional area of transverse reinforcement; s = spacing of 
transverse reinforcement; np = number of FRP layers; wp = width of FRP jackets; and tp = 
thickness of one FRP layer.  
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Figure 5-9. Results of non-linear static pushover analyses including pier shear normalized 
by the total superimposed dead load versus drift ratios for single piers and the bridge system. 
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5.4.2 Strengthening of Bridge Piers Using FRP Jackets 
A comparative analysis of the response of the initial and strengthened (piers confined by 
FRP jackets) bridge is conducted. Figure 5-10 presents the schematic of strengthening of 
bridge piers. The strengthening details of piers included six continuous layers of FRP with 
a total thickness of 24 mm applied over the height between the footing top to the soffit of 
pier-cap beam. The analytical peak axial load-moment interaction diagrams for the initial 
and FRP-confined piers obtained from section analysis are shown in Figure 5-11(a). As the 
figure shows, the use of FRP jackets improved the sectional moment capacity by about 24% 
at the applied axial superimposed dead load. It should be mentioned that the effect of the 
direction of strengthening (transverse and longitudinal) is beyond the scope of this study. 
Further discussion on the use of different FRP schemes to enhance the axial load and moment 
capacity of columns can be found in the study by Sadeghian and Fam (2014), among others. 
Figure 5-11(b) shows the pushover analysis results at an inundation of 10.298 m for the 
initial and strengthened bridge, and their corresponding performance levels. The significant 
enhancement in strength and ductility level of bridge with FRP confined piers can be 
observed. For instance, the increase in peak strength and drift at collapse (50% drop in 
strength) for the strengthened bridge was about 26% and 111%, respectively. 
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Figure 5-10. Schematic of strengthening of bridge piers using FRP jackets. 
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(b) 
Figure 5-11. Strengthening of bridge piers using FRP jackets: (a) interaction diagrams of 
piers; and (b) sample pushover analysis results of bridge at h =10.298 m. 
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5.4.3 Dynamic Response of Initial and Strengthened Bridge 
Figures 5-12 to 5-14 show the time-history analysis results of bridge at an inundation of 
10.298 m and four velocities 16, 17, 18, 19 and 20 m/s. The damage states, DS2 (no collapse, 
yielding), DS5 (collapse, 20% drop in strength) and DS6 (collapse, 50% drop in strength) are 
presented to evaluate the response of bridge. As the applied load increases, the bridge shows 
larger base shear and drifts (see Figures 5-12 (a and b)). However. The increase in the drift 
is relatively significant, and it exceeds the damage state DS6, particularly for velocities 18, 
19 and 20 m/s (see Figures 5-12(b and c)). The strengthened bridge shows larger base shear 
values than the initial bridge as it has larger strength as shown in Figure 5-13(a)). In addition, 
the corresponding drift-time histories show lower values than the damage state DS6 (see 
Figures 5-13(b and c)). Comparisons of the normalised base shear and drift ratios between 
the initial and strengthened bridges are presented in Figure 5-13(d), which show that the use 
of FRP jackets can prevent the total collapse under significant hydrodynamic forces. The 
analysis is expanded further to include the performance of initial and strengthened bridge 
for one velocity (18.5 m/s) and two inundation depths 10.298 and 9 m, and the results are 
shown in Figure 5-14. These combinations of velocity and inundation depth are selected in 
accordance with the Frlimit = 2 adopted in this study. The large capacity at inundation depth 
of 9 m prevented the occurrence of significant lateral displacements, but the maximum drift 
still exceeds the damage state DS2 as shown in Figure 5-14(a). This has been prevented in 
the strengthened bridge, which showed significant reduction in lateral displacement (see 
Figures 5-14(b and c)). 
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(c) 
Figure 5-12. Results of non-linear time-history analysis for initial bridge at u = 16, 17, 18, 
19 and 20 m/s and h = 10.298 m: (a) reaction force-time history; (b) drift-time history; and 
(c) drift-reaction force. 
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(d) 
Figure 5-13. Results of non-linear time-history analysis of bridge with FRP-confined piers 
at u = 16, 17, 18, 19 and 20 m/s and h = 10.298 m: (a) reaction force-time history; (b) drift-
time history; (c) drift-reaction force; and (d) comparison between initial bridge and bridge 
with FRP-confined piers drift-reaction force for u = 19 and 20 m/s. 
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(c) 
Figure 5-14. Results of time-history analysis at h = 10.298 m and 9 m, for u = 18.5 m/s: (a) initial; 
(b) FRP-confined; and (c) comparison between initial bridge and strengthened bridge.
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5.5 Summary 
This chapter presented the detailed numerical model of a case study bridge that was used as 
an illustrative example of the proposed fragility analysis methodology. The model was 
designed and detailed to suit the objective of this study. For instance, the response of bridge 
was mainly based on the pier performance. Hence, limited ductility pier specimens were 
adopted to examine the effectiveness of strengthening in enhancing their performance. 
Appropriate Concrete and steel models that can represent the failure criterion of structure 
were adopted. The results of pushover analysis showed satisfactory accuracy with the 
strength envelop in the push region of cyclic load. The initial bridge showed significant 
displacement at large load levels under time-history analysis, which was found to exceed the 
total collapse damage state (50% drop in peak strength). However, bridges with FRP 
strengthened piers could sustain the same load levels without showing a total collapse, which 
highlights the effectiveness of the use of FRP to enhance the performance of bridges 
subjected to extreme wave loads. Considering the uncertainties in the structural and force 
parameters, the data obtained from the time-history analysis were used to develop fragility 
models of the bridge. 
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CHAPTER 6 
FRAGILITY ANALYSIS 
6.1 Introduction 
In this chapter, the numerical model discussed in Chapter 5 is utilized to construct fragility 
functions for a case study bridge to demonstrate the application of the proposed 
methodology. The time-history analyses were conducted at all the ranges of velocity and 
inundation depths, and the mean damage probability fractions were obtained. The 
methodology of developing the fragility function for a single inundation depth or velocity 
increment was first discussed. Then, the overall fragility function for the bridge was shown 
for the all IMs. The discrepancy in predicting the structural response, defined by the standard 
deviation of the damage probability, was discussed and compared for all IMs. In addition, 
the viability of the FRP jackets for reducing the vulnerability of bridges under extreme waves 
was discussed. In particular, the enhancement in the ductility capacity, represented by the 
damage states in the post-peak stage, was investigated. The efficiency of the single- 
(inundation depth and velocity) and two-parameter (momentum flux and moment of 
momentum flux) IMs in representing the enhancement of bridge capacity was addressed. 
 
6.2 Computation of Fragility Data Using the Proposed Methodology 
An illustration of the use of the proposed methodology discussed in Chapter 4 for developing 
fragility functions of the bridge is shown in Figure 6-1. The detailed calculation steps of the 
damage probability data are shown in Tables 6-1 to 6-3 for velocity, momentum flux and 
moment of momentum flux IMs. As can be seen, the initial step in the method is the 
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generation of the ranges of IMs. For instance, a maximum velocity values of 20 m/s were 
selected for this study. The maximum momentum flux and moment of momentum flux 
values were 4119.2 m3/s2 and 12872.5 m4/s2, respectively. As discussed, the inundation 
depth was increased with 0.5 m increments until an inundation depth of 9 m. Then, the 
increments were modified to 0.46 and 0.415 m until 10.298 m, which is equivalent to the 
pier-cap beam level. For the sake of illustration, the maximum inundation depth in the 
calculation examples shown in Tables 6-1 to 6-3 is taken as 9 m. For velocity IM, an 
increment of 0.5 m/s was used until the maximum velocity of 20 m/s. For momentum flux 
(hu2) IM, an increment of 20.596 m3/s2 was used until the maximum value of 4119.2 m3/s2. 
The corresponding hydrodynamic forces at each hu2 increment were obtained based on the 
back calculated velocities from IM each increment. For instance, the back calculated velocity 
increments for hu2 increments of 20.596, 41.192 and 61.788 m3/s2 at inundation depth of 9 
m are equal to 1.52, 2.14 and 2.62 m/s, respectively. In the moment of momentum flux 
(h2u2/2) IM, an increment of 51.49 m4/s2 was used until the maximum value of 12872.5 
m4/s2. As in the momentum flux, the back calculated velocities of h2u2/2 were used to obtain 
the forces at each inundation depth. For example, for h2u2/2 increments of 51.49, 102.98 and 
154.47 m4/s2 the back calculated velocities are 1.13, 1.6 and 1.95 m/s, respectively. 
Therefore, a total of 40 increments were used for velocity IMs, while 200 and 250 increments 
were used for momentum flux and moment of momentum flux IMs. The Froude number 
limit (Frlimit) is then checked for the generated ranges, and the unrealistic values of velocity 
are excluded from the calculation. This leads to a reduction in the total increments with the 
increase in inundation depth, as the maximum realistic velocity becomes lower. For instance, 
the maximum realistic value for velocity IM at an inundation depth of 9 m is 18.5 m/s (37 
velocity increments). 
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Figure 6-1. Illustration of the computation of fragility of bridge using proposed framework.
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Table 6-1. Illustration of the application of the proposed fragility methodology for obtaining 
damage probability of bridge for velocity IM. 
 
Step Detailed calculation 
1 IM ranges 
 
hmax = 9 m 
hi = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9 (m) 
 
umax = 20 m/s 
ui = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9, 9.5, 
10, 10.5, 11, 11.5, 12, 12.5, 13, 13.5, 14, 14.5, 15, 15.5, 16, 16.5, 17, 
17.5, 18, 18.5, 19, 19.5, 20 (m/s) 
2 Frlimit 
 
Frlimit = 2 
 
3 Revised velocity ranges 
ui = Frlimit. 9.81 ih   
For h = 9 m → umax =18.5 m/s 
 
For h = 8.5 m → umax =18 m/s 
Sample two inundation depths (hi=8.5 and 9 m), and damage states (DS1 and DS6) and one velocity (ui = 18 
m/s) 
4 Select damage states 
 
For hi = 8.5 m 
 
For DS1: 
P= 1818700 N 
δ= 0.000878 
 
For DS6: 
P= 2641960 N 
δ= 0.0537 
For hi = 9 m 
 
For DS1: 
P= 1790000 N 
δ= 0.000877 
 
For DS6: 
P= 2550000 N 
δ= 0.0528 
5 Compute forces 
(10 random samples of 
force coefficients) 
For hi = 8.5 m and ui = 18 m/s 
F = 454.21165, 462.18872, 
564.21295, 393.72275, 
520.02121, 509.28335, 
501.30628, 399.28205, 
569.77225, 443.47379 (N/mm) 
For hi = 9 m and ui = 18 m/s 
F = 454.21165, 462.18872, 
564.21295, 393.72275, 
520.02121, 509.28335, 
501.30628, 399.28205, 
569.77225, 443.47379 (N/mm) 
 
6 Compute maximum drifts 
 
For hi = 8.5 m and ui = 18 m/s 
δmax = 
0.0024455, 0.0025007, 
0.0047948, 0.0018843, 
0.0034132, 0.0030749, 
0.0029238, 0.0019537, 
0.0056153, 0.0022816 
For hi = 9 m and ui = 18 m/s 
δmax = 
0.0029758, 0.0030868, 0.010251, 
0.0022856, 0.0046139, 
0.0040627, 0.0036301, 
0.0023748, 0.01555, 0.0027755 
7 Check exceedance and 
determine damage 
probability. 
 
For hi = 8.5 m and ui = 18 m/s 
 
For DS1:1 
For DS6:0 
 
For hi = 9 m and ui = 18 m/s 
 
For DS1:1 
For DS6:0 
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Table 6-2. Illustration of the application of the proposed fragility methodology for obtaining 
damage probability of bridge for momentum flux IM. 
 
Step Detailed calculation 
1 IM ranges 
 
hmax = 9 m 
hi = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9 (m) 
 
(hu2)max = 4119.2 m3/s2 
(hu2)i = 20.596, 41.192, 61.788, 82.384, 102.98, 123.576, ……, 4119.2 
(m3/s2) 
2 Frlimit 
 
Frlimit = 2 
 
3 Revised velocity ranges 
ui = Frlimit. 9.81 ih   
For h = 9 m → umax =18.7 m/s (back calculated from hu2) 
 
For h = 8.5 m → umax =18.2 m/s (back calculated from hu2) 
Sample two inundation depths (hi=8.5 and 9 m), and damage states (DS1 and DS6) and one velocity (hu2)i = 
2821.652 m3/s2  
4 Select damage states 
 
For hi = 8.5 m 
 
For DS1: 
P= 1818700 N 
δ= 0.000878 
 
For DS6: 
P= 2641960 N 
δ= 0.0537 
For hi = 9 m 
 
For DS1: 
P= 1790000 N 
δ= 0.000877 
 
For DS6: 
P= 2550000 N 
δ= 0.0528 
5 Compute forces 
(10 random samples of 
force coefficients) 
For hi = 8.5 m and (hu2)i = 
2821.652 m3/s2 
F = 465.36936, 473.54239, 
578.07284, 403.39455, 
532.79553, 521.79389, 
513.62086, 409.09041, 583.7687, 
454.36772 (N/mm) 
For hi = 9 m and (hu2)i = 2821.652 
m3/s2 
F = 439.5155, 447.23448, 
545.95768, 380.98374, 
503.19578, 492.80535, 
485.08637, 386.36316, 
551.33711, 429.12507 (N/mm) 
 
6 Compute maximum drifts 
 
For hi = 8.5 m and (hu2)i = 
2821.652 m3/s2 
δmax = 
0.0025433, 0.0026059, 
0.0054694, 0.0019578, 
0.0036111, 0.0032499, 
0.0030503, 0.002031, 0.0073714, 
0.0023718 
For hi = 9 m and (hu2)i = 2821.652 
m3/s2 
δmax = 
0.0028223, 0.0029063, 
0.0075202, 0.00217, 0.0041519, 
0.0037165, 0.003406, 0.0022531, 
0.010998, 0.0026307 
7 Check exceedance and 
determine damage 
probability. 
 
For hi = 8.5 m and (hu2)i = 
2821.652 m3/s2 
For DS1:1 
For DS6:0 
 
For hi = 9 m and (hu2)i = 2821.652 
m3/s2 
For DS1:1 
For DS6:0 
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Table 6-3. Illustration of the application of the proposed fragility methodology for obtaining 
damage probability of bridge for moment of momentum flux IM. 
 
Step Detailed calculation 
1 IM ranges 
 
hmax = 9 m 
hi = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9 (m) 
 
(h2u2/2)max =  12872.5 m4/s2 
(h2u2/2)i =  51.49,  102.98,  154.47,  205.96,  257.45,  308.94, ……, 
12872.5 (m4/s2) 
2 Frlimit 
 
Frlimit = 2 
 
3 Revised velocity ranges 
ui = Frlimit. 9.81 ih   
For h = 9 m → umax =17.8 m/s (back calculated from h2u2/2) 
 
For h = 8.5 m → umax = 18.3 m/s (back calculated from h2u2/2) 
Sample two inundation depths (hi=8.5 and 9 m), and damage states (DS1 and DS6) and one velocity ( h2u2/2)i 
= 12048.66 m4/s2  
4 Select damage states 
 
For hi = 8.5 m 
 
For DS1: 
P= 1818700 N 
δ= 0.000878 
 
For DS6: 
P= 2641960 N 
δ= 0.0537 
For hi = 9 m 
 
For DS1: 
P= 1790000 N 
δ= 0.000877 
 
For DS6: 
P= 2550000 N 
δ= 0.0528 
5 Compute forces 
(10 random samples of 
force coefficients) 
For hi = 8.5 m and (h2u2/2)i = 
12048.66 m4/s2 
F = 467.56732, 475.77895, 
580.80311, 405.2998, 535.31196, 
524.25836, 516.0467, 411.02257, 
586.52588, 456.51372 (N/mm) 
For hi = 9 m and (h2u2/2)i = 
12048.66 m4/s2 
F = 417.05851, 424.38308, 
518.06204, 361.51742, 
477.48505, 467.62551, 460.3009, 
366.62198, 523.1666, 407.19897 
(N/mm) 
 
6 Compute maximum drifts 
 
For hi = 8.5 m and (h2u2/2)i = 
12048.66 m4/s2 
δmax = 
0.0025628, 0.0026271, 0.005635, 
0.0019724, 0.0036531, 
0.0032867, 0.0030759, 
0.0020464, 0.0077557, 
0.0023897 
For hi = 9 m and (h2u2/2)i = 
12048.66 m4/s2 
δmax = 
0.0025939, 0.002654, 0.0052266, 
0.001997, 0.0036342, 0.0032764, 
0.0031012, 0.0020716, 
0.0065304, 0.0024192 
7 Check exceedance and 
determine damage 
probability. 
 
For hi = 8.5 m and (h2u2/2)i = 
12048.66 m4/s2 
For DS1:1 
For DS6:0 
For hi = 9 m and (h2u2/2)i = 
12048.66 m4/s2 
For DS1:1 
For DS6:0 
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The static pushover analysis is conducted for all inundation depths to obtain the capacity 
curves. The six performance levels are specified at each inundation depth, and the damage 
states that correspond to each performance level in the form of pier drifts are obtained. 
Figures 6-2 and 6-3 show the variation in capacity curves of initial and strengthened bridge 
with the increase in inundation depth. The details of the damage states used to develop the 
fragility functions are presented in Tables A-1 to A-12 in the Appendix. Table 6-4 presents 
the main random variables adopted in the fragility analysis for the case study bridge, and 
their probability distributions and defined parameters. The LHS and AV methods are then 
used to generate 10 samples for each random variable, which are used as input for the time-
history analyses at each IM, as discussed in Chapter 4. The random samples of the force 
coefficients, concrete compressive strength and steel tensile strength are generated. The 
forces for all coefficients are calculated and applied on the bridge in the form of UDL. Table 
6-5 shows the detailed calculation steps used to obtain the forces using 10 random samples 
of force coefficients. The bridge model parameters are specified, and the concrete 
compressive strength and steel tensile strength being are set as variables. The capacity curves 
for inundation depth of 10.298 m are shown in Figure 6-4(a) obtained from 10 random 
samples of concrete compressive strength and steel tensile strength. The 10 generated forces 
for each IM increment (e.g., velocity) at each inundation depth are applied on the bridge. 
The structural analyses are conducted for the 10 random samples of each of the concrete 
compressive strength and steel tensile strength. Figure 6-4(b) shows a sample of the response 
of bridge from the time-history analyses for 10 samples of force coefficients, concrete 
compressive strength and steel tensile strength at one inundation depth and velocity. The 
maximum drift from each model is computed and recorded. The procedures of the estimation 
of the maximum drift is explained in Table 6-6. This means that 10 maximum drifts are 
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obtained at each IM increment (e.g., velocity) at each inundation depth. The 10 maximum 
drifts are checked with the damage states obtained from the static analysis for each depth. 
The fragility damage probability is theoretically the ration of the number of maximum drifts 
that exceed a certain damage state to the total number of maximum drifts. For instance, if 4 
maximum drifts exceed the damage state, then the damage probability would be equal to 0.4. 
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(b) 
Figure 6-2. Capacity curves for different inundation depths for initial bridge: (a) 9 to 7 m; 
and (b) 7 to 5 m. 
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(b) 
Figure 6-3. Capacity curves for different inundation depths for strengthened bridge: (a) 9 to 
7 m; and (b) 7 to 5 m. 
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Table 6-4. Statistical characteristics of the random variables of capacity and demand 
estimation. 
Variable 
 
Symbol Distribution Mean COV Range Reference 
Concrete 
strength 
'
cf   Normal 31.03 0.18 N/A
a Bartlett and 
MacGregor, 
(1996) 
Steel strength 
 
fy Lognormal 358.0 0.11 N/A
a Mirza and 
MacGregor, 
(1979) 
Force 
coefficient 
Cd Uniform N/A
a N/Aa 1.25 to 
2.0 
ASCE, 
(2016), 
Attary et al., 
(2016) 
a Not applicable. Note: COV= coefficient of variation. 
 
0.00 0.01 0.02 0.03 0.04 0.05
0.0
0.1
0.2
0.3
0.4
0.5
Drift
B
as
e 
sh
ea
r/
 s
u
p
er
im
p
o
se
d
 d
ea
d
 l
o
ad
 
(a) 
 
 
141 
 
0.00 0.01 0.02 0.03 0.04 0.05 0.06
0.0
0.1
0.2
0.3
0.4
0.5
Drift
B
as
e 
sh
ea
r/
su
p
er
im
p
o
se
d
 d
ea
d
 l
o
ad
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Figure 6-4. Effect of random variables samples on the response of bridge for inundation 
depth of 10.298 m: (a) capacity curves for the random combinations of '
cf  and fy; and (b) 
sample response from time-history analysis for all random combinations of Cd, 
'
cf  and fy for 
u =20 m/s. 
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Table 6-5. Procedures of the calculation of forces for all velocity ranges at each inundation 
depth. 
Parameter Calculation  
1 The 10 force coefficients from 
1.25 to 2. 
 
For example: Cd = 1.838604996, 1.964012577, 1.53150216, 
1.672413832, 1.364007121, 1.411395004, 1.285987423, 
1.71849784, 1.577586168, 1.885992879 
2 Velocity values 
 
u = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9, 
9.5, 10, 10.5, 11, 11.5, 12, 12.5, 13, 13.5, 14, 14.5, 15, 15.5, 16, 
16.5, 17, 17.5, 18, 18.5, 19, 19.5, 20 (m/s) 
3 Inundation depth 
 
e.g., h = 9 m 
4 Pier diameter 
 
D = 1.525 m 
5 Total tributary area of bridge 
 
Atrib = h × D 
6 Froude number limit 
 
Frlimit = 2 
7 Revised velocity 
 
u = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9, 
9.5, 10, 10.5, 11, 11.5, 12, 12.5, 13, 13.5, 14, 14.5, 15, 15.5, 16, 
16.5, 17, 17.5, 18, 18.5 (m/s) 
8 Force 
 
            u1 (0.5 m/s)                                                 u37 (18.5 m/s) 
C1 = 0.35047195 N/mm . . . . . . . . . . . . . . . . . .  479.7961 N/mm 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
              .                                                                               . 
C10 = 0.34218656 N/mm . . . . . . . . . . . . . . . . . .468.45341 N/mm 
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Table 6-6. Procedures of the calculation of bridge maximum drifts for all ranges of forces 
and uncertainties in structural parameters. 
Step Details/illustrative examples 
1 Input forces for 
all coefficients 
(Cd) at all IM 
increments. 
 
Example input of triangular force pattern of peak = 1.0 N/mm 
 
dt (sec)                    force (N/mm) 
0.0                             0.0 
.                                   . 
.                                   . 
.                                   . 
 
2.0                             1.0 
.                                   . 
.                                   . 
.                                   . 
4.0                             0.0 
 
This input is repeated for each force coefficient. 
2 Input 10 random 
samples of 
concrete 
compressive 
strength (
'
cf ) and 
steel tensile 
strength (fy). 
 
For example: 
'
cf =36.87698741, 38.81443471, 31.80629998, 47.35484119, 27.22253786, 
36.32301259, 34.38556529, 41.39370002, 25.84515881, 45.97746214 
 
fy=405.591471, 335.0978009, 287.5619654, 382.7849224, 359.435774, 
312.2150361, 377.8949173, 440.3633686, 330.816989, 352.307046 
3 Structural models 
 
For each IM increment (e.g., u, hu2, h2u2/2) 10 structural models are obtained for 
the following combinations (using LHS method) of structural and force 
parameters (rounded): 
 
 1 2 3 4 5 6 7 8 9 10 
Cd 1.8 2.0 1.5 1.7 1.4 1.4 1.3 1.7 1.6 1.9 
'
cf  
36.9 38.8 31.8 47.4 27.2 36.3 34.4 41.4 25.8 46.0 
fy 405.6 335.1 287.6 382.8 359.4 312.2 377.9 440.4 330.8 352.3 
4 Maximum drifts 
 
Maximum drifts are recorded for the 10 random combinations at each IM 
increment, e.g.,  
δmax = 
0.00017824, 0.00018109, 0.00022497, 0.00015385, 0.00021291, 0.00019996, 
0.00019766, 0.00015621, 0.00023584, 0.0001733 
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6.3 Single-Parameter IM 
6.3.1 Velocity 
The fragility functions for the bridge are developed based on the damage probability data 
obtained from the time-history analyses considering all the uncertainties in force and 
structural parameters. The analysis was performed with a total of 21 inundation depth 
increments for each of the bridge models to provide a total inundation depth (hmax) of 10.298 
m, which is equivalent to the pier-cap beam level. An inundation depth increment of 0.5 m 
was used up to a height of 9 m. Increments of 0.46 and 0.419 m were considered for the 
remaining height until 10.298 m. For each inundation depth, 40 velocity increments of 0.5 
m/s were used, i.e. umax = 20 m/s. Figure 6-5 shows the fragility functions for a single 
increment of inundation depth or flow velocity for one performance level. A summary of 
some of the sample data used in the construction of the fragility functions is presented in 
Table 6-7. The damage fraction is the ratio of the number of damage cases, defined based 
on the selected damage state, to the total number of analyses at each IM increment. For the 
velocity IM, the damage probability data are computed at each velocity increment for all 
inundation depths and the fragility fitting curve is drawn, as shown in Figure 6-5(a) for h = 
7.5 m. Hence, the process of defining the fragility function for a single depth (see Figure 6-
5(a)) is repeated for all velocity increments until umax = 20 m/s to develop the overall fragility 
function of the bridge. Figures 6-6 and 6-7 show the fragility functions for velocity IM for 
the six damage states. The dashed lines present the fragility function at each velocity 
increment for a single inundation depth. This means that the individual fragility functions 
representing each inundation depth show lower damage probability with the increase in 
inundation depth, as indicated in Figure 6-6(a). The mean damage probability data at each 
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velocity increment was calculated. The fragility trend line of the mean damage probabilities 
was drawn to facilitate the comparison between results. The scatter between the damage data 
is attributed to the difference in the hydrodynamic force at each combination of velocity and 
inundation depth. For instance, the mean damage probability of a velocity of 12 m/s is about 
36% for DS1 (see Figure 6-6(a)). This provides momentum flux (hu
2) values of 936 and 
1482.9 m3/s2 for inundation depths of 6.5 and 10.298 m, respectively. Hence, the resulting 
variation in the response of bridge leads to a large scatter in the damage probability data 
(between 0 and 1) for most velocity increments. In addition, the effect of Frlimit on the 
fragility results at relatively large velocities and small inundation depths can be observed. 
For example, at a velocity of 15.5 m/s, and for an inundation depth of 6.5 m, the damage 
probability m was about 0.1. which is the threshold realistic case considered in the present 
analysis (see Figure 6-6(a)). 
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Table 6-7. Sets of sample data used for developing fragility functions for a single 
velocity/inundation depth increment of velocity, inundation depth and momentum flux IMs. 
IM level Fr Total 
number of 
analysis 
trials 
Number of 
damage 
cases 
Damage 
probability 
Fitted 
fragility 
function 
Velocity (m/s) for h = 7.5 m 
12 1.40 10 0 0.00 0.01 
13 1.52 10 1 0.10 0.09 
14 1.63 10 4 0.40 0.35 
15 1.75 10 7 0.70 0.71 
16 1.87 10 10 1.00 0.93 
17 1.98 10 10 1.00 0.99 
Inundation depth (m) for u = 13 m/s 
7.0 1.57 10 0 0.00 0.01 
7.5 1.52 10 1 0.10 0.08 
8.0 1.47 10 3 0.30 0.32 
8.5 1.42 10 7 0.70 0.68 
9.0 1.38 10 9 0.90 0.92 
9.46 1.35 10 10 1.00 0.99 
Momentum flux (m3/s2) for h = 8.5 m 
1071.0 1.23 10 0 0.00 0.09 
1215.2 1.31 10 3 0.30 0.27 
1359.3 1.38 10 5 0.50 0.54 
1503.5 1.46 10 8 0.80 0.79 
1627.1 1.52 10 9 0.90 0.92 
1771.3 1.58 10 10 1.00 0.98 
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(c) 
Figure 6-5. Illustration of fragility function fitting for one inundation depth/flow velocity increment of different IMs at DS1: (a) velocity; (b) 
inundation depth; and (c) momentum flux. 
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(c) 
Figure 6-6. Fragility functions for velocity IM of the initial bridge: (a) DS1; (b) DS2; and (c) DS3. 
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(c) 
Figure 6-7. Fragility functions for velocity IM of the initial bridge: (a) DS4; (b) DS5; and (c) DS6.
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6.3.2 Inundation Depth 
The fragility functions for the inundation depth IM is constructed by incrementing the 
inundation depth and computing the bridge response at all velocity ranges between 0.5 and 
20 m/s for each inundation depth increment. Figure 6-5(b) shows the fragility function for 
inundation depth IM at a one velocity (u=13 m/s). The fragility functions for all inundation 
depth increments for the six damage states are shown in Figures 6-8 and 6-9. The 
discontinuity in the damage data at low inundation depth is due to Frlimit. The fragility 
functions in Figures 6-6 to 6-9 show that the velocity and inundation IMs generally provide 
similar scatter in damage probability data, as they are obtained from the same combinations 
of velocity and inundation depth increments, and hence similar response of bridge is 
obtained. Figures 6-10 shows the fragility functions for all damage states for velocity and 
inundation depth IMs. The fragility functions of DS4 were found to provide similar values 
to DS3, and hence they were not included in the comparison. The use of different IMs 
provides different estimation of the damage probability of bridge as shown in Figures 6-10(a 
and b). For instance, the maximum damage probability for DS2 is about 100% in the velocity 
IM, while it is below 80% in the inundation depth IM. 
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 (c) 
Figure 6-8. Fragility functions for inundation depth IM of the initial bridge: (a) DS1; (b) DS2; and (c) DS3.
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(c) 
Figure 6-9. Fragility functions for inundation depth IM of the initial bridge: (a) DS4; (b) DS5; and (c) DS6.
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 (b) 
Figure 6-10. Mean fragility curves for initial bridge at DS1, DS2, DS3, DS4 and DS6: (a) 
velocity IM; and (b) inundation depth IM. 
 
 
 
 
 
154 
 
6.4 Two-Parameter IM 
6.4.1 Momentum Flux 
A combination of the damage probability of velocity and inundation depth can be obtained 
using two-parameter IMs such as the momentum flux (hu2). The ranges of momentum flux 
are generated by selecting small increments of both inundation depth and velocity, or the 
momentum flux itself is incremented with the velocity or inundation depth. This is because 
the magnitude of momentum flux is a function of both the inundation depth and velocity, 
and their increments have a significant influence on the bridge response. A momentum flux 
increment of 20.596 m3/s2 was used for 200 points until 4119.2 m3/s2, and the inundation 
depth was increased using the same increments adopted for the inundation and velocity IMs. 
The damage probability for one inundation depth (8.5 m) using momentum flux IM is shown 
in Figure 6-5(c). As the figure shows, an even distribution of the damage probability data 
(between 0 and 1) is obtained at all increments. Figures 6-11 and 6-12 show the overall 
fragility functions for momentum flux IM for the six damage states. The scatter in damage 
probability functions at each inundation depth for the momentum flux IM is less than the 
velocity and inundation IMs. To examine further the scatter in damage probability data of 
the different IMs used in this study, the standard deviations of the damage probability data 
points (Pσ) at the intensity measure (IMm) that corresponds to a damage probability of 50% 
(see Figure 6-11(a)) are calculated and presented in Table 6-8. The standard deviations of 
the initial ( )initialP and strengthened ( )
strengthenedP bridge show that the use of momentum flux 
IM leads to a reduction in the discrepancy between the damage probability data compared 
to the singe-parameter IMs. In addition, the trend line of the mean damage probability data 
shows better correlation with the overall fragility functions representing each inundation 
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depth in comparison with the single-parameter IMs. However, the large standard deviations 
of momentum flux IMs indicate that the damage probability data still show some scatter, 
which is attributed to the cases corresponding to more than one possible value of 
hydrodynamic force. As in the velocity IM, at low inundation depths (6.5 m) the damage 
data are subjected to the Frlimit to exclude the unrealistic cases as shown in Figure 6-11(a).  
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Table 6-8. Summary of results for the damage assessment of the case study bridge. 
IM 
investigated  
Performance 
level 
Correlation with 
structural response 
Strengthening effect 
initialP  
strengthenedP  
initialP  
strengthenedP  % reduction 
in damage 
probability 
Velocity DS1 0.46 0.43 0.50 0.24 52 
DS2 0.25 0.24 0.50 0.30 40 
DS3 0.13 N/A
a 0.50 0.03 94 
DS4 0.07 N/A
a 0.50 0.11 78 
DS5 0.07 N/A
a 0.50 0.00 100 
DS6 N/A
a N/Ab 0.50 0.00 100 
Inundation 
depth 
DS1 0.41 0.37 0.50 0.27 46 
DS2 0.34 0.35 0.50 0.43 14 
DS3 0.32 0.11 0.50 0.16 68 
DS4 0.23 0.11 0.50 0.20 60 
DS5 0.23 0.12 0.50 0.20 60 
DS6 0.20 N/A
b 0.50 0.00 100 
Momentum 
flux 
DS1 0.37 0.31 0.50 0.10 80 
DS2 0.16 0.08 0.50 0.30 40 
DS3 0.00 N/A
a 0.50 0.02 96 
DS4 0.00 N/A
a 0.50 0.04 92 
DS5 0.00 N/A
a 0.50 0.00 100 
DS6 N/A
a N/Ab 0.50 0.00 100 
Moment of 
momentum 
flux 
DS1 0.00 0.00 0.50 0.05 90 
DS2 0.00 0.00 0.50 0.27 46 
DS3 0.00 N/A
b 0.50 0.00 100 
DS4 N/A
b N/Ab 0.50 N/Ab N/Ab 
DS5 N/A
b N/Ab 0.50 N/Ab N/Ab 
DS6 N/A
b N/Ab 0.50 N/Ab N/Ab 
 Notes: initialP  and 
strengthenedP correspond to the IMm for initial bridge. The maximum value 
of Pμ is used in cases where it is below 50%. 
a Not applicable as only one damage data is available. 
b No damage data is available. 
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(c) 
Figure 6-11. Fragility functions for momentum flux IM of the initial bridge: (a) DS1; (b) DS2; and (c) DS3.
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(c) 
Figure 6-12. Fragility functions for momentum flux IM of the initial bridge: (a) DS4; (b) DS5; and (c) DS6.
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6.4.2 Moment of Momentum Flux 
For the analyses that adopt the moment of momentum flux (h2u2/2) IM, an increment of 
51.49 m4/s2 was used for 250 points until 12872.2 m4/s2. Figure 6-13 shows the fragility 
function of bridge using moment of momentum flux for the first three (pre-peak stage) 
damage states. The significant reduction in the scatter between the data at different 
inundation depths can be observed. In addition, there is no standard deviation at IMm as 
shown in Table 6-8. This means that the same damage probability values were obtained at 
IMm, which indicates almost no discrepancy in the bridge response. In fact, the trend lines 
representing the different inundations show a typical fragility function. Hence, the use of 
moment of momentum flux is more efficient for representing the structural response than 
the other IMs, as each damage probability data point represents only one case of 
hydrodynamic force. Figures 6-14(a and b) show the fragility function mean trend lines at 
different damages states for the momentum flux and moment of momentum flux IMs. 
Overall, the fragility functions using the momentum flux show higher damage probability 
values compared to the inundation depth and velocity. The damage probability data for the 
moment of momentum flux at DS2 and DS3 are relatively smaller than the momentum flux 
(see Figures 6-14(a and b)). In this study, the velocity corresponding to the maximum 
moment of momentum flux was 15.6 m/s for an inundation depth of 10.298 m. The 
corresponding velocities increase with the decrease in inundation depth, but due to Frlimit, 
the resulting forces were not included in the analysis. Hence, the resulting response in the 
structure did not represent the damage beyond DS3 for the range of moment of momentum 
flux values considered in the analysis presented in this study. It should be mentioned that the 
increments and number of data points of the two-parameter IMs were selected to provide 
accurate estimation of the fragility function with acceptable computational time. Hence, the 
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increase in the maximum moment of momentum flux may result in differences (if larger 
increments are considered) of the estimated fragility functions or larger computational time 
(if more data points are considered). The overall analysis results show that the two-parameter 
IMs show an inverse relationship with the inundation, which is also observed in the velocity 
IM. 
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(c) 
Figure 6-13. Fragility functions for moment of momentum flux IM of the initial bridge: (a) DS1; (b) DS2; and (c) DS3.
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(b) 
 
Figure 6-14. Mean fragility curves for initial bridge at DS1, DS2, DS3, DS4 and DS6: (a) 
momentum flux; and (b) moment of momentum flux. 
 
6.5 Fragility Functions of Strengthened Bridge 
The fragility of bridge with FRP-confined piers is investigated for all damage states and IMs. 
As in the initial bridge, the scatter in data for the different IMs at all damage states for the 
strengthened bridge are shown in Figures 6-15 to 6-21. Figure 6-22 shows the mean trend 
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lines of fragility functions for all IMs. These trend lines are used to examine the reduction 
in damage probability in the strengthened bridge. A comparison of the fragility analyses 
results between the initial and strengthened bridge is presented in Table 6-8. In addition, 
Figures 6-23 to 6-26 show a comparison of the fragility functions at DS1, DS2, DS3 and DS6 
for all IMs. The mean damage probabilities data of initial ( )initialP and strengthened
( )strengthenedP bridge at IMm are compared in Table 6-8, and their reduction percentages are 
summarized to examine the viability of FRP jackets for reducing the vulnerability of bridges 
under extreme wave forces. The results show that the strengthened bridge exhibited 
significant enhancement in capacity at all performance levels. In particular, the flexural 
ductility of strengthened bridge, which is defined by the reserve strength in the post-peak 
stage, was improved. This is shown by the significant reduction in damage probability at 
collapse stage (50% drop) DS6, which was about 100% (except the moment of momentum 
flux). However, the fragility functions of strengthened bridge show some variation in the 
increase in capacity among the different IMs. For instance, the bridge showed a reduction in 
damage probability for inundation depth IM of about 52% for the cracking performance level 
(DS1), while it was about 40% for the momentum flux. In addition, the damage probability 
for DS5 was reduced by about 100% for velocity and momentum flux IMs, while it showed 
a drop of only 60% for the inundation depth. The reduction percentages in the two-parameter 
IMs are generally higher than the single-parameter IMs, which is attributed to the 
improvement in the accuracy of predicting the structural response. For example, the cracking 
(DS1) probability of damage of strengthened bridge was about 24%, 27%, 10 and 5% for the 
velocity, inundation depth, momentum flux and moment of momentum flux IMs, 
respectively. In other words, the reduction in damage probability in the moment of 
momentum flux at DS1 was about 90%, while it was almost about half of this percentage 
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(46%) in inundation depth IM. This significant difference indicates the advantage of using 
two-parameter IMs for providing more accurate representation of the enhancement of retrofit 
strategies for bridges under extreme wave hazards.
 165 
 
0 5 10 15 20
0.0
0.2
0.4
0.6
0.8
1.0
Velocity (m/s)
C
u
m
u
la
ti
v
e 
p
ro
b
ab
il
it
y
P[DS1|hi]
P(DS1)
0 5 10 15 20
0.0
0.2
0.4
0.6
0.8
1.0
Velocity (m/s)
C
u
m
u
la
ti
v
e 
p
ro
b
ab
il
it
y
P[DS2|hi]
P(DS2)
 
(a) (b)          
0 5 10 15 20
0.0
0.2
0.4
0.6
0.8
1.0
Velocity (m/s)
C
u
m
u
la
ti
v
e 
p
ro
b
ab
il
it
y
P[DS3|hi]
P(DS3)
 
(c) 
Figure 6-15. Fragility functions for velocity IM of the strengthened bridge: (a) DS1; (b) DS2; and (c) DS3.
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(c) 
Figure 6-16. Fragility functions for velocity IM of the strengthened bridge: (a) DS4; (b) DS5; and (c) DS6.
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(c) 
Figure 6-17. Fragility functions for inundation depth IM of the strengthened bridge: (a) DS1; (b) DS2; and (c) DS3.
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(c) 
Figure 6-18. Fragility functions for inundation depth IM of the strengthened bridge: (a) DS4; (b) DS5; and (c) DS6.
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(c) 
Figure 6-19. Fragility functions for momentum flux IM of the strengthened bridge: (a) DS1; (b) DS2; and (c) DS3.
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(c) 
Figure 6-20. Fragility functions for momentum flux IM of the strengthened bridge: (a) DS4; (b) DS5; and (c) DS6.
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(a)                                                                                (b) 
 
 
Figure 6-21. Fragility functions for moment of momentum flux IM of the strengthened bridge: (a) DS1 and (b) DS2.
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(c)                                                                                (d) 
Figure 6-22. Mean fragility curves for strengthened bridge at DS1, DS2, DS3, DS4 and DS5: (a) velocity; (b) inundation depth; (c) momentum 
flux; and (d) moment of momentum flux.
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(b) 
 
Figure 6-23. Fragility functions for the initial and FRP-confined bridge for velocity IMs: (a) 
first crack (DS1) and yielding (DS2); and (b) peak (DS3) and complete collapse at 50% drop 
(DS6). 
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(b) 
 
Figure 6-24. Fragility functions for the initial and FRP-confined bridge for inundation depth 
IMs: (a) first crack (DS1) and yielding (DS2); and (b) peak (DS3) and complete collapse at 
50% drop (DS6). 
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(b) 
Figure 6-25. Fragility functions for the initial and FRP-confined bridge for momentum flux 
IMs: (a) first crack (DS1) and yielding (DS2); and (b) peak (DS3) and complete collapse at 
50% drop (DS6). 
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Figure 6-26. Fragility functions for the initial and FRP-confined bridge for moment of 
momentum flux IMs: (a) first crack (DS1) and yielding (DS2); and (b) peak (DS3) and 
complete collapse at 50% drop (DS6). 
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6.6 Application of Fragility Analysis Results for Resilience Quantification 
The resilience restoration indices discussed in Chapter 3 can be applied to the damage 
probability results obtained from the fragility functions for the different IMs adopted in this 
study. Figure 6-27 illustrates the drop in performance in an example of fragility at IM = x, 
for a certain damage state. For the sake of illustration, it is assumed in this study that the 
damage index used for estimating the performance is inversely proportional to the damage 
probability obtained from the fragility analysis. For instance, at a damage probability of 
40%, the performance index would be 60% (see Figure 6-27). Hence, a probability of 
damage of 100% would provide a performance index of 0% (complete collapse), while a 
probability of damage of 0% would provide a fully functional bridge (Q = 100%). The 
resilience restoration for a bridge at the instant of extreme event can be estimated using the 
unified index R5 that simultaneously takes into account the effect of time, resources and 
environmental impact of the different restoration strategies. The relationship in Figure 3-4 
is adopted for the different performance levels. The variation in performance levels was 
estimated based on the assumption that the larger performance level requires less restoration 
time, resources and environmental impact. Therefore, the resilience quantification of the 
bridge for the different restoration strategies can be estimated at any IM. Tables 6-9 to 6-12 
present the unified resilience indices for different IMs and performance levels. As can be 
seen, the effect of different recovery elements has a significant effect on the resilience index. 
In addition, the resilience quantification as a function of specific IMs is useful for the 
stakeholders to relate the level of hazards to the required resources, time and environmental 
impact for different recovery options. For example, at a velocity of 17.5 m/s the performance 
is expected to drop to 70% (see Table 6-9). If the time is specified as the priority, followed 
by the resources due to budget capping specified by the government, the resilience 
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importance factors can be taken as follows: It=0.67; Ic=0.33; and Ie=0. For such priorities, 
the available resilience indices can be 89.8, 86.1 and 83.6. The selection of any of these 
indices and their corresponding time, resources and environmental impact data would be 
based on the minimum quality aimed by the decision makers. For instance, if the minimum 
unified resilience index, Rmin is specified to be at 85% or greater to assure that the project is 
performed at the maximum possible quality, then a resilience index of 86.1% is selected the 
velocity value of 17.5 m/s. This would correspond to a time, cost and environmental impact 
values of 43 days, $136.7×104 and 0.37×106 kg, respectively. The same process for the 
different hazard intensities can be applied to all IMs. 
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Figure 6-27. Application of fragility functions for resilience quantification: (a) example of 
fragility functions at extreme event for performance drop to 40%) and after restoration; (b) 
resilience triangle of time; (c) resilience triangle of resources; and (d) resilience triangle of 
environmental impact.
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Table 6-9. Resilience assessment of bridge restoration based on the damage data from fragility analysis for velocity IM of initial bridge at 
DS3. 
Velocity 
(m/s) 
Performance 
at instant of 
extreme 
event (%) 
Time at full 
performance 
restoration (tr)  
(days) 
Resources at full 
performance 
restoration (cr) 
(×104 $) 
Environmental 
impact at full 
performance 
restoration (er) 
(×106 kg) 
Unified resilience factors R5 (%) 
It=0;  
Ic=1; 
Ie=0 
It=1; 
Ic=0; 
Ie=0 
It=0; 
Ic=0; 
Ie=1 
It=0.67; 
Ic=0.33; 
Ie=0 
It=0; 
Ic=0.67; 
Ie=0.33 
It=0.67; 
Ic=0; 
Ie=0.33 
It=0.33; 
Ic=0.33; 
Ie=0.33 
It=0.33; 
Ic=0; 
Ie=0.67 
17.5 70 tr1 = tc  27 cr1 = cc 148.7 er1 0.6 82.6 93.3 84.3 89.8 83.1 90.3 85.9 87.3 
tr2 43 cr2 136.7 er2 0.37 84.2 87.0 93.3 86.1 87.2 89.1 87.3 91.2 
tr3=tn 53 cr5 = cn 133.3 er3 0.3 84.7 83.1 96.1 83.6 88.4 87.4 87.1 91.8 
18.4 50 tr1 = tc 44 cr1 = cc 247.8 er1 1.0 69.1 86.6 68.6 80.9 69.0 80.7 74.0 74.5 
tr2 71 cr2 227.8 er2 0.62 71.8 76.0 83.5 74.7 75.7 78.5 76.4 81.0 
tr3=tn 89 cr5 = cn 222.2 er3 0.5 72.6 69.0 88.2 70.2 77.8 75.3 75.8 81.9 
19.8 20 tr1 = tc 71 cr1 = cc 396.4 er1 1.6 49.0 76.0 45.0 67.1 47.7 65.8 56.1 55.2 
tr2 114 cr2 364.4 er2 1.0 53.3 59.1 68.6 57.2 58.4 62.3 59.7 65.5 
tr3=tn 142 cr5 = cn 355.6 er3 0.8 54.5 48.1 76.4 50.3 61.8 57.5 59.1 67.1 
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Table 6-10. Resilience assessment of bridge restoration based on the damage data from fragility analysis for inundation depth IM of initial 
bridge at DS3. 
Inundation 
depth (m) 
Performance 
at instant of 
extreme 
event (%) 
Time at full 
performance 
restoration (tr)  
(days) 
Resources at full 
performance 
restoration (cr) 
(×104 $) 
Environmental 
impact at full 
performance 
restoration (er) 
(×106 kg) 
Unified resilience factors R5 (%) 
It=0;  
Ic=1; 
Ie=0 
It=1; 
Ic=0; 
Ie=0 
It=0; 
Ic=0; 
Ie=1 
It=0.67; 
Ic=0.33; 
Ie=0 
It=0; 
Ic=0.67; 
Ie=0.33 
It=0.67; 
Ic=0; 
Ie=0.33 
It=0.33; 
Ic=0.33; 
Ie=0.33 
It=0.33; 
Ic=0; 
Ie=0.67 
9.25 78 tr1 = tc  20 cr1 = cc 109.0 er1 0.44 87.9 96.1 90.6 93.4 88.8 94.3 90.6 92.4 
tr2 31 cr2 100.2 er2 0.27 89.1 91.8 97.3 90.9 91.8 93.6 91.8 95.4 
tr3=tn 39 cr5 = cn 97.8 er3 0.22 89.5 88.6 99.2 88.9 92.7 92.1 91.5 95.7 
10.0 55 tr1 = tc 40 cr1 = cc 223.0 er1 0.9 72.5 88.2 72.5 83.0 72.5 83.0 77.0 77.7 
tr2 64 cr2 205.0 er2 0.56 74.9 78.8 85.9 77.5 78.5 81.1 79.1 83.5 
tr3=tn 80 cr5 = cn 200.0 er3 0.45 75.6 72.5 90.2 73.5 80.4 78.3 78.6 84.3 
10.298 46 tr1 = tc 48 cr1 = cc 267.6 er1 1.08 66.5 85.1 65.4 78.9 66.1 78.6 71.6 71.9 
tr2 77 cr2 246.0 er2 0.67 69.4 73.7 81.5 72.3 73.4 76.3 74.1 78.9 
tr3=tn 96 cr5 = cn 240.0 er3 0.54 70.2 66.2 86.6 67.5 75.6 73.0 73.6 79.9 
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Table 6-11. Resilience assessment of bridge restoration based on the damage data from fragility analysis for momentum flux IM of initial 
bridge at DS3. 
Momentum 
flux (m3/s2) 
Performance 
at instant of 
extreme 
event (%) 
Time at full 
performance 
restoration (tr)  
(days) 
Resources at 
full 
performance 
restoration (cr) 
(×104 $) 
Environmental 
impact at full 
performance 
restoration (er) 
(×106 kg) 
Unified resilience factors R5 (%) 
It=0;  
Ic=1; 
Ie=0 
It=1; 
Ic=0; 
Ie=0 
It=0; 
Ic=0; 
Ie=1 
It=0.67; 
Ic=0.33; 
Ie=0 
It=0; 
Ic=0.67; 
Ie=0.33 
It=0.67; 
Ic=0; 
Ie=0.33 
It=0.33; 
Ic=0.33; 
Ie=0.33 
It=0.33; 
Ic=0; 
Ie=0.67 
2818.64 80 tr1 = tc  18 cr1 = cc 99.1 er1 0.4 89.3 96.9 92.1 94.4 90.2 95.3 91.8 93.7 
tr2 28 cr2 91.1 er2 0.25 90.4 92.9 98.0 92.1 92.9 94.6 92.8 96.4 
tr3=tn 36 cr5 = cn 88.9 er3 0.2 90.7 89.8 100.0 90.1 93.7 93.2 92.5 96.6 
3241.22 56 tr1 = tc 39 cr1 = cc 218.0 er1 0.88 73.2 88.6 73.3 83.5 73.2 83.6 77.6 78.3 
tr2 63 cr2 200.4 er2 0.55 75.6 79.2 86.3 78.0 79.1 81.5 79.5 83.9 
tr3=tn 78 cr5 = cn 195.6 er3 0.44 76.2 73.3 90.6 74.3 81.0 79.0 79.2 84.9 
3975.6 15 tr1 = tc 76 cr1 = cc 421.2 er1 1.7 45.7 74.1 41.1 64.7 44.1 63.2 53.1 52.0 
tr2 121 cr2 387.2 er2 1.06 50.3 56.4 66.2 54.4 55.5 59.6 57.0 63.0 
tr3=tn 151 cr5 = cn 377.8 er3 0.85 51.5 44.6 74.5 46.9 59.1 54.5 56.3 64.6 
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Table 6-12. Resilience assessment of bridge restoration based on the damage data from fragility analysis for moment of momentum flux IM 
of initial bridge at DS3. 
Moment of 
momentum 
flux 
(m4/s2) 
Performance 
at instant of 
extreme 
event (%) 
Time at full 
performance 
restoration (tr)  
(days) 
Resources at 
full 
performance 
restoration (cr) 
(×104 $) 
Environmental 
impact at full 
performance 
restoration (er) 
(×106 kg) 
Unified resilience factors R5 (%) 
It=0;  
Ic=1; 
Ie=0 
It=1; 
Ic=0; 
Ie=0 
It=0; 
Ic=0; 
Ie=1 
It=0.67; 
Ic=0.33; 
Ie=0 
It=0; 
Ic=0.67; 
Ie=0.33 
It=0.67; 
Ic=0; 
Ie=0.33 
It=0.33; 
Ic=0.33; 
Ie=0.33 
It=0.33; 
Ic=0; 
Ie=0.67 
12782.7 80 tr1 = tc  18 cr1 = cc 99.1 er1 0.4 89.3 96.9 92.1 94.4 90.2 95.3 91.8 93.7 
tr2 28 cr2 91.1 er2 0.25 90.4 92.9 98.0 92.1 92.9 94.6 92.8 96.4 
tr3=tn 36 cr5 = cn 88.9 er3 0.2 90.7 89.8 100.0 90.1 93.7 93.2 92.5 96.6 
12821.2 79 tr1 = tc 19 cr1 = cc 104.1 er1 0.42 88.6 96.5 91.4 93.9 89.5 94.8 91.2 93.0 
tr2 30 cr2 95.7 er2 0.26 89.7 92.1 97.6 91.4 92.4 94.0 92.2 95.8 
tr3=tn 37 cr5 = cn 93.3 er3 0.21 90.1 89.4 99.6 89.6 93.2 92.8 92.1 96.2 
12872.5 77 tr1 = tc 20 cr1 = cc 114.0 er1 0.46 87.3 96.1 89.8 93.2 88.1 94.0 90.1 91.9 
tr2 33 cr2 104.8 er2 0.29 88.5 91.0 96.5 90.2 91.1 92.8 91.1 94.6 
tr3=tn 41 cr5 = cn 102.2 er3 0.23 88.9 87.8 98.8 88.2 92.2 91.5 90.9 95.2 
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6.7 Summary 
This chapter presented detailed fragility analyses of a case study bridge before and after 
strengthening at different IMs and performance levels. The damage probabilities were 
estimated using the time-history analyses considering all the uncertainties in structural and 
force parameters. The damage probability data were computed at each increment of 
inundation depth (for velocity, momentum flux and moment of momentum flux) and 
velocity (for inundation depth). This process was repeated for all increments of velocity and 
inundation depths to construct the overall fragility function of the bridge for each IM. The 
results showed the two-parameter IMs (momentum flux and moment of momentum flux) are 
more efficient in the prediction of structural response, which was shown by the significant 
reduction in the scatter (measured by the standard deviation) of damage probability data. 
The viability of FRP jackets for enhancing the ductility of bridge was also examined. The 
bridge with FRP-confined piers showed significant reduction in the damage probability 
compared to the initial bridge. In fact, no damage probability was obtained for the complete 
collapse damage state (50% drop) in the strengthened bridge for all IMs. Larger reduction 
percentage in the damage probability was observed in the two-parameter fragility functions, 
which shows that they provide better accuracy for estimating the capacity enhancement due 
to strengthening.  
The outcome of the research reported here will be valuable in developing fragility functions 
for bridges under flood loading. Furthermore, the method proposed to quantify resilience 
can be applied to determine the required level of resilience and the corresponding 
investment. Finally, the research presented here demonstrated the ability of fragility analysis 
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to understand the required level of strengthening for a level of resilience needed by the 
managing authority.  
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
7.1 Summary 
Bridges are susceptible to significant damage during extreme wave hazards such as floods, 
hurricanes and tsunamis. The frequency and severity of these disasters are expected to 
increase as a result of climate change and global warming.  
The development of fragility models for the quantification of the level of damage of bridges 
is an essential step towards establishing resilience assessment frameworks as well as 
selecting appropriate restoration strategies. Most of the available research efforts on fragility 
models under extreme wave hazards are devoted to simply supported bridges, and little 
attention has been given to bridges with strong deck connectivity. The resulting potential 
damage in piers due to the force transfer from deck to substructure impairs the functionality 
of bridge and increases the recovery cost.  
In this research, a comprehensive framework for developing simulation-based (analytical) 
fragility functions for bridges subjected to significant hydrodynamic forces was presented. 
The work presented in this research addressed specifically the failure in bridges that are 
considered integral or built/retrofitted with strong connection between deck and 
substructure. The detailed fragility assessment framework paves the way for the 
development of different retrofit schemes for bridges subjected to extreme wave hazards. In 
addition, new definitions for quantifying the resilience restoration was presented. The 
definitions simultaneously account for the time, resources (cost) and environmental impacts 
of different recovery options with variable importance levels to different stakeholders.  
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7.2 Conclusions 
The following are the main conclusions obtained from this research. 
7.2.1 Literature Review (Resilience Assessment Phases) 
• Existing empirical methods for estimating wave forces assist in practical design and 
risk assessment of bridges located in hazard-prone areas. The majority of these 
methods are limited to hurricane conditions that have different wave properties from 
other hazards such as tsunamis and flood loading. Hence, further improvements of 
wave force models are required to cover a wider range of wave and bridge 
characteristics. 
• The various analysis approaches on the response of bridges assume limited 
connectivity with the substructure. More detailed models of bearings and 
connections are required to examine the force transfer and performance of piers for 
possible design and retrofitting schemes. 
• Most of the current analytical fragility functions are provided for simply-supported 
bridges subjected to hurricane-generated waves, in which wave height and clearance 
are taken as the main intensity measures. Fragility assessment methodologies can be 
developed for bridges subjected to various force components (e.g. impact and 
hydrodynamic), and new intensity measures (e.g. momentum flux and flow rate) can 
be included to provide a better prediction of bridge responses. 
• The existing models of resilience restorations can be expanded to include more 
hazard types (i.e. extreme waves) and recovery elements. 
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7.2.2 Resilience Quantification 
• The unified resilience index shows the significant effect of resources on the resilience 
factor. The unified resilience measure obtained from the multiplication of time and 
resources indices is conservative, since for instance, in the case of equal indices of 
time and resources resilience the calculated unified index is always lower than both 
cases. 
• The use of importance factors in the estimation of resilience is significant, as it 
provides an indication of the predominant recovery element determined by the 
decision makers.  
• Using the proposed new concept, the resilience can be linked to sustainability 
assessment of bridges by considering the environmental impact resulting from 
energy consumption and gas emissions associated with the post-disaster recovery 
operations. 
 
7.2.3 Fragility Functions Development Methodology 
• A framework for the construction of fragility functions of bridges subjected to 
extreme wave forces can be developed, where the static and time-history analyses 
are adopted. 
• The performance curves at each inundation depth of bridge can be obtained using 
static analysis. This is important for identifying the performance levels required for 
computing the damage probability. 
• The use of momentum flux and kinematic moment of momentum flux IMs was 
adopted in the fragility analysis. The initial results of time-history analysis showed 
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that the difference in drifts obtained for the same value of moment of momentum 
flux at two different inundations is significantly lower than the difference in drifts 
obtained for the case of constant momentum flux. 
 
7.2.4 Fragility Functions of a Case Study Bridge 
• The comparison of the pier model pushover analysis and cyclic load strength 
envelope (push region) results showed that the bridge pier performance can be 
predicted with acceptable accuracy with appropriate geometrical and material 
models. 
• The capacity curves of strengthened bridge showed significant enhancement in both 
strength and ductility. For instance, the drift at collapse (50% drop in strength) 
increased by about 111% over the initial drift at an inundation depth of 10.298 m. 
• The time-history analysis results showed that the bridge can undergo significant 
drifts that are larger than the drift at complete collapse performance level (50% drop 
in strength) at relatively high inundation depths (e.g. 10.298 m) and flow velocities 
(e.g., 17.5 m/s).  
• The use of FRP jackets for piers was effective for preventing the collapse of bridge 
at large hydrodynamic forces. This shows the advantage of using the FRP jackets for 
enhancing the ductility capacity of bridges under extreme wave hazards. 
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7.2.5 Fragility Analysis Results 
• The use of two-parameter IMs results in significant reduction in the scatter of 
fragility data between different inundation depths. The use of moment of momentum 
flux provided almost no deviation in the fragility data at the intensity measure 
corresponding to a damage probability of 50%. 
• The strengthened bridges showed significant reduction in their damage probability 
at the post-peak stage. There was no damage probability for the strengthened bridge 
at all IMs. 
• The percentage reduction in the damage probability data in strengthened bridges was 
higher in the fragility functions with two-parameter IMs. This shows that the use of 
two-parameter IMs can provide better indication of the enhancement in strength due 
to the reduction in the discrepancies in the fragility data. 
 
7.3 Recommendations for Future Research 
• The existing empirical methods for the estimation of wave forces are important for 
the design and vulnerability assessment of bridges located in high-risk areas. Further 
research is needed to address the shortcomings associated with the applicability of 
these methods such as the limitation in their applicability over a large range of bridge 
classes and hazard types. 
• Although the possible deck restraint methods such as high strength bars and 
restrainer cables, can prevent deck unseating failure, the damage in piers due to force 
transfer needs to be examined through numerical models of various bridge classes. 
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In addition, advanced testing techniques can be adopted to capture the complex 
behavior of piers.  
• The fragility models developed in this research were mainly based on the global 
failure of bridge. However, the local failure in bridge elements can result in different 
collapse mechanisms. Therefore, fragility models that take into account the local 
member failures can be developed to provide more reliable vulnerability assessment 
methods of fragility of bridges under extreme wave hazards. 
• The existing efforts for incorporating the resilience metric as a decision variable in 
the loss analysis stage of PEER PBEE methodology can be expanded to wave hazards 
by considering the variations in the analysis phases such as the changes in the 
characteristics of hazard. 
• Future studies can focus on expanding the quantification of resilience using the 
resilience triangle concept by including the effect of redundancy (fourth element) on 
the recovery time, cost and robustness. This is because the existence of more 
functional bridges within a network can facilitate the recovery operations in the post-
hazard stage, which results in a shorter recovery time. The use of such unified 
resilience index can provide a more efficient evaluation of the various restoration 
strategies. 
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APPENDIX 
DAMAGE STATES DATA 
The following tables present the damage states data used in developing fragility functions. 
Table A-1. Damage states for inundation depth = 10.298 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000874 Drift 0.0013595 
Load  1666840 N Load 2278350 N 
Yield 
  
DS2 
  
Drift 0.0032 Drift 0.00386 
Load 3893680 N Load  4264570 N 
Peak 
  
DS3 
  
Drift 0.00575 Drift 0.0284 
Load 4671300 N Load  5896040 N 
10% drop 
  
DS4 
  
Drift 0.0152 Drift 0.0407118 
Load  4201120 N Load  5314900 N 
20% drop 
  
DS5 
  
Drift 0.0177 Drift 0.0562488 
Load 3748870 N Load  4721770 N 
50% drop 
  
DS6 
  
Drift 0.0533 Drift 0.112643 
Load  2338340 N Load  2953090 N 
 
 
 
Table A-2. Damage states for inundation depth = 9.879 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.00085 Drift 0.001262 
Load  1697560 N Load 2253200 N 
Yield 
  
DS2 
  
Drift 0.00311 Drift 0.003739 
Load  3969730 N Load  4347670 N 
Peak 
  
DS3 
  
Drift 0.00561 Drift 0.028816 
Load   4781910 N Load  6083080 N 
10% drop 
  
DS4 
  
Drift 0.0158 Drift 0.038163 
Load   4326100 N Load  5469200 N 
20% drop 
  
DS5 
  
Drift 0.0185 Drift 0.051418 
Load   3829180 N Load  4868850 N 
50% drop 
  
DS6 
  
Drift 0.0537 Drift 0.109779 
Load   2392700 N Load  3041980 N 
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Table A-3. Damage states for inundation depth = 9.46 m. 
Damage state  Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000825 Drift 0.001214 
Load  1735270 N Load  2290880 N 
Yield 
  
DS2 
  
Drift 0.00296 Drift 0.003544 
Load  4026970 N Load   4409060 N 
Peak 
  
DS3 
  
Drift 0.00549 Drift 0.027044 
Load  4908540 N Load   6338090 N 
10% drop 
  
DS4 
  
Drift 0.0168 Drift 0.036658 
Load   4419780 N Load   5720040 N 
20% drop 
  
DS5 
  
Drift 0.0196 Drift 0.049743 
Load   3926990 N Load   5071620 N 
50% drop 
  
DS6 
  
Drift 0.0541 Drift 0.112012 
Load   2445950 N Load   3172980 N 
 
 
 
Table A-4. Damage states for inundation depth = 9.0 m. 
Damage state  Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000801 Drift 0.00119 
Load   1790000 N Load  2382250 N 
Yield 
  
DS2 
  
Drift 0.00289 Drift 0.003253 
Load   4180000 N Load   4443730 N 
Peak 
  
DS3 
  
Drift 0.00537 Drift 0.026437 
Load   5070000 N Load   6651840 N 
10% drop 
  
DS4 
  
Drift 0.0182 Drift 0.036002 
Load   4560000 N Load   5992190 N 
20% drop 
  
DS5 
  
Drift 0.021 Drift 0.048917 
Load   4060000 N Load   5320380 N 
50% drop 
  
DS6 
  
Drift 0.0528 Drift 0.115411 
Load   2550000 N Load   3331420 N 
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Table A-5. Damage states for inundation depth = 8.5 m. 
Damage state  Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000753  Drift 0.001117 
Load   1818700 N Load  2430760 N 
Yield 
  
DS2 
  
Drift 0.00274 Drift 0.003132 
Load   4315020 N Load   4623090 N 
Peak 
  
DS3 
  
Drift 0.0052 Drift 0.026437 
Load   5270590 N Load   7017420 N 
10% drop 
  
DS4 
  
Drift 0.0196 Drift 0.035274 
Load   4740700 N Load   6320070 N 
20% drop 
  
DS5 
  
Drift 0.0226 Drift 0.048505 
Load   4222540 N Load   5614870 N 
50% drop 
  
DS6 
  
Drift 0.0537 Drift 0.118057 
Load   2641960 N Load   3517050 N 
 
 
 
Table A-6. Damage states for inundation depth = 8.0 m. 
Damage state  Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000728 Drift 0.001092 
Load  1904790 N Load  2569840 N 
Yield 
  
DS2 
  
Drift 0.00269 Drift 0.003035 
Load   4573150 N Load   4857390 N 
Peak 
  
DS3 
  
Drift 0.0051 Drift 0.024811 
Load   5508090 N Load   7471470 N 
10% drop 
  
DS4 
  
Drift 0.0208 Drift 0.034303 
Load   4961500 N Load   6729000 N 
20% drop 
  
DS5 
  
Drift 0.0241 Drift 0.047291 
Load   4405390 N Load   5975460 N 
50% drop 
  
DS6 
  
Drift 0.055 Drift 0.120193 
Load   2749320 N Load   3744570 N 
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Table A-7. Damage states for inundation depth = 7.5 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000692  Drift 0.001068  
Load  1955670 N Load  2736070 N 
Yield 
  
DS2 
  
Drift 0.00259 Drift 0.00301 
Load   4833900 N Load   5190420 N 
Peak 
  
DS3 
  
Drift 0.004965 Drift 0.024544 
Load   5783990 N Load   7963180 N 
10% drop 
  
DS4 
  
Drift 0.0221 Drift 0.033307 
Load   5129660 N Load   7172760 N 
20% drop 
  
DS5 
  
Drift 0.02565 Drift 0.047218 
Load   4609730 N Load   6370520 N 
50% drop 
  
DS6 
  
Drift 0.0561 Drift 0.121941 
Load   0.056055 N Load   3980960 N 
 
 
 
Table A-8. Damage states for inundation depth = 7.0 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000655 Drift 0.001044 
Load   2077640 N Load  2935550 N 
Yield 
  
DS2 
  
Drift 0.00249 Drift 0.002986 
Load   5120820 N Load   5581000 N 
Peak 
  
DS3 
  
Drift 0.014566 Drift 0.022699 
Load   6167190 N Load   8572270 N 
10% drop 
  
DS4 
  
Drift 0.022626 Drift 0.032045 
Load   5548970 N Load   7723960 N 
20% drop 
  
DS5 
  
Drift 0.026292 Drift 0.046101 
Load   4927630 N Load   6858980 N 
50% drop 
  
DS6 
  
Drift 0.057147 Drift 0.123325 
Load   3079450 N Load   4286990 N 
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Table A-9. Damage states for inundation depth = 6.5 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000619 Drift 0.000995 
Load  2161070 N Load  3122170 N 
Yield 
  
DS2 
  
Drift 0.00239 Drift 0.00284 
Load   5406870 N Load   5948190 N 
Peak 
  
DS3 
  
Drift 0.017285 Drift 0.022432 
Load   6629960 N Load   9233190 N 
10% drop 
  
DS4 
  
Drift 0.023257 Drift 0.031657 
Load   5965290 N Load   8305680 M 
20% drop 
  
DS5 
  
Drift 0.026923 Drift 0.045446 
Load   5299470 N Load   7390770 N 
50% drop 
  
DS6 
  
Drift 0.060012 Drift 0.124757 
Load   3135040 N Load   4616640 N 
 
 
Table A-10. Damage states for inundation depth = 6.0 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000582 Drift 0.000971 
Load  2337330 N Load  3410250 N 
Yield 
  
DS2 
  
Drift 0.00229 Drift 0.002598 
Load   5909260 N Load   6301250 N 
Peak 
  
DS3 
  
Drift 0.018402 Drift 0.021461 
Load   7189030 N Load   10048300 N 
10% drop 
  
DS4 
  
Drift 0.023767 Drift 0.030564 
Load   6469900 N Load   9043210 N 
20% drop 
  
DS5 
  
Drift 0.027433 Drift 0.044742 
Load   5745590 N Load   8035600 N 
50% drop 
  
DS6 
  
Drift 0.059041 Drift 0.126262 
Load   3589840 N Load   5017590 N 
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Table A-11. Damage states for inundation depth = 5.5 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000546 Drift 0.00085 
Load  2472880 N Load  3481980 N 
Yield 
  
DS2 
  
Drift 0.00219 Drift 0.002136 
Load   6482270 N Load   6432060 N 
Peak 
  
DS3 
  
Drift 0.019348 Drift 0.020052 
Load   7861550 N Load   11039900 N 
10% drop 
  
DS4 
  
Drift 0.02418 Drift 0.02935 
Load   7081520 N Load   9941520 N 
20% drop 
  
DS5 
  
Drift 0.027821 Drift 0.043698 
Load   6287990 N Load   8827620 N 
50% drop 
  
DS6 
  
Drift 0.068411 Drift 0.127646 
Load  3388420 N Load   5516630 N 
 
 
Table A-12. Damage states for inundation depth = 5.0 m. 
Damage state Initial Strengthened with FRP jackets 
1st crack 
  
DS1 
  
Drift 0.000509 Drift 0.000777 
Load   2739220 N Load 3726300 N 
Yield 
  
DS2 
  
Drift 0.00209 Drift 0.001991 
Load  7112020 N  Load  7016140 N 
Peak 
  
DS3 
  
Drift 0.019883 Drift 0.019057 
Load  8684630 N Load  12186500 N 
10% drop 
  
DS4 
  
Drift 0.024277 Drift 0.028015 
Load  7824430 N Load   11038400 N 
20% drop 
  
DS5 
  
Drift 0.028161 Drift 0.043504 
Load  6946950 N Load  9746770 N 
50% drop 
  
DS6 
  
Drift 0.061201 Drift 0.129467 
Load  4345260 N Load  6088020 N 
 
