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ASYMPTOTIC BEHAVIOR OF A NONLOCAL KPP EQUATION WITH A
STATIONARY ERGODIC NONLINEARITY
YAN ZHANG
Abstract. We consider a space-inhomogeneous Kolmogorov-Petrovskii-Piskunov (KPP) equation
with a nonlocal diffusion and a stationary ergodic nonlinearity. By employing and adapting the
theory of stochastic homogenization, we show that solutions of this equation asymptotically converge
to its stationary states in regions of space separated by a front that is determined by a Hamilton-
Jacobi variational inequality.
1. Introduction
The aim of this paper is to analyze the large space/long time asymptotic behavior of the nonlocal
reaction-diffusion equation
(1.1) ut(x, t) −
∫
J(y)[u(x− y, t)− u(x, t)]dy − f(x, u) = 0,
where J is a continuous, compactly supported, and symmetric kernel, and f is a monostable/KPP
type nonlinearity in u for which the canonical example is f(u) = u(1−u). To study the asymptotic
behavior of (1.1), we introduce the “hyperbolic” scaling (x, t) 7→ (ǫ−1x, ǫ−1t). As ǫ → 0, the time
scaling reproduces long-time behavior of (1.1), while the space scaling reproduces in bounded sets
behavior for large space variables. The new unknown is now given by uǫ(x, t) := u(ǫ−1x, ǫ−1t). We
introduce an initial condition uǫ(·, 0) = u0(·), and we can easily see that u
ǫ satisfies
(1.2)

 u
ǫ
t(x, t)−
1
ǫ
∫
J(y)[uǫ(x− ǫy, t)dy − uǫ(x, t)]dy −
1
ǫ
f
(x
ǫ
, uǫ
)
= 0 in Rn × (0,∞),
uǫ(x, 0) = u0(x).
Our notion of asymptotic behavior of (1.1) is embodied by the behavior of the initial value problem
(1.2) as ǫ → 0. In the main result of this work, Theorem 3.1, we prove that as ǫ → 0, the uǫ
converge respectively to the two equilibria of f , which for simplicity we take to be constant, in
the two regions {φ < 0} and int({φ = 0}). φ is the solution of the Hamilton-Jacobi variational
inequality
(1.3)


max(φt +H(Dφ), φ) = 0 in R
n × (0,∞)
φ =
{
0 on G0 × {0}
−∞ on Rn\G0 × {0}.
G0 is the support of u0, and H(p) is an “effective Hamiltonian” resulting from the homogenization
of (1.2). To obtain such a result, it is necessary to make assumptions about the oscillatory behavior
of f in the x
ǫ
variable. In this paper we will consider the situation when f is a stationary ergodic
process; the situation where f is an almost periodic function is considered by the author in [33].
This behavior was shown for a nonlocal equation very close to (1.1) that models the propagation of
an invasive species in ecology by Perthame and Souganidis in [30], and similar asymptotic behavior
was found for a non-local Lotka-Volterra equation by Barles, Mirrahimi, and Perthame in [8].
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Because the behavior of the solutions of (1.1) consists of two equilibrium states joined together
by a transition layer near the interface defined by (1.3), and the effective Hamiltonian H(p) can be
interpreted as the propagation speed of this interface, our work is connected with the well-studied
areas of traveling wave solutions of the KPP equation and the speed of their associated traveling
fronts. There have been some recent developments in these areas in the nonlocal case. Coville,
Da´vila, and Mart´ınez studied (1.1) for periodic f in [11] and [12] and showed that there exists a
minimal speed, called the critical speed, for which there exists a pulsating front solution of (1.1).
The existence of traveling wave solutions and a critical speed was considered for a non-local KPP
equation similar to (1.1) by Berestycki, Nadin, Perthame, and Ryzhik in [10]. Transition fronts for
a one-dimensional space-inhomogeneous KPP equation were studied by Nolen, Roquejoffre, Ryzhik,
and Zlatos in [29], where they gave conditions for the existence of transition fronts and found a
range of possible speeds. This work was extended to (1.1) by Lim and Zlatos in [24].
The local version of (1.1), i.e. the equation where the integral term is replaced by a uniformly
elliptic second-order operator, has been studied extensively. Its rescaled form reads
(1.4) uǫt − ǫaij
(
x,
x
ǫ
)
uǫij + ǫ
−1f
(
x,
x
ǫ
, uǫ
)
= 0.
It was originally studied in the 1930’s by Fisher in [18] and by Kolmogorov, Petrovskii, and
Piskunov in [21]. Freidlin in [19] studied the behavior of (1.4) using probabilistic methods for
the x
ǫ
-independent problem. Evans and Souganidis in [15] extended [19] and introduced a different
approach based on PDE methods which has proven to be more flexible. The behavior of the uǫ in
the presence of periodic space-time oscillation was analyzed by Majda and Souganidis [28]. Finally,
Souganidis [32] and Lions and Souganidis [27] considered stationary ergodic coefficients. Our work
is an extension of this work, in particular [15] and [28], to the case of a nonlocal diffusion. There
is also a vast literature dealing with the long-time behavior of (1.4), going back to the work of
Aronson and Weinberger [6].
Due to the presence of the oscillatory variable x
ǫ
in (1.2), the theory of homogenization plays a
crucial part in the analysis of this equation as ǫ → 0. The study of homogenization of Hamilton-
Jacobi equations in periodic settings began with the work of Lions, Papanicolaou, and Varad-
han [25], and homogenization for “viscous” Hamilton-Jacobi equations was studied by Evans [16].
Arisawa in [3] studied the periodic homogenization of integro-differential equations with Le´vy oper-
ators, equations that bear similarities to the ones we study. Homogenization in the almost-periodic
case was established by Ishii [20]. In the stationary ergodic case, the homogenization of Hamilton-
Jacobi equations was established by Souganidis [32] (see also Rezakhanlou and Tarver [31]), while
the viscous Hamilton-Jacobi equation was studied by Lions and Souganidis [27] and by Kosygina,
Rezakhanlou, and Varadhan [22]. The main additional difficulty in the general stationary ergodic
setting, as opposed to the almost periodic or periodic settings, is that a “corrector” function solving
the macroscopic problem, or “cell problem,” cannot be found in general, as discussed by Lions and
Souganidis in [26]. It was necessary to introduce a different approach based on the subadditive
ergodic theorem and the control interpretation of the equation, and this restricts us to the study
of convex Hamilton-Jacobi and viscous Hamilton-Jacobi equations.
Recently, Armstrong and Souganidis in [4] and [5] put forward a systematic way to prove ho-
mogenization of convex Hamilton-Jacobi and viscous Hamilton-Jacobi equations which this paper
employs, because homogenization implies the desired asymptotic behavior for solutions of (1.2).
This approach uses uniform a priori bounds on the solutions of the approximated cell problem, in
this case (4.1), to find the effective Hamiltonian and a strictly sublinear at infinity “subcorrector”
via weak limits, and then employs the “metric problem” in order to prove that homogenization
occurs almost surely. However, such a priori bounds are not readily available in the nonlocal case,
unlike in the local case where Bernstein’s method can be applied. A significant part of this paper
is devoted to proving such estimates for (4.1), which is done with an additional assumption on the
inhomogeneity of f , namely that the oscillation of the quantity fu(x, 0) is less than the integral of
2
J . This kind of condition is not unprecedented; it was shown in [24] that an oscillation bound for
fu is necessary for transition fronts to exist for (1.1). An additional difficulty in our setting lies
in the adaptation of the metric problem, in particular with the issue of constructing a barrier to
ensure that the metric problem is well-posed. This is circumvented by allowing solutions of the
metric problem to have a jump discontinuity at the boundary; this discontinuity does not affect
the homogenization of the metric problem.
The paper is organized as follows. In Section 2, we make precise our assumptions and state the
ergodic and subadditive ergodic theorems which will be used. In Section 3 we state our main result,
Theorem 3.1, and give a heuristic justification for it. In Section 4, the needed Lα and oscillation
estimates are proven for solutions of the approximated cell problem (4.1). The effective Hamiltonian
is identified and its basic properties are studied in Section 5. In Section 6 we consider the metric
problem and obtain its almost sure homogenization using the subadditive ergodic theorem. In
Section 7 we conclude by proving the main homogenization result in the stationary ergodic setting.
2. Preliminaries and Assumptions
The following assumptions will be in force throughout this paper. We assume that f ∈ C∞(Rn+1),
satisfies
(2.1) sup
x∈Rn,|u|≤L
{|Dxf(x, u)|+ |D
2
xf(x, u)|} <∞ for each L > 0,
and is of KPP type. That is, for every x ∈ Rn, f satisfies{
f(x, u) < 0 for u ∈ (−∞, 0) ∪ (1,∞),
f(x, u) > 0 for u ∈ (0, 1),
(2.2)
c(x) :=
∂f
∂u
(x, 0) = sup
u>0
u−1f(x, u) ≥ κ > 0.(2.3)
Note that due to (2.1), c(x) is smooth, bounded, and Lipschitz continuous with constant K.
Concerning the kernel J , we assume that
(2.4)


J is compactly supported in a set O ⊂ B(0, r),
J ∈ C(Rn), J(x) = J(−x) for all x ∈ Rn,
∫
Rn
J(y)dy = J¯ <∞,
There exists r1 > 0 such that J(y) ≥ A > 0 on B(0, r1).
Concerning the initial condition u0, we assume that
(2.5) u0 ∈ C(R
n), 0 ≤ u0 ≤ 1, and G0 = supp(u0) is compact.
In general, our problem is considered in a random environment described by a probability space
(Ω,F ,P), which is endowed with a group (τy)y∈Rn of F-measurable, measure-preserving transfor-
mations τy : Ω → Ω. We assume that (τy) is ergodic; that is, if D ⊆ Ω is a set that satisfies
τz(D) = D for all z ∈ R
n, then either P[D] = 0 or P[D] = 1. An F-measurable process f is said
to be stationary if for all y, z ∈ Rn and ω ∈ Ω, f(y, τzω) = f(y + z, ω). Our assumption on the
coefficient c(z, ω) in the stationary ergodic setting is that
(2.6) c(z, ω) is stationary.
It can be seen that 1-periodicity and almost-periodicity are specific cases of the stationarity as-
sumption.
It is necessary to prove some a priori bounds, and for this equation, we have not been able to
do so without controlling the oscillation of the function c:
(2.7) osc
Rn
c(z, ω) := sup
Rn
c(z, ω)− inf
Rn
c(z, ω) = ρ < J¯.
As mentioned in the introduction, a similar assumption is necessary for transition fronts to exist
for (1.1) and its local analogue (see [29], [24]).
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The following ergodic theorem can be found in Becker [9] and will be used several times in this
paper.
Proposition 2.1. Suppose that f : Rn × Ω → R is stationary and E[|f(0, ·)|] < ∞. Then there
exists a subset Ωˆ ⊆ Ω of full probability such that for each bounded domain V ⊂ Rn and ω ∈ Ωˆ,
lim
t→∞
−
∫
tV
f(y, ω)dy = E[f ].
We will also employ a subadditive ergodic theorem in this paper, and its statement will require
some additional notation. Let I denote the class of subsets of [0,∞) which consists of finite unions
of intervals of the form [a, b). Let {σt}t≥0 be a semigroup of measure-preserving transformations
on Ω. A continuous subadditive process on (Ω,F ,P) with respect to σt is a map Q : I → L
1(ω,P)
that satisfies the following conditions:
(1) Q(I)(σtω) = Q(t+ I)(ω) for each t > 0, I ∈ I and a.s. in ω,
(2) E[|Q(I)|] ≤ C|I| for some C > 0 and every I ∈ I,
(3) If I1, I2, . . . , Ik ∈ I are disjoint, then Q

 k⋃
j=1
Ij

 ≤ k∑
j=1
Q(Ij).
For the proof of the following subadditive ergodic theorem, see Akcoglu and Krengel [1].
Proposition 2.2. Suppose that Q is a continuous subadditive process. Then there is a random
variable a(ω) such that
lim
t→∞
1
t
Q([0, t))(ω) = a(ω) a.s. in ω.
If {σt}t>0 is ergodic, then a(ω) is deterministic, that is, constant with respect to ω.
3. Main Theorem, Heuristic Derivation
We now state our main result.
Theorem 3.1. Assume (2.1)-(2.7). Then almost surely in ω there exists a continuous function
H : Rn → R such that as ǫ → 0, uǫ → 0 in {φ < 0} and uǫ → 1 in int{φ = 0} locally uniformly,
where φ is the unique solution of (1.3).
Next we explain in a heuristic way the origin of the variational inequality and why it controls
the asymptotic behavior of the uǫ. Following the work for local KPP equations mentioned in the
introduction, we now use the classical Hopf-Cole transformation
(3.1) uǫ = exp(ǫ−1φǫ).
It is immediate that for t = 0, φǫ = −∞ on Rn\G0 and φ
ǫ → 0 on G0 as ǫ → 0. The interesting
part of the transformation comes into play for t > 0. We can see via straightforward calculations
that φǫ solves
φǫt(x, t) + J¯ −
∫
J(y) exp
(
φǫ(x− ǫy, t)− φǫ(x, t)
ǫ
)
dy −
1
uǫ
f
(x
ǫ
, uǫ
)
= 0,
an equation which can be analyzed using homogenization techniques. We assume that φǫ admits
the asymptotic expansion φǫ(x, t) = φ(x, t)+ ǫv(x
ǫ
)+O(ǫ2).Writing z = x
ǫ
and performing a formal
computation, we obtain
φt + J¯ −
∫
J(y) exp
(
φ(x− ǫy, t)− φ(x, t)
ǫ
+ v(z − y)− v(z))
)
dy −
1
uǫ
f (z, uǫ) = 0.
Formally, we can say that as ǫ→ 0, ǫ−1(φ(x−ǫy, t)−φ(x, t))→ −y ·Dφ(x, t). In addition, if uǫ → 0
as ǫ→ 0, then
(3.2) (uǫ)−1f(z, uǫ)→
∂f
∂u
(z, 0) = c(z).
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Writing p = Dφ(x, t), we see that oscillatory behavior disappears in the limit as ǫ → 0 if it is
possible to find a constant H(p) and a function v that solves
(3.3) J¯ −
∫
J(y) exp(−y · p) exp(v(z − y)− v(z))dy − c(z) = H(p),
which is a typical macroscopic problem or “cell problem” from homogenization theory. The issue
is to find H(p), referred to as the effective Hamiltonian, so that (3.3) admits a solution v, typically
referred to as a “corrector,” with appropriate behavior at infinity i.e. strict sublinearity, so that
H(p) is unique. If an effective Hamiltonian and a corresponding corrector can be found, then we
see that φǫ converges to a function φ that satisfies φt +H(Dφ) = 0, provided that we also ensure
that φ < 0 so uǫ → 0 due to (3.1), which would then allow us to apply (3.2). Therefore, φ should
satisfy the Hamilton-Jacobi variational inequality
max(φt +H(Dφ), φ) = 0,
which combined with the initial condition at t = 0 is precisely (1.3). Then (3.1), the fact that
φǫ → φ, and an additional argument to show that uǫ → 1 on the set {φ = 0} imply that uǫ satisfies
the behavior described by Theorem 3.1.
4. Estimates for the Approximate Cell Problem
As indicated in Section 3, the key to proving Theorem 3.1 is to find an effective Hamiltonian
H(p) so that appropriate correctors exist. This problem in the case when f is an almost periodic
case was solved in [33], but the techniques of that work cannot be applied directly due to the lack
of compactness in the stationary ergodic setting. We will use the framework of [4], which defines
H(p) as a weak limit of λvλ(0, ω), where vλ is the solution of the approximate cell problem
(4.1) λvλ(z, ω) + J¯ −
∫
J(y) exp(−y · p) exp(vλ(z − y, ω)− vλ(z, ω))dy − c(z, ω) = 0,
and then finds a strictly sublinear at infinity (approximate) subcorrector also by a weak limit.
This approach requires a priori estimates on vλ. In [4] the estimates are obtained by Bernstein’s
method, but new methods are required for this nonlocal setting. Therefore our objective in this
section is to prove local oscillation bounds for solutions of this equation that are uniform in λ and
ω.
Proposition 4.1. Assume (2.1)-(2.4), (2.6), (2.7). If ω ∈ Ω and R ≥ r12 , then
(4.2) osc
B(0,R)
vλ(·, ω) ≤ CR,
where C = C(K, p, ρ) is uniform in λ, ω, and R. In particular, for any R > 0,
(4.3) lim sup
λ→0
osc
B(0,R
λ
)
λvλ(·, ω) ≤ CR.
It can be shown that (4.1) satisfies a comparison principle and is well-posed; see [33] for a proof.
Note that vλ is stationary; this is true by (2.6) and the fact that comparison holds for (4.1). The
bounds will be proven ω-by-ω; that is, we show that the bounds hold for each fixed ω ∈ Ω, so in
this section we will suppress ω for notational convenience. [4] uses Bernstein’s method and Sobolev
inequalities to prove the needed bounds. Here we use an entirely different approach, taking into
consideration the nonlocal character of the equation. Define wλ(z) := vλ(z)− vλ(0). We know that
wλ satisfies
(4.4) λ(wλ(z) + vλ(0)) + J¯ −
∫
Br
J(y) exp(−y · p) exp(wλ(z − y)− wλ(z))dy − c(z) = 0
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Recall from (2.4) that the support of J is contained in B(0, r), and that r1 is a radius such that
J(y) ≥ A > 0 on B(0, r1). We define some additional notation. Let Φ
λ(z) be defined to be the
nonlocal term in (4.4):
(4.5) Φλ(z) :=
∫
Br
J(y) exp(−y · p) exp(wλ(z − y)− wλ(z))dy.
We will also consider the quantity
(4.6) Ψλ(z) :=
∫
Br
J(y) exp(−y · p) exp(wλ(z − y))dy = Φλ(z) exp(wλ(z)).
The first step in proving oscillation bounds is to show that wλ is Lαloc uniformly bounded, and the
key property we will use is to show that Φλ must be uniformly bounded in λ (depending on p)
because by comparison the other terms are uniformly bounded.
Proposition 4.2. Under the assumptions of Proposition 4.1, ‖wλ‖Lα(BR) ≤ C for any R > 0 and
for any 1 ≤ α <∞, where C depends on R, p but is uniform in λ.
Proof. The proposition follows if we can show that ‖wλ‖Lα(B(z, r1
2
)) is uniformly bounded in λ for
any z such that O1 := B(z,
r1
2 ) ⊂ BR, because we can cover BR with finitely many such balls. We
will now show that the positive and negative parts of wλ are uniformly Lα(O1) bounded in Lemmas
4.3 and 4.4.
Lemma 4.3. ‖wλ,+‖Lα(O1) is bounded uniformly in λ.
Proof. Suppose for a contradiction that ‖wλ,+‖Lα(O1) → ∞. For each λ, define z
λ
min to be the
point in O1 where w
λ is minimized. We can now show that wλ(zλmin) → ∞, because if there were
a subsequence where wλ(zλmin) ≤ C, then we would have that Φ
λ(zλmin)→∞ as λ→ 0, because
Φλ(zλmin) =
Ψλ(zλmin)
wλ(zλmin)
≥
1
C
∫
Br1
J(y) exp(−y · p) exp(wλ(zλmin − y))dy
≥ C2
∫
O1
(wλ,+(y))αdy →∞.
The second inequality holds because exp(−y · p) and J(y) are bounded below away from zero on
B(0, r1), and because for any α, there exists a constant K such that exp(x) ≥ Kx
α holds for all x.
This means that Φλ(zλmin)→∞, which is a contradiction because Φ
λ must be uniformly bounded,
so wλ(zλmin)→∞, which implies that min
O1
wλ →∞.
Now consider O2 := B(x1,
r1
2 ) ⊂ BR, such that O1 and O2 overlap nontrivially, that is, |O1∩O2| >
0. Define zλmin,2 to be the point in O2 where w
λ is minimized. We claim that wλ(zλmin,2)→∞, and
this follows in a very similar fashion to the preceding argument. Suppose for a contradiction that
wλ(zλmin,2) ≤ C2 along a subsequence also called λ. Then because O1 ∩O2 ⊂ B(z
λ
min, r1), we have
that
Φλ(zλmin,2) =
Ψλ(zλmin,2)
exp(wλ(zλmin,2))
≥
1
C2
∫
Br
J(y) exp(−y · p) exp(wλ(zλmin,2 − y)))dy
≥ C
∫
O1∩O2
exp(wλ(y))dy ≥ C exp(min
O1
(wλ))|O1 ∩O2| → ∞,
because min
O1
(wλ)→∞. This is again a contradiction. Therefore min
O2
wλ →∞ as λ→ 0. However,
we can repeat this process finitely many times by taking a ball O3 overlapping O2 and so on,
until the ball in question contains the origin. This yields wλ(0) → ∞, but wλ(0) = 0 for all
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λ by construction. Therefore we have reached a contradiction, and so ‖wλ,+‖Lα(O1) is uniformly
bounded. 
Lemma 4.4. ‖wλ,−‖Lα(O1) is uniformly bounded in λ.
Proof. Assume for a contradiction that ‖wλ,−‖Lα(O1) → ∞. First we prove a technical lemma,
which essentially states that on any positive measure subset of a ball of radius r12 , the minimum of
wλ over the subset cannot deviate too far from the minimum of wλ over the ball of radius r12 .
Lemma 4.5. Consider a ball U = B(z, r12 ) for z ∈ B(0, R) such that U ⊂ B(0, R), and define
Cλ = min
U
wλ(·). Then for any set U1 ⊂ U of positive measure, [min
U1
wλ(·)] − Cλ ≤ C(U1), where
C(U1) is uniform in λ.
Proof. Define zλmin to be point where the minimum of w
λ over U is achieved. If there existed U1
such that [min
U1
wλ(·)] − Cλ → ∞ (along a subsequence also called λ), then we can evaluate Φ
λ at
zλmin to get
Φλ(zλmin) =
∫
Br
J(y) exp(−y · p) exp(wλ(zλmin − y)− w
λ(zλmin))
≥ C
∫
U1
exp(wλ(y)− wλ(zλmin))dy ≥ exp((min
U1
wλ(·))− wλ(zλmin))|U1| → ∞,
as λ → 0, where once again C is a positive constant, and this is again a contradiction to the
boundedness of Φλ.
Next, we will use Lemma 4.5 to show that Ψλ(z)→ 0 as λ→ 0.
Lemma 4.6. Under the assumption ‖wλ,−‖Lα(O1) →∞, Ψ
λ(z)→ 0 for all z ∈ B(0, R) as λ→ 0.
Proof. We first use Lemma 4.5 to show that for any ball U = B(z, r12 ) ⊂ B(0, R),
(4.7) min
U
wλ(·)→ −∞ as λ→ 0.
This follows by an overlapping balls argument. Because ‖wλ,−‖Lα(O1) → ∞, we know that Cλ :=
minO1 w
λ(·)→ −∞ as λ→ 0. Consider a ball O2 overlapping O1 so that |O1∩O2| > 0. By Lemma
4.5,
min
O1∩O2
wλ(·)− Cλ ≤ C <∞ uniformly in λ.
Since Cλ → −∞ as λ → 0, then min
O1∩O2
wλ(·) → −∞, which implies that minO2 w
λ(·) → −∞.
However, this argument can be applied finitely many times using a ball O3 overlapping O2, etc,
until our final ball is U , so we have shown (4.7), which we will now use to prove Lemma 4.6.
Suppose for a contradiction that for some z and some subsequence of λ, Ψλ(z)→ C3 > 0. Then by
the symmetry of J , there exists another subsequence (denoted λ) and a ball U1 ⊂ B(z, r)∩B(0, R)
of radius r12 such that
lim inf
λ→0
∫
U1
exp(wλ(y))dy ≥ C4 > 0.
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Define zλmin to be the point where w
λ is minimized over U1, and evaluate Φ
λ at zλmin to get
Φλ(zλmin) =
∫
Br
J(y) exp(−y · p) exp(wλ(zλmin − y)− w
λ(zλmin))dy
≥ C
∫
U1
exp(wλ(y)− wλ(zλmin))dy
≥
∫
U1
J(y − zλmin) exp(−(y − z
λ
min) · p) exp(w
λ(y))dy
exp(wλ(zλmin))
≥
C
∫
U1
exp(wλ(y))dy
exp(wλ(zλmin))
≥
CC4
exp(wλ(zλmin))
→∞
by (4.7), and this is again a contradiction.
Note that Ψλ(0) = Φλ(0) by construction, and we will now use this fact and Lemma 4.6 to
finish the proof. If we evaluate (4.4) at z = 0, because wλ(0) = 0 by construction, we have
λvλ(0) + J¯ − Ψλ(0) − c(0) = 0. We can then write vλ(0) = 1
λ
(c(0) − J¯ + Ψλ(0)). Now we consider
(4.4) with this value of vλ(0), and show that the function ϕ(z) := 0 is a subsolution of (4.4).
Inserting ϕ into (4.4) in place of wλ, we have that the left hand side is
(4.8) λ(vλ(0) + 0) + J¯ −
∫
B(0,r)
J(y) exp(−y · p)dy − c(z) ≤ c(0) − J¯ +Ψλ(0) − c(z),
where the inequality follows due to our expression for vλ(0) and the symmetry of J . Then because
Ψλ(0) → 0 by Lemma 4.6, we have that for λ sufficiently small (4.8) is nonpositive by (2.7).
Therefore, by the comparison principle for (4.4), wλ ≥ ϕ ≡ 0 for sufficiently small λ, which means
that (wλ)− cannot be unbounded in Lα(O1). This finishes the proof of Lemma 4.4.
The combination of Lemmas 4.3 and 4.4 imply Proposition 4.2. 
In this proof, we have actually proven a stronger statement than Proposition 4.2; we have actually
proven that Ψλ is locally uniformly bounded above and bounded below away from zero. The proof
is very similar to the proof of Proposition 4.2, so we will state the proposition and sketch the proof.
Proposition 4.7. Let R ≥ r12 . Then under the assumptions of Proposition 4.1, for z ∈ B(0, R),
(4.9) C−1 ≤ Ψλ(z) ≤ C
uniformly in λ and z, for some constant C = C(|p|) > 1 that satisfies log(C) ≤ C ′R, where C ′ is
a constant independent of R.
Proof. The proof of Proposition 4.2 implies that there exists a uniform-in-λ constant C such that
C−1 ≤ Ψλ(0) ≤ C. We now consider Ψλ(z) for z ∈ B(0, r12 ). We first show that
(4.10) Ψλ(z) ≤ CC2,
for a constant C2 uniform in λ. Suppose there were no such constant C2. Then there exists a
subsequence of λ such that Ψλ(z)→∞ as λ→∞. We can then repeat the argument of Lemma 4.3
to reach a contradiction, noting that Φλ is uniformly bounded above by K, J is uniformly bounded
below by A on B(0, r12 ), and |B(z,
r1
2 ) ∩B(0,
r1
2 )| ≥
πr2
1
16 , all constants which are independent of λ,
which means that C2 is also independent of λ. We can then show that for z ∈ B(0, r1)\B(0,
r1
2 ),
Ψλ(z) ≤ CC22 , which is proven by considering the overlap of B(z,
r1
2 ) with a ball of the form
B(z1,
r1
2 ) with z1 ∈ B(0,
r1
2 ), because we know that Ψ
λ(z1) ≤ CC2 by (4.10). This procedure can
be repeated for z ∈ B(0, 3r12 )\B(0, r1), and so forth. We can write for an arbitrary R ≥
r1
2 that
Ψλz ≤ CC
L
2 , L = ⌈
2R
r1
⌉, which gives us half of Proposition 4.7.
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We next show that Ψλ(z) ≥ C−1C3, for a constant C3 uniform in λ. Suppose that there does
not exist such a constant. Then there exists a subsequence of λ such that Ψλ(z) → 0 as λ → ∞.
We can now repeat the argument of Lemma 4.4 to reach a contradiction, again noting that the
relevant constants, this time with the addition of ρ from (2.7), do not depend on λ, which implies
that C3 is independent of λ. Then, we can show that for z ∈ B(z, r1)\B(0,
r1
2 ), Ψ
λ(z) ≥ C−1C23 .
This can be shown using the overlap of B(z, r12 ) with a ball B(z1,
r1
2 ) with z1 ∈ B(0,
r1
2 ). We can
now continue this process to prove an estimate for Ψ(z) for z ∈ B(0, 3r12 )\B(0, r1), and so forth,
until we have covered B(0, R). This finishes the proof of (4.9). 
We will now prove Proposition 4.1. We show that (4.2) holds for wλ because this is equivalent
to showing that the same inequality holds for vλ.
Proof of Proposition 4.1. We know that by Proposition 4.7, (4.9) holds uniformly in λ. Therefore,
since Φλ(z) ≤ K, (4.6) implies that wλ(z) ≥ −CR holds for all z and all λ, and so infB(0,R) w
λ(·) ≥
−CR.
To prove a corresponding upper bound, suppose for a contradiction that there exists sequences
zn ∈ B(0, R) and λn such that w
λn(zn) → ∞. We can use the same argument as in the proof of
Proposition 4.3 of [33] to show that λwλ(zn) → 0, because here we have that zn is contained in a
bounded set, which is what was needed for that argument to hold. Combining this with (4.9) and
evaluating (4.4) at zn for the subsequence λn, we get λv
λn(0) = c(zn)−1+oλ(1), which means that
due to (2.7), we can take λn → 0 to conclude that λv
λ(0) < infRn c(·), but this is a contradiction
because the constant function
ϕ(z) = λ−1 inf
Rn
c(·)
is a subsolution of (4.1). Because the constants involved are independent of λ, in fact we have
supB(0,R) w
λ(·) ≤ CR. This gives us (4.2). 
In addition, by defining wλ(z) := vλ(z) − vλ(zˆ) for any zˆ ∈ Rn and using the same arguments
used to prove Proposition 4.1, we can show that (4.2) holds for balls centered at any zˆ ∈ Rn. The
constant is also uniform in zˆ because it depends only on ρ from (2.7), p, and K.
Theorem 4.8. Let zˆ ∈ Rn. Under the assumptions of Proposition 4.1, if R ≥ r12 there exists a
constant C which is uniform in λ,R, zˆ such that
(4.11) osc
B(zˆ,R)
vλ(·, ω) ≤ CR.
In particular, for any y ∈ Rn and R > 0,
(4.12) lim sup
λ→0
osc
B( y
λ
,R
λ
)
λvλ(·, ω) ≤ CR.
To conclude this section, we give a modulus of continuity estimate for vλ. Because the proof is
the same as Lemma 4.7 of [33], we omit the proof.
Lemma 4.9. There exist C3, C4 > 0 such that for each λ > 0, p1, p2 ∈ R
n
(4.13) sup
y∈Rn
|λvλ(y; p1)− λv
λ(y; p2)| ≤ C3 exp(C4(1 + |p1|+ |p2|))|p1 − p2|.
5. The Effective Hamiltonian H(p)
Using the approach of [27] and [4], we will now identify the effective Hamiltonian H(p) in the
stationary ergodic case as a weak limit by utilizing the previously derived oscillation bounds, and
we will also show the existence of an “approximate supercorrector” that is strictly sublinear at
infinity, i.e. a function that satisfies (5.4) for any ν > 0. To do this we rely on the convexity of the
exponential Hamiltonian and the lower semicontinuity of convex functionals with respect to weak
9
convergence. In order to show that the approximate supercorrector is strictly sublinear at infinity,
we use gradient bounds obtained by taking the mollification of the functions wλ from Section 4.
Note that in the almost periodic case, it is possible to find an “approximate corrector” for any
ν > 0 i.e. a function that satisfies the inequality
(5.1) 1−
∫
J(y) exp(−y · p) exp(wν(z − y, ω)− wν(z, ω))dy − c(z, ω) ≤ H(p) + ν
in addition to (5.4). However, the lack of compactness in the stationary ergodic setting prevents
us from finding a function that satisfies both (5.1) and (5.4).
Proposition 5.1. There exists a set of full probability Ω1 ⊂ Ω and a continuous function H :
Rn → R such that for every R > 0, p ∈ Rn, and ω ∈ Ω1,
(5.2) lim
λ→0
E

 sup
z∈BR
λ
|λvλ(z, ·) +H(p)|

 = 0
and
(5.3) −H(p) = lim sup
λ→0
λvλ(0, ω).
Moreover, for each p ∈ Rd and ν > 0, there exists a function wν : R
n × Ω→ R such that for every
ω ∈ Ω1 and 1 ≤ α <∞, wν(·, ω) ∈W
1,α
loc (R
n) ∩ C0,1(Rn), Dwν is stationary, and
1−
∫
J(y) exp(−y · p) exp(wν(z − y, ω)− wν(z, ω))dy − c(z, ω) ≥ H(p)− ν in R
n,(5.4)
|z|−1wν(z, ω)→ 0 as |z| → ∞.(5.5)
Proof. First we note that the continuity of H follows from (5.2) and Lemma 4.9, and that it suffices
to prove the theorem for a fixed p ∈ Qn. Therefore in this proof we fix p and omit dependence on
it, and we will take Ω1 to be the intersection of the full probability sets that we construct for each
rational p.
Because c(z, ω) is a bounded function, by comparison we have that λvλ(0, ω) is bounded in
L∞(Ω). Proposition 4.2 and Theorem 4.8 state that wλ(z, ω) := vλ(z, ω)−vλ(0, ω) is Lαloc uniformly
bounded in ω and λ, and that wλ and vλ satisfy (4.12). Now define
wλθ (z, ω) = (w
λ(·, ω) ∗ ρθ)(z),
where ∗ denotes convolution and ρθ is a standard mollifier. The local L
α bounds proven for wλ
hold also for wλθ . Proposition 4.8 in conjunction with the properties of mollification tell us that
‖Dwλθ ‖∞ ≤ C(θ) and ‖Dw
λ
θ (·, ω)‖α,loc ≤ C(θ).
Therefore, we can find a subsequence λ, and for each θ, we can find a subsequence λj (taken to
be a subsequence of λ), a random variable H = H(p, ω), a function wθ ∈ L
α
loc(R
n × Ω) and a field
Φθ ∈ L
α
loc(R
n ×Ω;Rn) such that for every R > 0, as λ→ 0 and j →∞,
(5.6)


−λvλ(0, ·) ⇀ H(p, ·) weakly in Lα(Ω),
w
λj
θ ⇀ wθ weakly in L
α(BR × Ω),
Dv
λj
θ ⇀ Φθ weakly in L
α(BR × Ω;R
n).
We can quickly show that H(p) is independent of ω, i.e. H(p, ω) = H(p) for ω contained in a full
probability set Ωˆ. Due to the ergodicity hypothesis, it suffices to verify that for each µ ∈ R, the
event {ω ∈ Ω : H(p, ω) ≥ µ} is invariant under τy, and this is true because v
λ is stationary and
(4.12).
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Since wλ is continuous and satisfies (4.4), wλθ converges to w
λ locally uniformly as θ → 0, and J
has compact support, dominated convergence implies that as θ → 0,
(5.7) λ(wλθ (z, ω)+v
λ(0, ω))+J¯−
∫
J(y) exp(−y·p) exp(wλθ (z−y, ω)−w
λ
θ (z, ω))dy−c(z, ω) = oθ(1).
We also know that convex functionals are lower semicontinuous with respect to weak convergence,
which follows from the fact that linear functionals are continuous with respect to weak convergence
and that a convex functional is a supremum of linear functionals. Therefore, passing to the weak
limit λj → 0 in (5.7) with θ fixed and applying (5.6) yields
(5.8) J¯ −
∫
J(y) exp(−y · p) exp(wθ(z − y, ω)−wθ(z, ω))dy − c(z, ω) ≥ H(p)− oθ(1)
for ω ∈ Ωˆ. If we take a sufficiently small θ so that oθ(1) < ν, wθ is a function that satisfies (5.4).
We now need to show (5.5), i.e. that wθ is strictly sublinear at infinity. First we note that Φθ
is stationary. This is true because vλ is stationary, which means vλθ := v
λ ∗ ρθ is also stationary.
Therefore, Dwλθ = Dv
λ
θ is stationary, and so Φθ is stationary as well. We can check (see [23]) that
Φθ = Dwθ almost surely in ω, and that
E[Φθ(0, ·)] = lim
j→∞
E[Dv
λj
θ (0, ·)] = 0,
which is true because vλj is stationary, and we have a local Lα bound on Dwθ(·, ω). Thus because
wθ is a process with a stationary, mean zero gradient, it is strictly sublinear at infinity almost surely
in ω (see [23], [4]).
Our objective is now to show (5.3). First we show that
(5.9) −H ≥ lim sup
λ→0
λvλ(0, ω) a.s. in ω.
To do this, we take a small ν to be fixed later and consider the approximate supercorrector wν
satisfying (5.4). Fix ω ∈ Ω˜ ⊂ Ωˆ, Ω˜ a set of full probability where (5.5) holds. Consider the function
ϕ(z) :=
(
1 + |z|2
) 1
2 . For each λ > 0, define the function wˆλ(z) := (1− ǫ)(wν(z, ω)− (H − η)λ
−1)+
ǫϕ(z), where η, ǫ > 0 are small constants to be chosen. We would like to apply comparison to vλ
and wˆλ. We use the convexity of the exponential and use the fact that ϕ is uniformly Lipschitz
continuous to conclude that
(5.10) λwˆλ + J¯ −
∫
J(y) exp(−y · p) exp(wˆλ(z − y)− wˆλ(z))dy − c(z) ≥ λwˆλ + (1− ǫ)H −Cǫ− ν
(5.5) implies that for R sufficiently large,
(5.11) inf
BR
wν ≥ Cη − η
3R
We now choose ǫ = min(14 ,
η
4C ), with the same C as in (5.10), and so we can estimate the right
hand side of (5.10) in BR using (5.11) as follows:
λwˆλ + (1− ǫ)H + Cǫ+ o(θ) = (1− ǫ)(λwν − η)− Cǫ− ν ≥ λCη − λη
3R+
η
2
− ν.
Now if we fix ν so that ν < η4 , then for λ sufficiently small this expression is nonnegative. Now we
would like to verify that wˆλ ≥ vλ on Rn\BR. Because we have a uniform upper bound on λv
λ, on
Rn\BR we see that for some constant C, wˆ
λ − vλ ≥ (1− ǫ)wν − Cλ
−1 + CηR. Therefore, because
wν is strictly sublinear at infinity we can select R := C1(λη)
−1 for a large constant C1, and take λ
sufficiently small to conclude that wˆλ ≥ vλ on Rn\BR. We have obtained
 λwˆ
λ + J¯ −
∫
J(y) exp(−y · p) exp(wˆλ(z − y)− wˆλ(z))dy − c(z) ≥ 0 in BR,
wˆλ ≥ vλ on Rn\BR.
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By comparison (see [7]) we have that wˆλ(·) ≥ vλ(·, ω) in BR for λ sufficiently small, and in particular
we have that wˆλ(0) ≥ vλ(0, ω). Multiplying this inequality by λ, and taking λ→ 0, we have
−H + η ≥ (1− ǫ)−1 lim sup
λ→0
λvλ(0, ω),
and because ǫ, η are arbitrarily small, and ω was an arbitrary element of Ω˜, we have (5.9). Since
−H is the weak limit of the sequence λjv
λj (0, ·), we have the reverse inequality of (5.9) easily.
Therefore, we have shown (5.3).
It remains to prove (5.2), and we first note that the full sequence λvλ(0, ·) converges weakly to
−H in Lα, in particular in L1. Using a measure-theoretic lemma (see [4], [27]), we have
(5.12) E[|λvλ(0, ·) +H|]→ 0 as λ→ 0.
Fix R > 0, let γ > 0 be a small constant, and use the Vitali covering lemma to select points
z1, . . . , zk ∈ BR such that
BR ⊂
k⋃
i=1
B(zi, γ) and k ≤ C
(
R
γ
)d
.
Now using (5.12), (4.12), the fact that vλ is stationary, and the fact that expectation is preserved
under measure-preserving transformations, we have
lim sup
λ→0
E

 sup
z∈BR
λ
|λvλ(z, ω) +H|


≤ max
1≤i≤k
[
lim sup
λ→0
E
[
|λvλ
(zi
λ
, ω
)
+H|
]]
+ lim sup
λ→0
E
[
max
1≤i≤k
osc
z∈B(
zi
λ
,
γ
λ
)
λvλ(z, ω)
]
≤ max
1≤i≤k
[
lim sup
λ→0
E
[
|λvλ(0, ω) +H|
]]
+ Cγ = Cγ,
Because γ is an arbitrary small constant, we get (5.2). 
We next show that H(p) is concave, negatively coercive, and continuous in p a.s. in ω. Because
the proof is the same as the proof of Proposition 4.6 in [33], we omit it.
Proposition 5.2. The effective Hamiltonian H satisfies the following properties a.s. in ω:
(1) p 7→ H(p) is concave.
(2) There exist constants K1,K2,K3,K4 > 0, C1, C2 such that H(p) satisfies
(5.13) −K1 exp(K2|p|)− C1 ≥ H(p) ≥ −K3 exp(K4|p|)− C2
for all p ∈ Rn. In particular, this implies that H is uniformly and negatively coercive.
(3) There exist constants C3, C4 such that for all p1, p2 ∈ R
n,
(5.14) |H(p1)−H(p2)| ≤ C3 exp(C4(1 + |p1|+ |p2|))|p1 − p2|.
Remark 5.3. (5.2) implies that for a fixed p there exists a subsequence λj → 0, a full probability
set Ω2 ⊂ Ω1 such that for every R > 0,
(5.15) lim
j→∞
sup
z∈B R
λj
|λjv
λj (z, ω; p) +H(p)| = 0.
Via a diagonalization procedure we can obtain a subsequence such that (5.15) holds for every R > 0,
rational p, and ω ∈ Ω2, and then use Lemma 4.9 to conclude that (5.15) holds for all p ∈ R
n, ω ∈ Ω2.
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Remark 5.4. Proposition 5.1 has given us a partial homogenization result, in the direction of (7.2),
which represents the ultimate goal of proving almost sure homogenization. Given (5.3), to finish
the proof of (7.2) it remains to show that lim inf
λ→0
λvλ(0, ω; p) = −H(p). The methods of Section 6
are required to prove this. However, we note that the quantity
(5.16) − Hˆ(p, ω) := lim inf
λ→0
λvλ(0, ω; p)
is deterministic almost surely in ω because the set {ω : −Hˆ(p, ω) ≥ µ} is invariant under τy for
every y ∈ Rd.
6. Metric Problem
6.1. Well-Posedness of the Metric Problem. We define the metric problem to be the equation
(6.1) J¯ −
∫
J(y) exp(−y · p) exp(mµ(z − y, ω)−mµ(z, ω))dy − c(z, ω) = µ on R
n\D
where D is a bounded closed set and µ ∈ R. Subject to appropriate boundary conditions for
solutions on int(D) and at infinity, a solution to (6.1) is related to the “metric” associated with the
effective Hamiltonian. This construction is the direct analogue of the metric problem from [4]. Our
objective in this subsection is to show that the metric problem is well posed for each µ < H(p),
and the “approximate supercorrectors” from Section 5 serve as a crucial part of the proof. In this
entire section let ν be sufficiently small so that H(p) − ν > µ, and let wν satisfy (5.4) with this
value of ν. We first prove a comparison principle for (6.1).
Proposition 6.1. Fix p ∈ Rn, µ < H(p), and ω ∈ Ω3. Let D ⊂ R
d be closed and bounded.
Suppose that u ∈ USC(Rn), v ∈ LSC(Rn) are respectively a subsolution and supersolution of (6.1)
and satisfy u ≤ v on int(D), and we have the following conditions at infinity:
(6.2) lim sup
|z|→∞
u(z)
|z|
≤ 0, lim inf
|z|→∞
u(z)
|z|
> −∞, lim inf
|z|→∞
v(z)
|z|
> −∞.
Then u ≤ v on Rn\D.
Note that it is sufficient to assume that u ≤ v in the interior of D, rather than on D; this is
a departure from the typical assumption for comparison in a nonlocal Dirichlet problem, which
requires the assumption that u ≤ v on the complement of the domain, which in this case is D. This
relaxed assumption is crucial in the subsequent Perron construction to ensure well-posedness.
Proof. We will omit dependence on ω and assume that p = 0 for simplicity. Adjust wν by a constant
so that wν ≥ u on D. We claim that it suffices to consider v that satisfies
(6.3) lim inf
|z|→∞
v(z)
|z|
≤ 0.
Suppose that instead the opposite were true. That is,
(6.4) lim inf
|z|→∞
v(z)
|z|
> 0.
In this case, we define v˜ := (1 − ǫ)v + ǫwν . Convexity implies that v˜ is a strict supersolution of
(6.1); that is,
(6.5) J¯ −
∫
J(y) exp(−y · p) exp(v˜(z − y, ω)− v˜(z, ω))dy − c(z, ω) ≥ µ+ ǫ2
for some ǫ2 > 0. Because wν ≥ u on D, v˜ ≥ u on int(D). We now prove a comparison result for
(6.1) between strict supersolutions and subsolutions with the assumption that the subsolution lies
below the supersolution on the interior of D. For use later, we will also state this comparison result
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in the case that (6.1) is considered in a bounded domain, but because the kernel J is compactly
supported, in that case we only need to assume u ≤ v on a compact subset of the unbounded set
Oc.
Lemma 6.2. Suppose that in an open set O ⊂ Rn, v satisfies (6.5) for some ǫ2 > 0 i.e. is a strict
supersolution of (6.1), and u is a subsolution of (6.1). We also assume that O is either bounded
or has bounded complement. If O = Rn\D for a bounded, closed D, assume that u ≤ v on int(D),
(6.2), and (6.4). If O is bounded, assume that u ≤ v on
E := {z + z1 : z ∈ O, z1 ∈ B(0, r)} ∩ int(O
c).
Then u ≤ v on O.
Proof. We consider the case where O = Rn\D and D is a closed and bounded set. Define M =
supz∈Rn\∂D[u(z) − v(z)]. Suppose for a contradiction that M > 0. Then there exists a large ball
O2 such that for any γ > 0 there is a point z0 ∈ O2\D satisfying u(z0) − v(z0) > M − γ, due to
(6.4), (6.2), and the fact that u ≤ v on int(D). This means that for any z ∈ Rn\∂D, we have that
u(z)− v(z) ≤ u(z0)− v(z0) + γ, which means that
(6.6) u(z)− u(z0) ≤ v(z) − v(z0) + γ for z ∈ R
n\∂D.
However, we know that
J¯ −
∫
J(y) exp(−y · p) exp(u(z0 − y)− u(z0))dy − c(z0) ≤ µ
J¯ −
∫
J(y) exp(−y · p) exp(v(z0 − y)− v(z0))dy − c(z0) ≥ µ+ ǫ2.
(6.7)
and ∂D is of measure zero, so it can be excluded from the domain of integration. This means that
at z = z0, upon applying (6.6) to the first equation of (6.7) and subtracting it from the second, we
get
(6.8) (exp(γ)− 1)
∫
J(y) exp(−y · p) exp(v(x0 − y)− v(x0))dy ≥ ǫ2.
However, since v is a supersolution of (6.1), we know that∫
J(y) exp(−y · p) exp(v(z0 − y)− v(z0))dy ≤ C,
where C is uniform in z0. This means that we can take γ sufficiently small in (6.8) to reach a
contradiction.
If O is a bounded set, then the proof proceeds mostly in the same manner In this case we define
M = supz∈O[u(z) − v(z)], and O takes the place of O2 in the above proof. Then (6.6) holds for
z ∈ E, and because the support of J is contained in B(0, r), we know that (6.6) holds for every
point in the domain of integration. Therefore, we can apply (6.6) and proceed with the rest of the
proof to reach the same conclusion. 
Lemma 6.2 implies that u ≤ v˜, which implies that u ≤ v upon taking ǫ → 0. Therefore, if we
assume (6.4) then we have Proposition 6.1. So it suffices to consider v that satisfies (6.3). Define
Λ :=
{
0 ≤ λ ≤ 1 : lim inf
|z|→∞
λv(z) − u(z)
|z|
≥ 0
}
and λ := supΛ.
We first show that Λ = [0, λ]. (6.2) implies that 0 ∈ Λ, (6.3) implies that if a, b ∈ Λ, then [a, b] ⊂ Λ,
and we can check that λ ∈ Λ. Our objective is now to show that λ = 1. We suppose that λ > 0;
this can be proven by an argument very similar to the one that follows. For each R > 1, define
the auxiliary function ϕR(z) := R− (R
2 + |z|2)
1
2 . Note that the first and second derivatives of this
function are bounded independent of R, −ϕR grows linearly at infinity, and ϕR → 0 as R → ∞.
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Take λ satisfying 0 < λ < λ ≤ 1. Fix constants 0 < η < 1 and θ > 1 to be selected subsequently.
Define
vˆ := λv + (1− λ)wν , uR := (1− η)u+ ηθϕR.
Using (6.2) and the fact that wν is strictly sublinear at infinity, we can take
θ := −2 lim inf
|z|→∞
u(z)
|z|
,
so that for any η > 0, R > 1,
lim inf
|z|→∞
vˆ(z)− uR(z)
|z|
= lim inf
|z|→∞
λv(z) − u(z)
|z|
+
ηu(z) − ηθϕR(z)
|z|
> 0.
Because the nonlocal term is convex and λ < 1, we have that
J¯ −
∫
J(y) exp(vˆ(z − y)− vˆ(z))dy − c(z) ≥ λµ+ (1− λ)(H(0) − ν) =: H > µ.
In addition, since ϕR has bounded derivatives, we can take η sufficiently small depending on θ so
that
J¯ −
∫
J(y) exp(uR(z − y)− uR(z))dy − c(z) < H on R
n.
Applying Lemma 6.2 to vˆ and uR, sending R→∞, and noting that wν ≥ u on D, we have that
(6.9) vˆ − (1− η)u ≥ inf
int(D)
(vˆ − (1− η)u) ≥ 0 in Rn\D.
Since wν is strictly sublinear at infinity, it follows that
lim inf
|z|→∞
λv(z) − (1− η)u(z)
|z|
≥ 0,
and therefore λ ≥ λ1−η . If λ < 1, then we can take λ → λ to obtain λ ≥
λ
1−η , which is a
contradiction. Therefore, λ = 1. This implies that the preceding analysis holds for any 0 < λ < 1,
and so taking η → 0 and λ→ 1 in (6.9) shows that u ≤ v, which was what we wanted to show. 
Now that we have proven a comparison principle, we will use Perron’s method to prove a kind
of well-posedness statement for (6.1). However, because nonlocal Dirichlet problems require the
boundary condition to be prescribed on the entire complement of the domain, rather than just the
boundary, our barrier will be discontinuous on the boundary. Fortunately, Lemma 6.2 allows us to
apply comparison in this situation.
Proposition 6.3. For each fixed p, z1 ∈ R
n, ω ∈ Ω3, and µ < H(p), there exists a solution
mµ(z) = mµ(z, z1, ω; p) ∈ C(R
n\∂D1) of (6.1), a.s. in ω, where D1(z1) = z1 + B1, and mµ
satisfies the boundary condition
(6.10) mµ(z, z1, ω) = wν(z, ω) −wν(z1, ω) on D1(z1)
and at infinity satisfies
(6.11) lim sup
|z|→∞
mµ(z, z1, ω)
|z|
≤ 0.
This solution is uniquely defined except on ∂D1. In addition, the discontinuity of mµ at ∂D1 is a
jump discontinuity and the size of the jump is bounded by a constant that depends on µ and the
behavior of wν(z)− wν(z1) on D1(z1).
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Proof. Assume without loss of generality that p = 0, z1 = 0, and suppose for simplicity supp(J) is
contained in the unit ball; if the support of J is larger the proof can be adjusted by simply taking
D1 to be a larger ball. Also suppose for simplicity that J is constant; this simplification can be
made because J(0) > 0 and J is symmetric. We define
(6.12) mµ(z) := sup{u(z) : u ∈ USC(R
n), u is a subsolution of (6.1) in Rn\D1,
u(z) ≤ wν(z)− wν(0) on D1, and lim sup
|z|→∞
u(z)
|z|
≤ 0}
To show thatmµ exists, we need to show that the admissible set is nonempty, that is, we must build a
barrier. We can check that for a1 > 0 sufficiently large and a suitable constant a2, u˜(z) := −a1|z|−a2
is an admissible subsolution of (6.1). Define Az := {y ∈ B(z, 1) : |y| ≤ |z|−
1
2}. Because z /∈ B(0, 1),
|Az| ≥ C > 0 uniformly in z. This means that∫
B(0,1)
exp(a1(|z| − |z − y|))dy ≥
∫
Az
exp(a1(|z| − |y|))dy
≥
∫
Az
exp
(a1
2
)
dy = C exp
(a1
2
)
,
In addition, if we take a2 = − infz∈D1 [wν(z)−wν(0)], then u˜(z) ≤ wν(z)−wν(0) on D1, so u˜(z) is
an admissible subsolution of (6.1) for a1 large and a2 a suitable constant. This implies that mµ is
well defined. On Rn\D1, we have that (mµ)
∗ is a subsolution of (6.1), because it is the supremum
of subsolutions, and the Perron construction (see [2] for the construction in the nonlocal setting)
gives us that (mµ)∗ is a supersolution of (6.1). In addition, note that mµ(z) = wν(z)−wν(0) on D1
because any subsolution of (6.1) on Rn\D1 remains a subsolution if its value is increased on D1.
It is true by construction that mµ(z) ≤ wν(z) − wν(0), and any subsolution u of (6.1) on R
n\D1
remains a subsolution on Rn\D1 if u is increased on D1.
Therefore, mµ is a solution of (6.1) satisfying (6.10). Because wν is continuous, we have that
(mµ)
∗(z) = (mµ)∗(z) on D1. This means that we can apply Proposition 6.1 to say that mµ is
uniquely defined and continuous on Rn\∂D1. Note, however, that u˜(z) is not equal to wν(z)−wν(0)
on ∂D1. This is also not merely a matter of adjusting u˜(z) at the boundary, because the barrier
must lie below wν(z) − wν(0) on all of D1, rather than just at the boundary, and due to the
nonlocal character of the equation, changing the values of u˜(z) on D1 can affect whether it is a
subsolution of (6.1). This causes the resulting solution mµ to have a possible discontinuity at
∂D1. We can check that the size of the jump discontinuity of mµ at ∂D1 is bounded above by
supz∈∂D1 [wν(z)− wν(0)] + a1 + a2, and so we have the claim of Proposition 6.3. 
Remark 6.4. Because the value of mµ on ∂D1 is not unique, we will define the value of mµ there
to be mµ(z, z1, ω) = wν(z, ω)−wν(z1, ω). This implies that mµ(z, z1, ω) = wν(z, ω)−wν(z1, ω) on
D1, an essential property for showing that mµ is superadditive and jointly stationary.
6.2. Properties of mµ. In this subsection, we prove various properties of mµ. We first show that
mµ satisfies the same oscillation bounds as those proven in Section 4.
Proposition 6.5. Assume that µ < H(p) and that the assumptions of Proposition 4.1 hold. There
exists a uniform constant C(p, µ) such that for all z, z1 ∈ R
n, R > 12 and ω ∈ Ω3,
(6.13) osc
B(z,R)
mµ(·, z1, ω) ≤ CR.
In particular, for any r > 0 there exists a uniform constant C such that for all z, z1 ∈ R
n
(6.14) lim sup
λ→0
osc
B( z
λ
, r
λ
)
λmµ(·, z1, ω) ≤ Cr.
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Proof. We first state a lemma showing that mµ must have linear growth at infinity. Because the
proof follows in the same way as Remark 6.4 of [4], we will omit it.
Lemma 6.6. For each µ < H(p) and ω ∈ Ω3, lim sup
|z|→∞
mµ(z, 0, ω)
|y|
< 0.
We now move to Proposition 6.5. Because the proof will involve repeating the arguments of
Section 4, we will give a sketch of the proof. First we note that wν is Lipschitz continuous, and the
jump discontinuity at ∂B(0, 1) is controlled by Proposition 6.3. Therefore, since we are considering
R > 12 , we can essentially consider mµ and (6.1) as if it were set in R
n by increasing C. We would
like to apply the methods of Section 4. Define
Φ(z) :=
∫
J(y) exp(−y · p) exp(mµ(z − y, z1)−mµ(z, z1))dy,
and note that this is the nonlocal term of (6.1) and is the same as the definition of Φλ with mµ
in the place of wλ. We now need to prove that Φ is uniformly bounded above and uniformly
positive, as these are the essential properties of Φ required to apply the proof of Proposition 4.7
and Proposition 4.1.
We can show that Φ must be uniformly (in z) bounded above by noting that mµ solves (6.1),
that c(z, ω) is uniformly bounded, and that µ is a constant. To show that Φ is uniformly positive,
we will make use of Lemma 6.6 and (2.7). We claim that Φ(z) ≥ J¯ − ρ > 0 for all z ∈ Rn.
Suppose for a contradiction that there is a point zˆ such that Φ(zˆ) = η < J¯ − ρ. Then we can write
µ = J¯ − c(zˆ)− η. If we now consider a constant function ϕ(z) := C1, and insert it into (6.1) in the
place of mµ, then on the left hand side for any z ∈ R
n we get
J¯ −
∫
J(y) exp(−y · p)dy − c(z) ≤ −c(z) ≤ J¯ − c(zˆ)− η = µ,
where the second inequality follows due to (2.7) and our assumption that η < J¯ − ρ. This means
that ϕ is a subsolution of (6.1) on Rn, and upon taking C1 := infD1 wν(·) − wν(z1), we can apply
Proposition 6.1 to conclude that C1 ≤ mµ on R
n, which contradicts Lemma 6.6.
Therefore, if we define m˜µ(·, z1) := mµ(·, z1)−mµ(z, z1), then we can apply the overlapping ball
arguments of Propositions 4.1, 4.2, and 4.7 to conclude that (6.13) holds for m˜µ, which of course
means that it holds for mµ. The same constant will work for every z ∈ R
n, and the fact that wν is
uniformly Lipschitz continuous along with the fact that the barrier construction u˜ from Proposition
6.3 works for any z1 via simple translation implies that the constant is uniform in z1 as well. 
In addition, by comparison and the stationarity of the coefficients of (6.1), we can show that mµ
is jointly stationary.
Proposition 6.7. The functions mµ are jointly stationary i.e. for any z, z1, z2 ∈ R
n:
mµ(z, z1, τz2ω) = mµ(z + z2, z1 + z2, ω).
Next we prove a superadditivity property ofmµ, which will be critical in applying the subadditive
Ergodic Theorem. We observe that due to Propositions 4.12 and 6.5, there exists a uniform (in
z, z1) constant C such that
(6.15) sup
z2∈B(z,1)
(|wν(z, ω) − wν(z2, ω)|+ |mµ(z2, z1, ω)−mµ(z, z1, ω)|) ≤ C a.s. in ω.
Now we define mˆµ(z, z1, ω) := mµ(z, z1, ω)− C, and we claim that mˆµ is superadditive.
Proposition 6.8. For each p ∈ Rd, µ < H(p), ω ∈ Ω3, and for all z, z1, z2 ∈ R
n,
(6.16) mˆµ(z, z1, ω) ≥ mˆµ(z, z2, ω) + mˆµ(z2, z1, ω).
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Proof. We fix z1, z2 and rewrite (6.16) in the form
(6.17) mµ(z, z1, ω) ≥ mµ(z, z2, ω) +mµ(z2, z1, ω)− C.
Considering both sides of (6.17) as functions of z and taking D = B(z1, 1) ∪ B(z2, 1), we see that
it suffices by Proposition 6.1 to show that (6.17) holds for z ∈ B(z1, 1) ∪B(z2, 1). We have by
Proposition 6.1 that for all z ∈ Rn,
(6.18) wν(z, ω) − wν(z2, ω) ≥ mµ(z, z2, ω).
Now we use (6.18) and the fact that mµ(z, z1) = wν(z)−wν(z1) for all z ∈ B(z1, 1), to obtain that
for all z ∈ B(z1, 1),
mµ(z, z1, ω) = wν(z, ω) − wν(z1, ω)
= (wν(z, ω)− wν(z2, ω))− (wν(z1, ω)− wν(z2, ω))
≥ mµ(z, z2, ω) +mµ(z2, z1, ω).
Then, for z ∈ B(z2, 1), we use (6.15) to get
mµ(z, z1, ω) ≥ wν(z, ω)− wν(z2, ω)− C +mµ(z2, z1, ω)
= mµ(z, z2, ω) +mµ(z2, z1, ω)−C.
This finishes the proof. 
We also note that mµ is Lipschitz continuous with respect to its second parameter. The proof
can be found in [17].
Lemma 6.9. For any ω ∈ Ω3, there exists a uniform (in z) constant C such that
(6.19) |mµ(z, z1, ω)−mµ(z, z2, ω)| ≤ C|z1 − z2|.
6.3. Homogenization of the Metric Problem. We now consider the boundary value problem
(6.20)


J¯ −
∫
ǫnJǫ(y) exp
(
−y · p+
mǫµ(z − y, ω)−m
ǫ
µ(z, ω)
ǫ
)
dy − c
(z
ǫ
, ω
)
= µ in Rn\Dǫ,
mǫµ(z, ω) = ǫwν
(z
ǫ
)
− ǫwν(0) on Dǫ,
lim sup
|z|→∞
|z|−1mǫµ(z, ω) ≤ 0 a.s. in ω,
where Jǫ(y) := J(
y
ǫ
) and Dǫ = B(0, ǫ). This problem is a rescaling of (6.1)-(6.10)-(6.11), and it is
easy to see that a solution of this equation is mǫµ(z, ω) = ǫmµ
(
z
ǫ
, 0, ω
)
. We show that as ǫ → 0,
mǫµ converges almost surely to the unique solution mµ(y; p) of
(6.21)


H(p+Dmµ) = µ in R
n\{0},
mµ(0) = 0,
lim sup
|z|→∞
|z|−1mµ(z) ≤ 0.
(6.21) is well-posed in C(Rn) for every µ < H(p) by arguments that are similar to the preceding
subsections. The non-uniqueness at the boundary discussed by Proposition 6.3 is not present
because for (6.21) the boundary is just the origin, rather than a ball.
Proposition 6.10. There exists a full probability subset Ω4 ⊂ Ω3 such that for each p, y ∈ R
n,
µ < H(p), and ω ∈ Ω4,
(6.22) lim
t→∞
1
t
mµ(tz, 0, ω; p) = mµ(z; p).
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Proof. We know by comparison that mµ and mˆµ differ by no more than a constant. Therefore,
because mˆµ is superadditive, we can apply the subadditive ergodic theorem using the semigroup
σt := τtz to say that for each z ∈ R
d, as t → ∞, t−1mµ(tz, 0, ω) = t
−1mˆµ(tz, 0, ω) → Mµ(z, ω),
for some Mµ(z, ω) and ω ∈ Ωz, Ωz a set of full probability that depends on z. Define Ω4 =⋃
z∈Qn(Ωz ∩ Ω3). Then Ω4 is also a set of full probability, and we have that for z ∈ Q
n, ω ∈ Ω4,
(6.23) t−1mµ(tz, 0, ω) →Mµ(z, ω).
We would like to show that (6.23) holds for all z ∈ Rn. Take a sequence zi ∈ Q
n such that zi → z.
Using (6.14), we can conclude that for ω ∈ Ω4, as t→∞,
(6.24) t−1(mµ(tz, 0, ω) −mµ(tzi, 0, ω)) ≤ C|z − zi|.
Now applying (6.24) with zj in place of z, we have that t
−1mµ(tzi, 0, ω) is a Cauchy sequence, which
means that Mµ(·, ω) can be defined on R
n as a continuous function. This means that for ω ∈ Ω4
and any z ∈ Rn, limt→∞ t
−1mµ(tz, 0, ω) = limi→∞Mµ(zi, ω) = Mµ(z, ω). It remains to show that
Mµ(z, ω) = mµ(z). First we check that Mµ(z, ω) = Mµ(z) a.s. in ω. To do this it suffices to show
that for every ω ∈ Ω4 and z1, z ∈ R
n, Mµ(z, τz1ω) =Mµ(z, ω). We can deduce
Mµ(z, τz1ω) = lim
t→∞
t−1mµ(tz + z1, z1, ω)
= lim
t→∞
t−1(mµ(tz + z1, 0, ω) + C|z1|)
= lim
t→∞
t−1(mµ(tz, 0, ω) + 2C|z1|)
= lim
t→∞
t−1mµ(tz, 0, ω) =Mµ(z, ω),
where we have used Proposition 6.7, (6.14), Lemma 6.9, and the ergodic hypothesis. Some other
properties of Mµ follow readily. It is clear that Mµ is positively 1-homogeneous, and then (6.10)
implies thatMµ is nonpositive. Applying (4.12) and (6.14) shows thatMµ(z) is Lipschitz continuous
in z.
To finish the proof, we show that Mµ is the solution of (6.21) via a perturbed test function
method. Suppose that ϕ is a smooth function, z0 6= 0, and z 7→ Mµ(z) − ϕ(z) has a strict global
maximum at z = z0. We would like to show that H(p +Dϕ(z0)) ≤ µ. Arguing by contradiction,
we assume that θ := H(p + Dϕ(z0)) − µ > 0. Let λj be the subsequence from Remark 5.3 that
satisfies (5.15). Set p1 := p + Dϕ(z0), and define the perturbed test function φj(z) := ϕ(z) +(
λjv
λj
(
z
λj
, ω; p1
)
+H(p1)
)
. We claim that for sufficiently large j and sufficiently small r > 0, φj
satisfies
(6.25) J¯ −
∫
λnj Jλj (y) exp(−y · p) exp(λ
−1
j (ϕj(z − y, ω)− ϕj(z, ω)))dy − c
(
z
λj
)
≥ µ+
θ
2
in the viscosity sense for z ∈ B(z0, r). To prove this claim, select a smooth function ψ and a point
z1 ∈ B(z0, r) at which ϕj − ψ has a global minimum. It then follows that z 7→ v
λj (z, ω; p1) −
λ−1j (ψ(λjz)−ϕ(λjz)) has a global minimum at z =
z1
λj
. Since vλ(·, p1) solves (4.1) with p1, we have
that
(6.26) λjv
λj
(
z1
λj
, ω; p1
)
+ J¯ −
∫
J(y) exp(−y · p1)
exp
(
ψ(z1 − λjy)− ψ(z1)
λj
+
ϕ(z1 − λjy)− ϕ(z1)
λj
)
dy − c
(
z1
λj
)
≥ 0.
We know that for λj sufficiently small, −λjv
λj
(
z1
λj
, ω; p1
)
≥ H(p1)−
θ
8 , so we can make the change
of variables y 7→ y
λj
in (6.26) to obtain (6.25) for λj and r sufficiently small. Comparison (Lemma
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6.2) with (6.25) and (6.20) now implies that
sup
B(z0,r)
[m
λj
µ (·)− ϕj(·)] ≤ sup
|z−z0|>r
[m
λj
µ (z)− ϕj(z)]
Sending j →∞, we obtain a contradiction to the assumption that Mµ(z)−ϕ(z) has a strict global
maximum at z0. The proof thatMµ is a supersolution of (6.21) is similar, and thus we can conclude
that Mµ is a solution of (6.21). The well-posedness of (6.21) then implies that Mµ = mµ. 
To conclude this section, we give a characterization ofmµ that will be used in the homogenization
proof of Section 7.
Lemma 6.11. For each µ < H(p),
(6.27) mµ(z; p) = inf
q∈Rn
{z · q : H(p+ q) ≥ µ}.
Proof. Since the right hand side of (6.27) is a supersolution of (6.21), the “≤” inequality in (6.27)
follows from Proposition 6.1.
It remains to prove the “≥” inequality. First note that mµ is positively 1-homogeneous in z, i.e.
for every t ≥ 0, mµ(tz; p) = tmµ(z; p). This follows from the fact that (6.21) is scale-invariant and
that mµ is unique. We next show that mµ(z; p) is a concave function of z. This is done by using
the superadditivity property (6.8). We have for any z1 ∈ R
n,
mµ(z; p) = lim
t→∞
t−1mˆµ(tz, 0, ω)
≥ lim
t→∞
t−1(mˆµ(tz1, 0, ω) + mˆµ(tz, tz1, ω))
= mµ(z1; p) +mµ(z − z1; p),
where the last equality can be proven from (6.22) by using the ergodic theorem and Egorov’s
Theorem (see [5]). This implies that mµ is a concave function. If (6.27) fails, then we can find
a point z 6= 0 such that mµ(z; p) is differentiable at z and mµ(z; p) < inf{z · q : H(p + q) ≥
µ}, because a concave function is differentiable almost everywhere. Since mµ is 1-homogeneous,
mµ(z; p) = z ·Dmµ(z; p), so it follows that H(p+Dmµ(z; p)) < µ. This contradicts the elementary
viscosity-theoretic fact that mµ must satisfy H(p+Dmµ) = µ at any point of differentiability. 
We will next strengthen the lemma and show that the optimal value of q in (6.27) must lie on
the boundary of {q : H(p + q) ≥ µ}.
Lemma 6.12. Fix p ∈ Rn and µ < H(p). We have that
(6.28) mµ(z; p) = inf
q∈Rn
{z · q : H(p+ q) = µ}.
In addition, suppose that q0 ∈ R
n satisfies H(p + q0) = µ, then there exists z0 6= 0 such that
mµ(z0) = z0 · q0.
Proof. To show (6.28), note that it follows from (6.27), and the fact that if the optimal q were in
the interior of {q : H(p+ q) ≥ µ}, then there would exist a ball B(q, ǫ) ⊂ {H(p+ q) ≥ µ}, and then
we could take q − ǫy, and y · (q + ǫy) = y · q − ǫ|y|2, so q is not the optimal value, a contradiction.
Now, let q0 satisfy H(p + q0) = µ. Define Sγ = {z ∈ R
d : z · q0 ≤ γ}, and define
γ := inf{γ ≥ 0 : Sγ ∩ {H(p+ ·) ≥ µ} = ∅}.
We note that γ > 0, because 0 is in the interior of the superlevel set {H(p + ·) ≥ µ}. In addition,
Sγ ∩ {H(p + ·) ≥ µ} 6= ∅. This is true because if this intersection were empty, then the distance
between Sγ and {H(p + ·) ≥ µ} is positive, due to the fact that {H(p + ·) ≥ µ} is a compact set
because H is negatively coercive. In this case, γ would not be optimal because then the plane can
be adjusted further so that Sγ+ǫ ∩ {H(p+ ·) ≥ µ} = ∅ for small ǫ.
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Choose x0 ∈ Sγ ∩ {H(p+ ·) ≥ µ}. We show that for each q ∈ {H(p+ ·) ≥ µ}, q · x0 ≥ γ. This is
true because for all γ > γ, q · x0 > γ due to the fact that Sγ ∩ {H(p+ ·) ≥ µ} = ∅, which allows us
to take γ → γ to conclude that q · x0 ≥ γ, and so by (6.27), we know that mµ(x0; p) ≥ γ. However,
we have by definition that x0 · q0 ≤ γ, which allows us to conclude that q0 · x0 = γ, and (6.27)
allows us to conclude that mµ(x0; p) = γ = x0 · q0, which finishes the proof. 
7. Proof of Homogenization and Theorem 3.1
In this section we will finish the proof of our main result, Theorem 3.1. The first subsection
covers the key step which is to improve the result of Proposition 5.1 and show that λvλ converges
uniformly to H(p) on balls of radius ∼ λ−1 almost surely, i.e.
(7.1) lim
λ→0
sup
BR
λ
|λvλ(·, ω; p) +H(p)| = 0.
In the second subsection, (7.1) will be used to apply a perturbed function method to show that the
φǫ from Section 3, which satisfy the equation
(7.2)

φǫt + J¯ −
∫
J(y) exp
(
φǫ(x− ǫy)− φǫ(x)
ǫ
)
dy −
f
(
x
ǫ
, exp(ǫ−1φǫ)
)
exp(ǫ−1φǫ)
= 0 on Rn × (0,∞)
φǫ = ǫ log(u0) on int(G0)× {0}
φǫ(x, t)→ −∞ as t→ 0 for x ∈ Rn\G0,
converge locally uniformly to φ, the solution of the homogenized equation (1.3). In other words,
we prove the homogenization of (7.2), and this result implies Theorem 3.1.
7.1. Almost Sure Convergence of vλ. We first need to use the methods of Section 6 to develop
a characterization of the maximum of p 7→ H(p), which is guaranteed to be attained by (5.13).
This characterization involves the solvability of the equation
(7.3) J¯ −
∫
J(y) exp(−y · p+ v(z − y, ω)− v(z, ω))dy − c(z, ω) ≥ µ.
over the space Lip(Rn), which denotes Lipschitz continuous functions on Rn. This observation will
play an important role in the proof of Theorem 7.2.
Lemma 7.1. Suppose that p ∈ Rn satisfies H(p) = max
q∈Rn
H(q). Then there exists a set of full
probability Ω5 ⊂ Ω4 such that the following formula holds for ω ∈ Ω5:
(7.4) H(p) = sup{µ : there exists v ∈ Lip(Rn) satisfying (7.3)},
Proof. Let H˜(ω) be defined to be the right hand side of (7.4). The stationarity of the coefficients
of (7.3), the assumption that v is Lipschitz continuous, and the ergodicity assumption imply that
H˜(ω) = H˜ on Ω5 ⊂ Ω4, where P[Ω5] = 1. In addition, the existence of wν for any ν > 0 implies
that H˜ ≥ H(p) − ν for ν arbitrarily small. This means that H˜ ≥ H(p). It remains to show the
reverse inequality, and this follows in a similar fashion as in [17]. Select µ < H˜. Then there exists
v ∈ Lip(Rn) satisfying (7.3). Define v˜(z) = v(z) − v(0) and u˜(z) := −a|z| − C. Then upon taking
a and C sufficiently large u˜(z) is a subsolution of (7.3) on Rn\B(0, 1) satisfying u˜ ≤ v˜ on B(0, 1).
Define
S(ω) := {h ∈ Lip(Rn) : h ≥ u˜ on B(0, 1), h satisfies (7.3)},
sµ(z, z1, ω) := inf
h∈S(ω)
[h(z) − h(z1)].
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Because v˜ ∈ S(ω), we can apply Perron’s method, and we see that sµ is a solution of
(7.5)

 J¯ −
∫
J(y) exp(−y · p+ sµ(z − y, ω)− sµ(z, ω))dy − c(z, ω) = µ on R
n\B(0, 1),
sµ = u˜ on B(0, 1),
satisfying u˜ ≤ sµ ≤ v˜ on R
n\B(0, 1). Note that similar to the situation in Proposition 6.3, sµ
is piecewise Lipschitz continuous. The function sµ is superadditive by construction, and we can
check that it is jointly stationary using the fact that a function w(z) ∈ S(τz1ω) if and only if
w(y+ z) ∈ S(ω), because the coefficients of (7.3) are stationary. Now if we define sǫµ(z) := ǫsµ
(
z
ǫ
)
,
then sǫµ satisfies the rescaled system
 J¯ −
∫
ǫnJǫ(y) exp
(
−y · p+
sǫµ(z − y, ω)− s
ǫ
µ(z, ω)
ǫ
)
dy − c
(z
ǫ
, ω
)
= µ on Rn\B(0, ǫ),
sǫµ = u˜
ǫ on B(0, ǫ),
with u˜ǫ(z) = ǫu˜(z
ǫ
). We remark that the condition µ < H(p) was only used in Proposition 6.10 in
order to ensure the existence of the mǫµ, and we have the existence of s
ǫ
µ a priori in this case. (6.14)
holds for sǫµ by the same argument as in Proposition 6.5, and we have established superadditivity
and joint stationarity for sǫµ above. Therefore, we can conclude that using the subadditive ergodic
theorem as in Proposition 6.10 that sǫµ(z) → sµ(z) a.s. in ω, where sµ satisfies the equation
H(p + Ds) = µ on Rn\{0}. This means that H(p) ≥ µ, and since µ was an arbitrary constant
satisfying µ < H˜, this implies H(p) ≥ H˜. 
We will now prove (7.1).
Theorem 7.2. There exists a set Ω6 ⊂ Ω5 of full probability such that for every R > 0, p ∈ R
n,
(7.1) holds.
Proof. Lemma 4.9 implies that we can reduce to the case of a fixed p ∈ Rn; Ω6 is then obtained by
intersecting the full probability subsets Ωp created for rational p. We follow the methods of [4] and
[5] and separate the proof into parts. The first part shows that it suffices to consider the convergence
of λvλ(0, ω). The next part considers this convergence, and we show that lim supλ→0 λv
λ(0, ω) =
lim infλ→0 λv
λ(0, ω) by considering two cases, the case where H(p) = maxH and the case where
H(p) < maxH.
Step 1: Reducing the question to convergence at the origin. Proposition 5.1 and Remark 5.4
imply that for ω ∈ Ω5,
(7.6) lim sup
λ→0
λvλ(0, ω) = −H(p) ≥ −Hˆ(p) := lim inf
λ→0
λvλ(0, ω).
In this part we claim that for each R > 0,
(7.7) lim sup
λ→0
[sup
BR
λ
λvλ(·, ω)] = −H(p) and lim inf
λ→0
[inf
BR
λ
λvλ(·, ω)] = −Hˆ(p) a.s. in ω.
We will prove the first identity of (7.7), the other one following in a similar fashion, and both
proceeding in a similar fashion as the proof of Proposition 7.1 of [4]. By (7.6) and Egorov’s
theorem, for every γ > 0, there exists λ¯(γ) > 0 and a set Eγ such that P[Eγ ] ≥ 1− γ and for every
0 < λ < λ¯(γ), supω∈Eγ λv
λ(0, ω) + H ≤ γ. The Ergodic Theorem gives us for each γ > 0 a full
probability set Fγ such that for every ω ∈ Fγ ,
lim
R→∞
−
∫
BR
1Eγ(τyω)dy = P[Eγ ] ≥ 1− γ.
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Now define F0 :=
⋂∞
j=1 F2−j . Then P(F0) = 1. Fix ω ∈ F0 and R, γ > 0, with γ = 2
−j for some
natural number j. We know that for λ sufficiently small,
(7.8) |{y ∈ BR
λ
: τyω ∈ Eγ}| ≥ (1− 2γ)|BR
λ
|.
Using (4.12), we have for r ∈ (γR,R) and λ sufficiently small,
(7.9) sup
z∈BR
osc
B( z
λ
, r
λ
)
λvλ(·, ω) ≤ Cr.
Select any z ∈ BR
λ
. We claim that due to (7.8) we find a point z1 ∈ BR
λ
with |z − z1| ≤
Cλ−1γ
1
2nR and τz1ω ∈ Eγ . This is true because the ball B(z, Cλ
−1γ
1
2nR) is too large to lie in
the complement of {z1 ∈ R
d : τz1ω ∈ Eγ}. Now due to (7.9) and the fact that v
λ are stationary,
we can deduce that for each λ sufficiently small,
λvλ(z, ω) +H ≤ |λvλ(z, ω)− λvλ(z1, ω)|+ λv
λ(z1, ω) +H
≤ C(Cγ
1
2nR) + λvλ(0, τyω) +H ≤ Cγ
1
2nR+ γ,
and hence for each ω ∈ F0 and R > 0, lim supλ→0 supz∈BR
λ
(λvλ(z, ω) +H) ≤ 0, because γ can be
taken to be arbitrarily small. This implies (7.7) for ω ∈ F0 ∩ Ω5.
Step 2: The convergence at the origin in the case H(p) = maxH. Now that we have reduced to
considering convergence of the origin, we will consider two cases. First we consider the case when p is
the vector in Rn where the maximum of p 7→ H(p) is attained. We’d like to show that H(p) = Hˆ(p).
It suffices to show that Hˆ(p) ≤ H˜, where H˜ is the right hand side of (7.4) from Lemma 7.1. If
Hˆ(p) ≤ H˜, then our assumption and Lemma 7.1 show that H(p) = maxRn H = H˜, so we can
conclude from (7.6) that H(p) = Hˆ(p). To show that Hˆ(p) ≤ H˜, note that for ω ∈ Ω5, (5.16) holds.
Therefore, we can use the same methods as in Section 5. Consider wλ(z, ω) := vλ(z, ω)− vλ(0, ω),
and as before, let wλθ = w
λ ∗ ρθ be the mollification of w
λ. Then we can pass to the limit as λ→ 0
along a subsequence to find a Lipschitz continuous solution w of
J¯ −
∫
J(y) exp(−y · p+ w(z − y, ω)−w(z, ω))dy − c(z, ω) ≥ Hˆ(p)− ν in Rn
for any ν > 0 arbitrarily small. Therefore, we have by definition of H˜ that Hˆ(p) ≤ H˜.
Step 3: The convergence at the origin in the case H(p) < maxH. Now we consider the case where
p is not a vector where the maximum of H is attained. Without loss of generality, we can assume
that maxq∈Rn H(q) = H(0) > H(p). We argue by contradiction and suppose that ξ := Hˆ(p) −
H(p) > 0. Select a subsequence λj , possibly depending on ω, such that limj→∞ λjv
λj (0, ω; p) =
−Hˆ(p) Define µ := H(p). According to Lemma 6.12, we can pick z0 6= 0 such thatmµ(z0; 0) = z0 ·p.
Let η be a small parameter to be selected below, and define ϕj(z) := (z+z0) ·p+λjv
λj
(
z
λj
, ω; p
)
+
η|z|2. We can easily see that for r, η sufficiently small and j large enough, we have that ϕj satisfies
J¯ −
∫
λnj Jλj (y) exp(λ
−1
j (ϕj(z − y, ω)− ϕj(z, ω)))dy − c
(
z
λj
)
≥ µ+
ξ
2
in B(0, r).
Now denote mǫµ to be the solution of (6.20) with p = 0, which exists because µ < H(0) by
assumption. Because ϕj is a strict supersolution of (6.20), our comparison result Lemma 6.2
implies that
(7.10) min
z∈B(0,r)
(ϕj(z)−m
λj
µ (z,−z0, ω; 0)) = min
z∈E
(ϕj(z)−m
λj
µ (z,−z0, ω; 0)).
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Here E is the same as it was in Lemma 6.2. We will get a contradiction by taking j → ∞ on the
right hand side of (7.10). Group the terms as follows:
ϕj(x)−m
λj
µ (z,−z0, ω; 0) =
(
λjv
λj
(
z
λj
, ω; p
)
+ η|z|2
)
+ (p · (z + z0)−mµ(z + z0; 0))
+ (mµ(z + z0; 0) −m
λj
µ (z,−z0, ω; 0)).
The last term converges locally uniformly to 0 by the homogenization of the metric problem, the
second term is nonnegative and vanishes at z = 0, and the first term satisfies, by (7.7) and the fact
that E is bounded,
lim
j→0
inf
z∈E
(
λjv
λj
(
z
λj
, ω; p
)
+ η|z|2
)
≥ −Hˆ(p) + η(r + C)2 > −Hˆ(p) = lim
j→∞
(λjv
λj (0, ω; p)).
This means that (7.10) is impossible for j large enough. Therefore, H(p) = Hˆ(p). 
7.2. Homogenization Result, Proof of Theorem 3.1. We will finally finish the proof of our
main result, Theorem 3.1.
Proof of Theorem 3.1. To prove our main theorem, the primary remaining step is the following
theorem demonstrating the homogenization of (7.2).
Theorem 7.3. For ω ∈ Ω6, φ
ǫ converges locally uniformly to φ on Rn × (0,∞).
Theorem 7.2 in conjunction with (3.1) shows that uǫ → 0 on {φ < 0}. The argument to show
that uǫ → 1 on int{φ = 0} is done in exactly the same manner as in Section 5 of [33]. Therefore, to
conclude the proof of Theorem 3.1 it suffices to prove Theorem 7.2, and this follows via a perturbed
test function method, similar to the proof of Theorem 4.1 of [33].
Proof of Theorem 7.2. For each (x, t) ∈ Rn × (0,∞), we define
(7.11) φ∗(x, t) = lim sup
ǫ→0,(x′,s)→(x,t)
φǫ(x′, s), φ∗(x, t) = lim inf
ǫ→0,(x′,s)→(x,t)
φǫ(x′, s)
to be the half-relaxed upper and lower limits (see [13]); note that the local uniform bounds on φǫ
from Lemma 4.5 of [33] implies that φ∗(x, t), φ∗(x, t) ∈ R for all (x, t) ∈ R
n× (0,∞). We show that
φ∗ is a subsolution of
(7.12) max(φ∗t +H(Dφ
∗), φ∗) ≤ 0 in Rn × (0,∞);
the proof that φ∗ is a supersolution of (7.12) follows similarly with some changes in dealing with
the (uǫ)−1f(uǫ) term, as noted in [33] and [28]. Take a smooth test function ϕ and a point
(x0, t0) such that (x, t) 7→ φ
∗(x, t) − ϕ(x, t) has a strict global maximum at (x0, t0) (with t0 >
0). Because φǫ ≤ 0 by (3.1) and comparison for (7.2), showing (7.12) reduces to showing that
φ∗t (x0, t0) +H(Dφ
∗(x0, t0)) ≤ 0.
Assume for a contradiction that ϕt(x0, t0)+H(Dϕ(x0, t0)) = θ > 0. Set p0 := Dϕ(x0, t0) and for
ǫ > 0 define the perturbed test function ϕǫ(x, t) := ϕ(x, t) + ǫvǫ
(
x
ǫ
, ω; p0
)
. vǫ is the solution to the
approximated cell problem (4.1) with λ = ǫ and p = p0. We claim that for r, ǫ sufficiently small,
(7.13) ϕǫt + J¯ −
∫
J(y) exp
(
ϕǫ(x− ǫy)− ϕǫ(x)
ǫ
)
dy − c
(x
ǫ
)
≥
θ
2
in B(x0, r)× (t0 − r, t0 + r)
holds in the viscosity sense. To show (7.13), select another smooth test function ψ and a point
(x1, t1) ∈ B(x0, r)×(t0−r, t0+r) such that (x, t) 7→ (ϕ
ǫ−ψ)(x, t) has a global minimum at (x1, t1).
This means that (z, t) 7→ vǫ(z, ω; p0) −
1
ǫ
(ψ(ǫz, t) − ϕ(ǫz, t)) has a global minimum at (x1
ǫ
, t1). In
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particular this implies that ϕt(x1, t1) = ψt(x1, t1), because v
ǫ doesn’t depend on t. We know that
vǫ solves (4.1) with p0, so we have that
ǫvǫ
(x1
ǫ
, ω; p0
)
+ J¯ −
∫
J(y) exp(−y · p0)
exp
(
ψ(x1 − ǫy)− ψ(x1)
ǫ
+
φ(x1 − ǫy)− φ(x1)
ǫ
)
dy − c
(x1
ǫ
)
≥ 0.
We know by Theorem 7.2 that for ǫ sufficiently small, −ǫvǫ
(
x1
ǫ
)
≥ H(p0)−
θ
8 = −ϕt
(
x1
ǫ
, t1
)
+ 7θ8 ,
and because φ is smooth, as ǫ → 0 we have ǫ−1(φ(x1 − ǫy) − φ(x1)) → −Dφ(x1). Because (x1, t1)
is close to (x0, t0) when r is small, taking ǫ and r sufficiently small yields that (7.13) holds in the
viscosity sense. In addition, we can use (2.3) as before to see that φǫ satisfies
(7.14) φǫt + J¯ −
∫
J(y) exp
(
φǫ(x1 − ǫy)− φ
ǫ(x1)
ǫ
)
dy − c
(x1
ǫ
)
≤ 0.
Then given (7.13) and (7.14), we can use comparison to conclude that
max
B(x0,r)×(t0−r,t0+r)
φǫ − ϕǫ = max
D
φǫ − ϕǫ,
where D = {B(x0, r)
c × [t0 − r, t0 + r]} ∪ {B(x0, r) × {t = t0 − r}}. Upon taking ǫ → 0 this
contradicts our initial assumption of φ∗ − ϕ having a strict global maximum at (x0, t0). We can
show that the initial condition holds using the same argument as in [33] and [28], so this means
that φ∗ is a subsolution of (1.3). By comparison for (1.3), which follows due to [14], φ∗ = φ∗ = φ,
which means that φǫ converges locally uniformly to φ. 
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