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UFGA8801.SBX  Experiment details file for a specific experiment (e.g., soybean at 
UFGA): Contains data on treatments, field conditions, crop 
management and simulation controls
Weather and Soil 
FILEW   UFGA8801.WTH             Weather data, daily, for a specific (e.g.,UFGA) station and time 
period (e.g., for one year) 
FILES  SOIL.SOL  Soil profile data for a group of experimental sites in general 




SBGRO045.CUL1  Cultivar/variety coefficients for a particular crop species and 
model; e.g., soybean for the ‘GRO’ model,version 045 
FILEE SBGRO045.ECO1,2 Ecotype specific coefficients for a particular crop species and 
model; e.g., soybean for the ‘GRO’ model,version 045 
FILEG  SBGRO045.SPE1 Crop (species) specific coefficients for a particular model; e.g., 
soybean for the ‘GRO’ model, version 045 
EXPERIMENT DATA FILES  
FILEA  
 
UFGA8801.SBA Average values of performance data for a soybean experiment. 
(Used for comparison with summary model results.) 
FILET UFGA8801.SBT Time course data (averages) for a soybean experiment. (Used for 
graphical comparison of measured and simulated time course 
results.) 
1  These names reflect a standard naming convention in which the first two spaces are for the crop code, the next 
three characters are for the model name, and the final three are for model version. 



































































































































































































































































































































































































































































































2)  Benefits  of  several  adaptation  options  such  as  varieties,  dates  of  sowing,  irrigation  and  nitrogen 
management and their interactions;  
3) Assessing values of simple traits in different management and climate change scenarios 
           Note:  Details of scenario types need to be discussed with the user. 
 
The user will be provided with screens to modify scenario parameters (Figure 7). 
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Figure 7: Example of a screen for modifying scenario parameters 
3. Modify data files 
User will also be provided with access to data files (Figure 8). The user will be able to select the 
individual data files for each pixel and run the model based on his selection. 
 
Figure 8: Data Files View 
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Various screens will be available for the user to make changes to data parameters (Figures 9 & 10): 
 
Figure 9: Example screen 1 for inputs parameters change 
Figure 10: Example screen 2 for inputs parameters change 
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The above steps will help to collect data. This data will be used in the creation of input files which will be 
fed into the DSSAT shell.  
As shown in the flow chart, after data collection, DIR.DAT file will be created with an entry for each 
pixel. Also, RUNFILE.DAT will be created with an entry for each soil treatment type for each pixel. These 
files will be used for generating the FILEX file and also the batch files for each individual pixel. After this, 
the user will be able to specify which outputs he is interested in, and only those entries will be made in 
the summary output (.OSU) files. 
3.1.2 DSSAT Processing 
Once the input files and batch files are created, the process is ready for DSSAT simulations for each 
pixel. Each instance of the simulation will run as follows: 
“C:\temp> c:\dssat45\dscsm045 N dssbatch.v45” 
The interface program will access all the available threads in different cores of the computer to run the 
individual DSSAT simulation processes. All this processing will be done in the background. DSSAT shell 
will remain the same. Any changes to the DSSAT processing are out of scope for this project. 
From the front end, the program can be run from the Run menu item which will open up a ‘Run 
Simulation’ window as shown below. 
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3.1.3 Post Processing 
Once the simulation has completed for all grids, we will have a set of Summary Output files (.OSU) for 
each grid. The other files generated by DSSAT processing will be deleted by the program. The filenames 
for Summary output files will be replaced with names that can identify each pixel’s output file 
individually. The data from these OSU files can be used based on the post processing requirements, 
which still need to be discussed with the user.  
After post processing is complete, different utilities will be used to clean up the computing space used 
during processing. The cleanup utilities will be using RUNFILE.DAT as a reference. 
4.  CONCLUSION 
The Graphical User Interface will provide users with tools to simultaneously modify large amounts of 
data and run DSSAT simulations over large regions of interest. This will be very useful for different 
studies, such as Climate Change impact in a region; or benefits of several adaptation options such as 
varieties, dates of sowing, irrigation and nitrogen management and their interactions. 
5.  OUTSTANDING QUESTIONS AND ISSUES 
5.1 What are the possible scenarios? 
5.2 How to determine which pixels are suitable or unsuitable based on soil or climate conditions? 
5.3 Appearance of Interface screens may be different from the ones shown above, will be finalized after 
more discussion with the users. 
5.4 User will be asked which outputs he wants to be displayed in the results. Need clarification on what 
options to be given to the user. 
5.5 Post Processing results – what all to display? 
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Appendix	1	
DSSAT	Global	Interface	
 
DSSAT Global User Interface is free software developed for the International Livestock Research Institute 
(ILRI) (http://www.ilri.org/). This user friendly interface is developed using Visual Basic 2010, and is used 
to run stripped down DSSAT crop models. It provides users a venue to input large amount of climate 
scenarios, soil and weather data, then optimize the available computer resources to run in parallel 
multiple instances of DSSAT over a very large number of grids for up to a global scale. It can then be 
used to create output spreadsheets based on the user’s preference of output to be displayed. 
 
Following are a few screenshots from the DSSAT Global  Interface: 
View Input screen  
This screen allows users to view different runfiles which will be used as driver files to run the interface in 
multiple instances.  
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Example of a runfile (each grid has a separate row): 
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Split Runfile into 1000 pixels each: 
This screen allows users to split a runfile created for a very large region into smaller runfiles which can 
be processed smoothly in the parallel running scenario. This also ensures that the directories storing 
large amounts of irrelevant outputs can be cleaned up in stages.  The user can ignore some rows to be 
selected into the split runfiles, based on the Minimum Percentage Agriculture Suitability. 
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Run Simulation Screen: 
This is the main screen where most of the processing  is done.  Users are asked to select the runfiles 
they want to run, and also the default FILEX name and location, based on which FILEX will be created for 
each grid. Then they need to input information for various fields. Remaining information is derived from 
the runfile. Based on all the runfile and user input parameters, FILEX is created for each grid. Then 
multiple instances of DSSAT run simultaneously for each separate grid. The results are stored in different 
folders, out of which only Summary files are retained. After running one runfile ( a set of 1000 grids) the 
directories get cleaned up and the process begins for the next runfile. 
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Output Screen: 
This is the screen where users can select which fields they want to view for output. The fields can be 
chosen from the Runfile and also from the Summary outputs. Based on the fields selected, a CSV file is 
created for the user. 
 
 
Example of a Select Columns Output file: 
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Appendix	2	
Infocrop	Global	Interface	
 
The Infocrop Global Interface enables users to run stripped down InfoCrop models. It provides users a 
venue to input large volumes of cimate scenario, soil and weather data, then optimize the available 
computer resources to run in parallel multiple instances of the crop multiple over a very large number of 
grids up to global scale and then finally display the outputs. 
 
InfoCrop, a generic crop model, simulates the effects of weather, soils, agronomic management 
(planting, nitrogen, residues and irrigation) and major pests on crop growth, yield, soil carbon, nitrogen 
and water, and greenhouse gas emissions. This paper presents results of its evaluation in terms of its 
validation for rice and wheat crops in contrasting agro‐environments of tropics, sensitivity to the key 
inputs, and also illustrates two typical applications of the model. Eleven diverse field experiments, 
having treatments of location, seasons, varieties, nitrogen management, organic matter, irrigation, and 
multiple pest incidences were used for validation. Grain yields in these experiments varied from 2.8 to 
7.2 ton ha−1 in rice and from 3.6 to 5.5 ton ha−1 in wheat. The results indicated that the model was 
generally able to explain the differences in biomass, grain yield, emissions of carbon dioxide, methane 
and nitrous oxides, and long‐term trends in soil organic carbon, in diverse agro‐environments. The losses 
in dry matter and grain yield due to different pests and their populations were also explained 
satisfactorily. There were some discrepancies in the simulated emission of these gases during first few 
days after sowing/transplanting possibly because of the absence of tillage effects in the model. The 
sensitivity of the model to change in ambient temperature, crop duration and pest incidence was similar 
to the available field knowledge. The application of the model to quantify multiple pests damage 
through iso‐loss curves is demonstrated. Another application illustrated is the use of InfoCrop for 
analyzing the trade‐offs between increasing crop production, agronomic management strategies, and 
their global warming potential. 
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A Weather utility tool was created to convert the weather files generated for use in DSSAT model to the 
format required for the InfoCrop model. 
Weather Utility: 
 
 
 
Following are a few screenshots from the Infocrop Global  Interface: 
Runfile controls most of the simulation work.  The layout and is as follows: column, row, latitude, 
longitude, soil code (which has to be put into the FILEX experimental file for each “treatment” of the 
experiment), col/row combination, percentage of mapping unit in this soil type, number of agricultural 
soils in this mapping unit, and the percentage of the pixel that is in agriculturally suitable soils. 
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Example of a runfile (each grid has a separate row): 
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Split Runfile into 1000 pixels each: 
This screen allows users to split a runfile created for a very large region into smaller runfiles which can 
be processed smoothly in the parallel running scenario. This also ensures that the directories storing 
large amounts of irrelevant outputs can be cleaned up in stages.  The user can ignore some rows to be 
selected into the split runfiles, based on the Minimum Percentage Agriculture Suitability. 
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Run Simulation Screen: 
This is the main screen where most of the processing  is done.  Users are asked to select the runfiles 
they want to run, and also the default names and locations for crop, soil, cultivar and timer files. Then 
they need to input information for some fields. Remaining information is derived from the runfile. Based 
on all the runfile and user input parameters, model.dat and reruns.dat files are created for each grid. 
Then multiple instances of Infocrop run simultaneously for each separate grid. The results are stored in 
different folders, out of which only Summary files are retained. After running one runfil ( a set of 1000 
grids) the directories get cleaned up and the process begins for the next runfile. 
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Output Screen: 
This is the screen where users can select which fields they want to view for output. The fields can be 
chosen from the Runfile and also from the Summary outputs. Based on the fields selected, a CSV file is 
created for the user. 
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Example of a Select Columns Output file: 
 
