Abstract. The utility of a Kalman filter (KF) for initialization of an intermediate nonlinear coupled model for El Niño -Southern Oscillation prediction is studied via an approximation of the nonlinear coupled model by a system of seasonally dependent linear models. The low-dimensional nature of such an approximation allows one to determine a sequence of "perfect" initial states that start a trajectory segment best fitting the observed data. Defining these perfect initial conditions as "true" states of the model, we compute a priori parameters of the KF and test its ability to produce an estimate of the "truth" superior to the less theoretically sound estimates. We find that in this application such a KF does not produce an estimate outperforming a pure observational projection as an initial condition for the coupled model forecast. The violation of standard KF assumptions on temporal whiteness of observational errors and system noise is identified as the reason for this failure.
Introduction
The first coupled ocean-atmosphere numerical model applied to El Niño -Southern Oscillation (ENSO) prediction was the model by Zebiak and Cane [1987] (ZC model) . This model is an anomaly model with regard to climatology specified from 1970-1985 observations. Predictions of ENSO on an experimental basis began in 1985 [Cane et al., 1986] , providing forecasts for up to 1 year or more. The ocean component was initialized by forcing with analyzed surface wind data (Florida State University (FSU) winds) [Goldenberg and O'Brien, 1981] , while the initial conditions of the atmospheric component were obtained as a response to the ocean model fields. Blumenthal [1991] used a reduced set of variables to build a linear autoregressive (Markov) model from the output of a free run of the ZC model. The linear model was used to study the fastest growing disturbances in the tropical Pacific that limit the model predictability. Another important finding was that these disturbances grow dif-¡ Presently at Moffat & Nichol Engineers, New York, New York, USA ferently depending on the starting season, with maximum growth for February starts. On the basis of this work, Xue et al. [1994] created a linear Markov model from a suite of 3-year forecast runs of the ZC model from monthly starts within the interval (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) . When this linear model was applied to ENSO prediction, it demonstrated equal or better skill than the ZC model, especially for short-term forecasts. It showed variation of predictability with starting season similar to that shown by Blumenthal [1991] .
In recent years the forecast skill of the ZC model has been improved by applying more sophisticated initialization methods. Chen et al. [1995 Chen et al. [ ,1997 assimilated FSU wind data using a nudging technique. In a later work, Chen et al. [1998] added to the previous method the assimilation of subsurface data. These data have been obtained from the assimilation of tide gauge data into the ocean component of the ZC model via a reduced-space Kalman filter [Cane et al., 1996] . The assimilation of analyzed ocean fields made little difference in the prediction skill for the entire period starting from 1970. However, the prediction skills for the period 1992-1997, where the original initialization [Chen et al., 1995] with FSU winds was producing incorrect forecasts, were greatly improved. Chen et al. [2000] applied an internal statistical correction to the ZC model in order to reduce its systematic biases. The corrections were calculated using available data from the period [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] , and then validated on the period 1986-1999. The ZC model with this internal correction (LDEO4) has an improved forecast skill and more realistic internal variability, particularly for the wind stress anomalies.
Other authors have applied simplified models for ENSO prediction as well. Graham et al. [1987a Graham et al. [ ,1987b applied a canonical correlation analysis for prediction of sea surface temperature from sea level pressure and winds in the tropical Pacific. Following this research path, other statistical models [Barnston and Ropelewski, 1992; Latif et al., 1994; Penland and Magorian, 1993; Penland and Sardeshmukh, 1995; Jiang et al., 1995; Johnson et al., 2000] have shown useful prediction skill. Because the statistical models are constructed from the available data, and the records are not very long, the model's construction may be affected by artificial skill. This is a serious problem that all these studies have tried to overcome.
Following previous work by Blumenthal [1991] and Xue et al. [1994 Xue et al. [ ,1997a Xue et al. [ ,1997b , we build a linear Markov autoregressive model from a multivariate set of data obtained from a free 100-year run of the latest version of the Lamont coupled ocean-atmosphere prediction model, LDEO4 [Chen et al., 2000] . Because it is based on a free coupled model run, the linear model is expected to have no artificial skill when used for ENSO prediction. We will use this model to explore data assimilation techniques with the goal of finding a set of initial conditions that provides the best ENSO predictions.
The low-dimensional nature of our model allows us to determine via an inverse calculation a set of initial conditions which gives the best possible prediction for 6 months. We then treat this set as if it represented the true state of the system and compute directly all statistical parameters required by the Kalman filter. We then attempt to use this perfectly tuned procedure for estimation of the initial states for the model forecasts. We discover that the results do not outperform a direct initialization from the observations. We identify the violation of standard assumptions of Kalman filter as the reason for that and infer the necessity to use the statedependent error models. We expect this problem to be quite general in applications of standard data assimilation schemes for initialization of imperfect models.
The paper is organized as follows. Section 2 describes the approach used for the linear model construction. A number of sensitivity tests are presented in section 3, where the main features and parameters of the linear model that lead to the best forecast skills are determined. Section 4 studies the forecast performance of the linear model for an initialization derived from observations and contrasts it with the performance of the "best" initial conditions that are found with the knowledge of the target forecast. Section 5 evaluates how close one can get to these best initial conditions using sequential assimilation techniques like the Kalman filter. Final discussion and conclusions are presented in section 6. Chen et al. [2000] have shown that adding an internal statistical bias correction to the Zebiak-Cane coupled oceanatmosphere model can help hold it in states closer to observations. A detailed description of the Zebiak-Cane model and its variables has been given by Zebiak and Cane [1987] 
Linear Markov Model
The coupled model state space is similar to that used by Xue et al. [1997a] , which contains variables from both the ocean and atmospheric components of the model. In our case the state vector contains 13 different variables and has a dimension of
The oceanic variables are represented by the amplitude of the equatorial Kelvin wave . 
Here is a subset of rows in 8 which correspond to the month , and is the error in the model fit. Xue et al. [1994] calculated the linear Markov model from
where angle brackets denote time averaging. Blumenthal [1991] used a small diagonal taper in the calculation of the linear Markov model to avoid the influence of numerical singularity in the autocovariance matrix (the denominator of equation (5)). He interpreted the taper f as the covariance matrix of the uncertainty in the EOFs. When tapering is applied, equation (5) 
Blumenthal [1991] showed that the taper reduces the growth of the error in the initial conditions by filtering lowenergy modes. The use of the taper results in a more diagonally dominant transition matrix but increases the rate of decay in the linear model. Xue et al. [1994] constructed the linear model without the use of the taper. They found that when the linear model is initialized with the projections of the observed SSTAs on the MEOFs, the use of projections on the modes with numbers higher than 1 results in degraded predictions. (The first MEOF is a characteristic ENSO pattern which can be initialized from the observed data in an unambiguous way; the patterns with higher numbers receive erratic initialization because of a large portion of observed SSTA variability which is not being represented by the model.) We obtained a similar result when no taper was applied in the calculation of the transition matrices. In that case the low-energy modes show very fast error growth.
Sensitivity Tests and Parameters for the Markov Model
We first define the projection of observational data onto the reduced space spanned by the basis . These lowdimensional representations of the observed system states will be used as the baseline initial conditions and as the verification data set for the forecast experiments with different versions of the Markov model. In order to choose a model with the best forecast skill, we subject different model versions to the following tests: Using observational projections as initial conditions, we compare predictions of NINO3 (SSTA area average for (5 Comparison results are presented in terms of correlation coefficients and RMS differences separately for initial conditions from 1972-1985, which was the LDEO4 training period, and from 1986-1999, the LDEO4 validation period [Chen et al., 2000] .
We introduce a vector £ c which contains the following data: (1) zonal and meridional components of the wind stress from Florida State University (FSU) [Goldenberg and O'Brien, 1981] ; (2) SSTA from the Climate Prediction Center of the National Centers for Environmental Prediction (NCEP); and (3) analyzed ocean model fields obtained from the assimilation of tide gauges into the Cane-Patton model [Cane and Patton, 1984] using a reduced space Kalman filter [Cane et al., 1996] . These fields are interpolated to the same grid as their model counterparts. The vector of observations can be connected to the full state vector using a sampling matrix h (a submatrix of the identity matrix which includes only rows corresponding to the variables which are observed):
The estimate of the projection of £ c onto the reduced space will follow the projection method described by Kaplan et al. [1997] , with an observational error covariance matrix equal to the identity as in the work by Smith et al. [1996] . The projection then can be written as i
We have analyzed the utility of defining the basis as monthly dependent or independent. For the monthly-dependent case (monthly-dependent basis, MDB) a different basis is calculated for every calendar month. In this case the autocovariance in (6) is diagonal, and so is its inverse. The transition matrix is more diagonally dominant, but if the range between its largest and smallest eigenvalues is too large it has the same problems as the MIB when a taper is not used. Since the MDB-based models did not show better skill than those with the MIB, for convenience and simplicity we chose the MIB-based models for further use.
We experiment with different values of the diagonal elements of the tapering matrix f in (6). Sensitivity tests were carried out, and the best forecasting performance was obtained for values below 1% of the maximum eigenvalue of the autocovariance matrix. This value was smaller than the leading 11 eigenvalues for all seasonal autocovariances.
For statistical models constructed from observations, the forecast skills increase with the number of leading MEOFs included in the model state, if the model is initialized using the same data that were used for its construction. Because we construct our statistical model from a free coupled model run and evaluate its forecasting skill from observations, this behavior is not expected. Moreover, the taper acts like a truncation of the singular values of the transition matrices, suppressing growth of the modes that do not show a strong presence in the model run. Figure 1 shows the prediction skill for linear Markov models of different dimensions, when the projection of the observations (8) is used for the initialization. The model dimension at which the forecast skill becomes invariant depends on the value of the taper. If , the forecast skill gets worse without showing any convergence as the dimension increases. For the value of the taper we use, the forecast skill is improved up to the model dimension of 5 and 6; then it worsens slightly and becomes almost unchanging for dimensions higher than 10 or 12.
On the basis of this analysis we choose for further use the linear Markov model of dimension 6 with an MIB and a taper below 1% of the largest eigenvalue of the sample covariance. We refer to this model as the LDEO4-MK6. Table 1 shows how much of the variance for each independent variable is accounted for by six MEOFs. The percentage of the variance that is accounted for is less than 80% only for the variables associated with the Rossby mode zonal velocity.
Applications of the Linear Markov Model

Forecast Performance
To study the forecast performance of the LDEO4-MK6 model we use two different sets of initial conditions: (1) the LDEO4 standard initial conditions as in the work by Chen et al. [2000] , which uses the full insertion of FSU wind stresses into the model together with the nudging of the ocean fields analyzed by the method of Cane et al. [1996] ; and (2) of observations. As could be expected, the full model correlations are higher than those for the linear model for the full model training period (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) , though the RMS error is smaller only after 6 months. For the validation period (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) the linear model forecasts are better than those of the full model. For both periods the differences are not very large. Note that the full LDEO4 model predicts the amplitude of the 1997-1998 event better than the LDEO4-MK6 model, although it overestimates small events ( Figure 3) .
To assess the linear model's decay, we carried out the following test. For the period 1972-1999, we compute the mean and standard deviation of the six MEOF amplitudes representing the projection of the observations and compare them with the same parameters for each forecast lead time (our analysis sample has a nonzero mean as it comes from a period different from the climatological one). To provide a standard of comparison, we analyzed the time evolution by the LDEO4-MK6 of an ensemble of a normally distributed random field with the same initial mean and standard deviation as our sample of observational projections. The first MEOF amplitude decays substantially, losing about half of its standard deviation in 12 months, while the other five amplitudes experience only small decay. Only the first two mean amplitudes show a significant change, and it is small compared to the values of their respective standard deviations. The decay of the first mode affects significantly the prediction of the NINO3 index, because it represents a dominant contribution to this index. On the basis of the decay found in this experiment, it is possible to correct the first element of the state vector by multiplying it by a constant factor after each propagation (the corrected model is not the best fit to the free coupled model run as the LDEO4-MK6 is). The use of this correction improves the prediction of large events (especially 1997-1998) without generating any unreal events. The amplitudes of the corrected linear model predictions are still smaller than those from the full LDEO4 model, but the unreal large events predicted by the full LDEO4 model in 1977-1978 and 1991-1992 are not present in either of the linear model predictions (Figure 4) . Overall, neither the correlation coefficient nor the RMS error changes significantly with the correction, and we proceed to use the uncorrected version of the LDEO4-MK6 for the rest of our study.
Inverse Solution for the "Best" Initial Conditions
As Figures 2-4 demonstrate, a linear Markov model initialized with either standard LDEO4 or observed initial conditions can produce a reasonably good forecast up to lead times of 6 months (correlation coefficient 0.8, and 0.7 c C RMS). After 6 months the prediction skill degrades quickly (correlation coefficient of 0.6 and a RMS error of about 0.85 after 9 months). Is it possible to find a set of initial conditions which yields a good forecast for longer lead times? To answer this question, we define a set of initial conditions of the model trajectory best fitted to the observations for a given length of time in a least squares sense.
The set of initial conditions we are trying to estimate will 
Here is the number of months in the segment for which the trajectory is fitted to the observations. The initial conditions Q R obtained as a minimizer of p (we will call them the "inverse solution") show better prediction skills than any of the other two sets presented above, and in the sense of the cost function (9) its skill is as good as it gets. At lead times up to the correlation of the forecasts with the observations is very close to that of the initial conditions. The RMS error is slightly larger at month than at month 0 due to the decay of the linear model and other model imperfections ( Figure 5 ). Note that this method is not a forecasting procedure since in order to issue a forecast starting at month ¤ observations up to month ¤ ¥ are needed. However, it gives us an ideal initial state to reach for.
Time series of six initial conditions from the 6-month trajectory best fit ( ) and from the observations are shown in Figure 6 . The differences among the components of R and i P Y l are small, and the correlation between these two states is very high except for the third and fourth components. The study of the 6-month propagator y # { shows that the 6-month prediction of the first component (the one that mainly represents the NINO3 index) is influenced very strongly by the third or fourth component in the initial conditions depending on whether the starting month is in the summer-fall or in the winter-spring. The first and second components contribute significantly for all starting months.
Can the Optimal Solution Be Obtained From the Sequential Assimilation?
The inverse solution for the initial conditions that we calculated in the previous section makes use of the observations up to lead time , and therefore cannot be considered a forecast for time . Our goal here is to use a sequential assimilation technique in an attempt to find an initial state for the actual forecast which would be close to the inverse one. That is, the initial conditions will be estimated from observations up to and including the initialization time, but not from the future observations. We will use the inverse solution © R for starting month ¤ as if it were a true state of the system within the period of available data.
The observed vector i P Y l is related to the true state by the measurement equation:
where
is the projection of the observations to the reduced space determined by (8) . We then use these sequences to compute error covariances (averaging here is done separately for each calendar month, due to the model seasonality): i
At this stage we have all the necessary elements for building a sequential assimilation scheme based on the Kalman filter in order to estimate the true state of the system. At every time step, the system error covariance and the Kalman averages over the entire sample of runs). The actual error ¦ E grows much faster and toward a larger value than the estimated error ¦ S
; that is, the filter significantly underestimated the system error. In the case when the filter is initialized with the observed data, the theoretical error decreases with time, while the actual error increases. However, the end-of-period values for actual and theoretical error do not depend on the initialization. The same behavior is observed for amplitudes of other components.
This discrepancy between theoretical and actual error growth can be partially traced to the nonwhiteness of i T in time. Figure 8 shows error evolution with no data assimilation (a forecast). The actual error ¦ W grows much faster than the theoretically estimated one ¦ S
, for both initialization cases. Equation (14) correctly describes the error evolution with defined by (14) only if i T is uncorrelated for different times. In fact, this is not the case, as is demonstrated by Figure 9 , in which the temporal autocorrelations of i
) are shown. Note the precise match between the actual and theoretical error for 1-month lag in the top two panels of Figure 8 : It is guaranteed by (14). In order to obtain a better fit to the error in the nonassimilation run, we attempt to increase the system noise matrix . We multiply from both sides by the diagonal weighting matrix
chosen to force the theoretically estimated error exhibits a stable annual cycle, the actual error has periods of very large and very small values. Although errors at 1 month are very different for the two initializations, they are quite similar after 6 months, indicating that in both cases the Kalman filter provides almost the same solution at 6 months (it "forgets"an initial condition). Figure 11 compares the forecast skill of a model initialized by the end state of a 6-month KF run, ). The prediction from the Kalman filter state lies in between the other two. Its skill is marginally worse than the initialization from observations. It clearly does not improve on observations alone. Figure 12 shows for December 1997 (the peak of the El Niño of 1997-1998) the SSTA and wind stress anomalies from observations, the part of the observations that is projected onto the the reduced space, and the 9-month forecast initialized by observations. The linear model initialized by observations can predict the peak of the event reasonably well at least 9 months in advance, although the amplitude of the event is significantly underestimated (cf. Figure 3) . Sea surface temperature and wind stress anomaly fields in December 1997 from observations, the part of the observations that is projected onto the 6-dimensional LDEO4-MK6 model space, and the 9-month LDEO4-MK6 forecast initialized with the projection of observations.
Discussion and Conclusions
A linear Markov model has been constructed from the output of a 100-year run of the Zebiak-Cane coupled oceanatmosphere model with an internal bias correction (LDEO4) [Chen et al., 2000] . The model variability can be successfully represented by a small number of MEOFs. It has been found that the reduced state of dimension 6 and the linear model created on the associated amplitudes present the best prediction skills when initialized with observations (or the standard LDEO4 initial conditions).
The reduced space approach allows us to find an initial state which best fits a model trajectory segment to the observations. By construction, such "inverse" solutions show excellent prediction skills. Of course, since one needs to know the observations from the future to calculate the inverse solution, this method cannot be used for true predictions. It does provide us with a set of "perfect" (in the sense of predictions with this model) initial conditions useful for predictability and initialization studies.
A sequential data assimilation method (Kalman filter) has been constructed in an attempt to calculate a model state which approximates the inverse solution using only past data. Although all the errors are known a priori (for the 1972-1999 period) the solution provided by the Kalman filter is notably inferior to the optimal one. In fact, it does not even outperform the one initialized purely from the latest observational data, that is, the one which uses no dynamical 
Note that the theoretical Kalman gain has all its singular values between 0 and 1. We analyze Kalman filter corrections for two types of 1-month predictions: from the inverse solution ("truth") and from observations. Figure 13 shows has singular values larger than 1 it cannot be produced theoretically with any settings of the Kalman filter for our model of the dynamical system: The closest possible approximation would be }
, which corresponds to replacing the forecast with observations at every time step. We tried to use the best fit Kalman gain to correct the initial conditions for predictions. The forecast skill obtained is not a significant improvement over that from the observations (not shown).
The 68, 0.72, 0.66, 0.68, 0.38, and 0.56) . This correlation (as well as a serial correlation in these errors, see Figure 9 ) occurs because the system is getting in and out of regimes, and the autoregressive model can not capture this behavior correctly (cf. Figure 10 ). While the residuals of the original fit of the LDEO4-MK6 to the free 100-year run of the coupled model show some autocorrelation, they do not reach the values and temporal extent of the correlations in Figure 9 . However, when our definition of "truth" uses the 6-month predictive performance of this imperfect model as a term of reference, the imperfections of the model get translated into a common contribution toward errors of both types ( are significantly smaller than their theoretical expectation, because the correlation between observational and model error makes innovations i P S l w too small compared to their theoretical covariance ¥ . This discrepancy increases when is scaled up in order to compensate for the serial correlation in the model error, because Our attempts to account for serial correlations in errors via state space extension [e.g., Gelb, 1974; Cañizares, 1999] have not resulted in appreciable improvements for the prediction . Space extension amounts to the use of higher-order autoregressive models for the errors, while in the current application the errors seem to require state-dependent modeling.
We demonstrated that the actual model and observational errors deviate from textbook error assumptions in the Kalman filter (white noise process, uncorrelated errors, etc.) to such an extent that the Kalman filter does not outperform pure observational projection. When the Kalman filter assumption of white noise processes for the system noise and the observational error are violated, errors must be defined with more faithful models in order to enable sequential data assimilation algorithms to find initial states for better prediction.
