A two-dimensional HLLE riemann solver and associated godunov-type difference scheme for gas dynamics  by Wendroff, B.
PERGAMON 
An International Journal 
computers & 
mathematics 
with applications 
Computers and Mathematics with Applications 38 (1999) 175-185 
www.elsevier.nl/locate/camwa 
A Two-Dimensional HLLE Riemann 
Solver and Associated Godunov-Type 
Difference Scheme for Gas Dynamics 
B.  WENDROFF 
Group T-7, Los Alamos National Laboratory 
Los Alamos, NM 87544, U.S.A. 
bbw©lanl, gov http : //math. unm. edu/-bbw 
(Received and accepted February 1999) 
Abstract- -The approximate three-state Riemann solver HLLE is formally extended to a nine- 
state two-dimensional solver. The associated Godunov scheme is outlined and applied to two test 
problems. Published by Elsevier Science Ltd. 
Keywords - -R iemann solver, Godunov, Gas dynamics, Two dimensions. 
1. INTRODUCTION 
The purpose of this paper is to develop a two-dimensional (2D) version of the three-state HLL 
Riemann solver of [1], in the form HLLE as implemented by Einfeldt [2], and a corresponding 
Godunov method. In order to establish the notation, we begin with a review of the classical 
Godunov method in one dimension (1D) following [2]. In Section 1.2, still following [2], we 
review the HLLE Riemann solver and the HLLE-Godunov scheme. In Section 2, we show what 
Godunov's method in 2D would be if one could solve 2D Riemann problems exactly. We then 
present a nine-state 2D version of HLLE in Section 2.1. We did this for the four-quadrant 
Riemann problem, but in principle this could be done for other configurations. The associated 
Godunov scheme is outlined, and then some computational details are described in Section 2.2. 
In Section 3, we present he result of two calculations, namely, Cases 3 and 4 from [3]. These are 
four-shock configuration and were chosen simply to show that our 2D HLLE scheme is consistent 
with the solution of these problems obtained by more accurate means. 
1.1. Godunov 's  Method 
In [2], Einfeldt gives a very lucid presentation of the original Godunov method. We wish to 
follow Einfeldt's notation, and so we repeat the main points here. We consider the system of 
conservation laws 
v~ + L (v )  = 0, 
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where 
and 
I ) m 2 - -+p I(v) = p ~ (E  + p) 
The gas dynamic state consists of the density p, the velocity u, and internal energy density e. 
Then m = pu, E = p(e + 1/2u2), and the pressure p is given by an equation of state, p -- p(p, e). 
We restrict ourselves to the ideal gas equation of state, P=(7 - 1)pe. 
The integral form of the conservation law is 
v(x, t l )dX = v(x, to )dx -  f (v (b ,s ) )ds  + f (v (a ,s ) )ds ,  (1) 
for any a < b and 0 < to < tl. 
The Riemann problem (centered at x0, to) asks for the solution of (1) with initial data 
( Vl ,  X < Xo 
v(x, to) = ~ (2) 
( Vr ,  X ~ XO. 
The solution is a function of (x - xo)/ ( t  - to), 
to) )" (a) 
Godunov's idea for a numerical method to solve the gas dynamic equations for general initial data 
is first to approximate the initial states by piecewise constant states, then use the solution of the 
local Riemann problems to construct new piecewise constant states by averaging. Thus, suppose 
we have a grid with cell Centers x~ = lAx,  i ---- 0, +1, :i:2,..., cell endpoints xi+i/2 = (i + 1/2)Ax 
and discrete time steps t n = nAt .  Then given 
1 fx,+,/~ v(x, t ~) dx. v7 = A---~ ~ ~,_,/~ 
Godunov defines V nT1 by 
o 
• ---- ~XXj  0 COn_l/2 t dx + ~ x12 wi+ll: -'~ dx, (4) 
where o~n_l/2((x -Xi- l l2)/(t  - tn ) )  is the solution of (1) and (2) centered at (xi - i l2,  t n) and with 
Yl : V n i-1, vr = v~. Since an exact Riemann solution is used, it follows from (1) that there is a 
numerical flux F such that 
where 
(5) 
o ( ) -P~+~/~ = f ~51/2(0) (6) 
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and 
At 
= h--d" (7) 
1.2. HLLE 
The approximate Riemann solver proposed by Einfeldt [2], based on the HLL solver of [1], 
and now known as the HLLE solver consists of two speeds and three constant states. Let x' = 
x - xi+l/2,  t ~ = O, and suppress the index n. Then define 
lvi, x ~ < bi+l/2t, 
¢di+1/2 = V i+ l /2 ,  bi+u2t < < bi+l/2t, (8) 
Vi+l, x r > bri+l/2t, 
where the left and right speeds b I < b r and the intermediate state vi+1/2 are to be determined. 
The speeds are meant to be approximations to the smallest and largest signal velocities of the 
exact Riemann problem. Einfeldt assumes that 
Ax 
([b~[, Ib~l) _< -~-.  (9) 
And then defines the intermediate state to satisfy the conservation law, that  is, 
~o~+1/2 dz = --g-(vi + Vi+l) - At ( f (v i+ l )  - f (vd)  
Ax/2  
or  
D r . l 
f (v i+ l )  - f (v i )  i+l/2Vz÷ 1 -- bi+l/2vi 
v i+ l /2= br+l/2 b~+l/2 + br+i/2 l (10) _ _ b i+ l /2  
The corresponding Godunov scheme is then (5) with 
where 
b++l/2f(vi) - b.~+l/2f(vi+l) b++l/2bi+l/2 
F~+~/: = b+~÷l/~ - G , :  + b+÷,: _ bU÷,/~ (V~+l - vi), (11) 
b++1/2 = max (0, br+l/2), 
bi+1/2)" b~+w2 = rain (0, l 
The speeds remain to be chosen. The speeds proposed in [2] are as follows. Let 
Hi = i (E i  +pd,  
Pi 
ci = i (~  - 1)(Hi  - .5u/2). 
Define Roe averages, 
Vf~Ui  + pVf~-~Ui+l 
~i+1/2 = ~ + pvrf77  , 
vZfiTHi + pvffi~-~Hi+l 
~+1.  = v~ + ~ ' 
Then the speeds chosen by Einfeldt are 
b~+u2 = min (u~+1/2 - ci+u2, ui - c , ) ,  
bi~+l12 = max (fii+l/2 + 5i+1/2, ui+l + ci+l) • 
(12) 
(13) 
(14) 
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1.3. Stability, Entropy, and Positivity 
The derivation of the exact and approximate Godunov schemes assumes that waves generated 
at the cell endpoints do not interact during one time step. In fact, as pointed out in [1], the exact 
Godunov scheme is valid as long as waves from one endpoint do not reach an adjacent endpoint 
in one time step. A similar situation holds for the HLLE scheme, in that there is a stability 
condition derived in [2] that is far less restrictive than (9). It is shown in [4] that both the HLLE 
scheme with its stability condition and the exact Godunov scheme are positivity-conserving, that 
is, if the density and internal energy are initially positive then they are for all time. We refer the 
reader to [1] for a definition and discussion of entropy and the entropy inequality. It is shown 
there that exact Godunov satisfies the entropy inequality, and that a scheme like HLLE does also 
if the speeds b I and b r bound the exact wave speeds. According to [5] this is not the case for the 
choice (14), thus, the behavior of entropy for HLLE is unknown. 
2. GODUNOV AND HLLE  IN  TWO DIMENSIONS 
The system of conservation laws is 
+ fx(v) + g (v) = 0, 
where 
V --~ 
and 
f(v) = 
m 2 
3--~- + p 
3 mn 
P 
3 2 (E + p) 
P 
cTt 
37 
n2 
g(v) = 3-7 + P 
~3p(E  + p) 
where if #, v are, respectively, the x and y components of velocity then m = p/z, n -- pv, 
E = p(e + 1/2(# 2+ v2)), and p and e are pressure and internal energy, as before. 
The integral form of the conservation law, specifically for rectangles, is
fab fdv(x,y, tl)dxdy = fb Scdv(x,y, to)dxdy 
-~iljfdf(v(b,y,s))dyds+f~il~df(v(a,y,s))dyds 
-f~ilSabg(v(x,d,s))dxds+j(tiISabg(v(x,c,s))dxds, 
(15) 
for any a < b, c < d and 0 < to < tl. 
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There is an infinite variety of two-dimensional Riemann problems, but only one type which is 
relevant for a rectangular grid, namely, the four quadrant problem (centered at xo, Yo, to), that 
is, find v(x, y, t) satisfying (15) with initial data 
Vll, 
v(x, y, to) = v=l, 
Vlt r  , 
Vl r ,  
x<xo,  y<yo,  
x<xo,  y>yo,  
X>Xo, y>yo,  
X>Xo, y<yo.  
(16) 
Unlike the situation in one dimension, where everything is known about the Riemann problem, 
here almost nothing is known. The complexity of the solution can be seen from the numerical 
results of [3]. Nevertheless, we can proceed formally and suppose a solution which is a function 
of ((x - xo)l(t - to), (y - yo)l(t - to)), 
yo)) 
(t to)' -t0) (17) 
A literal extension of Godunov's idea for a numerical method to solve the gas dynamic equations 
for general initial data in two dimensions is first to approximate the initial states by piecewise 
constant states, then use the solution of the two-dimensional local Riemann problems to construct 
new piecewise constant states by averaging. Thus, suppose we have a grid with cell centers xi = 
lAx,  yj = jay ,  i , j  = 0 ,+1,+2, . . . ,  cell vertices x~+ll2 = (i + l /2 )Ax , Yj+ll2 = (J + 1/2)Ay 
and discrete time steps t '~ = nAt.  Then given 
Vn " ~ 1 f x14"1/2 fYJ+l/2V(X,y, tn)dydx ' 
,,3 AxAy  jXi_li 2 .]yj-1/2 
we could define v n+l by 
vn+i 1 fAXl2LAy/2 n (_~ y 
--~ , ¢d i _ l /2 , j _ l /2  , dydx, ~'J AxAy  .Io 
+ hxAy  .Io J-Ayl2 wi~ll2J+ll2 -~ '  -~  dydx, 
+ AxA------y A~/2 Au/2W~n+l/2j+l/2 -~, - -~ dydx, 
+ --AxAy A=2 win+ll2,j_ll2 -~ , -~ dydx, 
(is) 
where coin._ll2,j_ll2( (x - -  X i _ l /2 ) / ( t  - -  tn ) ,  (y  - -  Y j _ l l2 ) / ( t  - -  tn )  ) is the solution of (15) and (16) 
= V n . - -  V n . centered at (xi_W2,yj_w2, t"~) and with vu = V~_lj_ 1, vul = V~_l,j, v~r ~j, vlr - i,j-1 
This construction only makes sense if waves generated at the cell vertices by the 2D Riemann 
problems do not interact with each other. So if a is the maximum signal speed, maximized over 
all directions and all vertices, then we require aAt  < min(Ax/2, Ay/2). 
2.1. The Nine-State R iemann Solver 
Unfortunately, the above is all fantasy since there is no possibility of solving (16) exactly. 
So let us consider what an approximate solution might look like in Figure 1. It depicts a box 
centered at the Riemann problem center, with horizontal and vertical sides of length Ax and Ay, 
respectively, at some fixed small time after the evolution of the solution has begun. Then, because 
signals propagate with finite speed we can define nine regions with the following properties: the 
corner egions Qi are taken to be rectangles in which the data is unchanged from its initial values. 
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Q3 
Q2 E2 
E1 ................ ! ............... E 3 
Q1 Q4 E4 
Figure 1. Structure of the 2D solution at later time. Dotted lines indicate initial 
center of the  R iemann problem. 
In the edge strips Ei the state is determined by the one-dimensional Riemann problems formed 
by the states on either side of the appropriate axis. The remaining central region contains the 
two-dimensional interaction. 
In analogy with the one-dimensional case, our two-dimensional HLLE solution assigns a con- 
stant state to each of the nine regions. The four corner ectangles have their initial values. In the 
edge strips the constant state will be the intermediate state obtained from the one-dimensional 
HLLE solver. Then (15) will be used to define the central constant state. 
Consider the cell vertex (xi+l/~, Yj+I/2). The four states interacting at this vertex are (sup- 
pressing the time index) vi,j, Vi+l,j, vi+l.j+l, vi,j+,. Let us first define the interior vertex Pk of 
each Qk in Figure 1. These will be determined by four speeds which will in turn be defined by 
one-dimensional HLLE speeds. So, let 
= bi+l/2,j+x,b~,j+l/2 ,
b ur (br+l/2,j+l,br+l,j+l/2) i+1/2,j+1/2 = 
, ) b~;1/2,j+,/2 = bi+,/2, j ,  bi+l, j+l/2 , 
l l 
(19) 
(See the appendix for the detailed definition of these speeds.) For example, b~+l/2,j+ 1 and 
bir+l/2,j+l are the left and right HLLE speeds for the one-dimensional Riemann problem in the 
l r x-direction (with flux f) with vl = vi,j+l and Vr = vi+lj+l, while bi,j+l/2 and bi,j+l/2 are the 
left and right HLLE speeds for the one-dimensional Riemann problem in the y-direction {with 
flux g) with vt = vij and vr = v~,j+l. 
Now, let Pk be the interior vertex of Qk, and rename them P1 = pU, 192 = p~t, P3 = put,  
/94 -- pit, where 
" ( t  - t PU(t) = (x~+1/2, Yj+I/2)  q- bi-bl/2,j+l/2 
( t  - t put(t) = (xi+l/2, Yj+I/2) + bi+l/2,j+l/2 
P~'~(t) = (xi+l/2, Yi+ll2) + bi~l12,j+,12 (t - t'~), 
Lr ( t  - Ptr(t) = (xi+l/2, Yj+l/2) + bi+l/2j+l/2 
However, since it is possible that b t > 0 or b r < 0, the corner ectangles might not be contained 
in their respective quadrants, as they are in Figure 1. If that happens the picture might in some 
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(i,j+l) 
(i, j+ l /2)  
(i,j) 
i+1/2, j+l)/ (i+l,j+l) 
+1/2, j+1/2---~) 
. .  (i+l, j+l/2) 
(i+l/2,j) I (i+l,j) 
Figure 2. Indexing of the nine regions. 
b 10+1/2 At b r. ld+l/2 At 
Vi,j Vi,j+l 
- Ay/2 0 Ay/2 
Figure 3. Face x = xi. 
cases not be as simple as shown and the computer code would have to be quite complicated 
in order to allow for this situation. This difficulty can be avoided at the cost of introducing 
somewhat more diffusion than is present in the 1D HLLE method. What is needed is to use (12) 
and replace (19) with 
biUll/2,j+l/2 = (bi-+l/2,j+l,b+i,j+l/2), 
ur (b + h+ bi+l/2,j+l/2 -~ ~ i+l/2,j+l'~i+l,j+l/2] '
= b + b~;1/2, j+l/2 (i l/2,j,b~+l,j+l/2) ' (20) 
b~l+l/2,j+l/2=(b~+u2,j,b~j+l/2 ) • 
Referring to Figure 2, we can now define the edge states v~j+l/2, vi+l/2j ,  vi+L~+~/2, and 
vi+l/2j. For example, vi,j+l/2 is the HLLE intermediate state for the Riemann problem in the 
y-direction with vt = vij and vr = vi,j+l, and the others are defined similarly. 
We can state the complete solution. Let Si+~,j+~ for c~ = 0, 1/2, 1, /3 = 0, 1/2, 1 be the nine 
regions. Then 
Cdi+l/2,j+l/2(X, y) = vi+~,j+~ for (x, y) ~ Si+a,j+Z. (21) 
The ninth state Vi+l/2,j+x/2 is yet to be defined. Let Ai+a,j+[3 be the area of Si+~,j+~ at t ime 
t = t ~+1. Then, based on (15), we can write the following approximate integral conservation 
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form: 
AxAy 
A'+,,J+,v'+,d+, = - - -~  ~ v~+,d+, 
~=0,1/2,1 ~=0,1 (22) 
~=0,1/2,1 ~=0,1 
-AyAt (Fi+I,j+I/2 - -  Fi,j+l/2) -- Ax/kt (Gi+l/2,j+ 1 - -  Gi+l/2,j) , 
from which Vi+l/2,j+l/2 can be obtained if Ai+l/2d+l/2 ~ O. The flux integrals will also be 
approximated using the 1D HLLE solutions. Note that (15) is being formulated over the space- 
time ce l lC= {x,y,t; xi <_ x <_ xi+l, yj <_ y <_ Yj+I, t n < t < tn+l}. The flux integrals are 
integrals over the time-like faces of this cell. For example, consider the face x -- xi, shown in 
Figure 3. For it we have 
Fi) j+1/2 -- At iy (Ay-b  r, j+ l /2At)  Atf(vi,j+l) 
(23) 
1 b! i(bi~ ' -b ( j+1/2)  (it)2f(vi ] -{-5 (Ay -~- ', j+l/2it) Atf(vi, j) ~- ~ j+1/2 ,, , j+l / , )  • 
In the same way, 
1 [~ (Ax-bi~l/2,jAt) htg(vi+i,j) Gi+l/2'J = AtAx 
(24) 
l (bir+l/2,j -b:+l/2,j) (At)2y(Vi+l/2,j)] 1 (Ax + b:+i/2,jA) Atg(vi,j)+ ~ +5 
2.2. The  2D HLLE-Godunov  Scheme 
Just as with 1D, we use the approximate Riemann solution in place of the exact one. There 
are two phases to the computation. 
PHASE 1. Call the Ax x Ay cells centered on the vertices the dual cells, and call the original 
cells the primary cells. For each dual cell edge store the pair of speeds, the 1D intermediate 
state, and the fluxes F and G. 
PHASE 2. For each dual cell define the nine pieces, compute their areas, and then find the central 
intermediate state. Substitute the approximation given by (21) into (18) to obtain new constant 
states in the primary cells. This is quite easy since with (20) the corner rectangles Qi in Figure 1 
lie entirely in their respective quadrants. Each edge set is a trapezoid which now splits into 
two trapezoids, each lying entirely in a quadrant. The area of the intersection of the central 
region with a quadrant is simply what is left over from the other three pieces. So the mapping 
onto the primary cells can be accomplished without a separate pass over the primary cells, by 
accumulating the contribution of each dual cell to its neighboring primary cells. 
2.3. Stabi l i ty,  Ent ropy ,  and Pos i t iv i ty  
There is little that can be said at this time, about these difficult issues for the 2D HLLE scheme, 
for several reasons. The computer program performing the operations described in Section 2.2 
is fairly simple, but the formula describing the finite difference scheme in terms of the speeds 
and the hydrodynamic states is very complicated, making an analysis of stability or positivity 
extremely difficult. If we were using exact Riemann solvers for the 1D problems, exact integrals 
for the face fluxes and average intermediate states, and if the central region were guaranteed 
to contain all the 2D interactions, the convexity argument of [1] could presumably be used to 
establish an entropy inequality. Since none of these is the case, we are much worse off here 
concerning entropy than in 1D. 
For the numerical examples we used an adaptive time step determined by 
max (Ax¢x,)~y(Ty) ~__ CFL < 1, 
where Ax = At/Ax,  A u = At/Ay,  and ax,a u are the wave speeds in each direction. The 
maximum is taken over the grid as well as over the pair. 
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Configuration 4.400 × 400 grid, t ime = .25, cfi = .9, 30 contours: (a) 2D 
HLLE and (b) CFFLF4.  
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Figure 5. Configuration 3. 400 x 400 grid, t ime -- .3, cfl-- .9, 30 contours: (a) 2D 
HLLE and (b) CFLF4 . .  
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3. NUMERICAL  EXAMPLES 
We computed Cases 3 and 4 of [3], using a grid 400 × 400, shown in Figures 4 and 5. For 
comparison we show the same result for the composite scheme CFLF4, developed in [6], for 
Case 4, and CFLF8 for Case 3. All computations were done with CFL - .9 .  Surprisingly, CFLF4 
is only about 9% faster than HLLE. For Case 4 all the left speeds b I were negative and all the 
right speeds b r were positive, but for Case 3 some left speeds were positive. 
4. APPENDIX:  2D E INFELDT SPEEDS 
The 1D Roe averages and speeds for the 2D equations can be found in [7] along with original 
references. We present hem here for completeness. 
Let 
1 
H~,j = (E~,j + Pi , j ) ,  
Pi,j 
ci,  = ( . L  + 
Then 
fti+ l/2, j -~ 
~i+l/2,j --~ 
Hi+l /2, j  = 
CiW,/2,j = 
Then define the speeds, 
~#i , j  + ~#i+l , j  
~ + ~  ' 
~a, j  + ~a+l , j  
~ + ~  ' 
~ + ~  ' 
i ( "  [ -- l)  (~IiT1/2, j -- .5(ft2iT1/2,j-]-~2+1/2,j))" 
bi~+l/2,j = max (f~i+l/2,j -~ Ci+l/2,j, ~i+l,j ~- Ci+l,j ) , 
b~+1/2, j = min (#i+i/2,j - ci+i/2,j, #i,j - c i , j ) .  
The speeds br, j+i /2,  t bi,j+U2 are obtained by interchanging the indices in all the doubly indexed 
quantities above, then interchanging i and j and then interchanging # and u. 
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