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UNCERTAINTY PRINCIPLES FOR THE FOCK SPACE
KEHE ZHU
ABSTRACT. We prove several versions of the uncertainty principle for
the Fock space F 2 in the complex plane. In particular, for any unit vector
f in F 2, we show that
dist (f ′ + zf, [f ]) dist (f ′ − zf, [f ]) ≥ 1,
where [f ] = Cf is the one-dimensional subspace spanned by f . We also
determine exactly when equality occurs above.
1. INTRODUCTION
Heisenberg’s Uncertainty Principle in quantum physics states that the po-
sition and velocity (or momentum) of a particle cannot be measured exactly
at the same time. This has nothing to do with the possible imperfection of
the measuring instrument. It is simply not possible, in theory, to achieve ex-
act measurements for both at the same time. More specifically, the product
of the “uncertainty” for the position and the “uncertainty” for the velocity
(or momentum) of a particle is always greater than or equal to a tiny positive
constant, namely, h/(4pi), where h is Planck’s constant.
There exist many similar uncertainty principles, or sometimes called in-
determinacy principles, in physics, engineering, and mathematics, that are
based on position, velocity, momentum, energy, time, and so on. In this
paper we are going to obtain several versions of the uncertainty principle in
the context of the Fock space. Not surprisingly, the Fock space is one of the
significant mathematical tools used in quantum physics.
Let C be the complex plane C and
dλ(z) =
1
pi
e−|z|
2
dA(z)
be the Gaussian measure on C, where dA is ordinary area measure. We
define the Fock space as follows:
F 2 = L2(C, dλ) ∩H(C),
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where H(C) is the space of all entire functions. See [4] for general proper-
ties of the Fock space.
The purpose of the paper is to obtain several versions of the uncertainty
principle for the Fock space. We summarize our results as follows.
Main Theorem. For any function f ∈ F 2 and any real numbers a and b
we have
‖f ′ + zf − af‖‖f ′ − zf − ibf‖ ≥ ‖f‖2.
As a consequence, if f is a unit vector in F 2, we also have
(a) dist (f ′ + zf, [f ]) dist (f ′ − zf, [f ]) ≥ 1.
(b) ‖f ′ + zf‖‖f ′ − zf‖| sin(θ+) sin(θ−)| ≥ 1.
(c) (‖f ′‖2 + ‖zf‖2)| sin(θ+) sin(θ−)| ≥ 1.
Here [f ] is the one-dimensional subspace in F 2 spanned by f , and θ± are
the angles between f and f ′± zf . We also determine exactly when equality
holds in each of the cases above.
Note that the interesting case here is when the function f ′(z) (or equiv-
alently, the function zf(z)) also belongs to the Fock space F 2, which is
not always the case. See [1]. When the function f ′(z) is not in F 2, each
of the left-hand sides of the inequalities above is infinite, so the inequality
becomes trivial.
I wish to thank Hans Feichtinger and Bruno Torresani for inviting me
to CIRM at Luminy, Marseille, in the fall 2014 semester. They introduced
me to the wonderful area of Gabor Analysis and this research was initiated
while I was visiting them.
2. UNCERTAINTY PRINCIPLES FOR THE FOCK SPACE
Uncertainty principles are usually consequences of the following general
result from functional analysis. There is no exception here.
Theorem 1. Suppose A and B are self-adjoint operators, possibly un-
bounded, on a Hilbert space H . Then
‖(A− a)x‖‖(B − b)x‖ ≥ 1
2
|〈[A,B]x, x〉| (1)
for all x ∈ Dom(AB) ∩Dom(BA) and all a, b ∈ R. Here
[A,B] = AB − BA
is the commutator of A and B. Furthermore, equality in (1) holds if and
only if (A− a)x and (B− b)x are purely imaginary scalar multiples of one
another.
Proof. This is well known. See page 27 of [2, 3]. 
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Every time there are natural self-adjoint operators A and B such that
[A,B] is a scalar multiple of the identity operator, an uncertainty principle
arises. We will construct two such operators on F 2 based on the operator of
multiplication by z and the operator of differentiation.
Lemma 2. Let D : F 2 → F 2 be the operator of differentiation, that is,
Df = f ′. Then its adjoint D∗ is given by (D∗f)(z) = zf(z).
Proof. The standard orthonormal basis of F 2 is given by
en(z) =
zn√
n!
, n = 0, 1, 2, · · · .
If
f =
∞∑
n=0
anen, g =
∞∑
n=0
bnen,
are polynomials (which are dense in F 2), then
Df(z) =
d
dz
∞∑
n=0
an√
n!
zn =
∞∑
n=1
an
n√
n!
zn−1 =
∞∑
n=0
an+1
√
n + 1en(z).
Also,
zg(z) =
∞∑
n=0
bn√
n!
zn+1 =
∞∑
n=1
√
nbn−1en(z).
It follows that
〈Df, g〉 =
∞∑
n=0
√
n + 1an+1bn =
∞∑
n=1
√
nanbn−1 = 〈f, zg〉.
This proves the desired result. 
It is easy to check that [D,D∗] = I . In fact,
(DD∗ −D∗D)f = (zf)′ − zf ′ = f (2)
for all f ∈ F 2. In the quantum theory of harmonic oscillators, such a
D is called an annihilation operator and D∗ is called a creation operator.
However, we cannot apply Theorem 1 directly to the standard commutation
relation [D,D∗] = I , because the operators D and D∗ are not self-adjoint.
Thus we consider the following two self-adjoint operators on F 2:
A = D +D∗, B = i(D −D∗).
More specifically, we have
Af(z) = f ′(z) + zf(z), Bf(z) = i(f ′(z)− zf(z)). (3)
It follows from [1] that, for a function f ∈ F 2, we have f ′ ∈ F 2 if and only
if zf ∈ F 2. If f ′ ∈ F 2, then both Af and Bf are well defined. If both
f ′ + zf and f ′ − zf are in F 2, then by taking the sum and difference of
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these two functions, we see that f ′ and zf are both in F 2. Therefore, the
intersection of the domains of A and B consists of those functions f such
that f ′ (or zf ) is still in F 2. It is possible to identify the domains of AB,
BA, and their intersection as well.
Lemma 3. For the operators A and B defined above, we have [A,B] =
−2iI , where I is the identity operator on F 2 and i is the imaginary unit.
Proof. We have
AB −BA = i [(D +D∗)(D −D∗)− (D −D∗)(D +D∗)]
= 2i[D∗D −DD∗] = −2iI.
The last equality above follows from (2). 
We now derive the first version of the uncertainty principle for the Fock
space.
Theorem 4. Let f ∈ F 2. We have
‖f ′ + zf − af‖‖f ′ − zf − ibf‖ ≥ ‖f‖2 (4)
for all real numbers a and b. Furthermore, equality holds if and only if there
exist a positive constant c and a complex constant C such that
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
.
Proof. The inequality in (4) follows from Theorem 1 and Lemma 3, because
a and b are arbitrary and
‖i(f ′ − zf) + bf‖ = ‖f ′ − zf − ibf‖.
Also, it follows from Theorem 1 that equality holds in (4) if and only if
there exists a real constant c such that
f ′ + zf − af = ic [i(f ′ − zf) + bf ] = −c(f ′ − zf) + ibcf, (5)
which can be rewritten as
(1 + c)f ′ + [(1− c)z − (a + ibc)] f = 0. (6)
If c = −1, the only solution for (6) is f = 0. If c 6= −1, it is elementary to
show that the general solution of (6) is given by
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
, (7)
where C is any complex constant.
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It is well known that every function f ∈ F 2 satisfies
lim
z→∞
f(z) exp
(
−1
2
|z|2
)
= 0. (8)
See page 38 of [4] for example. Therefore, a necessary condition for the
function in (7) to be in F 2 is that either C = 0 or |c− 1| ≤ |c+ 1|. Since c
is real, this is equivalent to (c− 1)2 ≤ (c+ 1)2, or c ≥ 0. When c = 0, the
function in (7) becomes
f(z) = C exp
(
−1
2
z2 + az
)
.
Choosing z = ir, where r → +∞, and applying (8), we conclude that C
must be zero. This completes the proof of the theorem. 
To derive the next version of the uncertainty principle for the Fock space,
we now fix some function f ∈ F 2. Since A is self-adjoint, for any real a
we have
‖(A− a)f‖2 = ‖Af‖2 + |a|2‖f‖2 − 2a〈Af, f〉
= ‖Af‖2 + ‖f‖2
[∣∣∣∣a− 〈Af, f〉‖f‖2
∣∣∣∣
2
− |〈Af, f〉|
2
‖f‖4
]
≥ ‖Af‖2 − |〈Af, f〉|
2
‖f‖2 .
This shows that
min
a∈R
‖(A− a)f‖2 = ‖Af‖2 − |〈Af, f〉|
2
‖f‖2 ,
and the minimum is attained when
a =
〈Af, f〉
‖f‖2 .
In other words, we have
min
a∈R
‖f ′ + zf − af‖2 = ‖f ′ + zf‖2 − |〈f
′ + zf, f〉|2
‖f‖2 ,
and the minimum is attained when
a =
〈f ′ + zf, f〉
‖f‖2 .
Similarly, we have
min
b∈R
‖f ′ − zf − ibf‖2 = min
b∈R
‖i(f ′ − zf) + bf‖2
= ‖f ′ − zf‖2 − |〈f
′ − zf, f〉|2
‖f‖2 ,
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and the minimum is attained when
b = −〈f
′ − zf, f〉
‖f‖2 i.
Specializing to the case when f is a unit vector, we obtain the following
version of the uncertainty principle.
Corollary 5. If f is a unit vector in F 2, then
(‖f ′ + zf‖2 − |〈f ′ + zf, f〉|2)(‖f ′ − zf‖2 − |〈f ′ − zf, f〉|2) ≥ 1.
Furthermore, equality holds if and only if
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
,
where c is positive, a and b are real, C is complex, and these constants
satisfy ‖f‖ = 1.
Proof. The desired inequality follows from Theorem 4 and the minimiza-
tion argument following it. Also, by Theorem 4 and the minimization argu-
ment, we see that we can achieve equality if and only if (5) is satisfied for
some positive c and for
a = 〈f ′ + zf, f〉, b = −i〈f ′ − zf, f〉,
that is,
f ′ + zf − 〈f ′ + zf, f〉f = −c [f ′ − zf − 〈f ′ − zf, f〉f ] . (9)
If f(z) is a function in the specified form, then by Theorem 4, we have
‖f ′ + zf − af‖2‖f ′ − zf − ibf‖2 = 1,
which together with the minimization argument forces
(‖f ′ + zf‖2 − |〈f ′ + zf, f〉|2)(‖f ′ − zf‖2 − |〈f ′ − zf, f〉|2) = 1.
On the other hand, if this equality holds, then (9) holds, which means (6)
holds with a = 〈f ′+zf, f〉 and b = 〈f ′−zf, f〉. Solving equation (6) leads
to the specified form for f . The completes the proof of the corollary. 
Corollary 6. For any f ∈ F 2 we have
‖f ′ + zf‖‖f ′ − zf‖ ≥ ‖f‖2.
Furthermore, equality holds if and only if
f(z) = C exp
(
c− 1
2(c+ 1)
z2
)
for some positive c and some complex C, or equivalently, f(z) = Cerz2 ,
where C is complex and −1
2
< r < 1
2
.
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Proof. This follows directly from Theorem 4 by setting a = b = 0. 
Since
‖f ′‖2 + ‖zf‖2 = 1
2
[‖f ′ + zf‖2 + ‖f ′ − zf‖2]
≥ ‖f ′ + zf‖‖f ′ − zf‖,
it follows from Corollary 6 that
‖f ′‖2 + ‖zf‖2 ≥ ‖f‖2, f ∈ F 2.
This is a trivial inequality though, as can easily be seen from the Taylor
expansion of f and the standard orthonormal basis for F 2. However, we
can modify the argument above to obtain something nontrivial and more
interesting.
Corollary 7. For any f ∈ F 2 and σ > 0 we have
σ
2
‖f ′ + zf‖2 + 1
2σ
‖f ′ − zf‖2 ≥ ‖f‖2.
Moreover, equality holds if and only if
f(z) = C exp
(
1− σ
2(1 + σ)
z2
)
,
where C is any complex constant.
Proof. By Corollary 6, we have
‖f‖2 ≤ ‖√σ(f ′ + zf)‖‖(f ′ − zf)/√σ‖
≤ 1
2
[‖√σ(f ′ + zf)‖2 + ‖(f ′ − zf)/√σ‖2]
=
σ
2
‖f ′ + zf‖2 + 1
2σ
‖f ′ − zf‖2.
Furthermore, equality holds if and only if
f ′ + zf = −c(f ′ − zf), ‖√σ(f ′ + zf)‖ = ‖(f ′ − zf)/√σ‖.
This is equivalent to
f(z) = C exp
(
c− 1
2(c+ 1)
z2
)
, cσ = 1.
The proof is complete. 
We will comment more on this version of the uncertainty principle in the
next section. We now obtain several versions of the uncertainty principle
that are based on the geometric notions of angle and distance. These results
provide better estimates than those in Corollaries 5 to 7.
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Corollary 8. Suppose f is any function in F 2, not identically zero, and θ±
are the angles between f and f ′ ± zf . Then
‖f ′ + zf‖‖f ′ − zf‖| sin(θ+) sin(θ−)| ≥ ‖f‖2.
Furthermore, equality holds if and only if
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
,
where c is positive, a and b are real, and C is complex and nonzero.
Proof. We actually have
‖f ′ + zf‖2 − |〈f
′ + zf, f〉|2
‖f‖2 = ‖f
′ + zf‖2
[
1−
∣∣∣∣ 〈f ′ + zf, f〉‖f ′ + zf‖‖f‖
∣∣∣∣
2
]
= ‖f ′ + zf‖2(1− cos2(θ+))
= ‖f ′ + zf‖2 sin2(θ+).
The same argument shows that
‖f ′ − zf‖2 − |〈f
′ − zf, f〉|2
‖f‖2 = ‖f
′ − zf‖2 sin2(θ−).
The desired result then follows from Corollary 5 and its proof. 
Corollary 9. Suppose f is a unit vector in F 2 and θ± are the angles between
f and f ′ ± zf in F 2. Then for any σ > 0 we have(
σ
2
‖f ′ + zf‖2 + 1
2σ
‖f ′ − zf‖2
)
| sin(θ+) sin(θ−)| ≥ 1,
with equality if and only if f satisfies the integral-differential equation (9)
and ‖f ′ − zf‖ = σ‖f ′ + zf‖. In particular,
(‖f ′‖2 + ‖zf‖2)| sin(θ+) sin(θ−)| ≥ 1,
with equality if and only if f satisfies the integral-differential equation (9)
and the identity ‖f ′ + zf‖ = ‖f ′ − zf‖.
Proof. This follows from Corollaries 7 and 8 and their proofs. 
Corollary 10. Suppose f is any function in F 2, not identically zero. Then
dist (f ′ − zf, [f ]) dist (f ′ + zf, [f ]) ≥ ‖f‖2,
where [f ] is the one-dimensional subspace of F 2 spanned by f and d(g,X)
denotes the distance in F 2 from g to X . Furthermore, equality holds if and
only if
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
,
where c is positive, a and b are real, and C is complex and nonzero.
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Proof. This is a restatement of Corollary 8, because
dist (f ′ + zf, [f ]) = ‖f ′ + zf‖| sin(θ+)|,
and
dist (f ′ − zf, [f ]) = ‖f ′ − zf‖| sin(θ−)|,
which are clear from elementary observations. 
3. SOME GENERALIZATIONS
Traditionally, uncertainty principles are stated in terms of real parameters
a and b. However, Theorem 1 can easily be extended to the case of complex
parameters.
Theorem 11. Suppose A and B are self-adjoint operators, possibly un-
bounded, on a Hilbert space H . Then
‖(A− a)x‖‖(B − b)x‖ ≥ 1
2
|〈[A,B]x, x〉|
for all x ∈ Dom(AB) ∩ Dom(BA) and all complex numbers a and b.
Moreover, equality holds if and only if both a and b are real, and the vectors
(A− a)x and (B − b)x are purely imaginary multiples of one another.
Proof. Write a = a1 + ia2, where both a1 and a2 are real. Then
‖(A− a)x‖2 = ‖(A− a1)x− ia2x‖2
= ‖(A− a1)x‖2 + |a2|2‖x‖2
−ia2〈x, (A− a1)x〉+ a2i〈(A− a1)x, x〉
= ‖(A− a1)x‖2 + |a2|2‖x‖2 ≥ ‖(A− a1)x‖2.
Similarly,
‖(B − b)x‖2 = ‖(B − b1)x‖2 + |b2|2‖x‖2 ≥ ‖(B − b1)x‖2
if b = b1 + ib2. The desired result then follows from Theorem 1 and its
proof. 
Another extension we want to mention here is that everything we have
done for the Fock space remains valid for any annihilation operator D and
its associated creation operator D∗.
Theorem 12. SupposeD is any operator on H such that [D,D∗] = I . Then
‖Dx+D∗x− ax‖‖Dx−D∗x− ibx‖ ≥ ‖x‖2
for all x ∈ Dom(DD∗)∩Dom(D∗D) and all real numbers a and b. Equal-
ity holds if and only if there exists a real constant c such that
Dx+D∗x− ax = −c(D∗x−Dx) + ibcx.
Proof. This follows from the proofs of Lemma 3 and Theorem 4. 
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Again, it is easy to extend the result to the case of complex parameters,
and just like the case of the Fock space, several different versions of the
uncertainty principle can be formulated for such a pair of annihilation and
creation operators. Details are left to the interested reader.
4. FURTHER REMARKS
As was mentioned at the beginning of Section 2, we have an uncertainty
principle whenever we have two self-adjoint operators whose commutator
is a constant multiple of the identity. In the case of the Fock space, the
operators Af = f ′ + zf and Bf = i(f ′ − zf) are easily shown to be self-
adjoint and they have a nice commutation relation. However, our motivation
actually came from classical Fourier analysis.
More specifically, the operator X of multiplication by x on L2(R) =
L2(R, dx) is clearly self-adjoint. It is also well known that the operator
D =
1
2pii
d
dx
is self-adjoint on L2(R). Via the so-called Bargmann transform (see [2, 3,
4]), which is an isometric linear transformation from L2(R) onto the Fock
space F 2, it can be shown that X is unitarily equivalent to the operator A/2,
and D is unitarily equivalent to−B/(2pi), where A and B are defined in (3).
The well-known commutation relation
[X,D] = − 1
2pii
I
on L2(R) then translates into the commutation relation [A,B] = −2iI on
F 2.
The classical uncertainty principle in Fourier analysis states that
‖Xf‖2 + ‖Df‖2 ≥ 1
2pi
‖f‖2
for all f ∈ L2(R), with equality holding if and only if
f(x) = C exp(−pix2)
is a multiple of the standard Gaussian. See Corollary 2.2.3 of [3] and Corol-
lary 1.37 of [2]. Via the Bargmann transform we see that this classical
uncertainty principle is equivalent to the following inequality on the Fock
space:
1
4
‖f ′ + zf‖2 + 1
4pi2
‖f ′ − zf‖2 ≥ 1
2pi
‖f‖2.
This is a consequence of our Corollary 7 with the choice of σ = pi.
Alternatively, we could have obtained all our results for the Fock space
from the classical uncertainty principle in Fourier analysis via the Bargmann
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transform. We chose to do things directly in order to avoid unnecessary
background material that are not familiar to many complex analysts.
The results in the paper can be generalized to the case of Fock spaces in
Cn with a weighted Gaussian measure
dλα(z) =
(α
pi
)n
e−α|z|
2
dv(z).
We leave the details to the interested reader.
Finally, we remark that it is now natural to raise the problem of estab-
lishing uncertainty principles for other familiar function spaces such as the
Hardy space and the Bergman space. Equivalently, for such spaces, we want
to construct natural self-adjoint operators whose commutator is a multiple
of the identity operator. We intend to continue this line of research in a
subsequent paper.
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