In a paper entitled "Against markedness (and what to replace it with)", Haspelmath argues "that the term 'markedness' is superfluous", and that frequency asymmetries often explain structural (un)markedness asymmetries (Journal of Linguistics 2006: 25-70). We investigate whether this argument applies to Object and Verb orders in main (VO, marked) and subordinate (OV, unmarked) clauses of spoken and written German and Dutch, using English (without VO/OV alternation) as control. Frequency counts from six treebanks (three languages, two output modalities) do not support Haspelmath's proposal. However, they reveal an unexpected phenomenon, most prominently in spoken Dutch and German: A small set of extremely high-frequent finite verbs with unspecific meanings populates main clauses much more densely than subordinate clauses. We suggest these verbs accelerate the start-up of grammatical encoding, thus facilitating sentence-initial output fluency.
Introduction
Ten years ago , Martin Haspelmath (2006) published an influential paper entitled "Against markedness (and what to replace it with)", arguing "that the term 'markedness' is superfluous", and that "[i]n a great many cases, frequency asymmetries can be shown to lead to a direct explanation of observed structural asymmetries" (p. 25). In the present chapter, we investigate whether this argument applies to the linear order of Object and Verb in main and subordinate clauses of German and Dutch. As is well-known, main clauses of these languages are VO, whereas subordinate clauses are OVwith very few exceptions. According to the currently dominant view in the linguistic literature, OV is the unmarked, VO the marked linear order e.g., Koster 1975; Haider 2010) . Instigated by Haspelmath's plea for a possible role of frequency in markedness phenomena, and expedited by the availability of large syntactically parsed corpora ("treebanks"), we decided to investigate whether the frequency distribution of VO and OV orders in clauses of German and Dutch is eligible as substitute for the unmarkedness of OV.
Haspelmath (o.c., pages 35/36), following Dryer (1995) , distinguishes two operational definitions of the "distributional markedness" of one member of a set of competing constructions, for instance, a set of alternate linear orders. On the first definition, one linear order-the marked one-is selected under "specified conditions", and the unmarked one may always occur, irrespective of whether or not the specified conditions hold. On the second definition, the marked order is exclusively reserved for the linear order meeting the specified conditions, and the unmarked option is realised elsewhere-in all cases where those conditions do not hold. The second definition is applicable to the choice between VO and OV in German and Dutch: VO is obligatory in main clauses, OV in finite and nonfinite subordinate clauses. In itself, this rule does not determine which order is marked: If the property "main" is deemed the specified condition to be checked first, then VO is the marked order (and OV the default option). But why not viewing "subordinate" as the special property? Therefore, we will proceed on the assumption that OV-as-unmarked-order can be motivated synchronically in terms of rule system properties (e.g., Koster's (1975) grammar complexity argument based on the position of particles of separable verbs), or diachronically in terms of language change and grammaticalisation (e.g., Haider 2010).
Neither Haspelmath nor Dryer address constituent orders in clauses of German and Dutch. Hence, we do not know whether they would support the hypothesis that OV should be more frequent than VO if it is the unmarked option. What both these authors do address is the fact that extraneous factors can interfere with this prediction, i.e. neutralise the frequency imbalance, or even reverse the imbalance, leading to an invalid mapping from frequency to (un)markedness. With these potential error sources in mind, we have decided that frequency counts of clause types in German and Dutch should be extended with similar counts in a "control language", i.e. a language that is similar to Dutch and German in all relevant respects but has no VO/OV alternation linked to clause type. A suitable candidate is English. In this manner, we cast the frequential test in the form of a quasi-experimental design enabling us to isolate frequency effects due to markedness from frequency effects due to any other difference between main and subordinate clauses.
In sum, based on the OV-as-unmarked-order hypothesis we expect that, in Dutch and German, the number of OV clauses in a corpus of spoken or written texts is higher than the number of VO clauses (> 50 percent of all occurrences of a finite or nonfinite clause). However, the proportion of VO-i.e. main-clauses may rise above the fifty-fifty ratio due to factors working in opposite direction to the (un)markedness hypothesis. We can check this possibility by comparing the proportions obtained from Dutch and German text corpora on the one hand with the proportion of main and subordinate clauses in a comparable English corpus on the other. If the German and Dutch proportions of subordinate clauses turn out to be a minority, thus falsifying the hypothesis, we can resort to the weaker prediction that this minority is still larger than in English.
In the following, we not only describe the frequential test and its results (Sections 2 and 3) but also an unexpected data pattern that we believe is informative about early lexico-syntactic processes during spoken and written sentence production (Section 4).
Methodology
The data sources we had at our disposal were the six syntactically annotated corpora listed in Table 1 (see also Appendix A): three treebanks with spoken, three with written text. The spoken materials we have analysed consists of sentences extemporaneously produced in varied dialogue situations (faceto-face, telephone); the written texts originated from printed materials (journal and magazine articles, book fragments). Together, the six treebanks contain more than 440,000 sentences, comprising almost 800,000 clauses.
By "clause" we mean a word group headed by a verb of any type (full, auxiliary, copula, modal), and we assume that every verb (of any type) is head of one clause (of any category-finite, infinitival, participial, gerund;).
As a consequence of these definitions, numbers of clauses will closely approximate numbers of verbs ("one verb, one clause"). Following the "topological" approach to word order in German and Dutch (Drach 1937; Höhle 1986 ), we assume that the head verb of a clause can be placed either at the so-called "left bracket" ("verb-second" in modern terminology), or at the "right bracket" ("verb-final"). In main clauses, the head verb is placed at the left bracket; in clauses of any other type, the head verb goes to the right bracket. The canonical positions for direct and indirect objects (as well as for many types of adjuncts/modifiers) are in between these brackets. Therefore, all main clauses (including imperatives) are VO, no matter whether they are actually followed by objects or adjuncts, or not. Likewise, Dutch and German subordinate clauses are always OV irrespective of whether or not the clause they are heading includes any preverbal constituents. Given these definitions, a sentence like Sie hat noch nicht geantwortet 'She hasn't replied yet' will be analysed as consisting of two clauses: a finite main VO clause and a nonfinite subordinate OV clause; and the subordinate version … dass sie noch nicht geantwortet hat 'that she hasn't replied yet' contains two OV clauses.
Due to Gapping and other elliptical processes, not every clause contains an explicit verb. We did not try to compensate for such "missing" For all treebanks (except TIGER) we had to lemmatise the verbforms, i.e., to assign them to a citation form ("lemma"; the infinitive, except in case of English modal auxiliaries and a few defective verbs). A major subtask here concerned separable verbs: combining the particle with the core verb.
For lemmatisation purposes, we used computational-linguistic software available in the literature or developed in-house, but we carefully checked the results manually. When reporting verb frequencies, we will always use the citation forms (lemmas). In order to obtain the "total verb frequency" of a verb, we added the frequencies of all its (inflected) forms. Excluded from all calculations were verbs within sentence fragments tagged as repairs or revisions (virtually restricted to the spoken corpora).
Importantly, we did not try to disambiguate verbforms. That is, if a verbform can be allocated to more than one infinitive (e.g., lay as finite form of lie or lay), we arbitrarily chose one (always the same). If the citation form itself is ambiguous, that is, belong to multiple subclasses of verbs (e.g.
intransitive or transitive, full verb or auxiliary), we adopted the verb class tag already attached to the verbform in the treebank; we did not try to disambiguate polysemous or homophonous verbs (e.g. lie). In sum, we worked with the parse tree information stored in the treebanks as much as possible, deviating from it only in case of obvious parsing errors or lacunae.
As final preparatory step we assigned a clause type to each individual verbform token. We distinguished three types of clause: main (including imperatives and parentheticals such as you know), finite subordinate (complement, adverbial, and relative clauses), and nonfinite (infinitival, participial, and gerund). (As convenient abbreviations we will use MAIN-FIN, SUB-FIN, and NONFIN.) For each of these three clause types, and for each treebank separately, we defined a set of search queries based on the treebank's morphological, lexical and syntactic tagging system and on the relative positions of these tags and other node labels in the syntactic trees.
Before turning to the frequency test we need to introduce two crucial verb parameters derived from verb tokens in each of the corpora: bias and coverage. Both parameters are explained and illustrated in Appendix B. In order to obtain the values of these parameters, one first computes, in each corpus, the rank order of all verb lemmas with respect to their total frequency of occurrence. Table 2 (rightmost column) shows the frequencies of the seven highest-frequency verbs in SWB ("Top7"). The three columns in the middle show the distribution of the occurrences over the three clause types we distinguish. The bias of a verb with respect to a clause type is defined as the number of its occurrences as percentage of its total frequency.
The coverages of a verb vis-à-vis the various clause types are calculated as percentages of the total number of verb tokens heading that clause type in a larger group of verbs, e.g., in the entire corpus. the total number of clauses should be higher than the corresponding percentage of main clauses. The rightmost column of Table 3 shows that this holds for written texts in these languages, but not for spoken texts. Although this looks like partial confirmation of the hypothesis, the last two numbers in the column show that the analogous percentages for English texts are in the same range. Obviously, this data pattern fails to support the hypothesis.
Moreover, considering finite clauses only in the first two data columns, we see that the MAIN-FIN to SUB-FIN ratios in all corpora are opposite to the prediction, in Dutch and German more so than in English. However, this conclusion may be too hasty. Proponents of the "unmarked = more frequent" hypothesis might argue that we could just as well analyse the corpus data at the level of individual verbs, i.e., determine the biases vis-à-vis the clause types unweighted for the total frequency of the verbs. We did these calculations, and the results are summarised in Table 4 Tables 3 and 4 might be due to an overwhelming proportion of main clauses headed by high-frequent verbs, obliterating a bias in favor of OV in low-and midfrequent verbs. Therefore, we decided to do the following calculations, separately for the six corpora: the rank order of all verb lemmas with respect to their total corpus frequency; and, for each verb lemma, its bias and coverage percentages with respect to the three clause types, weighted for frequency.
As expected, a small number of very high-frequent verbs covers a huge proportion of verb occurrences. To give an impression, in Figure 2 we show the coverage of the 50 verbs with highest total frequency in their corpus (henceforth called the "Top50" of that corpus; the number 50 is arbitrary). The chart reveals that the Dutch and German Top50 verbs have very similar coverage percentages, and that their English counterparts tend to be a little higher. This latter tendency runs counter the "unmarked = more frequent" hypothesis, which expects the two types of subordinate clauses (labelled SUB-FIN and NONFIN) to have higher coverages in Dutch and German where these clause types embody the unmarked OV word order. In order to test whether less frequent verbs have different bias patterns vis-à-vis the three clause types, we calculated these separately for the hapax legomena ("low-frequent"), for the verbs with intermediate frequencies (i.e., from 2 to the maximum below the Top50 frequencies ("mid-frequent"), and for the Top50 verbs ("high-frequent"). For the verbs in each of these frequency ranges, we computed average bias with respect to the three clause types, weighted for frequency 1 .
Figure 3 indeed reveals considerable cross-frequency variation in bias patterns. Nonfinite biases are preponderant in low-frequent verbs in all treebanks, and there is a bias shift from nonfinite to main-clause with increasing verb frequency. However, the key hypothesis is not supported, due to the fact that the English treebanks show the same "main-clause bias shift" as the Dutch and German ones. Figure 4 shows that, if the mean bias percentages are not weighted for frequency, the same pattern emerges, although somewhat less clear-cut. What the unweighted means bring out more saliently than the weighted ones, is the restriction of the main-clause bias shift to a small set of high-frequent verbs-presumably not many more than 50
verbs (Appendix C).
In conclusion, none of the three data explorations reported in this section confirmed the predictions derivable from the hypothesis that the un- per sentence/proposition, hence most naturally in main clauses. However, the observed interaction between main-clause bias shift and modality then would force us to assume that the language user's need to express such meanings is less pressing in written than in spoken sentences-an assumption that may or may not be true. Another problematic issue raised by this hypothesis is that it does not fare well with the cross-linguistic interaction: It would entail that speakers of English express functional/pragmatic meaning aspects less readily than speakers of German and Dutch.
We prefer an account that takes the observed interaction of mainclause bias shift with modality as point of departure. It is hardly controversial, at least regarding the three languages targeted in the present study, that the grammatical encoding process for a pluriclausal sentence tends to pro- The account so far covers two out of the three reported effects: the main-clause bias shift and, because time and fluency pressures are usually weaker while writing than while speaking, the interaction with modality.
Can it also explain the interaction with target language (stronger mainclause bias shift in German and Dutch than in English)?
The following reasoning leads to an answer in the affirmative. It capitalises on the fact that, in English, main and subordinate clauses are both VO. Recent empirical and computational-modelling work on sentence production emphasises that the difficulty of producing a given syntactic structure is not always due to properties of the structure itself but to competition with other structures that can express the same conceptual content, especially when there are frequently used alternatives (Fitz, Chang & Christiansen 2011; MacDonald, Montag & Gennari 2016) . Consider the options available to speakers who are planning to revise a subordinate clause. When speaking Dutch and German, they are torn between maintaining the current OV structure, or switching to a much more frequent VO structure. The latter option causes the conceptual message that was originally planned as a subordinate clause, to be realised as the main clause of a new sentence. Factors related to variability of the building plans for clauses also yield an explanation for the difference between German and Dutch: German word order is more variable than Dutch word order, hence the competition between structural alternates may be fiercer.
The argument developed here enables a positive answer to the question posed in the title of the present section, and identifies a potent factor underlying the high incidence of VO relative to OV structures: facilitation of fluency at sentence onset during speaking. The well-known tendency for language users to mirror perceived frequency patterns in their own language output, creates a positive feedback loop that will boost VO-to-OV ratios in Dutch and German even further. However, we hasten to add that this cannot be the entire story: The existence of strictly (S)OV languages entails that additional constraints must be involved. To be continued.
Appendix A: The six treebanks used in the present study WSJ From the spoken VERBMOBIL dialogues, we used the sentences syntactically annotated in the TüBa-D/S treebank (Stegmann et al., 2000) . The TIGER treebank of German consists of newspaper texts. These treebanks specify the same part-of-speech (PoS) tags for verbs. However, the encodings of sentence structure differ considerably. TüBa-D/S specifies topological fields, which allow easy classification of clauses as MAIN-FIN vs. SUB-FIN. TIGER does not specify clause type, but NONFIN can be identified easily in terms of PoS tags. For the other clause types, we used queries in TIGERSearch (König & Lezius 2003) along with JAVA programs we developed ourselves. A disadvantage of TIGER and VERBMOBIL compared to the Dutch and English corpora concerns present participles, which are all labeled as adjectives. In order to maintain the comparability of German and Dutch counts, we disregarded present participles in CGN and LASSY. We did not discard English present participles because they had received the same tag as gerunds (both suffixed with -ing) in the treebanks; moreover, quite a few verbs ending in -ing had been tagged there as adjectives or nouns. We estimate that, due to these between-treebank annotation differences, the numbers of NONFINs in the German and Dutch treebanks are somewhat too low relative to the English treebanks. However, we are confident that none of the conclusions drawn from the results in Section 3 are weakened by the procedure we followed. CGN contains spoken sentences from various different domains (news, telephone conversations, speeches, etc.). However, not all of them were produced spontaneously. In total, we discarded about 3,800 sentences with read speech. LASSY contains written texts from a great variety of sources-not only newspaper articles but also excerpts from books, manuals, legal texts, the Dutch Wikipedia, etc. In the two Dutch treebanks, the sentences had been annotated with the same, relatively theory-neutral dependency graphs (Hoekstra et al. 2001; van der Beek et al. 2002) . Both corpora specify features that directly allow classifying clauses as MAIN-FIN and SUB-FIN. The LASSY treebank was queried in part through DACT (van Noord et al. 2013) , CGN through TIGERSearch; in both cases, we supplemented the queries with JAVA programs of our own making.
SWB is a large corpus of conversational dialogues comprising about 2,500 phone conversations by 500 speakers from around the USA.
