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Abstract
In this paper, we use the method of moving planes and the method of moving spheres to
obtain a priori estimates for the solutions of semi-linear elliptic equations.
Using the ‘method of moving planes’, we establish a sharper estimate on the solutions for
prescribing scalar curvature equations with indeﬁnite curvature functions and thus generalized
a resent result of Lin.
Applying ‘the method of moving spheres’, we give a different proof for a well-known
supþ inf inequality established by Brezis, Li and Shafrir.
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1. Introduction
Since the last decade or so, the ‘method of moving planes’ and its variant—the
‘method of moving spheres’ have seen numerous useful applications in studying
nonlinear partial differential equations. They can be used to prove the symmetry of
solutions, they can also be used to obtain a priori estimates. In this paper, we apply
these methods in innovative ways to establish a priori estimates on solutions of
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semi-linear elliptic equations, most of them arise from prescribing Gaussian and
scalar curvature.
In Section 2, we study prescribing scalar curvature equations.
Let M be a Riemannian manifold of dimension nX3 with metric go: Given a
function RðxÞ on M; one interesting problem in differential geometry is to ﬁnd a
metric g that is pointwise conformal to the original metric go and has scalar
curvature RðxÞ: This is equivalent to ﬁnding a positive solution of the semi-linear
elliptic equation
 4ðn  1Þ
n  2 Dou þ RoðxÞu ¼ RðxÞu
nþ2
n2 on M; ð1Þ
where Do is the Beltrami–Laplace operator of ðM; goÞ and RoðxÞ is the scalar
curvature of go:
In recent years, there have seen a lot of progress in understanding Eq. (1). When
ðM; goÞ is the standard sphere Sn; the equation becomes
Du þ nðn  2Þ
4
u ¼ n  2
4ðn  1ÞRðxÞu
nþ2
n2; u40; xASn: ð2Þ
It is the so-called critical case where the lack of compactness occurs. In this case,
the well-known Kazdan–Warner condition gives rise to many examples of R in
which there is no solution. In the last few years, a tremendous amount of effort has
been put to ﬁnd the existence of the solutions and many interesting results have been
obtained (see [1–4,6–11,13–17,20–23] and the references therein).
One main ingredient in the proof of existence is to obtain a priori estimates on the
solutions. For Eq. (2) on Sn; to establish a priori estimates, a useful technique
employed by most authors was a ‘blowing-up’ analysis. However, it does not work
near the points where RðxÞ ¼ 0: Due to this limitation, people had to assume that R
was positive and bounded away from 0. This technical assumption became
somewhat standard and has been used by many authors for quite a few years. For
example, see articles by Bahri [1], Bahri and Coron [2], Chang and Yang [6], Chang
et al. [7], Li [20,21], and Schoen and Zhang [23].
Then for functions with changing signs, are there any a priori estimates?
In our previous paper [13], we answered this question afﬁrmatively. We removed
the above well-known technical assumption and obtained a priori estimates on the
solutions of (2) for a more general function R which is allowed to change signs.
The main difﬁculty encountered by the traditional ‘blowing-up’ analysis is near the
point where RðxÞ ¼ 0: To overcome this, we used the ‘method of moving planes’ in a
local way to control the growth of the solutions in this region and obtained an a
priori estimate.
In fact, we derived a priori bounds for the solutions of more general equations
Du þ nðn  2Þ
4
u ¼ n  2
4ðn  1ÞRðxÞu
p; u40; xASn; nX3: ð3Þ
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for any exponent p between 1þ 1
A
and A; where A is an arbitrary positive number.
For a ﬁxed A; the bound is independent of p:
Proposition 1. Assume RAC2;aðSnÞ and jrRðxÞjXb0 for any x with jRðxÞjpd0: Then
there are positive constants e and C depending only on b0; d0; M; and jjRjjC2;aðSnÞ; such
that for any solution u of (3), we have upC in the region where jRðxÞjpe:
In this proposition, we essentially required RðxÞ to grow linearly near its zeros,
which seems a little restrictive. Recently, in the case p ¼ nþ2
n2; Lin [22] weaken the
condition by assuming only polynomial growth of R: To prove this result, he ﬁrst
established a Liouville-type theorem in Rn; then use a blowing up argument.
In this article, by introducing a new auxiliary function, we sharpen our method of
moving planes to further weaken the condition and to obtain more general result:
Theorem 1. Let M be a locally conformally flat manifold. Let
G ¼ fxAM RðxÞ ¼ 0g:
Assume that GAC2;a and RAC2;aðMÞ satisfying @R
@m
p0 near G and
RðxÞ
jrRðxÞj is
continuous near G;
¼ 0 at G:

ð4Þ
Let D be any compact subset of M and let p be any number greater than 1. Then the
solutions of the equation
 4ðn  1Þ
n  2 Dou þ RoðxÞu ¼ RðxÞu
p in M ð5Þ
are uniformly bounded near G-D:
One can see that our condition (4) is weaker than Lin’s polynomial growth
restriction. To illustrate, one may simply look at functions RðxÞ which grow like
expf 1
dðxÞg; where dðxÞ is the distance from the point x to G: Obviously, this kinds of
functions satisfy our condition, but are not polynomial growth.
Moreover, our restriction on the exponent is much weaker. Besides being nþ2
n2; p can
be any number greater than 1.
In Section 3, we use the ‘method of moving spheres’ to give a different proof for the
following well-known supþ inf inequality established by Brezis et al. [5]. This
inequality has seen numerous applications in the study of semi-linear elliptic equations.
Theorem 2. Let O be a domain in R2 and K be a compact subset of O with d ¼
distðK ; @OÞ: Assume that R is a Lipschitz function satisfying
RðxÞXa40; jrRjpA: ð6Þ
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Then any solution u of the equation
Du ¼ RðxÞeuðxÞ xAO ð7Þ
satisfies
sup
K
u þ inf
O
upCða; A; dÞ: ð8Þ
Even more accurately, we have
Cða; A; dÞ ¼ 2 ln 2 4 lnðadÞ þ A
a
:
2. A priori estimates for indeﬁnite curvature functions
In this section, we estimate the solutions of Eq. (5) and prove Theorem 1.
Since M is a locally conformally ﬂat manifold, a local ﬂat metric can be chosen so
that Eq. (5) in a compact set DCM can be reduced to
Du ¼ RðxÞup; p41; ð9Þ
in a compact set K in Rn: This is the equation we will consider throughout the
section.
The proof of the theorem is divided into two parts. We ﬁrst derive the bound in the
region(s) where R is negatively bounded away from zero. Then based on this bound,
we use the ‘method of moving planes’ to estimate the solutions in the region(s)
surrounding the set G:
Part I. In the regionðsÞ where R is negative: In this part, we derive estimates in the
region(s) where R is negatively bounded away from zero. It comes from a standard
elliptic estimate for subharmonic functions and an integral bound on the solutions.
We prove
Theorem 2.1. The solutions of (9) are uniformly bounded in the region fxAK :
RðxÞp0g and distðx;GÞXdg: The bound depends only on d; the lower bound of R:
To prove Theorem 2.1, we use the following lemma from [16].
Lemma 2.1 (See [16, Theorem 9.20]). Let uAW 2;nðDÞ and suppose DuX0: Then for
any ball B2rðxÞCD and any q40; we have
sup
BrðxÞ
upC 1
rn
Z
B2rðxÞ
ðuþÞqdV
 !1
q
; ð10Þ
where C ¼ Cðn; D; qÞ:
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In virtue of this lemma, to establish an a priori bound of the solutions, one only
need to obtain an integral bound. In fact, we prove
Lemma 2.2. Let B be any ball in K that is bounded away from G; then there is a
constant C such that Z
B
u p dxpC: ð11Þ
Proof. Let O be an open neighborhood of K such that distð@O; KÞX1:
Let j be the ﬁrst eigenfunction of D in O; i.e.
Dj ¼ l1jðxÞ; xAO;
jðxÞ ¼ 0; xA@O:

Let
sgnR ¼
1 if RðxÞ40;
0 if RðxÞ ¼ 0;
1 if RðxÞo0:
8><
>:
Let a ¼ 1þ2p
p1 : Multiply both sides of Eq. (9) by j
ajRja sgn R and then integrate.
Taking into account that a42 and j and R are bounded in O; through a
straightforward calculation, we haveZ
O
jajRj1þaup dxpC1
Z
O
ja2jRja2u dxpC2
Z
O
j
a
pjRja2u dx:
Applying Holder inequality on the right-hand side, we arrive atZ
O
jajRj1þaup dxpC3: ð12Þ
Now (11) follows suit. This completes the proof of the lemma. &
Proof of Theorem 2.1. It is a direct consequence of Lemmas 2.1 and 2.2 &
Part II. In the region where R is small: In this part, we estimate the solutions in a
neighborhood of G; where R is small.
Let u be a given solution of (9), and xoAG: It is sufﬁcient to show that u is
bounded in a neighborhood of x0: The key ingredient is to use the method of moving
planes to show that, near x0; along any direction that is close to the direction of rR;
the values of the solution u is comparable. This result, together with the boundedness
of the integral
R
up in a small neighborhood of x0; leads to an a priori bound of the
solutions. Since the method of moving planes cannot be applied directly to u; we
construct some auxiliary functions. The proof consists of the following four steps.
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Step 1: Transforming the region. Make a translation, a rotation, or if necessary, a
Kelvin transform. Denote the new system by x ¼ ðx1; yÞ with y ¼ ðx2;y; xnÞ: Let
x1-axis pointing to the right. In the new system, x0 becomes the origin, the image of
the set Oþ :¼ fx RðxÞ40g is contained in the left of the y-plane, and the image of G
is tangent to the y-plane at origin. The image of G is also uniformly convex near the
origin.
Let x1 ¼ fðyÞ be the equation of the image of G near the origin. Let D be the
region enclosed by the surfaces @1D :¼ fx x1  fðyÞ ¼ e; x1X 2eg and @2D :¼
fx x1 ¼ 2eg:
The small positive number e is chosen to ensure that
(a) @1D is uniformly convex,
(b) @R
@x1
p0 in D; and
(c) RðxÞjrRj is continuous in D:
Step 2: Introducing an auxiliary function. Let m ¼ max@1D u: Let u˜ be a C2
extension of u from @1D to the whole of @D; such that
0pu˜p2m; and jru˜jpCm:
Let w be the harmonic function
Dw ¼ 0; xAD;
w ¼ u˜; xA@D;

Then by the maximum principle and a standard elliptic estimate, we have
0pwðxÞp2m and jjwjjC1ðDÞpC1m: ð13Þ
Introduce a new function
vðxÞ ¼ uðxÞ  wðxÞ þ C0m½eþ fðyÞ  x1 þ m½eþ fðyÞ  x12
which is well deﬁned in D: Here C0 is a large constant to be determined later. One
can easily verify that vðxÞ satisﬁes the following:
Dv þ cðyÞ þ f ðx; vÞ ¼ 0; xAD;
vðxÞ ¼ 0; xA@1D;

where
cðyÞ ¼ C0mDfðyÞ  mD½eþ fðyÞ2  2m
and
f ðx; vÞ ¼ 2mx1DfðyÞ þ RðxÞfv þ wðxÞ  C0m½eþ fðyÞ  x1  m½eþ fðyÞ  x12gp:
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At this step, we show that
vðxÞX0 8xAD:
We consider the following two cases.
Case 1: e
2
px1  fðyÞpe: In this region, RðxÞ is negative and bounded away from
0. By Theorem 2.1 and the standard elliptic estimate, we have
@u
@x1









pC2m:
It follows from this and (13),
@v
@x1
pðC3  C0Þm  2mðeþ fðyÞ  x1Þ:
Noticing that ðeþ fðyÞ  x1ÞX0; one can choose C0 sufﬁciently large, such that
@v
@x1
p0:
Then since
vðxÞ ¼ 0 8xA@1D;
we have vðxÞX0:
Case 2: x1  fðyÞpe
2
; x1X 2e: In this region
vðxÞX wðxÞ þ C0m e
2
X Cm þ C0m e
2
:
Again, choosing C0 sufﬁciently large (depending only on e), we have vðxÞX0
Step 3: Applying the method of moving planes to v in x1 direction. In the previous
step, we showed that vðxÞX0 in D and vðxÞ ¼ 0 on @1D: This lies a foundation for
the moving of planes. Now we can start from the right end of @1D; and move the
plane perpendicular to x1-axis toward the left. More precisely, let Tl ¼
fxARnjx1Xlg; Sl be the boundary of Tl: Let xl ¼ ð2l x1; yÞ be the reﬂection
point of x with respect to the plane Sl: We are going to show that, for x in the
intersection of Tl and D
vðxlÞXvðxÞ: ð14Þ
We want to show that the above inequality holds for e1plpe for some e4e140:
This is true when l ¼ e: Now we decrease l; that is, move the plane Sl toward the
left as long as inequality (14) remains true. By a standard argument (please see, for
example, [12,18,19] for more details), one concludes that the moving of planes can be
carried on provided
f ðx; vðxÞÞp f ðxl; vðxÞÞ for x ¼ ðx1; yÞAD with x14l4 e1: ð15Þ
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It is elementary to see that (15) holds if @f ðx;vÞ
@x1
p0 in the set
fxAD RðxÞo0 or x14 2e1g:
To estimate @f
@x1
; we use
@f
@x1
¼ 2mDfðyÞ þ u p1 @R
@x1
u þ RðxÞp @w
@x1
þ C0m þ 2mðeþ fðyÞ  x1Þ
  
:
First, we notice that the uniform convexity of the image of G near the origin
implies
DfðyÞp a0o0 ð16Þ
for some constant a0:
We consider the following two possibilities.
(a) RðxÞp0: Choose C0 sufﬁciently large, so that
@w
@x1
þ C0mX0:
Noticing that @R
@x1
p0 and ðeþ fðyÞ  x1ÞX0 in D; we have
@f
@x1
p0:
(b) RðxÞ40; x ¼ ðx1; yÞ with x14 2e1:
In the part where uX1; we use @R
@x1
u to control
Rp
@w
@x1
þ C0m þ 2mðeþ fðyÞ  x1Þ
 
:
This can be realized by choosing e1 sufﬁciently small and by our restriction (4) on R:
In the part where up1; in virtue of (16), we can use 2mDfðyÞ to control
Rp
@w
@x1
þ C0m þ 2mðeþ fðyÞ  x1Þ
 
:
Here again we use the smallness of R:
So far, our conclusion is: The method of moving planes can be carried on up to
l ¼ e1: More precisely, for any l between e1 and e; inequality (14) is true.
Step 4: Deriving the a priori bound. Inequality (14) implies that, in a small
neighborhood of the origin, the function vðxÞ is monotone decreasing in the x1
direction. A similar argument will show that this remains true if we rotate the x1-axis
by a small angle. Therefore, for any point x0AG; one can ﬁnd a cone Dx0 with x0 as
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its vertex and staying to the left of x0; such that
vðxÞXvðx0Þ 8xADx0 : ð17Þ
Noticing that wðxÞ is bounded in D; (17) leads immediately to
uðxÞ þ C6Xuðx0Þ 8xADx0 : ð18Þ
More generally, by a similar argument, one can show that (18) is true for any point
x0 in a small neighborhood of G: Furthermore, the intersection of the cone Dx0 with
the set fxjRðxÞXd0
2
g has a positive measure and the lower bound of the measure
depends only on d0 and the C1 norm of R: Now the a priori bound of the solutions
is a consequence of (18) and an integral bound on u; which can be derived from
Lemma 2.2.
This completes the proof of Theorem 1.
3. A supþ inf inequality
In this section, we prove Theorem 2. It is divided into ﬁve steps, where step 1 is
similar to that in [5].
Step 1: Reduction to the unit ball. Let u be a solution of (7). Let xo be a maximum
point of u in K: Consider the solution in the ball B ¼ BdðxoÞ: To obtain (8), it sufﬁce
to show that
uðxoÞ þ inf
B
upCða; A; dÞ: ð19Þ
Make a re-scaling
vðxÞ ¼ uðxo þ dxÞ þ 2 ln d;
we have
Dv ¼ %RðxÞevðxÞ jxjp1; ð20Þ
where %RðxÞ ¼ RðdxÞ and jr %RjpA (we may assume that dp1).
We will show that
vð0Þ þ inf
@B1ð0Þ
vpCða; AÞ: ð21Þ
Then inequality (19) follows suit.
To prove (21), we use a contradiction argument. Suppose that there is a sequence
of solutions funðxÞg of (20) violating (21), i.e.
unð0Þ þ inf
@B1ð0Þ
un-N
We will use the ‘method of moving spheres’ to derive a contradiction.
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Step 2: Preparation for moving spheres. In order to use the ‘method of moving
spheres’, it requires that %R be monotone in radial direction. To this end, we let
u˜nðxÞ ¼ unðxÞ  A
a
jxj: ð22Þ
Then u˜n satisﬁes the equation
Du˜n ¼ R˜ðxÞeu˜nðxÞ þ A
ajxj; 0ojxjp1; ð23Þ
where R˜ðxÞ ¼ %RðxÞe
Ajxj
a is monotone increasing in r ¼ jxj direction.
Without loss of generality, we may assume that u˜nð0Þ ¼ maxB1ð0Þ u˜n: For the
detailed justiﬁcation, please see [5] (Step 3 in the proof of the Theorem 1).
Let an ¼ e
u˜nð0Þ
2 ; make a re-scaling
vnðxÞ ¼ u˜nðanxÞ þ 2 ln an:
Then
vnð0Þ ¼ 0; Dvn ¼ R˜ðanxÞevnðxÞ þ anA
ajxj; 0ojxjp
1
an
: ð24Þ
Step 3: Moving the spheres. Let l be a positive number. Make a Kelvin transform
reﬂecting about the circle jxj ¼ ﬃﬃﬃlp :
vlnðxÞ ¼ vn
lx
jxj2
 !
þ 2 ln l 4 lnjxj:
Then vln satisﬁes
Dvln ¼ R˜
lanx
jxj2
 !
ev
l
n þ lanA
ajxj3 : ð25Þ
For each ﬁxed n; we compare vln with vn in the annulus
Gln  x
ﬃﬃﬃ
l
p
pjxjp 1
an
 
:
Let wln ¼ vn  vln: Then for l sufﬁciently small, we have
wlnðxÞX0; xAGln : ð26Þ
This can be seen from the following two facts:
(i) wlnðxÞXvnðxÞ þ 4 ln jxj  2 ln l;
(ii) wlnðxÞ ¼ 0 for jxj ¼
ﬃﬃﬃ
l
p
and
@wlnðxÞ
@r 40 for r small.
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Moreover, one can verify that for such small l
DwlnXR˜ðanxÞevn  R˜
lanx
jxj2
 !
ev
l
nX0; 8xAGln : ð27Þ
This is due to (26) and the monotonicity of R˜:
Based on (26) and (27), we are now able to move the sphere jxj ¼ ﬃﬃﬃlp ; that is, to
increase l while maintaining (26), until it reaches the limit. Deﬁne
loðnÞ ¼ supfl wlðxÞX0g: ð28Þ
Step 4: Estimating loðnÞ. Let lo ¼ %lim loðnÞ: We estimate lo:
Fix a l and let n-N: Then by Eq. (24) and a standard elliptic argument, we
conclude that vnðxÞ converges to a standard solution
vðxÞ ¼ ln 1ð1þ g2jxj2Þ2 ð29Þ
with g ¼ ðRð0Þ
8
Þ12: Consequently, by a straightforward calculation,
wlnðxÞ-2 ln
jxj2 þ g2l2
1þ g2jxj2  2 ln l  w
lðxÞ; as n-N: ð30Þ
Since for jxj ¼ ﬃﬃﬃlp ; wlðxÞ ¼ 0; in order to keep wlðxÞX0; we must have
d
dr
ln
r2 þ g2l2
1þ g2r2X0; for some r: ð31Þ
An elementary calculation shows that (31) is equivalent to
lp 1
g2
: ð32Þ
Consequently, for n sufﬁciently large, we have
loðnÞp 2g2: ð33Þ
Step 5: Reaching the desired inequality. According to the deﬁnition of loðnÞ; there
must exist some point xn on the outer boundary of G
l
n ; i.e. jxnj ¼ 1an; such that
wloðnÞn ðxnÞ ¼ 0: ð34Þ
Otherwise, one can further move the sphere (increase l) to contradict with the
deﬁnition that loðnÞ is the largest such l:
ARTICLE IN PRESS
W. Chen, C. Li / J. Differential Equations 195 (2003) 1–13 11
By virtue of (33) and (34), the deﬁnition of wln; and the fact vnp0; we obtain
vnðxnÞ  4 ln anp2 ln 2 4 ln g: ð35Þ
From the deﬁnition of vn and noticing that janxnj ¼ 1 and u˜nð0Þ ¼ 2 ln an; we
have
min
@B1
u˜n þ u˜nð0Þp2 ln 2 4 ln g:
Or equivalently
min
@B1
un þ unð0Þp2 ln 2 4 ln gþ A
a
: ð36Þ
Finally go back through the re-scaling in Step 1, we arrive at
sup
K
u þ inf
O
up2 ln 2 4 lnðadÞ þ A
a
: ð37Þ
This completes the proof of the theorem.
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