Abstract-Probing based approaches have been effectively used for network monitoring in the past. Probes such as ICMP pings provide an effective tool for detecting compromised nodes which try to delay or drop traffic. But an intelligent attacker may evade detection by giving preferential treatment to probe traffic. This is usually possible because probe packets have a different format from regular application packets and are easily distinguishable. The solution to this problem is to create stealthy probes which are indistinguishable from normal application traffic. In this paper, we build upon our earlier work on the design approaches for stealthy probing, and we propose a lightweight and effective scheme for generating stealthy probes.
INTRODUCTION
One promising approach for efficient and effective network monitoring is probing [1, 2, 3] . Probing based approaches involve sending test transactions over the network to monitor the health and performance of various network elements. Success or failure of these test-transactions depends on the success or failure of the network elements being tested. These test transactions are called probes. Probes are used to monitor a wide array of performance parameters including delay, loss, available bandwidth, traffic composition, routing behavior etc.
Probes such as ICMP pings provide an effective tool for detecting compromised nodes which try to delay or drop traffic. But such probes could be subject to differential treatment due to several reasons [13, 17] . A smart attacker who has captured a network node would delay or drop application packets to cause disruption in the functioning of a network, but the attacker would allow probe packets and their responses to pass through the compromised node in a normal manner. Using this technique, the smart attacker can avoid detection by the management system thereby rendering it ineffective.
In order to detect malicious attackers, there is a need to create stealthy probes which are indistinguishable from normal application traffic. When probes are made stealthy, the intruder is not able to differentiate the probes from regular application traffic. As a result, the compromised node ends up dropping or delaying both the probes and regular traffic, and the management system is then able to detect the presence of intrusion. In [17] we reviewed the design approaches for a mechanism to generate stealthy probes in a battlefield ad-hoc wireless environment. In this paper we build upon our earlier work and present a detailed scheme for generating stealthy probes. The scheme is robust to losses and delay which are characteristics of a battlefield ad-hoc network.
Stealthy probing allows a management system to be resilient to attacks by a malicious intruder. The primary goal of management is to ensure the health of a network including the detection of intrusions. If the management system itself falls prey to an intrusion, then it fails to fulfill its goals. Our scheme allows management traffic to flow without impediment even in the presence of intruders who have compromised some network nodes. Management survivability is crucial to network survivability and the use of stealthy probing is an important step in that direction.
The remainder of this paper is divided into five sections. We begin with an introduction to stealthy probing and cite some of the relevant work done in the area. We then describe the design decisions chosen from the alternatives that we had proposed in our earlier work. Next, we present the system design for our proposed stealthy probing scheme. We finally conclude with results from our simulations and outline possible future work in the area.
II. RELATED WORK
We presented a detailed survey of past approaches on stealthy probing in [13] . There are several limitations in the stealthy probing research done in the past. Many proposed approaches demand heavy instrumentation or added processing overhead at the intermediate nodes. The attackers may manifest themselves in innovative ways defeating many proposed strategies that provide defense only against specific attacks. Many proposed defenses become infeasible and ineffective due to the lack of deployment incentive at various areas of the network.
In the past, packet stamping has been used by many researchers for developing defense mechanisms against denial of service attacks. A survey of past work on packet stamping is presented in [17] . A packet stamping mechanism most relevant to our approach is proposed in [19] , where the authors propose to use an access control mechanism, called Easy-pass, to prevent unauthorized access to network resources. A unique pass is attached to each legitimate IP packet. This pass is verified by an ISP edge router to provide access to the protected network resource.
We develop stealthy probes by stamping the IP packets in such a fashion that the probe traffic is indistinguishable from the regular traffic to all nodes not knowing the legitimate stamp sequence. Like the proposed DDoS defense mechanisms, stealthy probing requires dynamically changing stamps, insertion of stamps at the source and verification at the destination. However, unlike the stamping mechanism used for the DDoS defense mechanisms mentioned above, routers enroute cannot be used to generate and/or validate the stamps. Also, unlike the DDoS defense mechanism, only the probe packets are stamped with the capabilities. Furthermore, the stamping needs to be stealthy to prevent unauthorized nodes from identifying stamped packets from unstamped packets. All these features help to make the scheme lightweight, an important consideration in battlefield ad-hoc networks.
III. DESIGN CHOICES
Various design issues need to be addressed while developing a stealthy probing mechanism in a battlefield adhoc wireless network. In [17] we discussed these issues and possible design choices in detail. Here we briefly state these design alternatives and the methods chosen for our algorithm.
• Probes can be sent separate from the regular application traffic or can be piggybacked on the regular application traffic. We choose to send probe packets separate from the regular traffic.
• In the two approaches described above for sending probes, care needs to be taken to ensure that the probes are still distinguishable at probing endpoints to identify and extract the probe information from the application packets. This probe identification could be done by using a pseudo-random sequence or by packet stamping. We choose the packet stamping mechanism in our algorithm.
• For the packet stamping mechanism, an essential property is to generate stamps which are hard to predict. The first approach is to have the sender and receiver agree on a key k and seed s. The initial stamp S is generated by using a function f() on k and s. Subsequent stamps could be generated by applying f() on the previous stamp value. The receiver uses the same mechanism to generate the stamps and uses a simple comparison operation to verify probe stamps. The second mechanism is to dynamically change packet stamps using a chain of one-way hash functions. We stick to the first approach in our algorithm.
• The process of updating the stamp at both sender and receiver can be done in several ways. Both sender and receiver can mutually agree on an update mechanism (time-based or traffic-based) and individually update the stamp value. Another approach to update stamp value is to make one node decide the next stamp value and inform the other node of the changed stamp. We use the mutual update mechanism in our algorithm.
IV. SYSTEM DESIGN
In this section we propose a design for implementation of stealthy probing. Probe traffic is designed such that the probe packets look similar to the application packets commonly present in the application traffic in the network under consideration. We disguise the probe packets to look like regular application packets (e.g. HTTP). Thus the probing application generates probe packets similar to the application packets and inserts a stamp in the IP header. We use a 16-bit stamp and place it in the IP identification field of the IP header. The receiver checks the received packets for valid stamps. On identifying a packet with a valid stamp, the packet is forwarded to the probing application. To avoid detection of any specific pattern in the stamps inserted in the probe packets the stamps are changed for each packet and regular application packets are also stamped with random values that do not form valid stamps.
A. Architecture Figure 1 shows the architecture of our scheme with the network stack at both the probe generator (sender) and the probe receiver. 
B. Probe Sender
Algorithm 1 shows the procedure followed by the probe sender. The sender initiates the procedure by generating the key K, seed S for probe packets, seed S′ for application packets, and ¨, the average time to send 8 probe packets. The key and seed for probe packets are unique for each source-destination pair in the network. The sender communicates this information with the receiver making use of an initial secure channel. The seed for application packets is chosen arbitrarily by the node that sends these packets.
The seed S for probes is of 5 digits, starting from 0 and incremented by 1 for consecutive probes until 2 15 -1 is reached, when it is wrapped around. The seed for application packets Sś tarts from 2 15 and is incremented similar to probes until 2 16 -1 when it is wrapped around back to 2 15 . A 5 digit key value is interspersed into the seed and the resulting 10 digit value is passed as an input to the 32 bit version of the FNV1 hash function [18] . The resulting 32 bit hash value is XOR folded [18] to 16 bits so that the stamp can fit into the IP Identification field. The same procedure is used at the receiver end to create the window of acceptable stamps for the probe packets.
The probe application passes S and K along with the transport and application layer headers directly to the IP layer using a raw socket. The use of raw socket gives flexibility for the probe application to create contents of both the application and transport layer headers resembling any of the common applications. The Id_Generation algorithm at the IP layer creates the ID field for every packet to be sent. We use the FNV-hash function [18] to create the ID field. FNV hashes are designed to be fast while maintaining a low collision rate. The high dispersion of the FNV hashes makes them well suited for hashing nearly identical strings such as URLs, hostnames, filenames, text, IP addresses, etc.
Application packets on the other hand are passed to the IP layer from the transport layer using the regular socket interface. The IP layer generates the stamps for these packets using the same hashing algorithm that is used for probe packets, except that the seed S′ is used instead of S.
C. Probe Receiver
Algorithm 2 shows the pseudocode for the probe receiver. The receiver has the critical task of distinguishing the probe packets from the regular application packets. The receiver should also determine if the probe packets have a valid stamp. While validating the stamps, the receiver must take into consideration the losses and delay which are common in wireless ad-hoc battlefield networks. To address this issue, we maintain a stamp_window of 32 acceptable stamps. When the receiver node's IP layer receives a packet, the ID field of the packet is checked with the sequence of valid stamps stored in stamp_window. If there is a match, then the packet received is a probe packet. If the packet received was not a probe (because its ID field did not match any of the stamps stored in stamp_window), then the packet is regarded as being an application packet and it is sent to the transport layer, similar to a normal operation of the IP layer.
When a received packet is determined to be a probe because its ID field matched a stamp stored in the stamp_window, it is also necessary to check if this is a new Whenever a probe matches a slot in stamp_window the corresponding slot in flag_window is checked. If the slot in flag_window is 1, then this means that the probe received is a duplicate probe and it is dropped. Else, the probe received is a legitimate probe packet and the slot in flag_window is changed to 1. The valid probe contents are then sent to the probe application directly using a raw socket.
Each time a new probe packet is received, the Update_Window algorithm is invoked to update the stamp_window and flag_window. The next subsection explains the operation of the window scheme.
Algorithm 1. Pseudocode for Probe Sender

Initialization:
Generate key for hashing K, seed S for probes, seed S′ for application packets, and ¨, the average time to send 8 probe packets. Communicate K, S, and ¨ to the receiver and receive acknowledgement making use of an initial secure channel. Send K, S, and S′ to the IP layer using raw socket interface. The IP layer constructs the ID field for every packet to be transmitted.
Id_Generation:
1. if packet to be transmitted is a probe packet then 2. Set packet's ID field = FNV1_hash (K, S, 1) 3. S = (S + 1) mod 2 Set timer to expire at ¨ 6.
Pass packet using raw socket to probe application 7. else if result = 1 then 8.
// recvd_packet is a duplicate probe 9.
Drop recvd_packet 10. else // recvd_packet is an application packet 11.
Pass packet to transport layer 12. end if
D. Window Scheme
As explained in the previous subsection, the stamp_window and flag_window are used to determine whether or not a received packet is a valid probe packet. As successive probes are received and they match the successive stamps in the stamp_window, we must slide the windows to the left so the next sequence of stamps can be loaded from the right. To reduce overhead, we slide the windows in steps of 8 after receiving 8 valid probe packets and also load 8 new stamps on the right end of the window. This procedure would normally be sufficient if probes were not lost or delayed. In reality, probes are usually transmitted over an unreliable transport layer such as UDP. As a result, probe packets can get lost or delayed, and also probes can be received in a different order than the order in which the sender transmitted them. In the absence of any mechanism to deal with these situations, the window scheme can get confused or even get deadlocked. The purpose of the Update_Window algorithm is to help keep the window moving smoothly when such abnormal events occur.
When the first probe is received, a timer is started. This timer expires at ¨, which is the expected period of time to receive 8 probe packets. We maintain a tracker which points to a slot in the flag_window. The tracker, in conjunction with the timer mechanism, helps to account for the delay, loss, and clock synchronization issues in the network. The tracker tracks the currently active octet of stamps. Throughout the process we take care to see that the tracker does not move beyond the middle of the window. If it does, we slide the window to the left by an octet ensuring that the tracker is not beyond the middle in the new window that results. The sliding procedure comprises of two steps. In the first step we shift the stamps in stamp_window and the flags in flag_window to their left by 8 positions. In the second step we update the last 8 positions of stamp_window and flag_window with the next 8 stamps in the probe sequence and zeroes, respectively.
There are three conditions under which we slide the window. These conditions are described in the three cases that follow, and are also illustrated in Figures 2, 3, and 4 respectively. The figures show only the flag_window and the tracker, but it should be understood that the stamp_window is also updated in a corresponding manner. Similarly, the descriptions under each case below only mention the flag_window and the tracker, but again it is implied that the stamp_window is also updated in a corresponding manner.
Case 1:
The first case is when all the stamps in the first octet are received before timer expiry. This means that these stamps have arrived without loss or significant delay. So we slide the window to the left by 8 slots. We also move the tracker to the left by 8 slots, so it still points to the same stamp that it pointed to previously. In Figure 2 (a) the first eight probes have been received before timer expiry. Figure 2(b) shows flag_window after the sliding of the window and updating of the tracker.
Algorithm 2 (contd). Pseudocode for Probe Receiver
Check_ID_Field (recvd_packet):
1.
// this is a probe packet 4.
if
// this is a new probe 6.
flag_window 
Case 2:
The second case is when at least one stamp in the last octet is received. This accounts for the case when some stamps in the first octet were lost or delayed in transmission so Case 1 did not occur. We slide the window as the missing stamps in the first octet are perhaps lost. In the unlikely event that they arrive at a later point of time, they will be dropped. This is the cost of keeping the window current so the active stamps from the sender can be recognized and accepted. In Figure 3 (a) a stamp in the last octet is received before timer expiry. Figure 3(b) shows the final updated window. Once again, as in Case 1, the tracker is moved to the left by 8 slots, so it still points to the same stamp that it pointed to previously. 
Case 3:
The third case is when the timer expires before either Case 1 or Case 2 occurs. In this case, the tracker is moved to the right by 8, but we do not slide the window. This allows extra time for some of the missing packets to arrive. However, if the tracker moves beyond the middle of the window, then the window is slid to the left by 8. This might happen if some of the initial stamps were lost or delayed significantly, in which case it is better to slide the window now without waiting for the old stamps. When the window is slid to the left by 8, the tracker is moved to the left by 8 as well, thus leaving it in the same position it was in before the timer expired. Figure 4 (a) shows this situation. When the timer expires, the tracker will be moved to the right by 8. However, the tracker would then move beyond the middle of flag_window. So we slide the window and update tracker so it stays in the same position as when we started this case. Figure  4(b) shows the final window and tracker position. 
V. SIMULATION RESULTS
We simulated the proposed scheme using OPNET Modeler 12.0 [20] . The network model consists of a source node connected to a destination node via an intermediate network modeled in OPNET as an Internet cloud. The source generates application packets and probe packets and injects them into the network. The network may lose packets, delay packets, or reorder packets on a random basis. The destination node for the probes implements the window scheme as discussed earlier.
Below we discuss some of the results observed in this simulation.
The main performance measure monitored by us in the simulations was the percentage of probes lost due to the window scheme. We regard a probe as being lost by the window scheme when an arriving probe does not match any of the stamps in the stamp_window. The algorithm considers such an arriving packet to be an application packet. However, in the simulation, the source node marks all probe packets transmitted, and this mark can be checked at the destination. The mark is used to determine whether or not an arriving probe was incorrectly rejected (i.e. lost) by the window scheme because the ID field did not match the stored stamps. The failure to match happens when the packet was delayed and the stamp_window has moved on so it no longer contains the stamp of the packet being received at this time. 
A. Stamp Window Progress
In Section 4.4, we described the three cases that result in a sliding of the stamp_window. The graph in Figure 5 shows which cases led to the sliding of the window at the receiver node as time progresses in the first 6 minute time slice of the 20 hour simulation. In this simulation experiment, 5% of the probes were delayed and 5% of the probes were lost in the network. A probe loss rate of 0.23% was observed due to the window scheme. 
B. Variation in Delay and Simulation Duration
We then analyzed the performance of the algorithm by varying the delay and simulation duration. The results are summarized in Figure 6 . As the network delay increases, there is an increase in the loss of probes due to the window scheme but the loss does not go beyond 0.4% in the worst case even when 100% of probes are delayed. With increase in simulation duration the loss rate did not follow any pattern. The loss was 0 for the scenarios which had simulation duration of less than 10 hours and with less than 33% probes delayed. The results show that the scheme is robust to delay. 
C. Variation in Loss and Simulation Duration
The next set of simulations was to evaluate the performance of the algorithm with variation in loss and simulation duration. The results are shown in Figure 7 . As the loss rate in the network increases there is an increase in the probes lost due to the window scheme. The algorithm is robust for low loss rates. For example, below 33% loss rate in the network, the loss of probes due to window scheme is below 0.5%. When the loss rate in the network increases to 50% (not shown in this figure) the loss due to the window scheme becomes unacceptably high. Thus the results show that the scheme is robust when network loss rates are at reasonable levels (less than 50%).
D. Variation in Clock Skew
Since our scheme is based on an average rate of probing agreed between the probing endpoints, the variation in the clock skew between the receiver and sender clocks should be taken into consideration. We ran simulations by increasing and decreasing the probing rate at the sender for practical variations in clock skew. The results are summarized in Figure 8 . We find that our scheme is robust to variations in clock skew and the maximum percentage of probes lost due to the window scheme does not exceed 0.22%.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a detailed scheme for implementing stealthy probing. We build upon our earlier work on the design issues, and make choices from the alternatives proposed to build a mechanism to implement stealthy probing. The results show that the scheme is robust to loss, delay and variation in the clock skew. Our future work would be twofold. First, we would like to address the assumption on the probing rate which is agreed between the probing endpoints. It should be possible to design a dynamic scheme in which the sender's rate of sending probes is not known to the receiver and may dynamically vary over time. Second, we would like to look into alternative schemes for implementing stealthy probing.
