An original graph clustering approach to efficient localization of error covariances is proposed within an ensemble-variational data assimilation framework. Here the localization term is very generic and refers to the idea of breaking up a global assimilation into subproblems. This unsupervised localization technique based on a linearized state-observation measure is general and does not rely on any prior information such as relevant spatial scales, empirical cut-off radius or homogeneity assumptions. It automatically segregates the state and observation variables in an optimal number of clusters (otherwise named as subspaces or communities), more amenable to scalable data assimilation. The application of this method does not require underlying block-diagonal structures of prior covariance matrices. In order to deal with inter-cluster connectivity, two alternative data adaptations are proposed. Once the localization is completed, an adaptive covariance diagnosis and tuning is performed within each cluster. Numerical tests show that this approach is less costly and more flexible than a global covariance tuning, and most often results in more accurate background and observations error covariances.
Introduction
Much attention has been devoted in data assimilation to the modeling of background or/and observation error covariance representation, B or/and R respectively. These prior covariance matrices can be estimated from the help of a correlation kernel (e.g. [26] , [24] ) or a diffusion operator (e.g. [21] ), or they may be improved by the NMC method ( [23] ), ensemble methods ( [6] ), time lagged modelling ( [28] ) or some iterative methods for which a part of B and/or R is supposed to be perfectly known e.g. [9] , [8] , [5] . These approaches quite often rely on converged state ensemble statistics, noiseless dynamical system or assumption of error amplitude ( [5] ). These conditions are sometimes difficult to be satisfied in an industrial context which holds limited accessibility to historical data.
In fact, in the case of high-dimensional systems, if the ensemble is too small, the estimated full error covariance matrix will most likely be rank deficient and polluted by spurious correlations at long distances. The idea of localization relies on the intuitive idea that distant states of the system are more likely to be independent, at least for sufficiently short time scales. For many application fields, such as geophysical sciences, the system state depends on spatial coordinates, which are easily monitored and comprehended, and it is then possible to spatially localize the analysis. For other systems (e.g. the interchannel radiance observation, [13] ), the correlation between different ranges/scales of the state variables may not be directly interpreted in terms of spatial distances and the assumption of weak long-distance correlations might be less relevant ( [2] ). In this paper, we will refer to the more generic "long-range correlation" expression instead. Also, there might be situations for which a prior covariance structure has limited spatial extent, that is smaller than the support of the observation operator that maps state space to observations space. In this case, non-local observations, i.e. observations that cannot be really allocated to one specific spatial location, because they may result from spatial averages of linear or non-linear functions of the system variables can have a large influence on the assimilation, cf. work of [30] .
Existing localization methods are mainly two kinds: -covariance localization and -domain localization. The first family of localization methods is implicit in the sense that it directly works on a regularization of the covariance matrix (e.g. [33] ) that is operated using a Schur matrix product with certain short-range predefined correlation matrices, such as the Gaspari-Cohn correlation function ( [14] ). The Schur product theorem ensures the (semi)definitiveness of the new matrix and therefore avoids the introduction of spurious long-range correlation. These methods have been widely improved, in particular for ensemble-based Kalman filters (EnKF) (e.g. [11] ) where the covariance localization is crucial to produce more accurate analyses.
The second class of families (i.e. domain localization) is more explicit and performs data assimilation for each state variable by using only a local subset of available observations, typically within a fixed range of this point, as for instance the LETKF method of [18] in a EnKF framework. In this case, a relevant localization length must be carefully chosen. This is the main disadvantage of the approach. For instance, if this length is chosen too small, some important short-to medium-range correlation will be falsely neglected.
Recent works have shown that a local diagnosis/correction of background-observation covariance computation could be helpful for improving the forecast quality of the global system, e.g. [31] , as well as reducing the computational cost. From the point of view of an observation, it introduces the concepts of -domain of dependence, i.e. the set of elements of the model state that are used to predict the model equivalent of this observation; and of -the region of influence, i.e. the set of analysis states that are updated in the assimilation using this observation. According to [31] , difficulties appear with the domain localization when the region of influence is far offset from the domain of dependence. In fact, the former may be imposed based on prior assumptions while the later is obtained from the linearized transformation operator, which depicts how the state variables are "connected" via the observations.
To summarize, the main drawback of localization performed that ways is that the cut-off or distance thresholds are somewhat arbitrarily chosen and may result in removal of true physical long-range correlations, thus inducing imbalance in the analysis as mentioned by [15] . In fact, data assimilation often deals with non-uniform inhomogeneous error fields, containing underlying structure due to the heterogeneity of the data, which calls for powerful unsupervised localization schemes. This points to the relevance of more efficient and less arbitrary segregation operators. One of the main objectives of unsupervised learning is to split a data set into two or more classes based on a similarity measure over the data, without resorting to any a priori information on how the community clustering should be done (see [16] , section 14). In this study, we choose to segregate the state variables directly based on the information provided by the state-observation mapping. This unifying approach avoids potential conflicts between the region of influence and the domain of dependence of the localized assimilation.
A first original idea of our work, is to turn to efficient localization strategies based on graph clustering theory, which are able to automatically detect several clusters or "communities" (we will also refer to them as "subspaces" in the state and observation space) of state variables and corresponding observations. This clustering of variables will allow more local assimilation, likely to be more flexible and accurate than a standard global assimilation technique. Some elements of graph theory have already been introduced in data assimilation algorithms, for example in [19] where each edge represents a conditional dependence among state variables and observations. In this paper, we adopt a different approach where community detection algorithms are applied in a network of state variables in order to improve the subspaces segmentation. This network, called an observation-based state network, will only depend on the linearized transformation operator H between state variables and observations. More precisely, our objective is to classify the state variables represented by the same observation to the same subspace, regardless of their distance.
Assuming the graph clustering approach has been efficient for localizing several state communities, data assimilation/covariances diagnosis still has to be performed within each of them. To this end, it is crucial to assign appropriate subset of observations to each community of state variables, and different modeling and computational approaches are possible along those lines.
Similar to [31] , our strategy is then to conduct standard error covariance estimation in the detected subspaces. As mentioned previously, remarkable effort has been made on posterior diagnosing and iterative adjustment of error covariance quantification, especially by the meteorology community. (e.g. [9] , [8] ). Among these works, the tuning method of Desroziers and Ivanov (also known as DI01 ), which consists of finding a fixed point for the assimilated state by adjusting the ratio between background and observation covariance matrices amplitude without modifying their structures, is widely adopted in numerical weather prediction. This approach presents the advantage that it can be implemented in a static data assimilation problem or at any step of a dynamical data assimilation process for both variational methods and Kalman-type filtering, even with limited background/observation data, which is not the case for a full covariance estimation/diagnosis (e.g. [8] ). The later is based on statistics of prior and posterior innovation quantities. In fact, the deployment of DI01 in subspaces has already been introduced in [4] for block diagonal structures of B and R. In this paper, we adopt a DI01 approach that we extend to a more general approach, where the block diagonal structure of the covariances matrix is no longer required, but covariance between extra-diagonal blocks remains accounted for.
The paper is organized as follows: the standard formulation of data assimilation is introduced, as well as its resolution in the case of a linearized Jacobian matrix, in section 2 We then explain how this Jacobian matrix, considered as a state-observation mapping, can be used to build an observation-based state network where the subspaces decomposition is carried out by applying graph-based community detection algorithms. The localized version of DI01 is then introduced (section 4) and investigated in a twin experiments framework (section 5). We close the paper with a discussion (section 6).
Data assimilation framework
The goal of data assimilation algorithms is to correct the state x of a a dynamical system with the help of a prior estimation x b and an observation vector y, the former being often provided by expertise or a numerical simulation code. This correction brings the state vector closer to its true value denoted by x t , also known as the true state. In this paper, each state component x i is called a state variable while y j is called an observation. The principle of data assimilation algorithms is to find an optimally weighted combination of x b and y by optimizing the minimum cost of a cost function J defined as:
where the observation operator H denotes the mapping from the state space to the one of observations. B and R are the associated error covariance matrices, i.e.
Their inverse matrices, B −1 and R −1 , represent the weights of these two information sources in the objective function. Prior errors, b and y , are supposed to be centered Gaussian variables in data assimilation, thus they can be perfectly characterized by the covariance matrices, i.e. b ∼ N (0, B), (7) y ∼ N (0, R).
The two covariance matrices B and R, which are difficult to know perfectly a priori, play essential roles in data assimilation. The state-observation mapping H is possibly nonlinear in real applications. However, for the sake of simplicity, a linearization of H is often required to evaluate the posterior state and its covariance. The linearized operator H, often known as the Jacobian matrix in data assimilation, can be seen as a mapping from the state space to the one of observation.
In the case where H = H is linear and the covariances matrices B and R are well known, the optimization problem (1) can be perfectly solved by linear formulation of BLUE:
which is also equivalent to a maximum likelihood estimator. The Kalman gain matrix K is defined as:
Several diagnosis or tuning methods, such as the ones of [8] , [9] , [10] have been developed to improve the quality of covariance estimation/construction. Much effort has also been devoted to apply these methods in subspaces (e.g. [31] , [25] ). The subspaces are often divided by the physical nature of state variables or their spatial distance. The prior estimation errors are often considered as uncorrelated among different subspaces. A significant disadvantage of this approach is that the cut-off correlation radius remains difficult to determine and the hypothesis of no error correlation among distant state variables is not always relevant depending on the application.
State-observation localization based on graph clustering methods
For the purpose of the simplicity of implementation, representing state variables/observations by block diagonal matrices is sometimes used in data assimilation (for example, see [3] ). In this case, only uncorrelated state variables can be separated. In this work, we are interested in applying covariance diagnosis methods in subspaces identified from the state-observation mapping, and we wish to make no assumption of block diagonal structures of the covariance.
The state subspaces will be detected thanks to an unsupervised graph clustering learning technique. Here, the graph will be formed by a set of vertices (i.e. the state discrete nodes) and a set of edges (based on a similarity measure over the state variables-observations mapping) connecting pairs of vertices. The graph clustering will automatically group the vertices of the graph into clusters taking into consideration the edge structure of the graph in such a way that there should be many edges within each cluster and relatively few between the clusters.
State space decomposition via graph clustering algorithms

Principles
Here, the idea is to perform a localization by segregating the state vector x ∈ R nx (we drop the background or analysed subscript for the ease of notation) into a partition C of subvectors: C = {x 1 , x 2 , . . . , x p }, each x i being non-empty. We will call later C a clustering and the elements x i clusters. Similarly to the standard localization approach, for each identified subset of state variables, it will then be necessary to identify an associated subset of observations: {y 1 , y 2 , . . . , y p }.
In the work of [32] , a threshold of spatial distancer is arbitrarily imposed a priori to define local subsets of state variables influenced by each observation during the data assimilation updating. In other words, each observation component y i , of the complete vector y, is only supposed to influence the updating of a subset of state variables within the spatial range ofr. This subset of state variables
where φ measures some spatial distance, is called the region of influence of y i .
However, that method faces a significant difficulty when the Jacobian matrix H is dense or non local, i.e. the updating of state variables depends on observations out of the region of influence. In fact, the non-locality of matrix H may contain terms that will induce a "connection" between state variables and observations beyond the critical spatial ranger. The domain of dependence defined as:
is introduced to quantify the range of this state-observation connection which is purely decided by H instead of the spatial distance. [32] have shown that problems may occur in the covariance diagnosis when R influence (y i ) and D dependence (y i ) do not overlap. This incoherence not only impacts the assimilation accuracy but also the posterior covariance estimation. This phenomenon is also highlighted and studied in the work of [30] where the author proposes an extra step to assimilate observations outside the region of influence.
Observation-based state connections
Rather than considering the region of influence, our proposed approach uses a clustering strategy directly based on the domain of dependence, i.e. taking advantage of the particular structure of the Jacobian H. The main idea is to separate the ensemble of state variables into several subsets regarding their occurrence in the domains of dependence of different observations. We introduce the notion of observation-based connection between two state variables x i and x j when they appear in the domain of dependence of the same observation y k , i.e. ∃k, such that
For a linearized state-observation operator H, it is simply equivalent to ∃k, such that H k,i = 0, H k,j = 0.
Our goal is to determine if we can group the state variables which are strongly connected based on the observations, regardless of their spatial distance. In order to do so, we define the strength of this connection for each pair of state variables. In fact, H can be seen as some form of weighted mapping between the space of state variables and the one of observations, which allows us to define the connection strength, quantified by a function S as a sum of conjugated coefficients multiplication in H, i.e,
where | · | represents the absolute value function on the whole matrix, so the function is symmetric. Moreover, we will assume that the function is null when measuring the connection strength of one state variable with itself. We now consider an undirected graph G that is a pair of sets G = (x, E), where x plays the role of the set of vertices (the number of vertices n x is the order of the graph) and the set E contains the edges of the graph (the edge cardinality, i.e. |E| = m represents the size of the graph). Each edge is an unordered pair of endpoints {x k , x l }. We are going to use our measure S as a weight function to define the weighted version of the graph G S = (x, E, S). This translates into the weighted adjacency matrix A G S of the graph, that is a n x × n x matrix
This matrix will be useful to perform the graph clustering. Each edge of the graph thus represents the connection strength between two state variables. For some problems, it is possible to organize the graph into clusters, with many edges joining vertices of the same cluster and comparatively few edges joining vertices of different clusters. We have the partition C = {x 1 , x 2 , . . . , x p } of x, and we identify a cluster x i with a node-induced subgraph of G S , i.e. the subgraph G S
is the set of intra-cluster edges and E\E(C) is the set of inter-cluster edges of cluster x i respectively, with |E(C)| = m(C) and |E\E(C)| =m(C), while E(x i , x j ) denotes the set of edges connecting nodes in x i to nodes in x j . It is important to stress that the identification of structural clusters is made easier if graphs are sparse, i. e. if the number of edges m is of the order of the number of nodes n x of the graph ( [12] ).
Clustering algorithms
One of the main paradigms of clustering is to find groups/clusters intra-cluster density vs. inter-cluster sparsity. Despite the fact that many problems related to clustering are NP-hard problems, there exist many approximation methods for graph-based community detection, such as the Louvain algorithm ( [1] ) and the Fluid community algorithm ( [22] ). These methods are mostly based on random walks or centrality measures in a network with the advantage of low computational cost. The use of graph theory in numerical simulation problems such as the Cuthill-McKee algorithm ( [7] ) already exists, for instance for sorting multidimensional grid points in a more efficient way (in terms of reducing the matrix band). In this paper, we introduce a different approach with the objective of identifying observation-based state variable communities which will be later considered as state subsets in covariance tuning. The community detection is performed on the observation-based state network, regardless of the algorithms chosen. Considering the computational cost, the Fluid community detection algorithm proposed by [22] could be an appropriate choice for sparse transformation matrix because its complexity is linear to the number of edges in the network, i.e. O(|E|).
In real applications of graph theory, the number of optimal cluster p is often not known in advance. Finding appropriate cluster number remains a popular research topic. Several methods have been developed in order to propose some objective functions with notion of optimal coverage, performance or inter-cluster conductance, e.g. the Elbow method ( [20] ) or the Gap statistic method ( [29] ). For instance the following performance metric will be used later for the experiments in section 5.2:
It represents the fraction of node pairs that are clustered correctly, i.e. those connected node pairs that are in the same cluster and those non-connected node pairs that are separated by the clustering.
A simple example
For illustration purpose, inspired by the pedagogical approach of [31] , we consider the following simple system with x ∈ R nx=9 and y ∈ R ny=4 :
where the magnitude of non-zero H entries is assumed constant for simplicity, which leads to the associated state-observation transformation function:
The obtained observation-based adjacency matrix is represented in Fig. 1(a) and is quite sparse with only m = 19 edges. The clustering result obtained by the Fluid community detection algorithm is illustrated in Fig. 1(b) . Two communities (red and blue colors) of state variables could be identified, where points in each community are tightly connected. In particular some intra-cluster nodes with strong connections (eg. {x 1 , x 2 } or {x 5 , x 7 }) are well identified by the algorithm, in accordance with the large values of the adjacency matrix. However, connections across clusters can also be found, for example the connection {x 3 , x 5 }. These inter-cluster connections, are still managed by the algorithm. In fact, an output partition of perfect (noise free) subsets can hardly be obtained in real application problems.
After the identification of the state clusters, we need to associate each one with an ensemble of observations. As discussed previously, difficulty appears for observations with domains of dependence spanning across multiple clusters. In this case, it is necessary to operate some data preprocessing. For instance, the assignment of {y 0 } and {y 3 } respectively to the first (red) and second (blue) state community is without ambiguity while both {y 1 } and {y 2 } are overlapped by the two communities. Dealing with this type of overlapping in the observation partition is therefore crucial for the covariance tuning.
Dealing with inter-cluster observation region of dependence for assimilation
Assuming that a p-cluster structure C = {x 1 , x 2 , . . . , x p } is provided by the community detection algorithm, we should assign, for each cluster x i , an associated observation subset y i , in order to perform local covariance tuning later on. As we will see in the following, while the partition C = {x 1 , x 2 , . . . , x p } of x will remain the same, the partition of the observations {y 1 , y 2 , . . . , y p } will be constructed on a subvector of observationsỹ ∈ R nỹ≤ny or on a modified vector of observationsŷ ∈ R ny . In this work, we propose two alternative methods, named "observation reduction" and "observation adjustment", providing appropriate observation subsets associated with each state cluster.
Observation reduction
Applying this strategy, the observation components y k with connections to several state variable clusters must be identified and cancelled, i.e. all observations such that, ∂y k=0,...,ny−1
for more than a single cluster, must be withdrawn from the assimilation procedure. Nevertheless, we emphasize that these observation data can still be used later on for evaluating the posterior estimation x a in the data assimilation procedure. Back to Eq. (18), the observations {y 1 } and {y 2 } are voluntarily excluded to perform the covariance correction, i.e. the tuning will be performed with only two clusters of subvectors:
The reduced global state-observation operatorH thus becomes H = 0.25 × 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 0 1 1 .
Observation adjustment
Here, the idea is to modify the observation data dependent on multiple clusters, in order to simply keep its strongest dependence to a single cluster. This way, each observation will be assigned to only one subset of state variables based on the state-observation mapping. This is done by substracting from the original observation value, the contribution of the surplus quantity related to the other clusters. We rely on the values of the background states to evaluate those surpluses. If more than one background state sample is available (that will be the case in the next section), the expected value of the background ensemble is used instead.
For example, if {y l } has stronger ties to x j , then it should be readjusted as:
where E b [.] denotes the empirical expected value based on the prior background ensemble at hand. This approach leads to an adjusted Jacobian matrixĤ that induces adjacency matrix with no overlapped domains. This is obviously an approximation due to the averaged operator. In fact, there are two error sources, a main one coming from the prior backgroup measure and another one due to the sampling error. We will see examples in section 5.2 Applied to the example, {y 1 } and {y 2 } can be respectively adjusted to belong to the first and the second cluster. With the help of background state x b , Eq. (18) can be adjusted to:
Thus the new operator can be written as: 
For real applications, one may envision a mixture of these two approaches.
Desroziers & Ivanov covariance tuning algorithm
Now that we have localized our system based on the state-observation linearized measure, and thanks to graph clustering methods, we are going to explain how we proceed with our local covariance tuning within each subdomain.
Error covariance diagnosis and tuning
The [9] tuning algorithm (DI01 ) was first proposed and applied in the meteorological science at the beginning of the 21st century. This method is based on the diagnosis and verification of innovation quantities and has been widely applied in meteorology and geoscience (e.g. [17] ). Consecutive works have been carried out to improve its performance and feasibility in problems of large dimension such as the study of [4] .
It was proven in [27] and [9] that, under the assumption of perfect knowledge of the covariance matrices B and R, the following equalities are perfectly satisfied in a 3D-VAR assimilation system:
where x a is the output of a 3D-VAR algorithm with a linear observation operator H. In practice, this is seldomly the case and one has to deal with imperfect knowledge of the covariance matrices. Nonetheless, if we assume that the correlation structures of these matrices are well known, then it is possible to iteratively correct their magnitudes. Using the two indicators
where q is the current iteration, the objective of the DI01 tuning method is to adjust the ratio between the weighting of B −1 and R −1 without modifying their correlation structure:
These two indicators act as scaling coefficients, modifying the error variance magnitude. We remind that both the reconstructed state x a and the gain matrix K q depend on B q , R q and thus on the iterative coefficients s b,q , s o,q . The application of this method in subspaces where matrices B and R follow block-diagonal structures has also been discussed in [9] . Compared to other posterior diagnosis or iterative methods, e.g. [8] , [5] , no estimation of full matrices is needed and only the estimation of two scalar values (J b , J o ) is required in DI01 . Therefore, this method could be more suitable when the available data is limited. Another advantage relates to the computational cost of this method as DI01 requires only the computation of matrices trace which can be evaluated in efficient ways.
According to [4] , the convergence of s b and s o can be very fast, especially in the ideal case where the correlation patterns of B and R are perfectly known. Under this assumption, [4] proved DI01 is equivalent to a maximum-likelihood parameter tuning. In addition, large iteration number is not required as the first iteration could already provide a reasonably good estimation of the final result.
Application of DI01 in subspaces
The application of data assimilation algorithms, as well as the full observation matrix diagnosis has been discussed in [31] . Following the notation of their paper, we introduce the binary selection matrix Φ i x , Φ i y of the i th subvector with
where i is the index of the subspace. The data assimilation in the subspace, as well as localized covariance tuning could be easily expressed using the standard formulation with projection operators Φ i x and Φ i y . Given the example of the first pair of state and observation subsets in the case of Fig. 1 , we have 
In the case of data reduction strategy (Eq.20),
while for data adjustment strategy, Φ 1 y,adjustment = 1 0 0 0 0 1 0 0 .
The error covariances matrix B i (resp. R i ) associated to x i b (resp. y i ) can be written as:
Therefore, the associated analyzed subvector x i a could be obtained by applying data assimilation procedure using x b i , y i , B i , R i . We remind that, due to the cross-community noises (i.e. the updating of x b i may not only depend on y b i in the global data assimilation system), we don't necessarily have
For more details of decomposition formulations, the interested readers are referred to [31] .
Localized DI01 tuning
Our objective for implementing localized covariance tuning algorithms is to gain a finer diagnosis and correction on the covariance computation. The local DI01 diagnosis in x b i , y i can be expressed as:
where the optimization functions J b and J o , as well as the localized gain matrix K i have also been adjusted in these subspaces. The identity matrix I i is of the same dimension as B i .
We can also define the local tuning algorithm:
The iterative process is repeated q i max times, based on some a priori maximum number of iterations or some stopping criteria monitoring the rate of change. The approach provides a local correction within each cluster thanks to a multiplicative coefficient. This way, the covariance tuning is more flexible than a global approach relying on two coefficients (s b , s o ) only.
However, if the updating is performed in each subspace (i.e. correction only on the sub-matrices B i , R i ), then the adjusted B and R are not guaranteed to be positive-definite. In order to circumvent this problem, we keep the correlation structure of (C B and C R ) fixed. We remind that a covariance matrix Cov (of random vector x), which is by its nature positive semi-definite, can be decomposed into its variance and correlation structures as:
where D is a diagonal matrix of the state error variances, and C is the correlation matrix. By correcting the variance in each subspace only through the diagonal matrices (D i B , D i R ), the positive definiteness of B and R is thus guaranteed as the correlation structure remains invariant, cf. Algorithm 1. Initializing covariance matrices:
Updating of full covariance matrices from blockwise tuned covariance in current cluster:
where D i B and D i R are diagonal matrices defined as:
end outputs: Improved error covariances 5 Illustration with numerical experiments 5.1 Test case description
Construction of H
Here we describe our numerical experiments which combine -a real algorithm of community detection, -an artificially created state-observation mapping and -the implementation of covariance tuning method in the underlying subspaces. The numerical tests are carried out in the same spirit as in the paper by [31] but for a larger system. A sparse Jacobian matrix H reflecting the clustering of the state-observation mapping is generated; the components of which are then randomly mixed in order to hide any particular structural pattern. The dimension of the state space is set to be 100, x ∈ R nx=100 , while the dimension of the observation space is set to be y ∈ R ny=50 . We consider a case for which the state-observation mapping H reflects community structures. For this reason, we construct a priori two (this choice is arbitrary) subsets of observations each relating mainly to only one subset of state variables. In order to be as general as possible, we consider x 1 = x 2 = 50 and y 1 = y 2 = 25. For the sake of simplicity, the observation operator H (of dimension [50 × 100]) is randomly filled with binary elements, forming a dominant blockwise structure with some extra-block non-zero terms. The latter is done in order to mimic realistic problems, i.e. some perturbations are introduced in the form of cross-communities perturbations, therefore the two communities are not perfectly separable.
The background/observation vectors and Jacobian matrix are then randomly shuffled in a coherent manner in order to hide the cluster structure to the community detection algorithm, as for the adjacency matrix in Fig.  3(a) . More specifically, the state-observation mapping is constructed as follows: we use a binomial distribution with two levels of success probability:
In the following tests, exact and assumed covariance magnitudes will be changed but we will always keep the same choice of Jacobian H. The community detection, remaining also invariant for all Monte Carlo tests, is provided by the Fluid community-detection algorithm. As explained previously, there is a particular interest to apply DI01 in the case of limited access to data (i.e. small ensemble size of (x b , y)).
In these twin experiments, the prior errors are assumed to follow the distribution of correlated Gaussian vectors:
where B E , R E denote the chosen exact prior error covariances, hidden from the tuning algorithm. We remind that under the assumption of state independent error and linearity of H, the posterior assimilation error, as well as the posterior correction of B and R via DI01 (regardless of the strategy chosen, i.e. data reduction or data adjustment), is independent of the theoretical value of x t but only depends on prior errors (i.e. x t − x b and y − Hx t ).
Twin experiments setup
In order to reflect the construction of H, we suppose that the exact error deviation, hidden from the tuning algorithm (respectively denoted by σ i b,E , σ i o,E ) are constant in each cluster, so for instance we have:
For this numerical experiment, a quite challenging case is chosen with:
so that the background error is homogeneous while the observation error is different in the two communities with a fixed ratio (in the following, we will choose ratio = 10). However, the correlation structures of the covariance matrices are supposed to be known a priori, and are assumed to follow a Balgovind structure:
where r ≡ r(x i , x j ) = r(y i , y j ) = |i − j| is a pseudo spatial distance between two state variables, and the correlation scale is fixed (L = 10) in the following experiments. The Balgovind structure is also known as the ν = 3/2 Matern kernel, often used in prior error covariance computation in data assimilation (see for example [24] , [26] ). We remind that the output of all DI01 based approaches depend on the available background and observation data set. We compare three different methods described previously in this paper, differentiated by the notation used for their output covariances: The performance of the covariance tuning with localization is evaluated with a simple scalar criteria involving the Frobenius norm, relative to the standard approach. This indicator/gain may be expressed for the background covariance tuning with the reduction strategy as:
with ∆ · = E · −B E F representing the expected matrices difference in the Frobenius norm, and similarly for the adjustment strategy and for the observations covariance. The larger the gain, the more advantage can be expected from the new approach compared to the standard DI01 one.
In the numerical results presented later, empirical expectation of these indicators will be calculated by repeating the tests 100 times, in a Monte Carlo fashion, for each case of standard deviation parameters. In each Monte Carlo simulation, 10 pairs of background state and observation vector are generated to evaluate the coefficients s i b and s i o necessary for diagnosing and improving B and R as shown in Fig. 2 . In order to examine the performance of the proposed approach, we choose to always quantify the assumed prior covariances as; In other words, we test a range spanning a domain with over-estimation of 100% of error deviation to an underestimation of 100%. We remind that the aim of the new approaches is to obtain a more precise estimation of prior covariance structures. .
Results
Thanks to the adjacency matrix of the observation-based state network as shown in Fig. 3(a) , we first apply the Fluid community detection method in the observation-based state network to determine subspaces (communities) in the state space. For real applications, the number of communities is unknown. Here, we apply several times the community detection algorithms with different assumed community number and we evaluate the performance rate ( [12] ) of the obtained partition. It is used as an indicator for finding the optimal community number (as shown in Fig. 4 ), which is a standard approach for graph problems.
According to the result presented in Fig. 4 , we chose to separate the state variables into two subsets, which is the correct number of communities when we simulate the Jacobian matrix H. We emphasize that despite the fact that the H matrix was generated using two clusters, it was not trivial to rediscover them from the observation-based state network, once the information was shuffled and noisy, cf. from (a) to (b) in Fig. 3 . The result of graph partition algorithm of two communities is summarized in Table. 1 and Fig. 3(b) . From Table. 1, we notice that two state variables from the second subset x 2 are mistakenly assigned to the first one, x 1 . The last column of Table. 1 shows the total number of observations (|y| = |y 1 | + |y 2 |) used in the covariance tuning. Only half of the observations are considered while applying the strategy of data adjustment. Fig. 6 collect the results of the Monte-Carlo tests described in 5.1.2 where the ratio of exact error deviation over the assumed one is chosen to vary from 0.5 to 2 for both background and observation errors. The improvement in terms of covariance matrices specification is estimated for the standard DI01 algorithm as well as its localized version with two strategies for fitting the observation data. We are interested in the potential advantage of the new methods compared to the standard algorithm. The normalized difference of covariance specification error is drawn as mentioned in 5.1.2 where positive values represent an advantage of localized methods. All tuning methods are applied for q max = 10 iterations and we have checked that the sequences s b,q , s o,q , s i b,q , s i b,q have been well converged to 1.
Measure of improvement of the localized approaches for the estimation of the background B matrix
From Fig. 5 , one observes that in this test, the localized DI01 with data reduction always holds a strong advantage (positive value) in terms of matrix B estimation, no matter the exact error deviation, compared to the standard approach. The strategy of data adjustment works well for some parameters combinations, but it becomes less optimal when σ b increases and σ o decreases. Thus careful attention should be brought on the error level of the background state while applying data adjustment strategy. In fact, when the background error level is high, adjustment of the observation data with background state of large variance will take a considerable risk of polluting the observations both in terms of observation accuracy and the knowledge of error covariances.
Measure of improvement of the localized approaches for the estimation of the observation R matrix
From Fig. 6 , one observes significant advantages in most cases for both new adaptive approaches. In fact, according to the hypothesis of our experiments, the non-homogeneity of observation errors is completely neglected by a standard DI01 . This non-homogeneity could be covered using the graph-based new approach. Similar to the matrix B, less optimal results are found when the background error is considerably higher than the observation one.
In these twin experiments, we may conclude that despite the fact that half of the observations are ignored for the covariance tuning, the strategy of data reduction owns in general an advantage over the one of data adjustment. However, for problems of large dimension, it is possible that most observations are imperfect concerning the correspondence to state communities. Therefore, how to wisely combine these two strategies in real applications for improving the covariance tuning could be a promising topic. Data reduction  52  48  100  12  13  25  Data adjustment  52  48  100  25  25  50   Table 1 : Quantification of the community detection algorithm results on the observation-based state network followed by the data reduction and data adjustment strategies. The number of communities (i.e. k = 2) is set according to the result in Fig. 4 . 
Improvement of B and R (in
%) σ o,A < σ o,E σ o,A > σ o,E observation reduction γB γR γB γR σ b,A < σ b,
Test case with a larger difference of error deviation across the two observation clusters
Similar experiments are also performed with a more significant difference between the two observation groups in terms of their prior error deviation. The setup of experiments is the same as in section 5.1, except that the ratio
is now set to be 100 instead of 10. The same number of experiments as in the previous case are carried out. The test results are summarized in Table 2 , according to the cases of under-or over-estimation of prior error amplitude. As expected, due to the larger difference between the two observation groups and thanks to the assumed homogeneous observation matrix R A , the results of the new approaches are even more impressive over a standard DI01 while keeping the same trends against the variations of σ b,A σ b,E , σ o,A σ o,E similarly to Fig. 5 and Fig. 6 . On the other hand, while the prior estimation of σ b,A , σ o,A is of extremely poor quality, for example,σ o,A σ o,E > 100 (or < 1/100), we recommend to consider the standard DI01 in the first place.
Discussion
Localisation technique is an important numerical tool which contributes to the success of solving high-dimensional data assimilation problems for which ensemble estimates are unreliable. It is based on the assumption that correlations between dynamical system variables eventually decay with the physical distance. This simple rationale is put to use either to make the assimilation of observations more local (domain localization) or to numerically impose a tapering of distant spurious correlations (covariance localization) and leads to very different implementations and numerical difficulties. Domain localization is interesting because it makes the problem more scalable and the implementation more flexible in the sense that the original global formulation can be broken-up into several smaller subproblems. Nevertheless, the assimilation of non-local observations and/or observations from different sources and at different scales becomes increasingly important for instance due to the use of satellite observations. In this work, we propose to generalize the concept of domain localization relying on graph clustering state decomposition techniques. The idea is to automatically detect and segregate the state and observation variables in an optimal number of clusters, more amenable to scalable data assimilation, and use this decomposition to perform efficient adaptive error covariances tuning cluster-wise. This unsupervised localization technique based on a linearized state-observation measure is general and does not rely on any prior information such as relevant spatial scales, empirical cut-off radius or homogeneity assumptions. In this paper, the Fluid method is chosen for applications because of its computational simplicity, especially for sparse graphs. In terms of covariance diagnosis, the DI01 is chosen because available data is often limited for our industrial applications. The methodology is applied to a simple twin experiments data assimilation problem for which the Jacobian matrix of the observation operator is chosen to reflect a dual clustering of the state-observation mapping; the components of which are then randomly mixed in order to hide any particular structural pattern. Simply speaking, there exist two hidden communities of state variables, each of them preferably connected to their own observations community. The problem is far from trivial as -the segregation resulting in clustering is not related to let us say spatial separations, -exact background error magnitude is supposed to be homogeneous in our tests but the clusters have different exact observation errors and also because -there exists some inter-connectivity between the clusters. Considering the latter, two simple numerical approaches are proposed in order to handle a data reduction or a data adjustment strategy. The problem is investigated for a wide range of assumed prior covariances and the graph clustering approach with adaptive covariance tuning is much more efficient than a global adaptive covariance tuning approach, especially in the case of DI01 .
Here follows some discussion about the method. The graph clustering algorithm uses an adjacency matrix derived from a linearization of the observation operator. Therefore, it seems reasonable to anticipate that the approach will be more appropriate for linear or weakly nonlinear problems. For time-dependent strongly nonlinear problems, one may need to rely on the community detection algorithm multiple times, which could be computationally expensive. Another critical point relates to the inter-cluster connectivity which materialize the fact that real applications problems will never be fully separable. Here, we have made the choice to circumvent the difficulty by disposing of the troublesome shared observations. Nevertheless, this approach might be impractical for applications with a large number of clusters and overlaps. In this case, alternate strategies will have to be considered, much likely involving a search for optimal ordering of the subspaces covariance tuning. Finally, our localization approach will perform better if the assimilation problem, represented by a graph, is well separable under our cluster analysis; i.e. in the sense that the data assimilation problem is decomposed into a certain number of subsets problems minimizing the overlap between subsets. This will somewhat depend on the graph cluster analysis algorithm retained but more predominantly on the chosen measure of similarity. For the former, it will be useful to monitor some performance metrics as a function of the number of clusters for a given graph clustering algorithm. In this work, we base the measure of similarity on the linearized observation operator. Complementary to this approach, it may be interesting to combine a measure involving prior knowledge of error covariances with the state-observation mapping, i.e. |H| B |H| T instead of |H| |H| T . This might provide a way to scalable optimization of covariance structures between observations and model variables instead of covariance structures in the prior alone. After this methodological contribution, future work will consider applying these methods to more challenging real industrial applications.
