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Abstract
Deep neural networks are powerful machine learn-
ing approaches that have exhibited excellent results
on many classification tasks. However, they are
considered as black boxes and some of their prop-
erties remain to be formalized. In the context of
image recognition, it is still an arduous task to un-
derstand why an image is recognized or not. In
this study, we formalize some properties shared by
eight state-of-the-art deep neural networks in or-
der to grasp the principles allowing a given deep
neural network to classify an image. Our results,
tested on these eight networks, show that an image
can be sub-divided into several regions (patches)
responding at different degrees of probability (lo-
cal property). With the same patch, some loca-
tions in the image can answer two (or three) orders
of magnitude higher than other locations (spatial
property). Some locations are activators and others
inhibitors (activation-inhibition property). The rep-
etition of the same patch can increase (or decrease)
the probability of recognition of an object (cumula-
tive property). Furthermore, we propose a new ap-
proach called Deepception that exploits these prop-
erties to deceive a deep neural network. We ob-
tain for the VGG-VDD-19 neural network a fool-
ing ratio of 88%. Thanks to our ”Psychophysics”
approach, no prior knowledge on the networks ar-
chitectures is required.
1 Introduction
A Multilayer Perceptron is a multidimensional universal
function approximator [Cybenko, 1989] that learns a map-
ping between an input and an output. However, the black
box problem stresses that it is ordinarily a challenge to un-
derstand what the network exactly learns. One advantage of
classical handcrafted approaches is to be able to guarantee a
perfectly predictable behavior. This is critical for some areas
like medicine or aviation.
Deep Neural Networks (DNN) inherit some issues of Mul-
tilayer Perceptron and particularly the black box problem.
Figure 1: Depiction of the Deepception’s pipeline. It uses all the four
properties reported in this paper: the local, spatial, cumulative and
activation-inhibition properties. We extract a sub-part of the oppo-
nent image called the patch. Then, we insert the patch into the target
at positions where it is imperceptible to human eyes. The resulting
perturbed image is misclassified by the Deep Neural Network.
However, is it possible to obtain a more explainable AI based
on DNN? Our motivation is to propose some methods and
properties that help users and designers to understand more
formally the behavior of DNNs.
In this article our main contributions are the followings:
• We propose a new methodology that is the Psy-
chophysics on Deep Neural Networks.
• We formalize and quantify some important properties of
the Deep Neural Networks.
• We show an extensive experimental comparison illus-
trating that the mentioned properties are followed by
eight state-of-the-art deep neural networks.
• We propose a new strategy, called Deepception, based
on the formalized properties and capable of fooling a
deep neural network, even if its architecture is unknown.
2 Related works
Deep neural networks exhibit the best performances for im-
age classification with different datasets like ImageNet[Deng
et al., 2009; Russakovsky et al., 2015; Krizhevsky et al.,
2012; Simonyan and Zisserman, 2014; He et al., 2016] or
Pascal VOC for recognition and detection [Ren et al., 2015].
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However, one of the principal limitations is the lack of un-
derstanding of what the networks are really learning. This
is usually referred as the black box problem. This problem
leads to some limitations. One is related to the reliability of
the probability. As pointed out by Gal and Gharamani (2016)
[Gal and Ghahramani, 2016] the standard deep learning tools
designed for regression and classification do not effectively
capture model uncertainty. They argue that the probability,
that is the output of the network, cannot be considered as the
confidence of the model. However, for some critical software
like autopilot or medical software, it is a requirement to have
an accurate estimation of this uncertainty.
Another limitation is related to predictability. It is indeed
very difficult to understand why some objects are recognized
and others are not. To illustrate this issue, Nguyen et al.
(2015) [Nguyen et al., 2015] show that some abstract geo-
metric patterns could lead the network to recognize an object
not present in the image. They also show that a periodic pat-
tern is sufficient to mislead a deep neural network.
The fooling is also a critical issue. It is shown that with
a small magnitude adversarial noise, it is possible to change
the ranking of the classes [Moosavi-Dezfooli et al., 2016b;
Moosavi-Dezfooli et al., 2016a; Lin et al., 2017]. Even a ran-
dom noise can provoke the same effect [Fawzi et al., 2016].
In the classical scientific approach, scientists are able to
quantify and understand some parameters or properties that
have an important impact on the results. Deep neural net-
works are more complex and the non-linearity of the pro-
cesses seems to prevent any thorough analysis.
Some studies address this question of black box by vi-
sualizing the filters of the networks [Zeiler and Fergus,
2014]. Other ones visualize and analyze the different lay-
ers of the network, to discover the pixel that have a more
relevant impact on the classification [Yosinski et al., 2015;
Binder et al., 2016; Nguyen et al., 2016; Samek et al., 2017].
These approaches are not using patches and can be consid-
ered as neurophysiological approaches for DNN in our for-
malism. This paper uses a totally different approach based on
methodological reductionism. The goal is to identify some
fundamental properties of deep neural networks. This novel
approach can be compared to Psychophysics [Fechner, 1860;
Stevens, 1960; Henn and Young, 1975]. The observation of
thresholds of perception related to physical stimuli is replaced
by the monitoring of the probability score of a class related to
the manipulation of some visual inputs. One consequence is
that no prior knowledge about the architecture of the network
is required and the method can be applied to any deep neural
network.
3 Our approach
In this paper, we formalize some properties that have an im-
portant impact on DNNs:
• An image can be sub-divided into a group of regions
responding at different levels of probability. The size
of the patch is related to the probability. We called it:
the Local property.
• When an identical patch is positioned at different loca-
tions of an image, its probability varies. We called it: the
Spatial property.
• The repetition of the same patch can increase (or de-
crease) the probability of recognition of an object. This
repetition can be added at different location of the im-
age. We called it: the Cumulative property.
• Cumulative property can have an activator or inhibitor
behavior related to the location of the next patch. This
location of activation and inhibition is not related to the
initial spatial probability with one patch. We called it:
the Activation-Inhibition property.
4 Methodology
The psychophysical-driven approach proposed in this paper
highlights the existence of the four properties. Our strategy
is to modify a physical aspect of the image inserted into the
deep neural network and observe how its probability varies
accordingly to the modification we made. The main concern
of this study is the relationship between the network’s input
and its output. Consequently, the approach presented in this
paper does not require a prior knowledge of the targeted deep
neural network architecture.
4.1 Deep neural networks models
In order to investigate the generalization of the four proper-
ties, we decide to run the experiments on eight state-of-the-
art deep neural networks applied to Pascal VOC 2007 and
ILSVRC 2012 ImageNet datasets.
We consider the following architectures on Pascal VOC
2007 three MatConvnet pre-trained networks: Caffenet,
VGG16 and VGGM121. We refer to this ensemble of
models as ”Fast-RCNN networks”. On ILSVRC 2012
ImageNet, we consider five MatConvnet pre-trained net-
works: GoogleLeNet, ResNet152, Vgg-f, Vgg-Verydeep-16
and Vgg-Verydeep-192. We call this set of models ”ImageNet
networks” throughout the paper.
4.2 Object categories
We choose from Internet the images of objects used in the
experiments. They are all grayscale images. This paper is
dealing with two different architectures of deep neural net-
works: Pascal VOC 2007 and ILSVRC 2012 ImageNet. Con-
sequently, it is important to take objects belonging to two dis-
tinct sets of categories. The categories chosen for Pascal are:
bird, person, cat, cow, dog, horse, sheep, airplane, bicycle,
bus, car, motorbike, train, bottle, chair, dining table, potted
plant, sofa, tv monitor, boat. For ImageNet, we pick a subset
of the 1000 categories of ImageNet. These 20 categories are
displayed in the Figure 2.
We take a subset because processing the entire set would
be computationally expensive. However, we respect the same
object-type proportions than the Pascal categories: eight cat-
egories correspond to biological objects (i.e. bison, daisy or
bald eagle) and twelve are manufactured (i.e. airliner, bullet
1Their mean Average Precisions are 57.3%, 67.3% and 59.4%
respectively.
2Their top-1 error rates are 34.2%, 23%, 41.1%, 28.5% and
28.7% respectively.
Figure 2: Patches extracted by our system using the VGG-VDD-
19 network. The labels underneath correspond to the classes they
belong to. Most of them are not directly recognizable by a human.
train or cab). The patches are extracted with the following
method. For the 8 deep neural networks and the 20 selected
categories, we choose four different grayscale images. To
minimize the effects related to the size of the images, we start
by resizing the input images 600x600 pixels if the DNN is
a Fast-RCNN network and 224x224 pixels if it is an Ima-
geNet networks. We create several sliding cropping windows
which sizes depend on the tested DNN and do not overlap
each other: 50x50,100x100,150x150, 200x200 pixels If the
DNN is a Fast-RCNN network and 37x37, 56x56, 75x75,
112x112 pixels if the DNN is an ImageNet one. The deep
neural network assigns a probability and a label each cropped
patch. Then, the algorithm selects among all the patches ex-
tracted from the four images, the one having the best proba-
bility for the category of the object. In the end of the process,
we will have in total 20 patches for each DNN. Figure 2 gives
an example of extracted patches for the VGG-VDD-19 net-
work and their probability.
5 Results
5.1 Local property
A patch is a sub-part of the image. It has two principal char-
acteristics: a size and a probability belonging to a specific cat-
egory. Different patches have different probabilities. This is
illustrated in Figure 2 were we display after an exhaustive re-
search the patches that answered with the highest probability.
A second observation is that the probability for a given patch
is not scale invariant (see Figure 3). Moreover this probabil-
ity is very different if the patch is resized before being sent to
the network (Figure 3) with a range between 5 and 99 percent
or if the patch is not resized and sent with all the other pixel
put at zero (Figure 4) with a range between 0.6 and 1.5 10−4.
Figure 3 shows how the average probability of the patches
vary according to their sizes. Bigger patches have higher
probabilities, however it is still possible with a relatively
small patch to obtain an important probability. For the rest of
the experiments, we decided to take patches of size 150x150
and 56x56 pixels for the Fast-RCNN networks and ImageNet
respectively. We chose these sizes because they are challeng-
ing to recognize by humans, and at the same time, correctly
detected by the DNNs.
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Figure 3: Average probabilities of the patches for each deep neural
network for different scales.
5.2 Spatial property
To demonstrate whether DNNs answer differently for dif-
ferent location of the patch inside an image, we create a
black image (i.e. all the pixels have values equal to zero)
of size 600x600 pixels (if we use a Faster-RCNN network) or
224x224 pixels (if we are using an ImageNet network). Then,
we add in a pixel-wise fashion the patch by the corresponding
region of the black image where it should be positioned. We
iterate until we reach the end of the image. We decided to
perform on one image a dense mapping to observe the effect
of location on the probability. The patch is a 150X150 patch
of a cat detected initially at 99% by the Fast-RCNN-VGG16
network. This procedure takes a long time and cannot be per-
formed on many images. Figure 4 gives an interesting eval-
uation of how extreme the differences of probability can be.
With the same patch, the range of probability was from 0.6
and 1.5 10−4. The ratio between the maximum and minimum
is 3769 (i.e. the maximum probability is 3769 times higher
than the minimum probability).
Figure 4: Evolution of the probability according to a (150X150)
patch position on the 600x600 black image. The high ratio
(Probamax/Probamin),3769,indicates that Fast-RCNN-VGG16 is
sensitive to the spatial property.
To be more exhaustive and to test more networks, we de-
cided to run this experiment on many images and with many
patches but less densely (no overlap of the patch), i.e. 16 po-
sitions for a 150X150 patch on a 600X600 image. The max-
min ratio for different networks can be observed in Table 1.
For some categories, deep neural networks are very sen-
sitive to the spatial property. Notice that a state-of-the-art
neural network as ResNet-152 can be extremely sensitive to
the spatial property. For the ’moped’ category, the maximum
probability is 10000 higher than the minimum.
Deep neural network Avg. Ratio Avg. Maximum Avg. Minimum
Fast-RCNN-CaffeNet 156.98 0.0047 0.00003
Fast-RCNN-VGG16 572.35 0.0007 0.000001
Fast-RCNN-VGGM12 1237.35 0.0005 0.0000004
Vgg-f 20.15 0.0003 0.00002
GoogleLeNet 60.11 0.0017 0.00003
Vgg-VDD-19 208.54 0.0023 0.00001
Vgg-VDD-16 161.57 0.0034 0.00002
ResNet-152 2262.53 0.0115 0.000005
Table 1: Averages of the ratios and gains for the spatial, activation
and inhibition experiments.
Using this procedure, we observe that all the ratios between
the region that maximize and minimize the patch probability
are always higher than 1.
We report in Table 1 the average ratios for all the deep neu-
ral networks. We can notice that there are different degrees of
sensitivity to the spatial property. However, the most sensitive
DNN to the spatial property is ResNet-152. In that case, the
maximum probability is 2262 times higher than the lowest.
5.3 Cumulative Property and
Activation-Inhibition Property
In this section, the aim is to show that the addition of the
same patch many times will change the probability of detec-
tion. We decided to work with a black image of size 600x600
or 224x224 pixels accordingly to the used deep neural net-
work. Then, the image is divided into 16 non-overlapping
areas of dimensions 150x150 or 56x56 pixels each. We be-
gin by placing the patch inside the area that maximizes the
probability. Afterwards, we look for an additional patch po-
sition that increases the probability and add the patch again.
We keep performing this operation while the probability is in-
creasing after a new placement. Because we wanted to show
the Activation-Inhibition effect, we apply the same algorithm
for inhibition. Obviously, instead of looking for the areas that
increase the overall probability, we search for the areas mak-
ing the overall probability decrease.
The gain is defined as the relation between the first best
positioning and the final probability: Gain.Probinit =
Probfinal. It is superior to 1 for activation and inferior to
1 for inhibition. Figure 5 reports the gains for all the tested
categories and DNNs. For both types of neural networks,
the gains are always higher than 1. This means that the final
probability will always be increased after a sequence of patch
placement compared to one single position. Furthermore, it is
also possible to decrease the probability of the class. Figure
5 proves the probability of placing multiple patches can de-
crease the probability. We show with these experiments that it
is possible to change the probability of recognition by adding
new patches (cumulative property). But we also show that an
oriented strategy of placement of the patch can increase or
decrease the probability (activation-inhibition property).
5.4 Deceiving a deep neural network: Deepception
To show a practical usage of the properties we highlighted,
we decided to design a new type of fooling algorithm called
Deepception. This algorithm has the particularity to be in-
dependent from the architecture, thanks to our psychophysic
approach. We need simply an access to the input (image)
and the output of the network (probability of recognition) to
deceive the DNN. It means that our approach can even de-
ceive an unknown DNN that is on a server. The idea is that
we can pick some local patches (local property) that have
by themselves a high probability of recognition for a given
class. And we insert these patches in a targeted image (that
belongs to another class) to fool the DNN (see Figure 1). We
design a specific cost function (equation 1) that encourages
the fooling by estimating the probability for different spa-
tial insertions. Here, we take advantage of the cumulative
and activation-inhibition property. The inserted normalized
patches are made transparent to not be perceptible by humans.
In order to do so, the patch is multiplied by transparency coef-
ficient τ . This resulting patch, called the decoy, is multiplied
with the weaker RGB channel. The cost function is:
Argmin
N,L∈N
(Pt), stopping criterion Pt > Pi (1)
Where N represents the number of patches and L the location
of the patches, Pt represents the probability of the targeted
class. This targeted class is the initial class of the image. Pi
is the probability of each of the other classes.
We report the results of Deepception on a subset of Ima-
geNet consisting of 100 randomly selected images3. We limit
the experiment to 100 randomly selected images to obtain
fair results that can be computed in a reasonable amount of
time. This was inspired by recent approaches [Metzen et al.,
2017]. We take the patches from figure 2 and generate the de-
coys displayed in Figure 7. These decoys are not perceptible
by humans. We decided to observe the capacity of fooling
of Deepception with 20 decoys (Figure 6). We observed a
linear relation between standard deviation of the decoys and
their fooling abilities. For this reason we designed 2 different
gaussian noises (std=100 and 150). And we observed that a
gaussian noise alone cannot provide the same fooling as our
decoys.
20 40 60 80 100 120 140 160
Standard deviation
12
14
16
18
20
22
24
Nu
mb
er 
of 
foo
led
 im
age
s
Images fooled by one opponent
Linear regression curve
Images fooled by random noise
Figure 6: Total number of fooled images versus the standard devi-
ations of the decoys. The transparency is equal to 4. Red cross are
the gaussian noise.
3Images were selected by randomly drawing ILSVRC2012 im-
ages (i.e. integers from [1, 100]), using the randperm function of
the scientific computing environment Matlab after initializing Mat-
lab random number generator seed with 0.
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Figure 5: Gains for the activation and inhibition experiments. All the gains are higher than one in the case of activation and lower than one in
the case of inhibition. Consequently, it means that all the deep neural networks follow both properties independently of the patch.
Figure 7: Decoys generated from the patches exposed in Figure 2
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Figure 8: (a) Fooling ratio on the validation set versus the decoy
transparency. (b) Number of images fooled by positioning a single
patch for different grid sizes.
We decided to apply our Deepception approach to a pre-
trained VGG-VDD-19 DNN. The mountain-bike patch is
chosen as a decoy because its exhibit high performance (high
probability and high standard deviation).
Influence of different parameters of Deepception
Firstly, we fix the grid size to 4x4 and test 5 transparency
levels to see how the fooling ratio varies. Figure 8.a demon-
strates the higher the transparency gets, the lower the fooling
ratio will be.
Transparency coefficient τ = 4 seems to be the optimal
value for the 100 validation images. At this level of trans-
parency, the decoy is unrecognizable to a human eye. Fur-
thermore, the fooling ratio of 30% for a 4x4 grid is accept-
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Figure 9: (a)Total number of fooled target images versus the number
of inserted decoys. (b) Average of the targets’ initial probabilities
versus the number of foolings.
able. Consequently, we decide to fix τ = 4.
We want to study how many images are fooled with the
first decoy placement. Figure 8.b shows the number of im-
ages which have been fooled only by one decoy. Then, we in-
vestigate whether there is a relation between the initial proba-
bility of a target image and the number of times it gets fooled
applying τ = 4 . Figure 9.b shows this relation actually ex-
ists between both variables. Another important factor is how
the number of decoys inserted inside the target, affects the
performances. Figure 9.a reports these results for different
grid sizes. The higher the number of inserted decoys gets, the
higher the number of fooled image will be.
5.5 Comparison between Deepception and
Universal Adversarial Perturbation
With a better understanding of the important parameters
for Deepception, we decided to compare our results with a
Figure 10: Examples of perturbed images and the categories they
belong to. Top row: Universal Adversarial Perturbation. Bottom
row: our approach, Deepception. Zoom for a better visualization.
Universal Adversarial Perturbation [Moosavi-Dezfooli et al.,
2017].
Some examples of fooled images by Deepception are illus-
trated in Figure 10. The Top row illustrates Universal Adver-
sarial Perturbation [Moosavi-Dezfooli et al., 2017] and the
Bottom row is Deepception, our approach. It can be seen that
our approach is even less visible than the Universal Adversar-
ial Perturbation.
We choose VGG-VDD-19 as the targeted deep neural net-
work for the comparison. Therefore, we download from the
Universal Adversarial Perturbations authors’ online reposi-
tory the pre-computed perturbation for this network ( 10,000
images of the ILSVRC 2012 [Russakovsky et al., 2015] train-
ing set). Afterwards, we randomly select 100 images from the
ILSVRC 2012 validation dataset and apply Deepception and
the Universal Perturbation.
For the 100 randomly selected images, the fooling ratios
of Deepception and Universal Adversarial Perturbations are
88% and 75% respectively. Figure 10 allows a visual compar-
ison between the outputs of both methods. It is worthy noting
that contrary to Universal Adversarial Perturbation, our ap-
proach does not need to be trained on a specific network.
6 Discussion
This paper, formalized and analyzed some properties of
DNNs. One of these properties can be considered as logi-
cal inferences of former studies. For instance, it is possible to
partially infer the local property, based on related studies on
deconvolutional networks [Noh et al., 2015], or visualization
[Durand et al., 2017], showing that some specific locations
of an image respond better than others. But these works are
mainly pixel based and did not study the effect of the patch
size as we did. Other properties are more challenging to in-
tuit. For instance, it is important to note that the spatial prop-
erty reported here, is not related to an interaction between the
patch and the content of the image because we show the effect
in an image filled by zeros, excluding the patch. This property
highlights that DNNs are not totally translation invariant.
However, the cumulative property allows to reinterpret the
work of Nguyen et al. (2014) [Nguyen et al., 2015] and the
reason why repeating a pattern from an object inside an im-
age, increases its probability of being detected. Moreover,
this paper exposes that repeating the pattern is not a sufficient
condition to increase its probability of detection. In fact, it
must be repeated at very specific locations of the image: the
activating positions. Otherwise, the probability of detecting
the object will not increase. Consequently, we highlighted
a phenomenon that, at the best of our knowledge, no paper
has reported yet: the activating-inhibitory property. The val-
idation of these properties on Pascal VOC07 and ImageNet
with different types of network proves that they can be gen-
eralized. We also showed that contrary to a repetitive pattern,
activation and inhibition are not mandatorily contiguous. The
patch can benefit of the cumulative effect even with a sparse
spatial distribution.
This work also provides a new way of measuring the per-
formance of a DNN: the ratio between minimum and max-
imum probability (for the same patch). The ratio should
be equal to 1 to have a perfect translation-invariant net-
works. This measure can be optimized in the future to ob-
tain more robust networks. We can observe that DNNs like
Fast-RCNN-VGG16 or Resnet, which have proved to have
state-of-the-art performances on the Pascal VOC07 and Ima-
geNet datasets, are sensitive to patch translations. Their high
ratio is meaning there is a big gap of probability between two
different positions inside the image.
Some possible interpretation of the spatial property can be
done based on ”DNN neurophysiologist” studies of Bau et
al. [Bau et al., 2017] and Zhang et al. [Zhang et al., 2017].
The authors studied the activation of some high-level seman-
tic units based on their receptive field. Our local property can
be interpreted as the tendency of a given network to not be
able to obtain many receptive fields that will cover uniformly
the image. A conjoint framework combining psychophysics
and neurophysiologist approach remains to be developed but
has a great potential.
The second part of this study took advantage of the exposed
properties. We proposed a new fooling approach called Deep-
ception. Unlike Universal Adversarial Perturbation (UAP),
our approach uses structured patches from another class that
are hidden in the image and are able to fool the network. We
showed a fooling ratio of 88% on the VGG-VDD-19 network
compared to the 85% obtained by UAP on the same network
[Moosavi-Dezfooli et al., 2017].
An fundamental difference of our approach compared to
classical approaches is that we do not need to have a prior
knowledge of the network’s architecture. We simply need to
be able to send an input and an access to the probability. An-
other difference is also the sparsity. In many cases, we can
fool the network only with 1 patch (it represents 1/16 th of
the image). The advantage is that very localized patch could
be more difficult to perceive by a human than a widespread
fooling noise. We also tested that our effect is stronger with
a structured patch rather than using a simple Gaussian noise.
And even if we show that variance impacts the capacity of
fooling the target, a Gaussian noise with high variance is not
better for fooling compared with a decoy selected with our
technique. We observed also that the same decoy can be uti-
lized to fool different images. Our approach exhibits a good
generality. Indeed, when a decoy is selected with a given net-
work, it can be employed to fool many other images of the
same network.
7 Conclusion
In this article we used a ”Psychophysic” approach applied to
Artificial Intelligence in the realm of ”Neurophysiologists”.
We did not study the internal architectures of the networks,
but we made some deductions by modifying the input and an-
alyzing the resulting probability. We think this approach can
have some benefit and we propose some properties allowing
to rank the networks and explaining their high performances.
With a practical application, a software called Deepception,
we demonstrated that the properties analyzed in this work can
help designing new methods for deep neural networks’ fool-
ing.
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