 128, 256, 512, 1024 and varying λ parameter values of 0.1, 0.5, 1.5, 3.0, 5.0 and 7.0
Introduction
Hurst Exponent (denoted by H) is a classical self-similarity parameter that measures the long-range dependence in a time series and provides measure of long-term nonlinearity (19) . The early development of Hurst exponent is traced back in 1951, when a British hydrologist, Dr. Harold Edwin Hurst, together with his team, conducted a study to determine the optimum dam sizing for the Nile River's volatile rain and drought conditions observed over a long period of time. Over the years, Hurst exponent has been applied in a wide range of industries. For example the Hurst exponent is paired with technical indicators to make decisions about trading securities in financial markets; and it is used extensively in the healthcare industry, where it is paired with machine-learning techniques to monitor EEG signals. The Hurst exponent can even be applied in ecology, where it is used to model increase and decrease in populations (18) . In this paper, the researcher decided to use the Adjusted Rescaled Range (R/Sal) Analysis, Detrended Fluctuation Analysis and Variance time Plot Analysis in the estimation of Hurst exponent in a time series data generated randomly from an exponential distribution. In section 2 we discussed the three methods and presented the estimation results and later, in section 3 we present the comparison of the three methods. The Rescaled Range Analysis (R/Sal) turns out to be the most efficient method for the estimation of Hurst Exponent considering the different sample sizes of 128, 256, 512 and 1024.
Methods for estimating Hurst Exponent

Adjusted Rescaled Range Analysis
The R/S analysis was originally created by the British hydrologist Harold Edwin Hurst while he was studying the problem of water storage on the Nile River. Later, it was popularized by Benoit Mandelbrot especially in the area of long term dependency analysis of the stock market.The computation for the estimation of Hurst exponent using the Adjusted Rescaled Range (R/Sal) Analysis is adopted from the work of Weron (25) . A detailed step by step procedure is herein presented: Divide the time series of length into subseries of length , where n is an integral divisor of N. For each subseries = , , … , , the following steps will be followed.
Step 1. Find the mean and Standard deviation .
Step 2. Normalize the data , by subtracting the sample mean , = , − = , , … ,
Step 3. Create a cumulative time series 
Step 5. Rescale the range by dividing it with the standard deviation, ⁄ .
Step 6. Calculate for the mean value of the rescaled range for all subseries of length using the formula ⁄ = / ∑ / = (4) Step 7. The R/S statistics follows the relation ⁄ ~ . Thus, the value of can be obtained by running a simple linear regression with as the independent variable and / as the dependent variable. The slope of the resulting equation in (5) of an ordinary least squares regression is the estimate of the Hurst exponent.
log ⁄ = + ) (5) However, for small values of , there is a significant deviation from the 0.5 slope. For this reason, the theoretical values for R/S Statistics are usually approximated by:
where Γ is the Euler gamma function. This formula is a slight modification of the formula given by Anis and Lloyd (1976) ; the − / was added by Peters (1994) The graphical presentations of the average estimates of the Hurst Exponent are shown in Figure 1 . Three graphs are presented, one for every iteration of 100, 500 and 1000. The observations discussed in Table 1 
Step 4. Calculate the mean value of the root mean square for all subseries of length n. ℱ = ∑ = (11) Step 5. Finally, just like the R/S method, the value of H can be obtained by running a simple linear regression with as the independent variable and as the dependent variable.
Presented in Table 2 are the estimates of the Hurst Exponents and the Mean Square Error obtained using the Detrended Fluctuation Analysis (DFA). Although the estimates of Hurst Exponents are above 0.50, there are improvements in the estimates when the sample size is increased. The estimates of Hurst Exponent are lowest and closest to 0.50 when N=1024 and with 1000 iterations for all λ parameter values. Consequently, the values of the Mean Square Error are smallest when N=1024. Hence, the estimate of Hurst Exponent is most efficient when the sample size N is increased. The graphical presentations of the average estimates of the Hurst Exponent using Detrended Fluctuation Analysis (DFA) are shown in Figure 2 . There are three graphs, one for each of the following iterations; 100, 500 and 1000. The graph shows that the estimates are getting close to 0.50 as the N is increased. Step 1. Given a discrete time stationary parent process of length , we take the − process as:
where = , , … , and = , , … ,
Step 2. Take the variance of the aggregated time series as:
where ̅ = ∑ =
Step 3. Obtain the value of β by running a simple linear regression with as the independent variable and log [ ] as the dependent variable. The slope of the resulting equation in (14) of an ordinary least squares regression is the -β.
Step 4. Finally, take the estimate of Hurst as = − ⁄ . In Figure 3 , it can be seen that the estimates are closer to 0.5 when the iterations is done 500 times compared to when the iterations is done 100 times. Therefore, as the number of iterations in the simulation process is increased, the more improved is the resulting estimates. This observation is consistent if we look at the graph of the estimates when the iterations are at 1000 times. -3, Issue-8, 2017  ISSN: 2454-1362 , http://www.onlinejournal.in Figure 3 . Plot of the Hurst Estimates using VTP
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Comparison of estimators
In order to test the efficiency of the three methods, we performed computer simulations. We generated samples of data from an exponential distribution of length = , where N = 7, 8, 9 and 10 i.e. L = 128, 256, 512 and 1024. For each L, we applied the three estimation proceduresAdjusted Rescaled Range Analysis, Detrended Fluctuation Analysis and Variance Time Plot. We repeated the estimation process for 100, 500 and 1000 iteration times and compared the result using the Mean Square Error. Presented in Table 5 are the results of the estimation of the values of Hurst Exponent using three different methods when N=256 with 100, 500 and 1000 iterations. The values of Hurst Exponent using DFA are still above 0.50 in all λ parameter values, although there is a slight decrease in the values as N is increased from 128 to 256. The resulting estimates using VTP has a lower MSE compared to the resulting estimates using DFA.
The Adjusted Rescaled Range Analysis is the method that produced the estimates closest to 0.50, ranging from 0.4973 to 0.5020. It is also the method that has the lowest Mean Square Errors in all parameter values. Hence, the Adjusted Rescaled Range (R/Sal) Analysis is the method that is most efficient when N is 256. Upon examination of the values presented in Table 6 , the estimates of Hurst Exponent when N is 512 with 100, 500 and 1000 iterations have the smallest Mean Square Error when the method used is Adjusted Rescaled Range (R/Sal) Analysis. The estimates produced using Variance Time Plot (VTP) Analysis is closer to 0.50 compared to the estimates produced using Detrended Fluctuation Analysis (DFA). However, the Mean Square Error (MSE) values of the estimates using Variance Time Plot (VTP) Analysis are bigger in all parameter values compared to the Mean Square Error (MSE) values of the estimates using Detrended Fluctuation Analysis.
Further observations for the estimates of Hurst Exponent when N=1024 with 100, 500 and 1000 iterations are summarized in Table 7 . There are major improvements in the estimates produced using Detrended Fluctuation Analysis (DFA) and Variance Time Plot Analysis (VTP) as the iterations used is 1000. However, the achieved improvements of these methods in producing efficient estimates of Hurst Exponent are not enough to make them more efficient than the Adjusted Rescaled Range Analysis. The Adjusted Rescaled Range Analysis (R/Sal) still has the lowest Mean Square Errors in all parameter values when N is 1024. 
