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2A Fuzzy Logic Feedback Filter Design Tuned with
PSO for L1 Adaptive Controller
Hashim A. Hashim∗, Sami El-Ferik, and Mohamed A. Abido
Abstract—L1adaptive controller has been recognized
for having a structure that allows decoupling between
robustness and adaption owing to the introduction of a
low pass filter with adjustable gain in the feedback loop.
The trade-off between performance, fast adaptation
and robustness, is the main criteria when selecting the
structure or the coefficients of the filter. Several off-
line methods with varying levels of complexity exist
to help finding bounds or initial values for these co-
efficients. Such values may require further refinement
using trial-and-error procedures upon implementation.
Subsequently, these approaches suggest that once im-
plemented these values are kept fixed leading to sub-
optimal performance in both speed of adaptation and
robustness. In this paper, a new practical approach
based on fuzzy rules for online continuous tuning of
these coefficients is proposed. The fuzzy controller is
optimally tuned using Particle Swarm Optimization
(PSO) taking into accounts both the tracking error
and the controller output signal range. The simula-
tion of several examples of systems with moderate to
severe nonlinearities demonstrate that the proposed
approach offers improved control performance when
benchmarked to L1adaptive controller with fixed filter
coefficients.
Index Terms—Fuzzy logic control, particle swarm op-
timization, L1Adaptive control, fuzzy-L1 adaptive con-
troller, Filter tuning, Fuzzy membership function tun-
ing, Fuzzy membership function optimization, Robust-
ness, Adaptation, PSO, Performance.
I. Introduction
R EAL systems are in general nonlinear, suffer fromthe presence of uncertainties in either their dy-
namics, model structures or parameters, and are often
subject to unknown external disturbances. Enhancing the
response of such systems by designing a controller that
provides fast adaption as well as robustness is appealing.
Unfortunately, the speed of adaptation and robustness are
competing requirements and a trade-off is sought during
the final selection of the controller. Over the past couple
of years, L1adaptive controller has been proposed as the
controller that provides a mean to reduce the intertwined
relation between fast adaption.
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The structure of L1adaptive controller offers three
features including the implementation of a low pass filter
in order to limit the frequency range of the control signal
and reduce the effect of the uncertainties (see Figure
1). The structure allows decoupling of the adaption and
robustness using high-gain for fast adaption. The filter
is selected such that the system’s output tracks properly
the reference input and the undesirable uncertainties and
frequencies are filtered ( see (Cao & Hovakimyan, 2006)
or (Hovakimyan & Cao, 2010)). Using the low pass filter,
L1controller reduces the coupling between robustness and
fast adaptation and provides infinity norm boundedness
of the transient and steady state responses. L1adaptive
control was first introduced by (Cao & Hovakimyan,
2006). It has been applied successfully to uncertain
linear systems (Cao & Hovakimyan, 2008), uncertain
nonlinear single-input-single-output (SISO) systems (Cao
& Hovakimyan, 2007), (Luo, Cao, & Hovakimyan, 2010),
and nonlinear system multi-input-multi-output (MIMO)
with unmatched uncertainties (Xargay, Hovakimyan, &
Cao, 2010). And, the control approach showed satisfactory
results on experimental flight tests (Gregory, Cao, Xargay,
Hovakimyan, & Zou, 2009), (Xargay, Hovakimyan,
Dobrokhodov, et al., 2010). The optimal structure of
L1filter has been studied extensively in (Hovakimyan &
Cao, 2010). The trade-off between fast desired closed
loop dynamics and filter parameters has been debated
for long (Cao & Hovakimyan, 2006; Hovakimyan & Cao,
2010; D. Li, Hovakimyan, Cao, & Wise, 2008; D. Li,
Patel, Cao, Hovakimyan, & Wise, 2007; Kharisov, Kim,
Wang, & Hovakimyan, 2011; Kim & Hovakimyan, 2014).
Increasing the bandwidth of the low pass filter will
reduce robustness margin, which will require slowing the
desired closed loop performance in order to regain the
robustness. However, slower selection of desired closed
loop performance will deteriorate the output performance
especially during the transient period (Hovakimyan &
Cao, 2010). Limitations of L1adaptive controller and
the interconnection between adaptive estimates and the
feedback filter were studied in (Kharisov et al., 2011),
where several filter designs were considered based on the
use of disturbance observer. The authors showed that it
is crucial to select the appropriate coefficients for a given
filter to achieve the desired performance. Several attempts
on identifying these optimal coefficients have been made
in the literature. This includes convex optimization
based on linear matrix inequality (LMI) (Hovakimyan
& Cao, 2010), (D. Li et al., 2008) and multi-objective
optimization using MATLAB optimization solver (D. Li
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Fig. 1: The general structure of L1 adaptive controller.
et al., 2007). More recently, a systematic approach was
presented in (Kim & Hovakimyan, 2014) to determine the
optimal feedback filter coefficients in order to increase the
zone of robustness margin. The authors proposed the use
of greedy randomized algorithms.
One can observe that while the previous approaches to
determine the optimal coefficients have different degrees
of complexity, they agree on the fact that the selection of
the appropriate coefficients is performed off-line; and once
selected, these coefficients remain unchanged. This study
claims that increasing the robustness while guaranteeing
fast adaptation requires dynamic and on-line tuning of
the feedback filter’s coefficients and any proposed method
should be relatively simple and easily implementable. To
this end, this study proposes fuzzy tuning of the filter’s
coefficients optimized using PSO taking into account the
rate and value of the tracking error between the model
reference output and the system’s output. The complete
structure of fuzzy-L1adaptive controller is presented in
Figure 2. The FLC-based tuning is performed on-line
during operation. On the other hand, PSO identifies the
optimal values of output membership functions through
off-line tuning.
Fuzzy logic controller (FLC) is classified as an intelligent
technique and was first proposed in (Zadeh, 1965).
FLC showed impressive results in control applications
and it has been presented as a robustifying tool with
adaptive controllers in (Tao, Taur, Chang, & Chang,
2010),(Y. Li, Tong, Liu, & Li, 2014). It has been used to
compensate unknown nonlinearities of twin rotor MIMO
system with adaptive sliding mode control (Tao et al.,
2010).In (Y. Li et al., 2014), the authors suggested an
observer-based adaptive backstepping control scheme
and used FLC to approximate unknown uncertainties
and to handle bounds of dead zone nonlinearity. On
the other hand, evolutionary algorithms are introduced
as potential optimization techniques in various control
applications. They gained the interest of researchers and
witnessed rapid developments over the past few decades.
In particular, Particle swarm optimization (PSO) was
introduced as a global search technique in (Eberhart &
Kennedy, 1995). PSO has been applied successfully to
optimize the structure and parameters of adaptive fuzzy
controller in (Das Sharma, Chatterjee, & Rakshit, 2009)
and optimize the variables of FLC membership functions
in (Bingul & Karahan, 2011), (Wong, Wang, & Li, 2008).
The need to tune controller systems with originally fixed
coefficients has been widely recognized. In particular,
fuzzy tuning has been investigated in several studies (see
for instance (Precup, David, Petriu, Preitl, & Ra˘dac,
2014), (Valdez, Melin, & Castillo, 2014), and (Kumar,
Gaur, & Mittal, 2014)) and controllers based on such
approach have been implemented in many applications
(see for instance (Kumar et al., 2014), (Mendes & Neto,
2015), (Masumpoor, Khanesar, et al., 2015), (Zhang,
Ma, & Yang, 2015)). This allows to conclude that the
proposed approach is practical and can definitely be
implemented with great benefit.
To summarize, in this work, fuzzy-L1adaptive controller
is proposed to tune the filter’s coefficients in order to
improve the trade-off between robustness and fast
adaptation. The coefficients are dynamically tuned and
not kept fixed as in the literature, thus allowing for
better performance. In the proposed approach, FLC is
in charge of online tuning of the filter coefficients taking
into account the range and rate of the tracking error.
The use of FLC to tune the coefficients improves the
stability and the robustness of the system and allows
faster closed loop dynamics. Input membership functions
and other FLC parameters are assigned arbitrarily while
PSO optimizes the optimal variables of the fuzzy output
membership functions. The approach is validated using
different nonlinear systems and the extensive simulation
results are benchmarked to the L1adaptive controller with
fixed constant gain. The method is simpler than those in
the literature and easily implementable.
In order to guide the reader, the organization of the
paper is as follows. In Section II, a brief review of
L1adaptive control including adaptation laws and the
general structure is discussed. Section III presents the idea
of filter design and the structure of the proposed controller.
Section IV states the optimization problem and presents
the Particle Swarm Optimization (PSO) algorithm. Illus-
trative examples will be presented in Section V in order
to demonstrate the performance of the proposed approach.
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Fig. 2: Proposed fuzzy- adaptive control structure.
Finally, Section VI contains the concluding remarks and
some suggestions for future work.
II. Review of L1adaptive controller
Consider the following dynamics for nonlinear system
x˙(t) = Amx(t) + b(ωu(t) + f(x(t), u(t), t))
y(t) = cx(t)
(1)
where x(t) ∈ Rn is the system state vector (assumed
measured); u(t) ∈ R is the control input; y(t) ∈ R is the
system output; b, c ∈ Rn are constant vectors (known);
Am is Rn×n Hurwitz matrix (known) refers to the desired
closed-loop dynamics; ω(t) ∈ R is an unknown time
variant parameter describes unmodeled input gain with
known sign, and f(x(t), u(t), t) : Rn × R × R → R is an
unknown nonlinear continuous function.
Assumption 1. (Partially known with known sign
control input) Let the upper and the lower input gain
bounds be defined by ωl and ωu respectively, where
ω ∈ Ω , [ωl, ωu], |ω˙| < ω
Ω is assumed to be known convex compact set and 0 < ωl <
ωu are uniformly known conservative bounds.
Assumption 2. (Uniform boundedness of
f(0, u(t), t)) Let B > 0 such that f(0, u(t), t)) ≤ B
for all t ≥ 0
Assumption 3. (Partial derivatives are semiglobal
uniform bounded) For any δ > 0, there exist dfx(δ) > 0
and dft(δ) > 0 such that for arbitrary ||x||∞ ≤ δ and any
u, the partial derivatives of f(x(t), u(t), t)) is piecewise-
continuous and bounded,
||∂f(x(t), u(t), t)
∂x
|| ≤ dfx(δ), |
∂f(x(t), u(t), t)
∂t
| ≤ dft(δ)
Assumption 4. (Asymptotically stable of initial
conditions) The system assumed to start initially with x0
inside an arbitrarily known set ρ0 i.e., ||x0||∞ ≤ ρ0 <∞.
θb , dfx(δ), ∆ , B +  (2)
Lemma: If ||x||L∞ ≤ ρ and there exist u(τ), ω(τ), θ(τ)and
σ(τ) over [0, t] such that
ωl < ω < ωu (3)
|θ(τ)| < θb (4)
|σ(τ)| < σb (5)
f(x(τ), u(τ), τ) = ωu(τ) + θ(τ)||x(τ)||∞ + σ(τ)
If x˙(τ) and u˙(τ) are bounded then ω(τ), θ(τ)and σ(τ) are
differentiable with finite derivatives.
The L1adaptive controller is composed of three parts
defined as the state predictor, the adaption algorithm
based on projection and the feedback filter (see Figure
1). The main function of the state predictor is developed
based on the adaptation laws
˙ˆx(t) = Amxˆ(t) + b(ωˆu(t) + θˆ||x(t)||∞ + σˆ)
yˆ(t) = cxˆ(t)
(6)
The adaptive estimates ωˆ ∈ R, θˆ ∈ R and σˆ ∈ R are
defined as follows
˙ˆω = ΓProj(ωˆ,−x˜>Pbu(t)), ωˆ(0) = ωˆ0
˙ˆ
θ = ΓProj(θˆ,−x˜>Pb||x(t)||∞) θˆ(0) = θˆ0
˙ˆσ = ΓProj(σˆ,−x˜>Pb) σˆ(0) = σˆ0
(7)
where x˜ , xˆ − x(t), Γ ∈ R+ is the adaptation gain, and
the solution of Lyapunov equation ATmP + PAm = −Q
with symmetric P > 0 and Q > 0. The projection
operator ensures that ωˆ ∈ Ω , [ωl, ωu], θˆ ∈ Θ , [−θb, θb],
|σˆ| ≤ ∆ with θb and ∆ being defined in (2). Projection
operators will be evaluated as defined in (Pomet & Praly,
1992)
5With special interest to this paper, the control law
is defined as
u(s) = −kD(s)(ηˆ(s)− kg r(s)) (8)
where k > 0 is a feedback gain and D(s) is a strictly
proper transfer function leading to a strictly proper and
stable transfer function. The Laplace transforms of r(t)
and ηˆ(t) = ωˆu(t) + θˆx(t) + σˆ are r(s) and ηˆ(s). Finally,
kg is a necessary feedforward gain ensuring a unity steady
state gain where kg , −1/(cA−1m b) ; k > 0. Thus, after a
certain transient determined by its bandwidth, the effect
of the filter will vanish from the dynamic of the closed loop
system.
Thus, in this case, the filter
C(s) = ω kD(s)1 + ω kD(s) (9)
With DC gain C(0) = 1. The general structure of
L1adaptive controller is depicted in Figure 1.
Remark 1. The main objective of this work is to design
a FLC in order to tune the feedback gain of L1adaptive
controller and ensure that y(t) tracks a continuous refer-
ence signal r(t). In addition, it is aimed at improving the
robustness and tracking capability and reducing the control
signal range when compared to L1adaptive controller with
constant parameters.
III. Optimal Fuzzy-tuning of the feedback
filter
FLC has been used widely for various control applica-
tions. In this work, FLC is developed in order to tune
the feedback filter gain of the L1adaptive controller. The
importance of tuning this filter is crucial to improve the
robustness and to reduce the control signal range.
A. Structure of Fuzzy Logic Controller
The error e(t) is the difference between reference input
r(t) and regulated output y(t). kp and kd are proportional
and differential weights respectively. These parameters will
be assigned before designing the membership functions
and their values rely on the expected range of both e(t)
and e˙(t) in order to normalize fuzzy input between 1 and
0.
kp ≤ 1||e||∞ , kd ≤
1
||e˙||∞ (10)
The existence of these norms is guaranteed by L1adaptive
controller in case of stable dynamics. In addition, they
can also be dynamically assigned. The fuzzy filter has
a triangular membership functions for both inputs and
output. The fuzzy filter has two inputs represented by the
error and its rate and one output which is the inverse of
the feedback gain kf . Fuzzy inputs are the absolute values
of e(t) and e˙(t) multiplied by weighted gains kp and kd.
L1adaptive controller will consider the fuzzy output kf as
a feedback gain if the error is greater than ke. Adversely,
the controller will consider a constant feedback gain k if
the error is less than or equal ke as shown in Figure 4.
IV. Particle Swarm Optimization
Particle swarm optimization is an intelligent evolution-
ary computation algorithm. PSO algorithm deploys a set
of particles in the space as a population and each particle
is a candidate solution. Each particle in the search space
moves randomly in swarm of particles to find the optimal
solution. Each solution is defined by a particle position
in the space and the velocity of swarming is necessary
to target the best position. The proper setting of the
algorithm variables ensures swarming in the vicinity space
of the optimal solution and increases the probability of fast
convergence. The velocity and position of the particle are
defined according to the following two equations (11) and
(12) respectively
vi,j(t) = α(t)vi,j(t− 1) + c1r1(x∗i,j(t− 1)
− xi,j(t− 1)) + c2r2(x∗∗i,j(t− 1)− xi,j(t− 1))
(11)
xi,j(t) = vi,j(t) + xi,j(t− 1)) (12)
where i = 1, 2, · · · , Np and Np is the population size,
j = 1, 2, · · · , Ps and Ps is the number of parameters In
each particle, x∗i,j and x∗∗i,j represent the local and global
solutions respectively, α(t) is an exponential decreasing
inertia, c1 and c2 represent personal and social influence
of parameters and finally r1 and r2 are random numbers
where r1, r2 ∈ [0, 1]. The objective function is defined to
enhance the tracking capability and improve the control
signal range as follows
Obj =
tsim∑
t=0
(
γ1e
2(t) + γ2u2(t)
)
(13)
where e(t) = r(t) − y(t), e(t) and u(t) are the system
error and control signal respectively. γ1 and γ2 are weights
that can be selected arbitrarily. Obviously, the output
membership functions have 18 parameters and they should
be optimized to minimize the objective function. Particle
swarm optimization is developed to search for the optimal
values of aforementioned parameters. It must be noted
that triangular nodes of output membership function rep-
resent position xi,j , each two triangular intersect on the
horizontal axis on one node. The computational flow dia-
gram of PSO algorithm is illustrated in Figure 3 (Abido,
2002; Mohamed, 2014). The algorithm will be used with
L1adaptive controller to define the optimal parameters
of output membership functions for a specific number of
generations as mentioned in (Eberhart & Kennedy, 1995),
(Abido, 2002).
Remark 2. In the proposed approach, the properties of
the filter, such as strictly proper, low pass with C(0)=1,
are preserved. Consequently, stability of the Fuzzy-based-
L1adaptive controller is guaranteed by the same analysis
of stability done in (Cao & Hovakimyan, 2006).
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V. Results and Discussions
A. Fuzzy L1adaptive controller implementation:
Problem in (Hovakimyan & Cao, 2010) has been consid-
ered here with additive nonlinearities added to the system
as follows
x˙(t) = Amx(t) +B(ωu(t) + f(x(t), t))
y(t) = Cx(t)
where x(t) = [x1(t), x2(t)]> are the system states, u(t)
is the control input, y(t) is the regulated output and
f(t, x(t)) includes high nonlinearity assumed to be un-
known. In addition,
A =
[
0 1
0 0
]
, B =
[
0
1
]
, C =
[
0 1
]
and
f(x(t), t) = 2x21(t) + 2x22(t) + x1sin(x21) + x2cos(x22)
ω = 75
s+ 75
ω is a function with fast dynamic to ensure smoothness
of the control signal. The compact sets of the projection
operators for unmodeled input parameters, uncertainties
TABLE I: Rule base of FLC.
∆e/e VL L S VS Z
VL V L V L V L V L L
L V L V L V L L S
S V L V L L S V S
VS V L L S V S V S
Z L S V S V S Z
and disturbances were assigned to [ωmin, ωmax] ∈ [0, 10],
∆ = 100 and θb = 10 . The control objective is to design
a fuzzy-L1adaptive controller to enhance each of control
signal range and tracking capability of a bounded reference
input r(t) for the output signal y(t). Desired poles are set
to = −21 ± j0.743, the constant feedback gain(k) = 20,
the adaptation gain(γ) = 1000000 and Q =
[ 1 0
0 1
]
. Fuzzy
control parameters are kp = 0.1 , kd = 0.05 and ke = 0.1.
Figure 4 illustrates the FLC with L1adaptive controller.
B. Membership Function Optimization
The objective of this work is to construct output mem-
bership function for FLC capable of reducing the error
and the control signal. Values of input membership func-
tions and constraints of the output membership functions
were chosen based on trying different values by running
a certain number of experiments. The range of input
membership functions was adjusted between 0.08 and 1
and their values were selected as shown in Figure 5.
The fuzzy inputs and output have triangular membership
functions with five linguistic variables. Linguistic variables
are assigned as very large (V L), large (L), small (S), very
small (V S) and zero (Z) where values of input membership
function will be assigned arbitrarily. Values of output
membership functions are optimized using PSO. Rule base
of the proposed filter is demonstrated in Table I.
Constraint values of output membership functions are
represented by three parameters as lower (l), center (c)
and higher (h) values. These three parameters of each
triangular membership function will constrain between
minimum and maximum bounds. Constraints bounds of
the problem can be defined as follows
[4, 8, 8] ≤ [V Ll, V Lc, V Lh] ≤ [8, 12, 12]
[1.5, 3, 6] ≤ [Ll, Lc, Lh] ≤ [3, 6, 10]
[0.3, 1.5, 4] ≤ [Sl, Sc, Sh] ≤ [1.5, 4, 8]
[0, 0.5, 1.5] ≤ [V Sl, V Sc, V Sh] ≤ [0.5, 1.5, 3]
[0.0, 0.0, 0.3] ≤ [Zl, Zc, Zh] ≤ [0.0, 0.0, 1.5]
(14)
With V L, ML, L, S, MS, V S and Z were mentioned
before as a linguistic variables. Also, we assigned V Lc =
V Lh, V Ll = Sh, Ll = V Sh, Sl = Zh, V Sl = zc and
zc = Zl which means that we have only nine parameters
to be optimized.
C. PSO Simulation results
The population size is set arbitrarily as 150 particles and
each particle include 9 parameters will be optimized based
7Fig. 4: Fuzzy-L1adaptive controller for nonlinear SISO system.
Fig. 5: Error and rate of error membership functions.
on a minimization objective function and these parameter
are V Lc, V Ll, Ll, Lc, Lh, Sl, Sc, V Sl and V Sc in (13).
The initial settings of PSO algorithm are demonstrated in
Table II and the maximum numbers of generations is 100.
TABLE II: Parameters setting for PSO.
Parameter λ α c1 c2
Settings 10 0.99 2 2
D. PSO Results
The system was simulated for 8 seconds and the data
was recorded every 0.01 seconds. The reference input was
defined by cos(0.5t) with zero initial conditions. The opti-
mal variables of output triangular membership functions
are illustrated in Figure 6. The fitness reduction during the
search process is demonstrated in Figure 7. However, it is
clear that objective function is reduced significantly and
enormously to a suitable value which is reflected on the
output performance as revealed in Figure 8. Figure 8.(a)
demonstrates the optimal output performance and Figure
8.(b) shows the control signal of the considered problem.
In this study, three different scenarios are considered
Fig. 6: Graphical illustration of output membership func-
tions.
to demonstrate the robustness of fuzzy-L1adaptive con-
troller. All cases will be simulated for 40 seconds. The
first case will discuss the nonlinear system included in
the search process. Case 2 includes the nonlinear model
with high uncertainties, unmodeled input parameters and
adding some disturbances in order to validate the robust-
ness of fuzzy filter with L1adaptive controller. Case 3
consider all assumptions in case 2 in addition to investigate
the system with faster desired closed loop dynamics.
Case 1: Figure 9 presents the output performance of
fuzzy-L1adaptive controller versus L1adaptive controller
and their control signals. Fuzzy-L1adaptive controller
guarantees uniform transient and smooth tracking perfor-
mance. In addition, its major contribution lies in reducing
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the control signal range by tuning the feedback gain. Tun-
ing feedback gain enhances the robustness of the system
and reduces the control signal range. The correspondence
difference of feedback gain between fuzzy-L1adaptive con-
troller and L1adaptive controller is illustrated in Figure
10.(a). The errors of both controllers are presented in
Figure 10.(b).
Case 2:To illustrate the effectiveness of the proposed
fuzzy filter with L1adaptive controller, robustness of fuzzy
filter is examined against any existing of high uncertain-
ties, unmodeled input parameters and disturbances.Here,
the nonlinear model and other assumptions mentioned in
case 1 are similar the nonlinear function; however, the
nonlinearity includes high time variant uncertainties and
disturbances and these changes will except be presented
as follows
f(x(t), t) =
(
sin(0.4t) + 1
)
x21(t) +
(
2cos(0.35t) + 0.5
)
x22(t)
+
(
sin(0.3t) + 0.3
)
x1sin(x21) + sin(0.35t)cos(0.4t)
+ 0.5x2cos(x22 + 0.5cos(0.3t)) + sin(0.3t)cos(0.4t)z2
where
z(s) = s− 1
s2 + 3s+ 2v(s), v(t) = x1sin(0.2t) + x2
The robustness of fuzzy feedback filter gain with
L1adaptive controller has been validated in Figure 11 and
presented versus L1adaptive controller. The significant
impact and the advantage of fuzzy-L1controller is revealed
on control signals performance as shown Figure 11. Figure
12.(a) presents the performance of feedback gain for fuzzy-
L1adaptive controller and L1adaptive controller. Finally,
Figure 12.(b) shows the error of both controllers. Uniform
transient and tracking capability are validated as shown
in Figure 9 and 11. The benefits of fuzzy-L1adaptive
controller can be summarized in including fast desired
dynamics and improving the tracking capability and ro-
bustness with less range of control signal.
Case 3: The robustness of fuzzy-L1adaptive controller
and L1adaptive controller will reveal more in this case.
All aforementioned assumptions in case 2 are similar here
except the desired closed loop dynamics assumed to be
faster than case 2. Desired poles are set to p = −84 ±
j0.743. According to this change in closed loop poles,
the robustness of L1adaptive controller will be violated
and the system will no longer be stable. However, fuzzy-
L1adaptive controller will be able to track the output
under this new condition with limitation in increasing
the control signal range. Figure 13 illustrate the output
performance of fuzzy-L1adaptive controller for case 3.
The robustness of this criterion has been simulated and
validated with L1adaptive controller on high nonlinear sys-
tem with different forms of nonlinearities and uncertainties
in addition to fast closed loop dynamics compared to nor-
mal structure of L1adaptive controller. It can be concluded
based on the cases considered and results obtained that
the proposed fuzzy-based approach to tune the feedback
filter improves greatly the performance of L1adaptive
controller. The proposed fuzzy-L1adaptive controller guar-
antee boundedness of the output and control signal and
insures fast tracking and low range of control signal.
VI. Conclusion
This paper presents a new FLC-PSO design of the
feedback gain filter part of L1adaptive controller. PSO de-
termines the optimal variables of the output membership
functions. The proposed algorithm tunes on-line the filter
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Fig. 8: Performance of fuzzy-L1adaptive controller after 100 iterations search process.
parameters, which in turn contributed to improving ro-
bustness and stability of L1adaptive controller. Moreover,
owing to a smooth tuning of the filter the control signal
range has been greatly reduced. Illustrative examples were
developed and simulated to compare fuzzy-L1adaptive
controller with L1adaptive controller with constant filter
parameters and to validate the advantages of the proposed
approach. The results show improved performance and
robustness with high levels of time variant uncertainties
and disturbances in addition to fast desired closed loop
adaptation.
There are several directions for future work. One impor-
tant area is to implement this approach on a real system
and compare the performance with existing techniques.
One should note that computation power is relatively
cheap and the technology offers several hardware op-
tion over which this controller can be implemented. This
study aimed at proposing an effective way of tuning the
coefficients of the control filter. During this work, the
structure of the filter was fixed. Extending this work to
determine automatically the appropriate filter’s structure
has the potential to further improve the robustness and
stability. Such an extension will take into account the
health of the system and may lead to the design a failure
tolerant robust controller. In this study, PSO has been
implemented off-line. To our knowledge, recursive PSO
for online implementation is not explored. A recursive
and online PSO will impose hard constraints on hardware
capacity. The implementation of PSO as it is now is not
feasible for online control implementation. A comparison
between PSO and other evolutionary algorithms can be
established to define the most effective solution for the
fuzzy-L1adaptive control problem.
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