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Inc:x:rte Distribution Effects of Water Quality Cbntrols: 
An Eroncrretric Approach 
by 
Ming Chien Chen, Doctor of Philosq>hy 
utah State University, 1977 
Major Professor: Dr. John E. Keith 
Departnent: Ecxnanics 
The irrposition of water quality controls may affect the 
econany chiefly by altering aggregate production and changing the 
fact= paym;mts. 'lbese tiNO effects could not only reallocate 
resources arrong prodtCticn possibilities, but also could change 
the distributicn of berefits of production am:m::J rrerbers of the 
society. 
This stlrly attarpted to provide a workable theory to establish 
an errpirical test of the :inpacts of water quality oontrols on 
family inc:x:rte distribution. It consists of tiNO separate areas: 
first, to analyze rrethodologies of rreasuring incane distribution 
changes, and, second, to develcp a theoretical rrodel that is 
useful for errpirical tests of the :inpacts of different water 
quality controls. 
A nl.llber of alternative probability density functions have 
been prcposed as rrodels of personal inc:x::m= distribution. 'l11e 
lognonnal, displaced lognormal, gcmra, and beta distribution 
vi 
functions were =nsidered as C!f.p:ropriate rrethodologies, since 
each allows 110re productive power for i.nccrrE distribution as 
suggested in the past literature. retailed information on incane 
distributioo can be extracted fran the approximations of the 
distribution functions. 
One of the objectives of the research was to evaluate the 
different rrethcxlologies far usefulness. The Gastwirth bounds for 
Gini a::>efficient were used as the test of gocxlness of fit; the 
beta density 1>.'<3S clearly superior to the other densities for 
the SM>A data. 
Next, a theoretical m:::del was =nstructed, enphasizin::r the 
prcxluctirn sector and the distribution sector. Water quality 
controls were intrcxluced in the prcxluction process as a negative 
input. Water quality data were =llected far all states, ani 
indices of quality were estimated using analysis of variance 
techniques. The equilibriun conditions in ccmrodity ani factor 
markets generated the first inpacts of water quality =ntrols on 
total output ani factor payrrents in the e=ncrny. 
'lhe specific assUtption was made as a theoretical bridge 
Cctl!lecting family incane distributirn ani factor payrrents in the 
distribution sector. It was assuned that a family's inoane 
equals total payrrents received fran owned labor and capital in the 
productioo process. Thus, changes in factor payrrents ani total 
output were included in the distribution equations. Water quality 
=ntrols \\Qlild, therefore, effect family incane distribution throu::Jh 
changes in total output ani changes in factor payrrents. 
vii 
The simultaneous equation regression results for 172 SM3A' s 
were not oonclusive. It a~ that water quality paraneter 
may effect the wage rate and total output, if the paraneter was 
not, in fact, a surrogate for other excltrled variables in the 
systan. The effect of wage changes on incare distribution was not 
significant, but changes in total output aj:peared to be the JIDSt 
significant variable in the distribution equations. 
In an attarpt to acconnt for the many variables which might 
be expected to effect incare distributioo, factor analysis was 
performed oo the SM'iA's. TWo groups of SM'lA's were identified, 
and regressions were perfClilred far these groups. Results fran 
these regressioos were similar in sign to the results fran the 
172 observation regressions, although many of the coefficents 
were not significant. 
Interpreting the results of the research was sanewhat 
difficult, even though sare results did appear consistent among 
all regressions. It does appear that there is sare evidence to 
indicate that water quality controls lead to less equal family 
i.rx:are distribution. Better data are required far JIDre ccrnplete 
aro accurate analysis. 
The principle thrust of the stud¥ was to devel<:f> a m:rlel to 
organize the catplexity of econanic causality with respect to incare 
distribution change and water quality policy. It appeared that 
this type of systanatic eccnaretric approach can be fruitful in 




The :inposition of envirorrrental constraints on econanic 
activity has heightened pecple' s interest in the consequent irrpacts 
of these new policies. M:Jst pecple generally acknONledge that 
changes in envirormental control affect the econany chiefly by 
altering aggregate production. H~ver, emrirom1e11tal policies 
may have b-A:l possible effects: changing resource allocations anong 
production possibilities and changing the. distribution of the 
benefits of production anong manbers of society. Many of the 
standard econanic tools are structured to analyze allocation effects. 
The study of distributional changes also has a rather long history, 
but only recently have tools with strong analytic capability been 
suggested in the literature. The past studies have been theoretical, 
rather than ~irical. This sttrly attatpts to provide sare 
methodologies for ~irical analysis of the distributional impacts 
of water quality controls. 
StU:ly Objectives 
The primary objective of the prqx:>sed research directs itself 
tONard two separate areas: first to analyze methodologies of 
measuring incane distribution changes, and, second, to select 
apprq::>riate methodology and errpirically test the hypothesis that 
there are significant distribution irrpacts fran water quality 
=ntrols. In order to achieve these objectives, several steps 
will be accarplished in the following sequential order: 
1. 'lb detennine carparable e=nanic and denographic units 
in cross sectioo and in tinE series. 
2. 'lb estimate in:xnte distributioos in each of the units, 
using different rrethods of inequality rreasurarent. 
3 . 'lb evaluate the estimatioo efficiencies of different 
inequality rreasurarents. 
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4. 'lb establish a theoretical relationship amJilg the incane 
inequality, water quality indices, and rreasurable 
socio-econanic variables. 
5. 'lb develop indices fran the water quality data which had 
a broad range of variables. 
6. 'lb develop an econanetric rrodel fran the theoretical 
relationships in order to test the hypotheses for 
significance empirically. 
7. 'lb awly the tools, if they are efficient, to water 
quality policies to awraise its effect on incane 
distributioo changes which might oc=. 
CHAPTER II 
THE DISTRIBuriOO MEASURES 
Sen (1973) discussed rreasures of inequality that have been 
prqx:>sed in the literature. He pointed out the strengths and 
weaknesses of different rreasures. He concltrled that inequality 
is not easily represented by a single measure. 
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Inequality can be viewed in relative tenns, viz., as a departure 
fran sane notion of an awropriate distribution. It is not only 
a rreasure of dispersion but also as a rreasure of the bargaining 
process between different incare classes. In a nornative sense , 
the "righ t" distribution of incane based on "need" and "apprcpria-
tions . " Sen pointed out this nornative assurrption, and separated 
the measures of incane distribution into 0.0 categories: 1) 
Those using statistical rreasures of relative variation of incane 
to measure the extent of dispersion in an cbjective way are the 
positive irrlices of inequality, such as the Gini Coefficient, 
variance, and ccefficient of variation, 2) Those irrlices that try 
to rreasure inequality based on sane normative notion, such as 
Dalton's measure, Atkinson's rreasure, and Theil's entropy irrlex. 1 
~lton ' s measure is based on a ccrrparison between actual levels 
of aggregate utility and the level of utility that would be obtained, 
if inccme were equally distributed. Atkinson's measure was the con-
cept of equally distributed equivalent ina:rre . See Chanpernowne 
(1952) for more detail. 
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The awrc:priate awroach for the study of changes in distri-
bution due to water quality =ntrols is clearly the fonrer. 
The incane distribution rreasures rrost often utilized in the analysis 
of policy effects have teen the Gini, Pietra, or Theil 1 s Entropy 
neasure. The Gini Coefficient, which is derived fran the I.Drenz 
=ve, is insufficient in that IDrenz =ve which cross and have 
very different distributional characteristics may have identical 
Gini =efficient. Theil 1 s entrc:py is based on the =ncept in 
Therrrodynamics, which is prc:posed to measure disorder or randanness 
for particles. One disadvantage of using the Theil 1 s entropy is 
that the proportion of families in different incane ranges cannot 
be predicted fran the index. All of these indices suffer fran a 
lack of a unique relationship between the index and the actual 
incane distribution. 
Several autfx)rs have suggested alternative rreasuring methods 
based on probability density functions which have parameters which 
relate to both the mean and skewness of a density function (Cha!tper-
nowne, 1974). Mo!tcalf (1972) utilized lognormal and displaced 
lognormal distributions to estimate the IDrenz curve. The latter 
function has the prc:perty that the distribution need not necessarily 
be syrrrretric about the mean, as would be expected of a IDrenz curve. 
~ of the Pearson family of curves have also been suggested: the 
ganma density function (Salem and M::>unt, 1974) and the beta density 
function (Thurow, 1973). All these functions have two parameters 
which relate mean, variances, skewness, and kurtosis, allowing a 
rrore carplete description of the I.Drenz curve. 
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The Lognonnal Densities 
Census data indicate that incane distribution is positively 
skewed in that mean is greater than the median (See Figure l) . 
'Ihus, it is likely that incane is rrore closely approximated by a 
lognonnal curve than a nonnal curve. 





Figure 1. Skewed distribution of incane distribution 
'Ihe distribution of family incane may be approximated by a two 
pararreter lognonnal distribution function, 
1 
A (x I a • a) = exp {-
xa rz:;r-
X> o, a> o, and a> 0 
{log X - l<p a}G ) 
2f· 
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or a three pararreter displaced lognormal distribution function, 
f { x I c, a , a } ~ A { c x -c> 1 a , a} 
The variable x is defined as the inccrne level, A Cxl arrl f Cxl 
are the percentage of families attaining that inccrne level. The 
density functions involve three pararreters. Cl • a arrl c. which llnlSt 
be estimated fran data. Various neasures of distribution equali t y 
fran the t\\Q functions are then obtainable . 2 
'!he pararreter a , which is the natural lcq of the geanetri c nean 
of x, should equal the natural lcq of the nedian of the actual 
distribution is the t\\Q paraneter lcqnonnal. Since the inccrne dis-
tribution in the SM5A's is skewed, often dramatically, the three 
paraneter lcqnonnal may be a rrore desirable estimation . The third 
paraneter of the lognormal distribution, c, will indicate the 
extent of the lcq transfonn of the ske\oled data. 3 
'nle curve fittin;J procedures incltrle the crnputation of nean 
incare in each of the incare groups. The midpoint is chosen a s the 
nean inccrne far the first incare group; the nean inccrne of the cpen 
em interval is obtained by fitting a Pareto curve to the data. 
Pareto's mathematical fonnulation is widely used as the basi s 
far estimating the nean for the cpen-end of an inccrne distribution. 
2Aitchisan, J. and Brown, J.A.C., '!he r.ognormal Distribution 
with special reference to its uses in econanics, Canbridge: 
Carrbridge University Press, 1973 . Chapter 2. 
3
'nle t\\Q pararreter lognormal is s:inply a special case of 
the three pararreter one, wherein the skewness, or third paraneter, 
is zero . 
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For a discussirn of fitting a Pareto =ve to the open-end interval 
see U.S. Bureau of the Oensus (1965). Due to the assumed geometric 
nature of the incane distribution, the mean incane of each of 
the remainder of the groups is carputed fran the geometric rrean 
of the lower and upper bounds. 
The overall mean incane of the population (~) is estimated by: 
E 
i ~i fi 
E f . 
i 1 
where ~ i is the mean incane of group i and fi is the nunber of 
families in incane group i. 
The rrethod of quantiles is used to estimate the pararreters. 
It is more efficient to take rredian, 10% decile, and 90% decile 
as the three qllaJltiles. If B, M, and S denote the estimators 
of three pararreter lognornal functions4 , the detennining simultaneous 
equations are: 
na: = B + em-l. 28S 
XMED = B +em 
DEC9 = B + em + 1.28S 
v.>here IEC = 10% decile, 
~ = rredian, 
DEC9 = 10% decile. 
For further discussion of estimation procedure, see Aitchison 
and Brown (1973), Olapter 6. The carputer program is listed in 
Appendix A. 
Metcalf (1972) applied the displaced lognornal distril:ution 
function to postwar lhited States incare data. He states that 
4Again, for the case of 0.0 pararreter lognornal, B = 0. 
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" . . . A =sory examination of U.S. inc:crte data for any year reveals 
that the actual distribution is positively sk~, contrary to 
the symmetry of a normal distribution •. • The coefficients of 
skewness and Kurtosis are both positive, indicating a departure 
fran nornality." He, then, chooses the lognormal distribution 
m::x:iel. He irrlicates the statistical failure of the descriptive 
~ of the lognornal distribution m::x:iel. In the discussion 
of the rejection of a sinple lognornal distribution, he found that 
it is unlikely that the displacerrents are random variations 
about a zero mean. 
Given the arpirical assertion that f (xl is positively 
sk~, f (ln x l overcorrects for the positive skewness. Clearly, 
there exists sane value of c > o such that the transfornation 
f (ln <x- c ) ) has zero skewness. 'lhus, it is possible to find a 
value of c such that the distribution possesses the desired 
degree of skewness. M=tcalf suggested using the displaced 
lognornal to inprove the fit, and he aa::epted it as analytic 
tractable. 
Nevertheless, Salem and !>bunt (1974) rejected the displaced 
lognornal distribution as an alternative approx:irration of inc:crte 
distribution, due to the difficulty of relating the parameters 
to an inequality measure. They indicated that " ... Even though 
the displaced lognornal provides a good fit to the data, there 
are t\oAJ serious drawbacks that reduce its usefulness as a nodel 
of incane distribution ... .,S 'lhe t\oAJ drawbacks involve the 
statistical properties and econcrni.c interpretations of the three 
9 
parameters. Testing hypotheses about the parameters is difficult, 
since the statistical properties of the estimators are unkn~. 
Furthe:rnvre, skewness deperrls upon l:oth B and C; hence, the 
ecx:>nanic interpretation of the parameters is no longer straight-
forward. 'llley =ncluded that garma density llBY be a better 
functional fonn to describe changes in the distribution of incare. 
The Ganrna Density 
The garma distribution llBY be defined: 
( ) Ba a - 1 g X I (l • B ~ ----- X 
r{a} 
where o < x < oo , a and B are positive parameters, and 
(a) ~ fooo e-u ua-1 du 
is the gamma function. 
Salem and M:lunt found that the two parameters can be directly 
related to indicators of inequality and scale respectively, and 
the two parameters are easy to estimate. 
Assl.lllE! that all the family incares <xl are multiplied by 
a =nstant k, namely Y=kx , as wo'Jlc~ J-.appen ·.mder Gibrat 's Law of 
prcportionate grc:M:h. The density function of Y is g (Y), and 
the cumulative distribution function is G (Y), where 
g (Y) --':~,.,....-- G (Y) 
by definition. 
G (Y) and g (Y) can be related to F (X) and f (x) in the 
following equations: 
5See Glenn, A.B.Z. and M:lunt, T.D. "A Convenient Descriptive 
M:ldel of Incare Distribution: The Gamma Density," E<x>naretrica 42 
(6), November, 1974, 1115-1127. 
G (Y) ; P (Y ~ y ) 
; P (k x :: y l 
g (Y) 
; P <x ~ y/k} (assure k :;_ 0) 
; f yfk f <xl dx 
0 
; F (y/k) - F (0) 
~ F (y/k) 
d 
= dY G(Y) 
= ~ F(y/k) 
= f (y/k) dx 
dY 
= _1_ f (_y_) 
k k 
_ 1 a" v a - 1 - B· _y_ 
- k !'((;) (--j() e k 
(B/k) " et - 1 -(--8--)y 
r(a) y e k 
=f <y I"·+> 
10 
It i s clear, then, that a is not directly related to the scale 
change in incatE, but is related to the skewness, kertosis, and 
variaoce. It has been shCMn that the Gini (Salem and ~1mt, 1974), 
Theil's entropy (Salem and ~1mt, 1974), and Pietra (M=J:X>nald and 
Jensen, 1976) indices are flmctions of a only. Thus, the non-
IIDiqtEness of these inequality rreasures is obvious. M=J:X>nald and 
Jensen (1976) , indicate that !l'aXimun likelihood estimators have 
smaller sarrple biases than rrethod of ll"CJilellts estimators in 
rrost cases. Thus, rraximum likelihood technique will be used to 
estimate the two pararreters. The carputer program is developed 
in Appendix B for both ganna and beta densities. 
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The Beta Density 
The final distribution form to be examined is the beta 
density function, as suggested by Thurow (1973). 
The beta function has the form 
r(a p) cr -1 
-'r=-'(f"a.,-J) ""-=r,.,(~p ),..._. X (1-xl p-1 f(x a p) 
' , 
where o < x < 1, p > o , and a > o . 
The relationship between the beta function and the three 
indices of inequality is currently tmder sttrly. No specific 
relationship has been determined, nor has it been daronstrated 
that the maxiJrn.m likelihocxl estinators have smaller sanple basis 
than the rrethod of m:::rtEnts. HOwever, since the beta and garrna 
functions are rreni:Jers of the sane Pearson family of distributions, 
the use of maxinun likelihocxl estinators appears arranged. Since 
no direct nrudmum likelihocxl estinators of the beta function 
exist, a Newton-Raphson approximation is used. 
The Empirical Estination Of Income Distribution 
The major proolem in estinatin:; the ioccrne distribution 
pararreters for each of the chosen functions were: first, to choose 
the methcd of estinating the mean of the highest (unbounded) 
incane class, and second, to estinate the pararreters of each 
function =rresponding to the income distribution data =llected 
fran the 1960 and 1970 census data for every Standard t-Etropolitan 
Statistical Area (SMSA) in the nation. 
As discussed, the Pareto-Levy law was used by the u.s. Bureau 
of the Census (1965), to estinate the mean of the unbo..mded 
upper income group. This law states: 
... 'Ihe ~r ranges of the incare distribution ~d be 
des=ibed by a curve of the general tyre, Y = AX , where 
X is the incare size arrl Y is the number of persons have 
that, or a larger, incare. 
Graphically the curve would appear as a straight line in 
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its logarittanic form. While the law is difficult to use for 
lower incane levels6 , it is a reasonable approx:ilration of higher 
incare group. Since the only incare group requiring estimation 
is the open-end highest inc:aTe group, the law should be appropriate. 
A related difficulty occurs when the beta function is used 
for incare distribution estimation. Sinoe the beta function is a 
finite distribution function of scaled incanes (that is, scaled 
between 0 and 1), it has a maximum incare inplicit in its 
estimation. 'Ihe IlEal1 incare of the open-ended interval derived 
fran the Pareto-Levy law, is the mid-point of the interval. The 
formula used i s: 
where 
UD = B +. 2(X-B) 
UD = maximum incare; 
B = upper limit of the interval preceding the open-errled 
interval; and 
X = nean incare of the open-ended interval. 
Incares are divided by UD to satisfy the scale (0 to 1). 
Distribution data were collected fran the 1960 and 1970 Census 
of population (U.S. Bureau of the Census, 1963, 1973, 1974, 1975) 
and fran data available in the 1972 Cbunty and City Data Book (1972) • 
6see for references, R.G.D. Allen, Mathenatical Analysis for 
Econanists, (London: MacMillan), 1974, pp. 407-408 and L.R. Klein, 
An Introduction to Ecoi10!TEtrics, (Prentice Hall, Inc.) 1962, pp. 
152-153. 
Since cnly groupa:J. data of the family inCCITE of SMSA' s are 
available, it is assured that every manber of the particular 
incare group receives the same inCCITE, measured by the midpoint 
of that group. Thirteen inCCITE groups are used for 1960 an::l. 
1970 data to make ccmparisons possible. 
Carputer progran.s were develq:>ed to estimate the parameter 
of the displaced lognormal, g<mra, an::l. beta density functions 
fran these data. The programs can be found in appendices. The 
estimation of these parameters are given in Table 1 and 2 for 
each SMSA. 
Cile of the objectives of the research was to evaluate the 
different methodologies for usefulness. The Gastwirth indices 
were used as the test. 
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Gastwirth (1971, 1972, 1974) suggested a method of estimation 
of the Gini coefficient with group data that does not require any 
assU!Tption about the fundamental form of inccrne distr:ih.!tion. 
The method yields upper an::l. lower bounds for the Gini coefficient. 
A test can be perfonred by relating the Gini coefficient generated 
by each of the estimation techniques to the Gastwirth bounds. The 
Gastwirth bounds are also indicated in Tables l and 2 for each 
SMSA. 
Gastwirth and Smith (1972) have found that the lognormal 
and displaced lognonnal functions fail this test consistently. 
The Gini coefficients granted by the lognormal and displaced 
lognormal functions fell outside the Gastwirth bounds in every 
SMSA, as can be seen in Tables 1 and 2. The gamna distribution 
Table l. 1960 inccroo parawet ers for each distribution function and gastwirth bonnds. 
S . M.S.A. (60) 
Abilene, TeY. 
Akron, Ohio 
Albany , C.'l 
Alt<.nr, :;y 
Albuque r -:; ue, t-.'M 
Allen to·.m, NJ 
.\r...arillo , Tex 
. .'..nn Arbor, ~ich 
,<\s:will c , l\C 
Atlanta , Ga 




Baton Rouge, La 
Ba y City , Mi..:h 
Beaumont, Tcx 
Bill ings, Mont 
3inghampto n, NY 
Bi rmingham, Ala 
Boston, Mass 
Bridgeport., Conn 







































0 . 00025 
0.00030 












0 . 27 
0 . ~.4 
0. 29 






















1 .59 13 ... ~ 
2.07 12.46 




1.62 13 . 83 






l. 7l 11.24 
1.51 10.32 
2. 11 14.51 
1.59 13.44 
1.94 11.83 
2 . 15 12.55 
1.34 11.85 
1.72 10.44 
2.01 10 .80 
2.37 15.80 





0 . 36 
0.17 
o. 16 





















8 . 25 
8.62 



















8 . 69 
Lognormal 01 spJ aced Logno rmal 
v C:i ll~ :-1 \' C:ini 
0 . 63t. 
0. 500 
0 . 756 
o. SS7 
0 . 617 
0 . 49 5 


















0 . 4) 150 40.25 9 . 94 
0 . 38 5793.73 9 . 45 
0.46 435973.30 13.00 
0.40 4907 .H4 9 33 
0.42 3049 .67 9.14 
0. 38 2645 . 49 9.05 
0.41 3J9S.J7 q ,17 
0.42 6381.78 9 . 52 
0.46 69607.<j) 11.22 
0.45 12081.93 9.84 
0 . 44 3765.05 9.10 
0.45 10672 . 78 9 . 72 
0.42 4331.86 9.24 
0.42 5341.23 9 . 38 
0.45 26230.18 10 . 41 
0.39 6787.51 9.47 
0.44 101891.40 11.59 
0.40 2919 . 45 9 . 11 
0.37 2728.32 9.13 
0 . 47 22986.08 10.27 
0 .40 1131.30 8 . 95 
0.39 1333 . 11 8.98 
0.36 1684 . 84 S . 95 
0.39 3619.00 9.22 
0 . 030 
0.096 
0 .000 
0. I :.0 
0.197 
0.160 
0 . 160 
0.106 
0.002 





















0 . 22 
0.18 
0.02 





0 . 07 
0. 16 












0 . 41 
o. 35 
o. 37 










0 . 32 
0 . 37 
o. 34 
0 . 32 













0 . 42 
0.40 
0 . 38 
o. !.2 
o. 36 
0 . 36 
0. 39 
0. 32 










Table 1 (continue:i) 
S.M.S . A. (60) 
Canton, Oh lo 
Cedar Rapids , Iowa 
Char:~pa ign , I ll 
Charlotte, SC: 
Charleston , \.1 Va 
Charlotte, NC 
Chica go , Ill 
Cleveland , Ohio 
Co l o Springs , Colo 
Columbl3, SC 
Columbus , Ohio 
Corpus Christi , Tex 
Dallas, Tex 
Da ·,cnport, Ill 
Dayton, Ohio 
Deca t ur, 111 
De~ver , Colo 
Des ~o ines , Iowa 
Detroit , Mich 
Dubuque , I o wa 
Duluth, Minn 
El Paso , Tex 
Erie , Pa 
Eugene, Ore 
Evansville, I nd 
Fargo , NO 
2 .4 6 





















2 . 42 























0 . 000]1 









0 . 27 
o. 'lO 
0 . 28 
0.29 
0 . 25 
0 . 25 
0 . 25 










0 . 26 
0.24 
0 . 27 
0 .24 
0 . 24 
0 . 28 
0 . 25 
Beta Logno rmal JJis pl;lco..: d Logno rmal Gastwirth 
\.ini V c.:i ni \' Gi:1 i CL' GL 
2 . 00 13 . 50 0.35 8 .~ 4 0.519 0 . 39 4)]!1 . 1) 9 . ?.7 0 .122 0 . 19 0 .33 0 . 33 
l.75 13 .9 5 0 .3 7 8.66 0.572 0.41 89!1.42 9 . 65 0.063 0.14 0.35 0.35 
1.61 11.66 0.39 8 . 57 0 . 613 0.42 1586 . 44 8.90 0.278 0.29 0 .38 0.38 
1.28 11.66 0.4) 8 . 22 0.897 0.50 6196 .04 9.28 0 . 104 0.18 0 . 43 0.42 
1.53 10 . 75 0 . 39 8.48 0.751 0.1.6 88)7 . 78 9.60 0.076 0.15 0.38 0.37 
1.36 11.83 0.4 2 8 .53 0 . 710 0 .45 9005.45 9.64 0.074 0 . 15 0.42 0.41 
1.72 9 . 17 0.37 8.82 0 . 586 0.41 4733 . 57 9.40 0.132 0.20 0.36 0 . 35 
1.72 10 . 46 0.37 8 . 77 0 . 579 0.41 4503.90 9.35 0.136 0 . 21 0 . 36 0.35 
1.84 13.44 0.36 8 . 52 0.556 0.40 4928 . 00 9.29 0.110 0.19 0.36 0.35 
1.35 12.86 0.42 8.27 0.805 o . 47 4341.02 9.09 o . 142 o.21 o.42 o.•2 
1.69 11.72 0.38 8.67 0.598 0.42 5923.99 9.44 0.108 0.18 0.36 0.36 
1.29 12 . 68 0.43 8.33 0 . 834 0.48 5573 . 95 9.28 0.125 0 . 20 0 . 43 0.42 
1.37 10.64 0.41 8.58 0.719 0.45 10122 . 59 9.73 0 . 069 0 . 15 0 .41 0 . 41 
1.97 12.44 0 . 35 8.68 0.541 0 . 40 4629.03 9 . 32 0.120 0.19 0.33 0 .33 
1.90 11 . 46 0.35 8.70 0.559 0.40 7808.39 9.59 0.079 0.16 0 .34 0.33 
1.86 12.38 0 . 36 8.59 0.566 0.41 3787.33 9.18 0.145 0.21 0 . 34 0.34 
1.76 11.93 0.37 8.70 0 . 559 0.40 7045 .42 9.54 0.088 0.17 0.36 0 . 35 
1.80 12.21 0 . 37 8 . 69 0.546 0 . 40 5637.69 9.42 0.106 0.18 0 . 35 0.35 
1.59 9.53 0.38 8 . 57 0.710 0.45 5608.80 9.37 0 . 133 0.20 0.37 0.37 
1.75 11.57 0.37 8. 56 0.638 0.43 14259 . 58 9.93 0 . 036 0.11 0.35 0.35 
2.02 16.64 0.35 8.49 0.522 0 . 39 16704.51 10.01 0.020 0.08 0.34 0.33 
1.60 12.39 0.39 8 . 46 0.635 0.43 1867 . 05 8 . 86 0.259 0.28 0 . 39 0.38 
1. 99 13.80 0 . 35 8.55 0.531 0.39 4876.22 9 . 27 0.102 0.18 0.33 0.33 
1.95 13.49 0 . 35 8.61 0 . 521 0 . 39 11287.62 9 . 78 0 . 044 0.12 0.34 0.33 
1. 52 14.48 0.40 8. 41 0 . 690 0.44 68441.12 11. 21 0.002 0.03 0.39 0 . 39 
1.92 14.41 0.36 8.58 0.518 0.39 3960.26 9.20 0.129 0.20 0.35 0.34 
f-' 
LT1 
Tablf!!. 1 (continued) 
S.M.S.A. (60) 
Fitchburg, Mass 
Ft Lauderdale, Fla 
Ft \.layne, lnd 
Ft Wonh Tex 
Frcsn0, Cal 
Gary, Ind 
Grand Rapids , M.ic.h 
Great Falls, Mont 
Green Bay, His 
Greensboro, NC 
Greenvi lle , SC 
Hamilton , Ohio 
Harrisburg , Pa 
Hartfo rd, Conn 
Honolulu, Ha 
Houston , Tex 
Hunt.ington , Ky 
Indianapolis , Ind 
Jackson, Mich 
Jacksonville, fla 
Jersey City, NJ 
Ka lama zoo, Mich 
Kansas City, Kan 
Kenosha , Wis 
Knoxville, Tenn 
2 . 72 
1.58 








































0 . 00030 
0.00028 
0 . 00033 
0 . 00029 
0.00038 






0 . 29 
o. 25 
o. 27 






















2. 21 14.79 




2 . 12 11 . 38 
1.85 12.96 
1.93 12.74 


















0 . 33 
0 . 4) 
0. )6 
o . 39 
0 . 40 
0. 33 
0 . 36 
o. 35 







0 . 41 
0.40 


















8 . 50 
8 . JJ 
8. 68 
8. 60 
8 . 83 











Lognonnal IJispl<H:ed Logtwrmal 





0 . 696 
0 . 498 
0. 536 
o . 522 
0 . 512 





0 . 633 
0. 716 
0. 753 
0.)7 2054 . 21 8.96 
0 . 46 80 26 .10 9.53 
0.40 544ll.29 9 . 41 
0 . 43 17237 . so 10 . 07 
0 .44 3825.89 9 . 15 
0 . 38 3194 . 27 9.20 
0.40 4781.14 9.33 
0.39 3470.33 9 . 16 
0.39 2361.46 9.03 
0.43 16609 . 20 10.04 
0.44 5724.57 9 . 26 
0 . 40 8673.08 9.65 
0.39 2830 .92 9.07 
o. 38 1181.52 9.01 
0 . 43 1 26 7.18 8.98 
0.45 14064.25 9.95 
0.46 208923.70 12 . 28 
0.585 0.41 6211.11 9.48 
0.532 .0.39 7697.98 9.57 
0.685 0.44 30247.55 10.50 
0.496 0.38 2652.82 9.08 
0.543 0.40 4525.55 9.32 
0.591 0.41 3536.91 9.20 
0.476 0.37 2620.96 9.15 
0.758 0.46 6102.50 9.31 
;:>-
\' C: iri 
0 .180 
0 .081 
0 . 107 
0 . 027 
0 .176 
0.151 




























0 . 09 
0 . 17 
0.15 


















0 . 38 



























0 . 34 
0.34 



















Table 1 (continued) __ _ _ 
s .:-t.s .A. (&O) 
Lake C!-,arl es , La 
Lane aster, Pa 
Las \'egas, ~ev 




Lincoln , :-leb 
Little Rock, Ark 
Loraine, Ohio 
Los Angeles, Ca l 
Lowe ll , Mass 
Lubbock , Tex 
Lynchbu rg , Va 
~~con, Ga 
Manc heste r, ~'H 
Hemphis, Tenn 


































0. 000 32 
0.000) 4 


















































1.66 1!.. 8 1 
1.86 13. 60 
1.83 9. 82 
2.20 17 . 06 
1.71 15 . 44 
1.35 12.98 








l. 51 12.01 
2.08 15.62 
l. 31 14.31 
2.41 12.93 
1.32 11.56 







0 . 39 
0 . 36 
0 . 36 










0 . 41 
0. 40 












8 . 58 
8. 76 
8 .48 







8 . 62 













Ln;;< l<. l'Tkll 
0 .6/.6 
0 . 539 
0. 561 
0.435 
0 . 600 
0. 741 
0.592 
0 . 511 
o. 706 
















---·--- - - -- --·---- -
IHSplo~('<,:d Lo ~r.O r.:l:tl 
Ci n i 
0 . 4 3 33730 . 61 10 . 59 
0 . 40 2848.40 9 . 07 
0.40 40 0 :0 . 70 9 . 31. 
0 .36 5667.53 9. 30 
0.42 1841 8 . 65 10.07 
0 . 46 12 217 .14 9.81 
0.41 21807.26 10.24 
0.39 3159.93 9.10 
0 .4 5 26746.12 10 . 39 
0.38 4906.99 9.33 
0.32 4974.09 9.40 
0.36 5540.58 9.36 
0.44 7056 . 92 9.49 
0 . 45 73611.93 11.28 
0.45 38411.58 10 . 70 
0.37 3958 . 44 9.19 
0.47 134181.50 
0 . 36 1504 .40 
11.85 
9.00 
0.46 18792.59 10.13 
0.43 10427.84 9.79 
0.38 2246.87 9 . 13 
0.40 3973.96 9.25 
0.45 30420.38 10 .50 
0.49 41881.26 10.78 
0 .41 11613.63 9.79 
v~ 
\ ' (.. in i 
0. 008 





0 . 017 
0.151 
0.012 
0 . 102 
0 . 135 
0.083 






0 . 027 


















0 . 17 






















































0 . 33 
0.42 










Table 1 (oontinued) 
s .~1- s ,,\ (60) 
~:uskc~on, Mich 
Nashville, Tcnn 
New Bedford, Mass 
s~..., Britain, Conn 
Ni.:..., !Iaven, Conn 
New Or leans, La 
New York , NY 
Nt>.wark, NJ 










Pittsburgh , Pa 
Po~t.land, Me 
Portland, Ore 


















0 . 000)9 
O. OOOl.J 
0.00027 
0 . 00025 
0.00023 
0 . 0002) 
0.000)) 
0.00027 
0 . 000)4 
2 . 91 . 0.00041 
1.86 0.00027 
1. 71 0.00027 
2.45 0.00028 
2.)4 0 . 000)2 
2 . 20 0 .000)9 






2 . 14 0.00024 
1.88 0.00026 
Gi n i 
0. 24 
0 . 29 
0.25 
0. 22 
0 . 26 





















2 .1 5 15 . 1,2 
1.35 12.ll 














l. 75 10.74 









0 . 34 
0.42 
0 . )6 
0.)2 
0.38 




















8 . 60 
8.45 
8 . 44 
8 . 75 






















Lo gnorrn.?.l /Hspl~H.:c.>d Lo~n•Hrr.al 
\' Ci:1 i ~I \ ' Gb1 
0 . 514 
0. 7)8 
0.5)6 



















0 . 820 
0.574 
0.656 
0 . 39 20780.23 10 . <1 
0 . 46 )51'..52 9 . 09 
0 .4 0 28224 .6 6 10.43 
0 . )5 438 .64 8 .85 
0.41 2078 . 03 9.07 
0.46 8498.00 9.57 
0.4) 281.9.6) 9.16 
0.42 2268 . 12 9.15 
0.41 90c9.87 9.64 
0.49 191565 . 00 12.19 
0.40 10811.13 9.76 
0.37 3382.97 
0.4) 8171.)0 
0. 44 111)99. 62 
0.)9 2095.24 
0. 40 )961. 90 
0.41 2796 . )5 
0.4) 8321.27 
0.41 2359 . 60 
o. 39 - 82). 53 
0.41 13185.78 
0 . 39 5015.96 






















0 . 220 
0.077 
0. 212 















0 . 002 
0 . 170 
o. 075 
0 . 07 
a. 21. 
0 . 05 

















0 . 11 
0 . 18 
0.02 























0 . 35 
o. )6 






0 . l' 
0. JO 
0 . )6 
a.42 
0. JB 
0. ) ; 




0 . )6 
0 .4 i 
0.33 
0 . 33 
0. 35 
O. JB 









Table 1 (oontinued) 






St. Joseph, HO 
St. Louis, Ill 
Salt Lake City, Utah 
San Anjelo , Tex. 
San Antonio, Tex 
San Bernadino, Cal 
San !He go , Cal 
San Francisco , Cal 
San Jose , Cal 
Santa Barba ra, Cal 
Savannah, Ca 
Scranton , ?a 
Seattle, Wash 
Shre~eport, La 
Sioux , Iowa 
Sioux Falls , SO 
South Bend, Ind 
Spokane , Wash 
Springfield, Ho 











2 .1 8 
2.03 
2 . 13 





























0 . 00039 






0 . 000 33 




0 . 24 
0. 24 
o. 2lo 
0 . 25 
0. 26 
0 . 26 





















2.00 12 . 12 
2.02 10 . 42 
1.86 1~ . 57 













1. 30 11.50 
1.58 14.00 





















0 . 39 
0. 37 
0. 36 
0 . 43 
0. 39 





1 . 44 
8 . 79 
B. 71 
8 . 79 
8. 60 
8. 4 7 
8. 63 
8. 68 
















8 . 56 
Lu gnormal 
V Gini 
Dis~l:l c.-d Logno n;w.l 
v 
0. 671 




0 . 580 
o. 631 








0 . 702 






0 . 541 
0 . 634 
0. 551 
0 . 44 Ut.43 . Fl5 9.96 
0.39 5050 .57 9.42 
0 . 39 5126.68 9 . 38 
0.39 3848.60 9.30 
0.40 9580.66 9.67 
0.41 7S7R . 46 9.47 
0 . 43 4635.49 9.30 
0 .39 1827.64 9.00 
0.45 18457.28 10.08 
0.45 11712.40 9 . 75 
0.41 3996.08 9.20 
0 . 43 4966 . 45 9.35 
0.42 4779.83 9.38 
0 . 40 5037.88 9.43 
0 . 42 3388.60 9.23 
0 . 45 12274 3.50 11.76 
0.41 5273.94 9.23 
0.39 7254.95 9.58 
0.48 40041.95 10.74 
0 . 43 fi611. 72 9 . 42 
0.40 5648.23 9.34 
0.38 6387 . 18 9.49 
0.40 4009.27 9.22 
0.43 6556.65 9.34 




















0 . 007 
0.087 
0 . 096 
0 . 086 
0.143 
0.073 
0 . 039 




0 . 21 
0.13 
0 . 14 
0. 21 
0. 26 






































































______________________ ........... .. 
Table l (cont inued) 
S.M . S.A . (60) 
St e ub e nvil tc, Ohio 
Stockt~:~n , Ca l 
Sy racuse , UY 







Ty ler, Tex 
Utica, n'{ 
io;ash ington, D.C. 
l·:aterb ury, Cnnn 
Waterloo, Iowa 
W. Palm Beach , Fla 





Younston , Ohio 
---- -------- --~· 
c:.1mma 
r.in i 
2 . 51 0.00037 0. 24 
1.98 0 . 00029 0.27 
2. 35 0.00032 0 . 25 
2.22 0.000 32 0.25 
l.62 0.00028 0.29 
2 . 24 0.00032 0 .2 5 
2.18 0.00027 0.26 
1.98 0.00029 0.27 
1. 72 0.00024 0.28 
1.43 0.00028 0.31 
1.48 0.00025 0.30 
2.45 0.00036 0.24 
2.21 0 . 00025 0.25 
2.83 0.00036 0 . 23 
2.50 0 . 00034 0.24 
1.43 0.00022 0.31 
2.24 0.00031 0.25 
2.09 0 . 00038 0.26 
2.05 0.00025 0.26 
2.47 0.00035 0 . 24 
2.42 0.00037 0.24 
2.45 0.00034 0.24 
1\t.•t.:t Lo;~nonnnl 
Gin i. V Cini 
ll i s pl :1n rl Logno rm;1l 
~~ \.' Gi ni 
Gos:wirth 
G\: CL 
2.07 12.53 0.34 8.60 0 .5 35 0.34 RR'J2 .25 9 . 6) 0 . 057 0 . 13 0.32 0.32 
1.63 11.75 0.38 8.55 0.6li6 O. t.J t, !jl,.46 9.21 0 .146 0.21 0.37 0.37 
l.88 1l.25 0 . 36 8.67 0 . 550 0 . 40 4471.08 9 . 31 0.131 0.20 0 . 34 0 . 34 
1.83 13.59 0.17 8.59 0 .563 0.40 5028.39 9 . 32 0.119 0 . 19 0 . 35 0 . 35 
1.36 14.87 0.42 8.30 0.719 0.45 592379.60 13 . 30 0 . 000 0.00 0.43 0.42 
t. 8 3 13.96 0.37 8 .59 o.551 o.40 84&5 .74 9 .60 o .o 66 o.14 0. 35 o.35 
1.71 10.04 0.37 8.74 0.578 0.41 2187.30 9.09 0.219 0.26 0.36 0.35 
1.62 13 . 53 0.39 8.55 0.616 0.4 2 7282.62 9.51 0.082 0.16 0.38 0.37 
1.41 12.20 0.41 8.53 0. 705 0.1·5 10399.80 9. 72 0 . 062 0.14 0.4[ 0.40 
1.24 12.08 0.44 8.15 0.9 13 0.50 1939.71 8.63 0.304 0.30 0.44 O.!o3 
1.25 12.43 0.44 8 . 28 0.836 0.48 6156 7. 61 11.12 0.003 0.03 0.44 0.44 
2.00 11.75 0.35 8.60 0 .5 38 O.!oO 5841. 81 9.40 0.096 0.17 0 . 33 0.33 
1.71 7.86 0.36 8.84 0 . 591 0.41 11170.88 9.86 0.058 0.13 0 .36 0 .35 
2.22 11.80 0.33 8.77 0 . 450 0.36 976.92 8.95 0.235 0.27 0.3] 0.31 
2.02 14.67 0. 35 8 . 67 0 .507 0 . 39 6032 . 08 9.44 0 . 088 0.17 o. 33 0 . 32 
1.19 14.00 0.45 8.36 0.786 0 . 47 1821l.64 10 .09 0.026 0.09 0.46 0 .4 5 
1.80 13 . 46 0 . 37 8 . 65 0.552 0.40 4330 .08 9.28 0.129 0.20 0 .35 0.35 
1.79 17.57 0.37 8 . 33 0.596 0.41 6693.85 9 .34 0 . 065 0.14 0.36 0.36 
1. 60 9 . 43 0.38 8.74 0.614 0.42 5364.25 9 . 43 0.125 0.20 0.37 0.37 
1.98 14.20 0.35 8.64 0.495 0.38 2205.62 9.02 0.187 0.24 0.34 0 . 33 
1.99 15 . 13 0 .35 8.55 0.517 0 . 39 5852.38 9.35 0.077 0.16 0.34 0.33 
1.99 12.47 0.35 8.65 0.530 0.39 2821.85 9 . 10 0.172 0.23 0.33 0.33 
,, 
"' 0 
Table 2 o 1970 :incclre pararreters for each distribution function and gastwirth bourrls o 
S . M.S.A. (70) 
Abiline , Tcx 
Ak ron, Ohio 
Albany , Ga 
Albany, NY 
Albuque rque , NM 
Allentown, NJ 
Ae~arillo , Tex 
Ann Arb o r , Mich 
Ashville, NC 
Atlan t a , Ca 




Eaton Rouge , La 
Bay City, Xich 




Bos ton, Mass 
Bridgeport, Conn 
Brockton , Mass 
Buffalo, NY 
1.99 
2 . 53 
I. 72 
2 . 4 ) 
1.90 










2 . 58 



















































































i .1 4 
4.97 
5.48 
5 . 05 
4.80 
~ . 93 
5.86 
4.18 




5 . 12 
4. 70 
4 . 65 
5.24 
5.47 
5 . 90 
5.21 
5 . 70 
4. 50 
4 .6) 
5 . )2 













0 . 39 
o. 37 































3 . 87 
9.27 
9 . )0 
9 .21 
9.15 
Lognormal Dis;>lact:d Logno rmal 





0 . 7)9 
0 .486 
0 . 616 
0.60) 
0.689 
0 . 690 
0 . 697 
0. 712 














0.48 7:8. 81 
0.40 - 2951. 78 
0.46 1836.50 
0.)8 - 539.56 
0.42 - 451. 87 
0 . 42 9.33 
0 .44 206.38 
0.44 -2 340.97 
0.45 -2782.05 
0.45 -1020 . 60 
0.44 2814 . 40 
0 .43 -2199 . 38 
0.47 354.55 
0.40 - 9)9.72 
0 .4 4 547.82 
0.41 159.16 
0 . 40 -1928.07 
0.47 34 . 66 
0.42 - 3426.44 
0 . 40 -3 572.31 
0.38 -2118 . 40 






9 . 06 







8 . 59 



















































0 . )8 
0 . 51 
a. 44 
0 . 63 
0. 56 














0 . 39 


















0 . 31 
G. 35 
0. 33 
0 . 37 
o. 35 
0.38 







0 . )2 
0 . )8 





Table 2 (continued) 
S. ". S.A. (70) 
Canton, Ohi<l 
((!dar Rapids, Iowa 
Champaign, I lt 
Charlotte , SC 
Charles ton, W Va 
Charlotte , tiC 
Chicago , lll 
Cl£:vt-land , Ohio 
Colo Spr1 ngs , Co l o 
Colu:nb la, SC 
Columbus, Ohio 
Corpus Ch ri s ti , Tex 
Dallas, Te x 
Davenport, Ill 
Dayton , Ohio 
Decatu r, Ill 
Denver , Colo 
Des Moines , J.o\Ja 
Detroit, Mi c.h 
Dubuque, l0\.13 
Duluth , Minn 
El Paso, Tex 
Erie, Pa 





2 . 10 
1.56 
1.96 



















2 . 25 
2.32 
c;.,n·r.:~• Be to 
(:ini r:ini 
l.or,normn t Uispl.lt·C'd Lohnormal 
V \. in i G it~i 
G.;scwirth 
Gl: C:L 
0 . 0002 3 0.23 1.96 5 .7 5 0 . 12 9.15 0.>01 0.38 - 2442.00 8 . 62 0 . 875 0. 49 0.)2 0 .30 
O.OOQ23 0.23 1.95 5. 37 0.32 9.17 0.510 0.39 1872 .04 9.36 0 . 293 0.30 0.32 O.JO 
0.00017 0.26 1.48 4.89 0 . 37 9. 14 0.6 30 0.43 -1 52 .81 9.09 0 . 530 0.39 0.37 0.36 
0.00017 0.30 1.25 4.94 0. 4 1 8.16 0.975 0.51 2033 . 07 9.05 0.453 0.37 0 .40 0.39 
0.00020 0.21 1.50 5.30 0.37 8.92 0.705 0.45 1105.93 9.06 0 . 459 0.37 0 . 37 0.36 
0 . 00018 0.26 1.51 5.17 0.37 9.09 0.663 0.44 -49.01 9.04 0 .549 0.40 0.31 0 . 36 
0.00016 0 .25 1.61 4.29 0.35 9.29 0.623 0 . 42 -2537.41 8.71 0.965 0.51 0.35 0.33 
0.00017 0.25 1.61 4 .49 0 . 35 9.23 0 . 642 0.43 -2778.70 8.50 1. 253 0.57 0 . 35 O. JJ 
0. 00020 0.26 1.60 5.55 0.36 9.01 0.636 0 . 43 - 88.89 8 . 99 0.521 0.39 0.36 0.35 
0.00018 0.27 1.42 5.39 0.38 8.93 0 . 755 0.46 -950.49 8.62 0.920 0.50 0.39 0.37 
0.00019 0.25 1.66 4.97 0.35 9. 15 0.607 0.42 -1442.38 8.84 0.742 0.46 0.35 0.33 
0.00018 0.28 1.38 5.47 0.39 8.85 0.780 0.47 2299.85 9.20 0.358 0.33 0.40 0 . )8 
0 . 00016 0.26 1.48 4.85 0.37 9.15 0.610 0 . 44 - 495 . 43 9.02 0.605 0 . 42 0.38 0.36 
0.00021 0 . 24 1.80 5.28 0.34 9. 14 0.567 0.41 1072 .80 9.26 0.350 0.32 0.33 0.32 
0.00020 0.24 1.81 4 .71 0.33 9.23 0 . 552 0.40 -2935.95 8.56 1.079 0.54 0.33 0.31 
0.00020 0. 25 1.72 5.37 0.35 9. 14 0.583 0.41 -539.46 9.02 0.538 0 . 40 0 . 34 0.)3 
0 .00019 0 . 25 1.67 4.91 0.35 9. 19 0.586 0.41 -2527.19 8.59 1.059 0.53 0 . 35 0.33 
0.00020 0.24 1.76 5.13 0.34 9.18 0 . 539 0.40 - 1413.92 8.88 0.696 0.44 0 . 34 0.33 
0.00017 0 . 25 1.66 4.18 0 . 34 9.29 0.614 0.42 - 2528.08 8.71 0. 970 0.51 0.34 0.32 
0.00022 0.24 1.81 5.66 0.34 9.12 0.547 0 .40 1939 .98 9.32 0.310 0.31 0 . 34 0 . 32 
0.00025 0 . 24 1.90 6.44 0.34 8.98 0.536 0.40 1216.51 9.10 0.326 0.31 0.33 0.)2 
0.00020 0.21 1.43 5.69 0.39 8 .85 0 . 732 0.45 895.94 9. 01 0 . 468 0.37 0.39 0.38 
0.00024 0.24 1.87 6.39 0.34 9.07 0.518 0.39 -1316.83 8.78 0.646 0.43 0 . 33 0.32 
0.00021 0.25 1.70 5.79 0.35 9.04 0.591 0 . 41 -73.55 8.98 0.513 0.39 0.35 0.34 
0.00022 0.25 1.69 5. 79 0.35 8 .99 0.604 0.42 36 . 81 8.95 0. 519 0.39 o. 35 o. 34 




Table 2 (continued) ____ ________ _____ ---------
s.M.s.A. (70) 
Fitchburg, ~ass 
Ft Lauderdale, Fla 
Fe Wa yne, lnd 
Ft Worth, Tex 
Fresno, Cal 
Gary , Ind 
Grand Rapids, Xich 
Great Falls, Mont 
Gr een Bay, Wis 
Gr eensboro , NC 
Creenvi llc, SC 
Huoll ton , · Ohio 
Harrisburg, Pa 
Hartford , Conn 
HonrJlulu, Ha 
Houston , Tex 
Huntington , Ky 
Indianapolis , Ind 
Jackson , Mich 
Jacksonville , Fla 
Jersey City, NJ 
Kalamazoo , Mich 





































































0 . 26 
0 . 26 










































6 . 23 
6 . 18 
5. 74 
6.01 















0 . )4 
0 .40 























9 . 1) 
9 .M 


















































0 . 40 - 1347 .10 
0 .4 5 - 409.94 
0.38 - 2199 .12 
0 . 42 - 1239 . 32 
0 . 45 55 .90 
0.40 - 1332.33 
0 . 39 - 19Rl.61 
0.41 348.21 
0.39 - 764.11 
0 . 43 3739.92 
0 . 43 -911.94 
0 . 40 -13 71.93 






0.40 -1911. 66 
0 . 47 1320.66 
0.43 -890.25 
0.40 - 2725.35 
0.41 -2152 .13 



























0 .6 59 
0.661 
o. 703 

















































0 . 34 
0 . 41 
































0 . 36 
0 . 35 
0. 31 
0. 32 













Table 2 (continued) 
S .H.S . A. (70) 
Lake Charles , La 
Lancas c.er, Pa 





Lincoln , Neb 
Little Rock , Ark 
Loraine, Ohio 
Los A:"1geles , Cal 
Lowe 11 , !>lass 
Lubbock, Tex 
Lynchburg, Va 




Hiaffil , Fla 
Midland, Tex 
Hilwaukee, ,..,.is 











































































































0 Ci n i 
Lognorm.:ll 
V Gini 
Uispl<lt"C'd Logno rmal Gast'-'irth 
N \' Gin i C GL 
5.40 0.38 8.86 0.763 0.1·6 2204 . 91 9 .16 0 . 359 0.33 0.38 0.36 
5 . 9J 0 . 34 9.12 0 . 528 0.39 - 3170.45 8.25 1. 406 0.60 0 .)) 0.32 
4.60 0 . 34 9.18 0.604 0.42 1756.66 9.38 0.323 0.31 0.35 0.33 
8.30 0 . 35 8.95 0.503 0.38 - 553 . 32 8.73 0.476 0.37 0 .)5 0.34 
6.33 0.38 8.77 0.728 0.45 2440.38 9.13 0.256 0.28 0.37 0.36 
5.14 0 . 37 9.06 0.651 0.43 -1318 . 17 8.73 0.860 0 . 49 0.37 0.36 
5.62 0.33 9.08 0.536 0.40 -1172 . 69 8.83 0.639 O.t.J 0.33 0.31 
5.66 0.34 9.11 0.522 0.39 -791.46 8.95 0.576 0.41 0.)4 0.33 
5 . 90 0.38 8.90 0.703 0.45 892.05 9.02 0.456 0.37 0.38 0.37 
5.35 0.31 9.20 0.487 0 . 38 -137 9 . 85 8.97 0.528 0.39 0.31 0.29 
4.37 0 . 37 9.19 0.704 0.45 -1288.77 8.87 0.797 0.47 0 .35 0.36 
4.89 0.31 9.19 0.514 0 . 39 -285 5.50 8.55 1.008 0.52 J.31 0 . 29 
5.95 0.39 8.93 0.717 0.45 -269.96 8.88 0.633 0. 43 0.40 0.39 
6 . 13 0.36 8 . 97 0.610 0.42 -17. 06 8.92 0.522 0.)9 0 .36 0.)5 
5 . 13 0.38 8.92 0.733 0.45 - 293.97 8.79 0.730 0.<5 0 .3S 0.37 
5.95 0.34 9.09 0.529 0.39 -142 9 . 23 8.78 0.683 0.44 0.33 0 . 32 
5.30 0.40 8.89 0.828 0.48 1646 . 72 9.12 0 . 451 0 .37 0 . 40 0.39 
5.07 0.31 9.22 0.480 0.38 74.91 9.22 0.368 0.33 0 . 31 0.29 
4.96 0.41 9 .03 0.816 0.48 -1964 . 99 8 . 35 1.531 0.62 0.42 0.41 
4.69 0 . 38 9 15 0.695 0.44 14 30 . 80 9.32 0.386 0.34 G.JS 0.37 
4.94 0 . 3) 9.24 0.531 0.39 - 2076 . 31 8 .82 0.757 0.46 0.33 0.31 
4 . 85 0.33 9.29 0.514 0.39 -3795.06 8.30 1.527 0.62 O.D 0.31 
5.89 0.40 8.79 0.819 0.48 2950.36 9.21 0.296 0.30 0 .39 0.38 
5.27 0 . 41 8.82 0 . 857 0.49 1687.99 9.09 0.457 0.37 0.41 0.40 




Table 2 (cont inood) ______________ _ 
S.:-t.S.A. (70) 
Muskego n, Mic h 
Nashville, Tenn 
New Bedford, Mass 
t-;ew Britain, Ccnn 
~e\ol Haven, Conn 
New Orleans, La 
r-;ew York, NY 
~ew.1.rk , NJ 
Newpo rt News , Va 
~:o r folk, Va 
Odessa , Tex 
Ogden, Ut 
Oklahoma City, Okla 
Or l ando , Fla 
Paterson, NJ 
Peo ria, Ill 
Philade l phia, Pa 
Phoen ix, Ariz 
Pittsburgh, Pa 
Portland , Me 
Portland, Ore 
Provo, Ut 































0 . 00022 
0.00023 




















0 . 00019 
Gini 
0 .24 
0 . 27 


















































5 . 50 
5.99 
5 . OD 























D.38 9 .01 
0 . 36 8.96 
0 . 31 9.24 
0 . 36 9 .21 
0 . 41 8.90 
D.J9 9.18 
D. 37 9.30 
0.35 9.03 
D.JB 8 .92 




0 .35 9.39 
0.3) 9 .19 
0.35 9.18 
0 .37 9.D9 
0.35 9.10 
0.)4 9.07 
0 . 35 9 . 15 
0. )5 8 . 89 
D.37 9 .04 
0 . 35 9.23 
0.36 9.11 
Lo~non:1al Displ:lC'Pd Lo gno r r.~al 
V Gini 























0 . 590 
0.627 
0 .4 D - 1313.81! 
D,44 1341.57 
0 . 42 - 1229.!.2 
D. JB -1382. 0 1 
0.44 - 27 6 l.58 
0 . 50 -605 .79 
0.47 -1150 . 26 
0 . 44 -370 2 . 15 
0.44 978 . 74 
0.47 - 345.61 
0.41 1978.97 
0.40 -1902.35 
0.4) -9 19.25 
0.45 -1 620.64 
0.41 -11738 . 25 
0.39 - 110).20 
0.42 583.96 
0.43 555.54 
0 . 41 -221 0.18 
0 . 40 -2651.01 
0.41 - 2144 .92 
0.42 - 297.72 
0.45 1529 . 61 
0 . 41 - 1243 . 89 
0.42 -2067.62 
N V Gi:li. 
8. 77 0.689 
9.18 0.408 
8 . 59 0 . 83D 
9 .00 0.545 
8.46 1.333 
8 . 62 1.007 
8.86 0.852 
7.99 2.344 
9. 17 0.408 









8. 54 1.040 
8.31 1.304 
8.61 l.OD2 
8 . 73 D.540 
9.24 0.398 
8 . 96 0.666 
8.58 1.044 
<· 
0 . :..4 
0 . )) 
0 . 48 
0 . 40 
0 . 59 
o. 52 








0 . 74 
0.41 











o. 33 o. 31 
0.)8 0 . 37 
0 . 35 0.34 
0.)1 0.29 
0. 37 o. 35 
0 . 4 1 0.40 
0.40 0.39 
0.38 0.36 
0 . 35 0.33 
0 . 37 0.36 
0. 34 0 . 33 
0 . 34 0.32 
0.37 0.36 
o. 38 o. 37 
0 .)6 0.34 
0. 33 0 . 31 
0 . 35 0 . )4 
0.37 0 . 35 
0.15 O.JJ 
0.34 0.)) 
0.35 0 . 33 
0.35 0.34 
0 . 38 0.36 
0.36 0.)4 
0 . 36 0.34 
"' V1 
Table 2 (continued) 
S.~!.S.A. (70) 
Roar:ok~ . Va 
Roc he ste r, i'.'Y 
Ro c kfon.l, IlL 
Sacrame nto , Cal 
Sagino-..• , ~ic !'!. 
S t Josc j)h , No 
St Louis, Mo 
Salt Lake Ci. t y , Ut 
San Angelo, Tex 
San An con:i.o , Tcx 
San Be rnadino , Cal 
San Di~go, Cal 
San Franc isco , Ca l 
San Jo s e , Cal 
Santa B:ab.Jra, Cal 
Savannah, Ca 
Scranton , Pa 
Seattle, Wa s h 
Shreveport, La 
Sioux City , Io .... a 
Sioux Falls, SO 
South Bend , Ind 
Spokane, Was h 
Springfield, Mo 
Springfield, Ohio 
2 . 28 




















2 . 55 
2.19 
2.37 
2 . 49 
r;amrna 
0.0002 1 

















0 . 00018 
0.00020 
0.00023 





0 . 25 
0 . 24 



















0 . 24 
0.25 
0.25 




























Lor,no rrr.a l 
V C.ini 
·-· ---------- - -
Di s p l.1c ... •d Lo gnorrr.a l 
V C.ini. 
Gas twi.rt i'l 
Gi.:" GL 
5 . 94 0 . 35 9 .03 0 . 580 0 . 41 - 1678 . 41 8 . 60 0.893 0 . 50 0.)6 0 . 34 
4 .4 3 0 . 33 9.29 0.546 0 . 40 - 324 1. 36 8 . 53 1. 171 0.56 0 . 33 0 . 31 
5 . 12 0 . 33 9.20 0 . 542 0.40 327 . 77 9 . 21 0 . 393 0 . 34 0.3 2 0 . 30 
4 . 63 0 . 35 9 . 12 0 .648 0 .43 -14 72. 17 8 . 77 0 . 842 0 . 48 0 . 36 0 . 34 
4 . 77 o . 34 9 . 17 o .60 2 o.4 2 -776. 44 8.98 o . 593 o. "I 0 . 33 o.31 
6. 84 0. 36 8.92 0.584 0. 41 -493 . 35 8.74 0 . 560 0. 40 0 . 35 0 . 34 
4.94 0.3 5 9 . 14 0.6 34 0.43 1164.00 9 .26 0.391 O.J4 0.35 0 . 3!. 
5 . 59 0 . 35 9.12 0 . 569 0.41 -2752.74 8.39 1.259 0 . 57 0.35 0.33 
6.59 0. 40 8.84 0.707 0 . 45 - 293 . 73 8.74 0 . 659 0 . 43 c ... o 0.39 
5.65 0.39 8.87 0.767 0.46 77 . 64 8 . 85 0.632 0.43 0 .40 0.38 
5.00 0.37 9. 00 0.695 0.44 - 852.44 8.77 0.785 0. 4 7 0 . 37 0. 36 
4.63 0. 37 9.09 0.721 0.45 - 47 . 59 9.05 0.560 0. 40 0. 37 0 .35 
4 . 14 0. 36 9 . 26 0.682 0.44 -2522 .0 7 8.60 1.151 0. 55 0 . 37 0 . 34 
4. 20 0. 33 9.33 0.564 0 . 40 1360.8 6 9 . 43 0 . 312 0 . 31 C. J4 0.31 
4.60 0 . 36 9.14 0.631 O.lo 3 - 2261. 46 8.54 1.163 0 . 55 0 . ]6 0 .34 
5.46 0.39 8.86 0.780 0 .47 -545.54 8.61 0.887 0. 49 0 . 39 0.38 
7.03 0 . 34 8.96 0.529 0.39 -1210 .04 8 . 67 0 . 627 0 . 42 0 . 32 0 . 33 
4.59 0 . 33 9 . 28 0.551 0 . 40 - 2716. 54 8 . 71 0 . 926 0.50 0 .34 0 . 31 
5.54 0.40 8.83 0.810 0.48 1645 . 01 9.07 0.436 0.36 0 . '0 0.39 
6.18 0.37 9. 00 0.597 0.42 554.58 9.05 0 . 461 0. 37 0 . 37 0.35 
5.97 0.34 9.02 0.365 0 . 40 1483. 28 9 . 19 0.335 0 . 3 2 0 .3 4 0 . 32 
5.64 0.34 9. 15 0 . 526 0 . 39 - 519 . 06 9.04 0.498 0 . 38 0. 33 0.32 
5.47 0.36 9 .04 0.614 0.42 -1350.39 8 . 67 0.862 0.49 0 . 36 0 .34 
5.37 0 . 35 9 .15 0.561 0.40 -1436.72 8.86 0.697 0.44 ".37 0.36 
5.36 0.33 9 . 10 0.561 0.40 - 1508.73 8.76 0.736 0.46 0 . 33 0 .31 
"' a> 
Table 2 (oontinued) 
S.M.S.A . (70) 
Steubenville , Ohio 
Stockton , Cal 
Syracuse, 1\Y 
Tacoma , Wash 
Tampa, FL-1 
Topeka , Kan 
Trenton , ;.JJ 
Tusto:'l. , Ariz 
Tulsa , Okla 
Tuscaloosa, Ala 
Tyler , Tex 
t:tica, ':.\"!' 
Washington , D.C. 
Waterbury, Conn 
Watterton, [ova 
W. Palm Be<1ch, Fla 
Wichita, i>:.an 
Wilkcsburg, Pa 
Wiloing ton, De l 
Wor ces t er, Mass 
Yo rk town, Pa 
Yo ungstown , Ohio 



























0 . 00019 
0 . 00021 
0.00017 

































0 . 25 
o. 25 
































4 . 75 
5.37 
5.52 








7 . 30 




C i ni 
0.33 



















0 . 33 



























0 . 631 
0 . 687 
0. 562 
0 . 609 

















0 . 40 ~8). 49 
0.45 -263.27 
0.41 -2542.92 
0.43 -11 84 . 22 
0.44 -9 36 . 86 
0.40 - 732.25 
0.42 -3405.14 
0.44 - 361.34 
0 .43 1815 . 71 
0.49 1067.56 
0 . 44 2122.25 
0.40 - 2229 . 97 
0.44 - 3949 . 34 
0.40 -2185.53 
0.40 1532.28 
0.48 - 1722.43 
0 . 42 -204.23 
0.41 2589.22 
0.41 - 3534.69 
0.39 -2182.74 
0.)8 - 3198.49 
0. 40 - 20 32.52 
N \' Gini 
8.96 
8.91 
8 . 51 






8 . 90 









































0 . 64 















Gas t · . .- in:-t 
G;; GL 
0. 33 













0 . 34 
0 . .!.4 
0 . 35 
0. 35 













0 -~ 0 
o. 37 
o.n 











fnnction also consistently fails the Gastwirth test for each SMSA. 
The !:eta function produces Gini coefficient which generally fall 
J:etween the upper and lower Gastwirth bonnds, arrl even when the 
Gini is outside the bonnds, the coefficient is substantially 
closer to one or the other of the bonnds than any of the other 
fnnctional fo:r:ms. The Gastwirth test irxiicates that, for the 




lliE THEDRETICAL AND EMPIRICAL MJIELS 
In an attenpt to measure the inpact of water quality controls 
on family incane distribution, there are ~ sectors presented 
in the m:rlel: the production sector arrl the distribution sector. 
The Production Sector 
It is useful to consider effluent emission as sinply one 
rrore input in the production process. The theory of production 
is concernerl with the q:>timun allocation of factors of production 
(incltrling the effluent emission) that minimizes the total cost 
for each output. Thus, define c (y, w, r, e) as the cost function7 
which will yield the m:in.irnun cost at which output y can be 
producerl given factor prices w (wage) , r (rental rate of capital) , 
and e (cost of waste discharge). Suppose that the output price 
(p) and factor supplies (L and K) are exogenously detennined. 
Under carpetitive conditions, the producer achieves an optimal 
output by setting his narginal cost equal to the exogenous output 
price, i.e. 
7Duality principles in the theory of cost and transfcmnation 
functions have been develq:>ed in detail by Hall (1973) and 
M::Fa&ien (1975). However, Shephard (1970) established this dual 
determination of production functicns fran cost curves, Uzawa ( 1964) 
formulated explicitly the conditions for cost curves that are 
derive:'! fran neoclassical production process by a minimization 
of total cost. 
30 
1) C (y w r e)= _a_~, r, e) Y ' ' ' ay =p 
gives the equilibrium corrlition in the CC'IliOOdity rrarket. 
The partial derivative of the cost function with respect 
to the price of a factor yields the derived demand for that factor. 
2) cw (y, w, r, e) 
3) cr (y, w, r, e) = 
a c (y, w, r, e) 
aw 
a c (y, w, r, e) 
ar 
and 
are the demand functions for labor and capital. Since factor 
supplies are assured to be determined exogenously, the wage and 
rental rates are determined in the factor rrarket. 'Ihis rrarket 
equates factor del1ands and supplies, in that: 
4) Cw (y, w, r, e) = L and 
5) cr (y, w, r, e) = K 
Now, a system of three simultaneous equations, (1), (4), and 
(5), with three l.mknowns, y, w, and r, can be solved inplicitly 
as follows: 
6) y = f (L, K, P, e) , 
7) w = g (L, K, P, e) , and 
8) r = h (L, K, P, e) 
Consirer the effect of the inposition of water quality controls 
on production. The CCirq:Jetitive conditions tend to change factor 
prices and the output level. The rates of change may not be 
equal. 
'!he total differentials of equations (1), (4), and (5) can 
be written as: 
9) dp = cyy dy + cyw dw + cyr dr + eye de 
31 
10) dL = cwy dy + cww dw + cwr dr + c- de 
11) dK = cry dy + crw dw + err dr + ere de 
All the variables are first differences. The three endogenous 
variables, dy, dw, and dr, are fi.D'lctions of the four exogenous 
variables, dp, dL, dK, and de. 
12) dy = F (dp, dL, dK, de) 
13) dw = G (dp, dL, dK, de) 
14) dr = H (dp, dL, dK, de) 
The data limitations are significant in the analysis. An 
additional assutption to sinplify the three-equation systan to 
two equations with fewer variables will make the analysis more 
tractable. 
It is assured that dr = 0; that is dp, dL, elK, and de are 
interdependent rrathematically. 
H (dp, dL, elK, de) = 0 
'Ihus, dp can be written in terms of dL, dK, and de8 , so that 
a system of two equations can be constructed: 
15) dy = F (dL, elK, de) 
16) dw = G (dL, dK, de) 
8
'Ihe assl.l!lPtion inplies that the ratio of payments for 
capital to capital stock is constant over time. The elimination 
of the price variable, while possibly detrimental to the analysis, 
is necessary because data for price indices for all SMSA' s does not 
exist. Only for a few selected SMSA's are these indices published. 
With accurate price data, the three equation model could be 
utilized. 
32 
'!be two equations describe the inpacts of water quality 
controls oo changes in output arrl wage rate. These equations 
fonn the production sector of the rrodel. The other sector of 
the rrodel deals with the distribution effects of dy arrl d:w. 
The Distributicn Sector 
FriErlman (1953) , Becker arrl OU.swick (1966) have made 
attetpts to connect the functional distribution of incare with 
the personal distribution of illCCI!E. Newhouse (1969) also developed 
a !lOre ~ational theory to predict incane distribution 3I!Ong 
areas. He focused his attention on the industry mix as a variable 
of crucial iiTportance in detennining ina::Jre distribution. For 
this study, family incane is assurred to be the crucial consideration. 
A rather specific coocept of family incare is used: a 
family's incane equals total paynents received fran owned labor 
and capital in the production process. It is assurred that there 
is only one canpetitive wage rate and rental rate in the rrodel. 
'l11e labor and capital inputs are harogeneous. The distribution 
of labor and capital is different fran family to family. Thus, 
17) Y. =WL. +rk . 
l. l. l. 
where 
yi = incare of family i 
w =wage rate 
Li = labor of family i 
r = rental rate 
Ki = capital of family i 
It is this definition of incane -- the sun of factor 
paynents to a family -- which is used. 
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Equatioo (17) :inplies that 
Thus, the sun of family inccrre can be calculated fran w, 
r, the sum of labor factors, and the sum of capital factors. 
Given that wand r are crnpetitively determined, the distribution 
of Y i is a functirn of w, r, the distribution of Li, arrl the 
distribution of Ki. Assure that Yi, Li, and Ki each exhibit 
sare distribution function. Let IP, Ld and Kd be vectors of 
pararreters of density functions that describe the distribution 
of family incare, labor factors, and capital factors, then 
Ip = f (w, r, Ld, Kd) 
The total differential of this function can be written as: 
18) diP= g (dw, dr, dLd, dKd) 
Thus, the change in Ip is a function of changes in w, r, 
Ld, and Kd. 
TO aid in the analysis, a rather sinple rrodel of water 
quality control inpact rn functional incare redistribution is 
constructed. 
Assume that there is an aggregate production function with 
labor input (L), capital input (K), and a harogeneous input 
which will be called waste disposal (e). 9 'l'herefore: 
9
waste disposal is defined as the production residual or a 
negative input. which is the untreated portion of disposal. For 
furthp_r discussion, see !Might R. Lee, "Efficiency of Pollution 
Taxation arrl Market Structure, " Journal of Envirornnental Eooncrnics 
am Managenent 2, pp. b9--/2 (1975). 
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ql = q (L, K, e ) 
where q is continuous, twice differentiable, and strictly convex 
as a result of diminishing marginal rate of teclmical substitution 
between inputs. The equation is actually a surface showing all 
possible canbinations of different inputs capable of producing 
a given level of output, narrely q1 . Given that e is eJCOgenously 
detennined, specific isoquants can be graphed in b..u dinensions 
as shown in Figure 2. 
L 
q = q(L, K I e,) 
0 -
Figure 2. Effects of waste disposal 
I! 
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I~t I arxl i~t II are the sarre output level, 
narrely q1 , but with different waste disposal requirements. Note 
that e 2 < e1 • '!he additional inputs, ~ L2 and K1 K2 , at point B 
are used for reducing the anount of waste fran e1 to e 2 • In 
other words, the shift of i~t I to iscquant II is due to 
the ad:litional cost of reducing waste effluent. However, the 
0.0 iscquants may not be parallel to each other, since the marginal 
rate of technical substitution be~ L and K changes fran A 
to B. Iscquant III satisfies the cost constraint as iscquant I, 
but with e 2 < e1 arxl q0 < q1 . 
'Ihe cost constraint is defined as: 
C=wL+rK 
Total cost (C) equals the sum of wage payrrent and rental 
payrrent of capital. The straight line tangent to i~t I 
and iscquant III, shown in Figure II, is the cost constraint. 
The triangle t.oc1c2 is the maximum feasible cost for production 
of the society. ~im..m production is achieved where the cost 
constraint is tangent to the isoquant. Thus, the q:>t:imun output 
level is lowered fran q1 = q {L, K I e1J to q0 = q {L, K I e 2J , 
if the environrrent {effluent) requirements are raised fran e1 
to e 2 . The input cx:mbinations for point A and point D are 
different, although the total cost stays the sarre. One of the 
il!pacts of effluent regulation is to change the factor shares of 
production. Water quality control can have either a positive or 
a negative distributional irrpact on input factors. 
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Equation (18) describes the relationship between changes 
in family incc:rre distribution and changes in factor distributions 
between families: 
diP = g (dl.q, dr, di.d, IJKd) 
The errpirical problem i s IIE!asuring the distribution of 
labor and capital am:ng families . 
Backer and Chiswick (1966) explained why incc:rre distributions 
take various shapes, yet their approach cannot predict the 
distribution of factors am:mg families. Newhouse's rrodel (1969) 
irrlicates the direction to be pursued. Based on the asSUITption 
of a constant irrlustry wage structure, he estimated the proportion 
of jobs in every incc:rre class in each irrlustry. 
'!he following linear rrodel provides a possibility to IIE!asure 
the distribution of labor arrl capital indirectly. 
where 
I:Efine the indentity 
J = the percentage of families with relatively fEM 
n labor or capital forces in the nth area 
~= the percentage of families with labor incc:rre in 
the nth area 
'\n = the percentage of families with capital ino:::rre 
in the nth area 
~ = the percentage of families with relatively fEM 
labor factors 
~ = the percentage of families with relatively fEM 
capital factors 
Note that bL (the percentage of relatively low labor incc:rre 
families) arrl ~ (the percentage of relatively low capital ino:::rre 
familie s) are good approxirrations for Ld and Kd since wage 
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rate and rental rate are exogenous. Cllanges in the distribution 
of labor and capital factors between families may change the 
relative percentage of families with different amounts of factors. 
A regression analysis of Jn on '\.n and ~ will give simultaneous 
e stimators of bL and ~. Thus: 
~ = 1 (Jn, '\.n• ~) , 
and ~ = k (Jn, '\.n• ~) 
Furthernore, '\.n can be approxinated by a fraction formed fran 
wages and salaries as the numerator and total value-added as the deno-
minator. ~will be approximated by 1-'\,n for sinplicity . This 
a ssumption implies that the average productivity of labor per unit 
equals the average product.ivity of capital per unit for the family. 
Note that it is not necessarily true that the productivitie s 
of capital and labor are equal. The average units of labor and 
capital per family may be different. 'Illus, the total differentials 
of bL and ~ can be sinplified as: 
~ = l o (dJn, ~) 
and ~ = ko (dJn, ~) 
Using dbL and ~ to approxinate dLd and dKd, given that 
dbL and~ are functions of dJn and~· equation (18) is 
equivalent to: 
19) diP= h (dw, dr, dJn, ~) 
Furthenrore, changes in the percentage of families with 
relatively few labor or capital factors -would intuitively coincide 
with changes in the total output. 'Ille fo:rner is not easy to 
treasure, while the latter is usually available fran regional 
data. 'I'b=refore, it is convenient to substitute dy for dJn 
in equaticn (19) . 
20) 
Thus: 
10 diP= h (dw, dr, dy, da) 
D:Juation (20) is an enpirically useful construct. Cllanges 
in the distribution of incane can be explained by changes in 
factor payrrents, changes in total output and changes in factor 
share. Theoretically, the distribution of family in<XITE is 
deperxient on labor incane, capital :Lncate, total value-ad<Ed, 
and the share of labor or capital incane. 
Changes of family in<XITE distribution can be measured by 
shifts of Lorenz curvell of inccrne distribution. The Lorenz 
curve co=esponding to any randan variable X (family incane 
level) with curulative distribution function F (X) and finite 
rrean l ' = f xdF (X) is defined to be L (p) = ll - l fp F- l (t)dt 
0 
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o 2_ p .::_ 1 . Note that L (p) is the fraction of total in<XITE that 
the holders of the lowest pth fraction of incane possess. diP 
is helpful in describing changes of the CU!lD.llative distribution 
function F (X). If inccme distributions in all areas have the 
sarre functional form and with the sarre pararreters, the value of all 
statistical measures of inequality would everywhere be the sarre. 
lOFo . 1 · . dA_ . . da r s:urp ~c~ty, _"Ln ~s wr~tten • 
llA general definition of the Lorenz curve see Kendall and Stuart 
(1969), and Gastwirth (1971). 'I'b= standard definition mathematically 
is written as, 
p = F (X) = ! X f (t)dt 
and L (p) = ~ (X) 0 = 1 !X tf (t)dt, 
-- 0 
where -1 F (p) =X 
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But, a statistical distribution with different pararreters will predict 
different forms of distribution, though the Gini ·coefficient or 
quantiles may be no different. 
Thus, changes in the pararreters of the cumulative distribution 
functi on, F (X), are used as a rreasure of changes in distribution 
of family inccrre. 
Fbr the case of beta density, do and dp are the e larents of 
diP, and equation (20) can be rewritten as two equations. 
21) do = a (dw, dy, da, dp) 
22) dp = p (dw, dy, da, do ) 
Note that, since the two pararreters in the distribution 
function are functionally related, changes in each pararreter is 
included in the equation for the other. Since dr is assurred 
to be zero, equations (21) and (22) do not include dr as an 
exogenous variable. 
The M:>del 
Several enpirical problems were encountered in the research 
effort. Data for :inportant variables were missing so that 
surrogate variables consistent with the available data had to 
be selected. The water quality data had a broad range of 
variables, so that indices had to be develcped for each state . 
The data limitations were significant in the analysis. 
The structural equations were developed fran production 
to distribution hypotheses and fran the relationships between 
appropriate variables and the distribution pararreters. 
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'Ille enpirical m:xlel as proposed is in four equations : 
dw = G (dL, dK, de) 
dy = F (dL, dK, de) 
do = a (dw, dy, da, dp) 
dp = p (dw, dy, da, do ) 
dw, dy , ck , anc' dp ilre endogenous variables; dL, dK, de, da are 
exogenous variables in the m:xlel. The m:xlel nay be also represented 




Figure 3. The enpirical model 
T 
I 
'Ille exogenous variables are on the first rrM, the serond 
and third rows are for endogenous variables. Note that all the 
endogenous variables have input flows fran exogenous and/or endo-
genous variables. The structural flow provides a logic of the 
theory to evaluate the distribution irrpacts of water quality 
oontrols. 
The model is assumed to be linear, so that the equation 
system is: 
where. a1 , b1 , c1 , d1 , and mj stand for the paraJreters to be 
estimated (i = 1, 2, 3 and 4, j = 3, 4). Ei stands for the 
stochastic disturbance for four equations. 
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So far as the identificatioo prcblems are concerned, equation 
(23) and (24) are over-identified and equation (25) and (26) are 
just-identified. 'lhus, indirect least squares estimatioo yields 
results which may not be consistent. '1\-.u stage least squares 
rrethod (2SIS) is a very useful all-purpose technique for simultaneous 
llDdel, and the paraJreters estimated are consistent. 
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OlAPI'ER IV 
WATER QUALITY INDICES 
The raraining mcdeling problem is to erpiricise water 
qw.li ty controls in order to quantify de in this mcdel. Since 
cost data are not available for various levels of quality 
=nstraint over all SMSA' s for all industries, it is assll!IEd 
that the level of cost are 1!0110tonically related to the levels, 
or strengthening, of water quality standards. Thus, indices 
oe water qw.lity controls are proxies for de. 
'll!E WATER QUALITY INDICES 
Water qw.lity =ntrols in each state exist for five different 
classifications of uses: agricultural, industrial, recreational, 
fishery, and mtmicipal. Each classification has specific =ntrols 
or levels for 14 different criteria. 1~ese classifications can 
be treated as a series of treatnents in an analysis of variance, 
for whidl the experirrental design is written mathanatically as: 
Yij = ~ + ai + eij 
where i is the classification (i = 1, ... ,5) 
and j is the criteria (j = 1, ... ,14) 
and Yij = the jth criteria for the ith classification 
12These criteria include terperature, OOD, specific metals, 
dissolved oxygen, phosphorus, nitrogen, etc. 
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11 = pq:>ulation mean 
a i = the adjustment far water quality for the ith classification 
eij = disturbance term 
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The entire rrode1 in natrix form can be written: 
' Yu 1 1 0 0 0 0 ell 
1 
Y1,14 1 0 e1,14 
y21 0 1 e21 
Y2,14 1 0 
II 




Y3 ,14 1 0 
a4 
y41 0 1 
' as 
Y4,14 1 0 
y51 0 1 
1 0 0 0 0 1 
/ 
(70 X 1) (70 X 6) (6 X 1) (70 X 1) 
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'l11e first equation, Yl, l = ~ + a1 + ell might be interpreted 
a s the tarperature (j=l) of agricultural water (i=l) , where the 
terrperature cannot exceed the rrean water terrperature, plus a1 , 
the adjust:rrent for agricultural water quality control levels, and 
an unobservable disturbance term. Yl,l is not an absolute term; 
rather, it is t.'1e ratio of the criterion divided by its !lEan 
anong 50 states. The m:rlel is linear with all Xx:j equal to one 
or zero. 
Clearly, the ranks of the matrices are: 
R(X) = 6, and R(X ' X) < 6, 
hence (X' X) is a singular matrix. !egression analysis cannot 
be perfDri!Ed to estimate para!!Eters. Assure : 
~1 = 11 + "1 
~ 2 = ~ + " 2 
~3 = ~ + "3 
~ 4 = ~ + " 4 
~ s = ~ + "s 
in order to reduce the 6 para!!Eters to 5 by linear camination. 
XB can be estimated since R(X) = 5. The following useful relations 
can be derived: 
Y=xB +e 
E(Y) = E(XB + e) = XB + E(e) = XB 
Y is a linear unbiased estimate of XB 
where y = XB 
X' XB is also an estimable function. Therefore, the linear 
unbiased estimate of X'XB is X'Y. 
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/ 
E E yij Yoo 
i j 
E ylj yl. j 
E y2j y2o 
X'Y = j E y3j y3o j 
E y4j y4o j 
E y5j Yso j 
' Furtherrrore, 
E(Y1 o) = E(Yl,l + Y1,2 + o o o + Y1 , 14 l 
= 14 ( ~ +all 
= 14 ~1 
E(Y2 o) = E(Y2,1 + Y2,2 + o o o + Y2 , 14) 
= 14 ( ~+a2) 
= 14 ~2 
E(Y3 o) = E(Y3,1 + Y3 ,2 + o o o + Y3 , 14 ) 
= 14 (\!+a3) 
= 14 ~ 3 
E(Y4 o) = E(Y4,1 + Y4,2 + o oo + Y4 , 14 l 
= 14 (p+a4) 
= 14 \1 4 
E(Y5 o) = E(YS,l + Y5,2 + o o o + Y5 , 14 ) 
= 14 (ll+<>5l 
= 14 \15 
'rhus, choose 
' ~ ylj 
- J \11---14-
E y2j 
" - J 
"2- --14-
~ y3j 




as the five indices of water quality for five different water uses. 
These are the s:inple arithmetic neans of the relative 
stringency of each status controls, derived fran calculated 
observations. The erpirical nodel used only ~ 2 , standard for 
industry, as variable. 
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CliAPI'ER V 
RESULTS AND cc:NCLUSIOOS 
There were tw::> main oojectives of this research: First, to 
test the various distribution flmctions in order to detennine 
which was rrore appropriate f= estimating incx::rne distribution 
changes; and second, to examine the irrpacts of water quality controls 
on incare distribution using an enpirical rrodel relating the 
paraneters of the chosen distribution function to variables 
which were expected to infl\Erlce incane distribution, including 
water quality controls. c:noe the beta flmction was selected as 
the appropriate fonn and the water quality indices were generated, 
an arpirical test of the theoretical rrodel was devised. 
Data Collection 
Data were collected for all SM'iA' s fran several sources. 
The data for the incx::rne distributions and the variables in the 
enpirical rrodel, excllrling water quality paraneters, were obtained 
fran the 1960 and 1970 Census of Population (U.S. Bureau of the 
Census, 1963, 1973, 1974, 1975) and the 1970 City and Cbunty 
Data Book (Inter-University Cbnsortiun, 1972) . Sane data were 
not canpatible as between years, so that original date tapes were 
obtained fran the Bureau of the Census and the data were reorganized 
in order that carpatibility was achieved. For exanple, inoare 
distribution groupings were different fran 1960 to 1970, and it 
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was necessary to utilize the more precise groupings for 1960 data 
fran the data tapes in order to construct a 13-group distribution 
for 1960 carparable to the 1970 data. The SHSA' s were then 
grouped in order to carpare 1960 and 1970 classification. One 
hundred seventy-two SM>A's were listed in both years with little 
or no change in spatial designations fran 1960 to 1970. Several 
SMSA's were eliminated in that either the SMSA's were created 
between the two years, or the 1960 SM3A had been significantly 
enlarged or canbined with other SMSA' s. 
Data for water quality controls were collected fran the 
Regional offices of the Envirorurental Protection Agency. Can-
pilations of each state's qualit y requirements were available 
fran most regions . 'Ihe Central Region data were collected fran 
each state ' s legal docurents concerning water quality pararreters. 
A final aggregation of water quality standards by state and use 
type was made and where only qualitative pararreters existed for 
standards (criteria or classification) adjustments were made to 
reflect average or similar quantitative pararreters for other 
states. Each SM3A in a given state is assurred to be subject to 
that state 's standards. Local standards were not available 
for st£A 's. 
The enforcement of these water quality standards was not 
fully inplemented by 1970. Not until 1972 and 1973 did water 
quality controls actually becane widely applied . However, it is 
assured that industries and other producers reacted to these 
controls as if enforcerrent was extant in all cases. The e:xpectation 
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of enforcement was likely incorporated into industrial management 
plans, since the passage of PL 92-500 and its amendments were 
indicative of future requirerrents. As long as businesses acted 
as if these controls were a fact, the inpact is identical. Not 
until the 1980 Census will a full test of the inpact be possible, 
since annual data for incane distribution for SMSA' s is not 
available. 
Enpirical Results 
Enpirical results were mixed and sanewhat difficult to 
interpret. However, sene areas for further research are suggested. 
The initial results of the errpirical test were generated 
from two stage least squares regression using the 172 SMSA's as 
the sanple. Results are: 
dw = 46.9636 + 46.426ldL + 0.285903dk + 
(2.15139) (2.06815) (0.376160) 
D-W = 1.9951 
0 .0675268de + e1 (1. 79224) 
dy = 4.5593 + 5.29848dL + 0.259906dK -
(11. 0147) (12. 4476) (18. 0338) 
D-N = 1.9847 
0.0013865lde + e 2 (-1.94071) 
da = 8.31796 - 0.136232dw + 6 . 57754dy + 
(2.64887) (-0.221938) (2 . 4035) 
O. Ol4609da + 3.22756dp + e 3 (0.302029) (2.04246) 
D--W = 2. 2500 
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d p -2.57717 + 0.042209dw - 2.03793dy -
(2.1073) (0.21215) (- 1. 73873) 
0.00452633da + 0.30983lda + e 4 (-0.286802) (2.04246) 
D-W = 2.2500 
Numbers in parenthesis are values of the student t-Statistic, 
and D-W is the Durbin-watson Statistic. 
A statistical problem exists with regard to the interpretation 
of the t-statistic of the ~ stage least squares (2SI.S) estinators. 
Fbr single equation models, the distribution of coefficient 
estinator is nonnally distributed and the t value can be derived 
from the assumption of a normal distribution of the stochastic 
disturbance tenn. Since the small sanple properties of simultaneous 
equation systems are unknown, except for the !lOSt simple cases 
(~ equations, ~or three unknowns), it is assured that these 
sample sizes are sufficiently large to approach asymptotic 
distribution. 13 Further, it is doubtful that the distributions 
which have been generated for the simple cases for testing 
hypotheses asymptotically awroach the t-distribution. Thus, 
the signficance of the t-statistics is doubtful. However, the 
ccmron practice in the literature is to treat the results as 
if a student' s t was appropriate, and is the approach used in 
this regression analysis. 
One enpirical problem was perhaps !lOre critical. It is clear 
132sr.s estinator of the pararreter vector is consistent and 
asynptotically nonnally distributed. See Henri Theil, Principles 
of EaJnaretrics (John Wiley & Sons, Inc. 1971), pp. 497-499. 
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that the 1960-1970 decade was one in which broad public programs 
and defense expen:litures increased enorrrously, and public policy 
changes in IT\3Ily ways which might have affected changes in incare 
distribution rrore than water quality controls. AI!Dng these 
policies would be tax changes and public expenditure shifts. 
In order to eliminate as IT\3Ily of these crnp:mnding factors as 
possible, the SMlA 1 s were grouped, using factor analysis, into 
rrore or less harogenous factors. In order to group the SMlA 1 s, 
a Q-type analysis was required. This analysis uses a transposed 
matrix, so that the SMlA 1 s becx:rre the factors which are grouped 
while the variables, which are normally grouped in a factor 
analysis, becane the independent ooservations or cases. Because 
the SMSA 1 s were considered as the variables and exhibited a wide 
variation in the derrographic characteristics, which were the 
cases, standardization for several of the derrographic characteristics 
were required. Standardization was perfornE<i prior to transposing 
the matrix. 
'Ihe number of cases on which the Q analysis was perfontEd 
exceeded the nurber of SMSA 1 s in both 1960 and 1970. One hundred 
and twenty-nine characteristics were identified as relevant 
to the factoring of SMSA 1 s. In order to perform the statistical 
procedures, the nurrber of cases must exceed the number of variables, 
similar to the conditions required for a solution to multiple 
equation systems. It was necessary, therefore, to divide the SMSA 1 S 
into smaller groups. This was Cbne on the basis of population. 
For 1960, a division was made between SMlA 1 s over and under 
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250,000 population. For 1970, four divisions were nade based on 
population: under 150,000; 150,001 to 250,000; 250,001 to 500,000; 
and over 500, 000. I:e.ta for a ll the characteristics were taken 
fran the Census of Populations for each year and fran the City 
and County I:e.ta Book. 
'Ihe groupings were picked fran the Rotated Factor Matrix 
factors with an elarent greater than the absolute value of .50 
with relatively low loadings on other factors. If an SMSA 
seerred to load on nore than one factor it was eliminated fran 
the analysis. 'Ihe rotation was based on the verinax criterion, 
was orthogonal, and used the correlation natrix. The trace of 
that natrix was the squared nultiple correlation coefficients. 
A listing of the results of the factor analysis for 1960 and 1970 
nay be found in appendix C and D. 
Coopilation of SM3A' s which remained in the sane factor for 
both 1960 and 1970 was accx:tTplished. The results were not usable , 
since no nore than seven to ten such SMSA' s could be found in 
any one factor. Since the number of variables in the regression 
equations exceeded the number of observations, a further consolidation 
of SMSA's was required. The consolidation was perfonred by 
eliminating sane of the population breakdown for 1970, and 
cattlining the factors, so that population groupings for both years 
were two: over 250,000 and under 250,000. Factor analysis in 
these two categories yielded two groups with 20 and 16 observations 
(SMSA' s) . Table 3 is a list of trese S~SA' s by population group. 
Table 3 Two groups of SMSA' s by factor analysis 
GroUP l GroUP 2 
Birmingham, Ala. 
Cleveland, Ohio 











New Orleans, La. 
Newark , N. J. 
Norfolk, va. 
Paterson, N. J. 
lbchester, N. Y. 
San Antonio, Tex. 
San Francisro, calif. 
Baton Rouge, La. 
Bay Cit y, Mich. 
Cedar Rapids, ICMa 
Charlotte, S. C. 













Regressioos -re run on t.l-}ese O.U groups; results of these 
four regressions are: 
Group 1: 
dw = 226.040 + 227.77ldL- 1.78205dk + 
(2.95727) (2.89463) (-0.629111) 
D--W = 1. 8514 
0.012274de + e1 (0.158857) 
dy = 5.34166 + 6.11155dL + 0.229265dk -
(3.11627) (3.46337) (3.60908) 
o-:w = 2.2177 
0.0013866de + e2 (-0.800246) 
do = -257.065 + 10.6816dw- 193 . 143dy -
(-0.0677277) (0.0678556) (-0.0670327) 
D-W = 1.9492 
68.5915da - 2.0884dp + e 
(-0.0689206) (-0.129725) 3 
dp = -123.092 + 5.11471dw - 92.4837dy-
(-0.0825492) (0.0814406) (-0.0814365) 
D--W = 1. 9492 
Group 2: 
32.8441da - 0.478835do + e4 (-0.0844671) (-0.129725) 
dw = 164.573 + 167.607dL - 3.2500dk + 
(2.09227) (2.06146) (-1.05591) 
rrw = 1. 7338 
0.0187123de + e1 (0.119158) 
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dy = 3.35136 + 3.91518dL + 0.43357Bdk -
(1.98311) (2.24128) (6.55653) 
o-w = 1. 8728 
0.0063103Bde + e2 (-1. 87033) 
do = -3.26151 + 1.38029dw- 0.603032dY -
(-0.107055) (0.55197) (-0.0281348) 
o-w= 1.5055 
2.6663lda + 0.632859dp + e 3 (-0.309605) (0.183512) 
dp = 5.15362 - 2.18105dw + 0.952869dY + 
(0.0742601) (-0.149562) (0.0254715) 
o-w= 1.5055 
4.21312da + 1.58013do + e 4 (0.135429) (0.183512) 
The interpretation of the results is somewhat difficult, 
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even though sane results do appear consistent a'lCI'lg all regressions. 
'Ihe results for three different sanple sizes are sumarized 
in Table 4. 'fue first oolumn is for dependent variables , and the 
first reM is for independent variables. All signs for the paraneters 
are listed in the table. For the first t¥10 equations, the results 
are fairly consistent except for dk in dw. For 172 SM3A and Group 1, 
the coefficients for dk are not significant although they are 
different in sign. 
dL is significant in explaining dw and dY. 'fue higher the 
labor productivity is, the higher the wage rate and the output 
level are. Like dL, dk has a positive effect on dY; nevertheless 
dk may have a negative effect on dw. Raising up the rental rate 
of capital may possibly contract the wage rate of labor input. 
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Table 4 Elrpirical results of the coefficient signs 
Equation Set c dL dK de dw dy da do dp Semple Size 
dw + + (+) + 
+ + (-) (+) 
+ + _a(+) 
dy + + + -
+ + +(-) 
+ + + -
do + (-)+ (+) + 
(-) (+) (-) (-) (-) 
(-) (+) (-) (-) (+) 
dp (+) - (-)+ 
(-) (+) (-) (-) (+) 
(+) (-) (+) (+) (+) 
Note: '!he signs in parenthesis were not significant fran 
t-test. Significant levels are interprested as 
t > IL 71 














!Egressions in Group 2 sh~ this result. 
The coefficients of de for 172 SMSA's were significant. 
P.£ter reducing the probability that de's were proxies for other 
variables, the results were d ifferent. For Group 1 (with 20 
SI1SA's), none of the coefficients for de is significant; for Group 
2 (with 16 SMSA's), de is significant only in explaining dY and 
the effect is negative in sign. It is reasonable that the higher 
quality the policy demanded the lc:J~o.er the output Y.Ould turn 
to be. 
Most of the coefficients for the rest of the t¥.0 equations, 
da and dp , were not significant. This could be seen in Table 4. 
Note that dY was significant in the equation for da and dp and 
different in sign. Thus, raising up the quality standards seerred 
to equalize the distribution of incane through the reduction in 
total output. 
da and dp were positively correlated. 'Thurow (1972) pointed 
out, increase in the first paraneter of the beta distribution, 
da , leads to a less equal distribution. Increase in the second 
paraneter, dp, leads to a rrore equal distribution, ceterus paribus. 14 
Thus, changes in distribution could involve changes in both of 
the t¥.0 paraneters. 
14
'!his is · triE only if- the estilrated Lorenz curve falls belCM 
the 45 degree equal distribution line. If the curve lies above 
that line the opposite is triE. The estilratians for the beta 
paraneters for the data indicate that the IDrenz curve is, in all 
cases, belCM the 45 degree line. See appendix E for exanples. 
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'Ihe wage variable was consistently not significant in the 
beta distribution parameters' e stimates. Significance of the 
industrial controls in the wage regression equation has no effect 
on incane distribution. 
Th'O single equation regressions15 ~e also run for both 
d o and d p. Results ~e: 
For 172 observations: 
da = 48.5239 + 49.0454dL- 0.486286dk-
(3.5767) (3.59847) (-0.992422) 
0.091472de + O.Ol25824da + e1 (-3.99408) (0.543517) 
D-W = 1.8515 
dp = 4.76825 + 5.92465dL- 0.626845dk-
(0.634562) (0. 766692) (-2.42924) 
0.0235944de + 0.00538978da + e 2 (-1.8608) (0.435599) 
D-W = 2.1036 
For Group 1: 
da = 199.52 + 202.80JiL - 3.5639ldk - O.ll6525de + 
(1.76487) (1.72163) (-0.80698) (-1.31718) 
D-W = 2.172 
O.l8808da + e1 (0.0660757) 
dp = -118.93 - 120.926dL + 2.85695dk + 0.0437597de -
( -2. 42541) ( -2. 35789) (1. 45077) (1. 03557) 
0.414005da + e 2 (-0. 312148) 
15A11 exogenous variables ~e taken as independent variables, 
while do and dp ~ dependent variables . Ordinary least squares 
rrethod was used to estimate the coefficients for each of the two 
equations. 
D-W = 1.6530 
For Group 2: 
dcr = 248.200 + 257.677dL - 6.27415dk - 0.0178135de -
(2.88985) (2.82495) (-1.52739) (-0.137059) 
D-W = 1.8915 
3.12838da + e1 (-1.38411) 
dp = 43.7808 + 46.9425dL- 2.0594dk-
(0.667199) (0 . 681117) (-0. 80839) 
0.0603245de - 0.62816lda + e 2 (-0.831851) (-0.44608) 
D-W = 2.2411 
'n1e results have the sarre signs and significant variables 
as the sim.lltaneous equation es:i.rrations. Of course, these 
equations are sarewhat misleading in that the sim.lltaneity of 
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their determination is lost, and therefore, results are somewhat 
ant>iguous. 
Given the reservations concernin;J both the conceptual m:xlel 1 s 
structure and the interpretation of the errpirical results, policy 
prescriptions~ rather inawropriate. Clearly, there have 
been changes in the inccrce distribution in SM>A 1 s fran 1960 to 
1970, as indicated by the changes in the beta distribution 
functions' pararreters. Without a nore extensive data collection, 
the casuality of these cilan;Jes is not easy to test, even though 
water quality controls are significant variables in sane of the 
regressions. 
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In general, there is a need for much nore stu:ly of the 
problens concerned with ina::rre distribution. The efficiency and 
equity in the optimal supply of enviroratental quality is of broad 
interest nCMadays. This study tried to exanine e11pirically l) 
the analytical tools as suggested as estimators of ina::rre distri-
bution and 2) their applicability to a econanic nodel of water 
quality controls. 
'lbe lognormal, displaced lgonormal, garnna, and beta distribution 
functions ' ~e considered as appropriate approxilrations for 
incare distribution functions. The Gastwirth upper and lower 
bound test for Gini coefficient was awlied as a fitness ~reasure 
and the beta function was clearly superior to the other fonns 
fran the S.'£1\ data. 
A simultaneous equation eoonanetric nodel was constructed, 
based upon hypotheses about production and distribution. water 
quality controls ~e introduced to the nodel as a negative input 
in the production process. Based on the duality principle in 
the theory of cost and transfonnation function, a oost function, 
which yields the minimum cost given the output level and factor 
prices, was defined. El::juilibria in cx:rmcdity and factor markets 
~e also assuned. Thus, a theoretical bridge connecting the 
water quality policy with output level and factor payJrents was 
carpleted. 
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Factor incanes -.re assured to be the basis of the family 
incare, and payrrents to labor and capital were used in the rrodel. 
The link be~ family incare and factor payrrents is the pricing 
of factors of prodoction and the distribution of benefits of 
factors be~ families. 
The rrodel indicated changes in factor prices and total output 
resulting fran the inposition of water quality controls on 
prodocticn. M:!anwhile, the consequent effects on family incare 
distribution fran those changes in factor payrrents and output 
level were tested in a sinrultaneous equation system. 
The sinrultaneous equaticn regression results are not signifi-
cantly conclusive about the effects of water quality controls 
on incare distribution. It does appear that water quality 
paraneter may effect the wage payrrent and total output, if the 
parameter was not in fact a surrogate for other exclu:led variables 
in the eccnanic system. The effect of wage changes on incare 
distribution was not significant. Changes in total output appeared 
to be the rrost significant in the distributioo equations. Theoreti-
cally, in=eases in factor inputs should in=ease the output level; 
in the enpirical test, changes in output were positively related 
to changes in labor and capital inputs. Furthernore, the output 
elasticity of labor seemed. greater than that of capital as 
i.rrplied by the coefficients estimated. 
Results also indicated that changes in labor supply affected 
changes in wage rate, but changes in capital supply did not. 
Changes in capital suwly may indirectly affect the family 
incare distribution through changes in output. Specifically, 
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increases in capital StWlY lli3.Y lead to increases in output and 
less equal distributoin of incane. The :Lntx:>sition of environmental 
constraints lli3.Y decrease output, and cause a rrore equal distribution 
of incane as a result. While these results are not intuitively 
obvious, sate are similar to those obtained by Thurow, and rrost 
of the coefficient signs appear consistent arrong regressions. Single 
equation regressions of the exogenous variables on the distribution 
parameters yielded similar results. 
Better data are required for rrore crnplete and accurate 
analysis. In order to draw rrore positive conclusions about 
specific :inpacts of water quality policy, the m:xlel could be 
applied to areas in which detailed industrial and distribution 
data are available. 
The principle thrust of the research was to develcp a 
m:xlel which \\Ould provide a systanatic analysis of the :inpact 
of water quality policy. The methodology used does provilie a 
means to organize the crnplexity of ecoocmic causality with respect 
to incare distribution change. Factor parameters, total output, 
water policy, family incane, and other variables ~e inclu:led 
in an econanic m:xlel of incate distribution which was subject to 
econatetric analysis. It appears that this type of systelll3.tic 
econatetric approach can be fruitful in analyzing incane distril::ution 
change. Further research in regions where detailed data are 
available is indicated as an additional test of the metlxldology. 
64 
LITERATURE CITED 
Aitchison, J., and J.A.C. Br=. 1973. The lognormal distribution 
with special reference to its uses in econanics. Canbridge 
lhiversity Press, Cambridge. 176 p. 
Allen, R.G.D. 1967. Macrce=nanic theory: A nathematical treat-
nent. St. Martin's Press, New York. 548 p. 
Allingham, M.G. 1972. Notes, CCIII!Eilts, and letters to the editor, 
the neasurarent of inequality. Journal of E=nanic Theory 5: 
163-169. 
Atkinson, Anthony B. 1970. On the ItEaSUI'ei!Eilt of inequality. 
Journal of E=nanic 'lheory 2: 244-263. 
Bach, G.L., and James B. Stephenson. 1974. Inflation and the 
redistribution of wealth. The Review of E=nanics and 
Statistics 56 (2): 1-13. 
Becker, Gary S., and B.R. Chiswick. 1966. Educatioo and the 
distributioo of earnings. Anerican E=nanic Review 56 (5): 
368-378. 
Boulding, Kenneth E., and Martin Pfaff. 1972. Redistribution 
to the rich and the poor. Wad=rth Publishing o::rnpany, 
Belnont, california. 390 p. 
llcJI..rnan, Mary J. 1945. A graphical analysis of personal incane 
distributioo in the t.hited States. 'lhe Allerican E=nomic 
Review 35 (9): 607-628. 
Broofenbrermer, Martin. 1971. Incane distribution theory. 
Adline-Atherte Inc., New York. 487 p. 
Br=, Mul:Tay, and John S. IE Cani. 
and the distribution of inccme. 
Review 4 (3): 289-309. 
1963. Technological change 
International E=nanic 
BOOd, Edward C. 1967. Inequality and poverty. W.W. Nortoo and 
carpany, Inc., New York. 217 p. 
Budd, Edward C., and David F. Seiders. 1971. 'lhe impact of infla-
tion oo the distribution of incane and wealth. The Allerican 
E=nanic Review 61 (5): 128-138. 
Burgess, David F. 1976. 'lhe ina::Jl"e distributional effects of 
processing incentives: A general equilibrium analysis. 
'lhe canadian Journal of E=nanics IX (11) : 595-612. 
65 
Burgess, David F. 1976. Tariffs and inccme distribution: Sare 
enpirical evidence for the u.s. Journal of Political 
Economic 84 (1): 17-45. 
Olanpernowne, D.G. 1973. '!he distribution of inccme between 
perscns. Cambridge University Press, Cambridge. 286 p. 
Olanpernowne, D.G. 1974. A ccnparison of rreasures of inequality 
of incare distribution. The Econanic Journal 11: 787-815. 
Chipnan, John S. 1974. The welfare ranking of Pareto distributions. 
Journal of Economic Theory 9: 275-282. 
Choi, S.C., and R. Wette. 1969. Maxilnun likelihood estimation 
of the pararreters of the gamna distribution and their bias. 
1echnaretrics 11 (4): 683-690. 
Christ, Carl F. 1976. Ecoi1CI!Etric rrodels and nethods. John 
Wiley & Sons, Inc., New York. 705 p. 
Dasqupta, Partha, Sen. Amartya, and David Starrett. 1973. Notes 
on the neasurenent of inequality. Journal of Economic 
'lheary 6: 180-187 0 
Elteto, 0., and E. Frigges. 1968. New inccme inequality neasures 
as efficient teals for causal analysis and planning. 
Econaretrica 36 (2): 383-396. 
Feldstein, Martin s. 1972. Distribution equity and the c::ptimal 
structure of public prices. Arrerican Economic Review 62 (1): 
32-36. 
Freeman III, A. Myrick, Robert H. Haveman, and Allen v. Kneese. 
1973. The economics of environnental policy. John Wiley & 
Sons, Inc., New York. 184 p. 
FrieOO!nan, M. 1953. 
personal inccme. 
277-290. 
Choice, chance, and the distribution of 
Journal of Political Economy 61 (4) : 
Gastwirth, Joseph L. 1971. Notes and 0Cil1!rel1ts: A general 
definition of the Lorenz curve. Ecoi1CI!Etrica 39 (6): 
1037-1039. 
Gastwirth, Joseph L. 1972. '!he estimation of the Lorenz curve 
and Gini index. '!he Review of Econanics and Statistics 
LIV (3): 306-316. 
Gastwirth, Joseph L. 1974. 
of inccme inequality. 
Large sanple theory of sare neasures 
Econaretrica 42 (1): 191-196. 
66 
Gastwirth, Joseph L. 1975. 
of econanic inequality. 
The estimation of a family of measures 
Journal of Econometrics 3: 61-70. 
Gordon, David M. 1972. Taxation of the poor and the nonnative 
theory of tax incidence. Anerican Econanic Journal 62 (2): 
319-328 . 
Hall, R:lbert E. 1973. 
kinds of output. 
878-892. 
The specification of technology with several 
Journal of Political Economy 81 (4) : 
Hamada, Koichi. 
of incane. 
1973. A sinple najority rule on the distribution 
Journal of Eoonanic Theory 6: 243-264. 
Hannan, Harry H. 1960. M:ldern factor analysis. The University 
of Chicago Press, Chicago. 469 p. 
Haven-an, Robert H. 1973. O:mron property, congestion, and environ-
mental pollution. Quarterly Journal of Eoonanics LXXXVII (2): 
278-287. 
Hochman, Harold M., and George E. Peterson. 1974. Redistribution 
through public choice. Colunbia University Press, New York. 
341 p. 
Huffaver, G.C. 1973. Environmental quality, incane distribution, 
and factor rrobili ty: The consequences of local incane. 
Journal of Eoonanic Issues VII (2): 323-335. 
Johnson, Harry G., and Peter Mieszkowski. 1970. The effect of 
unionization on the distribution of incane: A general 
equilibriun awroach. 'Itle Quarterly Journal of Eoonanics 
LXXXIV (11) : 539-631. 
Johnston, J. 1972. Econometric rrethods. M:Graw-Hill Book 
catpany, New York. 437 p. 
Johnston, J. 1975. A nacrC>-f!Odel of inflation. The Eoonanic 
Journal 85 (338): 288-308. 
Jordan, Charles. 1960. Calculus of finite differences. Chelsea 
Publishing Carpany, New York. 652 p. 
Kakwani, N.C. 1974. A note on the efficient estimation of the 
new measures of incane inequality. Econometrica 42 (3) : 
597-600. 
Kerrlall, Maurice G., and Alan Stuart. 1966. The advanced theory 
of statistics. New York Hafner Publishing canpany, New York. 
552 p. 
Klein, L.R., and Y. Shinka. 1963. An eronaretric I!Ddel of 
Japan. International Econanic ReView 4 (1): 1-28. 
67 
Kondor, Yaakov. 1971. An old-new rreasure of incare inequality. 
Econaretrica 39 (6): 1041-1042. 
Kuh, Edwin and Richard L. Schmalensee. 1973. An introdoction 
to applied rnacroeconanics. Am:rican Elsevier Publishing 
Carpany, Inc. , New York. 229 p. 
Lau, Lawrence J. 1976. A characterization of the normalized 
restricted profit function. Journal of Econanic Theory 
12: 131-163. 
Lau, Lawrence, J., and Pan A. Yotopoulos. 1972. Profit, supply, 
and factor demand functions . Am:rican Journal of Agricultural 
Econanics 54 (1): 11-18. 
Lee, !Might R. 1975. Efficiency of pollution taxation and market 
structure. Journal of Environrrental Econanics and Managenent 
2 (ll): 69-72. 
Levine, Daniel B., and Neil M. Sin:Jer: 1970. The mathematical 
relation between the incare density function and the rreasure-
rrent of incare inequality. Econaretrica 38 (2): 324-330. 
Lipsey, R.G., and J.M. Parkin. 1970. Incares policy: A reappraisal. 
Econanica 37 (146): 115-137. 
Martie, Ljubanir. 1970. A gearetrical note on new incare inequality 
rreasures. Econaretrica 38 (6): 936-937 . 
Mathur, Vi jay K. 1974. Tine, affluence and pollution in the 
theory of ronsmer 's behavior. Journal of Environrrental 
Econanics and Managerrent 1 (ll): 89-95. 
McFadden, D.L. 1975. Cost revenue and profit function. In 
D.L. M::Fadden (Ed.). An eronaretric approach to prodoction 
theory, 1975. North-Holland, Amsterdam. 
Mctiuire, Martin C., and Henry Aaron. 1969. 
in the optimal supply of a public good. 
Eronanics and Statistics 51 (1): 31-39. 
Efficiency and equity 
The Review of 
M::Clure, Charles E. Jr. 1970. Tax incidence, macroeconanic 
policy, and absolute prices . Quarterly Journal of Econanics 
LXXXIV (2): 254-267. 
68 
Mahran, Farhad. 1970. Bormds on the Gini index based on 
ooserved points of the Lorenz curve. Journla of the Arrerican 
Statistical Association 70 (249): 64-66. 
M:tcalf, Charles E. 1968. The size distributim of perscnal 
incate in an ecoi1CilEtric m:Jdel of the United States. Unpublished 
Ph.D. dissertation. Massachusetts Institute of Technology, 
Mass. 
M:tcalf, Charles E. 1969. The size distribution of personal 
incate during the business cycle. The Arrerican Eoonanic 
Review 59 (9): 657-668. 
MieszkCMSki, Peter. 1969. Tax incidence theory: The effects of 
taxes on the distribution of incate. Journla of Eoonanic 
Literature 7 (4): 1103-1121. 
Minsky, Hyrran P. 1968. Effect of shifts of aggregate dEm3nd 
upon incare distribution. Arrerican Journal of Agriculture 
Eoonomics 50 (2): 328-341. 
M:>rgan, Janes. 1962. 'Ihe anatcmy of incate distribution. 
The Review of Econanics am Statistics XLIV: 270-283. 
Muellbauer, John. 1974. Price of inequality: The U.K. experience. 
Econanic Journal 84 (333): 32-55. 
Newbery, David. 1970. A theorem on the rreasurerrent of inequality. 
Journal of Econanic Theory 2 (9): 264-266. 
Newhouse, Joseph P. 
distribution. 
va. 16 p. 
1969. A s:inple hypothesis of incare 
U.S. Departrrent of Colrmerce, Springfield, 
Noble, Ben. 1970. Nurerical rrethod: Iteration program:ning am 
algebraic equations. Oliver & Boyd, Edinburgh. 156 p. 
Paglin, M:>rton. 1975. 
A basic revision. 
598-609. 
The rreasurerrent am trend of inequality: 
The Arrerican Eoonanic Review 65 (4): 
Pestieau, Pierre. 1975. A note on cptimal taxation of environ-
rrental spillovers. Journal of Environrrental Econanics and 
Management 2 (9) : 34-39. 
Ralston, Anthony. 1965. A first course in nurerical analysis. 
M::Graw-Hill Book Crnpany, New York. 578 p. 
69 
Rivlin, Alice M. 1975. Incare distribution--can eccnanists help. 
Alrerican Econanic Review 65 (2) 1 1-15. 
Rothenberg, J., arrl Ian G. Heggis . 1974. The nanagem:mt of water 
quality and environnent. John Wiley & Sons, Inc., New York. 
305 p. 
Rothschield, Michael and Joseph E. Stiglitz. 
results on the nanagenent of inequality. 
Econanic Theory 6: 188-204. 
197 3. Sare further 
Journal of 
Sa:iern, A.B.A., and T.D. MJ\mt. 1974. A convenient descriptive 
m:Jdel of incane distribution: '!he garrma density. Econcrtetrica 
42 (6): 1115-1127. 
Scheefe, Henry. 1959. The analysis of variance. John Wiley & 
Sons, Inc., New York. 477 p. 
Scoville, James G. 
distributic:n. 
312 p. 
1971. Perspectives on poverty and incane 
D.C. Heath and carpany, Lexington, M:lss. 
Sen, Arrartya. 1973. On econanic inequality. W.W. Norton & 
Canpany, Inc., New York. 118 p. 
Shephard, R.W. 1970. Theory of cost and production flmctions. 
Princeton lb:l..iversity Press, Princetc:n, N.J. 
Shorrocks, A.F. 1975. On stochastic m::dels of size distribution. 
The Review of Econanic Studies VXLII (4): 631-641. 
Smart, William. 1912. The distribution of incare. M:lanillan 
arrl Co., Limited, IDrrlon. 345 p. 
Smith, James D. 
arrl wealth. 
1975. The perscnal distribution of incane 
Colurrbia lb:l..iversity Press, New York. 568 p. 
Spiegel, M.Jrray R. 1968. M:lthematical handbook of formulas 
arrl tables. M::Graw-Hill Book carpany, New York. 271 p. 
Sl.mdararajan, V. 1970. The :inpact of the tariff on sare 
selected products of the U.S. iron and steal irrlustry. 




1975. Incane distribution analysis and 
Arrerican Elsevier Publishing carpany, Inc. , 
170 p. 
U.S. Bureau of Census, 1975, CUrrent Pq:>ulation Reports, 
Series P-60, No. 97. M::mey Incane in 1973 in Families and 
Persons in the lhited States, u.s. Governrrent Printing 
Office, Washington, D.C. 
u.s. Bureau of Census, 1974, 1970 Census of Pq:>ulation, 
SUFPletentary Report, Series PO::SlJ, No. 63, Per Capita 
Incane, M:o!diam Family Incane, arrl ICM Incane Status in 
1969 for States, Standard M:o!trq:>elitan Statistical Areas, 
and Counties: 1970, u.s. Governrrent Printing Office, 
Washington, D.C. 
u.s. Bureau of Census, 1963, u.s . census Pq:>ulation: 1960. 
Vol. 1 Cllaracteristics of the Population, Table 76, U.S. 
Governrrent Printing Office, Washington, D.C. 
U.S. Bureau of Census, 1973, U.S. Census of Pq:>ulation: 
1970. Vol. 1, Cllaracteristics of the Pq:>ulation, 
Table 39, u.s. Goverrroent Printing Office, washington, 
D.C., 1973. 
u.s. Bureau of Census, 1966, Incane Distribution in the 
l.hited States. (M::mogrpah prepared by Hernan P. Miller) 
U.S. CbvertlllEilt Printing Office, washington, D.C. 
Uzawa, Hiro:fumi. 1964. Duality principles in the theory 
of cost and production. Internatiooal Eoonanic Review 
5 (5) : 216-220. 
Wells, Paul. 1955. 
excise taxes. 
345-359. 
A general equilibrium analysis of 
'!he American Eoonanic Review 45 (2): 
70 
Williams, Gerald W. 1968. Impact of federal pr=unrent on 





1\ppendix A. Th e fo ll ow i ng progran was used to generate the pHrameters nf the 
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F ~ ( A HY* A rl S I ! l l • i ,\ ~ Y • 'l>i S I l J l +I t><Y ~ t. ·• S ( i J ) • I 1HY '' oir' S I I I I+ I [ HY '' c ~ s ( I I I 
1 + ( 1-- HY * F r! S I I I J + { ~ ~i Y ), .. r; ~ S ( I ) ) _. I H :-i Y ;;• ~~ ~ :') I I ) ) • I ::, rlY * J H S I 1 ) 1 t t D·~ Y * I' o1.) i I i i t 
X t '"HY "-iH S 1 I l I +I ll H Y • ·<d .)( ; I I • I i '<l I ; i J 
X"t'< =~ /l •tS i II 
L= lv••.SJ/I ? •o . , l 
CALL N:l T tO:.!l , ~J , ) lj 
t. l ~ ,' ) -:- ( 2 !;. i ') - i. 
A( :..; r = ?~ ( It ..,j. '-..: ) =::..., : r,. j 
l r If• 'tS I I I. ' , r . I T< d I I • l I 
I Fif.,tS II I• "'> ll l . ' · 1. 1 I~ 
! I I ~HS I I I+ ·>· • S II 1< ,: iS I 1. 
l r iA •1SIIJ +•i·, '>(!J+ ::oh l p 
I F (A c~Stll • ·.hSIII < Ci'>l i+ 
' I +- l J / , .. 1 l 
. : I·<\ I ! l 
\ ( l l . ~ 1 • 
.; I ; i + '· iS 
I 
I il i. l , · , , . 
lr ·, ~ (;)Tj_ )/1 • ) 1,.' r ·~ sv 
I ) . . • : ~ ; \ s { [ J i i ) I : : .. ) ')!; i . I :) 
74 
1 F I ~. H 5 I l I t 'I H S I I I t L' I·; I I I +. P t ; I l I • c rl S I I I t ~ · t , I i J • ,, I • I I : ! ·, I I J t 1 I I I , I J 
l GJ TJ 70 
I F I t.IIS I I I t ~ I l l ~ I 1 I t C rl S I I J t lll ~ I I I + ~ H) I I I + .-. . • :, I I l to ; 'i ' , I ! J • ,; r • I r · 1 , I I l + l J 
l/ 1 0 ) ::; n Ttl JJ 
2J LIE C= J +( II T"rlS IIItiJil l - U II ~ i <; l l Jl <'lj G J 
GJ Fl 16 
J Q DEC=LilH StiiiT-lS IIJ+1l i1 0 - A-lSII ll l liHS II l l '' l CJJ 
G ) TJ 16 
4U Ut C = LC h 5 +I I I TH S I I l t ll I l 0 - I Afl ~ I I l +t1 H ~ I I l l J ll :ll.) I I l I ' l ll•J J 
GJ T (l 1 ~' 
50 0 EC = LIJ H S t I I I T rl S I I l t l J I l Q- I ~H ~ I I J +n H S I 1 I +L' IS I I J l I I Cl h ) I I I I ' 1 .i J J 
GJ TO 16 
6 0 D FC = L E '1 S +I I I TH S I I I t 11 I l 0- I ~II S I I J + n H S I I I +( H S I I I +ll HS I I J J J I EH S I 1 l 
1'" 100 0 
GJ T:l 16 
70 DEC= l F HS t( I I H S I 1 I t 1 J I 1 0 - I ·H S I I J t il HS I I J +(H S I I I +U ., S I I l + I: '-'S I I l J l I 
1F >-t S I I I I Ol J fJO 
GO TO 1 6 
SO U c C = l GHS t I I I T H S I l I + 1 I I l J- I .\ •h I I J + P. HS I l I • C ,_ S I I I • ) ·' '> I I I + ~H,; I ; I + 
1FHSI ll I 1/ G.-151 1 I l*l Oll J 
16 IFI.9*THSI1l. G T. f t1SI I J- :>11J i r. :J TU LUO 
IFI.9*TH SIII. GT. H S IIJ-I J IIl g 'qS IIIll C,; r :: l lJ 
1FI.9*THS i li . GT.T1SI 1 1-i)(!l+,; HS IIl+ L; -1 SI1 1l lG U TO l 2 J 
IFI.9*THSIII.GT.Tt15111-IJI!l+ ~ '-'5 lli+ C•tSIII+ f' d 5 11111 ; ,J E 13 J 
100 DEC 9 = l D t I I I 9 * T-1 5 I I I +9 1 I l 'J- I P · _, I I I -I) I I I I I l:l I l I I * II J'l-L :J I 
GO T O 20 
1 1 0 IJ ~ C 9 = L q rl S t I I I 9 * T H S I I I H I I 1 .1- I H S I ! l - U I 1 I - '' H S I 1 J I l I '< '-1 S I 1 I I <• l u 0 .J •J 
GO TO 29 
12 0 lJ E C 9= l QH S t ( I ( 9 * TH S I I I to l I l 0 - I 1 >15 I 1 1- 0 ( I l -R H S ( 1 l- >.~ I i S I 1 l I l I j HS I l I I ' 
X5000 
GO TO 29 
l3 :J DEC 9 = L f' ~~ S t! I I 9 H -1 S I 1 I t 'l l ll 0 - I T H S I I I - 0 I l I - P H 5 I I I - Qrl ~ I 1 I - PH) I l J I l I 
XPH S ( 1 I I* lJ OJ 
?9 H= IJ EC/XM EU II J 
J =D EC91XM E0 ( l J 
tl =Xt'I EO I I I*(( H*J-lli i 2-H -Jil 
0 l =A LO G I I X '1 E ) I I l t !3 l I I I H *X '1 t •J I I I l t ~ J I 
D 9 =A LOG I I I J * X 'I E J ( I l l Hl l I I X~ ED I l l t H I I 
B·'I=H OGIX'I F. J ! 11+~1 
BV=I Ol/ Gi"'*2 
tlX=E XPI ( 2*rl'1 1+ '3 VI 
B'II=EXP I 'lV I-l 
K~ OJ = E X P ( rl "'- d Vl-8 
B 'I E N =E X r I 3 ·~ + I • 5 * tliJ l I - K 
K'H D= EXP I ~ '1 1- 'l 
ElVAR=BX* tl ~ 
8 5 K W = I B 'II** l • 5 I • I 3 * I ' l N * * . 5 I J 
tl K U R = ( ~ ' I** 4 I + I 6 * I 'I '-1 * * 1 I l • ( l j * I ., ' I'-" * 2 l ) + ( l ·~ * -J ·' Il 
l= ( AV**. 5 lll 2• • . 5 ! 
C II L L N'l T ~ I l , I' , ·11 l 
fJ ! ND =I Z*P I-l 
llCGF = 2 * ~ · 1t ' l"' 'l l 'J :J 
17 \• O if [ ( ;, , !, ) ) -!) II), X't\ l ll , HS III, V'< S !II , '.··ii ) II! 
2 FOR 1"'4T (' 1 ', 5 ~ '••1o 1 '• 2 'J ('-'Il 
WP 1 T E ( 6, t,j .< 
4 F J R,'-' ATI ' J ', 0 ,\ = ', 3X , F 15 . ;' 1 
~n 1 TE I 6 , 71 hi 
7 F ,'J I'.I"A TI ' 0 ',' •\ 1) = ', F l'i .21 
V. ~ l T E I 6 , 3 l X·~ ED I 1 I 
B F J ~ ~AT( ' J ' , ' X'1EIJ = ' , F l , . 2 , 15 Xl 
W~ I TE ( (, , 9 ) X~E'I 
9 hJR .'-1 11 T ( ' J ' o ' X '1 c 'I= ' , f l '; , 2 l 
WR 1 Tf ( 6 , 5 l ·~ 
5 F J R'1 " T ( I J I I ' :1 = I I 3 X I ~ l :; . 4 1 
w~ I TEI 6 , 6 J V 
b F ORMAT( 10 1 o 1V= 1 , 3X , F l 5 . 2 l 
1-i\l I T F. ( !> , '•1l •\ ·'1fl0 
4 7 F J R,.. A T ( I 0 ' • I 4 '1 . 1[) = I 'F l ~ • . ! l 
I< R I f E I 1..> , 4d l M·l ~ !) 
4 8 FO P.MAT ! 10 1 , 'AM EO = ' , F[~ . ;:: J 
I·I R IT E ( 6 , 1t9 ) A o~ E N 
4~ FJR o'1 AT! 1 0 1 , 'A '' ~N =' ,Fl 5 . 2l 
W R I T E ( b 1 5 llAV I\ ~ 
5 1 FOP.MAT( 1() 1 I ' AVA~ =· 1Fl7. .~ ) 
W P. IT E I 6 ol .:! J AS '< ~ 
12 FO RM AT! 10 1 ,•A SK W= 1 , F 1 ::> .41 
WR ITE ( 6 , l3 l A<. UR 
13 FORMAT!' O'o'AKuR= ',F L7. 2 l 
WR ITEI6,14JAIN CJ 
14 F JRMATI 1 0 1 , 'AI NO=' ,Fl 5 . 4 l 
WR ITEI & .l5lliCOF 
.15 FORMAT! ' 0 ', 'ACOF=' ,FL 5 .2J 
I<R IT E I 6 ,1 8 JDEC 
18 FJRMAT! ' 0 ', ' OEC= ' ,LX,F 15 . 2 ) 
WR ITEI 6 ol9J DE C9 
19 FORMliT! 10 1 o'UEC9=',FL '> .L! 
W~ ITE! &, 31 ) q 
3 1 FJ RMAT! ' 0 1 , 1B='o3X,Fl 5 . 2 l 
WRITE ( 6 ,J l J BM 
32 FOR MAT! ' O', ' (} M=' ,z x , F l 5 . 'tl 
w« IT E I&, 33 JRV 
3 3 f OK MATI 10 1 , 18 V= 1 ,Z X ,Fl5. 4 ) 
WR ! TE I b ,34 J BMO D 
3 4 FORM AT( 10', 18MOD = 1 ,F1 5 .2l 
W R ITEI6, 3 5JF!.'1 ~ D 
35 FORMAT! '0', 1i3o'1ED=' ,F15.2l 
WR ITE(6,36li3M f N 
3& F OR MAT( 10 1 , 18 MEN= 1 ,F! S .Zl 
WR ITEI &o3 7l i3 VAR 
3 7 FOR MAT( 10 1 I 1B VAR = 1 ,F1 5 . 2 ) 
WRITE ( 6 ,J tJ l B SK w 
38 F ORMAT( ' 0 1 1 1oSK W=' ,F1 5 . 2 l 
WR JTE ( 6, J9 J(}KU " 
39 FORMAT( 10 1 , 1oK:.JR = 1 ,Fl5. 2 J 
WR ITEI&,42 l B I NJ 
42 FOR MAT( ' 0 ', ' B I 'IfJ = 1 ,F1 0> . 4 J 
WR I TE !6, 4 l FlC OF 
4 1 FORMAT! ' 0 1 , 1BCJ F =' oi'LS. Zl 
75 
1-!R I T E ( 7, 2 .. o l ·'-~ , V , ~ S <. ,; , A KU7 , ~ l 'I I , 'l rl S ( I l , X'-' .> ( l l , J H~ ( l l , VH S ( I l , .. HS ( l l , 
X B , BM, BV, 3 S:< W, tl KUR , cl I ' 10 , OH S ( I ) , Xo l S ( I l , Ul l S ( 1 I , VH S ( l l , ri rlS ( l l 
240 FOR MAT 1 5 F t 0 . 5 ,1 J X , 5A4/F l ~ . 5 , 2F 9 . 5 , 3 F! 0 . 5 , 5A 4) 





Appendix B. The following program was used to generate the pa rame t ers of 
the gamma and beta dens i ties : 
• .;~1' : v H4 .J -n t: 4 fJ I 'II · ; ,r i~ F= 3o:J,Po\~rs = 3 oo 
~ d H; JU T I ' I" J~ T,; I x, P>-tYY , PP'-IY l 
•' I!YY = H J Gl I. l - 1 I I 2 *X l - I I I 1 ~* I X** 2 l l t 1 I I 12 ::J * I X** 4 l ) - 11 I 2 52 • I X* *6 l ) + 
X I/1 2 4 0 ~(P ->d ll 
i' PH Y = II X+ 1/1 2 * I X~* 2 l l + II I 6 * I X* *3 l l -1 I I 30 " I X**'> l l + 1 I 1 4 2 * I X** 7 ) I -
A I/I~ O •IX*•'I l) 
RF TUPN 
L ., () 
~~1~~~ t\~L1l~11~Z l Xt O. S I l*:O XP I - Xl *1 1 >1 / l il*X l tl/ 12 8~ * 1 XH2 l l-
x 1 3 c /I 5 I e 4 0 * I X* *1 J l J 
?.[ TLJ ;{N 
I:'W 
"l I 14 f N S I flN T ~ S I ·, J J l , Hi S I 5 :J ll J , fH 51 ? J u J , C HS I ? 0 0 J , OH 5 1 500 l , E HS I S 00 I , 
X I' · IS I 5 J J I , ; ~ S I S J J I , 'H S I 'i 0 J I , J -1 S I 5 J) I , f' -1 S I 50 0-1 , QH S I S 0 :J I , R -1 S I 5 :J 0 l , 
X!J I5 0Q J , S HS I 5JOJ , SSS I ~ U J ) , QP P ( 50ll ), DilP 1 500 ), <JUO I 500 1 
~CA L " • Lh-IY , L 1-IY , LCrlY , LillY , LE-IY , LF HY , LGII Y , LHII Y , LOH Y, l PHY , LQHI', 
XL'\ HY , LX, L ~ ~ S , l 3-1 S , L r:H S , LJ-1 S , L E f'S , l F H S , LGIIS, LHHS , l OHS , l PHS , l QHS , 
XL'l f-' S .J 
110 1 0 I = 1, 5 J 0 
~ f' ~ D I S, 1 , C•n ='I I r -1 S I I I , h II S I I l , ~ HS I I I , C -1 S I I l , llH S I I l , FHS I I l , F HS I I I, 
rr :.H S I I I , ~ H<; I I l , ·.H S I I l , P•-t S I I l , [J -1 <;( I J , k H S I l J , 0 I I J , S HS I I l , S S S I II , RR~ I I 
X J , PI' I' I I l , .JJ J I I l 
I .lPIA TI 'IX , rs.o , 8 F 7, 0 / 9X , F8 . J ,4 F 7. U,I 4X , 5t.4 ) 
hliY = 'iOQ 
011 \=1500 
CII Y=25 00 
DH Y=3500 







P. HY = ,' [':) ::JO 
I A!-' Y=ALJ GI 44Y I 
L .li· Y = A L G ,~ ( 'HY I 
L ~. I> Y=.\L Cv l :·iY ) 
LJ~Y = AL JG I ) ·JY J 
l F. t-. Y= AL OG ( E'-'Y l 
l. F I"Y = \I. J Gt F rl Y I 
Lr. 'W=A LJG I GHY ) 
l. HHY =AL. :IGI ' i HY ) 
l' JHY = hl 'lG I '14Y I 
LPHY=AL L)f; l P -lY ) 
L1 HY=hLJ GI 'J 4YJ 
L 'H'Y= AL :JG( ' ~ 'iY l 
h= 150 00 
R=25000 
XNL ~=AL %( .\ ) 
X'll il=ALJG I •I I ( : D-15 1 I)+ ') ( l) 
X~L C =h UJG I :: I 
X~ L U =ALJG I ) ( l l J 
X ~ = ( X" L C-X~LJ J/I X~ L ~ - XNLA J 
>. = l fi *XVl/1 XV -1 I 
LX=A lflG I XJ 
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.~= I A 'lY"' 4 HS ( l J + [l ' t Y * FI H S ( l 1 t C ~ n•: HS I l J t D!t Y * !J HS ( l 1 + E HY *E HS ( I 1 + 
-< f H y¢ F '1 ~ ( I 1 +:; '1 Y *-; ; S I I ) t ~HY ·~~ S ( I 1 +OHY * llHS I I l + l'HY *PHS ( 1 l +:;)H f • ~ HS ( I 1 
).+RHY• r.HS ( 1 l + X*J( l 1 1 !fHS11 1 
Y="'* TH<;( I 1 
~ ~ = ( Uot t Y • A; S ( l l H. B H Y * n H S ( l 1 + L C H Y * C H S ( l 1 t LIJ H Y * D H 5 ( 1 l t L E H Y * E H S ( I 1 + 
J\ L FHY*FHS ( l 1 +L ~;y•; ; s ( I 1 +L;;y•;HS( l 1 +Lf.1HY* IlHS( I l tli'HY*PHS( I 1 + 
XI J H Y *:;) ~ S ( I 1 t L R HY * ~ H S ( I l +LX* ') ( I 1 l IT H S ( 1 l 
C"= AL O t~ ( M 1-w 
(4= 1/( 2 * (,; 1 
l b YEfl=tA+ 10 ( fiLL llG TG1Y E<\,J1 HYY , PPHY1 
IJG= PHY Y- 111 H +9 )- 111 t A +8 1 - 111 E A+ 7 1- 11 ( E.\ +I> l- 11 ( E:A +5 l- 11 ( E A+ 4 1-
>: Ill f· A t 3 1 - l/ ( t A • 2 l - 11 ( E A + 1 1 - 11 " A 
T C.= P P IIY t 1/ ( ( F. A +'J l u 2 1 + 11( ( ( A +g 1 H 2 l t 11 ( ( [ At 7 I'' * 2 1 + 1/ ( ( E A + S 1 * *2 1 + 
X ! I ( ( E A+ 5 1 .. 2 1 t 1 II ( E fl +4 1 H1 1 +1 / ( ( E ~ + 3 l * *2 ) + 11 ( ( f A+ 2 1 ** 2 1 + 
Xl/(( t3A +l 1H2 )+ 1/I E A**21 
4 XNK= ( AL "G I EA1- J:>< \oi1 /11/ EA-T '; ) 
oA=~fi- X\IR 
fi X"'P =fi '\S ( X\i 'l l 
I F (ft X q .G [ . J . O J 1 0 J G~ T~ 16 
Hl= l· h/'1 
fi Ffi=[ A tl 
C~ Ll. Gl AI: A, C. flfl J 
G fi M =LAfi/(A E l* ~·\ 1 
BE A=AEA-0 . 5 
(.fiLL G I BE A, ';Afl l 
GH =GAft/ C\E A 
Cf fl=fl f h +1 
CALL GI :F. A,:;AAJ 
GG=G f. h/ ( CEA*U A l 
AI N0=0 . 39~9 4 23 * G H/ GG 
F FI= ( IEH**EA I/ G A~1*(BHY**I EA -111*EXP ( -EFI*FIHY 1*1 000 
FA = ( ( ( 3 ** E A I I :; A"' 1 * ( AHY u ( F. A- 1 I 1 *E X P ( - E R * M·tY l * 1 000 
FC= I I Etl ** ': A)/GA~1~ 1CH Y* *I E o\-1l 1*EX P I-E B•:HY 1*1 000 
FD= I I E'3 ** F. Al/Go\ '<1*( 0HY** I Ell -11 1*E XP (- f[J * DHY1* 1000 
F- C= ( I E 'l ** E o\ 1 I G ... "' I • 1 E HY * * ( E ~ -1 1 I *E X PI- f ~l* [ HY 1 * 1 OJ 0 
FF= I I EIH +EA1 / G ~"'l* I FHY** I C. A-1 1 1*E XP(-ffl*FHY1* 1000 
f > ( I E[) ** E A 1 I G ~"' I * ( GH Y * *( E ~ -1 1 1 * EX P I -E B * GH Y I* 1 0 0 0 
F H= ( ( [.) >* E A 1 / Go\ "' 1 * ( HHY **( ~ A -1 1 I * Ex P ( -E fi *HHY) * 1000 
F 0 = ( ( F II* * E A 1 I Go\ ~ l * ( OHY **IE A-ll 1 +EX PI-E B *IJHY I *1 00 0 
F P = ( ( E 'l .. ~ A 1 I Go\ 'I) * I PHY * * ( E A- l I 1 +EX P I- E 8 *P HY I* 1000 
F ~ =( ( fi:I* *EAJ / r,o\ "11*1QHY**I F A-11 1*EXP I -EB * OHY 1* 50:JO 
P = ( ( f i l * * E A 1 I (; 4 "' 1 * ( P H Y * * ( E A- 1 1 1 * f X P ( - E B * I> H Y 1 * 1 0 J 0 0 
FX = ( I E~ ** E fll/ GA "1 1 * 1 X **I FA- 111* FX PI-E R *X1 *?* 1 X - ?~0 00 1 
SF fi = LflrlYOFfl tL i ;Y* F~ t LC rlY* F C t L) HY*~ U +LE HY*~l tL FHY*F~+LGHY*F G +LX*FX 
X t L I I II Y * F IH L ) ; Y * F 1 t l PH Y * F P + l ') H Y * F 0 • L R H Y * F F 
G"1 =l:XP I SF\ 1 
A"' l'l ~ FA / E~ 
M~t'J= ( f- 1\-ll/ Eil 
A"'CO=A MO D+2 /(1* E B J 
AVA~=rA/ ( ER ** 2 1 
AS "1-1 = 21 S OR T I E A I 
AK U~=6 /EA 
Ar. O f=?*A~E 'l*A l ~) 
R=J\MEN/GM 
UO=X +( X-25000 1 
AHY=5 00 / U) 
[) HY= 1 5 UO/J'l 
CH Y=2'> ::JO / cJ1 
CJ I1Y= 3500 I UD 
I· HY= '• 500 I J D 
~H Y= 55.)0 1JJ 
GHY=6500 1JJ 
HHY= 7 500/U D 
C HY=85 00 / 1J il 
PHY = 9500 1J IJ 
IJH Y=1! 500 1 U:J 
R>j Y= 20 LiOOIJ) 
X= XIU f1 
78 
M = ( II HY *A HS ( l I t [l >j Y * 811 S ( l I • C H Y •: H S ( l I+ DH Y *llH S ( l I +E HY O< f. H S ( I I+ 
H HYO< F H S ( I I + :; rlY *:; ~ S ( I I+ HH Y * rlrl S ( I l + UHY • DH S ( I I +P HY * PciS ( I I + ~HY * QHS (I l 
X+ R HY * q H S ( I I +X '" ll ( I I l IT H S ( l l 
V= ( ( ( A HY -~ I** 2 I* AH S ( I I+( ( ~ H Y - I~ I **2 I * Bll S ( l I +( ( CH Y -M l ** 2 l * CHS ( I ) + 
X ( ( DHY- '1 I * * 7 I n; S ( I I + ( ( E HY- '1) * * 2) • t HS ( I I+ ( ( FHY -M I** 2 I * FHS ( I ) + 
X ( ( G•H - '1 I ** l I* :; rl S ( I I+! ( YHY- ~) * * ?. I * HHS (I J +( ( nH Y-M l ** 2 I *OH S (I l + ( ( PHY-
>. ~ I H 2 I ~? HS ( I I+ ( ( ~; Y-'1 I **2l * ')LI 5 (I I+ ( ( Krl Y-1' I** 2 ) *RHS ( ll + ( (X- M l .. 2) * 
X D ! I J J I ( T HS ( I I - 1 I 
P= ( ( 'H*2 l*( 1 - '~1/V I- M 
IJ= ( M * ( 1 - .'1 l IV- l l * ( 1- '·ll 
34 YP=P+ l :J 
YIJ =0 +1 0 
8~ ~ ~ ~s ~ ~ ( y ~ { j~ :t i r ~~n- ll ( P + ?.1 -1 I ( P + 3 I - l I ( P +4 l - 1/ ( P+ 5 l -11 ( P+b)-
XI I ( P + 7J- ll ( P +3 1- 1 I ( P +9 I 
T G P = P PH Y + 1 I ( I' ~ * 2 I + 1 I ( ( I' + 1 I * * 2 l + 1 I ( ( P + 2 I * * 2 l + 1 I ( ( P + 3 I * * 2 I + 
~ I /((P+4 1 *- 2 1+1/(( P + '>I **2 1+1/((P+ ~ l **2 1+1/((P+ 7 1**2l+ 
X1/(! P • d l **2 1+1/( ( P + 9 I * * l l 
CAll OG TG!YQ , P rlYY 1 PPHYI DG C=P HY Y - 1 /J- I/( ~ +ll - l/(~+ 2 1-l/( Q + 3 1-l/( Q +4l - l/(Q+5l-l/(Q+bi­
Xl/(0+7 1-li()+ 8 1-II(Q+9 ) 
T GC = P PHY +II ( D* * 2 I+ II ( ( 0 + I I* * 2 I >1 I( ! () + 2 I* *2 l +II ( ( 0+ 3) * * 2 l + 
X 1 /( ( Q +4 I** 2 I +11 ( ( D + 5 I * *2 I +l !( ( Q+ b I '"*? I + 1/ ( ( Q+ 7 I** 2 )+ 
Xl/( ( 0+8 )* *21 +11( 1 0 + 91**2 1 
YPQ=P +Q+13 
Cll ll DG TG(Y PQ , PHYY ,P PHY J 
OGPQ=PHYY- 1/(P+JI-l/( P + Q+ li-11 (P + Q + 2 l-1/(P+ Q +3l-11CP+Q+41-1/(P+~+5 
XI-1/( P + Q+ o i-1/( P +J+71-l/ (P + Q+91-l/( P + Q+ 91 
T GPO= P PH Y + 1 !( ( P + 0 l * * 2 l + 1 !( ( P + 0 +l I* *2 I+ ll ( ( P+ 0 + 2 l **2) + 
Y. 11 ( ( P +') + 3 I " * 2 I+ 1 !( ( P Hl + 4 I ** 2 I >l I( ( I' + 0 + 5 l * *2l + 11 ( ( P + Q+o) * '> 2 I+ 
X 1 1 ( ( P ' :.J + 7 I ** 2 I+ II ! ! P+ 0 + 8 I * • ? I + 1/ I ( P+ Q+9 I ** 2 I 
fi' =TGP -TGP ) 
F1= -T t.r>Q 
f rP =-T GPIJ 
~rC=TGQ- T :;PJ 
U= AHY** (~ Y S II I/T H S (IIl * flHY** I B' l$(1 1/T HS (III* CHY * *ICHS(Il/THS(ll 
>.!* )H'f"(' () HS (IJI HS I ! II* EYYH ( tHSII l/T HS IIll* FHY**(f-I~Sill/THSIII 
)". I * GHY** ( :; HS(I)ITrl S I!Il* rl'"i Y** (~H S (Il/TH S (!Il * DHY**(OHS(II/TYSIIl 
X I* PHY**P'iS (II/IY S (lll * I)HY * *(011S( I l/TII S (III* RHYU( ~ HSIIl/TI1S(I) 
X I* XH ( Q(ll/T H$ (111 
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.1\ppeOOi.x C. 1960 Factor Analysis for SM>A's. 
Factor 1 (21) 
Atlanta, Ga. 


















San Antonio, 'I'ex. 
Shreveport, La. 
1960 SMSA's-over 250,000 






Ft. Lauderdale, Fla. 
Grand Rapids, Mich. 
Greensboro, N.c. 
Lansing, Mich. 
IDs Angeles, Calif. 
Miami, Fla. 
New York, N.Y. 
Peoria, Ill. 
New York, N.Y. 
Salt Lake City, ut. 






Factor 3 (ll) 
Charleston, W. V. 
Denver, Colo. 
El Paso, Tex. 
Flint, Mich. 
Huntington, W. v. 
Johnstown, Pa. 
Sa=anento, Calif. 





Continued. SM3A' s Over 250,000 
Factor 5 (6) 
Bridgeport, Conn. 
Hartford, Conn. 

















Factor 4, 13, 14 
Factor 6 (5) 
Baltirrore, M:i. 








Kansas City, M:). 
Okl.ahcrl'a City, Okla . 
Tulsa, Okla. 
Wichita, Kan. 
Factor 12 (2) 
Cincinnati , Ohio 
Louisville, Ky. 
Cities not Grouped (7) 
Factor 7 (8) 
Ft. l'brth, Tex. 
Miami, Fla. 
Or larrlo, Fla. 
Phoenix, Ariz. 
San Bernandino 1 Calif • 
San Diego, Calif. 
Tanpa, Fla. 
Tuscon, Ariz. 
Factor 10 (4) 





Boston, M3.ss . 




New Orleans, La. 
Continued. 1960 Sl'f>A's under 250,000 
Factor 1 (22) Factor 2 (17) 
Austin, Tex. 
Bay City 1 Mich. 
Charleston, S.C, 
Decatur, Ill. 
















Great Falls, M:>nt. 
Huntsville, Ala. 
Lawton, Okla. 





Sious Falls, S.D. 
Wheeling, l'l. V. 
York, Pa. 
Factor 4 (12) 
Brokton, M3ss. 






New Bedford, M3ss. 
Factor 3 (14) 
Altoona, Pa. 
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Cedar Rapids, Iowa 
Ft. Smith, Ark , 






San Angelo, Tex. 




Factor 5 (4) 
St. Joseph, M::>. 
Sioux City, Iowa 
Springfield, M::> • 
Terre Haute, Ind. 




Continued. Under 250,000 





Factor 9 (3) 
Colorado Springs, Colo. 
Las Vegas, Nev. 
Reno, Nev. 
Factor 12 (2) 
Santa Barbara, Calif. 
W:st Palm Beach, Fla. 
Factor 15 (3) 
Abilene, 'Tex. 
Amarillo, 'Tex. 
Wichita Falls, 'Tex. 
Lincoln, Neb. 
Topeka, Kan. 
Factor 10 (2) 
Bl:'aomsville, Tex. 
Stanford, Conn. 
Factor 13 (1) 
Gilveston, 'Tex. 
Cities not Grouped 
Ashville, N.C. 
Augusta, Gi. 
Baton Rouge, La. 
Colurbus, Gi. 
Corpus Christi, 'Tex. 
Eugene, Ore. 
Green Bay, Wise. 
Kalanazoo, Mich. 
Lake Cllarles, La. 
Waco, 'Tex. 
No Cities Factors 16 & 12 
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Factor 8 (2) 
Macon, Gl. 
Newport~News , Va. 
Factor ll (2) 
Ann Arbor, Mich. 
Cha!rpaign, Ill. 












Appendix D. SMSA's 1970 Over 500,000 
lbtated Factor Scores 














54 San Francisco 
57 San Francisco 
58 San Jose 
Factor 5 (12) 
l Arbor 
Factor 2 (7) 
3 Allentavn, N.J. 





68 washington D.C. 
Factor 6 (2) 
4 7 Portlarrl' Ore. 
59 Seattle 
Factor 9 (5) 
10 Chicago 
l7 Detroit 
30 Los Angeles 
38 New York 
44 Philadelphia 
33 Miami 
15 Dayton 50 Ibchester 
18 Ft. Lauderdale 61 Syracuse 
20 Gary 62 Tarrpa 
21 Grarrl Rapids 63 Toledo 
28 Jersey City 65 Youngstown 
Factor 3 (7) 
8 Boston 
14 Dallas 
19 Ft. Worth 
25 Houston 
29 Kansas City 
41 Oklahana City 
45 Phoenix 
Factor 7 (2) 
6 Baltimore 
4 9 Richrrond 
Factor 10 (3) 
51 Sac:rarrento 
55 San Bernadino 
56 San Diego 
Factor ll (l) 
34 Milwaukee 
85 




31 Louisvi lle 
52 St. Louis 




53 Salt Lake 
Factor 12 (0) 
l:l6 
Cbntinuoo , S}5A's 1970 Between 250,000 & 500 1 000 (60) 
Factor 1 (201 Factor 2 (16} factor 3 (6) 
3 Augusta, Ga. 
6 Baton Rouge, La, 
9 Bridgeport, Conn. 
10 Canton, Ohio 
11 Charleston, S.C. 
14 Columbia, s.c, 
15 Co:rpus Christi, Tex. 
16 Davenport, Iowa 
19 El Paso, Tex. 
27 Jacksoo, Miss. 
29 Knoxville, Tenn. 
33 Little Rock, Ark. 
36 Mobile, Ala. 
37 New Haven, Conn. 
41 Peoria, Ill. 
43 Rockford, Ill, 
46 Shreveport, La. 
47 South Bend, Ind. 
51 Trenton, N.J. 
59 Worchester, M;tss. 
Factor 4 (3) 
18 Duluth, MUm. 
49 Stockton, Calif, 
54 utica, N.Y. 
1 AJ.bu:ruerque 1 N .M. 
4 Austin, Tex. 
13 Chattanooga, Tenn. 
24 Greenville, S.C. 
26 Huntington, w.v. 
28 Johnstown, Pa. 
30 Lancaster, Pa. 
32 Las Vegas, Nev. 
35 M;ldison, Wise. 
40 Oxnard, Calif. 
42 :Reading, Pa. 
12 Charlotte, N.C. 
25 Harrisburg, Pa. 
34 Lorain, Ohio 
39 Orlando, Fla . 
53 Tulsa, Okla. 
55 w. Palm Beach, Fla. 
Factor 6 (2) 
13 Des M::Jines, Iowa 
21 Flint, Mich. 
Factor 7 (2) 
43 Spokane, Wash. 
44 Salinas, Calif. 50 Tacana, Wash. 
45 Santa Barbara, Calif. Factor 8 (0) 
52 Tuscoo, Ariz, Factor 9 (0) 
57 Wilkes-Barre, Pa. Factors 10-13 (0) 
60 York, Pa. 
Factor 5 (4) 
5 Bakersfield, Calif. 
7 BeaunPnt 1 Tex. 
23 Fresno, Calif. 
56 Wichita, Kan, 
Not factoroo (7l 
2 Appleton, Wise. 
8 Binghanpton, Pa. 
20 Erie, Pa. 
22 Fort Wayne, Ind. 
31 Lansing, Mich. 
38 New Port News, Va. 
58 Wilmington, Del. 
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Continued. SM>A's 1970 Beboleen 150,000 & 250,000 (50) 
Factor 1 (8) Factor 2 (6) Factor 3 (7) 
3 Beoran, Mass. 
13 Ft. Smith, Ark. 
19 Lawrence, Mass. 
23 I.cMell, Mass. 
37 Salem, Ore. 
42 Springfield, M:l. 
46 Terre Haute, Ind. 
49 Waterbury, Conn. 
Factor 4 (4) 
22 Lincoln, Neb. 
26 McAllen, Tex. 
2 Atlantic City, N.J. 
17 Huntsville, Ala. 
30 New Bedford, Mass. 
34 Raleigh, N.C. 
40 Scranton, Pa. 
50 Wheeling, IV. V. 
Factor 5 (3) 
27 M=desto, Calif. 
38 Santa Rosa, Calif. 
20 Lexington, Ky. 
21 Lima, Ohio 
29 Muskegon, Mich. 
33 Racine, Wise. 
36 Saginaw, Mich. 
43 Springfield, Ohio 
45 Steubenable, Ohio 
Factor 6 (7) 
4 Cedar Rapids, Iowa 
8 Colurrbus, Ga. 
41 Springfield, Ill. 48 Vallejo, Calif. 
42 Topeka, Kan. 
10 Eugene, Ore. 
18 Kalamazoo, Mich. 
Factor 7 (1) 
11 Evansville, Ind. 
Factor 10 (3) 
1 Ann Arbor 1 Mich. 
s ChaJTpaign, :rn. 
9 Durham, N.C. 
Not Factored 
6 Cl1ar leston, W. V. 
16 Hamilton, Ohio 
29 LubbJ.ck, Tex. 
31 New Lorrlon, Conn. 
32 Pensacola, Fla. 
Factor 8 (3) 25 Macon, Ga. 
7 Colorado Springs, Co. 28 M:lntgarery, Ala. 
12 Fayetteville, N.C. 39 Savannah, Ga. 
44 Stanford, Conn. 
Factor 11 (1) 
14 Galveston, Tex. 
Factor 9 (1) 
35 Roanoke, va. 
Factor 12 ( 1) 
15 Green Bay, Wise. 
eonttnued, SffiAis 1970 Urrler 150,000 
F~ctor 1 (12} F~ctor 2 (6} 
5 Anderson, Ind. 
7 Bay City, Midl, 
14 Bryan, Tex. 
17 Decatur, Ill. 
25 J~ckson, Mich. 
26 Keno~, Wise. 
31 Laredo, Tex, 
36 Mansfield, Ohio 
40 Muncie, Inc. 
42 New Britian, Conn. 
56 Scm f\ngelo, Tex. 
64 Vineland, N.J. 
F~ctor 4 (6} 
1 Abilene, Tex. 
2 Albany, Ga. 
3 Altoore, Pa. 
12 Bristof, Conn. 
16 Danbury, Conn. 
41 Nashua, N.H. 
Factor 10 (3} 
66 Waterloo, IONa 
67 Widlita Falls, Tex. 
68 Wilrningtoo, N.C. 
10 Blocrnington, Ind. 
13 Brownsville, Tex. 
15 Colunbia, M:J. 
23 Gainsville, Fla. 
29 Layfayette, Ind. 
60 TallaM5se, Fla. 
Factor 5 (7} 
21 Fitchburg, Mass. 
28 Layfayette, La. 
30 lake Charles, La. 
37 z.Eriden, Conn. 
39 M:Jnroe, La. 
49 Pittsfield, Mass. 
52 Tuscaloosa, Al~. 
Factor 8 (5} 
22 Gadsen, Ala. 
46 OWensburo, Ky. 
48 Pine Bluff, Ark. 
61 Texakana, Tex. 
63 Tyler, Tex. 
Factor 11 (1} 
4 Amarillo, Tex. 
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Factor 3 (3) 
18 Dubque, IONa 
27 La crosse, Wise. 
59 Sioux, Falls, S.D. 
Factor 6 (6} 
19 Fall Rider, R.I. 
33 Lewiston, Maine 
35 Manchester, N.H . 
38 Midland, Tex. 
44 O:lessa, Tex. 
50 Portland, Maine 
Factor 7 (3} 
55 St. Joseph, M:J. 
58 Sioux City, IONa 
65 Waco, Tex. 
Factor 9 (3} 
Norwalk, Conn. 
52 Pueblo, Colo. 
53 Reno, Nev. 
Factor 12 (5} 
8 Billings, M:Jnt. 
11 Boise, Id. 
20 Fargo, N.D. 
24 Great Falls, M:lnt. 
54 Rochester, N.Y. 
Factor 13 (2) Factor 14 (2) Not factored 
34 Lynchburg, va. 45 Ogden, utah 6 Ashville, N.c. 
47 Petersburg, va. 57 Sherman, Tex. 9 Biloxi, Miss. 
32 Lawton, Okla. 
51 Provo, utah 
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0 .40 .60 .80 1.00 
Households 








0 .20 .40 .60 .80 1.00 
Households 
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