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Abstract
This paper considers a thermomechanical model describing the behav-
ior of shape memory alloys (SMA). This new model (see [3]) takes into
account the nonisothermal character of the phase transformations, as well
as the existence of the intrinsic dissipation. For the governing equations
we prove existence, uniqueness and regularity in certain well chosen func-
tions spaces.
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1 Introduction
The thermomechanical model studied in this paper will be published in [3].
It is founded on a free energy which is a convex function with respect to
the strain and to the martensitic volume fraction and concave with respect
to the temperature. In the present work we prove existence, uniqueness
and regularity of solutions in various functions spaces for the circular
cylindrical case. Uniqueness in a large class of spaces (abstract derivation
structures), as well as existence in the space of continuous functions were
established in [5] and [6]. Some of the prerequisites can be found in [5]
and [6].
In the circular cylindrical case, the given axial stress σ, the martensitic
volume fraction β, the variation θ of the absolute temperature of the
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sample with respect to T0 (temperature of the room), and the axial strain
ε depend only on the time variable t ∈ J (J interval with min J = 0) and
satisfy the following system (see [3] and [5] for details):
(T ) :

θ˙ +
1
τ
θ = Γ|β˙|+ L
C
β˙ (the heat propagation equation (H))
σ = E(ε− gβ) (the constitutive equation)
0 ≤ β ≤ 1
(E) :

If β = 0, then σ ≤ σ+ and
β˙ < 0⇒ σ ≤ σ−
If 0 < β < 1, then σ− ≤ σ ≤ σ+ and{
β˙ < 0⇒ σ = σ−
β˙ > 0⇒ σ = σ+
If β = 1, then σ ≥ σ− and
β˙ > 0⇒ σ ≥ σ+
β(0) = 0, θ(0) = 0, ε(0) = 0, σ(0) = 0,
where σ± := p(T0−Ta+θ+β∆T )±q. The constants τ,Γ, L, C,E, g, p, q, T0,
Ta,∆T are all positive and T0 > Ta, Γ < L/C. Some comments are nec-
essary in order to understand the mathematical problem raised by (T ):
1. The known data is an arbitrarily given continuous function σ : J → R
(with σ(0) = 0). The system (T ) is initially considered for unknown
functions β, θ, ε : J → R having at least lateral derivatives on J , since
they should satisfy (H), (E) with respect to these ones. If β is strictly
increasing on some open subinterval J0 ⊂ J , then1 {t ∈ J0 | β˙f(t) > 0} is
dense in J0, and so σ = σ
+ = p(T0 − Ta + θ+ β∆T ) + q on J0, by (E). It
follows that σ should have lateral derivatives on J0. This poses a serious
compatibility problem for our system if the given σ does not have lateral
derivatives (e.g. if σ is continuous but nowhere differentiable).
2. If σ is such that β˙b(t0) > 0 and β(t0) = 1, then β cannot be differ-
entiable at t0, since β ≤ 1. This may happen even if σ is analytic on J
and so β can be less regular than σ. This is the reason to insist on lateral
differentiability.
3. There exist strictly increasing continuous functions u : J → R, such
that
∫ t
0
u˙(s)ds = 0 6= u(t)−u(0) for every t > 0. Since the usual derivative
sometimes fails to characterize continuous and almost everywhere differ-
entiable functions, its presence in (T ) may not guarantee the uniqueness
of solutions.
4. Since for arbitrary given σ a pronounced non-differentiability of so-
lutions may occur, it would be natural to study (T ) in the space C(J)
of all real continuous functions on J , with the derivative in the sense of
distributions. This is related to serious difficulties: what is the meaning
of |β˙| in (H) and of β˙(t) in (E), if β˙ is a distribution but not a function?
In order to remove the derivatives of β from (E), we introduced in [5] a
new notion. A point t ∈ J0 (J0 an interval) is said to be an increment point
for u ∈ C(J0), if and only if for every neighborhood V of t, we have t1 < t2
and u(t1) < u(t2) for some t1, t2 ∈ V ∩ J0. Let M+(u) denote the set of
all increment points of u and set M−(u) := M+(−u). If X(J) is any of
the spaces BVloc(J), ACloc(J), Liploc(J), D
A
f (J), D
A
b (J), D
A
l (J), D
ℵ0(J),
Af(J), Ab(J), Al(J) endowed with its natural derivative (see the list be-
low for details), then an equivalent form of (E) for β, θ ∈ X(J) is
1u˙f(t) and u˙b(t) denote the forward and the backward derivatives of u at t.
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(E)X(J)

β(t) > 0⇒ σ(t) ≥ σ−(t)
β(t) < 1⇒ σ(t) ≤ σ+(t)
t ∈M+(β)⇒ σ(t) = σ+(t)
t ∈M−(β)⇒ σ(t) = σ−(t).
If β, θ ∈ C(J) satisfy (E)C(J), then β must be locally monotone (see [5],
Cor.4.2, p.455). If we write (H) on every interval J0 of monotonicity for
β, we can then consider the following equation in distributions on
o
J0:
θ˙ +
1
τ
θ =
(
Γ0 +
L
C
)
β˙ in D′( oJ0), (1)
where Γ0 :=
{
Γ, if β is increasing on J0
−Γ, else.
The system (T ) may be considered for any of the functions spaces and
derivatives listed below (see [5] for the definition of an abstract derivation
structure X(J) and the corresponding system (T )X(J)).
List of functions spaces and associated derivatives
1) C(J), with the derivative in the sense of distributions in D′( oJ). We
have the natural inclusions C(J) ⊂ C( oJ) ⊂ D′(
o
J). Let us recall that
u ∈ C(J) is increasing if and only if u′ ∈ D′( oJ) is positive.
2) BVloc(J) := {u ∈ C(J) |u has locally bounded variation}, with the
usual derivative, that exists almost everywhere.
3) ACloc(J) := {u ∈ C(J) |u is locally absolutely continuous}, with the
derivative almost everywhere.
4) Liploc(J) := {u ∈ C(J) |u is locally Lipschitz}, with the derivative
almost everywhere.
5) For every fixed at most countable subset A of J , consider the spaces:
a) DAf (J) := {u ∈ C(J) |u is differentiable to the right on J \ A} (re-
spectively DAb (J)), with the forward (respectively backward) derivative
on J \A.
b) DAl (J) = D
A
f (J)∩DAb (J), with both forward and backward derivatives.
6) Dℵ0(J) := {u ∈ C(J) | the set of non-differentiability points of u is at
most countable}, with the usual derivative where this one exists.
7) a) Af(J) := {u ∈ C(J) |u is forward-analytic}, with the forward deriva-
tive. A function u ∈ C(J) is said to be forward-analytic at t ∈ J \{sup J},
iff u is analytic on some [t, s) ⊂ J (s > t). We call u a forward-analytic
function, iff u is forward-analytic at every t ∈ J \ {sup J}.
b) Ab(J) := {u ∈ C(J) |u is backward-analytic}, with the backward
derivative (definitions are similar to those for Af(J)).
c) Al(J) := Af(J) ∩Ab(J), with both forward and backward derivatives.
Our problem is the following: for a fixed X(J) in the above list and
a given σ ∈ X(J) with σ(0) = 0, we wish to investigate the existence
of solutions β, θ, ε ∈ X(J) of the system (T )X(J). It is easily seen that
the constitutive equation σ = E(ε− gβ) and the condition ε(0) = 0 from
(T )X(J) can be ignored. Indeed, if β, θ ∈ X(J) satisfy all other conditions,
we get a solution of (T )X(J) with ε = σE + gβ ∈ X(J). Therefore, every
solution of (T )X(J) is given by a pair (β, θ) of functions from X(J).
3
2 Regularity lemmas
2.1 The SMA-optimal function
Let us consider a non-degenerate interval J0 ⊂ R with r := min J0. The
SMA linear operators U0r , V
0
r : C(J0)→ C(J0) are defined by
U0r v(t) = v(t) + γ0e
−α0t
∫ t
r
eα0sv(s)ds,
V 0r u(t) = u(t)− γ0e−t/τ
∫ t
r
es/τu(s)ds,
where α0 :=
∆T
τ(Γ0 + L/C +∆T )
> 0, γ0 :=
1
τ
− α0 > 0, Γ0 ∈ {Γ,−Γ}.
Note that U0r , V
0
r are invertible and (U
0
r )
−1 = V 0r (see [5], Prop.6.1, p.460).
For simplicity, we will write α, γ, Ur, Vr instead of α0, γ0, U
0
r , V
0
r , when no
confusion can arise or when distinction is not important. These operators
are useful in the study of (T )X(J) on intervals of monotonicity for β. If
J0 is such an interval, we always take Γ0 as in (1). If Γ0 = Γ, we also use
the notations α+, γ+, U
+
r , V
+
r . We shall need the following three results
proved in [6] (Lemma 2.1 and Prop.2.1 and 2.2).
Lemma 1 For every ω ∈ C(J0), set
A+r (ω) := {v ∈ C(J0) | v(r) ≥ 0, v ≥ ω, Urv is increasing}
and define w : J0 −→ R, w(t) = inf{v(t) | v ∈ A+r (ω)}. Then
w ∈ A+r (ω), w(r) = max(ω(r), 0), M+(Urw) ⊂ (w − ω)−1({0}).
Note that w = minA+r (ω) with respect to the pointwise order relation on
C(J0). Therefore, we call w the SMA-optimal function for ω.
Proposition 1 Let v ∈ C(J0), such that v(r) ≥ 0 and u = Urv is an
increasing map. For every fixed a ∈ J0, define the function
va : J0 → R, va(t) = ταu(a) + [v(a)− ταu(a)]e(a−t)/τ .
Then we have the following:
1) v(a)− ταu(a) ≥ 0, hence va is a decreasing convex function;
2) For every fixed t ∈ J0, the map J0 3 a 7→ va(t) ∈ R is increasing;
3) v ≤ va on [r, a], v ≥ va on [a,∞) ∩ J0 and 2 Ur(v ∧ va) = u ∧ u(a);
4) For every subinterval J1 ⊂ J0 and every fixed a ∈ J1, the equivalence
holds:
u is constant on J1 ⇐⇒ v = va on J1.
Proposition 2 Let v ∈ C(J0) with v(r) ≥ 0 and u := Urv.
1) If u is increasing, then J0 3 t 7→ eγtv(t) ∈ R is increasing.
2) If u is increasing on [r, a] and v is increasing on [a,∞) ∩ J0 for some
a ∈ J0, then u is increasing.
2We use the notation u ∧ v for the pointwise minimum of two real functions.
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2.2 Regularity of the SMA-optimal function
In this subsection we shall consider Ur : C(J0)→ C(J0) (J0 interval with
r = min J0), a given ω ∈ C(J0), the optimal function w := minA+r (ω), and
u := Urw. It is important to note that w(t) = ω(t) whenever t ∈M+(u).
Proposition 3 For every c ∈ J0, we have
A+r (ω|[r,c]) = A+r (ω)|[r,c] := {v|[r,c]| v ∈ A+r (ω)}.
In particular, for every v0 ∈ A+r (ω|[r,c]), we have v0 ≥ w|[r,c].
Proof. The inclusion “⊃” is evident. To prove “⊂”, fix v0 ∈ A+r (ω|[r,c])
and define the map
v : J0 → R, v(t) =
{
v0(t) , t ∈ [r, c]
v0(c) + maxs∈[c,t](ω(s)− ω(c)) , t ≥ c.
Since by hypothesis, v0 ∈ C([r, c]), v0(r) ≥ 0, v0 ≥ ω|[r,c] and Urv0 is
increasing, we see that v ∈ C(J0), v(r) ≥ 0, v ≥ ω. As Urv is increasing
on [r, c] and v is increasing on [c,∞) ∩ J0, we deduce that v ∈ A+r (ω), by
Proposition 2(2). We thus get v0 = v|[r,c] ∈ A+r (ω)|[r,c] and v ≥ w.
Lemma 2 If ω is differentiable to the right at a ∈ J0, then so is w and
w˙f(a) =
{
w˙a(a) , if u ≡ u(a) on some [a, c] ⊂ J0, c > a,
ω˙f(a) , if u(t) > u(a) ∀t > a.
Proof. Fix a ∈ J0, such that ω˙f(a) exists. We need to consider two cases:
1) If u ≡ u(a) on some [a, c] ⊂ J0 with c > a, then Proposition 1(4) shows
that w = wa on [a, c], and so ∃w˙f(a) = w˙a(a) = λu(a)− τ−1w(a).
2) If u(t) > u(a) ∀t > a, then a ∈ M+(u|I), where I := [a,∞) ∩ J0.
Since M+(u|I) is a perfect set in I (see [5], Prop. 4.1(3), p.453), there
exists a sequence (tn)n∈N ⊂ M+(u|I) \ {a} ⊂ M+(u), with tn → a. By
Lemma 1 and Proposition 1(3), we have ω(tn) = w(tn) ≥ wa(tn) ∀n ∈ N.
Therefore, ω(a) = w(a) = wa(a) leads to
ω˙f(a) = lim
n→∞
ω(tn)− ω(a)
tn − a ≥ limn→∞
wa(tn)− wa(a)
tn − a = w˙a(a).
Now fix ξ > ω˙f(a) ≥ w˙a(a), choose c ∈ J0 such that c > a and
ω(t) < ω(a) + ξ(t− a), w˙a(t) < ξ ∀t ∈ (a, c],
and define the map
v0 : [r, c]→ R, v0(t) =
{
w(t) , t ∈ [r, a]
ω(a) + ξ(t− a) , t ∈ [a, c].
Obviously, v0 ∈ C([r, c]), v0(r) = w(r) ≥ 0 and v0 ≥ ω|[r,c]. We claim
that Urv0 is increasing. To prove this, define ϕ = v0 −w ∧wa ∈ C([r, c]),
that is, ϕ ≡ 0 on [r, a] and ϕ = v0 − wa on [a, c], by Proposition 1(3).
But ϕ˙ ≡ 0 on [r, a) and ϕ˙ = ξ − w˙a > 0 on (a, c], and so ϕ is increasing.
As ϕ(r) = 0, Proposition 2(2) shows that Urϕ is increasing. Since by
Proposition 1(3)
Urv0 = Urϕ+ Ur(w ∧ wa) = Urϕ+ u ∧ u(a),
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the map Urv0 is increasing. It follows that v0 ∈ A+r (ω|[r,c]), which gives
ω ≤ w ≤ v0 on [r, c], by Proposition 3. This and ω(a) = w(a) = v0(a)
yield
ω˙f(a) ≤ lim inf
t↘a
w(t)− w(a)
t− a ≤ lim supt↘a
w(t)− w(a)
t− a ≤ v˙f(a) = ξ.
Since ξ > ω˙f(a) was arbitrary, we conclude that ∃w˙f(a) = ω˙f(a).
Lemma 3 If ω is differentiable to the left at a ∈ J0, then so is w and
w˙b(a) =
{
w˙a(a) , if u ≡ u(a) on some [c, a] ⊂ J0, c < a,
ω˙b(a) , if u(t) < u(a) ∀t ∈ [r, a).
Proof. Fix a ∈ J0, such that ω˙b(a) exists. We need to consider two cases:
1) If u ≡ u(a) on some [c, a] ⊂ J0 with c < a, then Proposition 1(4) shows
that w = wa on [c, a], and so ∃w˙b(a) = w˙a(a) = λu(a)− τ−1w(a).
2) If u(t) < u(a) ∀t ∈ [r, a), then a ∈ M+(u|[r,a]) ⊂ M+(u), and so
ω(a) = w(a). Now fix ξ < ω˙b(a) and define the maps
ϕ, χ : [r, a)→ R, ϕ(t) = w(a)− w(t)
a− t , χ(t) =
ω(a)− ω(t)
a− t .
We have ϕ ≤ χ. Since M+(u|[r,a]) is a perfect set in [r, a] (see [5],
Prop. 4.1(3), p.453), choose c ∈ M+(u) ∩ [r, a), with χ(t) > ξ ∀t ∈ [c, a).
We claim that ϕ > ξ on [c, a). To prove this, fix t0 ∈ [c, a). We need to
consider two subcases:
i) If t0 ∈M+(u), then w(t0) = ω(t0) yields ϕ(t0) = χ(t0) > ξ.
ii) If t0 /∈M+(u), set d := sup(M+(u)∩ [c, t0]) 6= ∅. We have d ∈M+(u),
w(d) = ω(d), c ≤ d < t0 and u|[d,t0] ≡ u(d), sinceM+(u)∩(d, t0) = ∅. We
thus get w = wd on [d, t0], by Proposition 1(4). Hence, ϕ is differentiable
on (d, t0). As Proposition 1(2) gives w(a) = wa(a) ≥ wd(a), we obtain
ϕ˙(t) =
w(a)− w(t)− w˙(t)(a− t)
(a− t)2 ≥
wd(a)− wd(t)− w˙d(t)(a− t)
(a− t)2 ≥ 0
on (d, t0), because wd is a convex map, according to Proposition 1(1). It
follows that ϕ(t0) ≥ ϕ(d) = χ(d) > ξ.
From (i) and (ii), we conclude that χ ≥ ϕ > ξ on [c, a). Therefore,
ξ ≤ lim inf
t↗a
ϕ(t) ≤ lim sup
t↗a
ϕ(t) ≤ lim sup
t↗a
χ(t) = ω˙b(a).
Since ξ < ω˙b(a) was arbitrary, we conclude that ∃w˙b(a) = ω˙b(a).
Lemma 4 If ω ∈ Dℵ0(J0), then w ∈ Dℵ0(J0).
Proof. Let N(ω) and N(w) denote the sets of points where ω and w
are not differentiable. It suffices to show that N(w) \ N(ω) is at most
countable. By Lemmas 2 and 3, we deduce that each a ∈ N(w) \ N(ω)
must belong to the boundary of some maximal non-degenerate subinterval
of Ia, on which u is constant (Ia is maximal with this property). Since by
Lindelo¨f’s theorem, the set of all such intervals is at most countable, the
conclusion follows immediately.
Lemma 5 If ω is forward-analytic at a ∈ J0, then so is w.
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Proof. Fix a ∈ J0, such that ω is forward-analytic at a. We need to
consider two cases:
1) If u ≡ u(a) on some [a, c] ⊂ J0 with c > a, then Proposition 1(4) shows
that w = wa on [a, c], and so w is forward-analytic at a.
2) If u(t) > u(a) ∀t > a, then a ∈ M+(u|[a,∞)∩J0) ⊂ M+(u), and so
ω(a) = w(a). As ω is forward-analytic at a, the map ω − wa must be
analytic and monotone on some [a, c] ⊂ J0, c > a. We next show that (ω−
wa)|[a,c] is increasing. Suppose to the contrary that this map is decreasing,
and hence ω ≤ wa on [a, c]. Define v0 := (w ∧ wa)|[r,c] ∈ C([r, c]). By
Proposition 1(3), it follows that v0 ∈ A+r (ω|[r,c]), and so v0 ≥ w|[r,c], by
Proposition 3. On [a, c], we have wa ≤ w ≤ v0 = wa, hence w = wa,
and finally u ≡ u(a) (which is a contradiction), by Proposition 1(3,4). We
conclude that (ω − wa)|[a,c] is increasing. Now define
v1 : [r, c]→ R, v1(t) =
{
w(t) , t ∈ [r, a]
ω(t) , t ∈ [a, c].
Clearly, v1 ∈ C([r, c]), v1(r) ≥ 0, v1 ≥ ω|[r,c]. For v0 defined as above,
(v1 − v0)(r) = 0, the map v1 − v0 is increasing, and so Ur(v1 − v0) is
increasing, by Proposition 2. As Urv0 is increasing, we deduce that so is
Urv1. It follows that v1 ∈ A+r (ω|[r,c]), and consequently v1 ≥ w|[r,c], by
Proposition 3. On [a, c], we have ω ≤ w ≤ v1 = ω, and hence w = ω. We
conclude that w is forward-analytic at a.
Lemma 6 If ω is backward-analytic at a ∈ J0, then so is w.
Proof. Fix a ∈ J0, such that ω is backward-analytic at a. We need to
consider two cases:
1) If u ≡ u(a) on some [c, a] ⊂ J0 with c < a, then Proposition 1(4) shows
that w = wa on [c, a], and so w is backward-analytic at a.
2) If u(t) < u(a), for every t ∈ [r, a), then a ∈M+(u|[r,a]) ⊂M+(u), and
so ω(a) = w(a). On [r, a], we have ω ≤ w ≤ wa, by Proposition 1(3).
Define ϕ : [r, a]→ R, ϕ(t) = et/τ (wa(t)− ω(t)). Since ϕ ≥ 0 = ϕ(a) and
ϕ is backward-analytic at a, the map ϕ must be analytic and decreasing
on some [c, a] ⊂ J0, c < a. As M+(u|[r,a]) is a perfect set in [r, a], choose
d ∈M+(u) ∩ [c, a) 6= ∅. Hence, w(d) = ω(d). Now define
v0 : [r, a]→ R, v0(t) =
{
w(t) , t ∈ [r, d]
ω(t) , t ∈ [d, a].
Clearly, v0 ∈ C([r, a]), v0(r) ≥ 0, v0 ≥ ω|[r,a]. We claim that u0 := Urv0
is increasing. On [r, d], u0 = Urw = u is increasing. On (d, a), we have
ϕ is decreasing ⇐⇒ ϕ˙ ≤ 0 ⇐⇒ ω˙ + 1
τ
ω ≥ w˙a +
1
τ
wa ≡ λu(a),
the last equality being easily checked. But u0 = Urv0 also gives on (d, a)
(see [5], Rem. 6.2, p.461)
u˙0 + λu0 = v˙0 +
1
τ
v0 = ω˙ +
1
τ
ω ≥ λu(a) > λu,
which yields u˙0 > λ(u−u0) = λUr(w−v0) ≥ 0 on (d, a), since w|[r,a] ≥ v0
and Ur is a positive operator on C([r, a]). Since u0 is increasing on both
[r, d] and [d, a], it is so on [r, a]. It follows that v0 ∈ A+r (ω|[r,a]), and hence
v0 ≥ w|[r,a], by Proposition 3. On [d, a], we have ω ≤ w ≤ v0 = ω, and
consequently w = ω. We conclude that w is backward-analytic at a.
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Proposition 4 For all a, b ∈ J0, a ≤ b, we have
−γw(a)(b− a) ≤ w(b)− w(a) ≤ max
t∈[a,b]
(ω(t)− ω(a)). (2)
Proof. Fix a, b ∈ J0, a ≤ b. By Proposition 2(1), we have
w(a)− w(b) ≤ w(a)(1− eγ(a−b)) ≤ γw(a)(b− a).
To prove the other inequality, define
v : J0 → R, v(t) =
{
w(t) , t ∈ [r, a]
w(a) + maxs∈[a,t](ω(s)− ω(a)) , t ≥ a.
As in the proof of Proposition 3, it follows that v ∈ A+r (ω), and so v ≥ w.
Now v(b) ≥ w(b) yields the claimed inequality.
The proofs of the following two lemmas are based on Proposition 4.
Lemma 7 If ω ∈ Liploc(J0), then w ∈ Liploc(J0).
Lemma 8 If ω ∈ ACloc(J0), then w ∈ ACloc(J0).
Proof. Fix c ∈ J0 with c > r and set I := [r, c]. Let X be one of the
vector spaces Lip(I), AC(I). It is required to prove that if ω ∈ X, then
w ∈ X. By (2), we have w ≤ M := w(r) + maxt∈[r,c](ω(t) − ω(r)) on I,
and consequently
|w(b)− w(a)| ≤ γM(b− a) + max
t∈[a,b]
|ω(t)− ω(a)| ∀a, b ∈ I, a ≤ b. (3)
We need to consider two cases:
1) If X = Lip(I) and L is a Lipschitz constant for ω, then (3) shows that
γL+M is a Lipschitz constant for w, and so w ∈ Lip(I) = X.
2) If X = AC(I), fix  > 0 and choose δ > 0, such that for every finite
family {(aλ, bλ)}λ∈Λ of pairwise disjoint subintervals of I, we have∑
λ∈Λ
(bλ − aλ) < δ ⇒
∑
λ∈Λ
|ω(bλ)− ω(aλ)| < 
2
. (4)
Obviously, we can choose δ with 2γMδ < . This leads by (3) and (4) to∑
λ∈Λ
(bλ − aλ) < δ ⇒
∑
λ∈Λ
|w(bλ)− w(aλ)| < γMδ + 
2
< .
We conclude that w ∈ AC(I) = X.
Lemma 9 We have w ∈ BVloc(J0).
Proof. As Urw = u ∈ BVloc(J0), we have w = Vru ∈ BVloc(J0), since
(Ur)
−1 = Vr and BVloc(J0) is clearly invariant for Vr.
3 Existence, uniqueness and regularity
3.1 Equivalence of existence and regularity
Let us first recall the following result (see [5], Cor.5.4, p.460).
Corollary 1 If X(J) is an abstract derivation structure and β, θ ∈ C(J),
then the following statements are equivalent:
1) (β, θ) is a solution of (T )X(J).
2) (β, θ) is a solution of (T )C(J) and β, θ ∈ X(J).
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Now let σ ∈ X(J) be fixed, such that σ(0) = 0. Since every solution
of (T )X(J) also satisfies (T )C(J), we deduce that (T )X(J) is compatible if
and only if the unique solution (β, θ) of (T )C(J) (see [6], Th.3.1, p.543)
satisfies β, θ ∈ X(J). Hence, for our problem, regularity of solutions
(β, θ ∈ X(J) whenever σ ∈ X(J)) is equivalent to their existence.
3.2 Existence and uniqueness
Let X(J) be any of the spaces
BVloc(J), ACloc(J), Liploc(J), D
A
f (J), D
A
b (J), D
A
l (J),
Dℵ0(J), Af(J), Ab(J), Al(J),
(5)
endowed with its natural derivative.
Proposition 5 Let u : J → R.
1) If u ∈ X(J), then u ∈ X(J0) for every subinterval J0 ⊂ J .
2) If u ∈ X(J ∩ (−∞, r]) and u ∈ X(J ∩ [r,∞)) for some r ∈ J , then
u ∈ X(J).
3) u ∈ X(J) if and only if for every t0 ∈ J , we have u ∈ X(W ) for some
W = J ∩ [a, b], with a, b ∈ R, a < t0 < b.
Proof. The proof is straightforward for all spaces from (5).
Theorem 1 The system (T )X(J) has a unique solution.
Proof. Fix σ ∈ X(J) ⊂ C(J) and consider the unique solution (β, θ) of
(T )C(J). According to Corollary 1, it suffices to show that β, θ ∈ X(J).
Let t0 ∈ J be fixed. We shall next prove that β ∈ X(W ) for some W as
in Proposition 5(3). We need to analyze two cases.
1) If t0 /∈ M+(β) ∪ M−(β), then β is constant on some neighborhood
W = J ∩ [t0 − δ, t0 + δ] (δ > 0) of t0 in J , and so β ∈ X(W ).
2) If t0 ∈ M+(β), then σ(t0) = σ+(t0) yields t0 > 0, since σ(0) < σ+(0).
As σ(t0) 6= σ−(t0), we have t0 /∈ M−(β), and so β is increasing on some
W = J ∩ [r, s] (0 ≤ r < t0 < s). We now consider two subcases.
i) If β(t0) < 1, we can assume that β < 1 on W , since β is continuous.
Thus, on the interval W , we have σ ≤ σ+ and β is increasing. It follows
that σ+ − σ+r = minA+r (σ − σ+r ) on W (see [5], Th.7.1, p.463), where
σ+r : J → R, σ+r (t) := p(T0 − Ta + θ(r)e(r−t)/τ + β(r)∆T ) + q. But
σ+r ∈ X(W ) (every abstract derivation space contains the restrictions of
analytic functions defined on R; see [5], Def.5.1, p.456 for details) yields
σ − σ+r ∈ X(W ), which leads by Lemmas 2-9 to σ+ − σ+r ∈ X(W ). That
β ∈ X(W ) follows from the equalities
σ+ − σ+r = p∆T
τα+
V +r (β − β(r)), β − β(r) = τα+
p∆T
U+r (σ
+ − σ+r )
(see [5], Cor.5.1 and Not.5.1, p.459), because every abstract derivation
space is invariant for the SMA linear operators (see [5], Rem.6.1, p.461).
ii) If β(t0) = 1, then β ≡ 1 on W ∩ [t0, s], and so β ∈ X(W ∩ [t0, s]).
As t0 ∈ M+(β), we must have β < 1 on [r, t0) ⊂ W , and consequently,
σ ≤ σ+ on [r, t0]. As in the previous subcase, it follows that β ∈ X([r, t0]).
This and β ∈ X(W ∩ [t0, s]) lead by Proposition 5(2) to β ∈ X(W ).
3) If t0 ∈ M−(β), an analysis similar to that in the previous case shows
that β ∈ X(W ) for some W = J ∩ [r, s] (0 ≤ r < t0 < s).
We conclude that β ∈ X(W ) for some neighborhood W = [r, b] of t0 in J ,
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with β monotone on W . Thus, solving (1) on J0 = W gives θ ∈ X(W ).
Since t0 was arbitrary, applying Proposition 5(3) shows that β, θ ∈ X(J).
The above existence and uniqueness theorem shows that all X(J) from
(5) are natural spaces for the system (T )X(J). It is worth pointing out
that in all these cases the resulting problems are distinct and that the
system is verified (by its solutions) with respect to a prescribed derivative.
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