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GENERALIZED EVANS–KRYLOV AND SCHAUDER TYPE ESTIMATES
FOR NONLOCAL FULLY NONLINEAR EQUATIONS WITH ROUGH
KERNELS OF VARIABLE ORDERS
MINHYUN KIM AND KI-AHM LEE
Abstract. We establish the generalized EvansKrylov and Schauder type estimates for non-
local fully nonlinear elliptic equations with rough kernels of variable orders. In contrast to
the fractional Laplacian type operators having a fixed order of differentiability σ ∈ (0, 2),
the operators under consideration have variable orders of differentiability. Since the order is
not characterized by a single number, we consider a function ϕ describing the variable orders
of differentiability, which is allowed to oscillate between two functions rσ1 and rσ2 for some
0 < σ1 ≤ σ2 < 2. By introducing the generalized Ho¨lder spaces, we provide C
ϕψ estimates
that generalizes the standard EvansKrylov and Schauder type Cσ+α estimates.
1. Introduction
This paper is concerned with the EvansKrylov type and the Schauder type generalized
Ho¨lder estimates for nonlocal fully nonlinear equations with rough kernels of variable orders.
We first provide the EvansKrylov type interior estimates for concave translation invariant
elliptic equations with respect to the class L0(ϕ) of linear operators with rough kernels of
variable orders, where a function ϕ is allowed to oscillate between two functions rσ1 and rσ2
for some 0 < σ1 ≤ σ2 < 2. We next establish the Schauder type estimates for equations having
x dependence in a generalized Ho¨lder fashion. All the regularity estimates are obtained in
much finer scale of Ho¨lder space Cϕψ, and recover the classical EvansKrylov theorem and
Schauder theorem for second order fully nonlinear equations as limits. Moreover, we do not
restrict ourselves to the Bellman type operators, but consider nonlinear operators in full
generality.
Let us first explain a close connection between the theory of stochastic processes and the
theory of partial differential (and integro-differential) equations that motivates this work. The
infinitesimal generator of a pure jump Le´vy process is given by
Lu(x) =
ˆ
Rn\{0}
(
u(x+ y)− u(x)− χ{|y|≤1}y ·Du(x)
)
µ(dy),
where µ is the Le´vy measure. This formula has motivated both studies on pure jump stochastic
processes and on integro-differential equations. The simplest example is the rotationally sym-
metric σ-stable process whose infinitesimal generator is the fractional Laplacian −(−∆)σ/2.
However, there is a large family of Le´vy processes, known as subordinate Brownian motions,
that exhibits numerous interesting examples of nonlocal operators, such as sums of symmetric
stable processes, relativistic stable processes, and geometric stable processes. Their infinitesi-
mal generators have kernels of variable orders and this is why we study the integro-differential
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equations of variable orders. See [12, 8, 5, 6, 2, 11, 19] for the exposition to regularity results
of linear equations using probabilistic methods.
On the other hand, the PDE approaches enable us to extend the regularity theory to
nonlinear integro-differential equations. Especially, the class of integro-differential operators
mentioned above has been studied recently [3, 9, 4]. In this work let us focus on the Evan-
sKrylov theory and the Schauder theory, which have been studied only for equations of fixed
order. The EvansKrylov type Cσ+α interior estimate for nonlocal equations was first estab-
lished by Caffarelli and Silvestre [13]. This result states that if u is a bounded solution of
infL∈L2 Lu = 0 in B1, then ‖u‖Cσ+α(B1/2) ≤ C‖u‖L∞(Rn). Here L2 = L2(σ) is the class of
translation invariant linear operators of the form
(1.1) Lu(x) =
ˆ
Rn
(u(x+ y) + u(x− y)− 2u(x))K(y)dy,
where kernels K satisfy the ellipticity condition
(1.2) λ
(2− σ)
|y|n+σ
≤ K(y) ≤ Λ
(2− σ)
|y|n+σ
with ellipticity constants 0 < λ ≤ Λ and the constant order σ ∈ (0, 2), and the scaling
invariant bounds for all its second order partial derivatives:
(1.3) [K]C2(Rn\Br) ≤ Λ(2− σ)r
−n−σ−2 for all r > 0.
Note that the symmetry of the kernels is encoded in the expression (1.1). See [17] for the
EvansKrylov estimate for parabolic equations. In the paper [23], Serra improved this result
in [13] to the equations with rough kernels. More precisely, he proved that if u ∈ Cσ+α(B1)∩
Cα(Rn) solves infL∈L0 Lu = 0 in B1, then ‖u‖Cσ+α(B1/2) ≤ C‖u‖Cα(Rn), where L0 = L0(σ) is
the class of linear operators of the form (1.1) with kernels satisfying (1.2), but not necessarily
(1.3).
Schauder estimates have been established for linear integro-differential operators [1, 15, 20,
7] and Bellman type integro-differential operators [23, 16] in different contexts. In [23], it
was shown that the proof for the EvansKrylov estimates also works for the equations having
x dependence in Cα fashion. He proved that if u ∈ Cσ+α(B1) ∩ C
α(Rn) is a solution to a
non-translation invariant equation
(1.4) inf
a∈A
(ˆ
Rn
(u(x+ y) + u(x− y)− 2u(x))Ka(x, y)dy + ca(x)
)
= 0 in B1,
where A is some index set, Ka are kernels satisfying (1.2) and
(1.5)
ˆ
B2r\Br
|Ka(x, y)−Ka(x
′, y)|dy ≤ A0|x− x
′|α
2− σ
rσ
for all x, x′ ∈ Rn, r > 0,
and ca are functions with ‖ca‖Cα(B1) ≤ C0, then ‖u‖Cσ+α(B1/2) ≤ C(C0 + ‖u‖Cα(Rn)). More-
over, it was proved that if the kernels Ka additionally satisfy
(1.6) [Ka(x, ·)]Cα(Rn\Br) ≤ Λ(2− σ)r
−n−σ−α for all r > 0,
then the uniform estimate ‖u‖Cσ+α(B1/2) ≤ C(C0 + ‖u‖L∞(Rn)) holds for merely bounded
solutions. The subclass of L0 consisting of linear operators whose kernels satisfy (1.6) is
denoted by Lα.
On the other hand, the Schauder type Cσ+α estimate was also established independently
by Jin and Xiong [16]. They proved that bounded solutions to Bellman type equations, with
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smooth kernels in L2 and C
α dependence on x, have uniform estimates. The assumption L2
is stronger than Lα, but their proof is very different from the proof of Serra.
All the aforementioned results concerning the EvansKrylov and the Schauder estimates
are dealt with integro-differential equations for a fixed order of differentiability σ ∈ (0, 2),
except for [7], where the Schauder theory for linear integro-differential operators of variable
orders is obtained through the potential theory. The aim of this paper is to establish the
generalized EvansKrylov and Schauder Cϕψ interior estimates for general nonlocal fully non-
linear equations with rough kernels of variable orders. Our proofs are significantly different
from the proof in [7] because the equations we consider are nonlinear. Moreover, as we men-
tioned before, we do not restrict ourselves to the Bellman type operators (1.4) and provide
the regularity results in full generality without assuming an explicit form of operators.
1.1. Nonlocal operators of variable orders. We are mainly concerned with nonlocal fully
nonlinear equations with rough kernels of variable orders. The definitions of these notions
are made precise in this section.
We say that a function ϕ : (0,+∞) → (0,+∞) satisfies the weak scaling property with
constants 0 < σ1 ≤ σ2 < 2 and a ≥ 1, if
(1.7) a−1
(
R
r
)σ1
≤
ϕ(R)
ϕ(r)
≤ a
(
R
r
)σ2
for all 0 < r ≤ R.
Notice that ϕ generalizes the polynomial rσ, σ ∈ (0, 2). Since ϕ is allowed to oscillate between
two functions rσ1 and rσ2 , it is referred to as variable orders. Throughout the paper, except
for Section 2.1, we always assume that ϕ is a function satisfying ϕ(1) = 1, the weak scaling
property (1.7), and
(1.8) rϕ′(r) ≤ Cϕ(r),
and that the function φ defined by φ(r) = ϕ(r−1/2)−1 is a Bernstein function, i.e., φ satisfies
φ(r) ≥ 0 and (−1)kφ(k)(r) ≤ 0 for every k ∈ N. The last assumption is for a later use of results
in [7]. Here are some examples of Bernstein functions satisfying the above assumptions.
Example 1.1. (i) φ(r) = rσ/2, σ ∈ (0, 2). In this case, σ1 = σ2 = σ.
(ii) φ(r) = rσ1/2 + rσ2/2, 0 < σ1 ≤ σ2 < 2.
(iii) φ(r) = (r +m2/σ)σ/2 −m, σ ∈ (0, 2), m ≥ 0. In this case, σ1 = σ and σ2 = 1.
(iv) φ(r) = rσ1/2(log(1 + r))σ2/2−σ1/2 for σ1, σ2, σ2 − σ1 ∈ (0, 2).
(v) φ(r) = rσ2/2(log(1 + r))σ1/2−σ2/2, 0 < σ1 ≤ σ2 < 2.
We consider a class L of linear integro-differential operators of the form (1.1). Using the
extremal operator defined by
M+Lu(x) = sup
L∈L
Lu(x) and M−Lu(x) = infL∈L
Lu(x),
we are going to impose the ellipticity to a nonlocal fully nonlinear operator in the standard
way.
Definition 1.2. Let L be a class of linear integro-differential operators. An operator I is
said to be elliptic with respect to the class L if
M−L(u− v)(x) ≤ I(u, x)− I(v, x) ≤M
+
L(u− v)(x).
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The operator I we consider in this paper may be translation invariant or non-translation
invariant. In the former case, we write Iu(x) instead of I(u, x).
We consider, in particular, the class L0(ϕ) of linear integro-differential operators of the
form (1.1), where kernels K satisfy
(1.9) λ
cϕ
|y|nϕ(|y|)
≤ K(y) ≤ Λ
cϕ
|y|nϕ(|y|)
with ellipticity constants 0 < λ ≤ Λ. The constant cϕ in (1.9) is given by
(1.10) cϕ =
(ˆ 1
0
r
ϕ(r)
dr
)−1
,
and it plays an important role in the uniform estimates as 2 − σ does for the case of the
fractional Laplacian. Notice that cϕ = 2 − σ when ϕ(r) = rσ. In [18], the authors used a
constant
(1.11)
(ˆ
Rn
1− cos y1
|y|nϕ(|y|)
dy
)−1
,
which corresponds to the full constant C(n, σ) of the fractional Laplacian, instead of the
constant (1.10), for the KrylovSafonov theory. However, since we are not interested in the limit
behavior σ → 0, it is enough to consider (1.10) instead of (1.11), and the use of the constant
(1.10) will shorten the proofs. With respect to the class L0(ϕ), the extremal operators have
the explicit form
M+L0(ϕ)u(x) =
ˆ
Rn
(Λδ+(u, x, y)− λδ−(u, x, y))
cϕ
|y|nϕ(|y|)
dy and
M−L0(ϕ)u(x) =
ˆ
Rn
(Λδ−(u, x, y)− λδ+(u, x, y))
cϕ
|y|nϕ(|y|)
dy,
where δ(u, x, y) = u(x+ y) + u(x− y)− 2u(x) is the second order incremental quotients.
The operator we are going to consider in this paper is two-fold. For the EvansKrylov
type estimates, we will assume that I is a concave translation invariant elliptic operator with
respect to the class L0(ϕ). A typical example is the Bellman type operator, but a novelty of
this work with respect to [23] and [16] is that the proof does not rely on an explicit form of
the operator.
For the Schauder type estimates, we will consider more general operators I(u, x) which are
not necessarily translation invariant. The standard assumptions we need to impose on I are
that I has an x dependence in Ho¨lder fashion for the “freezing coefficients” step and that
the model equation obtained by freezing coefficients has an appropriate regularity estimate.
Recall that, in [23] and [16], the Cα dependence (1.5) in x variable is imposed to kernels of
the operator. However, since we do not assume the explicit form of the operator, the Ho¨lder
dependence in x variable must be imposed directly to the operator (see (1.15)). Moreover,
the x dependence of equation will be given in a generalized Ho¨lder fashion.
1.2. Main results. In order to state the main results, we briefly discuss the concept of order
of differentiability. Throughout the paper, we will always assume that ψ : (0,+∞)→ (0,+∞)
is a function satisfying
(1.12) ψ(1) = 1 and lim
r→+0
ψ(r) = 0.
GENERALIZED EVANS–KRYLOV AND SCHAUDER TYPE ESTIMATES 5
We say that ψ is almost increasing if there is a constant c ∈ (0, 1] such that cψ(r) ≤ ψ(R)
for all r ≤ R. Similarly, we say that ψ is almost decreasing if there is C ∈ [1,∞) such that
ψ(R) ≤ Cψ(r) for all r ≤ R. We adopt, from [7], the definition of indices Mψ and mψ, which
is given by
Mψ = inf
{
α ∈ R : r 7→ r−αψ(r) is almost decreasing
}
,
mψ = sup
{
α ∈ R : r 7→ r−αψ(r) is almost increasing
}
,
(1.13)
and denote by Iψ the closed interval [mψ,Mψ]. The interval Iψ describes the range of orders
of differentiability induced by ψ. Note that if ψ(r) = rα or ψ(r) = rα| log(2/r)|, then
Mψ = mψ = α, and if ψ(r) = r
α + rβ, then Mψ = max{α, β} and mψ = min{α, β}.
We also observe that for the function ϕ satisfying the weak scaling property (1.7), we have
Iϕ ⊂ [σ1, σ2]. We may and do assume that Iϕ = [σ1, σ2] by considering the largest σ1 and the
smallest σ2 such that (1.7) holds.
The first main result is the EvansKrylov type Cϕψ interior estimates for concave translation
invariant nonlocal fully nonlinear equations with rough kernels of variable orders. The precise
definition of generalized Ho¨lder spaces such as Cϕψ or Cψ will be given in Section 2.2, but
the basic idea is that the modulus of continuity rσ+α or rα for the Ho¨lder spaces Cσ+α or Cα
are replaced by ϕ(r)ψ(r) or ψ(r), respectively.
Theorem 1.3. Let 0 < λ ≤ Λ, a ≥ 1, and σ0 ∈ (0, 2). There is a universal constant
α¯ ∈ (0, 1), depending only on n, λ, Λ, a, and σ0, such that the following statement holds: let
I be a concave translation invariant elliptic operator with respect to L0(ϕ), and assume
(1.14) Iϕ ⊂ [σ0, 2), Iψ ⊂ (0, α¯), Iϕψ ∩ N = ∅,mϕ + α¯ /∈ N, and ⌊mϕ + α¯⌋ = ⌊mϕψ⌋.
If u ∈ Cϕψ(B1) ∩ C
ψ(Rn) and f ∈ Cψ(B1) satisfy Iu = f in B1, then
‖u‖Cϕψ(B1/2) ≤ C
(
‖u‖Cψ(Rn) + ‖f‖Cψ(B1)
)
,
where C is a universal constant depending only on n, λ,Λ, a, σ0, ψ, and mϕψ − ⌊mϕψ⌋.
The non-integer assumptions in (1.14) are common and inevitable because of the well
known technical difficulty arising from the Ho¨lder spaces.
The universal constants in Theorem 1.3 and upcoming theorems stay uniform as σ1 and
σ2 approach to 2 because constants depend on σ0, but not σ1 nor σ2. This implies that our
results recover the classical EvansKrylov and Schauder theory for second order fully nonlinear
equations as limits. Notice that in this case the dependence on mϕψ−⌊mϕψ⌋ is absorbed into
the dependence on ψ. Our main theorems provide new results even in the case of second order
fully nonlinear equations since the data is given in the generalized Ho¨lder sense. Moreover,
the results are also new in the case of the fractional Laplacian type equations (ϕ(r) = rσ)
because we do not restrict ourselves to Bellman type operators.
The next result is the Schauder type Cϕψ estimates for non-translation invariant fully
nonlinear equations with rough kernels of variable orders. As we mentioned in the previous
section, we need to impose Cψ dependence in x variable directly to the operator I. For this
purpose, we consider, for a fixed point z, the function
βI(x, x
′) = sup
|I(u, x)− I(u, x′)|
‖u‖′
Cϕψ(Br(z))
+ ‖u‖L∞(Rn)
, x, x′ ∈ Br(z),
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where the supremum is taken over the space of all nontrivial functions with ‖u‖′
Cϕψ(Br(z))
+
‖u‖L∞(Rn) < +∞. The function βI is a nonlocal analogue of the function βF in [10], and it
measures the oscillation of I in the x variable. We define Iz by Izu(x) := I(τx−zu, z), where
τzu(x) = u(x + z), which is an operator obtained by freezing coefficients of the operator
I. Note that Iz is translation invariant since Izτwu(x) = I(τx−zτwu, z) = I(τx+w−zu, z) =
Izu(x+ w). The closedness of the operators I and Iz in the C
ψ fashion is given by
(1.15) βI−Iz(x, x
′) ≤ A0ψ(|x − x
′|) ∀x, x′ ∈ Br(z), for every ball Br(z) ⊂ B1.
Notice that (1.15) corresponds to [aij(·)−aij(z)]Cψ(Br(z)) ≤ A0, or equivalently, [aij ]Cψ(Br(z)) ≤
A0, in the case of second order linear operator in a non-divergence form.
Another assumption we need is the regularity estimates for the model equations. We say
that Iz satisfies the EvansKrylov type estimates in Br = Br(z) if, for given α ∈ (0,mψ) and
given functions f ∈ Cψ(Br) and v ∈ C
ϕψ(Br) ∩ C
ψ(Rn), u ∈ Cϕ+α(Rn) solves the equation
Iz(u+ v) = f in Br, then u ∈ C
ϕψ(Br/2) and
(1.16) [u]Cϕψ(Br/2) ≤ C
(
‖u‖Cϕ+α(Rn) + [f ]Cψ(Br) + sup
L∈L
[Lv]Cψ(Br)
)
for some universal constant C. The class L in (1.16) is L0(ϕ) or Lψ(ϕ) according to the
operator I, i.e., if I is elliptic with respect to L0(ϕ) or Lψ(ϕ), then L = L0(ϕ) or L = Lψ(ϕ),
respectively. Here, the space Cϕ+α is the generalized Ho¨lder space with the modulus of
continuity ϕ(r)rα (see Section 2.2).
We point out that we say that Iz satisfies the EvansKrylov type estimate if solutions enjoy
(1.16), not the estimate in Theorem 1.3. This is because the estimate of the form (1.16) is
useful for later uses in the following theorems, as well as it implies the estimate in Theorem 1.3
(see Proposition 4.1). The concave non-translation invariant elliptic operators are, of course,
examples of operators satisfying the EvansKrylov type estimates.
Theorem 1.4. Let α¯ be the constant in Theorem 1.3, and assume (1.14). Let I be a non-
translation invariant operator which is elliptic with respect to L0(ϕ) and satisfies (1.15).
Suppose that Iz satisfies the EvansKrylov type estimates in Br(z) for every ball Br(z) ⊂ B1.
If u ∈ Cϕψ(B1) ∩ C
ψ(Rn) and f ∈ Cψ(B1) satisfy I(u, x) = f(x) in B1, then
‖u‖Cϕψ(B1/2) ≤ C
(
‖u‖Cψ(Rn) + ‖f‖Cψ(B1)
)
,
where C is a universal constant depending only on n, λ,Λ, a, σ0, A0, ψ, and mϕψ − ⌊mϕψ⌋.
We will see, in Section 6, that the uniform estimates in Theorem 1.3 and Theorem 1.4
would be false if solutions u are assumed to be merely bounded, as in [23]. However, if the
operator I is elliptic with respect to the subclass Lψ(ϕ) ⊂ L0(ϕ) of linear operators whose
kernels satisfy
(1.17) [K]Cψ(Rn\Br) ≤ Λ
cϕ
rnϕ(r)ψ(r)
for all r > 0,
then we obtain Cϕψ uniform estimates for merely bounded solutions. Notice that the condition
(1.17) generalizes (1.6).
Theorem 1.5. Suppose that I is elliptic with respect to Lψ(ϕ) and satisfies the same assump-
tions as in Theorem 1.4. If u ∈ Cϕψ(B1) ∩ L
∞(Rn) and f ∈ Cψ(B1) satisfy I(u, x) = f(x)
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in B1, then
‖u‖Cϕψ(B1/2) ≤ C
(
‖u‖L∞(Rn) + ‖f‖Cψ(B1)
)
,
where C is a universal constant depending only on n, λ,Λ, a, σ0, A0, ψ, and mϕψ − ⌊mϕψ⌋.
The idea of proofs is based on a Liouville type theorem and a compactness argument using
blow-up sequences. This argument has been used successfully to establish regularity theory
for nonlocal equations. See, for examples, [24], [21], and [22]. The argument heavily relies
on the scaling invariance of the equations because it allows us to consider blow-up sequences
and its limit. However, the kernels of operators in L0(ϕ) are not homogeneous and hence our
equations are do not have the scaling invariance. Main difficulty arises at this point in the
scaling argument. We will see that the rescaled equation and rescaled solution are related to
a new scale function, that is, rescaled ones behave differently at each scale. Even though the
rescaled equation may be different from the original one, the weak scaling property will make
the rescaled equations belong to the same class of equations with different scale functions, but
with the same constants σ1, σ2, and a, and the same ellipticity constants λ and Λ. In other
words, the weak scaling property makes the rescaling procedure preserve the key features of
the equations and solutions.
The paper is organized as follows. In Section 2, we observe how the weak scaling property
serves to rescale the equations and solutions. Moreover, the definition and properties of
generalized Ho¨lder spaces are provided. In Section 3, the Liouville type theorem is stated
and proved, which will be the key ingredient of the proof of the EvansKrylov type theorem.
Section 4 is devoted to the proof of Theorem 1.3, where the compactness argument with
blow-up sequences plays an important role. By using the EvansKrylov type estimates and by
“freezing coefficients” of the equations, we establish the Schauder type estimates in Section 5.
Both Theorem 1.4 and Theorem 1.5 will be proved in this section. We finish the paper with
counterexamples to Cϕψ interior regularity for merely bounded solutions in Section 6.
2. Preliminaries
2.1. Weak scaling property. In this section we study how the rescaling procedure works
and collect some useful inequalities that will be used frequently in the sequel.
Let ϕ satisfy the weak scaling property (1.7) with constant 0 < σ1 ≤ σ2 < 2 and a ≥ 1. We
first observe in the following proposition that if some equation is related to ϕ, then a rescaled
equation is related to a new scale function ϕ¯ which is defined, for given ρ > 0, by
(2.1) ϕ¯(r) =
ϕ(ρr)
ϕ(ρ)
.
This means that the rescaling argument may break since the rescaled equation is not the
same with the original equation. However, since ϕ¯ satisfies the weak scaling property with
the same constants σ1, σ2, and a, the rescaled equation and the original equation are of the
same type. Thus, the following proposition can be used in obtaining uniform estimates that
depend on the constants σ1, σ2, and a, but not on ϕ itself.
Proposition 2.1. If I is elliptic with respect to L0(ϕ), then the operator I¯, defined by
I¯(u¯, x¯) := ϕ(ρ)
cϕ¯
cϕ
I (u¯((· − z)/ρ), z + ρx¯) ,
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is elliptic with respect to L0(ϕ¯) with the same ellipticity constants. Moreover, if u is a solution
of I(u, x) = f(x) in Bρ(z), then the function u¯, defined by u¯(x¯) = u(z+ ρx¯), solves I¯(u¯, x¯) =
f¯(x¯) in B1, where
f¯(x¯) = ϕ(ρ)
cϕ¯
cϕ
f(z + ρx¯).
Proof. For the first assertion, it is enough to show that
M+L0(ϕ¯)u¯(x¯) = ϕ(ρ)
cϕ¯
cϕ
M+L0(ϕ)(u¯((· − z)/ρ))(z + ρx¯) and
M−L0(ϕ¯)u¯(x¯) = ϕ(ρ)
cϕ¯
cϕ
M−L0(ϕ)(u¯((· − z)/ρ))(z + ρx¯).
(2.2)
This follows from the simple change of variables: for x = z + ρx¯ and y = ρy¯,
M+L0(ϕ¯)u¯(x¯) =
ˆ
Rn
(
Λδ+(u¯, x¯, y¯)− λδ−(u¯, x¯, y¯)
) cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯
=
ˆ
Rn
(
Λδ+(u¯, x¯, y/ρ)− λδ−(u¯, x¯, y/ρ)
) cϕ¯
|y|nϕ(|y|)/ϕ(ρ)
dy
= ϕ(ρ)
cϕ¯
cϕ
ˆ
Rn
(
Λδ+(u¯((· − z)/ρ), x, y) − λδ−(u¯((· − z)/ρ), x, y)
) cϕ
|y|nϕ(|y|)
dy
= ϕ(ρ)
cϕ¯
cϕ
M+L0(ϕ)(u¯((· − z)/ρ))(x),
and the same argument holds for M−. Thus I¯ is elliptic with respect to L0(ϕ¯). The second
assertion is obvious. 
When we rescale the equation for a while to apply known estimates and then rescale back,
Proposition 2.1 is very useful. However, it is not sufficient for the blow-up sequence argument.
For this purpose, we need to study the limit behavior of the scale function (2.1) as ρ→ 0.
Lemma 2.2. Let ϕ satisfy the weak scaling property and (1.8). Let {ρj} be a sequence such
that ρj ց 0 as j → ∞, and set ϕ¯j(r) = ϕ(ρjr)/ϕ(ρj). Then ϕ¯j converges locally uniformly
to some function ϕ¯ that satisfies the weak scaling property with the same constants.
Proof. Fix ε > 0 and let δ > 0 be a small constant to be determined. For |x − x0| < δ, we
have
|ϕ¯j(x)− ϕ¯j(x0)| =
|ϕ(ρjx)− ϕ(ρjx0)|
ϕ(ρj)
=
ϕ′(ρjx
∗
0)
ϕ(ρj)
|ρjx− ρjx0|
for some point x∗0 lying in between x0 and x. By the assumption (1.8) and the weak scaling
property, we obtain
ϕ′(ρjx
∗
0)
ϕ(ρj)
|ρjx− ρjx0| ≤
ϕ(ρjx
∗
0)
ϕ(ρj)
|x− x0|
x∗0
≤ amax{(x∗0)
σ1−1, (x∗0)
σ2−1}δ.
By taking δ sufficiently small so that amax{(x∗0)
σ1−1, (x∗0)
σ2−1}δ < ε, we conclude that {ϕ¯j}
is equicontinuous. Moreover, the weak scaling property shows that {ϕ¯j} is locally uniformly
bounded. Therefore, by the Arzela`Ascoli theorem and the diagonal sequence argument, we
find a subsequence of {ϕ¯j}, still denoted by {ϕ¯j}, that converges locally uniformly to some
function ϕ¯. The function ϕ¯ enjoys the weak scaling property with the same constants. Indeed,
we see that for 0 < r ≤ R,
ϕ¯(R)
ϕ¯(r)
=
limj→∞ ϕ¯j(R)
ϕ¯(r)
≤ a
limj→∞ ϕ¯j(r)
ϕ¯(r)
(
R
r
)σ2
= a
(
R
r
)σ2
.
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The lower bound of ϕ¯(R)/ϕ¯(r) is obtained in the same way. 
Let us close this section with some useful inequalities for later uses.
Lemma 2.3. Let ϕ satisfy the weak scaling property (1.7) and let ϕ¯ be given by (2.1) for
ρ ∈ (0, 1). Then the following inequalities hold:
(i) a−1(2− σ2) ≤ cϕ ≤ a(2− σ1).
(ii) ϕ(ρ)
cϕ¯
cϕ
≤ C for some C = C(a).
Proof. See [18, Lemma 2.3] for the proof of (i). For (ii), we see that
ϕ(ρ)
cϕ¯
cϕ
=
(ˆ 1
0
r
ϕ(r)
dr
)(ˆ 1
0
r
ϕ(ρr)
dr
)−1
= ρ2
(ˆ 1
0
r
ϕ(r)
dr
)(ˆ ρ
0
r
ϕ(r)
dr
)−1
.
Using the weak scaling property, we haveˆ 1
ρ
r
ϕ(r)
dr ≤ a
ρσ1
ϕ(ρ)
ˆ 1
ρ
r1−σ1dr = a
ρσ1
ϕ(ρ)
1− ρ2−σ1
2− σ1
and ˆ ρ
0
r
ϕ(r)
dr ≥
1
a
ρσ1
ϕ(ρ)
ˆ ρ
0
r1−σ1dr =
1
a
ρσ1
ϕ(ρ)
ρ2−σ1
2− σ1
.
Thus, we obtain
(2.3) ϕ(ρ)
cϕ¯
cϕ
≤ ρ2
(
1 + a2
1− ρ2−σ1
ρ2−σ1
)
≤ ρ2 + a2ρσ1 ≤ 1 + a2,
which shows (ii). 
If we assume in addition that ϕ is monotone non-decreasing (which is implied by the
assumption that φ is a Bernstein function), then the proof of Lemma 2.3 (ii) is reduced to
ϕ(ρ)
cϕ¯
cϕ
=
(ˆ 1
0
r
ϕ(r)
dr
)(ˆ 1
0
r
ϕ(ρr)
dr
)−1
≤ 1.
2.2. Generalized Ho¨lder space. This section is devoted to the generalized Ho¨lder spaces.
We adopt the definition of generalized Ho¨lder spaces from [7]. For more exposition of this
space, see [7] and references therein. Let Ω be an open subset of Rn. Throughout the paper,
Ω will denote either balls or the whole space Rn, but the all definitions in this section can be
made for arbitrary open set Ω. Let ψ be a function satisfying (1.12). The moduli of continuity
we are mainly concerned with are ψ, ϕ, ϕψ, and ϕ(r)rα. In order to define the spaces Cψ(Ω),
we recall the definition (1.13) of the indices Mψ and mψ.
Definition 2.4. Suppose that mψ ∈ (k, k + 1] for some non-negative integer k. The Banach
space Cψ(Ω) is defined as the subspace of Ck(Ω), equipped with the norm
‖u‖Cψ(Ω) := ‖u‖Ck(Ω) + [u]Cψ(Ω) := ‖u‖Ck(Ω) + sup
x,y∈Ω,x 6=y
|Dku(x)−Dku(y)|
ψ(|x− y|)|x− y|−k
.
Let us write ‖ · ‖ψ;Ω = ‖ · ‖Cψ(Ω) and [ · ]ψ;Ω = [ · ]Cψ(Ω) for the sake of brevity. We will also
use the notation Cψ = Cα instead of Cr
α
when ψ is a polynomial of power α, with α /∈ N (If
α ∈ N, then the space Cψ gives the Lipschitz space C0,1, not C1. However we will not make
use of Lipschitz spaces in the paper). In particular, the generalized Ho¨lder space with the
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modulus of continuity ϕ(r)rα will be frequently used in this work, and in this case it will be
denoted by Cϕ+α.
It is sometimes useful to introduce non-dimensional norms on Cψ(Ω). If Ω is bounded, for
d = diamΩ, we set
(2.4) ‖u‖′ψ;Ω := ‖u‖
′
k;Ω + [u]
′
ψ;Ω := ‖u‖
′
k;Ω + ψ(d)[u]ψ;Ω.
The spaces Cψ(Ω), equipped with the norm (2.4), are also Banach spaces. We will also make
use of the interior norms
‖u‖∗ψ;Ω := ‖u‖
∗
k;Ω + [u]
∗
ψ;Ω := ‖u‖
∗
k;Ω + sup
x,y∈Ω,x 6=y
ψ(dx,y)
|Dku(x)−Dku(y)|
ψ(|x− y|)|x− y|−k
,
where dx,y := min{dx, dy} and dx = dist(x, ∂Ω). The space of functions in C
ψ(Ω) whose
interior norms are finite is a Banach space, equipped with the norm ‖ · ‖∗ψ;Ω.
The following interpolation lemma will be used frequently in the sequel. The proof is given
in [7, Proposition 2.6] for the whole space, but the same proof holds for balls.
Lemma 2.5. Assume Iψ1 , Iψ2 ⊂ (0, 1) ∪ (1, 2) ∪ (2, 3) and Mψ1 < mψ2, and let ε ∈ (0, 1).
Then there is a constant C = C(n,ψ1, ψ2, ε) > 0 such that
‖u‖′ψ1;B ≤ C‖u‖0;B + ε‖u‖ψ2;B,
for every ball B = BR(x0).
We remark that, in Lemma 2.5, the dependence of the constant C on ψ1 and ψ2 can
be elaborated into the dependence on Mψ1 , mψ1 , Mψ2 , mψ2 , and the constants appearing
in the definitions of almost increasing and almost decreasing. Therefore, whenever we use
Lemma 2.5 with ψ1 = ϕ, the we can say that the constant C depends on σ1, σ2, and a, or on
σ0 and a.
As we observed in the previous section, the rescaled operator and rescaled functions are
related to a new scale function (2.1). The following lemmas show how the norms of rescaled
functions are related to the norms of the original function.
Lemma 2.6. Let u ∈ Cψ(Bρ(z)) and define u¯(x¯) = u(z+ ρx¯)/ψ(ρ). Assume that Iψ ∩N = ∅
and set ψ¯(r) = ψ(ρr)/ψ(ρ) for given ρ > 0. Then u¯ ∈ C ψ¯(B1) and [u¯]ψ¯;B1 = [u]ψ;Bρ(z).
Proof. Let d = ⌊mψ⌋ be the integer part of mψ. Since Iψ = Iψ¯, d is also the integer part of
ψ¯. Thus, we have
[u¯]ψ¯;B1 = sup
x¯,y¯∈B1
|Ddu¯(x¯)−Ddu¯(y¯)|
ψ¯(|x¯− y¯|)|x¯− y¯|−d
=
ρd
ψ(ρ)
sup
x¯,y¯∈B1
|Ddu(z + ρx¯)−Ddu(z + ρy¯)|
ψ(|ρx¯ − ρy¯|)|ρx¯− ρy¯|−d
ρ−dψ(ρ)
= sup
x,y∈Bρ(z)
|Ddu(x)−Ddu(y)|
ψ(|x− y|)|x− y|−d
= [u]ψ;Bρ(z) < +∞,
where x = z + ρx¯ and y = z + ρy¯. Since ‖u¯‖C0(B1) =
1
ψ(ρ)‖u‖C0(Bρ(z)) < +∞, by Lemma 2.5,
we obtain u¯ ∈ C ψ¯(B1) with [u¯]ψ¯;B1 = [u]ψ;Bρ(z). 
Lemma 2.7. Let u ∈ Cψ(Bρ(z)) and define u¯(x¯) = u(z + ρx¯). Assume that Iψ ∩ N = ∅ and
set ψ¯(r) = ψ(ρr)/ψ(ρ) for given ρ > 0. Then u¯ ∈ C ψ¯(B1) and ‖u¯‖
′
ψ¯;B1
= ‖u‖′ψ;Bρ(z).
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Proof. As in the proof of Lemma 2.6, let d = ⌊mψ⌋. Then, we have
‖u¯‖′ψ¯;B1 =
d∑
i=0
2i‖Diu¯‖C0(B1) + ψ¯(2) sup
x¯,y¯∈B1
|Ddu¯(x¯)−Ddu¯(y¯)|
ψ¯(|x¯− y¯|)|x¯− y¯|−d
=
d∑
i=0
(2ρ)i‖Diu‖
C0(Bρ(z))
+
ψ(2ρ)
ψ(ρ)
sup
x,y∈Bρ(z)
|Ddu(x)−Ddu(y)|
ψ(|x − y|)|x− y|−d
ψ(ρ) = ‖u‖′ψ;Bρ(z),
where x = z + ρx¯ and y = z + ρy¯, which gives the desired result. 
3. Liouville theorem
In this section, we prove the Liouville type theorem that is the key ingredient of the proof of
the EvansKrylov theorem. Before we state and prove the Liouville type theorem, we observe
that if (1.14) is assumed for some α¯ ∈ (0, 1), then there is α ∈ (0,mψ) such that
(3.1) ⌊mϕ+α¯⌋ = ⌊mϕψ⌋ < mϕ+α < mϕψ.
Indeed, α := mψ − (mϕψ−⌊mϕψ⌋)/2 ∈ (0,mψ) satisfies (3.1). Whenever we take α ∈ (0,mψ)
in the paper, we have in mind this constant.
Theorem 3.1. Let 0 < λ ≤ Λ, a ≥ 1, and σ0 ∈ (0, 2). There is a universal constant
α¯ ∈ (0, 1), depending only on n, λ, Λ, a, and σ0, such that the following statement holds:
assume (1.14) and let α ∈ (0,mψ) be the constant satisfying (3.1). Suppose that u ∈ C
ϕ+α
loc (R
n)
satisfies the following properties.
(i) There is a constant C1 > 0 such that
‖u‖′ϕ+α;BR ≤ C1ϕ(R)ψ(R) for all R ≥ 1.
(ii) For any h ∈ Rn, we have
M−L0(ϕ)(u(·+ h)− u) ≤ 0 ≤M
+
L0(ϕ)
(u(·+ h)− u) in Rn.
(iii) For every non-negative L1(Rn) function µ with compact support, we have
M+L0(ϕ)
( 
u(·+ h)µ(h)dh − u
)
≥ 0 in Rn,
where the symbol
ffl
means the averaged integral (
´
µ(h)dh)−1
´
.
Then u is a polynomial of degree d := ⌊mϕψ⌋.
As pointed out in [23], the growth condition (i) is not enough to haveM+L0(ϕ)u andM
−
L0(ϕ)
u
well defined in the classical sense, but it guarantees that M+L0(ϕ) and M
−
L0(ϕ)
of u(·+ h)− u
(and of
ffl
u(·+ h)µ(h)dh − u) are well defined in the classical sense.
The proof of Theorem 3.1 basically follows the lines of the proof of [23, Theorem 2.1], but
we need to be careful in the scaling argument since the rescaled functions have different scales
as we already observed in Section 2. The following lemma shows this scaling procedure.
Lemma 3.2. Under the same setting as in Theorem 3.1, the rescaled function u¯(x¯) =
1
ϕ(ρ)ψ(ρ)u(ρx¯) satisfies the same assumptions (i), (ii), and (iii), with ϕ and ψ replaced by
ϕ¯ and ψ¯, respectively, where ϕ¯(r) = ϕ(ρr)/ϕ(ρ) and ψ¯(r) = ψ(ρr)/ψ(ρ).
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Proof. By Lemma 2.7, we have
‖u¯‖′ϕ¯+α;BR =
1
ϕ(ρ)ψ(ρ)
‖u‖ϕ+α;BρR ≤ C1
ϕ(ρR)ψ(ρR)
ϕ(ρ)ψ(ρ)
= C1ϕ¯(R)ψ¯(R),
which gives (i). The assumptions (ii) and (iii) follow from (2.2). 
The key step for the proof of Theorem 3.1 is to prove that Lϕu ∈ C
α¯(B1/2), where Lϕ is
a linear operator of the form (1.1) with the kernel Kϕ(y) :=
cϕ
|y|nϕ(|y|) . We will prove that
P ≤ C|h|α¯ and N ≤ C|h|α¯ for all h ∈ B1, where
P (h) :=
ˆ
Rn
(δ(u, h, y) − δ(u, 0, y)))+
cϕ
|y|nϕ(|y|)
dy and
N(h) :=
ˆ
Rn
(δ(u, h, y) − δ(u, 0, y)))−
cϕ
|y|nϕ(|y|)
dy,
and that the same proof also works when the point 0 in the above definition is replaced by
any points in B1/2, for some constant C independent of x. Then it follows that |Lϕu(x+h)−
Lϕu(x)| ≤ C|h|
α¯ for all x ∈ B1/2 and h ∈ B1. We point out that the constant C here is not
necessarily independent of σ1 and σ2.
Lemma 3.3. Under the same setting as in Theorem 3.1, there is a constant C > 0 such that
P (x) ≤ C|x|α¯ and N(x) ≤ C|x|α¯ for all x ∈ B1.
Proof. We first claim that, for all R ≥ 1,
(3.2) 0 ≤ P ≤ Cψ(R) and 0 ≤ N ≤ Cψ(R) in BR.
Let us provide the proof of (3.2) for the most delicate case d = 2. The other cases d = 0 and
d = 1 are obtained in a very similar way.
Let x1 = x ∈ B1 and x2 = 0. If y ∈ B1, then we have
|δ(u, x1, y)− δ(u, x2, y)| ≤ |y|
2|D2u(x∗1)−D
2u(x∗2)|,
where x∗i , i = 1, 2, is a point lying in between xi + y and xi − y. By the assumption (i), we
obtain
|D2u(x∗1)−D
2u(x∗2)| ≤ [u]ϕ+α;B3ϕ(|x
∗
1 − x
∗
2|)|x
∗
1 − x
∗
2|
α−2
≤ C1ψ(3)3
−αϕ(|x∗1 − x
∗
2|)|x
∗
1 − x
∗
2|
α−2.
Recall that α was chosen so that (3.1) holds, which yields that ϕ(r)rα−2 is almost increasing.
Since |x∗1− x
∗
2| ≤ 3, we have ϕ(|x
∗
1 − x
∗
2|)|x
∗
1 − x
∗
2|
α−2 ≤ c−1ϕ(3)3α−2 ≤ ac−13α, with the help
of the weak scaling property (1.7). Thus, we have
(3.3) |δ(u, x, y) − δ(u, 0, y)| ≤ C|y|2.
On the other hand, if y ∈ Rn \B1, then by the assumption (i) and the weak scaling property
(1.7), we obtain
|δ(u, x, y) − δ(u, 0, y)| ≤ |u(x+ y)− u(y)|+ |u(x− y)− u(y)|+ 2|u(x) − u(0)|
≤ 4[u]1;B2|y| |x| ≤ 4C1ϕ(|2y|)ψ(|2y|)|2y|
−1
≤ Cϕ(|y|)ψ(|2y|)|y|−1 .
(3.4)
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It follows from (3.3), (3.4), and Lemma 2.3 (i), that
P (x) ≤ C
ˆ
B1
|y|2
cϕ
|y|nϕ(|y|)
dy +C
ˆ
Rn\B1
ϕ(|y|)ψ(|2y|)|y|−1
cϕ
|y|nϕ(|y|)
dy
≤ C + C
ˆ ∞
1
ψ(2r)r−2dr.
Since Mψ < α¯, by definition of Mψ, there is a small constant ε ≥ 0 such that Mψ + ε < α¯
and r → ψ(r)r−Mψ−ε is almost decreasing. Thus, for r ≥ 1, we have ψ(r) ≤ CrMψ+ε, and
hence ψ(r)r−2 is integrable in [1,∞). Therefore, we arrive at P ≤ C in B1, which proves the
claim (3.2) for R = 1. In order to prove (3.2) for all R ≥ 1, we consider the rescaled function
u¯(x¯) = 1ϕ(ρ)ψ(ρ)u(ρx¯) for ρ = R. Then Lemma 3.2 shows that u¯ satisfies the assumptions (i),
(ii), and (iii), with the same constant C1, but with ϕ and ψ replaced by ϕ¯ and ψ¯, respectively.
By the same argument above, we have
P¯ (x¯) :=
ˆ
Rn
(δ(u¯, x¯, y¯)− δ(u¯, 0, y¯))+
cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯ ≤ C for x¯ ∈ B1.
Scaling back and using Lemma 2.3 (i), we arrive at
P (x) =
ˆ
Rn
(δ(u, x, y) − δ(u, 0, y)))+
cϕ
|y|nϕ(|y|)
dy
=
cϕ
cϕ¯
ψ(ρ)
ˆ
Rn
(δ(u¯, x¯, y¯)− δ(u¯, 0, y¯))+
cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯
≤ a2
2− σ1
2− σ2
ψ(ρ)P¯ (x¯) ≤ Cψ(ρ) for x ∈ Bρ,
and this proves (3.2) for P . The bound for N in (3.2) can be obtained in a similar way.
Note that the constant C may depend on σ1 and σ2, but this constant is not relevant to the
uniform estimates in the main theorems.
We have proved that
(3.5) 0 ≤ P ≤ Cψ(2k) ≤ C2kα¯ in B2k(0)
for all k ≥ 0, since ψ(2k) ≤ C(2k)Mψ+ε ≤ C2kα¯. We next prove that (3.5) holds for all k ≤ 0,
from which the lemma will follow. If we show that P ≤ (1− θ)C in B1/2, then (3.5) for all k
will follow by scaling and iteration argument. Dividing u by C, let us assume that P ≤ 1 in
B1 and show that P ≤ 1− θ in B1/2.
Let x0 ∈ B1/2 be a point where the supremum of P in B1/2 is attained, and define the set
A = {y ∈ Rn : δ(u, x, y) − δ(u, 0, y) > 0}.
We define
v(x) :=
ˆ
A
(δ(u, x, y) − δ(u, 0, y))
cϕ
|y|nϕ(|y|)
dy
and define the set D := {x ∈ B1 : v ≥ (1 − θ¯)}, where θ¯ = λ/(4Λ). We claim that there is a
small constant η > 0 such that
(3.6) |D| ≤ (1− η)|B1|.
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Assume to the contrary that |D| > (1 − η)|B1| for some small constant η to be determined
later. Let us consider the function w given by
w(x) :=
ˆ
Rn\A
(δ(u, x, y) − δ(u, 0, y))
cϕ
|y|nϕ(|y|)
dy.
We approximate χRn\A(y)
cϕ
|y|nϕ(|y|) by L
1 functions µ with compact support, use the assump-
tion (iii), and then use the stability result [14, Lemma 4.3] to obtain that
(3.7) M+L0(ϕ)w ≥ 0 in R
n.
Moreover, using the relation v+w = P −N , we have 0 ≤ P − v ≤ 1− (1− θ¯) = θ¯ in D. Since
the assumption (ii) shows that P and N are comparable, i.e., λΛP ≤ N ≤
Λ
λP , we obtain
(3.8) w = (P − v)−N ≤ θ¯ −
λ
Λ
P ≤ θ¯ −
λ
Λ
(1− θ¯) ≤ −
λ
2Λ
=: −c in D.
Let us consider the function w¯ = (w(r·)+ c)+ with r > 0 small. Then by (3.7), M
+
L0(ϕ)
w¯ ≥ 0
in Rn, and we can make ‖w¯‖L1(Rn,ω) as small as we want by taking sufficiently small r and η,
where ω is the weight function
ω(y) =
cϕ
1 + |y|nϕ(|y|)
.
Indeed, (3.8) gives w¯ = 0 in D/r, which covers most of B1/r, and (3.2) allows us to control the
weighted integral outside the ball B1/r. Applying Theorem A.1 to w¯, we obtain w(0) + c =
w¯(0) ≤ c/2, which yields a contradiction since w(0) = 0 by definition. Therefore, (3.6) holds
for some small constant η > 0.
We use the assumption (iii) and [14, Lemma 4.3] again to approximate χA(y)
cϕ
|y|nϕ(|y|) by
L1 functions µ with compact support. Consequently, we have M+L0(ϕ)v ≥ 0 in R
n. Following
the computation in the proof of [18, Lemma 4.9] and using (3.2), for given δ0 > 0 we can find
α¯ ∈ (0, 1) small enough so that M−L0(ϕ)v¯ ≤ δ0 in B3/4, where v¯ = (1− v)+. By applying [18,
Theorem 4.7] to v¯ and using (3.6), we obtain that
η|B1| ≤ |{(1 − v)+ > θ¯}| ≤ C(1− v) in B1/2,
which concludes that v ≤ 1− η/C =: 1− θ in B1/2. 
To finish the proof of Theorem 3.1, we make use of the potential theory [7] for linear
integro-differential operators. The result [7] only provides the estimates which are not robust
with respect to the order of differentiability, but it is enough to conclude Theorem 3.1.
Proof of Theorem 3.1. By Lemma 3.3, we have Lϕu ∈ C
α¯(B1/2) and ‖Lϕu‖α¯;B1/2 ≤ C. Thus,
the potential theory shows that ‖u‖ϕ+α¯;B1/4 ≤ C, and in particular, [u]ϕ+α¯;B1/4 ≤ C. We
observed in Lemma 3.2 that the rescaled function u¯(x¯) = 1ϕ(ρ)ψ(ρ)u(ρx¯) satisfies the assump-
tions (i), (ii), and (iii), with ϕ and ψ replaced by ϕ¯ and ψ¯, respectively. Thus, the same
argument above is applied to u¯, resulting in [u¯]ϕ¯+α¯;B1/4 ≤ C. Scaling back, we arrive at
[u]ϕ+α¯;Bρ/4 ≤ Cψ(ρ)ρ
−α¯ for all ρ ≥ 1. Since Iψ ⊂ (0, α¯), by taking limit ρ→ +∞, we arrive
at [u]ϕ+α¯;Rn = 0 which conclude that u is a polynomial of degree d(= ⌊mϕψ⌋ = ⌊mϕ+α¯⌋). 
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4. EvansKrylov type estimates
We prove Theorem 1.3 in this section utilizing the Liouville type theorem. The following
proposition is the key ingredient in the proof of Theorem 1.3, and it will also be used for the
Schauder type estimates in the next section.
Proposition 4.1. Let α¯ be the constant in Theorem 3.1, assume (1.14), and let α ∈ (0,mψ)
satisfy (3.1). Let I be a concave translation invariant operator which is elliptic with respect
to L0(ϕ), and suppose that f ∈ C
ψ(B1) and v ∈ C
ϕψ(B1) ∩ L
∞(Rn) satisfy
[f ]ψ;B1 + sup
L∈L0(ϕ)
[Lv]ψ;B1 ≤ C0.
If u ∈ Cϕ+α(Rn) solves
I(u+ v) = f in B1,
then u ∈ Cϕψ(B1/2) and
[u]ϕψ;B1/2 ≤ C (‖u‖ϕ+α;Rn + C0) ,
where C is a universal constant depending only on n, λ, Λ, a, σ0, ψ, and mϕψ − ⌊mϕψ⌋.
Proof. Assume to the contrary that for each integer k ≥ 0, there exist uk, vk, fk, and Ik, such
that Ik(uk + vk) = fk in B1 and
[uk]ϕψ;B1/2 > k (‖uk‖ϕ+α;Rn + C0,k) ,
where C0,k = [fk]ψ;B1 + supL∈L0(ϕ)[Lvk]ψ;B1 . We may always assume that
(4.1) ‖uk‖ϕ+α;Rn + C0,k = 1 and [uk]ϕψ;B1/2 > k,
by considering u¯k := K
−1uk, v¯k := K
−1vk, f¯k := K
−1fk, and I¯ku := K
−1Ik(Ku) with
K = ‖uk‖ϕ+α;Rn + C0,k, instead of uk, vk, fk, and Ik. Then we have
(4.2) sup
k
sup
z∈B1/2
sup
ρ>0
ρα
ψ(ρ)
[uk]ϕ+α;Bρ(z) = +∞.
Indeed, if the left hand side of (4.2) has a finite value, say C1, then for all z ∈ B1/2 and for
all ρ ∈ (0, 1), we obtain
(4.3) ‖Dduk(z + ·)−D
duk(z)‖L∞(Bρ) ≤ [uk]ϕ+α;Bρ(z)ϕ(ρ)ρ
α−d ≤ C1ϕ(ρ)ψ(ρ)ρ
−d,
where d := ⌊mϕ+α¯⌋ = ⌊mϕ+α⌋ = ⌊mϕψ⌋. Since (4.3) contradicts to (4.1) for k sufficiently
large, the claim (4.2) holds.
We define the function
θ(ρ) := sup
k
sup
z∈B1/2
sup
ρ′>ρ
(ρ′)α
ψ(ρ′)
[uk]ϕ+α;B(z,ρ′),
which is monotone non-increasing by definition and satisfies limρ→0 θ(ρ) = +∞ by (4.2).
Moreover, we know from ‖uk‖ϕ+α;Rn ≤ 1 and the assumption (3.1) that θ(ρ) < +∞ for
ρ > 0. For every positive integer j, there are ρj ≥ 1/j, kj , and zj ∈ B1/2 such that
(4.4)
1
2
θ(ρj) ≤
1
2
θ(1/j) ≤
ραj
ψ(ρj)
[ukj ]ϕ+α;B(zj ,ρj) ≤ θ(1/j).
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Note that we have ρj → 0 as j → +∞ since otherwise
ραj
ψ(ρj)
[ukj ]ϕ+α;B(zj ,ρj) stays bounded
while θ(1/j) blows up as j → +∞. We define pj by
(4.5) pj := argminp∈Pd
ˆ
B(zj ,ρj)
(ukj(x)− pj(x− z))
2dx,
where Pd denotes the linear space of polynomials whose degrees are at most d. In other
words, the polynomial pj best fits ukj in B(zj , ρj) by least squares. Let us consider a blow
up sequence
u¯j(x¯) :=
ukj (zj + ρjx¯)− pj(ρj x¯)
ϕ(ρj)ψ(ρj)θ(ρj)
.
Then it follows from (4.5) that for all j ≥ 1,
(4.6)
ˆ
B1
u¯j(x)q(x)dx = 0 for all q ∈ Pd,
which is the optimality condition for the least squares. By Lemma 2.6 and (4.4), we obtain
for ϕ¯j(r) = ϕ(ρjr)/ϕ(ρj),
[u¯j]ϕ¯j+α;B1 =
ραj
ψ(ρj)θ(ρj)
[
ukj (zj + ρj ·)− pj(ρj·)
ϕ(ρj)ρ
α
j
]
ϕ¯j+α;B1
=
ραj
ψ(ρj)θ(ρj)
[ukj ]ϕ+α;B(zj ,ρj) ≥
1
2
,
(4.7)
where we have used the fact that d = ⌊mϕ¯j+α⌋ < mϕ¯j+α and that [pj(ρj ·)]ϕ¯j+α;B1 = 0. The
assumptions (1.14) and (3.1) are used here.
Recall that Lemma 2.2 shows that there is a subsequence of ϕ¯j , that we call again ϕ¯j ,
converging locally uniformly to some function ϕ¯. We will prove that there is a subsequence
of u¯j converging in C
mϕ+α−ε
loc (R
n) to a function u¯ ∈ C ϕ¯+αloc (R
n) for some ε > 0 small, and
that u¯ satisfies all the assumptions in Theorem 3.1 with ϕ and ψ replaced by ϕ¯ and rMψ ,
respectively. For this, let us prove the following uniform estimates of u¯j :
(4.8) ‖u¯j‖
′
ϕ¯j+α;BR ≤ Cϕ¯j(R)R
Mψ for all R ≥ 1.
We use Lemma 2.6, the fact that [pj(ρj ·)]ϕ¯j+α;BR = 0, and the monotonicity of θ, to obtain
[u¯j ]ϕ¯j+α;BR =
ραj
ψ(ρj)θ(ρj)
[ukj ]ϕ+α;B(zj ,ρjR) ≤
ραj
ψ(ρj)θ(ρj)
ψ(ρjR)θ(ρjR)
(ρjR)α
≤
ψ(ρjR)
ψ(ρj)
R−α.
By the definition of Mψ, we see that ψ(ρjR)/ψ(ρj) ≤ CR
Mψ . Thus, we obtain
(4.9) [u¯j]
′
ϕ¯j+α;BR = ϕ¯j(R)R
α[u¯j]ϕ¯j+α;BR ≤ Cϕ¯j(R)R
Mψ .
Moreover, (4.9) with R = 1 implies that ‖u¯j − p‖L∞(B1) ≤ C for some p ∈ Pd. Then (4.6)
gives ‖u¯j‖L∞(B1) ≤ C. Therefore, by using the interpolation inequality, the uniform estimates
(4.8) is obtained, as in [23].
Since mϕ¯j+α = mϕ+α /∈ N, we have an inclusion C
ϕ¯j+α(BR) ⊂ C
mϕ+α(BR) with
(4.10) ‖u‖mϕ+α;BR ≤ C(a,R)‖u‖ϕ¯j+α;BR .
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Indeed, since
ϕ¯j(|x− y|)|x− y|
α ≤ aϕ¯j(2R)
(
|x− y|
2R
)σ1
|x− y|α ≤ a2(2R)σ2−σ1 |x− y|mϕ+α,
we have
[u]mϕ+α;BR = sup
x,y∈BR
|Ddu(x)−Ddu(y)|
|x− y|mϕ+α−2
≤ a(2R)2 sup
x,y∈BR
|Ddu(x)−Ddu(y)|
ϕ¯j(|x− y|)|x− y|α−2
= a(2R)2[u]ϕ¯j+α;BR .
Thus, (4.8) and (4.10) shows that for each R ≥ 1, we find C > 0 such that ‖u¯j‖
′
mϕ+α;BR
≤ C.
Therefore, the Arzela`-Ascoli theorem and the standard diagonal sequence argument yields
that there is a subsequence of u¯j converging locally in C
mϕ+α−ε(Rn) to some function u¯ ∈
C ϕ¯+αloc (R
n), where ε is a small constant such that d < mϕ + α− ε.
Let us next check that u¯ satisfies all the assumptions (i), (ii), and (iii), in Theorem 3.1,
with ϕ and ψ replaced by ϕ¯ and rMψ , respectively. The assumption (i) is obtained by simply
passing to the limit (4.8). In order to check (iii), we set
w¯j(x¯) := ukj (zj + ρjx¯) + vkj(zj + ρjx¯).
We know from Proposition 2.1 that the function w¯j satisfies
(4.11) I¯jw¯j = f¯j in B(−zj/ρj , 1/ρj),
where
I¯jw(x¯) := ϕ(ρj)
cϕ¯j
cϕ
Ikj(w((· − zj)/ρj))(zj + ρjx¯) and
f¯j(x¯) := ϕ(ρj)
cϕ¯j
cϕ
fkj(zj + ρjx¯),
and that I¯j is elliptic with respect to L0(ϕ¯j). Let µ be a non-negative L
1(Rn) function with
compact support. Then we have
(4.12) M+L0(ϕ¯j)
( 
w¯j(·+ h¯)dµ(h¯)− w¯j
)
(x¯) ≥ I¯j
( 
w¯j(·+ h¯)dµ(h¯)
)
(x¯)− I¯jw¯j(x¯).
Since I is concave and translation invariant, so is I¯j, and hence
I¯j
( 
w¯j(·+ h¯)dµ(h¯)
)
(x¯)− I¯jw¯j(x¯) ≥
 
I¯j(w¯j(·+ h¯))(x¯)dµ(h¯)− I¯jw¯j(x¯)
=
 
I¯jw¯j(x¯+ h¯)dµ(h¯)− I¯jw¯j(x¯).
(4.13)
We take j sufficiently large so that suppµ ⊂ B(−zj/ρj , 1/ρj), then by (4.11) and (4.1), we
obtain  
I¯jw¯j(x¯+ h¯)dµ(h¯)− I¯jw¯j(x¯) =
 (
f¯j(x¯+ h¯)− f¯j(x¯)
)
dµ(h¯)
≥ −ϕ(ρj)
cϕ¯j
cϕ
 
ψ(|ρj h¯|)dµ(h¯).
(4.14)
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Combining (4.12), (4.13), and (4.14), we get
−ϕ(ρj)
cϕ¯j
cϕ
 
ψ(|ρj h¯|)dµ(h¯) ≤M
+
L0(ϕ¯j)
( 
w¯j(·+ h¯)dµ(h¯)− w¯j
)
(x¯).
Set
v¯j(x¯) :=
vkj(zj + ρjx¯)
ϕ(ρj)ψ(ρj)θ(ρj)
,
then we have w¯j = ϕ(ρj)ψ(ρj)θ(ρj)(u¯j + v¯j) + pj(ρj ·). Since d ≤ 2, we obtain
δ(pj(ρj ·), x¯+ h¯, y¯)− δ(pj(ρj ·), x¯, y¯) = 0
for all x¯, y¯, h¯ ∈ Rn, and hence,
−
1
θ(ρj)
cϕ¯j
cϕ
 
ψ¯j(|h¯|)dµ(h¯) ≤M
+
L0(ϕ¯j)
( 
(u¯j + v¯j)(·+ h¯)dµ(h¯)− (u¯j + v¯j)
)
(x¯)
≤M+L0(ϕ¯j)
( 
u¯j(·+ h¯)dµ(h¯)− u¯j
)
(x¯)
+M+L0(ϕ¯j)
( 
v¯j(·+ h¯)dµ(h¯)− v¯j
)
(x¯)
for all x¯ ∈ B(−zj/ρj , 1/ρj). Using (2.2) and (4.1), we have for x = zj + ρj x¯ ∈ B1,
M+L0(ϕ¯j)
( 
v¯j(·+ h¯)dµ(h¯)− v¯j
)
(x¯)
=
1
ψ(ρj)θ(ρj)
cϕ¯j
cϕ
M+L0(ϕ)
( (
vkj(·+ h)− vkj
)
dµ
(
h
ρj
))
(x)
≤
1
θ(ρj)
cϕ¯j
cϕ
 
ψ¯j(|h¯|)dµ(h¯).(4.15)
Therefore, we obtain
(4.16) −
1
θ(ρj)
cϕ¯j
cϕ
 
ψ¯j(|h¯|)dµ(h¯) ≤M
+
L0(ϕ¯j)
( 
u¯j(·+ h¯)dµ(h¯)− u¯j
)
(x¯).
Since θ(ρj) → +∞, cϕ¯j → cϕ, and
ffl
ψ¯j(|h¯|)dµ(h¯) →
ffl
ψ¯(|h¯|)dµ(h¯) as j → +∞, the left
hand side of (4.16) converges to 0 as j → +∞. For the right hand side of (4.16), we use
the dominated convergence theorem to pass to the limit, which is guaranteed by the growth
control (4.8). Therefore, we arrive at
0 ≤M+L0(ϕ¯)
( 
u¯(·+ h¯)dµ(h¯)− u
)
in Rn,
which gives the assumption (iii). The assumption (ii) is obtained in a similar way.
Since we have checked all the assumptions of Theorem 3.1, we conclude that u¯ is a poly-
nomial of degree ⌊mϕ¯ +Mψ⌋, which is equal to d by the assumption (1.14). Passing (4.6)
to the limit, we see that u¯ is orthogonal to every polynomial of degree d in B1. This shows
that u¯ must be zero, which contradicts to the limit of (4.7). Therefore, we obtain the desired
result. 
We are now ready to prove Theorem 1.3 by using Proposition 4.1.
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Proof of Theorem 1.3. Let z ∈ B1 and ρ ∈ (0, 1) be such that Bρ(z) ⊂ B1. By Proposition 2.1,
the rescaled function u¯(x¯) := u(z + ρx¯) solves the equation I¯u¯ = f¯ in B1, where
I¯u¯(x¯) := ϕ(ρ)
cϕ¯
cϕ
I(u¯((· − z)/ρ))(z + ρx¯)
is elliptic with respect to L0(ϕ¯) and f¯(x¯) := ϕ(ρ)
cϕ¯
cϕ
f(z + ρx¯). Let η be a cut-off function
such that η = 1 in B3/4 and η = 0 outside B1. Since the function ηu¯ ∈ C
ϕ+α(Rn) solves
I¯(ηu¯+ v¯) = f¯ in B1/2,
where v¯ = (1− η)u¯, we have
[ηu¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖ηu¯‖ϕ¯+α;Rn + [f¯ ]ψ¯;B1/2 + sup
L∈L0(ϕ¯)
[Lv¯]ψ¯;B1/2
)
by Proposition 4.1. We first claim that
(4.17) sup
L∈L0(ϕ¯)
[Lv¯]ψ¯;B1/2 ≤ C[u¯]ψ¯;Rn .
Since v¯ = (1− η)u¯ = 0 in B3/4, we have for x¯, x¯
′ ∈ B1/2,
|Lv¯(x¯)− Lv¯(x¯′)| ≤
ˆ
Rn\B1/4
|δ(v¯, x¯, y¯)− δ(v¯, x¯′, y¯)|
cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯
≤ 4[v¯]ψ¯;Rnψ¯(|x¯− x¯
′|)
ˆ
Rn\B1/4
cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯.
We use Lemma 2.3 to obtain thatˆ
Rn\B1/4
cϕ¯
|y¯|nϕ¯(|y¯|)
dy¯ ≤ C(2− σ1)
ˆ ∞
1/4
r−1−σ1dr ≤ C(n, a, σ0),
which gives |Lv¯(x¯) − Lv¯(x¯′)| ≤ C[u¯]ψ¯;Rnψ¯(|x¯ − x¯
′|). Thus, the claim (4.17) is proved, and
hence
[u¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖u¯‖ϕ¯+α;B1 + [u¯]ψ¯;Rn + [f¯ ]ψ¯;B1/2
)
.
Scaling back, we obtain
[u]′ϕψ;Bρ/4(z) ≤ C
(
‖u‖′ϕ+α;Bρ(z) + ψ(ρ)[u]ψ;Rn + ϕ(ρ)
cϕ¯
cϕ
[f ]′ψ;Bρ/2(z)
)
.
We know that ϕ(ρ)
cϕ¯
cϕ
≤ C by Lemma 2.3 (ii) and that ψ(ρ) ≤ C. Thus, with the help of the
interpolation inequality with a small constant ε > 0, we have
(4.18) ‖u‖′ϕψ;Bρ/4(z) ≤ C
(
ε‖u‖′ϕψ;Bρ(z) + ‖u‖ψ;Rn + ‖f‖
′
ψ;Bρ/2(z)
)
.
Note that (4.18) can be written, by using the interior norms, as
‖u‖∗ϕψ;B1 ≤ C
(
ε‖u‖∗ϕψ;B1 + ‖u‖ψ;Rn + ‖f‖
∗
ψ;B1
)
.
By taking ε sufficiently small so that Cε ≤ 1/2, we arrive at
‖u‖∗ϕψ;B1 ≤ C
(
‖u‖ψ;Rn + ‖f‖
∗
ψ;B1
)
,
which concludes the theorem. 
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5. Schauder type estimates
In this section we establish the Schauder type estimates for non-translation invariant fully
nonlinear equations. Both Theorem 1.4 and Theorem 1.5 will follow from the following inter-
mediate statement that shows the “freezing coefficients” step.
Proposition 5.1. Let α¯ be the constant in Theorem 1.3, assume (1.14), and let α ∈ (0,mψ)
satisfy (3.1). Let L be either L0(ϕ) or Lψ(ϕ), and let I be a non-translation invariant operator
which is elliptic with respect to L. Suppose that
(5.1) βI−I0(x, x
′) ≤ A0ψ(|x − x
′|) for all x, x′ ∈ B1(0),
with A0 ≤ 1, and that I0 satisfies the EvansKrylov type estimates for Br(z) = B1(0). If
u ∈ Cϕψ(B1) ∩C
ϕ+α(Rn) solves, for f ∈ Cψ(B1) and v ∈ C
ϕψ(B1) ∩ L
∞(Rn),
I(u+ v, x) = f(x) in B1,
then
[u]ϕψ;B1/2 ≤ C
(
‖u‖ϕ+α;Rn +A0‖u+ v‖ϕψ;B1 + ‖u+ v‖L∞(Rn) + [f ]ψ;B1 + sup
L∈L
[Lv]ψ;B1
)
,
where C is a universal constant depending only on n, λ,Λ, a, σ0, ψ, and mϕψ − ⌊mϕψ⌋.
If I is concave and elliptic with respect to L0(ϕ), then the assumption that I0 satis-
fies the EvansKrylov type estimates is fulfilled by Proposition 4.1. Note that this is also
true if I is concave and elliptic with respect to Lψ(ϕ) since Proposition 4.1 holds true with
supL∈L0(ϕ)[Lv]ψ;B1 replaced by supL∈Lψ(ϕ)[Lv]ψ;B1 . It is easily checked by observing that
the inequality (4.15) is the only part where supL∈L0(ϕ)[Lv]ψ;B1 is used throughout the proof.
Thus, concave non-translation invariant operators (elliptic with respect to L0(ϕ) or Lψ(ϕ))
are examples of operators for Proposition 5.1, and hence for Theorem 1.4 or Theorem 1.5,
respectively.
Proof. We write the equation I(u+ v, x) = f(x) by
I0(u+ v)(x) = f(x)− (I(u+ v, x)− I0(u+ v)(x)) in B1,
Since I0 satisfies the EvansKrylov type estimates in B1, we have
(5.2)
[u]ϕψ;B1/2 ≤ C
(
‖u‖ϕ+α;Rn + [f ]ψ;B1 + [I(u+ v, ·)− I0(u+ v)]ψ;B1 + sup
L∈L(ϕ)
[Lv]ψ;B1
)
.
Thus, it only remains to estimate [I(u + v, ·) − I0(u + v)]ψ;B1 . But, the assumption (5.1)
shows that
[I(u+ v, ·)− I0(u+ v)]ψ;B1 ≤ sup
x,x′∈B1
βI−I0(x, x
′)
ψ(|x− x′|)
(
‖u+ v‖′ϕψ;B1 + ‖u+ v‖L∞(Rn)
)
≤ A0
(
‖u+ v‖ϕψ;B1 + ‖u+ v‖L∞(Rn)
)
.
(5.3)
Therefore, the result follows from (5.2) and (5.3) since A0 ≤ 1. 
We point out that the proofs of Theorem 1.4 and Theorem 1.5 differ only in the control
of quantity supL∈L[Lv]ψ;B1 in Proposition 5.1. It can be controlled by using the C
ψ Ho¨lder
regularity of solutions u in Theorem 1.4. However, if both solutions and kernels are not regular
enough, then this quantity cannot be controlled (see Section 6). This is why we require some
regularity of kernels when solutions are merely bounded. Let us first prove Theorem 1.4.
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Proof of Theorem 1.4. Similarly as in the proof of Theorem 1.3, let Bρ/2(z) ⊂ Bρ(z) ⊂ B1
and consider the rescaled equation
(5.4) I¯(u¯, x¯) = f¯(x¯) in B1/2,
where u¯, I¯, and f¯ are given as Proposition 2.1, with ϕ¯(r) := ϕ(ρr)/ϕ(ρ) and ψ¯(r) :=
ψ(ρr)/ψ(ρ). Then the assumption (1.15) reads as
βI¯−I¯0(x¯, x¯
′) ≤ A0ψ(ρ)ψ¯(|x¯− x¯
′|) for all x¯, x¯′ ∈ B1/2.
Indeed, for x¯, x¯′ ∈ B1/2 and w¯ ∈ C
ϕ¯ψ¯(B1/2) ∩ L
∞(Rn), let x = z + ρx¯, x′ = z + ρx¯′, and
w(x) = w¯((x− z)/ρ). Then by Lemma 2.7 and Lemma 2.3 (ii), we have
βI¯−I¯0(x¯, x¯
′) = sup
w¯
|I¯(w¯, x¯)− I¯0w¯(x¯)− (I¯(w¯, x¯
′)− I¯0w¯(x¯
′))|
‖w¯‖′
ϕ¯ψ¯;B1/2
+ ‖w¯‖L∞(Rn)
= ϕ(ρ)
cϕ¯
cϕ
sup
w
|I(w, x)− Izw(x) − (I(w, x
′)− Izw(x
′))|
‖w‖′ϕψ;Bρ/2(z)
+ ‖w‖L∞(Rn)
≤ βI−Iz(x, x
′) ≤ A0ψ(|x− x
′|) = A0ψ(ρ)ψ¯(|x¯− x¯
′|).
Furthermore, I¯0 has EvansKrylov type estimate in B1/2 since Iz has it in Bρ/2(z). To apply
Proposition 5.1, we make A¯0 := A0ψ(ρ) ≤ ε0 ≤ 1 by taking ρ = ρ(A0, ψ) > 0 sufficiently
small. The universal constant ε0 will be chosen later. Let η be a cut-off function supported
in B1 satisfying η ≡ 1 on B3/4 and write the equation (5.4) as I¯(ηu¯ + v¯, x¯) = f¯(x¯) with
v¯ = (1 − η)u¯. Since u ∈ Cϕψ(B1) ∩ C
ψ(Rn), we have u¯ ∈ C ϕ¯ψ¯(B1) ∩ C
ψ¯(Rn), and hence
ηu¯ ∈ C ϕ¯ψ¯(B1/2) ∩ C
ϕ¯+α(Rn) and v¯ ∈ C ϕ¯ψ¯(B1/2) ∩ C
ψ¯(Rn). Thus, we obtain by the rescaled
version of Proposition 5.1,
[ηu¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖ηu¯‖ϕ¯+α;Rn + A¯0‖u¯‖ϕ¯ψ¯;B1/2 + ‖u¯‖L∞(Rn) + [f¯ ]ψ¯;B1/2 + sup
L∈L0(ϕ¯)
[Lv¯]ψ¯;B1/2
)
.
Notice that it follows from the computation (4.17) that
[u¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖u¯‖ϕ¯+α;B1 + ε0‖u¯‖ϕ¯ψ¯;B1/2 + ‖u¯‖ψ¯;Rn + [f¯ ]ψ¯;B1/2
)
.
By scaling back and then using Lemma 2.3 (ii) and ψ(ρ) ≤ C, we have
[u]′ϕψ;Bρ/4(z) ≤ C
(
‖u‖′ϕ+α;Bρ(z) + ε0‖u‖
′
ϕψ;Bρ/2(z)
+ ‖u‖ψ;Rn + [f ]
′
ψ;Bρ/2(z)
)
.
Using the interpolation inequalities, we obtain that
‖u‖′ϕψ;Bρ/4(z) ≤ C
(
2ε0‖u‖
′
ϕψ;Bρ/2(z)
+ ‖u‖ψ;Rn + ‖f‖
′
ψ;Bρ/2(z)
)
,
or, in terms of the interior norms, that
‖u‖∗ϕψ;B1 ≤ C
(
2ε0‖u‖
∗
ϕψ;B1 + ‖u‖ψ;Rn + ‖f‖
∗
ψ;B1
)
.
By taking ε0 sufficiently small so that 2Cε0 ≤ 1/2, we arrive at the desired estimates. 
We finally prove the last theorem. Instead of using the Cψ Ho¨lder regularity of solutions,
we use the regularity of kernels (1.17) to estimate the quantity supL∈Lψ(ϕ)[Lv]ψ;B1 .
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Proof of Theorem 1.5. By the same argument as in Theorem 1.4, we have the rescaled equa-
tion I¯(ηu¯ + v¯, x¯) = f¯(x¯) in B1/2. In this case, we have ηu¯ ∈ C
ϕ¯ψ¯(B1/2) ∩ C
ϕ¯+α(Rn) and
v¯ ∈ C ϕ¯ψ¯(B1/2) ∩ L
∞(Rn). Thus, we can still apply the rescaled version of Proposition 5.1 to
obtain
[ηu¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖ηu¯‖ϕ¯+α;Rn + A¯0‖u¯‖ϕ¯ψ¯;B1/2 + ‖u¯‖L∞(Rn) + [f¯ ]ψ¯;B1/2 + sup
L∈Lψ(ϕ)
[Lv¯]ψ¯;B1/2
)
.
Let us estimate supL∈Lψ(ϕ)[Lv¯]ψ¯;B1/2 . Since v¯ ≡ 0 in B3/4, we see that for x¯ ∈ B1/2 and
h¯ ∈ B1/16,
|Lv¯(x¯+ h¯)− Lv¯(x¯)| =
∣∣∣∣2
ˆ
Rn
v¯(x¯+ y¯)(K(y¯ − h¯)−K(y¯))dy¯
∣∣∣∣
≤ 2ψ(|h¯|)
ˆ
Rn\B1/8
|v¯(x¯+ y¯)|
|K(y¯ − h¯)−K(y¯)|
ψ(|h¯|)
dy¯
≤ 2‖v¯‖L∞(Rn)ψ(|h¯|)
ˆ
Rn\B1/8
|K(y¯ − h¯)−K(y¯)|
ψ(|h¯|)
dy¯.
The assumption (1.17) implies thatˆ
Rn\Bρ0
|K(y)−K(y − h)|
ψ(|h|)
dy ≤ C
whenever |h| ≤ ρ0/2. Therefore, we obtain |Lv¯(x¯ + h¯) − Lv¯(x¯)| ≤ C‖u¯‖L∞(Rn)ψ(|h¯|), and
hence,
[u¯]ϕ¯ψ¯;B1/4 ≤ C
(
‖u¯‖ϕ¯+α;B1 + ε0‖u¯‖ϕ¯ψ¯;B1/2 + ‖u¯‖L∞(Rn) + [f¯ ]ψ¯;B1/2
)
.
As in the proof of Theorem 1.4, the standard covering argument finishes the proof. 
6. Counterexamples to Cϕψ regularity for merely bounded solutions
In this section we observe that the Cψ(Rn) assumption on u in Theorem 1.3 and Theorem 1.4
can not be relaxed to L∞(Rn). This can be seen by finding a sequence {um} of solutions to
equations with rough kernels of variable orders in B1 that satisfy ‖um‖L∞(Rn) ≤ C and
‖um‖Cϕψ(B1/2) → +∞ as m → +∞, under the assumption (1.14). This sequence is given in
[23, Section 5] for the case ϕ = rσ and ψ = rα. The construction of the sequence in a general
framework is almost the same, but let us show how to construct the sequence to make the
paper self-contained.
Let us find a sequence in dimension n = 1, but this will give the sequence in every dimension
by considering rotationally symmetric functions. For every m ≥ 1, we consider the solution
um to 

M+L0(ϕ)um = 0 in (−1, 1),
um = 0 in [−2,−1] ∪ [1, 2],
um = sign sin(mpix) in (−∞,−2] ∪ [2,∞).
For p > 0 small enough, the function ψ(x) = dist(x, [−1/4, 1/4])p satisfies M+L0(ϕ)ψ ≤ 0 in
(−1/4− ε,−1/4)∪ (1/4, 1/4+ ε) for some ε > 0. We use the translation of ψ as a barrier and
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use the comparison principle [18, Theorem 3.9] to obtain |um| ≤ Cdist(x, (−∞,−1]∪ [1,∞))
p
in (−1, 1). Combining this with the interior Ho¨lder estimates [18, Theorem 1.2], we have
(6.1) ‖um‖Cα([−2,2]) = ‖um‖Cα([−1,1]) ≤ C
for some α > 0 small enough and C > 0 independent of m.
We next assume that
(6.2) ‖um‖Cϕψ((−1/2,1/2)) ≤ C,
and find a contradiction by comparing two values M+L0(ϕ)um(0) and M
+
L0(ϕ)
um(1/(2m)),
which are 0 by definition. Note that the maximal operator M+L0(ϕ) can be written by
M+L0(ϕ)u(x) =
ˆ
R
Λδ+(u, x, y) − λδ−(u, x, y)
|y|ϕ(|y|)
dy
=
ˆ
R
δ(u, x, y)
Λ(sign(δ(u, x, y))+ + λ(sign(δ(u, x, y)))−
|y|ϕ(|y|)
dy,
where we omit the constant cϕ in this section. Since for all L ∈ L0(ϕ) the solution to Lw = 0
in (−1, 1) with the same boundary data as um satisfies w(0) = 0 and M
+
L0(ϕ)
w ≥ Lw = 0,
by the comparison principle we have um(0) ≥ 0. This gives δ(um, 0, y) = −2um(0) ≤ 0 for
|y| > 2. Thus, we have
M+L0(ϕ)um(0) =
ˆ
R
δ(um, 0, y)
bm(y)
|y|ϕ(|y|)
dy,
where bm(y) = Λ(sign(δ(um, 0, y)))+ + λ(sign(δ(um, 0, y)))−, and bm(y) ≡ λ for |y| > 2.
On the other hand, we have
δ
(
um,
1
2m
, y
)
= 2sign cos(mpiy)− 2um
(
1
2m
)
for |y| > 2 +
1
2m
.
Hence, we obtain
M+L0(ϕ)um
(
1
2m
)
=
ˆ
R
δ
(
um,
1
2m
, y
)
b˜m(y)
|y|ϕ(|y|)
dy,
where
b˜m(y) = Λ
(
sign
(
δ
(
um,
1
2m
, y
)))
+
+ λ
(
sign
(
δ
(
um,
1
2m
, y
)))
−
,
and
b˜m(y) = λ+
Λ− λ
2
(1 + sign cos(mpiy)) for |y| > 2 +
1
2m
.
We know from |um| ≤ 1 in R, |{um < 0}∩ (−5, 5)| ≥ 1, andM
+
L0(ϕ)
um = 0 in (−1, 1), that
um ≤ 1 − τ in [−1/2, 1/2] for some τ > 0 independent of m. Thus, using um(0) ∈ [0, 1 − τ ],
we have for all γ ∈ (0, 1) and for all m,ˆ
|y|>2+γ
2(sign cos(mpiy)− um(0))
Λ−λ
2 (1 + sign cos(mpiy))
|y|ϕ(|y|)
dy ≥ 2c1 > 0,
where c1 is independent of m. For m large enough so that∣∣∣∣∣
ˆ
|y|>2+γ
2sign cos(mpiy)
λ
|y|ϕ(|y|)
dy
∣∣∣∣∣ ≤ c1,
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we obtainˆ
|y|>2+γ
2(sign cos(mpiy)− um(0))
b˜m(y)
|y|ϕ(|y|)
dy ≥ c1 −
ˆ
|y|>2+γ
um(0)
λ
|y|ϕ(|y|
dy.
Therefore, by using (6.1), we see that
ˆ
|y|>2+γ
δ
(
um,
1
2m
, y
)
b˜m(y)
|y|ϕ(|y|)
dy −
ˆ
|y|>2+γ
δ (um, 0, y)
bm(y)
|y|ϕ(|y|)
dy
≥ c1 − 2
∣∣∣∣um
(
1
2m
)
− um(0)
∣∣∣∣
ˆ
|y|>2+γ
b˜m(y)
|y|ϕ(|y|)
dy ≥ c1 −C
∣∣∣∣ 12m − 0
∣∣∣∣
α
.
(6.3)
We next prove that
(6.4)
∣∣∣∣∣
ˆ
|y|<2−γ
δ
(
um,
1
2m
, y
)
b˜m(y)
|y|ϕ(|y|)
dy −
ˆ
|y|<2−γ
δ (um, 0, y)
bm(y)
|y|ϕ(|y|)
dy
∣∣∣∣∣ ≤ C
(
1
m
)α′
for some α′ ∈ (0, α). By (6.2) and (6.1), we have for |y| < 2− γ,∣∣∣∣δ(um, 0, y) − δ
(
um,
1
2m
, y
)∣∣∣∣ ≤ C
(
ϕ(|y|)ψ(|y|) ∧
∣∣∣∣ 12m
∣∣∣∣
α)
.
By the definition of mψ, we have ψ(|y|) ≤ C|y|
mψ . Thus, for θ ∈ (0, 1) and α′ = (1− θ)α, we
obtain
(6.5)
∣∣∣∣δ(um, 0, y)− δ
(
um,
1
2m
, y
)∣∣∣∣ ≤ C1ϕθ(|y|)|y|θmψ
∣∣∣∣ 12m
∣∣∣∣
α′
.
If we take θ sufficiently close to 1 so that θmψ > (1− θ)Mϕ, then we have
(6.6)
ˆ
|y|<2−γ
ϕθ(|y|)|y|θmψ
|y|nϕ(|y|)
dy ≤
ˆ
|y|<2−γ
a1−θ
ϕ1−θ(2)
∣∣∣∣2y
∣∣∣∣
(1−θ)σ2
|y|−n+θmψdy ≤ C.
If δ(um, 0, y) or δ(um, 1/(2m), y) is greater than 2C1ϕ
θ(|y|)|y|θmψ
∣∣ 1
2m
∣∣α′ , then b = b˜ = Λ.
Similarly, if δ(um, 0, y) or δ(um, 1/(2m), y) is less than −2C1ϕ
θ(|y|)|y|θmψ
∣∣ 1
2m
∣∣α′ , then b =
b˜ = λ. In these cases, we use (6.5) and (6.6) to compute the left hand side of (6.4). If both
|δ(um, 0, y)| and |δ(um, 1/(2m), y)| are less than 2C1ϕ
θ(|y|)|y|θmψ
∣∣ 1
2m
∣∣α′ , then (6.6) is enough
to conclude (6.4).
Since M+L0(ϕ)um(0) = 0 and M
+
L0(ϕ)
um(1/(2m)) = 0, by (6.3) and (6.4), we arrive at
0 =M+L0(ϕ)um
(
1
2m
)
−M+L0(ϕ)um(0) ≥ c1 −C
∣∣∣∣ 12m
∣∣∣∣
α
−C
∣∣∣∣ 12m
∣∣∣∣
α′
− Cγ.
By taking γ < c1/C and taking limit m→∞, we get a contradiction.
Appendix A. Local boundedness
We provide a weak version of the mean value theorem, which gives a half Harnack inequality.
The full Harnack inequality is proved by the authors [18] and its proof combines the following
theorem with the weak Harnack inequality which is the other half of the Harnack inequality.
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Theorem A.1. Assume σ1 ≥ σ0 > 0. Let u be a function such that u is continuous in B1
and ‖u‖L1(Rn,ω) ≤ C0. If M
+
L0(ϕ)
u ≥ −C0 in B1, then u ≤ CC0 in B1/2 for some universal
constant C, depending only on n, λ, Λ, a, and σ0.
The proof of Theorem A.1 is contained in the proof of [18, Theorem 1.1] but let us include
it here to make the paper self-contained.
Proof. We may assume that C0 = 1 by considering u/C0 instead of u. Let ε > 0 be the
constant in [18, Theorem 4.7] and let γ = (n + 2)/ε. Let us consider the minimal value of
t > 0 such that
u(x) ≤ ht(x) := t(1− |x|)
−γ for all x ∈ B3/4.
Then there exists x0 ∈ B3/4 satisfying u(x0) = ht(x0). It is enough to show that t is uniformly
bounded.
Let d = 1 − |x0|, r = d/2, and let A = {u > u(x0)/2}. The assumption ‖u‖L1(Rn,ω) ≤ 1
implies that ‖u‖L1(B1) ≤ C(n, σ0), and hence
|A ∩B1| ≤ C
∣∣∣∣ 2u(x0)
∣∣∣∣ ≤ Ct−1dγ ≤ Ct−1dn.
Since Br(x0) ⊂ B1 and r = d/2, we obtain
|{u > u(x0)/2} ∩Br(x0)| ≤ Ct
−1|Br(x0)|.
Let us show that there exists a universal constant θ > 0 such that
|{u < u(x0)/2} ∩Bθr/4(x0)| ≤
1
2
|Bθr/4|
for t > 1 sufficiently large, which will yield that t > 0 is uniformly bounded.
Let us first estimate |{u < u(x0)/2} ∩Bθr(x0)| for θ > 0 sufficiently small, which will be
chosen uniformly later. For every x ∈ Bθr(x0), we have
u(x) ≤ ht(x) ≤ t|d− θr|
−γ = (1− θ/2)−γ u(x0).
Let us consider the function
v(x) := (1− θ/2)−γ u(x0)− u(x),
which is non-negative only on Bθr(x0). In order to utilize [18, Theorem 4.7], we consider the
function w := v+ instead of v, and thus, we need to compute M
−
L0(ϕ)
w in Bθr/2(x0). For
x ∈ Bθr/2(x0), since M
−
L0(ϕ)
v(x) = −M+L0(ϕ)u(x) ≤ 1, we have
M−L0(ϕ)w(x) ≤M
−
L0(ϕ)
v(x) +M+L0(ϕ)v−(x)
≤ 1 + 2Λcϕ
ˆ
Rn∩{v(x+y)<0}
v−(x+ y)
|y|nϕ(|y|)
dy
≤ 1 + 2Λcϕ
ˆ
Rn\Bθr/2(x)
(u(x+ y)− (1− θ/2)−nu(x0))+
|y|nϕ(|y|)
dy
≤ 1 + 2Λcϕ
ˆ
Rn\Bθr/2(x)
|u(z)|
|z − x|nϕ(|z − x|)
dz.
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There is a constant c > 0 such that |z − x| ≥ cθr(1 + |z|) for all z ∈ Rn \Bθr/2(x). Thus, by
means of the weak scaling property (1.7), we have
M−L0(ϕ)w(x) ≤ 1 + C
cϕ
(θr)n+2
ˆ
Rn
|u(z)|
1 + |z|nϕ(|z|)
dz ≤ 1 +
C
(θr)n+2
‖u‖L1(Rn,ω) ≤
C
(θr)n+2
.
We are now ready to apply [18, Theorem 4.7] to w in Bθr/2(x0). Notice that, in our setting,
[18, Theorem 4.7] reads as follows;
Theorem A.2. Assume σ1 ≥ σ0 > 0. If u is a non-negative function in R
n such that
M−L0(ϕ)u ≤ C0 in B2R(x0), then
|{u > t} ∩BR(x0)| ≤ CR
n (u(x0) + C0Φ(R))
ε t−ε for all t > 0,
for some universal constant C, depending only on n, λ,Λ, a, and σ0, where
Φ(R) = ϕ(R)
(ˆ 1
0
r
ϕ(r)
dr
)(ˆ 1
0
rϕ(R)
ϕ(rR)
dr
)−1
.
Therefore, by Theorem A.2 and Lemma 2.3 (i), we obtain
|{u < u(x0)/2} ∩Bθr/4(x0)|
= |{w > ((1− θ/2)−n − 1/2)u(x0)} ∩Bθr/4(x0)|
≤ C(θr/4)n
(
((1− θ/2)−n − 1)u(x0) + C
Φ(θr/4)
(θr)n+2
)ε (
((1− θ/2)−n − 1/2)u(x0)
)−ε
.
We make the quantity (1 − θ/2)−γ − 1/2 bounded away from 0 by taking θ > 0 sufficiently
small. Moreover, we observe from (2.3) that
Φ(θr/4) ≤ (θr/4)2 + a2(θr/4)σ1 ≤ C(θr)σ0 .
Therefore, recalling that u(x0) = t(2r)
−γ and that γ > n+ 2, we have
|{u < u(x0)/2} ∩Bθr/4(x0)| ≤ C(θr/4)
n
(
((1 − θ/2)−n − 1) + θ−n+σ0−2rγ−(n+2)+σ0t−1
)ε
≤ C(θr/4)n
(
((1 − θ/2)−n − 1)ε + θ(−n+σ0−2)εt−ε
)
.
Let us take θ > 0 sufficiently small so that
C(θr)n
(
(1− θ/2)−n − 1
)ε
≤
1
4
∣∣Bθr/4(x0)∣∣ .
If t > 0 is sufficiently large, then we have
C(θr)nθ−nεt−ε ≤
1
4
∣∣Bθr/4(x0)∣∣ ,
which implies that
∣∣{u < u(x0)/2} ∩Bθr/4(x0)∣∣ ≤ 12
∣∣Bθr/4(x0)∣∣ .
Therefore, t is uniformly bounded and the result follows. 
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