Introduction
The class of Generalised Autoregressive Conditionally Heteroscedastic (GARCH) models (See Bollerslev et al., 1992 for a comprehensive review) has become enormously popular for application to economic and in particular financial data over the past fifteen years. Such models are considered extremely useful for modelling and forecasting movements in asset return volatilities over time -for example, for use in pricing financial options, or in the context of risk management.
Along with development in these models has come a phenomenal improvement in computational speed and power, so that problems which were previously infeasible even with a supercomputer, can now be overcome with a desktop PC. The popularity of GARCH has also encouraged econometric software developers to incorporate into their programs routines which permit the estimation of these models. At the time of writing, almost all of the major software packages permit the estimation of GARCH-type models, at least in some form 2 . Indeed, even many packages which are not primarily intended for time series analysis, such as LIMDEP 3 now, or will soon offer the ability to estimate GARCH(1,1) models.
Given the widespread estimation of conditional variance models, and the proliferation of packages that are available, it is perhaps surprising that, at the time of writing, no reviews have been conducted with the aim of determining the accuracy of the resulting coefficient and standard error estimates. Two obvious and related questions to ask are, do all packages give the same answers, and are those answers accurate? Since the outputs from GARCH estimations are often used as inputs to financial risk management systems for example, any software inconsistencies which go undocumented could have potentially disastrous consequences.
The purpose of the present paper is to review a number of the most widely used software packages, with particular reference to their estimation accuracy when judged against a respected benchmark. This work builds upon an earlier paper by McCullough and Renfro (1999) , while our innovation is to consider the numerical consistency of GARCH and EGARCH estimation and forecasting using a large number of different econometric software packages. It is also worth stating at this stage the issues which we will not cover -including detailed descriptions of the packages, their user-friendliness, flexibility, speed etc. -for these have been amply reviewed elsewhere (see, for example, Brooks, 1997) .
2 One notable exception here being PC-Give.
3 This review was undertaken on a test copy of a forthcoming version of LIMDEP, which at the time of writing is not commercially available, and which is likely to be called v8.0.
Software Accuracy: The Importance of Benchmarks
Financial econometrics often involves the use of large, relatively complex models which require nonlinear estimation techniques. Such models make the production of a benchmark more difficult, but at the same time, all the more important, for the potential for discrepancies between codes and errors in estimation are heightened. A potential candidate as a benchmark for the GARCH-(1,1) model is due to Fiorentini, Calzolari, and Panattoni (1996, hereafter FCP) . The FCP benchmark concerns estimation of a GARCH(1,1) model of the form
The conditional likelihood function for this model can be expressed as
where  is the vector of parameters. As it stands, the model is not fully specified, and thus cannot be estimated using the usual conditional maximum likelihood procedure; two further specifications are necessary -starting values for the parameters (,  0 ,  1 ,  1 ) and initialisation of the two series  t 2 and h t must also be supplied. Typically, these are done using a set of default initialisations in the packages, so that the user may be unaware that any assumptions concerning plausible values have been made. The usual default solution to parameter initialisations is to set parameter values in the conditional mean equal to those estimated using a "first pass" ordinary least squares regression, and those in the conditional variance equation to zero 4 . A popular initialisation for the conditional variance vector (h t ) is to set each element to the average mean-adjusted sum of squares of the data, i.e. the residual sum of squares from a linear regression of the dependent variable on a constant, divided by the number of observations:
Many published papers do not even discuss the initalisation of pre-sample values, and hence effectively these studies report the results from estimating an unknown model, which makes replication of their results a difficult task.
Equations (1) to (4) 
Default Model Estimation with the Econometric Software Packages
In this paper, nine packages are employed and their results compared when GARCH models are estimated using the pre-set default settings. The packages are summarised in Table 1 . It is desirable that both the parameter, and the squared error / conditional http://www.amstat.org/publications/jbes/ftp.html variance vector intialisations can be specified by the user. In the case of the conditional variance parameters, it is often useful to drag the initialisations away from their typical default values of zero, and estimation of the FCP Model I requires that the conditional variance vector is started at the average mean-adjusted sum of squares of the data. For some packages, this is not possible (e.g., E-VIEWS or GAUSS) and thus the benchmark model cannot be estimated.
FCP provide Monte Carlo evidence that the use of analytic derivatives and analytic
Hessian leads to more accurate estimation than procedures based upon numerical techniques of computation. Thus it is also desirable for packages to permit the user to use additional information such as analytical derivatives where available, and moreover that this is done as default. The best packages in this regard are SAS, SHAZAM and TSP.
Even worse than using a sub-optimal technique, is for a package not to provide any details at all on how the models are estimated, so that the user has no idea where the results have come from, let alone how accurate they are. The best package in terms of supplying the user with extensive documentation on the estimation procedures, is GAUSS. Further, this help should be available on-line as well as in hard copy form. In the case of SHAZAM, additional examples and documentation to supplement the user manual are available on their web page 7 . The manual that will be shipped with the forthcoming version of LIMDEP is likely to contain extensive documentation.
Default estimation results are presented in Table 2 . At this stage, we do not intend to "pass judgement" on the packages that are good and those which are not, since defaults may differ between packages in terms of initialisations, starting values for parameters, convergence tolerances etc. Rather, we only present default results for comparison with one another. It can be seen that the coefficient estimates are broadly in agreement. However, when one considers the t-ratios associated with the coefficients, the discrepancies between methods used by each of the packages becomes far more apparent. For example, the t-ratio on the constant term in the conditional variance equation varies from 1.66 (TSP) to over 8 (EVIEWS and SAS)! Thus under TSP, we would conclude that this term was not significantly different from zero (which would also be the case for the benchmark with standard errors computed using analytic gradients and Hessian), while for all other packages, a zero null hypothesis for the coefficient would have been rejected at any standard confidence level. This is a result which researchers should find worrisome, for in all but the most clear-cut cases, statistical inferences from conditional variance-type models could be different, resulting from a standard error estimate that could be different by a factor of four or more compared with an estimate using the FCP approach with analytic gradient and Hessian. Interestingly, the rankings of the t-ratios across packages is similar for each coefficient -in other words, some packages seem to yield high t-ratios for all coefficients while others generate low values for all coefficients. The differences in t-ratios are probably due to differences in default calculation methods for the standard errors. 
Hitting the Benchmark
Of the nine packages investigated, only one (TSP) hits the benchmark coefficients and
Hessian-based standard errors using the default settings. Thus, it seems that TSP is the only package that uses Bollerslev's model as default. With regard to the remaining eight, we remove from this part of the analysis any packages which do not permit the estimation of FCP Model I because they do not have the necessary options -EVIEWS and GAUSS. We experiment with the options available for optimisation using the remaining seven packages. We follow McCullough and Renfro (1999) by presenting the accuracy of coefficient and standard error estimation using a measure known as the log relative error (LRE), given by
where x is the estimate and c is the benchmark value. We also follow McCullough and
Renfro in presenting the FCP GARCH benchmark to six digits, so that no package can obtain a score of more than six. The benchmark coefficient and standard error estimates are presented to all six digits in McCullough and Renfro. The closer are the coefficient and benchmark values, the larger the LRE statistic will be. The integer part of the LRE shows the number of digits for which the estimated value and the benchmark agree 8 .
LREs computed for the results from each package -both coefficients and standard errors -are presented in Table 3 . Table 3 also shows which methods are available for standard error calculation under each package that permits estimation of the benchmark model. All of these remaining packages offer a reasonable degree of accuracy, although the closest to the benchmark seem to be TSP and LIMDEP.
LIMDEP, MICROFIT and MATLAB either hit, or come as close to hitting the benchmark as they can under default estimation. Several other packages, however, yielded results closer to the FCP benchmark values when non-default options were employed. Under TSP, the (non-default) optional commands "options double" before reading the data, and then "TOL=1e-x" (where x is any integer greater than 6) in the ARCH command, are required to obtain six digits of accuracy. In RATS, the "nlpar(subits=50,cvcrit=.0000001)" command should be used before the nonlinear estimation in order to increase the number of sub-iterations and the stringency of the convergence criterion relative to their default values. In RATS, results closest to the benchmark are also obtained using the "(method=bfgs,iters=500,robusterrors)" options with the "maximise" command. Under SAS, the "type=nonneg" and "optmethod=tr" options should be used after the model statement. Differences in parameter estimates for estimation of the benchmark model could be attributable to a number of causes, including numerical error arising from the use of different algorithms (e.g., BHHH instead of Newton) or numerical rather than analytic derivatives.
Forecasting the Conditional Variance
Although for some researchers, the estimated coefficients from a GARCH model have an intrinsic beauty, many applied econometricians estimate such models only as a precursor for forming out-of-sample forecasts of the conditional variance (see Brooks, 1998 or Brooks and Burke, 1999 for motivations, and descriptions of forecast production).
Clearly, if the estimated coefficients from a model are wrong, then the forecasts are also likely to be wrong. But even if the coefficients are right, or very close to their benchmark values, there is still scope for one's software to let one down again. One way to produce dynamic out-of-sample time-series forecasts, is to output the model coefficient estimates and the required end-of-sample fitted values, and to calculate the forecasts from the models using the relevant recursions. For a GARCH(1,1) model, this is not an algebraically difficult task. However, many computer packages have built-in forecasting routines which apparently save the user the trouble. In the case of RATS, the instructions for forecasting are not specific to a particular model or class of models, so that the user sets up the model as a system of equations, and the software then solves for the forecasts using an algorithm, such as the Gauss-Seidel. Thus the actual forecast recursions themselves, which would normally yield unique forecasts for given parameters and initial values, are not necessarily being used. 
where the parameter estimates used are those of the FCP benchmark, and  Similarly, 2,3, ..., 8 step ahead forecasts can be generated by
In order to produce conditional variance forecasts from MICROFIT and SAS, the user must extend the dataset, adding missing values for the 1974-1982 observation numbers.
The forecast values from the packages are presented in Table 4 , together with the "correct" forecasts, given the starting values and coefficients. As can be seen, most of the packages do a surprisingly reasonable job of forecasting -GAUSS, MATLAB, MICROFIT, RATS and SAS have hit the correct values to within 1 figure at the third decimal place, while EVIEWS accuracy is well within most forecasters' acceptable tolerance levels. The latter is particularly interesting since EVIEWS, unlike the other five packages in Table 4 , cannot estimate FCP Model I and so bases its forecasts on different coefficients. The upshot is that the estimate on the lagged squared error is too low relative to that of FCP Model I, while that on the lagged conditional variance is too high, so that these errors approximately balance each other out when predictions are constructed using equation (7).
Benchmarks for other Models and Data
The class of non-linear models is infinite. Even within the family of autoregressive, conditionally heteroscedastic models, there is a large number of other, typically more complex, variants and extensions. The list of such models includes EGARCH (Nelson, 1991) , GJR (Glosten, Jaganathan and Runkle, 1993), GQARCH (Sentana, 1995) , and threshold GARCH (Rabemananjara and Zakoian, 1993) . Although the development of a benchmark for every possible model is infeasible, one might expect (hope?) that benchmarks might be developed for all of the standard and most popular specifications.
To demonstrate the authors' view of the need for these benchmarks, we select one extension of the GARCH model, the EGARCH, and perform exactly the same exercise as above. There is no assumed "correct" answer in this case, since no explicit benchmark exists at present. But, given that the EGARCH model is a relatively simple extension of GARCH and that it has a number of appealing features (for example, it allows for asymmetry or "leverage", so that the conditional variance can be affected differently by positive and negative shocks of the same magnitude, and it does not require the imposition of any non-negativity constraints upon the parameters), it is a pity that most of the packages do not have sufficient flexibility to enable the estimation of the exponential model 10 . The packages which permit estimation are EVIEWS, GAUSS, MICROFIT, RATS, and SAS. The EGARCH model may be expressed in various different forms, but a popular specification is
with the conditional mean being specified as in equation (1). An additional wrinkle is that Nelson (1991) proposed that the model should be estimated assuming that errors are drawn from a Generalised Exponential Distribution (GED), rather than a normal distribution, which is usually assumed for most other members of the GARCH family of models. GAUSS does this compulsorily, and by default, while the other four packages cannot apply GED even as an option. SAS and GAUSS also use a quite different formulation of the model compared with (8); this in itself is a severe problem that makes interpretation and diagnostic checking of the model specification extremely difficult. Thus only EVIEWS, MICROFIT, RATS and SAS coefficient estimates are presented in Table 5 . Since GAUSS uses GED, while all other packages use a Gaussian distribution, the coefficient estimates for the former are quite different from those of the latter, and hence are not reported. Under GED, there is also an additional parameter to estimate, which corresponds to the thickness of the tail.
Of the packages considered, EVIEWS estimates a slightly different model, with the term 2  removed from (8). Hence the intercept term in the conditional variance equation for this model will differ by a factor of   2 compared with that of RATS and SAS. Similarly, SAS uses a slightly different formulation than (8), which may be
We allow for these differences by scaling the EVIEWS estimate by a factor of 2 /  , so that the values of the coefficients are presented in the table in a consistent manner across the packages, although we do not modify the standard errors.
Results for default EGARCH estimations are presented in Table 4 for EVIEWS, MICROFIT, RATS and SAS. Although there is currently no benchmark, the mere fact that there are discrepancies between the estimates gives cause for concern. The MICROFIT, RATS and SAS coefficient values are "close" to one another, while those of EVIEWS are typically up to 10% away from the other two, although in the absence of a benchmark, this certainly does not constitute an indicator of inaccuracy.
Additionally the standard error estimates for EVIEWS yield t-statistics that are on occasions twice as large as those of RATS and SAS. The obvious implication of this is that the various packages use different default methods for computing the standard errors. To the extent that some standard errors may be better than others (see FCP, 1996) , the potential for unreliable inference with this model is considerable. Clearly there is a need for a benchmark and also some consensus as to what forms of the model are preferable, and the latter should be estimable by all packages. Such a benchmark should include a specification of the parameter starting values, the initialisations for the errors and conditional variances, with the method for calculating the standard errors being stated explicitly.
Conclusions
Econometric models have become increasingly sophisticated in the last two decades.
While computing power and the availability of flexible of software packages have kept pace with this change, methods for determining the accuracy and robustness of the results from these models have not. This paper has shown that the results produced using a default application of several of the most popular econometrics packages differ considerably from one another, even using a relatively simple non-linear model on a dataset that it known to be "well-behaved". Only a handful of packages can estimate FCP's Model I, which is surprising, since it corresponds to Bollerslev's (1986) seminal formulation. We also find that forecasting results using the simple GARCH(1,1) model are not all the same, even for packages which hit the FCP benchmark coefficient estimates. Estimation for another popular model from the GARCH family, the EGARCH model, produced widely varying results.
Our results have a number of implications for published research and future software development. For example, many researchers do not present the initialisations that they employed, nor do they even state which package was used. We have shown that results are clearly software-dependent, which makes the results from two different papers, which probably used different packages not comparable. Authors should therefore provide sufficient detail regarding model estimation to permit replication of their results, including the name (and version) of the package used, and explicit equations for estimation including starting values and initialisations.
Academic research effort should also, we believe, be invested in the development of benchmark estimation routines using given data, for all of the standard models, including GARCH-variants, threshold autoregressive and Markov switching models, for example.
Finally, our findings also have implications which software developers would do well to bear in mind, in particular the following points.
-Software developers should talk to each other! If packages produce different results for the same model including the initialisation, at best one set can be right, implying that the others are inaccurate, using inappropriate estimation techniques, or in some other way failing to correctly handle the data.
-The majority of software manufacturers do not supply adequate documentation to enable the user to determine how the results from estimating a given model were derived.
-Estimation methods that become known as best practice, such as the use of analytical gradients and Hessians when estimating GARCH(1,1) models 11 , should apply as default, rather than being optional if the user has read a manual's appendices, or not available at all.
It is likely that the problems in estimation outlined above would be exacerbated by data which had additional regularities, such as large structural breaks, outliers, or other structure which is not parameterised in the model under consideration. In particular, the scope for numerical error is further heightened when the process is close to IGARCH, for the package will be required to invert a near-singular matrix.
One wonders whether any two packages would produce the same results under these circumstances. 
