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Abstract
Caucci, Gina. PhD. The University of Memphis. August, 2011. When I move, you move:
Coordination in conversation. Co-Major Professors: Roger J Kreuz and Richard A Dale.
Researchers have been interested in the dynamics of human conversation for
several decades. One major focus of this line of research has been the mechanisms by
which humans coordinate in conversation. To study the coordination of conversation
within dyads often requires an understanding of statistical methods, which handle time
series data. Traditionally, there are no definitive standards for defining one of the
important parameters in time series analysis, window size. Therefore, the purpose of the
current project was to elucidate the mechanisms through which conversational
coordination emerges by utilizing conversational turn-taking as the basis for choosing the
appropriate window size in the time series analysis.
Data from previously collected videotaped conversational interactions were
analyzed for the presence of movement coordination using an image-differencing
algorithm in MATLAB. Additionally, speech signals time-locked to the video segments
were examined for vocal synchrony in pitch using Praat. The participants from the
original study were asked to engage in three tasks designed to elicit sarcasm. Only data
from one of these tasks, discussing an ironic scenario, were analyzed for the current
project. There were eleven dyads each contributing one conversation and each lasting
between 2 and 8 minutes. It was thought that both movement and pitch were possible
coordination mechanisms, but that coordination patterns would only be uncovered by
using time series windows adjusted for turn-taking rates in each dyad.
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Results from windowed cross-correlations revealed that participants significantly
coordinated movement. Post-hoc tests revealed an effect of window size on mean
correlations. Although not significant, results from the analysis of vocal coordination
revealed a pattern of results similar to those from the movement coordination study. This
could be due to a lack of statistical power. Interestingly, patterns of movement
coordination were found strictly as a function of a vocal parameter: turn-taking. These
results suggest a novel approach to the study of conversational coordination and a more
crucial role for turn-taking in the emergence of coordinative structures.
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Introduction
Social interaction can be as routine as two people having a conversation. Often, we
underestimate the complexity of conversational interactions because of their familiar
nature. However, there are an extensive number of moves available to an interlocutor at
every moment. What is remarkable is the ease with which people coordinate to
effectively communicate with minimal breakdown. The current project is aimed at
bringing to light and explaining some of the complexity inherent in conversational
interactions using principles from dynamical systems theory.
First, I review the relevant theories and research on conversation, alignment, and
the related principles from the dynamical systems perspective. Second, I present the
methods and results from the current project and how this work will contribute to the
field. Finally, I will consider possible implications for this work and future directions.
The goal here is to provide a comprehensive review of the aforementioned topics, which
are essential to informing a study of conversational coordination.
Conversation
Conversation is the basis for human social interaction. It is the primary use of all
language (Fillmore, 1974). It is perhaps how children learn the majority of their own
language abilities. A conversation contains the back-and-forth exchange of ideas,
experiences and other information in the form of speech. This exchange can be conducted
through physical signals as in sign language, but in this review, I am concentrating only
on the vocal exchange of language.
As stated previously, conversation is deceptively complex. There is much more
happening than simply delivering and receiving utterances (Clark & Brennan, 1991). To
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have a successful conversation requires coordination. Here, I am referring to the
coordination of information or grounding (Clark & Brennan, 1991). Grounding refers to
the process by which the information being transmitted is made part of the common
ground. This process is essential for successful conversation to occur (Clark & Schafer,
1987, 1989; Clark & Wilkes-Gibbs, 1986).
Grounding in spontaneous discourse is different from grounding in a therapy
session, for example. It usually happens across many conversational turns and can occur
in linguistic behavior as well as nonverbal signals, such as head nods, eye gaze or smiling
(Clark & Brennan, 1991). In other words, the purpose of a conversation and the medium
through which it takes place will have an effect on how information is grounded. Still, the
process of grounding is essential for any type of social interaction to progress.
Conversations can be very messy. Utterances are often ungrammatical and
incomplete (Clark & Brennan, 1991). However, even with the “anarchistic nature”
(Wilson & Wilson, 2005, p. 957) of conversation, interlocutors frequently engage in it
very successfully. Researchers have suggested this is because of a strategy in which
speakers and listeners engage, known as the principle of least collaborative effort (Clark
& Wilkes-Gibbs, 1986). The principle refers to the work that both participants put forth
from the initiation of an utterance to its acceptance. Clark and Wilkes-Gibbs (1986) argue
that this principle can explain the nature of spontaneous utterances as well as the
existence of repairs and try-markers (Sacks & Schegloff, 1979). Try-markers are used to
indicate linguistically or nonverbally that a speaker or listener is not completely confident
in her delivery or understanding of an utterance. An example of a try-marker is making a
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statement with rising intonation to indicate the speaker is unsure of the information being
given.
It is fairly common to find mistakes in informal conversation probably because the
costs of making these mistakes are relatively low (Clark & Brennan, 1991). Especially in
face-to-face dyadic interactions, interlocutors rely on nonverbal cues and linguistic
markers in order to determine the success of an utterance. Therefore, to repair an
utterance does not cost much to the overall success of the interaction. According to Clark
and Brennan (1991) the goal of any interaction is to reach the grounding criterion. This
criterion refers to the point at which complete coordination of content has been reached.
Communication is a collective action and requires coordination of process and
content in order to be successful (Clark & Brennan, 1991). Evidence that conversation is
a joint activity can be seen in the behavior of speakers. Speakers monitor more than just
their own utterances (Clark & Krych, 2000). In addition to the formulation of their own
utterances, speakers keep track of listeners’ nonverbal behavior, linguistic indicators,
shared visual stimuli and body position (Clark & Krych, 2000). These behaviors suggest
that conversation as a true joint action.
Conversation is perhaps the most prevalent use of language in almost all cultures.
How we communicate, how we learn, and how we conduct our business happens mainly
through engaging in conversation. In order to understand the complexity of
conversational interactions, it is necessary to start with the foundation of any
conversational exchange, which is turn-taking (Sacks, Schegloff, & Jefferson, 1974).
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Turn-taking
The very basis of conversation is turn-taking (Benus, 2009; Bosch, Oostdijk, &
Boves, 2005; Sacks et al., 1974). Turn-taking refers to the smooth back-and-forth
exchange of speech described above. Without this fundamental characteristic,
conversation could not take place. There are, of course, other forms of linguistic
interactions requiring more than one speaker and defined by the specific rules of
engagement to which speakers must adhere, such as interviews, witness interrogation and
lectures (Clark, 1996). However, the focus of the current project is the most basic of all
social interactions, spontaneous discourse.
The general rule for conversation is “one speaker at a time” (Sacks et al., 1974).
Turns from different speakers need not be separated by a pause, and it is quite usual for
turns to overlap (e.g., Sellen, 1995). The costs of speaking simultaneously for a brief
period are minor. Researchers have suggested that the rules for turn-taking are universal
(Schlegoff, 2006). Specifically, interlocutors are thought to generally make attempts to
reduce gaps and overlaps in conversations (Stivers et al., 2009).
In a cross-linguistic study of turn-taking trends, Stivers et al. (2009) set out to test
two competing hypotheses regarding how interlocutors exchange the floor in informal
conversations. The researchers discovered that across 10 languages, there was a small
positive offset time in turn responses. Also, similar nonverbal responses (e.g., eye gaze,
head nods) affected the amount of time it took for a listener to respond. Overall,
responses tended to be offset but within a half-second of the speakers’ turns. These
results indicate a universal trend in turn-taking. Not only that, but interlocutors appear to
be making use of (although perhaps unconsciously) a precise timing process required to
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contribute a successful utterance to the conversation. This suggests participants are
coordinating on more than just content.
Researchers are interested in determining how participants seemingly interact in
such a smooth exchange given the immense range of languages, mediums and contexts in
which people engage in this behavior. Coordination in conversation appears to be
grounded in the vocal signal (Shockley, Santana & Fowler, 2003). In an attempt to
explain turn-taking coordination, Benus (2009) suggests that it can be explained using an
oscillator model. In other words, he suggests that rhythmical entrainment at the level of
pitch accents leads to coordinated turn-taking. However, a comparison of the possible
units of rhythmic structure, syllables or pitch accents, indicated that pitch accents were
only a slightly better fit for the model. Additionally, Benus only considered turns in
which the speakers asked a yes/no question and the addressees responded. Obviously,
given the countless other speech acts available to speaker, the parameters of the model
would likely vary depending on the unit of analysis.
Conversations are joint actions, which means turns follow the rules of joint
activities. That is, they are designed to accomplish each phase of coordinated activity like
presentation and acceptance, understanding, etc. Clark criticizes Sacks et al.’s (1974)
turn-taking rules because of their circular nature. Something is only a turn if it adheres to
the rules and the rules describe something that is a turn. Also, there is no room in the
turn-taking rules for mid-turn contributions. Clark also adds that when people share the
same visual stimuli (shared visual scene) conversations can look very different than when
they do not.
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In his discussion of turn-taking, Clark (1996) ponders what it is that helps listeners
anticipate, usually correctly, the end of the speaker’s turn. He suspected that listeners rely
on multiple cues, such as eye gaze, gestures, and changes in pitch (Clark, 1996, p. 322).
He suggests that listeners likely anticipate the end of a turn by utilizing a combination of
the features available to them (e.g., eye gaze, acoustic/prosodic features of speech).
Beattie, Cutler and Pearson (1982) found that people were able to distinguish turn
middles form turn ends with either audio or video clips as well as a combination of both
from television interviews, but were unable to tell the difference with just the interview
transcripts.
Understanding the timing of turn-taking is crucial to determining the coordination
and synchrony of conversational participants. Evidence of between-turn pause durations
suggests that listeners are likely projecting the “turn relevance place” (Wilson & Wilson,
2005) and initiating the processes necessary to produce a response (Walker, 1982).
Wilson and Wilson (2005) attempted to explain conversational turn-taking using an
oscillator model. The authors contend that the cues speakers use to signal the end of a
turn help listeners know that a turn is ending but not when it is ending. Results from
previous research indicated that between-turn pauses can be as short as 20 ms and about
70% are less than 500 ms (Wilson & Zimmerman, 1986). For comparison, consider that it
takes approximately 500-800 ms for an individual to initiate a verbal response to a
complex stimulus (Kuriki, Mori, & Hirata, 1999). These results suggest that listeners are
not waiting for the end of the speaker’s turn; rather they seem to be anticipating it in
some way. Wilson and Wilson (2005) described this as entrainment of timing within their
oscillator model. The “encoding periodicity of a signal increases” the likelihood of
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predicting future oscillations (Wilson & Wilson, 2005 p. 961). Given this evidence, it
seems reasonable to consider a cognitive theory that offers an explanation of how
interlocutors are able to take turns so efficiently.
Previous research by Wilson and Zimmerman (1986) determined that between-turn
silences are not of arbitrary lengths. Rather, the different lengths of time appear to be
multiples of some unit length of time revealing a periodicity in between-turn silence
durations. The model proposed by Sacks et al. (1974) of turn allocation actually predicts
the results found in Wilson and Zimmerman (1986) quite well. Because the turn-taking
occurs some integral number of times (passing back and forth) in real time, this translates
to duration lengths of integral multiples. This length ranged from 80 – 180 ms (M = 120
ms) across seven conversations.
Bosch et al. (2005) conducted an analysis of between turn pause durations and their
statistical dependencies between speakers with a comparison of face-to-face dialogs and
telephone conversations. How the authors define a turn in this research is critical to an
interpretation of the results. Here, turns are defined as stretches of one or more
uninterrupted utterances. They use this definition in order to be able to distinguish withinturn from between-turn pauses.
The pattern of pause durations was significantly different from chance but stands
when speakers within dyads are interchanged, suggesting some form of accommodation
(Garrod & Pickering, 2004; Tannen, 1989) The authors also argue however that context
effects such as topic of conversation could affect the temporal aspects of inter-turn pause
durations. Also, it is necessary to consider prosodic contours at pause boundaries in some
cases. The researchers found a greater proportion of overlaps between male-male
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telephone conversations compared to female-female conversations. However, there was a
greater overall instance of overlap in phone conversations compared to face-to-face
dialogs.
One of the main points of this section is that, as past researchers have already
shown, the rate of turn-taking in a conversation is an important aspect to consider. Using
it as a basis for analysis is theoretically interesting because the purpose of this research is
the coordination of conversation over time. It is crucial, therefore, to analyze
conversational coordination as a function of the rate of a turn-taking which is
theoretically the timing of a dialog. Turn-taking provides us with a theoretical and
practical factor that helps define conversation. The next section is concerned with how
interlocutors coordinate content or information, known as alignment.
Alignment
Clark’s (1996) language-as-action account emphasizes the social nature of
language including the context in which each utterance is interpreted. Clark notes that
contextual and social factors, such as where a conversation is taking place (e.g., movie
theater or a funeral) and the relationship between the interlocutors (e.g.,
employer/employee) will affect the type of language used and how that language is then
understood. Furthermore, language-as-action researchers are more interested in
understanding language processes purely in terms of their goals (e.g., the formulation of
common ground; Clark, 1996). These goals are often seen as social influences which are
so critical to language, that they can lead to more effective communication through the
coupling of the production and comprehension processes involved in dialog (Pickering &
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Garrod, 2004). Researchers believe it is this coupling, which then leads to linguistic
alignment at multiple levels of representation.
Language is fundamental to social interaction (Wilson & Wilson, 2005). Therefore,
it is necessary to investigate the language behaviors of humans as they interact with each
other. The last decade has seen an increase in theories of how interlocutors are able to
engage in dialog so effectively (e.g., Garrod & Pickering, 2004; Horton & Gerrig, 2005).
Inherent in these theories is some level of shared representations. In other words,
researchers tend to agree that in order to shape their utterances appropriately, speakers
must make use of their knowledge of listeners’ mental states. In other words,
conversational coordination occurs because of shared knowledge and the goal of the
interaction is to increase the amount of common ground. Shared representation is the
facilitator and the goal of conversational coordination (Garrod & Pickering, 2004).
One theory of communication is known as audience design (Bell, 1984). Audience
design refers to the notion that listeners can influence speakers’ linguistic choices. That
is, speakers design their utterances with their audience in mind (Bell, 1984). Research
conducted by Haywood, Pickering, and Branigan (2005) demonstrated that speakers will
alter their speech to reduce ambiguity for the listener. In an interactive gaming task,
participants were to instruct each other to move objects around on an array (e.g., “Put the
penguin in the cup…”). In some trials there were multiples of the same object,
introducing ambiguity into the conversation. Analysis of these trials showed an increase
in the word “that’s” in the speakers’ instructions (e.g., “Put the penguin that’s in the
cup…”). Presumably this was done to disambiguate the penguin in the cup from another
penguin visible in the array.
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This type of conversational alignment or perspective taking suggests that speakers
are aware of what their listeners know and will align their utterances with these beliefs.
The authors suggest this happens automatically, as many of the participants reported they
were unaware they had engaged in the behavior. However, Branigan and Pearson (2006)
claim there is a strategic, therefore conscious, element to alignment. In their study of
human-computer interaction, humans aligned with computers just as much as when they
believed they were speaking with a human participant. In fact, alignment was greater
with the computer than with a human partner, suggesting participants believed the
computers to be less capable than human interlocutors, requiring increased alignment.
These results suggest that alignment occurs as a result of audience design.
In contrast to the results of Haywood et al. (2005), Horton and Keysar (1996) find
that speakers do not initially engage in audience design. Instead, the authors suggest that
speakers speak from an egocentric perspective and only engage in audience design after
originally monitoring interactions for violations of common ground. In a variation of the
same referential communication task used in Haywood et al. (2005), Keysar, Barr, Balin,
and Brauner (2000) tracked the eye movements of addressees as they scanned a shared
grid of objects, some of which were not visible to the speaker. They found that
addressees would often consider objects not visible to the speaker as initial options before
performing some kind of self-correction. This “egocentric heuristic,” the authors argue,
can be useful in reducing possible referents in a shared visual scene, but could also result
in some systematic error. Opponents of this perspective suggest that unencapsulated
memory processes can be flexible and adaptive enough in dialog to be sufficient for
coordination in conversation (Brennan, Galati, & Kuhlen, 2010).
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Alignment here refers to the propensity for one speaker to adopt certain aspects of a
previous speaker’s speech such as word choice, speech rate and syntactic structure (e.g.,
Giles, Coupland, & Coupland, 1991). Further research on conversational alignment has
demonstrated an alignment of non-linguistic variables, such as bodily movement
(Chartrand & Bargh, 1999). Whether alignment is strategic (Branigan & Pearson, 2006)
or the result of priming mechanisms (Pickering & Garrod, 2004), this dynamic coupling
of what is said and what is known between two interlocutors can be explained through
the principles of dynamical systems theory. That is, the emerging coordinative structure
functions as a self-organizing system and can be measured in terms of the synergetic
principles of limit cycles and periodic attractors (Kelso, Holt, Rubin, & Kugler, 1981). I
will discuss these concepts in more detail in a later section.
Researchers believe that conversational partners share a common goal: to
communicate (Clark, 1996). Throughout the communication, speakers and listeners try to
express and understand each other’s intentions. In successful dialog, interlocutors are
able to align their situation models (Branigan, Pickering, McLean, Cleland, 2007).
Behaviorally, they tend to imitate each other, in that they make the same linguistic
choices at different levels of representation (e.g., syntactic; Pickering & Garrod, 2004).
These researchers (e.g., Garrod & Pickering, 2004) have suggested that this alignment is
evidence of a successful conversation.
As Brennan et al. (2010) note, it is easy to take successful, spontaneous
conversation for granted as the norm without noticing the elegant ways people coordinate
thoughts, content, linguistic variables, and even movement. Though researchers disagree
on the specific processes by which alignment in dialog occurs – whether it be through an
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interactive process of speech and comprehension (Pickering & Garrod, 2004), an
egocentric default process (Barr & Keysar, 2002) or as a collaboration between speaker
and addressee (Clark, 1992; Clark & Wilkes-Gibbs, 1986) – there is overall agreement
that what interlocutors align or coordinate in conversation.
As reviewed above, research on conversational alignment has been varied.
However, there is evidence that alignment occurs. Theories of dialog alignment differ
mainly on how aware interlocutors are that they are aligning or sharing the burden of
monitoring shared knowledge (Bard et al., 2007). Bard et al. (2007) tested these
alignment theories by measuring what participants could see and what information they
were given about what their addressees knew (in other words, how speakers monitor and
utilize addressee feedback). In three experiments using the map task, simulated voice and
gaze feedback, speakers tended to follow a model of shared responsibility (Clark &
Wilkes-Gibbs, 1986). This model of shared responsibility is also known as the principle
of least collaborative effort. Maintaining shared knowledge is a group effort.
Understanding conversational coordination requires an understanding of individual and
shared processes of alignment.
If humans operate under the same principles as other dynamical systems, then it
seems that the question of conscious versus unconscious processing of alignment is
irrelevant. In other words, if a speaker consciously attempts to align with her addressee
(e.g., a police officer interrogating a potential suspect) or the alignment happens
unconsciously (e.g., first date), the phenomenon is the same. Garrod and Pickering (2004)
suggest conversational coordination occurs as a result of aligned cognitive
representations. Alternatively, Shockley, Richardson, and Dale (2009) suggest,
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“interpersonal coordination is a case of an emergent coordinative structure” (p. 306).
Does the coordination emerge naturally as a result of lower-level interactions and
environmental constraints? If this is the case, higher-order cognition can be thought of as
a control parameter rather than the system driving the coordination.
Much of the alignment research has focused on linguistic elements such as word
choice and syntax (Garrod & Pickering, 2004). Physical behaviors in conversation such
as eye gaze, posture, and hand gestures can be extremely informative for both the speaker
and listener. However, there is proportionately less evidence regarding how speakers
might physically align with each other, compared to lexically. It has even been suggested
that alignment at the physical level is merely mimicry given participants all share similar
goals. In the next section, I review some evidence which suggests that mirror neurons
may be the key to understanding social coordination.
Mirror Neurons
One of the ways researchers have begun to explain social coordination is through
the function of mirror neurons (Rizzolatti & Arbib, 1998). Broadmann’s Area 44 (ventral
premotor area) of some primates, thought to be the homologue to Broca’s area in humans,
is said to include mirror neurons (Rizzolatti & Arbib, 1998). Mirror neurons have been
implicated in various forms of learning, social coordination, and even theory-of-mind
abilities in animals and humans (Fogassi & Ferrari, 2007; Wargo, 2008).
Mirror neurons apparently fire when an animal performs a grasping action, and
when observing another animal performing the same grasping action (Rizzolatti & Arbib,
1998). These researchers have suggested that the existence of mirror neurons points to an
evolutionary component to social action as well as perhaps social coordination. As stated
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previously, the mirror neurons are present in an area of the monkey brain thought to be
the homologue to Broca’s area in the human brain. It is well known that Broca’s area
plays a role in language processing. This could suggest a neuroanatomical place for
perspective-taking in language, especially conversation given its social aspects.
There is evidence which suggests mirror neurons play a role in social action
coordination (Oullier, de Guzman, Jantzen, Lagarde, & Kelso, 2007). That is, it is
possible that the human mirror neuron system helps us coordinate with others by
providing an understanding of the intentions of others (Iacaboni et al., 2005). Oullier et
al. (2007) found that participants would spontaneously coordinate (phase synchrony)
without being instructed to do so when they had the benefit of visual stimuli. These
results could be considered evidence for the role of the mirror neuron system in visual
perception and action coordination.
The mere existence of mirror neurons suggests researchers should approach the
study of cognition from a social perspective. The evolution of a cognitive system built to
conceptualize another’s actions perhaps provides evidence for the ease with which
interlocutors engage and align in conversation. However, there is another perspective that
I will describe in the following section. From a dynamical systems perspective, behavior
in humans is self-organized and follows the principles of other complex systems. Mirror
neurons, from this perspective, are just one example of nature’s tendency to coordinate
(Kelso, 1995).
Dynamical Systems Research
Research on human interaction using dynamical systems theory suggests there is an
alternative and emergent goal of conversational coordination (e.g., Kelso, Tuller,
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Vatioksis-Bateson, & Fowler, 1985; Ramseyer & Tschacher, 2006; Shockley et al.,
2009). The field of dynamics is concerned with the behavior of systems that change over
time (Strogatz, 1994). Recent research founded on dynamical systems and applied to the
study of interpersonal movement coordination (Haken, Kelso, & Bunz, 1985; Kelso,
1995; Schmidt & Turvey, 1995), suggests that humans act according to the same
principles of dynamical systems found in the physical world (e.g., Shockley et al., 2009).
Self-organization or synchrony refers to the ordered behaviors of complex systems
(Kelso, 1995). The brain is one such system. The brain has billions of neurons and
connections between them, yet is a rapid and efficient behavioral organ. True complex
self-organizing systems do not contain a higher-order executor governing their behaviors
(Kelso, 1995). Therefore, the brain is considered a complex system rather than the
executive in charge of the body. The body and brain is one system. This self-organization
can also refer to the synchronization of behaviors between systems, including the
coordination between humans. Information should be thought of as external as well as
internal experiences that affect the behavior of the system (Kelso, 1995). For example, as
noted previously, coordination in conversation can change depending on the context (e.g.,
what is the topic of conversation) and the experiences of the people engaging in the
conversation (e.g., how well they know each other).
Haken et al. (1985) define the behavior of these self-organizing systems with an
equation known as the HKB model. The HKB model summarizes the variables and
constraints that influence the stability of the system. For example, the frequency of the
oscillators is defined as well as coefficients, which govern the strength of synchrony
(Schmidt & Richardson, 2008). These variables are the control parameters within which
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the spatial-temporal order of the system remains stable. Control parameters affect the
behavior of a system, but they are not dependent on them (Kelso, 1995). It is not usually
clear what is a control parameter until variation in it causes change in the system.
Recent studies on the oscillation cycles of human hand movements and interlimb
coordination (e.g., Fuchs & Kelso, 1994; Haken et al., 1985; Kelso, 1995; Schmidt &
Turvey, 1995) reflect the importance of considering these principles in the study of
human behavior. Rhythmical oscillations are behaviors that occur naturally over time
(Kelso, 1995). Kelso described the behavior of finger movements with a metronome as
either in-phase (both fingers are forward at the same time) or anti-phase (one finger is
completely forward at the time the other is completely back). In-phase movements
always became unstable at higher frequencies, reflecting a key point of dynamics. That is,
when a system reaches certain critical points of parameter values, it will undergo changes
that are known as phase transitions. Researchers have suggested that human
consciousness can be understood in these terms. In fact, one such phenomenon known as
the “aha moment” has been likened to the idea of phase transitions (Kelso, 1995). In
other words, the neurons in the brain reach a critical point and transition from not
knowing to knowing. It is these instabilities that allow for the study of pattern change in
behavioral patterns (Kelso, 1995). Instabilities can be used to identify the control
parameters of a system and are thought to be the mechanism by which systems switch
from one behavior to another (Kelso, 1995).
Conversation is one behavior that can easily be understood in terms of dynamical
systems principles. There are aspects of phases, phase transitions, and coupled oscillators.
Speech in conversation occurs in phases. While one person is speaking the other is silent,

!

16!

often anticipating the end of the speaker’s turn. Wilson and Wilson (2005) suggested that
turn-taking in conversation acts like a system of coupled oscillators. The researchers
suggest that because of the coordination of timing, the relatively few interruptions and
simultaneous starts that occur in natural conversation, and the seemingly effortless nature
with which addressees anticipate the end of a turn, oscillators in the brain of the
interlocutors become entrained. The system starts in an initially unstable state of random
activity and after a little perturbation, creating a moment of instability, switches abruptly
to a patterned event.
One important point to note is that immense behavioral complexity can emerge
from very simple parameter dynamics. These complex systems, including human
cognitive systems, organize to create dynamic patterns spontaneously as the result of
huge numbers of components. These patterns can be simple or infinitely complex. This
complexity is a result of the “dynamical mechanism of nonequilibrium phase transitions”
and simple order parameter dynamics (Kelso, 1995, p.17). Lastly, this tendency to selforganize is inherent in complex systems (Kelso, 1995).
The HKB model is a not uncommon form of dynamics equation that describes
something whose behavior can be defined by sine curves (e.g., oscillations). Sine curves
can be thought of as mathematical functions, which describe any vibration with smooth
and repetitive oscillations. They are often defined in terms of three parameters;
amplitude, phase, and frequency. Amplitude describes the height of the wave, phase
describes where in time the wave begins and frequency refers to the number of waves
which occur in a unit of time (usually 1 second). Sine curves are used to describe sound,
motion and other natural phenomena. Imagine a sine curve of amplitude a and added to
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or subtracted from it is another sine curve, slightly out of phase and with amplitude b
which is somehow coupled to amplitude a. These coupled curves move repetitively
across time. The entire coupled system is then modified with a random noise function.
The HKB model defines this fundamental system.
The HKB model has been designed to capture the way in which a system with a
high number of dimensions settles into particular attractor states. Additionally, the
parameters embedded in the model are used to describe the structure of the change that
naturally emerges in these types of systems, such as instability or phase transitions. The
HKB model has generated an extensive amount of research on behavioral states and
attractors and the possibility that these principles could be used to determine the
mechanisms of interpersonal coordination.
Coordination Research
In order to show that human behavior adheres to the same principles of selforganizing systems, it is necessary to measure and model behavior as “attractor states”
(Schmidt & Richardson, 2008, p. 286). Attractor states are the points in space where all
systems converge initially (Kelso, 1995). These points or basins of attraction are periods
of stability. It is possible for a system to have several attractor basins, known as a
multistable system. If humans act as complex physical systems and are subject to the
same principles which dictate the behaviors of other physical systems, what are the
implications for the study of human behavior?
The research initiated by Kelso and his colleagues described above was focused
mostly on single individuals. The results from this research raise the question; if
individuals act as oscillators with the same control parameters, shouldn’t two individuals
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exhibit similar rhythmic coordination when constrained by the same environmental
information (Schmidt & Richardson, 2008)? The answer is yes. Extensive evidence exists
demonstrating this very idea (e.g., Fuchs & Kelso, 1994; Kelso, Tuller, VatioksisBateson, & Fowler, 1985; Schmidt, Carello, & Turvey, 1990; Shockley, Baker,
Richardson, & Fowler, 2007).
To understand natural interactions, like conversation, we have to understand that
these are whole-body coordinated interactions with individual coordination happening at
the same time while navigating through an environmental space. In other words, these
interactions are coordinated in space and time. This interactional synchrony, or
coordinative structure, self-organizes over time. As a further extension of this work
which has demonstrated that two coordinative structures exist across two individuals
using principles of dynamics, do these principles apply when considering higher level
cognitive actions, such as conversation?
Importantly, there are no assumptions in dynamical systems theory about cognition
or a presumption of special higher-order cognitive function. If coordination does not
emerge from cognition, then where? It’s been suggested that it emerges from the dynamic
competition or collaboration between individuals (Kelso, de Guzman, Revely, & Tognoli,
2009). Under principles of dynamical systems, cognition is considered a constraint on the
system (Shockley et al., 2009). In opposition to previously discussed research (e.g.,
Garrod & Pickering, 2004), shared mental states are a result of the emergence of the
coordinative structure, not the cause. So what is the role of cognition in coordinative
action? van Dijk, Kerkhofs, van Rooij, and Haselager (2008) explain that the brain acts as
a response to behavior. That is, the environment determines what actions are appropriate
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and the brain helps narrow the system so that the correct behaviors are selected. Given
our social nature and the ease with which we engage in coordinated social interactions, it
would seem likely that purposeful cognitive processes are the result of our behaviors
rather than the cause and are constrained by our immediate environment.
Researchers believe there is also a social constraint on coordination. Marsh,
Richardson and Schmidt (2009) suggest it is necessary to pick up on the subtle
movements of others because these actions are constrained by the social context. There is
information embedded in our unconscious actions that interlocutors can use to coordinate.
What Condon (1980) calls interactional synchrony is the tendency of a listener to move in
time with the rhythm of the speaker’s articulations. This type of coordination has been
shown to increase social affiliation ratings (e.g., Hove & Risen, 2009). Some researchers
argue that coordination such as this is essential to interaction (e.g., Cappella, 2005).
The success of an interaction can be described as a function of the ease and
reliability with which an individual’s actions result in the intended goal (Schmidt &
Richardson, 2008). The authors further explain the importance of quantifying social
interactions and how it is possible to define interpersonal coordination:
To understand the process of interpersonal interactions, we need to study
the dynamics of interpersonal coordination. The research that we have
performed over the past two decades has been dedicated to understanding
the extent to which principles of coordination dynamics that govern
intrapersonal movements can be used to understand the array of stabilities
that arise in interpersonal coordination. (Schmidt & Richardson, 2008, p.
285)
It is important to note the extension of research on individuals as self-organizing systems
to the study of the emergence of coordinative structures between members of a dyad.
Schmidt and Richardson (2008) conclude by saying that the “processes of social
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coordination need to be understood in terms of the universal logic of stability of natural
systems - dynamical processes of self-organization” (p. 303).
The discovery of mirror neurons and the pervasiveness of claims that we mimic
partners in speech, gesture, and syntax suggest an evolutionary basis for social
coordination (e.g., Lakin, Jefferis, Cheng & Chartrand, 2003). Conversation researchers
agree that conversation is one form of joint action (e.g., Brennan & Clark, 1996; Clark,
1996; Shintel & Keysar, 2009). Two people interact to coordinate meaning and
understanding. Does language, as a social process, require a special set of assumptions to
account for coordination between interlocutors? Some researchers (e.g., Shockley et al.,
2009) say no. In fact, just like any other complex dynamical system, conversational
coordination is a result of interacting components affected by and acting on constraints,
such as the environment, to support the joint goals of the interaction.
Shockley et al. (2007) were interested in the effects of postural coordination on
speech and vice versa. They found that similarities in participants’ speech patterns
increased coordination of postural configurations and postural sway trajectories. They
also found that postural coordination was influenced by a social constraint in that
participants had to be performing the task together (no effect was found for virtual pairs).
Research shows that the coordination of participants’ gaze can be affected by
common ground (Richardson, Dale, & Tomlinson, 2009). Based on these results,
coordination of gaze increased when participants believed there was less common
ground. Upon further analysis, researchers found that in the absences of gaze
coordination, participants made attempts to increase common ground vocally (e.g., by
making implicit requests for confirmation).
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Researchers debate the mechanisms supporting joint action. However, there seems
to be agreement across the board that coordination promotes communication regardless
of the status that cognition holds in their respective theories. Are they low-level processes
like direct perception-action links or higher-order cognitive processes like memory? How
can we know if joint action is borne out of a system of shared representations or one of a
unit of coordinative structures? In order to answer these and other important questions of
dynamic coordination, researchers have begun to develop methodologies for analyzing
dyads across time. The following section examines these methodologies.
Dyadic Interactions
The purpose of this section is to explore the advantages and disadvantages of a
subset of the methods researchers use to study the behaviors of dyads across time. The
data being analyzed in the current project are ideal time series data. In fact, the analysis
of speech characteristics is the definition of time series. Speech is a behavior that occurs
over time and analyzing the characteristics that define speech is equivalent to analyzing
any indices in time. The data used in the current project is described as time-domain data
as opposed to time series in the frequency domain. Frequency-domain time series model
fitting is often done as a means for uncorrelating, thereby normalizing adjacent variances
in the series (Williams, 1997). There are dozens of measures researchers can use
depending on the nature of their dyadic data, including autoregressive functions, crosslagged structural models, growth-curve modeling, cross-spectral analyses and structural
equation modeling. Here, I will limit the discussion to the three most relevant methods
for the data analyzed in the current project. Specifically, I discuss the usefulness of
autocorrelation, cross-correlation and windowed cross-correlation. The last part of this
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section deals with the issue of windowing in time series analysis.
Autocorrelation. A common phenomenon in time series data is the fact that
measures at time T-1 influence measures at time T. In other words, there is an effect of
earlier values on later values (Williams, 1997). This kind of nonindependence is typical
of time-series data and can cause problems for some analyses that assume independence
(Williams, 1997). Some books define this effect as autocorrelation (e.g,. Kenny, Kashy,
& Cook, 2006). However, others define autocorrelation as the statistic that measures the
degree of influence (Williams, 1997). The magnitude of the autocorrelation measure
reflects the amount of influence earlier data has on subsequent data.
It is necessary to determine if the time series data being analyzed are
autocorrelated. To do this requires determining two initial components, autocovariance
and variance (Williams, 1997). Autocovariance literally means how something varies
with itself. Autocovariance is a way of measuring the differences between the time series
and itself lagged back in time from the mean reference point (Williams, 1997). The
product of the deviations at each time point represents variance. To calculate
autocovariance, one must sum up the products of the joint magnitude at each time point
and divide by N (Williams, 1997). This is done for a lag of 1, 2, 3, and so on.
To interpret autocovariance requires the calculation of variance. The calculation of
variance (average squared deviation) standardizes the autocovariance, making it
dimensionless and in turn interpretable across different time series (Williams, 1997).
With both these values, it is possible to calculate the autocorrelation at a given lag, which
is the autocovariance at that lag divided by the variance. Autocorrelation coefficients
range from +1 to -1 (Williams, 1997). A +1 indicates the two time series are identical at
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lag=0 and a coefficient of -1 indicates the two time series are perfect mirror images of
each other (Williams, 1997). The autocorrelation statistic measures how well the data fit
on a straight line (Williams, 1997). Therefore, if the data do not have a linear
relationship, this statistic may not be appropriate.
After calculating the autocorrelation coefficient, it is possible to graph the
coefficient at each of the associated lags. This graph is known as a correlogram. The
correlogram will summarize any regularity in the data (Williams, 1997). Therefore, if the
data are not at all associated, the autocorrelation coefficient will
be close to 0 for all lags. However, if the data are autocorrelated, the graph will indicate
the pattern of regularity in the data.
To sum up, autocorrelation is a statistic that measures the amount of association
between two time series at different lags. Autocorrelation is equal to the ratio of
autocovariance to variance. It is often recommended to determine if time series data are
autocorrelated (Williams, 1997).
Cross-Correlation/Windowed Cross-Correlation. The following section
concerns the use of cross-correlational methods and windowed cross-correlation as
outlined in Boker, Xu, Rotondo, and King (2002). A common method for estimating
association between two time-varying stimuli is cross-correlation (Boker et al., 2002).
Pearson-product moment correlations are calculated for equal vectors of continuous
values sampled at equal time intervals from each of two time series (Boker et al., 2002).
The correlations are calculated by aggregating across the entire time series.
The issue with most other time series methods, including cross-correlation, is they
assume stationarity over time (Boker et al., 2002). The assumption is that whatever the
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properties are of variable A at time 1, they remain constant across the time series. With
conversation and coordination, we cannot assume stationarity; humans are too dynamic.
In conversation, people are constantly taking turns, making gestures, and producing
relevant utterances. In windowed and lagged cross-correlation, there is no global
assumption of stationarity. Rather, we assume there are local, short-term associations
between the two time series (e.g., within window). In other words, we would not expect
to find an overall correlation between person 1 and person 2 of movement across the
entire 30 minute conversation. However, we might expect to find local coordination in
short intervals which reflect the increasing elapsed time.
The data from the current analyses were given in the form of two time series which
were analyzed for the presence of synchrony using a variation on the cross-correlation
method developed by Boker et al. (2002) termed the windowed cross-correlation method.
To determine how often the time series reflect the same values, in other words, are
indicative of synchrony, in windowed cross-correlation, Pearson product moment
correlations are used to determine the relationship between two continuous variables
across time provided both variables are being sampled at identical intervals of time
(Boker et al., 2002).
Essentially, this method quantifies the variability found in bivariate correlations
over time. The dependent variable (DV) is amount of synchrony and the independent
variable (IV) is conversation across time. The analysis measures the amount of synchrony
by comparing the values in vector A (person 1) to the values in vector B (person 2) at
time T and computes the Pearson correlation values for the two vectors across the sample
intervals (Boker et al., 2002). Equal values in both vectors, in the present study, mean
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that the amount of gray-scale change (changes in pixel values) from one image to the
next in the sequence was the same for person 1 and person 2 (i.e., person 1 and person 2
are moving with each other).
The results of the windowed cross-correlation method are put into a results matrix,
with columns representing lag and rows representing each windowed pair of data. A
vector V of cross-correlations is given representing one row in the results matrix. This
vector is used to identify peak correlations in each dyad. In order to identify patterns of
change, Boker et al. (2002) utilize a peak-picking algorithm. The algorithm finds
maximum correlations in V (the vector of correlations) within local regions of size L,
starting at a lag of 0. In other words, starting at a lag of 0, a search is conducted for the
largest correlations in vector V.
Windowing in time series analysis. The concept of window size in time series
analysis is not defined precisely. There are generally little to no guidelines outlining how
or why to choose a time series window of a specific size. The focus for this project is the
windowed cross correlation method outlined in Boker et al. (2002). In their paper, the
authors recommend choosing the cross-correlation parameters, specifically window size,
by testing different windows on sample data. In addition, they note that any method
chosen for analysis of dynamic systems must be seen as reliable as well as sensitive. That
is, they discuss the nature of a reliability-sensitivity tradeoff. Measurements should be
able to capture reliable patterns of synchrony but also be sensitive to changes in the
strength of the associations between the two data streams (Boker et al., 2002).
Here, I am interested in looking at coordination within conversation, both of which
will largely impact the choice of window size. The data in the first project are pixel value
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changes (representing movement) from a series of images exported from video-taped
interactions at 8 frames per second (fps). For the vocal analysis, the data are F0 values
(heard as pitch), amplitude, and rates of speech (vowels per minute) from each member
of the dyad. Because the data are of conversational interactions, I’ve chosen to explore
window size with respect to the fundamental basis of all conversation, which is turntaking.
Dyadic conversation is anti-phasic. Therefore, window size should be different than
for movement, which is inherently phasic. For the analysis of vocal coordination, a
window size that is too small will only capture one speaker at a time, resulting in no
coordination at all. In other words, the analysis would only capture one speaker at a time
meaning there would be empty data points in the time series when the speaker holds the
floor and the addressee is silent. For an analysis of movement coordination in
conversation, a window that is too small might indicate increased synchrony due to the
extensive overlap of data from the two interlocutors. However, a window size that is too
large for both data types would incorrectly indicate coordination. That is, a window that
is too large means the data would be overestimated. As Boker et al. (2002) point out,
increased data points within a window increase the likelihood of reaching statistical
significance, however the ability to detect local changes in coordination is greatly
reduced. Researchers have suggested that the unit of analysis for turn-taking is pitch
accents or syllables (Benus, 2006; Bosch et al., 2005; Stivers et al., 2009).
For the current project, a different window will be chosen for each dyad, according
to speech rate and rate of turn-taking present in the conversation. Choosing the correct
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window size is critical in reducing variance and creating a smoother “curve” so that data
may be more easily identifiable (Kousidis et al., 2008).
Current Project Goals
The overall goal for the project is to build a model of conversational coordination.
To accomplish this, the following components were required. First, it is necessary to
create an appropriate automated method for determining turn-taking in a conversational
speech signal. For example, researchers have studied the prosodic, grammatical and
pragmatic aspects of utterances in an effort to understand how interlocutors turn-take in
conversation with such ease (Benus, 2006; Bosch et al., 2005; Stivers et al., 2009).
However, methods vary greatly and often require a great deal of time spent transcribing
data. In order to move the field forward in a significant way, I am attempting to utilize
different automated programs, such as Praat (Boersma & Weenick, 2005) and MATLAB
(http://www.mathworks.com/products/matlab/) in order to design an effective and
efficient way of analyzing speech.
A second goal for this project is to use the information garnered from turn-taking to
help inform the choice of window size in an analysis of conversations over time.
Currently there are no guidelines or rules about how to choose this important parameter
in time-series analysis. Therefore, I am arguing that for conversational analysis, the unit
of analysis should be conversational turns. For example, if speakers are turn-taking at a
fast rate, meaning that there is an almost equal proportion of articulation time from each
participant, then window size should be smaller than if the rate of turn taking was much
slower (e.g., one person does the majority of speaking).
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My third goal for this project is to apply theoretical perspectives from the field of
dynamical systems to the study of conversational coordination. There has been much
research in the past decade regarding the likelihood that human behavior adheres to
principles of dynamical systems, such as phase transitions, attractor basins, oscillations
and self-organization. Therefore, results from the current project have been discussed
with regard to these theoretical perspectives. Also, how the results from the current
project support theories of complex human behavioral systems are discussed.
I hypothesized that there will be coordination within dyads. However, how people
coordinate and how often will vary across conversations as a function of the rate of turntaking in each dyad.
Method
The purpose of this project is to understand the processes by which conversational
coordination emerges. To understand these processes, I examined the vocal and
kinesthetic coordination of participants engaging in dyadic conversation.
Participants
The data for this project are previously collected videotaped interactions of 11
dyads engaging in conversational tasks designed to elicit sarcasm (Caucci, 2008). These
videos were created for previous research on sarcastic intonation. Participants in each
dyad were seated across from each other in the center of the room at a distance of
approximately 1.5 m. The 30-minute sessions were recorded using three stationary
cameras set up inconspicuously among items in the recording room. Two cameras were
positioned to record over-the-shoulder views of each participant while the third camera
captured the side view of both participants simultaneously. The side view videos show
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both participants in frame simultaneously, allowing for a comparison of an individual’s
movements time-locked to the movements of the other member of the dyad.
One major focus of the original study was to collect the most naturalistic dialog
possible in a laboratory setting. Therefore, participants were not told the real purpose of
the study. Also, the laboratory setting included items specifically designed to create a
softer, more inviting environment. These items included curtains, plants, area rugs and
comfortable seating.
The participants were asked to engage in three separate tasks designed to elicit
natural sarcasm. One of the tasks required participants to collectively look at pictures of
celebrities from worst-dressed lists and discuss them (Hancock, 2002). For the second
task, participants were asked to create a five-course meal for an enemy (Cutler, 1974).
Lastly, we asked participants to discuss a fictional ironic scenario in which a rude waiter
spills soup on himself. After the three tasks were completed in random order, the
researchers informed the participants of the real purpose of the study. It is important to
highlight again that these conversations were intended to be as natural as possible.
The 30-minute sessions were divided by task into smaller 5 to 10 minute videos.
Because the purpose of this project is to understand coordination in informal
conversation, data from the discussion of only the ironic scenario was analyzed. It was
thought that while engaging in the other two tasks, participants may have been too
encumbered with task-oriented items to engage in true naturalistic dialog. Video
segments were edited to remove any instances when outsider individuals entered the
frame (e.g., research assistants). The purpose here was to create video segments that were
as free of as much noise as possible (i.e., sources of movement).
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Dyads were not controlled for gender, age or ethnicity. Therefore, participant pairs
are varied along these demographic dimensions. This could be a potential issue or benefit
to the proposed project. There may be a loss of some experimental control. However,
there is a benefit to analyzing the naturalistic interactions of a relatively representative
cross-section of the population. These variables could be included as covariates where
appropriate in future research (see Appendix A for participant demographics).
Participants were asked to identify the nature of their relationship. In other words, part of
the original study was an examination of common ground as it relates to sarcastic tone of
voice. Therefore, there is information regarding how well members of each dyad know
each other which could be interesting to examine in future research.
Procedure
All analyses were conducted on the same set of materials (i.e., videotaped
interactions of previous research participants) and both experiments were designed to
address a variation of the same fundamental question: do the principles of coordination
dynamics predict coordinated social behavior across two individuals? In the following
sections, methods and results for each experiment are discussed.
Experiment 1 - Body Synchrony. Experiment 1 focused solely on the coordinated
movements of the interlocutors. Body movements of each member of the dyad were
analyzed using the MATLAB image differencing program. See Appendix B for an
example of the program used to instantiate the image differencing algorithm.
The first step in the analyses was to create image sequences from the videotaped
interactions (see Appendix C for a sample image sequence created from a few seconds of
videotaped interaction). Only portions of the video where the two participants are fully
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engaged in the task and no other individuals (e.g., research assistants) are in frame were
analyzed. Because the focus was on large-scale action, like movement of the arms and
body, videos were sampled at a relatively low rate of 8 frames per second (fps). This
frame rate was chosen based on past research (e.g., Ramseyer & Tschacher, 2006). These
researchers analyzed video data of therapist and patient interactions at a rate of 5 fps. If
one were interested in a more fine-grained analysis of variables like facial muscle
movement, higher fps would be appropriate.
Next, these sequences of images were cleaned. That is, areas of the image not to be
measured in the image-differencing analysis were zeroed out and not included in the
analyses (see Appendix D for an example). For example, in these specific images, there
are objects in the room (e.g., plants) that move from one image to the next because of the
way the light reflecting off the object changes moment to moment. This is obviously not
psychologically interesting or relevant to the current project, so they were erased before
analysis. By equating pixel values within the specified region to all zeroes, MATLAB is
being instructed not to calculate differences in this area from frame to frame.
In MATLAB, the image-differencing algorithm measures the amount of color
change from one frame to the next (Ramseyer & Tschacher, 2006). In color images, each
pixel is represented by three component colors: red, green, and blue. MATLAB reads in
each color image as an M x N x 3 array. In other words, each pixel of each image has
three values associated with it, an R value from 0 – 255, a G value from 0 – 255, and a B
value from 0 – 255. The “imread” function in MATLAB, reads in a color image as a
matrix of numbers, which correspond to the pixel values. The image was split in half so
that each half contained only member of the dyad. Frame-by-frame movement on each
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side of the image was averaged across all 3 dimensions. MATLAB calculates the
difference in these values from one image to the next and produces a value of mean
movement per person, per image.
The results from the image-differencing algorithm are written to a text file. Each
individual within each dyad is analyzed separately, producing one text file containing two
columns of data for each dyad. These data were then analyzed using the widowed crosscorrelation method described in an earlier section (Boker et al., 2002). The function
CORRGRAM in MATLAB calculates the windowed cross correlation between the
signals in vector A and vector B and puts those correlations into an array, C. C can be
thought of as a results matrix with columns and rows. Each column of C contains the
cross correlation function between the short-term, time windows from the signals A and
B. Rows of the results matrix correspond to lag. Time increases across the columns of C,
from left to right and lag increases linearly down the rows, starting at negative max lag.
We can see from these data how much movement is happening at each point in time and
the data from participant A can be compared to participant B to look for points of
synchrony.
Window sizes for this method were chosen manually for each dyad based on speech
rate. In other words, the windowing was based on an estimated rate of turn-taking within
each dyad which was computed as a function of speech rate disparity between members
of the same dyad. Speech rate is an approximate number of syllables per second. Larger
speech rates indicate there is more speech, longer turns and thus fewer turn changes
throughout. If speech rates are largely disparate, then one member of the dyad is
contributing more than the other, meaning fewer turns throughout the length of the
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conversation (see Figure 1a). However, in conversations where participants made equal
contributions, speech rates were equivalent, increasing the rate of turn-taking (see Figure
1b). Support for this idea comes from Wilson and Wilson’s (2005) oscillation model of
turn taking. The authors suggest that the timing of turn-taking is based on an oscillatory
function, explaining that the frequency of oscillation is based on speech rate.

Figure 1a. A comparison of the two signals from one dyad where one member
contributes significantly more to the conversation than the other. Figure 1b. Two signals
from one dyad where both members contribute similarly to the conversation.

Because the analyses in the current project are based on turn-taking, windowing for
dyads with larger than average differences in speech rate need to be larger than the
average turn length, which based on past research (e.g., Boker et al., 2002; Ramseyer
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&Tschacher, 2006), is approximately 4 seconds. The opposite would be true for dyads
with similar speech rates (i.e., more turns so windows equivalent to average turn length).
The average speech rate difference was calculated for the 11 dyads. Dyads with
differences above this rate were analyzed with windows greater than or equal to 4
seconds. Dyads with differences smaller than the average were analyzed with windows
less than or equal to 4 seconds. In order to ensure data were being analyzed appropriately,
different window sizes were tested on a sample of the data and results were compared to
determine which of these was most appropriate. The independent variable (IV) is amount
of pixel color change from image to image and the dependent variables (DVs) are the
means and standard deviations of the peak correlation values in the windowed crosscorrelation method.
Experiment 2 - Vocal Analysis. Speech is a natural and obvious coordination
mechanism in social interaction (Schmidt & Richardson, 2008). It has been shown that
listeners will mimic a variety of speaker behaviors such as rates of speech (Street, 1984),
gestures (Maurer & Tindall, 1983), and word choice (Shockley et al., 2009). These results
show that in conversation, alignment is happening within multiple channels and across
multiple levels. In Experiment 2, speech signals from the recorded sessions were
examined to look for vocal synchrony across the acoustic dimension of pitch.
Feature Extraction. Unlike previous research on conversational coordination, the
basis of analysis here is the most important and fundamental feature of conversation:
turn-taking. Therefore, all the analyses were conducted on data in windows of sizes
corresponding to the rate of turn-taking in each dyad as outlined in the previous section.
All sound files were normalized and equated for amplitude in Audacity
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(http://audacity.sourceforge.net/). Sound files were also cleaned (e.g., line noise, clicks
and pops were removed) in Audacity. Speech rate was identified for each dyad
automatically using a Praat script. Essentially, syllables were identified with respect to a
pre-determined amplitude threshold and the number of corresponding syllables were
counted to give an approximate measure of speech compared to non-speech. This method
has previously been validated by De Jong and Wempe (2005) as a useful way of
determining speech rate without the need for transcription. This method also identifies
number of syllables, number of pauses, phonation time and articulation time. Average
pitch (in Hertz) was identified and extracted from each sound file in Praat at a rate of 100
times per second. All analyses were outputted to text files.
Window sizes were selected based on the rate of turn-taking determined in the
initial analysis (as described previously). Each dyad was analyzed for speech rate and rate
of turn-taking and a corresponding window size for the dyad was created. For example,
the window size was calculated as a function of speech rate, total duration, total number
of pauses, and average pause duration. From these measures (given automatically by
Praat), neither a window size that was too small so as to only capture one speaker at a
time, nor one that was too big and consequently overestimate the coordination, was used.
These data were compared using the same windowed cross correlation method used
in Experiment 1 (see Appendix E for the MATLAB code used to run these analyses).
Here, the IV is pitch and the means and standard deviations of the max correlation values
are the DVs.
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Results
Experiment 1 – Body Synchrony
Recall from the earlier section that the materials being analyzed are exported image
sequences of videotaped conversational interactions. The amount of color change, which
represents the amount of movement, from image to image is the unit of analysis. Before
initiating the windowed cross-correlation process, speech rates were calculated for each
individual in each dyad (see Table 1) and from that, speech rate differences were
calculated for each dyad (see Figure 2). These differences determined the specific
parameters chosen for the windowed cross-correlation method. Interestingly, appropriate
window sizes changed as a function of speech rate.

Table 1
Number of Syllables and Pauses, Lengths and Speech Rates for Each Dyad
________________________________________________________________________
Dyad
Channel
#Syllables
#Pause
Duration (s)
Speech Rate
________________________________________________________________________
1

2

3

L

566

85

296.72

1.91

R

619

143

296.72

2.09

L

901

190

443.26

2.03

R

738

158

443.26

1.66

L

77

27

133.42

0.58

R

221

48

133.42

1.66

________________________________________________________________________
(table continues)
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Table 1 (cont.)
Number of Syllables and Pauses, Lengths and Speech Rates for Each Dyad
________________________________________________________________________
Dyad
Channel
#Syllables
#Pause
Duration (s)
Speech Rate
________________________________________________________________________
4

5

6

7

8

9

10

11

L

549

201

415.97

1.32

R

487

141

415.97

1.17

L

386

89

350.16

1.1

R

555

116

350.16

1.59

L

621

115

403.85

1.54

R

543

133

403.85

1.34

L

788

181

471.3

1.67

R

624

154

471.3

1.32

L

1568

245

683.25

2.29

R

969

294

683.25

1.42

L

857

147

424.16

2.02

R

418

94

424.16

0.99

L

1054

248

620.68

1.7

R

1766

194

620.68

2.85

L

341

58

168.39

2.03

R

191

39

168.39

1.13

________________________________________________________________________
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Figure 2. Speech rate for each dyad.

The Specific parameters chosen for each dyad are outlined in Table 2. These
parameters are window size (Wmax) and max lag (Tmax). In Table 2, we see that Wmax
varied from 2 seconds to 6 seconds and Tmax ranged from 1 to 2 seconds based on rate of
speech differences. That is, dyads with larger differences between speech rates were
analyzed with larger windows. The analyses produce graphs with elapsed time along the
x-axis, lag on the y-axis, and the color corresponds to the cross-correlation values at each
combination of time and lag.
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Table 2
Max Window and Max Lag for Each Dyad Based on Difference in Speech Rate
________________________________________________________________________
Dyad

Speech rate Diff

Window Size
Max Lag
(seconds)
(seconds)
________________________________________________________________________
1

0.18

2

2

2

0.37

3

1

3

1.08

5

1

4

0.15

2

3

5

0.49

4

3

6

0.2

3

2

7

0.35

3

3

8

0.87

4

3

9

1.03

5

3

10

1.15

6

4

11

0.9

5

3

In session three, interlocutors varied greatly with respect to individual speech rates,
resulting in a large difference in speech rate. An analysis of body movement for this dyad
reveals a pattern of coordination beginning at around 120 seconds into the interaction
(see Figure 3). This dyad was analyzed using a Wmax of 4 seconds and a Tmax of 1 second.
Vertical slices through the density plot, beginning at about 120 seconds into the
conversation and repeating approximately every 90 seconds, indicate a pattern of back
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and forth bursts in amount of movement. Patterns along the horizontal indicate when the
movements become stationary.
In Figure 4, the pattern is similar but seems to repeat less often. Interestingly, it also
takes the dyad approximately 250-300 seconds of conversation before exhibiting any
patterns of coordination. Vertical stripes through the density plot indicate a repeating
pattern of back and forth coordination. This dyad had the largest difference in speech
rates, with one individual contributing almost twice as much to the conversation as her
partner. However, with the larger window sizes, patterns of coordination are still being
displayed.
The density plots in Figure 4 are from the two dyads with the most similar speech
rates. All the plots in this section have lag on the y-axis from -MAXLAG to
+MAXLAG and time along the x-axis, both of which are shown as number of samples.
So, for the image-differencing output, data were given at 8 samples per second.

8 (samples per second) x 2 (seconds) = 16 (samples)

These plots also reveal interesting patterns in body movement coordination. In Figure 5, a
back and forth coordination pattern begins to show up about 300 seconds into the
interaction and then repeats every two minutes or so until the end of the interaction.
Window sizes for these dyads were smaller at 2 and 3 seconds, respectively. Compare
this to the window sizes from the dyads with the larger differences in speech rate.
Windows for these dyads were 5 and 6 seconds, respectively. While this might not seem
like a large difference, several back and forth exchanges can take place in a matter of

!

41!

seconds, suggesting that any coordination patterns could be lost or overestimated with the
incorrect window sizes.

Figure 3. Density plot of windowed cross-correlation results from the third dyad, which
had one of the largest speech rate differences Wmax = 5 seconds (5 seconds x 8 samples
per second = 40 samples) and a Tmax = 1 second (1 second x 8 samples per second = 8
samples). Y-axis is lag and the x-axis is time represented in samples.
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Figure 4. Density plot from session 10 with the largest difference in speech rate Wmax of
6 seconds and Tmax of 4 seconds.

In Figure 6 below, there does not appear to be any vertical pattern in the
coordination. However, there is a horizontal pattern of strong positive correlations
centered around a lag of zero. This pattern persists across the length of the interaction.
This suggests that movement coordination is stationary throughout the duration of the
interaction. Additionally, the dyad represented in Figure 6 had the smallest difference in
speech rate. This would indicate that there was an even distribution of turn-taking
throughout the conversation, perhaps generating a stationary pattern of coordinated
movements like the ones shown in Figure 6.
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Figure 5. Density plot from session 6, which had one of the smallest differences in
speech rate of the 11 dyads; Wmax is 3 seconds with Tmax of 2

Figure 6. Density plot from session 1, which had the smallest difference in speech rate.
Wmax of 2 seconds and a Tmax of 2 seconds.
!
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Finally, mean correlation vectors from each dyad were submitted to a one-way
analysis of variance (ANOVA) with window size as IVs and mean correlation values as
DVs. Results indicate a significant difference between windows F =14.02 (df = 5, 5207),
p < .001. That is, the analyses revealed the presence of coordination patterns. Post-hoc
tests revealed a significant interaction between windows of different sizes and their effect
on the correlation data (see Table 3). Coordination patterns varied significantly as a
function of window size, which as mentioned previously, corresponded to turn-taking.

Table 3
Results From ANOVA with Windows as IVs and Mean Correlations as DVs
________________________________________________________________________
Window
Window
Mean Difference
________________________________________________________________________
1

2

.0062

3

.0162(**)

4

.0176(**)

5

.0243(**)

6
.0265(**)
________________________________________________________________________
2

1

.0062

3

.0100

4

.0114

5

.0181(**)

6
.0203(**)
________________________________________________________________________
(table continues)
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Table 3 (cont.)
Results From ANOVA with Windows as IVs and Mean Correlations as DVs
________________________________________________________________________
Window
Window
Mean Difference
________________________________________________________________________
3

1

.0162(**)

2

.0100

4

.0013

5

.0080

6
.0102
________________________________________________________________________
4

1

.0176(**)

2

.0114

3

.0013

5

.0066

6
.0089
________________________________________________________________________
5

1

.0243(**)

2

.0181(**)

3

.0080

4

.0066

6
.0022
_______________________________________________________________________
6

1

.0265(**)

2

.0203(**)

3

.0102

4

.0089

5
.0022
________________________________________________________________________
**p < .001.
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Experiment 2 – Vocal Synchrony
The unit of analysis in Experiment 2 is vocal pitch measured in Hz. As stated
previously, Praat extracted the average pitch of each signal once every 10 miliseconds.
The output files from these analyses are columns of F0 values reported in Hz. However,
because the sound files contain a number of pauses as a result of the natural course of
turn-taking in conversation, the resulting output files include a number of zeros
corresponding to the pauses in the sound files. The data from the current project were
analyzed using the windowed cross-correlation method utilized in the Experiment 1 (see
Appendix D for the MATLAB script used to run the analyses). Thus, removing the zeros
could influence the timing structure of the output. Therefore, output files were left
unedited. As in Experiment 1, the density plots below show lag on the y-axis and time
along the x-axis both represented in samples. Here the sample rate was 100 Hz. Thus,

100 (samples per second) x 3 (seconds) = 300 (samples)

Results from the current analyses indicate that interlocutors tend to coordinate their
pitch throughout the course of an interaction. Figure 7 shows a density plot of the first
session, which had a small difference in speech rate. That is, individuals in this dyad
contributed close to equally to the conversation. In this plot, a sparse but obvious pattern
of coordination shows up in the vertical of the plot. The window size for this analysis was
3 seconds. For comparison, Figure 8 is a density plot of the same interaction, but with a
window size of 4 seconds. Here, it can be seen how the coordination pattern starts to fade
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with a window of the incorrect size. In this case, the window is too large to appropriately
capture what is happening.
It does seem to be the case that, with respect to the coordination of pitch, there are
situations where participants do not coordinate (see Figure 9). In session number 10, the
difference in speech rate was the largest of all the dyads. One member of the dyad spoke
continuously for long stretches of time while her partner only provided backchannel
responses (e.g., “uh-huh”). Therefore, no matter the size of the window or how long a
lag, no coordination patterns appeared in the plots of the pitch values for this dyad.

Figure 7. Density plot of the pitch changes from session 1. Wmax = 2 seconds and a
Tmax of 2 second.
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Figure 8. The same dyad represented in Figure 7 with a Wmax of 3 seconds and a Tmax of 1
second. The coordination pattern becomes less stable with the larger window.

Figure 9. Density plot of session 10. Wmax = 5 seconds; Tmax = 3 seconds.
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Finally, in order to determine whether or not correlations were significant between
dyads, a one-way ANOVA with window size as the IV and the vectors of mean
correlation values as the DVs was conducted. Results from the overall F-test, revealed a
non-significant difference in mean correlation between windows F = 2.09 (df = 5,
10396), p =.06. However, there was a similar pattern to the results from experiment 1
which was significant. While the data were not significant here, with a p value of .06,
they neared significance. It could be that with only 11 dyads, there was not enough
statistical power to run these analyses.

Table 4
Results From ANOVA with Windows as IVs and Mean Correlations as DVs
________________________________________________________________________
Window
Window
Mean Difference
________________________________________________________________________
1

2

.00174304

3

.00487306

4

.02388618

5

.01569732

6
.01101327
________________________________________________________________________
2

1

.00174304

3

.00313003

4

.02214314

5

.01395428

6
.00927024
________________________________________________________________________
(table continues)
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Table 4 (cont.)
Results From ANOVA with Windows as IVs and Mean Correlations as DVs
_______________________________________________________________________
Window
Window
Mean Difference
_______________________________________________________________________
3

1

.00487306

2

.00313003

4

.01901311

5

.01082426

6
.00614021
________________________________________________________________________
4

1

.02388618

2

.02214314

3

.01901311

5

.00818886

6
.01287290
________________________________________________________________________
5

1

.01569732

2

.01395428

3

.01082426

4

.00818886

6
.00468405
_______________________________________________________________________
6

1

.01101327

2

.00927024

3

.00614021

4

.01287290

5
.00468405
________________________________________________________________________
**p < .001.
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Discussion
Turn-taking as a unit of analysis may seem obvious in conversational analysis.
However, to date, there have not been any previous studies of coordination or alignment
with a focus on this fundamental aspect of conversation. There are, of course, previous
studies on different aspects of turn-taking in conversation. For example, researchers have
studied patterns of turn-taking (Bosch et al., 2005) and the effects of conversational
context on patterns of turn-taking. The current research is the first of its kind to analyze
conversational coordination, both in movement and pitch, as a function of turn-taking.
Furthermore, this is the first study of its kind to analyze how changes in window size
affect patterns of results. Again, the focus here was on using turn-taking as a means for
how to change the size of the window used in the windowed cross-correlation analysis.
Experiment 1 revealed that interlocutors coordinate movement in conversation.
Patterns of coordination were analyzed utilizing the Boker et al’s (2002) windowed crosscorrelation method in MATLAB. To use this method requires the researcher to define
certain critical parameters beforehand (e.g., window size and max lag). Yet, there exist no
specific guidelines on how to choose said parameters. The major difference between
Experiment 1 and past research on movement coordination in conversation (e.g.,
Ramseyer & Tschacher, 2006) is the use of one specific concrete characteristic of the
data on which to vary the choice of these parameters. Therefore, patterns of movement
coordination in Experiment 1 changed depending on the size of the window used to
analyze the data. For example, when analyzing session 10, which had the largest
difference in speech rate, with a window size of 2 or 3 seconds, coordination patterns
disappeared. It is important to note that patterns varied widely with only small changes in

!

52!

window size. It is likely fairly crucial to have a firm basis on which to structure the size
of the parameters in the method utilized in the current project. This suggests readers
should be somewhat skeptical of the results from past research. It could be the case that
because of the lack of consistency in choosing essential parameters, results could be
invalid.
The results from the ANOVA in Experiment 1 indicated that mean correlations
differed significantly as a function of the size of the window used in the windowed crosscorrelation method. Again, it should be noted that window sizes were strictly chosen
based on speech rate differences within each dyad. Therefore, it is not the claim that a
window size of 2 seconds is the ideal parameter choice for this type of analysis on
conversational data. Rather, what seems to be happening is that participants seem to be
coordinating their movement as a function of the rate of turn-taking, characteristic of
each dyad. This is an interesting finding and unique to this literature. It also lends support
to some of the oscillation models of turn-taking proposed by Wilson and Wilson (2005)
and Benus (2009). In other words, it turns out that turn-taking is an ideal focus of
conversational coordination research. As these researchers suggest, there is a precise
timing mechanism inherent in turn-taking that could be generating rhythmically entrained
nonverbal behaviors in conversations, like movement.
Results from Experiment 2 replicate those from Experiment 1. It was shown that
interlocutors coordinate their pitch. Additionally, as in Experiment 1, window size was
chosen based on differences in speech rate within each dyad and results changed as a
function of window size. Furthermore, the results from a one-way ANOVA conducted in
Experiment 2, exhibited a similar pattern of results as those in Experiment 1. However,
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Experiment 2 results did not reach significance. Again, this could be because of a lack of
power. However, it could be the case that vocal signals and movement follow slightly
different coordination patterns. This suggestion is in line with some past research (e.g.,
Boker et al., 2002). Boker et al. found that in conditions with increased noise (i.e., when
the vocal signal was more difficult to detect), bodily gestures became more coordinated.
This could explain the results from the current project. That is, perhaps the existence of
movement coordination reduces the likelihood of coordinating other modalities, such as
speech.
The results from the current experiments are in line with other past research (e.g.,
Boker et al., 2002; Kousidis et al., 2008; Ramseyer & Tschacher, 2006). However, results
differ in that the focus was on an analysis of windowed correlation between dyads as a
function of turn-taking. Turn-taking is a useful way to analyze conversational
coordination given that patterns of turn-taking have been shown to be universal (e.g.,
Stivers et al., 2009). As stated previously, turn-taking was considered the overall
organizing structure of coordination within conversation. Coordination in movement
based on turn-taking, does seem to support this theory. Additionally, data from
Experiment 2 may have come out significantly with more observations.
However, it should be noted that one alternative to the current analyses would be
designing different window sizes based on the modality under examination. In other
words, all windows in the current project were based on the approximate turn size for
each member of each dyad across both movement coordination and pitch. Given that
speech is an antiphasic behavior and movement is likely not, perhaps these two
modalities should have been treated differently. In at least one of the analyzed dyads,
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there were highly disproportionate utterance contributions from each member, which
could have meant that there were not enough vocal data from the addressee in this
interaction to analyze. Perhaps for analyses of vocal signals, turn-taking should be one of
several parameters used to inform window size. It is likely the case that the on-off
behavior of conversational speech should be taken into consideration when designing
statistical analyses for the data.
It was thought that, because the focus of the research was conversation, the focus of
the analyses should be on the fundamental characteristic that determines conversation:
turn-taking. Therefore, unlike results from previous research (e.g., Boker et al., 2002) the
results from the current project may be generalizeable universally to other languages, at
least more so than competing theories of coordination.
Interestingly, patterns of coordination were identified as a function of speech rate.
When windows of different sizes were tested on the data, coordination patterns would
change or in some cases disappear, when windows were either too large or too small
depending on the nature of turn-taking. This extension on previous research indicates the
importance of understanding the nature of the data being analyzed.
There were certain situations where coordination was not identified. For instance,
in the analysis of the vocal data, coordination patterns, though similar, were not as
apparent as they were in Experiment 1. However, the results were approaching
significance, which could indicate a lack of statistical power.
Researchers often analyze miscommunications from the point of view that they are
always detrimental to conversational flow. In reality, miscommunication happens fairly
regularly (e.g., a person points to a pile of shoes and says “Hand me my shoe”). While
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these missteps are prevalent in language, conversation continues, people make
clarifications and recover. The existence of conversational coordination in spite of
miscommunication perhaps lends support to the notion of one overarching theory of
dynamical systems to explain human behavior. In other words, researchers have a
difficult time making theories of audience design and communication explain all
instances of what happens when two people sit down to have a conversation. In fact, the
idea that people are often engaging in numerous tasks simultaneously while having a
conversation with a partner (e.g., walking through a crowded lunchroom) suggests that
there is much more coordination happening individually as well as together and all
implicitly. The complexity of these tasks and the ease with which we engage in them
suggests a need for a theory with increased descriptive power.
The purpose of this research was to examine the changes in patterns of association
in body movement and vocal intonation in naturalistic conversation. Importantly, the
methods utilized in the current project were entirely automated and did not require
transcription or annotation of any kind. While this could lead to a loss of some
experimental control, there are several benefits to this type of analysis.
One important benefit to this type of analysis is the efficiency with which data can
be processed. For example, the image-differencing process is an ideal example of how
these analyses can be beneficial for several reasons. It quantifies the analyses, saves time,
and lessens the possibility of human error. However, one issue might be that this method
only identifies the presence of movement, it does not provide information on the direction
or location of the movement. Therefore, steps need to be taken to ensure the program is
only measuring the movement of the individuals engaging in conversation.
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Additionally, the analyses conducted in Praat are helpful for saving time and some
have even been validated (e.g., speech rate; De Jong & Wempe, 2009). It is important to
note that not all the default parameters in Praat were appropriate for the data and analyses
in the current project. Therefore, it was necessary to test different parameters on a subset
of the data until accurate parameters could be identified. For example, the silence
threshold needed to be adjusted for the identification of pauses in the speech signal as a
result of the way the conversations were recorded for the original project. Adjustments
were made manually for each dyad.
Conversational coordination based on turn-taking can be used to help inform
theories of alignment. At its core, this is a study of conversation. Therefore, turn-taking is
a likely focus. The fact that there have been such a large number of alignment theories,
indicates the need for a shift in focus from the syntactic or linguistic analysis of
alignment to a broader and more over-arching focus. In other words, rather than a focus
on shared representations being the vehicle for alignment, dynamical systems theorists
suggest that shared representations are the result of coordinated activity. The results from
the current project support this idea. In other words, coordination was found absent of
content. There was no focus on linguistic alignment or consideration of what information
speakers and listeners share. Contrary to past research by Clark and colleagues (e.g.,
1992, 1996; Clark & Wilkes-Gibbs, 1986), common ground had little to no effect on
interlocutors’ coordinated behaviors. As mentioned previously, one facet of the original
data collection was an analysis of common ground. Therefore, dyads differed in how well
they knew each other. Coordination was found in dyads who identified as best friends
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and those that categorized themselves as complete strangers. Future research is being
developed to address this notion more directly.
As stated previously, researchers of dynamical systems propose that coordination
happens as a result of self-organizing in the brain (Kelso et al., 1981). This selforganization is inherent in complex systems. The mechanisms that induce this selforganizing behavior are universal across individuals. Thus, humans engaging in any form
of social interaction, most notably conversation, behave according to these principles
outlined by researchers of dynamical systems and described in detail in an earlier section.
There is no place for higher-order cognitive systems or any form of executive
system in complex systems. The analyses of the current data follow this logic. There was
no consideration of the linguistic or contextual aspects of the interactions. The main
purpose of the current analyses was to demonstrate the existence and variation of
coordinated human behavior within conversational interactions. In this way, human
behavior can again be thought of in terms of the logic of stability. In other words,
behavior (if described in terms of self-organizing systems) should be modeled as basins
of attraction wherein the systems become stable. The patterns of coordination described
in the results of the current project, are examples of these periods of stability. This type of
conversational coordination does not require a special set of assumptions in terms of what
is the basis of this alignment (e.g., linguistic). In fact, the coordination discovered here
should be thought of as a result of the interaction of components inherent in individual
complex systems.
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Future Directions
It could be interesting to consider an analysis of lexical factors, such as word choice
in a future phase of the proposed project. According to the results of Shockley et al
(2003, the coordination of speech patterns has an effect on the postural coordination of
interlocutors. Using transcripts of the conversations one could look for coordinated
patterns of speech such as the use of similar words, backchannel responses (e.g.,
Shockley et al., 2009) or clarification requests, then compare the patterns of coordination
from specific time windows to random windows of time throughout the interaction to
look for patterns similar to those found in Shockley et al. (2003). Based on the results
from past research, one might expect to find a mediating effect of lexical coordination on
body synchrony. It could also be the case that common ground negates the lexical
coordination effect depending on the nature of the dyadic relationship.
Other future directions could include a manipulation of emotional conditions to
examine their effects on social coordination. For example, one could attempt to induce
feelings of anger toward a partner and measure the patterns of movement coordination.
Perhaps participants could be given controversial topics to discuss with each other and in
some conditions suggest that their conversational partners are either on the same side or
the opposing side of the issues and measure multiple levels of coordination.
Numerous variations on the simple paradigm encompassing the current project
could be designed. Other manipulations could include inherent likeability of a partner,
comparison of gender, or other demographic variables. Here, the focus is on an analysis
of coordination patterns in a general attempt to test theories of dynamical systems.
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Some additional extensions of this work currently being developed include a
measure of cross-modal coordination. In other words, is it possible that when participants
are coordinating in one modality, another modality becomes uncoupled? Results from
past research (e.g., Boker et al., 2002) suggest that this could be the case. However, more
focused research needs to be conducted in order to elucidate this proposal.
Additionally, the data from the original study from which these data were taken
included measures of common ground and, as mentioned previously, was broken down
by participant tasks. Therefore, it is possible to look at context effects on coordination. It
is possible that relationship status (e.g., are participants friends or strangers) will have an
effect on the timing and amount of coordination between interlocutors. Also, it could be
the case that the type of task has an effect on coordination. In other words, perhaps the
collaborative nature of a task like the “create a meal” (Cutler, 1974) induces more
coordination than more open-ended conversation like the kind analyzed in the current
project. These ideas should be explored with further research.
Interpersonal coordination can be understood using the universally applicable
theory of the dynamics of self-organizing systems. An important question that has yet to
be answered is how individual behaviors like speech interact with bodily movements in
coordinated structures. Applying principles from dynamical systems to conversational
coordination is the logical next step in this line of research. The usefulness of the
methods used in the current project and the basis in dynamical systems theory represent
unique contributions to the existing literature.
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Appendix A: Participant Demographics
Table 5
Participant Demographics

Dyad

Gender

Ethnicity

Common Ground

1

F-F

C-A

friends

2

F-F

C-C

strangers

3

F-M

C-C

strangers

4

F-F

AA-AA

friends

5

F-F

C-C

friends

6

M-F

C-AA

friends

7

M-F

AA-C

strangers

8

F-M

AA-AA

friends

9

F-F

AA-AA

strangers

10

F-F

C-AA

strangers

11
F-F
C-AA
strangers
________________________________________________________________________
Note. F = female, M = male; C = Caucasian (non Hispanic), A = Asian, AA = AfricanAmerican.
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Appendix B: Matlab Code for Image differencing and windowed cross-correlation
% import images
fn = ('19_3_imgseq/session19_part3001.jpg'); %nameofimgseq
img = imread(fn); % define variable img to read image from
fn
image(img); % this just displays the image
imgpath = '19_3_imgseq/*.jpg';% astericks means read in all
images in the path
imgfiles = dir(imgpath); % dir lists the files in the
directory imgpath
disp(['Found ' int2str(length(imgfiles)) ' image files.']);
% this is a display function that allows the user to keep
track of which image in the series is being processed at
that moment
% person L&R
pLms = []; % create mean movement vectors for person L
pRms = []; % create mean movement vectors for person R
for i = 10:535 % length(imgfiles),
disp(['Processing image: ' int2str(i) '.']);
fn1 = imgfiles(i-1).name;
img1 = imread(['19_3_imgseq/' fn1]);
fn2 = imgfiles(i).name;
img2 = imread(['19_3_imgseq/' fn2]);
% mask the plant
x = [373 373 460 460 373]; % x coordinates of the plant
y = [193 241 241 193 193]; % y coordinates of the plant
bw = poly2mask(x,y,480,640);
bw = -1*(bw-1); % makes the mask region 0 and outside 1
% Viewing the images as they are processing
hold off % to reset the plotting (hold off will cause
overwrite)
img3 = img2;
img3(:,1:300,:) = img2(:,1:300,:)-img1(:,1:300,:);
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%Compute the pixel difference
imgDiff = img2 - img1;
pLm = mean(mean(mean(imgDiff(:,1:250,:))));
%gets the mean for each of the 3 dimensions for person L.
pRm = mean(mean(mean(imgDiff(:,251:end,:))));
%gets the mean for each of the 3 dimensions for person R.
pLms = [pLms ; pLm];
% pLms vector is accumulating frame by frame average
movement(averaged across all dimensions on one side.
pRms = [pRms ; pRm];
%same as above, it is accumulating single values of pRm
into the vector pRms.
image((img2-img1)); % you can difference it
hold on
plot(x,y,'b','LineWidth',2)
title([num2str(pLm) ' - ' num2str(pRm)]);
hold on
pause(.125);
pause(.17);
%close all
end
%%
%Write results to a file
fid=fopen('movement_output_30_2_L.txt', 'w');
fprintf(fid, 'pLms \n');
fprintf(fid,'%-4.5g \n', pLms);
fclose(fid);
fid=fopen('movement_output_30_2_R.txt', 'w');
fprintf(fid, 'pRms \n');
fprintf(fid, '%-4.5g \n' , pRms);
fclose(fid);
%% Importing results to do the windowed cross-correlation
method
my_movement_data = cell(1, numfiles);
for k = 1:numfiles;
my_movement_data{k} = dlmread(textFiles(k).name, '\n',
1, 0);
end
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%Create 1 row
movement_16_L
movement_16_R
movement_18_L
movement_18_R
movement_19_L
movement_19_R
movement_21_L
movement_21_R
movement_22_L
movement_22_R
movement_23_L
movement_23_R
movement_26_L
movement_26_R
movement_27_L
movement_27_R
movement_28_L
movement_28_R
movement_29_L
movement_29_R
movement_30_L
movement_30_R

vector for each text file (each person)
= (my_movement_data{1}');
= (my_movement_data{2}');
= (my_movement_data{3}');
= (my_movement_data{4}');
= (my_movement_data{5}');
= (my_movement_data{6}');
= (my_movement_data{7}');
= (my_movement_data{8}');
= (my_movement_data{9}');
= (my_movement_data{10}');
= (my_movement_data{11}');
= (my_movement_data{12}');
= (my_movement_data{13}');
= (my_movement_data{14}');
= (my_movement_data{15}');
= (my_movement_data{16}');
= (my_movement_data{17}');
= (my_movement_data{18}');
= (my_movement_data{19}');
= (my_movement_data{20}');
= (my_movement_data{21}');
= (my_movement_data{22}');

%% let's do windowed cross-correlation
x = movement_30_L;
y = movement_30_R;
% corrgram(x,y,MAXLAG,WINDOW);
[C,L,T] = corrgram(x,y,8,16); % outputs a matrix of
correlations, vector of lags & time
corrgram(x,y,8,16); % plots the windowed cross-correlation
results
A = mean(C);
V = var(C);
%Write results to a file
fid=fopen('Correlations_Movement_30.txt', 'w');
fprintf(fid, 'Corr \n');
fprintf(fid,'%-4.5g \n', C);
fclose(fid);
fid=fopen('Mean_Corr_Movement_30_Win_6.txt', 'w');
fprintf(fid, 'Mean_Corr \n');
fprintf(fid,'%-4.5g \n', A);
fclose(fid);
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fid=fopen('Correlation_Variance_Movement_30.txt', 'w');
fprintf(fid, 'Corr_Var \n');
fprintf(fid,'%-4.5g \n', V);
fclose(fid);
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Appendix C: Image Sequence (1 second)
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Appendix D: Image with noise source (plant) zeroed out in MATLAB.
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Appendix E: MATLAB Code for windowed cross-correlation of pitch.
%% let's import the sound files!
%This one works to import just the second columns of all
the text files
textFiles = dir('*.txt');
numfiles = length(textFiles);
mydata = cell(1, numfiles);
for k = 1:numfiles;
mydata{k} = dlmread(textFiles(k).name, '', :, 1);
end
%%
%Create 1 row vector for each text file. That is, for each
signal.
F0_Hz_16_L
F0_Hz_16_R
F0_Hz_18_L
F0_Hz_18_R
F0_Hz_19_L
F0_Hz_19_R
F0_Hz_21_L
F0_Hz_21_R
F0_Hz_22_L
F0_Hz_22_R
F0_Hz_23_L
F0_Hz_23_R
F0_Hz_26_L
F0_Hz_26_R
F0_Hz_27_L
F0_Hz_27_R
F0_Hz_28_L
F0_Hz_28_R
F0_Hz_29_L
F0_Hz_29_R
F0_Hz_30_L
F0_Hz_30_R

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

(mydata{1}');
(mydata{2}');
(mydata{3}');
(mydata{4}');
(mydata{5}');
(mydata{6}');
(mydata{7}');
(mydata{8}');
(mydata{9}');
(mydata{10}');
(mydata{11}');
(mydata{12}');
(mydata{13}');
(mydata{14}');
(mydata{15}');
(mydata{16}');
(mydata{17}');
(mydata{18}');
(mydata{19}');
(mydata{20}');
(mydata{21}');
(mydata{22}');

%% let's do windowed cross-correlation
x = F0_Hz_30_L;
y = F0_Hz_30_R;
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%corrgram(x,y,MAXLAG,WINDOW);
[C, L, T] = corrgram(x,y,100,600);
corrgram(x,y,100,600)
A = mean(C);
V = var(C);
%Write results to a file
fid=fopen('Correlations_30.txt', 'w');
fprintf(fid, 'Corr \n');
fprintf(fid,'%-4.5g \n', C);
fclose(fid);
fid=fopen('Mean_Pitch_Correlations_30_Win_6.txt', 'w');
fprintf(fid, 'Mean_Corr \n');
fprintf(fid,'%-4.5g \n', A);
fclose(fid);
fid=fopen('Correlation_Variance_30.txt', 'w');
fprintf(fid, 'Corr_Var \n');
fprintf(fid,'%-4.5g \n', V);
fclose(fid);
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Appendix F: Mean movement correlation bar graphs
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Appendix G: Mean pitch correlation bar graphs
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