We give a concise, self-contained introduction to perturbation theory in cosmology at linear and second order, striking a balance between mathematical rigour and usability. In particular we discuss gauge issues and the active and passive approach to calculating gauge transformations. We also construct gauge-invariant variables, including the second order tensor perturbation on uniform curvature hypersurfaces.
I. INTRODUCTION
Cosmological perturbation theory has recently enjoyed renewed interest. Linear or first order theory is still a very active field of research, though the focus has moved on to higher order and even fully non-linear theory. This is to a large extent due to the availability of much improved data sets: whereas previously linear theory was sufficient and the power spectrum the observable of choice, now the quality and quantity of the data is such, that higher order observables, as for example the bispectrum, can be compared with the theoretical predictions. These new data sets come from observations of the Cosmic Microwave Background (CMB) on the one hand, such as the one already in progress by WMAP and in the near future also by PLANCK. But also from 21cm surveys on the other hand, mapping the anisotropies in neutral hydrogen, such as LOFAR, now under construction and SKA, currently in its design phase.
Einstein's theory of General Relativity (GR) is highly non-linear, it is therefore difficult to deal with in all but the simplest situations using the full theory. Fortunately for cosmologists the universe appears to the homogeneous and isotropic to a remarkable degree so the Friedmann-Robertson-Walker (FRW) metric is adequate for many purposes. For instance, once known local features are removed, the CMB is isotropic to an accuracy of δT /T of 10 −5 . However if we want greater resolution or more detail then the approximation has to take into account anisotropy and inhomogeneity. At present this cannot be done in full generality since we do not have the appropriate exact solutions to Einstein's equations. This is not surprising, given their highly non-linear nature. To deal with this problem cosmologists have resorted to perturbation methods, which have proved effective in other areas of physics. Previous relevant works on perturbation theory in cosmology at a linear order include Refs. [1, 2, 3, 4, 5, 6, 7] , and at second order [8, 9, 10, 11, 12, 13] . Beyond linear order the literature tends to be very technical and difficult for the non-specialist to follow. In this paper we aim to strike a balance between mathematical rigour using the language and tools of differential geometry, and usability and applicability to the problems of theoretical astrophysics and cosmology.
The essential idea behind perturbation theory is very simple, and best illustrated by an example for which we choose the metric tensor in standard cosmology. We assume that we can approximate the full metric (g µν ) of the universe by an expansion
µν + g (1) µν + 1 2 g
µν + . . .
The metric g
µν , called the background, is the FRW metric with appropriate spatial curvature, i.e. K = 0, 1, −1 according to the assumptions made about the universe. The remaining terms are the perturbations of the background. The first order part is given by
µν , (1.2) where the remaining terms are assumed to be negligible compared to g 1 µν and are neglected at first order. In a similar way the higher order perturbations can be identified. This can be described simply if we assume that the series can be written as
µν + ǫg (1) µν + ǫ 2g (2) µν + . . . (1.3) where the quantities with tildes have absolute magnitudes of order unity, and we assume that ǫ ≪ 1. To zeroth order we have g µν = g
µν and at first order 4) and so on using the fact that at each order the higher order terms can be ignored. In practise it is often a nuisance to introduce the parameter ǫ so, where appropriate we will use the form (1.1). Issues of convergence can be removed by working within a small enough neighbourhood of the background. Having set up the approximation (1.1), we have to substitute it into the Einstein equations 5) to obtain approximate solutions at the required order of approximation for the application we have in mind. This is more difficult than one might imagine. Firstly, perturbations of the metric imply perturbations of the energy momentum tensor, but more importantly, calculation of the connection coefficients and the Ricci tensor involves raising and lowering indices and involves terms of different orders. At zero and first order this is not a problem, but at higher orders it makes the calculations much more complicated and so the choice of coordinates or form of the metric can be important. Already at second order we have "proper" second order terms and terms quadratic in the first order quantities. Another problem arising in cosmological perturbation theory is the presence of spurious coordinate artefacts or gauge modes in the calculations. Although GR is covariant, i.e. manifestly coordinate choice independent, splitting variables into a background part and a perturbation is not a covariant procedure, and therefore introduces this gauge dependence. Prior to 1980 the gauge modes were handled on a case by case basis, when Bardeen in Ref. [5] resolved the issue and provided a systematic procedure for eliminating the gauge freedom at first order. Although it is sometimes argued that the covariant approach [14] avoids the issue of gauge choice it corresponds to the comoving gauge which is made explicit by the inclusion of the velocity field [15] . Below we will address the gauge issue in some detail and explain how it can be resolved at first and at second order.
The paper is organised as follows. In the next section we introduce perturbation theory using notation and concepts from differential geometry. In particular we discuss the definition of perturbations and how perturbations change under small coordinate changes. In Section III we apply the concepts and results of Section II. We discuss the construction of gauge-invariant variables at first and second order. Amongst the examples discussed is the second order tensor perturbation and how it can be rendered gauge-invariant. We discuss our results in Section IV. We finish this paper with an appendix in which we describe the relevant concepts from differential geometry used in Section II.
We predominantly use conformal time, η, related to coordinate time t by dt = adη, where a is the scale factor. Derivatives with respect to conformal time are denoted by a dash. Greek indices, µ, ν, λ, run from 0, . . . 3, upper case Latin indices, A, B, C run from 0, . . . , 4, while lower case Latin indices, i, j, k, run from 1, . . . 3.
II. PERTURBATION THEORY
In this section we introduce perturbation theory using differential geometry. Though focusing on cosmology, we keep the discussion general. After giving a definition of perturbations we introduce and define the concept of gauge and study how perturbations change under gauge transformations. The relevant definitions from differential geometry are discussed in Appendix A.
A. Cosmological perturbation theory: perturbations of space-time
The application of perturbation methods in space-time brings in a new problem, since among the physical quantities to be perturbed is the space-time itself. Also, because the results will be used in Relativistic Cosmology, the theory and results must be covariant. These requirement lead us to base our discussion on the explicitly coordinate independent description of Sachs [1] , Stewart and Walker [2] and Stewart [3] . In this case by coordinate independent we mean that the description does not require coordinates and so is intrinsically covariant. We can and do introduce coordinates to do calculations and simplify the exposition. An alternative and widely used, but coordinate dependent, description is given in Ref. [4] . As one would expect the results are the same although, in our view, it is easier to understand and see the source of the final equations in the description of Ref. [3] . We will however describe both procedures and show the connection between the two approaches.
We now follow Stewart [3] closely and consider a one parameter family of 4-manifolds M ǫ embedded in a 5-manifold N . Each manifold in the family represents a perturbed space-time with the base or unperturbed space-time manifold represented by M 0 . We define a point identification map P ǫ : M 0 → M ǫ which identifies points in the unperturbed manifolds with points in the perturbed manifold. This correspondence specifies a vector field X upon N . This field is transverse to M ǫ at all points. The points which lie on the same integral curve γ of X are to be regarded as the same point, see Fig. 1 . This can be expressed in terms of coordinates. Choose coordinates x µ on M 0 and extend them to N by requiring that x µ = constant along each of the curves γ. This induces coordinates {x A = (x µ , ǫ)} with A = 0, 1, .., 4 and µ, ν, .. = 0, 1, .., 3 on N . We parametrise the curves γ by ǫ and so dx A /dǫ = X A and we choose the scaling of ǫ such that
In this way the vector field X generates a one to one, invertible, differentiable mapping between M 0 and M ǫ , i.e. a one-parameter group of diffeomorphisms and it follows that φ ǫ φ θ = φ ǫ+θ . In particular the inverse map from M ǫ to M 0 will be denoted, in an obvious notation, by φ −1 ǫ = φ −ǫ and the identity map is given by φ ǫ=0 . Given a geometric quantity T defined on N the simplest way to produce a perturbation expansion of T is to expand it as a Taylor series along γ. This yields a covariant power series for T along the curve. To first order the series has the form [3] 
where the φ * is used to indicate that the quantity is the pullback, i.e. it is T ǫ evaluated at the point where ǫ = 0. Lie derivatives are used instead of partial derivatives so that the series is covariant. For reasons that will become obvious later it is convenient that the series is pulled back to M 0 (see Eq. (A20)). At higher orders the Taylor expansion is given by [8] 
where we note again that φ * T ǫ is evaluated on M 0 . The expansion automatically provides the covariant perturbation expansion we want. Each term in the series is proportional to a power of ǫ. The first term T 0 is proportional to ǫ 0 , the background value, the next term ǫ (£ X T ) 0 is proportional to ǫ to the first order and so on, and the n th order term is given by
The expansion Eq. (2.3) can be written in a compact and useful form using the exponential operator,
Here φ * T ǫ is the perturbed value of T pulled back to M 0 and so the perturbed value of T is given by
where we note that we could not have done the subtraction if we had not pulled T ǫ back to M 0 . In an alternative notation, commonly used in the literature, we include the ǫ with the T and write
where
In Ref.
[4] the approach is as follows. On a single space-time manifold M with coordinates x µ define a background model by assigning to all geometric fields Q a fixed background value (0) Q, which is not itself a geometric quantity, at each point on the manifold. While the fields Q may transform as scalar, vector or tensor fields we require that the (0) Q be fixed functions of the coordinates. Under a coordinates transformation the (0) Q will have the same functional dependence on the new coordinates as they had on the old ones. A perturbation is then given by
To relate the two approaches we can think of the (0) Q quantity playing the role of a quantity defined on M 0 in the Stewart description and the coordinate change corresponding to a change of coordinates on M ǫ . But it is important to note that the approach of Ref. [4] only one manifold is necessary. The Stewart approach [3] avoids the need for the quantity (0) Q, which is not covariant and gives a simple diagrammatic representation at the price of having to introduce the abstract 5-dimensional manifold N . However, note that it is the split into a background and a perturbation which in general is not covariant. This split is common to both approaches and it gives rise to the gauge dependence.
B. Gauge Transformations
Gauge is arguably the most over-used word in mathematics and physics. Sometimes the meanings are related but often they are not and it is a waste of time trying to relate them. To avoid confusion we recommend that the word "gauge" as used here is interpreted as defined and not related to other uses of the word. The choice of correspondence between points on M 0 with those on M ǫ or, equivalently, the choice of a vector field X is a gauge choice. The vector field X is called the generator of the gauge.
Let us now turn to defining gauge dependence in a clearer way. Consider a point p in M 0 and the generators X and Y corresponding to two different gauge choices (see Fig. 2 ). The choice X will identify point p on M 0 with a point q on M ǫ and will assign to q the same x µ coordinates as at point p. On the other hand the gauge choice Y will identify p with a different point u on M ǫ assigning in its turn the coordinates of p to u. Clearly the choice of gauge induces a coordinate change (a gauge transformation) on M ǫ . This interpretation is called the passive view Ref. [4, 8] .
On the left panel, the passive view : The point p on the manifold M0 is mapped to two different points q and u on Mǫ depending on the choice of gauge, corresponding to the choice of vector field, we make. On the right panel, the active view : the points p and q on M0 both map to the point u on Mǫ. Again the choice of gauge determines the mapping. The vector fields generate the gauge choice. A change in gauge from X A to Y A produces a gauge transformation. For the active point of view of a gauge transformation we choose a point on Mǫ and determine the points p and q on M0 which map to u under the gauge choices ψǫ and φǫ. The map Φǫ which maps the point p to the point q is then formed by first mapping p to u using the map ψǫ and then mapping u to q using the map φ−ǫ. Thus Φǫ = φ−ǫ • ψǫ.
For the active view we choose a point u on M ǫ and find the point p on M 0 which maps to u under the gauge choice X and the point q, also on M 0 , which maps to u under the gauge choice Y , see Fig. 3 . The gauge transformation this time is defined on M 0 and takes the coordinates of q to those of p in one of the two choices of gauge.
In summary as we shall explain in more detail below, in the active approach the transformation of the perturbed quantities is evaluated at the same coordinate point, whereas in the passive approach the transformation is taken at the same physical point.
In the passive approach of Ref. [4] the role of the background manifold is played by the background quantities (0) Q and the coordinate transformation corresponding to the gauge choice only affects the geometric quantities Q. The perturbation is the difference between (0) Q and Q so only half the quantities determining the perturbation are transformed by the gauge transformation.
The gauge dependence in perturbation theory stems from the fact that we separate quantities into a background and a perturbed part, a operation not covariant in general, which introduces additional, unphysical degrees of freedom. However, as shown below in Section III, by choosing and combining suitable matter and metric variables the gauge dependencies can be made to cancel out (the quantities so constructed will not change under a gauge transformation). This process is equivalent to choosing suitable physical hypersurfaces, say comoving or of uniform curvature 1 .
Active point of view
To take the argument further we will now focus on the active interpretation of the gauge transformation. Corresponding to the gauge choice X, i.e. the choice of the vector field X transverse to M 0 we have a diffeomorphism φ ǫ where φ ǫ : M 0 → M ǫ and corresponding to the vector field Y we have a diffeomorphism ψ ǫ : M 0 → M ǫ . For all ǫ these two vector fields induce a diffeomorphism (gauge transformation) Φ ǫ on M 0 given by, see Fig. 3 ,
where Φ ǫ is made up of two parts -a map ψ ǫ from M 0 to M ǫ and a map φ −ǫ from M ǫ to M 0 , i.e.
Under
where we have used the fact that the pull-backs of the transformations induced by the gauge choices can be written as Taylor series in terms of the exponential notation as
(for more details again see the Appendix Eq. (A16) to Eq. (A18)). Also note that the T here have to be evaluated on M 0 but putting T 0 would be confusing.
Now we invoke the Baker-Campbell-Haussdorf formula [16] which enables us to write Φ * ǫ T in the following form
and X and Y are the gauge generators, i.e. the vectors which determine the gauge choices. Explicitly the first few terms of the gauge transformation Eq. (2.15) are
where we indicate that T has to be evaluated on the manifold M 0 by the notation T 0 .
If we now use the equation (2.5) to introduce the results of Taylor expanding T into the formula Eq. (2.16) we obtainT
where ξ λ is the vector field generating the transformation and ξ µ ≡ ǫξ
Similarly the map (2.16) generated by Φ enables us to relate two coordinate systems (U, x) Fig. 1 ) under an infinitesimal transformation generated by ǫξ µ . In the active view this transformation takes the point p with coordinates x µ (p) to the point q = Φ ǫ (p) with coordinates x µ (q). Note that in the active view it is the points that change. Applying the map (2.15) it follows
where we have used the fact that when acting on scalars £ ξ = ξ µ ∂ ∂µ and the partial derivatives are evaluated at p.
2
The left-hand-side and the right-hand-side of Eq. (2.18) are evaluated at different points. Equation (2.18) can then be expanded up to second-order as
Note
Passive point of view
In the passive approach we specify the relation between two coordinate systems directly, and then calculate the change in the metric and matter variables when changing from one system to the other. As long as the two coordinate systems are related through a small perturbation, the functional form relating them is quite arbitrary. However, in order to make contact with the active approach, discussed above, we take Eq. (2.19) as our starting point.
Note, that all quantities in the passive approach are evaluated at the same physical point. To take the passive approach further, we therefore need to rewrite the left-hand-side and the right-hand-side of Eq. (2.19), since they are evaluated at two different coordinate points, as described above (see also Fig. 2) . We choose p and q to be points such, that the coordinates of q in the new coordinates are the same as the coordinates of p in the old coordinates, i.e. x µ (q) = x µ (p), then use Eq. (2.19) to derive
Using the first terms of Eq. (2.19) we have
to get a Taylor expansion for ξ 23) all evaluated at the same point q.
III. APPLICATIONS
As an application and illustration of the above we now derive the transformation behaviour under gauge transformations of some quantities at first and second order. We start at first order by highlighting the two different points of view in how the vector fields inducing the coordinate change affect the perturbations, as detailed above in Section II B.
Before studying the transformation behaviour of the perturbations, we define and relate them to their respective backgrounds in the following. As our first example we choose a four-scalar, we use here the energy density ρ, which can be expanded up to second order using Eq. (2.5)
where we already split δρ into its first and second order parts according to Eq. (2.6), the subscripts denoting the order of the perturbations. Our second example is given by the metric tensor g µν , as outlined in Eq. (1.1). In particular, using Eq. (2.5), the complete Friedmann-Robertson-Walker metric tensor, up to and including second-order perturbations, can be written as
2)
3)
where we assumed a flat (K = 0) background. The first and second order perturbations B 1i and C 1ij , and B 2i and C 2ij , can be further split according to Eqs. (3.5) and (3.6) below into scalar, vector and tensor parts (defined according to their transformation behaviour on spatial 3-hypersurfaces),
5)
where the vector parts, S i and F i , are divergence free, and the tensor part, h ij is divergence free and traceless, i.e.
The order of the perturbations in Eqs. (3.5), (3.6), (3.7) and has been omitted in the above for ease of presentation. Note that ψ is the curvature perturbation, describing the intrinsic scalar curvature of spatial hypersurfaces. Furthermore φ is the lapse function, h ij the tensor perturbation describing the gravitational wave content, B and E describe the scalar shear, and S i and F i the vector part of the shear.
Here and in the following we assume a flat background without loss of generality, just simplifying our calculations and allowing us to use partial derivatives in expressions such as Eq. (3.6).
The perturbations are decomposed into scalar, vector, and tensor parts since at linear order the governing equations for the different types decouple. This is however no longer the case at higher orders, and indeed we already see from the gauge-transformations and the definitions of gauge-invariant variables at second order that e.g. the energy density (a scalar quantity) on flat hypersurfaces now also contains first order vector and tensor parts, see Eq. (3.53).
Finally, we should point out that the decomposition of the metric tensor in Eq. (3.2) is not unique. This is already evident in the temporal part of the metric tensor, where the lapse function φ is here simply expanded in a power series, φ = φ 1 + 1 2 φ 2 + . . .. Alternatively we could have expanded exp(φ) into a power series, this obviously doesn't affect the physics. More importantly, also the decomposition of the spatial part of the metric tensor, that is Eq. (3.6) is not unique. Indeed, other decompositions are in use and can be just as useful or better, depending on the circumstances and the application intended. For example it can be useful instead of expanding ψ in Eq. (3.6) directly into a power series, to expand e ψ (see e.g. Ref. [17] , and for a relation of the two expansions Ref. [18] ).
A. Passive point of view
The passive point of view is very popular at first order, see e.g. the original paper by Bardeen [5] , the review by Kodama and Sasaki [6] , and the one by Mukhanov, Feldman, and Brandenberger [4] .
The starting point in the passive approach is to identify an invariant quantity, that allows to relate quantities to be evaluated in the two coordinate systems. We denote the two coordinate systems byx µ and x µ system, and their relation is given by Eq. (2.23). We choose as an example the energy density, ρ, which as a four scalar won't change (however, once it has been split into different orders, it will change). Another invariant is the line element ds 2 , which allows to study the transformation properties of the metric tensor, by exploiting the invariance of ds 2 , i.e.,
which we here will not pursue, but see e.g. [6, 19] . Turning instead to the energy density as an illustrative example, we get the transformation behaviour of the perturbation from the requirement that it has to invariant under a change of coordinate system and therefore has to be the same in thex µ and the x µ system, that isρ
To first order, the two coordinate systems are related, using the linear part of Eq. (2.23), bỹ
Before we can study the transformation behaviour of the perturbations at first order, we split the generating vector ξ µ 1 into a scalar temporal part α 1 and a spatial scalar and vector part, β 1 and γ i 1 , according to 11) where 12) and similarly expanding the right-hand side of Eq. (3.9), we have
Finally, since by assumptionρ 0 (x µ ) = ρ 0 (x µ ), we get
Note that all quantities are evaluated at the same physical point.
B. Active point of view
We now turn to the active point of view when calculating the effect of gauge transformations on perturbations. Here, as detailed in Section II B above, one actively maps the perturbed quantities from one manifold to another. The relation of the coordinate systems on the two manifolds is also induced by the map.
At first order the preference of which approach to use is a question of taste, and as pointed out above most first order papers use passive view point, but see e.g. [20] for first order active calculation. However, at second order we found the active view point easier to implement, and it is used in many other second order works, e.g. Refs. [8, 9, 11 ].
First order
As in the passive view section above, we start with the energy density. It follows immediately from Eq. (2.17) that to first order a scalar quantity such as the energy density transforms as
The transformations of the first order metric perturbations also follow from Eq. (2.17). We then find that the metric tensor transforms at first order, as
As another example we now turn to the spatial part of the metric tensor. Note that Eq. (2.17) gives only the transformation of the total spatial part of the metric, C ij . If we then ask how the components of C ij transform, we have to use Eq. (3.7).
To get the change of the metric functions in the spatial part of the metric under a gauge transformation, we get the transformation of the spatial part of the metric δg (1) ij , and hence C 1ij , from Eq. (3.16) as
where we reproduce Eq. (3.6) above for convenience at first order,
Taking the trace of Eq. (3.17) and substituting in Eq. (3.18) we get
Now applying the operator ∂ i ∂ j to Eq. (3.17) we get a second equation relating the scalar perturbation ψ 1 and E 1 ,
Taking
We can sum up the well known transformations of the first order metric perturbations we have from the above, first for the scalars as (e.g. [20] )
24)
25) 26) where H = a ′ /a, and for the vector perturbations as
27)
The first order tensor perturbation is found to be gauge-invariant,
by substituting Eqs. (3.23) to (3.28) into Eq. (3.17) . This can also be understood from the Stewart-Walker lemma [2] : at first order, quantities that are identically zero in the background are manifestly gauge-invariant, and there is no tensor part in the background. However, as we shall see below, this only works for quantities at the next higher order: for example the second order tensor perturbations will in general not be gauge-invariant.
Constructing gauge-invariant variables at first order
To construct a gauge-invariant quantity, say the energy density on flat slices, that is hypersurfaces on which ψ 1 = 0, we see from Eq. (3.24) that this gives
All we need to do next is to substitute Eq. (3.30) into Eq. (3.15), and get a gauge-invariant in the sense of being independent of gauge artifacts,for example the energy density on flat slices
This is gauge-invariant in the ξ µ -independence sense, but it does depend on the choice of background (e.g. a background depending on x i instead of just time as in FRW would obviously give a very different result). This works for all the perturbations and also at second order and higher.
We conclude the above example by observing that to remove the gauge modes on sub-horizon scales, often referred to as specifying the threading, we can choose E 1 = 0, which gives
For the vector modes we choose F i 1 = 0, which gives
Hence in this gauge the spatial part of the perturbed metric is zero with the exemption of the tensor-modes.
Second order
At second order the generating vector ξ µ 2 is split into a scalar time and scalar and vector spatial part, similarly as at first order,
where the vector part is divergence-free ∂ k γ k 2 = 0. We then find from Eqs. (2.17) that a four scalar transforms at second order
We see here already the coupling between vector and scalar perturbations in the last term through the gradient and γ i 1 . The gauge is only specified once the scalar temporal gauge perturbations at first and second order, α 1 and α 2 , and the first order spatial gauge perturbations, β 1 and γ i 1 , are specified.
The metric tensor transforms at second order, from Eq. (2.17) as
Now following similar lines as at first order in the previous section, we could get the transformation behaviour for the second order lapse function φ 2 straight from the 0 − 0-component of Eq. (3.36). Instead, to keep the discussion as brief as possible, we now turn to the transformation behaviour of the perturbations in the spatial part of the metric tensor. Here we can follow a similar procedure as in the linear case. But, the task is made more complicated not only by the size of the expressions but more importantly by the fact that now we will have to let inverse Laplacians operate on products, in order to get the transformations of the scalar, vector, and tensor parts of the spatial metric.
Using Eq. (3.36) we find that the perturbed spatial part of the metric, C 2ij , transforms at second order as
where we defined X ij to contain the terms quadratic in the first order perturbations as
Note that in Eq. (3.38) above and in the following we will not decompose the spatial part of Eq. The perturbed spatial part of the metric, C 2ij , is decomposed in Eq. (3.6) above into scalar, vector, and tensor part, which we reproduce here at second order,
Taking the trace of Eq. (3.37) and substituting in Eq. (3.39) we get
where we find X k k to be
Now applying the operator ∂ i ∂ j to Eq. (3.37) we get a second equation relating the scalar perturbations ψ 2 and E 2 ,
This gives for the transformations of the curvature perturbation at second order,
and for the shear scalar,
Taking the divergence of Eq. (3.37) we get
Substituting in our results for ψ 2 and E 2 we then arrive at
We finally turn to the tensor perturbation at second order. Substituting our previous results for ψ 2 , E 2 , and F 2i into Eq. (3.37) we get, probably surprisingly, Although the second-order tensor transformation h 2ij is not dependent on the second-order gauge-functions ξ µ 2 , it does depend on first order quantities quadratically.
The same holds for other quantities that are zero in the background: the first order quantity is gauge-invariant by virtue of the Stewart-Walker lemma [2] (and by construction). However the second order quantity is no longer gaugeinvariant, as shown above in the case of the tensor perturbation, h 2ij . This is not a violation of the Stewart-Walker lemma, it merely shows that the second order quantities "live" in a first order "background". Another example is the anisotropic stress, which is gauge-invariant at first order, but not at second. 
IV. DISCUSSION AND CONCLUSIONS
This is neither the first, nor will it be the last, discussion of perturbation theory in cosmology. However, in this concise introduction we have tried to strike a balance between mathematical rigour and ease of application of the results. For a more detailed exposition of cosmological perturbation theory and further references see Ref. [21] .
We have here studied perturbations about a flat FRW background spacetime. But as pointed out above, the formalism introduced by Bardeen can easily be applied to other settings and background spacetimes, and can also be extended beyond GR. Indeed, perturbation theory and the formalism discussed in this paper can be applied to all covariant metric theories. Although here we have assumed standard four dimensional (4D) Einstein gravity throughout, the formalism has also been applied, for example, to 5D braneworld models (see e.g. Ref. [22] for an overview), and has been used to construct gauge-invariant variables in that theory.
Whereas most of the material discussed in the previous sections has been expounded elsewhere, albeit often in different form and with other aims, we are not aware of the derivation of how the second order tensor perturbations transforms in full generality under gauge-transformations being discussed elsewhere (see however Ref. [23] for the case of scalar perturbations). Also its representation in the uniform curvature gauge has been discussed for the first time. These results will be of particular interest in second order calculations of the gravitational wave background [24] . The transformations at second order of the decomposed components of the spatial parts of the metric have also not been discussed in the literature before, and will be particularly useful in relating quantities calculated in different gauges.
