Abstract. Herbrand's Theorem for £ ¥ ¤ ¦ , i.e., Gödel logic enriched by the projection operator § is proved. As a consequence we obtain a "chain normal form" and a translation of prenex £ ¤ ¦ into (order) clause logic, referring to the classical theory of dense total orders with endpoints. A chaining calculus provides a basis for efficient theorem proving.
h U . Analogously to the case above, we can apply hypotheses 1, 2, 4 and 6 to re-introduce ¢ ¢ and shift it to the appropriate disjunct to obtain:
Finally,
f ollows from contracting identical disjuncts (i.e., applying hypotheses 1, 2, and 3). 
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, an alternative proof of Herbrand's theorem can be obtained using the analytic calculus HIF ("Hypersequent calculus for Intuitionistic Fuzzy logic") introduced in [12] . 
Corollary 12. Let be a quantifier-free formula of
These formulas express strict linear order and equality, respectively, in the following sense. For every interpretation 
where is a permutation of Proof. By induction on the structure of using the following tautologies of 
Translation into Order Clauses
The chain normal form for prenex formulas of © , introduced in Section 4 above, can be used to reduce the validity problem for into the problem of detecting unsatisfiability of a corresponding set of "order clauses" with respect to the (classical) theory of dense total orders with endpoints and . However, the computation of the chain normal form is quite inefficient in general. Therefore we use properties of to introduce also a "definitional normal form", similar to the one for classical or intuitionistic logic (see, e.g., [6] ). , otherwise. Consequently, the proof proceeds exactly as in the case for classical logic (see [24, 6] .
Remark 25.
In implementing the proof procedure, equalities can and should be handled more efficiently than indicated above. In particular, combinations of chaining and superposition along the line of [13, 14] should be applied. The inference system is not yet sufficiently restrictive for efficient proof search. We follow [13] and add conditions to the rules that refer to some complete reduction order # (on the set of all terms). We write Remark 32. Even more refined "chaining calculi" for handling orders have been defined by Bachmair and Ganzinger in [13, 14] . However,
turns out to be quite appropriate for our context. (In particular, since the problem of "variable chaining" does not occur for the sets of clauses considered here).
The Monadic Prenex Fragment
A formula is called monadic if all predicate symbols are monadic (unary) and no function symbols occur in it.
To support the claim that ¡ £ ¢ provides an efficient proof system for prenex © , we conclude by investigating the special case of monadic formulas.
To appreciate the importance of this fragment, remember that monadic predicates are interpreted as fuzzy sets. We will show that ¡ £ ¢ allows to prevent the nesting of function symbols (beyond the level of the input set) in clauses derivable from chainbased clause normal forms of the Skolem form of a prenex and monadic formula.
To characterize the syntactic restrictions obeyed by clauses arising from translating prenex monadic formulas we need some additional notation.
From now on we assume that the set of function symbols 
