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Abstract
In this paper, we study the null controllability of a class of Newtonian filtration equations. Using the properties of finite extinction
time and finite speed of propagation, we construct a control function in feedback form, such that system is exactly null controllable
at any time T > 0. If we put a nonnegative constraint on the control function, this system is not exactly null controllable any more,
but approximately null controllable for a long time.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the following controlled system governed by Newtonian filtration equation⎧⎨
⎩
yt −ym = χωu in Q,
y(x, t) = 0 on ∂Ω × (0, T ),
y(x,0) = y0(x) in Ω,
(1.1)
where m > 1, Ω ⊆ Rn, n ∈ N , is a bounded domain with smooth boundary ∂Ω , Q = Ω × (0, T ), χω denotes the
characteristic function of a sub-domain ω ⊆ Ω , u is a control function and y0 is a given nonnegative continuous
function.
System (1.1), as an important quasilinear degenerate parabolic equation, comes from a variety of diffusion phe-
nomena appeared widely in nature. It is suggested as mathematical models of physical problems in many fields such
as filtration, phase transition, biochemistry and dynamics of biological groups (see e.g. [16]).
We notice that system (1.1) is degenerate if m> 1. Comparing to linear equations and quasilinear equations without
degeneracy, such equations, to a certain extent, reflect even more exactly the physical reality. For example, if m = 1,
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of propagation of disturbances, i.e., any nontrivial nonnegative initial data implies the positivity of solution after
the initial time. If m> 1, Eq. (1.1) is degenerate. In this case, the solution possesses the property of finite speed of
propagation of disturbances. On the other hand, the appearance of degeneracy makes the study more challenging and
involved.
The goal of this paper is to study the null controllability of system (1.1). Up to now, many papers have been
devoted to the controllability of semilinear parabolic systems (see e.g. [3,8–10,13,15]). In [5] and [6] the authors
study the exact null controllability of a class of linear degenerate parabolic equations. In [4] for sufficiently small
initial values, the author proves the exact null controllability of a class of diffusion equations in one dimension. As far
as we know, there is little literature on the null controllability of quasilinear degenerate parabolic equations. We shall
make use of the properties of finite extinction time and finite speed of propagation to construct a control in feedback
form, such that system (1.1) is exactly null controllable at any time. At the same time, using this result, we can also
get the exact null controllability of a special quasilinear degenerate parabolic equation not in divergence form. On the
other hand, sometimes we need to add some constraint to the control function. For example, in winter we usually use
the central heating as heat source in room. If system (1.1) is used to describe the heat conduction in room, then we
should put a nonnegative constraint on control function, namely, u 0 a.e. in Q. We shall also prove that system (1.1)
is not exactly null controllable under nonnegative constraint on the controls, but approximately null controllable for a
long time.
Due to the degeneracy of system (1.1), we are only interested in the generalized solutions in the following sense.
Definition 1.1. A function y is called a nonnegative generalized solution of system (1.1) if the following conditions
are fulfilled:
(1) y  0 a.e. in Q, y ∈ C([0, T ];L2(Ω)) ∩L∞(Q) and y(m−1)/2∇y ∈ (L2(Q))n;
(2) for any ϕ ∈ C2(Q) with ϕ(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ) and ϕ(x,T ) = 0, x ∈ Ω , the following equality holds:∫ ∫
Q
[
y(x, t)ϕt (x, t)− ∇ym(x, t)∇ϕ(x, t)
]
dx dt +
∫ ∫
Q
χωu(x, t)ϕ(x, t) dx dt
= −
∫
Ω
y0(x)ϕ(x,0) dx.
It is well known that for each y0 ∈ C(Ω) with y0  0 in Ω and u ∈ L∞(Q) with u 0 a.e. in Q, system (1.1) has
a unique nonnegative generalized solution in the sense of Definition 1.1 (see e.g. [2]).
Definition 1.2. System (1.1) is exactly null controllable if and only if there exists a control function u ∈ L∞(Q), such
that the corresponding nonnegative generalized solution y of system (1.1) satisfies
y(x,T ;u) = 0 a.e. x ∈ Ω.
Definition 1.3. System (1.1) is exactly null controllable under nonnegative constraint on the controls if and only if
there exists a control function u ∈ L∞(Q) with u 0 a.e. in Q, such that the corresponding nonnegative generalized
solution y of system (1.1) satisfies
y(x,T ;u) = 0 a.e. x ∈ Ω.
Definition 1.4. System (1.1) is approximately null controllable if and only if for each ε > 0, there exists a control
function u ∈ L∞(Q), such that the corresponding nonnegative generalized solution y of system (1.1) satisfies∥∥y(·, T ;u)∥∥
L2(Ω) < ε.
Our main results are the following theorems.
Theorem 1.1. Suppose that suppy0 ⊆ ω and suppy0 = ω. Then system (1.1) is exactly null controllable at any
time T > 0.
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time T > 0. But for each ε > 0, we can find a time T > 0, such that system (1.1) is approximately null controllable at
time T .
The rest of this paper is organized as follows. Section 2 is devoted to giving some technical lemmas. In Section 3,
we shall prove a property of finite speed of propagation. In Sections 4 and 5, we shall prove Theorems 1.1 and 1.2
respectively.
2. Preliminary lemmas
In order to prove Theorem 1.1, we need the following results.
Lemma 2.1. (See [16].) Suppose that y1 and y2 are the nonnegative generalized sup-solution and sub-solution of the
following equation respectively⎧⎨
⎩
yt −ym = 0 in Q,
y(x, t) = 0 on ∂Ω × (0, T ),
y(x,0) = y0(x) in Ω,
where m > 1 and y0 is a nonnegative continuous function. If yi ∈ L∞(Q) and ym−1i ∇yi ∈ (L1(Q))n, i = 1,2, then
y2  y1 a.e. in Q.
Lemma 2.2. (See [12].) Suppose that y0 is a nonnegative continuous function and k is a positive constant. Then the
following equation⎧⎨
⎩
zt −zm = −kz1/2 in Ω × (0,+∞),
z(x, t) = 0 on ∂Ω × (0,+∞),
z(x,0) = y0(x) in Ω,
(2.1)
has a unique nonnegative generalized solution z and has finite extinction time, i.e., there exists a time t0 > 0, such that
z(x, t) = 0 for (x, t) ∈ Ω × [t0,+∞).
Proof. For the existence and uniqueness of the nonnegative generalized solution of Eq. (2.1) refer to [16]. At the same
time, suppose that zi (i = 1,2) is nonnegative generalized solution of Eq. (2.1) associated to the initial value gi(x)
and boundary value hi(x, t). If h2(x, t) h1(x, t) a.e. on ∂Ω × (0, T ) and g2(x) g1(x) a.e. in Ω , then z2  z1 a.e.
in Q (see e.g. [16]). Denote
M = sup
x∈Ω
y0(x).
Let v be the unique solution of the following equation{
dv
dt
(t) = −kv1/2(t),
v(0) = M.
Then obviously v satisfies the first equation of (2.1) in Ω × (0, 2M1/2
k
) and it is nonnegative. At the same time,
v extincts in t0 = 2M1/2k . Thus the solution z of Eq. (2.1) also extincts in finite time. The proof of Lemma 2.2 is
complete. 
3. Property of finite speed of propagation
In this section, we shall prove a property of finite speed of propagation for the nonnegative generalized solution w
of the following equation
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⎩
wt −wm = 0 in Q,
w(x, t) = 0 on ∂Ω × (0, T ),
w(x,0) = y0(x) in Ω,
(3.1)
where m> 1, y0 is a nonnegative continuous function, suppy0 ⊆ Ω and suppy0 = Ω .
Proposition 3.1. There exists a time T ∗ > 0, such that the solution w of Eq. (3.1) satisfies
suppw(·, t) ⊆ Ω and suppw(·, t) = Ω, t ∈ [0, T ∗].
Proof. First, we consider a simple case, namely, suppy0 ⊆∏ni=1[αi,βi] ⊂ Ω , where [αi,βi], i = 1, . . . , n, is a closed
interval in R. For each r  0, define
Ω(r) = {x ∈ Ω ∣∣ x = (x1, . . . , xn), x1  r}, Ω(α1(t), β1(t))= (Ω \Ω(α1(t)))∩Ω(β1(t)),
where α1(t) and β1(t) are two functions to be determined later.
For x = (x1, . . . , xn) ∈ Rn and r  β1, denote
ϕ(x, r) = (x1 − r)+,
where (·)+ := max{·,0}.
Step 1. Denote u = wm. We shall first prove the following inequality∫ ∫
Qt
|∇u|2ϕl dx dτ  Ct2
∫ ∫
Qt
u(4m−2)/mϕl−6 dx dτ,
where l is a positive number to be determined later and Qt := Ω × (0, t).
Multiplying the first equation of (3.1) by wmϕl and integrating on Qt , we get
1
m+ 1
∫
Ω
wm+1(x, t)ϕl(x, r) dx − 1
m+ 1
∫
Ω
ym+10 (x)ϕ
l(x, r) dx
= −
∫ ∫
Qt
mwm−1∇w · ∇(wmϕl)dx dτ.
Since suppy0 ⊆∏ni=1[αi,βi], we have
1
m+ 1
∫
Ω
ym+10 (x)ϕ
l(x, r) dx = 0.
Thus ∫ ∫
Qt
wm−1∇w · ∇(wmϕl)dx dτ  0. (3.2)
Observe that∫ ∫
Qt
wm−1∇w · ∇(wmϕl)dx dτ = ∫ ∫
Qt
mw2m−2|∇w|2ϕl dx dτ +
∫ ∫
Qt
lw2m−1ϕl−1∇w · ∇ϕ dx dτ

∫ ∫
Qt
mw2m−2|∇w|2ϕl dx dτ −
∫ ∫
Qt
lw2m−1ϕl−1|∇w|dx dτ.
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Qt
w2m−2|∇w|2ϕl dx dτ 
∫ ∫
Qt
l
m
w2m−1ϕl−1|∇w|dx dτ
 1
2
∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ +C
∫ ∫
Qt
w2mϕl−2 dx dτ,
here and hereafter C denotes different constant.
Thus∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ C
∫ ∫
Qt
w2mϕl−2 dx dτ. (3.3)
Multiplying the first equation of (3.1) by w2m−1ϕl−2 and integrating on Qt , we can get
1
2m
∫
Ω
w2m(x, t)ϕl−2(x, r) dx +
∫ ∫
Qt
mwm−1∇w · ∇(w2m−1ϕl−2)dx dτ = 0. (3.4)
We notice that∫ ∫
Qt
wm−1∇w · ∇(w2m−1ϕl−2)dx dτ
=
∫ ∫
Qt
(2m − 1)w3m−3|∇w|2ϕl−2 dx dτ +
∫ ∫
Qt
(l − 2)w3m−2ϕl−3∇w · ∇ϕ dx dτ

∫ ∫
Qt
(2m− 1)w3m−3|∇w|2ϕl−2 dx dτ −
∫ ∫
Qt
(l − 2)w3m−2|∇w|ϕl−3 dx dτ.
This, together with (3.4) gives
sup
τ∈(0,t)
∫
Ω
w2m(x, τ )ϕl−2(x, r) dx  C
∫ ∫
Qt
w3m−2|∇w|ϕl−3 dx dτ. (3.5)
Substituting (3.5) into (3.3) and using Young’s inequality, we get∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ Ct
∫ ∫
Qt
w3m−2|∇w|ϕl−3 dx dτ
 1
2
∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ +Ct2
∫ ∫
Qt
w4m−2ϕl−6 dx dτ.
Thus ∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ Ct2
∫ ∫
Qt
w4m−2ϕl−6 dx dτ. (3.6)
Denote u = wm. Then we get the conclusion of Step 1.
Step 2. We shall construct a function sequence {fl(r, t)} and establish inequality (3.15), by using suitable embedding
theorem.
Denote
γ0 = min
{
2m
n
,2m− 2
}
> 0, γ = 2m+ γ0, γ1 = (l − 6)m
γ
,
where l is chosen sufficiently large, such that γ1 > 1.
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2m< γ  4m− 2, γ < 2m+ 4m
n
. (3.7)
By (3.6), since w ∈ L∞(Q) and γ  4m− 2, we have∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ Ct2
∫ ∫
Qt
wγ ϕl−6 dx dτ. (3.8)
In order to estimate the right-hand side of (3.8), let
v = uϕγ1
and define
Qt,r :=
{
(x, τ ) ∈ Q ∣∣ x ∈ Ω \Ω(r), τ ∈ (0, t)}.
By Poincaré’s inequality, we obtain
‖∇v‖L2(Qt )  ‖∇u‖L2(Qt,r ). (3.9)
Multiplying the first equation of (3.1) by w2m−1ϕ2 and integrating on Qt , similar to (3.4), we get
sup
τ∈(0,t)
∫
Ω
w2m(x, τ )ϕ2(x, r) dx  C
∫ ∫
Qt,r
w3m−2|∇w|ϕ dx dτ.
By Young’s inequality, since w ∈ L∞(Q), we have
sup
τ∈(0,t)
∫
Ω
w2m(x, τ )ϕ2(x, r) dx  C
∫ ∫
Qt,r
w4m−4|∇w|2 dx dτ  C‖∇u‖2
L2(Qt,r )
.
This implies that
sup
τ∈(0,t)
∥∥v(·, τ )∥∥
L2(Ω)  C‖∇u‖L2(Qt,r ). (3.10)
By Sobolev’s embedding theorem (see e.g. [11]), we have
‖v‖L2(n+2)/n(Qt )  C sup
τ∈(0,t)
∥∥v(·, τ )∥∥2/(n+2)
L2(Ω)
‖∇v‖n/(n+2)
L2(Qt )
. (3.11)
Substituting (3.9) and (3.10) into (3.11), we get∥∥wmϕγ1∥∥
L2(n+2)/n(Qt )  C‖∇u‖L2(Qt,r ). (3.12)
Since γ < 2m+ 4m/n, by Hölder’s inequality and (3.12), we obtain∫ ∫
Qt
wγ ϕl−6 dx dτ C
[ ∫ ∫
Qt
w2m(n+2)/nϕ2(n+2)γ1/n dx dτ
]γ n/[2m(n+2)]
· t1−γ n/[2m(n+2)]
C‖∇u‖γ /m
L2(Qt,r )
· t1−γ n/[2m(n+2)].
This, together with (3.8) gives∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ  t3−γ n/[2m(n+2)] · ‖∇u‖γ /m
L2(Qt,r )
Ct3−γ n/[2m(n+2)] ·
[ ∫ ∫
Q
w2m−2|∇w|2 dx dτ
]γ /(2m)
. (3.13)
t,r
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fl(r, t) =
∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ, f0(r, t) =
∫ ∫
Qt,r
w2m−2|∇w|2 dx dτ.
Then (3.13) can be rewritten as
fl(r, t) Ctθ1f θ20 (r, t), (3.14)
where θ1 = 3 − γ n/[2m(n+ 2)] and θ2 = γ /(2m) > 1.
By Young’s inequality and (3.14), we have
f1(r, t) =
∫ ∫
Qt
w2m−2|∇w|2ϕ dx dτ

[ ∫ ∫
Qt
w2m−2|∇w|2ϕl dx dτ
]1/l[ ∫ ∫
Qt,r
w2m−2|∇w|2 dx dτ
](l−1)/ l
 Ctθ1/lf (θ2+l−1)/ l0 (r, t). (3.15)
Let
θ = θ2 − 1
l
> 0.
Since ∂
∂r
f1(r, t) = −f0(r, t), we rewrite (3.15) as
f1(r, t) Ctθ1/l
[
− ∂
∂r
f1(r, t)
]1+θ
,
that is,
∂
∂r
f1(r, t)−C
[
f1(r, t)
]1/(1+θ) · t−θ1/[l(1+θ)].
Step 3. By analyzing the above inequality, we prove the conclusion of Proposition 3.1.
If f1(β1, t) = 0, then suppw(·, t) ⊆ Ω(β1). If f1(β1, t) > 0, then there exists a maximal interval (β1, β∗1 ) on which
f1(r, t) > 0 and
∂
∂r
[
f
θ/(1+θ)
1 (r, t)
]= θ
1 + θ
∂
∂r
f1(r, t)f
−1/(1+θ)
1 (r, t)−Ct−θ1/[l(1+θ)].
Integrating the above inequality on (β1, β∗1 ), we have
f
θ/(1+θ)
1
(
β∗1 , t
)− f θ/(1+θ)1 (β1, t)−Ct−θ1/[l(1+θ)](β∗1 − β1),
which and (3.15) imply that
β∗1  β1 +Ctθ1/[l(1+θ)]f θ/(1+θ)1 (β1, t) β1 + Ctθ1/lf θ0 (β1, t).
Since f0(β1, t) is bounded, we have
β∗1  β1 +Ctθ1/l := β1(t). (3.16)
This shows
suppw(·, t) ⊆ Ω(β1(t)).
Similarly, there exists a function α1(t), such that
suppw(·, t) ⊆ Ω \Ω(α1(t)).
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suppw(·, t) ⊆ Ω(α1(t), β1(t)).
The discussion in the direction of xi , i = 2, . . . , n, is similar to that for x1. We can finally obtain suppw(·, t) ⊆
Ω(αi(t), βi(t)), i = 1, . . . , n.
Next we treat the general case, that is, suppy0 ⊂ Ω . Obviously, we can select a finite closed covering D of suppy0
with D =⋃pj=1 D(j) ⊂ Ω and D(j) =∏ni=1[α(j)i , β(j)i ], where [α(j)i , β(j)i ] for i = 1, . . . , n, j = 1, . . . , p is a closed
interval in R. Moreover, we can require that the profile of D(j) is contained in suppy0 (we call it the inner profile) or
the cap set of the profile and the inner of suppy0 is empty (we call it the outer profile). We are interested in the cuboids
which are not contained in suppy0 only. As a matter of convenience, we denote these cuboids by D(1), . . . ,D(n0),
where n0  p.
For the cuboid D(j) = ∏ni=1[α(j)i , β(j)i ] (j = 1, . . . , n0), we can also obtain the finite propagation of the outer
profile of D(1). Using the same technique for deriving (3.16), we can establish the estimate of the speed of finite
propagation and hence the proof is complete. 
Remark 3.1. By the proof of Proposition 3.1 and suppy0 ⊂ ω, there exists a time T ∗ > 0, such that the solution w
of Eq. (3.1) satisfies
w(x, t) = 0, (x, t) ∈ Ω \ω × (0, T ∗).
4. Proof of Theorem 1.1
Proof of Theorem 1.1. For any T > 0, considering the definition of t0 in Lemma 2.2, if we take k = 2M1/2T in Eq. (2.1),
then the solution z of Eq. (2.1) vanishes at time T , i.e.,
z(x,T ) = 0, x ∈ Ω. (4.1)
At the same time, by Remark 3.1, there exists a time T ∗ > 0, such that the solution w of Eq. (3.1) satisfies
w(x, t) = 0, (x, t) ∈ Ω \ω × (0, T ∗).
Noticing that z is a nonnegative sub-solution of Eq. (3.1) in Q, by Lemma 2.1, we get
z(x, t) = 0, (x, t) ∈ Ω \ω × (0, T ∗). (4.2)
From the above discussion, for system (1.1), if T  T ∗, we choose the control function u in feedback form as
follows:
u(x, t) = −2M
1/2
T
y1/2(x, t).
Then by (4.1) and (4.2), the corresponding nonnegative generalized solution y of system (1.1) satisfies y(x,T ;u) = 0
a.e. x ∈ Ω and suppu(·, t) ⊆ ω, t ∈ [0, T ].
On the other hand, if T > T ∗, we choose the control function u in feedback form as follows:
u(x, t) =
{− 2M1/2
T ∗ y
1/2(x, t), (x, t) ∈ Ω × (0, T ∗),
0, (x, t) ∈ Ω × (T ∗, T ).
Then by (4.1) and (4.2), the corresponding nonnegative generalized solution y of system (1.1) satisfies y(x, t) = 0 a.e.
(x, t) ∈ Ω × [T ∗, T ] and suppu(·, t) ⊆ ω, t ∈ [0, T ]. Thus the proof of Theorem 1.1 is complete. 
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parabolic equations. For example, consider the following quasilinear degenerate parabolic system not in divergence
form ⎧⎨
⎩
zt − zz = χωu in Ω × (0, T ),
z(x, t) = 0 on ∂Ω × (0, T ),
z(x,0) = z0(x) in Ω,
(4.3)
where z0 is a given nonnegative continuous function, supp z0 ⊆ ω and supp z0 = ω.
System (4.3), as an important biological model, has been proposed in [1]. It is interesting that the behaviour of
this equation is different from the equations in divergence form very much. Indeed, in [14] the authors have proved
that the uniqueness of generalized solution for Eq. (4.3) fails dramatically when u ≡ 0 and there always exists a
generalized solution z which does not extinct at any time. But if we take m = 2 in system (1.1), using the result of
Theorem 1.1, we can easily construct a control function u in feedback form, such that system (4.3) has a unique
nonnegative generalized solution associated to u and it extincts in finite time. In fact, set
M = sup
x∈Ω
z0(x).
Using the property of finite speed of propagation of disturbances, we can find a time T∗ > 0, such that the unique
nonnegative generalized solution w of the following equation⎧⎨
⎩
wt − 12w2 = 0 in Ω × (0,+∞),
w(x, t) = 0 on ∂Ω × (0,+∞),
w(x,0) = z0(x) in Ω,
satisfies
w(x, t) = 0, (x, t) ∈ Ω \ ω × (0, T∗).
Then if T  T∗, we take
u = |∇z|2 − 2M
1/2
T
z1/2(x, t);
if T > T∗, we take
u =
{ |∇z|2 − 2M1/2
T∗ z
1/2, (x, t) ∈ Ω × (0, T∗),
0, (x, t) ∈ Ω × (T∗, T ).
From the proof of Theorem 1.1, we get that system (4.3) associated to the above feedback control has a unique
solution and it is exactly null controllable.
5. Proof of Theorem 1.2
First, for the following equation⎧⎨
⎩
wt −wm = 0 in Ω × (0,+∞),
w(x, t) = 0 on ∂Ω × (0,+∞),
w(x,0) = y0(x) in Ω,
a necessary and sufficient condition for the solution w to have finite extinction time is m < 1 (see e.g. [7]). Hence if
we denote by w the solution of system (1.1) associated to u = 0, then for any time T > 0, we have
w(·, T ) = 0 in Ω. (5.1)
At the same time, we notice that for any u ∈ L∞(Q) with u 0 a.e. in Q, w is a sub-solution of system (1.1). By
Lemma 2.1 and (5.1), the solution y of system (1.1) associated to any nonnegative control function u satisfies
y(·, T ) = 0 in Ω,
which implies system (1.1) is not exactly null controllable under nonnegative constraint on the controls at any time T .
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controls for a long time. In fact, when we take u = 0 in Q, system (1.1) approaches zero at top speed. Denote by w
the solution of system (1.1) associated to u = 0. Multiplying the first equation of system (1.1) associated to u = 0 by
wm and integrating on Ω , we have
1
m+ 1
d
dt
∫
Ω
wm+1(x, t) dx +
∫
Ω
∣∣∇wm(x, t)∣∣2 dx = 0. (5.2)
By Poincaré’s inequality, there exists C > 0, such that∫
Ω
w2m(x, t) dx C
∫
Ω
∣∣∇wm(x, t)∣∣2 dx.
Set
C1 = (m + 1)|Ω|(1−m)/(1+m)/C.
By Hölder’s inequality and (5.2), we get
d
dt
∫
Ω
wm+1(x, t) dx +C1
[ ∫
Ω
wm+1(x, t) dx
]2m/(m+1)
 d
dt
∫
Ω
wm+1(x, t) dx +C1|Ω|(m−1)/(m+1)
∫
Ω
w2m(x, t) dx
 d
dt
∫
Ω
wm+1(x, t) dx + (m + 1)
∫
Ω
∣∣∇wm(x, t)∣∣2 dx = 0.
Hence
∫
Ω
wm+1(x, t) dx is less than or equal to the solution of the following problem
H ′(t)+ C1H 2m/(m+1)(t) = 0,
H(0) =
∫
Ω
ym+10 (x) dx.
Thus ∫
Ω
wm+1(x, t) dx H(t) =
{
C1
m− 1
m+ 1 t +
[ ∫
Ω
ym+10 (x) dx
](1−m)/(1+m)}(1+m)/(1−m)
,
which implies
∥∥w(·, t)∥∥
L2(Ω)  |Ω|(m−1)/(2m+2)
{
C1
m− 1
m+ 1 t +
[ ∫
Ω
ym+10 (x) dx
](1−m)/(1+m)}1/(1−m)
. (5.3)
By inequality (5.3) and m> 1, for each ε > 0, we can take sufficiently large T > 0, such that∥∥w(·, T )∥∥
L2(Ω)  ε.
The proof of Theorem 1.2 is complete.
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