A latin square is an n x n square matrix each of which cells contains a symbol chosen from the set 11,2, ... ,n]; each symbol occurs exactly oncl~ in each row or column of the matrix. A partial latin square is a latin square in which some cells are unoccupied. We consider the problem of obtaining necessary and sufficient conditions for a partial latin square to be completed to a latin square.
Introduction
In the 18th century a latin square ( From the above theorem we derive (CC) in the following way. Let P be a (PLS) and pI be an (L:3) of order n. If C = ( c ijk ) and Cl = ( cf.jk denote characteristic matrices for P and pI respectively, then P is completed to pI if 
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We consider the n-commodity supply-demand type flow problem in the network G.
First we make the restriction that the flow of commodity k must be sent from the source k E K) to the sink k E K 2 . The supply-demand conditions are given as follows. K), K2 are the sets of supply, demand nodes respectively. Let S(k) denote the amount of supply of commodity k) at the node kl E Kl and D(k2) denote the amount of demand of commodity k2 at the node k2 E K2' Then the conditions are
(k l , i) E U} I, for any kl E Kl, and 
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Given a (PLS) P we had the corresponding network G as in Figure Directed edges . Let la, Jo, L1, L2 be arbit·-kEKo rary subsets of I, J, KO, K6 respectively and la, J o , L1, L2 be their comple·-ments with respect to the setsI, J, KO, K6 respectively. We define a subset X and its complement X as follows.
where we denote the set {s}, {t} simply by s, t, respectively. Then (X, X) is a cut separating the source s and the sink t since SEX and t E X. In order that we have a finite capacity L1 = L2 = q. is necessary since we have c(s, k)= We have assumed KC = K6 = KO and the inequalities (2.7) must hold for any sets KO s;; K. Thus the theorem is proved. Since we have Nk = n -Ip({k}) I, where P({k}) indicates the set peN / N x {k}) , The left side of (3.5) can be rewritten as follows: Therefore we can conclude that (CC) of (1.3) is equivalent to the (NC) of (2.1) .
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Matroid Condition (MC) and its Relation to Network Condition (NC)
A matroid M = (E, F) is defined as a finite set E and a nonempty family F of subsets of E, called independent subsets of E such that
(1) every subset of an independent set is independent and (2) for every set A ~ E, all maximal independent subsets of A have the same cardinality, called the ranI: reA) of A.
A base of a mat raid M is a maximal independent set of M. A set is called dependent relative to a matroid M if the set AcE is not a member of F.
We give a simple example of matroid called p-uniform matroid defined on a finite set E. Bases are those subsets of E which contain exactly p elements, where p ;s IEI, and independent sets are the subsets of E containing not more than p elements. The rank of any subset A £ E is given by min (IAI, p).
We define a partition matroid which is to be used later on. Let PI' P 2 , P be a partition of E (Le., UP. = E and p. n P. = ~ whenever i " j ) , m i are the collection of all sets IS E such that 11 n Pil ~ Pi for 1 ~ i ;srn.
Any matroid that can be generated in such a manner (for a partition) is call.ed a partition matroid.
Now we consider the following problem. Let Mlk = (E. F lk ) and M2k = (E. [4] , [5] and [B] . But general case has not been solved. In the following theorem we give a necessary (but not sufficient) condition for this problem.
The Completion of Partial Latin Squares
Theorem 4.1. Let MIle = (E, F lk ) and M2k = (E, F 2k ) be matroids for each k E K, and let r lk and r 2k be their respective rank functions for each k E K.
Suppose the set E can be partitioned into n sets lk satisfying lk E Flk n F2k for each k E K. Then we have
rOk (A), for all As:;; E, k E K where for each k E K 
H cA
Proof: Let {lk' k E K} be a partition of the set E satisfying the condition lk E Flk n F2k for each k E K. Given a set A ~ E, suppose the set Hk SA minimizes rlk(H) + r2k(A~I) for each k E K. Then for all subsets AcE we have
lA n lkl
{I (A n lk) n Hkl + I (A n lk)"JIkl} In the following theorem we show that matroid condition (MC) given in (4.1) (or equivalently (4.4» implies network condition (NC) given in (Z.l);
that is, given a (PLS) P which satisfies (MC), then it satisfies (NC). But we note that the converse is not true. The above (PLS) P cannot be completed sinee symbols 2 and 3 conflict in cell (4.1). It is routine to check that this P satisfies (NC) of (3.1). But there exists a violating set A to the (MC) of (ii.4) , which is given by A = {(2, 1), (3,1), (4,1), (4,2), (4, 3)}.
The above set A corresponds to the shaded area in the (PLS) P of We noted that neither of these necessary conditions given in (3.1) and (4.1) was sufficient for the completion of (PLS)'s (an example showing this is given in [lJ), but there are some special cases in which network condition of (3.1) can be both necessary and sufficient. These cases are given in [9].
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The Completion of Partial Latin Squares
Moreover we can consider another necessary condition based on the triply stochastic matrix. In [9] the relation between this condition and matroid condition is investigated and some results are shown.
