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Abstract. In this paper, we extend the G-expectation theory to infinite
dimensions. Such notions as a covariation set of G-normal distributed ran-
dom variables, viscosity solution, a stochastic integral driven by G-Brownian
motion are introduced and described in the given infinite dimensional case.
We also give a probabilistic representation of the unique viscosity solution to
the fully nonlinear parabolic PDE with unbounded first order term in Hilbert
space in terms of G-expectation theory.
Key words. Hilbert space, G-expectation, upper expectation, G-Brownian
motion, G-stochastic integral, B-continuity, viscosity solution, Itoˆ’s isom-
etry inequality, BDG inequality, fully nonlinear PDE, Ornstein-Uhlenbeck
process.
1 Introduction
This paper is based on the author’s Ph.D. thesis (see [48]) and devoted to
a study of the theory of G-expectations in infinite dimensions. Using G-
expectations as a probabilistic tool, we also study equations of the form:#
Btu` xAx,Dxuy `GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (1)
We call this equation a G-PDE, because of the occurrence of the nonlinear
coefficient G. G is a certain sublinear functional which is connected to a
˚Universita` degli Studi di Milano-Bicocca, Dipartimento di matematica e applicazioni,
via R.Cozzi, 53, Milan, Italy; ibrahimov.ag@gmail.com
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G-expectation E by the formula Gp ¨ q “ 1
2
E
“x ¨ X,Xy‰. The term A in the
PDE is a given generator of a C0-semigroup
`
etA
˘
: the occurrence of this
unbounded, not everywhere defined term is important for the applications,
but it requires to face additional difficulties. The solution to equation (1) will
be understood in the sense of viscosity solutions. But treating viscosity solu-
tions in the infinite dimensions also requires to overcome special difficulties
(see, i.e., [25, 26, 27, 28, 29]).
S´wie¸ch (see [57, 79]) was the first author to include the “unbounded” term
xAx,Dxuy in the second order PDE. Together with Kelome (see [56, 57])
he proved a comparison principle and existence and uniqueness results for a
nonlinear second order PDE. We will make use of their results on uniqueness
of the solution to equation (1). In order to prove existence we will use
a probabilistic representation which is entirely different from the method
of Kelome and S´wie¸ch. The probabilistic representation of the solution of
equation (1) is formally analogous to the classical case. To this aim we
consider an associated stochastic differential equation:#
dXτ “ AXτ ` dBτ , τ P pt, T s Ă r0, T s ;
Xt “ x,
(2)
where, however, Bτ is a so called G-Brownian motion in the Hilbert space H,
i.e. a Brownian motion related to a G-expectation that we introduce in an
appropriate way.
The solution of equation (2) is the following process, formally analogue to
the Ornstein-Uhlenbeck process:
Xτ :“ X t,xτ “ epτ´tqAx`
τż
t
epτ´σqAdBσ.
We will see that the formula upt, xq :“ E“fpX t,xT q‰ gives the required repre-
sentation of the unique viscosity solution of equation (1).
In the definition of Xτ we are naturally led to considering a stochastic inte-
gral, which can be of the more general form
τż
0
Φpσq dBσ.
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So, we need to define a stochastic integral with respect to a G-Brownian
motion. Its investigation gets us related properties and results. Special
attention will be devoted to the identifying a suitable class of integrand
processes Φ, with values in an appropriate space of linear operators that will
be introduced to this purpose.
2 Sublinear functionals and distributions
2.1 G-functional
The notion of G-functional we need in order to use some sublinear functionals
in infinite dimensions. Mainly it applies to the second order term in the heat
equation #
Btu`GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (3)
Also, in the G-expectation theory G-functional plays a very important role
as a tool of characterization G-normal distributed random variables.
So, let us consider H is a real separable Hilbert space and tei , i ě 1u be an
orthonormal basis on it.
Keeping the standard notations, define the following sets in this way:
LpHq :“  A : HÑ H | A – linear, continuous in LpHq-topology(;
KpHq :“  A P LpHq | A – compact(;
LSpHq :“
 
A P LpHq | A “ A˚( and KSpHq :“  A P KpHq | A “ A˚(.
Definition 2.1. A monotone, sublinear, continuous (in the operator norm)
functional G : D Ă LSpHq Ñ R is said to be G-functional.
That is, Gp ¨ q is required to satisfy the following conditions:
1)A ě A¯ ñ GpAq ě GpA¯q.
2)GpA` A¯q ď GpAq `GpA¯q;
3)GpλAq “ λGpAq, λ ě 0;
4)G is LpHq-continuous.
Theorem 2.1. Let X be a linear space.
F : XÑ R is a sublinear functional, i.e.
1) F px` yq ď F pxq ` F pyq;
2) F pλxq “ λF pxq , λ ě 0.
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Then there exists a family of linear functionals
 
fθ : X Ñ R, θ P Θ
(
, such
that:
F pxq “ sup
θPΘ
fθpxq, x P X. (4)
Moreover, (a) If F is continuous ñ fθ in (4) are continuous.
(b) If F is a monotone, sublinear functional, that preserves con-
stants (such functional we call sublinear expectation)
ñ fθ in (4) are linear expectations.
Proof.
The original proof in a finite dimensional case you can see in [73, Th.2.1] but
some parts in infinite dimensions requires additional passages, so that the
full proof you can consult in the author’s thesis [48].
Definition 2.2. The von Neumann-Schatten classes of operators are defined
as follows:
CppHq :“
 
A P LpHq | ř
jě1
ˇˇxAej, ejyˇˇp ă 8( , 1 ď p ă 8;
C8pHq :“ LpHq.
Introducing a norm for A P CppHq, 1 ď p ď 8 :
}A}Cp :“
”
Tr
`
A¨A˚˘p{2ı1{p, 1 ď p ă 8,
}A}C8 :“ }A}LpHq;
Also we know that
`
CppHq, } ¨ }Cp
˘
, 1 ď p ď 8 is a Banach space
(see [76, 2.1]).
Remark 2.1. In the sequel we will call the classes C1pHq and C2pHq as
trace-class and Hilbert-Schmidt class of operators respectively, and de-
note them in this way:
C1pHq ” L1pHq :“
 
A P LpHq | Tr“pA ¨A˚q1{2‰ ă 8(;
C2pHq ” L2pHq :“
 
A P LpHq | Tr“A ¨ A˚‰ ă 8(.
Now we would like to give the representation of the G-functional defined
on the set of compact symmetric operators on H. Actually, we can’t give
the same representation result in the general case with the domain of linear
bounded operators. But afterwards we discuss about extension G-functional
on LSpHq.
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Theorem 2.2. Let G : KSpHq Ñ R be a G-functional.
Then there exists a set Σ such that:
1)Σ Ă C1pHq;
2)@B P Σ ñ B “ B˚, B ě 0;
3)Σ is convex;
4)Σ is closed subspace of C1pHq;
5) GpAq “ 1
2
sup
BPΣ
Tr
“
A ¨Bs, @A P KSpHq.
Proof.
For every sublinear continuous functional F : KpHq Ñ R according to
Th.2.1, there exist a family of linear continuous (in LpHq-topology) func-
tionals
 
fθ, θ P Θ
(
, such that F pAq “ sup
θPΘ
fθpAq , A P KpHq.
Let us fix θ and consider f “ fθ P L
`
KpHq,R˘.
For x, y P H we define a bounded linear operator xb y on H as follows:
pxb yqz :“ xz, yy x , z P H.
It is clear that rkpxb yq “ 1, if x ‰ 0, y ‰ 0, and
Trrxb ys “ ř
jě1
@pxb yqej, ejD “ ř
jě1
xej, yyxx, ejy “ xx, yy, and
the norm }xb y}LpHq :“ }x}H ¨ }y}H , 1 ď p ď 8.
The bilinear form Lpx, yq :“ fpxb yq satisfiesˇˇ
Lpx, yqˇˇ “ ˇˇfpxb yqˇˇ ď }f}LpLpHq,Hq ¨ }xb y}LpHq ď }f}LpLpHq,Hq ¨ }x}H ¨ }y}H,
So that, it is bounded.
But for every bounded bilinear form there exists a unique B P LpHq such
that Lpx, yq “ xBx, yy (see [76, Th.1.7.1]).
It follows that fpxb yq “ xBx, yy “ xx,B˚yy “ TrrxbB˚ys
“ Trrpxb yqBs,
because pxbB˚yqz “ xz, B˚yy x “ xBz, yy x “ pxb yqBz.
So, we can conclude that fpAq “ Tr“AB‰ , where A :“ xb y. p ˚ q
Denote F to be the set of all operators of finite rank on H.
But every A P F can be represented in the form A “
mř
j“1
αjψj b ϕj
(see [76, Th.1.9.3]), where pαjq is uniquely determined sequence of the real
elements, and pψjq, pϕjq are two orthonormal systems in H.
For this reason p ˚ q holds for every A P F .
In order to show that B P C1pHq we use the following lemma:
Lemma 2.1 (Ringrose, [76], Lm.2.3.7).
Let 1 ď p ď 8 , and q be a conjugate exponent of p (i.e. 1
p
` 1
q
“ 1).
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Then T P CqpHq if and only if sup
!ˇˇ
TrrST s ˇˇ : S P F , }S}Cp ď 1) ă 8.
And in such a case the value of the supremum is equal to }T }Cq .
According to this lemma we get that
sup
!ˇˇ
TrrABs ˇˇ : B P F , }B}C8 ď 1) ď }f} ă 8;
So that for every A P F we have fpAq “ Tr“AB‰ , B P C1pHq.
Both sides in this equality are LpHq-continuous, and since the set F is dense
in KpHq, this implies that for every A P KpHq we have also fpAq “
Tr
“
AB
‰
, B P C1pHq.
In the case when A P KSpHq therefore there exists B0 P C1pHq, such that
fpAq “ Tr“AB0‰.
Consider an operator B :“ B0 `B
˚
0
2
, which is symmetric and trace-class;
Hence:
Tr
“
AB
‰ “ Tr„ApB0 `B˚0 q
2

“ 1
2
Tr
“
AB0
‰` 1
2
Tr
“
AB˚0
‰
“ 1
2
Tr
“
AB0
‰` 1
2
Tr
“
B0A
˚‰ “ 1
2
Tr
“
AB0
‰` 1
2
Tr
“
B0A
‰
“ 1
2
Tr
“
AB0
‰` 1
2
Tr
“
AB0
‰ “ Tr“AB0‰ “ fpAq.
So we can conclude that for every A P KSpHq we have fpAq “ Tr
“
AB
‰
,
B “ B˚ P C1pHq.
Now let us take the following sublinear functional F pAq :“ 2GpAq, defined
on the set KSpHq.
Applying Th.2.1 we have
F pAq “ sup
θPΘ
fθpAq “ sup
θPΘ
Tr
“
ABθ
‰
, Bθ “ B˚θ P C1pHq , θ P Θ;
Hence there exists a set of operators
 
Bθ, θ P Θ
ˇˇ
Bθ “ B˚θ P C1pHq
(
, such
that GpAq “ 1
2
sup
θPΘ
Tr
“
ABθ
‰
, A P KSpHq.
G is monotone. For this reason we can only take that Bθ which are positive:
if x P H then xBθx, xy ě 0.
Indeed, by the definition of supremum we have that:
@ ε ą 0 D θ “ θε P Θ : 1
2
Tr
“
ABθ
‰ ď GpAq ă 1
2
Tr
“
ABθ
‰`ε. p# q
Assume that there exists a basis vector ei, such that xBθei, eiy :“ βε ă 0.
then consider an operator A0 such that xA0ej , ejy “ 1tj“iu , j ě 1.
It is clear that A0 is symmetric and compact.
Also if A0 ě 0 yields GpA0q ě Gp0q “ 0.
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From p# q we have 1
2
βθ ď GpAq ă 1
2
βθ ` ε.
And passing to the limit εÑ 0: gives GpAq “ 1
2
β0 ă 0, a contradiction.
And finally it may be concluded that GpAq “ 1
2
sup
θPΘ
Tr
“
ABθ
‰
, A P KSpHq.
where operators
 
Bθ , θ P Θ
(
satisfy required properties:
Bθ “ B˚θ ě 0 , Bθ P C1pHq.
And now we are going to finish the proof by the construction of the set Σ:
Let us define the following sets:rΣ :“  B P C1pHq | B “ B˚ ě 0(;
Σ1 “ Σ1G :“
 
B P rΣ | @ ε ą 0 1
2
Tr
“
AB
‰ ď GpAq ă 1
2
Tr
“
AB
‰` ε(;
Take Σ :“ convpΣ1q (closure in C1-norm).
Since sup
θPΘ
Tr
“
ABθ
‰ “ sup
BPΣ1
Tr
“
AB
‰ “ sup
BPΣ
Tr
“
AB
‰
, and Σ Ď rΣ Ă C1pHq,
we can set GpAq :“ 1
2
sup
BPΣ
Tr
“
A ¨Bs, @A P KSpHq.
Moreover, by a such construction one can see that G defines the Σ-set
uniquely.
Remark 2.2. For every functional fBpAq : LpHq Ñ R , B P C1pHq,
such that fBpAq “ Tr
“
AB
‰
we have fB P L
`
LpHq,R˘.
Moreover the mapping B Ñ fB defines an isometric isomorphism from
C1pHq to
`
KpHq˘˚.
Proof.
We have AB P C1pHq and Tr
“
AB
‰ “ }AB}C1 ď }A}C8}B}C1
(see [76, Th.2.3.10]).
So that, fB is a linear continuous functional.
Moreover, }fB} ď }B}C1 ;
But according to Lm.2.1:
}fB} ě sup
!ˇˇ
fBpAq
ˇˇ
: A P F , }A}C8 ď 1
)
“ sup
!ˇˇ
TrrABs ˇˇ : A P F , }A}C8 ď 1) “ }B}C1 ;
whence it follows that }fB} “ }B}C1.
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It is easy to see that if Σ is a convex, closed (in C1pHq-topology) set of
symmetrical, non-negative, trace-class operators, then functional
GpAq :“ 1
2
sup
BPΣ
Tr
“
A ¨Bs is a G-functional, A P KSpHq.
Furthermore, we see that between G and Σ is settled a mutual correspon-
dence, such that from the one we can get another one: GØ Σ.
Proposition 2.1. For the G-functional GpAq “ 1
2
sup
BPΣ
Tr
“
A ¨ Bs the set
Σ ” kerG˚.
Proof.
Consider the indicator functional fpBq :“
#
0, B P Σ ;
8, B P C1pHqr Σ .
According to the topological properties of Σ (closed, convex and nonempty
set) it follows that Σ is a proper, convex and lower semicontinuous set.
For every A P KSpHq we have
GpAq “ 1
2
sup
BPΣ
Tr
“
AB
‰ “ 1
2
sup
BPC1pHq
!
Tr
“
AB
‰´ fpBq) “ 1
2
f˚pBq,
where f˚ is the Legendre transform of f .
We thus get 2G “ f˚ and hence 2G˚ “ f˚˚ “ f by the Fenchel-Moreau
theorem.
Therefore Σ “  B P Σˇˇ G˚pBq “ 0( “ kerG˚.
2.2 Some remarks regarding the extension of the
G-functional to LSpHq
In general case the extension of G to the space LSpHq (of linear, bounded and
symmetric operators) is not unique. To see it we consider such a functionalrGpAq :“ 1
2
sup
BPΣ
Tr
“
A ¨Bs ` ρpAq , A P LSpHq;
where ρpAq “ max
λPσesspAq
λ, the maximal point of essential spectrum σesspAq,
which is defined as σesspAq “
 
λ P σpAq | @ε ą 0 Dµ P σpAq :
|λ´ µ| ă ε(.
That is σesspAq consists of all unisolated points of the spectrum σpAq.
If A P KSpHq yields that ρpAq “ 0,
because in such a case every λ P σpAqr t0u is an isolated point,
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i.e. λ R σesspAq (see [22, Claim 7.6]).
It follows that rGpAq ´GpAq “ ρpAq ¨ 1tAPLS pHqzKSpHqu.
But in order to to be sure that rGpAq is G-functional indeed we set the
following lemma:
Lemma 2.2. ρpAq is a continuous, sublinear and monotone functional.
Proof.
The proof you can find in the author’s thesis [48].
Now let us call a canonical extension of G the following G-functional on
LSpHq:
According to Th.2.2 the given G defines Σ;
For A P LSpHq we can define GpAq “ GΣpAq :“ 1
2
sup
BPΣ
Tr
“
A ¨ Bs, the
canonical extension of G.
2.3 Sublinear expectation
In this chapter we discuss the notion of sublinear expectation. The material
mainly was taken from [73], which we have generalized to infinite dimensional
case.
Let pΩ,F , P q is an ordinary probability space and pX, } ¨ }Xq, pY, } ¨ }Yq are
normed space.
Let us define the class of Lipschitz functions with polynomial growth as
follows:
C p.Lip pX,Yq :“
!
ϕ : XÑ Y
ˇˇˇ
}ϕpxq ´ ϕpyq}Y ď C ¨
`
1` }x}m
X
` }y}m
X
˘ ¨ }x´ y}X).
C p.Lip pXq :“ C p.Lip pX,Rq.
Definition 2.3. We define the class H0 to be the linear space that satisfies
the following conditions:
1) If c P R then c P H0;
2) If ξ : ΩÑ R is a random variable on pΩ,F ,Pq then ξ P H0;
3) If ξ1, ξ2, . . . , ξn P H0 then ϕpξ1, ξ2, . . . , ξnq P H0 , for every ϕ P C p.LippRnq.
Definition 2.4. Let us set
H :“  X : ΩÑ X – r.v. on pΩ,F ,Pq | ψpXq P H0 @ψ P C p.LippXq(.
Remark 2.3. If X P H then }X}m P H0 , m ě 1
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Definition 2.5. A functional E : H0 Ñ R is called a sublinear expecta-
tion if it satisfies the following conditions:
1) Monotonicity: if X ě Y then ErXs ě ErY s;
2) Constant preserving: c P R then Ercs “ c;
3) Sub-additivity: ErX ` Y s ď ErXs ` ErY s;
4) Positive homogeneity: λ ě 0 then ErλXs “ λErXs.
The triple pΩ,H,Eq we shall call a sublinear expectation space.
Definition 2.6. A functional FXrϕs :“ ErϕpXqs is said to be a distribution
of X P H, for ϕ P C p.Lip pXq.
Proposition 2.2. (Some elementary properties of E)
1) ErαXs “ α`ErXs ` α´Er´Xs,
´
α :“ α` ´ α´
¯
;
2.a) ´ErXs ď Er´Xs;
2.b)
ˇˇ
ErXsˇˇ ď ErˇˇX ˇˇs;
2.c) ErZs ´ ErXs ď ErZ ´Xs;
2.d)
ˇˇ
ErZs ´ ErXsˇˇ ď ˇˇErZ ´Xsˇˇ ď ErˇˇZ ´X ˇˇs;
3.a) X ě 0ñ ErXs ě 0,
3.b) X ď 0ñ ErXs ď 0;
4) λ ď 0 ñ ErλXs ě λErXs;
5.a) c P R ñ ErX ` cs “ ErXs ` c;
5.b) Y : ErY s “ Er´Y s “ 0 ñ ErX ` Y s “ ErXs;
5.c) Y : ErY s “ Er´Y s ñ ErX ` αY s “ ErXs ` αErY s;
Remark 2.4. Note the following false implications for a sublinear expecta-
tion:
ErX ` Y s “ ErXs œ ErY s “ 0 œ Er´Y s “ 0.
Proposition 2.3 (Cauchy–Bunyakovsky–Schwarz inequality).
Let X, Y P H0, then
E
“
XY
‰ ď ´E“X2‰ ¨ E“Y 2‰¯ 12 .
Proof.
The proof is trivial and based on the classical CBS inequality and on repre-
sentation theorem for sublinear functional Th.2.1.
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2.4 G-normal distribution
We again refer us to Peng [73] in order to introduce a notion of the G-normal
distribution. All the definitions can be carried just from the 1-dimensional
case to the infinite dimensional case.
Note that in this chapter and later on we imply that all the used random
variables are defined on the sublinear expectation space pΩ,H,Eq.
Definition 2.7.
We say that random variables X and Y have identical distribution and
denote X „ Y if their distributions coincide,
i.e., for every ϕ P C p.LippHq E
“
ϕpXq‰ “ E“ϕpY q‰.
We say that random variables Y is independent from random variable X
and denote Y K X if they satisfy the following equality:
E
“
ϕpX, Y q‰ “ E”E“ϕpx, Y q‰
x“X
ı
, ϕ P C p.LippHˆHq.
Remark 2.5. Peng has already mentioned that Y K X does not imply that
X K Y (see [73, Rem.3.12]).
In the our turn when Y K X we put some obvious properties which we shall
use later:
1) Erϕ1pXq ` ϕ2pY qs “ Erϕ1pXqs ` Erϕ2pY qs, ϕ P C p.LippHq.
2) ErXY s “ E
”
Erx, Y sx“X
ı
“ E
”
X` ¨ ErY s `X´ ¨ Er´Y s
ı
“ ErX`s ¨ErY s``Er´X`s ¨ErY s´`ErX´s ¨Er´Y s``Er´X´s ¨Er´Y s´.
Definition 2.8. Random variableX on the pΩ,H,Eq is said to beG-normal
distributed if for every X¯ which is and independent copy of X (i.e. has
identical distribution):
aX ` bX¯ „
?
a2 ` b2 X, where a, b ą 0.
Let us consider a G-functional defined on the KSpHq in such a way:
GpAq :“ 1
2
E
“xAX,Xy‰ (5)
In fact, it is clear that the sublinear expectation provides the fulfillment of
all G-functional’s properties.
Assume that X is a G-normal distributed random variable with respect to
the sublinear expectation E, and Gp ¨ q is defined in (5).
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Later (Th.4.2 ) we will see that for every G-functional rGp ¨ q there exists
G-normal distributed random variable rX and a sublinear expectation rE, such
that rGpAq “ 1
2
rE“xA rX, rXy‰.
In view of such fact we shortly make a following notation
X „ NGp0,Σq.
According to Prop.2.1 G defines a Σ-set, which we will call a covariance
set, about what we will discuss more precisely in the chapter 2.5.
Remark 2.6. If random variables have the same distribution then their G-
functionals coincide, i.e.: if X „ Y „ NGp0,Σq then GX “ GY .
Proposition 2.4. For a G-normal distributed random variable X „ NGp0,Σq
we have the following estimation of the moments for m ě 1:
cm ¨ sup
QPΣ
Tr
“
Qm
‰ ď E“}X}2m
H
‰ ď Cm ¨ sup
QPΣ
´
Tr
“
Q
‰¯m
,
where cm are real constants dependent just of m.
In particular, if m “ 1 then cm “ 1 and E
“}X}2
H
‰ “ sup
QPΣ
Tr
“
Q
‰
.
Proof.
Fix Q P Σ and let tλi , i ě 1u be eigenvalues of Q.
Consider a gaussian measure µ :“ NQ.
Then according to Th.2.1 we have
E
“}X}2m
H
‰ “ sup
QPΣ
EQ
“}X}2m
H
‰ “ sup
QPΣ
ş
H
|x|2mµpdxq. p ˚ q
Define Jm :“
ş
H
|x|2mµpdxq and F pεq :“ ş
H
e
ε
2
|x|2µpdxq.
Then F pmqpεq “ ş
H
e
ε
2
|x|2 ¨ |x|2m
2m
µpdxq.
And therefore Jm “ 2mF pmqp0q. p ˚˚ q
Take ε small, namely ε ă min
k
1
λk
, so we have:
F pεq “ ş
H
e
ε
2
|x|2µpdxq “ ś
kě1
`8ş´
8
e
ε
2
x2
k Nλkpdxq “
ś
kě1
`8ş´
8
e
ε
2
x2
k
1?
2piλk
e
´x2
k
2λk dx
“ ś
kě1
`8ş´
8
1?
2piλk
e
´x2
k
L`
2λk
1´εkλk
˘
dx
Euler-Poisson integral“ ś
kě1
1?
2piλk
b
2λk
1´εkλk
?
pi
12
“ ś
kě1
p1´ εkλkq´ 12 “
´ ś
kě1
p1´ εkλkq
¯´ 1
2 “
”
detp1´ εQq
ı´ 1
2
.
Recall the following elementary formula:´ ś
kě1
fk
¯1
“ f 11
ś
kě2
fk ` f1
´ ś
kě2
fk
¯1
“ f
1
1
f1
ś
kě1
fk ` f1f 12
ś
kě3
fk ` f1f2
´ ś
kě1
fk
¯1
“ f
1
1
f1
ś
kě1
fk ` f
1
2
f2
ś
kě1
fk ` f
1
3
f3
ś
kě1
fk ` . . . “
ś
kě1
fk ¨
ř
kě1
f
1
k
fk
.
Therefore F 1pεq “
˜´ ś
kě1
p1´ εkλkq
¯´ 1
2
¸1
“ ´1
2
´ ś
kě1
p1´ εkλkq
¯´ 3
2 ¨ ś
kě1
p1´ εkλkq ¨
ř
kě1
´λk
1´ εkλk
“ 1
2
´ ś
kě1
p1´ εkλkq
¯´ 1
2 ¨ ř
kě1
λk
1´ εkλklooomooon
“:gkpεq
“ 1
2
ř
kě1
F pεqgkpεq.
We define Gpεq :“ ř
kě1
F pεqgkpεq.
Then let us compute the m-th derivative of G, we have
Gpmqpεq :“ ř
kě1
`
F pεqgkpεq
˘pmq “ ř
kě1
mř
j“0
`
m
j
˘
F pjqpεqgpm´jqk pεq
“ ř
kě1
mř
j“0
m!
pm´ jq!j! pm´ jq!F
pjqpεq gm`1´jk pεq,
since g
ppq
k pεq “
´ λk
1´ εkλk
¯ppq
“
´
λk ¨ λkp1´ εkλkq2
¯pp´1q
“
´
2λk ¨ λ
2
k
p1´ εkλkq3
¯pp´2q
“ . . . “ p! ¨ λ
p`1
k
p1´ εkλkqp`1 “ p! ¨ g
p`1
k pεq,
then F pmqp0q “ 1
2
ř
kě1
m´1ř
j“0
pm´ 1q!
j!
F pjqp0q gm´jk p0q
“ pm´ 1q!
2
¨
m´1ř
j“0
F pjqp0q
j!
¨ ř
kě1
λ
m´j
k “
pm´ 1q!
2
¨
m´1ř
j“0
F pjqp0q
j!
¨ Tr“Qm´j‰.
Since F p0q “ 1 it follows that F p1qp0q “ 1
2
¨ Tr“Q‰.
Hence c1 ¨ Tr
“
Q1
‰ ď F p1qp0q ď c1 ¨ Tr“Q‰1.
To finish the proof we use the induction method:
Let for all j ă m required estimation cj ¨ Tr
“
Qj
‰ ď F p1qp0q ď cj ¨ Tr“Q‰j
holds.
Since Tr
“
Qm
‰ ď Tr“Qj‰Tr“Qm´j‰ ď Tr“Q‰jTr“Qm´j‰ ď Tr“Q‰m,
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we have
cm ¨ Tr
“
Qm
‰ ď F pmqp0q ď cm ¨ Tr“Q‰m.
But according to p ˚ q and p ˚˚ q this gives us what we need.
Remark 2.7. If we consider a canonical extension on LSpHq for a such
particular Gp ¨ q “ 1
2
E
“x ¨X,Xy‰, there emerges a question if we are able to
show that such G satisfies the representation given in Th.2.2,
i.e. D certain set Σ, s.t. GpAq “ 1
2
sup
BPΣ
Tr
“
A ¨ B‰ , A P LSpHq?
According to (2.2) in the general case we do not have uniqueness.
But, it is clear that for every A P LSpHq there exist An P KSpHq such thatˇˇˇ
xAX,Xy ´ xAnX,Xy
ˇˇˇ
ÝÝÝÑ
nÑ8
0. p ˚ q
To show this we take a projection operator Pnx :“
nř
i“1
xx, eiyei,
where x P H and peiq is a basis of H.
Taking An :“ APn ` PnA
2
which is actually compact (since has a finite
range) and symmetric.
And p ˚ q may be concluded from the following convergence and Cauchy-
Bunyakovsky-Schwarz inequality:
}Ax´ Anx}H ď 1
2
´
}Ax´ APnx}H ` }Ax´ PnAx}H
¯
ď 1
2
´
}A}LpHq ¨ }x´ Pnx}H ` }Ax´ PnAx}H
¯
ď 1
2
´
}A}LpHq ¨ }
8ÿ
i“n`1
xx, eiyeiloooooomoooooon
Œ0
}H ` }
8ÿ
i“n`1
xAx, eiyeilooooooomooooooon
Œ0
}H
¯
ÝÝÝÑ
nÑ8
0.
So, the question remains just to understand under which conditions the fol-
lowing expression tends to zero:ˇˇˇ
E
“xAX,Xy‰´ sup
BPΣ
Tr
“
An ¨B
‰ˇˇˇ “ ˇˇˇE“xAX,Xy‰´ E“xAnX,Xy‰ˇˇˇ
ď E
”ˇˇˇ
xAX,Xy ´ xAnX,Xy
ˇˇˇı
?ÝÝÝÑ
nÑ8
0.
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2.5 Covariance set under sublinear expectation
Let us describe the notion of the covariance operators for a random variable
X „ NGp0,Σq under the sublinear expectation E. Actually, we will see that
Σ is a set of operators.
If E is linear (denote it as E), then:
CovpXq “ Q, where Q is defined as: xQh, ky “ ErxX, hy xX, kys.
Now we fix the family of linear functionals
!
Eθ, θ P Θ
)
for given sublinear
functional E, and let tei, i ě 1u be a basis in H. Then we have:
E
“xAX,Xy‰ “ E”ÿ
iě1
xAX, eiyxX, eiy
ı
“ sup
θPΘ
Eθ
”ÿ
iě1
xAX, eiyxX, eiy
ı
We can change the order of integration in the last term. For check it we
formulate the following lemma.
Lemma 2.3. For A a linear bounded operator and square-integrable r.v. X
under the linear expectation E, i.e. E
“}X}2
H
‰ ă 8, the following equality
holds:
E
”ÿ
iě1
xAX, eiyxX, eiy
ı
“
ÿ
iě1
E
”
xAX, eiyxX, eiy
ı
,
where tei, i ě 1u is a basis in Hilbert space H.
Proof.
We know that we can change the finite sums with a linear expectation, i.e.
E
” Nř
i“1
xAX, eiyxX, eiy
ı
“
Nř
i“1
E
”
xAX, eiyxX, eiy
ı
.
So, we need to take just limits when N Ñ 8 from the left and right part
respectively, and see that they coincide.
(a) Define SN as a partial sum of the given series.
SN :“
Nř
i“1
xAX, eiyxX, eiy.
We have that for every ω P Ω SN ÝÝÝÑ
NÑ8
8ř
i“1
xAX, eiyxX, eiy “ xAX,Xy.
Take the projection operator PN :“ Projpe1, .., eNq, that is it is noting else
but PN “ P ˚N “ P 2N and }PN}H “ 1.
Then we have
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SN “
Nř
i“1
xAX, eiyxX, eiy “
Nř
i“1
xAX,PNeiyxX,PNeiy “
8ř
i“1
xAX,PNeiyxX,PNeiy
“
8ř
i“1
xPNAX, eiyxPNX, eiy “ xPNAX,PNXy “ xP 2NAX,Xy “ xPNAX,Xy.
And we get that |SN | ď }PN}LpHq ¨ }A}LpHq ¨ }X}2H “ }A}LpHq ¨ }X}2H P L1pP q,
where P is a probability for the integral that E.
And it follows by the dominated convergence theorem that
E
“
SN s ÝÝÝÑ
NÑ8
E
“xAX,Xys.
(b) Let Q be a covariance set of operators of X (Q is a trace-class operator),
then
Nř
i“1
E
”
xAX, eiyxX, eiy
ı
“
Nř
i“1
xQA˚ei, eiy.
The last term has a limit
8ř
i“1
xQA˚ei, eiy ” Tr
“
QA˚s,
because
8ř
i“1
ˇˇxQA˚ei, eiyˇˇ ă 8 , since QA˚ is also a trace-class operator.
So that,
Nř
i“1
E
”
xAX, eiyxX, eiy
ı
ÝÝÝÑ
NÑ8
8ř
i“1
xQA˚ei, eiy “
8ř
i“1
E
”
xAX, eiyxX, eiy
ı
.
Surely, we can use Lm.2.3 in our case, because by Prop.2.4 and Th.2.1 we
get that
8 ą E“}X}2
H
‰ “ sup
θPΘ
Eθ
“}X}2
H
‰
.
It means that,
E
“xAX,Xy‰ “ sup
θPΘ
ř
iě1
Eθ
”
xAX, eiyxX, eiy
ı
“ sup
θPΘ
ř
iě1
xQθAei, eiy
“ sup
θPΘ
TrrQθ ¨As.
In the same manner we get that
E
“xX, hyxX, ky‰ “ E” ř
iě1
xX, eiyxh, eiy
ř
jě1
xX, ejyxk, ejy
ı
“ sup
θPΘ
Eθ
” ř
i,jě1
xX, eiyxh, eiyxX, ejyxk, ejy
ı
Using the same idea as in the proof of Lm.2.3 permits us also to change the
integration sums and we obtain that
E
“xX, hyxX, ky‰ “ sup
θPΘ
ř
i,jě1
Eθ
”
xX, eiyxX, ejy
ı
xh, eiyxk, ejy
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“ sup
θPΘ
ř
i,jě1
xQθei, ejyxh, eiyxk, ejy “ sup
θPΘ
xQθh, ky.
So, we have that
Σ :“ tQθ – covariation of X under Eθ , θ P Θu “ CovpXq (6)
E
“xX, hyxX, ky‰ “ sup
QPΣ
xQh, ky (7)
Remark 2.8. In order to better understand the nature of the covariance
set of operators under sublinear expectation, we list the following obvious
properties:
1)E
“´ xAX,Xy‰ “ sup
QPΣ
Trr´AQs “ sup
QPΣ
TrrAQs,
where Σ :“
!
´ Aˇˇ A P Σ).
2) E
“´ xAX,Xy‰ ě ´E“xAX,Xy‰.
3) E
“´ xX, hyxX, ky‰ “ sup
QPΣ
x´Qh, ky “ sup
QPΣ
xQh, ky.
4) X1 „ NGp0,Σq, X2 „ NGp0,Σ q ñ GX1pAq “ GX2p´Aq.
Also we can show that one-dimensional projection of the G-normal dis-
tributed random variable in the Hilbert space is also G-normal distributed.
Proposition 2.5. Let X be a G-normal distributed random variable in the
Hilbert space H, then for every h P H xX, hy is Gh-normal distributed,
where Ghpαq “ 1
2
`
α` σ2phq ´ α´ σ2phq˘;
σ2phq “ ErxX, hy2s “ 2Gph ¨ hT q,
σ2phq “ ´Er´ xX, hy2s “ ´2Gp´h ¨ hT q.
So, we keep the notation and can write that X „ NGp0, rσ2phq, σ2phqsq.
Proof.
The proof you can find in the author’s thesis [48].
Remark 2.9. We also recall the following obvious fact settled in the finite-
dimensions:
if X P H0 then ErX2s :“ σ2 ě σ2 “: ´Er´X2s ě 0.
Some algebraical properties of the G-normal distributed random variables
are listed below.
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Proposition 2.6.
1) Let X „ NGp0,Σq then aX „ NGp0, a2Σq , a P R;
2) Let Y “ X1 `X2 , where Xi „ NGp0,Σiq are reciprocally independent,
then Y „ NGp0,ΣY q with a covariance set
ΣY :“
 
Q1 `Q2
ˇˇ
Qi P Σi , i “ 1, 2
(
;
3) Let Z “ SX , S P LpU,Hq , Z P H , X P U , X „ NGp0,Σq then
Z „ NGp0,ΣZq with a covariance set ΣZ :“
 
SQS˚
ˇˇ
Q P Σ(.
Proof.
The proof you can find in the author’s thesis [48].
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3 Viscosity solutions
In this chapter we describe the notion of the viscosity solution for a fully
nonlinear infinite-dimensional parabolic PDEs. Mainly the material (defi-
nitions and results) was taken from Kelome [56]. In infinite-dimensions for
a viscosity solutions Kelome uses a particular notion of B-continuity which
we also describe below. We apply his results of comparison principle and
uniqueness of viscosity solution to our theory where in the following chapters
we will solve parabolic PDEs in infinite dimensions with a probabilistic tools
of sublinear expectation.
3.1 B-continuity
Consider a fully nonlinear infinite-dimensional parabolic PDE:#
Btu` xAx,Dxuy `GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (P)
u : r0, T s ˆ HÑ R;
f P C p.LippHq;
G : LSpHq Ñ R is a canonical extension of a G-functional defined on KSpHq
and denoted by the same symbol G;
A : DpAq Ñ H is a generator of C0-semigroup
`
etA
˘
.
Recall that C p.Lip is a space of Lipschitz functions with polynomial growth
(see 2.3), and KSpHq is a space of compact symmetric operators (see 2.1).
We also impose the following condition on the operator A:
Condition. There exists B P LSpHq such that:
1)B ą 0;
2)A˚B P LpHq;
2)´A˚B ` c0B ě I, for some c0 ą 0.
Remark 3.1. The impBq should belong to the set DpA˚q. If it happens that
DpA˚q Ă H compactly, then it is necessarily B be a compact operator.
Proof.
In fact, let txn , n ě 1u Ă H and }xn}H ď c @n ě 1.
So then }A˚Bxn}H ď }A˚B}LpHq ¨ }xn}H ď c ¨ }A˚B}LpHq.
Since we assume that DpA˚q is a compact embedding in H, we have
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tBxn , n ěu is bounded in DpA˚q.
Thus there exists a subsequence txnk , k ě 1u, such that tBxnk , n ě 1u
is convergent in H.
And we conclude that B P KpHq.
Remark 3.2. If A is self-adjoint, maximal dissipative operator then we can
take B :“ pI´Aq´1 with c0 :“ 1 which satisfies the condition imposed above.
Usually, in applications A “ ∆, so such condition for finding the correspon-
dent B is not too much strict.
Later we need a space H´1 which is defined to be a completion of H under
the norm }x}2´1 :“ xBx, xy “ xB
1
2x,B
1
2xy “ }B 12x}2
H
.
Fix trej , j ě 1u to be a basis of H´1 made of elements of H.
(Hence in such a case tB 12rej , j ě 1u is a basis of H).
Define HN :“ spantre1, .., reNu , N ě 1.
And let PN be an orthonormal projection H´1 onto H :
PNx :“
Nř
j“1
rejxx, rejy´1 , x P H´1.
Also we define the following operator QN :“ I ´ PN .
Definition 3.1. Let u, v : r0, T s ˆ H Ñ R.
u is said to be B-l.s.c. (B-lower semicontinuous)
if upt, xq ď lim
nÑ8
uptn, xnq;
And v is said to be B-u.s.c. (B-upper semicontinuous)
if upt, xq ě lim
nÑ8
uptn, xnq,
whenever xn
wÝÑ x , tn Ñ t , Bxn sÝÑ Bx.
Definition 3.2. The function which is B-l.s.c. and B-u.s.c. simultaneously
is called B-continuous.
Remark 3.3. Note that B-continuity means that function upt, xq is contin-
uous on the bounded sets of r0, T s ˆ H for the r0, T s ˆ H´1-topology.
Definition 3.3. The function upt, xq is locally uniformly B-continuous if it
is uniformly continuous on the bounded sets of r0, T sˆH for the r0, T sˆH´1-
topology.
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Remark 3.4. In some cases B is a compact operator.
If it is so then from the convergence xn
wÝÑ x it follows that Bxn sÝÑ Bx.
And notions “B-continuity“, “locally uniformly B-continuity“ and “weak
continuity” are the same.
3.2 Test functions and viscosity solutions
Definition 3.4. The function ψ : p0, T qˆHÑ R is said to be a test function
if it admits the representation ψ “ ϕ` χ, such that:
1) ϕ P C1, 2
´
p0, T q ˆ HÑ R
¯
;
ϕ is B-continuous;!
Btϕ, A˚Dxϕ, Dxϕ, D2xxϕ
)
are locally uniformly continuous on
p0, T q ˆ H;
2) χ : p0, T q ˆ HÑ R and has the following representation
χpt, xq “ ξptq ¨ ηpxq, such that:
ξ P C1
´
p0, T q Ñ p0, `8q
¯
;
η Ò, η P C2ppHq – i.e. the derivatives have polynomial growth:
}Dη}H, }D2η}LpHq ď C
`
1` |x|m˘;
ηpxq “ ηpyq whenever |x| “ |y|;!
Dη, D2η
)
are locally uniformly continuous on p0, T q ˆ H and have
polynomial growth.
Definition 3.5. Let u, v : r0, T s ˆ H Ñ R.
u is said to be a viscosity subsolution of (P) at the point pt0, x0q if:
1) u is B-u.s.c. on r0, T s ˆ H;
2) for every test function ψ:
u ď ψ;
upt0, x0q “ ψpt0, x0q;”
Btψ ` xx,A˚Dxϕy `GpD2xxψq
ı
pt0, x0q ě 0;
upT, xq ď fpxq.
Analogously, v is said to be a viscosity supersolution of (P) at the point
pt0, x0q if:
1) u is B-l.s.c. on r0, T s ˆ H;
2) @test function ψ:
věψ;
vpt0, x0q “ ψpt0, x0q;
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”
Btψ ` xx,A˚Dxϕy `GpD2xxψq
ı
pt0, x0qď0;
vpT, xqěfpxq.
Definition 3.6. The function which at the point pt0, x0q is viscosity sub- and
supersolution simultaneously is called viscosity solution.
Remark 3.5. Note that in the definition we imply that Dxϕ P DpA˚q.
Remark 3.6. Actually the functional G in equation (P) can be considered
only on a compact set of operators. Because when we solve this equation
the compactness of the operator D2xxψ of test function is constrained only by
such a thing that we are looking for only such functions as solutions which
have compact second Fre´chet derivative, i.e. on the domain of G-functional.
This fact is subjected to only the above described requirement. In fact, the
functions ϕ and χ are built in the following way (see [56, p.14]):
we take a test function rψ “ rϕ` rχ defined on a p0, T qˆ rHN and rϕ , rχ are
bounded. rHN is defined as a space HN with H´1-topology. Note that dimHN ă
8. And for a test function we take ϕpt, xq :“ rϕpt, PNxq;
χpt, xq :“ rχpt, PNxq.
It is clear that such ϕ and χ have a compact second derivative, so a test
function ψ “ ϕ` χ satisfies required condition.
3.3 Comparison principle
The following result is called a comparison principle which is obtained by
Kelome and S´wie¸ch (original formulation one can see in [56, Th.3.1]).
Theorem 3.1 (Comparison principle).
Let u and v be respectively sub- and super- viscosity solutions of the (P), such
that:
1) there exists a positive M , such that
u ďM ,
v ě ´M ;
2) f is bounded, locally uniformly B-continuous;
3) Gsatisfies the following conditions:
(i) if A1 ě A2 then GpA1q ě GpA2q;
(ii) there exists a radial, increasing, linearly growing function
µ P C2pHÑ Rq with bounded first and second derivatives, such
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that for all α ą 0 :
ˇˇˇ
G
`
A`αD2µpxq˘´G`A˘ˇˇˇ ď C`1` |x|q ¨α;
(iii) sup
! ˇˇˇ
G
`
A` λBQN
˘´G`A˘ˇˇˇ : }A}LpHq ă p, |λ| ă p,
A “ P ˚NAPN , p P R
)
ÝÝÝÑ
NÑ8
0.
Then u ď v.
Remark 3.7. If G is a G-functional then condition 3) of Th.3.1 holds.
Proof.
The proof you can find in the author’s thesis [48].
The following proposition is a comparison principle for the functions with
polynomial growth. In fact, we will use this result applied to the functions
of the C p.Lip class.
Proposition 3.1. Let u is a sub- and v is a super- viscosity solution of the
PDE (P), such that for every t P r0, T s and for every x P H there satisfy:
upt, xq ď Cp1` |x|mq;
´ vpt, xq ď Cp1` |x|mq;
|fpxq| ď Cp1` |x|mq.
p# q
And the following conditions hold:
(i) there exists continuous δε : r0, T s Ñ r0,8q, such that:
at the every point t P r0, T s: δεptq ÝÝÑ
εÓ0
0;
(ii) there exists a radial, increasing, function g0, such
that:
g0, Dg0, D
2g0 are locally uniformly continuous,
lim
|x|Ñ8
g0pxq
|x|m`1 ą 0;
(iii) δ1εptq ¨ g0pxq `
ˇˇˇ
G
`
A ` δεptq ¨D2g0pxq
˘´G`A˘ˇˇˇ ď 0.
Then the functions
uεpt, xq :“ upt, xq ´ δεptq ¨ g0pxq;
vεps, yq :“ vps, yq ` δεpsq ¨ g0pyq;
are respectively sub- and super- viscosity solutions of the PDE (P), such that
uε ď vε.
Moreover, if εÑ 0 then u ď v.
Proof.
The proof you can find in the author’s thesis [48].
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3.4 Uniqueness of viscosity solution
Theorem 3.2. If PDE (P) has a B-continuous viscosity solution on r0, T sˆH
that has a polynomial growth, then such a solution is unique.
Proof.
The proof you can find in the author’s thesis [48].
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4 G-expectations
In this chapter we describe a main notion of the theory, the notion of a G-
expectation, the special case of a sublinear expectation. It was introduced by
Peng [73] and we by analogy carry it to the infinite-dimensions. Also we touch
upon such objects as G-Brownian motion, capacity and upper expectation.
4.1 G-Brownian motion
Definition 4.1. Xt : ΩˆR` Ñ X is called a stochastic process if Xt is random
variable on a sublinear expectation space pΩ,H,Eq for every nonnegative t.
Definition 4.2. Stochastic process is called a G-Brownian motion if:
1) B0 “ 0;
2) for all t, s ě 0 pBt`s ´Btq „ NGp0, sΣq;
3) for all t, s ě 0 pBt`s ´Btq is independent from pBt1 , .., Btnq
for every n P N, 0 ď t1 ď . . . ď tn ď t .
Remark 4.1.
`
Btk`1 ´Btk
˘
is independent from ϕ
`
Bt1 , .., Btk
˘
,
0 ď t1 ď . . . ď tk ď tk`1 , ϕ P C p.Lip pXk Ñ Rq.
Proposition 4.1. Let Bt be a stochastic process and:
Bt „
?
tB1;
B1 is G-norm. distributed.
Then B1 is G-Brownian motion
Proof.
1)B0 “ 0;
2)Bt`s ´Bt „
?
t` sB1 ´
?
tB1 „
?
sB1 „ NG
´
0, sΣ
¯
;
3)Bt`s ´Bt „
?
sB1;`
Bt1 , . . . , Btn
˘ „ `?t1Bp1q1 , . . . ,?tnBpnq1 ˘, such that B1, Bp1q1 , . . . , Bpnq1 are
independent copies.
So that B1 is independent form
`
B
p1q
1 , . . . , B
pnq
1
˘
.
Therefore
`
Bt`s ´Bt
˘
is independent form
`
Bt1 , . . . , Btn
˘
.
Corollary 4.1. Bht :“ xBt, hy is a 1-dimensional G-B.m.
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Proof.
It follows from Prop.4.1 and Prop.2.5.
Remark 4.2. If Bt is a G-Brownian motion then GpAq “ 1
2
E
“xAB1, B1y‰.
Moreover:
1)
1
2
E
“xABt, Bty‰ “ t GpAq.
2) for every k, r E
“
Bkt ¨Brt
‰ “ tE“Bk1 ¨ Br1‰.
4.2 Capacity and upper expectation
The notion of capacity, i.e. a supremum measure, was introduced by Choquet
[21]. Since in our framework there are no fixed probability measures, so we
will use exactly this object. The classical notion “almost surely” becomes
“quasi surely”.
So, let
`
Ω,BpΩq˘ be a complete separable metric space with Borel σ-algebra
on it. M is the collection of all probability measures on
`
Ω,BpΩq˘. Take a
fixed P ĎM.
Definition 4.3. Let us define capacity to be
cpAq “ cPpAq :“ sup
PPP
P pAq, A P BpΩq. (8)
Remark 4.3. It it obvious that cpAq is a Choquet capacity (see [21]), i.e.
(1) cpAq P r0, 1s, A P Ω.
(2) if A Ă B then cpAq ď cpBq.
(3) if
 
An, n ě 1
( Ă BpΩq then cpŤ
ně1
Anq ď
ř
ně1
cpAnq.
(4) if
 
An, n ě 1
( Ă BpΩq : An Ò A “ Ť
ně1
An , then cp
Ť
ně1
Anq “ lim
nÑ8
cpAnq.
Definition 4.4. The set A is called polar if cpAq “ 0.
The property holds quasi surely (q.s.) if it holds outside a polar set.
Definition 4.5. We define an upper expectation as follows:
E¯r ¨ s :“ sup
PPP
EP r ¨ s.
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Lemma 4.1. If E¯
“}X}p‰ “ 0 then X “ 0 quasi surely.
Proof.
E¯
“}X}p‰ “ 0 that is for every P P P EP “}X}p‰ “ 0 hence X “ 0 P -a.s.
for every P P P.
And finally c
`tX “ 0u˘ “ sup
PPP
P
`tX “ 0u˘ “ 1 ą 0.
4.3 Solving a fully nonlinear heat equation
Let Bt is G-Brownian motion with correspondent G-functional Gp ¨ q, such
that GpAq “ 1
2t
E
”
xABt, Bty
ı
.
Consider equation (P) with A “ 0, i.e. the following parabolic PDE:#
Btu`GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (P0)
In order to proof the existence of a viscosity solution of equation (P0) we
need Taylor’s expansion for the function upt, xq. Such a trivial statement will
show us a following lemma:
Lemma 4.2 (Taylor’s formula).
Let ψ P C2pRˆHÑ Rq , pδ,∆xq and pt, xq are in pR,Hq, such that pt` δ, x`
∆xq P Dpψq.
Then:
ψ
`
t` δ, x`∆x˘ “ ψpt, xq ` δ ¨ Btψpt, xq ` xDxψpt, xq,∆xy ` 1
2
δ 2 ¨ B2tt ψpt, xq
`δ ¨ Bt
“xDxψpt, xq,∆xy‰` 1
2
xD 2xxψpt, xq∆x,∆xy ` opδ 2 ` }∆x 2}q.
Theorem 4.1. Let f is a B-continuous of C p.LippHq-class real function.
Then upt, xq :“ E“fpx ` BT´tq‰ is a unique viscosity solution of equation
(P0): #
Btu`GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq , (P0)
where Bt is a G-Brownian motion with a correspondent G-functional Gp ¨ q.
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Proof.
Let ψ be a test function, and for every fixed point pt, xq P r0, T sˆH we have:
u ď ψ ;
upt, xq “ ψpt, xq .
Taking a small enough δ yields:
ψpt, xq “ upt, xq “ Erfpx`BT´tqs “ Erfpx`Bδ `BT´pt`δqlooooooomooooooon
indep.
qs
“ E
«
E
”
fpx` β `BT´pt`δqq
ı
β“Bδ
ff
“ E
”
upt` δ, x` βq
ˇˇˇ
β“Bδ
ı
“ E“upt` δ, x`Bδq‰ ď E“ψpt` δ, x`Bδq‰.
Using the Taylor formula (Lm.4.2):
ψpt` δ, x`Bδq “ ψpt, xq ` δ ¨ Btψpt, xq ` xDxψpt, xq, Bδy ` 1
2
δ 2 ¨ B 2ttψpt, xq
`δ ¨ Bt
“ xDxψpt, xq, Bδy ‰` 1
2
xD2xxψpt, xqBδ, Bδy ` o
`
δ2 ` }Bδ}2
˘
.
Then we have
0 ď E
”
ψpt` δ, x`Bδq
ı
´ ψpt, xq ď E
”
ψpt` δ, x`Bδq ´ ψpt, xq
ı
“ δ Btψpt, xq ` 1
2
δ 2 B 2ttψpt, xq ` δ ¨GpD2xxψqpt, xq ` o
`
δ2 ` }Bδ}2
˘
.
Letting δ Ñ 0 yields
”
Btψ `GpD2xxψq
ı
pt, xq ě 0.
Note, that u is continuous at pt, xq P r0, T sˆH.
In fact, let us show that E
“
fpx`Bsq
‰ ÝÝÑ
sÑt
E
“
fpx`Btq
‰
, t P r0, T s :
0 ď
ˇˇˇ
E
“
fpx`Bsq
‰´ E“fpx`Btq‰ˇˇˇ ď E”ˇˇfpx`Bsq ´ fpx`Btqˇˇı
ď E
”`
1` }x`Bs}m ` }x`Bt}m
˘ ¨ }Bs ´Bt}ı
ď
˜
E
”`
1` }x`Bs}m ` }x`Bt}m
˘2ı ¨ E”}Bs ´Bt}2ı
¸ 1
2
ď
˜
E
”`
1` 2m}x}m `m ¨ sm2 }X¯}m `m ¨ tm2 }X¯}m˘2ıloooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooon
bdd. by Prop.2.4
¨ps´ tqE
”
}X}2
ı
looomooon
bdd.
¸ 1
2
sÑtŒ 0,
where X X¯ , X¯ are independent copies of B1.
upT, xq “ E“fpxq‰ “ fpxq ď fpxq.
So we see that u is a viscosity subsolution of equation (P0).
In the same way one can prove that u is a viscosity supersolution, and the
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existence is proved.
It is clear that if f is B-continuous and has a polynomial growth that u is also
B-continuous and has a polynomial growth, because a sublinear expectation
E does not influence on it. So we can conclude that u is a unique viscosity
solution by Th.3.2.
4.4 Basic space constructions
Let U,H be Hilbert spaces, and teiu and tfju are systems of orthonormal
bases on them respectively. We consider G-Brownian motion Bt with values
in U. Assume that random variable B1 „ NG
`
0,Σ
˘
with a covariance set
Σ. Recall that Σ is a convex set of linear bounded non-negative symmetric
trace-class operators.
Now we are going to define a Banach space of operators Φ with values in H
and defined in an appropriate space of U, such that domΦ Ă U, endowed
with the norm }Φ}2
LΣ
2
:“ sup
QPΣ
Tr
“
ΦQΦ˚
‰ “ sup
QPΣ
}ΦQ1{2}2L2pU,Hq.
Proposition 4.2. } ¨ }2
LΣ
2
is a norm.
It needs that domΦ Ą Ť
QPΣ
Q1{2pUq.
Take domΦ “ UΣ :“
 
u P U ˇˇ Dui P Q1{2i pUq, Qi P Σ : u } ¨ }U“ 8ř
i“1
ui,
8ř
i“1
}ui}Q1{2i pUq ă 8
(
.
and }u}UΣ :“ inf
 mř
i“1
}ui}Q1{2i pUq
ˇˇ
u
} ¨ }U“
8ř
i“1
ui, ui P Q1{2i pUq, Qi P Σ
(
.
Note that }ui}Q1{2i pUq “ }Q
´1{2
i ui}U, ui P Q1{2i pUq, Qi P Σ;
and it is known that
´
Q
1{2
i pUq, } ¨ }Q1{2i pUq
¯
is a Banach space (see [32, 4.2]).
Remark 4.4. In the definition of UΣ:
from u
} ¨ }U“
8ř
i“1
ui follows u
} ¨ }UΣ“
8ř
i“1
ui.
Proof.
}u´
Kř
i“1
ui}UΣ “ }
8ř
i“K`1
ui}UΣ ď
8ř
i“K`1
}ui}Q1{2i pUq ÝÝÝÑKÑ8 0.
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Lemma 4.3. UΣ ãÑ U ( UΣ is a continuously embedded in U), i.e.:
UΣ Ă U;
} ¨ }U ď C ¨ } ¨ }UΣ.
In particular @Q P Σ, Q1{2pUq ãÑ U.
Proof.
Let Q P Σ.
It is well known that Q1{2 P L2pUq(see [74, Prop.2.3.4]).
Therefore Q1{2pUq Ă U.
So that for all u P Q1{2 : }u}U “ }Q1{2Q´1{2u}U ď }Q1{2}U ¨ }u}Q1{2pUq. p ˚ q
Every Qi P Σ is bounded in LpUq and let }Qi}U ď C2.
Also we have that C2 ě }Qi}U “ }Q1{2i Q1{2i }U “ }Q1{2i }2U.
From p ˚ q it follows that }u}U ď C ¨ }u}Q1{2
i
pUq
Therefore Q1{2pUq ãÑ U, @Qi P Σ. p# q
Also it is clear that UΣ Ă U.
Hence for all u P UΣ, u “
ř
iě1
ui :
}u}U “ }
ř
iě1
ui}U ď
ř
iě1
}ui}U
p# qď C ¨ ř
iě1
}ui}Q1{2i pUq.
Taking inf we obtain }u}U ď C ¨ }u}UΣ.
So we have UΣ ãÑ U.
Lemma 4.4. LpU,Σq ãÑ LpUΣ,Hq.
Proof.
Since }Φu}H ď }Φ}LpU,Hq ¨ }u}U
Lm.4.3ď C ¨ }Φ}LpU,Hq ¨ }u}UΣ and UΣ Ă U,
then we have LpU,Σq Ă LpUΣ,Hq and }Φ}LpUΣ,Hq ď C ¨ }Φ}LpU,Hq.
Below we will use a criterion of completeness of a normed space (see [8,
Lm.2.2.1]) which we have formulated in the following lemma
Lemma 4.5.
Normed space A is complete if and only if when from
ř
ně1
}an}A ă 8 it
follows that there exists an element a P A such that a } ¨ }A“ ř
ně1
an.
Proposition 4.3.
`
UΣ, } ¨ }UΣ
˘
is a Banach space.
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Proof.
Let a sequence
 
un
( Ă UΣ such that 8ř
n“1
}un}UΣ ă 8.
For every element un there exists a subsequence unin P Q1{2in pUq, where Qin P
Σ, such that un “
8ř
in“1
unin.
Since Σ is no countable, but we can always reduce to the case with a countable
number of Q P Σ:
Taking Σ1 :“ Ť
ně1
 
Qin
( “  Qi(iě1, we can see that it is countable.
So we can use here the set Σ1 instead of Σ, and in the same time we can
suppose that un “
8ř
i“1
uni , u
n
i P Q1{2i pUq, where uni “ unin ¨ 1ti“inu, i.e. we
renumber the elements and putting some zeros. It means that for every un
there exists uni P Q1{2i pUq, where Qi P Σ such that un “
8ř
i“1
uni .
So that, there exists a sequence
 
εn
(
with
ř
ně1
εn ă 8, such that:
εn ` }un}UΣ ě
8ř
i“1
}uni }Q1{2i pUq ě }u
n
i }Q1{2i pUq . p ˚ q
Therefore
8ř
n“1
}uni }Q1{2i pUq ă 8 , u
n
i P Q1{2i pUq – Banach.
Then by Lm.4.5 it follows that there exists vi P Q
1
2
i pUq, such that
vi
} ¨ }
Q
1{2
i
pUq“
8ř
n“1
uni , for every i.
So that vi
} ¨ }U“
8ř
n“1
uni .
Taking v
} ¨ }U
:“
8ř
i“1
vi, let us show that this series really converges in the U-norm:
From p ˚ q we have:
8 ą
8ř
n“1
8ř
i“1
}uni }Q1{2i pUq “
8ř
i“1
8ř
n“1
}uni }Q1{2i pUq
Lm.4.3ě C ¨
8ř
i“1
8ř
n“1
}uni }U
ě C ¨
8ř
i“1
}vi}U.
By Lm.4.5 we deduce that
8ř
i“1
vi converges in } ¨ }U.
Also we can show that
8ř
i“1
}vi}
Q
1{2
i
pUq:
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In fact, from p ˚ q follows:
8 ą
8ř
n“1
8ř
i“1
}uni }Q1{2i pUq “
8ř
i“1
8ř
n“1
}uni }Q1{2i pUq ě
8ř
i“1
}vi}Q1{2i pUq.
Therefore v P UΣ.
Consider }v ´
Kř
n“1
un}UΣ “ }
8ř
i“1
vi ´
8ř
i“1
Kř
n“1
uni }UΣ ď
8ř
i“1
}
8ř
n“K`1
uni }Q1{2
i
pUq
ď
8ř
i“1
8ř
n“K`1
}uni }Q1{2i pUq ÝÝÝÑKÑ8 0, by the monotone convergence theorem.
Hence v
} ¨ }UΣ“
8ř
n“1
un.
According to Lm.4.5 we can conclude that
`
UΣ, } ¨ }UΣ
˘
is complete.
In the very beginning of this chapter we would like to describe a Banach
space with a norm } ¨ }2
LΣ
2
. So, we are ready to define it. This space is closely
related to the construction of stochastic integral in the following chapter 5.
Definition 4.6. LΣ2 “
 
Φ P LpUΣ,Hq
ˇˇ }Φ}LΣ
2
ă 8(.
Remark 4.5. From the definition above follows that if Q P Σ then
ΦQ1{2 P L2pU,Hq
Lemma 4.6. LΣ2 ãÑ LpUΣ,Hq.
Moreover } ¨ }LpUΣ,Hq ď } ¨ }LΣ2 (note that here a constant C “ 1).
Proof.
Let Φ P LΣ2 then Φ P LpUΣ,Hq.
u P UΣ it means that u } ¨ }U“
8ř
i“1
ui, ui P Q1{2i pUq, Qi P Σ.
Note also that }Φ}LΣ
2
ě ci :“ }ΦQ1{2i }L2pU,Hq.
Therefore }Φu}H “ }Φp
8ř
i“1
uiq}H “ }
8ř
i“1
Φui}H “ }
8ř
i“1
ΦQ
1{2
i Q
´1{2
i ui}H
ď
8ř
i“1
}ΦQ1{2i }L2pU,Hq}Q´1{2i ui}U “
8ř
i“1
ci}ui}Q1{2i pUq ď
8ř
i“1
}Φ}LΣ
2
}ui}Q1{2i pUq.
Taking inf for all such ui we get }Φu}H ď }Φ}LΣ
2
}u}UΣ.
Hence }Φ}LpUΣ,Hq ď }Φ}LΣ2 .
So we can deduce that LΣ2 ãÑ LpUΣ,Hq.
Proposition 4.4.
`
LΣ2 , } ¨ }LΣ
2
˘
is a Banach space.
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Proof.
Let
 
Φn
( Ă LΣ2 be a Cauchy sequence: }Φn ´ Φm}LΣ
2
ÝÝÝÝÝÑ
n,mÑ8
0.
Or we can rewrite it as sup
QPΣ
}ΦnQ1{2 ´ ΦmQ1{2}2L2pU,Hq ÝÝÝÝÝÑn,mÑ8 0.
Let Q P Σ be an arbitrary fixed.
In the classical case the space L02 “ L2
`
Q1{2pUq, H˘ with the norm
}Φ}2
L0
2
:“ Tr“ΦQΦ˚‰ “ }ΦQ1{2}2L2pU,Hq is Banach (see [32, 4.2]).
It implies that Φn
} ¨ }
L0
2ÝÝÝÑ
nÑ8
ΦQ, i.e.: }ΦnQ1{2 ´ ΦQQ1{2}L2pU,Hq ÝÝÝÑ
nÑ8
0.
Therefore sup
QPΣ
}ΦQQ1{2}L2pU,Hq ď C0,
and also sup
QPΣ
}ΦnQ1{2}L2pU,Hq ď C0. p ˚ q
If u P UΣ then by the definition we have:
u
} ¨ }U“
8ř
i“1
ui , ui P Q1{2i pUq, Qi P Σ,
8ř
i“1
}ui}Q1{2i pUq ă 8.
It follows that Φnui
} ¨ }HÝÝÝÑ
nÑ8
ΦQiui, and we can get that
}Φnui}H ÝÝÝÑ
nÑ8
}ΦQiui}H.
Define Φu
} ¨ }H
:“
8ř
i“1
ΦQiui.
For this reason we need to show that the series converges in the H-norm and
that Φu is well defined:
(a) Consider
8ř
i“1
}ΦQiui}H
Lm. Fatouď lim
nÑ8
8ř
i“1
}Φnui}H
“ lim
nÑ8
8ř
i“1
}ΦnQ1{2i Q´1{2i ui}H ď lim
nÑ8
8ř
i“1
}ΦnQ1{2i }L2pU,Hq ¨ }Q´1{2i ui}U
p ˚ qď C0 ¨
8ř
i“1
}ui}Q1{2i pUq ă 8.
Taking inf we get that }Φu}H ď C0 ¨ }u}UΣ.
(b) Let u
} ¨ }U“
8ř
i“1
vi is another representation.
Note that
8ř
i“1
pui ´ viq “ 0 in the U-norm,
and by Rem.4.4 the series also converges to zero in the UΣ-norm.
It means that }
nř
i“1
pui ´ viq}UΣ “ }
8ř
i“n`1
pui ´ viq}UΣ ÝÝÝÑ
nÑ8
0. p# q
Consider }
8ř
i“1
ΦQiui ´
8ř
i“1
ΦQivi}H “ }
8ř
i“1
ΦQipui ´ viq}H
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ď
8ÿ
i“n`1
}ΦQipui ´ viq}Hloooooooooooomoooooooooooon
(a) : Œ0, nÑ8
`}
nř
i“1
ΦQipui ´ viq}H ď ε` lim
mÑ8
}
nř
i“1
Φmpui ´ viq}H
ď ε`sup
mě1
}Φm}LpUΣ,Hq ¨}
nř
i“1
pui´viq}UΣ
Lm.4.6, p# qď ε`sup
mě1
}Φm}LΣ
2
¨ε ď ε`C ¨ε.
So we have
8ř
i“1
ΦQiui “
8ř
i“1
ΦQivi, and Φu does not depend on the repre-
sentation.
(c) Also Φ
ˇˇ
Q1{2pUq “ ΦQ.
Because, if v P Q1{21 pUq XQ1{22 pUq , Q1, Q2 P Σ then
ΦQ1v “ lim
nÑ8
Φnv “ ΦQ2v.
So we can conclude that for every ui P Q1{2i pUq : ΦQiui “ Φui.
And we have that Φ is defined correctly.
It is also clear that Φ is linear, and boundedness follows from (a).
Now let us turn back to the Cauchy sequence
 
Φn
(
, so that:
@ε ą 0 DN @n,m ą N : }ΦnQ1{2 ´ ΦmQ1{2}L2pU,Hq ă ε @Q P Σ.
Letting mÑ8 yields }ΦnQ1{2 ´ ΦQQ1{2}L2pU,Hq ď ε @Q P Σ.
Or we can rewrite and obtain that:
@ε ą 0 DN @n,m ą N : sup
QPΣ
}ΦnQ1{2 ´ ΦQQ1{2}L2pU,Hq ď ε .
What implies that:
@ε ą 0 DN @n,m ą N : sup
QPΣ
}ΦnQ1{2 ´ ΦQ1{2}L2pU,Hq ď ε .
And it is the same as }Φn ´ Φ}LΣ
2
ÝÝÝÑ
nÑ8
0.
4.5 Existence of G-normal distribution
Consider the G-PDE (P0). For the following calculations we change a time
t ÝÑ T ´ t and obtain the analogous G-PDE.#
Btu´GpD2xxuq “ 0 , t P p0, T s , x P H;
up0, xq “ fpxq . (P
10)
Note that all results for viscosity solution of the G-PDE (P0) are also the
same as for the (P10). So, we can fix u “ ufpt, xq as a unique viscosity
solution of (P10).
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Lemma 4.7 (Some properties of the viscosity solutions of (P10)).
1) uu
f ps, ¨qpt, xq “ ufpt` s, xq;
2) if f ” C then uf ” C;
3) ufpx¯`
?
λ ˝qp1, 0q “ uf p
?
λ ˝qp1, x¯?
λ
q “ uf p˝qpλ, x¯q , λ ě 0;
4) uλf “ λuf , λ ě 0;
5) if f ď g then uf ď ug;
6) uf`g ď uf ` ug.
Proof.
We will prove just the 1), because the rest items can be straightforwardly
checked implying that ufpt, xq “ Erpx`Btqs.
Let us consider a boundary condition up0, xq “ ufps, xq.
We can carry initial point 202 to 2t2 so that upt, xq “ ufps ` t, xq. On the
other hand upt, xq “ uuf ps, ¨qpt, xq.
What implies that uu
f ps, ¨qpt, xq “ ufpt ` s, xq.
Theorem 4.2. Let Gp ¨ q is a given G-functional.
Then:
1) There exists ξ „ NGp0,Σq;
2) There exist a sequence tξi , i ě 1u such that for every i
ξi „ NGp0,Σq and ξi`1 K pξ1, . . . , ξiq.
Proof.
You can see the original proof in finite dimensions in [73, II.2] or the full
proof for the infinite dimensional case in the author’s thesis [48].
Theorem 4.3. If G – is a given G-functional and
upt, xq :“ Efpx`?T ´ tXq is a viscosity solution of equation (P0).
Then X „ NGp0,ΣGq.
Proof.
Since u is a unique viscosity solution of equation (P0) by Th.4.1 then
upt, xq “ Efpx ` BT´tq “ Efpx `
?
T ´ tXq, where Bt is a G-Brownian
motion with a covariation set ΣG. Note that
?
T ´ tX „ BT´t, where
X „ B1 „ NGp0,ΣGq.
Remark 4.6.
Let X „ NG
`
0,Σ
˘
, then p´Xq „ X.
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4.6 Existence of G-Brownian motion and notion of G-
expectation
Let U,H will be Banach spaces. Recall (see 2.3) that
C p.Lip pU,Hq :“
!
ϕ : UÑ H
ˇˇˇ
}ϕpxq ´ ϕpyq}H
ď C ¨ `1` }x}m
U
` }y}m
U
˘ ¨ }x´ y}U).
Later on we will need a bounded subspace:
C b, p.Lip pU,Hq :“ C p.Lip pU,Hq XC b pU,Hq.
Let Ω “  ωt : r0,`8q Ñ U | ω0 “ 0, ωt–continuous(;
Gp ¨ q : KSpHq Ñ R is a G-functional.
Btpωsq :“ ωs
ˇˇ
s“t is a canonical process;
LippΩtq :“
!
ϕpBt1 , .., Btnq | n ě 1, t1, .., tn P r0, ts, ϕ P C p.Lip pUn, LΣ2 q
)
;
LippΩq :“ Ť
ně1
LippΩtq.
Remark 4.7. If X P LippΩq then E“}X}p
LΣ
2
‰ ă 8 , p ą 0.
Proof.
We will use such a trivial fact:
@a ą 0 @m ą 0 DM ą m DC ą 0 : ap1` amq ď Cp1` aM q.
It means if ϕ P C p.Lip pUn, LΣ2 q then
}ϕpx1, .., xnq}LΣ
2
ď C ¨ `1` }px1, .., xnq}MUn˘ “ C ¨ ´1` ` nř
k“1
}xk}2U
˘M{2¯
ď C ¨
´
1`
nř
k“1
}xk}MU
¯
.
So that, ϕ is a polynomial growth function.
We also have
X “ ϕpBt1 , .., Btnq “ ϕp
?
t1X
p1q, . . . ,
?
tnX
pnq˘ “ rϕpXp1q, . . . , Xpnq˘,
where B1 „ Xpkq „ NGp0,Σq.
Hence }X}p
LΣ
2
“ }rϕ}p
LΣ
2
pXp1q, . . . , Xpnq˘,
and }rϕ}p
LΣ
2
: Un Ñ R is a polynomial growth function.
Therefore E
“}X}p
LΣ
2
‰ ď C ¨E”`1` nř
k“1
}Xpkq}M
U
˘ı ď C ¨ `1` nř
k“1
E
“}Xpkq}M
U
‰˘
Prop.2.4ă 8.
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Proposition 4.5. Under settled above conditions there exists a sublinear
expectation E
“
ψp ¨ q‰ “ F¨“ψ‰ : LippΩq Ñ R, such that Bt is a G-Brownian
motion on
`
Ω, LippΩq, E˘, where ψ P C p.Lip pLΣ2 q .
Proof.
You can see the original proof in finite dimensions in [73, III.2] or the full
proof for the infinite dimensional case in the author’s thesis [48].
Definition 4.7. Such sublinear expectation E will be called G-expectation.
In the same manner we can define related conditional G-expectation with
respect to Ωt:
For X P LippΩq which can be represented in the following form
X “ ϕpBt1 ´Bt0 , .., Btn ´Btn´1q, where ϕ P C p.Lip pUn, LΣ2 q ,
0 “ t0 ď t1 ď . . . ď tn ă 8,
we have the next definition:
Definition 4.8. Conditional G-expectation Er ¨ | Ωtj s is defined as
ErψpXq | Ωtj s :“ χpBt1 ´Bt0 , .., Btj ´Btj´1q,
where χpx1, .., xjq “ E˜
“
ψ ˝ ϕpx1, .., xj,?tj`1 ´ tj ξj, ..,?tn ´ tn´1 ξnq
‰
,
ψ P C p.Lip pLΣ2 q.
Remark 4.8. Since ϕ and ψ are Lipschitz with a polynomial growth then χ
is also Lipschitz with a polynomial growth.
Hence χpBt1 ´Bt0 , .., Btj ´Btj´1q P H0.
Let us define a space L1GpΩq to be a completion of H under the norm
} ¨ } “ E“ ¨ ‰.
Thus we will consider an unconditional G-expectation with values in the com-
plete space: ErψpXq | Ωtj s : LippΩq Ñ L1GpΩq.
Remark 4.9. Actually, we apply the definitions of conditional and uncondi-
tional G-expectation only when ψ “ } ¨ }p
LΣ
2
.
Let us define the following space:
LippΩtq :“
!
ϕpBt2 ´Bt1 , .., Btn`1 ´Btnq | n ě 1, t1, .., tn P R
`
,
ϕ P C p.Lip pUn, LΣ2 q
)
.
Since a conditional G-expectation Er ¨ | Ωts relates to a sublinear expectation
E˜r ¨ s, we can conclude that Er ¨ | Ωts is also a sublinear expectation.
The following properties are trivial consequences of the definition:
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Proposition 4.6. Let X P LippΩq, Z1 P LippΩtq, Z2 P LippΩtq,
ϕ P C p.Lip pUn, LΣ2 q.
Then the following equalities hold:
(1) E
“
ErϕpXq | Ωts | Ωs
‰ “ ErϕpXq | Ωt^ss;
E
“
ErϕpXq | Ωts
‰ “ ErϕpXqs;
(2) ErϕpZ1q | Ωts “ ϕpZ1q;
(3) ErϕpZ2q | Ωts “ ErϕpZ2qs.
Remark 4.10. Due to this Prop.4.6 and its properties p2q and p3q respec-
tively we will call the variable Z1 as Ωt-measurable, and Z2 as indepen-
dent from Ωt.
Now we are going to describe an extension of the G-expectation on the com-
pletion of the space LippΩq. We will make such completion under the norm
}X}pΣ, p “ E
”
}X}p
LΣ
2
ı
, since this norm on LippΩq is finite by Rem.4.7.
Denote HLpG
`
Ω
˘ “ compl´LippΩq, E“} ¨ }p
LΣ
2
‰¯
.
Proposition 4.7. G-expectation E
“} ¨ }p
LΣ
2
‰
: LippΩq Ñ R as well as condi-
tional one E
“} ¨ }p
LΣ
2
| Ωt
‰
: LippΩq Ñ L1GpΩq can be continuously extended to
the space HLpG
`
Ω
˘
.
Proof.
If X P HLpG
`
Ω
˘
then there exist Xn P LippΩq , such that
E
”
}X ´Xn}pLΣ
2
ı
ÝÝÝÑ
nÑ8
0.
Here we take p ě 2 because the case p “ 1 is trivial.
1) Firstly we show the following convergence (which we use for the extension):ˇˇˇ
E
”
}X}p
LΣ
2
ı
´ E
”
}Xn}pLΣ
2
ıˇˇˇ
ď E
”ˇˇˇ
}X}p
LΣ
2
´ }Xn}pLΣ
2
ˇˇˇı
ď E
”
}X ´Xn}LΣ
2
¨ `}X}p´1
LΣ
2
` . . .` }Xn}p´1LΣ
2
˘ı
ď
˜
E
”
}X ´Xn}2LΣ
2
ı¸1{2
¨ C ¨
˜
E
”`}X}2pp´1q
LΣ
2
` }Xn}2pp´1qLΣ
2
˘ı¸1{2
ď rC ¨˜E”}X ´Xn}pLΣ
2
ı¸1{p
ÝÝÝÑ
nÑ8
0.
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2) Now it is enough to only take the more general case with a conditional
G-expectation. We consider an operator T on the space LippΩq, such that
TXn “ E
“}Xn}pLΣ
2
| Ωt
‰
.
Let us define TX :“ lim
nÑ8
TXn if E
”ˇˇ
TX ´ TXn
ˇˇı ÝÝÝÑ
nÑ8
0.
Now we are going to show that the sequence
`
TXn
˘
is Cauchy in L1GpΩq.
Consider E
”ˇˇˇ
E
“}Xn}pLΣ
2
| Ωt
‰´ E“}Xm}pLΣ
2
| Ωt
‰ˇˇˇı
ď E
«
E
”ˇˇ}Xn}pLΣ
2
´ }Xm}pLΣ
2
ˇˇ | Ωtı
ff
Prop.4.6,1)“ E
”ˇˇ}Xn}pLΣ
2
´ }Xm}pLΣ
2
ˇˇı
1)ď rC ¨˜E”}Xn ´Xm}pLΣ
2
ı¸1{p
ÝÝÝÝÝÑ
n,mÑ8
0,
since the sequence pXnq is convergent in HLpG
`
Ω
˘
.
So, we have that lim
nÑ8
TXn exists, because L
1
GpΩq is complete.
If we take another sequence pYnq of elements from LippΩq such that pTYnq
converges to TX , then we have
E
”ˇˇ
TXn ´ TYn
ˇˇı ď E”ˇˇTXn ´ TX ˇˇı` E”ˇˇTYn ´ TX ˇˇı ÝÝÝÑ
nÑ8
0.
And by Lm.4.1 we see that TXn “ TYn q.s.
Thus we have an extension of conditional G expectation to HLpG
`
Ω
˘
:
E
“}X}p
LΣ
2
| Ωt
‰
:“ lim
nÑ8
E
“}Xn}pLΣ
2
| Ωt
‰
in L1GpΩq norm.
Remark 4.11. From the definition of the operator T in the proof of Prop.4.7
and by passing to the limit, one can easily seen that Prop.4.6 holds for ex-
tended conditional G-expectation on HLpG
`
Ω
˘
for ϕ “ } ¨ }p
LΣ
2
.
4.7 G-expectation and upper expectation
In this chapter we consider a notion of an upper expectation and compare
it with a G-expectation in order to see how they are related to one with
another. Later on we deduce see that they coincide on a considered above
Banach space HLpG
`
Ω
˘
. The material for this theory is taken mainly from [36],
where was considered only one-dimensional case. So, we follow this reference
in order to give detailed description of the material in infinite dimensions.
The proofs will be given only those ones that differ from the one-dimensional
case, in the same time we will only point out those ones that can be just
repeated.
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In the next chapter dedicated to the construction of stochastic integral with
respect to G-Brownian motion we widely use such a space HLpG
`
Ω
˘
for it.
There for a correct representation we shall be sure that HLpG
`
Ω
˘
is not just
an abstract completion of LippΩq under the norm E“} ¨ }p
LΣ
2
‰
, but a space of
random variables.
Let pΩ,F , P q be a probability space,
where Ω “  ωt : r0,`8q Ñ U | ω0 “ 0, ωt–continuous(, the space of con-
tinuous trajectories as mentioned above. Wt is a cylindrical Wiener process
in U under the measure P . Ft :“ σtWu, 0 ď u ď tu _ N , where N is the
collection of P -null subsets.
Fixing Σ-set we define a G-functional, i.e. GpAq “ 1
2
sup
QPΣ
Tr
“
A¨Qs. It follows
that there exists a bounded closed set Θ of Hilbert-Schmidt operators, such
that Σ “  Q | Q “ γ ¨ γT , γ P Θ( and
GpAq “ 1
2
sup
γPΘ
Tr
“
γγT ¨A‰.
Let us define a following set of random processes
AΘt,T :“
 
θs : ΩÑ Θ | s P rt, T s Ă r0,8q, θs ´ pFsq-adopted
(
.
Since θs P Θ it follows that
Tş
t
Trrθs θTs s ds ă 8.
For a B-continuous function ϕ P C p.LippUnq let us consider such a function
vpt, xq :“ sup
θPAΘ
t,T
EP
“
ϕpx`Bt,θT q
‰
, where Bt,θT :“
Tş
t
θs dWs, θs P AΘt,T .
Remark 4.12. Let Pθ be a law of the process B
0,θ
t “
tş
0
θs dWs. Pθ is a
probability on Ω “  ωt : r0,`8q Ñ U | ω0 “ 0, ωt–continuous(.
The elements of Ω are Btpωq “ ωt.
So, we have
EP
“
ϕpB0,θt1 , . . . , B0,θtn q
‰ “ EPθ“ϕpBt1 , . . . , Btnq‰ .
Note also that Bs,θt “ B0,θt ´B0,θs by definition. Also in the same manner we
denote that Bst :“ Bt ´Bs.
Theorem 4.4. v is a viscosity solution of the G-heat equation:#
Btv `GpD2xxvq “ 0 ;
vpT, xq “ ϕpxq . (9)
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Proof.
The proof completely coincide with the finite dimensional case (see [36,
Th.47]).
Here we have that:
vp0, xq “ sup
θPAΘ
0,T
EP
“
ϕpx ` B0,θT q
‰ “ sup
θPAΘ
t,T
EPθ
“
ϕpx ` BT q
‰ ” E“ϕpx ` BT q‰,
since such a viscosity solution is unique by Th.3.2.
For the future work we need the following auxiliary result that generalizes
dynamical programming principle:
Lemma 4.8. Let ζ P L2pΩ,Fs, P ;Hq , 0 ď s ď t ď T .
Then @ϕ P C p.LippHˆUˆUÑ Rq:
ess sup
θPAΘ
s,T
EP
“
ϕpζ, Bs,θt , Bt,θT q
ˇˇ
Fs
‰ “ ess sup
θPAΘs,t
EP
“
ψpζ, Bs,θt q|Fs
‰
,
where ψpx, yq :“ ess sup
θPAΘ
t,T
EP
“
ϕpx, y, Bt,θT q
ˇˇ
Ft
‰ “ sup
θPAΘ
t,T
EP
“
ϕpx, y, Bt,θT q
‰
.
Proof.
If ϕ P C b, p.Lip then the proof of this result is completely according to the
finite dimensional case, see [36, Th.44].
Let ϕ P C p.Lip. Hence, the truncation ϕn :“ ϕ ¨ 1t|ϕ|ďnu ` n ¨ ϕ|ϕ| ¨ 1t|ϕ|ąnu
satisfies the statement of the lemma. Also, it is clear that ϕ P L1 w.r.t.P
(because of the gaussianity of Bs,θt ). p ˚ q
And it remains just to estimate the following expression:ˇˇˇ
EP
“
ϕp ¨ qˇˇFs‰´ EP “ϕnp ¨ qˇˇFs‰ˇˇˇ ď EP ”ˇˇˇϕp ¨ q ´ ϕnp ¨ qˇˇˇ ˇˇFsı
“ EP
”`|ϕ|p ¨ q ´ n˘ ¨ 1t|ϕ|ąnuˇˇFsı ď EP ”|ϕ|p ¨ q ¨ 1t|ϕ|ąnuˇˇFsı p ˚ qÝÝÝÑ
nÑ8
0 , by the
dominated convergence theorem.
Proposition 4.8. According to the imposed above notations there holds
E
“
ϕpB0t1 , . . . , Btn´1tn q
‰ “ sup
θPAΘ
0,T
EP
“
ϕpB0,θt1 , . . . , Btn´1,θtn q
‰
“ sup
θPAΘ
0,T
EPθ
“
ϕpB0t1 , . . . , Btn´1tn q
‰
,
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Proof.
The proof you can find in the author’s thesis [48].
Proposition 4.9. The family of probability measures
 
Pθ , θ P AΘ0,8
(
is
tight.
Proof.
The proof is the same as in finite-dimensional case (see [36, Prop.49]).
Now let us consider the following spaces:
• L0pΩq: the space of BpΩq-measurable real functions;
• L0
LΣ
2
pΩq: the space of BpLΣ2 q{BpΩq-measurable ΩÑ LΣ2 mappings;
• BLΣ
2
pΩq: all bounded mappings in L0
LΣ
2
pΩq;
• CBLΣ
2
pΩq: all bounded and continuous mappings in L0
LΣ
2
pΩq.
Definition 4.9. For a random variable X P L0pΩq such that a linear (clas-
sical) expectation EP exists for all P P P an upper expectation of P is
defined as follows:
E¯rXs :“ sup
PPP
EP rXs.
Later on we consider such a set of probability measures
P :“  Pθ , θ P AΘ0,8(.
Remark 4.13. It is clear that on the expectation space pΩ, BLΣ
2
pΩq, E¯q as
well as on the pΩ, CBLΣ
2
pΩq, E¯q the upper expectation E¯r ¨ s is a sublinear
expectation.
Remark 4.14. For a G-expectation E by Prop.4.8 we have that
ErψpXqs “ E¯rψpXqs , X P LippΩq , ψ P C p.LippLΣ2 q .
For X P L0
LΣ
2
pΩq we define the norm }X}pΣ, p :“ E¯
“}X}p
LΣ
2
‰
.
Therefore }X}pΣ, p :“ E
“}X}p
LΣ
2
‰ “ E¯“}X}p
LΣ
2
‰ “ }X}pΣ, p , X P LippΩq.
Define the following spaces:
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• Lp :“  X P L0
LΣ
2
pΩq | E¯}X}p
LΣ
2
ă 8(;
• N :“  X P L0
LΣ
2
pΩq | X “ 0 c - q.s.(;
• L
p
LΣ
2
:“ Lp{N ;
• L
p
B,LΣ
2
is the completion of BLΣ
2
pΩq{N under } ¨ }Σ, p;
• L
p
CB,LΣ
2
is the completion of CBLΣ
2
pΩq{N under } ¨ }Σ, p.
Remark 4.15. Similar to the classical arguments of Lp-theory we can con-
clude that pLp
LΣ
2
, } ¨ }Σ, p
˘
is a Banach space.
Since CBLΣ
2
pΩq Ă BLΣ
2
pΩq Ă Lp ñ CBLΣ
2
pΩq{N Ă BLΣ
2
pΩq{N Ă Lp
LΣ
2
.
So we have the following inclusions: Lp
CB,LΣ
2
Ă Lp
B,LΣ
2
Ă Lp
LΣ
2
.
Proposition 4.10.
L
p
B,LΣ
2
“  X P Lp
LΣ
2
pΩq | lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(.
Proof.
There is no changes with a proof for a finite-dimensional case (see [36,
Prop.18]).
Definition 4.10. A mapping X on Ω with values in a topological space is
said to be quasi-continuous if for every ε ą 0 there exists an open set
O with capacity cpOq ă ε, such that the restriction of mapping X to the
complement Oc is continuous.
Definition 4.11. We say that mapping X on Ω has a quasi-continuous ver-
sion if there exists a quasi-continuous mapping Y on Ω, such that X “ Y
quasi surely.
Proposition 4.11. If X P Lp
CB,LΣ
2
then X has a quasi-continuous version.
Proof.
There is also no changes with a proof for a finite-dimensional case (see [36,
Prop.24]).
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Proposition 4.12.
L
p
CB,LΣ
2
“  X P Lp
LΣ
2
pΩq | X has a q.c. vers., lim
nÑ8
E¯
“}X}p
LΣ
2
¨1t}X}
LΣ
2
ąnu
‰ “ 0(.
Proof.
For this proof we follows [36, Prop.25], but here there are some difficulties
when we pass to infinite-dimensions. So here we give the whole proof with
all details.
Let us denote a set
A :“  X P L0
LΣ
2
pΩq | X has a q.c. vers., lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(.
1) If X P Lp
CB,LΣ
2
then by Prop.4.11 we have that X has a quasi-continuous
version.
Also for X P Lp
B,LΣ
2
by Prop.4.10 we have lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0.
So we can conclude that X P A.
2) Every X P A is quasi-continuous.
Take the truncation
X tn :“ TruncpX, nq ” X ¨ 1t}X}LΣ
2
ďnu ` n ¨ X}X}LΣ
2
¨ 1t}X}
LΣ
2
ąnu.
Hence E¯
“}X ´X tn}pLΣ
2
‰ “ E¯”}X}p
LΣ
2
¨ `1´ n}X}LΣ
2
˘p ¨ 1t}X}
LΣ
2
ąnu
ı
ď E¯“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ ÝÝÝÑ
nÑ8
0.
Since X tn is quasi-continuous then there exists a closed set An, such that
cpAcnq ă
1
np`1
and Xn is continuous on An.
For the following step we need to use the Dugundji theorem (the infinite-
dimensional version of the Tietze extension theorem):
Theorem 4.5 (Dugundji). [65, Th.1.2.2.].
Let L be a locally convex linear space and let C Ď L be convex. Then for
every space Ω with closed subspace A, every continuous function f : AÑ C
can be extended to a continuous function f¯ : ΩÑ C.
As is known that every normable space is locally convex it follows that the
Banach space LΣ2 is also locally convex.
We have }X tn}LΣ
2
ď }X}LΣ
2
¨ 1t}X}
LΣ
2
ďnu ` n ¨ 1t}X}
LΣ
2
ąnu ď n.
Define a set Cn :“
 
Y P LΣ2 | }Y }LΣ
2
ď n(.
So that X tn
ˇˇ
An
: An Ñ Cn is continuous.
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By the Dugundji theorem (Th.4.5) it follows that there exists a continuous
extension rXn : ΩÑ Cn, which satisfies the following:rXn P CBLΣ
2
pΩq,
X tn “ rXn on An,
} rXn}LΣ
2
ď n.
Hence E¯
“}X tn ´ rXn}pLΣ
2
‰ ď E¯”´}X tn}pLΣ
2
` } rXn}pLΣ
2
¯
¨ 1tCnzAnu
ı
ď 2np ¨ c`Acn˘ “ 2npnp`1 “ 2n ÝÝÝÑnÑ8 0.
And we have
E¯
“}X ´ rXn}pLΣ
2
‰ ď 2p´1´E¯“}X ´X tn}pLΣ
2
‰ ` E¯“}X tn ´ rXn}pLΣ
2
‰¯ ÝÝÝÑ
nÑ8
0.
So that X P Lp
CB,LΣ
2
.
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5 Stochastic Integral with respect to G-Brownian
motion
5.1 Definition of the stochastic integral for elementary
integrated processes
Recall that
LippΩT q :“
!
ϕpBt1 , .., Btnq | n ě 1, t1, .., tn P r0, T s, ϕ P C p.Lip pUn, LΣ2 q
)
.
For p ě 1 the space HLpG
`
ΩT
˘
is a completion of LippΩT q under the norm
}X}pΣ, p “ E
“}X}p
LΣ
2
‰
.
Hold the notation } ¨ }Σ :“ }X}Σ,2.
Since HLpG
`
ΩT
˘
is an abstract completion we need to show that it is a space
of random variables what provides the following theorem:
Remark 5.1. Let us denote the following subspace of LippΩT q:
BLippΩT q :“
!
ϕpBt1 , .., Btnq | n ě 1, t1, .., tn P r0, T s, ϕ P C b, p.Lip pUn, LΣ2 q
)
.
And the space HBLpG
`
ΩT
˘
be a completion of BLippΩT q under the norm
}X}pΣ, p “ E
“}X}p
LΣ
2
‰
.
Then we have that HBLpG
`
ΩT
˘ “ HLpG`ΩT ˘.
Proof.
If X P HLpG
`
ΩT
˘
then there exists a sequence pXkq Ă LippΩT q, such that
E
“}X ´Xk}pLΣ
2
‰ ÝÝÝÑ
nÑ8
0 and E
“}Xk}pLΣ
2
‰ ă 8.
Take Xnk :“ TruncpXk, nq P BLippΩT q.
Therefore }X ´Xnk }pΣ, p “ E
“}X ´Xnk }pLΣ
2
‰ ď E“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ ÝÝÝÑ
nÑ8
0.
So we can deduce that compl
´
BLippΩT q, } ¨ }Σ, p
¯
“ HLpG
`
ΩT
˘
.
Theorem 5.1.
HL
p
G
`
ΩT
˘ “  X P L0
LΣ
2
pΩT q | X has a q.c. vers.,
lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(.
Moreover, if X P HLpG
`
ΩT
˘
then E
“}X}p
LΣ
2
‰ “ E¯“}X}p
LΣ
2
‰
.
Proof.
Let Φ P CBLΣ
2
pΩT q, i.e. Φ : ΩT Ñ LΣ2 is bounded and continuous LΣ2 -valued
random variable.
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Take a compact set K Ă ΩT “
 
ωt : r0, T s Ñ U | ω0 “ 0, ωt–continuous
(
.
We claim that Φ be uniformly continuous on K.
In fact, since Φ is bounded and continuous on the compact set K then for
every ω P K there exists a subsequence ωnj ÝÝÝÑ
jÑ8
ω, such that
Φpωnjq
} ¨ }
LΣ
2ÝÝÝÑ
jÑ8
Φpωq. p ˚ q
If Φ is not uniformly continuous on K then Dε ą 0 @δn Ó 0 @ωn, ω1n P ΩT ,
such that }ωn ´ ω1n}Ω ă δ and it follows }Φpωnq ´ Φpω1nq}LΣ
2
ă ε.
Let us take two different subsequences: ωnj ÝÝÝÑ
jÑ8
ω and ω1nj ÝÝÝÑjÑ8 ω.
So that D j¯ @j ą j¯ : }ωnj ´ ω1nj}Ω ă δn,
Hence ε ă }Φpωnjq ´ Φpω1nj q}LΣ2
ď }Φpωnjq ´ Φpωq}LΣ
2
` }Φpω1njq ´ Φpωq}LΣ2
p ˚ qÝÝÝÑ
jÑ8
0, a contradiction.
Therefore @ε ą 0 Dδ ą 0 @ω, ω1 P ΩT , such that }ω ´ ω1}Ω ă δ and it
follows }Φpωq ´ Φpω1q}LΣ
2
ă ε.
Take a partition pin “
 
0 “ tn1 ă . . . ă tnNn “ T
(
, |pin| :“ max
1ďiďNn
|tni`1 ´ tni |.
Then for every ω P K pinω is a linear approximation of ω at the points of
the given partion pin, i.e. pinωptni q “ ωptni q.
Define Φnpωq :“ Φppinωq “ rΦptn1 , . . . , tnNnq P BLippΩT q.
Owning to the Arzela`-Ascol`ı theorem we have that K is an equicontinuous
set: @ω P K @δ ą 0 Dκ ą 0 @t, t1 P r0, T s, such that |t´ t1| ă κ and it
follows }ωptq ´ ωpt1q}U ă δ. p# q
Now for a fixed t P pti, ti`1q we have
pinωptq “ t´ ti
ti`1 ´ ti ¨ ωpti`1q `
ti`1 ´ t
ti`1 ´ ti ¨ ωptiq.
Let |pin| :“ η ă κ then let us calculate
}pinωptq ´ ωptq}U
“
››› t´ ti
ti`1 ´ ti ¨ ωpti`1q `
ti`1 ´ t
ti`1 ´ ti ¨ ωptiq ´
t´ ti
ti`1 ´ ti ¨ ωptq ´
ti`1 ´ t
ti`1 ´ ti ¨ ωptq
›››
U
ď t ´ ti
ti`1 ´ ti ¨ }ωpti`1q ´ ωptq}U `
ti`1 ´ t
ti`1 ´ ti ¨ }ωptiq ´ ωptq}U
p# qă t´ ti
ti`1 ´ ti ¨ δ `
ti`1 ´ t
ti`1 ´ ti ¨ δ “ δ.
Hence }pinω ´ ω}Ω “ max
tPpti,ti`1q
1ďiďNn
}pinωptq ´ ωptq}U ă δ.
It means, @ε ą 0 Dη ą 0, such that |pin| ă η and it follows
}Φppinωq ´ Φpωq}LΣ
2
ă ε.
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Since |pin| ÝÝÝÑ
nÑ8
0 then sup
ωPK
}Φpωq ´ Φnpωq}LΣ
2
ÝÝÝÑ
nÑ8
0.
Recall that E¯r ¨ s :“ sup
PPP
EP r ¨ s and P is tight (Prop.4.9).
It follows that for every n ě 1 there exists a compact set Kn Ă Ωn, such
that cpKcnq ă
1
n
.
Therefore @Φ P CBLΣ
2
pΩT q DΦn P BLippΩT q, such that
sup
ωPKn
}Φpωq ´ Φnpωq}LΣ
2
ă 1
n
.
So that E¯
“}Φ´ Φn}pLΣ
2
‰ ď sup
ωPΩ
}Φpωq ´ Φnpωq}pLΣ
2loooooooooomoooooooooon
ă8
¨cpKcnq `
1
n
¨ cpKnq
ď 1
n
¨ pC0 ` 1q ÝÝÝÑ
nÑ8
0.
Hence Φ P HLpG
`
ΩT
˘
.
It is clear that BLippΩT q Ă CBLΣ
2
pΩT q.
So we have the following inclusions:
BLippΩT q Ă CBLΣ
2
pΩT q Ă HLpG
`
ΩT
˘
. p ˝ q
Recall that Lp
CB,LΣ
2
“ compl`CBLΣ
2
{N , } ¨ }Σ, p
˘
Prop.4.12“  X P Lp
LΣ
2
pΩq | X has a q.c. vers., lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(;
L
p
LΣ
2
“ Lp{N “  X P L0
LΣ
2
pΩq | E¯}X}p
LΣ
2
ă 8({N .
But E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ ÝÝÝÑ
nÑ8
0 so that E¯}X}p
LΣ
2
ă 8.
Then by p ˝ q we have HLpG
`
ΩT
˘ ” compl`CBLΣ
2
{N , } ¨ }Σ, p
˘
“  X P Lp | X has q.c. version, lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(
“  X P L0
LΣ
2
pΩT q | X has q.c. version, lim
nÑ8
E¯
“}X}p
LΣ
2
¨ 1t}X}
LΣ
2
ąnu
‰ “ 0(.
If X P LippΩq then E“}X}p
LΣ
2
‰ “ E¯“}X}p
LΣ
2
‰
.
Since HLpG
`
ΩT
˘ “ compl´BLippΩT q, E“} ¨ }pLΣ
2
‰¯
“ compl
´
BLippΩT q, E¯
“} ¨ }p
LΣ
2
‰¯
,
It follows that for every X P HLpG
`
ΩT
˘
: E
“}X}p
LΣ
2
‰ “ E¯“}X}p
LΣ
2
‰
.
Now we need speak a couple of words about convergence in HLpG
`
ΩT
˘
under
the G-expectation. The biggest problem is that a dominated convergence
theorem is not true in a given framework. But there is a result of a monotone
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convergence theorem (see [36, Th.31]). It has a trivial infinite dimensional
extension which we will represent as the following theorem:
Theorem 5.2. Let a sequence
 
Xn
( Ă HLpG`ΩT ˘ be such that Xn Ó X q.s.
Then also holds E
“}Xn}pLΣ
2
‰ Ó E“}X}p
LΣ
2
‰
.
So we are ready to define a space of the integrated processes:
Let HMp,0G
`
0, T
˘
:“
#
Φptq “
N´1ř
k“0
Φkpωq1rtk ,tk`1qptq |
Φkpωq P HLpGpΩtkq, 0 “ t0 ă t1 . . . ă tN “ T
+
.
For elementary process Φ P HMp,0G
`
0, T
˘
the stochastic integral we define as
follows:
IT pΦq :“
Tż
0
ΦptqdBt “
N´1ÿ
k“0
ΦkpBtk`1 ´Btkq .
Remark 5.2. It is clear that
Tş
0
ΦptqdBt “
Tş
0
ΦptqdBt´a , a P R.
Remark 5.3. For a fixed t we have that Φptq P L0
LΣ
2
pΩq then we can see that
IT pΦq is an H-valued random variable.
5.2 Itoˆ’s isometry and Burkholder–Davis–Gundy in-
equalities
Let Bt is a given G-Brownian motion with correspondent G-expectation E
which coincides on the space L0
LΣ
2
with an upper expectation defined for the
family of gaussian probability measures P:
ErXs “ E¯rXs :“ sup
PPP
EP rXs .
If we fix a measure P P P then we can define EP rXs :“ sup
PPPP
EP rXs, where
PP :“
 
P
(
.
Actually, EP rXs is a classical linear expectation, but we could treat it also
as sublinear with the all properties for a sublinear expectation.
So, we can define the G-functional for this expectation:
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GP pAq :“ 1
2
EP
“xAX,Xy‰ “ 1
2
TrrA ¨QP s,
for some non-negative symmetric trace-class operator QP , because functional
EP rXs is linear.
On the other hand GP pAq “ 1
2
sup
QPΣP
TrrA ¨Qs, where ΣP Ă Σ.
Therefore ΣP ”
 
QP
(
and Bt is a classical QP -Wiener process under
P P P , QP P Σ.
Theorem 5.3 (Itoˆ’s isometry inequality).
Let Φ P HM2,0G
`
0, T
˘
then
E
”›› Tż
0
Φptq dBt
››2
H
ı
ď E
” Tż
0
}Φptq}2
LΣ
2
dt
ı
. (10)
Proof.
1) Firstly, we are going to prove a “weaker” version of the Itoˆ’s isometry
inequality, namely that
E
”›› Tż
0
Φptq dBt
››2
H
ı
ď
Tż
0
E
”
}Φptq}2
LΣ
2
ı
dt. (11)
In fact,
E
”›› Tş
0
Φptq dBt
››2
H
ı
“ E
”
}
N´1ř
k“0
Φk∆Btk}2H
ı
ď
N´1ř
k“0
E}Φk∆Btk}2H ` 2
N´1ř
kăn“1
ExΦk∆Btk ,Φn∆BtnyH “: K.
(a)k ă n:
Note that in this case for fixed n and k we have that Φk∆Btk and ∆Btn
are independent from Ωtn , but Φn is Ωtn-measurable.
Therefore ExΦk∆Btk ,Φn∆BtnyH “ E
”
ExΦk∆Btk ,Φn∆BtnyH
ˇˇ
Ωtn
ı
“ ExΦk∆Btk ,Φn ¨ Er∆Btnslooomooon
“0
yH “ 0.
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(b)k “ n:
Analogously, ∆Btk is independent out of Ωtk , but Φk is Ωtk measurable.
Therefore E
“}Φk∆Btk}2H‰ “ E”E“}Φk∆Btk}2HˇˇΩtk‰ı
Prop.4.6,1)
Rem.4.11
Prop.2.6, 3)“ E
”
ptk`1 ´ tkq ¨ sup
QPΣ
Tr
“
ΦkQΦ
˚
k
‰ı
.
So we have K “
N´1ř
k“0
E
”
ptk`1 ´ tkq ¨ }Φk}2LΣ
2
ı
“
Tş
0
E
”
}Φptq}2
LΣ
2
ı
dt.
2) If Φ P HM2,0G
`
0, T
˘
then Φptq “
N´1ř
k“0
Φkpωq1rtk,tk`1qptq,
0 “ t0 ă t1 . . . ă tN “ T
and for every k Φk P HL2GpΩtkq then there exists a sequence 
Φ
pnq
k
( Ă LippΩtkq, such that ››Φk ´ Φpnqk ››Σ ÝÝÝÑnÑ8 0.
Define Φpnqptq :“
N´1ř
k“0
Φ
pnq
k pωq1rtk,tk`1qptq.
Since Φ
pnq
k P LippΩtkq then we can consider
Φ
pnq
k “ ϕpnqk pBuk1 , .., Bukmk q P L
Σ
2 , 0 ď uk1 ď . . . ď ukmk “ tk.
Therefore IT pΦpnqk q “
Tş
0
Φpnqptq dBt “
N´1ř
k“0
Φ
pnq
k pBtk`1 ´Btkq
“ ϕpBu0
1
, .., BuNmN
q P H , ϕ P C p.Lip pUmN ,Hq.
So, we have
E
”›› Tş
0
Φpnqptq dBt
››2
H
ı
“ E
”
}ϕ}2
H
pBu0
1
, .., BuNmN
q
ı
“ sup
θPAΘ
0,T
EPθ
”
}ϕ}2
H
pBu0
1
, .., BuNmN
q
ı
“ sup
θPAΘ
0,T
EPθ
”›› Tş
0
Φpnqptq dBt
››2
H
ı
“ sup
θPAΘ
0,T
EPθ
”››N´1ř
k“0
ϕ
pnq
k pBuk1 , .., Bukmk q ¨ pBtk`1 ´Btkq
››2
H
ı
“ sup
θPAΘ
0,T
EP
”››N´1ř
k“0
ϕ
pnq
k pB0,θuk
1
, .., B
0,θ
ukmk
q ¨ pB0,θtk`1 ´B0,θtk q
››2
H
ı
“
7777Φpnq˚ ptq :“ N´1ř
k“0
ϕ
pnq
k pB0,θuk
1
, .., B
0,θ
ukmk
q ¨ ptk`1 ´ tkq
7777
“ sup
θPAΘ
0,T
EP
”›› Tş
0
Φ
pnq
˚ ptq dB0,θt
››2
H
ı
“ sup
θPAΘ
0,T
EP
”›› Tş
0
Φ
pnq
˚ ptqθt dWt
››2
H
ı
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classical Itoˆ’s isometry“ sup
θPAΘ
0,T
EP
” Tş
0
››Φpnq˚ ptq ¨ θt››2L2pU,Hqdtı
“ sup
θPAΘ
0,T
EPθ
” Tş
0
››Φpnqptq¨θt››2L2pU,Hqdtı ď sup
θPAΘ
0,T
EPθ
” Tş
0
sup
θPAΘ
0,T
››Φpnqptq¨θ››2
L2pU,Hqdt
ı
“ sup
θPAΘ
0,T
EPθ
” Tş
0
sup
γPΘ
››Φpnqptq ¨ γ››2
L2pU,Hqdt
ı
“ sup
θPAΘ
0,T
EPθ
” Tş
0
sup
QPΣ
››Φpnqptq ¨Q1{2››2
L2pU,Hqdt
ı
“ E¯
” Tş
0
}Φpnqptq}2
LΣ
2
dt
ı
“ E
” Tş
0
}Φpnqptq}2
LΣ
2
dt
ı
.
For the finishing of proof we need to pass to the limit:
(a):
ˇˇˇˇ
ˇ
˜
E
”›› Tş
0
Φptq dBt
››2
H
ı¸ 12
´
˜
E
”›› Tş
0
Φpnqptq dBt
››2
H
ı¸ 12 ˇˇˇˇˇ
Minkowski ineq.ď
˜
E
”›› Tş
0
Φptq dBt ´
Tş
0
Φpnqptq dBt
››2
H
ı¸ 12
“
˜
E
”›› Tş
0
`
Φptq ´ Φpnqptq˘ dBt››2
H
ı¸ 12 (11)ď ˜ Tş
0
E
”››Φptq ´ Φpnqptq››2
LΣ
2
ı
dt
¸ 1
2
“
˜
N´1ř
k“0
” ››Φk ´ Φpnqk ››2Σloooooomoooooon
Œ0
¨ptk`1 ´ tkq
ı¸ 12
ÝÝÝÑ
nÑ8
0.
(b):
ˇˇˇˇ
ˇ
˜
E
” Tş
0
}Φptq}2
LΣ
2
dt
ı¸ 12
´
˜
E
” Tş
0
}Φpnqptq}2
LΣ
2
dt
ı¸ 12 ˇˇˇˇˇ
Minkowski ineq.ď
˜
E
«ˇˇˇ´ Tş
0
}Φptq}2
LΣ
2
dt
¯ 1
2 ´
´ Tş
0
}Φpnqptq}2
LΣ
2
dt
¯ 1
2
ˇˇˇ2ff¸ 12
Minkowski ineq.ď
˜
E
” Tş
0
}Φptq´Φpnqptq}2
LΣ
2
dt
ı¸ 12
ď
˜
Tş
0
E
”
}Φptq´Φpnqptq}2
LΣ
2
ı
dt
¸ 1
2
“
˜
Tş
0
}Φptq ´Φpnqptq}2Σ dt
¸ 1
2
“
˜
N´1ř
k“0
” ››Φk ´ Φpnqk ››2Σloooooomoooooon
Œ0
¨ptk`1´ tkq
ı¸ 12
ÝÝÝÑ
nÑ8
0.
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The following result (so called the Burkholder-Davis-Gundy inequality) is a
generalization of Th.5.3.
Theorem 5.4 (BDG inequality).
Let Φ P HMp,0G
`
0, T
˘
then
E
”
}
Tż
0
Φptq dBt}pH
ı
ď Cp ¨ E
«´ Tż
0
}Φptq}2
LΣ
2
dt
¯p
2
ff
, (12)
where Cp ą 0.
Proof.
The proof of the theorem is based on the proof of Th.5.3 and BDG inequality
in the classical case, described for instance in [32, Lm.7.2]).
When p “ 2 and Cp “ 1 we just have the Itoˆ isometry inequality.
As in the proof of Th.5.3 we hold the same notations:
Φ P HMp,0G
`
0, T
˘
then Φptq “
N´1ř
k“0
Φkpωq1rtk,tk`1qptq,
0 “ t0 ă t1 . . . ă tN “ T
and for every k Φk P HLpGpΩtkq then there exists a sequence 
Φ
pnq
k
( Ă LippΩtkq, such that ››Φk ´ Φpnqk ››Σ, p ÝÝÝÑnÑ8 0.
Φpnqptq :“
N´1ř
k“0
Φ
pnq
k pωq1rtk,tk`1qptq.
Denote IT :“
Tş
0
Φptq dBt and IpnqT :“
Tş
0
Φpnqptq dBt.
So, we need to show that E
”
}IT }pH
ı
ď Cp ¨ E
´ Tş
0
}Φptq}2
LΣ
2
dt
¯ p
2
. p ˚ q
Firstly we show that @m ě 2 E
”
}IT }mH
ı
ă 8:
E
”
}IT }mH
ı
“ E
”›› Tş
0
Φptq dBt
››m
H
ı
“ E
”
}
N´1ř
k“0
Φk∆Btk}mH
ı
ď C1m ¨
N´1ř
k“0
E
”
}Φk∆Btk}mH
ı
“ C1m ¨
N´1ř
k“0
E
”
E}Φk∆Btk}mH
ˇˇ
Ωtk
ı
Prop.2.4
Prop.2.6, 2)ď C1m ¨
N´1ř
k“0
E
”
ptk`1 ´ tkqm2 ¨ C2m ¨ sup
QPΣ
´
Tr
“
ΦkQΦ
˚
k
‰¯m
2
ı
ď C0m ¨
N´1ř
k“0
E
«´
ptk`1 ´ tkq ¨ }Φptq}2LΣ
2
¯m
2
ff
ă 8.
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It is clear also that E
”
}IpnqT }mH
ı
ă 8.
Then according to the proof of Th.5.3 we can get that
E
”›› Tş
0
Φpnqptq dBt
››p
H
ı
“ E
”
}ϕ}p
H
pBu0
1
, .., BuNmN
q
ı
“ sup
θPAΘ
0,T
EPθ
”
}ϕ}p
H
pBu0
1
, .., BuNmN
q
ı
“ sup
θPAΘ
0,T
EPθ
”›› Tş
0
Φpnqptq dBt
››p
H
ı
“ sup
θPAΘ
0,T
EPθ
”››N´1ř
k“0
ϕ
pnq
k pBuk1 , .., Bukmk q ¨ pBtk`1 ´Btkq
››p
H
ı
“ sup
θPAΘ
0,T
EP
”››N´1ř
k“0
ϕ
pnq
k pB0,θuk
1
, .., B
0,θ
ukmk
q ¨ pB0,θtk`1 ´B0,θtk q
››p
H
ı
“
7777Φpnq˚ ptq :“ N´1ř
k“0
ϕ
pnq
k pB0,θuk
1
, .., B
0,θ
ukmk
q ¨ ptk`1 ´ tkq
7777
“ sup
θPAΘ
0,T
EP
”›› Tş
0
Φ
pnq
˚ ptq dB0,θt
››p
H
ı
“ sup
θPAΘ
0,T
EP
”›› Tş
0
Φ
pnq
˚ ptqθt dWt
››p
H
ı
classical BDG inequality“ Cp ¨ sup
θPAΘ
0,T
EP
”´ Tş
0
››Φpnq˚ ptq ¨ θt››2L2pU,Hqdt¯p2 ı
“ Cp ¨ sup
θPAΘ
0,T
EPθ
”´ Tş
0
››Φpnqptq ¨ θt››2L2pU,Hqdt¯p2 ı
ď Cp ¨ sup
θPAΘ
0,T
EPθ
”´ Tş
0
sup
θPAΘ
0,T
››Φpnqptq ¨ θ››2
L2pU,Hqdt
¯ p
2
ı
ď Cp ¨ sup
θPAΘ
0,T
EPθ
”´ Tş
0
sup
γPΘ
››Φpnqptq ¨ γ››2
L2pU,Hqdt
¯ p
2
ı
“ Cp ¨ sup
θPAΘ
0,T
EPθ
”´ Tş
0
sup
QPΣ
››Φpnqptq ¨Q1{2››2
L2pU,Hqdt
¯p
2
ı
“ Cp ¨ E¯
”´ Tş
0
}Φpnqptq}2
LΣ
2
dt
¯p
2
ı
“ Cp ¨ E
”´ Tş
0
}Φpnqptq}2
LΣ
2
dt
¯ p
2
ı
.
And now we pass to the limit.
(a):
ˇˇˇˇ
ˇE”››IT ››pHı´ E”››IpnqT ››pHı
ˇˇˇˇ
ˇ ď E
«ˇˇˇ››IT ››p
H
´ ››IpnqT ››pH ˇˇˇ
ff
ď E
«››IT ´ IpnqT ››H ¨ ´››IT ››p´1H ` ››IT ››p´2H ¨ ››IpnqT ››H ` . . .` ››IpnqT ››p´1H ¯
ff
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Prop.2.3ď
˜
E
”››IT ´ IpnqT ››2Hı
¸ 1
2
ˆ
ˆ
˜
E
«´››IT ››p´1
H
` ››IT ››p´2
H
¨ ››IpnqT ››H ` . . .` ››IpnqT ››p´1H ¯2
ff¸ 1
2
looooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooon
ă8
Th.5.3ď C ¨ ~Φ´ Φpnq~T “ C ¨
˜
E
” Tş
0
}Φptq ´ Φpnqptq}2
LΣ
2
dt
ı¸ 12
ď C ¨
˜
Tş
0
E
”
}Φptq ´ Φpnqptq}2
LΣ
2
ı
dt
¸ 1
2
“ C ¨
˜
Tş
0
}Φptq ´ Φpnqptq}2Σ dt
¸ 1
2
“ C ¨
˜
N´1ř
k“0
” ››Φk ´ Φpnqk ››2Σloooooomoooooon
Œ0
¨ptk`1 ´ tkq
ı¸ 12
ÝÝÝÑ
nÑ8
0.
(b):
ˇˇˇˇ
ˇ
˜
E
”´ Tş
0
}Φptq}2
LΣ
2
dt
¯p
2
ı¸ 1p
´
˜
E
”´ Tş
0
}Φpnqptq}2
LΣ
2
dt
¯ p
2
ı¸ 1p ˇˇˇˇˇ
Minkowski ineq.ď
ˇˇˇˇ
ˇ
˜
E
«˜´ Tş
0
}Φptq}2
LΣ
2
dt
¯ 1
2 ´
´ Tş
0
}Φpnqptq}2
LΣ
2
dt
¯ 1
2
¸pff¸ 1
p
ˇˇˇˇ
ˇ
Minkowski ineq.ď
˜
E
”´ Tş
0
}Φptq ´ Φpnqptq}2
LΣ
2
dt
¯p
2
ı¸ 1p
ď
˜
E
” Tş
0
}Φptq ´ Φpnqptq}p
LΣ
2
dt
ı¸ 1p
ď
˜
Tş
0
E
”
}Φptq ´ Φpnqptq}p
LΣ
2
ı
dt
¸ 1
p
“
˜
Tş
0
}Φptq ´ Φpnqptq}pΣ, p dt
¸ 1
p
“
˜
N´1ř
k“0
” ››Φk ´ Φpnqk ››pΣ, plooooooomooooooon
Œ0
¨ptk`1 ´ tkq
ı¸ 1p
ÝÝÝÑ
nÑ8
0.
Define HMpG
`
0, T
˘
as a completion of HMp,0G
`
0, T
˘
under the norm
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~Φ~pT, p :“ E
«´ Tş
0
}Φptq}2
LΣ
2
dt
¯ p
2
ff
.
Actually, such a norm is finite on HMp,0G
`
0, T
˘
, because
~Φ~pT, p “ E
«´N´1ř
k“0
ptk ´ tk`1q ¨ }Φptq}2LΣ
2
¯p
2
ff
ď Cp,N ¨
N´1ř
k“0
´
ptk ´ tk`1q p2 ¨ E
”
}Φptq}p
LΣ
2
ı
loooooomoooooon
ă8
¯
ă 8.
Also we denote ~Φ~2T, 2 :“ ~Φ~2T “ E
” Tş
0
}Φptq}2
LΣ
2
dt
ı
.
Theorem 5.5. IT “
Tş
0
Φptq dBt can be extended on HMpG
`
0, T
˘
.
And for Φ P HMpG
`
0, T
˘
the BDG inequality (12) holds.
In particular, if p “ 2 the Itoˆ isometry inequality (10) holds.
Proof.
We have if Φ P HMpG
`
0, T
˘
then there exists a sequence 
Φpnq, n ě 1( Ă HMp,0G `0, T ˘, such that ~Φ´ Φpnq~T, p ÝÝÝÑ
nÑ8
0.
Let us define a norm }IT }pΩT , p :“ E
“}IT }pH‰.
And we have }IT pΦpnqq ´ IT pΦpmqq}ΩT , p “ }IT pΦpnq ´ Φpmqq}ΩT , p
Th.5.4ď Cp ¨ ~Φpnq ´ Φpmq~T, p.
So that, we can extend IT on
HM
p
G
`
0, T
˘
as a continuous mapping.
Define IT pΦq :“ lim
nÑ8
IT pΦpnqq.
Letting mÑ8 yields 0 ď }IT pΦpnqq ´ IT pΦq}ΩT , p
ď Cp ¨ ~Φpnq ´ Φ~T, p ÝÝÝÑ
nÑ8
0.
Therefore }IT pΦpnqq}ΩT , p ÝÝÝÑ
nÑ8
}IT pΦq}ΩT , p and ~Φpnq~T, p ÝÝÝÑ
nÑ8
~Φ~T, p.
So we can conclude that }IT pΦq}ΩT , p ď Cp ¨ ~Φ~T, p.
5.3 Characterization of the space of integrand pro-
cesses HM2
G
`
0, T
˘
Proposition 5.1. Φ P HM2G
`
0, T
˘ ô 1)~Φ~T ă 8;
2)Φptq P HL2G
`
Ωt
˘
for almost all t.
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Proof.
pñq
If Φ P HM2G
`
0, T
˘
then ~Φ~T ă 8 and there exists a sequence 
Φn, n ě 1
( Ă HM2,0G `0, T ˘, such that ~Φ´ Φn~T ÝÝÝÑ
nÑ8
0.
It follows that for almost all t we have }Φ´ Φn}Σ ÝÝÝÑ
nÑ8
0.
(Recall that the norm } ¨ }Σ is introduced in 5.1).
For such a fixed t “ t1 implies that Φnpt1q “ Const P Lip
`
Ωt
˘
.
Since
´
HL2G
`
Ωt
˘
, } ¨ }Σ
¯
is a Banach space, then for almost all t we have that
Φptq P HL2G
`
Ωt
˘
.
pðq
1) Let for almost all t Φptq P Lip`Ωt˘ be continuous.
Take partition of r0, T s : λn “ t0 “ tn0 ă tn1 ă . . . ă tnN “ T u ,
dpλnq ÝÝÝÑ
nÑ8
0 , N “ Npnq ÝÝÝÑ
nÑ8
0.
Define Φn :“
N´1ř
k“0
Φptnkqpωq1rtnk ,tnk`1qptq P HM2,0G
`
0, T
˘
.
We have Φnptq ÝÝÝÑ
nÑ8
Φptq for all t.
Let us calculate
~Φ´ Φn~2T “ E
”›› Tş
0
`
Φptq ´ Φnptq
˘
dBt
››2
H
ı
ď E
” Tş
0
››`Φptq ´ Φnptq˘››2LΣ
2
dt
ı
,
using Itoˆ’s inequality according to Th.5.5.
Then there exists a point tθ P r0, T s such that
E
” Tş
0
››`Φptq ´ Φnptq˘››2LΣ
2
dt
ı
“ T ¨ E
”››`Φptθ, ωq ´ Φnptθ, ωq˘››2LΣ
2
ı
.
But the last term tends to 0 according to Th.5.2.
So, we have that ~Φ´ Φn~T ÝÝÝÑ
nÑ8
0.
2) Let for almost all t Φptq P Lip`Ωt˘ (it is not necessary continuous).
Define Φεptq :“ 1
ε
`8ş´
8
ρp t´s´ε
ε
qΦpsqds “ 1
ε
tş
t´2ε
ρp t´s´ε
ε
qΦpsqds
“
1ş´
1
ρpvqΦpt ´ εv ´ εqdv.
Hence for all t Φεpt`q “ Φεpt´q “ Φεptq, so that Φεp ¨ q is continuous.
Consider Aε :“ ~Φ´ Φε~2T “
Tş
0
}Φptq ´ Φεptq}2Σ dt
“
Tş
0
}
1ş´
1
ρpvq`Φptq ´ Φpt ´ εv ´ εq˘dv}2Σ dt
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ď
Tş
0
´ 1ş´
1
ρpvq}Φptq ´ Φpt ´ εv ´ εq}Σ dv
¯2
dt
ď
Tş
0
´ 1ş´
1
ρpvqdv ¨
1ş´
1
ρpvq}Φptq ´ Φpt ´ εv ´ εq}2Σ dv
¯
dt.
But for every separable Banach space B we have such a dense inclusion:
C
`r0, T s, B˘ Ă L2`r0, T s, B˘,
because every f P L2
`r0, T s, B˘ can be approximated by mř
i“1
fiptqbi,
where pbiqiě1 Ă B - densely, fi P L2
`r0, T s, B˘;
and such fi P L2
`r0, T s, B˘ can be approximated by gi P C`r0, T s, B˘, be-
cause it is well-known that C
`r0, T s, B˘ Ă L2`r0, T s, B˘ densely.
So, f can be approximated by
mř
i“1
giptqbi P C
`r0, T s, B˘.
Using this fact we have that:
For Φ : r0, T s Ñ HL2G
`
ΩT
˘ “: B, where `B, } ¨ }B˘ is a Banach separable
space and
Tş
0
}Φptq}2Bdt ă 8, there exists Ψδ P C
`r0, T s, B˘, such that
Tş
0
}Φptq ´Ψδptq}2Bdt ă δ.
Therefore
ˇˇ
Aε
ˇˇ ď Tş
0
1ş´
1
ρpvq}Φptq ´ Φpt ´ εv ´ εq}2Σ dvdt
ď 3
Tş
0
1ş´
1
ρpvq}Φptq ´Ψδptq}2Σ dvdt` 3
Tş
0
1ş´
1
ρpvq}Φpt ´ εv ´ εq
´Ψδpt ´ εv ´ εq}2Σ dvdt` 3
Tş
0
1ş´
1
ρpvq}Ψδptq ´Ψδpt´ εv ´ εq}2Σ dvdt
ď 6δ ` 3
Tş
0
1ş´
1
ρpvq}Ψδptq ´Ψδpt ´ εv ´ εq}2Σ dvdt.
Hence lim
εÑ0
ˇˇ
Aε
ˇˇ ď 6δ.
So that ~Φ´ Φε~T ÝÝÑ
εÑ0
0.
3) Let for almost all t Φptq P HL2G
`
Ωt
˘
.
By the definition there exists a sequence
 
Φm, m ě 1
( Ă Lip`Ωt˘, such
that }Φ´ Φm}Σ ÝÝÝÑ
nÑ8
0 for almost all t.
As in the 1) part we can get that
~Φ´ Φm~2T ď T ¨ E
”››`Φptθ, ωq ´ Φnptθ, ωq˘››2LΣ
2
ı
ÝÝÝÑ
nÑ8
0.
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Hence ~Φ´ Φm~T ď ~Φ´ pΦmqn~T ` ~Φm ´ pΦmqn~T ,
where pΦmqn P HM2,0G
`
0, T
˘
.
From 2) it follows that ~Φ´ Φm~T ÝÝÝÝÝÑ
m,nÑ8
0 .
So that Φm P HM2,0G
`
0, T
˘
.
Remark 5.4. If Φptq is nonrandom then condition 2) of Prop.5.1 can be
omitted:
~Φ~T ă 8 ô Φ P HM2G
`
0, T
˘
.
Proof.
~Φ~T “
Tş
0
}Φptq}2Σ dt “
Tş
0
}Φptq}2
LΣ
2
dt ă 8 then }Φptq}2
LΣ
2
ă 8
for almost all t.
From here we can conclude that Φptq P LΣ2 , hence that Φptq P Lip
`
Ωt
˘
(since Φptq is nonrandom) and finally that Φptq P HL2G
`
Ωt
˘
for almost all t.
And by Prop.5.1 we get that Φptq P HM2G
`
0, T
˘
.
5.4 Fubini theorem
Let pX , E , µq is a measurable space, µpX q ă 8.
Consider HM2,0G
`
0, T ;X
˘
:“
#
Φpt, xq “
N´1ř
k“0
M´1ř
j“0
Φkjpωq1rtk ,tk`1qptq1Ajpxq
ˇˇˇˇ
ˇ
Φkpωq P HL2GpΩtkq, 0 “ t0 ă t1 . . . ă tN “ T, Aj P E
+
.
Let HM2G
`
0, T ;X
˘
be a completion of HM2,0G
`
0, T ;X
˘
under the norm
~Φ~T,X :“
ş
X
~Φp ¨ , xq~T µpdxq.
Theorem 5.6. If Φpt, xq P HM2G
`
0, T ;X
˘
, then:
ż
X
Tż
0
Φpt, xq dBt µpdxq “
Tż
0
ż
X
Φpt, xqµpdxq dBt q.s.
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Proof.
Let
 
Φn, n ě 1
( Ă HM2,0G `0, T ;X ˘.
Then in the same way as in Prop.5.1 using Th.5.5 and Th.5.2 we can
conclude that ~Φp ¨ , xq ´ Φnp ¨ , xq~T ÝÝÝÑ
nÑ8
0.
And due to the dominated convergence theorem have thatş
X
~Φp ¨ , xq ´ Φnp ¨ , xq~T µpdxq ÝÝÝÑ
nÑ8
0.
For every n set Φnpt, xq :“
Nn´1ř
k“0
Mn´1ř
j“0
Φnkjpωq1rtnk ,tnk`1qptq1Anj pxq.
And define the following random variables:
ξnpxq :“
Tş
0
Φnpt, xq dBt , ξpxq :“
Tş
0
Φpt, xq dBt.
ηnptq :“
ş
X
Φnpt, xqµpdxq , ηptq :“
ş
X
Φpt, xqµpdxq.
Then
ş
X
ξnpxqµpdxq “
Tş
0
ηnptq dBt “
Nn´1ř
k“0
Mn´1ř
j“0
ΦnkjpBtnk`1 ´Btnk qµpAnj q.
For the later calculations we will use a Cauchy-Schwarz-Bunyakovsky in-
equality (Prop.2.3) in a following form ErXs ď `ErX2s˘ 12 :
(a) E
”›› ş
X
ξpxqµpdxq ´ ş
X
ξnpxqµpdxq
››
H
ı
“ E
”›› ş
X
Tş
0
`
Φpt, xq ´ Φnpt, xq
˘
dBt µpdxq
››
H
ı
ď ş
X
E
”›› Tş
0
`
Φpt, xq ´ Φnpt, xq
˘
dBt
››
H
ı
µpdxq
ď ş
X
´
E
”›› Tş
0
`
Φpt, xq ´ Φnpt, xq
˘
dBt
››2
H
ı¯ 1
2
µpdxq
“ ş
X
~Φp ¨ , xq ´ Φnp ¨ , xq~T µpdxq ÝÝÝÑ
nÑ8
0.
(b) E
”›› Tş
0
ηptq dBt ´
ş
X
ξnpxqµpdxq
››
H
ı
“ E
”›› Tş
0
ηptq dBt ´
Tş
0
ηnptq dBt
››
H
ı
“ E
”›› Tş
0
ş
X
`
Φpt, xq ´ Φnpt, xq
˘
µpdxq dBt
››
H
ı
ď ~ ş
X
`
Φp ¨ , xq ´ Φnp ¨ , xq
˘~T µpdxq
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ď ş
X
~Φp ¨ , xq ´ Φnp ¨ , xq~T µpdxq ÝÝÝÑ
nÑ8
0.
Therefore E
›› ş
X
ξpxqµpdxq ´
Tş
0
ηptq dBt
››
H
.
And by Lm.4.1 we get that
ş
X
ξpxqµpdxq “
Tş
0
ηptq dBt quasi surely.
5.5 Distribution of the stochastic integral with non-
random integrand
Let us consider a stochastic integral IpΦq “
Tş
0
ΦptqdBt, with respect to G-
Brownian motion Bt „ NG
`
0, t ¨ Σ˘.
Assume that Φ is non-random, then Φ : r0, T s Ñ LΣ2 .
Note that also in such a case HL2G
`
Ω
˘ ” LippΩq ” LΣ2 .
1) Firstly we consider a case with elementary processes:
If Φ P HM2,0G
`
0, T
˘
then Φptq “
N´1ř
k“0
Φk1rtk ,tk`1qptq , Φk P LΣ2 , and the norm
~Φ~2T “
Tş
0
}Φptq}2
LΣ
2
dt ă 8.
By the definition we have IpΦq “
N´1ř
k“0
ΦkpBtk`1 ´Btkq.
We know that a random variable
Btk`1 ´Btk?
tk`1 ´ tk „ B1 „ NG
`
0,Σ
˘
.
Then using Prop.2.6 we get that IpΦq „ NG
`
0,ΣI
˘
,
whereΣI “
! N´1ř
k“0
ptk`1 ´ tkqΦkQΦ˚k
ˇˇ
Q P Σ
)
.
Note that in this case
N´1ř
k“0
ptk`1 ´ tkqΦkQΦ˚k “
Tş
0
ΦptqQΦ˚ptqdt.
2) In a general case we have that for Φ P HM2G
`
0, T
˘
there exists a sequence 
Φn, n ě 1
( Ă HM2,0G `0, T ˘, such that ~Φ´ Φn~T ÝÝÝÑ
nÑ8
0.
And by Th.5.5 we get that }IpΦq ´ IpΦnq}ΩT ď ~Φ´ Φn~T .
Since Φ P LΣ2 then for p ą 0 Φ P HMpG
`
0, T
˘
and by Th.5.5 it may be
concluded that E
“}I}p
H
‰ ď Cp ¨ ´ Tş
0
}Φptq}2
LΣ
2
dt
¯p
2 ă 8.
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Lemma 5.1.
Tş
0
ΦnptqQΦ˚nptqdt ÝÝÝÑ
nÑ8
Tş
0
ΦptqQΦ˚ptqdt in the trace-class topol-
ogy.
Proof.
~Φ´ Φn~2T “
Tş
0
}Φptq ´ Φnptq}2LΣ
2
dt
“
Tş
0
sup
QPΣ
Tr
”`
Φptq ´ Φnptq
˘
Q
`
Φptq ´ Φnptq
˘˚ı
dt
“
Tş
0
sup
QPΣ
››`Φptq ´ Φnptq˘Q1{2››2L2pHqdt ÝÝÝÑnÑ8 0.
Denote An :“ Φnptq ¨Q1{2 and A :“ Φptq ¨Q1{2.
We have that››› Tş
0
ΦnptqQΦ˚nptqdt´
Tş
0
ΦptqQΦ˚ptqdt
›››
L1pHq
“
››› Tş
0
`
AnA
˚
n ´ AA˚
˘
dt
›››
L1pHq
ď
Tş
0
}AnA˚n ´ AA˚}L1pHqdt “
Tş
0
}AnA˚n ´ AA˚n ` AA˚n ´ AA˚}L1pHqdt
ď
Tş
0
´
}A˚n}L2pHq ¨ }A´ An}L2pHq ` }A}L2pHq ¨ }pA´ Anq˚}L2pHq
¯
dt
ď
´ Tş
0
}An}2L2pHqdt
¯1{2
¨
´ Tş
0
}A´ An}2L2pHqdt
¯1{2
`
´ Tş
0
}A}2L2pHqdt
¯1{2
¨
´ Tş
0
}A´ An}2L2pHqdt
¯1{2
ď
˜´ Tş
0
sup
QPΣ
››`Φnptq˘Q1{2››2L2pHqdt¯1{2 ` ´ Tş
0
sup
QPΣ
››`Φptq˘Q1{2››2
L2pHqdt
¯1{2¸
ˆ
ˆ
Tş
0
sup
QPΣ
››`Φptq ´ Φnptq˘Q1{2››2L2pHqdt
“
´
~Φn~T ` ~Φ~T
¯
¨ ~Φ´ Φn~T ÝÝÝÑ
nÑ8
0.
Theorem 5.7. Stochastic integral IpΦq “
Tş
0
ΦptqdBt with nonrandom inte-
grand Φptq is G-normal distributed, , where Bt „ NG
`
0, t¨Σ˘ is a G-Brownian
motion. I.e.,
IpΦq „ NG
`
0,ΣI
˘
, where ΣI “
! Tş
0
ΦptqQΦ˚ptqdt | Q P Σ
)
.
62
Proof.
1) From the first part of this section we have got that
In :“ IpΦnq „ NG
`
0,ΣIn
˘
, where ΣIn “
! Tş
0
ΦnptqQΦ˚nptqdt | Q P Σ
)
.
2) GInpAq “
1
2
E
“xAIn, Iny‰; GIpAq “ 1
2
E
“xAI, Iy‰.
Then 2 ¨
ˇˇˇ
GInpAq ´GIpAq
ˇˇˇ
“
ˇˇˇ
E
“xAIn, Iny‰´ E“xAI, Iy‰ˇˇˇ
“
ˇˇˇ
E
“xAIn, Iny‰´ E“xAIn, Iy‰` E“xAIn, Iy‰´ E“xAI, Iy‰ˇˇˇ
ď
ˇˇˇ
E
“xAIn, Iny ´ xAIn, Iy‰ˇˇˇ` ˇˇˇE“xAIn, Iy ´ xAI, Iy‰ˇˇˇ
ď E
”ˇˇxAIn, In ´ Iyˇˇı` E”ˇˇxApIn ´ Iq, Iyˇˇı
ď
˜
E
”››AIn››2
H
ı¸1{2
¨
˜
E
”››In´I››2
H
ı¸1{2
`
˜
E
”››ApIn´Iq››2
H
ı¸1{2
¨
˜
E
”››I››2
H
ı¸1{2
ď ››A››
LpHq ¨
«˜
E
”››In››2
H
ı¸1{2
`
˜
E
”››I››2
H
ı¸1{2ff
¨
˜
E
”››In ´ I››2
H
ı¸1{2
“ ››A››
LpHq ¨
´
}In}ΩT ` }I}ΩT
¯
¨ }In ´ I}ΩT ÝÝÝÑ
nÑ8
0.
So that GInpAq ÝÝÝÑ
nÑ8
GIpAq.
We know that GI defines a covariation set ΣI of the IpΦq.
3) Now we are going to proof that IpΦq „ NG
`
0,ΣI
˘
.
In order to show such a fact we consider unpt, xq :“ E
“
fpx`?T ´ t Inq
‰
and
upt, xq :“ E“fpx`?T ´ t Iq‰, with a B-continuous function
f P C p.LippHq;
Since In „ NG
`
0,ΣIn
˘
then by Th.4.1 we have that un is a unique viscosity
solution of the equation
#
Btu`GInpD2xxuq “ 0 ;
upT, xq “ fpxq . p ˚ q
So, we need to show that u is a viscosity solution of the equation#
Btu`GIpD2xxuq “ 0 ;
upT, xq “ fpxq . p# q
(i) We claim that for every fixed point pt, xq : unpt, xq ÝÝÝÑ
nÑ0
upt, xq.
In fact,
ˇˇ
unpt, xq ´ upt, xq
ˇˇ “ ˇˇˇE“fpx`?T ´ t Inq‰´ E“fpx`?T ´ t Iq‰ˇˇˇ
ď E
”ˇˇ
fpx`?T ´ t Inq ´ fpx`
?
T ´ t Iqˇˇı
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ď E
”
C ¨ `1` }x`?T ´ t In}mH ` }x`?T ´ t I}mH ˘ ¨ ››?T ´ tpIn ´ Iq››Hı
ď C ¨
˜
E
”´
1` }x`?T ´ t In}mH ` }x`
?
T ´ t I}m
H
¯2 ı¸1{2
ˆ
ˆ
˜
pT ´ tq ¨ E
”››In ´ I››2
H
ı¸1{2
ď rC ¨ }In ´ I}ΩT ÝÝÝÑ
nÑ8
0.
(ii) Also we claim that u, un are continuous at pt, xq P r0, T sˆH.
In fact, let us show that E
“
fpx`?T ´ t´ δ Iq‰ ÝÝÑ
δÑ0
E
“
fpx`?T ´ t Iq‰:ˇˇˇ
E
“
fpx`?T ´ t ´ δ Iq‰´ E“fpx`?T ´ t Iq‰ˇˇˇ
ď E
”ˇˇ
fpx`?T ´ t ´ δ Iq ´ fpx`?T ´ t Iqˇˇı
ď E
”
C ¨ `1` }x`?T ´ t´ δ Iq}m
H
` }x`?T ´ t Iq}m
H
˘ˆ
ˆ››p?T ´ t´ δ ´?T ´ tqI››
H
ı
ď C ¨
´?
T ´ t ´ δ ´?T ´ t
¯
ˆ
ˆ
˜
E
”´
1`}x`?T ´ t ´ δ Iq}m
H
`}x`?T ´ t Iq}m
H
¯2 ı¸1{2
ˆ
˜
E
”››I››2
H
ı¸1{2
ď rC ¨ ´?T ´ t ´ δ ´?T ´ t¯ ¨ }I}ΩT ÝÝÑ
δÑ0
0.
So that u is continuous. It is clear that un is continuous too.
(iii) Let ψ be a test function, such that: upt, xq ď ψpt, xq ;
upt0, x0q “ ψpt0, x0q .
Since for every fixed point pt, xq : unpt, xq ÝÝÝÑ
nÑ0
upt, xq then there exists a
sequence of test functions
 
ψn
(
, such that: unpt, xq ď ψnpt, xq ;
unpt0, x0q “ ψnpt0, x0q ;
ψnpt, xq ÝÝÝÑ
nÑ0
ψpt, xq .
In order to show it we can take rψn :“ ψ ` un ´ u that satisfies above
written required properties, and in the points where it is not enough smooth
we need to alter it in the proper way to get the test function ψn.
We know that un is a viscosity sub- (and super-) solution of equation p ˚ q.
So that unpT, xq ď fpxq;”
Btψn `GInpD2xxψnq
ı
pt0, x0q ě 0.
Hence upT, xq ď fpxq , since unpt, xq ÝÝÝÑ
nÑ0
upt, xq.
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And
”
Btψn `GInpD2xxψnq
ı
pt0, x0q 2)ÝÝÝÑ
nÑ0
”
Btψ `GIpD2xxψq
ı
pt0, x0q.
Therefore
”
Btψ `GIpD2xxψq
ı
pt0, x0q ě 0.
So, we have that u is a viscosity subsolution of equation p# q.
And in the same way we can show that u is a viscosity supersolution.
So, we can conclude that u is a viscosity solution of equation p# q.
3) Now we are going to describe the structure of the covariation set ΣI .
Let us define a set Σ :“ convpΣ1Iq in the trace-class topology, where
Σ1I :“
!
B P C1pHq , B “ B˚ ě 0 | @ ε ą 0
1
2
Tr
“
AB
‰ ď GIpAq ă 1
2
Tr
“
AB
‰` ε).
Therefore GIpAq “ 1
2
sup
BPΣI
Tr
“
AB
‰ “ 1
2
sup
BPΣ1
I
Tr
“
AB
‰
.
Analogously, GInpAq “
1
2
sup
BPΣIn
Tr
“
AB
‰ “ 1
2
sup
BPΣ1
In
Tr
“
AB
‰
.
Let us show that:
(a) If tBnu Ă Σ1In, such that Bn ÝÝÝÑnÑ8 B then B P Σ
1
I .
(b) For every B P Σ1I there exists a sequence tBnu Ă Σ1In ,
such that Bn ÝÝÝÑ
nÑ8
B.
In fact, let us fix an operator A then:
(a) If tBnu Ă Σ1In , such that Bn ÝÝÝÑnÑ8 B then we have:
1
2
Tr
“
ABn
‰ ď GInpAq ă 12Tr“ABn‰` ε;
Letting nÑ 8 yields 1
2
Tr
“
AB
‰ ď GIpAq ă 1
2
Tr
“
AB
‰ ` ε.
Hence B P Σ1I .
(b) Let there exists B P Σ1I , and a sequence tBnu Ă Σ1In converges to the
operator C ‰ B : Bn ÝÝÝÑ
nÑ8
C P Σ1I . Then we have:
1
2
Tr
“
AB
‰ ď GIpAq ă 1
2
Tr
“
AB
‰` ε;
1
2
Tr
“
AC
‰ ď GIpAq ă 1
2
Tr
“
AC
‰` ε.
Therefore for every A : Tr
“
AB
‰ “ Tr“AC‰.
So, it easy to check that B “ C, a contradiction.
So, from (a) and (b) we have that
Σ1I “
 
B | Bn C1pHqÝÝÝÑ
nÑ8
B , Bn P Σ1In
(
, where Bn “
Tş
0
ΦnptqQΦ˚nptqdt.
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Hence ΣI “
 
B | Bn C1pHqÝÝÝÑ
nÑ8
B , Bn P ΣIn
(
.
Applying Lm.5.1 we can conclude that ΣI “
! Tş
0
ΦptqQΦ˚ptqdt | Q P Σ
)
.
5.6 The continuity property of stochastic convolution
Define a stochastic convolution as the integral
It :“
tż
0
ept´sqAdBs ,
where A : DpAq Ñ H is the infinitesimal generator of C0-semigroup
`
etA
˘
.
Theorem 5.8. The integral It :“
tş
0
ept´sqAdBs is continuous for quasi every
ω if there exists β ą 0, such that
Tż
0
››etA}2
LΣ
2
¨ t´βdt ă 8 .
Proof.
We shall use the factorization method (see [31]).
For this reason we will use the following elementary inequality:
Let α P p0, 1q then
1ş
0
p1´ rqα´1 ¨ r´α dr “ Bpα, 1´ αq “ ΓpαqΓp1´ αq
Γp1q “
pi
sin piα
.
It follows that
tż
σ
pt ´ sqα´1 ¨ ps´ σq´α ds “ pi
sin piα
, (13)
0 ď σ ď s ď t, where s :“ rpt´ σq ` σ,
because
tş
σ
pt´ sqα´1 ¨ ps´ σq´α ds “
tş
σ
`p1´ rqpt´ σq˘α´1 ¨ `rpt´ σq˘´α drrpt´ σq ` σs
“
1ş
0
p1´ rqα´1 ¨ r´α ¨ pt´ σqα´1 ¨ pt´ σq´α ¨ pt´ σq dr
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“
1ş
0
p1´ rqα´1 ¨ r´α dr “ pi
sin piα
.
Let α P p0, 1
2
q be fixed, and m ą 1
2α
then we have
It “ sin piα
pi
tş
0
ept´sqA
tş
σ
pt´ sqα´1 ¨ ps´ σq´α ds dBs.
From the Fubini theorem (Th.5.6) we get that
It “ sin piα
pi
tş
0
ept´sqA ¨ pt ´ sqα´1Y psq ds quasi surely,
where Y psq “
sş
0
eps´σqA ps´ σq´α dBσ.
Then by Th.5.7 we have for every s Y psq „ NGp0,ΣIsq
where ΣIs “
! sş
0
eps´σqAQeps´σqA
˚ ps´ σq´2αdσ , Q P Σ
)
.
Therefore
E
”››Y psq››2
H
ı
Th.5.3ď
sş
0
››Y pσq}2
LΣ
2
dσ “
sş
0
sup
QPΣ
Tr
“
eps´σqAQeps´σqA
˚ ps´ σq´2α
ı
dσ
“
sş
0
››eps´σqA}2
LΣ
2
ps´ σq´2α dσ “
7777s´ σ “ t P ps, 0q7777 “ sş
0
››etA}2
LΣ
2
t´2α dt ă 8.
Then by Prop.2.4 it follows E
”››Y psq››2m
H
ı
ď Cm , s P r0, T s.
Hence E
” Tş
0
››Y psq››2m
H
ds
ı
ď Cm ¨ T , so that Y P L2mp0, T ;Hq.
Let us consider zptq “
tş
0
ept´sqA pt´ sqα´1ypsq ds.
Set zεptq :“
t´εş
0
ept´sqA pt ´ sqα´1ypsq ds, for a small enough ε ą 0.
So, we have
ˇˇ
zptq ´ zεptq
ˇˇ “ tş
t´ε
ept´sqA pt ´ sqα´1ypsq ds
Ho¨lder ineq.ď
´ tş
t´ε
››ept´sqA›› 2m2m´1
LpHq ¨ pt´ sq
2mpα´1q
2m´1 ds
¯ 2m´1
2m ¨
´ tş
t´ε
››ypsq››2m
H
ds
¯ 1
2m
ďM ¨ e 2mεa2m´1 ¨
´ εş
0
r
2mpα´1q
2m´1 dr
¯2m´1
2m ¨ }y}L2mp0, t;Hq ď Kε ¨ }y}L2mp0, t;Hq,
Kε ÝÝÑ
εÑ0
0 .
So that zp ¨ q is continuous if yp ¨ q P L2mp0, T ;Hq.
And we have that It is continuous for quasi every ω.
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6 Existence of viscosity solution for parabolic
PDE with a linear unbounded first order
term
6.1 Ornstein-Uhlenbeck process
Consider the following SDE:#
dXτ “ AXτ dτ ` dBτ , τ P rt, T s Ă r0, T s
Xt “ x .
(S)
where Xt : r0, T sˆΩÑ H;
Bt is a G-Brownian motion in H;
A : DpAq Ñ H is an infinitesimal generator of C0-semigroup
`
etA
˘
.
Definition 6.1. The process
Xτ :“ X t, xτ “ epτ´tqAx`
τż
t
epτ´sqAdBs
will be called a mild solution of (S).
Definition 6.2. Stochastic process
It “
tż
0
ept´sqAdBs (14)
will be called Ornstein-Uhlenbeck process (or a stochastic convolution as we
have already mentioned above).
Ornstein-Uhlenbeck process is well defined under the condition
tż
0
sup
QPΣ
››esAQ1{2}2L2pHqds ă 8. (15)
Remark 6.1. The condition (15) holds true if sup
QPΣ
TrQ ă 8.
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In other words the condition (15) (or the condition of Rem.6.1) implies that
the map s ÞÑ ept´sqA belongs to the HM2G
`
0, t
˘
, what shows us the following
proposition.
Proposition 6.1. If sup
QPΣ
TrQ ă 8 , Φpsq :“ ept´sqA then
Φpsq P HM2G
`
0, t
˘
.
Proof.
In order to prove the statement of proposition according to Rem.5.4 we
need to show that ~Φ~t ă 8.
According to theory of C0-semigroup it is known that
esA P LpHq , }esA}2LpHq ďM ¨ eas M ě 1 , a P R.
Therefore ~Φ~2t “ E
” tş
0
sup
QPΣ
}ΦpsqQ1{2}2L2pHq ds
ı
“
tş
0
sup
QPΣ
}ept´sqAQ1{2}2L2pHq ds
“
tż
0
sup
QPΣ
}esAQ1{2}2L2pHq dslooooooooooooomooooooooooooon
condition(15)
ď
tş
0
sup
QPΣ
”
}nesA}2LpHq ¨ }Q1{2}2L2pHq
ı
ds
ď
tş
0
M ¨ eas ¨ sup
QPΣ
TrQds ďM ¨ e
at ´ 1
a
¨ sup
QPΣ
TrQ ă 8.
Proposition 6.2. X t, xτ “ Xs,X
t, x
s
τ , 0 ď t ď s ď τ ď T .
Proof.
X t, xτ “ epτ´tqAx`
τş
t
epτ´σqAdBσ “ epτ´sqA ¨ eps´tqAx`
sş
t
eps´σqA ¨ epτ´sqAdBσ
`
τş
s
epτ´σqAdBσ “ epτ´sqA
´
eps´tqAx`
sş
t
eps´σqAdBσ
¯
`
τş
s
epτ´σqAdBσ
“ epτ´sqA ¨X t, xs `
τş
s
epτ´σqAdBσ “ Xs,Xt, xsτ .
6.2 Solving the equation (P)
Lemma 6.1. Let Bt be a G-Brownian motion and A be an infinitesimal
generator of C0 semigroup. A mapping ψ : R,H Ñ R is twice Fre´chet
differentiable by x.
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For the small δ ą 0 define the following random variable as:
Lδ :“ 1
δ
A
D2xxψpt, xqr
δş
0
epδ´sqAdBss,
δş
0
epδ´sqAdBs
E
.
Then ErLδs ÝÝÑ
δÑ0
E
”@
D2xxψpt, xqB1, B1
Dı ” 2G`D2xxψpt, xq˘.
Proof.
Let L0 :“
@
D2xxψpt, xqB1, B1
D
.
Note that
E
”
xAX, Y y
ı
ď E
”
}AX}H ¨ }Y }H
ı
ď E
”
}A}LpHq ¨ }X}H ¨ }Y }H
ı
Prop.2.3ď }A}LpHq
´
E
”
}X}2
H
ı¯ 1
2
´
E
”
}Y }2
H
ı¯ 1
2
. (16)
Consider Kδ :“ 1
δ
@
D2xxψpt, xq
δş
0
pepδ´sqA ´ IqdBs, Bδ
D
and Mδ :“ 1
δ
@
D2xxψpt, xq
δş
0
epδ´sqAdBs,
δş
0
pepδ´sqA ´ IqdBs
D
.
Then we have:
0 ď E“ˇˇKδ ˇˇ‰ (16)ď 1
δ
}D2xxψpt, xq}LpHq
´
E
”
}
δş
0
pepδ´sqA ´ IqdBs}2H
ı¯ 1
2
´
E
”
}Bδ}2H
ı¯ 1
2
Th.5.5ď 1
δ
}D2xxψpt, xq}LpHq ¨ C
´
E
” δş
0
}epδ´sqA ´ I}2
LΣ
2
ds
ı¯ 1
2
´
E
”
}Bδ}2H
ı¯ 1
2
Rem.4.2“ 1
δ
}D2xxψpt, xq}LpHq ¨ C
´ δş
0
sup
QPΣ
}esAQ1{2 ´Q1{2}2L2pHqds
¯ 1
2 ¨aδGpIq
ď }D2xxψpt, xq}LpHq ¨ C ¨ δ ¨ max
0ďθďδ
sup
QPΣ
}eθAQ1{2 ´ Q1{2}L2pHq ¨
a
GpIq ÝÝÑ
δÑ0
0.
In much the same way:
0 ď E“ˇˇMδ ˇˇ‰ (16)ď 1
δ
}D2xxψpt, xq}LpHq
´
E
”
}
δş
0
epδ´sqAdBs}2H
ı¯ 1
2
´
E
”
}
δş
0
pepδ´sqA ´ IqdBs}2H
ı¯ 1
2
Th.5.5ď 1
δ
}D2xxψpt, xq}LpHq ¨ C
´
E
” δş
0
}epδ´sqA}2
LΣ
2
ds
ı¯ 1
2
´
E
” δş
0
}epδ´sqA ´ I}2
LΣ
2
ds
ı¯ 1
2
“ 1
δ
}D2xxψpt, xq}LpHq ¨ C
´ δş
0
sup
Q1PΣ
}esAQ
1
2
1 }2L2pHqds
¯ 1
2
´ δş
0
sup
Q2PΣ
}esAQ
1
2
2 ´Q
1
2
2 }2L2pHqds
¯ 1
2
ď }D2xxψpt, xq}LpHq ¨ C ¨ δ ¨ max
0ďθ1ďδ
sup
Q1PΣ
}eθ1AQ
1
2
1 }L2pHq ¨ δ max
0ďθ2ďδ
sup
Q2PΣ
}eθ2AQ
1
2
2 ´Q
1
2
2 }L2pHq
ÝÝÑ
δÑ0
0.
Therefore
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0 ď
ˇˇˇ
ErLδs ´ ErL0s
ˇˇˇ
Rem.4.2“
ˇˇˇˇ
ˇ1δ E”AD2xxψpt, xq” δş0 epδ´sqAdBs
ı
,
δş
0
epδ´sqAdBs
Eı
´1
δ
E
”@
D2xxψpt, xqBδ, Bδ
Dıˇˇˇˇˇ
Prop.2.2, 2)ď 1
δ
E
«ˇˇˇA
D2xxψpt, xq
” δş
0
epδ´sqAdBs
ı
,
δş
0
epδ´sqAdBs
E
´@D2xxψpt, xqBδ, BδDˇˇˇ
ff
ď 1
δ
E
«ˇˇˇA
D2xxψpt, xq
” δş
0
epδ´sqAdBs
ı
,
δş
0
epδ´sqAdBs
E
´@D2xxψpt, xq” δş
0
epδ´sqAdBs
ı
, Bδ
Dˇˇˇff
` 1
δ
E
«ˇˇˇA
D2xxψpt, xq
” δş
0
epδ´sqAdBs
ı
, Bδ
E
´ @D2xxψpt, xqBδ, BδDˇˇˇ
ff
“ E“ˇˇKδ ˇˇ‰` E“ˇˇMδ ˇˇ‰ ÝÝÑ
δÑ0
0.
Now let us turn back to equation (P):
#
Btu` xAx,Dxuy `GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (P)
u : r0, T s ˆ HÑ R;
f P C p.LippHq;
G : KSpHq Ñ R is a G-functional;
A : DpAq Ñ H is a generator of C0-semigroup
`
etA
˘
.
Bt is a G-Brownian motion with correspondent G-functional Gp ¨ q,
i.e. GpAq “ 1
2t
E
”
xABt, Bty
ı
;
X t, xτ “ epτ´tqAx`
τş
t
epτ´sqAdBs be a mild solution of equation (S):#
dXτ “ AXτ dτ ` dBτ , τ P rt, T s Ă r0, T s
Xt “ x .
(S)
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Theorem 6.1. Let f is a B-continuous of C p.LippHq-class real function.
Then upt, xq :“ E“fpX t, xT q‰ is a unique viscosity solution of equation (P):#
Btu` xAx,Dxuy `GpD2xxuq “ 0 , t P r0, T q , x P H;
upT, xq “ fpxq . (P)
Proof.
Let ψ be a test function, and for every fixed point pt, xq P r0, T sˆH we have:
u ď ψ ;
upt, xq “ ψpt, xq .
Taking a small enough δ yields:
ψpt, xq “ upt, xq “ ErfpX t, xT qs Prop.6.2“ ErfpXs,X
t, x
s
T qs
“ E
«
E
”
fpXs, yT q
ı
y“Xt, xs
ff
“ E
”
ups,X t, xs q
ı
ď E“ψps,X t, xs q‰.
Then putting s :“ t` δ, δ ą 0 by the Taylor formula (Lm.4.2) we have:
ψps,X t, xs q “ ψpt` δ,X t, xt`δq “ ψpt` δ, e δAx`
t`δş
t
ept`δ´sqAdBsq
Rem.5.2“ ψ
´
t ` δ, x` pe δAx´ xq `
δş
0
epδ´sqAdBs
¯
“ ψpt, xq ` δ Btψpt, xq
`
A
Dxψpt, xq, e δAx´ x`
δş
0
epδ´sqAdBs
E
` 1
2
δ 2 B 2ttψpt, xq
` δ ¨ Bt
A
Dxψpt, xq, eδAx´ x`
δş
0
epδ´sqAdBs
E
` 1
2
δ
A
D2xxψpt, xq
”
eδAx´ x`
δş
0
epδ´sqAdBs
ı
, eδAx´ x`
δş
0
epδ´sqAdBs
E
`o
´
δ2 ` ››e δAx´ x` δş
0
epδ´sqAdBs
››2
H
¯
.
We can say that E
”
o
´
δ2 ` ››e δAx´ x` δş
0
epδ´sqAdBs
››2
H
¯ı
“ o
´
δ2
¯
,
because E
”››e δAx´ x` δş
0
epδ´sqAdBs
››2
H
ı
ď 2E
”››e δAx´ x››2
H
ı
`2E
”›› δş
0
epδ´sqAdBs
››2
H
ı
Th.5.5ď 2 ››e δAx´ x››2
H
` 2
δş
0
sup
QPΣ
››epδ´sqAQ1{2››2
L2pHqds ÝÝÑδÑ0 0.
Then we have
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0 ď 1
δ
´
E
”
ψpt` δ,X t, xt`δq
ı
´ ψpt, xq
¯
ď 1
δ
E
”
ψpt` δ,X t, xt`δq ´ ψpt, xq
ı
“ E
«
Btψpt, xq `
A
Dxψpt, xq, e
δAx´ x
δ
E
` 1
δ
A
Dxψpt, xq,
δş
0
epδ´sqAdBs
E
` 1
2
δ B 2ttψpt, xq ` δ ¨ Bt
A
Dxψpt, xq, e
δAx´ x
δ
E
` Bt
A
Dxψpt, xq,
δş
0
epδ´sqAdBs
E
`1
2
A
D2xxψpt, xq
”e δAx´ x
δ
ı
,
δş
0
epδ´sqAdBs
E
`1
2
A
D2xxψpt, xq
δş
0
epδ´sqAdBs,
e δAx´ x
δ
E
` δ
2
A
D2xxψpt, xq
”e δAx´ x
δ
ı
,
e δAx´ x
δ
E
` 1
2 δ
A
D2xxψpt, xq
δş
0
epδ´sqAdBs,
δş
0
epδ´sqAdBs
Eff
` o
´
δ
¯
Prop.2.2.5).(a)-(b)“ Btψpt, xq `
A
Dxψpt, xq, e
δAx´ x
δ
E
` 1
2
δ B 2ttψpt, xq
` δ ¨ Bt
A
Dxψpt, xq, e
δAx´ x
δ
E
` δ
2
A
D2xxψpt, xq
”e δAx´ x
δ
ı
,
e δAx´ x
δ
E
` 1
2 δ
E
«A
D2xxψpt, xq
δş
0
epδ´sqAdBs,
δş
0
epδ´sqAdBs
Eff
` o
´
δ
¯
Lm.6.1ÝÝÝÝÑ
δÑ0
Btψpt, xq `
@
x, A˚Dxψpt, xq
D`G`D2xxψpt, xq˘.
Letting δ Ñ 0 yields
”
Btψ `
@
x, A˚Dxψpt, xq
D`GpD2xxψqıpt, xq ě 0.
Note, that u is continuous at pt, xq P r0, T sˆH.
In fact, let us show that E
“
fpx`Bsq
‰ ÝÝÑ
sÑt
E
“
fpx`Btq
‰
, t P r0, T s :
0 ď
ˇˇˇ
ErfpX t`δ, xT qs ´ ErfpX t, xT qs
ˇˇˇ
ď E
”ˇˇ
fpX t`δ, xT q ´ fpX t, xT q
ˇˇı
ď C ¨ E
”`
1` }X t`δ, xT }mH ` }X t, xT }mH
˘ ¨ }X t`δ, xT ´X t, xT }Hı
ď C ¨
˜
E
”`
1` }X t`δ, xT }mH ` }X t, xT }mH
˘2ı ¨ E”}X t`δ, xT ´X t, xT }2Hı
¸ 1
2
ď 2C ¨
˜´
1`E
”
}X t`δ, xT }2mH
ı
`E
”
}X t, xT }2mH
ı¯
¨E
”
}X t`δ, xT ´X t, xT }2H
ı¸ 12
ÝÝÑ
δÑ0
0,
this convergence is true because:
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(a) E
”
}X t, xT }2mH
ı
“ E
”
}epT´tqAx`
Tş
t
epT´sqAdBs}2mH
ı
ď 2m ¨
˜
}epT´tqAx}2m
H
` E
”
}
Tş
t
epT´sqAdBs}2mH
ı¸
Th.5.5ď 2m ¨
˜
}epT´tqAx}2m
H
` Cm ¨
´ Tş
t
sup
QPΣ
››epT´sqAQ1{2››2
L2pHqds
¯m¸
ă 8.
(b) E
”
}X t`δ, xT ´X t, xT }2H
ı
“ E
”
}epT´tqA`e´δAx´ x˘` Tş
t`δ
epT´sqAdBs
´
Tş
t
epT´sqAdBs}2H
ı
ď
´
}epT´tqA`e´δAx´ x˘}2
H
` E
”
}
t`δş
t
epT´sqAdBs}2H
ı¯
Th.5.5ď
´
}epT´tqA`e´δAx´ x˘}2
H
` }
t`δş
t
sup
QPΣ
››epT´sqAQ1{2››2
L2pHqds
¯
ÝÝÑ
δÑ0
0.
Also upT, xq “ E“fpxq‰ “ fpxq ď fpxq.
So we see that u is a viscosity subsolution of equation (P).
In the same way one can prove that u is a viscosity supersolution, and the
existence is proved.
It is clear that if f is B-continuous and has a polynomial growth that u is also
B-continuous and has a polynomial growth, because a sublinear expectation
E does not influence on it. So we can conclude that u is a unique viscosity
solution by Th.3.2.
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