Parking pressure has been steadily increasing in cities as well as in university and corporate campuses. To relieve this pressure, this paper studies a car-pooling platform that would match riders and drivers, while guaranteeing a ride back and exploiting spatial and temporal locality. In particular, the paper formalizes the Commute Trip Sharing Problem (CTSP) to find a routing plan that maximizes ride sharing for a set of commute trips. The CTSP is a generalization of the vehicle routing problem with routes that satisfy time window, capacity, pairing, precedence, ride duration, and driver constraints. The paper introduces two exact algorithms for the CTPS: A route-enumeration algorithm and a branch-and-price algorithm. Experimental results show that, on a high-fidelity, real-world dataset of commute trips from a mid-size city, both algorithms optimally solve small and medium-sized problems and produce high-quality solutions for larger problem instances. The results show that car pooling, if widely adopted, has the potential to reduce vehicle usage by up to 57% and decrease vehicle miles traveled by up to 46% while only incurring a 22% increase in average ride time per commuter for the trips considered.
Introduction
Parking occupies a significant portion of our cities. In the United States, for instance, there are at least 800 million parking spaces and, in Los Angeles County, 14% of the city space is devoted to parking (Taylor 2018) . Parking also contributes to congestion: Based on a sample of 22 studies in the United States, the average share of traffic cruising to find a parking spot is 30% and the average cruising time just under 8 minutes in downtown areas (Shoup 2005 (Shoup , 2006 . Parking pressure has also been steadily increasing in cities, university campuses, and corporations. In the city of Buffalo in New York state, the overall supply in parking space has remained constant for the last 20 years, while the downtown population and the workforce have increased by 70% and 30% respectively (Epstein 2018) . These parking shortages are perceived as impediment The Main University Parking Lot in Downtown Ann Arbor.
for future economic developments, as corporations may elect to move elsewhere when growing their operations. University campuses feel similar parking pressures. For instance, Stanford University suffers from a lack of parking spaces due to construction and a growth in population (Chesley 2017 ).
This research underlying this paper was originally motivated by parking pressure at the University of Michigan in Ann Arbor. Figure 1 depicts the parking utilization of the 15 most used parking lots in downtown Ann Arbor. They show a typical parking usage: Cars arrive in the morning, park in the lot for 6 to 10 hours, and leave the lot in the evening.
To address the increasing demand on these lots, we started to investigate the potential of a community-based car-pooling program (Hasan et al. 2018) . The idea was to implement a carpooling program organized around the communities commuting to the university, exploiting the knowledge of when employees were arriving in the morning and leaving in the evening. However, while car-pooling has long been proposed as a solution to reduce peak-hour congestion and parking utilization, its adoption in the US remains poor as 76.4% of American commuters chose to drive alone according to the 2013 American Community Survey (McKenzie 2015) . A study on factors influencing carpool formation by Li et al. (2007) revealed difficulty in finding people with the same location and schedule as the primary reason for not carpooling. As a result, we investigated how to alleviate this burden and study the feasibility of a matching platform that would automatically identify commuting groups based on factors determined to be consequential to individuals commuting decisions. One of the results of our study was the recognition that riders and drivers must be matched dynamically, every day and every morning and afternoon: It is only when riders are matched dynamically that significant car pooling occurs (Hasan et al. 2018 ).
The goal of this paper is to propose, and analyze, scalable optimization algorithms for powering such a platform. A meta-analysis of related work reveals that car-pooling and car-sharing platforms should at least implement the following three guiding principles:
These two algorithms are applied after a clustering algorithm spatially groups commuters based on their home locations. The algorithms are evaluated on a real-world dataset of commute trips from the city of Ann Arbor, Michigan.
The remainder of this paper is organized as follows. The next section first briefly reviews relevant literature, and it is followed by Section 3 which introduces the terminology and assumptions used throughout this work. Section 4 then provides a formal definition and a mathematical formulation of the CTSP, followed by Section 5 which introduces the first algorithm to solve the problem, the REA. Next, Section 6 describes the second algorithm, the BPA, while the clustering algorithm is presented in Section 7. Lastly, computational results are reported in Section 8, after which concluding remarks are provided in Section 9.
Related Work
The Vehicle Routing Problem with Time Windows (VRPTW) seeks a set of minimum-cost routes for a fleet of vehicles that start and end at a central depot. The routes serve a set of customers with specific demands and time windows describing allowable service times, and they must ensure that each customer is served exactly once and the capacity of the vehicles are not exceeded. The problem has been widely studied in the literature and is known to be NP-hard, since finding a solution for a fixed fleet has been shown to be NP-complete (Savelsbergh 1985) . Nevertheless, various methods, from metaheuristics like Taillard et al. (1997) and Bräysy and Gendreau (2005) to exact solution approaches based on Lagrangean relaxation Madsen 1997, Kallehauge et al. 2006) or column generation (Desrochers et al. 1992 , Kohl et al. 1999 , have been proposed to efficiently solve it. An extensive review of the problem may be obtained from Cordeau et al. (2002) . Dumas et al. (1991) introduced the Pickup and Delivery Problem with Time Windows (PDPTW) to satisfy transportation requests requiring both pickup and delivery. It generalizes the VRPTW by introducing additional pairing and precedence constraints that require each route to serve the pickup location before the delivery location of the same customer, and it is solved using a column generation algorithm which utilizes dynamic programming to solve its pricing subproblem. The DARP, which is commonly used to model door-to-door transportation services for the disabled and the elderly, builds upon the PDPTW by introducing ride-duration limit constraints for each customer. As humans are being transported in the DARP instead of goods, customer ride time becomes an essential quality of service criterion. Methods proposed to solve small and medium-sized instances of the problem include heuristics (Jaw et al. 1986, Bodin and Sexton 1986) , metaheuristics (Cordeau and Laporte 2003b, Ritzinger et al. 2016) , and exact algorithms (Cordeau 2006) . The problem has also been extensively surveyed by Cordeau and Laporte (2003a) and Cordeau and Laporte (2007) . Constraints (ESPPRC). Since the problem has been proven to be NP-hard in the strong sense by Dror (1994) , most works have resorted to relaxing the elementary path requirement to result in a Shortest Path Problem with Resource Constraints (SPPRC) which admits a pseudo-polynomial algorithm. Non-elementary paths are then tackled using various methods; for instance, Desrosiers et al. (1984) and Dumas et al. (1991) have them eliminated in the integer solution of the restricted master problem, while Desrochers et al. (1992) and Irnich and Villeneuve (2006) opt for a middle ground approach by performing 2-and k-cycle elimination respectively. Exact algorithms have also been proposed for solving the ESPPRC, e.g. by Feillet et al. (2004) and Chabrier (2006) . Popular methods for solving the SPPRC and ESPPRC utilize dynamic programming, for instance the label-correcting algorithm of Desrosiers et al. (1983) which is based on the Ford-Bellman-Moore algorithm, the label-setting algorithm of Desrochers and Soumis (1988) which generalizes Dijktra's algorithm, or the generalized label-setting algorithm for multiple resource constraints of Desrochers (1988) . Methods using Lagrangean relaxation (Beasley and Christofides 1989, Borndörfer et al. 2001) or constraint programming (Fahle et al. 2002 , Rousseau et al. 2004 ) have also been explored.
An in-depth overview of the SPPRC is provided in Irnich and Desaulniers (2005) .
More recently, the availability of large-scale datasets like the New York City (NYC) Taxi and Limousine Commission (TLC) trip record, which contains data for over 1 billion taxi trips in NYC recorded since January 2009, has driven research towards ride sharing for on-demand transportation. For instance, Santi et al. (2014) introduced the notion of shareability graphs in an attempt to quantify the benefits of sharing these taxi rides. Alonso-Mora et al. (2017) then build upon the shareability graph idea to mathematically model the on-demand ride sharing problem and propose an anytime optimal algorithm to solve it. To our knowledge, Hasan et al. (2018) are the first to focus vehicle routing optimization on commute trips. They introduced the CTSP, explored the performance of various optimization models that enforce different sets of driver and commuter matching constraints, and discovered that commuter matching flexibility, i.e., their willingness to be matched with different drivers and passengers daily, is key for an effective ride-sharing platform.
This paper extends their work by first refining their best performing ride-sharing model, introducing two algorithms to optimize the model, and performing an extensive comparative analysis of both algorithms using a high-fidelity, real-world dataset.
Notation and Preliminaries
A trip t =< o, dt, d, at > consists of an origin o, a desired departure time dt, a destination d, and a desired arrival time at. On any day, a commuter c makes two trips: a trip to the workplace, Hasan, Van Hentenryck, and Legrain: The Commute Trip Sharing Problem
Figure 2 The Model for the Route-Scheduling Problem.
, and a trip back home, t − c . These trips are referred to henceforth as inbound and outbound trips respectively. A route r is a sequence of origin and destination locations from a set of inbound or outbound trips whereby each origin and destination from the set is visited exactly once. For instance, a possible route for trips
An inbound route covers only inbound trips and an outbound route covers only outbound trips. Each route r serves a set of riders C r and has a driver D r ∈ C r . The driver must be the rider residing at the start location of the route. For instance, commuter 2 must be the driver
The total number of riders in the vehicle at any point along a route cannot exceed its capacity.
Definition 1 (Valid Route). A valid route r visits o c before d c for every rider c ∈ C r , starts at o Dr and ends at d Dr , and respects the vehicle capacity.
The paper assumes that commuters sharing rides are willing to tolerate some inconvenience in terms of deviations to their trips' desired departure and arrival times as well as in terms of extensions to their unshared ride durations. Therefore, a time window [a i , b i ] is constructed around the desired times and is associated with each pickup or drop-off location i, where a i and b i denote the earliest and latest times at which service may begin at i respectively, and a duration limit L c is associated with each commuter c to denote her maximum ride duration. In this paper, T i denotes the time at which service begins at location i, s i is the service duration at i, pred(i) denotes the location on a route visited just before i, and τ (i,j) is the estimated travel time for the shortest path between locations i and j.
Definition 2 (Feasible Route). A feasible route r is a valid route that has pickup and dropoff times T i ∈ [a i , b i ] for each location i ∈ r and ensures the ride duration of each commuter c ∈ C r does not exceed L c . Determining if a valid route r is feasible amounts to solving the route-scheduling problem depicted in Figure 2 . Its objective is to minimize the total duration of the route2. Constraints (2) and (3) are time window constraints for pickup and drop-off locations respectively, while constraints (4) and (5) describe compatibility requirements between pickup/drop-off times and travel times between consecutive locations along the route. Finally, constraints (6) specify the ride-duration limit for each rider. Note that constraints (4) allow waiting at pickup locations, and constraints (2) and (3) implicitly limit the trip duration of rider c by (b dc − a oc ). Also note that only upper bounds are specified for constraints (3) as constraints (2) and (5) implicitly limit the lower bound of the arrival time at the destination of rider c to (a oc + s oc + τ (oc,dc) ).
The route validity requirement specifies route structural constraints which enforce pairing and precedence of origins and destinations, vehicle capacity, and the driver role, whereas the feasibility requirement specifies time window and ride-duration limit constraints which are temporal in nature in addition to those for route validity. Lastly, this work assumes utilization of a homogeneous fleet of vehicles with capacity K to serve all trips, and that all travel times and distances satisfy the triangle inequality.
The Commute Trip Sharing Problem
The CTSP aims at finding a set of minimum-cost feasible routes to cover all inbound and outbound trips of a set of commuters C while ensuring the set of drivers for inbound and outbound routes are identical. Let Ω + and Ω − denote the set of all feasible inbound and outbound routes respectively, and c r denote the cost of route r. The CTSP formulation uses a binary variable X r to indicate whether a route r ∈ Ω + ∪ Ω − is selected, a binary constant α r,i which is equal to 1 iff route r serves rider i (i.e., α r,i = 1 iff i ∈ C r ), and a binary constant β r,i which is equal to 1 iff rider i is the driver of route r (i.e., β r,i = 1 iff i = D r ). The problem formulation is given in Figure 3 .
The model features a lexicographic objective that first minimizes the number of cars and then the total distance. It is rewritten into a single objective by appropriate weighting of the two subobjectives. The cost c r penalizes the total distance of route r and heavily penalizes its selection.
Let δ (i,j) denote the distance of the shortest path between nodes i and j. c r is then given by the addition of variable and fixed costs of the route:
where the variable and fixed costs,ĉ r andc, are given by: 
s.t. 
where M is a large number. It therefore results in a multi-objective function (7) which first minimizes the number of selected routes and then their total distance. Constraints (8) and (9) enforce coverage of each rider's inbound and outbound trips by exactly one route each, while constraints (10) ensure drivers of inbound and outbound routes are identical. The set-partitioning problem of (7)- (11) is referred to as the master problem (MP) from this point forth.
The CTSP is essentially a vehicle routing problem with driver, capacity, time window, pairing, precedence, and ride-duration limit constraints, making it most similar to the DARP. However, the key distinctions of the CTSP are:
(a) Drivers in the CTSP are members of the set of riders, i.e., D r ∈ C r . This leads to driver constraints which require routes to start and end at the drivers' origins and destinations respectively, whereas requests in the DARP are served by shared vehicles whose routes begin and end at a central depot.
Hasan, Van Hentenryck, and Legrain: The Commute Trip Sharing Problem 9 (b) The set of drivers for inbound and outbound routes needs to be balanced, leading to constraints (10) in the MP. These constraints add another layer of complexity which is not present in the DARP.
Therefore, the CTSP can be seen as a generalization of the DARP which is known to be NP-hard (Cordeau 2006) .
The Route-Enumeration Algorithm
One approach to solve the CTSP is by enumerating all routes in Ω + ∪ Ω − before solving the MP as a MIP. The REA supports this approach by exhaustively searching for these routes from all possible trip combinations. Let T + and T − denote all inbound and outbound trips taken by the set of commuters C respectively, i.e.,
Without loss of generality, Algorithm 1 summarizes how Ω + is obtained from T + using a homogeneous fleet of vehicles with capacity K.
Routes of all unshared trips from T + are first added to Ω + (lines 2-3). To obtain feasible routes covering more than 1 trip, an index k is first set to the number of shared trips desired, after which all k-combinations of trips from T + (denoted by Q k ) are enumerated (lines 4-5). For each trip combination q ∈ Q k , the set of valid routes for the combination is then enumerated. For instance, let k = 2, q = {t 1 , t 2 }, and
denotes the set of all valid routes for q and C q denotes the set of all riders making the trips in q.
The algorithm then iterates over every rider c ∈ C q and considers only routes in Ω v q where c is the driver, i.e., {r ∈ Ω v q : D r = c} (lines 8-10). A function f easible(r), which solves the route-scheduling problem of (1)-(6) on route r and returns a Boolean value indicating whether r is feasible, is then utilized to identify feasible routes to be stored in a temporary set Ω temp . Only the route with the shortest travel distance from Ω temp is then added to Ω + (line 13). Note that this step is optional.
It is done to reduce the size of Ω + with the knowledge that only one route may be selected for each driver covering C q in a feasible solution to the MP. The route with minimal travel distance is chosen knowing that the secondary objective of the MP is to minimize total distance of selected routes.
In practice, the search procedure in lines 7-13 may be executed more efficiently via a depth-first search implementation which uses the length of the best feasible route to prune the search space and through parallel execution of the search procedure for all q ∈ Q k since they are independent of each other. 
for each q ∈ Q k do 7:
for each c ∈ C q do 9:
if f easible(r) then
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The Branch-and-Price Algorithm
The BPA uses column generation to only consider a subset of the routes. It utilizes a restricted master problem (RMP), which is the linear relaxation of the MP defined on only a subset Ω + ∪ Ω − of all feasible routes Ω + ∪ Ω − . Columns of the RMP are generated by solving a pricing subproblem (PSP) which searches for new feasible routes with negative reduced costs. The RMP and PSP are solved repeatedly until the PSP is unable to find new routes with negative reduced costs. Should the solution of the RMP be integer at convergence, then it is also optimal for the MP. Otherwise, a branch-and-bound tree is explored and additional columns may be generated at each tree node until an optimal integer solution is found.
The Pricing Subproblem
The PSP is responsible for finding new feasible routes with negative reduced cost. Letting π + i , π − i , and σ i denote the duals of constraints (8), (9), and (10) respectively, the reduced cost of an inbound route r + is given by:
Inbound Route Graph, while that of an outbound route r − is given by:
These routes are obtained by letting each commuter d ∈ C be the driver of an inbound route and an outbound route and finding those routes r : Figure 4 provides a sketch of G + d after application of several edge elimination rules (these rules are presented in Section 6.2).
The minimum-reduced-cost r The objective minimizes the reduced cost. Constraints (19) ensure flow conservation while constraints (20) and (21) ensure the route starts at the driver's origin and ends at her destination.
Constraints (22) are pairing constraints which ensure both nodes i and n + i are visited on the route, while constraints (23) are precedence constraints which force node i to be visited before node n + i. Constraints (24) and (25) describe the relationship between the travel time, the service duration, and the time at which service begins at pickup and drop-off nodes respectively, while constraints (26) and (27) are the time window constraints. Constraints (28) specify the ride-duration limit, while constraints (29) and (30) 
Note that the optimal route r + d is given by the minimum-cost path from d to n + d that satisfies route-feasibility constraints (22)-(32). While pairing, precedence, capacity, time window, and rideduration limit constraints are enforced explicitly in the formulation, the driver constraint is enforced by construction by making d the source and n + d the target of the shortest-path problem. Also note that constraints (24) and (25) impose increasing service times at the nodes of the route, thus ensuring that the solution route is elementary. Problem (18)- (33) is therefore an Elementary Shortest Path Problem with Resource Constraints (ESPPRC) which is known to be NP-hard (Dror 1994 ). On the whole, the PSP involves solving 2n independent ESPPRCs to produce up to 2n feasible routes with negative reduced cost.
Time Windows Tightening and Edge Elimination
The PSP formulation of (18)- (33) is defined on a complete graph G
However, pre-processing of the time window, precedence, pairing, capacity, ride-duration limit, and driver constraints makes it possible to identify edges that cannot belong to any feasible route and these edges may then be removed from G. Without loss of generality, the following description focuses on edge elimination
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Prior to determining infeasible edges, the time windows of all nodes are tightened by sequentially reducing their upper and lower bounds using the following rules introduced by Dumas et al. (1991) .
The following constraints and rules, derived by combining those proposed by Dumas et al. (1991) and Cordeau (2006) , are then applied to identify and eliminate infeasible edges:
(b) Pairing and precedence:
Pairing, time windows, and ride duration limit:
•
Note that the rules in (f) utilize the f easible function introduced earlier to determine if a partial route satisfies time window and ride-duration limit constraints. For instance, the first says edge 
The Resource-Constrained Shortest Path Algorithm
The column generation does not solve the formulation of (18)- (33) directly. Instead it uses a resource-constrained shortest path algorithm (RCSPA) based on the label-setting, dynamic program proposed by Desrochers (1988) . Given a graph, the algorithm searches for the minimum-cost, feasible route that ignores the wait times. The routes that are infeasible with respect to the wait times are pruned in a second step. This is motivated by the fact that the optimal values for the wait times requires knowledge of the complete route, which is only known at the end of the search.
By relaxing the wait times, the dynamic program first finds a candidate route which is evaluated for feasibility with respect to the wait times once it is complete. Without loss of generality, this section describes the algorithm for G with five resources (c 
contains sufficient information to ensure P k l satisfies pairing, precedence, time window, and capacity constraints. While resource W k l is not sufficient for verifying compliance to the ride-duration limit for each rider, it does provide a lower bound to each ride duration which must necessarily satisfy the limit for P k l to be feasible.
Label extension L
k l is maintained using a forward dynamic program. In the labelsetting algorithm, an attempt is made to extend L 
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The extension is performed if and only if:
Constraints (41)- (45) list conditions that are necessary to ensure feasibility of P k j . Note that if w k j (i) − s i , which constitutes rider i's ride duration excluding wait times and hence is the lower bound to her ride duration, is already exceeding L i , then L i will certainly be exceeded if wait times were included. Therefore conditions in (45) are necessary but not sufficient in enforcing the ride-duration limit constraint for each rider.
The algorithm is initialized by path
, and a preliminary solution is given by path P k * n+d whose cost c k * n+d is minimal and whose resource C k * n+d = Ø. Note that a non-elementary path may result if the graph contains a negative-cost cycle. However, such paths may be eliminated by setting the ride-duration limit of each rider to be less than twice the ride duration of her unshared trip, i.e., L i < 2τ (i,n+i) + s i . Proposition 1. Non-elementary paths will not be generated by the RCSPA if
Proof. Suppose a non-elementary path is generated by the RCSPA. On the path, there must exist at least one rider i who is served more than once. For such riders, both i and n + i must be visited more than once with i preceding n + i each time and n + i being visited first before i is visited again due to the pairing and precedence constraints. As a result, resource w (45) is thus violated, causing the path to not be extended.
Also note that as the restrictions on W k l are not sufficient for ensuring satisfaction of the rideduration limit constraints, P k * n+d may be infeasible. Therefore, an additional step needs to be performed to verify the feasibility of P k * n+d .
Hasan, Van Hentenryck, and Legrain: The Commute Trip Sharing Problem 16 6.3.3. Forbidding paths violating the ride-duration limit Feasibility of the preliminary solution P k * n+d with the inclusion of wait times can be verified using the f easible function once the path is complete. A feasible path P k * n+d represents the optimal solution to the ESPPRC of (18)-(33). While empirical evaluations revealed that the vast majority of preliminary routes found (> 99% of the paths found) are feasible, infeasible paths are still discovered on rare occasions. In such cases, the infeasible path is added to a set of forbidden paths associated with the graph, after which the RCSPA is executed again repeatedly to generate newer paths until a feasible one is found.
The shortest path problem with forbidden paths (Villeneuve and Desaulniers 2005, Di Puglia Pugliese and Guerriero 2013b,a) is a method that has been successfully applied for handling constraints which are hard or impossible to model as resources. This work exploits this idea to properly enforce the ride-duration limit constraints by preventing infeasible preliminary routes from being discovered by the RCSPA again. The dynamic-programming approach of Di Puglia Pugliese and Guerriero (2013a) is employed for this purpose since it fits well into the label-setting framework. 
is a function that returns true if there exists a set of consecutive edges in path {P k l , (l, j)} ending with (l, j) that exactly matches a set of consecutive edges in path f starting fromḟ , and returns false otherwise. The extended resource must then satisfy the following constraints:
since P 
Obtaining an Integer Solution
The unique structure of the MP lets us infer a few properties about its solution. Firstly, since the total number of selected inbound routes must match that of outbound routes in any solution, the total number of selected routes in an integer solution must be even, i.e., r∈Ω + ∪Ω − X r ∈ {2a : a ∈ Z ≥0 }. Secondly, since only integral distances are used in this work, all routes costs and consequently the objective value of an integer solution must also be integral, i.e., r∈Ω + ∪Ω − c r X r ∈ Z ≥0 . These two properties are leveraged to obtain an integer solution should the optimal solution of the RMP not be integral. Let χ * denote the total number of selected routes at convergence, i.e., χ * = r∈Ω + ∪Ω − X r , and z * denote the objective value at convergence. If χ * is not an even integer, the following cut is introduced to the RMP to round up the total number of selected routes to the nearest even integer.
The dual of the cut is appropriately transfered to the PSP and the column-generation procedure is resumed until convergence again. If z * is not integral at this point, another cut is added to the RMP to round up its objective value to the nearest integer:
Once again, the dual of the cut is transferred to the PSP and the column-generation procedure is resumed until convergence. If the solution of the RMP is still not integral at this stage, then a branch-and-bound tree needs to be explored whereby additional columns may be generated at each tree node.
A bi-level branching scheme is employed for the branch-and-bound tree, whereby integrality of driver selection is enforced in the first level and integrality of edge flow is enforced in the second.
In the first level, let V i be a variable that indicates whether rider i is selected as the driver in a solution. It is given by:
In an integral solution, all V i s must be binary. Therefore if they are not, a fractional V i is selected and two branches are created; one fixing it to 0 and another fixing it to 1. The branch decision of V i = 0 is enforced in the RMP by removing columns where rider i is the driver, i.e., {r ∈ Ω + ∪ Ω − :
D r = i}, while it is enforced in the PSP by not solving the ESPPRC on graphs where rider i is the driver, i.e., G
To enforce V i = 1, the following cut is introduced to the RMP: If all V i s are binary and the solution of the RMP is still fractional, then a second branching scheme based on that proposed by Desrochers et al. (1992) is utilized. In the second level, let ω(i, j) denote the set of all routes utilizing edge (i, j), i.e., ω(i, j) = {r ∈ Ω + ∪ Ω − : (i, j) ∈ r}, and let F (i,j) be the flow variable for edge (i, j) that indicates if node i should be served before node j in a solution. It is given by:
Also let A + and A − denote the set of edges from all inbound and outbound graphs respectively, i.e.,
In an integer solution, all F (i,j) s must be binary. In a fractional solution however, one of the following cases may occur:
(c) There exist (i, j) ∈ A + and (u, v) ∈ A − such that both F (i,j) and F (u,v) are fractional.
If either case (a) or (b) occurs, then an edge (i, j) whose flow is fractional is selected (from either A + or A − depending on the case) and two branches are created; one setting F (i,j) = 0 and another setting F (i,j) = 1. Should case (c) occurs, then two edges whose flows are fractional are selected, (i, j) ∈ A + and (u, v) ∈ A − , and four branches are created with the following decisions:
F (i,j) = 0 is enforced in the RMP by removing columns containing edge (i, j), whereas in the PSP, edge (i, j) is removed from all graphs to prevent columns containing it from being generated.
To enforce F (i,j) = 1, edges in sets γ
in the PSP and columns containing the edges are correspondingly removed from the RMP.
Implementation Strategies
Several strategies are adopted in our implementation to reduce execution time. Firstly, since the PSP involves solving at most 2n ESPPRCs which are independent, they are solved in parallel and multiple columns are added to the RMP in each column-generation iteration.
Secondly, to check the convergence of the column-generation phase, a primal upper bound and a dual lower bound is maintained for the optimal objective value of the RMP, z * . The objective (2005) is used as the dual lower bound. It is given by z LB = z RMP + rc * λ where rc * is the smallest reduced cost discovered in the PSP and λ is an upper bound to the number of selected routes, i.e., λ = r∈Ω + ∪Ω − X r . In this case, it is easy to see that λ is at most 2n.
Assume that χ RMP and χ LB are the upper and lower bounds to the total number of selected routes, obtained by considering only the fixed cost contributions to z RMP and z LB respectively. Since that this number of selected routes must be even for an integer solution, the column generation first suspended when 2 χ RMP /2 − χ LB < 2. The cut (53) is then introduced to the MP to round the total to the nearest even integer and the column generation is resumed. Since the optimal objective value of the MP must be integral, the column generation terminates when z RMP − z LB < 1, after which cut (54) is introduced.
Finally, the branch-and-bound tree is explored depth-first to quickly obtain integer solutions.
During tree exploration, a best integer solution may be obtained at any stage by solving the RMP as a MIP (in practice, this is only done for every 1,000 tree nodes explored beginning with the root node due to its potentially high expense). Let z MIP denote the objective value of the MIP solution, z * int be that of the optimal integer solution sought, and z * min be the smallest z * from all unexplored tree nodes. Since at any stage of tree exploration z * min ≤ z * int ≤ z MIP , it is terminated when z MIP − z * min < 1, at which point the optimal integer solution is given by the best integer solution.
The Root-Node Heuristic
To assess the algorithm's ability to produce high-quality solutions in real time, a heuristic is conceived based on the BPA. It simply executes column generation at the root node of the branchand-price tree within an allocated time budget t RMP , and then finds an integer solution by solving the RMP as a MIP within another time budget t MIP . The multi-objective function is simplified to only minimize the number of selected routes by setting route costs c r ≡ 1. The quality of the heuristic solution is assessed by calculating its optimality gap given by (z MIP − z LB )/z MIP , where z MIP is the objective value of the MIP solution and z LB is its lower bound. z LB is given by the optimal objective value of the RMP at convergence, z * . Should the RMP not converge within t RMP , a lower bound to z * that is calculated using the method proposed by Farley (1990) is used instead.
Farley's lower bound is given by:
where r = arg min r∈Ω + ∪Ω − {c r /π a r : π a r > 0}, π is the dual optimal solution of the RMP, and a r is the column of constraint coefficients of route r. The unit route costs simplify the lower bound
An alternate variant of the heuristic which relaxes forbidden paths in the RCSPA is also considered. The consideration is made based on a couple of preliminary observations: (1) preliminary solutions to the RCSPA are very rarely infeasible, and (2) forbidding discovery of infeasible paths in the RCSPA is expensive. A consequence of this relaxation is that infeasible routes may be introduced into the RMP and therefore: (1) they will need to be filtered out before the RMP is solved as a MIP, and (2) the RMP may converge to a weaker lower bound, z LB ≤ z * . Despite the potential loss in solution quality, the relaxation strategy may still be worthwhile as the loss may be very small and it may be outweighed by gains resulting from faster computation times.
The Clustering Algorithm
Commuters are grouped according to the neighborhoods they live in before ride-sharing is optimized intra-cluster. Aside from fostering intra-community interaction and limiting the distance traveled by the driver when picking up and dropping off passengers, the clustering strategy also improves problem tractability by breaking it down into smaller subproblems which could then be solved concurrently.
The clustering algorithm groups no more than N commuters together based on the spatial proximity of their home locations. It treats commuters as points in R 2 whose positions are specified by the Cartesian coordinates of their homes. The algorithm is similar to the k-means clustering algorithm (Lloyd 1982) with the exception of a small modification to its assignment step. The number of clusters, k = |C|/N , is first calculated where C denotes the set of all commuters.
Cluster centers are then initialized using the k-means++ method by Arthur and Vassilvitskii (2007) , whereby a center u 1 is first selected uniformly at random from C. Let S(x) denote the Euclidean distance from point x to the nearest center already selected. The i th center u i is then selected from C with probability
c∈C S(c) 2 until k centers are obtained. An assignment step then assigns each point to its nearest center subject to a constraint that each center is assigned at most N points. Let U denote the set of all cluster centers and S(x, y) denote the Euclidean distance between points x and y. The assignment step is performed by solving the following generalized-assignment problem which is defined in terms of a binary variable x c,u which indicates whether commuter c is assigned to cluster center u:
subject to
The objective function minimizes the total distance between commuters and their assigned cluster centers. Constraints (60) assigns each commuter to one cluster center, while constraints (61) limit the number of commuters assigned to each center to N .
After assignment, the coordinates of each cluster center is updated with the mean of the coordinates of all assigned commuters:
The assignment and update steps are repeated until the assignments stabilize, i.e., until the commuter-cluster center assignments stop changing, at which point the algorithm is terminated.
Experimental Results
This section reports the computational results for the proposed algorithms, as well as their effectiveness in reducing parking pressure.
Experimental Setting
The computational performance of the algorithms is evaluated using problem instances derived from 
respectively. It is also assumed that each commuter is willing to tolerate at most an R% extension to her unshared ride duration, i.e., L i = (1 + R) · τ (i,n+i) . This assumption is similar to that made by Hunsaker and Savelsbergh (2002) . Unless otherwise stated, ∆ = 10 minutes and R = 0.50 are used in all instances.
Algorithmic Settings
The clustering algorithm is used to construct problem instances of varying sizes by varying N .
Due to the non-deterministic nature of its initialization step, the algorithm is executed 100 times for each value of N , after which only the solution with the smallest assignment objective value is selected. The shortest path, travel time estimate, and travel distance estimate between any two locations are obtained using GraphHopper's Directions API which uses data from OpenStreetMap.
All algorithms are implemented in C++ with parallelization duties being handled by OpenMP.
The resource-constrained shortest path function from Boost 1.64.0's Graph Library is used to implement the RCSPA, while Gurobi 7.5.1 is invoked to solve all LPs and MIPs. The route fixed costc is obtained by making a very conservative overestimate of the longest route length. The RMP of the BPA is initialized with the set of all feasible single-and two-trip routes, which is generated using the REA with K = 2. Each problem is solved on a high-performance computing cluster with 12 cores of a 2.5 GHz Intel Xeon E5-2680v3 processor and 64 GB of RAM. Unless otherwise stated, a time limit of 12 hours is applied to all problems and the best feasible solution is reported for those that cannot be solved optimally within the time limit.
Vehicle Capacity Scaling
The first set of computational experiments explores the scalability of both algorithms with increasing vehicle capacity. A variety of car-pooling programs provide small vans to commuters: These vans can typically carry about 8 people and it is important to evaluate the benefits of using such vehicles. Problem instances are created by setting N = {75, 100} for the clustering algorithm and using K = {4, 5, 6, 7, 8}. Selecting 24 clusters of size n = 75 and 22 of size n = 100 resulted in a total of 230 problem instances.
Results of the REA and BPA are presented in Tables 1 and 2 in the appendix and are summarized here. The REA is unable to complete route enumeration within the time limit when K > 6, therefore results of the algorithm for K = {7, 8} are not available. The time limit for clusters C9-100 and C20-100 when K = 6 also had to be extended to obtain a solution. While the BPA is able to handle larger vehicle capacities for the most part, it could not find a root-node solution within the time limit for cluster C10-75 when K = 8, so the time limit for this case had to be extended too. As expected, when problems are solved to optimality, identical objective values are produced by both algorithms as shown by the same vehicle counts and total route distances in their results.
The REA produces optimal results in all instances when K ≤ 6, while the BPA does so for all but 14 instances. Unsurprisingly, these 14 instances are typically characterized by large vehicle capacities (K ≥ 5) as well as relatively large edge counts. For these instances, the optimality gap of the best feasible solution is consistently < 5%, and comparison of their vehicle count results against those of the REA that are available reveal that they are in fact optimal. Also notable is the number of columns generated by the BPA being consistently less than the REA, and in some cases significantly so. Another notable result is the excellent quality of the BPA's root-node solution which is summarized in Figures 7 and 8 for problem instances with n = 75 and n = 100 respectively. Its optimality gap is < 6% in all instances and is optimal in some cases, making it a viable option when optimality is not crucial. The integrality gap, also being < 6% for all instances, emphasizes the strength of the primal lower bound provided by the RMP's optimal objective value.
Lastly, another notable observation is the disparity in the total number of feasible inbound and outbound edges of the graphs of the BPA. Recall that feasible edges are those that satisfy the a priori feasibility constraints outlined in Section 6.2. The edge counts can be seen as a rough measure of the shareability potential of the set of trips being considered, and the number of outbound edges being less than inbound edges in all problem instances indicates fewer sharing opportunities for outbound trips. This can be attributed to the wider distribution of their departure times as shown in Figure 6 which further complicates ride sharing. It also highlights another unique challenge to solving the CTSP, as maximal sharing is sought over two sets of trips (inbound and outbound) with different shareability potential.
Figures 9-11 summarize computation times of both algorithms for all problem instances when n = 75 and K = {4, 5, 6}, while Figures 12-14 do the same for n = 100 and K = {4, 5, 6}. The figures reveal that computation times of the REA are more consistent across problem instances with the same n and K values. They also appear to be dominated by the route enumeration phase for these instances. The figures also show that computation times of the REA are more sensitive to K; they appear to increase more rapidly with increasing K than those of the BPA. The BPA is slower in 13 out of 24 instances when K = 4 and n = 75, and it is slower in nine out of 22 instances when K = 4 and n = 100. These fractions decrease however as K becomes larger to the point where the BPA is faster in all but one instance when K = 6 and n = 75 and in all but three instances when K = 6 and n = 100. These observations, combined with results showing the BPA's ability to obtain solutions when K ≥ 6, indicate that the BPA scales better with increasing vehicle capacity. Also noteworthy is the time taken to produce the root-node solution for the BPA; it is faster than the REA in all but one instance when n = 75, and in all but two instances when n = 100. This further strengthens the case for it being a viable option when an optimal solution is not sought. marginal decreases in total vehicle count and total travel distance as K is increased. Furthermore, the benefit of increasing vehicle capacity almost diminishes completely beyond K = 4. This can be attributed to the nature of the routes in the CTSP being very short. Each needs to start and end at the origin and destination of its driver respectively, and ride-duration limits are imposed on the driver in addition to all passengers. The length of each route is therefore constrained by the ride-duration limit of its driver. As longer routes are needed to fully utilize the capacities of larger vehicles (to pick up and drop off more riders), the routes of this problem do not benefit from larger vehicle capacities. For this reason, subsequent computational experiments limit K to 4. Figure 17 provides a first glimpse of the trade-off in ride sharing: Increased average ride durations. As vehicle capacity is increased, so does ride sharing opportunities. Consequently, an increase in ride duration should also be expected as a ride is shared with more and more people. There appears to be an inverse relationship between average ride duration and vehicle count or total travel distance, as the former increases as either of the latter decreases. A similar diminishing effect in the marginal increase of average ride duration is seen as vehicle capacity is increased.
Cluster Size Scaling
The next set of experiments explores the scalability of both algorithms with increasing cluster size.
To this end, K is fixed to 4 and N is set to {200, 300, 400} for the clustering algorithm (results for N = {75, 100} are already available from the first set of experiments). 11 clusters with n = 200, 13 with n = 300, and 8 with n = 400 are selected to form a total of 32 additional problem instances.
Results for these new instances are summarized in Tables 3 and 4 in the appendix for the REA and the BPA respectively. Both tables list the same quantities as those listed in Tables 1 and 2 respectively. Figure 18 summarizes the number of instances that can be solved optimally by both algorithms together with the total number of instances for each n value and the percentage of each quantity as a fraction of the total. When n = 200, the REA is able to obtain the optimal solution for all but one instance. Conversely, the BPA is only able to produce optimality for four instances. As n is increased, so does the size of the problem instances as evident from the number of columns generated and edge counts, which leads to fewer instances being solved to optimality by either algorithm. When n = 400, none of the instances could be solved to optimality by the BPA, and only five out of eight instances could be solved optimally by the REA. Figure 19 displays the optimality gaps produced by both algorithms in these experiments. The optimality gaps of suboptimal solutions of the REA are excellent, being < 0.5% for all instances.
Moreover, the optimal vehicle count is obtained in all these instances. The optimality gaps of suboptimal BPA solutions are competitive, being < 4% in all instances, however there are a few instances where the optimal vehicle count is not obtained, e.g. clusters C8-200, C3-300, and C0-400.
For these instances, the vehicle count is typically off by one when compared to the optimal counts of the REA. Root-node solutions of the BPA remain excellent as their optimality gaps are also < 4% in all of the instances tested, with it being optimal for one instance (cluster C3-200). The total number of columns generated by the BPA also remain fewer than the REA in all instances. time quickly gets saturated in most problem instances by either algorithm as n is increased to the the point where the BPA reaches the time limit in all problem instances when n = 400, while the REA also does so for three out of the eight instances tested. The computation times of the REA are still dominated by its route enumeration phase in most instances, however there also exist a few instances where solving the MP consumes a bigger portion of the total computation times, e.g.
cluster C8-200 in Figure 20 . This is due to the increased complexity of solving the MIP from the higher column counts. More fluctuations are also observed in the computation times of the REA across problems with the same n value, and this too can be attributed to the complexity of solving the MIP as the time for the route enumeration phase remains consistent for all instances. The root-node solution of the BPA remains a viable option if a quick, high-quality solution is required, as it is faster than the REA in all but nine instances. The results indicate that the REA is a better choice for large cluster sizes if an optimal solution, or one that is as close to optimal as possible, is sought. However, the root-node solution of the BPA is the best option if only a high-quality solution is needed, as it is faster than the REA in most of the instances tested. Diminishing marginal decreases (respectively increases) in total vehicle count and total route distance (respectively average ride duration) are also observed with increasing N , however the effect is not as pronounced as that from increasing K, signaling that increasing maximum cluster size is more effective in improving ride-sharing results than increasing vehicle capacity for the CTSP.
Efficiency of the Root-Node Heuristic
Finally, the root-node heuristic is applied on problem instances with n = {100, 200, 300, 400} from the first two sets of experiments with time budgets of t RMP = 8 minutes and t MIP = 2 minutes, resulting in a total time budget of 10 minutes per instance which is deemed reasonable for obtaining solutions in real time. The results are summarized in Table 5 in the appendix. The first two columns show the cluster size and ID of each problem instance. The next set of five columns list the results of the heuristic which enforces forbidden paths. They show the number of columns generated, the resulting vehicle count, its optimality gap, and the times spent on solving the RMP and its MIP.
The next set of six columns display the same information for the heuristic which relaxes forbidden paths, with an additional column showing the number of infeasible columns it generated. Figure 26 compares the optimality gaps of both heuristics for problem instances with n ≥ 200, while Figure 27 compares the time spent for their RMPs to converge. It can be seen from the first figure that the optimality gaps of both variants are typically < 5%, with the relaxation heuristic having an optimality gap that is only 0.1% larger on average. This minimal loss can be attributed to its small fraction of infeasible routes (< 0.5% of all routes in the instances tested). In some instances, the relaxation heuristic produces optimality gaps that are smaller, and this can be attributed to it being able to solve significantly more column-generation iterations within its time budget compared to the other heuristic which has to execute the expensive forbidden path algorithm. The second figure shows the relaxation heuristic completing its column-generation phase faster in the majority of the problem instances, with it being on average 26% faster than the first heuristic.
Nevertheless, regardless of the variant used, the results further reinforce initial claims that the root-node heuristic is indeed able to generate provably high-quality solutions in time-constrained scenarios for problem instances of various sizes.
Conclusion
To relieve parking pressure which has been steadily increasing in cities and in university and corporate campuses, this paper explored a car-pooling platform that would match riders and drivers, while guaranteeing a ride back and exploiting spatial and temporal locality. It formalized the Commute Trip Sharing Problem (CTSP) to find a routing plan that maximizes ride sharing for a set of commute trips and prpposed two exact algorithms for the CTPS: A Route-Enumeration Algorithm (REA) and a Branch-and-Price Algorithm. The former exhaustively searches for feasible routes from all possible trip combinations, which are then supplied to a MIP which solves the set-partitioning problem. The latter uses column generation which applies a dynamic-programming algorithm to search for feasible routes with negative marginal costs on demand. A clustering algorithm is also proposed to group trips based on commuter home locations to maintain problem tractability. The REA and the BPA are then used to optimally match commute trips from a real-word dataset for the city of Ann Arbor, Michigan.
Results of the computational experiments revealed that the BPA is better suited for problems with larger vehicle capacities, although they also revealed that there is very little benefit to utilizing vehicles with capacity greater than 4 in the CTSP as their effectiveness is mitigated by rideduration limit constraints which restrict route length. On the other hand, the REA is found to be better suited for problems with large commuter counts, as it consistently produced results that are optimal or have optimality gaps that are often smaller than the BPA. The root-node solution of the BPA is also found to be a good heuristic for producing high-quality solutions in time-constrained scenarios, as it typically produces solutions with optimality gaps of < 5%, even for larger problem instances, within a 10-minute time span.
When it is assumed that commuters are willing to shift their desired arrival and departure times by ±10 minutes and tolerate a 50% increase to their ride durations, the algorithms can produce optimal solutions for problems with up to 200 commuters and achieve high-quality results for problems with up to 400 commuters. When the maximum cluster size is set to 400, the results show the CTSP plans potentially reducing vehicle utilization by 57% and decreasing vehicle miles traveled by 46% at the cost of a 22% increase in average ride duration. The results thus highlight the significant potential and effectiveness of the CTSP in easing traffic and parking pressure on otherwise congested areas. Future work will be dedicated to further increasing the efficiency of the algorithms while making them more robust to changes in commuter schedules and additions of new customers to the commuting pool. Similarly, behavioral studies to determine adoption of such a car-pooling will be performed to understand how much of the theoretical potential can be achieved in various practical settings.
Appendix. Computational Results
Results of the REA are presented in Table 1 . The first three columns show the cluster size, vehicle capacity, and cluster ID which characterize each problem instance. The next column lists the number of columns generated by the algorithm, while the following three show the results of solving the MP as a MIP. They show the vehicle count, the total distance of selected routes, and the optimality gap of the MIP solution.
Finally, the remaining two columns display computation times of the route enumeration phase and of the entire algorithm including MIP solve times. Table 2 shows results of the BPA. Similar to Table 1 , the first three columns list the cluster size, vehicle capacity, and cluster ID for each problem instance. The next two columns present the total number of unique feasible edges from all inbound and outbound graphs to further characterize the size of the problem instances, while the following two show the total number of tree nodes explored and columns generated by the algorithm. The next two display the results in terms of the vehicle count and the total distance of selected routes. The following two columns list optimality gaps of the MIP solution at the root node and of the best feasible solution, while the next lists the integrality gap of the best feasible solution, which is the relative gap between its objective value and z * . Finally, the remaining four columns show computation times for the RMP to converge, for finding the MIP solution at the root node, for arriving at the best feasible solution, and for executing the entire algorithm. Table 1 Results of REA Scalability with Increasing Vehicle Capacity (∆ = 10 mins, R = 0.5). Table 2 Results of BPA Scalability with Increasing Vehicle Capacity (∆ = 10 mins, R = 0.5). Table 3 Results of REA Scalability with Increasing Cluster Size (K = 4, ∆ = 10 mins, R = 0.5).
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RMP Convergence Times of Root-Node Heuristics for Problem Instances with n = {200, 300, 400} Table 5 Results of Root-Node Heuristics with tRMP = 8 mins and tMIP = 2 mins (K = 4, ∆ = 10 mins, R = 0.5).
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