ABSTRACT. In this paper, we prove a discrete analogue of Voronin's early finite-dimensional approximation result with respect to terms from a given Beatty sequence and make use of Taylor approximation in order to derive a weak universality statement.
Introduction
Let s = σ + it ∈ C (where σ = Re(s) and t = Im(s)) and ζ(s) the Riemann zeta-function. This function is usually defined first on the half-plane {s : Re(s) > 1} by the formula ζ(s) = ∞ n=1 1 n s and then extended to a meromorphic function on the whole complex plane, with one simple pole at s = 1 and no other singularity.
In 1914, H. B o h r and R. C o u r a n t [3] proved that, for any σ 0 ∈ (
, 1) the set {ζ(σ 0 + iτ ) : τ ∈ R} is dense in C. In the next year B o h r [2] proved that the same result holds for log ζ(σ 0 + iτ ). These results are called denseness theorems. However, V o r o n i n did not stop there and in 1975 proved a remarkable universality theorem for ζ(s) which states, roughly speaking, that any non-vanishing analytic function can be approximated by certain purely imaginary shifts of the zeta-function in the critical strip. V o r o n i n called his universality theorem the theorem about little disks. A. R e i c h [7] and B. B a g c h i [1] improved Voronin's result significantly in replacing the disk by an arbitrary compact set in the right half of the critical strip with connected complement and they even obtained a discrete analogue of it.
Ì ÓÖ Ñ 2º Let 0 < r < 1/4 and suppose that g(s) is a non-vanishing continuous function on the disk |s| ≤ r which is analytic in the interior
Ì ÓÖ Ñ 3º Suppose that K is a compact subset of the strip 1/2 < Re(s) < 1 with connected complement, and let g(s) be a non-vanishing continuous function on K which is analytic in the interior of K. Then, for any ε > 0 and any h > 0,
We note that Theorem 3 clearly implies both parts of Theorem 1 (except of Re(s 0 ) = 1), since the truncated Taylor series of the target function g(s) can be approximated by the truncated Taylor series of a certain shift of the zetafunction. Although Theorem 1 does not suffice to prove Theorem 3, we can derive from it a weak form of universality of the zeta-function as it was first indicated by R. G a r u n kš t i s, A. L a u r i nč i k a s, K. M a t s u m o t o, J. S t e u d i n g and R. S t e u d i n g [5] .
The aim of this note is to replace the arithmetical progression (nh) n∈N in Theorem 1 by the sequence ( nα h) n∈N with a fixed irrational number α > 0. Here x denotes the largest integer which is less or equal to x and for given α > 0, the sequence ( nα ) n∈N is called Beatty sequence. We will consider only the case α > 1 since for α < 1 the discrete terms of the Beatty sequence is all the natural numbers and thus we get Theorem 1. Also, h will not be a random positive number but a number belonging to
, where
. . are linearly independent over Q .
We will show later on that L(α) ∩ [0, +∞) = ∅ for every irrational number α.
Now, using the same arguments as V o r o n i n did in [8] , we will prove the following 
Then, for every h ∈ L(α) ∩ [0, +∞), the sets
Combining the preceding theorem and the method introduced in [5] , we will also derive 
Uniform distribution mod 1 and a set of full Lebesgue measure
Part of the proof that Voronin gave for Theorem 1 and that we will similarly give for Theorem 4, relies on the theory of uniformly distributed sequences. A beautiful monograph on this theory is [6] . The definition, theorems and corollaries that are stated below can be found there. But before that we introduce some notation. If
Here {x i } denotes the fractional part of the real number x i . Ò Ø ÓÒ 1º A sequence of points (x n ) n∈N belonging to R is said to be
, a cartesian product of intervals), the relation
holds.
One of the many advantages when dealing with u.d. mod 1 sequences is a useful connection between sums and integrals, as the next theorem states.
mod 1 in R if and only if for every
continuous complex-valued f on [0, 1] , the relation lim N →∞ 1 N N n=1 f ({x n }) = [0,1] f (x)dx
holds.
P r o o f. For the proof, see [6] , Chapter 1, Theorem 6.1. In fact, the condition of f being continuous can be relaxed to that of both Ref and Imf being Riemann integrable.
Although the multi-dimensional definition complicates somewhat the study of whether a sequence is u.d. mod 1 or not, there exists a theorem that allows us to induce the process in the one-dimensional case. 
mod 1 in R if and only if for every
P r o o f. For the proof, see [6] , Chapter 1, Example 6.1.
It is desirable to substitute n from the above corollary with nα for given irrational α > 1. D. C a r l s o n [4] obtained a necessary and sufficient condition for that to happen in the one-dimensional case, and with the assistance of Theorem 7 we will be able to reformulate Corollary 1. , m 1 θ k 1 + · · · + m θ k are linearly independent over Q. Combining Theorem 7 and Theorem 8, we see that the latter statement is equivalent to the one saying that for any ∈ N and any
Ì ÓÖ Ñ 8º
The sequence of numbers that we are interested in is
where p k will denote from here on the kth prime and h > 0. We prove that for a given irrational α there exists h > 0 such that the necessary condition of Corollary 2 for the aforementioned sequence is fulfilled. In fact we prove the existence of a lot such h. 
Ì ÓÖ Ñ 9º Let α be an irrational number and
Putting
and we can rewrite (1) as is of measure zero. Therefore, its complement R \ B = L(α) has full Lebesgue measure in R.
Auxiliary lemmas
Before stating the lemmas needed for the proofs of Theorems 4 and 5, we introduce some notation. Let Ω denote the set of all sequences of real numbers indexed by the prime numbers in ascending order. Further, define for every finite subset M of the set of all primes, every ω = (ω 2 , ω 3 , ω 5 , . . . ) ∈ Ω, and all complex numbers s, the truncated Euler product Taking ω ∈ Ω to be ω p =ω p +clnp for all primes p, we observe that for 1 ≤ k ≤ m,
and of course, ω p r = x p r for 1 ≤ r ≤ y.
Ê Ñ Ö 2º
The same result as above can be obtained similarly for Lemma 3,  since to prove it V o r o n i n showed that the set of points
is dense in C m whenever (M, ω) runs through all possible finite sets of primes M and ω ∈ Ω with the requirements M ⊃ {p 1 , . . . , p y } and ω p r = x p r for 1 ≤ r ≤ y.
Ä ÑÑ 4º Let t 0 , t 1 , . . . , t R be real numbers, where t 0 < t 1 If we set
is a complex-valued function which is defined and continuously differentiable on the interval
then there exists a δ = δ(ε) < 1 such that |e z − 1| < ε for every |z| < δ. Since the series
for every σ > t 0 . Now let S be a set of prime numbers greater than p N and ω ∈ Ω. Observe that whenever |z| < 1 2 , one can obtain
Keeping that in mind and taking advantage of the fact that for every Re(s) > t 0 and n ≥ N :
we can estimate
Thus, for every Re(s) > t 0 , 
Proofs of Theorem 4 and Theorem 5
P r o o f o f T h e o r e m 4. We prove the second part of Theorem 4 since the first part can be shown similarly. Let s 0 be a complex number with 
Let N n=1 denote summation over those n ∈ [1, N] ∩ N for which
We consider the expression
We choose Q larger than any p ∈ M and we define M Q = {p 1 , p 2 , . . . , p Q } to be the set of the first Q primes. Then,
We denote the first double sum by S 1 and the second by S 2 . Firstly, we estimate S 2 . We make use of Leibniz's formula
Applying the Cauchy-Schwarz inequality, we obtain
Hence, putting in S 2 the summation over n on the inside, we get
So it suffices to estimate the sums of the form
We define F : [0, 1] Q → C to be of the form
, whenever (ω p 1 , . . . , ω p ) ∈ K, and zero otherwise. If we set
The last equality is true if we consider the definitions of and F . Now recall that h ∈ L(α). Thus, according to Corollary 2, the sequence (x n ) n∈N is u.d. mod 1 in R Q . Using Theorem 6, we obtain
By (3), the first integral is bounded by (|a j | + 2ε) 2 meas(K), and the second integral, in view of Lemma 5, approaches zero uniformly in Q as y increases. Hence, by (5) and (6), we may choose y sufficiently large so that for every Q larger than any p ∈ M, we can find an N 0 = N 0 (Q) with the property
We estimate S 1 , .
Using Lemma 1, we may choose Q sufficiently large such that
Consequently, by (4), (7) and (8) 
Combining (3) and (9) we showed that there exists an n such that 
