We present NUFEB, a flexible, efficient, and open source software for simulating the 3D dynamics of microbial communities. The tool is based on the Individual-based Modelling (IbM) approach, where microbes are represented as discrete units and their behaviour changes over time due to a variety of processes. This approach allows us to study population behaviours that emerge from the interaction between individuals and their environment. NUFEB is built on top of the classical molecular dynamics simulator LAMMPS, which we extended with IbM features. A wide range of biological, physical and chemical processes are implemented to explicitly model microbial systems. NUFEB is fully parallelised and allows for the simulation of large numbers of microbes (10 7 individuals and beyond). The parallelisation is based on a domain decomposition scheme that divides the domain into multiple sub-domains which are distributed to different processors. NUFEB also offers a collection of post-processing routines for the visualisation and analysis of simulation output. In this article, we give an overview of NUFEB's functionalities and implementation details. We provide examples that illustrate the type of microbial systems NUFEB can be used to model and simulate.
Introduction

3
Microbial communities are groups of microbes that live together in a contiguous 4 environment and interact with each other. The presence of microbial communities on 5 the planet plays an important role in natural processes, as well as in environmental 6 engineering applications such as wastewater treatment [1] , waste recycling [2] and the 7 production of alternative energy [3] . Therefore, studies on how these communities form 8 and evolve have become increasingly important over the past few decades [4, 5] . 9 Work on microbial communities has revealed that the community's emergent 10 behaviour arises from a variety of interactions between microbes and their local 11 environment. In vitro experiments offer a way to gain insights into these complex 12 interactions, but at great expense in time and resources. On the other hand, in silico 13 computational models and numerical simulations could help researchers to investigate 14 and predict how complex processes affect the behaviour of biological systems in an 15 explicit and efficient way. Different approaches have been developed for modelling 16 microbial communities [6] [7] [8] . One of the most promising strategies is to develop a 17 mathematical model from the description of the characteristics of the individual 18 microbes, usually referred to as Individual-based Models (IbM) [9, 10] . In conventional 19 IbM, the microbes are represented as rigid particles, each of which is associated with a 20 set of properties such as mass, position, and velocity. These properties are affected by 21 internal or external processes (e.g., diffusion), resulting in microbial growth, decay, 22 motility, etc. Therefore, IbM are particularly useful when one is interested in 23 understanding how individual heterogeneity and local interactions influence an emergent 24 behaviour. 25 The development of a general-purpose IbM solver should focus on the following 26 aspects. First, the solver needs to be flexible. Depending on the purpose of the model, 27 IbM may involve multiple microbial functional groups, nutrients and sophisticated 28 biological, chemical and physical processes, or sometimes it may be a simple model that 29 describes mono-functional group or focuses on a few processes. Thus, it is important for 30 the solver to be highly customisable (for building IbM) and extendible (with new IbM 31 features). Second, the solver should be scalable. Simulation of large microbial 32 communities is difficult since they contain a very high number of individuals. Different 33 modelling strategies have been proposed to overcome this limitation, including using 34 super-individuals and statistically representative volume elements [11] . However, there 35 is very little work on the development of a scalable IbM solver. Parallel computing can 36 help scalability by using multiple computer resources to simulate many individuals 37 simultaneously. This is accomplished by breaking the problem domain into discrete 38 regions which separate out the individuals as much as possible, allowing each processing 39 element to simulate the local interactions between individuals whilst minimizing the 40 interactions between regions. In this way each region can largely run concurrently with 41 the others.
IbM solver called NUFEB that addresses these desired above. The purpose of NUFEB 44 is to offer a flexible and efficient framework for simulating microbial communities at the 45 micro-scale. A comprehensive IbM is implemented in the solver which explicitly models 46 biological, chemical and physical processes, as well as individual microbes. The present 47 solver supports parallel computing and allows flexible extension and customisation of 48 the model. NUFEB is based on the state-of-the-art software LAMMPS (Large-scale 49 Atomic Molecular Massively Parallel Simulator) [12] . We selected LAMMPS because of 50 its open-source, parallel, and extendible nature. There are several open-source IbM 51 solvers that have been developed over the past decade and widely applied to 52 microbiology research, such as iDynoMiCS [13] , SimBiotics [14] , BioDynaMo [15] , and 53 DiSCUS [16] . However, most of them only facilitate serial computing for single 54 simulation, or focus only on biological processes, but do not model mechanical and 55 chemical processes in detail (e.g., fluid dynamics, mechanical interaction, pH dynamics, 56 and thermodynamics). The NUFEB simulator instead includes all of these features.
57
Model description
58
In this section, we describe and review the IbM implemented in NUFEB. We build on 59 the ideas described previously in [17] and extend them to cope with hydrodynamics and 60 chemical processes. For the sake of accuracy, in the following we use the term "microbe" 61 when describing biological and chemical processes, and use the term "particle" when 62 describing physical process. However, the two terms effectively mean the same thing in 63 the model.
64
Computational domain
65
The computational domain is the environment where microbes reside and the biological, 66 physical and chemical processes take place. It is defined as a micro-scale 3D rectangular 67 box with dimensions L X × L Y × L Z . The size of the domain normally ranges from 68 hundreds to thousands micrometers for micro-scale simulation. Therefore, the 69 computational domain is considered as a sub-space of a macro-scale bioreactor or any 70 other large-scale microbiological system. We assume that the macro-scale ecosystem is 71 made up of replicates of the micro-scale domain if the bioreactor is perfectly 72 mixed [17, 18] . Within the domain, chemical properties such as nutrient concentration, 73 pH and Gibbs free energy are represented as continuous fields. To resolve their 74 dynamics over time and space, the domain is discretised into Cartesian grid elements so 75 that the values can be calculated at each discrete voxel on the meshed geometry.
76
Domain boundary conditions can be defined as either periodic or fixed. The former 77 allows particles to cross the boundary, and re-appear on the opposite side of the domain, 78 while a fixed wall prevents particles to interact across the boundary.
79
NUFEB allows the modelling and simulation of a biofilm system where different 80 compartments may be defined within the computational domain [19] (Fig 1) . The 81 biofilm compartment is the volume occupied by microbial agents and their extracellular 82 polymeric substances (EPS), in which the distribution of soluble chemical species is 83 affected by both diffusion and reaction processes. The boundary layer compartment lies 84 over the biofilm, so that nutrient diffusion and advection is resolved in this space. The 85 bulk liquid compartment is situated at the top of the boundary layer, and nutrients in 86 this area are assumed to be perfectly mixed with the same concentration as in the 87 macro-scale bioreactor. We also assume that the boundary layer compartment stretches 88 from the maximum biofilm thickness to the bulk liquid, with the height of the liquid compartments is parallel with the bottom surface (substratum), but its location 91 needs to be updated when the biofilm thickness changes. individuals into different functional groups is based on their specific metabolism.
101
The NUFEB biological sub-model handles microbial metabolism, growth, decay, and 102 reproduction (cell division and EPS formation). Details of the biological sub-model are 103 given below.
104
Microbe growth and decay. An individual microbe grows and its mass increases 105 by consuming nutrients supplied by the bulk liquid. The process of growth and decay is 106 described by the following ordinary differential equation:
where m i is the biomass of the i th microbe, and µ i is the specified growth rate. To simulation to run. For exemplification, the Monod-based growth model implements the 111 work described in [17] and [18] . Three functional groups of microbes and two inert 112 states are considered. They include: active heterotrophs (HET), ammonia oxidizing 113 bacteria (AOB), nitrite oxidizing bacteria (NOB), and inactive EPS and dead cells.
114
Microbial growth is based on Monod kinetics driven by the local concentration of 115 nutrients (S substrate , S NH4 + , S NO2 − , S O2 ) at the voxel in which each microbe resides [20] . 116 The decay rate is assumed to be first order.
117
The energy-based growth model implements the work proposed in [21] . In this model, 118 the growth rate of each microbe µ i is determined not only by nutrient availability but 119 also by the amount of energy available for its metabolism:
where the maximum growth yield Y i is estimated by using the Energy Dissipation microbial aggregation by offering a protective medium. The production process follows 145 the approach presented in [17] and [23] with the simplification that EPS are secreted by 146 heterotrophs only. Initially, EPS is accumulated as an extra shell around a HET particle 147 (note that EPS density is lower than microbe density). When the relative thickness of 148 the EPS shell of the HET particle exceeds a certain threshold value, almost half 149 (uniformly random ratio between 0.4-0.6) of the EPS mass excretes as a separate EPS 150 particle and is (uniformly) randomly placed next to the HET. 
157
Mechanical relaxation. When microbes grow and divide, the system may deviate 158 from mechanical equilibrium (i.e., non-zero net force on particles) due to particle 159 overlap or collision. Hence, mechanical relaxation is required to update the location of 160 the particles and minimise the stored mechanical energy of the system. Mechanical 161 relaxation is carried out using the discrete element method, and the Newtonian 162 equations of motion are solved for each particle in a Lagrangian framework. The 163 equation for the translational and rotational movement of particle i is given by:
where m i is the mass, and v i is the velocity. The type of force acting on the particle 165 varies according to different biological systems. For example, the above equation takes 166 into account three commonly used forces in microbial system. The contact force F c,i is 167 a pair-wise force exerted on the particles to resolve the overlap problem at the particle 168 level. The force equation is solved based on Hooke's law, as described in [24] :
where N i is the total number of neighbouring particles of i, K n is the elastic constant 170 for normal contact, δn i,j are overlap distance between the center of particles i and its damping constant for normal contact, and v i,j is the relative velocity of the two 173 particles.
174
The EPS adhesive force F a,i is a pair-wise interaction, which is modelled as a van 175 der Waals force [25] :
where H a is the Hamaker coefficient, r i,j is the effective radius of particles i and j, 177 h min,i,j is the minimum separation distance of the two particles, and n i,j is the unit 178 vector from particle i to j.
179
The drag force F d,i is the fluid-particle interaction force due to fluid flow, with 180 direction opposite the microbe motion in a fluid. It is formulated as [25] :
where s,i is the particle volume fraction, f,i = 1 − s,i is the fluid volume fraction, V p,i 182 and u p,i are volume and velocity of particle i, respectively, U f,i is the fluid velocity 183 imposed on particle i, and β i is the drag correction coefficient [26] . Apart from the 184 forces above, the LAMMPS framework offers mechanical interactions that one can apply 185 directly to IbM (see LAMMPS' user manual for more details [27] ).
186
Fluid dynamics. Hydrodynamics is an important factor in microbial community hydrodynamics has rarely been considered in 3D microbial community modelling due to 190 its computational complexity [28] . In NUFEB, with the support of code parallelisation, 191 hydrodynamics is introduced by using the CFD-DEM approach [29, 30] . In this given by [31] :
and
where s , U s , and F f are the fields of the solid volume fraction, velocity and 200 fluid-particle interaction forces (e.g., drag force) of microbes, respectively. They are 201 obtained by averaging discrete particle data in DEM [32, 33] ; f is the fluid volume 202 fraction and U f is the fluid velocity. Besides the fluid-particle interaction, the terms on 203 the right-hand side of Eq 8 also include the fluid density ρ f , the pressure gradient ∇P , 204 the divergence of the stress tensor R and the gravitational acceleration g. growth reaction, and is formalised as follows [21] :
where Cat i is the free energy supplied by the microbial catabolic reactions, Ana i is the 221 free energy required by the anabolic reactions, and X is the biomass density. 
On the right-hand side of the equation, the first part is the diffusion term which 227 describes nutrient movement from a region of high concentration to a region of low 228 concentration, where ∇ is the gradient operator and D is the diffusion coefficient. The 229 second part is the advection term which describes nutrient motion along the fluid flow, 230 where v is the fluid velocity field. Finally, R is the reaction term which is governed by 231 both biological activities (e.g., microbial growth causing nutrient consumption) and 232 chemical activities (e.g., solute component transferred into gas).
233
Nutrient concentration in the bulk compartment is dynamically updated according 234 to the following mass balance equation [19] :
The bulk concentration S b of each soluble component is influenced by the nutrient 236 inflow and outflow in the bioreactor (Q is the volumetric flow rate, V is the bioreactor 237 volume and S in is the influent nutrient concentration), as well as the total consumption 238 rate in the biofilm volume in the bioreactor (A f is the biofilm surface area, and 239 R(x, y, z) is the reaction rate at each voxel.).
240
pH dynamics. We assume the influent enters the bulk liquid with a fixed pH value. 241 However, the pH varies in space and time due to change in nutrient concentration as a 242 result of microbial activity. The model considers acid-base reactions as equilibrium 
where n and m are the total number of cations and anions contributing to the pH, in the dissociation equilibrium, and S is the concentrations of cations and anions 252 calculated based on the Gibbs free energy and temperature.
253
Gas-liquid transfer. A gas field can be defined in NUFEB to describe the rate of 254 nutrient mass transfer from gas to liquid or vice-versa. The equilibrium between liquid 255 and gas is disturbed by the acid-base reaction and the microbial activity taking place in 256 the biofilm and bulk liquid. On the other hand, mass transfer may also affect microbial 257 growth due to varying nutrient concentration in the liquid phase. The reaction rate from 258 gas to liquid R G→L of a given nutrient can be expressed by the following equation [34] : 259
The rate is determined by the mass transfer coefficient of chemical component K L a, the 260 gas concentration S gas in the head space, the saturation liquid concentration S liq , and 261 Henry's constant K H . Mass transfer from liquid to gas is formalised as follows:
where V gas is the volume of the reactor head space, which is considered of equal size to 263 the computational domain, and R g and T are the ideal gas constant and temperature, 264 respectively.
265
Design and implementations
266
NUFEB is developed in C++ as a user package within the LAMMPS platform. A
267
prototype implementation was used in [17] to study physical behaviour of microbial summarise the NUFEB functionalities and give some implementation details.
272
IbM in LAMMPS
273
NUFEB is built on top of LAMMPS and extends it with IbM features. LAMMPS is a 274 classical molecular dynamics simulator and primarily solves particle physics, including a 275 wide range of inter-particle interactions and potentials [12] . In NUFEB, a new 276 sphere-like particle type is defined with additional attributes (e.g., outer-diameter, operation that applies to the system during time integration. Examples include the 
details of the input format are described in S1 Manual.
295
Fig 2. An example of (partial) input script for NUFEB simulation. A list of "fix" commands defines IbM processes that apply to the simulation, which includes Monod-based growth (k1), nutrient mass balance (k2), cell division (d1), and EPS production (e1). Each fix command may require one or more parameters for the model specification, such as EPS density (EPSdens), HET reduction factor in anoxic condition (etaHET), and division diameter (divDia).
The procedure of a classical IbM simulation in NUFEB is presented in Algorithm 1. 296 The model's processes can be operated sequentially as they are on different timescales. 297 The mechanical timestep is typically of the order of 10 −7 s; the diffusion timestep is of 298 the order of 10 −4 s, while the biological timestep is much larger ranging from minutes to 299 hours. The coupling between multiple timescales relies on the pseudo steady-state 300 approximation and the frozen state [28] . For example, when a steady state solute 301 concentration is reached at each biological timestep, the concentration is assumed to 302 remain unchanged (frozen state) until the next biological step. In this way, the 303 computational load for solving fast dynamic processes can be significantly reduced. solve fluid dynamics to update velocity field and particle (drag) force 5: solve nutrient mass balance to update solute concentration field update nutrient concentration in bulk compartment 7: perform microbe growth to update biomass and size 8: perform microbe division, death and EPS production 9: perform mechanical relaxation to update microbe position and velocity 10: update boundary layer location and neighbour list 11: t bio = t bio + ∆t 12: end while Mechanical relaxation is resolved by using the Verlet algorithm provided by 305 LAMMPS [35] . The computation of interaction forces between particles, such as contact 306 force, relies on LAMMPS' neighbour lists. During the Verlet integration, instead of 307 iterating through every other particle, which would result in a quadratic time Dirichlet boundary conditions at the top surface as it is assumed to connect with bulk 320 environment, and periodic boundary conditions for the rest of the four surfaces [19] . volume method. The PISO (Pressure-Implicit with Splitting of Operators) algorithm is 338 followed to solve the equations [38] . In the DEM module, the solutions of drag force and 339 velocity field obtained from OpenFOAM are assigned to each particle and corresponding 340 mesh grid, respectively. The drag force will be taken into account in evolving the 341 motion of the particles. The velocity field is used for solving the 342 advection-diffusion-reaction equation (Eq 10).
343
Fig 3. Block diagram of CFD-DEM coupling. Diagram adopted from [36] . Fluid dynamics is solved in the CFD module and particle motion is solved in the DEM module. Particle and field information are transferred between the two modules based on an averaging procedure.
Code parallelisation
344
The IbM implementation in NUFEB involves particle-based functions (e.g., contact 345 force, division, and EPS excretion) and continuum-based functions (e.g., nutrient mass 346 balance, and pH). import simulation data to any of the platforms for further analysis.
378
To understand the morphological dynamics of microbial systems, characteristics such 379 as biofilm average height, biofilm surface roughness, floc equivalent diameter and floc 380 fractal dimension can be measured during simulation. These aggregated characteristics 381 are essential factors to study and design microbial system [39] . Parallelisation of the 382 characteristics measurements is supported by NUFEB and based on domain 383 decomposition.
384
NUFEB also supports most of the LAMMPS default commands, which can be useful 385 in microbial simulations. For example, the restart and read restart functions write out 386 the current state of a simulation as a binary file, and then start a new simulation with 387 the previously saved system configuration; the lattice and create atoms functions allow 388 to automatically create large numbers of initial microbes based on a user-defined lattice 389 structure; load balance is performed with the objective of maintaining the same number 390 of particles in each sub-domain in parallel runs. During the simulation, this function 391 adjusts the size and shape of the sub-domains to balance the computational cost in the 392 processors.
393
Results
394
We have successfully validated NUFEB against two biofilm benchmark problems BM2 395 and BM3 proposed by the International Water Association (IWA) task group on biofilm 396 modelling [40, 41] . The validation results can be found in the S1 File. This section shows 397 two further examples implemented using NUFEB. The case studies are based on biofilm 398 systems, which are microbial communities of single or multiple microbial functional 399 groups in which cells stick to each other and attach to a substratum by means of EPS. 400
Case Study 1: Biofilm deformation and detachment
401
One of the outstanding questions in biofilm research is understanding how fluid-biofilm 402 interactions affect the mechanical properties of biofilms. In this section, we describe 403 how to use NUFEB to simulate a biofilm system with fluid dynamics.
404
To simulate a hydrodynamic biofilm, we apply fluid flow to a pre-grown biofilm that 405 consists of heterotrophs and their EPS production. The biofilm is grown from 40 406 microbes inoculated on the substratum to a pre-determined height (80 µm) without flow 407 and in an oxygen-limited condition (1 × 10 −4 kg m −3 ). In this way, a mushroom-shaped 408 biofilm structure can be developed to model liquid filled voids and channels (see 409 Fig 4(a) and S1 Video). Then, we impose a fluid flow to the biofilm. During the fluid 410 stage, any biological process is considered to be in the frozen state due to the small time 411 scale of hydrodynamic calculations, and nutrient mass balance is omitted for the sake of 412 simplicity. The motion of microbes is driven by both particle-particle and particle-fluid 413 interactions, including EPS adhesion, contact force and drag force, as described in
414
Eqs (4) along with the flow direction. In the early stage of the detachment process, the top of 422 the biofilm is highly elongated and forms filamentous streamers. However, most of the 423 microbes are still connected together with cohesion, and there is only a small number of 424 clusters detached from the head of the streamers due to cohesive failures (Fig 4(b) ). As 425 the fluid continues to flow, large chunks of microbes detach from the biofilm surface.
426
These detached microbe chunks may also break-up again, re-agglomerate with other 427 clusters or re-attach to the biofilm surface (Fig 4(c) ). Such deformation and detachment 428 events observed from our NUFEB simulation show qualitative agreement with both 429 experimental results [42] and other numerical simulations using different 430 methods [17, 43] . The deformation reaches a pseudo-steady-state when the 431 mushroom-shaped biofilm protrusions are removed from the system. As a result, the 432 biofilm morphology changes dramatically from a rough to a flat surface (Fig 4(d) ).
433
During the deformation, the fluid, represented as red arrows, travels around the biofilm. 434 Due to the irregular shape of the biofilm and the high fluid velocity, small vortexes can 435 be observed at the biofilm surface on both the upstream and downstream sides. This 436 phenomenon has been observed in previous studies [43] .
437
For a more quantitative measurement of the deforming biofilm, we evaluated the 438 total biomass and surface roughness of the biofilm at different fluid velocities. The 439 biofilm surface roughness is calculated by [17] :
where h(x, y) is the biofilm height in the z direction at location (x, y) on the (Fig 5(a) ). The biofilm surface roughness shows a similar trend: the roughness 446 decreases with increasing velocities (Fig 5(b) 
475
The simulation is run on an in-house HPC system at Newcastle University. In Fig 6 476 and S5 Video we present the biofilm development over time. The system reaches high growth rate and sufficient supply of substrate from bulk liquid, heterotrophs grow 480 faster than nitrifiers (0, 60 and 120 hours). As the biomass grows, the system turns to 481 substrate-limited condition for the HET group, while there is still sufficient NH 4 + due 482 to its high initial concentration that favours nitrifier growth. As a result, biofilm surface 483 coverage of heterotrophs becomes smaller than nitrifiers (160 hours). This phenomenon 484 matches previous experimental results where the nitrifying population can be 485 significantly higher than heterotrophs in a substrate-limited reactor [45] . The biofilm 486 geometry forms a wavy structure after 160 hours. This is because of a self-enhancing 487 process from the non-uniform initial microbial distribution [46] concentration relaxes (Fig 8(b) 
511
In order to reach a considerable number of microbes (2 millions), the baseline case is 512 performed using 4 processors, and the subsequent tests were performed with increasing 513 numbers of processors, ranging from 8 to 256. As mentioned previously, NUFEB 514 implements two distinct solutions for the parallelisation of continuum-based and 515 particle-based processes. The performance of the two solutions are studied separately, 516 and are presented in Fig 9. It can be observed that when employing a small number of 517 processors, both solutions are close to the ideal speed-up (linear increase) and the 518 parallel efficiency is over 90%. As more processor nodes are added, each processing node 519 spends more time doing inter-processor communication than useful processing, and the 520 parallelisation becomes less efficient. In the tests using 128 and 256 processors, the 521 parallel efficiency decreases to around 42%, but it still shows a good scalability. 
Availability and future directions
523
In this paper, we have presented the NUFEB tool for modelling and simulating 524 Individual Based models. The tool, documentation, and examples are publicly available 525 on the GitHub repository: https://github.com/nufeb/NUFEB. To date, NUFEB has 526 been adopted to model microbial communities in a variety of studies. In [17] , we studied 527 the influence of nutrient gradients on biofilm structure formation, and the influence of 528 shear flow on growing biofilm. In [39] and [47] , we used micro-scale NUFEB simulations 529 to emulate the behaviour of microbial communities in the macro-scale. An emulation 530 strategy for parameter calibration of NUFEB against iDynoMiCS has been applied 531 in [48] .
532
Ongoing work includes modelling and studying bacteria twitching motility, biofilm 533 streamer oscillation and formation, and the influence of thermodynamics and pH on 534 microbial growth. Our goal for NUFEB development in the future would be to deliver 535 an even more general, efficient and user-friendly platform. This will include, for 536 example, the development of an intuitive Graphical User Interface which will 537 significantly improve the user experience. In order to make NUFEB available for 538 power-efficient HPC architecture, we will also focus on a Kokkos port for the NUFEB 539 code. This would allow the code to run on different kinds of hardware, such as GPUs
540
(Graphics Processing Units), Intel Xeon Phis, or many-core CPUs.
541
The computational demands of IbM will always place a limit on the scale at which 542 they can be applied. However, it is now evident that this limit can overcome by the use 543 of statistical emulators [39] . A statistical emulator is a computationally efficient mimic 544 of an IBM that can run thousands of times faster. In principle this new approach will 545 allow the output of an IBM to be used at the metre scale and beyond and thus to make 546 predictions about systems level performance in, for example, wastewater treatment or 547 biofilm-fouling and drag on ships. This is a strategically important advance that creates 548 a new impetus for the development of IbM that can credibly combine chemistry, 549 mechanics, biology and hydrodynamics in a computationally efficient framework.
550
NUFEB is, we believe, the first generation of IbM to meet that need and will help IbM 551 transition from a research to application. 
