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Diplomityön tavoitteena on muodostaa tietokonelaskennan kannalta mahdollisim-
man tehokas menetelmä, kun lineaarisia yhtälöryhmiä halutaan ratkaista toistuvas-
ti. Lisäehtona on se, että peräkkäisissä yhtälöryhmissä kerroinmatriisi pysyy lähes
samana. Mikäli kerroinmatriisien muutokset ovat hyvin pieniä, myös ratkaisujen
muutokset ovat pieniä. Tällöin on toivottavaa, että edellisen yhtälöryhmän ratkai-
sua pystyy jotenkin hyödyntämään, jotta tarkasteltavalle yhtälöryhmälle ei tarvitse
hakea ratkaisua kokonaan uudestaan. Tehokkaaksi menetelmäksi osoittautuu robus-
tiin säätötekniikkaan perustuva stabiili differentiaaliyhtälösysteemi, jonka ratkaisu-
vektorin yksi osa suppenee kohti lineaarisen yhtälöryhmän ratkaisua. Kun saatu rat-
kaisu asetetaan seuraavan probleeman alkutilaksi, myös seuraava ratkaisu on help-
po laskea, koska yhtälöryhmien ratkaisut ovat hyvin lähellä toisiaan. Itse systeemi
voidaan ratkaista millä tahansa differentiaaliyhtälöiden ratkaisumenetelmällä; täs-
sä diplomityössä käytetään numeerisia menetelmiä. Yllä esitettyä lähestymistapaa
kutsutaan DY-ratkaisijaksi.
Kun DY-ratkaisijan toimintaperiaate ja parametrit on hahmoteltu, menetelmää
voidaan verrata lineaaristen yhtälöryhmien ratkaisussa tyypillisesti käytetyn LU-
hajotelman kanssa. Vertailussa havaitaan, että DY-ratkaisija on selvästi nopeampi
kuin LU-hajotelma niissä tilanteissa, joissa yhtälöryhmän kerroinmatriisi on leveä,
eli matriisilla on enemmän sarakkeita kuin vaakarivejä. Ratkaisevaa on myös se,
että peräkkäisissä yhtälöryhmissä kerroinmatriisien ja ratkaisuvektorien muutokset
pysyvät pieninä. Riittävän pienillä muutoksilla DY-ratkaisija on LU-hajotelmaa te-
hokkaampi myös neliömatriisin tapauksessa.
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The purpose of this Master of Science Thesis is to obtain a computationally ef-
fective method for solving systems of linear equations repeatedly. As an additional
condition, we demand that the coefficient matrix remains approximately the same
in consecutive systems. If the changes of the coefficient matrix are very small, the
changes of the solution vector will also be small. In that case, it is desirable to be
able to use the solution of the previous system, without having to solve the current
system from the very beginning. We find out that a stable system of ordinary differ-
ential equations is an effective method. One block of the solution vector converges
to the solution of the linear equation. This method is based on robust control the-
ory. As the obtained solution is set as the initial state of the next system, the next
solution is also easy to compute because the solutions of the linear systems are close
to each other. The ODE system can be solved by using any available methods — in
this Master of Science Thesis, we use numerical methods. The principle described
above is called an ODE solver.
When we have formulated the mechanics and parameters of the ODE solver, we
can compare the method with LU decomposition, a method commonly used for solv-
ing systems of linear equations. After comparing the two methods, we notice that the
ODE solver is clearly faster than the LU decomposition when the coefficient matrix
of the linear system has more columns than rows. It is also crucial that the changes in
consecutive coefficient matrices and solution vectors remain small. With sufficiently
small changes, the ODE solver is more effective than the LU decomposition even
when the coefficient matrix is square.
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A yleinen matriisi, tilamatriisi
Ac laajennettu tilamatriisi
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C D
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B yleinen matriisi, sisääntulomatriisi
C lineaarisen yhtälöryhmän kerroinmatriisi, ulostulomatriisi
C+ matriisin C transpoosi
C∗ matriisin C konjugaattitranspoosi
C˜∗ differentiaaliyhtälöratkaisijan matriisiparametri
C+ matriisin C pseudoinverssi
Cσ
2
1 skaalausmatriisi, joka saattaa tulon σiσ˜i arvoon σ21
D diagonaalimatriisi, myötäkytkentämatriisi
In n× n -identiteettimatriisi
Im imaginaariosa
L, U LU-hajotelman matriisit, C = LU
N(µ, σ2) normaalijakauma, odotusarvona µ, varianssina σ2
O nollamatriisi
Re reaaliosa
Tas(a, b) jatkuva tasajakauma suljetulla välillä [a, b]
U , Λ, V singulaariarvohajotelman matriisit, C = UΛV ∗
aij matriisin A alkio rivin i sarakkeessa j
cond matriisin kuntoluku
i, j indeksi
i imaginaariyksikkö
k differentiaaliyhtälöratkaisijan parametri
p× n matriisin korkeus ja leveys
r lineaarisen yhtälöryhmän oikean puolen vektori
rc laajennettu oikean puolen vektori
 0
−r

randn(p, n) satunnainen p× n -matriisi, jonka alkiot
noudattavat N(0, 1) -normaalijakaumaa
rank matriisin aste
s sekunti
u(t) ajasta riippuva ohjausvektori
x vektori, lineaarisen yhtälöryhmän ratkaisuvektori
xˆ tasapainotila
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xc(t) laajennettu ajasta riippuva tilavektori
x(t)
ξ(t)

x(t) ajasta riippuva tilavektori
α differentiaaliyhtälöratkaisijan parametri
(t) differentiaaliyhtälön ratkaisun virhe ajan funktiona
tol toleranssi, jolla differentiaaliyhtälön ratkaisun
virhe on riittävän pieni
λ, λi ominaisarvo
ξ(t) ajasta riippuva tilavektori
σi singulaariarvo
σ˜i matriisin C˜∗ singulaariarvo
|·| itseisarvot
‖·‖ vektorin tai matriisin normi
〈·, ·〉 kahden vektorin sisätulo
 määritelmän loppu
 todistuksen loppu
♦ esimerkin loppu
11. JOHDANTO
Lineaariset yhtälöt ovat tunnetusti hyvin tärkeitä. Jo peruskoulussa opitaan ratkai-
semaan lineaarisia, ensimmäisen asteen yhtälöitä sekä yhden muuttujan tilanteessa
että kahden muuttujan yhtälöparin tapauksessa. Ehkä yleisin tapa mallintaa re-
aalimaailman ilmiöitä on käyttää lineaarisia malleja. Vaikka selitettävä ilmiö olisi
todellisuudessa epälineaarinen, mallia voidaan usein yksinkertaistaa sekä ymmärret-
tävyyden että laskennan kannalta approksimoimalla ilmiö lineaariseksi.
Oletetaan, että mallinnettavasta ilmiöstä on muodostettu lineaarinen yhtälöryh-
mä. Lineaarialgebrassa yhtälöryhmä esitetään tyypillisesti matriisimuodossa Cx =
r. Tarkastellaan tilannetta, jossa yhtälöryhmään kohdistuu pieniä muutoksia ajan
kuluessa. Muutokset voivat kohdistua kerroinmatriisiin C tai vektoriin r. Niiden
muuttuessa myös ratkaisuvektori x muuttuu. Erityisesti jos C:n ja r:n arvot saa-
daan mittaustuloksina, yhtälöryhmä muuttuu jokaisen mittauksen jälkeen, sillä mit-
taukset sisältävät aina virheitä. On selvää, että laskennallisesti joudutaan tekemään
paljon ylimääräistä työtä, jos lineaarinen yhtälöryhmä on ratkaistava kokonaan uu-
delleen aina, kun kertoimet muuttuvat edes vähän. Mikäli muuttuneen yhtälöryh-
män ratkaisu poikkeaa hyvin vähän muutosta edeltävän yhtälöryhmän ratkaisusta,
olisi hyödyllistä, jos edellistä ratkaisua voisi jotenkin hyödyntää.
Tämän opinnäytetyön pääongelmana on muodostaa mahdollisimman nopea me-
netelmä, jolla voidaan ratkaista sarja lineaarisia yhtälöryhmiä Cixi = ri, missä
i = 1, 2, . . ., N ja N on suuri. Ratkaistavia yhtälöryhmiä on tässä opinnäytetyös-
sä enintään tuhat (N = 1000), mutta sovelluksissa niitä voi olla tuhansia tai jopa
miljoonia. Oletetaan, että peräkkäisissä yhtälöissä kerroinmatriisi Ci muuttuu vain
vähän. Vaihtoehtoisesti myös oikean puolen vektoriin ri voi kohdistua pieniä muu-
toksia. Tässä opinnäytetyössä pienillä muutoksilla tarkoitetaan sitä, että yksi tai
useampi Ci:n (tai ri:n) alkio muuttuu siten, että alkioiden suhteelliset muutokset
ovat pieniä. Esimerkiksi vektori
[
1 1
]T
voi muuttua muotoon
[
1,001 0,998
]T
. Yh-
tälöryhmään kohdistuvia muutoksia kutsutaan häiriöiksi. Mainituista muutostyy-
peistä nimenomaan häiriöt kerroinmatriisissa vaikeuttavat yhtälöryhmien ratkaisua
huomattavasti, koska matriisille Ci on haettava uudelleen käänteismatriisi jokaisen
häiriön jälkeen — vaikka Ci muuttuisi vain vähän. Jos sen sijaan ainoastaan vek-
toria ri häiritään ja matriisi Ci pysyy vakiona, yhtälöryhmien ratkaisu on lähes
triviaalia: tällöin riittää kääntää Ci vain yhden kerran ja kertoa saatu inverssi N
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kertaa erilaisilla vektoreilla ri. Koska vektorin ri häiriöt on helppo käsitellä, opin-
näytetyössä keskitytään pääasiassa tapaukseen, jossa kerroinmatriisiin Ci kohdistuu
pieniä häiriöitä.
Yllä kuvattu ongelma saattaa esiintyä esimerkiksi sellaisessa prosessissa, jossa yh-
tälöryhmän kerroinmatriisi on käytännössä vakio, mutta todellisuudessa se muuttuu
lievästi ajan funktiona. Eräs sovelluskohde voisi esimerkiksi olla, että yritys hankkii
säännöllisin väliajoin 1000 eri tuotetta, joiden jokaisen kappalemäärä on tuntema-
ton muuttuja. Jokaiseen tuotteeseen liittyy jokin tunnettu kappalehinta (yksikkönä
euroa/kpl), ja ostoksiin on varattuna tietty rahamäärä sekä joitain muita erityisiä
vaatimuksia. Ongelma on mallinnettu lineaarisen yhtälöryhmän avulla. Tuotteiden
kappalehinnat muuttuvat muutamalla sentillä joka päivä, ja halutaan selvittää os-
tettavat kappalemäärät joka päivä 10 vuoden ajan. On selvää, ettei ole mielekästä
kääntää kerroinmatriisia Ci noin 3650 kertaa. Sen sijaan olisi toivottavaa, että voi-
taisiin jotenkin hyödyntää edellisen päivän ratkaisua, koska muutaman sentin vaih-
telut kappalehinnoissa eivät todennäköisesti muuta ostettavia kappalemääriä mer-
kittävästi. Yleisen ongelman kannalta tavoitteena on päästä hyödyntämään edellisen
yhtälöryhmän Ci−1xi−1 = ri−1 ratkaisua siten, että häirityn yhtälöryhmän Cixi = ri
ratkaisu voitaisiin helposti laskea edellisen ratkaisun avulla.
Pääongelman ratkaisemiseksi on esitetty tässä opinnäytetyössä differentiaaliyhtä-
löratkaisija, tai lyhennettynä DY-ratkaisija. Muodostetaan ensin lineaarinen dif-
ferentiaaliyhtälösysteemi. Se voidaan esittää matriisimuodossa. Valitaan siinä esiin-
tyvä matriisi siten, että systeemi on stabiili. Tämä tarkoittaa sitä, että millä ta-
hansa alkuehdolla ratkaisu ohjautuu kohti jotain kiinteää pistettä, jota sanotaan
tasapainotilaksi. Tämä tasapainotila voidaan selvittää. Muotoillaan lisäksi differen-
tiaaliyhtälösysteemi siten, että lähestyessä tasapainotilaa ratkaisuvektorin yksi osa
lähestyy lineaarisen yhtälöryhmän Cixi = ri ratkaisua. Simuloidaan differentiaa-
liyhtälöä esimerkiksi numeerisilla menetelmillä, kunnes osana systeemiä esiintyvä
vektori Cixi(t)− ri on halutun toleranssin päässä nollavektorista. Sillä ajanhetkellä
ti laskettu ratkaisuvektori xi(ti) on lineaarisen yhtälöryhmän Cixi = ri numeerinen
ratkaisu, ja se voidaan asettaa seuraavaa yhtälöryhmää Ci+1xi+1 = ri+1 ratkais-
taessa differentiaaliyhtälön alkutilaksi. Jos muutokset matriisien Ci ja Ci+1 välil-
lä oletetaan riittävän pieniksi, myös muutokset ratkaisujen xi ja xi+1 välillä ovat
melko pieniä. Tällöin uusi ratkaisu on tyypillisesti nopea laskea DY-ratkaisijalla
edellistä ratkaisua alkutilana hyödyntäen. Todettakoon vielä, että DY-ratkaisijan
ideana ei varsinaisesti ole ratkaista differentiaaliyhtälöä, vaan lineaarinen yhtälö-
ryhmä Cixi = ri. Menetelmän nimi “differentiaaliyhtälöratkaisija” tarkoittaa sitä,
että (yhtälöryhmän) ratkaisu haetaan differentiaaliyhtälön avulla. Menetelmää ei
tule sekoittaa differentiaaliyhtälönratkaisijoihin, esimerkiksi ode45, joskin kyseistä
ratkaisijaa käytetään apuna simulaatioissa.
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DY-ratkaisijan eräs tärkeä ominaisuus on robustisuus. Se tarkoittaa, että ratkai-
sija toimii, vaikka lineaarisen yhtälöryhmän kerroinmatriisia Ci tai vektoria ri häi-
ritään. Vaikka differentiaaliyhtälösysteemiin kohdistetaan muutoksia, ratkaisu voi-
daan edelleen hakea häiritylle systeemille. Differentiaaliyhtälöä ei tarvitse muotoilla
uudelleen häiriöistä huolimatta. Tässä on merkittävä etu verrattuna perinteisiin line-
aaristen yhtälöryhmien ratkaisijoihin, joiden on aina käännettävä Ci uudelleen ker-
roinmatriisin muuttuessa. DY-ratkaisija perustuu robustiin säätötekniikkaan. Ylei-
sesti robustisuus on tärkeä ominaisuus säätötekniikassa. Vaikka tarkasteltavassa il-
miössä systeemiä häiritään, ratkaisun hakeminen on silti mahdollista, jos säätäjä on
robusti. Joissain tapauksissa ilmiötä ei pystytä mallintamaan tarkasti tai mallia ei
edes tiedetä tarkasti, mutta ratkaisu toimii edelleen, mikäli säätäjä on robusti.
Luvussa 2 käsitellään opinnäytetyön taustalla olevaa teoriaa pääpiirteittäin. Li-
neaarialgebran, differentiaaliyhtälöiden ja systeemitekniikan keskeisimmät käsitteet
esitellään, joskin kaikkia tuloksia ei todisteta. Luvussa 3 määritellään jo johdannos-
sa mainittu tutkimusongelma täsmällisesti, ja sen jälkeen muotoillaan tarkasteltava
DY-ratkaisija teoreettiselta kannalta. Lopuksi suoritetaan hienosäätöä menetelmän
parametreille tietokonelaskennan nopeuttamiseksi.
Luvussa 4 on ensin muotoiltu, millä periaatteella DY-ratkaisijaa verrataan mui-
hin menetelmiin, ja seuraavaksi vertailu on toteutettu useiden simulaatioiden avulla.
Vertauskohteeksi on valittu LU-hajotelma, joka on yleinen, tunnettu ja laskennal-
lisesti pitkälle kehitetty ratkaisumenetelmä lineaarisille yhtälöryhmille. Kun yhtälö-
ryhmän Cixi = ri kerroinmatriisiin kohdistetaan pääongelman oletuksen mukaisesti
hyvin pieniä häiriöitä, DY-ratkaisija on tehokkaampi kuin LU-hajotelma. Luvun 4
viimeisessä esimerkissä lineaarinen yhtälöryhmä ratkaistaan 1000 kertaa Ci:n olles-
sa 4000 × 4000 -neliömatriisi. Huomataan, että DY-ratkaisija on lähes kaksi ker-
taa nopeampi kuin LU-hajotelma. Jos kerroinmatriisi Ci on leveä, eli matriisissa
on enemmän sarakkeita kuin vaakarivejä, Ci:n kääntäminen vaikeutuu laskennal-
lisesti, jolloin varsinkin suurilla matriiseilla LU-hajotelma hidastuu huomattavasti.
Erikoisesti leveillä matriiseilla Ci differentiaaliyhtälösysteemi käyttäytyy vähemmän
ongelmallisesti kuin neliömatriiseilla. Tällöin differentiaaliyhtälön simulointi ja sitä
kautta yhtälöryhmän ratkaiseminen helpottuvat. Toisin sanottuna, leveät matriisit
hidastavat LU-hajotelmaa mutta nopeuttavat DY-ratkaisijaa. Luvun 4 muutamas-
sa esimerkissä on verrattu LU-hajotelmaa ja DY-ratkaisijaa kerroinmatriisin ollessa
leveä. Havaitaan, että DY-ratkaisija on 5–10 kertaa nopeampi kuin LU-hajotelma.
DY-ratkaisija on vertauskohteeksi valittua LU-hajotelmaa tehokkaampi menetel-
mä opinnäytetyön pääongelman ratkaisemiseksi. Se ratkaisee nopeasti sarjan line-
aarisia yhtälöryhmiä Cixi = ri, kun muutokset peräkkäisten kerroinmatriisien (Ci
ja Ci+1) tai oikean puolen vektorien (ri ja ri+1) välillä ovat pieniä. Lisäksi DY-
ratkaisijan etuna on robustisuus: riittää muodostaa kerran differentiaaliyhtälösys-
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teemi vastaavalle lineaariselle yhtälöryhmälle C1x1 = r1, minkä jälkeen ratkaisija
toimii siitäkin huolimatta, että kerroinmatriisia Ci tai oikean puolen vektoria ri
häiritään.
52. TAUSTATIETOA
Esitellään ensin matriisilaskentaan liittyviä tuloksia, sitten differentiaaliyhtälöiden
teoriaa ja lopuksi systeemiteoriaa. Tässä luvussa ja koko opinnäytetyössä viitataan
monesti The Mathworksin kehittämään MATLAB-laskentaohjelmistoon [17],
jolla muun muassa opinnäytetyön esimerkit ja simulaatiot on toteutettu.
2.1 Matriisilaskentaa
Matriisilaskennan ja lineaarialgebran käsittelyssä on seurattu lähinnä opintojakson
MAT-31090 Matriisilaskenta 1 opintomonistetta vuodelta 2008 (viite [22]). Jot-
kin tulokset on poimittu opintomonisteen vanhasta versiosta vuodelta 2005 (viite
[21]), koska vuoden 2008 versiosta oli poistettu muutama opinnäytetyön kannalta
tärkeä kohta, kuten lineaarisen yhtälöryhmän herkkyystarkastelu.
Tietokonelaskentaan kuluvaa aikaa arvioitiin ennen flopsien (engl. FLOP, Float-
ing-point Operation) avulla. Yksi flopsi koostuu yhdestä kertolaskusta sekä yhdestä
yhteenlaskusta [22, s. 31]. Esimerkiksi skalaareilla a, b ja c operoidessa laskutoimi-
tukseen (a · b+ c) vaaditaan täsmälleen yksi flopsi. Laskennan työmäärää arvioides-
sa ollaan yleensä kiinnostuneita vain siitä, mitä suuruusluokkaa flopsien lukumäärä
on. Jos flopsien lukumäärä on muotoa ∑lm=1 amnm, riittää useimmiten selvittää n:n
korkein potenssi nl suuruusluokan selvittämiseksi.
Esimerkki 2.1.1. [22, s. 31–32] Olkoon A ja B n × n -neliömatriiseja ja x ∈ Rn.
Kertolaskuun
AB =
n∑
m=1
aimbmj, i = 1, . . . ,n, j = 1, . . . ,n
tarvitaan n ·n2 = n3 flopsia. Tapauksessa n = 1000 laskemiseen tarvittavien flopsien
lukumäärä on n3 = 109, ja jos n on 10 000, flopseja tarvitaan vastaavasti 1012. Jos
arvioidaan, että yhden flopsin laskemiseen kuluu 10−6 sekuntia, matriisikertolaskut
tapauksissa n = 1000 ja n = 10 000 vievät aikaa 1000s ja 10 000s, vastaavasti.
Matriisi-vektoritulossa Ax tarvitaan n · n = n2 flopsia. ♦
Vanhoissa MATLAB-versioissa flopsien lukumäärän pystyi laskemaan komennol-
la flops. Kun numeerisen lineaarialgebran kirjasto LAPACK lisättiin MATLAB-
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versioon 6, flopseja laskeva funktio otettiin pois käytöstä [17]. Uusissa versioissa las-
kennassa vaadittavaa työmäärää mitataan flopsien sijaan esimerkiksi tarkastelemal-
la laskenta-aikoja MATLAB-käskyillä tic ja toc. Tässä opinnäytetyössä flopseil-
la halutaan lähinnä havainnollistaa laskentatyön teoreettista määrää. Simulaatioissa
sen sijaan tehty työ mitataan suoraan laskenta-aikoina.
Tarkastellaan seuraavaksi lineaarisia yhtälöryhmiä. Olkoon meillä n kappaletta
muuttujia x1, x2, . . ., xn, jotka toteuttavat p kappaletta yhtälöitä:
c11x1 + c12x2 + . . .+ c1nxn = r1
c21x1 + c22x2 + . . .+ c2nxn = r2
...
cp1x1 + cp2x2 + . . .+ cpnxn = rp
, (2.1)
missä cij ∈ C ja ri ∈ C, kun i = 1, 2, . . ., p ja j = 1, 2, . . ., n. Teorian kannalta vakiot
cij ja ri oletetaan kompleksisiksi, jolloin ne ovat muotoa a+ib. Tämän opinnäytetyön
esimerkeissä cij ja ri ovat kuitenkin pääsääntöisesti reaalisia (b = 0), ellei toisin
mainita. Yhtälö (2.1) voidaan kirjoittaa matriisi-vektoritulon avulla muodossa
Cx = r, (2.2)
missä
C =

c11 c12 . . . c1n
c21 c22 . . . c2n
... ... . . . ...
cp1 cp2 . . . cpn
 , x =

x1
x2
...
xn
 ja r =

r1
r2
...
rp
 .
Nyt C on kokoa p × n oleva kerroinmatriisi, x on kokoa n × 1 oleva lineaarisen
yhtälöryhmän ratkaisuvektori (tai lyhyemmin ratkaisu) ja r on kokoa p×1 oleva
niin sanottu oikean puolen vektori. Tavallisesti C ja r on annettu, ja x halutaan
selvittää. Tässä opinnäytetyössä tarkastellaan vain tapauksia p ≤ n. Jos p = n, niin
C on neliömatriisi, ja tapauksessa p < n sanotaan, että C on leveä matriisi.
2.1.1 LU-hajotelma
Tietokonelaskennassa yksi tunnetuimmista ja käyttökelpoisimmista menetelmistä
lineaarisen yhtälöryhmän ratkaisemiseksi on LU-hajotelma. Periaatteena on jakaa
kerroinmatriisi C ala- ja yläkolmiomatriisin tuloksi siten, että
C = LU,
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missä L on p×p -alakolmiomatriisi ja U p×n -yläkolmiomatriisi. Kun hajotelma on
saatu muodostettua, sitä voidaan käyttää lineaarisen yhtälöryhmän ratkaisemisessa
sekä kerroinmatriisin kääntämisessä. LU-hajotelma on käsitelty yksityiskohtaises-
ti viitteissä [7] ja [22, s. 52–66]. Kootaan keskeisimmät LU-hajotelmaan liittyvät
tulokset jonkin verran yksinkertaistaen viitteestä [22].
Yksi tärkeimmistä LU-hajotelman käyttökohteista on lineaaristen yhtälöryhmien
ratkaiseminen. Olkoon yhtälöryhmä muotoa Cx = r, missä C on n×n -neliömatriisi.
Muodostetaan ensin C:n LU-hajotelma C = LU , jolloin Cx = LUx = r. Merkitse-
mällä Ux = y lineaarinen yhtälöryhmä saadaan jaettua kahteen osaan: Ly = rUx = y . (2.3)
Ensimmäiseltä riviltä ratkaistaan vektori y, minkä jälkeen toiselta riviltä saadaan
varsinainen ratkaisu x. Koska L on muodostamistapansa perusteella ei-singulaarinen
matriisi, yhtälöllä Ly = r on yksikäsitteinen ratkaisu y = L−1r. Yhtälöllä Ux = y
on yksikäsitteinen ratkaisu täsmälleen silloin, kun U on ei-singulaarinen. Matriisin
U kääntyvyys taas on selvästi yhtäpitävä C:n kääntyvyyden kanssa.
Mikäli C on ei-singulaarinen neliömatriisi, sen käänteismatriisi voidaan laskea
LU-hajotelman avulla. Merkitään toistaiseksi tuntematonta käänteismatriisia C−1 =[
x1 x2 . . . xn
]
ja identiteettimatriisia In =
[
e1 e2 . . . en
]
. Ehdosta CC−1 =
In saadaan yhtälö C
[
x1 x2 . . . xn
]
=
[
e1 e2 . . . en
]
, ja tästä edelleen saadaan[
Cx1 Cx2 . . . Cxn
]
=
[
e1 e2 . . . en
]
. Nyt C:n käänteismatriisi voidaan muo-
dostaa ratkaisemalla LU-hajotelman avulla n kappaletta yhtälöryhmiä Cxi = ei,
i = 1, 2, . . ., n.
Jos LU-hajotelma halutaan muodostaa ei-singulaariselle n×n -matriisille, lasken-
taan vaaditaan 13n
3 flopsia. Kun C = LU , yhtälön Cx = r ratkaisu koostuu (2.3):n
perusteella yhtälöiden Ly = r ja Ux = y ratkaisemisesta. Kumpaankin vaaditaan
1
2n
2 flopsia, jolloin lineaarisen yhtälöryhmän ratkaisuun LU-hajotelman avulla kuluu
yhteensä
1
3n
3 + 12n
2 + 12n
2 = 13n
3 + n2 (2.4)
flopsia. Mikäli yhtälöryhmä Cx = r halutaan ratkaista N :llä eri vektorilla r, LU-
hajotelma riittää laskea vain kerran, mutta yhtälöt Ly = r ja Ux = y on ratkaistava
uudelleen yhteensä N kertaa. Tällöin laskentaan tarvitaan 13n
3 + N · n2 flopsia.
Tämä on myös se flopsien määrä, joka vaaditaan, jos yhtälöryhmässä vektoria r
häiritään N kertaa ja halutaan ratkaista N kappaletta häirittyjä yhtälöitä Cx = r˜.
Käänteismatriisin C−1 muodostamisessa tarvitaan n kappaleita vektoreita ei, i = 1,
2, . . ., n. Tällöin laskennassa vaadittavien flopsien lukumäärä 13n
3 + n · n2 = 43n3.
Jos yhtälöryhmä Cx = r halutaan ratkaista N :llä eri matriisilla C, LU-hajotelma
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on muodostettava jokaisella eri matriisilla kokonaan uudelleen, ja samoin yhtälöt
Ly = r ja Ux = y on ratkaistava uudelleen. LU-hajotelma on siis erittäin herkkä
C:n häiriöille. Mikäli kerroinmatriisia häiritään N kertaa ja halutaan ratkaista N
kappaletta häirittyjä yhtälöitä C˜x = r, yhtälöiden ratkaisemiseen vaaditaan N ·(
1
3n
3 + n2
)
flopsia.
MATLAB käyttää LU-hajotelman muodostamiseen LAPACK-rutiineja [1]. Mi-
käli C on harva matriisi ja komennolle lu annetaan vähintään 4 ulostuloparamet-
ria, MATLAB käyttää UMFPACK-rutiineja [4]. Yhtälö Cx = r voidaan ratkaista
MATLAB-käskyllä x = mldivide(C,r), tai lyhyemmin x = C\r. Yhtälön ratkaise-
misessa käytetään muun muassa LU-hajotelmaa. Jos C on neliömatriisi, käsky C\r
tekee käytännössä saman kuin komento inv(C)*r [1] (eli C−1r), paitsi että edellinen
hakee ratkaisun Gaussin eliminaatiolla kääntämättä suoraan matriisia C. Jos C
on leveä p×n -matriisi, p < n, ja C:llä on täysi aste p, käsky x = C\r hakee ratkai-
sun x siten, että sillä on enintään p kappaletta nollasta eroavia alkioita. Huomaa,
että saatu ratkaisu ei yleensä ole sama kuin käskyllä pinv(C)*r (eli C+r, missä C+
on C:n pseudoinverssi) saatava pienimmän neliösumman ratkaisu [1, 16], jos-
sa minimoidaan normia ‖Cx− r‖ [17]. Lisäksi singulaariarvohajotelman yhteydessä
selviää, että käskyllä pinv(C)*r normi ‖x‖ minimoituu. Singulaariarvohajotelmaan
ja pseudoinverssiin palataan kappaleessa 2.1.3.
Esimerkki 2.1.2. Tarkastellaan lineaarista yhtälöryhmää Cx = r, missä
C =

1 1 1 2
−1 2 1 2
1 4 2 1
 ja r =

1
−1
4
 .
Matriisille C voidaan muodostaa LU-hajotelma seuraavalla tavalla:
C =

1 0 0
−1 1 0
1 1 1


1 1 1 2
0 3 2 4
0 0 −1 −5
 = LU.
Merkitään nyt Ux = y, jolloin ratkaistavana on (2.3):n perusteella yhtälöt Ly = r
ja Ux = y. Kun yhtälö Ly = r kirjoitetaan alkioittain,

1 0 0
−1 1 0
1 1 1


y1
y2
y3
 =

1
−1
4
 ,
ratkaisu on helppo nähdä, kun aloitetaan ensimmäisestä rivistä ja edetään “ylhäältä
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alaspäin”:
y =
[
1 0 3
]T
.
Lopuksi on ratkaistavana yhtälö Ux = y, joka on alkioittain kirjoitettuna

1 1 1 2
0 3 2 4
0 0 −1 −5


x1
x2
x3
x4
 =

1
0
3
 .
Koska leveän matriisin tapauksessa mukana on enemmän muuttujia kuin yhtälöitä,
yhtälöllä Ux = y ja siten myös alkuperäisellä yhtälöryhmällä Cx = r on ääretön
määrä ratkaisuja. Valitaan x4 niin sanotuksi vapaaksi muuttujaksi: x4 = t ∈ R.
Aloittamalla viimeisestä rivistä ja etenemällä “alhaalta ylöspäin” ratkaisuksi saa-
daan suora
x =

2
2
−3
0
+ t

1
2
−5
1
 , t ∈ R. (2.5)
MATLAB-käsky x = C\r antaa yksittäisen ratkaisun siten, että mahdollisimman
moni x:n alkioista on nollia. Koska rank(C) = p = 3, enintään 3 kappaletta x:n
alkioista on nollasta eroavia. MATLAB:in antama ratkaisu on
x =

7/5
4/5
0
−3/5
 , (2.6)
mikä saadaan täydellisestä ratkaisusta (2.5) valitsemalla t = −35 . Jatkossa tyydytään
hakemaan yhtälöryhmälle Cx = r jokin yksittäinen ratkaisu. ♦
2.1.2 Ominaisarvot ja -vektorit
Tässä kappaleessa tarkastellaan neliömatriisin A ominaisarvoja ja -vektoreita. Sa-
malla esitellään muun muassa definiittisyyden käsite.
Määritelmä 2.1.3. Olkoon A n×n -matriisi. Etsitään skalaaria λ ∈ C ja vektoria
x ∈ Cn siten, että ne toteuttavat yhtälön
Ax = λx, x 6= 0. (2.7)
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Yhtälön (2.7) toteuttavaa skalaaria λ sanotaan A:n ominaisarvoksi, ja λ:a vastaa-
vaa ratkaisuvektoria x sanotaan ominaisarvoa λ vastaavaksi ominaisvektoriksi.

Ominaisarvojen ratkaisemiseksi yhtälö (2.7) voidaan saattaa ekvivalenttiin muo-
toon:
∃x 6= 0 : Ax− λx = 0
⇐⇒ ∃x 6= 0 : (A− λI)x = 0 (2.8a)
⇐⇒ det(A− λI) = 0. (2.8b)
Saadaan siis determinanttiyhtälö, jossa ominaisvektorit eivät ole mukana. Kun omi-
naisarvot on selvitetty yhtälöstä (2.8b), ne voidaan sijoittaa yhtälöön (2.8a), josta
taas ominaisvektorit voidaan ratkaista.
Määritelmä 2.1.4. Kokoa n × n olevat matriisit A ja B ovat similaarisia, jos
on olemassa ei-singulaarinen n × n -matriisi S siten, että B = S−1AS. Jos A on
similaarinen diagonaalimatriisin kanssa, niin A on diagonalisoituva. 
Similaarisilla matriiseilla on sellainen tärkeä ominaisuus, että niillä on samat
ominaisarvot.
Määritelmä 2.1.5. Kokoa n × n oleva matriisi A on unitaarinen, jos AA∗ =
A∗A = In, missä A∗ on matriisin A konjugaattitranspoosi. 
Toisin sanottuna, A on unitaarinen jos ja vain jos A−1 = A∗.
Määritelmä 2.1.6. Kokoa n× n olevat matriisit A ja B ovat unitaarisesti simi-
laarisia, jos on olemassa unitaarinen matriisi U siten, että B = U∗AU . 
Kootaan tähän muutama diagonalisoituvuuteen liittyvä tulos. Niiden todistukset
sivuutetaan.
Lause 2.1.7. Matriisi A on unitaarisesti similaarinen diagonaalimatriisin D kanssa
jos ja vain jos A on normaali: A = UDU∗ ⇐⇒ AA∗ = A∗A, missä U on
unitaarinen matriisi.
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Lause 2.1.8. Kokoa n× n oleva matriisi A on similaarinen diagonaalimatriisin D
kanssa jos ja vain jos sillä on n kappaletta lineaarisesti riippumattomia ominaisvek-
toreita. Tällöin
A = QDQ−1,
missä ei-singulaarinen matriisi Q koostuu A:n lineaarisesti riippumattomista omi-
naisvektoreista vi, i = 1, 2, . . ., n siten, että Q =
[
v1 v2 . . . vn
]
. Matriisin D
diagonaalialkiot ovat A:n vastaavat ominaisarvot: D = diag(λ1, λ2, . . . , λn).
Lause 2.1.9. Olkoon A kokoa n× n ja hermiittinen ( engl. Hermitian): A∗ = A.
Tällöin A:lla on täsmälleen n kappaletta lineaarisesti riippumattomia ominaisvekto-
reita xi, i = 1, 2, . . ., n. Ominaisvektorit voidaan valita siten, että niistä voi koota
unitaarisen matriisin U =
[
v1 v2 . . . vn
]
, ja
A = UDU∗,
missä D koostuu A:n ominaisarvoista: D = diag(λ1, λ2, . . . , λn).
Ennen definiittisyyden määrittelyä esitellään sisätulon käsite:
Määritelmä 2.1.10. Vektoreiden x ∈ Cn ja y ∈ Cn välinen sisätulo määritellään
kaavalla
〈x, y〉 =
n∑
i=1
xiyi, (2.9)
missä xi on xi:n liittoluku. 
Mainitsemisen arvoinen on myös sisätulon ja matriisin konjugaattitranspoosin
välillä oleva yhteys:
〈x, Ay〉 = 〈A∗x, y〉 ∀x,y. (2.10)
Määritelmä 2.1.11. Hermiittinen n× n -matriisi A on
1. positiivisesti definiitti, jos 〈x, Ax〉 > 0 ∀x 6= 0.
2. positiivisesti semidefiniitti, jos 〈x, Ax〉 ≥ 0 ∀x.
3. negatiivisesti definiitti, jos 〈x, Ax〉 < 0 ∀x 6= 0.
4. negatiivisesti semidefiniitti, jos 〈x, Ax〉 ≤ 0 ∀x.
5. indefiniitti, jos A ei ole positiivisesti eikä negatiivisesti semidefiniitti.
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
Hermiittisen matriisin definiittisyys on helppo selvittää ominaisarvojen avulla
[13, 22]:
Lause 2.1.12. Hermiittinen n× n -matriisi A on
1. positiivisesti definiitti ⇐⇒ A:n ominaisarvot ovat positiivisia.
2. positiivisesti semidefiniitti ⇐⇒ A:n ominaisarvot ovat ei-negatiivisia.
3. negatiivisesti definiitti ⇐⇒ A:n ominaisarvot ovat negatiivisia.
4. negatiivisesti semidefiniitti ⇐⇒ A:n ominaisarvot ovat ei-positiivisia.
5. indefiniitti ⇐⇒ A:lla on sekä positiivisia että negatiivisia ominaisarvoja.
Todistus. Katso [22, s. 127–128].
2.1.3 Singulaariarvohajotelma
Olkoon C matriisi, jonka aste on täysi. Pyritään saattamaan C diagonaaliseen muo-
toon unitaarisilla muunnosmatriiseilla. Seuraavassa lauseessa muodostetetaan C:lle
niin sanottu singulaariarvohajotelma (engl. singular value decomposition, lyh.
SVD) [22, s. 146–153].
Lause 2.1.13. Olkoon C p× n -matriisi siten, että rank(C) = p ≤ n. On olemassa
unitaariset kokoa p× p ja n× n olevat matriisit U ja V siten, että
C = UΛV ∗, (2.11)
missä Λ on p× n -diagonaalimatriisi siten, että
Λ = diag(σ1, σ2, . . . , σp) =

σ1 0 . . . 0 . . . 0
0 σ2 . . . 0 . . . 0
... ... . . . ... ... ...
0 0 . . . σp . . . 0
 ,
ja σ1 ≥ σ2 ≥ . . . ≥ σp > 0. Lauseketta (2.11) sanotaan C:n singulaariarvohajotel-
maksi, ja Λ:n diagonaalialkioita σi sanotaan C:n singulaariarvoiksi, i = 1, 2, . . .,
p.
Todistus. Katso [22, s. 146–147].
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MATLAB käyttää singulaariarvohajotelman muodostamisessa LAPACK-rutiine-
ja [1]. Käsky s = svd(C) palauttaa C:n singulaariarvot vektorina, ja hieman pidem-
pi käsky [U,S,V] = svd(C) antaa koko singulaariarvohajotelman C = UΛV ∗. Koko
hajotelman muodostamiseen vaadittava laskentatyö on n×n -matriisin tapauksessa
likimäärin 13n3 flopsia [22, s. 149].
Määritelmä 2.1.14. Kokoa p×n olevan matriisin C matriisinormi määritellään
seuraavilla lausekkeilla, jotka ovat keskenään yhtäpitävät [22, s. 41–42]:
‖C‖ = max
x 6=0
‖Cx‖
‖x‖ = max‖x‖≤1 ‖Cx‖ = max‖x‖=1 ‖Cx‖ . (2.12)

Lause 2.1.15. Matriisinormilla on voimassa seuraavat ominaisuudet:
1. ‖A‖ ≥ 0; ‖A‖ = 0 ⇐⇒ A = O
2. ‖αA‖ = |α| ‖A‖ ∀α ∈ C
3. ‖AB‖ ≤ ‖A‖ ‖B‖
4. ‖A+B‖ ≤ ‖A‖+ ‖B‖,
missä A ja B ovat p× n -matriiseja.
Todistus. Katso [22, s. 42].
Matriisinormin laskeminen lausekkeiden (2.12) avulla on yleensä hankalaa. Sin-
gulaariarvohajotelman avulla matriisinormin laskeminen helpottuu huomattavasti.
Lause 2.1.16. Olkoon C kokoa p× n ja sen singulaariarvot σ1, σ2, . . ., σp. Matrii-
sinormille on voimassa
‖C‖ = max
i=1,...,p
σi = σ1. (2.13)
Jos C on lisäksi ei-singulaarinen neliömatriisi (p = n), niin
∥∥∥C−1∥∥∥ = 1min
i=1,...,p
σi
= 1
σn
. (2.14)
Todistus. Katso [22, s. 151–152].
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Tarkastellaan seuraavaksi lineaarisen yhtälöryhmän Cx = r ratkaisemista singu-
laariarvohajotelman avulla, kun C on kokoa p× n [22, s. 156–161]. Esitellään ensin
pseudoinverssin käsite.
Määritelmä 2.1.17. Olkoon p× n -matriisin C singulaariarvohajotelma muotoa
C = UΛV ∗,
missä
Λ =

σ1 0 . . . 0 . . . 0
0 σ2 . . . 0 . . . 0
... ... . . . ... ... ...
0 0 . . . σp . . . 0
 .
Matriisin C pseudoinverssi on C+ on n× p -matriisi siten, että
C+ = V Λ+U∗. (2.15)
missä
Λ+ =

1/σ1 0 . . . 0
0 1/σ2 . . . 0
... ... . . . ...
0 0 . . . 1/σp
... ... . . . ...
0 0 . . . 0

.
Matriisi Λ+ muodostetaan siis hakemalla Λ:n transpoosi ja korvaamalla nollasta
eroavat alkiot niiden käänteisluvuillaan. 
Jos C on leveä matriisi (p < n), jonka aste on täysi p, niin C:llä on oikean-
puoleinen inverssi ja CC+ = Ip. Jos taas C on korkea matriisi (p > n), jonka
aste on täysi n, niin C:llä on vasemmanpuoleinen inverssi ja C+C = In. Mikä-
li C on neliömatriisi, jonka aste on täysi, sillä on sekä vasen että oikea inverssi ja
C+ = C−1. Tällöin C:n käänteismatriisi voidaan muodostaa singulaariarvohajotel-
man avulla seuraavalla tavalla: C−1 = (UΛV ∗)−1 = V Λ−1U∗.
Ennen seuraavaa lausetta määritellään yleisen matriisin C nolla-avaruus eli
ydin:
N (C) = {x | Cx = 0} .
Lause 2.1.18. Olkoon C kokoa p× n ja rank(C) = p.
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1. Jos p < n, niin yhtälöryhmällä Cx = r on äärettömän monta ratkaisua, jotka
ovat muotoa
x = C+r+ v, missä v ∈ N (C).
2. Jos p = n, niin yhtälöryhmällä on yksikäsitteinen ratkaisu x = C−1r.
Todistus. Todistetaan ensin kohta 1, minkä jälkeen kohdan 2 todistaminen on help-
poa.
1. Matriisilla C on oikeanpuoleinen inverssi, joten CC+ = Ip. Tällöin
Cx = r ⇐⇒ Cx = CC+r
⇐⇒ C(x− C+r) = 0
⇐⇒ x− C+r ∈ N (C)
⇐⇒ x− C+r = v ∈ N (C)
⇐⇒ x = C+r+ v, v ∈ N (C).
2. Koska rank(C) = p = n, niin N (C) = {0}, jolloin v = 0. Tällöin yhtälöryh-
mällä on yksikäsitteinen ratkaisu x = C+r. Koska C+ on sekä vasen että oikea
inverssi, niin C+ = C−1.
Kohdassa 1 saatu ratkaisu ei ole yksikäsitteinen. Mikäli halutaan minimoida nor-
mi ‖x‖ = ‖C+r+ v‖, tämä onnistuu valitsemalla v = 0 (todistus viitteessä [22, s.
160–161]), jolloin miniminormiratkaisuna on x = C+r.
2.1.4 Lineaarisen yhtälöryhmän ratkaisun herkkyydestä
Tarkastellaan, miten lineaarisen yhtälöryhmän ratkaisu muuttuu, kun kerroinmat-
riisia C häiritään. Rajoitutaan tarkastelemaan n×n -neliömatriiseja [21, s. 172–177].
Määritelmä 2.1.19. Olkoon C n×n -neliömatriisi. Sen kuntoluku (engl. condition
number) on
cond(C) = σ1
σn
, (2.16)
missä σ1 ja σn ovat C:n suurin ja pienin singulaariarvo. 
Ei-singulaarisella matriisilla σn > 0, ja koska σ1 ≥ σn, niin kääntyvälle matriisille
on voimassa 1 ≤ cond(C) <∞. Kuntoluku kuvaa, kuinka vaikeaa C:n kääntäminen
on numeeriselta kannalta. Mikäli cond(C) on suuri, C:n inverssin laskeminen on
numeerisesti vaikeaa. Jos taas cond(C) ≈ 1, kääntäminen on numeerisesti helppoa.
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Voidaan osoittaa, että unitaarisella matriisilla σ1 = σ2 = . . . = σn = 1, jolloin
cond(C) = σ1
σn
= 1. Unitaarisen matriisin kääntäminen on siis helppoa numeeriselta
kannalta.
Jos C on ei-singulaarinen n × n -neliömatriisi, yhtälöryhmällä Cx = r on yk-
sikäsitteinen ratkaisu x = C−1r. Oletetaan, että C:tä häiritään siten, että C →
C + ∆C. Merkitään häirittyä ratkaisua x + ∆x. Jos häiritty matriisi C + ∆C on
ei-singulaarinen, niin
x + ∆x = (C + ∆C)−1r,
ja tästä edelleen saadaan [21, s. 175]:
∆x = (C + ∆C)−1r− C−1r =
[
(C + ∆C)−1 − C−1
]
r.
Koska viitteen [21, s. 175] nojalla on voimassa
(C + ∆C)−1 − C−1 = −C−1(∆C)(C + ∆C)−1,
niin edelleen
∆x = −C−1(∆C)(C + ∆C)−1r = −C−1(∆C)(x + ∆x),
ja ratkaisun muutoksen suuruudelle saadaan arvio, kun hyödynnetään matriisinor-
min ominaisuuksia (Lause 2.1.15) sekä Lauseen 2.1.16 tuloksia:
‖∆x‖ ≤
∥∥∥C−1∥∥∥ ‖∆C‖ ‖x + ∆x‖
= ‖C‖
∥∥∥C−1∥∥∥ ‖∆C‖‖C‖ ‖x + ∆x‖
= σ1
1
σn
‖∆C‖
‖C‖ ‖x + ∆x‖
= cond(C)‖∆C‖‖C‖ ‖x + ∆x‖ .
Mikäli ∆x oletetaan pieneksi x:ään verrattuna, likimäärin on voimassa:
‖∆x‖ ≤ cond(C)‖∆C‖‖C‖ ‖x‖ . (2.17)
Olkoon C edelleen kokoa n × n ja ei-singulaarinen. Yhtälöryhmän Cx = r yk-
sikäsitteinen ratkaisu on x = C−1r. Oletetaan nyt, että vektoria r häiritään siten,
että r→ r+ ∆r. Merkitään häirittyä ratkaisua jälleen x + ∆x, jolloin
C(x + ∆x) = r+ ∆r,
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ja tästä saadaan edelleen [22, s. 173–174]:
x + ∆x = C−1r+ C−1∆r.
Koska x = C−1r, on oltava
∆x = C−1∆r,
ja tästä saadaan matriisinormin ominaisuuksien avulla arvio:
‖∆x‖ =
∥∥∥C−1∆r∥∥∥ ≤ ∥∥∥C−1∥∥∥ ‖∆r‖ = 1
σp
‖∆r‖ .
Kertomalla ja jakamalla vektorin r pituudella saadaan:
‖∆x‖ ≤ 1
σp
‖∆r‖
‖r‖ ‖r‖ ,
ja koska r = Cx ja edelleen ‖r‖ ≤ ‖C‖ ‖x‖ = σ1 ‖x‖, niin tästä saadaan:
‖∆x‖ ≤ 1
σp
‖∆r‖
‖r‖ ‖r‖
≤ 1
σp
‖∆r‖
‖r‖ σ1 ‖x‖
= σ1
σp
‖∆r‖
‖r‖ ‖x‖ .
Siis ratkaisun muutoksen ∆x suuruudelle saadaan yläraja:
‖∆x‖ ≤ cond(C)‖∆r‖‖r‖ ‖x‖ . (2.18)
Esimerkki 2.1.20. Olkoon C kokoa n× n oleva Hilbertin matriisi [8]:
cij =
1
i+ j − 1 , tai alkioittain C =

1 12
1
3 . . .
1
n
1
2
1
3
1
4 . . .
1
n+1... ... ... . . . ...
1
n
1
n+1
1
n+2 . . .
1
2n−1
 .
Tapauksessa n = 10 Hilbertin matriisin kuntoluku on cond(C) = 1,6025 · 1013.
Valitaan x =
[
1 1 . . . 1
]T
, jolloin vektori r saadaan laskettua [21, s. 177]: r = Cx.
Kohdistetaan seuraavaksi vektoriin r pieni häiriö:
r→ r+ 0,001 · randn(10, 1),
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missä merkintä randn(10, 1) := ∆r tarkoittaa satunnaista, N(0, 1)-normaalijakau-
tunutta 10× 1 -vektoria. Nyt ‖∆r‖‖r‖ ∝ 10−3, mutta kun lasketaan uusi ratkaisu
x˜ =: x + ∆x = C−1(r+ ∆r),
huomataan, että ratkaisun suhteellinen muutos on ‖∆x‖‖x‖ ∝ 109. Hilbertin matriisi on
siis erittäin herkkä häiriöille. Vastaavasti teorian (kaava (2.18)) perusteella saadaan
‖∆x‖
‖x‖ ≤ cond(C)
‖∆r‖
‖r‖ ∝ 10
13 · 10−3 = 1010.
Simulaatioissa päädyttiin siis lähes huonoimpaan mahdolliseen tilanteeseen. ♦
2.2 Differentiaaliyhtälöt
Differentiaaliyhtälössä on kyse yhtälöstä, jossa esiintyy tuntemattomia funktioita
sekä niiden derivaattoja. Mikäli näissä derivaatoissa esiintyy vain “tavallisia” deri-
vaattoja (ei osittaisderivaattoja), kyseessä on (tavallinen) differentiaaliyhtälö,
tai lyhennettynä DY (engl. ordinary differential equation, ODE). Tässä opinnäyte-
työssä tarkastellaan ainoastaan tavallisia differentiaaliyhtälöitä. Niiden käsittelyssä
seurataan lähinnä viitteitä [9] ja [28].
Differentiaaliyhtälön kertaluku määräytyy siinä esiintyvän korkeimman derivaa-
tan kertaluvun perusteella. Jos tuntematon funktio ja sen derivaatat esiintyvät yhtä-
lössä lineaarisesti (ei esimerkiksi potenssiin n 6= 1 korotettuna tai trigonometrisessä
funktiossa), differentiaaliyhtälöä sanotaan lineaariseksi. Mikäli selvitettävän funk-
tion ja sen derivaattojen kertoimet ovat vakioita, DY on vakiokertoiminen. Tässä
opinnäytetyössä tarkastellaan 1. kertaluvun lineaarisia ja vakiokertoimisia differen-
tiaaliyhtälöitä. Niitä ratkaistaessa tuntematon funktio ja sen derivaatat siirretään
yleensä yhtälön vasemmalle puolelle. Jos tämän jälkeen oikealle puolelle ei jää mi-
tään termejä, kyseessä on homogeeninen yhtälö. Muussa tapauksessa kyseessä
on epähomogeeninen yhtälö.
Tyypillisin differentiaaliyhtälö on muotoa
x′(t) = ax(t), (2.19)
missä x(t) on tuntematon funktio, joka riippuu muuttujasta t, x′(t) on funktion
ensimmäinen derivaatta ja a ∈ R on vakio. Jatkossa muuttuja t tarkoittaa aikaa,
jos ei toisin mainita. Helposti nähdään, että yhtälön (2.19) yleinen ratkaisu on
x(t) = eatc, missä c ∈ R on mielivaltainen vakio. Jos c halutaan kiinnittää, tämä
onnistuu alkuehdoilla, jotka ovat tyypillisesti muotoa x(0) = x0, missä x0 ∈ R tun-
netaan. Differentiaaliyhtälöt esitetään usein alkuarvoprobleemana (engl. initial
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value problem):
x′(t) = ax(t), x(0) = x0. (2.20)
Nyt ratkaisun x(t) täytyy toteuttaa yhtälö (2.19), ja sen lisäksi funktion on saatava
arvo x0 ajanhetkellä t = 0. Yleisestä ratkaisusta x(t) = eatc ja alkuehdosta x(0) =
x0 saadaan, että x(0) = ea·0c = c = x0, jolloin differentiaaliyhtälön ratkaisu on
x(t) = eatx0. Voidaan osoittaa, että saatu ratkaisu on yksikäsitteinen.
Mikäli vakiokerroin a ∈ R, yhtälössä (2.19) a:n etumerkki määrää, miten ratkaisu
x(t) = eatc käyttäytyy ajan lähestyessä ääretöntä:
1. jos a > 0, niin lim
t→∞ e
atc =∞, kun c > 0, ja lim
t→∞ e
atc = −∞, kun c < 0.
2. jos a = 0, niin eatc on vakio.
3. jos a < 0, niin lim
t→∞ e
atc = 0.
Tarkastellaan seuraavaksi ensimmäisen kertaluvun lineaarista, epähomogeenista
ja vakiokertoimista differentiaaliyhtälöä
x′(t) = ax(t) + b(t), tai yhtäpitävästi x′(t)− ax(t) = b(t). (2.21)
Epähomogeenisen yhtälön yleinen ratkaisu saadaan homogeenisen yhtälön (b(t) =
0) yleisen ratkaisun xh(t) sekä epähomogeenisen yhtälön yksityisratkaisun xp(t)
summana. Aiemmasta tiedetään, että xh(t) = eatc. Lisäksi voidaan osoittaa, että
xp(t) = eat
∫
e−asb(s)ds,
jolloin yleiseksi ratkaisuksi saadaan
x(t) = xh(t) + xp(t) = eatc+ eat
∫
e−atb(t)dt. (2.22)
Alkuehdolla x(0) = x0 ∈ R epähomogeenisen yhtälön ratkaisuksi saadaan
x(t) = eatx0 + eat
∫ t
0
e−asb(s)ds = eatx0 +
∫ t
0
ea(t−s)b(s)ds. (2.23)
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2.2.1 Lineaariset systeemit
Tarkastellaan seuraavaksi 1. kertaluvun lineaarisia ja vakiokertoimisia differenti-
aaliyhtälösysteemejä. Ne ovat muotoa

x′1(t) = a11x1(t) + a12x2(t) + . . .+ a1nxn(t)
x′2(t) = a21x1(t) + a22x2(t) + . . .+ a2nxn(t)
......
x′n(t) = an1x1(t) + an2x2(t) + . . .+ annxn(t)
,
tai matriisimerkinnöillä
x′(t) = Ax(t). (2.24)
Haettavana on joko yleinen ratkaisu alkuehdon x(0) = x0 ∈ Rn toteuttava ratkai-
su. Vektoria x(t) ∈ Rn sanotaan systeemin tilaksi. Nyt A on kokoa n × n oleva
vakiomatriisi.
Olkoon yhtälössä (2.24) esiintyvä A reaalinen ja diagonalisoituva matriisi. Täl-
löin Lauseen 2.1.8 nojalla tiedetään, että on olemassa ei-singulaarinen matriisi Q =[
v1 v2 . . . vn
]
siten, että A = QDQ−1, missä vektorit vi ovat A:n lineaarisesti
riippumattomia ominaisvektoreita, ja diagonaalimatriisin D = diag(λ1, λ2, . . . , λn)
lävistäjällä on A:n ominaisarvot λi, kun i = 1, 2, . . ., n.
Lause 2.2.1. Olkoon A diagonalisoituva matriisi siten, että A = QDQ−1. Tällöin
Am = QDmQ−1, m ∈ N.
Todistus. Käytetään induktiota luvunm suhteen. Tapausm = 1 on selvä. Oletetaan,
että Al = QDlQ−1. Tällöin
Al+1 = AlA = (QDlQ−1)(QDQ−1) = QDlDQ−1 = QDl+1Q−1.
Siis väite pätee kaikilla m ∈ N.
Nyt sarjakehitelmän eA =
∞∑
i=0
Ai
i! sekä Lauseen 2.2.1 avulla saadaan seuraava
tulos:
Lause 2.2.2. Olkoon A diagonalisoituva n × n -matriisi siten, että A = QDQ−1.
Tällöin
eA = QeDQ−1, (2.25)
missä eD = diag(eλ1 , eλ2 , . . . , eλn).
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Todistus. Sivuutetaan.
Lauseen 2.2.2 avulla voidaan muodostaa seuraava matriisieksponenttifunktio:
etA = QetDQ−1, (2.26)
tai aukikirjoitettuna
etA =
[
v1 v2 . . . vn
]

eλ1t 0 . . . 0
0 eλ2t . . . 0
... ... . . . ...
0 0 . . . eλnt

[
v1 v2 . . . vn
]−1
,
missä λi on A:n ominaisarvo ja vi sitä vastaava ominaisvektori, i = 1, 2, . . ., n.
Lause 2.2.3. Olkoon A n×n -matriisi, x(t) ∈ Rn ja x0 ∈ Rn. Alkuarvoprobleeman
x′(t) = Ax(t), x(0) = x0 (2.27)
ratkaisuna on vektorifunktio
x(t) = etAx0. (2.28)
Todistus. Alkuehto toteutuu, sillä x(0) = e0Ax0 e
0A=I= x0. Viitteen [9, s. 128] nojalla
d
dte
tA = AetA. Tällöin suoraan derivoimalla saadaan, että
x′(t) = ddtx(t) =
d
dt(e
tA)x0 = AetAx0 = Ax(t).
Siis vektorifunktio (2.28) toteuttaa alkuarvoprobleeman (2.27).
Jos A on diagonalisoituva, matriisieksponentti etA voidaan laskea kaavan (2.26)
avulla. Muussa tapauksessa etA voidaan muodostaa esimerkiksi viitteessä [18] maini-
tuilla numeerisilla menetelmillä. Lause 2.2.3 on joka tapauksessa voimassa, vaikkei
A olisikaan diagonalisoituva.
Tarkastellaan seuraavaksi epähomogeenisen differentiaaliyhtälösysteemin alkuar-
voprobleemaa
x′(t) = Ax(t) + b(t), x(0) = x0. (2.29)
Oletetaan edelleen, että A on kokoa n× n oleva vakiomatriisi, x(t) ja x0 ovat n× 1
-vektoreita ja b(t) on jatkuva vektorifunktio. Kuten yksiulotteisessa tapauksessa,
epähomogeenisen yhtälön ratkaisu on muotoa
x(t) = xh(t) + xp(t),
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missä xh(t) on homogeenisen systeemin x′(t) = Ax(t) yleinen ratkaisu ja xp(t) on
epähomogeenisen systeemin x′(t) = Ax(t) + b(t) jokin yksityisratkaisu. Yksiulot-
teisessa tapauksessa ratkaisuksi saatiin x(t) = eatx0 +
∫ t
0
ea(t−s)b(s)ds. Osoittautuu,
että differentiaaliyhtälösysteemeillä ratkaisu on samanlaista muotoa:
x(t) = etAx0 +
∫ t
0
e(t−s)Ab(s)ds. (2.30)
Suoraan derivoimalla voidaan vakuuttua siitä, että (2.30) todellakin toteuttaa al-
kuarvoprobleeman (2.29).
Lause 2.2.4. Olkoon A ei-singulaarinen n × n -matriisi ja b(t) ≡ b vakiovektori.
Tällöin alkuarvoprobleeman (2.29) ratkaisu on
x(t) = etA(x0 + A−1b)− A−1b. (2.31)
Todistus. Alkuehto toteutuu, sillä x(0) = x0 + A−1b− A−1b = x0, ja
x′(t) = A etA(x0 + A−1b)︸ ︷︷ ︸
=x(t)+A−1b
= Ax(t) + b.
2.2.2 Tasapainotilat ja stabiilius
Tässä kappaleessa tarkastellaan differentiaaliyhtälösysteemejä ja esitellään stabii-
liuden käsite. Seuraavissa määritelmissä vektori x(t) ∈ Rn on systeemin tila ajan-
hetkellä t, ja f(t,x(t)) on jatkuva funktio, f : R× Rn → Rn.
Määritelmä 2.2.5. Differentiaaliyhtälön x′(t) = f(t,x(t)) määrittelemä systeemi
on autonominen, jos yhtälön oikea puoli ei riipu eksplisiittisesti ajasta t. Toisin
sanoen, x′(t) = f(x(t)). 
Määritelmä 2.2.6. Jos vakiotila x(t) = xˆ toteuttaa yhtälön x′(t) = f(x(t)), niin
tilan derivaatta on vakiona x′(t) = 0. Tällöin sanotaan, että systeemi on tasapai-
notilassa (engl. steady state) ja xˆ on systeemin tasapainopiste (engl. equilibrium
point). Systeemin tasapainopisteet voidaan ratkaista yhtälöstä
f(xˆ) = 0. (2.32)

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Määritelmä 2.2.7. Systeemi x′(t) = f(x(t)) on tasapainopisteessä xˆ asymptoot-
tisesti stabiili, jos
lim
t→∞x(t) = xˆ.
Toisin sanottuna, ajan kuluessa systeemi palaa takaisin tasapainotilaansa. 
Mikäli systeemi ei ole stabiili, se on epästabiili. Tällöin systeemin tila ei pysy
edes kiinteän etäisyyden päässä tasapainopisteestä vaan karkaa siitä poispäin.
Tarkastellaan seuraavaksi lineaarista differentiaaliyhtälösysteemiä x′(t) = Ax(t).
Oletetaan, että det(A) 6= 0. Määritelmän 2.2.6 nojalla systeemin tasapainopisteet
voidaan ratkaista yhtälöstä Axˆ = 0. Koska A on ei-singulaarinen, systeemin ainoa
tasapainopiste on origo 0. Voidaan osoittaa, että origo on systeemin asymptoottisesti
stabiili tasapainotila, jos A:n kaikkien ominaisarvojen reaaliosat ovat pienempiä kuin
0.
Selvitetään vielä epähomogeenisen systeemin tasapainopisteet. Tarkastellaan sys-
teemiä x′(t) = Ax(t)+b, missä b on vakiovektori, ja A on ei-singulaarinen vakiomat-
riisi. Tasapainopisteet saadaan yhtälöstä Axˆ+ b = 0. Koska A on ei-singulaarinen,
yhtälöllä on yksikäsitteinen ratkaisu, jolloin ainoana tasapainopisteenä on
xˆ = −A−1b. (2.33)
Kootaan epähomogeenisen systeemin stabiiliusehdot seuraavaan lauseeseen, jonka
todistus sivuutetaan.
Lause 2.2.8. Olkoon A ei-singulaarinen vakiomatriisi. Lineaarisella systeemillä
x′(t) = Ax(t) + b
tasapainotila xˆ = −A−1b on asymptoottisesti stabiili, jos A:n kaikki ominaisarvot
λ ∈ C sijaitsevat aidosti vasemmassa puolitasossa. Toisin sanottuna, Re(λ) < 0.
Sen sijaan jos yksikin A:n ominaisarvoista on reaaliosaltaan positiivinen, systeemi
on tasapainotilassaan epästabiili.
2.2.3 Numeerisista ratkaisijoista
Tarkastellaan systeemin (2.29) ratkaisua tietokonelaskennan avulla, kun käytetään
MATLAB-ohjelmistoa. Tiedetään, että ratkaisufunktiossa esiintyy matriisiekspo-
nentti etA. Se voidaan laskea käyttämällä MATLAB-funktiota expm, joka käyttää
Padé-approksimaatiota sekä scaling and squaring -menetelmää (viite [18], me-
netelmä 3). Matriisieksponentin muodostaminen on kuitenkin laskennallisesti epä-
tarkkaa, ja sopivan aika-askeleen ∆t = t2 − t1 valinta ratkaisujen x(t1) ja x(t2)
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laskemiseksi tuo myös lisähaastetta. Käytetään siksi numeerisia ratkaisijoita.
MATLAB:issa on seitsemän erilaista numeerista ratkaisijafunktiota, joissa kaikissa
aika-askeleen valinta on toteutettu algoritmin sisällä.
Tyypillisesti differentiaaliyhtälöiden ratkaisuun käytetään ratkaisijoita ode45,
ode23 ja ode113. Niin sanotulle jäykälle (engl. stiff ) differentiaaliyhtälösysteemil-
le ei ole olemassa virallista määritelmää, mutta seuraavaa voidaan pitää suuntaa
antavana:
Määritelmä 2.2.9. Olkoon A kokoa n× n oleva vakiomatriisi systeemissä x′(t) =
Ax(t) + b(t) ja λ1, λ2, . . ., λn A:n ominaisarvot. Jos suhde
max
i∈I
|Re(λi)|
min
i∈I
|Re(λi)| , I = {1, 2, . . . , n}
on suuri, systeemiä voidaan pitää jäykkänä. 
Jäykillä systeemeillä ratkaisu sisältää tyypillisesti komponentteja, jotka muuttu-
vat hyvin nopeasti ajan suhteen. Nämä muutokset vaikeuttavat ja hidastavat dif-
ferentiaaliyhtälön ratkaisua. Jäykkiä systeemejä varten MATLAB:illa on käytössä
erityisiä ratkaisijoita: ode15s, ode23s (s tulee sanasta stiff ), ode23t ja ode23tb.
Tavallisesti pyritään kuitenkin välttämään jäykkiä systeemejä, jos mahdollista, ja
tässä opinnäytetyössä yritetäänkin saattaa systeemi sellaiseen muotoon, että omi-
naisarvojen reaaliosat eivät suuruusluokaltaan poikkea toisistaan kovin paljon. Täl-
löin systeemi ei ole jäykkä.
Esitellään MATLAB:in ratkaisijafunktiot vielä yksitellen.
1. ode45 [6]: yleisin ratkaisijafunktio, jota tyypillisesti kokeillaan ensimmäisenä
differentiaaliyhtälöiden ratkaisemiseksi. Funktio perustuu ekspliittiseen, 4. ja
5. kertaluvun Runge–Kutta-kaavaan, Dormand–Prince-menetelmään. Kysees-
sä on yhden askeleen ratkaisija. Toisin sanottuna, ratkaisun x(ti) laskemiseksi
tarvitsee vain tietää ratkaisu edellisellä ajanhetkellä, x(ti+1).
2. ode23 [3]: käyttää eksplisiittistä, 2. ja 3. kertaluvun Runge–Kuttaa, Bogacki–
Shampine-menetelmää. Kuten ode45, myös ode23 on yhden askeleen ratkai-
sija. Korkeamman kertaluvun versioonsa nähden ode23 on hyödyllinen sellai-
sissa tilanteissa, joissa tarvitaan karkeita toleransseja, tai kun systeemissä on
mukana lievää jäykkyyttä.
3. ode113 [24]: vaihtelevan kertaluvun Adams–Bashforth–Moulton-menetelmää
käyttävä PECE-ratkaisija. Funktion on hyödyllinen tilanteissa, joissa tarvi-
taan tiukkoja toleransseja. Toisin kuin kaksi edellistä, ode113 on usean aske-
leen ratkaisija. Se siis tarvitsee ratkaisut usealla edellisellä ajanhetkellä, jotta
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ratkaisu voidaan laskea uudella ajanhetkellä.
4. ode15s [26]: vaihtelevan kertaluvun ratkaisija, jonka toiminta perustuu numee-
risten derivointikaavojen (engl. numerical differentiation formulas, lyh. NDFs)
käyttöön. Vaihtoehtoisesti funktio voi käyttää taaksepäin derivoinnin kaavo-
ja (engl. backward differentiation formulas, lyh. BDFs). Aivan kuten ode113,
myös ode15s on usean askeleen ratkaisija. Se on hyödyllinen jäykkien systee-
mien tapauksissa ja differentiaali-algebrallisten yhtälöiden (engl. Differential-
Algebraic Equations, lyh. DAE, [27]) ratkaisemisessa. Mikäli ode45 ei pysty
ratkaisemaan differentiaaliyhtälöä tai on liian hidas, tavallisesti ode15s:ää ko-
keillaan seuraavaksi.
5. ode23s [26]: perustuu 2. kertaluvun muunnettuun Rosenbrockin kaavaan. Ku-
ten tavallinen ode23, myös ode23s on yhden askeleen ratkaisija. Se on tarkoi-
tettu jäykille systeemeille, ja ode15s:ään verrattuna se on hyödyllinen tilan-
teissa, joissa tarvitaan karkeita toleransseja.
6. ode23t [27]: käyttää puolisuunnikassääntöä (engl. trapezoidal rule). Funktio on
hyödyllinen tilanteissa, joissa systeemi on ainoastaan kohtuullisen jäykkä, tai
jos ratkaisuun ei haluta numeerista vaimenemista. Ratkaisijan ode15s tapaan
ode23 voi ratkaista differentiaali-algebrallisia yhtälöitä.
7. ode23tb [25]: käyttää TR–BDF2-menetelmää, joka perustuu implisiittiseen
Runge–Kutta-kaavaan. Funktiossa on kaksi vaihetta. Ensimmäisessä vaihees-
sa otetaan askel puolisuunnikassäännöllä, ja toisessa vaiheessa käytetään 2.
kertaluvun taaksepäin derivoinnin kaavoja [2]. Kummankin vaiheen iteraa-
tioissa käytetään samaa matriisia. Funktio on tarkoitettu jäykille systeemeille,
ja se on hyödyllinen tilanteissa, joissa tarvitaan karkeita toleransseja.
Jatkossa käytetään lähinnä ode45-ratkaisijafunktiota, mutta jos systeemi on jäyk-
kä, käytetään ode15s:ää.
2.3 Systeemiteoriaa
Tässä kappaleessa esitellään muutama systeemiteoriaan liittyvä peruskäsite. Systee-
miteoriasta voi lukea tarkemmin alan perusteoksista, esimerkiksi [11] ja [12]. Tämän
luvun tarkastelu on lähinnä peräisin viitteistä [15], [29] ja [30].
Määritelmä 2.3.1. Olkoon A n× n-matriisi, B n× p-matriisi, C p× n-matriisi ja
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D p× p-matriisi, p ≤ n. Tarkastellaan yhtälöryhmää

x′(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
x(0) = x0, t ≥ 0
. (2.34)
Systeemiä (2.34) sanotaan tila-avaruussysteemiksi (engl. state space system).
Vektori x(t) on tila (engl. state), u(t) on sisääntulo (engl. input) tai ohjaus (engl.
control) ja y(t) on ulostulo (engl. output). Matriiseista käytetään seuraavia nimi-
tyksiä: A on tilamatriisi, B on sisääntulomatriisi, C on ulostulomatriisi ja
D on myötäkytkentämatriisi (engl. feedforward matrix). Aika t ∈ R oletetaan
tässä opinnäytetyössä jatkuvaksi. 
Esitetään seuraavaksi muutama määritelmä ja lause, joita ei todisteta.
Määritelmä 2.3.2. Systeemin (2.34) ohjattavuus (engl. controllability) tarkoittaa
sitä, että tila x(t) voidaan sisääntulon u(t) avulla ohjata mielivaltaisesta alkutilasta
x0 mihin tahansa lopputilaan. 
Lause 2.3.3. Määritellään systeemin (2.34) ohjattavuusmatriisi
C =
[
B AB . . . An−1B
]
.
Systeemi on ohjattavissa, jos ja vain jos rank(C) = n.
Määritelmä 2.3.4. Systeemin (2.34) tarkkailtavuus (engl. observability) tarkoit-
taa sitä, että systeemin alkutila voidaan selvittää ulostulon y(t) perusteella. 
Lause 2.3.5. Määritellään systeemin (2.34) tarkkailtavuusmatriisi
O =

C
CA
...
CAn−1
 .
Systeemi on tarkkailtavissa, jos ja vain jos rank(O) = n.
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Ohjattavuus ja tarkkailtavuus ovat keskenään käsitepari siinä mielessä, että oh-
jattavuudessa saadaan sisääntulon avulla vietyä alkutila haluttuun lopputilaan, ja
tarkkailtavuudessa saadaan ulostulon avulla selvitettyä alkutila.
Määritelmä 2.3.6. Systeemi (2.34) on stabiloitavissa, jos on olemassa sellainen
takaisinkytkentä (engl. feedback) u(t) = Fx(t), että systeemi saadaan stabiilik-
si (toisin sanottuna, matriisin A + BF ominaisarvot saadaan asetettua avoimeen
vasempaan puolitasoon). 
Systeemin ohjattavuudesta seuraa aina sen stabiloitavuus. Takaisinkytkennässä
u(t) = Fx(t) käytetty matriisi F voidaan muodostaa esimerkiksi MATLAB:in funk-
tioilla lqr ja place. Näistä jälkimmäinen sijoittaa matriisin A + BF ominaisarvot
haluttuihin pisteisiin kompleksitasossa [14]. Kun F on saatu jommalla kummalla
menetelmällä muodostettua, matriisin A + BF ominaisarvot sijaitsevat avoimessa
vasemmassa puolitasossa. Matriisin F muodostaminen voi kuitenkin olla laskennalli-
sesti työlästä, joten jatkossa pyritään valitsemaan systeemin (2.34) lohkot siten, että
systeemi on jo valmiiksi stabiili, jopa ilman takaisinkytkentää. Lohkojen valintaan
palataan kappaleessa 3.2.
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3. DY-RATKAISIJAN TOIMINTA JA
PARAMETRIT
3.1 Tutkimuskysymys
Opinnäytetyön tavoitteena on etsiä laskennallisesta näkökulmasta mahdollisimman
nopea menetelmä, jolla voidaan ratkaista N kappaletta lineaarisia yhtälöryhmiä
Cixi = ri, i = 1, 2, . . . , N, (3.1)
missä Ci on p× n -matriisi (p ≤ n), xi on tuntematon n× 1 -vektori ja ri on p× 1
-vektori. Halutaan siis toistuvasti ratkaista tuntematon vektori xi yhtälöryhmästä
(3.1). Asetetaan probleemalle sellainen oletus, että peräkkäiset matriisit Ci sekä
vektorit ri ovat hyvin lähellä toisiaan, eli
Ci+1 ≈ Ci, ri+1 ≈ ri.
Lähestytään probleemaa seuraavan periaatteen mukaisesti. Ensin ratkaistaan yhtä-
löryhmä Cixi = ri. Tämän jälkeen kohdistetaan matriisiin C ja vektoriin r pieni
häiriö:
Ci+1 = Ci + ∆Ci, ri+1 = ri + ∆ri,
missä häiriöt ∆Ci ja ∆ri ovat pieniä. Tässä pienillä häiriöillä tarkoitetaan sitä, että
matriisin ∆Ci ja vektorin ri alkiot ovat pieniä. Häiriö voi kohdistua myös pelkkään
matriisiin Ci tai vektoriin ri. Toisin sanottuna, saattaa olla ∆Ci = O tai ∆ri =
0. Tutkimuskysymyksen kannalta on olennaista keskittyä matriisin Ci häiriöihin.
Vektorin ri häiriöiden käsittely osoittautuu melko triviaaliksi.
Lineaariset yhtälöryhmät ratkaistaan tyypillisesti kappaleessa 2.1.1 käsitellyn
LU-hajotelman avulla. Menetelmä on yleisesti hyvin tunnettu ja laajalti käytetty
tietokonelaskennassa. Algoritmi on melko hyvin optimoitu erityyppisille matriiseil-
la, ja lineaaristen yhtälöryhmien ratkaisu on nopeaa. LU-hajotelman heikkoutena
on se, että kerroinmatriisin Ci muuttuessa jokainen yhtälöryhmä Cixi = ri on rat-
kaistava erillisenä tehtävänä, jolloin yhtälö on ratkaistava N kertaa. Jos yksittäisen
yhtälöryhmän Cixi = ri ratkaisemiseen vaaditaan 43n3 flopsia, probleeman (3.1)
ratkaisemiseen vaaditaan N · 43n3 flopsia.
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Tarkastellaan toista tapaa ratkaista probleema (3.1). Muodostetaan asymptoot-
tisesti stabiili differentiaaliyhtälösysteemi, joka tasapainotilassa lähestyy sellaista
pistettä xˆi, joka toteuttaa yhtälön Cixi = ri. Toisin sanottuna,
lim
t→∞x(t) = xˆi ja Cixˆi = ri.
Tavoitteena on siis etsiä tämä tasapainotila xˆi. Arvion (2.17) perusteella tiedetään,
että hyvin pienillä Ci:n häiriöillä kahden peräkkäisen systeemin ratkaisut ovat hyvin
lähellä toisiaan, eli xi+1 ≈ xi. Tällöin myös tasapainotiloille pätee, että xˆi+1 ≈ xˆi.
Jos yhtälössä Ci+1xi+1 = ri+1 edellinen ratkaisu xi asetetaan häirityn systeemin al-
kutilaksi, uuden ratkaisun xi+1 selvittäminen on laskennallisesti nopeaa, sillä alku-
tila ja uusi tasapainotila ovat hyvin lähellä toisiaan. Menetelmä perustuu robustiin
säätötekniikkaan [5]. Koska menetelmää ei ole yleisesti toteutettu tietokonelasken-
nassa, tässä opinnäytetyössä pyritään ensin muodostamaan mahdollisimman yksin-
kertainen differentiaaliyhtälösysteemi, jonka tasapainotilana on yhtälön Cixi = ri
ratkaisu. Kun systeemi on saatu rakennettua, menetelmään liittyviä parametreja
pyritään vielä optimoimaan, jotta ratkaisija toimisi mahdollisimman nopeasti. Ku-
vattua menetelmää kutsutaan DY-ratkaisijaksi.
Luvussa 3 keskitytään DY-ratkaisijan kehittämiseen seuraavan strategian mukai-
sesti:
1. Muodostetaan differentiaaliyhtälösysteemi.
2. Valitaan differentiaaliyhtälön matriisit siten, että systeemi on stabiili ja tasa-
painotilana on yhtälön Cixi = ri (jokin) ratkaisu.
3. Simuloidaan differentiaaliyhtälöä numeerisesti, jotta saataisiin approksimaatio
tasapainotilasta.
Luvussa 4 on kuvattu algoritmi, jolla sekä LU-hajotelman että DY-ratkaisijan
nopeutta ratkaista probleema (3.1) verrataan keskenään. Tämän jälkeen menetelmiä
on verrattu eri kokoisilla matriiseilla. Tavoitteena on selvittää, kumpi menetelmä on
nopeampi ratkaisemaan probleemaa (3.1).
3.2 DY-ratkaisijan toimintaperiaate
Tässä kappaleessa esitellään DY-ratkaisijan yleinen toimintaperiaate teoreettiselta
kannalta. Ideana on, että yhtälöryhmä
Cx = r (3.2)
ratkaistaan lineaarisen differentiaaliyhtälösysteemin avulla. Nyt C on p×n -kerroin-
matriisi (p ≤ n), r on jokin annettu vektori ja x on yhtälöryhmän ratkaisu.
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Tarkastellaan yhtälöryhmää (2.34) muistuttavaa systeemiä
x′c(t) = Acxc(t) + rc, xc(0) = xc,0, t ≥ 0, (3.3a)
missä
xc(t) =
x(t)
ξ(t)
 , Ac =
A B
C O
 ja rc =
 0
−r
 . (3.3b)
Nyt siis tilavektorina on xc(t), tilamatriisina Ac, sisääntulona vakiovektori rc ja
ulostuloa ei ole. Matriisi A on kokoa n×n, B kokoa n×p ja C kokoa p×n, ja lisäksi
p ≤ n. Vektoreille on voimassa x ∈ Rn, ξ ∈ Rp ja r ∈ Rp. Matriisi Ac on siis kokoa
(n+ p)× (n+ p), ja vektorien xc ja rc koko on (n+ p)× 1. Luvusta 2.2.2 tiedetään,
että systeemi (3.3a) on asymptoottisesti stabiili, jos matriisin Ac ominaisarvot λ1,
λ2, . . ., λn+p sijaitsevat kompleksitason avoimessa vasemmassa puolitasossa, eli
Re(λi) < 0 ∀i = 1, 2, . . . , n+ p. (3.4)
Ehdosta (3.4) seuraa, että mikään Ac:n ominaisarvo ei voi olla 0. Tämä on yh-
täpitävää sen kanssa, että stabiilin systeemin tapauksessa matriisin Ac on oltava
ei-singulaarinen.
Stabiili systeemi lähestyy ajan kuluessa tasapainotilaansa. Määritelmän 2.2.6 no-
jalla tasapainotilassa x′c(t) = 0, jolloin tasapainopisteet voidaan ratkaista yhtälöstä
(2.32): A B
C O
xˆ
ξˆ
+
 0
−r
 =
0
0
 .
Matriisiyhtälön alemmalta riviltä saadaan, että Cxˆ = r. Siis ajan mennessä ääret-
tömään tila x(t) lähestyy lineaarisen yhtälöryhmän (3.2) ratkaisua.
Stabiilin systeemin tapauksessa lineaarinen yhtälöryhmä (3.2) voidaan siis rat-
kaista hakemalla lineaarisen differentiaaliyhtälösysteemin (3.3a) ratkaisu, jolloin
xˆ = limt→∞ x(t) toteuttaa yhtälöryhmän. Huomaa, että tasapainotila saavutetaan
vain stabiilin systeemin tapauksessa kaikilla alkutiloilla. Mikäli systeemi onkin epäs-
tabiili, eli jokin matriisin Ac ominaisarvoista sijaitsee kompleksitason suljetussa oi-
keassa puolitasossa, tila x(t) ei välttämättä lähesty yhtälöryhmän (3.2) ratkaisua.
Oletetaan, että matriisilla Ac on (k + 1)-kertainen ominaisarvo λ = α + iβ, missä
α ≥ 0. Tällöin ratkaisun xc(t) komponenteista osa on muotoa
tke(α+iβ)t = tkeαt (cos(βt) + i sin(βt)) ,
eikä ratkaisu yleensä suppene. Ajan kuluessa systeemi etenee poispäin tasapainoti-
lastaan joillain alkutiloilla.
Laskennallisesti riittää, että tulo Cx(t) on riittävän lähellä vektoria r. Muodos-
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tetaan lauseke, joka kuvaa sitä, kuinka paljon Cx ja r poikkeavat toisistaan:
(t) = ‖r− Cx(t)‖‖r‖ . (3.5)
Funktio (t) kuvaa siis yhtälön Cx(t) = r suhteellista virhettä ajanhetkellä t. Kun
jostain ajanhetkestä t∗ lähtien virhe (t) pysyy jotain valittavissa olevaa toleranssira-
jaa tol pienempänä, voidaan hyväksyä, että systeemin tila xc(t) on riittävän lähellä
tasapainotilaa xˆ. Tällöin jokainen ratkaisu x(t), jolle (t) < tol, kelpaa lineaarisen
yhtälöryhmän ratkaisuksi. Valitaan siis ratkaisuksi ensimmäinen havaittu x(t), jolle
on voimassa
(t) = ‖r− Cx(t)‖‖r‖ < tol. (3.6)
Virheen (t) käyttäytymistä ajan funktiona on havainnollistettu kuvassa 3.1. Lo-
pulta, jos systeemi on stabiili, virhe menee pienemmäksi kuin tol. Kuvassa 3.1 on
valittu toleranssiksi tol = 5,0 · 10−3, ja tätä arvoa käytetään jatkossakin.
Määritelmä 3.2.1. Yhtälössä (3.6) mainituksi toleranssiksi valitaan oletusarvoi-
sesti
tol = 5,0 · 10−3, (3.7)
ellei toisin mainita. 
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Kuva 3.1: Kuvaaja yhtälön Cx(t) = r suhteellisesta virheestä (t) ajan funktiona. Lopulta virhe
pysyy tiettyä toleranssia pienempänä. Tällöin mikä tahansa tila x(t), jota vastaava virhe (t)
pysyy pienempänä kuin tol, voidaan hyväksiä lineaarisen yhtälöryhmän Cx = r ratkaisuksi. Tässä
kuvassa ja jatkossa käytetään toleranssia tol = 5,0 · 10−3.
Systeemi voidaan todeta epästabiiliksi laskemalla matriisin Ac ominaisarvot. Jos
jokin ominaisarvo sijaitsee kompleksitason suljetussa oikeassa puolitasossa, systeemi
on epästabiili. Ominaisarvojen selvittäminen on kuitenkin laskennallisesti työlästä,
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varsinkin suurille matriiseille. Vaihtoehtoisesti systeemi voidaan laskennallisesti to-
deta epästabiiliksi, jos jollain ajanhetkellä t′ virhe (t) kasvaa liian suureksi:
(t′) = ‖r− Cx(t
′)‖
‖r‖ > M, (3.8)
missä M > 0 on valittavissa oleva suuri luku, esimerkiksi M = 1,0 · 106. Virheen
kasvaminen suureksi ei tietenkään aina todista systeemiä epästabiiliksi, mutta riit-
tävän suuri virhe antaa useimmiten aihetta epäillä, että virhe karkaisi äärettömään
eikä tasapainotilaa saavutettaisi.
Tarkastellaan systeemiä (3.3a), ja oletetaan matriisi C ja vektori r tunnetuiksi.
Matriisit A ja B voidaan vapaasti valita, joten valitaan ne siten, että systeemi (3.3a)
olisi asymptoottisesti stabiili. Toisin sanottuna, valitaan A ja B siten, että matriisin
Ac kaikki ominaisarvot ovat reaaliosaltaan aidosti negatiivisia. Pyritään siihen, että
systeemi olisi mahdollisimman yksinkertainen. Tarkastellaan ensin 2× 2 -matriisia
Ac =
a b
c 0
 ,
ja oletetaan, että a 6= 0, b 6= 0 ja c 6= 0. Matriisin Ac ominaisarvot ovat
λ1,2 =
a±√a2 + 4bc
2 .
Jaetaan ominaisarvojen tarkastelu kahteen erilliseen tapaukseen:
• a2 + 4bc < 0: ominaisarvot ovat kompleksisia, ja Re(λ1,2) = a2 < 0, kun a <
0. Valitsemalla a = −α ominaisarvot ovat reaaliosaltaan aidosti negatiivisia
kaikilla reaaliluvuilla α > 0.
• a2 + 4bc ≥ 0: ominaisarvot ovat reaalisia. Vaaditaan ominaisarvojen “+”-
vaihtoehdosta a +
√
a2 + 4bc < 0, jolloin a < −√a2 + 4bc ≤ 0. Valitaan siis a
aidosti negatiiviseksi: a = −α, missä reaaliluku α > 0. Nyt vaatimus saadaan
muotoon −α + √α2 + 4bc < 0 ⇐⇒ α > √α2 + 4bc, ja tämä on voimassa,
kun 4bc < 0. Valitaan siksi b = −c, jolloin √α2 − 4c2 < √α2 = α, ja “+”-
vaihtoehdosta saadaan aidosti negatiivinen ominaisarvo. Tarkkaan ottaen, jos
c olisi kompleksinen, b olisi syytä valita seuraavalla tavalla: b = −c, missä c
on c:n liittoluku. Tällöin 4bc = −4cc = −4 |c|2 < 0. Näillä valinnoilla myös
“−”-vaihtoehto −α−
√
α2 − 4 |c|2 on aidosti negatiivinen kahden negatiivisen
luvun summana.
Ominaisarvot ovat nyt muotoa λ1,2 = −α±
√
α2−4|c|2
2 < 0. Koska parametri α on
ominaisarvojen lausekkeessa kahdessa eri kohdassa, ominaisarvojen sijaintia
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kompleksitasossa on jokseenkin vaikea säädellä α:n valinnoilla. Mieluummin
yksinkertaistetaan lauseketta siten, että ominaisarvot riippuvat kahdesta eri
parametrista, α ja k, jotka taas eivät riipu mitenkään toisistaan. Tällainen
kahden parametrin lauseke saadaan valitsemalla b = −kα2c, missä k > 0,
jolloin kaikilla α > 0 on voimassa
λ1,2 =
−α±
√
α2 − 4kα2 |c|2
2 =
α
2
(
−1±
√
1− 4k |c|2
)
< 0.
Vaikka juurrettava menisikin nyt jollain k:n valinnalla pienemmäksi kuin 0,
ominaisarvojen reaaliosat olisivat kuitenkin pienempiä kuin 0.
• Yhteenveto: valinnoilla a = −α ja b = −kα2c, missä α > 0 ja k > 0, matriisin
Ac ominaisarvot saadaan kompleksitasossa avoimeen vasempaan puolitasoon.
Näillä valinnoilla systeemi (3.3a) on stabiili 2× 2 -matriisin tapauksessa.
Seuraavalla lauseella osoitetaan, että yllä olevat valinnat yleistyvät myös yleiselle
(n+p)× (n+p) -matriisille. Valitaan matriiseiksi A = −αIn ja B = −kα2C˜∗, missä
α ja k ovat aidosti positiivisia, valittavissa olevia parametreja, ja C˜∗ on myös para-
metrin asemassa toimiva n × p -matriisi. Perusteluna sille, miksi otettiin käyttöön
matriisiparametri C˜∗, on se, että näin voidaan vaikuttaa paremmin ominaisarvo-
jen sijaintiin kompleksitasossa. Yksinkertaisin valinta parametrille lienee C˜∗ = C∗,
mikä on analoginen 2 × 2 -matriisin parametrivalintojen kanssa. Kappaleessa 3.5
esitellään muita, joissain tapauksissa tehokkaampia parametrivalintoja. Tässä kap-
paleessa käytetään valintaa C˜∗ = C∗, jolloin B = −kα2C∗.
Lause 3.2.2. Olkoon matriisi Ac muotoa
Ac =
A B
C O
 .
Jos valitaan A = −αIn ja B = −kα2C∗, missä α > 0, k > 0 ja C∗ on C:n kon-
jugaattitranspoosi, niin matriisin Ac ominaisarvot ovat reaaliosaltaan pienempiä tai
yhtä suuria kuin 0. Jos lisäksi Ac on ei-singulaarinen, niin ominaisarvojen reaaliosat
ovat aidosti negatiivisia.
Todistus. Ratkaistaan ominaisarvoyhtälö−αIn −kα2C∗
C O
u
v
 = λ
u
v
 , missä
u
v
 6= 0. (3.9)
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Saadaan yhtälöpari −αu− kα
2C∗v = λu
Cu = λv
. (3.10)
Kerrotaan yhtälöparin toinen rivi puolittain matriisilla C∗ (vasemmalta kerrottuna),
jolloin toiselle riville saadaan C∗Cu = λC∗v, eli
C∗v = 1
λ
C∗Cu. (3.11)
Sijoittamalla (3.11) yhtälöparin (3.10) ensimmäiselle riville saadaan
−αu− kα2 1
λ
C∗Cu = λu
⇐⇒ −kα2 1
λ
C∗Cu = (α + λ)u
⇐⇒ C∗Cu = −λ(α + λ)
kα2
u. (3.12)
Huomataan, että (3.12) on matriisin C∗C ominaisarvoyhtälö, jossa −λ(α+λ)
kα2 on omi-
naisarvo, ja u on ominaisarvoa vastaava ominaisvektori. Olkoon matriisilla C sin-
gulaariarvot σ1, σ2, . . ., σp. Koska C on p × n -matriisi ja C∗ on siis kokoa n × p,
matriisi C∗C on kokoa n × n, ja sillä on n ominaisarvoa. Näitä ominaisarvoja ovat
σ21, σ22, . . ., σ2p (yhteensä p kappaletta) sekä ominaisarvo 0 kertaluvulla n− p.
Tarkastellaan ensin matriisin C∗C ominaisarvoa σ2j , j = 1, 2, . . ., p. Yhtälöstä
(3.12) saadaan ehto
−λ(α + λ)
kα2
= σ2j
⇐⇒ λ2 + αλ+ kα2σ2j = 0,
eli
λ =
−α±
√
α2 − 4kα2σ2j
2 =
α
2
(
−1±
√
1− 4kσ2j
)
. (3.13)
Juurrettavalle on voimassa 1− 4kσ2j < 1, ja tästä seuraa, että Re(λ) < 0.
Tarkastellaan seuraavaksi matriisin C∗C ominaisarvoa 0. Yhtälöstä (3.12) saa-
daan ehto
−λ(α + λ)
kα2
= 0
⇐⇒ λ2 + αλ = 0.
Siis λ = 0 tai λ = −α < 0. Jos matriisi Ac on ei-singulaarinen, niin ratkaisuk-
si kelpuutetaan vain ominaisarvo λ = −α. Tällöin kaikki Ac:n ominaisarvot ovat
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reaaliosaltaan aidosti negatiivisia.
Lauseesta 3.2.2 huomataan, että valitsemalla A = −αIn ja B = −kα2C∗ sys-
teemi (3.3a) on aina stabiili, kunhan varmistutaan siitä, että matriisi Ac on ei-
singulaarinen.
Lause 3.2.3. Olkoon Ac lohkomatriisi
Ac =
A B
C O
 , (3.14)
missä A = −αIn on n × n -diagonaalimatriisi, B = −kα2C∗ on n × p -matriisi
(p ≤ n) ja C on p × n -matriisi, ja lisäksi α > 0 ja k > 0. Matriisi Ac on ei-
singulaarinen, jos ja vain jos rank(C) on täysi.
Todistus. Matriisi A = −αIn on selvästi ei-singulaarinen. Tällöin viitteen [20] mu-
kaan matriisi Ac voidaan esittää kahden lohkokolmiomatriisin tulona:A B
C D
 =
 I O
CA−1 I
A B
O D − CA−1B
 . (3.15)
Matriisin Ac determinantti on tällöin
det(Ac) = det
 I O
CA−1 I
 det
A B
O D − CA−1B
 . (3.16)
Koska matriisi
 I O
CA−1 I
 on alakolmiomatriisi, jonka diagonaalialkiot ovat ykkö-
siä, sen determinantti on 1. Siis yhtälössä (3.16) oikean puolen jälkimmäinen matrii-
si määrää Ac:n determinantin. Koska
A B
O D − CA−1B
 on lohkoyläkolmiomatriisi,
sen determinantti on viitteiden [10] ja [20] nojalla diagonaalilohkojen determinant-
tien tulo:
det(Ac) = det
A B
O D − CA−1B

= det(A) det(D − CA−1B)
D=O= det(A) det(−CA−1B)
= (−1)p det(A) det(CA−1B).
(3.17)
Koska det(A) 6= 0, niin det(Ac) 6= 0 täsmälleen silloin, kun det(CA−1B) 6= 0.
Matriisilla CA−1B on siis oltava täysi aste. Koska B = −kα2C∗, matriisin CA−1B
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aste on täysi täsmälleen silloin, kun C:n aste on täysi. Toisin sanottuna, matriisi Ac
on kääntyvä, jos ja vain jos rank(C) = p.
Jatkossa tämä aste-ehto voidaan olettaa todeksi, koska lineaarisen yhtälöryhmän
ratkaisun kannalta ollaan kiinnostuneita vain niistä tilanteista, joissa yhtälöryhmällä
on olemassa ratkaisu. Silloinhan ratkaisua ei yleensä ole, kun rank(C) < p.
Valitsemalla systeemin (3.3a) matriisit A ja B lauseen 3.2.2 mukaisesti matriisin
Ac =
−αIn −kα2C∗
C O
 (3.18)
ominaisarvot ovat α2
(
−1±
√
1− 4kσ2j
)
, j = 1, 2, . . ., p (yhteensä 2p kappaletta),
sekä −α kertaluvulla n − p. Matriisilla Ac on siis yhteensä 2p + n − p = n + p
kappaletta ominaisarvoja. Lausekkeesta (3.13) seuraa, että osa ominaisarvoista voi
olla kompleksisia. Näin käy, kun
1− 4kσ2j < 0 ⇐⇒ k >
1
4σ2j
. (3.19)
Kompleksiset ominaisarvot aiheuttavat värähtelyä vektorin xc(t) ratkaisuun. Mitä
suuremmat ominaisarvojen imaginaariosat ovat, sitä voimakkaampaa värähtely on.
Suuri värähtely vektorissa xc(t) hidastaa differentiaaliyhtälöiden ratkaisijoiden
toimintaa. Sen takia ominaisarvot pyritään saamaan kompleksitasossa esimerkiksi
±45◦ sektoriin reaaliakselista katsottuna kuvan 3.2 mukaisella tavalla. Osalle omi-
naisarvoista on voimassa yhtälön (3.13) mukainen lauseke
λ = α2
(
−1±
√
1− 4kσ2j
)
, j = 1, 2, . . . , p
ja loput n − p ominaisarvoa saavat arvon −α. Tapauksessa λ = −α ominaisarvot
kuuluvat ±45◦ sektoriin reaaliakselista katsottuna — itse asiassa reaaliset ominai-
sarvot kuuluvat aina ±45◦ sektoriin, koska ne ovat kulmassa 0◦ reaaliakseliin näh-
den. Jos yhtälössä (3.13) diskriminantille on voimassa 1 − 4kσ2j ≥ 0, myös yhtälön
(3.13) mukaiset ominaisarvot ovat reaalisia ja kuuluvat ±45◦ sektoriin. Tarkastel-
laan vielä tapaus 1− 4kσ2j < 0. Jotta ominaisarvot pysyisivät kuvan 3.2 mukaisella
janalla AB, on oltava
−α2 i <
α
2
√
1− 4kσ2j <
α
2 i
⇐⇒ −α2 i <
α
2 i
√
4kσ2j − 1 <
α
2 i
⇐⇒ −1 <
√
4kσ2j − 1 < 1 ,
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Kuva 3.2: Ominaisarvot halutaan pitää ±45◦ sektorissa reaaliakseliin nähden.
ja korottamalla puolittain toiseen saadaan
4kσ2j − 1 < 1
⇐⇒ k < 12σ2j
. (3.20)
Jos matriisin Ac ominaisarvot pysyvät kuvan 3.2 mukaisella janalla AB (ja loput
n − p ominaisarvoa saavat arvon −α), värähtely jää yleensä suhteellisen pieneksi.
Lisäksi ominaisarvojen reaaliosat ovat hyvin lähellä toisiaan: (2p):llä ominaisarvolla
reaaliosa on −α2 , ja (n − p):llä ominaisarvolla reaaliosa on −α. Määritelmän 2.2.9
mukaan systeemi ei siis myöskään ole jäykkä.
Jotta 2p kappaletta ominaisarvoja olisi suoralla AB, ehdon (3.19) on toteuduttava
kaikilla j:n arvoilla, j = 1, 2, . . ., p. Siis on oltava
k >
1
4σ2p
.
Tällöin 2p kappaletta ominaisarvoista on kompleksisia. Tässä on oletettu, että mat-
riisin C singulaariarvot σ1, σ2, . . ., σp on indeksoitu suuruusjärjestyksesä suurim-
masta pienimpään. Jotta nämä 2p ominaisarvoa pysyisivät myös ±45◦ sektorissa
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reaaliakseliin nähden, ehdon (3.20) on oltava voimassa kaikilla j:n arvoilla. On siis
oltava
k <
1
2σ21
.
Kun vaatimukset kompleksisuudesta ja ±45◦ sektoriin kuulumisesta yhdistetään,
parametrin k täytyy kuulua välille
1
4σ2p
< k <
1
2σ21
. (3.21)
Jotta ehto (3.21) toteutuisi jollain k:n arvolla, on oltava voimassa
1
4σ2p
<
1
2σ21
⇐⇒ 4σ2p > 2σ21 ⇐⇒
σ21
σ2p
< 2,
eli
cond(C) = σ1
σp
<
√
2. (3.22)
Siis matriisin C kuntoluvun on oltava pienempi kuin
√
2. Käytännössä tämä eh-
to toteutuu hyvin harvoin. Toisin sanottuna, on hyvin vaikea päästä sellaiseen ti-
lanteeseen, jossa 2p ominaisarvoa ovat sekä kompleksisia että ±45◦ sektorissa. Jos
parametria k kasvatetaan, ominaisarvojen kompleksisuus toteutuu, mutta samalla
ominaisarvot “karkaavat” pois ±45◦ sektorista (kuva 3.3), jolloin värähtely alkaa
aiheuttaa ongelmia laskennassa. Jos taas parametria k pienennetään, niin ±45◦ sek-
torissa pysytään, mutta ominaisarvot alkavat levitä negatiiviselle reaaliakselille. Täl-
löin ominaisarvojen reaaliosat alkavat poiketa toisistaan merkittävästi (kuva 3.4),
ja systeemistä tulee jäykkä, mikä ei myöskään ole hyvä tilanne laskennan kannalta.
Parametria k asetettaessa on usein valittava joko jäykkyys tai värähtely.
Tässä vaiheessa differentiaaliyhtälösysteemi (3.3) on teoriassa valmis ratkaista-
vaksi. Lauseen 2.2.4 nojalla tiedetään, että systeemin x′c(t) = Acxc(t) + rc ratkaisu
alkuehdolla xc(0) = xc,0 on
xc(t) = etAc(xc,0 + A−1c rc)− A−1c rc.
Ratkaisua ei kuitenkaan kannata laskea matriisieksponentin avulla vaan käyttämällä
numeerisia ratkaisijoita, kuten ode45 tai ode15s. Näille funktioille voidaan asettaa
parametrina lopetusehto siten, että hyväksytään ratkaisuksi ensimmäinen havaittu
x(t), jolle ehto (3.6) toteutuu. Seuraavissa luvuissa DY-ratkaisijan parametreja C˜∗,
k ja α pyritään optimoimaan, jotta differentiaaliyhtälö saataisiin ratkaistua mah-
dollisimman nopeasti.
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Kuva 3.3: Matriisin Ac ominaisarvot kompleksitasossa satunnaisen 10× 10 -matriisin C tapauk-
sessa, kun α = 0,1 ja k = 14σ2p = 3,41 ovat kiinteitä. Ominaisarvot “karkaavat” pois ±45
◦ sektorista
aiheuttaen värähtelyä.
3.3 Matriisin leveyden merkitys
Tässä luvussa johdetaan yllättävä tulos, jonka mukaan leveällä matriisilla C sys-
teemin (3.3) ratkaiseminen on laskennallisesti helpompaa kuin neliömatriisilla C.
Seuraavan lauseen mukaan leveillä matriiseilla on tavallisesti suuremmat singulaa-
riarvot kuin neliömatriiseilla.
Lause 3.3.1. Olkoon C1 p × p -neliömatriisi ja C leveä p × n -matriisi, joka on
ositettu seuraavalla tavalla:
C =
[
C1 C2
]
.
Jos C1:n singulaariarvot ovat α1, α2, . . ., αp, niin C:n singulaariarvot ovat muo-
toa σi = αi + Mi, missä Mi ≥ 0 ja i = 1, 2, . . ., p. Toisin sanottuna, matriisia
levennettäessä sen singulaariarvot kasvavat.
Todistus. Olkoon C leveä p× n -matriisi. Muodostetaan sille ositus C =
[
C1 C2
]
,
missä C1 on p × p -neliömatriisi ja C2 on kokoa p × (n − p). Selvästi matriisi CC∗
on hermiittinen, ja sen ominaisarvoja ovat C:n singulaariarvojen neliöt, σ2i , i = 1,
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Kuva 3.4: Matriisin Ac ominaisarvot kompleksitasossa satunnaisen 10× 10 -matriisin C tapauk-
sessa, kun α = 0,1 ja k = 12σ21 = 0,0176 ovat kiinteitä. Kaikki ominaisarvot kuuluvat ±45
◦ sektoriin,
mutta osa reaalisista ominaisarvoista on hyvin lähellä imaginaariakselia aiheuttaen jäykkyyttä sys-
teemiin. Nyt min
i
|Re(λi)| = 9,53 · 10−5 ja max
i
|Re(λi)| = 9,99 · 10−2, jolloin määritelmässä 2.2.9
mainittu suhde on 1,05 ·103. Systeemiä voidaan siis pitää melko jäykkänä. Jos parametria k kasva-
tetaan, reaaliset ominaisarvot siirtyvät reaaliakselia pitkin kohti arvoa −α2 , ja kasvattamalla k:ta
edelleen ominaisarvot alkavat kuvan 3.3 tavoin kulkea pitkin suoraa x = −α2 ± ib, missä b → ∞,
kun k →∞.
2, . . ., p. Muodostetaan ominaisarvoyhtälö CC∗x = λx:
[
C1 C2
] C∗1
C∗2
x = σ2i x,
tai aukikirjoitettuna
(C1C∗1 + C2C∗2)x = σ2i x. (3.23)
Merkitään A = C1C∗1 , B = C2C∗2 ja C = C1C∗1 + C2C∗2 = A + B, jolloin (3.23) on
C:n ominaisarvoyhtälö
Cx = σ2i x,
ja σ2i on C:n ominaisarvo. Selvästi matriisit A = C1C∗1 , B = C2C∗2 ja C = CC∗ ovat
3. DY-ratkaisijan toiminta ja parametrit 41
hermiittisiä, ja on helppo näyttää, että A, B ja C ovat positiivisesti semidefiniittejä:
〈x, Ax〉 = 〈x, C1C∗1x〉
(2.10)= 〈C∗1x, C∗1x〉 = ‖C∗1x‖2 ≥ 0 ∀x.
Matriisien A, B ja C ominaisarvot ovat siis suurempia tai yhtä suuria kuin 0. Mer-
kitään A:n ja B:n ominaisarvoja α2i ja β2i , vastaavasti, missä i = 1, 2, . . ., p. Koska
A, B ja C ovat hermiittisiä, viitteen [31, s. 101–102] nojalla C:n ominaisarvoille σ2i
on voimassa:
α2i + minj β
2
j ≤ σ2i ≤ α2i + maxj β
2
j .
Matriisin B positiivisesta semidefiniittisyydestä seuraa erityisesti
σ2i ≥ α2i + minj β
2
j ≥ α2i , (3.24)
missä i ja j saavat arvot 1, 2, . . ., p.
Matriisilla C = CC∗ on siis suuremmat tai yhtä suuret ominaisarvot kuin matrii-
silla A = C1C∗1 . Huomaamalla, että A:n ja C:n ominaisarvot ovat vastaavasti C1:n
ja C:n singulaariarvoja, joita merkitään vastaavasti αi ja σi, saadaan tulos, että le-
veällä matriisilla
[
C1 C2
]
on aina suuremmat tai yhtä suuret singulaariarvot kuin
pelkällä neliömatriisilla C1. Juuri tämän takia leveillä matriiseilla on suuremmat
singulaariarvot kuin neliömatriiseilla. Jos C2:n singulaariarvot ovat suuruusjärjes-
tyksessä β1 ≥ β2 ≥ . . . ≥ βp, niin aiempia merkintöjä käyttäen C:n singulaariarvot
ovat muotoa σi = αi + Mi, missä Mi ∈ [βp, βi]. Näin saatiin myös teoreettinen
vaihteluväli lisäykselle Mi.
Tarkastellaan seuraavaksi matriisin Ac ominaisarvoja. Ne ovat yhtälön (3.13) pe-
rusteella muotoa
λ = α2
(
−1±
√
1− 4kσ2j
)
, j = 1, 2, . . . , p,
kun valitaan C˜∗ = C∗. Parametri α on vain kiinteä skaalauskerroin, joten parametri
k sekä C:n singulaariarvot σj määräävät ominaisarvojen sijainnin kompleksitasossa.
Luvussa 3.4.1 johdetaan tulos, että tehokkain tapa valita k ode45-ratkaisijalle on
k = 18
(
1
σ2p−1
+ 1
σ2p
)
.
Kun k on valittu tällä tavalla pienimpien singulaariarvojen avulla, matriisin Ac omi-
naisarvoista vain juuripari α2
(
−1±
√
1− 4kσ2p
)
on reaalinen. Tällöin juurrettavalle
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on voimassa
1− 4kσ2p = 1−
4
8
(
σ2p
σ2p−1
+
σ2p
σ2p
)
= 1− 12
(
1 +
σ2p
σ2p−1
)
= 12
(
1− σ
2
p
σ2p−1
)
.
Koska σ
2
p
σ2p−1
≤ 1, on juurrettava suurempi tai yhtä suuri kuin 0. Jos neliömatriisilla on
singulaariarvot σ1, σ2, . . ., σp, niin leveällä matriisilla singulaariarvot ovat Lauseen
3.3.1 nojalla muotoa σ1 +M1, σ2 +M2, . . ., σp +Mp, missä Mi ≥ 0. Mitä leveämpi
matriisi, sitä suurempia termit Mi ovat. Kun matriisin leveys n p on hyvin suuri,
myös Mi on suur, jolloin suhde (σp+Mp)
2
(σp−1+Mp−1)2 on lähellä arvoa 1:
σ2p
σ2p−1
≤ (σp +Mp)
2
(σp−1 +Mp−1)2
Mi suuri≈ M
2
p
M2p−1
≈ 1.
Tällöin juurrettava 12
(
1− σ2p
σ2p−1
)
lähestyy nollaa, ja matriisin Ac ominaisarvo λ lä-
hestyy arvoa −α2 . Mitä suurempia singulaariarvot σp−1 ja σp siis ovat, sitä pienempi
juurrettava on, ja sitä lähempänä λ on arvoa −α2 . Siksi suurten singulaariarvojen
tapauksessa reaaliset ominaisarvot eivät ole lähellä imaginaariakselia, eivätkä sys-
teemit ole yhtä jäykkiä leveillä matriiseilla C kuin neliömatriiseilla C.
Tarkastellaan seuraavaksi matriisin Ac kompleksisia ominaisarvoja. Valitsemal-
la k edelleen muodossa k = 18
(
1
σ2p−1
+ 1
σ2p
)
matriisin Ac ominaisarvoilla on p − 1
kompleksista juuriparia:
λ = α2
(
−1± i
√
4kσ2j − 1
)
, j = 1, 2, . . . , p− 1.
Nyt riittää tarkastella imaginaariosan lauseketta 4kσ2j − 1. Sijoittamalla k:n lauseke
päästään muotoon
4
8
(
σ2j
σ2p−1
+
σ2j
σ2p
)
− 1 = 12
(
σ2j
σ2p−1
+
σ2j
σ2p
− 2
)
.
Huomataan, että σ
2
j
σ2p−1
≥ 1 ja σ2j
σ2p
≥ 1, kun j saa arvot 1, 2, . . ., p − 1. Jälleen
Lauseen 3.3.1 nojalla leveällä matriisilla singulaariarvot ovat lisäyksenMi ≥ 0 verran
suuremmat kuin neliömatriisilla, i = 1, 2, . . ., p. Kun matriisia levennetään ja n p
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lähestyy ääretöntä, myös Mi lähestyy ääretöntä, jolloin suhteet
(σj +Mj)2
(σp−1 +Mp−1)2
ja (σj +Mj)
2
(σp +Mp)2
lähestyvät arvoa 1 kaikilla j:n arvoilla 1, 2, . . ., p− 1. Siis
σ2j
σ2p−1
≥ (σj +Mj)
2
(σp−1 +Mp−1)2
Mi suuri≈ 1 ja σ
2
j
σ2p
≥ (σj +Mj)
2
(σp +Mp)2
Mi suuri≈ 1,
jolloin edelleen
1
2
(
(σj +Mj)2
(σp−1 +Mp−1)2
+ (σj +Mj)
2
(σp +Mp)2
− 2
)
≈ 12 (1 + 1− 2) = 0,
ja ominaisarvon koko imaginaariosa lähestyy nollaa. Mitä suurempia singulaariar-
vot σj siis ovat, j = 1, 2, . . ., p — huomaa, että nyt tarvitaan myös indeksi p —
sitä lähempänä nollaa Ac:n ominaisarvojen imaginaariosat ovat. Tästä johtuen suur-
ten singulaariarvojen tapauksessa kompleksisilla ominaisarvoilla on itseisarvoltaan
pienet imaginaariosat, ja siksi systeemissä esiintyy vähemmän värähtelyä leveillä
matriiseilla C kuin neliömatriiseilla C. Huomaa, että samat tulokset pätevät millä
tahansa k:n valinnalla: reaaliset ominaisarvot eivät mene lähelle imaginaariakselia,
ja kompleksisten ominaisarvojen imaginaariosat ovat pienet.
3.3.1 Simulaatioita
Havainnollistetaan simulaatioiden avulla, miten merkittävästi differentiaaliyhtälön
ratkaisu helpottuu, jos C on leveä matriisi. Olkoon C kokoa p × n, missä p ≤ n.
Annetaan matriisin korkeuden p olla kiinteä ja katsotaan, miten systeemin (3.3)
ratkaisuun käytettävä laskenta-aika muuttuu, kun C:n leveyttä n kasvatetaan. Si-
mulaatioissa asetetaan p = 200, ja n saa arvot n1 = 200 (= p), n2 = 250, . . .,
n17 = 1000. Käytetään ensin ode45-ratkaisijaa ja valitaan parametrit α ja k kokeile-
malla siten, että ratkaisijan laskenta-aika on mahdollisimman lyhyt. Lisäksi valitaan
C˜∗ = C∗. Laskenta-aika kullekin matriisikoolle saadaan siten, että generoidaan 1000
kappaletta p×ni -kokoisia matriiseja ja lasketaan systeemin ratkaisuun kuluva aika
laskenta-aikojen keskiarvona, i = 1, 2, . . ., 17. Ajan säästämiseksi asetetaan jäl-
leen ode45-ratkaisijalle aikarajaksi 15 sekuntia. Simulaatioiden tulokset on esitetty
kuvassa 3.5.
Huomataan, että neliömatriiseilla laskenta on huomattavasti hitaampaa kuin le-
veillä matriiseilla. Jos tarkastellaan matriisin Ac ominaisarvojen käyttäytymistä,
havaitaan kaksi ominaisuutta. Ensinnäkin, C:n ollessa leveä matriisi Ac:n reaaliset
ominaisarvot eivät siirry läheskään yhtä lähelle imaginaariakselia kuin C:n olles-
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Kuva 3.5: Ratkaisijan ode45 laskenta-ajat p×n -matriisille C, missä matriisin korkeus p = 200 ja
leveyttä n kasvatetaan. Kullakin leveydellä ni laskenta-aika on saatu 1000 simulaation keskiarvona,
ni = 200, 250, . . ., 1000. Koska 200 × 200 -neliömatriisilla laskenta-aika on keskimäärin selvästi
korkeampi kuin leveillä matriiseilla, oikeaan kuvaajaan on piirretty laskenta-ajat ainoastaan leveille
matriiseille (huomaa, että oikeassa kuvaajassa y-akselin asteikko on erilainen kuin vasemmassa!).
Keskimääräinen laskenta-aika vaikuttaisi lyhimmältä, kun 2p ≤ n ≤ 3p.
sa neliömatriisi. Tällöin systeemin jäykkyys vähenee. Toiseksi, leveiden matriisien
tapauksessa kompleksisten ominaisarvojen imaginaariosat eivät kasva yhtä suuriksi
kuin neliömatriiseilla, jolloin myös aaltoilu vähenee.
Tarkastellaan seuraavaksi, miten ode15s-ratkaisijan keskimääräiset laskenta-ajat
muuttuvat, kun kokoa p × n olevan matriisin C leveyttä n kasvatetaan. Valitaan
C˜∗ = C∗, ja parametrit α ja k valitaan kokeilemalla. Ajan säästämiseksi asetetaan
ode15s:lle aikarajaksi 15 sekuntia. Laskenta-ajat matriisien eri leveyksillä ni on
esitetty kuvassa 3.6. Kuten ode45:n simulaatioissa, kunkin leveyden laskenta-aika
on saatu 1000 simulaation keskiarvona.
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Kuva 3.6: Ratkaisijan ode15s laskenta-ajat p×n -matriisille C, missä matriisin korkeus p = 200 ja
leveyttä n kasvatetaan. Kullakin leveydellä ni laskenta-aika on saatu 1000 simulaation keskiarvona,
ni = 200, 250, . . ., 1000. Toisin kuin ode45:tä käytettäessä, keskimääräinen laskenta-aika kasvaa,
kun leveyttä n kasvatetaan.
Huomataan, että ode15s ratkaisee differentiaaliyhtälön huomattavasti nopeam-
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min kuin ode45, kun C on neliömatriisi. Tämä johtuu siitä, että neliömatriisien
tapauksessa systeemi on jäykkä. Ratkaisijoista ode15s on nimenomaan suunniteltu
jäykille systeemeille, ja kun parametrit α ja k on vielä valittu siten, että ratkaisija
toimisi mahdollisimman hyvin, ode15s:stä saadaan tehokas ratkaisija niille systee-
meille, joissa C on neliömatriisi. Laskenta-aika kasvaa vähitellen, kun C:n leveyttä
n kasvatetaan.
Koska ode45 on huomattavasti tehokkaampi leveillä matriiseilla kuin neliömat-
riiseilla, herää kysymys, kuinka paljon suurempi matriisin leveyden n on oltava kor-
keuteen p verrattuna, jotta ode45 toimisi tehokkaasti. Ajetaan ylimääräisiä simulaa-
tioita 200× (200+ i) -matriiseille, missä i = 1, 2, . . ., 20. Huomataan, että ratkaisija
on jo selvästi nopeampi kuin neliömatriisin tapauksessa, kun i = 2 tai i = 3. Kun
i ≥ 10, ode45-ratkaisijan laskenta-ajat alkavat olla samaa luokkaa kuin ode15s:n,
ja kun i ≥ 15, ode45 on jo selvästi nopeampi kuin ode15s.
Simulaatioiden perusteella ode15s-ratkaisija on tehokkaampi kuin ode45, kun C
on neliömatriisi. Muussa tapauksessa ode45 on tehokkaampi. Käytettävä ratkaisija
voidaan valita esimerkiksi seuraavan periaatteen mukaan, kun C on kokoa p× n:
• ode15s, kun 0 ≤ n− p < 10.
• ode45, kun n− p ≥ 10.
3.4 Parametrien valinta
Tässä kappaleessa on käsitelty, miten parametrit k > 0 ja α > 0 kannattaa valita,
jotta differentiaaliyhtälöiden ratkaisufunktiot ode45 sekä ode15s toimisivat mah-
dollisimman tehokkaasti. Parametri C˜∗ on valittu tässä luvussa seuraavalla tavalla:
C˜∗ = C∗. Yhtälön (3.13) perusteella α on vain skaalauskerroin Ac:n ominaisarvoille.
Oletetaan siksi, että α:lle voidaan valita jokin kiinteä arvo, joka ei riipu parametreis-
ta k ja C˜∗. Sen sijaan juurrettavassa esiintyvä lauseke (4kσ2j − 1) riippuu kummas-
takin parametrista k ja C˜∗. On tärkeää selvittää k:lle sopiva arvo, jotta matriisin
Ac ominaisarvot saadaan asetettua haluttuun paikkaan kompleksitasossa, ja näin
systeemin jäykkyyttä ja värähtelyä voidaan säädellä. Luvussa 3.5 käsitellään vaih-
toehtoisia tapoja valita C˜∗, ja niillä valinnoilla myös parametri k on muodostettava
eri tavalla.
3.4.1 Parametri k
Tarkastellaan differentiaaliyhtälösysteemiä (3.3) tapauksessa, jossa Ac on valittu
kaavan (3.18) mukaisesti. Nyt siis parametri C˜∗ on valittu C:n konjugaattitrans-
poosiksi. Jos systeemissä on paljon värähtelyä, esimerkiksi jos ominaisarvot ovat
imaginaarisia (k > 14σ2p ) mutta eivät kuulu ±45
◦ sektoriin, niin differentiaaliyhtälön
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ratkaiseminen on hyvin hidasta DY-ratkaisijoilla. Tarkastellaan tapauksia, joissa C
on normaalijakaumaa N(0, 1) noudattava satunnaisesti generoitu 100×100 -matriisi
ja joissa parametri k on valittu seuraavalla tavalla:
k = 14σ2p
,
missä σp on C:n pienin singulaariarvo. Valitaan parametrille α kokeellinen arvo 0,1.
Merkitään T :llä aikaa, joka DY-ratkaisijalla kuluu yhtälön Cx = r ratkaisemiseen
toleranssilla tol = 5,0·10−3. Matriisin C kuntoluku cond(C), parametri k ja laskenta-
aika T MATLAB:in ratkaisijafunktioille ode45 ja ode15s on esitetty taulukossa 3.1.
Taulukko 3.1: Laskenta-aikoja C:n ollessa satunnaisesti generoitu 100×100 -matriisi ja systeemin
ollessa voimakkaasti värähtelevä. Sarakkeissa on lueteltuna C:n kuntoluku, parametrin k arvo,
ode45-ratkaisijan laskenta-aika sekunteina ja ode15s-ratkaisijan laskenta-aika sekunteina 10 eri
matriisille. Värähtelevälle systeemille ode45 on nopeampi ratkaisija.
cond(C) k Tode45 (s) Tode15s (s)
140,2 11,9 6,1 24,7
149,6 15,9 9,8 22,5
194,3 24,0 8,5 36,0
244,6 39,7 11,4 36,8
399,8 102,2 25,1 76,2
471,4 151,4 56,2 248,0
693,3 312,8 77,4 162,3
805,4 431,1 108,0 165,2
1218,5 947,3 237,4 504,0
1348,6 1205,9 255,1 333,2
keskiarvo: 79,5 160,9
Huomataan, että satunnaisesti generoidulla 100 × 100 -matriisilla on melko suu-
ri kuntoluku. Kun parametri k on suuri, systeemissä esiintyy voimakasta värähte-
lyä, joka hidastaa DY-ratkaisijoita merkittävästi. Kuitenkin ode45 ratkaisee DY-
systeemin selvästi nopeammin kuin ode15s. Yleisesti ode45 on kaikissa muissa ti-
lanteissa ode15s:ää nopeampi ratkaisija paitsi jäykkien systeemien tapauksissa.
Olkoon C edelleen satunnaisesti generoitu 100 × 100 -matriisi. Valitaan nyt pa-
rametri k seuraavalla tavalla:
k = 100 · 12σ21
,
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missä σ1 on C:n suurin singulaariarvo. Kerroin 100 on valittu sen takia, että va-
linnalla k = 12σ21 systeemi näyttäisi olevan niin jäykkä, ettei ode45 pysty useimmis-
sa tapauksissa ratkaisemaan probleemaa lainkaan. Kerroin suurentaa parametria
k, jolloin systeemin jäykkyys vähenee. Nyt suurin osa matriisin Ac ominaisarvoista
kuuluu ±45◦ sektoriin reaaliakseliin nähden, mutta osa ominaisarvoista leviää nega-
tiiviselle reaaliakselille, mikä selittää systeemin jäykkyyden. Asetetaan parametrille
α edelleen heuristisesti saatu arvo 0,1. Lisäksi asetetaan DY-ratkaisijoille aikaraja
Tmax = 15 min = 900 s. Jos tämä aikaraja ylittyy, keskeytetään systeemin ratkai-
su ja todetaan, että ratkaisun hakemisessa meni liian kauan aikaa. Ajetaan MAT-
LAB:issa simulaatioita näillä asetuksilla. Matriisin C kuntoluku cond(C), parametri
k ja laskenta-aika T DY-ratkaisijoille ode45 ja ode15s on esitetty taulukossa 3.2.
Taulukko 3.2: Laskenta-aikoja C:n ollessa satunnaisesti generoitu 100×100 -matriisi ja systeemin
ollessa jäykkä. Sarakkeissa on lueteltuna C:n kuntoluku, parametrin k arvo, ode45-ratkaisijan
laskenta-aika sekunteina ja ode15s-ratkaisijan laskenta-aika sekunteina 10 eri matriisille. Laskenta-
aika 900 s tarkoittaa, että ratkaisua ei ehditty hakea annetussa aikarajassa. Jäykälle systeemille
ode15s on usein selvästi nopeampi ratkaisija.
cond(C) k Tode45 (s) Tode15s (s)
82,6 0,1341 9,0 6,4
90,9 0,1363 8,5 6,1
151,6 0,1347 33,4 11,9
243,5 0,1361 50,6 14,9
299,6 0,1309 492,0 61,1
338,4 0,1264 559,9 67,5
363,7 0,1343 468,1 66,2
942,1 0,1291 900,0 900,0
1068,3 0,1397 900,0 582,8
7916,8 0,1316 900,0 900,0
keskiarvo: 432,2 261,7
Huomataan, että parametrin k ollessa pieni laskenta-ajat ovat systeemin jäykkyy-
destä johtuen suuret, joskin ode15s-ratkaisija on toisinaan huomattavasti nopeampi
kuin ode45. On järkevää, että ode15s on tässä tapauksessa nopeampi ratkaisija, sillä
ode15s on suunniteltu nimenomaan jäykille systeemeille. Verrataan vielä taulukoi-
den 3.1 ja 3.2 tuloksia. Satunnaisesti generoidulla 100×100 -matriisilla kuntoluku voi
vaihdella hyvinkin paljon. Kummassakin taulukossa on tapaus, jossa kuntoluvulle
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pätee cond(C) ≈ 150. Tällaisessa tapauksessa laskenta-ajat olivat seuraavanlaisia:
pieni k =⇒ Tode45 ≈ 35 s, Tode15s ≈ 10 s,
suuri k =⇒ Tode45 ≈ 10 s, Tode15s ≈ 25 s.
Pienen k:n tapauksessa ode15s ratkaisi siis systeemin suunnilleen yhtä nopeasti kuin
ode45 suuren k:n tapauksessa. Kuitenkin ode45 oli pienen k:n tapauksessa selväs-
ti hitaampi kuin ode15s suuren k:n tapauksessa. Taulukossa 3.1 oli myös tapaus,
jossa cond(C) ≈ 1200, ja taulukossa 3.2 oli tapaus, jossa cond(C) ≈ 1100. Huoma-
taan, että kuntoluvun kasvaessa myös laskenta-aika kasvaa pääsääntöisesti. Edellä
mainittujen kuntolukujen matriiseilla oli seuraavat laskenta-ajat:
pieni k =⇒ Tode45 > 900 s, Tode15s ≈ 600 s,
suuri k =⇒ Tode45 ≈ 250 s, Tode15s ≈ 500 s.
Kummassakin tapauksessa laskenta-ajat olivat pitkiä, mutta parametrin k ollessa
suuri sekä ode45 että ode15s ratkaisivat systeemin nopeammin kuin pienen k:n
tapauksessa.
Annetaan seuraavaksi parametrin k saada reaalilukuarvoja väliltä
1
10σ21
≤ k ≤ 10
σ2p
,
ratkaistaan differentiaaliyhtälö (3.3) ratkaisijoilla ode45 ja ode15s ja kirjataan las-
kentaan käytetty aika. Koska laskenta-ajat voivat vaihdella hyvin paljon lausekkees-
ta 1
σ2i
riippuen, asetetaan laskennan nopeuttamiseksi ratkaisijoille aikaraja kullakin
k:n arvolla. Jos ratkaisua ei ole saavutettu 15 sekunnin kuluessa, todetaan para-
metrin k arvo laskennallisesti tehottomaksi ja siirrytään seuraavaan k:n arvoon.
Tarkastellaan laskenta-aikoja C:n ollessa ensin 100 × 100 -neliömatriisi ja sitten
150× 350 -matriisi. Ratkaisijoilla ode45 ja ode15s saadut laskenta-ajat neliömatrii-
sin tapauksessa on esitetty kuvissa 3.7 ja 3.8, vastaavasti. Leveän matriisin tapauk-
sessa ode45:llä ja ode15s:llä saadut laskenta-ajat on esitetty kuvissa 3.9 ja 3.10,
vastaavasti. Kuvissa 3.7–3.10 on laskenta-ajan lisäksi merkitty samaan kuvaajaan
ne parametrin k arvot, joilla matriisin Ac ominaisarvoihin tulee aina yksi komplek-
silukupari enemmän. Näin käy, kun k = 14σ2i .
Valitaan jatkossa parametri k mahdollisimman suureksi, jotta ode45-ratkaisija
toimisi mahdollisimman tehokkaasti. Kuvan 3.7 perusteella valitaan k lausekkeiden
1
4σ2p−1
ja 14σ2p keskiarvoksi:
k = 12
(
1
4σ2p−1
+ 14σ2p
)
= 18
(
1
σ2p−1
+ 1
σ2p
)
. (3.25)
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Kuva 3.7: Ratkaisijan ode45 laskenta-ajat parametrin k eri arvoilla, kun C on kokoa 100 ×
100. Samaan kuvaajaan on merkitty timantti  niiden k:n arvojen kohtaan, joilla matriisin Ac
ominaisarvoihin tulee yksi kompleksilukupari enemmän. Uusi kompleksinen juuripari muodostuu
aina rajalla k = 14σ2
i
, missä i = 1, 2, . . ., p. Laskenta-aika on lyhimmillään, kun 14σ2
p−1
≤ k ≤ 14σ2p .
Huomaa, että x-akseli on logaritmisesti skaalattu.
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Kuva 3.8: Ratkaisijan ode15s laskenta-ajat parametrin k eri arvoilla, kun C on kokoa 100 ×
100. Simulaatiossa on käytetty samaa matriisia ja samaa systeemiä kuin kuvan 3.7 simulaatiossa.
Samaan kuvaajaan on merkitty timanteilla  ne k:n arvot, joilla matriisin Ac ominaisarvoihin tulee
yksi kompleksilukupari enemmän. Laskenta-aika on lyhimmillään, kun k ≤ 14σ21 . Huomaa, että
x-akseli on logaritmisesti skaalattu.
Vastaavasti kuvan 3.8 perusteella valitaan ode15s-ratkaisijalle parametrin k arvoksi
k = 14σ21
, (3.26)
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Kuva 3.9: Ratkaisijan ode45 laskenta-ajat parametrin k eri arvoilla, kun C on kokoa 150 × 350.
Samaan kuvaajaan on merkitty timanteilla  ne k:n arvot, joilla matriisin Ac ominaisarvoihin tulee
yksi kompleksilukupari enemmän. Laskenta-aika on lyhimmillään, kun 14σ2144 ≤ k ≤
1
4σ2145
. Huomaa,
että x-akseli on logaritmisesti skaalattu.
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Kuva 3.10: Ratkaisijan ode15s laskenta-ajat parametrin k eri arvoilla, kun C on kokoa 150 ×
350. Simulaatiossa on käytetty samaa matriisia ja samaa systeemiä kuin kuvan 3.9 simulaatiossa.
Samaan kuvaajaan on merkitty timanteilla  ne k:n arvot, joilla matriisin Ac ominaisarvoihin tulee
yksi kompleksilukupari enemmän. Laskenta-aika on lyhimmillään, kun k ≤ 14σ21 . Huomaa, että
x-akseli on logaritmisesti skaalattu.
koska pienillä k:n arvoilla aaltoilu on pientä ja koska ratkaisija on tarkoitettu jäykille
systeemeille.
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3.4.2 Parametri α
Selvitetään seuraavaksi, miten parametri α kannattaa valita. Tähän mennessä α:lle
on käytetty kokeilemalla saatua arvoa 0,1. Annetaan α:n saada reaalilukuarvoja
väliltä
1
1000 ≤ α ≤ 10
ja ratkaistaan differentiaaliyhtälö ratkaisijoilla ode45 ja ode15s. Valitaan C˜∗ = C∗
ja asetetaan parametri k kaavan (3.25) mukaisesti ode45-ratkaisijalle, ja kaavan
(3.26) mukaisesti ode15s-ratkaisijalle. Kirjataan laskentaan käytetty aika. Simulaa-
tioissa havaitaan, ettei parametrin α valinta ole laskenta-ajan kannalta läheskään
yhtä merkittävä kuin parametrin k valinta. Laskenta-ajat eri α:n arvoilla on piirretty
ode45-ratkaisijalle kuvaan 3.11 ja ode15s-ratkaisijalle kuvaan 3.12.
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Kuva 3.11: Laskenta-ajat eri α:n arvoilla, kun differentiaaliyhtälön ratkaisemiseen käytetään
ode45:tä. Vasemmassa kuvaajassa matriisi C on kokoa 100 × 100, oikeassa kuvaajassa C on ko-
koa 500 × 1250. Neliömatriisin tapauksessa laskenta-aika on pienimmillään, kun α ≤ 0,1. Leveän
matriisin tapauksessa laskenta-aikojen vaihtelut ovat melko pieniä. Huomaa, että x-akseli on kum-
massakin kuvaajassa skaalattu logaritmisesti.
Kuvien 3.11 ja 3.12 perusteella valitaan jatkossa parametri α seuraavalla tavalla:
αode45 =
1
100 ja αode15s = 10. (3.27)
Parametrin valinnassa on painotettu sitä, että α vaikuttaa laskenta-aikoihin enem-
män neliömatriiseilla kuin leveillä matriiseilla. Samat α:n arvot toimivat hyvin myös
muilla parametrien C˜∗ ja k valinnoilla, koska matriisin Ac ominaisarvojen lausek-
keessa (3.13) α on vain skaalauskerroin, joka ei riipu parametreista C˜∗ ja k.
Muista differentiaaliyhtälöiden ratkaisijoista ode23 ja ode113 on tarkoitettu epä-
jäykille systeemeille, ja ne toimivat tehokkaasti, kun parametrit α ja k valitaan
samoin kuin ode45:lle. Ratkaisijat ode23s, ode23t ja ode23tb on tarkoitettu jäy-
kille systeemeille, ja vastaavasti ne toimivat tehokkaasti, kun α ja k valitaan kuten
ode15s:lle.
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Kuva 3.12: Laskenta-ajat eri α:n arvoilla, kun differentiaaliyhtälön ratkaisemiseen käytetään
ode15s:ää. Vasemmassa kuvaajassa matriisi C on kokoa 300×300, oikeassa kuvaajassa C on kokoa
300×750. Matriisit valittiin ode15s:lle eri kokoisiksi kuin ode45:lle (kuva 3.11), koska ratkaisijoista
ode15s oli selvästi nopeampi neliömatriisien tapauksessa ja selvästi hitaampi leveillä matriiseilla.
Neliömatriisilla laskenta-aika on pienimmillään, kun α on mahdollisimman suuri. Leveällä matriisil-
la laskenta-aikojen vaihtelut ovat melko pieniä. Huomaa, että x-akseli on kummassakin kuvaajassa
skaalattu logaritmisesti.
3.5 Singulaariarvohajotelman hyödyntäminen differentiaaliyhtä-
lön ratkaisemiseksi
Tarkastellaan vaihtoehtoista lähestymistapaa, jolla matriisin Ac ominaisarvot saa-
daan haluttuun paikkaan kompleksitasossa riippumatta matriisin C singulaariar-
voista. Aikaisemmin ominaisarvoille johdettiin seuraava lauseke (kaava (3.13)):
λi =
α
2
(
−1±
√
1− 4kσ2i
)
, i = 1, 2, . . . , p.
Tarkkaan ottaen nämä 2p ominaisarvoa ovat muotoa
λi =
α
2
(
−1±
√
1− 4kσiσ˜i
)
, i = 1, 2, . . . , p, (3.28)
missä σi on C:on singulaariarvo ja σ˜i on parametrina toimivan matriisin C˜∗:n sin-
gulaariarvo. Aiemmin valittiin C˜∗ = C∗. Matriisilla ja sen konjugaattitranspoosilla
on samat singulaariarvot, joten tässä tapauksessa oli σ˜i = σi. Entä jos parametri
C˜∗ valittaisiinkin jollain toisella tavalla? Esitellään kaksi vaihtoehtoista tapaa valita
C˜∗. Kumpikin menetelmä vaikuttaa siihen, miten parametri k kannattaa valita.
3.5.1 Parametrina pseudoinverssi
Määritelmän 2.1.17 nojalla matriisin C pseudoinverssi C+ = V Λ+U∗ on kooltaan
n× p, ja Λ+:n diagonaalialkiot ovat 1
σ1
, 1
σ2
, . . ., 1
σp
. Kun valitaan C˜∗ = C+, saadaan
matriisin C˜∗ singulaariarvoiksi σ˜i = 1σi . Tällöin yhtälöstä (3.28) saadaan matriisin
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Ac ominaisarvoiksi:
λi =
α
2
(
−1±
√
1− 4kσi 1
σi
)
= α2
(
−1±√1− 4k
)
, i = 1, 2, . . . , p. (3.29)
Näin p kappaletta Ac:n ominaisarvoista saadaan asetettua samaan pisteeseen −α2 +
α
2
√
1− 4k, ja toiset p kappaletta pisteeseen −α2 − α2
√
1− 4k. Loput n − p ominai-
sarvoa sijaitsevat luvun 3.2 sivun 36 tuloksen perusteella pisteessä −α.
Huomataan, että ominaisarvot ovat reaalisia, kun 1− 4k ≥ 0, eli
k ≤ 14 .
Jos halutaan, että ominaisarvot ovat kompleksisia ja sijaitsevat ±45◦ sektorissa re-
aaliakseliin nähden, on oltava
1
4 < k ≤
1
2 .
Esimerkiksi kun k = 12 , ominaisarvoille on voimassa
λi =
α
2
(
−1±√−1
)
= α2 (−1± i) ,
jolloin |Re(λi)| = |Im(λi)| = α2 , ja ominaisarvot sijaitsevat ±45◦ kulmassa reaaliak-
selista katsottuna, i = 1, 2, . . ., p.
Ratkaistaan differentiaaliyhtälö (3.3) eri parametrin k arvoilla, kun
Ac =
−αIn −kα2C+
C O
 , (3.30)
parametri α valitaan kaavan (3.27) mukaisesti ja k saa arvot
1
100 ≤ k ≤ 10.
Ajetaan simulaatio sadalla eri 750 × 750 -neliömatriisilla ja lasketaan ratkaisijoi-
den keskimääräiset laskenta-ajat kullakin k:n arvolla. Ajan säästämiseksi asete-
taan ode45:lle aikarajaksi 15 sekuntia jokaisella yksittäisellä k:n arvolla. Ratkaisi-
jan ode45 laskenta-ajat on esitetty kuvassa 3.13, ja ratkaisijan ode15s laskenta-ajat
kuvassa 3.14.
Tutkitaan vielä simulaatioiden avulla, muuttuuko laskenta-aikojen kuvaajan muo-
to merkittävästi, kun matriisi onkin leveä. Valitaan edelleen parametri k väliltä
1
100 ≤ k ≤ 10,
parametri α kaavan (3.27) mukaan ja matriisi Ac siten, että se on muotoa (3.30).
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Kuva 3.13: Ratkaisijan ode45 keskimääräiset laskenta-ajat 750× 750 -matriisille C parametrin k
eri arvoilla, kun differentiaaliyhtälön ratkaisussa hyödynnetään C:n pseudoinverssiä (C˜∗ = C+).
Kullakin k:n arvolla laskenta-aika on saatu 100 simulaation keskiarvona. 15 sekunnin laskenta-aika
tarkoittaa, ettei systeemiä saatu ratkaistua 15 sekunnin aikarajaan mennessä. Keskimääräinen
laskenta-aika on pienimmillään, kun 0,30 ≤ k ≤ 0,35. Huomaa, että x-akseli on logaritmisesti
skaalattu.
Ratkaistaan sitten differentiaaliyhtälö (3.30) sadalla eri 500×1250 -matriisilla käyt-
täen ratkaisijoita ode45 ja ode15s. Asetetaan jälleen yksittäiseen k:n arvoon liit-
tyväksi maksimilaskenta-ajaksi 15 sekuntia. Ratkaisijoiden ode45 ja ode15s keski-
määräiset laskenta-ajat on esitetty kuvassa 3.15.
Huomataan, että matriisin koosta sekä ratkaisijasta riippumatta laskenta-ajat
ovat pienimmillään, kun 0,30 ≤ k ≤ 0,35. Valitaan siis
k = 0,325. (3.31)
Tällöin matriisin Ac ominaisarvoille λi on voimassa kaikilla i = 1, 2, . . ., p:
λi =
α
2
(
−1±√1− 4 · 0,325
)
= α2
(
−1± i√0,3
)
,
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Kuva 3.14: Ratkaisijan ode15s keskimääräiset laskenta-ajat 750 × 750 -matriisille C parametrin
k eri arvoilla, kun differentiaaliyhtälön ratkaisussa hyödynnetään C:n pseudoinverssiä (C˜∗ = C+).
Kullakin k:n arvolla laskenta-aika on saatu 100 simulaation keskiarvona. 15 sekunnin laskenta-
aika tarkoittaa, ettei systeemiä saatu ratkaistua 15 sekunnin aikarajaan mennessä. Kuten ode45-
ratkaisijalla, keskimääräinen laskenta-aika on pienimmillään myös ode15s:llä, kun 0,30 ≤ k ≤ 0,35.
Huomaa, että x-akseli on logaritmisesti skaalattu.
ja kulma reaaliakseliin nähden on
|θ| =
∣∣∣∣∣arctan
(
Im(λi)
Re(λi)
)∣∣∣∣∣
=
∣∣∣∣∣arctan
(±√0,3 · α/2
−α/2
)∣∣∣∣∣
=
∣∣∣arctan(√0,3)∣∣∣
≈ 28,71◦.
(3.32)
Ominaisarvot ovat siis ±28,71◦ kulmassa reaaliakseliin nähden. Tällöin ne kuuluvat
±45◦ sektoriin, eikä systeemi myöskään ole jäykkä.
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Kuva 3.15: Vasemmassa kuvaajassa on ratkaisijan ode45 keskimääräiset laskenta-ajat 500× 1250
-matriisille C parametrin k eri arvoilla, ja oikeassa kuvaajassa vastaavasti ode15s:n laskenta-ajat,
kun differentiaaliyhtälön ratkaisussa hyödynnetään C:n pseudoinverssiä (C˜∗ = C+). Kullakin k:n
arvolla laskenta-aika on saatu 100 simulaation keskiarvona. 15 sekunnin laskenta-aika tarkoittaa,
ettei systeemiä saatu ratkaistua 15 sekunnin aikarajaan mennessä. Kuten oikeasta kuvaajasta huo-
mataan, pseudoinverssin käyttö on melko tehotonta ode15s:llä, kun C on leveä matriisi. Kummal-
lakin ratkaisijalla keskimääräinen laskenta-aika on pienimmillään, kun 0,30 ≤ k ≤ 0,35. Huomaa,
että x-akseli on logaritmisesti skaalattu.
3.5.2 Parametrina skaalausmatriisi
Tarkastellaan seuraavaksi differentiaaliyhtälöä (3.3), kun
Ac =
−αIn −kα2C˜∗
C O

ja C˜∗ valitaan singulaariarvohajotelman avulla siten, että C:n singulaariarvot eivät
supistukaan. Kaavan (3.28) perusteella matriisin Ac ominaisarvot ovat muotoa
λi =
α
2
(
−1±
√
1− 4kσiσ˜i
)
, i = 1, 2, . . . , p,
missä σi on C:n singulaariarvo ja σ˜i matriisin C˜∗ singulaariarvo. Luvussa 3.3 näytet-
tiin, että ode45 ratkaisee differentiyhtälösysteemejä huomattavasti tehokkaammin
C:n ollessa leveä matriisi verrattuna tapaukseen, jossa C on neliömatriisi. Ilmiön
selityksenä oli lyhyesti sanottuna se, että leveän matriisin singulaariarvot ovat suu-
rempia kuin neliömatriisin. Tällöin yllä olevassa yhtälössä myös lauseke σiσ˜i on
suurempi leveillä matriiseilla kuin neliömatriiseilla, jolloin Ac:n ominaisarvojen re-
aaliosat pysyvät kaukana imaginaariakselilta ja ominaisarvojen imaginaariosat ovat
pieniä. Pyritään jäljittelemään ilmiötä neliömatriisien tapauksessa kasvattamalla
lausekkeen σiσ˜i arvoa. Lauseketta halutaan kasvattaa erityisesti pienimpien singu-
laariarvojen kohdalla. Oletetaan, että C:n pienimmät singulaariarvot ovat σm, σm+1,
. . ., σp, ja lauseketta σiσ˜i halutaan kasvattaa juuri näillä indekseillä, m ≤ i ≤ p. Jos
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valitaan
σ˜i =
a2
σi
, i = m,m+ 1, . . . , p, (3.33)
niin lauseke σiσ˜i saadaan asetettua arvoon
σiσ˜i = σi
a2
σi
= a2.
Jos valitaan reaaliluku a väliltä σm < a ≤ σm−1, kaikki lausekkeet σiσ˜i, m ≤ i ≤ p,
saadaan nostettua arvoon a2. Muille singulaariarvoille voidaan valita σ˜i = σi, jolloin
σiσ˜i =
σ
2
i , kun 1 ≤ i ≤ m− 1
a2, kun m ≤ i ≤ p
.
Jotta lauseke σiσ˜i olisi mahdollisimman suuri, kun m ≤ i ≤ p, valitaan a = σm−1,
jolloin kaikki (p−m+ 1) pienintä lauseketta skaalautuvat arvoon σ2m−1.
Simulaatioissa osoittautuu, että laskenta on tehokkainta, kun m = 2 ja valitaan
a = σ1. Tällöin σiσ˜i = σ21, kun 2 ≤ i ≤ p. Tällöin kaikki paitsi suurinta singu-
laariarvoa vastaava lauseke on skaalattu suurimman singulaariarvon mukaan. Kun
lisäksi valitaan σ˜1 = σ1, kaikille lausekkeille pätee σiσ˜i = σ21, i = 1, 2, . . ., p. Seu-
raava kysymys on, miten matriisin C˜∗ singulaariarvot saadaan kaavan (3.33) mukai-
seen muotoon. Tiedetään, että singulaariarvohajotelman avulla C voidaan esittää
muodossa C = UΛV ∗. Muodostetaan C˜∗:lle Λ+:a vastaava digonaalimatriisi, joka
skaalaa lausekkeet σiσ˜i arvoon σ21:
Λσ21 =

σ1 0 . . . 0
0 σ21/σ2 . . . 0
... ... . . . ...
0 0 . . . σ21/σp
... ... . . . ...
0 0 . . . 0

. (3.34)
Skaalausmatriisi Λσ21 on siis kokoa n× p, n ≥ p. Kun nyt valitaan
C˜∗ = V Λσ21U∗ =: Cσ21 , (3.35)
matriisin Ac ominaisarvoiksi saadaan
λi =
α
2
(
−1±
√
1− 4kσiσ˜i
)
= α2
(
−1±
√
1− 4kσ21
)
, i = 1, 2, . . . , p.
Näin pienten singulaariarvojen vaikutus saadaan eliminoitua. Matriisia Cσ21 sano-
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taan C:n skaalausmatriisiksi. Kun huomataan, että Λσ21 = σ21Λ+, saadaan skaalaus-
matriisin ja pseudoinverssin välille seuraava yhteys:
Cσ
2
1 = V Λσ21U∗ = V σ21Λ+U∗ = σ21(V Λ+U∗) = σ21C+.
Parametrin k valinnasta tiedetään, että matriisin Ac ominaisarvot ovat komplek-
sisia, kun
k >
1
4σ21
= 1/4
σ21
.
Simulaatioiden avulla havaitaan, että laskenta-ajat ovat pienimmillään, kun para-
metri k saa arvot
3/10
σ21
≤ k ≤ 6/10
σ21
. (3.36)
Kun k valitaan yhtälön (3.36) alarajan mukaan, Ac:n ominaisarvot ovat kaikilla
i = 1, 2, . . ., p
λi =
α
2
−1±
√√√√1− 43/10
σ21
σ21

= α2
(
−1±
√
1− 12/10
)
= α2
(
−1± i
√
1/5
)
,
ja kulma reaaliakseliin nähden on
|θ| =
∣∣∣∣∣arctan
(
Im(λi)
Re(λi)
)∣∣∣∣∣
=
∣∣∣∣∣arctan
(±1/√5 · α/2
−α/2
)∣∣∣∣∣
=
∣∣∣arctan(1/√5)∣∣∣
≈ 24,09◦.
(3.37)
Ominaisarvot ovat nyt siis ±24,09◦ kulmassa reaaliakseliin nähden. Ne kuuluvat
±45◦ sektoriin, eikä systeemi myöskään ole jäykkä. Jos taas k valitaan yhtälön
(3.36) ylärajan mukaan, Ac:n ominaisarvot ovat kaikilla i = 1, 2, . . ., p
λi =
α
2
−1±
√√√√1− 46/10
σ21
σ21

= α2
(
−1±
√
1− 12/5
)
= α2
(
−1± i
√
7/5
)
,
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ja kulma reaaliakseliin nähden on
|θ| =
∣∣∣∣∣arctan
(
Im(λi)
Re(λi)
)∣∣∣∣∣
=
∣∣∣∣∣∣arctan
±
√
7/5 · α/2
−α/2
∣∣∣∣∣∣
=
∣∣∣∣arctan(√7/5)∣∣∣∣
≈ 49,80◦.
(3.38)
Nyt ominaisarvot ovat siis ±49,80◦ kulmassa reaaliakseliin nähden, eli hieman ±45◦
sektorin ulkopuolella. Systeemi ei ole jäykkä. Simulaatioiden perusteella valitaan k
ratkaisijoille ode45 ja ode15s seuraavalla tavalla:
kode45 =
0,475
σ21
ja kode15s =
0,375
σ21
. (3.39)
Tällöin ominaisarvojen kulmat reaaliakseliin nähden ovat
θode45 ≈ ±43,49◦ ja θode15s ≈ ±35,26◦. (3.40)
3.5.3 Singulaariarvohajotelman kannattavuus eri kokoisilla mat-
riiseilla
Mikäli tarkoituksena olisi ratkaista vain yksittäinen yhtälöryhmä Cx = r, ratkaisu
voitaisiin muodostaa jo C:n singulaariarvohajotelman avulla, sillä kappaleen 2.1.3
perusteella yhtälöryhmän eräs ratkaisu on x = C+r. Tutkimuskysymyksen kannalta
on kuitenkin oleellisesta ratkaista yhtälöryhmä Cixi = ri toistuvasti, i = 1, 2, . . ., N .
Siksi singulaariarvohajotelman tarkoituksena ei ole suoraan ratkaista yhtälöryhmää
vaan nopeuttaa DY-ratkaisijaa.
Kuvissa 3.13–3.15 tehdyissä simulaatioista huomattiin, että singulaariarvohajo-
telma näyttäisi nopeuttavan differentiaaliyhtälön ratkaisua enemmän neliömatrii-
seilla kuin leveillä matriiseilla. Tutkitaan, miten singulaariarvohajotelmaa hyödyn-
täessä ratkaisijoiden laskenta-ajat muuttuvat, kun matriisin C leveyttä kasvatetaan.
Tarkastellaan jälleen p × n -matriiseja C, joilla p = 200 ja n saa arvot n1 = 200,
n2 = 250, . . ., n17 = 1000. Käydään erikseen läpi tapaukset C˜∗ = C+ ja C˜∗ = Cσ
2
1 .
Valitaan parametrin k arvo C+:lle kaavan (3.31) mukaan ja Cσ21 :lle kaavan (3.39)
mukaan. Ratkaistaan differentiaaliyhtälö sekä ode45:llä että ode15s:llä. Asetetaan
parametri α kaavan (3.27) mukaisesti: ode45:lle 1100 ja ode15s:lle 10. Jokaista mat-
riisikokoa p×ni kohti generoidaan 1000 erilaista matriisia, ja kyseisen koon laskenta-
aika saadaan laskenta-aikojen keskiarvona. Verrataan saatuja tuloksia aiempiin ku-
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vien 3.5 ja 3.6 tuloksiin, joissa ei hyödynnetty singulaariarvohajotelmaa vaan käytet-
tiin konjugaattitranspoosia. Aiemmissa luvuissa siis matriisille B = −kα2C˜∗ valit-
tiin C˜∗ = C∗, mutta singulaariarvohajotelmaa käytettäessä valitaan joko C˜∗ = C+
tai C˜∗ = Cσ21 . Matriisille C˜∗ on siis yhteensä 3 vaihtoehtoa: konjugaattitranspoosi
C∗, pseudoinverssi C+ ja skaalausmatriisi Cσ21 . Näistä kaksi jälkimmäistä käyttävät
singulaariarvohajotelmaa. Katsotaan, minkä kokoisilla matriiseilla singulaariarvoha-
jotelman hyödyntäminen on kannattavaa. Keskimääräiset laskenta-ajat ode45:lle on
esitetty kuvassa 3.16 ja ode15s:lle kuvassa 3.17.
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Kuva 3.16: Ratkaisijan ode45 keskimääräiset laskenta-ajat p × n -matriisille C, missä matriisin
korkeus p = 200 ja leveyttä n kasvatetaan. Kullakin leveydellä ni laskenta-aika on saatu 1000
simulaation keskiarvona, ni = 200, 250, . . ., 1000. Kuvaajaan on piirretty rasteilla × laskenta-ajat
tapauksessa, jossa käytetään C:n konjugaattitranspoosia, eli kun C˜∗ = C∗ ja B = −kα2C∗. Arvot
on otettu kuvasta 3.5, joskin 200×200 -matriisin laskenta-aika on jätetty piirtämättä johtuen siitä,
että laskentaan kului paljon enemmän aikaa kuin muun kokoisilla matriiseilla. Samaan kuvaajaan
on myös piirretty timanteilla ♦ laskenta-ajat C:n pseudoinverssiä hyödynnettäessä, eli kun C˜∗ =
C+ ja B = −kα2C+. Kolmantena on vielä piirretty neliöillä  laskenta-ajat C:n skaalausmatriisia
hyödynnettäessä, eli kun C˜∗ = Cσ21 ja B = −kα2Cσ21 . Neliömatriiseilla skaalausmatriisin käyttö
on tehokkainta, kun taas leveillä matriiseilla on nopeinta käyttää konjugaattitranspoosia.
Verrataan ensin konjugaattitranspoosin C∗ ja pseudoinverssin C+ käytön te-
hokkuutta. Simulaatioiden perusteella näyttäisi siltä, että pseudoinverssin käyttö
on kannattavampaa ode45-ratkaisijalle, kun n ≤ 2p, ja ode15s-ratkaisijalle, kun
n ≤ 3p. Kuvien 3.16 ja 3.17 laskenta-ajoissa on kuitenkin laskettu vain differentiaa-
3. DY-ratkaisijan toiminta ja parametrit 61
200 300 400 500 600 700 800 900 1000
0
1
2
3
4
5
6
matriisin C leveys n
ke
sk
im
ää
rä
in
en
 la
sk
en
ta
−a
ik
a 
(s)
 
 
B = −kα2C*
B = −kα2C+
B = −kα2Cσ1
2
Kuva 3.17: Ratkaisijan ode15s keskimääräiset laskenta-ajat p× n -matriisille C, missä matriisin
korkeus p = 200 ja leveyttä n kasvatetaan. Kullakin leveydellä ni laskenta-aika on saatu 1000
simulaation keskiarvona, ni = 200, 250, . . ., 1000. Kuvaajaan on piirretty rasteilla × laskenta-
ajat tapauksessa, jossa käytetään C:n konjugaattitranspoosia, eli kun C˜∗ = C∗ ja B = −kα2C∗.
Arvot on otettu kuvasta 3.6. Samaan kuvaajaan on myös piirretty timanteilla ♦ laskenta-ajat
C:n pseudoinverssiä hyödynnettäessä, eli kun C˜∗ = C+ ja B = −kα2Cσ21 . Kolmantena on vielä
piirretty neliöillä  laskenta-ajat C:n skaalausmatriisia hyödynnettäessä, eli kun C˜∗ = Cσ21 ja
B = −kα2Cσ21 . Huomataan, että skaalausmatriisin käyttö on tehokkainta kaikissa tapauksissa.
liyhtälön ratkaisuun kuluva aika. Matriisin C singulaariarvohajotelman muodosta-
miseen menee myös oma aikansa, varsinkin suurilla matriiseilla, ja tätä ylimääräistä
työtä ei ole otettu huomioon edellä mainituissa laskenta-ajoissa. Ajamalla ylimää-
räisiä simulaatioita suurilla matriiseilla huomataan, että pseudoinverssin käyttö on
kannattavaa ode45:lle, kun n ≤ 32p, ja ode15s:lle, kun n ≤ 2p. Joka tapaukses-
sa ode45:n laskenta-ajat ovat lyhyemmät kuin ode15s:n laskenta-ajat silloin, kun
käytetään C:n pseudoinverssiä. Leveillä matriiseilla pseudoinverssin käyttö ei ole
tehokasta, mutta ode45 on itsessään tehokas leveillä matriiseilla.
Pseudoinverssin C+ ja skaalausmatriisin Cσ21 vertailu on helppoa sekä ode45:llä
että ode15s:llä. Kummallakin ratkaisijalla nimittäin skaalausmatriisin käyttö on
kaikissa tilanteissa — niin neliömatriiseilla kuin leveillä matriiseilla — kannatta-
vampaa kuin pseudoinverssin käyttö. Skaalausmatriisin hyödyntäminen on jokseen-
kin tehokkaampaa ode45:llä kuin ode15s:llä.
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Viimeisenä verrataan konjugaattitranspoosin C∗ ja skaalausmatriisin Cσ21 käytön
tehokkuutta. Ratkaisijalla ode45 skaalausmatriisin käyttö on tehokkaampaa kuin
konjugaattitranspoosin, kun n ≤ 72p. Skaalausmatriisin laskemisessa tarvitaan kui-
tenkin C:n singulaariarvohajotelmaa, aivan kuten pseudoinverssin C+ laskemisessa.
Kuvien 3.16 ja 3.17 laskenta-ajoissa on otettu huomioon vain differentiaaliyhtälön
ratkaisuun kuluva aika eikä singulaariarvohajotelman muodostamiseen tarvittavaa
ylimääräistä aikaa. Samoin kuin pseudoinverssiä käytettäessä, menetelmän valin-
nassa on syytä ottaa huomioon se, että singulaariarvohajotelman muodostaminen
vaatii lisätyötä, varsinkin jos matriisit ovat dimensioiltaan suuria. Valitaan C˜∗ skaa-
lausmatriisiksi, kun n . 2p. Ratkaisijalla ode15s skaalausmatriisin hyödyntäminen
on sekä neliömatriiseilla että leveillä matriiseilla laskennallisesti tehokkaampaa kuin
konjugaattitranspoosin käyttö.
3.5.4 Yhteenveto parametrin C˜∗ valinnasta
Kootaan yhteen tässä luvussa esitellyt tavat valita C˜∗ matriisissa
Ac =
A B
C O
 ,
missä A = −αIn ja B = −kα2C˜∗:
1. C˜∗ = C∗ (konjugaattitranspoosi). Laskennallisesti yksinkertaisin tapa muo-
dostaa C˜∗. Konjugaattitranspoosi on nopea muodostaa suurillakin matriiseil-
la, ja differentiaaliyhtälön ratkaisemisen kannalta menetelmä on nopea leveillä
matriiseilla. Parametrin k valinnalla voidaan varmistaa, ettei systeemistä tu-
le jäykkä tai että matriisin Ac ominaisarvot sijaitsevat halutussa sektorissa
reaaliakseliin nähden, mutta yleensä molempia ominaisuuksia ei saada saman-
aikaisesti voimaan.
2. C˜∗ = C+ (pseudoinverssi). Jos matriisilla C on singulaariarvohajotelma C =
UΛV ∗ ja C:n singulaariarvoja ovat suuruusjärjestyksessä σ1 ≥ σ2 ≥ . . . ≥
σp > 0, niin tulo σiσ˜i saa arvon 1, kun valitaan
Λ+ =

1/σ1 0 . . . 0
0 1/σ2 . . . 0
... ... . . . ...
0 0 . . . 1/σp
... ... . . . ...
0 0 . . . 0

,
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ja asetetaan C+ = V Λ+U∗. Tällöin matriisin Ac ominaisarvot ovat muotoa
λi =
α
2
(
−1±
√
1− 4kσi 1
σi
)
= α2
(
−1±√1− 4k
)
, i = 1, 2, . . . , p.
Sopivilla parametrin k valinnoilla ominaisarvot saadaan haluttuun kulmaan
reaaliakseliin nähden, eikä systeemi ole jäykkä. Pseudoinverssi nopeuttaa dif-
ferentiaaliyhtälön ratkaisemista, kun C on neliömatriisi tai ainakin lähes ne-
liömatriisi. Haittapuolena on, että singulaariarvohajotelman muodostaminen
on laskennallisesti työlästä varsinkin suurikokoisille matriiseille.
3. C˜∗ = Cσ21 (skaalausmatriisi). Kuten pseudoinverssin tapauksessa, skaalaus-
matriisin muodostaminen perustuu myös C:n singulaariarvohajotelmaan. Ole-
tetaan jälleen, että C = UΛV ∗ ja että C:n singulaariarvot ovat suuruusjärjes-
tyksessä σ1 ≥ σ2 ≥ . . . ≥ σp > 0. Valitaan matriisi Λa2 seuraavalla tavalla:
Λa2 =

a2/σ1 0 . . . 0
0 a2/σ2 . . . 0
... ... . . . ...
0 0 . . . a2/σp
... ... . . . ...
0 0 . . . 0

.
Kun valitaan a = σ1, saadaan muodostettua Λ:n skaalausmatriisi Λσ
2
1 , ja sen
jälkeen C:n skaalausmatriisi saadaan matriisitulosta Cσ21 = V Λσ21U∗. Huoma-
taan, että C:n pseudoinverssi on oikeastaan erikoistapaus skaalausmatriisista,
ja se voidaan muodostaa valitsemalla a = 1. Valinnalla a = σ1 matriisin Ac
ominaisarvot ovat muotoa
λi =
α
2
−1±
√
1− 4kσiσ
2
1
σi
 = α2
(
−1±
√
1− 4kσ21
)
, i = 1, 2, . . . , p.
Tällä lailla C:n pienten singulaariarvojen vaikutus saadaan poistettua, ja omi-
naisarvojen kannalta systeemi käyttäytyy ikään kuin C:n kaikki singulaariar-
vot olisivat σ1. Parametrin k valinnalla Ac:n ominaisarvot saadaan haluttuun
kulmaan reaaliakseliin nähden, ja systeemin jäykkyys saadaan myös estettyä.
Skaalausmatriisi nopeuttaa differentiaaliyhtälön ratkaisua, kun C on neliö-
matriisi tai lähes sellainen, ja menetelmänä se toimii melko hyvin myös silloin,
kun C on leveä matriisi. Kuten pseudoinverssin tapauksessa, skaalausmatriisin
haittapuolena on, että singulaariarvohajotelman muodostaminen on laskennal-
lisesti työlästä varsinkin suurikokoisille matriiseille.
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Kootaan vielä ratkaisijoiden (ode45 ja ode15s) ja menetelmien (konjugaattit-
ranspoosi, pseudoinverssi ja skaalausmatriisi) tehokkuuksista yhteenveto eri matrii-
sikokojen suhteen. Vertailukriteerinä on differentiaaliyhtälön ratkaisemiseen kuluva
laskenta-aika.
• C on lähes neliömatriisi (0 ≤ n− p < 10)
– ode45 on tehokkain ratkaisija, kun käytetään singulaariarvohajotelmaa,
eli hyödynnetään C:n pseudoinverssiä tai skaalausmatriisia. Näistä kah-
desta skaalausmatriisi on jokseenkin nopeampi vaihtoehto. Ilman singu-
laariarvohajotelmaa ode45 on selvästi tehottomin.
– ode15s on tehokas ratkaisija, ja vielä tehokkaampi, kun käytetään sin-
gulaariarvohajotelmaa. Skaalausmatriisilla differentiaaliyhtälön ratkaisu
on hieman nopeampaa kuin pseudoinverssillä.
– Tehokkain menetelmä on siis ode45 singulaariarvohajotelmaa käyttävän
skaalausmatriisin kanssa.
• C on leveä matriisi (n− p ≥ 10)
– ode45 on tehokkaampi ratkaisija kuin ode15s. Mikäli n ≤ 32p, diffe-
rentiaaliyhtälön ratkaisussa on tehokkaampaa käyttää pseudoinverssiä
kuin konjugaattitranspoosia ode45:n kanssa. Skaalausmatriisi on aina
nopeampi kuin pseudoinverssi differentiaaliyhtälön ratkaisussa, ja se on
myös nopeampi kuin konjugaattitranspoosi, jos n . 2p. Muissa tapauk-
sissa eli hyvin leveillä matriiseilla ode45 toimii parhaiten, kun käytetään
konjugaattitranspoosia.
– Mikäli ratkaisijaa ode15s halutaan kuitenkin käyttää, pseudoinverssi on
kannattavampi vaihtoehto kuin konjugaattitranspoosi ode15s:n kanssa,
jos n ≤ 2p. Jos taas n > 2p, konjugaattitranspoosi on näistä kahdes-
ta parempi. Kuitenkin skaalausmatriisi on tehokkaampi kuin kumpikaan
vaihtoehto ode15s:n kanssa.
Käytetään siis ratkaisijaa ode45 aina differentiaaliyhtälön ratkaisemiseen. Jos
n . 2p, käytetään skaalausmatriisia, mutta muuten käytetään konjugaattitrans-
poosia.
3.6 Lineaarisen yhtälöryhmän online-ratkaisu
Palataan luvussa 3.1 esitettyyn tutkimuskysymykseen, jossa lineaarista yhtälöryh-
mää Cixi = ri ratkaistaan toistuvasti siten, että muutokset peräkkäisten matriisien
Ci ja vektorien ri välillä ovat hyvin pienet. Ensin hahmotellaan DY-ratkaisijalle
3. DY-ratkaisijan toiminta ja parametrit 65
periaate toistuvien ratkaisujen hakemiseksi, ja lopuksi esitetään yleinen ratkaisual-
goritmi.
3.6.1 Online-ratkaisun hahmottelu
Tarkastellaan jälleen lineaarista yhtälöryhmää
C1x1 = r1.
Yhtälöryhmän ratkaisu x1 voidaan hakea LU-hajotelman tai DY-ratkaisijan avulla.
Oletetaan, että jälkimmäisellä menetelmällä ratkaisuksi on saatu x1 = x1(t1), missä
t1 on se ajanhetki, jolloin yhtälö (3.6) toteutuu, eli
(t1) =
‖r1 − C1x1(t1)‖
‖r1‖ < tol.
Seuraavaksi yhtälöryhmään kohdistetaan jokin seuraavista häiriöistä:
1. C1:tä häiritään, r1 pysyy samana. Merkitään C2 = C1 + ∆C1 ja r2 = r1.
2. C1 pysyy samana, r1:tä häiritään. Merkitään C2 = C1 ja r2 = r1 + ∆r1.
3. Sekä C1:tä että r1:tä häiritään. Merkitään C2 = C1 + ∆C1 ja r2 = r1 + ∆r1.
Häiriön jälkeen ratkaistavana on uusi yhtälöryhmä
C2x2 = r2.
LU-hajotelmalla yhtälöryhmä on ratkaistava kokonaan uudestaan — aikaisempaa
ratkaisua x1 ei voida hyödyntää. Tarkastellaan seuraavaksi, miten differentiaaliyh-
tälösysteemi muuttuu häiriöistä. Merkitään differentiaaliyhtälöä
x′c,2(t) = Ac,2xc,2(t) + rc,2,
missä
xc,2(t) =
x2(t)
ξ2(t)
 , Ac,2 =
−αIn −kα2C˜∗
C2 O
 ja rc,2 =
 0
−r2
 .
Tarkkaavainen lukija esittää nyt hyvän kysymyksen: mikä on matriisi C˜∗? Ensim-
mäisellä “kierroksella” (ennen häiriöitä) valittiin C˜∗ = C∗1 tai singulaariarvohajo-
telmaa hyödynnettäessä joko C˜∗ = C+1 tai C˜∗ = C
σ21
1 . Rajoitutaan tarkastelemaan
tapausta, jossa singulaariarvohajotelmaa ei käytetty, eli ensimmäisellä kierroksel-
la valittiin C˜∗ = C∗1 (singulaariarvohajotelmaa käytettäessä seuraava tarkastelu on
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täysin analoginen; konjugaattitranspoosi vain korvataan pseudoinverssillä tai skaa-
lausmatriisilla). Toisella kierroksella voitaisiin päivittää parametreja α ja k sekä
matriisia C˜∗. Uudeksi matriisiksi saataisiin C˜∗ = C∗2 . Parametrien päivittäminen on
kuitenkin laskennallisesti työlästä, ja systeemi halutaan muutenkin pitää mahdol-
lisimman yksinkertaisena. Mikäli häiriö ∆C1 oletetaan pieneksi (olettaen siis, että
matriisia C1 häirittiin), matriisi Ac,2 on stabiili, vaikkei parametreja päivitettäisi-
kään. Valitaan siksi α ja k samalla tavalla kuin ensimmäisellä kierroksella, ja an-
netaan edelleen olla C˜∗ = C∗1 . Tällöin matriisissa Ac,2 on muuttunut matriisiin Ac,1
verrattuna ainoastaan vasemman alakulman lohko: C1 → C2.
Nyt differentiaaliyhtälön ratkaisussa voidaan valita alkutilaksi (ajanhetkellä t =
t1)
xc,2(t1) = xc,1(t1),
eli ensimmäisellä kierroksella saatu ratkaisu. Pienillä häiriöillä uusi ratkaisu xc,2(t2)
poikkeaa vain vähän vanhasta ratkaisusta xc,1(t1). Siksi uuden ratkaisun hakeminen
on laskennallisesti nopeaa. Lineaarisella differentiaaliyhtälösysteemillä on se etu, et-
tä yhtälöryhmä voidaan edelleen ratkaista, vaikka kerroinmatriisia häirittäisiinkin.
DY-ratkaisija on siis robusti häiriöiden suhteen. Robustisuudella tarkoitetaan ylei-
sesti ottaen sitä, että ratkaisija toimii edelleen häiriöistä huolimatta, kunhan häiriöt
pysyvät “tietyssä ympäristössä”. Tässä tapauksessa kyseiseen ympäristöön kuuluvat
sellaiset häiriöt, jotka eivät saata systeemiä epästabiiliksi.
Matriisiin C := C1 kohdistetut häiriöt poikkeuttavat matriisin Ac,i ominaisar-
voja jonkin verran kompleksitasossa. Jos jokin ominaisarvoista sattuu siirtymään
suljettuun oikeaan puolitasoon, eli systeemi muuttuu häiriöiden vaikutuksesta epäs-
tabiiliksi, systeemi saadaan uudelleen stabiiliksi päivittämällä matriisia C˜∗. Päivitys
tapahtuu siten, että C˜∗ valitaan häirityn C:n konjugaattitranspoosiksi (singulaariar-
vohajotelmaa hyödynnettäessä pseudoinverssiksi tai skaalausmatriisiksi): C˜∗ = C∗k
(tai C˜∗ = C+k tai C˜∗ = C
σ21
k ), missä Ck on (k − 1) kertaa häiritty matriisi C. Riit-
tävän pienillä häiriöillä ominaisarvot pysyvät avoimessa vasemmassa puolitasossa ja
systeemi pysyy stabiilina, mutta jos häiriöitä on paljon, voi olla järkevää aika ajoin
(esimerkiksi 100 häiriön välein, tai jos laskenta alkaa merkittävästi hidastua) päi-
vittää matriisia C˜∗ häirityn C:n avulla. Näin varmistutaan, etteivät ominaisarvot
karkaa stabiililta puolelta liian lähelle imaginaariakselia. Toisaalta, jos häiritty C
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on muotoa
Ck+1 = Ck + ∆Ck
= (Ck−1 + ∆Ck−1) + ∆Ck
= (Ck−2 + ∆Ck−2) + ∆Ck−1 + ∆Ck
...
= (C1 + ∆C1) + ∆C2 + . . .+ ∆Ck
= C1 + (∆C1 + ∆C2 + . . .+ ∆Ck),
missä häiriöt ∆Ci oletetaan riippumattomiksi ja normaalijakautuneiksi, niin häiriöi-
den summa ∆C1 + . . . + ∆Ck on myös normaalijakautunut [19, s. 59], ja monesti
häiriöt ainakin jossain määrin kumoavat toisensa. Huomaa, että jos matriisia C ei
häiritä ollenkaan, vaan kaikki häiriöt kohdistuvat vektoriin r := r1, systeemi pysyy
koko ajan stabiilina, ja ainoa muuttuva termi systeemissä on rc,i. Tällöin matriisia
Ac := Ac,1 ei tarvitse missään vaiheessa päivittää.
Ensimmäisen häiriön jälkeen systeemiä voidaan häiritä uudelleen. Merkitään jäl-
leen C3 = C2 + ∆C2 ja r3 = r2 + ∆r2. Jos C2:ta ei häiritäkään, niin ∆C2 = O, ja
jos r2:ta ei häiritä, niin ∆r2 = 0. Uudeksi differentiaaliyhtälöksi saadaan
x′c,3(t) = Ac,3xc,3(t) + rc,3,
missä
xc,3(t) =
x3(t)
ξ3(t)
 , Ac,3 =
−αIn −kα2C˜∗
C3 O
 ja rc,3 =
 0
−r3
 .
Matriisissa Ac,3 vain vasemman alakulman lohkoa eli matriisia C3 on häiritty. Oi-
kean yläkulman lohkossa valitaan edelleen C˜∗ = C∗1 (C˜∗ = C+1 tai C˜∗ = C
σ21
1 , jos
käytetään singulaariarvohajotelmaa). Häiriö ei siis vaikuta C˜∗:n valintaan. Jos en-
simmäisen häiriön jälkeen systeemille saatiin ajanhetkellä t2 ratkaisu xc,2 = xc,2(t2),
niin asetetaan häiritylle systeemille alkutilaksi
xc,3(t2) = xc,2(t2).
Differentiaaliyhtälön ratkaisussa voidaan siis jälleen hyödyntää edellisen ratkaisun
lopputilaa. Sen sijaan LU-hajotelmaa käytettäessä ratkaisu on haettava kokonaan
uudelleen. Sama periaate toistuu seuraavillakin kierroksilla, kun systeemiin kohdis-
tetaan jälleen häiriöitä. Siksi voidaan muodostaa yleinen algoritmi häirityn differen-
tiaaliyhtälösysteemin ratkaisulle.
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3.6.2 Online-algoritmi
1. Asetetaan C1 = C, C˜∗ = C∗ (tai vastaavasti C˜∗ = C+ tai C˜∗ = Cσ
2
1),
Ac,1 = Ac =
−αIn −kα2C˜∗
C O
 ja rc,1 = rc =
 0
−r
 .
Lisäksi valitaan ajanhetkellä t0 = 0 ensimmäistä alkutilaa varten jokin vektori
xc,0(t0) = xc,0.
2. Aloitetaan i:s kierros muodostamalla differentiaaliyhtälö
x′c,i(t) = Ac,ixc,i(t) + rc,i, (3.41a)
missä
xc,i(t) =
xi(t)
ξi(t)
 , Ac,i =
−αIn −kα2C˜∗
Ci O
 ja rc,i =
 0
−ri
 , (3.41b)
ja i = 1, 2, . . ., N . Valitaan alkutilaksi
xc,i(ti−1) = xc,i−1(ti−1).
3. Jos systeemi osoittautuu simulaatiossa epästabiiliksi (ratkaisun suhteellinen
virhe kasvaa ylärajaa M suuremmaksi), valitaan C˜∗ = C∗i (C˜∗ = C+i tai
C˜∗ = Cσ
2
1
i ), päivitetään parametrit α ja k ja sijoitetaan päivitetyt C˜∗, α ja k
matriisiin Ac,i. Muussa tapauksessa siirrytään suoraan vaiheeseen 4.
4. Ratkaistaan differentiaaliyhtälö (3.41) käyttämällä jotain DY-ratkaisijaa. Kun
jollain ajanhetkellä ti on voimassa
(ti) =
‖ri − Cixi(ti)‖
‖ri‖ < tol,
asetetaan numeeriseksi ratkaisuksi
xc,i = xc,i(ti).
Saatu lopputila on myös seuraavan kierroksen alkutila.
5. Häiritään matriisia Ci ja/tai vektoria ri:
Ci+1 = Ci + ∆Ci, ri+1 = ri + ∆ri.
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Häiriöissä voi olla ∆Ci = O tai ∆ri = 0. Muita systeemin osia ei muuteta.
6. Jos i < N , jatketaan seuraavalle kierrokselle (i + 1) siirtymällä kohtaan 2.
Tapauksessa i = N algoritmi päättyy.
Edellä olevassa algoritmissa kuvattua menetelmää sanotaan lineaarisen yhtälö-
ryhmän online-ratkaisuksi. Huomaa, että matriisi C˜∗ voidaan valita (vähintään)
kolmella eri tavalla, joko C:n konjugaattitranspoosiksi C∗, pseudoinverssiksi C+ tai
skaalausmatriisiksi Cσ21 . Kullakin valintatavalla on erilaiset parametrit, joten useaa
eri valintatapaa ei kannata käyttää saman algoritmiajon aikana. Toisin sanottuna,
valitaan yksi näistä kolmesta matriisityypistä, ja sen jälkeen käytetään johdonmu-
kaisesti vain sitä.
Lopuksi mainittakoon, että lineaarisen yhtälöryhmän robusti online-ratkaisu line-
aarisen differentiaaliyhtälösysteemin avulla voidaan yleistää ääretönulotteisille sys-
teemeille [23].
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4. RATKAISIJOIDEN VERTAILUA
Verrataan DY-ratkaisijan ja LU-hajotelman ratkaisuaikoja keskenään sivulla 68 esi-
tetyn online-algoritmin avulla. Vaiheessa 4 haetaan differentiaaliyhtälön (3.41) rat-
kaisu jollain DY-ratkaisijalla, esimerkiksi ode45:llä, ja otetaan aikaa, kuinka kauan
ratkaisun hakeminen kestää. Vertailun vuoksi ratkaistaan samassa vaiheessa lineaa-
rinen yhtälöryhmä Cixi = ri LU-hajotelman avulla, ja otetaan jälleen aikaa, kuinka
kauan yhtälöryhmän ratkaiseminen kestää. Pyritään selvittämään, millaisissa tilan-
teissa DY-ratkaisija on tehokkaampi kuin LU-hajotelma, ja sama toisin päin.
4.1 Periaate ratkaisijoiden vertailulle
Kootaan ensin yhteen ratkaisijoissa käytettävät parametrit. Sen jälkeen muotoillaan
simulaatioissa käytettävät häiriöt, ja määritetään myös, missä tapauksissa paramet-
rit on syytä päivittää ratkaisijoiden tehokkuuden parantamiseksi. Lopuksi esitetään
vertailualgoritmi LU-hajotelmalle ja DY-ratkaisijalle.
4.1.1 Parametrien kertaus
Ennen ratkaisijoiden vertailua kootaan yhteen, miten lineaarisessa differentiaaliyhtä-
lösysteemissä käytettävät parametrit kannattaa valita, jotta DY-ratkaisijalla lasken-
ta olisi mahdollisimman tehokasta ja laskenta-ajat mahdollisimman lyhyet. Matriisi
C ja vektori r oletetaan annetuiksi. Simulaatioissa ne valitaan satunnaisesti siten,
että C:n ja r:n alkiot noudattavat normaalijakaumaa N(0, 1). Matriisin C koko p×n
voi vaihdella siten, että C on joko neliömatriisi tai leveä matriisi, p ≤ n. Käytetään
simulaatioissa suurikokoisia matriiseja (n ≥ p ≥ 100), koska liian pienillä matriiseil-
la kummankin ratkaisijan laskenta-ajat ovat niin lyhyet, ettei aikoja käytännössä
pysty vertailemaan. Valitaan alkutila xc,0(t0) = xc,0 myös satunnaisesti siten, et-
tä alkutilan kukin komponentti noudattaa N(0, 1) -normaalijakaumaa. Systeemissä
(3.41) valitaan parametri α kaavan (3.27) mukaisesti, ode45-ratkaisijalle α = 0,01
ja ode15s:lle α = 10. Parametrin k valinta riippuu siitä, miten C˜∗ valitaan. Luvussa
3.5 esiteltiin kolme erilaista tapaa, miten C˜∗ voidaan esimerkiksi valita: matriisin
C konjugaattitranspoosiksi, pseudoinverssiksi tai skaalausmatriisiksi. Jos C˜∗ = C∗,
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niin parametri k valitaan DY-ratkaisijan perusteella (kaavat (3.25) ja (3.26)):
kode45 =
1
8
(
1
σ2p−1
+ 1
σ2p
)
, ja kode15s =
1
4σ21
,
missä σi:t ovat C:n singulaariarvoja suuruusjärjestyksessä, σ1 ≥ σ2 ≥ . . . ≥ σp > 0.
Jos taas C˜∗ = C+, niin valitaan kaavan (3.31) mukaan k = 0,325. Jos valitaankin
C˜∗ = Cσ21 , niin asetetaan k kaavan (3.39) mukaisesti DY-ratkaisijan perusteella:
kode45 =
0,475
σ21
ja kode15s =
0,375
σ21
.
Simulaatioissa pyritään yleensä noudattamaan luvussa 3.5 havaittua periaatetta:
neliömatriiseilla tai lähes neliömatriiseilla (n ≈ p) valitaan C˜∗ = Cσ21 (voidaan myös
kokeilla vaihtoehtoa C˜∗ = C+), leveillä matriiseilla (n  p) valitaan C˜∗ = C∗.
Toleranssiksi tol valitaan
tol = 5,0 · 10−3.
Simulaatioissa häiritään yleensä vain matriisia C. Toisin sanottuna, Ci+1 = Ci +
∆Ci ja ri+1 = ri = r. Vektorin r häiritseminen on käytännössä triviaalia, koska
LU-hajotelmaa käytettäessä r:n häiritseminen ei muuta C:n LU-hajotelmaa ja DY-
ratkaisijaa käytettäessä r:n häiritseminen ei muuta matriisia Ac. Pyritään pitämään
häiriöt pieninä. Häiriömatriisin ∆Ci alkiot on siis valittava itseisarvoltaan huomat-
tavasti pienemmiksi kuin matriisin Ci alkiot.
4.1.2 Häiriöiden muoto simulaatioissa
Pohditaan seuraavaksi, millaiset häiriöt ∆C ja ∆r olisivat sopivia. Oletetaan, että
ajanhetkellä t ratkaisun (suhteelliselle) virheelle on voimassa
‖Cx(t)− r‖
‖r‖ < tol.
Merkitään vektoria x(t) lyhyesti vain x:llä. Kun ajanhetkellä t systeemiin kohdis-
tetaan häiriö siten, että vaihdetaan C → C + ∆C, ratkaisun virhettä häiritylle
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systeemille voidaan arvioida sillä ajanhetkellä:
‖(C + ∆C)x(t)− r‖
‖r‖ =
‖Cx− r+ ∆Cx‖
‖r‖
≤ ‖Cx− r‖‖r‖ +
‖∆Cx‖
‖r‖
≤ ‖Cx− r‖‖r‖ +
‖∆C‖ ‖x‖
‖r‖
< tol +
‖∆C‖ ‖x‖
‖r‖ .
Simulaatioissa tarkastellaan sellaisia tilanteita, joissa ratkaisun suhteellinen virhe
ei merkittävästi muutu. Oletetaan häiriöt sen verran pieniksi, että suhteellinen virhe
häiriön jälkeen on esimerkiksi välillä (tol, 2tol).
4.1.3 Parametrien päivityksestä
Palautetaan vielä mieleen, että jos matriisia C = C1 häiritään i kertaa, niin matriisi
Ac,(i+1) on muotoa
Ac,(i+1) =
 −αIn −kα2C˜∗
Ci + ∆Ci O
 ,
missä C˜∗ on joko C∗j , C+j tai C
σ21
j . Tässä j ≤ i on se indeksi, jolla parametri C˜∗
valittiin edellisen kerran (alussa j = 1). Tavallisesti parametreja α, k ja C˜∗ ei päi-
vitetä, vaikka C:tä häiritäänkin, koska parametrien päivittäminen vaatii laskennal-
lisesti lisätyötä. Tarkastellaan tilanteita, joissa parametreja kannattaa tai on pakko
päivittää. Mikäli C:n häiriöt saattavat systeemin epästabiiliksi, eli jokin Ac:n omi-
naisarvoista siirtyy kompleksitasossa suljettuun oikeaan puolitasoon, parametrit on
päivitettävä, jotta differentiaaliyhtälö voidaan jälleen ratkaista. Matriisin C˜∗ päivi-
tys i:nnen häiriön jälkeen tapahtuu seuraavalla tavalla:
• Jos C˜∗ = C∗j , vaihdetaan C∗j → (Ci + ∆Ci)∗.
• Jos C˜∗ = C+j , vaihdetaan C+j → (Ci + ∆Ci)+.
• Jos C˜∗ = Cσ21j , vaihdetaan Cσ
2
1
j → (Ci + ∆Ci)σ21 .
Parametria α ei käyttämillämme valinnoilla tarvitse päivittää ollenkaan, koska α
valittiin vakioksi. Parametri k päivitetään sen mukaan, valittiinko C˜∗ häirityn mat-
riisin Ci + ∆Ci konjugaattitranspoosiksi, pseudoinverssiksi vai skaalausmatriisiksi.
Huomaa, että k:n lausekkeessa usein esiintyvät singulaariarvot σl otetaan nyt häiri-
tyn matriisin Ci + ∆Ci singulaariarvoista.
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Toinen tilanne, kun matriisia C˜∗ tarvitsee päivittää, on silloin, kun Ac:n ominai-
sarvot ovat häiriöiden vaikutuksesta siirtyneet liian kauas alkuperäisestä sijainnis-
taan kompleksitasossa. Tällöin alkuperäiselle systeemille säädetyt parametrit eivät
enää toimi yhtä tehokkaasti häirityille systeemeille kuin alkuperäiselle systeemil-
le. Osa ominaisarvoista saattaa myös siirtyä hyvin lähelle imaginaariakselia, jolloin
systeemi on lähes epästabiili, mistä johtuen tasapainotila saavutetaan äärimmäisen
hitaasti. Sekä parametrisäätöjen heikkeneminen että siirtyminen kohti epästabiilia
systeemiä ilmenevät DY-ratkaisijassa samalla tavalla: laskenta-ajat alkavat hidas-
tua. Koska ominaisarvojen sijainnin ja muutoksen tarkkailu on varsinkin suurilla
matriiseilla laskennallisesti työlästä, tarvitaan jokin toinen kriteeri, josta tiedetään
parametrien tarvitsevan päivitystä. Valitaan täksi kriteeriksi laskenta-ajat. Mikäli
differentiaaliyhtälön ratkaisemiseen kuluva aika alkaa merkittävästi pidentyä, päivi-
tetään parametrit α, k ja C˜∗ laskennan nopeuttamiseksi. Päivitykset tehdään edel-
lisessä kappaleessa mainituilla tavoilla.
Paitsi että parametrien päivittäminen vaatii aina laskennallista lisätyötä, se myös
suurentaa ratkaisun virhettä. Jos matriisissa Ac muutetaan kahta eri lohkoa, B =
−kα2C˜∗ ja C, myös differentiaaliyhtälön ratkaisu xc(t) =
x(t)
ξ(t)
 muuttuu, ja li-
neaarisen yhtälöryhmän ratkaisun virhe on suurempi kuin siinä tapauksessa, et-
tä pelkästään matriisia C häiritään. Seurauksena ratkaisun hakeminen parametri-
päivityksen jälkeen on laskenta-aikojen kannalta hidasta. Pyritään siksi löytämään
sopiva päivitystiheys siten, että parametrit ja ominaisarvojen sijainti eivät pääse
“huononemaan” liian paljon, mutta kuitenkin siten, että päivitystä ei suoriteta liian
usein. Nyrkkisääntönä voidaan pitää esimerkiksi, että parametrit kannattaa päivit-
tää noin sadan häiriön välein. Kokeilemalla huomataan, että laskenta-aikojen kas-
vaminen suurin piirtein 3,0-kertaiseksi on sopiva kriteeri. Jos siis edellisiin ratkai-
suihin verrattuna laskenta-aika kasvaa 3,0-kertaiseksi, asetetaan parametrit päivi-
tettäväksi. Noin kymmenen edellistä laskenta-aikaa riittää hyvin vertailukohteeksi;
tällaisella otoksella pystyy jo havaitsemaan sen, jos laskenta-ajat alkavat kasvaa.
Näillä valinnoilla päivitystiheys saadaan sopivaksi, ja parametreja päivitetään noin
sadan häiriön välein. Huomaa, että jos matriisia C ei häiritä ollenkaan (∆C = O),
parametreja ei tarvitse missään vaiheessa päivittää.
4.1.4 Vertailualgoritmi
Kootaan vielä yhteenveto menetelmästä, jolla ratkaisijoita verrataan. Tämä vertailu
perustuu sivulla 68 esitettyyn online-algoritmiin sekä tässä luvussa mainittuihin
lisäsäätöihin.
1. Asetetaan C1 = C = randn(p, n) ja r1 = r = randn(p, 1). Jos n/p < 2, käy-
tetään C:n singulaariarvohajotelmaa. Jos n/p > 2, käytetään C:n konjugaat-
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titranspoosia. Rajalla n/p = 2 käytetään jompaa kumpaa. Asetetaan t0 = 0,
ja valitaan alkutilaksi xc,0(t0) = randn(n + p, 1) sekä ratkaisun suhteellisen
virheen toleranssiksi tol = 5,0 · 10−3.
2. Aloitetaan i:s kierros. Jos kierroksia on N kappaletta, niin i = 1, 2, . . ., N .
Olkoon α = 0,01 ja Ai = −αIn. Merkitään Ci:n singulaariarvoja suuruusjär-
jestyksessä σ1 ≥ σ2 ≥ . . . ≥ σp > 0. Jos halutaan käyttää singulaariarvohajo-
telmaa, muodostetaan Ci:n singulaariarvohajotelma siten, että Ci = UiΛiV ∗i .
Asetetaan sitten Ci:n skaalausmatriisin avulla C˜∗ = C
σ21
i = ViΛ
σ21
i U
∗
i (vaih-
toehtoisesti tapauksessa n ≈ p voidaan käyttää Ci:n pseudoinverssiä: C˜∗ =
C+i = ViΛ+i U∗i ). Skaalausmatriisia käytettäessä valitaan k = 0,475σ21 , ja pseu-
doinverssiä käytettäessä valitaan k = 0,325. Jos singulaariarvohajotelmaa ei
haluta hyödyntää, asetetaan Ci:n konjugaattitranspoosin avulla C˜∗ = C∗1 ja
valitaan k = 18
(
1
σ2p−1
+ 1
σ2p
)
.
• Huomaa, että parametrit α, k ja C˜∗ asetetaan vain, jos niitä ei ole vielä
asetettu tai jos parametrit tarvitsee päivittää. Jälkimmäinen tapaus esiin-
tyy useimmiten silloin, jos laskenta-ajat ovat merkittävästi hidastuneet.
Sovitaan kriteeriksi, että jos laskenta-ajat ovat viimeisen 10 kierroksen
aikana kasvaneet 3,0-kertaiseksi, päivitetään parametrit α, k ja C˜∗.
Asetetaan Bi = −kα2C˜∗ ja Di = O. Muodostetaan matriisi
Ac,i =
Ai Bi
Ci Di
 =
−αIn −kα2C˜∗
Ci O

ja vektori
rc,i =
 0
−ri
 .
Asetetaan alkutilaksi
xc,i(ti−1) = xc,i−1(ti−1).
Differentiaaliyhtälössä ratkaistavana on vektori
xc,i(t) =
xi(t)
ξi(t)
 .
3. Muodostetaan differentiaaliyhtälö
x′c,i(t) = Ac,ixc,i(t) + rc,i. (4.1)
Yritetään ratkaista differentiaaliyhtälö ode45:llä.
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• Olkoon M jokin valittavissa oleva suuri luku, esimerkiksi M = 1,0 · 106.
Jos jollain ajanhetkellä tM on voimassa
(tM) =
‖ri − Cixi(tM)‖
‖ri‖ > M,
niin todetaan systeemi epästabiiliksi. Päivitetään parametrit α, k ja C˜∗,
ja aloitetaan i:s kierros alusta palaaamalla kohtaan 2.
Mikäli systeemi on stabiili, jollain ajanhetkellä ti on voimassa
(ti) =
‖ri − Cixi(ti)‖
‖ri‖ < tol.
Asetetaan tällöin differentiaaliyhtälön numeeriseksi ratkaisuksi
xc,i = xc,i(ti).
Saatu lopputila on myös seuraavan kierroksen alkutila. Lineaarisen yhtälöryh-
män Cixi = ri numeerinen ratkaisu on
xi = xi(ti).
Mitataan differentiaaliyhtälösysteemin (4.1) ratkaisemiseen kulunut laskenta-
aika TDYi .
4. Ratkaistaan lineaarinen yhtälöryhmä
Cixi = ri (4.2)
LU-hajotelman avulla. Mitataan yhtälöryhmän ratkaisemiseen kulunut lasken-
ta-aika T LUi .
• Huomaa, että DY-ratkaisijalla ja LU-hajotelmalla saadut ratkaisut eivät
yleensä ole samat, sillä yhtälöllä Cixi = ri ei ole yksikäsitteistä ratkaisua,
kun C on leveä matriisi. Sen sijaan jos C on neliömatriisi, ratkaisut ovat
samat, jos numeerista laskentatarkkuutta ei oteta huomioon.
5. Häiritään matriisia Ci siten, että häiriön jälkeen ratkaisun virhe (ti) on välillä
tol < (ti) < 2tol.
6. Tavallisesti vektoria ri ei häiritä, ellei toisin mainita. Asetetaan siis ∆ri = 0 ja
ri+1 = ri, ja siirrytään kohtaan 7. Jos vektoria ri kuitenkin halutaan häiritä,
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toteutetaan häiriöt siten, että niiden jälkeen (kun Ci:tä ja/tai ri:tä on häiritty)
ratkaisun virhe (ti) on välillä
tol < (ti) < 2tol.
7. Jos i < N , jatketaan seuraavalle kierrokselle (i + 1) siirtymällä kohtaan 2.
Tapauksessa i = N siirrytään kohtaan 8.
8. Lasketaan kokonaislaskenta-ajat DY-ratkaisijalle ja LU-hajotelmalle:
TDYkok =
N∑
i=1
TDYi ja T LUkok =
N∑
i=1
T LUi . (4.3)
Ratkaisijoiden vertailu toteutetaan hyvin yksinkertaisella tavalla: se ratkaisi-
ja on tehokkaampi, jolla on pienempi kokonaislaskenta-aika. Lopuksi piirre-
tään kaksi kuvaajaa. Ensimmäiseen kuvaajaan piirretään yhtenäisellä viivalla
ratkaisun suhteellinen virhe (t) systeemin ajan t funktiona. Virhefunktioon
(t) on lisätty timantti ♦ siihen kohtaan, jossa systeemiä (matriisia Ci ja/tai
vektoria ri) on häiritty, ja ylöspäin osoittava kolmio 4 siihen kohtaan, jossa
systeemin parametrit α, k ja C˜∗ on päivitetty. Samaan kuvaajaan on piirretty
katkoviivalla toleranssiraja tol. Toiseen kuvaajaan piirretään DY-ratkaisijan
ja LU-hajotelman kokonaislaskenta-ajat ∑ki=1 TDYi ja ∑ki=1 T LUi kierroksen k
funktiona. DY-ratkaisijan kokonaislaskenta-aika on piirretty yhtenäisellä vii-
valla, LU-hajotelman katkoviivalla. Kuvaajien piirtämisen jälkeen algoritmi
päättyy.
4.2 Simulaatioita
Sovelletaan seuraavaksi ratkaisijoiden vertailualgoritmia useassa eri esimerkkitapau-
kesssa. Käytetään näissä esimerkeissä eri kokoisia matriiseja. Pyritään selvittämään,
millaisissa tilanteissa LU-hajotelma on tehokkaampi kuin DY-ratkaisija, ja toisin-
päin. Simulaatioissa käytetään MATLAB:ia.
4.2.1 Neliömatriisi
Esimerkki 4.2.1. Olkoon C 1000× 1000 -matriisi ja r 1000× 1 -vektori, ja olete-
taan, että C:n ja r:n alkiot noudattavat N(0, 1)-normaalijakaumaa. Verrataan DY-
ratkaisijan ja LU-hajotelman laskenta-aikoja 30 kierroksen ajan, kun matriisia C
häiritään. Haetaan siis yhtälön Cx = r ratkaisu x kummallakin ratkaisijalla, häi-
ritään C:tä, ratkaistaan yhtälö jälleen, häiritään C:tä, ja näin jatketaan, kunnes
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C:tä on häiritty 30 kertaa. Differentiaaliyhtälön ratkaisemisessa käytetään skaa-
lausmatriisimenetelmää, eli valitaan C˜∗ = Cσ21 . Ratkaisun suhteellinen virhe (t)
DY-ratkaisijalle sekä menetelmien kokonaislaskenta-ajat on esitetty kuvassa 4.1.
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Kuva 4.1: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1000×1000 -matriisi. Ylävasem-
malla on suhteellisen virheen (t) kuvaaja, alhaalla on sama kuvaaja suurennettuna ja eri skaalauk-
sella, ja yläoikealla on ratkaisijoiden kokonaislaskenta-ajat. DY-ratkaisijan kokonaislaskenta-aika
30 kierroksen jälkeen on 7,2 s, LU-hajotelman 2,9 s. LU-hajotelma on nyt tehokkaampi menetelmä.
DY-ratkaisijalla kestää erityisen kauan saavuttaa ensimmäinen ratkaisu x1(t1).
Analysoidaan tarkemmin, mitä kuvassa 4.1 tapahtuu. Alussa (ajanhetkellä t0 = 0)
suhteellinen virhe on hieman yli 30. Ensimmäisen ratkaisun x1(t1) saavuttaminen on
hyvin hidasta sekä systeemin ajan että laskenta-ajan kannalta. Tämä johtuu siitä,
että alkutila xc,1(t0) = randn(n + p, 1) on huonosti valittu. Ensimmäinen ratkai-
su on saavutettu ajanhetkellä t1 ≈ 1400, jolloin (t) < tol. Ratkaisun suhteellinen
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virhe on siis saatu pienemmäksi kuin tol. Kun matriisia C häiritään, ratkaisun vir-
he nousee toleranssia tol suuremmaksi mutta pysyy pienempänä kuin 2tol, mikä
on toivottua. Kun vanhan ratkaisun lopputila on asetettu häirityn systeemin alku-
tilaksi, uuden ratkaisun saavuttaminen on hyvin nopeaa sekä systeemin ajan että
laskenta-ajan kannalta. Seuraava ratkaisu on saavutettu ajanhetkellä t2 ≈ 1900,
jolloin virhe on jälleen pienempi kuin tol. Samat havainnot ovat voimassa seuraa-
villakin kierroksilla. Systeemin häiritseminen kasvattaa virheen välille (tol, 2tol), ja
asettamalla vanha lopputila uudeksi alkutilaksi uusi ratkaisu saavutetaan nopeasti.
Neliömatriisin tapauksessa DY-ratkaisija on hitaampi kuin LU-hajotelma. Varsin-
kin ensimmäinen kierros oli hidas huonon alkutilavalinnan takia. LU-hajotelmalla
laskenta-aika on joka kierroksella likimäärin vakio, mikä on järkevää, kun otetaan
huomioon, että lineaarinen yhtälöryhmä ratkaistaan uudelleen joka kierroksella.
Lisäsimulaatioilla huomataan, että ensimmäinen kierros on heikon alkutilavalin-
nan takia aina DY-ratkaisijan hitain vaihe matriisin koosta riippumatta. Myös le-
veillä matriiseilla ensimmäinen kierros on hitain. Koska hyvää alkutilaa on käytän-
nössä mahdoton valita satunnaisesti, haetaan DY-ratkaisijan ensimmäinen ratkaisu
LU-hajotelman avulla. Tiedetään, että stabiilille systeemille x′c(t) = Acxc(t) + rc on
voimassa, että Acxc(t)+rc → 0, kun t→∞. Kirjoitetaan tämä raja-arvo alkioittain:−αIn −kα2C˜∗
C O
x
ξ
+
 0
−r
 =
0
0
 .
Saadaan yhtälöpari−αx− kα
2C˜∗ξ = 0
Cx− r = 0
α>0⇐⇒
 x = −kαC˜
∗ξ
Cx = r
. (4.4)
Sijoittamalla x = −kαC˜∗ξ yhtälöön Cx = r saadaan
−kαCC˜∗ξ = r,
eli
CC˜∗ξ = − 1
kα
r. (4.5)
Yhtälön (4.5) ratkaisu voidaan laskea LU-hajotelman avulla. Kun ratkaisu ξ tie-
detään, vektori x saadaan suoraan yhtälön (4.4) ensimmäisen rivin avulla: x =
−kαC˜∗ξ. Huomaa, että nyt LU-hajotelma tehdäänkin p × p -matriisille CC˜∗ eikä
p×n -matriisille C. Mikäli p < n, yhtälöryhmän (4.4) ratkaisu LU-hajotelman avul-
la voi olla jopa nopeampaa kuin yhtälön Cx = r ratkaisu LU-hajotelman avulla.
Kun vektorit x ja ξ on saatu laskettua, asetetaan differentiaaliyhtälön ensimmäiseksi
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ratkaisuksi
xc,1(t1) =
x
ξ
 ,
missä t1 = t0 = 0. Systeemin häiritsemisen jälkeen asetetaan ensimmäinen rat-
kaisu xc,1(t1) uudeksi alkutilaksi xc,2(t1). Häirityt systeemit ratkaistaan normaaliin
tapaan DY-ratkaisijan avulla. Ainoastaan ensimmäisen kierroksen ratkaisumenetel-
mää muutettiin.
Suoritetaan vielä kerran DY-ratkaisijan ja LU-hajotelman laskenta-aikojen ver-
tailu samalla matriisilla C ja samalla vektorilla r. Ratkaistaan vektori x ja häiritään
matriisia C 30 kierroksen ajan, mutta DY-ratkaisijalla käytetäänkin LU-hajotelmaa
ensimmäisellä kierroksella, ja muilla kierroksilla käytetään DY-ratkaisijaa normaa-
listi. Ensimmäisellä kierroksella DY-ratkaisijan laskenta-aika saadaan mittaamalla
se aika, joka kuluu yhtälön CC˜∗ξ = − 1
kα
r ratkaisuun sekä matriisi-vektoritulon
x = −kαC˜∗ξ laskemiseen. Valitaan C˜∗ jälleen C:n skaalausmatriisin avulla: C˜∗ =
Cσ
2
1 . Lineaarisen yhtälöryhmän ratkaisun suhteellisen virhe (t) ja menetelmien
kokonaislaskenta-ajat on esitetty kuvassa 4.2.
Huomataan, että DY-ratkaisija on nyt melko tehokas ensimmäisellä kierroksella.
Kuvan 4.2 ylemmästä kuvaajasta nähdään myös, että virhe on aluksi likimäärin 0,
koska ensimmäinen ratkaisu haettiin LU-hajotelman avulla. Häiriön jälkeen virhe
on kasvanut välille (tol, 2tol). Seuraavat kierrokset menevät täysin samalla periaat-
teella kuin kuvan 4.1 tapauksessa. Asettamalla vanha lopputila uudeksi alkutilaksi
häirityn systeemin ratkaisu saavutetaan nopeasti. LU-hajotelma on kuitenkin edel-
leen nopeampi kuin DY-ratkaisija.
♦
Neliömatriiseilla LU-hajotelma näyttäisi olevan tehokkaampi kuin DY-ratkaisija.
Tärkeää oli kuitenkin saada DY-ratkaisijan hitain vaihe eli ensimmäinen kierros
toimimaan laskennallisesti nopeasti. Haetaan jatkossakin DY-ratkaisijan ensimmäi-
sen kierroksen ratkaisu LU-hajotelman avulla, ja muilla kierroksilla käytetään DY-
ratkaisijaa normaaliin tapaan.
4.2.2 Leveät matriisit
Verrataan ratkaisijoita seuraavaksi tapauksissa, joissa C on leveä matriisi.
Esimerkki 4.2.2. Olkoon C 1063 × 1477 -matriisi ja r 1063 × 1 -vektori, ja ole-
tetaan, että C:n ja r:n alkiot noudattavat N(0, 1)-normaalijakaumaa. Verrataan
DY-ratkaisijan ja LU-hajotelman laskenta-aikoja 65 kierroksen ajan, kun matriisia
C häiritään. Differentiaaliyhtälön ratkaisemisessa valitaan C˜∗ jälleen C:n skaalaus-
matriisiksi, eli asetetaan C˜∗ = Cσ21 . Hoidetaan DY-ratkaisijan ensimmäinen kierros
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Kuva 4.2: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1000 × 1000 -matriisi ja en-
simmäinen ratkaisu on kummassakin tapauksessa haettu LU-hajotelman avulla. Ylhäällä on suh-
teellisen virheen (t) kuvaaja, ja alhaalla on ratkaisijoiden kokonaislaskenta-ajat. DY-ratkaisijan
kokonaislaskenta-aika 30 kierroksen jälkeen on 5,5 s, LU-hajotelman 3,5 s. LU-hajotelma on vie-
läkin tehokkaampi menetelmä, mutta ainakin DY-ratkaisija selviää jokaisesta kierroksesta melko
tasaisesti.
LU-hajotelman avulla ja käytetään muilla kierroksilla DY-ratkaisijaa. Lineaarisen
yhtälöryhmän ratkaisun suhteellinen virhe (t) sekä menetelmien kokonaislaskenta-
ajat on esitetty kuvassa 4.3.
Ensimmäisellä kierroksella DY-ratkaisija on jopa nopeampi kuin LU-hajotelma,
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Kuva 4.3: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1063×1477 -matriisi. Ylhäällä on
suhteellisen virheen (t) kuvaaja, ja alhaalla on ratkaisijoiden kokonaislaskenta-ajat. DY-ratkaisijan
kokonaislaskenta-aika 65 kierroksen jälkeen on 24,4 s, LU-hajotelman 116,1 s. DY-ratkaisija on nyt
selvästi tehokkaampi kuin LU-hajotelma.
koska 1063× 1063 -matriisin CCσ21 kääntäminen on huomattavasti nopeampaa kuin
1063 × 1477 -matriisin C kääntäminen. Muilla kierroksilla DY-ratkaisija päihit-
tää LU-hajotelman siksi, että häirityn systeemin ratkaisu on lähellä uudeksi al-
kutilaksi valittua vanhan systeemin ratkaisua, kun häiriöt ovat riittävän pieniä.
Kokonaislaskenta-aikojen kannalta DY-ratkaisija on jopa lähes 5 kertaa nopeampi
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kuin LU-hajotelma. Jos mietitään esimerkin 4.2.1 kuvan 4.2 tilannetta, keskimääräi-
set laskenta-ajat yhtä kierrosta kohti olivat DY-ratkaisijalle 0,18 s ja LU-hajotelmalle
0,12 s. Tämän esimerkin tapauksessa keskimääräiset laskenta-ajat kierrosta kohti
ovat puolestaan DY-ratkaisijalle 0,38 s ja LU-hajotelmalle 1,8 s. Kokeilemalla me-
netelmiä 1477 × 1477 -neliömatriisilla C saadaan keskimääräisiksi laskenta-ajoiksi
kierrosta kohti 0,42 s DY-ratkaisijalle ja 0,31 s LU-hajotelmalle. Leveä matriisi hi-
dastaa siis huomattavasti vain LU-hajotelmaa, mutta DY-ratkaisijan tehokkuus ei
merkittävästi heikkene.
♦
Levennetään matriisia C edelleen, jotta päästään kokeilemaan valinnan C˜∗ = Cσ21
lisäksi myös vaihtoehtoa C˜∗ = C∗. Konjugaattitranspoosihan oli erittäin tehokas
valinta C˜∗:lle nimenomaan silloin, kun C on hyvin leveä matriisi. Kokeillaan myös
sellaisia matriiseja, joiden alkiot eivät ole normaalijakautuneita. Vaihtelun vuoksi
häiritään C:n lisäksi myös r:ää.
Esimerkki 4.2.3. Olkoon C 1000× 2000 -matriisi siten, että
C =
[
C1 C2
]
,
missä C1 ja C2 ovat hermiittisiä (C∗i = Ci) 1000 × 1000 -matriiseja. Lisäksi ol-
koon r 1000 × 1 -vektori. Oletetaan, että C1:n alkiot noudattavat (jatkuvaa) ta-
sajakaumaa Tas
(
− 110 , 110
)
, C2:n alkiot tasajakaumaa Tas(−1, 1) ja r:n alkiot ta-
sajakaumaa Tas(−10, 10). Verrataan DY-ratkaisijan ja LU-hajotelman laskenta-
aikoja 100 kierroksen ajan, ja häiritään sekä C:tä että r:ää. Valitaan parametri
C˜∗ ensin C:n skaalausmatriisiksi: C˜∗ = Cσ21 . Haetaan differentiaaliyhtälön ensim-
mäinen ratkaisu jälleen LU-hajotelman avulla ja käytetään häirityillä systeemeillä
DY-ratkaisijaa. Lineaarisen yhtölöryhmän ratkaisun suhteellinen virhe (t) ja me-
netelmien kokonaislaskenta-ajat on esitetty kuvassa 4.4.
DY-ratkaisija on jälleen huomattavasti nopeampi kuin LU-hajotelma. Myös en-
simmäisellä kierroksella LU-hajotelma voitetaan. Häiriöt ovat sen verran pieniä, että
ne eivät merkittävästi hidasta DY-ratkaisijaa, vaikka sekä C:tä että r:ää häiritään.
Ajanhetkillä t ≈ 11 900 ja t ≈ 13 700 systeemin parametrit α, k ja C˜∗ on päivi-
tetty. Parametrien päivittäminen muuttaa systeemiä ja siten differentiaaliyhtälön
ratkaisua niin paljon, että lineaarisen yhtälöryhmän ratkaisun virhe kasvaa samalla
huomattavasti. Laskenta-ajoissa tämä näkyy siten, että päivityksen jälkeinen rat-
kaisu on hieman hitaampi hakea kuin muut ratkaisut. Kuten kuvasta 4.4 kuiten-
kin nähdään, laskenta-aikojen hidastuminen on niin marginaalista, ettei päivityksen
4. Ratkaisijoiden vertailua 83
0 5000 10000 15000
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Systeemin aika t
Yh
tä
lö
n 
Cx
=r
 ra
tk
ai
su
n 
vir
he
 ε(
t)
 
 
Virhe ε(t)
Systeemiä häiritty
Parametrit päivitetty
Toleranssi εtol
0 10 20 30 40 50 60 70 80 90 100
0
50
100
150
200
250
Online−algoritmissa suoritettujen kierrosten lukumäärä
Ko
ko
na
is
la
sk
en
ta
−a
ik
a 
(s)
 
 
DY−ratkaisijan kokonaislaskenta−aika
LU−hajotelman kokonaislaskenta−aika
0 1000 2000 3000 4000 5000 6000 7000
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Systeemin aika t
Yh
tä
lö
n 
Cx
=r
 ra
tk
ai
su
n 
vir
he
 ε(
t)
 
 
Virhe ε(t)
Systeemiä häiritty
Parametrit päivitetty
Toleranssi εtol
0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
x 104
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Systeemin aika t
Yh
tä
lö
n 
Cx
=r
 ra
tk
ai
su
n 
vir
he
 ε(
t)
 
 
Virhe ε(t)
Systeemiä häiritty
Parametrit päivitetty
Toleranssi εtol
Kuva 4.4: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on kahdesta hermiittisestä lohkosta
koostuva 1000 × 2000 -matriisi ja C˜∗ = Cσ21 . Ylävasemmalla on suhteellisen virheen (t) kuvaaja,
yläoikealla ratkaisijoiden kokonaislaskenta-ajat. Alhaalla on virheen (t) kuvaaja suurennettuna
ja jaettuna kahteen osaan. DY-ratkaisijan kokonaislaskenta-aika 100 kierroksen jälkeen on 36,8 s,
LU-hajotelman 243,3 s. DY-ratkaisija on nyt selvästi tehokkaampi kuin LU-hajotelma.
jälkeisen ratkaisun hakemiseen tarvita lisätoimenpiteitä, kuten LU-hajotelmaa. Päi-
vityskierroksella hävitty laskenta-aika saadaan muutenkin takaisin seuraavilla kier-
roksilla, sillä parametrien päivittäminen nopeuttaa DY-ratkaisijaa. Keskimääräiset
laskenta-ajat yhtä kierrosta kohti ovat DY-ratkaisijalle 0,37 s ja LU-hajotelmalle
2,4 s. Kun verrataan edellisen esimerkin tapaukseen, jossa C oli 1063×1477 -matriisi,
DY-ratkaisijan keskimääräinen laskenta-aika ei ole ollenkaan kasvanut, kun taas LU-
hajotelmalla se on kasvanut yli puoli sekuntia.
Kuten kuvan 4.4 ylävasemmasta kuvaajasta nähdään, virheen (t) kuvaaja näyt-
tää melko epäselvältä, jos koko 100 kierroksen simulaatio halutaan piirtää samaan
kuvaajaan. Kuvan kahdessa alhaalla olevassa kuvaajassa virhe (t) on selkeyttä-
misen takia piirretty uudestaan alkuperäistä tarkemmalla skaalauksella. Alavasem-
malla on (t) aikavälillä 0 ≤ t < 7500, ja alaoikealla (t) välillä 7500 ≤ t < 15 000.
Kun jatkossa häiriöiden määrää edelleen kasvatetaan, joudutaan virhe (t) esittä-
mään yhä useammassa osassa, jotta kuvaaja olisi riittävän selkeä. Tällainen ei ole
tarkoituksenmukaista. Jatkon kannalta toimitaan siten, että jos kuvaajaa ei pysty
selkeästi esittämään korkeintaan kahdessa osassa, piirretään suurennos ainoastaan
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ensimmäisestä 50 kierroksesta. Tällaisella kierrosmäärällä saa jo riittävän käsityksen
funktion (t) käyttäytymisestä. Piirretään kuitenkin näkyviin myös virheen kuvaa-
ja koko aikaskaalassa, koska heikosta selkeydestä huolimatta kuvaajasta nähdään
ainakin (t):n muoto sekä päivitysten määrä ja tiheys.
Kokeillaan ratkaista differentiaaliyhtälö uudelleen käyttäen edelleen samaa C:tä
ja r:ää, mutta valitaan parametri C˜∗ tällä kerralla C:n konjugaattitranspoosiksi:
C˜∗ = C∗. Haetaan ensimmäinen ratkaisu LU-hajotelman avulla, ja muilla kierrok-
silla käytetään DY-ratkaisijaa. Lineaarisen yhtälöryhmän ratkaisun virhe (t) sekä
menetelmien kokonaislaskenta-ajat on esitetty kuvassa 4.5.
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Kuva 4.5: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on kahdesta hermiittisestä lohkosta
koostuva 1000 × 2000 -matriisi ja C˜∗ = C∗. Ylävasemmalla on suhteellisen virheen (t) kuvaaja,
yläoikealla ratkaisijoiden kokonaislaskenta-ajat. Alhaalla on virheen (t) kuvaaja suurennettuna ja
jaettuna kahteen osaan. DY-ratkaisijan kokonaislaskenta-aika 100 kierroksen jälkeen on 101,8 s,
LU-hajotelman 273,9 s. DY-ratkaisija on edelleen jokseenkin tehokkaampi kuin LU-hajotelma.
DY-ratkaisija päihittää vieläkin LU-hajotelman sekä kokonaislaskenta-ajassa että
ensimmäisellä kierroksella. Parametrivalinnalla C˜∗ = C∗ DY-ratkaisija on kuitenkin
huomattavasti hitaampi kuin asettamalla C˜∗ = Cσ21 . Tämä johtuu luultavasti sii-
tä, että matriisilla C on hyvin hankala rakenne: se koostuu kahdesta symmetrisestä
lohkosta, joiden alkiot ovat lisäksi eri suuruusluokkaa. Matriisin C konjugaattit-
ranspoosi on helppo muodostaa, mutta se ei yksinkertaista systeemiä kovin paljon.
Tällöin hankalien matriisien tapauksessa laskenta pysyy työläänä ja laskenta-ajat
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pitenevät. Sen sijaan skaalausmatriisi Cσ21 muuttaa systeemin hyvin yksinkertaiseen
muotoon, vaikka itse skaalausmatriisin laskeminen on hidasta singulaariarvohajo-
telman muodostamisen takia. Skaalausmatriisin hakemisen jälkeen laskenta onkin
nopeaa. Jos kokeillaan verrata DY-ratkaisijaa ja LU-hajotelmaa 100 kierroksen ajan
sellaisella matriisilla C, jonka alkiot ovat N(0, 1)-normaalijakautuneita, parametri-
valinnalla C˜∗ = C∗ DY-ratkaisijan kokonaislaskenta-ajaksi saadaan noin 45 sekun-
tia — selvästi lyhyempi kuin tämän esimerkin matriisilla. LU-hajotelmalla laskenta-
aika pysyy 225–250 sekunnissa, ja käyttämällä C:n skaalausmatriisia DY-ratkaisijan
laskenta-aika on noin 35–40 sekuntia.
Kuvasta 4.5 huomataan, että systeemin parametrit α, k ja C˜∗ päivitetään ajan-
hetkellä t ≈ 4400. Päivitys kasvattaa ratkaisun virheen lähes 10-kertaiseksi sillä
ajanhetkellä, ja seuraavalla kierroksella näkyy myös selvä nousu laskenta-aikojen
kuvaajassa. Tämän jälkeen laskenta-ajat alkavat kuitenkin nopeutua. Keskimääräi-
set laskenta-ajat yhtä kierrosta kohti ovat DY-ratkaisijalle 1,0 s ja LU-hajotelmalle
2,7 s.
♦
Matriisikoolla 1000× 2000 parametrivalinta C˜∗ = Cσ21 oli tehokkaampi kuin kon-
jugaattitranspoosin käyttö valinnalla C˜∗ = C∗. Kokeillaan vieläkin leventää matrii-
sia C, jolloin ainakin kuvan 3.16 perusteella konjugaattitranspoosin pitäisi toimia
paremmin kuin skaalausmatriisin. Toisin kuin edellisessä esimerkissä, pidetään sys-
teemi mahdollisimman yksinkertaisena.
Esimerkki 4.2.4. Olkoon C 1000× 5000 -matriisi ja r 1000× 1 -vektori, ja olete-
taan, että C:n ja r:n alkiot noudattavat N(0, 1)-normaalijakaumaa. Verrataan DY-
ratkaisijan ja LU-hajotelman laskenta-aikoja 140 kierroksen ajan, kun matriisia C
häiritään. Nyt siis vektori r pysyy samana koko ajan. Valitaan parametri C˜∗ ensin
C:n skaalausmatriisiksi: C˜∗ = Cσ21 . Differentiaaliyhtälön ratkaisussa hoidetaan en-
simmäinen kierros LU-hajotelmalla ja muuten käytetään DY-ratkaisijaa. Lineaarisen
yhtälöryhmän ratkaisun suhteellinen virhe (t) sekä menetelmien kokonaislaskenta-
ajat on esitetty kuvassa 4.6.
DY-ratkaisija on jälleen yli 5 kertaa nopeampi kuin LU-hajotelma. Keskimääräi-
set laskenta-ajat kierrosta kohti ovat DY-ratkaisijalle 1,5 s ja LU-hajotelmalle 8,0 s.
Leveällä matriisilla ratkaisu näyttäisi olevan vähemmän herkkä häiriöille kuin ne-
liömatriisilla. Vaikka häiriöt onkin asetettu siten, että ratkaisun virhe on häiriön
jälkeen välillä (tol, 2tol), kuvassa 4.6 häiriön jälkeinen virhe on keskimäärin sel-
västi lähempänä arvoa tol kuin arvoa 2tol. Kuten edellisessä esimerkissä, kuvan
4.6 ylävasemmassa kuvaajassa näkyy ratkaisun virheessä “piikki” jokaisen päivityk-
sen kohdalla. Nämä piikit näyttävät voimistuvan jokaisen päivityksen kohdalla, eli
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Kuva 4.6: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1000×5000 -matriisi ja C˜∗ = Cσ21 .
Ylävasemmalla on suhteellisen virheen (t) kuvaaja, yläoikealla ratkaisijoiden kokonaislaskenta-
ajat. Alhaalla on virheen (t) kuvaajan alkuosa suurennettuna. DY-ratkaisijan kokonaislaskenta-
aika 140 kierroksen jälkeen on 205,5 s, LU-hajotelman 1113,1 s. DY-ratkaisija on selvästi tehok-
kaampi kuin LU-hajotelma.
kukin päivitys näyttäisi kasvattavan ratkaisun virhettä. Kyse on kuitenkin vain sa-
tunnaisesta ilmiöstä, joka ei ole yleisesti voimassa. Kasvattamalla vertailualgoritmin
kierrosmäärää voidaan huomata, etteivät piikit aina suurene päivitysten myötä.
Palataan takaisin alkuperäiseen systeemiin ja verrataan laskenta-aikoja 140 kier-
roksen ajan, kun matriisia C häiritään. Muutetaan kuitenkin parametreja siten, että
C˜∗ valitaankin C:n konjugaattitranspoosiksi C∗. DY-ratkaisijan ja LU-hajotelman
laskenta-aikoja tällä parametrivalinnalla on verrattu kuvassa 4.7. DY-ratkaisija on
nytkin tehokkaampi kuin LU-hajotelma, ja edellinen on jopa hieman nopeampi kuin
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kuvassa 4.6, kun käytetään parametrivalintaa C˜∗ = C∗. Keskimääräiset laskenta-
ajat kierrosta kohti ovat DY-ratkaisijalle 1,2 s ja LU-hajotelmalle 7,4 s. Oleellista
on kuitenkin huomata, että parametrivalinta C˜∗ = C∗ on käyttökelpoinen leveillä
ja rakenteen kannalta mahdollisimman yksinkertaisilla matriiseilla.
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Kuva 4.7: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1000×5000 -matriisi ja C˜∗ = C∗.
Ylävasemmalla on suhteellisen virheen (t) kuvaaja, yläoikealla ratkaisijoiden kokonaislaskenta-
ajat. Alhaalla on virheen (t) kuvaajan alkuosa suurennettuna. DY-ratkaisijan kokonaislaskenta-
aika 140 kierroksen jälkeen on 172,8 s, LU-hajotelman 1030,5 s. DY-ratkaisija on selvästi nopeampi
kuin LU-hajotelma, ja kuvaan 4.6 verrattuna konjugaattitranspoosi C∗ on nyt tehokkaampi valinta
parametrille C˜∗ kuin skaalausmatriisi Cσ21 .
Kuvasta 4.7 voidaan tehdä samanlaisia havaintoja kuin kuvasta 4.6. Ratkaisun
suhteellinen virhe häiriön jälkeen on edelleen melko pieni ja lähempänä arvoa tol
kuin arvoa 2tol.
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♦
4.2.3 Paluu neliömatriiseihin ja DY-ratkaisijan kehittäminen
Tähän mennessä tarkastelluista esimerkeistä on havaittu, että DY-ratkaisija on sil-
loin tehokkaampi kuin LU-hajotelma, kun C on leveä ja dimensioiltaan suuri mat-
riisi. Tutkitaan seuraavaksi tapausta, jossa C on lähes neliömatriisi.
Esimerkki 4.2.5. Olkoon C 1999 × 2000 -matriisi ja r 1999 × 1 -vektori. Olete-
taan, että C:n ja r:n alkiot noudattavat N(0, 1)-normaalijakaumaa. Verrataan DY-
ratkaisijan ja LU-hajotelman laskenta-aikoja 185 kierroksen ajan, kun C:tä häiri-
tään ja r pysyy samana. Valitaan DY-ratkaisijan parametri C˜∗ jälleen C:n skaa-
lausmatriisiksi, eli C˜∗ = Cσ21 . Haetaan differentiaaliyhtälön ensimmäinen ratkaisu
LU-hajotelman avulla ja muuten käytetään DY-ratkaisijaa. Lineaarisen yhtälöryh-
män ratkaisun suhteellinen virhe (t) ja kokonaislaskenta-aikojen vertailu on esitetty
kuvassa 4.8.
Huomataan, että C:n ollessa jopa lähes neliömatriisi DY-ratkaisija on selvästi
tehokkaampi kuin LU-hajotelma. Laskenta-aikojen ero on merkittävän suuri: DY-
ratkaisija on yli 7 kertaa nopeampi. Keskimääräiset laskenta-ajat yhtä kierrosta koh-
ti ovat DY-ratkaisijalle 0,95 s ja LU-hajotelmalle 6,9 s. Suurilla p × n -matriiseilla
(n ≥ p > 1000) LU-hajotelma näyttäisi hidastuvan huomattavasti, jos n > p. Tämä
johtuu todennäköisesti siitä, että leveän matriisin kääntäminen on laskennallisesti
vaikeampaa kuin neliömatriisin, ja lisäksi matriisin suuri koko hidastaa kääntämistä.
Tässä esimerkissähän n = p+ 1, eli matriisin korkeus ja leveys poikkeavat toisistaan
vain yhden dimension verran. Vaikutus laskenta-aikoihin on kuitenkin suuri. Ko-
keillaan vertailun vuoksi ratkaista lineaarinen yhtälöryhmä Cx = r LU-hajotelman
avulla, kun C on neliömatriisi. Ajetaan simulaatio 10 000 erilaisella 2000 × 2000 -
matrisiilla C ja 2000×1 -vektorilla r ja oletetaan, että C:n ja r:n alkiot noudattavat
N(0, 1)-normaalijakaumaa. Yhtälöryhmän Cx = r ratkaisemiseen kuluva laskenta-
aika on simulaation perusteella keskimäärin 0,67 s, mikä on selvästi nopeammin
kuin 6,9 s. Itse asiassa LU-hajotelman 0,67 sekunnin keskimääräinen laskenta-aika
2000× 2000 -matriisille on jopa nopeampi kuin DY-ratkaisijan 0,95 sekunnin keski-
määräinen laskenta-aika 1999× 2000 -matriisille.
♦
Tarkastellaan loppuhuipennuksena lineaarisen yhtälöryhmän ratkaisua hyvin suu-
rella neliömatriisilla siten, että häiriöt ovat erittäin pieniä. Esimerkissä 4.2.1 LU-
hajotelma oli 1000× 1000 -neliömatriisin tapauksessa nopeampi kuin DY-ratkaisija.
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Kuva 4.8: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 1999×2000 -matriisi. Ylävasem-
malla on suhteellisen virheen (t) kuvaaja, yläoikealla ratkaisijoiden kokonaislaskenta-ajat. Alhaalla
on virheen (t) kuvaajan alkuosa suurennettuna. DY-ratkaisijan kokonaislaskenta-aika 185 kierrok-
sen jälkeen on 176,6 s, LU-hajotelman 1277,8 s. Vaikka C onkin lähes neliömatriisi, DY-ratkaisija
on silti huomattavasti tehokkaampi kuin LU-hajotelma.
Senkin jälkeen, kun differentiaaliyhtälön ensimmäinen ratkaisu haettiin LU-hajotel-
man avulla, kokonaislaskenta-ajat olivat 30 kierroksen jälkeen DY-ratkaisijalle 5,5 s
ja LU-hajotelmalle 3,5 s. Jos C on neliömatriisi, onko olemassa sellaista tilannet-
ta, jossa lineaarinen yhtälöryhmä Cx = r ratkeaa nopeammin DY-ratkaisijalla kuin
LU-hajotelmalla?
Esimerkki 4.2.6. Olkoon C 4000×4000 -neliömatriisi ja r 4000×1 -vektori. Olete-
taan, että C:n ja r:n alkiot noudattavat N(0, 1)-normaalijakaumaa. Verrataan DY-
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ratkaisijan ja LU-hajotelman laskenta-aikoja 1000 kierroksen ajan, kun sekä C:tä
että r:ää häiritään. Pienennetään vertailualgoritmissa häiriöitä kohdissa 5 ja 6 DY-
ratkaisijan nopeuttamiseksi. Oletetaan, että ratkaisun virhe (ti) on häiriön jälkeen
välillä
tol < (ti) < 1,1tol,
missä i = 1, 2, . . ., 1000 ja tol = 5,0 · 10−3. Häiriön jälkeinen virhe on siis välillä
5,0 · 10−3 < (ti) < 5,5 · 10−3.
Neliömatriiseilla C:n konjugaattitranspoosin käyttö ei ole tehokasta, joten hyö-
dynnetään C:n singulaariarvohajotelmaa. Nyt matriisit ovat kuitenkin niin suuria,
että singulaariarvohajotelman muodostaminen on hyvin hidasta. Pyritään siksi vält-
tämään singulaariarvohajotelman muodostamista, ellei se ole laskenta-aikojen kan-
nalta välttämätöntä. Singulaariarvohajotelma on laskettava ensimmäisellä kierrok-
sella, kun parametri C˜∗ alustetaan, ja se täytyy laskea uudelleen, kun parametreja
päivitetään. Alustusta ei voi sivuuttaa, mutta päivitystiheyttä voidaan pienentää.
Aikaisemmissa esimerkeissä parametrit päivitettiin, jos jonkin kierroksen laskenta-
aika kasvoi yli 3,0-kertaiseksi edellisiin laskenta-aikoihin verrattuna. Nostetaan nyt
rajaa siten, että parametrit päivitetään vain siinä tapauksessa, että laskenta-aika
kasvaa yli 5,0-kertaiseksi edellisiin aikoihin verrattuna.
Valitaan DY-ratkaisijan parametri C˜∗ vaihtelun vuoksi C:n pseudoinverssiksi, eli
C˜∗ = C+. Kuvasta 3.16 muistetaan, että pseudoinverssin käyttö on p× n -matriisin
tapauksessa tehokasta silloin, kun p ≈ n. Nyt on voimassa p = n, joten pseudoin-
verssin käyttö on perusteltavissa. Hoidetaan DY-ratkaisijan ensimmäinen kierros
LU-hajotelman avulla. Lineaarisen yhtälöryhmän ratkaisun suhteellinen virhe (t)
sekä kokonaislaskenta-aikojen vertailu on esitetty kuvassa 4.9.
Huomataan, että ensimmäistä kertaa neliömatriisien tapauksessa DY-ratkaisija
on lievästi nopeampi kuin LU-hajotelma. Ensimmäisellä kierroksella LU-hajotelma
on kuitenkin nopeampi, mikä johtuu siitä, että kummallakin menetelmällä ensim-
mäisen ratkaisun hakeminen vaatii 4000 × 4000 -matriisin kääntämistä, ja DY-
ratkaisijalla on lisäksi laskettava matriisi-vektoritulo x = −kαC˜∗ξ. Häirityillä sys-
teemeillä DY-ratkaisija kuitenkin päihittää LU-hajotelman. Edellisen tehokkuus se-
littyy ennen kaikkea sillä, että C:n ja r:n häiriöt ovat hyvin pieniä. Kuvan 4.9 alhaalla
olevasta suurennetusta kuvaajasta huomataan, että virhe pysyy välillä tol < (t) <
1,1tol. DY-ratkaisijan kokonaislaskenta-aika on 129. kierroksesta lähtien pienempi
kuin LU-hajotelman. Tässä on yksi syy, miksi kierrosmäärä valittiin niinkin suureksi
kuin 1000: laskenta-aikojen erot näkyvät vasta pitkällä aikavälillä monen häiriön jäl-
keen. DY-ratkaisijan parametrit on päivitetty yhteensä 4 kertaa. Kuvassa 4.9 päivi-
tykset näkyvät “piikkeinä” virheen kuvaajassa. Toisin kuin kuvissa 4.6 ja 4.7, piikit
eivät tässä esimerkissä kasvakaan päivitysten myötä. Laskenta-aikojen kuvaajassa
on myös päivitysten kohdalla “hyppäys” DY-ratkaisijan tapauksessa. Keskimääräi-
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Kuva 4.9: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 4000×4000 -matriisi ja C˜∗ = C+.
Ylävasemmalla on suhteellisen virheen (t) kuvaaja, yläoikealla ratkaisijoiden kokonaislaskenta-
ajat. Alhaalla on virheen (t) kuvaajan alkuosa suurennettuna. Huomaa, että suurennetussa ku-
vaajassa on eri skaalaus kuin ylävasemmassa kuvaajassa. DY-ratkaisijan kokonaislaskenta-aika 1000
kierroksen jälkeen on 2514,4 s, LU-hajotelman 2960,9 s. DY-ratkaisija on lievästi nopeampi kuin
LU-hajotelma.
set laskenta-ajat kierrosta kohti ovat DY-ratkaisijalle 2,5 s ja LU-hajotelmalle 3,0 s.
Edellisestä esimerkistä muistetaan, että LU-hajotelman keskimääräinen laskenta-
aika 1999 × 2000 -matriisille oli 6,9 s. Tämäkin havainnollistaa sitä, miten LU-
hajotelma hidastuu huomattavasti, kun C ei ole neliömatriisi.
Vaikka DY-ratkaisija onkin nyt nopeampi kuin LU-hajotelma, kokonaislaskenta-
aikojen erot ovat hyvin pienet. Laskenta-ajoissa ei myöskään oteta huomioon sitä yli-
määräistä työtä, joka singulaariarvohajotelman muodostamiseksi tehdään. Simulaa-
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tion aikana singulaariarvohajotelma on muodostettu yhteensä 5 kertaa: ensimmäisel-
lä kierroksella sekä 4 parametripäivityksen yhteydessä. Todellisuudessa singulaariar-
vohajotelman muodostamiseen vaadittava laskentatyö on erittäin suuri 4000× 4000
-matriisilla. Olisi siis toivottavaa, että DY-ratkaisija päihittäisi LU-hajotelman suu-
remmalla laskenta-aikojen erolla kuin kuvassa 4.9. Palataan takaisin alkuperäiseen
systeemiin ja toistetaan simulaatio, mutta valitaan parametri C˜∗ tällä kerralla C:n
skaalausmatriisiksi: C˜∗ = Cσ21 . DY-ratkaisijan ja LU-hajotelman laskenta-aikoja on
verrattu kuvassa 4.10.
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Kuva 4.10: DY-ratkaisijan ja LU-hajotelman vertailua, kun C on 4000 × 4000 -matriisi
ja C˜∗ = Cσ21 . Ylävasemmalla on suhteellisen virheen (t) kuvaaja, yläoikealla ratkaisijoiden
kokonaislaskenta-ajat. Alhaalla on virheen (t) kuvaajan alkuosa suurennettuna. Huomaa, et-
tä suurennetussa kuvaajassa on eri skaalaus kuin ylävasemmassa kuvaajassa. DY-ratkaisijan
kokonaislaskenta-aika 1000 kierroksen jälkeen on 1703,5 s, LU-hajotelman 3228,8 s. DY-ratkaisija
on nyt jonkin verran nopeampi kuin LU-hajotelma.
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DY-ratkaisija on tehokkaampi kuin LU-hajotelma myös parametrivalinnalla C˜∗ =
Cσ
2
1 , ja tällä valinnalla laskenta-aikojen erot ovat paljon selvemmät kuin kuvassa 4.9.
Ensimmäisellä kierroksella LU-hajotelma on nopeampi kuin DY-ratkaisija, mutta
häirityillä systeemeillä DY-ratkaisija voittaa LU-hajotelman, kun C:n ja r:n häiriöt
ovat hyvin pieniä. Kuvan 4.10 alhaalla olevasta suurennetusta kuvaajasta huoma-
taan, että virhe pysyy välillä tol < (t) < 1,1tol. Häiriöiden suuruudessa näyttäisi
olevan suurta vaihtelua. Tämä johtuu siitä, ensimmäisillä kierroksilla ratkaisun virhe
pysyi käytössä olevilla häiriöillä halutulla välillä. Jossain vaiheessa häiriöt alkoivat
kuitenkin olla liian suuria systeemille, joten häiriöitä pienennettiin. Neliömatriisit
ovat sen verran herkkiä häiriöille, että sopivan suuruista häiriötä on vaikea muo-
dostaa. Tyydytään tässä esimerkissä siihen, että virheet pysyvät häiriön jälkeen vä-
lillä tol < (t) < 1,1tol, vaikka virhe ei olekaan tasaisesti jakautunut tälle välille.
Häirityillä systeemeillä DY-ratkaisija on sen verran nopeampi kuin LU-hajotelma,
että jo 5. kierroksesta lähtien edellisen kokonaislaskenta-aika on pienempi kuin jäl-
kimmäisen. Parametrivalinnalla C˜∗ = C+ LU-hajotelma ohitettiin vasta 129. kier-
roksella. DY-ratkaisijan parametrit on päivitetty yhteensä 2 kertaa. Kuvassa 4.10
päivitykset näkyvät jälleen “piikkeinä” virheen kuvaajassa, ajanhetkillä t ≈ 4200 ja
t ≈ 6800. Keskimääräiset laskenta-ajat kierrosta kohti ovat DY-ratkaisijalle 1,7 s
ja LU-hajotelmalle 3,2 s. DY-ratkaisija on siis tässä tapauksessa melkein 2 kertaa
nopeampi kuin LU-hajotelma.
♦
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5. JOHTOPÄÄTÖKSET
Luvun 3 alussa on esitetty diplomityön tutkimuskysymys. Tavoitteena on ratkaista
sarja lineaarisia yhtälöryhmiä Cixi = ri, kun peräkkäisille yhtälöryhmille on voimas-
sa Ci+1 ≈ Ci ja ri+1 ≈ ri. Toisin sanottuna, matriisiin Ci ja vektoriin ri kohdiste-
taan toistuvasti hyvin pieniä häiriöitä ja yhtälöryhmä ratkaistaan uudelleen jokaisen
häiriön jälkeen. Tutkimuskysymyksen ratkaisemiseksi on esitetty DY-ratkaisija, jon-
ka ideana on ratkaista yhtälöryhmä lineaarisen differentiaaliyhtälösysteemin avulla.
Systeemin matriisi on muotoiltu siten, että differentiaaliyhtälö suppenee laskettavis-
sa olevaa tasapainotilaa kohti, ja osa tilavektorin komponenteista suppenee lineaari-
sen yhtälöryhmän erästä ratkaisua kohti. Differentiaaliyhtälöä simuloidaan, kunnes
yhtälöryhmän numeerinen ratkaisu saadaan laskettua.
DY-ratkaisija ei ole yksittäisten yhtälöryhmien ratkaisussa yhtä tehokas kuin
LU-hajotelma, mutta menetelmää on pyritty kehittämään siten, että sillä voisi te-
hokkaasti ratkaista sarjan yhtälöryhmiä. Menetelmän vahvuutena on ratkaisijan ro-
bustisuus: yhtälöryhmän ratkaiseminen on mahdollista, vaikka kerroinmatriisia Ci
ja oikean puolen vektoria ri häirittäisiin. Kun tutkimuskysymys on ratkaistu teo-
reettisesti, voidaan alkaa kehittää DY-ratkaisijan parametreja. Kappaleissa 3.4 ja
3.5 on simulaatioiden avulla pyritty optimoimaan käytössä olevia parametreja. Lo-
puksi kappaleessa 3.6 on esitetty niin sanottu online-algoritmi, jossa menetelmällä
ratkaistaan sarja lineaarisia yhtälöryhmiä.
Luvussa 4 on ensin hahmoteltu, miten DY-ratkaisijaa ja LU-hajotelmaa voisi
verrata keskenään. Matriisin Ci ja vektorin ri häiriöt on valittu tutkimuskysymyk-
sen oletusten mukaisesti pieniksi. Kappaleessa 4.1.3 on tarkasteltu, millä tavalla ja
missä tilanteissa DY-ratkaisijan parametreja päivitetään tarvittaessa. Seuraavaksi
on koottu algoritmi, jossa sekä DY-ratkaisijalla että LU-hajotelmalla ratkaistaan
N kappaletta lineaarisia yhtälöryhmiä, ja kummankin menetelmän laskenta-aikoja
verrataan samalla.
Kappaleen 4.2 esimerkeissä on verrattu DY-ratkaisijan ja LU-hajotelman lasken-
ta-aikoja suurilla matriiseilla. Osa matriiseista on ollut leveitä, ja osa neliömatriise-
ja. Matriisit ovat olleet suuria laskenta-aikojen kasvattamiseksi, koska liian pienillä
laskenta-ajoilla menetelmien vertailu olisi ollut vaikeaa. Häiriöt on pidetty tutkimus-
kysymyksen mukaisesti pieninä, ja tällöin DY-ratkaisija saavuttaa nopeasti seuraa-
van ratkaisun hyödyntämällä edellistä ratkaisua alkuehtona. Mikäli häiriöt ovat liian
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suuria, DY-ratkaisija hidastuu huomattavasti. Jos kokoa p× n oleva kerroinmatriisi
on jotain muuta kuin neliömatriisi, eli p < n, DY-ratkaisija on tavallisesti nopeampi
kuin LU-hajotelma. Mitä leveämpi C on, sitä suuremmalla laskenta-aikojen erolla
LU-hajotelma häviää DY-ratkaisijalle. Tavallisesti tehokkain valinta parametrille C˜∗
on C:n skaalausmatriisi Cσ21 . Sellaisilla leveillä matriiseilla, jotka ovat mahdollisim-
man yksinkertaisia, myös konjugaattitranspoosi C∗ on järkevä valinta parametrille
C˜∗. Neliömatriiseilla voidaan vaihtoehtoisesti kokeilla parametrivalintaa C˜∗ = C+,
missä C+ on C:n pseudoinverssi.
DY-ratkaisija voi toisinaan olla tehokkaampi kuin LU-hajotelma myös neliömat-
riisien tapauksessa, mutta tämä on mahdollista vain silloin, kun häiriöt ovat hyvin
pieniä. Esimerkissä 4.2.6 DY-ratkaisija oli tehokkaampi menetelmä 4000 × 4000 -
neliömatriisin tapauksessa. Jos häiriöt ovat riittävän pieniä, on mahdollista, että
DY-ratkaisija päihittää LU-hajotelman myös kokoa 4000 × 4000 selvästi pienem-
millä neliömatriiseilla. Esimerkissä 4.2.1 DY-ratkaisijan olisi ehkä voinut saada te-
hokkaammaksi kuin LU-hajotelma käyttämällä hyvin pieniä häiriöitä. Kuvan 4.2
tuloksista kuitenkin huomataan, että LU-hajotelman keskimääräinen laskenta-aika
kierrosta kohti oli 0,12 s. Tällainen aika on jo niin pieni, ettei menetelmiä välttä-
mättä pysty kovin tarkasti vertailemaan, sillä laskentakoneen satunnaiset kuormi-
tukset vaikuttavat näissä tapauksissa huomattavasti aikoihin. Olennaista on, että
DY-ratkaisija on leveillä matriiseilla tyypillisesti tehokkaampi kuin LU-hajotelma
ja että joskus myös neliömatriiseilla LU-hajotelma voitetaan.
5.1 Jatkokehitysideoita
DY-ratkaisijan parametrien α, k ja C˜∗ hienosäätöä voidaan edelleen jatkaa, jot-
ta differentiaaliyhtälösysteemien ratkaisua saataisiin vielä nopeutettua. Toleranssin
tol vaikutusta DY-ratkaisijan laskenta-aikoihin voisi tutkia. Häiriöiden suuruutta ja
jakaumaa voisi tutkia reaalimaailman sovelluksissa, jotta tiedettäisiin, millaisia häi-
riöt todellisissa tilanteissa ovat. Lisätutkimusta tarvittaisiin myös sille, millä ehdoilla
parametreja kannattaa päivittää häiriöiden jälkeen. Tähän mennessä ainoana ehto-
na on ollut laskenta-aikojen hidastuminen. Myös parametrien päivittäminen vaatii
ylimääräistä laskentaa, varsinkin jos parametrin C˜∗ valinnassa käytetään C:n sin-
gulaariarvohajotelmaa. Olisi tärkeää löytää sopiva tasapaino, jotta parametreja ei
päivitettäisi liian usein ja jotta häiriöt eivät toisaalta pääsisi hidastamaan laskenta-
aikoja liian paljon.
Neliömatriisit ovat edelleen DY-ratkaisijan kannalta vaikeimmat tapaukset, jos-
kin esimerkissä 4.2.6 DY-ratkaisija olikin tehokkaampi kuin LU-hajotelma. Tehok-
kainta tapaa ratkaista toistuvasti lineaarinen yhtälöryhmä Cixi = ri, missä Ci on
neliömatriisi ja Ci+1 ≈ Ci, voitaisiin siis edelleen tutkia. DY-ratkaisija on myös
hidas silloin, kun edellisiä ratkaisuja ei tiedetä, koska tällöin on käytännössä mah-
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dotonta valita alkutila järkevästi. Sopivan alkutilan hakeminen on myös yksi jat-
kotutkimusaihe. Tässä opinnäytetyössä ensimmäisen ratkaisun alkutila saatiin rat-
kaisemalla LU-hajotelmalla systeemin tasapainopisteet. Voisi myös pohtia, kannat-
taisiko parametrien päivityksen jälkeinen ratkaisu hakea esimerkiksi LU-hajotelman
avulla, koska systeemin päivitys muuttaa differentiaaliyhtälön seuraavaa ratkaisua
huomattavasti. Tällöin kyseisen ratkaisun laskeminen on hidasta. Tähän mennes-
sä DY-ratkaisijaa on verrattu ainoastaan LU-hajotelman kanssa. Vertailu muiden
menetelmien — kuten numeeristen ratkaisumenetelmien — kanssa olisi myös mah-
dollinen aihe jatkotutkimukselle. Lisäksi DY-ratkaisijaa voisi yrittää laajentaa siten,
että algoritmi soveltuisi ∞-ulotteisten lineaaristen yhtälöiden ratkaisuun.
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A. LIITTEITÄ
A.1 MATLAB-koodeja ratkaisijoiden laskenta-aikojen vertailuun
A.1.1 Systeemi.m
% Muodostaa systeemin x_c’(t) = A_c x_c(t) + r_c ode-ratkaisijaa varten
function dxc = Systeemi(t, xc, AC, rc, C)
dxc = AC*xc+rc;
A.1.2 lopehto.m
% Lopetusehtofunktio: DY-ratkaisijan toiminta lopetetaan,
% kun ratkaisun virhe on tiettyä toleranssia pienempi
% (tällöin muuttuja status saa arvon true)
function status = lopehto(t,xc,~,AC,rc,C)
epsilon = 0.5E-2;
n=size(C,2);
status = false;
if ( ~isempty(xc) )
x = xc(1:n,end);
r = -1*rc(n+1:end);
erotus = norm(r - C*x) / norm(r);
if ( erotus < epsilon )
status = true;
end
else
status = true;
end
A.1.3 HaeErotus.m
% Lasketaan suhteellinen virhe erotukselle C*x(t) - r
function erotus = HaeErotus(t,xc,C,rc)
n=size(C,2);
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erotus=zeros(size(t));
for i = 1:length(t)
x = xc(i, 1:n)’;
r = -1*rc(n+1:end);
erotus(i) = norm(r - C*x) / norm(r);
end
A.1.4 Vertailu.m
% Vertaillaan DY-ratkaisijan ja LU-hajotelman laskenta-aikoja,
% kun halutaan toistuvasti ratkaista yhtälö Cx = r.
max_kierroksia = 50;
aika_dy = 0; % DY-ratkaisijan kokonaislaskenta-aika
aika_lu = 0; % LU-hajotelman kokonaislaskenta-aika
T = 1E9;
C = randn(700,1000);
[p,n] = size(C);
v = svd(C);
r = randn(p,1);
% DY-ratkaisijan parametrien muotoilu
a = 0.01;
A = -a*eye(n);
Ctilde = v(1)^2*pinv(C);
k = 0.475/v(1)^2;
B = - k*a^2*Ctilde;
D = zeros(p);
% Kirjattavat asiat
aikaskaala = [];
virhe = [];
hairiokohta = [];
t1 = 0;
aikakirjaus = zeros(1,3);
% Yhtälöryhmä ratkaistaan toistuvasti max_kierroksia kertaa
for kierros = 1:max_kierroksia
% Differentiaaliyhtälösysteemi
% ----------------------------
AC = [A B; C D];
rc = [ zeros(n,1); -r ];
% Ensimmäisellä kierroksella haetaan ratkaisu LU:lla
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if ( kierros == 1 )
tic
xi_odealku = -(C*Ctilde)\r/(a*k);
x_odealku = -a*k*Ctilde*xi_odealku;
x1 = [x_odealku; xi_odealku]’;
aika=toc;
t=0;
erotusvek = HaeErotus(t,x1,C,rc);
clear x_odealku xi_odealku
else
options = odeset(’RelTol’, 1E-3, ’AbsTol’, 1E-6, ...
’Jacobian’, AC, ’OutputFcn’, @lopehto);
tic
[t,M]=ode45(@Systeemi, [t1, t1+T], x1, options, AC, rc, C);
aika=toc;
erotusvek = HaeErotus(t,M,C,rc);
% Seuraavaa kierrosta varten loppuaika alkuajaksi ja
% lopputila alkutilaksi
t1 = t(end);
x1 = M(end,:);
end
aika_dy = aika_dy + aika;
% LU-hajotelma
% ------------
tic
x_lu = C\r;
aika2 = toc;
aika_lu = aika_lu + aika2;
% Laskenta-aikojen kirjaus ja tulostus
aikaskaala = [aikaskaala; t];
virhe = [virhe; erotusvek];
hairiokohta = [hairiokohta; aikaskaala(end), virhe(end)];
if ( kierros == 1 )
disp(’[ Kierros | DY:n laskenta-aika | LU:n laskenta-aika ]’)
end
disp([num2str(kierros), ’ ’, num2str(aika), ...,
’ ’, num2str(aika2)]);
% Kokonaislaskenta-aika tähän kierrokseen asti
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aikakirjaus = [aikakirjaus; kierros, ...
aikakirjaus(end,2)+aika, aikakirjaus(end,3)+aika2];
% Häiritään matriisia C
C = C + 0.4E-2*randn(size(C));
end
disp([’Kokonaislaskenta-ajat: DY - ’, num2str(aika_dy), ...
’, LU - ’, num2str(aika_lu)]);
% Kuvaaja DY-ratkaisijan virheestä
figure
plot(aikaskaala, virhe, ’LineWidth’, 4)
hold on
plot(hairiokohta(:,1), hairiokohta(:,2), ’rd’, ’LineWidth’, 4)
x_akseli = get(gca, ’XLim’);
epsilon = 0.5E-2;
plot( linspace(x_akseli(1), x_akseli(2)) , epsilon*linspace(1,1), ...
’m--’, ’LineWidth’, 3)
xlabel(’Systeemin aika t’)
ylabel(’Yhtälön Cx=r ratkaisun virhe \epsilon(t)’)
legend(’Virhe \epsilon(t)’, ’Systeemiä häiritty’, ...
’Toleranssi \epsilon_{tol}’)
hold off
% Kuvaaja laskenta-ajoista
figure
plot(aikakirjaus(:,1), aikakirjaus(:,2), ’r-’, ’LineWidth’, 4)
hold on
plot(aikakirjaus(:,1), aikakirjaus(:,3), ’b--’, ’LineWidth’, 4)
xlabel(’Online-algoritmissa suoritettujen kierrosten lukumäärä’)
ylabel(’Kokonaislaskenta-aika (s)’)
legend(’DY-ratkaisijan kokonaislaskenta-aika’, ...
’LU-hajotelman kokonaislaskenta-aika’)
hold off
