Uncertainty : types and applications in spatial predictive models by Shadman Roodposhti, M
 
 
Uncertainty: types and 






BSc. Geography, MSc. Remote Sensing and GIS 




A thesis submitted in fulfilment of the requirements for the 
degree of Doctor of Philosophy in Geomatics Engineering 
University of Tasmania 
May 2019 
ii 
Declaration of Originality 
"This thesis contains no material which has been accepted for a degree or diploma by the 
University or any other institution, except by way of background information and duly 
acknowledged in the thesis, and to the best of my knowledge and belief no material 
previously published or written by another person except where due acknowledgement is 





Authority of Access  
This thesis may be made available for loan and limited copying and communication in accordance with 
the Copyright Act of 1968.  
Publications included in this thesis  
This thesis contains six published manuscripts in peer reviewed literature and have been incorporate 
as Chapters 2 to 7. 
• Chapter 2 → Shadman Roodposhti, M., Aryal, J., Lucieer, A. and Bryan, B.A., 2019. Uncertainty
assessment of hyperspectral image classification: deep learning vs random forest. Entropy,
21(1): 78.
• Chapter 3 → Shadman Roodposhti, M.; Lucieer, A.; Anees, A.; Bryan, B.A., 2019. A Robust
Rule-Based Ensemble Framework Using Mean-Shift Segmentation for Hyperspectral Image
Classification. Remote Sens. 11: 2057.
• Chapter 4 → Shadman Roodposhti, M., Aryal, J. and Bryan, B.A., 2019. A novel algorithm for
calculating transition potential in cellular automata models of land-use/cover change.
Environmental Modelling & Software, 112: 70-81.
• Chapter 5 → Shadman Roodposhti, M., Safarrad, T. and Shahabi, H., 2017. Drought sensitivity
mapping using two one-class support vector machine algorithms. Atmospheric Research, 193:
73-82.
• Chapter 6 → Shadman Roodposhti, M., Aryal, J., Shahabi, H. and Safarrad, T., 2016. Fuzzy
Shannon entropy: a hybrid GIS-based landslide susceptibility mapping method. Entropy,
18(10): 343.
• Chapter 7 → Shadman Roodposhti, M., Hewitt, R.J. and Bryan, B.A., 2020. Towards automatic
calibration of neighbourhood influence in cellular automata land-use models. Computers,
Environment and Urban Systems, 79: 101416.
iv 
Statement of Co-authorship (where applicable) 
The following people contributed to the publication of work undertaken as part of this thesis: 
• Majid Shadman, School of Technology, Environment and Design, University of Tasmania
• Arko Lucieer, School of Technology, Environment and Design, University of Tasmania
• Jagannath Aryal, School of Technology, Environment and Design, University of Tasmania
• Brett A. Bryan, Centre for Integrative Ecology, School of Life and Environmental Sciences,
Deakin University
• Richard J. Hewitt, Information and Computational Sciences Group, James Hutton Institute,
Aberdeen, Scotland, UK
• Asim Anees, Data Scientist Group, Children’s Medical Research Institute, 214 Hawkesbury
Road, Westmead, NSW. 2415 Australia
• Himan Shahabi, Department of Geomorphology, Faculty of Natural Resources, University of
Kurdistan, Iran
• Taher Safarrad, Department of Geography and Urban Planning, Faculty of Humanities and
Social Science, University of Mazandaran, Iran
v 
Author details and their roles: 
• Chapter 2: Majid (85%), Jagannath (5%), Arko (5%) Brett (5%)
All authors contributed to design and development. Majid performed all analysis and writing.
Jagannath, Arko and Brett provided editorial advice.
• Chapter 3: Majid (85%), Arko (5%), Brett (5%), Asim (5%)
All authors contributed to design and development. Majid performed all analysis and writing.
Arko, Brett and Asim provided editorial advice.
• Chapter 4: Majid (85%), Jagannath (5%), Brett (10%)
All authors contributed to design and development. Majid performed all analysis and writing.
Brett majorly revised the write ups. Jagannath and Brett provided editorial advice.
• Chapter 5: Majid (90%), Himan (5%), Taher (5%)
All authors contributed to design and development. Majid performed all analysis and writing.
Himan and Taher provided editorial advice.
• Chapter 6: Majid (90%), Jagannath (4%), Himan (1%), Taher (5%)
All authors contributed to design and development. Majid performed all analysis and writing.
Jagannath, Himan and Taher provided editorial advice.
• Chapter 7: Majid (85%), Richard (12%), Brett (3%)
All authors contributed to design and development. Majid performed all analysis and writing.
Richard majorly revised the write ups. Richard and Brett provided editorial advice.
We the undersigned agree with the above stated “proportion of work undertaken” for each of the 
above published peer-reviewed manuscripts contributing to this thesis:  
Candidate: Majid Shadman  09/05/2019 
Associate Professor Arko Lucieer 
Supervisor  
School of Technology, Environments and 
Design, University of Tasmania  
Date: 9 May 2019 
Professor Jason Byrne 
Acting Head of School, Technology, 
Environments and Design, University of 
Tasmania 
Date: ………………………………………… 
17 Oct 2019 
vi 
Abstract 
Uncertainty is one of the most essential and fundamental issues that requires full attention in almost 
all spatial models and applications. Evidently, the quality of uncertainty modelling plays a critical 
role in resultant outcomes of geographical models and applications with an inevitable effect on 
decision- making processes. Therefore, up to now, uncertainty assessment and modelling has gained 
extensive attention in the field of spatial sciences. Considering the growing importance of this issue, 
this thesis investigates uncertainty modelling that applies in spatial science along with practical 
strategies to deal with them. To this end, three definitions of uncertainty are adopted, including 
Type A in which the uncertainties are derived from series of repeated observations, Type B , such 
as ambiguity and/or vagueness, with the uncertainties calculated by means other than the statistical 
analysis of series of observations (i.e. general knowledge of the behaviour and properties of 
phenomena) and Type C that is uncertainties in form of randomness. Proposed strategies to deal with 
each type of uncertainty is also exemplified in this thesis. 
In terms of Type A uncertainty, in this thesis, entropy is the key term representing uncertainty. 
Considering the fact that repeated observations are more often aimed at implementation of predictive 
spatial models, three examples are described (1) assessing uncertainty of several machine-learning 
classification algorithms that are repeatedly applied in implementation of spatial predictive models, 
(2) improving performance of a classification scheme using uncertainty assessment and (3) applying
an optimised algorithm using uncertainty assessment in land-use change simulation as a popular
example. To this end, in Chapter 2, a strategy is proposed to evaluate the uncertainty of two
machine-learning algorithms (i.e. random forest vs deep neural network) that are applied for land-
use classification. These two algorithms are highly popular in implementation of predictive spatial
models. In Chapter 3, a strategy to improve the performance of predictive algorithms using
uncertainty models is proposed in the context of image classification. A comprehensive practical
illustration is then applied for improving the quality of a land-use change model in Chapter 4.
With reference to Type B uncertainty, two different examples are implemented for drought sensitivity 
and landslide susceptibility mapping, where fuzzy If-Then rules and fuzzy sets are used to improve 
the quality of spatial models in Chapters 5 and 6, respectively. 
Finally, Chapter 7 is focused on applying randomness for modelling Type C uncertainty that is 
frequently encountered in spatial models, especially land-use change models. Although randomness 
is an inevitable component of land-use change models, it is sometimes overlooked. In this chapter, 
randomness is applied as a primary component of land-use change models, but it is also applied to 
achieve the optimised neighbourhood setting as a key requirement of the model calibration phase. 
This thesis, therefore, is a comprehensive illustration of different types of uncertainty in a range of 
important spatial models. Here, the thesis case studies are selected, so that they can be either applied 
to model the same spatial phenomenon within different case studies or can be generalised to new 
applications in the spatial domain. 
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In this chapter, the intended meaning of uncertainty that applies to this thesis is defined and 
clarified. This is followed by a detailed description and categorisation of applied uncertainty models in 
spatial applications. Afterwards, the inherent necessity of modelling uncertainty as a prerequisite for 
modelling any spatial phenomena is explained in the problem statement. Finally, the aim and objectives 
of this thesis are outline, and the thesis structure is provided. 
1.2. Uncertainty 
The “uncertainty” phenomenon arises if there is a lack of information about the occurrence of some 
event.  The fact that our descriptions of spatial phenomena are subject to uncertainty is now generally 
acknowledged. Spatial models are designed to handle large amounts of information about the natural 
and built environments where any collection of information observation is prone to uncertainty in a 
number of forms (Fisher, 1999). If that uncertainty is ignored, then there is always a chance for incorrect 
predictions or spatial simulation. Therefore, trust in the designed spatial model/application can be 
undermined. It is therefore of crucial importance to properly model uncertainty, in the best possible 
form, within a desired spatial model. Fundamental to that requirement is familiarity with popular 
forms of uncertainty that are repeatedly used for implementation of various spatial models (Figure 1.1) 
– the subject of this chapter.  
Considering various types of spatial models, depending on the existing level of model complexity, 
one or more of the main uncertainty formats may be utilised (Figure 1.1). The aim of this chapter is to 
facilitate the conceptual understanding of the requirements for modelling different types of uncertainty 
within the spatial domain. Although no unanimous definition of uncertainty exists (Allard, 2013; 
Fisher, 1999; ISO and OIML, 1995; Taylor and Kuyatt, 1994), the most popular forms of uncertainty in 
applied spatial science can be divided in three major categories including uncertainties emanating from 
(1) Type A where the uncertainties is calculated from series of repeated observations such as those 
derived from probability distributions of desired estimates, (2) Type B such as ambiguity and/or 
vagueness where the uncertainty is modelled using experts’ general knowledge about the behaviour 
and properties of phenomena (e.g. using fuzzy set and logic) (3) Type C where the uncertainty is an 
intermediate state of the first two categories (Figure 1.1).  
The uncertainty component obtained from a Type A evaluation is calculated from repeated 
observations and is very similar to statistically estimated variance or the derived entropy from a set of 
probability values. A good example of Type A uncertainty that applies to a geographical phenomenon 
is determination of a land-use class for a given pixel in a satellite image. The concept of land-use is 
fundamental where the definition of each land-use class is defined by a detailed standard. In this 
regard, for the purpose of land-use classification/prediction, the available attribute options to be 
assigned to a land-use pixel or parcel is limited but uncertain. Here, the probability of each possible 
outcome can be quantified using land-use classification/prediction algorithms. Thus, the interpretation 
of the uncertainty concept is usually uncomplicated in its spatial expression (i.e. using observed 
frequency distribution).   
Type B evaluation of uncertainty is to deal with ambiguity and/or vagueness defined as the 
method of evaluation of uncertainty by means of existing general knowledge or experts’ knowledge. 
An example for this uncertainty type is the definition of a class (i.e. steep slope) or set (i.e. suitable or 
unsuitable pixel values) is a matter of vagueness, which can be treated by fuzzy set theory. Many 
examples of a poorly defined geographical phenomenon are applicable to standardisation of spatial 
criteria in the process of suitability or susceptibility mapping  (Chang et al., 2008; Charabi and Gastli, 
2011; Feizizadeh et al., 2014c; Malczewski, 2006; Shadman Roodposhti et al., 2016).  For instance, the 
definition of a steep slope is often vague where the intermediate border between level slope, gentle 
slope and steep slope are often gradual and non-specific. 
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Figure. 1.1. Popular forms of uncertainty that are repeatedly used for implementation of various spatial models 
(adapted from (ISO and OIML, 1995), with revisions). 
 
In this thesis, Type C uncertainty is then identified as an intermediate state between the first two 
uncertainty types. Although there are similarities between random effects and Type A uncertainty and 
also between systematic effects and Type B uncertainty, they are not the same. Random effects are 
usually categorised as Type A; however, they also can be evaluated by Type B estimates, especially 
when the magnitude of the randomness effect is available without performing repeated measurements. 
For instance, in land-use change models, the predicted transitions are implemented by comparing the 
class-specific probabilities for each pixel to a random number chosen from a Uniform, Weibull, Poisson 
distribution etc. between 0 and 1. If the scaled transition probability to a new land-use class matches 
the random value, the transition takes place; otherwise, the grid cell maintains its current land cover 
(Hepinstall et al., 2008). This is to compensate for existing levels of uncertainty in LUC models while 
applying individual measurements to calibrate each desired random distribution (i.e. Weibull 
distribution), which is often omitted.  
Ignoring uncertainty undermines trust in the designed spatial model/application and 
corresponding decision-making phase; therefore, it is of crucial importance to properly model 
uncertainty, in the best possible form, within a desired spatial model. Obviously, fundamental to that 
requirement is familiarity with popular forms of uncertainty that are repeatedly used for 
implementation of various spatial models. To this end, applications that are discussed in this thesis are 
centralised around uncertainties derived from probability distribution, fuzzy set and logic and 
randomness as representative of Types A, B and C uncertainties. Posterior to defining three types of 
uncertainty that exist in spatial models, each definition is followed at least with one detailed 
application. This will not only respond to the gap of defining uncertainty in spatial models, but also 
further facilitate the conceptual understanding of the requirements for modelling different types of 
uncertainty within the spatial applications. 
Uncertainty
Type A
Uncertainty in form 
of entropy
Type B
Uncertainty in form 
of fuzziness
Type C
Uncertainty in form 
of randomness
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1.2.1. Uncertainty in form of entropy 
Probability is a study of the frequency of occurrence in crisp events such as the problem of 
quantifying the probability of correct classification or assigning a correct class label to an image object. 
In spatial science, the assessment of probability related uncertainties in the form of entropy, information 
gain, Gini impurity etc. is usually aimed to improve the quality of classification/prediction -as in deep 
neural networks (Guo et al., 2017; LeCun et al., 2015)- or mapping probability of correct 
classification/prediction -as an uncertainty assessment approach (Khatami et al., 2017). Although a 
variety of methods can be applied for this purposes, using entropy as the quantitative measure of 
system disorder or instability (Shannon, 2001) is more frequent throughout contemporary literature (da 
Silva et al., 2016; He and Kolovos, 2018; Porwollik et al., 2017). 
1.2.2. Uncertainty in form of fuzziness 
Vagueness arises when we are planning to group some objects that have a common property φ. 
The outcome is an actualized grouping of objects, X, which is not necessarily a set because the property 
φ may be vague. In simple words, it may not be always possible to characterise all the elements of the 
given grouping precisely and unambiguously. The fuzzy set theory offers a well-established 
mathematical framework in which conceptually vague phenomena can be precisely and rigorously 
studied (Zimmermann, 2010). Fuzzy sets can trace and quantify uncertainties within the data efficiently 
overriding intrinsic subjectivity within the data domain by means of fuzzification, where crisp variables 
are altered into fuzzy or continuous inputs (Srivastava et al., 2016; Zadeh, 1965a; Zadeh, 1976). The 
fuzzy membership function (FMF) is a generalisation of the indicator function in classical sets. In fuzzy 
logic, it represents the degree of truth as an extension of valuation. Degrees of truth are often confused 
with probabilities, although they are conceptually distinct, because fuzzy truth represents membership 
in vaguely defined sets, rather than the likelihood of some event or condition. FMF were introduced by 
Zadeh (1965a) who proposed using a membership function (with a range covering the interval (0,1)) 
operating on the domain of all possible values. In terms of spatial applications, vagueness is considered 
by applying FMF for data standardisation (Donevska et al., 2012; Feizizadeh et al., 2014c; Makropoulos 
et al., 2003; Roodposhti et al., 2014a) in various applications. 
Another common form of modelling vagueness in spatial applications is through the 
implementation of fuzzy rules (If-Then) rules, such as those forming fuzzy inference systems (FIS). 
Fuzzy rules are used within fuzzy systems to infer an outcome based on the input variables (Enderton 
and Enderton, 2001). These if-then rule statements are used to formulate the conditional statements that 
comprise fuzzy logic (Roodposhti et al., 2017). 
1.2.3. Uncertainty in form of Randomness 
Randomness is a good representative of ambiguity that is highly applied in spatial applications 
especially land-use simulation models. In statistics, a random variable is an assignment of a numerical 
value to each possible outcome of an event space. This association facilitates the identification and the 
calculation of probabilities of the events. Randomness is the lack of pattern or predictability in events. 
A random sequence of events, symbols or steps has no order and does not follow an intelligible pattern 
or combination.  
1.3. Modelling uncertainty in spatial applications  
Modelling uncertainty of geographic objects/processes has been long considered throughout the 
modern spatial literature. The literature on uncertainty includes many definitions and applications, 
with various levels of complications. Here, some of the most popular examples of highly cited research 
papers for modelling uncertainty of geographic objects/processes are listed within the modern spatial 
literature (Table 1.1).  
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Table 1.1. Examples of highly cited research papers for modelling uncertainty of geographic 
objects/processes throughout the modern spatial literature 









Prioritising spatial criteria for landslide 
susceptibility mapping  
 
(Devkota et al., 2013b; Felicísimo et al., 2013; 
Pourghasemi et al., 2012a) 
Prioritising spatial criteria for site selection studies  
 
(San Cristóbal, 2011) 
Environmental vulnerability assessment  
 
 
Feature selection for classification and prediction 
tasks 
(Löw et al., 2013) 
  
Prioritising spatial criteria for multi-criteria 
decision analysis 
(Jaafari et al., 2014; Pourghasemi et al., 2012a) 
  















Standardisation of landslide susceptibility mapping 
criteria using FMF 
 
(Akgun and Türk, 2010a; Feizizadeh et 
al., 2014c; Pradhan, 2011) 
Landslide susceptibility mapping using If-Then 
rules 
 
(Akgun et al., 2012b; Pourghasemi et al., 
2012b) 
Standardisation of spatial criteria for site selection 
using FMF  
 
(Aydin et al., 2013; Gbanie et al., 2013; 
Moeinaddini et al., 2010) 
Prioritising spatial criteria for flood susceptibility 
mapping  
(Tehrany et al., 2014; Zou et al., 2013) 
  
Prioritising spatial criteria for multi-criteria 
decision analysis 
(Aydin et al., 2010; Guo and Zhao, 2015; Kaya 
and Kahraman, 2010) 
  








s Modelling land-use change using cellular 
automata/agent-based models 
 
(Aguilera et al., 2011; Valbuena et al., 2010) 
Modelling traffic density (Lee et al., 2014) 
  
# Each publication above has minimum citation of a hundred where the publication date is no older than 2010. 
1.4. Problem statement 
Modelling uncertainty is a prerequisites for model building in any field where models are used, 
including spatial science (Crosetto et al., 2000). The majority of spatial data and models contain 
numerous inherent and introduced types of uncertainty (Davis and Keller, 1997). To date, research into 
uncertainty management has focused on identification and management of the different individual 
types of uncertainties and how they can be represented in simple overlay procedures. However, 
addressing uncertainty is an ongoing creative exploration (Li et al., 2018b) and yet the comprehensive 
categorisation of major types of uncertainty in spatial modelling and simulation has not been updated 
by applying state-of-the-art methodologies. Especially in the era of big geospatial data, spatial analyses 
and spatial datasets evolve with technological advances; therefore, new methods for studying 
uncertainty will be required in spatial science. These methods shall be contributing to quantifying 
predictive uncertainty of emerging spatial models that is a challenging and yet unsolved problem. 
Understanding the influence of existing uncertainties in the quality of spatial modelling and simulation 
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for various environmental applications requires in-depth investigation of diverse types and levels of 
uncertainties within spatial data/models. It is thus critical that spatial modellers know the importance 
of quantifying existing uncertainties in their typical forms. Thus, this thesis investigates suitable 
approaches for modelling each existing form of spatial uncertainties including: Type A, B and C that 
are applicable to popular spatial applications namely image processing, land-use change modelling, 
sensitivity and susceptibility mapping.   
Modelling uncertainty allows us to assess the uncertainty that is linked with the model response 
because of uncertainties in the model input (Crosetto and Tarantola, 2001; Crosetto et al., 2000). 
Therefore, this thesis aims to investigate whether modelling uncertainty can assist in improving the 
quality of existing spatial applications in the context of land-use change modelling, remote sensing 
image classification (Martin et al., 2006; Weng et al., 2018), suitability (Ray and Burgman, 2006), 
sensitivity (Johnson and Gillingham, 2004) and susceptibility mapping (Shadman Roodposhti et al., 
2016), which are among most popular spatial models in contemporary literature. or instance, numerous 
machine-learning and statistical methods have been used to calculate land-use transition rules and map 
transition potential for use in cellular automata land-use models (Roodposhti et al., 2018). Each of these 
methods employs structurally different numerical formulations, which affect the accuracy and 
transparency of LUC models. However, few of these methods facilitate the transparent extraction of 
transition rules and their corresponding uncertainty. A similar problem also exists in terms of detecting 
classification rules in image processing, outlining mechanisms in landslide susceptibility mapping, etc. 
In terms of the landslide susceptibility mapping or drought sensitivity mapping, lack of model 
transparency and inefficiencies in modelling uncertainty is more tangible as it will directly affect our 
interpretation of the model outcome. This is again elevated when it comes to state-of-the-art spatial 
models with higher levels of complexity. To contribute in solving this issue, six individual case studies 
for different modelling applications are implemented in this thesis. The proposed methods and 
workflows can handle models of a high degree of complexity and can also be generalised to other 
environmental applications in the spatial domain.    
1.5. Aim and objectives  
The overarching aim of this thesis is to assess and implement novel procedures to deal with major 
types of uncertainty in spatial models. The research is designed to improve the quality of decision-
making based on implemented spatial models. To achieve the overarching aim of this research, the 
following objectives have been defined: 
 
(1) To develop and compare an uncertainty assessment technique as a spatial approximator of 
classification accuracy, which can be used to identify unreliable pixel-level class allocations 
(with high uncertainty). 
 
(2) To investigate uncertainty assessment that is derived from the probability distribution of 
possible outcomes of hyperspectral image classification. This is implemented by a highly 
accurate and transparent rule-based image classification algorithm. 
 
(3) To apply uncertainty assessment derived from the probability distribution of land-use for 
implementation of transparent transition potential maps, which is applied for modelling land-
use change simulation. 
 
(4) To implement a novel drought sensitivity mapping technique through modelling uncertainty 
levels of decision rules using two one-class support vector machines (OC-SVM). 
 
(5) To develop an optimal solution to deal with spatial data uncertainty for both criteria 
standardisation and prioritisation that is applicable to susceptibility mapping. This objective is 
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especially highly beneficial when there is not sufficient knowledge about a set of spatial criteria 
belonging to a desired area of interest. 
 
(6) To assess the possibilities of applying randomness for better calibration of neighbourhood 
analysis required in automata land-use change models. 
1.6. Thesis Outline 
This thesis is composed of published journal manuscripts and manuscripts currently under 
review. Chapters 2, 4, 5 and 6 have been published in peer-refereed journals.  Chapter 3 and 7 have 
been submitted to scientific journals for publication. The thesis structure diagram (Figure 1.2) shows 
how the three types of uncertainty relate to the individual chapters and thesis objectives.  
Chapters 2 to 7 present specific case studies to exemplify different types of uncertainty (i.e. Types 
A, B and C). In terms of Type A uncertainty, three examples are described in a sequential order, where 
entropy is used as a key concept representing this type of uncertainty. Chapter 2, is aimed at assessing 
uncertainty of random forest and deep neural network as popular machine-learning algorithms that 
are repeatedly applied to implement a variety of spatial predictive models. Then, chapter 3 is an attempt 
to improve the performance of a novel rule-based ensemble classification scheme using uncertainty 
assessment and findings of chapter 2. Afterwards, chapter 4 is a practical example of applying an 
optimised algorithm using uncertainty assessment (i.e. such as those applied in chapter 3) in the context 
of land-use change simulation as a popular example in spatial modelling literature. Chapters 5 and 6 
are dedicated to Type B uncertainty, where uncertainty is applied to deal with the vagueness of spatial 
models. Thus, two different examples are implemented for drought sensitivity and landslide 
susceptibility mapping, where fuzzy If-Then rules and fuzzy sets are applied to improve the quality of 
spatial models in Chapters 5 and 6, respectively. Finally, Chapter 7 is dedicated to randomness as an 
example of modelling uncertainty Type C that is frequently encountered in spatial models, especially 
land-use change models. Although randomness is an inevitable component of land-use change models, 
it is sometimes overlooked. In this chapter, randomness is applied as a primary component of land-use 
change models. In addition, it is demonstrated that randomness can also be utilised to achieve an 
optimised neighbourhood setting as a key requirement of the model calibration phase.   
1.7. Future research and application to other datasets 
The proposed methodologies for modelling various aspects of uncertainty in this thesis are not 
limited to specific geographic location and any similar datasets can be utilised in any potential future 
research. In this regard, those datasets applied in chapters 2 and 3 (i.e. Salinas dataset, Indian Pines 
dataset and Pavia University dataset) are publicly available world reference datasets that have been 
repeatedly used by other studies for testing various novel methodologies applicable to hyperspectral 
imagery. All three datasets that are used in Chapters 2 and 3 are available at 
http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes. The datasets 
that are applied for methodology implementation of chapters 4, 5, 6 and 7 belong to Iran, which are 
applied with respect to the fact that there were prior knowledge and proper understanding about the 
datasets involved in the implementation of spatial models in each chapter. For every chapter (i.e. 
chapters 2 to 7), where research objective applies to Australian case studies, there will be no limit to 
benefit from Australian datasets. 
As a matter of fact, all the introduced modelling approaches in this thesis are numeric and 
quantitative models that may be applied especially to similar topics. Some can be also applied to other 
global contexts. For example, applying uncertainty measures (e.g. Shannon entropy or any other form 
of uncertainty) for assessing predictivity strength (e.g. chapter 2 and 3), prioritisation of predictor 
variables (e.g. chapter 4), determining the weight of predictor variables or spatial criteria in variety of 
spatial multi-criteria models (such as chapter 6) does not belong to specific geographic boundaries and 
can be beneficial for problem-solving purposes without spatial or temporal limits. This also applies to 
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fuzzy rules (e.g. If-Then rules) to deal with spatial uncertainties. For better demonstration purpose a 
sample work for Australian case study is prepared (Roodposhti et al., 2019b), where a new 
methodology is developed by combining methodological contents of Chapters 2 to 6 and applied for 
the purpose of landslide susceptibility mapping where Shannon Entropy is used for criteria 
prioritisation and a set of fuzzy If-Then rules are applied to convert susceptibility scores to 
susceptibility classes with minimum possible subjectivity. 
 
 
Figure. 1.2. Structure of thesis and achievement of objectives. 
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2. Uncertainty assessment of hyperspectral image 
classification: deep learning vs random forest 
The current chapter is aimed to apply and compare two uncertainty assessment techniques that do not rely on test 
data availability and enable the spatial characterisation of classification accuracy before the validation phase, 
promoting the assessment of error propagation within the classified imagery products. This chapter is an attempt 
to model uncertainty Type A and has been published in the Entropy journal. 
Shadman Roodposhti, M., Aryal, J., Lucieer, A. and Bryan, B.A., 2019. Uncertainty assessment of hyperspectral 
image classification: deep learning vs random forest. Entropy, 21(1): 78. 
Abstract: Uncertainty assessment techniques have been extensively applied as an estimate of accuracy 
to compensate for weaknesses with traditional approaches. Traditional approaches to map accuracy 
assessment have been based on a confusion matrix and hence, are not only dependent on the 
availability of test data but are also incapable of capturing the spatial variation in classification error. 
Here, we apply and compare two uncertainty assessment techniques that do not rely on test data 
availability and enable the spatial characterisation of classification accuracy before the validation phase, 
promoting the assessment of error propagation within the classified imagery products. We compared 
the performance of emerging deep neural network (DNN) with the popular random forest (RF) 
technique. Uncertainty assessment was implemented by calculating the Shannon entropy of class 
probabilities predicted by DNN and RF for every pixel. The classification uncertainty of DNN and RF 
is quantified for two different hyperspectral image datasets—Salinas and Indian Pines. We then 
compared the uncertainty against the classification accuracy of the techniques represented by a 
modified root mean square error (RMSE). The results indicate that considering modified RMSE values 
for various sample sizes of both datasets, the derived entropy based on the DNN algorithm was a better 
estimate of classification accuracy and hence, provided a superior uncertainty estimate at pixel level. 
2.1. Introduction 
Assessing and mapping the state of the Earth’s surface is a key requirement for many global 
research in the context of natural resources management (Xie et al., 2008), natural hazards modelling 
(Dutta et al., 2016; Roodposhti et al., 2017), urban planning (Weng et al., 2018; Xiao et al., 2006) etc., 
where all these mapping products need to be validated (Congalton, 1991; Congalton and Green, 2008). 
With the initiation of more advanced digital satellite remote sensing techniques, accuracy assessment 
of emerging methods has received major interest (Congalton and Green, 2008). The conventional way 
to report classification and/or prediction map accuracy is through an error matrix estimated from a test 
dataset, which is independent of the training process (Khatami et al., 2017). Accuracy metrics such as 
Cohen’s Kappa coefficient (Cohen, 1968), overall accuracy (Congalton, 1991) and class-specific 
measures such as user's and producer's accuracies are usually estimated based on an error matrix 
(Richards and Jia, 1999b). However, it is not clear how these accuracy metrics relate to per-pixel 
accuracy (Ye et al., 2018) as these types of accuracy metrics are incapable of understanding the spatial 
variation of classification accuracies despite its importance in modelling spatial phenomena (Comber 
et al., 2012; Foody, 2002).  
Different approaches have been proposed to characterize the quality of classified maps at the local 
scale (Khatami et al., 2017). One method is to apply empirical models to link classification accuracy 
(dependent variable) to different independent (predictor) variables, such as land-cover class (Burnicki, 
2011; Yu et al., 2008). As the dependent variable is dichotomous (i.e., classified correctly or not), logistic 
regression is the most frequently applied algorithm for this purpose. Another approach for 
characterizing map quality at the local scale involves spatial interpolation of classification accuracy of 
the test dataset (Tsutsumida and Comber, 2015). The most recent approach is introduced by Khatami 
et al (2017), building on Stehman (1997). Here, a per-pixel accuracy prediction is implemented by 
applying different accuracy prediction methods based on four factors including predictive domain 
(spatial or spectral), interpolation function (constant, linear, Gaussian, and logistic), incorporation of 
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class information (interpolating each class separately versus grouping them together), and sample size. 
The fourth and most popular approach (Khatami et al., 2017) is to use the probabilities of class 
memberships or prediction strength (i.e. tree votes in the random forest or probabilities in neural 
networks) as indicators of classification uncertainty. The idea is that for a certain pixel, the greater the 
probability of class membership for a given labelled class, the lower the uncertainty associated with 
that class and analytical functions can be used to quantify the uncertainty measures instead of using 
only the membership value of the most probable class. Examples of these functions include ignorance 
uncertainty (Legleiter and Goodchild, 2005), Shannon's entropy (Dehghan and Ghassemian, 2006; 
Loosvelt et al., 2012), and α-quadratic entropy and maximum probability (Giacco et al., 2010), where 
entropy summarizes the information from membership values of all classes. 
Uncertainty assessment techniques can provide an uncertainty map as a spatial approximator of 
classification accuracy, which can be used to locate and segregate unreliable pixel-level class allocations 
from reliable ones. In addition, this approach is independent of test data availability. This uncertainty 
assessment may be implemented using two types of classification approaches: unsupervised schemes 
using no training dataset (Prasad and Arora, 2014; Wang and Shi, 2013), and supervised schemes 
(Brown et al., 2009; Foody et al., 1992; Loosvelt et al., 2012; McIver and Friedl, 2001). Although 
unsupervised approaches can be applied regardless of the training dataset availability (i.e. by applying 
unsupervised algorithms), their relevant uncertainty assessment results may be misleading due to 
incorrect classification of pixels. In terms of supervised methods, various algorithms have been applied 
to evaluate the uncertainty of correct/incorrect classified pixels including random forest (RF) as one of 
the most popular algorithms. RF (Breiman, 1996; Breiman, 2001) has a rich and successful history in 
machine learning including applications in hyperspectral image classification (Abdel-Rahman et al., 
2015; Chan and Paelinckx, 2008; Crawford et al., 2003; Lawrence et al., 2006; Naidoo et al., 2012) and 
uncertainty assessment (Coulston et al., 2016; Ließ et al., 2012; Loosvelt et al., 2014). It has been 
demonstrated to outperform most state-of-the-art learners when it comes to handling high dimensional 
data (Caruana et al., 2008), such as hyperspectral image datasets. Nonetheless, we assumed that 
considering high-dimensional hyperspectral data, newly emerging deep learning algorithms may be 
efficient for uncertainty assessment, but they have been rarely applied for this purpose. On the other 
hand, the deep learning algorithms have also been found to be more accurate than traditional 
algorithms, especially for image classification (Chen et al., 2014; Hinton and Salakhutdinov, 2006; 
Krizhevsky et al., 2012). Further, with multiple layers of processing, they may extract more abstract, 
invariant features of data, which is considered beneficial for uncertainty assessment studies.  
Uncertainty assessment techniques have been repeatedly applied to assess the quality of 
hyperspectral image classification (Acquarelli et al., 2017; Adep et al., 2016; Wang and Shi, 2013). While 
deep learning has attracted broad attention as a classification algorithm (Liu et al., 2017; Pan et al., 2017; 
Tao et al., 2018; Wei et al., 2018) it has not been applied to uncertainty assessment of hyperspectral 
image classification nor compared to other methods. Thus, here we aim to apply DNN for uncertainty 
assessment of correct/incorrect classification for every pixel and then compare it with RF. Due to its 
high performance in uncertainty assessment studies, the RF algorithm provides an appropriate 
benchmark for comparing the performance of uncertainty assessment derived from deep learning. This 
paper aims to explore, quantify and compare the capability of DNN and RF algorithms for uncertainty 
assessment of hyperspectral imagery using two different hyperspectral datasets. To this end, by 
applying DNN in this study, we compare the uncertainty assessment of hyperspectral image 
classification using probability values derived from deep learning neurons and popularity votes of 
random forest (RF) trees combined with uncertainty values using Shannon entropy.  
2.2. Methods and dataset 
2.2.1. Method 
This study follows two major steps (Figure 2.1). In step 1, the whole dataset is randomly divided 
into training (50%) and test data (50%). For each dataset, the hyper-parameters of the optimum DNN 
Chapter 2    
10 
 
and RF algorithms (Table 2.1) are configured using a 5-fold cross-validation of the training data in pre-
processing stage. This is done only for hyper-parameters with a significant effect on the datasets and 
the remaining hyper-parameters are kept at the default values. Although test data is always a constant 
sub-set of the whole dataset, training procedure is done using different portions of training sample (i.e. 
10%, 20%, … 100%) to assess the effects of training sample size in uncertainty assessment. Thus, the 
training sample itself is sliced into 10 equal random portions, and then applied for training the tuned 
algorithms. The algorithms are then trained 10 times each, from 10% to 100%, every time by a 10% 
increase of training samples, x={10%, 20%, …, 100%}, while the test dataset is always the same. In 
addition, to achieve more consistent results and to account for sensitivity analysis, each algorithm is 
applied in five consecutive runs, where the sampling strategy is the same but with location of initial 
sampling seeds (i.e. random training (50%) and test data (50%)) is modified by a different random 
function. As the hyper-parameters of the DNN and RF algorithms are optimised using a validation 
sample, they were not modified for the other sample sizes. Here, for both DNN and RF, the probability 
of belonging to each possible class was estimated for every pixel and used to compute the uncertainty 
of classification for that pixel using Shannon’s entropy (Dehghan and Ghassemian, 2006), where 
entropy represents uncertainty in this research (Khatami et al., 2017). 
Table 2.1. The optimised hyper-parameters of DNN and RF using 5-fold cross-validation data for 
uncertainty assessment. 
Algorithm Hyper-parameter Description Salinas Indian Pines 
DNN hidden Hidden layer sizes [100,100] [200, 200] 
DNN epoch How many times the dataset 
should be iterated (streamed)  
300 300 
DNN activation Activation function for non-
linear transformation. 
"Maxout" "Maxout" 
DNN stopping metric A metric that is used as 
stopping criterion 
"RMSE" "RMSE" 
DNN l1 Only allows strong value to 
survives 
0.0001 0.0001 
DNN l2 Prevents any single weight 
from getting too big 
0.001 0.001 
DNN epsilon Prevents getting stuck in local 
optima 
1e-10 1e-10 
RF ntree Number of trees to grow 100 100 
RF mtry Number of variables available 
for splitting at each tree node 
14 15 
*For deep learning this optimisation is done using “Grid Search” by h20.grid() function and for Random forest it 
has been done manually for number of trees while tunerf() function is used to optimise mtry. 
In step 2, for a better demonstration of classification performance considering the low and high 
uncertainty values, we mapped the uncertainty outputs along with the mode of correct/incorrect 
classified test pixels for all applied training samples (i.e. from 10% to 100%). Whenever an optimised 
algorithm is applied in the context of uncertainty assessment, the uncertainty value for a correctly 
classified pixel should be minimised (i.e. “0”) while it should be maximised (i.e. “1”) for misclassified 
pixels. Thus, we then calculated root mean square error (RMSE) of every prediction implemented by 
each algorithm (Dehghan and Ghassemian, 2006) to quantify the degree of deviation from this optimum 
state. For this purpose entropy values are normalised between 0 and 1. This whole process was 
implemented in R (R Core Team, 2017) using three major packages namely “H2O” (Candel et al., 2016), 
“randomforest” (Liaw and Wiener, 2002), “entropy” (Hausser et al., 2012). 




Figure 2.1. Flowchart of methodology implementation labelled with the main R packages utilized.  
2.2.1.1. Supervised uncertainty assessment approach  
The most popular and accurate way of uncertainty assessment is based on a supervised scheme 
using a machine-learning algorithm. Here, we implemented a model that can assess uncertainty values 
of a classified hyperspectral image containing various class labels. We first collected ground truth data 
labelled with their class categories such as corn, grass, hay, oats, soybean, etc. During training, the 
algorithm is provided with a training example and produces a response in the form of a vector of 
probabilities, one for each class. Then, the best-case scenario would be the highest probability score for 
one class and the lowest possible probability score for other remaining classes. The least desirable case, 
on the other hand, would be equal probability scores for all the existing class labels (Figure 2.2). We 
then compute the uncertainty of probability scores for all potential class labels for a pixel by using 
entropy. An ideal machine-learning algorithm, for uncertainty assessment, is not only capable of 
classifying input data with the highest possible accuracy but also it is also capable of producing class 
labels with low uncertainty for correctly classified pixels and vice versa. 
  
(a) (b) 
Figure 2.2. The best-case scenario for every pixel, (a) low uncertainty versus worst-case scenario, (b) high 
uncertainty. The other instances would be intermediate states of these two.  
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In this study, the uncertainty derived from deep learning neurons and popularity votes of random 
forest trees, were quantified using Shannon entropy (Shannon, 2001). Entropy summarizes the 














p is the probability of class membership for h class labels. Further, the selection of the 
logarithm base is unimportant, as it only affects the units of entropy (Brown et al., 2009). 
2.2.1.2. Deep neural network (DNN) 
The deep learning algorithm applied in this research is based on R studio deep neural network 
(DNN) from H2O package (Candel et al., 2015), which is a feed-forward artificial neural network, 
trained with stochastic gradient descent using back-propagation. Here, multiple layers of hidden units 
were applied between the inputs and the outputs of the model (Hinton et al., 2012; LeCun et al., 2015; 
Li et al., 2013a).  
Each hidden unit, j, typically uses the logistic function   (the closely related hyperbolic tangent is also 
often used and any function with a well-behaved derivative can be used) to map its output
j
y using 
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For multiclass classification, such as our problem of hyperspectral image classification, output unit 













          (2.3) 
where h is an index over all classes. DNNs is discriminatively trained by backpropagating derivatives 
of a cost function that measure the discrepancy between the target outputs and the actual outputs 
produced for each training case (Rumelhart et al., 1988). When using the softmax output function, the 




C pd= −           (2.4) 
where the target probabilities, typically taking values of one or zero, are the supervised information 
provided to train the DNN algorithm. 
2.2.1.3. Random forests as a benchmark 
To measure and quantify DNN performance for uncertainty assessment of hyperspectral 
classification, we implemented the random forest (RF) algorithm applied to the same datasets (Liaw 
and Wiener, 2002). The RF algorithm provides an appropriate benchmark for assessing the performance 
of the DNN scheme because of its high performance found in hyperspectral data classification (Belgiu 
and Drăguţ, 2016; Chan and Paelinckx, 2008; Crawford et al., 2003; Ham et al., 2005; Lawrence et al., 
2006). RF is also computationally efficient and suitable for training datasets with many variables and 
can solve multiclass classification problems (Mahapatra, 2014). We compared the uncertainty 
assessment results of DNN and RF using two different datasets. 
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2.2.1.4. RMSE of uncertainty assessment 
Root mean square error (RMSE) is the standard deviation of the residuals (prediction errors). Here 
RMSE demonstrates standard deviation of prediction for correct and erroneous estimates of test 
dataset. In other words, it explains how concentrated the data is around the line of best fit considering 





RMSE ne o== −           (2.5) 
Where e represents estimated entropy value from ‘0’ to ‘1’ for minimum and maximum entropy after 
normalisation. o represents classification result for the observed values, which is ‘1’ for erroneous 
predictions and ‘0’ for correct answers. Here RMSE is applied as a goodness of fit for uncertainty 
assessment results. Therefore, the best-case scenarios would be those classification cases where the 
algorithm is at both maximum confidence and accuracy (e=0 and o=0) or minimum confidence and 
minimum accuracy (e=1 and o=1). The worst-case scenarios, however, occurs when the algorithm is at 
minimum confidence and maximum accuracy (e=1 and o=0) or vice versa (e=0 and o=1). Table 2.2 
demonstrates the intuitions behind the proposed RMSE. 
Table 2.2. The intuition behind the proposed RMSE 
Best-case scenarios e o RMSE Worst-case scenarios e o RMSE 
Positive 0 0 0 Positive 0 1 1 
Negative 1 1 0 Negative 1 0 1 
* All other instances fall within intermediate states 
2.2. Datasets 
In this study, two widely used hyperspectral datasets including the Salinas (Kianisarkaleh and 
Ghassemian, 2016; Luo et al., 2017a; Yu et al., 2017) and Indian Pines (Li et al., 2017a; Yang et al., 2017; 
Yu et al., 2017) image datasets are used (Table 2.3) and divided into validation, train and test samples 
(Figure 2.3). Both datasets contain noisy bands due to dense water vapour, atmospheric effects, and 
sensor noise. These datasets are all available at 
http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes. 
The Salinas image consists of 224 bands and each band contains 512 × 217 pixels covering 16 
classes. It was recorded by AVIRIS sensor over Salinas Valley, CA, USA with a spatial resolution of 3.7 
m, and the spectral information ranges from 0.4 to 2.5 µm. We used 204 bands, after removing bands 
of the water absorption features.  
The Indian Pines dataset is also an AVIRIS image collected over the Indian Pines test site location, 
Indiana, USA. This dataset consists of 220 spectral bands in the same wavelength range as the Salinas 
dataset; however, four spectral bands are removed as they contain no data. This scene is a subset of a 
larger scene and it contains 145 × 145 pixels covering 16 ground truth classes. In the present research 
experiment, 20 spectral bands were removed because of the water absorption phenomena and noise. 
 
Table 2.3. The major attributes of the hyperspectral datasets. 
Dataset Sensor Total bands Excluded bands Number of classes Dimension Resolution 
Salinas AVIRIS 224 20 16 512 × 217 20 metre 
Indian Pines AVIRIS 224 24 16 145 × 145 20 metre 
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  (a) (b) 
  
(c) (d) 
Figure 2.3. Ground truth data of two datasets including the Salinas (a) and the Indian Pines (b). The bottom 
images represent the location of the train and test data for the Salinas (c) and the Indian Pines (d).  
2.3. Results 
2.3.1. Salinas simulation experiments 
The results of uncertainty assessment for Salinas dataset using DNN and RF are presented in 
Figure 2.4. However, to avoid redundancy in the representation of the results only half of the achieved 
uncertainty images are displayed (i.e. 10%, 30%, 50%, 70% and 90%). Regardless of the classification 
scheme and/or training sample size class 8 (8: Grapes_untrained) and 15 (15: Vinyard_1) belonged to 
the highest uncertainty level among all the available class labels. For both algorithms, this was followed 
by concentration of incorrect predictions within the high uncertainty areas, which are identified as false 
values in the mode of correct/incorrect classified test data based on all training samples from 10% to 
100%. 
RF and DNN were comparable in terms of achieved overall accuracy (OA) of classification for the 
majority of sample sizes while the areas covered with the high uncertainty values were less obvious 
within DNN results. This was observable for all corresponding sample sizes. Further, to quantify the 
capabilities of DNN and RF for uncertainty assessment and potential application as an estimate of 
accuracy, we then calculated the RMSE of every sample size (Eq. 2.5) applied for image classification 
for each algorithm. Following the mapping of uncertainty values, which represent uncertainty levels, 
we plotted the RMSE of the classification (y-axis) of the test data for various training sample sizes (x-
axis). Here, lower RMSE values indicate better estimates of uncertainty (Table 2.2), and vice versa. For 
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the Salinas dataset, RMSE values for the DNN algorithm were lower than RF for all sample sizes while 
RMSE values derived from RF are more consistent (Figure 2.5). 
      
OA=91.7, S=10 OA=92.8, S=30 OA=93.8, S=50 OA=93.8, S=70 OA=93.2, S=90 Classified Test Set 
(a) 
      
OA=89.8, S=10 OA=92.1, S=30 OA=92.9, S=50 OA=93.6, S=70 OA=93.9, S=90 Classfied Test Set 
(b) 
Figure 2.4. Results of uncertainty assessment for DNN (a) and RF (b) using different portions of training sample (S 
in %) and mode of correct/incorrect classified test data for the Salinas dataset. The estimated overall accuracy (OA 
in %) of the whole classification scheme is also demonstrated for selected portions of training sample.  
 
 
Figure 2.5. The estimated RMSE values of uncertainty assessment for test datasets (y-axis) where the algorithm is 
trained with different portions of the training sample (x-axis) of Salinas dataset. Dash lines represent minimum 
and maximum RMSE values for each sample sizes achieved in five consecutive simulation run. 
Further, to better understand the capability of uncertainty measures as an estimate of accuracy, 
we plotted the correspondence between mean class uncertainty (i.e. entropy) and class accuracy (Figure 
2.6). Nonetheless, to avoid unnecessary repetition of results, only the 50% training sample was plotted, 
which confirmed the accuracy of classification within the majority of image classes will be reduced by 
an increase in the uncertainty of pixels belonging to those classes and vice versa. In accordance with 
Figure 2.4, it was also demonstrated class 8 and 15 of Salinas dataset with highest mean uncertainty 
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Figure 2.6. Class entropy/uncertainty (x-axis) versus class accuracy (y-axis) plots of Salinas dataset using DNN (a, 
left) and RF (b, right) algorithms observed by applying 50% of training data. The bubble sizes represent the 
frequency of land-use class labels while bigger bubbles indicate the higher frequency and vice versa. Deep neural 
network 50% training sample size (a), Random forest 50% training sample size (b).  
2.3.2. Indian Pines simulation experiments 
The results of uncertainty assessment for Indian Pines dataset using DNN and RF were similar to 
the Salinas dataset. For both DNN and RF, classification uncertainty was reduced for larger training 
samples while the overall accuracy values of classification increased. However, this was less obvious 
for RF compared with DNN (Figure 2.7). In addition, the improvement of overall accuracy values with 
an increase in training sample size was more distinctive than the Salinas dataset. Remarkably, for every 
corresponding sample size, not only was DNN the more accurate algorithm but also displayed fewer 
pixels with high uncertainty values. The mode of correct/incorrect classified pixels demonstrated 
almost the same pattern for both algorithms while there were less misclassified pixels within the results 
of DNN algorithm. 
      
OA=69.0, S=10 OA=80.43, S=30 OA=85.9, S=50 OA=88.0, S=70 OA=89.2, S=90 Classified Test Set 
(a) 
      
OA=69.0, S=10 OA=78.6, S=30 OA=80.7, S=50 OA=82.8, S=70 OA=84.3, S=90 Classified Test Set 
(b) 
Figure 2.7. Results of uncertainty assessment for DNN (a) and RF (b) using different portions of training sample (S 
in %) and mode of correct/incorrect classified test data for Indian Pines dataset. The estimated overall accuracy 
(OA in %) of the whole classification scheme is also demonstrated for selected portions of training sample. Deep 
Neural networks (a), Random Forest (b).  
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The higher accuracy of DNN elevates the quality of implemented uncertainty assessment for 
locating correct/incorrect classifications for this dataset. Nonetheless, to quantify the difference in 
quality of uncertainty the assessment between the two algorithms, the RMSE values were estimated for 
every training sample. The RMSE values also confirmed the superiority of DNN for the majority of 
training sample sizes (Figure 2.8), in a way that less uncertainty was estimated for correct classified 
pixels while incorrect classified pixels were identified by more levels of uncertainty. However, the same 
as Salinas dataset, RMSE values derived from five consecutive simulation run of RF are more consistent. 
 Figure 2.8. The estimated RMSE values of uncertainty assessment for test datasets (y-axis) where the algorithm is 
trained with different portions of training sample (x-axis) of Indian Pines dataset. Dash lines represent minimum 
and maximum RMSE values for each sample sizes achieved in five consecutive simulation run. 
Finally, the correspondence between mean class uncertainty (i.e. entropy) and class accuracy of 
Indian pine dataset is demonstrated in Figure 2.9 for 50% training sample size using both DNN and RF 
algorithms. Similar to Salinas dataset results, the achieved results of Indian Pines demonstrated a 
negative relationship between uncertainty and accuracy for the majority of class labels. 
  
(a) (b) 
Figure 2.9. Class entropy/uncertainty (x-axis) versus class accuracy (y-axis) plots of Indian Pines dataset using 
DNN (a, left) and RF (b, right) algorithms observed by applying 50% of training sample size. The bubble sizes 
represent the frequency of land-use class labels while bigger bubbles indicate the higher frequency and vice versa.  
2.4. Discussion 
The evaluation of the two algorithms’ performance as an estimate of accuracy was implemented 
based on uncertainty values of correctly and incorrectly classified pixels using Shannon entropy. Our 
results suggest the uncertainty of the probability values derived from neuron probabilities in DNN are 
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both of the algorithms were accurate algorithms, this is due to the promising capability of DNN to limit 
areas of high uncertainty within the vicinity of incorrectly classified pixels while RF failed to perform 
this way.  
2.4.1. Comparing the quality of uncertainty assessment based on RMSE 
With reference to the fact that both DNN and RF algorithms may achieve an overall accuracy above 
70%, even for the minimum portion of training sample size (i.e. 10%), it was expected one algorithm 
may perform a better uncertainty assessment if it successfully limits the high uncertainty areas to the 
spatial vicinity of incorrectly classified pixels while highlighting the remaining areas as low 
uncertainty. This is regardless of achieved overall accuracy. Although the RMSE values derived from 
five consecutive runs of each algorithms indicate that results of uncertainty assessment using RF is 
more consistent compared with DNN. Nonetheless, comparing the results of uncertainty assessment, 
for both utilised datasets and every corresponding sample sizes demonstrates that areas of high 
uncertainty values were less abundant within the results of DNN algorithm compared with RF (Figure 
2.4 and Figure 2.7). In other words, the uncertainty derived from DNN algorithm tended to be less than 
the uncertainty derived from popularity votes of random forest trees for the correct classified pixels. 
This may be due to the fact that DNN is optimized to reduce the difference between the predicted 
distribution and the true data generating distribution by minimizing the cross-entropy of the two 
probability distributions (Guo et al., 2017; Zhu et al., 2018). Therefore, the uncertainty assessment 
derived from DNN algorithm was a superior to RF combined with a better overall accuracy for these 
two datasets. This was validated by estimation of the modified RMSE values, using correct and 
erroneous estimates along with corresponding normalised uncertainty (Eq. 2.5), for both datasets and 
various training sample sizes (Figure 2.5 and Figure 2.8). However, more studies using different 
datasets are still required for generalizing the results. 
2.4.2. Quality of uncertainty assessment for different sample sizes 
For both algorithms and both datasets, larger training samples were found to be more beneficial 
for uncertainty assessment. The RMSE of uncertainty estimates, which was applied as a goodness of fit 
to assess the quality of uncertainty maps, decreased from the initial (10%) to final (100%) training 
sample sizes (Figure 2.5 and 2.8). However, this improvement was more obvious for DNN compared 
with RF. This may be due to a different formulation of RF and DNN algorithms, which is affecting the 
performance of the two algorithms for uncertainty assessment. Usually, training sample size has a 
crucial role in classification accuracy (Lu and Weng, 2007); thus it will also affect the uncertainty 
assessment process. The increased training sample size will typically increase the performance of an 
algorithm from random sampling (Foody and Mathur, 2006; Pal and Foody, 2010), but not all 
algorithms will be improved at the same level with a larger sample size.  
Although RF can also benefit from a larger training sample by extracting more binary rules (Li et 
al., 2014), DNN may achieve a better performance. For DNN, the ratio of uncertainty assessment 
improvement followed by larger training sample size and more accurate classification depends on the 
abundance of contextual information per-pixel in the target dataset (Heydari and Mountrakis, 2018). In 
this regards, DNN benefits more from larger training sample ratio compared with the traditional 
algorithms, specifically using the rich spectral and contextual information in hyperspectral data for 
image classification (Chen et al., 2014). As many extensive experimental results confirm the excellent 
performance of the deep learning-based algorithms matched with rich spectral and contextual 
information (Zhang et al., 2016), our study suggests this is also beneficial to increase training sample to 
achieve a better uncertainty assessment result.  
2.4.3. Uncertainty vs accuracy  
The existing uncertainties at different stages of the classification procedure influence classification 
accuracy (Canters, 1997; Lu and Weng, 2007). Therefore, understanding the relationships between the 
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classification uncertainty and accuracy is the key successful contribution of an estimate of accuracy for 
image classification. Although low uncertainty classification instance is accompanied with high 
accuracy, some exceptions may apply to the high uncertainty, which usually belongs to low accuracy 
estimates. Thus, incorrect predicted class labels are usually located inside high uncertainty areas with 
very few exceptions within low uncertainty regions while correct classified pixel overlay the low 
uncertainty areas (Figure 2.4 and Figure 2.7). In this research, for both applied datasets, the existing 
correspondence between uncertainty and accuracy was better identified using DNN algorithm. Having 
said that, in our study, DNN is demonstrated more potential in uncertainty assessment for 
hyperspectral image classification. Following accurate classifications combined with minimising high 
uncertainty areas, DNN not only offers a lower rate of RMSE but also offers a higher contrast between 
low and high uncertainty areas. 
At a wider scale, considering mean class uncertainty against the class accuracy of test data, it was 
revealed that usually a lower uncertainty value of a class is followed by a higher accuracy (Figure 2.6 
and Figure 2.9). In other words, as low uncertainty indicates the probabilities of potential class labels 
for a pixel are not equal (i.e. unimodal distribution). This simply specifies that based on the available 
distribution of potential labels and their probability values (Figure 2.2), defined by either deep learning 
neurons or tree votes, usually one of the potential class labels (i.e. 16 labels for each applied datasets) 
has a significant preference to be selected as the estimated label. Accordingly, the concentration of low 
uncertainty values corresponding to every pixels of a desired class label is anticipated by an acceptable 
accuracy of classification. In terms of higher values of mean uncertainty for a class, the class accuracy 
will be reduced due to abundance of high uncertainty estimates within that class. Although, the 
imperfect correspondence between mean class uncertainty and class accuracy hinders us from 
developing a mathematical formulation to use uncertainty as an estimate of accuracy. Nonetheless, one 
may expect that image classification within a class with low mean uncertainty value will be more 
accurate compared with other classes with higher mean uncertainty.   
2.5. Conclusion 
Due to the weaknesses of the traditional approaches of map accuracy assessment based on a 
confusion matrix, many uncertainty assessment approaches are being developed as accuracy estimates. 
In terms of supervised methods, we compared deep neural network (DNN) with random forest (RF), 
where an estimate of accuracy is defined by the entropy of all potential probabilities/votes toward 
different class labels for a pixel, as an uncertainty measure. In this research, entropy was applied to 
encode the measure of uncertainty, which is applicable to any dataset including hyperspectral image 
datasets. Considering the results of uncertainty assessment, for both Salinas and Indian Pines datasets, 
DNN outperformed RF for the purpose of uncertainty assessment. However, the superiority of DNN 
algorithm was more obvious when applying Indian Pines dataset, as well as larger training sample 
sizes. This was due to, less-abundant high uncertainty values throughout the classified dataset 
compared with RF for every corresponding training sample size while having a comparable or better 
overall accuracy. Nonetheless, the achieved uncertainty maps of DNN can facilitate the application of 
hyperspectral image classification products by alerting map users about the spatial variation of 
classification uncertainty over the entire mapped region as an estimate of accuracy. 
 
 
Chapter 3    
20 
 
3. A robust rule-based ensemble framework using 
mean-shift segmentation for hyperspectral image 
classification 
 
The current chapter aims to develop a robust rule-based ensemble framework using mean-shift segmentation for 
hyperspectral image classification. The proposed framework consists of multiple rule sets with rules constructed 
based on different class frequencies and sequences of occurrences where Shannon entropy is derived for assessing 
the uncertainty of every rule and the subsequent filtering of unreliable rules. This chapter, published in Remote 
Sensing MDPI, corresponds to objective number two and is grouped in modelling uncertainty Type A as 
explained and outlined in the thesis structure. 
Shadman Roodposhti, M.; Lucieer, A.; Anees, A.; Bryan, B.A., 2019. A Robust Rule-Based Ensemble Framework 
Using Mean-Shift Segmentation for Hyperspectral Image Classification. Remote Sens. 11: 2057 
Abstract— This paper assesses the performance of DoTRules—a dictionary of trusted rules—as a 
supervised rule-based ensemble framework based on the mean-shift segmentation for hyperspectral 
image classification. The proposed ensemble framework consists of multiple rule sets with rules 
constructed based on different class frequencies and sequences of occurrences. Shannon entropy was 
derived for assessing the uncertainty of every rule and the subsequent filtering of unreliable rules. 
DoTRules is not only a transparent approach for image classification but also a tool to map rule 
uncertainty, where rule uncertainty assessment can be applied as an estimate of classification accuracy 
prior to image classification. In this research, the proposed image classification framework is 
implemented using three world reference hyperspectral image datasets. We found that the overall 
accuracy of classification using the proposed ensemble framework was superior to state-of-the-art 
ensemble algorithms, as well as two non-ensemble algorithms, at multiple training sample sizes. We 
believe DoTRules can be applied more generally to the classification of discrete data such as 
hyperspectral satellite imagery products.  
3.1. Introduction 
Image classification is a vital tool for generating maps for environmental monitoring (Chan and 
Paelinckx, 2008). While for decades, multispectral imagery archives have been used to produce 
thematic maps, hyperspectral imagery is potentially a better option because of the higher spectral 
resolution. Hyperspectral images, which often contain more than 50 bands of continuous spectral 
information (Adep et al., 2016), can provide considerably more spatial and spectral information about 
the visible objects in their recorded field of view than multispectral imagery (van der Meer et al., 2012). 
Because of the quality of information, hyperspectral images are widely used in applications such as 
precision agriculture (Zarco-Tejada et al., 2016), biotechnology (Wakholi et al., 2017), mineral 
exploration (Rodger et al., 2012), and land-cover investigations (Chen et al., 2017). These various types 
of applications have generated interest in hyperspectral image classification that has grown rapidly 
during the past two decades, with significant progress (Ma et al., 2016).  
Up to now, many popular machine-learning algorithms have been applied in hyperspectral image 
classification. These include instance-based (Huang et al., 2015), regression (Khodadadzadeh et al., 
2014), regularization (Peng et al., 2016), decision tree (Goel et al., 2003), probabilistic (Shao et al., 2017), 
reinforcement learning (Zhong and Zhang, 2012), dimensionality reduction (Reshma et al., 2016), 
ensemble (Naidoo et al., 2012), Bayesian (Kayabol and Kutluk, 2016), maximum margin (Gao et al., 
2015), evolutionary (Feng et al., 2016), clustering (Huang et al., 2015), association rule learning (Guo et 
al., 2006), artificial neural network (Awad, 2014; Goel et al., 2003; Yu et al., 2017) and deep learning (Li 
et al., 2017b) methods (see Figure 3.1). Regardless of the classification performance, many of these 
algorithms act as black-boxes, resulting in a poor recognition of the classification structure and 
robustness owing to the high-dimensionality of the data (Castelvecchi, 2016; Goodfellow et al., 2015). 




Fig. 3.1. Visual illustration of different categories of machine learning methods used for image classification. 
Recently, ensemble classification methods have received more attention from the machine learning 
community, resulting in their increased popularity in different applications such as hyperspectral 
image classification (Ayerdi and Graña, 2016; Ayerdi et al., 2015; Uslu et al., 2017). Nonetheless, as 
opposed to other black-box classification algorithms, rule-based ensembles have demonstrated the 
ability to inform the interpretation of classification schemes (Tseng et al., 2008). Rules are very general 
structures that offer an easily understandable and transparent way to find the most reliable class 
allocation (Russell et al., 2003). The inferred logic of the model structure obtained by rule-based 
methods can be dissected, deciphered and applied out-of-the-box to new homogeneous classification 
problems. This is a major motivation, and it makes rule-based approaches more desirable compared 
with black-box approaches, even at the potential cost of a reduced classification accuracy (Bauer and 
Steinnocher, 2001). This paper presents a simplified and novel rule-based ensemble framework based 
on the mean-shift and uncertainty assessment as a hyperspectral image classification tool, and we 
compare its performance against other state-of-the-art ensemble algorithms, where the mean-shift 
application is exclusive to the proposed framework. For the sake of simplicity throughout the paper, 
the proposed framework is referred to as DoTRules (Dictionary of Trusted Rules). 
Here, we present DoTRules for hyperspectral image classification to provide a better and more 
transparent understanding of classification schemes, as well as accurate and robust classification 
performance. This adds to the growing literature of ensemble methods applied to the classification of 
hyperspectral data (Benediktsson et al., 2008; Ceamanos et al., 2010; Xia et al., 2018), especially those 
aimed at improving the performance of classification with acceptable clarity (Rokach, 2010). DoTRules 
is based on rules and uncertainty assessment. It was first introduced and applied to the calibration of 
land-use/cover change simulation models (Shadman et al., 2017). We assess the performance of the 
DoTRules algorithm as a novel rule-based classification framework modified to employ a bagging 
approach in order to boost accuracy. This accuracy boost is implemented by applying a thresholding 
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assignment in order to extract trusted rules and then employing a novel voting approach to extract the 
class label recommended by the more trusted rules.  
DoTRules extracts different subsets of training data from the full dataset, which can then be 
incorporated into boosting accuracy using a bagging approach designed to improve stability and 
accuracy. DoTRules has been found to perform well at modelling discrete data (Roodposhti et al., 
2019a). Since satellite imagery products inherently contain discrete digital numbers (DNs), DoTRules 
can work natively with them, quantifying the likelihood of belonging to a certain map class. It identifies 
classification rules and quantifies their frequencies so that some will be more influential than others. It 
also handles null values, which originate from unmatched rules between training and test samples. In 
addition, the uncertainty of every recognised classification rule is quantified using Shannon entropy. 
In simple terms, it scrutinises the uncertainty of each classification rule prior to assigning class labels 
based on their uncertainty value, so that the overall accuracy of classification can be improved. This not 
only results in boosting accuracy but also enables data analysts to spatially map every unique rule’s 
uncertainty. In terms of applying DoTRules, every pixel of the target hyperspectral dataset corresponds 
to one rule from each rule set, and, after quantifying uncertainty, only the most competitive one is 
selected among all of the corresponding rules for a target pixel. Thus, as opposed to many other 
methods, DoTRules is not a black-box method, as the attributes and characteristics of every single rule 
can be openly observed. In addition, by quantifying the uncertainty of every rule we can then anticipate 
their hit ratio. This provides a tool for the spatial segregation of more reliable/accurate classified 
boundaries from less reliable/accurate ones prior to image classification.  
The main objectives of this study are to: (1) demonstrate DoTRules as an accurate and transparent 
rule-based ensemble framework for hyperspectral image classification; (2) map the uncertainty of every 
unique classification rule as an estimate of the rules’ hit ratio. This highlights the contribution of this 
paper, i.e., developing an accurate and transparent rule-based ensemble algorithm that provides a prior 
estimate of classification accuracy at the pixel level. Mapping the spatial distribution of classification 
accuracies is considered extremely beneficial for enhancing the capabilities of a classifier used as a land-
use and land-cover map production tool based on satellite imagery (Congalton, 1991; Khatami et al., 
2017). Here, we describe the modified version of DoTRules for hyperspectral image classification, 
before demonstrating its application in three different study areas. We quantify the accuracy of 
DoTRules for hyperspectral image classification, and compare the results against some popular state-
of-the-art ensemble approaches, i.e., extreme gradient boosting (XGBoost) (Georganos et al., 2018; 
Loggenberg et al., 2018), random forest (RF) (Chan and Paelinckx, 2008; Crawford et al., 2003; Gislason 
et al., 2006; Ham et al., 2005; Lawrence et al., 2006), rotation forests (RoFs) (Feng and Bao, 2017; Xia et 
al., 2015; Xia et al., 2014; Xia et al., 2016), regularised random forest (RRF) (Izquierdo-Verdiguier et al., 
2017; Mureriwa et al., 2016), as well as two non-ensemble algorithms, namely, support vector machine 
(SVM) (Bazi and Melgani, 2006; Cui and Prasad, 2015; Fauvel et al., 2008; Lv et al., 2016; Tarabalka et 
al., 2010), and deep belief network (DBN) (Chen et al., 2015; Li et al., 2018a) as the classic deep learning 
method. Although SVM and DBN are not ensemble methods, they are included in our comparison 
because of their popularity, as they have been repeatedly used in recent hyperspectral image 
classification studies using Indian Pines, Salinas and Pavia University datasets. Finally, we discuss the 
advantages and disadvantages of the proposed approach for hyperspectral image classification.  
3.2. Methods and datasets 
3.2.1. DoTRules 
DoTRules is based on a dictionary of trusted rules. It is designed for prediction when a large 
amount of discretised data are involved. However, it may also be applied to continuous data after 
discretisation. This is similar to the RF (Breiman, 1996; Breiman, 2001) method insofar as rule sets are 
used to select the mode response (i.e. most frequent class label). However, instead of generating 
random trees, the DoTRules operates by constructing many corresponding rules for every pixel (i.e. 
feature vector), which are derived from different rule sets. Designing a rule-based system is aimed to 
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clarify the ensemble scheme where every rule corresponds with one or more pixels. Each rule set is 
generated from a different combination of predictor variables in the ensemble run. For every unique 
rule, the most frequently occurring class label is assigned that carries the highest probability of 
occurrence. However, as there are many rule sets, there may be many matching rules with defined class 
labels for a single data sample. To get the best (i.e. final) class label, a weighted majority filter (weighted 
mode) is applied on every available corresponding rule for a single data sample after the elimination 
of unreliable rules. The weighted majority filter is urged to put more emphasis on those rules that are 
assembled by more components (i.e. matching variables) with less generalised class labels. The 
DoTRules procedure consists of the following steps implemented in R (R Core Team, 2017): 
STEP 1: Segmentation analysis 
As per requirement of proposed framework for systematic rule setting, a data segmentation or 
segmentation analysis should be applied to each predictor variable J={j1,j2, … , jn} before classification, 
where J is a defined set of spectral bands / band compositions, but not necessarily every spectral bands or 
possible compositions of a hyperspectral dataset. Thus, the homogeneous digital numbers (DN) of the 
hyperspectral satellite image will be converted to segments. This is intended to partition m observations 
of original image into S segments for each j in J, in which each DN in each segment (ideally) share some 
common trait. Although various types of segmentation or even clustering algorithms can benefit the 
proposed classification framework, here, the “mean-shift” segmentation algorithm was applied 
(Cheng, 1995). The mean shift algorithm (Cheng, 1995; Fukunaga and Hostetler, 1975) is a recursive 
algorithm that allows us to execute a nonparametric mode-based segmentation. This is performed by 
data segmentation based on a kernel density estimate of the probability density function associated 
with the data-generating process. The core motivation factors for applying mean-shift algorithms is the 
fact that it is model-free and does not assume any prior shape on data segments. Furthermore, it is 
robust to outliers and does not require setting number of segments.  
In its standard form, the mean-shift algorithm works as follows. A set of DN values from x1,…,xm 
is observed for each spectral band J={j1,j2, … , jn}. A kernel function ker f is fixed and a bandwidth 






























         (3.1) 
where σ is a bandwidth parameter. The fundamental parameter in mean-shift algorithms is the 
bandwidth σ, which determines the number of segments (Silverman, 2018). Furthermore, regions with 
less than some pixel-count C may be optionally eliminated. To account for different spatial and spectral 
variances it is practical to choose a kernel window of size σ = σs, σr with differing radii σs in the spatial 
and σr in the range domain. The statistics literature has developed various ways to estimate the 
bandwidth. One of them is the adaptive mean-shift where you let the bandwidth parameter vary for 
each data point. Here, the σ parameter is calculated using kNN algorithm (Carreira-Perpinán, 2015). If 
xi,S is the k-nearest neighbour of xi then the bandwidth is calculated as: 
,i i i Sx x = −           (3.2) 
Here, the aim of the segmentation analysis is to summarise input data and then minimise the 
required number of rules for correctly classifying pixels to their corresponding class label. As more 
accurate segments will improve the classification results, it is beneficial to apply the segmentation 
analysis on spectral band compositions composed of less similar spectral bands (e.g. within 
multidimensional space). Thus a pairwise dissimilarity measure dis(ji , jn) between spectral bands ji and 
jn, for 1 ≤ i, j ≤ n (Huband et al., 2005) can be applied to achieve more robust segments.  
STEP 2: Formatting the data 
In order to avaoid mixining segments (S) values during concatenation phase for rule 
implementation in later steps, data segments should be formatted. Following data segmentation, 
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considering the maximum number of segments (S), the obtained data from step one should preferably 
be converted to two- (S < 100), three-digit (100 <= S < 1000) numbers or more. This is a requirement prior 
to the rule implementation. Hence, if a maximum value of S is less than 100, data should be formatted 
in a two-digit format (i.e. 3 = 03 or 26 = 26), while if maximum value of S  is equal to or greater than 100 
and less than 1000, then data should be in a three-digit format (i.e. 3 = 003 or 26 = 026), and so forth.  
STEP 3: Splitting data into training and test samples 
Both our training and test sets will be in tabular form, consisting of a set of pixels I={i1,i2, .., im}. Each 
pixel i in I has a value xij for each predictor variable J. Simply, xij is the converted segment value of 
sample i in I for j from J. Thus, for each predictor variable j, xij can adopt one of a fixed set of possible 
values ≤ S. Each pixel i has a corresponding class label li   L={l1, l2, …, lh}, which are also discrete 
semantic attributes from the global set of class labels such as corn, grass, oats, etc. It must be noted that 
to implement ensemble learners using DoTRules, it is needed to derive z sub-sets of the training dataset 
to construct different rule sets D containing individual classification rules d. This consists of all the 
available pixels in the primary training dataset but includes a different (random) combination of j in 
the feature vector. 
STEP 4: Creating a rule set 
For every zth sub-set of the training set, we will concatenate values of a pixel xij for every j in J to 
form a rule set D. The concatenation of two or more characters is the string formed by them in a series 
(i.e. the concatenation of 001, 020, and 200 is 001020200). Equation 3.3 illustrates the pixel values for the 
cauterised predictor variables concatenated for each pixel (row) i, thereby creating a rule for each pixel 
in the corresponding subset of the training dataset. 
11 12 1 11 12 1 1
21 22 2 21 22 2 2
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Note that following the concatenation and extraction of rules (Equation 3.3), every rule within a 
specific rule set has maintained its single class label li ∊ L. We then aggregate duplicate rules where 
pixels have exactly the same values for all criteria, leaving an efficient new rule set of unique rules D'z. 
The frequency of occurrence of all potential class labels li ∊ L is then calculated for each unique rule d' 
in D'z:  
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       (3.4) 
where v is the number of unique rules in Dz. The class label from set L with the highest frequency (i.e. 
the mode) is then assigned to each corresponding unique rule d'. The total number of rule sets D=[1, … 
, z] and the number of components in each rule set (i.e. the length of a rule) is user defined. Although 
the classification accuracy may increase by more rule sets, it will be at the expense of computation cost. 
In terms of rule length, the accuracy of classification may not increase necessarily by the 
implementation of longer rules, where longer rules ⸻with more conditional components from J set⸻ 
will model the training data too well (overfitting problem) resulting in less generalised responses for 
estimations of class labels, and vice versa (underfitting problem). In simple words, as the quantity of 
matching pixels in test dataset is inversely proportional to the length of rules, the longer rules with 
more components are more specific with fewer matches while shorter rules with fewer components are 
more general with many matches in the test dataset.  
To ensure more accurate estimation, the default value of z is set 100 rule sets. Then, to avoid 
overfitting and underfitting issues, the number of predictor variables (j) used in every rule d within a 
specific rule set (length of rules within a considered rule set) is defined by a random function with a 
certain lower and upper bound defined by the user. This random function is called once, before creating 
every single rule set, to define the number and combination of components within that rule set. As the 
optimal combination of predictor variables is unknown, random band selection helps reduce the 
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potential for overfitting of the classifier. In this way, rules with various length will be implemented. 
The lower (min) and upper bound (max) for the length of rules (𝜆) in each rule sets D=[1, … , z]  is a 









           (3.5) 
where n is the number of selected predictor variables in J set. The number of rule sets, min and 
max values of 𝜆 can be further optimised using a cross validation.  
STEP 5: Calculating and mapping rule entropy.  
The aim of this step is to assess the uncertainty value of each rule. In information theory, entropy 
is the quantitative measure of system disorder, instability and uncertainty, and may be used to forecast 
the trend of a specified system. Entropy indicates the expected amount of information contained 
(Shannon, 2001). Here, the entropy value of every unique rule d' from a rule set Dz' is calculated based 
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where 'de is the entropy of unique rule d' and  
i
p
l is the probability value of class label li ∊ L. Here h is 
the number of class labels in L. The general idea is that for a given rule, which may cover one or many 
pixels, the greater the probability of class membership for a given class label, the greater the certainty 
associated with that class. This provides a quantitative estimate of uncertainty for every single rule 
within different rule sets prior to assigning class labels. These estimates of uncertainty values can be 
applied to both the spatial mapping of rule uncertainty in classification, and to eliminating those 
unreliable rules with a high entropy value from different subsets and/or rule sets before combining 
votes. The spatial distribution of uncertainty is quantified by mapping the entropy of each unique rule 
back to the corresponding pixels. These estimates of uncertainties are extremely beneficial and can be 
considered even prior to assigning class labels to pixels. Every time that DoTRules is applied to a 
training data subset, a class label of the highest frequency is allocated, and the entropy of that rule is 
calculated. 
STEP 6: Eliminating unreliable rules within all rule sets. 
After assessing uncertainty value of each individual rule, unreliable rules (i.e. rules with high 
entropy) should be eliminated to improve the quality of voting outcome which directly affect the 
classification accuracy. Thus, every such rule d' (in D'z), for which the 'de  is greater than the user-
defined threshold, is eliminated. In our study, we specified that if a rule has the 'de  value greater than 
0.3 and its corresponding pixels frequency less than 𝛼 (to avoid randomness), then it is considered to 
be unreliable and eliminated accordingly. The 𝛼 is can be calculated as follows,  keeping the random 










         (3.7) 
where h is the number of class labels.  
STEP 7: Classify test dataset according to the DoTRules. 
Above, we described the process of creating the DoTRules and allocating the most likely class label 
for each rule based on frequency. In the same way, class labels can now be assigned for the study area 
using another subset of the primary training dataset (i.e. implementing more rule sets). Every time a 
new rule set is implemented, the same procedure is followed to establish rules for the test dataset. Each 
test data rules is then matched with their equivalent training rules in the DoTRules using a many-to-
one matching algorithm and allocate the most likely class label to each test data rule. This will be 
repeated every time that a weak learner is being implemented from every single rule set.  
STEP 8: Handling null values  
There is always a possibility of encountering null records in the test dataset while using DoTRules. 
In such situations, new pixels in the test dataset present combinations of states for criteria not 
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encountered in the training data, which may increase out of bag error. Handling null values is inevitable 
to maintain the classification accuracy where in the proposed ensemble framework using mean-shift it 
is a combined procedure. First, all rules are sorted based on their similarity, then every single null value 
is assigned to the class label of its closest (i.e. most similar) rule, based on alphanumeric similarity of 
the constructed rules. However, the influence of these rules in combining votes is minimised as they 
are characterised by null entropy values.  
STEP 9: Combining votes  
To fulfil the classification procedure, this step assigns a final label to each pixel. To combine votes 
of each set of learners, all unreliable rules (with low or null entropy records) within every rule set must 
be removed using a thresholding approach. Afterwards, a mode filter is applied to the resultant class 
labels coming from sets of corresponding rules for each pixel. This mode function not only considers 
the frequency of class labels, but also considers the length of a rule as a weighted function. As a rule is 
formed by concatenating n number of predictor variables (j), therefore a rule that contains more 
predictor variables as components has a higher weight in the mode function. Nonetheless, if none of 
the recognised reliable rules, for a certain pixel in the test dataset, is matched by any corresponding 
rule from the various training rule sets (derived from subsets of training data), then the mode function 
will be applied to the corresponding labels of unreliable rules explained in STEP 8 with the same mode 
function.  
STEP 10: Calculating and mapping the hit ratio 
Calculating and mapping the hit ratio helps to visualise the spatial distribution of classification 
error. Similar to the entropy value, which is calculated for every unique rule based on the frequencies 
of each possible class label, we map the hit ratio of every unique rule in our combined results back to 
the original pixels. DoTRules is rule-based where every unique rule d' from a rule set D'z corresponds 
to one or many pixels; thus, it is possible to calculate the classification hit ratio of those rules using 
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Here, il
+
 is the sum of correct classified labels.  
3.2.2. Rule uncertainty threshold 
In using DoTRules for classification of hyperspectral imagery, the class label of a rule is also described 
by both its entropy value and the frequency of all potential class labels (Fig. 3.). Therefore, a rule can be 
considered reliable if its entropy is less than 0.3 bits, which is calculated at least for n potential class 
labels (frequency > 𝛼). However, it is important to note that among the reliable rules coming from the 
various rule sets for a certain pixel, those with a longer concatenated string (rule) will have more impact 
in combining final votes. This is mostly due to the fact that they are composed of more variables while 
they meet the same uncertainty threshold, hence can make more robust predictions. In other words, 
longer rules have fewer pixels with a specific class label while shorter rules have more pixels belonging 
to multiple class labels. The fewer the pixels shared between different rules are, the more accurate the 
classification results will be. As the estimated entropy values for distribution of response variables 
(class labels) with low frequencies are less reliable (Fig. 3.d) and may be due to random chance, a second 
threshold is applied to the frequencies of potential labels. This will further improve the quality of rule 
elimination process. 




Fig. 3.2. Schematic demonstration of reliable (a and b) and unreliable (c and d) rules extracted using DoTRules. 
Black circles represent segment values of randomly selected spectral bands composing different rules for one target 
pixel. Considering rule sets number #1 and #2, the latter will have more impact in combining votes due to its larger 
length. 
3.2.3. Comparing DoTRules with other methods 
To measure and quantify DoTRules’ performance, we implemented different classification 
algorithms, including XGBoost, RF, RoF, RRF, SVM, and DBN on the same datasets. These six 
algorithms are among the most popular methods for hyperspectral image classification, and they 
belong to three different categories of machine-learning methods. The first four algorithms are state-of-
the-art ensemble methods, while SVM is a maximum margin classifier and DBN is a deep learning 
method. Thus, these methods provide appropriate benchmarks for assessing the performance of the 
DoTRules. XGBoost is an algorithm that has recently been dominating applied machine learning (Chen 
and Guestrin, 2016), and RF, RoF and RRF were selected because of both their natural similarity to 
DoTRules and performance in hyperspectral data classification (Chan and Paelinckx, 2008; Crawford 
et al., 2003; Gislason et al., 2006; Ham et al., 2005; Lawrence et al., 2006). They are also computationally 
efficient and suitable for large training datasets with many variables and can solve multiclass 
classification problems (Mahapatra, 2014). Furthermore, SVM (Gao et al., 2015; Golipour et al., 2016; 
Huang et al., 2015) and DBN (Chen et al., 2015; Li et al., 2018a) algorithms have demonstrated promising 
results in previous studies. We compared the overall accuracy (OA) and kappa coefficient (k) of 
DoTRules with these various algorithms for hyperspectral image classification, using three different 
datasets from Indian Pines, Salinas and Pavia University (Figure 3.3). 
 
2 33 0 0
potential labels
Rule label
T G R AG
Rule Set Number #3 
Rule Number #1 
006-001008-003-002006
31 21 1 0
potential labels
Rule label
T G R AT
Rule Set Number #1 
Rule Number #1 
001006-001008003-001002006
2 33 0 0
potential labels
Rule label
T G R AG
Rule Set Number #4 
Rule Number #1 
001006004-008005003008-002006




T G R AG
Rule Set Number #2 















Fig. 3.3. False colour composites and ground truth images of the applied datasets for the image classification 
purpose including a, b) Indian Pines, c, d) Salinas  and e, f) Pavia University dataset. 
After tuning the required parameters of the above algorithms using the CARET package in R 
(Kuhn, 2008), a training process was implemented. In order to make a valid comparison, not only 
applicable to different study areas but also robust to variations of the portion of training and test sample 
sizes, different sample sizes of 1%, 5% and 10% were used. In addition, the overall accuracy value was 
taken as an average of five consecutive runs of each combination of algorithm and sample size. This 
was to avoid a sudden change in the overall accuracy value arising from changes in the training sample.  
3.2.4. Datasets 
DoTRules is tested using three hyperspectral image datasets (Fig. 3.) namely, Indian Pines (Yang 
et al., 2017; Yu et al., 2017), Salinas (Kianisarkaleh and Ghassemian, 2016; Luo et al., 2017a) and Pavia 
University dataset (Golipour et al., 2016; Yu et al., 2017). Both Indian Pinea and Salinas datasets contain 
noisy bands due to water vapour, atmospheric effects, and sensor noise. All the three datasets  are 
available at http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes. 
The mean spectral signatures of the three datasets is also demonstrated in Fig. 3.. 
The Indian Pines dataset is also an AVIRIS image collected over the Indian Pines test site location, 
Indiana, USA. This dataset consists of 220 spectral bands in the same wavelength range as the Salinas 
dataset; however, four spectral bands are removed as they contain no data. This scene is a subset of a 
larger scene and it contains 145 × 145 pixels covering 16 ground truth classes. In the present research 
experiment, 20 spectral bands were removed because of the water absorption and noise. 
a. Indian Pines color composite b. Indian Pines ground truth 
  
c. Salinas Valley color composite d. Salinas Valley ground truth 
  
 
e. Pavia University color composite f. Pavia university ground truth 
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Fig. 3.4. Mean spectral signatures of a) Indian Pines, b) Salinas Valley and c) Pavia University datasets. 
The Salinas image consists of 224 bands and each band contains 512 × 217 pixels covering 16 
classes. It was recorded by AVIRIS sensor over Salinas Valley, CA, USA with a spatial resolution of 3.7 
m, and the spectral information ranges from 0.4 to 2.5 µm. We used 204 bands, after removing bands 
of the water absorption features.  
Pavia University dataset is collected by the Reflective Optics System Imaging Spectrometer 
(ROSIS) system that is compact airborne imaging spectrometer. It consists of 103 spectral bands after 
removing the noisy bands, and 610 × 340 pixels for each band with a pixel resolution of 1.3 m. The 
ground truth image consists of nine classes. 
3.3. Results 
3.3.1. Simulation experiments 
For all three hyperspectral datasets, DoTRules was superior to all other algorithms in terms of the 
overall accuracy and kappa coefficient. However, considering the very low sample size (i.e., 1%) of the 
small-sized datasets (i.e., Indian Pines and Pavia University) it was not the most accurate approach. 
This is confirmed by the results of the accuracy assessment for the different sample sizes, which are 
averaged from five consecutive runs for a target sample size (Table 3.1).  
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Table 3.1. Accuracy assessment results of three applied datasets including the overall accuracy (OA%) 
and kappa coefficient (κ) for all applied methods including support vector machine (SVM), deep belief 
network (DBN), extreme gradient boosting (XGBoost), random forest (RF), rotation forests (RoFs), 
regularised random forest (RRF), as well as Dictionary of Trusted Rules (DoTRules). The maximum 
values are highlighted in bold. 








 1% 50% 
62.2 56.0 52.9 64.8 70.5 58.8 68.6 
0.558 0.486 0.453 0.593 0.650 0.521 0.640 
5% 50% 
75.0 73.0 69.8 69.3 77.9 64.6 87.3 
0.708 0.689 0.656 0.644 0.725 0.588 0.855 
10% 50% 
81.0 78.6 75.0 73.4 84.9 72.3 93.2 






1% 50% 90.6 87.7 89.0 86.6 89.9 88.1 91.5 
0.895 0.862 0.877 0.850 0.881 0.867 0.906 
5% 50% 92.3 92.2 90.8 90.3 91.9 90.1 97.2 
0.914 0.913 0.898 0.892 0.908 0.888 0.969 
10% 50% 93.3 92.3 92.1 91.5 92.9 90.6 98.7 






92.0 86.7 81.6 81.8 84.9 81.6 79.1 
0.893 0.820 0.748 0.749 0.790 0.732 0.720 
5% 50% 
93.0 93.0 88.7 87.6 88.2 87.3 93.1 
0.907 0.906 0.849 0.833 0.871 0.817 0.909 
10% 50% 
94.4 94.2 91.2 89.4 91.4 88.9 96.2 
0.925 0.920 0.882 0.857 0.895 0.850 0.951 
The classification results also demonstrates that DoTRules classification was able to closely match 
the spatial pattern of the ground truth image (Fig. 3.). These results were consistent across all three 
hyperspectral datasets. DoTRules was not only an accurate but also a transparent rule-based approach 
where the reliability (based on uncertainty) of each rule can be mapped. This is a desirable feature in 
remote sensing applications where the visual investigation of classification rules is informative. 
3.3.2. Uncertainty mapping 
As DoTRules is rule-based, and each unique rule with its specific entropy value corresponds to 
one or more pixels, it is possible to estimate and map the uncertainty of every unique rule back to those 
pixels. This is a preliminary product of DoTRules, before assigning a class label to every pixel.  
To illustrate the applicability of the entropy map to locate areas belonging to a low versus high 
classification accuracy, entropy values above and below the applied threshold (ed ’= 0.3, Equation 3.7) 
were mapped to segregate regions which have more reliable and less reliable classification responses 
(Figure 3.5). In this way, the DoTRules spatial uncertainty map can facilitate a better understanding of 
uncertainty in the classified product and the segregation of more and less reliable geographic areas 
before assigning class labels to every pixel of the test sample dataset. This provides clear spatial insight 
into the uncertainty of the classification at an early stage of the classification process.  
In developing and applying DoTRules, we have found that a larger sample size offers a higher 
classification accuracy where the number of less reliable rules with higher levels of uncertainty is 
reduced. Conversely, a smaller sample size, with fewer rules detected in our rule sets, was less able to 
capture the complexity of the hyperspectral image classification. This is mainly due to the fact that for 
DoTRules, training samples should be enough to cover all possible forms of rules. Figure 3.5 
demonstrates the rule uncertainty for the Indian Pines, Salinas and Pavia University datasets using 1%, 
5% and 10% training sample sizes.  
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1% train 5% train 10% train 
   
'de > 0.3 = 4254  'de > 0.3 = 2098  'de > 0.3 = 1609  
   
1% train 5% train 10% train 
   
'de > 0.3 = 13083  'de > 0.3 = 2561  'de > 0.3 = 1685  
   
1% train 5% train 10% train 
   
'de > 0.3 = 30453  'de > 0.3 = 4136  'de > 0.3 = 2612  
Fig. 3.5. DoTRules classification results and estimated pixel based 'de , for Indian Pines, Salinas and Pavia datasets. 
Red pixels show the location of unreliable rules according to entropy thresholding ( 'de  > 0.3, for 𝛼=0.05), while 
grey pixels are reliable rules above the threshold. Th red pixels are counted for each sample size. 
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3.3.3. Correspondence between uncertainty and hit ratio of rules     
In general, where there is low entropy (i.e. low uncertainty) for a rule within our rule set, a more 
accurate classification rule may be achieved, as it has lower uncertainty and complexity. Simply, lower 
entropy means there is just one clear answer (the mode class label) for a rule while high entropy 
indicates a more uniform distribution of map class frequencies for that rule, which indicates less reliable 
classification rules with more complicated answers. Plotting estimated hit ratio values against entropy 
values of every constructed rule among our various rule sets demonstrate that the hit ratio of rules can 
be defined by a polynomial function of their entropy value (Fig. 3.), which is followed by a strong 





Fig. 3.6. The entropy versus the hit ratio of rules using DoTRules for a) Indian Pines, b) Salinas Valley and c) Pavia 
University dataset 10% training sample size. Bubble sizes show frequency of each rule among all corresponding 
rules from different rule sets before combining votes. 
To further demonstrate the applicability of DoTRules’ uncertainty product for the anticipation of 
rule exclusive hit ratio we then applied the derived functions based on the correspondence of hit ratio 
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and entropy of the training data to prediction the hit ratio of rules within the test datasets. The achieved 
RMSE values of predicted hit ratios based on entropy polynomial function is less than “one” (RMSE<1) 
for all applied datasets (Table 3.). Table 3. demonstrates that uncertainty product of DoTRules may be 
applied to estimate hit ratio of classification rules applied for the context of hyperspectral image 
classification with a satisfactory level of accuracy. 
Table 3.2. Prediction of rules’ hit ratio based on the corresponding entropy values for 10% training 
sample size 
Dataset R R-squared p-value Train RMSE  Test RMSE 
Indian Pines  0.978 0.958 2.20E-16 0.3261 0.0972 
Salinas Valley 0.996 0.993 2.20E-16 0.0195 0.1087 
Pavia University 0.985 0.971 2.20E-16 0.0142 0.0628 
3.4. Discussion 
In this paper, we have presented a rule-based ensemble framework based on a mean-shift 
segmentation and uncertainty analysis, referred to as DoTRules (a Dictionary of Trusted Rules), for 
hyperspectral image classification. DoTRules constructs many rule sets composed of corresponding 
rules for each pixel in a hyperspectral image to predict the class of the test samples. When applied to 
different datasets and sample sizes, DoTRules proved to be an effective strategy for the classification of 
hyperspectral imagery, with promising results compared to other established algorithms. Furthermore, 
DoTRules enables both rule uncertainty and hit ratio mapping, which is an advantage for the users of 
classified land-use and land-cover maps created from remote sensing imagery. Below, we discuss 
improvements in hyperspectral image classification achieved using DoTRules.. 
3.4.1. The overall accuracy of classification 
According to our results, for all three applied hyperspectral datasets, the DoTRules ensemble 
framework was more accurate than the other applied classification algorithms for most training sample 
sizes (Table 3.1). This is due to the robust rule detection framework using mean-shift segmentation, 
where Shannon entropy is used to assess the uncertainty of individual rules for classification purpose. 
Here, the segmentation is done in a way where each DN in each segment (ideally) shares some common 
trait. This bears similarities with an object-oriented classification that involves the categorization of 
pixels based on the spatial relationship with the surrounding pixels. While pixel-based classification is 
exclusively based on the information in each pixel, object-based classification is based on information 
from a set of similar pixels (i.e., objects or image objects). Image objects are groups of pixels that are 
similar to one another based on the spectral properties (i.e., colour), size, shape, and texture, as well as 
context from a neighbourhood surrounding the pixels, in an attempt to mimic the type of analysis done 
by humans during visual interpretation. In addition, passing segment information to pixels and 
extracting reliable rules (i.e., low uncertainty rules) using minimum entropy through a voting system 
further preserves the high classification accuracy, especially when a representative training sample size 
is applied. 
The observed increase in the overall accuracy of DoTRules’ estimates when applying larger sample 
sizes may be due to an extra number of rules being detected and relatively fewer null records. Rules are 
very general structures that offer an easily understandable and transparent way to find the most reliable 
class allocation for a pixel (Russell et al., 2003). As opposed to decision trees, every rule corresponds to 
only one pixel. This is unique to DoTRules and a common criticism of XGboost, RF, RoF, RRF and 
similar black-box algorithms (Gislason et al., 2004; Palczewska et al., 2013). Users can access all rules 
and their corresponding information, such as the rule ID, components of a rule (segment class for every 
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selected band), true class label, probability (relative frequency) of every potential class label, rule 
entropy and hit ratio (accuracy) (Figure 3.2), while they are always connected to their corresponding 
pixels. This beneficial trait is highly valued in geoscience and remote sensing applications, especially 
in the context of land-use and land-cover mapping applications (Khatami et al., 2017; Lucas et al., 2007; 
Yang et al., 2015). To be able to assign every pixel to a map class, each pixel should have at least one 
matching rule from various rule sets. Logically, the number of recognised rules within each individual 
rule set will be increased by a consequent increase in the training sample size (i.e., 1% to 10%), while 
the number of null records derived from unmatched rules between the test and training dataset will be 
reduced. Therefore, the greater the number of trusted rules, the greater the capability of our proposed 
framework to allocate test pixels into their true class labels.  
3.4.2. Quantifying and mapping the uncertainty of rules 
While a few studies have successfully mapped the uncertainty of classification before image 
classification (Bryan et al., 2009; Khatami et al., 2017), one strength of DoTRules in hyperspectral image 
classification is its demonstrated ability to quantify the uncertainty of every identified transition rule 
using entropy values prior to the final classification (Figure 3.5). In other words, DoTRules was able to 
report the uncertainty of rules based on Shannon entropy, independent from the test dataset. The 
results from different hyperspectral datasets show that the lower the entropy value, the higher the hit 
ratio (Figure 3.6). Thus, considering the strong relationship between the entropy and hit ratio, it is 
possible to apply the entropy values as estimates of the hit ratio. The estimation of the rule uncertainty 
prior to the classification of a hyperspectral dataset aids in understanding the specific strengths and 
weaknesses of a classifier dealing with pixels containing a range of spectral information. 
3.4.3. Quantifying hit ratio of rules 
DoTRules demonstrated the ability to quantify the rule-exclusive hit ratio using their 
corresponding entropy values (Table 3.2). Thus, the uncertainty product based on the entropy values 
can be applied to segregate areas of less and more reliable prediction independently of the test data 
availability. Thus, in the absence of a proper test dataset for the validation of classification results, rules’ 
uncertainty values can be applied to represent their corresponding hit ratio. The collection of reliable 
ground truths for validation purposes is usually an expensive task in terms of time and economic costs 
(Bruzzone and Prieto, 2001). Consequently, in many cases, it may not be possible to rely on test data to 
ensure good performance of a classifier. Accordingly, aside from using traditional accuracy metrics as 
a single number derived from a confusion matrix, mapping and thresholding the rule-exclusive hit ratio 
in a classification scheme is worthwhile for visualising general patterns of high and low accuracy values 
within the classified map and quantifying the accuracy of prediction in specific targeted locations.  
3.4.4. Limitations of DoTRules and future work 
Although the results obtained by DoTRules are encouraging, further comparative experiments 
with additional hyperspectral imagery datasets should be implemented. This can be more useful with 
a particular focus on assessing the classification performance at higher levels of disaggregation, such 
as a class-level accuracy assessment. As some of the required parameters for the DoTRules 
implementation are subjective, such as 1) the rule uncertainty threshold, 2) the minimum and maximum 
length of random rules and 3) the optimum number of rule sets, more research may be beneficial in the 
computational optimisation of DoTRules parameters. Our further work is focusing on the development 
of more computationally efficient schemes for the ensemble framework.  
Another limitation of the proposed ensemble framework is the fact that the proposed framework 
is less efficient for very low sample sizes (i.e., 1% or less). DoTrules usually needs a larger training set 
to extract the underlying relationships between variables. This is a common requirement for all 
ensemble methods except RoF. Although RoF is the best performing algorithm for the 1% sample size 
of Indian Pines, it benefits from the transformation of the hyperspectral data. 
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3.5. Conclusion  
We have applied DoTRules—a Dictionary of Trusted Rules—as an innovative ensemble 
framework for classifying hyperspectral data with high accuracy estimates compared with other 
popular classification algorithms. DoTRules’ classification accuracy was superior to six other popular 
and state-of-the-art ensemble and non-ensemble algorithms. In the case of DoTRules, every rule within 
any rule set can be accessed, and their corresponding uncertainty value may be observed. This feature 
is unique to DoTRules and the absence of this ability underpins a common criticism of many ensemble 
algorithms (including many of the algorithms applied here) as black-box classifiers. Furthermore, 
DoTRules is also capable of quantifying and mapping the uncertainty of these classification rules, prior 
to the image classification where the uncertainty values can be applied as an estimate of the hit ratio. 
While the entropy product of DoTRules provides spatial insights, including the location of less reliable 
classification rules as well as more reliable ones, regardless of the test sample dataset availability, it can 
also certify and locate less accurate rules using the estimated hit ratio. The spatial exploration of rule 
uncertainty in hyperspectral image classification is beneficial for the early prediction of success or 
failure of a classifier in specific geographic locations. The uncertainty maps may also serve to enhance 
the application of map products by alerting map users to the spatial variation of rules’ hit ratio over the 
entire mapped region. This, together with the simplicity and accuracy of DoTRules, indicates that the 
methodology offers new features and is ready for operational use by the remote sensing community. 
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4. A novel algorithm for calculating transition potential 
in cellular automata models of land-use/cover change 
 
The aim of chapter 4 is to apply DoTRules—a dictionary of trusted rules—as a transparent alternative to 
calculate transition potential in cellular automata models. The method applies Shannon entropy to assess the 
uncertainty of each rule, and the most trusted rules are used to project future LUCC. This chapter corresponds to 
objective three - modelling uncertainty Type A and has been published in Environmental Modelling & Software 
journal on 27th December 2018. 
Roodposhti, M.S., Aryal, J. and Bryan, B.A., 2019. A novel algorithm for calculating transition potential in cellular 
automata models of land-use/cover change. Environmental Modelling & Software, 112: 70-81. 
 
Abstract: Despite recent advances in quantifying land-use/cover change (LUCC) transition potentials, 
transition rules are often not transparent and uncertainty is rarely made explicit. Here, we introduce 
DoTRules—a dictionary of trusted rules—as a transparent alternative to calculate transition potential 
in cellular automata models. Rules relate LUCC variables to the observed historical changes. Shannon 
entropy is calculated to assess the uncertainty of each rule, and the most trusted rules are used to project 
future LUCC. DoTRules produces rule-level uncertainty estimates, which can be mapped. In a case 
study of the Ahvaz region of Iran, the overall accuracy of LUCC simulation calibrated using DoTRules 
approach was very similar to simulations calibrated with the state-of-the-art random forest, but 
DoTRules provides a transparent approach where transition rule information and uncertainty can be 
readily accessed and interpreted. The results demonstrate that DoTRules has potential to derive new 
insights into LUCC processes. 
4.1. Introduction 
Cellular automata (CA) were conceptually established by John von Neumann (1903–1957) during 
the 1950s. Due to their simplicity and capacity to simulate spatial patterns, CA have rapidly gained 
popularity as a tool for modelling spatial dynamics of many environmental phenomena such as plant 
population dynamics (Xu et al., 2010), forest fire spread (Zheng et al., 2017), slope failure (Liucci et al., 
2017), debris flow (D’Ambrosio et al., 2003; D’Ambrosio et al., 2006), urban sprawl (Mustafa et al., 2018a; 
Van Vliet et al., 2009), land-use/cover change (LUCC) (Hewitt and Díaz-Pacheco, 2017; Hewitt et al., 
2014; White and Engelen, 1997) and more. Though cellular automata can handle very complex spatial 
situations for modelling environmental phenomena, their conceptual basis is straightforward. A 
cellular automaton consists of a large number of cells, which can change their state according to specific 
rules. In many applications such as modelling fire spread (i.e. bushfire or forest fire), urban sprawl 
modelling and specially LUCC simulation, a set of neighbourhood and suitability values are defined 
reflecting the influence of external factors affecting the state transitions for each cell. Finally, there is a 
set of rules defining transition potential of a cell from one state to another. 
In terms of LUCC models, the transition demand and the transition potential are typically the two 
main requirements (White and Engelen, 1993) for model implementation using cellular automata. First, 
historical rates of land-use change are calculated which are used to calibrate the total amount of land-
use change occurring in each time step. This is termed transition demand. Second, the spatially explicit 
probabilities of land-use change, or transition potential, are calculated. Transition potential represents 
the behavioural propensities of the actors determining land-use change and is defined based on the 
inferred logic from a set of transition rules. Transition rules are general structures that offer an easily 
understandable and transparent way to find the most reliable class allocation (Russell et al., 2003). In 
practice, transition rules capture the relationships between land-use and a suite of independent 
predictor variables. The effectiveness of cellular automata land-use models in informing land-use 
planning depends upon the efficient extraction of reliable and transparent transition rules (Han et al., 
2015; Hewitt et al., 2014).   
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Numerous machine-learning and statistical methods have been used to calculate land-use 
transition rules and map transition potential for use in cellular automata land-use models (Basse et al., 
2014; Berberoğlu et al., 2016; Clarke et al., 1997; Ku, 2016; Liu et al., 2014; Mustafa et al., 2017; Mustafa 
et al., 2018a; Mustafa et al., 2018b). Methods frequently applied include association rule learning (Al‐
kheder et al., 2008; Liu and Jiang, 2011), artificial neural network (Basse et al., 2014; Li et al., 2013b), 
maximum margin (Rienow and Goetzke, 2015; Yang et al., 2008), instance-based (Castilla and Blas, 
2008; Li et al., 2015), regression (Ku, 2016; Long et al., 2014), decision tree (Ballestores Jr and Qiu, 2012; 
Basse et al., 2016), and probabilistic (Arsanjani et al., 2011; Vaz et al., 2015) methods. Others such as 
evolutionary, deep learning, reinforcement learning, dimensionality reduction, Bayesian, and 
regularisation methods have been used less frequently (Kamusoko and Gamba, 2015; Li et al., 2015; 
Verstegen et al., 2014; Zhang et al., 2008). Each of these methods employs structurally different 
numerical formulations, which affect the accuracy and transparency of automata-based LUCC models. 
Few of these methods facilitate the transparent extraction of transition rules and their corresponding 
uncertainty. 
Transparent transition rules enable both an enhanced ability to appreciate the relationships 
between land-use change (or other similar environmental phenomena) and predictor variables. This is 
necessary to understand model structure. Hence, the inferred logic of model structure captured in 
transition rules can be visualised, dissected, and deciphered, and can be generalized and applied to 
address similar problems. This can be invaluable for informing error checking and enabling model 
validation. The explicit identification of transition rules can also help understand the nature of the 
major land-use transitions (Tayyebi et al., 2014). Incomplete information about transition rules and their 
uncertainty may impede the understanding of land-use change processes (Koomen and Borsboom-van 
Beurden, 2012; Pozoukidou, 2005). However, many approaches have been subject to limitations in their 
ability to clearly identify transition rules and have been criticised as being black-boxes (Islam et al., 
2018; Li and Yeh, 2002; Qiu and Jensen, 2004; Waddell, 2002). For instance, Kamusoko and Gamba 
(2015) performed and compared cellular automata calibrated using random forest, support vector 
machine, and logistic regression where the performance of the random forest model was attributed to 
the relatively accurate transition potential maps. However, apart from logistic regression which is 
capable of revealing the relative global contribution of each variable to the land-use change process, 
none of these methods is capable of implementing accessible and transparent sets of transition rules at 
the pixel level. Transparent approaches are more desirable than black-box approaches for transition 
rule detection, even if this preference trades-off some performance (Tseng et al., 2008; Uzuner et al., 
2009). This includes, but is not limited to, LUCC plans where it is required to provide insight into the 
internal decision-making process of algorithms for a better interpretation of the result. Similar 
requirements also exist for other environmental applications aimed at improving the quality of 
management plans in the context of natural hazards (Lai et al., 2016; Royston et al., 2012; Shadman 
Roodposhti et al., 2016), water treatment (Gibert et al., 2010), soil erosion (Adinarayana et al., 1999), and 
farming systems (Moore et al., 2014).  
Simulated change and persistence in land-use patterns need to be interpreted and validated via a 
better understanding of uncertainty both at the rule level and spatially. While a few studies have 
successfully mapped the spatial distribution of classification uncertainty (Bryan et al., 2009; Khatami et 
al., 2017), providing estimates of classification uncertainty at rule-level (i.e. for each rule) may also 
provide complementary insights into land-use change processes. However, rather than providing 
uncertainty estimates, land-use modelling studies typically report on the accuracy of LUCC analyses 
using global methods such as confusion matrices and the Kappa index (Congalton, 1991). Confusion 
matrices are usually calculated to allow for global measures of accuracy (i.e. overall accuracy) to be 
generated and lack the ability to quantify the spatial distribution of classification accuracy (Tsutsumida 
and Comber, 2015). Similarly, the Kappa index does not consider the disagreement in the classification 
accuracy (Pontius Jr and Millones, 2011; Stein et al., 2005a). Global measures of accuracy require ground 
truth data while in terms of land-use change models it is a time-consuming process to prepare land-use 
ground truth maps for every simulated map of land-use. In addition, there is no ground truth for future 
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land-use scenarios and therefore these methods provide no basis for quantifying confidence in 
simulated future land-use maps. Explicit rule-level uncertainty estimates can assist land-use planners 
and policymakers to understand the uncertainties associated with major land-use transitions. The 
mapping of these uncertainties can identify locations where simulated land-use allocation occurs with 
high confidence or areas of low confidence, which can both be useful in land-use planning. 
Here, we develop a new algorithm, DoTRules—Dictionary of Trusted Rules—for modelling land-
use transition potential for application in automata-based LUCC models, which features the 
transparent identification of transition rules and quantifies their uncertainty. It also enables the 
mapping of corresponding land-use transition uncertainties. In DoTRules, the uncertainty of transition 
rules is quantified using Shannon entropy. Dissecting transition rules and their corresponding 
uncertainty enables the better understanding of the core rules governing major land-use/cover 
dynamics, which is useful for informing land-use planning. We also show that the uncertainty values 
can be applied as an approximation of simulation accuracy. We describe the DoTRules algorithm and 
demonstrate its application to the Ahvaz region, Iran. We quantify the uncertainty of LUCC simulation 
calibrated using DoTRules to calculate land-use transition rules and compare the results with 
simulations based on random forest transition rule detection. We discuss the advantages and 
disadvantages of the new approach for LUCC modelling more generally and the application of 
DoTRules in the calculation of transition potential maps for LUCC models to broader environmental 
processes where it is necessary to understand the direction and magnitude of state transitions. 
4.2. Description of DoTRules 
DoTRules is a moderate-speed rule-based algorithm for calculating transition potential in LUCC 
according to a dictionary of trusted rules where categorical/discrete data are involved. It is similar to 
the random forest algorithm (Breiman, 1996; Breiman, 2001) insofar as rule sets are used to select the 
mode response (i.e. most frequent land-use class) among every available potential response variable. 
However, instead of generating random trees, DoTRules operates by constructing many transition rules 
within various rule sets derived from a training dataset, with land-use assigned to the most frequently 
occurring class. The rule construction process is fulfilled using concatenation of discrete predictor 
variables and the entropy of each rule is then calculated as an estimate of accuracy. The DoTRules 
procedure was implemented in R (R Core Team, 2017) and consists of the following six steps. 
STEP 1: Assembling the data. 
Training data is represented by a set of grid cells I={ i1, i2, …, im }. Each grid cell i in I has a value xij 
for each of the independent predictor variables or criteria J ={j1, j2, …, jn} where in this study there are 
nine independent predictor variables (Table 4.1). Criteria are discretised predictor variables which can 
be derived from either native categorical data (e.g. land-use class) or classified continuous data (e.g. 
distance to road). Thus, for each criterion, xij can adopt one of a fixed set of possible classes specific to 
that criterion, which we represent as the set H for every j in J (Table 4.1). Note that each criterion j will 
have a different set of classes H but, for clarity, here we do not index H by j. Each grid cell i has a 
corresponding land-use class li which are also discrete semantic attributes from the set of five land-uses 
L{u: urban, a: agriculture, b: bare lands, r: roads and w: water bodies}. 
STEP 2: Calculating Shannon entropy and prioritising criteria. 
For each criterion j in J, we calculated the frequency of grid cells i within each criterion class h in 
H occurring within each land-use class l in L, represented as Pl,h,j: 
, ,
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x h l l










      (4.1) 





=  is the number of grid cells in criterion class h. 
In information theory, entropy is the quantitative measure of system disorder, instability, and 
uncertainty (Shannon, 2001). The Shannon entropy is the quantitative measure of uncertainty in this 
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study. Here, we calculate the entropy of land-use class occurrences within each criteria class h across 
all criteria j. 




= −           (4.2) 
The entropy of each criterion was then calculated as the average entropy of its classes eh,j weighted 
by the proportion of cells in each class:  
, [ ] /j h j ij
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e e x h I
 
= =           (4.3) 
where I  is the set of grid cells in the training dataset. The criteria were then ranked and 
prioritised according to their average entropy ej with higher priority criteria being those with the lower 
entropy, represented by the ordered set of criteria priority J'. 
STEP 3: Creating a rule set. 
We then concatenate grid cell criteria values xij as per criteria priority J' in order to form a rule set 
D. The concatenation of two or more characters is the string formed by them in a series (i.e. the 
concatenation of 12, A7, and 5$ is 12A75$). Equation 4 illustrates the grid cell values for criteria ranked 
in order of priority (i.e. lowest entropy) concatenated for each grid cell (row) i, thereby creating a unique 
rule for each grid cell in the training dataset. 
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     (4.4) 
Note that following the concatenation and extraction of rules, every rule within the dictionary has 
maintained its single land-use class il L . We then aggregate duplicate rules where grid cells have 
exactly the same values for all criteria, leaving a parsimonious new rule set of unique rules D' derived 
by aggregating D. The frequency of occurrence of all potential land-use classes l in L is then calculated 
for each unique rule d' in D':  
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      (4.5) 
The land-use class (i.e. u, a, b, r, w from set L) with the highest frequency (i.e. the mode) is then 
assigned to each corresponding unique rule d'. 
STEP 4: Calculating and mapping the uncertainty of land-use prediction. 
Considering every unique rule d' from our rule set D', a Shannon entropy value is then calculated 
based on the frequencies of each possible land-use class (Equation 4.5) using Equation 4.2. This can 
inform both the spatial distribution of uncertainty in land-use predictions and provides transparent 
transition rules for informing land-use planning. The spatial distribution of uncertainty is quantified 
and mapped by the entropy of each unique rule back to the grid cells corresponding to each rule. Each 
grid cell is then allocated to the land-use class with the highest frequency for its corresponding rule.  
STEP 5: Classify land-use of test dataset according to the dictionary of trusted rules. 
Above we describe the process of creating the dictionary of trusted rules and allocating the most 
likely land-use class for each rule based on frequency. The land-use class can now be predicted for the 
rest of the study area dataset (i.e. the test dataset). To do this, we follow the same procedure to set up a 
rule set for the test dataset. We then match each test data rule with its equivalent in the dictionary of 
trusted rules using many to one matching (i.e. matching many rules concatenated from test grid cells 
to individual trusted rules calculated using the training dataset) and allocate the most likely land-use 
to each test data rule. This can then be mapped back to the grid cell level as each rule in the test dataset 
corresponds to a grid cell. 
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STEP 6: Handling null values 
Finally, as there is always a possibility of encountering ‘null’ values using the DoTRules approach 
where new cells in the test dataset present combinations of criteria states not encountered in the training 
data. Here, using the same training and test sample, we will sequentially exclude the least informative 
(i.e. highest entropy and lowest ranked) independent predictor variables or criteria J' from our analysis 
and re-execute DoTRules step 3 to 5. This generates a second rule set (i.e. a sub-rule set) which contains 
fewer unique rules d' (in the corresponding D') and ‘null’ records as it contains fewer criteria classes. 
We then repeat in developing some new sub-rule sets until all ‘null’ values in our primary rule set are 
covered by some corresponding sub-rules among secondary sub-rule sets. The best sub-rule to replace 
a null-matching rule in our test rule set is the one with the lowest entropy while those rules with higher 
entropy values (higher than the specified threshold) are eliminated.  
4.3. Methods 
4.3.1. Study area 
The study area was the Ahvaz region of south-west Iran. Ahvaz city is the capital and largest city 
of Khuzestan province (Figure 4.1). The population of Ahvaz increased from 334,399 to 1,338,126, from 
1976 to 2015, with attendant growth in urban areas. The Karun River, 850 km long and Iran's largest, 
splits the city into western and eastern parts then joins the Arvand Rood River and continues toward 
the Persian Gulf. The climate is semi-arid, with a mean annual precipitation of 252 mm and an average 
annual temperature of 26.9°C. June is the driest and warmest month and January is wettest and coolest.  
 
Figure 4.1. Location and land-use in the study area of Ahvaz, Iran.  
The major land-use transition trends in the study area included the rapid growth of built-up urban 
areas (transformed from bare lands and agricultural lands) and agricultural lands (transformed from 
bare lands) from 1985 up to 2015. A minor transition from agricultural lands to bare lands was also 
observed. Urban growth was driven by rapid population growth. Agricultural production has 
increased to meet increasing local demand, supported by the abundance of water and fertile soils. 
Various agricultural commodities are produced such as wheat, barley, oilseeds, rice, sugar cane, 
medicinal herbs, as well as orchard crops such as palm, citrus, and olives (Rangzan et al., 2008).  
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4.3.2. LUCC simulation process overview 
LUCC simulation was implemented in five Phases (Figure 4.2). Phase 1 involved data collection, 
preparation, and pre-processing, including land-use/cover classification, undertaken using geospatial 
analysis software (ENVI and ArcGIS). Neighbourhood analysis, cost-distance layer preparation, and 
data discretisation was then done using the raster package (Hijmans and van Etten, 2014) in R. Phase 2 
involved calculating rates of land-use change between 1985-2000 and identifying major land-use 
change transitions for specifying land-use change demand (Islam et al., 2018; Kamusoko and Gamba, 
2015).  
 
Figure 4.2. Schematic representation of methodology implementation in five phases. 
Phase 3 involved the use of DoTRules and random forest (RF) algorithms to calculate LUCC 
transition potential maps using a training sample of randomly selected grid cells. In Phase 4, the land-
use map of 1985, transition potential maps, and the estimated rates of land-use change for the primary 
land-use classes were integrated into a cellular automata model in R. The CA model was calibrated to 
apply 30 annual iterations (one for each year 1985 – 2015). Finally, in Phase 5, the predictive accuracy 
of the simulated land-use maps for 2015 was validated against the classified land-use map for the same 
year using 100,000 random points for three simulated land-use classes (i.e. urban, agriculture and bare 
lands). Finally, we then compared the accuracy of cellular automata land-use change models calibrated 
using DoTRules and RF algorithms.  
4.3.3. LUCC modelling variables and data sources 
To analyse the trend of change and calculate transition potential maps, which are required for 
simulating future LUCC, Landsat images of the years 1985, 2000 and 2015 were used. The two earlier 
Landsat images (i.e. 1985, 2000) were used for land-use change analysis and the calculation of land-use 
transition potential maps while the Landsat image for 2015 was used for validation. Five groups of 
variables including cell state (CS), neighbourhood variables (NV), suitability variables (SV), a target 
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variable, and validation data were extracted from the main data sources for LUCC simulation (Table 
4.).  
Table 4.1. Applied variables including cell state (CS), neighbourhood value (NV), suitability value (SV), target 
variable and validation data along with a description, units, data source and number of classes (H). 
Variable type Description Unit Source Classes (H) 
Cell state (CS) Land-use state of cell x,y at times 1985 - Landsat 5 
Neighbourhood variables (NV)  
𝒖𝒙𝒚
𝒕  Number of neighbouring urban cells for cell x,y (𝒖𝒙𝒚
𝒕 ≤8) - Landsat 9 
𝒂𝒙𝒚
𝒕  Number of neighbouring agricultural cells for cell x,y (𝒂𝒊𝒋
𝒕 ≤8) - Landsat 9 
𝒃𝒙𝒚
𝒕  Number of neighbouring bare lands cells for cell x,y (𝒃𝒙𝒚
𝒕 ≤8) - Landsat 9 
𝒓𝒙𝒚
𝒕  Number of neighbouring road cells for cell x,y (𝒓𝒙𝒚
𝒕 ≤8) - Landsat 9 
𝒘𝒙𝒚
𝒕  Number of neighbouring water cells for cell x,y (𝒘𝒙𝒚
𝒕 ≤8) - Landsat 9 
Suitability variables (SV)  
𝑫𝒙𝒚
𝒕  Distance from drainage networks for cell x,y at time t metre Google Earth  4 
𝑹𝒙𝒚
𝒕  Distance from road networks for cell x,y at time t metre Google Earth  4 
𝒔𝒙𝒚
𝒕  Slope value of cell x,y at time t degree
s 
SRTM DEM 10 
𝑼𝒙𝒚
𝒕  Distance from urban edge for cell x,y at time t metre Landsat 10 
Target variable Land-use state of cell x,y at time 2000 - Landsat 5 
Validation data Land-use state of cell x,y at time 2015 - Landsat 5 
Note that for the NV, as neighbourhood configuration is known to affect cellular automata 
simulation (Fuglsang et al., 2013; Lauf et al., 2012; Verstegen et al., 2014; White and Engelen, 1993), the 
optimal kernel size k=8 for neighbourhood analysis was selected based on initial cross-validation. All 
variables were resampled to the 30-metre grid cell resolution of the Landsat data, totalling 734,328 cells 
across the study area. The derivation and use of these variables is described in detail below.  
4.3.3.1. Landsat archive and image classification 
Image pre-processing involved normalization for the region of interest. Land-use/cover maps of 
the study area were then classified using a support vector machine classifier with geospatial analysis 
software (ENVI and ArcGIS), achieving an overall accuracy of ≥85%. During this process, all grid cells 
were allocated to one of five land-use/cover classes: urban area, agricultural land, bare land, roads, and 
water bodies for the 1985, 2000 and 2015 images (Figure 4.3).  
 
Figure 4.3. Landsat-derived land-use/cover maps of the study area for (a) 1985, (b) 2000 and (c) 2015. 
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4.3.4 Land-use change analysis to compute transition demand  
The rate of simulated land-use change, or transition demand, in cellular automata models needs 
to be calibrated to observed rates by quantifying the historical amount of change for each land-use type 
(Hewitt and Díaz-Pacheco, 2017; Kamusoko et al., 2009; Kamusoko and Gamba, 2015; Pastor et al., 
1991). We calculated transition demand based on the Landsat-derived land use/cover maps for 1985 
and 2000 (Figure 4.3). The type and frequency of land-use change between 1985 and 2000 were cross-
tabulated. The time interval used for calibration for the 1985–2000 transition matrix was 15 years. Land-
use transition probabilities were calculated as average annual rates of change following previous 
studies (Hewitt and Díaz-Pacheco, 2017) in order to take account of annual change demand for each 
cellular automata iteration. 
4.3.5 Computation of land use/cover transition potential maps  
In constructing a training dataset for calculating transition potential maps, we selected 300,000 
grid cells randomly from the major 1985–2000 land-use change categories of “bare lands to urban”, 
“agriculture to urban”, “bare lands to agriculture”, “agriculture to bare lands” and “no change” (that 
is, areas which remained unchanged as urban, agriculture, bare lands and water bodies). Independent 
predictor variables were then calculated for the initial year t = 1985 including the cell state (i.e. land-use 
map), along with neighbourhood and suitability variables (Table 4.1). We then computed the transition 
potential map for 1985 using DoTRules and the random forest algorithm as implemented in the 
randomForest package (Liaw and Wiener, 2002) available in R. CS, NV, and SV were recalculated each 
year based on the simulated land-use and used to update the land-use transition potential map each 
year. 
4.3.6 CA-based land-use change simulation  
In traditional cellular automata models, the evolution of the future cell state is determined by the 











         (6) 
where, S
t
xy  represents the land-use state for a cell at location (x,y) at time t. 
t
xy is composed of a 
set of suitability measures for the cell at time t.

t
xy is the state of neighbouring cells at time t, and f is 
a transition function.  
Three datasets, (1) the initial land use/cover map (1985); (2) the transition potential maps (1985–
2000); and (3) the transition demand, were used to simulate land use/cover up to 2015 using a cellular 
automata (Hewitt et al., 2013). Transition demand, calculated via the land-use change analysis, 
determined the amount of land-use change in each simulated year, while the land-use transition 
potential determined the location and type of change (Yang et al., 2016). For each simulation year, land-
use was allocated by finding the grid cell with the maximum transition potential. If the new land-use 
was less than that demanded then the change was made. The cell with the next highest transition 
potential was then found and the change made if the new land-use was less than that demanded. This 
process was repeated until all land-use demands were met for that year (Yang et al., 2016). This whole 
process was repeated for 30 annual iterations to simulate land-use from 1985 to 2015 where a new land-
use map is produced at the end of each iteration.  
4.3.7. Comparing DoTRules with random forests 
To quantify DoTRules’ performance in calculating land-use transition potential, we implemented 
the same CA-based LUCC simulation scheme but using the RF algorithm (Kamusoko and Gamba, 2015) 
to calculate transition rules. The RF algorithm provides an appropriate benchmark for assessing the 
performance of the DoTRules scheme because of the high performance typically found in predictive 
modelling (Caruana and Niculescu-Mizil, 2006). RF is also computationally efficient and suitable for 
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large training data (Mahapatra, 2014). We compared the overall accuracy of both DoTRules and RF-
based cellular automata simulation of LUCC for the Ahvaz study area.  
4.4. Results 
4.4.1. Variable importance and transition rules 
A major product of DoTRules is calculated Shannon entropy values, which are used for prioritising 
criteria before assembling transition rules. Criteria are ranked and prioritised according to their average 
entropy ej (eq. 4.3) with higher priority criteria being those with the lower entropy (Table 4.2). In our 
case study, 24,437 transition rules were assembled and applied for the purpose of LUCC simulation. 
Here, every single rule/sub-rule is defined by a unique string which represents criteria values, along 
with a frequency distribution of potential land-use class labels, rule-exclusive hit ratio, rule-exclusive 
entropy value, and mode land-use label (Figure 4.4). 











Priority 1st  2nd  3rd  4th  5th  6th  7th  8th  9th  10th  
ej 0.815 0.956 1.001 1.005 1.009 1.028 1.070 1.099 1.113 1.142 
 
Figure 4.4. Samples of low uncertainty (a, left) and high uncertainty (b, right) rules extracted using DoTRules. 
The string of numbers highlighted in grey is represents concatenated class labels from the 10 variables from Table 
4.1 prioritised by their predictive ability as shown in Table 4.2.  
The transparency of DoTRules opens up information contained in the transition rules for critical 
observation or examination. For example, retained information in the following rules of Figure 4.4 can 
be dissected and retrieved once the variable priority is clarified. Here, both rules have the same value 
for cell state, neighbouring agricultural cells, distance to road, distance to drainage, and neighbouring 
water and road cells. However, the rules have different values for neighbouring bare land cells, distance 
from urban, neighbouring urban cells, and slope. The two rules have the same mode label but different 
uncertainties and hit ratios. 
4.4.2. Simulation performance 
Following the simulation procedure based on the transition potential maps as calculated by 
DoTRules and RF, the results are mapped and then validated by a 100,000 validation test points of 2015 
land-use data map (Figure 4.5).  




Figure 4.5. Simulated land-use/cover map of Ahvaz for the year 2015 using DoTRules (a) and random forest (b). 
The sub-plots demonstrate the local differences of the two algorithms against validation data. Dashed border 
represents Landsat-derived land-use maps for that year.  
This comparison is done only for simulated land-use classes including urban, agriculture and bare 
lands. Considering the fact that land-use map of 2015 was not involved in the preparation of transition 
potential maps, the overall accuracy of the LUCC simulation using DoTRules (75.4) was very similar to 
that based on RF (75.8). Although both algorithms demonstrate broad spatial similarities, LUCC 
simulation results of the Ahvaz study area for the target year of 2015 also display localised differences. 
Land-use simulation of both DoTRules and RF were promising in identifying, retaining, and preserving 
the spatial details of the 2015 land-use/cover maps.  
4.4.3. Uncertainty of major land-use transitions 
A key advantage of DoTRules is that all major transitions can be identified and dissected, enabling 
the analysis of major trends of change/persistence along with their corresponding information such as 
uncertainty and frequency (Table 4.3). In terms of land-use change/persistence transitions and their 
uncertainty values, ‘bare lands to bare lands’ persistence had the lowest transition rule uncertainty, 
while ‘agriculture to urban’ change was the most uncertain land-use transition. Transition rules 
indicating land-use persistence tended to have lower uncertainty than did rules indicating a change 
from one land-use to another.  
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Table 4.3. Estimated frequency and entropy of major land-use transitions. 
From-To Frequency  Average entropy Uncertainty of rules in percent of total 
e < 0.2 0.2 ≤ e ≤ 0.6 e > 0.6 
Urban-Urban 2218 0.483 43.61 11.21 44.14 
Agriculture-Agriculture 4293 0.491 40.15 12.50 47.35 
Agriculture-Urban 3028 0.351 31.03 9.67 59.30 
Agriculture-Bare lands 3780 0.542 36.84 11.68 51.41 
Bare lands-Bare lands 3539 0.341 53.11 11.6
3 
34.67 
Bare lands-Agriculture 2108 0.361 39.36 12.47 48.10 
Bare lands-Urban 1794 0.387 30.59 13.71 55.67 
4.4.4. Rule-level spatial uncertainty 
The DoTRules spatial uncertainty product can facilitate the better understanding of uncertainty of 
transition rules in the mapped land-use predictions. As there will be one uncertainty map for every 
simulation year, it helps to understand where LUCC simulation results are less or more reliable for 
each iteration. Considering the results of LUCC simulation using DoTRules, the mean uncertainty maps 
(for 30 iterations) demonstrates a large extent of low (L), very low (VL) and extremely low (EL) 
uncertainty classes (i.e. class labels) characterised by a low uncertainty estimate may be observed within 
the inner boundaries, where LUCC is less active. Patches of high (H), very high (VH) and extremely 
high (EH) uncertainty occurred where LUCC is more active, particularly those areas located at the 
interface between urban and agricultural lands (Figure 4.6). 
  
  
Figure 4.6. Uncertainty map of DoTRules for three major land-use classes including (a) urban, (b) agriculture, (c) 
bare lands, during 30 years of simulation (up to 2015) in the study area.  
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4.4.5. Uncertainty and accuracy 
In this study, 24,437 unique rules were detected for the primary rule set where their relevant hit 
ratio is measured using available test data of 2015. Uncertainty was closely related to hit ratio (i.e. 
percent of correctly assigned land-use labels for a rule) of transition rules where the hit ratio of 
transitions exponentially decreases with increasing uncertainty (R2= 0.89). Thus, low uncertainty 
transitions are associated with a higher hit ratio (Figure 4.7). Lower uncertainty means there is an 
obvious land-use class (mode land-use class label) for a rule, while high uncertainty reflects that there 
are several candidate land-use classes for that rule, which results in less accurate land-use prediction.  
 
Figure 4.7. The hit ratio versus uncertainty value from every unique rule for DoTRules. Here, bubble size shows 
the frequency of rules with a same uncertainty value.  
4.5. Discussion 
4.5.1. DoTRules for LUCC simulation  
The method used to calculate transition potential maps greatly affects the performance of 
automata-based LUCC models (Charif et al., 2012; Mas et al., 2014; van Vliet et al., 2016). Transparency 
and uncertainty of the transition rules are important for providing a better understanding of the model 
structure and of the nature of land-use transitions. Here, we introduced and applied a competent and 
transparent algorithm for the calculation of LUCC transition potential maps for use in cellular automata 
modelling of land-use change. As a predictive algorithm, DoTRules represents a new way to extract 
transition rules and map transition potential for use in LUCC simulation models while also enabling 
the mapping of uncertainty values at both pixel and rule levels. This makes uncertainty explicit and 
opens up the information contained in the transition rules to better model scrutiny and to better-
informed land-use planning and policymaking. The potential of DoTRules is demonstrated here for the 
Ahvaz study area, and more applications and experiments are now required in different geographic 
contexts to fully explore the general applicability of DoTRules as a land-use transition rule detection 
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algorithm. Below we discuss expand on the advantages and limitations of using DoTRules for cellular 
automata-based LUCC simulation. 
4.5.1.1. Transparency of transition rules 
Depending on the method used to extract transition rules, some rule sets may be omitted which 
impairs the quality of the transition potential map and subsequent LUCC simulation. For instance, in 
applying black-box algorithms such as RF to calculate LUCC transition potential, it is difficult, if not 
impossible, to interpret the derived relationships between future land-use and predictor variables such 
as cell state, neighbourhood, and suitability variables. As a result, we cannot gain a clear understanding 
of the problem at hand due to the lack of an explanatory capability to provide insight into the 
characteristics of the target dataset (Qiu and Jensen, 2004). The aim of developing and applying 
DoTRules for LUCC simulation was to improve the quality of urban planning by identifying reliable 
and accessible land-use transition rules. DoTRules provides an opportunity to uncover model structure 
by adding more clarity to implemented transition rules and revealing information such as rules 
component priority order and values, frequency distribution of potential matching land-use labels for 
every rule, and rule-exclusive hit ratio and uncertainty (Figure 4.4). It can also identify simplified sub-
rule sets compromising only the more informative variables. For instance, considering major types of 
land-use change/persistence, DoTRules identifies the rules governing the most common 
change/persistence patterns within the study area. Land-use planners and policy makers can explore 
alternative possibilities for land-use if past transparent and well-understood land-use transition rules 
continue into the future. A transparent set of land-use transition rules can also help uncover model 
structure hidden by other black-box algorithms and aid model verification and error identification 
(Bauer and Steinnocher, 2001; Tseng et al., 2008). Although most LUCC modellers are aware of the 
shortcomings and the limited accuracy of their input data, very little is known about the propagation 
of such errors in LUCC models (Dong et al., 2015).  
4.5.1.2. Uncertainty of transition rules 
We have demonstrated DoTRules’ ability to quantify the frequency and uncertainty of land-use 
transition rules (Table 4.3; Figure 4.4). It is beneficial to gain reliable information corresponding to the 
functionality of those rules including their uncertainty and their corresponding hit ratio (Figure 4.4). 
Regardless of the fact that a rule is indicating the change or persistence of land-use in a grid cell, the 
rule-level uncertainty values provide a strong indication of prediction hit ratio and can be applied as a 
filter to remove low accuracy portions of a LUCC map derived from unreliable transitions.  
The uncertainty of rules belonging to primary land-use transitions (Table 4.3) is also useful for the 
prior exploration of potential accuracy values (i.e. accuracy estimate) and can reduce or eliminate the 
need for post-hoc validation. This can be done for the primary rule set or a sub-rule set extracted from 
training data focusing on some specific land-use variables forming land-use transition potential maps. 
DoTRules’ rule-level uncertainty product contains detailed information about the multiple specific 
land-use transitions in a study area, which provide landscape and urban planners with the opportunity 
to better understand the nature of future land-use transitions and the level of confidence in their 
prediction. For instance, considering the results of uncertainty assessment for LUCC simulation (Figure 
4.6 and Table 4.3), the land-use transition between urban and agriculture/bare lands is more uncertain 
than simulated land-use transitions between agricultural lands and bare lands. By specifying 
uncertainty thresholds, land-use transitions in which we are most confident or least confident can be 
identified, and these can be made explicit in mapped planning outputs to guide decision-making. 
Thereby, uncertainty thresholds may be applied to any type of transitions for reducing the rule 
population to include only the most trusted (i.e. those below a specific uncertainty value). The high 
degree of correspondence between uncertainty and hit ratio means that planners can use DoTRules’ 
uncertainty products as an indicator of land-use simulation accuracy. For example, if the uncertainty 
threshold of 0.2 is applied, then planners can be confident that the hit ratio of all the remaining rules 
should be high (i.e. above 90%) (Figure 4.7).  
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4.5.1.3. Mapping uncertainty 
In addressing the limitations of widely used accuracy measures and indices, using the DoTRules 
algorithm, we can also map and apply localised uncertainty values within different classification stages 
as an estimate of accuracy. Thus, a strength of DoTRules in LUCC modelling is its demonstrated ability 
to quantify the uncertainty of simulated land-use patterns at pixel level, regardless of test data 
availability. Uncertainty maps can be produced as an estimate of prediction accuracy even for future 
land-use change scenarios which lack ground truth data. This enables the most recent data to be used 
in model-building rather than model validation, which should produce more reliable land-use 
simulation further into the future, yet still providing an estimate of uncertainty. Spatially-explicit 
uncertainty also assists landscape and urban planners to foresee the degree of susceptibility to 
prediction error for specific localities. Rule-level uncertainty maps are created for every LUCC iteration 
(30 iterations in the present study), as every pixel corresponds to one transition rule for every iteration. 
The mean uncertainty of these transition rules allocated to a single grid cell may be calculated, mapped 
and analysed for one or many iterations. Uncertainty values vary over time for LUCC simulation for 
each pixel and this can be graphed over time. This helps landscape and urban planners to keep track of 
LUCC modelling uncertainty and/or hit ratio at pixel level at different time steps of a LUCC model. 
Other indicators of uncertainty may also be produced including the maximum, minimum, or median; 
each of which may be useful, depending on the planning application. 
4.5.2. Broader application to environmental modelling  
DoTRules quantifies the level of correspondence between each predictor variable and response 
variable (Table 4.) through the calculation of entropy values (eq. 4.3). In addition, it also extracts the 
transparent rules, each with a quantified frequency and entropy, which provides insight into the 
observed dynamics (Table 4.3). In this paper, we have applied DoTRules for calculating transition 
potential in cellular automata models of land-use/cover change. Nonetheless, the conceptual 
framework of DoTRules can be applied to other applications of automata models such as plant 
population dynamics, forest/bush fire spreading, slope failure, debris flow, and urban sprawl where 
transition potential mapping is required and where it is necessary to understand the direction and 
magnitude of state transitions with greater transparency. For instance, in terms of bushfire simulation 
using cellular automata, a same set of transition rules should be determined to form a transition 
potential map (Quartieri et al., 2010) while different set of predictor variables such as bush density, 
flammability, land height and wind (Li and Magill, 2001). Simultaneously, the application of rule-base 
methods -such as DoTRules- for a better understanding of dynamic environmental phenomena is not 
limited to automata models (Amini et al., 2010; Luo et al., 2017b; Moore et al., 2014) and it involves a 
broader range of environmental models. The authors are currently trialling DoTRules in other critical 
applications such as image classification and landslide susceptibility zonation. 
4.5.3. Limitations of DoTRules  
The major limitation of DoTRules corresponds with the calculated entropy value for low-
frequency rules where, in calculating Shannon entropy values, some rules may be attributed a low-
uncertainty value by chance, due to a very low-frequency value. For instance, if the entropy value of 
two different rules is equal, they would be attributed the same uncertainty class. Nonetheless, they may 
be different in terms of frequency values (Figure 4.8). In this regard, among the rules with the same 
entropy values, those with higher frequency would be more reliable as they occurred more often. A 
subjective thresholding approach may be beneficial to deal with this problem. Thus, those low-
frequency rules should be ignored if they belong to a frequency value lower than a threshold defined 
by the user. 




Figure 4.8. Different rules with the same uncertainty measure (entropy value = 0) and different frequency values. 
Here, letters above the circles represent land-use/cover types such as U): urban, A): agriculture, B), bare lands, 
R): roads and W): water.  
4.6. Conclusion 
Cellular automata have long been used to capture the complex dynamics of LUCC processes. We 
have presented a new and innovative algorithm called DoTRules—Dictionary of Trusted Rules—for 
calculation of transition rules and transition potential maps for use in CA-based simulation models. We 
have then presented an application of the proposed approach in the context of LUCC simulation where 
cellular automata models are increasingly popular. DoTRules enables land-use allocation to be 
implemented with a new level of transparency and transition rule characteristics are accessible and can 
be monitored. DoTRules also enables the spatial exploration of LUCC prediction uncertainty. These 
estimates can assist urban planners in avoiding risky land-use predictions where rules are not reliable. 
Assessing rule information also enables the detection of trends and understanding processes of land-
use change in a study area. The performance of automata simulation based on DoTRules transition 
potential calculation was very similar to simulation based on the state-of-the-art random forest method. 
Hence, we conclude that DoTRules is a promising approach for extraction of transition rules and 
providing transition potential maps for CA-based simulation due to its predictive ability, transparency, 
and ability to produce multiple uncertainty products. These capabilities can enhance the utility of 
automata-based simulation as a tool for end-users and improve the quality of the resultant decision-
making process. More experiments in different environmental applications with a different set of 
variables are now required to verify the broader utility of DoTRules as a CA calibration tool. The 
application of DoTRules as a transparent rule-based approach to other environmental modelling 
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5. Drought sensitivity mapping using two one-class 
support vector machine algorithms 
Chapter 5 applies a novel drought sensitivity mapping method using two one-class support vector 
machine algorithms where fuzzy If-Then rules are benefitted to combine resultant outcome of each one-
class support vector machine (OC-SVM). This chapter is an attempt to achieve objective number four through 
modelling uncertainty Type B. The current chapter has been published in Atmospheric Research journal 17th May 
2017. 
Roodposhti, M.S., Safarrad, T. and Shahabi, H., 2017. Drought sensitivity mapping using two one-class support 
vector machine algorithms. Atmospheric Research, 193: 73-82. 
 
Abstract: This paper investigates the use of the standardised precipitation index (SPI) and enhanced 
vegetation index (EVI) as an indicator of soil moisture. On the other hands, we try to produce a drought 
sensitivity map (DSM) for vegetation cover using two one-class support vector machine algorithms. In 
order to achieve promising results, we have used a combination of both 30 years statistical data (1978 
to 2008) of synoptic stations and 10 years MODIS imagery archive (2001 to 2010) within the boundary 
of Kermanshah province, Iran. The synoptic data and MODIS imagery were used for extraction of SPI 
and EVI, respectively. The objective is therefore to explore meaningful changes of enhanced vegetation 
index (EVI) in response to drought anomalies, in the first step, and further extraction of reliable spatio-
temporal patterns of drought sensitivity using efficient classification technique and spatial criteria, in 
the next step. To this end, four main criteria including elevation, slope, aspect and geomorphic classes 
are considered for DSM using two OC-SVM algorithms. Results of the analysis showed distinct spatio-
temporal patterns of drought impacts on vegetation cover. The receiver operating characteristics (ROC) 
curves for the proposed DSM was used along with the simple overlay technique for accuracy 
assessment phase and the area under curve (AUC =0.80) value was calculated. 
5.1. Introduction 
Global warming affects evapotranspiration, which is the movement of water into the atmosphere 
from land, water surfaces and plants due to evaporation and transpiration. This is expected to increase 
to both drought severity measure and geographic expansion of dry areas. When discussing drought, 
one must have a proper understanding of aridity and the difference between the two. Climatologically, 
aridity is defined as "the degree to which a climate lacks effective, life-promoting moisture" while 
drought is "a period of abnormally dry weather sufficiently long enough to cause a serious hydrological 
imbalance" (Hayes et al., 2011). Aridity is measured by comparing long-term average precipitation and 
evapotranspiration. It is obviously a permanent climatic characteristic. In this regard, the arid climate 
indicates that average long-term evapotranspiration is greater than average long-term precipitation 
value. On the other hands, drought refers to the moisture balance that is mainly estimated on the 
annual, seasonal or monthly basis. As opposed to aridity, drought is a transient climatic idiosyncrasy 
(Lioubimtseva and Adams, 2004). Despite the apparent simplicity of this definition, due to its long-
term development and duration, the progressive characteristics of its impacts and spatial extent, 
drought is the most complex natural hazard to identify, analyse, monitor and manage (Burton, 1993; 
Vicente-Serrano et al., 2012; Wilhite, 2012). 
Nowadays, with progressive human development and subsequent climate change, drought 
monitoring and impact assessment program is of great importance. In order to reduce the drought 
vulnerability of the affected regions, it is vital to truly comprehend spatio-temporal drought patterns 
and their subsequent impacts. This will facilitate fulfilments of further measures focused on promoting 
both drought risk mitigation and preparedness. Risk mitigation simply refers to long-term measures 
for reducing the risk including the development of technological solutions, legislation, land-use 
planning, insurance, etc. (Vicente-Serrano et al., 2012). Basically, risk mitigation measures should be 
Chapter 5    
52 
 
implemented through accurate identification of risks and promotion of the risk perception which are 
acquired within preparedness phase (Bird, 2009). Preparedness refers to the development of various 
emergency plans and warning systems aimed for efficient decision making and acting once the disaster 
strikes or even it is anticipated. 
During the last decades, different types of drought indices (DIs), including climatic or satellite-
derived DIs for regional to global scale drought assessment and monitoring have been developed and 
implemented. Climatic DIs such as percent of normal, standardized precipitation index (SPI) 
(Cancelliere et al., 2007; Cui et al., 2015; Sönmez et al., 2005; Zhang et al., 2009), deciles, palmer drought 
severity index (PDSI) (Dai, 2011; Dai et al., 2004; Li et al., 2007), crop moisture index (CMI) (Keyantash 
and Dracup, 2002; Quesney et al., 2000), surface water supply index (SWSI) (Shafer and Dezman, 1982; 
Toulios et al., 2012) etc. aimed to unify thousands of bits of climatological data such as rainfall, 
snowpack, stream flow and other water supply indicators into a comprehensible quantitative measure. 
A climatic DIs typically depicts how much the climate of specified geographic location in a given period 
has deviated from historically established normal conditions (Jairath, 2008; Mu et al., 2013; Narasimhan 
and Srinivasan, 2005; Pai et al., 2011; Werick et al., 1994). On the other hand, variety of satellite DIs 
including: normalized difference vegetation index (NDVI), vegetation condition index (VCI), 
temperature condition index (TCI), enhanced vegetation index (EVI) etc. also developed to quantify the 
drought impact on soil and/or natural vegetation cover (Bhuiyan et al., 2006; Chang et al., 2010; Huete 
et al., 2002; Toulios et al., 2012).  
Introduction and evaluation of novel spatial methodologies for the identifying the measure of 
persistence and resilience of an ecosystem despite climate change constitutes a research priority of 
global relevance. As drought is identified one major issues of global climate variability, therefore, we 
present a novel approach to assess the relative sensitivity of vegetation cover, as a major constituent of 
any ecosystems, to drought.  
Since many different DIs have been used in drought monitoring and drought sensitivity mapping 
studies, in an attempt to find an optimal solution and to consolidate the accuracy of obtained results, 
we calculated and further compared two different DIs including: 1. The standardised precipitation 
index (SPI) as a climatic DI and 2. Enhanced vegetation index (EVI) as satellite-derived DI. Afterwards, 
we made an effort to assess vegetation cover sensitivity to drought which is simply ecosystem 
sensitivity to short-term climate variability and regions of amplified vegetation response (Seddon et al., 
2016). A novel method to identify different sensitivity classes of a drought sensitivity map (DSM) with 
respect to changes in elevation, slope, aspect and geomorphic criteria is implemented for this purpose. 
Two one-class support vector machine (OC-SVM) algorithms were beneficially used to obtained the 
final DSM. 
The paper is organized as follows: after a description of the study area in Section 5.2, a detailed 
definition of the material and methods of the research is described in Section 5.3. Section 5.4 presents 
results while Section 5.5 belongs to a short discussion and conclusions.  
 
5.2. Description of study region 
Kermanshah province is located between 3632
'  to 1535
' N latitude and 2445
'  to 3048
' E 
longitude in north-western Iran and it is considered a part of the structural zone of Folded Zagros in 
the boundary of Arabian and Iran plate (Fig. 5.1). It has a climate which is heavily influenced by the 
proximity of the Zagros Mountains, classified as a hot dry summer with rather cold winters and there 
are usually rainfalls in fall and spring. Kermanshah climate is classified as typical Mediterranean 
climate (Csa) in Köppen-Geiger classification. 
 




Figure 5.1. Location map of the study area 
 
The minimum amount of precipitation occurs in June with the average of 0 mm while the 
maximum amount occurs in March, with an average of 76 mm. The city's altitude and exposed location 
relative to westerly winds makes precipitation a little bit high with a total annual precipitation average 
478.7 mm. However, at the same time, it produces huge diurnal temperature swings especially in the 
virtually rainless summers, which remain extremely hot during the day. The annual average 
temperature of Kermanshah is 14.2°C while the average monthly temperatures vary by 27.6 °C. 
Kermanshah also experiences snow cover for at least a couple of weeks in winter. 
Arid and semi-arid regions cover almost 40 % of the world’s land (Aydin, 1995; Bannayan et al., 
2010) and according to the climate models during the twenty-first century in the semi-arid 
Mediterranean, severe water loss will be caused by the climate variability (Houghton et al., 2001). 
Therefore, Kermanshah province of Iran could be an ideal study area for drought studies. 
 
5.3. Material and methods 
5.3.1. Data  
Here, posterior to the extensive review of the relevant literature; we selected three main categories 
of related geospatial data. First, 30 years (from 1978 to 2008) collection of mean monthly precipitation 
obtained from 13 different Iranian Meteorological Organization (IMO) stations (i.e. climatological, 
synoptic and rain gauge stations) throughout Kermanshah province. Second, MOD 13 or enhanced 
vegetation index (EVI) of Terra series to effectively use as a satellite-derived DI for 10 years from 2001 
to 2010. Third, 90-meter resolution digital elevation model (DEM) products of the Shuttle Radar 
Topography Mission (SRTM) and geomorphic unit maps of the study region used for extraction of 
spatio-temporal changes of drought patterns. 
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We also used an inventory of the most negative and positive changes in EVI value containing 842 
first negative along with 842 first positive points of EVI change for both training OC-SVM algorithm 
and further validation of proposed DSM. It also must be noted that database of the most negative and 
positive changes in EVI was produced by differentiating EVI values of mild and severe drought which 
have accrued during the 2006 and 2008. In terms of mentioned EVI inventory, it was randomly split 
into a train (≈ 67%) and test (≈ 33%) samples for training the proposed DSM and subsequent validation 
purpose, prior and posterior map elaboration, respectively. 
 
5.3.2. Methodology 
The proposed methodology has three steps: in step 1, we calculated the standardised precipitation 
index (SPI), as one of the most widely used climatic DIs. Accordingly, in step 2, to establish the satellite-
derived DI of considered study region, the EVI was used. Finally, the obtained results of the two first 
steps were used for subsequent analysis of spatio-temporal changes of drought impact on vegetation 
cover and a drought sensitivity map was then produced using two one-class support vector machine 
algorithms in step 3 (See Fig. 5.2). 
 
Fig. 5.2. Schematic representation of the 3-step methodology implementation. 
5.3.2.1. Standardised Precipitation Index (SPI) 
The standardised precipitation index (SPI) was proposed by (McKee et al., 1993) and if it is not the 
most widely used DIs (Belal et al., 2014; Jain et al., 2010; Karavitis et al., 2011), it is considered as one of 
most popular DIs of drought monitoring and assessment (Jiang et al., 2008; Liu et al., 2013; Mu et al., 
2013; Vicente-Serrano et al., 2012). SPI is based on the probability of precipitation for any time scale. In 
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other words, it is a simple index which is the number of standard deviations that the observed 
precipitation deviates from the long-term mean (i.e. 30 years), assuming a normal distribution. The SPI 
was designed for quantification of precipitation deficit for various time scales. These time scales reflect 
the impact of drought on the availability of the different water resources. Soil moisture conditions 
respond to precipitation anomalies on a relatively short scale. Groundwater, stream flow, and reservoir 
storage reflect the longer-term precipitation anomalies. Accordingly, McKee et al. (1993) originally 
calculated the SPI for 3, 6, 12, 24, and 48–month time scales (See Table 5.1).  
Table 5.1 Drought category of SPI value (McKee et al., 1993). 
 
5.3.2.2. Enhanced Vegetation Index (EVI) 
The enhanced vegetation index (EVI) is one of the most popular satellite-based vegetation indices 
produced for the Terra and Aqua Moderate Resolution Imaging Spectroradiometers (MODIS). It is an 
'optimised' index designed to enhance the vegetation signal with improved sensitivity in high biomass 
regions. It further improves vegetation monitoring through minimising both soil and atmosphere 
influences (Jiang et al., 2008). EVI is one of widely used satellite vegetation greenness indices which 
have been successfully used to monitor global vegetation photosynthetic activity (Huete et al., 2002; 
Jiang et al., 2008; Justice et al., 2002; Tucker, 1979). Drought indices derived from satellite imagery have 
been widely used to identify spatial extents of drought (Vergni and Todisco, 2011). The indices are 
useful for detection and monitoring large area vegetation stress resulted from drought or soil 
oversaturation following flooding and excessive rains. This soil and atmosphere resistant vegetation 














=                  (5.1) 
 
where P is ‘apparent’ (top-of-the-atmosphere) or ‘surface’ directional reflectance, L is a canopy 
background adjustment term equal to 1, G gain factor and another constant equal to 0.2 and C1 and C2 
weigh the use of the blue channel in aerosol correction of the red channel estimated about 6 and 7.5, 
respectively. 
 
5.3.3. One-class support vector machine 
Support vector machine (SVM) is a supervised learning method derived from statistical learning 
theory and the structural risk minimization principle (Boser et al., 1992; Vapnik, 2013; Vapnik and 
Vapnik, 1998). It uses a decision surface to separates the target classes through maximisation of the 
margin between them (Burges, 1998). The mentioned surface is usually called the optimal hyperplane, 
and the data points closest to the hyperplane are called support vectors (Fig. 5.3). It should be noted 
that the support vectors are considered critical elements of the training set.  




Fig. 5.3. Optimal separating hyperplane (Gunn, 1998). 
However, often support vector machines are an example of a linear two-class algorithms are aimed 
to maximize the margin between the two classes (Fig. 5.4a), it could be used for one-class classification 
purpose, where one tries to detect one class and reject the others (Fig. 5.4b) (Gunn, 1998; Muñoz-Marí 
et al., 2010).  
 
Fig. 5.4. Typical support vector machines classifiers: a) Two Class SVM (Gunn, 1998) b) One Class SVM (Muñoz-
Marí et al., 2010). 
The one-class support vector machine (OC-SVM) was proposed by (Schölkopf et al., 2001) to 
estimate a set that encloses most of a given random sample where Rx
d
i . Each x i  is first transformed 
via a map H: Rd →  where H is a high (possibly infinite) dimensional Hilbert space generated by a 
positive-definite kernel ( )yx ii ,k . The kernel function corresponds to an inner product in H through
( ) ( ) ( )yxyx iiii ,,k = .The OC-SVM speculates a hyperplane in the feature space which detaches the 
data from the origin with maximum possible margin (Figure 4b). In the event that no such hyperplane 
exists, slack variables  i allow for some points to be within the margin, and the free parameter 
 1,0v  controls the cost of such violations. In fact, v  can be shown to be an upper bound on the 
fraction of points within the margin (outliers) (Schölkopf et al., 2001). The hyperplane in feature space 
induces a generally nonlinear surface in the input space. More precisely, the OC-SVM as presented in 
 ( ) 0bxw +
 ( ) 0bxw =+
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                                                  (5.3) 
Here, ω is a vector perpendicular to the hyperplane in H, and ρ is the distance to the origin. Since 
the training data distribution may contain outliers, a set of slack variables 0i   is introduced to deal 
with them (which allows for penalised constraint violation), as usual in the SVM framework. The 
parameter  1,0v  controls the trade-off between the number of examples of the training set mapped 
as positive by the decision function ( )( ) p,wsng)x(f xi −=   and having a small value of 
w
to 
control model complexity. Finally, it must be noted that it is possible to segregate two patterns either 
through one two-class support vector machine (TC-SVM) or two OC-SVMs, which the latter produces 
more conservative decision regions (Elshinawy et al., 2010). 
5.3.4. Kernel Functions 
The performance of the SVM model depends on the choice of the kernel parameters. Accordingly, 
selection of the kernel function is very important in SVM modelling (Xu et al., 2012). However new 
kernels are being proposed by researchers, four kinds of them are often used: linear kernel, polynomial 
kernel, RBF kernel (often called Gaussian kernel) and sigmoid kernel as the last one (Brereton and 
Lloyd, 2010; Hsu et al., 2003). In the present study, we have chosen RBF kernel as the most popular 
kernel functions of the SVM algorithm. 
5.3.4.1. Radial basis functions (RBF) 
RBF has received significant attention in various kernelized learning algorithms (Hsu et al., 2003). 
It is simply defined as: 








−=                                                                     (5.4)  
Where 0  is a parameter that controls the width of Gaussian distribution. It plays a similar role as 
the degree of the polynomial kernel in controlling the flexibility of the resulting algorithm (Ben-Hur 
and Weston, 2010). 
 
5.3.5. Jeffries-Matusita (JM) separability measure 
With respect to the fact that drought sensitivity mapping was the goal of the present study, the 
assessment focused on distinguishing the most sensitive from the least sensitive class. Here, 
separability degree of sensitivity classes was assessed through Jeffries-Matusita (JM) separability 
approach that used both training subsets including more and less sensitive location. The JM distance 
between a pair of class-specific probability functions is defined as following (Richards and Jia, 1999a): 








 −=         (5.5)  
where ( )wixp  and ( )wxp j  are conditional probability density functions for the feature vector x, given 
in data classes of wi = more sensitive and w j = less sensitive events respectively. Under normally 
distributed classes this becomes: 
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( )e12J Bij −−=                                                          (5.6)  
where 
















































                                                     (5.7) 
In this notation, mi  and m j  correspond to class-specific, expected sensitivity values, and i  
and  j  are unbiased estimates for the class-specific covariance matrices of more and less sensitive 
subsets respectively, ln is the natural logarithm function,  i and  j are the determinant of i  and 
 j  (matrix algebra). JM separability measure takes on a maximum value of 2.0, and values above 1.9 
indicate assuring separability (Richards and Jia, 1999a). For lower separability values, it should be taken 
into consideration to improve the separability by editing the position of more sensitive points which 
are located in less sensitive areas, vice versa. Here, the achieve value for the more and less sensitive 
separability measure was equal to 1.976 which suggests that the two more and less sensitive training 
subsets may be distinct with high separability.  
5.4. Results  
When drought occurs through an extended period, a region receives a deficiency in its water 
supply, whether atmospheric, surface or ground water. In other words, as a result of drought stream 
and river flows decline, water levels in lakes and reservoirs fall, and the depth to water in wells 
increases. This will further leads to decrease in soil moisture, which in long-term primary controls 
vegetation and ecosystems. Unlike the above mentioned immediate impacts of drought, however, long-
term impacts could be harder to monitor and more costly to manage in the future. Here, we have used 
30-years of monthly precipitation data for SPI calculation which was used to quantify the precipitation 
deficits for multiple time scales. 
 
Fig. 5.5. Standardised precipitation index (SPI) for October 1978 through September 2008 with a time scale of 1 
months. 
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In this study, the SPI has been calculated for time-scales of 1 month for each year. Figure 5.5 shows 
the SPI values for a time-scale of 1978 through 2008. As can been seen from Figure 5.5, the minimum 
SPI value indicates a severe drought occurred in 2008 while the maximum SPI value belongs to 1995. 
Afterwards, we have also examined the spatio-temporal patterns of EVI values of late-April (the most 
monthly EVI value) and mid-October (the least monthly EVI value) through the entire study region 
from 2001 to 2010. Results of both SPI and EVI testify a severe drought occurrence in 2008 which was 
selected as the basis of DSM (Fig. 5.6).  
 
Fig. 5.6. Annual EVI values of late-April from 2001 to 2010. 
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In other words, considering the fact that there is no satellite imagery archive belonging to 1995 (i.e. 
maximum SPI value), we tried to use a pixel based ratio of average and minimum EVI values (i.e. 2006 
and 2008) for further identification of the least and the most vegetation loss locations. As EVI is found 
to be linearly correlated with green leaf area index (LAI) in crop fields (Jiang et al., 2008), it will be 
maximized when it is representing highest leaf biomass. Therefore, here in the present study, pixels 
with most positive changes in EVI value, representing an increase in the biomass amount of the pixel, 
were detected as the less sensitive pixels to drought. However, pixels with the most negative changes 
were considered as more sensitive (Fig. 5.7). In other words, considering the fact that leaf biomass will 
be reduced as results of drought impacts, the word ‘less sensitive’ has been chosen when leaf biomass 
is not negatively affected by drought. Nonetheless, the word ‘more sensitive’ is selected for the opposite 
condition. 
 
Fig. 5.7. Annual EVI values of mid-October from 2001 to 2010. 
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The proposed model of DSM is based on the OC-SVM classification technique that could be 
considered as a quantitative soft computing method within which less subjectivity is guaranteed. In 
this respect, following the accomplishments of necessary data pre-processing steps, each criterion of 
the study area was divided into a 278m*278m square grid, which contains 320,563 pixels, laid out in an 
irregular boundary. Accordingly, after importing the pre-processed data into the MatLab environment, 
an evaluation matrix is then constructed to be used in the classification process. Experimental results 
not only showed that OC-SVM is more efficient compared to TC-SVM algorithm while producing 
results of similar accuracy, but also it requires less time and storage space to run compared to TC-SVM 
(Manevitz and Yousef, 2002; Senf et al., 2006). As a result, two OC-SVMs were applied by an RBF kernel 
function to construct the respective DSM in a further step (Fig. 5.8).  
  
Fig. 5.8. Resultant outcome of each OC-SVM including: (a) more, and (b) less sensitive classes of proposed DSM 
scheme. 
Finally, in the present study, the proposed DSM is divided into five sensitivity classes namely very 
low, low, moderate, high and very high using 2D scatter plots and nine fuzzy if-then rules (Fig. 5.9).  
 
Fig. 5.9. Selected if-then rules for 2D scatter plots to interactively classify two categories of more and less sensitive 
pixels. 
(a) (b) 
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Figure 5.9 illustrates how fuzzy if-then rules have been used for pattern classification problems 
while Figure 5.10 represents final DSM of Kermanshah Province which has been elaborated using OC-




Fig. 5.10. Resultant sensitivity map of proposed DSM scheme along with the most negative and the most positive 
changes test data points of EVI. 
5.4.1. Validation of the results  
Validation is truly an essential step in the development of any predictive model and estimation of 
its reliability measure. The prediction efficiency of any geospatial predictive model and its resultant 
output (i.e. proposed DSM) is usually estimated by using independent information posterior to map 
elaboration. Therefore, here where we have used a separate training set, the accuracy of the proposed 
DSM technique in Kermanshah Province was evaluated by calculating relative operating characteristics 
(ROC) which depict the capability of a binary algorithm system as its discrimination threshold changes 
(Fawcett, 2006b; Feizizadeh et al., 2014b; Sabokbar et al., 2014). We have also used a simple overlay 
technique to show the percentage of known changes of EVI in various sensitivity classes. 
Considering the ROC method, the area under the ROC curve (AUC) values, varying between 0.5 
and 1.0, is used to evaluate the accuracy of the DSM. The AUC defines the accuracy of the proposed 
probabilistic model through describing the model ability to reliably predict the occurrence or non-
occurrence of an event. The ideal model shows an AUC value close to 1.0, whereas a value close to 0.5 
indicates inaccuracy in the model (Fawcett, 2006b; Roodposhti et al., 2014b; Shahabi and Hashim, 
2015b). In order to apply the ROC method, a concise and representative dataset was prepared using 
randomly selected 278 first negative along with 278 first positive points of EVI change throughout the 
study area. As it is assumed that changing EVI values are representative of drought impacts on 
vegetation cover, these points will be further used to evaluate the accuracy of sensitivity maps proposed 
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by two OC-SVM algorithms. The AUC value of ROC curve for the output map was found to be 0.809, 
with an estimated standard error of 0.01 (Fig. 5.11). 
 
Fig. 5.11. ROC curve for the proposed DSM using two OC-SVM class. 
The DSM results were also verified using the test inventory data points itself. Accordingly, these 
278 first negative along with 278 first positive points of EVI change locations were overlaid on the 
proposed DSM map (Fig. 5.12). The result shows that 197 data points which represent vegetation lost 
(70.86 percent of all test data for negative changes) overlaid on the high and very high sensitive patches, 
which they only cover 14657 km² (59.1 percent) of the study area while only 1 test data appears in the 


















Test data represent positive changes
of EVI values in 2008
Test data represent negative changes
of EVI values in 2008
Very Low Low Moderate High Very High
 
Fig. 5.12. Histogram of test data overlay showing the relative areas for each sensitivity class (each class is labeled 
with the number of the observed negative or positive test data accordingly). 
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In addition to the above, it should be mentioned that about 185 (66.5 percent of all test data for 
positive changes of EVI value) data points which represent positive change in EVI value overlaid on 
the low and very low sensitivity zones, which they only cover 3963 km² (15.9 percent) of the study 
region while only 10 test data appears in the very high sensitive class. 
5.5. Discussion and conclusions 
Considering the most important factors which cause the present conditions of sensitivity to 
drought being in place in the study region, there was a demand to conduct a reliable DSM for vegetation 
cover. The reliability of DSM depends not only on the presence of concise and representative database, 
in terms of data scale and accuracy, but also on the selection of the appropriate DIs for and drought 
identification and severity evaluation. Regardless of data scale and accuracy, the present study aimed 
to explore DSM of Kermanshah by using both climatic and satellite-based DI which were used to 
confirm mild and severe drought occurrence and resultant vegetation loss. Further, an objective 
classification scheme along with four different drought-related geo-data layers were used in order to 
produce a reliable DSM. 
Results of the analysis showed notable spatio-temporal variation in terms of vegetation sensitivity 
to drought phenomena throughout the study area. In this respect, the elevation class of 1500 to 2000 
meter, slope classes between 4 to 32 degree, aspect classes of south and south-west (May) or east and 
north-east (October) and Zagros Orogenic Belt are the most affected from drought periods. However, 
slope classes between 2 to 4 degree (both in May and October) or more that 32 degrees (October), 
elevation less than 1500 meter (both in May and October) or more than 2500 meter (October) and 
Sanandaj-Sirjan geomorphic zone are the least affected by drought periods. 
According to the obtained results, the resistance of vegetation to drought occurrence may be 
mediated through the effects of topography (elevation, slope and aspect) on soils and microclimate. In 
this respect, the obtained results of proposed DSM testify that plants in higher elevations (i.e. above 
1500m to 2500m) typically are more affected by drought, compared with the similar plants of lower 
elevation (below 1500m). This is mainly correspondent to the negative correlation between slope 
gradient and soil moisture which is statistically more significant in higher elevations where steep slopes 
prevail. On the other hands, depth of soil horizons is significantly increased by a decrease in elevation. 
Accordingly, soils at lower elevations of the slope (i.e. Cambiosol and Litosol) may have larger sources 
of water compared to the soils in higher elevation. Natural vegetation cover is relatively drought-
tolerant at elevations above 2500m because of consistent snow coverage which increases soil moisture 
and decreases environmental temperature. 
Consequently, the spatial variation in soil moisture is also controlled by slope angle and aspect. 
Here, drought impacts on vegetation loss more obvious within southern and eastern slope and the 
slope angle more than 8 degrees while it is less obvious in northern and western slope and the slope 
angle between the 0-4. The magnitude soil moisture was found to decrease not only with an increase in 
angle of slope and but also with a topographic solar radiation index derived from slope angle and slope 
aspect. 
Considering geomorphic units criterion, it has been found that Sanandaj-Sirjan unit is less sensitive 
to the occurred drought events compared to different parts of Zagros Orogenic Belt (i.e. Zagros Thrust 
or Folded Zagros zone). This is mainly related to some primary variables such as the surface materials 
and elevation which further affects other secondary variables including temperature, 
evapotranspiration and snow accumulation coefficient. 
As a matter of fact, this study not only presents an integrated strategic DSM framework with an 
emphasis on solving the decision problem by using an objective procedure. In other words, this article 
introduces the use of the enhanced vegetation index (EVI) as an indicator of soil moisture while it 
focuses on producing a drought sensitivity map (DSM) for vegetation cover using two one-class 
support vector machine algorithms. Finally, considering the fact that, the proposed schematic 
framework has the advantage of satellite imagery archive as ground truth; it can be used for production 
DSM of different local or regional scales. On the other hand, the proposed DSM scheme can be further 
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extended by using more drought-related criteria including vegetation type, soil depth, drainage density 
etc. through different case studies. 
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6. Fuzzy Shannon entropy: a hybrid GIS-based 
landslide susceptibility mapping 
Chapter 6 develops an optimal solution to deal with spatial data uncertainty for both criteria standardisation and 
prioritisation that is applicable as a numerical solution for susceptibility mapping using multi-criteria models while 
there is no sufficient knowledge about the area of interest. This chapter is an attempt to achieve objective number 
five through modelling uncertainty Type B. The current chapter has been published in Entropy journal on 27th 
September 2016.. 
Shadman Roodposhti, M., Aryal, J., Shahabi, H. and Safarrad, T., 2016. Fuzzy shannon entropy: a hybrid GIS-based 
landslide susceptibility mapping method. Entropy, 18(10): 343. 
 
Abstract: Assessing Landslide Susceptibility Mapping (LSM) contribute in reducing the risk of living 
with landslides. Handling the vagueness associated with LSM is a challenging task. Here we show the 
application of hybrid GIS-based LSM. The hybrid approach embraces fuzzy membership functions 
(FMFs) in combination with Shannon entropy, a well-known information theory-based method. Nine 
landslide-related criteria along with an inventory of landslides containing 108 recent and historic 
landslide points are used to prepare a susceptibility map. A random split into a train (≈ 70%) and test 
(≈ 30%) samples are used for training and validation of the LSM model. The study area – Izeh- is located 
in the Khuzestan province of Iran a highly susceptible Landslide zone. The performance of the hybrid 
method is evaluated using receiver operating characteristics (ROC) curves in combination with area 
under the curve (AUC). The performance of the proposed hybrid method with AUC of 0.934 is superior 
to multi-criteria evaluation approach using a subjective scheme in this research in comparison with 
previous study using the same dataset through extended fuzzy multi-criteria evaluation with AUC 
value of 0.894, and was built on the basis of decision makers’ evaluation in the same study area. 
6.1. Introduction 
Landslide is either geophysical or climate-related disaster that is described as mass movements of 
earth surface material. This usually involves shear displacement of soil and/or rock masses along one 
or several slip surfaces (Varnes, 1978). Landslide susceptibility map (LSM) is a promising solution for 
both understanding and predicting probable future landslides. It assists planners in decision-making 
phase aimed for further mitigation of landslide consequences. Accordingly, a LSM depicts areas likely 
to have landslides in the future by correlating some of the principal factors that contribute to landslides 
with the past distribution of slope failures (Brabb, 1984). In this respect, production of LSM at the early 
stage of landslide assessments is of crucial importance for safe economic planning, such as urbanization 
activities and the engineering of structures. However, a standard procedure for the production of 
landslide susceptibility maps does not exist (Ercanoglu and Gokceoglu, 2004).Thus, LSM can be 
accomplished by providing risk managers with easily accessible, continuous, and accurate information 
about landslide occurrence. The predictive capacity is poorly understood in LSM and is vague. In 
general, the spatial prediction of landslides is not easy due to the complex nature of landslides (Bui et 
al., 2012). LSM provide important information for predicting landslides hazards which include an 
indication of the time scale within which particular landslides are likely to occur (Atkinson and 
Massari, 2011). The associated vagueness can be dealt using Fuzzy sets theory.  
Introduced by Zadeh (1965), Fuzzy set theory handles indefiniteness arising from intrinsic 
ambiguity than from a statistical variation (Zadeh, 1965b). A functional defined on the class of 
generalised characteristic functions (fuzzy sets), called "entropy", is introduced using no probabilistic 
concepts in order to obtain a global measure of the indefiniteness connected with the situations 
described by fuzzy sets (De Luca and Termini, 1972). The meaning of this quantity is quite different 
from the one of classical entropy because no probabilistic concept is needed in order to define it. This 
function gives a global measure of the "indefiniteness" of the situation of the problem at hand (Kosko, 
1986). Although there is a well-defined mathematical theory of probability, there is no universal 
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agreement about the meaning of probability. Thus, for example, there is the view that probability is an 
objective property of a system and another view that it describes a subjective state of belief of a person. 
Then there is the frequentist view that the probability of an event is the relative frequency of its 
occurrence in a long or infinite sequence of trials. Thus, entropy is often used as a characterization of 
the information content of a data source, this information content is not absolute: it depends crucially 
on the probabilistic model (Majerník, 2014). 
Effective LSMs could provide a proper understanding of “susceptible regions” (Xu et al., 2012). In 
order to better assist planners in understanding landslide hazard, a variety of GIS-based susceptibility 
mapping techniques are employed and developed (Shahabi et al., 2015). These approaches can be 
classified into three main groups such as subjective, objective and hybrid methods. The subjective 
methods typically include inventory mapping and decision makers’ (DMs) evaluation in both 
standardisation and weighting of selected criteria (Wang et al., 2012). There are various GIS-based 
studies on LSM through the use of subjective approaches. Some of them used multi-criteria evaluation 
(MCE) techniques including: simple additive weighting (Feizizadeh and Blaschke, 2013), ordered 
weighted average (Ayalew et al., 2004), analytical hierarchy process (Yalcin, 2008), analytical network 
process (Neaupane and Piantanakulchai, 2006), PROMETHEE (Roodposhti et al., 2014c) etc. and some 
used different heuristic and knowledge driven techniques in order to assess landslide susceptibility 
mapping (Barredo et al., 2000; Ruff and Czurda, 2008; Van Westen and Getahun, 2003). Other studies, 
on the other hand, have shown a variety of objective methods in the assessment of the landslide 
susceptibility because of some limitations such as insufficient knowledge about the area of interest. The 
objective methods mostly rely on statistical (Budimir et al., 2015; Greco et al., 2007; Havenith et al., 2006; 
Lee and Min, 2001; Nandi and Shakoor, 2010; Ozdemir, 2011; Shahabi and Hashim, 2015a), soft 
computing (Bui et al., 2012; Lee et al., 2004; Pradhan and Lee, 2010), deterministic analysis (Carrara, 
1983), neuro-fuzzy (Bui et al., 2012; Pradhan, 2013), artificial neural network (Bui et al., 2016; Conforti 
et al., 2014; Dou et al., 2015), decision trees (Hong et al., 2015; Yeon et al., 2010), and index of entropy 
(Constantin et al., 2011; Devkota et al., 2013a; Pourghasemi et al., 2012a; Tsangaratos and Ilia, 2016; 
Youssef et al., 2016), which are more rigorous and mostly relying on objective assessments. On the other 
hand, there are various hybrid GIS-based LSM methods which are both subjective and objective. In 
other words, some hybrid GIS-based LSM methods used subjective standardisation and an objective 
weighing technique (Davis and Blesius, 2015; Feizizadeh et al., 2014a; Zongji et al., 2010), and vice versa.  
The accuracy of LSM mostly depends on the amount and quality of available data, the working 
scale and the selection of the appropriate methodology of analysis and modelling (Roodposhti et al., 
2014c). In methodology implementation and its assessment, landslide casual criteria play a key role. In 
this study, we decipher the optimality of predictive solutions for objective criteria weighting. In an 
attempt to find an optimal solution, we show how modified Shannon entropy algorithm by fuzzy set 
theory can be successfully applied to the numerical solution of the LSM while there is no sufficient 
knowledge about the area of interest. In other words, the main objective of the present study is to extend 
a hybrid GIS-based LSM method within which fuzzy membership functions (FMFs) have been applied 
for criteria standardisation using “global knowledge” about landslides, while no “local knowledge” is 
utilised for criteria weighting. In literature, although different GIS-based models have been used for 
landslide susceptibility mapping, but LSM map extracted from modified Shannon entropy algorithm 
by fuzzy set theory has seldom been carried out. Therefore, this study aims to fill this gap in the relevant 
literature.  
Since the LSM deals with a various sets of criteria it can be assumed that integration of fuzzy set 
theory with information theory, and in particular with Shannon entropy, will assist in performing 
accurate landslide susceptibility mapping. This accurate LSM is due to the flexibility of fuzzy 
membership functions and objective evaluation of criteria weights. Based on this assumption, the 
present research is an attempt to propose a novel hybrid method, which contributes to the objective 
decision making for regional landslide management. In other words, by using only the entropy values 
of previous landslide events for each criterion and regardless of experts’ opinions, we intend to 
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facilitate criteria weighting process while improving or preserving LSM predictive accuracy compared 
with accurate subjective methods.  
The paper is organised as follows. After a description of the study area in section 6.2, a detailed 
definition of the material and methods of the research is described in section 6.3. Section 6.4 presents 
results while section 6.5 discusses the achieved results and contributions, respectively. At the end, we 
provide the conclusions of this research in section 6.6. 
6.2. Description of study region 
Izeh is located in the eastern part of Khuzestan province, located in south-western Iran (see Figure 
6.1), where, the high susceptibility for a mass movement and in a particular landslide is considered as 
a potential natural hazard for human society and their activities such as hydropower plants in Izeh. 
According to the inventory of landslides by the ministry of natural resources (MNR, 2010), there are 
108 recorded landslide events in the region.  
 
Figure 6.1. Location map of the study area 
 
The climate is a temperate in north, while in south warm climate prevails. Similarly, mean annual 
precipitation within the study area varies from 450 to 700 mm. The region is important in terms of the 
agricultural activities and in particular hydropower plants. The Karun River, the main and longest river 
in all of Iran, passes through this area. The suitable topography of Karun canyon provides the 
possibility of constructing hydropower plants and three main dams have been constructed so far on 
different branches of the Karun River (Feizizadeh et al., 2014a). 
Geologically, there are several minor faults and one major thrust in the region along with the 13 
types of geologic formations cropping out in the region. The Izeh fault zone is a transverse fault zone 
with right-lateral strike slip (and some reverse component) in the Zagros Mountains, south-western 
Iran. That is majority controlled by the subsidence and sedimentation of the embayment. In terms of 13 
types of geologic formations, nearly all of them composed of sedimentary rocks including, marl, shale, 
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limestone, gypsum, siltstone and other Quaternary deposits. It also should be mentioned that in the 
case of any triggering cause, there will be a significant chance of landslide occurrence within the south 
and south-east where the rough topography coincides with major thrust fault, Karun canyon and 
susceptible lithology. In other words, where there is susceptible lithology, proximity to faults 
contributes to slope instability, affecting not just surface structures but also terrain permeability. 
Eventually, the erosion associated with Karun River in nearby areas further leads to slope instability 
and generally increases the rate of subsequent slope failure. This is considered another prominent 
reason for the notable landslide recurrence in the region (Feizizadeh et al., 2014a). 
6.3. Materials and Methods 
6.3.1. Landslide influencing data layers 
First of all, with respect to the available peer-reviewed GIS-based LSM research, nine criteria of 
the study area have been employed and prepared (Table 6.1 and Figure 6.2).  
Table 6.1. Selected landslide related criteria on the basis of literature review 
Criteria Data source Former studies using the same criterion for GIS-based LSM 
Slope 30m, STRM DEM (Lee and Min, 2001); (Komac, 2006); (Ayalew et al., 2004); (Conoscenti et al., 
2008); (Thiery et al., 2007); (Yalcin, 2008); (Kayastha et al., 2012); (Bennett et al., 
2013); (Kritikos et al., 2015)  
Aspect 30m, STRM DEM (Ayalew and Yamagishi, 2005); (Komac, 2006); (Guzzetti et al., 2006); (Thiery et 
al., 2007); (Yalcin, 2008); (Lotfi and Fallahnejad, 2010)  
River 1:50,000Topo-map (Yalcin, 2008); (Feizizadeh et al., 2014a); (Sabokbar et al., 2014) 
Drainage 1:50,000Topo-map (Yalcin, 2008); (Pareek et al., 2010); (Roodposhti et al., 2014c); (Feizizadeh et al., 
2014a) 
Fault 1:100,000,Geo-map (Havenith et al., 2006); (Kanungo et al., 2006); (Lee and Pradhan, 2007); 
(Marjanović et al., 2011); (Shahabi et al., 2013) 
Rainfall 30 years IMO data (Hong et al., 2005); (Guzzetti et al., 2007); (Feizizadeh et al., 2014a) 
Road 1:50,000Topo-map (Ayalew and Yamagishi, 2005); (Yalcin, 2008); (Youssef et al., 2009); (Bathrellos et 
al., 2009); (Pradhan, 2013) 
Lithology 1:100,000 Geo-map (Ercanoglu and Gokceoglu, 2004); (Ayalew and Yamagishi, 2005); Thiery et al. 
2007(Thiery et al., 2007); (Akgun et al., 2012a); (Davis and Blesius, 2015) 
Land use 30 m, Landsat image (Lee and Pradhan, 2007); (Bathrellos et al., 2009); (Feizizadeh et al., 2014a) 
 
It must be noted that landslide susceptibility map of the study area has been derived from 
landslide related criteria mentioned in above Table 1. Road, river and drainage input maps were 
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extracted from the topographical map (1:50,000) of the study area, while the fault and lithology maps 
were obtained from geologic maps (1:100,000). In addition, the slope and aspect criteria were derived 
from 30m shuttle radar topography mission (SRTM) digital elevation model (DEM). Land use/cover 
maps were derived from Landsat ETM+ satellite images with 30m spatial resolution employing image 
analysis methods (MANR, 2008).  
 
 








Figure 6.2. Nine applied criteria used in LSM of Izeh involving: (a) Slope; (b) Aspect; (c) Distance to river; (d) 
Drainage Density; (e) Distance to faults; (f) Mean annual rainfall; (g) Distance to roads; (h) Lithology and (i) Land 
use/cover  
(b) (a) (c) 
(d) (e) (f) 
(g) (h) (i) 
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The average of 30 years mean annual rainfall data of Iran Meteorological Organization (IMO) was 
used to create mean annual rainfall map using kriging interpolation methods in ArcGIS environment. 
Finally, we also used an inventory of landslides containing 108 recent and historic landslide points 
which were recorded by GPS in field survey (MNR, 2010) for both geo-data layer weight evaluation 
and further validation of proposed LSM. The recorded landslides points are centroids of of each 
landslide polygon. Almost all of these landslides belong to slide-type landslides which are down-slope 
movement of material along a distinctive surface of weakness such as a fault, joint or bedding plane. In 
terms of landslide inventory, it was randomly split into a train (≈ 70%) and test (≈ 30%) samples for 
training the proposed hybrid model and subsequent validation purpose, prior and posterior map 
elaboration, respectively. 
6.3.2. Proposed methodology 
In order to depict the proposed methodology, it is best to consider a three-step procedure: in step 
1, using fuzzy sets theory, data standardisation has been implemented in ArcGIS environments. To this 
end, a proper FMF is fitted on each selected criterion posterior to preprocessing phase. These FMFs has 
been selected according to peer literature review of similar LSM studies and local expert opinions. 
Accordingly, in step 2, the Shannon entropy is used for further evaluation of criteria weights, which 
determines the subsequent contribution of each landslide related criteria in overall susceptibility. This 
phase is implemented in MATLAB. Here, Shannon entropy technique is used as an objective-weighting 
scheme in LSM process. Finally, in the third step, results from above two steps are integrated using 
ArcGIS software (Figure 6.3). Further, analysis results were validated using receiver operating 
characteristics (ROC) curves and simple overlay technique using MATLAB and ArcGIS environments, 
respectively. Each step is explained as below: 
6.3.2.1. Fuzzy membership function (FMF) 
A major contribution of fuzzy set theory and related fuzzy membership functions (FMFs) is its 
capability of representing vague data. The theory also allows mathematical operators and 
programming to apply to the fuzzy domain. A fuzzy set is a class of objects with a continuum of grades 
of membership (Zadeh, 1965b). Such a set is mainly characterised by a membership function, which 
designates a membership value to every single object ranging from 0 and 1 and vice versa. In terms of 
LSM, fuzzy sets approve the possibility of partial membership of a considered geographic location to 
more than one susceptibility class. FMFs accordingly, were used to determine variation pattern forming 
gradual class boundaries between each susceptibility class. The shape of each applied FMF determines 
how the transition between 0 and 1 takes place. 
6.3.2.2. Shannon entropy  
The information entropy application originated from thermodynamics in 1948 (Zongji et al., 2010). 
In information theory, entropy is the quantitative measure of system disorder, instability, imbalance, 
and uncertainty and can forecast development trend of specified system (Lotfi and Fallahnejad, 2010; 
Sujatha, 2012; Yufeng and Fengxiang, 2009; Zongji et al., 2010). The Shannon entropy usually indicates 
to quantification of the expected amount of information enclosed by a message. At present, the 
information entropy method has been widely used to determine the weighted index in natural hazards, 
and in environmental, integrated assessment of natural processes such as debris flow, drought, 
sandstorm, etc. (Mon et al., 1994; Wang et al., 2011).  
In terms of the landslide, it measures the dissimilarity or diversity in the environment, indicating 
the potential of each factor in causing landslides. In other words, the entropy of landslides refers to the 
extent the various factors influence landslide. Greater is the entropy index, greater is the influence of 
the factor in causing landslide (Sujatha, 2012). Finally, it also should be mentioned that various 
landslide related criteria are not the same regarding their attributes and dimension. Therefore, is not 
possible to conduct a direct comparison between those mentioned criteria which are applied in a LSM 
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process. In order to construct proper comparison, it’s necessary to conduct standardisation process in 
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   (6.2) 
Equation 6.1 is applicable for specific criteria with positive effect on probability of landslide 
occurrence (such as drainage density and mean annual rainfall). It means the more the value of the 
considered criteria is, the more the probability of landslide is as a simple rule. However, for some other 
criteria (viz. distance to river, distance to faults and distance to road) equation 6.2 is well-suited, where 
the reverse condition exists. Then, landslide entropy matrix R is formed by m landslide samples and n 
geo-data layer: 






























     (6.3) 
Accordingly, Shannon entropy is defined by (Zongji et al., 2010): 








=       (6.4) 
where E j is entropy value, 
p j,i  is value of ith landslide in jth criteria and k is a positive constant, 
essentially a choice of unit of measure which is given by:  




=        (6.5) 
where m is number of occurred landslide events. Accordingly, normalized decision matrix
p
j,i for each 
landslide criteria can be defined by: 
















       (6.6) 
The weights have attributed the role the factors play in the synthesis assessment, and the bigger value 
indicates that the factor’s function is more important in this index system. 












1        (6.7) 
where Wj is weight of jth geo-data layer and Vj is defined by: 
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Ev jj −= 1                     (6.8) 
6.3.2.3. Hybrid landslide susceptibility mapping model 






=1                       (6.9) 
where S is a degree of landslide susceptibility, Wi stands for the weight of each criterion and Xi is 
standardised landslide criteria.  
6.3.3. Methodology implementation 








































Figure 6.3. Schematic representation of the 3-step methodology implementation 
 
6.3.3.1. Step 1: Data standardisation using FMFs 
Considering the fact that GIS-based landslide related criteria measured not only in different units 
but also in different scales of measurement, such as nominal, ordinal, interval, and ratio scales (Akgun 
and Türk, 2010b), there is an urgent need for data standardisation. This rises from the inherent need to 
integrate all landslide criteria into the single output in the evaluation process. In this regard, the fuzzy 
membership approach is considered one of the frequently applied standardisation methods that have 
been proposed (Llu et al., 2004). 
The use of fuzzy sets within GIS-based hazard and susceptibility assessment has been 
demonstrated to have a good effect (Akgun and Türk, 2010b; Llu et al., 2004; Mason and Rosenbaum, 
2002). For this reason, fuzzy sets were used in this study. In this context, all the factors used were 
standardised to a float-level range of 0–1, where 0 is assigned to the least susceptible areas and 1 to the 
most susceptible ones. This transforms the different measurement units of all landslide casual criteria 
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into comparable values using FMFs (Gemitzi et al., 2006). Figure 6.4 shows selected and further applied 
FMFs for LSM of the study region. 
There is no optimal method for choosing the most appropriate FMF and their respective 
parameters; these are generally selected according to the preferences of the DMs (Rojas-Mora et al., 
2013; Roodposhti et al., 2014c). However, the predictive and causal value of landslide casual criteria 
seems more or less similar in most of the studies. In this study, 3 different membership functions have 
been employed for landslide susceptibility purpose including sigmoidal (s-shaped) FMFs, i.e., 
monotonically increasing and monotonically decreasing, user-defined fuzzy membership functions 
along with crisp membership functions are specified for each criterion (See Figure 6.4). The sigmoidal 
membership function is likely the most commonly used FMF in fuzzy set theory, and provides a 
gradual variation from non-membership (zero) to complete membership (one) (Akgun and Türk, 
2010b; Eastman, 2003; Llu et al., 2004; Zadeh, 1965b), whereas it is sometimes inevitable to use user-
defined FMFs or crisp membership functions. Nevertheless, all applied functions of criteria and the 




    
  
Figure 6.4. All types of used membership functions including: (Type I) User defined FMF (for: (a) slope and (b) 
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faults and distance to road) and monotonically increasing (for: (d) drainage density and mean annual rainfall) 
and (Type III) Crisp MF (for: (e) lithology and (f) land use). 
6.3.3.2. Step 2: Assessment of weights with Shannon entropy 
Here, this study selects a total number of 76 landslides to calculate the weights of each landslide 
criteria in southern Izeh. Following the insertion of all 9 selected landslide criteria into the entropy 
matrix R, in order to standardise the basic data into the mentioned entropy matrix, both equations 6.1 
and 6.2 were employed along with user defined FMF and crisp MF (Figure 6.4). Next, weights of all 
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Entropy values and weights can be calculated using (Equations 6.4-6.7): 
 
 0.9020.9270.9150.8610.7150.9020.7350.8740.883E j =
 
 0.0970.0720.0840.1380.2840.0970.2640.0970.116v j =
 
 0.0750.0560.0660.1080.2220.0750.2060.0970.090w j =
 
Finally, after further calculation of entropy value, we obtained the weights (Table 6.2) to be used 
in criteria integration in the next step. 
 




Distance to river 0.206 
Drainage density 0.075 
Distance to Fault 0.222 
Rainfall 0.108 
Distance to roads 0.066 
Lithology 0.056 
Land use/cover 0.075 





   
   
   
Figure 6.5. Obtained output after applying selected membership functions (i.e. Fuzzy or crisp) on each related 
parameter: (a) Slope; (b) Aspect; (c) Distance to river; (d) Drainage Density; (e) Distance to faults; (f) Mean 
annual rainfall; (g) Distance to roads; (h) Lithology and (i) Land use  
6.3.3.3. Step 3: Integration phase 
The prepared database of LSM is successfully georeferenced using Universal Transverse Mercator 
(UTM) coordinate system in ArcGIS environment. The weight derived from Shannon entropy index for 
each landslide related criteria is calculated using the 76 occurred landslide events and is applied for 
(d) (e) (f) 
(g) 
(b) (a) (c) 
(h) (i) 
Chapter 6    
77 
 
integration purpose. Afterwards, the resultant susceptibility map is calculated as the summation of the 





Figure 6.6. Final susceptibility map using the proposed hybrid GIS-based method. A, B and C circles are only for 
better representation of contiguous landslide points density and positions within the study area. 
 
Using all the factors (Table 6.1), susceptibility values range from 0 to 8.00 showing various levels 
of susceptibility. The higher susceptibility values refer greater probability of expected landslides 
occurrence in the near future. Finally, the landslide susceptibility map (Figure 6.6) is divided into five 
susceptibility classes very low, low, moderate, high and very high using natural breaks classification.  
The “natural breaks” classifier is based on natural grouping of data values. Normally, the 
breakpoints are identified by looking for groups and patterns inherent in the data. However, the 
reasons for using certain methods in previous works are usually not explained by the authors. In this 
study, the manual classifier method was used to reclassify the LSM values into five different 
susceptibility zones, according to the classification method that was proposed by (Galang, 2004). 
6.4. Results 
After layer standardisation of landslide casual criteria, the susceptibility map was produced based 
on a hybrid GIS-based LSM technique (See Figure 6.6). In terms of criteria weighting, typically, in 
spatial MCDA (multi-criteria decision analysis) problems the greater the value of the entropy 
corresponding to a spatial attribute, which implies the smaller attribute’s weight, the less the 
discriminant power of that attribute in decision-making process (See Equation 6.8) (Lotfi and 
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Fallahnejad, 2010). Accordingly, fault and river criteria are considered as the two first important 
landslide criteria. Also, the distance from faults and river criteria both indicate potential trigger factors 
of the slope failure, are also among the principal indexes of a landslide. As a result, the objectively 
obtained weights of the landslide related criteria using Shannon entropy index is consistent with the 
basic rules of identification, characterization and development of landslides. 
6.4.1. Validation of the results using ROC curve 
The validation phase could be considered as one of the most fundamental stages in the 
development of all susceptibility maps and determination of their prediction capability for future usage 
in any natural hazards study and managements. The prediction efficacy of each LSM and its resultant 
output is typically evaluated by using available independent information of recorded landslide events, 
which are not used through LSM process (i.e. test subset of landslide inventory map) (Roodposhti et 
al., 2014c). As a result, in the present study, the landslide inventory database has been divided into two 
parts, including training and test datasets. Therefore, the accuracy of the proposed LSM in the study 
area was evaluated by calculating relative operating characteristics (ROC) (Fawcett, 2006a; Nandi and 
Shakoor, 2010; Roodposhti et al., 2014c) and percentage of known occurred landslides events in various 
susceptibility classes using test landslide samples. Here, the Area under the ROC Curve (AUC) value, 
ranging from 0.5 to 1.0, is a numeric indicator of map accuracy. Meaning that AUC is close to 1, the 
result of the test is more reliable, while closer the AUC to 0.5 indicates to the less reliable result 
(Pradhan, 2013; Roodposhti et al., 2014c). 
 
 
Figure 6.7. ROC curve for the proposed Landslide Susceptibility Map (LSM) of fuzzy Shannon entropy 
 
In pursuance of further implementation of the ROC evaluation technique, a precise and 
comprehensive test dataset was prepared using 32 landslides and 32 randomly selected non-landslide 
points of the study area. In this regard, following the early identification of landslide-free area using 
aerial photo interpretation and field survey, non-landslide points are selected within the boundary of 
these landslide-free areas. Subsequently, the AUC value of 0.934 has been obtained with an estimated 
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4.2. Validation of the results using simple overlay 
 
In the second validation process, the LSM result has been evaluated using the test landslide 
locations, accordingly, these 32 points were overlaid on the susceptibility map of proposed hybrid GIS-
based LSM (See Figure 6.6). The result shows that approximately about 90 percent of the recorded 
landslides occurred in the high and very high susceptibility classes, which they only cover 30.63 percent 
of the study area, while, there is no recorded landslide appears in the low and very low susceptibility 
zones. In addition to the above, only 3 landslide points (≈10% of all recorded landslides) fall into the 





Figure 6.8. Histogram of calculated landslide susceptibility map showing the relative areas for each susceptibility 
class (susceptibility classes are labelled with the numbers of the observed landslide points accordingly). 
6.5. Discussion  
The accuracy of predictive models is considered as a major concern in the majority of environmental 
modelling applications including LSM (Bennett et al., 2013). The predictive accuracy of subjective LSM 
models can be affected by the inherent bias that emaciates from DMs’ point of view during both data 
standardisation and criteria weighting. Moreover, the absence of expert DMs may make serious 
hindrance in LSM process while using a subjective method. Considering criteria standardization 
scheme, by applying a more computationally intensive approach we attempted to preserve the original 
quality of spatial data. In this respect using a variety of FMFs positively affected validity and accuracy 
of input spatial criteria. Therefore, missing or generalised values can represent in otherwise precise 
data. Further, the proposed methodology shows a promising result to predict landslide susceptibility 
values regardless of experts’ opinion. According to the obtained results, the accuracy of proposed 
hybrid model is improved significantly compared with the accuracy of accurate subjective approaches, 
which have been previously implemented in the study area using the same dataset (Feizizadeh et al., 
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6.5.1 Obtained results and relevance to the previous studies 
Considering high frequency of landslide being in place in several areas of southern Izeh, there was 
a demand to conduct an accurate landslide susceptibility map. The expected accuracy of LSM depends 
not only on the presence of concise and comprehensive data, in terms of data scale and accuracy, but 
also on the selection of the appropriate methodology of data processing and modelling (Yalcin, 2008). 
Regardless of data scale and accuracy, the present study aimed to explore landslide susceptibility of 
southern Izeh by developing a hybrid GIS-based LSM that uses neither DM's evaluation nor 
sophisticated objective methods. This is an integrated strategic LSM framework with an emphasis on 
structuring the decision-making process problem. Within this approach, Shannon entropy was 
employed to determine the criteria weightings from an objective evaluation of spatial domain while 
different fuzzy membership functions were employed for criteria standardization.  
Obtained results of ROC curve analysis (AUC=0.934) (See Figure 6.7) and simple overlay technique 
(See Figure 6.8) signify that the proposed hybrid fuzzy Shannon entropy evaluation technique is a 
promising tool for integrating multiple raster-based criteria for LSM while there is not sufficient 
knowledge about the criteria weights with respect to landslide mechanism of the study region. The 
previous study using the same dataset through extended fuzzy multi-criteria evaluation which was 
built on the basis of DMs’ evaluation achieved AUC value of 0.894 (Feizizadeh et al., 2014a). This further 
approves the capability of proposed hybrid model for prediction of landslide susceptibility values. In 
other words, achieved results of accuracy metrics comparison approves that the proposed LSM model 
can achieve superior prediction accuracy to what that can be achieved by using DMs’ points of view 
(Table 6.3), with significant time saving. 
 
Table 6.3. Accuracy metrics of implemented data-driven (objective) and experts driven (subjective) 
LSMs using fuzzy Shannon entropy and extended fuzzy multi-criteria evaluation methods, respectively. 




Number of Cases 64 212 
Number Correct 56 (76% of total) 173 (81% of total) 
AUC 0.93 0.89 
Std. Dev. (Area) 0.01 0.02 
Accuracy 76.6% 81.6% 
Sensitivity 100.0% 98.1% 
Specificity 53.1% 65.1% 
Pos Cases Missed 0 2 
Neg Cases Missed 15 37 
 
6.5.2 Spatial information extraction and prediction 
This study contributed in the area of a spatially structured dilemma of predicting landslide 
susceptibility values for specific geographic location. This may be implemented through standardising 
and subsequent summing of landslide casual criteria. In this paper, we attempted to present an 
assessment of LSM, carried out by the implementation of hybrid fuzzy Shannon entropy evaluation 
within which fuzzy set theory has been used for criteria standardisation, and Shannon entropy 
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algorithm was used for weighting of some factors that may affect the landslide susceptibility. Therefore, 
the prepared hybrid susceptibility map is the result of a pixel-based combination of nine standardised 
criteria affecting the degree of landslide susceptibility. The optimal criteria weights is obtained 
objectively by precise a mathematical solution through the proposed entropy-based model (Stein et al., 
2005b). In this respect, the lower the landslide entropy of a criterion, the higher the weight is. In other 
words, the lower landslide entropy within certain criteria (i.e. distance to faults and distance to river) 
indicates the presence of predictive spatial frequency and vice versa. 
Further, as expected, the estimated data driven (objective) criteria weights using Shannon entropy 
algorithm do not conform to the subjective criteria weights estimated using an aggregation of DMs’ 
votes in our prior research (Figure 6.9).  
 
 
Figure 6.9. Histogram of estimated data driven (objective) and experts driven (subjective) landslide casual criteria 
weights for selected landslide criteria. 
According to the obtained results of fuzzy Shannon entropy criteria weighting scheme distance to 
fault is the most important criteria followed by distance to river and rainfall criteria, respectively. 
Therefore, considering the estimated criteria weights, the spatial distribution of landslide susceptibility 
values is majorly controlled by these mentioned criteria. This may be further approved by high 
concentration of recorded landslide events alongside Karun River (Figure 6.6). Nonetheless, 
considering the DMs’ evaluation slope is referred to as the most significant criterion followed by 
lithology and distance to road layers. Considering these two weighting approach, fuzzy Shannon 
entropy seems more realistic for predictive modelling of spatial pattern of landslides compared to the 
latter method. Even though the slope criterion is of paramount importance in any shape of slope 
instability, it is not the only constituent of landslides. Accordingly, the spatial pattern of landslides (at 
least in the study region) is controlled by important but less geographically available landslide casual 
criteria (distance to fault, distance to river and rainfall criteria). In other words, if similar high 
susceptible values of slope (or any other criteria) are prevailing all around a region while landslide 
distribution pattern is represented with different spatial order (Figure 6.5a), a secondary criterion (such 
as distance to river) with less availability may be determinant factor of landslide’s spatial distribution 
(Figures 6.5c, 6.5e and 6.5f). This communicates the insight of the proposed objective weighting scheme 
in local evaluation of the landslide casual criteria. In other words, in the current study area, the slope 
angle is usually sufficient to influence landsliding. Nonetheless, considering the spatial distribution of 
landslides, there is limited evidence which approves the slope criterion plays an important role in 
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study region; however, occurred landslide events are more or less concentrated along Karun Canyon. 
This may be due to the fact that the required water for slope failure, as a triggering factor, is controlling 
landslide events in southern Izeh. Water is not always directly involved as the transporting medium in 
mass movement processes while it does play an important rule. This is not only approved by obtained 
criteria weights of Shannon entropy method but also it can be recognized by visual inspection of 
landslides spatial pattern and frequency alongside Karun River (Figure 6.6). 
Further, considering the results of our proposed objective weighting approach lithology criterion 
is the least important among all selected criteria while the expert opinion refers to the rainfall layer as 
the least important. The achieved accuracy value of fuzzy Shannon entropy, however, is yet remarkably 
superior. 
6.5.3 Decision aiding and planning 
Many researchers, (Castellan, 2013; Feizizadeh and Blaschke, 2013; Lerner et al., 2015) pointed out 
that the traditional subjective weighting schemes usually suffer from sensitivity in decision-making 
and they are susceptible to intrinsic errors of experts’ knowledge. Looking into the contribution to 
decision aiding, this study presents an integrated strategic weighting procedure using an objective 
method which determines the criteria weights by solving mathematical models. This is executed 
without any consideration of the decision maker’s preferences as it is a convention in subjective 
methods, such as the AHP method, OWA method, Delphi method and etc. In other words, this article 
introduces an objective approach that integrates fuzzy set theory and information theory algorithm (i.e. 
Shannon entropy), which could be a useful geospatial tool for integrating multiple features/attributes 
that affect the LSM process. This can largely compensate for the absence of expert DMs or the lack of 
local knowledge about study area when it comes to producing quality LSM. 
6.5.4 Limitation of proposed methodology in LSM 
While information theory-based methods such as the one proposed in the present research have 
shown a considerable potential in different predictive spatial modelling scenarios, they do have their 
own constraints. Even though the application of the proposed methodology as an objective weighting 
scheme is not dependent on decision maker’s expertise and judgment, it relies on quantification of 
defined attributes of landslide data points using step by step mathematical computation. This is 
conditional on the existence of the concise and representative database. In terms of the present research, 
comprehensive and readily accessible landslide inventory database was quite beneficial in achieving 
the desired outcome. However, the inefficiency of a continued reliance on our small test sample size 
was particularly striking. 
Another limitation of the implemented methodology is some false alarms in low slope areas as a 
high susceptible class (very few pixels as a very high susceptible class) within NE of the study region. 
This is mainly due to the fact that the slope angle is not characterised as a primary criterion shaping 
landslide occurrence spatial pattern. Compared to total landslide areas, most of LSM approaches end 
up with extremely high false positive rates in terms of high or very high susceptible areas. As this 
problem is not only limited to our study, therefore, exploring the ways to reduce mentioned problem 
may be a fertile ground to be addressed in future studies. 
Further, posterior to fitting desired membership function, proposed fuzzy Shannon entropy 
technique considers the dataset as a collection of distributions, which may not be suitable to extract 
specific spatial structures embedded in the underlying features/attributes (Wang and Shen, 2011). Even 
though datasets with the same histogram certainly have the same entropy (i.e. distance to river and 
distance to fault in the present study), the distributions of their data values in space could be totally 
different. In addition, the result can be sensitive to the level of discretization caused by different 
membership functions (i.e. crisp or fuzzy) when using the histogram. We believe that more interests 
from researchers with larger sample size of data are vital for developing more robust entropy based 
LSM frameworks that can incorporate generalizable results. 




This Fuzzy Shannon entropy integration showed a promising results for GIS-MCDA as it tackles 
two major limitations. Firstly, the inherent subjectivity which is emaciated from DMs’ preference is 
diminished during criteria standardization phase. Secondly, intrinsic bias and probable errors of DMs’ 
preferences corresponding to the subjective weighting approaches is also eliminated using proposed 
LSM model. This LSM approach involves a thoughtful selection and elaborative standardization of 
landslide casual criteria while weighting procedures are accomplished using an objective method. This 
is performed by constructing a mathematical approach without any consideration of the DMs’ 
preferences from the beginning to the end of model implementation. Our results show that the 
integration of fuzzy sets with Shannon entropy can contribute to the production of landslide 
susceptibility maps with a reasonably high level of reliability. Finally, considering the fact that, the 
proposed hybrid method has the advantage of objective weight evaluation; it can be used not only in 
similar areas of geo-hazards risk assessment and mapping, such as land subsidence, earthquake and 
flood risk mapping but also in multi-hazard risk assessment for a further combination of risk elements. 
However, in order to apply the proposed objective weighting approach more generally by conducting 
different case studies, new hybrid models of GIS-based landslide susceptibility mapping shall be 
developed. 
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7. Towards automatic calibration of neighbourhood 
influence in cellular automata land-use models 
The current chapter is aimed to develop a randomized rule detection (RRD) procedure to automate the calibration 
of the neighbourhood dynamics (N), which controls the key model behaviour of land-use change models (LUC). 
This chapter is an attempt to achieve objective number six through modelling uncertainty Type C. The current 
chapter has been submitted and is published in Computers, Environment and Urban Systems journal. 
Shadman Roodposhti, M., Hewitt, R.J. and Bryan, B.A., 2020. Towards automatic calibration of neighbourhood 
influence in cellular automata land-use models. Computers, Environment and Urban Systems, 79: 101416 
 
Abstract: Cellular Automata (CA) land-use models are widely used for understanding processes of 
land-use change (LUC). However, calibration of these models is a knowledge-intensive and time-
consuming process. Although calibration of common driving factors such as accessibility (A), or 
suitability (S) is a relatively straightforward task, calibrating the neighbourhood dynamics (N), which 
controls the key model behaviour, is often very challenging. Here, building on the SIMLANDER 
modelling framework, we develop an automatic rule detection (ARD) procedure to automate the 
calibration of N. To demonstrate the performance of the tool, we simulated 15 years of urban growth 
in Ahvaz, Iran (2000-2015) using a wide range of different rule-sets. We evaluated calibration goodness-
of-fit for each rule-set against a reference map by means of cross-comparison of multiple metrics using 
a ranking procedure. The ARD approach facilitates model calibration by allowing rapid identification 
of the optimum ruleset from a wide range of possible parameter settings, while the ranking procedure 
facilitates comparison of simulations using multiple metrics. The approach we present also helps to 
improve simulation accuracy with respect to manual calibration methods, and increases understanding 
of neighbourhood dynamics for the urban area studied. To encourage repeatability and transparency, 
our approach uses only open data and Free-and-Open Source Software (RStudio environment) and we 
provide our ARD scripts as an Appendix to this paper. 
7.1. Introduction 
Land-use change (LUC) is an issue of global concern and a major focus of sustainability research 
(Gao and Bryan, 2017; Veldkamp and Lambin, 2001; Yang et al., 2014). Models which capture the 
complexities of land-use systems are important for analysing the driving forces of LUC, and simulating 
future scenarios (Cheng and Masser, 2004; Kamusoko and Gamba, 2015). Until a few decades ago, 
spatially explicit LUC models were constrained by computational capacity (Lopez, 2014). However, 
recent advances in computer technology, analytical methods, and spatial data have led to important 
advances in spatial modelling, including predictive LUC models (Lopez, 2014; Santé et al., 2010). These 
models offer useful information about future change by projecting historical or hypothesised LUC 
tendencies to future dates.  
One commonly-used LUC simulation approach is cellular automata (CA) (Batty and Xie, 1994; Ku, 
2016; Santé et al., 2010; Tobler, 1979; Torrens, 2006). CA is a simple but effective method for predictive 
LUC modelling (Guan et al., 2011; Yang et al., 2008) utilising a bottom-up and discrete modelling 
paradigm, with dynamics generated by a set of simple local rules (i.e. transition rules) (Liu et al., 2014). 
Originally conceptualised in the late 1940s by Ulam and von Neumann (Santé et al., 2010; Von 
Neumann and Burks, 1966), CA are patterns of cells on a specified tessellation, which evolve through 
a number of discrete time steps according to a set of transition rules based on the state of individual 
cells and their neighbourhood. These transition rules are applied iteratively within the pre-defined 
neighbourhood and generate system dynamics over multiple time steps (Moreno et al., 2010; White and 
Engelen, 1997; Wolfram, 2002). In a LUC model, each cell can have one of i possible discrete 
states/values at a time, where i is land-use type, e.g. urban, forest, agriculture, water. In SIMLANDER, 
the model on which this work is based (Hewitt et al., 2013), a single land-use is modelled at a time, so i 
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takes value 1 (urban) or 0 (not urban). While much more complex multiple land-use configurations are 
frequently incorporated into these kinds of models (see e.g. Carter, 2018; Hewitt et al., 2014) with the 
aim of understanding the dynamic interaction of competing uses, simple single-land-use models like 
SLEUTH and SIMLANDER are unrivalled for rapid exploration and simulation of urban growth, 
pattern and form, as their enduring popularity attests (e.g. Clarke et al., 1997; Feng et al., 2018a; Feng 
and Tong, 2019; Xian and Crane, 2005). Specifically, these kinds of models are especially relevant for 
understanding the phenomenon of urban sprawl (e.g. Lagarias, 2012; Leao et al., 2004).                 
In SIMLANDER, as in most CA models, the state of a cell at time t+1 (future cell state) is defined by the 
state of the same cell and immediate neighbouring cells (N) at time t (present cell state) (Jokar Arsanjani, 
2012; Moreno et al., 2010), as well as other factors known to influence land-use change such as proximity 
to infrastructure networks, known as accessibility (A), the underlying land suitability for development 
(S) (Barredo et al., 2003; Barreira González et al., 2015; White and Engelen, 1993), and a random factor 
(v) to account for unknown or undetermined factors that influence real-world outcomes (Hewitt and 
Díaz-Pacheco, 2017; Hewitt et al., 2014). Although, all these factors comprise the model drivers and are 
used to compute the transition potential (TP) map—which is central to the calibration of the whole CA-
based LUC model (Kolb et al., 2013)— the neighbourhood rules are certainly the most important 
parameters in these models, as can be seen from the foundational literature (Couclelis, 1985; Gardner, 
1970; Tobler, 1979; Ulam, 1952; White and Engelen, 1993). Getting the land-use neighbourhood 
dynamics (N) right is therefore the most important part of the calibration process. However, it can be 
extremely challenging to do correctly. In this paper, we present a new approach aimed at facilitating 
the calibration of neighbourhood influence using an automated rule detection (ARD) procedure.  
Specifically, our research aims can be defined as (1) To develop a useful, practical procedure to 
automate the complex and time-consuming neighbourhood calibration process in CA land-use models; 
(2) To demonstrate this approach with a simple example, and show how the optimum neighbourhood 
calibration can be found through a ranking procedure using a wide range of different metrics; (3) To 
contribute to the theoretical literature on the effect of cell neighbourhood in urban land models (e.g. 
Díaz-Pacheco et al., 2018; Kocabas and Dragicevic, 2006; Liao et al., 2014; Ménard and Marceau, 2005; 
Verburg et al., 2004); (4) To share our work in the free and open source “R” software (R Core Team, 
2017) so that others can use it in their own research or practice.         
For the sake of clarity, we present our results as applied to a very simple urban land-use model, with 
only urban and non-urban land. But, since we are aware that many model users may be interested in 
modelling the interaction of multiple land-uses together, we emphasise that the approach we present 
in this paper is equally applicable to models with multiple-land-uses, e.g. APoLUS (Hewitt et al., 2015). 
Detailed background to our research, including discussion of the rationale behind the importance of 
the neighbourhood influence in these types of models is given in the following section. 
7.2. Background 
LUC driving factors of accessibility and suitability can be easily calibrated using historical LUC 
data and commonly available geographical information. For instance, accessibility can be calibrated by 
analysing LUC in various distance classes from existing roads, and suitability can be calibrated by 
analysing LUC in various categories of terrain slope. However, calibration of the neighbourhood is 
usually a more complicated procedure involving two key steps: 1) deciding the size of the cell 
neighbourhood window (nsize). This is the size of the zone around each cell which is expected to 
directly influence the state of the land-use in that cell; and 2) deciding the strength of neighbourhood 
effect itself (nrules). Here, nrules are user-defined forces of attraction and/or repulsion that decay over 
the distance covered by the cell neighbourhood window defined in Step 1. The configuration of the 
neighbourhood setting in CA models of land-use change has been explored previously (Liao et al., 2014; 
Verburg et al., 2004). However, these studies did not consider both aspects of the neighbourhood (i.e. 
nsize and nrules) and did not provide a systematic scheme to identify neighbourhood settings which 
optimise the performance of land-use modelling against multiple spatial landscape metrics (Herold et 
al., 2005). 
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For the first case (nsize), we can see that a large nsize implies that land-use in one area is affected 
by land-use both nearby and some distance away, while a small nsize implies that urban development 
in one location is influenced only by land-use in adjacent plots. The nsize is determined by the number 
of neighbouring cells extending in any single direction, out from the centre, known as the 
neighbourhood radius (r). For example, for nsize=9 cells (a Moore neighbourhood of 8 cells surrounding 
a central cell), r=1 (see Fig. 7.1). There is no universal agreement on optimal nsize. It is generally agreed 
that urban growth in one area may be influenced by the spatial pattern of nearby land-use (Hagoort et 
al., 2008; Liao et al., 2016; White and Engelen, 2003), implying that a larger nsize may be needed for 
accurate simulation. However, other studies have found that increasing nsize did not significantly 
affect model results, suggesting that small nsize may sometimes be adequate for simulating the most 
important land change tendencies (Díaz-Pacheco et al., 2018). These contrasting findings suggest that 
each outcome depends on the study area, the model structure, and the input parameters. Therefore, 
even where researchers have good a priori knowledge of the urban area studied, an experimental 
approach is still likely to be necessary to discover the nsize that offers the best performance. 
For the second case (nrules), the shape of the decay curve governs the strength of the relationship 
between near land-uses and those further away. A steep distance decay curve implies that the effect of 
land-use type of adjacent or nearby grid cells on the grid cell under consideration is much stronger than 
that for more distant grid cells. A distance decay curve of gentler gradient emphasizes the importance 
of more distant land. Both nsize and nrules work closely together to determine the spatial pattern of 
the resulting simulation. A small window with a steep distance decay effect excludes the influence of 
distant developments entirely. On the other hand, a large window with gentle distance decay effect 




Fig. 7.1. Two examples of neighbourhood dynamics (N). On the left (a: nsize 9, r=1, nrules=100,50,0), new urban 
land is strongly attracted to urban land in locations that are already urban (distance 0), less strongly attracted to 
neighbouring locations (1 cell distance), with the attraction effect declining to 0 further away (2 cells distance). On 
the right (b: nsize=25, r=2, nrules=50,15,5,0), the pattern is the same, but the attraction effect at distance 0 is less 
strong, and decreases less sharply with distance, reflecting the attraction of urban land to non-urbanised land at 
greater distances than in a. 
While the proportional scaling of nrules, which determines the shape of the graph, is very 
important, the numerical values themselves are arbitrary and relate only to the strength of other 
interactions in the model. In a model with just one land-use, (urban land and non-urban land) the value 
of nrules depends on the relative influence that the modeller wishes to give to the other model drivers 
(accessibility and suitability) (Fig. 7.2). 
 




Fig. 7.2. The effect of different nrules (bottom) on a simulated urban region. The accessibility, suitability and 
randomness parameters are held constant in all 3 simulations. Here, nsize is the same in all simulations. The 
proportional scaling of nrules is the same in all simulations. Simulation 1 (left), the nrules values are too strong 
and overwhelm the effect of accessibility. In Simulation 2, nrules are three times as strong as in 3, and new urban 
land is attracted both to existing urban land and to the road network, producing a more realistic simulation. In 
Simulation 3, nrules values are reduced by a factor of 100; the opposite happens, and accessibility overpowers the 
nrules, so that all new urban land sticks to the road network.  
Successful calibration of the neighbourhood setting is thus a time-consuming process characterised 
by a high degree of uncertainty, which is dependent on multiple factors like the individual 
characteristics of the case study area as well as the values of other parameters like accessibility and 
suitability. At the same time, it is also highly dependent on the scale and cell resolution of the model 
(Díaz-Pacheco et al., 2018). In practice, this uncertainty can only reasonably be reduced by trial and 
error involving repeated, iterative adjustment and testing of many parameter settings. To facilitate this 
process, we developed an automatic neighbourhood calibration procedure for the SIMLANDER 
(Hewitt et al., 2013) land-use modelling environment called automatic rule detection (ARD). The 
proposed ARD tool can be also applied to any similar land-use or urban sprawl models based on 
cellular automata. The procedure involves repeated testing of different values of nsize and nrules, 
where the optimum settings are selected by comparing all different outcomes through a ranking 
approach. We demonstrate our approach by simulating urban growth for the case of Ahvaz city, Iran. 
7.3. Methods 
7.3.1. Study area 
Our study area, Ahvaz city, is the capital and largest city of Khuzestan province located in the 
southwest of Iran (Fig. 7.3). From 1976 to 2015, the population of Ahvaz increased from 334,399 to 
1,338,126 with associated urban growth. The outer parts of the city have great potential for agricultural 
expansion. The abundance of water and fertile soils has transformed land-use and has generated wealth 
through agricultural production, which has also increased to supply the expanding local population. 
Numerous agricultural commodities are produced such as wheat, barley, oilseeds, rice, sugar cane, 
medicinal herbs, as well as orchard crops such as palm, citrus, and olives (Roodposhti et al., 2018). The 
abundance of water supplies, rivers, and dams, has also encouraged the fisheries, which are 
widespread in the area. 




Fig. 7.3. Location and land-use in the study area of Ahvaz, Iran 
7.3.2. LUC modelling drivers and data sources 
Various groups of independent LUC drivers extracted from three main data sources were selected 
for LUC simulation. These LUC drivers can be categorised into four groups including neighbourhood 
dynamics (N), accessibility (A), suitability (S), and randomness (v) (Table 7.1). All LUC drivers were 
resampled to the 300-metre grid cell resolution of the ENVISAT MERIS sensor land-use products. The 
study area comprises a 7920-cell raster map with two different land-use classes; urban (value=1) and 
non-urban (value=0). 
Table 7.1. LUC drivers, description, units, and data source applied in this study. 
Drivers Description Unit Data source 
Land-use 2000 Land-use state (urban/non-urban) of the year 2000 - ENVISAT 
Land-use 2015 Land-use state (urban/non-urban) of the year 2015 - ENVISAT 
Neighbourhood (N)  Number of neighbouring urban cells for each cell  - Initialised by land-use of 2000 
Accessibility (A) Distance to road networks metre  Google Earth Engine 
Suitability (S)  
 
Slope value  degrees SRTM DEM  
Randomness (v) Randomness effect by Weibull distribution  - -  
Two land-use maps corresponding to the years 2000 and 2015 were used for the LUC simulation. 
Following a standard procedure (see, e.g. Hewitt and Díaz-Pacheco 2017), calibration was carried out 
by applying the method presented in this paper to a land use map of the year 2000 in order to generate 
a simulation of the year 2015. Fig. 7. shows LUC drivers in Table 7. at the simulation start date of 2000. 
Note that A and S remain constant throughout the simulation, while neighbourhood and randomness 
are updated iteratively as the land-use pattern evolves.  




Fig. 7.4. Land use change in the study area, 2000-15. 
7.3.3. Overview of the model 
Modelling was carried out in the R programming language (R Core Team), and was based on the 
SIMLANDER R script V.1.0.5 available at https://simlander.wordpress.com/. Apart from the inclusion 
of the ARD algorithm described in this paper, major modifications applied to SIMLANDER R script 
V.1.0.5 include, (1) applying a weighting scheme based on Pythagorean theorem for the moving 
window (Hewitt et al., 2015), and (2) applying fuzzy functions for standardization of selected LUC 
drivers’ components such as distance to roads.  
In SIMLANDER, the evolution of the future cell state is determined, as per the conventional CA 
model, by the following formula, known as the transition potential calculation (Feng et al., 2018b; 




t t t tt
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1 ( , , , )          (7.1) 
where, , ,
t tt
ijij ijN SA and
t
ij are a set of the status of neighbouring cells, accessibility, suitability and 
randomness values at time t, and f is a transition function, often simply the product of all the terms 
(Hewitt and Díaz-Pacheco, 2017; Hewitt et al., 2014). At each model timestep, all cells in the model are 




 is highest, on the basis of the cell demand 
for that timestep, e.g. for a city that grows by 20 cells a year, 120 cells might be allocated at t=1, 140 at 
t=2, 160 at t=3 and so on. In calibration, the cell demand is determined by dividing the number of new 
cells of urban land that have emerged between the starting map and the reference map, and the number 
of years between the two maps. Since the number of cells that will be allocated in the model is controlled 
by the cell demand, these models are often referred to as “constrained” cellular automata models 
(White et al., 1997).  
Calibration of the model involves replicating observed data as accurately and realistically as 
possible through the manual adjustment of model parameters (Newland et al., 2018). Typically, N is 
adjusted first, followed by other parameters, A, S and v, and the model is run to simulate a historic date 
for which a land-use map is available (in this case the year 2015). In this case, as the goal was testing of 
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varying settings for N, the A, and S parameters were calibrated first and held constant throughout the 
simulation, while neighbourhood and randomness are updated iteratively as the land-use pattern 
evolves.        
To assess the quality of the calibration process, statistical comparison was made between the 
simulated map and the real date, using a range of standard spatial metrics (see Section 7.3.4.3, Step 5).  
7.3.4. Implementation of the approach 
Implementation of the ARD tool was characterised by five sequential phases including, (1) data 
acquisition and preparation, (2) calibration of accessibility, suitability and randomness, (3) automatic 
calibration of neighbourhood and model goodness-of-fit testing, (4) Prioritisation of optimum 
neighbourhood settings and (5) evaluation of ARD results obtained from a “randomised search” against 
“grid search”. Below we explain the implementation approach for each phase. 
7.3.4.1. Data acquisition and preparation (ENVI /ArcGIS) 
Initially land-use time-series, obtained from the Climate Change Initiative (CCI) land cover archive 
of the European Space Agency (ESA), which has been claimed to reach 73% accuracy for the 23-class 
land cover map (Defourny et al., 2009). For A and S parameters, road data and slope data were extracted 
from Google Earth and the Shuttle Radar Topography Mission (SRTM) digital elevation model, 
respectively. The road and elevation data were converted to distance to road (i.e. Euclidian) and slope 
angle using ArcGIS and resampled to the same spatial resolution of ENVISAT land-use maps (i.e. 300m) 
in ENVI environment. The dataset was then exported to R (R Core Team, 2017) for land-use simulation. 
7.3.4.2. Calibration of accessibility, suitability, and randomness 
The calibration procedure for accessibility (A), suitability (S), and randomness (v) is explained in 
detail in the following section. This phase was implemented in R (R Core Team, 2017) using a modified 
script from the SIMLANDER project (Hewitt et al., 2013). It is emphasized that, while A and S variables 
are often complex and diverse, including, for example, different types of infrastructure or physical 
suitability factors such as bedrock geology or soil (see, e.g. Hewitt et al., 2014), we deliberately kept A 
and S as simple as possible to allow us to focus on the calibration of the neighbourhood parameter N.  
Accessibility (A): This is empirically calibrated for each simulated urban growth trajectory 
through a monotonically decreasing sigmoid function representing distance decay. To this end, the 
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      (7.2) 
where dij is the distance value of the cell a and b are the nearest (300m) and the furthest distance (1500m) 
to the road network, respectively, and were selected by visual examination of the historical change in 
urban area from 1995 to 2005. 
Suitability (S): the only suitability factor included is the slope angle of the terrain, since Ahvaz is 
situated predominantly on flat or gently sloping land, and the importance of this variable for urban 
development is well known from the literature (see, e.g.Clarke et al., 1997; Schneider et al., 2001). To 
use the slope as a suitability layer, slope values were divided into six classes as shown in Table 7.2.  
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Table 7.2. Slope angle suitability values applied for LUC model. 








Randomness (v): the randomness factor (v) applied in this study is provided by a Weibull 
distribution function that as shown in the following equation (Li and Yeh, 2002; White and Engelen, 
1993): 
 
v = 1+(-ln(1-random))·exp(α)         (7.3) 
 
where 𝛼 is a scalable parameter that controls the stochastic effect and random refers to a pseudorandom 
number from the uniform distribution. This can take any desired value, though in practice values 
between -10 and 1 are usually appropriate, with -10 corresponding to a high stability (almost no 
randomness) and 1 high volatility (high randomness). A value of 0.5 is usually acceptable for a fairly 
weak random effect. Values higher than 1 tend to overwhelm the simulations with random transitions. 
In the other direction, as α tends to -∞, v tends to 1, so values < -10 effectively cancel out the random 
effect entirely. A completely deterministic model is probably not appropriate for simulating the 
aggregate effect of human activity in the territory (Hewitt et al., 2014)., so in the usual case values in 
the range α> -10 <1 are appropriate. For the simulations shown here, α=0.5. In situations where there 
are many unplanned or disordered land-use transitions, higher values of 𝛼 may be useful (Barredo et 
al., 2004).  
7.3.4.3. Automatic calibration of N 
As described above, the value of neighbourhood (N) for each grid cell at each time-step is a 
function of the pattern of land-use in the previous time-step under the conditions defined by nsize and 
nrules. To automate the tedious and time-consuming process of discovering the best-fitting nsize and 
nrules for simulation of LUC in a given study area, we introduce an automatic rule discovery (ARD) 
algorithm implemented in R (R Core Team, 2017), which allows neighbourhood to be calculated for 
each cell according to a five-step procedure described as follows: 
Step 1. Determination of the quantity and maximum size of moving windows: the initial 
requirement for automatic calibration of neighbourhood (N) is to define the “number of moving 
windows” (i.e. number of n in ℕ={n1, n2, … nn}) and their “maximum dimensions” that are required for 
the automatic calibration process. The former defined how many moving windows will be 
implemented and tested using ARD while the latter defined the initial dimensions of each constructed 
window. These values may vary depending on the users’ preference and must be entered into the 
calibration script (Appendix 1) by hand. Any desired number of moving windows may be constructed 
and applied for calibration. However, in terms of the maximum dimension for the proposed 
neighbourhood detection tool, the default value is set to 11⨯11 (i.e. (2r+1)2 where r=5). While larger 
neighbourhoods (up to 15 x 15, or r=8) can be used in LUC simulation (Engelen et al., 2007; 
Wickramasuriya et al., 2009), nrules are often set to zero for distances beyond 5 cells (van Vliet et al., 
2013). In addition, our experimental results also suggest that moving windows bigger than 7⨯7 are 
usually less accurate (in terms of both goodness-of-fit and map pattern metrics) than those smaller ones 
with the same decay rate. 
Step 2. Setting up the distance decay/cost functions for the automatic rule detection (ARD) 
procedure: A spatial cost function forms a raster with a set of values in each cell is the cost for a particular 
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activity or object in that cell. Here, the cost function is defined by both a decay rate and metric distance 
from the central cell. For each desired moving window, one cost function will be calculated where each 
desired cost function has an initial maximum value [5≥ x0,0≥50], where distance is equal to “zero”, and 
a unique decay rate. Considering the decay rate for each cost function the interpolation of weights (i.e. 







0,0           (7.4) 
where β is the decay rate which is a positive, pseudorandom number from the uniform distribution in 
the range 0>β,>1. For a randomised search β may be a pseudorandom number from the uniform 
distribution or any number from a user-defined set for a grid search application. dij is the distance value 
of each considered cell from the central cell x0,0, d is a constant representing the width of a cell in metres. 
In equation 4, d depends on the resolution of the model (300 in the present study), and x0,0 is the value 
of central cell (i.e. x=0 and y=0), which is again a pseudorandom number from the uniform distribution 
in the range 50≥x0,0≥5 or an integer number from a user-defined set to be applied for a random or a 
grid search approach, repectively. Here to properly address the effect of a neighbourhood setting, as a 
function of nsize (τ=[2r+1]2) and nrules (β), various values of w and β are tested (Fig. 7.5). The random 
selection approach is faster than a systematic strategy of testing all available possibilities because there 
is no single optimum rule-set, rather, there are a range of combinations of nsize and nrules that produce 
acceptable simulations. Nonetheless, ARD is compatible with both randomised and exhaustive grid 
search approaches. The goal of ARD is to guide the modeller towards the approximate curve shape 
necessary for their model study case. 
 
Fig. 7.5. Different sizes of the applied moving windows (nsize). Here the influence of the cells is a function of the 
distance from the central cell. The distance of the cells at the corner positions is calculated using the Pythagorean 
Theorem. Here, cell width is equal to 300m and the default value of maximum r value is set to 6. 
Step 3. Calculation of weighted moving windows: A weighting scheme as an inverse function of 
distance is then applied to every moving window n1, n2, … nn, which is defined by the user. Here, the 
values of the weighted moving windows for diagonal cells is calculated based on the Pythagorean 
Theorem. The resultant weighted moving windows will be all the same in terms of dimensions, while 
various different decay rates are applied. 
Step 4. Applying each constructed moving window for calibration purpose: afterwards, each 
moving window representing a different weighting scheme was applied to the SIMLANDER LUC 
model in a sequential manner to simulate growth from 2000 to the target year of 2015. The accuracy of 
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metrics (see Step 5). The process was carried out sequentially, beginning with the largest moving 
window (11 x 11, r=5), reducing the value of r each time to obtain successively smaller moving windows 
until the minimum r value of “1” was reached, at which point all values of nsize had been tested for 
that rules set (Fig. 7.5). The same procedure was then applied to the next weighted moving window, 
and so on, until all the different weighting schemes (nrules) had been tested for all window sizes (nsize).   
Step 5. Goodness-of-fit testing: In order to determine which of the neighbourhood settings 
provided a better fit to the reference dataset, simulations produced by each neighbourhood setting were 
tested using six standard metrics; accuracy, area under the curve (AUC), shape index, fractal 
dimension, clumpiness and edge density index. These are described as follows: 
The accuracy (ACC) of the estimation is calculated based on the ratio of hit and correct reject to the 
total estimations corresponding to the four possible outcomes of the model: true positive (TP) (both 
ground truth and predicted state of a grid cell is “urban”), false negative (FN) (only ground-truth state 
of a grid cell is “urban”), false positive (FP) (only predicted state of a grid cell is “urban”) and true negative 
(TN) (neither ground truth and predicted state of a grid cell is “urban”) are recorded for all simulations 
(Vaseghi, 2008). Accuracy is calculated as (TP+TN/(TP+FN+FP+TN)) (Powers, 2011). Though useful as 
a starting point in goodness-of-fit estimation, accuracy must be used with caution since the value of the 
score depends on the proportion of positives (TP+FP) to negatives (TN+FN) in the data. In a class-
imbalanced dataset, where there are many more positives (negatives) than negatives (positives), results 
can be very misleading.  
To address this problem, the AUC statistic (see e.g. Fawcett 2006) uses the relationship between 
true positive rates (TP/(TP+FN)) and true negative rates (FP/(FP+TN)) to calculate the performance of a 
prediction model at all decision thresholds in the range 0,1. A model with an AUC of 0 always misses 
(no cells are simulated correctly and all predictions are false positives), a model with an AUC of 1 
always hits (all cells are simulated in the correct location and there are no false positives). An AUC of 
0.5 indicates an intermediate state where the model has no discrimination capacity to distinguish 
between positive class urban and non-urban (Fawcett, 2006b; Feizizadeh et al., 2014c; Shadman 
Roodposhti et al., 2016). In models where persistence across time steps is built-in, accuracy, AUC and 
other ratio-based metrics should be adjusted to exclude areas of the model which cannot change (van 
Vliet et al., 2016). In SIMLANDER, this is not necessary, since all land use is allocated at each time step, 
so correctly simulating persistence is a key goodness-of-fit indicator. 
White (2006) has recommended testing of goodness-of-fit for urban land simulation models on the 
basis of landscape pattern and structure, rather than pixel-by-pixel metrics like accuracy and AUC. 
These measures, known collectively as landscape metrics, are familiar to many researchers, especially 
in the field of landscape ecology, from the FRASTATS package of McGarigal et al. (2002), which is 
mostly implemented in R in the “landscapemetrics” package (Hesselbarth et al., 2019). They are 
numerical indicators developed for quantifying landscape pattern and work at two fundamental levels, 
1) the patch, a cluster of cells separated by other cells or clusters of cells belonging to another land use 
category, or in this case, non-urban land; 2) the class, which is the land use category that the different 
patches belong to; in this case, only urban. Since the neighbourhood rules in SIMLANDER control the 
degree to which cells clump together into patches or disperse along transport corridors (see Fig 7.2), 
different neighbourhood rules give different values for patch sizes across the class measured. Since 
there are many metrics, and no consensus on which are the most useful overall (McGarigal, 2014), we 
selected the metrics to apply from those with demonstrated relevance to goodness-of-fit determination 
in land use simulations from previous studies. These are shape index, fractal dimension, clumpiness 
and edge density. Each measure is described briefly described below. 
Shape index is a measure of landscape complexity on the basis of comparison against a standard 
shape (a square) developed by Patton (1975). The shape index of a given class is the ratio between the 
actual edge length of the class and the hypothetical minimum edge length of the class. The minimum 
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SI stands for the landscape Shape Index where ei is the total length of edge (or perimeter) of class 
x, that is the land-use type which is only urban lands in the present case, in terms of the number of cell 
surfaces and min ex minimum total length of edge for the same class. 
Research on the fractal nature of cities predates CA urban growth models and has been employed 
as a goodness-of-fit measure in land use simulation modelling by several recent authors (Hewitt and 
Díaz-Pacheco, 2017; Newland et al., 2015). Mass fractal dimension measures the degree of linearity of 
the urban class overall, in which plane-filling objects like circles or squares have a value of 2.0 and a 










          (7.6) 
FDI is landscape Fractal Dimension Index where pxy is the perimeter (m) of patch xy and axy is the 
area (m2) of the same patch. Here, x stands for the different patches of each land-use class y. 
Clumpiness measures the degree of dispersion or aggregation of a class in the range -1 to 1 where 
-1 is when the patch type is maximally disaggregated to 1 when the patch type is maximally clumped 
(McGarigal, 2014). Researchers have found this metric to be a useful measure of the degree of 
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Here, gxy is number of like adjacencies (i.e. joins) between pixels of patch type x, that is non-urban 
lands. CL stands for the clumpiness that equals the proportional deviation of the proportion of like 
adjacencies involving the corresponding class from that expected under a spatially random 
distribution. If the proportion of like adjacencies (Gx) is less than the proportion of the landscape 
comprised of the focal class (Px) and Px < 0.5, then CL equals Gx minus Px, divided by Px; else, CL equals 
Gx minus Px, divided by 1 minus Px. 
Edge density (ED) measures the sum of the lengths of all the edges (cells belonging to one class 
where another class, or, in this case, non-urban land in a given class, is directly adjacent) as a proportion 
of the total landscape area in the range ED >=0, such that ED=0 when the landscape is composed of a 
single patch (Hesselbarth et al 2019). ED, like clumpiness, was found to be highly sensitive to variations 





(10,000)           (7.8) 
ED equals the sum of the lengths (m) of all edge segments in the landscape and area is the total 
landscape area (m2) multiplied by 10,000 (hectare conversion).  
7.3.4.4. Prioritisation of optimum neighbourhood settings 
Finally, to allow the modeller to identify the best neighbourhood settings from the range of rule-
sets obtained using the ARD tool described above, the different rule-sets were sorted using a ranking 
procedure. The aim of the ranking procedure was to identify the best and worst neighbourhood settings 
ℕ={n1, n2, … nn} where each n neighbourhood, itself, is composed of various dimensions of R={r1, r2, … 
rm}. Here, 50 different settings derived from 10 different 11⨯11 neighbourhoods are implemented by 
the ARD tool using randomised search. All these 50 neighbourhoods are then compared using all 
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measured goodness-of-fit statistics (i.e. AUC, Accuracy, shape index, fractal dimension, clumpiness 
and edge density index) where the optimum setting is defined by the minimum deviation from the 
reference values for each goodness-of-fit statistic. To identify the best setting, we first measure absolute 
deviation from the reference value for every goodness-of-fit statistic (for instance given SI): 
    = − − −nSI SI SI SI SI SI SI1 2, ,...,        (7.9) 
where SI’ is the reference values of shape index for the ideal simulation, 1 to n, that is measured using 
the ground truth land-use map (e.g. 2015). We will then achieve ∆FDI, ∆CL and ∆ED in a similar fashion. 
Afterwards, ∆ vectors are ranked (i.e. from 1 to 50) in ascending order using RStudio built-in “rank” 
function (for instance given SI): 
( )=SI SIrankR                     (7.10) 
The “rank” function returns the sample ranks of the values in a vector rank{1,2,3,…n}. Ties (i.e., 
equal values) and missing values can be handled in several ways. For AUC and ACC were ranked 
using original values while no ∆ vectors were required as they are always best at their maximum. 
Finally, to obtain the ultimate ranking (Rn), the achieved ranking vectors for each goodness-of-fit 
statistic are passed to a final ranking function: 
( )= + + + + +n AUC ACC SI FDI CL EDrankR R R R R R R                  (7.11) 
where RAUC, RACC, RSI, RFDI, RCL and RED are ranked vectors for AUC, Accuracy, shape index, fractal 
dimension, clumpiness and edge density index, respectively. Here, the lower the sum of the rank vector 
for every considered n setting is preferred. Thus, the preferred n setting is the one which has the lowest 
ranks in RAUC, RACC, RSI, RFDI, RCL and RED. 
7.3.4.5. Evaluation of ARD using “randomised search” results against “grid search”  
In order to evaluate the effectiveness of the applied searching strategy in ARD implementation 
procedure, we also applied a stepwise “grid search” procedure comprising 250 rule combinations 
(Table 7.3). That is five times more than the combinations used by the ARD with a randomised search. 
Table 7.4. description of three neighbourhood parameters used for grid search implementation. 
Parameter Description Combinations set Combinations quantity 
x0,0 The central cell X = {5, 10, 15, 20, … ,50} 10 
β Decay rate Β = {x1/3, x2/6, x3/12, x3/24, x4/48} 5 
r Neighbourhood radius R = {1, 2, 3, 4, 5} 5 
* The total number of combinations applied by grid search is 10×5×5=250. 
7.4. Results 
In this study, 10 different cost function-based nrules were tested by our tool (Fig. 7.6). A steeper 
slope of the cost-function line equates to a higher decay rate where the cell weight quickly approaches 
zero as the radius (r) of the neighbourhood increases (i.e. n10); however, a shallower slope line equates 
to lower decay rates where cell weights are less affected by an increase in distance from the centre. Very 
low decay rates mean that cell weights are still significant for faraway cells (i.e. n9). 




Fig. 7.6. Different cost function applied for automatic implementation of moving windows and their corresponding 
decay rates (β). These cost functions are results of a randomised grid search that was applied to ARD. 
Fig. 7.7  shows a selection of nrules (β) corresponding to different decay effects. As the default 
maximum nsize(τ) is 11⨯11 (r=5), in the present application, each neighbourhood window itself 
contains five combinations of different radii (Fig. 7.). 
     
n1 ,  β= 7.014 n2,  β= 2.399 n3,  β= 5.651 n4,  β= 4.102 n5,  β= 9.657 
     
n6,  β= 18.346 n7,  β= 17.554 n8,  β= 6.792 n9,  β= 1.331 n10,  β= 29.754 
Fig. 7.7. Different settings of n characterised by different nrules for the default nsize of 11x11. The numbers refer 
to the influence value of the cells (n), which is a function of the distance from the central cell. The distance of the 
cells at corner positions is calculated using the Pythagorean Theorem. Each primary moving window is composed 
of 11⨯11 cells where four smaller moving windows (i.e. 9⨯9, 7⨯7, 5⨯5 and 3⨯3) will be derived from the initial 
moving windows. Each β value refers to decay rate applied for each corresponding nrules. 
     
r=5 r=4 r=3 r=2 r=1 
Fig. 7.8. Exemplifying the range of moving window sizes (nsize) defined by radii r tested for the first moving 
window (n1). The same approach was followed for all other moving windows. 
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Results for the neighbourhood settings for 10 best and 10 worst simulations are presented in Table 
7.4 and Table 7.5. The Δ values stand for the difference between ground truth and estimated landscape 
metrics. This is selected from among 50 neighbourhood settings (five simulations for each 11⨯11 
window), which confirms that better simulation results are derived from n3, n8 and n4 . It is notable that 
the 10 best simulations belong to n3, n8 and n4 with moderate values of the decay rate while the majority 
of the 10 worst simulations belong to n10 and n6 that is implemented using the maximum applied value 
of the decay rate. The results suggest that neighbourhood size (nsize) is much less important than 
neighbourhood rules (nrules). 
Table 7.4. The achieved simulation metrics of LUC simulation for 10 best applied neighbourhood setting. The 
AUC and ACC are the best at their maximum values. The ΔSI, ΔFDI, ΔCL, ΔED represent the absolute 
difference between ideal and estimated values of shape index, fractal dimension index, clumpiness and edge 
density. 
Ideal simulation  
 
































3 4(9⨯9) 0.821 10 0.879 10 0.783 2 0.010 2 0.024 2 0.542 2 1st 
8 4(9⨯9) 0.811 18 0.873 18 0.639 1 0.008 1 0.021 1 0.477 1 2nd 
3 2(5⨯5) 0.816 15 0.876 15 0.831 3 0.011 3 0.026 3 0.581 3 3rd 
3 3(7⨯7) 0.819 13 0.878 13 0.855 5 0.011 5 0.027 5 0.594 4 4th 
3 5(11⨯11) 0.809 21 0.871 21 0.843 4 0.011 4 0.026 4 0.594 4 5th 
4 1(3⨯3) 0.811 19 0.872 19 1.072 7 0.015 10 0.034 7 0.754 7 6th 
8 5(11⨯11) 0.805 23 0.869 23 0.952 6 0.012 6 0.031 6 0.702 6 7th 
4 4(9⨯9) 0.823 8 0.881 8 1.867 14 0.027 15 0.059 14 1.330 14 8th 
8 2(5⨯5) 0.807 22 0.870 22 1.096 8 0.014 7 0.036 8 0.810 8 9th 
4 2(5⨯5) 0.821 10 0.879 10 2.205 15 0.033 16 0.070 15 1.573 15 10th 
* The reference values of ideal simulation for the ground truth land-use map of 2015 is shown in brackets. 
Table 7.5. The achieved simulation metrics of LUC simulation for 10 worst applied neighbourhood setting. 
The AUC and ACC are the best at their maximum values. The ΔSI, ΔFDI, ΔCL, ΔED represent the absolute 
difference between ideal and estimated values of shape index, fractal dimension index, clumpiness and edge 
density. 
Ideal simulation  
 
































10 1(3⨯3) 0.750 50 0.831 50 9.253 50 0.080 49 0.295 50 6.672 50 50th 
10 2(5⨯5) 0.753 48 0.834 48 8.651 49 0.077 48 0.276 49 6.235 49 49th 
10 4(9⨯9) 0.753 49 0.833 49 8.253 47 0.074 46 0.263 47 5.949 47 48th 
10 3(7⨯7) 0.754 47 0.834 47 8.566 48 0.076 47 0.273 48 6.178 48 47th 
10 5(11⨯11) 0.763 41 0.840 41 7.940 46 0.072 44 0.253 46 5.719 46 46th 
6 5(11⨯11) 0.755 46 0.835 46 7.494 43 0.069 39 0.239 43 5.403 43 45th 
6 3(7⨯7) 0.762 42 0.839 42 7.699 45 0.071 41 0.246 45 5.554 45 44th 
6 2(5⨯5) 0.758 45 0.837 45 7.446 42 0.069 38 0.238 42 5.364 42 43th 
7 1(3⨯3) 0.764 38 0.841 38 7.639 44 0.070 40 0.244 44 5.511 44 42th 
6 4(9⨯9) 0.760 44 0.838 44 7.373 39 0.068 35 0.235 39 5.316 40 41th 
* The reference values of ideal simulation for the ground truth land-use map of 2015 is shown in brackets. 
Using the ARD calibration process described, we found, n3 with a radius of “4” (i.e. r=4) to be 
the most accurate neighbourhood setting for LUC simulation in the Ahvaz study area. This calibration 
gave the best overall fit to the reference data set on the basis of cross comparison of multiple metrics 
using the proposed ranking procedure. On the other hand, n10, with a radius of “1” was the least 
accurate simulation according to all selected simulation metrics including AUC, ACC, SI, FDI, CL and 
ED. For the purpose of simplicity and better visualisation, we have presented simulation results only 
for five most and five least accurate simulation results s (Fig. 7.9 and Fig. 7.10).  
Aside from the advantage of simplifying the calibration procedure by removing the need for 
manual calibration of neighbourhood setting, a key contribution of the proposed tool compared with 
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the manual calibration process is the fact that the implementation of Pythagorean moving windows 
using the proposed tool was considerably faster (Table 7.). 
   
Land-use 2015 Moving window n3 with r=4 Moving window n3 with r=3 
   
Moving window n3 with r=2 Moving window n8 with r=4 Moving window n4 with r=1 
Fig. 7.9. Five best CA-based LUC maps of Ahvaz for the year 2015. 
   
Land-use 2015 Moving window n10 with r=1 Moving window n10 with r=2 
   
Moving window n10 with r=4 Moving window n10 with r=3 Moving window n10 with r=5 
Fig. 7.10. Five worst CA-based LUC maps of Ahvaz for the years 2015. 
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Table 7.6. Processing time for implementation of neighborhood setting and SIMLANDER simulation 
and neighborhood setting optimization. 
Ideal simulation  
 
AUC = 1.00 ACC = 1.00 SI = 8.192 FDI = 1.223 CL = 0.771 ED = 5.853 - 





























131 5(11⨯11) 0.814 62 0.875 62 0.0241 1 0.0001 1 0.0002 1 0.0130 1 1st 
7.5. Discussion 
We have presented an automatic neighbourhood detection tool for CA-based LUC models that 
facilitates and accelerates the calibration process. The procedure described, which we refer to as the 
Automatic Rule Detection procedure or ARD, allows rapid detection of optimum neighbourhood 
settings and helps improve understanding of the influence of existing urban land in the growth of new 
urban areas. In this study, we found that the optimum neighbourhood setting (i.e. N) is more dependent 
on the distance decay rate (nrules) than the neighbourhood dimension (nsize). Díaz-Pacheco et al. 
(2018), seeking to explain the apparent lack of variability in calibration results with widely differing 
rules sets for the case study of Madrid, have suggested that this might have been because more distant 
land-uses (further than 1 or 2 cells away) had little effect on urban change. This seems logical, in the 
sense that a building plot might be more likely to be developed when houses are built close by, than if 
houses are built several streets away.  
However, in contrast to these earlier findings, for the city of Ahvaz, we found that the optimum 
setting of N was highly dependent not only on directly adjacent cells but also on more distant land-use 
cells, as evidenced by the strong performance of the rules sets with larger moving windows (r=4 and 5) 
(Table 7.4). This suggests that the low variation observed by Díaz Pacheco et al (2018) was due, not 
because distant land-uses were unimportant, as these authors suggested, but because nsize was much 
less important than nrules. This is especially likely to be the case there where are only small amounts 
of urban growth between timesteps, because most new land-use will be allocated to cells immediately 
adjacent to urban land in the previous time step, and there will be no land to allocate at further 
distances. In our case, the better-scoring calibrations had moderate distance decay curves, this held true 
for many different values of nsize while all 10 worst simulations were derived from those moving 
windows with highest values of decay rate (β) (Fig. 7.11). In terms of nsize for different r values, no 
specific pattern was observed (Table 7.4 and Table 7.5). 
  
a b 
Fig. 7.11. represents (a) the best and (b) worst distance decay curves based on 10 best and 10 worst simulations 
belonging to n3, n8, n4 and n10, n6, n7, respectively. Best curves are highlighted by moderate decay rates while worst 
curves are characterised by highest values of decay rate (β). 
Our results clearly indicate that there is not one, but several, adequate calibration settings for 
neighbourhood, and that the choice of the “best one” may be subjective. For example, if the researcher 
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is convinced that distant land-uses are important in their case study area, this a priori knowledge should 
be the most important determinant in selecting the rules set for the calibrated model.  
The advantages of our approach over the manual procedure are therefore threefold: 1) the process 
is much faster, since it does not have to be undertaken by hand; and 2) the process is more thorough, 
because many more combinations are tested. Thus, even though users may discover an acceptable 
calibration setting manually by trial-and-error, the ARD procedure allows them to discover if there are 
better ones, in other words, they are able to optimise the procedure; and 3) the process of goodness-of-
fit testing is more rigorous and less arbitrary, since a wide range of spatial metrics are tested rather than 
just the modeller’s favourite ones, which is one key reason for the several different acceptable results. 
The ARD tool thus provides a way to find rules sets that perform well in terms of statistical goodness-
of-fit but that also make intuitive sense to the investigator. These observations highlight the importance 
of rigorous sensitivity testing of the various combinations of nrules and nsize, and the importance of 
evaluating simulation accuracy using multiple metrics. In the following sections, we discuss the 
implications of our work in more detail..  
7.5.1. Improving the accuracy of the LUC model through simplification and acceleration of calibration phase 
Applying the automatic neighbourhood detection tool for LUC modelling using SIMLANDER is 
fairly simple in that the only requirement is to select the desired number of moving windows (n) and 
their maximum dimension. This is much faster and more efficient than testing different window sizes 
and distance decay effects using a manual approach. Moreover, when compared with a systematic grid 
search approach, the resultant improvement was found to be minor, and came at the expense of a five-
fold increase in computation time (Table 7.7).  
The implementation of 10 moving windows with maximum r-value of “five” (each window is then 
consist of five windows with different dimensions) for this study was accomplished in less than two 
seconds (equal to 50 different moving windows), as opposed to manual calibration which can take 
several days. On this basis, it is clear that automating the discovery of the optimal neighbourhood 
setting is an important advance in facilitating the calibration of CA models. Following the procedure, 
we describe is also likely to improve model accuracy in general, by allowing a wider range of 
neighbourhood settings to be tested more easily. This is especially significant given the importance of 
neighbourhood (N), compared with other land-use driving factors such as accessibility (A), suitability 
(S) and randomness (v) reported by many studies (Hagoort et al., 2008; Liao et al., 2016; van Vliet et al., 
2013).  
7.5.2. Achieving a better understanding of optimised neighbourhood setting 
Beyond these improvements in model accuracy and speed of calibration, our procedure provides 
the opportunity to compare the effects of changes in neighbourhood dimensions or the decay rate on 
the quality of LUC simulation considering all applied metrics such as AUC, ACC, SI, FDI, CL and ED. 
In this way, model sensitivity analysis is incorporated into the calibration phase, rather than later on, 
during model testing. In the present study, it was revealed that the impact of changes in decay rate 
(nrules) had a greater impact on simulation results than changes to neighbourhood dimensions (nsize). 
In terms of nrules, the maximum difference in goodness-of-fit, measured by the AUC value for the least 
(0.748) and most accurate (0.830) decay rates was more than 0.082. On the other hand, difference of the 
AUC value for the biggest and smallest moving windows was not more than 0.017. This is also similar 
for other simulation metrics that are reported in Table 7.4 and Table 7.5, where different neighbourhood 
dimensions (nsize) of a decay rate (nrules) can remain within ten best or worst simulations. 
7.5.3. Towards a better understanding of urban land pattern 
It is interesting to note that the five best simulations are all highly aggregated (Fig. 7.9), while the 
five poorest simulations are very dispersed (Fig. 7.10); Ahvaz, then, is a fairly compact city. The 
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approach we have described is thus not only appropriate for rapid calibration of urban simulation 
models, but also a useful classifier of urban form.  
In future work, we advocate adopting similar, multiple statistical comparison approaches over the 
use of just one or two measures for evaluating calibration goodness-of-fit. Though tedious to undertake 
by hand, the approach we propose here (script provided in Appendix 1), considerably eases this 
essential task for understanding the pattern and evolution of cities worldwide. The approach we have 
presented could be further automated in future by testing the neighbourhood effect in combination 
with a range of accessibility settings.  
7.6. Conclusion 
CA-based models are effective tools for capturing the complex spatial dynamics of LUC processes. 
The model calibration is the primary requirement of CA-based LUC models where the neighbourhood 
effect (N) is always the most crucial parameter in the calibration process. In this study, we have 
presented and discussed an automatic neighbourhood detection tool for CA-based LUC models, which 
simplifies and accelerates the discovery of optimum neighbourhood settings, a major requirement of 
the calibration phase. In addition, the proposed neighbourhood detection tool was also beneficial in 
achieving a better understanding of urban land-use behaviour as a function of neighbourhood 
dimension (nsize) and the decay rate (nrules), where the neighbourhood decay rate was found to be 
more important than neighbourhood size. We also showed how calibration goodness-of-fit can be 
evaluated by cross comparison of multiple metrics using a ranking procedure. Methodological 
advances like these can facilitate understanding and implementation of LUC models by reducing the 
complication and intensive knowledge requirement for model calibration under the popular CA 
approach. 
 




The aim of this research work was to investigate possible strategies to improve quality of spatial 
models by applying three major types of uncertainty modelling. In this thesis, uncertainty models in 
their various forms were applied in case study examples such as, landslide modelling, drought 
sensitivity mapping, land-use change simulation and image processing. To this end, three definitions 
of uncertainty are reviewed and addressed in this thesis - Type A and B as distinct uncertainties and 
Type C as fuzzy uncertainty representing an intermediate state of Type A and B. This thesis followed 
a progressive pathway covering of the main types of uncertainty in spatial sciences that are illustrated 
by detailed applications. Each chapter addresses one of the thesis objectives (see chapter 1), and has 
been published or submitted to peer-reviewed journals. Chapter 8, as the concluding chapter, aims to 
summarise the key contributions of this thesis corresponding the individual research objectives. Firstly, 
it highlights the usability of developed uncertainty models. Secondly, for each achieved objective, some 
recommendations and future directions are also provided in this chapter. 
8.1. Uncertainty assessment of hyperspectral image classification: deep learning vs random forest  
The objective of this chapter, objective 1, was “to propose and compare uncertainty assessment 
techniques as a spatial approximator of classification accuracy, which can be used to identify unreliable (with high 
uncertainty) pixel-level class allocations”. To achieve this objective, two uncertainty assessment techniques 
that are not dependent on the availability of a test dataset are applied and compared. The proposed 
uncertainty assessment in this chapter corresponds to Type A and was implemented by calculating the 
Shannon entropy of class probabilities predicted by emerging deep neural network (DNN) and the 
popular random forest (RF) algorithm for every pixel. Afterwards, the uncertainty is compared against 
the classification accuracy of the techniques represented by a modified root mean square error (RMSE). 
This approach enabled the spatial characterisation of classification accuracy before the validation 
phase, promoting the assessment of error propagation within the classified imagery products. The 
achieved results were tested for two different hyperspectral image datasets—Salinas and Indian 
Pines— and were promising to compensate for the weaknesses of the traditional approaches of map 
accuracy assessment based on a confusion matrix.  
8.2. A robust rule-based ensemble framework using mean-shift segmentation for hyperspectral 
image classification  
The objective of chapter 3, was “to develop and implemented a highly accurate and transparent rule-
based image classification algorithm based on uncertainty assessment that is derived from probability distribution 
of possible classification outcomes.”. In order to achieve objective 2, DoTRules—a dictionary of trusted 
rules—was designed as a supervised rule-based ensemble framework based on mean-shift 
segmentation and uncertainty assessment, and successfully applied for hyperspectral image 
classification. The proposed image classification framework was implemented using three world 
reference hyperspectral image datasets. It was found that the overall accuracy of classification using 
the proposed ensemble framework was superior to state-of-the-art ensemble algorithms (namely 
extreme gradient boosting (XGBoost), random forest (RF), rotation forests (RoF), regularised random 
forest (RRF), as well as two non-ensemble algorithms (i.e. support vector machine (SVM), deep belief 
network (DBN) and convolutional neural networks (CNN) as the classic deep learning method), at 
majority of training sample sizes (Please see Table 3.1). DoTRules is both an accurate and transparent 
approach for image classification. In addition, it is a tool to map rule uncertainty that can be applied as 
an estimate of classification accuracy prior to image classification. 
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8.3. A novel algorithm for calculating transition potential in cellular automata models of land-
use/cover change  
The objective of chapter 4, was “to apply uncertainty assessment -derived from probability distribution 
of desired outcomes- for implementation of land-use change transition potential maps”. n order to achieve 
objective 3, we have applied a simplified version of the proposed framework in chapter 4, DoTRules—
a dictionary of trusted rules—, as a transparent alternative to calculate transition potential in cellular 
automata models. Modelling Type A uncertainty was a crucial component of this chapter where 
Shannon entropy was calculated to assess the uncertainty of each rule, and the most trusted rules were 
used to project future land-use. In a case study of the Ahvaz region of Iran, the overall accuracy of land-
use simulation calibrated using the DoTRules (75.4%) approach was very similar to the random forest 
(75.8%) simulation results, but DoTRules provides a transparent approach where transition rule 
information and uncertainty can be readily accessed and interpreted. The results demonstrated the 
proposed methodology, can provide new insights into Type A uncertainty, and has the potential to 
improve detection of land-use change processes. 
8.4. Drought sensitivity mapping using two one-class support vector machine algorithms  
The objective of chapter 5 (i.e. objective 4), was “to implement a novel drought sensitivity mapping 
technique through modelling uncertainty levels of decision rules using two one-class support vector machines 
(OC-SVM)”. Type B uncertainty assessment was addressed in this chapter where a set of fuzzy If-Then 
rules were implemented to improve the quality of drought sensitivity maps that were developed using 
two OC-SVM algorithms. The achieved results showed that the proposed methodology based on Type 
B uncertainty assessment is a promising approach to expose distinct spatio-temporal patterns of 
drought impacts on vegetation cover, where uncertainty modelling are applied to deal with vagueness 
of spatial models. 
8.5. Fuzzy Shannon entropy: a hybrid GIS-based landslide susceptibility mapping  
The objective of chapter 6, was “to develop an optimal solution to deal with spatial data uncertainty for both 
criteria standardisation and prioritisation that is applicable to susceptibility mapping”. This is especially highly 
beneficial approach when there is insufficient knowledge about a set of spatial criteria belonging to a 
desired area of interest. For example, in terms of landslide susceptibility, if the mass movement 
mechanism is not known in the area of interest or if the priority orders of landslide conditioning factors 
are not clear (Table 6.2), then the proposed methodology is beneficial to compensate for lack of 
knowledge in landslide susceptibility mapping. To achieve objective 5, I applied a hybrid approach 
leveraging fuzzy membership functions (FMFs) in combination with Shannon entropy, a well-known 
information theory-based method. Modelling both Type A and B uncertainty were the crucial 
components of this chapter for criteria standardisation and prioritisation, respectively. The application 
domain of this chapter was landslide susceptibility mapping and the role of Type B uncertainty. The 
performance of the proposed hybrid method with AUC of 0.934 is superior to a multi-criteria evaluation 
approach using a subjective scheme in this research in comparison with a previous study using the 
same dataset. through extended fuzzy multi-criteria evaluation with AUC value of 0.894, and was built 
on the basis of decision makers’ evaluation in the same study area. Once again, this highlights the 
importance of spatial uncertainty for the purpose of modelling and mapping various spatial 
phenomena such as a landslide. 
8.6. Towards automatic calibration of neighbourhood influence in cellular automata land-use 
models 
The objective of chapter 7 (i.e. objective 6), was “to apply randomness for better calibration of 
neighbourhood analysis required in automata land-use change models”. Uncertainty assessment Type C was 
benefitted in this chapter to fulfil the corresponding objective, where a randomized rule detection 
(RRD) procedure was developed and employed to automate the calibration of neighbourhood setting 
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as a key requirement of cellular automata (CA) land-use models. Randomisation process here is applied 
to account for random combination of neighbourhood setting, where β is a random the decay rate which 
is a positive, pseudorandom number from the uniform distribution in the range 0>β,>1 and directly 
applies changes in neighbourhood setting. The RRD procedure was useful to facilitate model 
calibration by allowing rapid identification of the optimum ruleset from a wide range of possible 
parameter settings, while the goal programming approach facilitates the comparison of simulations 
using multiple metrics. The RRD approach ⸻centralised around modelling Type C uncertainty ⸻ that 
was presented in chapter 7 demonstrated to be effective in improving simulation accuracy with respect 
to manual calibration approaches, and increased understanding of neighbourhood dynamics for the 
urban area studied.  
8.7. Recommendations for future studies 
This thesis was focused on modelling various types of uncertainty in spatial models. Uncertainty 
modelling is a fertile ground for future studies aimed to improve the quality of spatial models. For 
instance, as described in chapter 2, many uncertainty assessment approaches are being developed as a 
spatial approximator of classification accuracy. This is especially valuable to identify pixel-level class 
allocations with high uncertainties. Applying different types of uncertainty estimates such as Gini 
impurity and various forms of entropy may be of researchers’ interests in future studies. In addition, 
referring to chapter 2, the quality of uncertainty assessment that is estimated using various machine-
learning algorithms is not the (Figure 2.5 and 2.8). Hence, to provide a superior uncertainty estimate at 
pixel level different algorithms such as rotation forests (RoF), regularised random forest (RRF), support 
vector machines (SVM), and other existing state of art algorithms may also be further investigated. The 
quality of such future studies may be further improved by possible attempts for to improve 
classification accuracy of each desired algorithm through assessing and minimising uncertainty values 
such as minimising cross-entropy in deep neural network. Chapters 3 of this thesis is a good example 
for future studies within the latter category.  
Another interesting research topic for future studies may be applying enhanced classification 
algorithms based on uncertainty assessment in solving spatial problems such as plant population 
dynamics, forest/bush fire spread, slope failure, debris flow, and urban sprawl etc. Chapter 4 is a 
practical example for this category in the context of land-use models.   
Regardless of possible future studies corresponding to uncertainty Type A as described above, 
Type B uncertainty, in the form of fuzzy If-Then rules, may be also applied to merge resulting outputs 
of multiple spatial models and further improve the quality of susceptibility/sensitivity maps. Chapter 
5 of this thesis is a good example for this category of possible future studies where the proposed 
conceptual framework may be generalised to broader susceptibility, sensitivity and risk mapping 
applications including landslide susceptibility mapping, flood risk mapping etc., where less and more 
sensitive/susceptible areas can be distinguished using a defined set of spatial criteria. In addition, 
considering methodological advances in development of machine-learning algorithms one or more 
state-of-art algorithms (such as XGBoost, DoTRules etc.) can be implemented in the proposed 
methodology framework, where If-Then fuzzy rules can be applied to integrate the resulting outcomes 
of each susceptibility class.  
Further, such as described in chapter 6, applying various types of uncertainty to improve the 
quality of spatial models is also another interesting topic for future studies. For instances, Type A and 
B uncertainty assessment can be applied for criteria standardisation and prioritisation, respectively. 
This is a good combinational approach to for modelling spatial phenomena where more than one type 
of uncertainty model is required. Some examples for these kinds of spatial models are modelling land 
subsidence, earthquake and flood risk mapping but also in multi-hazard risk assessment for a further 
combination of risk elements. In addition, our approach to identify the priorities of landslide 
conditioning factors (chapter 6) can be further tested against other approaches such as multi-criteria 
approaches including analytical hierarchy process (AHP), analytical network process (ANP) etc. Such 
studies focused on comparing the quality of susceptibility maps where the priority of input predictor 
Chapter 8    
105 
 
variables are assessed through data-driven (entropy, Gini index etc.) and experts’ knowledge (AHP, 
ANP etc.) will be of considerable contribution to the relevant literature. 
Modelling uncertainty Type C for optimisation of neighbourhood setting in LUC models (as 
explained in chapter 7) may be further pursued by testing our proposed algorithm in different 
geographic locations. This is a necessary requirement to further improve the quality of RRD for better 
calibration of neighbourhood analysis applied in automata land-use change models. In addition, 
applying different optimisation algorithms, rather than simple goal programming is also interesting 
research topic to improve the quality of neighbourhood optimisation using a random search. In 
addition, as randomness is also an important component of LUC models (see Eqs. 7.2 and 7.3), further 
studies on optimising employed random function for LUC models is also an important topic in the 
context of Type C uncertainty. 
Finally, exploring the heterogeneity of the spatial data and their consequential uncertainty may be 
also helpful in understanding the eventual uncertainties and minimizing them. This is also an 
important issue to investigate as future topic as it might be more important to look at the reasons 
underlying the uncertainties and then designing methods to reduce uncertainties.
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