Abstract. Adverse pregnancy outcomes can bring enormous losses to both families and the society. Thus, pregnancy outcome prediction stays a crucial research topic as it may help reducing birth defect and improving the quality of population. However, recent advances in adverse pregnancy outcome detection are driven by data collected after mothers having been pregnant. In this situation, if a bad pregnancy outcome is diagnosed, the parents will suffer both physically and emotionally. In this paper, we develop a deep learning algorithm which is able to detect and classify adverse pregnancy outcomes before parents getting pregnant. We train a multi-layer neural network by using a dataset of 75542 couples' multidimension pre-pregnancy health data. Our model outperforms some of algorithms in accuracy, recall and F1 score.
Introduction
In recent years, adverse pregnancy outcomes have drawn more and more attention across the world. More than 8 million new-born babies have birth defects worldwide every year. In different countries, new-borns with birth defects account for about 3-6% of all newborns. China is one of the countries with a high rate of neonatal birth defects. According to reports, the birth defect rate is as high as 4-6%, and about 0.8-1.2 million children with defects are born in China every year. On average, a child with a defect is born every 30 seconds. What is even more worrying is that in recent years, the number of birth defects every year has been increasing. Thus, prediction of pregnancy outcome becomes a crucial research topic as it may help reducing birth defect and improving the quality of population. Nowadays machine learning methods are widely used in adverse pregnancy outcome detection [1] [2] . However, the process is far from satisfactory. Most recent advances in pregnancy outcome prediction use data collected after mothers get pregnant [3] [4] [5] . In this situation, if an adverse pregnancy outcome is diagnosed, the parents will suffer physically, financially and emotionally. Besides, people only focus on a few or a dozen important features for prediction in most studies [6] [7] . In this paper, we propose a deep learning model which is able to detect and classify adverse pregnancy outcomes before parents getting pregnant. We train a multi-layer neural network by using a dataset of 75542 couples' multi-dimension pre-pregnancy health data. The dataset includes 308 features. They include much of information such as medical examination, clinical test, history of diseases and drug use, family history of disease, history of pregnancy, demographic characteristics, lifestyle and environment information for both wife and husband, separately. The dataset also includes the true pregnancy outcome of each couple, which is the label for the following prediction. The labels include six types of pregnancy outcomes: normal, premature birth, low birth weight, birth defect, spontaneous abortion and stillbirth. After several observations, our model precisely classifies six classes of pregnancy outcomes and achieves better performance in accuracy, recall and F1 score than some other algorithms do.
The rest of the paper is organized as follows: Sect. 2 presents briefly about the related work. Proposed adverse pregnancy outcome detection and classification model is presented in Sect. 3 . Experimental details and results are described in Sect. 4. Finally, we present conclusion and future work in Sect. 5.
Related work
Traditional detection of diseases is mainly based on the Cox proportional hazards regression model (Cox model) and logistic regression model. For example, Wang et al. [8] published in 2003 an article using the Cox model to establish a risk prediction model for stroke and death in patients with atrial fibrillation based on the Framingham heart study. The Cox model has been widely used in medical research as a multi-factor regression analysis method in traditional survival analysis and risk prediction.
However, although traditional regression methods have a wide range of applications in disease prediction, these methods still have room for improvement in terms of accuracy and interpretability. In recent years, feature selection and supervised learning modelling methods are increasingly used for disease detection. On one hand, some machine learning methods can improve the interpretability of predictive models, such as decision tree methods [9] . On the other hand, we can use machine learning methods to achieve better predictive performance. Khosla et al. published an article published in SIGKDD in 2010 [10] used feature selection and machine learning methods to predict the incidence of stroke within 5 years. The study used three feature selection methods, including forward feature selection, L1 regularization and conservative mean feature selection. At the time of modelling, support vector machine (SVM) and edge-based censored regression methods were attempted.
For the analysis of electronic medical record data, some studies have also used deep learning methods such as CNN or RNN to establish disease risk prediction models. Cheng et al. [11] developed a CNN network to predict future events based on 4-year EHR data from more than 300,000 patients. Chio et.al [12] was the first to use the RNN-based approach to the prediction of heart failure (HF) to analyse temporal relation before clinical events in electronic medical records.
Model

Problem formulation
The adverse pregnancy outcome detection is a task which takes as input a feature vector 
where � � is the true label of the sample, and �� � is the probability the network assigns to the �-th output taking on the value � � , i.e.
Proposed network architecture
The proposed model is shown in fig.1 . After the pre-processing is done, the input is divided into several subgroup according to the information catalogues they represented, for wife and husband separately. Then we have 7+6 sub-input blocks (Male have no pregnancy history information). The number of neurons in each sub-input block differs and depends on the number of features included in the catalogue. Then each sub-input block is connected with its own 2 hidden layers and reached pre-output layer as two neurons. Finally, we obtain an output by putting the 13*2 neutrons in pre-output layer into a softmax.
Based on this network, we classify the samples to any of the six pregnancy outcome classes. 
Experiments
Dataset
This study is based on the health data derived from the National Free Pre-Pregnancy Check-ups (NFPC), a population-based health survey of reproductive-aged couples who wish to conceive. It was conducted across 31 provinces in China from January 1, 2014 to December 31, 2015.
All the features are collected before the couples getting pregnant and the labels are collected after the pregnancy is finished. We excluded samples with missing information on pregnancy outcome. Finally, 75542 couples/samples were included in the current analysis.
In order to accurate out-of-sample prediction, we divide the data into a training dataset, a validation dataset and a test dataset. We realized 5-fold cross validation on the dataset and the ratio of training-validation-test datasets is 3:1:1. Of these samples, 16243 samples have a normal pregnancy outcome. 15382 samples are labelled premature birth, 12537 samples are labelled low birth weight, 11063 samples are labelled birth defect, 10239 samples are labelled spontaneous abortion and 10078 samples are labelled stillbirth.
We have implemented the proposed deep learning model for adverse pregnancy outcome detection and classification using TensorFlow 0.12.1 and Python 2.7.6 on a Linux x86_64 machine. The base learning rate is set to 0.025 and batch size is 10.
Results
To the best of our knowledge, our approach is the first one for adverse pregnancy outcome detection and classification using NFPC pre-pregnancy health dataset. Table 1 . summarizes the results of accuracy, recall and F1 score for all the six pregnancy outcome classes. The average accuracy is 0.892. The average recall and F1 score achieve to 0.668 and 0.670 respectively. We have also implemented and compared the performance of another two machine learning models, a 5-layer fully-connected neutral network and a decision tree [13] with that of our model. The performance comparison is presented in table 2. Our model outperforms these 2 algorithms in average accuracy, recall and F1 score. Our adverse pregnancy outcome detection and classification model is practical for the early detection and prevention of birth defect. We have proposed a deep learning algorithm to predict pregnancy outcome using pre-pregnancy health data. We demonstrated the performance of the model on NFPC dataset. Currently, we are still working with more optimizations and interpretability to obtain a better and interpretable result. In the future, we hope that this machine learning method enables more widespread use of adverse pregnancy outcome detection in order to minimize the incidence of adverse pregnancy outcome. This study was approved by the National Health and Family Planning Commission. Informed consents were obtained from all the NFPC participants. We acknowledge funding support from the State's Key Project of Research and Development Plan (2016YFC1000307).
