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Abstract—In this paper, we propose a framework for cross-
layer optimization to ensure ultra-high reliability and ultra-low
latency in radio access networks, where both transmission delay
and queueing delay are considered. With short transmission time,
the blocklength of channel codes is finite, and the Shannon
Capacity can not be used to characterize the maximal achievable
rate with given transmission error probability. With randomly
arrived packets, some packets may violate the queueing delay.
Moreover, since the queueing delay is shorter than the channel
coherence time in typical scenarios, the required transmit power
to guarantee the queueing delay and transmission error prob-
ability will become unbounded even with spatial diversity. To
ensure the required quality-of-service (QoS) with finite transmit
power, a proactive packet dropping mechanism is introduced.
Then, the overall packet loss probability includes transmission
error probability, queueing delay violation probability, and packet
dropping probability. We optimize the packet dropping policy,
power allocation policy, and bandwidth allocation policy to
minimize the transmit power under the QoS constraint. The
optimal solution is obtained, which depends on both channel
and queue state information. Simulation and numerical results
validate our analysis, and show that setting the three packet loss
probabilities as equal causes marginal power loss.
Index Terms—Ultra-low latency, ultra-high reliability, cross-
layer optimization, radio access networks
I. INTRODUCTION
Supporting ultra-reliable and low-latency communications
(URLLC) has become one of the major goals in the fifth
generation (5G) cellular networks [2]. Ensuring such a strin-
gent quality-of-service (QoS) enables various applications
such as control of exoskeletons for patients, remote driving,
free-viewpoint video, and synchronization of suppliers in
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a smart grid in tactile internet [3], and autonomous vehi-
cles and factory automation in ultra-reliable machine-type-
communications (MTC) [4], despite that not all applications
of tactile internet and MTC require both ultra-high reliability
and ultra-low latency.
Since tactile internet and MTC are primarily applied for
mission critical applications, the message such as “touch”
and control information is usually conveyed in short packets,
and the reliability is reflected by packet loss probability [2].
The traffic supported by URLLC distinguishes from traditional
real-time service in both QoS requirement and packet size.
For human-oriented applications, the requirements on delay
and reliability are medium. For example, in the long term
evolution (LTE) systems, the maximal queueing delay and
its violation probability for VoIP are respectively 50 ms and
2 × 10−2 in radio access networks, and the minimal packet
size is 1500 bytes [5]. For control-oriented applications such
as vehicle collision avoidance or factory automation, the end-
to-end (E2E) or round-trip delay is around 1 ms, the overall
packet loss probability is 10−5 ∼ 10−9 [3, 6], and the packet
size is 20 bytes or even smaller [2].
LTE systems were designed for human-oriented applica-
tions, where the E2E delay includes uplink (UL) and downlink
(DL) transmission delay, coding and processing delay, queue-
ing delay, and routing delay in backhaul and core networks
[7]. The radio resources are allocated in every transmit time
interval (TTI), which is set to be 1 ms [8]. This means that the
packets need to wait in the buffer of base station (BS) more
than 1 ms before transmission. Therefore, even if other delay
components in backhaul and core networks are reduced with
new network architectures [9], LTE systems cannot ensure the
E2E or round-trip latency of 1 ms.
A. Related Work
While reducing latency in wireless networks is challenging,
further ensuring high reliability makes the problem more
intricate. To reduce the delay caused by transmission and
signalling [10], a short frame structure was introduced in
[11], and the TTI was set identical to the frame duration.
To ensure high reliability of transmission with short frame,
proper channel coding with finite blocklength is important.
Fortunately, the results in [12] indicate that it is possible to
guarantee very low transmission error probability with short
blocklength channel codes, at the expense of achievable rate
reduction. By using practical coding schemes like Polar codes
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[13], the delays caused by transmission, signal processing and
coding can be reduced.
Exploiting diversity among multiple links has long been
used as an effective way to improve the successful trans-
mission probability in wireless communications. To support
the high reliability over fading channels, various diversity
techniques have been investigated, say frequency diversity and
macroscopic diversity in single antenna systems [14, 15] and
spatial diversity in multi-antenna systems [16]. Simulation
results using practical modulation and coding schemes in
[17,18] show that the required transmit power to ensure given
transmission delay and reliability can be rapidly reduced when
the number of antennas at a BS increases.
In all these works, only transmission delay and transmission
error probability are taken into account in the QoS require-
ment. In practice, since the packets arrive at the buffer of the
BS randomly, there is a queue at the BS. To control the delay
and packet loss caused by both queueing and transmission,
cross-layer optimization should be considered [1]. Similar to
the real-time service such as VoIP, the required queueing
performance of URLLC can be modeled as statistical queueing
requirement, characterized by the maximal queueing delay
and a small delay violation probability. By using effective
bandwidth [19] and effective capacity [20] to analyze per-
formance of tactile internet under the statistical queueing
requirement, the tradeoff among queueing delay, queueing
delay violation probability and throughput was studied in [21],
and UL and DL resource allocation was jointly optimized to
achieve the E2E delay requirement in [22]. In both works, the
Shannon capacity is applied to derive the effective capacity.
However, with short transmission delay requirement, channel
coding is performed with a finite block of symbols, with
which the Shannon capacity is not achievable. In fact, the
results obtained by using network calculus in [23] show that
if Shannon capacity is used to approximate the achievable rate
of short blocklength codes for designing resource allocation,
the queueing delay and delay violation probability cannot be
guaranteed.
Based on the achievable rate of a single antenna system
with finite blocklength channel codes derived in [12], queueing
delay/length was analyzed in [24, 25]. For applications with
medium delay and reliability requirements, the throughput
subject to statistical queueing constraints was studied in
[24], where the effective capacity was derived by using the
achievable rate with finite blocklength channel codes, and
an automatic repeat-request (ARQ) mechanism was employed
to improve reliability. An energy-efficient packet scheduling
policy was optimized in [25] to ensure a strict deadline by
assuming packet arrival time and instantaneous channel gains
known a prior, while the deadline violation probability under
the transmit power constraint was not studied.
B. Major Challenges and Our Contributions
Supporting URLLC leads to the following challenges in
radio resource allocation.
First, the required queueing delay and transmission delay
are shorter than channel coherence time in typical scenarios
of URLLC.1 This results in the following problems. (1) ARQ
mechanism can no longer be used to improve reliability.
This is because retransmitting a packet in subsequent frames
not only introduces extra transmission delay but also can
hardly improve the successful transmission probability when
the channels in multiple frames stay in deep fading. (2)
Time diversity cannot be exploited to enhance reliability, and
frequency diversity may not be scalable to the large number of
nodes. Moreover, whether spatial diversity can guarantee the
reliability is unknown. (3) The studies in [26] show that when
the average delay approaches the channel coherence time,
the average transmit power could become infinity, because
transmitting packets during deep fading leads to unbounded
transmit power. Hence, how to ensure both the ultra-low delay
and the ultra-high reliability with finite transmit power is
unclear.
Second, the blocklength of channel codes is finite. The
maximal achievable rate in finite blocklength regime is neither
convex nor concave in radio resources such as transmit power
and bandwidth [12, 27]. As a result, finding optimal resource
allocation policy for URLLC is much more challenging than
that for traditional communications, where Shannon capacity is
a good approximation of achievable rate and is jointly concave
in transmit power and bandwidth.
Third, effective bandwidth is a powerful tool for designing
resource allocation to satisfy the statistical queueing require-
ment of real-time service [19]. Since the distribution of queue-
ing delay is obtained based on large deviation principle, the
effective bandwidth can be used when the delay bound is large
and the delay violation probability is small [28]. Therefore,
using effective bandwidth for URLLC seems problematic.
In this paper, we propose a cross-layer optimization frame-
work for URLLC. While technical challenges in achieving
ultra-low E2E/round-trip delay exist at various levels, we
only consider transmission delay and queueing delay in radio
access networks, and focus on DL transmission. The major
contributions of this work are summarized as follows:
• We show that only exploiting spatial diversity cannot
ensure the ultra-low latency and ultra-high reliability with
finite transmit power over fading channels. To ensure the
QoS with finite transmit power, we propose a proactive
packet dropping mechanism.
• We establish a framework for cross-layer optimization
to guarantee the low delay and high reliability, which
includes a resource allocation policy and the proactive
packet dropping policy depending on both channel and
queue state information. By assuming frequency-flat fad-
ing channel model, we first optimize the power allocation
and packet dropping policies in a single-user scenario,
and then extend to the multi-user scenario by further opti-
mizing bandwidth allocation among users. Moreover, how
1In this scenario, effective capacity can no longer be applied.
to apply the framework to frequency-selective channel is
also discussed.
• We validate that even when the delay bound is extremely
short, the upper bound of the complementary cumulative
distributed function (CCDF) of queueing delay derived
from effective bandwidth still works for Poisson process
and Interrupted Poisson Process (IPP), which is more
bursty than Poisson process, and Switched Poisson Pro-
cess (SPP), which is an autocorrelated two-phase Markov
Modulated Poisson Process [29].
• We consider the transmission error probability with finite
blocklength channel coding, the queueing delay violation
probability, and the proactive packet dropping probability
in the overall reliability. By simulation and numerical
results, we show that setting packet loss probabilities
equal is a near optimal solution in terms of minimizing
transmit power.
The rest of this paper is organized as follows. Section II de-
scribes system model and QoS requirement. Section III shows
how to represent queueing delay constraint with effective
bandwidth. Section IV introduces the packet dropping policy,
and the framework for cross-layer optimization. Section V
illustrates how to apply the framework to frequency-selective
channel. Simulation and numerical results are provided in
Section VI to validate our analysis and to show the optimal
solution. Section VII concludes the paper.
II. SYSTEM MODEL AND QOS REQUIREMENT
Consider a frequency division duplex cellular system,2
where each BS with Nt antennas serves K+M single-antenna
nodes. The nodes are divided into two types. The first type
of nodes are K users, which need to upload packets and
download packets from the BS. The second type of nodes are
M sensors, which only upload packets. In the cases without the
need to distinguish between users and sensors, we refer both
as nodes. Time is discretized into frames. Each frame consists
of a data transmission phase and a phase to transmit control
signaling (e.g., pilot for channel estimation). We consider fre-
quency reuse among adjacent cells and orthogonal frequency
division multiple access (OFDMA) to avoid interference.
UL
DL
Type I
Type II
Area of interest w.r.t. node 1
node 1
node K+1
node 
K+2 node 2
node K
node K+M
...
Fig. 1. System model.
2Our studies can be easily extended into time division duplex system, which
is with different short frame structure [11].
All nodes in a cell upload their messages with short packets
to the BS. The BS processes the received messages from the
nodes, and then transmits the relevant messages to the target
users. For example, nodes 2, K + 1, and K + 2 lie in the
area of interest with respect to (w.r.t.) user 1, as shown in
Fig. 1, and the BS only transmits the messages from nodes
2, K + 1, and K + 2 to user 1. Such system model can
be applied in analyzing E2E delay in local communication
scenarios, where all nodes are associated to adjacent BSs that
are connected with each other by fiber backhaul. The delay
in fiber backhaul is much less than 1 ms [30], and hence
the delay in radio access network dominates the E2E delay.
For other communication scenarios (e.g., remote control), the
delay components in backhaul and core networks should be
taken into account, yet our model can still be used to analyze
the delay in radio access [2]. Moreover, the model captures
one of the key features of ultra-reliable MTC [4]: a packet
generated by one node may be required by multiple users,
and one user may also require packets generated by multiple
nodes. Hence the model is representative for URLLC, although
it cannot cover all application scenarios.3 All the notations to
be used throughout the paper are summarized in Table I.
A. QoS Requirement
The QoS requirement of each user is characterized by the
E2E delay and overall loss probability for each packet [2, 4].
In the considered radio access network, the E2E delay bound,
denoted as Dmax, includes UL and DL transmission delay and
queueing delay. We only consider one-way delay requirement.
By setting Dmax less than half of round-trip delay, our study
can be directly extended to the applications with requirement
on round-trip delay.
To ensure ultra-low transmission delay, we consider the
short frame structure proposed in [10], where the TTI is equal
to the frame duration Tf , each consisting of a duration for data
transmission φ and a duration for control signalling, as shown
in Fig. 2. Owing to the required short delay, Tf  Dmax,
and retransmission mechanism is unable to be used. Both
UL transmission and DL transmission of each short packet
are finished within one frame, respectively. If a packet is not
transmitted error-free in one frame, then the packet will be lost.
Because only a few symbols can be transmitted within φ, the
transmission error is not zero with finite blocklength channel
codes among these symbols. Since UL transmission has been
studied in [32], we focus on the DL transmission in this work.
Then, the overall reliability for each user, denoted as εD, is
the overall packet loss probability minus the UL transmission
error probability. Denote the DL transmission error probability
(i.e. the block error probability [27]) for the kth user as εck.
Since the UL and DL transmissions need two frames,
the queueing delay for every packet should be bounded as
3Direct transmission between nodes (i.e., device-to-device (D2D) communi-
cation mode) can help reduce delay with only one hop transmission. However,
in D2D mode, the interference becomes more complex than the centralized
communications [31]. How to use D2D mode for URLLC deserves further
study but is beyond the scope of this work.
TABLE I
SUMMARY OF NOTATIONS
K number of users M number of sensors
Tc channel coherence time Tf duration of one frame
Dmax required delay bound in radio access network Dqmax queueing delay bound
φ duration for data transmission in each frame Nt number of antennas at the BS
εqk queueing delay violation probability of the kth user ε
q
c transmission error probability of the kth user
εhc proactive packet dropping probability of the kth user εD overall packet loss probability
Nsck number of subchannels allocated to the kth user N
c
k number of subcarriers allocated to the kth user
Wc bandwidth of each subchannel B bandwidth of each subcarrier
nsk blocklength of channel coding of the kth user Wk total bandwidth allocated to the kth user
sk(n) achievable rate with finite blocklength of the kth user in the nth frame s∞k (n) capacity of the kth user in the nth frame
hk channel vector of the kth user µk average channel gain of the kth user
gk normalized instantaneous channel power gain of the kth user Pk(n) transmit power allocated to the kth user in the nth frame
N0 single-sided noise spectral density u number of bits in one packet
f−1Q (x) inverse of Q-function fg(x) probability density function of normalized instantaneous channel gain
Ak a set consists of the indices of the nodes that lie in the area of interest
w.r.t. the kth user
ai(n) the number of packets uploaded to the BS from the ith node
bk(n) number of packets departed from the kth queue in the nth frame Qk (n) queue length of the kth user in the nth frame
EBk (θk) effective bandwidth of the arrival process to the kth user θk the QoS exponent of the kth user
PUBDk
upper bound of queueing delay violation probability of the kth queue pil probability that there are l packets in the queue
λk average packet rate of the kth Poisson process λonk average packet rate in the “ON” state of the kth IPP
α−1 average duration of “OFF” state of IPP β−1 average duration of “ON” state of IPP
α−1I average duration of the first state of SPP α
−1
II average duration of the second state of SPP
λIk average packet rate in the first state of the kth SPP λ
II
k average packet rate in the second state of the kth SPP
ξk ratio of average arrival rate to service rate of the kth queue γk required SNR of the kth user
ηk buffer non-empty probability of the kth queue P thk maximal transmit power that can be allocated to the kth user
Dqmax , Dmax − 2Tf . If the queueing delay bound is not
satisfied, then a packet will become useless and has to be
dropped. Denote the reactive packet dropping probability due
to queueing delay violation as εqk. As detailed later, to satisfy
the requirement imposed on the queueing delay for each packet
(Dqmax, ε
q
k) and ε
c
k to the kth user, the required transmit
power may become unbounded in deep fading. To guarantee
QoS with finite transmit power, we proactively drop several
packets in the queue under deep fading and control the overall
reliability. Denote the proactive packet dropping probability
for the kth user as εhk .
Then, the overall reliability for the kth user can be charac-
terized by the overall packet loss probability, which is
1− (1− εck)(1− εqk)(1− εhk) ≈ εck + εqk + εhk ≤ εD, (1)
where the approximation is accurate since εck, ε
q
k, and ε
h
k are
extremely small.
B. Channel Model
We consider block fading, where the channel remains con-
stant within a coherence interval and varies independently
among intervals. Denote the channel coherence time as Tc.
Since the required delay bound Dmax is very short, it is
reasonable to assume that Tc > Dmax > Dqmax, as shown
in Fig. 2.4 In the following, we consider such a representative
4For instance, for users with velocities less than 120 km/h in a vehicle
communication system operating in carrier frequency of 2 GHz, the channel
coherence time is larger than 1 ms, which exceeds the delay bound of each
packet. For other applications like smart factory, the velocities of sensors are
slow or even zero, and hence Tc  1 ms.
scenario for typical applications of URLLC, which is more
challenging than the other case with Tc ≤ Dqmax. Since Tf
should be less than Dmax and the channel coding is performed
within φ of each frame, such a channel (i.e., Tf < Tc) is
referred to as quasi-static fading channel as in [27].
...
Duration of one 
frame (i.e. TTI)
Coherence time of channel
Required delay bound
max
qD
maxD

UL 
delay...f
T
cT
DL 
delay
Data transmissionControl signaling
Fig. 2. Relation of the required delay bound, channel coherence time, frame
duration and TTI. The UL transmission delay is equal to Tf , and the same to
the DL transmission delay.
Denote the average channel gain of the kth user as µk,
and the corresponding channel vector in a certain coherence
interval as hk ∼ CN (0, 1) ∈ CNt×1 with independent and
identically distributed (i.i.d.) zero mean and unit variance
Gaussian elements. Denote the size of each packet as u bits.
According to the Shannon capacity formula with infinite
blocklength coding, when µk and hk are perfectly known at
the BS, the maximal number of packets that can be transmitted
to the kth user in the nth frame can be expressed as
s∞k (n) =
φBN ck
u ln 2
ln
[
1 +
µkPk(n)gk
N0BN ck
]
(packets), (2)
where Pk(n) is the transmit power allocated to the kth user
in the nth frame, gk = hHk hk, N0 is the single-sided noise
spectral density, B is the separation among subcarriers, N ck
is number of subcarriers allocated to the kth user, and [·]H
denotes the conjugate transpose. When the bandwidth allo-
cated to the kth user, Wk = BN ck , is smaller than coherence
bandwidth, the channel is flat fading and the channel gains
over N ck subcarriers are approximately identical. We first
consider flat fading channel, which is applicable for many
scenarios of tactile internet and utra-reliable MTC where the
number of users is large. We then discuss how to apply
the proposed framework to frequency-selective channels in
Section V.
The number of symbols transmitted in one frame (also
referred to as the blocklength of channel coding) for the kth
user, nsk, is determined by the bandwidth and duration, i.e.
nsk = φWk. To ensure the ultra-low latency, the transmission
duration φ is very short. Considering that the bandwidth for
each user is limited, nsk is far from infinite, and hence s
∞
k (n)
is not achievable. The maximal achievable rate with finite
blocklength coding is with very complicated expression [27].
By using the normal approximation in [27], the maximal
number of packets that can be transmitted to the kth user
in the nth frame can be accurately approximated as
sk(n) ≈ φBN
c
k
u ln 2
{
ln
[
1 +
µkPk(n)gk
N0BN ck
]
−
√
Vk
φBN ck
f−1Q (ε
c
k)
}
(packets), (3)
where f−1Q (x) is the inverse of Q-function, and Vk is given
by [27]
Vk = 1− 1[
1 + µkPk(n)gkN0BNck
]2 . (4)
(3) is obtained for interference-free systems, which is valid for
the considered OFDMA (and also for time division multiple
access or space division multiple access with zero-forcing
beamforming). To consider other multiple access techniques
where interference cannot be completely avoided, the achiev-
able rate with finite blocklength in interference channels
should be used, which however is not available in the literature
until now.
As shown in [23], if (2) is used to design resource allocation
with finite blocklength coding, then the queueing delay and the
queueing delay violation probability will be underestimated.
As a result, the allocated resource is insufficient for ensuring
the queueing performance. This indicates that to guarantee
ultra-low latency and ultra-high reliability, (3) should be
applied.
C. Queueing Model
In the nth frame, the kth user requests the packets uploaded
from its nearby nodes. The indices of the nodes that lie in the
area of interest w.r.t. the kth user constitute a set Ak with
cardinality |Ak|. As illustrated in Fig. 3, the index set of the
nearby nodes of the kth user is Ak = {k+1, ..., k+m}. Then,
the number of packets waited in the queue for the kth user at
the beginning of the (n+ 1)th frame can be expressed as
Qk (n+ 1) = max {Qk (n)− sk (n), 0}+
∑
i∈Ak
ai (n), (5)
where ai (n), i ∈ Ak is the number of packets uploaded to
the BS from the ith nearby node of the kth user.
We consider the scenario that the inter-arrival time between
packets could be shorter than Dqmax (otherwise the queueing
delay is zero), which happens when the packets for a target
user are randomly uploaded from multiple nearby nodes, i.e.
|Ak| > 1. At the first glance, such a scenario seems to
occur with a low probability. However, to ensure the ultra-
high reliability of εD = 0.001%∼0.00001%, the scenario of
non-zero queueing delay is not negligible. Denote the number
of packets departed from the kth queue in the nth frame
as bk(n). If all the packets in the queue can be completely
transmitted in the nth frame, then bk(n) = Qk(n). Otherwise,
bk(n) = sk(n). Hence, we have
bk(n) = min {Qk (n) , sk (n)} . (6)
User k
Node k+m
Buffers in BS
 ks n kQ n
Node k+1
...
 k ma n
 1ka n
DLUL 
User 1
...
...
 1Q n
...
...
Node k
 ka n
...
...
 1s n
...
Fig. 3. Queueing model at the BS.
Using (5) and (6), the evolution of the queue length can be
described as follows,
Qk (n+ 1)−Qk (n) =
∑
i∈Ak
ai (n)− bk(n). (7)
III. ENSURING THE QUEUEING DELAY REQUIREMENT
In this section we employ effective bandwidth to represent
the queueing delay requirement. We validate that effective
bandwidth can be applied in the short delay regime for Poisson
arrival process, and then extend the discussion to IPP and SPP.
A. Representing Queueing Delay Constraint with Effective
Bandwidth
For stationary packets arrival process { ∑
i∈Ak
ai (n), n =
1, 2, ...}, the effective bandwidth is defined as [19]
EBk (θk) = lim
N→∞
1
NTfθk
ln
{
E
[
exp
(
θk
N∑
n=1
∑
i∈Ak
ai (n)
)]}
(packets/s), (8)
where θk is the QoS exponent for the kth user. A larger value
of θk indicates a smaller queueing delay bound with given
queueing delay violation probability.
Remark 1: When the queueing delay bound is not longer
than the channel coherence time, the service process is con-
stant within the delay bound with given resources such as
transmit power and bandwidth, and the power allocation over
fading channel is channel inversion in order to guarantee
queueing delay [33]. This is also true when achievable rate
in (3) is applied, as explained in what follows. To satisfy
the queueing delay requirement of the kth user (Dqmax, ε
q
k)
in fading channels, the constant service rate should be no less
than the effective bandwidth of the arrival process of the user.
By setting sk(n) in (3) equal to EBk (θk), Pk(n)gk is constant,
i.e., the power allocation is channel inversion, which is not
always feasible in practical fading channels. We will show
how to handle this issue in the next section.
When the kth user is served with a constant rate equal to
EBk (θk), the steady state queueing delay violation probability
can be approximated as [20]
Pr{Dk(∞) > Dqmax} ≈ ηk exp{−θkEBk (θk)Dqmax}, (9)
where ηk is the buffer non-empty probability and the approx-
imation is accurate when Dqmax → ∞ (i.e. queue length is
large enough) [19]. Since ηk ≤ 1, we have
Pr{Dk(∞) > Dqmax} ≤ exp{−θkEBk (θk)Dqmax} , PUBDk .
(10)
If the upper bound in (10) satisfies
PUBDk = exp{−θkEBk (θk)Dqmax} = εqk, (11)
then the queueing delay requirement (Dqmax, ε
q
k) can be satis-
fied. In other words, if the number of packets transmitted in
every frame to the kth user is a constant that satisfies
sk(n) = TfE
B
k (θk) (packets), (12)
then (Dqmax, ε
q
k) can be ensured [19]. When the kth queue is
served by the constant service process {sk(n), n = 1, 2, ...}
that satisfies (12), the departure process in (6) becomes
bk(n) = min{Qk(n), TfEBk (θk)} (packets). (13)
If the departure process {bk(n), n = 1, 2, ...} satisfies (13),
then (Dqmax, ε
q
k) can be guaranteed. Satisfying (13) does not
require constant service process. For example, when Qk(n) =
0, the buffer is empty, then no service is needed.
B. Validating the Upper Bound PUBDk in (10) with Represen-
tative Arrival Processes
1) Representative arrival processes: The aggregation of
packets that are independently generated by |Ak| nodes lie in
the concerned area w.r.t the kth user (i.e.
∑
i∈Ak
ai (n) in (5)) can
be modeled as a Poisson process in vehicle communication and
other MTC applications [34, 35]. Denote the average packet
rate of the kth Poisson process as λk.
Since the features of traffic, say burstiness and autocorrela-
tion, have large impact on the delay performance of queueing
systems [29, 36], and the effective bandwidth for real-world
arrival processes is hard to obtain, we also consider another
two representative traffic models.
As shown in [37], the event-driven packet arrivals in ve-
hicular communication networks can be modelled as a bursty
process, IPP. When no event happens, no sensor sends packets
to the BS. When an event happens (e.g., a sudden brake) and
detected by nearby sensors, the sensors send the packets to
the BS. IPP has two states. In the “OFF” state, no packet
arrives. In the “ON” state, packets arrive at the buffer of the
BS according to a Poisson process with average packet rate
λonk packets/frame. The durations that the process stays in
“OFF” and “ON” states are exponential distributed with mean
values of α−1 and β−1 frames, respectively.
Both Poisson process and IPP are renewal processes, which
cannot characterize the autocorrelation of a traffic. In [37], SPP
is used to model the aggregation of event-driven packets and
periodic packets in vehicle communication networks. Similar
to IPP, SPP has two states, where the durations that a SPP
stays in the first state and the second state are exponential
distributed with mean values of α−1I and α
−1
II frames, respec-
tively. In the two states, packets arrive at the buffer of the
BS according to Poisson processes with average packet rates
λIk and λ
II
k packets/frame, respectively. Therefore, a SPP is
determined by parameters (λIk, λ
II
k , αI, αII).
The effective bandwidths of Poisson process, IPP and SPP
are provided in Appendix A.
2) Validating the upper bound: The approximation in (9)
is accurate when the delay bound is sufficiently large and εqk
is very small [19,28]. However, it is unclear how large Dqmax
needs to be for an accurate approximation. One possible reason
is that it is very difficult to obtain an accurate distribution of
the queueing delay.
In fact, what really concerned here is whether the upper
bound in (10) is applicable to our problem. If PUBDk is indeed an
upper bound of Pr{Dk(∞) > Dqmax}, then a transmit policy
optimized under the constraint in (12) or (13) can satisfy the
queueing delay requirement. In what follows, we derive the
queueing delay distribution for Poisson process, which can
be used to validate the upper bound in short Dqmax regime
numerically. For arrival processes that are more bursty than
Poisson process, the upper bound in (10) is applicable [38].
When a Poisson arrival process is served by a constant
service process {sk(n), n = 1, 2, ...}, the well-known M/D/1
queueing model can be applied [36]. For a discrete state
M/D/1 queue, the CCDF of the steady state queue length
can be expressed as Pr{Qk(∞) > L} = 1 −
L∑
l=1
pil, where
pil = Pr{Qk(∞) = l} is the probability that there are l packets
in the queue, i.e.,
pi0 = 1− ξk, pi1 = (1− ξk)(eξk − 1),
pil = (1− ξk)×
elξk +
l−1∑
j=1
ejξk(−1)l−j
[
(jξk)
l−j
(l − j)! +
(jξk)
l−j−1
(l − j − 1)!
] ,
(l ≥ 2), (14)
with ξk = λk/sk(n) [36]. For a Poisson arrival process served
by a constant service rate 1Tf sk(n) = E
B
k (θk),
Pr{Dk(∞) > Dqmax} = Pr{Qk(∞) > EBk (θk)Dqmax}. (15)
Then, from (14), the CCDF of the queueing delay can be
derived as
Pr{Dk(∞) > TfL/sk(n)} = Pr{Qk(∞) > L} = 1−
L∑
l=0
pil,
(16)
which is too complicated to obtain a closed-form constraint on
queueing delay due to expressions of pil in (14). Nonetheless,
(16) can be used to validate the upper bound PUBDk in (10)
numerically.
IV. A FRAMEWORK FOR CROSS-LAYER TRANSMISSION
OPTIMIZATION
In this section, we first show that the required transmit
power to guarantee the queueing delay and transmission
error probability requirement for some packets may become
unbounded for any given bandwidth and Nt, owing to Dqmax <
Tc. To guarantee the QoS in terms of Dqmax and εD with
finite transmit power, we then propose a proactive packet
dropping mechanism. Finally, we propose a framework to
optimize cross-layer transmission strategy, which includes
resource allocation and packet dropping policies depending
on both channel information and queue length.
A. Proactive Packet Dropping and Power Allocation
We consider the case where Qk(n) ≥ TfEBk (θk), then
bk(n) = TfE
B
k (θk). If a transmit power can guarantee such
a departure rate, then for the other case where Qk(n) <
TfE
B
k (θ), bk(n) < TfE
B
k (θk) can also be supported, i.e.,
(Dqmax, ε
q
D) can be satisfied according to (13).
Substituting sk(n) in (3) into (12), we can obtain the
required SNR γk to ensure (Dqmax, ε
q
k) and ε
c
k for all packets
to the kth user using the following equation,
ln (1 + γk) ≈ Tfu ln 2
φBN ck
EBk (θk) +
√
Vk
φBN ck
f−1Q (ε
c
k) . (17)
Since hk ∼ CNt is with i.i.d. elements, the channel
gain gk = hHk hk follows Wishart distribution [39], whose
probability density function is fg (x) = 1(Nt−1)!x
Nt−1e−x. In
the considered typical application scenario with Dqmax < Tc,
some packets to be transmitted within the delay bound may
experience deep fading with channel gain gk arbitrarily close
to zero.5 Then, the required transmit power to achieve γk in
the nth frame, Pk(n) , N0BN
c
kγk
µkgk
, is unbounded. This means
5This is true also for other channel distribution, say Nakagami-m fading,
which is a general model of wireless channels [40].
that sk(n) cannot exceed EBk (θk) with finite transmit power
if the nth frame is in a coherence interval subject to deep
fading, even when there is spatial diversity. In other words,
for the packets in such an interval, εqk + ε
c
k will exceed εD
will happen if Pk(n) is finite.
To satisfy the QoS requirement with a finite transmit power,
we introduce a proactive packet dropping mechanism. By
“proactive”, we mean that a packet will be intentionally
discarded even when its queueing delay has not exceeded
Dqmax in the case ε
q
k + ε
c
k > εD, and then the total number
of packets proactively and reactively dropped6 is judiciously
controlled to ensure the overall reliability for each user. The
rational behind such a mechanism lies in the fact that we only
need to ensure the overall packet loss probability εD no matter
how the packets are lost.
Denote the maximal transmit power of the BS as Pmax.
We discard some packets before transmission in deep fading
channels when the required SNR γk cannot be achieved with
K∑
k=1
Pk(n) ≤ Pmax. However, we can hardly control the
packet dropping probability of each user from
K∑
k=1
N0BN
c
kγk
µkgk
≤
Pmax since the required total transmit power depends on the
channel gains of multiple users. To control the packet dropping
probability of each user, we introduce the maximal transmit
power that can be allocated to the kth user P thk . When the
required transmit power is higher than P thk , the BS transmits
packets to the kth user with power P thk and drop several
packets in the nth frame. Then, the total transmit power of
the BS is bounded by
K∑
k=1
P thk .
To ensure (Dqmax, ε
q
k) and ε
c
k, the power allocation policy
should depend on both channel gain and queueing length,
which is,
Pk(n)
=
 P
th
k , if Qk(n) ≥ TfEBk (θk), gk < N0BN
c
kγk
µkP thk
,
N0BN
c
kγk
µkgk
, if Qk(n) ≥ TfEBk (θk), gk > N0BN
c
kγk
µkP thk
.
(18)
In the case Qk(n) < TfEBk (θk), Pk(n) should satisfy
sk(n) = Qk(n) when sthk > Qk(n) or Pk(n) = P
th
k when
sthk ≤ Qk(n), where sthk is the number of packets that can
be transmitted in the nth frame with Pk(n) = P thk . From the
approximation in (3), we obtain sthk as
sthk ≈
φBN ck
u ln 2
{
ln
[
1 +
µkP
th
k gk
N0BN ck
]
−
√
Vk
φBN ck
f−1Q (ε
c
k)
}
.
(19)
When gk <
N0BN
c
kγk
µkP thk
in the nth frame, sthk < TfE
B
k (θk).
Since bk(n) = min{Qk(n), TfEBk (θk)} needs to be satisfied
to ensure (Dqmax, ε
q
k), the BS has to discard some packets
6By “reactive”, we mean that a packet is lost when Dqmax is violated or a
coding block is not decoded successfully.
waiting in the queue. Denote the number of packets dropped
in the nth frame as bdk(n) = max{bk(n)− sthk , 0}.
Then, the proactive packet dropping policy is
bdk (n) =
{
max
(
TfE
B
k (θk)− sthk , 0
)
, if Qk (n) ≥ TfEBk (θk),
max
(
Qk (n)− sthk , 0
)
, if Qk (n) < TfE
B
k (θk).
(20)
This policy is implemented as follows. If Qk(n) ≥
TfE
B
k (θk) and gk <
N0BN
c
kγk
µkP thk
, then P thk is used to transmit
packets and bdk (n) packets that cannot be conveyed within the
nth frame with P thk are dropped, where P
th
k and b
d
k (n) will be
optimized in the next subsection. Since the BS simply discards
some packets from the buffer if the channel gain is low, such
a policy only introduces negligible processing delay due to
several operations of comparison.
Similar to the delivery ratio in [41], we define the packet
dropping probability as
εhk , lim
N→∞
N∑
n=1
bdk (n)
N∑
n=1
∑
i∈Ak
ai (n)
=
E[bdk (n)]
E{ ∑
i∈Ak
ai (n)} , (21)
where the second equality is obtained under the assumption
that the queueing system is ergodic, and the average on
nominator is taken over both channel gain and queue length.
Based on the analysis in Appendix B, the packet dropping
probability can be approximated by
εhk ≈
∫ N0BNckγk
µkP
th
k
0
1− ln
(
1 +
µkP
th
k gk
N0BNck
)
ln (1 + γk)
 fg (g) dg. (22)
B. A Framework for Cross-layer Transmission Optimization
With the proactive packet dropping mechanism, the total
transmit power is bounded by
K∑
k=1
P thk . To find the minimal
resources required to ensure the QoS, we optimize the cross-
layer transmission strategy, which includes a transmit power
allocation policy Pk(n) and a proactive packet dropping policy
bdk(n) for single user scenario and also includes a bandwidth
allocation policy for multi-user scenario, to minimize
K∑
k=1
P thk
with given total bandwidth of the system.
According to (18), Pk(n) depends on the values of γk and
P thk . Given the values of γk and ε
h
k , the minimal value of
P thk can be obtained from (22) by letting the equality hold.
Moreover, the required SNR γk is determined by εck and ε
q
k
according to (17). Therefore, the power allocation policy and
the minimal P thk are uniquely determined by the values of ε
c
k,
εqk and ε
h
k .
According to (20), the number of packets to be dropped
bdk (n) depends on s
th
k , which can be obtained from (19) after
P thk and ε
c
k are obtained.
This indicates that to optimize the power allocation policy
and packet dropping policy that minimize
K∑
k=1
P thk , we only
need to control εqk, ε
c
k, and ε
h
k .
For easy exposition, we first consider single user case, and
then extend to multi-user scenario.
1) Single-user Scenario: When K = 1, the index k can
be omitted for notational simplicity. We consider the case that
Q(n) > 0. For Q(n) = 0, no power is allocated, i.e., P (n) =
0.
The values of εc, εq , and εh that minimize P th can be
obtained from the following problem,
min
εq,εc,εh
P th (23)
s.t. εh =
∫ N0BNcγ
αP th
0
1− ln
(
1 + µP
thg
N0BNc
)
ln (1 + γ)
 fg (g) dg,
(23a)
ln (1 + γ) =
Tfu ln 2
φBN c
EB(θ) +
√
V
φBN c
f−1Q (ε
c) ,
(23b)
εc + εq + εh ≤ εD and εc, εq, εh ∈ R+, (23c)
where constraint (23a) and constraint (23b) are the single-user
case of (17) and (22), respectively, EB(θ) depends on the
source as well as (Dqmax, ε
q), and R+ represents the positive
real number.7
In the following, we propose a two-step method to find the
optimal solution of problem (23).
In the first step, εh0 ∈ (0, εD) is fixed. Given εh0 , P th in the
right hand side of (23a) increases with γ. Hence, minimizing
P th is equivalent to minimizing γ.
For Poisson process, the optimal values of εc and εq that
minimize the required γ can be obtained by solving the
following problem,
min
εq,εc
Tfu ln 2 ln (1/ε
q)
φBN cDqmax ln
[
1 + Tf ln(1/ε
q)
Dqmaxλ
] +√ V
φBN c
f−1Q (ε
c)
(24)
s.t. εc + εq ≤ εD − εh0 , (24a)
where the effective bandwidth in (A.2) is used to derive the
objective function. As proved in Appendix C, the objective
function in (24) is strictly convex in εc and εq , and hence the
problem is convex. To ensure the stringent QoS requirement,
the required SNR γ is high, in this case V ≈ 1 as shown in (4).
Then, there is a unique solution of εc and εq that minimizes γ.
Denote the minimal SNR obtained from problem (24) as γ∗.
Since the right hand side of (23a) decreases with P th, for given
εh0 and γ
∗, the value of P th can be obtained numerically via
binary searching [42] as a function of εh0 , denoted as P
th(εh0 ).
In the second step, we find the optimal εh0 ∈ (0, εD) that
minimizes P th(εh0 ). Since there is no closed-form expression
of P th(εh0 ), exhaustive searching is needed to obtain the
7The distribution of channel gain fg (g) depends on the number of antennas
Nt. Therefore, the optimal solution of problem (23) will depend on Nt. We
will illustrate the impact of Nt via numerical results in the next section.
optimal εh0 in general. However, numerical results indicate
that P th(εh0 ) first decreases and then increases with ε
h
0 . With
this property, we can find the optimal solution of εh0 and
the required transmit power to ensure εD via the exact linear
search method [42].
As proved in Appendix D, the solution obtained from the
two-step method is the global optimal solution of problem (23)
if the solutions of both steps are global optimal.
Impact of traffic feature: To show the impact of burstiness
on the cross-layer optimization, we consider IPP with fixed
average packet rate in two asymptotic cases, i.e. C2 → 1 and
C2 → ∞, where C2 is the variance coefficient that can be
used to characterize burstiness [29]. To show the impact of
burstiness, we keep the average packet rate of IPP, αα+βλ
on,
as a constant. Then, the average packet rate can be expressed
as λ
on
1+δ , and C
2 = 1 + 2δλ
on
(1+δ)2α [29], where δ = β/α.
When α → ∞, C2 → 1, the effective bandwidth of the
IPP can be expressed as EB(θ) = λ
on
Tfθ(1+δ)
(
eθ − 1), which
is the same as the effective bandwidth of a Poisson process
with average packet rate λ
on
1+δ . When α → 0, C2 → ∞, the
effective bandwidth of the IPP can be expressed as EB(θ) =
λon
Tfθ
(
eθ − 1), which is the same as the effective bandwidth of
a Poisson process with average packet rate λon.
To show the impact of autocorrelation, we consider a
SPP with parameters (λI, λII, αI, αII), where λI ∈ [0, λon],
λII = λon, αI = α and αII = β. An upper bound of
the effective bandwidth of it can be obtained by substituting
λ = λon into (A.1). Therefore, the effective bandwidth of SPP
is less than that of a Poisson process with average packet rate
max{λI, λII}.
Remark 2: For IPP, when C2 increases from 1 to ∞,
the effective bandwidth (i.e. the required constant service
rate) increases 1 + δ times. For SPP, the required constant
service rate does not exceed the upper bound, which equals
to the effective bandwidth of a Poisson process with average
packet rate max{λI, λII}. This indicates that the service rate
requirement is still finite for IPP with C2 → ∞ or for SPP
with any values of αI and αII. Therefore, the burstiness and
autocorrelation will not change the proposed framework.
2) Multi-user Scenario: In this case, we jointly optimize
N ck , ε
c
k, ε
q
k, and ε
h
k , with which we can obtain the optimal
cross-layer strategy including bandwidth allocation, power
allocation and packet dropping policies. The optimization
problem in the multi-user scenario is formulated as
min
Nck,ε
q
k,ε
c
k,ε
h
k
k=1,2,...,K
P tot ,
K∑
k=1
P thk (25)
s.t. εhk =
∫ N0BNckγk
µkP
th
k
0
1− ln
(
1 +
µkP
th
k g
N0BNck
)
ln (1 + γk)
 fg (g) dg,
(25a)
ln (1 + γk) =
Tfu ln 2
φBN ck
EBk (θk) +
√
Vk
φBN ck
f−1Q (ε
c
k) , (25b)
εck + ε
q
k + ε
h
k ≤ εD and εck, εqk, εhk ∈ R+, (25c)
K∑
k
N ck ≤ N cmax, N ck ∈ Z+, k = 1, ...,K, (25d)
where N cmax is the maximal number of subcarriers for DL
transmission.8 Since N ck is integer, this is a mixed-integer
programming problem.
Given the values of N ck , k = 1, ...,K, the problem can
be decomposed into K single-user problems similar to (23),
which can be solved by the two-step method. Then, the power
allocation policy among subsequent TTIs and the packet drop-
ping policy can be obtained similarly to those in the single-
user scenario, i.e., (18) and (20). We refer to the K single-
user problems as subproblem I. Since binary search and exact
linear search methods are applied in solving subproblem I, the
complexity of the two-step method is O(log2(
εD
∆h
) log2(
εD
∆c )).
9
The complexity of problem (25) is determined by the
integer programming that optimizes N ck , k = 1, ...,K with
given εck, ε
q
k, ε
h
k to minimize the objective function in (25).
We refer this integer programming as subproblem II. Since
N ck ≥ 1, the remaining number of subcarriers is N cmax −K.
To solve problem (25), we need to allocate the remaining
subcarriers to K users. Thus, subproblem II includes around
KN
c
max−K feasible solutions. To reduce complexity, a heuristic
algorithm is proposed, as listed in Table II. The basic idea is
similar to the steepest descent method [42]. The subcarrier
allocation algorithm includes N cmax −K steps. In each step,
one subcarrier is allocated to one of the K users that leads
to the steepest total transmit power descent. The proposed
algorithm only needs to solve subproblem I for K(N cmax −K)
times, and hence the complexity is O (K(N cmax −K)). Fur-
ther considering the complexity of the two-step method for
solving subproblem I, the overall complexity of the proposed
algorithm is O
(
K(N cmax −K) log2( εD∆h ) log2( εD∆c )
)
.
V. APPLYING THE FRAMEWORK TO
FREQUENCY-SELECTIVE CHANNEL
If the number of users is not very large, the bandwidth
allocated to a user (say Wk = BN ck in problem (25)) could be
larger than the coherence bandwidth. In this section, we show
how to apply the framework to frequency-selective channel.
We divide the bandwidth allocated to the kth user into N sck
subchannels, where each subchannel consists of multiple sub-
carriers. The bandwidth of each subchannel is Wc that is less
than the coherence bandwidth. Then, the subcarriers within
each subchannel subject to flat fading, while the subchannels
subject to frequency-selective fading. To study the delay and
reliability performance, we first need to find the achievable
rate with finite blocklength. As shown in Appendix E, the
8By solving problem (25), the bandwidth (i.e., the number of subcarriers)
allocation is obtained. With constraint (25d), the total number of subcarriers
allocated to all the K users is less than the maximal number of subcarriers
of the system. Therefore, we can always find a subcarrier allocation policy,
with which each subcarrier is only allocated to one user.
9The complexity of a searching algorithm depends on the stopping criterion.
Here, the iterations stop if |εhk(i) − εhk(i + 1)| < ∆h or |εck(i) − εck(i +
1)| < ∆c is satisfied, where εhk(i) and εck(i) are the results obtained after i
iterations.
TABLE II
SUBCARRIER ALLOCATION ALGORITHM
Input: Number of users K, total number of subcarrers Ncmax,
duration for data transmission in each DL frame φ, packet size
u, noise spectral density N0, number of transmit antennas Nt,
average channel gains of users µk, k = 1, ...,K.
Output: Subcarrier allocation Nc
∗
k , k = 1, ...,K.
1: Set Nck(0) := 1, k = 1, ...,K. Set l := 1.
2: Solve subproblem I with Nck(0) = 1, and obtain the total transmit
power P tot(0).
3: while l ≤ Ncmax −K do
4: Set kˆ := 1
5: while kˆ ≤ K do
6: Nc
kˆ
(l) := Nc
kˆ
(l − 1) + 1; Nck(l) := Nck(l − 1), k 6= kˆ.
7: Solve subproblem I with Nck(l), and obtain Pˆ
tot
kˆ
(l).
8: kˆ := kˆ + 1.
9: end while
10: k∗ := argmin
kˆ
Pˆ tot
kˆ
(l).
11: Nck∗(l) := N
c
k∗(l − 1) + 1; Nck(l) := Nck(l − 1), k 6= k∗.
12: l := l + 1.
13: end while
14: return Nc
∗
k = N
c
k(l − 1), k = 1, ...,K.
number of packet that can be transmitted in one frame can be
obtained as,
sfsk ≈
φWc
u ln 2

Nsck∑
j=1
ln
[
1 +
µkPkj(n)gkj
N0Wc
]
−
√
Vk
φWc
f−1Q (ε
c
k)

(packets), (26)
where Pkj(n) is the transmit power allocated to the jth
subchannel of the kth user in the nth frame, gkj is the
instantaneous channel gain on the jth subchannel of the kth
user, and Vk = N sck −
Nsck∑
j=1
1[
1+
µkPkj(n)gkj
N0Wc
]2 . Since the channel
gains could be arbitrarily close to zero, the required transmit
power to guarantee queueing delay is also unbounded.
The packet rate in (26) can be achieved if all the packets in
a frame are coded in one block with length WcN sck φ (called
the optimal coding scheme), as illustrated in Fig. 4(a). By
substituting (26) into (12), we cannot obtain the required SNR
to ensure (Dqmax, ε
q
k) and ε
c
k as that in (17). This is because
each channel coding block consists of packets transmitted
over multiple subchannels with different instantaneous channel
gains. As a result, it is very challenging to derive and optimize
the proactive packet dropping probability that guarantees the
QoS.
To overcome this difficulty, we consider a suboptimal cod-
ing scheme that the packets to be transmitted on different
subchannels are coded independently. As illustrated in Fig.
4(b), the blocklength of the suboptimal coding scheme is Wcφ.
With shorter blocklength, the suboptimal coding scheme can
support lower packet rate for a given εck, thus the required
resources with the suboptimal channel coding scheme are
higher than that with the optimal scheme in order to achieve
the same QoS [43]. Nonetheless, with the optimal scheme,
if a block is not decoded without error, then all the packets
transmitted in one frame will be lost. By contrast, with the
suboptimal scheme, if the packets in one block is not decoded
successfully, the packets in other blocks can still be decoded
correctly. This suggests that the packet transmission errors
with the suboptimal scheme is less busty than those with the
optimal scheme.10
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Fig. 4. Illustration of two channel coding schemes, where four packets need
to be transmitted in a frame and Wk = 2Wc.
When the number of packets transmitted over each sub-
channel is EBk (θk)/N
sc
k , the constraints on proactive packet
dropping probability, queueing delay violation probability and
transmission error probability can be obtained by replac-
ing BN ck and E
B
k (θk) in (25a) and (25b) with Wc and
EBk (θk)/N
sc
k , respectively. In this way, the proposed frame-
work can be applied over frequency-selective channel.
In what follows, we analyze the rate loss. With the subop-
timal scheme, the number of packets that can be transmitted
over the N sck subchannels can be expressed as follows,
s˜fsk ≈
φWc
u ln 2
Nsck∑
j=1
ln
[
1 +
µkPkj(n)gkj
N0Wc
]
−
√
V˜ fskj
φWc
f−1Q (ε
c
k)

(packets), (27)
where the number of packets transmitted in each subchannel
is obtained by replacing bandwith BN ck in (3) with Wc, and
hence V˜ fskj = 1 − 1[
1+
µkPkj(n)gkj
N0Wc
]2 . From (26) and (27), we
can derive the gap between sfsk and s˜
fs
k as,
sfsk − s˜fsk ≈
√
φW c
u ln 2
Nsck∑
j=1
√
V˜ fskj −
√
Vk
 f−1Q (εck) ,
which shows that sfsk − s˜fsk ∼ O(N sck −
√
N sck ),
11 and thus
the gap between sfsk and s˜
fs
k increases with N
sc
k . From (27),
we have s˜fsk ∼ O(N sck ), hence (sfsk − s˜fsk )/s˜fsk ∼ O(1). This
means that the normalized rate loss (sfsk − s˜fsk )/s˜fsk approaches
to a constant when N sck is large.
10Some applications like safe messages transmission in vehicle networks
may prefer such suboptimal scheme, which is also applicable for flat fading
channels.
11Here y(Nsck ) ∼ O
(
x(Nsck )
)
means y(Nsck )/x(N
sc
k ) approaches to a
constant when Nsck is large.
VI. SIMULATION AND NUMERICAL RESULTS
In this section, we first validate that the effective bandwidth
can be used as a tool to optimize resource allocation in
short delay regime for Poisson process, IPP and SPP. Then,
we show the optimal values of εqk, ε
c
k and ε
h
k , and the
required maximal transmit power for both Poisson process and
IPP.12 Next, we compare the required transmit power of the
proposed algorithm with the global optimal policy obtained by
exhaustive searching.
A single-BS scenario is considered in the sequel. The users
are uniformly distributed with distances from the BS as 50 m
∼ 200 m. The arrival process of each user is modeled as
Poisson process, IPP, or SPP with average rate 1000 packets/s,
i.e., each user requests the safety messages from 50 nearby
sensors, and each sensor uploads packets to the BS with
average rate 20 packets/s [37]. Other parameters are listed in
Table III, unless otherwise specified.
TABLE III
PARAMETERS [6, 37]
Overall reliability requirement εD 1− 99.99999%
E2E delay requirement Dmax 1 ms
Queueing delay requirement Dqmax 0.8 ms
Duration of each frame (equals to TTI) 0.1 ms
Duration of data transmission in one
frame φ
0.06 ms
Single-sided noise spectral density N0 −173 dBm/Hz
Packet size u 20 bytes
Path loss model 10 lg(µk) 35.3 + 37.6 lg(dk)
Average duration of “OFF” or “ON”
state α−1 or β−1
1 s (i.e. 104
frames)
The CCDFs of queue length and queueing delay for the
packets to the kth user are shown in Fig. 5, where (15) is
used to translate the CCDF of the queueing delay into the
CCDF of queue length. To obtain the upper bound in (10),
Pr{Dk(∞) > Dth} ≤ exp{−θkEBk (θk)Dth} is computed by
changing Dth from 0 to Dqmax. The CCDFs of queueing delay
are obtained via Monte Carlo simulation by generating arrival
process and service process during 1010 frames. Numerical
results in Fig. 5(a) indicate that for Poisson process, the
upper bound derived by effective bandwidth works when the
maximal queue length is short. Simulation results in Fig. 5(b)
show that the upper bound also works for IPP and SPP. In fact,
it has been observed in [44] that effective bandwidth can be
used for resource allocation under statistical queueing delay
requirement when Dqmax is small, if the TTI is much shorter
than the delay bound.
The optimal solution of problem (23) and the required
maximal transmit power for both Poisson and IPP are shown
in Fig. 6. The results in Fig. 6(a) show that εck, ε
q
k and ε
h
k
are in the same order of magnitude with different values
of Nt. In fact, similar to εhk , when either ε
c
k or ε
q
k is set
12The optimal values of εqk , ε
c
k and ε
h
k and the required transmit power for
SPP are similar to that for IPP, and hence the results for SPP are omitted for
conciseness.
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Fig. 5. Validating the upper bound in (10).
as zero, the required transmit power will become infinite,
because EBk (θk) → ∞ when εqk = 0 (as can be clearly
seem from (A.2)) and f−1Q (x) → ∞ (and hence sk(n) in
(3) approaches infinity) when εck = 0. This implies that the
optimal probabilities will also be in the same order when other
system parameters change. On the other hand, Fig. 6(b) shows
that compared with εck = ε
q
k = ε
h
k , the required maximal
transmit power only reduces 2 ∼ 5% with the optimized εck,
εqk and ε
h
k when Nt ≥ 8. This implies that dividing the required
packet loss probability equally to the three probabilities will
cause minor performance loss.
Moreover, the optimal queueing delay violation probability
for IPP is higher than that for Poisson process. This indicates
that bursty arrival processes lead to higher queueing delay
violation probability. Furthermore, P th decreases extremely
fast as Nt increases. This agrees with the intuition: increasing
the number of transmit antennas is an efficient way to reduce
the required maximal transmit power thanks to the spatial
diversity.
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Fig. 6. Single-user scenario, where user-BS distance is 200 m, Nc = 4,
B = 0.15 MHz, and α = β.
TABLE IV
REQUIRED TRANSMIT POWER, Ncmax = 16, B = 0.15 MHZ, AND Nt = 8
Number of users K 2 4 6
Proposed Algorithm 0.155 W 0.519 W 1.979 W
Exhaustive Searching 0.155 W 0.519 W 1.979 W
The required
K∑
k=1
P thk obtained by the proposed algorithm
and the global optimal solution with exhaustive searching are
provided in Table IV. The results illustrate that the proposed
algorithm is near-optimal. Because the complexity of exhaus-
tive search method is extremely high when N cmax and K are
large, we only provide results with small values of N cmax and
K.
The number of dropped packets is determined by the
distribution of channel gain, which depends on the propagation
environments and Nt as well. In Fig. 7, we provide the number
of dropped packets over Nakagami-m fading channel with
different values of m and Nt. We consider the worst case
that all the users are located at the edge of the cell (i.e., user-
BS distance is 200 m). Since the average channel gains of all
the users are the same, the total bandwidth and transmit power
are equally allocated to all the users. Then, N ck = N
c
max/K
and P thk = P
max/K. We set εc = εq = εD/3. εhk is calculated
from (22), where fg (g) =
(mg)m−1
(m−1)! exp (−mg) when Nt = 1
and m > 1 [40] and fg (g) = 1(Nt−1)!g
Nt−1e−g when Nt > 1
and m = 1 [39]. All the results in the figure are obtained
under constraint εhk ≤ εD/3. The results when Nt = 1 and
m = 1 are not shown, because constraint εhk ≤ εD/3 cannot
be satisfied under the transmit power constraint. The number
of dropped packets in transmitting 1010 packets with proactive
packet dropping policy is 1010εhk . To show the performance
gain of proactive packet dropping, we also provide the results
for an intuitive packet dropping policy, which simply drops
all the packets to the kth user when gk <
N0BN
c
kγk
µkP thk
. We can
see that proactive packet dropping policy can help reduce the
number of dropped packets.
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Fig. 7. Number of dropped packets over Nakagami-m fading channel, where
Ncmax = 1024 and P
max = 46 dBm.
VII. CONCLUSIONS
In this paper, we studied how to optimize resource allocation
to guarantee ultra-low latency and ultra-high reliability for
radio access networks in typical application scenarios where
the required delay is shorter than channel coherence time.
Both queuing delay and transmission delay were considered
in the latency, and the transmission error probability, queueing
delay violation probability, and packet dropping probability
were taken into account in the reliability. We first showed that
the required transmit power to ensure the QoS is unbounded
when queueing delay bound is shorter than channel coherence
time. To satisfy the QoS requirement with finite transmit
power, a proactive packet dropping mechanism was proposed.
A framework for optimizing resource allocation to ensure
the stringent QoS was established, where a queue state and
channel state information dependent transmit power allocation
and packet dropping policies were optimized for single user
case, and bandwidth allocation was further optimized for
multi-user scenario, to minimize the required maximal transmit
power of the BS. How to apply the proposed framework to
frequency-selective channel was also addressed. Simulation
results validated that effective bandwidth can be used to
optimize resource allocation for Poisson process, IPP and
SPP, which are representative traffic models to characterizing
performance of a system with queueing. Numerical results
showed that the transmission error probability, queueing delay
violation probability, and packet dropping probability are in
the same order of magnitude, and setting the three packet loss
probabilities equal will cause minor power loss.
APPENDIX A
EFFECTIVE BANDWIDTH OF SEVERAL RELEVANT ARRIVAL
PROCESSES
Poisson arrival process: The effective bandwidth of Pois-
son process is given by
EBk (θk) =
λk
Tfθk
(
eθk − 1) (packets/s). (A.1)
Substituting (A.1) into (11), we can obtain the required QoS
exponent θk = ln
[
Tf ln(1/ε
q
k)
λkD
q
max
+ 1
]
. Then, (A.1) can be re-
expressed as a function of (Dqmax, ε
q
k) as
EBk (θk) =
ln(1/εqk)
Dqmax ln
[
Tf ln(1/ε
q
k)
λkD
q
max
+ 1
] (packets/s). (A.2)
IPP: The effective bandwidth of the IPP can be expressed
as [45]
EBk (θk) =
Ω
2θkTf
(packet/s), (A.3)
where Ω , [
(
eθk − 1)λonk − (α+ β)] +√
[(eθk − 1)λonk − (α+ β)]2 + 4α (eθk − 1)λonk .
Substituting (A.3) into (11), the QoS exponent θk can
be obtained from Ω = −2Tf ln ε
q
k
Dqmax
numerically.
SPP: Deriving the effective bandwidth of autocorrelated
processes is much harder than that of renewal processes. To
overcome this difficulty, we provide an upper bound of the
effective bandwidth of SPP. Without loss of generality, we
assume λIk ≤ λIIk .
Consider a Poisson process with average arrival rate λIIk ,
the arrival rate in the first state of SPP is less than that of the
Poisson process. Thus, the effective bandwidth of the SPP is
less than that of the Poisson process, which can be obtained
by substituting λk = λIIk into (A.1).
APPENDIX B
UPPER BOUND OF THE PACKET DROPPING PROBABILITY
Proof. To derive εhk , we introduce an upper bound of b
d
k (n)
as follows,
bUk (n) =
{
max
(
TfE
B
k (θk)− sthk , 0
)
, if Qk (n) > 0,
0, if Qk (n) = 0,
considering that bUk (n) = b
d
k(n) when Qk (n) ≥ TfEBk (θ)
or Qk (n) = 0, and bUk (n) > b
d
k(n) when 0 < Qk (n) <
TfE
B
k (θk). Then, we can derive an upper bound of E[bdk (n)]
as
E[bUk (n)] = ηk
∫ N0BNckγk
µkP
th
k
0
(TfE
B
k (θk)− sthk )fg(g)dg.
Substituting E[bUk (n)] into (21), we obtain an upper bound of
the packet dropping probability as
εhk ≤
∫ N0BNckγk
µkP
th
k
0
[
1− s
th
k
TfEBk (θk)
]
fg (g) dg, (B.1)
where ηk = Pr{Qk(n) > 0} = E{
∑
i∈Ak
ai (n)}/E[sk(n)] =
E{ ∑
i∈Ak
ai (n)}/[TfEBk (θk)] is applied.
By substituting sthk in (19) and considering (17), we have
sthk
TfEBk (θk)
≈
ln
(
1 +
µkP
th
k gk
N0BNck
)
−
√
Vk
φBNck
f−1Q (ε
c
k)
ln (1 + γk)−
√
Vk
φBNck
f−1Q (ε
c
k)
. (B.2)
Because a packet is dropped only if it will be transmitted in
deep fading, i.e. gk → 0, Vk in (4) approaches 0, and then
(B.2) can be further accurately approximated by
sthk
TfEBk (θk)
≈
ln
(
1 +
µkP
th
k gk
N0BNck
)
ln (1 + γk)
. (B.3)
Substituting (B.3) into (B.1), we obtain the approximation
in (22).
APPENDIX C
PROOF OF THE CONVEXITY OF THE OBJECTIVE FUNCTION
IN (24)
Proof. For the Q-function fQ (x) = 1√2pi
∫∞
x
exp
(
− τ22
)
dτ ,
we have f ′Q (x)
∆
= − 1√
2pi
e−x
2/2 < 0, and f ′′Q (x) =
x√
2pi
e−x
2/2 > 0 when x > 0. Thus, fQ (x) is an decreasing
and strictly convex function when x > 0, i.e. fQ (x) < 0.5.
Since the inverse function of a decreasing and strictly convex
function is also strictly convex [42], f−1Q (ε
c) is strictly convex
when εc < 0.5 (which is true for any application). Hence, the
second term of (24) is strictly convex.
To prove that the first term of (24) is strictly convex, we first
derive its second order derivative. Denote y = − ln (εq) and
z = Tf
Dqmaxλ
> 0. After removing the non-relevant constants,
the first term of (24) can be expressed as f (y) = yln(1+zy) ,
and its second order derivative is derived as
d2f
d(εq)
2 =
(
d2f
dy2
)(
dy
dεq
)2
+
(
df
dy
)(
d2y
d(εq)
2
)
. (C.1)
After some regular derivations, we can obtain that
dy
dεq
= − 1
εq
,
d2y
d(εq)
2 =
(
1
εq
)2
, (C.2)
df
dy
=
(1 + zy) ln (1 + zy)− zy
[ln (1 + zy)]
2
(1 + zy)
, (C.3)
d2f
dy2
=
2z2y − (2z + z2y) ln (1 + zy)
[ln (1 + zy)]
3
(1 + zy)
2 . (C.4)
After substituting (C.2), (C.3) and (C.4) into (C.1), we can
finally obtain that
d2f
d(εq)
2 =
{
(1 + zy)
2
[ln (1 + zy)]
2
− (2z + zy + z2y + z2y2) ln (1 + zy) + 2z2y}×{
[ln (1 + zy)]
3
(1 + zy)
2
(εq)
2
}−1
. (C.5)
Since the denominator is positive, we only need to show
the numerator is positive. Denote the numerator of (C.5) as
fmun(x, z), where x = yz. Then, we have
fmun(x, z) =(1 + x)
2 [ln(1 + x)]
2 − (x+ x2) ln(1 + x)−
[(2 + x) ln(1 + x)− 2x] z. (C.6)
For εq < 10−5, which is true for applications with ultra-high
reliability requirement, y > − ln (10−5) > 10, and then x >
10z. Moreover, (2 +x) ln(1 +x)− 2x > 0,∀x > 0. Then, we
can obtain a lower bound of fmun(x, z) as follows,
fLB(x) =(1 + x)
2 [ln(1 + x)]
2 − (x+ x2) ln(1 + x)−
[(2 + x) ln(1 + x)− 2x]x/10. (C.7)
When x = 0, fLB(x) = 0. To prove fLB(x) > 0,∀x > 0, we
substitute ν = x+1 into (C.7) and prove f ′LB(ν) > 0,∀ν > 1.
It is not hard to derive that
f ′LB(ν) =
20ν2(ln ν)2 + (10ν − 2ν2) ln ν + (3ν − 11)(ν − 1)
10ν
.
(C.8)
Denote the numerator of (C.8) as fLBnum(ν), which equals
zero when ν = 0. Besides,
f ′LBnum(ν) = 40ν(ln ν)
2 + (10 + 36ν) ln ν + 4(ν − 1) > 0,
∀ν > 1.
As a result, f ′LB(ν) > 0, and hence fLB(x) increases with x.
Therefore, we have fLB(x) > 0,∀x > 0. This completes the
proof.
APPENDIX D
PROOF OF THE OPTIMALITY OF THE TWO-STEP METHOD
Proof. Denote an arbitrary feasible solution of problem (23)
and the related transmit power as (ε˜q, ε˜c, ε˜h) and P˜max,
respectively. Given ε˜h, we can obtain the global minimal
transmit power Pmax(ε˜h) ≤ P˜max by solving problem (24),
which is for Poisson arrival process. In the second step, the
global optimal εh
∗
is obtained such that Pmax
∗ ≤ Pmax(ε˜h).
Therefore, Pmax
∗ ≤ P˜max.
APPENDIX E
ACHIEVABLE RATE OVER FREQUENCY-SELECTIVE
CHANNEL
Denote the channel vector on the jth subchannel of
the kth user as hkj ∈ CNt×1. Then, the channel
matrix over frequency-selective channel is equivalent to
a NtN sck × N sck MIMO channel with bandwidth Wc,
i.e., Hk = diag
(
hk1,hk2, ...,hkNsck
)
and HHk Hk =
diag
(
gk1, gk2, ..., gkNsck
)
, where gkj = hHkjhkj is the channel
gain on the jth subchannel allocated to the kth user and also
one of the eigenvalues of HHk Hk. Then, by substituting the
eigenvalues into (96) and (97) in [27], the number of packets
that can be transmitted in one frame can be expressed as (26).
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