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Abstract 
Forecasting of building thermal loads, without the use of simulation software, can be achieved using data from Building Energy 
Management Systems (BEMS). Experience in building load prediction using historical data has shown that data analysis is a key 
factor in order to produce accurate results. This paper examines issues related to the selection of appropriate input variables from 
wider datasets obtained from BEMS sensors. These variables will be introduced to a new data-driven model, which estimates 
building space loads. Results indicate that ambient temperature and relative humidity along with solar radiation are the 
predominant variables that should be considered as input variables to the predictive model.  
© 2015 The Authors. Published by Elsevier Ltd. 
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1. Introduction
The building sector consumes 35% of global final energy use and is responsible for about 17% of total direct
energy-related CO2 emissions from final energy consumers. Space heating, water heating and space cooling account 
for nearly 55% of global building energy use and represent the largest opportunity to reduce buildings energy 
consumption [1]. The use of efficient energy management systems in buildings is expected to generate a maximum 
saving of 8% of the energy consumption in the EU [2]. In order to decrease the energy usage and increase 
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compliance with the European Directives on the energy performance of buildings [3], it is of fundamental 
importance to control efficiently the existing Heating Ventilation and Air Conditioning (HVAC) systems. Predicting 
the load of HVAC systems is important for energy management especially during peak energy demand hours [4]. 
Predictions of building thermal load can be estimated using appropriate simulation software [5] when detailed 
data such as building geometry, occupancy as well as environmental variables are available. In reality, such data are 
often unknown, especially for older buildings, where uncertainty arising from parameter and occupancy estimation 
can lead to significant additional modelling efforts [6]. An alternative way to forecast these loads is to take 
advantage of BEMS recorded data. These data records include underlying information regarding building thermal 
response and can be introduced to data-mining models, which utilise extensive assessment of input and output 
variables, in order to produce accurate predictions [7]. In the context of developing data driven models capable of 
forecasting thermal loads of commercial buildings, pre-analysis of BEMS data, is a prerequisite. 
The contribution of the current paper is to address the task of identifying and prioritising input variables for data-
driven predictive models. To date, input variables are identified by model developers based on a combination of 
domain expertise and performance heuristics. A robust and repeatable approach is described based on a statistical 
analysis of historic performance data, which for commercial buildings is typically available from BEMS. The 
proposed methodology is intended to be broadly applicable, such that it can be applied to any commercial building 
for any global climate. This pre-selection process is critical for the development of predictive models, since the use 
of redundant input variables introduces unnecessary additional complexity during the development and execution of 
the models. A commercial building, located in Cork, Ireland is utilised as a testbed building for the development 
stage of the predictive model. Data are extracted on a time step basis in order to analyse them for the investigation of 
possible correlations between variables. Incomplete datasets are often acquired when extracting the data. In order to 
preclude missing data, a detailed representation of the testbed building is implemented using EnergyPlus [8]. 
2. Background
The most common methods used in the literature to achieve forecasting of building thermal loads are Regression,
Artificial Neural Network (ANN) and Support Vector Machine (SVM). 
Aranda et al. [9] used linear regression models to predict the annual energy consumption in the Spanish banking 
sector. The energy consumption of a single building was predicted as a function of its construction characteristics, 
climatic area and energy performance. Catalina et al. [10] worked on the development of regression models to 
predict monthly heating demand for single-family residential sector. The inputs for the regression models were 
building shape factor, envelope U-value, window to floor area ratio, building time constant and climate. An update 
to the aforementioned work [11], in an attempt to simplify the model to obtain fast predictions, used as inputs the 
building global heat loss, south equivalent surface and difference between indoor and ambient temperature.  
ANNs have been applied to analyse various types of building energy consumption, as well as heating loads. 
Kalogirou et al. [12,13] implemented ANN at an early design stage to predict the required heating load of buildings. 
Input data included the areas and types of windows, walls and floors, roof classification and room temperature. 
Gonzalez and Zamarreno [14] used an ANN approach to predict the hourly energy consumption in buildings. The 
inputs of the network were current and forecasted values of temperature, the current load, the hour and the day.  
SVM models have been used more recently for predicting energy consumption in buildings. Dong et al. [15] were 
the first to introduce the use of SVM for the prediction of the energy consumption of four commercial buildings. The 
input variables were mean outdoor dry-bulb temperature, relative humidity and global solar radiation. Li et al. [16] 
used a SVM model in regression to predict hourly building cooling load for an office building. The outdoor dry bulb 
temperature and solar radiation intensity were the input parameters for this model. A comparison of the developed 
SVM model against a back propagation neural network, a radial basis function neural network and a general 
regression neural network was published by Li et al. [17]. Simulation results indicated that the SVM and general 
regression neural network methods achieved better accuracy. 
The research field related to building thermal loads forecasting has been very active, involving various scientific 
domains. Nevertheless, it is clear from the literature that little attention has been given to the justification of the 
selection of the input variables to their predictive models. Hence, the investigation of which variables and why 
should be considered as inputs to such a model, should be a priority towards the development stage of the model. 
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3. Methodology
The process of data analysis to detect interrelationship between variables within the current research consists of
three stages: (1) the examination of the distribution of each variable (e.g. adhering to a Gaussian distribution), (2) 
investigation of linear correlation by calculating Pearson correlation coefficient, and (3) investigation of monotonic 
correlation by calculating Spearman correlation coefficient. 
The initial task of the data analysis process is the selection of BEMS variables to be assessed. All of the variables 
are selected based on the sensors already installed at the testbed building. These variables are divided into two 
categories, input and output variables. Inputs are the ones introduced to the predictive model and outputs are the 
thermal loads, which will be forecasted from the model. Selection of input variables is validated with the 
implementation of widely known statistical techniques, which reveals the existence and importance of correlation 
with the output variables. Data analysis is based on simulated data obtained by an EnergyPlus model of the testbed 
building, due to the fact that available measured data was for a period of less than one year. Furthermore, the use of 
simulated data precludes the possibility of dealing with incomplete data sets that are often acquired when extracting 
recorded data in BMS systems. The EnergyPlus model provides one year simulated data at 15-minute intervals. The 
examination of the correlation between input and output variables was carried out with the use of two different 
weather data files from Cork, Ireland and London, United Kingdom, available from EnergyPlys [2]. The Cork data 
includes two years of data, 2011 and 2012, whereas London data is based on nine years data from 1983 until 1991. 
3.1. Testbed Building Description 
The NIMBUS building [18] is a two storey quadrangle-type office building located in Cork, Ireland. It has a low 
pitch roof varying in height from 7.7 to 8.7 m and the ratio of transparent to opaque envelope is approximately 34 
%. A view of the building and the EnergyPlus model are shown in Figure 1. The heating system of the building 
incorporates a 50 kW electrical / 82 kW thermal combined heat and power (CHP) unit, two gas boilers of 175 kW, a 
2000 litre water calorifier. Radiators are used to distribute the heat. An extensive network of meters and sensors has 
been deployed to facilitate measurement and necessary data collection for the control and monitoring of electrical 
and thermal systems. These measurements together with relevant information about gas and electricity power 
consumption measurements and prices, as well as thermal/electrical loads and weather forecast, are available from 
the Supervisory Control and Data Acquisition System and the BEMS. 
Figure 1. (a) NIMBUS building; (b) EnergyPlus model of NIMBUS building. 
3.2. Data Analysis 
The procedure followed for analysing the data and examining the existence of a correlation between input and 
output variables was based on statistical techniques. Initially the selected input and output variables were tested to 
check if they follow a Gaussian distribution. This was achieved with the use of statistical tests [19]. Next, the 
existence of a linear correlation between input and output variables was investigated by performing a Pearson 
correlation [20], which measures the linearity between paired data. In a sample of data, it is denoted by rP and is 
constrained between -1 and 1, where positive values denote positive linear correlation, while negative values denote 
negative linear correlation and a value of zero denotes no linear correlation. The correlation coefficient does not 
relate to the gradient beyond sharing its positive or negative sign. The strength of correlation can be verbally 
described using the following guide for the absolute value of rP where: 0.00–0.19 represents “very weak”, 0.20–0.39 
represents “weak”, 0.40–0.59 represents “moderate”, 0.60–0.79 represents “strong” and 0.80–1.00 represents “very 
strong” correlation. 
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Furthermore, the existence of monotonic relationships can be identified as well through the Spearman correlation 
coefficient [20]. The Spearman correlation coefficient is a statistical measure of the strength of a monotonic 
relationship between paired data and is denoted by rS. The principles of Spearman correlation are the same as the 
Pearson correlation coefficient. 
The statistical analysis was carried outing using of the IBM SPSS Statistics 20 software [21]. Input variables 
were grouped according to weather data and indoor variables, as given in Table 1. Heating load of the testbed 
building is the output variable and as an extra output, the variable of gas consumption is examined regarding its 
correlation to heating load. 
Table 1. Input variables under examination. 
Weather Data Indoor Data 
Ambient Temperature Zone Air Temperature 





Zone CO2 level 
3.3. Selection of Input Variables 
The selection process of the input variables that will be introduced to the predictive model is based on the 
calculated Pearson and Spearman correlations between input and output variables. Absolute values of the calculated 
Pearson and Spearman coefficients are used to simplify this process. Only “moderate”, “strong” and “very strong” 
relationships are of interest, hence the threshold value for introducing an input variable to the predictive model is 
0.5. It is important to select carefully the input variables in order to avoid unnecessary increases in the complexity 
during the development of the model. 
4. Results and Discussion
The first task of the data analysis was the examination of the hypothesis that individual parameters follow a
Gaussian (normal) distribution. The results are illustrated in Table 2, for the Cork and London weather data. It can 
be seen that certain variables are normally distributed, including Ambient Temperature, Zone Air Temperature and 
Zone Relative Humidity. In addition, the results reveal that the distribution is not influenced by the different weather 
data. The only variable that is not consistent is Wind Speed. 
Table 2. Normality Tests results for input and output variables. 
Variable Normally distributed, Cork W.D. Normally distributed, London W.D. 
Ambient Temperature YES YES 
Ambient Relative Humidity NO NO 
Wind Speed YES NO 
Solar Radiation NO NO 
Sky Clearness NO NO 
Zone Air Temperature YES YES 
Zone Relative Humidity YES YES 
Zone CO2 level NO NO 
Zone Occupancy NO NO 
Heating Load NO NO 
Gas Consumption NO NO 
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The next step was the examination of linear correlation using the Pearson correlation analysis and the results are 
shown in Table 3. Both normally and non-normally distributed variables were included in the examination process 
in order to apprehend the linear relationship between all variables. 
Table 3. Absolute values of Pearson correlation coefficient results. 
Variable 1 Variable 2 Cork W.D. Cork W.D. London W.D. London W.D.
rP Qualitatively rP Qualitatively 
Solar Radiation Sky Clearness 0.920 very strong 0.911 very strong 
Zone CO2 level Zone Occupancy 0.838 – 0.870 very strong 0.790 – 0.835 very strong 
Zone Air Temperature 
Zone Air Temperature 
Zone Air Temperature 







Ambient Relative Humidity 
Gas Consumption 
Ambient Temperature 
Zone Air Temperature 
0.600 – 0.770 
0.549 – 0.724 
0.515 – 0.637 
0.572 – 0.721 
0.628 
0.753 
0.675 – 0.892 
strong 
moderate to strong 
moderate to strong 




0.839 – 0.914 
0.531 – 0.644 
0.579 – 0.586 
0.564 – 0.737 
0.365 
0.369 
0.311 – 0.371 
strong 
moderate to strong 
moderate to strong 




The Pearson coefficient indicates a correlation between well-established variable pairs, including Solar Radiation 
with Sky Clearness and Zone Occupancy with Zone CO2 levels. The correlation of Heating Load and Gas 
Consumption with other variables is “strong” when Cork weather data is used but is “weak” when London weather 
data is applied. The lack of consistency when using different weather data implies that the correlation may be 
monotonic instead of linear. To clarify if this case is valid, a Spearman analysis is performed. The outcome of the 
examination for monotonic relationships between data is displayed in Table 4. 
Table 4. Absolute values of Spearman correlation coefficient results. 
Variable 1 Variable 2 Cork W.D. Cork W.D. London W.D. London W.D.
rS Qualitatively rS Qualitatively 
Solar Radiation Sky Clearness 0.885 very strong 0.916 very strong 
Zone CO2 level Zone Occupancy 0.678 – 0.751 strong 0.678 – 0.752 Strong 
Zone Air Temperature 
Zone Air Temperature 
Zone Air Temperature 







Ambient Relative Humidity 
Gas Consumption 
Ambient Temperature 
Zone Air Temperature 
0.570 – 0.764 
0.572 – 0.769 
0.455 – 0.690 
0.601 – 0.742 
0.864 
0.820 
0.660 – 0.880 
moderate to strong 
moderate to strong 





0.802 – 0.915 
0.512 – 0.681 
0.540 – 0.661 
0.522 – 0.742 
0.835 
0.790 
0.311 – 0.371 
very strong 
moderate to strong 
moderate to strong 




Based on the Spearman analysis, the existence of correlation between variables that had been discovered with 
Pearson coefficient is verified. Table 4 reveals that the correlation between Heating Load and Gas Consumption can 
be better described as a monotonic one, since results yield a “moderate” to “strong” correlation. Another interesting 
finding from the Spearman analysis is the correlation between Heating Load and Ambient Temperature, which is 
consistent. The relationship between Gas Consumption and Zone Air Temperature is not consistent when changing 
the location, but the fact that there is a “strong” to “very strong” correlation for one of them cannot be neglected. 
Through this analysis, two pairs of input variables that include double-information were identified. Sky Clearness 
and Solar Radiation is the first one. These two variables have a “very-strong” correlation, but this was expected 
since when the sky is clear, higher solar radiation reaches the building. Heating Load and Gas Consumption is the 
second pair of variables. Initial results from the Pearson correlation coefficient indicated that using different weather 
data can interfere with their linear correlation. A deeper analysis of the Spearman correlation coefficient revealed 
nevertheless that they have a “very-strong” monotonic correlation.  
3006   Dimitrios-Stavros Kapetanakis et al. /  Energy Procedia  78 ( 2015 )  3001 – 3006 
5. Conclusions
It is clearly shown that the variables that affect Heating Load are Ambient Temperature, Ambient Relative
Humidity and Solar Radiation. Moreover, the relationship between Zone Air Temperature and Heating Load 
requires deeper examination, since this might be a critical variable for the predictive model. To summarise, the input 
variables under consideration for the predictive model are Ambient Temperature, Ambient Relative Humidity and 
Solar Radiation, while Zone Air Temperature will be further assessed. Future research plans include the application 
of the methodology to different types of commercial buildings in various climates in order to investigate the 
existence of a pattern related to the selection of input variables.  
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