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Abstract
Machine learning has achieved remarkable results in recent years due to the increase
in the number of data and the development of computational resources. However,
despite such excellent performance, machine learning models often suffer from
the problem of over-fitting. Many data augmentation methods have been proposed
to tackle such a problem, and one of them is called Mixup. Mixup is a recently
proposed regularization procedure, which linearly interpolates a random pair of
training examples. This regularization method works very well experimentally, but
its theoretical guarantee is not fully discussed. In this study, we aim to find out why
Mixup works well from the aspect of computational learning theory. In addition,
we reveal how the effect of Mixup changes in each situation. Furthermore, we also
investigated the effects of changes in the Mixup’s parameter. This contributes to
the search for the optimal parameters and to estimate the effects of the parameters
currently used. The results of this study provide a theoretical clarification of when
and how effective regularization by Mixup is.
1 Introduction
Machine learning has achieved remarkable results in recent years due to the increase in the number of
data and the development of computational resources. However, despite such excellent performance,
machine learning models often suffer from the problem of over-fitting. In recent years, a concept
called Mixup ([22]) or BC-Learning ([17]) has attracted attention as one of the powerful regularization
methods for machine learning models. The main idea of these regularization methods is to prepare
(x˜i j, y˜i j) = (λxi +(1−λ )x j,λyi +(1−λ )y j) mixed with random pairs (xi,x j) of input vectors
and their corresponding labels (yi,y j) and use them as training data. This regularization method is
very powerful and has been applied in various fields such as image recognition ([16, 9]) or speech
recognition ([13, 20]). Despite these strong experimental results, there is not enough discussion about
why this method works well.
In this paper, we give theoretical guarantees for regularization by Mixup and reveal how the effect of
regularization changes in each setting. Our main idea is that there must be some different quantities
before and after the regularization. We focus on the Rademacher complexity, a measure of model
richness, as such a quantity. In other words, the model’s complexity should change with the Mixup
regularization, and by observing how these changes, we can theoretically clarify the effects of Mixup.
Furthermore, we also investigated the effects of changes in the Mixup’s parameter λ . This contributes
to the search for the optimal parameters and to estimate the effects of the parameters currently used.
To summarize our results, Mixup regularization leads to the following effects:
• For linear classifiers, the effect of regularization is higher when the sample size is small,
and the sample standard deviation is large.
• For neural networks, the effect of regularization is higher when the number of samples is
small, and the training dataset contains outliers.
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• When the parameter λ is close to 0 or 1, Mixup can reduce the variance of the estimator, but
this will be affected by bias.
• When the parameter λ has near the optimal value, Mixup can reduce both the bias and
variance of the estimator.
Particularly, while neural networks have vibrant representational power due to their ability to approxi-
mate complex functions, they are prone to over-fitting into training samples ([11, 4]). In other words,
it approximates a function that fits well for unusual samples that occur accidentally in the training
sample B. Many data augmentation methods, including Mixup, have been proposed to tackle this
problem ([19, 23, 1]). However, most of the methods for such data augmentation are heuristics, and
theoretical discussions are insufficient. We believe that the theoretical verification of such a powerful
regularization method, which has been regarded as a black-box, will lead to further applications and
development of the method.
2 Related Works
2.1 Mixup Variants
Mixup is originaly proposed by Xu et al. [20]. The main idea of these regularization methods is to
prepare (x˜i j, y˜i j) = (λxi +(1−λ )x j,λyi +(1−λ )y j) mixed with random pairs (xi,x j) of input
vectors and their corresponding labels (yi,y j) and use them as training data, where λ ∼ Beta(α,α),
for α ∈ (0,∞).
Because of its power and ease of implementation, several variants have been studied. Verma et al.[18]
proposed the Manifold Mixup, which is a method to mix up the output of an intermediate layer if
neural networks (including the input layer) instead of the input data. Berthelot et al.[3] proposed
MixMatch, a heuristic method that combines the ideas of Mixup and semi-supervised learning. There
are several other variants, but many of them are heuristic methods and have insufficient theoretical
explanations ([21, 12, 15]).
2.2 Rademacher Complexities Bounds
Rademacher complexity measures richness of a class of real-valued functions with respect to a
probability distribution, and the relative generalization error bound using this is a very useful
tool ([2, 7]).
In recent years, it has been applied not only to simple function classes but also to complex functions
such as neural networks ([14, 6]). Such studies can be handy tools for investigating the learnability
and convergence rates of machine learning models.
3 Notations and Preliminaries
We consider a binary classification problem in this paper. However, our analysis can easily be applied
to a multi-class case.
LetX be the input space, Y = {−1,+1} be the output space, and C be a set of concepts we may
wish to learn, called concept class. We assume that each input vector x ∈ Rd is of dimension d. We
also assume that examples are independently and identically distributed (i.i.d) according to some
fixed but unknown distribution D.
Then, the learning problem formulated as follows: we consider a fixed set of possible concepts H,
called hypothesis set. We receives a sample B = (x1, . . . ,xn) drawn i.i.d. according to D as well as
the labels (c(x1), . . . ,c(xn)), which are based on a specific target concept c ∈ C :X 7→Y . Our task
is to use the labeled sample B to find a hypothesis hB ∈ H that has a small generalization error with
respect to the concept c. The generalization errorR(h) is defined as follows.
Definition 1. (Generalization error) Given a hypothesis h ∈H, a target concept c ∈ C , and unknown
distribution D, the generalization error of h is defined by
R(h) = Ex∼D
[
1h(x)6=c(x)
]
, (1)
2
where 1ω is the indicator function of the event ω .
The generalization error of a hypothesis h is not directly accessible since both the underlying
distribution D and the target concept c are unknown Then, we have to measure the empirical error of
hypothesis h on the observable labeled sample B. The empirical error Rˆ(h) is defined as follows.
Definition 2. (Empirical error) Given a hypothesis h ∈ H, a target concept c ∈ C , and a sample
B = (x1, . . . ,xn), the empirical error of h is defined by
Rˆ(h) =
1
n
n
∑
i=1
1h(xi)6=c(xi). (2)
In learning problems, we are interested in how much difference there is between empirical and
generalization errors. Therefore, in general, we consider the relative generalization error Rˆ(h)−R(h).
The Rademacher complexity and the learning bound using it can be used to provide useful information
about the relative generalization error.
Definition 3. (Empirical Rademacher complexity) Given a hypothesis set H and a sample B =
(x1, . . . ,xn), the empirical Rademacher complexity of H is defined as:
RˆB(H) = Eσ
[
sup
h∈H
1
n
n
∑
i=1
σih(xi)
]
, (3)
where σ = (σ1, . . . ,σn)T with Rademacher variables σi ∈ {−1,+1} which are independent uniform
random variables.
Definition 4. (Rademacher complexity) Let D denote the distribution according to which samples
are drawn. For any sample size n ≥ 1, the Rademacher complexity of H is the expectation of the
empirical Rademacher complexity over all samples of size n drawn according to D:
Rn(H) = EB∼Dn
[
RˆB(H)
]
. (4)
Intuitively, this discribes the richeness of hypothesis class H.
The Rademacher complexity is a very useful tool for investigating hypothesis class H. By the
following theorem, we can quantify the relative generalization error.
Theorem 1. Given a hypothesis h ∈ H and the distribution D over the input spaceX , we assume
that RˆB(H) is the empirical Rademacher complexity of the hypothesis class H. Then, for any δ > 0,
with probability at least 1−δ over a sample B of size n drawn according to D, each of the following
holds for any h ∈ H:
R(h)− Rˆ(h) ≤ Rˆn(H)+
√
log 1δ
2m
(5)
R(h)− Rˆ(h) ≤ RˆB(H)+3
√
log 2δ
2m
. (6)
For a proof of this theorem, see Appendix A. This theorem provides a generalization bound based
on the Rademacher complexity. We can see that this bound is data-dependent due to the empirical
Rademacher complexity RˆB(H) is a function of the specific sample B.
From the above discussion, we can see that if we can quantify the change of empirical Rademacher
complexity before and after Mixup, we can evaluate the relative generalization error of the hypothesis
class H. Our main idea is to clarify the effects of the Mixup regularization by examining how these
Rademacher complexity changes before and after regularization. Note that we are not interested in
the tightness of the bound, but only in the difference in the bound.
4 Complexity Reduction of Linear Classifiers with Mixup
In this section, we assume that H` is a class of linear functions:
h(x) ∈ H` =
{
x 7→wTx ∣∣ w ∈ Rd , ‖w‖2 ≤ Λ}, (7)
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Figure 1: The relationship between RˆB(H`)− Rˆ∗B(H`) and the number of samples n and variance
σ2 when Mixup is applied. Each data point was sampled from the normal distribution N (0,σ2)
and the constant part was set to 1. It can be seen that as the number of samples n increases, the
effect of complexity mitigation by Mixup decreases. We also find that the greater the variance in the
distribution of the data, the higher the effect of Mixup.
where w is the weight vector and Λ is a constant that regularizes the L2 norm of the weight vector.
The following theorem provides a relaxation of the Rademacher complexity of the linear classifier by
Mixup.
Theorem 2. Given a hypothesis set H` and a sample B = (x1, . . . ,xn), we assume that RˆB(H`)
is the empirical Rademacher complexity of the hypothesis class H` and Rˆ∗B(H`) is the empirical
Rademacher complexity of H` when Mixup is applied. The difference between the two Rademacher
complexity RˆB(H`)− Rˆ∗B(H`) is less than or equal to a constant multiple of the sample variance of
the norm of the input vectors:
RˆB(H`)− Rˆ∗B(H`)≤
CΛλ√
n
√
S2‖x‖2, (8)
where CΛλ is a constant that depends on the parameter λ of Mixup and S
2 is the sample variance
computed from the sample set.
As can be seen from the equation, the complexity relaxation by Mixup decreases as the number of
samples n increases (this can be seen by taking the right-hand side of the theorem to the limit for n,
see Figre 1).
Proof. Let x˜i = Ex j [λxi+(1−λ )x j] be the expectation of the linear combination of input vectors
by Mixup, where λ is a parameter in Mixup and is responsible for adjusting the weights of the two
vectors. Then, we have
RˆB(H`)− Rˆ∗B(H`) ≤
Λ
n
(
n
∑
i=1
‖xi‖22
) 1
2
− Λ
n
(
n
∑
i=1
∥∥∥∥∥Ex j[λxi+(1−λ )x j]
∥∥∥∥∥
2
2
) 1
2
(9)
=
Λ|1−λ |√
n
(
S2(‖x‖2)+‖x¯‖22−‖x¯‖22
) 1
2
(10)
=
Λ|1−λ |√
n
√
S2(‖x‖2)≥ 0, (11)
where µx is the population mean of the distribution D. Here, let CΛλ = Λ|1−λ | and we can obtain
Eq (8).
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Figure 2: The relationship between RˆB(HL,WL)− Rˆ∗B(HL,WL) and the number of samples n and the
noise of the outliers . When there are extreme outliers in the sample, we can see that Mixup allows
the neural network to make robust estimation. In addition, we can see that the effect of regularization
decreases as the sample size n increases.
For a complete proof, see Appendix B.
The above results are in line with our intuition and illustrate well how Mixup depends on the shape of
the data distribution. In the next section, we discuss neural networks as a more general application
destination for Mixup.
5 Complexity Reduction of neural networks with Mixup
Let HL,WL be the function class of a neural network with the L layer and ReLU as the activation
function.
h(x) ∈ HL,WL =
{
h : ‖v‖2 = 1,
L
∏
i=1
‖Wi‖F ≤WL
}
, (12)
whereWi is the weight matrix, v ∈ RML represents the normalized linear classifier operating on the
output of the neural networks with input vector x and ‖A‖F is the Frobenius norm of the matrix
A= (ai j).
‖A‖F =
√
∑
i j
a2i j.
The following theorem provides relaxation of the Rademacher complexity of the neural network by
Mixup.
Theorem 3. Given a hypothesis set HL,WL and a sample B = (x1, . . . ,xn), we assume that
RˆB(HL,WL) is the empirical Rademacher complexity of the hypothesis class HL,WL and Rˆ
∗
B(HL,WL)
is the empirical Rademacher complexity of HL,WL when Mixup is applied. In addition, we assume that
each sample xi occurs with the population meanµx plus the some noise i. In other words, we assume
that xi =µx+i. The difference between the two Rademacher complexity RˆB(HL,WL)−Rˆ∗B(HL,WL)
is less than or equal to a constant multiple of the maximum value of noise in a sample of training
data when the number of samples n is sufficiently large:
RˆB(HL,WL)− Rˆ∗B(HL,WL)≤
CLλ√
n
max
i
‖i‖, (13)
where CLλ is a constant that depends on the parameter λ of Mixup and the number of layers L of
neural networks.
This theorem shows that Mixup regularization for neural networks is more effective when there are
outliers in the sample.
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Figure 3: Beta distribution Beta(α,α) for each α . From this figure, it can be seen that when α = 1,
it is equivalent to a uniform distribution, and when α > 1, it becomes bell-shaped. we can also see
that when α < 1, sampled λ is close to 0 or 1.
Proof. The upper bound of the Rademacher complexity of the neural network with ReLU as the
activation function and regularization by the constantWL for the norm of each weight is suppressed
as follows ([14]):
RˆB(HL,WL)≤
1√
n
2L+
1
2WL max
i
‖xi‖. (14)
Rademacher complexity of HL,WL with Mixup is
Rˆ∗B(HL,WL) ≤
1√
n
2L+
1
2WL max
i
‖E j[λxi+(1−λ )x j]‖
≤ 1√
n
2L+
1
2WL max
i
{
λ‖xi‖+(1−λ )‖E j[x j]‖
}
. (15)
Then,
RˆB(HL,WL)− Rˆ∗B(HL,WL) ≤
1√
n
2L+
1
2WL max
i
{
‖xi‖− (λ‖xi‖+(1−λ )‖E j[x j]‖
}
=
1−λ√
n
2L+
1
2WL max
i
{
‖µx+i‖−‖x¯‖
}
≤ 1−λ√
n
2L+
1
2WL max
i
{
‖µx‖+‖i‖−‖x¯‖
}
(16)
=
1−λ√
n
2L+
1
2WL max
i
‖i‖. (17)
The inequality in Eq (16) is guaranteed by the subadditivity nature of the norm, and the equality
in Eq (17) is guaranteed by the law of large numbers. Here, let CLλ = (1−λ )2L+
1
2WL and we can
obtain Eq (13).
For a complete proof, see Appendix B.
While neural networks have wealthy representational power due to their ability to approximate
complicated functions, they are prone to over-fitting into training samples. In other words, it
approximates a function that fits well for unusual examples that occur accidentally in the training
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Figure 4: Experimental results for CIFAR-10 dataset.We use ResNet-18 as a classifier and apply
Mixup with each parameter α for λ ∼ Beta(α,α). Left: Learning curve of ResNet-18 with Mixup.
The generalization performance is higher when the parameter α is small value. Right: Plot of train
loss, test loss, and their differences for each α . We can see that when the value of parameter α is
small, the difference between train loss and test loss is small.
sample B. While these hypotheses are entirely natural, the data augmentations that have been proposed
to resolve them are often heuristic, and their theoretical discussion is inadequate. However, according
to the above theorem, Mixup corrects the neural networks to allow robust learning for outliers with
accidentally large noise  in the training sample B.
6 The Optimal Parameters of Mixup
In this section, we consider the optimal parameter of Mixup. The parameter λ is responsible for
adjusting the weights of the linear connections between the input vectors. Here, we let the parameter
λ ∈ (0,1). From Equations (11) and (17), we can see that a large 1−λ has a good regularization
effect. In other words, if the weight of one input vector is more extreme than the other, the Mixup
effect is more significant. By swapping i and j, we can see that λ should be close to 0 or 1.
In the original Mixup paper ([22]), the parameter λ is sampled from the Beta distribution Beta(α,α),
where α is another parameter. Figure 3 shows some shapes of the Beta distribution changing α .
From this figure, we can see that when α < 1, λ is sampled such that one of the input vectors has a
high weight (in other words, λ is close to 0 or 1). We treated λ as a constant in the above discussion,
but if we treat it as a random variable λ ∼ Beta(α,α), we can obtain the following:
E[λ ] =
α
α+α
=
1
2
,
Var(λ ) =
α2
(α+α)2(α+α+1)
=
α2
4α2(2α+1)
=
1
4(2α+1)
,
where α > 0. Since the E[λ ] is a constant, we can see that when the weight parameter λ is close to 0
or 1, α is expected to be close to 0.
Figure 4 shows the experimental results for CIFAR-10 ([10]). We use ResNet-18 ([8]) as a classifier
and apply Mixup with each parameter α for λ ∼ Beta(α,α). The left side of Figure 4 shows the
learning curve of the classifier with Mixup for each parameter α . This shows that the generalization
performance is higher when the parameter α is a small value. The right side of Figure 4 shows a plot
of the training loss and test loss of the classifier and their differences for each α . We can see that
when the value of parameter α is small, the difference between train loss and test loss is small. To
summarize the above discussion:
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• When the λ is close to 0 or 1, Mixup can reduce the variance of the estimator, but this will
be affected by bias.
• When the λ has near the optimal value, Mixup can reduce both the bias and variance of the
estimator.
7 Conclusion and Discussion
In this paper, we provided a theoretical analysis of Mixup regularization for linear classifiers and
neural networks with ReLU activation functions. Our results show that a theoretical clarification of
when and how effective regularization by Mixup is. To summarize our results, Mixup regularization
leads to the following effects:
• For linear classifiers, the effect of regularization is higher when the sample size is small,
and the sample standard deviation is large.
• For neural networks, the effect of regularization is higher when the number of samples is
small, and the training dataset contains outliers.
• When the parameter λ is close to 0 or 1, Mixup can reduce the variance of the estimator, but
this will be affected by bias.
• When the parameter λ has near the optimal value, Mixup can reduce both the bias and
variance of the estimator.
We believe that the theoretical verification of such a powerful regularization method, which has been
regarded as a black-box, will lead to further applications and development of the method.
Our future work includes considering whether similar arguments can be made for some variants of
Mixup ([18, 3, 21, 12, 15]). Because of the simplicity of the idea and ease of implementation, there
are many variants of Mixup, but most of them are heuristic approaches.
Also, Tokozume et al.[17] suggests that BC-Leaning, a concept roughly equivalent to Mixup, behaves
in a way that increases the Fisher’s criterion ([5]). This claim is impressive, and they provide
experimental support for this hypothesis, but the theoretical arguments are insufficient. It is worth
considering to show theoretically that data augmentation by Mixup contributes to the increase of
Fisher’s criterion, and to clarify how much this changes the value.
We believe it would be useful to divert the discussion we have had in this paper to clarify whether
such modifications really improve Mixup and, if so, to what extent.
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A Rademacher Complexities Bounds
A.1 Theorem 1
Lemma 1. Let G : Z = X ×Y 7→ [0,1] be a family of functions. Then, for any δ > 0, with
probability at least 1−δ , the following holds for all g ∈ G :
E
[
g(z) ≤ 1
n
n
∑
i=1
g(zi)+2Rn(G)+
√
log 1δ
2m
]
(18)
E
[
g(z) ≤ 1
n
n
∑
i=1
g(zi)+2RB(G)+3
√
log 2δ
2m
]
. (19)
Proof. (Lemma 1) For any sample B = (z1, . . . ,zn) and for any g ∈ G , we denote by EˆB[g] the
empirical average of g over B : EˆB[g] = 1n ∑
n
i=1 g(zi). We define the function Φ(·) for any sample B
as follows:
Φ(B) = sup
g∈G
E[g]− EˆB[g]. (20)
Let B and B′ be two samples differing by exactly one point, which mean zn ∈ B∧ zn /∈ B′ and
z′n ∈ B′∧z′n /∈ B. Then, we have
Φ(B′)−Φ(B) ≤ sup
g∈G
EˆB[g]− EˆB′ [g] = sup
g∈G
g(zn)−g(z′n)
n
≤ 1
n
(21)
Φ(B)−Φ(B′) ≤ sup
g∈G
EˆB′ [g]− EˆB[g] = sup
g∈G
g(z′n)−g(zn)
n
≤ 1
n
(22)
∴
∣∣∣Φ(B)−Φ(B′)∣∣∣ ≤ 1
n
. (23)
Then, by McDiarmid’s inequality, for any δ > 0, with probability at least 1− δ2 , the following holds:
Φ(B) ≤ EB[Φ(B)]+
√
log 2δ
2n
(24)
EB[Φ(B)] ≤ Eσ,B,B′
[
sup
g∈G
1
n
n
∑
i=1
σi(g(z′i)−g(zi))
]
(25)
= 2Eσ,B
[
sup
g∈G
1
n
n
∑
i=1
σig(zi)
]
= 2Rn(G ). (26)
Then, using MacDiarmid’s inequality, with probability 1− δ2 the following holds:
Rn(G )≤ RˆB(G )+
√
log 2δ
2n
. (27)
Finally, we use the union bound and we can have the result of this lemma.
Lemma 2. Let H be a family of functions taking values in {−1,+1} and let G be the fam-
ily of loss functions associated to H: G = {(x,y) 7→ 1h(x)6=y : h ∈ H}. For any samples B =
((x1,y1), . . . ,(xn,yn)), let SX denote the its projection over X :SX = (x1, . . . ,xn). Then, the
following relation holds between the empirical Rademacher complexities of G and H:
RˆB(G ) =
1
2
RˆSX (H). (28)
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Proof. (Lemma 2) For any sample B = ((x1,y1), . . . ,(x2,y2)) of elements inX ×Y , the empirical
Rademacher complexity of G can be written as:
RˆB(G ) = Eσ
[
sup
h∈H
1
n
n
∑
i=1
σi1h(xi)6=yi
]
(29)
=
1
2
Eσ
[
sup
h∈H
1
n
n
∑
i=1
σih(xi)
]
(30)
=
1
2
RˆSX (H). (31)
Proof. (Theorem 1) From Lemma 1 and Lemma 2, we can have the result of Theorem 1 immediately.
B Proof of the Complexity Reduction
In this section, we show the proofs of the theorems of the Rademacher complexity reduction. First
we prove the theorem on linear discriminators, then we prove the theorem on neural networks.
B.1 Theorem 2
Proof. By the Definition 3, empirical Rademacher complexity of h(x) =wTx is as follows:
RˆB(H) = Eσ
[
1
n
sup
‖w‖2≤Λ
n
∑
i=1
σiwTxi
]
= Eσ
[
1
n
sup
‖w‖2≤Λ
wT
n
∑
i=1
σixi
]
=
1
n
Eσ
[
sup
‖w‖2≤Λ
wT
n
∑
i=1
σixi
]
=
1
n
Eσ
[
Λ
∥∥∥∥∥ n∑i=1σixi
∥∥∥∥∥
2
]
(∵ Cauchy–Schwarz’s inequality)
≤ Λ
n
(
Eσ
[∥∥∥∥∥ n∑i=1σixi
∥∥∥∥∥
2
2
]) 1
2
(∵ Jensen’s inequality)
=
Λ
n
(
n
∑
i=1
‖xi‖22
) 1
2
. (32)
Let x˜i = Ex j [λxi +(1− λ )x j] be the expectation of the linear combination of input vectors by
Mixup, where λ is a parameter in Mixup and is responsible for adjusting the weights of the two
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vectors. Then, we have
Rˆ∗B(H) =
Λ
n
(
n
∑
i=1
‖x˜i‖22
) 1
2
=
Λ
n
(
n
∑
i=1
∥∥∥∥∥Ex j[λxi+(1−λ )x j]
∥∥∥∥∥
2
2
) 1
2
=
Λ
n
(
n
∑
i=1
∥∥∥∥∥λxi+(1−λ )Ex j[x j]
∥∥∥∥∥
2
2
) 1
2
(∵ Linearity of expectation)
≤ Λ
n
(
n
∑
i=1
(
‖λxi‖22+
∥∥∥(1−λ )Ex j [x j]∥∥∥22)
) 1
2
(∵ Subadditivity of norm)
=
Λ
n
(
λ 2
n
∑
i=1
‖xi‖22+(1−λ )2
n
∑
i=1
∥∥∥Ex j [x j]∥∥∥22
) 1
2
. (33)
From Eq (32) and Eq (33), we can have
RˆB(H)− Rˆ∗B(H) ≤
Λ
n
(
n
∑
i=1
‖xi‖22−λ 2
n
∑
i=1
‖xi‖22− (1−λ )2
n
∑
i=1
∥∥∥Ex j [x j]∥∥∥22
) 1
2
≤ Λ
n
(
(1−λ )2
n
∑
i=1
‖xi‖22− (1−λ )2
n
∑
i=1
∥∥∥Ex j [x j]∥∥∥22
) 1
2
=
Λ|1−λ |
n
(
n
∑
i=1
‖xi‖22−
n
∑
i=1
∥∥∥Ex j [x j]∥∥∥22
) 1
2
(34)
=
Λ|1−λ |√
n
(
1
n
n
∑
i=1
‖xi‖22−
1
n
n
∑
i=1
‖x¯‖22
) 1
2
(∵ i.i.d.) (35)
=
Λ|1−λ |√
n
(
S2(‖x‖2)+‖x¯‖22−‖x¯‖22
) 1
2
(36)
=
Λ|1−λ |√
n
√
S2(‖x‖2)≥ 0. (37)
B.2 Theorem 3
Proof. By the upper bound of [14], empirical Rademacher complexity of h(x) ∈ HL,WL is as follows:
RˆB(HL,WL)≤
1√
n
2L+
1
2WL max
i
‖xi‖. (38)
Let x˜i = Ex j [λxi +(1− λ )x j] be the expectation of the linear combination of input vectors by
Mixup, where λ is a parameter in Mixup and is responsible for adjusting the weights of the two
vectors. Then, we have
Rˆ∗B(HL,WL) ≤
1√
n
2L+
1
2WL max
i
‖E j[λxi+(1−λ )x j]‖
=
1√
n
2L+
1
2WL max
i
‖λxi+(1−λ )E j[x j]‖
≤ 1√
n
2L+
1
2WL max
i
{
λ‖xi‖+(1−λ )‖E j[x j]‖
}
. (∵ Subadditivity of norm)
(39)
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From (38) and (39), we can have
RˆB(HL,WL)− Rˆ∗B(HL,WL) ≤
1√
n
2L+
1
2WL max
i
{
‖xi‖2− (λ‖xi‖2+(1−λ )‖E j[x j]‖2
}
=
1√
n
2L+
1
2WL max
i
{
(1−λ )‖xi‖2− (1−λ )‖x¯‖2
}
=
1−λ√
n
2L+
1
2WL max
i
{
‖xi‖2−‖x¯‖2
}
=
1−λ√
n
2L+
1
2WL max
i
{
‖µx+i‖2−‖x¯‖2
}
≤ 1−λ√
n
2L+
1
2WL max
i
{
‖µx‖2+‖i‖2−‖x¯‖2
}
(∵ Subadditivity of norm)
=
1−λ√
n
2L+
1
2WL max
i
‖i‖2 (∵ Law of large numbers) (40)
≥ 0 (∵ 1−λ ≥ 0,‖i‖2 ≥ 0).
Eq (40) is supported by the law of large numbers.
lim
n→∞P
(∣∣∣X¯−µ‖> ε)= 0 (∀ε > 0). (41)
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