Whenever eye movements are measured, a central part of the analysis has to do with where subjects fixate, and why they fixated where they fixated. To a first approximation, a set of fixations can be viewed as a set of points in space: this implies that fixations are spatial data and that the analysis of fixation locations can be beneficially thought of as a spatial statistics problem. We argue that thinking of fixation locations as arising from point processes is a very fruitful framework for eye movement data, helping turn qualitative questions into quantitative ones.
Eye movement recordings are some of the most complex data available to behavioural scientists. At the most basic level they are long sequences of measured eye positions, a very high dimensional signal containing saccades, fixations, micro-saccades, drift, and their myriad variations (Ciuffreda and Tannen, 1995) . There are already many methods that process the raw data and turn it into a more manageable format, checking for calibration, distinguishing saccades from other eye movements (e.g., Engbert and Mergenthaler, 2006; Mergenthaler and Engbert, 2010) . Our focus is rather on fixation locations.
In the kind of experiment that will serve as an example throughout the paper, subjects were shown a number of pictures on a computer screen, under no particular instructions. The resulting data are a number of points in space, representing what people looked at in the picture-the fixation locations. The fact that fixations tend to cluster shows that people favour certain locations and do not simply explore at random. Thus one natural question to ask is why are certain locations preferred?
We argue that a very fruitful approach to the problem is to be found in the methods of spatial statistics (Diggle, 2002; Illian et al., 2008) . A sizeable part of spatial statistics is concerned with how things are distributed in space, and fixations are "things" distributed in space. We will introduce the concepts of point processes and latent fields, and explain how these can be applied to fixations. We will show how this lets us put the important (and much researched) issue of low-level saliency on firmer statistical ground. We will begin with simple models and gradually build up to more sophisticated models that attempt to separate the various factors that influence the location of fixations and deal with non-stationarities.
Using the point process framework, we replicate results obtained previously with other methods, but also show how the basic tools of point process models can be used as building blocks for a variety of data analyses. They also help shed new light on old tools, and we will argue that classical methods based on analysing the contents of image patches around fixated locations make the most sense when seen in the context of point process models.
1 Analysing eye movement data
Eye movements
While looking at a static scene our eyes perform a sequence of rapid jerk-like movements (saccades) interrupted by moments of relative stability (fixations) 1 . One reason for this fixation-saccade strategy arises from the inhomogeneity of the visual field (Land and Tatler, 2009 ). Visual acuity is highest at the center of gaze, i.e. the fovea (within 1°eccentricity), and declines towards the periphery as a function of eccentricity. Thus saccades are needed to move the fovea to selected parts of an image for high resolution analysis. About 3-4 saccades are generated each second. An average saccade moves the eyes 4-5°during scene perception and, depending on the amplitude, lasts between 20-50 ms. Due to saccadic suppression (and the the high velocity of saccades) vision is hampered during saccades (Matin, 1974) and information uptake is restricted to the time in between, i.e. the fixations. During a fixation gaze is on average held stationary for 250-300 ms but individual fixation durations are highly variable and range from less than a hundred milliseconds to more than a second. For recent reviews on eye movements and eye movements during scene perception see Rayner (2009) and Henderson (2011) , respectively.
During scene perception fixations cluster on "informative" parts of an image whereas other parts only receive few or no fixations. This behavior has been observed between and within observers and has been associated with several factors. Due to the close coupling of stimulus features and attention (Wolfe and Horowitz, 2004) as well as eye movements and attention (Deubel and Schneider, 1996) , local image features like contrast, edges, and color are assumed to guide eye movements. In their influential model of visual saliency, Itti and Koch (2001) combine several of these factors to predict fixation locations. However, rather simple calculations like edge detectors (Tatler and Vincent, 2009) or center-surround patterns combined with contrast-gain control (Kienzle et al., 2009 ) seem to predict eye movements similarly well. The saliency approach has generated a lot of interest in research on the prediction of fixation locations and has led to the development of a broad variety of different models. A recent summary can be found in Borji and Itti (2013) .
Besides of local image features, fixations seem to be guided by faces, persons, and objects (Cerf et al., 2008; Judd et al., 2009) . Recently it has been argued that objects may be, on average, more salient than scene background suggesting that saccades might primarily target objects and that the relation between objects, visual saliency and salient local image features is just correlative in nature. The inspection behavior of our eyes is further modulated by specific knowledge about a scene acquired during the last fixations or more general knowledge acquired on longer time scales (Henderson and Ferreira, 2004) . Similarly, the same image viewed under differing instructions changes the distribution of fixation locations considerably (Yarbus, 1967) . To account for top-down modulations of fixation locations at a computational level, Torralba et al. (2006) weighted a saliency map with a-priori knowledge about a scene. Finally, the spatial distribution of fixations is affected by factors independent of specific images. Tatler (2007) , for example, reported a strong bias towards central parts of an image. In conventional photographs the effect may largely be caused by the tendency of photographers to place interesting objects in the image center but, importantly, the center bias remains in less structured images.
Eye movements during scene perception have been a vibrant research topic over the past years and the preceding paragraphs provide only a brief overview of the diverse factors that contribute to the selection of fixation locations. We illustrate the logic of spatial point processes by using two of these factors in the upcoming sections: local image properties-visual saliency-and the center bias. The concept of point processes can easily be extended to more factors and helps to assess the impact of various factors on eye movement control.
Relating fixation locations to image properties
There is already a rather large literature relating local image properties to fixation locations, and it has given rise to many different methods for analysing fixation locations. Some analyses are mostly descriptive, and compare image content at fixated and non-fixated locations. Others take a stronger modelling stance, and are built around the notion of a saliency map combining a range of interesting image features. Given a saliency map, one must somehow relate it to the data, and various methods have been used to check whether a given saliency map has something useful to say about eye movements. In this section we review the more popular of the methods in use. As we explain below, in Section 5.5 , the point process framework outlined here helps to unify and make sense of the great variety of methods in the field. Reinagel and Zador (1999) had observers view a set of natural images for a few seconds while their eye movements were monitored. They selected image patches around gaze points, and compared their content to that of control patches taken at random from the images. Patches extracted around the center of gaze had higher contrast and were less smooth than control patches. Reinagel and Zador's work set a blueprint for many follow-up studies, such as Krieger et al. (2000) and Parkhurst and Niebur (2003) , although they departed from the original by focusing on fixated vs nonfixated patches. Fixated points are presumably the points of higher interest to the observer, and to go from one to the next the eye may travel through duller landscapes. Nonetheless the basic analysis pattern remained: one compares the contents of selected patches to that of patches drawn from random control locations.
Since the contents of the patches (e.g. their contrast) will differ both within-categories and across, what one typically has is a distribution of contrast values in fixated and control patches. The question is whether these distributions differ, and asking whether the distributions differ is mathematically equivalent to asking whether one can guess, based on the contrast of a patch, whether the patch comes from the fixated or the non-fixated set. We call this problem patch classification, and we show in Section 5.5.1 that it has close ties to point process modelling-indeed, certain forms of patch classification can be seen as approximations to point process modelling.
The fact that fixated patches have distinctive local statistics could suggest that it is exactly these distinctive local statistics that attract gaze to a certain area. Certain models adopt this viewpoint and assume that the visual system computes a bottom-up saliency map based on local image features. The bottom-up saliency map is used by the visual system (along with top-down influences) to direct the eyes (Koch and Ullman, 1985) . Several models of bottom-up saliency have been proposed (for a complete list see Borji and Itti, 2013) , based either on the architecture of the visual cortex (Itti and Koch, 2001) or on computational considerations (e.g., Kanan et al., 2009 ), but their essential feature for our purposes is that they take an image as input and yield as output a saliency map. The computational mechanism that produces the saliency map should ideally work out from the local statistics of the image which areas are more visually conspicuous and give them higher saliency scores. The model takes its validity from the correlation between the saliency maps it produces and actual eye movements.
How one goes from a saliency map to a set of eye movements is not obvious, and Wilming et al. (2011) have found in their extensive review of the literature as many as 8 different performance measures. One solution is to look at area counts (Torralba et al., 2006) : if we pick the 20% most salient pixels in an image, they will define an area that takes up 20% of the picture. If much more than 20% of the recorded fixations are in this area, it is reasonable to say that the saliency model gives us useful information, because by chance we'd expect this proportion to be around 20%.
A seemingly completely different solution is given by the very popular AUC measure (Tatler et al., 2005) , which uses the patch classification viewpoint: fixated patches should have higher salience than control patches. The situation is analoguous to a signal detection paradigm: correctly classifying a patch as fixated is a Hit, incorrectly classifying a patch as fixated is a False Alarm, etc. A good saliency map should give both a high Hit Rate and a low rate of False Alarms, and therefore performance can be quantified by the area under the ROC curve (AUC): the higher the AUC, the better the model.
One contribution of the point process framework is that we can prove these two measures are actually tightly related, even though they are rather different in origin (Section 5.5.2). There are many other ways to relate stimulus properties to fixation locations, based for example on scanpaths (Henderson et al., 2007) , on the number of fixations before entering a region of interest (Underwood et al., 2006) , on the distance between fixations and landmarks (Mannan et al., 1996) , etc. We cannot attempt here a complete unification of all measures, but we hope to show that our proposed spatial point process framework is general enough that such unification is at least theoretically possible. In the next section we introduce the main ideas behind spatial point-process models.
Point processes
We begin with a general overview on the art and science of generating random sets of points in space. It is important to emphasise at this stage that the models we will describe are entirely statistical in nature and not mechanistic: they do not assume anything about how saccadic eye movements are generated by the brain (Sparks, 2002) . In this sense they are more akin to linear regression models than, e.g., biologically-inspired models of overt attention during reading or visual search (Engbert et al., 2005; Zelinsky, 2008) . The goal of our modelling is to provide statistically sound and useful summaries and visualizations of data, rather than come up with a full story of how the brain goes about choosing where to allocate the next saccade. What we lose in depth, we gain in generality, however: the concepts that are highlighted here are applicable to the vast majority of experiments in which fixations locations are of interest. The neuron is assumed to respond to stimulation at a varying rate over time. The latent rate is described by an intensity function, λ(t) b. Spikes are stochastic: here we simulated spike trains from an IPP with intensity λ(t). Different trials correspond to different realisations. Note that a given spike train can be seen simply as a set of points in (0, 1). c. The defining property of the IPP is that spike counts in a given interval follow a Poisson distribution. Here we show the probability of observing a certain number of spikes in two different time intervals.
Definition and examples
In statistics, point patterns in space are usually described in terms of point processes, which represent realisations from probability distributions over sets of points. Just like linear regression models, point processes have a deterministic and a stochastic component. In linear models, the deterministic component describes the average value of the dependent variable as a function of the independent ones, and the stochastic component captures the fact that the model cannot predict perfectly the value of the independent variable, for example because of measurement noise. In the same way, point processes will have a latent intensity function, which describes the expected number of points that will be found in a certain area, and a stochastic part which captures prediction error and/or intrinsic variability. We focus on a certain class of point process models known as inhomogeneous Poisson processes. Some specific examples of inhomogeneous Poisson processes should be familiar to most readers. These are temporal rather than spatial, which means they generate random point sets in time rather than in space, but equivalent concepts apply in both cases.
In neuroscience, Poisson processes are often used to characterize neuronal spike trains (see e.g., Dayan and Abbott, 2001 ). The assumption is that the number of spikes produced by a neuron in a given time interval follows a Poisson distribution: for example, repeated presentation of the same visual stimulus will produce a variable number of spikes, but the variability will be well captured by a Poisson distribution. Different stimuli will produce different average spike rates, but spike rate will also vary over time during the course of a presentation, for example rising fast at stimulation onset and then decaying. A useful description, summarized in Figure 1 , is in terms of a latent intensity function λ(t) governing the expected number of spikes observed in a certain time window. Formally,´τ +δ τ λ (t) dt gives the expected number of spikes between times τ and τ + δ. If we note t = t 1 , t 2 , . . . , t k the times at which spikes occurred on a given trial, then t follows a inhomogeneous Poisson Process (from now on IPP) distribution if, for all intervals (τ, τ + δ), the number of spikes occurring in the interval follows a Poisson distribution (with mean given by the integral of λ (t) over the interval).
The temporal IPP therefore gives us a distribution over sets of points in time (in Figure 1 , over the interval [0, 1] ). Extending to the spatial case is straightforward: we simply define a new intensity function λ(x, y) over space, and the IPP now generates point sets such that the expected number of points to appear in a certain area A is´A λ (x, y) dxdy, with the actual quantity again following a Poisson distribution. The spatial IPP is illustrated on Figure 2. (a) The latent intensity function λ(x, y) controls how many points will fall on average in a certain spatial area. Higher intensities are in lighter shades of blue. The spatial IPP is a mathematically straightforward extension to the temporal IPP introduced in Figure 1 . The main ingredient is a spatial intensity function λ(x, y). The IPP produces random point sets, as in the lower panel. When analysing point data, the goal is usually to recover the latent intensity function from such samples.
The point of point processes
Given a point set, the most natural question to ask is, generally, "what latent intensity function could have generated the observed pattern?" Indeed, we argue that a lot of very specific research questions are actually special cases of this general problem.
For mathematical convenience, we will from now on focus on the log-intensity function η(x, y) = log λ (x, y). The reason this is more convenient is that λ (x, y) cannot be negative-and we are not expecting a negative number of points (fixations)-whereas η (x, y), on the other hand, can take any value whatever, from minus to plus infinity.
At this point we need to introduce the notion of spatial covariate, which are directly analoguous to covariates in linear models. In statistical parlance, the response is what we are interested in predicting, and covariates is what we use to predict the response with. In the case of point processes covariates are often spatial functions too.
One of the classical questions in the study of overt attention is the role of low-level cues in attracting gaze (i.e. visual saliency). Among low-level cues, local contrast may play a prominent role, and it is a classical finding that observers tend to be more interested in high-contrast regions when viewing natural images, e.g. (Rajashekar et al., 2007) .
Imagine that our point set F = {(x 1 , y 1 ) , . . . , (x n , y n )} represents observed fixation locations on a certain image, and we assume that these fixation locations were generated by an IPP with log-intensity function η (x, y). We suppose that the value of η (x, y) at location x, y has something to do with the local contrast c(x, y) at the location. In other words, the image contrast function c(x, y) will enter as a covariate in our model. The simplest way to do so is to posit that η (x, y) is a linear function of c(x, y), i.e.:
We have introduced two free parameters, β c and β 0 , that will need to be estimated from the data. β c is the more informative of the two: for example, a positive value indicates that high contrast is predictive of high intensity, and a nearly-null value indicates that contrast is not related to intensity (or at least not monotonically). We will return to this idea below when we consider analysing the output of low-level saliency models.
Another example that will come up in our analysis is the well-documented issue of the "centrality bias", whereby human observers in psychophysical experiments in front of a centrally placed computer screen tend to fixate central locations more often regardless of what they are shown (Tatler, 2007) . Again this has an influence on the intensity function that needs to be accounted for. One could postulate another spatial (intrinsic) covariate, d (x, y), representing the distance to the centre of the display: e.g., d(x, y) = x 2 + y 2 assuming the centre is at (0, 0). As in Equation (1), we could write
However, in a given image, both centrality bias and local contrast will play a role, resulting in:
The relative contribution of each factor will be determined by the relative values of β d and β c . Such additive decompositions will be central to our analysis, and we will cover them in much more detail below.
Case study: Analysis of low-level saliency models
If eye movement guidance is a relatively inflexible system which uses local image cues as heuristics for finding interesting places in a stimulus, then low-level image cues should be predictive of where people look when they have nothing particular to do. This has been investigated many times (see Schütz et al., 2011) , and there are now many datasets available of "free-viewing" eye movements in natural images (Van Der Linde et al., 2009; Torralba et al., 2006) . Here we use the dataset of Kienzle et al. (2009) because the authors were particularly careful to eliminate a number of potential biases (photographer's bias, among other things).
In Kienzle et al. (2009) , subjects viewed photographs taken in a zoo in Southern Germany. Each image appeared for a short, randomly varying duration of around 2 sec 2 . Subjects were instructed to "look around the scene", with no particular goal given. The raw signal recorded from the eye-tracker was processed to yield a set of saccades and fixations, and here we focus only on the latter. We have already mentioned in the introduction that such data are often analysed in terms of a patch classification problem: can we tell between fixated and non-fixated image patches based on their content? We now explain how to replicate the main features of a such an analysis in terms of the point process framework. (Itti and Koch, 2001; Walther and Koch, 2006) . Fixations made by the subjects are overlaid in red. How well does the interest map characterise this fixation pattern? This question is not easily answered by eye, but may be given a more precise meaning in the context of spatial processes.
Understanding the role of covariates in determining fixated locations
To be able to move beyond the basic statement that local image cues somehow correlate with fixation locations, it is important that we clarify how covariates could enter into the latent intensity function. There are many different ways in which this could happen, with important consequences for the modelling. Our approach is to build a model gradually, starting from simplistic assumptions and introducing complexity as needed.
To begin with we imagine that local contrast is the only cue that matters. A very unrealistic but drastically simple model assumes that the more contrast there is in a region, the more subjects' attention will be attracted to it. In our framework we could specify this model as:
However, surely other things besides contrast matters -what about average luminance, for example? Couldn't brighter regions attract gaze?
This would lead us to expand our model to include luminance as another spatial covariate, so that the log-intensity function becomes:
in which l(x, y) stands for local luminance. But perhaps edges matter, so why not include another covariate corresponding to the output of a local edge detector e(x, y)? This results in:
It is possible to go further down this path, and add as many covariates as one sees fit (although with too many covariates, problems of variable selection do arise, see Hastie et al., 2003) , but to make our lives simpler we can also rely on some prior work in the area and use pre-existing, off-the-shelf image-based saliency models (Fecteau and Munoz, 2006) . Such models combine many local cues into one interest map, which saves us from having to choose a set of covariates and then estimating their relative weight (although see Vincent et al., 2009 for work in a related direction). Here we focus on the perhaps most well-known among these models, described in Itti and Koch (2001) and Walther and Koch (2006) , although many other interesting options are available (e.g., Bruce and Tsotsos, 2009 , Zhao and Koch, 2011 , or Kienzle et al., 2009 .
The model computes several feature maps (orientation, contrast, etc.) according to physiologically plausible mechanisms, and combines them into one master map which aims to predict what the interesting features in image i are. For a given image i we can obtain the interest map m i (x, y) and use that as the unique covariate in a point process:
This last equation will be the starting point of our modelling. We have changed the notation somewhat to reflect some of the adjustments we need to make in order to learn anything from applying model to data. To summarise:
• η i (x, y) denotes the log-intensity function for image i, which depends on the spatial covariate m i (x, y) that corresponds to the interest map given by the low-level saliency of Itti and Koch (2001) .
• β i is an image-specific coefficient that measures to what extent spatial intensity can be predicted from the interest map. β i = 0 means no relation, β i > 0 means that higher low-level saliency is associated on average with more fixations, β i < 0 indicates the opposite -people looked more often at low points of the interest map. We make β i image-dependent because we anticipate that how well the interest map predicts fixations depends on the image, an assumption that is borne out, as we will see.
• α i is an image specific intercept. It is required for technical reasons but otherwise plays no important role in our analysis.
We fitted the model given by Equation (3) to a dataset consisting of the fixations recorded in the first 100 images of the dataset of Kienzle et al. (2009, see Fig. reffig:IttiKochSaliencyKienzle) . Computational methods are described in the appendix. We obtained a set of posterior estimates for the β i 's, of which a summary is given in Figure 4 .
To make the coefficients shown on Figure 4 more readily interpretable, we have scaled m i (x, y) so that in each image the most interesting points (according to the Itti-Koch model) have value 1 and the least interesting 0. In terms of the estimated coefficients β i , this implies that the intensity ratio between a maximally interesting region and a minimally interesting region is equal to e βi : for example, a value of β i of 1 indicates that in image i on average a region with high "interestingness" receives roughly 2.5 more fixations than a region with very low "interestingness". At the opposite end of the spectrum, in images in which the Itti-Koch model performs very well, we have values of β i ≈ 6, which implies a ratio of 150 to 1 for the most interesting regions compared to the least interesting.
It is instructive to compare the images in which the model does well 3 , to those in which it does poorly. On Figure 5 we show the 8 images with highest β i value, and on Figure 6 the 8 images with lowest β i , along with the corresponding Itti-Koch interest maps. It is evident that, while on certain images the model does extremely well, for example when it manages to pick up the animal in the picture (see the lion in images 52 and 53), in others it gets fooled by high-contrast edges that subjects find highly uninteresting. Foliage and rock seem to be particularly difficult, at least from the limited evidence available here.
Given a larger annotated dataset, it would be possible to confirm whether the model performs better for certain categories of images than others. Although this is outside the scope of the current paper, we would like to point out that the model in Equation (3) can be easily extended for that purpose: If we assume that images are encoded as being either "foliage" or "not foliage", we may then define a variable φ i that is equal to 1 if image i is foliage and 0 if not. We may re-express the latent log-intensity as:
which decomposes β i as the sum of an image-specific effect (δ i ) and an effect of belonging to the foliage category (γ). Having γ < 0 would indicate that pictures of foliage are indeed more difficult on average 4 . We take foliage here only as an illustration of the technique, as it is certainly not the most useful categorical distinction one could make (for a taxonomy of natural images, see Fei-Fei et al., 2007, and , e.g., Kaspar and for a discussion of image categories).
A related suggestion (Torralba et al., 2006 ) is to augment low-level saliency models with some higher-level concepts, adding face detectors, text detectors, or horizon detectors. Within the limits of our framework, a much easier way to improve predictions is to take into account the centrality bias (Tatler and Vincent, 2009 ), i.e. the tendency for observers to fixate more often at the centre of the image than around the periphery. One explanation for the centrality bias is for 100 different images from the dataset of Kienzle et al. (2009) . We plot the sorted mean-a-posteriori estimates along with a 95% Bayesian credible interval. The results show clearly that the "interestingness" given by low-level saliency is of variable value when predicting fixations: for some images β i is very close to 0, which indicates that there is no discernible association between low-level saliency and fixation intensity in these images. In other images the association is much stronger.
that it is essentially a side-effect of photographer's bias: people are interested in the centre because the centre is where photographers usually put the interesting things, unless they are particularly incompetent. In Kienzle et al. (2009) photographic incompetence was simulated by randomly clipping actual photographs so that central locations were not more likely to be interesting than peripheral ones. The centrality bias persists (see Fig. 7 ), which shows that central locations are preferred regardless of image content (a point already made in Tatler, 2007) . We can use this fact to make better predictions by making the required modifications to the intensity function. Before we can explain how to do that, we need to introduce a number of additional concepts. A central theme in the proposed spatial point process framework is to develop tools that help us to understand performance of our models in detail. In the next section we introduce some relatively user-friendly graphical tools for assessing fit. We will also show how one can estimate an intensity function in a non-parametric way, that is, without assuming that the intensity function has a specific form. Nonparametric estimates are important in their own right for visualisation (see for example the right-hand-side of Fig. 7 ), but also as a central element in more sophisticated analyses.
Graphical model diagnostics
Once one has fitted a statistical model to data, one has to make sure the fitted model is actually at least in rough agreement with the data. A good fit alone is not the only thing we require of a model, because fits can in some cases be arbitrarily good if enough free parameters are introduced (see e.g., Bishop, 2007, ch. 3) . But assessing fit is an important step in model criticism (Gelman and Hill, 2006) , which will let us diagnose model failures, and in many cases will enable us to obtain a better understanding of the data itself. In this section we will focus on informal, graphical diagnostics. More advanced tools are described in Baddeley et al. (2005) . Ehinger et al. (2009) use a similar model-criticism approach in the context of saliency modelling.
Since a statistical model is in essence a recipe for how the data are generated, the most obvious thing to do is to compare data simulated from the model to the actual data we measured. In the analysis presented above, the assumption is that the data come from a Poisson process whose log-intensity is a linear function of Itti-Koch interestingness:
For a given image, we have estimated valuesα i ,β i (mean a posterior estimate). A natural thing to do is to ask what data simulated from a model with those parameters look like 5 . In Figure 8 , we take the image with the maximum estimated value for β i and compare the actual recorded fixation locations to four different simulations from an IPP with the fitted intensity function.
What is immediately visible from the simulations is that, while the real data present one strong cluster that also appears in the simulations, the simulations have a higher proportion of points outside of the cluster, in areas far from any actual fixated locations. Despite these problems, the fit seems to be quite good compared to other examples from the dataset: Figure 9 shows two other examples, image 45, which has a median β value of about 4, and image 32, which had a β value of about 0. In the case of image 32, since there is essentially no relationship between the interestingness values and fixation locations, the best possible intensity function of the form given by Equation (3) is one with β = 0, a uniform intensity function.
It is also quite useful to inspect some of the marginal distributions. By marginal distributions we mean point distributions that we obtain by merging data from different conditions. In Figure 10 , we plot the fixation locations across all images in the dataset. In the lower panel we compare it to simulations from the fitted model, in which we generated fixation locations from the fitted model for each image so as to simulate an entire dataset. This brings to light a failure of the model that would not be obvious from looking at individual images: based on Itti-Koch interestingness alone we would predict a distribution of fixation locations that is almost uniform, whereas the actual distribution exhibits a central bias, as well as a bias for the upper part of the screen. Overall, the model derived from fitting Equation (3) seems rather inadequate, and we need to account at least for what seems to be some prior bias favouring certain locations. Explaining how to do so requires a short detour through the topic of non-parametric inference, to which we turn next. Figure 5 ) were fitted with the model given by Equation (3), resulting in an estimated log-intensity η(x, y) which is plotted as a heatmap in the background of each panel. In red we plot the actual fixation locations (the same in every of the four panels), and in green simulations from the fitted model, four different realizations, one in each panel. The intensity function at (x, y) is estimated by counting how many points are within a radius r of (x, y).
We show the results for r = 20, 50, 100. Note that with r → 0 we get back the raw data. For easier visualization, we have scaled the intensity values such that the maximum intensity is 1 in each panel.
Inferring the intensity function non-parametrically
Consider the data in Figure 7 : to get a sense of how much observers prefer central locations relative to peripheral ones, we could define a central region A, count how many fixations fall in it, compared to how many fixations fall outside. From the theoretical point of view, what we are doing is directly related to estimating the intensity function: the expected number of fixations in A is after all´A λ (x, y) dxdy, the integral of the intensity function over A. Seen the other way, counting how many sample points are in A is a way of estimating the integral of the intensity over A.
Modern statistical modelling emphasizes non-parametric estimation. If one is trying to infer the form of an unknown function f (x), one should not assume that f (x) has a certain parametric form unless there is very good reason for this choice (interpretability, actual prior knowledge or computational feasibility). Assuming a parametric form means assuming for example that f (x) is linear, or quadratic: in general it means assuming that f (x) can be written as f (x) = φ(x; β), where β is a finite set of unknown parameters, and φ (x; β) is a family of functions over x parameterised by β. Nonparametric methods make much weaker assumptions, usually assuming only that f is smooth at some spatial scale.
We noted above that estimating the integral of the intensity function over a spatial region could be done by counting the number of points the region contains. Assume we want to estimate the intensity λ(x, y) at a certain point x 0 , y 0 . We have a realisation S of the point process (for example a set of fixation locations). If we assume that λ(x, y) is spatially smooth, it implies that λ(x, y) varies slowly around x 0 , y 0 , so that we may consider it roughly constant in a small region around x 0 , y 0 , for instance in a circle of radius r around (x 0 , y 0 ). Call this region C r -the integral of the intensity function over C r is related to the intensity at (x 0 ,y 0 ) in the following way:
Cr dxdy is just the area of circle C r , equal to πr. Since we can estimate´C r λ(x, y)dxdy via the number of points in C r , it follows that we can estimate λ(x 0 , y 0 ) via:λ (x 0 , y 0 ) = |S ∩ C r | πr |S ∩ C r | is the cardinal of the intersection of the point set S and the circle C r (note that they are both sets), shorthand for "number of points in S that are also in C r ".
What we did for (x 0 , y 0 ) remains true for all other points, so that a valid strategy for estimating λ(x, y) at any point is to count how many points in S are in the circle of radius r around the location. The main underlying assumption is that λ (x, y) is roughly constant over a region of radius r. This method will be familiar to some readers in the context of non-parametric density estimation, and indeed it is almost identical 6 . It is a perfectly valid strategy, detailed in Diggle (2002) , and its only major shortcoming is that the amount of smoothness (represented by r) one arbitrarily uses in the analysis may change the results quite dramatically (see Figure 11) . Although it is possible to also estimate r from the data, in practice this may be difficult (see Illian et al., 2008, Section 3.3) . Figure 12 : Nonparametric Bayesian estimation of the intensity function. We use the same data as in Figure 11 . Inference is done by placing a Gaussian process prior on the log-intensity function, which enforces smoothness. Hyperparameters are integrated over. See text and appendix 5.2 for details.
There is a Bayesian alternative: put a prior distribution on the intensity λ and base the inference on the posterior distribution of λ(x, y) given the data, with
as usual. We can use the posterior expectation of λ(x, y) as an estimator (the posterior expectation is the mean value of λ(x, y) given the data), and the posterior quantiles give confidence intervals 7 . The general principles of Bayesian statistics will not be explained here, the reader may refer to Kruschke (2010) or any other of the many excellent textbooks on Bayesian statistics for an introduction.
To be more precise, the method proceeds by writing down the very generic model:
and effectively forces f (x, y) to be a relatively smooth function, using a Gaussian Process prior. Exactly how this is achieved is explained in Appendix 5.2, but roughly, Gaussian Processes let one define a probability distribution over functions such that smooth functions are much more likely than non-smooth functions. The exact spatial scale over which the function is smooth is unknown but can be averaged over.
To estimate the intensity function of one individual point process, there is little cause to prefer the Bayesian estimate over the classical non-parametric estimate we described earlier. As we will see however, using a prior that favours smooth functions becomes invaluable when one considers multiple point processes with shared elements.
Including a spatial bias, and looking at predictions for new images
We have established that models built from interest maps do not fit the data very well, and we have hypothesized that one possible cause might be the presence of a spatial bias. Certain locations might be fixated despite having relatively uninteresting contents. A small modification to our model offers a solution: we can hypothesize that all latent intensity functions share a common component. In equation form:
As in the previous section, we do not force g(x, y) to take a specific form, but only assume smoothness. Again, we use the first 100 images of the dataset to estimate the parameters. The estimated spatial bias is shown on Figure Figure 13 : Estimated spatial bias g(x, y) (Eq. 5).
13. It features the centrality bias and the preference for locations above the midline that were already visible in the diagnostics plot of Section 3.2 (Fig. 10) .
From visual inspection alone it appears clear that including a spatial bias is necessary, and that the model with spatial bias offers a significant improvement over the one that does not. However, things are not always as clear-cut, and one cannot necessarily argue from a better fit that one has a better model. There are many techniques for statistical model comparison, but given sufficient data the best is arguably to compare the predictive performance of the different models in the set (see Pitt et al., 2002, and Robert, 2007, ch. 7 for overviews of model comparison techniques). In our case we could imagine two distinct prediction scenarios:
1. For each image, one is given, say, 80% of the recorded fixations, and must predict the remaining 20%.
2. One is given all fixation locations in the first n images, and must predict fixations locations in the next k.
To use low-level saliency maps in engineering applications (Itti, 2004) , what is needed is a model that predicts fixation locations on arbitrary images-i.e. the model needs to be good at the second prediction scenario outlined above. The model is tuned on recorded fixations on a set of training images, but to be useful it must make sensible predictions for images outside the original training set.
From the statistical point of view, there is a crucial difference between prediction problems (1) and (2) above. Problem (1) is easy: to make predictions for the remaining fixations on image i, estimate β i and α i from the available data, and predict based on the estimated values (or using the posterior predictive distribution). Problem (2) is much more difficult: for a new image j we have no information about the values of β j or α j . In other words, in a new image the interest map could be very good or worthless, and we have no way of knowing that in advance.
We do however have information about what values β j and α j are likely to take from the estimated values for the images in the training set. If in the training set nearly all values β 1 , β 2 , . . . , β n were above 0, it is unlikely that β j will be negative. We can represent our uncertainty about β j with a probability distribution, and this probability distribution may be estimated from the estimated values for β 1 , β 2 , . . . , β n . We could, for example, compute their mean and standard deviation, and assume that β j is Gaussian distributed with this particular mean and standard deviation 8 . Another way, which we adopt here, is to use a kernel density estimator so as not to impose a Gaussian shape on the distribution.
As a technical aside: for the purpose of prediction the intercept α j can be ignored, as its role is to modulate the intensity function globally, and it has no effect on where fixations happen, simply on how many fixations are predicted. Essentially, since we are interested in fixation locations, and not in how many fixations we get for a given image, we can safely ignore α i . A more mathematical argument is given in Appendix 5.3.2.
Thus how to predict? We know how to predict fixation locations given a certain value of β j , as we saw earlier in Section 3.2. Since β j is unknown we need to average over our uncertainty. A recipe for generating predictions is to sample a value for β j from p(β j ), and conditional on that value, sample fixation locations. Please refer to Figure 14 for an illustration.
In Figure 15 we compare predictions for marginal fixation locations (over all images), with and without a spatial bias term. We simulated fixations from the predictive distribution for images 101 to 200. We plot only one simulation, since all simulations yield for all intents and purposes the same result: without a spatial bias term, we replicate the problem seen in Figure 10 . We predict fixations distributed more or less uniformly over the monitor. Including a spatial bias term solves the problem.
What about predictions for individual images? Typically in vision science we are attempting to predict a onedimensional quantity: for example, we might have a probability distribution for somebody's contrast threshold. If this probability distribution has high variance, our predictions for any individual trial or the average of a number of trials are by necessity imprecise. In the one-dimensional case it is easy to visualise the degree of certainty by plotting the distribution function, or providing a confidence interval. In a point process context, we do not deal with onedimensional quantities: if the goal is to predict where 100 fixations on image j might fall, we are dealing with a 200 dimensional space-100 points times 2 spatial dimensions. A maximally confident prediction would be represented by a probability distribution that says that all points will be at a single location. A minimally confident prediction would be represented by the uniform distribution over the space of possible fixations, saying that all possible configurations are equally likely. Thus the question that needs to be addressed is, where do the predictions we can make from the Itti-Koch model fall along this axis?
It is impossible to provide a probability distribution, or to report confidence intervals. A way to visualise the amount of uncertainty we have is by drawing samples from the predictive probability distribution, to see if the samples vary a lot. Each sample is a set of a 100 points: if we notice for example that over 10 samples all the points in each sample systematically cluster at a certain location, it indicates that our predictive distribution is rather specific. If we see at lot of variability across samples, it is not. This mode of visualisation is better adapted to a computer screen than to be printed on paper, but for five examples we show eight samples in Figure 16 .
To better understand the level of uncertainty involved, imagine that the objective is to perform (lossy) image compression. We picked this example because saliency models are sometimes advocated in the compression context (Itti, 2004) . Lossy image compression works by discarding information and hoping people will not notice. The promise of image-based saliency models is that if we can predict what part of an image people find interesting, we can get away with discarding more information where people will not look. Let us simplify the problem and assume that either we compress an area or we do not. The goal is to find the largest possible section of the image we can compress, under the constraint that if a 100 fixations are made in the image, less than 5 fall in the compressed area (with high probability). If the predictive distribution is uniform, we can afford to compress less than 5% of the area of the image. A full formalisation of the problem for other distributions is rather complicated, and would carry us outside the scope of this introduction, but looking at the examples of Figure 16 it is not hard to see qualitatively that for most images, the best area we can find will be larger than 5% but still rather small: in the predictive distributions, points have a tendency of falling in most places except around the borders of the screen.
The reason we see such imprecision in the predictive distributions is essentially because we have to hedge our bets: since the value of β varies substantially from one image to another, our predictions are vague by necessity. In most cases, models are evaluated in terms of average performance (for example, average AUC performance over the dataset). The above results suggest that looking just at average performance is insufficient. A model that is consistenly mediocre may for certain applications be preferable than a model that is occasionally excellent but sometimes terrible. If we cannot tell in advance when the latter model does well, our predictions about fixation locations may be extremely imprecise. Image 103 does not belong to the training set, and the value of β 103 is therefore unknown: we do not know if m(x, y) will be a strong predictor or not, and must therefore take this uncertainty into account. Uncertainty is represented by the distribution the β coefficient takes over images, and we can estimate this distribution from the estimated values from the training set. In (c) we show those values as dashes, along with a kernel density estimate. Conditional on a given value for β 103 , our predictions come from a point process with log-intensity function given by β 103 m 103 (x, y) + g (x, y): in (d), we show the intensity function for β 103 = 0, 3, 6. In (e), we show simulations from the corresponding point processes (conditional on n = 100 fixations, see 5.3.2). In general the strategy for simulating from the predictive distribution will be to sample a value of β from p(β), and sample from the corresponding point process as is done here. Figure 16 : Samples from the predictive distributions for the model including spatial bias. We picked five images at random, and generated 8 samples from the predictive distribution from each, using the technique outlined in Figure  14 . Each row corresponds to one image, with samples along the columns. This lets us visualise the uncertainty in the predictive distributions, see text.
Dealing with non-stationarities: dependency on the first fixation
One very legitimate concern with the type of models we have used so far is the independence assumption embedded into the IPP: all fixations are considered independent of each other. Since successive fixations tend to occur close to one another, we know that the independence assumption is at best a rough approximation to the truth. There are many examples of models in psychology that rather optimistically assume independence and thus neglect nonstationarities: when fitting psychometric functions for example, one conveniently ignores sequential dependencies, learning, etc. but see Fründ et al. (2011) or Schönfelder and Wichmann (in press). One may argue, however, that models assuming independence are typically simpler, and therefore less likely to overfit, and that the presence of dependencies effectively acts as an additional (zero-mean) noise source that does not bias the results. This latter assumption requires to be explicitly checked, however. In this section we focus specifically on a source of dependency that could bias the results (dependency on the first fixation), and show that (a) our models can amended to take this dependency into account, (b) that the dependency indeed exists, although (c) results are not affected in a major way. We conclude with a discussion of dependent point processes and some pointers to the relevant literature. In the experiment of Kienzle et al. (2009) , subjects only had a limited amount of time to look at the pictures: generally less than 4 seconds. This does not always allow enough time to explore the whole picture, so that subjects may have only explored a part of the picture limited to an certain area around the initial fixation. As explained on Figure 17 , such dependence may cause us to underestimate the predictive value of a saliency map. Supposing that fixations are indeed driven by the saliency map, there might be highly salient regions that go unexplored because they are too far away from the initial fixation. In a model such as we have used so far, this problem would lead to under-estimating the β coefficients.
As with spatial bias, there is again a fairly straightforward solution: we add an additional spatial covariate, representing distance to the original fixation. The log-intensity functions are now modelled as:
Introducing this new spatial covariate requires some changes. Since each subject started at a different location, we have one point process per subject and per image, and therefore the log-intensity functions η ij are now indexed both by image i and subject j (and we introduce the corresponding intercepts α ij ). The covariate d ij (x, y) corresponds to the Euclidean distance to the initial fixation, i.e. if the initial fixation of subject j on image i was at x = 10, y = 50,
2 + (y − 50) 2 . The coefficient γ controls the effect of the distance to the initial fixation: a negative value of γ means that intensity decreases away from the initial location, or in other words that fixations tend to stay close to the initial location. For the sake of computational simplicity, we have replaced the non-parametric spatial bias term g(x, y) with a linear term νc(x, y) representing an effect of the distance to the center (c(x, y) = x 2 + y 2 ). Coefficient ν plays a role similar to γ: a negative value for ν indicates the presence of a centrality bias. We have scaled c and d ij so that a distance of 1 corresponds to the width of the screen. In this analysis we exclude the initial fixations from the set of fixations, they are used only as covariates. The model does not have any non-parametric terms, so that we can estimate the coefficients using maximum likelihood (standard errors are estimated from the usual normal approximation at the mode). Again we use the first 100 images in the set to estimate the parameters, and keep the next 100 for model comparison. The fitted coefficient for distance to the initial location isγ = −3.2 (std. err 0.1), and for distance to the center we findν = −1.6 (std. err. 0.1). The value of γ indicates a clear dependency on initial location: everything else being equal, at a distance of half the width of the screen the intensity has dropped by a factor 5. To see if the presence of this dependency induces a bias in the estimation of coefficients for the saliency map, we also fitted the model without the initial location term (setting γ to 0).
We compared the estimated values for β i in both models, and show the results on Figure 18 : the differences are minimal, although as we have argued there is certainly some amount of dependence on the initial fixation. The lack of an observed effect on the estimation of β is probably due to the fact that different observers fixate initially in different locations, and that the dependency effectively washes out in the aggregate. An interesting observation is that in the reduced model the coefficient associated with distance to the center is estimated at -4.1 (std. err. 0.1), which is much larger than when distance to initial fixation is included as a covariate. Since initial fixations are usually close to the center, being close to the center is correlated with being close to the initial fixation location, and part of the centrality bias observed in the dataset might actually be better recast as dependence on the initial location.
In this we have managed to capture a source of dependence between fixations, while seemingly still saving the IPP assumption. We have done so by positing conditional independence: in our improved model all fixations in a sequence are independent given the initial one. An alternative is to drop the independence assumption altogether and use dependent point process models, in which the location of each point depends on the location of its neighbours. We show here a random saliency map, and suppose that fixation locations depend on saliency but are constrained by how far away they can move from the original fixation location. The original fixation is in grey, the circle shows a constraint region and the other points are random fixations. The area at the bottom half of the picture is left unexplored not because it is not salient but because it is too far away from the original fixation location. Such dependencies on the initial location may lead to an underestimation of the role of saliency. We describe in the text a method for overcoming the problem. Figure 18: Effect of correcting for dependence on the initial fixation location (see Fig. 17 ). We compare the estimated value of β i using the model of Equation 6, to coefficients estimated from a constrained model that does not include the initial fixation as a covariate. The dots are coefficient pairs corresponding to an image, and in blue we have plotted a trend line. The diagonal line corresponds to equality. Although we do find evidence of dependence on initial fixation location (see text), it does not seem to cause any estimation bias: if anything the coefficients associated with saliency are slightly higher when estimated by the uncorrected model.
These models are beyond the scope of this paper, but they are discussed extensively in Diggle (2002) and Illian et al. (2008) , along with a variety of non-parametric methods that can diagnose interactions.
Discussion
We introduced spatial point processes, arguing that they provide a fruitful statistical framework for the analysis of fixation locations and patterns for researchers interested in eye movements. In our exposition we analyzed a low-level saliency model by Itti and Koch (2001) , and we were able to show that-although the model had predictive value on average-it had varying usefulness from one image to another. We believe that the consequences of this problem for prediction are under-appreciated: as we stated in Section 3.4, when trying to predict fixations over an arbitrary image, this variability in quality of the predictor leads to predictions that are necessarily vague. Although insights like this one could be arrived at starting from other viewpoints, they arise very naturally from the spatial point process framework presented here. Indeed, older methods of analysis can be seen as approximations to point process model, as we shall see below.
Owing to the tutorial nature of the material, there are some important issues we have so far set swept under the proverbial rug. The first is the choice of log-additive decompositions: are there other options, and should one use them? The second issue is that of causality (Henderson, 2003) : can our methods say anything about what drives eye movements? Finally, we also need to point out that the scope of point process theory is more extensive than what we have been able to explore in this article, and the last part of the discussion will be devoted to other aspects of the theory that could be of interest to eye movement researchers.
Point processes versus other methods of analysis
In Section 1.2, we described various methods that have been used in the analysis of fixation locations. Many treat the problem of determining links between image covariates and fixation locations as a patch classification problem: one tries to tell from the contents of an image patch whether it was fixated or not. In the appendix (Section 5.5.1), we show that patch classification has strong ties to point process models, and under some specific forms can be seen as an approximation to point process modelling. In a nutshell, if one uses logistic regression to discriminate between fixated and non-fixated patches, then one is effectively modelling an intensity function. This fact is somewhat obscured by the way the problem is usually framed, but comes through in a formal analysis a bit too long to be detailed here. This result has strong implications for the logic of patch classification methods, especially regarding the selection of control patches, and we encourage interested readers to take a look at Section 5.5.1. Point process theory also allows for a rigorous examination of earlier methods. We take a look in the appendix at AROC values and area counts, two metrics that have been used often in assessing models of fixations. We ask for instance what the ideal model would be, according to the AROC metric, if fixations come from a point process with a certain intensity function. The answer turns out to depend on how the control patches are generated, which is rather crucial to the correct interpretation of the AROC metric. This result and related ones are proved in Section 5.5.2.
We expect that more work will uncover more links between existing methods and the point process framework. One of the benefits of thinking in terms of the more general framework is that many results have already been proven, and many problems have already been solved. We strongly believe that the eye movement community will be able to benefit from the efforts of others who work on spatial data.
Decomposing the intensity function
Throughout the article we have assumed a log-additive form for our models, writing the intensity function as
for a set of covariates v 1 , . . . , v n . This choice may seem arbitrary -for example, one could use
a type of mixture model similar to those used in Vincent et al. (2009) . Since λ needs to be always positive, we would have to assume restrictions on the coefficients, but in principle this decomposition is just as valid. Both (7) and (8) are actually special cases of the following:
for some function Φ (analoguous to the inverse link function in Generalised Linear Models, see McCullagh and Nelder, 1989) . In the case of Equation 7 we have Φ (x) = exp (x) and in the case of 8 we have Φ (x) = x. Other options are available, for instance Park et al. (2011) use the following function in the context of spike train analysis:
Φ (x) = log(exp (x) + 1) which approximates the exponential for small values of x and the identity for large ones. Single-index models treat Φ as an unknown and attempt to estimate it from the data (McCullagh and Nelder, 1989) . From a practical point of view the log-additive form we use is the most convenient, since it makes for a log-likelihood function that is easy to compute and optimise, and does not require restrictions on the space of parameters. From a theoretical perspective, the log-additive model is compatible with a view that sees the brain as combining multiple interest maps v 1 , v 2 , ... into a master map that forms the basis of eye movement guidance. The mixture model implies on the contrary that each saccade comes from a roll of dice in which one chooses the next fixation according to one of the v i 's. Concretely speaking, if the different interest maps are given by, e.g. contrast and edges, then each saccade is either contrast-driven with a certain probability or on the contrary edges-driven.
We do not know which model is the more realistic, but the question could be addressed in the future by fitting the models and comparing predictions. It could well be that the situation is actually even more complex, and that the data are best described by both linear and log-linear mixtures: this would be the case, for example, if occasional re-centering saccades are interspersed with saccades driven by an interest map.
Causality
We need to stress that the kind of modelling we have done here does not address causality. The fact that fixation locations can be predicted from a certain spatial covariate does not imply that the spatial covariate causes points to appear. To take a concrete example, one can probably predict the world-wide concentration of polar bears from the quantities of ice-cream sold, but that does not imply that low demand for ice-cream causes polar bears to appear. The same caveat apply in spatial point process models as in regression modelling, see Gelman and Hill (2006) . Regression modelling has a causal interpretation only under very restrictive assumptions.
In the case of determining the causes of fixations in natural images, the issue may actually be a bit muddled, as different things could equally count as causing fixations. Let us go back to polar bears and assume that, while rather indifferent to ice cream, they are quite partial to seals. Thus, the presence of seals is likely to cause the appearance of polar bears. However, due to limitations inherent to the visual system of polar bears, they cannot tell between actual seals and giant brown slugs. The presence of giant brown slugs then also causes polar bears to appear. Both seals and giant brown slugs are valid causes of the presence of polar bears, in the counterfactual sense: no seal, no polar bear, no slug, no polar bear either. A more generic description at the algorithmic level is that polar bears are drawn to anything that is brown and has the right aspect ratio. At a functional level, polar bears are drawn to seals because that is what the polar bear visual system is designed to do.
The same goes for saccadic targeting: an argument is sometimes made that fixated and non-fixated patches only differ in some of their low-level statistics because people target objects, and the presence of objects tend to cause these statistics to change . While the idea that people want to look at objects is a good functional account, at the algorithmic level they may try to do so by targeting certain local statistics. There is no confounding in the usual sense, since both accounts are equally valid but address different questions: the first is algorithmic (how does the visual system choose saccade targets based on an image?) and the other one teleological (what is saccade targeting supposed to achieve?). Answering either of these questions is more of an experimental problem than one of data analysis, and we cannot-and do not want to-claim that point process modelling is able to provide anything new in this regard.
Scope and limitations of point processes
Naturally, there is much we have left out, but at least we would like to raise some of the remaining issues. First, we have left the temporal dimension completely out of the picture. Nicely, adding a temporal dimension in point process models presents no conceptual difficulty; and we could extend the analyses presented here to see in detail whether, for example, low-level saliency predicts earlier fixations better than later ones. We refer the reader to Rodrigues and Diggle (2012) and Zammit-Mangion et al. (2012) for recent work in this direction.
Second, in this work we have considered that a fixation is nothing more than a dot: it has spatial coordinates and nothing more. Of course, this is not true: a fixation lasted a certain time, during which particular fixational eye movements occured, etc. Studying fixation duration is an interesting topic in its own right, because how long one fixates might be tied to the cognitive processes at work in a task . There are strong indications that when reading, gaze lingers longer on parts of text that are harder to process. Among other things, the less frequent a word is, the longer subjects tend to fixate it (Kliegl et al., 2006) . Saliency is naturally not a direct analogue of word frequency, but one might nonetheless wonder whether interesting locations are also fixated longer. We could take our data to be fixations coupled with their duration, and we would have what is known in the spatial statistics literature as a marked point process. Marked point processes could be of extreme importance to the analysis of eye movements, and we refer the reader to Illian et al. (2009) for some ideas on this issue.
Third, another limitation we need to state is that the point process models we have described here do not deal very well with high measurement noise. We have assumed that what is measured is an actual fixation location, and not a noisy measurement of an actual measurement location. In addition, the presence of noise in the oculomotor system means that actual fixation location may not be the intended one, which of course adds an intractable source of noise to the measurements. Issues do arise when the scale of measurement error is larger than the typical scale at which spatial covariates change. Although there are theoretical solutions to this problem (involving mixture models), they are rather cumbersome from a computational point of view. An less elegant work-around is to blur the covariates at the scale of measurement error.
Finally, representing the data as a set of locations may not always be the most appropriate way to think of the problem. In a visual search task for example, a potentially useful viewpoint would be to think of a sequence of fixations as covering a certain area of the stimulus. This calls for statistical models that address random shapes rather than just random point sets, an area known as stochastic geometry (Stoyan et al., 1996) , and in which point processes play a central role, too.
Appendices

The messy details of spatial statistics, and how to get around them
The field of applied spatial statistics has evolved into a powerful toolbox for the analysis of eye movements. There are, however, two main hurdles in terms of accessibility. First, compared to eye-movement research, the more traditional application fields (ecology, forestry, epidemiology) have a rather separate set of problems. Consequently, textbooks (e.g., Illian et al. (2008) ), focus on non-Poisson processes, since corresponding problems often involve mutual interactions of points, e.g., how far trees are from one another and whether bisons are more likely to be in groups of three than all by themselves. Such questions have to do with the second-order properties of point processes, which express how points attract or repel one another. The formulation of point process models with non-trivial second-order properties, however, requires rather sophisticated mathematics, so that the application to eye-movement data is no longer straight-forward.
Second, while the formal properties of point process models are well-known, practical use is hindered by computational difficulties. A very large part of the literature focuses on computational techniques (maximum likelihood or Bayesian) for fitting point process models. Much progress has been made recently (see, among others, Haran and Tierney, 2012, or Rue et al., 2009 ). Since we these technical difficulties might not be of direct interest to most eyemovement researchers, we developed a toolkit for the R environment that attempts to mathematical details under the carpet. We build on one of the best techniques available (INLA) (Rue et al., 2009 ) to provide a generic way to fit multiple point process models without worrying too much about the underlying mathematics. The toolkit and a manual in the form of the technical report has been made available for download on the first author's webpage.
Gaussian processes and Gauss-Markov processes
Gaussian Processes (GPs) and related methods are tremendously useful but not the easiest to explain. We will stay here at a conceptual level, computational details can be found in the monograph of Rasmussen and Williams (2005) .
Rather than directly state how we use GPs in our models, we start with a detour on non-parametric regression (see Figure 20) , which is were Gaussian processes are most natural. In non-parametric regression, given the (noisy) values of a function f (x) measured at points x 1 , . . . , x n , we try to infer what the values of f are at other points. Interpolation and extrapolation can be seen as special cases of non-parametric regression -ones where noise is negligible. The problem is non-parametric because we do not wish to assume that f (x) has a known parametric form (for example, that f is linear).
For a statistical solution to the problem, we need a likelihood, and usually it is assumed that y i |x i ∼ N f (x i ) , σ 2 which corresponds to observing the true value corrupted by Gaussian noise of variance σ 2 . This is not enough, since there are uncountably many functions f that have the same likelihood, namely all those that have the same value at the sampling points x 1 , . . . , x n (Fig. 20) .
Thus, we need to introduce some constraints. Parametric methods constrain f to be in a certain class, and can be thought of as imposing "hard" constraints. Nonparametric methods such as GP regression impose soft constraints, by introducing an a priori probability on possible functions such that reasonable functions are favoured ( Fig. 20 and 21) . In a Bayesian framework, this works as follows. What we are interested in is the posterior probability of f given the data, which is as usual given by p(f |y) ∝ p(y|f )p(f ). As we mentioned above p(y|f ) = n i=1 N y i |f (x i ), σ 2 is equal for all functions that have the same values at the sampled points x 1 , . . . , x n , so what distinguishes them in the posterior is how likely they are a priori-which is, of course, provided by the prior distribution p(f ).
How to formulate p(f )? We need a probability distribution that is defined over a space of functions. The idea of a process that generates random functions may not be as unfamiliar as it sounds: a Wiener process, for example, can be interpreted as generating random functions (Fig. 19a) . A Wiener process is a diffusion: it describes the random motion of a particle over time. To generate the output of a Wiener process, you start at time t 0 with a particle at position z(t 0 ), and for each infinitesimal time increment you move the particle by a random offset, so that over time you generate a "sample path" z(t).
This sample path might as well be seen as a function, just like the notation z(t) indicates, so that each time one runs a Wiener process, one obtains a different function. This distribution will probably not have the required properties for most applications, since samples from a Wiener process are much too noisy -they generate functions that look very rough and jagged. The Wiener process is however a special case of a GP, and this more general family has some much more nicely-behaved members.
A useful viewpoint on the Wiener process is given by how successive values depend on each other. Suppose we simulate many sample paths of the Wiener Process, and each time measure the position at time t a and t b , so that we have a collection of m samples
It is clear that z (t a ) and z (t b ) are not independent: if t a and t b are close, then z(t A ) and z (t B ) will be close too. We can characterise this dependence using the covariance between these two values: the higher the covariance, the more likely z (t a ) and z (t b ) are to be close in value. Figure 19b illustrates this idea.
If we could somehow specify a process such that the correlation between two function values at different places does not decay too fast with the distance between these two places, then presumably the process would generate rather smooth functions. This is exactly what can be achieved in the GP framework. The most important element of a GP is the covariance function k(x, x ) 9 , which describes how the covariance between two function values depend on where the function is sampled: k(x, x ) = Cov (f (x), f (x )).
We now have the necessary elements to define a GP formally. A GP with mean 0 and covariance function k(x, x ) is a distribution on the space of functions of some input space X into R, such that for every set of {x 1 , . . . , x n }, the sampled values f (x 1 ), . . . , f (x n ) are such that
In words, the sampled values have a multivariate Gaussian distribution with a covariance matrix given by the covariance function k. This definition should be reminiscent of that of the IPP: here too we define a probability distribution over infinite-dimensional objects by constraining every finite-dimensional marginal to have the same form.
A shorthand notation is to write that
and this is how we define our prior p(f ).
Covariance functions are often chosen to be Gaussian in shape 10 (sometimes called the "squared exponential" covariance function, to avoid giving Gauss overly much credit):
It is important to be aware of the roles of the hyperparameters, here ν and λ. Since k(x, x) = Var (f (x)), we see that ν controls the marginal variance of f . This gives the prior a scale: for example, if ν = 1, the variance of f (x) is 1 for all x, and because f (x) is normally distributed this implies that we do not expect f to take values much larger than 3 in magnitude. λ plays the important role of controlling how fast we expect f (x) to vary: the greater λ is, the faster the covariance decays. What this implies is for very low values of λ we expect f to be locally almost constant, for very large values we expect it to vary much faster (Fig. 21a) . In practice it is often better (when possible) not to set the hyperparameters to pre-specified values, but infer them also from the data (see Rasmussen and Williams, 2005 for details).
One of the concrete difficulties with working with Gaussian Processes is related to the need to invert large covariance matrices when performing inference. Inverting a large, dense matrix is an expensive operation, and a lot of research has gone into finding ways of avoiding that step. One of the most promising is to approximate the Gaussian Process such that the inverse covariance matrix (the precision matrix) is sparse, which leads to large computational savings. Gauss-Markov processes are a class of distributions with sparse inverse covariance matrices, and the reader may consult Rue and Held (2005) for an introduction.
Details on Inhomogeneous Poisson Processes
We give below some details on the likelihood function for inhomogeneous Poisson processes (IPPs), as well as the techniques we used for performing Bayesian inference.
The likelihood function of an IPP
An IPP is formally characterised as follows: given a spatial domain Ω, e.g here Ω = [0, 1] 2 , and an intensity function λ : Ω → R + then an IPP is a probability distribution over finite subsets S of Ω such that, for all sets D ∈ Ω,
|S ∩ D| is short-hand for the cardinal of S ∩ D, the number of points sampled from the process that fall in region D. Note that in IPP, for disjoint subsets D 1 , . . . , D r the distributions of |S ∩ D 1 | , . . . , |S ∩ D r | are independent 11 . For purposes of Bayesian inference, we need to be able to compute the likelihood, which is the probability of the sampled point set S viewed as a function of the intensity function λ ( ). We will try to motivate and summarize the necessary concepts without a rigorous mathematical derivation, interested readers should consult Illian et al. (2008) for details.
We note first that the likelihood can be approximated by gridding the data: we divide Ω into a discrete set of regions Ω 1 , . . . , Ω r , and count how many points in S fell in each of these regions. The likelihood function for the gridded data is given directly by Equation 9 along with the independence assumption: noting k 1 , . . . , k r the bin counts we have
As we make the grid finer and finer we should recover the true likelihood, because ultimately if the grid is fine enough for all instance and purposes we will have the true locations. As we increase the number of grid points r, and the area of each region Ω j shrinks, two things will happen:
• the counts will be either 0 (in the vast majority of empty regions), or 1 (around the locations s 1 , . . . , s n of the points in S).
• the integrals´Ω j λ (x) dx will tend to λ (x j ) dx, with x j any point in region Ω j . In dimension 1, this corresponds to saying that the area under a curve can be approximated by height x length for small intervals. We plot these data as open circles. Our assumption is that y = f (x) + , where is zero-mean noise. We wish to infer the underlying function f from the data without assuming a parametric form for f . The two functions shown as dotted curves both have the same likelihood -they are equally close to the data. In most cases the function in red will be a far worse guess than the one in black. We need to inject that knowledge into our inference, and this can be done by imposing a prior on possible latent functions f . This can be done using a GP.
Injecting this into Equation (10), in the limit we have:
Since the factors dx and n −1 are independent of λ we can neglect them in the likelihood function.
Conditioning on the number of datapoints, computing predictive distributions
The Poisson process has a remarkable property (Illian et al., 2008) : conditional on sampling n points from a Poisson process with intensity function λ (x, y), these n points are distributed independently with densitȳ
Intuitively speaking, this means that if you know the point process produced 1 point, then this point is more likely to be where intensity is high.
This property is the direct analogue of its better known discrete variant: if z 1 , z 2 , . . . , z n are independently Poisson distributed with mean λ 1 , . . . , λ n , then their joint distribution conditional on their sum z i is multinomial with probabilities π i = λi λj . Indeed, the continuous case can be seen as the limit case of the discrete case. We bring up this point because it has an important consequence for prediction. If the task is to predict where the 100 next points are going to be, then the relevant predictive distribution is:
where S is a point set of size n, whose points have x coordinates x 1 , . . . , x n and y coordinates y 1 , . . . , y n . Equation  12 is the right density to use when evaluating the predictive abilities of the model with n known (for example if one wants to compute the predictive deviance).
In the main text we had models of the form: (a) GPs can be specified through their covariance function k(x, x ). The covariance function expresses the following: if we were to measure f at x and x , how similar would we expect f (x) and f (x ) to be? The classical Gaussian or Matern families of covariance functions impose that expected similarity go down with the distance between x and x . a. Two Gaussian covariance functions with different length-scales: correlation drops faster for one than the other (shorter length-scale). b. Samples from the corresponding GPs: we see that a shorter length-scale leads to less smooth functions. (b) Bayesian update of a Gaussian Process. We start with a prior distribution p(f ) over possible functions, then update the prior with data y, to get a posterior p(f |y) ∝ p(y|f )p(f ). The posterior distribution is also a probability distribution, but relative to the prior it is concentrated over the functions that are likely given the data. On this Figure we show the data from Figure 20 , along with functions sampled from the posterior distribution.
Figure 21: Gaussian Processes in the context of non-parametric regression. IPPs are distributions over point sets, GPs are distributions over functions. They can be used to specify a preference for "reasonable" functions.
and we saw that when predicting data for a new image j we do not know the values of α j and β j , and need to average over them. The good news is that when n is known we need not worry about the intercept α j : all values of α j lead to the same predictive distribution, because α j disappears in the normalisation in Equation 12 . Given a distribution p(β) for possible slopes, the predictive distribution is given by:
It is important to realise that the distribution above does not factorise over points, unlike (12) above. Computation requires numerical or Monte Carlo integration over β (as far as we know).
Approximations to the likelihood function
One difficulty immediately arises when considering Equation (11): we require the integral´Ω λ (x) dx. While not a problem when λ (·) has some convenient closed form, in the cases we are interested in λ(x) = exp (η (x)), with η (·) a GP sample. The integral is therefore not analytically tractable. A more fundamental difficulty is that the posterior distribution p(λ (·) |S) is over an infinite-dimensional space of functions -how are we to represent it?
All solutions use some form of discretisation. A classical solution is to use the approximate likelihood obtained by binning the data (Eq. 10), which is an ordinary Poisson count likelihood. The bin intensities λ j =´Ω j λ (x) dx are approximated by assuming that bin area is small relative to the variation in λ (·), so that:
with |Ω j | the area of bin Ω j and x j . The approximate likelihood then only depends on the value of λ (·) at bin centres, so that we can now represent the posterior as the finite-dimensional distribution p(λ 1 . . . λ r |S). In practice we target rather p(η 1 . . . η r |S), for which the prior distribution is given by (see
Here K θ is the covariance matrix corresponding to the covariance function k θ (·, ·), and θ represents hyperparameters (e.g., marginal variance and length-scale of the process).
A disadvantage of the binning approach is that fine gridding in 2D requires many, many bins, which means that good spatial resolution requires dealing with very large covariance (or precision) matrices, slowing down inference.
Another solution, due to Berman and Turner (1992) , uses again the values of η (·) sampled at r grid points, but approximates directly the original likelihood (11). The troublesome integral´Ω λ (x) dx is dealt with using simple numerical quadrature:ˆΩ
where the w j 's are quadrature weights. The values λ (s i ) at the sampled points are interpolated from the known values at the grid points:
the a ij are interpolation weights. Injecting into (11) we have the approximate log-likelihood function:
This log-likelihood function is compatible with the INLA framework for inference in latent Gaussian models (see Rue et al., 2009 and the website www.r-inla.org). The same log-likelihood function can be also be used in the classical maximum-likelihood framework. Approximate confidence intervals and p-values for coefficients can be obtained from nested model comparisons, or using resampling techniques (these techniques are explained in most statistics textbooks, including Wasserman, 2003).
Relating patch statistics to point process theory
We make use again of the fact that Bernoulli probabilities will be small, which implies that 1 − exp (β t v i + β 0 ) will be close to 1. Since log (x) ≈ x − 1 for x ≈ 1, the approximation can be further simplified to:
If the pixel grid is fine enough the second part of the sum will cover almost every point, and will therefore be proportional to the integral of β t v (x, y) + β 0 over the domain. This shows that the approximate likelihood given in Equation (14) tends to the likelihood of an IPP (Eq. 11) with log intensity function log λ (x, y) = β t v (x, y) + β 0 , which is exactly the kind used in this manuscript.
This establishes the small-pixel equivalence of spatial logistic regression and IPP modeling. It remains to show that spatial logistic regression and patch classification are in some cases equivalent.
In the case described above, one has data for one image only, collects n patches at random as examples of nonfixated locations, and then performs logistic regression on the patch labels based on the patch statistics v i . This is essentially the same practice often used in spatial logistic regression, where people simply throw out some of the (overabundant) negative examples at random. Throwing out negative examples leads to a loss in efficiency, as shown in Baddeley et al. (2010) . It is interesting to note that under the assumption that fixations are generated from a IPP with intensity λ (x, y) = β t v (x, y) + β 0 , giving us n positive examples, and assuming that the n negative examples are generated uniformly, the logistic likelihood becomes exact (this is a variant of lemma 12 in Baddeley et al., 2010) . The odds-ratio that a point at location x, y was one of the original fixations is simply:
Here A is the total area of the domain. Equation 16 shows in another way the close relationship between patch classification and spatial point process models: patch classification using logistic regression is a correct (but inefficient) model under IPP assumptions.
In actual practice patch classification involves a) combining patches from multiple images and b) possibly different techniques for classification than logistic regression. The first issue may be problematic, since as we have shown above the coefficients relating covariates to intensity, and certainly intercept values, may vary substantially from one image to another. This can be fixed by changing the covariate matrix appropriately in the logistic regression.
The second issue is that, rather than logistic regression, other classification methods may be used : does the point process interpretation remain valid? If one uses support vector machines, then the answer is yes, at least in the limit of large datasets (SVM and logistic regression are asymptotically equivalent, see Steinwart, 2005) : the coefficients will differ only in magnitude. The same holds for probit, complementary log-log or even least-squares regression: the correct coefficients will be asymptotically recovered up to a scaling factor. In actual practice, the difference between classification methods is often small and all of them may equally be thought of as approximating point process modeling.
ROC performance measures, area counts, and minimum volume sets
Many authors have used the area under the ROC curve as a performance measure for patch classification. Another technique, used for example in Torralba et al. (2006) , is to take the image region with the 20% most salient pixels and count the proportion of fixations that occured in this region (a proportion over 20% is counted as above-chance performance). We show below that the two procedures are related to each other and to point process models. The notion of minimum volume regions will be needed repeatedly in the development below, and we therefore begin with some background material.
Minimum-volume sets A minimum-volume set with confidence level α is the smallest region that will contain a point with probability at least α (it extends the notion of a confidence interval to arbitrary domains, see Fig. 22 ). Formally, given a probability density π(s) over some domain, the minimum volume set F α is such that:
subject toˆF π ≥ α where the minimisation is over all measurable subsets of the domain Ω and Vol (F ) =´F 1 is the total volume of set F . Intuitively speaking, the smaller the minimum-volume sets of π, the less uncertainty there is: if 99% of the probability is concentrated in just 20% of the domain, then π is in some sense 5 times more concentrated than the uniform distribution over Ω. In the case of Gaussian distributions the minimum volume sets are ellipses, but for arbitrary densities they may have arbitrary shapes. In Nuñez Garcia et al. (2003) it is shown that the family of minimum volume sets of π is equal to the family of contour sets of π: that is, every set F α is equal to a set {s ∈ Ω|π (s) ≥ π 0 } for some value π 0 that depends on α 12 . We can therefore measure the amount of uncertainty in a distribution by looking at the volume of its contour sets, a notion which will arise below when we look at optimal ROC performance.
ROC measures
In ROC-based performance measures, the output of a saliency model m(x, y) is used to classify patches as fixated or not, and performance classification is measured using the area of under the ROC curve. The ROC curve is computed by varying a criterion ξ and counting the rate of False Alarms and Hits that result from classifying a patch as fixated. In this section we relate this performance measure to point process theory and show that:
1. If non-fixated patches are sampled from a homogeneous PP, and fixated patches from a IPP with intensity λ (x, y), then the optimal saliency model in the sense of the AUC metric is λ(x, y) (or any monotonic transformation thereof). In this case the AUC metric measures the precision of the IPP, i.e. how different from the uniform intensity function λ (x, y) is.
2. If non-fixated patches are not sampled from a uniform distribution, but from some other PP with intensity ϕ (x, y), then the optimal saliency model in the sense of the AUC metric is no longer λ (x, y) but λ(x,y)
ϕ(x,y) . In other words, a saliency model could correctly predict fixation locations but perform sub-optimally according to the AUC metric if non-fixated locations are sampled from a non-uniform distribution (for example when non-fixated locations are taken from other pictures).
3. Since AUC performance is invariant to monotonic transformations of m(x, y), it says nothing about how intensity scales with m(x, y).
In the following we will simplify notation by noting spatial locations as s = (x, y), and change our notation for functions accordingly (m(s), λ(s), etc.). We assume that fixated patches are drawn from a PP with intensity λ(s) and non-fixated patches from a PP with intensity ϕ (s). In ROC analysis locations are examined independently from one another, so that all that matters are the normalised intensity functions (probability densities for single points, see Section 5.3.2). Without loss of generality we assume that λ and ϕ integrate to 1 over the domain. By analogy with psychophysics we define the task of deciding whether a single, random patch s was drawn from λ (the fixated distribution) or ϕ (the non-fixated distribution) as the Yes/No task. Correspondingly, the 2AFC task is the following: two patches s 1 , s 2 are sampled random, one from λ and one from ϕ, and one must guess which of the two patches came from λ. The Y/N task is performed by comparing the "saliency" of the patch m(s) to a criterion ξ. The 2AFC task is performed by comparing the relative saliency of s 1 and s 2 : if m(s 1 ) > m(s 2 ) the decision is that s 1 is the fixated location.
We will use the fact that the area under the ROC curve is equal to 2AFC performance (Green and Swets, 1966) . 2AFC performance can be computed as follows: we note O = (1, 0) the event corresponding to s 1 ∼ λ and s 2 ∼ ϕ. The probability of a correct decision under the event O = (1, 0) is:
where I (m (s 1 ) > m(s 2 )) is the indicator function of the event that s 1 has higher saliency than s 2 (according to m). Note that the O = (0, 1) event is exactly symmetrical, so that we do not need to consider both.
We first consider the case where non-fixated locations are drawn uniformly (ϕ (s) = V −1 , where V is the area or volume of the observation window), and ask what the optimal saliency map m is -in the sense of giving maximal 2AFC performance and therefore maximal AUC. 2AFC can be viewed as a categorisation task over a space of stimulus pairs, where the two categories are O = (1, 0) and O = (0, 1) in our notation. The so-called "Bayes rule" is the optimal rule for categorisation (Duda et al., 2000) , and in our case it takes the following form: answer O = (1, 0) if p (O = (1, 0)|s 1 , s 2 )) > p (O = (0, 1)|s 1 , s 2 ). The prior probability p (O = (0, 1)|s 1 , s 2 ) is 1/2, so the decision rule only depends on the likelihood ratio: p (s 1 , s 2 |O = (1, 0)) p (s 1 , s 2 |O = (0, 1))
The optimal decision rule consist in comparing λ(s 2 ) to λ (s 1 ), which is equivalent to using λ as a saliency map (or any other monotonic transformation of λ). The probability of a correct decision (18) is then: p c =ˆΩ λ(s 1 ) V −1ˆΩ I (λ (s 1 ) ≥ λ(s 2 )) ds 2 ds 1
The inner integral´Ω I (λ (s 1 ) ≥ λ(s 2 )) ds 2 corresponds to the total volume of the set of all locations with lower density than the value at s 1 : a contour set of λ, which as we have seen is also a minimum volume set. This observation leads to another of expressing the integral in (20): intuitively, each location s 1 will be on the boundary of a minimum volume set F α , for some value of α, and the inner integral will correspond to the volume of that set. We re-express the integral by grouping together all values of s 1 that lead to the same set F α , and hence the same value of the inner integral: these are the set of values s 1 that fall along a density contour λ (s 1 ) = λ α . Suppose that we generate a random value of s 1 and note the α value of the contour set s 1 falls on: call a this random variable. By definition the event s 1 ∈ F α happens with probability α, so that p(a ≤ α) = α, and therefore a has a uniform distribution over [0, 1] (it is in fact a p-value). We can express Equation (20) as an expectation over a:
Here V (α) is the relative volume of the minimum-volume set with confidence level α. V (0.9) = 0.2 means that, for a location s sampled from λ, the smallest region of space we can find that includes 90% of the observations takes up just 20% of the observation window. For a uniform distribution V (α) = α. Whatever the density λ, V (0) = 0, and if small regions include most of the probability mass we are going to see a slow increase in V (α) as α rises. This will lead in turn to a low value for the integral´1 0 V (α) dα. Having small regions that contain most of the probability mass is the same as having a concentrated or precise point process, and therefore Equation (21) shows that under the optimal decision rule the AUC value measures the precision of the point process.
We now turn to the case where non-fixated locations are not taken from the uniform distribution: for example, when those locations are randomly drawn from fixations observed on other pictures. The optimal rule is again Bayes' rule, Equation 19, which is equivalent to using m(s) = λ(s)/ϕ (s) as a saliency map. Under an assumption of center bias this may artificially inflate the AUC value of saliency maps which have low values around the center. This problem can be remedied by computing an estimate of the intensity ϕ and using m(s)/ϕ(s) (or more conveniently log m(s) − log ϕ (s)) instead of m(s) when computing AUC scores.
Area counts
In area counts the goal is to have a small region that contains as many fixations as possible. Given a discrete saliency map, we can build a region that contains the 20% most salient pixels, and count the number of fixations that occured there. In this section we show that if fixations come from a point process with intensity λ, the optimal saliency map is again λ (again, up to arbitrary monotonic transformations). In that context, we show further that if we remove the arbitrariness of setting a criterion at 20%, and integrate over criterion position, we recover exactly the AUC performance measure -the two become equivalent.
Let us define the following optimisation problem: given a probability density π, we seek a measurable set G such that
s.t V (G) = q that is, among all measurable subsets of Ω of relative volume q, we seek the one that has maximum probability under π. These maximum-probability sets and the minimum-volume-sets defined above are related: indeed the optimisation problems that define them (17 and 22) are dual. This follows from writing down the Lagrangian of 22:
which is equivalent to that of (17) for some value of η. This result implies that the family of solutions of the two problems are the same: a maximum-probability set for some volume q is a minimum-volume set for some confidence We show in the upper panel two density functions (A) and (B) along with minimal volume sets with α = 0.8: these are the smallest areas containing 80% of the probability, and correspond to contours of the density (see text). The α = 0.8 area is much larger in A than in B, which reflects higher uncertainty. In the lower panel, the area of the minimal volume set of level α is represented as a function of the confidence level α. The integral of this function is shown in the text to equal optimal ROC performance in the patch classification problem, and reflects the underlying uncertainty in the point process.
level α. Since we know that the family of contours sets is the family of solutions of the minimum-volume problem, it follows that it is also the family of solutions of the maximum-probability problem.
In turn, this implies that if fixations come from an IPP with intensity λ, the optimal saliency map according to the area count metric must have the same top 20% values in the same locations as λ. To remove the arbitrariness associated with the criterion, we measure the total probability in G q for each value of q between 0 and 1 and integrate:
The integrand Prob (q) measures the probability contained within the maximum-probability set of size q: because of the equivalence of maximum-probability and minimum-coverage sets, Prob(q) is the inverse of the function V (α), which measured the relative size of the minimum-volume set with confidence level α. Therefore A c = 1 −´1 0 V (α) dα, which is exactly the optimal AUC performance under uniform samples, as shown in the previous section. Area counts and ROC performance are therefore tightly related.
