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Abstract
Inclines are the additively idempotent semirings in which products are less than or equal to
either factor. Thus inclines generalize Boolean algebra, fuzzy algebra and distributive lattice.
This paper studies the standard eigenvectors of incline matrices (i.e., matrices over inclines)
in detail. As the main results, for an incline matrix with index and for a lattice matrix, the
structures of all the standard eigenvectors are given and the greatest standard eigenvector is
determined. Also it is proved that for an incline matrix with index, the set of all the standard
eigenvectors of it coincides with the set of all the standard eigenvectors of its transitive closure.
The power convergence of an incline matrix with index is characterized in terms of the sets of
standard eigenvectors. The results in the present paper include some previous results for the
Boolean matrices, the fuzzy matrices and the lattice matrices among their special cases.
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1. Introduction
The notion of inclines and their applications were described in [2] comprehen-
sively. Recently, Kim and Roush [10] also made a survey of the results obtained
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in the literature [2] and some applications. Inclines are the additively idempotent
semirings in which products are less than or equal to factors. Thus inclines gener-
alize Boolean algebra, fuzzy algebra and distributive lattice. And Boolean matri-
ces, fuzzy matrices and lattice matrices are the prototypical examples of incline
matrices. All applications of Boolean algebra and fuzzy algebra to automata theory,
design of switching circuits, logic of binary relations, medical diagnosis, Markov
chains, information system and clustering are instances in which inclines can be
applied. Besides, inclines are applied to nervous system, probable reasoning, finite
state machines, psychological measurement, dynamical programming and decision
theory.
Cao [3] studied firstly the structures of all standard eigenvectors of the matrices
over some inclines. Sanchez [12] determined the greatest standard eigenvector of a
fuzzy matrix and proved that for a given fuzzy matrix the greatest standard eigen-
vector of it is the greatest standard eigenvector of its transitive closure. Sanchez
[11] gave three algorithms to find the greatest standard eigenvector of a given fuzzy
matrix. Cechlarova [4] characterized the standard eigenvectors of a fuzzy matrix
by means of its associated fuzzy graph and gave the bounds for the set of all its
standard eigenvectors. Zhu and Wang [17] developed a result of Sanchez [12] and
proved that for a given fuzzy matrix the set of all its standard eigenvectors coin-
cides with the set of all standard eigenvectors of its transitive closure. Fan and
Cheng [5] established a necessary and sufficient condition for a fuzzy vector to
be a standard eigenvector of a given fuzzy matrix. Bourke and Fisher [1] proved
that a fuzzy matrix which converges in finite steps with respect to the max-product
composition has the greatest standard eigenvector. Fernandez et al. [6] generalized
a result of Sanchez [11] and determined the greatest T -eigen fuzzy set of a fuzzy
relation, where T is an upper semicontinuous t-norm. Goetschel and Voxman [8]
extended a result of Sanchez [12] and determined the greatest standard eigenvec-
tor of a matrix over the set of fuzzy numbers. Tan [14] gave the structure of all
the standard eigenvectors of a lattice matrix and characterized the power conver-
gence of a lattice matrix in terms of the sets of standard eigenvectors. Tan [16]
followed up his paper [13] and obtained the maximum eigenvector of a square mat-
rix with a given associated eigenvalue over a complete and completely distributive
lattice.
The present paper investigates the standard eigenvectors of incline matrices which
have indices. As the main results, for an incline matrix with index and for a lattice
matrix, the structures of all the standard eigenvectors are given and the greatest
standard eigenvector is determined. Also it is proved that for an incline matrix with
index, the set of all the standard eigenvectors of it coincides with the set of all
the standard eigenvectors of its transitive closure. The power convergence of an
incline matrix with index is characterized in terms of the sets of standard eigen-
vectors. The results in this paper include some previous results among their special
cases.
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2. Preliminaries and some lemmas
In this section, we give some definitions and preliminary lemmas.
Definition 2.1 [2]. A nonempty set L with two binary operations + and · is called an
incline if it satisfies the following conditions:
(1) (L,+) is a semilattice,
(2) (L, ·) is a commutative semigroup,
(3) x(y + z) = xy + xz for all x, y, z ∈ L,
(4) x + xy = x for all x, y ∈ L.
In an incline L, define a relation  by x  y ⇔ x + y = y. Obviously, xy  x
for all x, y ∈ L.
The Boolean algebra ({0, 1},∨,∧) is an incline. The fuzzy algebra ([0, 1],∨, T )
is also an incline, where T is a t-norm. And distributive lattices are a kind of inclines.
Throughout this paper, unless otherwise stated, L always denotes any given in-
cline with an additive identity 0 and a multiplicative identity 1. It follows that 0 is
the least element and 1 is the greatest element in L.
For any positive integer n, n always stands for the set {1, 2, . . . , n}.
Denote by Lm×n and Ln the set of all m× n matrices over L and the set of all
column vectors of order n over L, respectively.
GivenA = (aik) ∈ Lm×n, B = (bkj ) ∈ Ln×l and b = (bk) ∈ Ln, the productsA ·
B ∈ Lm×l and A · b ∈ Lm are defined by
A · B :=

∑
k∈n
aikbkj

 and A · b :=

∑
k∈n
aikbk

 ,
respectively.
For A = (aij ) ∈ Ln×n and positive integer l, we denote by a(l)ij the (i, j)-entry of
the power Al of A, i.e., Al =
(
a
(l)
ij
)
.
Definition 2.2. Let A ∈ Ln×n and x ∈ Ln. The vector x is called an eigenvector
of A if there exists an element λ ∈ L such that Ax = λx. In this case, λ is called
an eigenvalue associated with x. In particular, the eigenvector associated with the
eigenvalue λ = 1 is called a standard eigenvector. Denote by E(A) the set of all the
standard eigenvectors of A, i.e., E(A) := {x ∈ Ln| Ax = x}.
Let A ∈ Ln×n. Ai∗ denotes the ith row vector of A and A∗j denotes the j th col-
umn vector of A. Also C(A) denotes the submodule of Ln finitely generated by the
column vectors of A over L. It is clear that C(A) has the greatest element
∑
j∈n A∗j ,
denoted by τ(A). It is easy to see that E(A) ⊆ C(A).
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The following are the fundamental lemmas which will be used in the next sec-
tions.
Lemma 2.1. If A ∈ Ln×n, then E(A) is a submodule of Ln over L.
Proof. Suppose that x, y ∈ E(A) and α ∈ L. Then A(x + y) = Ax + Ay = x + y
and A(αx) = α · A(x) = αx. Thus x + y ∈ E(A) and αx ∈ E(A). 
Lemma 2.2. If A,B ∈ Ln×n, then the following hold:
(1) τ (AB) = A · τ(B),
(2) τ (AB)  τ(A),
(3) τ (A+ B) = τ(A)+ τ(B).
Proof. We have that
τ(AB)=
∑
j∈n
(AB)∗j =
∑
j∈n
A · B∗j = A ·
∑
j∈n
B∗j
= A · τ(B) 
∑
j∈n
A∗j = τ(A),
which implies that (1) and (2) hold. And we obtain that
τ(A+ B)=
∑
j∈n
(A+ B)∗j =
∑
j∈n
(A∗j + B∗j )
=
∑
j∈n
A∗j +
∑
j∈n
B∗j = τ(A)+ τ(B),
which means that (3) holds. 
Lemma 2.3. If A ∈ Ln×n and s1, s2, . . . , sr are positive integers, then
E(A) ⊆ C(As1 + As2 + · · · + Asr ).
Proof. It is obvious that E(A) ⊆ E(Al) for any positive integer l. Thus we see that
E(A) ⊆ E(As1 + As2 + · · · + Asr ) ⊆ C(As1 + As2 + · · · + Asr ).
This completes the proof. 
For A = (aij ) ∈ Ln×n and any positive integers s and t , we denote
As,t =
(
a
(s,t)
ij
)
:= As + As+1 + · · · + As+t−1.
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Lemma 2.4. If A ∈ Ln×n, then A2n  An,n.
Proof. Let A = (aij ). For any subscripts i, j ∈ n, we have that
a
(2n)
ij =
∑
i1,i2,...,i2n−1∈n
aii1ai1i2 · · · ai2n−1j .
Consider any term aii1ai1i2 · · · ai2n−1j of a(2n)ij . Put i0 = i and i2n = j . Since ip ∈ n
for n  p  2n, there exist u and v such that n  u < v  2n and iu = iv . Now
strike out aiuiu+1 · · · aiv−1iv from ai0i1ai1i2 · · · ai2n−1i2n . Then we obtain that
ai0i1ai1i2 · · · ai2n−1i2n = ai0i1 · · · aiu−1iu · aiuiu+1 · · · aiv−1iv · aiviv+1 · · · ai2n−1i2n
 ai0i1 · · · aiu−1iu · aiviv+1 · · · ai2n−1i2n  a(2n+u−v)i0i2n .
Since n  2n+ u− v  2n− 1, we see that a(2n+u−v)i0i2n  a
(n,n)
i0i2n
. Hence
ai0i1ai1i2 · · · ai2n−1i2n  a(n,n)i0i2n ,
and so a(2n)ij  a
(n,n)
ij . This completes the proof. 
3. Standard eigenvectors of incline matrices with indices
In this section we assume that L is an incline.
We first construct the set of all standard eigenvectors and determine the greatest
standard eigenvector for an incline matrix with index.
Definition 3.1. Let A ∈ Ln×n. If there exist two positive integers k and d such that
Ak = Ak+d , then the least such integers k and d are called the index and the period
of A, and denoted by i(A) and p(A), respectively. In this case, we say that A has
index or that A is an incline matrix with index. In particular, when p(A) = 1, we say
that A converges in finite steps.
Obviously, if A ∈ Ln×n has index, then Ai(A) = Ai(A)+p(A) and the power se-
quence
A,A2, A3, . . . , Am, . . .
of A contains exactly i(A)+ p(A)− 1 different matrices:
A,A2, . . . , Ai(A), . . . , Ai(A)+p(A)−1.
Lemma 3.1. If A ∈ Ln×n has index, then τ(Ai(A)) = τ(Ai(A)+l ) for all positive
integers l.
Proof. It is easy to see that
Ai(A) = Ai(A)+p(A) = Ai(A)+2p(A) = · · · = Ai(A)+l·p(A).
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By (2) of Lemma 2.2, we have that
τ(Ai(A))  τ(Ai(A)+l )  τ(Ai(A)+l·p(A)) = τ(Ai(A)).
This completes the proof. 
Theorem 3.1. If A ∈ Ln×n is an incline matrix with index, then the following hold:
(1) E(A) = C(Ai(A),p(A)),
(2) τ (Ai(A)) is the greatest standard eigenvector of A.
Proof. (1) Since Ai(A) = Ai(A)+p(A), we have that
A · Ai(A),p(A) = A(Ai(A) + Ai(A)+1 + · · · + Ai(A)+p(A)−1)
= Ai(A)+1 + Ai(A)+2 + · · · + Ai(A)+p(A)
= Ai(A)+1 + Ai(A)+2 + · · · + Ai(A)+p(A)−1 + Ai(A)
= Ai(A),p(A).
Thus all the column vectors of Ai(A),p(A) belong to E(A). By Lemma 2.1,
C(Ai(A),p(A)) ⊆ E(A). By Lemma 2.3, E(A) ⊆ C(Ai(A),p(A)). Hence E(A) =
C(Ai(A),p(A)).
(2) By (3) of Lemma 2.2 and Lemma 3.1, we have that
τ(Ai(A),p(A))= τ(Ai(A) + Ai(A)+1 + · · · + Ai(A)+p(A)−1)
= τ(Ai(A))+ τ(Ai(A)+1)+ · · · + τ(Ai(A)+p(A)−1)
= τ(Ai(A))+ τ(Ai(A))+ · · · + τ(Ai(A))
= τ(Ai(A)),
i.e., τ(Ai(A),p(A)) = τ(Ai(A)). Since τ(Ai(A),p(A)) is the greatest element of
C(Ai(A),p(A)), τ(Ai(A)) is the greatest element in C(Ai(A),p(A)). By (1), τ(Ai(A))
is the greatest element in E(A). 
Corollary 3.1. If A ∈ Ln×n converges in finite steps, then E(A) = C(Ai(A)).
Proof. Since p(A)= 1, it follows from (1) of Theorem 3.1 thatE(A)=C(Ai(A),1)=
C(Ai(A)). 
Theorem 5 of Bourke et al. [1] is a consequence of Theorem 3.1 and Corollary
3.1.
We next show that for an incline matrix with index the set of all its standard eigen-
vectors coincides with the set of all standard eigenvectors of its transitive closure.
The following lemma plays an important role.
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Lemma 3.2. If A ∈ Ln×n, then its transitive closure t (A) is equal to ∑p∈n Ap.
Proof. We first show that Ak 
∑
p∈n Ap for k > n. Let A = (aij ). For any sub-
scripts i, j ∈ n, we have that
a
(k)
ij =
∑
i1,i2,...,ik−1∈n
aii1ai1i2 · · · aik−1j .
Consider any term aii1ai1i2 · · · aik−1j . Put i0 = i and ik = j . Since k > n and i1, i2,
. . . , ik ∈ n, there exist u and v such that iu = iv and 1  u < v  k. Then we obtain
that
ai0i1ai1i2 · · · aik−1ik = ai0i1 · · · aiu−1iu · aiuiu+1 · · · aiv−1iv · aiviv+1 · · · aik−1ik
 ai0i1 · · · aiu−1iu · aiviv+1 · · · aik−1ik .
By repeating the similar procedures, we can see that there exists a positive integer s
such that s  n and
ai0i1ai1i2 · · · aik−1ik  ai0j1aj1j2 · · · ajs−1ik  a(s)i0ik .
Hence, a(k)i0ik 
∑
p∈n a
(p)
i0ik
. This means that Ak 
∑
p∈n Ap.
We next prove that t (A) =∑p∈n Ap. By the fact proved above,
∑
p∈n
Ap


2
=
∑
2rn
Ar +
∑
n+1s2n
As 
∑
2rn
Ar +
∑
p∈n
Ap =
∑
p∈n
Ap,
i.e.,
∑
p∈n Ap satisfies the transitivity. If B ∈ Ln×n is a transitive matrix and A 
B, then A2  AB  B2  B,A3  AB  B, . . . , An  B and so
∑
p∈n Ap  B.
Thus
∑
p∈n Ap is the transitive closure of A. 
The following example shows that the equality t (A) = A+ A2 + · · · + An−1
does not hold, in general.
Example 3.1. Let L = ([0, 1],∨,∧). Consider the following matrix A ∈ L3×3:
A :=

0.4 0.6 10.7 0.5 0
0 1 1

 .
Then
A2 =

0.6 1 10.5 0.6 0.7
0.7 1 1

 and A3 =

0.7 1 10.6 0.7 0.7
0.7 1 1

 .
By Lemma 3.2, we have that
t (A) = A ∨ A2 ∨ A3 =

0.7 1 10.7 0.7 0.7
0.7 1 1

 .
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However
A ∨ A2 =

0.6 1 10.7 0.6 0.7
0.7 1 1

t (A).
Theorem 3.2. If A ∈ Ln×n is an incline matrix with index, then the following hold:
(1) t (A) converges in finite steps,
(2) E(t (A)) = E(A), i.e., the standard eigenvectors of t (A) are those of A, and
vice versa.
Proof. (1) Let s be a positive integer such that s  i(A) and s(n− 1)  p(A)− 1.
By Lemma 3.2,
(t (A))s =

∑
p∈n
Ap


s
= As + As+1 + · · · + Asn.
Since sn− (s − 1)  p(A) and s  i(A), we have that
As + As+1 + · · · + Asn = Ai(A) + Ai(A)+1 + · · · + Ai(A)+p(A)−1
= Ai(A),p(A).
Hence (t (A))s = Ai(A),p(A). Similarly, we obtain that
(t (A))s+1 = As+1 + · · · + Asn + Asn+1 + · · · + A(s+1)n
= Ai(A) + Ai(A)+1 + · · · + Ai(A)+p(A)−1 = Ai(A),p(A).
Thus (t (A))s = (t (A))s+1, i.e., t (A) converges in finite steps and i(t (A))  s.
(2) By Corollary 3.1 and the proof of (1), we see that
E(t (A)) = C((t (A))i(t (A))) = C((t (A))s) = C(Ai(A),p(A)).
By (1) of Theorem 3.1, C(Ai(A),p(A)) = E(A). Hence E(t (A)) = E(A). This com-
pletes the proof. 
Corollary 3.2. If L is a distributive lattice and A ∈ Ln×n, then E(t (A)) = E(A).
Proof. Any square matrix over a distributive lattice has index. Hence the conclusion
follows from Theorem 3.2. 
Theorem 3.2 and Corollary 3.2 generalize Theorem 2.2 in [17]. Also Theorem 7
in [12] is a consequence of Theorem 3.2 and Corollary 3.2. However, it is impossible
to prove Theorem 3.2 and Corollary 3.2 by the methods of proving in Refs. [12,17].
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Corollary 3.3 [17]. If A is a square fuzzy matrix, then the set of all solutions of
the fuzzy eigen equation Ax = x coincides with the one of the fuzzy eigen equation
t (A)x = x.
Proof. In fact, L = ([0, 1],∨,∧) is a linear lattice, the conclusion follows from
Corollary 3.2. 
Corollary 3.4 [12]. If A is a square fuzzy matrix, then the greatest standard eigen-
vector of t (A) is exactly the one of A.
We now give two equivalent conditions for an incline matrix with index to con-
verge in finite steps by means of the sets of standard eigenvectors.
Theorem 3.3 [9]. If A ∈ Ln×n is an incline matrix with index, then the following
statements are equivalent:
(1) A converges in finite steps;
(2) E(A) = E(Al) for all positive integers l;
(3) E(A) = E(Ap(A)).
Corollary 3.5 [9]. If L is a distributive lattice and A ∈ Ln×n, then the following
statements are equivalent:
(1) A converges in finite steps;
(2) E(A) = E(Al) for all positive integers l;
(3) E(A) = E(Ap(A)).
Theorem 3.3 and Corollary 3.5 generalize and develop Theorem 3.1 of Tan [14]
and Theorem 5.6 of Tan [15].
Corollary 3.6 [14, 15]. Let L be a distributive lattice and A ∈ Ln×n. Then A con-
verges in finite steps if and only if E(Al) = E(A) for all positive integers l.
The following example shows that in Theorem 3.3 the assumption that an incline
matrix A has index cannot be omitted.
Example 3.2. Let L = ([0, 1],∨,×), where × is the ordinary multiplication. Con-
sider the following matrix A ∈ L2×2:
A :=
(
0.1 0.1
0.1 0.1
)
.
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Since
Al =
(
10−l 10−l
10−l 10−l
)
for all positive integers l, A has not index and does not converge in finite steps.
However, if (x1, x2)T ∈ E(Al), then 10−lx1 ∨ 10−lx2 = x1 = x2 and 10−lx1 = x1.
So x1 = x2 = 0. Thus E(A) = E(Al) = {(0, 0)T}.
4. Standard eigenvectors of lattice matrices
In this section we assume that L is a distributive lattice.
We give a method to determine the greatest standard eigenvector and consider the
structure of all standard eigenvectors for a lattice matrix.
Lemma 4.1. If A ∈ Ln×n, then An  An+1,n.
Proof. Let A = (aij ). For any i, j ∈ n, we have that
a
(n)
ij =
∑
i1,i2,...,in−1∈n
aii1ai1i2 · · · ain−1j .
Consider any term aii1ai1i2 · · · ain−1j of a(n)ij . Put i0 = i and in = j . Since ip ∈ n for
0  p  n, there exist u and v such that 0  u < v  n and iu = iv . It is easy to see
that
aii1ai1i2 · · · ain−1j = ai0i1 · · · aiu−1iu · aiuiu+1 · · · aiv−1iv · aiviv+1 · · · ain−1in
= ai0i1 · · · aiu−1iu · aiuiu+1 · · · aiv−1iv · aiuiu+1 · · · aiv−1iv · aiviv+1
· · · ain−1in  a(n+v−u)i0in  a
(n+1,n)
ij .
Hence we obtain that a(n)ij  a
(n+1,n)
ij . This completes the proof. 
Theorem 4.1. If A ∈ Ln×n is a lattice matrix, then τ(An) = An−1 · τ(A) is the
greatest standard eigenvector of A.
Proof. By (2) of Lemma 2.2, we have that
τ(An)  τ(An+1)  τ(An+2)  · · ·  τ(A2n).
By Lemma 4.1 and (3) of Lemma 2.2, we obtain that
τ(An)  τ(An+1,n)= τ(An+1)+ τ(An+2)+ · · · + τ(A2n)
= τ(An+1)  τ(An),
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i.e., τ(An) = τ(An+1). By (1) of Lemma 2.2, we see that
A · τ(An) = τ(A · An) = τ(An+1) = τ(An).
So τ(An) ∈ E(A). On the other hand, by Lemma 2.3, E(A) ⊆ C(An) and τ(An)
is the greatest element of C(An). Hence τ(An) is the greatest element of E(A). It
follows from (1) of Lemma 2.2 that τ(An) = An−1 · τ(A). 
Theorem 4.1 generalizes Theorem 3 in [12] and Theorem 3.7 of Goetschel et al.
[8]. However, it is impossible to prove Theorem 4.1 by the methods of proving in
Refs. [8,12].
Theorem 4.1 coincides with (2) of Theorem 2.1 in [14], but our method of proving
is distinct from and simpler than the one in [14].
Corollary 4.1. If A ∈ Ln×n, then τ(An) = τ(An+l ) for all positive integers l.
Proof. From the proof of Theorem 4.1, we see that τ(An) = τ(An+1). Suppose that
τ(An) = τ(An+k) for some positive integer k. By (1) of Lemma 2.2, we have that
τ(An+k+1)= τ(A · An+k) = A · τ(An+k) = A · τ(An)
= τ(A · An) = τ(An+1) = τ(An).
By the induction, the conclusion holds. 
Corollary 4.2. Let A ∈ Ln×n. If s  min{i(A), n}, then τ(As) is the greatest stan-
dard eigenvector of A.
Proof. In the case of s  n, the conclusion follows from Corollary 4.1 and Theorem
4.1. Suppose s < n. Then s  i(A). By the notions of index and period, we have that
As = As+n·p(A). By Corollary 4.1, τ(As+n·p(A)) = τ(An). Thus τ(As) = τ(An). By
Theorem 4.1, τ(As) is the greatest standard eigenvector of A. 
As a consequence of Theorem 4.1, Corollary 4.1 and Corollary 4.2, we obtain the
following.
Corollary 4.3. IfA ∈Ln×n, then there exists a positive integer m such that τ(Am)=
τ(Am+1) and m  min{i(A), n}. In this case, τ (Am) is the greatest standard eigen-
vector of A.
Corollary 4.2 and Corollary 4.3 generalize and develop (2) of Theorem 2.1 in
[14].
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Example 4.1. LetL= ({1, 2, 3, 4, 6, 8, 9, 12, 18, 24, 27, 36, 54, 72, 108, 216},+, ·),
where a + b = l.c.m{a, b} and a · b = g.c.d{a, b}. Then L is a distributive lattice.
Given a matrix
A :=

72 36 918 6 54
8 1 4

 ∈ L3×3,
then τ(A) = (72, 54, 8)T, and A · τ(A) = (72, 18, 8)T = A2 · τ(A). Hence τ(A2) =
(72, 18, 8)T is the greatest standard eigenvector of A.
Lemma 4.2. Let A ∈ Ln×n. If s  min{i(A), n} and t  n, then As,t = An,n.
Proof. In the case of s  n, by Lemma 2.4 and Lemma 4.1, we have that
An+1,n = An+1 + · · · + A2n−1 + A2n
 An + An+1 + · · · + A2n−1 + A2n
= An,n + A2n = An,n
= An + An+1 + · · · + A2n−1
 An + An+1 + · · · + A2n−1 + A2n
= An + An+1,n = An+1,n,
i.e., An+1,n = An,n. Multiplying two sides of this equality by A, we obtain that
An+2,n = An+1,n = An,n. Similarly, we can see that Al,n = An,n for l  n. So
As,t = As,n + As+1,n + · · · + As+t−n,n = An,n.
If s < n, then s  i(A). By the notions of index and period,
As,t = An·p(A)As,t = As+n·p(A),t .
Since s + n · p(A) > n, we have As+n·p(A),t = An,n by the fact proved above.
Hence As,t = An,n. 
Corollary 4.4. If A ∈ Ln×n and s  n, then As,n = An,n.
Lemma 4.2 and Corollary 4.4 generalize Lemma 1 in [5]. But it is impossible to
prove Lemma 4.2 and Corollary 4.4 by the method of proving in Ref. [5].
Theorem 4.2. Let A ∈ Ln×n be a lattice matrix. If s  min{i(A), n}, t  n and
r  n, then
E(A) = C(As,t ) = C((A+ A2)r ).
Proof. By Lemma 4.2, we have that
(A+ A2)r = Ar + Ar+1 + · · · + A2r = Ar,r+1 = An,n = As,t .
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For any y ∈ Ln, we obtain that
A · As,ty = As+1,t y = An,ny = As,ty.
Hence As,ty ∈ E(A). Thus C(As,t ) ⊆ E(A). By Lemma 2.3, E(A) ⊆ C(As,t ). This
completes the proof. 
Corollary 4.5. If A ∈ Ln×n and x ∈ Ln, then the following hold:
(1) Ax = x if and only if there exists y ∈ Ln such that x = An,ny,
(2) E(A) = C(An,n),
(3) E(A) = C((A+ A2)n).
Theorem 4.2 and Corollary 4.5 generalize Theorem 2 in [3], Theorem 1 in [5] and
(1) of Theorem 2.1 in [14]. (3) of Corollary 4.5 coincides with Theorem 2 in [3] and
(1) of Theorem 2.1 in [14].
Example 4.2. Let L be the lattice in Example 4.1. Consider a lattice matrix A
defined as follows:
A :=
(
18 6
8 1
)
∈ L2×2.
Then we have that
A+ A2 =
(
18 6
8 1
)
+
(
18 6
2 2
)
=
(
18 6
8 2
)
and
A2 + A3 =
(
18 6
2 2
)
.
By (2) of Corollary 4.5, we see that
E(A) = C(A2,2) = C(A2 + A3) =
{
α
(
18
2
)
+ β
(
6
2
)∣∣∣∣α, β ∈ L
}
.
The greatest standard eigenvector of A is τ(A2) = (18, 2)T and τ(A2) /= τ(A) =
(18, 8)T.
Example 4.2 shows that for an n× n lattice matrix A, τ(An−1) is not the greatest
standard eigenvector of A, in general.
5. Conclusions
In this paper, we investigated the standard eigenvectors of the matrices over com-
mutative inclines. It is clear that if T is a ‘noncommutative’ t-norm (see [7]), then
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L = ([0, 1],∨, T ) forms a noncommutative incline. From the proofs in the present
paper, we easily see that our techniques can be applied to study the standard eigen-
vectors of the matrices over noncommutative inclines and all the results in Section 2
and Section 3 can be further generalized to the setting of noncommutative inclines.
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