This study explores the feasibility of sensitive machines; that is, machines with empathic abilities, at least to some extent. A signal processing and machine learning pipeline is presented that is used to analyze data from two studies in which 25 Post-Traumatic Stress Disorder (PTSD) patients participated. The feasibility of speech as a stress detector was validated in a clinical setting, using the Subjective Unit of Distress (SUD). 13 statistical parameters were derived from five speech features, namely: amplitude, zero crossings, power, high-frequency power, and pitch. To achieve a low dimensional representation, a subset of 28 parameters was selected and, subsequently, compressed into 11 principal components (PC). Using a Multi-Layer Perceptron neural network (MLP), the set of 11 PC were mapped upon 9 distinct quantizations of the SUD. The MLP was able to discriminate between 2 stress levels with 82.4% accuracy and up to 10 stress levels with 36.3% accuracy. With stress baptized as being the black death of the 21st century, this work can be conceived as an important step towards computer aided mental health care.
INTRODUCTION
In contrast to animals, humans have the ability to make cognitive representations of events, both from the past and for the future. Although such representations aid our daily work and living, they have their down side. In the case of stressful life events, cognitive representations can catalyze worrying and, hence, facilitate chronic stress, unknown to animal species (Brosschot, 2010) . This effect is strengthened by the influence of stress on our memory systems (Schwabe et al., 2010) . Chronic stress often produces similar physiological responses to those occurring during the stressful events from which it originates. In turn, this can cause pervasive and structural chemical imbalances in our physiological systems, including the autonomic nervous, central nervous, neuroendocrine, immune system, and even in the brain (Brosschot, 2010) . Due to the complexity of our physiological systems, their continuous interaction, and their inherent dynamic nature, a thorough understanding of 'chronic stress' is still missing.
Current day practice in treatment of chronic stress focusses on the treatment of either cognitive representations, our habit memory system, or both (Schwabe et al., 2010) . In general, under stressful events, the habit memory system tends to dominate over the cognitive memory (or representations) system; however, their precise relation remains unknown (Schwabe et al., 2010) . This lack of understanding makes treatment inherently complex and requires a very high level of expertise from the clinician. Moreover, most indicators of patients' progress rely on behavior measures and the clinician's expertise.
This article presents the development of the backend of a computer aided diagnosis (CAD) for mental health care, in particular for the treatment of chronic stress related disorders. This backend will be validated with two previously gathered sets of clinical data van der Sluis et al., 2010; . Its foundation lay in speech signal analysis and the processing of the signal's features by a MultiLayer Perceptron neural network (MLP). The envi-sioned CAD system can be used as a decision support system in everyday life (e.g., at work) and in mental health care settings.
The remaining article is composed as follows. Next, we will present a brief section that will describe the data set with which the CAD framework will be clinically validated. Section 3 will describe relevant speech signal features and their parameters. Section 4 will present the results of the actual stress classification and validation employed in this study. Last, Section 5 will present a general discussion, with which this article end.
DATA SET
Various stimuli have been applied in the endeavor to trigger stress in a controlled manner, including, images, sounds, (fragments of) films (van den Broek and Westerink, 2009), and real-world experiences (Healey and Picard, 2005) . However, how do we know which methods actually triggered participants' true stress? This is a typical concern of validity, which is a crucial issue for stress assessment.
Although understandable from a measurementfeasibility perspective, stress measurements are often done in controlled lab settings (cf. the Trier Social Stress Test (Kirschbaum et al., 1993) ). This makes results poorly generalizable to real-world applications (van den Broek, 2010). Moreover, under normal circumstances, in our every day lives, bursts of significant stress are sparse, which makes it even more difficult to obtain such data (in a limited time frame) (Picard, 2010) . However, luckily, previously we already obtained two data sets of clinically validated data that comprises bursts of authentic chronic stress van der Sluis et al., 2010; , which we will briefly introduced here.
In total, 25 female Dutch Post-Traumatic Stress Disorder (PTSD) patients (mean age: 36; SD: 11.32) participated of their own free will. All patients suffered from panic attacks, agoraphobia, and panic disorder with agoraphobia (Sánchez-Meca et al., 2010) . Before the start of the studies, all patients signed an informed consent form and all were informed of the tasks they could expect. The data from one patient with problems in both studies were omitted from further analysis. Hence, the data of 24 patients were used for further analysis.
All patients took part in two studies: a storytelling (ST) study and a reliving (RL) study. Possible factors of influence (e.g., location, apparatus, therapist, and experiment leader) were kept constant. In the ST study, the participants read aloud both a stressprovoking and a positive story; see also van der Sluis et al., 2010; . This procedure allows considerable methodological control over the invoked stress, in the sense that every patient reads exactly the same stories. The fictive stories were constructed in such a way that they would induce certain relevant emotional associations. The complexity and syntactic structure of the two stories were controlled to exclude the effects of confounding factors. In the RL study, the participants re-experienced their last panic attack and their last joyful occasion; see also . For RL , a panic attack approximates the trauma in its full strength, as with the during admission of a patient. The condition of telling about the last experienced happy event resembles that of a patient who is relaxed or (at least) in a 'normal' stress condition.
To evaluate the quality of our speech analysis, we compared the results of our speech analysis to those obtained by means of a standard questionnaire: the Subjective Unit of Distress (SUD) (Wolpe, 1958) . The SUD has repeatedly proven itself as a reliable measure of a person's experienced stress. The SUD will serve as the ground truth in our quest to develop a CAD system for mental health care. The CAD should be robust, enable to process a variety of data. For this purpose, we have chosen to treat both the speech and the SUD data of both studies as one set. Consequently, the assessment of their relation was put to the test by such a diverse data set and enabled the illustration of the robustness of this relation. For more detailed analyses, we refer to (van den Broek et al., 2012) .
The SUD is measured by a Likert scale that registers the degree of distress a person experiences at a particular moment in time. In our case, we used a linear scale with a range between 0 and 10 on which the experienced degree of distress was indicated by a dot or cross. The participants in our study were asked to fill in the SUD test once every minute; consequently, it became routine during the experimental sessions. the therapy sessions were held under controlled conditions in a room shielded from noise, high quality speech signals were collected. This section will describe the features that were extracted from the speech signal, using the Praat software package 1 . Subsequently, the basic preprocessing conducted on the speech signal will be described, namely: outlier removal, data normalization, and parameter derivation from the complete set of features.
Speech Signal Features
From the speech signals, various features have been shown to be sensitive to experienced stress; for a recent survey, see (El Ayadi et al., 2011) . In this research, we extracted five features from the speech signal, namely: i) its wave amplitude (Scherer, 2003) ; ii) power, often used interchangeably with energy and intensity, which is also described as the Sound Pressure Level (SPL) , relative to the auditory threshold P 0 (i.e., in decibel (dB) (SPL )) (Cowie et al., 2001) ; iii)the zero-crossings rate of the speech signal (Yang and Lugger, 2010) ; iv) the high-frequency power (Banse and Scherer, 1996; Cowie et al., 2001; Yang and Lugger, 2010) : the power for the domain [1000, 22000], denoted in Hz; and v) the fundamental frequency (F0 or perceived pitch) (Cowie et al., 2001; Scherer, 2003; Yang and Lugger, 2010) , extracted using an autocorrelation function (i.e., the cross-correlation of the signal with itself).
13 statistical parameters were derived from the 5 speech signal features: mean, median, standard deviation, variance, minimum value, maximum value, range, the quantiles at 10%, 90%, 25%, and 75%, the inter-quantile-range 10% − 90%, and the interquantile-range 25% − 75%. The features and statistical parameters were computed for each minute of speech sample over a time window of 40 ms, using a step length of 10 ms (i.e., computing each feature every 10 ms over the next 40 ms of the signal). This short term processing approach takes care of time varying spectral information and is in line with the generally accepted standards (Rossing et al., 2007) . Two variations of amplitude are reported, one in which the parameters are calculated from the mean amplitude per window of 40 ms, and one where the features are calculated over the full signal (reported as amplitude(full)). In total, 6 × 13) = 78 parameters were determined on the basis of the speech signal features.
The same procedure for outlier removal was executed for all speech features. It was founded on the inter-quartile range iqR, which we define as: q 3 − q 1 , with q 1 being the 25th percentile and q 3 being the 75th percentile. Next, data points x were removed from the data set if q 1 − 3iqR ≥ x ≥ q 3 + 3iqR. All other data points (i.e., that satisfied this requirement) were kept in the data set.
To achieve good classification results with pattern recognition and machine learning methods, the set of selected input features is crucial. The same holds for classifying stress. To limit this enormous feature space, a Linear Regression Model (LRM) -based heuristic search was applied, using α ≤ 0.1, which can be considered as a soft threshold. An LRM was generated using all available data, starting with the full set of parameters, and then reducing it in 32 iterations by means of backward removal, to a set of 28 parameters. The LRM model explained 59% (F(28, 351) = 18.22, p < .001) of the variance.
CLASSIFICATION AND VALIDATION
A principal component analysis (PCA) was used to (further) reduce the dimensionality of the set of speech signal parameters, while preserving its variation as much as possible. 28 parameters were fed into the PCA transformation. Subsequently, the first 11 principal components from the PCA transformation were selected, covering 95% of the variance as was explained by the fill set of 28 parameters. These principal components provided a condensed representation of the LRM and, as such, served as input for the MLP that will be introduced next. The MLP has been used as state-of-the-art machine learning technique. It are universal approximators, capable of modeling complex functions. Moreover, MLPs can adequately handle irrelevant inputs and noise and can adapt their weights and/or topology in response to environmental changes. They are used for classification, providing discrete outputs, but also for regression with numeric outputs and reinforcement learning when output is not perfectly known. For a proper introduction to this classifier, we refer to the many handbooks and survey articles that have been published. Here, we will only specify the MLP, for purpose of replication. We computed WEKA's (Hall et al., 2009 ) MLP trained by a backpropagation algorithm (in its binary mode). It used gradient descent with moment and adaptive training parameters. In our case, a MLP with 3 layers with 7 nodes in the hidden layer was shown to have optimal topology. This topology was trained with 500 cycles. The nodes in this network were all sigmoid. For all other settings, the defaults of WEKA were used (Hall et al., 2009 ).
We conducted a cross-validation of the (precision of the) SUD with the parameters of the speech signal features that are classified by the MLP. On the one hand, this verifies the validity of the SUD ; on the other hand, this determines the performance of the classifier in objective stress detection. The MLP was tested using 10-fold cross-validation. Its average performance is reported in Table 1 .
Validation
The SUD ranged from 0 to 10, giving 11 classes to classify. However, none of the patients used SUD score 10; hence, this class was omitted from the classification process. We classified the SUD scores over both studies, including both conditions and their baselines; see also Section 2.
The SUD is an established instrument in psychology; nevertheless, to the authors' knowledge the instrument's precision has not been assessed. People's interoception is said to be unreliable (Craig, 2002) , which calls for an assessment of the reliability of a SUD with a relatively high precision (i.e., range: 0 − 10). However, although interoception is possibly indeed prone to errors, it has been reported that patients with anxiety disorders are (over)sensitive to interoception (Domschke et al., 2010) . Please note that this can possibly be explained by the influence chronic stress has on human memory (Schwabe et al., 2010) We used the SUD as a ground truth. To assess the precision of the SUD , the scale was quantized into all possible numbers of levels (i.e., from 2 to 10); see Table 1 . This quantization is performed by reas- signing the SUD responses into N steps, with a step size of r/N, where r is the range of the SUD values (i.e., 0 − 9). This quantization allowed the assessment of the reliability of the SUD in relation to the LRM. Moreover, to provide a fair report on the MLP's classification, we provide both the correct classification rate (C N ), delta classification rate (dC N ), and the relative classification rate (rC N ) for each of the N bins. dC N is a standard correction, also known as delta or reaction score/classification, which is defined as
with µ N being the chance level for N classes. rC N expresses the improvement of the classification compared to chance level, which is defined as
rC N is also known as a range correction and used more often in health research (Fillingim et al., 1992) . The relative classification rate (see Eq. 2) enables the assessment of the true classification performance on each level of quantization of the SUD . Figure 1 shows that the MLP has an almost monotone linear increase in relative classification rate. Its linear fit follows the data in Table 1 nicely (explained variance: R 2 = .95). Moreover, Figure 1 shows that the classification rate of the MLP is almost constant, independent of the level of quantization of the SUD . These fits underline the validity of the SUD as an instrument to assess people's stress levels. The fits also illustrate the SUD 's high concurrent validity, with its ability to discriminate between up to 10 levels of stress. Moreover, the fits indicate that the use of the SUD as ground truth for stress assessment is adequate.
DISCUSSION
We have explored the feasibility of CAD for mental health care, which can help both in daily life and in therapy. To assure a clinically valid assessment of stress, previously collected data of 25 PTSD patients was used, see also Section 2. The stress level of the patients was assessed by the SUD and their speech characteristics were mapped upon the SUD ; hence, a behavioral and an indirect physiological measure. The MLP neural network was used to classify the speech sample, with the SUD scores as ground truth. Correct classification rates of 82.4%, 72.4%, and 36.3% were achieved on, respectively, 2, 3, and 10 SUD levels. Given the fact that the complete research is conducted on patients in their regular clinical setting, this underlined the feasibility of a CAD for mental health care. A detailed report of the two studies conducted can be found in . Additional analyses in line with the analyses presented in this article are reported in (van den Broek et al., 2012) . These analyses distinguish between the two studies conducted. Moreover, in addition to the MLP, k-nearest neighbors (k-NN) and a support vector machine were employed. The interested reader is kindly directed to (van den Broek et al., 2012) . Moreover, it would be of interest to validate the current signal processing and pattern recognition pipeline on new (unseen) data sets. Such data sets could comprise, for example, different patient groups and/or different methods of emotion elicitation.
A limitation of the current research can be found in the unbalanced data set (He and Garcia, 2009) . Not all SUD scores were chosen equally by the patients nor is their distribution Gaussian. Possibly, this issue is even more prominently present in the quantization of the SUD scores in a smaller number of bins. Hence, the chance level for classification (µ N ) as reported in Table 1 is not the actual chance level. The linear fits presented in Figure 1 are possibly not as strong as presented in this figure (He and Garcia, 2009 ). However, the unbalanced data set could also have declined the chance level and, hence, the to be expected classification level. Therefore, we feel it is justified to give this straightforward intuitive representation of the classification rates for the different quantizations.
The success of machines in sensing emotions by way of the speech signal ranges from 25% correct classification on 14 emotions (Banse and Scherer, 1996) to 73.5% correct classification on 6 emotions (Yang and Lugger, 2010) . However, these results are not stable and have been shown to be hard to replicate. This is well illustrated by the structured benchmark conducted by (Schuller et al., 2011) , who report up to 71% (2 classes) and 44% (5 classes) correct classification. Apart from the differences in classification rate and the number of classes to be distinguished, these studies can both be questioned with respect to their ecological validity of the experienced emotions. Often they employ methods to elicit stress that are not validated on their effectiveness. Exceptions to this, such as the Trier Social Stress Test (Kirschbaum et al., 1993) , are seldom used in engineering and applied sciences. Therefore, we feel the need to stress that a careful interpretation of laboratory results is needed. A one-on-one mapping between lab and real-world results cannot be taken for granted (Picard, 2010; van den Broek, 2010) . The current research deviates from common practice of speech-based stress recognition in its use of a clinically valid data set.
In sum, a leap was made towards modeling stress through an acoustic model, which can be applied in our daily lives and in mental health care settings. By the specific research design, it was ensured that bursts of authentic chronic stress were measured. The precision of the SUD as an instrument to assess experienced stress, as was claimed by clinical practitioners, was confirmed. Moreover, a set of features derived from the speech signal was shown to enable the detection of stress using an MLP neural network. This shows that unobtrusive and ubiquitous automatic assessment experienced stress is both possible and promising and can already be applied as a reliable instrument in clinical settings.
