Abstract. We consider modifications, for example blow ups, of Mori dream spaces where the Cox ring of one of the two involved spaces is known and provide algorithms for computing the Cox ring of the other. As applications, we compute, for example, the Cox rings of the Gorenstein log del Pezzo surfaces of Picard number one or of blow ups of the projective space at special point configurations.
Introduction
Generalizing the well known construction of the homogeneous coordinate ring of a toric variety [13] , one associates to any normal complete variety X with a finitely generated divisor class group Cl(X) its Cox ring
Projective varieties with finitely generated Cox ring are called Mori dream spaces [22] . Once the Cox ring of a variety X is known in terms of generators and relations, this opens an approach to the explicit study of X. For example, in [10, 9] Manin's conjecture was proved for certain singular del Pezzo surfaces using their Cox rings.
The purpose of this paper is to provide computational methods for determining Cox rings. We consider modifications X 2 → X 1 of projective varieties, where one of the associated Cox rings R 1 and R 2 is explicitly given in terms of generators and relations. For example, X 1 might be a projective space and X 2 → X 1 a sequence of blow ups. The aim is to provide information on the second Cox ring; we address the items
• verifying finite generation,
• verifying a guess of generators,
• producing a guess of generators,
• computing relations between generators. The basic algorithms are presented in Section 2; they rely on the technique of toric ambient modifications developed in [4, 20] . All algorithms are stated explicitly and will be made available within a software package.
As a first application, we consider in Section 4 Gorenstein log del Pezzo surfaces X of Picard number one; see [1, Theorem 8.3 ] for a classification in terms of the singularity type. The toric ones correspond to the reflexive lattice triangles, see e.g. [24] and their Cox rings are directly obtained by [13] . The Cox rings of the X allowing only a K * -action have been computed in [21] . In Theorem 4.1 and Remark 4.5, we provide the Cox rings for the remaining cases (one of them conjecturally due to the complexity of the computation). The approach is via a presentation P 2 ← X → X, where X is smooth and we have enough information on the generators of R( X) due to work of Hasset/Tschinkel, Derenthal, Artebani, Garbagnati and the third author [19, 15, 2] .
The "lattice ideal method" presented in Section 5 produces an automated guess for prospective generators for the Cox ring of the blow up of a given Mori dream space in a point, see Algorithm 5.3 and Proposition 5.5. This can for example be applied to compute the Cox rings of (non-equivariant) blow ups of toric surfaces which in turn allows the computation of Seshadri constants, see Example 5.6 and Proposition 5.9. As a further application, we will provide elsewhere the Cox rings of the smooth rational surfaces of Picard number at most six; see Example 5.11 for a typical case.
In Section 6, we consider blow ups of point configurations in the projective space. We develop an algorithm testing whether the Cox ring is generated by proper transforms of hyperplanes and, if so, computes the Cox ring. The nature of relations is related to the combinatorial properties of the underlying incidence structure, see Remark 6.2. As a first application we consider the blow up of the plane in a symmetric configuration of seven points, see Example 6.4. Moreover, we study blow ups of the projective space P 3 at a configuration of six (pairwise different) points. Recall that in the case of general position, Castravet/Tevelev [11] determined generators of the Cox ring and Sturmfels/Xu [32] the relations; see also [31] . Theorem 6.5 says that the blow up of six points not contained in a hyperplane is always a Mori dream space and it lists the Cox rings for the edge-special configurations, i.e. four points are general and at least one of the six lies in two hyperplanes spanned by the others.
In our computations, we made intensive use of the software systems Macaulay2 [17] , Magma [8] , Maple [26] and Singular [14] . We would like to thank the developers for providing such helpful tools. 
Toric ambient modifications
Throughout the article, K is an algebraically closed field of characteristic zero. In this section, we provide the necessary background on Cox rings, Mori dream spaces and their modifications. Let us begin with recalling the basics from [3] . To any normal complete variety X with finitely generated divisor class group Cl(X), one can associate a Cox sheaf and a Cox ring
The Cox ring R(X) is factorially Cl(X)-graded in the sense that it is integral and every nonzero homogeneous nonunit is a product of Cl(X)-primes. Here, a nonzero homogeneous nonunit f ∈ R(X) is called Cl(X)-prime if for any two homogeneous g, h ∈ R(X) we have that f | gh implies f | g or f | h. If R is locally of finite type, e.g. X is Q-factorial or X is a Mori dream space, i.e. a normal projective variety with R(X) finitely generated, then one has the relative spectrum X := Spec X R. The characteristic quasitorus H := Spec K[Cl(X)] acts on X and the canonical map p : X → X is a good quotient for this action. We call p : X → X a characteristic space over X. If X is a Mori dream space, then one has the total coordinate space X := Spec R(X) and a canonical H-equivariant open embedding X ⊆ X.
For Mori dream spaces X, we obtain canonical embeddings into toric varieties Z relating the geometry of X to that of its ambient variety. Let F = (f 1 , . . . , f r ) be a system of pairwise nonassociated Cl(X)-prime generators of the Cox ring R(X). This gives rise to a commutative diagram
where the embedding X ⊆ K r of the total coordinate space is concretely given by the map x → (f 1 (x), . . . , f r (x)), we have X = X ∩ Z and and p : Z → Z is the toric characteristic space [13] . The induced embedding X ⊆ Z of quotients is as wanted, and we call X ⊆ Z in this situation a canonically embedded Mori dream space (CEMDS), see [3, Sec. III.2.5] for details.
Remark 2.1. For a projective toric variety Z with Cox ring K[T 1 , . . . , T r ], let Q : Z r → K := Cl(Z) denote the degree map sending the i-th canonical basis vector to the degree of the i-th variable T i and P : Z r → Z n the Gale dual, i.e. P is dual to the inclusion ker(Q) ⊆ Z r . If w ∈ Cl(Z) is an ample class, then the fans Σ of Z and Σ of Z are given by
where we write for the face relation of cones and regard Q and P as maps of the corresponding rational vector spaces. If X ⊆ Z is a CEMDS, then the ample class w ∈ Cl(Z) = Cl(X) is also an ample class for X. Note that a different choice of the ample class w ∈ Cl(X) may lead to another CEMDS X ⊆ Z according to the fact that the Mori chamber decomposition of Z refines the one of X.
We now consider modifications X 2 → X 1 of normal projective varieties. The basic problem is to relate the associated Cox rings to each other. Here comes a first general statement. Proposition 2.2. Let π : X 2 → X 1 be a proper birational map of normal projective varieties with Cox sheaves locally of finite type. Let E 1 , . . . , E l ⊆ X 2 denote the exceptional prime divisors and f 1 , . . . , f l ∈ R(X 2 ) the corresponding canonical sections. Then we have a commutative diagram
of morphisms of graded algebras, where ψ is the surjection induced from the push forward and λ is the canonical morphism.
Proof. Let x i ∈ X i be smooth points with π(x 2 ) = x 1 such that x 2 is contained in any of the exceptional divisors. Consider the divisorial sheaf S i on X i associated to the subgroup of divisors avoiding the point point x i , see [3, Constr. 4.2.3] . Then we have canonical morphisms of graded rings
where U 2 ⊆ X 2 is the open subset obtained by removing the exceptional divisors of π : X 2 → X 1 and the accompanying homomorphisms of the grading groups are the respective push forwards of Weil divisors. The homomorphisms are compatible with the relations of the Cox sheaves R i , see again [3, Constr. 4.2.3] , and thus induce canonical morphisms of graded rings
This establishes the surjection ψ : R(X 2 ) → R(X 1 ); note that the accompanying homomorphism of divisor class groups is the push forward. Clearly, the canonical sections f i of the exceptional divisors are sent to 1 ∈ R 1 . The assertion follows.
As an immediate consequence, we obtain that X 1 is a Mori dream space provided X 2 is one; see also [29] . The converse question is in general delicate. The classical counterexample arises from the projective plane X 1 = P 2 : for suitably general points x 1 , . . . , x 9 ∈ P 2 , the blow up X 1 at the first eight ones is a Mori dream surface and the blow up X 2 at x 9 is not.
We briefly recall from [20, 4] the technique of toric ambient modifications. In the following setting, X i → X i need (a priori) not be a characteristic space and X i not a total coordinate space. Setting 2.3. Let π : Z 2 → Z 1 be a toric modification, i.e. Z 1 , Z 2 are complete toric varieties and π is a proper birational toric morphism. Moreover, let X i ⊆ Z i be closed subvarieties, both intersecting the big n-torus T n ⊆ Z i , such that π(X 2 ) = X 1 holds. Then we have a commutative diagram
where the downwards maps p i : Z i → Z i are toric characteristic spaces and X i ⊆ Z i are the closures of the inverse image p
Theorem 2.4 ( [20, 4] ). Consider the Setting 2.3 and suppose that the rings R i are integral.
(i) If X 1 ⊆ Z 1 is a CEMDS and the variables T 1 , . . . , T r2 define pairwise nonassociated K 2 -primes in R 2 then X 2 ⊆ Z 2 is a CEMDS. In particular, K 2 is the divisor class group of X 2 and R 2 is the Cox ring of X 2 . (ii) If X 2 ⊆ Z 2 is a CEMDS and the variables T 1 , . . . , T r1 define pairwise nonassociated K 1 -primes in R 1 then X 1 ⊆ Z 1 is a CEMDS. In particular, K 1 is the divisor class group of X 1 and R 1 is the Cox ring of X 1 .
For a flexible use of this theorem we will have to adjust given embeddings of a Mori dream space, e.g. bring general points of a CEMDS into a more special position, or remove linear relations from a redundant presentation of the Cox ring. The formal framework is the following. Setting 2.5. Let Z 1 be a projective toric variety with toric characteristic space p 1 : Z 1 → Z 1 and ample class w ∈ K 1 := Cl(Z 1 ). Consider K 1 -homogeneous polynomials h 1 , . . . , h l ∈ K[T 1 , . . . , T r1 ] and, with r 1 := r 1 + l, the (in general nontoric) embeddinḡ 
where X 1 ⊆ Z 1 and X 1 ⊆ Z 1 are the closures of the inverse image p
Denote by I 1 and I 1 the respective vanishing ideals of the closures
Proposition 2.6. Consider the Setting 2.5.
Proof. First, observe that the ideal I 1 equals 
Basic algorithms
Here we provide the general algorithmic framework. In order to encode a canonically embedded Mori dream space X i ⊆ Z i and its Cox ring R i , we use the triple (P i , Σ i , G i ), where P i and Σ i are as in Remark 2.1 and G i = (g 1 , . . . , g s ) is a system of generators of the defining ideal I i of the Cox ring R i . We call such a triple
Given a CEMDS (P i , Σ i , G i ), the the degree map Q i : Z ri → K i and X i as well as p i : X i → X i are directly computable. Recall that Q i and P i are Gale dual to each other in the sense that Q i is surjective and P i is the dual of the inclusion ker(Q i ) ⊆ Z ri . The following two algorithms implement Proposition 2.6.
• Compute the Gale dual Q 1 :
• Compute the Gale dual P 1 : Z r1+l → Z n of Q 1 and the fan Σ in Z n defined by P 1 and the ample class
The input of the second algorithm is more generally an embedded space X 1 ⊆ Z 1 that means just a closed normal subvariety intersecting the big torus. In particular, we do not care for the moment if R 1 is the Cox ring of X 1 . We encode X 1 ⊆ Z 1 as well as by a triple (P 1 , Σ 1 , G 1 ) and name it for short an ES. For notational reasons we write (P 1 , Σ 1 , G 1 ) for the input.
Algorithm 3.2 (CompressCEMDS).
Input: an ES (P 1 , Σ 1 , G 1 ) such that the localization (R 1 ) T1···Tr 1 is factorially K 1 -graded and the last l relations in G 1 are fake, i.e. of the form f i = T i − h i with h i not depending on T i . Option: verify.
• Successively substitute
. . , f r 1 ) and r 1 := r 1 − l.
• Compute a Gale dual P 1 : Z r1 → Z n of Q 1 and the fan Σ 1 in Z n defined by P 1 and the ample class w ∈ K 1 = K 1 of Z 1 .
• If verify was asked then -check if any r 1 − 1 of the degrees of
. If all verifications were positive, this is a CEMDS. In particular, then R 1 is the Cox ring of the corresponding subvariety X 1 ⊆ Z 1 .
We turn to the algorithmic version of Theorem 2.4. We will work with the saturation of an ideal a ⊆ K[T 1 , . . . , T r ] with respect to an element f ∈ K[T 1 , . . . , T r ]; recall that this is the ideal
We say that an ideal
We will only consider saturations with respect to f = T 1 · · · T r ∈ K[T 1 , . . . , T r ]; we refer to [30, Chap. 12] for the computational aspect. Let us recall from [23] the basic properties.
Under these maps, the prime ideals of
For transferring polynomials from K[T 1 , . . . , T r1 ] to K[T 1 , . . . , T r2 ] and vice versa, we use the following operations, compare also [16] . Consider a homomorphism π : T n → T m of tori and its kernel H ⊆ T n .
• By a -pull back
with coprime monomials such that π * g and π g are associated
with coprime monomials such that h and π
n ]. Note that -pull backs and -push forwards always exist and are unique up to constants. The -pull back π g of a Laurent polynomial is its usual pull back π * g scaled with a suitable mononial. To compute the -push forward, factorize the describing m × n matrix of π as P = U · D · V , where U, V are invertible and D is in Smith normal form. Then push forward with respect to the homomorphisms corresponding to the factors.
] is a radical ideal.
Proof. The first statement follows from π a = (π
is invariant under H := ker(π), we may assume that f is H-homogeneous, i.e. f (h · z) = χ(h)f (z) holds with some character χ ∈ X(H). Choose η ∈ X(T n ) with χ = η |H . Then η −1 f is H-invariant and thus belongs to π * (I(V (b)). Hilbert's Nullstellensatz and the assumption give π
We are ready for the first algorithm, treating the contraction problem. We enter a weak CEMDS (P 2 , Σ 2 , G 2 ) in the sense that G 2 provides generators for the extension of
] and a toric contraction Z 2 → Z 1 , encoded by (P 1 , Σ 1 ), and check whether X 1 ⊆ Z 1 is a CEMDS. Note that if the canonical map K 2 → K 1 admits a section, e.g. if K 1 is torsion free, then [4, Prop. 3.3] ensures that no verification is needed, that means that
Algorithm 3.5 (ContractCEMDS). Input: a weak CEMDS (P 2 , Σ 2 , G 2 ) and a pair (P 1 , Σ 1 ), where P 2 = [P 1 , B] and Σ 1 is a coarsening of Σ 2 removing the rays through the columns of B. Option: verify.
• Set
• Compute a system of generators G 1 for
and reorder the variables such that the last l relations of G 1 are as in Algorithm 3.2.
• Apply Algorithm 3.2 to (P 1 , Σ 1 , G 1 ), with the option verify if verify was asked here; write (P 1 , Σ 1 , G 1 ) for the output. Output: (P 1 , Σ 1 , G 1 ). If the verify-checks were all positive, then this is a CEMDS. In particular, then R 1 is the Cox ring of the image
r1 ], the ideal generated by h 1 , . . . , h s coincides with the ideal generated by p 1 (p 2 ) g 1 , . . . , p 1 (p 2 ) g r . To see this, consider p i : T ri → T n and let S 1 , . . . , S n be the variables on T n . Then the claim follows from (P 2 ) ij = (P 1 ) ij for j ≤ r 1 and
.
As a consequence of the claim, we may apply Lemma 3.4 and obtain that
] is a prime ideal. Using Proposition 2.2, we see that
In particular, R 1 is factorially K 1 -graded and, after reordering the variables, we can apply Algorithm 3.2.
We turn to the modification problem. Given a Mori dream space X 1 with Cox ring R 1 and a modification X 2 → X 1 , we want to know if X 2 is a Mori dream space, and if so, we ask for the Cox ring R 2 of X 2 . Our algorithm verifies a guess of prospective generators for R 2 and, if successful, computes the relations. In practice, the generators are added via Algorithm 3.1.
Algorithm 3.6 (ModifyCEMDS).
Input: a weak CEMDS (P 1 , Σ 1 , G 1 ), a pair (P 2 , Σ 2 ) with a matrix P 2 = [P 1 , B] and a fan Σ 2 having the columns of P 2 as its primitive generators and refining Σ 1 . Option: verify.
•
• Compute a system of generators G 2 of
, if the verify-checks were all positive, this is a CEMDS. In particular, then R 2 is the Cox ring of the strict transform
Proof. According to Theorem 2.4, we only have to prove that I 2 is a prime ideal. 
where the e i are the first r 1 , the e j the last r 2 − r 1 canonical basis vectors of Z r2 , the m j are positive integers and E n , E r1 denote the unit matrices of size n, r 1 respectively and A is an integral is an integral r 1 × (r 2 − r 1 ) matrix. Pass to the corresponding commutative diagram of homomorphisms of tori and let α :
denote the one corresponding to [E r1 , A]. Then α has a connected kernel and thus
Remark 3.7. If one omits the K 2 -primality checks for T 1 , . . . , T r2 in Algorithm 3.6 and the other checks are true, then one can still conclude that the strict transform X 2 is a Mori dream space.
Gorenstein log del Pezzo surfaces
As an application of Algorithm 3.5, we compute Cox rings of Gorenstein log terminal del Pezzo surfaces X of Picard number one. Del Pezzo means that the anticanonical divisor −K X is ample and the condition "Gorenstein log terminal" implies that X has at most rational double points as singularities (also called ADE or du Val singularities).
A classification of Gorenstein log terminal del Pezzo surfaces X of Picard number one according to the singularity type, i.e. the configuration S(X) of singularities, has been given in [ 
In the sequel, we will write a Cox ring as a quotient K[T 1 , . . . , T r ]/I and specify generators for the ideal I. The Cl(X)-grading is encoded by a degree matrix , i.e. a matrix with deg(T 1 ), . . . , deg(T r ) ∈ Cl(X) as columns. 
S(X)
Cox ring R(X) Cl(X) and degree matrix
]/I with I generated by
. . , T 9 ]/I with I generated by [12, 7, 18] for the computational background.
. .⊕Z/a l Z via a degree matrix Q, a K-homogeneous ideal I generated by f 1 , . . . , f n ∈ Q[T 1 , . . . , T r ] and an index 1 ≤ k ≤ n.
• Check if I + T k is a radical ideal. If not then return false.
• Compute a decomposition I + T k = c 1 ∩ . . . ∩ c m with prime ideals c i defined over number fields Q(α i ).
• Denote by q 1 , . . . , q l the last l rows of Q and by ζ ai the primitive a i -th roots of unity and consider the maps
where b ∈ Z l ≥0 . If for each two i = j there is b ∈ Z ≥0 such that ϕ b (c i ) = c j then return true. Return false otherwise. Output: the algorithm either returns true (then
Proof. Consider the action of H
In the algorithm, we check whether the divisor of T k in Y is H-prime in the sense that it has only coefficients 0 or 1 and the prime divisors with coefficient 1 are transitively permuted by H. By [20, Prop. 3.2] this is equivalent to
In the primality checks for the variables, we often encounter ideal of the form I = I 0 + I with a binomial ideal I 0 . The following elementary observation may then simplify the computation. 
where ν
. Let B be the integral n × r matrix with the rows ν + i − ν − i and A an integral r × s matrix the columns of which generate ker(B). Then we have a homomorphism
s ] given by the monoid S ⊆ Z s generated by the rows of A, then I ⊆ K[T 1 , . . . , T r ] is prime.
Proof. Since I 0 is a prime binomial ideal, we have I 0 = ker(ψ A ). Moreover, since R is the image of ψ A , we have I = ψ −1 (ψ(I )) and the assertion follows.
Proof of Theorem 4.1. Each surface X of the list is obtained by contracting curves of a smooth surface X 2 arising as a blow up of P 2 with generators for the Cox ring known by [15, 2] . As an example, we treat the D 5 A 3 -case. By [2] , with X 2 := X 141 , additional generators for R(X 2 ) correspond in R(P 2 ) to
Using Algorithm 3.1 with input the CEMDS P 2 and (f 1 , f 2 ), we obtain a CEMDS X 1 . Again by [2, Sec. 6], we know the degree matrix
with submatrices D and C consisting of the first r 1 and the last r 2 − r 1 columns respectively. We compute a Gale dual matrix P 2 of the form 4 corresponding to P 1 and P 2 . Since the variables define pairwise non-associated generators for R(X 2 ), we obtain a weak CEMDS X 2 with equations on the torus
Using Algorithm 3.5, in X 2 , we contract the curves corresponding to the variables T i with i ∈ {2, 3, 5, 7, 8, 9, 10, 12, 14}. The resulting ring is the one listed in the table of the theorem.
We need to show that all variables are Cl(X)-prime. Using the binomial trick 4.3, one checks that the variables T 2 , T 4 and T 5 define prime elements. For instance, checking T 2 amounts to checking that the following ideal is prime 
where J ∈ C denotes the imaginary unit. The torsion part of the degree matrix of R shown in the table gives rise to a map
with
This map permutes c 1 and c 2 . Consequently, T 1 is Cl(X)-prime. Altogether, we see that the ring given in the table is the Cox ring of X.
Remark 4.4. Note that the surfaces with singularity type E 6 A 2 , E 7 A 1 and E 8 listed in Theorem 4.1 admit small degenerations into K * -surfaces. In fact multiplying the monomials T 2 T 3 T 4 and T Remark 4.5. Due to infeasible computation (on our system), we had to leave open in Theorem 4.1 the case with singularity type 4A 2 ; we expect that its Cox ring is K[T 1 , . . . , T 10 ]/I with I generated by
where ζ is a primitive cube root of unity, provided the Cl(X)-primality tests are positive. The class group and the degree matrix are
The lattice ideal method
Given a Mori dream space X 1 with Cox ring R 1 and a point x 1 ∈ X 1 , we consider the blow up π : X 2 → X 1 of this point and ask for the Cox ring R 2 of X 2 . We present a method for producing experimentally a guess for generators of R 2 which then can be verified via Algorithm 3.6. As examples, we consider the blow up of the general point in a toric surface and iterated blow ups of the projective plane.
We work in the notation of Setting 2.3. Suppose that X 1 comes as a CEMDS X 1 ⊆ Z 1 . Then the point x 1 ∈ X 1 can be given in "Cox coordinates", i.e. as a point z 1 ∈ X 1 ⊆ K r1 with x 1 = p 1 (z 1 ). The idea is to stretch the given embedding X 1 ⊆ Z 1 by generators of the ideal of the orbit closure H 1 ·z 1 in X 1 .
Definition 5.1. Let P be an s × r integer matrix and z ∈ K r . Let i 1 , . . . , i k be the indices with z ij = 0 and ν 1 , . . . , ν s ∈ Z r a lattice basis for im(P * ) ∩ lin(e i1 , . . . , e i k ). Then the associated ideal to P and z is the saturation
where ν i = ν Note that the ideal I(P 1 , z 1 ) + T j ; j = i 1 , . . . , i k describes the closure of the orbit through z 1 of the quasitorus H = Spec(K[K 1 ]) acting on K r1 via the grading deg(T i ) = Q 1 (e i ) with the projection Q 1 :
The ideal I(P, z) is a so called lattice ideal, in particular it is generated by binomials, see [28] .
The following algorithm uses generators of the lattice ideal for stretching the embedding X 1 ⊆ Z 1 and then performs ambient blow up.
Algorithm 5.3 (BlowUpCEMDS).
Input: a CEMDS (P 1 , Σ 1 , G 1 ), a smooth point x 1 ∈ X 1 given in Cox coordinates z 1 ∈ K r1 , a list (f 1 , . . . , f l ) of pairwise nonassociated K 1 -prime generators for I(P 1 , z 1 ) and a vector v ∈ Z r1+l ≥0 with v i = 0 if and only if i ≤ r 1 and (z 1 ) i = 0.
• Compute the stretched CEMDS (P 1 , Σ 1 , G 1 ) by applying Algorithm 3.1 to (P 1 , Σ 1 , G 1 ) and (f 1 , . . . , f l ).
• Determine the stellar subdivision Σ 2 → Σ 1 of the fan Σ 1 along the ray through P 1 · v.
• Compute (P 2 , Σ 2 , G 2 ) by applying Algorithm 3.6 to (P 1 , Σ 1 , G 1 ) and the pair (P 2 , Σ 2 ) • Set (P 2 , Σ 2 , G 2 ) := (P 2 , Σ 2 , G 2 ). Eliminate all fake relations by applying Algorithm 3.2 with option verify. Call the output (P 2 , Σ 2 , G 2 ). Output: (P 2 , Σ 2 , G 2 ) . If the verifications in the last step were positive, this is a CEMDS; in particular the K 2 -graded R 2 is the Cox ring of X 2 . If v i ≤ 1 holds, then (P 2 , Σ 2 , G 2 ) describes the blow up X 2 → X 1 of x 1 .
Lemma 5.4. Consider Setting 2.3. Assume that X 1 ⊆ Z 1 is a CEMDS, Z 2 → Z 1 arises from a barycentric subdivision of a regular cone σ ∈ Σ 1 and X 2 → X 1 has as center a point x ∈ X 1 ∩ T n · z σ . Let f be the product over all T i , where P 1 (e i ) ∈ σ, and choose z ∈ K r1 with p 1 (z) = x. Then X 2 → X 1 is the blow up at x provided we have
Proof. Let Z 1,σ ⊆ Z 1 be the affine chart given by σ and set X 1,σ := X 1 ∩ Z 1,σ . In order to see that the toric blow up Z 2 → Z 1 induces a blow up X 2 → X 1 , we have to show
Consider the quotient map p 1 :
Consequently, the assumption together with injectivity of the pullback map p * 1 give the assertion.
Proof of Algorithm 5.3. First note that P 1 · v lies in the relative interior of the the cone σ 1 corresponding to the toric orbit containing x 1 = p 1 (z 1 ). So, X 2 → X 1 is a modification centered at x 1 . Now, assume that v has only entries zero and one. Since x 1 is a smooth point of X 1 , it is a smooth point of Z 1 , see [20, Cor. 4.13] . Thus, the cone corresponding to the toric orbit through x 1 is regular. The shape of v ensures that Σ 2 → Σ 1 is the barycentric subdivision of σ 1 ∈ Σ 1 . Lemma 5.4 tells us that X 2 → X 1 is the blow up at x 1 .
Moreover, in the last step, the assumptions for Algorithm 3.2 are satisfied. To see this, consider the input ring, the stretched ring and the ring after the modification
where T ∞ corresponds to the exceptional divisor and we assume that of the r 1 − r 1 new equations T i −f i in G 1 the last l will result in fake relations in G 2 . Localizing and passing to degree zero, we are in the situation
The upper left ring is K 1 -factorial by assumption. By [6, Thm. 1.1] the middle ring in the lower row is a UFD and the ring on the upper right is K 2 -factorial.
Proposition 5.5. Consider an embedded Mori dream space X 1 ⊆ Z 1 , a smooth point x 1 = p 1 (z 1 ) ∈ X 1 and the blow up X 2 → X 1 of X 1 at x 1 . Then the following statements are equivalent.
(i) The variety X 2 is a Mori dream space.
(ii) The blow up X 2 → X 1 can be realized with a suitable system (f 1 , . . . , f l ) of generators of I(P 1 , z 1 ) and a suitable vector v via Algorithm 5.3 terminating with positive verifications.
Proof. Clearly, (ii) implies (i). So, suppose that (i) holds. Since x 1 ∈ X 1 is a smooth point, the blow up π : X 2 → X 1 at x 1 gives rise to pullback homomorphisms on the levels of divisor class groups and Cox rings:
This allows us to embed R 1 as a graded subalgebra of of R 2 . In particular, the K 1 -prime generators T 1 , . . . , T r1 of R 1 arising from the embedding X 1 ⊆ Z 1 are as well homogeneous elements π * T 1 , . . . , π * T r1 of R 2 . We construct a suitable system of generators of R 2 . Let E ⊆ X 2 be the exceptional divisor and T E ∈ R 2 an associated canonical section. Then T E is K 2 -prime and we have π
. . , T r1+l ∈ R 2 be homogeneous K 2 primes such that T 1 , . . . , T r2 , T E form a system of pairwise nonassociated generators for R 2 . Here, we may assume that T r1+j T bj E = π * f j holds with K 1 -primes f j ∈ R 1 and b j ∈ Z ≥1 . Note that b j ≥ 1 is indeed possible, because every homogeneous elements f ∈ (R 2 ) w with p 2 (V (f )) not passing through E is a pullback section and thus all T r1+j with b j = 0 can be removed from the system of generators. Now, by renumbering T 1 , . . . , T r1 , we may assume that a i = 0 holds for i = 1, . . . , k and a i > 0 for i > k. Stretch the embedding X 1 ⊆ Z 1 with f 1 , . . . , f l . Then x 1 ∈ X 1 ⊆ Z 1 is cut out by the toric divisors associated to T k+1 , . . . , T r1+l and the stellar subdivision Σ 2 → Σ 1 at P 1 · v with v = (0, . . . , 0, a k+1 , . . . , a r1 , b 1 , . . . , b l ) defines the desired ambient modification.
Example 5.6. Let X 1 be the toric surface X 1 of Picard number two coming with four singularities of type A 1 . So, X 1 arises from the fan Σ 1 in Z 2 as indicated below
We determine the Cox ring of the blow up X 2 of X 1 at a distinguished point x 1 ∈ X 1 of a toric orbit. The following cases are possible.
(i) The point x 1 ∈ X 1 is a toric fixed point. Then the Cox ring of X 2 is the polynomial ring K[T 1 , . . . , T 5 ] with the Z 3 -grading given by the degree matrix
(ii) The point x 1 ∈ X 1 lies on a toric curve. Then the Cox ring of X 2 is
, where a generator of I 2 and the grading matrix Q 2 are
(iii) The point x 1 ∈ X 1 is the unit element of the big torus T 2 ⊆ X 1 . Then the Cox ring of X 2 is K[T 1 , . . . , T 9 ]/I 2 graded by K 2 = Z 3 ⊕ Z/2Z, where generators of I 2 and the grading matrix Q 2 are
Take a closer look at the surface X 2 of the last case. Consider w := (0, 1, 1,1) ∈ K 2 which is in fact the anticanonical class in K 2 = Cl(X 2 ). Then the homogeneous component (R 2 ) w is of dimension 4 and it is generated by the classes
The rational map X 2 → P 3 given in Cox coordinates by z → (z 0 , z 1 , z 2 , z 3 ) is a closed embedding. We see that the image in P 3 is Cayley's cubic, as we have in (R 2 ) 3w the relation
Let us see how the computation of the Cox ring of blow ups can be applied to calculating Seshadri constants. First recall the classical definition. Let X be a projective variety and let π : X → X be the blow up at a smooth point x ∈ X. The Seshadri constant of an ample divisor H at x is ε(H, x) := sup(t ∈ R; π * H − tE is ample).
To introduce the notation for the computation, consider the Cox ring R = ⊕ K R w of any Mori dream space. Let h ∈ K be a class on the boundary of the moving cone Mov(R) ⊆ K Q and e ∈ K be a primitive class generating a contractible extremal ray of the weight cone ω ⊂ K Q of R. Assume that the intersection cone(h, −e)∩Mov(R) is a two-dimensional cone. Then there is a unique µ := µ(h, e) ∈ R such that cone(h, h − µe) equals the intersection of cone(h, −e) with a GIT chamber of R.
Proposition 5.7. Let X be a Mori dream space, x ∈ X a smooth point and H an ample divisor on X. Assume that the blow up X of X at x is a Mori dream space, let h ∈ Cl(X ) be the pull back of [H] ∈ Cl(X) and e ∈ Cl(X ) the class of the exceptional divisor. Then the Seshadri constant of H at x is given as ε(H, x) = µ(h, e). In particular, ε(H, p) is a rational number.
Proof. By definition of ε := ε(H, x), the intersection C := cone(h, −e) ∩ Nef(X) is a two-dimensional cone with an extremal ray of the form Q ≥0 · (h − εe). Since X is a Mori dream space then Nef(X) is a GIT cone contained in Mov(X).
Remark 5.8. In the situation of Proposition 5.7 assume X and X are surfaces. If (f 1 , . . . , f r ) is a system of pairwise nonassociated Cl(X )-prime generators of the Cox ring R(X ), then, with w i := deg(f i ), we have
cone(h, −e) ∩ cone(w 1 , . . . , w i−1 , w i+1 , . . . , w r ).
Corollary 5.9. Let X 1 be the toric surface of Example 5.6 and let H be the invariant ample divisor of X which correspond to D v1 + D v2 , where v 1 = (−1, 1) and v 2 = (−1, −1). Then the Seshadri constant of H at a point p ∈ X 1 is one of the following:
Note that the toric surface X 1 of Example 5.6 arises from a centrally symmetric fan. That means that the inversion T 2 → T 2 , t → t −1 extends to an involution X 1 → X 1 . More generally, the toric surfaces of Picard number two coming with such an involution are the following: take integers a, b with 0 ≤ a < b, let Σ(a, b) be the fan in Z 2 with generators ±(1, 0) and ±(a, b) and let X(a, b) be the associated toric surface. Proof. Observe that, up to GL(2, Z) equivalence, it is enough to consider pairs [a, b] with 2a ≤ b and Gcd(a, b) = 1. Moreover X(2, 7) and X(3, 7) are isomorphic since
Let Y → X(a, b) be a minimal resolution of singularities and let π :Ỹ → Y be the blow up of Y at a general point p. We will show that the anticanonical divisor of Y is big so thatỸ is Mori dream by [33] and thus X(a, b) is Mori dream. Since −KỸ is linearly equivalent to π
where E is the exceptional divisor of π, then H 0 (Ỹ , −mKỸ ) is in bijection with the subspace of H 0 (Y, −mK Y ) consisting of sections which have a point of multiplicity m at p. In particular, we obtain
because a point of multiplicity m on a surface imposes at most m(m + 1)/2 conditions. Hence it is enough to prove that
The surface Y is toric so that the above limit can be calculated by means of the Hilbert series of the divisor −K Y . The limits are given in the following table.
[ Example 5.11. Consider the blow up X of P 2 obtained by blowing up a general point iteratively five times according to the blow up sequence Repeated use of Algorithm 5.3 shows that the Cox ring of X is K[T 1 , . . . , T 11 ]/I, where generators for I and the Z 6 -grading are given by
Linear generation
We consider the blow up X of a projective space P n at k distinct points x 1 , . . . , x k , where k > n + 1. Our focus is on special configurations in the sense that the Cox ring of X is generated by the exceptional divisors and the proper transforms of hyperplanes. We assume that x 1 , . . . , x n+1 are the standard toric fixed points, i.e. we have x 1 = [1, 0, . . . , 0], . . . , x n+1 = [0, . . . , 0, 1]. Now, write P := {x 1 , . . . , x k } and let L denote the set of all hyperplanes ⊆ P n containing n (or more) points of P. For every ∈ L, we fix a linear form f ∈ K[T 1 , . . . , T n+1 ] with = V (f ). Note that the f are homogeneous elements of degree one in the Cox ring of P n .
The idea is now to take all T , where ∈ L, as prospective generators of the Cox ring of the blow up X and then to compute the Cox ring using Algorithms 3.1, 3.6 and 3.2. Here comes the algorithmic formulation.
Algorithm 6.1 (LinearBlowUp). Input: a collection x 1 , . . . , x k ∈ P n of pairwise distinct points.
• Set X 1 := P n , let Σ 1 be the fan of P n and P 1 the matrix with columns e 0 , . . . , e n , where e 0 = −(e 1 + . . . + e n ).
• Compute the set L of all hyperplanes through any n of the points x 1 , . . . , x k , let (f ; ∈ L ) be the collection of the f different from all T i .
• Compute the stretched CEMDS (P 1 , Σ 1 , G 1 ) by applying Algorithm 3.1 to (P 1 , Σ 1 , G 1 ) and (f ; ∈ L ).
• Determine the Cox coordinates z i ∈ K r 1 of the points x i ∈ X 1 corresponding to x i ∈ X 1 .
• Let Σ 2 be the barycentric subdivision of Σ 1 at the cones σ i , corresponding to the toric orbits containing x i = p 1 (z i ).
• Compute (P 2 , Σ 2 , G 2 ) by applying Algorithm 3.6 to (P 1 , Σ 1 , G 1 ) and the pair (P 2 , Σ 2 ) • Set (P 2 , Σ 2 , G 2 ) := (P 2 , Σ 2 , G 2 ). Eliminate all fake relations by applying Algorithm 3.2 with option verify. Call the ouput (P 2 , Σ 2 , G 2 ). Output: (P 2 , Σ 2 , G 2 ). If the verifications in the last step were positive, this is a CEMDS describing the blow up of P n at the points x 1 , . . . , x k ; in particular the K 2 -graded R 2 is the Cox ring of X 2 .
Proof. In the last step, the prerequisites of Algorithm 3.2 are met; this can be seen analogously to the proof of 5.3.
Before eliminating fake relations, the ideal of the intersection of X 2 with the ambient big torus T r2 admits the following description in terms of incidences.
Remark 6.2. At the end of the fifth step in Algorithm 6.1, the Cox ring of Z 2 is the polynomial ring K[T , S p ] with indices ∈ L and p ∈ P. Consider the homomorphism
Then the extension of the ideal I 2 ⊆ K[T , S p ] to the Laurent polynomial ring
is generated by β(T − f ), where ∈ L . Remark 6.3. Some geometric properties of the blow up X may be seen directly from the combinatorics of the underlying finite linear space L = (P, L, ∈), compare e.g. [5] . For instance, if L is an n-design, i.e. each line ∈ L contains exactly n points, the ideal of the Cox ring of X is classically homogeneous. Furthermore, for a surface X, if all points but one lie on a common line, i.e. L is a near-pencil, then X comes with a K * -action. 
Write S i for the variables corresponding to x i and let T 1 , . . . , T 9 correspond to the nine lines in L. Algorithm 6.1 provides us with the Cox ring of X. It is given as the factor ring K[T 1 , . . . , T 9 , S 1 , . . . , S 7 ]/I where I is generated by
and the Z 8 -grading is given by the degree matrix
The following theorem concerns blow ups of P 3 in six points x 1 , . . . , x 6 . As before, we assume that x 1 , . . . , x 4 are the standard toric fixed points. We call the point configuration edge-special if at least one point of {x 5 , x 6 } is contained in two different hyperplanes spanned by the other points.
Theorem 6.5. Let X be the blow up of P 3 at distinct points x 1 , . . . , x 6 not contained in a hyperplane. Then X is a Mori dream space. Moreover, for the following typical edge-special configurations, we obtain:
where I is generated by
with the Z 7 -grading given by the degree matrix
(ii) For 
where I is generated by Let X be the blow up of P 3 at six non-coplanar points x 1 , . . . , x 6 . Denote by H the total transform of a plane of P 3 and by E i the exceptional divisor over x i . Denote by E I := H − i∈I E i and by Q i = 2H − 2E i − k =i E k , the last being the strict transform of the quadric cone with vertex in x i and through the remaining five x j . We consider five possibilities for X according to the collinear subsets of {x 1 , . . . , x 6 }, modulo permutations of the indices. The meaning of the divisor ∆ in the second column of the table will be explained in the proof of Theorem 6.5. Lemma 6.6. Let X be a smooth projective variety, let D be an effective divisor of X and let C be an irreducible and reduced curve of X such that C · D < 0. Then C is contained in the stable base locus of |D|.
Proof. The statement follows from the observation that if E is a prime divisor not containing C then C · E ≥ 0.
Proposition 6.7. Let X be the blow up of P 3 at six non-coplanar points x 1 , . . . , x 6 .
Denote by e I with I ⊂ {1, . . . , 6} the class of the strict transform of the line through the points {x i ; i ∈ I}. Then the Mori cone of X is NE(X) = e I ; I ⊂ {1, . . . , 6}, the set {x i ; i ∈ I} is contained in a line .
Proof. We consider five cases for X according to the collinear subsets of {x 1 , . . . , x 6 }.
In each case we denote by E be the cone spanned by the classes of the e I defined in the statement. Recall that, via the intersection form between divisors and curves, the nef cone Nef(X) is dual to the closure of the Mori cone NE(X) [25, Proposition 1.4.28] . Hence E ⊂ NE(X) gives E ∨ ⊃ NE(X) ∨ = Nef(X). Thus, it is enough to show that each extremal ray of E ∨ is a nef class. A direct calculation shows that the primitive generator w of an extremal ray is the strict transform of one of the following divisors (here, by "points" we mean a subset of {x 1 , . . . , x 6 }):
• a plane through one simple point, • a quadric through simple points, • a cubic with one double point and simple points, • a quartic with one triple point and simple points. In each case, w is the class of a divisor D = k∈S E I k , where I k ⊂ {x 1 , . . . , x 6 } is a collinear subset for any k ∈ S, where S is a finite set of indices. Hence the base locus of |D| is contained in the union of the strict transforms of the lines spanned by each subset {x i ; i ∈ I k }. Again, a direct calculation shows that D · e I k ≥ 0 for any k ∈ S and thus D is nef by Lemma 6.6. Lemma 6.8. If in Algorithm 6.1 for each x i there are n hyperplanes in L with intersection {x i } ⊆ P n , then the barycentric subdivision of σ i induces a blow up of X 1 in x i .
Proof. In Algorithm 6.1, let G 1 = {T n+1+j − f j ; 1 ≤ j ≤ s}. We have X 1 ∩ V (T j ; e j ∈ σ i ) ⊇ V (I(P 1 , z i )) = H 1 · z i since the left hand side is H 1 -invariant. Equality is achieved by comparing dimensions. Taking ideals, this implies that I(X 1 ) + T j ; e j ∈ σ i equals I(P 1 , z i ) because the ideals are linear and thus radical. Now, since σ i is smooth, we may use Lemma 5.4.
Proof of Theorem 6.5. We prove the first statement. The anticanonical divisor −K X of X is big and movable since −K X ∼ 2D, where D = 2H − E 1 − · · · − E 6 is the strict transform of a quadric through the six points. Hence, X is Mori dream if and only if it is log Fano by [27, Lemma 4.10] . We will prove that X is log Fano by showing that −K X ∼ A + ∆, where both A and ∆ are Q-divisors, A is ample, ∆ is effective, its support is simple normal crossing and ∆ = 0. In the above table we provide ∆ in each case. The ampleness of A is a direct consequence of our description of the Mori cone of X given in Proposition 6.7. The second part of the theorem is an application of Algorithm 6.1. In each case, each of the points are cut out by exactly three hyperplanes. By Lemma 6.8, the performed modifications were indeed blow ups.
