Text style transfer seeks to learn how to automatically rewrite sentences from a source domain to the target domain in different styles, while simultaneously preserving their semantic contents. A major challenge in this task stems from the lack of parallel data that connects the source and target styles. Existing approaches try to disentangle content and style, but this is quite difficult and often results in poor content-preservation and grammaticality. In contrast, we propose a novel approach by first constructing a pseudo-parallel resource that aligns a subset of sentences with similar content between source and target corpus. And then a standard sequence-to-sequence model can be applied to learn the style transfer. Subsequently, we iteratively refine the learned style transfer function while improving upon the imperfections in our original alignment. Our method is applied to the tasks of sentiment modification and formality transfer, where it outperforms state-of-the-art systems by a large margin. As an auxiliary contribution, we produced a publicly-available test set with humangenerated style transfers for future community use. 1
Introduction
An intelligent language generation system must have flexible control over its way of expression. In specific situations, the same intention may need to be expressed in different ways. For example, writings should be converted to the formal style in serious occasions, whereas a cheerful and informal tone is preferred for personalized conversational robots. This transformation of style is closely relevant to dialogue generation, machine translation with attribute control, and writing assistant applications. It is also meaningful to synthesize style- specific data to complement imbalanced or biased machine learning datasets. For example, many review datasets have significantly more positive samples than negative samples, making it hard to train a fair classifier.
These motivations lead to the recent research on text style transfer. Its goal is to turn an input sentence into a new style, while preserving the styleindependent content. In this task, style may refer to a broad range of linguistic phenomena, such as syntactic simplification, word substitution, and sentiment manipulation. In general, a style transfer system is required to simultaneously satisfy the following requirements: (1) produce sentences Positive Sentiment ↔ Negative Sentiment Input I love this place, the service is always great! CA I know this place, the food is just a horrible! MD I love this place, the service is always great! DAR I did not like the homework of lasagna, not like it, .
Ours I used to love this place , but the service is horrible now. Table 1 : Comparison of model outputs. Our approach both transfers sentiment and preserves content. CrossAlignment (CA) by Shen et al. (2017) loses the content, MultiDecoder (CA) by Fu et al. (2017) failed to transfer the style, and DeleteAndRetrieve (DAR) by constructs ungrammatical outputs. that conform to the target style, (2) preserve the structure and content of the source sentence, and (3) generate fluent language. The satisfaction of such requirements is made more challenging by the absence of parallel corpora exemplifying the desired transformations between source and target.
With access to only non-parallel data, most existing approaches aim to tease apart content and style in the latent space. For instance, Shen et al. (2017) and Fu et al. (2017) utilize Generative Adversarial Networks (GANs) to perform this separation. Despite that the elaborate modeling effort more often leads to the conformity to the target style (requirement 1), outputs of these models are fraught with errors in terms of both content preservation (requirement 2) and linguistic fluency (requirement 3). This is exemplified in Table 1, where the output of the model by Shen et al. (2017) changes the key content words from "the service" to the unrelated "the food". In a more recent paper, notice the limitations of GAN-based approaches and demonstrate that directly implementing heuristic transformationssuch as modifying high polarity words in reviews -leads to higher performance. Their work suggests therefore that style transfer can be addressed efficiently also without disentangling style and content at the representation level. The proposed solution, however, is not very convincing. It overrelies in fact on rule-based sentence reconstruction and thus the outputs tend to be linguistically unnatural, when not grammatically wrong. Even worse, some unrelated words may be wrongly inserted so that the sentence content is devastated. This is visible in the example of 's system in Table 1 .
In this paper, we propose a style transfer approach that addresses the aforementioned limitations, namely content inconsistency (requirement 2) and grammaticality (requirement 3). Unlike previous methods, we do not explicitly aim for style and content disentanglement. Rather, inspired by the success of iterative back-translation approaches in machine (Artetxe et al., 2017; Lample et al., 2018) and style translation (Zhang et al., 2018; Subramanian et al., 2018) , we propose an iterative matching and translation framework as shown in Figure 1 , where we first create a pseudo-parallel corpus between sentences of source and target styles, and then feed it as an initial training set into a sequence-to-sequence machine translation system. This activates an iterative process where the generated candidate transfers are iteratively fed into the matching system and re-processed by the translation module, and achieve a progressive refinement. This scheme can also provide a distinctive insight into unsupervised image-to-image translation, whose common practice still relies on the disentanglement of latent spaces (Kazemi et al., 2018; Mejjati et al., 2018; Press et al., 2018; Wynen et al., 2018; Ma et al., 2018) .
After a careful assessment of current style transfer benchmarks by human judges in Section 4.1, we tested our method on two subtasks: altering sentiment polarity of Yelp reviews (Shen et al., 2017) (YELP) and changing the formality of social media text (Rao and Tetreault, 2018) (FORMALITY). The evaluation includes both human judgments and automatic metrics. For both datasets, the performance of our model shows clear improvements over the previous methods on all metrics. During the evaluation of our system we collected an additional set of human references for YELP review dataset, which we will release upon acceptance.
To summarize, the contributions of this paper include: (1) a paradigm shift in style transfer that addresses two of the major limitations of previous approaches, namely content preservation and grammaticality; (2) the state-of-the-art performance in both sentiment modification and formality conversion sub-tasks; and (3) an additional collection of human references for the YELP review dataset.
Related Work
Many existing approaches in text style transfer aim to infer useful latent-variable representations that facilitate style translation (Mueller et al., 2017; Fu et al., 2017) . Shen et al. (2017) assume a shared latent content distribution across different text corpora and propose a cross-aligned auto-encoder with adversarial training to discriminate style and content. Despite the complexity of these models and the related training difficulties (Salimans et al., 2016; Arjovsky and Bottou, 2017; Bousmalis et al., 2017) , empirically they cannot effectively extract style without tempering the contents. Their outputs are in fact judged as low-quality by human raters.
Noticing the limitations of GANs, propose a simple heuristic approach. They first identify phrases with a strong attribute, then replace them with phrases of the opposite attribute, and train a neural model to combine them in a natural way. This method outperforms the adversarial methods, but it produces sentences flawed with grammatical errors as shown in Table 1 .
In the attempt to improve content preservation, later works proposed the back-translation objective, calculated by back-translating the transferred sentences to the source style, and comparing these outputs with the original sentences (Santos et al., 2018; Logeswaran et al., 2018; Subramanian et al., 2018; Prabhumoye et al., 2018) . With this technique, the model is exposed to a pseudosupervised setting, where the model's outputs act as supervised training data for the ultimate task (Subramanian et al., 2018) .
Our proposal also relates to early work on comparable corpora for Statistical Machine Translation (SMT) systems (Fung and Yee, 1998; Munteanu et al., 2004; Smith et al., 2010) , where systems are incrementally trained on pseudoparallel pairs. This approach was further applied in recent years in the area of unsupervised Neural Machine Translation (NMT) (Conneau et al., 2017b; Lample et al., 2017; Artetxe et al., 2017) , which exploits back-translation to ensure that gen-erated sentences can be turned back to the source. Our matching mechanism differs from this in that the pseudo-pairs are always real sentences coming from a non-parallel corpus, and our approach only requires a single translation model rather than two.
Method
Given two corpora X = {x 1 , · · · , x n } of style s 1 and Y = {y 1 , · · · , y m } of style s 2 , the task consists of learning a model that takes a sentence x i from style s 1 and transfers it into style s 2 , while preserving its content. Style transfer can be tackled using standard machine translation techniques in a scenario where each sentence in Y is a rewritten version of a source sentence in X. However, in most style transfer tasks, X and Y are not parallel, thus the system has no access to any rewrite in the training data, and the appropriate alignments have to be learned in an unsupervised fashion.
Relation to Optimal Transport (OT) One way to look at style transfer is through the lens of Optimal Transport (Villani, 2008) , where the cost of transporting one sentence to another is quantified by the semantic shift. Under this perspective, style transfer seeks out the most cost-efficient transport map M that turns the underlying distribution of the source sentences P X into the distribution of the target sentences P Y . A desirable style transfer function that imposes hard limits on content shifts may require a relaxation of the OT distributional constraints. In this case, it is sufficient to train the transport map M on source-target pairs with high content similarity. While only training M on a subset of the supports of P X , P Y will violate the OT-condition M (P X ) = P Y , sentences generated from M should nonetheless look like they come from the target corpus distribution.
Iterative Matching and Translation
Two large mono-style corpora potentially contain a large number of sentence pairs (x, y) of different styles but similar content. Based on this property, we propose an iterative matching and translation algorithm composed of three steps, namely (1) identification of pseudo-pairs by matching sentences in the non-parallel data with an unsupervised similarity function; (2) training a sequenceto-sequence machine translation model with attention over the pseudo-pairs to generate transfer candidates; and finally, (3) feeding the new transfer candidates to (1), searching for more accurate Figure 2 : Iterative process of our algorithm to transfer the style from positive to negative reviews. pseudo-pairs, until convergence. Specifically, we first construct a pseudo-parallel corpus by searching for the nearest neighbor between corpus X and Y . This bootstraps the following process: For each iteration t, we train a machine translation model M (t) to generate new transfer candidatesŷ. We then retrieve the nearest neighbor of the new transfer candidate from the target corpus Y , and re-pair x withŷ as the training data for the translation model of the subsequent iteration. The refinement through this iterative scheme is illustrated in Figure 1 . The method is formalized in Algorithm 1 and described in details below.
(
Step 1) Matching. The iterative training scheme is enabled by the initial, unsupervised matching of corpora X and Y . We construct a large pseudo-parallel corpusŶ (0) by pairing every x ∈ X with a sentenceŷ from Y . The pseudo targetŷ has the highest cosine similarity to the unsupervised sentence embedding of x. In later iterations, this matching process is repeated between the new pseudo-parallel corpusŶ and Y .
Step 2) Translation. To refine the initial pseudo-parallel corpus, we train a sequence-tosequence machine translation model with attention from scratch. In the iterative process, it plays a denoising role. The pseudo-parallel corpus, initially constructed by extracting the most similar sentence pairs, contains erroneous pseudo-pairs that are similar in some trivial way but not the topic. For instance, the sentence "Best pizza ever ever" was initially matched with "Best burrito ever ever" in Figure 2 .
The critical function of the translation model is to capture only relevant patterns because it takes into consideration the whole pseudo-parallel corpus. As a result, many erroneous examples are immediately refined by the translation model. As shown in the sentence (A) of Figure 2 , the "burrito" was turned into "pizza" after the first translation.
Step 3) Iterative Refinement. We update the pseudo-parallel corpusŶ by the outputs of the translation model and iteratively repeat (Step 1) matching and (Step 2) translation. At iteration t, a new translation model is trained based on the updated (X,Ŷ (t) ). This process keep refining the pseudo-parallel corpus until a nearly parallel corpus is obtained.
In order to prevent this process from divergence, we align our iterative refinement process to the target of Optimal Transport, and minimize the transportation cost from the source corpus X to the pseudo-parallel corpusŶ in each iteration. To evaluate the transportation cost of (x,ŷ), we adopt Word Mover Distance (WMD) (Huang et al., 2016) , which represents the minimum amount of distance that the embedded words of one sentence need to "travel" to reach the embedded words of another sentence. The pseudoparallel corpus is updated only if the transportation cost of (x,ŷ ) is lower than that of the existent (x,ŷ). In this way, we optimize the transportation cost of X toŶ at each iteration.
Two possible trend of iterative outputs are illustrated in Figure 2 . Sentence (A) "Best pizza ever ever" stops refinement after Iteration 2, because it already found a match "Worst pizza ever ever" with the lowest possible transportation cost. However, sentence (B) "I will return often" keeps updating throughout the iterations. In order to minimize the transportation cost, it updates from "I will probably return" to "I won't return!" and eventually to "I will not return!" which has increasingly lower transportation cost. The refinement process Algorithm 1 Iterative Matching and Translation Input: Two corpora of different styles X, Y .
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Experiments
Our style transfer approach was tested on two subtasks: flipping the sentiment of Yelp review dataset (Shen et al., 2017; Prabhumoye et al., 2018; Fu et al., 2017) and changing the text formality (Rao and Tetreault, 2018) . We evaluate our performance by both human judgments and automatic metrics. We also implemented three baselines for comparison.
Dataset
Previous work has focused on different types of style transfer subtasks. In this paper we test our model on two representative subtasks: sentiment modification on YELP dataset, which requires to flip high polarity words such as "good" and "bad", and text formality conversion on FORMAL-ITY dataset, which demands for changes in subtle linguistic features such as "want to" to "wanna". These two datasets were chosen after a human assessment of their quality together with three other popular but relatively poorly-constructed datasets.
YELP This dataset contains a commonly used subset of the YELP dataset for sentiment modification (Shen et al., 2017; Prabhumoye et al., 2018) . Sentences with a review rating of 4 or 5 form the positive corpus (270K examples), and those with a rating of 1 or 2 make up the negative corpus (180K examples). We use the (Table 2) .
FORMALITY We used a high quality dataset of Formality (Rao and Tetreault, 2018) to evaluate our model. We shuffled the two corpora of formal and informal styles, uniqued the sentences and removed sentences which are longer than 100 words. The resulted two corpora contain 90K formal and 96K informal sentences. This dataset comes with a development and test sets of 5K and 2K respectively, both of which are provided with four gold transfers for each sentence ( 2018) , and humorous-to-romantic image caption style transfer dataset . For each dataset, we extracted 100 sentences, 50 from the one style and 50 from another style. For each sentence, we asked two human judges to annotate them with one of three options: either of the two styles or a "Cannot Decide" option. Based on the collected annotations, we calculate three metrics: (1) Undecidable rate, which is the percentage of "Cannot Decide" answers among the total 100 sentences (we report the average percentage between the two annotators), (2) Disagreement rate, which is the per-centage of different opinions between the two annotators, and (3) F1 score between the human annotations and gold labels in the original dataset, after excluding the "Cannot Decide" answers. The scores for each dataset are summarized in Table 3 . A quick comparison shows that YELP and FORMALITY obtain significantly lower undecidable and disagreement rates, indicating that the style of sentences in these two datasets are less ambiguous to humans. In addition, YELP and FORMALITY have much higher F1 score than all the other datasets, which confirms the correctness of the source-target style split.
This comparison points out that the three datasets, including political slant, gender and romantic-to-humorous caption datasets, are ambiguous and noisy, therefore adding complexity not only to the task but also to its evaluation, as even human annotators struggle to identify the correct style.
Evaluation
Human Evaluation We asked human judges to evaluate outputs of different models in terms of content preservation, grammaticality and sentiment correctness on a Likert scale from 1 to 5. We randomly selected 100 sentences from each monostyle corpus, namely 100 positive and 100 negative from YELP, as well as 100 formal and 100 informal from FORMALITY. Following previous work , the 400 test sentences were assessed by human judges on the three aspects. Human judges had to pass a test batch before they could evaluate the three criteria, and we verified they spent a reasonable amount of time in the task.
Automatic Evaluation Automatic evaluation is done following three orthogonal criteria:
• Style correctness: Following Shen et al.
(2017), we trained a CNN-based text classifier (Kim, 2014) on our original datasets, using its accuracy over the system outputs to measure their style correctness.
• Content preservation: To evaluate the content preservation, we compute the BLEU score between model outputs and multiple human references. FORMALITY dataset comes with four human references for around 2,000 formal and 2,000 informal sentences.
For the YELP dataset, we used the same test set of 500 positive and 500 negative sentences as in 's work, and collected four references for each sentence in the test set, in addition to the only one human reference released by . We hired crowdworkers on Amazon Mechanical Turk to rewrite the source sentence with the same content but an opposite sentiment.
These in total five human rewrites of each test sentence ensures a more tolerant measurement of model outputs. We can see a relatively large diversity in human transfers, which is measured by the average BLEU score of one randomly chosen human reference among the other four. The average difference gap between the calculated score, 52.63, and a perfect BLEU score, 100, shows that the five human written sentences differ from each other in terms of lexical usage and evaluation using all five of them can be a better measure of transfer quality. For example, the two equally acceptable rewrites "i will definitely not return often!" and "I won't be returning any time soon." does not have a single word overlap and have a BLEU score 0 with each other. Therefore, five human references enable a more comprehensive evaluation, allowing multiple ways to transfer a sentence.
• Fluency: Fluency is measured by the perplexity (PPL) of the generated outputs by a pre-trained language model (LM) using Glu-onNLP toolkit 2 . The encoder of this LM is comprised of two long-short term memory (LSTM) layers, each of which has 200 hidden units. The embedding and output weights are tied. Dropout of 0.2 was applied to both embedding and LSTM layers. LM was optimized via stochastic gradient descent (SGD) optimizer with learning rate of 20 for 15 epochs.
Baselines
We re-implemented three of the previous style transfer systems. CrossAlignment (CA) (Shen et al., 2017) and Multi-Decoder (MD) (Fu et al., 2017) use adversarial methods to encode a sentence into a style-independent latent content vector, which is then fed into a style-dependent decoder for transfer. DeleteAndRetrieve (DAR) (Li 
Experimental Details
We adopt the 100-dimensional pretrained GloVe word embeddings (Pennington et al., 2014) as inputs of a standard machine translation sequenceto-sequence model with attention. The encoder and decoder are 1-layer LSTMs with 1024 hidden dimensions. NLTK library is used to generate Part-of-Speech tags and feed them as additional input to the encoder. For the matching process, rhe sentence embeddings are obtained by averaging the Elmo embeddings of all the words in the sentence. Perone et al. (2018) have shown that Elmo sentence embedding can efficiently represent semantic and linguistic features of a sentence, outperforming more elaborated approaches such as Skip-Thought (Kiros et al., 2015) , InferSent (Conneau et al., 2017a) and Universal Sentence Encoder (USE) (Cer et al., 2018) . To ensure both a relatively high quality pseudo-parallel corpus and no significant drop in size on the two corpora, we only match sentences with vector cosine higher than an empirical similarity threshold of 0.7. We train the model until the update rate of candidate transfer is lower than 0.5%. This convergence is at iteration T = 5 for YELP and T = 4 for FOR-MALITY.
Results
We evaluate our methods on the benchmark dataset of YELP reviews and FORMALITY by both automatic and human evaluation. Our method shows a significant improvement over the previous models on both metrics.
Human Evaluation
In terms of human evaluation, our model shows significant gains over all three metrics as shown in Table 4 . The largest improvement is in grammaticality, where we achieve an average of 4.32 out of 5.0 on YELP and 4.42 on the FORMALITY dataset. These scores are extremely close to those of human references, exceptionally outperforming the baselines. In style correctness, our model scores 3.43 and 3.11 on YELP and FORMALITY datasets, exceeding the previous best methods by 0.33 and 0.16 respectively. Moreover, in content preservation, we show an improvement of 0.14 and 0.72 over the previous state-of-the-art Delete-AndRetrieve model on the two datasets. Finally, the Success Rate -an aggregate of the three previous metrics, in which a sample is successful only if it is rated 4 or 5 on all the three metrics,demonstrates the improvement of our model over the previous best method by 6.5%.
Style Correctness Our model's strengths begin with its style correctness. As illustrated by the first example in Table 5, DeleteAndRetrieve model fails to convert the sentiment bearing words to the correct counterparts, i.e., it wrongly converts the word "awesome" to "didn't". Our model, instead, correctly identifies and rewrites these words, and this advantage is consistently reflected across the test set, resulting in a higher style correctness.
Content Preservation Our model also preserves the most complete content information.
The output of our model in the second example of unable to effectively extract the contents from text styles.
Grammaticality Remarkable improvements are also visible on grammaticality, where our model scores the highest (Table 4 ). This improvement is enabled by the usage of pseudo pairs and seq-toseq model, which ensures the fluency of the corpus, preventing from the unstable content shifts that are found in GAN methods. The output of our model is as almost natural as the human written sentence (Table 5 ), compared to the loss of sentence structure in CrossAlignment (e.g., "I tried to him like"), and DeleteAndRetrieve (e.g., "for being didn't").
Automatic Evaluation
As a supplementary metric commonly used in previous work (Shen et al., 2017; Fu et al., 2017; Prabhumoye et al., 2018) , we also assess our model's performance on style accuracy, BLEU, and perplexity ( Table 6 ). The automatic evaluation shows a rough comparison of all model outputs. Although the results are not perfectly correlated with the ground truth rating provided by human judges (Table 4 and Table 6 ), they serve as a convenient indicator when tuning the models or evaluating some intermediate outputs. A highlight is our model's perplexity score, outperforming the previous methods by a large margin. This advantage owes to the fact that the sequence-to-sequence model is trained on pseudo-pairs from real samples, which can guarantee the translation quality. However, a tradeoff between the other two aspects, style accuracy and BLEU, can be clearly seen on both YELP and FORMALITY datasets. This is common when tuning all models, as targeting at a higher BLEU score will result in a lower the style correctness score (Shen et al., 2017; Fu et al., 2017; . Similarly, in iterations of our model, the BLEU score gradually increases while the accuracy decreases. Therefore, the reported outputs are balanced based on all three aspects.
Limitations of Automatic Evaluation
Evaluating the quality of a transferred sentence by a pretrained classifier (style accuracy), lexicon overlap with references (BLEU), and a pretrained Language Model (perplexity) can have many limitations. First, in terms of style accuracy and perplexity, the pretrained models can be unreliable when evaluating a sentence different from the training corpus. For example, comparing human-rated and machine-evaluated score of style correctness ( Table 4 and Table 6 ), we find that although the automatic score can serve as a rough assessment of the models, it does not aligns perfectly with the human ratings in Table 4 . As is explained in 's work, the uneven distribution of some content words in two style corpora may confuse the classifier and make it overfitted on the training data.
Second, the BLEU score, which mainly relies on the lexicon overlap between evaluated sentence and references, can mistakenly favor sentences with a higher similarity to the source sentence. An illustration is that by simply copying all source sentences in the test set we can get a BLEU score of 62, despite an accuracy score close to zero. The state-of-the-art model, DeleteAn-dRetrieve, only modifies a few attribute-carrying words and copies the rest of the sentence. For example, it transfers the source sentence "My 'hot' sub was cold and the meat was watery." into an ungrammatical one "My 'hot' is a great place to the meat." but keeps the words "hot" and "meat". Consequently, it results in a high BLEU score and a poor perplexity score.
Analysis
We further investigate into the strengths of our model with regard to the effective initialization of the pseudo-parallel corpus, the denoising translation process, and the iterative refinement.
Decent initialization of pseudo-parallel corpus
Our proposed model first relies on the construction of an initial pseudo-parallel corpus. The semantic sentence matching by Elmo embeddings meets the minimal quality threshold to enable the later iterative refinement. It is hard to get an exact quality threshold, so we try to inspect the lower bound of the corpus quality that enables the working of our model, providing convenience for future investigation. In order to inspect the quality of the initial pseudo-parallel corpus, we randomly picked 100 sentences and their initial pseudo-pairs from each style, and asked human judges to rate them. For each sentence pair, three Turkers were asked to decide whether the sentence pair forms a good transfer, a bad transfer, or an ambiguous one. We mark the pseudo-pair as either good or bad if at least two annotators agree on such a judgment. The percentage of poor transfers is 38.2% and 48.2% on YELP and FORMALITY respectively. This provides insights into that the initial pseudo-parallel corpus to enable the subsequent iterative refinement allows for 30 − 40% of noises.
Effective denoising translation process After the contruction of the initial pseudo-parallel corpus, the first translation shows immediate effect of denoising. We adopted automatic evaluation for all following analysis because of its scala-bility and function of rough indication. By investigating the performance change of those bad matches in the initial pseudo-parallel corpus before and right after the first translation process, we find that although the style correctness and perplexity of new generated pseudo-pairs (source and translated sentence pairs) do not change much, the BLEU score shows a clear improvement. The BLEU of these bad matches increases from 9.40 to 13.18 on YELP, and 5.44 to 28.25 on FORMAL-ITY immediately after the first translation. This shows that the translation model recognizes the noise in the first matching process and generates more proper transfer candidates, providing a good starting point for the subsequent iterative refinement. An illustrative example of this refinement can be seen in the sentence (A) in Figure 2 , where a bad match of "Worst burrito ever ever" was denoised and replaced with "Worst pizza ever ever" after the first translation.
Iterative refinement
The core of our model is the iterative refinement procedure depicted in Figure 2. This iterative process reduces erroneous alignments in the pseudo-parallel corpus. After each iteration, a refined corpus is constructed, facilitating better training for the next round. By iterative alignment and translation, the model gradually learns to identify the content and ignore unmatched parts of the pseudo pairs, obtaining better performance in each round. Due to the nature of our model, the accuracy and perplexity score does not change much in iterations, because the matching and translation ensures all sentences are similar to the target corpus in their style and grammaticality. Hence, we compared the only dramatically changing aspect, the BLEU score at the end of each iteration t. Figure 3 shows that for both datasets, the BLEU score keeps increasing as the iterative training proceeds, indicating that the outputs are refined after each iteration.
Conclusion
In this work, we propose a simple but strong method for overcoming the lack of parallel data in text style transfer. Our main idea is to construct a pseudo-parallel corpus for training a standard sequence-to-sequence translation model, and this process is then iteratively refined. We found that the quality of results increases in each iteration. Our model substantially outperforms previous methods under all measured criteria (content preservation, fluency, and sentiment correctness) in both human and automated evaluations. The simplicity and flexibility of our approach may be useful in many transfer applications that require intricate edits or complete sentence rewrites.
