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INTRODUCTION
The optimization problems with a single objective are relatively easy to solve but in case of more than one objectives the optimization become harder and these kinds of problems are very common in the existing world. It is difficult to come up with unique solution for problems having more than one objective. The two or more objectives optimization problems are called Multi-Objective Optimization Problems (MOP). Most of the MOP are of NP-hard nature and require complex optimization algorithms to solve them. Evolutionary Algorithms (inspired by biological evolutionary theory) is a relatively new field which came into existence from the last few years and has widely been discussed in the last decade [1] .
The aim of Traveling Salesman Problem (TSP) is to come across the possible trip with least length for salesman who had to complete his cycle of visiting all the cities with a constraint of visiting each city exactly one time. The nature of Traveling Salesman Problem (TSP) is NP-hard [1] . When there is not just one objective i.e. the minimum distance, but also time, cost and risk etc., then it will become a Multi Objective Traveling Salesman Problem (MOTSP).
In the case of Multi Objective Traveling Salesman Problem (MOTSP), it cannot be solved using deterministic methods, especially when there are large numbers of cities to visit. Heuristic Methods are based on approximations of Pareto Solutions (PS) and Pareto Front (PF) of multi objective traveling salesman problem (MOTSP). The Evolutionary Algorithms (EA) are most promising from other heuristic methods due to their ability to give approximate solutions in a single go. In most of the cases, the target of Multi Objective Evolutionary Algorithms (MOEA) is to come up with approximate PS/PF that would be as close and as diverse as possible to actual PS/PF. The convergence (close to actual/real PF) and diverse (fully spread on the PF) are two important challenges to take care while finding the PF [2] , [3] .
Two most famous multi objective optimization approaches are Vector Evaluated Genetic Algorithm (VEGA) and Multi Objective Genetic Algorithm (MOGA). The VEGA converts multiple objective functions into one composite function by assigning weights to given functions. But challenging part of this approach is careful assigning of weights to each solution function. This is a difficult task for the assigner to assign some weight to any objective function without deep knowledge of that specific domain [4] . The Second approach Multi Objective Genetic Algorithm (MOGA) aims to find a set of pareto optimal solutions (PS) and then choose a subset of solutions from PS which will then be called pareto optimal front (PF). As going forward from one solution to another, it needs some sacrifices to one objective while optimizing the other. The non-dominated sorting genetic algorithm (NSGA) based on MOGA was proposed in [5] . Later on, the NSGA-II [6] was proposed by avoiding the problems associated with NSGA to deal with Multi Objective Optimization Problems. To deal with more than three objectives problems, (ManyObjective) the NSGA-II did not prove to be very effective hence a new solution was proposed called NSGA-III [7] which was an extension of NSGA-II algorithm. [9] which was proposed based on the idea that each ant will be responsible for one sub problem. The MOEA/D-ACO was compared with BicriterionAnt [10] algorithm by applying it on dual objectives traveling Salesman Problem (b-TSP) and improvement has been clearly observed. www.ijacsa.thesai.org
The popularity of Traveling Salesman Problem, its NPhard nature and it is well known and widely used problem has motivated us to use this problem to test our comparative analysis. In this study, we have applied NSGA-II, NSGA-III SPEA2, MOEA/D and VEGA. This study is a comparative analysis of the above mentioned five algorithms to find out that which algorithm proves to be the best for MOTSP problem.
This paper is structured as follows, Section II discusses the Literature Review, and Section III highlights the comparative analysis of evaluation that which algorithm works best for MOTSP. Finally, Section IV discusses the conclusion along with future work.
II. LITERATURE REVIEW
The Traveling Salesman Problem (TSP) is a combinational optimization problem [11] with an aim of finding shortest tour visiting all cities (from a given set) exactly at once. This could be the most popular NP-hard optimization problem and lots of studies could be made to get an optimized solution for this problem. There are different variants [12] , [24] of Traveling Salesman Problem proposed including multiple-traveling salesman problem [13] , [14] , Multi-objective two-depot traveling salesman problem [15] , probabilistic traveling salesman problem [16] , Multi-objective Multiple Traveling Salesman Problem [17] , Multi-objective Physical traveling [18] , [19] and Multi-objective generalized Travelling Salesman Problem [20] , etc.
The classic Travelling Salesman Problem (TSP) includes a number of variants, the Multi-Objective Traveling Salesman Problem (MOTSP) is the one which has been explored by a large number of researchers where multiple objectives i.e. time, cost, distance, etc. need to be optimized [21] . Due to its NP-hard nature, it is very difficult to get the optimal solution in the reasonable time. That is because multiple approximation techniques were proposed in three major categories i.e. classical heuristics, population based meta-heuristics and meta-heuristics based on single solution. The chapters of Johnson and McGeoch [22] , [23] from the book of Gutin and Punnen [14] discuss the symmetric heuristics and asymmetric heuristics versions of Travelling Salesman Problem respectively. The [25] discussed the survey of local search (meta-heuristics for TSP), while the [26] describes genetic algorithms (GA) and [27] covers mimetic algorithms used for TSP.
In 1999 Preux and Talbi [28] describe the search algorithm's behavior with intent that the structure of the search space may improve the performance of the algorithm. In their study they reviewed the knowledge related to search spaces of combinational optimization problems and discussed the hybridization in detail. They also presented different techniques of hybridization based on their knowledge, on search space structure and the performance of an algorithm.
Borges and Hansen in 2000 [29] discussed the MultiObjective TSP. The authors discussed the "global convexity" in Multi-Objective Combinational Optimization Problems generally and Multi-Objective TSP specifically. The paper focused on local optima landscape by using classical two-opt neighbors (without breaking the tour it will replace two edges with single possible solution, and two edges would get removed) with help of famous scalar functions i.e. Tchebycheff or weighted sum of multiple objectives.
The [30] in 2004 discussed the solution for TSP based on hybrid evolutionary algorithm, authors proposed an algorithm with strategy of distance preserving crossover (DPX) integrating memory as ant pheromone during the city selection process aiming to compliment the successful results of genetic algorithm (GA). The probability of distance and previous success for city selection along with combination of genetic algorithm (GA) and DPXwould be considered as additional information and would help in finding optimized quality solutions for TSP with reduced computational complexity.
The Pareto Converging Genetic Algorithm (PCGA) was proposed by Kumar and Singh [31] in 2007, doing hybridization of Pareto Rank Genetic Algorithm with Local Search. The evaluation criterion for each solution was its rank and total numbers of dominating individuals. The two individuals were selected based on raffle wheel and the distance preserving crossover (DPX) operation was performed to generate offspring. The produced offspring were again merged with population based on its rank. After doing mutation operation the converging criterion was defined depending on "rank-histograms" and within the population the rank of individuals is one plus the total number of individuals dominating it aiming to assign all non-dominated individuals to one. The union of new population with older one was ranked. As close as possible the pareto will be converged to rank histogram equal to a single value which is not equal to zero entry of 1/2for rank equal to 1 correspond to that no solution is better than the previous (older) population originated in evolving the new population.
Changdar et al. [32] in the year 2014 considered two objectives, cost as first and time as second to solve the multiobjective Static TSP in their suggested multi-objective genetic algorithm (MOGA). The nature of proposed algorithm was not clear. In the same year, Li [33] managed to propose an algorithm for multi-objective dynamic TSP with two and three objectives with a parallel search system. Moreover, Florios and Mavrotas's [34] proposed solution for Multi Objective Travelling Salesman Problem (MOTSP) and Set Covering Problem (SCP) which was based on Pareto front for dual objectives functions with help of AUGMECON2 method. Another contribution by Bouzoubia et al. [35] in the same year, made a difference by using couple of variations derived by Multi Objective Chemical Reaction Optimization (MOCRO) to get good solutions for multi-objective TSP by the use of non-dominated sorting technique which was already used in NSGA-II algorithm. He [36] also contributed to solve multi-objective TSP using membrane algorithms. Labadie et al. [37] were also one of those who put their part to get optimise solution for multi-objective TSP using two objectives with profits (BOMTSPP) in same year.
Bolano et al. [38] in 2015 proposed NSGA-II algorithm to solve multi-objective TSP using a NSGA II algorithm. Wang et al. [39] suggested hybrid NSGA-II algorithm to achieve optimal good solution for multi-objective TSP initially and www.ijacsa.thesai.org then he proposed a new hybrid algorithm [40] which combined an uncertain approach with Artificial Bee Colony (ABC) algorithm. Ariyasingha and Fernando [41] conducted a review of Colony Optimization Algorithms (COA) for MOTSP for bi-objective and tetra-objective functions.
The 2016 researches on multi objective travelling salesman problem contain a research by Cornu et al. [42] proposed a novel multi objective decomposition algorithm called perturbed Decomposition Algorithm (PDA). The newly proposed PDA algorithm suggests combination of decomposition methods, data perturbation and local search. Authors claimed that PDA performs better than existing algorithms available on multi objective travelling salesman problem (MOTSP).
Author in [43] suggest a new solution for Multi Objective Travelling Salesman Problem (MOTSP) with imprecise Multi Objective Genetic Algorithm (iMOGA) with fuzzy age selection. The proposed algorithm also used adaptive crossover and mutation which depends on generation. The fuzzy age was replaced by fuzzy extended age.
III. ALGORITHMS SELECTED FOR EXPERIMENT

A. NSGA-II
The NSGA-II is a faster and better algorithm than the MOEA algorithms in terms of close coverage and correct pareto optimal front. The NSGA-II works as the initial population has been defined with some set of solutions, then λ solutions are generated with help of stochastic variation operators. The λ generated solutions evaluated and then ranked on pareto from as best solutions on first non-dominated front and so on. The main reason behind the selection of this algorithm was its low complexity, good coverage and better diversity.
B. NSGA-III
The many objective optimization problems are very challenging to optimize and are difficult to handle. The NSGA-III is the algorithm used to handle many objective problems. The reason behind selection of this algorithm was that during our experiments, we had up to 5 objectives and in that scenario this was an effective algorithm to measure results.
C. SPEA-2
The SPEA-2 is an improved version of SPEA algorithm and it starts its working with initial population and an empty archive. Then the fitness values of solutions are evaluated and then the solutions with best fitness are added to the archive (with a specific number) with non-dominated solutions and if there is still space, the good dominated solutions can also be added. After fulfilling the termination criteria, binary tournament is performed and the next generation is created after recombination and mutation operation and this process repeat with some specific set of generations. The reason behind selection of this algorithm is its focus on dominance count and rank and that good coverage can be achieved with the help of this algorithm.
D. MOEA/D
The main idea behind the MOEA/D algorithm is the decomposition of multi-objective optimization problem into a number of small scalar optimization problems and then optimizes those scalar problems simultaneously. Every sub problem was optimized with help of its multiple neighbors providing information. The motivation behind using this algorithm was its lower computational complexity due to breaking a larger and complex problem into multiple scalar problems and then their optimization based on their neighbors.
E. VEGA
The VEGA (Vector Evaluated Genetic Algorithm) is pioneer algorithm to find non-dominated solution for multi objective optimization problems. It is an extension of single objective genetic algorithm to optimize the multi objective problems. We used this algorithm due to its efficiency and higher speed.
IV. EXPERIMENTS AND RESULTS
As mentioned above different experiments were conducted on TSP problem using five different (NSGA-II, NSGA-III, SEPA-2, MOEA/D and VEGA) algorithms and this section discusses the experimental setup and has the results of those experiments.
A. Experiment Setup
In the multi-objective (K-objective) Traveling Salesman Problem, K objective functions need to be defined. These objectives can be cost of the tour, travel time or any other factor which need to be optimized. Table I demonstrates the experimental setup. The Cent OS, 8cores platform with Java8 and MOEA framework were used. The population size was decided as 50 and 100 with 50, 100, 1000 and 10000 generations. The experiment was repeated for 10,100 and 1000 iterations. The results were compared based on Hypervolume, Generational-Distance (GD), InvertedGenerational-Distance (IGD), Additive-ε and Time taken to conduct the experiment. Let's assume all contributing factors are on different graphs with same number of vertices but have different values for edges. In order to simulate multiple objectives for the TSP, different TSPLIB problem situations which have the same number of nodes were used. Each situation was considered to be a single objective which requires to be minimized. Multiple experiments were conducted for 5 objectives (5 cyclic tours for 5 libraries) of TSP problem by using TSPLIB standard dataset library [44] . System was implemented in Java language and the use MOEA framework [45] for the conditions of experiments.
B. Results and Analysis
Results have been compared by using four indicators as Hypervolume, Generational-Distance (GD), InvertedGenerational-Distance (IGD) and Adaptive-ε. 
Result Indicators
Hypervolume, Generational-Distance (GD), Inverted-Generational-Distance (IGD), Additive-ε and Time
1) Hypervolume:
In Table II and Fig. 1 below, all the experimental results have been shown for the Hypervolume indicator. The results in Table II and Fig. 1 clearly show that the MOEA/D performed well for the population size 50 and 100, generations 10000 and the iterations 10,100 and 1000. The highest gain hypervolume produced by MOEA/D is between 0.172291 to 0.206567. Based on the given data we can say that the MOEA/D has performed better than the other algorithms for the TSP problem. 50/50/10 50/50/100 50/50/1000 50/100/10 50/100/100 50/100/1000 50/1000/10 50/1000/100 50/1000/1000 50/10000/10 50/10000/100 50/10000/1000 100/50/10 100/50/100 100/50/1000 100/100/10 100/100/100 100/100/1000 100/1000/10 100/1000/100 100/1000/1000 100/10000/10 100/10000/100 100/10000/1000 375 | P a g e www.ijacsa.thesai.org Table III contains the comparison data and based on that, Table II demonstrates that MOEA/D performed better than the rest of the three algorithms in terms of generational distance. The NSGA-III was less better with higher value of generational distance. The figure shows that while comparing base of GD, the results shows the MOEA/D performed least for the population size 50 and 100, the generations 10000 and the iterations 10,100 and 1000. NSGA-II, SPEA2 and VEGA performed almost equal for TSP problem with multiple objectives. Fig. 2 is a graphical representation of Table III. Table IV and so Fig. 3 (constructed from the data available in Table IV) represents that the MOEA/D performed better from rest of the four algorithms, specifically at the noticeable point of 50 and 100 population size, 10000 generations and 10,100, 1000 iterations. The rest of the three algorithms were with almost equal results. The data in Table V was used to make the graph represented in Fig. 4 which illustrates that the MOEA/D is better when analysing the results based on Adaptive epsilon.
2) Generational Distance (GD):
As we know that lower epsilon value is better to achieve and when comparing with other four algorithms the MOEA/D is comaratively better. 
V. CONCLUSIONS AND FUTURE WORK
The TSP is a widely evaluated single objective problem. This problem can be expanded by converting it into multi objective or many objectives by considering different objectives like cost, time, speed etc. In our study we have applied five popular evolutionary algorithms (NSGA-II, NSGA-III, SPEA2, MOEA/D and VEGA) to solve the TSP problem and came up with the results that MOEA/D performed better on different (hypervolume, generational distance, inverted generational distance and adaptive epsilon) indicators more specifically with the population size 50 and 100 with 10000 no. of generations and 10, 100 &1000 iterations. The results further show that although MOEA-D performed better than other algorithms but it took more time in comparison to the rest of algorithms. With respect to time the NSGA-II and VEGA took the lowest time.
The future work can cover the implementation of the above algorithms on some other well-known problem like the problem of knapsack or different combination of algorithms can be used (other than ours) to find out what algorithm works best for kanpsack problem. It would also be interesting to know what would be the results when using different number of populations (greater than 100 as our maximum population size was 100) and different number of iterations and generations.
