Abstract-In this work, we consider the exponential stability of piecewise affine systems with time-and state-dependent delay, and delayed-state-dependent switching. The stability analysis is based on the use of Lyapunov-Krasovskii functionals, and is divided into two parts. First, global stability conditions are proposed in the case of systems with (state-independent) time-varying delay. Then, local stability conditions are derived in the case of systems with time-and state-dependent delay. In the latter case, estimations of the domain of attraction are also proposed. The theoretical results are applied to the congestion control problem, which can be modelled by such systems.
filled with the fluid with a variable rate. This variable rate represents the rate at which the data source sends its data to the destination. The fluid flows out of the bucket at the constant rate µ which corresponds to the service rate of the router. The rate at which the data is injected into the network is controlled at the source. Then, if the clock is placed at the entrance of the router's buffer, the dynamics of the amount of data in the buffer y(t) can be described by the following system:
y(t) > 0, y(t) = 0, z(t) = u(t),
(1) where z(t) is the sending rate of the data source, and d is a propagation delay.
Denoting x 1 (t) = y(t) − y d and x 2 (t) = z(t) − µ, with y d the desired amount of data in the router's buffer, and using the approach presented in [2] , it is possible to embed the system (1) into the following switched system: ẋ 1 (t) = x 2 (t − (x 1 (t) + y d )/µ − d), x 2 (t) = u(t), for x 1 (t) > −y d or x 2 (t − (x 1 (t) + y d )/µ − d) ≥ 0, ẋ 1 (t) = −x 1 (t) − y d , x 2 (t) = u(t), for x 1 (t) ≤ −y d and x 2 (t − (x 1 (t) + y d )/µ − d) ≤ 0.
(2) This representation motivates us to analyse the stability of congestion control with tools adapted from works about piecewise affine systems such as [12] , [8] , [13] , or [18] . However, the state dependency of the delay, as well as the delayed-state dependency of the switching law constitute new challenges.
The contribution of this work is twofold: 1) We introduce a generic stability analysis for piecewise affine systems with both a state-dependent delay and a delayed-state-dependent switching law; 2) We provide new stability tools for the congestion control problem which take into account the state-dependency of the delay. The paper is organized as follows. First, in Section II, we present the class of systems that will be considered throughout the paper, and we formulate the objectives. Then, in Sections III and IV, we present the stability analysis in the case of time-varying delay, and in the case of time-and state-dependent delay respectively. Finally, the application of the theoretical results to the problem of congestion control is presented in Section V, before concluding in Section VI. Notations: R n×m is the set of real n × m matrices. P 0 n×n (resp. P ≻ 0 n×n ) means that the symmetric matrix P ∈ R n×n is positive (resp. positive definite). S n , S + n , and S + * n denote respectively the set of symmetric, symmetric positive, and symmetric positive definite real n × n matrices. The set of symmetric real n × n matrices with nonnegative entries is called SP n . The largest (resp. lowest) eigenvalue of a matrix M ∈ S n is denoted λ max (M ) (resp. λ min (M )). rank(M ) represents the rank of a matrix M ∈ R n×m , and Ker(M ) its kernel. The symmetric elements of a symmetric matrix are written as * . col{x 1 , · · · , x n } represents the vector composed of vectors x 1 , · · · , x n . The boundary (resp. the closure) of a subset X of R n is denoted bd(X) (resp. cl(X)). The vector inequality z ≥ 0 n×1 means that each entry of the vector z ∈ R n is nonnegative. 0 0×m (resp. 0 n×0 or 0 0×0 ) denotes the empty matrix from R 0×m (resp.
n which are absolutely continuous on [−h, 0), have a finite lim θ→0 − φ(θ), and have square integrable first-order derivatives, is denoted by W with the
II. PROBLEM STATEMENT
We consider the piecewise affine system with a time-and state-dependent delay and delayed-state-dependent switchinġ
, matrices A i , A di , b i of appropriate dimensions, a matrix G ∈ R nG×2n , and a covering {X i } i∈I of the space R nG into a finite number of (possibly unbounded) polyhedral cells with pairwise disjoint interiors. Without loss of generality, it is considered that n G ≤ 2n and rank(G) = n G .
We denote I 0 = {i ∈ I | 0 nG×1 ∈ cl(X i )}, and
The objective of the present work is to find conditions that guarantee the local exponential stability of the origin of system (3), for a given decay-rate, and to provide an underapproximation of its domain of attraction. To this aim, we make the following assumptions.
Assumption 1: The system is linear, or piecewise linear around the origin:
Assumption 2: The delay is lower-bounded and positive: there exists a scalar h 0 ≥ 0 such that
Assumption 3: The variations of the delay are norm-state-bounded in a neighbourhood of the origin: there exist scalars c ≥ 0 and r ≥ 0, a reference delay at the origin τ 0 ≥ h 0 , and matrices L and Ψ ∈ S + n such that
Assumption 1 ensures that the system's origin is an equilibrium, while Assumptions 2 and 3 extend the classic assumptions in the case of constant or time-varying delay, to the more general case of time-and state-dependent delay. For simplicity, no assumption is made regarding the derivative of the delay.
The stability analysis in the next sections will be divided into two main parts. First, in Section III, we will consider the case of bounded time-varying delay and provide global exponential stability conditions. Then, in Section IV, we will consider the case of time-and state-dependent delay, and derive local exponential stability conditions, as well as underapproximations of the domain of attraction.
III. STABILITY ANALYSIS IN THE CASE OF TIME-VARYING DELAY
In this section, we consider the case of piecewise affine systems with bounded time-varying (but state-independent) delay. Before starting the stability analysis, we need to go through some technical preliminaries.
A. Technical preliminaries
Following the approach introduced in [12] and [8] , and further developped in more recent studies [21] , [13] , or [18] , the stability analysis in this work is based on a Lyapunov function with a piecewise quadratic part.
Unlike in the works cited previously however, here the switching occurs not only depending on the state x(t), but also on the delayed state x(t − τ (t, x(t))), since it is linked to the position of Gξ(t) in the space R nG . This brings a new difficulty to the stability analysis. Indeed, in order to be able to guarantee the continuity of the Lyapunov function at the switching instants, the existing approaches require the use of a piecewise quadratic part that is based on the extended state ξ(t) which is used in the switching law:
However in that case, it is clear that the derivative ofV 0 contains the derivative of the delay d dt (τ (t, x(t))), which is unknown and potentially unbounded.
In order to deal with this issue, the approach we propose consists in designing a switching law for the Lyapunov function, that is independent of the delayed state, by using a piecewise quadratic part of the form
with a matrix G ′ ∈ R n G ′ ×n and a covering {X ′ i } i∈I of the space R n G ′ into a finite number of (possibly unbounded) polyhedral cells, designed to satisfy
nG×n . G 1 represents the part of the system's switching law that involves the non-delayed state x(t), while G 2 represents the part that involves the delayed state x(t−τ (t, x(t))). Let (λ j ) j∈{1,··· ,nG−rank(G2)} be a basis of Ker(G T 2 ), and
Let us now consider the orthogonal projection from the space generated by Gξ (i.e. R nG ) to the space generated by G ′ x (i.e. R n G ′ ) defined as:
Then, if we design the polyhedral cells
as the image of the polyhedral cells X i in the space R nG by the orthographic projection p, it is clear by construction that the relation (6) is satisfied.
Such a construction is presented for the congestion control problem (Section V), in Figures 1 and 2 .
2) Introduction of some notions and notations: First, we introduce some elements that will be used to relax the LMI stability conditions, as in the framework of [12] .
Since the cells defining the covering of R nG are polyhedra, we can construct matricesĒ i = E i e i , with E i ∈ R nE i ×nG and e i ∈ R nE i , such that
It is assumed that the matricesĒ i are designed such that
with the notation
We also introduce some elements that will be used to ensure the continuity of the Lyapunov function at the switching instants, as in the framework of [8] . An important difference here is that the cells X ′ i that we designed previously are not necessarily of disjoint interiors.
We denoteN ′ i the cells whose interior is not disjoint with the interior of X 
, we use a parametric description of these hyperplans of R n G ′ :
for all i ∈ I and j ∈ N ′ i , where
is a full rank matrix whose columns span the null space of c ′ T ij (they can be designed following the Gram-Schmidt process for example), and l
B. Main stability conditions
for all i ∈ I, as well as the equality constraints
with the notations
1 ,
Ω 23 = e −2αh2 S 12 , Ω 33 = −e −2αh2 (R 2 + S 2 ),
then the origin of system (3) with state-independent timevarying delayτ (t) = τ (t, x(t)) in [h 1 ,h 2 ] is globally exponentially stable with a decay rate α.
Proof: Consider the switched Lyapunov-Krasovskii functional (LKF)
with
wherex(t) = col{x(t), 1},h 0 = 0, and
The condition (10) (along with P ∈ S + * n ) ensures the positive definiteness of V 0 (and thus ofV , since S 1 , S 2 , R 1 , and R 2 ∈ S + n ), while the conditions (11) guarantee its continuity at the switching instants.
Furthermore, it is clear that since q i = 0 n G ′ ×1 and r i = 0 when i ∈ I ′ 0 (i.e. in a neighbourhood of the origin), then one can design scalars δ 1 > 0 and δ 2 > 0 such that
W , and therefore global exponential stability with a decay rate α will be guaranteed ifV (t)+ 2αV (t) ≤ 0 for all t ≥ 0.
By computingV (t) + 2αV (t) and by using some classic upper-bounds such as Jensen's inequality ( [6] , Appendix B) and the convex approach from [19] , we can show thaṫ
with the notations in (12) , and π(t) = col{x(t), x(t − τ (t)), 1, x(t −h 1 ), x(t −h 2 )}. Further using the Schur complement ( [4] , Section 2.1) and the S-procedure ( [4] , Section 2.6.3), we can show that LMI (9) guarantees thaṫ V (t) + 2αV (t) ≤ 0 for all Gξ(t) ∈ X i and i ∈ I.
IV. REGIONAL STABILITY IN THE CASE OF STATE-DEPENDENT DELAY
Now that the case of systems with time-varying delay has been treated, we will start to study the case of systems with time-and state-dependent delay. Note that unlike in the time-varying case, here, the state dependency in the delay introduces a nonlinearity in the system. Therefore, we may only be able to guarantee local stability.
If the state x belongs to a neighbourhood of the origin, then, thanks to Assumptions 2 and 3, it is possible to find boundsh 1 andh 2 on the delay:
Because of the symmetry in (5) with respect to τ 0 , we can design such bounds as
for some scalar η ≥ c which represents the upper-bound on the difference between τ (t, x) and the delay of reference at the origin τ 0 . Now, let us consider a neighbourhood of the origin in the form of an ellipsoid defined by
for some matrix P ∈ S + * n and scalar β > 0. We have the following property.
Lemma 2: Consider η ≥ c,h 1 andh 2 defined in (17), β > 0, and P ∈ S + * n . Under Assumptions 2 and 3, if there exist scalars γ 1 > 0 and γ 2 > 0 satisfying the LMIs
then for any t ≥ 0 and x ∈ X β (P ),
Proof: Consider a scalar t ≥ 0. The S-procedure ([4], Section 2.6.3) ensures that if there exists a scalar γ 1 > 0 such that (19a) is satisfied, then x T Lx ≤ 1 for all x ∈ X β (P ) (i.e. such that x T P x ≤ β), and thus x L ≤ 1. Then, using Assumption 3, one shows that |τ (t, x) − τ 0 | ≤ c + x r Ψ for any x ∈ X β (P ). Let us now analyse the termsh 2 − τ (t, x) and τ (t, x) −h 1 using this property. One can show thath 2 
, which is positive for any x ∈ X β (P ) according to (19b) and the S-procedure. For the second term, two cases may occur. If η > τ 0 − h 0 , thenh 1 = h 0 and τ (t, x) −h 1 is positive according to Assumption 2. Otherwise, with a similar analysis as with the first term, one shows that τ (t,
which has been proved to be positive for any x ∈ X β (P ). Therefore, for any t ≥ 0 and x ∈ X β (P ),
A. Main results
Theorem 3: Consider a parameter η ≥ c and a scalar α > 0. Considerh 0 = 0, andh 1 andh 2 designed in (17) . Under Assumptions 2 and 3, if there exist parameters satisfying the conditions of Theorem 1 and scalars γ 1 > 0, γ 2 > 0, β > 0, such that the LMIs (19) are satisfied, then the origin of system (3) is locally exponentially stable with a decay rate α. Furthermore, an under-approximation of the domain of attraction is provided by
with V the Lyapunov-Krasovskii functional defined in (13) . In the case of constant initial conditions φ ∈ W (i.e. such that φ(t) = x 0 for all t ∈ [−h 2 , 0]), an under-approximation of the domain of attraction can be written explicitly as
and
(23) Proof: Theorem 1 guarantees that the system is stable and converges towards the origin with a decay rate α if τ (t)
τ (t, x(t)) ∈ [h 1 ,h 2 ] for all t ≥ 0. Considering the LKFV defined in (13), we find that if the initial conditions φ ∈ W of the system are such that V (0, φ,φ) =V (0) ≤ β, then x T (0)P x(0) ≤V (0) ≤ β, and thusτ (0) ∈ [h 1 ,h 2 ], according to Lemma 2. Then, according to the analysis from the time-varying delay case, one gets x T (t)P x(t) ≤ V (t) ≤V (0) ≤ β, and thusτ (t) ∈ [h 1 ,h 2 ], for all t ≥ 0, which proves the local exponential stability with a domain of attraction containing the under-approximation D W . In the case of constant initial condition, simple computations
, with B i defined in (22) , and it is clear thatV
Theorem 3 provides an under-approximation of the domain of attraction in the general case (D W ), and in the particular case of constant initial conditions (D), which arises often in practice. The approach can be adapted to other kinds of initial conditions, such as discontinuous ones for example (see [15] ).
Remark 1: One can obtain good estimates of the domain of attraction D (in the case of constant initial conditions) by using a linear search on the scalar η, and convex optimization algorithms similar to the ones used in [9] , [11] and [22] .
V. APPLICATION TO CONGESTION CONTROL

A. System description
We consider the fluid flow model of communication network (1), with a linear controller
Using a similar approach to the one presented in the introduction, and denoting x 1 (t) = y(t) − y d and x 2 (t) = z(t) − µ, we embed (1) and (24) in the switched system (3), with
polyhedral cells presented in Figure 1 and defined by
and system matrices
The parameters from the polyhedral covering of R nG are designed as:
and the parameters from the polyhedral covering of R n G ′ (which are presented in Figure 2 ) are chosen as:
Finally, the parameters related to the delay (in Assumptions 2 and 3) are set as
Since the condition |τ (t, x) − τ 0 | ≤ c + x r Ψ in Assumption 3 is satisfied for all t ≥ 0 and x ∈ R n , the matrix L in (5) can be taken arbitrarily. In that case, fixing L = 1 β P helps reducing the complexity, since the LMI (19a) in Lemma 2 becomes automatically satisfied with γ 1 = β. Fig. 1 . Delay-dependent regions on which the system's switching law is defined, in the space R n G generated by Gξ(t) Fig. 2 . Delay-free regions on which the switching law of the Lyapunov function's matrices is defined, in the space R n G ′ generated by G ′ x(t)
B. Results
For the congestion control problem, in addition to the system's stability, we need to verify that the amount of data in the buffer y(t) = x 1 (t) + y d ≥ 0 and that the sending rate of the data source z(t) = x 2 (t) + µ ≥ 0. The first condition is guaranteed by the system's dynamics, while the second can be enforced by imposing the positively invariant set X β (P ) to be restricted to the half plane H = x = x 1 x 2 ∈ R 2 | x 2 ≥ −µ , by adding the LMI condition µβ 0 −β * P 0.
For our simulations, we have chosen a desired decay rate α = 0.01, and system parameters d = 0.8, µ = 4, y d = 0.2, and k 1 = k 2 = 1.
The local stability conditions from Theorem 3 (with additional LMI (25)) have solutions for any η ∈ [c, η * = 0.161]. Using a linear search on η and a convex optimization algorithm (see remark 1), we can therefore obtain an underapproximation D of the domain of attraction, as well as the associated positive-invariant set X β (P ). These two domains, as well as simulation results, are shown in Figure 3 . −y d Fig. 3 . Estimation D of the domain of attraction, ellipsoid X β (P ), and evolution of the system's state VI. CONCLUSION We have proposed a novel stability analysis for piecewise affine systems with time-and state-dependent delay, and delayed-state-dependent switching. The approach is based on a Lyapunov-Krasovskii functional with piecewise quadratic terms that allows for obtaining exponential stability conditions under the form of LMIs. The case of (possibly fast) time-varying delay is treated, before considering the case of time-and state-dependent delay. In that latter case, the stability domain is approximated by a union of ellipsoids, whose volume can be enlarged thanks to a linear optimization problem. An application to congestion control is then presented.
