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Chapter 1
Introduction
There is no doubt that, at the fundamental level, theoretical physics is in the need
of reconciling General Relativity and quantum theory. This becomes obvious
already from Einstein’s equations
Gµν =
8πG
c2
Tµν . (1.1)
Here Gµν is the Einstein tensor, determined solely in terms of the metric g,
which governs the ‘gravitational force’, and Tµν is the energy momentum tensor
of matter fields. We know that matter fields are governed by a quantum field
theory, the standard model of strong and electroweak interactions. Equations
(1.1), however, contain purely classical, commuting quantities. On the other
hand, Einstein’s equations show that, in the presence of matter, Tµν 6= 0, the
metric g can not be strictly Minkowskian (since then Gµν 6= 0); it can be so at
best to some approximation. A Minkowski background metric is used, however,
in standard quantum field theory of elementary particle physics.
Certainly, no current experiments in our laboratories come only close to ex-
plicitly display the above contradiction experimentally. Still, from the point of
view of a unified and mathematically consistent theory of all interactions, a new
theory is needed.
There is a variety of (at least apparently) different contemporary approaches
to improve on this situation: It ranges from noncommutative geometry [1], over
twistors [2], over the attempt to quantize Einstein gravity nonperturbatively in
a canonical fashion [3], to the advent of string theory [4], to name just the most
prominent directions. The at the moment probably most promising of these
attempts is the string approach. But also string theory is surely not formulated
in a fully satisfactory and self-consistent way yet.
7
8Black holes appear to provide an important link between gravity and quan-
tum theory. First, near a black hole (and in particular near the singularity)
the gravitational field cannot be ignored or approximated sufficiently well by a
flat, Minkowskian metric. Second, the discovery of Hawking radiation [5] demon-
strated that quantum effects cannot be ignored for black holes; rather they lead
to a (slow, but still nonvanishing) evaporation of the classically indissoluble ob-
jects. Moreover, theoretical considerations allow to establish a striking analogy
between the laws of thermodynamics and the laws governing black holes in classi-
cal general relativity [6]. Further Gedankenexperiments [7] show that the second
law of thermodynamics should be altered to include an additive contribution to
the entropy, assigned to the black hole. Already on dimensional grounds, the
Planck length lP =
√
~G/c3 enters the generalized second law of thermodynam-
ics postulated in this way. It is felt by many contemporary theoreticians that
black holes will be the gate to some fundamentally new picture of our world,
bringing together seemingly separate subjects such as gravity, quantum theory,
and thermodynamics.
As a side-remark let me mention that by now certainly black holes are no more
purely theoretical objects. There is already overwhelming experimental evidence
for the existence of black holes in the center of many galaxies, including ours (cf.,
e.g., [8]). Also black holes have been found as partners in binary systems [9].
It is one of the famous results of General Relativity, called the no–hair theorem
[10], that within Einstein–Maxwell theory all asymptotically flat, stationary black
holes are determined uniquely by specification of their mass m, their charge q,
and their angular momentum J . This scenario extends to some other matter
couplings such as to the case of additional scalar fields (with convex potential).
Still, the ‘no–hair conjecture’ does not hold in full generality: counter examples
have been found recently (cf references in [10]) such as, e.g., in the Einstein–Yang–
Mills theory with gauge group SU(2) (note that these solutions are unstable,
however). Thus, (in those cases where the no–hair theorem or conjecture holds)
the space of (stationary) black hole solutions (modulo gauge transformations) is
finite dimensional only.
The formulation of gravity in two spacetime dimensions allows to isolate pre-
cisely these most interesting objects of General Relativity: Upon definition of ap-
propriate two–dimensional gravitational actions, cf. chapters 2 and 3 below, the
space of their classical solutions does not only contain (two–dimensional) black
holes, it consists only of such spacetimes, except possibly for naked singularity
9solutions and a vacuum ground state. Many of the considerations performed for
their four–dimensional analogs, moreover, like the prediction of Hawking radia-
tion as well as the analogy to thermodynamics, may be transferred also into the
two–dimensional setting. Finally, also here the original theory is invariant with
respect to diffeomorphisms (the group of coordinate transformations), such that
a transition to the quantum theory is plagued by similar conceptual difficulties
as in four spacetime dimensions (like the ‘problem of time’ [11] to name just one
of them).
During about the last decade, two–dimensional gravity models thus turned
out as an interesting and promising theoretical laboratory to test ideas on how
to approach quantization of gravity. Hundreds of works appeared within this
field. Still, on many of the main, fundamental questions, even in this simplified
context, no final conclusion or consensus has been reached by now.
The present work focuses on the foundation of such investigations of the two–
dimensional world of gravity. It is felt that a good and sound understanding of
the classical aspects, which, as we will show, are also far from trivial, provides a
necessary basis for tackling issues of quantum gravity and quantum black holes.
Emphasis has been put on exactly solvable models in this context.
Only at the very end of this report we dare a glance into the 2d quantum
world. In particular, we will apply one particular quantization scheme to pure
gravity Yang–Mills systems, comparing the final result with the preceding clas-
sical considerations. We did not attempt to also include a decent account of
all developments on the quantization of 2d gravity models. The thermodynam-
ics and Hawking evaporation of such models, which fill large portions of the 2d
gravity activity, are not discussed in this report (except for some remarks).
The organization of the present survey is as follows: In chapter 2 we provide
some of the basic geometrical ingredients and then construct and motivate a wide
class of two–dimensional models of (pure) gravity. In the subsequent chapter this
class of models is even enlarged further, while additional motivation is found,
e.g., in regarding invariant sectors of four–dimensional gravity as effectively two–
dimensional theories. The addition of various types of matter fields is discussed
in this chapter, too. In chapter 4, a σ–model is presented, which allows for a uni-
fying and elegant treatment of the whole class of gravity models discussed before
(including Yang–Mills fields, but preferably in the absence of further matter).
This formulation proves a powerful tool for the analysis on the classical as well
as on the quantum level in subsequent chapters.
10
Chapters 5 and 6 contain a careful discussion of various aspects of the classical
solutions. In particular, for the gravity Yang–Mills models a complete classifica-
tion of all possible global solutions is presented. The resulting spacetimes are in
part highly nontrivial, including multi black holes, twists of the causal structure,
and spacetimes of almost arbitrarily complicated (two–dimensional) topology.
The final chapter turns to the quantization of these models. Here the main
part focuses on a canonical, Hamiltonian approach of quantization. The physical
quantum states are found and compared to the space of classical solutions. Open
issues, like the construction of an inner product between physical states, are
addressed. Topics as approaches to Hawking radiation of 2d black holes are
touched on only briefly.
The present work would not have been possible without, in particular, two
people, who collaborated with me over several years within the subject: Peter
Schaller and Thomas Klo¨sch. The joint discovery of Poisson σ–models with P.
Schaller [12], on the one hand, and the exhaustive investigation of global classical
features of spacetimes performed in [13], on the other hand, need a word of
mention here. I am grateful to these two people for permitting me to adapt some
of this material for the present survey.
Chapter 2
2d geometry and gravitational
actions
In this chapter we introduce and motivate 2d actions of f(R)–type gravity theories
and extensions with nontrivial torsion. The actions discussed here will be purely
geometrical, i.e. they are functionals of geometrical quantities only. Eventual
dilaton–like fields enter as auxiliary fields only and, in contrast to the models
discussed in the subsequent chapter, they are not necessary for the formulation
of the action. The relation of the actions in terms of purely geometrical quantities
and their reformulation in terms of auxiliary fields is made clear.
The present chapter provides the notation and conventions used within this
work. It also contains some relations peculiar to two dimensions (some further
2d peculiarities may be found in section 6.1.2 below).
In the Introduction we already provided some motivation for studying two–
dimensional gravity theories. Some additional, in part complementary reasons
may be found in sections 2.5 and 2.6, where we also address the question of why
the consideration of a whole class of gravity models is of interest, too.
2.1 From four to lower dimensions
One of the appealing features of Einstein’s theory of gravitation is that the ‘medi-
ator of the gravitational force’ (thinking in terms of the old, Newtonian language)
is an intrinsically geometrical object characterizing spacetime itself, namely its
own metric g. Ultimately, this is a consequence of the principle of equivalence, the
conceptual basis of Einstein’s theory of general relativity. The Einstein–Hilbert
action, governing the dynamics of the metric g, is the simplest conceivable geo-
11
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metrical object yielding a coordinate independent local action:1
1
16πG
∫
d4x
√
−det g R , (2.1)
where R is the (intrinsic) curvature scalar of the (metrical and torsion–free)
connection, determined uniquely by g.
Generically, when studying toy models of a physical theory by reducing the di-
mension D of spacetime, there are two possible routes: The first one is a Kaluza–
Klein procedure, where, in its simplest form, one assumes the basic fields of the
theory, which here is the metric, to be ‘independent’ of n coordinate directions;
then the action in D dimensions induces an action in D − n dimensions. The
other standard (and simpler) route is to replace the D–dimensional action by its
lower–dimensional analog.
While the latter approach truly yields a toy model, which will have similarities
but also pronounced differences due to the generic simplification encountered
when reducing the dimension of spacetime, the former approach captures a sector
of the physical D– respectively four–dimensional theory. Models and actions
resulting from a Kaluza–Klein approach are thus of particular interest. Such
models will be discussed, among others, in the following chapter (cf in particular
the beginning of the next section as well as section 3.4). Here we first turn to the
second approach.
While almost any 4d action has a meaningful 2d analog, the action (2.1)
does not (at least when one requires the functional to yield some nontrivial field
equations). Variation of the D–dimensional analog of (2.1),
∫
dDx
√−det g R,
with respect to the metric, yields the Einstein tensor
Gµν ≡ Rµν − 1
2
gµνR . (2.2)
In the absence of additional matter fields the Einstein equations are thus tanta-
mount to requiring this tensor to vanish.
In two spacetime dimensions (D = 2), however, the Einstein tensor (2.2)
vanishes identically. This may be seen, e.g., as follows: The general symmetries
Rαβγδ = R[αβ][γδ] of the curvature tensor, the brackets indicating antisymmetriza-
tion, allow one to conclude
Rαβγδ = −R
2
εαβεγδ , (2.3)
1Within the context of determining field equations of a given action, we will freely drop
boundary contributions within this report. Thus we also did not include the standard boundary
term in the action below.
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in two dimensions. Here εαβ are the components of the ε–tensor, related to
the (numerical) ε–symbol ε(αβ) by means of εαβ =
√−det g ε(αβ), where we
will stick to the convention ε(01) = +1 throughout this work. Using εαβεγδ =
gαδgβγ − gαγgβδ, we then indeed obtain Rαβ ≡ Rγαγβ = 12Rgαβ ⇔ Gαβ = 0 as a
2d identity, as we wanted to establish.
There is a simple alternative to see that the Einstein–Hilbert term does not
yield any field equations in two spacetime dimensions:
√−g R is a total diver-
gence in D = 2. (Here, as well as in what follows, we use the abbreviation√−det g =: √−g.) This fact will become obvious in Einstein–Cartan variables,
to be introduced further below.
Let us remark, however, that ∫
M
d2x
√−gR (2.4)
is sometimes used as a 2d action within, e.g., the Euclidean path integral, yielding
a topological invariant of the manifold M , namely its Euler characteristic.
The lowest dimension where an action of the form (2.1) remains to make
sense (also classically) is D = 3. But even in three spacetime dimensions the
Einstein–Hilbert term does not yield propagating gravitational modes. While
in four spacetime dimensions the vacuum Einstein equations Rµν = 0 allow for
nontrivial gravitational excitations (like gravitational waves), in D = 3 they
imply that the spacetime is flat: Rµνρσ = 0.
Before returning to the question of a geometrical action in two dimensions,
we briefly dwell on the consequences of equation (2.3) for the geometry of any 2d
spacetime. As is obvious from this relation, in D = 2 the spacetime has to be flat
already when the Ricci scalar R vanishes. Moreover, all (algebraic) curvature
invariants are determined completely by means of R.
This does not mean, however, that the geometry (i.e. the geometrical content
of the spacetime modulo coordinate transformations) is completely fixed by means
of the function R already. We provide an explicit example for this: With an
appropriate choice of coordinates x0, x1 any 2d metric may be brought into the
local form (cf section 5.1.1.1)
ds2 = 2dx0dx1 + k(x0, x1)(dx1)2 . (2.5)
In terms of this metric the curvature scalar is R = ∂0
2k. Thus, for the particular
choice k = h0(x
0)+h1(x
1), the function h1 drops out of the curvature (this applies
also to the full tensor (2.3), since detg = −1 for a metric of the form (2.5)). How-
ever, while a metric with h1 ≡ 0 evidently has the Killing vector field (generator
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of an isometry) ∂1, it may be shown by explicit calculation (but cf also below)
that a metric with h′1 6= 0 has no Killing field, provided only that h′′′0 6= 0.2 (Here
and in what follows a prime denotes differentiation with respect to the argument
of the respective function.) As the existence of a Killing field is a geometrical
feature of a spacetime, independent of the choice of coordinates representing a
metric, the above family of spacetimes contain at least two geometrically distinct
ones, despite the fact that all of these spacetimes have the same curvature scalar
R.
2.2 Purely geometrical 2d actions
The simplest, purely geometrical candidate 2d gravitational action is of the form∫
d2x
√−g(αR2 − 2Λ) , (2.6)
where α is a coupling constant and −2Λ a cosmological constant. Note that while
in four spacetime dimensions there are several independent quadratic curvature
invariants, here all of them are proportional to just R2. As in any dimension,
an action of the form (2.6) yields field equations which are fourth order differ-
ential equations for the metric g (R containing two derivatives). Introducing an
auxiliary field φ, the number of derivatives may be reduced to two: One easily
establishes the equivalence
1
2
∫
d2x
√−g R2 ∼
∫
d2x
√−g [φR− 1
2
φ2] , (2.7)
which holds on the classical as well as on the quantum level (Gaussian integral),
since the field equations obtained from variation with respect to φ are purely
algebraic in φ.
More generally we may consider the purely geometrical action
L =
∫
M
d2x
√−gf(R) , (2.8)
where f is some arbitrary (sufficiently well-behaved) function of the curvature
scalar. Such actions were proposed, and in part studied, by Schmidt [14] (cf also
references therein; for a later work cf [15]).3
2If, on the other hand, h′′′0 = 0, the function h1(x
1) can be always eliminated by a change
of coordinates. After all, g then is the metric of a spacetime of constant curvature and spaces
of a fixed constant curvature are unique up to diffeomorphisms.
3After completion of most parts of the present work a more recent account of Schmidt on
f(R)–theories and their classical solutions was published [16], which in part parallels some of
the discussion to follow.
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Note that even in two dimensions this is by no means the most general con-
ceivable diffeomorphism invariant local action. Only when supplementing R with
R(;a;b···;d), where the round brackets indicate symmetrization, and allowing all pos-
sible contractions between any of these terms, the most general diffeomorphism
invariant local action functional of a 2d metric g can be constructed (cf [17]).
Such gravitational actions will not be considered in the present work (and the
author is also not familiar with literature where such possibilities were considered
in any detail).
To illustrate the potential relevance of such terms from the geometrical point
of view, however, we briefly return to the example of two nonisometrical space-
times (2.5) defined by k = h0(x
0) with h′′′0 6= 0 on the one hand and k =
h0(x
0) + h1(x
1), h′1 6= 0, on the other hand. As discussed above, here the invari-
ant R (and thus any purely algebraic invariant constructed from the Riemann
tensor!) is not ‘fine’ enough to distinguish between the two spacetimes. However,
using e.g. (∇R)2 ≡ R;aR;a = −k[(∂0)3k]2 in addition to R it is possible to sepa-
rate the two spacetimes (coordinate–independently): A Killing vector field has to
annihilate all (algebraic and nonalgebraic) curvature invariants simultaneously;
∂1, however, annihilates (∇R)2 only for the first of the two metrics considered.
It is also possible to reformulate the action (2.8) by means of an auxiliary
field φ (at least locally, cf the remarks below). Consider an action of the form
L =
∫
M
d2x
√−g[φR− V (φ)] , (2.9)
where V is again some sufficiently well-behaved function. The variation of (2.9)
with respect to φ is algebraic in φ and thus also here φ may be eliminated by
implementing the solution back into (2.9) (provided only V ′′ 6= 0). This will yield
an action of the form (2.8).
We remark on this occasion that in subsequent chapters we will refer to the
auxiliary field φ as the dilaton field; note that in the present context it has
been introduced as a purely auxiliary field within the framework of an entirely
geometrical action (that is, a diffeomorphism invariant, local action functional of
the metric only).
Assuming that f and V are (at least) C2–functions and that their second
derivatives are nonzero, any f gives rise to a V and vice versa. If V is linear
(as is the case in the so–called Jackiw–Teitelboim model [18] discussed in the
subsequent chapter, cf equation (3.21)), clearly φ cannot be eliminated by means
of its field equations and thus this choice of V cannot give rise to an action of
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the type (2.8). This is reflected also in the relation f ′′(V (φ)) = 1/V ′′(φ), which
may be derived provided V ′′ 6= 0 and which is seen to become singular precisely
when V ′′ becomes zero (again primes denote differentiation with respect to the
argument of the respective function). It is interesting to observe vice versa that
the choice f = R, which was found above to yield no field equations, — or, more
generally, the choice f := a + bR, a, b ∈ IR, which is singular for a 6= 0 —, also
corresponds to a singular limit of V .
Note that in general the above bijection between f and V works only within
some neighborhood of a given value of φ. The bijection is global, iff one restricts
to the class of convex functions (R2–gravity providing the prototype of these).
However, we might be interested, in a first step, in local solutions to the field
equations of a model (2.8) with some nonconvex function f . If the zeros of
f ′′ are isolated, the above method may still be applicable patchwise: For all
classical solutions of the model (2.8) where R does not constantly take the value
of a critical point of f ′, smoothness of the solution guarantees that any point
on spacetime where the value of R is noncritical, has a neighborhood such that
within this neighborhood the above mentioned bijection works. Thus there then
exists a model (2.9) with identical local solutions.4 In this way much more general
models (2.8) allow a discussion by means of the alternative description (2.9). The
global information possibly lost within such a transition has then to be restored
in a second step. E.g. there could be additional solutions to the field equations
(2.8) with a constant critical value of R; the possibility for such additional de
Sitter solutions has to be checked. Otherwise only the local solutions with values
of φ below and above critical points (or lines) have to be patched together. With
these cautionary remarks taken into account (which, in principle, may be adapted
also to the quantum regime), it is then possible to trade in a Lagrangian (2.8)
against a Lagrangian (2.9) — and vice versa!5
4The space of possible values of R respectively φ may be considered as a target space.
Smoothness of solutions then always allows to transfer considerations which are local on the
spacetime to considerations local on the target space and vice versa. This point of view may
become more transparent when discussing σ–models explicitly in the sequel of this work.
5Excluded are now only those (in part singular) cases where f ′′ and/or V ′′ vanish identically
within some range.
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2.3 Einstein–Cartan variables
For later purposes we also need a Einstein–Cartan or Palatini formulation of
the above gravity theories. We first set the notation and conventions: Let us
denote spacetime indices by Greek letters from the middle of the alphabet, taking
values zero and one, µ, ν, . . . ∈ {0, 1}, and Lorentz indices (indices referring to
an orthonormal frame) from the beginning of the Latin alphabet, with either
a, b, . . . ∈ {0, 1} or, when using a null basis, a, b, . . . ∈ {+,−}. (Indices from the
beginning of the Greek alphabet, such as those used in equation (2.3), denote
indices in a general basis — except in the context of 2d supergravity theories,
where they will label spinor indices.)
Our metric g has signature (+,−). In terms of the vielbein or zweibein, we
then have
g = e0e0 − e1e1 = 2e+e− , (2.10)
where here the product between the oneforms is understood as symmetrized ten-
sor product. In (2.10) we made use of the convention e± := (e0 ± e1)/√2 for
introducing a light cone basis; in terms of this basis, raising and lowering indices
is accomplished simply by replacing a lower + (−) by an upper − (+) and vice
versa (e+ = e− etc.).
The sign ambiguity in the metric induced volume form, i.e. in the ε–tensor,
will be fixed by choosing
ε = e0e1 = e−e+ . (2.11)
Here, and in any other product of forms except for those yielding a metric, the
product is understood as the antisymmetrized tensor product, i.e. as the wedge
product: e0e1 ≡ e0 ∧ e1. By means of the standard decomposition of forms,
ε = 1
2
εabe
aeb, we conclude from (2.11) that ε01 = ε
+− = +1.
Beside the zweibein ea ≡ eaµdxµ, the Einstein–Cartan or spin connection ωab ≡
ωabµdx
µ is of importance (here xµ are coordinates in some arbitrary chart of
the two–dimensional spacetime M .) Metricity of the connection translates into
antisymmetry with respect to its two Lorentz indices: ωab + ωba = 0. This,
in turn, implies that the spin connection is a SO(D − 1, 1) Lie algebra valued
oneform. In D = 2 the Lorentz group is just one–dimensional and there is just
one independent connection one–form ω: ωab = εab ω. Under a local Lorentz
transformation, i.e. a change of the orthonormal basis, e± → exp(±α) e±, where
α is an arbitrary (smooth) function on M , ω → ω + dα, which is the standard
gauge transformation of an abelian gauge field. The curvature of spacetime is
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characterized by the Lie algebra valued twoform Ωab ≡ 12Rabµνdxµdxν , which is
nothing but the curvature of the gauge field ωab. Since in D = 2 this gauge field is
abelian, the nonlinear terms in the connection do not contribute and one simply
finds 1
2
Rabµνdx
µdxν = εab dω. Combining this equation with equation (2.3), we
infer
Rε = −2dω . (2.12)
Using the Hodge duality operation ∗, defined (in the present context of Loren-
tzian signature) by means of the relations ∗1 = ε, ∗ε = −1, and ∗ea = εabeb ⇔
∗e± = ±e±, equation (2.12) is seen to be equivalent to R = 2 ∗ dω.
The variables ea and ω form a description of gravity equivalent to the metrical
one only when, in addition to the local Lorentz symmetry, they are also subject
to a constraint. Beside curvature there is the geometrical notion of torsion,
describing the (internal) ‘twist’ of the 2d surface. In Einstein–Cartan formulation,
it is associated to the Lorentz vector valued torsion two–form
Dea ≡ dea + εabωeb . (2.13)
The standard connection used in Einstein’s theory of gravity (as well as in all the
actions discussed so far) is torsion–free: Dea ≡ 0. It is a well–known fact that
the latter equation (together with metricity) determines the spin connection ωab
(and thus also the curvature) uniquely in terms of the vielbein. In two dimensions
this relation may be brought into a particularly simple form:
ω = (∗dea) ea . (2.14)
(Since both the curvature as well as the metric g are invariant with respect to
local Lorentz transformations, the curvature is determined implicitly by means
of g alone also when using the Einstein–Cartan formalism.)
We are now also in the position to show that in two dimensions
√−gR is
a total divergence. Indeed this is evident now in view of ε =
√−g d2x (where
d2x ≡ dx0dx1) and equation (2.12). (Note, however, that here ω is understood
as an implicit functional of the metric on behalf of equation (2.14); it does not
seem to be possible to express
√−gR explicitly as a covariant total differential
of g itself.)
It is a noteworthy feature of the 4d Einstein-Hilbert action that, when ex-
pressed in terms of the vielbein and spin connection as independent variables, the
torsion zero condition follows automatically upon variation of the action with
respect to ea (provided the theory is not coupled to spinors, however!). This does
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not hold in the case of the 2d actions discussed in the present chapter. We thus
may use the Einstein–Cartan formulation either viewing ω as an abbreviation for
the right–hand side of equation (2.14) or implementing the torsion zero condition
by means of extra Lagrange multiplier fields, making sure that introduction of
the latter does not alter the theory, certainly. We will follow the second route
mainly.
In this approach the R2 action (2.6) becomes (for α := −(1/4)):∫
(∗dω)dω − 2Λε+XaDea , (2.15)
with ε given in equation (2.11), Dea in equation (2.13), and Xa being the La-
grange multipliers mentioned above. Variation with respect to ω yields an equa-
tion that may be solved uniquely for Xa (this equation is algebraic in Xa, but,
however, no more in ω). So Xa and ω may be eliminated simultaneously within
the action (2.15), with ω in the first term being given by equation (2.14) — and
thus indeed no additional degrees of freedom are introduced in this formulation
as compared to (2.6). Note, however, that since the equations for Xa are not
purely algebraic in ω, the equivalence is guaranteed only on the classical level; on
the quantum level it needs to be checked separately (e.g. by means of a careful
path integral argument) — or, one uses one of the two formulations (2.6) and
(2.15) to define the quantum theory for both of them.
Similarly the general action (2.8) may be rewritten in terms of Einstein–
Cartan variables. In its (at least locally) equivalent form (2.9), one finds for L
(now interpreted as functional of ea, ω, φ, and Xa):
L = −2
∫
φdω +
1
2
V (φ)ε+XaDe
a . (2.16)
Note that irrespective of the choice of V (resp. f in (2.8)), this action is of first
order form, i.e. (in the variables now used) its field equations are all at most first
order differential equations.
2.4 Extension to theories with nontrivial tor-
sion
When working with Einstein–Cartan variables it may appear unnatural to im-
pose the zero torsion condition by hand. In particular, using vielbein and spin
connection as independent variables in the Einstein–Cartan formulation of pure
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D = 4 Einstein gravity, torsion zero follows as one of the (vacuum) Einstein field
equations. Thus, also in the 2d setting, we may be interested in a purely geomet-
rical, diffeomorphism and Lorentz invariant local action constructed (merely) in
terms of the independent one–forms ea and ω. The most general action of this
type which yields second order differential equations of motion is of the form
LKV =
∫
[−1
4
dω ∧ ∗dω − 1
2α
Dea ∧ ∗Dea + Λ
α2
ε] , (2.17)
and was proposed by Katanaev and Volovich [19].
More generally, we may consider the higher order theories
Lgrav =
∫
M
d2x
√−gF (τ 2, R) , (2.18)
where τa ≡ ∗Dea, τ 2 ≡ τaτa, and F is some (reasonable) function. This is the
most general geometrical action constructed in terms of algebraic curvature and
torsion invariants. We remind the reader that in (2.18) ω is considered as variable
independent of the zweibein. In contrast, in equation (2.8), when formulated in
Einstein–Cartan variables, ω is either to be understood as an abbreviation for
the right–hand side of (2.14) or torsion zero has to be implemented by additional
Lagrange multiplier fields Xa. Thus, a model defined by (2.18) with a function F
independent of τ 2 does in general not coincide with a model of the form (2.8), but
constitutes another, different model (where the torsion is not forced to vanish).
Suppose first that F depends nontrivially on τ 2. Then also here it is possible
to reexpress the action in first order form by introducing auxiliary fields. Indeed,
at least on a local and classical level, an action (2.18) (provided it is sufficiently
generic, cf the discussion below) can be cast into the form:
Lgrav =
∫
M
XaDe
a + φdω +W (X2, φ) ε , (2.19)
where X2 ≡ XaXa ≡ 2X+X− and W is some two–argument function of the
indicated variables. Nontrivial dependence of F on τ 2 will be seen to require
also W to depend nontrivially on X2. On the other hand, we now realize that
a function W depending merely on φ allows to cover the torsion–free case (2.16)
resp. (2.8), too. Thus when working with (2.19) we simultaneously may cover the
torsion–free case (with f ′′ 6≡ 0, but anything else is of no interest anyway, cf our
previous discussion) as well as (2.18) with nontrivial explicit torsion dependence
— and further conditions, which we will specify now.
To decide under what precise conditions models of the type (2.18) may be
described equivalently by means of (2.19) and vice versa, the following relation
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between the functions F and W is helpful: They are nothing but Legendre trans-
forms of one another! Indeed, using equation (2.12) and Dea = −τaε, and just
naively equating the two actions (multiplying one of them by the irrelevant factor
−1), we find F (τ 2, R) = Xaτa+ 12φR−W (X2, φ). The process of eliminating Xa
and 1
2
φ from the right–hand side by means of the equations of motion, moreover,
coincides precisely with the standard Legendre procedure. Thus (global/local)
equivalence holds provided the Hessian of F and W (interpreted as function of
three arguments Xa and φ/2!) is (globally/locally) nondegenerate.
The KV model (2.17) provides an example where the equivalence to (2.19)
clearly holds on a classical and quantum level globally. It results upon the
quadratic choice
WKV = −α
2
X2 − φ2 + Λ
α2
. (2.20)
However, also more general cases, where the Hessians vanish only on lower
dimensional submanifolds, may be treated interchangably, if the treatment takes
care of the global relation, too. Note that this holds also on the quantum level
as the equations for Xa and φ are purely algebraic. As the treatment in the
subsequent chapters of this work will be careful to not miss any global effects,
such ‘weakly degenerate’ cases are covered, too.
The above restriction on the Hessians of W and F as a condition for the
bijection between respective models confirms also the difference noted between
a model of the type (2.8) on the one hand and (2.18) with an F that is torsion
independent on the other hand. The latter yields a strictly degenerate Hessian of
F . A model (2.8), in contrast, is described by a strictly degenerate W (namely
one that is independent of X2).
Adapting the argumentation, the present perspective also illuminates the re-
lation of (2.8) to (2.16) (i.e. to W with trivial X2 dependence): In this case Xa
ceases to be connected to τa via a Legendre transformation (τa ≡ 0!), but it acts
as Lagrange multiplier to enforce (2.14). After the (nonalgebraic) elimination
of ω and Xa, we are back to the problem of relating (2.8) to (2.9). The one–
argument functions f and V are now recognized as Legendre transforms of one
another.
On the other extreme side not covered in the bijection of F and W is a
function F that is independent of τ 2. Such models result from (2.19) with an
X2–independent W when dropping the term XaDe
a altogether:
L =
∫
M
φ dω +W (φ) ε , (2.21)
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In view of the simplicity of (2.21), it is plausible that such theories are quite
different from the theories (2.19). As we will show in section 5.1.2.5 below, the
field equations of (2.21) lead to constant curvature spaces with unrestricted metric
g. Such theories appear somewhat ‘ill’ therefore.
Models of the general type (2.18) (restricted to the case of nontrivial torsion
dependence of F ) were considered recently in [20] and, in its equivalent form
(2.19), in [21] (but cf also [22, 23, 24]). Particular cases thereof (in particular the
KV–model, equation (2.17)) have been considered also before [25, 26, 27, 28, 29,
30].
2.5 Why so many different Lagrangians
We thus arrived at a wealth of acceptable two–dimensional purely geometrical ac-
tions, which, within the 2d setting, may be taken to play the role of the Einstein–
Hilbert term (2.1) of 4d gravity. The question may arise why we do not restrict
our attention to just one of the possible choices for a 2d gravity action. The
reason for considering this large amount of different actions is at least three–fold:
First, as discussed above, in two spacetime dimensions the naive analog (2.4)
of (2.1) is meaningless (but cf also the remarks following equation (2.4)). We
thus used the ‘equivalence principle’ (in the sense that we restricted attention to
a diffeomorphism invariant, geometrical, and local functional) as the main guid-
ing principle for the construction of the action governing the dynamics of the
gravitational variables. This opened a wide territory for possible Lagrangians.
Restricting to the use of merely algebraic invariants, leads to the class of theo-
ries (2.8) or, if allowing for nonzero torsion, to (2.18). (In D = 2 the class of
‘geometric–algebraic’ (local) actions is thus parameterized by just one function
of one respectively two arguments.)
In four spacetime dimensions certainly there are even much more possibilities
for the construction of covariant actions. However, there we also have the exper-
iment and this singles out the simplest among the possible actions (cf, however,
possible quantum corrections mentioned below).
Second, in D = 4 gravity relatively little is known about higher order actions.
The discussion of the theory resulting from the Einstein–Hilbert term alone is
difficult enough already: compared to the size of the total space of all possible
classical solutions (even if restricted to physically reasonable ones), only very few
exact solutions are known and under control. Moreover, the quantization of the
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Einstein–Hilbert term alone, although subject of intensive endeavours (cf, e.g.,
the loop approach [3]), is still beyond our abilities. In D = 2, on the other hand,
it is technically possible to obtain several exact results (and we will present a
lot of them in the sequel) about all of the actions discussed in this (and the
beginning of the following) chapter.
Third, there are several concepts in gravity which are not very sensitive to the
particular choice of an action. One such an example is the existence of black hole
(or otherwise singular) solutions; only very particular Lagrangians will exclude
such solutions. On the other hand, there are some results proven specifically for
the 4d Einstein theory (2.1). Quantum contributions are expected to lead to
corrections to this Lagrangian and it is not clear if those results still apply. Thus
there is some interest in the generality of some statements, applying to a whole
class of Lagrangians.
Here we have in mind e.g. the area theorem [31] proven for 4d Einstein gravity.
It states that, under some (reasonable) conditions, the total area of the horizon
of a black hole cannot decrease. This statement covers complicated dynamical
processes such as collisions of black holes, which are otherwise hardly tractable
even by approximations on the computer. The area theorem is just one of the
cornerstones of the notable analogy [6] between general relativity and thermo-
dynamics mentioned in the Introduction, the horizon area in the former theory
playing the role of entropy in the latter one. It is not at all clear, if, and in what
way, such an analogy may be maintained when the Einstein–Hilbert term (2.1)
receives small, higher order corrections as predicted e.g. by string theory (cf also
section 3.1.2 below). It turns out that, phrased appropriately general, most of the
analogy between gravity and thermodynamics may be found even in the context
of the two–dimensional theories considered above and in the subsequent chapter
(cf, e.g., [32]). Certainly, it is no more the area of a black hole horizon which
can play the role of entropy; after all, in two spacetime dimensions the horizon
consists of just a point. However, there is a precisely formulated proposal of Wald
[33, 17] for what the entropy of a black hole should be proportional to, which is
devised for an arbitrary diffeomorphism invariant action in any spacetime dimen-
sion. In the specific case of the Einstein–Hilbert term this quantity reduces to
the area of the horizon, but already higher order corrections destroy this geomet-
rical interpretation. The formalism of Wald also yields a nonvanishing entropy
for 2d black holes (coinciding with the quantities found (or postulated) in [32]).
It is then e.g. an interesting question to see, in which subclass of 2d models this
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quantity also obeys a second law (generalizing the above area theorem).
Last but not least, although different members of the class of models (2.8)
and (2.18) have many features in common, there are also some qualitatively new
properties arising in some of them which are absent in one or the other particular
case. Such properties turn up in particular when dealing with global aspects of
the theories under discussion. To sharpen ones techniques in dealing with gravity
theories in general, we do not want to limit the class of 2d models too much. After
all, the problems arising e.g. in the quantization of 4d gravity may be expected
to be still much more complicated than the most involved 2d cases.
In the subsequent chapter, we will thus even enlarge the number of models
to consider. The models of the present chapter will then be referred to as ‘geo-
metrical’ ones, as all of them may be formulated entirely in terms of geometrical
variables only.
2.6 Why consider low–dimensional, topological
models
Although not obvious at first sight, none of the gravitational actions discussed so
far, as well as also none of the (matterless) generalized dilaton theories discussed
in the subsequent chapter below, turn out to allow for propagating modes of the
gravitational variables. The space of solutions to the respective field equations
of a fixed model modulo its local symmetries, called the moduli space, is finite–
dimensional only. Such actions are ususally called topological.6
This is, of course, not to be confused with an action that is a topological
invariant itself, like equation (2.4). A topological invariant used as an action,
yields no field equations at all, and, due to the resulting unlimited local symmetry
in the absence of further fields, the respective moduli space is zero–dimensional.
One of the reasons for calling a given field theory topological is the fact that
several features of its moduli space are sensitive to the topology of the underlying
spacetime only or, better, the underlying base manifold. An example for this
is the dimension of the moduli space. Still, this does not mean, that, when
6The notion of a topological field theory is not completely rigid (similar to the notion of
solitons, e.g.), and the finite dimensionality of the moduli space is just one of its criteria.
A working definition for such theories is provided, e.g., in [34]. In view of their Poisson σ–
formulation discussed below, it seems justified, however, to truly call the 2d gravitational
actions topological.
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viewed as gravity theory as done within this work, its observables yield topological
invariants of the base manifold only. The base manifold is not equipped with a
rigid, fixed metric, certainly; rather, a given solution induces a metric on it. A
typical observable would then be something like the total size of the (say compact)
universe (for some specifically fixed moment in time and measured by means of
the induced metric on that hypersurface). Different values of this observable yield
gauge inequivalent solutions, i.e. different points in the moduli space.
We mentioned already in section 2.1 that Einstein gravity in 2+1 dimensions
(with or without cosmological term) is topological, too. In fact, most of the 1+1
theories show a more interesting spacetime structure than 2+1 Einstein gravity.
In the latter theory spacetime is either flat locally (vanishing cosmological con-
stant Λ) or it has constant curvature (Λ 6= 0). Due to the freedom in constructing
nontrivial global solutions it is still possible to find solutions in this 2+1 theory
which show aspects of black holes [35] (defined by the existence of regions causally
disconnected to ‘null infinity’). However, the (global) constancy of curvature in
these solutions is quite counterintuitive to what one naively would regard a black
hole (with curvature singularities etc.).
A simple choice of f in the 2d theory (2.8) such as f := |R|2/3, on the other
hand, may be seen to yield 2d metrics which are identical to the ‘(r, t)’–part
of the well–known Schwarzschild spacetime. Other choices of f reproduce the
Reissner–Nordstro¨m spacetime or even more involved spacetimes (cf section 6.1
below for a detailed exposition). From this perspective, taken together with the
advantages resulting from the existence of a whole class of tractable 2d actions
(cf discussion in the previous subsection), we find a reduction to two spacetime
dimensions more promising than one to three dimensions.7
Despite the fact that the moduli space, i.e. the space of physically inequivalent
solutions, is finite dimensional, the pure low–dimensional gravity models are not
just mechanical: First, to start with one is given a field theory with the (infinite
dimensional) diffeomorphism group as (part of) the local symmetries. The action
of this group is markedly different from that of a gauge group in a principle
fiber bundle like in a Yang–Mills theory (this is true for any dimension of the
base manifold), and it is this complication which is one of the main reasons
7There are, however, certainly also aspects of 2+1 gravity which are not found in a 2d theory.
One of these is, e.g., the possibility for a black hole to carry a nonzero angular momentum.
Moreover, also in D = 3 more involved gravity actions could be considered; to the best of my
knowledge, this has not been pursued much, however. — For a recent book surveying the status
of the art in (standard) 2+1 gravity the reader is referred to [36].
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for the difficulty in quantizing gravity. Second, at least for a generic choice
of the ‘potentials’ W or V (in (2.19) and (2.9), resp.), the moduli space has
quite a nontrivial topology, including cusps and other relics of the nontrivial
structure of the gauge orbits. Although the gauge orbit structure is certainly
incomparably simpler than its counterpart in four dimensions, it is still capable
of posing technical problems not present in purely mechanical models.8 Such
topological field theories may thus serve as toy models to further develop our
technical skills in what we call quantization of a diffeomorphism invariant theory.
Furthermore, besides the clearly nonnegligible difficulties in quantizing selfin-
teracting field theories, much of the complication occurring upon the quantization
of a gauge theory (and in particular one like gravity) stems from the nontrivial
structure of the gauge orbits. Topological field theories do not contain selfinter-
acting, propagating physical modes. They do, however, show an in part quite
nontrivial structure of the gauge orbits, still leaving (global) physical degrees of
freedom, to be handled with care. They thus allow us to sharpen our understand-
ing and techniques in dealing with an essential part of the problem of quantizing
physical gauge theories.
If matter fields are added, moreover, in general one obtains propagating
modes. (An exception to this are Yang–Mills fields, which also have no prop-
agating modes in two dimensions, still rendering the model ‘almost topological
[34].) In the 2d gravity–matter theory with propagating modes, it is suggestive
although not compelling to ascribe the propagating modes to the matter fields.
In the presence of an addditional scalar field f , e.g., the function f may also be
used to fix part of the diffeomorphism invariance (by using it as one of the local
coordinates); in this case, part of the metric g carries propagating modes of the
total theory.
It is appropriate to remark on this occasion that the sector of 4d Einstein
gravity characterized by spacetime solutions with two commuting Killing vector
fields is (effectively) a two–dimensional gravity–matter theory and it has prop-
agating modes (it contains e.g. plane parallel gravitational waves). The action
resulting from the appropriate (Kaluza Klein) reduction is found to consist of a
2d gravitational part of generalized dilaton form (cf section 3.1.3 below; qual-
8Here we have in mind, e.g., the appearance of winding numbers within some region of the
support of the physical wave functions in the quantum treatment of chapter 7. These winding
numbers are a relic of the underlying field theory, despite topological, and pose a qualitatively
new technical difficulty within defining an inner product. This point will be discussed in some
detail in section 7.2 below.
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itatively this part of the action is similar to the action (2.9) discussed above)
and a ‘matter’ part, consisting of a nonminimally coupled scalar field (cf, e.g.,
[37] as well as section 3.4 below). In this case, both the metric and the mat-
ter fields in the lower dimension correspond to components of one and the same
four–dimensional metric.
A possibility of generating propagating modes in purely geometrical 2d actions
may be to consider Lagrangians constructed from curvature invariants that are
not restricted to be purely algebraic (cf remarks in section 2.2). Such theories
were considered, e.g., in [38], but not much seems to be known about them.
Furthermore, in addition to allowing the connection to carry nontrivial torsion
(as in section 2.4), one might also give up its metricity.
On the other hand, there does not seem to be urgent need for considering
such extensions. Indeed, besides the arguments given already above in favor of
discussing 2d gravity theories even if their gravitational part does not contain
propagating modes, there is also one more, maybe most important argument:
The phenomenon of Hawking radiation (or, to be more careful, many aspects
of it and, in particular, its very existence) does not seem to be sensitive to the
reduction in the dimension. Coupling a scalar field to a (topological) 2d gravity
action permits much the same discussion (cf, e.g., [39]) as the one performed
by Hawking in his famous paper [5]. Questions such as whether the black hole
loses all its mass in the process of Hawking radiation or whether it rather reaches
some final endstate of nonzero mass can be posed in two spacetime dimensions as
well — and the chance of finding answers are much higher than in the analogous
four–dimensional problem. The 2d investigation may show also that this question
is not really well–posed or that it has to be rephrased appropriately to really
make sense. 2d models may thus help to sharpen our conceptual ideas of how to
approach complicated problems in the interface between black holes and quantum
mechanics.
2.7 Role of the dilaton within the present chap-
ter
Within this chapter the fields φ and Xa have been introduced merely as auxil-
iary fields. All the actions considered thus far allowed a formulation in terms
of purely geometrical quantities. Moreover, except for (2.16), the fields φ and
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Xa always have a nice geometrical significance: They are specific functions of
curvature and torsion — the form of the function is determined by the choice of
the Lagrangian and its Legendre transformation. E.g., in the simplest case of a
quadratic Lagrangian, equation (2.17) above, they are just proportional to R and
∗Dea, respectively.
In the torsion–free case (2.16), the fields Xa do not have a similar geometrical
significance (at least as far as I am aware of) — while the dilaton φ still is a specific
function of the curvature R. In these models the introduction of the auxiliary
fields Xa became necessary only when switching from the metrical variable g to
the Einstein–Cartan variables, treating ω as a variable independent of ea. (Using
ω as an abbreviation for (2.14), on the other hand, the Lagrange multipliers Xa
are absent as well.)
In the context of the present chapter, matter Lagrangians will necessarily be
independent of φ and Xa. This changes in the subsequent section, where the
field φ will get another, more prominent interpretation (it is also then when it
receives its name ‘dilaton). From the perspective of that chapter it will appear
natural to regard g and φ as the basic gravitational variables of the theory.
Correspondingly, matter actions can then have φ–dependent coupling ‘constants.
As this just generalizes (and thus includes) all matter couplings conceivable from
the perspective of the present chapter, the discussion of matter actions will be
taken up in that context.
We finally remark that the geometrical interpretation of φ found within this
chapter may also help to acquaint the reader with the existence of this field in
most works on 2d gravity. Spherically symmetric reduction of 4d Einstein gravity,
considered below, provides a prominent alternative perspective on the role of φ.
Both point of views need extrapolation when discussing the most general 2d
dilaton theory below.
Chapter 3
Generalized dilaton theories and
matter actions
The first section of the present chapter deals with further alternatives to the mod-
els found in the previous chapter. The most general dilaton theory will be found
as a generalization of spherically reduced 4d gravity and the effective theory for
strings in a two–dimensional target space. Appropriate field redefinitions (cf sec-
tion 3.1.4) relate them to models found in the previous chapter. In the subsequent
two sections standard matter fields are introduced and the field equations of the
resulting coupled matter–gravity theories are provided. In section 3.4 effectively
two–dimensional theories resulting from other than spherical reduction of Ein-
stein gravity are mentioned. Generically these reductions of pure gravity contain
additional matter fields in the lower dimension, thus fitting into the framework
of theories discussed by then. Section 3.5, finally, deals with supersymmetric
extensions of general dilaton theories.
3.1 Generalized dilaton action replacing the
Einstein–Hilbert term
3.1.1 Spherically reduced gravity
A natural approach to find a gravity action in two dimensions is to dimensionally
reduce the four-dimensional Einstein–Hilbert action (2.1). In the present context
the simplest possibility is a spherical reduction. Up to choice of coordinates any
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spherically symmetric four–dimensional line element (ds2)(4) takes the form
(ds2)(4) = gµν(x
µ)dxµdxν − Φ2(xµ) (dϑ2 + sin2ϑdϕ2), µ, ν ∈ {0, 1} . (3.1)
Two out of four coordinates in the four–dimensional spacetime have been adapted
to the symmetry, namely ϕ and ϑ, the other two coordinates xµ have been left
unrestricted. The symmetry of the four–dimensional line element requires that g
and Φ depend only on the two coordinates xµ. Although components of one and
the same four–dimensional metric, they thus may be interpreted as a metric g
and a scalar field Φ on a two–dimensional spacetime with coordinates xµ. The ap-
pearance of additional fields beside the metric is a generic feature of a dimensional
reduction. Similarly Kaluza and Klein arrived at the coupled Einstein–Maxwell
theory in four dimensions by starting from the pure Einstein–Hilbert term in a
five dimensional spacetime [40].
Implementing the ansatz (3.1) into the Einstein–Hilbert action (2.1) and in-
tegrating over the angular variables ϕ and ϑ, one obtains (G := 1) [41]:
Lspher =
∫
M
d2x
√−g
[
1
4
Φ2R(g)− 1
2
gµν∂µΦ∂νΦ− 1
2
]
. (3.2)
Here R(g) denotes the Ricci scalar of the (torsion–free, metrical) connection of
the two-dimensional metric g. Note the similarity of this two–dimensional action
with the action (2.9) found in the previous section. (The reason for using slightly
different symbols, namely g and Φ instead of g and φ, will become apparent in
section 3.1.4 below.) The presence of the kinetic term for the ‘dilaton’ Φ may
suggest that now the 2d theory might contain also propagating modes. However,
the residual diffeomorphism invariance in the two coordinates xµ is still large
enough to eliminate these modes. In fact, we know from the four–dimensional
theory that, up to diffeomorphisms, all (simply connected) solutions of (3.2) are
parameterized by just one parameter, the Schwarzschild mass m.
To be precise, implementing an ansatz such as (3.1) into an action may not
commute with determining the respective field equations. The consistency check
works here, however, and the field equations of the effective 2d action (3.2) co-
incide with the four–dimensional Einstein equations restricted to spherical sym-
metry by means of (3.1). We remark on this occasion that according to its
definition, Φ is restricted to be positive in (3.2). Such a restriction on the dilaton
may be avoided easily by using a variable Φ˜ instead with, e.g., Φ = exp(Φ˜) (the
corresponding 2d action results from insertion of this equation into (3.2)).
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Dynamically propagating modes are obtained in the spherical sector of Ein-
stein gravity by adding the action of a scalar field f to (2.1):
1
2
∫
d4x
√
−g(4)(∇(4)f)2 . (3.3)
Implementation of (3.1) and requiring f to be spherically invariant (i.e. indepen-
dent of ϑ and ϕ), one obtains the effective 2d matter action∫
M
d2x
√−g(2πΦ2)(∇f)2 , (3.4)
with (∇f)2 ≡ gµν∂mf∂νf . Note that, viewed as a two–dimensional field the-
ory, the coupling of the scalar field f to the gravity action (3.2) is nonminimal.
The prefactor proportional to Φ2 is a consequence of the reduction of the vol-
ume element in the 4d action. An additional cosmological constant term in the
Einstein–Hilbert part (2.1) similarly leads to the addition of
∫
d2x
√−gΛΦ2 to
(3.2), which is no more just a cosmological constant term from the point of view
of two–dimensional geometry.
We remark that the coupled model (3.2) and (3.4) is highly nontrivial and
of substantial interest. Recent computer simulations [42] indicated e.g. that it
shows some kind of critical behavior: Only when the energy concentration of the
scalar field f within some initially almost flat spacetime surpasses some critical
value, a black hole is formed during the subsequent collapse. Below the threshold
the spacetime remains regular. Slightly above the threshold, the mass of the
emerging black hole follows a power law with a critical exponent of about 0.37.
(Further literature on this phenomenon, called ‘Choptuik effect’, may be found
in [43].)
On the semiclassical level, on the other hand, the model should show Hawking
radiation. Indeed, when requiring the scalar field in Hawking’s paper [5] to be
spherically symmetric, one obtains just this two–dimensional model and Hawking
radiation is still predicted by his work.
These are just two of several motivations for the interest in the effective two–
dimensional theory (3.2) and (3.4) on the classical as well as on the quantum
level. For the concrete analysis of the model, however, it is no more important to
remember that the phenomena described by this model are phenomena of four–
dimensional physics (only for the final physical interpretation it is of relevance
certainly); the theory may be regarded as an inherently two–dimensional one on
this level.
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3.1.2 String inspired dilaton gravity
We briefly change the scenery and turn to string theory. String theory is probably
the most promising current direction in our attempt to unify all fundamental
interactions, including gravity, into a consistent quantum theory. We do not and
can not recapitulate even the basics of string theory here, referring for this to [44]
or the more up–to–date book [45]. However, since the name dilaton gravity as
well as much of the activity in two–dimensional gravity theories over the recent
decade have their origin in a discovery [46, 47] of a certain black hole solution
within the context of string theory, we will at least briefly outline the relation.
Moreover, some of the terminology used below will be encountered again in the
subsequent chapter on Poisson σ–models and it may be useful to acquaint the
reader already in the present context with some of the notions used there. Finally,
regarding string theory as an at least potentially physical theory, its relation to
low–dimensional gravity theories provides further motivation for studying the
latter.
In the simplest scenario, a string is a one–dimensional, open or closed ob-
ject moving in spacetime. Its (lowest) excitations are supposed to describe the
(known) elementary particles. The geodesic movement of a point particle follows
from extremizing an action functional defined by the metric induced length of
the world line of the particle. Similarly, the movement of a string is governed
by an action minimizing its (two–dimensional) world surface (usually called the
worldsheet). Denote by zm, m = 1, 2, local coordinates on the worldsheet and by
Xµ, µ = 1, . . . , D, coordinates on the D–dimensional spacetime. The latter may
well be curved, carrying a metric Gµν(X). The dynamical fields are the X
µ(z).
The world surface Xµ(zm) of a string provides a map from the worldsheet into
spacetime. The spacetime is thus the (possibly curved) target space of the theory.
Introducing an auxiliary metric γ on the two–dimensional worldsheet, the action
for minimal worldsheet surfaces may be put into the form [48]:
Lstring =
1
4πα′
∫
d2z
√
|γ|γmn∂mXµ∂nXν Gµν(X) , (3.5)
where α′, needed to make the action dimensionless, is proportional to the square
of the Planck length
√
~G/c3. This is the action of a two–dimensional (in general)
nonlinear σ–model, where, however, the metric γ is not fixed.
The inclusion of the world sheet metric γ does not add any new content to
the theory (at least locally and classically). Indeed the action (3.5) is invariant
with respect to 2d diffeomorphisms as well as Weyl rescalings γ → Ω2γ, Ω being
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an arbitrary (nonvanishing and smooth) function on the worldsheet; the three
local symmetries allow to locally gauge away all components of γ (putting it e.g.
into 2d Minkowski form).1
The quantization of (3.5) is not possible in full generality. It may be achieved
only for exceptional choices of the target space, such as, e.g., for flat Minkowski
space. But also in the latter case, attempts to quantize the theory are plagued by
anomalies of the classical Weyl–invariance of (3.5); only in the critical dimension
D they are absent, which, in the bosonic case, is D = 26.
In the spectrum of the excitations of the closed string a massless spin two
particle is found, which is interpreted as the graviton (in spacetime). It consti-
tutes the perturbation around the Minkowski target space one started with and
the string may thus be understood to generate its own background gravitational
field Gµν(X).
Finally, also the quantization in noncritical spacetime dimensions D has been
achieved. It was more or less required only that the string is represented by
a 2d conformal field theory with vanishing central charge. For a 2d σ–model
of the general type (3.5) this leads to the requirement that its β–function(s)
(interpreting G as an infinity of coupling constants) has/have to vanish. Actually,
consistency of the previously given physical picture motivates to incorporate also
the other massless excitations of the string as its background in the action. In the
case of the closed string these fields are given by a spin zero particle, the dilaton
Φ(X), and a two–form gauge field Bµν(X). The latter may be contracted with
dXµ ∧ dXν to provide a possible 2d action to be added to the σ–model action
(3.5). For dimensional reasons the action is proportional (1/α′) again.
The dilaton, on the other hand, is argued to give rise to a contribution
(1/2π)
∫
d2x
√
|γ|R(γ)Φ(X(x)) . (3.6)
Here R(γ) is the Ricci scalar of the worldsheet metric γ. Note that this con-
tribution is no more Weyl invariant on the classical level. However, the action
(3.6) is already dimensionless without the use of α′, and its contribution to Weyl
transformations of γ has to cancel only the one–loop contribution of (3.5) (and
the gauge field part to the σ–model). Quantum Weyl invariance, on the other
hand, is guaranteed by vanishing β–functions. For a σ–model of the above kind,
and with B set to zero for simplicity, vanishing β–functions give the following
1This is no more possible on the global level, the space of gauge-inequivalent metrics forming
Teichmu¨ller space then.
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restrictions on the background fields in leading order of α′ [44]:
Rµν −∇µ∇νΦ +O(α′) = 0 , (3.7)
D − 26
3α′
+R + 4(∇Φ)2 − 4✷Φ +O(α′) = 0 , (3.8)
where ✷ ≡ Gµν∇µ∇ν . These equations are obtained in a D–dimensional target
spacetime. In the critical dimension (D = 26) and with Φ := 0, the above
equations are identified with nothing but the vacuum Einstein equations for G!
(For D 6= 26 the equations require a nontrivial dilaton vacuum for consistency, cf,
e.g., [45].) Taking into account also higher order contributions, string theory thus
predicts specific corrections of order ~ to the Einstein equations, as was already
mentioned briefly in section 2.5 above.
An action giving rise to the field equations (3.7), (3.8), may, furthermore, be
identified with the low energy effective action of string theory. Note, however,
that this action is an action for fields on the target space (which, after all, is our
spacetime), its basic fields appear in the quantization of the string action only as
massless excitations.
In string theory, too, it was found worthwhile to explore the spacetime di-
mension D = 2 [46, 47]. There then is no gauge field Bµν (its curvature vanishes
identically in D = 2 and its contribution to (3.7) and (3.8) thus drops out auto-
matically), and, dropping again the tachyon present in bosonic string theory, the
D = 2 field equations take the above form with (D − 26)/3 = −8. The effective
action yielding the equations (3.7) and (3.8) to leading order in α′ then takes the
form
Ldil(G,Φ) =
∫
M
d2X
√−G exp(−2Φ(X)) [R(G)− 4(∇Φ)2 + Λ] , (3.9)
with Λ = (D − 26)/6α′. It was argued by Witten [47] that a D = 2 theory
with a target space geometry governed by precisely these equations has a realiza-
tion as an SO(2, 1)/U(1)–WZW exact conformal field theory. Enthusiam arose
when the existence of black hole solutions very similar to the ((r, t)–part of the)
Schwarzschild metric was discovered [46, 47].
The model (3.9) was analysed from the string perspective thereafter, e.g., in
[49]. However, it soon received attention also as a two–dimensional gravity model
itself, irrespective of its origin, for reasons which will be made clear now.
We first rewrite the action (3.9) identically in a notation more adapted to the
previous subsection: Replacing the symbol G of the D = 2 spacetime metric by
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g, as before, and, similarly, the coordinates Xµ, µ = 0, 1, of (the target spacetime
M) by xµ, equation (3.9) reads
Ldil(g,Φ) =
∫
M
d2x
√
− det g exp(−2Φ) [R− 4(∇Φ)2 + Λ] . (3.10)
By means of the field redefinition Φ¯ := 2
√
2 exp(−Φ), Φ¯ > 0, this may be put
into a form more reminiscent of the spherically symmetric action (3.2):
Ldil(g, Φ¯) =
∫
M
d2x
√−g
[
1
8
Φ¯2R(g)− 1
2
gµν∂µΦ¯∂νΦ¯ +
1
8
Φ¯2Λ
]
. (3.11)
Regarding (3.10) resp. (3.11) as a two–dimensional model in its own right
(similar to (3.2) above, although with a very different motivation), one may now
try to couple scalar fields fi to this action. As the theory in question is inherently
two–dimensional, minimal coupling is most natural [50]:
LCGHS(g,Φ, fi) = L
dil(g,Φ) + Lmat(fi, g) , (3.12)
(3.13)
Lmat(fi, g) =
1
2
∫
M
d2x
√−g
N∑
i=1
gµν∂µfi∂νfi . (3.14)
The above model, known as the CGHS model, certainly contains propagating
modes. Despite its similarities with the analytically hardly accessible coupled
model of the preceding subsection, Callan, Giddings, Harvey, and Strominger
managed to show in their by now seminal work [50] that, at least on the classical
level, the present model may be solved exactly. The complete classical solu-
tion may be written in explicit form (this result is recapitulated in section 5.2).
Furthermore, the CGHS–model (and modifications of it resulting from adding
counter terms) proved to be an interesting laboratory for semiclassical consider-
ations, devised to possibly give answers to questions such as what the fate of a
black hole in the process of Hawking radiation could be [50, 39].
In view of the exact classical solvability, solvability on the quantum level was
addressed soon as well [51, 52, 53]. The considerations in this direction do not
seem to have come to a final conclusion yet, however (cf corresponding remarks
at the end of chapter 7).
The above mentioned modifications of the CGHS model discussed in the lit-
erature in the context of Hawking radiation (cf, e.g., [54, 39]) consisted mainly in
the replacement of some of the dilaton dependent prefactors in (3.10) or (3.11).
This was motivated in part by the freedom in adding counter terms to the action
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in a semiclassical treatment, and the modifications were interpreted as of order
~. In the following subsection a general model will be provided, which, among
others, comprises also all these possibilities.
3.1.3 Most general dilaton theory
All the torsion–free gravitational 2d actions discussed so far, in this as well as in
the previous chapter, are particular cases of the general action
Lgdil(g,Φ) =
1
2
∫
M
d2x
√−g [U(Φ)R(g)−V(Φ) + Z(Φ)gµν∂µΦ∂νΦ] . (3.15)
The f(R)–models of the previous chapter are seen to result from an identically
vanishing Z(Φ) and a linear function U. Spherically reduced gravity as well as
the string inspired model are obtained by choices of the three ‘potentials’ U,
V, and Z with nonvanishing Z, cf equations (3.2) and (3.10) or (3.11); adding
counter terms to the latter model, moreover, the potentials receive corrections in
form of a power series in ~.
The action (3.15), called generalized dilaton action, was suggested in [55]
first. It is the most general diffeomorphism invariant action yielding second order
differential equations for a 2d metric g and a scalar (dilaton) field Φ. U, V, and
Z are three functions parameterizing different actions. For a particular model
they are thus regarded to be fixed (except possibly for changes under renormali-
zation). Similar to the discussion of actions (2.8), the potentials are assumed to
be sufficiently regular. More specific restrictions are required when necessary (cf,
e.g., section 3.1.4 below), but, in a ‘first approximation’, they may be regarded
as arbitrary smooth functions (within some domain of definition).
The model (3.15) appears to be much more general than, e.g., (2.9) or (2.8).
However, as we will now show, by appropriate transformation of field variables,
the action can be simplified always, e.g., to the form (2.9), so that the true
‘master action’, allowing to describe all relevant gravitational actions, with or
without torsion, is (2.19).
Relevant matter couplings are provided after this step in section 3.2 below.
3.1.4 Two possible routes to a simplified, equivalent model
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3.1.4.1 Conformal rescalings of the metric
In the following we will restrict ourselves to the case that U has an inverse
function U−1 everywhere on its domain of definition. This excludes extrema
of the function U. If U has extrema, the transformations below may be used
locally only. Then similar remarks as those at the end of section 2.2 apply
here as well, i.e. one either has to restrict the ensuing analysis to a local level,
or, the transformations are used on an intermediary level only (and the global
information is restored when transforming back to the original variables).
For simplicity, we will, furthermore, assume that U, U−1, V, and Z are all
C∞. (These conditions can be relaxed easily.)
A conformal transformation of the Ricci scalar produces an additive term
with two derivatives on the conformal exponent (cf, e.g., [56])2. Therefore it is
near at hand to get rid of the kinetic term for Φ in Igdil, equation (3.15), by a
Φ-dependent conformal transformation. This was first proposed by H. Verlinde
[58] for string inspired dilaton gravity and then generalized to Igdil in [59]. We
thus change variables from g to an (in this context) ‘auxiliary’ metric g defined
by:
g := Ω2(Φ) g , Ω(u) ≡ exp[−
∫ u Z(z)
2U′(z)
dz + const.] , (3.16)
where the integration constant has been displayed explicitly to keep track of the
corresponding ambiguity. Note that the integral exists on behalf of our assump-
tions above.
Now, after a partial integration, the action Igdil as a functional of g and Φ
again has the form of equation (3.15), but with a potential Z that is identically
zero, while U remains unchanged and V is replaced by V(Φ)/Ω2(Φ). Due to the
resulting absence of the Z–term, we now may use
φ := U(Φ) (3.17)
instead of Φ so as to also trivialize the potential U which becomes the identity
map then. (Again this is possible due to our assumptions on the potential U.)
Thus, in the new field variables g and φ, the action (3.15) takes the form
Lgdil(g, φ) =
1
2
∫
M
d2x
√−g [φR(g)− V (φ)] , (3.18)
2But note the different sign convention for R in [56]; the conventions for the curvature and
the Ricci tensor chosen in this report, and fixed in section 2.1 above, coincide with those used,
e.g., in [57].
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where the function V is defined by V (U(z)) = V(z)/Ω2(z) (different constants
chosen in the definition of Ω in (3.16) are thus seen to rescale the potential V ).
The action (3.18) is — up to an overall factor of 1/2 — identical to (2.9). This
explains the change in notation for the 2d metric on M between the previous and
the present chapter. Note that in this context, the variables g and φ should not
be regarded as the metric and dilaton on the 2d spacetime. So to say, ‘by chance’
they may also have this interpretation, when starting with another 2d model.
Rather, they are coordinates in the space of fields simplifying the Lagrangian,
similar to the use of, e.g., normal coordinates for a Lagrangian of coupled oscil-
lators. The information on the two out of originally three functions in (3.15) is
stored in the transformation formulas between the old and the new variables.
There is no possibility to get rid also of the remaining potential V in (3.18)
by any further field dependent conformal transformation of the metric. However,
in the context of the next chapter, another (local) transformation of variables
will allow to also eliminate V . In that context the action and the resulting
field equations will have been trivialized. (Basically, completed by the final step
provided below in the context of σ–models, these changes of variables yield a
Ba¨cklund–like transformation for the original model (3.15) with its originally
nontrivial field equations equations (3.40) and (3.45) below.)
For the special case of string inspired dilaton theory (3.10) (or (3.11)), on the
other hand, the final step mentioned above is not necessary. The transition to
g and φ is already sufficient to ensure that g becomes flat in this specific case!
Indeed, with an appropriate choice of const in the definition of Ω, (3.10) yields
Ω2(Φ) = U(Φ), so that due to V(Φ) = −ΛU(Φ), we find V (φ) = −Λ = const.
Variation of (3.18) with respect to φ now shows that the auxiliary metric g has
to be flat.
By means of this transformation, the solvability of the CGHS model becomes
transparent as well. In fact, the action (3.14) is conformally (or Weyl) invariant,
it therefore takes the same form with respect to g as with respect to g. Thus, up
to a choice of spacetime coordinates, also here g takes standard Minkowski form.
The field equations resulting from the variation with respect to the fi reduce to
the ones of N massless scalar fields in Minkowski spacetime! One is left only
to realize that due to the diffeomorphism invariance only one of the three field
equations δLCGHS/δgµν(x) = 0 is independent [60] and that this one may be
solved always for φ, which entered the action as Lagrange multiplier field.
Still, the representation of LCGHS in terms of g and fi does not imply that
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the scalar fields fi and the original metric g decouple completely. The situation
may again be compared with the introduction of normal coordinates for coupled
harmonic oscillators. To trace the coupling explicitly, one notices that the transi-
tion from g to g involves φ, which in turn is coupled directly (via g) to the scalar
fields fi.
Before we close this section, let us return to the case of spherically symmetric
4d gravity (3.2). An appropriate choice of the integration constant in (3.16) yields
Ω2 = Φ/2 =
√
φ and V (φ) = 1/2
√
φ. Thus, the space of solutions to (3.2) will be
reproduced from the simpler action (3.18) with this potential V , if, at the end,
according to (3.16), g := g/
√
φ.
Some cautionary remark is in place at this point: In both examples, i.e. in
the string inspired as well as in the spherically symmetric model, the conditions
placed on the potentials at the beginning of this section are fulfilled globally
(recall Φ > 0 in the latter example). In both cases φ > 0 and φ → 0 will
correspond to the place of the curvature singularity. However, in terms of the
‘auxiliary’ variables φ and g, only in the spherically symmetric case, where V →
∞ for φ → 0, this singularity is still visible. In the string inspired model, on
the other hand, g was seen to be (globally) flat, since the potential V is constant
in this case, and φ will be perfectly well–behaved also for negative values. A
maximal extension of a local solution in terms of the variables g and φ thus will
differ from the maximal extension in terms of g and Φ. However, equivalence is
obtained, when the restriction φ > 0 is recalled in the former extension; it is this
restriction which transforms the global structure of 2d Minkowski space into the
one of a black hole.
Finally, for later purposes it will be worthwhile to also display the transfor-
mation (3.16) in terms of Einstein–Cartan variables. We denote those of the
auxiliary metric by ea and ω as before and those of g by ea and ̟ (so that
g = 2e+e−). Distributing the conformal factor in equation (3.16) equally on e+
and e− and using equation (2.14), one easily obtains:
e± := Ω e± (3.19)
ω(e) = ̟(e)− ∗d(lnΩ) . (3.20)
Here we displayed the torsion–free connections; the connection on the left–hand
side is torsion–free with respect to ea, while ̟ on the right–hand side is torsion–
free with respect to ea. Note that in the second term of equation (3.20) it is
irrelevant if g or g is used for the Hodge dual operation (this applies to one–
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forms only).
Equation (3.20) may be used to establish also R(g) = Ω2[R(g)−✷ lnΩ2] with
✷ ≡ gµν∇µ∇ν , which was used on an intermediary level to find the conformal
factor (3.16) canceling the kinetic term in (3.15).
We finally remark for later use and for historical reasons that the so–called
Jackiw-Teitelboim model of 2d (anti)deSitter gravity [18]
LJT = −1
2
∫
M
d2x
√
− det g φ (R− Λ) (3.21)
is also contained as a particular member of the family (3.18) (or (2.9), but not
(2.8)).
3.1.4.2 Equivalence to theories with torsion
In the first part of this subsection it was shown that by means of a field dependent
conformal transformation, accompanied by a (target space like) reparameteriza-
tion of the dilaton, the general model (3.15) may be mapped to its simplified
version (3.18). As emphasized above, however, the difference between the orig-
inal metric g and its auxiliary counterpart g has to be kept in mind strictly.
Here we present another approach, where actually no field variables need to be
changed (except, again, for a reparameterization of the dilaton) and the action
is still of the form (2.19). This point of view was advocated first by [26] (but cf
also a footnote in [61]) and, later, but apparently independently, by [20].
Consider a theory (2.19) with a potential W linear in X2 ≡ XaXa and inte-
grate out the fields Xa. The resulting action has the form
Ltor =
∫
ωdφ+ [G1(φ) +G2(φ)τ
2]ε , (3.22)
where, as before, τa = ∗Dea is the Hodge dual of the torsion two–form, τ 2 ≡ τaτa,
and G1 and G2 are (basically) arbitrary functions of the dilaton. (In such steps
we freely drop exact two–forms, i.e. ‘total divergences’, as they do not contribute
to the field equations.)
In equation (3.22) the action Ltor is regarded as a functional of ea and ω.
However, it is well-known, that instead of the spin connection one may also
use torsion as independent variables beside the zweibein. Generalizing equation
(2.14) to the case of nonvanishing torsion, one obtains
ω = (∗dea − τa)ea :≡ ω(e)− τaea , (3.23)
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where ω(e) is used to denote the (unique) torsion free part of the connection ω
(i.e. its Riemannian part, while the second term (3.23) may be referred to as its
post–Riemannian part).
Next we observe that (3.22) is quadratic and purely algebraic in τa. Integrat-
ing out torsion, we easily arrive at
Ltor[ea] =
∫
φ dω(e) +G1(φ) ε+
1
4G2(φ)
dφ ∗ dφ , (3.24)
which, as indicated, is now a functional of the zweibein or metric only. Intro-
ducing a new dilaton field Φ satisfying U(Φ) = −φ for a chosen function U, the
first term takes the form 1
2
∫
U(Φ)R(g)
√−g d2x, where R(g) is the curvature
determined by g = 2e+e−. With the identification
g = g or ea = ea , ̟(e) = ω(e)
Φ = U−1(−φ) (3.25)
the resulting action is now seen to be precisely of the form (3.15), with V, Z
being determined uniquely in terms of G1, G2, and U.
We leave it to the reader to determine more precisely the conditions for an
equivalence and (local/global) bijection of the two models in question, since the
argumentation is analogous to that in previous sections. We remark here only
that obviously G2 has to be nonzero to accommodate for a model with a kinetic
term Z 6= 0 in the generalized dilaton theory (3.15), that is to say, the model,
equivalent in the sense (3.25), necessarily has a nontrivial torsion–dependence
(F2 6= 0 in equation (3.26) below).
We thus have obtained an equivalence of (3.15) to the purely geometric model
Ltor =
∫ √−g[F1(R) + F2(R)τ 2] , (3.26)
quadratic in torsion. Modulo possibly global differences (and with some excep-
tional cases not covered by the bijection), the two models have identical solutions
for the metric g = g. This is quite in contrast to the preceding method (3.16),
where the difference between the metric g in (3.18) and the metric g in (3.15)
has been repeatedly emphasized. On the other hand, although the metric, and
thus (the metrical part of) the spacetime, of the two theories (3.26) and (3.15)
are identical, the spacetime of the former theory is equipped also with generically
nonvanishing torsion, while the spacetime (3.15) carries the scalar dilaton field Φ,
not present in the action (3.26). (This is a consequence of the step of integrating
out the respective fields, rendering an equivalent action for the remaining fields.)
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In any case, using the transformation (3.16) or the one above, the study of the
generalized dilaton theory may always be transferred to a study of (2.19). The
latter was found to also describe all the geometrical models, with our without
torsion, presented in the previous chapter. Our further analysis of the gravita-
tional part of the theory in subsequent sections will thus focus on the general
action (2.19). At least in the generic case, and with care concerning global is-
sues, any result obtained for that action, can then be transferred to the original
gravitational theory one might have started with instead.
3.2 Matter actions
We now intend to present several matter actions which may be added to the
Lagrangian (3.15) of generalized dilaton gravity. The resulting field equations
will then be provided in the subsequent subsection. As far as possible, they will
be formulated in terms of the energy momentum tensor of the matter fields so as
to allow simple further generalizations.
The matter Lagrangians will be written in terms of the ‘original variables’
present in (3.15). For a geometric, torsion–free action (2.8) resp. (2.9), on the
other hand, the transformations (3.16) and (3.17) are trivial, and the bold face
variables g, Φ may be identified with g, φ of chapter 2. In that case, the matter
actions will be required to be independent of the dilaton, so that the Legendre
transformation from φ to R is still possible. Similar statements hold for theories
with nontrivial torsion (2.18) resp. (2.19).
Generalizing the standard actions for real massless scalar fields f and fermionic
fields Ψ in curved spacetime [62] by allowing dilaton dependent couplings β(Φ)
and γ(Φ), one has:
Lscal =
1
2
∫
d2x β(Φ)
√−g gµν∂µf∂νf , (3.27)
Lferm[e,Ψ] =
1
2
∫
M
d2x γ(Φ) det(ebρ)
(
iΨσaeµaDµΨ + herm.conj.
)
.(3.28)
As usual, formulation of a fermion action requires the use of Einstein–Cartan
variables in a curved spacetime, which for the metric g are denoted by ea and ̟
again.
In the above, eµa , is the inverse of e
a
µ, the component-matrix of the zweibein
e± = e±µ dx
µ. Dµ denotes the covariant derivative: Dµ = ∂µ +
1
2
̟µσ
3. In the
absence of torsion, ̟µ is determined through e
a by means of equation (2.14).
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(Otherwise, i.e. in the context of theories with torsion, the latter equation is
replaced by equation (3.23), written in boldface indices, or, as generically is
preferable in this context, the connection is regarded as an independent variable
then.) We remark on this occasion, however, that in two spacetime dimensions
the spin connection drops out of the action (3.28); we will return to this feature
below. In the presence of an additional U(1) gauge field A, Dµ is understood to
contain also the standard Aµ part (cf below). The basic elements of the Clifford
algebra have been represented by σ± ≡ 1
2
(σ1 ± iσ2), σ1, σ2 being Pauli-matrices,
and Ψ ≡ Ψ†σ1, where Ψ is a two-component complex column vector. (On the
classical level the entries of this vector may in general be taken anti–commuting or
commuting, as one prefers; we will treat them as commuting variables, although
several final formulas will be insensitive to that choice.)
The global U(1)-symmetry of Lferm may be turned into a local one by the
standard procedure: Dµ → Dµ + iAµ, where A is an (abelian) connection one-
form. The dynamics of A is generated by
LU(1) =
1
4
∫
M
d2x
√
− det g α(Φ)FµνFµν , (3.29)
where F = dA and α(Φ) provides an again dilaton dependent coupling.
In section (3.3) below we will derive the field equations of the action
Ltot = Lgdil + Lscal + Lferm + LU(1) . (3.30)
This will be done in the original variables corresponding to general potentials
in Lgdil. When trying to find solutions to these field equations (which will be
possible for a subclass only, cf e.g. the remarks at the end of section 3.1.1, we
will apply the simplifying trick of the preceding subsection, mapping Lgdil to its
simplified brother (3.18) by a change of variables (3.17) and (3.16) (or (3.19),
(3.20)). We thus need to extend this transformation to the matter part as well.
As noted already before, the action for scalar fields is invariant with respect
to conformal or Weyl transformations (3.16) of the metric. As a consequence we
cannot get rid of a nonminimal coupling (β ′ 6= 0), if present in the original model.
In contrast to scalar fields f , which remain unchanged under a conformal
transformation (3.16), f → f , spinors are usually transformed according to Ψ→
Ω1/2Ψ. Here it is also possible (and advisable) to get rid of γ(Φ) by means of the
further redefinition:
ψ :=
√
|γ(Φ)|
Ω(Φ)
Ψ . (3.31)
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(Inspection of (3.28) shows that any unwanted derivative term in the first part of
the action, resulting from the action of Dµ on a real multiplicative factor in front
of the fermion, cancels against its respective hermitian conjugated term; this is
also the reason why ̟ drops out from the action (3.28) but a gauge field A does
not.)
In the new variables g = 2e+e−, φ, and ψ, the action Ltot takes the form3
Ltot[g, φ, f, ψ, A] =
1
2
∫
d2x
√−g [φR(g)− V (φ) + β˜(φ) ∂µf∂µf +
+ 2eµaB
a
µ +
1
2
α˜(φ)FµνFµν ] , (3.32)
where we used the following abbreviations/redefinitions:
Baµ ≡ ψσa(i
↔
∂µ −Aµ)ψ , V (U(Φ)) = V(Φ)Ω2(Φ) , (3.33)
α˜(U(Φ)) = Ω2(Φ)α(Φ) , β˜(U(Φ)) = β(Φ) . (3.34)
Here
↔
∂µ≡ (−→∂ µ −←−∂ µ)/2, with ←−∂ µ acting to its left and −→∂ µ = ∂µ, as usual, to its
right. Indices are raised by means of the ‘auxiliary metric’ g and we made use
of
√−g = det(eaµ). Note that (3.32) is in the same form as (3.30), just with the
appropriate replacement of variables and a specification of ‘potentials’. Therefore
the field equations in the new variables follow from the field equations of the
general model (3.30), provided in the following subsection, by specialization.
In the above we used the field dependent conformal transformations (3.16),
extended to fermions by means of (3.31), to simplify the form of the action. To
avoid confusion, let us add a remark on the behavior of Ltot with respect to
general conformal transformations: The actions for scalar and fermion fields f
and Ψ, respectively, are conformally invariant. Hereby f remains unmodified (f
has conformal weight zero) and Ψ transforms with the inverse fourth root of the
conformal factor (Ψ has conformal weight minus one half). Still, the total action
is not invariant under conformal (or Weyl) transformations due to the presence
of the gravitational and the U(1) part of the action.4
The action Ltot has several gauge symmetries, on the other hand: it is invariant
with respect to diffeomorphisms, local Lorentz transformations in the spin and
frame bundle, and U(1) gauge transformations.
3Here and in what follows we assume γ > 0; for γ < 0, Baµ is to be replaced by −Baµ in
equation (3.32).
4The action for gauge fields is conformally invariant only in four spacetime dimensions (and
this on the classical level only); the trace of its energy momentum tensor, equation (3.42) below,
vanishes merely for d = 4.
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We finally provide also the generalization of the action (3.29) to general non-
abelian gauge fields.
Allowing for a dilaton-dependent coupling constant α(Φ) again, the action for
such a system has the form
LYM =
∫
α(Φ)
4
tr(F ∧ ∗F) , (3.35)
where F = dA+A∧A is the curvature two-form of the Lie algebra valued connec-
tion one-form A, the trace is taken in some faithful representation of the chosen
Lie algebra, and ∗ is the Hodge dual operation with respect to the dynamical
metric.
When talking about gravity Yang-Mills (YM) systems in this report, we al-
ways will have in mind some Lagrangian consisting of the sum of (3.35) and a
gravitational action, i.e. (3.15) in the context of dilaton gravity and (2.19) in the
context of a geometrical theory (in the latter context α should be independent of
the dilaton, although, mathematically, we can also deal with cases where α de-
pends on φ and X2). Note that in the context of (3.15) the Hodge dual operation
is understood with respect to g, while in the geometrical context it is understood
with respect to g. For two-forms this makes a difference, which, however, may
be absorbed by redefining the function α. So, at least after a redefinition of the
fields, the gravity YM action always has the form
LgravY M = Lgrav + LYM , (3.36)
where Lgrav is given by (2.19) above and, in general, (the appropriately redefined)
α is some function of φ.
The Lagrangian (3.30) may be generalized easily to the nonabelian case. In
(3.28)Ψ would denote a multiplet of fermion fields then, with Dµ the correspond-
ing covariant derivative.
Similarly, certainly also the scalar fields could be coupled to the gauge fields.
This may be done already in the abelian case upon transition to complex valued
scalar fields f .
3.3 General field equations
In this section we provide the classical field equations of the gravity–matter sys-
tem (3.30). In particular, the gravitational theory is taken to be torsion free;
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otherwise additional contributions arise in the Dirac equation below. The geo-
metrical theories (2.8) are covered in their equivalent formulation (2.9) (replacing
the variables by boldfaced ones); the matter action then should be independent
of Φ, though. The field equations of the general model Ltot expressed in terms
of the auxiliary variables g and φ, cf equation (3.32), are easily obtained by
specialization. The generalization to more general matter fields will be obvious,
too.
The variation of Lscal and Lferm with respect to its matter content yields the
following generalizations of the massless Klein–Gordon and Dirac equation:
✷f + (ln |β|)′ ∂µΦ∂µf = 0 (3.37)
6D˜Ψ = 0 (3.38)
where ✷ = ∇µ∇µ, with ∇µ the Riemannian covariant derivative, and where
again prime denotes differentiation with respect to the argument of the respective
function. Furthermore,
6D˜ = eµaσaD˜µ , D˜µ = ∂µ −
1
2
σ3̟µ + iA˜µ , A˜µ ≡ Aµ − i∂µ ln
√
|γ(Φ)| .
So both equations (3.37) and (3.38) are modified by a term resulting from the
dilaton dependent coupling. For the fermions, however, the modification has
a particularly simple form: One merely has to add an imaginary part to the
U(1) connection A. Moreover, since this imaginary part is an exact form, the
modification may equally well be absorbed into the fermion field with a redefined
absolute value: Ψ˜ :=
√|γ(Φ)|Ψ satisfies the standard Dirac equation in curved
spacetime, 6DΨ˜ = 0.
This is related to the considerations in the preceding subsection, where it was
found that a nonminimal coupling for fermions can be transformed away, while a
similar procedure is not possible for nonminimally coupled scalars. Let us remark,
however, that although ̟ was found to drop out of the action (3.28), the field
equations certainly do contain the spin connection within the covariant derivative
(they would not be covariant otherwise). Upon variation of Ψ, it enters when
using the torsion zero condition to replace a derivative of the zweibein resulting
from partial integration.
Variation of the action Ltot, equation (3.30), with respect to the gauge field
A yields:
∇ν [α(Φ)Fµν ] = γ(Φ)ΨeµaσaΨ . (3.39)
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Note that if an action contains a gauge field A, the solutions of the coupled
system do not contain those of the system without gauge field as a subsector: if
A ≡ 0, the above equation implies Ψ ≡ 0! It is an additional equation without
counterpart in the system without a gauge field. This is to be kept in mind when
comparing solutions with and without gauge fields.
We now come to the variation of Ltot with respect to the metric gµν (or the
zweibein eaµ). One finds(
gµν✷−∇µ∇ν
)
U(Φ) +
1
2
gµν
(
V(Φ)− Z(Φ)(∇Φ)2)+ Z(Φ)∂µΦ∂νΦ = Tµν .
(3.40)
Here Tµν is the energy momentum tensor of the matter fields, Tµν = T
scal
µν +
Tfermµν +T
U(1)
µν , where
Tscalµν = β(Φ) [∂µf∂νf −
1
2
gµν∂µf∂
µf ] , (3.41)
TU(1)µν = α(Φ) [FµρFνρ −
1
4
gµνFλρFλρ] . (3.42)
The energy momentum tensor for the fermion fields is defined by Tfermµν =
ea(µ
(
δLferm/δe
ν)
a
)
/ det(ebρ), where the brackets around the indices µ and ν in-
dicate symmetrization. For an action that depends on the vielbein only via the
combination gµν = e
a
µeaν , which is not the case for fermions but, e.g., for scalar
fields, this reduces to the standard expression; for instance Tscalµν , defined in the
above manner, just reduces to Tscalµν = 2
(
δLscal/δgµν
)
/
√−g. (In such a case the
symmetrization in the indizes µ and ν would not be necessary.)
The fermionic part of the action, equation (3.28), is of the form
∫
d2x det(ebρ)
eµa B
a
µ, resulting in Tµν = ea(µB
a
ν)−gµν eρaBaρ since Baµ does not depend on the ge-
ometrical variables; this is a particular feature of two spacetime dimensions, since
only there the spin connection ̟ drops out from the fermionic action altogether.
As such Tµν is not tracefree. However, it is straightforward to show that, as a
consequence of the field equations (3.38) with arbitrary γ(Φ), eρaB
a
ρ = 0, so that
Tferm becomes tracefree ‘on–shell’. (We remark that the symmetrization in the
indices µ and ν is essential; the unsymmetrized version remains nonsymmetrical
also on–shell.) The fermionic part of the energy momentum tensor may now be
written as
Tfermµν = ea(µB
a
ν) , B
a
ν ≡ γ(Φ) [Ψσa(i
↔
∂ ν −Aν)Ψ] , (3.43)
where
↔
∂µ≡ (−→∂ µ −←−∂ µ)/2, as before, with ←−∂ µ acting to its left (but not on γ(Φ)
or eaµ, certainly).
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The field equations (3.40) may be simplified by taking the trace and elimi-
nating ✷U(Φ):
−∇µ∇νU(Φ)− 1
2
gµνV(Φ) + Z(Φ)
(
∂µΦ∂νΦ− 1
2
gµν ∂µΦ∂
µΦ
)
= Tµν − gµν T .
(3.44)
Here T = TU(1) denotes the trace of the U(1) part of the energy momentum
tensor, the other two contributions to the trace being zero as a consequence of
the conformal invariance of the respective parts of the action.
Equations (3.40) or (3.44) are the analog of the Einstein equations in four
spacetime dimensions (cf (1.1) in the Introduction). By comparison, the left–hand
side is found to replace the four-dimensional Einstein or Ricci tensor, respectively.
For a minimal coupling, the matter field equations take the same form as in higher
dimensions, furthermore.
Finally, variation with respect to the dilaton Φ leads to the equation
−U′R(g)+Z′ ∂µΦ∂µΦ+2Z✷Φ+V′− 1
2
α′FµνFµν−β ′ ∂µf∂µf−2γ′ eµa
Baµ
γ
= 0 ,
(3.45)
where Baµ has been defined in equation (3.43).
The field equations (3.40) (or (3.44)) hold also for more general matter cou-
plings. Only the second half of equation (3.45) has to be changed by the corre-
sponding Φ–derivative of the respective matter part under consideration.
3.4 More on dimensionally reduced theories
There are several possibilities to generalize the dimensional reduction of Einstein
gravity from four to two dimensions as presented in section 3.1.1.
First, we may consider, e.g., the more general case of warped products. In
the spherically symmetric case the four–dimensional spacetime splits into a two-
dimensional ‘(r, t)’-part (our M in section 3.1.1) and at each point of this two-
surface a sphere is attached, the volume of which, however, depends on the posi-
tion within M . Thus in this case the four-manifold splits into a product manifold
M ×S2 (where, in the maximal extension, M ∼ IR2) only topologically, the met-
ric being ‘warped’. More generally, one may regard the following ansatz for the
four-metric: (
g
(4)
ij
)
(x, y) =
(
Φ¯2(y) gµν(x) 0
0 −Φ2(x) hρσ(y)
)
, (3.46)
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where x and y are coordinates on two two-manifolds. Now, by means of the
vacuum Einstein equations it may be established [63] that either Φ¯ or Φ has
to be constant. Without loss of generality we thus may restrict attention to
Φ¯ = 1. Other components of the Einstein equations then allow to show that the
metric h necessarily has constant (2d) curvature. In this way several solutions in
addition to the Schwarzschild spacetime may be described. Although the direct
implementation of the ansatz (3.46) into the Einstein–Hilbert action does not
lead to an action yielding the correct field equations on the two-manifolds (the
contradictory statement in the preprint-version of [63] was removed in a revised
version), restriction to a specific 2d constant curvature space will yield a 2d
dilaton action of the form (3.15). In this way it should be possible to obtain the
list of global warped solutions in [63] also by means of specializing the results
in chapter 6 below to the respective case. For further recent work on warped
solutions cf [64].
Alternatively, the spherically reduced theory may be regarded as a particular
case of requiring the four-metric in Einstein gravity to be invariant with respect
to a symmetry group. Requiring, e.g., that g(4) has two commuting hypersurface-
orthogonal Killing vector fields, the four-metric may be put into the form (cf [37]
and references therein)
(
g
(4)
ij
)
=
(
gµν(x) 0
0 − expΦ(x) hρσ(x)
)
, (3.47)
hρσ(x) =
(
exp (f(x)) 0
0 exp (−f(x))
)
, (3.48)
where x are the remaining two coordinates on the four-manifold. Implementation
of this ansatz into the Einstein–Hilbert action, yields a generalized dilaton theory
(3.15) coupled nonminimally to the above scalar field f as in (3.27)! Up to an
overall-factor, the coefficient functions in the coupled dilaton theory come out as
[37]:
U = expΦ , V = 0 , Z = −1
2
expΦ , β = 2 expΦ . (3.49)
This sector of the theory thus has one propagating mode described by f . Al-
though now formulated as an inherently two-dimensional theory, it is equivalent
to a sector of Einstein vacuum gravity containing, e.g., gravitational plane waves.
There are several other possibilities for two commuting Killing vector fields
(cf, e.g., [56]). In each of these cases one obtains a two-dimensional field the-
ory with propagating modes. One of the simplest of these sectors is described by
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cylindrical gravitational waves, discussed already many years ago by Kucharˇ [65];
but cf also [66] for more recent work on this subject. In a series of works by Nico-
lai, Korotkin and, in part, Samtleben [67], in a similar manner, a dilaton theory
(3.15) with simply U = Φ, V = Z = 0 coupled to a nonlinear, dilaton-dependent
σ-model is obtained. It turns out that the resulting system, despite containing
propagating modes, is an integrable model and the machinery of integrable sys-
tems on flat backgrounds can be adapted to the curved case, too. Unfortunately
we will not have the possibility to go further into this material within the present
work. It is, however, an interesting arena of 2d gravity models, describing a
sector of physical Einstein gravity in terms of integrable systems. The relation
to generalized dilaton gravity with matter fields may also further strengthen our
interest in such theories, moreover. (Cf also [68] for further related work.)
Up to now in this subsection we discussed only a dimensional reduction of
four-dimensional vacuum Einstein gravity. It is also possible, e.g., to play similar
games in reducing D–dimensional Einstein theory (with D ≥ 4) to two dimen-
sions. Again one obtains dilaton theories coupled to matter, at least in some
cases (cf, e.g., [69, 37]). Otherwise, we may be interested also in, e.g., a spherical
reduction of 4d Einstein gravity coupled to matter fields. We provided already
an example of this at the end of section 3.1.1.
Of particular interest is also the spherical reduction of Yang-Mills (YM) fields.
Here some care is needed. For a general gauge group it is, e.g., too restrictive
to require that the four-dimensional gauge field has to be strictly invariant with
respect to rotations. By an appropriate choice of gauge, the latter requirement
would lead to an effectively two-dimensional YM theory (3.35), with, again, a
dilaton dependent coupling α. This covers a subsector of the spherically sym-
metric 4d YM theory only.
To cover the whole space of spherically symmetric Einstein–YM solutions,
we are allowed to require only that the gauge field is invariant with respect
to rotations up to a gauge transformation. In the nonabelian case this leaves
additional, two-dimensional scalar (Higgs) fields (cf, e.g., [70]). In the abelian
case, however, invariance of the connection one-form may be required strictly
without loss of generality and a 2d gravity-U(1) gauge theory is induced.5
There are finally several other possible routes of attaching a physical sig-
nificance to one or the other two-dimensional model by means of dimensional
reductions of physical or tentatively physical higher-dimensional theories. For
5I am grateful to M. Bojowald for discussion on this issue.
51
some possibilities arising in the context of reducing effective string theories cf,
e.g., [71, 72], and references therein.
Finally, let us mention also [73], where it is shown that a dilaton black hole
metric is induced on the worldsheet of a string if it moves in the spacetime
of a four-dimensional black hole. The 2d Hawking radiation receives here an
interesting interpretation in terms of the higher dimensional theory.
3.5 Extension to 2d supergravity
The supersymmetric extension of a general dilaton theory (3.15) was first consid-
ered in [74, 75] (cf also [76, 77, 78] for supersymmetrization of particular models
and [79] for recent, in part related work). It is obtained in a straightforward man-
ner by using the superfield formalism of [80]. In this framework the action takes
the same form (3.15), where, however, each term is replaced by an appropriately
constrained supersymmetric extension and, simultaneously, the volume form d2x
is replaced by its (worldsheet) superspace analog d2x d2θ. A term such as U(Φ),
e.g., is replaced by U(Φ¯), where Φ¯ is the superfield Φ¯ = Φ + iθ¯ξ + iθ¯θf , with Φ
being the bosonic dilaton field, ξ a Majorana spinorial superpartner, and f an
auxiliary bosonic scalar.
While by means of the superfield formalism of [80] the supersymmetric exten-
sion of any 2d torsion–free gravity theory is defined uniquely, for many practical
calculations it is necessary to reexpress the supersymmetric extension of the ac-
tion in terms of its component fields (Φ, ξ, f etc.). The resulting action and all
the more its field equations become lengthy and their analysis involved.
We will not provide any further details on this approach in the present trea-
tise. However, for later use we will provide the supersymmetric extension of
the generalized dilaton theory in its simpler formulation (3.18) or (2.16). It was
provided in component form in a recent paper by Izquierdo [81]:6
Lsusygdil = Xa
(
Dea + 2i(ψ¯γaψ)
)
+ φdω − 4uu′ε+ 4iu(ψ¯γ3ψ) +
+ iu′(χ¯eaγaψ) + iχ¯
(
dψ +
1
2
ωγ3ψ
)
+
iu′′
8
ε (χ¯χ) (3.50)
6In fact, after completion of the part of the present work on supergravity (cf also [82]), I
became aware that the action (3.50) was found already in [83, 23] (which was not noticed in
[81] or also in [78], where the latter of these two works was cited in a different context only).
[83, 23] contain also parts of the considerations of [82], but, such as in the bosonic case, the
hidden structure of a (graded) Poisson manifold is not noted (and consequently these references
contain no statement about, e.g., the classical solutions).
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Beside the bosonic variables encountered already before, here ψ and χ are a
oneform–valued and zeroform–valued Majorana spinors, respectively, both fields
being of odd Grassmann parity. u, on the other hand, is a function of the dilaton
φ. As the comparison of the bosonic part of (3.50) shows, it relates to V in (2.16)
through V = −4(u2)′, the prime denoting differentiation with respect to the
argument φ. This parameterization of the potential V is found more convenient
for the supersymmetric extension (cf terms linear in u).
We do not demonstrate equivalence of (3.50) with the one obtained in the
superfield formalism of (3.18), but rely on the analysis of [81] for this. On the
other hand, it may be established by direct calculation that (3.50) provides a
supersymmetrization of (2.16). Indeed, the following local (infinitesimal) super-
symmetry transformations may be verified to alter (3.50) by a total divergence
only:
δea = 4iψ¯γaǫ
δψ = dǫ+ 1
2
ωγ3ǫ+ u′eaγaǫ
δω = −8iu′ǫ¯γ3ψ − iu′′ǫ¯γaχea (3.51)
δφ = −1
2
iχ¯γ3ǫ
δXa = −iu′χ¯γaǫ
δχ = −8uγ3ǫ− 4Xaγaǫ ,
where ǫ is a spinor field on M.
At latest at this point we have to admit that in the context of supergravity
(but only in this context) we changed conventions so as to conform to [81]: the
Lorentz metric has signature (−,+) and ε01 = +1 now (in contrast to what
follows from (2.10) and (2.11), respectively). The gamma matrices used here,
furthermore, are related to the usual Pauli matrices σi according to: γ
0 = −iσ2,
γ1 = σ1, and γ
3 ≡ γ0γ1 = σ3. Changes in the conventions used to establish that
(3.51) are supersymmetry transformations are quite delicate, and we did not want
to take the risk of introducing wrong signs by adopting to the conventions used
otherwise in this report.
The supersymmetric extension of (3.15) appears quite nontrivial. One may
even suspect that it will introduce propagating modes. However, as we will
establish in chapter 5 by using the approach of the next chapter, this is not the
case. In fact, as the results of chapter 5 will show that on-shell (i.e. by using the
field equations) and up to local symmetries all the fermionic variables may be put
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to zero! Thus, we will establish that the supersymmetric extension of generalized
dilaton gravity is trivial on-shell. This was by no means expected, e.g., in [74].
On the other hand, the supersymmetric extension may still be of some practi-
cal value. In [74] it was used, e.g., to establish that some notion of total mass (of,
say, eventual black holes of the spacetime) is bounded from below under certain
conditions. This result applies to the presence of quite a general matter content
of the theory, which, in particular, is not required to be supersymmetric.
It is also possible to supersymmetrize the matter part of the general dilaton
theory. For example, for (3.27) with β :≡ 1, i.e. for
Lscal =
1
2
∫
d2x
√−g gµν∂µf∂νf (3.52)
in the present context, such an extension takes the form [81]:
Lsusyscal = Lscal − i
4
∫
d2x
√−g [λ¯γµDµλ+ 4∂µfψ¯νγµγνλ+ iψ¯νγµγνψµλ¯λ] ,
(3.53)
where γµ ≡ eaµγa, eaµ being the inverse matrix to eµa. Here λ is the superpartner
to f . The supersymmetry transformations (3.51) are then accompanied by
δf = iǫ¯λ , δλ = −2∂µfγµǫ+ 2iλ¯ψµγµǫ . (3.54)
For the purely dilatonic part of the action, the supersymmetric extension does
not introduce new degrees of freedom, since the newly introduced superpartners
either are determined by means of the field equations or are gauge equivalent to
zero (as we will show in the subsequent chapters). In (3.53) a spinor field λ is
added to the coupled dilaton–scalar field action. If there are no further hidden
symmetries (such as, e.g., the superconformal symmetries arising in superstring
theory), new propagating modes are introduced by a supersymmetric extension
of (3.15) coupled to (3.52). This issue should be analyzed further.
We finally remark that the superfield approach of [80] is restricted to torsion–
free gravity theories. Previous attempts to adapt the formalism to supersym-
metrize, e.g., the KV model (2.17) failed thus far (but cf also [78] for some first
steps). Below we will provide a different approach, inspired by combining the
formulation of Izquierdo with the one of the following chapter, which will allow
for a systematic extension to also include the supersymmetrization of arbitrary
theories of the form (2.18). However, also here, in the absence of additional mat-
ter fields, on-shell equivalence to the bosonic theory will be proven, at least on
the classical level.
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Chapter 4
2d gravity–Yang–Mills systems in
terms of Poisson σ–models
Poisson σ–models (PSMs) turn out to greatly simplify the analysis of the topolog-
ical (nonpropagating) part of the gravity theories discussed so far (this includes
all the purely gravitational theories as well as additional Yang–Mills fields). This
applies both to the classical level and all the more to the quantum level.
From the point of view of the classical local solutions in generalized dilaton
gravity, the formulation of the two–dimensional gravity action (3.15) in terms of
a PSM allows to get rid of the last remaining potential V left in (3.18) after the
field redefinitions introduced in section 3.1.4.1. The solution of the field equations
of the purely gravitational part of the action is then trivial in this formulation.
Still, as will be shown in chapter 6 the original model can yield a large variety of
nontrivial two–dimensional spacetimes, including various types of black holes.
The definition of PSMs uses the notion of Poisson manifolds, a generalization
of symplectic manifolds. Definition and essential features of Poisson manifolds
will be recapitulated in the subsequent section (cf [84, 85] for further details).
The ensuing section contains the general definition of the σ–model, which may
be associated to any Poisson manifold. Thereafter the relation to the previously
introduced gravity Yang–Mills actions is displayed. Supersymmetric extensions
of these actions may be covered, when using graded Poisson manifolds as target
space.
The final subsection briefly addresses extensions occurring for propagating
bosonic and fermionic modes. Here the framework allows to trivialize the field
equations only in the chiral case.
Let us finally remark that notion of PSMs is dispensable (although also here in
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part illuminative) when restricting attention to the string inspired dilaton theory
(3.10). As remarked already in the previous chapter, the transformations (3.16)
are sufficient in this case to essentially trivialize the resulting field equations.
Getting acquainted with PSMs pays for itself when one is interested in a
model characterized by a more generic potential in (3.18) or (2.19), or when one
wants to analyze the whole class of pure (super)gravity YM models presented
thus far. On the other hand, Poisson σ–models may find interest also in their
own right within mathematical physics. Only recently, e.g., they were found
useful [86] in the context of deformation quantization [87] of finite dimensional
Poisson manifolds.
4.1 Poisson manifolds
Denote by N a manifold equipped with a Poisson bracket relation {., .} between
functions on N . By definition the Poisson bracket is bilinear and antisymmetric.
It is, moreover, subject to the Leibnitz rule {f, gh} = {f, g}h+ g{f, h} and the
Jacobi identity {f, {g, h}}+ cycl. = 0.
In local coordinates X i on N a Poisson bracket may be expressed in terms of a
two-tensor P ij(X) := {X i, Xj}. With the Leibnitz rule this relation determines
the Poisson structure uniquely:
{f, g} = P ijf,ig,j , (4.1)
where f,i ≡ ∂f/∂X i and summation convention is understood. From (4.1) it
is obvious that P ij transforms covariantly under coordinate transformations. In
terms of P ij the Jacobi identity reads
P ij ,kPkl + cycl.(i, j, l) = 0 . (4.2)
There is another consequence of the Leibnitz rule: The Poisson bracket of the
constant function with anything else vanishes. In the case of a general Poisson
manifold there may be also other functions which share this property. They are
called Casimir functions.
An example for a 2n-dimensional Poisson manifold is provided by the phase
space of an n-particle system: Denote by Qα the positions of the particle and by
Pα their momenta. The Poisson structure is then given by {Qα, Pβ} = δαβ and
{Qα, Qβ} = 0 = {Pα, Pβ}.
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With (4.1) it is easy to see that the constant function is the only Casimir
function in this example, which obviously holds whenever P ij is nondegenerate.
Actually, Poisson manifolds with nondegenerate P are symplectic manifolds, the
symplectic two-form being equal to the inverse of the Poisson tensor P. For them
the above example is in some sense generic: Locally any symplectic manifold
allows so-called Darboux coordinates such that the Poisson tensor takes the form
of the 2n× 2n matrix: (
0 1I
−1I 0
)
, (4.3)
where 1I denotes the n× n unit matrix.
Another example for a Poisson structure is given by the Poisson bracket
{X i, Xj} =
3∑
k=1
εijkXk (4.4)
on IR3, where εijk is the completely antisymmetric three-tensor. Obviously the
Poisson structure (4.4) is degenerate: Darboux coordinates cannot exist on a
manifold of odd dimension. Indeed R2 :=
∑3
i=1X
iX i is a Casimir function.
In the example (4.4) the Poisson structure can be restricted consistently to
any two-sphere given by the choice of a constant value for the radius function R.
The restricted Poisson structure is nondegenerate. It is easy to convince oneself
that Darboux coordinates on a two-sphere of radius R0 are provided by one of
the coordinates X i and the azimuthal angle around the respective axis; e.g. with
Z := X3 and Φ := arctan(X2/X1) it follows from (4.4) that {Φ, Z} = 1. The
physical phase spaces corresponding to these two-spheres are the classical analogs
of spin systems.
The picture outlined here generalizes in a straightforward way: A Poisson
manifold with degenerate Poisson structure foliates (more accurately: stratifies,
cf below) into a family of lower dimensional manifolds (symplectic leaves), each
of which is characterized by assigning constant values to the Casimir functions
and is equipped with a nondegenerate Poisson structure. To be more precise:
Some of the symplectic leaves may have lower dimension than the generic ones,
such as the origin X i = 0 in the example (4.4), and in some of these cases (not
so for (4.4)) level surfaces of Casimir functions correspond to different symplectic
leaves. Moreover, a symplectic leaf does not need to be a (regular) submanifold
of N , i.e. it might wind around densely in some higher dimensional subregion of
N (as a higher-dimensional generalization of what one knows from paths on a
torus in classical mechanics, cf, e.g., [88]). In that case constant values of Casimir
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functions characterize parts of such leaves only. So what we are dealing with is a
stratification of N rather than a foliation. Nevertheless we will stick to the more
common nomenclature introduced above.
In the neighborhood of a generic point in N we then may always find coor-
dinates X˜ i := (CI , Qα, Pβ) such that C
I are Casimirs and the Qs and P s are
pairs of canonically conjugate variables [89]. The Poisson tensor then takes the
standard form (4.3) extended by k = n− r rows and columns with zeros; here k
denotes the number of independent Casimir functions, r is the rank of the Poisson
matrix P ij , and n = dimN . Such coordinates X˜ i will be called Casimir-Darboux
(CD) coordinates further on. In the example above, (R,Φ, Z) provides a CD
coordinate system.
As an example for a nonlinear Poisson structure let us take the quadratic
modification
{X, Y } = −Z2 + 1
4
, {Y, Z} = X , {Z,X} = Y (4.5)
of (4.4) on IR3 with coordinates (X, Y, Z), which will become relevant in the ana-
lysis of (Euclidean) R2-gravity (with cosmological constant). It is straightforward
to check that
CR2 := X
2 + Y 2 − 2
3
Z3 + 1
2
Z (4.6)
is a Casimir function of the bracket (4.5). Φ := arctan(Y/X) and Z, on the
other hand, are still canonically conjugates (i.e. {Φ, Z} = 1). Thus in this case
(CR2 ,Φ, Z) provides a local CD coordinate system.
It is a nice excercise to visualize the ’foliation’ of N = IR3 into symplectic
leaves. This is done most easily by rotating the square root of the positive parts
of the function
h(Z) := 2
3
Z3 − 1
2
Z + CR2 (4.7)
around the Z-axis (since h(Z) = X2+Y 2). The resulting picture is the following:
For values of CR2 smaller than −1/6 the symplectic leaves are diffeomorphic
to the (X, Y )-plane. At CR2 = −1/6 there is an additional pointlike leaf at
(X, Y, Z) = (0, 0,−1
2
). Indeed, this is one of the two points where the right–hand
side of (4.5) (and thus also the Poisson tensor P) vanishes. Within the range
(−1/6, 1/6) of the Casimir, the pointlike leaf turns into a ellipsoid–like surface (S2
topologically), again accompanied by a (tolopological) ‘plane’ (situated at larger
values of Z). For CR2 = 1/6 the S
2 and the plane touch at (X, Y, Z) = (0, 0, 1
2
).
This value of CR2 corresponds to three symplectic leaves: An S
2 with one pole
removed (∼ plane), this pole (X, Y, Z) = (0, 0, 1
2
), and a ‘plane without origin’
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(topologically a cylinder). For larger values of the Casimir, finally, one has only
planar leaves again.
For later purposes we need some generalizations of the above Poisson brackets.
First, the su(2) bracket (4.4) generalizes to arbitrary Lie algebras. Whenever
P(X) is linear in X ∈ IRn, P ij = f ijkXk, the Jacobi identity (4.2) is easily found
to reduce to the standard Jacobi identity for structure constants f ijk. N may
then be identified with a Lie algebra (or, better, the dual of a Lie algebra; but
within our applications below these two will be identified by means of the Killing
metric).
Next, the nonlinear bracket (4.5) on N = IR3 may be generalized by replacing
the right–hand side of its first equation by some arbitrary functionW (X2+Y 2, Z).
(This is also the most general modification which is compatible with the remaining
two brackets.)
The previous Poisson bracket was invariant with respect to rotations around
the Z-axis. Switching to Lorentz boosts instead, and denoting the three coordi-
nates in N by X−, X+, and φ (or X3), the analogous Poisson tensor takes the
form
(P ij) (X) =

0 −W −X−
W 0 X+
X− −X+ 0
 , (4.8)
where W is some arbitrary (C2–)function of X2 ≡ 2X−X+ and φ. This bracket
will play a role in the context of the gravity model (2.19).
For a general function W , a Casimir function of the above brackets cannot
be written in explicit form. This changes, e.g., in the case when W depends on
φ ≡ X3 only, W = V (φ)/2. Then
C = 2X+X− −
∫ φ
V (z)dz (4.9)
is easily seen to provide a Casimir function to the above (‘Lorentzian’) bracket
(4.8). For its Euclidean analog we only need to replace 2X+X− by X2 + Y 2 and
rename φ by Z.
Independently of the explicit form of C, a CD coordinate system for the
general bracket (4.8) and its Euclidean analog is provided, e.g., by
(C,± ln |X±|, φ) , (4.10)
(for either choice of the signs) and by (C, arctan(Y/X), Z) in the Lorentzian and
Euclidean case, respectively. In the Lorentzian case this is proven at once upon
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inspection of {X±, φ} = ±X±, following from (4.8) by definition. The angle
arctan(Y/X) in the Euclidean case, on the other hand, may be viewed as a Wick
rotation of (ln |X+| − ln |X−|)/2. A further analysis of the Poisson bracket (4.8)
will be provided in section 5.1.2.2.
Note that at points characterized by
X+ = X− =W = 0 (4.11)
(and analogously in the Euclidean case) the tensor P has rank zero. We will
call these points critical and denote the corresponding values of the Casimir
and the dilaton by Ccrit and φcrit, respectively (there may be several critical
values, certainly, according to the number of zeros of the function W (0, φ)). All
noncritical points are ‘generic’ in the sense that in some neighborhood of them
it is always possible to construct a CD coordinate system (cf also the explicit
formulas above). In general there will be both zero– and two–dimensional leaves
associated to a critical value Ccrit of a Casimir function C. The latter of these
certainly also allow local CD coordinates.
The above examples provided Poisson brackets on linear spaces only. A (non-
linear) group manifold, on the other hand, provides an example for a degenerate
Poisson bracket on a nonlinear space (cf, e.g., [84] for further details or [90] for
an explicit exposition of such a bracket for the group SU(2)).
4.2 Defining the σ–model
We now come to the definition of the σ–model. Let M be the two-dimensional
worldsheet of a field theory (with local coordinates xµ). As dynamical fields
we take (among others, cf below) coordinates X i on some (arbitrary) Poisson
manifold N . N is thus the target space of the theory. Instead of being equipped
with a metric, as the target space in string theory (cf section 3.1.2), it now
is equipped only with a Poisson bracket resp. a Poisson bivector P ij(X). The
fields X i(x) are not yet sufficient to define a σ–model. The reason for this is
that the tensor P, in contrast to a metric Gij or an antisymmetric tensor field
Bij(X) (cf section 3.1.2), has only contravariant (‘upper’) indices, which cannot
be contracted with dX i (in the absence of an additional metric G on the tartget
space, which N was not required to be equipped with).
We thus need additional fields to define a σ–model. As such we choose the
following objects: Let (Ai) (or A = AidX
i) denote a one–form on the world sheet
61
taking values in T ∗N (more precisely, a one–form on the world sheet which is
simultaneously the pullback of a section of T ∗N by the map X(x)). So, Ai =
Aiµdx
µ is a one–form on M and i is a covariant index in N . This object may be
used for saturating free indices of P.
With this input, there naturally exists the following σ–model [12]:1
LPSM =
∫
M
AidX
i +
1
2
P ij(X)AiAj , (4.12)
where certainly the wedge product between forms on the world sheet is to be
understood again. Note that the definition of this action did not require any
metric on the (two–dimensional) base manifold. This is one of the characteristic
features of a topological field theory [34]. Moreover, it is covariant with respect
to diffeomorphisms on the target space. This is one of the essential features of a
σ–model.
To prevent potential confusion, we also write out the action (4.12) in full:
LPSM =
∫
M
dxµ ∧ dxν [Aµi(x)∂νX i(x) + 1
2
P ij(X(x))Aµi(x)Aνj(x)] . (4.13)
Here one need not care about any geometrical significance of the quantities in-
volved; (at least locally) the fields are simply Aµi(x) and X
i(x). (P ij), on the
other hand, is some fixed, prescribed matrix depending explicitly onX (in general
at least).
In a more abstract language, on the other hand, the action may be understood
also as follows: It is a functional of a map X from M to N and of a one–one–
form A on the product B = M × N (equipped with its natural grading). In
local coordinates A = Aµidx
µ ∧ dX i. The map X may be interpreted also as
a map from M to the tensor product B (extended trivially on the first factor).
The pullback of A with respect to this map yields a two–form on M ; integrating
over this two–form gives rise to the first term in the action (4.12). On the other
hand, P may be interpreted also as a bivector on B; contracting it twice with A,
yields a two–zero form on B. Its pullback with respect to X provides the second
contribution to the action.
1Independently from [12] and [24], the action (4.12) was considered also in [23]. The relation
(4.2) was derived by the requirement for maximal local symmetries of the model (cf the dis-
cussion below). However, the implications of (4.2), leading to the profitable use of the notion
of a target space and adapted curvilinear coordinates thereon, was realized in [12] only (and
exploited there, too). Other related work is [22, 90, 93, 103, 128]. Recently, the σ-model was
rediscovered in [86], where it was used as topological field theory to derive formulas [91] of
relevance for the quantization of general (finite dimensional) Poisson manifolds.
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Note that this formulation of the σ–model requires B to be a trivial product
(only then there exists the natural grading). In the case of nontrivial fibrations
of B, the framework of standard fiber bundles seems inapplicable in the present
context. (Using the language of [92], this is the case because in general (4.12)
is the action of a nonlinear gauge theory; cf equations (4.14) and (4.15) below.)
An attempt to still formulate the σ–model for nontrivial bundles B has been
provided in [12]. Due to the remaining ambiguity left in the definition of A in
that framework, however, the formulation presented there calls for further refine-
ment (or a completely different approach adapted to (appropriately) generalized)
nontrivial bundles).
It is a nice exercise to check that, as a consequence of (4.2), the infinitesimal
transformations
δǫX
i(x) = ǫj(x)Pji(X(x)) (4.14)
δǫAi = dǫi(x) + P lm,iAl ǫm (4.15)
change the action (4.12) by a total divergence,
∫
M
d(ǫidX
i), only. These are thus
local symmetries of the action. They are obviously nonlinear generalizations
of standard gauge transformations: For a linear Poisson tensor the second line
reduces to an infinitesimal gauge transformation of a Lie algebra valued A =
(Ai), δǫA = DAǫ, while the first line corresponds to infinitesimal (co)adjoint
transformations of a Lie–algebra valued field X = (X i).
Variation of (4.12) leads to the field equations
dX i + P ijAj = 0 (4.16)
dAi +
1
2
P lm,iAl ∧Am = 0 . (4.17)
The second of these equations is recognized as a generalized zero curvature con-
dition, reducing to exactly F = 0 in the case of a linear P; similarly, in the
linear case, the first equation reduces to DAX = 0. For a linear P such equations
result from a two–dimensional, so–called BF–theory [34]; indeed, after a partial
integration in the first term, the action (4.12) is seen to reduce to
∫
M
X iFi in this
case, (Fi) denoting the curvature of the gauge field.
2
The symmetries (4.14), (4.15) are all the independent symmetries of the
model (4.12). As a consequence, the obvious diffeomorphism invariance of the
action is already incorporated in these equations: For any given vector field
2This works in the linear case only: Defining a generalized curvature two–form by the left–
hand side of equation (4.17), the action (4.12) takes the above form, iff P is linear.
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ξ = ξµ(x)∂/∂xµ generating diffeomorphisms on the worldsheet manifold M , the
(field dependent) choice ǫi := ξ
µAiµ in (4.14, 4.15) results in
δiξAX
i ≡ LξX i − iξ(dX i + P ijAj)
δiξAAi ≡ LξAi − iξ(dAi +
1
2
P lm,iAl ∧Am) , (4.18)
where Lξ denotes the Lie derivative along ξ. Obviously the additional terms on
the right–hand side of (4.18) vanish for any solution of the field equations (4.16,
4.17).
Let us remark that in the general case the field equations (4.16, 4.17) are
highly nonlinear and, without making use of features induced by the Jacobi iden-
tity, finding the general solution to the field equations would be illusive! In the
previous subsection the Jacobi identity (4.2) for a bivector P ij was seen to be
the characteristic feature for it to define a Poisson bracket. According to a the-
orem by Weinstein [89] (cf the previous subsection) we then know that locally
on the Poisson manifold there exist adapted CD coordinates. Denoting those by
X˜ i ≡ (X˜I , X˜α, X˜α), the action functional (4.12) is locally seen to take the trivial
form
LPSM =
∫
M
A˜idX˜
i + A˜αA˜α (locally!) , (4.19)
where a sum over pairs of indices (α, α) is understood and A˜i denotes the com-
ponents of A = AidX
i = A˜idX˜
i in this (target space) coordinate system.
The field equations from this action are determined easily. Due to the target
space covariance of the theory, they alternatively may be derived from special-
ization of the general field equations (4.16, 4.17) for the case of a Poisson tensor
in Casimir–Darboux form. In any case these field equations are also solved very
easily. Moreover, further application of the also greatly simplified local symme-
tries (4.14, 4.15) show that locally all the free functions in the action may be
gauged away. On the local level only constant values of the Casimir functions X˜I
remain to parameterize the general solutions up to gauge transformations.
One should stress, however, that in general this route of solving the field
equations works locally only. Only for thoses cases where CD coordinates exist
globally on the target space, we may restrict our attention to (4.19) instead of
(4.12). Otherwise further work is necessary, as will be seen more explicitly in
chapter 6 below (for the subclass of PSMs describing gravity models).
The action (4.12) may be extended further without spoiling its symmetries,
if, e.g., a Casimir function on N and a volume form on M are chosen. Such
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an extension is necessary when a 2d Yang–Mills theory on a fixed spacetime
background is described. A similar extension allows to cover also the G/G WZW
model, where N is seen to be a group manifold endowed with its Sklyanin Poisson
bracket. We refer to [90, 93] for the details. Here we now turn to the case of the
previously discussed gravity models.
4.3 Generalized dilaton gravity as Poisson σ–
model
As demonstrated in the previous two chapters, the action (2.19) may be viewed as
the most general 2d gravity action (under current consideration). The generalized
dilaton theory (3.15), e.g., takes this form after appropriate field redefinitions, cf
section 3.1.4. It thus suffices to demonstrate the equivalence of (2.19) with some
class of PSMs.
We first collect the one– and zero–forms of (2.19) into the following multiplets:
(X i) := (X−, X+, φ) ≡ (Xa, φ) , (Ai) := (e+, e−, ω) ≡ (ea, ω) . (4.20)
We then perform a partial integration in the terms containing derivatives on the
one–forms. Now, comparison with (4.12) shows that the resulting action indeed
takes the form of a PSM, and the respective Poisson tensor is found to coincide
with (4.8)!
Note that when this action is taken in CD coordinates, equation (4.19), none
of the three original potentials in (3.15) is present anymore. All the nonlinearities
of the (corresponding) field equations have been put into a clever choice of field
variables. In this way we now succeeded to complete the transformation of the
original system (3.15) or, likewise, of (2.19) to a trivial one.
It is certainly also possible to express (3.15) directly in terms of a PSM. For
this purpose we only need to combine equations (4.20) with equations (3.19,3.20)
to obtain:
(X i) := (Xa,U(Φ)) , (Ai) = (exp[−
∫ Φ Z(z)
2U′(z)
dz]ea, ̟ +
Z(Φ)
2U′(Φ)
∗ dΦ) .
(4.21)
Now there is no talk of conformal transformations anymore. equation (4.21)
provides a definition of new field variables such that (upon elimination of Xa
and A3) the action (4.12) yields (3.15) identically. The Poisson structure to be
used in this case is (4.8) with W = V (X3)/2, where the function V is defined in
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the text following Equation (3.18). (As remarked on similar occasions above, for
smooth potentials U,V,Z the new variables (4.21) and the potential V exist in
regions where U′ 6= 0.)
One might even go one step further and apply the transformation to CD
coordinates directly to the right–hand sides of (4.21). Then the resulting equation
provides the trivializing transformation in one step. (The applicability is then,
however, restricted to smaller local patches in general.)3
Some remark on coordinate transformations in the target space is in place.
The theory (4.12) is formulated independently of the choice of particular coor-
dinates on the target space. I.e., two Poisson tensors being related by a diffeo-
morphism define the same PSM. On the other hand, an identification such as
(4.20) or (4.21) singles out one particular coordinate system on the target space.
It is, e.g., the third component of A and not its first one in the chosen coordinate
system X i, which corresponds to the spin connection ω of (2.16).
This implies, on the other hand, that a diffeomorphism on the target space
can mediate between two different gravity models. For instance, the ‘Lorentz–
covariant’ coordinate change Xa → F (X2, φ)Xa, φ → φ for a two–argument
function F , is found to change (only) the ‘potential’ W in (4.8). A simple calcu-
lation yields: W → WF 2 + 2WX2 (lnF ). +X2F ′, where the dot/prime denotes
differentiation of the function under consideration with respect to its first/second
argument (and, in the resulting functions, the first argument is taken as the old
X2 to be expressed in terms of the new X2 and φ). Let us specify this example
to the case where F depends on φ only for simplicity. Suppose furthermore that
the original function W is independent of its first argument as well, character-
izing a torsion–free geometrical model (2.8). Then the above diffeomorphism on
the target space is seen to produce a potential W linear in its first argument
(provided only F ′ 6= 0). Identifying the components Ai in the new target space
coordinates with Einstein–Cartan variables according to (4.20), one obtains by
the above diffeomorphism a theory of the type (2.18) quadratic in torsion from
the torsion–free theory (2.8).4
We finally remark that replacing the Poisson bracket (4.8) by its Euclidean
analog provided in the paragraph before that formula, leads to the corresponding
3There are cases such as spherically symmetric gravity, where CD coordinates exist globally
(cf, e.g., section 7.1.3.2). Then such a transformation may be useful also on the level of the
action.
4I am grateful to W. Kummer for discussions leading to the above observation.
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Euclidean gravity theory. This will be of interest in particular on the quantum
level.
4.4 Extension to include 2d supergravity
To incorporate also the supersymmetric extension of a generalized dilaton (or
any other gravity theory (2.18)), the notion of PSMs has to be extended to the
case of graded Poisson manifolds. We now will first provide the appropriate
generalization, and then demonstrate that the action (3.50) indeed fits into the
framework of (graded) PSMs. Finally we will briefly dwell on the structure found
on the target space of the theory and comment on straightforward procedures to
construct supersymmetric extensions of the more general gravity theory (2.18).5
So in this section we allow N to carry a Z2–grading, i.e. some of the fields
X i and Aµi may be Grassmann valued, σi denoting their respective parity (so
X iXj = (−1)σiσjXjX i etc.). N is equipped with a graded Poisson bracket
{X i, Xj} ≡ P ij . (4.22)
Note that now the Poisson bracket is anti–symmetric only for the case that at
least one of its entries is an even (commuting) quantity; in general one has P ij =
(−1)σiσj+1Pji (while P ij itself has grading σi + σj). In terms of the two–tensor
P ij the standard, graded Jacobi identity (cf, e.g., [94]) may be brought into the
form
(−1)σiσk
(
P ij
←−
∂
∂Xs
)
Psk + cycl(ijk) = 0 , (4.23)
where a sum over the index s is understood (but not over i or k in the first
of the three cyclic terms). In terms of left derivatives
−→
∂ = ∂ (in contrast to
the above right derivatives
←−
∂ ) this equation may be written equivalently as
(−1)σiσkP is∂sPjk + cycl(ijk) = 0.
An appropriate graded generalization of the action (4.12) is
L =
∫
Ai ∧ dX i − 1
2
Ai ∧ Aj Pji , (4.24)
where the order of the terms and indices has been chosen so as to avoid unneces-
sary signs in the considerations to follow, while simultaneously L coincides with
(4.12) in the purely bosonic case.
5As remarked already in section 3.5 above, parts of the considerations of the present section
may be found also in [83, 23].
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Note that when using, e.g., the action (4.12) as definition of the graded PSM,
one would need to require the tensor P ij to satisfy some other relation than
the standard graded Jacobi identity (so as to allow for the existence of the local
symmetries etc.), resulting from the latter by some unusual changes in signs.
Also, explicit signs in the field equations and symmetries cannot be avoided with
such a choice of the action, as opposed to (4.24).
The field equations and the local symmetries of the PSM, generalizing the
previous bosonic formulas, are found to be:
dX i − AjPji = 0 , dAi − 1
2
AkAl(P lk←−∂ i) = 0 , (4.25)
δX i = ǫjPji , δAi = dǫi −Ajǫk(Pkj←−∂ i) (4.26)
where ǫi is of the same Grassmann parity as X
i. It is again a simple exercise
to show that due to (4.23) the action changes only by a total divergence: δL =∫
d(ǫidX
i).
Thus there is a local symmetry for any pair of fields (X i, Ai). Since the
action is of first order in these fields, this implies that there are at most a finite
number of physical (gauge invariant) degrees of freedom again. (More precisely,
being a one–form, Ai has two components for each value of i; however, the ‘time
component’ A0i of the one–form Ai enters a Hamiltonian formulation as Lagrange
multiplier for the constraints only and therefore it must not be included in the
above naive counting (cf section 7.1 for further details).)
The following observations will be found helpful later on: Starting from an ac-
tion (4.24) with some arbitrary matrix P ij , there exist well-defined requirements
on the action which uniquely lead to the Jacobi identity (4.23). E.g., the con-
straints found in a Hamiltonian treatment of a PSM–type action (cf section 7.1)
are first class, iff P ij satisfies the Jacobi identity. In this way the Jacobi identity
is found to be the necessary and sufficient requirement for a Poisson σ-model to
have a maximal number of local gauge symmetries. If it is not satisfied, on the
other hand, an action of the PSM form will have propagating modes.
It may be seen also that (4.23) is the necessary and sufficient condition for the
field equations of a Lagrangian (4.24) to form a so-called free differential algebra
(FDA) [95]:6 Applying an exterior derivative to the first set of the field equations
(4.25), we obtain dAj Pji − Aj (Pji←−∂ k) dXk = 0. Eliminating dAj and dXk by
means of (4.25), we end up with an expression bilinear in the A′s. By definition
6The following considerations are inspired by those of Izquierdo [81], but cf also a footnote
in [96], where a similar (although not quite correct) observation has been made, too.
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of an FDA, the resulting equations have to be fulfilled identically, without any re-
striction to the one–forms Ai. It is a simple exercise, recommended to the reader,
to show that this requirement is fulfilled if and only if P ij satisfies equations
(4.23). Application of an exterior derivative to the second set of equations (4.25),
on the other hand, does not lead to any further restrictions; they are fulfilled
identically on behalf of (4.23) already.
Now we are in the position to show that the action (3.50) fits into our frame-
work. We first collect the one– and zero–forms of (3.50) into two multiplets:
(X i) := (Xa, χα, φ) , (Ai) := (ea, iψ¯α, ω) . (4.27)
After a simple partial integration the action (3.50) is seen to take the form (4.24)
and the coefficient matrix P ij may be read off by straightforward comparison:
Pab = −εab(4uu′ + 1
8i
u′′χαχα) , Paα = u′(γaχ)α ,
Pαβ = −8iu(γ3)αβ − 4iXa(γa)αβ , (4.28)
{Xa, φ} = εabXb , {χα, φ} = −12(γ3χ)α
where (γaχ)α ≡ (γa)αβχβ, spinor indices have been raised and lowered by means
of εαβ (χα = εαβχ
β with ε01 := 1), and, in the last line, the identification (4.22)
was used.
We now need to show only that the matrix (4.28) satisfies the Jacobi identity
(4.23). The simplest way of doing so is direct verification. However, in [81] it
was proven already that the field equations of the action (3.50) form an FDA.
Thus, using the result of [81], the validity of the graded Jacobi identities is proven
upon our general observation above, namely that the FDA property of the field
equations of an action of the form (4.24) is tantamount to the validity of (4.23).7
Up to now it may seem that we have not gained much in reformulating the
theory (3.50) in terms of a graded PSM. However, the first simplification to be
observed is the notational convenience gained. Comparison of the actions, field
equations and local symmetries may convince the reader. (For example, equation
(3.51) is (only) part of the symmetries (4.26); cf below.) Second, the observation
that the coefficient matrix P ij satisfies the Jacobi identity opens the door to
methods otherwise hardly accessible. It will be by such methods that we will
7In order to prove as in [81] that the field equations of the action (3.50) form an FDA, the
simplest method is to to check the validity of (4.23) for the bracket (4.28), and to subsequently
provide the general proof for the equivalence of the latter relations with the FDA-property of
(4.25).
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enable us to show on-shell triviality of the supersymmetric extension of (3.15) (in
the sense explained above) in chapter 5 below.
We come back to the symmetries. In the context of (3.50) resp. (4.28) there
are five independent local symmetries contained in single line (4.26): ǫφ gener-
ates local Lorentz symmetries (cf last line in equation (4.28)). The Grassmann
spinor ǫα, on the other hand, generates precisely the local supersymmetry trans-
formations (3.51). The remaining two symmetries correspond to the obvious
diffeomorphism invariance of the action (similar to equations (4.18) above; but
cf also the remarks in section 5.1.3 concerning degenerate metrics).
We return to the structure found in the target space N of the theory. The
target space is spanned by a Lorentz vector Xa, a Majorana spinor χα, and the
dilaton φ. Xa and χα may be combined into a (1 + 1)–dimensional superspace.
φ, on the other hand, generates Lorentz boosts in this superspace by means of
the Poisson brackets (4.28), last line. Indeed, εab is the Lie algebra element of
the (one–dimensional) Lorentz group in the fundamental representation and γ3 is
easily identified with the generator of Lorentz boosts in a two–dimensional spinor
space: γ3 ≡ γ0γ1 = 1
2
[γ0, γ1] (irrespective of the choice of presentation for the
generators γ0 and γ1 in the Clifford algebra).
This structure in the target space will remain also within generalizations to
more general 2d supergravity theories including the supersymmetrization of theo-
ries with nontrivial torsion (2.19), for which a supersymmetrization has not been
provided in the literature yet. Using the same fields (4.27) as before, such su-
persymmetric theories may be found by searching for more general solutions to
the Jacobi identity (4.23) than the one given in (4.28). However, the then yet
unknown Poisson tensor should be restricted to agree with the last line in (4.28).
This is due to the relation of the Poisson bracket on the target space to the lo-
cal symmetries (4.26), and thus implicitly required by local Lorentz invariance,
present in any gravity theory in Einstein–Cartan formulation.
It is worth noting that merely upon restriction of the Poisson tensor by the
last line of (4.28), the Jacobi identities (4.23 with one of the indices correspond-
ing to φ requires the Poisson tensor components Pab, Paα, and Pαβ to transform
covariantly under Lorentz transformations! E.g. for Paα the Jacobi identities
require {Paα, φ} = εabPbα− 12(γ3)αβPaβ . Thus to obtain the most general super-
gravity theory that fits into the present framework, we can proceed as follows: It
must be possible to build the unknown tensor components of P by means of the
Lorentz covariant quantities Xa, χα, εab, (γa)αβ, and (γ3)αβ (εαβ is incorporated
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automatically by raising and lowering spinor indices) with coefficients that are
Lorentz invariant functions, i.e. functions of X2 ≡ XaXa, χαχα, and φ. E.g., the
antisymmetric tensor Pab must be of the form Pab = εab(F1 + χαχαF2), where
F1,2 are functions of the two arguments X
2 and φ. The remaining Jacobi identi-
ties then reduce to a (comparatively simple) set of differential equations for these
coefficient functions.
Proceeding in this way, e.g., by replacing all (five) coefficients in its first two
lines of the bracket (4.28) by yet undetermined coefficient functions of X2 and
φ, one can show that the remaining Jacobi identities (4.23) force the coefficients
to agree with those provided already in (4.28) (except for a simultaneous global
prefactor). More general theories can thus be obtained only by using further
covariant entities to build Paα and (possibly also) Pαβ . Indeed, Lagrangians
quadratic in torsion require an extra additive term F (XaXa, φ)X
a(γ3)αβχ
β in
Paα [97, 98], also perfectly compatible with Lorentz covariance.
Alternatively to searching for general solutions of the Jacobi identities with
the above restrictions, there is a more efficient procedure, which allows to cover at
least some of the theories with torsion (but presumably even all of (2.19)): At the
end of the previous subsection we emphasized already that diffeomorphisms on
the target space connect (generically) different gravity theories with one another.
However, the validity of the Jacobi identities is certainly independent of the choice
of coordinates. Thus, much more general solutions to the Jacobi identities than
equation (4.28) may be found by applying a (‘Lorentz covariant’) diffeomorphism
to the bracket (4.28). An example of such a diffeomorphism was provided at the
end of the previous subsection.
In [98] more general supergravity theories will be constructed by the methods
outlined here, probably covering the whole class of models (2.19) resp. (2.18).
By construction, the resulting theories will be invariant with respect to superdif-
feomorphisms incorporated within (4.26), thus allowing for an interpretation as
supergravity theory.
The method of (Lorentz invariant) diffeomorphisms on the target space can
be extended also to the whole five–dimensional space (X i), certainly. In this
way different supersymmetrizations of one and the same bosonic theory will be
obtained. (We expect, e.g., that the two different supersymmetrizations of the
string inspired dilaton theory presented in [77] are related to one another by such
a transformation.)
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4.5 Including matter fields
In the preceding sections we showed that all the pure (super)gravity models
discussed so far may be reformulated in terms of particular PSMs. We now want
to discuss modifications necessary when matter fields are added.
4.5.1 Additional Yang–Mills fields
In two spacetime dimensions scalar and fermionic matter have propagating modes.
However, Yang-Mills (YM) fields do not. YM theories on a fixed metric back-
ground are known to be almost topological field theories [34], becoming truly
topological in the (appropriately defined) limit α →∞ of the coupling constant
in (3.35). There thus is a chance that YM fields fit into the framework of PSMs
without changing the form of the PSM action, just by defining an extended Pois-
son bracket. This indeed is the case as we will now show.
To begin with we bring (3.35) into first order form:
LYM ∼ LYM ′ =
∫ (
EiFi + 1
α(φ)
EiEi ε
)
, (4.29)
where the indices i are raised and lowered by means of the Killing metric and
ε ≡ e− ∧ e+. The equivalence of LYM with LYM ′ is seen by integrating out the
‘electrical’ fields E, in complete analogy to equation (2.7).
In the case of a YM action on a fixed metric background, the first term is
recognized to be of BF -form (cf our brief discussion following equation (4.17))
and the second term, containing the Casimir EiE
i is just one of these possible
extensions of a PSM we referred to at the end of section 4.2.
In fact, when dealing with the coupled gravity-YM system, an extension of
the PSM in the above way is not necessary; the volume form ε is dynamical in
this context and generated by one of the terms in P ijAiAj as we will now show in
detail. To avoid eventual notational confusion let us rename X± into ϕ±. Then
Lgrav + LYM
′
reads
LgravY M =
∫
ϕaDea + φ dω + E
jFj +
[
W ((ϕ)2, φ) +
1
α(φ)
EjEj
]
ε , (4.30)
where Fj ≡ dAj + fkljAkAl, indices a run over + and −, and indices j run from
1 to n, n being the dimension of the chosen Lie group. After partial integrations
(dropping the corresponding surface terms) and the identifications
X i := (ϕa, φ, Ej) , Ai := (ea, ω,Aj) , (4.31)
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(4.30) turns out to be of Poisson σ-form (4.12) on an n + 3-dimensional target
space with Poisson brackets:
{ϕ+, ϕ−} = W + (1/α)EjEj , {ϕ±, φ} = ±ϕ± ,
{ϕ±, Ej} = 0 = {φ,Ej} ,
{Ej, Ek} = f jklEl . (4.32)
Note that, in the present context, (4.14) and (4.15) entail diffeomorphisms,
Lorentz transformations, and nonabelian gauge transformations all at once and
at the same footing. Although certainly in D = 2 the gravity and YM forces are
nonpropagating, one thus finds an appealing unification of gravity–YM interac-
tions here.
The bracket (4.32) will be further analyzed when constructing the local solu-
tions to the field equations of (4.30) in chapter 5 below.
4.5.2 Fermionic matter
We now turn to the inclusion of fermionic matter fields with Lagrangian (3.28)
(without a U(1) field). Redefining field variables as in sections 3.1.4 and 3.2
(cf, in particular, equation (3.32)), and applying the 2d identity det(ebρ) e
µ
a =
ε(ab)ε(µν) ebν , where ε(· ·) denotes the 2d antisymmetric symbol without any met-
ric dependence, the fermion part of the action takes the simple form∫
Ai ∧ J i , (4.33)
where we have, by way of exception, not suppressed the wedge in this for-
mula, and where the components of the current one-form J i are given by J jµ =
(B−µ ,−B+µ , 0) = (iψ∗R
↔
∂µψR,−iψ∗L
↔
∂µψL, 0). Here ψR,L denote the positive/negative
chirality components of ψ. Thus the total action Lgravferm = Lgdil + Iferm be-
comes
Lgravferm =
∫
M
Ai(dX
i + J i) +
1
2
P ijAiAj (4.34)
with i, j ∈ {−,+, 3} and J as given above. When staying on the purely classical
level, the fermionic variables may be taken commuting and J may be simplified
further by the following parameterization:
ψ ≡
(
ψR
ψL
)
:=
(
r exp(−iρ)
l exp(iλ)
)
⇒ J i = (r2dρ, l2dλ, 0) . (4.35)
An extension to a multiplet of fermions and including YM-fields proceeds along
similar lines. We refer to [99] for the details.
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Although the modification (4.33) is apparently simple, in particular in view
of the also simple form of (4.35), it will turn out, however, that the framework of
PSMs leads only to a partial solvability of the field equations in the general case
(according to present day knowledge at least). A simplification of the Poisson
tensor by choosing adapted (CD) coordinates on the target space, leads to a less
trivial form of the current J in general. Only in the chiral case (ψL = 0↔ l = 0)
a trivialization of P by means of choosing field variables induced by the CD
coordinates (4.10) leaves the current J (basically) unmodified (cf chapter 5 for
details).
4.5.3 Scalar fields
Finally, we turn to massless scalar fields with Lagrangian (3.27). We first bring
this action into first order form:
Lscal =
1
2
∫
M
β(Φ)df ∧ ∗df ∼=
∫
M
B ∧ df + 1
2β(Φ)
B ∧ ∗B , (4.36)
where again we displayed the wedges and we introduced a one–form B that equals
−β(Φ) ∗ df on shell. ‘∗’ denotes the Hodge dual operation with respect to the
dynamical metric g. However, due to the conformal invariance of the action, and
the fact that f carries conformal weight zero, we may equally well take g instead,
defined in equation (3.16). Next we split B into its self–dual and its anti self–dual
part. Due to ∗A∓ = ±A∓, which is equivalent to ∗e± = ± ∗ e±, this splitting is
achieved by means of the decomposition:
B = RA− + LA+ , (4.37)
where the notation R and L stands for ‘right–moving’ and ‘left–moving’, respec-
tively; in particular, the above R has nothing to do with the curvature scalar of
g or g. (We hope this does not lead to any confusion.)
Combining equations (4.37) and (4.36) and using β(Φ) = β˜(φ), equation
(3.34), we obtain ∫
M
A−Rdf + A+Ldf − RL
β˜(φ)
A−A+ (4.38)
to be added to (4.12). Comparing this with equations (4.34,4.35), we see that the
first two terms in (4.38) give rise to a current J i which is precisely of the form
(4.35). Here this current is even simpler: the scalar field f plays the role of the
two phases ρ and λ, which are equal (while r2 corresponds to R and l2 to L). The
third and remaining term in (4.38), on the other hand, implies a complication: it
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mixes R- and L-fields and in this respect resembles a (dilaton dependent) mass
term for the fermions.
In principle one can absorb this last term into the Poisson structure; it still
satisfies the Jacobi identity (4.2) for i = 1, 2, 3, with the fields or coordinates R
and L entering P as parameters then. However, when changing to CD-coordinates
of this Poisson tensor, fields such as A˜i depend implicitly on R and L also and
thus may not be varied independently of the latter. This route does not seem
advisable therefore.
Chapter 5
Classical solutions on a local level
In this and the following chapter we will consider the classical solutions of the
gravity models presented above. In the present chapter we will focus on the local
solutions. In the subsequent chapter the maximal extensions to global solutions
will be considered. The more complicated the theory, the less knowledge on the
global solutions is accessible. In the case of pure gravity Yang–Mills systems, e.g.,
the solutions are under control for arbitrary spacetime topologies and, indeed,
for a model generic enough, maximally extended solutions on (pointed) Riemann
surfaces of arbitrary genus can be constructed. If additional matter fields are
present, on the other hand, one is happy to find the general local solutions, for
the cases where this is possible at all.
We first deal with the local solutions for the topological, pure gravity YM
models. They are obtained by application of several methods, which, in part,
may be combined also. Thereafter, we focus on classically solvable models in
the presence of scalar and fermionic matter. Here the general solution may be
constructed for a subclass of possible gravity actions only.
5.1 Pure 2d Gravity–Yang–Mills models
In gauge theories the choice of a gauge often dramatically simplifies the classical
field equations. As an example, one may compare the solutions found for the
KV model equation (2.17) in [100] within the (less favorable) conformal gauge
with those found in [101] within an axial kind of gauge (similar to the light
cone gauge below). The field equations of torsion–free theories (and also of some
theories with torsion) have been solved, more or less elegantly, by a large number
of authors in a variety of ways, and also with different generality of the model.
75
76
The derivation of the solutions below, in particular within the next subsection,
was made possible only by such pioneering works. I tried, however, not to follow
the historical routes, but rather, the presentation is lead by the desire for brevity
and elegance of the derivations.1
Alternatively to the use of gauge conditions, in the present context we may
use also adapted field variables. These are suggested by the σ-model formulation
presented in chapter 4. (A somewhat similar, but less developed approach has
been used also for the KV model in [27, 28].)
The theories without torsion are the simplest ones. The gauge fixing method
shall be applied only to these theories, and, moreover, already in their reformu-
lated form, equation (3.18):
L(g, φ) =
∫
M
d2x
√−g [φR(g)− V (φ)] . (5.1)
Thus, strictly speaking, also here adapted field variables are used. But this step
is not necessary; without it the formulas and intermediate steps just become
somewhat more extended.
The theories with torsion in their most general form considered within this
work are described by the Lagrangian (cf equation (2.19)):
Lgrav =
∫
M
XaDe
a + φdω +W (X2, φ) ε . (5.2)
They are of increasing difficulty depending on the X2-dependence of W . In the
simplest case (linearity in X2) they are theories quadratic in torsion, possibly
even with a constant coefficient in the linear term as within the KV–model, cf
equation (2.20). For a general potential W the solution may not be written down
in terms of elementary functions only. However, it turns out that it is possible to
determine the general local solution explicitly in terms of the ‘Casimir function’ C
defined by the Poisson structure in the Poisson σ-model (PSM) formulation. The
function C will be determined implicitly by an ordinary, first order differential
equation, which is found systematically within the PSM approach. The solutions
of this general theory will be constructed in the framework of PSMs only, as
this still appears as the most efficient method. Also additional YM fields and an
extension to supergravity will be considered only there.
1For papers dealing with local solutions of the field equations cf [55, 102, 103, 21, 20, 16]
and references therein.
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5.1.1 Gauge fixing method, torsion–free theories
In this section we first make some general remarks on subsequently used gauge
conditions. In each case we will provide an argumentation of why (and in which
regions!) the respective gauge condition is attainable. Solving the torsion–free
theories in the context of the metrical variables, we will start with showing that
there exists a Killing vector field. This permits stronger gauge conditions, leading
to a further simplified derivation. Within the context of Einstein–Cartan vari-
ables the solution is obtained without prior knowledge of the invariance property
of the spacetimes; otherwise the latter derivation would simplify further. We also
include some remarks on the transformation back to the original variables g and
Φ of interest in those cases where one has started from an action (3.15).
5.1.1.1 Attainability of certain gauge conditions
As is well known, in two spacetime dimensions any metric is conformally flat:
Using null coordinates u and v, g necessarily takes the (local) form (conformal
gauge)
g = exp[ρ(u, v)] du dv . (5.3)
Note, however, that the (local) conformal flatness of any 2d metric, following
from (5.3), does not imply that the global causal structure of a 2d spacetime is
always the one of flat 2d Minkowski space — even in cases where the conformal
gauge is attainable globally on the regarded spacetime. This comes about as in
general the (maximal) domain of definition of the function ρ generically is only a
subset of IR2. For Schwarzschild (SS) this is a well-known feature of the Kruskal
coordinates; for Reissner-Nordstro¨m (RN), or more complicated 2d metrics, this
same mechanism applies in a less trivial way.
The above examples of (the two-dimensional part of) SS and RN are cases
where the conformal gauge is attainable globally (on the regarded spacetime),
i.e., the whole manifold may be covered within one coordinate patch such that
g takes the form (5.3). In general the conformal gauge may be achieved only
locally (even on simply connected spacetimes). As will be demonstrated in section
6.1 (cf, e.g., Fig. 6.4) below, there are (simply connected) spacetime manifolds
where, within one chart of coordinates, smoothness considerations may obstruct
the global attainability of (5.3).
Somewhat less popular than the conformal gauge (5.3), but for some purposes
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better suited, is the chiral gauge
g = 2dx0dx1 + k(x0, x1) dx1dx1 . (5.4)
The attainability, and the region of validity, of this gauge may be seen as fol-
lows: First we label one set of null lines onM by the x1–coordinate. This implies
g00 = 0. Then we choose the second coordinate x
0 to coincide with some affine pa-
rameter along these null extremals. This may be seen to yield g01 independent of
x0. As an affine parameter is determined only up to linear transformations, which
in our case may be x1-dependent, one may absorb g01(x
1) into x0 by an appropri-
ate rescaling of the affine parameter. (Alternatively, prescribe the normalization
(or synchronization) of the affine parameters on any chosen line x0 = c = const
by requiring that there the ‘speeds’ ∂0|c,x1 have unit inner product with ∂1.) The
result is (5.4). Obviously this procedure works on any part of the two-dimensional
spacetime M that may be foliated into null-lines.
If k in (5.4) does not depend on x1, this metric has a Killing field ∂1. But, re-
markably, also the converse is true: Any 2d metric with a Killing vector field per-
mits coordinates such that locally it takes the generalized Eddington-Finkelstein
form
g = 2dx0dx1 + h(x0)(dx1)2 . (5.5)
It is obtained by labeling Killing trajectories and (locally) transversal null-lines
by x0 and x1, respectively, where x1 is the Killing-flow parameter and x0 an affine
parameter of the chosen null-lines normalized as before. In the construction above
(5.5) results, if the ‘normalization hypersurface’ x0 = c is identified with a Killing
trajectory (locally transversal to the chosen null-lines) and x1 is taken as a Killing-
flow parameter along this trajectory. For a given metric g, the function h in (5.5)
is unique up to an equivalence relation h(x0) ∼ 1
a2
h(ax0 + b), a, b = const.
Only for Minkowski and deSitter space this is not quite true, because they
have more than one Killing field (in fact three). Minkowski space is described by
h = ax0 + b and (anti-)deSitter space of curvature R by h = R
2
(x0)2 + ax0 + b
(since R ≡ h′′). Different choices of h(x0) correspond to different Killing fields ∂1.
For instance, in the case of Minkowski space, h = const implies that ∂1 generates
translations (timelike, null, or spacelike, according to sgn h), whereas h linear in
x0 (a 6= 0) corresponds to boosts. (For deSitter cf the paragraph around (5.54)
and Fig. 6.10.)
Note that even in the presence of a Killing field, in general, charts with (5.5)
are applicable in smaller regions only than charts with (5.4). The Killing trajec-
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tories x0 = const may become parallel to the null-lines x1 = const somewhere or
they may run into a point where the Killing vector field vanishes.
In the presence of a Killing field, instead of (5.5), we may also choose a
generalized SS form of g locally:
g = h(r)dt2 − 1
h(r)
dr2 , (5.6)
where h is the same function as in (5.5). This gauge results from (5.5) upon the
choice of new coordinates
r := x0 , t := x1 + f(x0) (5.7)
with
f(x0) ≡
∫ x0 du
h(u)
+ const . (5.8)
Obviously, this transformation is applicable only wherever h 6= 0, i.e. within
regions where the Killing field is nonnull [from (5.5) h is recognized as the norm
of the Killing vector field].
We finally remark for the sake of completeness that in the presence of a Killing
vector field also the conformal gauge may be specified further. It is then possible,
again within regions of nonnull Killing field, to require ρ to be a function of the
single argument u + v (or u − v) only. Since we will not need this result below,
we refer for a simple and elegant proof of this statement to [14].
5.1.1.2 Metrical variables
The field equations following from the redefined dilaton action (5.1) have already
quite a simple form (cf equations (3.44) and (3.45))
∇µ∇νφ+ 12V (φ) gµν = 0 , R = V ′(φ) . (5.9)
The first equation shows that g has a Killing vector field ∗dφ (provided dφ 6= 0,
certainly). This is a consequence of the following small lemma:
∇µ∇νf = F gµν ⇒ L∗df g = 0 (5.10)
for some function F , provided only df 6= 0. Proof: Contract the assumption
with ερ
ν , use the covariant constancy of ε, ∇ε = 0, and symmetrize the relation
obtained in its free indices; this yields ∇µvν +∇νvµ = 0, the defining property of
a Killing vector, where vµ ≡ εµν∂νf = −(∗df)µ.
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Thus the metric g may be put into the form (5.5). Since, moreover, in these
coordinates the Killing vector v = ∗dφ has the form ∂1 and, on the other hand,
v(φ) = dφ(v) = 0, φ can be a function of x0 only. Then, however, the zero-zero
component of the first equation (5.9) reduces to merely ∂0∂0φ = 0. The residual
gauge freedom of (5.5) may now be employed to obtain
φ = x0 . (5.11)
Implementation of (5.11) and (5.5) into the second equation (5.9), finally,
leads to h′′(x0) = V ′(x0), which is integrated to
h(x0) =
∫ x0
V (z)dz + C , (5.12)
where C is a (meaningful) constant of integration. In the case of R2-gravity (2.6),
e.g., one has V = 2Λ + φ2/4α and thus, with α := (−1/8), one finds
hR
2
= −2
3
(x0)3 + 2Λx0 + C . (5.13)
Equations (5.11), (5.12), and (5.5) provide the general local solution of the
field equations (in regions of applicability of the gauge (5.5)) provided dφ 6= 0.
Up to the choice of coordinates, the local solutions depend on one integration
constant C only, which is a specific function of the total mass (at least in cases
where the latter may be defined in a sensible way, cf also [104] for details). We
then obtain a ‘generalized Birkhoff theorem’ for the class of theories considered
(which includes spherically symmetric gravity as a particular case).
If, on the other hand, φ = φ0 = const, then equations (5.9) reduce to
V (φ0) ≡ 0, R = V ′(φ0) = const . (5.14)
In this case the metric can be put into the form (5.5) with, e.g., h = V ′(φ0) (x0)2.
So there is one more solution for each zero of the potential V . In the previous
example of R2 gravity, for example, there are two such solutions for sgnΛ 6= sgnα
(R = ±√−2Λ/α), one Minkowski solution for vanishing cosmological constant
Λ, and no solution of this type for sgnΛ = sgnα.
5.1.1.3 Transforming back to original dilaton variables
The solution found above is already in its final form when one considers f(R)-
type theories, cf section 2.2. For a generalized dilaton theory with an action
(3.15), on the other hand, the above solution provides the auxiliary metric only,
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while the ‘true metric’, denoted by g in that chapter, has to be obtained by a
Weyl rescaling according to section 3.1.4.
Since the conformal factor is a function of x0 only, too, the metric g also has
a Killing vector and may be brought into the form
g = 2dudr + h(r)du2 . (5.15)
We now want to provide the function h as well as Φ(r).
First, in terms of coordinates x0, Φ is simply Φ = U−1(x0), whereU−1 denotes
the inverse function to U. With the function Ω as defined in equation (3.16) in
terms of the potentials U and Z, we then have g = g/Ω2(U−1(x0)). g thus may
be put into light cone gauge by the coordinate transformation
r := r(x0) ≡
∫ x0 dx
Ω2(U−1(x))
, u := x1 . (5.16)
From this h is read off as h(r) = h(x0(r))/Ω2(U−1(x0(r))).
Let us illustrate this by means of string inspired dilaton gravity (3.11). There
hdil(x0) = −Λx0+C, C denoting the integration constant, and x0 = φ = U(Φ¯) =
1
8
Φ¯2 = exp(−2Φ) ∈ IR+. As ρ = ln x0, equation (3.16) becomes g = g/x0. The
above coordinate transformation r = ln x0 yields
hdil(r) = −Λ + C exp(−r) (5.17)
with r ∈ IR.
For spherically symmetric gravity, equation (3.2), the analogous procedure
yields hSS(r) = 1 + 2C/r, leading to the identification m = −C in this case
(upon comparison of (5.6) with the above function h and the standard form of
the Schwarzschild line element).
The transition from g to g, although conformal, may have important implica-
tions on the global structure of the resulting theory, namely if due to a divergent
conformal factor the domain of g is only part of the maximally extended domain
of g. E.g., in the string inspired dilaton theory, section 3.1.2, the maximal ex-
tension of g is Minkowski space with its diamond-like Carter-Penrose-diagram.
The Penrose diagram of g, on the other hand, found by studying the univer-
sal coverings of the local charts obtained above (cf section 6.1 below), is of the
Schwarzschild-type. Although φ = x0 was defined for positive values only in this
case, g remains well-behaved for x0 ∈ IR and may be extended to these values.
The conformal factor in the relation between g and g, 1/x0, on the other hand,
82
blows up at x0 = 0. Correspondingly R(g) is seen to diverge at x0 ≡ exp r = 0
(use R = h′′(r) and equation (5.17)) and g cannot be extended in the same way
as g. As a result, the form of the Carter–Penrose diagrams are different.
Such a behavior is generic also in the case that (3.17) maps Φ ∈ IR to a part
of IR only, say, e.g., to (a,∞) with an increasing U. The conformal exponent
lnΩ will diverge at x0 = a, as U was required to be a diffeomorphism, and for
potentials V that do not diverge too rapidly for φ → −∞ the Carter-Penrose
diagrams of g and g differ.
We finally remark that according to (3.16) the separate deSitter solutions
remain ‘deSitter’ also in the context of (3.15). If U has extrema, furthermore,
then in some cases there will also arise solutions of constant Φ corresponding to
the critical values of U.
5.1.1.4 In Einstein–Cartan variables
Describing the (general) metric (5.4) by a zweibein, clearly one of the two one-
forms e± has to have a vanishing coefficient function in front of dx0. A globally
attainable choice of the Lorentz frame then brings the zweibein into the form:
e+ = dx1 , e− = dx0 + 1
2
k dx1 . (5.18)
Let us now determine the function k in the gauge (5.18) by means of the
e.o.m. of (5.2) with W = 1
2
V (φ), which is the Einstein–Cartan version of (5.1).
(As remarked already above, we do not make use of (5.10), or its Einstein–Cartan
analog, in this subsection, which would further simplify the subsequent consider-
ations, but, as demonstrated, which is not really necessary.) Beside torsion zero
and −2dω = V ′ε (or, by use of (2.12), R = V ′(φ)) the e.o.m. are
dφ+ εabX
aeb = 0
dXa + εabX
bω + 1
2
εab V (φ) e
b = 0 . (5.19)
From De+ = 0 we learn at once that ω0 = 0. Then the x
0–components of (5.19)
(with a = −) become ∂0X+ = 0 and ∂0φ = X+, respectively. This yields
X+ = F (x1) , φ = F (x1)x0 +G(x1) , (5.20)
for some functions F and G. Suppose next that X+ 6= 0. Then, by the residual
gauge transformations of (5.18) we can put F to one (by a Lorentz transformation
and a subsequent diffeomorphism) and G to zero (by an x1-dependent shift of
the origin of x0). This yields X+ = 1 and (5.11).
83
Next, the equations (5.19) may be seen to imply V (φ)dφ = d(X2); thus
X2 = 2X− = h(φ) with the function h as defined in (5.12). The one-components
of the field equations (5.19) with (a = −) now reduce to,
1
2
V (x0) + ω1 = 0 , (5.21)
X− − 1
2
k = 0 , (5.22)
which finally determines ω1 and yields k = h(x
0).
5.1.2 Target space method, the general case
5.1.2.1 Torsion–free theories
In section 4 we have shown that pure gravity theories may be described by a
Poisson σ–model (PSM), equation (4.12), with Poisson bracket (4.8). In terms of
Casimir-Darboux (CD) coordinates the action was seen to take the form (4.19).
In the present case with a three-dimensional target space and one Casimir coor-
dinate C = X˜1, the field equations of (4.19) take the form (they also follow from
specializing (4.16) and (4.17), certainly):
dX˜1 = 0 , dA1˜ = 0 (5.23)
A2˜ = dX˜
3 , A3˜ = −dX˜2 , (5.24)
while the remaining two field equations dA2˜ = dA3˜ = 0 are redundant obviously.
In this form the solution of the field equations becomes a triviality: Locally (5.23)
is equivalent to
X˜1 = const , A1˜ = df (5.25)
where f is some arbitrary function on M , while (5.24) determines A2˜ and A3˜ in
terms of the otherwise unrestricted functions X˜2, X˜3.
This is already the general local solution to the field equations (within patches
of applicability of the chosen CD coordinates). Still, the solution should be
transformed back to the gravitational variables.
We thus need the relation between Ai, X
i, used in the identification (4.20)
and in the definition of the bracket (4.8), on the one hand, and, on the other
hand, Ai˜ and X˜
i, for which the solution is available now. According to equations
(4.10) and (4.9) a possible choice of CD target space coordinates is
X˜ i :=
1
2
[
X2−
φ∫
V (z)dz
]
, ln |X+| , φ
 , (5.26)
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valid in patches on N with X+ 6= 0. From Ai = ∂X˜j∂XiAj˜ , we then easily infer
e+ ≡ A− = X+A1˜ , e− ≡ A+ =
1
X+
A2˜ +X
−A1˜, . (5.27)
By means of (5.24) and (5.25) the metric g = 2e+e− thus becomes
g = 2dφdf +X2 dfdf , (5.28)
where X2 =
∫ φ
V (z)dz + const = h(φ) according to (5.26) and (5.25).
Using, finally, φ and f as coordinates x0 and x1 on M , this takes the form
(5.5) with the function h as defined above (and coinciding with equation (5.12)).
5.1.2.2 Theories with general torsion dependence
Let us now discuss the solution to the field equations for a general potential W
in (2.19), using this opportunity to present also a systematic construction of a
CD–coordinate system.
By definition a Casimir coordinate X˜1 is characterized by the equation {X˜1, ·} =
0⇔ (∂X˜1/∂X i)P ij = 0. For j = 3 the latter implies that X˜1 has to be a Lorentz
invariant function of X±, i.e.
X˜1 =
1
2
C[X2, φ] (5.29)
for some two-argument function C = C(u, v). For j = ± we then obtain
2W (u, v)C,u+C,v= 0 (5.30)
where the comma denotes differentiation with respect to the corresponding argu-
ment of C. As (5.30) is a first order differential equation, it may be solved for any
given potential W locally, illustrating the general feature of a local foliation of
Poisson manifolds for the special case (4.8). An important consequence of (5.30)
is the relation C,u 6= 0. This follows as on the target space (!) we have dC 6= 0 (by
definition of a target space coordinate function): according to equation (5.30),
C,u= 0 at some point would imply C,v= 0, in contradiction to dC 6= 0. Cer-
tainly, as C,u is a function on N , in contrast to dC it remains nonzero also upon
restriction to submanifolds C = const.
Trying C,u (u, v) ≡ 1 as a simplest nontrivial choice, we see that the defining
equation for C may be integrated immediately in the torsion–free case W (u, v) =
V (v)/2 (and only then) to yield
C = X2 −
∫ φ
V (z)dz , (5.31)
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in coincidence with the first entry of (5.26) or with equation (4.9).
Using the method of characteristics, the general case (5.30) may be reduced to
an ordinary first order differential equation: We may express the lines of constant
values of the function C in the form
du
dv
= 2W (u, v) . (5.32)
The constant of integration of this equation is a function of C in general; however,
as clearly any function of a Casimir is a Casimir again, we may just identify the
integration constant with C. To illustrate this, we choose
2W (u, v) := V (v) + T (v)u . (5.33)
We then obtain from (5.32)
u =
[∫ v
V (z) exp
(
−
∫ z
T (y)dy
)
dz + const(C)
]
exp
(∫ v
T (x)dx
)
, (5.34)
where the lower boundaries in the integrations over T coincide. Upon the choice
const(C) := C, (5.34) gives
C(u, v) = u exp
(
−
∫ v
T (x)dx
)
−
∫ v
V (z) exp
(
−
∫ z
T (y)dy
)
dz . (5.35)
The integrations on the right-hand side should be understood as definite integrals
with somehow fixed, C–independent lower boundaries. Different choices for these
boundaries rescale C linearly.
Let us specialize (5.35) to some cases of particular interest. In the case T ≡ 0,
describing torsion–free gravity it yields (5.31). For the Katanaev-Volovich (KV)
model of 2D gravity with torsion, equation (2.17), as a second example, (5.35)
and (2.20) yield upon appropriate choices for the constants of integration and a
rescaling by α3:
CKV = −2α2 exp(αφ)
(
WKV +
2φ
α
− 2
α2
)
. (5.36)
Here C,u (u, v) = α
3 exp(αv).
The remaining task is to find Darboux coordinates. On patches with either
X+ 6= 0 or X− 6= 0 this is a triviality almost: According to the defining relations
(4.8) of the Poisson brackets, we have {X±, φ} = ±X±, so obviously ± ln |X±|
and φ are conjugates. Altogether therefore
X˜ i := (1
2
C,± ln |X±|, φ) (5.37)
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forms a CD coordinate system on regions of N with X± 6= 0, respectively.
These considerations complete our discussion of the Poisson bracket (4.8) of
section 4.1. Note that, taken all together, the present formalism reduces the field
theoretical task of finding solutions to Lagrangian field equations to a problem
on a three– (and thus finite–) dimensional space N . In the case of torsion–free
theories, the latter problem is quite trivial, moreover, (cf our discussion above
as well as the one in section 4.1). In the case of a theory of general torsion
dependence, equation (2.19), on the other hand, the (more involved) problem of
solving the field equations has been reduced to the determination of C, which is
as much as can be done in this case.
So, now we just have to repeat the steps following equation (5.26) in the
more general setting of a potential W (u, v). However, as we do not want to
restrict ourselves to potentials e.g. purely linear in u, as in equation (5.33), we
do not know C in explicit form. Nevertheless, also in the case of a completely
general Lagrangian (2.19), the metric takes the form (5.5) locally. Moreover, h
may be determined in terms of the Casimir function C(u, v), and the Killing
field ∂/∂1 will be shown to be a symmetry direction of all of the solution. (This
is not a triviality as, e.g., the connection ω is not determined (up to Lorentz
transformations) by the metric g for nonvanishing torsion.)
For the sake of brevity we display the calculation for both of the sets (5.37)
of CD–coordinates simultaneously. This means that in the following we restrict
our attention to local solutions on M that map into regions of N with X+ 6= 0
or X− 6= 0.
Inserting into the analog of equations (5.27) the solutions (5.24), (5.25) and
reexpressing thereby X˜ i in terms of the original fields X i again, (5.37), we obtain
e± ≡ A∓ = C,uX±df
e∓ ≡ A± = ± 1
X±
dφ+ C,uX
∓df
ω ≡ A3 = ∓d(ln|X±|)− C,uWdf , (5.38)
where in the last line we used (5.30). For the metric g = 2e+e− this yields
g = ±2C,u dφdf + h¯(φ, C) dfdf , (5.39)
with
h¯(φ, C) := C,u
2 · X2 . (5.40)
HereX2 is a function of φ and C by inverting the field equation C(X2, φ) = const,
whereas C,u in (5.40) and (5.39) is, more explicitly, C,u (X
2(φ, C), φ). Note that
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according to the context, C either denotes a function of X i or the constant which
it equals due to the first equation (5.23).
Now again we want to fix a gauge. From (5.39) we learn that C,u dφ∧df 6= 0,
because otherwise det g = 0. This implies that we may choose C,u dφ and df as
coordinate differentials on M . Let us therefore fix the diffeomorphism invariance
of the underlying gravity theory by setting∫ φ
C,u [X
2(z, C), z]dz := x0 , (5.41)
f := ±x1 . (5.42)
In this gauge, g is seen to take the form (5.5) again with
h(x0) = h¯(φ(x0), C) , (5.43)
where φ(x0) denotes the inverse of (5.41). The local Lorentz invariance may be
fixed by means of
X± := ±1 , (5.44)
finally. Besides (5.44, 5.41) the complete set of fields then takes the form
e± = C,u dx
1 , e∓ =
dx0
C,u
+ 1
2
X2C,u dx
1 , ω = ∓W C,u dx1 , (5.45)
and X∓ = ∓1
2
X2. Here again X2, C,u, and W depend on φ(x
0) and C = const
only, C being the only integration constant left in the local solutions.
In the torsion-free case, considered already above, C,u= 1, φ(x
0) = x0, and, cf
equations (5.40, 5.12, 5.31), X2 = h(x0) =
∫ x0
V (z)dz +C, thus reproducing the
results obtained before. For the KV–model (2.17), as an example for a theory with
torsion, on the other hand, the above formulas yield x0 = α2 exp(αφ), x0 ∈ IR+,
and
hKV (x0) =
1
α
{
Cx0 − 2(x0)2 [(ln x0 − 1)2 + 1− Λ]} . (5.46)
Certainly R = h′′(x0) does not hold any more here; instead we find
R = − 4
α
ln
(
x0
α2
)
. (5.47)
This is obtained most easily by concluding R = −4φ from (the Hodge dual of)
the three–component of (4.17).
In the above we captured the solutions within regions of M where either
X+ 6= 0 or X− 6= 0. Clearly, in regions where X2 = 2X+X− 6= 0 the two
charts (5.45) must be related to each other by a gauge transformation, i.e., up
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to a Lorentz transformation, by a diffeomorphism. However, one of these two
charts extends smoothly into regions with only X+ 6= 0 (but possibly with zeros
of X−), and (+ ↔ −) for the other chart.2 In this way the above mentioned
diffeomorphism may serve as a gluing diffeomorphism, allowing to extend the
generically just local solution (5.5) to one that applies wherever X+ and X−
do not vanish simultaneously. Let us remark here, furthermore, that the two
representatives (5.45) are mapped into each other by
e+ ←→ e− , ω ←→ −ω , X+ ←→ −X− , φ←→ φ . (5.48)
This transformation reverses the sign of the action integral (2.19) only and there-
fore does not affect the equations of motion. From (5.48) it is obvious that the
above gluing diffeomorphism (cf also equation (6.2) below) maps one set of null
lines onto the respective other one, leaving the form (5.5) of g = 2e+e− un-
changed. It corresponds to a discrete symmetry of (5.5) (called ’flip’ in section
6.1 below), which is independent from the continuous one generated by ∂/∂1.
Further details shall be provided in section 6.1.
5.1.2.3 Solution in the neighborhood of saddle-points
We are left with finding the local shape of the solutions in the vicinity of points
on M that map to X+ = X− = 0. (This is true for all the approaches applied
so far.) Here we have to distinguish between two qualitatively different cases:
First, C = Ccrit ≡ C(0, φcrit), where φcrit has been chosen to denote the zeros
of W (0, φ), and second, C 6= Ccrit. The special role of the critical values of C
comes about as the Poisson structure P vanishes precisely at X+ = X− = 0 on
the two-surfaces C = Ccrit, cf equation (4.11).
We start treating the noncritical case C 6= Ccrit: For this, one could attempt
to construct a CD coordinate system valid in a neighborhood of a (noncritical)
point X+ = X− = 0. At least in the torsion–free case this may be done in an
explicit way, but the formulas are somewhat cumbersome. We therefore follow a
somewhat less systematic, but simpler root here: From the three-component of
(4.16) it is straightforward to infer that points with X+ = X− = 0 are saddle
points of φ. This suggests to replace the gauge conditions (5.41), (5.42) by an
ansatz of the form ∫ φ
C,u [X
2(z, C), z]dz := xy + a , (5.49)
2In the subsequent chapter, regions with X2 6= 0 will be called ‘sectors’, while patches with
merely X+ 6= 0 or X− 6= 0, generically containing several sectors, will be called ‘blocks’.
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f := b ln x , (5.50)
where a and b are constants to be determined below. As a first justification of
(5.49), (5.50) we find C,u dφ ∧ df to be finite and nonvanishing on (x, y) ∈ IR2.
Implementing the above conditions in (5.39), the metric becomes
g = 2b dxdy + b
2xy + b h(xy + a)
x2
(dx)2 , (5.51)
where h is the function defined in equation (5.40) or, in the torsion–free case, in
(5.12). For generic values of a and b (5.51) is singular at x = 0. However, the
choice
a := h−1(0) b := −2/h′ (h−1(0)) (5.52)
is seen readily to yield a smooth g!
The singularity of the gauge choice (5.50) at x = 0 was devised such that
it compensated precisely the singularity of the CD coordinate system at X± =
0, used to derive (5.39). The charts (5.51) provide a simple alternative to a
generalized Kruskal extension (cf section 6.1). For Schwarzschild, h(r) = 1 −
2m/r, it is a global chart (as h−1(0) is single-valued), in the more complicated
Reissner-Nordstro¨m case, h(r) = 1−2m/r+q2/r2, the constant a may take one of
the two values r± = m±
√
m2 − q2 and (5.51) provides a local chart in the vicinity
of the respective value of r = x0. A generalization of the right-hand sides of
(5.49) and (5.50) to F (x)y+G(x) and
∫ x
dz/F (z), respectively, with appropriate
functions F and G, allows even for global charts of (two-dimensional) spacetimes
of the form IR× ‘null-lines’ (cf also the considerations in section 5.1.1.1 above!).
Such global charts may be obtained quite systematically within the gauge
fixing approach of section 5.1.1. We will come back to this issue in section 6.1.7
below.
For (5.51) to exist, it is decisive that the corresponding zero a of h is simple,
cf the second equation (5.52). For noncritical values of C, e.g., all zeros of h are
simple. This is particularly obvious for torsion–free theories, where h = 2X+X−
and h′(φ) = V (φ), but holds also in general. If C ∈ {Ccrit}, on the other hand,
there exist zeros of h of higher degree. Then the spacetime manifolds M with
varying X i do not contain the critical points X i = (0, 0, φcrit). This may be seen
in two different ways: First, studying extremals running towards such a point,
one finds the point to be infinitely far away. Second, from the field equations
point of view: Taking successive derivatives ∂/∂xµ of the equations (4.16) and
evaluating them at the critical points, we find
X− ≡ 0 , X+ ≡ 0 , φ ≡ φcrit = const. (5.53)
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(5.53) corresponds to additional, separate solutions of the field equations.
These are the generalizations of the solutions discussed at the end of section
5.1.1.2 for the case of torsion–free theories.
From the point of view of PSMs, such solutions come as no surprise. More
or less by definition the critical points (4.11) of the target space constitute zero
dimensional symplectic leaves. It is a general feature of PSMs, verified here
explicitly in (5.53) and the first equation of (5.25), that the image X(x) of the
map from the worldsheet or spacetime M into the target space N has to lie
entirely within a symplectic leaf S ⊂ N (cf section 6.2.3 below for further details).
The remaining field equations (4.17), which are, more explicitly,
Dea = 0 , dω = −W,v (0, φcrit)ε , (5.54)
show that the solutions (5.53) have vanishing torsion and constant curvature all
over M . The metric for such a solution can be brought into the form (5.5), too,
with h(x0) =W,v (0, φcrit)·[(x0)2+d] ≡ ∂W∂φ (0, φcrit)·[(x0)2+d], d = const. This in
turn determines the zweibein and spin connection up to Lorentz transformations.
As remarked in section 5.1.1.1, the coordinate system underlying (5.5) is
adapted to a Killing direction. In the case of deSitter space, the Killing fields
form a three-dimensional vector space, in which the vector fields ∂1 corresponding
to the different choices d = −1, 0, 1 in h are pair-wise independent (for a basis
take, e.g., two of them and their Lie bracket).3
5.1.2.4 Inclusion of Yang–Mills fields
In section 4.5 a 2d gravity–YM action was seen to allow a description in terms of
a PSM with the bracket (4.32) in an (n+3)-dimensional target space N . We now
need to analyze this bracket further only; the local solution is then determined
easily.
As any Poisson tensor, also (4.32) permits CD coordinates in the neighbor-
hood of generic points. If the rank of the chosen Lie algebra is r, the rank of
the Poisson tensor is n− r + 2 and there will be r + 1 such Casimir coordinates.
Correspondingly there will be r + 1 field equations (5.23) and n − r + 2 field
equations (5.24). In the CD–coordinates the symmetries (4.14) and (4.15) take
3As we will find below, the universal covering solutions of 2d deSitter or anti-deSitter space
may be described by a ribbon-like conformal diagram. Fig. 6.10 displays such Carter-Penrose
diagrams for deSitter space where the Killing lines x0 = const have been drawn; J1 corresponds
to d < 0, J2 to d = 0, and J3 to d > 0.
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a very simple form, and it is a triviality to realize that again the local solutions
are parameterized by integration constants only, the number of which coincides
with the number of independent Casimir functions. Note that in the present
context the symmetries (4.14, (4.15) entail diffeomorphisms, Lorentz transforma-
tions, and nonabelian gauge transformations all at once. So, more or less without
performing any calculation, we obtain the result that the local solutions are pa-
rameterized by r + 1 constants now. In the the particular case of a U(1)-field
considered in [105]: n = 1, r = 1, and r + 1 = 2.
The Poisson structure (4.32) has a very particular form: First the Ej span
an n-dimensional Poisson submanifold of N = IRn+3. Second, the Poisson brack-
ets between the gravity coordinates (ϕa, φ) and the coordinates Ei of this sub-
manifold vanish. And, last but not least, the Poisson brackets between the
‘gravity’-coordinates close among themselves up to a Casimir function of the
E-submanifold. With this observation it is a triviality to infer the local form
of g of LgravY M from the results of previous subsections: On-shell EjEj is some
constant CE . So in all of the formulas of, e.g., section 5.1.2.2 we merely have
to replace W by W + CE/α. Thus the metric g again takes the form (5.5) lo-
cally, where now h is parameterized by two constants CE and Cgrav (‘generalized
Birkhoff theorem for 2D gravity–YM-systems’). For torsion–free theories, e.g.,
h(x0) =
∫ x0
c
V (z)dz +
1
2
CE
∫ x0
c
dz
α(z)
+ Cgrav , (5.55)
where c is some fixed constant (and again 2W (·, ·) = V (·)).
(Here we ignored additional exceptional solutions of the type (5.53) for sim-
plicity, corresponding to maps into lower dimensional symplectic leaves.)
5.1.2.5 The model (2.21)
For the sake of completeness we finally turn to the field equations of an action
F (R), where, however, torsion is not required to be zero. This theory may be
described by an action of the form (2.21). From its field equations we learn that
φ = φcrit = const, where again W (φcrit) = 0. The curvature is determined by
dω = −2W ′(φcrit)ε (5.56)
or by R = 2W ′(φcrit). So this is a space of constant curvature. However, torsion
need not be zero now.
It seems that one is left with an arbitrary metric g = 2e+e−. As we learned
in section 5.1.1.1, by an appropriate choice of coordinates, any 2d metric may be
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brought into the form (5.4). Then, up to gauge transformations ω → ω + dα, ω
is determined by equation (5.56): ω = W ′(φcrit) x0dx1. Now all field equations
are satisfied. Diffeomorphism invariance has been used to obtain (5.4). The local
symmetry e+ → exp [λ(x)] e+, e− → exp [−λ(x)] e−, which is independent of the
symmetry ω → ω+dα in the specific action (2.21), does not affect g, furthermore.
At least if there are no additional local symmetries hidden in (2.21), there thus
remain propagating modes. However, in a sense, the theory seems trivial, as the
metric g is not restricted by the field equations at all.
5.1.3 Supergravity
We finally solve the field equations for the supergravity extensions of (3.15) pre-
sented in section 3.5. Here the formulation as (graded) PSM, presented in section
4.4, will turn out most powerful. Beside its notational compactness, the main
advantage of the formulation (4.24) as opposed to (3.50) is its inherent target
space covariance. Thus we again may change coordinates in the target space of
the theory so as to simplify the tensor P, while the field equations in the new
variables still will take the form (4.25) (but then with the transformed, simplified
Poisson matrix).
We will first use this method to show that locally the space of solutions to
the field equations of (3.50) modulo gauge symmetries is just one–dimensional.
Thereafter we will provide a representative of this one–parameter family in terms
of the original variables used in (3.50). As a byproduct we will find the somewhat
surprising result that locally the space of solutions is identical to the one of the
bosonic theory; all the fermionic fields may be put to zero by gauge transforma-
tions.
As mentioned already in section 4.1, locally (more precisely, in the neigh-
borhood of a generic point) any (bosonic) Poisson manifold permits Casimir–
Darboux (CD) coordinates (CI , QA, PB) [89]. According to, e.g., [94], Darboux
coordinates exist also for supersymplectic manifolds (manifolds with a graded,
nondegenerate Poisson bracket). We thus assume that CD coordinates exist in
the case of general, graded Poisson manifolds. (At least in the case of the bracket
(4.28) they do: Although we did not succeed to find such coordinates explicitly
as of today, we will provide a Casimir function below. On its level surfaces the
Poisson bracket is (almost everywhere) nondegenerate and the result on super-
symplectic manifolds may be applied.)
We now are in the position to show that locally there is only a one-parameter
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family of gauge inequivalent solutions to the field equations of (3.50). For this
purpose we only need to know about the local existence of CD coordinates X˜ i.
(These coordinates, to repeat, are coordinates on the target space, not on the
worldsheet or spacetime. A change of coordinates X i → X˜ i, which induces
the change Ai → A˜i ≡ Aj(←−∂ Xj/∂X˜ i), corresponds to a (local) change of field
variables from the point of view of the 2d field theory.) In these CD coordinates,
the second set of field equations (4.25) reduce to dA˜i = 0. Thus locally A˜i = dfi
for some functions fi(x). However, the local symmetries (4.26) also simplify
dramatically in these new field variables: δA˜i = dε˜i. This infinitesimal formula
may be integrated easily showing that all the functions fi may be put to zero
identically. But then we learn from the first set of the field equations (4.25) that
all the functions X˜ i are constant. All of the constant values of QI and PI may
be put to an arbitrary value by means of the residual gauge freedom in (4.26)
(constant ǫi). What remains as gauge invariant information is only the constant
values of the Casimir functions CI again. Since the Poisson tensor (4.28) has
rank four (almost everywhere),4 the model defined by equation (3.50) has just one
Casimir function and its space of local solutions is thus indeed one–dimensional
only.
The local solution obtained above in terms of CD–coordinates may be trans-
formed back easily to any choice of target space coordinates. We find that also in
the original variables: Ai ≡ 0 and X i = (const)i, where the latter constants may
be chosen at will as long as they are compatible with the constant values of the
Casimir(s) CI , which characterize the (local) solution. As it stands, this solution
corresponds to a solution with vanishing zweibein and metric. In a gravitational
theory, the metric (and zweibein) is required to be a nondegenerate matrix, how-
ever. The vanishing zweibein is a result of using the symmetries (4.26), which,
in contrast to diffeomorphisms, connect the degenerate with the nondegenerate
sector of the theory. (We will come back to this problem in more detail and from
another point of view in chapter 7. However, we need to discuss it already here
somewhat, in order to depict the solution in a physically acceptable gauge.) A
similar phenomenon occurs, e.g., also within the Chern–Simons formulation of
(2 + 1)–gravity [106]. The problem may be cured by applying a gauge trans-
formation (4.26) to the local solution Ai ≡ 0 so as to obtain a solution with
4To determine the rank of the supermatrix P ij , we may concentrate on the rank of the the
two by two matrix Pαβ and the three by three matrix in the purely bosonic sector; Paα, being
linear in Grassmann variables, cannot contribute to the rank of the matrix, cf [94].
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nondegenerate zweibein. However, in contrast to Chern–Simons theory, where
the behavior of A under finite (nonabelian) gauge transformations is known, the
infinitesimal gauge symmetries (4.26) cannot be integrated in general (except for
the case where the Poisson tensor is (at most) linear in the fields X i and the
theory reduces to a (non)abelian gauge theory). We thus need to introduce one
further step.
For the Poisson brackets (4.28) a possible choice for a Casimir function C,
{C, ·} ≡ 0, is
C =
1
2
XaX
a + 2u2 − i
8
u′χαχ
α . (5.57)
This expression basically coincides with the Casimir found in the bosonic theory:
as there the last two terms are the integral of P01 with respect to φ, χαχα
Poisson commuting with all bosonic variables. We now choose new coordinates
on (patches of) N (where Xa 6= 0) according to
X¯ i := (C, ln |X+|, χα, φ) . (5.58)
(An argumentation similar to the following one may be applied also if ln |X+| is
replaced by X+ in (5.58)). (C, ln |X+|, φ) provides a CD coordinate system in
the purely bosonic sector, cf equation (5.37); however, in the five–dimensional
target space N , these coordinates are far from being CD, several brackets still
containing the potential u(φ). It thus seems rather difficult to solve the field
equations for field variables (5.58). However, from our considerations above, we
know that up to PSM gauge transformations the local solution always takes the
from A¯i ≡ 0, C = const, ln |X+| = χα = φ = 0. In these field variables, induced
by the coordinates (5.58), it is now possible to gauge transform explicitly to a
solution with nondegenerate zweibein and, simultaneously, the resulting solution
may be transformed back to the original variables used in (3.50) — this is possible
since, in contrast to the CD coordinates X˜ i used above, the coordinates X¯ i are
known explicitly in terms of the original variables.
It is straightforward to verify that on the above solutions the infinitesimal
gauge transformations (4.26) with (ǫ¯i) := (ǫC , ǫ¯+, 0, 0, 0) are simply:
δAC = δǫC , δA¯+ = dǫ¯+ , δφ = ǫ¯+ , (5.59)
with all other variations vanishing. Note that, e.g., in the second relation we
dropped terms proportional to A¯α, since A¯α can be kept zero consistently by the
above transformations due to δA¯α = 0. It is thus possible to integrate the gauge
symmetries (5.59): AC → AC + df1, φ → φ + f2, A¯+ → A¯+ + df2 (all other
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fields remaining unaltered) where f1,2 is an arbitrary pair of functions on the 2d
spacetime. The degenerate solution is then transformed into AC = df1, A¯+ = df2,
A¯α = A¯φ = 0, C = const, ln |X+| = χα = 0, and φ = f2. Using f1 and f2 as
coordinates x1 and x0 on the worldsheet, respectively, and transforming these
solutions back to the original variables (4.27) (using Ai = A¯j(
←−
∂ X¯j/∂X i)), we
obtain:
(e+, e−, ω) = (dx1, dx0 + 1
2
h(x0)dx1,−h′(x0)dx1) ,
(X+, X−, φ) = (1, 1
2
h(x0), x0) , (5.60)
where h(x0) ≡ C − 2u2(x0), C being the constant value of the Casimir (5.57).
All the fermionic variables vanish identically.
Thus, up to gauge transformations, the local solution agrees completely with
the one found in the purely bosonic dilaton theory (3.15). This applies at least
to those patches where the above coordinate systems are applicable. Since, e.g.,
all the fixed points of the supersymmetric bracket (4.28) lie entirely within the
bosonic sector of the target space, we expect that there are also no exceptional
solutions, containing (necessarily) nonvanishing fermionic fields.
So the characterization of the dynamics of the general supersymmetric exten-
sion of (3.15) turns out to be less difficult than it appeared at the time when [74]
was written (cf the remarks following equation (50) of that paper). Rather, it
appears that the supersymmetric extension of (3.15) is trivial (on-shell), at least
at the classical level.
It would be interesting to check this result by some other method and to
possibly establish it in a less indirect way. It is to be expected, moreover, that a
similar result holds also on the quantum level.
Let us finally remark that the supersymmetric extension may still be of some
value even on the purely classical level: As remarked already in section 3.5, in [74]
it was used to establish some kind of positive-mass theorem under quite general
circumstances (and including nonsupersymmetric theories). Further investiga-
tions of 2d dilatonic supergravity theories, including generalizations to theories
with nontrivial torsion and a comparison to the existing literature [76, 77, 78, 79],
is in preparation [98].
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5.2 Dilaton theories with matter
In this section we will present several models with propagating modes allowing an
exact solution of their field equations. In the first part we will consider (solvable)
generalizations of the CGHS model. To achieve solvability, we need to restrict
the potentials in the generalized dilaton part (3.15). In the second part, the
potentials are left arbitrary. Solvability is achieved then only upon restriction to
chiral fields. Some further related and in part complementary work is [107].
5.2.1 Solvable generalizations of the CGHS model
In this section we consider the coupled gravity matter system (3.30). The field
equations were derived in section 3.3 already. This coupled system of field equa-
tions is not solvable in full generality (cf already the, in comparison, relatively
simple, but still highly nontrivial system of spherically reduced gravity with scalar
fields, mentioned at the end of section 3.1.1). As remarked already in section
3.1.4, the main reason for the possibility to solve the field equations of the CGHS
model may be found in the fact that the redefined metric g, cf equation (3.16),
is flat.
This idea will be generalized here: We require the potential V(Φ) in (3.15),
and, if nonzero, also α(Φ), to be determined by the freely chosen functions U(Φ)
and Z(Φ) up to the choice of two resp. three (real) constants a, b, and α0 by
means of the relation(s)
V(Φ) = exp
(
−
∫ Φ Z(u)
U′(u)
du
)
(−4aU+ 2b) , (5.61)
α(Φ) = α0 exp
(
−
∫ Φ Z(u)
U′(u)
du
)
, (5.62)
and we require β(Φ) to be constant (minimal coupling).
The restrictions are devised such that the auxiliary metric g is of constant
curvature, R(g) = −4a. The solution to the matter field equations is straightfor-
ward then, as, in the appropriately redefined variables, they reduce to likewise
equations on a spacetime of constant curvature. Still, this does not provide the
full solution to the field equations yet. The field equations for the (redefined)
dilaton remain to be solved. For a 6= 0 this turns out to be quite a nontrivial
problem, while still it may be resolved. Since the dilaton enters the (true) metric
g, the latter is seen to respond to the matter fields.
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The treatment constitutes a reasonable generalization of the CGHS model.
The CGHS model satisfies equation (5.61) with a = 0 and b = −Λ/8, the coupling
to the scalar fields is minimal, β ≡ 1, and in that model there are no fermions
or gauge fields (γ = α = 0). Also e.g. the one–parameter generalization of the
CGHS model considered in [108] (with the same a and b as above) is covered.
Similarly, we generalize the recent (independent) considerations of Cavaglia` et
al. [109], where they consider fermions coupled to generalized dilaton gravity; for
a = 0 they provide the general solution to the fermion–gravity system, while for
the more complicated case a 6= 0 they find the stationary solutions only (which
are not exhaustive here).
Note that as we allow also for U(1) gauge fields, the classically solvable models
considered here incorporate generalizations of the massless Schwinger model to a
nontrivial gravitational sector. For reasons of better interpretation, all the matter
dependence of the metric will be expressed in terms of the energy momentum
tensor, furthermore.
In the new variables, the metric g decouples completely from the matter sector.
Up to a choice of coordinates, R(g) = −4a forces g to take the form
g =
2dx+dx−
(1 + ax+x−)2
≡: 2 exp(2ξ)dx+dx− , (5.63)
where the function ξ is defined by this equation. Note that this does not imply
that the gravitational and matter sectors of the original model decouple.
The situation is quite analogous to a system of coupled harmonic oscillators:
There the introduction of appropriate variables (‘normal coordinates’) leads to
a system of decoupled harmonic oscillators. Also here the field equations in the
new variables g etc. take qualitatively the same form as the one of the original
variables g etc., just that, upon restriction to the class of Lagrangians considered
in this section, in the new variables the equations of motion simplify greatly
and (in part) decouple. (Certainly, if one counts the dilaton to the gravitational
sector, this decoupling is not complete. The equations for the dilaton depend
on the energy momentum tensor, cf equations (3.44) or equations (5.66), (5.67)
below. It is also in this way that the matter enters the metric g, cf equation
(3.16) above).
Due to β = β˜ = 1, we find that f is a superposition of left– and right–movers,
f = f+(x
+) + f−(x
−) , (5.64)
just as in flat Minkowski space. This is the case since due to the conformal
invariance of (3.37) with β ′ = 0 and f of conformal weight zero, ✷f = 0 reduces
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to just ∂+∂−f = 0 for any metric in the conformal gauge. So here g → g does
not make any difference.
5.2.1.1 No gauge fields (α0 = 0):
Next we turn to the field equations for the redefined fermion fields ψ. For sim-
plicity we restrict ourselves to the case of no U(1) gauge field first (α0 = 0 in
equation (5.62)). As a consequence of the reformulation, we merely have to solve
the massless Dirac equation with the background metric g (even despite the fact
that γ′ 6= 0). Here it is not so much decisive that g is a space of constant curva-
ture, the main point is that we know its conformal factor explicitly, cf equation
(5.63). In such a case the solution of the Dirac equation is the one of Minkowski
space, i.e. again consisting of right– and left–movers, χR(x
+) and χL(x
−), con-
formally transformed to the space with metric g as a field with conformal weight
−1
2
:
ψ = exp(−ξ/2)
(
χR(x
+)
χL(x
−)
)
, (5.65)
where, in the case under consideration, ξ is given by equation (5.63). (Note that
the result is no more a superposition of a left– and a right–mover, ξ depending
on x+ and x−, but only a conformal transform thereof).
Up to now the solution of the field equations was immediate. Now we come
to solving the equations (3.44), however, which is a less trivial task (for a 6= 0).
Due to the introduction of g and φ as new variables, there is no Z-term and U is
linear. The essential restriction of this section, equation (5.61), moreover, ensures
that the whole system becomes linear in φ. So we are left with the following three
equations
∇±∇±φ = T±± (5.66)
e−2ξ∂+∂−φ+ 2aφ = −b , (5.67)
where ξ,± ≡ ∂±ξ and where we used T+− = 0 (as a consequence of A = 0).
The left-hand side of the first two equations may be rewritten more explicitly
as: (∂± − 2ξ,±) ∂±φ ≡ e2ξ∂±e−2ξ∂±φ. (The only nonvanishing components of
the Christoffel connection are Γ+++ = 2ξ,+ and Γ
−−− = 2ξ,−.) The respective
righthand sides of equations (5.66) are given by
T++ = T++(x
+) ≡ (f ′+)2 + iχ∗R
↔
∂+ χR , (5.68)
T−− = T−−(x
−) ≡ (f ′−)2 + iχ∗L
↔
∂− χL . (5.69)
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Here the indices + and − are world sheet indices (µ, ν, . . .), not to be mixed up
with the frame bundle indices (a, b, . . .).
Note that with both indices lowered (and only then!) the energy momentum
tensor Tµν is invariant with respect to the conformal field redefinition (3.16):
Tµν = Tµν . Here the bold faced quantity is the energy momentum tensor of
the original theory (3.30), given in equations (3.41), (3.42), (3.43), and Tµν the
energy momentum tensor following from (3.32) upon variation with respect to
the auxilary metric g. This holds also for the U(1) gauge field; the fact that it
is not conformally invariant in two dimensions, in contrast to scalar fields, e.g.,
is reflected in that the redefinition of α to α˜ contains the conformal factor, while
the latter is absent in the analogous transition β → β˜ (cf equation (3.34)).
As T±± = T±±(x±) the solution of (5.66), (5.67) is immediate for a = 0, since
then also ξ ≡ 0 (cf equation (5.63)); the complication arises when permitting
a 6= 0 in equation (5.61).
The general local solution to the equations (5.66, 5.67) is of the form:
φ = T+(x+) + 2ξ,+
∫ x+
T+(z) dz + (+↔ −) − bx
+x−
1 + ax+x−
(5.70)
with
T±(u) =
∫ u
dv
∫ v
T±±(z) dz +
1
2
K + k±x
± , (5.71)
where in the last line we displayed constants of integration K and k± explicitly.
There was no need to introduce two different constants of integration instead of
K, as within (5.70) they anyway would contribute the same (i.e. there difference
drops out and without loss of generality the two constants may be set equal —
assuming that the lower boundaries in the integrations are fixed in some arbitrary
way). The constants of integration C± from the integral over T±, on the other
hand, may be absorbed into a redefinition of k± for a 6= 0, k± → k± + C±/a,
while they disappear for a = 0 due to ξ,± = 0; so we did not display them.
That equation (5.70) is a solution of the coupled system (5.66, 5.67) may
be established readily using two relations, following from the definition of ξ in
equation (5.63): ∂±∂±ξ = (ξ,±)2 and ∂+∂−ξ = −a exp(2ξ), the latter of which
is equivalent to the statement that g = 2 exp(2ξ)dx+dx− describes a space of
constant curvature R(g) = −4a. These two equations are essential for (5.70)
to solve equations (5.66, 5.67). Thus despite the simplicity and the apparent
generality of our solution (5.70), it solves the field equations only for the specific
function ξ defined above! Having found a particular integral of the linear equa-
tions (5.66, 5.67), one is left with finding the general solution of the homogeneous
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system. As we will see right below, the homogeneous solutions φhom are indeed
incorporated in (5.70) if one takes the freedom in choosing the constants K and
k± into account. This then concludes the proof that (5.70) is the general solution
of equations (5.66, 5.67).
To our mind the homogeneous system is most transparent in a different coor-
dinate system, namely the one in which g = 2dx0dx1 + 2a (x0dx1)
2
, cf equation
(5.5), resulting from (5.63) by means of x− = x1 and x+ = x0/(1−ax0x1). These
coordinates have the advantage that the zero–zero component of the homoge-
neous system ∇µ∂νφhom + gµν (2aφhom + b) = 0 reduces to ∂0∂0φhom = 0, so that
φhom is found to be at most linear in x
0! The x1 dependence is then restricted
by the remaining two equations, which are (∂1 − 2ax0)∂0φhom + 2aφhom = 0 and
(1 − x0∂0)∂1∂1φhom = 0, where we have made use of the former equation to
simplify the one–one component of the field equations to reduce to the latter
equation. This then leads to
φhom = k+x
0 + k−x
1(1− ax0x1) +K(1− 2ax0x1)
=
k+x
+ + k−x− +K(1− ax+x−)
1 + ax+x−
(5.72)
for three free constants k± and K. As the notation already suggests, they indeed
coincide with the three constants found in (5.70).
As remarked already in section 5.1, in the absence of matter fields and with
a spacetime–topology IR2, the general solution of the field equations modulo
gauge symmetries is parameterized by one real quantity only. As the above three
constants K and k± remain in the matterless (‘vacuum’) solution, not all of them
can describe physically (or geometrically) different spacetimes. Indeed, equation
(5.63) has a residual gauge freedom:
x± → λ±1 x
± + s±
1− s∓a(x± + s±) , (5.73)
parameterized by three real constants λ 6= 0 and s±. For s± := 0, e.g., this is
nothing but the rescaling x+ → λx+, x− → x−/λ, leaving (5.63) invariant at
first sight; by means of equation (5.72) it leads to the identification (k+, k−) ∼
((k+/λ), λk−). A more detailed analysis shows that the factor space of K and k±
modulo the action induced on them by equation (5.73) is indeed a one parameter
space. (E.g., for a = 0, b 6= 0, and no matter fields, Tµν = 0, one easily establishes
that k± may be put to zero by shifts in x± → x± + s±; thereafter rescalings
with λ have no effect anymore, so that K remains as a physical parameter.
— If, on the other hand a = b = 0 and there are no matter fields, then one
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can achieve, e.g., k+ = 1 and K = 0, with k− remaining.) In many cases the
remaining parameter may be given the interpretation of the ‘mass’ m of the
spacetime described by g. Strictly speaking, the above consideration applies
to the matterless case (reconsidered in the present gauge). However, we think
that the present counting of gauge–invariant parameters will be unmodified when
adding matter, so that also in the general case only one of the three parameters
k± and K will survive.
In summary we get the following results: Combining the solution (5.70) with
equations (3.16), (5.63), and (5.38), the metric is brought into the form
g =
4(2aφ+ b) dx+ dx−
(1 + ax+x−)2V(U−1(φ))
, (5.74)
while Φ = U−1(φ). The scalar field is given by equation (5.64), the fermionic field
Ψ implicitly by equations (3.31) and (5.65). The local solutions are parameterized
by the choice of the one–argument functions f± and χ± as well as by the one
constant of the vacuum theory (cf the discussion above). In terms of these data
the energy momentum tensor, as defined in equations (3.41), (3.43), has the form
(5.68), (5.69) (while T+− = 0).
5.2.1.2 Inclusion of gauge fields (arbitrary α0)
We now turn to the system with an additional U(1) gauge symmetry. Assuming
α in the action (3.29) to be subject to the constraint (5.62), we obtain a constant
coupling α˜ = α0 in the reformulated action (3.32). The matter sector of the
theory still poses no problem, as it is mapped to a corresponding system on a
space of constant curvature. So we are left with the dilatonic equations (3.44),
or, equivalently, with:
e2ξ∂±e
−2ξ∂±φ = T±± (5.75)
∂+∂−φ− 2(∂+∂−ξ)φ = −be2ξ −T+− . (5.76)
For T+− = 0 this takes the form of equations (5.66), (5.67). However, the present
Tµν has pronounced differences to the previous considerations: First, T++ and
T−− depend on both coordinates x+ and x− now (otherwise we would be forced
to F = 0 and, consequently, also to Ψ = 0, cf the remarks following equation
(3.39)!). Second, also T+− = −(α0/2) exp(−2ξ) [F+−]2 6= 0 for F 6= 0; i.e., due
to the presence of the U(1) field the energy momentum tensor is no more tracefree
except for Ψ = 0 = F .
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The form of Tµν is still restricted by some decisive relations. These may be
expressed most elegantly when using the trace T of the energy momentum tensor
with respect to the auxiliary metric, T = gµνTµν = g
µνTµν . (We remind the
reader that, in view of equation (3.16), T = Ω2 T 6= T in general). The energy
momentum tensor satisfies:
∂+∂−
√
|T | = 0 (5.77)
∂±T = −2 exp(−2ξ) ∂∓T±± (5.78)
The first of these relations follows from equation (3.39). It allows to write T =
−α0 [exp(−2ξ)F+−]2 in the form −[F+(x+) + F−(x−)]2, where, again through
equation (3.39), the functions F± are determined by the fermion fields up to an
additive constant. The second relation, equation (5.78), is equivalent to∇µTµν =
0, where this equation is understood entirely with respect to the auxiliary metric
g; it follows from the equations fulfilled by the matter fields, and, simultanously,
it is the integrability condition of the dilatonic system of differential equations.
Note that the second relation allows to express T++ and T−− in terms of T and
ξ up to a function of the single variable x+ and x−, respectively:
T++ = −1
2
∫ x−
0
e(2ξ(x
+,x˜−)) (∂+T )(x
+, x˜−) dx˜− +T++(x
+, 0) (5.79)
with a similar equation for T−−. The functions T++(x+, 0) and T−−(0, x−) may
then be eliminated from the right–hand side of the dilatonic system of linear
differential equations by a particular integral of the type (5.70) found already
above. One then is left with finding a particular integral of the remaining system,
with inhomogeneities determined solely by T = −[F+(x+) + F−(x−)]2.
This still turns out to be quite a hard problem. After the dust clears, however,
it is possible to put the solution to the system (5.75), (5.76) into the following
form:
φ =
∫ x+
0
dx˜+
∫ x−
0
dx˜−
(
a(x− − x˜−)(1 + ax˜+x−)
1 + ax˜+x˜−
− 1
)
T+−(x˜
+, x˜−) −
− bx
+x−
1 + ax+x−
+
∫ x+
dx˜+
∫ x˜+
du
(1 + a ux−)2
(1 + a x˜+x−)2
T++(u, 0) +
+
∫ x−
dx˜−
∫ x˜−
dv
(1 + a x+v)
2
(1 + a x+x˜−)2
T−−(0, v) + φhom . (5.80)
Here φhom is the homogeneous solution (5.72), containing the one gauge–invariant
parameter of the vacuum theory that is left over when taking into account the
residual gauge freedom (5.73) discussed above.
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It is a somewhat cumbersome calculation to show that (5.80) indeed solves the
system (5.75), (5.76) and we will not provide any further intermediary steps here
so as to not become too technical. Actually, it is even not completely obvious
to see how the above φ reduces to the previous form (5.70) for T+− = 0 and
T±± = T±±(x±). We recommend this consistency check as an exercise to the
reader.
Up to gauge transformations, the general local solutions are parameterized by
the choice of the initial data for the matter fields f andΨ, as well as by the gauge
invariant constant contained in φhom and one further constant of integration in
the field strength F .
In this section we analyzed 2d gravity–matter models in which the auxiliary
metric g, defined in equation (3.16), has three Killing vectors (cf equation (5.63)).
Basically this was the defining restriction for the class of models considered here.
We remark that for a completely general model (3.30) it is also possible to find
those solutions, in which g has one Killing field (stationary/homogeneous auxil-
iary spacetimes); for this special subclass of solutions of the general model, one
can reduce the field equations to one ordinary differential equation of third order.
We refer to [110] for details.
5.2.2 Generalized dilaton gravity with chiral matter
As noted by W. Kummer [111], the KV–model (2.17) may still be solved, if chiral
fermions are added.5 The solution becomes drastically simplified and transparent
again, when using the PSM formalism. The KV–model is general enough such
that the solvability can be extended to the whole class (2.19) of gravity models.
Moreover, it is also possible to extend the calculation to a multiplet of chiral
fermions and Yang–Mills fields. Similarly, the chiral sector of scalar fields may
be included. We only sketch the idea for the simplest, torsion–free case and refer
to [99] for further details and the more general scenarios.
In terms of CD coordinates, the action (4.34) takes the form
I =
∫
M
A˜i ∧ (dX˜ i + J˜ i) + A˜2 ∧ A˜3 . (5.81)
5This was noted also independently, but later, in [112]. In [112] it was claimed also that the
solution for both chiralities can be found along similar lines; this was erroneous, however (cf
footnote in [99]).
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Note, however, that now the originally simple currents (4.35) may have become
complicated within the transition J i → J˜ i ≡ (∂X˜ i/∂Xa) Ja. A possible choice
of CD coordinates for (4.8) is provided by equation (5.26). Redefining X˜1 by a
factor of two, the transformed currents become:
J˜ i = (2X+J− + 2X−J+ , J+/X+, 0) , (5.82)
where X± are to be understood as functions of the new variables X˜ i. While in the
case of pure gravity, J i ≡ 0, also the last of the initially three potentials, V (φ),
could be eliminated from the action by means of the above change of variables, it
now creeps in again through J˜ i. However, from equation (5.82) it is obvious that
V (φ) can be eliminated in the case of chiral fermions: ψL = 0 implies J
+ = 0
and V drops out of (5.81)! With the further (Lorentz invariant) field redefinition
r˜ := 2X+ r2 (5.83)
the transform of the chiral current J i = (J−, 0, 0) is J˜ i = (r˜dρ, 0, 0) and the
action (5.81) takes the trivial form
Ichiral =
∫
M
A˜i ∧ dX˜ i + r˜A˜1 ∧ dρ+ A˜2 ∧ A˜3 . (5.84)
We are thus left with solving the field equations of this very simple action.
Variation with respect to A˜2, A˜3 yields
A˜2 = dX˜
3 , A˜3 = −dX˜2 , (5.85)
which may be used to eliminate these fields together with X˜2, X˜3. This simplifies
(5.84) further to
Ichiral =
∫
M
A˜1 ∧
(
dX˜1 + r˜dρ
)
. (5.86)
According to (5.86), A˜1 is exact. Thus, with an appropriate choice of coordinates,
A˜1 = dx
1/2. This may be used to establish that all the remaining fields ρ, r˜,
and X˜1 are functions of x1 only and the latter is determined up to a constant of
integration c by the former two via
X˜1 = X˜1(x1) = −
∫
r˜(x1)ρ′(x1)dx1 + c . (5.87)
The gauge freedom of our gravity theory may be fixed completely by choosing
X˜3 as the second coordinate x0 and by using a Lorentz frame such that X+ =
1⇒ X˜2 = 0.
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Thus in the present framework the field equations could be trivialized. The
local solutions are parameterized by the choice of initial data for r˜(x1), ρ(x1),
and the integration constant c, furthermore. The latter is the only parameter
remaining in the matter-less case, in coincidence with section 5.1.
We are left with reexpressing this solution in terms of the original variables
g, Φ, and Ψ. After a series of elementary steps [99], one may put the metric into
the form
g = 2dx0dx1 + [h0(x
0) + k0(x
0)h1(x
1)] (dx1)2 , (5.88)
where h0 is the same function as the one in the pure gravity case, equation (5.12)
above, and the dilaton field Φ = Φ(x0) remains unchanged, too. The respective
matter field depends on the null coordinate x1 only. The function k0 in equation
(5.88) is determined completely byU,V, and Z, furthermore. Thus all the matter
dependence in (5.88) may be put into the function h1. More explicitly one finds
h1 = −2
∫ x1
T11(u)du , (5.89)
where T11 = T11(x
1) is the only nonvanishing component of the energy momen-
tum tensor of the matter fields. It is possible to prove [99], finally, that these
systems do not show a Choptuik effect (cf the discussion at the end of section
3.1.1).
106
Chapter 6
Classical solutions on a global
level
In this chapter we will deal with gravity–YM-systems. Very little is known on
a global level for models with propagating modes, generically, and we will not
discuss them within this chapter.
Although locally the solutions to the field equations all look quite alike for
the pure gravity–YM theories, cf section 5.1, globally there may be decisive dif-
ferences between different models. Locally all solutions are parameterized by one
constant C (resp. r+1 in the gravity YM-case, cf section 5.1.2.4) and the metric
always could be put into the form (5.5) (with the dilaton being a function of x0,
furthermore). Globally, on the other hand, solutions characterized by a function
h in (5.5) (resp. h in (5.15)) with at most two zeros show a qualitatively very
different behavior from solutions with more than two zeros. Indeed, in the lat-
ter case there exist smooth maximally extended solutions on any punctured 2d
Riemann surface (in the topological sense: ‘punctures’ or ‘holes’ may well be ‘ex-
tended’ in a pictorial sense, cf, e.g., Figs. 6.18 and 6.19 in section 6.2 below, and
inextendible as, e.g., bounded by curvature singularities). Such solutions do not
exist, if h has at most two zeros (as for Schwarzschild (SS) or Reissner-Nordstro¨m
(RN)).
Within a given (fixed) 2d gravity model, the number of zeros of the one-
parameter family of functions h depends crucially on the number of zeros of the
potential(s) characterizing the model, cf, e.g., equation (5.12)! For a potential
V (φ) with, say, one zero only, there can be at most two zeros in h(x0), irrespective
of the choice of C. This follows because the zeros of V correspond to maxima of
h, which in turn is a continuous function.
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It will be possible, moreover, to find all global, maximally extended solutions
for a given model and to parameterize the gauge inequivalent ones. The dimension
of the resulting moduli space of gauge inequivalent solutions will then depend on
the chosen topology of the underlying spacetime manifold M . E.g. for a gravity–
YM model giving rise to functions h with more than two zeros, the dimension
of the moduli space will turn out to be (π1(M) + 1)(r + 1), where π1(M) is the
fundamental group of M and r is the rank of the YM gauge group.
It is remarkable, that within these two-dimensional models there is so much
control on all smooth and complete solutions for a wide class of models. Noth-
ing close to this is conceivable for 4d Einstein gravity, where, in comparison to
all existing solutions, only very few are known. Certainly, in Einstein gravity
the moduli space of classical, gauge inequivalent solutions is by no means finite
dimensional (except if one restricts attention to assymptotically flat, stationary
black hole solutions, however, cf the Introduction). Still, the finite dimensional-
ity of the moduli space in the 2d models does not imply that the solutions are
more or less trivial from the point of view of their spacetimes. The solutions will
include multi black hole spacetimes of almost arbitrary complexity and variety.
It may be hoped that the classification presented below finds applications, e.g.,
in a path integral approach to quantization, where, in contrast to Hamiltonian
methods (cf section 7), the topology of spacetime is not restricted a priori, and,
on the other hand, the classical solutions should give the dominating contribution
(at least in an appropriate limit).
The classical considerations below are, however, also interesting in their own
right. The machinery for constructing Carter-Penrose diagrams as well as the
ensuing construction of global solutions on nontrivial topologies may be used for
any (effectively) two-dimensional metric with at least one Killing vector, and thus
also for many known solutions of 4d Einstein gravity (like RN-deSitter spacetimes,
etc).
We will in the following, first start with the construction of all simply con-
nected maximally extended spacetimes. Solutions for arbitrary topology are then
considered in a subsequent section, as all of them may be obtained as appropriate
factor spaces of the simply connected solutions.
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6.1 Maximal Extensions for all Gravity–Yang–
Mills systems
After some remarks on (non)uniqueness of maximal extensions and on general
properties of the metric (5.5), the symmetries of the metric will be exploited to
solve the equation of extermals. Then, we will derive a simple building block
principle for obtaining the universal covering solutions of any metric with local
form (5.5) [113], streamlining and generalizing a method suggested by M. Walker
[114] (cf also [115]) for a rather restricted class of metrics. The outcome are
so-called (Carter-)Penrose diagrams, which permit a global and efficient view on
the causal structure of the covering solutions. The method will be illustrated by
means of examples at the end of this section.
6.1.1 Generalities on maximal extensions
As emphasized already before (cf, e.g., section 5.1.1.1), in general a chart (5.5)
will cover parts of spacetime only. For physical reasons, however, one is interested
in maximally extended spacetimes: All extremals (which, if timelike, describe the
motion of test particles) should be either complete (have infinite length) or run
into a true curvature singularity.
Thus, we have to construct the maximal extension of the local charts (5.5).
Certainly, in general such an extension is not unique. Already the (analytic)
Minkowski solution, h ≡ 0, permits inextendible manifolds of planar, cylindrical,
or toroidal topology (the latter two even carrying further continuous parame-
ters). The Minkowski-plane, however, is the unique universal covering space of
the cylinders and tori, and the latter, in turn, are obtained by factoring out a
discrete symmetry group from this covering manifold. This generalizes: Any mul-
tiply connected solution, however complicated it may be, can be obtained from
the universal coverings (i.e. the maximally extended simply connected manifolds)
by factoring out a discrete symmetry group (cf, e.g., [116]). Therefore, in the
present section we will restrict ourselves to the simply connected extensions. The
global solutions with nontrivial spacetime topology will be dealt with then in the
following section, section 6.2.
Still, even if we restrict ourselves to simply connected spacetimes, the ex-
tension of a local solution of the form (5.5) is not unique without additional
specifications. Take, e.g., the case that the function h is given in the interval
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[0, 1] and known to vanish there. Obviously already within a chart of the type
(5.5) there is an infinity of smooth extensions of the function h to values of x0
outside the given interval. Even if the function h is known on a maximal do-
main of x0, having a boundary only if there h′′ = R(g)→ ±∞, there are similar
ambiguities in a smooth extension of the (generically) local chart (5.5) into re-
gions not covered by that chart. One way to avoid such ambiguities is to require
that g should be analytic everywhere. Alternatively, working in the framework
of a given gravity–Yang–Mills model considered in chapter 3, we may require the
field equations of the given Lagrangian to restrict the extension. In this case the
universal covering solutions turn out to be unique also for nonanalytic functions
h. Either of these two philosophies underlies the simple extension rules which we
will derive in this section.
6.1.2 Some remarks on Carter-Penrose diagrams
In the following we will make extensive use of Carter-Penrose or conformal dia-
grams. Following standard literature (cf, e.g., [56]), they are constructed roughly
as follows (we phrase it for the 2d case): First, one chooses null-lines as local
coordinates and extends local charts (5.3) as far as possible, i.e. until one either
runs into a true curvature singularity or ‘ad infinitum’, where the latter has to
be checked by means of an affine parameter of the null-lines. Spacetime then,
in the case of a simply connected spacetime is represented by an open subset of
IR
2 (in fact, this is true only in the simpler cases like for SS, RN or RN-deSitter;
for the more general case cf below). Next, one regards an auxiliary metric g˜,
conformally related to the true spacetime metric g, i.e. g˜ = f 2 g (for some nonva-
nishing function f). This amounts to dropping part of the prefactor in (5.3); note
that in the coordinates chosen, the direction of the null-lines does not change in
this process. Now f is chosen in such a way that, first, the ‘boundary’ of the
spacetime is brought into a finite distance measured in terms of g˜, and, sec-
ond, on the ‘boundary’, on which g certainly is no more well-defined, g˜ remains
smooth. (For further details cf [56] or [117].) This allows to include the bound-
ary into the manifold to be regarded, which in a general spacetime dimension
is a nonunique procedure from the purely topological point of view. Moreover,
asymptotic conditions for fields defined on the spacetime manifold may be trans-
lated into ordinary boundary conditions on the extended spacetime. And, last
but not least, the (in part) finite extension of the resulting pictures of spacetime,
which result upon using Cartesian null-coordinates for g˜ and which are the above
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mentioned Carter-Penrose diagrams, permit a concise grasp of the global causal
structure.
In the two-dimensional setting and at least for many purposes (but also for
some purposes in higher dimensions), the use of an auxiliary metric g˜ is not
necessary. The interior of a Carter-Penrose diagram is diffeomorphic to the
spacetime under discussion and a change of coordinates will bring the ‘boundaries’
to finite coordinate distance (loosly speaking; in the pictorial sense). Moreover,
regarding the resulting charts of spacetime as open subsets of IR2, there is also
no ambiguity in defining the boundary of the spacetime canonically. Thus, in
this way, the (interior of) Carter-Penrose diagrams are regarded as charts of all
of spacetime, with the null-rays running through the diagram under 45 degrees.
One only has to keep in mind that distances are always to be measured by means
of the metric. (Distances in the picture are fictitious and correspond to the choice
of coordinates; however, the (true) distance between two points in the diagram
which, in the picture, are separated by a finite distance, will always be finite, too,
except possibly, if one of the points lies on the boundary.)
Let us illustrate these considerations by means of 2d Minkowski spacetime
g = (dt)2 − (dx)2. Using null coordinates x± := (t ± x)/√2, g takes the form
g = 2dx+ dx−. Maximal extension implies that x+ and x− each run over all
of IR (they are affine parameters of the null-lines x− = const and x+ = const,
respectively). To bring the ‘boundary’, i.e. infinity in this case, into a finite
coordinate distance — without, at the same time, bending any null-lines —, we
may apply a conformal diffeomorphism x± → f±(x±) =: y±. These are the only
diffeomorphisms, mapping straight null-lines x± = const into likewise straight
null-lines y± = const. Choosing, e.g., f+ = f− = tanh, the Minkowski metric
takes the form
g =
2dy+ dy−
(1− (y+)2) (1− (y−)2) . (6.1)
By means of these coordinates, (null) infinity x± → (±)∞ is mapped onto the
lines y± = (±)1, bounding a square of finite (coordinate) extension. Tilting this
square by 45 degrees and using y± as Cartesian coordinates, one arrives at the
left part of Fig. 6.1.
Note that we did not drop the conformal factor (the denominator) in (6.1);
this would correspond to a transition to the above mentioned auxiliary metric g˜
(while simultaneously keeping track of the range of variables y±, not maximally
extending g˜, certainly).1
1Conformal diffeomorphisms should be sharply distinguished from Weyl transformations of
112
J +L
J −L
J +R
J −R
J +
J −
r = 0
Figure 6.1: Carter-Penrose diagrams of Minkowski space in two (left) and four (right)
spacetime dimensions.
Let us at this point add a comparison of some features of 2d and 4d space-
times at the example of Minkowski space. Dropping the angular part of the 4d
Minkowski metric when represented in spherical coordinates, it takes again the
standard 2d Minkowski form, where, however, x = r > 0 by definition of the
radial coordinate r. Thus, we may repeat the above steps leading to (6.1) and
Fig. 6.1, keeping track, however, of the restricted range of the new coordinates.
Obviously we then end up with the right picture in Fig. 6.1, the vertical boundary
of the triangle corresponding to r = 0. This is the Carter-Penrose diagram for
4d Minkowski space.
Any internal point (r, t) = const of this diagram represents a two-sphere now,
with the 2d coordinate r, which now becomes a curvilinear coordinate in the
diagram, characterizing the volume of the respective invariant two-surface. At
the left boundary, however, r = 0 and the two-surfaces are degenerate, i.e. they
are points only. A careful analysis of the 4d boundary as defined by means of g˜,
on the other hand, shows that future (past) null infinity J + (J −) has topology
S2 × IR, i.e. any point on those boundaries of the diagram corresponds to a
two-sphere again. The three corner points (future, past, and spacelike infinity,
respectively), on the other hand, are just true points.
In the two-dimensional case, the situation is simpler: Any point in the di-
agram is a point and nothing else. However, note that in the process of the
the metric. Unfortunately, there is no agreement on the use of the term ‘conformal transfor-
mations’ in the literature. Mostly it is used for Weyl transformations of the metric, sometimes,
however, for conformal diffeomorphisms instead.
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compactification, spacelike (or timelike) infinity of 2d Minkowski space, which is
not part of Minkowski space, was mapped to just two points.
There are further important differences between already these simplest space-
times in two and four dimensions.2 First, only in D = 2 spacetime dimensions,
future (or past) null infinity consists of two disconnected parts, denoted by L and
R for ‘left’ and ‘right’ in the diagram. This is the case because possible (oriented)
directions of null-rays span an SD−2, defined by
∑D−1
i=1 x
i xi = 1, which, only for
D = 2 becomes disconnected. Correspondingly, an initially left-moving light ray
in the four–dimensional Carter-Penrose diagram necessarily ends up at the same
J + (in the diagram) as an initially right-moving one. If a 45 degrees null-line
meets r = 0 in the diagram, it is just reflected.
One may question, if this simple observation, and the corresponding sepa-
ration of left– and right–movers, does not constitute a qualitatively important
difference to the 4d analog when discussing Hawking radiation. (Cf also related
remarks in [118] as well as the use of ‘mirrors’ in 2d models as, e.g., in [119], so
as to better simulate the 4d situation.)
Moreover, one has to be aware that, in contrast to a 2d diagram, in a 4d
Carter-Penrose diagram not all null rays are straight lines. Clearly there are
(say, originally left moving) null rays in 4d Minkowski space which do not pass
the arbitrarily chosen origin r = 0 in the diagram.
Still, the boundaries of the causal past or future of a point (or region) will
consist of straight, 45 degree pieces in the diagram. This is one of the main
strengths of the use of Carter-Penrose diagrams, allowing, e.g. to quickly recognize
if the spacetime contains black holes or not. (For a careful definition of black
holes cf, e.g., [56].)
In this context it may be worthwhile to mention that in D = 2 the boundary
of the causal past of a region necessarily is smooth. There is no room for cusps
as in higher dimensions (cf, e.g., [120]).
6.1.2.1 Further preliminaries
To find the maximal extension of the local solutions (5.5), we want to exploit the
symmetries of this metric. As pointed out already in section 5.1.1.1, (5.5) permits
a Killing field, namely ∂
∂x1
. The function h(x0) measures the norm squared of this
Killing vector, furthermore. In particular a zero of h indicates that the line x0 =
2In section 6.1.6, we will compare (anti)deSitter spaces for two and higher dimensions briefly,
too.
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const is a light-like (null) Killing trajectory. We will adopt the customary term
Killing horizon for such lines and degenerate Killing horizon if the corresponding
zero of h is of higher order (i.e., h′|h=0 = 0). Also we will call the regions
between two zeros (or beyond the first/last zero) sectors . Finally, we call a
sector stationary if the Killing field is timelike there (h > 0) and homogeneous if
it is spacelike (h < 0).
The metric (5.5) has another symmetry, seen best in the (r, t)–coordinates
introduced to put the metric into generalized SS form (5.6). Equation (5.6)
has the disadvantage of becoming singular at zeros of h, whereas (5.5) behaves
perfectly well there. However, it displays a further independent (discrete) sym-
metry, namely one under an inversion of the Killing parameter t, t ↔ −t. If
h > 0, such that the transformation amounts to a time–reversal, then the metric
is called static, and thus we see that in two dimensions stationary implies static.
This comes, however, as no surprise since in two dimensions any vector field is
hypersurface-orthogonal.3 In connection with the coordinates (5.5), this time–
(or space–)reversal symmetry will prove to be a powerful tool in constructing
the maximal extension. Therefore we write it out in full also in the original
(x0, x1)–coordinates:
x˜0 = x0 , x˜1 = −x1 − 2f(x0) (6.2)
with f as in (5.8). Of course, this symmetry works only within one sector at a
time, because on its edges (zero of h) f diverges. We will call this transforma-
tion flip. Note that changing the constant in f yields a different transformation
(shifting the origin of the Killing-parameter t and thus the reflection axis), so ac-
tually one has a one-parameter family of flip-transformations. The effect of this
flip transformation on the dynamical fields is exactly that of the gauge changing
transformation equation (5.48). Thus the flip is in fact a symmetry transforma-
tion for the full solution to the models (2.19) or (3.15).
6.1.3 Extremals
The standard method for constructing the maximal extension involves the deter-
mination of the extremals and the study of their completeness properties. Since
we will directly apply the transformation (6.2) to extend our local solutions, this
3A static metric can also be characterized by the condition that the timelike Killing field be
hypersurface-orthogonal (cf, e.g., [56]), a nontrivial requirement in higher dimensions.
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is not really necessary in the present case. Still let us solve their equation for il-
lustrative purposes; after all, extremals, i.e. curves extremizing the actionm
∫
ds2,
are supposed to describe the motion of a test particle in the curved background
and are used to study the completeness properties of the solutions.
Using the Christoffel symbols Γµνρ ≡ (gµν,ρ+gρµ,ν−gνρ,µ)/2 , the equation for
the extremals reads
x¨µ + Γµνρx˙
ν x˙ρ = 0 . (6.3)
For the metric (5.5) this reduces to
x¨0 = −h′x˙1(x˙0 + h
2
x˙1) , x¨1 =
h′
2
(x˙1)2 , (6.4)
with h′ ≡ dh(x0)/dx0. Up to affine transformations, equation (6.3) yields a unique
parameterization of the solutions x(τ). For nonnull extremals the arc length s
itself is such an affine parameter . Let us remark that in the torsion-free case
extremals coincide with auto-parallels, satisfying ∇x˙x˙ = 0, while in the case of
nonvanishing torsion they are auto-parallel only with respect to the Levi-Civita
connection.
Clearly in two dimensions any null-line g(x˙, x˙) = 0 solves (6.3), (6.4). (It is
again a peculiarity of D = 2 that any null–line is also a null–extremal, as follows
by uniqueness of the latter.) In the chart (5.5), these null extremals are:
x1 = const , (6.5)
dx1
dx0
= −2
h
, wherever h(x0) 6= 0, (6.6)
x0 = const , if h(x0) = 0 . (6.7)
The extremals (6.7) are exactly the Killing horizons mentioned above. Plugging
these solutions back into (6.4), we see that for (6.5) and (6.6) the affine parameter
is τ = ax0 + b, (a, b = const). Thus these null extremals are complete at the
boundaries, iff the coordinate x0 extends to infinity into both directions of the
charts (5.5). For the models under study this is the case e.g. for all torsion–
free theories, whereas the KV–model (2.17) provides an example of incomplete
extremals (6.5, 6.6) at x0 = 0 (which is still a true singularity as R blows up
there, cf equation (5.47)). The affine parameter for the extremals (6.7) depends
on the kind of zero of h(x0): For nondegenerate horizons (h′(x0) 6= 0) we get
τ = a exp(−h′
2
x1) + b, so they are incomplete on one side, whereas degenerate
horizons (h′(x0) = 0) are always complete, as then τ = ax1 + b.
The nonnull extremals are found most easily by making use of the constant of
motion associated with the Killing field ∂
∂x1
(cf, e.g., [88]): g( ∂
∂x1
, x˙) ≡ x˙0+hx˙1 =
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const along extremals. Knowing that for nonnull extremals we may choose the
length as an affine parameter, this equation may be rewritten in the form
(dx0 + hdx1) = const · ds = const ·
√∣∣∣2dx0dx1 + h(dx1)2∣∣∣ . (6.8)
The resulting quadratic equation has the solutions
dx1
dx0
=
−1±
√
c
c− h(x0)
h(x0)
, c = const , (6.9)
x0 = const, if h′(x0) = 0 . (6.10)
(6.9) is meant to hold only when meaningful; the condition in (6.10) is immediate
from (6.4). The null-extremals (6.5), (6.6) can be obtained from (6.9) as the
limiting case c → ∞. Equation (6.9), even if it cannot be integrated explicitly,
permits a comprehensive qualitative discussion of the extremals. For brevity we
do not go into details here. Let us just point out that under the flip transformation
(6.2) each extremal (6.9) is mapped onto another one with the same value of c,
but with the opposite sign of the square root. Similarly the two types of null
extremals (6.5) and (6.6) get interchanged. It is straightforward to see that the
line element for the extremals (6.9) is
ds =
1√|c− h(x0)|dx0 , (6.11)
which will be used to determine their completeness properties. The extremals
(6.10), on the other hand, are obviously always complete, since x1 ∝ s + const
ranges over all of IR.
6.1.4 Construction of the Building Blocks, Carter-Penrose
Diagrams
In this and the following subsection we will derive the general rules of how to find
the Carter-Penrose diagrams starting from any given metric of the form (5.5).
Thereafter then we will summarize the resulting simple building block principle
and apply it to the specific models (3.21), (2.6), and (2.17) for illustration.
Let us first assume that h has no zeros. Then the diffeomorphism
x+ = x1 + 2f(x0), x− = x1 (6.12)
with f(x0) as before (5.8) brings the solution into conformally flat form, i.e., the
metric in the new coordinates reads g = h(x0)dx+dx−. The Killing field ∂
∂x1
then
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becomes ∂
∂x+
+ ∂
∂x−
and the flip transformations (6.2) are simply the reflections
at any of the lines x+ + x− = const.
Now, according to the asymptotic behavior of h there are three cases to be dis-
tinguished: First, the range of f may be all of IR (e.g. for h ∼ (x0)k≤1 as x0 → ±∞).
Then the image of the diffeomorphism (6.12) is the whole (x+, x−)–coordinate
plane. Second, the range of f may be bounded from one side (e.g. for h ∼
(x0)
k>1
as x0 → ±∞). In this case the image is only the half plane4 bounded by
the line x+ − x− = lim f . Finally, f may be bounded from both sides, in which
case the image is a ribbon a < x+ − x− < b.
a) b) c)
Figure 6.2: Carter-Penrose diagrams for h > 0 (thin lines represent Killing-
trajectories).
In order to get the Carter-Penrose diagrams we further apply a conformal
diffeomorphism like x± → tanx± which maps the solutions into a finite region,
and finally we turn the patch 45 degrees (counter-)clockwise for h (<)> 0, given
our convention that a positive (negative) ds2 corresponds to a timelike (spacelike)
distance.5 The three cases then correspond to a square, triangle or a lens-shaped
region, resp. (cf Fig. 6.2; the diagrams for h < 0 are similar but turned by 90
degrees). In the last case, however, we will sometimes prefer the (uncompressed)
infinite ribbon form.
Let us now come to the cases where h has zeros. These shall be treated
by means of a generic example, the function h of which is drawn in Fig. 6.3a.
In Fig. 6.3b we qualitatively depicted representatives of the null extremals (6.5,
6.6, 6.7) corresponding to the metric of Fig. 6.3a. Now, within each sector the
diffeomorphism (6.12) could be applied (again exhibiting the flip symmetry of
4This reflects the fact that then in the original (x0, x1)–coordinates any of the null extremals
(6.6) has one of type (6.5), i.e. x1 = const, as an asymptotic and thus the null-lines (6.6) do
not intersect all of the null-lines (6.5).
5Remember that h measures the norm squared of the Killing field. Thus h< (>) 0 corre-
sponds to homogeneous (stationary) spacetimes.
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the sector); it, however, breaks down at h(x0) = 0. It may be cumbersome to
write down explicitly the diffeomorphism that brings g into conformal form on
all of the chart underlying Fig. 6.3b.
Fortunately, the explicit form of such a diffeomorphism need not be con-
structed; we can proceed with a simple geometric argumentation: By an x1-
dependent distortion of the x0–coordinate one can straighten the null extremals
(6.6), leaving the horizons (6.7) as well as the null extremals (6.5), i.e. x1 = x− =
const, unmodified. Note that in our example the (x+, x−)–chart cannot be all of
IR
2 any more; rather on the right-hand side there will be some boundary, because
due to the asymptotic behavior of h the null lines of type (6.6) do not intersect
all null lines x− = const. By means of a subsequent conformal diffeomorphism
(like x− → tanx−; cf, however, the following paragraph) and a similar one for x+
the new coordinate chart covers only a finite region in IR2; the result is drawn
qualitatively in Fig. 6.3c. The boundary on the right-hand side can be made
straight by a conformal transformation in x+, by means of which one can also
transform all rectangles into squares. The final building block for the Carter-
Penrose diagram is obtained by turning the patch 45 degrees counter-clockwise,
as before, and is depicted in Fig. 6.3d.
In this example all the lines φ → ±∞ are complete: The null extremals
running there are complete since the coordinate x0 ranges over all of IR in Fig. 6.3a
(cf the discussion following equation (6.7)); for the nonnull extremals this follows
from (6.11), since h(x0) = O((x0)2). We will draw complete boundary lines
boldfaced and incomplete ones as thin solid lines. Horizons are drawn as dashed
lines (degenerate horizons, i.e. at higher order zeros of h, as multiply dashed
lines); the other null-extremals, which run through the Carter-Penrose diagrams
under ±45 degrees, are omitted. Finally, massive dots indicate points at infinite
distance.
As pointed out before, each sector exhibits the flip symmetry. In the exam-
ple Fig. 6.3c,d we took this into account by drawing the sectors symmetrically;
especially those segments of the boundary depicted as dashed lines are horizons,
too, similar to the interior horizons. The solution will thus be extendible at these
boundary lines and we must pay attention that the conformal diffeomorphism
transforming the x−–coordinate has the proper asymptotic behavior to allow a
smooth extension. Due to the flip symmetry there is of course a distinguished
choice for the x−-transition function, namely the one making the sector symmet-
ric (this amounts essentially to taking x− equal to some affine parameter of an
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x+ = const null-extremal). Unfortunately, different sectors may yield contradic-
tory functions, so in general one cannot simultaneously achieve symmetry for all
the sectors of the building block.
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Figure 6.3: Construction of the fundamental building block for a fictitious function
h(x0). In (b) and part of (c) the null-extremals (6.5), (6.6) are drawn; in the final
building block (d) they would run under ±45 degrees, but have been omitted. In
(c),(d) the horizons (6.7) have been drawn as dashed lines (degenerate ones as multiply
dashed lines). There and in the Carter-Penrose diagrams we have also included the
Killing trajectories (= lines of constant φ ≡ X3), which in (b) have been the straight
lines x0 = const, as thin solid lines. The function φ, and simultaneously x0, increases
monotonically throughout the block and the ‘boundary’ values of φ are written to
the corresponding boundary segments. Finally, in (b),(c) we have drawn the special
extremals (6.14), which are simultaneously the possible flip-axes for the extension.
121
x
1
x
0
τB
A B
A
B
v
a b
τ
u
A
Figure 6.4: Illustration of relative blue-shift.
The situation becomes particularly drastic if h(x0) has zeros of different order
as, e.g., in the example chosen in Fig. 6.4 (cf also Fig. 6.3 and the examples R3,4,
7,10 in section 6.1.6): Let A and B be null-extremals leaving the building block
across a degenerate (double zero of h) resp. nondegenerate horizon as shown in
Fig. 6.4. In the chart (5.5) they are described by equation (6.6) and as their
affine distance to the horizon we may choose τA := a − x0 and τB := b − x0.
The conformity of the building block requires that a chosen spacing along the
null-extremal A transfers to the extremal B via the family of perpendicular null-
extremals (6.5), i.e. the lines x1 or v = const, (cf Fig. 6.4). Now, near the
horizon the extremal A may be described asymptotically by x1 ∼ 1/τA and B
by x1 ∼ − ln τB, hence τB ∼ e−1/τA . When approaching the horizons τA and
τB vanish simultaneously, but also
dτB
dτA
→ 0. This already impedes a smooth
diagram, which is seen as follows: Choose a conformal gauge (5.3) and let A and
B be represented by u = const = uA or uB, resp. The affine parameter along
these null-extremals then satisfies dτA/dv ∝ exp(ρ(uA, v)) and likewise for B, as
is easily shown. But from the above we know that at the horizons
dτB
dτA
=
dτB/dv
dτA/dv
∝ exp(ρ(uB, v))
exp(ρ(uA, v))
→ 0 . (6.13)
Thus the conformal factor exp(ρ(u, v)) will either diverge along A when approach-
ing the horizon or, if rendered finite along A, vanish along B. It is thus impossible
to draw a smooth Carter-Penrose diagram in this case! A physical consequence
of this is that an observer B approaching the horizon, watching A approaching
the degenerate horizon (both observers may also be timelike), will notice that
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A becomes infinitely blue-shifted.6 Similar problems occur for any combination
of different horizons, only if all horizons are of equal degree the diagram will be
smooth.
Nevertheless, it is still possible and instructive to use such ‘nonsmooth Carter-
Penrose diagrams’ for book-keeping when constructing the extension and for
studying the causal structure. In the illustrations Fig. 6.12, 6.14 we have marked
those nonsmooth diagrams with the sign▽! . At any rate, the extended solutions
themselves will be smooth.
But even for only nondegenerate horizons there may occur problems, if two
triangular sectors meet. While for one sector the boundary can always be made
straight by a conformal diffeomorphism, this may be impossible for two adjacent
sectors simultaneously: Any conformal diffeomorphism (which is a reparameteri-
zation of each of the two lightcone-coordinates x+, x−) alters the angles between
boundary and horizon on both sides of the horizon in the same sense; more pre-
cisely, the ratio of the tangents of the respective angles is invariant. For instance,
all directions
Killing-lines run into
non-degenerate horizon:
all into the same direction
Killing-lines run asymptotically
degenerate horizon:
d)
c)
a) b)
Figure 6.5: Distorted Carter-Penrose-diagrams.
in the situation of Fig. 6.5a, a conformal diffeomorphism which makes the upper
boundary straight must necessarily bulge out the right boundary (at least near
the corner point), so the angles of the boundaries against the horizon can never
be made equal. This argument is also valid for the (already ‘extended’) diagram
Fig. 6.5c, and for similar reasons the angle in Fig. 6.5b cannot be smoothed. At
the end of section 6.1.5 (cf Fig. 6.8) we will show by an example that the distorted
diagram is in fact the generic case, if two ‘triangular’ sectors meet.
6More precisely, if A is sending out signals towards B at a constant rate with respect to its
affine parameter (proper time), B will receive them with an ever increasing and finally diverging
frequency (with respect to its own affine parameter).
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Finally, for degenerate horizons of equal degree these distortions do not occur;
one can always obtain right angles or straight lines. But also the Killing lines
behave differently then: As can be shown easily using (5.5), (6.5), (6.6) they
no longer run from the corner point of the sector in all directions; instead they
leave the corner point in only one direction asymptotically (tangential to the
boundary, if there is one; cf Fig. 6.5d). This feature applies also to (4d) extremal
Reissner-Nordstro¨m with its degenerate horizons, which is in this respect drawn
incorrectly in most textbooks (e.g. [117]). But also the other issues illustrated
by Figs. 6.5 and 6.6 are usually ignored in the literature.
6.1.5 Maximal Extension and Saddle-Point Charts
In the previous section we have compressed the coordinate patches (5.5) into
finite building blocks. Now we will investigate whether these blocks have to be
extended and how to do so.
Let us again examine the cases without zeros of h first. Their building blocks
are drawn in Fig. 6.2 and they are already inextendible, which is seen as follows:
If an extension were possible at all, then it must be possible (also) along the
null-infinities (i.e., the 45-degree boundaries of Fig. 6.2a,b) or along the timelike
(for h > 0) singularities7 (the vertical resp. curved boundaries in Fig. 6.2b,c).
The extension cannot be possible over a corner point alone, since this point then
cannot be an interior point of a new local chart.
Now, if x0 ranges over all of IR, then these boundary lines lie at infinite dis-
tance since x0 is an affine parameter for the null-extremals (6.5, 6.6). Thus they
cannot be regular interior points and the solution is inextendible. Note, how-
ever, that in general null- and nonnull extremals may have different completeness
properties! The completeness of the null-extremals depends on the domain of x0,
whereas the completeness of the other extremals hinges largely on the (asymp-
totic) behavior of the function h (cf equation (6.11)). E.g., the boundaries for
the R2–model (2.6) are ‘null-complete’ (as x0 ∈ IR) but ‘nonnull incomplete’ (as
limx0→±∞ s = finite, cf (6.11)). Usually a boundary point is called complete only
if all extremals running into it are complete. On the other hand, one complete
extremal is sufficient to make the metric inextendible through that boundary
point.
If x0 does not range over all of IR, then the null-extremals are incomplete and
7We will use this term even if the ‘singularity’ turns out to be at an infinite distance.
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perhaps also the other extremals. However, even then the solution is inextendible,
since on these boundaries some physical field (φ or some dilaton field) diverges.
Of course, if these fields are not taken seriously (or if one drops the restriction
U′(Φ) 6= 0, requiring it locally only), then one might try to extend the function
h(x0) smoothly or analytically beyond its original domain and repeat the analysis
with this new h to obtain an extension.
In the case where h has zeros, the discussion above is still valid for the first
and the last sector, i.e., an extension is not possible beyond those boundary
lines. However, at the other, interior, boundary lines the solutions are extendible
and this can be done as follows: Already in section 6.1.2.1 we have introduced
the flip transformation (6.2). In the Carter-Penrose diagrams this flip shows
as a reflexion of the sector in question. The reflexion axis, running diagonally
through the sector, has to be transversal to the Killing lines (i.e. horizontal for
stationary sectors and vertical for homogeneous ones; cf e.g. the dotted lines
in Fig. 6.3c). The flip transformation breaks down at the horizons bounding
the sector, because it maps the interior horizons onto exterior ones. We can,
however, flip (i.e. reflect) the whole building block and thus obtain an extension
beyond the previously ‘exterior’ horizons. The gluing thus amounts to taking the
mirror image of the block and patching the corresponding sectors together. This
procedure has to be performed at each sector of the first building block and after
that also at each sector of the new building blocks and so on (cf Fig. 6.6 for the
first steps).
don’t identify!
cf. Fig. 6.7c
etc.
identify?
yes! cf. Fig. 6.7a
Figure 6.6: The gluing procedure.
This gluing process is essentially unique; the only free parameter is the choice
of the symmetry axis of the flip transformation (i.e. the choice of the constant
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in (5.8)), but it only results in a coordinate change (shifting the x1-origin of the
charts (5.5)). As long as only the universal covering is pursued this does not
affect the solution. However, when further identifications of sectors are made,
such that the resulting solution is not simply connected, then we can have an
effect of this parameter (this will be discussed in section 6.2).
1
1 1
2
2
4
3
2 2
3
4
1
5
3
2
4
3
5
1
2
2
1
e)
new layer
a)
1
c)b)
new layer
new layer
d)
1
new layer
Figure 6.7: Gluing around a vertex point. Only in (a) the four sectors make up a
single sheet around the vertex point. In all other cases (b–d) the vertex point is not an
interior point and the solutions must be extended into further new layers covering the
original sectors. The same is true for the general situation of e.g. (e), showing part of
the extended diagram G7 (cf Fig. 6.14).
We have yet to investigate the case (see Figs. 6.6) and (6.7) that after sur-
rounding the point at the vertex of four blocks the overlapping sectors of the first
and the fourth block match. Shall they be identified?
This depends: There is exactly one case where they must be identified (Fig. 6.7a)
and there are a couple of cases where they could (but shall not). A necessary
requirement is of course that the sectors are equal (i.e. isometric, fields like φ
coincide). This is the case in (a),(d) of Fig. 6.7, but generically not in (b),(c),
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because there different sectors overlap (e.g. in (b) the sectors 1 and 5, if numbered
consecutively in the building block); only under rare circumstances (e.g. periodic
functions h and φ) they could happen to fit onto one another.
Now to the question whether they shall: If the solution can be extended
smoothly into the vertex point, then of course this must be done, and in this
case the overlapping sectors have to be identified to make a single sheet around
this vertex point (as shown below this will be the case precisely in the situation
Fig. 6.7a). If, on the other hand, the vertex point turns out to lie at infinite
affine distance, then it cannot possibly be an interior point. If the sectors were
identified, then one would have a noncontractible loop around this vertex point,
which cannot be accepted since we intend to construct the (simply connected)
universal covering. Thus we must not identify the overlapping sectors but start
a ‘new layer” and continue the gluing, giving rise to the winding-staircase like
structure outlined in Fig. 6.7b–d (cf also Fig. 6.12/R2 or Fig. 6.14 G4). This
applies also to the situation (Fig. 6.7e) that a whole slit is surrounded before over-
lapping, or even more generally to any occurence of overlapping sectors different
from the arrangement Fig. 6.7a. Certainly, even if we identify the sectors we still
have a (multiply connected) solution of the equations of motion. However, this
gluing process is not unambiguous but introduces a (geometrically meaningful)
parameter. We will analyze those solutions in all detail in section 6.2.
Our considerations on the completeness of the horizons (cf the paragraph
below (6.7)) show already that Fig. 6.7a is the only candidate for a regular ver-
tex point: Degenerate horizons are complete in both directions, whereas nondeg.
horizons are complete on one side only, which is easily recognized as that side of
the building block where the Killing lines converge (in Fig. 6.7 all such complete
points have been marked by massive dots). But even the general extremals run-
ning towards those vertex points show the same behavior: Those running along
with converging Killing-lines into the vertex point are either oscillating ones (be-
tween two fixed φ– resp. x0–values, cf (6.9)) or of the kind (6.10), which are both
complete. And those running transversally to the Killing lines are precisely those
of (6.9) with c = 0, i.e.,
dx1
dx0
= −1
h
, (6.14)
and coincide, furthermore, with the possible symmetry axes for the flip trans-
formations (in Fig. 6.3b,c we have drawn some of them as dotted lines). Their
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length follows from (6.11) where a is the zero of h(x0) in question:
s =
∫ a dx0√|h| ∼
∫ a dx0
(x0 − a)n2 →
{
<∞ n = 1
∞ n ≥ 2 . (6.15)
It is finite only at simple zeros. Thus, whenever a degenerate horizon runs into
the vertex point or Killing lines focus there, then this vertex point is at infinite
distance and has to be taken out of consideration. In these cases, to obtain the
universal covering we must not identify the overlapping sectors but continue the
gluing in a new layer.
In the case of Fig. 6.7a (only nondeg. horizons and the Killing lines avoid-
ing the vertex point), however, all extremals are incomplete, and it is thus to
be expected that the vertex point is a regular interior point of the manifold.
This is indeed true: equation (5.51) represents a smooth nondegenerate metric
for the neighbourhood of such points, which reveals the vertex point as regular
interior point (a saddle point of φ, with Xa = 0). The four adjacent sectors then
constitute one single sheet (cf also diagrams 3–5 of Fig. 6.6).
Keeping in mind the Schwarzschild-like form of (5.6), there is also an alterna-
tive way of obtaining such a saddle-point chart, imitating the Kruskal-Szekeres
procedure. It was initially proposed by M. Walker [114] for a special rational
form of h. We want to show here that it works for any sufficiently smooth h (say
Cn) with simple zero at x0 = a. The transformation reads (with f as in (5.8))
u = sgn(h) exp h′(a)
[
f(x0) +
x1
2
]
= sgn(h) exp
x0∫
h′(a)
h(x)
dx+
h′(a)
2
x1 (6.16)
v = exp−h
′(a)
2
x1 . (6.17)
It brings the metric (5.5) into the form
ds2 = −4h˜(uv)
h′(a)2
dudv
uv
, (6.18)
which is evidently nonsingular and nondegenerate around u, v = 0. Here h˜(uv) is
determined implicitly via h˜(uv) = h(x0(u, v)). The integration constant hidden
in u has to be chosen such that u is continuous at x0 = a.
To show that the transformation (6.16), (6.17) is really a (local) diffeomor-
phism consider the following decomposition of the integrand in (6.16) (separating
the singular term):
h′(a)
h(x)
=
1
x− a −
h(x)
x−a − h′(a)
h(x)
. (6.19)
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The first term yields (after integration and exponentiation) a factor (x−a),8 and
also the second term (being Cn−2, if h ∈ Cn) behaves perfectly well. It is thus
not at all necessary that h is of the special rational form given in [114, 115].
We are now finally in the position of proving the statement on the distorted
boundary of the R2–gravity solutions made at the end of section 6.1.4. Let e.g.
Λ = −1
3
, C = 4
3
, hence (cf equation ((5.13)) h = 2
3
[2− x0 − (x0)3]. Equations
(6.16), (6.17) can be integrated easily to
uv = sgn(h) exp
x0∫
h′(1)
h(x)
dx =
= sgn(h) 8
√
(x0)2 − 2x0 + 1
(x0)2 + x0 + 2
exp
( −3
4
√
7
arctan
1 + 2x0√
7
)
. (6.20)
The singularities lie at x0 = ±∞, i.e. at uv = exp
(
− 3π
8
√
7
)
≈ 1.561 and uv =
− exp
(
+ 3π
8
√
7
)
≈ −0.641, respectively. The familiar conformal diffeomorphism
x
0 8+=
x
0 8+=
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8+ 8+ 8+
8+8+8+
8 8 8 8 8 8
v
u
=x
0 8
b) c) d)a)
Figure 6.8: Distorted Carter-Penrose-diagrams for the R2–model.
u → tan uˆ, v → tan vˆ shows immediately that the correct shape of the Carter-
Penrose diagram must be like in Fig. 6.8b,c (it is of course possible to straighten
the one boundary line at the cost of the other by means of conformal diffeomor-
phisms). Only if the two hyperbolae x0 = ±∞ happen to lie at equal values of
|uv| then we can obtain a square. Thus for nonsymmetric functions h (with one
zero) squares are rather the exception to the rule. This remark applies also to
the square shaped Carter-Penrose diagrams obtained, e.g., in [115, 121] for other
special models covered by the present treatment. Finally we want to mention
some physical difference between a world with a square-shaped Carter-Penrose
8Note that the coefficient h′(a) in (6.16) is absolutely necessary: Otherwise we would have
a factor k 6= 1 in the singular term, which then integrates to (x − a)k, and the transforma-
tion would no longer be a diffeomorphism. This seems to have been ignored in the literature
sometimes.
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diagram and another of the generic form Fig. 6.8b,c: Only in the former case a
series of null-lines ‘bouncing off’ the boundaries closes to a rectangle (cf dotted
lines in Fig. 6.8).
6.1.6 Recipe and examples
Let us summarize briefly the principle of how to construct the maximally extended
Carter-Penrose diagram corresponding to any function h in (5.5):
• The number and kind of zeros of the function h determines the number of
sectors and their ‘orientation’ in a fundamental building block (h > 0 corresponds
to stationary sectors, h < 0 to homogeneous ones). More explicitly: For n zeros of
h there are n+1 sectors in the building block. If a zero of h is of odd order, then
the corresponding Killing horizon separates a stationary from a homogeneous
sector; otherwise the two neighboring sectors are clearly of the same type (as h
does not change its sign).
• The end sectors of the building block are either a square or a triangle, depending
on the asymptotic behavior of h. It is a triangle, if f(x0) =
∫ x0
du/h(u) remains
finite at the boundary (e.g., for h(x0) ∼ (x0)k>1 as x0 → ±∞), and it is a square,
if f(x0) diverges (e.g., for h(x0) ∼ (x0)k≤1 as x0 → ±∞).
• Choose any sector and establish the symmetry axis, running diagonally through
the sector, transversal to the Killing lines (i.e. horizontal for stationary sectors
and vertical for homogeneous ones). Reflect the whole block at this symmetry
axis and identify the corresponding sectors.
• Proceed in this way with all sectors until you come to an end, or ad infinitum.
• If after surrounding a vertex point sectors overlap, the Killing horizons running
into that point being nondegenerate (simple zero of h), and if the Killing lines
do not focus in that point (Fig. 6.7a), then identify the overlapping sectors such
as to make a single sheet around this vertex point. In all other cases (e.g. higher
degree zero of h, Killing-lines running into that point, etc.) do not identify the
sectors, but continue gluing in a new layer to get the universal covering.
• Any boundary is null-complete, iff x0 → ±∞ there. A boundary point is
complete with respect to all other extremals (6.9), iff
∫ x0
du/
√|c− h(u)| diverges
there, (cf equation (6.11)). Complete boundaries have to satisfy both conditions
(except that only extremals of one kind run there) and are depicted boldfaced.
As pointed out repeatedly before, the Carter-Penrose diagrams obtained in
this way are to be understood as schematic ones only. However, if the zeros
of the respective function h are all of the same order, then these diagrams are
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also smooth. By this we mean that there exists a (smooth) diffeomorphism from
the universal covering solution to the respective diagram, so that the diagram
may indeed be regarded as a chart to the spacetime (cf our discussion in section
6.1.2). Still, if the zeros are all simple (nondegenerate horizons) and two nonnull
boundary lines meet in a point, then it will in general be necessary to deform the
boundary lines somewhat (cf Figs. 6.5a–c, 6.8). For a null and a nonnull boundary
line meeting9 or for higher order zeros these complications do not occur.
If, on the other hand, h has zeros of different degree, then there is no smooth
diffeomorphism from the universal covering solution to the Carter-Penrose di-
agram; the latter has to be regarded as purely schematic then. An explana-
tion from the physical point of view has been provided by means of a relative
red/blue-shift between observers approaching Killing horizons of a different type
(cf Fig. 6.5). Certainly the universal covering solutions themselves are still smooth
everywhere in these cases, too: The gluing diffeomorphism (6.2) may be used to
patch together charts (5.5) (this poses no problem since only one kind of Killing
horizon at a time is involved) and an atlas is obtained when completing these
charts by those of type (5.51) or (6.18). Obviously, also in these cases it is in-
structive to keep track of the patching by a (schematic Carter-Penrose) diagram;
only it may not be taken as a true smooth image of the respective spacetime
then.
We now come to the announced examples, starting with (anti-)deSitter grav-
ity (3.21). Since all values Λ 6= 0 yield (basically) equivalent Carter-Penrose
diagrams, we will set Λ := −2 in the following. This describes deSitter gravity.
For positive values of Λ (anti-deSitter gravity) the Carter-Penrose diagrams ob-
tained below have to be turned by an angle of 90 degrees, while Λ = 0 yields the
diamond like Minkowski space diagrams, of course. We then get a one-parameter
family of functions h [cf equation (5.12)], hJT (x0) = C − (x0)2, parameterized by
the Casimir constant C = XaX
a + (φ)2 (cf Fig. 6.9).
J1: For any C > 0 this curve h(x0) has two simple zeros, leading to one square
within the fundamental building block. Asymptotically we have h ∼ −(x0)2, so
that adjacent to the square there will be a triangle at each side, the boundary of
which, φ = ±∞ resp., is spacelike and complete. Gluing leads to the ribbon-like
9If, say, a spacelike boundary meets a null boundary at a corner point (e.g. in the dia-
grams G1-4, 8,9,11 of Fig. 6.14), then there is obviously no problem to change the angle of
the spacelike boundary at will, since the null boundary always remains null under conformal
transformations.
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Figure 6.9: Functions h(x0) for the JT–model.
diagram shown in Fig. 6.10. (For the other sign of the cosmological constant, e.g.
Λ = +2, we get the same diagram for C < 0, rotated, however, by 90 degrees, as
the infinity is timelike then).
J2: For C = 0 we get no square, but only two triangles. The corresponding
Carter-Penrose diagram is again plotted in Fig. 6.10.
J3: For C < 0 the function h has no zeros (Fig. 6.9). We therefore may apply
directly the diffeomorphism (6.12) with the function (5.8), which in the present
case can be written in terms of elementary functions:
f(x0) = − 2√−C arctan
(
x0√−C
)
. (6.21)
The resulting region (x+, x−) is again a ribbon (Fig. 6.10); but this time without
such a periodic internal structure as before, since the Killing lines φ = x0 = const
become the parallels x+ − x− = const in the present case.
Clearly, as manifolds the solutions J1-3 are all the same, namely the unique
(simply connected, maximally extended) manifold with zero torsion and constant
curvature (R ≡ Λ, cf equation (3.21)). The difference between the spacetimes
J1-3 arises only from the function φ defined on them. Preservation of φ reduces
the originally three independent Killing-fields to only one symmetry direction
(indicated by arrows in Fig. 6.10).
Note that while the Carter-Penrose diagrams for anti-deSitter space coincide
for all dimensions (vertical ribbon), they apparently differ for deSitter space: D-
dimensional deSitter space can be obtained from restricting a D+1-dimensional
Minkowski metric to the one-sheet hyperboloid, the topology of which is IR ×
SD−1. In particular, this hyperboloid is simply connected for D > 2 and thus
yields already the universal covering space. Also, upon spherical reduction, its
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Figure 6.10: Carter-Penrose diagrams for the JT–model; left the building blocks,
right the extended diagrams. Arrows inside the diagrams indicate Killing fields for
those solutions.
Carter-Penrose diagram is the familiar square [117]. For D = 2, on the other
hand, this hyperboloid is topologically a cylinder IR× S1 and the universal cov-
ering, obtained by unwrapping the S1 to IR, is clearly the horizontal ribbon of
Fig. 6.10. Thus for D = 2 (and only there) deSitter and anti-deSitter space
are related by a simple signature change and the corresponding Carter-Penrose
diagrams are just rotated by 90 degrees against one another.
Let us now turn to the second example: R2–gravity (2.6). The corresponding
function h(x0) is in this case [cf equation (5.13)] hR
2
= −2
3
(x0)3 + 2Λx0 + C.
Since x0 ranges over all of IR and at infinity h ∼ (x0)3 we get incomplete (null-
complete but nonnull-incomplete) triangular sectors at both ends of the building
block. The corner points are, however, complete, since only the null extremals
(6.7) run into them. A more detailed analysis yields five qualitatively different
cases depending on the parameters C and Λ (see Fig. 6.11):
R1 : one simple zero of h at x0 = B
R2 : one triple zero at 0
R3 : one simple zero at B1 and one double zero at +
√
Λ
R4 : one double zero at −√Λ and one simple zero at B3
R5 : three simple zeros at B1, B2, and B3,
where B1 < −
√
Λ < B2 < +
√
Λ < B3 and −∞ < B < +∞. Obviously
φcrit = ±
√
Λ (by its definition as zero of the potential W (0, φ)) and the curve
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Figure 6.11: R2–gravity, overview.
along R4,2,3 in Fig. 6.11 corresponds to the critical values Ccrit ≡ ±(4/3)Λ(3/2)
of C. It is completely straightforward to construct the Carter-Penrose diagrams
according to the above rules. The result is depicted in Fig. 6.12. Note that not
only R2 but also the extended solutions R3-5 will be multi-layered; for instance,
the copies appended to R4 at the upper left and the upper right horizon, resp.,
lie in different layers of the universal covering (cf Fig. 6.7e for a similar situation).
For nonnegative Λ there are, in addition to those diagrams, also infinite ribbons
for the constant curvature solutions dω = ∓2√Λε (cf equation (5.54)); in the
diagram Fig. 6.11 they are located at the curve R4,2,3, i.e. at C = Ccrit(Λ).
So, for a negative cosmological constant Λ, which in contrast to C is fixed
by the choice of the action (2.6), there is only one schematic Carter-Penrose dia-
gram (cf Fig. 6.11). The choice of the one free parameter C, however, influences
the causal structure of R1 somewhat, giving rise to the distorted boundaries (cf
also Fig. 6.8). For positive values of Λ there are mainly two kinds of (again
schematic) Carter-Penrose diagrams: R1 and the a bit more complicated dia-
gram R5. Again, to have them smooth, some of the boundaries will be curved
for generic values of C (also for R5, although this has not been indicated in
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Figure 6.12: Carter-Penrose diagrams for the R2–model. Those marked ▽! are
nonsmooth; furthermore, the singularities of R5 might be distorted in the same way
as sketched in Fig. 6.5c. (For more details cf caption of Fig. 6.14).
Fig. 6.11!). The separation of the solution space into solutions of the type R1
and R5 occurs at the values ±(4/3)Λ(3/2) of C. At these values we have the
spacetimes corresponding to the (inherently nonsmooth) Penrose diagrams R3,4
and those of deSitter type with R ≡ ±4√Λ (but now with no internal structure
as the functions X i are constant all over M here). So at C = Ccrit the Casimir
constant does no longer classify the universal coverings uniquely. This is related
to the fact that there is more than one symplectic leaf for a critical value of
C: Besides a two-dimensional leaf, corresponding to R4 resp. R3, there is the
pointlike one X+ = X− = 0, φ = φcrit, corresponding to a deSitter solution of
positive resp. negative constant curvature.
The third example is the Katanaev-Volovich model (2.17). Its function is
hKV (x0) = 1
α
{Cx0 − 2(x0)2[(ln x0 − 1)2 + 1− Λ]} , where x0 ∈ IR+. The func-
tion hKV always has a zero at x0 = 0 ⇔ αφ = −∞, which is at least of order
one. Thus the function f =
∫ x0
du/h(u) (cf equation (5.8)) has infinite range
as x0 → 0, which shows that the Carter-Penrose diagrams have a square-shaped
sector at this end, the null-infinities, however, being incomplete. On the other
boundary of the coordinate patch, αφ = +∞, we find αh ∼ (x0)2 ln2 x0, corre-
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sponding to a complete triangular sector at this end.
Λ
C
G11
G10 G7
G1 G9
G4
G3
G2 G8
G6
G5
Figure 6.13: KV–model, overview. The different regions correspond to qualitatively
different functions h (number and degree of zeros, asymptotic behavior at 0 and +∞).
This time we get 11 qualitatively different cases (in addition to two deSitter
solutions) depending on the parameters C and Λ:
G1,2 : no zeros of h
G3 : one simple zero at x0 = B
G4 : one triple zero at x0 = 1
G5,6 : one double zero at x0 = e
√
Λ
G7 : one double zero at e−
√
Λ and one simple zero at B1
G8,9 : two simple zeros at B2 and B1
G10 : one simple zero at B3 and one double zero at e
√
Λ
G11 : three simple zeros at B3, B2, and B1,
where 0 < B3 < −
√
Λ < B2 < +
√
Λ < B1 and B ∈ IR+. An overview is
provided by Fig. 6.13. In the above list we took x0 ∈ IR+. The cases G2,6,8
and G1,5,9, respectively, differ only in the asymptotic behavior of h at x0 → 0
(hKV ∼ x0 for C 6= 0, but hKV ∼ (x0 ln x0)2 for C = 0), which influences the
completeness properties (see below). The critical values of φ are easily determined
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Figure 6.14: Carter-Penrose diagrams for the KV–model (those marked ▽! are
nonsmooth!). Complete boundary lines are indicated by boldfaced lines, complete
points (points at infinity) by massive dots, incomplete boundary lines by thin solid
lines, and horizons by dashed lines (degenerate horizons, i.e. at higher order zeros of
h, by multiply dashed lines). The null extremals (6.5, 6.6) which run through the
diagrams under ±45 degrees are omitted. Arrows outside a diagram (G5-11) indicate
that the solution should be extended by appending similar copies at the corresponding
boundaries (but cf Fig. 6.7e).
to be ±√Λ/α; the corresponding value of the Casimir function C is
Ccrit = −4
(
±
√
Λ− 1
)
exp
(
±
√
Λ
)
, (6.22)
which marks the curve G5,6,10,4,7 of Fig. 6.13 and simultaneously the deSitter
solutions Dea = 0, dω = ± 2
α
√
Λε (cf equation (5.54)).
It is now straightforward to draw the Carter-Penrose diagrams of the KV–
model. The result for α > 0 is depicted in Fig. 6.14 (extended versions of G5,9
are given in Fig. 6.15); the diagrams for α < 0 are obtained by rotating these
by 90 degrees. According to the different behavior of h at the boundary x0 = 0
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the Carter-Penrose diagrams G2,6,8 (C = 0) differ from G1,5,9, respectively,
only by having a complete time–(space–)infinity, α > (<) 0, at that boundary
(use (6.11)). Let us stress that all Carter-Penrose diagrams in Fig. 6.14 except
for G7,10 are smooth now, the boundary lines being actually straight (cf pre-
vious footnote). Again, however, a representation of the extended diagrams for
G4,7,10,11 will require infinitely many overlapping layers (cf Fig. 6.7e for the
case G7).
8 888
8+8+8+
8
8+
8+
8
8
8+
8+
8
8
8+
8+
8
88
G9(8)
G5(6)
8+
Figure 6.15: Some extended Carter-Penrose diagrams for the KV–model. Arrows
inside the diagrams indicate Killing fields.
The numbering G1-11 has been chosen as in [122], where the Carter-Penrose
diagrams Fig. 6.14 have been constructed first. It should be noted, however,
that our procedure to obtain these diagrams is incomparably faster than the one
of [122]. The main reason is that the local solutions used there (resulting also
from ours through the diffeomorphism (6.12)) are valid only in coordinate patches
which are part of ours (the sectors h(x0) 6= 0); they had to be glued along their
border, which entailed lengthy considerations of the asymptotic behavior. In the
chiral gauge (5.5), instead, the charts overlap and simply have to be matched
together. As a consequence we also could prove that all the solutions of (2.17),
(and in fact also of (2.19) with an, e.g., analytic potential W ) are analytic.
As pointed out repeatedly, the Carter-Penrose diagrams G7,10 are, however,
not smooth but have to be regarded as schematic diagrams only (of course, the
universal covering solutions themselves are smooth).
As a further example for the application of the simple rules outlined at the
beginning of this subsection we could consider, e.g., a model (5.1) where V is
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chosen to be the derivative of our generic function h in Fig. 6.3a. In this torsion-
free case with g = 2e+e−, the function h in (5.5) will coincide with the function
in Fig. 6.3a up to a ‘vertical’ shift according to (5.12). It is now not difficult
to see that there will be 11 qualitatively different schematic Carter-Penrose dia-
grams in this case, as well as further four deSitter solutions (corresponding to the
four distinct extrema of the function h in Fig. 6.3a or, equivalently, to the four
zeros of the potential V ). We leave it as an exercise for the interested reader to
sketch these Carter-Penrose diagrams explicitly. Note that some of them will be
quite ramified already (cf, e.g., Fig. 6.6), a feature that becomes more and more
pronounced with an increasing number of zeros of V (or h).
This completes our analysis of the universal coverings of a general pure gravity
(or gravity–YM) model. Starting from any of these Lagrangians, the determina-
tion of the corresponding Carter-Penrose diagrams is straightforward now. One
just has to determine the function h as, e.g., in (5.12). Thereafter the coverings
follow from simple rules where only the zeros of h and its asymptotic behavior
enters. This was illustrated by several examples above. As remarked already
before, the procedure is applicable also to the analytic extension of any metric
with a Killing field (cf the remarks in section 6.1.1).
6.1.7 Remarks on global coordinates
For many of the Carter-Penrose diagrams, such as e.g. for R1,G3,5,9, it is pos-
sible to find also global coordinates, displaying explicitly the analyticity of the
metric. E.g., for R1,G3 we have already found the Kruskal-like coordinates
(6.18) or the more explicit ones (5.51), and instead of for G5,9 we provided
a global, explicitly analytic chart in a chiral gauge (5.4) for the (mathemati-
cally) quite similar (four-dimensional) Reissner-Nordstro¨m solution in [123]. The
method presented there may be adapted easily to cases such as G5,9 or in fact
to any two-dimensional spacetime with a Killing field that permits a foliation by
null-lines.
The main idea of [123] is that in such cases there is no Gribov obstruction [124]
to picking the light cone gauge (5.4) or (5.18). Thus there must exist functions
F and G in (5.20) yielding a globally well–defined solution. The residual gauge
freedom of (5.18) may then be used to simplify these two functions. The resulting
problem for F may be mapped to the problem of classifying vector fields on a
line modulo diffeomorphisms; the number of zeros of F is thus gauge invariant,
among others. The field equations pose restrictions on the slope of F at its zeros.
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For the case of SS or RN, e.g., the residual gauge freedom may be used to bring
F (and also G) into a form containing elementary functions only. E.g., for SS
F ∝ x1 and G = const may be achieved, while for RN F and G may be fixed by
using cos and sin. (Cf [123] for the details).
For SS the resulting coordinates provide a hardly known, explicit global chart
(found first by [125]) as an to interesting alternative to the much better known
Kruskal coordinates [126]. The method provides also an explicit analytical global
chart for the RN spacetime. Both of these charts should be at least of pedagogical
interest.
6.2 All global solutions of (all 2d) Gravity–Yang–
Mills models
6.2.1 Introductory remarks
In this section we want to classify all global, diffeomorphism inequivalent classical
solutions of a general pure gravity model. In particular the analysis covers the
generalized dilaton gravity models (3.15). The classification shall be done without
any restriction on the topology of the spacetime M .
For some of the popular, but specific choices of the potentials U,V,Z, in
(3.15) such as those of string inspired dilaton gravity (section 3.1.2), of deSitter
gravity (equation (3.21)), or of spherically reduced gravity (section 3.1.1), the
possible topologies of the maximally extended solutions turn out to be restricted
considerably through the field equations. In particular their first homotopy is
either trivial or (at most) Z. (Permitting e.g. also conical singularities, cf section
6.2.5, the fundamental group might become more involved.)
For any ‘sufficiently generic’ (as specified below) smooth/analytic choice of
U,V,Z, on the other hand, the field equations of L permit maximally extended,
globally smooth/analytic solutions on all noncompact two-surfaces with an arbi-
trary number of handles (genus) and holes (≥ 1).10 This shall be one of the main
10That there are no solutions on compact manifolds (except in the flat case, cf section 6.2.4.5)
can be seen by inspection of the possible fundamental groups; however, it may in many cases
also be deduced from the fact that the range of the field Φ in (3.15) is not compact. Let us
note in this context that according to, e.g., [127] there are no compact two-manifolds without
boundary (closed surfaces) that may be endowed with a metric of Lorentzian signature, except
for the torus and the Klein bottle.
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results of the present section. These solutions are smooth and maximally ex-
tended, more precisely, the boundaries are either at an infinite distance (geodesi-
cally complete) or they correspond to true singularities (of the curvature R and/or
the dilaton field Φ). We will call such solutions global , as there are other kinds
of inextendible solutions (cf below, in particular section 6.2.5).
6.2.1.1 Motivation
The existence of solutions on such nontrivial spacetimes is a qualitatively new
challenge for any program of quantizing a gravity theory. Take, e.g., a Hamilto-
nian approach to quantization: In any dimension D + 1 of spacetime the Hamil-
tonian formulation necessarily is restricted to topologies of the form Σ×R where
Σ is some (usually spacelike) D-manifold. In our two-dimensional setting, Σ may
be IR or S1 only. Thus π1(M) can be Z at most. According to our discussion
above, this is far from exhaustive in most of the models (3.15).
Let us compare this to the case of full four-dimensional Einstein gravity.
Clearly, there the space of solutions will include spacetimes of complicated topolo-
gies. Therefore, a restriction to topologies of the form M = Σ× R seems hardly
satisfactory in the 4d scenario as well. A path integral approach to quantum
gravity, on the other hand, does not place an a priori restriction on the topol-
ogy of the base manifold M . However, also in the path integral approach for
M 6= Σ × R, the definition of an integration measure is plagued by additional
ambiguities and problems, cf [128]. The class of models (3.15) (and also the the-
ories with torsion, equation (2.19)) may serve as a good laboratory to improve
on that situation and to gain new insights in such directions.
For spacetimes of topology Σ×R, furthermore, we are interested in an explicit
comparison of the solution space or moduli space of a given action (space of all
solutions to the field equations modulo diffeomorphisms) with the reduced phase
space (RPS) in a Hamiltonian formulation of the theory. In the simply connected
case (Σ = R) we already classified all global diffeomorphism inequivalent solu-
tions in the previous section. The solution space was found to be one-dimensional,
parameterized by a real number C ∈ R. As the result of a symplectic reduction
must lead to an even-dimensional RPS, we may conclude that in the case of
an ‘open universe’ (Σ = R) the proper definition of a Hamiltonian system, de-
scribing the same physics as (3.15) (or (2.19)), is in need of some additional
external input. This seems to creep in implicitly when defining boundary/fall-off
conditions for the canonical phase space fields and/or by declaring some partic-
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ular gauge transformation of the Lagrangian formulation of (3.15) as (nongauge)
symmetry transformation (cf also section 7.1 below). Periodic boundary condi-
tions, on the other hand, lead to a Hamiltonian formulation which is perfectly
well-defined without any further input besides that of periodicity (with respect
to some arbitrarily fixed coordinate period). Effectively they describe the case
of a ‘closed universe’ Σ = S1 and we conclude that for cylindrical topologies of
M the solution space of (3.15) must be even-dimensional. Indeed it will turn
out to be two-dimensional, a second parameter ‘conjugate to C’ arising from the
‘compactification’ (in one coordinate).
For generic 2d gravity theories the solution space for M ∼ S1 × R, and thus
the corresponding RPS, will have a highly nontrivial topology. This is the second
challenge which has to be faced in a quantization scheme: One has to cope with
this nontriviality of the orbit space, as for sure the RPS of four–dimensional
gravity will be even more intricate.
We will come back to these issues in chapter 7. We mentioned them here
already as they also serve as part of the interest for the classification performed
in the present section.
6.2.1.2 Organization
To classify the global solutions, we will employ three different, alternative meth-
ods. First, at the example of the KV model (2.17), solutions of nontrivial topology
are obtained from a ‘cut-and-paste’ technique: Starting from the Carter-Penrose
diagrams, we cut out some fundamental region and glue it together appropri-
ately. In this process, we keep track of different parameters labeling inequivalent
gluings. Together with the Casimir parameter C labeling the Carter-Penrose
diagrams, these parameters are coordinates on the moduli space.
Second, we will employ the σ-model approach of chapter 4 for a direct clas-
sification. In the case of pure gravity models it is possible to solve the field
equations globally within this framework, for arbitrary topology of M . The re-
spective calculation may again be performed within a few lines only. However,
per se the PSM formalism does not care about the physical restriction that the
metric should be nondegenerate globally. Thus, the solutions obtained will in-
clude solutions which have to be excluded on these grounds in a second step.
We did not manage to incorporate this restriction in a sufficiently practical way.
Therefore, as of present state, the PSM formalism gives an upper bound to the
dimension of the moduli space only.
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Last but not least a systematic, group theoretical approach will be applied.
For that purpose we will determine the full isometry group G of the universal
covering solutions first. All global solutions may be obtained as factor solu-
tions of the universal coverings by appropriate discrete subgroups of G. This
will yield a complete classification for a general pure gravity model in terms of
conjugacy classes of discrete groups. The simple machinery developed will fail,
however, for those solutions with three Killing vectors, which describe spaces of
constant curvature; they are thus discussed separately (and, although apparently
simpler, they are not fully classified yet). In the subsection on the group theoret-
ical approach we will also provide a geometrical interpretation of the additional
parameters arising.
In a final subsection, furthermore, we will briefly discuss ‘nonglobal inex-
tendible’ solutions (some remarks on them are found already in section 6.2.2,
too). They are connected to so-called kinks (of the metric). For a cylindrical
spacetime, for example, the (discrete) kink number of a metric may be defined
as follows: It is the minimal number of disconnected null-like parts (or points) of
any noncontractable line. Loosely speaking, the light cone tilts around nontriv-
ially along the noncontractable loop. The moduli space then splits into separate,
disconnected parts, characterized precisely by the kink number.11
6.2.1.3 Anticipation of some of the results
Also the classification of all global solutions will be found to depend solely on
the number and order of the zeros of the function h(r) in (5.5) (as well as there
asymptotic behavior). To provide an overview on the results, we restrict ourselves
to simple zeros h (zeros of higher order occur only for specific values of the
parameter C).
Besides the uniquely defined universal covering, one obtains the following
global space– and time–orientable solutions (n = # simple zeros of h):
n = 0: Cylinders labelled by their circumference (real number).
n ≥ 1: The above cylinders are still available, but now incomplete in a patholog-
ical manner (Taub–NUT space).
11This splitting is absent in the PSM approach or also in the Hamiltonian framework pre-
sented in chapter 7. This is connected to subtleties concerning degenerate metrics, and will be
discussed in some detail in chapter 7.
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Figure 6.16: Some Penrose-diagrams for the KV–model. The thin lines denote Killing
trajectories, the broken lines Killing horizons. The style of the boundary lines indicates
their completeness properties; however, since they are irrelevant for our topological
considerations, we will treat them rather sloppily. The arrows in G9 indicate that the
patch should be extended horizontally by appending similar copies, and likewise G11
should be extended vertically and horizontally.
n = 2: Complete cylinders labelled by a discrete parameter (patch number) and
a further real parameter.
n ≥ 3: Noncompact surfaces of arbitrary genus with an arbitrary number (≥
1) of holes. The number of continuous parameters equals the rank of
the fundamental group π1(solution) ≡ π1(M), and there are also further
discrete parameters.
The solution space for a fixed model (2.19) or (3.15) and for a fixed topol-
ogy is labelled by the above parameters plus the (mass) parameter C. For
the case of additional YM–fields, its dimension generalizes to (rank π1(M) +
1) (rank (gauge group) + 1).
Thus by a ‘sufficiently generic’ generalized dilaton theory at the beginning of
the present section 6.2.1, we meant an action characterized by potentials U,V,Z
which, at least for some values of C, give rise to a function h with three or more
zeros (cf, also, equation (5.12)).
6.2.2 Cut-and-paste technique for the KV model
In this section we discuss possible global solutions for the Katanaev-Volovich
(KV) model (2.17). Its universal covering solutions, resulting from the analysis
of the function h in (5.46), were obtained already in section 6.1.6, cf Figs. 6.13 and
6.14. For reasons of brevity we skip the solutions where h has higher order zeros
in this section; also we postpone a discussion of the deSitter solutions (section
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6.2.4.5). They both occur only for positive Λ and only for those two particular
values C±(Λ) of C on the boundary lines between G1/G9 or G3/G11 (i.e.
at G4-7,10 in Fig. 6.13)! The remaining, ‘generic’ diagrams are collected in
Fig. 6.16.
The KV model is adequate to illustrate much of what has been said in the
introductory remarks to this section as well as to get a grasp on the general case.
In particular, for a negative cosmological constant Λ there are only the simple
Carter-Penrose diagrams G1 and G3. Despite some differences, in the present
context, the situation for negative Λ reminds much of spherically symmetric vac-
uum gravity: Also there a horizon is present only for positive Schwarzschild mass
m ∼ C and none for negative values ofM . Moreover, like the spherical model,the
KV–model with Λ < 0 belongs to the class of particular models where the possible
topologies of spacetimes are restricted severely.
As mentioned above one obtains all noncompact two-surfaces, if the one-
parameter family h = hC(x
0) contains functions with three or more zeros. In the
KV–model this is the case for positive Λ, where the additional diagrams G11 if
0 < Λ < 1 as well as G9 if Λ > 1, cf Figs. 6.13, 6.16 arise.
We start with G1: Obviously this is a spatially homogeneous spacetime and
(5.5) provides a global chart for it. Identifying x1 and x1+ω, ω = const, evidently
we obtain an everywhere smooth solution on a cylindrical spacetimeM ∼ S1×R.
It results from the Carter-Penrose diagram G1 by cutting out a (fundamental)
region, e.g. the strip between two null-lines in Fig. 6.17, and gluing both sides
together in such a way that the values of the curvature scalar R, constant along
the Killing lines, coincide at the identified ends. The constant ω (or a function
of it) becomes the variable conjugate to C here. It may be characterized in
an inherently diffeomorphism invariant manner as the (metric induced) distance
between two identified points on a line of an arbitrarily fixed value of R (e.g.
R = 0). Thus ω is a measure for the ‘size of the compact (spacelike) universe’.
Next G3: Clearly also in this case we can identify x1 with x1 + ω in a chart
(5.5); obviously the resulting metric is completely smooth on the cylinder ob-
tained, the fundamental region of which is drawn in Fig. 6.17. However, this
cylinder has some pronounced deficiencies: Not only does it contain closed time-
like curves as well as one closed null-line (the horizon); this spacetime, although
smooth, is geodesically incomplete. There are, e.g., null-lines which wind around
the cylinder infinitely often, asymptotically approaching the horizon while hav-
ing only finite affine length (Taub–NUT spaces, see section 6.2.4.3). So, from
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Figure 6.17: Cylinders from G1,3,9. The opposite sides of the shaded strip have to
be identified along the Killing lines (cf also Fig. 6.23). Note that in G3,9 there occur
closed Killing horizons (broken lines), which leads to pathologies of the Taub–NUT
type.
a purely gravitational point of view such solutions would be excluded. Having
the quantum theory in mind, one might want to regard also such solutions. Be-
ing perfectly smooth solutions on a cylinder, certainly they will be contained in
the RPS of the Hamiltonian theory. We leave it to the reader to exclude such
solutions by hand or not.
The above Taub–NUT solutions are not the only dubious ones. Take any
maximally extended spacetime, remove a point from it, and consider the n-fold
covering of this manifold: clearly the resulting spacetime is incomplete. However,
for n 6= 1 it is impossible to extend this manifold so as to regain the original
spacetime. This is a very trivial example of how to obtain an in some sense
maximally extended 2n-kink solution from any spacetime. In the presence of a
Killing vector there are, however, more intricate possibilities of constructing kinky
spacetimes (resulting, e.g., also in inextendible 2-kink solutions, even flat ones);
we postpone their discussion to section 6.2.5.12 These solutions are certainly not
global in the sense pointed out before. Excluding them as well as the Taub–
NUT type spaces from G3, the above solutions are all global solutions for the
KV–model with negative cosmological constant Λ. In particular we see that the
topology of spacetime is planar or cylindrical only. Also the RPS (Σ = S1) is
found to have a simple structure: It is a plane, parameterized by C and ω.
Now the KV–model with Λ > 0: The discussion of G1,3 is as above. Also
for G9,11 an identification x1 ∼ x1 + ω in a chart (5.5) leads to a smooth
(but incomplete) cylinder again. However, for G9,11 there are also cylindrical
12One justification for this separation (besides technical issues) is that the RPS of the Hamil-
tonian formulation introduced in chapter 7 below is in some sense insensitive to these solutions
(so effectively one may ignore them to find the RPS). This may be different in other Hamiltonian
treatments. We will come back to this issue in chapter 7.
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solutions without any deficiencies. Take, e.g., G9: Instead of extending the
patch from Fig. 6.16 infinitely by adding further copies one could take only a
finite number of them and glue the faces on the left and the right side together
(cf Fig. 6.18). Clearly the result will be an everywhere smooth, inextendible
spacetime. Also it permits a global foliation into Σ×R with a spacelike Σ ∼ S1.
Now, however, the ‘size’ of the closed universe is ‘quantized’ (the circumference
being fully determined by the (integer) number of blocks involved). Still, there is
some further ambiguity in the gluing process that leads to a one-parameter family
of diffeomorphism inequivalent cylinders for any fixed value of C and fixed block
number. This second quantity, conjugate to C in a Hamiltonian formulation, and
its geometric interpretation shall be provided in section 6.2.4 (cf Fig. 6.27) below.
glue
Figure 6.18: Non–Taub–NUT cylinder from G9.
Thus in the case of G9 (and similarly of G11) we find the solution space
for cylindrical spacetimes to be parameterized by C (within the respective range,
cf Fig. 6.13), by an additional real gluing parameter, and by a further discrete
label (block number). For G9 there is also the possibility of solutions on a
Mo¨bius strip: We only have to twist the ends of the horizontal ribbon prior
to the identification. It will be shown that these nonorientable solutions are
determined uniquely already by fixing C and the block number; there is now no
ambiguity in the gluing!
By far more possibilities arise for G11. Again there are cylinders of the
above kind, with an analogous parameterization of these solutions. However,
now we can also identify faces in vertical direction (cf Fig. 6.16). For instance,
gluing together the upper and lower ends as well as the right and left ends of the
displayed region, one obtains a global solution with the topology of a torus with
hole. (It has closed timelike curves (CTCs), but no further defects; also there are
tori without CTCs.) The solution space for this topology is three-dimensional
now, the two continuous parameters besides C resulting from inequivalent gluings
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again. In addition, G11 permits much more complicated global solutions. In
fact, it is one of the examples for which solutions on all (reasonable) noncompact
topologies exist. Fig. 6.19 displays two further examples: A torus with three
holes and a genus two surface with one hole. The respective fundamental regions
(for the topologically similar solution R5) are displayed in Fig. 6.30 below. As a
general fact the dimension of the solution space exceeds the rank of the respective
fundamental group by one, and thus it coincides with twice the genus plus the
number of holes. Also, there occur further discrete labels.
a b(  ) (  )
Figure 6.19: Factor spaces from G11. The corresponding fundamental regions are
similar to those given in Fig. 6.30 for R5.
6.2.2.1 The moduli space for M ∼ Σ× IR
In conclusion, let us consider the RPS (= the solution space for topology S1×R)
in the case of Λ > 1 (simultaneous existence of G9 and G11, cf Fig. 6.13). It is
two-dimensional, being parameterized locally by C and the respective conjugate
‘gluing’ variable. However, for C taken from the open interval ]C−, C+[ (where
C±(Λ) = −4
(
±√Λ− 1
)
exp
(
±√Λ
)
, cf Fig. 6.13 and equation (6.22)) there
are infinitely many such two-dimensional parts of the RPS, labelled by their
‘block number’. More precisely, for sufficiently large negative numbers of the
(canonical) variable C (C < C−) the RPS consists of one two-dimensional sheet.
At C = C− this sheet splits into infinitely many two-dimensional sheets. At
C = 0, furthermore, any of these sheets splits again into infinitely many, all of
which are reunified finally into just one sheet for C ≥ C+. Furthermore, at C±
and 0 the RPS is nonHausdorff.
So, while for Λ < 0, where the RPS was found to be planar globally, a RPS
quantization is straightforward, yielding wavefunctions Ψ(C) with the standard
inner product (cf 7 for further details), an RPS quantization is not even well-
defined for Λ > 0 (due to the topological deficiencies of the RPS). In a Dirac
approach to quantization (cf also 7 below), on the other hand, related problems
are encountered when coming to the issue of an inner product between the physi-
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cal wave functionals: For Λ > 1, e.g., the states are found to depend on C, again,
but for C ∈ ]C−, 0[ there is one further discrete label, and for C ∈ ]0, C+[ there
are even further labels. When no discrete indices occur, as is the case for Λ < 0,
an inner product may be defined by requiring that the Dirac observable ω con-
jugate to C becomes a hermitian operator when acting on physical states [129];
this again leads to the Lebesgue measure dC then (cf also section 7.2.2.3). Such
a simple strategy seems to fail for Λ > 0 (and also any generic case of (3.15)!).
Certainly one could require that only cylinders of the kind Fig. 6.17 (states
with block number ‘zero’) contribute to the inner product. However, at least
in view of the corresponding classical solutions, this seems hardly satisfactory:
For G9, e.g., i.e. for C ∈ ]C−, 0[, we found precisely the above solutions to be
somewhat pathological, while those of nonzero block number (Fig. 6.18) were
perfectly admissible!
This is thus found as one of the points where an improvement of quantization
schemes may set in.
6.2.3 A global σ-model approach
In section 5.1.2 we determined the (local) solutions to the field equations of the
Poisson σ-models describing 2d gravity theories by using Casimir-Darboux (CD)
adapted field variables. As CD coordinates exist locally on the target space N
only, we cannot just apply the procedure directly in the global context without
adapting it appropriately.
In this section we will provide a classification of the global solution for the
pure gravity models.13 As remarked already in section 6.2.1, the classification
within (the present status of) this approach will provide only an upper bound
to the dimension of the moduli space. The additional requirement for globally
nondegenerate metrics is not yet taken care of. It should be possible, however,
to improve on this.
Pure 2d gravity models are described by means of a PSM with target space
N = IR3 and Poisson tensor (4.8). The symplectic leaves are either two- or
zero-dimensional.
13We exclude additional YM-fields here. They may, however, be incorporated easily by
standard argumentations used for classifying YM-fields on a fixed background. Alternatively,
it may be possible to generalize Theorem 2 below (maybe just by dropping its first assumption)
to provide the general global solution of a general PSM; then, gravity–YM systems would be
included automatically.
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We first focus on the map X from the spacetime (worldsheet) M into the
target space N . In the neighborhood of any (generic) point we may introduce
CD coordinates. In such coordinates, the field equations yield dC = 0. From this
we may follow, that the image of X has to lie entirely within a symplectic leaf.
This is already a global result, obtained by patching together different charts
with CD coordinates. (As may be shown, it also holds for ‘nongeneric’ points in
N , i.e. for zero dimensional leaves.)
Moreover, as becomes obvious upon inspection of the symmetries (4.14), any
smooth deformation of the map X is a gauge symmetry. If X is contractable,
in particular, a gauge representative may be chosen, such that M is mapped
into a single point only. For a generic leaf this corresponds to a degenerate (=
noninvertible) metric (cf e.g. equation (5.24) or (5.39)). This is not so dramatic
locally, however. Locally one always may use a gauge transformation such that the
image of a small region inM is two-dimensional and then a nondegenerate metric
is available. Providing merely an upper bound to the dimension of the moduli
space, we do not need to check, if globally a nondegenerate metric can be obtained
by means of the PSM symmetries out of a particular gauge representative. It
is sufficient to determine the dimension of the solutions identified by means of
PSM symmetries. (Recall that these symmetries coincide with the gravitational
symmetries for nondegenerate metrics. They are only somewhat stronger, as they
allow to gauge transform a nondegenerate metric into a degenerate one. The very
same mechanism works also in 2+1 gravity [130]. We will further discuss this issue
in chapter 7.
In general there will, however, be maps X also, with an image that may not be
contracted to a point. We thus obtain a discrete label for the classical solutions,
which characterize the homotopy classes of maps M → N . These labels are in
one-to-one correspondence with the block number(s) mentioned in the other two
approaches within the present chapter (or the conjugacy classes of the discrete
groups).
This completes the discussion of the fields X i(x). The more difficult part
is now the determination of gauge inequivalence classes of the fields Ai. More
precisely, this part is nontrivial only, provided X is noncontractable (otherwise
we can use CD again, inducing globally well-defined fields on M .)
For this purpose we return to the more abstract language, in which A = AidX
i
is regarded as a one-one-form on M ×N . Then we have
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Theorem 1. Any Ai ≡ X ∗(∂i⌋A) of the form
Ai = X ∗(∂i⌋Ω¯) (6.23)
solves the field equations (4.16) and (4.17) (globally), provided only Ω¯ is a closed
pseudo-inverse of P.
In the above ⌋ denotes the insertion of the respective vector field into the
respectively subsequent differential form.
We know that P has no inverse, as it has a (generically one-dimensional) ker-
nel. A pseudo-inverse Ω¯ is a matrix (two-form) coming as close to an inverse as
possible: its defining property is Ω¯PΩ¯ = Ω¯. Clearly, the pullback of Ω¯ to a sym-
plectic leaf is determined uniquely and equals the symplectic form Ω introduced
already before. There certainly is some ambiguity in defining Ω¯; we will come
back to this shortly.
Theorem 1 follows from noting that it is formulated in a target space covari-
ant way and that, on the other hand, it is in agreement with (5.23) and (5.24)
upon specialization to (local) CD coordinates. (A similar argumentation is often
applied in general relativity after using Riemann normal coordinates to establish
a result.) Note that within the theorem we may also replace ∂i by some arbitrary
vector field v on the target space.
More important in the present context, is, however, the following theorem:
Theorem 2. In the case that the orthonormal bundle of the symplectic leaf S ⊃
Im(X ) may be trivialized, the general local solution of A is provided by
Av :≡ X ∗(v⌋A) = X ∗(v⌋Ω¯) + αX ∗(v⌋dC) , (6.24)
where C is some Casimir function and Ω¯ a closed pseudo-inverse of P (both de-
fined in a neighborhood of S), and α is a closed one-form on M . The gauge
inequivalence classes of A, moreover, are in one-to-one correspondence with ele-
ments of H1(M).
We will not provide the details of the proof here. Sufficiency is demonstrated
along the same lines as for Theorem 1. For the converse direction of the proof, we
used the fact that the orthonormal bundle of Im(X ) (i.e., of the symplectic leaf
under consideration) may be trivialized. This ensures that a vector field ∂/∂C
nowhere parallel to Im(X ) may be found. It may be possible to relax or even
drop this assumption. (This is suggested, e.g., by the known correspondence of
gauge-inequivalent solutions of YM gauge theories to elements of H1(M) for each
independent Casimir element of the gauge group.)
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Note also that the choice of the Casimir function C is irrelevant in (6.24), as
a change C → f(C) only rescales α by a constant.
Let us remark, moreover, that a change in the choice of Ω¯ produces a term
like the second one in (6.24). So at least part of the freedom in choosing elements
of the first cohomology of M may be transferred also to the freedom of selecting
a pseudo-inverse. (Possibly this permits a simplification of the statement.) How-
ever, within the present formulation of the theorem, Ω¯ is fixed (and any fixed
choice will do).
It remains to note that in the case of pure 2d gravity, the (generic) symplectic
leaves have codimension one and thus their orthonormal bundle is trivial always.
We now have achieved the classification we strived for:
Theorem 3. Any point in the moduli space of a PSM with bracket (4.8) is in one-
to-one correspondence to a homotopy class of maps fromM into a symplectic leaf
S and an element from H1(M). Thus, dim(moduli space) = dim(π1(M)) + 1.
Here, by moduli space we mean all globally smooth solutions to the field
equations modulo the PSM symmetries (4.14), (4.15)!
Since some of those solutions will not permit PSM gauge transformations
such that the metric g = 2A+A− (symmetric tensor product) is nondegenerate
everywhere on M , Theorem 3 provides an upper bound for the dimension of
the gravitational moduli space only. (Furthermore, from the gravitational point
of view, an additional discrete label has to be introduced when also permitting
kinky spacetimes, cf sections 6.2.5 and 7.2.1.5 below.)
As the results of the detailed group theoretical approach, collected in sec-
tion 6.2.1.3 above, prove, the existence of globally nondegenerate representatives
within a given PSM equivalence class depends only on topological features of the
respective symplectic leaf (encoded in the parameter n of section 6.2.1.3) and the
topology of the spacetime (worldsheet). It thus may be expected that there is
also a simple direct approach taking care of global nondegeneracy of the metric
within the PSM language.
We add some preliminary considerations in this direction. The nondegeneracy
of the metric may be formulated in an elegant way in the PSM language under
the following assumptions: For solutions of the form (6.23) with a spacetime M
that is a covering of (or that is covered by) Im(X ) ⊂ S,14 the degenerate points
of g correspond to points on S where the kernel of Ω¯ (which necessarily points
14One these two scenarios is found to be realized always within the group theoretical approach
below.
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out of S, certainly) lies in an X3 ≡ φ = const surface. Further work along these
lines should be pursued.
6.2.4 Systematic group theoretical approach
6.2.4.1 Preliminaries
The method employed for finding the multiply connected solutions will be to
factor the universal covering solutions by a properly acting transformation group.
Let G := Sym(M) be the symmetry group of the manifoldM. For any subgroup
H ≤ G we can construct the factor- (or orbit-)space M/H which consists of the
orbits Hx (x ∈ M) endowed with the quotient topology (e.g. [131]). To pass
from this approach to a cut-and-paste description choose a fundamental region,
i.e. a subset F ⊆ M such that each orbit Hx intersects F exactly once. The
group action then dictates how the points of the boundary of F have to be glued
together (cf Fig. 6.20).
glue
generating shift
Figure 6.20: Cut-and-paste approach versus factorization. In the upper figure we
indicated the action of a transformation group generated by a shift three copies to the
right. To obtain the orbit space one identifies all sectors which are a multiple of three
copies apart (e.g. all shaded patches). This space may be described equivalently by
cutting out a fundamental region (lower figure) and gluing together the corresponding
faces.
A priori orbit spaces may be topologically rather unpleasant, they need e.g.
not even be Hausdorff. However, iff the action of this subgroup H is free and
properly discontinuous,15 then the orbit space is again locally Rn and Hausdorff,
15‘Free action’ in this context means fixed-point-free (not to be confused with ‘free group’,
which means that there are no relations between the generators of the group). For the definition
of properly discontinuous see e.g. [117, 116, 131]. These two conditions on the action of H
certainly imply that H is discrete with respect to any reasonable topology on G. (The converse
is, however, not true: a finite rotation group, e.g., is discrete but has a fixed point).
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i.e. a manifold. If, furthermore,H preserves some (smooth, metric, etc.) structure
or fields (e.g. Φ), then the orbit space inherits such a structure in a unique way, i.e.
the metric and the other fields are well-defined on M/H (they ‘factor through’)
and still fulfill the equations of motion (e.o.m.).
In this way one can obtain new ‘factor’-solutions of the e.o.m. We now want
to sketch shortly that when starting in this way from the universal covering M,
one obtains all multiply connected global solutions: Given a multiply connected
manifold M , one can always construct the (unique) simply connected universal
covering space M˜ and, furthermore, lift all the structure (metric, fields) to it. Cer-
tainly, the lifted fields again satisfy the e.o.m. (since these equations are purely
local). Also, the lifted geodesics are geodesics on the covering space, and they
have the same completeness properties. Thus the universal covering of a global
solution is again a global solution of the e.o.m. and coincides with M (which
was found to be determined uniquely, cf the previous chapter). Conversely, the
original multiply connected solution M can be recovered from the universal cov-
ering M˜ =M by factoring out the group of deck-transformations. Let us note in
passing that the fundamental group of a factor space is isomorphic to the group
factored out, π1(M) ≡ π1(M/H) ∼= H (more on this in [131]).
The solutions obtained by this approach are all smooth, maximally extended,
and Hausdorff. Of course, if one is less demanding and admits e.g. boundaries
(nonmaximal extension), conical singularities (failures of the differentiable struc-
ture), or violation of the Hausdorff-property, then there are many more solutions.
We will shortly touch such possibilities in section 6.2.4.3 (Taub–NUT spaces) and
section 6.2.5. On the other hand, from the point of view of classical general rel-
ativity even the globally smooth solutions may still have unpleasant properties
such as closed timelike curves or the lack of global hyperbolicity (cf the previous
section). In any case, our strategy will be to describe all of them; if necessary
they may be thrown away afterwards by hand.
The metric (5.5) displays two symmetries, namely the Killing field ∂
∂x1
, gen-
erating the transformations
x˜0 = x0 , x˜1 = x1 + ω , (6.25)
valid within one building block, and the (local) flip transformation provided by
equation (6.2), valid within a sector, which has been used as gluing diffeomor-
phism for the maximal extension. The special family of nonnull extremals (6.14)
provide possible symmetry axes for the flip-transformations (6.2) (cf dotted lines
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in Fig. 6.3).
The building block is usually incomplete (unless there is only one sector) and
has thus to be extended. This process (described in detail in the previous chap-
ter) consisted of taking at each sector the mirror image of the block and pasting
the corresponding sectors together (using the gluing diffeomorphism (6.2)). Usu-
ally, overlapping sectors should not be identified, giving rise to a multi-layered
structure, cf e.g. the spiral-staircase appearance of G4 (Fig. 6.24 below). Only
where nondegenerate horizons meet in the manner of G3 (Figs. 6.16, 6.24, called
bifurcate Killing horizons), the enclosed vertex point is an interior point (saddle-
point for Φ, called bifurcation point), and the overlapping sectors have to be glued
together, yielding one sheet.
Any symmetry-transformation of a solution to the model (3.15) must of course
preserve the function Φ (more generally, for the model (2.19) the functions φ and
Xa) and also scalar curvature (and, if nontrivial, also torsion). However, by
means of the e.o.m. of (3.15) the scalar curvature may be expressed in terms
of Φ (cf also chapter 3). Similarly, for (2.19) curvature and torsion can by the
e.o.m. be expressed in terms of the functions φ and Xa (cf chapter 2). Moreover,
since Xa carries a Lorentz index, one only has to preserve X2 ≡ XaXa, which in
turn may be expressed in terms of φ via another field equation (Casimir function
C [X2, X3] = const). Hence, in order to preserve all the functions above, it is
sufficient to preserve φ only.16 (Recall that, in its specialization to vanishing
torsion, ((2.19) describes (3.15) upon the identification Φ = U−1(φ); so Φ is
preserved, iff φ is in this case (as common throughout the literature, U is assumed
to be a diffeomorphism). Thus, also for notational simplicity, we shall speak of
φ only; readers interested merely in (3.15) may, however, well replace ‘φ’ by ‘Φ’
in everything that follows.]
Finally, we shortly summarize some facts concerning free groups (details can
be found in [131, 132]). A free group is a group generated by a number of
elements gi among which there are no relations. The elements of the group are
the words gi1
k1 . . . gil
kl, subject to the relations (necessitated by the group axioms)
gigi
−1 = 1 and gi1 = 1gi = gi (the unit element 1 is the empty word). A word is
called reduced , if these relations have been applied in order to shorten it wherever
16One could consider also to neglect preservation of Φ resp. X i and regard isometries only,
e.g. when being interested merely in a classification of all global 1 + 1 metrics with one (local)
Killing field. In cases where R(φ) is not one-to-one this may lead to further discrete symmetries.
We will not discuss the additional factor spaces that can arise as a consequence.
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possible. Multiplication of group elements is performed simply by concatenating
the corresponding words and reducing if necessary. While for a given free group
there is no unique choice of the free generators, their number is fixed and is called
the rank of the group. Free groups are not abelian, except for the one-generator
group; if the commutation relations ab = ba are added, then one speaks of a free
abelian group.
Subgroups of free groups are again free. However, quite contrary to what is
known from free abelian groups and vector spaces, the rank of a subgroup of a
free group may be larger than that of the original group. The number of the
cosets (elements of G/H) of a subgroup H ≤ G is called the index of H in G. If
this index is finite, then there is a formula for the rank of the subgroup H:
index H = rank H− 1
rank G − 1 , (6.26)
(cf [131, 132]). Especially, subgroups of finite index have never a smaller rank
than the original group. On the other hand, rank H − 1 = n · (rank G − 1) for
some n does not guarantee that the index of the subgroup H is finite;17 still, the
question whether a given subgroup has finite index is decidable (cf [132]), but the
algorithm is rather cumbersome.
6.2.4.2 The symmetry group
As pointed out above, any symmetry transformation must preserve the function
φ; thus sectors must be mapped as a whole onto corresponding ones (i.e. with
the same range of φ). Since φ(x0) is always monotonic (except for the deSitter
solutions, which are therefore discussed separately in section 6.2.4.5), this has also
the nice consequence that within one building-block a sector cannot be mapped
onto another one. So each transformation gives rise to a certain permutation
of the sectors and we can thus split it into (i) a sector–permutation and (ii)
an isometry of a sector onto itself. Furthermore, it is evident that the whole
transformation is already fully determined by the image of only one sector (the
transformation can then be extended to the other sectors by applying the gluing
diffeomorphism (6.2)).
Let us start with (ii), i.e. determine all isometries of one sector onto itself.
Again φ must be preserved, so in the chart (5.5) the map must preserve the
17For instance, there are a lot of proper subgroups H with the same rank as G (e.g. those
generated by powers of the original free generators). However, none of them can be of finite
index: If they were, then according to (6.26) they should have index 1; but this means that
there is no coset besides H, thus H = G, contrary to the assumption.
156
lines φ = const ⇔ x0 = const. But also null-extremals must be mapped onto
null-extremals. This leaves two possibilities: If the null-extremals (6.5) (i.e. x1 =
const) are mapped onto themselves, then the only possibility is an overall shift of
the x1–coordinate, x1 → x1 + ω, i.e. a Killing-transformation (6.25). The gluing
diffeomorphism (6.2) shows that such a transformation extends uniquely onto
the whole universal covering, and that it is in all charts (5.5) represented as an
x1-shift of the same amount (but on the ‘flipped’ ones in the opposite direction!).
In the neighbourhood of bifurcation points (simple zero of h(x0)) we can also
use the local Kruskal-coordinates (6.18), where the same transformation reads
u → u exp(h′(a)
2
ω), v → v exp(−h′(a)
2
ω), which looks in this case very much like
a Lorentz-boost (cf e.g. the arrows around the bifurcation points in Figs. 6.27,
6.33 below). We will (thus) call these Killing-transformations shortly boosts and
denote them by bω. The composition law is clearly bωbν = bω+ν , so the boosts
form a group isomorphic to IR, which shall henceforth be denoted by R(boost).
If, on the other hand, the two families of null-extremals, (6.5) (i.e. x1 = const)
and (6.6) (i.e. dx1/dx0 = −2/h), are interchanged, then we obtain precisely the
flip transformations. These transformations are the gluing diffeomorphisms (6.2),
but this time considered as active transformations. Due to the constant in (6.2)
the flips come as a one-parameter family; however, they differ only by a boost,
i.e. given a fixed flip transformation f , any other flip f ′ can be obtained as
f ′ = fbω ≡ b−ωf ≡ bω/2−1fbω/2 for some ω. We will thus consider only one flip
and denote it by f . In the Carter-Penrose diagrams such a flip is essentially a
reflexion at some axis (horizontal or vertical, according to sgn h; cf Fig. 6.21) and
it is of course involutive (i.e. self-inverse, f 2 = 1). In the ‘Kruskal’-coordinates
(6.18) it amounts essentially to an exchange u↔ ±v. Let us finally point out that
while under a pure boost each sector is mapped onto itself (the corresponding
sector–permutation is the identity), a flip transformation always (unless there
is only one sector) entails a nontrivial sector–permutation (which is clearly self-
inverse, since f is).
We now turn to task (i), the description of the sector–permutations: As
pointed out above, each transformation is fully determined by its action on only
one sector. Let us thus choose such a ‘basis-sector’. If the transformation does
not preserve orientation,18 we may apply a flip at this basis-sector and we are
left with an orientation–preserving transformation. For these, however, the cor-
18By this we mean the orientation of the spacetime considered as a 2-manifold, not the spatial
orientation.
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responding sector–permutation is already uniquely determined by the image of
the basis-sector, i.e., for each copy of the basis-sector somewhere in the universal
covering there is exactly one sector–permutation moving the basis-sector onto
that copy. All these orientation–preserving sector–permutations thus make up a
discrete combinatorial group (henceforth called {sector-moves}), which now shall
be described in more detail.
Also choose a ‘basis-building-block’ and within this basis-block fix the first
(or better: zeroth) sector as basis-sector (we label the sectors by 0, . . . , n and the
horizons between by 1, . . . , n). By a ‘basic move’ across sector i we mean the
following (cf Fig. 6.21): Go from the basis-sector to the ith sector of the basis-
block and from there to the zeroth sector of the perpendicular (i.e. flipped) block.
The corresponding sector-move, mapping the basis-sector onto this other sector,
shall be denoted by si (of course s0 is the identity, s0 = 1). Also the inverse
basic moves can be easily described: One has to perform the same procedure
at the flipped basis-block only (cf Fig. 6.21). An inverse basic move is thus the
conjugate of the original move by a flip, fsif = si
−1 (note f = f−1). Here f
has been supposed to be a flip at the basis-sector. Flips at other sectors can be
obtained by composition with sector-moves: sif = fsi
−1 is a flip at sector i of
the basis-block (Fig. 6.21).
Evidently there are two qualitatively different cases: If basis-sector and ‘flip’-
sector are both stationary resp. spatially homogeneous, then the basic move is
essentially a translation (e.g. s3 in Fig. 6.21). However, if the sectors are of a
different kind, then the move (s1, s2, s4 in the example of Fig. 6.21) turns the
whole solution upside down, inverting space and time (thus still preserving the
orientation, as required for elements of {sector-moves}— in contrast to, e.g., s1f ,
which inverts space only, cf Fig. 6.21).
(Of course it is not necessary to choose the zeroth sector of the block as basis-
sector. Let us denote the basic move across sector i with basis-sector k by si
k
(thus
si
0 ≡ si). They can, however, be expressed in terms of the old moves: As may be
seen from Fig. 6.22 we have si
k
= sisk
−1, and consequently even si
k
= si
l
s−1i
l
for an
arbitrary sector l. Obviously always sk
k
= 1 (generalizing s0 = 1) and si
k
= s−1k
i
.
Thus, there is no loss of generality in choosing the basis-sector zero.)
The above basic moves si form already a complete set of generators for
{sector-moves}: By the extension process each location in the universal covering
can be reached from the basis-sector by (repeated) application of the following
step: Move through the basis-block or the flipped basis-block to some sector,
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basis-sector f
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1
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Figure 6.21: Some basic sector-moves, their inverses, and flips. The light shaded
block is the basis-block resp. its image under the move, the dark shaded sector is the
basis-sector (or its image). Only a few sectors of the universal covering are displayed.
Note that the basic move s4 and its inverse s4
−1 transport the basis-block into different
(but overlapping) layers of the universal covering. And note also that s1, s4, and their
inverses turn the basis-block upside down!
then continue along the perpendicular block (i.e., applying a flip at this sector).
But this step is exactly a basic move.
There may yet be relations between the generators. If, however, all hori-
zons are degenerate, then there are no relations, and the resulting group is the
free group with generators si. The reason is that in this case the vertex points
between sectors are at an infinite distance (cf (6.15)) and thus the overlapping
sectors (after surrounding such points) must not be identified, yielding a mul-
tilayered structure (cf e.g. s4 in Fig. 6.21, or the ‘winding staircase’-like G4 in
Fig. 6.24 below). A nontrivial word composed of basic moves si describes such a
move, which must therefore necessarily lead into a different ‘layer’ of the universal
covering, since this manifold is simply connected.
The situation is different if there are nondegenerate horizons: In this case
there are (interior!) bifurcation points at which four sectors meet, which then
constitute a single sheet. Moving once around such a bifurcation point leads
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s -11
s4
1
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Figure 6.22: Basic sector-move with different basis-sector. As is seen from this
figure the move s4
1
can be composed of two moves with basis-sector zero, s4
1
= s4s1
−1.
Although in this case s1
−1 = s1 (relation at a bifurcation point), in general the right
element has to be an inverse move!
back to the original sector. Consequently there emerges a relation: If e.g. the
first horizon is nondegenerate then the basic move s1 turns the solution 180
◦
around with the bifurcation point as centre (cf Fig. 6.21). A second application
of s1 yields the original configuration again, so we have s1
2 = 1. To find the
analogous relations for a nondegenerate horizon say between the (k − 1)th and
kth sector it is wise to temporarily shift the basis-sector to the kth sector. Then
evidently sk−1
k
turns the solution 180◦ around that bifurcation point and we have
the relation (sk−1
k
)2 = 1 which translates back to (sk−1sk−1)2 = 1.
Summarizing, we have found that the group {sector-moves} has the follow-
ing presentation in terms of generators and relations (n being the number of
horizons):
{sector-moves} =
〈
s1, . . . , sn
∣∣∣ (sk−1sk−1)2 = 1 for each nondeg. horizon k 〉 .
(6.27)
Any symmetry transformation can thus be written as a product of possibly
a flip f (if it is orientation-reversing), a sector-move from the group (6.27), and
a boost bω (ω ∈ R). Furthermore, this representation is unique, provided the
elements are in this order. We have yet to describe the group product: Evidently
boosts and sector-moves commute, since, as pointed out before, a boost is in all
equally oriented charts (and sector-moves preserve the orientation) presented as
a shift x1 → x1+ω, equation (6.25). Furthermore, the conjugate of a boost by a
flip is the inverse boost, fbωf = b−ω = bω
−1, and the conjugate of a basic move
by a flip is the inverse basic move, fsif = si
−1, which also defines the conju-
gate of a general (composite) sector-move. The group product is thus completely
determined, since in the formal product of two elements the factors can be inter-
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changed to yield the above format. Thus the structure of the full isometry group
is a semi-direct product
G = Z2(flip) ⋉
(
R(boost) × {sector-moves}
)
, (6.28)
where the right factor (in round brackets) is the normal subgroup, Z2
(flip) denotes
the group {1, f}, and R(boost) is the group of boosts described previously. Espe-
cially, if we restrict ourselves to orientable factor spaces and thus to orientation–
preserving isometries, flips must be omitted and we are left with a direct product
of the combinatorial group {sector-moves} with R(boost).
Still, this description is not always optimal, for two reasons: First, one is of-
ten interested in orientable and time–orientable solutions. Second, while for only
degenerate horizons the group {sector-moves} is a free group, this is not true if
there are nondegenerate horizons (cf equation (6.27)). Interestingly, both prob-
lems can be dealt with simultaneously. Clearly the time–orientation–preserving
sector-moves constitute a subgroup of {sector-moves}, which we shall denote by
{sector-moves}↑ (in analogy to the notation used frequently for the orthochronous
Lorentz group). If all horizons are degenerate and of even degree, then all
sectors are equally ‘oriented’ (stationary or spatially homogeneous) and con-
sequently all sector-moves are automatically time–orientation–preserving; thus
{sector-moves}↑ = {sector-moves}, and its rank equals the number of horizons.
This is no longer the case if there are horizons of odd degree. Then some
sectors will have an orientation contrary to that of the basis-sector and a sector-
move at such a sector will reverse the time–orientation (cf, e.g., s1 in Fig. 6.21).
The group {sector-moves}↑ is then a proper subgroup of {sector-moves} (with
index 2), which consists of all elements containing an even number of time–
orientation reversing sector-moves.
Fortunately, this group can be described quite explicitly. Let us start with
the case that there are nondegenerate horizons. To simplify notation we assume
for the moment the first horizon to be nondegenerate (below we will drop this
requirement). The sector-move s1 is then an reflection at a bifurcation point
and thus inverts the time–orientation (cf Fig. 6.21). But also the sector-moves
around all other sectors ‘oriented’ contrary to the basis-sector (sectors 2 and 4 in
Fig. 6.21) will reverse the time–orientation. The idea is to extract the space–time–
inversion s1 from the group {sector-moves}: For each sector i introduce the new
generators si and s1sis1, if the ith sector has the same ‘orientation’ as the basis-
sector, and sis1 and s1si, if it has the opposite ‘orientation’. These new generators
161
are all time–orientation–preserving. Together with s1 they obviously still span
the whole group {sector-moves} (relations between the new generators will be
discussed presently). Conjugation by s1 only permutes them among themselves
(use s1
2 = 1): sis1 ↔ s1si and si ↔ s1sis1. Also, any element of {sector-moves}
can be expressed as a word composed of the new generators with or without a
leading s1. Thus the group is a semidirect product
{sector-moves} = Z2(PT) ⋉ {sector-moves}↑, (6.29)
where Z2
(PT) = {1, s1} (the ‘PT’ stands for parity and time–inversion) and
{sector-moves}↑ is the group generated by the new elements given above (with
i ≥ 2). There may still be some relations among those generators: From (6.27)
we know that any nondegenerate horizon k adds a relation (sk−1sk−1)2 = 1 or
equivalently sk−1sk−1 = sksk−1−1. This yields a relation between the new gen-
erators, e.g. (s1sk−1s1)(sks1)−1 = (s1sk)sk−1−1, by means of which either of the
(four) generators involved can be expressed in terms of the remaining ones. Apart
from those relations there are no further ones, so if we eliminate the redundant
generators we are left with a free group! To determine the rank of this group note
that each sector > 1 contributes two generators and each nondegenerate horizon
(except for the first, which was taken into account already in Z2
(PT)) yields a
relation which in turn kills one generator. Thus
rank {sector-moves}↑ = 2 (number of degenerate horizons) +
+ number of nondegenerate horizons− 1 .(6.30)
Finally, if the first horizon is degenerate but the kth is not, then one can replace
s1 above by sk−1
k
and proceed in an analogous way. The result is (6.29), (6.30)
again.19
19Of course there may be other possibilities to split the isometry group into a product.
For instance, if there are bifurcate horizons, then one can choose a basis-bifurcation-point
and instead of tracking the motion of the basis-sector (which leads to {sector-moves}) follow
the bifurcation point. The resulting group of space– and time–orientation–preserving bifurca-
tion point moves coincides exactly with {sector-moves}↑, which can thus also be interpreted
as {bifurcation point moves} (cf e.g. Figs. 6.26, 6.28 (b), 6.29). The remaining bifurcation
point preserving isometries make up the 1+1 dimensional Lorentz group O(1, 1), which con-
tains the boosts, flips (i.e. space–inversions and time–inversions), and reflection at the bifur-
cation point (i.e. space–time–inversion). Hence the full isometry group can also be written as
G = O(1, 1) ⋉ {bifurcation point moves} . Furthermore, when restricting to space– and time–
orientable solutions we may use G↑+ = SO↑(1, 1)× {bifurcation point moves}where the proper
orthochronous Lorentz group SO↑(1, 1) ∼= R(boost) contains only the boosts. Clearly, this is
just the same as equation (6.31).
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The remaining case to consider is the one in which all the horizons are de-
generate. Then {sector-moves} (6.27) is a free group and correspondingly its
subgroup {sector-moves}↑ is free, too (cf section 6.2.4.1). Let us determine
its rank: As noted already above, if all the horizons are of even degree, then
{sector-moves}↑ = {sector-moves}, and the rank equals the total number of (de-
generate) horizons (thus (6.30) does not generalize to this case). Finally, assume
that there is an odd-degree horizon and let it again be the first one (if it is not
the first but the kth, just replace s1 by sk−1
k
in what follows): A set of generators
can be found in the same way as above (introducing s1sk, sks1, or sl, s1sls1,
respectively, k, l ≥ 2); however, now the element s12, which no longer is the unit
element, has to be added as a further generator. If d denotes the number of
(degenerate) horizons, we thus find 2d − 1 generators for {sector-moves}↑ (two
for each degenerate horizon except for the first horizon, which adds one only).
Here we also could have used formula (6.26), since {sector-moves}↑ has index 2
in {sector-moves}.20
Let us finally summarize the above results:
Theorem: The group of space– and time–orientation–preserving
symmetry transformations G↑+ is a direct product of IR with a free
group,
G↑+ = R(boost) × {sector-moves}↑. (6.31)
Let furthermore n denote the number of nondegenerate horizons and
d the number of degenerate horizons. Then the rank of the free group
{sector-moves}↑ is
d if all horizons are of even degree,
2d+ n− 1 in all other cases. (6.32)
We will mainly work with this subgroup, but nevertheless discuss at a few exam-
ples how (time–)orientation-violating transformations can be taken into account.
6.2.4.3 Subgroups and factor spaces
We now come to the classification of all factor solutions. As pointed out in section
6.2.4.1, they are obtained by factoring out a freely and properly discontinuously
20Note, however, that in this case {sector-moves} does not split into a semi-direct product like
in (6.29), since now there is no subgroup Z2
(PT)({sector-moves} is free!); it is only a nontrivial
extension of Z2 with {sector-moves}↑.
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acting (from now on called shorthand properly acting) symmetry group from the
universal covering solutions. Thus we have first to find all properly acting sub-
groups of the full transformation group. However, not all different subgroups give
rise to different (i.e. nonisometric) factor spaces. If, for instance, two subgroups
H and H′ are conjugate (i.e., there is a symmetry transformation h ∈ G such that
H′ = hHh−1) then the factor spaces M/H and M/H′ are isometric. (Roughly
speaking, this conjugation can be interpreted as a coordinate change). But also
the converse is true:
Theorem: Two factor spaces are isometric iff the corresponding
subgroups are conjugate.
(for a proof cf e.g. [116], Lemma 2.5.6).
The possible factor spaces are thus in one-to-one correspondence with the con-
jugacy classes of properly acting subgroups. Still, apart from this abstract char-
acterization it would be nice to have some ‘physical observable’, capable of dis-
cerning between the different factor spaces. This concerns mainly the boost-
components of the subgroup elements, since information about the sector-moves
is in a rather obvious way encoded in the global causal structure (number and
arrangement of the sectors and singularities) of the factor space. Indeed we will
in general be able to find such observables. [Here ‘physical observable’ means
some quantity that remains unchanged under the group of diffeomorphisms (=
gauge symmetry); so it will be a geometrical invariant , which not necessarily can
be ‘measured’ also by a ‘physical observer’, strolling along his timelike worldline].
The above theorem is also valid for the case of a restricted symmetry group.
For instance, a spacetime is often supposed to have — apart from its metric struc-
ture — also an orientation and/or a time–orientation. If the universal covering
M carries a (time–)orientation and H is (time–)orientation–preserving, then also
the factor space inherits a (time–)orientation. Now, if two subgroups are con-
jugate, H′ = hHh−1, but the intertwining transformation h does not preserve
the (time–)orientation, then the corresponding factor spaces will have different
(time–)orientations (while still being isometric, of course), and should thus be re-
garded as different. Thus, in this case the conjugacy classes of subgroups should
be taken with respect to the restricted symmetry group (e.g. G↑+).
The requirement that the subgroup acts freely already rules out some transfor-
mations. First of all the subgroup must not contain pure flips at any sector: A flip
has a whole line of fixed points, namely an extremal of the kind dx1/dx0 = −1/h
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(cf (6.14) and Fig. 6.3) as symmetry axis. This symmetry axis would become
a boundary line of the factor space, which then would no longer be maximally
extended. Consequently not only f , but also fsi
n and their conjugates have to
be omitted.21
But also reflections at a bifurcation point (turning the solution 180◦ around
this bifurcation point, e.g. s1 in Fig. 6.21) must be avoided: Not only does the
factor space fail to be time–orientable in this case, but also the bifurcation point
is a fixed point, which upon factorization develops into a singular ‘conical tip’
making the solution nonsmooth. Thus, if the kth horizon is nondegenerate, then
the elements (sk−1
k
) = sk−1sk−1 and conjugates thereof must not occur in the
subgroup H.
ω
x
0
x
1
Figure 6.23: A cylinder resulting from pure boosts and possible fundamental regions
F ; left in the Carter-Penrose diagrams, right in the EF-chart (5.5). Boundaries have
to be glued along Killing-trajectories, i.e. along the curved lines in the left, resp. along
vertical fibres in the right diagram.
Let us next assume pure boosts, which form a group isomorphic to IR (R(boost)).
The only discrete subgroups of boosts are the infinite cyclic groups generated by
one boost, Hω := {bωn, n ∈ Z} , ω > 0. In the coordinates (5.5) such a boost
bω is a shift of length ω in x
1-direction. The factor space is then clearly a cylin-
der. Also, since boosts commute with sector-moves and ‘anticommute’ with flips
(fbω = b−ωf), the group Hω is invariant under conjugation and the parameter ω
cannot be changed. Thus the cylinders are labelled by one positive real param-
eter ω. In order to find some geometrical meaning of this parameter it is useful
to adopt a cut-and-paste approach to the factorization procedure (used already
21As pointed out before sif is a flip at sector i. By the group product one has further
fsi
2k = si
−kfsi
k and fsi
2k−1 = si
−k(sif)si
k, so they are conjugate to pure flips and thus also
pure flips at displaced sectors.
165
intuitively in section 6.2.2): In the above example a fundamental region F can
be obtained from the patch (5.5) by cutting out a strip of width ω parallel to
the x0-axis and gluing it together along the frontiers (preserving x0, i.e. vertical
fibres). Of course there are several choices for F ; it need not even be a horizontal
strip, but any strip with vertical cross-section ω will work (cf Fig. 6.23). The
width ω of this strip (i.e. of the generating shift) is proportional to the length
of an φ = const-path (resp. constant curvature or Φ) running once around the
cylinder. This is the desired geometrical observable: for any metric g (i.e. func-
tion h in (5.5)) we get a set of distinct solutions parameterized by their ‘size’
or circumference (any positive real number).22 Let us finally point out that this
parameter ω has nothing to do with the Casimir-value C, present in the function
h of the metric. It is a new, additional parameter resulting from the factorization.
This all works perfectly well as long as there is only one sector, i.e., h has no
zeros, but at horizons the boosts do not act properly discontinuous. As a conse-
quence the factor space will not be Hausdorff there. Furthermore, at bifurcation
points the action is not free, so the factor space is not even locally homeomorphic
to IR2 there. At the first glance this might seem surprising since when starting
from an EF-coordinate patch (5.5) the construction of Fig. 6.23 should yield reg-
ular cylinders. They are not global, however: ‘half’ of the extremals approach
the (closed) horizon asymptotically, winding around the cylinder infinitely often
while having only finite length. This phenomenon is well-known from the Taub–
NUT space or its two-dimensional analogue as described by Misner [133] (cf also
[117]). A detailed description with illustrations can also be found in [134]. [In
G3, Fig. 6.24, for instance, let the EF-coordinates cover the sectors I and II. The
above class of incomplete extremals then comprises those which run across the
lower horizon from I to IV, leaving the EF-patch. Thus to obtain an extension a
second half-cylinder corresponding to IV has to be attached to I via a second copy
of the closed horizon and likewise for the sector III, but of course this violates
the Hausdorff property.] Similar results hold in general for solutions with zeros of
h(x0): whenever the group factored out contains a pure boost we obtain a Taub–
NUT like solution (a cylinder-‘bundle’, where at each horizon, two sheets meet
in a non–Hausdorff manner) labelled by its ‘size’ (metric-induced circumference
22In section 6.2.2 we took the second continuous parameter besides C without restriction on
its sign. For a comparison with the RPS this is more appropriate, since ω ∼ −ω is induced by
the large diffeomorphism x1 → −x1, which is not connected to the identity and thus cannot be
generated by the flow of the constraints.
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along a closed φ = const line). If there are further sector–moves in the group H,
they have only the effect of identifying different sheets of this cylinder-bundle.
After these preliminaries we will now start a systematic classification of the
factor solutions. We do this in order by number and type of horizons and illustrate
it by the solutions of the JT–, R2–, and KV–model (examples J1-3, R1-5, and
G1-11, respectively; cf Figs. in the previous chapter, but also Figs. 6.16–6.18,
6.24–6.27).
No horizons (e.g. G1,2, J3):
This case has already been covered completely by the above discussion: There is
only one sector, so {sector-moves} is trivial. Furthermore, flips are not allowed,
thus only boosts remain and they yield cylinders labelled by their circumference
(positive real number).
In the following we will continue studying all factorizations possible for solu-
tions with horizons. As pointed out before, there exist pathological Taub–NUT-
like solutions for all of these cases (resulting from pure boosts). We will from
now on exclude them, so pure boosts must not occur in the subgroup H. But
this also means that no sector–permutation can occur twice with different boost-
parameters, since otherwise they could be combined to a nontrivial pure boost.
This suggests the following strategy: factor out R(boost) from G, i.e. project the
whole symmetry group onto G/R(boost) = Z2(flip) ⋉ {sector-moves}, respectively
G↑+ onto G↑+/R(boost) = {sector-moves}↑. All above (non–Taub–NUT) subgroups
H are mapped one-to-one under this projection. One can thus ‘forget’ the boost-
components, and first solve the combinatorial problem of finding the projected
subgroups H (which we will nevertheless simply denote by H). Only afterwards
we then deal with re-providing the sector-moves with their boost-parameters.
One horizon (e.g. G3-6, R1,2, J2): (Fig. 6.24)
The group {sector-moves} is in these cases still rather simple: 〈s1|s12 = 1〉 ∼= Z2
for a nondeg. horizon (G3, R1), and 〈s1|−〉 ∼= Z for the others. First of all we
see that flips have to be omitted altogether: The most general form in which they
can occur is fs1
kbω, but this is by the group product always conjugate to f or
s1f and thus a pure flip.
The action of {sector-moves} on the manifold is most evident for a zero of even
degree, in which case we have the ribbon-structure of G5(6). Then s1 is a shift
of one block to the right (in the situation of Fig. 6.24). The nontrivial subgroups
are the cyclic groups generated by s1
n, for some n ≥ 1, and the corresponding
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VIII
II
IV
III
II
IV
I
G3 G4 G5(6)
Figure 6.24: Carter-Penrose diagrams for one horizon (G3-6). For a nondegenerate
horizon (G3) the vertex point is an (interior) bifurcation point and the manifold a single
sheet. For degenerate horizons of odd degree (e.g. G4), on the other hand, this point
is at an infinite distance, and thus the manifold has infinitely many layers. Finally,
for horizons of even degree it is an infinite ribbon (G5(6), interior arrows indicate the
Killing field).
factor space is obtained by identifying blocks which are a multiple of n blocks
apart, i.e., gluing the nth block onto the zeroth. This yields a cylinder of a
‘circumference’ of n blocks (see Fig. 6.25 for n = 3). For degenerate horizons
of odd degree (e.g. G4) the situation is rather similar, only the basic move is
now a 180◦-rotation around the (infinitely distant) central point, ‘screwing the
surface up or down’ (i.e. mapping I → III, II → IV, III → V, etc.). Thus we
get again cylinders of n blocks circumference. When passing once around such
a cylinder, however, the lightcone tilts upside down n times, so we have got an
n-kink -solution. Especially, the solutions with n odd are not time–orientable.
Finally, for nondeg. horizons (e.g. G3) the only nontrivial sector-move is s1 (s1
2
is already the identity again), but this is the reflexion at the bifurcation point
and thus not a free action. So we get no smooth factor solutions in this case.
If we had restricted ourselves a priori to orientable and time–orientable so-
lutions, then we would have had to start from {sector-moves}↑. For G5(6)
this makes no difference since then {sector-moves}↑ = {sector-moves}, and in-
deed all cylinders were time–orientable in this case. For G4, on the other
hand, {sector-moves}↑ is a proper subgroup, {sector-moves}↑ ∼= 2Z < Z ∼=
{sector-moves}, generated by s12. This reflects the fact that only solutions of
even kink-number are time–orientable. Finally, for G3 {sector-moves}↑ is trivial
and there are no factor solutions at all.
We have so far neglected the boost-component of the generator. After all
the full-fledged generator of the subgroup will be s1
nbω! Does this have any
consequences on the factor space? According to the theorem at the beginning of
this section we must check whether the corresponding subgroups are conjugate.
This is not the case here: The generator s1
nbω of the subgroup commutes with
everything except flips, and even a flip only transforms the group elements to
their inverse, fs1
nbωf = s1
−nb−ω = (s1nbω)−1. Thus the group remains the same,
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startstart = return return
glue
boost
Figure 6.25: Boost-parameter for G5(6). In both cases the generating shift s13 (or
its inverse) is used to glue the right shaded patch onto the left one. If this generator has
a nontrivial boost-component, then one has to apply a boost before gluing the patches
(right figure). To illustrate the effect we have drawn a polygon of null-lines (pointed
lines). Due to the boost the endpoint of this null-polygon will be shifted against the
start, and this deviation may serve as a measure for the boost-parameter. Of course
the same construction can also be applied to the other cases (e.g. G4, Fig. 6.24).
and one cannot change the boost-parameter ω by conjugation. Let us again
look for some geometrical meaning of this parameter. In the case of pure boosts
discussed above (which also lead to cylinders) we have found the metric-induced
circumference as such an observable. This cannot be transferred to the present
case, however: there is no closed φ = const-line along which a circumference
could be measured, only the number of blocks n ‘survives’. So we have to be
more inventive: one could, e.g., take a series of null extremals, zigzagging around
the cylinder between two fixed values of φ (see pointed lines in Fig. 6.21) and
interpret the deviation from being closed, i.e. the distance between starting- and
endpoint on this φ = const-line, as measure for the boost. This distance is of
course independent of the choice of the starting point on the φ = const-line, but
it depends on the two φ-values; especially, these φ-values can always be chosen
such that the deviation is zero (closed polygon). This interpretation of the boost-
parameter may be somewhat technical (we will find a much nicer one for e.g.
G8,9 below), but there is certainly no doubt that the parameter is geometrically
significant.
Two nondegenerate horizons (e.g. G8,9, J1):
Here {sector-moves} = 〈s1, s2 | s12 = 1, (s1s2−1)2 = 1〉, where the second relation
may be replaced by s1s2s1 = s2
−1. With the help of these two relations any
element can be expressed in the form s2
n or s2
ns1, and the group can thus (in
coincidence with (6.29)) be written as a semi-direct product, Z2
(PT)
⋉ Z, where
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Z2
(PT) := {1, s1} and Z := {s2n, n ∈ Z} = {sector-moves}↑. However, not all
those elements can be permitted: s1 is a reflections at one bifurcation point,
s2s1 = s2
1
is a reflection at the other bifurcation point, and the general element
s2
ns1 is conjugate to one of them, thus also a bifurcation point reflection. The
only freely acting group elements are thus the s2
n and they shift the manifold
horizontally (in Figs. 6.26, 6.27) a number of copies side-wards. The factor space
is then a cylinder. Each cylinder carries again a further real boost-parameter,
but let us postpone this discussion and before admit flips (i.e. nonorientable so-
lutions). The most general transformations involving flips (still omitting boosts)
are s2
nf and s2
ns1f , but s2
nf and s1f are pure flips and cannot be used. A
small calculation shows further that the only remaining admissible groups are
those generated by one element s2
ns1f , n 6= 0. Since s1f is a flip at the mid-
dle sector (a reflection at the horizontal axis in Fig. 6.26) and s2
n a shift along
that axis, the whole transformation is a glide-reflection and the factor space a
Mo¨bius-strip of n copies circumference.
2
2s
2
2s
s  f
 1
ba (  )(  )
Figure 6.26: Sector-moves for G8,9; s22 gives rise to a cylinder (a), while s22s1f
yields a Mo¨bius-strip (b). Note that in (b) the (Killing-)arrows in the blocks identified
by s2
2 do not match.
Now concerning the boost-parameter: The complete cylinder-generator is
s2
nbω. So we must check whether subgroups with different parameters ω are
conjugate. Of course conjugation with s2, f , and boosts does not change the
parameter. However, conjugation with s1 or s1f changes ω to its negative,
(s1f)(s2
nbω)(s1f)
−1 = s2nb−ω. Hence the factor spaces corresponding to ω and
−ω are isometric and one could consider to restrict the boost-parameter to non-
negative values, ω ∈ R0+. However, the transformation s1f is a flip at the central
sector, i.e., a reflection at the longitudinal axis (horizontal in Figs. 6.26, 6.27)
and thus inverts the time. Hence, if the spacetime is supposed to have a time–
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orientation, then the generators with boost-parameter ω and −ω are no longer
conjugate in the restricted symmetry group and the parameter has to range over
all of IR.
In order to give this parameter a geometrical meaning we could of course
employ the ‘zigzagging’ null-polygon again, but in this case there is a much nicer
description: In Fig. 6.27 part of the infinitely extended solution G8,9 is drawn.
A generating sector-move shifting the solution two copies (in this example) to
the right dictates that the rightmost large patch (four sectors) is pasted onto the
corresponding left patch. The boost-parameter then describes that before the
pasting a boost has to be applied to the patch. As shown in Fig. 6.27 its effect is,
e.g., that the thin timelike line crossing the right patch vertically has to be glued
to the curved line of the left patch. The (shaded) region between these two lines
is a possible fundamental region for this factor space! Also, due to the boost the
spacelike tangent vector (arrow) to the dotted curve is tilted.
extremal
at the start
extremal
at the return
Figure 6.27: Fundamental region (shaded) and interpretation of the boost-parameter
for G8,9. The right straight boundary has to be glued to the curved left one, and also
the extremal (6.14) (dotted line) returns tilted (i.e. boosted).
In section 6.1 it was shown that the bifurcation points are conjugate points
and the extremals running between them are those of (6.14) (in Fig. 6.27, they
have been drawn as dotted lines). They run through the bifurcation points into
all directions between the two null-directions. A boost bends them side-wards,
altering the angle of their tangent. One can now start from a bifurcation point
in a certain direction along a spacelike extremal. This extremal will eventually
return to the original point, but due to a boost its tangent (cf arrow in Fig. 6.27)
at the return may be tilted (boosted) against that at the start. This boost is
of course independent of the chosen extremal and is thus a true ‘observable’; in
particular, there is one solution without boost. Thus, the cylindrical solutions
are parameterized by a positive integer (number of patches) and a real constant
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parameterizing the boost.23 As discussed before, if there is no time–orientation,
then the boost-parameter has to be restricted to R0
+. In the above interpretation
of the boost-parameter this restriction arises if one cannot distinguish between
boosts to the past or future. Of course, if a time–orientation is given, then such
a distinction is possible. Note that in this case the (time–) direction of the boost
is independent of the sense in which the extremal runs through the diagram.
It may seem that for the Mo¨bius-strip one would also have such a continuous
parameter due to different flips. However, this is not the case: Any two flips are
conjugate (via a boost, f ′ ≡ fbω = b−ω/2fbω/2 ∼ f), hence the corresponding
subgroups are conjugate and all Mo¨bius-strips are equivalent. (There is always
one extremal (6.14) which returns unboosted). Also, in contrast to the former
examples, a boost cannot be defined consistently on the Mo¨bius-strip; the boost
transformation does not ‘factor through’ the canonical projection onto the factor
space. This is also seen immediately from Fig. 6.26 (b), where in the Mo¨bius-
case the sectors occasionally have to be identified with their mirror images and
thus the arrows indicating the boost-direction do not match. However, locally
this Killing symmetry is still present. Hence, the Mo¨bius-strip solution is only
parameterized by a positive integer (number of copies).
6.2.4.4 More than one generator
So far we have treated the cases where {sector-moves}↑ ∼= Z (one generator) or
trivial. In those cases also all subgroups have been one-generator groups Z, and
the possible topologies have thus been restricted to cylinders and Mo¨bius strips
(remember that the subgroup H factored out equals the fundamental group of
the factor space, π1(M/H)). This situation changes drastically when there is
more than one generator, as there are then subgroups of arbitrarily high rank
(even infinite).
Ultimately we want to know the conjugacy classes of subgroups of {sector-moves}↑
(in this section we restrict ourselves to space– and time–orientable solutions; then
all those subgroups are properly acting). Subgroups of free groups are again free,
so in principle any solution can be obtained by the choice of a free set of genera-
tors. But this is only the easier part of the job:
• Given a subgroup (say, in terms of generators) it may be hard to find a free
23If we had chosen α < 0 in (2.17), then the whole Carter-Penrose diagram would have to be
rotated by 90◦. The above extremals would then be timelike and the boost at the return could
be interpreted nicely as acceleration during one journey around the cylinder.
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set generating this group.
• Also the free generators are by no means unique (one can, e.g., replace g1,
g2, . . . by g1, g2g1, . . . ). Only the number of free generators (the rank of
the subgroup) is fixed. So there is the problem to decide whether two sets
of generators describe the same group or not.
• We have to combine the subgroups into conjugacy classes.
Since the group is free, these three issues can be solved explicitly (at least for
finitely generated subgroups);24 however, the algorithms are rather cumbersome
and thus we will not extend on this here (details in [132]).
Due to the more complicated fundamental groups it is to be expected that one
gets interesting topologies. As already mentioned in section 6.2.1, all the solutions
will be noncompact (this is also clear, since there is no compact manifold without
boundary with a free fundamental group!). Thus it would be nice to have a
classification of noncompact surfaces at hand. Unfortunately, however, there is no
really satisfactory classification which could be used here (cf [131]). Let us shortly
point out the wealth of different possibilities: A lot of noncompact surfaces can be
obtained by cutting holes into compact ones. Of course the number of holes may
be infinite, even uncountable (e.g. a Cantor set). A more involved example is that
of surfaces of countably infinite genus (number of handles). Finally, there need
not even be a countable basis of the topology (this does not happen here, though,
since by construction there are only countably many building blocks involved).
For an important subcase (finite index), however, the resulting topologies are
always of the simple form ‘surface of finite genus with finitely many holes’.
Abstractly the index of a subgroup H is the number of cosets of H. But it has
also a nice geometrical meaning: Since {sector-moves} acts freely and transitively
on the sectors of the same type (and thus on the building blocks), the index ofH in
{sector-moves} counts the number of building blocks in the fundamental region.
Actually, since we started from {sector-moves}↑, it would be more convenient
to use the index of H in that group. If all horizons are of even degree, then
{sector-moves} = {sector-moves}↑ and there is thus no difference. On the other
hand, if there are horizons of odd degree, then {sector-moves}↑ is a subgroup of
24Surprisingly, for nonfree groups this is in general impossible. For instance, there is no
(general) way to tell whether two given words represent the same group-element (or conjugate
elements); and it may also be undecidable whether two presentations describe isomorphic groups
(word-, conjugation-, and isomorphism-problem for combinatorial groups, cf [132]).
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index 2 of {sector-moves} and consequently the number of building blocks is twice
the index of H in {sector-moves}↑. This is also obvious geometrically, since the
fundamental regions in this case are built from patches consisting of two building
blocks (e.g. those situated around a saddle-point in the examples of Figs. 6.28
(b), 6.29 below). The index counts the number of these basic patches in the
fundamental region then. For finite index, furthermore, it is correlated directly
to the rank of H via formula (6.26) (with G replaced by {sector-moves}↑), thus
indexH = number of basic patches = rankH− 1
n− 1 (6.33)
(n being the number of generators of {sector-moves}↑).
We will now provide the announced examples, starting with a discussion
of the respective combinatorial part of the (orientation and time–orientation–
preserving) symmetry group and followed by a discussion of possible factor spaces.
Figures 6.28 and 6.29 contain basic patches as well as the generators of {sector-moves}↑.
Although this group is the same in all these cases (rank 2), its action forR5 is dif-
ferent from the others, and correspondingly will be found to give rise to different
factor solutions.
a
b
(  )
b
a
a
b
(  )
Figure 6.28: Basic patches and generators of {sector-moves}↑ for a fictitious example
with two doubly degenerate horizons (a) and for R3 (b). Note that in the upper
example the points in half height are at infinite distance, and that in the lower example
the vertical singularities meet, yielding a slit (double lines). Going once around this
point/slit leads into a different layer of the universal covering, as indicated by the
jagged lines (multi-layered Carter-Penrose diagrams). Consequently ab 6= 1.
In the example Fig. 6.28 (a) (two doubly degenerate horizons) the group
{sector-moves} (= {sector-moves}↑) is free already, with the two generators s1
and s2. Geometrically, however, the moves with basis-sector 1 have a nicer repre-
sentation. Let a := s2
1 ≡ s2s1−1 and b := s01 ≡ s1−1. Clearly a is a move one block
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to the right above the singularity and b a move to the left below the singularity.
Note that since we are in the universal covering their composition, ab, is not the
identity but leads into another layer of the covering; if an identification shall be
enforced, then the element ab must occur in the subgroup factored out.
In Fig. 6.28 (b) only the second horizon is degenerate (G7,10, R3,4). Thus
the basic patch consists of two building blocks. Here {sector-moves}↑ is a proper
subgroup of {sector-moves} and has the two free generators s1s2 and s2s1 (since
the second sector is spatially homogeneous but the basis-sector stationary). Again,
a := s2s1 is a move one patch to the right above the singularity and b := s1s2
a move to the left below the singularity. Thus the action is similar to that in
Fig. 6.28 (a). However, if (time–)orientation–preservation is not required, then
here one has the additional symmetries f and s1, i.e. reflection at the horizontal
axis resp. at the saddle-point.
Our last example is R5, G11 (three nondegenerate horizons, cf Figs. 6.29,
6.16). Also in this case there are two free generators: a := s2, which is a move
one patch upwards, and b := s3s1, a move one patch to the right. (The other two
potential generators can be expressed in terms of a and b by means of the saddle-
point relations: s1s2s1 = a
−1 and s1s3 = a−1b−1a). Again going once around
the singularities leads into a new layer of the universal covering (⇔ [a, b] :=
aba−1b−1 6= 1).
a
b
Figure 6.29: Possible basic patch and generators of {sector-moves}↑ for R5. As is
seen here, the basic patch need not consist of two entire blocks, but the involved sectors
may be rearranged somewhat.
Let us now determine the topology for the solutions with finite index. It is
clear that then there are also only finitely many boundary segments. [This is a
slightly informal terminology, since these ‘boundary segments’ (singularities, null
infinities, points at an infinite distance) do not belong to the manifold. Still, this
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can be made precise and such boundaries are called ‘ideal boundaries’ or ‘ends’;
we will thus simply use the notion boundary.] The generators of the subgroup
H determine how the faces of the fundamental region have to be glued and thus
also how the boundary segments are put together to form boundary components.
This is shown at two examples in Fig. 6.30. There opposite faces should be glued
together, which can be achieved by using the following generators: b, a−1ba,
a−2ba2, a3 for the left case, and b, a−1b2a, a−1bab−1a, a2 in the right case, provided
one starts from the lowest basic patch. When starting from another patch, the
subgroups and their generators will be conjugates of the above ones, but clearly
this does not change the factor solution.
Now, topologically to each boundary component (which is clearly an S1) a disk
can be glued. This yields a compact orientable surface, which is completely deter-
mined by its genus. The original manifold is then simply this surface with as many
holes as disks had been inserted (each boundary component represents a hole).
The genus in turn depends on the rank of the fundamental group π1(M/H) ∼= H
and on the number of holes:
rankH = rank π1(M/H) = 2 genus + (number of holes)− 1 . (6.34)
Expressing the rank by means of (6.33), this yields
genus =
(number of basic patches) · (n− 1)− (number of holes)
2
+ 1 , (6.35)
where n is the number of generators of {sector-moves}↑.
The general procedure to determine the topologies of the factor spaces can
thus be summarized as follows: Draw a fundamental region for your chosen sub-
group and determine which faces have to be glued together. Then count the
connected boundary components (= number of holes) and calculate the genus
from (6.35). We illustrate this procedure at two examples in Fig. 6.30. Some
further examples for R5 are given in Fig. 6.31. Actually, they show that surfaces
of any genus (≥ 1) and with any number (≥ 1) of holes can be obtained: con-
tinuing the series Fig. 6.31 (b), (c), (d) one can increase the number of handles
arbitrarily, while attaching single patches from ‘below’ like in (e) allows one to
add arbitrarily many holes.
For the cases of Fig. 6.28 (e.g. R3) the same analysis can be applied. For
instance, it is obvious that cylinders with an arbitrary number of holes (≥ 1)
can be obtained. Also surfaces of higher genus are possible; however, now the
number of holes is always ≥ 3 (past and future singularity, and at least one hole
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Figure 6.30: Counting the boundary components (opposite faces have to be glued
together). In both cases there are three basic patches (cf left part of Fig. 6.29) and thus
(use (6.26) and rank {sector-moves}↑ = 2 !) four generators for H, given in the text.
However, due to the different number of boundary components (holes) the topologies
differ, cf equation (6.35): In the left example there are three components (a1,2, b1,2,
c1−4), thus the topology is that of a torus with three holes. In the right example there
is only one component (a1−8); therefore this solution is a genus-2-surface with one hole.
The resulting manifolds are shown in Fig. 6.19.
(  )d(  )a (  ) (  )b c (  )e
Figure 6.31: Fundamental regions of factor spaces for R5. Opposite faces have to be
glued together. (a) torus with six holes, (b) torus with one hole, (c) genus-2-surface
with hole, (d) genus-3-surface with hole, (e) genus-2-surface with two holes.
in ‘middle height’). [Note that this is no contradiction to the cylinder-with-hole
case, since a cylinder with one hole is a sphere (genus-0-surface) with three holes].
In contrast to the R5-examples these factor solutions do not have closed timelike
curves.
We turn to the cases with infinite index and thus infinite fundamental regions.
All subgroups of infinite rank belong to this category, but also many subgroups of
finite rank (see below). One topological reason for an infinite rank of the subgroup
(and thus also of the fundamental group π1) is the occurrence of infinitely many
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holes. For instance, it was pointed out that in the solution R3 (Fig. 6.28) the
move ab is not the identity but leads into a new layer of the universal covering.
One can of course enforce the identification of overlapping layers by imposing
the relation ab
!
= 1 and its consequences. This is tantamount to factoring out
the group generated by ab and all its conjugates (the elements akaba−k, k ∈ Z,
form already a free set of generators). The result is a ribbon with infinitely many
holes (slits). Clearly the parameter space of such solutions is infinite dimensional
now (cf also remarks at the end of this section). [If in addition one imposed the
relation an
!
= 1, then the previously infinite set of generators would boil down to
n+ 1 generators (an, and akaba−k for 0 ≤ k < n), and the resulting factor space
(finite index again) would be a cylinder with n holes.]
Likewise, in the exampleR5 (Fig. 6.29) the identification of overlapping layers
is obtained by factoring out the infinitely generated commutator subgroup (gen-
erated freely e.g. by ambnab−na−m−1, (m,n) 6= (0, 0); cf [131]); the factor space
is a planar, double-periodic ‘carpet’ then. Adding, furthermore, the generator an
(or bn) yields a cylinder with infinitely many holes (e.g. Fig. 6.31 (a) extended
infinitely in vertical direction); and adding both an and bk yields a torus with nk
holes, which is again of finite index.
Another possible reason for an infinite rank is an infinite genus (number of
handles); such a solution is obtained for instance by continuing the series Fig. 6.31
(b), (c), (d) infinitely. Of course, both cases can occur simultaneously (infinite
number of holes and infinite genus).
Let us now discuss the groups of finite rank and infinite index. Already the
universal covering itself, being topologically an open disk (or IR2),25 provides
such an example (with the trivial subgroup factored out). But also one-generator
subgroups can by (6.26) never be of finite index (if rank{sector-moves}↑ ≥ 2).
These subgroups yield proper (yet slightly pathological) cylinders without holes:
Let Hg = 〈g〉 ≡ {gn, n ∈ Z} for arbitrary nontrivial g ∈ {sector-moves}↑. To
speak in pictures: The generator g of this infinitely cyclic subgroup26 defines
25The reader who has difficulties to imagine that such an infinitely branching patch is really
homeomorphic to a disk may recall the famous Riemann mapping theorem, which states that
any simply connected (proper) open subset of IR2, however fractal its frontier might be, is not
only homeomorphic but even biholomorphically equivalent to the open unit disk (e.g. [135]).
[Clearly, the universal covering is a priori not a subset of the plane (due to the overlapping
layers), but by a simple homeomorphism it may be brought into this form.]
26or rather the corresponding cyclically reduced element (remember that conjugate groups
yield isomorphic factor spaces).
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a path in the universal covering. Now the end-sectors of the path (i.e. of the
corresponding ribbon) are identified and at all other junctions the solution is ex-
tended infinitely without further identifications (cf Fig. 6.32). Thus a topological
cylinder, although with a terribly frazzled boundary, is obtained (as before it
is possible to smooth out the boundary by a homeomorphism). [The cylinders
obtained in this way may have kinks of the lightcone or not. For instance, in the
example Fig. 6.32 the lightcone tilts by (about) 90◦ and then tilts back again.
So, this is not a kink in the usual sense of the word; still, there is not one purely
spacelike or purely timelike loop on such a cylinder.]
glue
Figure 6.32: Frazzled cylinder from R5. Only the utmost left and right faces have to
be glued together, such as to make a closed ‘ribbon’ of five patches (a possible generator
for this gluing is e.g. b2a−1b2). At all other faces (indicated  ) the solution has to be
extended without further identifications, similarly to the universal covering.
And even for higher ranks of H there are solutions of infinite index. The
topologies obtained in this way are again of the simple form compact surface
with hole(s). There is, however, a much greater flexibility in the rank (which is
no longer restricted by formula (6.33)) as well as in the number of boundary-
components (remember that in the examples Fig. 6.28 all solutions of finite index
had at least three boundary-components). Indeed, one can obtain any genus and
any nonzero number of holes in this way, as sketched in the following paragraph.
Equation (6.34) is still valid, however, rankH can no longer be expressed by
(6.33) but has to be determined directly from the gluings.
As already mentioned we may abuse the classification of compact two-manifold
with boundary for our purpose; one has just to replace the true boundaries by
‘ideal boundaries’ which do not belong to the manifold. Note that the periphery
of the basic patch consists of a couple of faces which have to be glued together
pairwise, separated by (‘ideal’) boundary components. [It is topologically imma-
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terial whether these boundary components are pointlike or extended singularities,
since they do not belong to the manifold; each boundary point can be stretched
to an extended segment by a homeomorphism and vice-versa.] The faces come in
pairs and the number of pairs equals the rank of the group {sector-moves}↑. Thus
in the present case there are at least two such pairs, which is sufficient to produce
fundamental regions with arbitrarily many faces. Furthermore, by virtue of the
infinitely branching extensions one can get rid of redundant faces: just extend
the solution infinitely at this face so as to obtain a new (‘frazzled’) boundary
segment which connects the two adjacent ones, yielding one larger boundary seg-
ment. Thus it is possible to produce polygons, the faces of which are to be glued
in an arbitrary order. According to [131] this already suffices to produce all
topologies announced above.
Finally, we have to discuss the boost-parameters. Since each free generator
of H carries a boost-parameter, their total number equals the rank r of this sub-
group. Also an interpretation can be given in analogy to the cases dealt with
before (zigzagging null-polygon and/or boosted saddle-point extremals). How-
ever, not all such choices of an r-tuple of real numbers are inequivalent. We show
this at the example of the torus with three holes (Fig. 6.30, left part): There are
four generators and thus also four boost-parameters, three of them describing the
freedom in the horizontal gluing (b, a−1ba, and a−2ba2) and one for the vertical
gluing (a3); let us denote them by (ω1, ω2, ω3;ω4). Now, since conjugate sub-
groups lead to equivalent factor spaces, we can e.g. conjugate all generators with
a. This leads to new generators, but since a lies in the normalizer27 NH of H in
{sector-moves}↑ they still span the same (projected) subgroup H. Thus it is pos-
sible to express the old generators in terms of the new ones. However, during this
procedure the boost-parameters change: For instance, the (full)28 first generator
ω1b is mapped to a
−1ω1ba = ω1(a−1ba), i.e. the parameter ω1 is shifted from the
first to the second generator. Altogether, the three ‘horizontal’ boost-parameters
ω1−3 are cyclically permuted and thus we get an equivalence relation among the
4-tuples, (ω1, ω2, ω3;ω4) ∼ (ω3, ω1, ω2;ω4). This is of course also geometrically
evident: While the timelike loop corresponding to ω4 is uniquely characterized,
the three spacelike loops corresponding to ω1−3 are indistinguishable (there is no
‘first one’).
27The normalizer of a subgroup H contains all elements g for which g−1Hg = H.
28Here we denoted the boost by ωi instead of bωi in order to avoid confusion with the sector-
move b.
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In general, we have a (not necessarily effective) action of the group NH/H
on the space of boost-parameters Rr. Here NH is the normalizer of H in
{sector-moves}↑ (or, if no (time–)orientation is present, also in {sector-moves}
or Z2
(flip)
⋉ {sector-moves}, respectively). The true parameter space is the factor
space under this action, Rr/(NH/H). Locally, it is still r-dimensional; however,
since the action may have fixed points (e.g. in the above example the whole plane
(ω, ω, ω;ω4)), it is an orbifold only.
6.2.4.5 Remarks on the Constant Curvature Case
So far we have only dealt with those solutions where the metric (or φ–preservation)
restricted us to only one Killing field. For reasons of completeness one should
treat also the (anti-)deSitter solutions (5.54) of the general model, corresponding
to the critical values φ = φcrit and X
a = 0, which have constant curvature (and
zero torsion). Constant curvature manifolds have already occurred as solutions
of the Jackiw-Teitelboim (JT) model [18], equation ((3.21), where, however, the
symmetry group was still restricted to only one Killing field since φ had to be pre-
served. Here, on the other hand, these fields are constant all over the spacetime
manifold, and thus the solutions have a much higher symmetry.
Already the flat case offers numerous possibilities: The symmetry group (1+1
dimensional Poincare´ group) is generated by translations, boosts, and if space–
and/or time–orientation need not be preserved, also by spatial and/or time inver-
sion. As before pure reflexions would yield a boundary line (the reflexion axis) or
a conical singularity (at the reflexion centre) and boosts a Taub–NUT space. The
only fixed-point-free transformations are thus translations and glide-reflexions29
We have thus the following generators and corresponding factor spaces:
• One translation: Cylinders; parameters = length squared of the generating
translation = circumference (squared) of the resulting cylinder (especially,
there is only one cylinder with null-circumference).
• One glide-reflexion: Mo¨bius-strips, again parameterized by their circumfer-
ence.
• Two translations: Torus, labelled by three parameters: The lengths (squared)
of the two generators ~a and ~b and their inner product. Globally, however,
29A glide-reflexion is a translation followed by a reflexion at the (nonnull) translation axis.
Note that this axis must not be null, if the (orthogonal) reflexion shall be well-defined.
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this is an overparameterization: Replacing, for instance, the translation
vector ~b by ~b+n~a changes one length and the inner product, but still yields
the same torus (just the original longitude is now twisted n times around
the torus).
• One translation and one glide-reflexion: Klein bottle. Here only two param-
eters survive (the inner product of the two generators can be conjugated
away always). [This is somewhat similar to the situation cylinders versus
Mo¨bius strips in the case of G8,9 in section 6.2.4.3, where also a potential
continuous parameter did not occur due to the nonorientability.]
Since two glide-reflexions combine to a point-reflexion or boost, and three trans-
lations generically yield a nondiscrete orbit, this exhausts all cases.
J2
J1
J3
Figure 6.33: Killing fields for the JT–model and deSitter.
Now concerning the ‘proper’ (R 6= 0) (anti-)deSitter solutions resp. their
universal coverings: Here the situation is slightly more involved. Of course all
factor solutions of the JT–model (II,11) are also available for the (anti–)deSitter
case, as both have constant curvature and zero torsion. For instance, the Killing
fields corresponding to the solutions J1,2 give rise to cylinders labelled by block
number and a boost-parameter, while J3 yields cylinders labelled by their (real
number) circumference. Now, however, there are three independent Killing fields
(e.g. J1,3 and their Lie-bracket)30 and thus one would expect further factor
30Note that this is the only case with more than one (local) Killing field: Whenever curvature
is not constant, the Killing trajectories are restricted to the lines of constant curvature, which
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solutions. As an example, one has now in addition to cylinders also Mo¨bius-
strips of arbitrary circumference and not only of an integer number of blocks as
in the case of J1 (G8,9). Unfortunately, the full isometry group of the space is
O˜(2, 1), whose connected component equals S˜L(2, R), and this group is famous
for having no faithful matrix representation and is thus rather difficult to handle.
A partial classification has been accomplished by Wolf [116], who deals with
homogeneous spaces31 only and obtains a discrete series of cylinders and Mo¨bius-
strips for them. There are strong hints that even in the general case these are the
only possible topologies32 (for instance, it would suffice to show that all properly
acting subgroups of S˜L(2, R) are isomorphic to Z.) However, a proof requires a
different approach.
6.2.5 Remarks on kinks
The solutions obtained so far have all been geodesically complete, or, if not, the
curvature or some physical field blew up at the boundary, rendering a further
extension impossible. However, these global spacetimes are not all inextendible
ones: it is, for instance, possible that the extremals are all incomplete, the fields
and the curvature scalar remain all finite, yet when attempting to extend the
solution one runs into problems, because the extension would no longer be smooth
or Hausdorff or the like (cf e.g. the Taub–NUT cylinders of section 6.2.4.3). The
purpose of this section shall be to give some further examples, to outline some
general features of such solutions, and to discuss to which extent a classification
is possible.
A familiar example for the above scenario is the metric [136]
g = e−2t
(− cos 2x dt2 − 2 sin 2x dt dx+ cos 2x dx2) , (6.36)
where the coordinate x is supposed to be periodically wrapped up, x ∼ x + nπ.
These are n-kink solutions, which means that, loosely speaking, the lightcone
tilts upside-down n times when going along a noncontractable nonselfintersecting
loop on the cylindrical spacetime. For n = 2, however, (6.36) is nothing but flat
leaves at most one independent field. There is thus no 2D-metric with only two local Killing
fields.
31A space is called homogeneous , if its group of isometries acts transitively on it (the space
then looks ‘the same’ from every point).
32It is clear that no compact topologies can occur: According to [127] compact Lorentz-
manifolds should have Euler characteristic zero (i.e., torus or Klein bottle), but by the Gauss-
Bonnet theorem this is impossible for nonvanishing constant curvature.
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Minkowski space, the origin being removed, as is easily seen by introducing polar
coordinates
x˜ = e−t cosx , t˜ = e−t sin x (6.37)
into the metric
g = dt˜2 − dx˜2 , (6.38)
a fact that seems to have been missed in most of the literature. Consequently,
the metric is incomplete at the origin; it has a hole which can easily be filled
by inserting a point, leaving ordinary Minkowski space without any kink. For
n 6= 2, on the other hand, (which are covering solutions of the above punctured
Minkowski plane, perhaps factored by a point-reflection) this insertion can no
longer be done, because it would yield a ‘branching point’ (conical singularity) at
which the extension could not be smooth. Thus these manifolds are inextendible
but nevertheless incomplete and certainly the curvature does not diverge any-
where (R ≡ 0).
Such a construction is of course possible for any spacetime, leading to in-
extendible n 6= 2-kinks. However, if there is a Killing symmetry present, then
even in the 2-kink situation inextendible metrics can be obtained. To see this
let us try to adapt the factorization approach of the previous section to these
kink-solutions. First of all, since a point has been removed the manifold is no
longer simply connected, so one must pass to its universal covering, which now
winds around the removed point infinitely often in new layers (cf G3 versus G4
in Fig. 6.24). All above kink-solutions can then be obtained by factoring out a
‘rotation’ of a multiple of 2π (or π, if there is a point-reflection symmetry) around
the hole. But according to the previous sections there should also occur a kind
of boost-parameter. Is it meaningful in this context?
The answer to this question is yes, and this is perhaps best seen at the flat
2-kink example, the Killing field chosen to describe boosts around the (removed)
origin. As long as the origin was supposed to belong to the manifold, smooth-
ness singled out one specific boost value for the gluing of the overlapping sectors,
leading to Minkowski space; otherwise there would have occurred a conical sin-
gularity at the origin. However, if this point is removed, then there is no longer
any restriction on the boost-parameter. Its geometrical meaning is that after
surrounding the origin a boost has to be applied before gluing or, in terms of
fundamental regions, that a wedge has to be removed from the original (punc-
tured) Minkowski space and the resulting edges are glued by the boost (also the
tangents must be mapped with the tangential map of this boost, cf Fig. 6.34 a)).
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Of course, it is also possible to insert a wedge, but this is equivalent to removing
a wedge from an adjacent (stationary) sector.
glue
(  )a
glue
(  )b
t
x
vu
Figure 6.34: (a) Minkowski kink with nontrivial holonomy. This space can be
obtained by removing a wedge from flat Minkowski space and gluing together the
corresponding boundary lines by a boost. Due to this construction two extremals which
are parallel on one side of the origin are mutually boosted on the other side (cf bold
lines). Thus the holonomy is nontrivial (surrounding the origin yields a boosted frame),
and at the origin there would occur a conical singularity. (b) Another inextendible
Minkowski kink; it has trivial holonomy but the distance of parallels passing the hole
changes.
Clearly such a space is everywhere flat (except at the origin, which is consid-
ered not to belong to the manifold) but has nontrivial holonomy. For instance,
two timelike extremals which are parallel ‘before’ passing the origin at different
sides will be mutually boosted afterwards (bold lines in Fig. 6.34 (a)).
In the above example we chose as Killing symmetry the boosts centered at
the origin. However, Minkowski space also exhibits translation symmetries. An
analogous construction can be applied also in this case with the following geomet-
rical interpretation: cut out a whole slit (in direction of the chosen translation),
remove the strip on one side of the slit, and glue together the resulting faces (cf
Fig. 6.34 (b)). This manifold has now trivial holonomy, but the metric distance
of two generic parallels passing the hole changes. Thus the manifold is so badly
distorted that it cannot be completed to ordinary Minkowski space, either. In
contrast to the former case this space can still be smoothly extended further:
one can simply continue beyond the remaining left edge of the slit (bold line)
into an overlapping layer whose upper and lower faces have to be glued together
(since the endpoints of the slit have to be identified). This yields a maximally
extended cylinder, where the (identified) endpoints of the slit constitute a conical
singularity and should be removed.
It is relatively straightforward to write down the metric for the above exam-
185
ples in a circular region around the hole (but not too close to the hole), using
smooth but nonanalytic functions. Analytic charts are more difficult to obtain,
but at least for the case Fig. 6.34 (b) also this is possible (cf [137]). This last ex-
ample, furthermore, can easily be generalized to an arbitrary metric with Killing
symmetry: one has just to introduce Eddington-Finkelstein coordinates (5.5) in
one patch. Then the analogous construction with (x, t) → (x0, x1) yields a one-
parameter family of inextendible 2-kink solutions (resp. 2n-kink). Explicit charts
can be found in [137]. There is (sometimes) even the possibility to introduce
discrete parameters like a ‘block-number’: one could, e.g., take G9 and make a
long horizontal slit over a number of blocks, then remove a few blocks on the one
side and glue together again (cf Fig. 6.35).
glue
Figure 6.35: Yet another kink for G8,9.
It is somewhat problematic to give a complete classification of the kink solu-
tions found above. Of course they could be described as factor spaces of limited
coverings of the original universal covering solution. First, however, this would
rather be a mere enumeration of the possible cases than a classification. Second,
we do not want to distinguish two solutions, one of which is just an extension of
the other. Thus we should only consider maximally extended limited coverings.
In the above examples they all had only conical singularities, but it is not evident
that this should be the most general scenario. Disregarding this question of the
extension, the kinks are of course characterized by their kink-number, a (real)
boost-parameter, and perhaps further discrete parameters (block-number or the
like).
Finally we want to mention that such surgery is not restricted to cylindrical
solutions (i.e. one hole only), but, within any of the global solution obtained in
the previous sections, one can cut any number of holes, each giving rise to one
boost-, one kink-, and perhaps some further discrete parameter. And as is well-
known from complex analysis (Riemann surfaces), one can even obtain surfaces
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of higher genus (e.g. genus 1 with four branching points, etc.) in that way.
For further details on kinks we refer to [137]. This completes also our discus-
sion of possible global solutions of the gravity models under discussion.
Chapter 7
Towards quantum gravity
The main part of this chapter is devoted to one particular quantization scheme
applied to 2d gravity–YM theories, namely the so–called Dirac quantization [138].
The quantum treatment of theories with additional matter fields (and thus with
propagating modes) is mentioned briefly only. In fact, even the Dirac quantization
of the topological theories is not fully satisfactory yet, as, in the general case,
the construction of an inner product between ‘physical quantum states’ is not
available as of present day. We emphasize this because the purpose of lower
dimensional models is to help us develop further current schemes of approaching
the quantization of gravity theories.
Still, we will be able to find and classify all the physical states. The result-
ing space of states is found to crucially depend on the details of the potentials
chosen in the original Lagrangian (cf equations (3.15) and (2.19)). Moreover, the
classification of states will be seen to nicely fit to the classification of classical
solutions for topology Σ× IR as determined in the previous chapters.
Thus, there are some nontrivial results to be presented. However, even in
the merely ‘topological’ case of pure 2d gravity-YM theories, there are still open
problems on the technical as well as on the conceptual level, which we do not
attempt to hide.
7.1 Hamiltonian formulation
According to chapter 4, the large variety of actions of gravity–Yang–Mills models
can all be cast into the framework of Poisson σ-models (PSMs). In this section we
will first provide the Hamiltonian structure of a general PSM (the increased gen-
erality poses no complication, rather notational simplicity is gained). Thereafter
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several issues of interest for quantization are addressed, like the construction of
a reduced phase space (RPS).1 In the simplest cases, which includes, however,
spherically symmetric vacuum Einstein gravity (SS) and string inspired dilaton
gravity (SIDG) (cf sections 3.1.1 and 3.1.2), the RPS is just an IR2 and quantiza-
tion is trivial. It is straightforward to extend the Hamiltonian formalism to also
include, e.g., massless scalar fields. For this, however, we refer to the literature
(cf., e.g., [53, 52]).
In general, a Hamiltonian formulation needs the restriction to spacetimes
M which, topologically, are of the form M ∼ Σ × IR. For the case of a two–
dimensional spacetime, Σ can thus either be a circle or a line, only.
The former case is simpler and more transparent in two respects: First, as
Σ = S1 has no boundary, there is no room for boundary contributions to the
Hamiltonian. The Hamiltonian framework can be made well–defined without
bothering about (nontrivial) boundary conditions and contributions, which, in
contrast, is necessary in the open case Σ ∼ IR (where, again, one can distinguish
between ‘bounded’ regions and infinitely extended ones).
Second, in the previous chapter, the moduli space, i.e. the space of classical
solutions modulo gauge symmetries, was found to be of even dimension for cylin-
drical spacetime topologies, and of odd dimension for planar topologies. (E.g., in
the case of pure SS this moduli space is one-dimensional, being parameterized by
the Schwarzschild mass.) In the case of Σ ∼ S1, the RPS and the moduli space
will be found to coincide, while for Σ ∼ IR they are different. (To be precise,
there are also two possible definitions of the moduli space on the Lagrangian
level, depending on which precise notion of symmetries is used. Only for one of
these choices, agreement with the RPS is obtained. We will come back to this
below.)
We thus first start with the case of spacetimes of cylindrical topology and only
then discuss the modifications necessary for the treatment of planar spacetimes.
7.1.1 For a cylindrical spacetime
The action of a PSM is already in first order form. It is therefore possible to
compare it with a Hamiltonian action right away and read of Hamiltonians and
constraints directly. For convenience of the reader we rewrite the action (4.12) or
(4.13) here in component form, where, for the spacetime coordinates (x0, x1), the
1As usual, the RPS is defined as the quotient of the restriction of the original phase space
to the surface of constraints by the symmetries generated by the first class constraints.
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more suggestive (t, x) is used and, for notational simplicity, Ari := Ai, Ati := Λi,
∂0X
i ≡ ∂tX i := X˙ i, and ∂1X i ≡ ∂xX i := ∂X i. (So within this section, Ai does
no more denote a one-form, but a function, or, better, Ai dx a one–form on Σ,
and, similarly, x does no more denote a point on the two-manifold M , but just
on Σ. We hope, this does not lead to any confusion.) Then (4.12) is rewritten
identically as
LPSM = −
∫
dt
∮
S1
dx [AiX˙
i − Λi(∂X i + P ijAj)] . (7.1)
Our variables on phase space are X i(x) and Aj(x), required to be 2π-periodic
C∞-functions of x. They are canonically conjugates; dropping the overall, and
thus irrelevant, minus sign in front of (7.1), their field theoretic Poisson brackets
are given by
{X i(x), Aj(y)} = δijδ(x− y) , (7.2)
while {X i(x), Xj(y)} = {Ai(x), Aj(y)} = 0. (The delta function on the right–
hand side of (7.2) is understood as periodic delta function, certainly:
∑
n δ(x−y+
2πn).) These Poisson brackets are sharply to be distinguished from the Poisson
brackets generated by the tensor P on the finite-dimensional target space spanned
by the coordinates X i (cf chapter 4):
P ij = {X i, Xj} . (7.3)
The variables Λi, on the other hand, are recognized as Lagrange multipliers
for the constraints
Gi ≡ ∂X i + P ijAj ≈ 0 . (7.4)
As suggested already by the notation, they are of first class. A straightforward
calculation, making essential use of the Jacobi property of (7.3), yields
{Gi(x), Gj(y)} = ∂P
ij
∂Xk
(X(x))Gk(x) δ(x− y) . (7.5)
Due to the diffeomorphism invariance of the underlying theory, the Hamilto-
nian is only a combination of the constraints: H = − ∮ 2π
0
dxΛiG
i. This comes as
no surprise: After all, H generates translations in t and they are part of the local
symmetries of the theory and thus should be generated by constraints. ‘On-shell’
then there is no nontrivial Hamiltonian in the theory, H ≈ 0. In the context of
the quantum theory (apparently there is no nontrivial Schro¨dinger equation) this
gives rise to what is called the ‘problem of time’ in the literature (cf Introduction
and section 7.2.2.3).
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Let us note that up to now we did not require t ≡ x0 to be timelike and
x ≡ x1 to be spacelike. The present formulation is flexible enough to describe
also spacetimes M of, e.g., the Taub-NUT type, where initially space-like circles
x0 = const turn into light- and timelike ones at later values of the evolution
parameter x0!
It is worthwhile to comment on the symmetries generated by the constraints,
i.e., in more abstract terms, to study the flow of the Hamiltonian vector fields
{·, Gi(x)}, or, smearing out the distributional quantities by means of periodic
test functions ǫi(x), the flow of the vector fields Vǫ := {·,
∮
ǫi(x)G
i(x)dx}. By
means of (7.2) and (7.4) we find:
δǫX
i(x) ≡ VǫX i(x) = ǫj(x)Pji(X(x)) (7.6)
δǫAi ≡ VǫAi(x) = ∂ǫi(x) + P lm,iAlǫm . . (7.7)
These are just the spatial components of the PSM symmetries found in equations
(4.14) and (4.15). Allowing ǫ to be also t–dependent, we thus may generate all the
Lagrangian PSM symmetries (cf [139] for more details on the correspondence).
How are these symmetries related to the standard gravitational symmetries.
Inspection of the Poisson tensor (4.8), characterizing the pure gravity models,
shows that G3(x) generates the local Lorentz boosts in the frame bundle. G±(x),
on the other hand, generate diffeomorphisms in null directions (up to Lorentz
boosts). There are several ways of seeing this. The probably simplest one is the
following [140]: By construction, the Hamiltonian H is the generator correspond-
ing to ∂t ≡ ∂0 on spacetime. H ∼ G+, on the other hand, implies Λ− ≡ A0− = 0.
However, A0− = e0+ = 0 yields zero spacetime norm of ∂0, which proves the
assertion. (Eventual conformal rescalings of the metric, cf section 3.1.4.1, clearly
do not affect this argument).
The symmetries generated by the Gi thus contain the diffeomorphism symme-
try and the local Lorentz symmetry present in the original formulation (provided
Einstein–Cartan variables are used). As will be shown in a subsequent section,
section 7.2.1.5, for invertible metrics also the converse holds: The diffeomor-
phisms and local Lorentz boosts contain the transformations generated by the
constraints Gi; one thus establishes a bijection between the symmetries for such
metrics. Since one usually restricts attention to invertible metrics, the difference
of the flow of two kind of symmetries on degenerate metrics seems irrelevant.
We will, however, have to come back to this issue in sections 7.2.1.4 and 7.2.1.5,
when comparing the physical quantum states with the moduli space of the clas-
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sical theory found in chapter 6.
One may also easily establish contact with lapse and shift. Recall, e.g., that
Λi ≡ A0i and that the Hamiltonian vector field of H =
∮
A0iG
idx is the generator
∂0 on spacetime. Thus,
∮
A1iG
idx corresponds to ∂1 ≡ ∂x. So, the diffeomor-
phism constraint Hx is simply A1iGi ≡ Ai∂X i. As we will not need lapse and
shift in what follows, we leave the rest as an exercise to the reader.
7.1.2 Modifications for open spacetimes
For Σ ≃ S1, periodic boundary conditions for the variables in phase space are
canonical, and there is no room for boundary terms in, e.g., the Hamiltonian
since ∂S1 = 0. A well–defined Hamiltonian formulation on Σ ≃ IR, on the other
hand, needs an additional external input. We are in the need to specify boundary
conditions or asymptotic fall-off conditions and, simultaneously, have to take care
for well–defined Hamiltonian vector fields [141] associated to functions on phase
space which are of (physical) interest to us (such as the Hamiltonian H). The sit-
uation becomes technically involved easily and, in lack of uniqueness, sometimes
nontransparent. In particular, we know from the classification obtained in section
6.1, that the moduli space of classical solutions on M ≃ IR2 modulo the gravi-
tational (Lagrangian) symmetries is one-dimensional only. However, the reduced
phase space (RPS) in a properly defined Hamiltonian framework necessarily is
even-dimensional. Thus, during the process of selecting boundary conditions,
somewhere a second moduli parameter will appear. We would like to see clearly,
at which point this occurs (and, in a second step, what alternatives arise).
Again, also in the present context, the framework of σ-models will provide a
well-adapted tool for transparency within this procedure. We focus on a Hamil-
tonian formulation on a bounded region Σ (which, topologically, still is IR). An
‘infinitely extended’ Σ may be visualized as a limit of the bounded case.
We will consider a region in spacetime bounded by two Killing lines. Denote
the values of φ at these boundaries by φR and φL, respectively. Fix the range of
parameter x to similarly lie between xL and xR > xL (so the parameter is increas-
ing from ‘left’ to ‘right’). Furthermore, fix the Lorentz frame at the boundary by
requiring that X+ equals 1 there. This is possible always, except if the boundary
point coincides with a bifurcation point of the spacetime. (This exception does
not bother us, if, at the end we are interested in the limiting case xR,L → ±∞,
with similar conditions for φL,R, depending, however, on the model considered.
If, on the other hand, we want one of the boundaries to coincide with the bifur-
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cation point (cf, e.g., [142]), we may require X+ = X− = 0 on that side of Σ,
leaving φ unspecified there!) Summarizing, we require:
φ(xL,R)
!
= φL,R = const , X
+(xL,R)
!
= 1 . (7.8)
To determine eventual boundary contributions to the Hamiltonian H , we need
to investigate the action functional (7.1) with the integral over S1 replaced by
an integral over Σ. We need to check, if the Hamiltonian, as read off from this
action, has a well–defined Hamiltonian vector field (on the field theoretic phase
space) [141]. The potentially troublesome terms are those with spatial derivatives
acting on the canonical variables. Variation of (7.1) (with S1 replaced by Σ) with
respect to X+ and X3 leads to boundary contributions that vanish on behalf of
(7.8). However, without further manipulations, this does not apply also to δX−.
We now have two options: First, we may also require X− to be fixed at the
boundary. Then, H is functionally differentiable and the Hamiltonian formulation
is well–defined. On the other hand we observe that when fixing X− beside X+
and X3 at the boundary, the boundary conditions also determine the symplectic
leaf and the respective value of the Casimir C. As C was the only local, gauge–
invariant parameter left in the analysis on the Lagrangian level, it is plausible (and
indeed the case) that such boundary conditions will lead to a zero–dimensional
RPS. This is not very interesting, certainly. However, the RPS then is seen
to be even–dimensional, as it should be, and this is also understood from the
Lagrangian point of view: Fixing C leaves only a single gauge–inequivalence
class of classical solutions.
Our second option is to introduce a boundary term to the Hamiltonian action,
the variation of which will cancel the undesired contribution. This is of the
form (Λ−X−)R− (Λ−X−)L, where the suffix denotes evaluation at the respective
boundary. It may appear that now we have shifted the problem to the variation
of Λ− only (as the addition of the above boundary term amounts to a partial
integration in the action, with the roles of Λ− and X− interchanged). However,
Λ− is not a variable on phase space.
Next, we need to properly define the constraints. Here one usually requires
the appropriate test functions εi to become zero at the boundaries. Therefore
the constraints are∫
Σ
εi(x)G
i(X(x)) dx ≈ 0 with εi(xL,R) = 0 . (7.9)
(Note the target space covariance of the expression.)
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To make sure that the boundary conditions (7.8) are conserved with respect
to the flow of the Hamiltonian, we need to require that some combinations of the
Λi have to vanish at the boundary. These restrictions are deteremined most easily
by using CD coordinates. Note that in the neighborhood of each of the boundary
lines we may introduce CD coordinates X˜ i = (1
2
C, ln|X+|, φ), cf equation (5.37).
In these coordinates, the boundary conditions (7.8) read: X˜2(xL,R) = 0 and
X˜3(xL,R) = φL,R. The constraint densities G
i(x) take the simple form:
G˜1 = ∂X˜1 , G˜2 = ∂X˜2 + A3˜ , G˜
3 = ∂X˜3 − A2˜ . (7.10)
Here and in what follows Ai˜ ≡ A˜i, G˜i ≡ Gi˜ = (∂X˜ i/∂Xj)Gj etc. Thus, it is
obvious that our boundary condtions are preserved, iff Λ2˜ and Λ3˜ vanish at the
boundary. (These requirements are in no contradiction with det g 6= 0, as one
easily may verify.)
Since the fields X i(x) are required to be smooth (in x), we may follow from
(7.9) that the value of the Hamiltonian H is nonzero now:
H ≈ (Λ−X−)R − (Λ−X−)L . (7.11)
Note that due to (7.8), the value of X− at the boundary is a unique function of
the Casimir C at the boundary. In particular in the torsion–free theories 2X− =
C+const at the boundary (cf equation (4.9)). Then upon appropriate conditions
on Λ−(xL,R) (or Λ1˜(xL,R)) the (value of the) Hamiltonian is found to coincide with
the Casimir C. As shown in [104], up to an appropriate normalization constant,
this quantity may be identified with the ADM mass, furthermore.
Now, with these definitions, the RPS will turn out to be two-dimensional (cf
below for a simple proof). For the case of Schwarzschild (SS), this coincides with
the result found in [143, 144].
Let us now shed some light on the appearance of the second parameter by
comparing explicitly the Hamiltonian with the Lagrangian symmetries. By means
of considerations completely analogous to the case Σ ≃ S1, one may establish
equivalence of the Lagrangian and the Hamiltonian symmetries inside of the
region under consideration. However, in (7.9) the test functions were required to
vanish at the boundary. Thus there the symmetries are frozen. So, there are less
(gauge) symmetries available at the boundary in the Hamiltonian formulation as
compared to the Lagrangian one.
On the other hand, we, however, also imposed boundary conditions, not
present when determining the moduli space on the Lagrangian level. From the
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Lagrangian point of view, the boundary conditions (7.8) may be recognized as
gauge fixing conditions for local Lorentz transformations and diffeomorphisms
nonparallel to the Killing trajectories φ = const. In other words, we lost La-
grangian symmetries corresponding to G3˜ and G2˜, but, simultaneously, we fixed
boundary conditions which are cross sections to the flow of these symmetries. So,
by this step, clearly no new gauge–invariant quantities are introduced.
Freezing, on the other hand, the action of G1˜ at the boundaries is not accom-
panied by appropriate (gauge fixing)/boundary conditions! Thus, the Lagrangian
(gauge) symmetries corresponding to the action of G1˜ at its boundaries have been
dropped in formulating the constrained Hamiltonian system above.2
Since there are two boundaries, it might appear that now we introduced two
new parameters. However, (providing first a rather heuristic argument), G1˜ ≡
∂X˜1 ≡ 1
2
∂C and thus
∫
G1˜dx is identically zero, if X˜1 on the left boundary has
the same value as on the right boundary. So, there are not two independent
constraints for each boundary, but, in effect, just one. These considerations may
be made more precise by regarding the Hamiltonian flow generated by
∫
f(x)G1˜dx−
∫
ε1˜(x)G
1˜dx , (7.12)
where f(x) is some unrestricted function and the term subtracted is a particular
constraint (thus ε1˜ vanishes at the boundaries). This flow generates diffeomor-
phisms parallel to the Killing lines φ = const, which is part of the Lagrangian
gauge symmetries, but, now, no more an allowed gauge transformation on the
Hamiltonian level. (There is also a simple argument showing explicitly that the
Casmir C = 2X˜1 generates transformations which are necessarily parallel to lines
of constant φ: Since C = C(X i), it has vanishing (field theoretic) Poisson brack-
ets with φ = X3.)
Some remarks on a possible (in general only local) presentation of a second
parameter p in the RPS will be provided below.
2In the above considerations we found the use of G˜i more advisable than the use of Gi
(although much the same may be said also by appropriate combinations of the Gi). This was
admissible because the considerations were constrained to the neighborhood of the boundaries,
where (7.8) was required. Below we will regard G1˜ = 12∂C on all of Σ; this poses no problem
provided only that the respective leaf is noncritical (cf equation (4.11)).
195
7.1.3 Abelianization and the reduced phase space
Before we turn to the Dirac quantization of this theory, let us comment briefly on a
simpler but, in the present general context, less rigorous approach to quantization:
it was used in [143, 144] to treat the quantization of SS and (independently) in
[140] for the KV-model. It makes use of the fact that in these two–dimensional
gravity theories it is possible to define an explicit canonical transformation to
new canonically conjugate variables such that the constraints become part of the
new generalized coordinates. Such a transformation, found originally in specific
cases by more or less tiresome inspection and calculation, pops out at once for the
general case in the σ-model formulation: Using, e.g., the CD parameterization
(5.37), it is a triviality to see (cf (7.5) and remember P 2˜3˜ = +1 or cf (7.10)) that(∫
Σ
X˜1(x)dx,Gi˜(x);A1˜(x),−X˜3(x), X˜2(x)
)
(7.13)
where i˜ ∈ {1˜, 2˜, 3˜}, forms a set of new canonical variables on the unconstrained
phase space, or, more precisely, on those parts of it where the field parameteriza-
tion does not become singular. To avoid misunderstandings about the notation
used in (7.13), let us recall that G1˜ ≡ ∂X˜1 so that the first two entries of (7.13)
may be replaced equivalently by X˜1(x), which certainly is canonically conjugate
to A1˜(x). We recommend the reader to check that (7.13) is indeed a set of
canonical variables.
Ignoring the global deficiencies of (7.13), any approach to a quantization is
equivalent now. One may apply an RPS quantization (i.e. first reducing and then
quantizing) or a Dirac quantization. Obviously
∫
Σ
X˜1dx and
p :=
∫
Σ
A1˜dx (7.14)
(with Σ being either IR or S1, depending on the context) are the only two physical
phase space variables (G˜i(x) ≈ 0). In this (somewhat simplified) picture, the
physical wave functions become functions of, e.g., the zero mode of X˜1 = 1
2
C,
while p becomes the corresponding derivative operator.
7.1.3.1 Remarks on the variable p
Actually, in a CD coordinate system,
∫
Σ
Ai˜dx commutes with the constraints
for all values i˜. However, as obvious from (7.10), only (7.14) is a nonconstant
function on phase space.
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More generally we may consider the change of
∫
Σ
Aidx generated by the
constraints (equations (7.9) in the case Σ ∼ IR). The Poisson brackets yield∫
Σ
Aj(x)εk(x)Pjk,i(X(x))dx. In a CD coordinate system P is constant and this
expression vanishes. As observed above, only one of the resulting three gauge
invariant quantities yields an independent observable.
For Σ = IR, the quantity p in equation (7.14) is not gauge invariant on the
Lagrangian level. p changes with respect to the flow of (7.12) with unrestricted
f , which is part of the local Lagrangian symmetries. For Σ = S1, on the other
hand, p is easily seen to be gauge invariant also on the Lagrangian level. (It is a
kind of generalized parallel transporter in this case.)
The quantity p is not defined globally in phase space in general since CD
coordinates are available locally only. (This may change in particular models,
cf e.g. the following subsection.) This is a relict of the fact that the RPS has a
nonsmooth topology in general (the nonsmooth regions are of lower dimension,
however).
Moreover, the variable p is not unique. It depends on the choice of the vector
field ∂/∂X˜1. We illustrate this by the two choices resulting from (5.37), which
also provides some insight into the physical significance of p. (The applicability of
this particular choice of CD coordinates has been discussed with care in chapter
5; they are applicable simultaneously, if both X+ 6= 0 and X− 6= 0, i.e. for
regions of spacetime which are sectors in the nomenclature chosen in chapters 5
and 6. Other choices of CD coordinates may be applicable on larger regions of
spacetime or on phase space, cf e.g. the subsequent subsection for the example
of string inspired dilaton gravity as well as spherically reduced 4d gravity.)
The Hamiltonian field equations combined with the Hamiltonian constraints
are equivalent to the Lagrangian field equations. Thus, in order to evaluate p
(as provided by the two CD charts and for a spacetime region Σ × IR, which
does not exceed a ‘sector’) on classical solutions, it is most advisable to translate
this quantity into a Lagrangian one and to use the classical solutions obtained in
previous chapters. This is very simple: Obviously, in the notation used within
chapter 5, p =
∫
Σ
A1˜. Combining equations (5.25) and (5.42), p is found to
coincide with the difference of the parameters x1 at the right and left boundary.
According to (5.5), x1 is a Killing parameter of the lines φ = const. x1 = const is
a null line, on the other hand. Thus, in this version, p measures the difference in
Killing time of the boundary points of a given (initial time) slice Σ, transported
from left to right along a null line. According to the considerations around
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equation (5.48), however, these are two different null lines, ingoing and outgoing,
respectively, depending on the choice of the CD system (5.37). (This may be
compared with the analysis in [144], where the analogous quantity to p was
obtained as the difference in Killing time between left and right boundaries upon
orthogonal (instead of null) transport. In any case, we observe some spacetime
ambiguity in the presentation of a canonically conjugate variable to C for Σ = IR,
all of which appear to be similar in spirit, however.)
Let us remark, finally, that for Σ = S1,
∮
Σ
A1˜ may be brought into contact
with the boost parameter found in section 6.2 above. E.g., choosing Σ on a
homogeneous spacetime solution to coincide with a closed Killing line, the above
consideration shows that the result for p is proportional to the metric induced
circumference. We intend to provide further details on the precise relation in the
various possible cases elsewhere. (Cf also [145] for similar considerations.)
7.1.3.2 Global abelianization for Schwarzschild
In some cases, as, e.g., for SS, for string inspired dilaton gravity (SIDG), or for the
KV-model with negative cosmological constant Λ, this simple picture is correct.
It is correct, iff the symplectic leaves of the considered gravity model are of trivial
topology. This is the outcome of the exact operator quantization in section 7.2
below. The argumentation above is, however, on shaky grounds as models with
nontrivial symplectic leaves will show drastically, in particular in some of the
Euclidean theories.
In fact, for SIDG and SS, one may even provide a globally well–defined set of
CD coordinates. Then the abelianization above becomes a stringent and correct
argumentation. (Note that in the previous literature [140, 144, 143] there always
was some problem at (at least one of) the horizon(s), such as is the case when
using CD coordinates (5.37).)
For SIDG {X−, X+} = Λ/2. Thus, beside C = X+X− + Λφ/2, one may use
just X+ and a rescaled X− as a set of possible CD coordinates. So, basically, in
SIDG, X+ and X− are already Darboux coordinates.
For SS, on the other hand, {X−, X+} = 1/4√φ. The Casimir (4.9) becomes
C = 2X+X− +
√
φ/2. To find global Darboux coordinates, we first note that
φ cannot be one of the two, because its Hamiltonian vector field (on the target
space) vanishes at X+ = X− = 0. However, X+ may be supplemented by an
appropriate canonically conjugate variable, namely by 4X− (X+X− +
√
φ)!
We finally emphasize that only when the abelianization is performed on a
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global level in the space of fields, it is a trustworthy starting point for a quan-
tization. Patching arguments alone, as those suggested in [140], or, smoothness
arguments, as suggested in [144] (where the associated danger also was not left
unnoticed) will not do.
7.2 Dirac quantization of gravity–Yang–Mills
models
7.2.1 Physical states
In this subsection we discuss the case Σ = S1. The considerations for open
boundaries are, however, very similar and basically lead to the same results. The
corresponding changes will be discussed briefly in the subsequent subsection,
section 7.2.2, where the general quantization of the present subsection will be
applied to gravity theories with Euclidean signatures, too.
According to Dirac [138], the first class constraints (7.4) are to be turned
into an operator condition on wave functions. Since, in general, the constraints
are linear in Ai, but nonlinear in the X
i, we go into an X-representation of
the wave functions. Thus, to start with, our ‘wave functions’ Ψ are functionals
of X i(x), i.e. Ψ is a complex-valued functional of parameterized smooth loops
X : x → X i, S1 → N . In the context of pure gravity, always N = IR3. For
gravity–YM models it is also a linear space, but of some higher dimension. Much
of our considerations below will, however, be performed for completely general
N , thus covering, e.g., also the G/G WZW model [93]. Only in our application
of the general results, we will then restrict ourselves to the purely gravitational
theories for simplicity.
According to Dirac, the physical wave functions are those functionals which
satisfy
Gˆj(x)Ψ[X ] ≡
(
∂Xj(x)− iPjk(X) δ
δXk(x)
)
Ψ[X ] = 0 , (7.15)
where we have replaced Ai(x) by the standard (functional) derivative operator
and ~ has been set to one.
Note that in this approach it is not necessary to equip the original space of
wave functions with an inner product. We just define it as a vector space and then
determine the kernel of a set of operators. This is a mathematically well-posed
problem. Only thereafter we will deal with the question of an inner product (cf
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section 7.2.2.3 below). Note that equipping the present space of functionals with
an inner product would not be of much help in this context, since, generically, at
least for some of the Gˆi, zero will be part of their continuous spectrum, and then
the corresponding eigenstate cannot be normalizable with respect to the original
inner product.
Returning to (7.15), first one has to check if the integrability conditions for
(7.15) are satisfied. (By this one usually means local integrability conditions.
We mention this here explicitly, because later on we will also encounter global
integrability conditions.) We thus need to check, if the quantum constraint alge-
bra closes also on the quantum level, i.e. if the commutators of the operators Gˆi
close with all the operators Gˆi to the right of the structure functions (cf equation
(7.5)). Critical terms in this calculation can arise only from terms containing
two functional derivatives. They, in principle, need regularization. However, the
derivative term in the quantum constraint (7.15) is, up to a proportionality con-
stant, recognized as nothing but the corresponding classical Hamiltonian vector
fields (Vǫ, when smeared out by test functions). The calculation of the commu-
tator of two Hamiltonian vector fields, on the other hand, is purely classical and
thus no anomalies can arise from this source. (This calculation may, however,
be confirmed also by employing an explicit lattice regularization. Some explicit
calculations may be found also in [145].)
Since the Gi are the generators of the classical symmetries, having checked
the local integrability of the quantum constraints, we have established that there
are no anomalies.
To solve the constraints (7.15), we make use of the fact that they are covariant
with respect to target space coordinate transformations. Let
Ω = (P|T ∗S)−1 (7.16)
denote the symplectic form on each of the symplectic leaves S ⊂ N . Note that the
above restriction of P is well–defined since, by definition of the symplectic leaves
S, all its Hamiltonian vector fields are tangential to S. (Alternatively, we could
also work with a pseudo-inverse Ω¯ of P, cf section 6.2.3.) Denote, furthermore, by
(CI) a set of independent Casimir functions characterizing the symplectic leaves
(locally). In the case of pure 2d gravity, the label I may be dropped, as there is
just one Casimir.
Then evidently the set of constraints (7.4) implies:
∂CI(x) Ψ[X ] = 0 . (7.17)
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This shows that the wave functional Ψ has its support only on loops X with
an image that lies entirely within some symplectic leaf S. We thus may restrict
our attention to such wave functionals in the following. (We do not work with
distributional wave functionals here, although this would be possible, too.) Now
the remaining constraints (7.15) may be reformulated easily as[
δ
δXα(x)
+ iΩαβ∂X
β(x)
]
Ψ[X ] = 0 , (7.18)
where Xα are local coordinates on the respective leaf S under consideration.
Choosing the Xα as Darboux coordinates of Ω, Ωαβ becomes independent
of X(x). An example for such a coordinate system has been provided for the
purely gravitational models in equation (4.10). However, as we intend to solve
the constraints (7.15) on a global level and in general a single Casimir-Darboux
(CD) coordinate system is applicable to parts of N only, we require (7.17) and
(7.18) for all local CD-coordinate systems in N . (The situation and the following
steps remind somewhat of choosing Riemannian normal coordinates in general
relativity. Several formulas simplify drastically in such a coordinate system. If
the result of a calculation is reformulated in a covariant manner at the end, we
know that it holds globally and with respect to any coordinate system.)
The two remaining equations (7.18) may then be integrated easily (locally in
the space ΓS of loops on S):
Ψ = Ψ0 exp
(−i
2
∮ 2π
0
XαΩαβ∂X
βdx1
)
, (7.19)
where Ψ0 denotes a proportionality constant, depending on the symplectic leaf
under consideration (but cf also below).
In a next step we need to restore the global information. Thus far we found
the local integral to the functional differential equations (7.15), i.e. we solved
(7.18) locally in the space of loops ΓS . We now need to include global properties
of ΓS .
The essential features of interest here are the set π0(ΓS) of (disconnected)
components of the space ΓS of loops as well as its first homotopy group π1(ΓS).
Clearly, if π0(ΓS) is nontrivial, then the proportionality constant Ψ0 in (7.19)
depends also on the chosen component. Obviously, π0(ΓS) = π1(S). So, Ψ0 =
Ψ0(C
I , a) ≡ Ψ0(S, a), where a is an element of π1(S). If, e.g., π1(S) ∼ Z, π1(S)
has a generator b, such that a = bn. Then Ψ0 = Ψ0(C
I , n), where n is a winding
number of the loop X around the (single) hole on the symplectic leaf.
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Equation (7.19) with Ψ0 = Ψ0(S, a), a ∈ π1(S), provides still only the local
solution to (7.18). If π1(ΓS) is nontrivial, global obstructions to the solvability
of the quantum constraints can arise. Let us remark on this occasion that it is
hardly conceivable to carefully check these global issues in the space of fields,
if the significance of the leaves (and their topology) in the target space of the
theory is not realized and taken into account properly.
7.2.1.1 The case of simply connected symplectic leaves
Let us first focus on the case that π1(S) is trivial. In this case we have the
following identifications: π1(ΓS) = H2(S) = π2(S).3 Then the global integrability
condition may be formulated in terms of a simple integrality condition on Ω,
namely [24, 12]
1
2π~
∮
σ
Ω ∈ Z ∀σ ∈ π2(S) (7.20)
where we have reintroduced Planck’s constant ~ in this formula.
The origin of this condition becomes obvious, if we rewrite the phase of (7.19)
in a (target space) coordinate independent way:
1
2
∮ 2π
0
XαΩαβ∂X
βdx1 =
∮
X
Θ (7.21)
where Θ is a symplectic potential of Ω (in local Darboux coordinates Θ =
1
2
XαΩαβdX
β), i.e.
Ω = dΘ locally on S . (7.22)
Now suppose that we start the integration of the (functional) differential equa-
tions (7.18) in ΓS at the loop X0. Then, by means of Stoke’s theorem, we may
rewrite our local solution in the form
Ψ = Ψ0(C
I) exp(−i
∫
F
Ω) , (7.23)
where F is a path in ΓS along which we integrate, or in other words, it is a
(possibly at some points degenerate) two-surface in S. Here we only redefined
Ψ0 by a phase factor depending on the reference loop X0. Integration of (7.18)
along two paths in ΓS will yield a unique result for Ψ precisely if (7.20) is met
3Loosely speaking, nontrivial elements of H2(S), the second homology group of S, are
(homotopy-equivalence classes of) arbitrary two-surfaces without boundary (within S) which
are not the boundary of a three-surface. pi2(S), the second homotopy group of S, similarly
consists of homotopy classes of two-spheres in S. For trivial fundamental group pi1(S), these
two groups coincide.
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for all possible closed paths in ΓS , resp. for two-surfaces in S generated in this
way. (Cf also [12, 128, 90] for further details and illustration.)
In general the condition (7.20) will be met only for a subclass of all possible
symplectic leaves. We will illustrate this at examples below.
It is interesting to note that (7.20), which arises here as sufficient and neces-
sary condition for the (exact) solvability of the quantum constraints of the field
theoretic model (7.1), is equivalent to the semiclassical quantization condition
(cf., e.g., [146]) of a fictitious point particle system with phase space S and sym-
plectic form Ω, i.e. with the Poisson brackets provided by (the restriction of)
(7.3).4
7.2.1.2 Multiply connected leaves5
In the case of a nontrivial π1(S), we already found the additional dependence of
Ψ0 on elements a of this π1(S): Ψ0 = Ψ0(S, a). We now need to find the analog
of (7.20). This has to be done for each fixed a separately only, since a also labels
the disconnected parts of ΓS .
We will find below that in the context of the pure 2d gravity models, H2(S)
and π1(S) cannot be nontrivial simultaneously. This allows to establish that in
the case of a nontrivial fundamental group (of the leaf), there never is a further
global integrability condition in those cases. For completeness we still provide
the general integrability conditions also for multiply connected leaves; we will,
however, not motivate or prove them further.
For a = 1, the identity element of π1(S), the loop under consideration is
contractable. Then global integrability is provided for those leaves which satisfy
(7.20).
For a 6= 1 one has to scrutinize π1(S) for elements b ∈ π1(S) satisfying ab = ba.
If there are no such elements, then the respective physical wave function exists,
irrespective of S fulfilling (7.20) or not!
If, on the other hand, there are elements b commuting with a, then they
4As remarked already in chapter 4, PSMs were rediscovered in [86] in the context of quan-
tizing finite dimensional Poisson manifolds. The above (nonperturbative) result, establishing
precisely a correlation between the topological quantum field theory and the quantization of
the brackets (7.3), probably constitutes an interesting complement to the (perturbative) con-
sideration of that paper.
5The content of this subsection provides an improvement/correction of the global integrabil-
ity condition provided in [12, 128, 90]. I am grateful to T. Klo¨sch and P. Schaller for discussions
leading to the improved resp. correct form of the restrictions below.
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generate a torus T (a, b). S now has to satisfy
1
2π~
∮
T (a,b)
Ω ∈ Z ∀b ∈ π1(S) with ab = ba , (7.24)
i.e. the analog of (7.20) with spheres being replaced by tori.
These are the necessary and sufficient conditions for the existence of a physical
quantum state associated to an element of the fundamental group of a symplectic
leaf.
Note that it is not necessary to require, e.g., that an integrality condition is
satisfied for all elements of H2(S). Not all elements of H2(S) can be generated
by loops of loops. On the other hand, H2(S) may be trivial and still π1(ΓS) is
nontrivial; in fact if H2(S) = 0, then π1(ΓS) = π1(S). Still, in the latter case,
(7.24) is satisfied always, because then there cannot be any element b commuting
with a (otherwise H2 necessarily is nontrivial).
Thus it is sufficient (although not necessary) to establish that H2(S) = 0 (⇒
π2(S) = 0). Then any element a ∈ π1(S) gives rise to precisely one (independent)
physical quantum state.
7.2.1.3 Lorentzian signature of the theory
In the present subsection we specialize the results above to the case of pure gravity
models with Lorentzian signature. After all, our spacetime metric is of Lorentz
signature and the classical considerations of the previous chapters dealt with this
case only, too.6 In the subsequent two subsections, the resulting quantum states
will then be compared with the classical moduli space.
We will show below (at the end of this subsection) that for all the pure gravity
models of chapters 2 and 3 with Lorentzian signature (i.e., in other words, for
the Poisson tensor provided by equation (4.8)) the symplectic leaves have trivial
second homology. π1(S), on the other hand, will be found to be nontrivial in
general. Thus, for the purely gravitational models, the general solution Ψ[X ] to
the quantum constraints (7.15) may be described as follows: It vanishes for all
loops X that do not lie entirely within a symplectic leaf S ⊂ N of P; otherwise
6Let us remark on this occasion that on the local level the PSM approach yields classical
solutions for Euclidean signature in an equivalently straightforward way as in the Lorentzian
case. In fact, for the local form of the metric, the result is the same as when one naively Wick
rotates (5.6) and, simultaneously, restricts the function h, (given again by (5.5) in the torsion–
free case) to positive values. The global analysis may yield quite different results, however,
since the framebundle generically is nontrivial in the Euclidean case.
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we may always represent it in the form
Ψ[X ] = Ψ0(S, a) exp
(
−i
∮
X
Θ
)
, a ∈ π1(S) , (7.25)
where, as above, Θ is a symplectic potential: Ω = dΘ. Note that such a sym-
plectic potential exists globally on S since, by de Rahm’s theorem, H2(S) = 0
implies H2(S) = 0!
To establish contact with the literature on the subject, we first choose a
Casimir coordinate to label (generic) symplectic leaves. Moreover, we display the
phase factor by using coordinates (5.37). Then:
Ψ[X ] = Ψ0(C, a) exp
(−i ∮X Θ) , C ∈ IR , a ∈ π1(SC) , (7.26)
Θ = ± ln |X±| dX3 ⇒ ∮X Θ = ∓ ∮ 2π0 ln |X±(x)| ∂X3(x)dx , (7.27)
where X3(x) ≡ φ(x). Note that Θ needs to be defined only on a surface C =
const. There the two expressions given for Θ are easily seen to coincide on the
overlap of coordinates.
In addition to these solutions we get one state for every critical point of P, cf
equation (4.11).
The above representation of the physical wave functionals coincides with the
one found in [140, 147] for particular cases. A similar choice of CD-coordinates
reproduces the phase factor of [148]. Note that even if one recognizes the break-
down of the specific target space coordinates used to display the phase factor,
and if one introduces others so as to cover N (as, e.g., X−, 2X+X−, X3 in our
example), one hardly will be able to reintroduce the field theoretic label a without
recognizing its origin as a winding number of X i(x), (x = 0 → x = 2π), around
symplectic leaves in the target space of the theory.
Let us on this occasion comment also on the relationship of our approach to
the one in [149], where the torsion–free case (3.15) respectively (2.9) has been
studied. They obtain a wave function that might appear as a coordinate rep-
resentation of (7.26) at first sight (interpreting ours as the respective momen-
tum representation). However, their analog of our Casimir function C is not a
function of those phase space variables only which they have chosen the initial
(unconstrained) wave functionals to depend on! They obtain C as an integration
constant on the classical level; so what they actually employ is something like a
mixture between a reduced phase space quantization and a Dirac quantization.
The discrete label a, on the other hand, was lost when they reformulated one of
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the constraints by dividing it through the derivative of the Dilaton field φ (which
is very much like that what happens in (7.13)).
Nevertheless, although not rigorous, the paper [149] showed that a unifying
treatment of several gravity models may be feasible. It was this paper, which
lead me to start investigating generalized dilaton theory, and, in the sequel, to
consider the generalization to PSMs (cf end of [150]).
Let us now give the prove that H2(S) is always trivial in the Lorentzian
gravity theories. The symplectic leaves may be generated by the vector fields
V i := P ij∂j , with i = +,−, 3. V 3 is nothing but the generator of Lorentz boosts
in the target space. As a consequence of the noncompactness of the Lorentz
group also the symplectic leaves are noncompact. The assertion follows now by
noting that the second homology of a two-dimensional noncompact manifold is
necessarily trivial.
The situation changes for Euclidean signature. There V 3 is the generator
of rotations in the coordinates X1 and X2. In a generic theory, some of the
symplectic leaves are then diffeomorphic to a two–sphere for some values of the
Casimir. In this case, (7.20) reduces to the condition that the ‘surface volume’∮
Ω has to be a multiple of 2π. This selects only a discrete subset from the space
of symplectic leaves (within the corresponding range of C) on which the wave
functions have support. We will illustrate this further in section 7.2.2 below.
Finally, we want to get hold of the first homotopy of the symplectic leaves S:
The leaves may be characterized by C(2X+X−, X3) = const =: C0 in N = IR
3.
Let m be the number of intersections of the curve C(u, v) = C0 with the v-axis
in a u, v-diagram. Then, m− 1 is the number of free generators of π1(S).
7.2.1.4 Comparison of classical and quantum results
We finally obtain a close relationship between the quantum states (7.27) and the
classical solutions with cylindrical topology as obtained in section 6.2: One of
the two continuous parameters characterizing such a solution was the Casimir
function C (or ∼ ADM mass, [104]). The second continuous parameter (the
metric induced circumference or the ‘boost’ parameter, respectively) becomes
the (locally) conjugate variable in the RPS (cf also equation (7.14) with Σ =
S1 and section 7.1.3 above); thus it will not appear as argument of the wave
functions. The ‘winding number’ n in a = bn, on the other hand, corresponds
precisely to the minimal number of Carter–Penrose building blocks covered by an
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initial (noncontractable) circle x0 = const on M . (Remember that the number
of horizons within a fundamental building block was determined by the number
of zeros of the function h in (5.12). The latter equals m, since the zeros of h
coincide with those of X2, cf (5.40).)
This close relation between the physical quantum states and the classical,
gauge–inequivalent solutions is comforting. It gives support to the applicability of
the present quantization scheme. Moreover, it is felt that also from the technical
point of view, something for the canonical quantization of higher dimensional
gauge or gravity theories may be learnt.
7.2.1.5 The missing kink number
From the comparison of the physical wave functions with the classical solutions
on cylindrical M we infer that the wave functions captured the ‘block number’
of section 6.2. However, we do not find the kink number k within them. This is
somewhat astonishing as we know that such an index appears, if we study the
space of smooth solutions to the field equations (4.16), (4.17) on S1×IR, dividing
out diffeomorphisms and Lorentz transformations in the frame bundle. From the
previous chapter we know that elements within this moduli space carry also an
additional discrete label for kinks. So, what went ‘wrong’ within the Hamiltonian
formulation so that this index is missing within the wave functions?
The main point is that the RPS of the Hamiltonian formulation (still we
are speaking of cylindrical spacetimes) is equivalent to the space of solutions
to the field equations modulo the PSM symmetries (4.14) and (4.15). These
symmetries are equivalent to the above gravitational ones on-shell, provided the
metric (zweibein) is nondegenerate. This may be seen easily by means of (4.18).
In the classical context we focused only on spacetime solutions with a nonde-
generate metric. Thus the above observation may appear to provide a contradic-
tion.
The resolution of the apparent paradox comes about by noting that the PSM
symmetries allow to connect solutions with different kink numbers (but otherwise
equal labels and moduli parameters). The situation may be compared with the
symmetries generated by means of (d/dq) and q (d/dq) on a line IR ⊃ q. Even if
one is interested in gauge representatives with q 6= 0 only, the orbit spaces differ.
It may be shown that it is precisely this mechanism that is responsible for the
discrepancy (with q being the analog of det g). We refer to [151] where, for the
example of the JT-model (3.21), this is shown in detail. (A similar observation
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was made just recently in the context of the Chern–Simons formulation of 2+1
gravity, cf [152].)
Two final remarks: It would be interesting to see, if a careful treatment within
the lapse–and–shift approach will capture the kink number. (On the other hand,
in view of the somewhat strange character of spacetimes with nontrivial kink-
number, it may be seen also as a blessing that the PSM or Einstein–Cartan
formalism does not care about this index.) Second, the Ashtekar formulation
of 4d General Relativity is equivalent to the metrical formulation also only for
det g 6= 0 and the above considerations may be of interest in this context, too.
7.2.2 Further remarks
7.2.2.1 Comparing the Lorentzian and Euclidean theories
Next let us specify the general results of the previous subsection for the example
of Euclidean R2–gravity, characterized by the Poisson structure (4.5). As we
found in section 4.1, for any value of the Casimir CR2 there is one symplectic leaf
which is diffeomorphic to IR2 ∼ T ∗IR (for some values there are additional ones;
these will be dealt with below). These leaves are certainly always quantizable
phase spaces, (7.20) is satisfied trivially. So the proportionality constant in (7.23)
becomes an arbitrary function of CR2 here. This leads to physical wave functions
on a line effectively. However, this is not all of the story. We know that for
CR2 ∈ [−1/6, 1/6] there are further symplectic leaves and we have to find out
which of them are quantizable.
For the point-like leaf at CR2 = −1/6 the integrality condition (7.20) is satis-
fied trivially. So, we obtain one additional quantum state of R2-gravity for this
value of the Casimir. (It is arguable, however, whether this state contributes to
the physical Hilbert space: Possibly it should not be taken into account because
the corresponding gauge orbit is of lower dimension than the generic ones; cf
also [93]). Next we have to clarify which of the spherical leaves are quantizable
(CR2 ∈ (−1/6, 1/6)). This is not too difficult: Integrating the symplectic form
Ω = dZ ∧ dΦ over the respective ‘ellipsoid’, obviously one obtains an integer
multiple of 2π, iff the ‘height’ Zmax − Zmin of the this surface is an integer. An
explicit calculation shows that this is the case only for the ellipsoid–like surface
at CR2 = 1/9
√
6 (→ Zmax = 1/2 − 1/
√
6, Zmin = −1/2 − 1/
√
6). This defi-
nitely provides an additional quantum state of R2-gravity and the spectrum of
the Casimir becomes twofold degenerate at that specific value. At CR2 = 1/6
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the situation is not that clear: There are three leaves, one of which is not simply
connected. The latter leave would lead to an infinite number of states at that
value of CR2 . However, the space of gauge orbits is not Hausdorff precisely there.
Some continuity requirement thus might lead effectively to an identification of
all these additional states. Evidently, at this point there is some ambiguity in
how to define a quantum theory (and this question is crucially connected to the
construction of an inner product).
Studying R2–gravity for Lorentzian signature metrics, one again obtains a
continuous spectrum for CR2 . Now, however, this spectrum is infinitely degen-
erate within all of the range (−1/6, 1/6). The reason is that those leaves that
had a nontrivial second homology in the Euclidean formulation of the theory,
turn into (two–dimensional) noncompact (⇒ condition (7.20) satisfied always)
and multiply connected leaves.
The above results are quite generic: For Lorentzian type theories the spectrum
of the Casimir C (respectively of the mass) is continuous always. Generically
there are also ‘winding numbers’ (discrete labels) present in the wave functions;
however, the presence of these labels generically changes noncontinuously with
varying values of C. Regarding the same theory from the Euclidean point of
view, the generic spectrum of C is a continuous one with additional discrete
values (typically within a range, where in the Lorentzian theory the leaves are
no more simply connected). In some extreme cases, such as in the JT–model,
equation (3.21), for one choice of the sign of the constant Λ, the symplectic
leaves are spheres only. Then the spectrum of the mass operator becomes purely
discrete.
The symplectic leaves of Euclidean theories are always simply connected,
moreover.
For further examples and illustration we refer to [103, 24, 90]. It is in par-
ticular quite illustrative to trace the global deficiencies of a local representation
of the phase factor of the physical wave functions on a (nonintegral) spherical
symplectic leaf explicitly [90, 154]. Ignoring global issues in such cases leads to a
completely incorrect spectrum of physical observables.
7.2.2.2 Modifications for open spacetimes
In this case the wave functions in (7.15) are functionals of open (instead of closed)
strings, with boundaries fixed to the one–branes X+ = 1, φ = φL and X
+ = 1,
φ = φR, respectively. Upon restriction to a symplectic leaf as in equation (7.17),
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the boundaries of the (parameterized) string are completely fixed.7 It is then
easy to see that in the case of simply connected symplectic leaves the remaining
quantum constraints yield the same integrability condition (7.20) in this case, too.
Moreover, trivialH2 of multiply connected leaves again ensures global solvabibilty
of the quantum constraints.
Thus, the spectrum of C is the same as in the case of a closed universe
Σ = S1: For the Lorentzian theories, the spectrum of C will remain continuous
always, while for the Euclidean regime the resulting spectrum again depends
crucially on the topology of the symplectic leaves; one can obtain either scenario,
a continuous spectrum of C (like for SS or SIDG), a discrete one (like for JT), or,
more generically, a superposition of both as in the previous example of R2–gravity.
Note that this result is in contradiction to [142], where a discrete spectrum for
any generalized 2d dilaton theory with Euclidean signature (and appropriately
chosen Σ ∼ IR) was obtained. According to the present analysis, the situation is
more subtle.
7.2.2.3 The inner product and the issue of time
One of the open issues within the present quantum theory is the construction of
an inner product between the physical wave functionals in the Lorentzian case,
where nontrivial labels a ⊂ π1(S) occur. The main reason is that generically
these labels arise only within some part of the range of the continuous variable
C on which the physical states depend on (cf. equation (7.26) above).
We are not aware of a similar problem in constrained quantization of inher-
ently mechanical models. These labels are a relic of the field theoretical content
of the theory. We propose that this issue should be clarified for the JT theory
first. The reason is that in this case the PSM formulation is equivalent to the one
of a BF gauge theory, with, however, noncompact gauge group in the Lorentzian
case (the universal covering group of SL(2, IR), cf [151] and references therein).
Recently there has been a proposal for a ‘refined’ Dirac quantization, which
is supposed to also provide an inner product between physical states, cf [153] and
references therein. The status of this formalism has not yet been developed far
enough to be directly applicable to the present case. It seems be an interesting
7If one considers Σ = IR as an infinitely extended open interval, the endpoints of the
string are possibly tied to ‘infinity’ also on the symplecitic leaves in the target space, with an
asymptotically constrained parameterization of the string. Still, the ensuing considerations are
unmodified in their essence.
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task for future investigations, however, to adapt ‘refined Dirac quantization’ so
as to cover also the above 2d gravity models.
For SS or SIDG, however, (or any other model in which all the symplectic
leaves are simply connected), the observable p is defined globally on the (field
theoretical) phase space. Then there are also no discrete labels present in the
physical wave functions. A general inner product between physical states is then
provided by integration over C with respect to some measure. Requiring the
observable p to become a hermitian operator with respect to this inner product
[129, 103], p = p†, fixes the inner product. Up to unitary equivalence the measure
for the integration for physical states is then just the Lebesgue measure dC.
If, on the other hand, a theory has a purely discrete spectrum of C as, e.g., for
BF theories with compact gauge group, the inner product also poses no problem
(as remarked above, the Euclidean JT model falls into this class; note, however,
that generically a Euclidean gravity theory does not have a purely continuous
spectrum). States corresponding to different values of C are then just orthonor-
mal (since they are eigenstates of an operator, namely C, which we require to
be hermitian). General BF theories in the momentum representation have been
discussed first in [154].
We briefly add a remark on the issue of time: For a closed universe Σ = S1 the
Schro¨dinger equation is apparently trivial. Nontrivial dynamics may, however,
still be extracted upon appropriate choices of gauge conditions (determining with
respect to what parameter the states should be evolved). The main idea is that
all the dynamics is contained already within the equations (7.15) (remember
also, that Gi generate all the local symmetries, which include diffeomorphisms).
This may be made quite explicit and, in particular cases, unitarity of the time
evolution may be shown. A detailed analysis would go too far here, however, and
we refer the reader to [103, 140, 147] for several examples. (Cf also [11, 155] for
discussion of the issue in time in General Relativity.)
7.3 Brief outlook on Hawking radiation
There is a vast literature on this subject of Hawking radiation for two-dimensional
black holes (for some recent reviews cf [39, 156]). Except for some scattered
remarks used as part for motivating the study of two-dimensional gravity models,
however, we did not yet come to discuss Hawking radiation. And it will also not be
possible to do this properly within some pages. Still we want to at least mention
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briefly two main directions, both of which are dealing with the CGHS-model (or
some of its modifications).
First, there is the semiclassical approach. The scalar matter fields are in-
tegrated out, resulting in the nonlocal Polyakov term [48] to be added to the
classical gravity action. It is argued that, in a first (semiclassical) approxima-
tion, this term includes both Hawking radiation and back reaction. The ensuing
discussion is purely classical then (~ entering only as parameter in the action
under investigation). Only for some particular actions the resulting field equa-
tions may be analyzed exactly (cf, e.g., [54]). It is indeed found that the back
reaction leads to a decrease in the mass of the black hole due to the Hawking
radiation. However, one of the main problems is that usually the approximation
breaks down before a conclusion about the endpoint of the Hawking radiation
may be obtained. Also, in some cases conservation of total energy seems to be
violated. Cf the above two reviews and references therein for further details.
The second approach is an exact canonical quantization of the CGHS model
[53, 52] along the very same lines as those in the previous section, however, now
with propagating modes: A controversy between the two groups arose which still
does not seem to have been settled fully satisfactorily. While in [53] the appear-
ance of quantum anomalies is asserted, in [52] it is claimed that the anomaly is
in fact removable or absent.
Related, and quite interesting, is the work of Mikovic [51]: Mikovic does
not apply a Dirac quantization but a reduced phase space quantization. This
approach does not allow to decide about the presence or absence of quantum
anomalies. Still, within his setting, he does obtain an operator quantization of
the CGHS model which seems to correspond to a unitary time evolution. On
the other hand, the semiclassical results about Hawking radiation may still be
obtained within this framework by means of an approximate treatment of the
metric operator [51]!
The peak of the activity within these attempts has passed by now. We do
not have the impression that this is due to the fact that all the essential con-
ceptual problems have been answered nor that one found out that they cannot
be answered within the 2d setting. Only, the simpler problems have been solved
so far. Many fundamental and conceptual problems still wait for a resolution,
even in the simplified context of two-dimensional gravity theories. To our mind
there are still interesting and promising problems to be settled within the realm
of two-dimensional gravity.
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