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Let AY(t) be a right-continuous Markov process with state space E whose 
expectation semigroup S(t), given by S(t) 4(x) = E,[b(X(t))] for functions 4 
mapping E into a Banach space L, has the infinitesimal generator A. For each 
Y E E, let V(x) generate a strongly continuous semigroup T,(t) 0nL. An operator- 
valued Feynman-Kac formula is developed and solutions of the initial value 
problem &/at = Au + V(x)u, u(0) = 4 are obtained. Fewer conditions are 
assumed than in known results; in particular, the semigroups (T,(t);. need not 
commute, nor must they be contractions. Evolution equation theory is used to 
develop a multiplicative operative functional and the corresponding expectation 
semigroup has the infinitesimal generator A 4 V(x) on a restriction of the 
domain of A. 
I. INTRODUCTION 
The introduction of the notion of random evolutions by Griego and Hersh 
[9] and the ensuing development of the area reawakened the study of the 
Feynman-Kac formula in a new, operator-valued setting. In a random evolution, 
a process is allowed to evolve according to a collection of modes, characterized 
by operators on a Banach space, and the mode of evolution at any fired time is 
determined by a “driving” Markov process. The Feynman-Kac formula pro- 
vides a model for this situation and yields a connection with a partial differential 
equation. 
Let (Q, 3, Se, X(t), 0, , PZ) be a right-continuous temporally homogeneous 
Markov process whose state space E is locally compact, second countable and 
Hausdorff and let A be the infinitesimal generator of the semigroup S’(t) defined 
on the bounded measurable real-valued functions B(E, .g) by S(t) d(x) =- 
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J-&(X(t)) dP, Let E, d enote integration with respect to P, . Then for V, 
C$ E B(E, 3), the Feynman-Kac formula 
gives a solution to the initial value problem 
au/at -= Au + V(x) u, u(0) = 4. (1-a 
In the operator-valued case, the function 4 has range in a Banach space L 
and V(x) is the infinitesimal generator of a strongly continuous semigroup T,(t) 
on L for each s E E.The semigroup A’(t) now operates on a space of L-valued 
functions, but the infinitesimal generator is still denoted by A. The Feynman- 
Kac formula depends upon generalizations of the so-called multiplicative 
operator functional m(t, w) = exp[Ji V(X(s, w)) A]. 
In their investigation of the abstract telegraph equation, Griego and Hersh 
[IO] developed the Feynman-Kac formula in a special case when E is a finite 
set. In [13], Hersh and Papanicolaou discussed solutions of (1.2) and their 
behavior but they considered existence of the solutions only briefly. Under the 
assumption that the semigroups {T,(t)) commute, Grady [7] obtained sufficient 
conditions for the existence of solutions of (1 .l) in the operator-valued case. 
To do this, he developed a multiplicative functional from solutions of the evo- 
lution equation (d/dt) AZ(t, W) y  F= M(t, w) V(X(t, w)) y  constructed by Goldstein 
[6], but this required that X(t) be continuous and that the semigroups (71.Jt)j be 
contractions. Other assumptions included weak continuity of the measures P,and 
measurability of I -(x) C(y) for d, in the domain of A + T’(x). In this paper, 
these conditions arc either eliminated or weakened. 
In Section 2, the evolution equation theory of Kato [17] is put into integral 
form and altered to accommodate right-continuity of the Markov process. We 
discuss the analytic and probabilistic structure of the problem in Section 3 
and, in Section 4, we develop the multiplicative operator functional and utilize 
the expectation semigroup T(t) 4(x) :.= E,[M(t) 4(X(t))] to solve (1.2). To do 
this, we show that the infinitesimal generator of T(t) is A + V(x) on a subset 
of the domain of A. Some examples are discussed in Section 5. 
2. AN EVOLUTION EQUATION 
In this section, L and K denote Banach spaces and B(K, L) denotes the space 
of bounded linear transformations mapping K into L. I f  T E B(K, L), then 
II I’ll,,, is its norm. Similarly, B(L) _= B(L, L) and if I’ E B(L), j:T j;L is its norm. 
Let L* denote the continuous dual of L and if f t  I, and f” E I,*, then we use the 
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notation (f,f *) for f *(f). Any derivatives or integrals of L-valued functions 
are understood to be taken in the strong sense. If  A is a linear operator in L, 
we will use D(A) to indicate its domain. 
This discussion is motivated by the theory developed for the equation dujdt :- 
A(t) u = 0 where A(t) is a class of operators on L and u has range in D(A(t)). 
The following lemma will be used in the proof of the main theorem of this 
section. 
LEMMA 2.1. If  4: [u, b] + L is continuous with a I@continuous left derivative 
u-4 which is Bochner integrable, then 
4(s) - 4(r) = js D-+(t) dt fm a < r < s < 6. 
r 
Proof. This follows from the scalar case and the identity D-(+(t), f  *,\ = 
<&qt>, f  *\. 
DEFINITION 2.2. (i) I f  K and L are Banach spaces so that K is densely 
and continuously embedded in L and if --A generates a strongly continuous 
semigroup T(t) in L, then K is admissible with respect to A if r(t) leaves K 
invariant and forms a strongly continuous semigroup on K. 
(ii) Let K, L, K’ and L’ be linear spaces with K’ C K and L’ CL. If  
A: K 4 1, is a linear operator, then let D(A’) = {f E D(A) n K’ i ‘4f~ L’j 
and define A’f = Af for f  E D(A’). Call A’ the part of A from K’ to L’ or simply 
the part of il in K’ when K = L and K’ = L’. 
(iii) For each t, a < t < b, let -/i(t) be the infinitesimal generator of 
a strongly continuous semigroup in the Banach space L. Then {A(t)} is said to 
be stable if there are constants 11: > 0 and /3 > 0 so that 
I! fi (A(tJ + h)-l /I < -w - P)-“, 
J=l 
(2.1) 
for any finite family {tj} with a < t, < t, -< ... < t << 6. Here, the product \ n -. 
is time ordered. 
The following proposition is found in [ 171. 
PROPOSITION 2.3. Let T,cj, be the semigroup generated by --;2(tj). Then con- 
dition (2.1) is equivalent to 
(2.2) 
We are now ready to state the main theorem of this section. 
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THEOREM 2.4. Let K and L be Banach spaces with K densely and continuously 
embedded in L and let -A(t) be the injkitesimal generator of a strongly continuous 
semigroup in L for each t E [a, b]. Further assume that 
(i) (A(t)) is stable z&h constants IV and /3. 
(ii) K is A(t) admissible for each t E [a, b]. If A’(t) is the part of A(t) in K, 
(A’(t)) is stabZe with constants IV’ and /3’. 
(iii) KC D(A(t)) for each t E [a, b] so that A(t) E B(K, L) and the map 
t + A(t) is left continuous and bounded in B(K, L). 
Under these conditions, there exists a unique family of operators l’(t, s) E B(L) 
defined for a -( s :< t 2.: b with thefollowing properties. 
’ t s IS strongly confkuous in (t, s) z&h U(s, s) : = I andI/ U(t, s)/lL :~i 
:\: ,(t-.,‘“I 74 ’ ) e ?. 
(b) l:(t, 1.) mm l,‘(t, s) L(s, 1.), r :< s S. t. 
(c) qf, $1 f  - f  -Jd 7i(t, Y) A(r)f dl-,fEK, a < s -<, t :< b. 
(d) D,-U(t, s) f  = C(t, s) .il(s)f, fE K, a < s < t < b. 
Proof. For all positive integers n and j, let snj = = j(b - a)/n -.;- a. Define 
A,(t) = A(s,,~~~), s,.~-~ -: t < s,, , a < t <. b and let A,,(a) = A(a). Then 
A,(t) and At,(t) are stable with constants h:, /3 and A~‘, p’, respectively, 
and 11 A,(t) - .4(t)ilh.,L - 0 as n + z:. I f  s,,,_r < s ~~ t :g sQj, let Un(t, s) 
be the semigroup generated by --?(Sn,j-r) at t - s and let Un(t, s) be determined 
by (a) and (b) otherwise. By condition (ii), LTJt, s) leaves K invariant and by 
Proposition 2.3, j/ U,(t, s)llL z< I\;efl(t+) and ;! l$(t, s)llR < hr’eB’(t-q). 
Except at a finite number of points (t, s), 
(a/&) U,(t, s) f  := [Tn(t, s) An(S)f 
and 
(S/at) lrn(t, s)f == -AR(t) U,,(t, s)f for f  E K. 
Then 
(a/as) U,(t, s) c;,,(s, y) f  rz L:n(t, s&%(s) - -4,,(s)) Uds, r)f, f  E K 
so 
U,$, r)f - r;,(t, Y)f = - 1’ LL(t, s)(A,(s) - A,(s)) v&, +f ds. (2.3) 
-7 
This allows the inequality 
11 UJt, r)f - LTm(t, r)f (1, < NN’eY(t-r) Il.fiiK [” 11 A,(s) - Am(s)ljK,L 4 (2.4) 
* r 
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where y  ~:- max(j3, ,F), from which it follows that ,I C’,(t, r)f - C’,,,(t, ~)f;!~ --t 0 
uniformly in (t, r) for f  E K as n, m --f CO. Since the operators CTJt, r) are uni- 
formly bounded in n on a dense subset of L, lim,_,, fJn(t, r)f exists uniformly 
in (t, r) in the norm on L. Call this limit U(t, r)f. 
Clearly, U(t, s)f satisfies (a) and (b). I: or (c), it is enough to prove 
lim,,, s: CTn(t, s) AJ~)fds = sz r:(t, s) A(s)fA forft K, but this is apparent 
from the inequality 
Property (d) is a consequence of the continuity of Z’(r, .s) and property (c). 
To prove uniqueness, suppose that K(t, s) also satisfies (a), (b), (c) and (d) 
and let f~ K. Since 
n,- z.:r,(.s, r)f =: -An(S) 1 ‘JS, Y)f, 
II- I’-(r, s) l17?,(S, T)f = qt, s) A(s) I’:&, r)f - I .(t, s) An(S) 1 Js, r)f. 
By Lemma 2. I, 
vp, r)f - t,:n(t, Y)f =~ - 1’ bfct, .s)(~(s) - .-I,,(~)) I’~(~, Y).fd.s, 
- 1’ 
so 
where C depends on the stability constants. Taking limits verifies that 
V(t, r)f =~- [‘(t, ~)f. It follows that equality holds on L. 
THEOREM 2.5. Assume that A(t), K andL satisfy the hypotheses of Theorem 2.4 
and assume that K is rejlexize. Then 
(e) U(t, s) KC K, j/ U(t, s)JjK < &‘efi’(‘-s) and C(t, s) is weak/\’ con- 
tinuoUs in B(K) as a function of (t, s) and 
(f) U(U, ~)f- U(t, s)f = -SF A(r) c(r, s)fdy,fE K, s :s’ t -I’ a, where 
the integral is taken in the strong sense in L. 
Proof. Let f~ K and s < t. Since Urt(t, s)f is a bounded sequence in K, 
it has a weak (K) cluster point in K which must also be a cluster point in the weak 
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topology on L. But U(t, .~)f is the only weak cluster point in L, so U(t, s)f E K. 
Similar arguments prove that U,(t, s)f converges weakly to U(t, s)f in K and 
that U(t, s) is weakly continuous. 
To prove (f), recall that (a/at) U,(i, s)f := --All(t) U,(t, ~)f except at a 
finite number of points. Then UJu, s)f ~- C;,(t, ~)f =. -Jr A,(r) U,(T, s)jdr. 
The left-hand side converges to C’(u, s)f -- U(t, s)f in L, so it suffices to show 
that s: A(r) U(Y, s)f~/l is th e weak limit (inL) of J-1” A,[(r) Un(r, ~)f&. Note 
that 
jZ‘ A,(r) Un(Tr s)f dT - j’” A(Y) U(r, s)f dr 
t t 
=: j” (A,(r) - A(r)) cl&, S)f dY $- j” A(r)( Un(r, s) - C’(r, s))f dr. 
t i 
The proof that the first integral on the right converges strongly to zero is by now 
a familiar argument, Next, let f* E L”. Then f*(A(y)) E K* for each Y and 
f  *A(r)(U,(r, s) - G(Y, ~))f --) 0 as n -+ aj. By the dominated convergence 
theorem, 
‘,‘ttf jtl‘f^A(r)(U,(r. S> - U(r, ‘))fdr -~ 0 
so the weak limit of the second integral is zero, as required. 
COROLLARY 2.6. Assume that A(t), K and L satisfy the conditions of Theorem 
2.5 on an infinite interval I. 
(i) I f  [aI , hl and [q , hl are finite subintervals of I and if lll(t, s) and 
Uz(t, s) are the associated evolution operators constructed in the theorem, then 
U1(t, s) =: U.Jt, s) whenever s :.; t and t, s E [al , b,] n [a2 , b2]. 
(ii) There is a unique family U(t, s) de$ned f or s -.< t with s, t E I satisfying 
all the conclusions of Theorems 2.4 and 2.5. 
Proof (i) This follows from the uniqueness of the evolution operator. 
(ii) For any s ’ _ t with s, t E 1, let a -.; s :, I < h and define C’(t, s) 
U(a, 6; t, s) where C’(a, 6; ., .) is the evolution operator constructed over [a, b]. 
U(t, s) is well defined by (i). 
3. MARKOV PROCESSES AND SEMIGROUPS 
The Feynman-Kac formula depends on the two semigroups of operators 
S(t) and T(t) mentioned in the introduction. In this section, we set up a structure 
for the problem which will result in the semigroups S(t) and T(t) being strongly 
continuous. 
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Throughout the remainder of the paper, we will assume that L is a separable 
reflexive Banach space. Further, we assume that X == (Q, 9, &, X(t), 8, , P,) 
is a right-continuous temporally homogeneous Markov process with a locally 
compact, separable, metric state space E. Let g be the Bore1 u-algebra of E. 
We will use the notation E,(Y) = l YP,(dw) and P(t, q B) = P,(X(t) E B). 
xote that while -k-(t) is also a function of w, the dependence on w is usually not 
expressed. 
It will be convenient to define the semigroups on the Banach space Z’“(l?, L, p) 
consisting of all Bore1 measurable functions 4: E--t L such that SE )I C(x)]/: >: 
CL(&) < CC where p is a positive, u-finite measure on (E, 9?) which is finite 
on compact sets. Since L is assumed to be separable, strong and weak measur- 
ability arc equivalent by a theorem of Pettis. From now on, we will simply USC 
the term measurable. When integrating with respect to TV or P, we will use the 
Bochner integral exclusively. 
In order to make sense of the definition of S(t), it is necessary to further restrict 
the measure ,L. For B E .uA and t 2 0, let pP(t, B) = SE P(t, z”, B) p(&). Then 
we say 1~ is excessive with respect to P(t, ., .) if there exists a constant C 3; 0 
such that iLJ’(t, B) ; C&3) for all U E .i’A and t > 0. In what follows, we will 
assume that ~1 is excessive with respect to P(t, -, .), and we denote the constant 
of exccssivity- by C((L). 
Within this structure, it has been shown that for 4 E Z”(B, L, ,u), 1 --:- p < cc, 
&[&S(f))] exists for almost all s E E (p) and that +(X(t)) E 2’~‘(Q, L, P,) for 
almost all .r c; E(p). This permits the definition of S(t) by S(t) 4(x) == &[$(X(t))] 
for d, EI .y”(Z:‘. L, p). Since p is excessive, S(t) is a bounded linear operator with 
range in p”(R. I,, ,u) and since Xis Markov, S(t) satisfies the semigroup proper?. 
Details of the above discussion may be found in Griego [S] or Grady [7]. 
‘The strong continuity of S’(t) will be considered after we develop a more 
general expectation semigroup. This requires the following definition and lemma 
DEFINITION 3. I. A mapping M: [0, co) ,< 0 -B(L) is called a multiplicative 
operator functional (MOF) of (X, L) if it satisfies the conditions below for 
eachf E I-, s E J< and s, t 3 0. 
(9 UI .+ zll(f, w)f is strongly measurable with respect to the sigma- 
field generated b!. [S(U): 0 .< u < t). 
(ii) ZL .-* A1l(zd, w)f is weakly right-continuous for almost all w (P,). 
(iii) .lP(O, w)f = f  almost everywhere (P,). 
(iv) .Il(t s, w)f == M(t, w) M(s, 0,o)f almost everywhere (PB). 
LE1MM.4 3.3. .&x.&me that u: Q + B(L) so fhat Uf is measurable witJz respect 
to 9, fw each f  E L and assume that (b: Q 4 L is measurable with respect to & . 
Then ll+ is measurable with respect to .5$ . The result is still true $ .q i.r replaced 
bv .Y- throughout. 
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Proof. We only prove the first statement as the second is similar. Xote that 
if f t  L and FE & , then UfI, is 9t measurable where IF is the characteristic 
function of F. Now a consideration of simple functions and limits proves the 
result. 
PROPOSITION 3.3. Assume that U: I2 --f R(L) so that sup, i r-(u); L x. 
and Uf: Sz ---f I, is 27 measurable for each ,f E L. If  qh E Y’(Q, L, P,,,) for some 
s E E, then E,[Z$h ! SJ exists for any U .:- 0 and EJ U#J 1 *%] ( ‘E,,.[c#? .FJ. 
Proof. By Lemma 3.2, C4 is 9 measurable and since U is bounded in norm, 
L’c,~ E S(J2, L, P,). From this it follows that the conditional expectations exist. 
Next, if 4 E P(.Q, L, P,), A E C9t and.f* EL*, then 
proving that &[($,f*; j &] := JEJ$ I &],.f+ 
LctfEL andFtz.F. For anyf”EL*, 
:E,[CyIF ~ 9&f - :m E,J(‘c,‘f,%.f” ~IF 1 fl 
_ ( Uf, f  * E,:[Z, 1 9g 
; ‘zlE,.[fZF ( sq,f”?. 
Thus, &[CJfr, .F,] C:E,[fIp I SJ and the conclusion holds for simple 
functions. 
Yaw let (+,] be a sequence of simple functions in P(G!,I,, I’,,.) so that 
&,I+,-$1 +Oasn-tm.Then 
and 
t;li E,[& / .q = E,[$ I F(] and 2; E,[U+, / 9,] = E,[U$I .q] 
in Zl(Q, L, P,). By taking subsequences we may assume that the above limits 
hold almost surely (Pr). Then 
E,[zL$ 1 .FJ = tez E,[CG$, / -2q 
~-- iliz UEJ4. I ,F;3 
UE$$ / .q 
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C'OROLLARY 3.4. Let M be an MOF of (X, L) so that SU~,,~.’ /j M(t, w)ij < cc’ 
for each t > 0 and let $ E SC(Q, L, Pz) for some x E E. Then E,[M(t)+ 1 &] 
exists and E,[M(t)6, 1 61 = M(t) E,[$ 1 St]. 
As noted in the introduction of this section, $(X(t, w)) E LYJ(sZ, L, P,) for 
almost all .E’ in E with respect to an excessive measure p whenever 4 E Yp(E, L, ,u), 
1 L< p < x. I f  Mis a MOF with supD jj M(t, w)/j < co, we can define T(t) C(x) = 
Ex[iV(t) $(X(t))] almost everywhere (p). For each 4 E 2’n(E, L, p) and t 3 0, 
T(t)q5(x) is weakly measurable (as a function of x) as can easily be seen from 
standard monotone class arguments. That T(t) is well defined follows from the 
inequality 
i ! E7[l~f(t)+(x(t))lii tL(dx) ,( SUP II M(t)/; 1 11 $(x)ll I-lP,(dx) 
-E R E 
A similar inequality shows that T(t) 4 E 9’(E, L, cc) and that jj T(t)//, c< 
(C(p))lIp sup, /I M(t)lj. Since M is a MOF, T(t) is a semigroup as shown below. 
T(t + s) 4(x) = E,[M(t +- s) $(X(t + s))] 
= E,{E,[M(t, w) M(s, 4~) C(X(s, 4wN I &I) 
= E,{M(t, w) E,[M(s, bJ) wqs, &JJ)) I 611 
= -%WV) -&dM(s) WWN 
= E,[M@) T(s) #WI 
= T(t) T(s)+(x). 
We have proved 
'THEOREM 3.5. Let M be an MOF of (X, L) so that supo /I M(t)11 < co for 
each t > 0 and de$ne T(t) $(x) = E,[M(t) +(X(t))] for 4 E S’(E, L, CL), 
1 :< p < cc. Let p be an excessive measure with respect to P(t). Then {T(t); 
t > O$ is a semigroup of bounded linear operators on 8”(E, L, p) and (1 T(t)jj < 
(CW” “UP0 II M(t)l!. 
In [8], Griego obtained a similar theoramusing a similar proof but the MOF 
was required to be the limit (almost everywhere-P, for each x E E) of a sequence 
of finitely valued measurable operators with the limit taken in the strong operator 
topology. This stronger measurability was required to state the additional 
assumption that supzEE EJj[ M(t)jjQ] < co, where l/p + I/q = I. It is also 
proved there that (T(t), t 3 0} is strongly continuous. Since the proof is valid 
in our setting with only minor modifications, we will state the result without 
proof. 
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THEOREM 3.6. I,et the conditions of Theorem 3.5 hold afzd let 1 : p -: c/_. 
Assume that sup,<,<, supO,EsL /I M(t, w)li < a3 for some 6 > 0. Then T(t)+(x) = 
E%[M(t) +(X(t))] defines a strongly continuous semigroup 011 Y”(fi;, I,, p) with 
1’ T(t)jj < (C(,))~/J~ sup, 1) M(t)j. 
COROLLARY 3.7. S(t)+(x) = E,[4(X(t))] d$ . e ne5 a strongly continuous semi- 
group on 2’P(E, L, CL) whenever I < p < co. 
4. THE FEYNMAN-KAC FORMULA 
In this section, a multiplicative operator functional is constructed from a 
family of infinitesimal generators (V(x), x E E) using the results of Section 2 
and the structure of Section 3. Then the expectation semigroup is used to obtain 
solutions of (1.2). As in Section 3, we assume that X is a right-continuous Mark01 
process with a locally compact, separable, metric state space E. Further assump- 
tions required for the construction are listed below. 
K and L are separable, reflexive Banach spaces. 
K is densely and continuously embedded in L. 
For each zz E E, V(x) is the infinitesimal generator of a strongly 
continuous semigroup T,(t) on L so that KC D( F’(s)) for 
each .Y E E. 
(4.1) 
(4.2) 
(4.3) 
T,(t) leaves K invariant and defines a strongly continuous 
semigroup on K for each x E E. 
The mapping .I” it Vi(x) is continuous and bounded from I:’ 
into B(K, I,). 
There are constants C ‘;- 0 and /3 2 0 so that /I lJj”=, Tr,(tj)l, -I 
c exp(P(t1 t, + ... + tn)) for all finite collections {.v,], C E 
and {ti> C [0, co), whether the norm is taken in B(L) or B(K). 
The product is understood to be time-ordered. 
(4.4) 
(4.5) 
(4.6) 
Construction of fhe MOF. Let w E Q and define A(t, w) I -(s(t, w)) for 
t > 0 and &4(-t, W) = - V(LY(t, w)) for t J-i 0. Then under the assumptions 
above, K, L and A(t, W) satisfy the assumptions of C’orollary 2.6 on the interval 
(- Co, 01. Let (U(t, s, w), s < t :z 01, be the operator family obtained in 
Theorem 2.4 and define fil(s, t, U) -= U--s, -t, w) for 0 z-1 s :,.. t. Do this 
for each w. Then define M(t, w) = iU(O, t, w) for each w E 51, t ,; 0. :lZ(t, u) 
is an MOF of (X, L) as we shall see in the following sequence of lemmas. 
LEMMA 4.1. IJOV each w E Q and 0 :< Y -; .s . < t, A!l(s, t, (0) has the following 
properties. 
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(a) M(s, t, W) E B(L), M(s, t, W) is strongly L-continuous in (s, t), M(s, s, w) 
is the identity on L and /I M(s, t, w)I/~ < CeB(t-g). 
(b) AZ(r, t, W) = M(r, s, u) M(s, t, w). 
(4 iV(s, 4 w)f -f = s: M( s, u, w) V(X(u, w)) f  du, f~ K, where the inte- 
gral is a strong integral in L. 
(d) D, M(s, t, w)f = M(s, I, W) t~*(X(t, w))f, f  E K, where the derivative 
is taken in the norm on L. 
(c) M(s, t, W) E B(K), M(s, t, W) is weakly K-continuous in (s, I) and 
1; M(s, t, w)I:~ -< Ceatfms). 
(f) For ft  K, M(s, t, w)f- M(s, t, ~)f = s; V(X(u, w)) M(u, t, w)fdu 
where the integral is a strong integral in L. 
Furthermore, M(s, t, W) is uniquely determined by (a)-(d). 
Proof. Let w E Q. Then (a) and (e) are immediate by Corollary 2.6. For (b), 
note that if r :< s < t, 
M(r, s, co) Aqs, t, co) = u-r, -s, w) q-s, -t, co) 
= C:(--r, -t, w) 
= qu, t, co). 
Next, let f~ K. Then 
M(s, t, W)f - f  = q-s, -t, W)f - f  
s 
--s 
=- U(-s, u, w) A(u, w)f du 
--I 
-f zzz 
I 
U(-s, - u, w)[--AC--u, w)lf du - s 
= 1 t M(s, u, w) A(u, w)fdu .R 
= 
c 
’ M(s, u, w) V(X(u, w))fdu. 
‘S 
This proves (c). Parts (d) and (f) follow just as easily. Uniqueness follows from 
the uniqueness of U. 
LEMMA 4.2. For t, s > 0 and w E Q, M(t + s, W) = M(s, W) M(t, 0,9~). 
Proof. Since 
M(t + s, co) = M(0, t + s, w) 
== M(0, s, co) M(s, s + t, w), 
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it is enough to prove M(s, s :- t, U) = M(0, t, 0,~). The principal ingredient 
ingredient is the identity x(t + S, W) = X(t, 0,~). From this it follows that 
for any fixed s $ 0, V(X(t -t S, w)) = V(X(t, 0,5~)) for all t > 0. The multi- 
plicative operator functionals resulting from these generators in the construction 
above must then be equal. It is easy to see that V(X(t, O,Sm)) leads to the MOF 
&‘(t, 0,ti) and V(X(t -i- S, w)) leads to the MOF M(s, t + S, w), establishing the 
lemma. 
LEMMA 4.3. For jixed 0 < s < t and f E L, M(s, t, w) f  is a measurable 
function with respect to cr{X(U): 0 < U < t}. 
Proof. By conditions (4.5) and (4.6), the Trotter-Kato semigroup con- 
vergence theorem [22] can be applied to yield the continuity of T,(t)f as a 
function of x for each t > 0 and f  E L. From this, it is easy to obtain the joint 
continuity of T,(t) T,(U) f  in (x, y) for fixed t, u > 0, f  E L. Then 
rr;idt) Td&)f is +V), JW measurable. This result extends to allow any 
number of variables and since C;(-s, -t, u)f can be constructed on [--f, 0] 
as a limit of such products, U(-s, -t, w)f is ,(X(u): 0 ,< u < t) measurable. 
‘The conclusion now follows. 
We have proved 
THEOREM 4.4. M is an MOF of both (X, L) and (X, K). 
Remarks. It is now evident that the expressions S(t) 4(x) = EJ[$(X(t))] 
and T(t)+(x) = E,JM(t)4(X(t))] d fi e ne strongly continuous semigroups on 
S(E, L, 1~). Furthermore, S(t) and T(t) map A?fl(E, K, p) into Y”(E, K, p) 
and are semigroups on this space as well. Let A and G be the infinitesimal gene- 
rators of S(t) and T(t) on 9p(E, L, p) respectively. The connection between G 
and A is the crux of the Feynman-Kac formula. This connection depends on 
the operator B defined on SP(E, L, p) by B+(x) = V(x) 4(x) with the domain 
D(B) = (4 E %p(E, L, p) 1 +(x) E D( V(x)) a.e., V(x) #(*Y) E Tp(E, L, p)}. B is 
closed on Z’n(E, L, p) and bounded from Zp(E, K, p) to 2”‘(E, L, p). WC 
will prove that D(G) n Yp(E, K, ,u) = D(A) n Yfl(E, K, p) and, on this 
common intersection, G = A + B. The proof requires the measurability of 
M(u) V(X(u))4(X(t)) in (u, w) for t fixed. The joint measurability of 
M(u) V(X(u)) f,  f  E K, follows from the measurability and continuity properties 
of M, V, and X. Now arguments similar to those in Lemma 3.2 can be used to 
establish the desired measurability. Note that this also allows the use of Propo- 
sition 3.3. 
THEOREM 4.5. D(A) n TP(E, K, p) := D(G) n 9’(E, K, p). Furthermow, 
JOY 4 E o(A) n 2’p(E, K, p), G4 = 44 -t B+. 
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Proof. Let 4 E Z’p(E, K, FL). Then 
= s t E,.[M(u) VW)) &dW(t - 411 du 0 
= r t E,[M(u) V(X(u)) S(t - u) $(X(u))] du ‘0 
zzz 
r t E,.[M(u) BS(t - 4 owl dti ‘II 
Next, 
zzz 1 ’ T(u) BS(t - u) yQc) du. ‘0 
t-‘(T(t) - S(t))+(x) - B$(x) = t-l f” T(u) BS(t - u)+) - B&x) du 
-0 
1 t 
= t-1 T(u) B[S(t - u) - 11$(x) du 
‘0 
Now 
+ t-’ Iot (T(u) - 1) B+(x) du. 
where L and K represent pian(E, L, ,u) and SC’(E, K, p) respectively. This 
inequality and a simpler one for the second integral illustrate that both integrands 
are norm bounded and both tend to zero as t + 0. Then lim,,, t-l(T(t) - 
S(t)) C(x) = B+(x) which implies the conclusions. 
COROLLARY 4.6 (the Feynman-Kac formula). I f  4 E D(A) n 2Z’P(E, K, p), 
then u(t, x) = T(t) +(x) sohes the initial aalue problem a/at zl(t, x) = Au(t, x) + 
V(x) u(t, x), u(0, it?) == $6(x). 
580/38/1-S 
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PYOO~. I f  4 E D(A) n P(E, K, CL) == D(G) n %p(E, K, CL) then r(t) 4(x) E 
D(G) n Yn(E, K, p) = D(A) n P(E, K, p) and Theorem 4.5 applies. The 
differential equation is now a standard result of semigroup theory. 
5. EXAMPLES 
Example 1 
In this example, we will consider the result of a brownian motion “driving” 
a collection of one-dimensional diffusions. This leads to solutions of the initial 
value problem 
Here, and in what follows, the operators 62/%x”, P/3yz and D2 are used in the 
distributional sense. The symbol 9(P) d enotes the space of real-valued func- 
tions having compact support in Rn (real n-dimensional space) and derivatives 
of all orders. 
Let X be a standard brownian motion on R = R1. That is, X has transition 
densities 
p(t, x,y) = (2nt)-7i" em~(x-vP/2t, t > 0, X,?/ER, 
so that P(t, x, A) = JA(2~t)- i 2 e-(“-~)‘izt dy. Lebesgue measure is the under- 1 
lying measure used on the Bore1 u-algebra of R and R2 and this will not be 
explicity expressed in what follows. It is easy to see that Lebesgue measure is 
excessive with respect to P(t, ., .). Define the spaces L and K by L -1 L2(R) 
andK={fELjD2fcL).K‘ is a Hilbert space with the inner product (f, g) == 
Jz=f(x) g(x) dx + szcc D2f(x) @g(x) dx. K is complete since D2 is a closed 
operator on L. From the theory of Sobolev spaces, it follows that K is separable 
and is densely and continuously embedded in L. 
As in Section 4, the expectation semigroups are constructed on P(R,L) 
and P(R, K). Since the natural maps of L2(R2) and K*(R2) = {+ ELM / 
a2$/?3y2 E L2(R2)) into $p2(R, L) and Z2(R, K) are isometries onto these spaces, 
we can state our results on Lz(R2) and K2(Ii”). Then the semigroup S’(t) takes on 
the form s(t)d(x, y) = J?= d(z, Y)P(~ , x, z) dz. Before obtaining the infini- 
tesimal generator of S(t) we will discuss some preliminary results in partial 
differential equations. 
Let a: R -+ (0, co) be bounded and Holder continuous with the property 
that min a(x) > 0. Then there is a unique function p: (0, co) x R x R 4 
[O, Go) satisfying 
(i) p is jointly continuous in (t, x, y); 
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(ii) p is twice continuously differentiable in s; 
(iii) i$/at -= U(X) ay/axz; 
(iv> limtl, J2 f(y) p(t, x, y> dy = f(x) f or every bounded continuous 
function f. 
Furthermore, there are constants C > 0 and OL > 0 so that p, @,‘Zs, 8p/8x2 
and 2p,lat are bounded by Cl~m/2e~ ~(v-~)~it where m := 1, 2, 3, and 3 respec- 
tively. These bounds are necessary for the arguments in Proposition 5. I below. 
Also, p(t, x, u) is the transition density function for a continuous Markov Process. 
These results may be found in Dynkin [4, 51 where p(t, x’, 31) is called the funda- 
mental solution of +/ar =: a(x)a2p/W. 
PROPOSITION 5.1. Let a: R - (0, co) be bounded, Hildev continuous und 
bounded away from zero and let p(t, x, y) be the fundamental solution of the partial 
difJeerentia1 equation apjat = a(x) a2pjax 2. Define the semigroup U(t) on L2(R) 
(and K) by o’(t)f (4 = .I-~(Y)P(c x, y) dy. Then U(t) is a strongly continuous 
contraction semigyoup and has infinitesimal generator a(x) LY on (f ELM i 
DzfeL$(R);. 
Proof. U(t) is a strongly continuous contraction semigroup by virtue of 
Corollary 3.7. Let RA be the resolvent operator of U(t) so that R,f(x) = 
sr e-dtLT(t).f(x) dt forfEL2(R), Let 4 E 9(R) andf EL. Then 
E Ja Srn e+f (y) S”’ [a2;ax2p(t, x, y)] $(x) dx dy dt 
-cc 
‘x ma 
= i^ , ., .I-, e-Aff(y) a2jax2p(t, X, y) dy dt d(x) dx. 
Whence, D2R, f E L*(R) and 
Then 
D2RAf(x) = .c /; ecAtf( y) a2iax2 p(t, 3, y) dy dt. 
(A - a(x) D2) R,f(+) = \a SC I? e@f(y)(A - a(x) D”)p(t, x, y) 4(x) dy dt dx 
--m ” --a 
m cc co 
=r Lf 
ecAtf(y)(h - a;at) p(t, X, y) C/(X) dy dt dx 
‘-03-O -cc 
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Thus, (A ~ O(X) L)*) R, f f so the infinitesimal generator of U(t) is a(,~) IY 
and the domain is contained in (CELL ) D2f Ed}. That this is exactly, 
the domain follows the fact that the infinitesimal generator is a closed operator 
on L. 
A similar argument proves 
PROPOSITION 5.2. The infinitesimal generator of S(t) on Lz(R2) is ia2/W with 
D(A) == @ ELM / a2+/8x2 6L2(R2)}. 
Now let a: K’ + (0, a) be a bounded function satisfying: (i) for each fixed 
X, a(~, y) is bounded away from zero and Holder continuous in y  and (ii) a(., y) 
is an equicontinuous family of functions parametrized by y. For each N E R, 
let T,(t) be the semigroup of operators on L2(R) determined by the infinitesimal 
generator V(x) = a(x, y) S2/3y2 with domain D(V(x)) -= {MEL” 1 a2f/8y’ E 
L2(R)) = K. Properties (4.1)-(4.6) are satisfied so the corresponding MOP 
m(t, w)( y, 2) := nz(t, W, y, z) of Section 4 can be constructed. Then r(t) $(x, y) m- 
JQ j?= m(f, w, y, 4 4(-W, w), 4 d. P,(dw) d e fi nes a strongly continuous semi- 
group on L2(Rz). 
THEoREnl 5.3. Let + eL2(R2) he such that ij’2+/ay2, a2+/ax2 ELM. Then 
u(t, x, y) = -- T(t) (b(x, y) solves the initial value problem 
au/at == a(x,y) a2qp -t .p224lax2, 
40, x, Y) = 4(x, Y). 
Proof. The hypothesis is a restatement of “4 E D(A) n K2(R2).” 
Remark. This example can be generalized to allow vectors of arbitrary 
finite dimensions in place of x and y  and the diffusions may have generators 
of the form 
i aij(x) a2fjaxi axj + 2 hi(x) afjaxi - c(x)~ 
i=l 
as developed in Dynkin [4, 51 and the brownian motion may itself be replaced 
by a diffusion. 
Example 2 
In this example we obtain solutions of the system 
a/at qt, x) = c(~)aja~ qt, X) + f  qijuj(t, X) 
3-1 
%(O, x) = f&a i == 1) 2,..., 
where (qu) is the infinitesimal matrix of a Markov chain. 
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As before, let L : LZ(R) and put K = (f E L”(R) 1 f  E dC1,, and j’ E I,z(R)j, 
where AC,,, is the set of functions absolutely continuous on each bounded 
interval. 
Let S bc a temporally homogeneous Markov chain with state space 
I< ‘1 7 I ,--,...I ’ and transition probabilities P(t, i, 8’) == xjsFpij(f). Assume that 
z:‘_, p,,(t) is uniformily bounded in j and t. The counting measure /L is exccssire 
with respect P(t, ., .). I f  .[fi] E o%‘(E, L, p), S(t)f( m: xFz, p,,(t)f, . With 
7, -= inf[s ‘Y(S) + ;j, P?(T+ > f) :- e-n*t for some 9ri ) 0. I,etting qir -:. 
TT,P,(S(T~) c-j) and qi, = -7ri, standard arguments show the generator of 
S(t) to be i;cf, = C qijfi ‘The domain generally depends on ,1-(t), although 
with the condition C qfj < a, the domain is all of 9l’(E, L, p). 
Next, for the operators Ci we choose Vi :m: ci(x) ct;‘dx where [cijLII is a collec- 
tion of continuous functions on R so that min, c,(x) ;-- 0 for each i and 
maz,.i c,(.Y) -; w and D( Vi) = K for each i. We need the following proposition. 
PROPOSITION 5.4. [f c: R --j (0, co) is bounded, continuous, and hounded 
uu’ay from zero, then 1j7 := c(x) d/dx with D(V) 7: QEL~(R) ,ft .~3C1,, and 
.f’ t L?(R)) is the injinitesimal generator of a strongly continuous contraction semi- 
poup on L’(R). 
Proof. Let y(f, x) be the unique solution of <v/dt ~~ r(y), y(O) m: x obtained 
by solving 
-11(1,2) 
I c-‘(u) du =~ t (t 3 0). (5.1) ‘S 
The solution csists for all t > 0 since c is bounded. ‘I’hen y(t, x) is a continuous 
Markov process on R (also, Q = R) with transition probabilities 
P’(t, s, -4) = 1 if y(t, x) E -4 
= 0 if -v(t, s) 6 z-1. 
Since min, c(x) > 0, Lebesgue measure on R is excessive with respect to 
P’(t. ., ,) so that U(t)f(x) == f  (y(t, cc)) d e nes a stronglv continuous contraction fi 
semigroup on L2(R). 
The resolvcnt operator R, satisfies 
so R, f  E AC1,, and d/dx R, f  (x) = (AR, f  (x) - f(x))/c(x), showing that 
d/dx R,fsL2(R) and the infinitesimal generator of Lr(t) is C(X) d/d,y. .%lso, 
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this shows that the domain is contained in K, but it is exactly K since a simple 
computation yieldsf R,(X - c(x) d/dx)f for fE K. 
Now assumptions (4.1)-(4.6) are satisfies allowing the construction of an 
MOF M(t, W) and tho Feynman-Kac formula q(t, X) = Ei[M(t)f~(,,(X)]. 
Then we have 
‘Z’HEOREM 5.5. Let ci : R ---f (0, co) be continuous functions so that 
max,~i c~(x) < co anal min, c~(x) > 0 for each i == I, 2,.... Let (qij) be the infini- 
tesimal matrix of a Markov chain on (1, 2,...j with transition probabilities pij(t) 
such that xrz, pjj(t) is uniformly bounded in j and t. Then for {f,.) E D(A) satisfying 
Cy=, ;Ifi I!; < co, u,(t, x) -= E,[M(t)f,(,,] solves 
Furthermore, if C qzj < 03, then the solution exists for any { fi}& with 
-g, 1~ f, Ii’, < rc.. 
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