In this paper, we propose methods for the estimation of parameters for the three-parameter Reflected Weibull ( ) distribution. The Moment estimator ( ), Maximum likelihood estimator ( ) and Location and Scale Parameters free maximum likelihood estimator ( ). The is based on a data transformation, which avoids the problem of unbounded likelihood estimator. Through Mont Carlo simulations, we further show that the performs better than and in terms of bias and root mean squared error ( ). Finally, two examples based on real data sets are presented to illustrate methods.
Introduction
The Weibull distribution, first presented by Weibull [17] , is the most widely used distribution in reliability and lifetime studies. The cumulative distribution function ( ) and probability density function ( ) of the three-parameter Weibull distribution are given by 
for > 0, > 0 and < , for example see, Johnson et al. [8] . If X has the Weibull distribution with and given by (1) and (2) then -is said to have the RW distribution. The and for the three-parameter are given by This distribution , first presented by Cohen [4] . For ≤ 1, the distribution is J-shape, for > 1, the distribution becomes bell-shape.
Figure1. The density function of the three parameter distribution for different choices of where = 1, = 0.
As Cohen [4] has said some readers may recognize the distribution of largest values, or the Fisher-Tippet type III distribution of largest values as discussed by Gumbel [7] . As Lai [9] has said strictly speaking , the is not suitable for reliability modeling unless > 0 and ( ) ≥ 9.
The RW distribution is suitable for ductile strength, you can see Nadarajah and Kotz. [12] . In this paper, we propose three method of estimation of parameters of the three-parameter distribution.
and that discussed with many of authors for a lot of distributions .As Chen and Amin [3] said does not always give satisfactory estimates of parameters for certain threeparameter distributions where the density is positive only to right of a shifted origin, , this being of the unknown parameters. for example in the Lognormal, Gamma distribution and Weibull model with three parameters the critical difficulty is that there are paths in the parameter space, with tending to the smallest observation, along which the likelihood becomes infinite. Griffths [6] suggested a method for estimation parameters of the three-parameter Lognorma l distribution. Lawless [10] have all given detailed of descriptions of various methods of parameter estimation of the three-parameter Weibull distribution.
As Nagatsuka and Balakrishnan [13] said since there are estimation that are uniqueness but they are useless from an inferential point of views and consistency is one of the most fundame nta l properties to show that statistics are suitable as estimators of unknown parameters and as Nagatsuka et al. [14] suggested we will say s.
The rest of this article is organized as follows. In section 1, we present the . In section 2, we present the . In section 3, we present the , as a new method for estimation of parameters of the three-parameter distribution. In section 4, we show that the performs well compared to some other prominent methods, we will simulate and use of bias and . In section 5, two real life data sets are used as examples to illustrate the methods of estimation. In section 6 we will write some concluding remarks.
Maximum likelihood estimation
Let , = 1,2, … . , be a random variable distributed as (3) with the vector of parameters ( , , ). We now determine the s of the parameters of the three-parameter distribution. Le t 1 , 2 , … , be observed values of a random sample size from the three-parameter distribution.The log-likelihood function for the vector of parameters can be written as
When < , = 1,2, … , and
As we know, The of is more than (1) , where ( ) denotes -th order statistic. The of , and are obtained by solving the non-linear equations ( ) = 0, ( ) = 0 and ( ) = 0.
Moments Estimation
We know
We can write , we simply obtain the moment estimates of , and .
Location and scale parameters free maximum likelihood Estimation
It is well known that the reliability conditions are not satisfied for the for every distributio n with three-parameter then some authors suggested a new method for this problem. For example; Nagatsuka and Balakrishnan [13] studied about methods of estimation for three-parameter Inverse Gaussian distribution. Nagatsuka et al. [15] studied about methods of estimation for threeparameter Gamma distribution. Nagatsuka et al. [14] studied about methods of estimation for three-parameter Weibull distribution and suggested that authors can be study about another distributions such as the three-parameter distribution. Then in this paper we want studied this new method for estimation of parameters for this distribution and compared with the and . In this section we will say about this new method.
Estimation of the shape parameter
In this section, we describe a new method of estimation of the parameters of the three -parameters RW distribution and discuss some of properties. Let 1 , 2 , … , be n independent random variables from the three-parameter distribution with common (3). Throughout the paper, we assume that the following two conditions hold: Assumption 1. The sample size n is greater than 2. Assumption 2. With ≠ probability 1, for some ≠ .
These conditions are very natural, which are required for all existing methods of estimation for three-parameter distributions. We first consider some statistics depending on only one parameter a before presenting the method of estimation. For i = 1,2,...,n, let ( ) denote the order statistics among 1 , 2 , . . . , . Then, we consider the following statistics:
It is easy to see that ( ) , s do not depend on and , but depend only on . Statistics similar to those in (5) have been considered by Nagatsuka and Kamakura [16] for the model presented by Castillo and Hadi [2] . Observe that (1) takes on the value 0 and ( ) takes on the value 1 constantly. We consider the maximum likelihood estimator of based on (1) , (2) , … , ( ) . The likelihood function of based on (1) , (2) , … , ( ) might be bounded (will be proved later) since these are not dependent on as mentioned above. To obtain the maximum likelihood estimator of based on W(i)'s, we first derive the joint of (2) , (3) , … , ( −1) .
Proposition 1.
For > 0, the joint density of (2) , (3) , … , ( −1) is given by 
For every , such that < < 0, > 2 and δ> 0, the integrand in (6) 
For 2 ,··· , −1 for which 0 ≤ 2 ≤ ··· ≤ −1 ≤ 1 is not satisfied, the partial derivative of ( ( ) ≤ , = 2, . . , − 1) with respect to ( ) , = 2, … . , − 1, is always equal to 0 since
After suitable transformations of variables and , the proof of proposition 1 gets completed. □ From Proposition 1, we can obtain the likelihood function of based on (1) , … . , ( ) as
Where 2 , 3 , … , −1 are the realized values of (2) , (3) , … , ( −1) . Then, the of based on ( ) , , denoted by ̂, is obtained by maximizing ( ; 2 , 3 , . . . , −1 ) with respect to , by substituting 
without loss of generality, we denote ℎ( , , ; 2 , … , −1 ) by ℎ( , , ) in the remaining part of this proof. For every > 0, < 0, < 0, > 2 and 2 , 3 , … , −1 such that 0 ≤ 2 ≤ ··· ≤ −1 ≤ 1, the partial derivative of {ℎ( , , } with respect to is given by ℎ′ ( , , ) {ℎ( , , )}, where ℎ′ ( , , ), is the partial derivative of ℎ( , , ) with respect to , which is
And |ℎ′ ( , , ) {ℎ( , , )}| is bounded above and then there exists such that
The second last inequality is due to Lyapunov's inequality while the last inequality holds from proposition 1.
Then, by applying part (ii) of theorem 16.8 of Billingsley [1] , the derivative of ( ; 2 , … . , −1 ) is given by
The proof of proposition 2 is thus complete. □
The following theorem and the using corollary implies that the estimate of obtained by maximizing ( ; 2 , … . , −1 ) or solving equation ´( ; 2 , … . , −1 ) = 0 always exists uniquely over the entire parameter space. we see that each , , : , = 1,2, … . , , takes on values over (−∞, +∞) for and v<0, note that, if ( , , : ) < 0 , = 1, . . . , , ( , , ) is strictly increasing in each , , : < 0, = 1, . . . , , and takes on value over (−∞, 0), for any fixed δ > 0, thus there exist a unique value of ( , , ) on the set { , : , , : < 0, = 1, . . . , } such that ℎ′ ( , , ) = 0, for any fixed δ > 0, we denote the value of ( , , ) by 0 − ( ), we see that ℎ′ ( , , ) < 0 for , on the set { , ; ( , , ) < 0 − ( ), , , : < 0, = 1, . . . , } and for ℎ′ ( , , ) > 0 for , on the set { , ; ( , , ) > 0 − ( ), , , : < 0, = 1, . . . , } for any δ > 0. Analogously, if
, , : > 0, = 1, . . . , ; ( , , ) is strictly decreasing in each , , : < 0; = 1, . . .,n and take on values over (−∞, 0) thus, there exists a unique value of ( , , ) on the set { , : , , : > 0; = 1, . . . , } such that ℎ′ ( , , ) = 0, for any fixed δ > 0.we denote the value of ( , , ) by 0 + ( ). We see that ℎ′ ( , , ) > 0 for , on the set { , ; ( , , ) > 
From now on, let us focus on the case when ∆ ≥ 0. We note that,
While (δ, ∆δ, , ) = { 1
for any . 
From (12) and (13) Therefore by the fundamental theory of differential calculus, the sign of the RHS of (14) Analogously, we obtain the following inequality:
The proof is very similar to proof of (15) and is therefore omitted for the sake of brevity.
It follows from (15), (16) and the fact that ´( ) is differentiable with respect to (the proof is very similar to the proof of the differentiability of ( ; 2 , … , −1 ) in proposition 2 and is therefore omitted for the sake of brevity that Proof: Corollary 1 the obvious from theorem 1 , and the proof therefore omitted. □ One of the main purposes of this section is to prove that the estimate of has consistency. The following lemma is needed before presenting the result about the consistency. Lemma 1. For any fixed ≠ 0 , where 0 is the true value of the parameter , lim →∞ ( ( ; (2) , … ( ) ) < ( 0 ; (2) , … , ( ) ) = 1
Proof:
Let , = 2, … . , − 1, be the random variables whose order statistics are ( ) , = 2, … . , − 1. 
and these are conditionally independent, given (1) = , ( ) = . By the positivity and the integrability of , ( ; (2) , … , ( −1) ) and , ( 0 ; (2) , … , ( −1) ) and (21), implies lim →∞ { ( ; (2) , … , ( −1) ) < ( 0 ; (2) since { ( ; (2) , … ( ) ) < ( 0 ; (2) , … , ( ) )| (1) = , ( ) = } is bounded by 1.
Then by applying the dominated convergence theorem, from (23) and (24) it follows that lim →∞ ( ( ; (2) , … , ( −1) ) < ( 0 ; (2) 
The proof is very similar to the proof of Theorem 3.7 of Lehmann and Casella [11] , and is therefore omitted. □
Estimation of location and scale parameters
Once we obtain the estimate of , using the method outlined above, we may proceed to the stimation of and , where in the estimators have the following properties.
Property 1.
The estimates exist uniquely for all n and for all , and , where > 2, > 0, −∞ < < ∞ and > 0.
Property 2.
The estimators are consistent for and , respectively. First , before providing the estimators having the above properties, we consider the following estimators of and :
and
It is evident that the estimates ̂ ̂ uniquely exist, given the observations 1 , … . , , where ̂´ is the realized value of ̂. It is well-known that ( ) tends in probability to as → ∞ for every since Assuming that and are known and substituting for ̂ and for ̂ in (25,26) ,̂ is the maximum likelihood estimator of in the regular case and therefore consistent for . It follows these facts and slutsky´s theorem that ̂ is consistent for . The estimators ̂ and ̂ then have properties 1 and 2 mentioned above. However, the estimators could have considerable bias since ̂ has significant bias. So, we need to consider correction of bias for these estimators.
Since
It is easy to proof, upon substituting ̂ for and ̂ for ,the bias-corrected estimator of becomes
We then obtain the bias-corrected estimator of as
It follows, from the above mentioned forms and the fact that the term ̂( 1
in (27) tends in probability to 0 as → ∞ (which can be shown easily by using slutsky´s theorem),tha t ̂ and ̂ also have properties 1 and 2.
Simulation
We carry out a Mont Carlo simulation study to evaluate the compare of the proposed estimators. The proposed estimators , termed LSPFE, MLE and MME. In the simulation study, the values of the shape parameter are selected as 0.5,1,2,3,4,5 and take = 0 and = 10 the sample size is taken to be 20,50,100. All programs in this numerical study were written in the package R. Tables 1-6 display the simulation results of the bias and root mean squared on 100 Monte carlo runs for each set of configurations .Bias column is joint columns represent the sum of the absolute values of bias of the three estimators, and column in joint columns represents the root of the trace of matrix of the three estimators , which are used for evaluting the marginal performance based on bias and of the three estimators. Figures 2-10 show the bias and of tables 1-6. from these results , we observe the following. , of , , estimators for based on 100 simulations with = 0.5,1,2,3,4,5 and = 100. 2. If sample size will be large the and absolute bias for the and will be small.
3. If sample size will be large the has not very large variant, and this is almost independent to sample size. 4 . When the is increase and the sample size is constant then the and absolute are increase.
5.
The for s are minus on the other hand are less than real value , but the bias for and are minus or plus.
Illustrate examples
We demonstrate the proposed method for the Three-parameter distribution in this section by using two data sets.one of them is with large sample size and the other is with small sample size.
Example 1
The first sample has been selected from Cohen [4] and Elderton and Johnson [5] , is fitted an observed age distribution of holders of a certain type of life insurance policy. The data is in the table 7. Cohen [4] obtained the of this data, = 310.54659, = 339.7792125 and = 40.043878. We computed the and the estimation for , and . The results are in table 8. Figures 11 and 12 show the density plots(fitted pdf versus empirical ) for the distributio n plots (fitted versus empirical ) for the three different estimation methods. The figures show that the estimators provide the best fit. 
Example 2
We said if has the Weibull distribution then − has the distribution. Next, we consider initially reported by Nagatsuka et al. [13] . This data has the three-parameter Weibull distribution and reporte in the table 9. We consider − that has the three-parameter distribution. This data is bearing´s fatigue life data. The and and of parameters are in table 10. Figures 13 and 14 show the density plots(fitted versus empirical ) for the distributio n plots (fitted versus empirical ) for the three different estimation methods. The figures show that the estimators provide the best fit. Examples show that s are less and bias then this is better than the and for every sample size.
6.Concluding remarks
We consider three methods for estimation of parameters in the three-parameter distribution. The and methods have studied in books and articles , but has studied just for a little the three-parameter distributions, In article has proofed that s provide the best fit.
