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Abstract 
We study the computational complexity and approximation of several problems arising in the 
comparison of evolutionary trees. It is shown that the maximum agreement subtree (MAST) 
problem for three trees with unbounded degree cannot be approximated within ratio 2’og”n in 
polynomial time for any 6 < I, unless NP c DTIME[2P”‘Y’“g “I, and MAST with edge con- 
tractions for two binary trees is NP-hard. This answers two open questions posed in [I]. For 
the maximum refinement subtree (MRST) problem involving two trees, we show that it is 
polynomial-time solvable when both trees have bounded degree and is NP-hard when one of the 
trees can have an arbitrary degree. Finally, we consider the problem of optimally transforming a 
tree into another by transfening subtrees around. It is shown that computing the subtree-transfer 
distance is NP-hard and an approximation algorithm with performance ratio 3 is given. 
Keywords: Evolutionary tree; Phylogeny; Compatibility; Recombination; Computational 
complexity; Approximation algorithm 
1. Introduction 
In the analysis of molecular evolution, the evolutionary history of a set of species 
is described by an evolutionary tree (or phylogeny). Let S be a set of species. An 
evolutionary tree T on S is a rooted unordered tree such that the leaves of T are 
uniquely labeled with the elements in S. The internal nodes are unlabeled and the order 
among siblings is insiynijkant. Usually we require that each internal node has at least 
two children. (Note that, evolutionary trees are also often viewed as unrooted trees in 
the literature. All of our results hold for the unrooted version as well.) Reconstructing 
the correct evolutionary tree for a set of species is one of the fundamental yet difficult 
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Fig. I. The operations. 
problems in evolutionary genetics. Many methods have been proposed based on various 
criteria. However, these methods do not always produce the same answer. Therefore, it 
is interesting to design metrics and automatic methods for the comparison of different 
evolutionary trees on the same set of species. A fruitful approach is to compute a tree 
that can somehow express the “intersection” of these evolutionary trees. 
The notion of a maximum agreement subtree (MAST) was first proposed by Finden 
and Gordon [6]. Given an evolutionary tree T on set S and a subset A C S, the re- 
striction of T on A, denoted TIA, is an evolutionary tree on set A obtained from T 
by eliminating the species outside A and the internal nodes with only single child. 
The latter operation, called forced contraction, is illustrated in Fig. l(a). For any two 
evolutionary trees Tl and T2 on set S, an agreement subtree (AST) of TI and Tz is a 
tree T such that for some A C S T = T, /A = T, IA. We call A & S the set of the agreed 
species and S - A the set of the disagreed species. A maximum agreement subtree 
(MAST) of Tl and T2 is an AST with the largest number of leaves (i.e. the largest 
number of species have been agreed upon). The notion of AST and MAST can be 
easily extended to more than two evolutionary trees on the same set of species [l]. 
The first polynomial-time algorithm for MAST on two trees was given by Steel 
and Warnow [17]. Their algorithm runs in O(n2) time for bounded-degree trees and 
0(n4.5 log n) for unbounded-degree trees, where n is number of species. Farach and 
Thorup recently improved the running time to O(n’-’ log n) for unbounded-degree trees 
and to O(nc fi) for bounded-degree trees [4, 51. Amir and Keselman [l] consid- 
ered MAST for several trees. They showed that MAST is polynomial-time solvable for 
multiple bounded-degree trees and is NP-hard for three trees with unbounded degrees. 
An algorithm to approximate the complement of MAST on multiple unbounded-degree 
trees with ratio 4 was given. (The complement is to minimize the number of disagreed 
species instead of the agreed species). They also raised two questions: the approxima- 
bility of MAST on multiple unbounded-degree trees and, given two trees T, and T, 
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on set S, how to compute a tree with the largest number of edges which is obtainable 
through a sequence of edge contractions from both restrictions Tl jA and TzJA for some 
subset A C S. An edge contraction is shown in Fig. l(b) and is also referred to as dele- 
tion of an internal node in tree edit [20]. Let us call the second problem maximum 
agreement subtree with edge contractions (MAST-EC). Here we settle these two prob- 
lems by showing that MAST for three unbounded-degree trees cannot be approximated 
within ratio 2’“g”n in polynomial time for any (5 < 1, unless NP C DTIME[2P”‘Y”~ “1, 
and MAST-EC is NP-hard. 
The rejinement of trees is another approach towards the “intersection” of trees, and 
was originally introduced in the study of the compatibility of evolutionary trees [3, 8, 181. 
Tree T is said to be a refinement of trees T, and Tz if both T, and T2 can be derived 
from T through a sequence of edge contractions. Two trees are compatible if they have 
a refinement. Polynomial-time algorithms for the tree compatibility problem have been 
known for a long time (e.g. [8, IS]). It is natural to consider the optimization version 
of this problem for trees which are not compatible with each other, namely, given trees 
TI and T2 on set S, find the largest subset A C S such that TI IA and T4A are com- 
patible [ 191. Let us call a refinement of T1 IA and T21A a maximum rejnement subtree 
(MRST) of Tl and T2 and this problem the MRST problem. One can view MRST as a 
natural counterpart of MAST. We show that MRST can be solved in polynomial time 
if T, and T2 have degrees bounded by some constant and it becomes NP-hard if one 
of the trees is allowed to have an arbitrary degree. 
When recombination of DNA sequences occurs in an evolution, the history of the 
evolution cannot be adequately described by a single tree. A recent proposal in an 
attempt to solve this problem is to use a list of evolutionary trees [lo, 111. Each tree 
corresponds to a region of the DNA sequences, and each tree can be obtained from 
the preceding tree on the list by transferring some subtrees from one place to another. 
Fig. l(c) shows a subtree-transfer operation, where T2 is moved to the branch immedi- 
ately above T4. Each such operation corresponds to a recombination event. A model for 
reconstructing such a list of trees based on parsimony has been proposed in [ 10, 111, 
which is useful for studying the evolution of viruses, bacteria, multigene families and 
alleles from nuclear DNA. It is normally not relevant for species trees, since individuals 
from different species do per definition not mate. This is a restriction on the domain 
of application of this method, but the body of data where this method is relevant is 
still very large and includes biological questions of great importance, such as the evo- 
lution of HIV. The model can be extended to include gene conversions, which is also 
a very frequent evolutionary event that can be described phylogenetically as a double 
recombination event occurring at some distance. 
The model in [ 10, 111 requires the calculation of the subtree-transfer distance between 
two trees (i.e. the minimum number of subtrees we need to transfer). It was left open 
how to compute this distance. Unfortunately, we can show that computing the distance 
is NP-hard. We will also give a simple approximation algorithm achieving ratio 3. 
It turns out that this distance is also connected to the notion of agreement between 
trees. 
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The non-approximability of MAST on multiple unbounded-degree trees is given in 
Section 2. Sections 3 and 4 discuss the complexity of MAST-EC and MRST. Finally, 
the subtree-transfer distance is considered in Section 5. 
2. Non-approximability of MAST on 3 unbounded-degree tr es 
In this section, we show that the following problem cannot be approximated within 
ratio 21°sdn in polynomial time for any 6 < 1, unless NP & DTIME[2p”‘y’os “I. Here, 
DTIME[2r”‘y’os “1 denotes the class of problems solvable in 0(21°sCn) time for some 
constant c. 
Problem: MAST for Three Unbounded Degree Trees. 
Instance: Three trees Tt, T2 and Tj of arbitrary degrees on set S = {st,s2, .. . ,s,}. 
Goal: Find a largest subset A C S such that TI IA = T21A = T3 IA. 
The idea of the proof is the self-improvement technique as used in [12]. We first 
prove that the problem is MAX SNP-hard. Thus it cannot be approximated within ratio 
1 + E for some E > 0 unless P = NP [2]. Then we define a product of trees and show 
that any approximation ratio r for the problem can be improved to Y”~. Taking an 
appropriate k should give the desired bound. In the following, let c(Tl, T2, T3) denote 
the size of a MAST for trees T,, T2, T3. 
Lemma 1. The MAST problem for three unbounded degree trees is MAX SNP-hard. 
Proof. We need to show that a MAX SNP-hard problem L-reduces to MAST for 
three trees with unbounded degrees. It can be easily verified that Amir and Keselman’s 
construction for the NP-hardness [l] is in fact an L-reduction [ 161. For the com- 
pleteness of the paper, we include the definition of L-reduction and the construction 
here. 
Formally, an L-reduction is defined as follows. Suppose that 171 and ZZ2 are two 
optimization problems. We say that ZZi L-reduces to Zi’2 if there are two polynomial 
time algorithms f ,g and constants c(, /I > 0 such that, for any instance Z of ZZi, f(Z) 
forms an instance of ZZ2 and 
1. opt(f(Z)) < u . opt(Z), 
2. Given any solution of f(Z) with value ~2, the algorithm g produces in polynomial 
time a solution of Z with value si satisfying 1st - opt(Z)] < b . 1s~ - opt(f(Z))]. 
Amir and Keselman’s reduction is from the following variant of 3-dimensional 
matching which is MAX SNP-hard [14]. 
Problem: MAX 3DM-B (Maximum Bounded 3-Dimensional Matching). 
Instance: A set M & W xX x Y of ordered triples where W, X and Y are disjoint. 
Each element of W UX U Y appears in at most B triples of M. 
Goal: Find the largest subset M’ C M such that no two elements of M’ agree in 
any coordinate. 
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Fig. 2. The tree TI 
Given an instance of 3DM-B, A4 2 W xX x Y, we construct three evolutionary trees 
Tt, TZ and TX. Let [WI = 1x1 = IYI = q and IMI = p. The root of each z has 2q+ 1 
children. The first q + 1 children are leaves labeled with new symbols LI I, a2, . . . , ag+ 1. 
Each of the last q children of TI is a subtree T,,, corresponding to an element w E W. 
T,, has its leaves labeled with the triples of the form (w,x, y), where x E X and y E Y. 
TZ and T3 are constructed in a similar way. (See Fig. 2). 
Note that each T, has at most B leaves, where B is a constant. The new symbols 
al, a2,. . , aq+l ensure that the three roots of Tl, Tz and Tj form the root of a MAST. 
Since all the leaves of T,,. contain the same element w in their labels, at most one of 
the leaves in T, can be preserved in an AST. The same argument holds for 7; and 
T?. Therefore, M has a 3-dimensional matching of size k if and only if T,, T2, T3 have 
AST of size k+q+ 1. 
Since each element of W Ux U Y appears in at most B triples of M, there is always 
a 3-dimensional matching of size at least q/B. Therefore, c(Tl, T2, T3) = opt(M) + q + 
1 < opt(M) + 2q < opt(M) + 2Bopt(M) = (2B + l)opt(M). 
Moreover, given an AST of T1, T2, T3 of size s2 = q + 1 + k, we can find in 
polynomial time a 3-dimensional matching of size st = k. Observe that opt(M) - SI = 
1 +q+opt(M)-(1 +q+si) = 1 +q+opt(M)-s;! =c(TI,T~,T~)-~2. 
This shows that the above reduction is actually an L-reduction. 0 
Now, we need define the product of two evolutionary trees. Let TI and T2 be two 
evolutionary trees on sets Sl and 5’2 respectively, where 5’1 and S2 are the sets of labels 
for these two trees. For each label s E S1, let Tz(s) denote the tree obtained from Tz by 
replacing each label s’ E S2 with a new label (s,s’). The product of TI and T2, denoted 
TI x T2, is obtained from TI by replacing each leaf labeled s with the tree TV (see 
Fig. 3). For any tree T, we define T2 = T x T and Tk” = T x Tk. The following 
lemma allows us to improve an approximation ratio for MAST by taking the product. 
Lemma 2. Let TI , T2 and T3 be the three evolutionary trees. Then c( T,k+‘, Ti+‘, Tt” ) 
3 c(Tl, T2, Tj).c(T/, Tt, T$). Moreover, given an AST of size c fbr Tf+‘, T:+‘, Tt+““. 
w’e can find in polynomial time an AST of size cl for TI, T2, T3 and an AST of size 
c2 fbr Tf, T;, Tf such that cl . c2 = c. 
Proof. Let S be the set of labels in TI, T2, T3. It is easy to see that if T and T’ are the 
MASTS for Tl, TX, T3, and Tf, Tt, Tt, respectively, then T x T’ is an agreement subtree 
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Fig. 3. (a) The tree T,. (b) The tree T2. (c) The tree Tl x T2. 
for Tf+‘, Ti+‘, T!+‘. Thus, c( TF+‘, Tt+‘, Tlf’ > 3 ~(TI, T2,T3) . c(T,k, Ti, T$). Suppose 
that we are given an AST T of size c for T:+‘, Ti+l, T,k+‘. For each label s E S 
such that (s,s’) appears in T for some s’ E Sk, we can identify an agreement subtree 
T” of Tls, Tzs, and TsP in T. Let cl be the size of T”. Each of the leaves in T” 
corresponds to an agreement subtree for Tf, Ti, T$. Without loss of generality, assume 
that all such subtrees have the same size c2 (otherwise we can improve c). Then, we 
have cl . c2 = c. 0 
By the same argument as in [12], we have the following theorem. 
Theorem 3. For any constant 6 < 1, MAST for three unbounded-degree trees can- 
not be approximated within ratio 2“‘g”” in polynomial time, unless NP c DTIME 
[2PO'Y'OP "1. 
Proof. Suppose that for some constant 6 < 1, MAST can be approximated with ratio 
2’Os6” in time O(nd) for some constant d. For any fixed E > 0, let 
Given an instance Tl, T2, T3 of MAST of size n, we can blow it up k times to obtain 
an instance Tf, Tt, Tt of size at most nk. By the assumption, an approximate solution 
of T,k, T$, T: with ratio 21°shn’ can be found in time 
O(n”) = (32” “g “) = 0(2P01Y’og “). 
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By Lemma 2, such an approximate solution of T,k, T[, Tt implies an approximate so- 
lution of T,, T2, Tj with ratio 
It then follows from Lemma 1 and the results in [2] that NP C DTIME[2P”‘Y“‘s “1. 0 
3. Agreement subtrees with edge contractions 
A natural extension of the agreement subtree approach is to allow the application 
of edge contractions in the formation of an “agreement” of the given trees. Intuitively, 
an edge contraction “loosens” the structure of a tree and thus increases the chance of 
having an agreement. For example, in the extreme case, we can contract all the edges 
in all trees to end up with a star. However, the obtained star contains little information 
about the evolutionary history. Therefore, it is desirable to contract a small number of 
edges yet to have a large number of the agreed species. This is the intuition behind the 
MAST-EC problem first proposed in [ 11. Here, we show that MAST-EC on bounded- 
degree trees is NP-hard by a reduction from Exact Cover by 3-Sets [7]. 
Problem: Exact Cover by 3-Sets. 
Instance: A collection C of subsets of a finite set S where every c E C contains 
three elements and every element s E S is contained in at most 3 subsets in C. 
Goal: Find an exact covering C’ C C of S, i.e. a collection of mutually disjoint 
sets whose union equals S. 
Theorem 4. MAST-EC is NP-hard even if the given trees have bounded egree. 
Proof. Given an instance of Exact Cover by 3-Sets, let the set S = {sl,s2, .. . ,sm}, 
where m = 3q and C = {Cl, Cz,. . . , C,,}, where each Ci = { ti,l, ti.2, t,,3}, tij E S. 
Without loss of generality, we assume that n > q. 
Two trees T and ? are constructed as in Figs. 4 and 5. The top part is a binary 
tree whose actual structure is insignificant. (We need this part to get around the degree 
bound.) In order to make this part insignificant in the following calculation, introduce 
a large enough factor f = 2(n + m). Each element cij, j = 1,2,3, of Ci corresponds 
to a subtree c, as shown in Fig. 6. In tree T, each element s; E S corresponds to a 
subtree Ti as shown in Fig. 7. Every triple of subtrees Ti,j (j = 1,2,3) is connected 
to the top part by a path of length 5 f, which has 5 f internal nodes (not including the 
root of the subtree) and 1Of edges (including the edges connecting xi,j’s). Call such 
a path a long chain, denoted by Pi. In tree f, there are n corresponding long chains, 
each of which contains 5 f - 1 internal nodes and 1Of - 2 edges (see Fig. 5). 
We will show that C has an exact cover of S if and only if there is a tree T’ with 
at least 3(2f - 2)q + (1 Of - 2)(n - q) + 5 f q edges such that, for some subset A of 
labels, T’ can be obtained using edge contractions from both restrictions T(A and PIA. 
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x1,1 Xn,l 
x1,2 
. Gl,2 
. 
. . l 
Xl ,5f 
6th 
q1q2 q3 
xn,5f 
6th 
T,,I Tn,2 7-43 
Fig. 4. The tree T constructed from C = {Cl, (22,. . . , Cn}, where each subtree K,, corresponds to a ci, i E CI, 
j = 1,2,3. 
. 
x1,1 &,l 
x1,2 Xn,2 
TI T2 T3 Tm_2Tm-1Tm : . l l : 
h Xl,5f -1 h xn,5f -1 
Fig. 5. The tree f. Each subtree r, corresponds to an element s, E S and each of the PI chains of length 5f 
corresponds to a subset C, E C. 
(ifl Given an exact cover {Ci,, . . . , CjB > C C of S, there is a corresponding set of 
subtrees (Tj,,jJ 1 < Z d q, 1 6 j 6 3) in T. We can obtain an agreement subtree with 
edge contraction (AST-EC) T’ which contains the subtrees { Ti,,j 1 1 < I < q, 1 < j < 3) 
and the long chains P, (r E { 1,2,. . . , n} - {il, in, .. . , i,}). Note that each q,,j con- 
tributes 2f - 2 edges, and each P, contributes 10s - 2 edges. Moreover, we eliminate 
the internal nodes of the q long chains Pi,, . _ ., Pi,t each of which contains 5f la- 
bels and each label contributes one edge in the AST-EC T’. Thus, T’ has at least 
3(2f - 2)q + (1Of - 2)(n - q) + 5fq edges. 
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Fig. 6. The subtree Tz,, corresponding to c,,, E C, 1.1’ = 8 in this case) 
Fig. 7. Suppose that c ,,,, ck,I and c~,~ are the three occurrences of s,. (a) The subtree K comsponding 
to s,. (b) The subtree 2,. (Again, f = 8.) 
fonly if Suppose we have an AST-EC T’ of size at least 3(2f - 2)q + ( 1Of - 
2)(n - q) + 5fq. Note that the constructions of Tt,j’s in T and 7;‘s in f imply that 
without decreasing the number of edges, we can modify T’ such that if a label in a 
Tl+j appears in T’, then the whole subtree Ti,j appears in T’. Furthermore, in order 
to keep E,j in T’, we have to eliminate 5 f internal nodes in the long chain Pi. On 
the other hand, keeping a long chain Pi in T’ means that we cannot keep any of Tij 
Cj = 1,2,3) in T’. Keeping a long chain will contribute 1Of - 2 edges. This means 
that T’ has to have some Tij otherwise the number of edges in T’ would be at most 
(1Of - 2)~ + n + M which is less than 3(2f - 2)q + 5fq + (1Of - 2)(n - q). If T,i 
is in T’ the other two subtrees Tik(k = { 1,2,3} - {j}) have to be in T’ in order to 
increase the number of edges in T’. Keeping a tripe will contribute 3(2f - 2) + 5f 
edges. Thus in order to obtain 3(2f - 2)q + 5fq + (1Of - 2)(n - q) edges, we have 
to preserve q tripes in T’, which should give an exact cover of S. Cl 
A variant of MAST-EC is to construct a tree maximizing the number of internal 
nodes instead of edges. Unfortunately, a simple modification of the above proves that 
this variant is also NP-hard. 
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4. Maximum refinement subtrees 
The MRST problem can be reformulated as another problem, called the alignment 
of trees, recently introduced in [13]. Informally, an alignment d of trees r, and Tz 
is obtained by first inserting new unlabeled nodes into T, and TZ such that the two 
resulting trees Ti and Ti have the same structure, i.e. they are identical if the labels are 
ignored, and then overlaying Ti’ on T{. Here inserting a new node u under an existing 
internal node v means we make u the parent of some children of v and then u a child 
of v [20]. Thus, each node in the alignment d is labeled with a pair of (possibly 
null) symbols, one from T[ and the other from T$. A score scheme is defined for each 
pair of labels. The value of the alignment d is the sum of the scores of all pairs of 
opposing labels. An optimal alignment is one that maximizes the value over all possible 
alignments. The notion of alignment of trees was originally proposed as an alternative 
way of measuring the similarity of trees representing RNA secondary structures [ 131. 
To formulate MRST as an alignment of trees problem, we need define the scores 
as follows: 1 for an identical pair of (non-null) labels and 0 otherwise. It is easy to 
see that in any alignment d of TI and T2, the set of nodes with identical pairs of 
opposing (non-null) labels induces a refinement subtree T of Tl and T2. The value of 
& is exactly the size of the subset of labels appearing in T. Therefore, an optimal 
alignment of T, and T2 gives an MRST of T, and Tz. 
In [13], a polynomial-time algorithm to align (unordered) trees with bounded degree 
is given. We hence have the following theorem. 
Theorem 5. MRST can be computed in polynomial time if both trees are of bounded 
degree. 
On the other hand, alignment of trees is NP-hard when one of the trees is allowed 
to have an arbitrary degree [ 131. A slight modification of the proof of this result gives 
the next theorem. A weaker result can be found in [9]. 
Theorem 6. MRST is NP-hard if one of the given trees can have an arbitrary degree. 
Proof. The reduction is again from Exact Cover by 3-Sets. Let S = (~1,. . ,s,} and 
C = {Cl,...,G} 3 where C’, = {c~,~,c~,~,c~,J}, be an instance of this problem. Assume 
m = 3q. 
We construct two trees as shown in Fig. 8 and 9. Note that each s; E S appears 
at most three times in Ci’s. For each i = 1,. . . , n and j = 1,2,3, let aij and a; be 
two labels corresponding to the c,~. The set of labels for the two constructed trees is 
{aij,aij(i = l,..., n, j = 1,2,3}U {sij(i = l,..., n, j = 1,2,3,4,5}. The tree T is 
basically a chain of n subtrees Tl, T2, . . ., T, (see Fig. S(a)). Each T, contains a stem 
of 5 labels as its upper segment and a subtree of 6 labels as its lower segment (see 
Fig. 8(b)). The lower segment of T, corresponds to C; in C. The tree ? contains m 
subtrees 21 , . . . , Z,,, and n stems of 5 labels as shown in Fig. 9. Each Zi in f contains 
2, 4, or 6 labels corresponding to the one, two, or three occurrences of si E S. 
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Fig. 8. (a) The tree T. (b) The subtree r, 
s1,5 Sn,5 
(4 (b) 
Fig. 9. Suppose that c~,J, et,1 and cP,y are the three occurrences of s,. (a) The tree ?. (6) The subtree Zi. 
Now, we want to show that C contains an exact cover of S if and only if T and 
f have a refinement with 6q + 5(n - q) labels. Note that, for each subtree 7;, either 
its entire upper segment or its lower segment can be included in any refinement of T 
and p. Including the upper segment contributes 5 labels, whereas including the lower 
segment contributes 6 labels. Thus, an MRST of T and f includes as many lower 
segments as possible. Therefore, we can conclude that C contains an exact cover of S 
if and only if T and f have a refinement with 6q + 5(n - q) labels. 0 
5. The sub&e-transfer distance 
When recombination of DNA sequences occurs in an evolution, two sequences meet 
and generate a new sequence, consisting of genetic material taken left of the recom- 
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1 Recombination 
- A - r - 
sl s2 s3 s4 - e- - 
64 lb) 
s2 s3 - - 
Cd) 
Fig. 10. (a) A recombination. (b) A recombination occurs at an ancestor Y of 32. (c) The evolutionary tree 
corresponding to the left region. (d) The evolutionary tree corresponding to the right region. 
bination point from the first sequence and right of the point from the second se- 
quence [15, 10, 111. Fig. 10(a) demonstrates a recombination. From a phylogenetic 
viewpoint, before the recombination, the ancestral material on the present sequence 
was located on two sequences, one having all the material to the left of the re- 
combination point and another having all the material to the right of the breaking 
point. 
In Fig. 10(b), it is assumed that a recombination has occurred in the generation of 
some ancestor Y of ~2. Thus, the evolutionary history can no longer be described by 
a single tree. The recombination event partitions the sequences into two neighboring 
regions. The history for the left region could be described by the evolutionary tree in 
Fig. 10(c), which is obtained by going back in time above the recombination following 
the left-going edge, while the history for the right region could be described by the tree 
in Fig. 10(d), which is obtained by following the right-going edge. The recombination 
makes the two evolutionary trees describing neighboring regions differ. However, two 
neighbor trees cannot be arbitrarily different, one must be obtainable from the other 
by a subtree-transfer operation. When more than one recombination occurs, one can 
describe an evolutionary history using a list of evolutionary trees, each corresponds 
to some region of the sequences and each can be obtained by several subtree-transfer 
operations from its predecessor [ 111. The computation of subtree-transfer distance is 
useful in reconstructing such a list of trees based on parsimony [ 10, 111. 
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In this section, we show that computing the subtree-transfer distance between two 
evolutionary trees is NP-hard and give an approximation algorithm with performance 
ratio 3. Before we prove the results, it is again convenient to reformulate the problem. 
Let TI and T2 be two evolutionary trees on set S. An ugreemrnt forest of T, and 
Tl is any forest which can be obtained from both T, and Tl by cutting k edges (in 
each tree) for some k and applying forced contractions in each resulting component 
trees. Define the size of a forest as the number of components it contains. Then the 
maximum agreement forest (MAF) problem is to find an agreement forest with the 
smallest size. The following lemma shows that MAF is really equivalent to computing 
the subtree-transfer distance. 
Lemma 7. The size of u A4AF of TI und T, is one more than their subtree-trunsfer 
distance. 
The lemma can be proven by a simple induction on the number of leaves. Intuitively, 
the lemma says that the transfer operations can be broken down into two stages: first 
we cut off the subtrees to be transferred from the rest in T, (not worrying where to put 
them), then we assemble them appropriately to obtain T2. This separation will simplify 
the proofs. 
5. I. The NP-hardness 
Theorem 8. It is NP-hard to compute the subtree-transfer distance betti)een two 
binary trees. 
Proof. The reduction is again from Exact Cover by 3-Sets. Let 5’ = {si ,sz,. . . , s,} be 
a set and Cl,..., C, be an instance of this problem. Assume m = 3q. 
The tree T, is formed by inserting n subtrees Al,. . . ,A, into a chain containing 
2n + 2m leaves xi,. . . ,xzn, yi, . . . , yzrn uniformly (see Fig. 1 l(a)). Each Aj corresponds 
to Ci = {c,J,c~,J,c~,~}, and has 9 leaves as shown in Fig. 1 l(b). Suppose that Cj,jf, ck,h-l 
and c/,/t are the three occurrences of an si E S in C. Then in T?, we have a subtree 
Bi as shown in Fig. 12(a). For each C;, we also have a subtree D, in T2 as shown in 
Fig. 12(b). The subtrees are arranged as a linear chain as shown in Fig. 12(c). 
Note that each adjacent pair of subtrees Ai and A,+1 in T1 is separated by a chain 
of length 2 which also appears in T2. Thus, to form a MAF of T1 and T2, our best 
strategy is clearly to cut off Al,A2, . . . ,A, in T, and similarly cut off B1, B2,. . . , B, 
in T2. This then forces us to cut off DI, 02,. . .,D, in T2. Now in each Ai, we can 
either cut off the leaves ui,i, D~,J,u~,J, u~,J,u~,J, Ui,s to form a subtree containing three 
leaves ai,l,ai,2,a,,3 (yielding 6 + 1 = 7 components totally), or we can cut off ai,l, a~, 
and a,.3. In the second case, we will be forced to also cut links between the three 
subtrees containing leaves {ui,l, QJ}, {ZQ, Ui.2) and {ui,3, ui,3}, respectively, as the Bi’s 
are already separated. Hence in this case the best we can hope for is 3 + 3 = 6 
components (if we can keep all three 2-leaf subtrees in the agreement forest). 
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Y2m-1 Y2m 
(a> (b) 
Fig. 11. (a) The tree Tl (b) The subtree A, 
D1 b-1 D, 
(4 04 (4 
Fig. 12. (a) The subtree Bi. (b) The subtree D,. (c) The tree T2. 
We now formally show that C has an exact cover of S if and only if T, and T, 
have an agreement forest of size 1 + 6q + 7(n - q) = 7n - q + 1. 
(ifl Suppose we are given an exact cover {Ci,, Ciz,. . . , C,} c C of S. For each Ai, 
(2 = 1,2,..., q) in Tl, we cut off ai,,,, Ui,,2, Ui,,s, and the three subtrees containing 
leaves {Ui,,i,ai,,i}, {Ui1,2,Uii,z} and {Ui,,3,Ui,,3}. Correspondingly, we can obtain the 
6 components from T2. Note that each Bi in T2 can contribute at most one subtree 
containing {Ui,j, Ui,d} (j = 1,2,3). In this way, each Ai, creates 6 components in the 
agreement forest. For each of the other n-q subtrees A, (i E { 1,2,. . . , n} - {iI,. . . , i,}), 
we can cut off the leaves ur,i, v,,i, ur,2, vr,2, ur,3, 0,~ and the subtree containing the three 
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(ii) 
a b 
(iii) 
OR A . . a Al b Al, 
4 
a 
(iv) b 
Fig. 13. The first four cases of a and b in Tz. 
leaves a,l,a,,z, ar,3. Correspondingly, we can obtain the 7 components from T2. There- 
fore, the total number of components in the agreement forest is 1 + 6q + 7(n - q) = 
7n-q+ 1. 
(only ifl Suppose we have an agreement forest of size 1+6q+ 7(n - q) = 7n - qf 1. 
From the previous discussion, we know that: 
1. Each A, in TI contributes at least 6 components. 
2. Among the n subtrees Ai’s, at most q Ai’s can contribute 6 components each. 
Moreover, these Ai’s correspond to disjoint Ci’s in C. 
Thus, the agreement forest of size 7n - q + 1 should give us an exact cover of S. 0 
5.2. An approximation algorithm of ratio 3 
Our basic idea is to deal with a pair of sibling leaves a, b in the first tree Tl at a 
time. If the pair a and b are siblings in the second tree Tz, we replace this pair with 
a new leaf labeled by (a, b) in both trees. Otherwise, we will cut T2 until a and b 
become siblings or separated. Eventually both trees will be cut into the same forest. 
Five cases need be considered. Fig. 13 illustrates the first four cases. The last case 
(Case (v)) is that u and b are also siblings in Tz. 
The approximation algorithm is given in Fig. 14. The variable N records the number 
of components (or the number of cuts plus 1). 
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Input: Tr and Ts. 
0. N := 1; 
1. For a pair of sibling leaves a, b in Tr, 
consider how they appear in ‘I& and cut the trees: 
Case (i): Cut off the middle subtree A in Tz; N := N + 1; 
Case (ii): Cut off a and b in both Tl and Tz; N := N + 2; 
Case (iii): Cut off a and b in both Tl and Tz; N := N + 2; 
Case (iv): Cut off b in Tl; 
Case (v): Replace this pair with a new leaf labeled (a, b) in both Tl and Tz; 
2. If some component in the forest for Tr has size larger than 1, repeat Step 1. 
Output: The forest and N. 
Fig. 14. The approximation algorithm of ratio 3. 
Theorem 9. The approximation ratio of the ulgorithm in Fig. 14 is 3, i.e., it always 
produces an agreement @rest of size at most three times the size of a MAF for T, 
and Tz. 
Proof. (sketch). We consider the number of edges cut in an agreement forest and 
show that the above algorithm cuts at most three times as many the edges cut by a 
MAF. To establish the approximation bound, the basic idea is to consider a MAF and 
charge the edges cut by the algorithm to the edges cut by the MAF, and make sure 
that each MAF edge is charged at most three edges. For convenience, we will refer to 
an edge according to its lower end. 
We need a lemma which establishes that the algorithm is always optimal in 
Case (i). 
Lemma 10. There exists a MAF F which cuts all the edges cut by the algorithm in 
Case (i). 
We only have to consider Cases (i)-(iii) because Case (iv) repeats an old cut. Let 
us fix the MAF F. We charge the edges as follows. In Case (i), each edge cut is simply 
charged to itself. Case (ii) is the most interesting. If at least one of the edges above 
a and b are cut by F, then we simply charge these two edges cut by the algorithms 
to the “correct” edge(s) cut by F. So each edge is charged with a cost of at most 2. 
Otherwise all the edges above the subtrees Al ,...,Ak(k32)mustbecutbyFandwe 
charge the two edges above a and b to these edges (each charged a cost of 2/k 6 1). 
Note that only edges cut in Case (i) create components of size bigger than 1. Thus, if 
Case (iii) occurs, then a and b must belong to different components in F and hence 
F must cut at least one of the edges above a and b in T, (and thus in Tz as well) 
to disconnect them. So we can charge the two edges above a and b to the “correct” 
one(s) cut by F (each charged a cost of at most 2 edges). 
It is easy to see that each edge cut by F is charged at most twice. Moreover, if an 
edge is charged twice, the first time it is charged must be in the second subcase of Case 
(ii). The second time can be in either Case (i), Case (iii), or the first subcase of Case 
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(ii). Hence, each such edge is charged a cost of at most 1 + 2 = 3 edges cut by the 
algorithm. That is, the algorithm cuts at most three times as many edges cut by F. 0 
It will be interesting to improve the approximation ratio. On the other hand, the 
NP-hardness proof can be easily strengthened to work for MAX SNP-hardness. Thus 
there is no hope for a polynomial-time approximation scheme for this problem. 
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