Abstract. We first introduce an invariant index for G-equivariant elliptic differential operators on a locally compact manifold M admitting a proper cocompact action of a locally compact group G. It generalizes the Kawasaki index for orbifolds to the case of proper cocompact actions. Our invariant index is used to show that an analog of the Guillemin-Sternberg geometric quantization conjecture holds if M is symplectic with a Hamiltonian action of G that is proper and cocompact. This essentially solves a conjecture of Hochs and Landsman.
Introduction
The main purpose of this paper is to generalize the Guillemin-Sternberg geometric quantization conjecture [5] , which was proved in [12] , to the case of noncompact spaces and group actions. Here we will consider the framework considered by Hochs and Landsman in [9] .
To be more precise, let (M, ω) be a locally compact symplectic manifold. Assume that there exists a Hermitian line bundle (L, h L ) over X carrying a Hermitian connection ∇ L such that respectively. Let G be a locally compact group with Lie algebra g. Suppose that G acts on M properly. The proper G-action ensures that the isotropy subgroups G x = {g ∈ G|gx = x} are compact subgroups of G for all x ∈ M , all the orbits Gx = {gx|g ∈ G} M are closed, and moreover the space of orbits M/G is Hausdorff (cf. [13] ).
We assume that the action of G on M lifts on L. Moreover, we assume the G-action preserves the above metrics and connections on T M, L, and J. Then D L ± commute with the G-action.
The action of G on L induces naturally a moment map µ : M → g * such that for any V ∈ g, s ∈ Γ(L), if V M denotes the induced Killing vector field on M , then the following Kostant formula for Lie derivative holds,
over X G so that the corresponding curvature condition
2π R LG = ω G holds. The G-invariant almost complex structure J also descends to an almost complex structure on T M G , and h L , g T M descend to h
LG , g T MG respectively. Let D
LG denote the corresponding Spin c -Dirac operator on M G . Following [9] , we make the assumption that the quotient space M/G is compact, that is, the G-action on M is cocompact. Then M G = µ −1 (0)/G is also compact. In this paper, we will first define in Section 2 what we call the G-invariant index associated to D For any positive integer p, let L p denote the p-th tensor power of L. Then it admits the canonically induced G-action as well as the G-invariant Hermitian metric and connection.
We can now state the main result of this paper, which might be thought of as a "quantization commutes with reduction" result, in the sense of a conjecture of Hochs and Landsman [9, Conjecture 1.1], as follows. Theorem 1.1. In the general case where G is merely assumed to be locally compact, there exists p 0 > 0 such that for any integer p ≥ p 0 ,
Moreover, if g * admits an Ad G -invariant metric, then one can take p = 1 in (1.2).
Remark 1.2.
In the special case where G (and thus M ) are compact, Theorem 1.1 is the Guillemin-Sternberg geometric quantization conjecture [5] first proved by Meinrenken in [12] (See the excellent survey of Vergne [18] for further related works). In the special case where G is noncompact and admits a normal discrete subgroup Γ such that Γ acts on M freely and that G/Γ is compact, 1 Theorem 1.1 is closely related to [9, Theorem 1.2] . While in the special case where G is semisimple and acts on G × K N , with K the maximal compact subgroup of G acting Hamiltonianly on a compact symplectic manifold N , Theorem 1.1 should be closely related to the quantization formula of Hochs obtained in [7] . In fact, in the formulas of Hochs and Hochs-Landsman, the left hand side of the quantization formula is interpreted by using noncommutative K-theories. Thus, in combining with our result, in the case considered by them, our invariant index admits the noncommutative Ktheoretic interpretation. In fact, in the Appendix to this paper, Bunke establishes such an interpretation. Combining with Kasparov's index theorem [10] , one gets a topological counterpart to our analytic index.
Since here one is dealing with noncompact group actions on noncompact spaces, one can not apply the Atiyah-Bott-Segal-Singer equivariant index theorem directly as in [12] to prove Theorem 1.1. Instead, we will generalize the analytic proof of the Guillemin-Sternberg conjecture due to Tian and Zhang [16] to the current situation.
On the other hand, one can show that the finiteness of dim(Ker D 
Remark 1.4. Just as in [16] , one can twist L p by an arbitrary G-equivariant vector bundle F over M carrying a G-invariant Hermitian metric and a G-invariant
Then all the results of this paper still hold when p > 0 is large enough. In particular, if we chose F = Λ * ,0 (T * M ), then we get a non-compact quantization formula for the signature quantization considered in [17] and [6] . Remark 1.5. Our method also works for the case where the action of G on µ −1 (0) is not free. Then M G = µ −1 (0)/G is an orbifold, and (1.2) and (1.3) still hold if we replace the righthand sides by the corresponding orbifold indices. We leave this to the interested reader.
The rest of this paper is organized as follows. In §2, for any locally compact manifold M admitting a proper cocompact action of a locally compact group G, and any G-equivariant Dirac type operator D on M , we introduce what we call the G-invariant index ind G (D). In §3, we generalize the analytic techniques developed in [16] to give a proof of Theorem 1.1. In §4, we prove the vanishing properties of the G-invariant part of the half kernel of the equivariant Dirac operator and as a consequence, get Theorem 1.3. Finally, in §5, we consider some examples and applications of our main results.
The invariant index for proper cocompact actions
Let M be a locally compact manifold. Let G be a locally compact group. Let dg be the left invariant Haar measure on G.
We make the assumption that G acts on M properly and cocompactly, where by proper action we mean that the following map
is proper (that is, the inverse image of a compact subset is compact), while by cocompact we mean that the quotient M/G is a compact space.
One of the basic properties for such an action is that there exists a smooth, non-negative, compactly supported cut-off function c on M such that
for any x ∈ M (cf. [3, Section 7.2.4, Proposition 8]). This cut-off function allows one to get G-invariant objects from the originally not necessarily G-invariant ones.
As an example, for any Riemannian metric g T M on T M one gets an "averaged"
From now on, we assume that g T M is G-invariant.
Let cl(T M ) be the Clifford algebra bundle associated to (T M, g T M ). Then it admits a naturally induced G-action as well as a G-invariant Hermitian metric g cl(T M) . Let E be a complex vector bundle over M such that E = E + ⊕ E − is a Z 2 -graded cl(T M )-module and that it admits a G-action, preserving the Z 2 -grading of E, lifted from the action of G on M . Let g E be a Z 2 -graded G-invariant Hermitian metric on E, let ∇ E be a Z 2 -graded G-invariant Hermitian connection on E. The averaging procedure similar to that in (2.3) guarantees the existence of g E and ∇ E . Let e 1 , · · · , e dim M be an oriented orthonormal basis of T M . We define a Dirac type operator D E to be the operator acting on Γ(E),
where A ∈ Γ(End(E)) exchanges E ± .
We make the assumption that D E is G-equivariant. Let Γ(E) carry the natural inner product such that for any s, s ′ ∈ Γ(E) with compact supports,
Let U , U ′ be two open subsets of M such that Y ⊂ U and that the closures U and U ′ are both compact in M , and that U ⊂ U ′ . The existence of U , U ′ is clear. Then it is easy to construct a smooth function f : M → [0, 1] such that f | U = 1 and Supp(f ) ⊂ U ′ .
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We now consider the space Γ(E) G , the subspace of G-invariant sections of Γ(E). By using the property that G(Y ) = M , it is easy to see that there exists a positive constant C > 0 such that for any s ∈ Γ(E) G ,
G be the completion of the space {f s :
G } under a (fixed) G-invariant first Sobolev norm associated to the inner product (2.5).
Let P f be the orthogonal projection from
Proposition 2.1. The induced operator
2 With this function, one can construct the cut-off function c by c(
is a Fredholm operator.
Remark 2.6. For any s ∈ Γ(E)
G , it is clear that f s and s are determined by each other. That is, if s, s
Moreover, by (2.9), (2.10) and (2.13), one sees easily that the induced operator D
is a Fredholm operator. Thus one gets that
In fact, when G is unimodular, we can further identify ind G (D E + ) as follows. Theorem 2.7. If G is unimodular, then with the notation above, one has
Proof. We use the cut-off function f , and set for any x ∈ M ,
for any x ∈ M . Let α denote the positive G-invariant function on M defined by
G be the corresponding first Sobolev space associated to a (fixed) Ginvariant first Sobolev norm.
Let
G , one verifies that
(2.23)
Since P f D E is Fredholm, from (2.23), one sees easily that P c D E is a Fredholm operator and
Indeed, what Bunke does in his Appendix is to give a KK-theoretic interpretation of the right hand side of (2.24).
Moreover, Bunke actually writes out explicitly the projection P c when G is unimodular. According to Bunke, when G is unimodular, for any µ ∈ Γ(E) with compact support, one has (cf. Appendix D, where P c here is exactly Q ǫ there with ǫ = 1)
From (2.20) and (2.25), one computes that for any s ∈ Γ(E) G , one has at x ∈ M that
From (2.26), one gets that for any s ∈ Γ(E) G ,
E is formally self-adjoint, from (2.27) one gets immediately that
Combining with (2.24), one gets
which is exactly (2.18). Q.E.D.
Remark 2.8. Remark 2.5 and Theorem 2.7 fully justify the term "G-invariant index" in Definition 2.4. Moreover, by (2.28), one sees that ker(P c D E ) consists of smooth elements.
Remark 2.9. When G is non-unimodular, Theorem 2.7 still holds if one inserts the modular factor δ (with dg −1 = δ(g)dg) in the right hand side of (2.18) as in Bunke's Appendix. We leave it to the interested reader.
We now consider the very special case where G acts on M freely, but we no longer assume that G is unimordular (thus we no longer have Theorem 2.7). Then M/G is a compact manifold, while E descends to a Hermitian vector bundle E G over M/G carrying an induced Hermitian connection.
Proposition 2.10. The following identity holds,
Lemma 2.11. There exists a constant C > 0 such that for any s ∈ Γ(E G ), one has
Now, on the principal fibre bundle G → M → M/G, the vertical directions are generated by elements in the Lie algebra g. Thus, for any X ∈ T V M such that
From (2.33), one verifies easily that
From (2.34), one sees immediately that
On the other hand, one finds easily that there are positive constants
From (2.32), (2.35) and (2.36), one gets (2.31). Q.E.D.
We now return to the proof of (2.30). By restricting (2.31) to Γ(E +,G ), one deduces that
which is exactly (2.30). Q.E.D.
Remark 2.12. It is easy to see that for Proposition 2.10 to hold, one need only to assume that (the G-equivariant operator) D E + is G-transversally elliptic.
The geometric quantization formula for proper actions
We now turn back to the situation as in §1. In this case,
G is determined by its restriction to Y . Note that since in the general case where G is assumed to be only locally compact, there might not be any Ad G -invariant metric on g.
Choose any metric on g * . Let h 1 , · · · , h dim G be an orthonormal basis of g * . Denote by V i the Killing vector field on X generated by the dual of h i (1 ≤ i ≤ dim G). The point here is that the function
might not be G-invariant, thus the associated Hamiltonian vector field X H might not be G-invariant. We first construct an invariant one out of it.
Recall that the cut-off function c has been defined in (2.2) . Let
Then it is G-equivariant. Moreover, it is a formally self-adjoint Dirac type operator in the sense of (2.4) and thus the results in §2 apply here to D L p T . From (3.2) and the fact that
. Moreover, by (1.1) and (3.4), one verifies that for any
where
is of order zero and does not involve p.
Let U ′ be constructed as in §2. 
Moreover, if g * admits an Ad G -invariant metric, then one can take p 0 = 1.
Proof. One computes first that
for some constant C 1 > 0.
On the other hand, one has
for some constant C 2 > 0.
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From (3.9) and (3.10), one sees that there exists C 3 > 0 such that
Since f s has compact support, one has
Now since s is G-invariant, from [16, (1.26)], (3.3), (3.5) and (3.7), one computes that
Lemma 3.2. One has H −1
Proof. By the definition (3.6) of H G , it is clear that for any
Conversely, for any x / ∈ µ −1 (0), by (2.2), there exists g ∈ G such that c(g
, from which and from (3.6) one gets that H G (x) = 0. Q.E.D.
By Lemma 3.2, there exists a constant α > 0 such that
for any x ∈ U ′ \ W .
Clearly,
On the other hand, since f has compact support in U ′ and Supp(s)∩U ′ ⊂ U ′ \W , it is easy to see that there exists a constant C 4 > 0 such that
From (3.12)-(3.16), one sees that there exist constants C 5 , C 6 > 0 such that
(3.17) Formula (3.8) follows from (3.11) and (3.17) by taking p 0 = C4 πα in (3.17). For the remaining situation where g * admits an Ad G -invariant metric, in this case, both H and X H are G-invariant, so we are in an exactly similar situation as in [16 
as in [16, (1.30)] .
One verifies directly in this case, in view of (3.4) , that
Now since f has compact support in U ′ and Supp(s)∩U ′ ⊂ U ′ \W , by proceeding in exactly the same way as in [16, Section 2], one sees that there exist constants Indeed, for any r > 0, let W r denote the G-invariant open neighborhood of
Since 0 ∈ g * is a regular value of µ and G acts on µ −1 (0) freely, one sees easily that when r > 0 is small enough, G also acts on W r freely.
Lemma 3.5. One has that 0 ∈ R is a non-degenerate critical value of H
Proof. Let N be the normal bundle to µ −1 (0) in M . Let g N be the G-invariant metric on N induced by the G-invariant orthogonal decomposition
N denote the orthogonal projections from T M | µ −1 (0) to T µ −1 (0) and N respectively with respect to (3.21). Let ∇ N be the connection on N defined by
For any x ∈ µ −1 (0), Z ∈ N x , we identify Z with exp TxM (Z) ∈ M . Since M/G is compact, one verifies easily that when ε > 0 is small enough, the above map induces an identification from N ε = {Z ∈ N : |Z| < ε} to its image in M .
For any y ∈ µ −1 (0) with c(y) = 0, let U y be a small enough open neighborhood of y in µ −1 (0) such that c(y ′ ) ≥ 
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and H(g −1 y ′ , Z) ≥ 1 2 C y |Z| 2 for any g ∈ G y and y ′ ∈ U y . The existence of U y is clear.
For any x ∈ µ −1 (0), let h ∈ G be such that c(h
is an open neighborhood of x such that for any x ′ ∈ hU h −1 x and Z ′ ∈ N x ′ with |Z ′ | ≤ ε h −1 x , one has
By using again the fact that U ′ is compact, one can cover U ′ ∩ µ −1 (0) by finite open subsets of M verifying (3.22), from which one sees that there exist C > 0 and ε ′ > 0 such that for any x ∈ U ′ ∩ µ −1 (0) and Z ∈ N x with |Z| ≤ ε ′ , one has
From (3.24) and the G-invariance of H G , Lemma 3.5 follows. Q.E.D.
From Lemma 3.5, one deduces the following key property.
Lemma 3.6. There exist ε 0 > 0 and C > 0 such that for any x ∈ µ −1 (0) and Z ∈ N x with |Z| ≤ ε 0 , one has
From (3.26) and [16, (1.14) ], one verifies that,
From (3.24), one sees that there exists C ′ > 0 such that when z = (x, Z) is close enough to µ −1 (0), one has
On the other hand, since H(µ −1 (0)) = 0 and (dH)| µ −1 (0) = 0, one verifies easily 29)-(3.31) , the G-invariance property, as well as the assumption that M/G is compact, one gets (3.25). Q.E.D.
Formula (3.25) is a direct analogue of [16, (3.17) ] and [1, Propo. 8.14] . By this and by Proposition 3.1, one sees that one can proceed in exactly the same way as in [1, Sections 8 and 9] and [16, Section 3] to prove that for p > 0 verifying Proposition 3.1, when T > 0 is large enough, one has
Indeed, all one need is to modify suitably according to the appearance of the cut-off function f . And it is easy to see that this only causes a modification of adding a compact operator to the Fredholm operators involved and thus does not alter the indices in due course.
From ( 
Vanishing properties of cokernels for large p
We take
From (4.1) and (2.9), one verifies that for any
By (4.2) and Proposition 2.1, one finds
From (2.14) and (4.2), one finds that for any s
From (2.6) and (4.4), one finds that there exists
On the other hand, since U ′ has compact closure and f has compact support in U ′ , by proceeding in exactly the same way as in [11, Section 2], one sees that there exist C 2 , C 3 > 0 such that for any s
From (4.5) and (4.6), one sees that when p ≥
2C3
C2 , one has
From (4.7), one sees that when p ≥ max{ By using (4.6), one can proceed as in the proof of (4.8) to see that when p > 0 large enough, the second equality in (1.3) also holds.
The proof of Theorem 1.3 is completed. Q.E.D.
Remark 4.2. Formula (4.9) and the second equality in (1.3) might be regarded as extensions of the vanishing theorem of the half kernel of Spin c -Dirac operators due to Borthwick-Uribe [2] , Braverman [4] and Ma-Marinescu [11] to the noncompact case.
Examples and applications
The main source of examples can be found in the papers of Hochs-Landsman [9] and Hochs [7, 8] . In some of their examples, zero is not in the image of the moment map. In this case, by Theorem 1.3, for p sufficiently large, we deduce that the G-invariant kernel of D Another collection of examples, consists of a finitely generated discrete group G acting properly on a locally compact symplectic manifold (M, ω) such that M/G is compact. In this case, the moment map is trivial, so that the symplectic reduction of M is just M/G, which is generally only an orbifold. In the special case when G acts freely and properly discontinuously on M , so that M/G is a manifold, then Theorem 1.1 is well known and for instance it can be deduced from a result of Pierrot [14] . We consider a locally compact group G which acts properly on a manifold M with compact quotient. On M we consider a G-invariant Riemannian metric and a G-invariant generalized Dirac operator D which acts on sections of a G-equivariant bundle F → M equipped with a G-equivariant Dirac bundle structure. The G-C * -algebra C 0 (M ) acts on the G-Hilbert space E := L 2 (M, F ). The Riemannian manifold M is complete, and therefore by [4] the operator D is essentially selfadjoint on this Hilbert space with domain C c (M, F ). We consider the G-invariant operator F := D(D 2 + 1) −1/2 defined by function calculus applied to the unique selfadjoint extension of D. The pair (L 2 (M, F ), F ) is a G-equivariant Kasparov module (see [6] , [2] ) over (C 0 (M ), C) and represents a class [D] ∈ KK G (C 0 (M ), C).
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The group
is called the G equivariant K-homology group of M .
Appendix B. Descent and assembly
Let C * (G) denote the maximal group C * -algebra. In this subsection we provide an explicit description of the Baum-Connes assembly map
Let us first fix some conventions. If A is a C * -algebra with an action ρ : G → Aut(A), then we define the convolution product on C 0 (G, A) by
where dg denotes the left-invariant Haar measure on G. The modular character
The adjoint * * : A → A is the anti-involution given by
where a → a * is the anti-involution of A. The C * -algebra C * (G, A) is the maximal cross product of G with A and defined as the closure of the convolution algebra C c (G, A) with respect to the norm
where the supremum is taken over all * -representations κ of C c (G, A). The maximal group C * -algebra C * (G) = C * (G, C) is obtained in the special case where A := C has the trivial action of G. The other important example for the present note is the C * -algebra C 0 (M ) with the action (g, f ) → g * f , g ∈ G, f ∈ C 0 (M ). There is the descent homomorphism
introduced in [6, 3.11] (we will give the explicit description in the proof of Lemma E.1). Following [5, Ch.10] we choose a non-negative cut-off function c ∈ C
Since G acts properly on M we observe that P ∈ C c (G, C 0 (M )). The relations P 2 = P = P * are straightforward to check,
.
) be the class induced by P , which is independent of the choice of c, since any two such functions c 0 , c 1 can be joined by a path c t := tc 0 + (1 − t)c 2 1 which induces a corresponding path of projections.
Definition B.1. The assembly map µ : Kmodular character,
where we use for the marked equality that the measure δ 1/2 (g)dg is invariant with respect to inversion g → g −1 . The map c further induces an injective map of Sobolev spaces
and we let H 1 ǫ ⊆ H 1 (M, F ) denote the closed image under c. We define the operatorD ǫ :
Proof. To see this we first choose a G-invariant parametrix R for D which is a G-invariant pseudo-differential operator of order −1 with finite propagation. This operator induces a G-equivariant map R : F ) ). The family of operators Q ǫt defines projections Q on C(I, L 2 (M, F )) and C(I, H 1 (M, F )) with images H and H 1 . Furthermore, the familyD ǫt induces an operatorD : H 1 → H 0 whose parametrixR is given by the familyR ǫt . These data give a Kasparov module
over C(I) which is a homotopy (see [2] ) between the Kasparov modules
) with the definition (B.1) of P we see that the projection P acts as Q δ −1/2 , and
Let L : Proof. In order to show the claim we employ the characterization of the Kasparov product in terms of connections (see [6, 2.10] ). In our situation we have only to show thatF is an F -connection. For Hilbert-C * -modules X, Y over some C * -algebra A let L(X, Y ) and K(X, Y ) denote the spaces of bounded and compact adjoinable A-linear operators (see [2] for definitions). For ξ ∈ P C * (G, C 0 (M )) we define θ ξ ∈ L(L 2 (M, F ), H) by θ ξ (f ) = ξf . Since F andF are selfadjoint, we only must show that
We have ξF −F ξ = [ξ, F ] + (F −F )P ξ. Since [ξ, F ] is compact it suffices to show that (F −F )P is compact. We considerD := (1 − P )D(1 − P ) + LDL * . Then by a simple calculation we haveD = D + R, where R is a bounded operator. Let F :=D(1 +D 2 ) −1/2 . Then (F − LF L * )P = (F −F )P . Letc ∈ C ∞ c (M ) be such that cc = c. Then we have (F −F )P = (F −F )cP . Therefore it suffices to show that (F −F )c is compact. This can be done using the integral representations for F andF as in [3] .
