INTRODUCTION
Person, place, time: these are the basic elements of outbreak investigations and epidemiology. Historically, however, the focus in epidemiologic research has been on person and time, with little regard for the implications of place or space even though disease mapping has been done for over a hundred years. The development of geographic information systems (GISs) over the last 20 years has provided a more powerful and rapid ability to examine spatial patterns and processes. This, in turn, has fostered the discussion of such policyrelevant issues as health services and planning (1) , as well as the use of GISs for epidemiologic investigations and disease surveillance.
Methods of spatial analysis are given little, if any, introduction in modern epidemiology texts, and few epidemiologists have ventured further than making dot or choropleth maps, or listing geographic units along with rates of disease in tabular form (2) (3) (4) (5) (6) . Spatial patterns are frequently intricate and complex, while most spatial methods used by epidemiologists can capture or identify only gross, simplistic patterns (2) . Epidemiologists understand that disease processes have an historical (time) component, and formal methods of time series and hazard analyses are well-developed to study them. Few, however, recognize that every epidemic also has a geography (space). Some epidemiologists may not be aware that evaluation of the spatial distribution of measures of disease risk may provide etiologic insight.
The logic of using geography to study disease or health care is derived from appreciation of factors causing non-uniformity of disease distribution (2) . These fac-tors include physical and environmental factors; social, economic and cultural factors; and genetic factors. For example, diseases may be associated with environmental pollution, linked to individual or group behaviors, or associated with a genetic predisposition. In turn, all of these factors may have spatial distributions influencing the extent and intensity of a particular disease.
GISs, when combined with spatial analytical methods, may be helpful in the study of health care and health care delivery (7) . The literature on the geography of health care can be divided into three areas of research: the spatial properties of delivery systems and their accessibility, the concomitant utilization and planning of health care services, and the spatial structure of disease patterns in both static and dynamic form (8) .
In the last decade, computerization of spatial data, through the use of GISs, has emerged as a tool for health care research and epidemiology (7) . No single review to date has covered both spatial analytical techniques and modern geographic information systems (2, 7, 9, 10) . The purpose of this presentation is to review both topics by highlighting some notable classic studies and some more recent examples of spatial analytical methods and geographic information systems in human and animal health research. Several kinds of analytical techniques will be described, as well as the role GISs have had in improving understanding of the spatial aspects of health care and disease research.
HISTORICAL PERSPECTIVE
Geography is concerned with the identification and explanation of spatial structure, pattern, and process, and with the analysis and explanation of the links between humans and the environment (2) . Since epidemiology is the study of the distribution and determinants of diseases and injuries in populations, and is concerned with the frequency and type of illnesses or injuries in groups of people and factors that influence their distribution, geography has a logical fit in many epidemiologic studies (4) . For example, John Snow demonstrated the importance of the geography of dis-ease events. When Snow mapped cholera cases in 1854 for the city of London, nebula-like spatial clusters, with distance-decay effects, were readily apparent. His maps led to the hypothesis that one particular water supply was the source of the outbreak. Without knowing the bacterial cause or means of transmission of cholera in the mid nineteenth century, he was able to quell the outbreak once he understood the spatial aspects (3, 11) .
Another classic and important spatial investigation was that of Burkitt's lymphoma in Africa. On a "tumour safari" in east and central Africa in the 1950s, Denis Burkitt recognized that an unusual jaw tumor of children was limited in its distribution to a particular equatorial region and altitude range. On this basis, he suspected a vector-borne viral disease. Although the disease was not a vector-borne one, his investigations led to the discovery of the first tumor identified to be caused by a virus (Epstein-Barr virus). He was partially correct about the vector-borne aspect because the tumor is apparently the result of synergism between Epstein-Barr virus and malaria (12, 13) .
THE NATURE OF SPATIAL DATA
In both of the above classic studies, geography, or location, was important in understanding the etiology of the disease. However, to use spatial methods, one must understand the nature of spatial data (14, 15) . One unique aspect of spatial data is that the spatial component is based on two continuous dimensions, one in the horizontal direction (easting) and one in the vertical direction (northing) (14) . Another aspect is the problem of spatial dependence, analogous to temporal dependence. Nearby locations are likely to possess similar attributes; or in other words, everything is related to everything else and near things are more related than distant things (16) . These features of spatial data create needs for special analytical techniques and should be considered every time a project involving geography (i.e., location) is attempted.
The primary issue in using geographic and spatial analytical techniques in epidemiology and health research is one of recognizing the spatial structure of a process, whether it is a cluster of health events or a spatial pattern of disease diffusion over time. The connections among people, among animals, and the way in which such interrelation are embedded in a complex of environmental variables may well define or structure the space. A particular spatial structure includes the individuals affected and how they are connected in communities, as well as the dynamics of these communities and their organization into larger units. The geography of a disease can give valuable clues into understanding of how culture, environment, and behavior interact with health and disease. The kinds of spatial issues that might concern health researchers include spatial patterns of morbidity and mortality; factors associated with these patterns; disease diffusion and disease etiology; spatial distribution, location, and regionalization of health care resources; access to, and utilization of, resources and factors related to resource distribution; spatial aspects of the interaction between disease and access to health care; and risk assessment for environmental toxicology (7) .
SPATIAL ANALYTICAL METHODS
The study of spatially-related objects or characteristics can be divided into the description of locational characteristics that differentiate areas (exploratory analytical techniques) and the analysis of spatial interrelations (explanatory analytical techniques) (17) . Some common spatial techniques used in health research include disease mapping, clustering techniques, diffusion studies, identification of risk factors through map comparisons and regression analysis (7) . In this presentation of spatial analytical techniques, we will briefly cover some important considerations and reviews available for disease mapping, a number of techniques for detection of disease clusters for both point and areal data, techniques for "relative spaces", aspects of diffusion studies, techniques for interpolating and smoothing spatial data, and some studies and techniques for identification of spatial risk factors. Table 1 provides a list of some of the methods discussed in this paper including cluster detection, dispersion methods, and interpolation techniques; the advantages, disadvantages and use of each; and some computer software (where applicable) for some of the techniques covered in the text.
Disease mapping
Mapping disease includes mapping point locations of cases, incidence rates by area, and standardized rates. Although disease rates are routinely mapped, the representation of diseases on maps varies depending on the investigators' objectives. How the map is developed will dictate what information can be gleaned from it. Sources of information about, and examples of, mapping disease and representation of disease events are provided in atlases by Cliff et al. (18) , Smallman-Raynor et al. (19) , and Pickle et al. (20) .
The map is a good communication device, but can also be misleading (15, 21) . The eye can detect patterns in noisy data displayed on maps, but maps are not good at representing complex relations between response and explanatory variables (21) . For example, figure 1 is a cumulative dot-density map of raccoon rabies cases in Pennsylvania from 1982 to 1996 (22) . Although a pattern of disease diffusion is visually apparent, spatial analytical techniques are necessary to understand the complex nature of the spatial trend.
Detection of clusters
A cluster, in epidemiology, is a number of health events situated close together in space and/or time. Although there are those who warn about devoting much energy to the detection of clusters, much of the literature in spatial epidemiology deals with this topic (23) . Several reviews of cluster detection techniques are available (24) (25) (26) (27) (28) (29) (30) (31) (32) . Cuzick and Edwards (33) describe three general methodological approaches for detecting clustering: methods based on cell counts, on autocorrelative adjacencies of cells with high counts, and on distance between events. In this review, we will highlight techniques for detecting clusters in point data and areal data.
Point patterns. Clusters are commonly identified from point-pattern data (34) . The objective of examining point patterns is to recognize when events are systematically organized or structured compared with events distributed at random (35) . The simplest pointpattern analysis is visual inspection of a dot map which displays a geographic distribution of events (figure 1). Statistical tools, such as variance to mean ratio, may be needed to evaluate subjective impressions. The usual null hypothesis in spatial analysis of disease data is that the number of disease events in a given area is proportional to the number at risk (28) . In the absence of clustering, points are either randomly or uniformly distributed in space (33) . The analysis usually assumes a homogeneous Poisson process over the study region, implying independence of the spatial events.
Nearest neighbor analysis uses inter-event distances to develop impressions of the strength of the clustering of point data (35) . Significance tests, using distance to nearest neighbors, test for complete spatial randomness. This test may be used as a preliminary procedure in an analysis of event data and describes the geographic distribution of a set of points according to their spacing (36) . Nearest neighbor analysis has been severely criticized, however, because it fails to distinguish between homogeneous and random patterns and because different results will be obtained if different sized areas are analyzed with the same data (36) . Thus, the scale of the area plays a critical role in identifying clusters.
The occurrence of more than a single process may occur; for example, when pairs of points tend to couple together while another process may or may not be present. The resulting interpretation may miss the pairwise, or higher order, clustering. This could be avoided by examining, in addition to the nearest neighbor, distances between the first closest points and the second, or higher order, closest point. The calculation of the expected distance to the kth nearest neighbor was derived by Thompson (37) .
In order to adjust for a non-homogeneous, or nonPoisson distribution of the population at risk, a number of alternatives to the nearest neighbor method have been used. Bithell (38) estimated a relative-risk function for childhood leukemia in Cumbria, England, comparing first and second nearest neighbor distances for cases and randomly selected controls. A similar approach was taken by Gatrell and Bailey (39) who estimated k functions for randomly selected cases and controls of childhood leukemia in Lancashire, England. They examined the difference plots of these two functions against distance. Significant clustering was identified when peaks exceeded an analytical or simulated confidence interval. Glaser (40) used two alternative techniques, one which adjusted for population density algebraically (41) while the second produced a transformed map where the population was uniformly distributed (42) to examine clustering of Hodgkin's disease in the San Francisco Bay area. A common approach to control for the distribution of the population at risk was developed by Cuzick and Edwards (33) . They used a variation of the kth nearest neighbor approach whereby cases are examined with respect to their number of nearest neighbors that are also cases. The expected number of case nearest neighbors is based on the number and proportion of cases in the case-control selection. In contrast to the traditional nearest neighbor test, the Cuzick-Edwards test considers the relative and not the actual distance between points. All these techniques control for the bias toward clustering one finds with the basic nearest neighbor test.
Quadrat analysis (or cell count method) is another method to test for complete spatial randomness and addresses the issue of point density (35, 36) . A grid, typically a square or circle, is placed, either randomly or in a fixed sequence, over a map, and the number of events is counted in each grid. For example, in figure  2 , a random allocation of 190 points is shown distributed among 100 cells of a 10 x 10 matrix. Given the mean number of points per grid (X) is 1.9, the randomness of that distribution may be tested by assuming the points follow an underlying Poisson distribution, using a chi-square test comparing the observed versus expected frequency distribution of cell counts. In this example, there are 14 cells containing no points. Given the mean of 1.9 and assuming the points followed a Poisson distribution, the expected probability of a cell 
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Compares disease fronts to random walk to detect a pattern of movement; can get rate and pattern spread (7, 72) Can model time to first occurrence, model pattern, and rate of spread (86) Used to forcast case-numbers using population as predictor (71, 137) Model diffusion in space and time containing no points is 0.1496. Therefore, the expected number of cells containing no points is 14.96. Expected cell counts are determined for the remaining point frequencies and a chi-square value calculated to determine the deviation from randomness demonstrated by this approach. In this example, the chisquare value was calculated to be 2.841 with a/? value of 0.585. Epidemiologic applications of this approach include cluster investigations for standardized mortality ratio for heart disease (43), systemic lupus erythematosus (44) , and asthma mortality (45) . An important issue is the choice of an appropriate grid shape and size. A shortcoming of this approach is that it fails to consider relative cell location. Openshaw et al. (46) used a quadrat-type analysis in a geographic analysis machine (GAM) to detect clustering of childhood leukemia cases and graphically display the results. They estimated the likelihood of finding a certain number of leukemia cases given the population at risk within the quadrat area. The objective of this analytical tool was to detect clusters worthy of further investigation. Besag and Newell (25) presented an alternative to the GAM to detect clusters of a rare disease over a large area, subdivided into smaller units. They examined each case in order to determine if its respective area centroid formed the center of a case cluster of predetermined size. The result was that each individual test focused on only the local structure of the pattern without an attempt to compensate for an apparent cluster once detected. This technique was used to identify apparent clusters of acute lymphoblastic leukemias diagnosed in children under 15 years of age in several authority districts in England.
A similar technique, the spatial scan test, iteratively searches for case clusters (26, 47) . This method scans a large area, with a circular window, without previously specifying window location or size. Once a cluster is identified, the test determines the significance, adjusting for the inherent problem of multiple testing. The scan test may identify secondary as well as primary clusters and orders them according to their likelihood ratios, and has been applied to breast cancer (48) and leukemia (47) cluster investigations.
Areal data. Frequently, spatial information is unavailable for point data, the data are grouped or summarized as area or regional data, or the focus is on identifying clusters on a larger scale or area. Several tests have been designed to identify areal clustering. While they traditionally evaluate the level of similarity of adjacent areas, they differ in the type of data they analyze: continuous, dichotomous, categorical.
For dichotomous, areal data, the degree of clustering or dispersion can be quantified by measuring the number of total and dissimilar "joins" between areas, or join count method (49) . A join is said to occur if two areas are adjacent to one another. A dissimilar join occurs if two adjacent areas are different, e.g., black versus white or above versus below the median. Clustered areas have relatively fewer dissimilar joins, dispersed have more, and random have an intermediate number of joins. The joins test was used to identify a pattern of spatial clustering of endodontic office locations in the United States (50) . This method, however, suffers from low power, presumably due to the loss of information compared with other area tests (51) .
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The Ohno method was developed to evaluate clustering of categorical or ranked areal data. The original application was for cancer mortality data in Japan (52) . Areas are compared with respect to concordance (i.e., identical), adjacent areas are said to have concordant values if they have the same category or rank and are discordant otherwise. The number of adjacencies is counted and the number of concordant adjacencies calculated and compared with the expected number, based on the frequency distribution of each category. The level of significance of the difference between observed and expected concordant adjacencies is calculated for each category and tested using the chisquare test. A chi-square value may also be calculated for the entire distribution of categories. A potential shortcoming of the Ohno method is that all dissimilar joins are treated alike, i.e., adjacencies with ranks 1 and 2 are considered as different as those with ranks 1 and 5. If these relative differences are important, the Ohno method may not be suitable. A more appropriate test for rank data in adjacent areas evaluates what is referred to as the non-parametric rank adjacency statistic, D. It is a measure of the average absolute difference in ranks of all adjacent areas. Applications of this test have been made for detection of areal clustering of cancer (53) (54) (55) (56) .
Two techniques, Geary's c and Moran's I, are commonly used to compare continuous data (57, 58) . These techniques are similar in that they compare adjacent area values in order to assess the level of large scale clustering. Clustering may be identified as the result of an unexpectedly large number of adjacent areas having either relatively large or small values. Jumars et al. (59) recommended the application of both, since autocorrelation (clustering) may be detected by one while missed by the other. Others show that tests based on Moran's / are consistently more powerful than those based on Geary's c (51, 54, 55) . In addition, Walter (60) found that while Geary's c and Moran's / techniques may respond to localized clusters of high risk, they have negligible power in detecting highly localized hot spots. Although only limited use of Geary's test has been reported (61), Moran's test has been frequently applied to a variety of epidemiologic problems to examine areal clusters, including cancers (56, 62) , stroke-mortality rates (63) , and Lyme disease (64) .
A review of the power associated with several of these adjacency clustering techniques was performed by Walter (55) . He reported that Moran's / consistently had a higher power than Geary's c, which exceeded that of the rank adjacency test, D. The conclusion was that the power of the D test was severely limited to the nature of its nonparametric data. This limitation is even more noticeable in the reduced power of the join count method which used dichotomous data (51) .
Hungerford (49) demonstrated the use of secondorder analysis with data on seroprevalence of anaplasmosis in cattle in Illinois. The value at each point (in her study, county centroids) was compared with an expected value if all points and values were randomly distributed. Since the measured distance between points with similar values was smaller than expected, clustering was suggested for the data. Second order spatial analysis determines the degree of spatial dependence among variables as a function of distance between points or areas. This technique was used to analyze the spatial association of swine pseudorabies virus prevalence among counties in Illinois (65) . The investigators studied clustering of county swine pseudorabies virus prevalence rates and compared these rates with geographic clustering of swine herds. Counties with high swine pseudorabies virus prevalence rates clustered more than the observed clustering of counties with large numbers of swine herds.
Spatial autocorrelation analysis is an additional technique used to detect disease patterns. It is defined as the relation among values of a single variable that is attributable to the geographic arrangement of areal units on a map (36) . A good introduction to spatial autocorrelation is given by Goodchild (66) . Spatial autocorrelation is a measure of interdependence between values of a variable at different geographic locations and can be used to identify the degree of spatial clustering (64) . Spatial correlograms are series of Moran's / statistics which can be evaluated at greater and greater distances from the areas to determine where spatial effects are maximized. This technique was used in a study of risk factors for anaplasmosis (49) . A spatial correlogram is a function that shows the correlation among sample points (for some variable) separated by distance h. Correlation usually decreases with distance until it reaches or approaches zero. It describes the autocorrelation in a variable by computing some index of covariance for a series of lag distances (67) .
In a study of geographic relations among county lung cancer mortality rates, Kennedy (68) was able to demonstrate the important influence of neighboring counties (local effects) on the lung cancer mortality rate for men and the more regional influence on the lung cancer mortality for women. First-to fifth-order neighbors mortality rates were weighted by the geographic relation with each county. Residual plots indicated that problems with autocorrelation were overcome by this autoregressive model.
Monte Carlo techniques are probabilistic methods and can be used for simulation purposes where spatial data are not independent and areal units may be of different sizes. Monte Carlo techniques are tools used to solve various problems by construction of some random process (69) . Hierarchical clusters of "high risk" areas can be developed by ranking disease rates for spatial units from high to low. Adjacencies among high-ranking units are counted and can then be compared with the results of a Monte Carlo simulation which would establish the probabilities for the occurrences of these adjacencies (70) .
Relative spaces
The term "relative spaces" refers to events or factors that might be related in something other than simple, or untransformed, geographic space. These spaces may be communication space, commuter space, air passenger space, or any other space that appears relevant to the analysis (71) (72) (73) .
Multidimensional scaling is a technique which has been used for problems with or without a traditional "geographic" issue. It can be used to identify relationships among individuals in two, three, or more dimensional spaces. The classic example of multidimensional scaling was done by Cliff et al. (74, 75) using measles outbreak data in Iceland and the United States. In addition to studies of infectious diseases, the technique was used to identify important attributes by which people used to judge mental health facilities (76) . Transformations of geographic space (distances between urban centers of varying population) have been used to simplify complex hierarchical diffusion processes using gravity model mapping (77) .
The Markov process was used to model acquired immunodeficiency syndrome (AIDS) transmission in the New York, New York, metropolitan region (78) . A Markov process is where individuals randomly move among a fixed set of states through a "transition". In Gould's study of AIDS, the probability of infection was related to "commuter space", or the amount of commuter traffic that could be carrying infected persons and their viral baggage to different boroughs and counties of the New York metropolitan region. From this procedure, it was shown that the structure of the AIDS space could be modeled in this "relative" space and that technology helped to shape the course of diffusion of the virus.
Diffusion studies
Diffusion can be visualized by creating a series of maps of disease or events. An example is Wallace's report on diffusion of tuberculosis in New York City (79) or figure 1. However, to address the complex spatial-temporal dynamics of a diffusion process, methods to model diffusion have been developed. Two general approaches have been used to model diffusion processes: stochastic and deterministic (80) . A stochastic model has elements which include probability; deterministic models do not allow for chance. There are three types of diffusion processes: purely contagious, purely hierarchical (where the disease or health practice jumps from one place to another based on some hierarchy, such as population density), and mixed hierarchical. It is important to understand the spatial "backcloth" upon which a disease diffuses in order to model the process effectively. For a primer on spatial diffusion modeling and the elements that characterize diffusion phenomena, the reader is referred to Morrill et al. (80) .
The primary theory of spatial diffusion was put forth by Torsten Hagerstrand in the 1950s (80) . The method he developed to model spatial diffusion used a Monte Carlo technique to simulate the diffusion process. The first model assumed random adoption over space. The second model introduced the mean information field, a 5 x 5 grid providing the probabilities of adoption upon contact with an earlier adopter. The third model incorporated resistance barriers to diffusion (80) . The backdrop or surface on which the diffusion takes place could be the human or animal population density at any particular location on a grid map, and can have placed upon it geographic and other potential barriers to diffusion. The purpose of the model is to imitate or simulate patterns of diffusion.
Gilg (34) studied the 1970-1971 fowl pest epidemic in England, and identified diffusion of this infectious disease from the east to the west. For every data cell, he calculated time curves which highlighted the "local" epidemic. The time curves graphically demonstrated differences in the epidemic in different locations, combining both space and time on one map.
Line analysis has been used to compare a disease's "front" of movement with a random walk. The actual direction of movement is compared with chance movements to detect any pattern (7) . Vectors or lines which indicate magnitude and direction can be used to describe disease flow through an area. Following the spread of fox rabies westward from Poland after the second world war, a model for the spatial spread of rabies was developed in the United Kingdom (72) . This model was a deterministic one which was applied to a rabies-free area. It predicted the wave speed of the disease and estimated the width of an intervention zone to prevent spread. The emphasis of the model was on the rate of spread and not necessarily the determinants or possible deterrents of disease spread.
A diffusion model for fox rabies was recently proposed by Jeltsch et al. (81) . The model involved a grid used to locate fox home ranges. Large-scale patterns of diffusion were triggered by different dispersal strategies of the foxes and fox mortality. A general wave-like structure of spread resulted. Their conclusion was that the generation of the large-scale pattern required only a few, but quite specific, events of disease transmission.
Network analysis, or graph theory, has been used to study both disease spread as well as the diffusion of health care delivery systems. Rogers traced the spread of family planning innovations among women in South Korea by using interpersonal relationships as the basic units of observation. The network analysis drew out information on opinion leaders, connectivity, diversity, and taboos (82) .
Trend-surface analysis is a least squares regression technique which has been used to study diffusion processes in space and time. A surface pattern can be constructed by mapping the specific timing of events, or "height" values, at each X, F-coordinate in two dimensions. The method uses a model with power series polynomials, fitting linear, quadratic, cubic, and higher order trend-surfaces to the data. It can be considered a "spatial filter" through which the data enter and emerge to disclose broad regional trends (83) . Used in an exploratory manner to identify corridors along which a disease might spread, areas constituting barriers to diffusion might also be delineated (7) .
Trend-surface analysis was used in three infectious disease studies. Data from an outbreak of variola minor in Brazil was used in the first epidemiologic application of trend-surface analysis with contour (isochronic) mapping. Investigators found that a cubic surface well represented the data for the trend in distance traveled during the outbreak (84) . The direction and speed of spread were evident, as were locations of potential barriers to spread. When contour lines or isochrones of the trend-surface analysis maps are relatively far apart, they indicate that the disease moved very quickly through the area; when close together, they indicate areas in which the disease moved more slowly. Trend-surface analysis was also used in a spatio-temporal analysis of cholera diffusion in western Africa in the 1960s and 1970s (85) and to model diffusion of raccoon rabies in Pennsylvania (86) . Figure 3 shows a contoured residual plot from a cubic trend-surface model for raccoon rabies diffusion. Areas of highest and lowest residual values indicate those with slower and faster diffusion than the model would predict, and require further explanation or investigation.
A disadvantage of trend-surface analysis is that, like other regression analyses, predictions or extrapolations outside the area and time of study are not necessarily accurate and need to be made with caution. The best predictions will be made at the center of the map (data) area, while the widest confidence intervals will be at the map boundaries. There may also be spatial autocorrelation of model residuals (36) .
Residual values have been interpolated by splining and contoured onto the surface of the map. Spatial adaptive filtering is a technique which has been used to forecast the number of AIDS cases in different geographic areas, thereby predicting the pattern of diffusion (87) . A spatial filter is a functional expression between some variable, such as the number of people with AIDS in a county, zip code area, or census tract, and some predictor variable, such as population (87) . Since human geography is complex, the structure of human space, and, hence, AIDS space, is uncovered through this technique. Kabel (71) used the technique to forecast people with AIDS in county / using JS population (71) . The forecasts were averaged and used in a negative feedback expression to make better predictions. The adaptation comes when comparing forecasted numbers with actual numbers in the counties.
Gould (73) used a technique to model diffusion of human immunodeficiency virus (HIV) in the United
States using air passengers as a surrogate for the hierarchical relations between 102 major urban centers. A 102 x 102 air passenger origin-destination matrix was scaled by total numbers of passengers and represented the probability of interaction between each pair. HIV was "injected" into the system at a particular place, and at each time period or iteration the new results of the interactions were used in a probabilistic "smearing". When "injected" at New York, Los Angeles, California, Miami, Florida, and Houston, Texas, the correlation with the actual number of cases was very high. His conclusion was that spatial dynamics accounted for about 80 percent of the variation in location of HIV in these major urban centers (with about half the national population).
The expansion method has been used to demonstrate that parameters of a temporal equation for a disease epidemic may themselves be functions of geographic variables, such as population density, and by substitution or "expansion" of the original temporal equation, it can be used to model diffusion processes in time and space (87) . The expansion method involves specifying a model for understanding relations, redefining some of the parameters of that initial model by expansion equations into functions of variables, replacing the expanded parameters into the initial model, and using these expressions to capture the "drift" or variation over geographic space (88) . In other words, this method does not presuppose invariance of the model parameters in the temporal domain. Instead, the contextual variations of the relations are taken into account. Expansion methodology can be applied to any form of model.
Interpolation and smoothing
Some widely-used spatial techniques do not test hypotheses but, instead, are used to interpolate new data points, "smooth" data, or filter signals from noise. Filtering signals from noise is an important issue for epidemiologic data. Because of limitations of passive surveillance data, some means to find major geographic or temporal signals in data can be challenging. Trend-surface analysis or some other filtering technique may prove useful in these situations. The size of the filter and perhaps the geographic scale or resolution of the data must be considered because of their effect on the detectable pattern in the diffusion process. Trend-surface analysis is one means of interpolation (see discussion above). Other methods include kriging, splining, inverse weighted distance method, and construction of Thiessen polygons (89) .
In a study of the distribution of antibodies to Chlamydia pneumonia (strain TWAR), a Finnish research group used trend-surface analysis as a smoothing technique to serve as a "filter" from which to extract signals from noise to find the regional trend of antibody prevalence (90) . After the noise was filtered, residual differences were calculated. Residuals outside the confidence limits were considered to be locally important.
Kriging is a technique used to estimate point values by using surrounding, known point values (91) . Kriging is a method of spatial prediction using a weighted moving average interpolation to produce the optimal spatial linear prediction (92) . The weights reflect the distances between the location for which a value is being predicted and the locations with measured values. It has been used in geostatistics as an interpolation method and is considered the best linear unbiased estimator of the characteristic under study where it best reflects the minimum mean square error. It minimizes the variance of the estimation errors. Kriging results in a marked smoothing effect with high original values tending to be underestimated and low values overestimated. The kriged values will be less variable than the original ones.
Kriging has been used in several epidemiologic studies. Peak weeks in rotavirus detections from US laboratories were interpolated using kriging and then mapped (93) . Peak activity varied by location, and there were differences in variability of detection by location. Investigators found this technique useful for visualizing geographic and temporal trends. In another infectious disease study, the spatial and temporal distribution of Anopheles gambiae mosquitoes in houses in a village in Ethiopia was monitored (94) . Using kriging techniques, investigators demonstrated clustering at the edges of the village and the changing pattern over time. The spatial patterns of infant mortality and birth defects rates in Des Moines, Iowa, were described by a contoured surface based on kriging (95) . Kriging was also applied to data from a 6-week influenza-like illness outbreak in France (96) (figure 4). Estimated case numbers per medical practitioner were obtained through the procedure and mapped in a series of weekly maps. The maps, interpreted in succession, depicted the spatial pattern and density of cases over time.
Environmental studies have used kriging estimations. Spatial distribution of air pollution in Prague (Czech Republic) was estimated by kriging and multiple regression modeling (97) . Investigators found that school levels of nitrous oxide were positively related to symptoms of wheezing/whistling in children although home levels had a negative association. Kriging was also used in a study of the mid-Atlantic area of the United States to interpolate hourly ozone data from air quality monitoring stations (98) . The advantages of the kriging process are that the predicted values are not constrained by the borders of the geographic units, as in trend-surface analysis, and that the procedure can deal with problems of missing data.
Splining is a method to fit a minimum curvature surface through input points (67, 89, 99) . The purpose is to connect points with a smooth, continuous line if the data are strings of coordinate pairs. Splines are a large class of piecewise functions used to represent curves in two or three dimensions (67) . This technique is not appropriate if there are large changes in a surface within a short horizontal distance because it can overshoot estimated values. It is used widely in interpolation and is important in computer software to generate computer displays.
Other useful smoothing approaches include nonparametric and parametric techniques, Bayes' and empirical Bayes' methods. The Bayesian approach requires specification of the mean and variance of the disease risk, for example, to summarize prior beliefs about risk distribution (100) . With the empirical Bayes' approach the values for the unknown parameters are estimated based on the observed data (101).
Risk factor identification
Areal patterns have been used to identify potential risk factors for disease incidence or prevalence. The
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Week 01 most common areal-pattern displays are choropleth maps. Categories for the numbers of cases, rates of disease, or standardized mortality ratios can be displayed by colors, patterns, or other areal features. These techniques are widely used in epidemiology and health care research. For areal data, the kappa statistic can be used to measure the degree of similarity between distributions, and is corrected for areal overlap due to chance (49) . Synoptic mapping is a technique which produces contours by interpolating values for areas between data points and values at data points (102) . Using this technique to map wildlife rabies cases, Pool and Hacker (103) demonstrated coincident rabies identification in wildlife species within the seven biotic provinces of Texas (the explanatory variable). Time-series analyses with autocorrelation functions were calculated for each biotic province. Periodicity in skunk rabies differed among the different provinces and could be related to habitat differences, thus giving some explanation for variation in rabies risk in different areas.
Spatial plots or "surfaces" developed from independent and dependent variables can be used for visual map comparisons (7). Correlation analysis, or "ecologic correlation", is the most commonly used statistical method of map comparison (7). Health care resource or disease rates for different spatial units can be compared using Pearson's product moment or Spearman's rank correlation statistics. Ecologic correlation was used in a study of the geographic distribution of alcohol treatment facilities in Oklahoma (104) . An index of service comprehensiveness was correlated with need, urbanization, income, and attitudes toward alcohol use by county. The coefficient of areal correspondence is the ratio of the area over which two phenomena are located together to the total area covered by the two phenomena. The method of areal correspondence is best used in a static system and not for a process which is diffusing. This technique has not been used to any extent in medical geography, epidemiology, or health care research (7) .
Almost all variables available for a geographic risk factor analysis are likely surrogates for other variables not attainable from data or not yet identified (15) . For risk factor analysis, particularly in an exploratory sense, these geographic variables may be used to identify descriptive relations, serve as a basis for future research, and be used in the search for causal relations. Identification and classification of geographic correlates has been simplified by the development of geographic information systems.
Techniques of general linear regression or hierarchical modeling are other approaches to evaluating potential associations in spatially-dependent data. Cook and Pocock (105) used cardiovascular mortality data in a multiple regression model to examine potential explanatory variables. Because ordinary least squares regression models assume independent, uncorrelated residuals, using spatial data in these models is likely to violate that assumption due to spatial autocorrelation and may overstate the significance of the coefficients. Cook and Pocock illustrated a way that residuals from ordinary least squares regression can be used to suggest a suitable parameterization for a spatially-correlated error structure.
Harries (106) demonstrated the use of map overlay and a cluster analysis (as opposed to cluster detection) to classify Baltimore, Maryland, neighborhoods with respect to their levels of violence and social stressors. This was done to provide information to public health and other policy makers for making resource allocation decisions. Twenty-four variables were used as "social stressors" for each of the 1,357 block groups in the city and surrounding area. Cluster analysis, a technique used to combine observations that are more similar to each other, identified five clusters which were mapped by block group. The locations of these clusters indicated areas of highest poverty and violence.
In health care research, the expansion method was used to evaluate federal policies on the supply of physicians in the United States and their geographic distribution (107) . The models took into account factors in physicians' location decisions such as the professional climate, social amenities, and market factors, as well as the influence of federal policies. Location behavior was shown to be dominated by professional and social amenity factors, but as the supply of primary care physicians increased, market forces became dominant.
USE OF GEOGRAPHIC INFORMATION SYSTEMS
A GIS is an integrated set of computer hardware and software tools to capture, store, edit, organize, analyze, and display spatially-referenced data (35) . Georeferencing is usually expressed in terms of Cartesian coordinates (northing, easting, elevation), latititude/ longitude, postal codes, or various area divisions. GISs can be used to generate maps and data needed for risk factor identification, as well as to perform some spatial analytical techniques useful in health care research and epidemiology. In this section, we will highlight some of the advantages and limitations of GISs in health research and epidemiology and describe some examples of the use of GISs.
The advantages of GISs include the ability to handle repetitive tasks and quickly compare spatial data from various sources and different spatial areas. The speed of data manipulation, the ability to handle large volumes of data, the enforcement of standardization, and the ability to ask "what if' questions are distinct advantages. Some functions include reclassification of data, Boolean searches, creation of buffer zones, handling changes in map projections or scales, referencing attribute data, and providing detailed cartographic output. Another advantage of GISs is the ability to use data from remote sensing, such as digital satellite imagery of the earth's surface, for physical environmental analyses.
Historic disadvantages of GISs included maintenance and use of the system, which required special expertise. Currently, GIS programs are easier to learn and use. Although many functions of a GIS can be carried out manually on very small datasets (9), larger datasets necessitate a geographic database manager. The benefits of GIS technology to public and environmental health have been reviewed (10) . GIS applications, such as automated atlases for disease rates and the detection of disease clusters, are already in use.
Health data often come from official or government sources. There are numerous problems associated with these data such as underreporting, coding errors, and diagnostic errors (108) . The data can be inaccurate, incomplete, and unreliable (1). In the context of this review, those problems are important, but the spatial data problems with these datasets need primary consideration. Issues of spatial detail, which is generally lacking in official statistics, spatial incompatibility or inconsistency among sources, and spatial referencing are all important considerations when using health data collected for purposes other than use in a GIS (9) . Usefulness of GISs to health information management will depend on data quality and spatial attributes. All spatial analyses within a GIS must be done at an appropriate and consistent scale, although defining that scale is not always easy (109) .
A final limitation to GIS data is that they usually represent static points in time and do not adequately represent spatial-temporal information, which may be of particular interest in infectious disease epidemiology. Map resolution, map format or map projection, availability, expense, quality, and age of the data or map need to be considered when using spatiallyreferenced datasets. The question of data scale is important to identify significant relations. What is apparent at one scale may not be apparent at another (1) . In a critical review of the use of GISs in veterinary epidemiology, Paterson (110) cautioned readers about the seductiveness of the visually attractive output from a GIS. He warned that there is a tendency for users of GISs and readers of the output to be seduced by attractive graphics and forget rules of data management, analysis, presentation, and interpretation of results.
For the most effective use of GISs in epidemiology and health research, a GIS must be have the ability to conduct or be linked to spatial analytical and modeling programs. In the past, this was a major weakness of most GIS software programs (9) . Many statistical analyses using spatial data can now be done within the GIS environment, although more advanced or complex techniques may require data analysis within a statistical software package with export to the GIS for map displays. Some GIS programs have been linked to statistical packages, such as the SpaceStat Extension (111) for Arc View® (112) .
GISs can be used as tools for health planning of primary care delivery and access based on geography, locality, distance, or population structure. Demographic information, in the way of census data, is already developed for GIS applications at a resolution of census tract or zip code. These data in the United States are linked with geographic base data and are known as the TIGER files (113) . Numbers of individuals, location, and demographic information linked to location are available for a wide variety of uses.
Recently, investigators in both Great Britain and Sweden have reported using GISs as tools for assessing access of populations to primary health care facilities (114, 115) . The GIS was used to apply many different sets of geographically-linked datasets (map layers) in order to investigate the problem of primary care delivery. Bullen et al. (114) used GISs to develop map layers which contained the important criteria for defining local general practice catchment areas. These included locations of the medical practices and factors which act as physical or psychologic barriers, such as commuting distances or time, to use of the practice. Central to the definition of the practice localities was the use of a large matrix of patient-to-practice flows based on post-coded data. Clear geographic patterns of patient allegiance to practices were delineated. The GIS allowed the development of alternative regionalizations using both visualization and statistical analyses for practice locality profiling. In the Swedish study, one function of a GIS, the ability to calculate distances, was used to identify access to primary health care using property registries and the location of primary health care facilities (115). Hyndman et al. (116) used a GIS to study where to locate mammography and abdominal aortic aneurysm screening clinics in Perth, Australia. Using small area census demographic data and geocodes for household water meters, her group was able to investigate the effect of distance from residence on screening clinic use.
Mapping programs have also been useful in developing variables for multivariate analysis as well as for visualization. MacKinnon et al. (117) studied drunk driving arrests and other alcohol-related problems and found that they were locationally related to alcohol retail outlet density in Los Angeles County, California.
In addition to chronic disease problems and health care, GISs have been valuable in studying infectious diseases. Lyme disease and other vector-borne diseases are good examples of diseases studied with a GIS. The geographically static nature of the disease vectors makes it easier to map their locations and make sense of habitat determinants. In an analysis of the distribution of Lyme disease in Wisconsin, a GIS was used to associate county-level data on tick-distribution, human population density, Lyme disease case distribution, and proportion of wooded areas to help explain the distribution of the disease in the state (64) . The GIS allowed investigators to obtain location data and measure distances between locations. Measures of spatial autocorrelation and local spatial statistics were used to identify clusters of disease cases or nonrandom patterns of environmental risk factors.
In infectious disease epidemiology, GISs are often used in combination with a statistical modeling technique such as logistic regression. In a Lyme disease study of environmental risk factors, a GIS was used for a study of one county in Maryland to generate environmental risk factors such as land use/land cover, forest distributions, soils, elevation, and watersheds (118, 119) . These variables were then used in a logistic regression analysis to model risk factors for cases of Lyme disease in certain areas.
Pseudorabies virus infection in swine results in quarantine of the herd in most states in the United States. GISs have been used to assess spatial and temporal aspects of pseudorabies epidemiology. In one study, Norman et al. (120) used buffer analysis to determine the radius around a quarantined herd that captured surrounding herds that subsequently became quarantined. The study emphasized the importance of spatial proximity and the contagious nature of the spread of this disease. Pseudorabies researchers in Minnesota used GISs in a similar way (121) .
Remote sensing and a GIS have been used to assess site-specific risk for the intermediate snail host for fascioliasis (cattle liver flukes) in Louisiana (122) (123) (124) . Environmental variables were elucidated from the GIS and used in a regression analysis of the farm risk index against the log of the highest worm egg counts in one study. Soil maps and snail habitat were evaluated in another. Remote sensing and a GIS were also used in a project on Guinea worm disease eradication (125) .
Surveillance and monitoring of infectious diseases are other uses for GISs in applied epidemiology. A national computerized surveillance system of Anopheles mosquito breeding sites and imported cases of malaria was established in 1992 in Israel (126) . It was developed to identify the risk of malaria, given an introduced case, in order to target appropriate control measures. GIS mapping is currently being used to identify risk of Vibrio vulnificus infections in oyster bays in Louisiana (127) . Bovine tuberculosis control is being affected by the use of GISs in southwest England (128) . A GIS and spatial statistics were used in a dengue investigation in Puerto Rico (129) . In this study, Morrison et al. demonstrated a very rapid temporal and spatial progression of dengue in the community, and concluded that control measures would best be applied to the entire municipality rather than local areas around affected households. GISs have also been used to map and analyze information on African trypanosomiasis, leishmaniasis, schistosomiasis, and food-borne trematode infections (130) .
CONCLUSIONS
There are a number of considerations when deciding to use a spatial analytical technique or GIS in epidemiology and health research. Problems in spatial analyses in epidemiology include the need to aggregate disease occurrences over space and time, which may gain data stability but loses information; the accuracy of death certificate and health information for diagnoses; the choice of a suitable rate standardization procedure; the choice or scale and data classes when making maps of disease rates; and the problem of ecologic fallacies (7) . All data are subject to problems of incompleteness and inaccuracies due to measurement error (2) .
The choice of an analytical technique is of concern because of the nature of spatial data, scalar influences, spatial dependence, and spatial autocorrelation. For example, the identification of disease patterns is dependent on the scale selected. The selection of one scale may mask or ignore spatial variations in another. Replication of findings in a number of different scales would tend to confirm an hypothesis. In addition, spatial studies of human conditions are often hampered in highly mobile societies by in-migration and outmigration (2). To identify clusters, for example, nearest neighbor analysis depends on the scale at which the investigator draws the data. Openshaw's solution to identify disease clusters was to generate and test all possible geographic hypotheses relevant to a particular problem through the development of the GAM, an automated modeling system (46) . Spatial autocorrelation may pose a problem when using least squares regression. When using a GIS, several concerns about data have been outlined, but also include database availability in advance of the hypotheses under study (46) . The construction of post-data models is an important problem since data resolution, data quality, and other attributes will dictate what can eventually be examined.
In Table 2 provides a few select websites of potential use to epidemiologists regarding general information about GISs and some spatial datasets, and their availability to investigators.
Spatial analytical techniques and GISs have many current uses in epidemiology and health research. Network analysis for examination of patient referrals, modeling diffusion patterns, identification of environmental risks and risk assessment, detection of clusters, Monte Carlo simulations to assess point or areal patterns of disease, or any assessment of "distance" are techniques which can be used to explore the spatial aspects of health care, injury, and disease. GISs have become more user-friendly and users have access to many more spatially-referenced datasets. GISs will be increasingly helpful to epidemiologists to vizualize, manage, and analyze large volumes of data. They can help to better define populations and environmental exposures with perhaps better specificity. They have already found use in disease surveillance programs. In public health, sentinel physicians located across geographic space with location and disease information linked to a GIS can provide data to help rapidly identify the location of emerging disease problems and diffusion patterns of disease. Epidemiologists should look forward to better links between GISs and statistical or analytical programs. When working with caselocations for public health or research, however, they will find themselves in debates about patient confidentiality and the spatial scale at which to report health data versus the need for research or the public's right to know exactly where diseases are occurring.
Future directions in GISs involve spatial data mining and visualization. Currently, most mapping programs produce high-quality, detailed, but static, twodimensional maps. Dynamic mapping, spatio-temporal GIS visualization, and exploratory spatial data analysis are new areas in GISs that epidemiologists might find useful. When coupled with environmental or other spatially-related risks, interpolation of data and simulation of historic or future events might provide insight into disease diffusion processes and predictions. Just as GISs have redefined our ability to work with spatial data in epidemiology, these newer techniques will help to redefine our analysis of epidemiologic, spatiallyreferenced data.
ACKNOWLEDGMENTS
The first author would like to acknowledge an important mentor, Dr. Peter Gould, from the Department of Geography at The Pennsylvania State University, for pointing her in the right geographic direction and showing her the way. Many thanks go to the reviewers for their helpful suggestions in revising this manuscript.
