Abstract. Active XML (AXML) provides an elegant platform to integrate the power of XML, Web services and Peer to Peer (P2P) paradigms by allowing (active) Web service calls to be embedded within XML documents. In this work, we present some interesting aspects encountered while investigating a transactional framework for AXML systems. To be more precise, we discuss the following: (a) Locking protocol when the structure of both, data and transactions, are nested. (b) Dynamic construction of the undo operations, and an algorithm to compute the correct undo order in the presence of nesting and parallelism. (c) To overcome the inherent problem of peer disconnection, we propose an innovative solution based on "chaining" the active peers for early detection and recovery from peer disconnection.
Introduction
Active XML (AXML) systems [2] provide an elegant way to combine the power of XML, Web services and Peer to Peer (P2P) paradigms by allowing (active) Web service calls to be embedded within XML documents. An AXML system consists of the following main components: -AXML documents: XML documents with embedded AXML service calls (defined below). For example, the AXML snippet in Fig. 1 is an AXML document with the embedded service call "getGrandSlamsWon". -AXML Services: Web services defined as queries/updates over AXML documents. Note that AXML services are also exposed as a regular Web service (with a WSDL description file). -AXML peers: Peers where both AXML documents and services are hosted.
AXML peers also provide a user interface to query/update the stored AXML documents locally. Transactions are a useful abstraction to provide fault-tolerance, reliability and robustness to distributed systems. A transaction can be considered as a group of operations encapsulated by the operations Begin and Commit/Abort having the following properties (ACID):
-Atomicity: Either all the operations are executed or none of them are executed. In case of failure (abort), the effects of any operation belonging to the transaction are canceled (rollback). -Consistency: Each transaction moves the system from one consistent state to another. -Isolation: To improve performance, often several transactions are executed concurrently. Isolation necessitates that the effects of such concurrent execution are equivalent to that of a serial execution. -Durability: Once a transaction commits, its effects are durable, that is, they should not be destroyed by any system or software failure.
We assume prior knowledge of the basic transactional concepts, especially, lock based concurrency control protocols [4] , undo/redo recovery [4] and nested transactions [5] .
S Y of peer AP 3 , leading to a nested invocation of services across multiple peers.
-Concurrent access: The number of users accessing the system simultaneously can be very high. -Availability: In true P2P style, we consider that the set of peers in the AXML system keeps changing with peers joining and leaving the system arbitrarily.
Given the above characteristics, we discuss the following interesting aspects encountered while investigating a (relaxed ACID based) transactional framework for AXML systems:
-Concurrency control: Researchers have separately considered optimized locking for nested data [7, 8] and nested transactions [5] . With AXML systems, both the data (XML) and transactional structure are nested. As such, we propose an integrated protocol which combines the benefits of both nested data and transactions. -Undo operations: Current industry standards, e.g., BPEL [10] for Web services orchestrations, only allow static definition of the undo operations, that is, the undo/compensation handlers need to be defined at design time on the lines of exception handlers. However, static undo operation definition is neither feasible nor sufficient for AXML operations, especially, AXML query operations. To overcome this limitation, we show how the undo operations (corresponding to AXML operations) can be constructed dynamically at run-time. -Undo order: In general, the undo operations are executed sequentially in reverse order of their original execution order. However, the presence of nesting and parallelism complicates matters in our case. We present an algorithm to compute the subtransactions which need to be aborted in the event of a failure, and their undo (abort) order. -Peer disconnection detection and recovery: Peer disconnection is an inherent and novel trait of P2P systems, including AXML systems, which hasn't been considered in the transaction literature (to the best of our knowledge). Without any knowledge of when a disconnected peer is going to reconnect (if ever), it is very difficult to define a recovery protocol (retry till?) or even characterize the recovery as "Success/Failure" (the system state on reconnection?). We outline an innovative solution based on maintaining a list of the active peers, for early detection and recovery from peer disconnection without increasing the communication overhead.
The rest of the paper is organized as follows: Section 2 is dedicated to the transactional framework for AXML systems. More precisely, we discuss concurrency control and recovery in sub-sections 2.1 and 2.2, respectively. Within sub-section 2.2, we consider dynamic construction of the undo operations (2.2.1), undo order (2.2.2), and finally, detection of peer disconnection (2.2.3). We discuss related work in section 3. Section 4 concludes the paper and provides some directions for future work.
AXML Transactions
The possible operations on AXML documents are queries, updates, inserts and deletes (update operations with action types "replace", "insert" and "delete"). The operations can be submitted locally or by invoking the services provided by an AXML peer. We do not differentiate between the two modes and use the terms operation and service interchangeably throughout the paper. We consider a transactional unit as a set of query/update operations (services). Service invocations, performed as part of a query evaluation, can be transformed into a group of query/update operations as follows: A query operation on the referenced sc node, followed by (deletion of the previous result nodes and) insertion of the invocation result nodes for an invocation in merge (replace) mode.
Concurrency Control
In this section, we discuss a centralized lock based concurrency control protocol for AXML systems. For a lock based protocol, we first need to determine the locking granularity. We view an AXML (XML) document as an unranked, unordered tree, where each leaf node has a label, and the internal nodes (including the special sc nodes for embedded service calls) have an identifier. Thus, we have an option between subtree and node level locking. We choose subtree level locking and consider the following locking protocol [9] : The protocol allows two modes of locking: L and I. Once a transaction T A has locked a node N in mode L, the entire subtree rooted at N is considered to be locked in mode L by T A . The other mode I, also referred to as the intention mode, is to "tag" all ancestors of a node to be locked. These tags signal the fact that locking is being done at a lower level and thereby prevent any implicit or explicit locks on the ancestors. Given this, the locking protocol can be stated as follows:
Locking protocol:
-Locks are requested in root to leaf order. However, the above protocol is not optimum for AXML systems. We are in a unique situation where the structure of both data and transactions are nested. Given this, we extend the locking protocol presented above for nested transactions (integrate with Moss's nested transaction locking protocol [5] ): Moss's concurrency control protocol for nested transactions is based on the concept of upward inheritance of locks. Besides holding a lock, a transaction can retain a lock. When a subtransaction commits, its parent transaction inherits its locks and then retains them. If a transaction holds a lock, it has the right to access the locked object. However, the same is not true for retained locks. A retained lock is only a place holder and indicates that transactions outside the hierarchy of the retainer cannot acquire the lock, but that descendants potentially can. As soon as a transaction becomes a retainer of a lock, it remains a retainer for that lock until it terminates.
Extended locking protocol with nested transaction semantics:
-Locks are requested in root to leaf order. -2PL serializability with respect to the top level subtransactions.
-The protocol provides implicit locking of an entire subtree rooted at node N by preventing a subtransaction from successfully locking the ancestors of N , while N is still being locked.
Finally, the proposed protocol, as with most lock based protocols, can lead to a deadlock. Deadlocks, especially, distributed deadlocks, are difficult to prevent (even detect) in the absence of a global coordinator. We assume that the timeout mechanism is used to resolve deadlocks, that is, abort one of the waiting transactions after a timeout interval. We discuss how to handle aborts next.
Recovery
Here, we only consider recovery in the event of an abort, and not other types of failures, such as, "stable" storage failure. Also, we would like to remind that, for a nested transaction, the subtransactions can be aborted after commit (only the effects of the root level subtransactions are durable on commit).
Dynamic Undo Construction
We consider compensation like undo operations and show how they can be constructed dynamically. A compensating operation [11] is responsible for semantically undoing the effects of the original operation. For example, the compensation of "Book Hotel" is "Cancel Hotel Booking". Usually, the compensation handlers for a service call are pre-defined statically on the lines of fault (exception) handlers. However, as mentioned earlier, static definition of undo operations is not feasible for AXML systems, especially, for AXML query operations. We consider the issue in detail in the sequel.
The compensation of an insert (AXML update operation with action type "insert") is delete and vice versa. Similarly, the compensation for an update (AXML update with action type "replace") is another update which reinstates the old data values. To illustrate, let us consider the AXML document ATPList.xml in Fig. 3 . AXML update operations (analogous to XQuery updates [12] ) can be divided into two parts: 1) the < location > query to locate the target nodes, and 2) the actual update operations. The data (nodes) required for compensation cannot be predicted in advance, and would need to be read from the log at run-time.
For example, let us consider an AXML delete operation and its compensation as shown in Fig. 4 . The < location > and < data > of the compensating insert operation are the parent (/..) of the deleted node and the result of the < location > query of the delete operation, respectively. Note that the above compensation does not preserve the original ordering of the deleted nodes. For ordered documents, the situation is slightly more complicated and formulation of the compensating operation would depend on the actual semantics of the insert operation. For example, the situation is simplified if the insert operation allows insertion "before/after" a specific node [12] .
For AXML insert operations, we assume that the operation returns the (unique) ID of the inserted node. As such, the compensating operation (of the insert operation) is a delete operation to delete the node having the corresponding ID. An AXML replace operation is implemented as a combination of delete and insert operations, that is, delete the node to be replaced followed by insertion of a node having the updated value (at the same position). Compensation of a replace operation is shown in Fig. 5 .
Finally, let us consider compensation of AXML query operations. Traditionally, query operations do not need to be compensated as they do not modify data. However, AXML query evaluation, due to the possibility of embedded service call materializations, is capable of modifying the AXML document, e.g., insertion of the invocation result nodes (and deletion of the previous result nodes in "replace" mode). There are two possible modes for AXML query evaluation: lazy and eager. Of the two, lazy evaluation is the preferred mode, and implies that only those embedded service calls are materialized whose results are required for evaluating the query. As the actual set of embedded service calls materialized is determined only at run-time, the compensating operation for an AXML query cannot be pre-defined statically (has to be constructed dynamically). Given that the required insertion (deletion) of the result nodes are achieved using AXML Insert (Delete) operations, the compensating operation of an AXML query operation can be formulated as discussed earlier for the AXML update operations. The following couple of examples, query operations A and B in Fig. 6 and 7 respectively, illustrate the above aspect.
Lazy evaluation of query A would result in materialization of the embedded service call "getGrandSlamsWonbyYear" (and not "getPoints"). As shown in Fig. 6 , the only change in the AXML document, would be the addition of line 25 (lines 4-24 are the same as ATPList.xml). Thus, the compensation for query A would be a delete operation to delete the node < grandslamswonyear = "2005 > A, F < /grandslamswon >. Similarly, lazy evaluation of query B would result in materialization of the embedded service call "getPoints" (and not "getGrandSlamsWonbyYear"), resulting in the modified ATPList.xml (line 14) as shown in Fig. 7 . Thus, the compensation for query B would be a replace operation to change the value of the node < points > 890 < /points > back to 475.
Undo Order
In the previous section, we discussed how to undo a service invocation. Here, we determine the subtransactions (encompassing service invocations), which need to be aborted if a (sub)transaction is aborted, and the order in which to do so. We need some additional notations before presenting the protocol. The peer, at which a transaction T A is originally submitted, is referred to as its origin peer. Peers, whose services are invoked while processing T A (which process subtransactions of T A ), are referred to as the participant peers of T A . On submission of a subtransaction of T A at peer AP 1 , the peer creates a transaction context T C A1 . We assume that at most one subtransaction of a transaction is submitted at any peer. The transaction context, managed by the Transaction Manager, is a data structure which encapsulates the transaction ID with all the information required for concurrency control, commit and recovery of the corresponding transaction. In the sequel, we refer to a subtransaction by its subtransaction context identifier. Given this, for a pair of subtransactions T C A1 and T C A2 , if T C A2 was created (on peer AP 2 ) as a result of an invocation by T C A1 (on peer AP 1 ); then T C A1 (T C A2 ) is referred to as the parent (a child) subtransaction of T C A2 (T C A1 ), and its corresponding peer AP 1 (AP 2 ) is referred to as the parent (a child) peer of AP 2 (AP 1 ). The definitions of sibling, descendant and ancestor subtransactions (peers) follow analogously. We outline the recovery protocol with the help of an example scenario as shown in Fig. 8 . Fig. 8 shows a scenario where the peer AP 5 fails while processing the service S 5 (subtransaction T C A5 ): 
Nested recovery protocol:
1. AP 5 sends the "Abort T A " message to its parent peer (AP 2 ) to inform it about the failure of subtransaction T C A5 . 2. The peer AP 2 , on receiving the "Abort T A " message, aborts T C A2 and sends the "Abort T A " message to its parent (AP 1 ) and remaining children peers (AP 3 ).
3. The peer AP 3 , on receiving the "Abort T A " message, aborts T C A3 and sends the message to its children peers (AP 4 ).
4. The processing of the peers AP 1 and AP 4 , on receiving the "Abort T A " message, are analogous to that of AP 2 and AP 3 , respectively.
Till now, we have conveniently sidelined the issue of the order in which the subtransactions need to be aborted. Analogous to the original invocation order, the abort (undo) order is also important. For sequential invocations, we know that their corresponding aborts need to be performed in reverse order of their original execution order. For parallel invocations, their aborts can also be performed in parallel (to improve performance). This aspect is often ignored by current systems, e.g., BPEL [10] where compensation is sequential, although, BPEL supports parallelism for forward activities (the flow operator). However, allowing such parallelism during abort, does lead to additional synchronization issues. For example, let us consider the extended example scenario (as shown in Fig. 9 ). As before, let us assume that the peer AP 5 has failed while processing the service S 5 . Given this, T C AX , T C AY , T C AZ , T C A3 and T C A4 , all of them need to be aborted, but their ordering is important. Basically, T C AY and T C AZ can be aborted in parallel, but T C A3 needs to be aborted before either of them; and finally, all of them need to be aborted before (after) T C AX (T C A4 ) is aborted. We formalize the above discussion in the sequel. Note that all its children subtransactions (if any) have already committed. As before, the next step is to send "Abort T A " messages to its children peers in the specified abort order. On receiving the abort confirmation from all its children peers, AP X sends an abort confirmation to its parent peer.
In the above protocol, Rule 3 implicitly holds as a result of the peers waiting for all their children peers to confirm abortion, before sending the "Abort T A " messages or confirming abortion to their own parents.
Detection of Peer Disconnection
Most P2P systems rely on ping (or keep-alive) messages to detect peer disconnection. Clearly, it is not an optimum solution, but provides a good trade-off against increased communication overhead. Our objective is to further reduce loss of effort by detecting the disconnection as early as possible and reuse already performed work as much as possible. The actual steps to be executed vary, based on the peer which got disconnected and the peer which detected the disconnection. We illustrate the steps with the help of an example scenario as shown in Fig. 10 .
Analogous to the invocation order of subtransactions, the sequential and parallel invocation of peers AP Y and AP Z 's services by peer AP X (to process parts of the same transaction), are denoted as (Fig. 10) , the AP L A passed to AP 8 , at the time of its invocation by AP 6 , would be AP * (a) Leaf node disconnection (peer AP 8 gets disconnected and the disconnection is detected by its parent AP 6 ): AP 6 follows the nested recovery protocol discussed earlier.
(b) Parent disconnection detected by child node (peer AP 6 gets disconnected and the disconnection is detected by its child AP 8 ): We assume that AP 8 detects the disconnection of AP 6 while trying to return the invocation results of S 8 to AP 6 . Traditional recovery would lead to AP 8 discarding its work, and actual recovery occurring only when the disconnection is detected by AP 6 's parent (AP 2 ). A more efficient solution can be achieved if AP 6 passes the AP L A :
as well, while invoking the service S 8 of AP 8 . Given this, as soon as AP 8 detects the disconnection of AP 6 , it can send the results directly to AP 2 (informing AP 2 of the disconnection as well). Once AP 2 becomes aware of the disconnection, it follows the nested recovery protocol. Furthermore, let us assume that AP 2 attempts forward recovery by invoking the service S 6 on a different peer (say, AP X ). In a general scenario, it might be very difficult to reuse the work already performed by AP 8 . However, if we assume that S 8 was basically an invocation to materialize an input parameter of S 6 (recall that input parameters can also be defined as service calls), then it might be possible to reuse AP 8 's work by passing the materialized results directly while invoking S 6 on AP X . Finally, it is very likely that even AP 2 might have disconnected. Given this, AP 8 can try the next closest peer (AP 1 ) or the closest super peer (also, AP 1 in this case) in AP L A .
(c) Sibling disconnection (AP 5 gets disconnected and the disconnection is detected by sibling AP 6 ): For data intensive applications, it is often the case that data is passed directly between siblings, especially, for concurrently executing siblings (invoked in parallel). In an AXML scenario, this is particularly relevant for subscription based continuous services [2] which are responsible for sending updated streams of data at regular intervals. Thus, a sibling would be aware of another sibling's disconnection if it didn't receive the expected data at the specified interval. Given such detection, AP 6 can use the
(passed to AP 6 by its parent AP 2 ) to notify AP 2 of the disconnection, and if AP 2 has also disconnected, then the next closest (still) active peer or super peer.
Next, we show some experimental results, which justify the above. The AXML implementation is available at [3] . We consider a nested transaction T with 30 subtransactions and 3 peer disconnections over the period of its execution. We consider only sequential invocation of subtransactions. Finally, the results are with respect to executing T in isolation (no concurrent transactions) to avoid any delays due to concurrency control issues (wait for locks, etc.). For tables 1 and 2, we have combined the readings for the scenarios with 1, 2 and 4 levels of nesting, as they are almost the same. Clearly, the savings as a result of AP L increases as the frequency of ping messages decreases, and the level of nesting is at least 2. Indeed, for a single level of nesting, the maintenance cost of AP L seems to offset any potential benefits of AP L.
Finally, let us consider the scenario where child disconnection is detected by its parent peer (AP 6 gets disconnected and the disconnection is detected by its parent AP 2 ): Let us assume that AP 2 detects the disconnection of AP 6 via ping messages. Here, a more efficient recovery can be achieved if AP 2 is also aware of AP 6 's children (AP 8 ). Given this, in addition to attempting recovery using the nested recovery protocol; AP 2 can use the information about the children peers (of AP 6 ) to see if any part of their work can be reused. Even if reuse is not possible, AP 2 can at least use the information to inform the descendants (AP 8 ) about the disconnection. This would prevent them from wasting effort (doing work which is anyway going to be discarded). However, this requires a more frequent update of the AP L A (which in turn implies, more message exchanges), that is, a peer (AP 6 ) would be required to send the updated AP L A to its parent (AP 2 ) after every child invocation (AP 8 ). We leave it as a future work to study the kind of systems where such an eager update of the AP L would be useful.
Related Works
The notion of transactions has been evolving over the last 30 years. As such, it would be a vain effort to even try and mention all the related research here. Given this, we suffice to mention only the transactional models which have been proposed specifically for the XML, Web services and P2P paradigms. [7] and [8] consider lock-based concurrency control protocols customized for XML repositories. [7] uses the fact that the nodes referred by the "where" part of a select statement are only accessed for a short time (for testing) and introduces the "P" lock to exploit the same. The works are complementary to our approach, and can be integrated with the locking protocol presented in sub-section 2.1 to increase its efficiency.
[13] presents a forward recovery based transactional model for Web services compositions. It introduces the concept of co-operative recovery (in the context of Web services). In [14] , Pires et. al. propose a framework (WebTransact) for building reliable Web services compositions. [11] stresses the importance of Cost of Compensation and end-user feedback while performing compensation for Web services compositions. [15] and [16] discuss in detail the practical implications of recovery with respect to hierarchical Web Services Compositions. On the standards front, BPEL [10] provides a feature called Long Running Transactions (LRT). However, the notion of LRT is purely local, and the issue of distributed agreement for a business process spanning multiple vendors and platforms is solved by using WS-Transaction (WS-T) [17] . WS-T provides the Business Activity (BA) protocol for long-lived compensation based activities. However, the compensation mechanism is clearly static and the only possible order for compensating activities is sequential, that is, in reverse order of the original execution (although, as mentioned earlier, BPEL supports parallelism).
From a P2P perspective, transactions haven't received much attention till now as their commercial use has been mostly restricted to file (or resource) sharing systems where failure resilience equates to maintaining sufficient information (by the P2P client) so that the file download can be resumed (from the original or a different peer). However, the trend is slowly changing with a steady rise in the use of P2P systems for collaborative work [2, 18] , including the Grid [19] . In this paper, we consider the issue of peer disconnection from a transactional perspective.
In this work, we discussed a transactional framework for AXML systems. AXML systems integrate XML, Web Services and P2P platforms, leading to some novel challenges which are not addressed by transactional models specific to any of the above. We started with a locking protocol when the structure of both data and transactions are nested. With respect to recovery, we showed how to construct the undo operations dynamically at run-time, and presented an algorithm to compute the correct undo order which takes advantage of the inherent parallelism. To overcome the issue of peer disconnection, we outlined a solution based on "chaining" the active peers for early detection of peer disconnection.
Our future work includes exploring the option of optimistic concurrency control protocols for AXML systems. Optimistic protocols tend to perform well in scenarios with a lot of query operations, that is, fewer conflicts. However, (as discussed earlier) even AXML queries are capable of updating the AXML document. Thus, it would be interesting to see how optimistic protocols perform against pessimistic ones in an AXML scenario. Finally, logging XML data is very expensive. We would like to optimize the logging mechanism as much as possible. Towards this end, we are investigating if we can use the concept of "confluence" [20] during recovery (that is, partial recovery up to a confluent state).
