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ABSTRACT 
We develop successive overrelaxation (SOR) methods for finding the least squares 
solution of minimal norm to the system 
Ax=b, (*I 
where A is an m x n matrix of rank r. The methods are obtained by first augmenting 
the system (*) to a block 4 x 4 consistent system of linear equations. The augmented 
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coefficient matrix is then split by a subproper SOR splitting. An interval for the 
relaxation parameter in which the subproper SOR iteration matrix is semiconvergent 
is determined along with the optimal relaxation parameter which minimizes the 
modulus of the controlling eigenvalue of the SOR matrix. Since the scheme computes 
at first only a solution to the augmented system, it is subsequently shown how to 
transform such a solution to the unique solution of minimal 2nonn. Analysis of the 
practical implementation of the algorithms developed here will be given elsewhere. 
1. INTRODUCTION 
Consider the problem of obtaining the least squares solution of minimal 
norm to the linear system 
Ax=b, (1.1) 
where A is a complex m X n matrix and b a complex m-vector. Iterative 
methods for solving this problem, obtained via splittings of the coefficient 
matrix A and extending well-known results for the case in which A is a 
nonsingular matrix, have been suggested by various people. We mention 
Berman and Plemmons [4], Berman and Neumann [2, 31, Bjorck [6], Elfving 
[lo], Joshi [13], N eumann [lS], Tanabe [22], Zlobec [25], and others. In 
particular, we mention here the approaches based on proper and subproper 
splittings as developed by Berman and Plemmons [4], Berman and Neumann 
[2,3] and Neumann [ 161, which will be utilized in this paper and summarized 
in the next section. 
For the case that A in (1.1) is a full column rank matrix, Chen, in his 
doctoral thesis [8], suggests a combined direct-iterative method for solving the 
least squares problem. Chen’s method consists of augmenting the system (1.1) 
to a square nonsingular system. While Chen notices that the augmented 
matrix is block 3-cyclic and therefore amenable to solution by SOR methods, 
this avenue is not pursued by him, as he mentions that the Jacobi iteration 
matrix associated with the augmented coefficient matrix does not satisfy some 
of the classical requirements of SOR theory, such as that its spectral radius is 
less than one. 
In a sequence of papers (Plemmons [20], Niethammer, de Pillis, and 
Varga [17], and Markham, Neumann, and Plemmons [15]) it has been shown 
how the problems encountered by Chen in applying the SOR method to his 
augmented system can be overcome. In particular, Markham, Neumann, and 
Plemmons have shown that a repartitioning of the threeblock augmented 
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matrix into a twoblock matrix allows no restriction to be placed on the 
spectral radius of the Jacobi iteration matrix. We comment that all the papers 
just mentioned ([20], [17], and [15]) develop results for choosing the optimal 
relaxation parameter. 
The main goal of this paper is to show that Chen’s augmentation 
procedure for the full column rank case can be extended to the case where A 
in (1.1) is rank deficient and to develop the theory of SOR iterations for 
solving this augmented and consistent system of linear equations. Since the 
augmented coefficient matrix is now a 4 X 4 block singular matrix, we shall at 
first concentrate on developing subproper SOR techniques for determining a 
solution to the augmented system. We shall then discuss methods of transfor- 
ming this solution into the solution of minimal e-norm. Our work here 
requires that we overcome the complicating feature of having to analyze and 
bound the subdominant or controlling eigenvalue of the SOR iteration 
matrices. This difficulty is common to all iteration procedures for determin- 
ing solutions to singular systems. 
The outline of this paper is as follows. We devote Section 2 to necessary 
notation and preliminaries and also explain in greater detail the notions and 
results concerning subproper and proper splittings. We also introduce in this 
section the 4block augmented consistent system associated with (1.1) and 
show that any solution to this system contains a least squares solution to the 
original system, but that, in particular, the minimum 2-norm solution to the 
augmented system contains the least squares solution of minimal 2norm to 
the system (1.1). The main results of this paper are developed in Sections 3 
and 4. In Section 3 an interval of convergence for the subproper SOR 
iteration matrix is determined and the optimal relaxation parameter is given. 
It should be mentioned that the spectrum of the subproper Jacobi matrix 
here is the union of X = 1 and a line segment on the imaginary axis. The 
spectrum of the SOR iteration matrix here turns out to be much more 
involved than in the full column rank case examined by Markham, Neumann, 
and Plemmons in [15]. As indicated earlier, iterations based on subproper 
splittings in general do not lead to the evaluation of the minimal e-norm 
solution. Therefore, in Section 4 we prove the validity of a certain orthogonal 
projection as well as a certain reverse order law for the factorization of the 
augmented matrix which allows us to transform a solution to the augmented 
system to the solution of minimal 2norm. 
We shall report elsewhere on the analysis of the numerical performance of 
the method sugg:sted here, including techniques for partitioning the aug- 
mented matrix A [see (2.12)] and for minimizing the operation count, 
sparsity considerations, and a partial implementation of our algorithm in 
parallel computations. 
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2. NOTATIONS AND PRELIMINARIES 
The space of m x n complex matrices is denoted C mXn. In particular, 
Cm=Cmxl. ForAECmxn, 
A* denotes the conjugate transpose of A, 
N(A) denotes the null space of A, 
R(A) denotes the range space of A, 
o(A) denotes the spectrum of A, a(A) = {A E C : det(A - AZ) = 0}, 
p(A) denotes the spectrai radius of A, p(A) = max{ 1x1: X E a(A)}, 
6(A) denotes max{ 1x1: X E a(A), X # l}, 
S(A,b) denotes {x~C”:Ax=b}, 
C r Xn denotes the set of m X n complex matrices of rank T, 
II.11 denotes the 2norm over C”; i.e., llrll =(C~=,l~~~~)r/~. 
Let V and W Le subspaces of C”. Then V and W are complementary 
subspaces of C” if the direct sum V@W = C”; i.e., 
v+w=cn and VnW= (0). 
Let V@W = C”. Then by P,,, we shall mean the linear transformation that 
projects C n onto V along W. If c E C n then cv,w = P,, +. 
Let A E CmXn, and consider the matrix equations 
(1) AXA=A, 
(2) XAX =X, 
(3) AX = (AX)*, 
(4) XA = (XA)*, and 
(5) XA = AX. 
Clearly a necessary condition for equation (5) to be satisfied is that m = n. 
Now let /.L c {1,2,3,4,5}. A matrix X E C”x” is called a p-inverse of A if it 
satisfies equation (i) for all i E /.L. Of particular interest to us will be two 
generalized inverses: 
(a) The Moore-Penrose generalized inverse of A, denoted by A +. This is 
the unique { 1,2,3,4}-inverse of A, which always exists. It is well known that 
given the system (l.l), the vector A+ b is the unique least squares solution of 
minimum 2-norm to the system. 
(b) Assume now that m = n. The second generalized inverse which will 
be of interest to us is the { 1,2,5}-inverse of A, the so-called group inverse of 
A, which, if it exists, is denoted by A*. A necessary and sufficient condition 
for A* to exist is that R(A) @ ZV( A) = C “, or equivalently, that index(A) < 1, 
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where index(A) is the least nonnegative integer k such that R( Ak) = R( Ak+ ‘). 
Note that k = 0 if and only if A is a nonsingular matrix. For more back- 
ground information concerning generalized inverses see the excellent texts by 
Ben-Israel and Greville [l] and by Campbell and Meyer [7]. 
Next consider the equation (1.1). An iterative scheme for determining an 
approximate solution to (1.1) is commonly obtained by splitting A into 
A=M-Q (2.1) 
and performing the iteration 
‘i+l = M+Qxi+ M+b. (2.2) 
The splitting (2.1) is called subproper if 
R(A) c R(M) and N(M) c N(A), (2.3) 
and it is called proper if equalities hold in (2.3). Suppose that the system (1.1) 
is consistent, i.e. b E R(A). It is shown in [16] that if (2.1) is a subproper 
splitting of A, then a necessary and sufficient condition for the scheme (2.2) 
to converge to a solution to (1.1) from any initial vector x0 is that the 
iteration matrix M+ Q is semiconvergent, i.e.: 
(i) dM+Q) Q 1, 
(ii) A E a(M+Q) and ]h] = 1 *h = 1, and 
(iii) index(1 - M+ Q) < 1. 
In passing we mention that (i), (ii), and (iii) are equivalent to Oldenburger’s 
[19] conditions for the powers of a matrix to converge. An amalgamation of 
the results in [16] with Lemma 7.6.13 in Berman and Plemmons [S] shows 
that if the splitting (2.1) is subproper and M+Q is semiconvergent, then 
beginning with x0, the iteration (2.2) will converge to a solution of (1.1) 
which is given by 
(I-M+Q)#M+b+[Z-(I-M+Q)(Z-M+Q)“]x,ES(A,b). (2.4) 
In the case that p( Mf Q) = 1, we shall use the subdominant eigenvalue, 
whose absolute value is given by 6(M’Q), as the controlling eigenvalue for 
measuring the rate of convergence of the iteration scheme. 
In the case when (2.1) is a proper splitting, Berman and Plemmons show 
that 1 @ a( M+N) and that if the matrix M+Q is convergent, i.e. p( M+Q) < 1, 
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then from any arbitrary vector x0 E C n the iteration scheme (2.2) will 
converge to the vector 
A+b=(Z-M+Q)-‘M+b (2.5) 
regurdZess of whether the system (1.1) is consistent. We mention that 
methods for constructing subproper splittings from the matrix A have been 
suggested in jJ3] and [16]. Methods for constructing proper splittings from 
the matrix A have been suggested in [2] and by L. M. Lawson [14]. 
Consider again the system (l.l), and assume that A E Q= 7 Xn. As is well 
known, y E C m is a least squares solution to (l.l), that is, 
Ilb - AYII = x$$lb - WI, (2.6) 
if and only if the residual vector 
r=b-Ay (2.7) 
satisfies 
A*r = 0. (2.8) 
Without loss of generality assume that A has the block partitioned form 
where A,, E C:Xr, so that the remaining blocks of A are appropriate linear 
combinations of A,,. Then on partitioning the vector y into (y?, y$)* and 
the vector r into (r:, T;)* in conformity with the partitioning of A and A*, 
respectively, we see from (2.7) and (2.8) that y satisfies (2.6) ifund only if 
the vectors y and r sati& the following augmented block system of linear 
equations: 
AllYI + Al2Y2 + r1 = b,, 
A,,Y, + A,,Y, + r2 = b2, 
AQ2 + AT,r, = 0, 
A*,,T, + AT,r, = 0, 
(2.10) 
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where b = (bf, bd)* with b, E Cr and b, E C +‘. After some rearrangement 
of the blocks in the augmented system (2.10) it can be represented by the 
4 x 4 block matrix equation 
(2.11) 
where w = (y:, rs*, r:, yz)* E Cm+” and where 
A= 4x1 L-r 0 42 0 41 41 0 E c(m+n)x(m+n) (2.12) 
0 A*, AT, 0 
Consider the augmented system 
Pll 
&= k? II 0 0 (2.13) 
associated with the system (1.1). The disadvantage of solving (2.13) in 
contrast to (1.1) is that the system in (2.13) has a much larger dimension than 
the system in (1.1). But as our computational experience shows, this can be 
overcome by a careful exploitation of the block structure of the SOR iteration 
matrices which will be introduced in the next section. However, for solution 
by iterative methods, utilizing the augmented system (2.13) has two ad- 
vantages. First, (2.13) is a consistent system, whereas no assumption is made 
concerning the consistency of the system (1.1). As shown in Berman and 
Neumann [3], if an iteration procedure is performed on an inconsistent 
system with a semiconvergent matrix resulting from a subproper splitting, 
then at each stage k of the iteration, k = 1,2,. . . , the correction vector 
has to be subtracted from xk in order to effect meaningful convergence. This 
not only means the computation of the vector k(M+Q)N(I_M+Q),R(I_M+O), 
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which may in itself be costly, but may also lead to a considerable propagation 
of the error as the iteration progresses. Secondly, although splittings of the 
SOR type have been introduced for rectangular systems, only a very few 
papers (see for example Elfving [lo]) deal systematically with the resulting 
block structure of the iteration matrices due to the use of generalized 
inverses. Similarly, few results are known (but see again Elfving’s paper) 
concerning the magnitude of the controlling eigenvahres of the iteration 
matrices and their dependence on the relaxation parameter. Thus, working 
with the square augmentation of (1.1) permits us to attempt to emulate 
standard results from SOR theory. As will be seen, the determination of the 
controlling eigenvalues is not a trivial matter, but one which we believe is 
overcome in this paper. 
As mentioned in the introduction, the results of this paper represent a 
generalization of the results of Markham, Neumann, and Plemmons in [15] 
from the case where A in (1.1) has a full column rank to the rank deficient 
case. To facilitate the results in the next sections we require the following 
observation. 
LEMMA 2.1. Let 
Ul 
u2 
u= [I m+n u3 Ea= , u4 
where ul, u3 E C’, u2 E Cm-?, and u4 E C *-‘, be a solution to (2.13). Then 
the vector ii 
[ I 
is a least squares solution to the system given by (1.1). In 
particular, 
Ul 
ifandonlyif u4 =A’b. 
[ 1 (2.14) 
Proof. The proof of the initial part of the lemma follows from inspection 
of (2.10), (2.7) and (2.8). To prove (2.14), let 
bl 
u=d+ [I b2 0 0 
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is the residual vector r of (2.7) and (2.8). Suppose now 
. 
Xl 
[ 1 x2 = A+b. 
Since z: 
[ 1 is a least squares solution of (l.l), it follows that 
lM12 + llx2112= II[ :;I Ii2 G Il[ ;:I II2 = lluJ12 + llu41j2, (2.15) 
where all 2-norms are taken over spaces of appropriate dimensions. Since 
Xl 
u2 II u3 x2 
solves the augmented system (2.13), it readily follows that 
Xl 
2 
Ul 
u2 [I II 
2 
u2 
u3 
< 
u3 ’ 
x2 u4 
and so, as the solution of minimal norm to (2.13) is unique, we must have that 
Xl Ul 
u2 u2 HI1 = u3 u3 ’ x3 u4 
from which (2.14) follows. n 
Towards the end of Section 4 it will be convenient to refer to the matrices 
M and Q in the splitting (2.1) as the “head’ and the “tail” of the splitting, 
respectively. 
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3. SUBPROPER SOR SPLITTINGS FOR LEAST SQUARES 
. 
One of the intentions of the previous sections was to impart our feeling 
that in order to develop the SOR theory for solving the least squares problem 
of (Ll), it would be advantageous to concentrate our efforts on the aug- 
mented system. This is precisely the goal of this section. 
Consider then the augmented system 
and split R into 
(2.13) 
=: D - L - u. (3.1) 
Notice that unlike the “conventional” representation of A in terms of a 
diagonal, a strictly lower triangular, and a strictly upper triangular matrix, 
here L and U are only lower and upper triangular matrices, respectively. The 
splitting in (3.1) suggests the SOR splitting of A as 
D-WL (1-w)D+wU 
A=_- w # 0. (3.2) 
w w 
We observe from (3.1) that since D is nonsingular and L is strictly lower 
triangular, the matrix (D - wL)/o is nonsingular, and, as d is singular, (3.2) 
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represents a subproper splitting of A, to which we shall refer in this paper as 
the subproper SOR splitting (of A). Since (2.13) is a consistent system, the 
splitting (3.2) induces the SOR iteration scheme 
b1 
zi+l =(D-wL)-l[(l-o)D+oU]zi+w(D-wL)-l bs 
II 
0 
0 
=: H&q + c. (3.3) 
Explicit computation of H, yields that 
H,= I 
(1- w)I 0 - oA 11’ - WC 
0 (1 - w)z l0B 0 
0 - w(l- w)B* (l-o)~-W2~*~ 0 ’ 
0 - o( 1 - w)~A*, - ~(1 - u2)AT2(Z + wB*B) I 1 (34 
where 
BE= A,,A,’ and C:= A,‘A,,. (3.5) 
It is immediate from (3.4) that 
+L)= {l-d}uu(T,), (3.6) 
where T, is the (2,2)-block of H,: 
T, = 
(1- 0)Z UB 
-w(l-w)~* I (l-w)l-W2~*~ ’ 
(3.7) 
LEMMA 3.1. For the augmented matrix A given in (2.12), the s&proper 
SOR iteration matrix H, is semiconvergent if and only if 
2 
o<w<- 
1+a’ (3.8) 
where a = llBl[ = IIA2iA;i’ll. 
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Proof. According to the conditions for the semiconvergence of the 
iteration matrix presented in Section 2, we need to establish the following: 
For each w E (0,2/( 1 + a)), 
(i) p(H,) G 1, 
(ii) X E a(H,) and 1x1 = 1 j X = 1, so that 6(H,) < 1, and 
(iii) index(Z - H,) < 1. 
Subsequently, it will be shown that at least one of these conditions fails to 
hold for 0 # w @ (0,2/(1+ a)). 
We begin by showing (iii). Consider the factorization of I - H, 
Z-H,= 1 WI 0 w(l- 0 Z o)B* oZ+w'B*B 6JA,l -UB WC 0 
0 o(l- w)‘A*, o(l- a2)AT2[Z + wB*B] 0 
rz, 0 0 1, 
I 0 (kjB* 0 1, 0 A,' C =W 0 I, 0 I,_, -B 0 0 (~-u)~A*, 0 0 (l- @)A;, Z,+B*B 0 1 
=: FG. (3.9) 
Here FE C~~:*mir and G EQ=~~:~*+“, and thus FG constitutes a full 
rank factorization of I - H,. According to a theorem of R. E. Cline [9], 
index( Z - H,) < 1 if and only if det(GF) # 0. But this follows upon inspect- 
ion of the product 
I 
z (i-w)A;;~*+(i-o)2~A*z2 A,'+(i-+A;, 
GF=w 0 I- (l- o)BB* -B 
0 (l-w)(Z+B*B)B* Z+B*B 
which is column equivalent to 
0 A,‘+(l-o)CAT, 
-B 
Z+B*B 1. 
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Continuing, we next show (i). For w E (0,2/(1+ cw)), ]I- w] < 1, so that 
from (3.6) it will suffice to show that 
PVJ < 1. (3.10) 
Consider the matrix 
=: z - e - b. (3.11) 
Simple calculations yield that the block SOR iteration matrix for S, given the 
splitting in (3.11), is 
(z-,L)-‘[(l-w)Z+dq = [ _iB* ; Ii (l-ou)z (l-“w,I] 
(1- w)z UB = 
-o(l-o)~* (i-w)~-W2~*~ 1 = T lo* 
The block Jacobi iteration matrix for S is 
so that a(&) is pure imaginary and ~(1s) = llBjl= a. Thus, the validity of 
(3.10) now follows immediately from the results of Young [24, Section 6.4, 
Corollary 4.21, and as a consequence we have 6( If,) < 1 for w E (0,2/(1+ a)). 
To show that the matrix H, is not semiconvergent for o # 0 and 
w @ (0,2/(1+ a)), consider first the case when o < 0. Then by (3.6) X = 
1 - w > 1 is an eigenvalue of H,, and so it follows at once that H, is 
not semiconvergent. For o >, 2/(1+ a) we again refer to Young’s work, 
for it is easily shown that T, is not a convergent SOR iteration matrix for 
0 >, 2/(1+ CI). W 
Lemma 3.1 implies as a corollary the first part of Theorem 2 in Markham, 
Neumann, and Plemmons [15], where the matrix A of (1.1) is assumed to be 
full column rank, an assumption that leads to the augmented matrix being 
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nonsingular. In this case, 14 a(H,) and p(H,) = S(H,). This situation 
permits the authors of [15] to make use of existing SOR theory as developed 
in Chapter 6 of Young [24] to prove convergence, whereas the difficulties 
that arise in the rank deficient case are a result of having to establish the 
linearity of the elementary divisors corresponding to the eigenvalue 1 of H, 
and the necessity of having to bound the subdominant eigenvahre of H, 
rather than the usual spectral radius. We shall comment further on this later 
in this section. 
In the next lemma we consider the choice of o E (0,2/(1+ a)) which 
minimizes the controlling eigenvalue of H,. 
LEMMA 3.2. For the augmented matrix ff given in (2.12), the subproper 
SOR iteration matrix has the property that for 
2 2 
Ob= l+(l+cus)1’2 
E o,- 
i 1 1+ar ’ 
(3.12) 
one has 
i 
a 
i 
2 
WLJ = 
1+ (1-t (Y2)1’2 
=1-o, 
= wE(0?:l+a))8(HJ~ (3.13) 
where a = ljA21A[l’ll. 
Proof. From (3.6) and the proof of Lemma 3.1 it follows that for any 
0 E (6,2/(1+ a)), 
6(H,) = ma{ I1 - 4 P(L)} = P(T,). (3.14) 
Since T,, itself, can be considered an SOR iteration matrix for S, as give in 
(3.11), it follows from a simple application of Young’s results that the value of 
w that minimizes p(T,) is 
2 
(5= 
1+(1+ a2y2 = Ob, 
yielding 
a 1 
2 
P(T,) = 
1+ (1+ (Ys)1’2 
=l-G=l-0,. 
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To conclude this section we wish to summarize the results of Lemmas 3.1 
and 3.2 in a theorem whose statement shall read like “classical” SOR results. 
For that purpose consider the splitting of d into 
d=D-(L+U), (3.15) 
where D, L, and U are given in (3.1). It is easily observed that (3.15) forms a 
subproper splitting of A, which we shall refer to as the subproper Jacobi 
splitting. The splitting (3.15) induces the s&proper Jacobi iteration matrix 
J=DF(L-tU)= 0 [*I. (3.16) 
We note that 
u(J)= wJq _Og* f]). 
Since 
we conclude that 
6(J) = f,“za”: { IhI: A E u(J)} 
=p([ _og* f]) =lPll=a* 
Note that 6(J) may well be larger than 1, as the following example illustrates. 
Let 
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Then the Jacobi iteration matrix for the augmented system is, after rounding 
off to four decimal digits, 
I= 
0.0 0.0 0.0 0.0 0.6667 
0.0 0.0 0.0 0.0 - 0.3333 
0.0 0.0 0.0 0.0 3.0000 
0.0 0.0 0.0 0.0 - 3.0000 
0.0 0.0 - 3.0 3.0 0.0000 
0.0 0.0 - 3.0 -3.0 0.0000 
0.0 0.0 - 24.0 -24.0 0.0000 
0.0 0.0 - 3.0 15.0 - 3.0000 
- 0.1667 
- 0.1667 
3.0000 
3.0000 
0.0000 
0.0000 
- 8.0000 
2.0000 
- 1.3333 2.3333 
- 1.3333 - 0.6667 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
1.0000 0 .ooOO 
0.0000 1 .ooOO 
and (Y = 1jB11 = IIA,,A,‘I( = 4.2426. 
We are now in a position to summarize the results of this section as 
follows: 
THEOREM 3.3. Let d be the augmented matrix associated with the 
system (l.l), and consider the s&proper SOR iteration scheme given in (3.3). 
Let J, given by (3.16), be the subproper Jacobi iteration matrix associated 
with d. Then for each w E (0,2/(1+ 6(J)), the iteration scheme (3.3) con- 
verges to a solution to (2.13) from each starting vector x0 E C “‘+“, a solution 
given by 
b, 
4d=U-~J # “02 +[z-(I-&)(I-H,)“]x,. (3.17) II 0 
Moreover, for 
2 
Ob= 1+[l+62(J)]1’2’ 
one has 
1 
2 
6(HW,,)=l-‘+,= 
1+[1+s2(J)y2 
for all w E (0,2/U + S(1)) and w # wb. 
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We mentioned earlier that the results of Lemma 3.1 extend part of the 
results of Theorem 2 in Markham, Neumann, and Plemmons [ 151. The results 
of our Theorem 3.3 extend the total results of [15, Theorem 21 appropriately. 
By this we mean the following: The parts played by the spectral radii of the 
Jacobi and SOR iteration matrices for the full column rank case of their 
Theorem 2 are inherited in the rank deficient case by the controlling 
eigenvalues of the subproper Jacobi and SOR iteration matrices, respectively. 
In the next section we shall discuss methods for transforming the vector 
2(x0) given in (3.17) to the least squares solution of minimal norm to (2.3). 
4. COMPUTATIONS OF LEAST SQUARES SOLUTION 
OF MINIMAL NORM 
If all that is desired is to obtain a least squares solution to (l.l), then the 
methods of the previous section will suffice. However, often in application we 
require the particular least squares solution of minimal norm. In this case we 
wish in some manner to exploit the fact that a solution to the augmented 
system, and hence a least squares solution to (l.l), is at our disposal, for 
example via the optimal subproper SOR iteration scheme suggested in 
Theorem 3.3. Other methods for computing A+ b will, however, be ex- 
amined. 
From the theory of least squares solutions we know that the solution 
vector z(xa) given in (3.17) and computed by the procedure (3.3) with a 
relaxation parameter w E (0,2/(1+ S(J)) can also be represented as 
(4.1) 
where e(x,) E N(d). 
THEOREM 4.1. For o # 0 let H, be a subproper SOR iteration matrix 
induced by the splitting (3.1) of A. Then for z(xO) given in (4.1), 
(4-z) 
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Proof. We begin by showing the identity 
b, bl 
w(z-H,)+(D-LA-’ b2 =A+ b2 . [I II 0 0 0 0 (4.3) 
First, to compute 
we make use of the following well-known formula for the Moore-Penrose 
generalized inverse due to Noble [18]: If W E Cyx” and W is represented as 
WC zr [ 1 D w11Pr EL 
where W,, E C FXr, then 
w+= 
[ 1 ;* [Z+EE*]-‘W$[Z+D*D]-l[Z, D*]. (4.4) 
Now from (2.12) it follows that 
A,, 0 L Al2 
A= 
A21 L-r 0 A22 
0 A*,, AT, 0 
0 42 42 0 
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where, to remind ourselves, C = A,‘A,,. Thus, on applying (4.4) to A and 
recalling that B = A,,A;i’, we obtain that 
(Z+CC*)-lA;;(Z+B*B)-l(bl+B*bz) 
(Z+BB*)-‘(bz-Bb,) 
B*(Z + BB*) -l(Bb, - b,) 
C*(Z+CC*)-1A~‘(Z+B*B)-1(bl+B*b2) 
. (4.5) 
Next we compute the Moore-Penrose generalized inverse of_Z - H, using a 
formula (see [l, p. 231) based on a full rank factorization for A. Accordingly it 
follows from (3.9) that 
(Z-H,)+ 
=C*[F*(Z-H,)G*]-‘F* 
=-I 
d (1- w)6A,‘jB* - dA,‘&-’ - (1- w)6A,‘iiA-‘A,, 
1 0 I-(1-w)BfiB* Bk’ (1- w)Bik’A,, 
- (1- w)fiB* ik’ (1- w)k’A,, 1 ’ w 0 C*6 (l- w)C*~A,‘&P - C*6A,L&-1 - (1- u)C*~A;~‘~R-‘A~~ 
(4.6) 
where (?=(Z+CC*)-l, Z?=(Z+B*B))‘, and R=Z+(~-W)~A~~A&. It 
is now possible to verify the validity of the identity in (4.3) by applying (4.6) 
to the vector 
o(D-wL)_’ I 
bl 
b2 
0 
0 
and comparing the result with (4.5). 
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To prove (4.2) perform the following transformation on the vector z(xO) 
given in (4.1): 
(I- &)+(I - KM%) 
=(z_H,)+ A!$ -l 
i 1 
X 
D-OL (1-o)D+wU 
~- 
0 w 
\ / bl 
=(z_fzJ+(~ -l &f+ ; +c ‘\ II 0 
I =w(Z-H,)+(D-wL)-' 
In proving the above equalities we have made use of the splitting (3.2) and 
the identity (4.3). H 
There are various interesting facts which arise from our Theorem 4.1 and 
its proof. First, an explicit computation of the orthogonal projection 
(z+cc*)-’ 0 0 (z+cc*)-‘c 
(I 0 I 0 0 - H,)+(z - 
H,) 
= 10 0 z 0 c*(z+cc*)_’ 0 0 c*(z+cc*)-‘c 1 
(4.7) 
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shows that the projection is independent of the relaxation parameter. In 
essence, then, its computation requires only one matrix inversion, that of the 
r x r matrix Z + CC*. There are, of course, additional costs involved in 
computing the other matrix products which appear in the display. 
Equally interesting are the implications of the identity (4.3). We know 
that 
A= 
D-WL 
---y(Z-k). 
Thus, (4.3) means that, subject to postmultiplication by the vector 
bl 
II b2 0 ’ 0 
the reverse order law holds, namely, 
(4.8) 
=~(Z-ZVZ,)+(D-~L)-~ . 
It is well known that in general if Y gQ=pXq and Z ~~~~~ then 
(YZ)+ # Z+ Y+. In fact, without postmultiplication by the vector 
bl 
I1 b2 0 ’ 0 
the generalized inverse of A will not equal w(Z - H,)+(D - wL)-‘, as the 
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following example shows: Let 
-1 1 0 
A= L-L1 2 3 8. 
1 4 8 
The resulting Moore-Penrose inverse of A is given, after rounding off to four 
decimal digits, by 
- 0.3551 0.1939 0.1612 0.1897 - - 0.1654 - 0.0388 
0.3115 - 0.1394 0.1721 0.1654 - 0.1461 0.0309 
A^+= -0.3333 -0.3333 0.3333 - 0.1612 0.1721 0.0174 
0.3333 0.3333 - 0.3333 - 0.3551 0.3115 - 0.0697 
0.3333 0.3333 - 0.3333 0.1939 - 0.1394 0.0871 
 0.0697 0.0871 0174 0388- 0309 - 28 I 
For this example we have wb = 0.7321, so that 
I 
- 0.3551 0.1939 - 0.1612 
0.3115 - 0.1394 0.1721 
- - 
3 
0.3333 0.3333 0.3333 
0.3333 0.3333 - 0.3333 
0.3333 0.3333 - 0.3333 
- 0.0697 0.0871 0.0174 
#A’. 
Incidently we mention that necessary and 
Z + Y + have been given by Greville [ 111. 
- 0.1330 0.2221 - 0.0743 
0.1293 - 0.1822 0.0534 
- 0.3377 - 0.0043 0.1277 
- 0.2623 0.4043 - 0.1277 
- 0.0753 - 0.4087 0.2554 
- 0.0058 0.0639 - 0.0334 
sufficient conditions for (YZ) + = 
We have experimented with various parametric techniques for computing 
the generalized inverse of I - H,, for example, the methods that are de- 
scribed in Ben-Israel and Greville [l, Chapter 71 and in Groetsch [ 121. As 
mentioned at the beginning of this section, we shall report on the numerical 
performance of our techniques elsewhere, but we have found that the 
quadratically convergent method suggested in [l, p. 300, Exercise 191 is 
simple to implement for the matrix I - H, and converges rapidly. 
There are further parallels between the identity (4.3) and the formula for 
the solution of minimal norm to a consistent system of linear equations 
obtained via a proper splitting of the present matrix d as shown in (2.5). In 
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fact Berman and Plemmons [4] show that if 
d=M-Q 
is a proper splitting for A, then for the factorization 
[which is valid because R(Q) c R(M)] the reverse order law 
A++-M+Q)-‘M+ 
holds, so that indeed 
A+b=(Z-M+Q)-'M+b. (4.9) 
On comparing (4.9) with (4.3) we notice a form of “role reversal” in the 
sense that, whereas in the case of the proper splitting the head of the splitting 
is not an invertible matrix while Z - M+ Q is, in the case of the subproper 
SOR splitting the head of the splitting is an invertible matrix while Z - M+Q 
= Z - H, is not. These facts are of more than just mathematical interest and 
require more computational analysis. One reason for this is that although 
iteration based on proper splittings leads directly to the computation of the 
minimal norm solution, proper splittings generally require more computa- 
tional effort to construct than subproper splittings, as shown in Berman and 
Neumann [2] and Neumann [16]. We finally mention that (4.3) suggests an 
SOR preconditioning approach to the problem of finding the solution of 
minimal norm to (3.1)-namely, instead of finding the minimal norm solution 
to (3.1), find the minimal norm solution to the consistent system 
bl 
(I-H,)x=o(D-wL)_‘Alx=w(D-oL)-l b2 II . 0 0 
We suggest this question for future investigation. 
The authors wish to thank the referee for his helpful comments. 
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