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ABSTRACT 
 
Glidewell, Geoffrey, B.A., May 2015     Mathematics 
 
Using a Spiral to Estimate Spatial Lattice Model Parameters 
 
Faculty Mentor:  Jon Graham 
 
This project explores the autologistic model for spatially correlated binary lattice data and 
uses a one-dimensional spiral to approximate two-dimensional data. An example of this type of 
data is the presence of disease in plants in a lattice framework. Each plant is labeled “diseased” 
or “non-diseased,” where the presence of disease in one plant might increase, decrease or not 
affect the likelihood of disease in a neighboring plant. In order to fit an autologistic model to real 
data, the method of maximum likelihood would ideally be used to estimate the model parameters 
for the entire lattice. However, the model form involves an intractable normalizing constant 
preventing this method from being used directly. Although multiple methods have been 
developed to estimate the model parameters, most notably Markov Chain Monte Carlo (MCMC) 
maximum likelihood, these methods either rely on approximations of the normalizing constant or 
ignore the inherent spatial correlation. To calculate the constant directly, every possible lattice 
realization must be tabulated. However, for even a small lattice of size 20x20, this would mean 
2400 different realizations, which is far too many for even a modern computer to compile. This 
normalizing constant can be computed in theory using two statistics computed from the data:  S, 
the number of diseased sites, and N, the number of neighboring diseased sites from each 
realization. This project explored a method of generating all S and N combinations for a 
linearized subset of the two-dimensional lattice, allowing for calculation of the normalizing 
constant for the subset. For data on a spatial lattice, a spiral of locations can be extracted and an 
exact normalizing constant for the spiral calculated. Unfortunately one spiral uses only half of 
the data so must be combined with results from the remaining locations. Further investigation is 
being done to compare this method to known approximation methods in order to determine its 
viability. 
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Using a Spiral to Estimate Spatial Lattice Model Parameters 
 
A binary spatial lattice is a two-dimensional matrix containing only 1’s and 0’s. The 1’s 
can signify presence or “diseased” and 0’s can signify absence or “non-diseased”; for example it 
can signal the presence/absence of a disease called phytophthora root and crown rot in bell 
peppers. The goal of the research project was to find an improved method of estimating the 
model parameters for the autologistic model used with binary spatial lattice data. Other 
estimation methods are currently in use, such as Markov Chain Monte Carlo (MCMC) maximum 
likelihood and pseudolikelihood, but the first method approximates the likelihood and the second 
ignores the spatial dependence which is likely present.  It turns out that estimation of the model 
parameters relies entirely on the values of two statistics, S and N, that can be computed for a 
given set of binary lattice data, S is defined as the number of diseased sites in the lattice and N is 
defined as the number of neighboring pairs of diseased sites. They are sufficient statistics for this 
distribution, which means S and N contain the same amount of information about the model 
parameters as the full data. However, in order to use the S and N statistics to estimate model 
parameters, every possible (S,N) combination and its frequency of 
occurrence must be calculated because the normalizing constant for the 
autologistic model is a sum over all such combinations. Even a modern 
computer would not be able to do this for a reasonable sized 20x20 lattice, 
as it would require 2400 ≈ 10120 calculations. The goal of this project was 
to find a manageable way to generate every possible (S, N) combination 
and its frequency of occurrence for any size lattice. 
The autologistic model, shown in the figure below, gives the 
probability of any realization of the binary lattice data as a function of S 
and N, and as a function of the two model parameters α and β.  The 
method of maximum likelihood finds those values of the 
parameters that maximize the probability of observing the 
actual data. The numerator of this autologistic form uses 
the S and N pair for the lattice data being analyzed, and the 
denominator is the normalizing constant. The normalizing 
constant is the sum of the given exponential function over every possible (S, N) pair and its 
Figure 1: Example of 
3x3 binary spatial 
lattice. For this lattice, 
the S statistic is 5, and 
the N statistic is 3 (two 
horizontal pairs and one 
vertical pair). 
Figure 2: The autologistic model. Y= y is 
the given lattice of 1's and 0's. α and β are 
the model parameters. fi is the frequency 
of occurrence of the ith S,N pair. 
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frequency of occurrence. In order to perform maximum likelihood on the autologistic model, this 
normalizing constant must be known, which necessitates knowing the frequency of occurrence of 
every possible (S, N) pair for a lattice. This is the fundamental problem with maximum 
likelihood on this model. If the normalizing could be found, however, it would allow for the 
autologistic model parameters to be estimated in a straightforward manner.  
The initial step was to write 3x3 matrices, starting with a matrix of only 0’s and adding 
1’s sequentially, to eventually account for all 29 possible 3x3 lattices. First, only the series of S 
values were generated. A 
relatively simple recursion was 
observed for computing S. The 
series of S values appeared as 
0,1,1,2,1,2,2,3,1,2,2,3,2,3,3,4,1,2,2,3,… Although not obvious at first, this is a simple recursion 
pattern starting with a vector of length 1, the number 0. The recursion pattern is to first add 1 to 
the every value in the vector, then bind the new vector to the end of the initial vector. So 0 
becomes 0,1. Repeat the recursion and 0,1 becomes 0,1,1,2. Repeat the recursion again and the 
vector becomes 0,1,1,2,1,2,2,3. Keep repeating until the vector is the length of the number of 
possible lattices (e.g. for a 3x3 this would be a vector of length 29=512 values). 
The process was repeated 
counting the N values instead of 
the S values. The series of N 
values also gives a sequence that 
can generated by recursion. However, as the N sequence is a function of the size of the lattice, 
unlike the S sequence, it requires two separate recursions. The first recursion generates an initial 
vector and the length of this vector is a function of the width of the lattice. Generation of the 
initial vector is started from the vector 0,0. For the nth recursion step, make a vector of 2n-1 0’s 
followed by 2n-1 1’s, add the vector to the original vector to generate a second vector, and bind 
the second vector to the initial vector. For example, 0,1 is added to 0,0 to give 0,1, then bound to 
return 0,0,0,1. Next 0,0,1,1 is added to this vector to give 0,0,1,2, which is bound to return 
0,0,0,1,0,0,1,2. For a lattice of width w, this recursion step must be repeated w times.  
Once the initial vector is obtained, the second recursion must be used to generate the rest 
of the N values. For the nth recursion step, we alternate 2n-1 0’s and 2n-1 1’s for half the length of 
Figure 3. Example of sequential 3x3 matrices counted in order to generate 
a series of S values. The S value for each matrix is shown. 
Figure 4. Same sequential 3x3 matrices shown above, but with N values 
instead of S values. 
 3 
the vector followed by alternating 2n-1 1’s and 2n-1 2’s. This recursion is a function of the initial 
width of the lattice, as for an l x w lattice every wth recursion must be a vector of only 0’s and 
1’s, without the vector of 1’s and 2’s. So it would be alternate 2n-1 0’s and 2n-1 1’s for the full 
length of the vector. 
Using these S and N vectors obtained by recursion, the normalizing constant can be 
calculated for a lattice by tabulating the S and N pairs and counting the frequency of occurrence 
of each pair. However, as the lattice size increases, the length of these vectors increases 
exponentially. The largest lattice for which a normalizing constant could be obtained using this 
method was a 5x5. Larger lattices quickly crashed the computer. But by generating tables of the 
frequency of occurrence of S and N pairs in smaller lattices, a pattern can be searched for that 
would hopefully extend to larger lattices. 
Many tables of the frequency of occurrence of S and N pairs were generated and 
compared in search of a consistent pattern. Such a pattern was observed in lattices of width 1. It 
was noticed that every frequency number of an S and N pair from a lattice of width 1 was 
divisible by a binomial coefficient in Pascal’s triangle, and these numbers appeared in a 
systematic fashion. The equation in Figure 5 is the equation 
eventually found to generate the frequency of any given (S, 
N) pair. By cycling through every possible (S, N) pair, the 
normalizing constant for the autologistic model can be 
quickly generated for a linear lattice of any length l.  
As most real spatial data are two-dimensional, and linear lattices are one-dimensional, 
ideally a method could be found to treat spatial data linearly. The first method explored to do this 
was to “pull out” a spiral from those data, and estimate the parameters for this spiral using 
maximum likelihood. Although these parameters would best describe the data for the spiral 
under an assumed autologistic model, they would not be estimates of the parameters for the 
entire lattice. Ideally, a spiral could be found that had the same S statistic and the same N statistic 
as the entire lattice, but this is not possible, as the spiral can only account for one direction at a 
time (it is one-dimensional). 
Figure 5. The equation used to find the 
frequency of occurence of every 
possible S, N pair in a lattice of wdith l. 
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 Pseudolikelihood is the most common method used 
currently to estimate parameters for the autologistic model. 
Pseudolikelihood assumes the binary responses at the sites 
are independent, and using the number of neighboring 1’s for 
each site (ni is the number of neighboring 1’s for site i in the 
equation in Figure 6), maximizes the product of the site-by-
site probabilities of observing a 1 or 0 at the site given local 
spatial information. If the responses did not exhibit spatial correlation, this PL function is a true 
likelihood.  Pseudolikelihood works well when the spatial dependence is not too large, but 
conceptually is not the right thing to do since the responses are inherently spatially dependent. 
Although using spirals would ignore many possible N pairs, it would not ignore the dependence 
between responses at neighboring sites.  
 Initial analysis of previously analyzed data on Phytophthora root and crown rot 
(Gumpertz et al. 1997) returned parameters similar to those 
returned using pseudolikelihood. However, when analyzing 
lattices generated by the Gibbs sampler (a common 
technique for generating spatial lattices using preset 
parameters) a strong bias in the resulting parameter 
estimates was observed. When analyzing spirals instead of a 
full lattice, the parameter estimates returned were much 
lower than the parameter estimates obtained using 
pseudolikelihood. In order to accout for the fact that the 
spiral contains only half of the possible N pairs, the (S, N) 
sufficient statistics were adjusted in an effort to equate the 
information used in these two estimation processes.  As 
indicated in Figure 7, the spiral considers many fewer possible N pairs.  However, the bias still 
remained, returning parameters significantly different from the initial values. 
 In order to determine if the source of the bias was from using spirals or from using the (S,  
N) statistics the spirals were also analyzed using pseudolikelihood. Using pseudolikelihood to 
analyze the spiral alone (not the entire lattice at once) returned parameter estimates with the 
same strong bias as using maximum likelihood with the normalizing constant computed from the 
Figure 6. The pseudolikelihood model 
for binary spatial lattices. ni is the 
number of neighboring 1's for the ith site 
in the lattice. 
Figure 7 Example of how a spiral would 
be "pulled out" of a 20x20 lattice. This 
spiral accounts for 399 of the 760 
possible N pairs, but accounts for all 400 
possible S sites. 
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(S, N) values. In fact, the parameter estimates for the spiral from both pseudolikelihood and 
maximum likelihood were very similar and both significantly different from the parameters used 
to generate the lattices.  Thus, the disconnect between analyzing the full lattice vs. a linearized 
version of the lattice seems to be responsible for the bias in the parameter estimates. 
 If an explanation for this strong bias could be determined, the bias could be accounted for 
in the parameter estimates. Until the bias is explained, however, it is unclear whether using 
spirals to analyze two-dimensional data is an improved or even equivalent method. Further 
research would explore this question, or would continue to investigate generating the S and N 
frequencies for two-dimensional lattices instead of only linear lattices. 
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