Let G be a group. The groups G for which G is an automorphism group have not been fully characterized. Suppose R is a Completely Primary finite Ring with Jacobson Radical J such that J 2 = (0). In this case, the characteristic of R is p or p 2 and the group of units R * = Z p r −1 ×(I+J) . The structure of R * is well known, but its automorphism group is not well documented. Given the group R * , let Aut(R * ) denote the group of isomorphisms φ : R * → R * with multiplication given by the composition of functions. The structure of the automorphism groups of finite groups is intimately connected to the structure of the finite groups themselves. In this note, we determine the structure of Aut(R * ) using 
Introduction
The definition of terms and standard notations can be obtained from [1, 3, 4, 6] . The classification of finite rings has been studied with great success in the recent past ( [1, 3, 6] and related studies). Most of the researchers have concentrated in obtaining the structures of the unit groups of Completely Primary Finite Rings. However, the automorphisms of these unit groups have remained uncharacterized. The first general structure result for the automorphisms group of a finite group follows from a classical result of Gauss in number theory. Let Z n denote the additive group of integers mod n and U (Z n ) the multiplicative group of integers mod n. Gauss analyzed the orders of elements in U (Z p n ) for p prime. His results can be summarized as follows: Theorem 1.1. (Gauss) Let p be an odd prime and n ≥ 1 or p = 2 and n ≥ 2.
Notice that U (Z n ) is precisely the set of generators of Z n . Since any automorphism θ ∈ Z n sends 1 to a generator, the valuation map E : Aut(Z n ) → U (Z p n ) given by E(θ) = E(1) is an isomorphism of groups. This sets the stage for prime factorization of the integer n and consequently the classification of the automorphisms of an arbitrary finite abelian group. On the other hand, the automorphisms of cyclic groups are precisely known. In fact, given any prime p and any integer n, the group Aut(C n p ) ∼ = Aut(Z n p ), the group of n by n invertible matrices over the field Z p . These and related matrix groups play important roles in the classification of simple groups.
In [6] , the authors have constructed a class of Square Radical Zero Commutative Completely Primary finite Rings as follows:
Let R o be the Galois ring of the form GR(p kr , p k ), such that k = 1, 2. For each i = 1, ..., h, let u i ∈ J(R), such that U is an h− dimensional R o −module generated by {u 1 , ..., u h } so that R = R 0 ⊕ U is an additive group. On this group, define multiplication by the following relation
where r o ∈ R o , 1 ≤ i, j ≤ h, p is a prime integer, n and r are positive integers and σ i is the automorphism associated with u i . Further, let the generators {u i } for U satisfy the additional condition that, if u i ∈ U, then, pu i = u i u j = 0. From the given multiplication in R, we see that if
It is easy to verify that the given multiplication turns the additive abelian group R, into a ring with identity (1, 0, ..., 0). Moreover, J 2 = (0). Accordingly, the characteristic of R is either p or p 2 . Furthermore, the group of units R * of R is given by R * = Z p r −1 × (1 + J), a direct product of abelian groups.
In [4] , Hillar and Rhea have given a useful description of the automorphism group of an arbitrary finite abelian group and they found the size of this automorphism group. We extend their work by characterizing Aut(R * ). We find all the elements of GL hr (Z p ) that can be extended to a matrix in End(B p ) and calculate the distinct ways of extending such elements to the endomorphism. The first complete characterization of the automorphism group of an abelian group was however given by Ranum [2] .
Preliminaries
Theorem 2.1. (cf. [6] ) The unit group R * of the commutative completely primary finite ring of characteristic p or p 2 with maximal ideal J such that J 2 = (0) and with invariants p (prime integer), p ∈ J, r ≥ 1 and h ≥ 1 is a direct product of cyclic groups as follows:
The following Lemma is useful in the sequel Lemma 2.2. (cf. [4] ) Let H and K be finite groups of relatively prime orders.
Let id 1 ∈ Aut(Z p r −1 ) and id 2 ∈ Aut(1+J) be the identity automorphisms of Z p r −1 and 1+J respectively. To show that, θ is indeed a homomorphism, notice that θ(id 1 , id 2 ) = Id (Z p r −1 ×1+J) and that, θ(
Next, we verify that θ is an isomorphism. Clearly, θ is injective. Thus, we are left with showing surjectivity. Let n = p r − 1 =| Z p r −1 | and m =| 1 + J | such that (n, m) = 1. Write φ Z p r −1 and φ 1+J for the standard projection homomorphism φ Z p r −1 :
Also, since (m, n) = 1, the set {y n : y ∈ 1 + J} consists of m elements. Consequently, it follows that ker(α) = 1 + J and α is the trivial homomorphism. Similarly, δ :
Finally, define endomorphisms of Z p r −1 and 1+J by;
. From this construction and the above argument, we
for all x ∈ Z p r −1 and y ∈ 1 + J It remains to prove that θ Z p r −1 ∈ Aut(Z p r −1 ) and θ 1+J ∈ Aut(1 + J) and for this, it suffices that θ Z p r −1 and θ 1+J are injective (since both n, m < ∞) Now, suppose that θ
. So, x = id 1 by injectivity of θ . A similar argument shows that θ 1+J ∈ Aut(1 + J) and this completes the proof.
Remark 2.4. From the Lemma and proposition above it is easy to see that since the groups Z p r −1 and 1+J) are of relatively prime orders and Aut(
Lemma 2.5. Let Char(R) = p, p a prime integer and
.. = e r = 1 and there are h−tuples of such r factors of e r , it follows that (
In the sequel, we determine Aut(I + J) for both the characteristics of R.
3 The Endomorphism Rings of the group 1 + J For a successful characterization of Aut(R * ), it is necessary to first give a description of E p , the endomorphism ring of 1 + J. Elements of E p are group homomorphisms from 1 + J into itself with ring multiplication given by composition and addition given naturally by (A + B)(x) := A(x) + B(x) for A, B ∈ End(1 + J) and x ∈ 1 + J An element of 1 + J is a column vector (x 1 , ..., x n ) T in which each x i ∈ Z/p e i Z and x i ∈ Z is an integral represntative 3.1 Characteristic of R = p, p 2 Proposition 3.1. Let R be a finite ring whose additive group (R, +) is of type (p e 1 , p e 2 ..., p e l ) : e i ≥ e 2 ≥ .... ≥ e l . Then, R can be identified with a subring of the endomorphism ring say B of the additive group. The ring B can be considered as the ring of all l × l matrices (a ij ) such that 1 ≤ i, j ≤ l of the form.
Example 3.3. Suppose n = 4 and since e 1 = 1, e 2 = 2, e 3 = 3, e 4 = 4, then 
. R p forms a ring under matrix multiplication
Proof. Let A = (a ij ) ∈ R p . The condition that p e i −e j | a ij for all i ≥ j is equivalent to the existence of a decomposition A = P A P −1 , in which A ∈ Z n×n and P = diag(p e i , ..., p en ) is diagonal Now, if A, B ∈ R p , then, AB = (P A P −1 )(P B P −1 ) = P A B P −1 ∈ R p as required.
Proposition 3.5. Let φ i : Z → Z/p e i Z be defined by x → xmod p e i . Let φ :
T . Then, E p is a multiplication by a matrix A ∈ R p on a vector of integer representatives followed by an application of φ.
T ) is a surjective ring homomorphism.
Proof. We need to verify that ψ(A) is a well defined map from 1 + J into itself. Let A = (a ij ) ∈ R p and suppose that (
Next, since φ and A are both linear, it follows that ψ(A) is linear. Therefore ψ(A) ∈ End(1 + J) for all A ∈ R p .
To prove surjectivity, of ψ, let ω i = (0, ..., g i , ..., 0)
T be the vector with g i in the i th component and zeros everywhere else. An endomorphism say M ∈ E p determined by where it sends each ω i , however, there is no complete freedom in the mapping of these elements. Now, suppose, M (ω j ) = (x 1j , ...,
Finally, we need to prove that ψ is a ring homomorphism. Clearly, from the definition, ψ(I) = id Ep and that ψ(A + B) = ψ(A)ψ(B). If A, B ∈ R p , then, a straight forward calculation reveals that ψ(AB) is the endomorphism composition ψ(A) • ψ(B) by the properties of the matrix multiplication Remark 3.7. Given this description of E p = End(1+J), we can, characterize, those endomorphisms giving rise to elements in Aut(1 + J) Lemma 3.8. The kernel of ψ is given by the set of matrices A = (a ij ) ∈ R p such that p e i | a ij for all i, j
Proof. Let ω j = (0, ..., g j , ..., 0) T ∈ (1 + J) be the vector with g j in the j th component and zeros everywhere else. If A = (a ij ) ∈ R p has the property that each a ij is divisible by p e i , then
In particular, since x ∈ 1 + J is a Z−linear combination of ω j , it follows that φ(A)x = 0, ∀x ∈ 1 + J. Thus A ∈ ker(ψ). Conversely, suppose A = (a ij ) ∈ ker(ψ) is that ψ(A)ω j = 0, ∀ω j . Then, from the above above calculation, each a ij is divisible by p e i Remark 3.9. It is now clear that E p which is the endomorphism of (1 + J) is explicitly characterized as a quotient R p /ker(ψ) Lemma 3.10. Let A ∈ Z n×n such that det(A) = 0. Then, there exists a unique matrix B ∈ Q n×n called the adjugate of A such that AB = BA = det(A)I and moreover, B has integer entries. Proof. Fix a matrix A ∈ R p with det(A) = 0. It is well known that an adjugate of A say B ∈ Z n×n such that AB = BA = det(A)I. We need to show that B is actually an element of R p .
Let A = P A P −1 for some A ∈ Z n×n and B ∈ Z n×n be such that A B = B A = det(A )I. Notice that det(A) = det(A ). Let C = P B P −1 and observe that AC = P A B P −1 = det(A)I = P B A P −1 = CA.
By the uniqueness of B, it follows that B = C = P B P −1 and thus, B is in R p as desired. Now, suppose that p det(A) so that A(mod)p ∈ GL n (F p ) and let λ ∈ Z be such that λ is inverse of det(A) modulo p e i (such an integer exists since (det(A), p en ) = 1). Thus we have, det(A) · λ ≡ 1(modp e j ) whenever 1 ≤ j ≤ n. Let B be the adjugate of A. Define an element of R p by A (−1) := λ · B, whose image under ψ is the inverse of the endomorphism represented by A :
From the kernel calculation , it follows that p | AC − I entry-wise and so, AC ≡ Imodp. Thus, 1 ≡ det(AC) ≡ det(A)det(C)modp. In particular, p det(A) Proposition 3.12. Let R be a Square radical zero finite commutative completely primary ring constructed in the previous section. Let the characteristic of R be p so that
we can construct R p of B p such that
As a result, the following conditions hold:
Proof. The proof of (i) and (ii) follow from the previous results. Now, consider Aut(Z p × ... × Z p r ). We start with Aut(Z p ) and Aut(Z p × Z p ) in order to obtain the size of the automorphism group of B p . In Z p , each of the p − 1 nonidentity elements has order p.
, where Φ is the Eulers'-phi function.
Next, let a and b each generate groups of order p, so that
To find | Z p × Z p |, we must count the pairs (β, β ) of elements in Z p × Z p such that θ(a) = β and θ(b) = β determines an automorphism. Each of the p 2 − 1 nonidentity elements of Z p × Z p has order p , so, a given element of Aut(Z p × Z p ) may map a to any of the p 2 − 1 different places. Let β be nonidentity element. We must count the elements β of Z p × Z p such that β = p and < β > ∩ < β > {e}. Since each β generates a group of order p and any of the p 2 − p elements of Z p × Z p lying outside of < β > will generate a group of order p that intersects the group < β > only at identity element, it follows that
, let {g 1 , ..., g r } be a set of generators for B p , so that
Each of the nonidentity elements of B p has order p. We now count the number of injective maps from the above generators to nonidentity elements that generate groups intersecting only at the identity element.
Suppose that an automorphism of B p sends g 1 to some element β in B p , then there are p r − p elements β such that < β > ∩ < β >. Supposing further that this automorphism is given by g 1 → β and g 2 → β for some β not in < β >, there remain p r − p 2 elements β ∈ B p that are outside of < β > × < β >. Sending g 3 to any such β gives (< β >< β >)∩ < β >= {e}.
Continuing in this manner, it is easy to specify where an automorphism of B p sends the first n generators and then find p r − p n elements in B p to which the next generators might be sent. Thus
4 Counting the Automorphisms of 1 + J for both characteristics of R
For the characteristic of R = p
Since Aut(1 + J) ∈ GL hr (Z p ), we need to find all the elements of GL hr (Z p ) that can be extended to a matrix in End(1 + J) and calculate the distinct ways of extending such an element to an endomorphism. So, we need all such matrices M hr ∈ End(1 + J) that are invertible modulo p Now, recall that 1 + J = (Z r p ) h and define the following numbers:
Since e m = e k for m = k, we have the two inequalities α k ≥ k and β k ≤ k Note that β 1 = β 2 = ... = β α 1 and β α 1 +1 = ... = β α α 1 +1 , and so on. So we have
Since e 1 = e 2 = · · · = e n = e hr = 1, it follows that n = hr and α k coincides with β k across all the values of i Suppose the e i are different, we can introduce the numbers e i , C i , D i as follows. Define the set of distinct numbers {e i } such that {e i } = {e j } and e 1 < e 2 < · · · Let l ∈ N be the size of {e i }. So, e 1 = e 1 , e 2 = e α 1 +1 , · · · , e l = e n . Now define D i = max{m : e m = e i }, C i = min{m : e m = e i : {e i } Note that C 1 = 1, and D l = n. Also, define C l+1 = n + 1 Now, for both of the considerations, the number of matrices say A ∈ R p that are invertible modulo p are upper block triangular matrices which may be expressed in the following three forms
. . .
The number of such A is hr k=1 (p α k −p k−1 ) since we require linearly independent columns. So, the first step of calculating | Aut(1 + J) | is done.
Next, we count the number of extensions of A to Aut(1+J). To extend each entry m ij from m ij ∈ Z/pZ to a ij ∈ p e i −e j Z/pe i Z if e i > e j , or a ij ∈ Z/pe i Z if e i = e j , such that a ij ≡ m ij (mod)p, we have pe j ways to do so for the necessary zeros (that is , when e i > e j ) as any element of p e i −e j Z/pe i Z works. Similarly, there are pe i − 1 ways for the not necessarily zero entries (that is , when e i ≤ e j ) as any element of pZ/p e i Z will do.
For the characteristic of R = p 2
This holds by induction from the previous consideration. Thus we have the following results:
Lemma 4.1. The R be the a finite ring of the class of rings considered in the construction ( * ) and R * be its group of units. The following two conditions hold for both of the characteristics of R (p e i −1 ) (h+1)r−β i +1
