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Opportunistic Branched Plans to Maximise Utility
in the Presence of Resource Uncertainty
Amanda Coles1
Abstract. In many applications, especially autonomous explo-
ration, there is a trade-off between operational safety, forcing conser-
vatism about resource usage; and maximising utility, requiring high
resource utilisation. In this paper we consider a method of generat-
ing plans that maintain this conservatism whilst allowing exploitation
of situations where resource usage is better than pessimistically es-
timated. We consider planning problems with soft goals, each with
a violation cost. The challenge is to maximise utility (minimise the
violation cost paid) whilst maintaining conﬁdence that the plan will
execute within the speciﬁed limits. We ﬁrst show how forward search
planning can be extended to generate such plans. Then we extend
this to build branched plans: tree structures labelled with conditions
on executing branches. Lower cost branches can be followed if their
conditions are met. We demonstrate that the use of such plans can
dramatically increase utility whilst still obeying strict safety con-
straints.
1 INTRODUCTION
Opportunities for communication with remote autonomous agents
are often scarce, whether in space, underwater, or disaster-recovery
environments. The ideal of on-board planning is currently difﬁcult to
achieve due to two primary factors: the reluctance of controllers to
trust fully autonomous behaviour and the computational constraints
of remote agents. It is therefore necessary to provide agents with
plans for long periods, whenever communication is possible.
In such situations conservatism is ubiquitous: the desire for con-
tinued safe operation of autonomous agents restricts the amount of
exploration that can be performed. To give an example, it is estimated
that the Mars exploration rover Sojourner spent 50% of its time on
the surface idle as a result of either having completed all planned
activities, or due to plan failure [10]. Space agencies often generate
plans on the ground, primarily by hand or with supporting software,
using highly conservative estimates of energy consumption [16].
In this work, we consider the problem of creating plans that are
cost-effective, whilst adhering to the strict safety constraints re-
quired. We consider over-subscription problems, where each goal
has an associated cost, incurred if it is not reached. Such goals may
arise, for instance, from the many competing science activities aMar-
tian rover could perform. We ﬁrst extend a forward-chaining over-
subscription planning approach to support uncertainty in the numeric
effects of actions. The resulting planner is capable of optimising
quality in terms of the goal costs, whilst ensuring the plan completes
with the requisite degree of conﬁdence.
Using this planner, with a high conﬁdence level, one can ﬁnd a so-
lution that will succeed under a wide range of outcomes. This is both
a strength, and a weakness: the plan is statistically likely to succeed,
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but is also pessimistic. At execution time, we have additional knowl-
edge – we know the resource usage of past actions – and although
we must be pessimistic about the future, we may reach a point where
a lower-cost goal state is reachable with acceptable conﬁdence.
As on-board replanning is often not possible, we propose a tech-
nique for augmenting a plan with conditioned branches for optional
use at execution time. We search for these branches by calling the
planner several times, from the states along the plan reached by as-
suming uncertain numeric effects have their expected (mean) out-
come. As the original high-conﬁdence plan is pessimistic, it is likely
that resource usage will be closer to the mean than to the values the
planner is permitting, and hence, at execution time, such branches
will often be used. Our approach gives the advantage of maintaining
control over operations (only a ﬁnite space of plans could be exe-
cuted), whilst allowing better costs through exploiting opportunities
that arise during execution. This is related to the idea of creating poli-
cies, but differs in that we do not have to generate complete policies
for all eventualities.
To evaluate our approach, we compare to a single pessimistic plan;
a simulation of what could be achievable by on-board replanning;
and make an indicative comparison to a policy-based approach. Our
results show improved utilities with respect to a single plan, and in-
dicate scalability with respect to policy based approaches.
2 BACKGROUND
Here we deﬁne formally the problem we are solving and compare
existing approaches in the literature to solving related problems.
2.1 Problem Deﬁnition
A planning problem is a tuple 〈F,v, I, G,A,C, θ〉 where:
• F is a set of propositional facts; v is a vector of numeric variables;
• I is the initial state: a subset of F and assignments to (some) vari-
ables in v;
• A condition is a ﬁrst-order logic formula over facts in F and Lin-
ear Normal Form (LNF) constraints on v, each written:
(w.v op l)
...where op ∈ {>,≥}; l ∈ ; andw is a vector of real values.
• G describes the goals: a set of conditions. Each g ∈ G has an
associated cost c(g) ∈ + if g is not true at the end of the plan.
• A is a set of actions, each a ∈ A, with:
– Pre(a): a (pre)condition on its execution;
– Eﬀ −(a), Eﬀ +(a): propositions deleted (added) by a;
– Eﬀ num(a): a set of numeric variable updates that occur upon
applying a. Each is of the form 〈v op D(v, params)〉 where
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op ∈ {+=, =} and D is a (possibly deterministic) probability
distribution that governs the range of outcomes of the effect.
• C is a set of global conditions: each c ∈ C is a condition.
• θ ∈ [0.5, 1) is a conﬁdence level.
We adopt the state progression semantics of the planner RTU [2].
A Bayesian Network is used to deﬁne the belief of each v, and as
actions are applied, the network is updated with additional variables.
In a state Si, for each vj ∈ v, a variable vji is associated with the
belief of vj . If an action a is applied, leading to a state Si+1, then
for each numeric effect 〈vj op D(v, params)〉, two random vari-
ables are added to the network. The ﬁrst of these, Dji+1, represents
D(v, params). The second, vji+1, is associated with the belief of v
j
in Si+1, and it is determined by either:
• vji+1 = vji +Dji+1, if op is +=;
• vji+1 = Dji+1, if op is =.
For each variable unaffected by a, the network variable associated
with the belief of the variable is unchanged.
The Bayesian network is key to determining whether a plan meets
the required conﬁdence level θ. An action a is applicable in a state
Si if Pre(a) is satisﬁed; and a given state is valid if all the condi-
tions C are met. A sequential (linear) solution is a sequence of steps
[a0, .., an], implying a state trajectory [I, S0, .., Sn]. We require that
with probability P ≥ θ, in a given execution of the plan, all states
are valid, and each action’s preconditions are met. The cost of this
solution is the sum of c(g) for goals not true in the terminal state.
2.2 Related Work
One popular approach for planning under resource-use uncertainty
is to use Markov Decision Processes (MDPs). Meuleau et. al. [16]
considered the problem of maximising reward in over-subscription
planning using an MDP approach and building a complete policy.
MDPs are popular as they can offer optimality guarantees that other
approaches cannot. However, this comes at a price: increased compu-
tational effort compared to classical approaches; and despite recent
improvements [15, 17] scalability is increasingly challenging when
continuous resources and time are involved. The size of the policies
produced is also a potential issue: a policy, in encoding many possi-
ble trajectories, is less scrutable than one with fewer options, a limi-
tation when operations staff wish to maintain tight control and conﬁ-
dence in the behaviour of the system, to ensure the agent’s safety.
A closely related (non-MDP) approach is that of the planner
RTU [2] which uses forward-chaining search to achieve a (ﬁxed) set
of goals. The plans found complete within a deadline, to a certain
conﬁdence level, given the distributions on resource/time usage, and
optimising some combination of makespan and cost. We build on
these techniques, addressing the additional challenges of minimis-
ing cost in the presence of soft goals, and considering how a plan
with branches can allow execution-time conditions to dictate which
actions to execute. Also related are Tempastic and RFF [20, 19]: as
in our work, they take a single plan, and augment it given the un-
certainty in the problem. The problems being considered though are
very different: probabilistic propositional effects, rather than contin-
uous numeric variables and uncertain numeric effects. Related work
in scheduling has considered building branches ‘just in case’ [7]: this
takes the opposite view to our work, generating optimistic schedules
and pessimistic branches. Work on execution has also considered ex-
ecuting (rather than ﬁnding) plans with choice points [6, 12].
Others have considered the development of tools to assist human
activity planners [10]. The plan validator, VAL [14], was used to note
errors in plans; to suggest repairs for use if part of the plan fails to
execute; and to suggest diagnostic actions to include. All repair sug-
gestions were then implemented by the human planners. Despite the
limited nature of the permitted suggestions, the approach was shown
to have greater potential than the established approach of receiving
a failure report one Martian sol (solar day), uploading a diagnostic
plan the next, and resuming operations on the third.
Several approaches have been proposed for deterministic over-
subscription planning problems. These include work on problems
where the cost constraints are solely in this form [18, 9, 4], and more
general approaches for PDDL3 [11] preferences [8, 1, 5].
3 OVER-SUBSCRIPTION PLANNING UNDER
RESOURCE UNCERTAINTY
Over-subscription planning problems are characterised by a surfeit of
goals, and a means of determining which combinations of goals are
preferable. Each goal g is assigned a cost c(g), and the metric cost
of a plan is the sum of the costs of the goals which it does not reach.
One plan is then preferable to another if its metric cost is lower. When
planning with resource uncertainty, we have the additional consider-
ation that some plans are more or less likely to complete. There is an
inherent trade-off: a good high-conﬁdence plan will be more conser-
vative and hence have higher cost than a good less-conﬁdent plan.
In this section, we explore the issues arising where over-
subscription and uncertainty meet. First, we detail how we adapt a
forward-chaining search approach for over-subscription planning, to
consider the uncertainty in effects on numeric variables and to ensure
the plan succeeds with the desired conﬁdence. Second, we discuss a
compromise between a single, linear solution, and a full-policy so-
lution to this class of problems, extending a conservative initial plan
with branches for use at execution time if conditions are suitable.
3.1 Adapting Forward-Chaining Search
In order to effectively use a forward-chaining approach for the class
of problems featured in this work, two important considerations are
how to manage uncertainty during search, and which heuristic to use.
For the ﬁrst, we turn to the planner RTU [2] and its Bayesian Net-
work approach, described earlier in Section 2.1. For a given plan,
the Bayesian network captures the distribution of variables’ values
in each of the states along the plan trajectory, given the effects of the
actions. At each state during search, we can query the network to en-
sure the plan will succeed acceptably often: as noted in Section 2.1,
with P ≥ θ, each state S must satisfy the conditions C, and if an
action a is applied in S, S must satisfy any preconditions of a.
This part of the approach does not change fundamentally with the
shift to over-subscription planning. Rather, what is more involved
is the heuristic guidance needed. As in the case where all goals are
hard, we need some sort of estimate of ‘actions to go’ until all goals
are met. Further, as some goals might not be reachable from a given
state, we would like to identify this too: if we have already have
an incumbent solution with some cost, but carry on searching, we
can prune states based on knowledge of unreachable soft-goals, i.e.
reachable cost. To serve both of these purposes, we take as our ba-
sis the non-LP heuristic used in LPRPGP [5]: a variant of the Metric
Relaxed Planning Graph (RPG) heuristic [13], extended to handle
PDDL3 preferences. As the ‘soft goals’ in this work are a subset of
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PDDL3 (corresponding to goal preferences) it sufﬁces to describe the
heuristic (computed at each state) as follows:
1. The RPG begins with fact layer zero, ﬂ(0): the facts and variable
values in the state S being evaluated.
2. Action layer i, al(i), contains actions applicable in ﬂ(i);
3. ﬂ(i+1) is derived from ﬂ(i) by relaxing the effects of the actions
in al(i): delete effects are ignored, and optimistic upper/lower
bounds on numeric variables are kept.
4. The RPG is expanded by adding alternate fact and action layers
following these rules.
5. Graph expansion terminates at the ﬁrst fact layer where further
expansion would not reveal further goals/soft goals.
6. A relaxed plan is extracted, containing actions to meet each of the
goals that appeared in the RPG.
It is important to note that at point 5 here, graph expansion only
stops when each goal has been met, or has been proven to be un-
reachable even under the relaxed semantics. Thus, if a goal does not
appear, it cannot be satisﬁed in any state reached from S. This is a
rich source of heuristic knowledge about the cost of reachable states:
if the metric comprises a weighted sum of binary variables denoting
whether each goal is achieved, an admissible estimate of the cost of
reachable states is the sum of cost of the goals not met during RPG
expansion. Then, as discussed above, if search is bounded by the cost
of an incumbent solution, any state with admissible cost in excess of
this can be pruned: it cannot possibly lead to a better solution.
The original heuristic described above does not directly refer to
uncertainty: it assumes variables have known values, and effects have
known outcomes. As such, we must modify it to be suitable for our
purposes. First, we must deﬁne the values of the variables in fact
layer zero. For this, we turn to the Bayesian network: the value of
each v ∈ v is taken by querying the network to ﬁnd the mean value
of v in S. This is a single, ﬁxed value, suitable for the RPG as de-
scribed. Second, for each numeric effect, we assume it has its mean
outcome. Third, if a precondition can be reached in the RPG, we as-
sume it can be satisﬁed 100% of the time. If θ ≥ 0.5, then from
Jensen’s inequality we known that, in effect, we have ‘relaxed’ the
uncertainty: the heuristic is optimistic, so somehow restoring uncer-
tainty would not allow more goals to be met. With reference to state
pruning, this is an important property to maintain: it is not reasonable
to prune a state on the basis of what was unreachable in the heuristic
if, actually, it may in fact be reachable.
3.2 Opportunistic Branching
This forward-chaining search approach ﬁnds a sequential solution
plan to a planning problem which, statistically, will respect each con-
straint, given the uncertain nature of execution.When planning with a
high degrees of conﬁdence, for instance, θ=0.999, the resulting plan
is necessarily quite conservative. It will still occasionally fail (with
P < 0.001) but on average, the plan will not come close to violating
its constraints and may therefore compromise cost.
An alternative to ﬁnding a linear solution plan, addressing this lim-
itation, is to ﬁnd a policy: state–action pairs that, beginning with the
initial state, dictate which action to execute. In the presence of con-
tinuous variables, some sort of approximation is necessary, with each
policy state representing a number of reachable states. Otherwise, in
theory, when applying an effect whose outcome is governed by some
distribution, an inﬁnitely large number of states is reached, identi-
cal modulo different values of the variable altered. A linear plan is a
Algorithm 1: Branch Plan
Data: S, an initial state; U , a cost bound on search
Π ← plan(S,U);1
(V,E) ← tree for Π, with vertex i denoting step ai;2
U ′ ← cost of Π;3
S′ ← S;4
for each ai ∈ Π in order do5
S′ ← apply ai to S′;6
S′′ ← S′ setting each variable to its mean value;7
(V ′, E′) ← BranchPlan(S′′, U ′);8
if V ′ is non-empty then9
j ← root of V ′;10
i′ ← i+ 1;11
while i′ and j have at most one outgoing edge12
∧ are labelled with the same action do
increment i′ and j by 1;13
add subtree of (V ′, E′) rooted at j to (V,E);14
add (i′ − 1, j) to E;15
for each ai ∈ Π in order do16
for each (i, j) ∈ E do label with 〈condition,cost〉 of plans from j;17
for each 〈f, c〉 on edge (ai, ai+1) do if c = U ′ then f=∅;18
return A plan tree, (V,E)19
coarse approximation, where all the states reachable after an action
are collapsed into single policy state, associated with which is the
next step of the plan. Such a representation is compact, but as dis-
cussed, has its limitations. More sophisticated approaches (e.g. [15])
use discretization approaches, where applying an action in a state will
lead to one of a ﬁnite number of policy states. Such policies have bet-
ter cost performance than a linear plan, but are considerable in size,
with scalability being the main limitation of such approaches.
As a compromise measure between these, we build a partial pol-
icy. The spine of the policy is a linear plan that, with P ≥ θ, will
execute successfully. Attached to this are branches for opportunities
which, if execution-time conditions permit, can be followed to reach
a lower-cost goal state. The structure of such plans can be represented
naturally as tree 〈V,E〉. Each v ∈ V is an action fromA, with v0 (the
root of the tree) corresponding to the ﬁrst plan step. Each (i, j) ∈ E
is labelled with one or more condition–cost pairs, 〈fk, ck〉, where:
• After applying the action vi, if the state Si reached satisﬁes one
of these conditions fk, execution may continue with step vj ;
• If there are several (i, j) ∈ E with at least one condition satisﬁed,
a single vj is chosen. We select (arbitrarily) one of:
argmin
(i,j)∈E
{ck | 〈fk, ck〉 ∈ labels(i, j) ∧ Si  fk}
Each fk is derived by computing, using the Bayesian network, the
weakest preconditions of a plan with cost ck rooted at vj . It speciﬁes
the constraints on the continuous state variables required to ensure
that, statistically, if the j branch is chosen, it will execute successfully
with P ≥ θ. As a simple example, consider a branch with a single
resource-using action, with an effect v+=N [−10, 3], i.e. decreasing
v by a normally distributed amount (mean 10, standard deviation 3).
If θ=0.99 and there is a condition c ∈ C that states (v ≥ 0), this
must be true with P ≥ 0.99 after the effect has occurred. Thus,
the weakest precondition of this branch is calculated as the smallest
value of v for which this holds: approximately, v ≥ 19.35. Note that
this slightly changes the interpretation of θ for branched plans: whilst
the linear plan generated from each node completes with conﬁdence
θ, the overall conﬁdence in completion of the branched plan may
become less than θ. We return to this point in our evaluation.
Algorithm 1 outlines our branch-planning approach. Initially, we
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call BranchPlan(I,∞), and hence at line 1, the planner is invoked.
From lines 5 to 15, the steps of the plan found are considered in
turn. Line 7 is key to our branch-generation approach: each variable
is set to its 50th percentile, i.e. assuming resource change so far has
been nominal, rather than extreme2. This forms the basis of the initial
state for a recursive call to BranchPlan . If this returns a non-empty
plan tree, then due to the cost bound imposed, it necessarily reaches
a goal state with better cost than that of Π, and the tree is merged
in. As the plan tree may begin with a plan segment identical to that
following i, line 12 skips over the ﬁrst steps of the new plan tree
whilst it remains the same as the plan that would be executed any-
way. Then, any remaining portion of the tree, rooted at j, is added
at the point where the plan diverges. Having built the tree, the ﬁnal
loop (lines 16–18) label the edges out of each step in the plan with
condition–cost pairs: one such pair 〈f, c〉 for each tree traversal (i.e.
plan tail) reachable from j, labelled with its weakest preconditions f ,
and the cost reached c. The exception are edges along Π: at line 18,
f for these is cleared, i.e. the default execution behaviour if no ac-
ceptable other edge’s condition is met is to continue with Π.
An example of the output from this algorithm is shown in Fig-
ure 1 (two non-branching sections are omitted for space reasons).
The initial plan found, cost 116, is the right-most path through the
tree. The octagonal vertices denote points from which the recursive
call toBranchPlan found a better plan: from the ﬁrst, with cost 76.5;
from the second, cost 0. In both cases, the solutions overlapped with
the existing plan, so the branches are added where they ﬁrst diverge.
After com soil data w7 w9 w0, we see an example of multiple edge
labels: the right-most path is labelled with two condition–cost pairs.
Which path is taken depends on the value of energy at execution time:
from [219.2, 354.7) the left path; otherwise, the right path.
Note that we assume it is reasonable to consider the plans in a
sequential order. In the presence of multiple agents, this is not nec-
essarily reasonable as, conceivably, permuting non-related steps in
the solution returned by the planner may lead to a more effective
branch plan. For instance, if branching after a but before b leads to a
cost-effective branch, but not vice-versa, this will not be found if the
linear plan happens to order the steps b, a. An effective solution to
this is still an open question. One option is to ﬁx the division of goals
between agents a priori and plan for them individually. (This would
be necessary, in any case, if the agents are unable to communicate or
are not orchestrated, once execution has begun.)
4 EVALUATION
To evaluate our approach we investigate its performance on three
problems. The ﬁrst, a Martian rover problem, is derived from the
over-subscription variant of the Rovers domain used in the Fifth In-
ternational Planning Competition [11]. We keep the soft goals from
the domain, and one rover, but rather than adding ‘traversal cost’
to the metric we made each navigate action consume a normally dis-
tributed amount of energy (mean given by its traversal cost), and then
added toC (always (≥ (energy) 0)). Our second domain is based
on the activities of an Autonomous Underwater Vehicle (AUV), with
soft-goals to have performed inspection, cleaning, and maintenance
tasks. Navigating and performing tasks takes a normally distributed
amount of time; the challenge is to minimise total soft-goal cost,
whilst meeting a deadline to the desired conﬁdence. Our third domain
concerns planning for a power substation [3], minimising the num-
ber of control actions (stepping/switching components) to keep the
2 Other percentiles from the CDFs could be used.
Figure 1. An Example Branched Plan (‘...’ indicates omitted actions).
voltage within ±5% of 132kV, given a demand forecast. Our model
is an extension of this where, now, at each point, demand is offset by
a normally distributed amount from the forecast, and the planning of
control actions must account for this ﬂuctuation (with conﬁdence θ).
In the ﬁrst two domains, when constructing linear plans, the
Bayesian network solver can use analytic methods; in the third, it
cannot, and Monte Carlo sampling is used, effectively simulating
execution. In all three cases, when evaluating branch plans, Monte
Carlo sampling is used. When sampling branched plans, the branch
to follow is selected using the criteria in Section 3.2. Plan cost is
recorded after each sample: we report the average cost achieved over
10000 samples, and the percentage of failures.
We consider two deﬁnitions of failure, the ﬁrst ‘standard’ simply
executes the plan with no safety checks and reports failure if a con-
straint in C is broken, this is useful for measuring properties of the
plan. The second, ‘failsafe’, stops plan execution if some condition
is met, and reports cost. In the transformer domain, where hard goals
are present, we cannot simply stop so the failsafe is to a reactive
closed-loop executive. Failsafe simulates a more realistic execution
framework; the condition for invoking the failsafe measure is that
in the plan tree there is no edge out of the most recently executed
step with a satisﬁed condition3. This allows a fair comparison to a
replanning approach, that executes an action of the plan then gener-
ates a new plan given the resulting state, and will thus exhibit this
termination behaviour by default.
In theory an optimal plan will eventually be produced for every
call of the planner; in practice, however, this only occurs in small
problems as proving optimality requires exhaustion of the search
space. We therefore impose time limits on both computation of the
initial plan (Ti) and each branch plan (Tb). This introduces a trade-off
between planning for longer to improve cost and ensuring termina-
tion. We use the results from Table 1 to make a number of compar-
isons between linear plans, branched plans and replanning.
Branched vs Linear Plan Failure Rate. Whilst the linear plan
generated will meet the speciﬁed conﬁdence threshold, the branched
3 Line 18 of Algorithm 1 is removed, so continuation of Π (vs invoking the
failsafe) is conditional on its success having likelihood θ.
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Ti Tb 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20
R
ov
er
s
Cost(O) 900 - 370.4 294.0 370.4 58.9 326.6 198.6 126.1 278.4 192.5 169.9 325.8 292.1 602.1 180.9 1651.4 2429.8 586.1 93.1 949.1 320.7
Cost(O) 60 - 370.4 294.0 370.4 58.9 326.6 198.6 126.1 278.4 192.5 169.9 397.5 293.6 602.1 180.9 1651.4 2429.8 586.1 93.1 949.1 320.7
Cost(B) 60 10 156.9 220.6 156.9 23.3 202.7 100.4 102.4 106.8 192.5 60.5 196.7 59.3 340.2 180.9 790.8 1495.7 378.3 36.2 949.1 143.6
Cost(E) 900 - 370.4 294.0 370.4 58.9 501.3 343.6 126.1 278.4 192.5 281.8 325.8 284.7 585.4 180.9 3243.5 3326.4 586.1 100.5 949.1 320.7
FR(O) 60 - 0.54 0.19 0.54 0.72 0.23 0.44 0.52 0.16 0.14 0.54 0.04 0.88 0.22 0.28 0.65 0.65 0.27 1.03 0.01 0.85
FR(B) 60 10 0.76 0.28 0.76 0.72 0.31 0.55 0.74 0.22 0.09 0.96 0.27 1.12 0.36 0.32 0.91 0.96 0.47 1.13 0.00 0.95
Nodes(O) 60 10 12 18 15 13 10 29 14 27 29 27 20 28 31 21 34 31 30 33 4 39
Nodes(B) 60 10 58 22 61 18 26 34 47 40 29 113 39 156 206 21 52 36 34 88 4 132
R
ov
er
s
Fa
ils
af
e FSCost(O) 60 - 428.7 310.8 428.7 85.7 345.7 218.5 140.7 298.0 193.4 235.4 398.0 300.2 618.7 200.5 2033.2 2808.7 594.3 125.0 949.1 389.3
FSCost(B) 60 10 234.5 241.8 234.5 51.2 225.0 125.6 121.3 130.1 193.3 135.9 198.3 67.8 364.6 199.1 1277.0 1982.7 404.9 83.1 949.1 389.3
Cost(R) 60 10 189.5 189.1 190.8 46.4 213.3 120.3 99.3 124.4 118.9 87.4 195.4 49.1 316.7 188.7 1222.8 1699.8 355.3 75.4 918.5 202.2
FS FR(O) 60 - 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
FS FR(B) 60 10 0.1 0.1 0.1 0.1 0.2 0.0 0.0 0.1 0.0 0.1 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
FR(R) 60 10 0.1 0.1 0.1 0.2 0.1 0.0 0.0 0.1 0.0 0.2 0.5 0.0 0.0 0.0 0.1 0.0 0.2 0.0 0.0 0.0
A
U
V
Cost(O) 900 - 254.0 689.0 563.0 222.0 436.0 634.0 233.0 633.0 879.0 714.0 820.0 731.0 1024.0 226.0 971.0 1096.0 516.0 1097.0 212.0 1761.0
Cost(O) 60 - 254.0 689.0 563.0 222.0 436.0 634.0 233.0 633.0 882.0 714.0 895.0 731.0 1070.0 226.0 983.0 1096.0 648.0 1097.0 212.0 1761.0
Cost(B) 60 10 254.0 689.0 367.3 134.7 377.9 538.7 140.5 525.0 810.3 528.9 582.8 643.5 841.5 175.6 791.3 669.1 400.8 889.1 187.1 1314.9
Cost(E) 900 - 254.0 689.0 563.0 222.0 436.0 634.0 233.0 633.0 879.0 714.0 820.0 772.0 1025.0 226.0 874.0 1071.0 524.0 1097.0 212.0 1682.0
FR(O) 60 - 0.90 0.00 0.06 0.14 0.97 0.91 0.27 0.14 0.92 0.69 0.81 1.07 0.83 0.59 0.99 0.96 0.88 0.92 0.16 1.09
FR(B) 60 10 0.96 0.00 0.13 0.30 0.87 0.73 0.45 0.17 0.98 0.71 0.79 0.93 1.30 0.64 1.10 1.11 0.90 1.05 0.15 1.17
Nodes(O) 60 - 8 26 17 9 11 26 19 24 38 34 14 31 16 13 31 52 16 29 11 15
Nodes(B) 60 10 8 26 20 14 23 65 23 27 92 348 241 80 115 18 95 146 92 99 15 281
A
U
V
Fa
ils
af
e FSCost(O) 60 - 297.9 689.0 565.3 222.3 440.7 641.1 234.3 638.8 888.7 723.6 904.8 748.9 1077.2 247.4 997.3 1109.6 659.4 1102.8 215.2 1768.3
FSCost(B) 60 10 297.7 689.0 369.0 141.9 377.0 548.5 141.5 529.3 819.7 533.9 525.9 662.7 817.6 182.1 805.4 628.9 329.0 901.9 191.5 1291.9
Cost(R) 60 10 290.1 689.0 369.8 144.4 389.6 546.4 140.0 532.3 754.5 558.7 521.2 631.1 777.8 189.0 804.6 634.2 323.3 823.7 192.0 1200.3
FS FR(O) 60 - 0.09 0.00 0.01 0.06 0.16 0.03 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.06 0.00 0.00 0.00 0.00 0.02 0.01
FS FR(B) 60 - 0.14 0.00 0.04 0.18 0.24 0.05 0.01 0.03 0.02 0.08 0.18 0.02 0.04 0.04 0.10 0.02 0.01 0.08 0.02 0.06
FR(R) 60 10 0.1 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.1 0.1 0.0 0.2 0.0 0.1 0.2 0.0 0.0 0.1 0.0 0.2
Tr
an
sf
or
m
er
Cost(O) 900 - 100.0 200.0 400.0 500.0 900.0 900.0 1000.0 1000.0 1400.0 1900.0 2800.0 2800.0 3900.0 5600.0 7000.0
Cost(O) 120 - 100.0 200.0 400.0 500.0 900.0 900.0 1000.0 1000.0 1800.0 4500.0 5500.0 5700.0 6300.0 6900.0 7500.0
Cost(B) 120 60 11.0 200.0 400.0 500.0 747.0 748.8 1000.0 1000.0 1120.7 1600.0 2445.0 2444.8 2357.7 2762.5 3039.9
Cost(E) 900 - 100.0 200.0 400.0 600.0 1000.0 900.0 1000.0 1000.0 1700.0 1900.0 2800.0 3000.0 4000.0 5500.0 7000.0
FR(O) 120 - 2.56 4.73 1.04 2.06 1.19 1.47 1.97 2.28 5.40 4.31 5.61 3.94 3.30 3.70 4.16
FR(B) 120 60 2.82 4.67 1.09 1.78 0.85 4.65 1.90 2.09 3.00 7.58 7.00 6.46 4.54 5.60 4.21
Nodes(O) 120 - 3 4 5 6 9 10 11 12 15 27 32 33 36 39 42
Nodes(B) 120 60 4 4 5 6 11 13 11 12 128 436 560 1138 1199 841 666
Fa
ils
af
e FSCost(O) 120 - 108.8 216.2 403.4 506.9 903.2 904.4 1004.4 1006.5 1806.8 4411.6 5419.1 5609.8 6269.6 6843.1 7425.6
FSCost(B) 120 60 23.1 216.1 403.6 506.0 750.9 764.0 1004.4 1006.0 1143.7 1623.1 2469.6 2469.3 2382.6 3159.0 3029.7
Cost(R) 120 60 17.6 204.6 401.2 502.3 690.8 694.9 1001.8 1001.1 1117.3 1607.3 2304.2 2371.8 2315.2 2438.5 2923.8
Table 1. Average Cost and % Failure Rates (FR) for the Initial Linear Plan (O); the Branched Plan (B); the Equivalent-Certainty Linear Plan
(E); and Online Replanning (R). θ=0.95 for Transformer, 0.99 otherwise. Tests ran on a 3GHz CPU, all planner calls restricted to 3GB RAM.
plan will not necessarily do so: higher risks are taken to achieve lower
cost. Observing the branched plan failure rates (shown as percent-
ages) in Table 1 for the standard semantics show that, despite FR(B)
being slightly higher than FR(O), most are within the original conﬁ-
dence level; whilst those that are not (in bold) are close to it. Further,
if using the more realistic failsafe semantics, all failure rates (each
row FS FR) are well below θ (failsafe failure rates for Transformer
are omitted from the Table as they are all zero). If the failure rate of
the branched plan is of critical concern one can simply re-plan with
a higher θ until one meeting the required conﬁdence is generated.
Branched vs Linear Plan Costs to the Same Conﬁdence. The
anytime behaviour of LPRPG-P [5], the planner on which we base
our heuristic, shows that much of the improvement in plan quality
(86% of the ﬁnal quality after 30 minutes) occurs during the ﬁrst 10
seconds of runtime. We therefore do not expect that limiting planning
time in order to do branching will have a severe impact on the cost
of the plans that can be produced. Further, we expect branching to
be able to improve upon cost due to the assumed extra knowledge
about the environment (estimated expected energy levels, which are
checked at execution time) from which they beneﬁt.
Comparing the cost achieved with by a linear plan (Cost(O) with
Ti=60) and that of the branched plan (Cost(B)), in Table 1, we can
see that on most problems the branched plan is able to achieve much
lower cost plans upon execution; however, as discussed above this
does come at the cost of a slightly increased failure rate. We therefore
did further experiments: ﬁnding a linear plan, with θ=(100-FR(B))%
(N.B. often greater than its prior value), and allowing 900 seconds.
The results are shown in Table 1 as Cost(E) and conﬁrm that a linear
plan cannot deliver equivalent performance.
We also ran the planner with θ=0.99 and Ti=900, to conﬁrm that
the high cost of the linear plans found initially is not simply due to
limited planning time. These are shown as ‘Cost(O) | 900’ in the
table. There are relatively few problems (shown in bold) on which
the cost of the original linear plan is improved by planning for 900s
versus 60s (120s in Transformer), and on these the cost reduction is
much lower than that made by using the branched plan. Note that
all instances where the branched plan did not improve on a linear
plan coincided with problems where no branches were generated (the
nodes in each plan, Nodes(O) and Nodes(B) are equal). Our results
conﬁrm that branched plans reduce cost even if more time is spent
generating the linear plan. If we reduce Ti to just 10 seconds3 cost
increases by a reasonable amount on 4, 7 and 9 problems in Rovers,
AUV and Transformer respectively. This suggests that it is useful to
invest more than 10 seconds in generating a good initial plan.
Additionally, we investigated what happens if the branch planning
time (Tb) is halved. There was a marginal increase in the cost (<5%)
of the branched plan in only four problems given the same Ti (60 or
120s)4. Problems solved during branching are smaller than the origi-
nal problem, as some useful activity in moving towards the goals has
already been performed, so less time is required to generate plans.
We conclude that increasing Tb not only has a bigger impact on over-
all solving time, but also has less impact on cost than increasing Ti.
Reasons for the Beneﬁts of Branching. It is important to ascer-
tain whether the cost decrease achieved by the branched planning
process is simply due to incidentally ﬁnding a better linear plan than
4 Data omitted from the table for space reasons.
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the one forming the spine of the plan tree. To test this, for each plan
tree, we enumerated all traversals from the root node, keeping only
those that complete with P ≥ θ, i.e. are valid linear plans. In all
cases, the quality of these plans was no better than that used as the
spine of the plan tree, i.e. that found by the ﬁrst call to the planner. As
such, we can conclude that the beneﬁt of the branching is not simply
due to ﬁnding better linear plans due to increased total planning time.
Scalability of Branched Planning vs MDPs It is difﬁcult to test
this conclusively. Direct comparison to existing approaches is not
possible as these either reason with uncertainty of a different na-
ture, do not consider over-subscription planning, or are not avail-
able as runnable systems. However, we do note the results in [16]
give indicative scalability for an MDP approach to solving similar
problems. This planner was evaluated on Rovers problems only: the
largest problems the planner scales to involve ‘1 rover, 11 locations,
20 paths and 6 goals’ and take ‘20,000 seconds’ to solve. Whilst we
do not have exactly the same problems, nor the same hardware (they
do not specify), an indicative comparison can be made to the size
of the problems solved using our approach. The smallest problems
we use are comparable to the largest solved by the MDP approach
according to these parameters. As a point of comparison for time-
taken, when we used Ti=60s and Tb=10s, ﬁnding a branched plan
for such problems takes just over 90 seconds. The largest problem
had 19 locations, 60 paths and 19 goals; and a branched plan was
generated in just 540 seconds. This is promising for the scalability of
our approach, and is to be expected since we do not have the burden
of computing complete, optimal, policies.
An additional consideration is the size of the resulting plan trees.
In memory-limited situations it is not possible to store large policies,
therefore the size of our branched plans, which are not complete poli-
cies, could be advantageous. We cannot compare to the MDP policies
above as the raw data is not given. The ‘Nodes’ rows of Table 1 show
that the number of nodes in the branched plan for each problem re-
mains reasonable in relation to the size of a linear plan. Some of the
branched plans generated for larger transformer instances are some-
what larger than others, because small swings in demand caused by
uncertainty require changes in the number of control actions: here
a small change can lead to a radically different plan. There is fur-
ther scope for more sophisticated branch merging, to eliminate re-
dundancy (reducing size); we leave this to future work.
Branched Plans vs Online Replanning. Online re-planning can
effectively build the best branches at execution time given knowledge
of what has happened so far; it is therefore analogous to a branched
plan with a branch for every necessary opportunity and should thus
perform better. As we noted earlier, however, online replanning is of-
ten not possible, so we want to test how much of the beneﬁt of online
replanning we can get through building a branched plan, compared
to the baseline of a linear plan. For this comparison we must use the
failsafe execution semantics, as discussed earlier.
In the simulation, we generate a plan, limited to 60s of CPU time
(120s in Transformer) and then simulate the execution of the ﬁrst
step. From the resulting state S′, we replan, limiting search to 10s
(60s), as in our branched planning experiments. Then, we execute
the ﬁrst step of the plan from S′; and replan again; repeating until
the planner returns an empty plan, orC is violated (signalling failure)
and report cost. As a point of efﬁciency, if the remainder of the plan
from S′ is still acceptable (executes with conﬁdence θ), it serves as
an incumbent solution for search, inducing a cost bound.
The average costs achieved by replanning are included in Table 1
as Cost(R), alongside costs FSCost(O), FSCost(B) of the closest ana-
logue Failsafe approach, i.e. the same Ti and Tb. Clearly, branched
plans are at a disadvantage to replanning as the latter is equivalent to
knowing the values for which to compute a branch at each point in the
plan. However, it is pleasing to note that despite not knowing the ac-
tual execution-time state, the improvement between the original and
branched plans is not considerably less than that between the original
plan and replanning; meaning much of the beneﬁt of replanning can
be gained through the use of branched plans. Indeed taking the geo-
metric mean across the ratios Cost(B)/Cost(O) and Cost(R)/Cost(O)
shows that whilst branching reduces cost to 64% of Cost(O), replan-
ning is not substantially better, reducing the cost to 58% of Cost(O).
We conclude with this excellent result: branched plans can achieve
most of the beneﬁt of online replanning, without the requirement for
substantial on-board computational resources; and whilst also allow-
ing prior scrutiny of the plan by operations personnel if desired.
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