Stein's method (Stein, 1973; 1981) is a powerful tool for statistical applications, and has had a significant impact in machine learning. Stein's lemma plays an essential role in Stein's method. Previous applications of Stein's lemma either required strong technical assumptions or were limited to Gaussian distributions with restricted covariance structures.
Introduction
Stein's lemma (Stein, 1973; 1981; Liu, 1994) plays an essential role in Stein's method. The lemma gives a first-order identity to estimate the mean of a multivariate Gaussian distribution. In machine learning, Fan et al. (2015) ; Erdogdu (2015) ; Rezende et al. (2014) use integration by parts to extend the lemma without giving technical conditions. Another applications of Stein's lemma are De Bruijn's identity (Park et al., 2012) and the heat equation identity (Brown et al., 2006) . These two works give the same second-order identity to esti-mate the covariance of a multivariate Gaussian distribution. In practices, the second-order identity gives a better unbiased estimation than the one obtained from the first-order identity. (Khan & Lin, 2017; Khan et al., 2018; Salimans & Knowles, 2013) . However, Park et al. (2012) ; Brown et al. (2006) use stronger assumptions to simplify proofs where the authors either assume diagonal covariance structure or twice continuous differentiability. In gradient estimation, the first-order identity is known as Bonnet's theorem (Bonnet, 1964 ). Bonnet's theorem gives the reparameterization gradient for the mean (Kingma & Welling, 2013) . The second-order identity is known as Price's theorem (Price, 1958) . However, Price (1958) ; Bonnet (1964) use characteristic functions as the proof technique. This technique is not easy to be extended to Gaussian mixture and to be used to identify weak assumptions. Beyond Gaussian distribution, Stein's lemma is proposed by Hudson et al. (1978) ; Brown (1986) . In machine learning, Salimans & Knowles (2013); Figurnov et al. (2018) propose an implicit reparameterization trick under continuous differentiability for a class of distributions.
In this work, we generalize Stein's lemma to Gaussian variance-mean mixtures with arbitrary covariance structure and exponentially family mixtures while keeping assumptions week and proofs simple. Moreover, we present a second-order identity for the covariance estimation of the Gaussian mixtures. Our theory also shows a direct connection between Stein's lemma and the reparameterizable gradient estimation. Furthermore, we show that we can obtain the implicit reparameterization trick via Stein's lemma under weaker assumptions than Salimans & Knowles (2013); Figurnov et al. (2018) . Last but not least, we give examples of gradient identities derived from our theory such as multivariate Student's t distribution, multivariate skew Gaussian, multivariate exponentially modified Gaussian and multivariate normal inverse Gaussian. We find out that these identities are useful in variational inference with Gaussian variance-mean mixture approximations as shown in Lin et al. (2019) .
Related Works
There are many existing works about Stein's lemma. Stein (1973; 1981) give a first-order identity for a multivariate Gaussian with diagonal covariance structure. Liu (1994) extends the first-order identity to a multivariate Gaussian with arbitrary covariance structure. For gradient estimation, Stein's lemma indeed recovers Bonnet's theorem (Bonnet, 1964) . Price's theorem (Price, 1958) gives the second-order identity for a multivariate Gaussian with arbitrary covariance structure. However, Price (1958); Opper & Archambeau (2009) use the characteristic function of Gaussian to prove Price's theorem, which is not easy to extend to the Gaussian mixture case. Hudson et al. (1978) ; Brown (1986) ; Arnold et al. (2001); Landsman (2006) ; Landsman & Nešlehová (2008) ; Kattumannil (2009) ; Kattumannil & Dewan (2016) ; Adcock (2007) ; Adcock & Shutes (2012) further extend Stein's lemma to exponential family and beyond. Unfortunately, these works neither show the connection between the gradient identity and the implicit reparameterization trick nor give any second-order identity.
Smoothness Assumptions
We first give smoothness conditions. These conditions will be used in the gradient identities. The key definition is the absolute continuity (AC) of a function:
Definition 1 A vector function: h(·) : [a, b] → R m is AC if the following assumptions are satisfied.
• The derivative is Lebesgue integrable. In other words, b a ||∇ z h(z)|| dz < ∞, where || · || denotes the Euclidean norm.
• The fundamental theorem of calculus holds, that is,
Since we want to deal with a class of functions whose domain is R, we define the locally AC of this class of functions.
Definition 2 Let h(·) : R → R m be a vector function. If h(·) is AC at every compact interval of its domain R, we say that the function is locally AC.
The property below is essential in the following sections.
Property 1 A product of two locally AC functions is also locally AC.
Now, we extend the definition of locally AC to a set of functions whose domain is R n . It is known as the absolute continuity on almost every straight line (ACL) (Leoni, 2017) .
We say the function h(·) is locally ACL if for all i and almost every point
is locally AC.
A locally ACL function is a member of the Sobolev family (Leoni, 2017) . Obviously, the derivative ∇ z h(z) exists almost everywhere if h(z) is locally ACL. Due to Royen & Fitzpatrick (2010) , a locally Lipschitzcontinuous function is locally ACL. The immediate consequence is that a function is locally ACL and continuous if it is either locally Lipschitz-continuous or continuously differentiable.
In the following sections, we assume that the regular conditions for swapping of differentiation and integration are satisfied so that the following identify holds.
The regular conditions are required to use the dominated convergence theorem, which allows us to interchange differentiation and integration. One particular condition is
For simplicity, we assume the regular conditions hold without explicitly mentioning them.
Expectation and Conditional Expectation
By definition, an expectation can be either non-existent or non-finite. To avoid such cases, we say an expectation
where ||·|| is an appropriate norm. Due to Fubini's theorem, the following identity holds for a random vector z on a product measure when the expectation is well-defined.
The above expression shows that conditional expectation E q(zi|z−i) [h(z)] is also well-defined for almost every z −i .
For simplicity, we implicitly assume expectations are welldefined in the following sections.
Identities for Gaussian Distribution
Now, we describe the univariate case of Stein's lemma.
Lemma 1 (Stein's Lemma): Let h(·) : R → R be locally AC. q(z) is an univariate Gaussian distribution denoted by N (z|µ, σ) with mean µ and variance σ. The following firstorder identity holds.
where −∇zq(z)
The proof of this lemma is given at Appendix A.1.
Let's consider Bonnet's theorem given below. This theorem establishes the connection between this lemma and the reparameterizable gradient for the mean µ.
Theorem 1 (Bonnet's Theorem) : Let h(·) : R → R be locally AC. q(z) is a univariate Gaussian distribution with mean µ and variance σ. We have the following gradient identity.
After that, we obtain the above identity by lemma 2. At this point, we can see that the reparameterizable gradient for Gaussian can be derived from Stein's lemma. Furthermore, Stein's lemma empirically gives a low-variance and unbiased gradient estimator if we allow to use the secondorder information. This idea is known as Price's theorem. Before we discuss Price's theorem, we first describe the following lemma.
is an univariate Gaussian distribution denoted by N (z|µ, σ) with mean µ and variance σ. We have the following identity.
The key idea of the proof that we define auxiliary functions f (z) := ∇h(z) and apply Lemma 1 to f (z).
Using the above lemmas, we obtain Price's theorem as shown below.
Theorem 2 (Price's Theorem): Let h(z) : R → R be continuously differentiable and its derivative ∇h(z) be locally AC. We further assume E q [h(z)] is well-defined. The following second-order identity holds.
The above theorem can be readily shown by Lemma 4 and Lemma 3. Now, we describe Stein's lemma for a multivariate Gaussian with arbitrary covariance structure. 
The proof can be found at Appendix A.2. Bonnet's theorem and Price's theorem are given below. 
The following second-order identity holds.
Identities for Univariate Continuous Exponential-family
We can generalize Stein's identity to a class of exponential family. First of all, we say a function is locally AC with its domain (l, u), where −∞ ≤ l < u ≤ ∞ if the function is AC at every compact interval inside its domain. We consider the following exponential-family
where l and u do not depend on λ.
We denote the CDF of q(z|λ) by ψ(z, λ) := z l q(t|λ)dt. The following assumption is known as the boundary condition in the literature. 
In the Gaussian case, we can further exploit the structure of Gaussian as shown in Lemma 8 so that the boundary condition is implicitly satisfied. For general cases, we have to explicitly assume that the boundary condition is satisfied. The proof is exactly the same as the proof for Lemma 1 as shown in A.1.
Applying Lemma 6 tof i (z) defined below, we obtain the implicit reparameterization trick .
Theorem 5 (Implicit Reparametrization Trick) : Let h(·) : (l, u) → R be a locally AC function. We define
where λ i is a scalar. If the conditions of Lemma 6 forf i (z) := h(z)f i (z) are satisfied, we have the following identity. We consider the following Gaussian mixture.
where v(w) > 0.
Theorem 6 (Bonnet's Theorem): Let h(z) : R d → R be locally ACL and continuous. q(z) is a Gaussian variancemean mixture and q(w, z) is the joint distribution. The following gradient identity holds.
Corollary 6.1 If u(w) has the following property,
where eachq j (z) is a normalized distribution and k is finite, the following identity also holds. 
where eachq j (z) is a normalized distribution and k is finite, the following identity also holds.
Example 7.1 A concrete example is the multivariate Student's t-distribution, which can be found at Appendix C.5.
Example 7.2 Another example is the multivariate normal inverse-Gaussian distribution, which can be found at Appendix C.6.
Identities for Continuous Exponential-family Mixtures
We consider the following EF mixtures in a product space
Moreover, we assume q(z 1 ) q(z 2 |z 1 ), and q(z 1 , z 2 ) are locally AC, locally ACL, and continuous, respectively.
Let's denote the CDF of q(z 1 |λ) and the conditional CDF of q(z 2 |z 1 , λ) by
We define the following functions:
.
Applying Lemma 6 tof i,j (z j ) defined below, we obtain the following identity.
Theorem 8 (Bivariate Implicit Reparametrization Trick): Let h(·) : (l 1 , u 1 ) × (l 2 , u 2 ) → R be locally ACL and continuous. First, we define function
. If the conditions of Lemma 6 for eachf i,j (z j ) are satisfied, we have the following identity.
The proof of this theorem can be found at Appendix D. 
A. Gradient Identities for Gaussian Distribution
For completeness, we give a proof of integration by parts for AC functions, which is essential for many proofs in this paper. 
Proof: Since h(z) and q(z) are AC in [a, b] , we know that the product h(z)q(z) is AC in [a, b] . By the product rule for AC, the following identity holds almost everywhere for z ∈ [a, b]. b] . Integrating both sides of (1) over [a, b] , we obtain the identity.
An alternative proof of Lemma 7 using Fubini's theorem can be found at Theorem 6 of Border (1996) . Note that the condition of Fubini's theorem shown below is satisfied. To use integration by parts in the proof of Lemma 1, we first prove the following lemma. N (z|µ, σ) . Given a compact interval, since h(z) is AC, by Theorem 3.1 of Jia (2010) , we know that |h(z)| is also AC and the following identity holds almost everywhere for t in the interval.
Since |h(z)| is AC in the interval, given c in the interval, by the fundamental theorem of calculus, we have
Given any z ≥ c ≥ µ, by (3) and then (2), we have
where we use the monotonicity of Gaussian:
where we use the Gaussian identity that lim z↑∞ q(z) = 0.
Taking c to the positive infinity, we obtain the following result, which implies that lim z↑∞ |h(z)| q(z) = 0.
Likewise, we can show that lim z↓−∞ h(z)q(z) = 0.
A.1. Proof of Lemma 1 and Lemma 6
Proof: First, we denote the support by (l, u). In the Gaussian case, l = −∞ and u = ∞. Since E q [∇ z h(z)] is welldefined, we use the following expression to prove the claim. Given any compact interval [r 1 , c], we know that h(z) and q(z) are AC in this interval. By integration by parts (Lemma 7), we have
In the Gaussian case, we have lim r1↓l h(r 1 )q(r 1 ) = 0 due to Lemma 8. Taking r 1 to l, we have
Note that lim r1↓l
Since h(c)q(c) is finite, we know that lim r1↓l c r1 h(z)∇ z q(z)dz is also finite. Therefore, (4) is valid. Likewise, given any compact interval [c, r 2 ], by integration by parts and taking r 2 to u, we have 
where lim r2↑u h(r 2 )q(r 2 ) = 0.
By (4) and (5), we have
In the Gaussian case, we have ∇ z q(z) = σ −1 (µ − z)q(z), which shows that the above expression is the identity.
A.2. Proof of Lemma 5
Proof: We denote the i-th element of z by z i . Given z −i is known, we define a function h i (z
Without loss of generality, we assume z i is the last element of z. It is possible since we can permute the elements of z to achieve that. Therefore, we can re-express the mean and the covariance matrix as below.
Since h i (z i ) is locally AC, we have the following result by applying Lemma 1 to h i (z i ).
Recall that by assumptions the above expectations are well-defined. It can be verified that
where e i is an one-hot vector where it has all zero elements except the i-th element with value 1.
Using the result at (8), we have
Therefore, we have
A.3. Proof of Theorem 3
Proof: We swap integration and differentiation and obtain the following result.
which is known as the score function estimator.
Using Lemma 5 to move from line 1 to line 2, we obtain the gradient identity given below.
which is known as the re-parametrization trick for the mean µ.
A.4. Proof of Theorem 4
To prove Theorem 4, we first prove the following lemma, which is a multivariate extension of Lemma 2. By convention, e i is an one-hot vector where it has all zero elements except the i-th element with value 1.
Lemma 9 Let h(z) : R d → R be locally ACL and continuous. We define an auxiliary vector function
is well-defined, the following identity holds.
Proof: We define an auxiliary function f i (z) := e T i f (z). By applying Lemma 5 to f i (z), we have
. Therefore, we know that
which implies that
Next, we prove the following lemma, which is a multivariate extension of Lemma 3.
Lemma 10 Let h(z) : R d → R be locally ACL and continuous. We assume the conditions of Lemma 9 are satisfied. The following gradient identity holds. 
Notice that
The expression (14) can be re-expressed as
By (15), we have the following identity
Since we can interchange the integration and differentiation, we know that
C. Gradient Identities for Gaussian Variance-mean Mixtures C.1. Proof of Theorem 6
Proof: Let's consider the gradient identity for α. By the assumptions, we can the integration and differentiation to obtain the following expression. 
where u(w) = w and v(w) = 1.
Furthermore, we have +∞ 0 wq(w, z|µ, α, Σ)dw = u 1 (z, µ, α, Σ)N (z|µ, Σ) + u 2 (z, µ, α, Σ)q(z|µ, α, Σ)
where u 1 (z, µ, α, Σ) = 1 α T Σ −1 α and u 2 (z, µ, α, Σ) = (z−µ) T Σ −1 α−1 α T Σ −1 α .
C.4. Proof of Theorem 7
Proof: Firstly, note that E q(w,z) v(w)∇ 2 z h(z) = E q(w) E q(z|w) ∇ 2 z (v(w)h(z))
