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Abstrakt
Tato bakalářská práce se zabývá syntaktickou analýzou založenou na maticových gramatikách.  V 
teoretické části nejdříve přináší několik  různých pohledů na tento typ řízených gramatik a zkoumá 
podobnosti s klasickými bezkontextovými gramatikami. Z těchto podobností se poté v praktické části 
snaží vycházet při návrhu modelu prediktivní syntaktické analýzy pro některé kontextové jazyky, ke 
kterým  můžeme sestrojit  odpovídající maticové gramatiky,  které je generují.  V práci  jsou rovněž 
prezentovány některé experimentální algoritmy a návrh řešení, které by se daly spíše využít při dalším 
vývoji projektu.
Abstract
The subject of this thesis is to develop a method of syntactic analysis based on matrix grammar s. In 
its theoretical part we provide various analytical aspects for this type of regulated grammar in order to 
reveal  the  common  background as  well  as search  for  similarities  with  the  classical  context-free 
grammars which we will then be able to benefit from in the practical part. Our goal is to extend the  
well-known predictive method of syntactic analysis  to further accept  a wider spectrum of formal  
languages –  some  of  the  context-sensitive  ones  which we are  able  to  generate  using  our  matrix  
grammars. Besides this main effort we also present some experimental algorithms and suggestions 
which could be used in further research of this project.
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1 Úvod
V praxi sa najčastejšie stretávame s kontextovými jazykmi,  programátori  s programovacími  alebo 
lingvisti s prirodzenými. Na ich popis sa ako prvá ponúka možnosť využiť kontextové gramatiky, 
ktorých  generatívna  sila  bezpečne  postačuje  na  generovanie  akéhokoľvek  jazyka,  čo  dokážeme 
vymyslieť.  Dôležitý  je  ale  fakt,  že  i  tieto  jazyky  dokážeme  z  velkej  časti  popísať  obyčajnými  
bezkontextovými  gramatikami.  Na  zložitejšie  jazykové  konštrukcie,  ktoré  bezkontextovými 
gramatikami popísať nedokážeme, zavádzame rôzne druhy pridaných mechanizmov, ktoré pre nás 
nevyhnutnosť použitia kontextových gramatík úspešne eliminujú. 
Dôvodov  prečo  chceme  zostať  pri  používaní  bezkontextových  gramatik  a  predísť  použitiu 
kontextových, i napriek ich väčšej generatívnej sile, je hneď niekoľko. Sú to najmä jednoduchosť 
návrhu a  implementácie  a  výhodou  je  aj  polynomiálna  zložitosť  algoritmu  príslušnosti  slova  do 
jazyka. 
1.1 Riadené gramatiky
Spomínaných pridaných mechanizmov existuje viacero a sú založené na rôznych princípoch, jedno 
majú  však  spoločné.  V  každom  kroku  derivácie  povolujú  len  istú  podmnožinu  zo  všetkých 
aplikovateľných  pravidiel   gramatiky,  čím riadia  proces  derivácie.  Preto  sa  aj  nazývajú  riadené 
gramatiky (z angl. Regulated grammars)1.
Typov riadených gramatík je niekoľko a líšia sa spôsobom akým určujú túto podmnožinu. 
Môže  to  byť  napríklad  závislosťou  od  aplikovaného  pravidla  v  predchádzajúcom  kroku  (napr. 
gramatiky  maticové,  vektorové,  programované,  regulárne  riadené) alebo  podľa  aktuálneho 
derivovaného slova (gramatiky riadené kontextovými podmienkami).
V  tejto  práci  sa  budeme  zaoberať  maticovými  gramatikami.  Pre  podrobnejšie  vysvetlenie 
predstavených  princípov  a  jednoduchšie  pochopenie  pre  čitateľa  si  najskôr  zopakujeme  niektoré 
základné definície. 
1 Myšlienka čerpaná z (Lit. 3) a z (Lit. 5)
1.2 Bezkontextové gramatiky (BKG) 
Bezkontextové gramatiky  (ďalej len  BKG) generujú bezkontextové jazyky (ďalej len  BKJ), ktoré 
podľa  Chomského  hierarchie  predstavujú  druhú  skupinu  formálnych  jayzkov,  nadmnožinu 
regulárnych jazykov generovaných lineárnými gramatikami. Znamená to, že BKG sú v porovnaní s 
lineárnými  gramatikami  generatívne  silnejšie  a  každý  regulárny  jazyk  je  zároveň  i  jazykom 
bezkontextovým.
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Definícia:
BKG je štvorica G = (N, T, P, S), kde: 2
N – konečná abeceda neterminálov
T – konečná abeceda terminálov, pričom N ∩ T = ∅
P – konečná množina pravidiel tvaru A → x, kde A ∈ N, x ∈ (N ∪ T)*
S – počiatočný neterminál,  S ∈ N
Pre  praktické  účely  a  predmet  štúdia  tejto  práce  (uvažujme  predovšetkým  metodiku 
programovacých  jayzkov)   predstavujú  bezkontextové  gramatiky  najlepší  kompromis  medzi 
procesom  návrhu  abstraktného  modelu  a  výpočetnou  zložitosťou  odpovedajúceho  simulačného 
modelu.  Úroveň obecnosti  gramatických pravidiel  umožnuje  konštruovať gramatiky s  rozsiahlym 
využitím a  rovnako i  zásobnikové  automaty  ako fundamentálne  modely  pre  syntaktickú  analýzu 
predstavujú simulačne prijateľnú alternatívu. 
Konečné automaty predstavujú v porovnaní síce ešte o niečo jednoduchšie simulačné modely, 
no trieda nimi prijímaných jazykov býva často, možno okrem využitia regulárnych výrazov v práci s  
textom, prakticky nevyužiteľná. 
Naopak  kontextové  gramatiky  hoci  disponujú  dostatočnou  generatívnou  silou,  je  známe 
tvrdenie, že akýkoľvek jazyk, ktorí sme schopní vymyslieť, je jazykom kontextovým3, ale nepoznáme 
obecne pracujúce algoritmy, ktoré by parsovali jazyky, ktoré generujú, v rozumnom čase. 
2 Definícia podľa (Lit. 1)
3 Myšlienka čerpaná z (Lit. 3)
1.2.1 Derivačný krok v BKG
Definícia:
Nech G = (N, T, P, S) je BKG, 4
u, v ∈ (N  ∪ T)*, 
p = A → x ∈ P.
Potom uAv priamo derivuje uxv aplikáciou pravidla p v G. 
Zapisujeme uAv  ⇒ uxv [p] alebo len uAv ⇒ uxv.
4 Definícia podľa (Lit. 1)
4
1.2.2 Sekvencia derivačných krokov v BKG
Definícia:
Nech G = (N, T, P, S) je BKG, 5
u  (∈ N  ∪ T)*, 
G uplatní nula derivačných krokov z u do u
zapisujeme u ⇒0 u [ε] alebo len u ⇒0 u alebo u ⇒ u.
Definícia:
Nech u0, …, un  (∈ N  ∪ T)*, n ≥ 1  a   ui-1 ⇒ ui [pi], pi  ∈ P pre všetky i ∈ {1, …,  n}
čo znamená: 6
u0 ⇒ u1 [p1] ⇒ u2 [p2] ⇒ … ⇒ un [pn]
Potom G uplatní n derivačných krokov z u0 do un; zapisujeme: 
u0 ⇒n un [p1 … pn] alebo zjednodušene u0 ⇒n un
Definícia:
Nech π reprezentuje sekvenciu pravidiel. Potom: 7
Ak u0 ⇒n un [π] pre  nejaké n ≥ 1, tak u0 derivuje un v G, zapisujeme:
u0 ⇒+ un [π]
Ak u0 ⇒n un [π] pre  nejaké n ≥ 0, tak u0 derivuje un v G, zapisujeme:
u0 ⇒* un [π]
Definícia:
Jazyk L(G) generovaný gramatikou G je definovaný ako množina všetkých slov w ∈ T* 
takých, že existuje derivácia 8
S ⇒* w
Formálne píšeme L(H)  = { w: w ∈ T*, S ⇒* w } 
5,6,7,8 Definície podľa (Lit. 1)
5
1.3 LL gramatiky
V  súvislosti so  syntaktickou  analýzou  BKJ je  dôležitý  fakt,  že  známe  a  prezentované  modely 
syntaktickej analýzy nemožno použiť na analýzu slov (parsing) generovaných akoukoľvek BKG. Je 
tomu tak kôli nedokonalosti týchto modelov syntaktickej analýzy,  ktorých povaha jednoduchého a 
efektívneho parsovania  prináša  daň  v  podobe  zníženej  schopnosti  reagovať  na  rôzne  gramatické 
nejednoznačnosti a zložitejšie štruktúry (napr. rekurzívne pravidlá, spoločný prefix apod.). Preto sa 
pokúsime  vymedziť  takú  podmonžinu  BKG,  pri  parsovaní  ktorej  k  týmto  sporným  situáciam 
nedochádza a tou sa budeme potom zaoberať v praktickej časti tejto práce.
Úloha  syntaktických  analyzátorov  nájsť  k  vstupnej  postupnosti  tokenov  odpovedajúcu 
postupnosť gramatických pravidiel býva realizovaná spravidla dvomi metódami, „zhora-dolu” alebo 
zdola-hore”. Na  princípe  oboch  pracuje  niekoľko  modelov  syntaktickej  analýzy,  medzi 
najpoužívanejšie z nich patrí napríklad LL analyzátor alebo rekurzívny zostup pracujúce zhora-dolu a 
LR analyzátor alebo precedenčný analyzátor pracujúce zdola-hore. 
Dôležitou spoločnou vlastnosťou týchto modelov je,  že  každý prináša isté  obmedzenia  pre 
vstupnú BKG (predovšetkým tvar gramatických pravidiel), a tým vymedzuje len nejakú podmnožinu 
BKG, ktoré prijíma. 
Napr. modely pracujúce zdola-hore obmedzujú gramatické pravidlá na unikátne pravé strany, 
preto gramatiky s pravidlami s rovnakými pravými stranami nepovažujeme za LR gramatiky. 
LL parsery naopak vyžadujú disjunktné množiny Predict9 gramatických pravidiel s rovnakou 
ľavou stranou pri konštrukcii LL tabuľky10.
Napokon  gramatiky,  ktoré  dokážeme  parsovať  LL parsermi  (a  výhradne  ktoré  budeme 
uvažovať v praktickej časti  tejto práce) nazývame  LL gramatiky (z Angl.  Left-to-right [parsing], 
Leftmost [derivation] – analýza vstupného reťazca zľava-doprava, generujúc najľavejšiu deriváciu).
Pre úplnosť je nutné podotknúť, že existujú isté gramatické transformácie, pomocou ktorých 
dokážeme niektoré  LL' (non-LL BKG,  doplnok množiny LL gramatík v množine  BKG), ktoré sú 
často  jednoduchšie  špecifikovateľné  a  bližšie  prirodzenému  ľudskému  návrhu,  previesť  na 
ekvivalentné  LL gramatiky,  ktoré sa naviac vďaka objaveniu  ε-pravidiel v dôsledku transformácií 
stávajú čistejšími. Sú to faktorizácia a odstránenie ľavej rekurzie .
9 Problematikou množiny Predict sa zaoberá kapitola 6.1.2.4
10 Konštrukciou LL-tabuľky sa zaoberá kapitola 6.1.2.5
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1.4 Kontextové gramatiky (KG)
Definícia:
KG je štvorica G = (N, T, P, S), kde: 11
N, T, S – rovnako ako u BKG
P – konečná množina pravidiel tvaru u → v  ∪ { S → ε }, 
kde u ∈ (N  ∪ T)*N(N  ∪ T)* v ∈ (N  ∪ T)*, pričom |u| ≤ |v|
Z  uvedenej  definície  je  vidieť  ako  sú  obmedzenia  kladené  na  ľavú  stranu  gramatických 
pravidiel  KG benevolentnejšie v porovnaní s  BKG. Jedná sa ale o dvojsečnú zbraň, táto vlastnosť 
KG síce zabezpečuje väčšiu generatívnu silu,  ale za cenu nárastu časovej  a pamäťovej  zložitosti  
algoritmov lineárne ohraničených automatov.
11 Definícia podľa (Lit. 1)
1.5 Maticové gramatiky (MG)
Definícia:
MG je štvorica H = (N, T, M, S), kde: 12
N, T, S – rovnako ako u BKG
M – konečná množina sekvencií {m1, m2, …, mn},  n ≥ 1, kde:
mi = (pi1 , …, pik(i) ), k(i) ≥ 1, 1 ≤ i ≤ n, 
kde všetky pij, 1 ≤ i ≤ n, 1 ≤ j ≤ k(i), sú bezkontextové pravidlá.
12 Definícia podľa (Lit. 2)
1.5.1 Derivačný krok v MG
Definícia:
Nech H = (N, T, M, S) je MG, 13
pre mi,  1 ≤ i ≤ n, a x, y  (∈ N  ∪ T)*, definujeme x ⇒mi y ako:
x = x0 ⇒pi1 x1 ⇒pi2 x2 ⇒pi3 … ⇒pik(i) = y, 
kde mi = (pij , …, pik(i))  ∈M
7
1.5.2 Sekvencia derivačných krokov v MG
Definícia:
Jazyk L(H) generovaný gramatikou H je definovaný ako množina všetkých slov w ∈ T* 
takých, že existuje derivácia 14
S = y0 ⇒mj1 y1 ⇒mj2 y2 ⇒mj3 … ⇒mjS ys = w, 
pre nejaké s ≥ 1,  ji  {∈ 1, n}, i  {∈ 1, s}
Formálne píšeme 
L(H)  = { w: w ∈ T*, S ⇒+ yi ⇒* w, i ≥ 1, yi  (∈ N  ∪ T)*N(N  ∪ T)* }
13,14 Definície podľa (Lit. 3)
2 Využitie riadených gramatík v praxi
Myšlienka
Prečo riadené gramatiky? 
Dokážeme navrhnúť gramatiku postavenú na BKG a rozšíriť jej generatívnu silu na úroveň 
kontextových jazykov zatialčo zachováme jednoduchosť a ostatné dobré vlastnosti BKG? 
2.1 BKG ako základ riadených gramatík
Jedinou nutnou  podmienkou  pri  aplikácií  pravidiel  je,  aby  sa  ľavá  strana  pravidla  nachádzala  v 
aktuálnom derivovanom slove v momente aplikácie. Čo u obyčajnej BKG ale chýba, sú mechanizmi, 
ktoré by zabezpečovali možnosť aplikácie len vybraných pravidiel na derivované slová v rôznych  
derivačných krokoch, a tým by riadili proces derivácie. [1]
Za druhý nedostatok  klasickej BKG, vychádzajúci taktiež z jej obecnosti, možno považovať 
gramatickú nejednoznačnosť. Ak sa v aktuálnom derivovanom slove vyskytuje viacero neterminálov, 
môže  byť  vybraný  ktorýkoľvek  z  nich  na  prepis  v  ďalšom derivačnom  kroku.  Obyčajná  BKG 
nedisponuje prostriedkami, ktoré by jednoznačne určovali kandidujúcim neterminálom túto prioritu. 
[2]
Uvedené  vlastnosti  BKG avšak  nemožno  považovať  za  negatívne.  Ostatne  vďaka  nim 
disponujú onou generatívnou silou  BKG 
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Ide len o naše praktické využitie, ktoré si často vyžaduje užšiu špecializáciu v procese návrhu 
cielovej gramatiky, a tým nás motivuje k zásahu do riadenia procesu derivácie. (1) a (2) predstavujú 
pre  nás  akúsi  stratu  kontroly  nad  procesom derivácie,  preto  budeme  hľadať spôsoby,  akými  si 
požadovanú  kontrolu  vynútime.  A  na  tento  účel  sa  ponúka  zavedenie  pridaných  mechanizmov, 
ktorých úlohou je  zredukovanie  počtu  aplikovateľných pravidiel  v  každom derivačnom kroku za 
účelom eliminácie nežiadúcich derivácií. 
2.2 Od bezkontextových gramatík k riadeným 
gramatikám
Definícia:
Nech G je BKG, H je MG 
a S ⇒+ yi ⇒* w je formálny predpis z definíc týchto gramatík podľa ktorého sú derivované 
slová jazykov, ktoré generujú.
Potom všetky yij , i ≥ 1, j  {∈ 1, n}, patria do množiny Y(G), resp. Y(H), ktorá reprezentuje 
všetky  slova,  deriváty,  ktoré  môžu  byť  gramatikou  G,  resp. H,  vygenerované,  terminálové  i 
neterminálové. 
Z uvedenej definície je zrejmé, že platí L(G)  ⊆ Y(G) a L(H)  ⊆ Y(H) 
Význam  množiny  Y si  ukážeme  zakrátko  na  príklade.  Využijeme  k  tomu  obecnosti 
bezkontextových gramatík a jazykov, ktoré generujú.
Uvažujme  nasledujúci  príklad  z  praxe.  Máme  kontextový  jazyk  L,  ku  ktorému  chceme 
zostrojiť gramatiku I, ktorá ho generuje. Kontextový jazyk sice generuje kontextová gramatika, my 
už ale vieme, že existuje taká BKG G s takými pravidlami P(G), že platí nasledovný vzťah
L(I) ⊆ L(G)  ⊆ Y(G) [3]
Zamyslime sa teraz nad množinou Y(G) v súvislosti s jej nedostatkami obecnosti. Zdá sa, že je 
zbytočne rozsiahla - obsahuje všetko potrebné a aj niečo naviac – všetky slová patriace do jazyka L, a 
aj  niektoré,  ktoré  do  jazyka  L nepatria.  Pridaným  mechanizmom  chceme  Y(G) zredukovať 
odstránením (1) a (2) na Y'(G) - podmnožinu Y(G), ktorej všetkými terminálnými slovami sú všetky  
slová jazyka  L. Potom vychádzajúc z predpokladu, že gramatika  I generuje jazyk  L,  musia platiť 
nasledovné vzťahy
L(I)  ⊆ Y(I) = Y'(G)  ⊆ Y(G) [4]
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Inými  slovami,  snažíme  sa  overiť  hypotézu,  že  ak  množinu  všetkých  slov  generovaných 
nejakou BKG, ktorej terminálne slová tvoria nadmnožinu slov nejakého kontextového jazyka, možno 
za pomoci pridaného mechanizmu redukovať na množinu slov, ktorej podmnožina terminálnych slov 
je s množinou slov tohto jazyka totožná, potom táto redukovaná množina tvorí množinu všetkých 
slov generovaných gramatikou, ktorá generuje daný kontextový jazyk. [4.1]
3 Kontextový jazyk a riadená gramatika
Myšlienka
Dokážeme nájsť k vstupnému kontextovému jazyku riadenú gramatiku, ktorá ho generuje? 
A dokážeme zostrojiť taký experimentálny algoritmus (KJ2RG)? 
3.1 Príklad
Uvažujme BKG G, MG H a kontextový jazyk L = {anbncn : n ≥ 1} : 15
N(G) = {S, A, B}
T(G) = {a, b, c}
P(G) = {
S → AB, (1)
A → aA, (2)
B → bBc, (3)
A → a, (4)
B → bc (5)
}
S(G) = S
Všimnime si predovšetkým ako sú pravidlá množiny P vhodne zvolené. Cieľom tejto práce je 
síce  predovšetkým  demonštrovať  princíp  maticových  gramatík  založených  na  bezkontextových 
gramatikách, no pre ucelený prehľad čitateľa sa pokúsime popísať i algoritmus na analýzu vstupného 
kontextového jazyka a konštrukciu bezkontextových pravidiel a riadenej gramatiky generujúcej tento 
jazyk. 
Aj  preto  je  dôležité  si  povšimnúť,  že  naozaj  existujú  v  BKG derivácie  vedúce  k  slovám 
kontextového jazyka aplikáciou  bezkontextových pravidiel a množina takto generovaných slov tvorí 
podmnožinu množiny všetkých slov generovaných danou BKG.
15 Príklad prevzatý od (Lit. 2)
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3.2 Navrhovaný Algoritmus KJ2RG
Algoritmus  KJ2RG vyhľadávajúci  a  selektujúci  len  deriváty  generované  množinou  hľadaných 
gramatík I by sa dal slovne popísať v nasledujúcich krokoch. 
Predpokladajme, že disponujeme logikou, ktorá generuje bezkontextové pravidlá, a teda i celú 
BKG pre vstupný kontextový jazyk. Samotnou logikou sa nebudeme príliš zaoberať a obmedzíme sa 
na  skutočnosť,  že  pre  uvedený príklad už  pravidlá  existovali,  napokon podstatné  je  len  splnenie 
podmienky z (3). 
3.2.1 KJ2RG krok 1
V prvom kroku potom využijeme takúto logiku na vygenerovanie BKG G a simulujeme generovanie 
jej derivačného stromu do istej parametrom zvolenej hĺbky, dbajúc na potenciálnu a pravdepodobnú 
nekonečnosť jazyka.
Obrázok [1] demonštruje derivačný strom uvedenej BKG G do hĺbky 3 s terminálnými 
slovami do hĺbky 4. 
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3.2.2 KJ2RG krok 2
V druhom kroku nasleduje rekurzívne prehladávanie vygenerovaného derivačného stromu z prvého 
kroku.  Účelom  prehladávania  je  vyfiltrovanie  derivátov  generovaných  hľadanou  gramatikou 
spomedzi všetkých derivátov. 
Predpokladajme,  že  každá  nelistová  bunka  vrátane koreňovej  uchováva  záznamy o  svojich 
potomkoch, a to ktoré pravidlo a ktorý neterminál bol na deriváciu potomka použitý. Potom majme  
funkciu  Filter,  volanú  rekurzívne  na  každú  bunku  stromu,  počínajúc  koreňom,  ktorá  vyzerá 
nasledovne. 
Funkcia  Filter je  rekurzívne  volaná  postupne  na  všetkých  nelistových  potomkov  bunky. 
Listoví potomkovia s hľadanými slovami vrátia potvrdenie o príslušnosti do jazyka rodičovskej bunke 
a tá si záznam uchová i naďalej. Obdobnou logikou sa potom záznamy o slovách nepatriacich do  
jazyka mažú. Napokon nelistoví potomkovia vrátia potvrdenie rodičovskej bunke len v prípade ak 
uchovávajú aspoň jeden záznam o potomkoch. V opačnom prípade bude záznam o celom podstrome 
v  rodičovskej  bunke  zmazaný,  pretože  je  zrejmé,  že  už  žiadna  ďalšia  derivácia  takouto  vetvou 
nepovedie k terminálnému slovu jazyka. 
Takýmto  spôsobom  sa  pomocou  funkcie  Filter u  každej  nelistovej  rodičovskej  bunky 
odstraňujú  nadbytočné  vetvy  potomkovských  buniek  až  po  poslednú  volanú  rodičovskú  bunku, 
ktorou je koreň stromu, a tým rekurzia končí. Ak poslednou vrátenou hodnotou funkcie Filter nie je 
potvrdenie  od  koreňa,  čo  značí  prázdny  výsledný  strom,  znamená  to  pre  nás,  že  vygenerované 
bezkontextové pravidlá v prvom kroku nie sú pre vstupný kontextový jazyk vhodné, prípadne zvolená 
hĺbka simulácie derivačného stromu pre vstupný jazyk nie je postačujúca.
Výsledkom druhého kroku je teda novoupravený derivačný strom vedúci všetkými vetvami len 
k terminálnym slovám vstupného kontextového jazyka.
3.2.2.1 Funkcia Filter - pseudokód
Bool Filter(node)
{
if (node is leaf)
{
if (node.content from L)  return TRUE
else return FALSE
}
else
{
for each (child from node.children)
{
if (Filter(child))  next
else node.children.remove(child)
}
}
return node.children.count > 0
}
/* koniec Bool Filter(node) */
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Obrázok [2] demonštruje upravený derivačný strom uvedenej BKG G. Červenou sú vyznačené 
nadbytočné derivácie.
3.2.3 KJ2RG krok 3
Úlohou tretieho  kroku je  pre  výsledný derivačný strom zostrojiť  mechanizmus,  hľadanú riadenú 
gramatiku, ktorá generuje len získané vyfiltrované deriváty.  Ak je cieľom konkrétny typ  riadenej  
gramatiky, nemusí byť v druhom kroku potrebné konštruovať celý upravený derivačný strom. 
Napr.  pre  gramatiku  riadenú  kontextovými  podmienkami  môže  byť  jednoduchšie  sa 
zameriavať  jednotlivo  len  na  vybrané  vyfiltrované  deriváty  a  podmnožinu  pravidiel,  ktorými  sú 
generované, bez ohľadu na predchádzajúce kroky v derivovanej vetve. Pre vektorovú alebo maticovú 
gramatiku môže byť naopak podstatnejšia celá postupnosť aplikovaných pravidiel od koreňa k listu,  
ktorú môžeme eventuálne uchovávať v každej nelistovej bunke zavedením pridanej premennej.
Avšak v pripade,  ak  je cieľom nález optimálnej  riadenej  gramatiky,  ktorá  podľa nejakých 
kritérií (5) najlepšie generuje vstupný jazyk, môže sa konštrukcia celého derivačného stromu, ako aj 
zavedenie ďalších pridaných mechanizmov, stať nevyhnutnou.
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4 Algoritmus KJ2RG v praxi
Pokúsme sa teraz demonštrovať snahu tretieho kroku algoritmu KJ2RG. Z typov riadených gramatík 
si zvolíme práve maticovú. To znamená, že budeme u vybraných slov jazyka sledovať postupnosť  
pravidiel a hľadať medzi nimi súvislosti. 
Taktiež  si  všimnime,  že  uvedená  BKG nie  je  jednoznačná,  čo  je  dobre  viditeľné  už  na 
derivačnom strome.  Pre našu demonštráciu to ale vôbec nevadí,  práve naopak,  v závere príkladu 
uvidíme, že pridané mechanizmi dokážu gramatickú nejednoznačnosť úplne eliminovať. 
V praxi sa najčastejšie používajú najľavejšie a najpravejšie derivácie, jedná sa o vec konvencie 
bez  újmy  na  obecnosti.  V  nasledujúcich  príkladoch  skúsme  uvažovať  derivácie  s  neklesajúcou 
postupnosťou pravidiel.
4.1 Hľadanie maticovej gramatiky 
Derivácie
S ⇒* abc [?]
S ⇒ A  B   [1] ⇒ aB [4] ⇒ abc [5]
generuje to isté ako
S ⇒ A  B   [1] ⇒ Abc [5] ⇒ abc [4]
S ⇒* aabbcc [?]
S ⇒ A  B   [1] ⇒ aAB [2] ⇒ aAbBc [3]
⇒ aabBc [4] ⇒ aabbcc [5]
S ⇒* aaabbbccc [?]
S ⇒ A  B   [1] ⇒ a  A  B [2] ⇒ aa  A  B [2]
⇒ aaAb  B  c  [3] ⇒ aaAbbBcc [3]
⇒ aaabbBcc [4] ⇒ aaabbbccc [5]
S ⇒* anbncn [?]
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  n = 1, S ⇒* abc [1203045]
n = 2, S ⇒* aabbcc [1213145]
n = 3, S ⇒* aaabbbccc [1223245]
n = k, S ⇒* akbkck  [12k-13k-145]
4.2 Odvodenie maticovej gramatiky
Vidíme, že každé slovo začína pravidlom 1, ktoré generuje 2 neterminály. Nasleduje 2k-1 s rôznou 
mocninou, preto pravidlo 1 bude v prvej matici m1 osamote. Pravidlo 2 bude teda prvým v druhej 
matici m2 a pokrýva 1 neterminál z prvej matice. Po 2k-1 nasleduje 3k-1, ktoré má rovnakú mocninu, 
to znamená, že by mohli byť párované spolu. Z prvej matice zostáva 1 neterminál nepokrytý, takže 
pravidlo 3 môže byť v druhej matici spolu s pravidlom 2 a tým sú pokryté oba neterminály z prvej 
matice, čo uzaviera druhú maticu. Druhá matica taktiež generuje 2 neterminály. Do tretej matice m3 
nasleduje 4 a pokrýva jeden neterminál z druhej matice. Nasleduje 5 s rovnakou mocninou a môže 
pokryť  druhý voľný neterminál  z druhej matice.  Tretia matica je uzavetá a negeneruje už žiadne 
ďalšie neterminály. Po 5 nenasleduje už žiadne ďalšie pravidlo, takže tretia matica je posledná.
M = {m1, m2, m3} = {1, 23, 45}
Obrázok [3] demonštruje derivačný strom generovaný hľadanou maticovou gramatikou H
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H = (G, M)
Našli  sme  hľadanú  maticovú  gramatiku  H pre  vstupný  kontextový  jazyk  L.  Simuláciou 
nového derivačného stromu generovaného touto gramatikou overíme jej správnosť. Musí platiť vzťah 
L(H) = L. 
4.3 Analýza výsledku aplikácie KJ2RG
Študujme  derivačný  strom našej  gramatiky  H podrobnejšie.  Skúsme  ho  porovnať  s  upraveným 
derivačným stromom,  výsledkom druhého kroku algoritmu,  ktorý sme si  vztýčili  ako referenčný. 
Vidíme, že medzi Y(H) a Y'(G) nemusí platiť vzťah rovnosti ako sme v (4) predpokladali, pretože 
Y(H) očividne tvorí len akúsi podmnožinu Y'(G). Skúsme teda vzťah zo (4) preformulovať. 
L(I)  ⊆ Y(I) ⊆ Y'(G)  ⊆ Y(G) [4']
A rovnako môžme zovšeobecniť aj hypotézu z (4.1).
Ak  množinu  všetkých  slov  generovaných  nejakou  BKG,  ktorej  terminálne  slová  tvoria 
nadmnožinu slov nejakého kontextového jazyka,  možno nejakou  riadenou gramatikou nad danou 
BKG redukovať na množinu slov, ktorej podmnožina terminálnych slov je s množinou slov tohto 
jazyka  totožná,  potom  táto  redukovaná  množina  tvorí  podmnožinu všetkých  slov  generovaných 
množinou riadených gramatík nad danou BKG, ktoré generujú daný kontextový jazyk. [4.1']
Skúsme  sa  nad touto  hypotézou zamyslieť  ešte  raz,  tentokrát  v  súvislosti  s  (5).  Jedným z 
možných  kritérií  by mohlo  byť  napr.  najmenší  počet  všetkých slov  generovaných kandidujúcimi 
riadenými gramatikami Ii. Čiže najmenšia podmnožina Y(Ii) ⊆ Y'(G) podľa (4').
Na  obrázku  (3) si  taktiež  všimnime,  že  v novom derivačnom strome  už neexistuje  žiadna 
nejednoznačnosť z (2). Jej eliminácia nebola dosiahnutá nijakým iným úsilím než vhodným návrhom 
bezkontextových  pravidiel  a  riadiacich  matíc.  Nie  je  to  síce  vlastnosťou  maticových  gramatík,  
napokon nie je zložité vhodnou konštrukciou pravidiel zostrojiť „jednoznačnú“ BKG, čo sa týka (2). 
Uznanie  ale  patrí  maticovým gramatikám za  oveľa  jednoduchší  a  čistejší  návrh  predovšetkým u 
zložitejších prípadov, ako napr. v našom príklade, kedy obyčajnou BKG nie je možné zaistiť (2), čo 
má za následok zelenú pre nežiadúce derivácie.
Rovnako bola zabezpečená aj požadovaná kontrola nad množinou aplikovateľných pravidiel 
(1), čo ale prirodzene  vychádza z povahy matíc maticových gramatík.  Opäť je avšak rozhodujúci 
dôraz pri konštrukcii matíc, nič nie je garantované implicitne.
16
5 MG versus BKG
Obe tieto vymoženosti  (1) a  (2) maticových gramatík, v porovnaní s klasickým prístupom u  BKG, 
môžme  demonštrovať  na  nasledujúcich  príkladných  deriváciach.  Aby  sme  boli  vôbec  schopní 
porovnať generovanú postupnosť slov klasickou BKG s odpovedajúcim generovaným slovom MG, 
budeme  vždy  uvažovať  celú  derivovanú  vetvu  generovanú  BKG postupnosťou  pravidiel 
odpovedajúcej  matice  oproti  derivačnému kroku generovaného  MG pravidlovým vektorom danej 
matice. 
5.1 Porovnanie MG a BKG
Vychádzajme  z  rozdielov  derivačných  stromov  z  nášho  príkladu.  Ako  je  to  s  tou  gramatickou 
nejednoznačnosťou? A ako s ňou súvisí podmnožina Y'(G) ?
Derivácie
S ⇒* aabbcc [?]
BKG:
S ⇒ A  B   [1] ⇒ aAB [2] ⇒ aAbBc [3]
⇒ aabBc [4] ⇒ aabbcc [5]
S ⇒ A  B   [1] ⇒ a  A  B [2] ⇒ aaB [4]
⇒ aab  B  c   [3] ⇒ aabbcc [5]
S ⇒ A  B   [1] ⇒ Ab  B  c  [3] ⇒ aAbBc [2]
⇒ aAbbcc [5] ⇒ aabbcc [4]
S ⇒ A  B   [1] ⇒ Ab  B  c  [3] ⇒ Abbcc [5]
⇒ aAbbcc [2] ⇒ aabbcc [4]
MG:
S ⇒ AB [1:1]
⇒ a  A  b  B  c  [2:23]
⇒ aabbcc [3:45]
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BKG:
S ⇒* aabbcc {[12345/12354],[12435],[13254/13245],[13524]} = 4+2
MG:
S ⇒* aabbcc [123] = 1
Všimnime  si  bližšie  najskôr  derivácie  u  BKG.  Vidíme,  že  hoci  uvedené  derivácie  sú  z 
podmnožiny Y'(G) , ktorej terminálmými slovami sú len slová vstupného jazyka, stále pretrváva istý 
nedeterminizmus. Je tomu tak ostatne kôli neexistencii riadiaceho mechanizmu u  BKG a faktu, že 
podmnožinu Y'(G)  môžme u BKG uvažovať len teoreticky, no i napriek tomu, ak je našim úsilím 
zostrojiť budúci riadiaci mechanizmus nad uvažovanou BKG, budeme si musieť najskôr zodpovedať 
niekoľko otázok. 
Za  predpokladu,  že  zavedením hľadaného budúceho mechanizmu,  a  tým i  budúca  riadená 
gramatika,  bude  môcť  a  musieť  generovať  i  terminálne  slovo  aabbcc z  nášho príkladu,  akou 
postupnosťou pravidiel k tomu dospeje? Ktorá z uvedených derivácií je tá „správna“ ak je len jedna? 
A je len jedna? A je vôbec nejaká z nich? 
Doterajšími úvahami sme sa dopracovali akurát k záveru, že novovzniknutá gramatika musí 
generovať jazyk totožný so vstupným jazykom, čo predstavuje najmenšiu možnú podmnožinu podľa 
(4').
Obrázok [4] demonštruje porovnanie pravidlových stromov MG H a BKG G pre uvedený 
príklad derivácie  slova  S ⇒* aabbcc
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5.2 Princíp maticových gramatík
Pozrime sa teraz ako sa so spomínaným nedeterminizmom vysporiadala  naša MG. Vychádzajme z 
derivačného stromu na obrázku (3) a uvedenej príkladnej derivácie. Ako prvé si môžme všimnúť, že 
uvedené generované terminálne slovo aabbcc generuje len jedna postupnosť pravidiel. Aj keď ide 
o  pozitívnu  vlastnosť  našej  riadenej  gramatiky,  nemusí  byť  vždy  garantovaná  implicitne.  
Pozoruhodná a rozhodujúca je predovšetkým množina  Y(H) ako podmnožina  Y'(G),  ktorá nám 
taktiež dáva odpovede na vyššie položene otázky. 
Porovnanie  pravidlových  stromov  BKG a  MG znázorňuje  obrázok  (4).  Na  ňom  si 
predovšetkým môžme všimnúť ako jednoducho sa dá vynúteným „zreťazením“ niekoľkých pravidiel  
za sebou zabezpečiť požadovaná derivácia, vlastnosť, ktorou disponujú MG.
Obrázok [5] demonštruje stratégiu aplikácie pravidlových vektorov matíc MG H pre uvedený 
prílad derivácie slova  S ⇒* aabbcc
Najdôležitejším rozdielom medzi  BKG a  MG sú  matice s vlastnou sémantikou. Skladajú sa 
síce  z  bezkontextových  pravidiel  nad  danou  BKG,  no  pravidlo u  MG nadobúda  nový  rozmer, 
doslovne. Hovoríme skôr o pravidlových vektoroch a zavádzame pre ne osobitné číslovanie (= nová 
samostatná množina pravidiel MG). 
Sémantika pravidlových vektorov matíc je nasledovná. Jednotlivé bezkontextové pravidlá sú 
aplikované  v  aktuálnej  vetnej  forme  v  poradí  v  akom sú  uvedené  v  maticiach.  Najskôr  sa  teda  
snažíme aplikovať prvé pravidlo aplikovanej matice a to na odpovedajúci neterminál z ľavej strany 
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prvého pravidla (najľavejší  neterminál  ak uvažujeme najľavejšiu  deriváciu). Chyba  nastáva ak sa 
tento neterminál v aktuálnej vetnej forme nevyskytuje a znamená to, že pravidlový vektor nemožno 
aplikovať celý. V opačnom prípade prebehne aplikácia prvého pravidla a analogicky postupujeme pri  
aplikácií ďaľších pravidiel v matici, pričom pravidlový vektor bude aplikovateľný, celý, len v prípade 
ak dokážeme úspešne aplikovať všetky jeho pravidlá. 
Celú túto  stratégiu dokumentuje obrázok  (5),  na ktorom si môžeme taktiež všimnúť  ako  sú 
pravidlá MG (= pravidlové vektory, matice) ponímané ako zoradené postupnosti pravidiel BKG. 
Napokon odpoveď na otázku, ktorá z viacerých kandidujúcich nejednoznačných derivácií slova 
v  BKG je  ekvivalentná  v  nejakej  RG (pre  nás  MG)  skúsme  hľadať  porovnaním  príkladnej 
fundamentálnej derivácie S ⇒* aabbcc v oboch gramatikách:
S ⇒ AB [1:1] S ⇒ A  B  [1]
⇒ aAB [2]
⇒ a  A  b  B  c   [2:23] ⇒ aAbBc [3]
⇒ aabBc [4]
⇒ aabbcc [3:45] ⇒ aabbcc [5]
v MG H v BKG G
A vidíme,  že  to  nutne  nemusí  byť  žiadna  z  nich.  Vlastnosť  pravidlových  vektorov  matíc  
zapuzdrovať  viaceré  bezkontextové  pravidlá  umožňuje  „preskakovať“  niektoré  medzideriváty  z 
množiny Y'(G) a tým ju aj efektívne redukovať na Y(H) podľa vzťahu (4').
Literatúra uvádza ešte jednu definíciu maticových gramatík, ktorá vychádza zo spoločnej báze BKG, 
čo je kľúčovou myšlienkou pri hľadaní ľubovolnej RG nad nejakou BKG.
Definícia:
MG je dvojica H = (G, M), kde: 16
G = (N, T, P, S) je BKG, [= BKG časť]
M je konečný jazyk nad P (M  ⊆ P*) [= MG časť]
Táto  definícia  bude  pre  nás  z  praktického hľadiska  v  ďaľších  kapitolách  zaoberajúcich  sa 
syntaktickou  analýzou  prínosnejšia,  pretože  vycháda  zo  základu  BKG,  ktorých  podmnožinu  LL 
gramatík dokážeme parsovať LL parsermi. Preto sa budeme snažiť založiť metódu parsovania MG na 
metóde parsovania  LL a prípadne upraviť túto známu metódu za účelom odladenia pre  potreby a 
vlastnosti MG za využitia doterajších analýz a teoretických poznatkov a záverov. 
16 Definícia podľa (Lit. 3)
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6 Návrh syntaktickej analýzy založenej na 
maticových gramatikách
Doposiaľ  sme  sa  v predošlých kapitolách zaoberali  teoretickými  poznatkami  a  analýzou rôznych 
aspektov bezkontextových a maticových gramatík. Hľadali sme predovšetkým ich spoločné  ako aj 
rozdielne vlastnosti, ktoré budeme chcieť využiť pre praktické účely, pri návrhu syntaktickej analýzy 
založenej na MG. 
Našim ďalším cieľom bude navrhnúť a zostrojiť syntaktickú analýzu založenú na MG, v snahe 
čo najviac zúročiť myšlienky a závery z predošlých kapitol. 
Budeme sa teda snažiť pri návrhu modelu syntaktickej analýzy založenej na MG vychádzať zo 
spoločných vlastností  BKG a  MG, najmä teda tých, čo sa týkajú syntaktickej analýzy založenej na 
LL gramatikách a pokúsime sa rozšíriť túto funkcionalitu na základe vedomostí o ich rozdielnych 
vlastnostiach. 
Ukážeme si do akej miery bude možné metódu parsovania LL zovšeobecniť a či takáto obecná 
metóda bude postačovať i na parsovanie maticových gramatík. K tomu bude samozrejme nutné si  
najskôr  osvojiť  problematiku  syntaktickej  analýzy  založenej  na  LL gramatikách  a  preto  sa  jej 
začneme venovať v nasledujúcej kapitole.
6.1 Syntaktická analýza založená na LL gramatikách
Úlohou  syntaktickej  analýzy  (ďalej  len  SA) je  k  vstupnej  postupnosti  tokenov  nájsť  výstupnú 
postupnosť  gramatických  pravidiel  vstupnej  gramatiky,  ktorej  iteratívnou  aplikáciou  na  vybraný 
neterminál  v  každej  derivovanej  vetnej  forme,  počínajúc počiatočným neterminálom gramatiky v 
prvej iterácií, generujeme onen vstupný reťazec. 
Syntaktické analyzátory sú teda nástroje, ktoré hľadajú odpoveď na otázku, či zadaný vstupný 
reťazec  patrí  do  jazyka  generovaného  vstupnou  gramatikou.  Teda  či  existuje  taká  postupnosť 
pravidiel, ktorá onen reťazac vygeneruje, pričom výsledkom je táto postupnosť pravidiel v prípade 
úspechu, t.j. ak áno, alebo neúspech ak nie. [6]
Definíciu  LL gramatík  uvádza  úvodna  kapitola.  Tá  vraví,  že  LL gramatiky  tvoria  istú 
podmnožinu  BKG,  ktorá  je  predovšetkým  významná  prakticky,  to  znamená  v  súvislosti  so 
syntaktickou  analýzou.  Skutočnosť,  že  nejaký  model  syntaktickej  analýzy  vyžaduje  od  vstupnej 
gramatiky dodržiavanie istých pravidiel, čím si vopred vyhradzuje len istú podmnožinu prijateľných 
vstupných gramatík, súvisí priamo s princípom metódy analýzy vstupného reťazca onoho modelu SA. 
To znamená, že SA založená na LL gramatikách predpokladá na vstupe LL gramatiku z toho 
dôvodu, že v procese  analýzy využíva také techniky,  ktoré zaručene možno aplikovať len na  LL 
gramatiky.  Aj preto napríklad nedokážeme  LL syntaktickým analyzátorom analyzovať postupnosť 
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tokenov  generovanú  klasickou  BKG,  ktorá  nie  je  zároveň  zaviazaná  pravidlám  LL gramatík. 
Obdobne  syntaktické  analyzátory  LR (z  Angl.  Left-to-right  [parsing],  Rightmost [derivation]  – 
analýza vstupného  reťazca  zľava-doprava,  generujúc  najpravejšiu  deriváciu) fungujúce  na  inom 
princípe vyžadujú taktiež dodržiavanie špecifických pravidiel pre správny priebeh svojej  metódy SA 
a triedu takto zaviazaných gramatík nazývame  LR gramatiky.  Pre zaujímavosť možno doplniť, že 
trieda LR gramatík tvorí nadmnožinu gramatík LL, pričom je ale stále ostrou podmnožinou BKG. 
BKG  ⊂  LR gramatiky  ⊂  LL gramatiky
Obrázok [7] znázorňuje hierarchiu bezkontextových gramatík z hľadiska 
aplikovateľnosti niektorých známych metód SA
Podľa definície LL gramatík ide o také BKG, ktorých gramatické pravidlá s rovnakou ľavou 
stranou možno vždy jednoznačne určiť na aplikáciu na onen spoločný neterminál v aktuálnej vetnej 
forme v procese analýzy vstupného reťazca metódou prediktívnej SA. 
Týmto modelom syntaktickej analýzy LL gramatík sa budeme zaoberať v ďalších kapitolách. 
Pred tým je avšak potrebné ešte uviesť, že určovanie onoho pravidla v procese analýzy, či už 
kolidujúcich alebo unikátnych pravidiel  (v zmysle  ľavých strán) prebieha na základe dopredného 
očakávania, predikcie (preto prediktívna metóda), nasledujúcich tokenov vstupného reťazca. 
Podľa  toho  minimálne  koľko  tokenov  je  takto  nutné  zohľadniť,  rozlišujeme  stupeň  LL 
gramatík.  LL(n) znamená,  že  gramatika  obsahuje  kolidujúce  pravidlá,  na  ktorých  jednoznačné 
určenie je potrebné zohľadniť n nasledujúcich tokenov vstupného reťazca.
Pre naše účely postačí  ak sa obmedzíme na  LL(1) gramatiky,  teda také  LL gramatiky,  pri 
analýze ktorých bude potrebné čítať vždy nanajvýš (a teda práve) jeden (= ďalší) nasledujúci token 
vstupného reťazca.
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LL1
LL2
LL3
LR1
LR2
LR3
BKG1
BKG2
BKG3
6.1.1 Prediktívna syntaktická analýza
Model prediktívnej syntaktickej analýzy 17
     Ľavý rozbor
(angl. Leftmost derivation) postupnosť pravidiel, ktorá je 
použitá v najľavejšej derivácií pre vstupný reťazec
Obrázok [8] zobrazuje model tabuľkovej (nerekurzívnej) prediktívnej syntaktickej analýzy 
skladajúci  sa zo 4 hlavných funkčne odlišných komponent:
Syntaktický analyzátor - predstavuje jadro modelu, tvoria ho predovšetkým riadiace 
algoritmy zabezpečujúce komunikáciu s ostatnými komponentami
LL-tabuľka - reprezentácia vstupnej gramatiky 
Zásobník - implementácia pamäte pre syntaktický analyzátor, v podstate časť zásobníkového 
automatu
Vstupný reťazec - postupnosť tokenov reprezentujúca analyzované slovo
Z  implementačného  hľadiska  môžeme  vnímať zásobník  a  vstupný  reťazec  ako  jednoduché 
homogénne dátové štruktúry slúžiace výhradne na uskladnenie vstupných, resp. pomocných dát,  a 
preto nie je nutné venovať im väčšiu pozornosť. Tú si naopak ale vyžaduje LL-tabuľka, ktorá možno 
predstavuje  sice  taktiež  len  jednoduchú  tabuľkovú  štruktúru,  no  rozhodujúca  a  predovšetkým 
analyticky významná bude pre nás jej  konštrukcia,  a samotný syntaktický analyzátor  ztelesnujúci 
hlavnú procedúru SA.
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Syntaktický 
analyzátor
LL tabuľka
a1 a2 ... ai ... an $
y
X
.
.
.
$
Zásobník
Vstupný reťazec 
Princíp uvedeného modelu prediktívnej syntaktickej analýzy sa dá slovne popísať nasledovne. 
K niektorým tokenom vstupného reťazca  hľadáme  pravidlá  vstupnej  gramatiky,  aplikáciou 
ktorých  sa snažíme reprodukovať deriváciu vstupného reťazca. 
Ak sa nám to podarí, našli sme túto postupnosť gramatických pravidiel a znamená to úspech 
SA pre tento reťazec. V opačnom prípade, ak nedokážeme nijakou postupnosťou pravidiel generovať 
ekvivalentný vstupný reťazec, hovoríme o nesprávnej syntaxi vstupnej postupnosti tokenov, teda že 
vstupný reťazec nepatrí do jazyka generovaného vstupnou gramatikou podľa (6). 
Podľa toho ku ktorým tokenom hľadáme odpovedajúce gramatické pravidlá rozlišujeme 2 typy 
akcií v akčnej časti SA - expanziu a porovnávanie. Základná myšlienka je veľmi jednoduchá, najskôr 
sa usilujeme aplikovať pravidlo do ďalšej derivácie [expanzia], a potom v tejto derivácií kontrolujeme 
totožnosť neterminálov na odpovedajúcich pozíciach so vstupným reťazcom [porovnávanie]. 
Z tejto stratégie vyplýva, že počet porovnávacích akcií musí pri úspešnej SA reťazca súhlasiť s 
počtom tokenov reťazca. Naopak počet  expanzií závisí od kombinácie tvaru gramatických pravidiel 
vstupnej gramatiky a vstupného reťazca.
Výber akčnej časti  závisí od typu gramatického symbolu(neterminál/terminál) na aktuálnom 
vrchole zásobníku. Ak je to neterminál vstupnej gramatiky, nasledujúcou akciou bude expanzia, ak je 
to terminál, nasleduje porovnávanie. 
Spomenutý zásobník plní funkciu stavovej pamäte pre syntaktický analyzátor, ktorý v každom 
kroku analýzy odzrkadľuje aktuálny stav derivácie. To znamená,  že výsledkom každej  expanzie - 
aplikácie  určeného  pravidla  na  aktuálny  najľavejší  neterminál(=  vrchol  zásobníku) je  generácia 
nového kroku derivácie, ktorá prebieha zamenením vrcholu zásobníku za pravú stranu aplikovaného 
pravidla. Uložením týchto terminálov,  resp.  neterminálov, na zásobník je vskutku zabezpečená oná 
požadovaná kontrola súladu nad deriváciou reprodukovaného vstupného reťazca formou predikcie, 
čiže porovnávaním budúcej očakávanej derivácie so vstupným reťazcom v ďalších krokoch analýzy.
Akčné časti jednotlivých krokov SA vstupného reťazca prebiehajú nasledovne. 
Ak  je  práve  určenou  akciou  porovnávanie,  kontrolujeme  totožnosť  aktuálneho  vstupného 
symbolu  s  aktuálnym  terminálom  na  vrchole  zásobníku.  V  prípade  zhodnosti  odstránime  tento 
terminál  zo  zásobníka,  posunieme  sa  na  ďalší  vytupný  symbol  a  prejdeme  do  ďalšieho  kroku 
analýzy18. V opačnom prípade dochádza k syntaktickej chybe - neočakávaný vstupný symbol.
Ak  je  určenou  akciou  expanzia,  hľadáme  najskôr  gramatické  pravidlo,  ktoré  použiť  na 
aplikáciu  na  aktuálny  neterminál  na  vrchole  zásobniku.  Na  tento  účel  slúži  LL-tabuľka,  ktorá 
uchováva všetky prijateľné kombinácie aktuálneho symbolu na zásobníku a aktuálneho vstupného 
symbolu  a  k  nim  určuje  odpovedajúce  gramatické  pravidlá  vstupnej  gramatiky,  ktoré  majú  byť 
použité na ďalšiu deriváciu. Hľadané pravidlo napokon aplikujeme zamenením tohto neterminálu na 
vrchole zásobníku za prevrátenú19 pravú stranu hľadaného pravidla a prejdeme do ďalšieho kroku 
SA. Pozícia aktuálneho vstupného symbolu sa v pri tejto akcii nemení.
LL-tabuľka využívaná  v  tejto  časti  SA predstavuje  klúčovú  komponentu  tohto  modelu 
syntaktickej  analýzy,  a  to  z  dôvodu  funkčnej  závislosti  od  vstupnej  LL gramatiky.  Ostatné 
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komponenty  modelu,  vrátane  samotného  riadiaceho algoritmu  SA,  pracujú  nezávisle  od  vstupnej 
gramatiky.  A  preto  pri  návrhu  modelu  syntaktickej  analýzy  založenej  na  MG,  vychádzajúc  z 
prediktívnej syntaktickej analýzy založenej na LL BKG, budeme musieť túto gramatickú odlišnosť 
zohľadniť a prispôsobiť vlastnostiam  MG.  Teda navrhnúť upravenú  LL-tabuľku pre vstupnú  MG 
(resp. LL BKG pod ňou s maticami), zvyšné komponenty modely preberáme zachované. 
Samotnou LL-tabuľkou, predovšetkým jej konštrukciou, sa pre lepšie priblíženie budeme ďalej 
zaoberať v nasledujúcej kapitole.
17 Model prevzatý od (Lit. 1)
18 Dôležitá  poznámka  o  úspešnom  ukončení  SA,  poslednou  akciou  v  poslednom  kroku  musí  prebehnúť 
porovnanie konca vstupného reťazca s prázdnym obsahom zásobníka(v praxi sa na tento účel používa špeciálny 
terminál  dolár  [$],  ktorý značí  „zakončovač“,  a  ten  sa  pridáva  na  koniec  vstupného  reťazca  a  na  spodok 
zásobníka).  Jedinú  správnu  finálnu  kombináciu  vstupného  reťazca  a  obsahu  zásobníku  úspešnej analýzy 
vstupného reťazca teda predstavuje [$ = $].
19 Pravá  strana  pravidla  sa  ukladá  na  zásobník  v  opačnom  poradí  z  dôvodu  LIFO  povahy  zásobníkovej 
štruktúry.
6.1.2 Konštrukcia LL-tabuľky
Ako  bolo  uvedené  v  predchádzajúcich  kapitolách,  LL-tabuľka  predstavuje  istú  vnútornú 
reprezentáciu vstupnej gramatiky. To znamená, a ako aj dokumentuje Meduna v (Lit. 1), že existujú 
algoritmy, ktoré popisujú prevod LL gramatík na ekvivalentné LL-tabuľky. 
Táto  tabuľková  forma  LL gramatík  nadobúda  osobitný  význam  pri  SA,  počas  analýzy 
vstupného reťazca, kedy jadru syntaktického analyzátora, riadiacemu algoritmu, sprostredkúva gro 
vstupnej gramatiky - informácie aké nasledujúce gramatické pravidlo za aktuálnych okolností použiť 
na ďalšiu deriváciu. Týmito okolnosťami rozumieme stav aktuálnej derivácie (= obsah zásobníku) a 
aktuálny vstupný symbol  (= nasledujúci  token). Z tohto dôvodu sa  v praxi  na reprezentáciu  LL 
gramatík  používa  tabuľková  štruktúra,  ktorá  k  tejto  dvojici  kľúčov  využíva  riadky  a  stĺpce  a 
odpovedajúce hodnoty (= indexy gramatických pravidiel) ukladá do odpovedajúcich buniek tabuľky. 
Skúsme sa teraz zamyslieť  nad konštrukciou takejto  LL-tabuľky pre nejakú  LL gramatiku. 
Literatúra uvádza, že na túto úlohu sa v praxi využívajú najskôr isté množiny, ktorých konštrukcia  
predchádza konštrukcii samotnej tabuľky, a tá sa podľa nich zostavuje nazáver. Jedná sa vskutku o  
gramatické  transformácie  nad  vstupnou  gramatikou  (t.z.  na  vstupe  LL gramatika  a  jednotlivé 
množiny  na  výstupe) vyhodnocované  algoritmicky.  Matematický  podklad  prezentovaný  v  ďalšej 
kapitole ale presnejšie vystihuje myšlienky týchto množín. 
Myšlienka
Prečo pomocné množiny? 
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Je to jeden z možných pohľadov do zákulisia  LL-tabuľky, ktorá ako už vieme, určuje ktoré 
pravidlo má byť kedy použité v rámci expanzie. 
Aplikáciou každého pravidla chceme ako prvý generovať, pochopiteľne, onen aktuálny vstupný 
symbol  (=  terminál). To  docielime  aplikáciou  len  takých  pravidiel,  ktoré  tento  terminál  môžu 
akokoľvek ako prvý v najľavejšej derivácií vygenerovať  (a naviac samozrejme ktorých ľavá strana 
súhlasí  s  aktuálnym  neterminálom na  zásobníku).  Z  pohľadu  gramatických  pravidiel  sa  jedná  o 
množinu  všetkých,  akokoľvek  najľavejšie  vygenerovateľných  terminálov.  Nazvime  túto množinu 
Predict(pi) (napokon sa jedná o množinu očakávaných, predpovedaných terminálov), pi značí index 
pravidla.
Skúmajme teraz tieto množiny  Predict pre všetky pravidlá vstupnej  gramatiky bližšie.  Ako 
efektívne popísať množinu najľavejšie vygenerovateľných terminálov? 
Intuitívne uvažujme množinu terminálov, ktoré môžu byť generované jednotlivými pravidlami 
ako prvé.  V prípade prvých neterminálov  uvažujme  množinu prvých terminálov  derivovateľných 
týmito neterminálmi. Narazili sme na odkaz jednej množiny na druhú, čo sa môže stať i opakovane.  
Preto musíme uvažovať rekurzívne zanorovanie sa, pričom chceme predísť nekonečnej rekurzii. Z  
totho dôvodu konštruujeme množiny na základe rozdielov,  čiže  len dokým je čo  meniť  (jeden z 
možných postupov). 
Zohladnili sme prvé terminály i neterminály, situácia sa avšak náhle komplikuje i zohľadnením 
ε-pravidiel,  odkazom jednej  množiny  na  druhú cez  prvý  neterminál,  ktorý  aplikáciou  ε-pravidla 
možno  prípadne  úplne „preskočiť“,  odhaľujeme  celú komplexnú  problematiku  hľadania  všetkých 
najľavejšie  vygenerovateľných  terminálov  pravidiel  LL gramatík  s  ε-pravidlami.  Vidíme,  že 
konštrukcia  množín  Predict nie  je  vôbec  taká  zjavná  ako sa  mohla  zdať  na  prvý  pohľad.  Preto 
prezentujeme i pomocné množiny Empty, First a Follow.
6.1.2.1 Množiny First
Definícia
First(x) je množina všetkých terminálov, ktorými môže začínať vetná forma derivovateľná z 
x.20
Axióm
Množina First prázdného reťazca je prázdná.
First(ε) = ∅
Množina First terminálu obsahuje tento samotný terminál.
x  ∈ T: First(x) = x 
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Množina  First neterminálu  obsahuje  terminály,  ktoré  tento  neterminál  akokoľvek  
najľavejšie generuje.
x  ∈N: First(x) = { a: x ⇒* ay, a ∈ T, y ∈ (N  ∪ T)* }
Množina  First nejakej neprázdnej postupnosti  terminálov a neterminálov sa vyhodnocuje  
nasledovne:
x  ∈ (N  ∪ T)+: First(x) = First(X1X2...Xn) 
Pseudokód
First(X1X2...Xn) := First(X1);
for (i := 1; i <= n && Empty(Xi) = {ε}, i++) First(X1X2...Xn) += First(Xi+1);
6.1.2.2 Množiny Empty
Definícia
Empty(x) je množina obsahujúca jediný prvok ε v prípade ak x deriveuje ε. Inak je množina
Empty(x) prázdna. 21
Axióm
Množina Empty prázdného reťazca je prázdny reťazec.
Empty(ε) = {ε}
Množina Empty terminálu je prázdná.
x  ∈ T: Empty(x) = ∅
Množina  Empty  neterminálu  obsahuje  prázdný  reťazec  pokiaľ  tento  neterminál  môže  
nejakým spôsobom generovať prázdny reťazec, inak je prázdna.
x  ∈N: 
x ⇒* ε : Empty(x) = ε
Inak : Empty(x) = ∅
Množina Empty nejakej neprázdnej postupnosti terminálov a neterminálov sa vyhodnocuje  
nasledovne:
x  ∈ (N  ∪ T)+: Empty(x) = Empty(X1X2...Xn) 
Pseudokód
if (Empty(Xi) = {ε}) for (i in 1..n) then Empty(X1X2...Xn) = {ε};
else Empty(X1X2...Xn) = ∅;
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6.1.2.3 Množiny Follow
Definícia
Follow(A) je množina všetkých terminálov,  ktoré sa môžu vyskytovať vpravo od  A vo  
vetnej forme. 22
Množiny Follow uvažujeme podľa definície len pre neterminály.
A  ∈N: Follow(A) = 
= { a: a ∈ T, S ⇒* xAay, x,y ∈ (N  ∪ T)* } ∪ { $: S ⇒* xA, x ∈ (N  ∪ T)*}
6.1.2.4 Množiny Predict
Definícia
Predict(pi) je  množina  všetkých  terminálov,  ktoré  môžu  byť  aktuálne  najľavejšie  
vygenerované aplikáciou pravidla pi v ľubovolnej vetnej forme. 23
Pre bezkontextové pravidlá uvažujeme množiny Predict nasledovne:
pi = A → x ∈ P, A  ∈N, x  ∈ (N  ∪ T)*:
Ak celá  pravá  strana  aplikovaného pravidla  môže  nejakým spôsobom generovať  
prázdný reťazec, potom okrem množiny First tejto pravej strany musíme uvažovať aj 
množinu Follow neterminálu ľavej strany pravidla.
Empty(x) = {ε}: Predict(pi) = First(x) ∪ Follow(A)
Ak pravá strana aplikovaného pravidla nemôže  nijak generovať prázdný reťazec,  
stačí uvažovať len množinu First tejto pravej strany.
Empty(x) = ∅: Predict(pi) = First(x)
20, 21, 22, 23 Definície podľa (Lit. 1)
Návrh riešenia
Pokúsme sa odvodiť množiny Predict pre pravidlové vektory maticových gramatík:
 pi = mi = (pi1 , …, pik(i) ) ∈ M, k(i) ≥ 1, 1 ≤ i ≤ n, pij = A → x ∈ P:
Predict(pi) = ?
Skúsme sa zamyslieť nad podstatou množín Predict podľa definície. Ide o všetky najľavajšie 
vygenerovateľné terminály aplikáciou jednotlivých bezkontextových pravidiel.  Tie sú v maticiach 
usporiadané  bezprostredne  za  sebou  a  pri  ich  aplikácií  podľa  sémantiky  pravidlových  vektorov 
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hľadajú najľavejšie neterminály (najbližšie k vrcholu zásobníku) ľavých strán, na ktoré sa následne 
aplikujú. To ale znamená, že sa tieto neterminály môžu vyskytovať na zásobníku na ľubovolných  
pozíciach, alebo dokonca vôbec (v prípade syntaktickej chyby - matica nie je aplikovateľná celá). 
Jedinú istotu výskytu aj pozície  (aktuálny vrchol  na  zásobníku) nám zaručuje len neterminál ľavej 
strany prvého pravidla pi1 matice mi (a prvé pravidlo je taktiež ako jediné povinné podľa definície 
neprázdných matíc). 
Skúsme teda uvažovať množinu Predict(pi1) prvého pravidla matice pi1. 
Zvyšné  BKG pravidlá matice  (ak nejaké sú) musia v prípade úspechu syntaktickej analýzy 
vstupného reťazca povinne nájsť odpovedajúci neterminál ľavej strany niekde na zásobníku. Problém 
je  ale  v  tom,  že  množina  Predict(pi1) prvého  pravidla  matice  obsahuje  podľa  definície  všetky 
najľavejšie vygenerovateľné terminály, čiže matica mi je k aplikácií určená za aktuálnej kombinácie 
neterminálu ľavej strany prvého pravidla  pi1 a ľubovolného terminálu množiny  Predict(pi1)  tohto 
pravidla.  Aplikáciou  tejto  matice  mi naoplátku  docielime  najľavejšie  vygenerovanie  onoho 
očakávaného terminálu v ďalšej derivácií vďaka aplikácií prvého pravidla matice ako prvého. Z toho 
vyplýva, že ak by množina  Predict(mi) celej matice  mi obsahovala nejaký iný terminál, ktorý do 
množiny  Predict(pi1) prvého pravidla  pi1 matice  mi nepatrí, mohla by nastať situácia, kedy by si 
práve tento terminál za aktuálnej kombinácie, ako vstupný symbol, vynútil aplikáciu onej matice mi, 
ktorá  by  ale  tento  terminál  ako  najľavejší  vygenerovať  nemohla,  a  tým  by  došlo  k  nelogickej 
syntaktickej chybe. Z toho dôvodu nesmie množina Predict(mi) celej matice  mi obsahovať žiaden 
iný terminál  nepatriaci  zároveň do  množiny  Predict(pi1) prvého pravidla  pi1,  a  tým sú množiny 
Predict matíc kompletné.
Predict(mi) = Predict(pi1) [5]
Množina  Predict(mi) pravidlového  vektoru  MG  matice  mi je  ekvivalentná  množine  
Predict(pi1) prvého BKG pravidla v tejto matici.
6.1.2.5 Finálna konštrukcia obecnej LL-tabuľky 
Po úspešnom zostrojení  množín  Predict pre  gramatické  pravidlá  vstupnej  gramatiky  nám už  nič 
nebráni v skonštruovaní samotnej  LL-tabuľky. Tuna je dôležité si uvedomiť, že onen typ vstupnej 
gramatiky (BKG alebo MG) v tomto momente už vôbec nie je podstatný. Kedže sme úspešne našli 
spôsob  ako  prispôsobiť  i  maticové  gramatiky  pravidlám  konštrukcie  množín  Predict,  bude  aj 
výsledná LL-tabuľka odzrkadľovať gramatickú štrukutúru nezávisle od zadanej gramatiky. 
V  prípade  maticových  gramatík  budeme  hovoriť  o  určovaní  nasledujúceho  pravidlového 
vektoru, čiže celej matice, pre aktuálne kombinácie neterminálu na vrchole zásobníku (= neterminál 
ľavej strany prvého pravidla matice) a vstupného symbolu. 
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Štruktúra  obecnej  LL-tabuľky je  veľmi  jednoduchá.  Riadky  reprezentujú  prvé  kľúče 
výslednej kombinácie (= aktuálne symboly na vrchole zásobníku) a stĺpce reprezentujú druhé kľúče 
kombinácie (= aktuálne vstupné symboly). 
Hodnoty  týchto  kombinácií  zadávaných  kľúčov  (=  odpovedajúce  určované  gramatické  pravidlá 
vstupnej gramatiky) ukladáme do odpovedajúcich buniek tabuľky podľa nasledovnej logiky:
BKG:
α(A, a) = pi : A → x ∈ P Ak  a   ∈ Predict(pi); 
inak je α(A, a) prázdné. 24
MG:
α(A, a) = mi : { pi1: A → x, ... , pik(i) } ∈ M Ak a   ∈ Predict(mi); 
inak je α(A, a) prázdné.
A tým je konštrukcia LL-tabuľky hotová. 
Pozastavme  sa  ešte  pri tejto  logike  vyplňovania  buniek  tabuľky.  Je  zrejmé,  že  k  jednej 
kombinácií α(A, a) musí odpovedať práve jedna hotnoda, jedno gramatické pravidlo pi, resp. mi. 
Inak dochádza ku kolízií, čo znamená, že vstupná gramatika nie je  LL gramatikou (v našom 
prípade  LL(1)).  V  procese  SA by  to  znamenalo,  že  nedokážeme  jednoznačne  určiť  nasledujúce 
pravidlo  do  ďalšej  derivácie,  čiže  nedokážeme  rozhodnúť  problém  členstva  v  rámci  uvedenej 
gramatiky. 
Jedná  sa  o  takto  vyhradenú  množinu  analyzovateľných  vstupných  gramatík  povahou 
prediktívnej  metódy syntaktickej  analýzy,  ktorú nazývame množinou  LL gramatík.  Napokon toto 
obmedzenie možno vyjadriť nasledovným slovným popisom:
LL gramatiky  sú  také  BKG,  ku  ktorých  gramatickým  pravidlám  s  rovnakou  ľavou  stranou 
(= spoločný neterminál ľavej strany) možno zostrojiť disjunktné množiny Predict. [6]
24 Definícia podľa (Lit. 1)
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          LL-tabuľka:
α ... a ...
...
A α(A, a)
...
α(A, a) = ?
6.1.3 Nerekurzívny prediktívny algoritmus SA
Pseudokód
ParseResult LL_Predictive::Parse(inputTokens)
{
LL_Predictive::stack.push($);
LL_Predictive::stack.push(S);
a := inputTokens.next;
until (SUCCESS or FAILURE)
{
X := LL_Predictive::stack.pop;
switch (X)
{
case ( X = $):
{
if (a = $) SUCCESS;
else FAILURE;
}
case  (X ∈ T): /* COMPARISON */
{
if ( X = a) a := inputTokens.next;
else FAILURE;
}
case  (X ∈ N): /* EXPANSION */
{
if (r: X → x ∈ LL_Predictive::table[X, a])
{
LL_Predictive::stack.push(Reversal(x));
SemanticAction(r, a);
}
else FAILURE;
}
}
}
}
/* koniec ParseResult LL_Predictive::Parse(inputTokens) */
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6.2 Príklad SA pre BKG
Zásobník Vstup Pravidlo Derivácia
$S    aabbcc$   1: S → AB S      ⇒ A  B  
$BA    aabbcc$   3: A → aA      ⇒   a  A  B
$BAa    aabbcc$
$BA    abbcc$   3: A → aA      ⇒   aa  A  B
$BAa    abbcc$
$BA    bbcc$   4: A → ε      ⇒   aaB
$B    bbcc$   5: B → bBc      ⇒   aab  B  c  
$cBb    bbcc$
$cB    bcc$   5: B → bBc      ⇒   aabb  B  c  c
$ccBb    bcc$
$ccB    cc$   6: B → ε      ⇒   aabbcc
$cc    cc$
$c    c$
$    $
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LL Tabuľka:
a b c $
S 1 2
A 3 4
B 5 6
Pravidlá:
1: S → AB
2: S → ε
3: A → aA
4: A → ε
5: B → bBc
6: B → ε
Úspech
Ľavý rozbor: 1334556
Vstupný reťazec: aabbcc$
6.3 Príklad SA pre MG
Zásobník Vstup Pravidlo Derivácia
$S    aabbcc$   1: {1: S → AB} S      ⇒ AB
$BA    aabbcc$   3: {3: A → aA, 5: B → bBc}      ⇒   a  A  b  B  c  
$cBbAa    aabbcc$
$cBbA    abbcc$   3: {3: A → aA, 5: B → bBc}      ⇒   aa  A  bb  B  c  c
$ccBbbAa    abbcc$
$ccBbbA    bbcc$   4: {4: A → ε, 6: B → ε}      ⇒   aabbcc
$ccbb    bbcc$
$ccb    bcc$
$cc    cc$
$c    c$
$    $
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LL Tabuľka:
a b c $
S 1 2
A 3 4
B
Pravidlá:
1: S → AB
2: S → ε
3: A → aA
4: A → ε
5: B → bBc
6: B → ε
Úspech
Ľavý rozbor: 1334
Vstupný reťazec: aabbcc$
Matice:
    1: {1}
    2: {2}
    3: {3,5}
    4: {4,6}
7 Popis implementácie
V tejto  kapitole  sa  budeme  venovať  popisu  vlastnej  implementácie  modelu  syntaktickej  analýzy 
založenej na maticových gramatikách  (SA LL-MG)  navrhovaného v predošlej kapitole.  V nej sme 
dospeli  k  záveru,  že  ak  chceme  vychádzať  z  modelu  syntaktickej  analýzy  založenej  na  LL 
gramatikách  (SA LL-BKG), musíme  k  vstupnej  gramatike  zostrojiť  odpovedajúcu  LL-tabuľku. 
Literatúra uvádza algoritmy, ako takúto ekvivalentnú tabuľku zostrojiť k nejakej LL-BKG gramatike. 
My sme si predviedli modifikáciu (5) ako možno túto tabuľku zostrojiť k vstupnej LL-MG. Samotný 
prediktívny  algoritmus  analýzy  vstupného  reťazca  napokon  pracuje  nezávisle  od  typu  vstupnej 
gramatiky, preto nie je potrebné túto gramatickú typovosť pri implementácií zohľadnovať. 
Existuje určite viacero prístupov ako možno uvedené vzťahy implementovať v rámci SA LL-
MG. Skúsme ale ako i doposiaľ v teoretickej časti a aj pri návrhu SA LL-MG pokračovať v stratégií 
vychádzania zo spoločného základu a hľadania popisu rozdielnych vlastností, na čo pri implementácií  
môžme využiť techniku polymorfizmu. Tým naviac dosiahneme v rámci jedného modelu syntaktickej 
analýzy zdielanú rozšírenú funkcionalitu s rospoznávaním adekvátneho správania na základe typu 
vstupnej gramatiky.
Výsledná aplikácia  bola implementovaná v jazyku C#. Tento jazyk som si zvolil najmä kôli 
jednoduchosti použitia a vlastnosti  user-friendly vývojového prostredia Visual C# 2008. Aj keď sa 
napokon jedná o konzolovú aplikáciu, na ktorej implementáciu mohol byť použitý i postačujúci jazyk 
C/C++,  využil  som  niektoré  špecifické  jazykové  konštrukcie  jazyka  C# (najmä  inicializácia 
zoznamov) v rámci testingu a vo vývojovej fáze. 
7.1 Činnosť aplikácie
Aplikácia očakáva 1 vstupný argument - názov a cestu k súboru inputFile so vstupnou gramatikou i 
vstupným  reťazcom  inputGrammar  + inputString.  Popis  štruktúry  tohto  vstupného  súboru  sa 
nachádza v prílohe (na CD). 
Lexikálnou  analýzou  tohto  vstupného  bodu  programu  sa  zaoberá  zdrojový  súbor 
LexicalAnalzyer.cs.  Okrem  hlavnej  metódy  Scan(inputFile) obsahuje  aj  špecifikáciu  gramatiky 
GInputGrammar,  ktorá  generuje  onen  jazyk  GInputLanguage na  popis  vstupnej  gramatiky  a 
vstupného reťazca. 
Metóda Scan(inputFile) spracúva lexémy zadaného vstupného súboru a z nich vytvára tokeny 
GinputToken jazyka  GInputLanguage.  Jej výsledkom je napokon postupnosť týchto tokenov takto 
reprezentujúca vstupnú gramatiku a vstupný reťazec.
Prvým,  pomocným,  prechodom implementovaného modelu syntaktickej  analýzy sa najskôr 
kontroluje  gramatická  správnosť  vstupnej  gramatiky  a  vstupného  reťazca  podľa  pravidiel 
GInputGrammar, teda [GInputGrammar.Parse(inputGrammar + inputString)]. Po úspešnej kontrole 
syntaxe  sa  následne  konštruuje  formálny  popis  vstupnej  gramatiky  inputGrammar a  vstupného 
reťazca  inputString pomocou  sémantických  akcií  špecifikovaných  sémantikou  jazyka 
GInputLanguage.  Tento  formálny  popis  už  taktiež  dodržuje  gramatické  pravidlá  jazyka 
implementácie  C#,  čo  mu  umožňuje  očakávanú reprezentáciu  v  aplikácií.  Vstupná  gramatika 
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inputGrammar sa takto stáva využiteľnou pre podklad implementovanej metódy syntaktickej analýzy 
a  vstupný reťazec  inputString sa  stáva  odpovedajúcou postupnosťou tokenov vstupnej  gramatiky 
inputGrammar pripravenou na finálnu analýzu. 
V druhom,  vlastnom, prechode napokon prebieha  výsledná syntaktická analýza vstupného 
reťazca inputString, čiže rozhodnutie členstva vstupného reťazca do jazyka generovaného vstupnou 
gramatikou inputGrammar, teda [inputGrammar.Parse(inputString)].
7.2 Popis funkčného jadra modelu 
Jadro  implementovaného modelu  SA LL-MG tvorí nasledovná organizácia zdrojových súborov  a 
tried:
Zdrojový súbor Definícia tried
Grammar.cs Rule<TokenType>, 
CFGRule<TokenType>, 
Grammar<TokenType>, 
ConrextFreeGrammar<TokenType>, 
MatrixGrammar<TokenType>
SyntaxAnalyzer.cs LLSyntaxAnalyzer<TokenType>
PredictiveParser.cs PredictiveParser<TokenType>
Definícia spoločného rozhrania 
TokenType – spoločný parameter generických typov, reprezentuje typ tokenov vstupnej gramatiky.
Reprezentácia gramatických pravidiel 
Rule<TokenType> - bázová abstraktná trieda na formálny popis gramatických pravidiel.
CFGRule<TokenType> - trieda reprezentujúca bezkontextové pravidlá, potomok Rule<TokenType>.
Reprezentácia vstupných gramatík 
Grammar<TokenType> - bázová abstraktná trieda na popis formálnych gramatík, na všeobecný popis 
gramatických pravidiel využíva Rule<TokenType>.
ConrextFreeGrammar<TokenType> -  trieda reprezentujúca bezkontextové gramatiky, špecifikuje popis 
BKG pomocou Grammar<TokenType>.
MatrixGrammar<TokenType>  -  trieda  reprezentujúca  maticové  gramatiky,  špecifikuje  popis  MG 
pomocou ConrextFreeGrammar<TokenType>.
Model syntaktickej analýzy 
LLSyntaxAnalyzer<TokenType>  -  bázová  trieda  obecnej  syntaktickej  analýzy  LL  pre 
ConrextFreeGrammar<TokenType> a jej potomkov (MatrixGrammar<TokenType>).
PredictiveParser<TokenType>  -  model  prediktívnej  syntaktickej  analýzy  postavený  na 
LLSyntaxAnalyzer<TokenType>.
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7.2.1 Špecifikácia gramatických pravidiel
Popis reprezentácie gramatických pravidiel znázorňuje nasledovný diagram tried.
Konštruktory 
Rule<TokenType>::Rule(leftSide: TokenType[], rightSide: TokenType[])
CFG_Rule<TokenType>::CFG_Rule(leftSide: TokenType, rightSide: TokenType[])
Polia 
LeftSide a  RightSide popisujú  obecný tvar  gramatického pravidla  formálnej  gramatiky,  ľavú,  resp. 
pravú stranu pravidla v tomto poradí. Obecným tvarom rozumieme akúkoľvek postupnosť terminálov 
a neterminálov súhrnne reprezentovaných generickým typom TokenType.
Metódy a vlastnosti 
Vlastnosti  Left a  Right implementujú verejné rozhranie, prístup k poliam  LeftSide, resp.  RightSide, v 
tomto poradí. 
7.2.2 Špecifikácia vstupných gramatík
Konštruktory 
Grammar<TokenType>::Grammar(N: TokenType[], T: TokenType[], P: Rule<TokenType>, S: TokenType)
Grammar<TokenType>::Grammar(grammar: Grammar<TokenType>)
ContextFreeGrammar<TokenType>::ContextFreeGrammar(N:  TokenType[],  T:  TokenType[],  P:  
CFG_Rule<TokenType>, S: TokenType)
ContextFreeGrammar<TokenType>::ContextFreeGrammar(grammar: ContextFreeGrammar<TokenType>)
MatrixGrammar<TokenType>::MatrixGrammar(N:  TokenType[],  T:  TokenType[],  P:  
CFG_Rule<TokenType>, S: TokenType, M: int[][])
MatrixGrammar<TokenType>::MatrixGrammar(grammar: MatrixGrammar<TokenType>)
Pre každý typ gramatickej reprezentácie máme 2 konštruktory,  vždy jeden s úplnou špecifikáciou 
vstupnej gramatiky a jej predchodcov a jeden kopírovací.
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Rule<TokenType> CFG_Rule<TokenType> : Rule<TokenType>
LeftSide : TokenType[]
RightSide : TokenType[]
Rule(leftSide, rightSide)
get Left: TokenType[]
get Right: TokenType[]
CFG_Rule(leftSide, rightSide)
get *Left: TokenType
get Right: TokenType[]
Popis reprezentácie vstupných gramatík znázorňuje nasledovný diagram tried.
Polia 
Nonterminals,  Terminals,  Rules a  StartSymbol odpovedajú  podľa  definície  formálnych  gramatík. 
GrammarOK predstavuje príznak vyhodnotený na základe metódy SanityCheck(), popisujúci správnosť 
špecifikácie vstupnej gramatiky.
Dvojrozmerný zoznam integerov Matrix maticových gramatík reprezentuje vstupnú maticu. 
Metódy a vlastnosti 
Metóda  SanityCheck() vyhodnocuje  správnosť  špecifikácie  zadanej  gramatiky  prostredníctvom 
virtuálnej metódy CheckGrammar() volaním adekvátnej metódy podľa typu vstupnej gramatiky. 
Vlastnosti  N,  T,  P a  S implementujú  verejné  rozhranie,  sprístupňujú  odpovedajúce  neterminály,  
terminály, gramatické pravidlá, resp. počiatočný neterminál v tomto poradí. 
Metódy  IsNonterminal(token:  TokenType),  IsTerminal(token:  TokenType) a  IsWildcard(token:  TokenType), 
taktiež  súčasť  verejného  rozhrania,  implementujú  požadovanú  spatnú  väzbu,  využívanú  najmä 
hlavným riadiacim algoritmom  SA.  Vyhodnocujú príslušnosť zadaného tokenu podľa špecifikácie 
vstupnej gramatiky,  do množiny neterminálov, terminálov, resp. iných nahraditeľných symbolov v 
tomto poradí. Metóda  SubstituteWildcard(token: TokenType) napokon transformuje takto nahraditeľné 
symboly na prijateľné terminály vstupnej gramatiky.
Virtuálne metódy  ConstructLLTable(predict: Dictionary<int, string[]>) a  ApplyRule(ruleIndex: int, stack:  
LinkedList<TokenType>) súvisia so spomínaným zdieľaným prístupom spoločným pre BKG a MG pri 
konštrukcii LL-tabuľky a aplikácií pravidla, resp. pravidlového vektoru, v procese analýzy vstupného 
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Grammar<TokenType>  Context-free Grammar<TokenType> : Grammar<TokenType>
Matrix Grammar<TokenType>
 : Context-free Grammar<TokenType>
Nonterminals : TokenType[]
Terminals : TokenType[]
Rules : Rule<TokenType>[]
StartSymbol: TokenType
GrammarOK: bool
Grammar(N, T, P, S)
Grammar(grammar)
SanityCheck(): bool
CheckGrammar(): GrammarCheck
get N: TokenType[]
get T: TokenType[]
get P: Rule<TokenType>[]
get S: TokenType
IsNonterminal(token): bool
IsTerminal(token): bool
IsWildcard(token): bool
SubstituteWildcard(token): string
Context-free Grammar(N, T, P, S)
Context-free Grammar(grammar)
*CheckGrammar(): GrammarCheck
*get P: CFG_Rule<TokenType>[]
ConstructLLTable(predict): void
ApplyRule(ruleIndex, stack): void
Matrix Grammar(N, T, P, S, M)
Matrix Grammar(grammar)
*CheckGrammar(): GrammarCheck
*ConstructLLTable(predict): void
*ApplyRule(ruleIndex, stack): void
Matrix: integer[][]
reťazca.  Rozlíšením týchto metód u oboch typov gramatík dosiahneme ono polymorfické správanie 
rozpoznávané na základe typu vstupnej gramatiky.
7.2.3 Popis modelu syntaktickej analýzy SA LL-MG
Model  zdielaného prístupu syntaktickej analýzy spoločnej pre  BKG a  MG znázorňuje nasledovný 
diagram tried.
Konštruktory 
LLSyntaxAnalyzer<TokenType>::LLSyntaxAnalyzer(CFG:  ContextFreeGrammar<TokenType>,  Epsilon:  
TokenType, Dollar: TokenType)
LLSyntaxAnalyzer<TokenType>::LLSyntaxAnalyzer(syntaxAnalyzer: SyntaxAnalyzer<TokenType>)
PredictiveParser<TokenType>::PredictiveParser(LL  SA:  SyntaxAnalyzer<TokenType>,  action:  
SemanticAction<TokenType>(rule: int, token: TokenType))
PredictiveParser<TokenType>::PredictiveParser(leftSide: TokenType, rightSide: TokenType[])
Každá  trieda  opäť  obsahuje  jeden  konštruktor  s  úplnou  špecifikáciou  vstupnej  gramatiky, 
implementačných obmedzení, prípadne sémantickými akciami a jeden kopírovací konštruktor v pre 
prípad znovupoužitelnosti. 
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LL Syntax Analyzer<TokenType> Predictive Parser<TokenType> : LL Syntax Analyzer<TokenType>
LL table: Dictionary<string, string, int>
Config: LinkedList<TokenType>
SemanticAction: SemanticAction<TokenType>
Predictive Parser(LL SA, action)
Predictive Parser(CFG, epsilon, dollar, action)
ConstructLL(): bool
Parse(tokens): ParseResult
Grammar: Context-free Grammar<TokenType>
Epsilon: TokenType
Dollar: TokenType
Empty: Dictionary<string, string[]>
First: Dictionary<string, string[]>
Follow: Dictionary<string, string[]>
Predict: Dictionary<int, string[]>
LL Syntax Analyzer(CFG, epsilon, dollar)
LL Syntax Analyzer(syntaxAnalyzer)
ConstructLLSets(): void
First(tokens): string[]
Empty(tokens): bool
ConstructEmptySets(): void
ConstructFirstSets(): void
ConstructFollowSets(): void
ConstructPredictSets(): void
Polia 
Pole  Grammar typu  ContextFreeGrammar<TokenType>  reprezentuje  vstupnú  BKG alebo  od  nej 
odvodenú  MG,  ktorá  bude základom pre  analýzu  vstupných reťazcov.  Epsilon a  Dollar súvisia  s 
implementačným obmedzením - nutnosťou špecifikovať tieto terminálne symboly za účelom vyhnutia 
sa  potenciálnej  kolízií  so  symbolmi  vstupnej  gramatiky.  Polia  Empty,  First,  Follow a  Predict 
reprezentujú pomocné množiny podľa definície v predošlých kapitolách pre konštrukciu výslednej 
LL-tabuľky.  
LLtable a  Config v  triede  PredictiveParser<TokenType> napokon  predstavujú  komponenty  modelu 
prediktívnej syntaktickej analýzy z predošlých kapitol, LL-tabuľku, resp. zásobník v tomto poradí. 
SemanticAction predstavuje  výstupný  bod  v  procese  analýzy  vstupného  reťazca,  ktorý  umožňuje 
špecifikovať k syntaktickému analyzátoru sémantické akcie,  ktoré nasledujú po aplikácií  každého 
jedného pravidla. 
Metódy a vlastnosti 
Metóda  ConstructLLSets() zapuzdruje konštrukciu pomocných množín  pred samotnou konštrukciou 
LL-tabuľky,  volaním podprocedúr  ConstructEmptySets(),  ConstructFirstSets(),  ConstructFollowSets() a 
ConstructPredictSets(). Pomocné metódy  First(tokens: TokenType[]) a  Empty(tokens: TokenType[]) slúžia 
pri konštrukcií  týchto množín algoritmickým vyhodnocovaním množín  First a  Empty postupností 
viacerých  neterminálov,  prípadne  terminálov.  Metóda  ConstructLL() nazáver  zapuzdruje  všetku 
doterajšiu  konštrukciu  LL-tabuľky i  pomocných  množín  a  vyhodnocuje  úspech  tejto  operácie. 
Vstupný  bod  samotnej  syntaktickej  analýzy  vstupného  reťazca  napokon  predstavuje  metóda 
Parse(tokens: TokenType[]).
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8 Záver
Podarilo  sa  mi  navrhnúť  a  úspešne  implementovať  model  syntaktickej  analýzy  založenej  na 
maticových gramatikách. 
Vychádzal som pri tom zo známeho a používaného modelu syntaktickej analýzy založenej na 
LL gramatikách, ktorého funkcionalitu som rozšíril s ohľadom na maticové gramatiky.  Využil som 
pri  tom fakt,  ako  dokladá  jedna  z  definíc  maticových  gramatík,  že  maticové  gramatiky  môžme 
vnímať ako bezkontextové LL gramatiky s pridanými maticami. 
To  bol podnet pre inšpiráciu založenia modelu syntaktickej analýzy  LL-MG na modeli  LL-
BKG a  rovnako  vznikol  i priestor  pre  skúmanie  ako  spomínané  matice  MG zakomponovať  do 
výstavby nového syntaktického analyzátora pre LL-MG. 
Samotné  rozšírenie  funkcionality  napokon  spočíva  v  navrhovanej  modifikácií  (5) pri 
konštrukcii  LL-tabuľky,  ktorej  úlohou je  v  procese  SA simulovať  gramatickú štruktúru  vstupnej 
gramatiky. 
Výsledná  aplikácia  slúži  ako  demonstračný  príklad  metódy  SA LL-MG,  umožňujúca 
zadávanie vstupnej gramatiky v súbore. Kedže sa jedná o rovnaký princíp SA implementovaný pre 
rôzne  triedy  gramatík,  ktoré  generujú  aj  rôzne  triedy  jazykov  podľa  Chomského  hierarchie 
formálnych jazykov, môžme porovnanie týchto metód uvažovať len v teoretickej rovine. Napokon 
študovaním mnohých aspektov oboch typov gramatík, ako aj ich porovnávaním, sa zaoberá teoretická 
časť tejto práce. 
Taktiež sa  mi  podarilo  navrhnúť aj  experimentálny algoritmus  KJ2RG,  ktorého základnou 
myšlienkou  je  rozšírenie  využitia  riadených  gramatík  na  popis  gramatickej  štruktúry  niektorých 
kontextových jazykov, čo by mohlo predstavovať významný prínos v oblasti syntaktickej analýzy pre 
kontextové jazyky. 
Ďalší  možný  vývoj  práce  môže  pozostávať  napríklad  zaoberaním sa  implementáciou  tohto 
algoritmu, v súvislosti s maticovými gramatikami prípadne obmedzením sa na tento druh riadenej 
gramatiky.  Prínosným by taktiež  mohlo  byť  predovšetkým rozšírenie  implementovaného  modelu 
syntaktickej  analýzy  napríklad  za  účelom  znovupoužitelnosti  vo  forme  knižnice  alebo  inej  
prekompilovanej komponenty. 
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Prílohy
Príloha 1. CD so zdrojovými textami
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