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Abstract: We examine the variational problem in Lovelock gravity when the boundary
contains timelike and spacelike segments nonsmoothly glued. We show that two kinds of
contributions have to be added to the action. The first one is associated to the presence of
a boundary in every segment and it depends on intrinsic and extrinsic curvatures. We can
think of this contribution as adding a total derivative to the usual surface term of Lovelock
gravity. The second one appears in every joint between two segments and it involves the
integral along the joint of the Jacobson-Myers entropy density weighted by the Lorentz boost
parameter which relates the orthonormal frames in each segment. We argue that this term
can be straightforwardly extended to the case of joints involving null boundaries. As an
application, we compute the contribution of these terms to the complexity of global AdS
in Lovelock gravity by using the “complexity = action” proposal and we identify possible
universal terms for arbitrary values of the Lovelock couplings. We find that they depend on
the charge a∗ controlling the holographic entanglement entropy and on a new constant that
we characterize.ar
X
iv
:1
80
3.
00
17
2v
3 
 [g
r-q
c] 
 8 
Oc
t 2
01
8
Contents
1 Introduction 1
1.1 The complete Lovelock action 3
2 Contribution of joints in the Lovelock action 5
2.1 Variational problem in Lovelock gravity 5
2.2 Timelike joints 7
2.3 Spacelike joints of type I 13
2.4 General case 15
3 Complexity of global AdS 17
4 Discussion 23
A Variation of the Lovelock action 25
B Example: Gauss-Bonnet theorem in D = 4 27
1 Introduction
It has been known for a very long time that the gravitational action needs to be supple-
mented with boundary terms in order for it to define a well-posed variational problem [1, 2].
Well-posedness means that the solution of the equations of motion with some fixed bound-
ary conditions must be the only extremum of the action when we perform variations that
keep fixed the boundary data [3]. Although the surface terms do not modify the equations
of motion, they play a crucial role in the Hamiltonian formalism [4] or if we want to define
a partition function for gravity [2], something which is particularly relevant, for example,
in the context of holography [5–7]. In the case of Einstein gravity, the appropriate surface
contribution for spacelike and timelike boundaries is the well-known York-Gibbons-Hawking
(YGH) term [1, 2], which involves the integral over the boundary of the trace of its extrin-
sic curvature. However, situations more general than spacelike or timelike boundaries may
appear. For example, the YGH term ensures the well-posedness of the variational princi-
ple when the boundary is smooth, but in certain cases the boundary may contain corners
— joints between different segments of the boundary where there is a discontinuity in the
normal vector. In such cases, additional terms have to be added to the action in order to
account for the nonsmoothness of the boundary1 [11, 12]. These joints appear naturally in
1In the mathematical literature, these terms have been studied in the context of the Gauss-Bonnet theorem,
see e.g. [8–10]
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some situations, e.g. when computing the Euclidean action of certain configurations [13–16]
or when defining a quasi-local energy of the gravitational field in a spatially bounded region
[17, 18]. A more recent motivation comes from the “complexity=action” proposal [19, 20] in
the context of holography, which involves the computation of the gravitational action in the
so-called Wheeler-DeWitt (WDW) patch of asymptotically Anti-de Sitter spaces [21]. Besides
containing joints, the WDW patch is delimited by null boundaries, where the standard YGH
surface term is not applicable. Fortunately, the null boundary terms for Einstein gravity were
recently described [22, 23], but it was found that these terms present ambiguities associated
to the freedom to choose the parametrization of the null generators. The definitive step came
in [24], where the complete gravitational action with all kind of boundaries and joints was
studied and also a prescription to cure the ambiguities of the null boundaries — by demanding
additivity of the action — was introduced.2
Much less is known about surface terms in the case of higher-derivative gravity. Several
generalizations of the YGH term exist for some theories, e.g. [3, 26–32], but the variational
problem is not fully understood in general because these theories usually contain additional
degrees of freedom, e.g. [33–35]. As a consequence, it is unclear which variables one should
keep fixed on the boundary. An exception to this is Lovelock gravity [36, 37], which is the
most general higher-curvature theory of gravity whose equations of motion are of second-
order. This crucial property ensures that it is possible to obtain a well-posed variational
principle for Lovelock gravity upon the addition of some appropriate boundary terms. In the
case of spacelike and timelike boundaries, the surface terms were independently constructed
by Myers [38] and Teitelboim and Zanelli [39] — we will review them in section 2.1. However,
there is still work to be done in order to understand Lovelock variational principle in the most
general region: the surface terms for null boundaries are not yet known, and the contribution
from joints is also unknown for any kind of boundary.
As a step forward into comprehending Lovelock’s action in the most general case, in
this work we compute the joint terms when the boundary contains spacelike and timelike
segments. However, we will see that an important part of the result is clearly generalizable
to the case of joints involving null segments.
The paper is organized as follows. Next we summarize how to compute the action in
Lovelock gravity in the presence of joints, while the detailed derivation of this result is ad-
dressed in section 2. In subsection 2.1 we review the surface terms in Lovelock gravity. In
subsections 2.2 and 2.3 we compute the contribution of timelike joints and of spacelike joints
of a special type by using the smoothing method of [12]. In subsection 2.4 we show how to
generalize these contributions to all kind of joints, and even to joints involving null bound-
aries. In section 3 we explore the consequences of this result for holographic complexity of
global AdS in Lovelock gravity. We compute the contribution to the complexity from the
joints and from the bulk of the WDW patch and we identify universal terms in the cutoff
expansion. Although the null surface terms are not yet known, we argue that probably they
2See also [25] for a revisited computation of the gravitational action.
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will not change this result. We discuss the results obtained in section 4.
1.1 The complete Lovelock action
LetM be a pseudo-Riemannian manifold whose boundary is composed of nonsmoothly glued
segments ∂M = ∪kBk which we allow to be spacelike or timelike, but not null. The intersec-
tion of two of these segments is a codimension 2 surface that we denote by Cl = Bk1 ∩Bk2 and
where there is a discontinuity in the normal vector. Alternatively, we can think of Cl as the
common boundary of these segments ∂Bk1 = ∂Bk2 . In D = d+ 1 dimensions there are bD/2c
independent terms that can be added to the Lovelock action, which in general will be a linear
combination of the form I =
∑bD/2c
n=1 λnI
(n). Then, the variational problem is well-posed if
the n-th action I(n) is given by
I(n) =
∫
M
dd+1x
√
|g|X2n +
∑
k
[∫
Bk
dΣQn +
∫
∂Bk
dσFn
]
+
∑
l
∫
Cl
dσ2nψXˆ2(n−1) . (1.1)
Let us explain every term in this expression
• X2n is the dimensionally continued 2n-dimensional Euler density, given by3
X2n = 1
2n
δµ1...µ2nν1...ν2n R
ν1ν2
µ1µ2 . . . R
ν2n−1ν2n
µ2n−1µ2n . (1.2)
• Qn is the generalized York-Gibbons-Hawking boundary term, which is given by
Qn = 2n
∫ 1
0
dt δ
i1...i2n−1
j1...j2n−1K
j1
i1
[
1
2
Rj2j3i2i3 − t2K
j2
i2
Kj3i3
]
· · ·
[
1
2
Rj2n−2j2n−1i2n−2i2n−1 − t2K
j2n−2
i2n−2K
j2n−1
i2n−1
]
,
(1.3)
where Rj2j3i2i3 is the intrinsic curvature of the corresponding boundary segment, Kij is
the extrinsic curvature and  = n2 = ±1 is the sign of the normal to the boundary.
Also, dΣ = ddx
√|h| is the volume element on Bk and the orientation is such that, as a
1-form, n = nµdx
µ points outside of M.
• There is also a contribution associated to the boundary ∂Bk of every segment. Let us
introduce si as the tangent vector in Bk which is normal to ∂Bk and let us introduce as
well a basis of tangent vectors to ∂Bk as eiA, A,B = 2, ..., d. Then let QAB = eiAejBDisj
be the extrinsic curvature of ∂Bk from the point of view of Bk, where Di is the covariant
derivative in Bk. Also, KAB = eiAejBKij is the projection of the extrinsic curvature of
Bk onto its boundary and in the same way RA1A2B1B2 is the projection of the spacetime
curvature. This can also be expressed in terms of the intrinsic and extrinsic curvatures
by using
RB1B2A1A2 = RB1B2A1A2 −
2
n2
KB1[A1K
B2
A2]
− 2
s2
QB1[A1Q
B2
A2]
, (1.4)
3The alternate Kronecker symbol is defined as: δµ1µ2...µrν1ν2...νr = r!δ
[µ1
ν1 δ
µ2
ν2 . . . δ
µr ]
νr .
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where n2 and s2 are the norms of n and s respectively. Then, in (1.1) dσ is the volume
element in ∂Bk and the term Fn is
Fn =
n∑
l=2
n!(l − 1)!l−1Rn−l
(n− l)!2n−l
2l−2∑
0=j 6=l−1
(K +Q)j(K −Q)2l−2−j
j!(2l − 2− j)!(l − 1− j) , (1.5)
for spacelike joints and
Fn =
n∑
l=2
n!(l − 1)!Rn−l
2n−l−1(n− l)! Im
 l−2∑
j=0
(K − iQ)j(K + iQ)2l−2−j
j!(2l − 2− j)!(l − 1− j)
 , (1.6)
for timelike ones. In these expressions we are using the short-hand notation
K2l−2Rn−l ≡ δA2...A2n−1B2...B2n−1KB2A2 · · ·K
B2l−2
A2l−2K
B2l−1
A2l−1R
B2lB2l+1
A2lA2l+1
· · ·RB2n−2B2n−1A2n−2A2n−1 . (1.7)
Note that although the contribution
∫
∂Bk dσFn involves an integral over a joint, it
actually does not depend on which other segment Bk is glued to, and therefore, it should
be considered a part of the boundary term. Indeed, we may reinterpret this term as
adding the total derivative Di
(
si
s2
Fn
)
to Qn, for which we would need to extend the
definition of si to the interior of Bk.4
• The contribution of the joint contains the (n− 1)th Euler density Xˆ2(n−1) constructed
with the curvature of the induced metric σAB on Cl5. The parameter ψ measures the
change in the normal at the joint, and the rules to assign it are the same as in Einstein
gravity. A detailed analysis was carried out in [24]. In particular, for timelike joints
ψ = Θ ≡ arccos(n1 · n2) is the angle in which the normal changes, while for spacelike
joints ψ = ±η is the rapidity parameter associated to the Lorentz boost which connects
the orthonormal frames in Bk1 and Bk2 . This term is also present in joints involving
null boundaries and in such case ψ also takes the same value as in Einstein gravity (ψ
is equal to the parameter a introduced in [24])
For example, for Einstein-Gauss-Bonnet gravity the action (including only spacelike
joints) reads explicitly
I =
∫
M
dd+1x
√
|g| [R+ λX4]
+
∑
k
{
2
∫
Bk
dΣ
[
K + λδi1i2i3j1j2j3K
j1
i1
(
Rj2j3i2i3 − 
2
3
Kj2i2K
j3
i3
)]
− 8λ
∫
∂Bk
dσK
[A
A Q
B]
B
}
+
∑
l
∫
Cl
dσ2η
(
1 + 2λRˆ
)
.
(1.8)
4Similar terms have been obtained in the context of Lovelock theory with localized defects [40–42]. It would
be interesting to further explore the relation between those terms and the ones introduced here.
5We use the convention Xˆ0 = 1.
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Note that the contribution from the joint contains the Jacobson-Myers entropy density
[43]:
Ijoint =
∫
C
dσ
ψ
2pi
ρJM , (1.9)
where
ρJM =
∑
n=1
4pinλnXˆ2(n−1) . (1.10)
Conventions
The metric has mostly + signature: sign g = (−,+,+, ...,+). The space-time dimension is
D = d+ 1. We use Greek letters to denote spacetime indices µ, ν = 0, . . . , d, Latin letters i, j
to denote boundary indices and capital letters A,B to denote indices on the joints C. The
covariant derivative is defined by
∇µuν = ∂µuν − uλΓ λµν . (1.11)
The curvature is defined by
uµR
µ
νρσ = − [∇ρ,∇σ]uν , (1.12)
and similarly for the different intrinsic curvatures. In terms of the Christoffel symbols it reads
Rµ νρσ = ∂ρΓ
µ
σν − ∂σΓ µρν + Γ µρλ Γ λσν − Γ µσλ Γ λρν (1.13)
2 Contribution of joints in the Lovelock action
In this section we derive the gravitational action (1.1). In 2.1 we review the surface terms
for timelike and spacelike boundaries in Lovelock gravity and in 2.2 and 2.3 we compute the
contribution from the joints by taking an appropriate limit in the surface term. This method
is only applicable to some kinds of spacelike joints — those that we will call of type I —, so
in 2.4 we generalize the result to all kinds of joints. The method that we use to obtain the
general result also gives us relevant information when the boundaries are null, so that we are
able to derive the joint term (1.9) in that case as well.
2.1 Variational problem in Lovelock gravity
Lovelock gravity in D = d+ 1 dimensions is given by the bulk action
Ibulk =
∫
M
dd+1x
√
|g|
bD/2c∑
n=0
λnX2n =
bD/2c∑
n=0
λnI
(n)
bulk (2.1)
where λn are arbitrary constants and the dimensionally extended Euler densities (ED) X2n
are defined as
X2n = 1
2n
δµ1...µ2nν1...ν2n R
ν1ν2
µ1µ2 . . . R
ν2n−1ν2n
µ2n−1µ2n . (2.2)
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The first cases are X2 = R, X4 = R2 − 4RµνRµν + RµνρσRµνρσ, this is, the Ricci scalar and
Gauss-Bonnet (GB) terms respectively. Note that X2n vanishes identically for n > bD/2c,
and it is topological for D = 2n.
Let us compute the variation of the n-th Lovelock action I
(n)
bulk with respect to the metric.
Assuming that the space-time manifold M has spacelike or timelike boundaries, we find6
δI
(n)
bulk =
∫
M
dd+1x
√
|g| E(n)µν δgµν +
∫
∂M
dΣµδ
−vµn , where δ
−vµn = 2P
(n) βµν
α δΓ
α
νβ , (2.3)
where we have used Stokes’ theorem in the second term. Here, the volume element of the
boundary is dΣµ = d
dx
√|h|nµ, where nµ is the outward-directed normal 1-form to the
boundary ∂M with nµnµ =  = ±1. Note that this implies that for spacelike boundaries the
normal vector nµ is inward-directed: it points to the future when the boundary is in the past
of M and vice versa [44]. Also, the induced metric on ∂M is given by hµν = gµν −  nµnν ,
and we have introduced the tensors
E(n)µν =
−1
2n+1
gαµδ
αµ1...µ2n
νν1...ν2n R
ν1ν2
µ1µ2 · · ·Rν2n−1ν2nµ2n−1µ2n , P
(n)µν
αβ =
n
2n
δ
µνσ1...σ2n−2
αβλ1...λ2n−2R
λ1λ2
σ1σ2 · · ·Rλ2n−3λ2n−2σ2n−3σ2n−2 .
(2.4)
Note that the equations of motion for Lovelock gravity are
bD/2c∑
n=0
λnE(n)µν = 0 , (2.5)
which are of second order in derivatives of the metric. In order to work with the surface terms
it is useful to introduce a basis of tangent vectors eµi in the boundary ∂M. These satisfy
eµi nµ = 0 and we can write the induced metric on the boundary as
hij = e
µ
i e
ν
j gµν = e
µ
i e
ν
jhµν . (2.6)
Now, in order to have a well-posed variational problem we must demand that the action is
stationary around solutions of the equations of motion for variations satisfying δhij = 0. Note
that this does not imply δgµν
∣∣∣
∂M
= 0, nor ∇δgµν
∣∣∣
∂M
= 0, so the variational problem (2.3)
is not well-posed. It is known that for spacelike or timelike boundaries the Lovelock action
becomes well-posed if one adds to it the following boundary contribution [38, 39]:
I
(n)
bdry =
∫
∂M
ddx
√
|h|Qn , (2.7)
where
Qn = 2n
∫ 1
0
dt δ
i1...i2n−1
j1...j2n−1K
j1
i1
[
1
2
Rj2j3i2i3 − t2K
j2
i2
Kj3i3
]
· · ·
[
1
2
Rj2n−2j2n−1i2n−2i2n−1 − t2K
j2n−2
i2n−2K
j2n−1
i2n−1
]
,
(2.8)
6As in [24], we use the symbol δ−f to denote an infinitesimal quantity that is not actually the total variation
of some other quantity f .
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and where Rj1j2i1i2 is the curvature of the induced metric hij and Kij is the extrinsic curvature
of the boundary, defined as
Kij = e
µ
i e
ν
j∇µnν =
1
2
Lnhij . (2.9)
Different derivations of this result can be found in the literature [45], but for the sake of
completeness, in appendix A we show with a direct computation that when this boundary
term is added to the action, the total variation reads∫
∂M
dΣµδ
−vµn + δI
(n)
bdry =
∫
∂M
ddx
√
|h| (T ijδhij +Diδ−H i) , (2.10)
for certain T ij that we do not worry about, and the expression for δ−H i can be found in the
appendix. The boundary as a whole is a closed hypersurface, so when it is smooth the total
derivative terms vanish and the variational problem is well-posed. However, if the boundary
is composed of several pieces nonsmoothly glued, these terms play a role, as they contribute
differently in every segment. By using Stokes’ theorem again we may rewrite Diδ
−H i as
an integral over the boundary of every segment — a joint —, and the task would then be
to express this contribution as the variation of a quantity defined on the joint. Then, we
must subtract this quantity in the action in order to obtain a well-posed variational problem.
However, this process is considerably non-straightforward, and in order to obtain these corner
or joint contributions we may use a different method. A possible approach, first used by
Hayward [12], consists in considering a smoothed version of the boundary, in which no corner
terms are necessary, and at the end take the limit in which the boundary becomes sharp. In
the case of Euclidean signature this method works for any joint, but in Lorentzian signature
it has the disadvantage that it can only be applied to certain kinds of joints. We distinguish
between type I joints, which can be replaced by an smooth boundary in which the normal
vector interpolates continuously between one side and the other of the joint, and type II joints
for which this is not possible, because the normal would become null at certain point. Hence,
the smoothing procedure only works for those of type I and we should use the variational
method for type II joints. In the two next sections we are going to use the smoothing method
in order to determine the contribution from type I joints, but afterwards, in section 2.4, we
will see that the result can be straightforwardly generalized for type II joints as well.
2.2 Timelike joints
Let us consider the case in which the joint has two spacelike normals. This is always the
case for Euclidean signature, while for Lorentzian signature we say that the joint is a timelike
codimension 2 surface, since it contains a timelike tangent vector. Let B1 and B2 be the
segments of boundary that intersect at the joint C = B1 ∩ B2. Let n1 and n2 be the normal
1-forms in each segment and let us define Θ = arccos(n1 · n2) as the angle in which the
normal changes at the joint. It will be useful to introduce as well the vectors sˆ1 and sˆ2
7
7We use hats to distinguish vectors sˆ = sµ∂µ from 1-forms s = sµdx
µ. Note that in this case we choose the
vector sˆ — not the 1-form — to be pointing outwards. For timelike joints this makes no difference but it will
be relevant for spacelike joints.
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Figure 1. Timelike joints. (a) We show the normal 1-forms n = nµdx
µ and the tangent vectors
sˆ = sµ∂µ at the joint. (b) We replace the joint by a smooth cap of certain radius r. The joint is
recovered in the limit r → 0.
which are tangent to B1 and B2 respectively and which are normal to C pointing outwards
their respective segment — see Figure 1 (a). Hence, the orthonormal systems at the joint
will be related according to
n2 = n1 cos Θ + s1 sin Θ ,
s2 = n1 sin Θ− s1 cos Θ
(2.11)
Then, following [12] we are going to replace the joint by a cap of certain size r, apply
the boundary term (2.7) to this smoothed boundary and then take the limit in which the cap
becomes a sharp corner, this is, r → 0. The smoothed boundary can be split in two parts:
∂M = (B1 ∪ B2 − Bcap) ∪ Bcap, so that
I
(n)
bdry =
∫
B1∪B2−Bcap
ddx
√
|h|Qn +
∫
Bcap
ddx
√
|h|Qn . (2.12)
The first integral involves an smooth surface when we take the size of the cap to zero. Let us
then evaluate the second integral. The easiest way to proceed is to consider a locally Gaussian
coordinate frame, in which we can always choose the metric to have the form8
ds2 = n2 + hijdx
idxj , (2.13)
with
n = Ndr , hijdx
idxj = M2dθ˜2 + σABdx
AdxB . (2.14)
Here r represents a polar “radial” coordinate from certain axis and θ˜ represents rotation
around this axis —see Figure 1 (b). Note that n is the normal to Bcap, while hij is the
8Actually, if we only consider a thin slice of C we can always assume that near the joint the metric is locally
Minkowskian.
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induced metric. A set of constraints is obtained by demanding regularity of the metric at the
axis r = 0:
M
∣∣∣
r→0
= M(r) , M
∣∣∣
r=0
= 0 ,
∂N
∂θ˜
∣∣∣
r=0
=
∂σAB
∂θ˜
∣∣∣
r=0
= 0 . (2.15)
In addition, in order to avoid a conical singularity we must have
lim
r→0
∂rM
N
= 1 . (2.16)
Now, in this coordinate frame the extrinsic curvature of the cap takes the particularly simple
form
Kij =
1
2N
∂rhij . (2.17)
Raising one index with hjk, the non-vanishing components are,
K θ˜
θ˜
=
∂rM
MN
, KBA =
1
2N
∂rσACσ
CB . (2.18)
Note that KBA is actually the extrinsic curvature of the joint C associated to the normal n:
KAB =
1
2LnσAB. On the other hand, the component K θ˜θ˜ diverges as 1/M in the limit r → 0.
However, the volume element reads
√|h| = M√|σ|, so that it goes to zero in that limit.
Therefore, only the terms linear in K θ˜
θ˜
will give a non-vanishing contribution. Terms with
more than one K θ˜
θ˜
would be divergent, but there are not such terms due to the antisymmetric
character of the boundary contribution (2.20). Before taking the limit r → 0 in (2.7), let
us rewrite the intrinsic curvature in terms of the spacetime curvature and of the extrinsic
curvature, so that (2.20) takes the form
Qn = 2n
∫ 1
0
dt δ
i1...i2n−1
j1...j2n−1K
j1
i1
[
1
2
Rj2j3i2i3 − (t2 − 1)K
j2
i2
Kj3i3
]
· · ·
[
1
2
R
j2n−2j2n−1
i2n−2i2n−1 − (t2 − 1)K
j2n−2
i2n−2K
j2n−1
i2n−1
]
,
(2.19)
where Rj1j2i1i2 is the projection of the D-dimensional curvature onto the boundary. Since we
assume the curvature to be regular, the only divergences come now from the extrinsic curva-
tures. If we expand this expression we get
Qn =
n∑
l=1
cl
2l − 1δ
i1...i2n−1
j1...j2n−1K
j1
i1
· · ·Kj2l−2i2l−2K
j2l−1
i2l−1R
j2lj2l+1
i2li2l+1
· · ·Rj2n−2j2n−1i2n−2i2n−1 , (2.20)
where the coefficients are
cl =
2n(2l − 1)
2n−l
(
n− 1
l − 1
)∫ 1
0
dt(1− t2)l−1 = 1
2n−3l+2
n!(l − 2)!
(n− l)!(2l − 1)! (2.21)
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Then, taking into account the previous observations we get the following result:
lim
r→0
∫
Bcap
ddx
√
|h|Qn = lim
r→0
∫
C
dσ
∫
dθ˜MQn
=
∫
C
dσ
∫
dθ˜
n∑
l=1
clδ
θ˜i2...i2n−1
θ˜j2...j2n−1
Kj2i2 · · ·K
j2l−2
i2l−2K
j2l−1
i2l−1R
j2lj2l+1
i2li2l+1
· · ·Rj2n−2j2n−1i2n−2i2n−1
=
∫
C
dσ
∫
dθ˜
n∑
l=1
clδ
θ˜A2...A2n−1
θ˜B2...B2n−1
KB2A2 · · ·K
B2l−2
A2l−2K
B2l−1
A2l−1R
B2lB2l+1
A2lA2l+1
· · ·RB2n−2B2n−1A2n−2A2n−1 ,
(2.22)
where dσ = dd−1x
√|σ| is the volume element on C. Now, we may express the integrand
using only intrinsic indices A,B of the joint C, so that δθ˜A2...A2n−1
θ˜B2...B2n−1
→ δA2...A2n−1B2...B2n−1 . On the
other hand, since θ˜ is a local gaussian coordinate, the integral can only be performed within
the local coordinate patch. However, we may just add up all the contributions from different
patches in order to obtain the global integration along the cap, so that θ˜ → θ. Let us also
introduce the schematic notation
K2l−2Rn−l ≡ δA2...A2n−1B2...B2n−1KB2A2 · · ·K
B2l−2
A2l−2K
B2l−1
A2l−1R
B2lB2l+1
A2lA2l+1
· · ·RB2n−2B2n−1A2n−2A2n−1 . (2.23)
In this way, we can write
lim
r→0
∫
Bcap
ddx
√
|h|Qn =
∫
C
dσ
∫ Θ
0
dθ
n∑
l=1
clK
2l−2Rn−l . (2.24)
Now, in the limit r → 0 the extrinsic curvatures are ill-defined since they depend on the angle
θ. However, the integration can be actually performed by noting the following. The normal
n to the cap can be spanned by a linear combination of two different normals living in the
(r, θ)-plane: in particular we may use n = an1 + bs1. Since n(θ = 0) = n1, we must have
a(0) = 1, b(0) = 0. Also, the normal has unit norm 1 = n2 = a2 + b2. In addition, the angle
theta is defined by
cos θ = n(0) · n(θ) = a(0)a(θ) + b(0)b(θ) , (2.25)
but a(0) = 1 and b(0) = 0, so that we conclude a(θ) = cos θ, b(θ) = ± sin θ. Let us choose
the + sign, which corresponds to positive orientation, so that we can write the normal n as
n = cos θn1 + sin θs2 . (2.26)
In this way, n is interpolating between n1 and n2 when θ goes from 0 to Θ — see Figure 1
(b). Also, this implies that the extrinsic curvature of C associated to n can be decomposed
in terms of those of n1 and s1:
KAB = cos θL
A
1B + sin θQ
A
1B , (2.27)
where
L1AB = e
µ
Ae
ν
B∇µn1ν , Q1AB = eµAeνB∇µs1ν , (2.28)
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and eAµ is a basis of tangent vectors of C. Since L1 and Q1 are two extrinsic curvatures of C
associated to two orthogonal directions, the Gauss-Codazzi equations read
RB1B2A1A2 = RˆB1B2A1A2 − 2LB11 [A1L
B2
1A2]
− 2QB11 [A1Q
B2
1A2]
, (2.29)
where RˆB1B2A1A2 is the intrinsic curvature of C. Now we are ready to compute the integral along
the angle:
Ijoint =
∫
C
dσ
∫ Θ
0
dθ
n∑
l=1
cl (cos θL1 + sin θQ1)
2l−2Rn−l (2.30)
In order to proceed, it is convenient to write the trigonometric functions in terms of complex
exponentials and then expand the product by using the binomial coefficients. We obtain a
polynomial in powers of eiθ which includes a constant term which is special as we are going
to see. Then, the integration is straightforward and it yields
Ijoint =
∫
C
dσΘ
n∑
l=1
cl
(
2l − 2
l − 1
)(
L21 +Q
2
1
)l−1
Rn−l
22l−2
+
∫
C
dσ
n∑
l=1
clRe
 l−2∑
j=0
(
2l − 2
j
)
i(L1 − iQ1)j(L1 + iQ1)2l−2−j
22l−3(2l − 2− 2j)
(
e(2j−2l+2)iΘ − 1
)Rn−l ,
(2.31)
where in the first line we have the special term which is proportional to the total angle Θ,
while the other terms depend on trigonometric functions of Θ. Now, by using the expression
of the coefficients cl (2.21), we see that
cl
(
2l − 2
l − 1
)
2−2l+2 =
n
2n−2
(
n− 1
l − 1
)
2l−1 , (2.32)
and we can perform explicitly the summation appearing in the first line,
n∑
l=1
n
2n−2
(
n− 1
l − 1
)
2l−1
(
L21 +Q
2
1
)l−1
Rn−l =
n
2n−2
(
R+ 2L21 + 2Q
2
1
)n−1
. (2.33)
Then, according to (2.29), we see that the combination between parenthesis is precisely the
intrinsic curvature Rˆ of C. Therefore, this quantity is nothing but the n− 1 Euler density of
the induced metric on the joint C
Xˆ2(n−1) ≡
1
2n−1
Rˆn−1 = 1
2n−1
δ
A1...A2n−2
B1...B2n−2RB1B2A1A2 · · ·R
B2n−3B2n−2
A2n−3A2n−2 , (2.34)
in terms of which we can write the result as
Ijoint =
∫
C
dσΘ2nXˆ2(n−1)
+
∫
C
dσ
n∑
l=1
clRe
 l−2∑
j=0
(
2l − 2
j
)
i(L− iQ)j(L+ iQ)2l−2−j
22l−3(2l − 2− 2j)
(
e(2j−2l+2)iΘ − 1
)Rn−l .
(2.35)
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We still have to understand the role of the rest of the terms. For example, one may worry
about the additivity of the action, since at first sight these terms do not seem to be additive.
However, a closer inspection reveals that they actually are.9 We are expressing the result in
terms of the extrinsic curvatures associated to the two normals adapted to the segment B1,
but there is a more natural way to express it if we also make use of the orthonormal system
associated to B2, (n2, s2), related to (n1, s1) according to (2.11). The same relation will hold
between the extrinsic curvatures,
L2 = L1 cos Θ +Q1 sin Θ , Q2 = L1 sin Θ−Q1 cos Θ , (2.36)
where L2AB = e
µ
Ae
ν
B∇µn2ν , Q2AB = eµAeνB∇µs2ν . Then, let us note the following:
(L1 − iQ1)j(L1 + iQ1)2l−2−je(2j−2l+2)iΘ = (L2 + iQ2)j(L2 − iQ2)2l−2−j . (2.37)
This allows us to write these terms in a more symmetric way:
Ijoint =
∫
C
dσ
[
2nΘXˆ2(n−1) + Fn(L1, Q1) + Fn(L2, Q2)
]
, (2.38)
where, after some simplifications
Fn(L,Q) =
n∑
l=2
n!(l − 1)!
2n−l−1(n− l)!R
n−lIm
 l−2∑
j=0
(L− iQ)j(L+ iQ)2l−2−j
j!(2l − 2− j)!(l − j − 1)
 , (2.39)
Therefore, these contributions do not actually depend on the angle of the joint, but they
are related to the boundary of every segment. Expressed in this way, the contribution from
the joints is explicitly additive. As we can see, the structure of the terms Fn is in general
very complicated and it depends on both extrinsic and intrinsic curvatures. However, for
Gauss-Bonnet gravity, this result takes a quite simple form:
Ijoint = 4
∫
C
dσ
[
ΘRˆ+ 2L[A1AQB]1B + 2L[A2AQB]2B
]
. (2.40)
A remarkable property of the n-th Lovelock action is that, according to the Gauss-Bonnet-
Chern theorem [47], in D = 2n dimensions it is the Euler characteristic of the manifold, the
precise relation being
X (M2n) = 1
n!(4pi)n
I(n) [M2n] . (2.41)
If the manifold has boundaries, one needs to include the boundary term Qn in order to really
obtain the Euler characteristic [48], and if further the boundary is nonsmooth one would need
to include the terms that we have just derived. In appendix B we check that the Gauss-Bonnet
action in D = 4 with the joint terms (2.40) gives the right result for the Euler characteristic
of a 4-dimensional cylinder deformed by an arbitrary function.
9What we mean here by additivity is the property Ijoint(Θ1 + Θ2) = Ijoint(Θ1) + Ijoint(Θ2). However, due
to the definition of the angle Θ, the action is actually non-additive in the presence of timelike joints [46]. The
analogous property in the spacelike case (2.50) ensures additivity of the action in the usual sense.
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2.3 Spacelike joints of type I
Let us consider now the case of spacelike joints as the ones illustrated in Figure 2. Here,
either the normal (cases (a) and (c)) or the tangent (case (b)) vectors are timelike. At the
joint, the orthonormal frames adapted to the boundaries B1 and B2 are related by a Lorentz
boost. Let (n1, s1) be the normal and tangent 1-forms in the first boundary that are normal
to the joint, and let (n2, s2) be those in the second boundary. We choose the normal 1-forms
n1,2 to point outside of the region of interest, and the tangent vectors sˆ1,2 also point outside
of the boundary at the joint. Then, at the joint, both basis are related by a boost of the form
n2 = n1 cosh η + s1
′ sinh η ,
s2 = −n1′ sinh η − s1 cosh η ,
(2.42)
with certain rapidity parameter η and where ′ = ±1 is a sign so that when we increase η the
basis rotates with positive orientation. In order to determine it, let us consider 2-dimensional
Minkowski space with metric ds2 = −dt2 + dx2 and volume element dt ∧ dx. The change of
variables t = τ cosh η, x = τ sinh η has positive orientation and for fixed τ > 0 it describes a
surface whose normal is n = dt cosh η − dx sinh η. This is the situation considered in Figure
2 (a) identifying n = n2, dt = n1, dx = s1. Thus, we get 
′ = −1. In the case (c) the result
is the same, since the difference is an overall sign in the change of coordinates. When the
normal is spacelike, the appropriate parametrization is instead t = −ρ sinh η, x = ρ cosh η
and the surfaces of constant ρ > 0 have a normal 1-form n = cosh ηdx + sinh ηdt. Thus, in
Figure 2 (b) we identify n = n2, dx = n1 and dt = s1 and the sign is 
′ = +1 instead. The
conclusion is that we have to choose the sign equal to the signature of the normal ′ = n2 ≡ .
Then, the idea is again to replace this sharp corner by a smooth cap, in which the
orthonormal frame interpolates from (n1, s1) to (n2, s2) and at the end take the limit in
which the cap reduces to a point. The metric of such smoothed boundary can be written
locally as
ds2 = N2dρ2 + hijdx
idxj , hijdx
idxj = −M2dη˜2 + σABdxAdxB , (2.43)
where the normal vector is n = Ndρ, whose signature is  = +1 for timelike boundaries and
 = −1 for spacelike ones.10 Regularity at ρ = 0 imposes similar conditions as before, in
particular11
lim
ρ→0
∂ρM
N
= 1 , M
∣∣∣
ρ→0
= M(ρ) , M
∣∣∣
ρ=0
= 0 (2.44)
10In the case of spacelike boundaries n = Ndρ is future directed, so according to our conventions this formula
is valid when the region of the space time is in the past of the boundary. When the boundary is in the past
instead, we should choose nµ to be past directed, which introduces an additional sign in the extrinsic curvature.
However, another sign is introduced as a consequence of the change of orientation when we choose n = −Ndρ.
Then, the result (2.51) has the same form when it is expressed in terms of the outwards-directed 1-form nµ.
See also [8–10, 24] for a more detailed discussion on these sign issues.
11Actually, we only need that limρ→0
∂ρM
N
= c > 0, but if we want to identify η˜ with the boost parameter η
we have to choose the normalization c = 1.
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Figure 2. Spacelike joints of the type I. The vertical axis represents the timelike direction. We
show the normal 1-forms n = nµdx
µ and the tangent vectors sˆ = sµ∂µ. In all the cases shown
cosh(η) = |n1 · n2| and η > 0.
The extrinsic curvature is
Kij =

2N
∂ρhij . (2.45)
and the component K η˜η˜ = 
∂ρM
MN → M diverges when ρ→ 0. The computation is very similar
to the one performed in the previous subsection and we get in this case
Ijoint =
∫
C
dσ
∫ η
0
dη′
n∑
l=1
cl
l
(
cosh η′L1 + sinh η′Q1
)2l−2
Rn−l , (2.46)
where, as before, L1AB = e
µ
Ae
ν
B∇µn1ν and Q1AB = eµAeνB∇µs1ν are the extrinsic curvatures
associated to the normal and to the tangent in the first segment. In order to perform the
integration, we express the hyperbolic trigonometric functions in terms of exponentials and
expand the product. The result reads
Ijoint =
∫
C
dσ2nηXˆ2(n−1)
−
∫
C
dσ
n∑
l=1
n!(l − 1)!Rn−l
(n− l)!2n−l
2l−2∑
0=j 6=l−1
(L1 + Q1)
j(L1 − Q1)2l−2−jl
j!(2l − 2− j)!(l − 1− j)
[
e−2(l−1−j)η − 1
]
(2.47)
where we used the Gauss-Codazzi equation
RB1B2A1A2 = RB1B2A1A2 − 2LB11 [A1L
B2
1A2]
+ 2QB11 [A1Q
B2
1A2]
(2.48)
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in order to write the result in terms of the Euler density Xˆ2(n−1) of the induced metric.
Finally, if we take into account the relation between the orthogonal systems (2.42),
L2 = L1 cosh η +Q1 sinh η ,
Q2 = −L1 sinh η −Q1 cosh η ,
(2.49)
we can write the contribution from the joint as
Ijoint =
∫
C
dσ
[
2nηXˆ2(n−1) + Fn(L1, Q1) + Fn(L2, Q2)
]
, (2.50)
where
Fn(L,Q) =
n∑
l=2
n!(l − 1)!Rn−ll−1
(n− l)!2n−l
2l−2∑
0=j 6=l−1
(L+Q)j(L−Q)2l−2−j
j!(2l − 2− j)!(l − 1− j) . (2.51)
Had we considered a spacelike boundary segment placed at the past of the region of interest
— see Figure 2 (c) —, the result would have been the same, as long as the 1-form normals
n1,2 point outside of the region (this is, to the past).
2.4 General case
In the previous two sections we have computed the contribution from timelike and type I
spacelike joints by using the smoothing method employed by Hayward [12], but it would
be important to check that these terms actually make the variational problem well-posed.
Fortunately, it was shown in [49] that the two methods are equivalent, so we can rely on
the joint terms we have found. The problem is that the smoothing method is not directly
applicable to type II joints, e.g. where the normal goes from spacelike to timelike, since it is
not possible to describe a boundary interpolating smoothly in that case. We would be forced
to examine the variational problem in the presence of corners and identify which terms must
be added. However, with the results we have accumulated so far it is possible to derive the
general form of the contribution for all types of joints without making an explicit use of the
variational method. As we have seen, for type I spacelike joints, the contribution to the action
has the form
Ijoint =
∫
C
dσ
[
2nηXˆ2(n−1) + Fn,1 + Fn,2
]
, (2.52)
where η = ± arccosh |n1 · n2| and Fn,1,2 are certain quantities which depend on the intrinsic
and extrinsic curvatures of the joint adapted to the frames of each side of the joint. Let
us note that these terms do not really depend on the change in the normal, but they are
associated to the boundary of each segment and they actually only depend on the kind of
segment. In this sense, it seems natural to re-arrange the boundary and joint terms in the
action as
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Ibdry =
∑
k
[∫
Bk
dΣQn +
∫
∂Bk
dσFn
]
, Ijoint =
∑
l
∫
Cl
dσ2nηXˆ2(n−1) , (2.53)
so that every segment contains also a contribution coming from its boundary. Of course, this
is equivalent to (2.52) since the joints are intersections of two segments, each one contributing
with its own Fn. Since Fn only depends on geometric quantities defined on Bk and its bound-
ary, it is clear that when we consider variations of the action these terms are independent for
every segment Bk. We can interpret this fact from the point of view variational principle if
we recall the total derivative Diδ
−H i in (2.10). For every segment of boundary Bk, this term
can be integrated by using Stokes’ theorem, yielding the integral of siδ
−H i over ∂Bk. Then, it
seems clear that some part of this term can be arranged as a total variation on its own, and
this will give rise to Fn. The other part of this term will produce a total variation only when
it is combined with the contribution coming from the other boundary at the joint, and the
resulting term is then 2nηXˆ2(n−1). The conclusion of this observation is that the expressions
for Fn are really independent of the kind of joint, and therefore the results that we have
obtained are actually valid in general.
Then, we only need to determine the correct generalization of the term 2nηXˆ2(n−1) in
(2.53) for type II joints. It seems natural that the form of this term will be actually the same,
with the parameter η being the same one that appears in the Einstein gravity case [24]. We
can actually prove this point by taking into account the following observation. In D = 2n
dimensions, the Lovelock action I(n)[M2n] is, up to a constant factor, the Euler characteristic
of the manifoldM2n. A property of Euler’s characteristic is its factorization rule for product
spaces: we have X (A×B) = X (A)X (B). At the level of the Lovelock action, this means that
in D = 2n dimensions it should factorize as I(n)[M2k×M2n−2k] ∝ I(k)[M2k]I(n−k)[M2n−2k].
Since the form of the boundary and joint terms is the same in any dimension, we can use this
fact to relate them between different Lovelock gravities — in particular, we can relate them
to the Einstein gravity ones. Therefore, let us consider the complete Lovelock action
I(n) =
∫
M2n
d2nx
√
|g|X2n +
∑
k
[∫
Bk
d2n−1x
√
|h|Qn +
∫
∂Bk
dσFn
]
+
∑
l
∫
Cl
dσ2nψlXˆ2(n−1) ,
(2.54)
where we are assuming that the joint term contains the Euler density Xˆ2(n−1) weighted by
some unknown quantities ψl. Then, let us evaluate I
(n) on a product manifoldM2n−2×M2,
where the first factor is assumed to be compact while the second one is allowed to have a
nonsmooth boundary. The Euler density decomposes as X2n = nRˆXˆ2(n−1). On the other
hand, the extrinsic curvature on the boundary has rank 1, and therefore, only the term in
Qn containing one extrinsic curvature survives. Thus, we obtain Qn = 2nKˆXˆ2(n−1). Finally,
the extrinsic curvatures of the joints vanish and therefore Fn = 0 and we get
I(n) = n
∫
M2n−2
d2n−2x
√
|g|Xˆ2(n−1)
[∫
M2
d2x
√
|g|Rˆ+ 2
∫
∂M2
dsKˆ + 2
∑
l
ψl
]
. (2.55)
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hence the reduction of the 2n-dimensional Lovelock action gives us the 2-dimensional Einstein
action,
I(2) =
∫
M2
d2x
√
|g|Rˆ+ 2
∫
∂M2
dsKˆ + 2
∑
l
ψl . (2.56)
We obtain the York-Gibbons-Hawking boundary term and the contributions ψl coming from
the corners. Then, consistency demands that the quantities ψl in the Lovelock joint term
are the same as in Einstein gravity. Since these contributions are already known for Einstein
gravity for all kind of joints [24], we have determined the action in the most general case for
spacelike and timelike boundaries. The result is actually stronger, since it can be applied
as well to null boundaries. In that case, it tells us that the value of ψ for intersections of a
null boundary and any other kind of boundary is ψ ≡ a ∝ log |k · n|, where k and n are the
respective normals. For more details about how to find this parameter in all cases, we refer
to the original work [24]. Putting it all together, we obtain the result for the Lovelock action
explained in 1.1.
Let us mention that the method of reduction of the action can also be used to to obtain
some information about the boundary terms in the null case. We learn that, when evaluated
on the product geometry M2n−2 ×M2, the surface term in the null case should reduce to
Ibdry = −
∫
dλdd−1x
√
σ2nκXˆ2(n−1) , (2.57)
where κ is defined by the relation kα∇αkβ = κkβ. However, this result does not characterize
completely the null boundary term.
3 Complexity of global AdS
As we remarked in the introduction, one of the situations where one needs to compute the
gravitational action in a nonsmooth region appears in the context of holographic complexity.
Complexity is a quantity that has its origin in quantum information science, but in recent
years a growing interest has been focused in extending this concept to QFTs, and in particular
to holographic CFTs. The main property that has been noted is the correspondence between
the growth of the AdS-Einstein-Rosen bridge at late times and the growth of complexity
in a quantum theory. This has motivated two different proposals for holographic duals of
the complexity in the frame of the AdS/CFT correspondence. The “complexity=volume”
proposal [50–52] states the equivalence between complexity in the CFT and certain extremal
volume in the bulk, while according to the “complexity = action” proposal [19, 20] the
complexity is given by the gravitational action in the Wheeler-DeWitt patch of AdS — see
the references above and e.g. [21, 53] for more details. The latter has the advantage of being
also applicable to the case of higher-curvature gravity, while the former will probably need of
a non-trivial modification if we decide to include these corrections in the bulk— see [54] for
a possible generalization. Then, let us focus on the “complexity = action” proposal. More
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precisely, it states that the complexity in a fixed time slice Σ of a holographic CFT is equal
to
CA(Σ) = IWDW
pi~
, (3.1)
where IWDW is the gravitational action in the Wheeler-DeWitt patch: the causal diamond
attached to the constant time slice Σ in the boundary of AdS. The structure of the divergences
of the complexity was studied in [21], where it was found that there is a double series expansion
due to the presence of a logarithmic term:
CA ∼ a1
δd−1
+
a2
δd−3
+ . . .+ log
(
`
δ
)[
b1
δd−1
+
b2
δd−3
+ . . .
]
, (3.2)
where ` is an arbitrary length scale, associated to the freedom to choose the normalization of
the null boundary generators. In general the coefficients ai, bi involve integrals in Σ of intrinsic
and extrinsic geometric quantities but particularizing to global AdS they are just numerical
factors. It was observed that the coefficients ai in the first series are actually dependent on
the regularization scheme and they can also be modified if we for example rescale the length
` in the logarithmic expansion. On the other hand, the expansion containing the logarithm
seems to be regulator-independent. Therefore, it would be interesting to search for universal
terms in this series, this is, terms which are unaffected by rescalings of δ. A prototypical
example is the case of holographic entanglement entropy. When studying the structure of the
divergences of the EE across an Sd−1 one finds that there is a universal piece12 that reads
[56–60]
Suniv =
{
(−1) d−22 4a∗d log(R/δ) for even d ,
(−1) d−12 2pia∗d for odd d .
(3.3)
The constant a∗d can be read from the gravitational Lagrangian according to the relation
a∗d = −
pid/2L˜d+1
dΓ(d/2)
L|AdS , (3.4)
valid at least for even d [61, 62], and probably also for odd d [32, 58, 59]. In the case of
Einstein gravity holography, this constant is just proportional to L˜d−1/G, and so is any other
“central charge”. The introduction of higher-curvature terms with arbitrary couplings breaks
this degeneracy and allows to search for relations between CFT quantities. For example, a∗d
coincides with the a-type trace-anomaly charge in even dimensional theories [58, 59]. Hence,
it would be interesting to explore if there are any other universal constants playing a similar
role in the case of holographic complexity, and what kind of information about the underlying
CFT they contain. In order to do so, let us consider Lovelock gravity with action
Ibulk =
1
16piG
∫
M
dd+1x
√
|g|
d(d− 1)L2 +R+
bd/2c∑
n=2
λnL
2n−2(−1)n
(d− 2) . . . (d+ 1− 2n)X2n
 . (3.5)
12See [55] for a detailed discussion about the meaning of universal terms.
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Let us denote by L˜ the length scale of the AdS vacua of this theory, which is determined by
L and by the couplings according to L˜2 = L2/f∞, where f∞ is the solution of the equation
1− f∞ +
bd/2c∑
n=2
λnf
n
∞ = 0 (3.6)
such that f∞ → 1 when λn → 0. Then, the metric of global AdS is
ds2 =
L˜2
cos2 θ
(
−dτ2 + dθ2 + sin2 θdΩ2(d−1)
)
, (3.7)
with θ ∈ [0, pi/2), τ ∈ [−pi/2, pi/2). We would like to evaluate the gravitational action on a
regularized Wheeler-DeWitt patch, so that there is a cutoff distance δ from the boundary.
There are several ways to regularize the WDW patch, which gives rise to some ambiguities
in the complexity. We can consider the same regularizations as in [21]
W1(δ′) =
{
(τ, θ, φi) ∈ AdSd+1/ |τ | ≤ pi/2− θ, 0 ≤ θ ≤ pi/2− δ′
}
, (3.8)
W2(δ′) =
{
(τ, θ, φi) ∈ AdSd+1/ |τ | ≤ pi/2− δ′ − θ, 0 ≤ θ ≤ pi/2− δ′
}
(3.9)
In the first case, the boundary consists of three pieces: the null boundaries S± given by
τ = ±(pi/2 − θ), θ ∈ (0, pi/2 − δ′) and the timelike boundary R : θ = pi/2 − δ′, τ ∈ (−δ′, δ′).
There are joints at θ = pi/2−δ′, τ = ±δ′. In the second region we only have the null boundaries
S′± : τ = ±(pi/2− δ′ − θ) and their joint at τ = 0, θ = pi/2− δ′.13 The complete action then
has three contributions I = Ibulk + Ibdry + Ijoint. While we already can determine Ibulk and
Ijoint, the problem is of course that we do not know the surface terms for null boundaries.
14
In the case of Einstein gravity, the null surface terms vanish as long as we choose the null
generators to be affinely parametrized. However, it is unclear that the same behavior will
happen in Lovelock gravity. We will remain agnostic about the null boundary terms, but a
great deal of information can be obtained already from the bulk and joint contributions. In
particular, as observed in [21], the logarithmic part of the series (3.2) comes only from Ijoint.
15
On general ground, we can expect the same thing to happen here, i.e., we do not expect that
the (unknown) boundary term contributes to the logarithmic series, which means that we can
already determine it by using our results. The contribution from the joints reads
Ijoint =
1
8piG
∫
C
dσa
1 + bd/2c∑
n=2
nλnL
2n−2(−1)n
(d− 2) . . . (d+ 1− 2n) Xˆ2(n−1)
 , (3.10)
13The boundary also contains two caustics at the tips of the WDW patch where all of the null generators
meet. By performing a computation similar to the one in [53] it can be shown that the contribution from
these caustics coming from the Euler density X2n is a constant in the critical dimension D = 2n and that it
vanishes for D > 2n. We do not include the Euler density in the critical dimension, so we can safely ignore
these caustics.
14Here we consider the terms Fn as part of the surface term, as discussed previously.
15There is also one logarithmic term coming from the bulk action when d is odd — see (3.23).
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where a is determined in the same way as in [21, 24]. In particular, in the joint between two
null boundaries we have a = ± log |k1 · k2/2|, where k1,2 are the outwards-directed null 1-
forms normal to the boundaries and the sign depends on the case. In the joint between a null
boundary and a timelike surface with normal n we have instead a = ± log |n ·k1|. Then, let us
parametrize the null normals as k1 = α1L˜(dθ + dτ), k2 = α2L˜(dθ − dτ), and we also have, in
the regularization W1: n = L˜sin δ′dθ. Therefore, in the first regularization we obtain two joints
whose parameters a read a1,2 = − log |n · k1,2| = − log |α1,2 sin δ′|, so that when we add them
up we get a1+a2 = 2 log
(
1√
α1α2 sin δ′
)
. The same result is obtained in the other regularization,
where we only have one joint, but its contribution is a = − log |k1 · k2/2| = a1 + a2. Then,
the corner contribution is independent from the scheme. The induced metric on C is
(d−1)ds2 = L˜2 cot2 δ′dΩ2(d−1) , (3.11)
so it is an sphere of radius L˜ cot δ′, which implies that the reduced Euler densities take the
values Xˆ2(n−1) = tan
2(n−1)(δ′)
L˜2(n−1)
(d− 1) . . . (d+ 2− 2n). Hence, the contribution from the joint is
Ijoint =
L˜d−1Ω(d−1)
4piG
log
(
1√
α1α2 sin δ′
)
cotd−1 δ′
1 + bd/2c∑
n=2
(d− 1)nλnfn−1∞ (−1)n
(d+ 1− 2n) tan
2(n−1)(δ′)
 ,
(3.12)
where Ω(d−1) = 2pid/2/Γ(d/2) is the volume of Sd−1. Now, as in [21], let us make the change
of variables z = 2L˜ cos θ1+sin θ , which takes the metric (3.7) to a standard Fefferman-Graham form
ds2 =
L˜2
z2
[
dz2 −
(
1 +
z2
4L˜2
)2
dt2 + L˜2
(
1− z
2
4L˜2
)2
dΩ2(d−1)
]
, (3.13)
where we also introduced t = L˜τ . Then, we rewrite the short-distance regulator δ′ of global
AdS in terms of the regulator for the previous metric δ = 2L˜ sin δ
′
1+cos δ′ , which implies
cot δ′ =
L˜
δ
− δ
4L˜
, csc δ′ =
L˜
δ
+
δ
4L˜
. (3.14)
In this way, we can write the exact result as
Ijoint =
L˜d−1Ω(d−1)
4piG
log
(
L˜+ δ2/(4L˜)√
α1α2δ
) bd/2c∑
n=1
(d− 1)nλnfn−1∞ (−1)n
(d+ 1− 2n)
(
L˜
δ
− δ
4L˜
)d+1−2n
,
(3.15)
where we have introduced the +1 in the sum, with the convention that λ1 = −1. Now we
expand this expression when δ → 0 and we obtain the following logarithmic series in the
complexity
CA =
L˜d−1Ω(d−1)
4pi2G
log
(
L˜√
α1α2δ
)[
L˜d−1
δd−1
− (d− 1)
4
L˜d−3
δd−3
(
1− 8λ2f∞
d− 3
)
+
(d− 1)(d− 2)
32
L˜d−5
δd−5
(
1− 16λ2f∞
d− 2 −
96λ3f
2∞
(d− 2)(d− 5)
)
+ . . .
]
+ [. . .] ,
(3.16)
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where [. . .] denotes the non-logarithmic 1/δ series expansion. Note that the higher-order
Lovelock terms do not modify the leading order Einstein gravity behavior. The reason is that
the joint term involves intrinsic curvatures, which are vanishing for δ → 0. However, the
subleading terms are modified: the n-th Lovelock density starts appearing in the coefficient
of 1/δd+1−2n. In particular, when d is odd the previous series contains a constant term that
possibly will be universal, and all Lovelock densities contribute to this term. The universal
term is in general given by
CunivA = (−1)
d−1
2 bd log
(
L˜√
α1α2δ
)
+ [. . .] , (3.17)
where
bd = −
L˜d−1Ω(d−1)
4pi2G
(d−1)/2∑
n=1
λnf
n−1
∞
n(d− 1)(d− 2n)!
((d+ 1)/2− n)!22d+1−2n , (3.18)
and we leave open the possibility of having additional terms in [. . .] coming from the bulk
or boundary contributions. Some of the first values of this constant are bd × 4pi2GL˜d−1Ω(d−1) =
1
2 ,
3
8−2λ2f∞ , 516− 9λ2f∞8 − 9λ3f
2∞
2 for d = 3, 5 and 7 respectively. We may compare this constant
to some known central charges, such as a∗d (3.4), the constant CT controlling the stress-energy
tensor two-point function or the thermal entropy charge CS , defined by the relation between
entropy and temperature in a thermal plasma s = CST
d−1. For a holographic CFT dual to
Lovelock gravity, these charges read
a∗d = −
pi(d−2)/2L˜d−1
8Γ(d/2)G
bd/2c∑
n=1
λnf
n−1
∞
(d− 1)n
(d+ 1− 2n) , (3.19)
CT = − Γ(d+ 2)L˜
d−1
8(d− 1)Γ(d/2)pi(d+2)/2G
bd/2c∑
n=1
nλnf
n−1
∞ (3.20)
CS =
Γ(d+ 1)pi(2d−1)/22d−3
Γ
(
d+1
2
)
Γ(d/2)dd
fd−1∞ L˜d−1
G
, (3.21)
where we recall that λ1 = −1 corresponds to the Einstein gravity contribution. We see that
there is no simple way to express bd as a combination of these charges — the dependence on
the curvature order n is very different — so we conclude that this constant could be a new
central charge characterizing the CFT.
For the sake of completeness we may also search for universal terms coming from the
bulk part of the action, whose general form is
Ibulk =
{
−4da∗d
∫ pi/2
δ′ dθ
′θ′ cos
d−1 θ′
sind+1 θ′ if W =W1(δ′)
−4da∗d
∫ pi/2
δ′ dθ
′θ′ cos
d−1 θ′
sind+1 θ′ + 4a
∗
dδ
′ cotd δ′ if W =W2(δ′) ,
(3.22)
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where we are using (3.4) in order to relate the on-shell Lagrangian to a∗d. Then, we observe
that when d is odd the 1/δ′ expansion contains the term∫ pi/2
δ′
dθ′θ′
cosd−1 θ′
sind+1 θ′
=
1
(d− 1)δ′d−1 + . . .+ (−1)
d−1
2
1
d
log
(
csc δ′
)
+ . . . , (3.23)
and therefore we should also include this logarithm in (3.17). Note that this term appears
equally in both regularizations. On the other hand, when d is even the bulk action contains
a constant term:∫ pi/2
δ′
dθ′θ′
cosd−1 θ′
sind+1 θ′
=
1
(d− 1)δ′d−1 + . . .+ (−1)
d/2 pi
2d
+ . . . . (3.24)
Note that on general grounds when d is even the 1/δ expansion of the complexity contains
odd powers of the regulator like 1/δd−1−2k and log(δ)/δd−1−2k, so in principle no constants
terms are expected to appear. The one in the bulk action is probably the only exception to
this and therefore it could be universal. Putting it all together, we have found the following
possible universal contributions to the complexity
CAuniv =
(−1)
d−2
2 2a∗d if d is even ,
(−1) d−32 4a∗dpi log
(
L˜
δ
)
+ (−1) d−12 bd log
(
L˜√
α1α2δ
)
if d is odd .
(3.25)
In the case of odd boundary dimensions we are keeping the two logarithmic terms separated
because they actually have different properties. This becomes evident if we allow the boundary
of AdS to contain a (d − 1)-sphere of arbitrary radius R. In the metric (3.13) this radius is
fixed to be equal to the AdS scale L˜, but we may perform the change of variables z = zˆL˜/R,
t = tˆL˜/R, so that asymptotically the metric takes the form
ds2 =
L˜2
zˆ2
(
dzˆ2 − dtˆ2 +R2dΩ2(d−1) +O(zˆ2)
)
. (3.26)
The short-distance cutoff in this metric, δˆ, is related to the cutoff of the metric (3.13) according
to δ = δˆL˜/R. Then, the result for the complexity in this metric could be obtained by replacing
δ → δˆL˜/R everywhere in the previous expressions. However, there is a difference, because the
natural choice of the null generators in this coordinate system now is k1 = α1(dzˆ + dtˆ), k2 =
α2(dzˆ−dtˆ). The product of these vectors evaluated at the joints yields k1 ·k2/2 = α1α2δˆ2/L˜2,
which is the argument of the logarithm appearing in the joint contribution. Hence, this
logarithm is not changed at all and the universal contribution to the complexity reads
CAuniv = (−1)
d−3
2
4a∗d
pi
log
(
R
δˆ
)
+ (−1) d−12 bd log
(
L˜
√
α1α2δˆ
)
. (3.27)
This shows that the first logarithm actually depends on the boundary geometry, while the scale
in the second one really corresponds to the AdS curvature scale. The first one is controlled
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by the charge a∗d that appears in the holographic EE, while the second one depends on a
different, probably previously unknown constant bd. It has been argued that the combination
L˜/
√
α1α2 would correspond to a new scale that appears in the microscopic rules defining the
complexity in the CFT [21, 63]. This could give us a hint about the role of the constant bd
in the CFT.
We have tried to argue that the boundary contributions will not affect this result, but
of course a more rigorous computation taking into account the null boundaries is necessary.
In addition, it is not clear what relevance one can asses to the universal terms that we have
obtained due to the ambiguities present in the computation of the complexity. We have shown
that these terms are at least independent of the regularization scheme, but we still have the
ambiguity in the parameters α1,2 which fix the normalization of the null generators.
4 Discussion
In this work we have obtained the general form of the Lovelock action when the spacetime
domain contains nonsmooth joints between spacelike or timelike segments — the details are
explained in section 1.1. The results here were obtained by making use of the smoothing
method for type I joints and afterwards we showed that they can be extended to type II
joints as well. It would be interesting to try a direct proof by using the variational method.
This is probably more challenging, but now that we know the general structure of these terms
we have a very useful hint on how to tackle this computation. With these boundary and joint
terms the action is additive, in the same sense as in Einstein gravity [24, 46].
Let us also point out that we have only considered intersections of segments producing
codimension 2 joints, but in general the boundary could contain higher-order joints — vertices
— and in general they will also yield a contribution. If we denote by k-vertex a codimension k
defect in the boundary — the usual joints would be 2-vertices — then we expect that they will
contribute to the n-th Lovelock action if k ≤ n. For example, a 3-vertex does not have any
effect in the Einstein-Hilbert action, but it does contribute to the Gauss-Bonnet one. These
additional vertex terms could be computed by using similar techniques to those presented
here.
As we have seen, there are two kind of contributions that appear when the boundary
contains nonsmooth joints. The first one — the term Fn in (1.1) — is related to the presence
of a boundary in each segment of the boundary. This contribution is independent of the joint,
and we can actually think of it as adding a certain total derivative to the usual boundary
term (2.7). The form of this total derivative seems to depend on the decomposition used
to describe the boundary of every segment though. The second piece is the actual corner
contribution, since it depends on the angle Θ of the corner in the Euclidean case, or in the
local Lorentz boost parameter η in the Lorentzian one. This term has a very appealing
form, since it involves the integral along the joint of the Jacobson-Myers entropy density [43]
weighted by the aforementioned parameter ψ = Θ, η. If we write the Lagrangian density as
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L = 116piG (R+
∑
n λnX2n) then the contribution of the joints reads
Ijoint =
1
2pi
∫
C
dσψρJM , where ρJM =
1
4G
(
1 +
∑
n
nλnXˆ2(n−1)
)
(4.1)
This remarkable result could have relevant consequences. For example, in situations where
ψ is constant, this term is actually picking an entropy in the action. In particular, if C is
the bifurcation surface of a black hole horizon, then the Jacobson-Myers entropy equals the
Wald entropy [64], and the joint contributes with a quantity proportional to the black hole
entropy. A similar result —though with an slightly different point of view— was obtained in
[65], where it was observed that the Jacobson-Myers entropy appears in the “imaginary part”
of the action. In that context, the imaginary part of the action is precisely interpreted as the
black hole entropy, but in our case this term contributes to the variational problem. Also,
the Jacobson-Myers entropy coincides with the functional for the holographic entanglement
entropy in higher-derivative gravity [66, 67], so again in certain situations this term may yield
something related to an entanglement entropy.
In addition, we have shown that Ijoint can be straightforwardly extended to the case of
intersections of null boundaries just by using the same value for ψ as in Einstein gravity.
Although the appropriate surface terms for null boundaries are still unknown for Lovelock
gravity (including the contributions Fn), we have used this result in order to compute the
“logarithmic part” of the holographic complexity of AdS, since the logarithmic contribution
was argued to come only from the joints. We found that the higher-curvature corrections
do not modify the leading divergence in this series, but they do contribute to the subleading
terms. In particular, when d is odd the series contains a “universal term” of the form CunivA =
(−1) d−12 bd log
(
L˜√
α1α2δ
)
. All of the Lovelock densities contribute to the constant bd — see
(3.18) — which could be a new universal quantity characterizing the dual CFT, analogous to
a∗d. If that were the case, the dependence of this “charge” on the Lovelock couplings could
be relevant in order to identify a possible complexity model producing this constant from
the CFT side. By computing the bulk action, we have seen that a∗d also plays a role in the
complexity (3.25) — a possible appearance of a∗d in the complexity in general theories was also
anticipated in [32]. However, a careful inspection of the null boundary terms is still necessary
in order to assess the validity of this result. In addition, we should be careful regarding the
interpretation of possible universal terms, since there are some ambiguities in the complexity.
In particular, it depends on the free parameters α1, α2 of the null generators. It has been
argued that these parameters may be chosen in a way such that L˜/
√
α1α2 ≡ ` is a new length
scale which would appear in the UV physics of the CFT [21]. It could happen that this
new scale is actually cutoff dependent, ` = δeσ, and such property would actually spoil the
universal character of the logarithmic term proportional to bd. In any event, it seems clear
that exploring the dependence of the complexity on the higher-curvature couplings could give
us relevant information about this quantity.
Although we have focused on computing the complexity of global AdS, it would also be
interesting to estimate the subregion complexity [21] in Lovelock gravity. With the results
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at hands one could also try to re-compute the action growth for Lovelock black holes [68] by
using the methods of [24, 69], or the complexity of formation [53], which has the advantage
of being finite and independent of the normalization of the null generators. In particular,
it would be interesting to explore if the full time dependence of the complexity in Lovelock
black holes shares the same properties found in Einstein gravity [20, 69], where the asymptotic
behavior of the complexity at late times is CA ∝Mt. In the case of Einstein gravity the null
surface terms vanish when we choose the null generators to be affinely parametrized [24], so
that all the contributions to the complexity come from the bulk action and the joints, which
we also know for Lovelock gravity. However, it is unclear that the null surface terms will
also vanish in this case. A more rigorous computation would require the analysis of the null
boundary terms for Lovelock gravity, which are still unknown.
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A Variation of the Lovelock action
First, after some algebra in (2.3), we are able to express the boundary term as
nµδ
−vµn =
n
2n−1
(
nαh
σβδΓ ανσ − nσδΓ βνσ
)
h
νσ1...σ2n−2
βλ1...λ2n−2R
λ1λ2
σ1σ2 · · ·Rλ2n−3λ2n−2σ2n−3σ2n−2
− n(n− 1)
2n−2
δΓ ανσ h
σβh
νσ1σ2...σ2n−2
βαλ2...λ2n−2 nλ1R
λ1λ2
σ1σ2 · · ·Rλ2n−3λ2n−2σ2n−3σ2n−2 .
(A.1)
Now, we can write these expressions in terms of intrinsic quantities by using the Gauss-
Codazzi equations:
eiαe
j
βe
µ
ke
ν
l R
αβ
µν = Rijkl − 2Ki[kKjl] , (A.2)
nλe
σ
i e
α
j e
β
kR
λ
σαβ = −2D[iKj]k , (A.3)
where Di is the covariant derivative on the boundary. Then, we can write
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nµδ
−vµn =
n
2n−1
(
nαh
σβδΓ ανσ − nσδΓ βνσ
)
ejβe
ν
i δ
ii1...i2n−2
jj1...j2n−2
(
Rj1j2i1i2 − 2K
j1
i1
Kj2i2
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
+
n(n− 1)
2n−3
δΓ ανσ e
σkeνi e
j1
α δ
ii1i2...i2n−2
kj1j2...j2n−2Di1K
j2
i2
(
Rj3j4i3i4 − 2K
j3
i3
Kj4i4
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
.
(A.4)
Now let us compute δI
(n)
bdry. For simplicity, we will not keep trace of terms proportional to
δhij , since eventually we will set δhij = 0. Hence:
δI
(n)
bdry =
∫
∂M
ddx
√
|h| (δQn +O(δh)) . (A.5)
The variation of Qn can be separated in two components: variations through the extrinsic
curvature and variations through the intrinsic one. The former reads:
δKQn = n
2n−2
δ
i1...i2n−1
j1...j2n−1δK
j1
i1
(
Rj2j3i2i3 − 2K
j2
i2
Kj3i3
)
· · ·
(
Rj2n−2j2n−1i2n−2i2n−1 − 2K
j2n−2
i2n−2K
j2n−1
i2n−1
)
.
(A.6)
Note the funny effect of “canceling” the integration. On the other hand we have to consider
variations with respect to the intrinsic curvature. In this case, we know that
δRijkl = 2D[kδΓˆ il]j , (A.7)
where Γˆ ilj is the Levi-Civita connection of the induced metric hij . Hence, whenever δRijkl
appear we can integrate by parts, and by using the Bianchi identity D[iRjklm] = 0 we obtain
the following result:
δRQn =DiF i − n(n− 1)
2n−3
δΓˆ j1il h
lkδ
ii1i2...i2n−2
kj1j2...j2n−2Di1K
j2
i2
(
Rj3j4i3i4 − 2K
j3
i3
Kj4i4
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
+O(δh) ,
(A.8)
where
F i =− n(n− 1)
2n−3
∫ 1
0
dtδ
ii1i2...i2n−2
jj1j2...j2n−2K
j
i1h
j2lδΓˆ j1i2l
(
Rj3j4i3i4 − 2t2K
j3
i3
Kj4i4
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2t2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
.
(A.9)
The total variation of Qn is then δQn = δKQn + δRQn. It remains to compute δKji . We can
use the results in [24]:
δKji =
1
2
δhjkKki − 1
2
DiδA
j +
1
2
eνi e
j
βn
σδΓ βνσ −
1
2
eνi e
j
βnαh
σβδΓ ανσ , (A.10)
– 26 –
where δ−Aj = −ejαnβδgαβ. Then, if we add up all the results we obtain:
nµδ
−vµ + δQn = − n
2n−1
δ
i1...i2n−1
j1...j2n−1Di1δ
−Aj1
(
Rj2j3i2i3 − 2K
j2
i2
Kj3i3
)
· · ·
(
Rj2n−2j2n−1i2n−2i2n−1 − 2K
j2n−2
i2n−2K
j2n−1
i2n−1
)
+
n(n− 1)
2n−3
(
δΓ ανσ e
σ
l e
ν
i e
j1
α − δΓˆ j1il
)
hlkδ
ii1i2...i2n−2
kj1j2...j2n−2Di1K
j2
i2
(
Rj3j4i3i4 − 2K
j3
i3
Kj4i4
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
+DiF
i +O(δh) .
(A.11)
Now, in the first term we integrate by parts, and after using the Bianchi identity we get
nµδ
−vµ + δQn = Di(F i +Gi) +O(δh)
+
n(n− 1)
2n−3
(
δΓ ανσ e
σ
l e
ν
i e
j1
α − δΓˆ j1il −Kilδ−Aj1
)
hlkδ
ii1i2...i2n−2
kj1j2...j2n−2Di1K
j2
i2
(
Rj3j4i3i4 − 2K
j3
i3
Kj4i4
)
· · ·(
Rj2n−3j2n−2i2n−3i2n−2 − 2K
j2n−3
i2n−3K
j2n−2
i2n−2
)
,
(A.12)
where
Gi1 = − n
2n−1
δ
i1...i2n−1
j1...j2n−1δ
−Aj1
(
Rj2j3i2i3 − 2K
j2
i2
Kj3i3
)
· · ·
(
Rj2n−2j2n−1i2n−2i2n−1 − 2K
j2n−2
i2n−2K
j2n−1
i2n−1
)
.
(A.13)
Finally, using that gµν = e
i
µe
j
νhij + nµnν it is possible to show that δΓ
α
νσ e
σ
l e
ν
i e
j1
α − δΓˆ j1il −
Kilδ
−Aj1 = 0.
Hence, we have the following result:∫
∂M
dΣµδ
−vµn + δI
(n)
bdry =
∫
∂M
ddx
√
|h| (T ijδhij +Diδ−H i) , (A.14)
for certain T ij that we do not worry about and where δ−H i = F i +Gi.
B Example: Gauss-Bonnet theorem in D = 4
According to our results, the Euler characteristic of a 4-dimensional manifold with (non-
smooth) boundary must be given by
X (M) = 1
32pi2
∫
M
d4x
√
gX4 + 1
16pi2
∫
∂M
d3x
√
hδi1i2i3j1j2j3K
j1
i1
(
Rj2j3i2i3 −
2
3
Kj2i2K
j3
i3
)
+
1
8pi2
∑
l
∫
Cl
dσ
[
ΘRˆ+ 2L[A1AQB]1B + 2L[A2AQB]2B
]
.
(B.1)
Let us check this result by evaluating it in the following deformed 4-dimensional cylinder
embedded on flat space
M = {(x, y, z, u) ∈ R4/x2 + y2 + z2 ≤ 1 , 0 ≤ u ≤ f(z)} , (B.2)
where f is an arbitrary positive, differentiable function. Since this manifold is topologically
B4, the Euler characteristic is 1, and (B.1) should give us this result for any function f . The
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bulk piece vanishes because we are working in flat space. In the boundary term it is useful
to apply the Gauss-Codazzi equations, so that we get
Rijkl = Rijkl + 2Ki[kKjl] = 2Ki[kKjl] , (B.3)
where we again use that the curvature Rijkl vanishes. Then, the boundary contribution only
contains the combination K
[i1
i1
Ki2i2K
i3]
i3
∝ det(K). Therefore, the extrinsic curvature only
contributes when it has rank 3. To determine Kij for the different pieces of the boundary, let
us write the Euclidean space in cylindrical coordinates
ds2 = dr2 + r2(dψ2 + sin2 ψdφ2) + du2 . (B.4)
Then there are three pieces: the top (T ) u = f(z), the bottom (B) u = 0 and the side (S)
of the cylinder r = 1. The normal to B is n = −du and the extrinsic curvature is vanishing.
In S we have n = dr and K = (dψ2 + sin2 ψdφ2) has rank 2, so the contribution is zero.
Finally, in the top T the normal is n = du−f ′(z)dz√
1+f ′(z)2
and its extrinsic curvature has rank 1,
so it does not contribute either. Therefore, all the contribution comes from the joints. Let
us start with the joint C1 = S ∩ B. This joint is defined by the intersection of the surfaces
r = 1 and u = 0 and therefore it is a 2-sphere, which implies that the induced curvature
takes the value Rˆ = 2. We have the following system of adapted normals in each piece of
boundary: the normals adapted to B are (n1, s1) = (−du, dr) while those coming from S are
(n2, s2) = (dr,−du). Obviously, the change in the normal is Θ = arccos(n1 · n2) = pi/2. On
the other hand, the extrinsic curvatures are L1 = Q2 = 0, Q1 = L2 = (dψ
2 + sin2 ψdφ2).
Therefore, the contribution from this joint is
1
8pi2
∫
C1
dσ
[
ΘRˆ+ 2L[A1AQB]1B + 2L[A2AQB]2B
]
=
1
8pi2
∫
C1
dσpi =
1
2
. (B.5)
Then, let us finally consider the joint C2 = S ∩ T between the surfaces r = 1 and u = f(z) =
f(r cosψ). We have the following normals in each boundary
n1 = dr , n2 =
du− f ′dr cosψ + f ′r sinψdψ√
1 + f ′2
, (B.6)
where we are writing in short f ′ ≡ f ′(r cosψ). From these normals to the boundaries we
construct s1 and s2 such that they unitary and tangent to their respective boundary and
pointing outwards. This is, ni · si = 0, s2i = 1, i = 1, 2. We find
s1 =
du+ f ′dψr sinψ√
1 + sin2 ψf ′2
, (B.7)
s2 =
f ′ cosψdu+ (1 + sin2 ψf ′2)dr + r cosψ sinψf ′2dψ√
(1 + f ′2)(1 + sin2 ψf ′2)
. (B.8)
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These expressions have to be evaluated at r = 1 but it is useful to keep trace of all the
coordinates in order to compute the extrinsic curvatures Li = Dni, Qi = Dsi. They read
L1 = dψ
2 + sin2 ψdφ2 , (B.9)
Q1 =
− sin2 ψf ′′dψ2√
1 + f ′2
, (B.10)
L2 =
(
cosψf ′ − sin2 ψf ′′) dψ2 + cosψ sin2 ψf ′dφ2√
1 + sin2 ψf ′2
, (B.11)
Q2 =
(
1 + f ′2 − cosψ sin2 ψf ′f ′′) dψ2 − sin2 ψ (1 + f ′2) dφ2√
(1 + f ′2)(1 + sin2 ψf ′2)
(B.12)
We also find the angle Θ in which the normal changes:
Θ = arccos(n1 · n2) = arccos
[
− cosψf ′(cosψ)√
1 + f ′(cosψ)2
]
. (B.13)
On the other hand, the induced metric reads
(2)ds2 =
(
1 + sin2 ψf ′(cosψ)2
)
dψ2 + sin2 ψdφ2 . (B.14)
Then we get the Ricci scalar and the combinations of extrinsic curvatures
R = 2
(
1 + f ′2 − cosψ sin2 ψf ′f ′′)
(1 + sin2 ψf ′2)2
, (B.15)
2L
[A
1AQ
B]
1B =
2 cosψf ′ − sin2 ψf ′′
(1 + sin2 ψf ′2)3/2
, (B.16)
2L
[A
2AQ
B]
2B =
− sin2 ψf ′′
(1 + sin2 ψf ′2)3/2
. (B.17)
Putting it all together, the Euler characteristic reads
X (M) = 1
2
+
1
8pi2
∫
C2
dσ
[
ΘRˆ+ 2L[A1AQB]1B + 2L[A2AQB]2B
]
=
1
2
+
1
4pi
∫ 1
−1
dx
2
(
1 + f ′2 + x
(
x2 − 1) f ′f ′′) arccos( −xf ′√
f ′2+1
)
(1 + (1− x2) f ′2)3/2
+
2
((
x2 − 1) f ′′ + xf ′)
1 + (1− x2) f ′2
 ,
(B.18)
where we introduced x = cosψ, and f ′ ≡ f ′(x), f ′′ ≡ f ′′(x). The integrand is a total
derivative, and thus can be integrated and we obtain
X (M) = 1
2
+
1
4pi
2x arccos
(
−xf ′(x)√
f ′(x)2+1
)
√
1 + (1− x2) f ′(x)2 − 2 arctan
(
f ′(x)
)
x=1
x=−1
=
1
2
+
1
2pi
[
arccos
(
a√
a2 + 1
)
+ arctan(a) + arccos
( −b√
b2 + 1
)
+ arctan(−b)
]
,
(B.19)
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where a = f ′(−1) and b = f ′(1). But now, arccos
(
a√
a2+1
)
+ arctan(a) = pi/2 ∀a ∈ R.
Therefore, we have shown that X (M) = 1 and the Gauss-Bonnet theorem works when we
include the joint terms. In particular note that the terms involving the extrinsic curvatures
are necessary in order to obtain a topological result.
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