Today it is possible to aggregate a wide variety of resources including supercomputers, storage systems, data sources, and special classes of devices distributed geographically, and use them as a single unified resource, thus forming what is popularly known as a Grid. The initial aim of Grid Computing was to link supercomputing sites (Metacomputing) but current objectives go far beyond this, and Grids are considered to be the computing infrastructure of the future. In this light, Grids let a user solve larger or new problems by pooling together resources that could not be coupled easily before.
In order to harmonize and standardize the worldwide efforts on Grid Computing, the Global Grid Forum (GGF) was created. Today the GGF (www.gridforum.org) is a forum of people and organizations aimed at the development of a broadly based-integrated Grid architecture that can serve to guide the research, development, and deployment activities of the emerging Grid communities.
This Special Session was opened to the contribution of researchers and practitioners working on Grid technologies and applications. Four papers were accepted for publication in the PDP2003 Conference Proceedings.
The paper by R. Prodan and T. Fahringer presents ZENTURIO a system for performance and parameter studies, as well as for software testing on cluster and Grid architectures. The authors describe their experience with ZENTURIO for performance and parameter studies of a material science kernel, a 3-dim. particle-in-cell simulation, a Fast Fourier Transform, and a financial modeling application. Experiments conducted on a SMP cluster architecture with different communication networks, using PBS (Portable Batch System) and GRAM (Globus Resource Allocation Manager) as job managers are described.
The paper by O. Beaumont, A. Legrand and Y. Robert is related to the scheduling of a complex application on a heterogeneous Grid computing platform modeled as non-oriented graph. The complex application consists of a suite of identical, independent problems to be solved. Each problem consists of a set of tasks having some precedence constraints among them. The authors show how to determine the optimal steady-state scheduling strategy for each processor in the Grid.
The paper by R. Baraglia et al focuses on AssistConf, a graphical user interface designed to configure an ASSIST program and to run it on a Grid platform. ASSIST (A Software development System based upon Integrated Skeleton Technology) is a new programming environment for the development of parallel and distributed high-performance applications. AssistConf is used to configure the ASSIST program and to establish a mapping between the program modules and the most suitable machines in the Grid candidate to execute them.
The paper by Y. Cotronis presents an application of the Ensemble methodology. According to this methodology, message passing components are developed separately as independent modules and applications, whether regular, irregular, SPMD, MPMD, are composed from these modular components, without any code modification. Ensamble is demonstrate by developing some realistic requirements for downsized atmospheric and ocean models in a Grid environment.
