We report signal-to-noise ratio SNR ≃ 100 optical spectra for four DA white dwarf stars acquired with the GMOS spectrograph of the 8m Gemini north telescope. These stars have 18 < g < 19 and are around T eff ∼ 12000 K, were the hydrogen lines are close to maximum. Our purpose is to test if the effective temperatures and surface gravities derived from the relatively low signal-tonoise ratio ( SNR ≈ 21) optical spectra acquired by the Sloan Digital Sky Survey through model atmosphere fitting are trustworthy. Our spectra range from 3800Å to 6000Å, therefore including Hβ to H9. The H8 line was only marginally present in the SDSS spectra, but is crucial to determine the gravity. When we compare the values published by Kleinman et al. (2004) and Eisenstein al. (2006) with our line-profile (LPT) fits, the average differences are: ∆T eff ≃ 320 K, systematically lower in SDSS, and ∆ log g ≃ 0.24 dex, systematically larger in SDSS. The correlation between gravity and effective temperature can only be broken at wavelengths bluer than 3800Å. The uncertainties in T eff are 60% larger, and in log g larger by a factor of 4, than the 
a The quoted uncertainties on all tables are the internal uncertainties of the fit only.
tal Sky Survey (SDSS) Data Release 1 (DR1), increasing the number of spectroscopically identified stars by almost 50% compared to McCook & Sion (2003) . Eisenstein al. (2006) extended the white dwarf spectroscopic identification to DR4 with 9316 white dwarf stars reported. They fit their observed optical spectra from 3800Å to 7000Å to a grid of synthetic spectra derived from model atmosphere with ML2/α = 0.6 convective transport in LTE, calculated by Detlev Koester. Their fits are for the whole spectra and photometry, allowing a reflux of the models according to a low-order polynomial, to incorporate effects of unknown reddening. The SDSS spectra have mean signal-to-noise rate SNR(g)≈ 13, and SNR(g)≈ 21
for stars brighter than g=19.
Starting with Schulz & Wegner (1981) , most of the white dwarf spectra fits for T eff and log g are values derived from the line profiles alone, if a sufficient set of lines is measured. Bergeron et al. (1995) show SNR 70 is required for uncertainties ∆T eff 300 K. The low order lines are temperature sensitive, and the higher order lines are pressure -therefore gravity -sensitive, as they weaken with increasing gravity; their line profiles are dominated by the quenching of the upper levels due to the high electronic density. However these lines are also in the region where the atmospheric extinction is the largest and the CCD detectors the least sensitive.
The SDSS spectra have good flux calibration redwards of 4000Å, but have a very low SNR below 4000Å, even when the spectra extend to H8. Madej et al. (2004) calculated the mass distribution for the DR1 SDSS DA sample and found that the mean mass increased below T eff = 12000 K, raising a doubt on the Kleinman et al. (2004) published values.
To test if the SDSS atmospheric values derived from the relatively low SNR spectra are trustworthy, we obtained SNR ≈ 100 near 4500Å for four DA white dwarf stars around T eff = 12 000 K, listed in Table 1 . We calculated the absolute magnitudes listed in the table from the T eff and log g obtained in their fits, convolving the synthetic spectra with the g filter transmission curve and using the evolutionary models of Wood (1995) with C/O core, Gemini spectra of 12000K white dwarf stars 3 M He = 10 −2 M * , and M H = 10 −4 M * to estimate their radius. The distances were then obtained from the distance moduli.
OBSERVATIONS
We used the Gemini Multi-Object Spectrograph (GMOS) on the 8m Gemini north telescope, in 1.5" long slit mode, from 3800Å to 6000Å. We observed with the B600-G5303 grating and 2 × 2 binning, achieving 2.8Å resolution.
The spectra are reduced with the Gemini/GMOS package in IRAF, calibrated with standard stars observed the same night as the targets, and extinction corrected using Mauna Kea mean coefficients. The normal flux and extinction calibration was done with bins of 16Å, leaving undulations in the spectra. As the resolution of our spectra is higher, we used a 1Å
calibration for the primary flux standard star G191-B2B, which has been fitted to white dwarf model atmospheres (Bohlin 2002) , and an observation of the star with the same setup used in our spectra, for a fine calibration.
MODELS AND FITTING
We employed a synthetic spectra grid similar to that used by Kleinman et al. (2004) , but extended and denser, to prevent uncertainties in the fits to dominate the comparison.
The choice of the ML2/α = 0.6 parameterization for convection was demonstrated by Bergeron et al. (1995) to give internal consistency with the temperatures derived in the optical and the ultraviolet, photometry, parallax and gravitational redshift. It also gave the same mean mass for his sample with T eff larger and smaller than 13 000 K, while other parameterizations did not. ML2 corresponds to the Bohm & Cassinelli (1971) description of the mixing length theory and α = ℓ/λ P is the ratio of the mixing length to the pressure scale height.
For line profile technique (LPT) fitting, we normalize both observed spectra and models to a continuum set at a fixed distance from the line center and recenter the observed lines to account for radial velocities and wavelength calibration uncertainties. The synthetic spectra are convolved with a Gaussian instrumental profile and the whole grid is fitted by leastsquares, weighting all the points equally. We fitted the spectra both whole spectra (Figure 1 . Gemini (solid dark line), SDSS spectra (crosses) of WD J0303-0808, and the model fits (dashed lines). We plot both the best fit by LPT (Table 2 ) and the whole spectra fitting (Table 3) . calibration and reddening uncertainties. For the whole spectra fitting (all), we normalize the observations and the models in a region around 5050Å.
We tested Seaton (1979) interstellar reddening proportional to the distances we measured and found no detectable difference. Even though the distances are slightly over 100 pc, the SDSS fields were selected perpendicularly to the galactic disk, so reddening should be low.
To test the fitting method, we simulated different noise levels added to synthetic spectra.
By Monte Carlo simulations, we estimated the average uncertainties in both techniques, LPT and all spectra fitting. As the signal-to-noise is varying from 100 at 4500Å to less than 30 at 3800Å, where the log g effects are the largest, we report the simulations up to SNR=60, to reinforce the average over wavelength. The uncertainties in T eff are listed in Table 4 , and we conclude the more trustworthy fits are when we fit all the spectra, if the uncertainties in flux calibration and interstellar reddening are not dominant. the uncertainties were calculated adding quadratically the fits internal uncertainties.
(ii) The surface gravity uncertainties are underestimated by a factor of 4. The mean difference from SDSS to our high SNR spectra have ∆ log g = 0.24 ± 0.08, (∆ log g = 0.24 ± 0.06 including the variable WD J0303-0808) systematically larger in SDSS, which corresponds to ∆M ≃ 0.13 M ⊙ overestimate in mass.
The main difficulty in these fits is the correlation between the derived T eff and log g -a small increase in T eff can be compensated by a small decrease in log g -as for WD J0303-0808, for which the model with T eff = 12000 K, log g = 8.0, from our LPT fit, differs from the whole spectra best fit T eff = 11400 K, log g = 8.3 only below 3800Å, where we have no measured flux.
The four stars reported here were classified as Not-Observed-to-Vary (NOV) by Mukadam et al. (2004) , but Castanheira et al. (2006) report WD J0303-0808 is, in fact, a low amplitude pulsator. Pulsation does introduce a real variation of the measured effective temperature of 50 to 500 K, depending on the real amplitude of the pulsation, during a cycle (Kepler 1984) .
A systematic increase in the measured gravity for white dwarfs at effective temperatures lower than 12 000 K has been observed for more than a decade, and for the SDSS spectra has been reported by Kleinman et al. (2004) , Madej et al. (2004) , and Eisenstein al. (2006) . Our results indicate that such an increase, in the region of Balmer line maximum, 14000 K T eff 11000 K, is due to the projection of the T eff -log g real correlated solution onto a smaller T eff range. Such projection would also explain why Mukadam et al. (2004) and Mullally et al. (2005) find a narrower ZZ Ceti instability strip than Bergeron et al. (2004) and Gianninas, Bergeron, & Fontaine (2005) , but contaminated by non-variables.
