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Resumen
Esta tesis aborda dos problemas fundamentales en la recepcion de senales moduladas
digitalmente la igualacion de canales y la separacion de senales Se proponen nuevas
soluciones basadas en el conocido criterio de optimizacion de modulo constante CM
Constant Modulus
El objetivo en igualacion de canales es eliminar la interferencia intersimbolica
ISI Intersymbol Interference causada por los canales dispersivos En numerosas
situaciones practicas esto se lleva a cabo mediante un ltro transversal cuya salida es
una combinacion lineal de versiones retardadas de la senal recibida Debido a que las
caractersticas del canal no son conocidas a priori los coecientes del ltro han de ser
ajustados adaptativamente mediante un algoritmo recursivo Uno de los algoritmos
mas utilizados es el CMA Constant Modulus Algorithm debido a su sencillez y a
no requerir la transmision de secuencias de entrenamiento No obstante estudios
recientes han mostrado que este algoritmo puede converger hacia puntos no deseados
cuando el igualador tiene una longitud nita y el canal se modela como un sistema
autorregresivo AR AutoRegressive
Este problema es abordado en la presente tesis presentadose una modicacion
a la funcion de coste minimizada por el CMA que no posee mnimos locales para
canales AR Se muestra que en los mnimos locales existe una correlacion entre la
salida y la entrada desplazada la cual no existe en los mnimos deseados Esto
motiva la introduccion de un nuevo criterio en el que conjuntamente se minimiza
la funcion de coste CM y la correlacion entre la salida y versiones retardadas de la
entrada Aunque un analisis general del nuevo criterio es extremadamente complejo
se presenta un analisis de los puntos estacionarios de la funcion de coste resultante
para un igualador de dos coecientes y un canal AR de primer orden demostrandose
que en este caso no existen mnimos no deseados Asimismo tambien se presenta un
analisis en presencia de ruido en el que se demuestra que el error cuadratico medio
MSE Mean Square Error alcanzado en los mnimos no deseados coincide con el
mnimo posible MMSE Minimum Mean Square Error
El otro problema que se aborda es la separacion de senales mezcladas linealmente
Este problema surge con frecuencia en los receptores de sistemas de comunicaciones
multiusuario en los cuales existe un frontend de comunicaciones array de antenas
banco de ltros adaptados  que suministran una mezcla lineal de las senales
que se desean demodular La separacion se lleva a cabo con un sistema lineal de
multiples salidas De nuevo nos encontramos con que la mezcla es desconocida y
que los parametros del sistema de separacion deben ajustarse de forma adaptativa
La utilizacion del CMA en esta aplicacion resulta enormemente atractiva porque es
capaz de extraer en cada salida una unica senal del entorno Sin embargo este criterio
no puede aplicarse por s solo ya que corre el peligro de extraer la misma senal en
distintas salidas
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Para evitar este problema de captura se presenta un nuevo criterio que considera
la adaptacion conjunta del criterio CM y la correlacion cruzada entre salidas distintas
Estas correlaciones seran distintas de cero cuando se produzca el problema de captura
y su minimizacion penaliza la convergencia hacia los mnimos donde esto ocurre Un
analisis general del nuevo criterio propuesto resulta extremadamente complejo No
obstante se presenta un analisis particular para dos usuarios en el que se demuestra
la eliminacion de los mnimos no deseados Asimismo tambien se presenta un analisis
en presencia de ruido en el que se demuestra que el MSE alcanzado en los mnimos
es igual al mnimo MSE alcanzable MMSE
Abstract
This thesis deals with two fundamental problems in the reception of digital signals
channel equalization and signal separation New solutions are proposed using the
wellknow Constant Modulus CM optimization criterion
The objective of channel equalization is to remove the Intersymbol Interference
ISI introduced by dispersive channels In many practical situations the equalizer
is a transversal lter whose output is a linear combination of delayed versions of
the received signal Since the channel features are unknown in advanced the lter
coecients must be adjusted in an adaptive way by means of a recursive algorithm
The CMA Constant Modulus Algorithm is one of the most widely used because it
is simple robust and does not require training sequences However recent stability
analysis have demonstrated that this algorithm may converge to undesired points
when considering nite length equalizers and the channel is modeled as an auto
regressive AR system
This thesis proposes a solution to this problem by introducing a modication of
the CMA cost function that does not present local minima It is demonstrated that
in the local minima there is a correlation between the output and the delayed input
This correlation vanishes at the desired ones Though it is very dicult to obtain
a general analysis of the proposed cost function it is presented an analysis of the
stationary points for a tap equalizer and a rst order AR channel that shows the
non existence of undesired local minima Moreover it is also performed an analysis
in presence of noise demonstrating that the Mean Square Error MSE at the minima
of the new cost function is the minimum achievable MMSE Minimum Mean Square
Error
Another problem considered in this thesis is the separation of linear mixtures of
signals This problem frequently arises in multiuser communications receivers where
there exist a frontend antenna array match bank lters  that provides a linear
mixture of the desired signals The separation is made by means of a multiple outputs
linear system Again the mixture is unknown and the parameters of the separation
system must be adjusted in an adaptive way The CMA is very attractive because it
always extracts a single signal from the environment However this criterion cannot
be used by itself because it may extract the same signal at dierent outputs
In order to avoid this capture problem a new criterion is proposed that considers
the joint minimization of the CM criterion and the crosscorrelation between dierent
outputs These correlations are nonzero when the capture problem appears and their
minimization penalizes convergence to these kind of solutions It is very dicult to
perform a general analysis of the new criterion However an analysis is presented
for two users that shows how the nondesired minima disappear Moreover it is
presented an analysis in presence of noise where it is shown as the MSE reached at
the minima of the new cost function corresponds to the MMSE value
xiii
xiv
 Indice General
 Introduccion 


 Motivacion                                  


 Tecnicas de Diversidad                           


 Diversidad Temporal                        

 Diversidad Frecuencial                       

 Diversidad Espacial                         

 Diversidad por Espectro Ensanchado               

 Otras Formas de Diversidad                    

 Modelo de Senal para Canales no Dispersivos              


 Diversidad Temporal y Frecuencial                

 Diversidad Espacial                         



 Diversidad por Codigo                       


 Discusion                              


 Modelo de Senal para Canales Dispersivos                



 Lnea de Retardos                          


 Array de Antenas                          


 Banco de Filtros Adaptados                    


 Discusion                              


 Arquitecturas Receptoras                          



 Receptores MISO para Sistemas con Diversidad Temporal   

 Receptores MISO para Sistemas con Diversidad Espacial o por
Codigo                                


 Receptores MISO para Sistemas con Doble Diversidad     
xv
xvi
 
INDICE GENERAL

 Receptores MISO para Sistemas con Triple Diversidad     

 Receptores MIMO                         

 Planteamiento y Objetivos de la Tesis                   
 Igualacion de Canales AR 

 Introduccion                                 
 Modelo de Senal                               
 Igualadores ZeroForcing                          
 Igualadores MMSE                             
 Igualadores Ciegos                             

 Mnimos Locales Dependientes de la Longitud          
 Modicacion de los Igualadores CMA                   

 Algoritmo Adaptativo                       
 Generalizacion a Canales AR de Mayor Orden          
 Analisis de los Puntos Estacionarios                    

 Analisis sin Ruido                          	
 Analisis con Ruido                         
 Valor del MSE en los Mnimos con Ruido            
	 Simulaciones                                 
 Conclusiones                                 
 Separacion Ciega de Senales 	


 Introduccion                                 
 Modelo de Senal                               
 Receptor de Decorrelacion                         
 Receptor MMSE                              

 Receptores Ciegos                              

 Receptores LCMV                         
 Receptores Basados en Tecnicas de Separacion Ciega de Fuentes 
 Receptores CMA                          
 Modicacion Receptores CMA                       
 INDICE GENERAL xvii

 Algoritmo Adaptativo                       
 Analisis de los Puntos Estacionarios                   

 Analisis sin Ruido                          
 Analisis con Ruido                         	
 Valor del MSE en los Mnimos con Ruido             	
	 Simulaciones                                 	
 Conclusiones                                 
 Conclusiones y Lneas Futuras de Trabajo 


 Conclusiones                                 


 Igualacion de Canales                        	

 Separacion de Senales                       
 Lneas Futuras de Trabajo                         

A Diferenciacion con Respecto a Vectores y Matrices 
A
 Diferenciacion con Respecto a un Escalar                 

A Diferenciacion con Respecto a un Vector                 

A
 Ejemplos                               

A Diferenciacion con respecto a una matriz                 

A
 Ejemplos                               

B Puntos Estacionarios de un Igualador Innito CMA 

C Desarrollos Correspondientes al Captulo  
C
 Desarrollo de la Ecuacion                       



C Desarrollo de la ecuacion                       


C Desarrollo del sistema de ecuaciones 	
                


D Desarrollos Correspondientes al Captulo  

D
 Naturaleza de los Puntos Estacionarios de la Funcion de coste     


D

 Puntos Estacionarios                        


D Calculo del MSE                              

xviii
 
INDICE GENERAL
D
 Desarrollo de la Ecuacion                   

D Calculo del Gradiente de                   

D Desarrollo de la Ecuacion                   

D Calculo del Gradiente de                   

D Obtencion de la Expresion                  

E Notacion y Abreviaturas Empleadas 
E
 Notacion                                   

E Abreviaturas                                

Bibliografa 
 Indice de Figuras


 Diversidad temporal                            

 Diversidad frecuencial                           

 Diversidad espacial Array de antenas                  

 Diversidad por codigo                           

 Diagrama de bloques un sistema de comunicaciones monousuario con
diversidad y canales no dispersivos                    	

 Diagrama de bloques un sistema de comunicaciones multiusuario con
diversidad                                  


 Diversidad temporal mediante una lnea de retardos          


	 Arquitectura de receptor MISO para sistemas con diversidad temporal 


 Arquitectura de receptor MISO para sistemas con diversidad espacial
o por codigo                                


 Arquitectura de receptores MISO para sistemas con doble diversidad
codigo o espacial y temporal                        



 Arquitectura de receptores MISO para sistemas con doble diversidad
espacial y por codigo                            


 Arquitectura de receptores MISO para sistemas con triple diversidad 


 Arquitectura de receptores MIMO                    

 Diagrama de bloques de un receptor monousuario con igualador lineal 
 Diagrama de bloques de un receptor monousuario con igualador con
realimentacion de decisiones DFE                    

 Respuesta al impulso de un canal de microondas            
 Diagrama de bloques de un sistema de igualacion de canal       
 Representacion de la funcion                     
xix
xx
 
INDICE DE FIGURAS
 Representacion de las funciones de coste correspondientes al nuevo al
goritmo y al CMA para un igualador de dos coecientes y un canal
AR
 con a                               
 Representacion del contorno de la nueva funcion de coste y de la de
CMA para un igualador de dos coecientes y un canal AR
 con a 
 y ruido aditivo con una SNR  
 dB                	
	 Curvas de comparacion del MSE respecto a la SNR en recepcion del
nuevo algoritmo MMSE y de la aproximacion obtenida en la seccion
                                     
 Curvas de comparacion de las probabilidades de error respecto a la
SNR en recepcion del nuevo algoritmo y del MMSE           


 Evolucion temporal de la ISI cuando se considera un igualador de dos
coecientes y un canal AR
 con funcion de transferencia Hz 
 
   z
  
                               


 Evolucion temporal de la ISI cuando se considera un igualador de cinco
coecientes y un canal AR
 con funcion de transferencia Hz 
 
   z
  
                               

 Evolucion temporal de la ISI cuando se considera un igualador de tres
coecientes y un canal AR con funcion de transferencia Hz 
 
  az
  
  bz
  

                           

 Evolucion temporal de la ISI cuando se considera un igualador de
dos coecientes un canal AR
 con funcion de transferencia Hz 
 
   z
  
y ruido aditivo con SNR  
 dB            

 Evolucion temporal de la MAI para cada una de las salidas del sistema
con una antena en array de 
 sensores La primera curva corresponde
con la extraccion de un usuario de potencia 
 dB superior a la del
usuario de la curva inferior   
 y     

 
           	
 Evolucion temporal de la SINR para cada una de las salidas del sistema
con una antena en array de 
 sensores SNR primer usuario  dB SNR
segundo usuario  dB   
 y     

 
              
 Evolucion temporal de la MAI para cada uno de los usuarios de un sis
tema CDMA La curva superior corresponde con la MAI de un usuario
con una potencia de recepcion  dB superior a la del usuario de la
curva inferior   
 y     

 
                  

 INDICE DE FIGURAS xxi
 Error cuadratico medio MSE frente a la SNR del nuevo criterio CM
y del MMSE obtenido en la recepcion de uno de los dos usuarios que
transmiten con una modulacion DSBPSK y un codigo kasami de 

chips de longitud                              
 Probabilidad de error frente a la SNR alcanzada por el nuevo criterio
CM y el MMSE en la recepcion de uno de los dos usuarios que trans
miten con una modulacion DSBPSK y codigos kasami de 
 chips de
longitud                                   
 Evolucion temporal de la SINR para el nuevo criterio y el MMSE para
uno de los dos usuarios que transmiten con una modulacion DSBPSK
y codigos kasami de 
 chips de longitud                 
Cap tulo 
Introducci on
 Motivacion
El comportamiento de todos los sistemas de comunicaciones esta limitado por la
distorsion que los canales introducen sobre la senal transmitida Esta situacion se
ve agravada en la realidad por el hecho de que las caractersticas de los canales
son desconocidas y cambian aleatoriamente con el tiempo debido a las constantes
variaciones de las propiedades fsicas de los medios de transmision
Una de las principales fuentes de distorsion es el ruido que se superpone a las
senales recibidas Este ruido aditivo se modela habitualmente como un proceso alea
torio gaussiano ya que consiste en la suma de pequenas interferencias ruidos termicos
y otro tipo de contribuciones tanto naturales como generadas por el hombre Tambien
es practica comun considerar que el ruido esta incorrelado en el tiempo denominando
se entonces ruido blanco Los canales que introducen ruido blanco gaussiano se co
nocen en la bibliografa con el nombre de AWGN Additive White Gaussian Noise
La presencia de ruido es particularmente danina en las comunicaciones por radio
afectadas de propagacion multitrayecto Cuando la senal transmitida llega al receptor
a traves de diferentes caminos su suma es en ocasiones constructiva reforzandose
la senal recibida y en otras destructiva produciendose una atenuacion de la senal
recibida Este fenomeno se conoce con el nombre de desvanecimiento fading y
cuando ocurre el ruido puede llegar a enmascarar la senal transmitida
Si las diferencias entre los retardos de propagacion de los multitrayectos son des
preciables frente a la duracion de un smbolo el desvanecimiento solo causa una
modicacion de la amplitud pero no distorsiona su forma Es lo que se llama desva
necimiento plano at fading Por el contrario si las diferencias entre los retardos son
comparables a la duracion del smbolo el canal modica la forma de los pulsos corres
pondientes a los smbolos transmitidos diciendose que el desvanecimiento es selectivo
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en frecuencia La dispersion introducida por el canal hace que cuando se transmita
una secuencia de pulsos concatenados estos se solapen entre s apareciendo el fenome
no denominado interferencia intersimbolica ISI Intersymbol Interference Ademas
de los canales con propagacion multitrayecto mencionados existen otros muchos ca
nales de comunicaciones que tambien presentan efectos dispersivos Un ejemplo es el
canal telefonico donde las limitaciones practicas de los codicadores y las lneas de
transmision introducen una distorsion lineal sobre las senales transmitidas
Los desvanecimientos e ISI descritos anteriormente son las principales causas de
degradacion en sistemas de comunicaciones monousuario en los cuales el canal solo
transporta la senal de un unico usuario En la practica sin embargo es cada vez mas
frecuente que un canal sea compartido por varios usuarios en cuyo caso surge una
nueva forma de degradacion que se denomina interferencia de acceso multiple MAI
Multiple Access Interference Esta interferencia se produce debido a imperfecciones
en el proceso de multiplexacion y es especialmente grave cuando la amplitud de la
senal de interes es menor que la de los usuarios interferentes Esto ocurre habitual
mente en comunicaciones moviles donde los usuarios interferentes pueden estar mucho
mas cerca del receptor que el usuario deseado provocando el efecto denominado de
nearfar 
Para que los receptores puedan combatir los efectos nocivos de los canales hay que
dotarlos de dispositivos y tecnicas adecuadas As la ISI se combate con ltros que
compensen igualen la respuesta en frecuencia del canal y que eliminen la distorsion
lineal El desvanecimiento plano por su parte se reduce empleando tecnicas de
diversidad en las que se persigue obtener en el receptor diferentes replicas de la misma
senal transmitida Cuando las replicas son independientes entre s la probabilidad
de tener fuertes desvanecimientos en todas ellas se reduce considerablemente
En el caso de comunicaciones multiusuario la utilizacion de tecnicas de diversidad
es clave para poder separar los usuarios en recepcion En muchas situaciones practicas
el proceso de multiplexacion no es perfecto y las replicas obtenidas resultan ser una
mezcla de las senales transmitidas Estas mezclas deben procesarse mediante ltros
que permitan recuperar las senales originales
Todos los mecanismos degradadores que acabamos de mencionar tienen una natu
raleza aleatoria de forma que aunque podemos encontrar un modelo bastante preciso
para describirlos sus parametros son desconocidos y cambian con el tiempo Esto
obliga a utilizar en los receptores tecnicas adaptativas que sean capaces de aprender
las caractersticas del canal y seguir sus variaciones temporales
En la presente tesis vamos a abordar dos problemas fundamentales en comuni
caciones digitales Uno es la eliminacion o reduccion de la ISI mediante el uso de
igualadores y otro es la cancelacion de la MAI en sistemas de comunicacion multiu
suario Dado que estos ultimos hacen uso de tecnicas de diversidad hemos estimado
conveniente dedicar la siguiente seccion a hacer una breve revision de ellas
 T ecnicas de Diversidad 
 Tecnicas de Diversidad
El objetivo fundamental de las tecnicas de diversidad es la obtencion de diferentes
replicas o versiones correspondientes a una misma senal transmitida a traves de
canales independientes Como ya se menciono anteriormente las tecnicas de diver
sidad pueden ser utilizadas para combatir el desvanecimiento o bien para transmitir
diferentes usuarios por un mismo canal
Muchas son las tecnicas de diversidad que han sido propuestas de entre las cuales
las mas importantes son las siguientes
   Diversidad Temporal
Las diferentes versiones de la senal transmitida se obtienen observando la recibida en
distintos instantes de tiempo Cuando se desea combatir el desvanecimiento se debe
transmitir la misma senal por diferentes ranuras temporales de forma que todas ellas
alcancen el receptor con caractersticas de perturbacion distintas
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Figura 

 Diversidad temporal
Por otra parte la tecnica de acceso multiusuario basada en este tipo de diversidad
se denomina TDMA Time Division Multiple Access En esta tecnica las senales
transmitidas en las diferentes ranuras temporales se corresponden con las de cada uno
de los usuarios del sistema La gura 

 representa la forma de separar los usuarios a
partir de la senal recibida Cada una de las versiones es obtenida cada KTL unidades
de tiempo donde K es el numero de smbolos que contiene una ranura temporal T
es el perodo de smbolo y L es el numero de usuarios El grado de diversidad del
sistema determina el numero maximo de ranuras asignadas a diferentes usuarios
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  Diversidad Frecuencial
Las versiones de senal son obtenidas observando la senal recibida en bandas frecuen
ciales diferentes Al igual que en las tecnicas de diversidad temporal cuando se desea
combatir el desvanecimiento una misma senal ha de ser transmitida simultaneamente
en diferentes bandas de frecuencia
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Figura 
 Diversidad frecuencial
La tecnica de acceso multiusuario basada en este tipo de diversidad se denomina
FDMA Frequency Division Multiple Access En ella cada uno de los usuarios
transmite a frecuencias diferentes y el receptor solo ha de ltrar una para obtener la
senal del usuario deseado La gura 
 representa la forma de separar las senales en
este tipo de diversidad
  Diversidad Espacial
Las versiones de la senal se obtienen por medio de su recepcion en diversos puntos
del espacio La diversidad espacial se consigue desplegando un array de antenas que
se compone de multiples sensores separados fsicamente entre s y dispuestos en un
orden predeterminado para garantizar ciertas propiedades de las senales recibidas
En la gura 
 se representa una antena en array con K sensores
Un sistema monousuario aprovecha la separacion espacial de los sensores para
obtener versiones de senal independientes y reducir as la probabilidad de alcanzar
valores de desvanecimientos crticos La tecnica de acceso multiusuario basada en
este tipo de diversidad se denomina SDMA Spatial Division Multiple Access Esta
tecnica permite la comparticion de un medio a usuarios cuyas senales alcanzan el
receptor por angulos diferentes
El numero de sensores inuye directamente en el grado de diversidad numero
de versiones que proporciona la antena Este grado de diversidad se traduce en un
 T ecnicas de Diversidad 
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Figura 
 Diversidad espacial Array de antenas
aumento de la SNR en recepcion y en el caso de comunicaciones multiusuario en un
incremento del numero de usuarios que un receptor puede detectar 

  Diversidad por Espectro Ensanchado
En esta tecnica de diversidad el espectro de frecuencias utilizado para transmitir una
senal es mucho mayor que el de la senal moduladora La operacion de ensanchado
de espectro se realiza por medio de codigos
 
independientes de la senal a transmitir
debiendose deshacer esta operacion para recuperar el espectro original La modulacion
de espectro ensanchado permite combatir las interferencias en el canal especialmente
si son de banda estrecha ya que el receptor solo comprime el espectro de la senal
deseada y expande el de las interferencias
Existen varias tecnicas de diversidad por espectro ensanchado siendo dos las mas
utilizadas por secuencia directa DS Direct Sequence y por salto de frecuencia FH
Frequency Hopping Ambas hacen uso de un codigo pseudoaleatorio compuesto por
una secuencia binaria con propiedades similares a las de un ruido Los componentes
de esta secuencia binaria se denominan chips y poseen un perodo mucho menor
que el de un smbolo Las tecnicas DS logran el incremento del ancho de banda
multiplicando los smbolos a transmitir por el codigo pseudoaleatorio de forma que
la senal obtenida tiene un mayor numero de oscilaciones por unidad de tiempo Por
 
La diversidad por espectro ensanchado tambien se conoce con el nombre de diversidad por
codigo
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el contrario las tecnicas FH utilizan el codigo para producir saltos en la frecuencia
de la senal logrando as el incremento del ancho de banda
En un entorno multiusuario este tipo de diversidad se denomina CDMA Code
Division Multiple Access y considera que cada usuario tiene asociado un codigo dife
rente cuya correlacion cruzada con los utilizados por otros usuarios es muy reducida
La gura 
 representa como se deshace el proceso de ensanchado de espectro de la
senal recibida por medio de ltros adaptados a los codigos en un sistema DSCDMA
Las versiones de senal utilizadas en este caso son las correspondientes a las salidas de
los ltros adaptados
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 Diversidad por codigo
  Otras Formas de Diversidad
En este grupo se consideran las tecnicas de diversidad por polarizacion y por compo
nentes de campo Estas tecnicas proporcionan un bajo grado de diversidad unica
mente dos versiones de senal y su uso no esta tan extendido como las anteriores
 Diversidad por polarizacion Una antena puede considerar dos tipos de pola
rizacion horizontal y vertical De cada una de estas polarizaciones se puede
extraer una senal que esta incorrelada con la otra 	
 Diversidad por componentes de campo Este tipo de diversidad aprovecha la
teora de campos electromagneticos Aunque los campos electrico E y magneti
co H de una senal electromagnetica estan mutuamente relacionados las senales
 Modelo de Senal para Canales no Dispersivos 
recibidas por cada uno de estos sufriran distorsiones diferentes ya que fenomenos
como la reexion actuan de distinta forma segun el campo considerado 	
Como puede verse las tecnicas de diversidad existentes son muchas y muy dife
rentes No obstante es curioso observar que el modelo de senal correspondiente a
todas ellas tiene enormes similitudes En las subsecciones siguientes se plantearan los
distintos modelos de senal para sistemas de comunicacion monousuario y multiusua
rio Primero se abordara el caso mas sencillo de canales no dispersivos y despues el
de canales dispersivos
 Modelo de Senal para Canales no Dispersivos
Un canal se dice que es no dispersivo si su respuesta en frecuencia es de la forma
Hf  He
jfn




donde H representa un factor de atenuacion y n

es el retardo de propagacion Ambos
parametros son considerados constantes durante el tiempo que se tarda en transmitir
un smbolo aunque su valor sea desconocido y pueda uctuar de manera aleatoria de
un smbolo a otro Esto es lo que se conoce con el nombre de desvanecimiento plano
at fading 
En el dominio del tiempo la senal recibida se puede expresar en discreto de la
siguiente manera
xn  Hsn n

  rn 

donde sn representa la informacion transmitida y rn contiene la suma de todas
las senales no deseadas ruido e interferencias que existen en el canal
Cuando el sistema de comunicaciones no se ve afectado por interferencias exter
nas rn solo contiene al ruido termico presente en los dispositivos electronicos del
receptor En este caso es practica comun modelarlo como un proceso estocastico
gaussiano estadsticamente independiente de sn con media cero y funcion de auto
correlacion
Er

nrnm 
N


m 

donde
N


es la densidad espectral de ruido y m es el impulso unitario Cuando
existen interferencias en el sistema rn tambien se modela como un proceso es
tocastico estadsticamente independiente de sn aunque su distribucion y funcion de
autocorrelacion pueden adoptar formas muy diversas
El modelo de senal que se ha descrito corresponde al de un receptor extrema
damente simple que carece de diversidad y solo proporciona una version de la senal
transmitida Esto limita considerablemente las tecnicas que pueden utilizarse para
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mejorar la recepcion ya que si la senal deseada sufre un fuerte desvanecimiento el
ruido yo las interferencias pueden enmascararla y el sistema no podra recuperar la
senal Si se desea dotar al receptor de algun mecanismo para combatir los desvaneci
mientos hay que recurrir a tecnicas de diversidad que proporcionen varias versiones
de la misma senal transmitida La gura 
 muestra el diagrama de bloques de un
sistema de comunicaciones monousuario en el que solo se transmite sn a traves de un
canal y que utiliza alguna de las tecnicas de diversidad descritas anteriormente Cada
una de las L senales proporcionadas por la tecnica de diversidad se puede escribir de
la siguiente manera
x
i
n  H
i
sn  r
i
n 

donde H
i
y r
i
n representan la atenuacion y el ruido correspondientes a la version
iesima recibida Por razones de sencillez se ha considerado que la senal alcanza
el receptor con un retardo de propagacion nulo n

  Cuando las tecnicas de
diversidad se disenan con el objetivo de combatir el desvanecimiento se persigue
que los valores de H
i
sean estadsticamente independientes De esta forma si la
probabilidad de que H
i
atenue la senal por debajo de un determinado valor crtico
haciendo que el ruido enmascare la senal recibida es P  la probabilidad de que esto
ocurra en todas las versiones recibidas es P
L
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Figura 
 Diagrama de bloques un sistema de comunicaciones monousuario con
diversidad y canales no dispersivos
Ademas de combatir el desvanecimiento los receptores con diversidad tambien
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pueden utilizarse para separar las senales correspondientes a usuarios que comparten
el mismo canal La gura 
 representa el diagrama de bloques correspondiente
a un sistema de comunicaciones con N usuarios donde las senales transmitidas se
superponen en recepcion despues de haber sufrido atenuaciones diferentes En este
caso cada una de las senales recibidas se puede escribir de la siguiente manera
x
i
n 
N
X
j 
H
ij
s
j
n  r
i
n 

donde H
ij
es la atenuacion que sufre el usuario j en la version i de las senales recibidas
y s
j
n es la senal transmitida correspondiente al usuario j La expresion 
 se
puede reescribir de la siguiente manera
x
i
n  H
il
s
l
n  r
i
n 
N
X
j 
j l
H
ij
s
j
n 

donde el ultimo termino representa las interferencias que sobre el usuario l causan los
otros usuarios en el entorno Esto es lo que se conoce con el nombre de interferencia
de acceso multiple MAI
Para describir el modelo de senal de una forma mas compacta las senales x
i
n
se pueden agrupar en un vector de la forma
xn  x

n x
 
n     x
L  
n
T


donde el superndice
T
representa transposicion
La forma del vector de versiones 
 depende de las senales del entorno y de la
tecnica de diversidad utilizada pero en todas ellas se puede escribir de la siguiente
forma
xn  Hsn  rn 
	
donde H es una matriz de dimensiones L   N que contiene todas las atenuaciones
H
ij
 sn  s
 
n     s
N
n
T
y rn  r

n     r
L  
n
T

A continuacion se describe la forma concreta que adopta este modelo segun el tipo
de diversidad
   Diversidad Temporal y Frecuencial
En estas dos tecnicas los N usuarios transmiten en N ranuras temporales diversidad
temporal o N bandas frecuenciales diversidad frecuencial distintas Es habitual
intercalar tiempos y bandas de frecuencia de guarda entre las senales para que al
multiplexar los usuarios apenas se intereran entre s Como consecuencia cada una
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s (n)
1
N
s (n)
H
H
H
H
r  (n)0
L-1r     (n)
x    (n)L-1
x  (n)0
01
(L-1)1
0N
(L-1)N
Figura 
 Diagrama de bloques un sistema de comunicaciones multiusuario con
diversidad
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de las versiones de las senales observadas solo tiene contribuciones de un solo usuario
y se pueden expresar de la forma
x
i
n  H
il
s
l
n  r
i
n 

Si el modelo de senal se escribe en forma vectorial como la ecuacion 
	 la matriz
H resulta ser una matriz de permutacion con un unico elemento distinto de cero en
cada columna Tambien es habitual encontrarse con que la matriz de covarianza del
ruido resulta ser una matriz diagonal
  Diversidad Espacial
Este tipo de diversidad trata de aprovechar el hecho de que en muchos sistemas de
comunicacion por radio las senales en el entorno suelen llegar al receptor por angulos
diferentes Puede demostrarse 
 que cuando una senal radioelectrica de banda
estrecha

se propaga como una onda plana las senales suministradas por sensores
dispuestos en distintos puntos del espacio se diferencian en un desfase que depende del
angulo de incidencia La practica habitual es situar los sensores separados entre s una
distancia igual a media longitud de onda lo que permite que haya una correspondencia
biunvoca entre los angulos de llegada y los desfases Cuando hay desvanecimiento
plano sin embargo la separacion entre sensores suele ser muy superior a la longitud
de onda para garantizar la independencia estadstica de las atenuaciones en estos
Esta ultima situacion no esta en los objetivos de esta tesis
Considerando un entorno en el que N senales inciden sobre un array deK sensores
el vector de tamano K   
 que contiene las senales de entrada se puede expresar de
la siguiente forma
xn 
N
X
i 
A
i
a
i
s
i
n  rn 


donde A
i
es la amplitud con que es recibida la senal s
i
n y a
i
 es el vector de
steering
	
correspondiente al angulo 
i
por el que incide s
i
n
Cuando se emplea notacion vectorial la matriz H en 
	 es de la forma H 
A
 
a
 
     A
N
a
N
 es decir los vectores de steering multiplicados por la ampli
tud con que los usuarios son recibidos Siempre supondremos que las columnas de
H son linealmente independientes Al menos esto siempre puede garantizarse que es
cierto cuando el array es lineal con sensores equiespaciados media longitud de onda
y todas las senales inciden por angulos distintos 

Se habla de un modelo de propagacion de banda estrecha cuando el retardo entre la llegada de
una senal al primer sensor de la antena con respecto al ultimo es despreciable

El vector de steering de una senal de banda estrecha que incide con un angulo   sobre un array
de antenas con sus sensores linealmente equiespaciados una distancia de media longitud de onda es
a   	
 e
 j
 e
 j
        e
 jK  

T
donde   sen 
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En los sistemas con diversidad espacial el ruido termico es introducido por el
receptor presente en cada uno de los sensores Como estos receptores son dispositivos
fsicos diferentes sus ruidos son estadsticamente independientes entre s y la matriz
de correlacion del ruido tambien resulta ser diagonal
  Diversidad por Codigo
En este apartado se va a describir el modelo de senal correspondiente a un sistema
con diversidad de codigo que utiliza la modulacion Direct Sequence DS expuesta
anteriormente Denominando vn a la senal recibida cuando se muestrea a perodo
de chip T
c
 se obtiene
vn 
N
X
i 
v
i
n  rn 



donde rn es el ruido gaussiano en el canal y v
i
n es la senal recibida correspondiente
al usuario iesimo que tiene la forma
v
i
n  A
i
s
i
b
n
M
cc
i
n b
n
M
cM 


donde bc representa la operacion de redondeo al entero mas bajo A
i
es la amplitud
con que se recibe al usuario iesimo y c
i
n es su codigo asociado que posee una
longitud de M chips Observese que los smbolos transmitidos se representan por la
senal s
i
b
n
M
c que tiene el mismo valor durante los M chips correspondientes a un
perodo de smbolo
Las versiones de senal en esta tecnica de diversidad son proporcionadas por las
salidas de los ltros adaptados a los distintos codigos de usuario tal y como se muestra
en la gura 
 El ltro lesimo esta adaptado al codigo del usuario l proporcio
nando a su salida la correlacion entre la senal 


 y el codigo l en un perodo de
smbolo T
b
 Cada M chips recibidos se obtiene una salida a velocidad de smbolo
de la forma
x
l
n  vn  c
l
n 
M  
X
m
vm nMc
l
m l  
     N 


Por otro lado se puede comprobar que la senal vmnM en un perodo de smbolo
es
vm nM 
N
X
i 
A
i
s
i
nc
i
m  rm nM m  M  
 


Sustituyendo 

 en 

 se obtiene
x
l
n 
N
X
i 
A
i
s
i
n
il
 r
l
n l  
     N 


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donde 
il
es la correlacion entre los codigos c
i
n y c
l
n

il

M  
X
m
c
i
mc
l
m 


y
r
l
n 
M  
X
m
rm nMc
l
m l  
     N 


es la componente de ruido a la salida del ltro l As pues las senales obtenidas a la
salida de un banco de ltros adaptados a los N codigos de usuario se pueden expresar
matricialmente de la siguiente forma
xn  Hsn  rn 

	
donde H es una matriz de correlacion de tamano N  N cuyo elemento i l es A
l

il

El vector sn  s
 
n     s
N
n
T
contiene los smbolos transmitidos por los N
usuarios en el perodo n y rn  r
 
n r

n     r
N
n
T
contiene las componentes
de ruido a la salida de cada ltro Observese que a diferencia de las tecnicas de
diversidad anteriores las componentes del vector de ruido no son estadsticamente
independientes entre s Su matriz de autocorrelacion es R
ruido

N


H

donde H

solo contiene las componentes 
il

Cuando los codigos son perfectamente ortogonales 
il
  i  l la matriz de
correlacion H es diagonal y la salida de cada ltro adaptado contiene componentes
de un unico usuario Sin embargo esta hipotesis no se cumple en la practica debido a
asincronas en la transmision o distorsiones del canal Como consecuencia la matriz
H no es diagonal y la salida de cada ltro adaptado suministra una mezcla de los
smbolos transmitidos por diferentes usuarios No obstante en la mayor parte de
las situaciones practicas se cumple que las columnas de la matriz H son linealmente
independientes 
  Discusion
Examinando los distintos modelos de senal que acabamos de presentar puede obser
varse que con independencia del tipo de diversidad considerado todo receptor con
diversidad dispone de un frontend que suministra un vector de observaciones que es
una mezcla lineal e instantanea de las senales que se transmiten La mezcla esta re
presentada por H que de aqu en adelante llamaremos matriz de mezcla Cuando la
matriz de mezcla es diagonal o una matriz resultante de permutar las las en una
matriz diagonal cada componente del vector de observaciones se corresponde con
la senal de un unico usuario superpuesto con una componente de ruido Sin embar
go en muchas situaciones practicas la matriz de mezcla no sera diagonal y en cada
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componente de xn aparecen las contribuciones de diferentes usuarios denominada
interferencia de acceso multiple MAI Estas interferencias complican especialmente
la recepcion de una senal cuando existen grandes diferencias en las potencias recibidas
como ocurre en comunicaciones moviles cuando se reciben senales de potencias muy
diferentes problema del nearfar
 Modelo de Senal para Canales Dispersivos
En el apartado anterior hemos supuesto que exceptuando al ruido y a las interferen
cias la unica distorsion que los canales introducen sobre las senales transmitidas es
una atenuacion que solo modica la potencia con que son recibidas Esto simplica
notablemente el modelo de senales de entrada que en el caso multiusuario resulta ser
una mezcla instantanea de los smbolos transmitidos En la practica los canales reales
reejan refractan y dispersan las senales que pasan a traves de ellos El resultado es
que la salida correspondiente a un unico smbolo transmitido sera una combinacion
de versiones retardadas desfasadas y atenuadas de la entrada lo que tiene como con
secuencia que una senal que a la entrada tenga una determinada duracion aparezca a
la salida con una duracion mayor Esta es la razon de que a estos canales se les llame
dispersivos
Los canales con multitrayecto son un claro ejemplo de canales dispersivos En
estos una misma senal se propaga rebotando en diferentes obstaculos encontrados en
el camino entre el transmisor y el receptor Las diferentes reexiones y refracciones
que sufre la senal dan lugar a que se reciban a traves de caminos diferentes y con
retardos de propagacion distintos multiples senales provinientes de un mismo origen
que se superponen a la entrada del receptor Este tipo de canales constituyen la
principal limitacion de la velocidad de transmision en los sistemas de comunicaciones
moviles  Otros ejemplos de canales dispersivos pueden encontrarse en el contexto
de medios guiados canales telefonicos par trenzado y cable coaxial Practicamente
podemos decir que todo canal que tenga severamente limitado su ancho de banda
presenta un comportamiento dispersivo
Un canal dispersivo se puede representar como un ltro lineal  En concreto un
canal causal con respuesta de duracion limitada puede ser representado por un ltro
FIR Finite Impulse Response con una respuesta al impulso unitario de la forma
hn 
P  
X
k
hkn k 


donde n es el impulso unitario y P es la longitud del canal La senal obtenida en
recepcion cuando se transmite una secuencia sn a traves de este tipo de canales es
 Modelo de Senal para Canales Dispersivos 
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de la siguiente forma
xn  hsn 
P  
X
i 
hisn i
 z 
ISI
rn  h
T
sn  rn 

donde h  h h
     hP  

T
es un vector con la respuesta al impulso y
sn  sn sn  
     sn  P  

T
es un vector que contiene parte de la
secuencia transmitida Por simplicidad se ha supuesto que el smbolo deseado alcanza
el receptor con un retardo nulo Como puede observarse la ISI esta representada por
el termino del sumatorio que incluye el efecto de los P  
 smbolos posteriormente
transmitidos
El modelo de la ecuacion 
 describe la senal recibida en un sistema sin diver
sidad debida a un unico usuario Cuando existen varios usuarios en el entorno y se
emplean receptores con diversidad el modelo de senal se complica notablemente tal
y como se describe a continuacion
   Lnea de Retardos
La gura 
 presenta el diagrama de bloques correspondiente a una lnea de retardos
que proporciona versiones retardadas a valor T segundos de la senal recibida En
cierto sentido este sistema puede considerarse como un frontend de comunicacio
nes dotado de diversidad temporal que puede ser aprovechado para combatir la ISI
introducida por el canal dispersivo Esto es precisamente lo que hace un igualador
tal y como se explica en el siguiente captulo Utilizando notacion vectorial las L
senales presentes en la lnea de retardos se pueden agrupar en un vector xn que se
representa de la siguiente forma
Retardo 2Retardo 1 Retardo (L-1)x(t)
x (t)=x(t) x (t)=x(t-T) x (t)=x(t-2T)
0 1 2
x     (t)=x(t-(L-1)T)
L-1
Figura 
 Diversidad temporal mediante una lnea de retardos
xn  xn     xn L 

T
 Hsn  rn 


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donde H es una matriz convolucional de tamano L  P  L 
 de la forma
H 

B
B
B

h    hP  
        
 h    hP  
     





















    h    hP  
    

C
C
C
A


sn  sn sn  
     sn  L  P  
T
es un vector que contiene parte de la
secuencia transmitida por el usuario y rn  rn rn 
     rnL

T
es un
vector de tamano L  
 conteniendo al ruido aditivo
  Array de Antenas
Los sensores dotados de diversidad espacial utilizan un array de antenas Si supone
mos que una senal transmitida s
i
n alcanza al array a traves de multiples reexiones
cada una de ellas con un retardo y angulo de llegada diferente el vector xn de senales
recibidas se puede escribir de la forma
xn 
P  
X
l
h
i
la
il
s
i
n l  rn 

donde h
l
es la amplitud del multitrayecto lesimo y a
il
 su vector de steering La
ecuacion 
 se puede reescribir de forma mas compacta como
xn  H
i
s
i
n  rn 

donde s
i
n  s
i
n s
i
n
     s
i
nP

T
yH
i
es una matriz de tamano L P
que contiene los efectos producidos por el canal dispersivo y los desfases provocados
por el array de antenas En el caso de un array lineal con sensores equiespaciados
media longitud de onda esta matriz adopta la forma
H
i


B
B
B

h
i
 h
i

    h
i
P  

h
i
e
j
i
h
i

e
j
i 
   h
i
P  
e
j
iP  












h
i
e
jK  
i
h
i

e
jK  
i 
   h
i
P  
e
jK  
iP  

C
C
C
A


donde los desfasajes 	
ij
dependen de los angulos de incidencia de los multitrayectos
Cuando existen N usuarios en el entorno la senal recibida es
xn 
N
X
i 
H
i
s
i
n  rn  Hsn  rn 

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donde sn  s
T
 
n     s
T
N
n
T
es un supervector de tamano NP   
 conteniendo
las secuencias transmitidas y H  H
 
    H
N
 es una supermatriz de dimension
K  NP que contiene los efectos del canal
  Banco de Filtros Adaptados
El modelo de las senales proporcionadas por un banco de ltros adaptados en un sis
tema DSCDMA es muy similar al del apartado anterior como se vera a continuacion
Consideremos inicialmente la senal transmitida por el usuario iesimo que resulta
de multiplicar los smbolos s
i
n por el codigo c
i
n es decir
s
c
i
n  s
i
b
n
M
cc
i
n b
n
M
cM 

Este producto puede ser expresado por una suma de convolucion de la forma
s
c
i
n  s
i
b
n
M
cn b
n
M
cM  c
i
n 
	
donde  denota convolucion y nb
n
M
cM es un tren de impulsos unitarios situados
en los instantes kM  La senal recibida es el resultado de transmitir s
c
i
n por el canal
dispersivo de forma que la senal obtenida se puede representar como
v
i
n  s
c
i
n  h
i
n 
P  
X
k
s
c
i
n kh
i
k  rn 

donde h
i
n es la respuesta al impulso del canal correspondiente al usuario iesimo
Consideraremos que la longitud del canal es inferior a la de un smbolo

 es decir
P 
 M  Quiere esto decir que un smbolo solo se ve afectado por el transmitido
inmediatamente despues A continuacion se representa el efecto del codigo y del
canal en conjunto por
g
i
n  h
i
n  c
i
n 
M  
X
k
h
i
n kc
i
k n      M  P   

lo que nos permite expresar la ecuacion 
 de la siguiente forma
v
i
n  s
i
b
n
M
cn b
n
M
cM  g
i
n  rn 

M
P 
X
k
s
i
b
n k
M
cn k  b
n k
M
cMg
i
k  rn 



Esta hipotesis no es muy restrictiva en la practica
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Esta ecuacion representa a la senal recibida s
i
n correspondiente al usuario iesimo
y constituye la entrada al banco de ltros adaptados a los codigos c
l
n l  
     N 
Suponiendo un sistema de transmision sncrono las salidas de estos ltros se pueden
representar como
x
l
n 
M  
X
k
v
i
n kc
l
k  c
T
l
v
i
n l  
     N 

donde c
l
 c
l
 c
l

     c
l
M  

T
es el vector del codigo lesimo y v
i
n 
v
i
n     v
i
nM 

T
contiene los M chips que entran en el ltro adaptado cada
perodo de smbolo Teniendo en cuenta 

 este vector se puede expresar como
v
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n  G
i
s
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n  rn 

donde rn  rn     rn M  

T
 Como se ha supuesto que la duracion del
canal es inferior a la del perodo de smbolo hipotesis P 
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solo tiene dos componentes y la matriz G
i
tiene dimensiones
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Reescribiendo 
 en forma matricial
xn  x
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n     x
N
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
donde
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Sustituyendo 
 en 
 se obtiene
xn  CG
i
s
i
n Crn 

Finalmente la consideracion de los N usuarios del sistema es inmediata ya que
el vector de entrada al banco de ltros adaptados consiste en la superposicion de las
senales v
i
n correspondientes a los diferentes usuarios de la siguiente forma
vn 
N
X
i 
G
i
s
i
n  rn 
 G
 
    G
N
sn  rn 
	
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donde sn  s
T
 
n     s
T
N
n
T
es un supervector que contiene smbolos correspon
dientes a varios perodos de los diferentes usuarios del sistema
Sustituyendo 
	 en 
 se obtiene la expresion general del vector de entrada
xn  CG
 
    G
N
sn Crn  Hsn Crn 

donde H  CG
 
    G
N

  Discusion
Examinando los resultados de las subsecciones anteriores se puede concluir que al
igual que ocurra en el apartado anterior para canales no dispersivos el modelo de
senal resultante es independiente de la tecnica de diversidad utilizada En todos los
casos el vector de observaciones consiste en una mezcla lineal de las senales transmi
tidas por los N usuarios en diferentes instantes de tiempo que se puede representar
de la forma
xn  Hsn  rn 

dondeH depende de las caractersticas del canal y del tipo de diversidad sn contiene
los smbolos transmitidos y rn es un vector de ruido gaussiano cuya matriz de
autocorrelacion depende de la tecnica de diversidad
La matriz de mezcla H ha de ser de rango completo en las columnas para garan
tizar la separacion entre las senales de los diferentes usuarios   Si esta matriz
no fuese de rango completo sus columnas tendran alguna dependencia lineal y el
problema se dira que esta mal condicionado En ciertos entornos es posible aumen
tar el grado de diversidad permitiendo eliminar las dependencias en las columnas
de H pero en otros casos como los abordados en el captulo  la matriz no tiene
sus columnas linealmente independientes y plantea problemas en la separacion de los
diferentes usuarios
	 Arquitecturas Receptoras
En la seccion anterior se ha visto que en todo sistema de comunicaciones la senal
recibida es una mezcla lineal y ruidosa de las transmitidas El objetivo de todo sistema
receptor es procesar las senales recibidas para extraer la informacion deseada En un
principio las arquitecturas de los receptores pueden ser muy diversas pero esta tesis
se restringe a aquellas que realizan un procesado lineal de las senales recibidas
A grandes rasgos los receptores se pueden clasicar en dos grandes grupos
 Receptores Monousuario en los que el objetivo es extraer la informacion
transmitida por un unico usuario Estos son los receptores a emplear en termina
 Cap tulo  Introducci on
les personales como por ejemplo un telefono movil individual Estos receptores
utilizan una arquitectura denominada MISO Multiple Input Single Output
que tiene una unica salida correspondiente a una combinacion lineal de las L
senales de entrada de la forma
yn 
L  
X
k
w

i
x
i
n 


donde el superndice

representa conjugado y w
i
son los coecientes complejos
del receptor que denen la combinacion realizada Esta expresion puede ser re
presentada en forma vectorial de manera mas compacta por medio del producto
escalar de dos vectores
yn  w
H
xn 

donde w  w

     w
L  

T
es el vector de coecientes complejos del receptor
el superndice
H
denota transpuesto conjugado y xn es el vector de senales de
entrada
 Receptores Multiusuario en los que el objetivo es extraer la informacion
de todos los usuarios a la vez Estos son los receptores a utilizar en los nodos
de comunicaciones como las estaciones base de telefona movil El receptor en
este caso utiliza una arquitectura denominada MIMO Multiple Input Multiple
Output que tiene varias salidas cada una de las cuales sera una combinacion
lineal de las senales de entrada de la forma
y
i
n  w
H
i
xn i  
     N 

Este tambien se puede escribir de forma vectorial como
yn W
H
xn 

donde yn  y
 
n     y
N
n
T
yW  w
 
    w
N
 es una matriz de dimen
sion L N
Los receptores que se pueden encontrar segun la aplicacion considerada son los
siguientes
   Receptores MISO para Sistemas con Diversidad Tem	
poral
Las entradas del sistema MISO son obtenidas a partir de versiones retardadas de la
senal recibida Esta arquitectura podra considerarse como un sistema SISO Single
Input Single Output pues realmente solo se hace uso de una senal recibida Sin
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Figura 
	 Arquitectura de receptor MISO para sistemas con diversidad temporal
embargo una lnea de retardos proporciona versiones de senal que poseen diferentes
mezclas de la secuencia transmitida En la gura 
	 se puede observar como se
combinan las diferentes muestras proporcionadas por la lnea de retardos El numero
de senales de entrada L es igual a la longitud de la lnea de retardos es decir el
numero de retardos mas uno la observacion en el instante actual
Este tipo de receptores son utilizados habitualmente para combatir los efectos de
un canal dispersivo
  Receptores MISO para Sistemas con Diversidad Espa	
cial o por Codigo
Las entradas del sistema MISO son proporcionadas por los sensores de una antena
en array diversidad espacial o por las salidas de un banco de ltros adaptados a
los codigos de usuario diversidad por codigo La gura 
 muestra el diagrama
de bloques de este tipo de receptores El numero de senales de entrada es igual al
numero de versiones de senalK proporcionadas por la tecnica de diversidad Cuando
la diversidad es obtenida a traves de una tecnica de diversidad espacial el numero de
senales de entrada es igual al numero de sensores de la antena Sin embargo cuando
la diversidad se obtiene por codigo este numero es igual al de ltros adaptados es
decir al numero de usuarios
Este tipo de receptores son utilizados habitualmente para combatir la interferencia
de acceso multiple MAI presente en comunicaciones multiusuario Estos tambien se
pueden utilizar para combatir los efectos dispersivos de los canales con multitrayecto
ya que permiten extraer uno de los trayectos que alcanzan el receptor
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Figura 
 Arquitectura de receptor MISO para sistemas con diversidad espacial o
por codigo
  Receptores MISO para Sistemas con Doble Diversidad
Las entradas del sistema MISO son el resultado de combinar dos tipos diferentes
de diversidad Considerando los tres tipos de diversidad mas utilizados se pueden
obtener tres arquitecturas de receptor
 Diversidad por Codigo y Temporal La gura 

 representa el diagrama de
bloques de este tipo de receptores Como se puede observar cada una de las
senales proporcionadas por los N ltros adaptados a los codigos de usuario son
la entrada a una lnea de retardos que proporciona la diversidad temporal El
numero de senales de entrada al receptor es LN 
Este tipo de receptores se utilizan habitualmente para combatir los efectos de
un canal dispersivo y la interferencia de acceso multiple simultaneamente
 Diversidad Espacial y Temporal Este tipo de receptor es identico al anterior
con la unica diferencia en que las senales de entrada a la lnea de retardos son
obtenidas de cada uno de los K sensores de la antena El numero de senales de
entrada al receptor es KL Ademas el campo de aplicacion de estos receptores
es el mismo que en el caso anterior
 Diversidad Espacial y por Codigo La gura 


 representa el diagrama de
bloques de este tipo de receptores En este caso tenemos K bancos de N ltros
adaptados uno por cada uno de los K sensores de la antena El numero de
senales de entrada al receptor es KN  Aunque como se menciono anteriormente
cualquiera de las dos diversidades pueden ser utilizadas para combatir el efecto
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 Arquitectura de receptores MISO para sistemas con doble diversidad
codigo o espacial y temporal
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espacial y por codigo
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dispersivo de un canal habitualmente este tipo de receptores son utilizados para
aumentar la capacidad de un sistema de comunicaciones multiusuario
  Receptores MISO para Sistemas con Triple Diversidad
Las entradas del sistema MISO son el resultado de combinar tres tipos de diversidad
espacial codigo y temporal La gura 

 representa un diagrama de un receptor
de este tipo en el que se ha considerado que cada una de las senales obtenidas por
K sensores de una antena son la entrada a un banco de N ltros adaptados a los
codigos de usuario cuyas salidas son aplicadas a una lnea de retardos de longitud
L El numero de senales de entrada al receptor es KNL Este tipo de receptores
podran ser utilizados para aumentar la capacidad de un sistema de comunicaciones
multiusuario y para combatir los efectos de un canal dispersivo simultaneamente
  Receptores MIMO
Cuando el receptor ha de considerar multiples salidas donde se extraen los diferentes
usuarios de un sistema de comunicaciones multiusuario se habla de sistemas MIMO
Multiple Input Multiple Output Como muestra la gura 

 estos sistemas se
pueden considerar como conexiones en paralelo de N sistemas MISO uno por cada
usuario a extraer con las mismas entradas Estos receptores requieren extraer los di
ferentes usuarios del sistema eliminando la interferencia de acceso multiple Ademas
segun sea la arquitectura interna de los sistemas MISO conectados en paralelo estos
receptores podran tambien combatir efectos dispersivos de los canales

 Planteamiento y Objetivos de la Tesis
Las arquitecturas de receptores que se han descrito en la seccion anterior combinan
linealmente las senales suministradas por un frontend con diversidad para producir
la salida Los coecientes de estas combinaciones lineales deben ajustarse para que
a la salida se obtenga la informacion deseada Desgraciadamente las caractersticas
de los canales no son conocidas a priori y suelen variar con el tiempo lo cual obliga
a ajustar los parametros de los receptores de acuerdo con un criterio estadstico El
criterio mas utilizado en ltrado adaptativo es el de Error Cuadratico Mnimo MM
SE Minimum Mean Square Error en el que los coecientes del sistema receptor se
ajustan con el objetivo de minimizar el error cuadratico medio MSE entre la salida
y los smbolos transmitidos Este criterio sin embargo plantea el problema de que
los algoritmos practicos que llevan a cabo la minimizacion del MSE necesitan cono
cer los smbolos transmitidos lo cual en muchas aplicaciones de comunicaciones no
 Cap tulo  Introducci on
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es posible Para evitar estas limitaciones se han propuesto recientemente numerosos
criterios denominados ciegos que ajustan los coecientes de un receptor aprovechan
do propiedades estadsticas de las senales transmitidas y no necesitan conocer los
smbolos transmitidos
Esta tesis centra sus objetivos en el problema de igualacion y en el de separacion de
usuarios en sistemas con diversidad Se propondran dos nuevos criterios estadsticos
que se basan en el bien conocido criterio de Constant Modulus CM Este criterio
fue inicialmente propuesto para igualacion de canales y tiene por objetivo restaurar
la propiedad de modulo constante que la senal tiene cuando es transmitida y que se
pierde por el efecto del canal Veremos en los siguientes captulos como este criterio
debe ser modicado para poder ser empleado satisfactoriamente en las aplicaciones
que se consideran
La estructura de la tesis es la siguiente En el captulo  se aborda la limitacion
que presenta el criterio CM de contener mnimos locales en los que la ISI no se
elimina satisfactoriamente cuando se utiliza en igualacion de canales con respuesta al
impulso innita IIR Innite Impulse Response de tipo autoregresivo AR Auto
Regressive Se presenta una sencilla modicacion a la funcion de coste CM que
no presenta este problema El criterio CM tambien presenta dicultades cuando se
utiliza para eliminar la MAI en sistemas de comunicacion multiusuario con receptores
MIMO ya que la misma senal se puede extraer en salidas distintas Este es el problema
que se aborda en el captulo  en donde tambien se propondra una modicacion del
criterio CM para resolverlo Finalmente en el captulo  se hace un resumen de
las aportaciones de la tesis y se presentan las lneas futuras de trabajo que quedan
	 Cap tulo  Introducci on
abiertas
Cap tulo 
Igualaci on de Canales AR
 Introduccion
En los captulos anteriores hemos explicado como en todo sistema de comunicaciones
las senales enviadas por un transmisor a traves de un canal dispersivo llegan al
receptor de forma distorsionada En estos casos el canal introduce una dispersion
temporal que alarga la duracion de los pulsos transmitidos de forma que un smbolo
interere con los transmitidos anterior y posteriormente Este fenomeno se conoce con
el nombre de Interferencia Intersimbolica ISI InterSymbol Interference Ejemplos
de este tipo de canales los podemos encontrar en el bucle de abonado telefonico que
utiliza par trenzado en television digital a traves de cable coaxial o en comunicaciones
moviles afectadas por propagacion multitrayecto
En el captulo anterior tambien mostramos que todo canal dispersivo puede ser
modelado por un ltro con unos coecientes complejos elegidos para obtener un mo
delo preciso de la respuesta al impulso del canal Si la deformacion que introduce
un canal puede ser modelada como un ltrado lineal e invariante en el tiempo parece
logico suponer que otro ltro lineal e invariante en el tiempo pueda ser disenado en
recepcion para compensar igualar sus efectos Este ltro no puede ser disenado a
priori debido al desconocimiento exacto de la respuesta al impulso del canal al co
mienzo de la transmision o a las contnuas variaciones temporales que puede sufrir
durante una transmision La practica habitual consiste en reajustar contnuamente
los coecientes de este ltro para poder seguir los cambios del canal Esto es lo que se
denomina un igualador adaptativo actualmente presentes en todos los receptores de
comunicaciones digitales que aprovechan ecientemente el ancho de banda disponible
Si exceptuamos los igualadores de maxima verosimilitud los igualadores que se
utilizan en la mayor parte de las situaciones practicas pueden clasicarse en dos
grandes grupos lineales y con realimentacion de decisiones DFE Decision Feedback
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Equalizers
 
 Un igualador lineal es un ltro transversal convencional con una lnea
de retardos y unos coecientes que se ajustan de acuerdo a un criterio estadstico La
gura 
 muestra el diagrama de bloques de un receptor monousuario que utiliza este
tipo de igualadores Un DFE por el contrario es un dispositivo no lineal que consta
de dos ltros transversales y un dispositivo decisor dispuestos como muestra la gura
 La senal recibida es la entrada a uno de los ltros transversales y la entrada al otro
son las decisiones correspondientes a smbolos del pasado La entrada al dispositivo
decisor es la salida del primer ltro al que se le sustrae la salida del segundo De esta
forma se produce una realimentacion capaz de eliminar la ISI causada por smbolos
anteriores al que se esta detectando Los DFE son particularmente ecientes para
igualar canales de fase no mnima con una fuerte componente de ISI anticausal Sin
embargo su analisis es extremadamente difcil debido a su naturaleza no lineal y
su comportamiento se degrada considerablemente cuando el decisor toma decisiones
erroneas Ademas son mas costosos de implementar que los igualadores lineales y
pueden volverse inestables debido al camino de realimentacion
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Figura 
 Diagrama de bloques de un receptor monousuario con igualador lineal
Otra clasicacion de los igualadores permite dividirlos en sncronos y en fraccio
narios FSE Fractionally Spaced Equalizers 	 En los igualadores sncronos se
utilizan lneas con retardos iguales al perodo de smbolo mientras que en los frac
cionarios los retardos son inferiores a dicho valor Los FSE en principio tienen mas
coecientes pero presentan una mayor robustez frente a errores de sincronismo
Por razones de sencillez y brevedad en la exposicion en este captulo solo consi
 
Los igualadores de maxima verosimilitud presentan una complejidad que crece exponencialmente
con la longitud de la respuesta al impulso del canal de ah que solo se utilicen en aplicaciones donde
esta longitud sea de  o  coecientes como es el caso de los sistemas de comunicaciones digitales
celulares de baja velocidad GSM La complejidad de los igualadores lineales y DFE sin embargo
crece linealmente con la longitud del canal que se pretende igualar y por ello son mas utilizados en
la practica
 Introducci on 

deraremos igualadores lineales y sncronos No obstante la extension de las ideas a
los otros tipos de igualadores es inmediata
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Figura  Diagrama de bloques de un receptor monousuario con igualador con
realimentacion de decisiones DFE
Cuando un igualador es adaptativo sus coecientes se ajustan automaticamente
con un algoritmo recursivo de forma que puedan compensar el efecto del canal sin
conocerlo Las tecnicas tradicionales de igualacion usan habitualmente algoritmos
supervisados que se basan en la minimizacion del error cuadratico medio MSE Mean
Square Error entre la salida del igualador y los smbolos transmitidos Es practica
habitual que el calculo de los coecientes optimos del igualador se haga de forma
recursiva mediante el denominado algoritmo LMS Least Mean Square que es un
algoritmo de gradiente estocastico asociado al criterio MMSE Minimum MSE La
principal limitacion del algoritmo LMS es que su implementacion obliga a la transmi
sion de secuencias de entrenamiento que deben ser conocidas a priori por el receptor
 cosa que puede no ser posible o deseable en numerosas aplicaciones practicas En
estos casos es preferible utilizar algoritmos ciegos que permiten ajustar los coecien
tes del igualador utilizando exclusivamente las propiedades estadsticas de la senal de
salida De entre los muchos y muy diversos algoritmos ciegos que han sido propuestos
el mas ampliamente conocido y utilizado en igualacion es el CMA Constant Modu
lus Algorithm debido a su sencillez de implementacion As por ejemplo el modem
de un radioenlace de microondas MegaStar
TM
 de ATTHarris  utiliza en
recepcion un igualador fraccionario cuyos coecientes son inicialmente ajustados por
medio del algoritmo CMA hasta obtener una sustancial reduccion de la ISI pasando
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despues a ser guiado por decision DD
Una de las limitaciones de los igualadores CMA es que sus coecientes se ajustan
para minimizar una funcion de coste que involucra estadsticos de orden superior y
que puede contener mnimos no deseados Si bien para igualadores de longitud innita
se ha podido demostrar que la funcion de coste CMA no tiene mnimos locales 
estudios mas recientes que consideran igualadores de longitud nita han mostrado 

que aparecen mnimos locales cuando el canal a igualar sigue un modelo autoregresivo
AR AutoRegressive
Muchos canales practicos se pueden aproximar bastante bien por un modelo AR
La gura  dibuja la respuesta al impulso correspondiente a un radioenlace de
microondas  Puede comprobarse facilmente como se puede aproximar bastante
bien por una exponencial unilateral ejemplo paradigmatico de respuesta al impulso
de un sistema AR
0 1 2 3 4 5 6
10-5
10-4
10-3
10-2
10-1
100
Tiempo (microsegundos)
Respuesta al impulso
Figura  Respuesta al impulso de un canal de microondas
 Modelo de Senal 
El objetivo de este captulo es proponer una sencilla modicacion de la funcion
de coste CMA de tal forma que se eliminen los mnimos locales que surgen cuando se
igualan canales AR Presentamos un analisis para una situacion muy sencilla de un
canal AR de orden 
 y un igualador de dos coecientes Este analisis nos permitira po
ner claramente de maniesto las ventajas de nuestra aproximacion Posteriormente
extenderemos nuestras ideas a canales AR de mayor orden Tambien se presenta
un analisis teniendo en cuenta el ruido gaussiano del canal Aunque este analisis
esta limitado a situaciones en las que la SNR es alta ilustra claramente el optimo
comportamiento del igualador propuesto Finalmente se presentan los resultados de
varias simulaciones por ordenador llevadas a cabo para mostrar el comportamiento
del metodo propuesto y as validar las aproximaciones realizadas en el analisis
 Modelo de Senal
La gura  representa el diagrama de bloques del modelo equivalente discreto de
un sistema de transmision de datos en banda base convencional Vamos a conside
rar que la senal transmitida sn es una secuencia compleja correspondiente a una
constelacion QAM Quadrature Amplitude Modulation de media cero y con smbo
los estadsticamente independientes e identicamente distribuidos iid De acuerdo
con la clasicacion establecida en el captulo anterior un igualador lineal es un front
end de comunicaciones que suministra diversidad temporal por medio de una lnea de
retardos La senal xn existente en los distintos puntos de la lnea de retardos puede
escribirse como
xn 

X
k
hksn k  rn 

donde hn es la respuesta al impulso del canal y rn es el ruido aditivo El ruido
lo modelamos como un proceso aleatorio gaussiano de media cero complejo con
densidad espectral de potencia constante
N


y estadsticamente independiente de los
smbolos transmitidos
s(n) y(n)
w(n)h(n)
r(n)
x(n)
Ruido
IgualadorCanal
Figura  Diagrama de bloques de un sistema de igualacion de canal
 Cap tulo  Igualaci on de Canales AR
Reescribiendo 
 la senal recibida se puede descomponer de la forma
xn  hlsn l
 z 
Deseado


X
k
k l
hksn k
 z 
ISI
 rn
z
Ruido

En general el canal no tiene por que ser de fase mnima y el maximo de su respuesta
al impulso ocurrira en un instante que llamaremos l hl  max
n
hn Esto signica
que el smbolo sn  l es el que se recibe con mayor amplitud y por lo tanto
lo consideraremos como el smbolo deseado Como se deduce de  el smbolo
deseado se ve perturbado por la presencia del ruido rn y de una componente que
contiene contribuciones de los smbolos transmitidos anterior y posteriormente Esta
componente que hemos denominado ISI es distinta de cero cuando el canal no es
ideal es decir cuando hn  n l En transmisiones digitales como las realizadas
a traves de canales telefonicos la componente de ISI es muy superior a la del ruido y
constituye su principal limitacion
Para utilizar una notacion mas adecuada vamos a agrupar la senal de entrada en
un vector de datos de longitud L de la forma
xn  xn     xL 

T

De la ecuacion 
 se obtiene que este vector puede ser expresado por medio del
siguiente producto
xn  Hsn  rn 
donde sn  sn sn  
   
T
es el vector de smbolos de entrada rn 
rn     rn  L  

T
es el vector de ruido y H es una matriz de convolucion
de dimension L 	 correspondiente al canal
H 

	
	
	


h h
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
La gura 
 representa el diagrama de bloques de un igualador lineal sncrono
convencional que recordemos consiste en un ltro transversal con una lnea de re
tardos separados entre s por un intervalo T igual al perodo de smbolo La salida
entrada al circuito decisor es una combinacion lineal de las senales proporcionadas
por la lnea de retardo y por tanto se puede escribir como
yn 
L  
X
i
w

i
xn i 
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
donde w
i
son los L coecientes complejos del igualador xn es la secuencia presente
en la lnea de retardos y

denota complejo conjugado Usando notacion vectorial
yn se puede escribir de una forma mas compacta a traves del producto escalar
yn  w
H
xn 
donde w  w

     w
L  

T
es el vector de coecientes del igualador Los superndices
T
y
H
denotan transpuesto y transpuesto conjugado respectivamente
Sustituyendo  en  la salida del igualador se puede expresar como
yn  w
H
Hsn w
H
rn  g
H
sn w
H
rn 	
donde
g  g

 g
 
   
T
 H
H
w 
es un vector que representa la respuesta impulsional conjunta del canal y el igualador
Cada elemento g
i
se puede interpretar como la amplitud que tiene el smbolo sn i
a la salida del igualador
 Igualadores ZeroForcing
Debido a que las componentes del vector de repuesta conjunta del canal e igualador
g son las amplitudes de diferentes smbolos a la salida parece logico pensar que el
igualador que converja hacia una solucion con una unica componente de g distinta
de cero obtendra a su salida en ausencia de ruido rn   un unico smbolo
eliminando por completo la ISI Una posible solucion sera de la forma
g
l
opt
       g
l
      
T


donde el ndice l representa el retardo introducido por el efecto conjunto del canal
y el igualador Los igualadores que persiguen una solucion de este estilo con g
l
 

son los denominados zeroforcing  Un algoritmo adaptativo que converja hacia
la solucion 
 ajusta sus coecientes de la siguiente forma 
wn 
  wn ensn 


donde  es un parametro que controla la velocidad de convergencia del algoritmo y
en  yn  sn  l representa el error entre la salida del igualador y el smbolo
deseado Se puede comprobar que la correlacion entre el error y los smbolos diferentes
al lesimo es de la forma
Eensnm 

g
l
 Es

n m  l
g
m
m  l


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donde E representa el operador esperanza Cuando la potencia de la senal trans
mitida es normalizada a la unidad entonces 
 es una medida de lo cerca que el
vector de amplitudes g esta cerca de la solucion 

La implementacion de este algoritmo es muy sencilla y por ello adecuada para
aplicaciones de alta velocidad de transmision comunicaciones por enlaces de micro
ondas o por bra optica Sin embargo para implementar el algoritmo 

 es
necesario disponer de los smbolos actualmente transmitidos Como esto no es posi
ble este tipo de algoritmos utilizan un perodo inicial en el que se transmiten unas
secuencias conocidas por el transmisor y el receptor denominadas de entrenamiento
Durante esta fase inicial el receptor ajusta los coecientes de acuerdo con 

 de
forma que se alcance una buena inicializacion Una vez superada la fase de entrena
miento las salidas del circuito decisor presente a la salida del igualador seran las
que sustituyan en 

 a los smbolos transmitidos y se dice que el algoritmo esta
guiado por decision DD Decision Directed
La repuesta frecuencial de un igualador de zeroforcing trata de ajustarse a la
inversa del canal  Esto puede tener grandes problemas cuando en el canal exis
te ruido pues ante la presencia de un nulo en la respuesta del canal el igualador
tratara de compensarlo amplicando el ruido presente en esta frecuencia La no con
sideracion del ruido limita las aplicaciones de este tipo de igualadores dando lugar a
otros que trataran de compensar la amplicacion del ruido y la eliminacion de la ISI
 Igualadores MMSE
En ausencia de ruido el igualador de zeroforcing elimina completamente la ISI Sin
embargo desde el punto de vista de minimizar la probabilidad de error puede ser
conveniente permitir cierta ISI residual en la entrada del decisor si esto permite dotar
al igualador de un mayor grado de libertad que le permita alcanzar una sustancial
reduccion de la potencia de ruido Un igualador que minimice la probabilidad de
error es demasiado complejo 
 y por ello se preeren soluciones que obtengan
buenas aproximaciones de esta minimizacion Un ejemplo son los igualadores que
tienen como objetivo la minimizacion del error cuadratico medio MSE Mean Square
Error entre la salida del igualador y el smbolo deseado es decir
MSE  Eyn sn l

  Een

 

Estos se denominan igualadores MMSE Minimum Mean Square Error  El
algoritmo adaptativo mas utilizado por los igualadores MMSE es el LMS Least Mean
Square  Este algoritmo actualiza los coecientes del igualador de la siguiente
forma
wn 
  wn  enxn 

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
donde la senal de error es la misma que la del algoritmo adaptativo de zeroforcing
diferenciandose este algoritmo con respecto a 

 en que la senal que multiplica al
error es la secuencia observada xn en lugar de la transmitida sn El error del
algoritmo ha de ser calculado por medio de la secuencia transmitida Sin embargo
esta no estara disponible y como ocurre con los igualadores zeroforcing en su lugar
se utilizan secuencias de entrenamiento que permiten ajustar inicialmente los coe
cientes del igualador Al igual que en la seccion anterior cuando naliza la fase de
entrenamiento el igualador pasa a ser guiado por decision DD
En aplicaciones practicas donde el transmisor opere independientemente del re
ceptor por ejemplo en sistemas de multidifusion como la television digital o donde
los canales varen rapidamente con el tiempo por ejemplo en comunicaciones movi
les un mecanismo que necesite secuencias de entrenamiento puede no ser posible
debido a la independencia entre el receptor y el transmisor o deseable debido a
la reduccion del throughput del sistema al intercalar secuencias de entrenamiento
Todos estas limitaciones han motivado el desarrollo de igualadores ciegos
	 Igualadores Ciegos
Los igualadores descritos en las secciones anteriores se caracterizan por la necesidad
de conocer los smbolos transmitidos Como ya se ha comentado esto puede suponer
una gran limitacion debido a la cooperacion que el transmisor y el receptor han
de mantener Para superar esta limitacion se han desarrollado los denominados
igualadores ciegos que permiten ajustar sus coecientes a partir unicamente de los
datos recibidos sin necesidad de secuencias de entrenamiento
El funcionamiento de los igualadores ciegos se basa en las propiedades estadsticas
de la senal de salida El problema de la igualacion ciega ha sido objeto de estudio por
varios autores dando lugar a multiples algoritmos que dependiendo de la informacion
utilizada para ajustar los coecientes pueden agruparse en dos grandes familias 
Basados en estadsticos de orden superior Este tipo de algoritmos denomina
dos HOS Higher Order Statistics pueden ser divididos a su vez en dos cate
goras
Algoritmos tipo Bussgang En estos la senal de salida del ltro ha de cumplir
la condicion de Bussgang  Su estructura consiste en un ltro lineal
seguido de algun dispositivo no lineal sin memoria
Basados en Cumulantes o en Polyespectro Estos algoritmos utilizan los
cumulantes 	 de orden superior o su transformada de Fourier conocida
como polyespectro
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Basados en estadsticos cicloestacionarios Utilizan la informacion obtenida de
la periodicidad de los momentos de las senales involucradas en la comunicacion
 Estos algoritmos son utilizados cuando la amplitud fase o frecuencia de
una portadora senoidal es alterada de acuerdo con la informacion que se desea
transmitir
Debido a que en el resto del captulo se presenta un igualador basado en la familia
de los algoritmos tipo Bussgang se describen estos mas detalladamente
Algoritmos tipo Bussgang
En este tipo de algoritmos la senal ltrada es obtenida de un estimador no lineal
sin memoria que involucra estadsticos de orden superior de la senal recibida Estos
logran la convergencia cuando cumplen la denominada condicion de Bussgang

 Esta
familia de algoritmos incluye al conocido algoritmo de Sato 	 que dene una nueva
funcion de coste cuya minimizacion se alcanza por medio de la adaptacion de los
coecientes del ltro El algoritmo que regula el ajuste de los coecientes es muy
similar al LMS 
 pero con una senal de error en diferente a la utilizada para
el criterio MMSE
Del algoritmo de Sato han surgido muchas variantes que modican su funcion de
coste Ejemplos de este tipo de algoritmos son los propuestos por Benveniste 
Picchi  y Shynk  que combinan las funciones de coste del algoritmo de Sato y
del MMSE
Godard  generalizo el algoritmo de Sato en otra familia de algoritmos que
como demuestran los estudios comparativos presentados en  y  son los algo
ritmos tipo Bussgang mas ecaces Ademas tal y como apunta Papadias en  este
algoritmo es el mas robusto con respecto a los errores de recuperacion de fase el que
obtiene el menor MSE cuando el algoritmo ha convergido y el que permite eliminar
la ISI cuando esta es mas severa Este captulo se basa en un caso particular de los
algoritmos de Godard que son descritos a continuacion
Algoritmo de Godard
Godard  considero un algoritmo ciego para modulaciones QAM Quadrature Am
plitude Modulation De forma intuitiva busco una funcion de coste que fuese in
dependiente de la fase de la senal obtenida a la salida del ltro para poder alcanzar
la convergencia del algoritmo de forma independiente a la fase de adquisicion de

Un proceso discreto yn se dice de Bussgang si satisface la condicion E	ynyn  k 
E	yngyn k donde g  es una funcion no lineal y sin memoria
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portadora Para ello se dene la siguiente funcion de coste
J  Ejynj
p
R
p


 

donde p es un entero y R
p

Ejsnj
p

Ejsnj
p

es una constante de dispersion que controla la
amplicacion del ltro Esta funcion persigue la extraccion de una senal con modulo
constante a la salida del ltro La presencia de interferencias yo ruido superpuestas
a la senal transmitida provocara que en recepcion la senal no posea la propiedad de
modulo constante Al minimizar esta funcion de coste es decir el error de la potencia
pesima del modulo de la senal de salida y la constante de dispersion cabe esperar
que se recupere la propiedad de modulo constante eliminando las interferencias y el
ruido que provocaba oscilaciones en el modulo de la senal
Godard analizo el algoritmo para p  
 y p   Para p   el algoritmo
posee una sencilla implementacion y se conoce con el nombre de CMA Constant
Modulus Algorithm Este algoritmo fue empleado por otros autores para eliminar
las interferencias y la ISI introducida por canales con multitrayecto 
Godard demostro que el mnimo absoluto de la funcion de coste 
 para CMA
p   corresponde con la eliminacion de la ISI introducida por un canal dispersivo
siempre y cuando la kurtosis
	
de los smbolos transmitidos sea negativa Sin embargo
esto no signica que no existan otros mnimos locales Foschini  completo el
trabajo de Godard demostrando que si la kurtosis de los smbolos transmitidos es
negativa la funcion 
 no posee mas mnimos que los absolutos La condicion de
que la senal transmitida ha de poseer una kurtosis negativa es muy interesante pues
extiende el uso del algoritmo CMA a senales que no necesariamente han de tener
estrictamente modulo constante y por lo tanto este algoritmo puede ser usado en
practicamente todas las senales utilizadas en comunicaciones digitales Como ejemplo
la tabla 
 muestra la kurtosis de senales que usan diferentes modulaciones digitales
Considerando un analisis similar al de Foschini para senales reales la salida de un
igualador sncrono de longitud doblemente innita combina las muestras de la senal
de entrada de la siguiente forma
yn 

X
l 
w
i
xn i  w
T
xn 

donde w  w
 
     w
  
 w

 w
 
     w


T
es un vector de longitud innita que
contiene los coecientes del igualador y xn      xn  
 xn xn 
   
T
es
un vector que contiene las muestras de la senal de entrada Teniendo en cuenta 
la matriz de convolucion del canal que obtiene el vector de entrada xn es de la

La kurtosis de una senal real se dene como
Ejsnj
 

E

jsnj


  y la de una senal compleja circular
mente invariante como
Ejsnj
 

E

jsnj


 
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Modulacion Kurtosis
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Tabla 
 Kurtosis de algunas de las modulaciones empleadas en comunicaciones
digitales
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

Considerando en 	 que no existe ruido podemos reescribir la salida yn de la
siguiente forma
yn  g
T
sn 
	
donde g  H
T
w es la respuesta al impulso conjunta del canal y el igualador
Expandiendo los terminos de la funcion de coste 
 para CMA p   y
normalizando respecto a m

m  Es

n obtenemos la siguiente expresion
J 


m

Ey

nR



 
Ey

n
m

 k
Ey

n
m
 k



donde k 
Es

n
E

s

n
es el momento de cuarto orden normalizado de sn Teniendo en
cuenta 
	 y que los smbolos sn son independientes e identicamente distribuidos
hipotesis iid las esperanzas en 
 resultan ser
Ey

n
m

Eg
T
sns
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ng
m

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n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g 

X
i
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g
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
E

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Sustituyendo  en 
 se obtiene
J  k
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El siguiente paso es calcular los puntos estacionarios de la funcion de coste 

que son aquellos en los que el gradiente de J con respecto a w es igual a cero
Utilizando la regla de la cadena  este gradiente puede expresarse en terminos del
gradiente de J con respecto a g r
g
J  de la siguiente forma
r
w
J  Hr
g
J 
Es obvio que
r
g
J   
 r
w
J   
Sin embargo para que la relacion inversa sea cierta debe cumplirse que todas las
columnas de la matriz H sean linealmente independientes o lo que es lo mismo que
el subespacio nulo de H sea igual al trivial
r
w
J   
 r
g
J   
El estudio de las condiciones bajo las cuales la matriz de convolucion H tiene un
subespacio nulo igual al trivial ha sido abordado por Ding 
 demostrando que si
el igualador es doblemente innito y la matriz del canal es de la forma 
 es
posible asegurar que los puntos estacionarios de J estan contenidos en las soluciones
del sistema de ecuaciones r
g
J  
En el apendice B se realiza el analisis de los puntos estacionarios de J con respecto
a g demostrandose que los unicos mnimos de esta funcion se corresponden con los
que eliminan completamente la ISI si y solo si la kurtosis de las senales transmitidas
es negativa
 Cap tulo  Igualaci on de Canales AR
  Mnimos Locales Dependientes de la Longitud
Los analisis realizados por Foschini  y Godard  consideran situaciones poco
practicas con igualadores de longitud doblemente innita es decir L  	 Sin em
bargo cuando se consideran igualadores de longitud nita los igualadores ciegos en
particular los basados en el CMA presentan mnimos locales no deseados denomina
dos LDLM Length Dependent Local Minima 
  
	 

En particular cuando el canal de comunicaciones se puede representar por un
modelo autoregresivo de un solo polo AR
 el ltro IIR que lo representa tiene
una funcion de transferencia
Hz 



 az
  

y una respuesta al impulso
hn  a
n
un  
 a 
 
 
donde un es la funcion escalon unitario y a es una constante real La matriz de
convolucion  asociada a este canal y un igualador de longitud nita L es
H 

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Observese que H contiene columnas linealmente dependientes Si h
i
es la iesima
columna deH entonces h
i
 a
i L
h
L
para i  L En este caso no se puede garantizar
la relacion  y esta dependencia lineal obtiene la siguiente relacion entre las
ganancias a la salida del igualador
g
i
 a
i L
 
g
L  
i  L 
 	
Por ello un igualador que converja a una solucion en la que g
i
  para algun i  L

obtendra g
i
  i  L  
 y su salida consistira en una combinacion lineal de los
sn  i i  L  
 impidiendo una completa eliminacion de la ISI Este tipo de
soluciones corresponden con los LDLM Sin embargo si el igualador obtiene g
i
 
para i 
 L  
 el vector g adopta la forma 
 y se consigue una eliminacion
completa de la ISI extrayendose el smbolo sn i

 Modicacion de los Igualadores CMA
Una de las principales contribuciones de este trabajo consiste en proponer una sencilla
modicacion de la funcion de coste CMA 
 que no posee LDLM cuando los

 Modicaci on de los Igualadores CMA 
canales siguen un modelo AR Esta modicacion presentada por primera vez en

 consiste en anadir un termino que penalice la convergencia a estos mnimos no
deseados resultando una funcion de coste de la forma
J  J
CMA
 J
penaliz

El nuevo termino J
penaliz
es multiplicado por una constante  que le da un peso
respecto a la funcion de coste CMA Hemos escogido este termino como el valor
absoluto al cuadrado de la correlacion entre la senal de salida del igualador yn y la
senal correspondiente al ultimo elemento del vector de datos observados xnL

J
penaliz
 jEynx

n L  
j


por lo que la funcion de coste resultante es
J  Ejynj

 R



  jEynx

n L  
j



Aunque en un principio la introduccion de  puede parecer un tanto heurstica
la razon es la siguiente Supongamos que no existe ruido y que el igualador alcanza
un punto de equilibrio donde g
i
  i 
 L  
 Este sera un mnimo deseado en
el que la salida del igualador yn  sn  i De 
 se puede comprobar que el
ultimo elemento del vector de datos observados es
xn L 
 

X
k
hksn L 
 k 
que solo depende de los smbolos transmitidos sn j j  L 
 Estos smbolos
son anteriores a sn  i para i 
 L  
 y estadsticamente independientes de este
Por lo tanto la salida yn  sn i esta incorrelada con el elemento del vector de
observacion xnL
 el termino de penalizacion sera igual a cero y no afectara a
la convergencia del igualador hacia los mnimos deseados donde la ISI sea eliminada
Supongamos ahora que el igualador converge a uno de los puntos denominados
LDLM donde g
i
  para i  L 
 en cuyo caso la salida que se obtiene es
yn 

X
iL  
g

i
sn i 
Como se haba mencionado esta salida es una combinacion lineal de los smbolos
sn i  i  L 
 De la ecuacion  se obtiene que en el elemento del vector
de entrada xnL
 tambien existe una combinacion lineal de los mismos smbolos
y por lo tanto existira una correlacion entre la salida yn y xn  L  
 En este
caso el nuevo termino J
penaliz
es no nulo y penalizara la convergencia del algoritmo
hacia este tipo de soluciones
 Cap tulo  Igualaci on de Canales AR
Es interesante observar como la funcion 
 puede interpretarse como el La
grangiano asociado al problema de optimizacion
min
w
Ejynj

 R



 sujeto a jEynx

n L  
j

  
La ventaja de la aproximacion presentada en este captulo es que se puede optimizar
mediante algoritmos adaptativos muy sencillos La resolucion del problema con res
tricciones obliga a plantear un algoritmo en dos etapas una que minimice J
CMA
y
otra que imponga la restriccion

  Algoritmo Adaptativo
La minimizacion de la funcion de coste  puede llevarse a cabo de una forma
sencilla utilizando un algoritmo de tipo gradiente estocastico donde el vector w es
actualizado de acuerdo a la siguiente formula recursiva
wn 
  wn r
w
Jn 
donde  es el parametro que controla la velocidad de convergencia del algoritmo y
r
w
Jn es el vector gradiente de J con respecto a w en el punto wn Considerando
 el vector gradiente para cada componente de J es de la forma
r
w
J
CMA
n  r
w
Ew
H
xnx
H
nw  R

w
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x
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w
H
xnx
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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E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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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
resultando el vector gradiente de J de la siguiente forma
r
w
Jn  Ejynj

R

y

nxnEy

nxnL
Exnx

nL


En la practica las esperanzas estadsticas de  son desconocidas y el algorit
mo adaptativo se implementa con estimaciones obtenidas a partir de la salida yn
y la entrada xn As pues el algoritmo de gradiente estocastico que ajusta los
coecientes del igualador es
wn 
  wn 

n
X
in  
jyij
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
y
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
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
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
 Modicaci on de los Igualadores CMA 
donde se han usado dos muestras para estimar las esperanzas estadsticas de  y
un factor de  ha sido introducido en el parametro  Con este numero de muestras
en los estimadores eliminamos resultados ambiguos que aparecen cuando se trata con
estadsticos de orden superior y se usan estimadores con una unica muestra



 Generalizacion a Canales AR de Mayor Orden
En la seccion anterior se ha presentado y justicado la modicacion de los igualadores
suponiendo canales autoregresivos de primer orden AR
 La consideracion de
canales de mayor orden ARr es mas compleja Considerando un igualador de L
coecientes y un canal AR de r polos ARr con funcion de transferencia
Hz 
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la respuesta al impulso de este canal es de la forma
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Es sencillo comprobar que la matriz convolutiva del canal H es
H 

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De  es facil observar que cuando el numero de coecientes es mayor que el de
polos del canal

 L  r las columnas L
 en adelante son linealmente dependientes
de las columnas L L 
     L r  

Debido a las dependencias lineales en las columnas de la matriz H las dependen
cias de las ganancias del igualador para canales AR
 se pueden generalizar de la
siguiente forma
g
i

r
X
j 

ij
g
L j
i  L 

Por ejemplo jynj

es un estimador de una muestra para E	jynj

 y E

	jynj


	
Esta condicion es necesaria para garantizar que existen soluciones donde es posible eliminar
completamente la ISI
 Cap tulo  Igualaci on de Canales AR
donde 
ij
son constantes que dependen de los a
i
 Observese que una solucion g
j
 
para cualquier L  r  j  L  
 no elimina completamente la ISI El numero de
LDLM en un igualador de L coecientes en un canal ARr es r y por lo tanto el
numero de mnimos deseados es L r
La extension de la funcion 
 para igualar canales ARr es inmediata y uni
camente necesita anadir r terminos similares a J
penaliz
en  El iesimo termino
anadido contendra la correlacion entre la salida del igualador y el elemento del vector
de observaciones L iesimo La funcion de coste resultante es
J
r
 Ejynj

R



  
L  
X
lL r
jEynx

n lj


Esta inclusion de r terminos es necesaria para penalizar la convergencia del algoritmo
hacia soluciones en las que se obtengan combinaciones lineales de smbolos El unico
inconveniente de la funcion de coste generalizada es la necesidad de conocer el orden
del canal r Sin embargo esto no constituye una limitacion importante pues una
sobreestimacion de este orden nos seguira conduciendo hacia una solucion correcta
en la que se elimina la ISI totalmente
De forma completamente analoga a la subseccion 
 es posible derivar un al
goritmo de gradiente estocastico que minimice  El resultado que se obtiene
es
wn 
  wn 

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donde de nuevo se han utilizado estimadores de dos muestras en lugar de las espe
ranzas estadsticas
Con anterioridad a nuestro trabajo otros muchos autores han propuesto diversas
tecnicas para superar las limitaciones de los igualadores CMA Chen 
 
 introduce
una modicacion del igualador convencional CMA con el objeto inicial de mejorar su
velocidad de convergencia Este algoritmo que es denominado CRIMNO CRiterion
with Memory NOnlinearity modica la funcion de coste del CMA introduciendo un
conjunto de terminos consistente en la correlacion cruzada entre diferentes instantes
de la senal de salida de la siguiente forma
J
CRIMNO
 

Ejjynj

 R

j

 
r
X
l 

l
jEyny

n lj


Aunque no se menciona en 
 un razonamiento similar al expuesto anteriormente
podra inducir a pensar que los terminos anadidos en CRIMNO tambien tienen la
 An alisis de los Puntos Estacionarios 
capacidad de eliminar los LDLM ya que su valor no se anula en dichos puntos y s lo
hace en los mnimos deseados Esta armacion sin embargo no ha podido probarse
hasta la fecha A diferencia de nuestra aproximacion un analisis de la funcion de
coste CRIMNO es extremadamente difcil de llevar a cabo y por el momento solo se
ha ilustrado su comportamiento mediante simulaciones por ordenador
Una aproximacion muy diferente a la eliminacion de los LDLM es la propuesta por
Papadias y Slock 
 quienes sugieren la utilizacion de un algoritmo CMA normali
zado NCMA Normalized Constant Modulus Algorithm Realmente la funcion de
coste NCMA no esta libre de LDLM Lo que se demuestra en 
 es que el algoritmo
que minimiza NCMA admite un mayor ruido de desajuste sin volverse divergente lo
que permite al algoritmo escapar de los LDLM y converger hacia los mnimos dese
ados En cierto modo esta tecnica recuerda al simulated annealing utilizado en el
aprendizaje de redes neuronales 
Zeng  utiliza las propiedades cicloestacionarias de la senal para obtener una
nuevo algoritmo denominado CMCF Constant Modulus  Correlation Fitting Este
algoritmo presenta un problema de optimizacion con multiples objetivos y que ha de
realizarse en varias etapas lo que diculta el analisis de su convergencia Por el
momento su funcionamiento solo se ha ilustrado mediante simulaciones realizadas
por ordenador
Finalmente Zazo  considera la imposicion de restricciones lineales para obtener
un nuevo algoritmo denominado MCMA Modied Constant Modulus Algorithm
La restriccion lineal considerada consiste en jar uno de los coecientes del igualador
para impedir que el algoritmo adaptativo converja hacia los mnimos LDLM en los
que este coeciente alcanza un valor nulo
 Analisis de los Puntos Estacionarios
El problema de optimizacion  se basa en la minimizacion de una supercie
de error que no es una forma cuadratica del vector de coecientes y que por lo
tanto puede poseer varios mnimos locales como es el caso de los LengthDependent
Local Minima En esta seccion se va a llevar a cabo un analisis de los puntos
estacionarios de esta supercie de error para comprobar que la nueva funcion de coste
no contiene este tipo de mnimos locales El analisis consiste en el calculo de los
puntos estacionarios que es donde el gradiente se hace igual a cero y en el examen
de la naturaleza de la matriz hessiana en estos puntos para determinar si son mnimos
maximos o puntos de ensilladura
	 Cap tulo  Igualaci on de Canales AR
  Analisis sin Ruido
Por razones de simplicidad y debido a la complejidad de J  el analisis se realiza
para un canal autoregresivo de primer orden AR
 libre de ruido rn   y un
igualador de dos coecientes Tambien asumiremos que los smbolos transmitidos son
una secuencia real con una modulacion binaria PAM Pulse Amplitude Modulation
y que los coecientes del igualador son reales
Comencemos normalizando  respecto a m

y desarrollandola como sigue
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donde m  Es

n es el momento de segundo orden de los smbolos transmitidos
y k 
Es

n
E

s

n
representa el momento de cuarto orden normalizado de sn Con
siderando un igualador de  coecientes L   la relacion 	 se convierte en
g
i
 a
i  
g
 
i  
 y como se demuestra en el apendice C  puede ser expresada
como sigue
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donde hemos expresado J como funcion de g

y g
 
 los dos primeros elementos del
vector de respuesta conjunta del canal y el igualador Estos dos parametros represen
tan las amplitudes que los smbolos sn y sn  
 tienen a la salida del igualador
Las constantes S
 
 S

y S
	
son las sumas de unas series que dependen de la respuesta
impulsional del canal como sigue
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Para analizar cuales son los puntos estacionarios de J es necesario calcular los
puntos donde el gradiente r
w
J se hace cero Usando la regla de la cadena  este
gradiente se puede representar de la siguiente forma
r
w
J 

X
i
J
g
i
r
w
g
i

Para nuestro caso de un igualador de  coecientes y un canal AR
 se cumple la
relacion r
w
g
i
 a
i  
r
w
g
 
j  
 y el gradiente  puede expresarse como
r
w
J 
J
g

r
w
g


J
g
 
r
w
g
 

X
i 
a
i  

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Debido a que g  H
T
w donde H es la matriz convolucional del canal  es
evidente que
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
Estos dos vectores son linealmente independientes y por lo tanto todos los puntos
estacionarios de J se corresponden con las soluciones del siguiente sistema de ecua
ciones
J
g

 g

g


 
k  g

 
S
 
   
J
g
 
 g
 
g

 
S

 S
 
k  g


S
 
 g

 
S
	
  g
 
S

 
 
Para comprobar si un punto estacionario de J es un mnimo o no hay que examinar
si la matriz hessiana es denida positiva o no Teniendo en cuenta la independencia
lineal entre r
w
g

y r
w
g
 
es suciente con examinar el caracter denido positivo de
la siguiente matriz
H 
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J
g

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

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g

g
 


J
g
 
g



J
g

 


cuyos elementos se obtienen a partir de  como sigue
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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El sistema de ecuaciones de  es no lineal y su resolucion da lugar a multiples
soluciones que se clasicaran en cuatro grupos
Grupo   g

  y g
 
  Es un punto estacionario deseado donde se alcanza
una igualacion perfecta La salida coincide perfectamente con el smbolo sn
Resolviendo  se obtiene
g

 
 g
 
  
La matriz hessiana correspondiente a este punto se convierte en una matriz
diagonal de la forma
H 

	k 
 S
 
 k  


El primer elemento de la diagonal es siempre positivo

 El segundo elemento de


El momento de cuarto orden normalizado k es siempre una cantidad positiva
 Cap tulo  Igualaci on de Canales AR
la diagonal es positivo si    y k   
  Por lo tanto si  posee un valor
positivo y la kurtosis normalizada

de los smbolos transmitidos es negativa
que es lo habitual en todas las senales empleadas en comunicaciones digitales
el hessiano es siempre denido positivo y este punto es un mnimo de J 
Grupo   g

 g
 
  Es un punto estacionario no deseado donde el igualador
obtiene una salida nula y ningun smbolo es extraido La matriz hessiana en
este punto es una matriz diagonal de la forma
H 

k 
 kS
 
 S

 


El primer elemento de la diagonal es siempre negativo y por lo tantoH no puede
ser denida positiva Por ello este punto no es un mnimo de J 
Grupo   g

  y g
 
  Es un punto estacionario no deseado donde el igualador
extrae la solucion correspondiente a los LDLM En estos puntos la ISI no es
eliminada ya que g
i
  i   Resolviendo el sistema de ecuaciones 
para este caso la solucion es
g

  g

 

S
 
k  S
 

kS

 S
	

	
Para representar la matriz hessiana en este punto podemos observar la siguiente
relacion entre  y 
g
 


J
g
 
g
 

J
g
 
 	g
	
 
kS

 S
	
 
y por lo tanto la matriz hessiana H resulta ser diagonal con la siguiente forma
H 

S
 
g

 
 k 
 	g

 
kS

 S
	



Debido a que k   y S
i
  es evidente que el segundo elemento de la diagonal
es siempre positivo Para asegurar que la matriz hessiana no es denida positiva
y por lo tanto este punto no es un mnimo de J  es necesario asegurar que
el primer elemento de la diagonal sea negativo Sustituyendo el valor de g

 
obtenido en 	 obtenemos que el primer elemento de la diagonal de H vale
S
 
S
 
k  S
 

kS

 S
	

 k 

kS

 S
	
kS

 
 
S
	
 kS

 S
	
 




Denimos la kurtosis normalizada de una senal real como k  
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Es evidente que para que 
 sea negativo es necesario que el termino entre
parentesis sea negativo y por lo tanto
 
k
S
	
 
S

 
 
S
	
 kS

 
Sustituyendo el valor de las series 	 obtenemos la siguiente condicion
 
k
 a



 k

  a



Teniendo en cuenta que a 
 
 podemos obtener un lmite de  mas conservador
e independiente del parametro del canal
 
k k


De esta forma si garantizamos un valor de  que cumpla la condicion 
aseguraremos que el hessiano es no denido positivo y por lo tanto este punto
no es sera un mnimo de J  Observese que cuando se usa la funcion de coste
original de CMA es decir    la condicion  no se cumple y por lo tanto
este punto estacionario se corresponde con un mnimo Este tipo de mnimos
son los denominados LDLM
Grupo   g

  y g
 
  Este es otro punto estacionario no deseado donde se
produce la extraccion de una combinacion lineal de smbolos transmitidos
Para reducir la complejidad de la matriz hessiana en este punto podemos en
contrar las siguientes relaciones entre  y 
g



J
g

g


J
g

 	g
	

k
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g
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g
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
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 
kS

 S
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
resultando una matriz hessiana de la forma
H 

	g


k g

g
 
S
 
g

g
 
S
 
	g

 
kS

 S
	



Es inmediato comprobar que el primer termino de la diagonal es siempre posi
tivo por lo que la naturaleza de H esta determinada por el signo de su deter
minante
detH  g


g

 
kkS

 S
	
 S

 
 
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Para asegurar que este punto no es un mnimo de J  es necesario garantizar que
 sea negativo es decir que el termino entre parentesis que denominaremos
F k a sea negativo
F k a

 kkS

 S
	
 S

 
 
  	
Sustituyendo 	 en 	 obtenemos
F k a 
k


 a

  ka

 
  a



 a


 a



que como muestra la gura  es una funcion parabolica convexa en k cuyas
races son k  
  a


  a

 y k   Debido a que k   y a


 

podemos asegurar que F k a tiene un valor negativo si y solo si k   
 
a=0.2
a=0.6
a=0.7
a=0.4
F(k,a)
k=3 k
Figura  Representacion de la funcion 
Por lo tanto si la kurtosis de los smbolos transmitidos es negativa podemos
concluir que el hessiano no es denido positivo y por lo tanto este punto
estacionario no es un mnimo de J  Observese que esta condicion es la misma
que asegura que el punto estacionario deseado donde se produce una igualacion
perfecta sea un mnimo
Del analisis de los puntos estacionarios que se acaba de presentar y que se puede
encontrar tambien en  se puede concluir que la nueva funcion de coste 
 no
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posee los puntos de equilibrio no deseados presentes en CMA La no existencia de
estos puntos depende del parametro  Si este parametro es demasiado pequeno el
algoritmo todava posee estos puntos de equilibrio no deseados Cuando  es superior
a la cota  el igualador elimina la posibilidad de convergencia hacia este tipo de
puntos
La gura  representa las funciones de coste de un igualador de  coecientes
correspondientes al CMA convencional    y a la modicacion propuesta   
El canal considerado es AR
 con un parametro a   y los smbolos transmitidos
corresponden a una constelacion PAM de dos niveles sn  
 k  
 En la
gura de la izquierda se observa la existencia de cuatro mnimos dos deseados y dos
no deseados LDLM En cambio la gura de la derecha solo posee los dos mnimos
deseados Puede observarse como los dos mnimos no deseados han desaparecido
porque el valor de  escogido satisface la condicion 
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Figura  Representacion de las funciones de coste correspondientes al nuevo algo
ritmo y al CMA para un igualador de dos coecientes y un canal AR
 con a  
Un analisis para un canal AR de orden r ARr es extremadamente difcil de rea
lizar Sin embargo el lmite de  obtenido en  es todava valido para la funcion
de coste general  La validez de este resultado es debido a que los conjuntos
de dependencias lineales en las columnas de H para un canal ARr son identicas a
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las de un canal AR
 y por ello los LDLM de ambos canales poseen caractersti
cas similares Simulaciones realizadas con canales ARr muestran la validez de esta
conjetura
 Analisis con Ruido
El analisis de los puntos de equilibrio presentado en el apartado anterior se hizo
suponiendo un canal libre de ruido Un analisis similar para un canal con ruido
aditivo es extremadamente difcil y no ha sido posible hacerlo No obstante s es
posible obtener algunos resultados aproximados si suponemos que la relacion senal a
ruido SNR es sucientemente alta Bajo esta hipotesis podemos considerar que la
funcion de coste J cuando hay ruido es una perturbacion de cuando no lo hay en cuyo
caso podemos suponer que el numero y naturaleza de los puntos de equilibrio son los
mismos En presencia de ruido mostraremos que los puntos de equilibrio deseados
son una version perturbada de los mnimos obtenidos en la seccion anterior En esta
seccion se calcula la perturbacion que el ruido introduce sobre los mnimos deseados
y se estudia su efecto sobre el comportamiento del igualador Este analisis tambien
esta recogido en 
Considerando que los smbolos transmitidos y los coecientes del igualador son
reales la funcion de coste 
 normalizada respecto a m

para un igualador de L
coecientes es
J
m




m

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y

n 
k
m
Ey

n  k



m

Eynxn L  
 
Al considerar la presencia de ruido en el canal y que la SNR es sucientemente alta
en el apendice C se demuestra que  se puede escribir como

J
m


J
m

 w
T
w
L 
X
i
g

i
 g

L  
S
 
 kw
T
w  g
L  
S
 
w
L  
 

donde

J y J representa la nueva funcion de coste con y sin ruido respectivamente y
 es la inversa de la relacion senal a ruido
Esta expresion de la funcion de coste depende de g y de w A continuacion vamos
a expresarla en funcion unicamente de g Usando  podemos obtener que
w  H
y
T
g 
donde H
y
representa la pseudoinversa de H que satisface HH
y
 I I es la ma
triz identidad Para una matriz H de la forma  se puede comprobar que la
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pseudoinversa resultante es la siguiente matriz de dimension 	  L
H
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B
B
B
B
B
B
B
B
B
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Considerando  y m  
 la funcion de coste 
 es igual a
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Para la obtencion de  hemos usado la relacion w
L  
 g
L  
 ag
L 
obtenida
de  y de la forma de la matriz H
y

Como ya vimos en el analisis sin ruido los puntos estacionarios de

J
MCMA
se
corresponden con los puntos donde el gradiente se hace cero
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 Cap tulo  Igualaci on de Canales AR
donde n es el impulso unitario y D
i 
representa la iesima la de la matriz D
Ademas el gradiente de la funcion de coste en una situacion libre de ruido es
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Generalizando el resultado de la seccion anterior es obvio que el gradiente 	 en
situaciones sin ruido se hace cero en los mnimos
g
l
opt
      

z
l
    
T
l 
 L 
 
Tambien existen otros puntos en los que el gradiente 	 se anula pero ya demos
tramos en la seccion anterior que no son mnimos de la funcion de coste y por lo tanto
ya no los vamos a considerar en esta
Supongamos que g
l
es un mnimo de

J  A continuacion mostramos que para
valores altos de la SNR g
l
puede ser aproximado por una version perturbada de g
l
opt
de la siguiente forma
g
l
 g
l
opt
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l
 
   
T
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Sustituyendo esta expresion en  se obtiene como se demuestra en el apendice
C el siguiente sistema de ecuaciones
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donde D
ij
es el elemento i j de la matrizD Finalmente es inmediato comprobar
que la solucion de este sistema de ecuaciones es
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Por lo tanto los mnimos de la funcion de coste sufren una perturbacion g
debida al efecto del ruido Este resultado es similar a los obtenidos en 
 y 
para igualadores CMA Esta perturbacion tiene un doble efecto ya que se produce un
cambio del valor de la l esima componente de g
l
opt
 es decir de la amplitud con la
que el igualador extrae sn l y por otro lado aparece una pequena cantidad de ISI
debido a que otras componentes de g
l
opt
diferentes de la lesima son distintas de cero
Esta cantidad de ISI es debida a que el igualador necesita llegar a una solucion de
compromiso en la cual se ha de buscar un equilibrio entre la minimizacion del ruido
y de la ISI Para probar el buen comportamiento del igualador a continuacion se va
a demostrar como el MSE en los mnimos de

J es el mnimo que se puede alcanzar
Esto prueba que el igualador se comporta igual que un igualador MMSE cuando la
SNR es alta
La gura  representa el contorno de la nueva funcion de coste para    y la
compara con el del CMA convencional Se ha considerado para esta representacion
una relacion senal a ruido SNR  
 dB un igualador de dos coecientes y un canal
AR de primer orden hn  
n
un Observese que esta funcion es muy similar
a la de la gura  donde se representa la funcion de coste en ausencia de ruido y
para el mismo canal El numero de puntos estacionarios es identico en ambos casos y
su naturaleza permanece inalterada por la presencia del ruido Las diferencias entre
ambas gura radican en la posicion de los mnimos que como se puede apreciar han
sido movidos debido a la perturbacion producida por el ruido
 Valor del MSE en los Mnimos con Ruido
El error cuadratico medio normalizado respecto a m entre la salida del igualador y
un smbolo con un retardo l se dene como
MSE
m

Eyn sn l


m
	
Cuando estamos en una situacion sin ruido en que yn  g
T
sn el MSE para m

es
MSE  g
T
g  g
l
 
  g  g
l
opt

T
g  g
l
opt
 	
donde g
l
opt
es el valor de g  para el que se minimiza la funcion de coste que
proponemos en ausencia de ruido Observese como el MSE se hace cero en este
punto y como la modicacion del CMA que proponemos minimiza el MSE
En una situacion con ruido la salida del igualador viene determinada por 	
es decir yn  y
s
n  y
r
n  g
T
sn w
T
rn y el MSE 	 se puede expresar
como
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T
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l
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
T
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l
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T
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	 Cap tulo  Igualaci on de Canales AR
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Figura  Representacion del contorno de la nueva funcion de coste y de la de CMA
para un igualador de dos coecientes y un canal AR
 con a   y ruido aditivo
con una SNR  
 dB
donde se ha usado la relacion  Para obtener el punto donde

MSE alcanza su
mnimo es necesario calcular el punto donde el gradiente se hace cero es decir
r
g

MSE  g  g
l
opt
  Dg   	
Supondremos que la solucion de esta ecuacion es un punto de la forma
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Sustituyendo 	 en 	 y considerando de nuevo una SNR sucientemente alta
el gradiente se hace cero cuando
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y por lo tanto
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Como se puede observar el mnimo obtenido es muy similar al obtenido en la mini
mizacion de la funcion de coste J en una situacion con ruido 	 ya que el mnimo
del MSE se alcanza para un valor g
l
MSE
que es una version perturbada del valor g
l
opt
obtenido en una situacion sin ruido
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Sustituyendo g
l
MSE
en la expresion 	 obtendremos la expresion del valor
mnimo del MSE MMSE
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donde hemos despreciado los terminos multiplicados por 

y 
	
debido a la suposicion
de una SNR sucientemente grande Observese que este valor del MMSE no depende
del valor de la perturbacion debida al ruido Por ello el mismo valor sera obtenido
para el MSE en los mnimos de nuestro igualador
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Este resultado demuestra que en presencia de ruido el igualador que estamos
proponiendo se comporta de la misma forma que el igualador MMSE obteniendose
un equilibrio entre la reduccion del ruido y la eliminacion de la ISI Observese tambien
que el MSE alcanzado en los mnimos de J no depende del parametro  y que por
lo tanto el termino de penalizacion incluido en la funcion de coste  no afecta al
comportamiento global del igualador! este termino lo unico que hace es eliminar los
puntos de equilibrio no deseados
La gura 	 representa los valores del MSE correspondientes al criterio MMSE
al alcanzado en la minimizacion de J y a la expresion aproximada del MMSE dada
por  para diferentes valores de la SNR Excepto la curva correspondiente a
 las curvas han sido obtenidos mediante simulaciones por ordenador Se ha
considerado un canal AR de primer orden con la siguiente funcion de transferencia
Hz 



 z
  

y un igualador de  coecientes Como se puede comprobar en esta gura la curva que
representa esta ultima expresion es identica a las experimentales cuando los valores
de la SNR estan por encima de 
 dB
La gura  dibuja las curvas de la probabilidad de error para un entorno identico
al del experimento anterior Como se puede observar en este caso las curvas de ambos
criterios son practicamente identicas para todos los valores de la SNR mostrando el
correcto comportamiento del nuevo algoritmo
 Simulaciones
Esta seccion presenta los resultados de varias simulaciones por ordenador que apoyan
los resultados analticos obtenidos en las secciones anteriores En estas simulaciones
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Figura 	 Curvas de comparacion del MSE respecto a la SNR en recepcion del nuevo
algoritmo MMSE y de la aproximacion obtenida en la seccion 
consideraremos que los smbolos transmitidos sn corresponden a una constelacion
binaria PAM En este caso la kurtosis de los smbolos es negativa k     y
por lo tanto satisface una de las condiciones obtenidas para garantizar el correcto
comportamiento del algoritmo Los coecientes del algoritmo son inicializados de
forma aleatoria y seran adaptados de acuerdo con el algoritmo de gradiente 
con un parametro de control de la convergencia sucientemente pequeno para reducir
el ruido de desajuste producido por el algoritmo del gradiente   
El comportamiento del algoritmo es evaluado en terminos de la ISI normalizada de
nida como
ISI 

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
donde g
i
es la amplitud del smbolo sn i a la salida del igualador
El primer experimento considera una transmision libre de ruido a traves de un
canal AR de primer orden con la siguiente funcion de transferencia
Hz 
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Figura  Curvas de comparacion de las probabilidades de error respecto a la SNR
en recepcion del nuevo algoritmo y del MMSE
La evolucion temporal de la ISI normalizada para un igualador de dos coecientes
esta representada en la gura 
 para tres valores diferentes del parametro  Los
valores    CMA convencional y    no cumplen la condicion  para
k  
 y como se aprecia en la gura el algoritmo converge hacia un LDLM sin que
se cancele completamente la ISI Sin embargo el valor    satisface el lmite
obtenido en  y el algoritmo converge hacia los puntos de equilibrio deseados
cancelando completamente la ISI Un segundo experimento considera el mismo canal
de comunicaciones para un igualador con cinco coecientes La gura 

 representa
la ISI normalizada para este experimento en el que se puede observar de nuevo como
el algoritmo no elimina la ISI para    CMA y    debido a la convergencia
hacia un mnimo no deseado mientras que la eliminacion completa de la ISI se produce
para   
Un tercer experimento muestra el comportamiento del algoritmo con la funcion de
coste generalizada  Consideramos una transmision libre de ruido en un canal
AR de segundo orden con la siguiente funcion de transferencia
Hz 
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Para este caso y debido a que el numero de coecientes ha de ser mayor que el orden
del canal usaremos un igualador de tres coecientes De esta forma apareceran dos
 Cap tulo  Igualaci on de Canales AR
0 500 1000 1500 2000 2500 3000 3500 4000
-30
-25
-20
-15
-10
-5
0
5
SIMBOLOS
IS
I N
or
m
al
iza
da
 (d
B)
Alfa=0  
Alfa=0.3
Alfa=4/3
Figura 
 Evolucion temporal de la ISI cuando se considera un igualador de dos
coecientes y un canal AR
 con funcion de transferencia Hz 
 
   z
  
  

500 1000 1500 2000 2500 3000 3500 4000
−25
−20
−15
−10
−5
0
5
IS
I N
or
m
al
iza
da
 (d
B)
SIMBOLOS
Alfa=0  
Alfa=0.3
Alfa=4/3
Figura 

 Evolucion temporal de la ISI cuando se considera un igualador de cinco
coecientes y un canal AR
 con funcion de transferencia Hz 
 
   z
  
  

 Simulaciones 
terminos de penalizacion en  La gura 
 dibuja la ISI normalizada para
diferentes pares de polos    y    Se puede observar como el igualador
alcanza un mnimo deseado y por lo tanto cancela la ISI
Los resultados obtenidos de estos experimentos demuestran la correcta convergen
cia del algoritmo para valores de  que satisfacen  Esto ilustra que el lmite
derivado para el caso particular de un canal AR de primer orden y un igualador de
dos coecientes puede ser aplicado para un caso general de canales ARr con un
igualador de L coecientes
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Finalmente el ultimo experimento muestra la convergencia del nuevo algoritmo
en presencia de ruido aditivo En esta ocasion se ha considerado un igualador de dos
coecientes y un canal AR de primer orden con funcion de transferencia identica a la
del primer y segundo experimento La relacion senal a ruido considerada es SNR  

dB Como se puede observar en la gura 
 para    CMA de nuevo el igualador
converge a un mnimo no deseado y no se elimina la ISI Sin embargo para    el
algoritmo converge adecuadamente y se produce una reduccion de la ISI Es necesario
apuntar que en este caso se obtiene una ISI residual superior a la de casos anteriores
debido a que el igualador debe mantener un compromiso entre la amplicacion del
ruido y la eliminacion de la ISI
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 Conclusiones
En este captulo se ha discutido el problema de la igualacion adaptativa ciega de
canales de comunicaciones autoregresivos La matriz de convolucion asociada a estos
canales resulta tener columnas linealmente dependientes lo que provoca la existencia
de mnimos no deseados en los que la ISI no es totalmente cancelada Debido a
que estos mnimos aparecen cuando se consideran igualadores de longitud nita y no
cuando su longitud es innita se denominan length dependent local minima LDLM
Para eliminar la posibilidad de convergencia hacia los LDLM en los igualadores
CMA hemos propuesto una modicacion de la funcion de coste en la que se han
anadido unos terminos que penalizan la convergencia hacia los puntos no deseados Se
ha presentado un analisis completo de los puntos estacionarios de esta nueva funcion
de coste para una sencilla situacion de un canal AR de orden 
 y un igualador de
dos coecientes Los resultados del analisis muestran que los LDLM desaparecen si
se cumplen dos condiciones
 La kurtosis de los smbolos transmitidos ha de ser negativa Esta es la misma
condicion que garantiza la convergencia del igualador CMA convencional y es
cumplida por la practica totalidad de las senales moduladas digitalmente
 Un parametro presente en la nueva funcion de coste ha de ser superior al valor
 Conclusiones 
 obtenido en el analisis Este parametro pondera los terminos de pena
lizacion anadidos y por ello ha de ser sucientemente grande para evitar la
convergencia a las soluciones no deseadas
Los resultados anteriores se han generalizado a canales AR de mayor orden Aun
que no se ha demostrado analticamente las simulaciones dan a entender que los
LDLM han desaparecido
Posteriormente se ha analizado el efecto del ruido en la convergencia del algoritmo
Por razones de sencillez el analisis se ha efectuado bajo la hipotesis de que la SNR
es alta En este caso los puntos estacionarios modican su posicion pero no su
naturaleza Se ha calculado la posicion de los mnimos cuando existe ruido y se
ha calculado el MSE residual en dichos puntos Se ha demostrado que dicho valor
es igual al mnimo MSE lo cual indica que el igualador propuesto se comporta en
presencia de ruido como el igualador MMSE mostrando un deseable equilibrio entre
cancelacion de ISI y amplicacion del ruido
Finalmente se han presentado los resultados de algunas simulaciones por ordena
dor que ilustran el comportamiento del igualador propuesto y validan las aproxima
ciones realizadas durante el analisis
 Cap tulo  Igualaci on de Canales AR
Cap tulo 
Separaci on Ciega de Senales
 Introduccion
Los sistemas de comunicaciones celulares las redes de ordenadores sin hilos wireless
LAN y las comunicaciones va satelite son ejemplos de sistemas de comunicaciones
por radio que han experimentado un espectacular crecimiento a lo largo de los ultimos
anos La contnua necesidad de incrementar la capacidad de estos sistemas obliga a
compartir el espectro radioelectrico por un numero de usuarios cada vez mayor y
por lo tanto a buscar nuevas tecnicas de procesado de senal que permitan separar y
extraer los usuarios deseados en recepcion
Cuando varios usuarios comparten un mismo canal de comunicaciones es necesario
dotar al receptor de algun sistema que permita diferenciarlos Como ya se explico en
el captulo de introduccion esto se consigue mediante las denominadas tecnicas de
diversidad las cuales aprovechan diferentes propiedades de la senal recibida para
obtener varias versiones de una misma senal en recepcion Como se vio tambien
es ese captulo segun sea la tecnica de diversidad utilizada se hablara de diferentes
tecnicas de acceso multiple SDMA TDMA FDMA yo CDMA
Con independencia de cual sea el tipo de diversidad empleado siempre nos en
contraremos con que un receptor con diversidad dispondra de un frontend de comu
nicaciones que proporciona diferentes versiones de una senal transmitida Cuando el
objetivo es extraer la informacion de un solo usuario estas senales constituyen la en
trada de un sistema lineal MISO Multiple Input Single Output en el que la salida es
una combinacion lineal de las senales recibidas La existencia de diversidad permite
mejorar la calidad de la senal recibida aumentando la SNR y disminuir los efectos del
desvanecimiento y las interferencias
En este captulo se va a abordar un problema mas complejo en el que el objetivo no
es extraer un unico usuario sino varios simultaneamente La arquitectura considerada

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consiste en un sistema MIMO formado por multiples receptores MISO para canales
no dispersivos Cuando el comportamiento es el correcto cada una de las salidas
del sistema MIMO se corresponden con una secuencia transmitida por un unico y
diferente usuario
Este captulo considera un canal no dispersivo que unicamente introduce una
mezcla lineal instantanea de los smbolos transmitidos por diferentes usuarios Un
receptor de maxima verosimilitud extraera de forma optima los diferentes usuarios
Sin embargo este receptor presenta una complejidad que crece exponencialmente con
el numero de usuarios del sistema Por ello se preere otro tipo de receptores que no
se pueden considerar suboptimos pero de una complejidad reducida
Los denominados receptores de decorrelacion eliminan completamente la MAI en
recepcion cuando el canal considerado esta libre de ruido Sin embargo en situaciones
practicas donde hay presencia de ruido aditivo estos receptores pueden incrementar
la potencia del ruido a la salida Esto motiva la busqueda de nuevos criterios para
ajustar los coecientes de un sistema MIMO de forma que se separen de las senales
de los diferentes usuarios reduciendo la MAI sin amplicar la potencia del ruido El
criterio MMSE persigue la minimizacion del error cuadratico medio a la salida del
sistema Sin embargo estos criterios presentan el gran inconveniente de necesitar una
secuencia de entrenamiento que puede reducir la efectividad y utilidad del sistema
Los criterios ciegos surgen como alternativa a los MMSE evitando la necesidad
de las secuencias de entrenamiento Uno de los criterios ciegos utilizados en mezclas
lineales de usuarios es el denominado criterio de mnima varianza con restricciones
lineales  ampliamente empleado en procesado en array  Este criterio ajusta
los coecientes del sistema para minimizar la potencia de salida sujeta a una serie
de restricciones que impiden que la senal deseada no sea cancelada en el proceso de
minimizacion Este criterio necesita un conocimiento previo de la matriz de mezclas
Debido a que consideramos un sistema que tiene a su entrada una mezcla lineal
de senales estadsticamente independientes entre s estas corresponden a usuarios
aislados entre s otra alternativa es utilizar criterios desarrollados en el contexto de
separacion ciega de fuentes Varios son los criterios propuestos para la separacion de
fuentes En concreto en 
 y  se presenta el concepto de funcion de contraste
como aquella funcion estadstica de los coecientes del sistema MIMO cuyos maximos
se corresponden con valores de los coecientes que obtienen en las salidas los diferentes
usuarios El gran problema de este tipo de criterios es la existencia de multiples puntos
estacionarios no deseados
El criterio del Modulo Constante es un criterio ciego muy conocido y empleado en
la separacion de usuarios Basa su funcionamiento en la minimizacion de una funcion
de coste que contiene estadsticos de orden superior de las senales de salida del sis
tema  Como ya se vio en el captulo anterior este criterio fue desarrollado en el
contexto de la igualacion adaptativa ciega de canales siendo posteriormente utilizado
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en el campo de la conformacion de haz  y  Los analisis de la funcion de coste
CM han demostrado que su minimizacion obtiene a la salida del sistema MIMO una
senal correspondiente a un unico usuario Es decir en un entorno multiusuario es po
sible extraer la senal correspondiente a un unico usuario eliminando las interferencias
correspondientes con las senales de otros usuarios El gran problema del CM en apli
caciones multiusuario es que no se puede determinar a priori cual sera el usuario que
extraiga el sistema Por lo tanto si cada una de las salidas del sistema MIMO estan
reguladas por distintos e independientes criterios CM no se puede garantizar cual
sera la senal obtenida en cada una de ellas y un mismo usuario podra ser extraido
en varias salidas simultaneamente
Este captulo propone un nuevo criterio de optimizacion basado en CM para la
adaptacion de los coecientes de un sistema MIMO El criterio pretende una adapta
cion conjunta de los coecientes correspondientes a las distintas salidas sin necesidad
de ninguna estrategia previa de inicializacion Para evitar la obtencion de un mismo
usuario en las salidas del sistema se dene una funcion de coste que involucra las
diferentes salidas del sistema y penaliza la extraccion de una misma senal por varias
salidas Ademas en este captulo se demuestra que la minimizacion de esta funcion
de coste obtiene una perfecta extraccion de los diferentes usuarios en las salidas del
sistema MIMO
 Modelo de Senal
Como se vio en el captulo 
 un receptor con diversidad proporciona unas observa
ciones que son mezclas de las senales transmitidas por los usuarios que comparten el
medio Un vector que agrupe las senales observadas puede expresarse por medio de
una matriz de mezcla H de la siguiente forma
xn  x
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T
 Hsn  rn 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T
es un vector de tamano N   
 que contiene los
smbolos transmitidos por cada usuario y el vector rn representa el ruido presente a
la entrada del receptor que dependiendo de la tecnica de acceso puede ser blanco o
coloreado por ejemplo en el caso de CDMA donde los ltros adaptados provocan este
coloreado Como se vio en el primer captulo al considerar canales no dispersivos
las mezclas de los usuarios son instantaneas
Un sistema MISO lineal combina las senales presentes a la entrada de forma que
la salida iesima se puede escribir como
y
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T
es el vector de coecientes que determina la combina
cion lineal correspondiente a la salida iesima del sistema MIMO La columna kesima
h
k
 de la matriz de mezcla representa las contribuciones del usuario k en las entradas
del sistema El vector de entrada 
 se puede expresar por medio de una suma de
vectores de la forma
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Sustituyendo esta expresion en 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 obtenemos
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representa la amplitud de la senal correspondiente al usuario k en
la salida iesima g
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H es el vector de ganancias para esta salida Agrupando
las salidas del sistema en un vector este se puede expresar como
yn W
H
xn  G
T
sn W
H
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donde W  w

    w
L  
 representa una matriz que agrupa los vectores de coe
cientes del sistema y G
T
 W
H
H representa la matriz de ganancias cuyo elemento
i k es g
ik
 El objetivo del sistema MIMO consiste en ajustar sus coecientes para
que la matriz de ganancias sea diagonal o una version permutada de esta obteniendo
en las salidas del sistema los smbolos correspondientes a los diferentes usuarios
En una tecnica de acceso CDMA el numero de senales de entrada es igual al de
salidas del sistema MIMO y a su vez identico al numero de usuarios en el sistema En
otras tecnicas de acceso multiple podramos obtener un mayor numero de entradas
que de salidas o usuarios por ejemplo aumentando el numero de sensores de una
antena en array Para simplicar la notacion consideraremos que el numero de
observaciones es siempre igual al de salidas o usuarios en el sistema es decir N 
Observese que en este caso la matriz de mezcla H es cuadrada y de tamano N  N 
Para simplicar la notacion y sin perdida de generalidad consideraremos en el resto
del captulo un sistema MIMO con el mismo numero de entradas que de salidas es
decir N 
 Receptor de Decorrelacion
La matriz de gananciasG en  representa el efecto conjunto de la mezcla del canal
y del sistema MIMO Parece logico pensar que un receptor que converja hacia una
 Receptor MMSE 

solucion con G
T
diagonal obtendra en cada salida en ausencia de ruido rn  
un unico y diferente usuario
 

En un entorno sin ruido la salida del sistema MIMO es de la forma
yn W
H
xn W
H
Hsn  G
T
sn 
La solucion optima consiste en obtener una matriz W
T
de forma que la matriz de
ganancias sea diagonal y que por cuestiones de claridad supondremos que tiene sus
elementos iguales a uno de forma que G
T
 I siendo I la matriz identidad Es decir
G
T
W
H
H  I  W
H
 H
  

Un sistema que obtenga una solucion de este estilo se denomina receptor de deco
rrelacion   Este tipo de receptores en el caso hipotetico de ausencia de ruido
recupera los smbolos de los diferentes usuarios eliminando totalmente la MAI La
gran ventaja de este tipo de receptores es su robustez frente a situaciones de nearfar
Sin embargo cuando en el canal hay ruido el receptor presenta a su salida una com
ponente de ruido que como se muestra en  es igual aW
H
rn  H
  
rn y que
puede ser amplicada segun sean las caractersticas de la matriz de mezcla inversa
Observese la gran similitud que existe entre el receptor de decorrelacion para
la separacion de mezclas instantaneas y el igualador de zeroforcing presentado en el
captulo anterior Al igual que el igualador de zeroforcing el receptor de decorrelacion
ha de permitir una MAI residual para evitar un incremento del ruido en la salida
reduciendo notablemente la SNR
 Receptor MMSE
En ausencia de ruido el receptor de decorrelacion elimina completamente la MAI
Sin embargo desde el punto de vista de minimizar la probabilidad de error puede
ser conveniente permitir cierta MAI residual en las salidas del sistema MIMO para
dotar al sistema de una mayor libertad que le permita una notable reduccion del
ruido Un tipo de receptores que aproximan este funcionamiento son los receptores
que tienen como objetivo la minimizacion del error cuadratico medio entre las salidas
y los smbolos deseados es decir
MSE 
N
X
i 
Ejy
i
n s
i
nj

  Trfyn snyn sn
H
g 	
donde Trfg representa la traza de una matriz
 
Una matriz diagonal con sus lneas permutadas obtiene una solucion equivalente donde los
usuarios aparecen en salidas distintas
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Estos receptores se denominan MMSE 	 Al igual que en los igualadores MMSE
para ajustar los coecientes de forma que minimicen 	 se utiliza el algoritmo
adaptativo LMS que para la salida iesima tiene la siguiente forma
w
i
n 
  w
i
n  enxn 
donde  es el parametro que controla la velocidad de convergencia del algoritmo y
en  y
i
ns
i
n representa el error entre la salida del sistema y el smbolo deseado
Los receptores MMSE al igual que los igualadores basados en este criterio de
optimizacion requieren perodos de entrenamiento durante los cuales se inicializan
los coecientes del sistema Despues de este perodo de entrenamiento el receptor es
guiado por decision DD
Como se apunto en el captulo anterior hay situaciones practicas donde puede no
ser posible o deseable la transmision de secuencias de entrenamiento Ademas en
comunicaciones multiusuario las caractersticas del canal pueden variar bruscamente
cada vez que un usuario interferente es activado en cuyo caso es necesario interrumpir
la transmision en curso e intercalar secuencias de entrenamiento para ajustar de nuevo
los coecientes del sistema Esta limitacion es superada por los receptores ciegos
	 Receptores Ciegos
Los receptores descritos en las secciones anteriores necesitan el conocimiento de los
smbolos transmitidos o de las caractersticas del canal para ajustar los coecien
tes del sistema MIMO Los receptores ciegos ajustan sus coecientes haciendo uso
unicamente de las senales observadas
Existen multiples tipos de receptores ciegos que han sido propuestos para otras
aplicaciones como la igualacion de canales o la separacion de fuentes A continuacion
se describen algunos de los receptores mas conocidos
  Receptores LCMV
Este receptor esta basado en la minimizacion de la varianza a la salida del sistema
sujeta a un conjunto de restricciones lineales LCMV Linearly Contrained Minimum
Variance Las restricciones lineales son impuestas sobre el vector de coecientes
impidiendo que el proceso de minimizacion de la varianza afecte a la senal deseada
Este tipo de receptores fueron presentados para tecnicas de diversidad espacial  o
de diversidad por codigo 
El problema de optimizacion correspondiente a la salida i esima consiste en
min
w
i
w
H
i
R
x
w
i
sujeto a Rw
i
 f 

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donde R
x
 Exnx
H
n es la matriz de covarianza del vector de datos de entrada
R es la matriz de restricciones y f especica los valores de las restricciones
La forma de implementar este receptor de forma adaptativa se realiza mediante
una estructura conocida como cancelador de lobulos secundarios GSC Generalized
Sidelobe Canceller 
 que convierte el problema de minizacion con restricciones

 en otro equivalente sin restricciones Gracias a este mecanismo el problema se
reduce a la minimizacion de una funcion de coste tipo MSE mediante un algoritmo
LMS
 Receptores Basados en Tecnicas de Separacion Ciega
de Fuentes
Del contexto de la separacion ciega de fuentes se pueden extraer nuevos tipos de
receptores cuya justicacion se basa en el conocido corolario del teorema de Darmois
Skitovich si s es un vector de senales estadsticamente independientes con distribu
cion no gaussiana entonces y  Gs es un vector de senales estadsticamente indepen
dientes si y solo si G  P donde P es una matriz de permutacion Estos receptores
se basan en las denominadas tecnicas ICA Independent Component Analysis
Los primeros trabajos sobre este tipo de tecnicas fueron desarrollados por Herault
y Jutten  que utilizaron una red neuronal recursiva cuyas salidas estan directa
mente conectadas a las entradas Otros criterios basados en las tecnicas ICA  miden
la independencia estadstica entre las salidas por medio de la distancia existente entre
la funcion de densidad de probabilidad conjunta del vector de salida y el producto
de las funciones de densidad de cada una de las salidas Bell y Sejnowski  ajustan
los coecientes de forma que se maximice la transferencia de informacion en una red
neuronal de una sola capa
Finalmente Comon 
 motivado por el teorema de DarmoisSkitovich introduce
el concepto de funcion de contraste para designar aquellas cuyos maximos coinciden
con la extraccion de senales estadsticamente independientes a la salida del sistema
Estas funciones de contraste se basan en la suma de cumulantes de segundo orden
Posteriormente Moreau y Macchi  presentaron nuevas funciones de contraste ba
sadas en cumulantes de cuarto orden Para la maximizacion de las funciones de
contraste utilizan sencillos algoritmos de gradiente ascendente
Sin embargo el gran problema de estos receptores radica en que hasta la fecha
no existen trabajos exhaustivos que muestren las condiciones bajo las cuales estos
criterios se comportan correctamente convergiendo hacia situaciones que extraigan
los diferentes usuarios a la salida
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 Receptores CMA
Del contexto de la igualacion ciega surgieron multiples criterios de optimizacion En
tre ellos el mas conocido y utilizado en la practica debido su sencillez y facilidad de
implementacion es el algoritmo Modulo Constante CMA Este algoritmo dene una
funcion de coste para la salida iesima cuya minimizacion extraera en esta uno de los
usuarios del medio Esta funcion es de la siguiente forma
J
i
 Ejy
i
nj

 R



 


donde R


Ejsnj


Ejsnj


es la constante de dispersion Debido a la no linealidad j  j


esta funcion no es una forma cuadratica respecto al vector w
i
y en principio puede
contener varios mnimos
Se han realizado diversos analisis que muestran que la minimizacion de esta funcion
de coste corresponde con un comportamiento optimo del receptor As por ejemplo
Agee  demostro que cuando el vector de observaciones es obtenido a partir de una
senal deseada perturbada con la superposicion de ruido gaussiano los unicos mnimos
existentes corresponden a puntos donde la SNR es maximizada Esta circunstancia se
produce siempre y cuando la kurtosis de los smbolos transmitidos sea negativa Esta
condicion que es la misma encontrada para igualacion ciega de canales es satisfecha
por practicamente todas las senales presentes en comunicaciones Previamente Lun
dell y Widrow  analizaron los mnimos de la funcion de coste de CM considerando
una tecnica de diversidad espacial Suponiendo que la senal de entrada esta com
puesta de la suma de varias senales de banda estrecha complejas estadsticamente
independientes e incidiendo a la antena por diferentes angulos la funcion J
i
contiene
un mnimo por cada senal del entorno que tenga kurtosis negativa Cada mnimo
se corresponde con la extraccion de una unica senal en el entorno Aunque la fun
cion contiene otros puntos estacionarios se demuestra que su hessiano no es denido
negativo y que por lo tanto los unicos mnimos existentes son los que acabamos de
describir
Cuando se considera la adaptacion simultanea de los coecientes de cada una de
las salidas del sistema MIMO la funcion conjunta que se ha de minimizar bajo un
criterio CM es
J
CM

N
X
i 
J
i

N
X
i 
Ejy
i
nj

 R



 

Esta funcion se minimiza cuando cada una de las funciones J
i
alcanza el mnimo
donde se extrae un unico usuario Sin embargo y aunque la minimizacion de J
CM
corresponde con la extraccion de un unico usuario en cada salida no se garantiza
que los coecientes de mas de una salida converjan hacia una misma combinacion
extrayendo el mismo usuario En esta situacion el sistema MIMO obtendra un
mismo usuario en mas de una salida no extrayendo otros que estan presentes en la

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caci on Receptores CMA 
mezcla de la senal de entrada Este problema de captura de una misma senal se puede
superar considerando modicaciones del criterio como la presentada en la siguiente
seccion

 Modicacion Receptores CMA
Para evitar la extraccion de un mismo usuario en varias salidas del sistema MIMO es
necesario establecer algun tipo de vnculo entre los diferentes criterios CM asociados
a cada salida Para ello en esta seccion se propone que los vectores de coecientes
w
i
 i  
     N sean ajustados de acuerdo a la siguiente funcion de coste
J 
N
X
i 
J
i



N
X
i 
N
X
j 
j i
J
ij


donde
J
i
 Ejy
i
nj

 R



 

es la funcion de coste del criterio CM correspondiente a la salida iesima del sistema
MIMO y
J
ij
 jEy
i
ny

j
nj

 i  j 

son un conjunto de nuevos terminos que aseguran que cada salida se corresponde
con la extraccion de un usuario diferente El parametro  es una constante real y
positiva que pondera el valor de estos nuevos terminos Esta funcion fue presentada
por primera vez en 

El motivo de la inclusion de los nuevos terminos en la funcion de coste es el si
guiente al minimizar 
 se minimizan simultaneamente cada uno de los criterios
CM correspondientes a las salidas del sistema MIMO J
i
 y los terminos J
ij
 Cuando
las salidas i y j del sistema MIMO extraen el mismo usuario y
i
n y y
j
n estan
altamente correladas entre s el termino J
ij
sera no nulo y por lo tanto no se alcan
zara la minimizacion de la funcion de coste conjunta J  Es decir los nuevos terminos
penalizan la convergencia del algoritmo hacia soluciones no deseadas Esta idea de la
correlacion cruzada entre diferentes salidas ha sido anteriormente utilizada por varios
autores ver  y  y sus referencias en el ambito de la separacion de senales
Es interesante observar como la funcion 
 puede interpretarse como el La
grangiano asociado al problema de optimizacion
min
W
N
X
i 
Ejy
i
nj

R



 sujeto a
N
X
i 
N
X
j 
j i
jEy
i
ny

j
nj

  

 Cap tulo  Separaci on Ciega de Senales
La ventaja de la aproximacion presentada en este captulo es que se puede optimizar
mediante algoritmos adaptativos muy sencillos La resolucion del problema con res
tricciones obliga a plantear un algoritmo en dos etapas una que minimice
P
N
i 
J
i
y
otra que imponga la restriccion
Shynk y Gooch 
 presentan otro tipo de receptor que supera el problema de
captura del CM Este consiste en la conexion en cascada de diversos subsistemas MISO
con criterios de adaptacion CM La conexion entre cada uno de estos subsistemas se
realiza por medio de un cancelador de senal que elimina de la entrada de cada uno
la senal obtenida en la salida del anterior y as sucesivamente Una vez obtenido un
usuario a la salida de uno de los subsistemas el cancelador de senal garantiza que
no va ser extraido por los subsistemas posteriores El principal inconveniente de esta
aproximacion es que ademas incrementar notablemente la complejidad del hardware
que regula el sistema MIMO el algoritmo puede tener una velocidad de convergencia
muy reducida debido a la conexion en cascada de multiples criterios ciegos 

Otra solucion para el problema de captura de CM consiste en utilizar sistemas
MISO inconexos que dispongan de una estrategia de inicializacion de coecientes que
garantice que la convergencia de los algoritmos adaptativos de cada uno de estos
sistemas converja hacia la extraccion del usuario adecuado Mathur  plantea una
inicializacion de los coecientes del sistema MIMO basada en el algoritmo MUSIC
MUltiple SIgnal Classication  que conduce al algoritmo hacia soluciones donde
se extraen los diferentes usuarios en las salidas del sistema
Finalmente Cerquides 
 considera la conexion en paralelo de multiples sistemas
MISO solucionando el problema de captura del CM por medio de la cancelacion en la
entrada de cada uno de estos de las senales obtenidas en las salidas Esta estructura
se puede interpretar como que los sistemas MISO compiten por las distintas senales
del entorno

  Algoritmo Adaptativo
La forma mas sencilla de minimizar la funcion de coste 
 es por medio de un
algoritmo de tipo gradiente estocastico donde el vector w
i
es actualizado mediante la
siguiente formula recursiva
w
i
n 
  w
i
n r
w
i
Jn i  
  N 

donde  es el parametro que controla la convergencia del algoritmo y r
w
i
Jn es el
vector gradiente de J con respecto a w
i
en el punto w
i
n de la forma
r
w
i
J  r
w
i
J
i
 
N
X
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j i
r
w
i
J
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
	
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Considerando  y las propiedades del operador gradiente complejo 	 las compo
nentes del vector gradiente pueden ser expresadas como
r
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resultando el vector gradiente de J de la siguiente forma
r
w
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Las esperanzas de  son desconocidas en la practica y por lo tanto la recursion

 se convierte en
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donde para estimar las esperanzas estadsticas de 
	 se han utilizado dos muestras
y un factor de  ha sido introducido en el parametro  Con este numero de muestras
evitamos los resultados ambiguos en los estimadores de una sola muestra cuando se
manejan estadsticos de orden superior
 Analisis de los Puntos Estacionarios
La funcion de coste J es una forma no cuadratica de w Esto puede provocar que
existan multiples mnimos hacia los que el algoritmo podra converger dando lugar a
un mal comportamiento del sistema En esta seccion se demuestra que los mnimos de
la funcion J se corresponden con valores del vector de coecientes donde se obtiene un
comportamiento optimo siempre que se garantice que la kurtosis de todas las senales
en el entorno es negativa identica condicion a la obtenida en  y 
  Analisis sin Ruido
Por razones de simplicidad en este apartado reduciremos nuestro analisis a dos usua
rios y un canal libre de ruido Este analisis consiste en la obtencion de los puntos
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estacionarios que se corresponden con los puntos donde el gradiente de J se anu
la Para determinar si estos puntos son mnimos o no se realiza posteriormente un
analisis de su naturaleza estudiando si la matriz hessiana es denida positiva o no
Consideremos que las senales transmitidas por dos usuarios s
 
n y s

n tienen
media cero y son estadsticamente independientes Supondremos ademas que las
senales son complejas y circularmente invariantes es decir que las componentes en
fase y cuadratura estan mutuamente incorreladas entre s y tienen la misma varianza
Esto signica que verican lo siguiente
Es

 
n  Es


n   
De la ecuacion 
 se obtiene que las senales observadas en los diferentes sistemas
de diversidad se pueden expresar como
xn  s
 
nh
 
 s

nh


donde h
 
y h

representan respectivamente la primera y segunda columna de la matriz
de mezcla Para recuperar las senales transmitidas por ambos usuarios es necesario
considerar un sistema MIMO con dos salidas Llamando w
 
y w

a los vectores de
coecientes correspondientes a las dos salidas del sistema estas seran
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donde g
ij
 w
H
i
h
j
admite la interpretacion fsica de ser la amplitud del usuario j en
la salida iesima
Considerando la funcion de coste del nuevo criterio de optimizacion 
 de adap
tacion conjunta presentado en la seccion anterior podemos expresar esta en funcion
de las dos salidas de la siguiente forma
Jw
 
w

  Ejjy
 
nj

 
j

  Ejjy

nj

 
j

  jEy

 
ny

nj


 Ejy
 
nj

  Ejy

nj

 Ejy
 
nj

 Ejy

nj

 
jEy
 
ny


nj

  
donde se ha considerado por simplicidad que las constantes de dispersion de las
senales transmitidas cumplen que R

 
 Se puede observar que la funcion 
depende de los momentos de cuarto orden de las salidas y que por lo tanto no es
una funcion cuadratica de w
i

Considerando  y las hipotesis estadsticas que hemos establecido sobre s
 
n
y s

n los operadores esperanza de  pueden ser expresados como
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
q
 
 jg
 
j

q

 jg
  
j

jg
 
j

m
 
m

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Ejy

nj

  jg
 
j

q
 
 jg

j

q

 jg
 
j

jg

j

m
 
m

Ejy
 
nj

  jg
  
j

m
 
 jg
 
j

m

Ejy

nj

  jg
 
j

m
 
 jg

j

m

Ey
 
ny


n  g
  
g

 
m
 
 g
 
g


m


donde q
i
 Ejs
i
nj

 y m
i
 Ejs
i
nj

 son los momentos de cuarto y segundo orden
de s
i
n respectivamente
Sustituyendo  en  la funcion J puede ser expresada en funcion de las
amplitudes g
ij
de la siguiente forma
Jg
  
 g
 
 g
 
 g

 
 jg
  
j

q
 
 jg
 
j

q

 jg
  
j

jg
 
j

m
 
m

 jg
 
j

q
 
 jg

j

q


jg
 
j

jg

j

m
 
m

 jg
  
j

m
 
 jg
 
j

m

 jg
 
j

m
 
 jg

j

m

  

!
jg
  
j

jg
 
j

m

 
 jg
 
j

jg

j

m


 g
  
g

 
g

 
g

m
 
m

 g

  
g
 
g
 
g


m
 
m

"
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Como se puede observar se ha obtenido una expresion de J mas conveniente pues
esta depende ahora de cuatro variables complejas g
ij
i  
  j  
  en lugar
de los vectores de coecientes w
 
y w

 cada uno de ellos con dimension N  Esto
simplica notablemente el analisis de los puntos estacionarios como se comprobara a
continuacion
Los puntos estacionarios se corresponden con aquellos donde los gradientes r
w
 
J
y r
w

J se anulan Usando la regla de la cadena y las propiedades del operador
gradiente descritas en 	 r
w
 
J y r
w

J pueden ser expresados de la siguiente forma
r
w
 
J 
J
g
  
r
w
 
g
  

J
g
 
r
w
 
g
 

J
g
  
h
 

J
g
 
h

 
r
w

J 
J
g
 
r
w

g
 

J
g

r
w

g


J
g
 
h
 

J
g

h

  	
Por lo tanto los vectores gradiente pueden ser expresados como una combinacion
lineal de las columnas de la matriz de mezcla h
 
y h

 Como ya hemos visto las
columnas de las matrices de mezcla son linealmente independientes y por lo tanto el
gradiente se anulara en puntos donde las derivadas parciales respecto a g
ij
se anulen
r
w
 
J  r
w

J  

J
g
  

J
g
 

J
g
 

J
g

  
Calculando las derivadas parciales de la funcion J respecto a g
ij
e igualando estas
a cero los puntos estacionarios se corresponderan con las soluciones del siguiente
sistema de ecuaciones
J
g
  
 g

  
jg
  
j

q
 
 jg
 
j

m
 
m

 m
 
 jg
 
j

m

 
  g

 
g

 
g

m
 
m

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g
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Observese que este sistema es no lineal y contiene numerosas soluciones que de
terminan los puntos estacionarios de la funcion J  Existen mutliples metodos para
estudiar la naturaleza de estos puntos es decir si son mnimos o no El analisis pre
sentado en el apendice D
 realiza un test sobre la matriz hessiana para comprobar si
esta es denida positiva el punto estacionario sera un mnimo o no A continuacion
se resume el analisis del apendice D
 en donde se han encontrado seis grupos de
puntos estacionarios
Grupo  Ambas salidas cancelan las senales de los dos usuarios es decir
g
  
 g
 
 g
 
 g

  

Este es un punto estacionario no deseado pero en el apendice D
 se demuestra
que siempre corresponde con un maximo de la funcion J 
Grupo  Una salida extrae la senal correspondiente a uno de los usuarios mientras
que la otra cancela ambas senales Uno de los cuatro puntos posibles pertene
cientes a este grupo es
jg
  
j


m
 
q
 
 g
 
 g
 
 g

  
Estos puntos estacionarios son no deseados pero en el apendice D
 se demuestra
que la matriz hessiana nunca es denida positiva y por lo tanto estos puntos no
pueden ser mnimos de J 
Grupo  Una de las salidas extrae una combinacion lineal de las senales corres
pondientes a los dos usuarios y la otro cancela ambas Uno de los dos puntos
posibles pertenecientes a este grupo es
m
 
jg
  
j


k

 
k
 
k

 
 m

jg
 
j


k
 
 
k
 
k

 
 g
 
 g

  
donde k
i
 q
i
m

i
es el momento de cuarto orden normalizado de s
i
n
Este es un punto estacionario no deseado pero en el apendice D
 se demuestra
que si la kurtosis k  de las senales de ambos usuarios es negativa la matriz
hessiana no es denida positiva y por lo tanto los puntos estacionarios de este
grupo no son mnimos de la funcion J 
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Grupo  Ambas salidas extraen la misma senal y cancelan la otra Uno de los dos
puntos posibles pertenecientes a este grupo es
jg
  
j

 jg
 
j


m
 
q
 
 m

 
 g
 
 g

  
Este es de nuevo un punto estacionario no deseado El analisis del apendice
D
 demuestra que si la kurtosis de las senales transmitidas es negativa y el
parametro  es mayor que cero el hessiano no es denido positivo y el punto
no puede ser un mnimo
Observese que este punto estacionario se corresponde con la convergencia no de
seada de varios criterios CM adaptados independientemente Esta convergencia
se puede producir si consideramos la minimizacion de la funcion de J cuando
   que no cumple la condicion de  obtenida en el apendice para garantizar
que este punto no es un mnimo
Grupo  Cada salida extrae a un unico y diferente usuario Uno de los dos puntos
posibles pertenecientes a este grupo es
jg
  
j


m
 
q
 
 jg

j


m

q

 g
 
 g
 
  
Este es un punto estacionario deseado ya que las salidas extraen senales co
rrespondientes a un unico y distinto usuario El apendice D
 demuestra que la
condicion de que las senales transmitidas tengan kurtosis negativas es sucien
te para garantizar que la matriz es denida positiva y que por lo tanto estos
puntos son mnimos de J  Es decir una minimizacion de J ajustara el vector
de coecientes w de forma que a la salida del sistema MIMO se obtengan las
senales transmitidas por los diferentes usuarios
Grupo 	 Cada salida extrae una combinacion lineal de las senales de ambos usuarios
es decir las cuatro variables g
ij
son diferentes de cero
g
  
  g
 
  g
 
  g

  
Estos puntos son no deseados pero en el apendice D
 se demuestra que el
hessiano no es denido positivo y por lo tanto estos puntos no son mnimos de
J si las kurtosis de las senales transmitidas son negativas
Como hemos visto la funcion de coste perteneciente al nuevo criterio posee un
gran numero de puntos estacionarios El estudio de la naturaleza de los puntos
estacionarios mediante el analisis de la matriz hessiana ha mostrado que solo los
pertenecientes al grupo  grupo de los puntos deseados son mnimos siempre que se
cumpla que
k
i
  
  i  
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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Al ser estos los unicos mnimos de la funcion el algoritmo de gradiente que minimiza
J siempre obtendra una convergencia hacia los puntos estacionarios deseados y por
lo tanto se asegura una perfecta extraccion de los diferentes usuarios a la salida del
sistema MIMO
Todo el analisis presentado tambien en 
 se ha desarrollado para cualquier tipo
de sistema MIMO con dos salidas independientemente de la diversidad empleada Las
unicas hipotesis que hemos considerado son que las componentes en fase y cuadratura
de las senales transmitidas s
i
n han de estar mutuamente incorreladas y tener identi
ca varianza Es decir la constelaccion de donde se obtienen los smbolos a transmitir
ha de ser compleja y simetrica respecto al origen No obstante un analisis para el
caso de una constelacion real obtendra resultados semejantes Un analisis para un
sistema MIMO con N salidas sera muy complejo y no ha podido ser desarrollado
hasta ahora aunque intuitivamente todo parece indicar que se obtendra un buen
comportamiento del sistema en este caso En la seccion de simulaciones se muestran
diferentes experimentos por ordenador que muestran el correcto comportamiento en
escenarios mas generales que no ha abarcado el analisis
 Analisis con Ruido
Un analisis completo de 
 que tenga en cuenta el ruido es extremadamente difcil
de realizar Para poder determinar cual es el comportamiento del nuevo algoritmo
en presencia de ruido aditivo consideraremos que la relacion SNR obtenida a la
entrada del sistema es sucientemente alta y as suponer que el numero y naturaleza
de los puntos estacionarios de la funcion de coste permanecen inalterados La unica
consecuencia de la presencia del ruido sera una perturbacion en la posicion de los
mnimos de la funcion Bajo estas hipotesis de la SNR se comprueba que en estos
mnimos el error cuadratico medio MSE entre la salida del sistema MIMO y los
smbolos transmitidos es el mnimo valor posible MMSE
Consideramos el MSE 	 normalizado con respecto a la potencia de las senales
recibidas m
s
 Es

i
n i que por simplicidad se consideran iguales para los N
usuarios
MSE 


m
s
Tr
#
E

yn snyn sn
T
$
 	



m
s
Tr
#
Eyny
T
n  Esns
T
n Eyns
T
n Esny
T
n
$
Cuando no hay ruido en el canal las salidas del sistema MIMO que por razones de
simplicidad consideraremos con N entradas y N salidas agrupando estas ultimas en
un vector de la forma
yn  G
T
sn 
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donde G
T
W
T
H es la matriz de amplitudes de las senales transmitidas a la salida
del sistema y W  w
 
    w
N
 Desarrollando 	 obtenemos
MSE 


m
s
E

TrfG
T
sns
T
nGg Trfsns
T
ng
TrfG
T
sns
T
ng  Trfsns
T
nGg





m
s

TrfG
T
R
s
Gg TrfR
s
g  TrfG
T
R
s
g  TrfR
s
Gg


 TrfG
T
Gg  TrfGgN 
donde se ha considerado que los smbolos de los diferentes usuarios son independientes
entre s y que por lo tanto R
s
 Esns
T
n  m
s
I siendo I la matriz identidad
Para obtener el valor de G que minimiza el MSE se ha de calcular el punto donde el
gradiente del MSE con respecto a G se anula es decir
MSE
G
 G I   

siendo la matriz que minimiza el MSE de la forma
G

 I 
A partir de la expresion de G

 el MSE  se puede expresar de la siguiente forma
MSE  TrGG


T
GG

 
Observese que cuando G  G

 I el MSE se anula Este es el valor mnimo del
MSE o MMSE El hecho de obtener una matriz de amplitudes igual a la matriz
identidad indica la presencia de un unico usuario en cada una de las salidas del
sistema Consideremos ahora la presencia de ruido aditivo en el canal la senal de
salida del sistema MIMO se puede descomponer de la forma
yn  y
s
n  y
r
n  G
T
sn W
T
rn 
donde y
s
n  G
T
sn e y
r
n  W
T
rn son las componentes de senal y de ruido
a la salida respectivamente Teniendo en cuenta la independencia estadstica entre
sn y rn la expresion del MSE con ruido es

MSE 


m
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s
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r
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$

donde las esperanzas estadsticas de esta nueva expresion que involucran alguna com
ponente de yn son
Ey
s
n  y
r
ny
s
n  y
r
n
T
  Ey
s
ny
T
s
n  Ey
r
ny
T
r
n
Ey
s
n  y
r
ns
T
n  Ey
s
ns
T
n
Esny
s
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r
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T
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sny
T
s
n 
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las cuales se han obtenido teniendo en cuenta la independencia estadstica entre las
senales y el ruido Sustituyendo  y la expresion de y
r
en  obtenemos

MSE  MSE 


m
s
TrfEy
r
ny
T
r
ng 
 MSE 


m
s
TrfW
T
R
r
Wg 
 MSE  TrfW
T
Wg 
donde MSE representa el error cuadratico medio para el caso sin ruido  Para
llegar a  hemos considerado que el ruido es blanco con una matriz de autocorre
lacion

R
r
 m
r
I y varianza m
r
 Er

i
n y que  
m
r
m
s
es la inversa de la relacion
senal a ruido Considerando la relacion W
T
 H
  
G
T
 el error cuadratico medio se
puede expresar como

MSE  MSE  Tr
n
G
T
H
  
H
  
T
G
o

 GG


T
GG

  Tr
#
G
T
H
T
H
  
G
$
	
De nuevo calculamos los puntos donde el gradiente de MSE con respecto a G se
anula es decir


MSE
G
 G G

 H
T
H
  
G   
obteniendo la matriz

G

que satisface esta ecuacion y que minimiza el MSE en pre
sencia de ruido

G


!
I H
T
H
  
"
  
G


 G



I



H
T
H

  
G


 G

 H
T
H
  
G


 G

  G
MSE

Para obtener  hemos utilizado el lema de inversion
	
y considerado que tenemos
una elevada relacion senal a ruido SNR es decir un valor pequeno de  Observese
que el punto donde se alcanza el valor mnimo de

MSE

G

 es una version pertur
bada del obtenido para MSE esta perturbacion es una matriz  G
MSE
 que en
general no sera diagonal y que por lo tanto introduce una cierta cantidad de inter
ferencia de acceso multiple MAIMultiple Access Interference Esta MAI aparece

En una tecnica con diversidad por codigo el ruido que obtenemos a la entrada del receptor es
coloreado debido al efecto del banco de ltros adaptados ver captulo de introduccion y por lo
tanto la matriz de correlacion del ruido es R
r
 m
r
H donde H es la matriz de mezcla del canal
que en este caso corresponde con la matriz de autocorrelacion de los codigos de usuario

El lema de inversion dice que I H
T
H
  

  
 I I
 

H
T
H
  

 An alisis de los Puntos Estacionarios 	
como consecuencia del equilibrio que se ha de mantener entre la amplicacion del
ruido y la eliminacion de interferencias a la salida del sistema MIMO
Finalmente observese que el valor mnimo del MSE no es nulo sino que tiene un
determinado valor residual Para obtener este valor podemos considerar de nuevo una
SNR sucientemente alta despreciando los terminos multiplicados por 

y 
	
 Es
decir sustituyendo  en 	 obtenemos
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Es importante observar que el valor residual del MMSE depende de  G

y la matriz
de mezcla R pero no de la perturbacion  G
MSE

 Valor del MSE en los Mnimos con Ruido
Una vez calculado el mnimo valor del MSE vamos a compararlo con el que se obtiene
en los mnimos de la nueva funcion de coste 
 Para ello consideramos la funcion
de coste del nuevo algoritmo normalizada respecto a m

s
para un caso general de N
usuarios y una transmision de smbolos reales recibidos con la misma potencia es
decir Es

i
n  m
s
i De esta forma podemos expresar la funcion de coste
normalizada como
J
m

s



m

s
N
X
i 
Efy

i
ng  
k
m
s
N
X
i 
Efy

i
ng k

N 



m

s


N
X
i 
N
X
j 
ij
E fy
i
ny
j
ng


donde k 
Es

n
E

s

n
es el momento normalizado de cuarto orden de los smbolos trans
mitidos que por razones de simplicidad se supone identico para todos los usuarios
En una situacion libre de ruido rn   Como muestra el apendice D sustituyendo
 en  obtenemos que
JG 
J
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
N
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N
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donde diagG
T
G representa una matriz diagonal cuyos elementos corresponden con
los de la diagonal de G
T
G Los puntos estacionarios de J son aquellos donde el
gradiente de esta funcion se anula que segun se muestra en el apendice D son las
soluciones al siguiente sistema de ecuaciones
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dondeAB representa el producto individual de los elementos de la matrizA con los
de la matriz B Es inmediato comprobar que la solucion G

 I satisface el sistema
de ecuaciones  En este punto ademas de minimizarse la funcion de coste del
nuevo algoritmo como se demostro en la seccion anterior tambien se minimiza el
MSE en ausencia de ruido pues la matriz G

es la misma obtenida para minimizar el
MSE en ausencia de ruido 
Consideraremos ahora la nueva funcion de coste cuando existe ruido en el canal
Como se demuestra en el apendice D sustituyendo  en  se obtiene la
siguiente expresion de la funcion de coste normalizada
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donde JG es  la funcion de coste cuando no hay ruido
Los puntos estacionarios de

JG se corresponden con los que anulan el gradien
te de esta funcion con respecto a G es decir las races del siguiente sistema de
ecuaciones tal y como se muestra en el apendice D


JG
G

JG
G
 
#
 

diagG
T
H
T
H
  
G  diagG
T
GH
T
H
  


kH
T
H
  
 

GG
T
H
T
H
  
 H
T
H
  
GG
T
$
G   
Si suponemos que la solucion de este sistema de ecuaciones es de la forma

G

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G

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 donde G

 I es la solucion al sistema  en el apendice D se
obtiene que
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Esta expresion es similar a la obtenida para la minimizacion del MSE ya que el ruido
perturba la posicion del mnimo de la funcion de coste en una cantidad  G
CM

 Simulaciones 	
Esta perturbacion afecta de dos formas distintas a las salidas por una parte aparece
una matriz diagonal que vara las ganancias con que se obtienen los usuarios en las
salidas y por otra una matriz no diagonal que introduce una cierta cantidad de MAI
De nuevo esta MAI surge para evitar que el sistema de separacion amplique el ruido
del canal
Observese el mnimo valor del MSE MMSE obtenido en presencia de ruido
para valores sucientemente altos de la SNR 
 no depende de la perturbacion
producida en la posicion de los mnimos del caso sin ruido La presencia del ruido
tambien produce una perturbacion similar en la posicion de los mnimos de la nueva
funcion de coste  Debido a que el mnimo de esta funcion  y el mnimo del
MSE  se diferencian unicamente en el tipo de perturbacion el valor del MMSE
es el mismo para ambos casos Por lo tanto la inclusion de los nuevos terminos de
penalizacion no afecta al rendimiento del nuevo algoritmo ya que en la expresion del
MMSE no aparece la inuencia del parametro  Este resultado es similar al obtenido
en el captulo anterior para el caso de un igualador basado en el algoritmo CMA y
fue presentado en 
 Simulaciones
En esta seccion se presentan los resultados de diferentes simulaciones por ordenador
que muestran el comportamiento del nuevo criterio y la validez de las aproximaciones
realizadas en los analisis Para analizar el comportamiento del nuevo criterio se han
usado dos ndices la interferencia de acceso multiple MAI Multiple Access Inter
ference y la relacion senal a interferencia mas ruido SINR Signal to Interference
plus Noise Ratio El primer ndice la MAI obtenida en la salida iesima del sistema
MIMO se dene como
MAI
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donde N es el numero de usuarios g
ij
 w
H
i
h
j
es la amplitud del usuario j en la salida
iesima y P
j
es la potencia en recepcion del usuario j Como ya se haba visto h
j
es
la columna jesima de la matriz de mezcla Este ndice lo utilizaremos para evaluar
el funcionamiento del algoritmo en situaciones libres de ruido Sin embargo cuando
en el canal exista ruido es mas adecuado utilizar la SINR La SINR del usuario i a
la salida k esima del sistema MIMO se dene como
SINR
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donde R
ruido
 Ernr
H
n es la matriz de autocorrelacion del ruido
En un primer experimento se ha considerado un sistema con diversidad espacial
Se ha utilizado una antena en array con 
 sensores linealmente equiespaciados con
una separacion igual a la mitad de la longitud de onda Todos los sensores se han
supuesto ideales con un diagrama de radiacion omnidireccional El entorno considera
la transmision de dos usuarios con una modulacion QPSK Quaternary Phase Shift
Keying y el ruido del sistema es practicamente inexistente El primer usuario alcanza
la antena desde un angulo de 

mientras que el otro llega por uno de 

 El
segundo usuario es recibido con una potencia 
 dB inferior a la del primero La
gura 
 representa la evolucion temporal de la MAI cuando el parametro  es igual
a 
 y  es igual a   

 
valor suciente pequeno para reducir el error de desajuste
en el algoritmo adaptativo La curva superior muestra la MAI para la salida que
extrae la senal del usuario mas potente siendo la curva inferior la correspondiente
a la del usuario mas debil Observese como una vez alcanzada la convergencia del
algoritmo la MAI correspondiente al usuario mas potente es la que alcanza un valor
mas pequeno porque la senal que le interere es mucho mas debil
En el segundo experimento se ha escogido el mismo sistema de diversidad pero
considerando la presencia de ruido De nuevo transmiten dos usuarios con una mo
dulacion QPSK El primero llega a la antena con un angulo de 

y una SNR de
 dB mientras que el otro llega por un angulo de 

y una SNR de  dB La gura
 muestra la evolucion temporal de la SINR de salida para cada uno de los usuarios
cuando se considera   
 y      

 
 Claramente se puede observar que los
usuarios han sido separados y que las SINR"s de salida alcanzan sus valores optimos
Como se puede observar el efecto del ruido no afecta a la convergencia del algoritmo
que es capaz de separar los usuarios y minimizar el ruido a la salida del sistema al
mismo tiempo
Un tercer experimento considera una diversidad por codigo CDMA En el entorno
existen dos usuarios transmitiendo con una modulacion DSBPSK Direct Sequence
Binary Phase Shift Keying Las rmas o codigos de usuario utilizados son de tipo
Kasami  con una longitud de  chips El vector de observaciones ha sido generado
por medio de dos ltros adaptados perfectamente sincronizados a los codigos de los
usuarios El ruido se ha considerado despreciable y los usuarios se reciben con una
diferencia de  dB en sus potencias La gura  representa la evolucion temporal
de la MAI para cada usuario cuando se considera   
 y     

 
 Claramente
la MAI decrece con el tiempo indicando el adecuado comportamiento del algoritmo
La velocidad de convergencia es menor que en el primer experimento ya que en este
caso el grado de diversidad empleado es menor que en los experimentos anteriores
Para comparar el comportamiento del nuevo criterio en presencia de ruido con uno
MMSE se han realizado experimentos de una transmision sncrona de dos usuarios
con una modulacion DSBPSK que emplea codigos Kasami de longitud de 
 chips
 Simulaciones 	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Figura 
 Evolucion temporal de la MAI para cada una de las salidas del sistema con
una antena en array de 
 sensores La primera curva corresponde con la extraccion
de un usuario de potencia 
 dB superior a la del usuario de la curva inferior   
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
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Figura  Evolucion temporal de la SINR para cada una de las salidas del sistema
con una antena en array de 
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Figura  Evolucion temporal de la MAI para cada uno de los usuarios de un sistema
CDMA La curva superior corresponde con la MAI de un usuario con una potencia de
recepcion  dB superior a la del usuario de la curva inferior   
 y     

 
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 Cap tulo  Separaci on Ciega de Senales
El criterio MMSE se ha implementado por medio de un sencillo algoritmo LMS Los
dos usuarios llegan al receptor con la misma amplitud La gura  representa el
MSE experimental frente a diferentes valores de la SNR para el nuevo criterio y el
MMSE Como se puede observar las curvas obtenidas son similares para valores de
la SNR superiores a  dB Por otro lado la gura  presenta las probabilidades
de error experimentales de estos dos criterios frente a diferentes valores de la SNR
Ambas curvas son practicamente identicas para cualquier valor de la SNR lo que
ilustra el buen comportamiento del nuevo criterio
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Figura  Error cuadratico medio MSE frente a la SNR del nuevo criterio CM y
del MMSE obtenido en la recepcion de uno de los dos usuarios que transmiten con
una modulacion DSBPSK y un codigo kasami de 
 chips de longitud
Finalmente y considerando el mismo entorno de los dos ultimos experimentos por
ordenador la gura  representa la evolucion temporal de la SINR para uno de los
dos usuarios extraido con el nuevo criterio y con el MMSE Como se puede observar
el criterio MMSE es un poco mas rapido que el basado en CM pero ambos alcanzan
el valor optimo en un numero razonable de smbolos
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Figura  Probabilidad de error frente a la SNR alcanzada por el nuevo criterio
CM y el MMSE en la recepcion de uno de los dos usuarios que transmiten con una
modulacion DSBPSK y codigos kasami de 
 chips de longitud
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Figura  Evolucion temporal de la SINR para el nuevo criterio y el MMSE para
uno de los dos usuarios que transmiten con una modulacion DSBPSK y codigos
kasami de 
 chips de longitud
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 Conclusiones
En este captulo hemos propuesto y estudiado un nuevo criterio estadstico para ajus
tar los parametros de un sistema MIMO que efectua la separacion de diferentes senales
en entornos de comunicaciones multiusuario El criterio se puede considerar ciego en
el sentido de que no necesita el conocimiento de las senales que estan siendo transmi
tidas Su planteamiento se basa en el criterio CM que es modicado anadiendo unos
terminos que contienen la correlacion cruzada entre salidas distintas para penalizar
que diferentes salidas extraigan al mismo usuario
Para minimizar la funcion de coste propuesta se ha presentado un algoritmo de
gradiente estocastico que ajusta los coecientes del sistema de forma automatica Un
analisis de los puntos estacionarios en un canal libre de ruido muestra que el algoritmo
unicamente puede converger hacia mnimos que corresponden con la extraccion de los
diferentes usuarios siempre y cuando las kurtosis de las senales transmitidas sean
negativas Esta condicion resulta ser poco restrictiva ya que es satisfecha por las
senales comunmente utilizadas en sistemas de comunicaciones
Tambien se ha realizado un analisis del comportamiento del nuevo criterio en
un canal con ruido por medio del calculo del MSE entre las salidas del sistema y las
senales transmitidas Bajo la suposicion de disponer de una SNR sucientemente alta

 dB se obtiene un valor aproximado del MSE en los mnimos de la nueva funcion
de coste demostrando que resulta ser igual al mnimo valor del MSE MMSE que
se puede obtener El criterio propuesto tiene la ventaja de mantener un equilibrio
entre la amplicacion del ruido y la reduccion de la MAI Esta MAI residual es
independiente del parametro  que da peso a los terminos cruzados y por lo tanto
el nuevo criterio no modica el comportamiento de un criterio CM en condiciones de
ruido
Todos los analisis de convergencia han sido apoyados por medio de simulaciones
hechas por ordenador que muestran el correcto comportamiento del nuevo algoritmo
en diferentes tipos de entornos
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Cap tulo 
Conclusiones y L neas Futuras de
Trabajo
 Conclusiones
Esta tesis presenta nuevos criterios para ajustar los coecientes de sistemas receptores
en dos aplicaciones diferentes en comunicaciones monousuario con canales dispersi
vos que introducen ISI y en comunicaciones multiusuario con canales no dispersivos
que presentan MAI Los nuevos criterios estan basados en el conocido criterio Modulo
Constante CM Este criterio emplea una funcion de coste no convexa que puede pre
sentar en determinadas situaciones mnimos no deseados Un algoritmo adaptativo
que trate de minimizar esta funcion de coste podra converger hacia un mnimo no
deseado causando un mal comportamiento del sistema receptor
Los nuevos criterios utilizan esta funcion de coste como punto de partida y la
modican para eliminar los mnimos no deseados sin alterar aquellos que se denominan
globales o deseados La modicacion consiste en anadir un conjunto de terminos
convenientemente ponderados mediante una constante que hacen desaparecer los
mnimos no deseados
La inclusion de nuevos terminos en la funcion de coste para penalizar la conver
gencia de los algoritmos hacia soluciones no deseadas es un mecanismo muy similar
a la incorporacion de restricciones sobre el vector de coecientes De hecho las fun
ciones de coste que se proponen pueden interpretarse como lagrangianos asociados
a problemas de optimizacion con restricciones La existencia de restricciones sin
embargo complica notablemente los algoritmos adaptativos porque obliga a plantear
dos etapas una para la optimizacion de la funcion de coste y otra para imponer las
restricciones Nuestra aproximacion presenta la ventaja de que da lugar a algoritmos
adaptativos convencionales muy sencillos

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En el captulo de introduccion se presenta el modelo de senal utilizado durante
toda la tesis mostrandose que es valido para diferentes tipos de aplicaciones En
todas ellas se considera un frontend de comunicaciones que proporciona un vector
de observaciones que resulta ser una combinacion lineal de los smbolos transmitidos
por uno o mas usuarios Ese vector se puede escribir como
xn  Hsn  rn 

donde H es la matriz de mezcla del canal Las limitaciones de los algoritmos para
extraer los smbolos transmitidos del vector de observaciones dependen en buena parte
del condicionamiento de esta matriz La estructura de H y la composicion del vector
de smbolos transmitidos sn depende del entorno de comunicaciones considerado
y por ello habra que plantear diferentes criterios de optimizacion para cada caso
   Igualacion de Canales
El captulo  esta dedicado a la igualacion de canales de respuesta al impulso innita
IIR representados por un modelo autoregresivo AR En estos casos los igualadores
CMA pueden presentar un mal comportamiento cuando su numero de coecientes es
nito ya que el igualador no elimina completamente la ISI Este mal comportamiento
se debe a que la funcion de coste CM presenta mnimos locales no deseados hacia los
que el algoritmo adaptativo puede converger Por ello en este captulo se presenta
un nuevo criterio basado en el CM que elimina el mal comportamiento en este tipo
de canales
Los resultados mas signicativos presentados en este captulo son los siguientes
 Se propone ajustar los coecientes de un igualador para minimizar la siguiente
funcion de coste
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donde  es el parametro que regula el peso de los terminos que penalizan la
extraccion de mnimos no deseados L es el tamano del igualador y r es el orden
maximo que posee el canal AR Observese que la funcion de coste resultante
se diferencia de la del algoritmo CMA en los terminos multiplicados por el
parametro  Estos nuevos terminos penalizan la extraccion de senales que
presentan alguna correlacion con las senales de entrada en instantes pasados
ya que estas presentan el mismo tipo de interferencia intersimbolica que la ISI
residual obtenida en los mnimos no deseados
 Se deriva un algoritmo de gradiente para minimizar  Este algoritmo es
muy sencillo permitiendo el ajuste adaptativo de los coecientes del igualador
por medio de hardware poco complejo
 Conclusiones 
 Se demuestra la capacidad del nuevo criterio para eliminar completamente la ISI
introducida por canales AR El analisis de los puntos estacionarios muestra que
la funcion  posee unicamente mnimos globales deseados que corresponden
con la completa eliminacion de la ISI si y solo si se garantiza que el parametro 
es mayor que cierto lmite inferior y que la kurtosis de los smbolos transmitidos
es negativa Esta ultima imposicion no es muy restrictiva y es la misma que
se obtiene para garantizar el buen comportamiento de un igualador CMA de
longitud doblemente innita
 Se demuestra que el error cuadratico medio MSE entre la salida del igualador
y los smbolos deseados cuando la SNR es sucientemente alta SNR  
 dB
coincide con la mnima alcanzable MMSE Esta aproximacion permite suponer
que el ruido solo introduce una perturbacion en la posicion de los mnimos de la
funcion de coste Esta perturbacion introduce una ISI residual consecuencia del
compromiso existente entre la reduccion de la ISI y la amplicacion del ruido
 Finalmente los resultados presentados en este captulo estan apoyados con si
mulaciones por ordenador que permiten ilustrar el comportamiento del algorit
mo adaptativo obtenido y de las aproximaciones realizadas en los analisis Estas
simulaciones tambien han servido para comparar los algoritmos resultantes con
otros ya existentes en la bibliografa
  Separacion de Senales
El captulo  considera un receptor MIMO para sistemas de comunicaciones multiu
suario en canales no dispersivos El sistema MIMO ha de separar las senales de los
usuarios que estan inmersas en una mezcla instantanea producida por el canal de
comunicaciones El criterio de optimizacion en el que se basa el captulo es al igual
que en el anterior el de modulo constante CM
Un sistema MIMO que se interprete como multiples sistemas MISO cada uno
de los cuales se adapta con un algoritmo CMA independiente puede presentar un
problema de captura en el que se obtenga la misma senal en distintas salidas Para
evitar este problema se propone un nuevo problema de optimizacion que introduce
cierto grado de acoplamiento entre los algoritmos que ajustan cada una de las salidas
Los resultados mas signicativos presentados en este captulo son los siguientes
 Se dene una funcion de coste cuya minimizacion corresponde con la extraccion
de los diferentes usuarios en las salidas del sistema
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donde  es el parametro que regula el peso de los terminos anadidos Estos
terminos penalizan la extraccion en diferentes salidas de senales correladas en
tre s y debido a la independencia estadstica de las senales de los diferentes
usuarios la extraccion de un mismo usuario en varias salidas
 Se deriva un algoritmo de gradiente para minimizar  Este algoritmo es
muy sencillo permitiendo el ajuste adaptativo de los coecientes del sistema
por medio de un hardware poco complejo
 Se demuestra que el nuevo criterio no presenta el problema de captura Para
ello se realiza un analisis de los puntos estacionarios de la funcion  con
solo dos usuarios Este analisis muestra que los unicos mnimos de la funcion
de coste corresponden con la extraccion de diferentes usuarios a la salida del
sistema MIMO siempre que se garantice que    y la kurtosis de las senales
transmitidas sea negativa Esta ultima condicion no es muy restrictiva pues la
mayora de las modulaciones empleadas en comunicaciones digitales la cumplen
y es la obtenida por otros autores para garantizar el correcto funcionamiento
de un criterio CMA para la extraccion de un usuario en un sistema MISO
 Se realiza un analisis en presencia de ruido para entornos con relaciones SNR
relativamente altas SNR  
 dB Este analisis revela que los mnimos de
la funcion de coste son movidos debido a una perturbacion introducida por el
ruido Esta perturbacion permite alcanzar un compromiso entre la reduccion
de la MAI y la amplicacion del ruido Ademas un estudio del MSE en estos
puntos muestra que este coincide con el obtenido para un criterio MMSE
 Finalmente simulaciones por ordenador apoyan la validez del nuevo criterio y
de las aproximaciones realizadas en el analisis en diferentes tipos de entorno
Ademas estas simulaciones permiten comparar la convergencia del algoritmo
presentado y su buen funcionamiento respecto a otras aproximaciones de la
bibliografa
 Lneas Futuras de Trabajo
Las posibles lneas de investigacion que pueden surgir a partir de los resultados de
esta tesis son las siguientes
 Extension del Nuevo Criterio de Igualacion para Canales mas Gene
rales El criterio presentado en el captulo  considera canales de tipo auto
regresivo AR Aunque este tipo de canales pueden modelar el comportamiento
de canales de comunicaciones utilizados en la practica como los de microon
das la consideracion de tipos de canales mas generales extendera la utilidad
de este nuevo criterio
 L neas Futuras de Trabajo 


Los canales a considerar seran MA Moving Average y ARMA AutoRegressive
Moving Average Es necesario estudiar el efecto de los nuevos terminos de la
funcion de coste en este tipo de canales y como se podran modicar estos para
eliminar o reducir los efectos de los mnimos locales dependientes de la longitud
LDLM
 Nuevos Criterios de Separacion de Senales por Medio de la Maximi
zacion de la Informacion El captulo  considera un sistema MIMO para
la separacion de usuarios Este es un problema de separacion de fuentes en
el que las senales de los usuarios son estadsticamente independientes y estan
involucradas en una mezcla desconocida Interpretando el sistema MIMO como
la parte lineal de una red neuronal no lineal de una sola capa la maximizacion
de la transferencia de informacion para determinadas no linealidades a la salida
del sistema MIMO es equivalente a la minimizacion de la funcion de coste CM
con nuevos terminos cruzados similares a los del captulo  que garantizan la
extraccion de usuarios diferentes a la salida del sistema Por ejemplo Castedo


 utilizando la no linealidad
gx 
Z
x
 
e
 t

  

dt 
a la salida del sistema MIMO obtiene una nueva funcion de coste que maximiza
la transferencia de informacion de la red neuronal y que es de la siguiente forma
J 
N
X
i 
Ejjy
i
nj

 
j

 lnj detWj 
donde W es la matriz de coecientes del sistema MIMO Observese como el
termino lnj detWj juega el mismo papel que los terminos cruzados en 
cuando varias salidas extraen el mismo usuario la matriz W es singular y el
termino lnj detWj tiende a innito Esto impide la convergencia a este tipo
de soluciones
 Diseno de Receptores MIMO para Sistemas de Comunicaciones Mul
tiusuario en Canales Dispersivos Basicamente esta idea consiste en unir
los conceptos de los captulo  y  Como se vio en el primer captulo de la tesis
cuando se considera un sistema multiusuario en canales dispersivos el vector de
entrada al sistema consiste en la mezcla de varios smbolos de cada uno de los
usuarios del sistema El criterio presentado en el captulo  es valido unicamente
para mezclas instantaneas y al aplicarlo a este caso el sistema podra extraer la
misma secuencia de smbolos de un usuario con diferentes retardos debido a la
hipotesis de independencia estadstica entre los smbolos de un mismo usuario
La extension de la funcion de coste del captulo  tiene que considerar que
los terminos de correlacion entre las salidas no deben limitarse unicamente a
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los instantes actuales sino considerar tambien las correlaciones entre diferentes
instantes de las salidas del sistema Una posible funcion de coste propuesta por
Papadias  sera de la forma
J 
N
X
i 
Ejjy
i
nj

R

j

 


P  
X
l
N
X
i 
N
X
j 
ij
jEy
i
ny

j
n lj


donde P 
 sera el maximo retardo posible entre las secuencias de salida Esta
nueva funcion de coste ha anadido unos terminos que impiden la extraccion de
la misma senal con diferentes retardos en multiples salidas del sistema MIMO
Observese que cuando este retardo es nulo P
   la funcion  es identica
a la nueva funcion de coste correspondiente al criterio CRIMNO presentado en
la seccion  Esta funcion sin embargo no esta libre de mnimos locales
LDLM
 Mejora de la velocidad de convergencia Los algoritmos que hemos esco
gido para implementar los nuevos criterios propuestos en la tesis son de tipo
gradiente Estos algoritmos tienen la ventaja de ser extremadamente simples y
robustos pero su velocidad de convergencia puede resultar insuciente en deter
minadas aplicaciones En estos casos sera necesario desarrollar otros algoritmos
basados en tecnicas de optimizacion distintas como gradiente conjugado Least
Squares etc No obstante es conveniente destacar que el aumento de velocidad
de convergencia se conseguira a costa de estabilidad numerica
Ap endice A
Diferenciaci on con Respecto a
Vectores y Matrices
El calculo de los puntos estacionarios de una funcion de coste J  como los presenta
das en esta tesis lleva asociado la diferenciacion de esta funcion con respecto a un
escalar un vector o una matriz de parametros Este apendice presenta las bases de la
diferenciacion de una funcion con respecto a este tipo de variables que inicialmente
consideraremos complejas
A Diferenciacion con Respecto a un Escalar
Sea fz una funcion real de la variable compleja z  x  jy La derivada de fz
respecto a z y z

se dene como
fz
z

fz
x
 j
fz
y
fz
z


fz
x
 j
fz
y
A

Observese que de acuerdo con estas deniciones se obtiene que
z
z

z

z

 
z
z


z

z
  A


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A Diferenciacion con Respecto a un Vector
Suponiendo que fz es una funcion real dependiente de una variable consistente en
un vector complejo de tamano M   
 z  x
 
 jy
 
     x
M
 jy
M

T
 se dene la
derivada de la funcion con respecto al vector como
fz
z


B

fz
x
 
 j
fz
y
 



fz
x
M
 j
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y
M

C
A
A
y de forma similar su derivada conjugada es
fz
z



B

fz
x
 
 j
fz
y
 



fz
x
M
 j
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M
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C
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A
Observese que debido a estas deniciones se obtiene que
z
T
z

z
H
z

 I A
z
T
z


z
H
z
  A
donde I y  son las matrices identidad y nula respectivamente De acuerdo con estas
deniciones el operador gradiente complejo con respecto al vector z  z
 
     z
M

T
se dene como r
z
 z

 
     z

M

T

A  Ejemplos
 f  c
T
z donde c es un vector constante de tamano M   

f
z


c
T
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z
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z
T
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z

  A
 f  z
H
c donde c es un vector constante de tamano M   

f
z


z
H
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z

 c A	
 f  z
H
Rz donde R es una matriz hermtica de tamano M  M 
f
z


z
H
Rz
z

 Rz A
A Diferenciaci on con respecto a una matriz 

Caso Real Si z es real entonces se cumple que
z
T
z
 I
z
T
c
z
 c
z
T
Rz
z
 Rz
A

donde R es una matriz simetrica
A Diferenciacion con respecto a una matriz
En este apartado se considera la derivada de una funcion escalar fZ de una matriz
Z La derivada de dicha funcion con respecto a Z es
fZ
Z


B

fZ
z
  
  
fZ
z
 M









fZ
z
M 
  
fZ
z
MM

C
A
A


donde z
ij
es el elemento i j de la matriz Z que puede ser real o complejo Esta
derivada tambien puede ser expresada con respecto a vectores de la siguiente forma
fZ
Z
 
fZ
z
 
    
fZ
z
M
 A

donde z
i
es la iesima columna de Z
Debido a que en los captulos de la tesis este tipo de derivadas son siempre con
respecto a matrices reales en los siguientes ejemplos se considera solo el caso de Z
como una matriz de elementos reales
A  Ejemplos
 fZ  TrfZ
T
Zg 
M
X
i 
z
T
i
z
i
fZ
Z
 
fZ
z
 
    
fZ
z
M
 
 z
 
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z
M
  Z A

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 fZ  TrfZ
T
RZg 
M
X
i 
z
T
i
Rz
i
donde R es una matriz simetrica
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Z
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fZ
z
 
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fZ
z
M
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 
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M
  RZ A

Ap endice B
Puntos Estacionarios de un
Igualador Innito CMA
Como se vio en la seccion  la funcion de coste de un igualador CMA doblemente
innito puede ser expresado en funcion de las ganancias g
i
 de la siguiente forma
J  k

X
i 
g

i
 

X
j 

X
l 
j l
g

j
g

l
 k

X
i 
g

i
 k

B

En el caso de este tipo de igualadores y como se vio tambien el la seccion  los
puntos estacionarios de J son los que satisfacen el siguiente sistema de ecuaciones
r
g
J  

J
g
i
  i B
y por lo tanto
J
g
i
 kg
	
i
 
g
i

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g

j
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i

 g
i
kg

i
 

X
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j i
g

j
 k   B
Para analizar la naturaleza de los puntos estacionarios que satisfacen la anterior
ecuacion es necesario estudiar el caracter denido positivo de la matriz hessiana de
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J que es de la forma
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donde
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Debido a que el sistema de ecuaciones B no es lineal surgen multiples solucio
nes que pueden ser agrupadas en tres grupos
Grupo   g
i
  y g
j
  j  i Este es un punto deseado de J que extrae el
smbolo sn i De B se obtiene que este punto es
g

i
 
 B
La matriz hessiana resultante es diagonal con el iesimo elemento positivo e
igual a 	k y con los demas elementos iguales a   k Por lo tanto para
garantizar que la matriz hessiana sea denida positiva y que este punto sea un
mnimo se ha de cumplir que k 
  es decir que los smbolos transmitidos
tengan kurtosis negativa la kurtosis de una senal real es igual a k  
Grupo   g
i
  i Este es un punto donde el igualador no extrae ningun smbolo
En este caso el hessiano es una matriz diagonal con todos sus elementos igual
a k y por tanto denida negativa Este punto es siempre un maximo de la
funcion J 
Grupo   g
i
  y g
j
  para uno o varios valores de j  i Considerando que
g
i


J
g
i
g
i

J
g
i
 	kg
	
i
B
Una submatriz del hessiano de tamano    sera de la forma
H 

	kg

i
g
i
g
j
g
i
g
j
	kg

j

B	


que posee un determinante g

i
g

j
k

  Para que este determinante no
sea positivo y este punto no sea mnimo de J  es suciente con garantizar que
k   
  es decir que la kurtosis de los smbolos transmitidos sea negativa
La conclusion que se extrae al analisis anterior es que un igualador CMA doble
mente innito siempre converge a soluciones donde se elimina la ISI completamente
si y solo si la kurtosis de los smbolos transmitidos es negativa 
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Ap endice C
Desarrollos Correspondientes al
Cap tulo 
C Desarrollo de la Ecuacion 
Considerando la suposicion de la no existencia de ruido en el canal la salida del
igualador obtenida en 	 es
yn  g
T
sn 

X
i
g
i
sn i C

Con la hipotesis de que los smbolos transmitidos son iid las esperanzas estadsticas
de  pueden ser expresadas de la siguiente forma
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donde I representa la matriz identidad y q  Es

n es el momento de cuarto orden
de sn Particularizando 	 para un igualador de  coecientes L   se obtiene
la relacion g
i
 a
i  
g
 
i  
 Por ello los promedios de C se pueden expresar
como sigue
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Sustituyendo C en  obtenemos la ecuacion 
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Las constantes S
 
 S

y S
	
son las sumas de unas series que dependen de la respuesta
impulsional del canal como sigue
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C Desarrollo de la ecuacion 
Cuando existe un ruido aditivo en el canal la salida del igualador 	 se puede
representar por la suma de una componente de senal y
s
n y una de ruido y
r
n es
decir yn  y
s
n  y
r
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El ruido es considerado gaussiano real de media cero con una matriz de correlacion
Ernr
T
n 
N


I I es la matriz identidad y estadsticamente independiente de los
smbolos transmitidos Dado que los smbolos transmitidos y el ruido son estadsti
camente independientes entre s tambien lo son y
s
n e y
r
n y podemos desarrollar
las esperanzas estadsticas de  como
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Sustituyendo C en  la funcion de coste normalizada puede ser expresada
como
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representa la funcion de coste normalizada en ausencia de ruido Esta nueva
expresion de la funcion de coste incluye nuevos terminos que representan la distorsion
sufrida debido al ruido aditivo Las esperanzas estadsticas de C	 que contienen a
la senal y
r
n se pueden expresar como
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representa la inversa de la relacion senal a ruido SNR
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que se ha usado la relacion E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E
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valida para todo proceso
gaussiano de media cero Considerando 	 y C las esperanzas conteniendo a
la senal y
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n son
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Ahora bien dado que la relacion SNR es lo sucientemente alta podemos apro
ximar 
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Si la SNR es alta 

 
	
  y por lo tanto se cumplen las siguientes aproximaciones
en las componentes de 	
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Teniendo en cuenta estas expresiones y 	 podemos expresar el gradiente 
de la forma
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Sustituyendo C
 en C
 el gradiente se hace cero cuando
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Ap endice D
Desarrollos Correspondientes al
Cap tulo 
D Naturaleza de los Puntos Estacionarios de la
Funcion de coste
En este apendice se calculan los puntos estacionarios de la funcion  de la seccion
 y se analiza su naturaleza es decir se determina si son mnimos o no Para
simplicar la notacion agruparemos los vectores de dimension N  w
 
y w

 en uno de
dimension N  w
H
 w
H
 
w
H

 Por claridad en la exposicion presentamos de nuevo
la funcion de coste
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Evidentemente D
 es una funcion de N variables complejas cuyos puntos esta
cionarios se corresponden con los puntos donde el vector gradiente
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se anula En 	 se demuestra que si J es una funcion real de un vector complejo
como es nuestro caso se cumple que
r
w
J  r

w
J   D





	 Cap tulo D Desarrollos Correspondientes al Cap tulo 
por lo que los puntos estacionarios se corresponden con aquellos que cumplen
r
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r
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 D
Asimismo es bien conocido del analisis matematico que la naturaleza de los puntos
estacionarios se determina a partir del caracter denido positivo de la matriz hessiana
compleja de dimension N   N
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J 

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Usando el operador de gradiente complejo esta matriz hessiana compleja puede ser
expresada de una forma mas compacta como
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Utilizando el cambio de variables empleado en la ecuacion  la funcion J
puede ser expresada en terminos de g
ij
 i j  
  en lugar de w Usando la regla de
la cadena el vector gradiente complejo r
w
J se puede a su vez escribir en terminos
de las derivadas respecto a g
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decomponiendolo como
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Utilizando una notacion matricialr
w
J puede ser escrito de una forma mas compacta
de la forma
r
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donde C es una matriz de dimension 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Como consecuencia la matriz hessiana puede ser expresada de la siguiente forma
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donde
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es la matriz hessiana de J con respecto a g de dimension 	  	 Observese que H
w
J
y H
g
J estan relacionadas de forma congruente y debido a la ley de inercia  los
autovalores de ambas poseen el mismo signo Por lo tanto para comprobar si los
puntos estacionarios de J son mnimos o no es suciente con analizar si H
g
J es
denida positiva o no
Varios son los tests que existen para determinar si una matriz es denida positiva
o no El que nos resultara mas util en este apendice es el de examinar el signo de
los determinantes de todas las submatrices superiores izquierda Todos ellos seran
positivos s y solo s la matriz es denida positiva 
D   Puntos Estacionarios
Las derivadas de J con respecto a los g
ij
estan representadas en  Calculando
las derivadas segundas la matriz H
g
J se puede descomponer en bloques como la
submatriz hessiana hermtica
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y la submatriz hessiana simetrica
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Examinaremos a continuacion la matriz hessiana correspondiente a los puntos
estacionarios de J descritos en la seccion  Recuerdese que los habamos clasicado
en  grupos
Grupo   Ambas salidas cancelan las senales correspondientes a los dos usuarios
es decir
g
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 g
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 g
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 g
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  D

Los dos tipos de submatriz hessiana en este punto son
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Por lo tanto H
g
J es una matriz diagonal con todos sus elementos negativos lo
cual indica que es denida negativa y que estos puntos son maximos de J 
Grupo   Una salida extrae la senal correspondiente a uno de los usuarios mientras
que la otra cancela ambas senales es decir uno de los g
ij
es diferente de cero
y los otros tres son iguales a cero Hay por lo tanto cuatro soluciones que se
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pueden incluir en este grupo dependiendo de cual de los cuatro g
ij
sea diferente
de cero Una de las cuatro posibles soluciones es
jg
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j
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Resolviendo el sistema de ecuaciones  el punto estacionario resulta ser
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Calculando el primer bloque de la matriz hessiana en este punto se obtiene
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donde k
i

q
i
m

i
es el momento de cuarto orden normalizado de s
i
t Observese
que la matriz es denida negativa ya que el cuarto elemento es negativo y por
lo tanto la matriz hessiana no puede ser denida positiva Este punto no es un
mnimo de J  Este resultado es identico para cualquiera de las soluciones de
este grupo
Grupo   Una de las salidas extrae una combinacion lineal de las senales corres
pondientes a los dos usuarios y la otro cancela ambas En este grupo existen
dos soluciones posibles dependiendo de cual de las salidas extrae la combinacion
lineal Una posible solucion sera
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Resolviendo el sistema de ecuaciones 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 el punto estacionario obtenido es
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El primer bloque de la matriz hessiana es
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Para analizar si el hessiano es denido positivo se puede estudiar el signo del
determinante de la submatriz superior izquierda de H
g
J de dimension   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Es evidente comprobar que si k
 

  y k


  es decir las kurtosis de las
senales transmitidas son negativas  


  y el hessiano no es denido positivo
De esta forma se demuestra que este punto no es un mnimo de J  Este analisis
es identico para cualquiera de las soluciones de este grupo
Grupo   Ambas salidas extraen la misma senal y cancelan la otra En este grupo
podemos considerar dos posibles soluciones dependiendo de la senal que sea
extrada por las dos salidas Una de las posibles soluciones es de la forma
jg
  
j

 jg
 
j

   g
 
 g

  D
Resolviendo el sistema de ecuaciones  el punto estacionario que se obtiene
es
jg
  
j

 jg
 
j


m
 
q
 
 m

 
 g
 
 g

  D
Los dos tipos de bloques de la matriz hessiana son
r
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La naturaleza de H
g
J esta determinada por el signo de los determinantes de las
primeras cinco submatrices superiores izquierda Calculando sus determinantes
se obtiene
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D Naturaleza de los Puntos Estacionarios de la Funci on de coste 

Es inmediato comprobar que si  
 
 

y  son positivos  

es negativo yH
g
J no
es denido positivo Por lo tanto la hipotesis    es suciente para asegurar
que este punto no es un mnimo de J 
Grupo   Las salidas obtienen cada una de las senales correspondientes a los usua
rios Dependiendo de que senal se obtenga en cada salida obtendremos dos
puntos estacionarios en este grupo Una de estas soluciones es de la forma
jg
  
j

   jg

j

   g
 
 g
 
  D
Resolviendo el sistema de ecuaciones  el punto estacionario es que se
obtiene es
jg
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j


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 
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 
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j


m
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q

 g
 
 g
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  D	
Desarrollando los dos tipos de bloques de la matriz hessiana para este punto
obtenemos
r
H
g
r
g
J 
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Para comprobar el caracter denido positivo de esta matriz analizamos el signo
del determinante de todas las matrices superiores izquierda Calculando estos
determinantes se obtiene
 
 
 m
 
 

 m



k



k
 
  
 
 
	
 m
 


k
 


k

  

 

 m

 
	
 

  

  

  

  D
Podemos ver que si    k
 

  y k


  los determinantes  

y  
	
son siempre positivos Por lo tanto si    y k
i

  i  
  es decir
las senales tienen kurtosis negativa todas las submatrices superiores tienen
un determinante no negativo y por lo tanto la matriz hessiana es denida
positiva Estos puntos son mnimos de J y corresponden con las soluciones
deseadas donde se alcanza una separacion perfecta de los usuarios
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Grupo 	  Cada salida extrae una combinacion lineal de ambas senales es decir las
cuatro variables g
ij
son diferentes de cero
g
  
  g
 
  g
 
  g

  D

Para demostrar que este punto no es un mnimo vamos a analizar la segunda
submatriz superior de H
g
J
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
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Observando las segundas derivadas D
 de la diagonal de esta matriz estas
se pueden expresar en funcion de las derivadas primeras de la siguiente forma
g
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Ahora bien como en un punto estacionario las derivadas primeras se anulan
J
g
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
J
g
 
  y las expresiones anteriores se pueden simplicar a
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Ademas ya que


J
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
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

J
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deben ser reales se puede concluir que
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Por ultimo la submatriz superior izquierda de H
g
J de dimension    es de la
forma
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su determinante es
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Cuando consideramos k
 

  y k


  entonces k
 
k


  y  

es siempre
negativo Por lo tanto las condiciones k
 

  y k


  son sucientes para
asegurar que la matriz hessiana en este punto no es denida positiva y que
estos puntos no son mnimos de J 
D C alculo del MSE 
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D Calculo del MSE
En este apartado del apendice se realizan todos los desarrollos correspondientes a
la seccion  donde se calcula el valor del MSE en los puntos que minimizan la
funcion de coste  Para mayor claridad de los desarrollos de este apendice
consideraremos las siguientes deniciones
y
i
n  g
i
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i
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N
X
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N
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Ademas se considerara que los smbolos transmitidos son iid con media cero y
estadsticamente independientes del ruido aditivo
D  Desarrollo de la Ecuacion 
Este subapartado pretende expresar la ecuacion  en forma matricial Para ello
es necesario desarrollar las esperanzas considerando D	 y r
l
  l es decir
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donde diagG
T
G representa una matriz diagonal cuyos elementos corresponden con
los de la diagonal de G
T
G Sustituyendo estas expresiones en  obtenemos la
ecuacion 
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D Calculo del Gradiente de 
En la seccion  se hace uso del gradiente de  con respecto a la matriz G
para el calculo de los puntos estacionarios
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donde cada uno de los terminos T
i
y sus parciales son mostrados a continuacion
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G
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donde A  B es una operacion que obtiene una matriz cuyos elementos se
corresponden con el producto individual de los elementos de la matriz A con
los de la matriz B
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Sustituyendo todos estos terminos en D se obtiene el gradiente de J
 JG
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D Desarrollo de la Ecuacion 
Para obtener la expresion de la funcion de coste J normalizada para un canal con
ruido es necesario sustituir y
i
 y
is
ny
ir
n en  y descomponer las esperanzas
estadsticas resultantes de la siguiente forma
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Sustituyendo estas expresiones en  la funcion de coste resultante es
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donde JG es la funcion de coste en una situacion libre de ruido  Las espe
ranzas estadsticas de esta expresion se pueden desarrollar de la siguiente forma
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r
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 y hemos utilizado el hecho de que el ruido es un proceso gaus
siano y por lo tanto E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donde considerando una SNR alta podemos despreciar los terminos multiplicados
por 
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y ademas
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obteniendo la siguiente expresion para la funcion de coste
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Considerando de nuevo que W
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D Calculo del Gradiente de 
Para calcular el gradiente de

JG  respecto a G consideraremos los gradientes
correspondientes a los distintos sumandos de esta ecuacion
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Por lo tanto el gradiente de

JG respecto a G corresponde con la expresion
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donde
JG
G
corresponde con la expresion del gradiente de la funcion de coste en una
situacion sin ruido 
D Obtencion de la Expresion 
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ademas el resto de los terminos en  pueden ser simplicados de forma muy
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donde se ha supuesto que la matriz  G
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Para despejar  G
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de este sistema de ecuaciones es necesario considerar in
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Considerando que los elementos fuera de la diagonal de H
T
H
  
forman una matriz
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 obtenemos la expresion de  G
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que corresponde con
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Ap endice E
Notaci on y Abreviaturas
Empleadas
E Notacion
Representacion Signicado Ejemplos
Letra minuscula normal Variable escalar o entera n t i j
Letra minuscula negrilla Vector columna x s
Letra mayuscula normal Constante entera NM P
Letra mayuscula negrilla Matriz H IG
Subndices de minusculas Elementos de un vector w
i
Superndice

Conjugado de un complejo w

i
w

Superndice
T
Transpuesto w
T
G
T
Superndice
H
Transpuesto conjugado w
H
G
H
Superndice
  
Matriz inversa H
  
Superndice
y
Matriz pseudoinversa H
y
Trfg Traza de una matriz TrfG
T
Gg
diag Matriz diagonal diagG
T
G

i 
Fila iesima de una matriz D
l
  

ij
Elemento i j de una matriz D
Ll
 
n Dependencia temporal sn sn
E Operador esperanza Ernr
H
n
j  j Modulo de un complejo jynj jwj
bc Redondeo al entero por debajo b
n
M
c
 Convolucion s
i
n  c
i
n
 Producto entre los elementos GG
de matrices



 Cap tulo E Notaci on y Abreviaturas Empleadas
E Abreviaturas
AR AutoRegressive
ARMA AutoRegressive Moving Average
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPSK Binary Phase Shift Keying
CDMA Code Division Multiple Access
CM Constant Modulus
CMA Constant Modulus Algorithm
DD Decision Directed
DS Direct Sequence
FDMA Frequency Division Multiple Access
FH Frequency Hoping
FIR Finite Impulse Response
FSE Fractionally Spaced Equalizer
GSC Generalized Sidelobe Canceller
HOS Higher Order Statistics
ICA Independent Component Analysis
iid Independent Identically Distributed
IIR Innite Impulse Response
ISI InterSymbol Interference
LCMV Linearly Contrained Minimum Variance
LDLM Length Dependent Local Minima
LMS Least Mean Squares
MA Moving Average
MAI Multiple Access Interference
MISO Multiple Input Single Output
MIMO Multiple Input Multiple Output
MMSE Minimum Mean Square Error
MSE Mean Square Error
MUSIC MUltiple SIgnal Classication
PAM Pulse Amplitude Modulation
QAM Quadrature Amplitude Modulation
QPSK Quaternary Phase Shift Keying
SDMA Space Division Multiple Access
SINR Signal to Interference plus Noise Ratio
SIR Signal to Interference Ratio
SNR Signal to Noise Ratio
TDMA Time Division Multiple Access
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