For a class of nonlinear systems whose states are immeasurable, when the outputs of the system are sampled asynchronously, by introducing a state observer, an output feedback distributed model predictive control algorithm is proposed. It is proved that the errors of estimated states and the actual system's states are bounded. And it is guaranteed that the estimated states of the closed-loop system are ultimately bounded in a region containing the origin. As a result, the states of the actual system are ultimately bounded. A simulation example verifies the effectiveness of the proposed distributed control method.
Introduction
Traditional process control systems just simply combine the measurement sensors with control actuators to ensure the stability of closed-loop systems. Although this paradigm to process control has been successful, the calculation burden of this kind of control is large and the performance of the system is not good enough [1] . So far the stability of closed-loop systems has been guaranteed and at the same time, the performance of the closed-loop systems has been improved if the control systems are divided into local control systems (LCS) and networked control systems (NCS). And it can reduce the burden of calculation.
But this kind of transformation needs to redesign LCS and NCS to ensure the stability of closed-loop systems. As a result, the control strategy is changed [2] . Applied Mathematics Model predictive control (MPC) is receding horizon control which can deal with the constraints of systems' inputs and states during the design of optimization control. It adopts feedback correction, rolling optimization, and has strong ability to deal with constraints and dynamic performance [3] [4] [5] . Therefore, it can be more effective to solve the optimal control problem for distributed systems. That is distributed model predictive control [6] . The distributed model predictive control takes into account the actions of the local controller in the calculation of its optimal input trajectories. At the same time, LCS and NCS are designed via Lyapunov-based model predictive control (LMPC). But when the LCS is a model predictive control system for which there is no explicit control formula to complete its future control actions, it is necessary to redesign both the NCS and LCS and establish some communication between them so that they can coordinate their actions. We refer to the trajectories of 1 u and 2 u as LMPC1 and LMPC2. The structure of the system is as Figure 1 .
There are many research results about distributed MPC design at present. In literature [7] , a novel partition method of distributed model predictive control for a class of large-scale systems is presented. Literature [8] presents a cooperative distributed model predictive control algorithm for a team of linear subsystems with the coupled cost and coupled constraints. A distributed model predictive control architecture of nonlinear systems is studied in literature [2] . Based on literature [2] , literature [9] considers a distributed model predictive control method subject to asynchronous and delayed measurements. A distributed model predictive control strategy for interconnected process systems is proposed in reference [10] . In literature [11] , a design approach of robust distributed model predictive control is proposed for polytopic uncertain networked control systems with time delays. Reference [12] presents that the distributed model predictive control method is applied for an accurate model of an irrigation canal.
For a hybrid system that comprises wind and photovoltaic generation subsystems, a battery bank and an ac load, a distributed model predictive control method is designed to ensure the closed-loop system stable in reference [13] .
These references are obtained on the assumption that the systems' states can be measured continuously. The systems whose states are immeasurable are not taken into account in these references. However, immeasurable states often On the basis of the above references, this paper considers a class of nonlinear systems whose states are immeasurable. By introducing a state observer, and using output feedback, under the assumption that the outputs of the system are sampled of asynchronous measurements, an output feedback distributed model predictive control algorithm is designed. Therefore, the ultimately boundedness of the estimated states and the boundedness of the error between estimated states and the actual system's states are proved, and then it is proved that the states of the actual system are ultimately bounded. And the stability of the closed-loop system is guaranteed. The performance of the system is improved and the burden of calculation is reduced.
This paper is arranged as follows. The second section is the preparation work.
In the third section, the state observer is designed, and its stability is analyzed.
The fourth section designs a controller based on Lyapunov function to make sure the asymptotic stability of the nominal observer. In the fifth section, an output feedback distributed model predictive control algorithm is proposed and the stability of the closed-loop system is proved. The instance simulation is provided in the sixth section. Conclusion is given in Section 7.
Preliminaries

Definitions and Lemmas
In this paper, the operator ⋅ denotes Euclidean norm of variates. The symbol ( ) 
Then, there is a continuously differentiable function
, ,
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Problem Formulation
Consider a class of nonlinear systems described as follows:
x t u t u t w t y t h x t
where ( ) x n x t R ∈ denotes the state vector which is immeasurable.
( ) ≤ . This assumption is reasonable from a process control perspective.
Remark 1: Generally, distributed control systems are formulated on account of the controlled systems being decoupled or partially decoupled. However, we consider a seriously coupled process model with two sets of control inputs. This is a common phenomenon in process control.
The objective of this paper is to propose an output feedback control architecture using a state observer when the states are immeasurable. The state observer has the potential to maintain the closed-loop stability and improve the closed-loop performance. We design two LMPCs to compute 1 u and 2 u . The structure of the system is as follows:
Remark 2: The procedure of the system shown in Figure 2 is as follows 1) When the states are immeasurable, the observer is used to estimate the current state x.
2) LMPC2 computes the optimal input trajectory of 2 u based on the estimated state x and sends the optimal input trajectory to process and LMPC1.
3) Once LMPC1 receives the optimal input trajectory of 2 u , it evaluates the optimal input trajectory of 1 u based on x and the optimal input trajectory of 
Observers and Property
The Design of Observers
Define the nominal system of system (4) Assume that there exists a deterministic nonlinear observer for the nominal system (6):
such that 
We assume that F is a locally Lipschitz vector function. Note that the convergence property of observer (7) is obtained based on nominal system (6) with continuous measured output.
From the Lipschitz property of f and Definition 1, there exists a positive con-
( )
for all
The actual observer of the system is obtained when the deterministic observer is applied to system (4). The observer of system (4) is described as follows with the state disturbance and measurement noise:
where ( ) k y t is the actual sampled measurement at k t , for
The Property of Observers
In this subsection, the error between the actual system's states and estimated states will be studied under the condition of state disturbance and measurement noise when observer (10) is applied to system (4). 
t x t e t t t t t t t
is the initial error of the states, and ( 
, it can be obtained that:
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Based on the Lipschitz property of f and Definition 1, there exist constants 1 2 , l l , such that:
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Because of ( ) ( )
the following inequality can be got by integrating the above inequality from k t to t :
From the triangle inequality and inequalities (13), (15), it can be written as:
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From the Lipschitz property of F and Definition 1, there exist constants 1 2 ,satisfying the following inequality:
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Due to the Lipschitz property of h and Definition 1, there exists a constant b such that:
and the boundedness of υ , we can get:
From (9) and the dynamics of * x , it can be derived that:
From (20) and (21), we can get:
From (17) and (22) 
Integrating the above inequality from k t to t and taking into account of ( ) ( )
, the following inequality can be got:
As a result, based on the triangle inequality and the inequalities (16) and (24), it can be written that:
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That finishes the proof of the theorem. 
Lyapunov-Based Controller
We assume that there exists a Lyapunov-based controller 
In addition, due to the Lipschitz property of F, there exist positive constants LMPC2 is used to obtain the optimal input trajectory 2 u based on the following optimization problem: 
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where ( ) P ∆ is the family of piece-wise constant functions. 
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The optimal solution to this optimization problem is denoted by 
u t t t t t i
Note that, the actuators apply the last computed optimal input trajectories between two successive estimated states.
Stability Analysis
In this subsection, we will prove that the proposed distributed control architecture inherits the stability of the Lyapunov-based controller ( ) g x . This property is described by Theorem 2 below. In order to present the theorem, we need the following propositions. 
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From (26) and 0 
From (27) and the continuity of ( ) * x t , the following inequality can be gotten:
In consequence, for all initial states ( )
∈ Ω Ω , the bound of the derivative of Lyapunov function is derived as: 
If condition (33) is satisfied, the following inequality is true:
Integrating the above inequality on
]
The inequalities above indicate that the observer (7) Remark 4: Compared with literature [19] , under the condition of output feedback, the trajectory that Proposition 1 considers is the nominal observer rather than nominal system. Proposition 2 [19] : Consider the Lyapunov function ( ) V ⋅ of observer (10) .
There exists a quadratic function ( ) G ⋅ such that In Theorem 2 below, we prove the distributed MPC design of (31)- (33) guarantees that the estimated states of observer (10) is ultimately bounded. 
From the constraints of (30g) and (31g), we can get (
From the inequalities (47) and (48) and
∈ Ω (this point will be proved below), the following inequality is true
Based on Proposition 2, we obtain the following inequality
The following upper bound of the error between ( ) 
Using the inequality (54), the closed-loop trajectories of observer (10) ∈ Ω , the estimated states of observer (10) Remark 5: The proposed output feedback distributed MPC can be extended to multiple LMPC controllers using one direction sequential communication strategy (that is LMPCk sends information to LMPCk − 1, k = 1, 2, 3, •••). By letting each LMPC send its trajectory, all the trajectories received from previous controllers are sent to their successor LMPC (that is LMPCk sends both its trajectory and the trajectories received from LMPCk + 1 to LMPCk − 1).
Remark 6: The implementation strategy of the output feedback distributed model predictive control proposed in this paper is as follows 1) The observer is used to estimate the current state ( ) k x t . 2) LMPC2 computes the optimal input trajectory of 2 u based on the estimated state ( ) k x t and sends the optimal input trajectory to its actuators and LMPC1.
3) Once LMPC1 receives the optimal input trajectory of 2 u , it evaluates the optimal input trajectory of 1
and the optimal input trajectory of 2 u . If the optimal input trajectory of 2 u cannot be received by LMPC1, a zero trajectory for 2 u is used in the evaluation of LMPC1.
4) LMPC1 sends the optimal input trajectory to its actuators. 5) At next time, let 1 k k + → and return step (1).
Example
In order to verify the effectiveness of the proposed output feedback distributed model predictive control method, we apply it into a three vessel consisting of two continuously stirred tank reactors and a flash tank separator [5] which react , A B B C → → where A is the reactant and B is the product which is asked and C is the secondary product. The mathematical model of this process under standard modeling assumptions are given as follows: 1  20  2  1  1  2  20  2  1  2  2  2   1  2  20  2  1  1  2  20  2  1  2  2  2  2  2   1  2  20  2  1  1  2  2  1  2  20  2  1  2  2  2  2 T  1  1  1  1  1  1  2  2  2  2   2  2  3  3  3  3  3  3 , , , [ ] 
x t f x t g x t u t g x t u t w t
The objective is to guide the process from the initial to become more and more and stable gradually, and temperature rise and tend to be stable gradually, the rate of heat Applied Mathematics 
Conclusion
For a class of nonlinear systems whose states are immeasurable, an output feedback distributed model predictive control algorithm is proposed. The main idea is: For the considered system, when the outputs are sampled asynchronously, by introducing a state observer, the estimated states of the original system are obtained. It is proved that the error is bounded and the estimated states are ultimately bounded. The stability of closed-loop system is guaranteed and the performance of the closed-loop system is improved. The simulation results verify the effectiveness of the method proposed in this paper.
