Representation Theory of Finite Groups in Wiener--Hopf Factorization by Adukov, Victor
ar
X
iv
:1
40
6.
31
50
v1
  [
ma
th.
CV
]  
12
 Ju
n 2
01
4 Representation Theory of Finite Groups in
Wiener–Hopf Factorization
Victor Adukov
September 9, 2018
Lenin avenue 76, Department of Mathematical and Functional Analysis,
National Research South Ural State University, Chelyabinsk 454080, Russia
e-mail: victor.m.adukov@gmail.com
Abstract
We consider the Wiener–Hopf factorization problem for a matrix
function that is completely defined by its first column: the succeeding
columns are obtained from the first one by means of a finite group
of permutations. The symmetry of this matrix function allows us to
reduce the dimension of the problem. In particular, we find some
relations between its partial indices and can compute some of the
indices. In special cases we can explicitly obtain the Wiener–Hopf
factorization of the matrix function.
Key words: Representation theory of finite groups, Wiener–Hopf factoriza-
tion, partial indices
AMS 2010 Classification: Primary 47A68; Secondary 20C05
1 Introduction
Let Γ be a simple smooth closed contour in the complex plane C bounding
the domain D+. The complement of D+∪Γ in C = C∪{∞} will be denoted
by D−. We can assume that 0 ∈ D+. Let A(t) be a continuous and invertible
n× n matrix function on Γ.
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A (right) Wiener–Hopf factorization of A(t) is its representation in the
form
A(t) = A−(t)d(t)A+(t), t ∈ Γ. (1)
Here A±(t) are continuous and invertible matrix functions on Γ that admit
analytic continuation into D± and their continuations A±(z) are invertible
into these domains; d(t) = diag[tρ1 , . . . , tρn], where integers ρ1, . . . , ρn are
called the (right) partial indices of A(t) [1, 2].
In general, a matrix function A(t) with continuous entries does not admit
the Wiener–Hopf factorization. Let A be an algebra of continuous functions
on Γ such that any invertible matrix function A(t) ∈ GAn×n, n ≥ 1, admits
the Wiener–Hopf factorization with the factors A±(t) ∈ GAn×n. Here GAn×n
is the group of invertible elements of the algebra n × n matrix functions
with entries in A. Basic examples of such algebras are the Wiener algebra
W (T) (or more generally, a decomposing R-algebra) and the algebra Hµ(Γ)
of Ho¨lder continuous functions on Γ ([1], Ch.2).
For A = W (T) or Hµ(Γ) the scalar problem can be solved explicitly. In
the matrix case explicit formulas for the factors A±(t) and the partial indices
of an arbitrary matrix function do not obtain. Therefore, it is interesting
to find classes of matrix functions for which an explicit construction of the
factorization is possible.
In the present work we consider the factorization problem for the algebra
A
⊗
C[G], where C[G] is the group algebra of a finite group G = {g1 =
e, g2, . . . , gn}. In other word, we consider matrix functions of the form
A(t) =


a(g1) a(g1g
−1
2 ) · · · a(g1g−1n )
a(g2) a(g2g
−1
2 ) · · · a(g2g−1n )
...
...
. . .
...
a(gn) a(gng
−1
2 ) · · · a(gng−1n )

 . (2)
Here a(g) ∈ A. This matrix is obtained from the first column by means of a
finite group of permutations that is isomorphic to G. For example, if G is a
cyclic group with a generator ζ , an enumeration of G is {e, ζ, . . . , ζn−1}, and
aj = a(ζ
j); then
A(t) =


a1(t) an−1(t) · · · a2(t)
a2(t) a1(t) · · · a3(t)
...
...
. . .
...
an(t) an−2(t) · · · a1(t)


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is a circulant matrix function.
Matrix functions of the form (2) possesses of specific symmetry. Hence, it
is natural to expect that an application of the representation theory for finite
groups allows to reduce the dimension n of the problem. Really, it turns out
that A(t) can be explicitly reduced to a block diagonal form by a constant
linear transformation.
Knowledge of the degrees nj of inequivalent irreducible unitary represen-
tations of G allows to find the dimensions and multiplicities of these blocks.
For example, let G = A4. The order |G| of the group is 12 and the num-
ber s of irreducible representations equals 4. From the well-known relation
n21 + . . . + n
2
s = |G| it follows that n1 = n2 = n3 = 1, n4 = 3. Thus, the
12-dimensional factorization problem can be reduce to three scalar problems
and to a 3-dimensional problem of multiplicity 3. If G is abelian, then the
factorization problem is reduced to n one-dimensional problems.
Also we consider the factorization problem in the algebra A
⊗
ZC[G],
where ZC[G] is the center of C[G]. In this case the problem is explicitly
reduced to scalar problems.
2 Main results
1. The factorization in the algebra A
⊗
C[G]. Let G be a finite group
of order |G| = n with identity e. We fix an enumeration of G, G = {g1 =
e, g2, . . . , gn}. Let C[G] be the group algebra, i.e. an inner product space of
formal linear combinations a =
∑
g∈G a(g) g of g ∈ G with coefficients a(g)
in C. The inner product is defined by
(a, b) =
1
|G|
∑
g∈G
a(g) b(g). (3)
The group G is embedded into C[G] by identifying an element g with
the linear combination 1 · g. Then g1, . . . , gn is a basis of the linear space
C[G]. The group operation in G defines a multiplication of the elements
of the basis, and C[G] is endowed by the structure of an algebra over the
field C. We can also consider C[G] as the algebra of functions a(g) with the
convolution as multiplication.
Let A be the operator of multiplication by an element a = ∑g∈G a(g) g
in the space C[G]. The matrix of A with respect to the basis g1, . . . , gn has
the form (2).
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We can identify the group algebra C[G] with the algebra of matrices of
the form (2).
Let A be an algebra over C with identity I. Denote by A
⊗
C[G] the
algebra of matrices of the form (2), where a(gk) ∈ A.
Let s be the number of conjugacy classes of G, {Φ1, . . . ,Φs} a set of
inequivalent irreducible unitary representations of G, and n1, . . . , ns their
degrees. Let Vk be the representation space of Φk, k = 1, . . . , s. We pick
some orthonormal basis of Vk. Let ϕ
k
ij(g), i, j = 1, . . . , nk, denote the matrix
elements of the operator Φk(g), g ∈ G, with respect to this basis. By ϕk(g)
we denote the matrix of Φk(g).
The functions {√
nk ϕ
k
ij(g)
∣∣ 1 ≤ k ≤ s, 1 ≤ i, j ≤ nk}
form the orthonormal basis of C[G] relative to the inner product (3) (see [7],
Proposition 4.2.11). This means that Shur’s orthogonality relations
1
|G|
∑
g∈G
√
nknm ϕ
k
ij(g)ϕ
m
i′j′(g) =
{
1 if k = m, i = i′, j = j′,
0 else
(4)
hold.
In what follows, it is convenient to deal with a block form of matrices.
Let
fk(g) =
√
nk col
(
ϕk11(g), . . . , ϕ
k
nk1
(g); . . . ;ϕk1nk(g), . . . , ϕ
k
nknk
(g)
)
denotes the column consisting of all elements of the matrix
√
nkϕk(g).
Now we form the block matrices
Fk =
(
fk(g1) . . . fk(gn)
)
and F = 1√
n

F1...
Fs

 ,
where n = |G|. The size of Fk is n2k × n and, since n21 + . . .+ n2s = |G| (see,
e.g., [7], Corollary 4.4.5), F is a n× n matrix.
The orthogonality relations (4) mean that the matrix F is unitary, i.e.
FF∗ = En, (5)
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where F∗ is conjugate transpose of F and En is the identity n × n matrix.
An equivalent formulation of (5) is the following relation
1
n
∑
g∈G
fk(g)f
∗
m(g) =
{
En2
k
, if k = m,
0, if k 6= m, 1 ≤ k,m ≤ s. (6)
Theorem 2.1. For any matrix A ∈ A⊗C[G] the following factorization
A = F∗ΛF (7)
holds. Here Λ is the block diagonal matrix diag [Λ1, . . . ,Λs] and the n
2
k × n2k
matrix Λk is also block diagonal matrix of the form
Λk = diag
[
λk, . . . , λk︸ ︷︷ ︸
nk
]
,
where λk =
∑
g∈G a(g)ϕk(g), k = 1, . . . , s.
Proof. Let us compute Λ = FAF∗. Taking into account the block structure
of F , F∗, we get the following block form of Λ:
FAF∗ = 1
n
(
Fk AF∗m
)s
k,m=1
.
By definition the matrices F , A, F∗, we have
Fk AF∗m =
n∑
i,j=1
fk(gi)a(gig
−1
j )f
∗
m(gj).
After change of the variable we obtain
Fk AF∗m =
∑
g∈G
a(g)
∑
h∈G
fk(gh)f
∗
m(h).
Since Φk is a homomorphism, it follows that ϕk(gh) = ϕk(g)ϕk(h). Hence,
fk(gh) = diag
[
ϕk(g), . . . , ϕk(g)︸ ︷︷ ︸
nk
]
fk(h) and
Fk AF∗m = diag
[
λk, . . . , λk︸ ︷︷ ︸
nk
]∑
h∈G
fk(h)f
∗
m(h).
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By (6) now we have
1
n
FkAF∗m =
{
Λk, if k = m,
0, if k 6= m.
Thus, the matrix Λ has the form as claimed.
Remark 2.1. Let Mk be any nk × nk matrix with entries mkij ∈ A, k =
1, . . . , s. Define the functions a(g) = 1|G|
∑s
k=1
∑nk
i,j=1 nkm
k
ijϕ
k
ij(g).
It is not difficult to proof that∑
g∈G
a(g)ϕk(g) = Mk.
Thus, the corresponding matrix A has the prescribed diagonal form:
Λ = diag
[
M1, . . . ,M1︸ ︷︷ ︸
n1
; . . . ;Ms . . .Ms︸ ︷︷ ︸
ns
]
.
Hence the algebra A
⊗
C[G] is isomorphic to the direct product
(
A
⊗
Mn1
)×
. . .×(A⊗Mns), where Mℓ is the complete algebra of ℓ×ℓ matrices. For the
group algebra C[G] this statement is Wedderburn’s theorem (see, [7], Theo-
rem 5.5.6).
However, for our purposes it is required an explicit reduction of the ma-
trix (2) to the block diagonal form. It is done in Theorem 2.1.
Now we apply the theorem to the Wiener–Hopf factorization problem.
Let A be an algebra of continuous functions on the contour Γ such that any
invertible element λ(t) ∈ A admits the Wiener–Hopf factorization
λ(t) = λ−(t)tρλ+(t), ρ = indΓλ(t),
and any invertible matrix function with entries from A admits the matrix
Wiener–Hopf factorization (1). An element a(g) ∈ A now is a function on Γ
and we will used the notation ag(t) for a(g).
The symmetry of the matrix function A(t) allows us to reduce the dimen-
sion of the Wiener–Hopf factorization problem. By Theorem 2.1 we have
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Corollary 2.1. Let A(t) be an invertible matrix function of the form (2).
Then the Wiener–Hopf factorization problem for A(t) is explicitly reduced to
the s problems for nk × nk matrix functions
λk(t) =
∑
g∈G
ag(t)ϕk(g), k = 1, . . . , s,
where ϕk(g) are the matrices of irreducible representations of G. Each partial
index of λk(t) is the partial index of A(t) of multiplicity nk.
If G′ is the commutator subgroup of G, then A(t) has [G : G′] partial
indices that can be found explicitly. Here [G : G′] is the index of G′.
Proof. The first claim directly follows from (7). Since [G : G′] coincides with
the number of one-dimensional representations (see, e.g., [7], Lemma 6.2.7),
the second statement also holds.
2. The factorization in the algebra A
⊗
ZC[G] Here we present the
results of the work [3] (for an abelian case see also [4]). We replace the group
algebra C[G] by its center ZC[G] and obtain a special kind of matrix func-
tions for which the Wiener–Hopf factorization can be constructed explicitly.
Actually, we are dealing with the factorization of some special class of func-
tionally commutative matrix functions. It is known (see, e.g., [2]) that a
functionally commutative matrix function by a constant linear transforma-
tion can be reduced to a triangular form and partial indices of this matrix
coincide with indices of its characteristic functions. However, in our case the
matrix can be explicitly reduced to a diagonal form. For this purpose it is
only necessary to know characters of irreducible representations of the group
G.
We fix some enumeration of the conjugacy classes of G: K1 = {e}, K2,
. . . , Ks. Let hj = |Kj | be the conjugacy class order. The center ZC[G] of the
group algebra C[G] consists of class functions, i.e. the functions a(g) ∈ C[G]
that are constant on conjugacy classes. In particular, the character χ of every
representation of the groupG is a class function. Hence χ(Kj) = χ(gj), where
gj is an arbitrary representative of the class Kj.
The indicator functions of the conjugacy classes, in other words, Cj =∑
g∈Kj g, j = 1, . . . , s, form a basis of the commutative algebra ZC[G]. Hence
CiCj =
n∑
m=1
cmijCm,
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where cmij are structure coefficients of the algebra ZC[G].
In the space ZC[G] we consider the operator A of multiplication by a =∑s
i=1 aiCi ∈ ZC[G]. The matrix A of the operator A with respect to the
basis C1, . . . , Cs is defined by the formula
(A)mj =
s∑
i=1
aic
m
ij . (8)
In particular, if G is an abelian group, then s = n and A coincides with
the matrix (2).
We identify ZC[G] with the algebra of matrices of the form (8). Denote
by A
⊗
ZC[G] the algebra of matrices of the form (8), where ai ∈ A.
Theorem 2.2. Let χ1, . . . , χs be the characters of irreducible complex repre-
sentations of the group G and n1, . . . , ns the degrees of these representations.
Define the matrix F by the formula
F = 1√|G|


h1χ1(K1)I h2χ1(K2)I . . . hsχ1(Ks)I
h1χ2(K1)I h2χ2(K2)I . . . hsχ2(Ks)I
...
...
. . .
...
h1χs(K1)I h2χs(K2)I . . . hsχs(Ks)I

 .
Then F is an invertible matrix, the matrix
F−1 = 1√|G|


χ1(K1)I χ2(K1)I . . . χs(K1)I
χ1(K2)I χ2(K2)I . . . χs(K2)I
...
...
. . .
...
χ1(Ks)I χ2(Ks)I . . . χs(Ks)I


is its inverse, and for a matrix A ∈ A⊗ZC[G] the following factorization
A = F−1ΛF
holds.
Here Λ = diag [Λ1, . . . ,Λs], Λj =
1
nj
∑
g∈G a(g)χj(g), j = 1, . . . , s.
Proof. Let us first find
(FF−1)
ij
=
1
|G|
s∑
m=1
hmχi(Km)χj(Km)I =
1
|G|
∑
g∈G
χi(g)χj(g)I.
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By the fourth character relation (see [5], Section 14.6), we have
∑
g∈G
χi(g)χj(g) =
{
|G|, i = j
0, i 6= j . (9)
Hence (FF−1)ij = δijI and F−1 is the inverse of F .
Now we compute FAF−1. From (8) and the definition of F , F−1 it
follows that
(FAF−1)
ij
=
1
|G|
s∑
l,k,m=1
hmakc
m
klχi(Km)χj(Kl).
Since
s∑
m=1
hmc
m
klχi(Km) =
hkhl
ni
χi(Kk)χi(Kl)
(the second character relation, [5], Section 14.6), we obtain
(FAF−1)
ij
=
1
ni
s∑
k=1
akhkχi(Kk)
1
|G|
s∑
l=1
hlχi(Kl)χj(Kl).
We can transform the second sum to the following form
1
|G|
s∑
l=1
hlχi(Kl)χj(Kl) =
1
|G|
∑
g∈G
χi(g)χj(g).
Here we permit g to run over all group elements since the characters are class
functions. Applying the fourth character relation to this sum we get
(FAF−1)
ij
=
δij
ni
s∑
k=1
akhkχi(Kk) =
δij
ni
∑
g∈G
a(g)χi(g).
Thus, FAF−1 = Λ.
Now let A be an algebra of continuous functions on the contour Γ as in
the previous subsection. The matrix function A(t) is invertible if and only if
the functions
Λj(t) =
1
nj
∑
g∈G
ag(t)χj(g), j = 1, . . . , s,
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non-vanish on Γ. Let Λj(t) = Λ
−
j (t)t
ρjΛ+j (t) be the Wiener–Hopf factoriza-
tion of Λj(t). Here ρj = indΓΛj(t). Then
Λ(t) = diag[Λ−1 (t), . . . ,Λ
−
s (t)] · diag[tρ1 , . . . , tρs ] · diag[Λ+1 (t), . . . ,Λ+s (t)]
is the Wiener–Hopf factorization of Λ(t).
Theorem 2.2 now leads to the following result:
Corollary 2.2. Let A(t) be an invertible matrix function of the form (8).
Then its Wiener–Hopf factorization
A(t) = A−(t)d(t)A+(t)
can be constructed by the formulas
A−(t) =
1√|G|


Λ−1 (t)χ1(K1) Λ
−
2 (t)χ2(K1) . . . Λ
−
s (t)χs(K1)
Λ−1 (t)χ1(K2) Λ
−
2 (t)χ2(K2) . . . Λ
−
s (t)χs(K2)
...
...
. . .
...
Λ−1 (t)χ1(Ks) Λ
−
2 (t)χ2(Ks) . . . Λ
−
s (t)χs(Ks)

 ,
d(t) = diag[tρ1 , . . . , tρs],
A+(t) =
1√|G|


h1Λ
+
1 (t)χ1(K1) h2Λ
+
1 (t)χ1(K2) . . . hsΛ
+
1 (t)χ1(Ks)
h1Λ
+
2 (t)χ2(K1) h2Λ
+
2 (t)χ2(K2) . . . hsΛ
+
2 (t)χ2(Ks)
...
...
. . .
...
h1Λ
+
s (t)χs(K1) h2Λ
+
s (t)χ2(Ks) . . . hsΛ
+
s (t)χs(Ks)

 .
3 Examples
Example 3.1. Let G = V4 be the Klein four-group and A(t) has the form
(2). V4 is an abelian subgroup of the symmetric group S4:
V4 = {e, (12)(34), (13)(24), (14)(23)} ,
which is isomorphic to the direct product C2×C2 of cyclic groups of order 2.
Hence, the matrix A is a 2-level circulant matrix, i.e. a 2× 2 block circulant
matrix with 2× 2 circulant blocks:
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A(t) =


a1(t) a2(t) a3(t) a4(t)
a2(t) a1(t) a4(t) a3(t)
a3(t) a4(t) a1(t) a2(t)
a4(t) a3(t) a2(t) a1(t)

 .
The character table of V4 (see, e.g., [6, Ch.8, S.5], [7, Table 4.4])
V4 e (12)(34) (13)(24) (14)(23)
χ1 1 1 1 1
χ2 1 −1 1 −1
χ3 1 1 −1 −1
χ4 1 −1 −1 1
defines the matrix
F = 1
2


1 1 1 1
1 -1 1 -1
1 1 -1 -1
1 -1 -1 1


that reduces A(t) to the diagonal form with the elements:
Λ1(t) = a1(t) + a2(t) + a3(t) + a4(t), Λ2(t) = a1(t)− a2(t) + a3(t)− a4(t),
Λ3(t) = a1(t) + a2(t)− a3(t)− a4(t), Λ4(t) = a1(t)− a2(t)− a3(t) + a4(t).
The indices of these functions are the partial indices of A(t).
Example 3.2. Let G = S3 be the symmetric group of degree 3. It is a non-
abelian group of the order |G| = 6. We will used the following enumeration
of the group: G = {e, (12), (13), (23), (123), (132)}.
1. The factorization in the algebra A
⊗
C[S3]. In this case, by (2), the
matrix function A(t) has the form
A(t) =


a1(t) a2(t) a3(t) a4(t) a6(t) a5(t)
a2(t) a1(t) a6(t) a5(t) a3(t) a4(t)
a3(t) a5(t) a1(t) a6(t) a4(t) a2(t)
a4(t) a6(t) a5(t) a1(t) a2(t) a3(t)
a5(t) a3(t) a4(t) a2(t) a1(t) a6(t)
a6(t) a4(t) a2(t) a3(t) a5(t) a1(t)

 .
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A complete set of inequivalent irreducible unitary representations {Φ1,Φ2,
Φ3} is defined by the following table (see, e.g., [6, Ch.8, S.2])
Table 1: Irreducible representations of S3
S3 e (12) (13) (23) (123) (132)
Φ1 1 1 1 1 1 1
Φ2 1 −1 −1 −1 1 1
Φ3
(
1 0
0 1
) (
0 1
1 0
) (
0 ε
ε−1 0
) (
0 ε−1
ε 0
) (
ε 0
0 ε−1
) (
ε−1 0
0 ε
)
Here ε = −1+i
√
3
2
, n1 = n2 = 1, n3 = 2.
Let us form the matrix F :
F = 1√
6


1 1 1 1 1 1
1 −1 −1 −1 1 1√
2 0 0 0
√
2 ε
√
2 ε−1
0
√
2
√
2 ε−1
√
2 ε 0 0
0
√
2
√
2 ε
√
2 ε−1 0 0√
2 0 0 0
√
2 ε−1
√
2 ε

 .
This matrix reduces A(t) to the block diagonal form
Λ(t) = diag[Λ1,Λ2,Λ3,Λ3],
where
Λ1(t) =
∑
g∈S3
a(g)Φ1(g) = a1(t) + a2(t) + a3(t) + a4(t) + a5(t) + a6(t),
Λ2(t) =
∑
g∈S3
a(g)Φ2(g) = a1(t)− a2(t)− a3(t)− a4(t) + a5(t) + a6(t),
Λ3(t) =
1√
2
∑
g∈S3
a(g)Φ3(g) =(
a1(t) + εa5(t) + ε
−1a6(t) a2(t) + εa3(t) + ε−1a4(t)
a2(t) + ε
−1a3(t) + εa4(t) a1(t) + ε−1a5(t) + εa6(t)
)
.
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Thus, the problem of the Wiener–Hopf factorization is reduced to the one-
dimensional problems for Λ1(t), Λ2(t) and the two-dimensional problem for
Λ3. In particular, for the partial indices of A(t) the following relations
ρ1 = indΓΛ1(t), ρ2 = indΓΛ2(t),
ρ3 + ρ4 = indΓ det Λ3(t), ρ3 = ρ5, ρ4 = ρ6
hold. If, for example, the condition a4(t) = −εa2(t) − ε−1a3(t) is fulfilled,
then the matrix Λ3(t) has a triangular form and the factorization A(t) can
be constructed explicitly.
2. The factorization in the algebra A
⊗
ZC[S3]. In S3 a conjugace class
consists of permutations that have the same cycle type. There are 3 conjugace
classes K1 = {e}, K2 = {(12)}, K3 = {(123)} and h1 = 1, h2 = 3, h3 = 2.
The multiplication table for the elements Cj of the basis of ZC[S3] is given
below
S3 C1 C2 C3
C1 C1 C2 C3
C2 C2 3C1 + 3C2 2C2
C3 C3 2C2 2C1 + C3
Let us form the matrix function A(t) by (8):
A(t) =

a1(t) 3a2(t) 2a3(t)a2(t) a1(t) + 2a3(t) 2a2(t)
a3(t) 3a2(t) a1(t) + a3(t)

 .
Using Table 1, we can obtain the character table of S3
S3 e {(12)} {(123)}
χ1 1 1 1
χ2 1 −1 1
χ3 2 0 −1
Then we get
F = 1√
6

 1 3 21 -3 2
2 0 -2

 .
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Now A(t) is reduced to the diagonal form
Λ(t) = diag[Λ1,Λ2,Λ3],
where Λ1(t) = a1(t)+3a2(t)+2a3(t), Λ2(t) = a1(t)−3a2(t)+2a3(t), Λ3(t) =
a1(t) − a3(t). The partial indices of A(t) coincide with the indices of these
functions.
Example 3.3. Let G = Q8 = {±1,±i,±j,±k} be the group of quaternions.
Here 1 is identity of the group, (−1)2 = 1, and the relations i2 = j2 = k2 =
ijk = −1 are fulfilled. Q8 is a non-abelian group of the order |G| = 8. We will
used the following enumeration of the group: G = {1,−1, i,−i, j,−j, k,−k}.
1. The factorization in the algebra A
⊗
C[Q8]. By the formula (2), the
matrix function A(t) has the following block form with a 2×2 circulant blocks:
A(t) =


a1(t) a2(t) a4(t) a3(t) a6(t) a5(t) a8(t) a7(t)
a2(t) a1(t) a3(t) a4(t) a5(t) a6(t) a7(t) a8(t)
a3(t) a4(t) a1(t) a2(t) a8(t) a7(t) a5(t) a6(t)
a4(t) a3(t) a2(t) a1(t) a7(t) a8(t) a6(t) a5(t)
a5(t) a6(t) a7(t) a8(t) a1(t) a2(t) a4(t) a3(t)
a6(t) a5(t) a8(t) a7(t) a2(t) a1(t) a3(t) a4(t)
a7(t) a8(t) a6(t) a5(t) a3(t) a4(t) a1(t) a2(t)
a8(t) a7(t) a5(t) a6(t) a4(t) a3(t) a2(t) a1(t)


.
There are four one-dimensional representations and a single two-dimen-
sional unitary representation of Q8 (see, e.g., [7, Ch.8, Example 8.2.4]).
They are given by the following table
Table 2: Irreducible representations of Q8
Q8 ±1 ±i ±j ±k
Φ1 1 1 1 1
Φ2 1 1 −1 −1
Φ3 1 −1 1 −1
Φ4 1 −1 −1 1
Φ5 ±
(
1 0
0 1
)
±
(
i 0
0 −i
)
±
(
0 1
−1 0
)
±
(
0 i
i 0
)
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Therefore, we have
F = 1√
8


1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1
1 1 −1 −1 −1 −1 1 1√
2 −√2 √2i −√2i 0 0 0 0
0 0 0 0 −√2 √2 i −i
0 0 0 0
√
2 −√2 i −i√
2 −√2 −√2i √2i 0 0 0 0


.
The matrix F reduces A(t) to the block diagonal form
Λ(t) = diag[Λ1,Λ2,Λ3,Λ4,Λ5,Λ6],
where
Λ1(t) = a1(t) + a2(t) + a3(t) + a4(t) + a5(t) + a6(t) + a7(t) + a8(t),
Λ2(t) = a1(t) + a2(t) + a3(t) + a4(t)− a5(t)− a6(t)− a7(t)− a8(t),
Λ3(t) = a1(t) + a2(t)− a3(t)− a4(t) + a5(t) + a6(t)− a7(t)− a8(t),
Λ4(t) = a1(t) + a2(t)− a3(t)− a4(t)− a5(t)− a6(t)− a7(t)− a8(t),
Λ5 =
(
a1(t)− a2(t) + ia3(t)− ia4(t) a5(t)− a6(t) + ia7(t)− ia8(t)
−a5(t) + a6(t) + ia7(t)− ia8(t) a1(t)− a2(t)− ia3(t)− ia4(t)
)
.
Thus, the problem of the Wiener–Hopf factorization for A(t) is reduced
to the four scalar problems and the two-dimensional problem for Λ5. In par-
ticular, for the partial indices of A(t) the following relations
ρj = indΓΛj(t), j = 1, . . . , 4,
ρ5 + ρ6 = indΓ det Λ5(t), ρ5 = ρ7, ρ6 = ρ8
are fulfilled.
2. The factorization in the algebra A
⊗
ZC[Q8]. There are 5 conjugace
classes K1 = {e}, K2 = {−1}, K3 = {±i}, K4 = {±j}; K5 = {±k}, h1 =
h2 = 1, h3 = h4 = h5 = 2.
The multiplication table for the elements Cj of the basis of ZC[Q8] has
the following form
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Q8 C1 C2 C3 C4 C5
C1 C1 C2 C3 C4 C5
C2 C2 C1 C3 C4 C5
C3 C3 C3 2C1 + 2C2 2C5 2C4
C4 C4 C4 2C5 2C1 + 2C2 2C3
C5 C5 C5 2C4 2C3 2C1 + 2C2
Hence, by the formula (8), we obtain
A(t) =


a1(t) a2(t) 2a3(t) 2a4(t) 2a5(t)
a2(t) a1(t) 2a3(t) 2a4(t) 2a5(t)
a3(t) a3(t) a1(t) + a2(t) a5(t) 2a4(t)
a4(t) a4(t) 2a5(t) a1(t) + a2(t) 2a3(t)
a5(t) a5(t) 2a4(t) 2a3(t) a1(t) + a2(t)

 .
The group Q8 has the following character table (see Table 2):
Q8 {1} {−1} {±i} {±j} {±k}
χ1 1 1 1 1 1
χ2 1 1 1 −1 −1
χ3 1 1 −1 1 −1
χ4 1 1 −1 −1 1
χ5 2 −2 0 0 0
By Theorem 2.2, the matrix F
F = 1√
8


1 1 2 2 2
1 1 2 −2 −2
1 1 −2 2 −2
1 1 −2 −2 2
2 −2 0 0 0


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reduces A(t) to the diagonal form with the following diagonal elements:
Λ1(t) = a1(t) + a2(t) + 2a3(t) + 2a4(t) + 2a5(t),
Λ2(t) = a1(t) + a2(t) + 2a3(t)− 2a4(t)− 2a5(t),
Λ3(t) = a1(t) + a2(t)− 2a3(t) + 2a4(t)− 2a5(t),
Λ4(t) = a1(t) + a2(t)− 2a3(t)− 2a4(t) + 2a5(t),
Λ5(t) = a1(t)− a2(t).
The indices of these functions are the partial indices of A(t).
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