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A self consistent solution to Dirac equation in a Kerr Newman space-time with M2 > a2 +Q2 is
presented for the case when the Dirac particle is the source of the curvature and the electromagnetic
field. The solution is localised, continuous everywhere and valid only for a special choice of the
parameters appearing in the Dirac equation.
PACS numbers: 03.65.Ge, 04.20.Jb, 03.65.Pm
I. INTRODUCTION
Bound solutions of the Einstein Maxwell Dirac equations are of interest as a link between quantum mechanics and
general relativity in a regime where both theories are well tested. Finster, Smoller and Yau [1, 2, 3] along with other
collaborators showed that no time periodic solutions exist for the Dirac equation in Schwarzschild, Reissner Nordstrom
and Kerr Newman (M2 > a2 +Q2) space-times. Dafermos [4] has confirmed this result by another method. On the
other hand Schmid [5] showed that such time periodic solutions to the Dirac equation do exist for the extreme Kerr
case when M2 = a2 +Q2.
In these investigations, it was assumed that the Dirac particle mass me is very small as compared to the black
hole mass M , that is, it is an external test particle. I show in the self consistent case, when the Dirac particle is the
source of the curvature and the electromagnetic field, that a solution is possible for certain values of the parameters
(me, Q, a) appearing in the Dirac equation. Further this solution is continuous everywhere and normalisable.
Such a solution corresponds to a generalisation of the free particle Dirac equation in Minkowski space to include
the effects of the curvature produced by the particle. The ordinary free particle solutions of the Dirac equation
are completely delocalised; the curvature however, now causes the Dirac wave functions to be localised over a region
comparable in dimension to the Compton wavelength of the particle. Note that the wave function still has an enormous
spread in comparison to the dimensions of the event or Cauchy horizons of the particle.
As is usually the case in single particle Dirac theory we ignore the self interaction between the particle and its
own electromagnetic field. Further we assume that we need only to look for solutions with zero azimuthal angular
momentum about the rotation axis. In the next section the equations resulting from Chandrasekhar’s separation of
the Dirac equation in a Kerr Newman spacetime [6, 7] are simplified by applying these assumptions.
A necessary requirement for a wave function is that it be single valued at a point. We carry out a bifurcation
analysis of the Dirac equations for θ and r to find their bifurcation points. The requirement that these lie outside
the physical region of interest in both the coordinates θ and r gives us conditions on the parameters appearing in the
Dirac equation. Here we confine ourselves to the simplest case. The equations are then solved and it is found that
the angular part of the solution is continuous and normalisable. The radial equation is also solved in each of the three
regions (i) the exterior, (ii) the ergosphere between the event and the Cauchy horizons and (iii) the region inside the
Cauchy horizon containing the singularity. The resulting radial solutions are continuous in all three regions and so
a simple matching of the wave functions at the horizons gives us a unique normalisable solution, with zero energy
(ω = 0, λ = 0).
In the last section, the nature of this solution is discussed. In particular, if the fields are centered at r = 0, it is not
obvious what it means to have a finite probability of finding the source at r 6= 0. I suggest that this can be explained
in a manner similar to the explanation for the Klein paradox of Dirac theory. Namely, in the region of the order of the
Compton wavelength within which the wave function peaks, the field strengths are so large that virtual pair creation
cannot be neglected. The antiparticle thus produced can recombine with the “original” particle at r = 0 leaving us
to detect the particle now at r 6= 0. Consider next the case of the only allowed energy eigenvalue zero. For a single
bound particle in a potential, the energy can of course be negative or zero.
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2II. SOLUTION OF THE DIRAC EQUATION
Following the notation of Chandrasekhar’s book [7], the Kerr Newman line element in Boyer Lindquist coordinates
is given by
(ds)2 =
∆
Σ
(dt− asin2θdφ)2 − Σ(dr
2
∆
+ dθ2)− sin
2θ
Σ
(adt− (r2 + a2)dφ)2, (1a)
Σ = r2 + a2, (1b)
∆ = r2 − 2Mr + a2 +Q2. (1c)
As we are using natural units, the mass appearing in the metric (M → GM
c2
) has a size comparable to the horizon
length. Whereas, the massme which appears in the Dirac equation is (me → mech¯ ) has a size which is the inverse of the
Compton wavelength. Thus we use different symbols to distinguish the two length scales in the problem. They both
of course refer to the same mass but differ according to which of the universal constants G, h¯, c was being suppressed.
The Dirac equation can then be separated by writing the four components of the spinor wave function in the form
Ψ1 =
R− 1
2
S− 1
2
r − ia cos θ e
i(mφ−ωt), (2a)
Ψ2 = R 1
2
S 1
2
ei(mφ−ωt), (2b)
Ψ3 = R 1
2
S− 1
2
ei(mφ−ωt), (2c)
Ψ4 =
R− 1
2
S 1
2
r + ia cos θ
ei(mφ−ωt). (2d)
I have slightly modified the notation to use ω for the frequency rather than σ. The R± 1
2
are functions of r only
while S± 1
2
are functions of θ only. If this form is substituted into the Dirac equations, [7] we get the following angular
equations.
d
dθ
S+ 1
2
= −(m csc θ + 1
2
cot θ)S+ 1
2
− (λ− ame cos θ)S− 1
2
, (3a)
d
dθ
S− 1
2
= (m csc θ − 1
2
cot θ)S− 1
2
+ (λ+ ame cos θ)S+ 1
2
. (3b)
(3c)
We now set m = 0 and carry out a bifurcation analysis of these equations. The angle equations (3) will simplify
under the substitutions
T± 1
2
=
√
sin θS± 1
2
, (4)
to yield
d
dθ
T+ 1
2
= −(λ− ame cos θ)T− 1
2
, (5a)
d
dθ
T− 1
2
= (λ+ ame cos θ)T+ 1
2
. (5b)
(5c)
These have bifurcations at
(λ)2 = (ame cos θ)
2. (6)
Our condition that the wave functions be single valued means that we wish to have no bifurcations in the range
0 ≤ θ < pi. This is possible if and only if |λ| ≥ ame or λ = 0. The second case corresponds to an s wave orbital state
in the usual separation for the Dirac equation [9] in a central potential. I have only considered this case here. The
angle equations then are
d
dθ
T+ 1
2
= ame cos θT− 1
2
, (7a)
d
dθ
T− 1
2
= ame cos θT+ 1
2
. (7b)
3These are trivial to solve and we obtain
S 1
2
= A(eame sin θ ± e−ame sin θ)/(
√
2 sin θ), (8a)
S− 1
2
= A(eame sin θ ∓ e−ame sin θ)/(
√
2 sin θ). (8b)
These solutions while they have a formal singularity at the poles give a finite probability density every where.
Next consider the radial equations. Again I find it convenient to use a slightly different variable from these used
by Chandrasekhar ([7]), we define R
′
1
2
=
√
∆R 1
2
d
dr
R
′
+ 1
2
(r) = i
ω(r2 + a2) + λa
∆
R
′
+ 1
2
(r) +
λ− imer√
∆
R− 1
2
(r), (9a)
d
dr
R− 1
2
(r) = −iω(r
2 + a2) + λa
∆
R− 1
2
(r) +
λ+ imer√
∆
R
′
+ 1
2
(r). (9b)
The corresponding bifurcation points lie at those values of r which satisfy
(ω(r2 + a2) + λa)2 = (λ2 +mer
2)∆. (10)
This fourth order equation permits a wide range in the 5 dimensional parameter space (me, λ,Q, ω,m) of the Dirac
equation for which the bifurcations lie outside the region of interest. It is worth remarking that such a solution must
always have ω2 ≥ me2. Further the solutions with ω = ±me are unconditionally stable. As we are considering only the
case of no orbital angular momentum, λ = 0, equation (10) also permits solutions with ω = 0 which have bifurcations
at r = M ±√∆ and r = 0. I will consider only this last case (ω = 0) in this work. For ω = 0 and λ = 0, the radial
equations (9) simplify to yield
d
dr
R
′
+ 1
2
(r) =
−imer√
∆
R− 1
2
(r), (11a)
d
dr
R− 1
2
(r) =
imer√
∆
R
′
+ 1
2
(r). (11b)
Again as in the case of the angle equations, these can be solved quite easily. Consider first the exterior region
r > M +
√
∆ if we change the independent variable to u =
√
∆ + M ln (r −M +
√
∆) the radial equations (11)
simplify to yield
d
du
R
′
+ 1
2
(u) = −imeR− 1
2
(u), (12a)
d
du
R− 1
2
(u) = imeR
′
+ 1
2
(u). (12b)
We can thus write down the solution in the exterior region which is finite as r →∞ as
√
∆R 1
2
= B
e−me
√
∆
[r −M +
√
∆]meM
, (13a)
R− 1
2
= −iB e
−me
√
∆
[r −M +
√
∆]meM
. (13b)
Next consider the ergospheric region between the event horizon r+ =M+
√
∆ and the Cauchy Horizon r− =M−
√
∆.
Here we transform the independent variable to v = i
√
|∆|+M ln (r −M + i
√
|∆|) and obtain the solution
√
∆R 1
2
= Ceime
√
|∆|[r −M + i
√
|∆|]meM +D e
−ime
√
|∆|
[r −M + i
√
|∆|]meM , (14a)
R− 1
2
= iCeime
√
|∆|[r −M + i
√
|∆|]meM − iD e
−ime
√
|∆|
[r −M + i
√
|∆|]meM . (14b)
4Finally in the region interior to the Cauchy horizon r ≤ r− we use the new independent variable w =
√
∆ +
M ln (r −M +
√
∆) to obtain the solution
√
∆R 1
2
= Eeme
√
∆[r −M +
√
∆]meM + F
e−me
√
∆
[r −M +√∆]meM , (15a)
R− 1
2
= −iEeme
√
∆[r −M +
√
∆]meM + iF
e−me
√
∆
[r −M +√∆]meM . (15b)
Thus the solutions are continuous in all three regions, the only effect of the bifurcation at r+ and r− being an ambiguity
as to whether it is my choice in eq.(14 which is correct or its complex conjugate which is to be used in this region.
As the solution is continuous in all three regions, the coefficients B,C,D,E, F can be found up to a normalisation
constant by requiring that the solutions be continuous at the horizons. So we finally obtain the solution
√
∆R 1
2
= B
e−me
√
∆
[r −M +√∆]meM , (r ≥ r+) (16a)
√
∆R 1
2
= B
e−ime
√
|∆|
[r −M + i
√
|∆|]meM , (r− ≤ r ≤ r+) (16b)
√
∆R 1
2
= Beme
√
∆[r −M +
√
∆]meM , (r ≤ r−) (16c)
R− 1
2
= −iB e
−me
√
∆
[r −M +
√
∆]meM
, (r ≥ r+) (16d)
R− 1
2
= −iB e
−ime
√
|∆|
[r −M + i
√
|∆|]meM (r− ≤ r ≤ r+) (16e)
R− 1
2
= −iBeme
√
∆[r −M +
√
∆]meM (r ≤ r−). (16f)
III. DISCUSSION
The solution we have just obtained is normalisable and thus represents a proper Dirac spinor wave function. There
is of course a second possibility due to the bifurcations at the horizon, which is to take the complex conjugate form
inside the ergosphere. This however will give rise to the same Dirac currents etc., outside and is thus indistinguishable
form the form presented here.
Next consider the question of the only allowed energy eigenvalue, zero. In any bound state problem, we expect
the energy of the state to be less than or equal to the asymptotic value of the binding potential. In this case if we
consider the curvature to be producing the attractive force localising the particle close to r ≈ 0; then the zero energy
eigenvalue should evoke no surprise.
Finally there is the question of what is meant by finding the source of the field at a point other than where the
field originates from. Again if this is considered as a potential problem for the Dirac field this can be easily explained.
The wave function given by eq.(16) is localised over a region of the order of the Compton wavelength of the particle.
In this region the field strengths are very high and so virtual pairs of the same particle type have finite amplitude of
appearing. The antiparticle of such a pair can then combine with the “ original” particle leaving the now real particle
of the pair to be found in the position r 6= 0.
While the present solution might appear overly simplistic, it is the fact that it exists which is important. This
suggests that other such solutions may also be found in the rest of the allowed parameter space which was not explored
here.
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