Abstract. The Slope Conjecture relates a quantum knot invariant, (the degree of the colored Jones polynomial of a knot) with a classical one (boundary slopes of incompressible surfaces in the knot complement).
relates a quantum knot invariant, (the degree of the colored Jones polynomial of a knot) with a classical one (boundary slopes of incompressible surfaces in the knot complement). The aim of our paper is to compute the degree of the colored Jones polynomial of a 2-parameter family of 2-fusion knots using methods of tropical geometry and quadratic integer programming, and combined with the results of [DG12] , to confirm the Slope Conjecture for 2-fusion knots.
Although the results of our paper concern an identification of a classical and a quantum knot invariant they require no prior knowledge of knot theory nor familiarity with incompressible surfaces or the colored Jones polynomial of a knot or link. As a result, we will not recall the definition of an incompressible surface of a 3-manifold with torus boundary, nor definition of the Jones polynomial J L (q) ∈ Z[q ±1/2 ] of a knot or link L in 3-space. These definitions may be found in several texts [Hat82, HO89] and [Jon87, Tur88, Tur94, Kau87] , respectively. A stronger quantum invariant is the colored Jones polynomial J L,n (q) ∈ Z[q ±1/2 ], where n ∈ N, which is a linear combination of the the Jones polynomial of a link and its parallels [KM91, Cor.2.15].
To formulate the Slope Conjecture, let δ K (n) denote the q-degree of the colored Jones polynomial J K,n (q). It is known that δ K : N −→ Q is a quadratic quasi-polynomial [Gar11a] for large enough n. In other words, for large enough n we have δ K (n) = c K,2 (n)n 2 + c K,1 (n)n + c K,0 (n) where c K,j : N −→ Q are periodic functions. The Slope Conjecture states that the finite set of values of 4c K,2 is a subset of the set bs K of slopes of boundary incompressible surfaces in the knot complement.
1.2. Boundary slopes. In general there are infinitely many non-isotopic boundary incompressible surfaces in the complement of a knot K. However, the set bs K of their boundary slopes is always a nonempty finite subset of Q ∪ {∞} [Hat82] . The set of boundary slopes is algorithmically computable for the case of Montesinos knots (by an algorithm of HatcherOertel [HO89] ; see also [Dun01] ) and for the case of alternating knots (by Menasco [Men85] ) where incompressible surfaces can often be read from an alternating planar projection. The A-polynomial of a knot determines some boundary slopes [CCG + 94]. However, the Apolynomial is difficult to compute, for instance it is unknown for the alternating Montesinos knot 9 31 [Cul09] . Other than this, it is unknown how to produce a single boundary slope for a general knot, or for a family of them.
An effective method, an incompressibility criterion for computing some boundary slopes was given in [DG12] , fixing an ideal triangulation of the complement of a knot K. The incompressibility criterion (a) strongly depends on the ideal triangulation, (b) sometimes produces the empty set, (c) is unknown whether to detect every boundary slope, or even a putative Jones slope.
All this sounds negative news for the incompressibility criterion of [DG12] . On the positive side, the criterion (a) Works without complications for knots up to 11 crossings (b) works for multi-parameter fillings of a link and produces a finite set of rational functions in the filling parameters, defined on some sectors given by polynomial equalities and inequalities in the filling parameters. In particular, it applies for the 2-parameter family of 2-fusion knots [DG12, Thm.1.9] in all sectors, which we study below.
We will not discuss this further. The reader can make up their minds about the effectiveness of the incompressibility criterion. Instead, we will move to the next problem, i.e., how to compute the degree of the colored Jones polynomial. Our proposed method, state sums and quadratic integer programming, also has negative and positive aspects, much like those of the incompressibility criterion.
1.3. Jones slopes, state sums and quadratic integer programming. There are close relations between linear programming, normal surfaces and their boundary slopes. It is less known that that the degree of the colored Jones polynomial is closely related to tropical geometry and quadratic integer programming. The key to this relation is a state sum formula for the colored Jones polynomial. State sum formulas although perhaps unappreciated, are abundant in quantum topology. A main point of [GL05b] is that state sums imply qholonomicity. Our main point is that under some fortunate circumstances, state sums give effective formulas for their q-degree. To produce state sums in quantum topology, one may use (a) a planar projection of a knot and an R-matrix [Tur88, Tur94] , (b) a shadow presentation of a knot and quantum 6j-symbols and R-matrices [Tur92, Cos09, CT08], (c) a fusion presentation of a knot and quantum 6j-symbols [Thu02, vdV09, GvdV12] .
All those state sum formulas are obtained by contractions of tensors and in the case of the colored Jones polynomial, lead to an expression of the form:
• n is a natural number, the color of the knot, • P is a rational convex polytope such that the lattice points k of nP are the admissible states of the state sum, • the summand S(n, k) is a product of weights of building blocks. The weight of a building block is a rational function of q 1/4 and its q-degree is a piece-wise quadratic function of (n, k). Let δ(f (q)) denote the q-degree of a rational function f (q) ∈ Q(q 1/4 ). The state sum (1) together with the elementary identities
implies that the degree δ(n, k) of S(n, k)(q) is a piece-wise quadratic polynomial in (n, k). Moreover, if there is no cancellation in the leading term of Equation (1) (we will call such formulas tight), it follows that the degree δ K (n) of the colored Jones polynomial J K,n (q) equals toδ(n) where
The answer is given by a quadratic quasi-polynomial of n, whose coefficient of n 2 is independent of n, for all but finitely many n. If we are interested in the quadratic part ofδ(n), then we can use state sums for which the degree of the sum drops by the maximum degree of the summand by at most a linear function of n. We will call such state sums almost tight.
A related and simpler real optimization problem is the following
Using a change of variables x = ny, it is easy to see thatδ R (n) is a quadratic polynomial of n, for all but finitely many n. Thus, an almost tight state sum for the colored Jones polynomial a knot (of even more, of a family of knots) allows us to compute the degree of their colored Jones polynomial using QIP. Our main point is that it is easy to produce tight state sums using fusion, and in the case they are almost tight, it is possible to analyze ties and cancellations. We illustrate in Theorem 1.1 below for the 2-parameter family of 2-fusion knots. The 2-parameter family of 2-fusion knots includes the 2-strand torus knots, the (−2, 3, p) pretzel knots and some knots that appear in the work of Gordon-Wu related to exceptional Dehn surgery [GW08] . The non-Montesinos, non-alternating knot K(−1, 3) = K4 3 was the focus of [GL05a] regarding a numerical confirmation of the volume conjecture. The topology and geometry of 2-fusion knots is explained in detail in Section 5.3.
1.5. Our results. Our main Theorem 1.1 gives an explicit formula for the Jones slope for all 2-fusion knots K(m 1 , m 2 ). The formula is a piece-wise rational function of m 1 , m 2 defined on the lattice points Z 2 of the plane, which are partitioned into five sectors shown in colorcoded fashion in Figure 2 . The reader may observe that the 5 branches of the function js : Z 2 → Q do not agree on the overlaps. This disagreement disappears when we study the corresponding real optimization problem in Section 4 below. 
with js(1, 0) = 3/2. Remark 1.2. Using the involution of Equation (18), Theorem 1.1 computes the Jones slopes of the mirror of the family of 2-fusion knots. Hence, for every 2-fusion knot, we obtain two Jones slopes.
Remark 1.3. The proof of Theorem 1.1 also gives a formula for the degree of the colored Jones polynomial. This formula is valid for all n, and it is manifestly a quadratic quasipolynomial. See Section 4.
Remark 1.4. Theorem 1.1 has a companion Theorem 4.2 which is the solution to a real quadratic optimization problem. Theorem 4.1 implies the existence of a function js R : R 2 → R with the following properties:
(a) js R is continuous and piece-wise rational, with corner locus (i.e., locus of points where js R is not differentiable) given by quadratic equalities and inequalities whose complement divides the plane R 2 into 9 sectors, shown in 2. The colored Jones polynomial of 2-fusion knots 2.1. A state sum for the colored Jones polynomial. The cut-and-paste axioms of TQFT allow to compute the quantum invariants of knotted objects in terms of a few building blocks, using a combinatorial presentation of the knotted objects. In our case, we are interested in state sum formulas for the colored Jones function J K,n (q) of a knot K. Of the several state sum formulas available in the literature, we will use the fusion formulas that appear in [CFS95, Cos09, MV94, GvdV12, KL94, Tur88]. Fusion of knots are knotted trivalent graphs. There are five building blocks of fusion (the functions µ, ν, U, Θ, Tet below), expressed in terms of quantum factorials. Recall the quantum integer [n] and the quantum factorial [n]! of a natural number n are defined by
denote the multinomial coefficient of natural numbers a i such that a 1 + . . . a r = a. We say that a triple (a, b, c) of natural numbers is admissible if a + b + c is even and the triangle inequalities hold. In the formulas below, we use the following basic trivalent graphs U, Θ, Tet colored by one, three and six natural numbers (one in each edge of the corresponding graph) such that the colors at every vertex form an admissible triple.
Let us define the following functions.
An assembly of the five building blocks can compute the colored Jones function of any knot. The next theorem is an exercise in fusion following word for word the proof of [GL05a, Thm.1]. Consider the function
Tet(n, 2k 1 , 2k 1 , n, n, n + 2k 2 ) .
Theorem 2.1. For every m 1 , m 2 ∈ Z and n ∈ N, we have:
where P is the polytope from Figure 3 and the writhe of K(m 1 , m 2 ) is given by w(m 1 , m 2 ) = 2m 1 + 6m 2 + 2.
Remark 2.2. Notice that for every n ∈ N, we have:
Figure 3. The polygon P on the left and its decomposition into three regions on the right.
For the purpose of visualization, we show the lattice points in 4P and 5P 2.2. The leading term of the building blocks. In this section we compute the leading term of the five building blocks of our state sum.
) is a rational function, let δ(f ) and and lt(f ) the degree and the leading coefficient of f with respect to q. Let
denote the leading term of f (q).
We may call f (q) the tropicalization of f (q). Observe the trivial but useful identity:
Lemma 2.4. For all admissible colorings we have:
2 where S j and T i are given in Equations (6) and (7), b 7 (a 1 , . . . , a 7 ) = a a 1 ,a 2 ,...,a 7 is the 7-binomial coefficient and
Proof. Use the fact that
This computes the leading term of Θ and of the quantum multinomial coefficients. Now Tet(a, b, c, d, e, f ) is given by a 1-dimensional sum of a variable k. It is easy to see that the leading term comes the maximum value k * of k. The result follows.
2.3. The leading term of the summand. Consider the function Q defined by
Notice that for fixed m 1 , m 2 and n, the function k = (k 1 , k 2 ) → Q(m 1 , m 2 , n, k) is piece-wise quadratic function. Moreover, for all m 1 , m 2 and n the restriction of the above function to each region of nP is a quadratic function of (k 1 , k 2 ).
Lemma 2.5. For all (m 1 , m 2 , n , k 1 , k 2 ) admissible, we havê
Proof. It follows easily from Section 2.2 and Equation (11).
Proof of Theorem 1.1
The proof involves four cases:
Case [Gar11b] .
In the remaining three cases we will take the following steps:
(1) Estimate partial derivatives of Q in the various regions P i to narrow down the location of the lattice points that achieve the maximum of Q on nP ∩ Z 2 . In all cases they will be on a single boundary line of Q.
(2) Since the restriction of Q to a boundary line is an explicit quadratic function in one variable, there can be at most 2 maximizers and we can readily compute them. 3.1. Case 1: m 1 , m 2 ≥ 1. Recall that Q i is Q restricted to the region nP i . We have:
Before we may conclude that the maximum of Q on nP ∩ Z 2 is on the line k 2 = −k 1 we have to check the following. For odd n there could be a jump across the line k = n 2 between regions nP 2 and nP 1 . We therefore set n = 2N + 1 explicitly check that
Restricted to the line k 2 = −k 1 , Q is a negative definite quadratic in k 1 with critical point
For m 1 > 1 we have c 1 ∈ (− . In both cases the maximizers are the lattice points in the diagonal closest to c 1 satisfying k 1 ≤ n 2
. There may be a tie for the maximum between two adjacent points. To rule out the possibility of cancellation we take a look at the leading term restricted to the line k 2 = −k 1 . The leading term is (−1)
n . Since the sign of the leading term is independent of k 1 along the diagonal, there cannot be cancellation. We may conclude that the slope is given by the constant term of Q(m 1 , m 2 , n, c 1 , −c 1 )/n 2 . This gives the slope
indicated in the blue region of Figure 2. 3.2. Case 2: m 1 ≤ 0, m 2 ≥ 1. We have:
Before we may conclude that the maximum of Q on nP ∩ Z 2 is on the line k 2 = k 1 − n we have to check the following. For odd n there could be a jump across the line k = n 2 between regions nP 2 and nP 1 . We therefore set n = 2N + 1 explicitly check that , m 2 , 2N + 1, N + 1, −N) − Q 1 (m 1 , m 2 , 2N + 1, N, −N 
n the maximizer is given by k 1 = n and so the slope is:
as shown in red in Figure 2 . If a = 0 we have the same conclusion because along the diagonal Q is now an increasing linear function in k 1 . Finally if a < 0 we need to determine if c 2 ∈ [ , and if in addition 1 + 2m 1 + m 2 < 0 then c 2 > n − 1/2. This means the maximizer is k 1 = n and the slope is ] and the maximizers are the lattice points on the line closest to c 2 . There may of course be cancellation if there is a tie. To rule this out we check that along the line the sign of the leading term is independent of k 1 . Indeed the leading term on this line is (−1) n . We may conclude that the slope is given by the constant term of Q(m 1 , m 2 , n, c 2 , c 2 −n)/n 2 This gives the slope 3.3. Case 3: m 1 ≤ 0, m 2 ≤ −2. One can check that:
This means that the lattice maximizers of Q will be on the diagonal k 1 = k 2 . Here the restriction of Q is a quadratic and the coefficient of k −3 + 2m 1 + 2m 2 + 2n + 2m 2 n 2(1 − 2m 1 − 2m 2 ) We have c 3 < 0 so the maximum is attained at k 1 = n giving a slope of 0 as shown in yellow in Figure 2 .
If m 1 > −m 2 the quadratic Q is negative definite on the diagonal and the critical point c 3 satisfies c 3 > − if and only if −3m 2 ≥ 2m 1 and this case we get again the maximizer k 1 = n and slope 0.
The only remaining case is 2m 1 > −3m 2 , which means c 3 ∈ (− ]. Here we have to check for cancellation and indeed, there will be cancellation along a subsequence since the leading term alternates along the diagonal, it is (−1) k 1 +n . To finish the proof we must rule out the possibility of a new slope occurring when the degree drops dramatically due to cancellation. Below we will deal with the cancellation and show the drop in degree is at most linear in n so that no new slope can appear. Our conclusion then is that the slope is given by the constant term of Q 3 (m 1 , m 2 , n, c 3 , c 3 )/n 2 which is:
as shown in green in Figure 2. 3.4. Analysis of the cancellation in Case 3. Cancellation happens exactly when the critical point on the diagonal is a half integer c 3 ∈ 1 2 + Z. Note also that not just the two terms tying for the maximum cancel out. All the terms along the diagonal corresponding to k 1 = c 3 ± 
To see how far the degree drops when taking together the canceling terms in pairs and take together D(k) and D(k − a). For a ∈ N the result is:
Here C is an irrelevant common factor and in case of cancellation the monomials q α and (1) s q β are determined to make the leading terms of equal degree and opposite sign. Lastly we have taken out all denominators of the quantum numbers and factorials and
Since we assume the leading terms cancel we investigate the next degree term in both parts of the above formula. For this we can ignore C and the monomials and restrict ourselves to the two products of terms of the form {x}. Both products can be simplified to remove the denominator. The difference in degree between the two terms of {x} is exactly x. If {x} is the least integer that occurs in the product then the difference in degree between the leading term and the highest subleading term is exactly x. For the first term x is k − a + 1 and for the second term it is x = 2k − 2a + 2. In conclusion the highest subleading term does not cancel out and has degree exactly k − a + 1 lower than the leading term.
To finish the argument we would like to show that the b = 0 terms k 1 = c 3 ± 1 2 still produce the highest degree term after cancellation. This is not obvious since the degree drops by exactly c 3 − b + . In other words after cancellation the degree of the terms corresponding to b gains exactly b relative to the b = 0 terms. To settle this matter we show that the difference in degree before cancellation was more than b.
Because b ≥ 1 and 2m 1 > −3m 2 so −1 + 2m 1 + 2m 2 > −1 − m 2 ≥ 1.
The same computation also shows how to deal with the diagonal terms where b > min(c 3 , n− c 3 ) − 1 2 that did not suffer any cancellation because their symmetric partner was outside of nP . We need to show that the difference in degree before cancellation is at least c 3 + . This is true provided that n > m 1 .
Finally we check that the degree of the b = 0 terms before cancellation is greater than c 3 + 1 2 plus the degree of any off-diagonal term. For this we only need to consider the terms (k 1 , k 2 ) = (k 1 , k 1 − 1). Again it follows by a routine computation.
Real versus lattice quadratic optimization
4.1. Real quadratic optimization with parameters. In this section we study the real quadratic optimization problem of Equation (4) and compare it with the lattice quadratic optimization problem of Theorem 1.1.
Fix a rational convex polytope P in R r and a piece-wise quadratic function in the variables n, x where x = (x 1 , . . . , x r ). Then, we have:
Observe that δ(n, nx) is a quadratic polynomial in n with coefficients piece-wise quadratic polynomial in x. it follows that for n large enough,δ R (n) is given by a quadratic polynomial in n. If js R denote the coefficient of n 2 inδ R (n), and δ 2 (x) denotes the coefficient of n 2 in δ(n, nx) then we have: js R = max{δ 2 (x) | x ∈ P } . If δ depends on some additional parameters m ∈ R r , then we get a function
Assume that dependence of δ on m is polynomial with real coefficients. To compute js R (m), consider the piece-wise quadratic polynomial (in the x variable) δ 2 (m, x), which achieves a maximum at some point of the compact set P . Subdividing P if necessary, we may assume that δ 2 (m, x) is a polynomial in x. If the maximumx is at the interior of P , since δ 2 (m, x) is quadratic, it follows thatx is the unique critical point of δ 2 (m, x) and moreover, δ 2 (m, x) has negative definite quadratic part. Since δ 2 (m, x) depends polynomially on m, the condition thatx is a maximum point in the interior of P can be expressed by polynomial equalities and inequalities on m. This defines a semi-algebraic set [BPR03] . On the other hand, ifx lies in the boundary of P , then eitherx is a vertex of P or there exists a face F of P such thatx lies in the relative interior of F . Restricting δ 2 (m, x) and using induction on r, or evaluating atx a vertex of P implies the following.
Theorem 4.1. With the above assumptions, js R : R r → R is a piece-wise rational function of m, defined on finitely many sectors whose corner locus is a closed semi-algebraic set of dimension at most r − 1. Moreover, js R is continuous.
Recall that the corner locus of a piece-wise function on R r is the set of points where the function is not differentiable. Note that the proof of Theorem 4.1 is constructive, and easier than the corresponding lattice optimization problem, since we do not have to worry about ties. Moreover, since we are doing doing a sum, we do not have to worry about cancellations.
4.2.
The case of 2-fusion knots. We now illustrate Theorem 4.1 for the case of 2-fusion knots, where δ(m 1 , m 2 , n, x 1 , x 2 ) is given by Equation (12). Notice that δ(m, n, x) is an affine linear function of m = (m 1 , m 2 ) ∈ R 2 . A case analysis (similar but easier than the one of Section 3 shows the following. Define js R (m 1 , m 2 ) to be the real maximum of the summand for the fusion state sum of K(m 1 , m 2 ). Here we review the fusion construction of knots (and more generally, knotted trivalent graphs) which originates from cut and paste axioms in quantum topology. The construction was introduced by Bar-Natan and Thurston, appeared in [Thu02] and further studied by the second author [vdV09] . Definition 5.1. A seed link is a link that can be produced from the theta graph by applying the moves A, U, X shown in figure 5 . The additional components created by U and X are oriented as shown and are called belts. A k-seed link is a seed link with k belts.
Note that the sign of the crossing introduced by the X-move is does not affect the complement of the seed link. If desired we may always perform all the A moves first. In a picture of a seed link the belts will always be enumerated from bottom to top. So for example the first belt of K is the smallest one.
As suggested above, fusion is not just a way to produce a special class of knots. All knots and links can be presented this way although not in a unique way. This theorem has its roots in Turaev's theory of shadows. A self-contained proof can be found in [vdV09] .
5.2. 1 and 2-fusion knots. We now specialize the discussion of k-fusion knots to the case k = 1, 2. Figure 7 lists the sets of 1-seed and 2-seed links. Since we are interested in knots, let S k denote the finite set of seed links with k belts and k + 1 components.
Lemma 5.4. Up to mirror image, we have
where T, K i , K are the links shown in Figure 7 .
Proof. The seed link T is obtained from the theta graph by a single X move. The links K 1 and K 2 are obtained by first doing an A move to get a tetrahedron graph and then applying two U ′ s or a U and an X on a pair of disjoint edges. Finally K is obtained from the tetrahedron by doing one X move and then a U move on one of the edges newly created by the X. One checks that all other sequences with at most one A move either give links with homeomorphic complement or links including two components that are not belts.
T (m) is the well-understood torus knot T (2, 2m + 1). Observe that K is the seed link of the fusion knots K(m 1 , m 2 ). K 1 (m 1 , m 2 ) and K 2 (m 1 , m 2 ) are alternating double-twist knots (with an even or odd number of half-twists) that appear in [HS04] . The Slope Conjecture is known for alternating knots [Gar11b] . In particular, the Jones slopes are integers.
The next lemma which can be proved using [CDW] summarizes the hyperbolic geometry of the seed links K 1 and K. Lemma 5.5. Each of the links K 1 and K is obtained by face-pairings of two regular ideal octahedra. K 1 and K are scissors congruent with volume 7.327724753 . . . , commensurable with a common 4-fold cover, and have a common orbifold quotient, the Picard orbifod
5.3. The topology and geometry of the 2-fusion knots K(m 1 , m 2 ). In this section we summarize what is known about the topology and geometry of 2-fusion knots. The section is independent of the results of our paper, and we include it for completeness. The 2-parameter family of 2-fusion knots specializes to • The 2-strand torus knots by K(m 1 , 0) = T (2, 2m 1 + 1).
• The non-alternating pretzel knots by K(m 1 , 1) = (−2, 3, 2m 1 + 3) pretzel. In particular, we have: • Gordon's knots that appear in exceptional Dehn surgery [GW08] . More precisely, if L (n) = K(−1, n). These two families intersect at the (−2, 3, 7) pretzel knot; see also [EM97, Fig.26] . Moreover, the knot K(−1, 3) = K4 3 (following the notation of the census [CDW] ) was the focus of [GL05a] . We thank Cameron Gordon for pointing out to us these specializations.
The next lemma summarizes some topological properties of the family K(m 1 , m 2 ).
Lemma 5.6. (a) K(m 1 , m 2 ) is the closure of the 3-string braid β m 1 ,m 2 , where m 2 ) is hyperbolic when m 1 = 0, 1 and m 2 = 0, −1. For a proof of hyperbolicity in case m 1 , m 2 > 6, see [FKP08] .
The next remark points out that the knots K(m 1 , m 2 ) are not always Montesinos, nor alternating, nor adequate. So, it is a bit of a surprise that one can compute some boundary slopes using the incompressibility criterion of [DG12] (this can be done for all integer values of m 1 , m 2 ), and even more, that we can compute the Jones slope in Theorem 1.1 and verify the Slope Conjecture. Thus, our methods apply beyond the class of Montesinos or alternating knots.
Remark 5.7. K(m 1 , m 2 ) is not always a Montesinos knot. Indeed, recall that the 2-fold branched cover of a Montesinos knot is a Seifert manifold [Mon73] , in particular not hyperbolic. On the other hand, SnapPy [CDW] confirms that the 2-fold branched cover of K(−1, −3) (which appears in [GL05a] ) is a hyperbolic manifold, obtained by (−2, 3) filling of the sister m003 of the 4 1 knot. 
