Units, polyhedra, and a conjecture of Satake by Gunnells, Paul E. & Sturm, Jacob
ar
X
iv
:m
at
h/
02
06
21
7v
1 
 [m
ath
.N
T]
  2
0 J
un
 20
02
Units, polyhedra, and a conjecture of Satake
Paul E. Gunnells and Jacob Sturm
May 21, 2002
Abstract
Let F/Q be a totally real number field of degree n. We explicitly evaluate a certain sum
of rational functions over a infinite fan of F -rational polyhedral cones in terms of the
norm map N:F → Q. This completes Sczech’s combinatorial proof of Satake’s conjecture
connecting the special values of L-series associated to cusp singularities with intersection
numbers of divisors in their toroidal resolutions [Sc2].
1. Introduction
1.1. Let F/Q be a totally real number field of degree n with ring of integers ZF . Let
M ⊂ F be a Z-module of rank n, and let ρ ∈ F determine a cosetM+ρ. Recall that x ∈ F
is said to be totally positive if v(x) > 0 for each infinite place v of F . Let U ⊂ Z×F be the
totally positive units, and let UM+ρ ⊂ U be the subgroup with ε(M +ρ) =M +ρ. Choose
a finite index subgroup V ⊂ UM+ρ. Then the pair (M + ρ, V ) determines a collection of
special values
L(M + ρ, V ; s) :=
∑
µ∈(M+ρ)/V
N(µ)−s, s = 1, 2, 3, . . . .
Here N:F → Q is the norm map, and in the sum we omit µ = 0. These series converge
absolutely if s > 1, but only conditionally if s = 1. The theorem of Klingen and Siegel
asserts that these special values are—up to d(M), the square root of the discriminant of
M , and powers of π—cyclotomic numbers, and moreover rational if ρ ∈M . For example,
let F = Q(
√
3), M = Z1 + Z(
√
3/3), ρ = 0, and V = UM = U . Then d(M) = 2/
√
3, and
by computing the L-series numerically to high accuracy (using GP-Pari [GP]) we easily
find
L(M,V ; 1) = −π
2
√
3
6
, L(M,V ; 2) =
π4
√
3
6
, L(M,V ; 3) = −π
6
√
3
36
.
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In [Sa], Satake proposed a geometric interpretation of these special values in terms of cer-
tain intersection numbers. Associated to the data (M,V, s) is a cusp singularity Y ∗(M,V, s);
this is a complex analytic space of complex dimension ns with an isolated singular point
(the cusp), and is obtained by (partially) compactifying the quotient of a bounded sym-
metric domain by an arithmetic subgroup. Examples of this class of singularities in-
clude the cusps in the Baily-Borel compactifications of Hilbert and Picard modular va-
rieties. Using toroidal geometry [AMRT, KKMS], one can construct a desingularization
Y˜ (M,V, s)→ Y ∗(M,V, s) with an exceptional divisor with finitely many irreducible com-
ponents {Dτ}; for s = 1 these components are toric varieties, and for s > 1 they are
toric variety bundles over an n(s− 1)-dimensional abelian variety A. This abelian variety
depends on additional data used to construct Y˜ (M,V, s), but the exact nature of this data
is not important for us. Then Satake’s conjecture, in the special case ρ ∈M , becomes
Vol(A)d(M)((s− 1)!)n
(2πi)ns
L(M,V ; s) =
1
(ns)!
(∑
τ
BτDτ
)ns
. (S)
Here Bτ is a “Bernoulli symbol” defined such that B
k
τ is the kth Bernoulli number Bk,
independent of τ . The modification to ρ 6∈ M is slightly more complicated to state,
but the geometry remains unchanged. Continuing the example from above, we find that
the resolutions Y˜ (M,V ; s) have exceptional divisors Ds with two irreducible components
Ds,1, Ds,2. Computing the relevant intersection numbers yields
κD21,1 = −2, κD21,2 = −3, κD1,1D1,2 = 2,
κD42,1 = 0, κD
4
2,2 = 0, κD
2
2,1D
2
2,2 = 3,
κD63,1 = −12, κD63,2 = −81/2, κD43,1D23,2 = −18, κD23,1D43,2 = −27,
where κ denotes the inverse volume of the appropriate abelian variety. With these inter-
section numbers, (S) becomes
L(M,V ; 1) = −4π
2
2!
√
3
2
(
−3B2 + 4
(
B1)
2 − 2B2
)
= −π
2
√
3
6
,
L(M,V ; 2) =
16π4
4!
√
3
2
(
0 ·B4 + 6 · 3
(
B2
)2
+ 0 ·B4
)
=
π2
√
3
6
,
L(M,V ; 3) = − 64π
6
6!(2!)2
√
3
2
(
−12B6 − 15 · 18B4B2 − 15 · 27B2B4 − 81
2
B6
)
= −π
6
√
3
36
,
where we use the Bernoulli numbers B1 = −1/2, B2 = 1/6, B4 = −1/30, B6 = 1/42, and
where we omit B0 = 1.
1.2. Proofs of this conjecture already appear in the literature in special cases, and always
for ρ ∈M . For s = 1 and F real quadratic, the conjecture for the L-value L(M,V ; 1) was
proved by Hirzebruch [Hir], as a by-product of his resolution of the cusp singularities of
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Hilbert modular surfaces. For all totally real fields and s = 1, independent proofs were
given by Atiyah-Donnelly-Singer [ADS] and Mu¨ller [Mu¨l].
The most general previous results are due to Ogata [Oga], who verified (S) for all n and
odd s. The restriction to odd s arises as follows. Like [ADS] and [Mu¨l], Ogata considers
the L-function
L∗∗(M,V ; s) :=
∑
µ∈M/V
sign(N(µ))|N(µ)|−s,
which converges in a suitable halfplane, has an analytic continuation to the entire complex
plane, and satisfies a functional equation of the form s ↔ 1 − s. He then studies special
values of L∗∗ at nonpositive integral s. The special values of L∗∗ coincide with those of L
for odd positive integral s, but not for even positive integral s—in fact for even positive s
the series L∗∗ has a much more complicated special value (analogous to the special values
of the Riemann zeta function at odd integers ≥ 3), to which the theorem of Klingen and
Siegel doesn’t apply.
The proofs of [Hir] and [ADS, Mu¨l, Oga] differ in essential ways. Hirzebruch’s proof relied
on previous work of Meyer [Mey, Zag], who had computed the L-values L(M,V ; 1) for
real quadratic F explicitly in terms of Dedekind sums. Hirzebruch was able to compute
(essentially) the right of (S) explicitly by a very concrete topological argument, and ob-
served that the two sides matched up to a constant. The proofs of Atiyah-Donnelly-Singer,
Mu¨ller, and Ogata, by contrast, use much heavier machinery: the Atiyah-Patodi-Singer
index theorem, applied to the the manifold with boundary obtained by “cutting off” the
cusp singularity. The main drawback to either to these approaches is that (S) appears to
be true by sheer magic, and one doesn’t directly see why the intersection numbers have
anything to do with special values of L(M,V ; s).
1.3. In [Sc2] Sczech describes a proof of Satake’s conjecture that avoids the difficult
analysis of the index theorem, and explicitly shows how the special values are built from
the intersection numbers of the cusp divisors. The first step of the proof is to perform a
“Hecke unfolding” of the L-series, from a sum over (M + ρ)/V to a sum over the full coset
M + ρ. This is done using the following identity:
L(M,V ; s) =
∑
µ∈(M+ρ)/V
1
N(µ)s
=
∑
µ∈(M+ρ)/V
∑
σ∈C
fs(σ, µ) (•)
where C is a certain V invariant F -rational polyhedral fan supported in (R>0)
n, and the
function fs(σ, x) is, for each fixed positive integer s and each σ ∈ C, a certain rational
function in n variables which Sczech constructs explicitly from the data defining the fan.
V -equivariance properties of the rational functions fs allow one to write the outer sum
in (•) as a sum over M + ρ and the inner sum as a sum over C/V . This shows that the
L-value can be rewritten as a finite sum of “full sums,” where a full sum is a sum over the
affine lattice M + ρ of certain rational functions. Each full sum is equal, in turn, to an
Eisenstein series in the style of [Sc1]. The proof of (S) then consists of a careful evaluation
of the Eisenstein series using the formulas derived in [Sc1].
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The main purpose of this paper is to provide a proof of (•). Together with the arguments
in [Sc2], this completes the proof of Satake’s conjecture. Actually we prove an apparently
weaker statement (Theorem 1): we consider only s = 1 and x0 totally positive, and take
the sum in (•) only over the top dimensional cones of C. However, easy arguments show
that this suffices for the application in [Sc2].
The convergence of (•) is delicate. Since the sum does not have a natural ordering, it has
a meaningful value only if it converges absolutely. In [Sc2] the absolute convergence of the
sum is established for all x0 ∈ F ⊆ Rn (here we regard F as a dense subset of Rn via
its n embeddings into R). One might naturally ask if the sum converges absolutely for all
x0 ∈ Rn, but one can show this is not the case: there is a dense subset Σ ⊆ Rn such that
the sum in (•) fails to converge absolutely for all x0 ∈ Σ.
For the rest of this introduction we sketch the proof of Theorem 1 and give a guide to the
contents of our article. For s = 1 and σ a top-dimensional cone t, we have K = 1, and
the rational function fs(σ, x) becomes a function that we denote h
∗(t)(x). Hence we must
show ∑
t
h∗(t)(x0) =
1
N(x0)
, (•1)
where the sum is taken over all top-dimensional cones t ∈ C, and where x0 is totally
positive.
The rational function h∗(t)(x) satisfies a certain signed additivity property with respect
to simplicial subdivisions of top-dimensional cones (Proposition 1), and h∗(∆∞)(x0) is
exactly equal to 1/N(x0). Hence a natural idea to prove (•1) is to construct a sequence
of partial sums of rational functions {SN (x)} by constructing a finite sequence of unions
of top-dimensional cones {ΣN} such that ΣN → ∆∞, and then by defining SN (x) by
summing h∗ over the cones in ΣN :
SN (x) =
∑
t∈ΣN
h∗(t)(x).
One can then try to show that the sequence SN (x0)→ h∗(∆∞)(x0) as N →∞ by applying
the additivity relation.
The main difficulty in carrying this out is that the value of the partial sum SN (x0) depends
rather subtlely on the geometric properties of ΣN . For example, the singular hyperplanes
of the rational function SN (x) are the linear spans of the cones in the boundary ∂ΣN of
ΣN , and so one must construct ΣN so that these linear spans are far from x0 for large
N . Furthermore, if ∂ΣN is complicated there is highly nontrivial cancellation among the
terms in SN (x0), which makes a direct estimate of the error term infeasible.
To resolve these difficulties, we first define a notion of cycles built from rational polyhedral
cones, and show that h∗ induces a cocycle with coefficients in the field of rational functions
in n variables (§§3–7). This allows us to work with “formal polyhedra” instead of actual
convex polyhedra, and to avoid explicitly dealing with cancellations. Then we analyze the
action of the unit group V on ∆∞ to construct a sequence of convex polyhedral cones
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{ΣN} exhausting ∆∞, and such that the singular hyperplanes spanned by ∂ΣN are far
from x0 (§8). Finally we apply a geometric interpretation of h∗ due to Hurwitz [Hur] to
complete the proof of Theorem 1 (§9).
1.4. We thank Robert Sczech for suggesting this problem to us, for giving us access to
[Sc2], and for many interesting conversations. We thank the NSF for support, and the first
named author is grateful for the support of the Max Planck Institut in Bonn.
2. Notation and statement of the main result
2.1. We retain the notation from §1. In particular, F/Q is a totally real number field
of degree n with ring of integers ZF , M ⊂ F is a rank n Z-module, ρ ∈ F gives a coset
M+ρ, and V ⊂ UM+ρ ⊂ U is a finite-index subgroup of the totally positive units preserving
M + ρ.
We fix an ordering v1, . . . , vn of the infinite places of F , and identify F with its image in
Rn given by these embeddings. We use the notation x(i) for vi(x). Let 〈 , 〉: (Rn)2 → R
be the standard scalar product. Note that if x, y ∈ F , then 〈x, y〉 = Tr(xy). We will use
this scalar product to identify Rn with its dual.
2.2. We recall some notations about cones and fans. For more information we refer to
[Ful]. A subset σ of a real vector space W is called a cone if
(1) σ ∩ −σ = {0}, and
(2) x ∈ σ implies λx ∈ σ for all λ ∈ R≥0.
For any cone σ, the dual cone σ∗ is defined by
σ∗ :=
{
x
∣∣ 〈x, y〉 ≥ 0 for all y ∈ σ}.
A cone is polyhedral if it is the convex hull of finitely many half-lines, simplicial if the
number of these lines can be taken to be the dimension of the linear span Rσ of σ, and
rational if W has a Q-structure and these half-lines each contain nonzero points in W (Q).
Any rational polyhedral cone σ contains a collection of subcones, the faces of σ. We write
τ < σ to indicate that τ is a face of σ. Faces of codimension 1 are called facets .
2.3. Let C be a set of rational polyhedral cones. Then C is a fan if
(1) σ ∈ C and τ < σ implies τ ∈ C, and
(2) if σ, τ ∈ C, then σ ∩ τ is a face of each.
We write C(k) for the subset of C consisting of k-dimensional cones. Following [Sc2], we
reserve the notation t (respectively τ) for an element of C(n) (resp. C(1)).
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Given a cone σ ∈ C, the star of σ is the set
St(σ) :=
{
σ′ ∈ C ∣∣ σ < σ′},
and the link of σ is the set
Lk(σ) :=
{
σ′
∣∣ σ′ < t for some t ∈ St(σ), and σ 6< σ′}.
A fan C′ is a refinement of C if every cone in C can be written as a union of cones in
C′. Given any two rational polyhedral fans, there exists a rational fan that is a common
refinement of each.
Recall that ∆∞ is the totally positive chamber (R>0)
n ⊂ Rn. Throughout this paper, we
will only consider polyhedral fans C satisfying the following properties:
(1) C is locally finite, apart from {0} ∈ C,
(2) C is simplicial,
(3) C is F -rational, i.e. each σ ∈ C is generated by half-lines defined over F ,
(4) there is a finite-index subgroup V of the totally positive units that acts on C via the
embedding of F into Rn, and
(5) C gives a decomposition of the totally positive chamber:⋃
σ∈C
σ 6={0}
σ = ∆∞.
Note that this last condition implies |C| is infinite. We call fans satisfying conditions
(1)–(5) good fans . The existence of good fans was proved in great generality by Ash in
Chapter II of [AMRT] (there, a good fan is called a Γ-admissible decomposition).
2.4. In what follows, we use the notational convention of multivariables. In particular,
let x be a real multivariable with components x1, . . . , xn, and let A = (A1, . . . , An) be
an n-tuple of vectors in Rn. Let C(x) be the field of rational functions in the variables
x1, . . . , xn. Our goal is to define two maps
h, h∗: (Rn)n −→ C(x)
A 7−→ h(A)(x), h∗(A)(x)
that will play an important role in the sequel.
First, we define the function h(A)(x) ∈ C(x) by
h(A)(x) =
detA
〈x,A1〉 · · · 〈x,An〉 .
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Next we define the “dual function” h∗(A)(x) as follows. If the set A is linearly dependent
we put h∗(A)(x) = 0. Otherwise we let B = (B1, . . . , Bn) be the dual basis to A with
respect to our inner product, and put
h∗(A)(x) := h(B)(x).
As a function of the Ai, both h and h
∗ are homogeneous of degree 0. Moreover, if E =
(e1, . . . , en) is the canonical basis of R
n, then h(E)(x) = h∗(E)(x) = 1/N(x), where for
x ∈ Rn we put N(x) = ∏xi (this agrees with the usual norm map on F ⊂ Rn). Each of
these function also enjoys a cocycle property:
Proposition 1. [Sc2] Given n+ 1 vectors A0, . . . , An, let A
(i) be the tuple
(A0, . . . , Aˆi, . . . , An),
where the hat means to delete the ith component. Then we have
n∑
i=0
(−1)ih(A(i))(x) =
n∑
i=0
(−1)ih∗(A(i))(x) = 0.
2.5. We recall the geometric interpretation of h due to Hurwitz [Hur]. Suppose 〈x,Ai〉 6= 0
for A1, . . . , An, and detA 6= 0. The points Ai determine 2n simplicial cones in Rn, and
hence 2n−1 regions in Pn−1 = P(Rn). Among these regions is a unique region R that
misses the hyperplane {y | 〈x, y〉 = 0}. Then up to sign, the value of h(A)(x) is given by
the integral ∫
R
Ωx, where Ωx =
(n− 1)!
〈x, y〉n
n∑
i=1
(−1)i−1yi dy1 · · · dˆyi · · ·dyn.
Here
∫
R
Ωx is equal to the euclidean area of the region R viewed as a subset of R
n as
follows: R ⊆ Pn−1\x⊥ = Rn. Moreover, the sign is determined by fixing an orientation
on an affine chart containing R.
2.6. We extend the notation for h and h∗ as follows. Recall that M ⊂ Rn is a lattice.
Given any 1-cone τ ∈ C(1), let Aτ ∈ τ ∩M be the nonzero point closest to the origin. Fix
a global orientation on Rn. Then if t ∈ C(n), we let At be the n-tuple (Aτ | τ < t), where
the points are positively ordered with respect to the orientation. Then we define
h(t)(x) := h(At)(x),
and define h∗(t)(x) by using the dual basis to At. Note that the singular hyperplanes of
h∗(t)(x) are exactly the linear spans of the facets of t.
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2.7. Now consider the infinite sum of rational functions
S(C)(x) :=
∑
t∈C(n)
h∗(t)(x).
We want to evaluate this sum at x = x0 ∈ ∆∞, but we must be careful because singular
hyperplanes of some terms may pass through x0. Let Ux0 be the set of singular cones
determined by x0:
Ux0 :=
{
σ ∈ C ∣∣ dim(σ) < n, x0 ∈ Rσ, x0 6∈ Rσ′ for all σ′ < σ}.
If Ux0 = ∅, then every term in S(C)(x0) is well defined, and we say that x0 is nonsingular
with respect to C. One can show in this case that if x0 ∈ F then S(C)(x0) is absolutely
convergent [Sc2].
On the other hand, if Ux0 6= ∅, then we must make the following modifications to S(C).
For any σ ∈ Ux0 , in S(C)(x) we replace the sum of set of rational functions
Hσ =
{
h∗(t)(x)
∣∣ t ∈ St(σ) ∩ C(n)}
with the finite sum Θσ :=
∑
h∈Hσ
h. We do this for all σ ∈ Ux0 , and add together the
resulting rational functions.
Proposition 2. All terms in the sum constructed by the above procedure are well-defined.
Proof. Let σ ∈ Ux0 . We must show that x0 does not lie in the singular hyperplanes of the
function Θσ. By Proposition 1, the singular hyperplanes of Θσ are the linear spans of the
dimension n− 1 cones in Lk(σ). Thus it suffices to show that Lk(σ) ∩ Ux0 = ∅.
Suppose not and let σ′ be a member of this intersection. By assumption, x0 ∈ Rσ′∩Rσ =
R(σ′ ∩ σ). Since σ′ 6> σ, the minimality of σ is contradicted.
One can also show in this case that if x0 ∈ F , the resulting series is again absolutely
convergent [Sc2].
Lemma 1. Let x0 ∈ F , and let C be a good fan. If C′ is any other good fan, then
S(C)(x0) = S(C
′)(x0).
Proof. First suppose that C′ is a refinement of C, and that x0 is nonsingular with respect
to both C and C′. By the cocycle property, each term in S(C)(x0) is a finite sum of terms
from S(C′)(x0). Since both sums converge absolutely, this implies they have the same
sum. The singular case is handled by considering sums over stars as above, and we leave
the details to the reader.
Now if C′ is any good fan, we can construct an F -rational common refinement C′′ of C and
C′. This will also be a good fan, although perhaps with respect to a different subgroup
V ′′. The previous argument shows S(C)(x0) = S(C
′′)(x0) = S(C
′)(x0), which completes
the proof.
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We are now ready to state our main result:
Theorem 1. Let C be a good fan (§2.3), and suppose that x0 ∈ F is totally positive. Then
S(C)(x0) =
1
N(x0)
.
The proof will occupy the rest of the article.
3. Chains and cycles in linear varieties
3.1. Let X be a linear variety of dimension n, that is X is an algebraic variety biregular
with Pn. Since the automorphism group of Pn is PGL(n+ 1), any concept that involves
the linear structure of Pn is meaningful for X . In particular, if we fix an isomorphism
φ : Pn → X , we may define a line in X to be the image under the map φ of a line in Pn.
The definition does not depend on the choice of φ and thus the concept of a line (plane,
hyperplane, etc.) is intrinsic to X .
If X is a linear variety, then we define X∗ to be the set of hyperplanes in X . Then X∗ has
a canonical structure of linear variety.
3.2. We wish to define Ck(X) and Zk(X), the chains and cycles of dimension k.
Let C0(X) = Z[X ], that is, C0(X) is the free abelian group generated by the points of X .
Thus c0 ∈ C0 is a map c0:X → Z with the property c0(x) = 0 for all but finitely many x.
Let ∂0:C0(X)→ Z be the map ∂0(c0(x)) =
∑
x∈X c0(x), and let Z0 = ker ∂0.
We define Ck(X) inductively:
Ck(X) =
⊕
L(k)⊆X
Zk−1(L
(k)),
where L(k) ranges over all linear subvarieties of dimension k, and Zk−1(L
(k)) is the group
of k−1 cycles in L(k). A typical element of Ck(X) has the form ck = ck(X) = (zk−1(L(k))),
where zk−1(L
(k)) is a k − 1 cycle in L(k) that is zero for all but finitely many L(k).
If Y,X are linear varieties with Y ⊆ X , then we have a canonical map Zk−1(Y ) →֒
Zk−1(X), which we denote zk−1(Y ) 7→ zk−1(Y,X). Using this we define the differential
∂k:Ck(X)→ Ck−1(X) by
∂k(ck) = ∂k((zk−1(L
(k))) =
∑
L(k)⊆X
zk−1(L
(k), X),
and put Zk(X) = ker(∂k). Note that ∂k ◦ ∂k−1 = 0.
3.3. We now give some examples of our construction.
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(1) The cycle group Z0(L) is generated by elements of the form w − v where v, w ∈ L
(here L ⊆ X is any linear subvariety). The only relations are (w − v) + (v − u) = (w − u)
and (w − v) = −(v − w), where u, v, w ∈ L.
(2) The chain group C1(X) is generated by symbols of the form 〈w − v〉, with w, v ∈ X .
The only relations are 〈w−v〉 = −〈v−w〉 and 〈w−v〉+〈v−u〉 = 〈w−u〉 where w, v, u ∈ X
are collinear. If c1 =
∑
ai〈wi − vi〉 ∈ C1(X), note that ∂1(c1) =
∑
ai(wi − vi) ∈ C0(X).
(3) Every element of Z1(X) can be written in the form
∑r
i=1〈vi+1−vi〉, where vr+1 = v1.
3.4. Now we discuss simplicial cycles. Let A0, . . . , Ak ∈ X be linearly independent (the
concept of linear independence is intrinsic to X). Then we define σk−1(A0, . . . , Ak)(X) ∈
Zk−1(X) as follows:
(1) If k = 1, then σ0(A0, A1) := A0 − A1.
(2) If k > 1, then
σk−1(A)(X) = σk−1(A0, . . . , Ak)(X) :=
k∑
r=0
(−1)rσk−2(A0, . . . , Aˆr, . . .Ak)(Lr),
where Lr is the linear space spanned by A0, . . . , Aˆr, . . . , Ak.
(3) If A0, . . . , Ak ∈ X are linearly dependent. then σk−1(A0, . . . , Ak)(X) := 0.
Proposition 3.
(1) σk−1(A)(X) ∈ Zk−1(X).
(2) For every permutation π on k + 1 letters, we have
σk−1(Api(0), . . . , Api(k)) = sign(π)σk−1(A0, . . . , Ak).
(3) Zk−1(X) is spanned by simplices.
Proof. The proofs of (1) and (2) are standard. For (3), let zk−1(X) = (zk−2(L)) ∈
Zk−1(X). Then by induction
zk−2(L) =
∑
A∈A(L)
σk−2(A)(L),
where A(L) is a finite set of k tuples in L. Now let A0 ∈ X be arbitrary. Then we can
check that
zk−1(X) =
∑
L
∑
A∈A(L)
σ(A0, A)(X).
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4. CPD functions
4.1. Let G be a torsion free abelian group and let f :Xk+1 → G be a function. Then we
say that f is a CPD function if it satisfies the cocycle property, the permutation property,
and the degeneracy property:
C. For every A0, . . . , Ak+1 ∈ X , we have
k+1∑
r=0
(−1)rf(A0, . . . , Aˆr, . . . , Ak+1) = 0.
P. For every permutation π on k + 1 letters, we have
f(Api(0), . . . , Api(k)) = sign(π)f(A0, . . . , Ak).
D. If (A0, . . . , Ak) are linearly dependent, then f(A0, . . . , Ak) = 0.
4.2. Here are some examples of CPD functions.
(1) Let X = Pn−1 and let G = R(x), the field of rational functions in n real variables,
viewed as an abelian group with respect to addition. The function h: (Rn)n → R(x) from
§2.4 is homogeneous in the points (A1, . . . , An). Hence it induces a function h: (Pn−1)n →
R(x), and this is a CPD function.
(2) Let X be a linear variety of dimension n, let X∗ be the dual variety, and let
G = Zn−1(X
∗). We define a CPD function D:Xn+1 → G as follows. If A0, . . . , An
are linearly dependent, then D(A0, . . . , An) := 0. Otherwise we let D(A0, . . . , An) :=
σn−1(B0, . . . , Bn), where Bi ∈ X∗ is the linear space spanned by A0, . . . , Aˆi, . . . , An.
The following proposition shows that a G-valued CPD function f extends to give a G-
valued cocycle f˜ on the cycle group Zk−1(X). This will play a key role in the proof of
Theorem 1.
Proposition 4. Let f :Xk+1 → G be a CPD function. Then there exists a unique
homomorphism f˜ :Zk−1(X) → G satisfying f˜(σ(A0, . . . , Ak)(X)) = f(A0, . . . , Ak) for all
A0, . . . , Ak ∈ X.
Proof. Let f˜ be the function defined on simplices in Zk−1(X) as in the statement of the
proposition. Then f˜ can be defined on any cycle z ∈ Zk−1(X) by writing z =
∑
A σ(A),
where the σ(A) are simplices, and then putting f˜(z) =
∑
A f˜(σ(A)). That this extension
is well-defined follows immediately from the cocycle property of the CPD function f .
Definition 1. Suppose D is the CPD function in the second example above. Then
the extension D˜ gives a map Zk−1(X) → Zk−1(X∗). We shall write D˜((zk−1)(X)) =
[zk−1(X)]
∗, and shall say that [zk−1(X)]
∗ is the dual cycle to zk−1(X).
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5. Convex Polyhedra
5.1. We now extend some of the basic notions of convex geometry in affine space to the
linear varietyX . An open half space ofX is a connected component of the setX\(H1∪H2),
where H1, H2 ⊆ X are two different hyperplanes. A closed half space is the closure of an
open half space. A convex polyhedron K ⊂ X is a finite intersection of closed half spaces
with the property K ∩H = ∅ for some hyperplane H. Thus a convex polyhedron is just
the image of a usual compact convex polyhedron in Rn+1 \ {0} via the map Rn+1 \ {0} →
Pn → X . Moreover, there is similarly an obvious bijection between polyhedral cones in
Rn+1 and convex polyhedra in X .
Let H ⊆ X be a hyperplane. If v1, . . . , vr are points in the affine space ∈ X \H, then the
convex hull of {v1, . . . , vr} in X \H (in the usual sense of convex geometry) is a convex
polyhedron in X . We can also define the convex hull of a set of points in X without passing
to an affine subset, simply by applying the usual definition with our notion of half space.
If r = k + 1 and if the vi are linearly independent, then we call the resulting convex hull
a simplicial polyhedron.
5.2. Now let K ⊆ X be a convex polyhedron with dim(K) = dim(X) = k. Let K∗ ⊆ X∗
be the set of hyperplanes in X that do not intersect the interior of K. Then K∗ is called
the dual of K, and is itself a convex polyhedron in X∗. It is easy to check that if K is a
convex polyhedron corresponding to the polyhedral cone σK ∈ Rn+1, then the dual convex
polyhedron K∗ corresponds to the dual cone σ∗K .
An equivalent definition of K∗ is as follows. Let h by any fixed point in the interior of
K. Then h∗, the set of hyperplanes of X that pass through h, is a hyperplane in X∗. Let
Φ1, . . . ,Φt be the faces of K. Then the Φi span hyperplanes Hi that do not contain h and
thus determine points H∗i ∈ X∗ \ h∗. Then K∗ is the convex hull of F ∗i inside X∗ \ h∗.
The faces of K∗ are convex polyhedra in 1–1 correspondence with the non-degenerate
vertices of K (these are the vertices not contained in any of the planes spanned by the
proper faces of K). If v is such a vertex, then the face F ∗v corresponding to v is the convex
polyhedron in v∗ whose vertices are the hyperplanes spanned by the faces of K containing
v. Thus F ∗v is the convex hull of those vertices, taken inside v
∗ \ h∗.
5.3. There is another procedure for constructing F ∗v ⊆ v∗ that is useful for inductive
proofs. Let v ∈ K be a non-degenerate vertex. Then there exists a hyperplane Hv ⊆ X ,
called a vertex hyperplane, with the following properties:
(1) v /∈ Hv.
(2) If Fv = K ∩ Hv, then K \ Hv consists of two connected components. One of those
components has, as its closure, the convex polyhedron given by the convex hull of Fv, and
the point v.
The convex polyhedron F ∗v is the dual of Fv in the sense of §5.2. To be precise, we have
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a canonical map H∗v → v∗ that associates to a hyperplane L ⊂ Hv the hyperplane of X
spanned by v and L. Then the dual of Fv, which is a convex polyhedron in H
∗
v , is identified
with F ∗v via the canonical map H
∗
v → v∗.
6. The cycle associated to a polyhedron
6.1. Let K ⊆ X be an oriented convex polyhedron of dimension k. Then we associate
to the boundary of K a cycle zk−1(K)(X) ∈ Zk−1(X) as follows. If K is 1 dimensional,
then ∂(K) is just a pair of points x, y ∈ X . The orientation allows us to assign one of the
points, say x, the value +1, and the other point y the value −1. Then we define z0(K) to
be x− y.
In general, we define zk−1(K) inductively as follows. For each face F ⊆ K, let LF be the
linear space spanned by F . Then F is a convex polyhedron of dimension k − 1 embedded
in LF . Thus zk−2(F )(LF ) has been defined as a k − 2 cycle in LF . We now define
zk−1(K) =
∑
F
zk−2(F )(LF ).
In particular,
zk−1(K
∗) =
∑
v
zk−2(F
∗
v ) =
∑
v
zk−2([K ∩Hv])∗). (1)
A cycle of the form zk−1(K) is called a polyhedral cycle.
At this stage we have two notions of duality for a polyhedral cycle z(K): the cycle z(K∗)
associated to the dual convex polyhedron K∗, and the dual cycle [z(K)]∗ constructed using
the CPD function D˜ from Example 2 of §4.2. The following theorem asserts that these
two notions coincide.
Theorem 2. Let K ⊆ X be a convex polyhedron. Then we have
zk−1(K
∗) = [zk−1(K)]
∗.
Proof. Without loss of generality, we may assume the faces of K are simplicial polyhedra.
Choose a point u in the interior of K. Then K = ∪F c(u, F ) is a decomposition into
simplicial polyhedra, where c(u, F ) is the cone on F with vertex u, and F ranges over all
faces of K. We obtain
zk−1(K) =
∑
F
zk−1(c(u, F )),
and thus
[zk−1(K)]
∗ =
∑
F
[zk−1(c(u, F ))]
∗.
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On the other hand, we have
zk−1(K
∗) =
∑
v
zk−2([K ∩Hv])∗)
Hence we must show∑
v
zk−2([K ∩Hv])∗) =
∑
F
[zk−1(c(u, F ))]
∗ =
∑
F
zk−1(c(u, F )
∗), (2)
where Hv is a vertex hyperplane. Here the second equality follows since c(u, F ) is a
simplicial polyhedron, and our theorem is trivially true for such polyhedra.
Each side of (2) is a cycle in X∗, and thus each side has a v∗ component for all v ∈ X . We
shall compare the v∗ components for each v and show they are equal. Fix v ∈ X . We may
assume v is a non-degenerate vertex of K, for otherwise the v∗ component of each side of
(2) vanishes. Applying (1) with K replaced by c(u, F ), and substituting the result in (2),
we are reduced to showing
zk−2([K ∩Hv]∗) =
∑
{F |v∈F}
zk−2([c(u, F ) ∩Hv]∗).
But we clearly have
zk−2([K ∩Hv]) =
∑
{F |v∈F}
zk−2([c(u, F ) ∩Hv]), (3)
since K∩Hv = ∪{F |v∈F}[c(u, F )∩Hv] is a decomposition into simplicial polyhedra. Taking
duals of both sides of (3), and using induction on k, completes the proof.
7. Cycles and the function h∗
7.1. Now we want to apply the machinery in §§3–6 to compute the sum S(C)(x0) for
totally positive x0 ∈ F . Let X be the projective space Pn−1. Recall that we have identified
Rn with its dual. This allows us to identify X with its dual X∗, and thus to identify Zk(X)
with Zk(X
∗). We will do this throughout the following discussion. Also, from this point
on we will only need to consider the cycle group Zn−2(X), and so to lighten notation we
will drop the degree subscripts if no confusion is possible.
7.2. Let t ∈ C(n) be a top dimensional cone. The results from the previous sections show
that t determines a polyhedron Kt and a cycle z(Kt) ∈ Z(X). If t∗ is the dual cone with
associated polyhedron K∗t , then we have
(z(Kt))
∗ = z(K∗t ),
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where the star on the left denotes the dual cycle construction. Let h˜:Z(X)→ C(x) be the
extension to Z(X) of the function described in Example (1) from §4.2 (whose existence is
guaranteed by Proposition 4). Then we have
h∗(t)(x) = h˜(z(Kt)
∗).
In particular, let T ⊂ C(n) be any finite subset, and consider the sum
S(T )(x) :=
∑
t∈T
h∗(t)(x).
Let z(T ) be the cycle
∑
t∈T z(t). Then it follows that
S(T )(x) = h˜(z(T )∗)(x).
7.3. Now suppose
Σ :=
⋃
t∈T
t
is itself a convex polyhedral cone. In general, Σ will not be simplicial, but there is nev-
ertheless a well-defined cycle z(Σ) ∈ Z(X) associated to Σ, namely that which is induced
by the polyhedron KΣ. The next lemma follows easily from the previous discussion and
the formal properties of our cycle apparatus. We omit the simple proof.
Lemma 2. We have
S(T )(x) = h˜(z(KΣ)
∗)(x).
8. Admissible units
8.1. To this point we have not used the fact that C admits an action by a finite-index
subgroup V of U , the group of totally positive units. In this and the next section we use
this structure to construct a new fan C′ with S(C)(x) = S(C′)(x), and then to construct
a sequence of partial sums for S(C′)(x). Then in the final section we apply the cycle
machinery and Hurwitz’s geometric interpretation of h to complete the proof of Theorem
1. We begin by discussing some special collections of units in V . From now on, we assume
that n ≥ 3, since in the quadratic case a direct proof of the main theorem is easy.
8.2. Recall that E = (e1, . . . , en) is the canonical basis of R
n. Let ε ∈ U be a totally
positive unit. The limit pair L(ε) is the pair of projective points (ε(−∞), ε(∞)) ⊂ Pn−1×
Pn−1, where
ε(α) := lim
t→α
εt.
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It is easy to see that ε(α) always has the form
∑
i∈I ei, where we abuse notation slightly
and use the same symbol for a point in Rn and the point it induces in Pn−1. We say ε is
generic if its limit pair has the form (ei, ej), where i 6= j.
Let [[n]] = {1, . . . , n}, and let I be the set of all subsets of [[n]] of order (n− 1). Recall that
for any i ∈ [[n]] and x ∈ F , we denote vi(x) by x(i). In what follows indexing subscripts
and superscripts referring to the real places of F will be taken modulo n.
Definition 2. Let T = {ε1, . . . , εn} ⊆ U be a set of totally positive units such that for
any I ∈ I, the subset TI = {εi | i ∈ I} is independent (i.e., the regulator of TI is nonzero).
We say that T is admissible if the following hold:
(1) For each ε ∈ T , the coordinates (ε(1), . . . , ε(n)) are distinct.
(2) We have L(εi) = (ei, ei+1).
(3) We have L(εi/εj) = (ei, ej) for i 6= j.
Lemma 3. Let ε1, . . . , εn ∈ V and let T = {ε1, . . . , εn}. Suppose that T satisfies the
following: there exist real numbers b > a > 1 such that for each εi ∈ T , we have
(1) ε
(i)
i < 1, ε
(j)
i > 1 if j 6= i;
(2) ε
(i+1)
i > ε
(i+2)
i > · · · > ε(i−1)i ;
(3) ε
(j)
i /ε
(k)
i ∈ (a−1, a) for all j, k 6= i; and
(4) ε
(j)
i /ε
(i)
i > b, for all j 6= i.
Then T is admissible.
Proof. The first admissibility condition is clearly satisfied, and we need only check that
limit pairs behave as desired. The condition L(εi) = (ei, ei+1) is obvious. The condi-
tion L(εi/εj) = (ei, ej) follows since in the ratio µ = εi/εj , the smallest (resp. largest)
component is µ(i) (resp. µ(j)).
Proposition 5. Any finite-index V ⊂ U contains an admissible set of units. In fact, for
every b > a > 1, there exists T ⊆ V satisfying the hypothesis of lemma 3.
Proof. Consider the standard map log:∆∞ → Rn given by x 7→ (log x(1), . . . , logx(n)).
The group V is taken to a discrete subgroup L(V ) ⊂ Rn, which we may view as a lattice
in the hyperplane H = L(V ) ⊗ R. This also endows H with a Q-structure, namely
H(Q) = L(V )⊗Q.
Now fix b > a > 1 and consider what conditions the hypotheses of Lemma 3 become in
the subspace H. Let (ξ1, . . . , ξn) be the coordinates of a point in R
n with respect to E,
so that H is defined by the equation
∑
ξi = 0. (Note that the rational structure induced
by E is not the same as that induced by L(V ).) We find that a set of units {ε1, . . . , εn}
Units, polyhedra, and a conjecture of Satake 17
satisfies (1)–(4) of the statement if and only if for each i, the point (log ε
(1)
i , . . . , log ε
(n)
i )
lies in the region Ri ⊂ H determined by the inequalities
(1) ξi < 0, ξj > 0 for j 6= i;
(2) ξi+1 > ξi+2 > · · · > ξi−1;
(3) − log a < ξj − ξk < log a, for all j, k 6= i; and
(4) ξj − ξi > log b, for all j 6= i.
We claim that each Ri is an unbounded open set in H of full dimension. This can be seen
as follows. For fixed i, the conditions (1) define an (n− 1)-dimensional simplicial cone
σi =
{∑
i6=j
λj(ej − ei)
∣∣ λj ∈ R≥0}.
The conditions (2) cut out an (n− 1)-cone σ′i in the barycentric subdivision of σi. Let τi
be the barycenter of σi, i.e. the 1-cone
τi = R≥0(−(n− 1)ei +
∑
j 6=i
ej),
and let Ui be a small tubular neighborhood of τi. Then each inequality in (3) determines a
half-space containing Ui. Hence the intersection of these half-spaces with σ
′
i is unbounded.
Finally, the half-spaces determined by (4) include all points in Ui that are sufficiently far
away from the origin, and hence the region Ri is unbounded and has dimension n− 1.
Figure 1 shows the Ri for the case n = 4. The vertices of the cuboctahedron P are the 12
points {ei − ej | i 6= j}. Each σi is a cone generated by a triangular face of P with apex
at the center of P . The τi are the rays through the centers of these four faces of P , and
the Ri are the four thin semiinfinite prisms.
To conclude the proof, we claim that each Ri contains infinitely many points of L(V ).
Indeed, we assert that for each i, we have L(V )∩ τi = {0}. This proves the claim, since it
implies the image of L(V ) is dense in the quotient H/Rτi, and hence the inverse image of
any open set in this quotient must contain infinitely many points of L(V ).
To prove the assertion, let x ∈ L(V ) ∩ τi be nonzero. Then we may write
x = (λ, . . . , λ,−(n− 1)λ, λ, . . . , λ),
for some positive real number λ, where the −(n − 1)λ appears in the ith position. This
implies that there is a unit ε of the form
ε = (eλ, . . . , eλ, e−(n−1)λ, eλ, . . . , eλ);
in other words, all vj(ε) with j 6= i are equal. We claim that no element of F that is not
in Q can have this form. To see this, let α 6= β be the distinct infinite places of ε, and let
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f(X) = (X − α)n−1(X − β) ∈ R[X ]. Clearly f(ε) = 0, and so the minimal polynomial
g(X) of ε must divide f . This implies g(X) = (X − α)(X − β), which implies ε ∈ F is
quadratic over Q. But this means that under F → Rn, half of the embeddings must equal
α and half must equal β. This contradicts the assumption that n ≥ 3 and the proof of the
proposition is complete.
Figure 1. The regions Ri for a quartic field.
9. Partial sums
9.1. Let V be a fixed subgroup of finite index in U , the group of totally positive units.
Choose and fix an admissible set of units T = {ε1, . . . , εn} satisfying the conditions of
Lemma 3, with a, b chosen so that b > an > 1. For each I ∈ I, define VI by
VI =
{∏
i∈I
εαii
∣∣ αi ∈ Z,∑
i∈I
αi = 0
}
.
Let ΣI ⊂ ∆∞ be the convex cone generated by the half-lines through the points VI .
Lemma 4. The points in VI generate the spanning rays of ΣI . In other words, no point
of VI lies in the relative interior of ΣI .
Proof. Let j = [[n]] \ I and let ϕj : ∆∞ → Rn−1+ be the map
ϕj(x1, . . . , xn) =
(
x1
xj
, . . . ,
x̂j
xj
, . . . ,
xn
xj
)
where the jth component is omitted. Since ϕj takes straight lines to straight lines, we see
that the image ΠI = ϕj(ΣI) is a convex polyhedral subset of R
n−1
+ with ϕ
−1
j (Πj) = ΣI .
To prove the lemma it thus suffices to show that the points{
ϕj(v)
∣∣ v ∈ VI} (4)
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are the vertices of Π = ΠI .
Now consider the set ∂ΠR of the boundary of the “real points” of Π, by which we mean
the subset in Rn−1 of points of the form
∂ΠR :=
{
ϕj
(∏
i∈I
εtii
) ∣∣ ti ∈ R, ∑
i∈I
ti = 0
}
.
We claim that
∂ΠR =
{
(z1, . . . , zn−1)
∣∣ zi > 0,∏ zaii = 1},
where (a1, . . . , an−1) are certain fixed real numbers. To see this, assume (to ease nota-
tion) that j = n, and let Z (respectively T ) be the column vector t(z1, . . . , zn−1) (resp.
t(t1, . . . , tn−1)). Then Z ∈ ∂ΠR if and only if logZ = E · T for some T , where E is the
matrix whose p, q entry is
(log ε(p)q − log ε(j)q ), p, q = 1, . . . , n− 1.
Since the εi generate a subgroup of the unit group with full rank, the matrix E is invertible.
This proves the existence of the ai. In fact, we have (a1, . . . , an−1) = (1, . . . , 1)E
−1. The
same argument works for any j = 1, . . . , n− 1, which proves the claim.
Next we claim that all the ai are positive: If not, then we can rewrite
∏
zaii = 1 as∏
k∈A z
rk
k =
∏
l∈B z
sl
l where I = A ∪ B is a partition into disjoint non-empty subsets,
and the rk, sl are all positive real numbers. Let rk0 = max rk and sl0 = max sl, and let
z = ϕ(εl0/εk0). Then z ∈ ∂ΠR. Moreover, zk0 > (ba−1)rk0 and zk > a−rk0 if k 6= k0.
Since b > an, this shows
∏
k∈A z
rk
k > 1. Similarly,
∏
l∈B z
sl
l < 1. This is a contradiction,
and thus we conclude that all the ai are positive.
Let ΠR be defined as
ΠR =
{
(z1, . . . , zn−1)
∣∣ zi > 0,∏ zaii ≥ 1},
We claim that ΠR is a convex subset of R
n−1. Note first that ∂ΠR is the graph of the
function f :Rn−2 → R defined by
f(z1, . . . , zn−2) =
n−2∏
i=1
z−pii , pi > 0.
Now consider the Hessian matrix
M =
( ∂2f
∂zi∂zj
)
.
We claim that M is positive-definite, from which the convexity of ΠR follows immediately.
To see this, for k = 1, . . . , n− 2 let Mk be the k × k upper-left submatrix of M . Then by
an induction argument
detMk = (1 +
∑
i≤k
pi)
∏
i≤k
piz
−(n−2)pi−2
i . (5)
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Since pi, zi > 0, this determinant is positive on ∂ΠR for each k. By a standard result of
linear algebra, this impliesM is positive-definite, and thus ΠR is a convex subset of R
n−1.
We claim convexity of ΠR implies that the points in (4) are exactly the vertices of Π. To
see this, assume that ϕj(v) is in the relative interior of Π for some v ∈ VI . Since ΠR is
convex, we deduce that Π ⊆ ΠR and hence ϕj(v) is in the relative interior of ΠR. But
ϕj(v) ∈ ∂ΠR. This contradiction completes the proof.
Lemma 5.
(1) The faces on the n−1 dimensional convex polyhedron ΠI ⊆ Rn−1+ are compact polyhedra
of dimension n− 2.
(2) If we let FI denote the set of faces of ΠI , then there exists a finite subset SI ⊆ FI
with the following property: For every f ∈ FI there exists ε ∈ VI such that f = ε · s for
some s ∈ SI .
Proof. Let f ∈ F , let H be the hyperplane spanned by f , and v ∈ f ⊆ H be a vertex of f .
For each i = 1, . . . , n, choose a εi ∈ VI that is very close to the standard basis element
ei inside P
n−1 (in other words, the ith component of εi is much larger than all the other
components). For r a positive integer, we let K(r) be the hyperplane spanned by the εri .
We see that K(r) ∩Rn−1≥0 is a compact simplex of dimension n− 2.
Let K˜(r) be the n − 1 simplex spanned by K(r) and the origin. Then K˜(r) is compact
and contains H ∩Rn−1≥0 for r sufficiently large. Thus shows that H ∩Rn−1≥0 is a compact
simplex, and thus H ∩Π is compact, which proves the first part of Lemma 5.
Now we note that VI acts on ∂ΠR and that ∂ΠR/VI is compact. Thus we can choose r
such that K˜(r) contains a compact fundamental domain D ⊆ ∂ΠR. Now let f ∈ FI , let
v ∈ f be a vertex, and choose ε ∈ VI such that ε · v ∈ D. Then ε · f is a face of ∂Π, and
by the proof of part one, ε · f ⊆ K˜(r′) for some r′ > r that depends on D but not on f .
Thus all the vertices of ε · f lie in K˜(r′)∩ΠR, which is compact. Since VI ∩ K˜(r′)∩ΠR is
finite, the second part of the lemma is proved.
9.2. Now we come to the main tool that we need to prove Theorem 1.
Theorem 3. Let C be a good fan, and V ⊆ U a subgroup of finite index acting on C.
Then there exists C′, a good refinement of C, and a family of convex subsets ΣN ⊆ ∆∞,
with the following properties:
1. For each N , the set ΣN is a finite union of top dimensional simplices in C
′.
2. ∆∞ =
⋃
N
ΣN .
Proof. Let {ε1, . . . , εn} satisfy the conditions of Lemma 3, with a, b chosen so that b >
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an > 1. For each j, 1 ≤ j ≤ n, let I(j) = {i | 1 ≤ i ≤ n, i 6= j}. Define
ΣN =
N⋂
J=1
ε−Nj · ϕ−1j (ΠI(j))
Now fix j, and let I = I(j). Let Dj = ϕj(C), which is a simplicial decomposition of Rn−1.
Choose a fundamental domain F for the action of V on Rn−1 of the form
F =
⋃
t∈T
t,
where T is a finite subset of top dimensional simplices in D, and let SI be as in Lemma 5.
Since SI is finite, and since, by Lemma 5, the elements of SI are compact, the set{
(ε, t, s) ∈ V × T × SI
∣∣ ε · s ∩ t 6= ∅}
is finite. Thus there is a simplicial decomposition D′j , which is a refinement of Dj , with
the property that every f ∈ FI is a finite union of n− 2 simplices in D′j .
Let C′ be a common refinement of ϕ−1J (D′j) for all j. Then C′ clearly satisfies condition 1
of Theorem 3, and ΣN clearly satisfies condition 2.
10. Proof of the main theorem
We now complete the proof of Theorem 1. Let x0 ∈ F be totally positive, and con-
sider the sequence of cones {ΣN} constructed in Theorem 3. By Theorem 3 we have
limN→∞ S(ΣN )(x0) = S(C
′)(x0), which in turn equals S(C)(x0) by Lemma 1. We want
to show
lim
N→∞
S(ΣN )(x0) = 1/N(x0).
Since the sets ΣN exhaust ∆∞, we have x0 ∈ ΣN for sufficiently large N . Because ΣN is
convex, we know that the singular hyperplanes of the rational function S(ΣN )(x) miss x0.
Hence the sequence of partial sums in the limit is well-defined.
The cycle machinery from §§3–7 implies
S(ΣN )(x0) = h˜(z(ΣN )
∗)(x0)
and
z(ΣN )
∗ = z(Σ∗N ).
Hence we can compute S(ΣN )(x0) by arbitrarily dividing Σ
∗
N into simplicial cones
Σ∗N =
⋃
σ∈T
σ,
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where T is some finite set of top dimensional cones (not in C, of course). We can then
apply the relation in Z(Pn−1)
z(Σ∗N ) =
∑
σ∈T
z(σ).
Now we use Hurwitz’s interpretation of the function h. For any cone σ ⊂ Rn, let Pσ be the
induced set in Pn−1. Let Hx0 be the hyperplane in P
n−1 determined by the hyperplane
in Rn orthogonal to x0. If N is sufficiently large, then x0 ∈ ∆∗N and Hx0 misses P∆∗N .
Thus Hx0 eventually misses PΣ
∗
N and the sets {Pσ | σ ∈ T}. This implies that all three
sets PΣ∗N , P∆
∗
N , and P∆∞ are contained in the affine chart P
n−1 \ Hx0 . Therefore we
may fix an orientation such that
S(Σ∗N )(x0) =
∫
PΣ∗
N
Ωx0 ,
and similarly for ∆∞ and ∆
∗
N . Since ∆
∗
N ⊃ Σ∗N ⊃ ∆∞ and ∆∗N → ∆∞ as N → ∞
(Theorem 3), we have ∫
PΣ∗
N
Ωx0 −→
∫
P∆∞
Ωx0 .
Since
∫
P∆∞
Ωx0 = 1/N(x0), Theorem 1 is proved.
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