I. Introduction
The use of information and communication technologies (ICT) in education is becoming a major consideration as developing countries focus on improving the quality of education. Investment in ICT use in education has grown steadily over the past decade in developing countries, even in the some of the most challenging environments in some of the least-developed countries. Several countries are determinedly expanding the supply of computers in their schools in the belief that schools will benefit from the use of the new technologies and that students need to be exposed early. For instance, several countries in Africa, Asia, and Latin America are considering a program to procure $100 laptops for schools. Despite the growing adoption of and demand for ICTs in education, there is very little systematic research and hard data about how ICT is actually used in the classroom and even less about its impact on educational outcomes, social behavior, or employment and worker productivity (InfoDev, 2005) .
This article aims to increase the available evidence on the use and the impact of computers in education. We consider the program Computers for Education. The program is an alliance between the public and private sector to refurbish computers donated by private organization, install them in public schools, and run a program that teach teachers to use computer in specific subjects, especially in Spanish. This is an existing large-scale national program in Colombia.
Unfortunately, while ICT programs are one of the most studied interventions in the education literature, robust evaluations of ICT programs are still too scarce to provide general conclusions regarding their effectiveness. The results of the evaluations that do exist are at best mixed.
-2 -The evaluation literature of such programs is more abundant in developed countries. Importantly, a large portion of these studies are also correlational analyses for which there are obvious challenges to causal interpretation of the findings. Two studies in the U.S. written by the National Center for Educational Statistics (2001a and 2001b) found a positive relationship between availability of computers in schools and test scores.
For the US, Wenglinsky (1998) measured the amount of computers that were used in math classes and scores on math tests and found a positive relationship between use of computers and learning in both 4 th and 8 th grades. Rouse and Krueger (2004) undertook a randomized study of a popular instructional computer program, known as Fast ForWord, which is designed to improve language and reading skills. They concluded that while the program may have improved some aspects of students' language skills, the gains do not translate into a broader measure of language acquisition or into actual readings skills.
Similar positive relationships have been found in OECD countries between computer use and test scores for mathematics (NCES 2001a , Cox et al., 2003 , science (NCES, 2001b , Harrison et. al. 2002 and reading (Harrison et. al. 2002) . Kulik (2003) reviews 75 impact evaluations of technology applications in the US, finding the following results, among others: (i) students who used computer tutorials in mathematics, natural science, and social science score significantly higher on tests in these subjects; (ii) the use of computer-based laboratories did not result in higher scores; and (iii) primary school students who used tutorial software tutorial in reading scored significantly higher on reading scores, while very young students who used computers to write their own stories scored significantly higher on measures of reading skills.
In developing countries, six existing studies present generally positive but still mixed conclusions. Linden et. al. (2003) designed an impact evaluation of a computer assisted learning program in Vadodara, India, on cognitive skills using mathematics and language tests. The authors find a positive and significant impact on math scores of 0.375 standard deviations. Similarly, Linden (2008) finds positive effects of a remedial math program when implemented on a supplemental basis and negative effects when implemented on a pull-out basis as a substitute for the regular classroom teacher's instruction. Fang, He, and Linden (2008) find strong positive effects on Indian students'
English scores of an electronic English-based curriculum.
However, other evaluations do not find such consistent positive results. Angrist and Lavy (2002) find no effect in their evaluation of the 'Tomorrow-98' program, which placed 35,000 computers in schools across Israel between 1994 and 1996. They find no impact on math and Hebrew scores at the fourth or eighth grade level. Finally, the evaluation of the World Links program found positive impact for both students and teachers (Kozma, et. al, 2004, Kozma and McGhee, 1999) . This program prepares students and teachers on communication, collaboration and Internet skills in African and Latin American countries. In Uganda, a special designed performance assessment found that World Links schools outperformed the non-World Links schools on measures of communication and reasoning with communication (Quellmalz and Zalles, 2000) .
However, unlike the other evaluations, these are based on correlational estimates rather than rigorous research designs.
While there is still much to be learned, one general result that seems to emerge from this literature is that positive outcomes of the use of computers in schooling are linked to changes in pedagogy, and introducing technology alone will not change the teaching and learning process. It is not enough to install computers in schools without training (InfoDev 2005) . However despite this general result, very little is known about just how (and how often) ICTs are used in developing country classrooms when available. One study has shown, for example, that where ICTs are used for learning, they are chiefly used to present and disseminate information rather than change the way that children are taught (InfoDev, 2005) .
Our study builds on this existing literature in several ways. First, because our study is a large scale randomized evaluation of a mature, well developed program, we add to the existing body of rigorous randomized evaluations of ICT programs in education. Second, within this evaluation, we implemented modules that are designed to understand, not just the effect of computers on students' test scores, but also the effect of the computers and associated training on the teachers teaching methods, including their use of computers in the classroom.
There are three main conclusions of this evaluation. First, the program successfully increases the number of computers in the school (by 15 computers) and increases students' use of the computers. Second, despite this success, the program has little impact on students' math and Spanish test scores. The program also has little effect on a host of other academic variables including hours of study, perceptions of school, and relationships with their peers. The reason seems to be that despite the program's focus on using the computers for teaching students in a range of subjects (but especially Spanish), the computers were only used to teach the students computer usage skills. The evidence suggests that students use of the computers for their intended purpose was limited --only 3 to 4 percent of the students in both treatment and control groups reported to use the computers in the language class for example. Overall the results of this study highlight the importance of program implementation and measuring the impact of an intervention on the actual practice of teachers and the learning experiences of students.
The paper is organized as follows. In the next section we describe the program in more detail. In section three, we discuss the design of the experiment. Section four contains the results that verify the internal validity of the study and section five contains the results of the evaluation. Finally, we conclude in section six.
II. The Computadores para Educar Program
The Computadores para Educar (Computer for Education or CPE) was created in municipalities. To date, the program includes 83,092 teachers and more than 2 million students.
The program creates a partnership between schools and a local university. For our study, schools were paired with the Universidad de Antioquia. The university then designs a pedagogical strategy for the school and participates in the implementation of a 20 months training component directly in the schools for teachers. The start of the training coincides with the school's receipt of a set of refurbished computers. The initial phase of the training is provided by CPE program directly and lasts for 8 months and covers computers installation and adaptation of classroom techniques, which includes preparation of the rooms where the computers are installed and classroom management strategies. This phase also includes a first step towards the active use of computers in education through teachers' workshops.
The second phase lasts one year and is developed by the partner university to take into account the regional needs of the schools. The objective of this second phase is to train teachers and coordinators on the relationship between technology and learning.
Among the objectives are: (i) support the education of the children in basic areas (language, math, natural and social sciences) by integrating the use of ITCs with pedagogic projects and activities, and (ii) encourage collaborative learning, creativity, and improve teachers' and students' confidence in the use of technology by integrating
ITCs to their pedagogic processes (CPE, 2008) .
The model designed and run by the Universidad de Antioquia focuses on Spanish education. The program is aimed at training teachers in teaching methodologies using computers to strengthen students' reading and writing skills through a theoretical socioconstructivist approach. Its objectives go beyond the impact on standardized tests. In particular, the program tries to integrate technology in learning pursuing the goal of "fomenting a socio-cultural vision over the reading-writing teaching and learning processes" (translated from Henao and Ramirez, no date available, p. 2) . Specifically, the model focuses on different aspects of reading and writing, with a special focus on the recent developments of e-mail, Internet, and the Hypermedia formats.
III. The Design of the Experiment

A. Sample
In order to evaluate the program, we randomly assigned 100 interested and eligible schools into a treatment and a control group. Interested schools were selected as follows. First, to minimize program implementation and data collection costs, the schools were chosen to be in close geographic proximity: we chose schools in the north part of Antioquia, Caldas, Choco, Cordoba, Quindio y Risaralda. For all interested schools in this area, we further reduced the sample to schools to those with 80 or more students in order to facilitate the collection of data. From this list of 100 schools a CPE team visited each school to verify the number of students, the existence of a classroom that could be refurbish for the computers, and the type of school (public or private).
Once the final sample was created, we conducted a stratified randomization, stratifying on department and type of school-basic education, basic plus lower secondary, high secondary. 
B. Data Collection
Data was collected in two phases: a baseline survey conducted immediately after the randomization but before the start of the treatment and a follow-up survey conducted two years later. The baseline was conducted between August 14 and September 29,
2006
, with the target of reaching 100 schools. The collection of information was done directly at the school in an unannounced visit, and questionnaires were administered to students in grades three through eleven, their math and Spanish teachers, and the school's principal.
The survey company, SEI (Sistemas Especializados de Informacion), was able to gather the information from 97 schools: three schools (two treatment and one control) declined to participate in the data collection activities. Because the follow-up survey was completed two years later, we focus on students who were in grades through nine at baseline -students in grades ten and eleven at baseline would have either dropped out or graduated by the time the follow-up survey was administered. The first three columns of Table 1 contain a tabulation of these schools by research group. In total, the distribution of schools and students is even. The sample contains forty-nine control schools and forty-eight treatment schools, and 3,889 control students and 4,327 treatment students in grades three to nine. Dividing the sample by gender and grade shows a similarly even distribution of students. Across all of the groups, the largest difference is the 182 additional male students in the treatment group.
During May and June of 2008, the same survey company resurveyed the same 97 schools, focusing on the students who were in grades three through nine in 2006. The final sample comprises 5,201 students that were found at follow up; 3,015 students were attritors, yielding an attrition rate of 37 percent. Discussions with local principals suggest that the high rate of attrition is primarily due to high rates of migration in the rural areas chosen for the research project. A high attrition rate alone does not violate the internal validity of a study as long as the types of students who attrit are similar in each research groups (Angrist et al., 2002) . While we investigate this in more detail in section five below (and find the attrition rates similar), the distribution of non-attriting students is presented in the last three columns of Table 1 . Like the original baseline tabulation, the distribution of students is still evenly distributed between the research groups even at follow-up, despite the high attrition rate.
Both the baseline and follow-up questionnaires followed the same format. Three different questioners were administered respectively to students, math and Spanish teachers and the principal of the school. The students' questionnaire was selfadministered by the students with the assistance of the survey team. The variables included in the students questionnaire were socioeconomic characteristics (age, gender, family structure, number of siblings, work status, and allowance, among others,); school outcomes (attendance last week, number of hours of study outside the school, grades in math and language, repetition, and dropout spells in the past, among others); and attitude towards the school and the content of classes, including the use of computers. Finally, the student survey included a shortened version of the national Colombian exam, the Saber. 3 For the purpose of analysis, the scores on these tests are normalized relative to the grade-specific control group distribution of scores.
Information was also collected from all math and language teachers present at the school the day of the visit. We collected background information (age, gender, education, experience, etc.), information on their knowledge of computers, and their use of computers in class. Finally, the questionnaire of the school was answered by the principal or the coordinator of the school. It includes general variables at the school level.
C. Statistical Models
Because the treatment was randomly assigned, we can assess the causal effects of the program by directly comparing the average outcomes of students in the treatment group with students in the control group. To do this, we employ three statistical models estimated through ordinary least squares. First, we use a simple difference model of the following form:
The variable in this specification is the variable whose average value is to be compared between the two groups at the child (i), school (j) level. The variable is a dummy variable for whether or not school j was selected for treatment in the randomization process. The coefficient
β then provides the estimated differences in the variable between the treatment and control group. This specification is primarily used for two purposes: to compare the treatment and control group using information collected in the baseline survey to check for comparability and to conduct simple comparisons of outcome variables (without controlling for baseline characteristics).
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Equation (1) can also be used to estimate the treatment effects, but we can improve the precision with which we estimate the treatment effects by controlling for baseline characteristics that are correlated with the outcome of interest. This is done with the following specification which is also estimated through ordinary least squares:
The specification is identical to equation (1) with the addition of a vector, , of baseline and school characteristics.
ij X
In Table 3 , we compare the relative characteristics for students that attrit from the baseline at follow-up and students that do not. To make this comparison we use a difference in differences estimator that compares the difference between attritors and non-attritors in the treatment group to the same difference in the control group. The model is estimated through ordinary least squares using the following specification: (1) Finally, because treatment assignment occurs at the school level, student behavior is likely correlated within schools. Not taking this correlation into account, could lead us to overestimate the precision of the treatment effect estimates and conclude that an effect exists when, in fact, it does not. To account for this in both models, we cluster the standard errors ij ε at the school level (Bertrand, Duflo, and Mullainathan, 2004) .
IV. Internal Validity Confirmation
In order to ascribe any observed difference in follow-up characteristics to the implemented program, the two groups created by the randomization must be sufficiently similar in all characteristics that such differences could not be responsible for generating the observed differences in the groups at follow-up. We proceed as follows. First, using all of the information students provided in the baseline, we verify that the randomization process did create initially similar treatment and control groups. Some of those students observed in the baseline, however, then fail to provide information at follow-up, having attritted form the sample. Because these students are not available at follow-up, the attrition process could cause an initially balanced sample to become unbalanced if different types of students attrited from one of the two groups. To check this, we compare the characteristics of attriting students between the two groups and compare non-attriting students using the available baseline characteristics.
A. Baseline Comparison
To start, we compare the respective research groups based on the survey responses at baseline. Table 2 contains the comparison of all students taking a baseline survey in treatment and control schools. Panel A contains the test score characteristics and the rows in Panel B contain basic demographic characteristics. Panel C then contains other relevant academic variables. We present the average of these characteristics for the treatment group in the first column. Column two contains the control group average.
And the final column contains the estimated difference using equation (1).
The differences between the treatment and control groups are minor. Of nineteen considered variables three are statistically significant and all of them are practically small. This includes a three percent difference in the probability that students report staying after school, an eight percent difference in the probability that a child talks to a teacher after class, and a 0.11 difference in the number of hours reported studying. The most significant variables -the math and Spanish test scores -show no difference between treatment and control groups. The normalized difference in Spanish scores is 0.07 standard deviations and the difference in math scores is 0.06 standard deviations.
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B. Attrition
Even if the treatment and control groups are similar at baseline changes in the composition of the groups between baseline and follow-up could result in large differences between the treatment and control students who complete a follow-up survey.
And as long as these attrition patterns are similar across treatment and control groups, the research design would still have internal validity even with extremely high attrition rates (Angrist et al., 2002) . We compare the attrition pattern between the two group using baseline characteristics in Table 3 and 4. Table 3 contains a direct comparison of attriting students. Using the same rows as in Table 2 , columns one through three contains a simple comparison of attriting students using equation (1). Columns four and five 4 A more detailed comparison is provided in a baseline report produced after the baseline data collection (Barrera-Osorio et al, 2006) . The report compares the samples in much greater detail than is presented here concluding the that the samples are sufficiently similar. This report is available from the authors upon request.
contain the relative difference between attriting and non-attriting students in the treatment and control groups respectively. Column six then contains the estimated difference in these differences between treatment and control groups using equation (3). Thus, the first three columns compare the characteristics of attriting students while the last three columns compare the relative characteristics of attriting and non-attriting students across the two research groups.
The results in Table 3 confirm that the same types of children attrited from the treatment and control groups. Even though on average 35 and 38 percent of baseline students attrited from the treatment and control groups respectively, the types of attriting students are exactly the same. First, the attrition rates are very similar, differing by only 3 percentage points. Second, in almost all characteristics, the differences between the treatment and control groups are minor. The attritors differ in only two characteristicswhether students talk to a teacher outside of class (7.5 percentage points) and the number of hours students study outside of school (0.13 hours) -both of which are small.
Columns four through six then compare the characteristics of attriting and nonattriting students. In both the treatment and control groups, attriting students are significantly different from non-attritors. Attritors are about three-quarters of a year older than non-attritors. They are 11 percentage points more likely to have repeated a previous grade, and 9 to 11 percentage points more likely to have failed a class. They are also more likely to work. The patterns, however, are exactly the same in the treatment and control groups. As shown in column six, the difference in these patterns is only significant for the number of friends. Table 4 estimates the ultimate outcome of the attrition process by comparing the non-attriting students using the baseline characteristics. The table layout is identical to Table 2 . As one would expect from the previous tables, the students remaining in the study after the follow-up survey are similar in their baseline characteristics. In fact, the attrition pattern was so similar, that the results in column three of Table 4 are almost exactly the same as those in column three of Table 2 despite having lost almost a third of the sample. Focusing on the differences in column three, all of the differences are small, and only two differences are statistically significant. This includes an 8.5 percentage point difference in the probability that a child reports seeing a teacher outside of class and a 3.4 percentage point difference in the probability that a child stays after school.
V. Results
Given that the sample of students completing the survey in both research groups is comparable, we can estimate the causal effects of the program by directly comparing the average responses in the treatment and control groups. First, we check to ensure that the treatment was implemented as planned and that the implementation created the expected treatment differential between the two groups -it did. Second, we estimate the differences in outcomes. Overall, the program seems to have had little effect on students' test scores and other outcomes. These results are consistent across grades, subjects, and different types of students. The main reason for these results may be the implementation of the program. Surveys of both teachers and students suggest that the program increases computer use among students and teachers by a surprising small amount, and most of the use of computers by students is for the purposes of learning to use a computer rather than studying language. Additionally, the extra computer use reported by teachers is concentrated in the lower grades with older students' teachers reporting almost no computer use in both groups.
A. Treatment Differential
As described in section four, the two research groups contained similar students at the time of the follow-up exam. The research design then depends on the only difference being the treatment delivered to the schools in the treatment group. Table 5 estimates the differences in the implementation of the treatment at the school level by research group using equation (1). As before, columns one and two contain the average characteristics for the treatment and control groups respectively and we present the estimated difference in the third column. We use three measures of implementation to compare the schools.
First, using information from CPE staff regarding whether or not the program was implemented in a specified school, we estimate the average number of schools receiving the treatment in the first row. The estimates document that the treatment assignment was very closely followed by CPE. On average 96 percent of the treatment schools were treated and only 4 percent of the control schools were treated.
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We also checked for the implementation of the two main components of the CPE program by CPE and the Universidad de Antioquia -the provision of computers and the training of teachers. Using data from the principals, we estimate in row two the average number of computers in each school. On average, treatment schools have 13.4 computers compared to only 5.1 computers in the control schools. This suggests that the program was successful at increasing the computer resources available to students in the treatment schools. Finally, in row three, we report the average responses of the surveyed teachers regarding whether or not they received training from the university. In all, 95 percent of treatment teachers reported receiving training while only 8 percent of the control group reported receiving training. These results document that the program implementation complied with the research design and generated the expected treatment differential between the two research groups.
B. Effects on Test Scores
Given that the groups are on average similar in characteristics except for the receipt of the treatment by the treatment group, we can estimate the effects of the treatment by comparing the average characteristics of the research groups at follow-up.
Tables 6 through 9 present results of the impact of the program on test scores. Table 6 contains the primary outcome measure -the average score on the test administered as part of the follow-up survey. The first four columns of Table 5 presents percentage of correct answers, and the second four estimates the same treatment effects using the test scores normalized by the grade-specific control distribution. Within each group, we first present the average score for the treatment group, the average score for the control group, and then the simple difference estimated using equation (1). Finally, in the fourth column we estimate the differences controlling for baseline characteristics using equation (2).
It is important to note that the estimated respective differences between the estimates from equation (1) in column three and seven (without controls) and the estimates from equation (2) in columns four and eight (with controls) are virtually identical. This underscores the similarity of non-attriting sample. Had there been large differences in characteristics that were correlated with the follow-up test scores, then the estimated differences would have differed significantly. The fact that the estimates are similar is another piece of evidence supporting the comparability of the research groups at follow-up.
The value of the estimated differences shows that, by all measures, the program seems to have had little effect on students' test scores. In Spanish, the subject targeted by the program, students answer on average about 40 percent of the questions correctly, but the treatment group only answers correctly 1.7 percent more than the control group. This difference is too small to be statistically significant at conventional level of significance.
Similarly, the program has no ancillary effect on math (neither positive nor negative).
To facilitate comparing the magnitude of these results to those of other studies, the second four columns make the same comparison using normalized scores. The average treatment effect in both subjects is less than 0.1 standard deviations. This is significantly smaller than the estimated effects of other successful programs in the literature. In addition, the estimated standard errors suggest that the experiment was powerful enough to detect treatment effects of at least 0.125 standard deviations (at the ten percent level) which is comparable to the smallest estimated treatment effects for education programs in developing countries (Kremer, Miguel, and Thornton, 2007) . In addition, we can reject the hypothesis (at the ten percent level) that the true effect of the program in Spanish is greater than 0.2 standard deviations. Since many viable classroom interventions have increased test scores by 0.3 to 0.47 standard deviations (for example, Muralidharan and Sundararaman, 2008; Banerjee, Cole, Duflo, and Linden, 2007; He, MacLeod, and Linden, 2008; Linden 2008) , the test is powerful enough to exclude treatment effects that would place the program in the range of other programs that educators would consider when choosing interventions.
Despite the lack of overall average effects, it is possible that the program may have had significant impacts on individual subjects (as in Glewwe, Kremer, and Moulin, 2007) . Table 7 presents the estimated treatment effects by specific components. This includes encyclopedia, identification, paraphrase, pragmatics and grammar in Spanish 6 and of algebra, arithmetic, geometry and statistics in mathematics. As in Table 5 , we present the average treatment score, the average control score, the difference estimated with equation (1), and the difference estimated with equation (2). All scores are normalized to the control group distribution. The results are similar to the overall average estimates presented in Table 5 . For all competencies, we did not detect any differences across sub-subjects between students in treatment and control schools. The largest estimated difference is 0.13 for letter identification, a difference that is not statistically significant at conventional levels. For no subject or group of students are the results different than the overall averages 6 The encyclopedia component requires blending previous knowledge and information presented in a sample text to answer questions. The identification component asks respondents to repeat information explicitly presented in the text without changing its meaning. The paraphrase questions require recognizing both explicit and implicit information in the text and being able to convey the information back in written form. The pragmatics questions ask students to recognize and understand different types of communicative actions, intentions, aims and purposes of the author and the circumstances under which the text is written. The grammar component asks students to recognize and understand the semantic function of grammatical elements in coherence and cohesion of the text (MEN, 2008) . presented in Table 6 . For Spanish, girls show a difference in test scores of 0.069 standard deviations while boys show a difference of 0.087 standard deviations. Neither of these estimates is statistically significant at conventional levels of significance.
Finally, Table 9 divides the sample by grade. Using the reported grade levels from the 2006 baseline survey, we report only the estimated treatment effects using equation (2) for the test scores normalized to the follow-up control distribution for the indicated subject. The results generally confirm the estimates presented earlier. In almost all grades, the estimated differences generally small and statistically insignificant at conventional levels of significance. The exception is students in grade eight and nine.
Students in grade eight seem to perform worse due to the program while students in grade nine seem to benefit from the program. However, since these are the only statistically significant results, they are likely due to random variation. The fact that, as we will show below in Table 12 , computers were not used in these grades further supports this contention. Tables 6 and 8 with the differences estimated using equation (1).
For most variables, the program seems to have little effect. There is no change in the probability that students like school or like the content of school. Similarly, there is no change in students reported grades or probability of failing a subject. And similarly, there is no change in students' probability of talking to a teacher outside of class. The only statistically significant effects are the probability that students did not attend school in the previous week (reduction of 0.12 percentage points), the probability that a student stayed after school (reduction of 2.8 percentage points), and the reported number of hours worked (reduction of 1.735 hours). However, while significant, they are small.
C. Number and Use of Computers
To better understand the lack of estimated treatment effects on student outcomes, we turn to our measure of computer utilization by teachers and students. A critical objective of the CPE program is to incorporate computers into actual classroom teaching at the school. Indeed, the program aims for the use of computers in Spanish classes. The lack of consistent treatment effects -especially on Spanish test scores -seems to be at least partly the results of teachers' and schools' limited use of the program. Teachers report only a modest increase in computer use -an increase that is concentrated in the lower grades. And students report that their experience of computers due to the treatment -while also modest -occurred in computer science and not in Spanish as originally envisioned by the creators of the program. Table 11 presents the responses of 426 teachers to our follow-up questionnaire.
As before, we show the average response for the treatment group, the average response for the control group, and the estimated difference using equation (1). The responses are disaggregated by the subject that the teacher teaches. The surveys targeted language and math teachers, and if a teacher taught both subjects, then the teacher's responses are included in both the language and math teachers' responses.
The data show that the program created a modest increase in computer use amongst teachers. In response to the question about whether or not they used a computer last week, 42 percent of the treatment language teachers responded affirmatively compared to 17 percent of the control group. This is a difference of 25 percentage points which is statistically significant at the one percent level. The fact that some schools in the control group use computers without the program is hardly surprising, but it does seem surprising that only 44 percent of teachers in the treatment group report using a computer. Interestingly the results were the same for math teachers, suggesting that the computers provided by the program were not used exclusively for the Spanish program, but rather, were used by teachers in general.
The next set of questions attempt to identify what the teachers used the computers to do. For each topic, teachers were asked how many times they used a computer for the identified task in the previous week. Again, teachers responded that they used the computers in the treatment group (for both language and math) about a half a day more a week than the control group, differences that are both statistically significant at the five percent level. However, when asked how many times the computers were used for in class activities, the teachers responses indicate that the computers were not used more often in the treatment group for these purposes. Teachers, for example, may have been using the computer for preparatory activities rather than for in class activities.
Using the information on which teachers did and did not use computers, we can in turn ask for each school which grades had a teacher that reported using a computer in the previous week. These results are presented in Table 12 . The format is the same as for Table 10 , except that the analysis is conducted at the school level, difference are again estimated using equation (1). The results suggest that for both language and math, the program generated changes in schools' use of computers only in the early grades. In Spanish, for example, the program seems to increase computer in only 20 and 16 percent of the schools respectively in grades three and four, both differences are statistically significant at the five percent level. However, in higher grades, the differences are much
smaller. There is a difference of 10 percentage points in the fifth grade that is not statistically significant at conventional levels, and then the difference for all other grades is statistically insignificant and less than 10 percent in magnitude.
We also included questions for students regarding computer use, and their results corroborate the data from the teachers. This data are presented in Table 13 . In the first three columns we present the average responses for the treatment group, the control group, and the difference (estimated using equation (1)) for all 5,201 students responding to both the baseline and follow-up surveys. In the second three columns, we present the same three statistics, but only for students who report having used a computer in the last week. Thus the first three columns show the overall average rates of use for each individual purpose across all students, and the second column identifies differences in computer use between the treatment and control students for students using a computer.
Similar to the responses for the teachers, about 25 percent more students report using a computer in the last week, an increase to 66 percent for the treatment group versus 41 percent for the control group. Focusing on where students used a computer, the increase in the treatment group seems to be largely due to increased computer use at school (a 30 percent increase) which is largely consistent with the idea that the use is generated by the provision of computers through the CPE program. There is no difference in this respect between students in general and only students using computers.
Given that students use the computers more often at school, which subjects do they use them for? Panel B presents estimated differences in the subjects in which students' report using computers. It seems that the largest (and only statistically or practically significant change) is in the use of computers for computer science class. The magnitude of this result, 29 percent, is consistent with the overall reported use of computers for both groups of students. This is also consistent with the data from teachers suggesting that they did not report an increase in the use of computers in class. Both confirm that despite the intent of the program to increase computer use in the teaching of Spanish, the program did not have that effect.
VI. Conclusion
The results of this evaluation provide a sobering example of the potential limits of ICT interventions aimed at improving the methods that teachers use in the classroom.
Our estimates suggest that this widely implemented national program has no effect on students' academic performance. The primary reason seems to be a failure of the implementation of the program. Despite receiving computers, training, and technical assistance, the teachers in the program simply failed to incorporate the new technology into their classroom teaching.
This example provides an important lesson both for researchers and for policy makers. For policy makers it emphasizes the importance of program implementation and monitoring. In this case, the program simply assumed that once equipped and trained, teachers would voluntarily incorporate the provided technology into their classrooms.
Mere training and equipment does not seem to be sufficient.
For researchers, it suggests two important research questions. First, the obvious question is once trained and equipped, how can we get teachers to use the resources that -25 -they are given? There are examples of teacher using new techniques and technologies (Duflo, Hanna, Ryan, 2007; He, MacLeod, and Linden, 2008) , but why these efforts were successful at changing teacher behavior and other were not remains an open question.
Second, while all too often process evaluations are incorrectly interpreted as measures of impact (Duflo, 2004) , process evaluations remain an important component of impact evaluations. Particularly in a literature with results that are as mixed as those that estimate the effects of ICT on education, it is important to be able to distinguish between programs that have little effect because of implementation issues and those that fail because of poor pedagogical design. 
Baseline Survey Follow-Up Survey
Note: This table contains a tabulation of the schools and students that were surveyed in the baseline survey and then both the baseline and follow-up surveys. One hundred schools were originally randomized, but three schools (2 treatment and 1 control) refused to participate in data collection. Note: This table contains the average characteristics of all students completing the baselind survey in grades three through nine. This includes 8,216 students --4,327 in the treatment group and 3,889 in the control group. Differences are generated by estimating equation (1) using ordinary least squares with standard errors clustered by school. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. 
Attritors Attritors less Non-Attritors
Note: This table describes the characteristics of students attriting at followup. The first three columns contain the averge characteristics of attriting students. Differences are estimated using equation (1). The last three columns compare the relative characteristics of attriting and non-attriting students using equation (3). Standard errors in all models are clustered by school. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. Note: This table contains a comparison of non-attriting students by baseline characteristics using 5,201 nonattriting students (2,798 tretment and 2,403 control). Difference are generated by estimating equation (1) using ordinary least squares with standard errors clustered by school. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. Note: This table contains a comparison of the treatment and control groups using the tests administered in the follow-up survey. Results are presented first for the percentage of correct answers and then using normalized scores. The first column contains the average scores in the treatment group. The second column contains the average scores in the control group. Column three contains the simple difference using equation (1), and column four contains the difference estimate controling for baseline characteristics using equation (2). All standard errors are clustered by school. Sample includes 5,201 students who completed follow-up survey. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively.
Note: This table compares characteristics of the 97 schools in our sample. All regressions are estimated using equation (1) at the school level. Significance at the one, five, and ten percent levels are indicated by ***, **, and * respectively. Note: This table contains a comparison of the treatment and control groups using the tests administered in the follow-up survey. Scores are normalized relative to the control group follow-up survey distribution. The first column for each subject area contains the average scores in the treatment group. The second column contains the average scores in the control group. Column three contains a simple difference estimates using equation (1) and column four contains the difference estimate controling for baseline characteristics using equation (2). All standard errors are clustered by school. Sample includes 5,201 students who completed follow-up survey. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. Note: This table contains the difference between treatment and control groups disaggregated by gender. Panel A presents the results for female students while Panel B presents the results for male students. The first column presents the average score on the specified subject for the treatment group. The second column contains the average score for the control group. The third column presents the simple difference in averages estimated using equation (1) and the final column presents the average difference controling for baseline characteristics using equation (2). All standard errors are clustered by school. Sample includes the 5,201 students who completed the follow-up survey. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. 
Percentage Correct
Grade in 2006
Note: This table reports the estimated difference in normalized test scores between the treatment and control groups using equation (2). Estimates are disaggregated by grade and subject as indicated. Standard errors are clustered by school. The sample size for each grade is given in Table 1 , but all 5,201 students who completed the follow-up survey are included in this table. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. students who completed a follow-up survey. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. 
Language teachers Math teachers
Note: This table presents the results of teachers reported use of computers for the indicated activities. Statistics are provided for teachers teaching Spanish and teacher teaching math. Teachers who teach both subject are included in both sets of statistics. Differences were estimated using equation (1) with standard errors clustered at the school level. Sample includes 426 teachers. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. 
Note: This table contains the fraction of schools, in each research group, that have at least one teacher teaching in the indicated grade that reports using a computer. Differences were estimated using equation (1) at the school level. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively. 
All Students Students using Computers
Note: This table contains estimates of differences in students' reported use of computers. The first three columns contain estimates for all 5,201 children completing a follow-up survey. The last three columns contain estimates for just those students who report having used a computer in the last week. All estimated differences are generated by estimating equation (1) with standard errors clustered at the school level. Significance at the one, five, and ten percent levels is indicated by ***, **, and * respectively.
